The paper investigates the two-dimensional irregular packing problem with multiple homogeneous bins (2DIBPP). The literature on irregular shaped packing problems is dominated by the single stock sheet strip packing problem. However, in reality manufacturers are cutting orders over a multi-stock sheets. Despite its greater relevance, there are only a few papers that tackle this problem in the literature. A multi-stock sheet problem has two decision components; the allocation of pieces to stock sheets and the layout design for each stock sheet. In this paper, we propose a heuristic method that addresses both the allocation and placement problems together based on the Jostle algorithm. Jostle was first applied to strip packing. In order to apply Jostle to the bin packing problem we modify the placement heuristic. In addition we improve the search capability by introducing a diversification mechanism into the approach. Furthermore, the paper presents alternative strategies for handling rotation of pieces, which includes a restricted set of angles and unrestricted rotation. Very few authors permit unrestricted rotation of pieces, despite this being a feature of many problems where the material is homogeneous. Finally, we investigate alternative placement criteria and show that
Introduction
The paper addresses the Two-Dimensional Bin Packing Problem where the pieces may be any simple polygon; we denote it as the 2DIBPP. The problem arises in many industries where there is a requirement for irregular shape pieces to be cut from multiple fixed dimension stock sheets such as metal, wood, paper and plastic. Despite the many real-life applications, the problem has received relatively little attention in the literature when compared to the rectangle bin packing problem or the irregular shape strip packing problem.
Moreover, most data instances for irregular packing problems restrict the orientation of the pieces to one, two or four angles of orientation. However, many types of material are homogeneous and pieces can be cut in any orientation. Specifically, the paper describes a heuristic solution method for the 2DIBPP where the stock sheets are homogeneous and a feasible solution is found when all the pieces are packed within the bins with no overlap between pieces. The objective is to minimize the total number of bins needed to cut all of the pieces.
Our approach draws on the literature for irregular strip packing and ap-plies these concepts to bin packing. Further the paper describes new features that significantly enhance the performance of the algorithm and make it more generally applicable. The components of our approach include: a single-pass constructive algorithm (CA) that constructs the bins, placement decisions that allow either a finite set of rotation angles or free rotation of the pieces, and an improvement heuristic. The CA is based on TOPOS, which was originally proposed by Oliveira et al. (2000) and later improved by Bennell and Song (2010) . Since the problem definition allows pieces to take any angle of orientation, we develop placement rules that permit pieces to rotate either by a pre-defined finite set of orientations or any angle in the range of 0 to 360 degrees. Finally, the improvement heuristic uses the principles of the Jostle approach proposed by Dowsland et al. (1998) for strip packing. The combination of Jostle and the CA means that the approach solves both the placement and allocation problems together rather than considering them as two independent problems. Further improvements are made to the Jostle heuristic to enhance its ability to search the solution space including a kick to diversify away from local optima and a merge and split mechanism to retain profitable combinations of pieces.
The contribution of this paper is as follows. We are one of the few papers to consider multiple bins for packing irregular shapes, and the first to include the free rotation of the pieces. Hence, the contribution is to propose and solve a more general and more realistic problem for many industries.
Second, we introduce a new method for identifying promising rotations for the pieces in the case when any angle is permitted. This is important because free rotation implies an infinite neigbourhood, which can be sampled from but not exhaustively search. The final contribution is the development of an efficient heuristic adapted from the Jostle approach that is competitive across all nesting benchmark data sets. In addition, we introduce a diversification mechanism from local search to improve the performance of the Jostle approach.
The paper is organised as follows. Section 2 provides an overview of the published work on irregular packing with multiple stock sheets. In Section 3, we define the problem while introducing some notations used in the paper.
Section 4 introduces our packing procedure. This includes the proposed CA and describes how we handle finite rotation, free rotation and hole-filling.
Section 5 describes the implementation of the Jostle heuristic for the bin packing problem and considers its performance as a local search procedure.
In the same section, we propose an iterated Jostle approach and describe three variants. We present the experimental design and the computational results in Section 6. This includes results of experiments we use to improve the performance of the algorithms and the results we achieved for existing benchmark problems. Section 7, discusses our conclusions from the research.
Literature Review
In this section we provide a brief overview of the literature. Note that there is very little literature on this specific problem, while there is extensive literature on the rectangle bin packing problem and the irregular strip packing problem. Here we select the papers most relevant to our study.
Irregular shape packing problems hold additional challenges associated with dealing with complex geometry that can make solution generation com-putationally time consuming. Only recently the research field has sufficiency matured, along with greater computer processing power, to make considering multiple stock sheets a fruitful proposition over solving each stock sheet separately. Hence, literature explicitly covering the 2DIBPP is limited. LopezCamacho et al. (2014) , Lopez-Camacho et al. (2013a) , Lopez-Camacho et al. (2013b) and Terashima-Marin et al. (2008) all describe a hyper-heuristic approach based on a genetic algorithm for the 2DBPP for regular and irregular shapes. They describe several selection heuristics to solve the allocation of pieces to bins including variants of first fit, best fit, filler and Djang & Finch (DJD). For the latter, the position of the pieces in the allocated bin is determined by the Bottom-Left (BL) algorithm developed by Jakobs (1996) or an improved bottom left (BLLT) version proposed by Liu and Teng (1999) or a variant of the constructive approach presented by Hifi and M'Hallah (2003) . Song and Bennell (2014) solve the irregular shape cutting stock problem.
Cutting stock problems are slightly different to bin packing problems. While both pack multiple stock sheets, the cutting stock problem has many copies of each piece, hence the piece set is weakly heterogeneous. As a result, multiple copies of a particular layout can be cut to meet demand. They propose a column generation procedure, where the master problem determines how many copies of each layout, and the sub-problem is solved heuristically to generate a bin layout. They investigated three solution approaches; column generation, adapted column generation that permits fewer patterns, and a sequential heuristic procedure to compare the quality of packing solutions.
These papers, as with the majority of the existing literature on irregular packing, have achieved efficient solutions with restricted rotation of the ir-regular pieces e.g. Bennell and Song (2010) , Burke et al. (2007) , while only a few papers (Martinez-Sykora et al., 2015; Rocha, 2014; Han et al., 2013; Stoyan et al., 2012) have considered unrestricted rotation of irregular pieces.
To our knowledge, Han et al. (2013) and Martinez-Sykora et al. (2015) are the only papers that considered unrestricted rotation with multiple identical stock sheets. Both these papers consider an application of cutting glass where pieces are convex and require guillotine cuts. The guillotine cuts may be at any angle relative to the edge of the stock sheet. This constraint has a dominating influences over the algorithm design and strongly influence the rotation angle of the pieces.
The main body of literature on packing irregular shapes addresses the strip packing problem, known as nesting problems. Bennell and Oliveira (2009) provide a tutorial in nesting problems and describe the different types of solution strategies adopted by researchers. A review of these approaches is beyond the scope of the paper. Here we highlight the work of Oliveira et al. (2000) and Dowsland et al. (1998) as these form part of our approach. Oliveira et al. (2000) TOPOS approach constructs a layout from a given permutation of pieces. Each piece added to the partial solution is placed according to a range of criteria. A key innovation in this paper is that the partial solution does not have a fixed origin on the stock sheet, hence pieces could be added at any point on the perimeter of the partial layout provided it does not exceed the width of the stock sheet. They were an early adopter of the nofit polygon and used this to identify a finite set of placement positions that optimised their criteria. Dowsland et al. (1998) also use the nofit polygon to identify feasible positions in their Jostle algorithm. Essentially the algorithm involves repeated applications of a CA. A key innovation is using the co-ordinates of the current layout to determine the next packing sequence of pieces starting with the last piece. This simulates the jostling of pieces from left to right and back again.
Problem Description
In this section we give a more formal description of the problem.
Let P = {p 1 , . . . , p n } be a set of n polygons to be packed into identical rectangular bins. We denote the bins as rectangular objects with fixed width W and fixed length L. A feasible solution of the 2DIBPP is described by a set of bins B = {b 1 , . . . , b N } where N is the number of bins required to pack the given n irregular polygons. We denote P j ⊆ P as the set of packed pieces in each bin b j and n j denotes the number of placed pieces in bin b j . Each packed piece p i , has an orientation angle o i ∈ [0, 360 o ) and a position in its allocated bin (x i , y i ), which is the position of the piece origin. We consider the origin of each piece as the bottom-left corner point of the enclosing rectangle for a given angle of rotation and the bottom left corner of the first bin is the bin origin.
The objective is to minimize the number of bins utilized, N . However, this measure is not very sensitive and many competing solutions will have the same value of N for a given problem instance. As a result, we use the following two measurements to evaluate the bin packing solutions.
1. Fractional number of bins K = N −1+R * where R * is the proportion of the least utilised bin used to pack pieces after applying either a vertical or horizontal cut. This assumes that offcuts can be kept and used later.
See Han et al. (2013) .
where U j is the utilization of each bin b j , proposed by Lopez-Camacho et al. (2013a) . The utilization of each bin U j is defined as the total area of pieces inside the bin b j divided by the area of the bin (LW ).
Both measures reward solutions that highly utilise bins while trying to empty one weakest bin, which supports the search in reducing the number of bins.
Packing procedure
In this section we describe all the components of our approach that support the construction of a single layout. Our packing procedure is a CA within which we need to identify the candidate placement positions and the orientation of the piece. We also discuss the selection criteria that will chose between placement candidates.
A solution method of 2DIBPP addresses two main decision problems: assigning pieces to bins and placing those pieces in the bin. The majority of the cutting and packing literature that considers 2D irregular pieces focuses on strip packing where there is a single stock sheet. In this case the main decision is where to place the piece on the strip with the aim of minimising length. Our approach follows the strip packing approach while imposing the division between bins therefore making the bin allocation implicit within the placement decisions. The proposed method always leads to a feasible placement of the next piece by addressing the allocation and placement decisions together.
Our approach seeks to simulate the jostling of pieces. Dowsland et al. (1998) on the nofit polygon (e.g. Bennell and Song (2010) ). As a result we design several new placement policies and incorporate them within Jostle.
Construction algorithm
In this section we introduce the single-pass CA, which is made up of the packing order of pieces and the placement policy. The packing order is a randomly generated sequence for the first layout construction and subsequently is decided by Jostle. The placement policy sets the criteria to compare the candidate placement positions and orientations of the next piece to be placed, where any candidate position must be feasible with respect to overlap and containment in a bin.
Any solution approach to a packing problem involving irregular shapes requires computational tools for handling the geometry. Specifically, search heuristics need an efficient test for identifying feasible placement positions of pieces. Our tool set is based on the nofit polygon (NFP) and inner fit polygon (IFP) obtained using the approach of Bennell and Song (2008) . Since pieces are permitted to be placed in any orientation, there are infinitely many possible NFPs, hence it is necessary to generate these online as they are needed. In order to place a piece, the algorithm must generate multiple NFPs, one for each of the placed piece with the next piece to be placed.
Our investigation shows that it is significantly more efficient to sequentially merge all the placed pieces into a single polygon and then generate a single, albeit large and complex, NFP. This is the approach of Oliveira et al. (2000), called TOPOS, which was later improved by Bennell and Song (2010) .
The proposed constructive algorithm represents the existing partial solution as an array of polygons m j where each m j is the polygon generated by merging the set of pieces packed within the region b j (equivalent to a bin). Unlike Oliveira et al. (2000), we fix the position of the partial solution within the bin. As in Bennell and Song (2010) , the algorithm retains any enclosed gaps between the pieces when a piece is merged with the existing partial solution. These gaps form holes in the merged polygon, which are made available for placement of subsequent pieces provided the area of the hole is greater than the area of smallest unpacked piece. Let H k : h 1 , .., h q be the set of holes generated after placing the kth piece. 
Placement orientation of a piece
The above discussion assumes p i is in a given orientation. In this paper, we consider two scenarios with respect to rotating pieces. First, we allow pieces to rotate by a pre-assigned set of angles, which we define as the finite rotation approach. This is the most common case in the literature where the rotation angles of pieces are restricted to
o . Second we consider rotating pieces freely.
In the case of finite rotation angles, we simply consider p i in each of the four orientations. For each orientation we generate the set of feasible placement positions, as described in 4.1.1, and select the best according to the placement policy criteria, described in the next section.
For free rotation there are an infinite set of possible orientations, where only a subset of these can be evaluated. In order to reduce these to a finite set of candidate orientations, we devise a mechanism to identify a subset of promising angles according to the arrangement of the pieces in the current partial solution. We describe the approach assuming p i can be placed in a region that contains a merged polygon m j .
Our approach begins by placing p i on the packing layout in a temporary position and orientation using the finite rotation placement approach, where the best orientation is selected. As discussed in the previous section, the position will be touching the boundary of m j . Each touching point or edge defines two new angles of orientation. These are illustrated in figure 4.4. 
Placement policy
The above procedures provide a set of feasible placement positions and orientations for piece p i . The placement policy sets the criteria that determines which position is chosen. Note that for some of the placement rules, we can often avoid the computational cost of assessing all positions by controlling the order in which they are assessed. In the following we describe the placement rules in the context of packing from the left hand end of the strip extending towards the right. However, Jostle also packs from right to left, in which case simply swap left and right in the following explanation.
We evaluate three well known placement rules; bottom left placement, minimum length placement and maximum utilization placement, to determine the position of each piece. However, these rules are dominated by first trying to fill holes in the layout.
The first step when placing p i is to sort all the holes in H k in order of left most x-coordinate. These holes are evaluated in that order using the hole filling procedure. If p i fits in a given hole, it is placed and no further holes are considered. If p i does not fit within any hole, the algorithm attempts to find a feasible placement position in each of the bin regions b j starting with the left most. Using the procedure described in Section 4.1 for finding placement positions and orientation in a partially packed bin, the candidate positions are found for each bin region b j in order. The placement policies are as follows:
• Bottom-left (BL) prioritizes placing the reference point of the piece in the leftmost feasible position on the stock sheet breaking ties by selecting the bottom-most of the left most positions. This is a well-known single pass placement rule applied in many cutting and packing papers (Dowsland et al., 1998; Blazewicz et al., 1993; Albano and Sapuppo, 1980) . By applying this rule when hole filling fails, once a feasible position is found in region b j the search can stop. If more than one orientation of p i gives the same BL position, select the orientation that minimises the width of the bounding box of the piece. If there is still a tie, select the orientation randomly. Apply the same tie breaker rules for placing p i in a new bin.
• Minimum Length (ML) placement rule selects the position that minimize the length from the origin of the bin to the right-most x-coordinate of p i . The piece is orientated to minimise the right-most x-coordinate.
In case of ties, we select the bottom-left placement position.
• Maximum Utilization (MU) placement rule selects the position that provides the maximum area utilisation in the earliest bin. We assume the occupied area of a region b j is the area of the convex hull of m j .
Let the area of the convex hull of m j be CHarea(m j ), the area of p i be area(p i ) and the area of the convex hull of the new merged polygon after p i is placed in a certain position be CHarea (m j + p i ). Then the utilisation of the placement position (U tp) is calculated as follows. Algorithm 1 denotes the constructive algorithm discuss in this paper.
Solution Improvement
In this section we describe the search mechanism for finding improving solutions. This includes four variants of the Jostle heuristic proposed by Dowsland et al. (1998) . The first modifies Jostle to work for bin packing problems, the second and third are designed to include mechanism for avoiding becoming trapped in local optima, and the fourth introduces a merge and split mechanism to retain profitable combinations of pieces.
Jostle heuristic
In this section, we discuss the design of the Jostle heuristic to address the 2DIBPP. As explained in Section 3, the Jostle heuristic determines the piece sequence that feeds into each iteration of the constructive algorithm. The first application of the constructive algorithm uses an arbitrary order of pieces Jostle is analogous to a local search where the search occurs over the sequence of the pieces and each Jostle iteration generates a neighbour sequence.
The constructive algorithm takes a sequence of pieces and creates a layout.
The layout is converted back to a sequence according to the x-coordinate order. Hence, the new layout defines a new sequence of pieces, this is a neighbour solution based on the arrangement of pieces of the previous packing layout. Each iteration generates only one neighbour, which is always accepted. The optimisation arises from the neighbour generation. Instead of applying a fixed rule to the sequence i.e. swap or insert, the constructive algorithm changes the sequence by optimising the packing arising from the current piece sequence. Each complete solution is evaluated according to K and F defined in Section 3. At the end of the search, the best solution according to these measures is kept.
Since the constructive algorithm includes filling of holes and multiple alternative orientation, the piece sequence and placement positions change between iterations. However, our experiments show that the search can converge and get stuck in local optima. In order to overcome this we incorporate the diversification ideas from iterated local search to escape from local optima. The new variant is called Iterated Jostle.
Iterated Jostling
The Iterated Jostle algorithm combines the basic Jostle procedure and a kick intended to move the solution to a new area of the solution space and escape local optima. This feature is motivated by our observation that the Jostle heuristic becomes trapped in local optima after running several Jostle cycles. This is more commonly found for data sets that are small and have similar size pieces. We perform a kick from the best local optimum found so far and consider that we are at a local optima after c max Jostle cycles with no improvement. We investigate two kick strategies, described below. Note that in cutting and packing, a small change in the permutations can lead to a significant change in the layout of the pieces once it has been decoded by the constructive algorithm. In the case of the first kick strategy, we check that the move does not produce an identical permutation, which can occur when there are multiple pieces of the same type.
1-piece insert move:. We perform a single insert move as follows: Bin-swapping move:. This strategy changes the order of pieces by effectively swapping two bins as follows:
1. Select the bin with the lowest utilization and let sub-sequence A be the pieces in that bin in x-co-ordinate order, 2. Select another bin randomly and let sub-sequence B be the pieces in that bin in x-coordinate order, 3. Swap sub-sequence A and sub-sequence B in the permutation, 4. Obtain the new permutation of pieces.
Algorithm 2 describes the iterated Jostle procedure (IJS). Let t be the Jostle cycle, P L t be the permutation of pieces to be packed from left to right in cycle t, P R t be the permutation of pieces to be packed from right to left in cycle t and P 0 be the initial random permutation. P * stores the permutation of pieces from the solution with smallest objective function value found so far, K * , and D * be the direction of packing. The variable c counts the number of consecutive Jostle iterations with no improvement in solution quality (K).
The termination criteria is the maximum total number of Jostle cycles that the algorithm will run, T max .
Iterated Jostling with join and release of pieces
This final version of Iterated Jostle draws on the ideas of Adamowicz and Albano (1972) , which was more recently applied by Elkeran (2013) .
They combine pieces that fit together well reducing the overall number of pieces. In our approach we allow two pieces to be combined into one merged piece for some of the Jostle iterations. The algorithm scans the arrangement of pieces in each bin and attempts to join adjacent pieces in their current position. If the combined piece is convex with no holes then they are merged for the following Jostle iterations. Each scan only permits pairwise merging.
However, scans in later iterations may join a piece to a merged piece resulting in three or more original pieces joining together. Pieces are joined after each Jostle iteration until a kick is performed, at which time they are separated again. The type of kick alternates between 1-piece insert and bin-swapping.
The following steps outline the IJS with join and release procedure.
Algorithm 2: IJS
Input : P 0 , Placement rule, kick type, c max , Derive P R t from solution;
10
Generate solution layout from P R t ;
11
Evaluate the solution and find 
Experimental Design and Results
In this section we provide details of our experiments and a discussion of The nesting instances contain 23 irregular strip packing data sets and contain both convex and non-convex pieces. As these are strip packing instances we need to define bin sizes for each data set. For each instance we define three different bin sizes based on the maximum dimension of the enclosing rectangles of each piece in their original orientation denoted as d max .
The bin sizes are: small bin (1.1d max for length and width), medium bin (1.5d max for length and width) and large bin (2d max for length and width).
These bin sizes were proposed by Martinez-Sykora et al. (2017) .
The jigsaw puzzle (JP) instances contain two sets, which we denote as 
Experimental results
Our solution strategy includes a number of alternative approaches in terms of the placement policy in the constructive heuristic, the permitted orientations and the kick strategies in Jostle. Table 6 .1 and Table 6 .2 provide a summary and the notation for the alternative approaches. Any variant that includes a random input is repeated for 10 trials and we report the average across the trials. We conduct the following set of computational experiments and compare the performance of each approach. The experimental results in Table 6 .3 show that allowing free rotation of pieces can significantly improve the solution quality. Considering a pairwise comparison of four angles of rotation and free rotation for each placement rule (BL, ML, MU), 16 of 18 comparisons produced better solutions using free rotation for both K and F , and the remaining two comparisons showed free rotation is better for measure K but not for F . We also compared the random permutations to applying the CA to an ordered permutation by decreasing area. On average the random permutations are 3.6% better by the F value, but take significantly longer in computation time.
Considering the performance of Jostle against the randomly generated permutations, the experimental results shown in Table 6 .3 reveal that the Jostle heuristic performs better for all pairwise comparisons between placement rules and rotation criteria. The best solutions are produced when pieces are allowed to rotate freely. Since there is no significant difference between the computational time in both cases, we can also conclude that the time consumption of the Jostle heuristic is negligible and time is mainly spent on the execution of the CA. The results are aggregating over many problem instances. A detailed look at the instances reveals that often the number of bins are reduced and in other cases the piece are packed more tightly across the same number of bins. We also observed that Jostle struggles to diversify from the first local optima, so the improvements are local with respect to the initial solution. With this in mind, we conclude that Jostle can perform as an optimisation procedure with more intelligence than a random search.
The final observation from these results concerns the placement rule. For random permutations BL performs the best once on measure F , ML performs the best twice and MU performs the best three times. For Jostle the result is more consistent where ML performs the best for each measure of K and MU performs the best for each measure of F . This result is intuitive since K aims to minimise length to provide a greater residual in the last bin, while F is based on utilisation. It is interesting to note the BL is consistently adopted in the literature, but in our investigation it is consistently inferior.
Test 02: IJS vs JS
These experiements compare the performance of the four Jostle strategies; JS, IJS1, IJS2 and IJS3, where the latter three strategies us a kick. Table 6 .2 provides details of these strategies. Ten random permutations are used as initial permutations for each variant and each trial runs for 500 Jostle cycles.
After initial experiments with a range of values for c max , we set c max = 4, 6, 6
Jostle cycles for IJS1, IJS2 and IJS3 respectively.
The alternative strategies arose through the observation that JS tends to get stuck in local optima. This occurs more frequently with small data sets and with shapes that are less irregular. As an example, Figure 6 .1(a)
illustrates solution F values received at each iteration for a certain trial for Fu data instance using JS. In this case the Jostle heuristic has taken 9-12 cycles to reach a better F value (i.e. F = 0.488). When Jostling continues, the solution rarely reaches F = 0.488 and the best value is recorded at 143rd cycle. After 176th cycle, the Jostling has reached a steady state generating the same set of solutions repetitively. Figure 6 .1(b) demonstrates the benefit of using a kick. Here IJS1 is run on the same data. Introducing a kick has avoided the repetitive cycle and produced better solutions (i.e. F > 0.499) within fewer iterations. Table 6 .4: Performance results JS, IJS1, IJS2 and IJS3 for nesting data instances In Table 6 . 4 In Table 6 . 5 A.5 present the results we achieved for each data instance using the IJS1 approach.
Concluding Remarks
In this paper we address a new solution method to solve the two dimensional irregular shapes bin packing problem which has received little attention in literature despite clear industry relevance. We modify the existing use of the Jostle procedure of Dowsland et al. (1998) We have introduced a new way of dealing with free rotation of pieces.
We have demonstrated the value of free rotation for nesting instances and justified the results of restricted rotation for the jigsaw puzzle instances.
We have designed and tested a number of placement policies and shown that despite the extensive use of bottom-left (BL) this does not produce the best results when compared with minimizing length or maximising utilisation.
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