The purpose of this note is to add some important properties to the results obtained in [2] . Specifically, it is shown that (i) an apportionment for relaxed divisor methods remains unchanged over an interval and (ii) any relaxed divisor method approaches the Webster method as the house size increases.
Introduction
Balinski and Young [1] shows that an apportionment method is population monotone if and only if it is a divisor method. Because the population monotonicity is admitted to be most reflective of proportionality in apportionment, divisor methods are indispensable. However, it is true that some undesirable methods are divisor methods. For example, the Jefferson method favors large states and the Adams method favors small states, although they are divisor methods. On the other hand, there are some desirable divisor methods as Webster's and Hill's. Hence it might be useful to exclude such undesirable methods from the class of divisor methods. This is exactly the motivation for relaxed divisor methods. Relaxed divisor methods are derived from the concept of "relaxed proportionality", see [2] for details.
Because the rounding criterion of any relaxed divisor method is describable by way of a parameter, it might be expected that we could easily handle it mathematically and hence this might be most helpful in discovering the best method of apportionment.
In this note we add some important properties to the results obtained in [2] . Specifically, we will show that (i) an apportionment for relaxed divisor methods remains unchanged over an interval and (ii) any relaxed divisor method approaches the Webster method as the house size increases.
Although there are an infinite number of relaxed divisor methods based on parameters between any two different finite values, the first property (i) implies that there are only a finite number of apportionments between them. For example, for parameters between −10 and 10 we have only seven different apportionments, see Section 5. This will be helpful in the sense that we will find out the best one among a finite number of candidates rather than among an infinite number of candidates. In other words, the first property (i) could reduce the effort for finding the best one .
The second property (ii) theoretically shows that the rounding criterion of any method except for Webster's is not identical to that of Webster's for any finite house size. Moreover, computer simulations performed in [2] strongly suggest the Webster method is not biased for small or large states for any of the house size between 200 and 43,500. Therefore, the second property (ii) shows that any relaxed divisor method except for the Webster method is biased for small or large states. This means that the Webster method is the one and only unbiased relaxed divisor method, or it is the best.
In Section 2 we review divisor methods and relaxed divisor methods. In Section 3 we discuss the invariance of an apportionment over an interval. In Section 4 we show the limitation of any relaxed divisor method is the Webster method as the house size approaches infinity. Finally in Section 5 we give some apportionments for the 2010 U.S. Census.
Apportionment Methods
In this section, the definitions of divisor methods and relaxed divisor methods are given.
Divisor methods
Let N and N + denote the sets of non-negative integers and positive integers, respectively. Let z be a positive real number and let [z] denote an integer defined by the following rule: 
Relaxed divisor methods
Let R + and R denote the sets of positive real numbers and real numbers, respectively, where it should be noted that infinities ±∞ are not included in R in a customary way.
For a real number θ ∈ R and a non-negative integer a ∈ N + , define the rounding criterion
and for real θ ∈ R, define d θ (0) as follows:
An apportionment method is a relaxed divisor method if it is the divisor method defined with d θ (a), a ∈ N. It is referred to as the relaxed divisor method based on θ.
† For example, the relaxed divisor method based on θ = −1 is the Hill method. Table 1 contains five methods based on θ ∈ {−1, 0, 1, 2, 3}, see [2] for details. Table 1 : Relaxed divisor methods based on θ ∈ {−1, 0, 1, 2, 3}
Theorem 2.1. Let a be an apportionment of h with i∈J a i = h for the relaxed divisor method based on θ. Then
Proof. See [1] for the proof.
Invariance of an Apportionment over an Interval
For real θ, ω ∈ R with θ = 0 and θ = ω, and for positive x, y ∈ R + with x = y, let
It is easily seen that u(x, y; θ, ω) can be extended by continuity to a function defined for all real θ and ω and all positive x and y with x = y. Namely, we have
(3.1) † When we refer to the relaxed divisor method based on θ, the value of θ is assumed to be finite as in [2] .
It is clear that the function u(x, y; θ, ω) is symmetric with respect to x, y and θ, ω. Since u(x, y; θ, ω) is a mean ‡ of positive x and y with x = y, we have min{x, y} < u(x, y; θ, ω) < max{x, y} for any θ, ω ∈ R. For this function u(x, y; θ, ω), Stolarsky [4] gives the following theorem: Theorem 3.1. For positive x and y with x = y, the function u(x, y; θ, ω) is strictly increasing in both θ and ω.
For positive x ∈ R + and real θ ∈ R define
Proof. It is obvious from the definition of the Stolarsky mean, see [4] .
.
Proof. Suppose θ = 1, 0. Then we can get from (3.1) and (3.2)
Take the logarithm of each side of (3.3), then
Differentiate with respect to x, then we get
, then the equality can be obtained:
. ‡ u(x, y; θ, ω) is the so-called Stolarsky mean. An apportionment method based on u(x, y; θ, ω) is proposed in [3] . Note that it is a divisor method but not a relaxed divisor method.
Next suppose θ = 1. Then we have
Again differentiate with respect to x, then
Note that
Then we obtain
Finally consider the case for θ = 0. But the proof is parallel to that for θ = 1, hence omitted.
Therefore, the theorem is proved.
For positive x ∈ R + and real θ, ω ∈ R with θ < ω, define
Proof. Take the logarithm of each side of (3.4) and differentiate with respect to x, then it follows from Lemma 3.2 that
. 
If x = y, then r(θ) ≡ 1; if x < y, then r(θ) is strictly increasing and x/y < r(θ) < (x + 1)/(y + 1); if x > y, then it is strictly decreasing and x/y > r(θ) > (x + 1)/(y + 1).
Proof. It is obvious that r(θ) ≡ 1 for all θ if x = y. Assume x < y. Then, it follows from Lemma 3.3 that
for any x, y, θ, ω with 0 < x < y and θ < ω. Notice all u( , ) > 0. Then we can cross-multiply to get
namely, r(θ) < r(ω) for θ < ω. In other words, r(θ) is strictly increasing in θ. From Lemma 3.1 we can get the relations lim θ→+∞ r(θ) = (x+1)/(y +1) and lim θ→−∞ r(θ) = x/y. Hence we obtain x/y < r(θ) < (x + 1)/(y + 1).
The proof for the case where x > y is analogous to the proof of the case where x < y and hence omitted. Proof. Omitted because it is similar to that of Lemma 3.5.
Proof. We can easily obtain the lemma by comparing (2.1) with (3.1).
Theorem 3.2.
If a is an apportionment of h for two relaxed divisor methods, one based on θ 1 and the other on θ 2 with θ 1 < θ 2 , then it is also an apportionment of h for all relaxed divisor methods based on θ, where
Proof. Assume a is not an apportionment of h for the relaxed divisor method based on someθ where θ 1 <θ < θ 2 . Then Theorem 2.1 means that there must exist two different states i and j satisfying dθ(a i − 1)
where a i > 0 and a j ≥ 0. Because a is an apportionment of h for two relaxed divisor methods based on θ 1 and θ 2 , these two states i and j have the following relations:
We have two cases to be considered: the case where θ 1 ≤ 0 and the case where θ 1 > 0. First consider the case where θ 1 ≤ 0. Then the first line in (2.2) gives us d θ 1 (0) = 0. Since we assume h ≥ s, the equality d θ 1 (0) = 0 demands that every state should receive at least one seat. Hence the state j naturally receives a j ≥ 1 seats, or d θ 1 (a j ) and dθ(a j ) are positive.  In addition, (3.5) demands a i ≥ 2 for the state i, or dθ(a i − 1) and d θ 2 (a i − 1) are positive.
It follows from (3.5) and (3.6) that
Lemmas 3.5 and 3.7 give the relation: a i − 1 < a j . On the other hand, it follows from (3.5) and (3.
Again, Lemmas 3.5 and 3.7 give the relation: a j < a i − 1 and hence we have a contradiction. In the latter case, where
are positive. Use Lemmas 3.6 and 3.7. Then the remaining proof is parallel to the proof for the first case. Hence the theorem.
Combine Theorem 3.2 with Theorem 4.1 in Section 4, then we have the following: Corollary 3.1. Let a be an apportionment of h for two divisor methods, one is the Jefferson method and the other is the relaxed divisor method based on θ J , then it is also an apportionment of h for all relaxed divisor methods based on θ ≥ θ J Corollary 3.2. Let a be an apportionment of h for two divisor methods, one is the Adams method and the other is the relaxed divisor method based on θ A , then it is also an apportionment of h for all relaxed divisor methods based on θ ≤ θ A
Limit of the Relaxed Divisor Method Based on θ
In this section, we first investigate the limits of the relaxed divisor method based on θ as θ approaches ±∞. Theorem 4.1. The limit of the relaxed divisor method based on θ is the Jefferson method as θ approaches +∞ and the limit of it is the Adams method as θ approaches −∞. Comment: This proof shows that the methods of Jefferson and Adams are not relaxed divisor methods. In addition, the Dean method is not a relaxed divisor method because it is obviously impossible to find a value of θ satisfying u(a, θ) = a(a + 1)/(a + 0.5) for all non-negative integers a ∈ N.
Next we study the limit of the rounding criterion d θ (a) of a relaxed divisor method as the house size h approaches +∞. Then we have the following: This explains the results presented in Figure 1 of [2] . This author believes Corollary 4.1 is the most important in the theory of apportionment. In other words, he believes the Webster method to be the best among all relaxed divisor methods.
Some Apportionments for the 2010 U.S. Census
We consider all relaxed divisor methods based on θ where −10 ≤ θ ≤ 10 for the 2010 U.S. Census. Then seven different apportionments a 1 , . . . , a 7 are obtained for seven intervals I 1 , . . . , I 7 , respectively. See Table 2 for the 7 intervals and the 4th to 10th columns of Table 3 for the 7 apportionments. In Table 3 , the house size h = 435 is used and the 3rd column "Quota" represents the quota q i (fair share) of state i where q i = h × p i / 
