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ABSTRACT
We present a method for growing the amount of knowledge
available on the Web using a hermeneutic method that in-
volves background knowledge, Information Extraction tech-
niques and validation through discourse and use of the ex-
tracted information. We exemplify this using Linked Data
as background knowledge, automatic Model/Ontology cre-
ation for the IE part and a Semantic Browser for evaluation.
The hermeneutic approach, however, is open to be used with
other IE techniques and other evaluation methods. We will
present results from the model creation and anecdotal evi-
dence for the feasibility of ”Validation through Use”.
Keywords
Information Extraction, Linked Open Data, Model Creation,
Hermeneutics
1. INTRODUCTION
Web 2.0 has changed the way we share and keep up with
information. We communicate through social media plat-
forms and make the information we exchange to a large
extent publicly available. This information can again be
analyzed and especially valuable parts can be highlighted
or extracted as actual knowledge that can serve us in the
future to better understand new information. We can look
at the Web as a closed network of participating agents, both
cognitive and computational. Given this simplified view of
the web as a closed system, we can use the hermeneutic cir-
cle as a metaphor for knowledge dissemination on the web.
Some knowledge is available explicitly, i.e. for machines to
use, whereas many pieces of knowledge are only available in
the form of text, multimedia files or even in the minds of
the users. In order to complete the circle we need to gain
access to this implicit knowledge [16].
In this paper we exemplify this circle of knowledge using
background knowledge available in the form of Linked Open
Data and open text corpora. The information extraction
approach used is the Doozer system [20, 21] that creates
connected domain models/ontologies based on simple user
input and the discourse and evaluation is exemplified by
Scooner, a semantic Browser [5].
Copyright is held by the authors.
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Linked Open Data (LOD) follows the Web 2.0 paradigm
of easily sharing information but also makes it machine ac-
cessible. LOD provides an abundance of structured infor-
mation albeit in a less formally rigorous form than would
be desirable for Semantic Web applications. Nevertheless,
many LOD assertions are community reviewed and we can
rely on their accuracy to a large extent, especially when it
comes to factual information.
In this work we want to follow the Web 2.0 spirit by first
using LOD as fact corpus and training data to automati-
cally create domain models, but second to expand the LOD
by adding automatically extracted assertions after careful
evaluation, thus completing the knowledge lifecycle. The
creation of these models is fully automated but open to
user-interaction. It will rely on a combination of different
strategies using search, link-graph-analysis, information ex-
traction and evaluation. The following steps (outlined in
figure 1) show how to get from initial data to more data
while building models on the way:
Figure 1: Circle of (Web knowledge) life
1. Background: Information or Knowledge to be freely used
for Web applications (Chapter 2).
2. Information Extraction: Use the background knowledge
as examples for training and verification of extraction
algorithms. In this paper we build a hierarchy of con-
cepts relevant to a domain based on an initial set of de-
1
scriptive keywords [20], then enhance the hierarchy with
facts that relate its concepts [21]. These facts are, where
available, taken from LOD directly or automatically ex-
tracted from text, using LOD as training facts (Chapter
3).
3. Validation through Discourse and Use: Experts and other
users that are experienced in the field of interest eval-
uate the models explicitly by judging the accuracy of
facts and implicitly through model-augmented search-
ing, browsing and classification[5]. Sufficiently vetted
facts can then be automatically added to the LOD cloud.
The evaluation thus completes a self-advancing cycle for
sharing of knowledge as well as the refinement of the in-
formation extraction and enrichment of the background
knowledge (Chapter 4).
The models that are created can be used to aid in search,
browsing and classification of content. A domain model here
is a formal representation of a field of interest that does not
aim at providing the same representational rigor that would
be expected from ontologies that are based on formal logics,
but still provide a concise and closed description of a do-
main with categories, individuals and relationships. Since
the models are created on demand, high-interest domains
will soon also have a stronger representation on the LOD
cloud after the extracted facts have been vetted. Very often
the process of evaluating the model, i.e. evaluating the ex-
tracted facts in the model, is similar to the intended use of
the model, for example in guided browsing or classification.
This makes the evaluation an integral part of the knowledge
life cycle. It uses human/social computation to verify facts
and allows us to add new knowledge to LOD, thus advancing
the overall state of knowledge of the Web.
2. BACKGROUND KNOWLEDGE
For the purpose of this work we define background knowl-
edge as machine-readable facts. The common definition of
knowledge is: Justified true belief. As for the facts that
can be found in the factual parts of the Linked Open Data
cloud, such as the DBPedia or Freebase fact corpora or the
UMLS fact corpus, we can assume that they represent jus-
tified true belief to a large extent. The truth-criterion gives
some trouble, because the possibility of attributing truth to
a statement highly depends on the requirements that are
associated with the concept of truth. A strict requirement
for truth is described by the correspondence theory of truth,
where a statement is true if and only if it corresponds to the
actual state of affairs in the world. This sounds straight-
forward, but it is easily shown difficult to accomplish. The
statement ”the earth is flat” was once believed to correspond
to the actual state of affairs, but now we know it doesn’t.
If we were to rely on correspondence, we could mostly ac-
cept statements as true that are true by definition, such as
statements following mathematical axioms. More realisti-
cally achievable theories of truth are those of consensus or
coherence, where a statement is seen as true, if it’s agreed
upon or can be backed by other statements and does not cre-
ate inconsistencies in the system. The latter two are mostly
descriptive theories. It can easily be seen that the example
of the flat earth would have been actually true within these
theories, whereas it would have still been false in the corre-
spondence theory, even though nobody would have known.
A problem is that in the case of consensus, the criteria for
truth become one with the criteria for justification, in which
case we would merely be talking about justified belief. This
may, however, be sufficient for the purpose of fact finding on
the web. If, as it is likely to happen, those statements that
are more correct will prevail in the long run, the collections
of background knowledge will adapt and replace incorrect
assertions with correct ones. The crucial task is to create
systems that can detect and cope with inconsistencies. Sys-
tems that treat evidence that contradicts their beliefs with
caution, but are able to incorporate the inconsistencies and
maybe eventually shift to a new set of predominant beliefs,
as described by Thomas Kuhn in The structure of scientific
revolutions [9]. In Kuhn’s view, the conservatism of the sci-
entific community when it comes to adopting new beliefs
is a necessary part of the process, because it stabilizes the
belief system, but eventually better or more coherent ideas
will get the upper hand. Knowledge management systems
on the web will have be cautious as well, but also need to
allow for these changes to happen. As briefly mentioned,
the authors believe that parts of the LOD cloud sufficiently
match the criteria for knowledge. In the next section we will
present experiments that were conducted using the DBPe-
dia and UMLS fact corpora. Even though this paper focuses
mostly on Linked Open Data as background knowledge, we
can imagine all kinds of formal descriptions of knowledge to
be used. Free text contains knowledge that is not immedi-
ately available to computing machines. This is the reason
why we do not count it towards the background knowledge,
but rather towards all the information available to the sys-
tem as a whole. The same applies to all the knowledge held
by the cognitive agents that are part of the system and who
engage in the process of discourse described in Chapter 4
3. INFORMATION EXTRACTION
Information Extraction techniques have improved signifi-
cantly over the past years. As extraction of particular pieces
of information gets almost perfect precision, it is even used
in search engines. Google for example has limited question
answering capabilities when searched for dates of birth, pop-
ulation numbers and other common questions. We exem-
plify the Information Extraction part of the circle of knowl-
edge using our research on automatic domain model cre-
ation.
3.1 Related Work
Model Creation: Ponzetto and Strube [13] refine the
Wikipedia category hierarchy using heuristics and NLP meth-
ods to identify proper subclass relationships among the inter-
category relationships. YAGO [19] combines knowledge from
WikiPedia and WordNet to achieve a 95% accuracy in its
facts. Both these efforts are concerned with large, encom-
passing knowledge bases, whereas our project aims at iden-
tifying focused topics of interest.
Pattern-based Fact Extraction: Pattern-based infor-
mation extraction has been successfully applied to many dif-
ferent tasks. Hearst [8] identified patterns that indicate hy-
ponym relationships. This line of work has been extended
to extracting more general relationships in systems such as
KnowItAll [7]. However, these approaches rely on manually
identified patterns. Other work, such as LEILA[18] or [14],
takes advantage of strong linguistic analysis of the corpus.
An approach that uses shallow parsing and is not restricted
to a fixed number of relations is TextRunner [4]. However,
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it assumes that the predicate in a sentence expresses the
relation, which is not always the case. With an open extrac-
tion approach it is also difficult to map extracted facts to a
schema.
A pioneer in the area of pattern-based extraction is the
Snowball system [2]. It uses a pattern-definition very similar
to ours. The main difference is that Snowball works on a
very restricted set of relations. The same holds for the Pasca
et al.[12], who extract date-of-birth relationships from Web
documents. A precision of 98.54% is achieved with very high
recall. Whether the system has the potential to scale up to
an arbitrary number of relation types is not discussed.
We believe that statements are likely to be more trustwor-
thy when extracted from a variety of documents rather than
from a single context. Tom Mitchell et al. in the Read-the-
Web project [11] call this Macro-reading of the web. The
algorithms used in their project show other similarities to
ours, but it assumes a well connected representation of the
background knowledge to be able to do inference. Such a
system will likely keep improving its extraction results the
better the quality of the background knowledge gets. A
similar conclusion can be drawn from improving the CYC
knowledge base through pattern-based information extrac-
tion and partial verification of the extracted facts using the
knowledge in CYC and human evaluation [15].
The pattern-based approach taken in this work is inspired
by P.D. Turney’s [22] work on identifying analogous word
pairs. Turney uses simple strict and generalized patterns
without first parsing or POS-tagging the text. Also con-
sidering the efforts around ConceptNet and AnalogySpace
[17], it seems that solely pattern-based methods reach a high
level of certainty in predicting very basic kinds of relations
that may serve as analogies to more specific types of rela-
tionships. The importance of analogies for human reasoning
has been discussed by Lakoff and Johnson [10] and seems to
find some grounding in actual use of natural language.
3.2 Domain Model Creation
Figure 2: Domain model creation workflow
Figure 2 gives a general impression of the steps involved
in automatically creating models that are described in the
following sections.
3.2.1 Hierarchy Creation
The Doozer system described in [20] carves a domain
model out of the Wikipedia article- and category graph. The
Wikipedia corpus contains a vast category graph on top of
its articles. Though these categories do not constitute a for-
mal class hierarchy, the topic hierarchy is very intuitive for
human consumption. The task here is to carve out a do-
main hierarchy that clearly focuses on user-interests. This
process follows an expand and reduce paradigm that allows
us to first explore and exploit the concept space before re-
Figure 3: Some of the top categories in the Human
Performance Model
ducing the concepts that were initially deemed interesting
to those that are closest to the actual domain of interest.
We present an example of a domain hierarchy generated
for a cognitive science project. The seed query/focus domain
consisted of a selection of pertinent terms to the particular
area of cognitive science/neuroscience with special focus on
brain chemistry that are important for mental performance.
The full hierarchy that was built from these inputs is too
large to appropriately show here, but the small excerpt of
the top categories in the hierarchy (Figure 3) gives a good
idea of the coverage of the generated model.
3.2.2 Fact Extraction
This section focuses on the fact extraction needed to cre-
ate connected domain models with semantic relationships.
We define a fact as a statement connecting a subject to an
object through a relationship. The relationship types and
their names are those available on the LoD cloud, such as
those in the DBPedia ontology [3], YAGO [19] or the uni-
fied medical language system (UMLS). These sources pro-
vide training data for the classifier by having an abundance
of example facts for each of their relationship types.
We use a Vector space model to model the relationship ex-
traction algorithm (compare [23]). Surface patterns as for
example used in the Snowball System [2] that indicate the
relationship type between the Subject/Object concept pair
in the every training fact are extracted from the text cor-
pus. In this context a fact is a triple of the form Subject,
Relationship, Object. These patterns are represented in a
(Concept-Pair, Pattern) matrix CP2P . Each row in this
matrix is a vector representing all the patterns in which a
concept pair appears. The concept pairs are taken from the
fact corpus, in our case LoD-triples. In the training phase
the relationship types these concept pairs appear in are ac-
cumulated into a (Relationship, Pattern) matrix R2P . This
matrix can be seen as a static representation of relationship
mentions in text. In the application phase patterns between
previously unseen concept pairs are compared to R2P to
yield candidate relationship types the concept pair partici-
pates in.
The simplifying assumption here is that the concepts par-
ticipating in the relations are known a priori, as well as
their surface representations, i.e. their labels. Patterns are
learned and applied in the cases in which they appear be-
tween entities. These contextual patterns are thus more ac-
curate and succeed even though the same pattern occurring
in contexts other than between two named entities would
fail. In a straightforward approach the probability for see-
ing a type of relation Ri given a pattern Pj can be described






In Equation 2, the term p(Pj |Ri) is computed by looking
at all concept pairs CPRi in the training data (Background
Information) that are related by Ri and appear with pattern




|CPk ∩ Pj |
|CPk|
(2)
This straightforward methods yields feasible results, but
is susceptible to incorrectly classify relations that inciden-
tally appear with the same concept pairs in the training
data, but are not similar, such as birthplace and deathplace
or it takes confidence off patterns that indicate two or more
types of intrinsically similar types of relations, such as au-
thor and writer. To alleviate this problem we refined the
pertinence measure found in [22] to account for relation-
ship types. Pertinence, as used in our algorithm, does not
penalize for similarity while emphasizing on differences be-
tween patterns for different types of relations. The similar-
ity between relations is computed using the dimensionality
reduced SVD decomposition of the pattern probability vec-
tors. The cosine between two vectors represents their simi-
larity, but this cosine distance can be slightly altered using
a normalizing function. We had good empirical evidence us-
ing a logistic function that has the property of increasing
the distance when the vectors have a low similarity as well
as further increasing the similarity when both vectors have





p (Pj |Rk) ∗ f
`
11 − simrel(Rk, Ri)
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Knowing the general probabilities for patterns indicating
specific relationships p(Ri|Pj), we compute the probabilities
that concept pairs CPk found in the domain hierarchy stand
in a relation Ri (Equation 4). If p(Ri|CPk) exceeds a con-
fidence threshold t, the fact is added to the model. Figures
4 and 5 show small excerpts of the connected model created
for the Human Performance and Cognition domain. Figure
4 only shows the connections between individuals whereas
Figure 5 shows classes as well. To produce a useful visual-





p(Pl|CPk) ∗ p(Ri|Pl) (4)
3.2.4 Evaluation
The evaluation of the extracted facts and the completed
model in this section is to show that a sufficient quality of
the results can be reached using our extraction techniques.
It is important to have an estimate of the quality of the
Figure 4: Small excerpt of the connected concept
graph. For better visualization, classes have been
removed.
Figure 5: Small excerpt of the connected concept
graph. For better visualization, the class hierarchy
has been flattened
extraction, because the goal of ”Validation through Use”
is to mostly confirm and rarely correct or reject extracted
information.
3.2.4.1 Hierarchy Creation.
For this part we extensively evaluated the set of concepts
that was suggested as being relevant to the field of interest
(see [20]). Doozer outperformed several services , such as
Google Sets, that expand sets of keyword descriptions. The
concept hierarchy itself is taken from the Wikipedia cate-
gory hierarchy and is as good as the Wikipedia community
models their categories.
3.2.4.2 Fact Extraction.
Figure 6 shows the automatic evaluation of precision and
recall over all cross-evaluation sets of the DBPedia-Wiki-
pedia corpus. Considered were only those relationship types
for which more than 25 possible occurrences were found in
the Wikipedia corpus, which amounted to 107 distinct types.
Only direct hits in first rank according to Equation 5 were
taken into account. The horizontal axis indicates the con-
fidence cut-off that was used. The average values show the
arithmetic mean precision and recall values over all relation-
ship types, the max values show the maximum precision and
recall among the relationship types. Taking the average over
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Figure 6: Precision and recall on the DBPedia test-
ing set and the Wikipedia text corpus.
the relationship types instead of over all facts in the test-
ing set tends to lower the values, because the classification
performs better on more common relationship types. It is
important, however, to see how well the extraction does on
all types that were considered.
RCPi = arg max
j
p(Rj |CPi) (5)
In all cases the results were well over the random baseline,
which would be less than 1% in the case of 107 relationship
types. Even in the high recall regions the average preci-
sion is at least 35% and goes up to 65% as the confidence
threshold increases, with some relationship types showing
perfect precision. It can thus be shown that even with a ba-
sic probabilistic approach the surface pattern analysis can
be used to connect and augment domain models in informa-
tion retrieval applications and even as suggestions for formal
ontologies.
The evaluation shown in Figure 7 over the UMLS-MedLine
corpus is analogous. The curves are in general steeper than
in the DBpedia-Wikipedia case and go up to over 80% pre-
cision as the confidence threshold increases. Analyzing the
patterns we found that in a scientific corpus, language is
used more carefully and expressions are more specific. This
translates to more specific patterns that apply to fewer con-
cept pairs. The precision and recall lines cross at compara-
ble points in both cases indicating that there is a baseline of
patterns that describe more general types of relationships.
3.2.4.3 Model Completion.
An expert in the fields of cognitive psychology and neuro-
science evaluated 415 randomly chosen extracted facts that
had a confidence score of 0.7 or higher. Figure 8 shows the
scoring. It displays the percentage for each score and cumu-
lative percentages for scores 1-2 (incorrect: 21%) and 3-10
(correct: 79%) respectively. About 30% of the extracted
facts was deemed novel and interesting. The scoring ratio-
nale is as follows:
7-10: Correct Information not commonly known
5-6: General Information that is correct
3-4: Information that is somewhat correct
1-2: Information that is overall incorrect
4. VERIFICATION THROUGH USE
Figure 7: Precision and recall on the UMLS testing
set and the MedLine text corpus.
Figure 8: Expert scoring of previously unknown
facts.
As briefly shown in the introduction, we want to use the
application of the extracted facts and their implicit and ex-
plicit evaluation in a hermeneutic circle of knowledge acqui-
sition. This means, use and evaluation are an intrinsic part
of knowledge generation. In this section we will detail how
this can be accomplished.
We can assume that any kind of user behavior on a web
site can tell us something about the information content of
the site with respect to the user’s goal. To be able to collect
user information during searching and browsing we imple-
mented Scooner [5], a browser that allows trail-blazing, i.e.
following through browsing of facts that are dynamically
added by the browser instead of statically by the content-
creators. Using Scooner, we can collect search and click-
stream data as well as let users vote directly on the facts
(triples) that are the building blocks of the trails that are
followed. The created domain models are used in this exam-
ple scenario to search and browse content. Figure 9 shows
an example search for the concept dopamine receptor re-
stricted to a MedLine dataset and using a model of human
cognition to focus the search. Terms that have been found
as subjects or objects of triples are highlighted. When the
user hovers over the highlighted terms, a context menu with
a list of relationships opens up that shows how the concept
described by the term can be related to other concepts. Af-
ter choosing a relationship type and an object concept, a
5
Figure 9: Semantic Browser example search
list of target web pages is shown that are relevant to the
Subject-Relationship-Object triple chosen by the user. In
the example the user followed a trail of 2 triples. We believe
that restricting both extraction and evaluation of knowledge
to domain models provides a focus on a particular area that
people are interested in and willing to spend a little extra
time to improve.
4.1 Explicit Evaluation
The top right corner of Figure 9 shows the trails that
have been followed to find the literature that was sought.
The user can approve or disapprove of each statement. This
voting is logged and the facts are ranked according to their
correctness. Facts that have been voted down more than a
specified number of times are removed whereas facts that
were consistently voted up are added to a set of approved
facts that will be made available on the LOD cloud.
4.2 Implicit Evaluation
Implicit evaluation is less straightforward, but can still
give very strong indications for the correctness of a fact,
provided there is enough traffic on the site to get statis-
tically meaningful results. Implicit evaluation has there-
fore mostly been used on search- and classification results
in recommender systems, for example for news retrieval [6].
Agichtein et al. [1] present an elaborate analysis of browsing
behavior to build a feedback model. To account for differ-
ences in a model of user behavior when extracted facts are
evaluated we added a few criteria. The following list shows
implicit evaluation strategies for the full model and for sin-
gle extracted facts. Given are expected user behavior in case
of errors and potential reasons/remedies.
1. Verification of the model’s coverage:
• Alternate between search results that were biased by
the model and unbiased search results.
→ If many unbiased links are chosen, the model needs
to be updated to reflect the user’s choices.
2. Verification of the extracted facts:
• A user leaves a page quickly after browsing to it via
an extracted fact.
→ The information indicated by the triple was either
not available or not recognized.
→ The triple was incorrect, but found interesting.
• A user starts a new search and chooses a result that
was a target page for a triple on the previous page.
→ The term denoting the subject of the triple was
not the synonym the user expected.
→ The link through relationship and object of the
triple was not obvious enough.
In order to find common behaviors for correct and for
incorrect information, some triples that have already been
identified as incorrect must be provided as candidates to the
user as well as many that are known to be correct.
5. CONCLUSION
We presented a framework for furthering the availability
of knowledge on the Web. We presented results from our
own work and showed how any other kind of information ex-
traction approach or evaluation-through-discourse approach
would fit into this framework. We believe that even without
looking outside of the Web, a lot of knowledge can be made
available to the community.
In future work we are planning on releasing the created
domain models and the Semantic Browser on a larger scale.
The collected information will be used to interpret the ex-
traction results and, after sufficient justification of the re-
sults, we will add them to the Linked Open Data cloud.
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