The bifurcation structure is presented for an axisymmetric swirling flow in a constricted pipe, using the pipe geometry of Beran and Culick [J. Fluid Mech. 242, 491 (1992)]. The flow considered has been restricted to a two-dimensional parameter space comprising the Reynolds number Re and the relative swirl V, of the incoming swirling flow. The bifurcation diagram is constructed by solving the time-dependent axisymmetric Navier-Stokes equations. The stability of the steady results presented by Beran and Culick, obtained from a steady axisymmetric Navier-Stokes code, has been confirmed. Further, the steady solution branch has also been extended to much larger V, values. At larger V,,, a stable unsteady solution branch has been identified. This unsteady branch coexists with the previously found stable steady solution branch and originates via a turning point bifurcation. The bifurcation diagram is of the type described by Benjamin [Proc. R. Sot. London Ser. A 359, 1 (1978)] as the canonical unfolding of a pitchfork bifurcation. This type of bifurcation structure in the two-dimensional parameter space (Re,V& suggests the possibility of hysteresis behavior over some part of parameter space, and this is observed in the present study. The implications of this on the theoretical description of vortex breakdown and the search for a criterion for its onset are discussed.
I. INTRODUCTION
The nature of vortex breakdown has for decades eluded a precise understanding. The main focus of theoretical work has been on discovering a criterion for the onset of breakdown from an initially columnar vortex state, based on the knowledge of the flow upstream of the breakdown.
Historically, the knowledge of swirling flows undergoing vortex breakdown has originated from flow visualizations of the phenomenon. This has resulted in a tendency to attempt to educe the dynamics of the phenomenon from the kinematics, i.e., what is observed in terms. of the stream surface topology. Changes in the topology of the stream surfaces of the swirling flow at some critical combination of the governing parameters has lead to a classification that a swirling flow has undergone vortex breakdown when certain critical points appear in the velocity field. These critical points are only well defined if the flow is steady and axisymmetric. Then, they appear as stagnation points on the axis of symmetry and the separatrix connecting them forms the boundary of what is commonly referred to as a vortex breakdown bubble. If the flow is unsteady, but periodic in time, critical points in the one-time return map of the flow, i.e., the Poincar& map, and their associated stable and unstable manifolds can be used to define an unsteady vortex breakdown bubble (as discussed in detail in Lopez and Perry') . However, the appearance of these critical points, used to kinematically describe the flow as having undergone vortex breakdown, is not associated with any bifurcation phenomenon of the the hydrodynamics, as determined by the Navier-Stokes equations. This was recently demonstrated by Tsitverblit2 for the flow inside a circular cylinder driven by the constant rotation of one of its end walls. It was shown" that following the steady solution branch with increasing Re, the topology of the stream surfaces underwent a sequence of changes, from flow with no recirculations on the axis to flows with multiple recirculations on the axis. However, Tsitverblit' showed that these changes in the stream surface topology were not associated with any hydrodynamic bifurcation events. The independence of kinematic changes in the flow topology and hydrodynamic bifurcation phenomena has also been demonstrated recently in the flow past a cylinder by Chen, Pritchard, and Tavener? They3 also follow the steady solution from low Re, where the streamline topology has no recirculations. With increasing Re, the streamline topology changes and a recirculation zone is observed behind the cylinder. The Navier-Stokes equations, however, do not undergo any bifurcation. They3 do not observe any bifurcations until Re is considerably larger and certainly none associated with the kinematic change in streamline topology. The association between changes in streamline topology and hydrodynamic bifurcations in the Navier-Stokes equations probably stems from the study of highly idealized flows, such as the Taylor-Couette flow between cylinders of infinite length. In these classical flows, a number of features conspire to link the kinematic and hydrodynamic changes in.the flow to the same event. In Taylor-Couette flow, these are the imposed translational and reflectional symmetries in the axial direction and a primary flow (circular Couette flow) that has no component in the meridional plane, i.e., no azimuthal component of vorticity. The symmetry breaking bifurcation as Re is increased results in flow with a nonzero azimuthal component of vorticity, and hence flow in the meridional plane (Taylor vortices). The hydrodynamic bifurcation is thus linked with the change in streamline topology. If there were no symmetry in the meridional plane, then the bifurcation would be unfolded. The flow then develops smoothly along a stable branch. The kinematic classification scheme for vortex breakdown has tended to mask the hydrodynamic nature of the phenomenon,
The early theoretical works of Squire,4 Benjamin,5'6 and the more recent work of Brown and Lopez,7 are all based on axisymmetric, inviscid, steady flow. This reduces the governing equations (the Navier-Stokes and continuity equations) to a particularly "simple" form of the Euler equations. The restriction to axisymmetric flow provides a streamfunction, $. Inviscid flow means that the angular momentum, l?=rv, and the total head (the Bernoulli constant), H=p/p+ g(u2+u2+w2) , are conserved quantities of the flow. In cylindrical polar coordinates (Y,~,z), the corresponding velocity components are (v,w) = (-#Jr,T/r, @Jr). Steady flow ensures that streamlines and particle paths coincide, and hence l? and H are constant on stream surfaces, i.e., l? and H are functions of + alone. All this reduces the governing equations to the single equation rdr dH ---r-=-57V" r dt+b d$ r 11/, and then some analysis is possible, leading to the above mentioned theories. The earliest use of (1) seems to be by Bragg and Hawthorne' and Long." Leibovich and Kribusr' studied the bifurcation structure of (l), but how this relates to the bifurcation structure of finite Re, unsteady, axisymmetric swirling flow is unclear. The triple limit d,-+O, &+O, and Re-@ required for (1) may not be valid for vortex breakdown flows of practical relevance. Beran and Culick" have attempted to put the bifurcation structure of (1) into context with their steady axisymmetric Navier-Stokes results, but with very limited success so far. Leibovich and Kribus" found bifurcations in (1) from a columnar base flow with uniform axial velocity as the relative swirl level was increased. The temporal stability of the various solution branches found following bifurcation remains to be addressed. Any relaxation of the steady flow constraint invalidates the bases of (l), and the Euler equations would need to be analyzed. Another question surrounding the analysis of (1) is the role of imposed symmetries. Leibovich and Kribus" impose reflectional and/or translational symmetries in the axial direction (z symmetry) by constraining the flow to be either periodic in the axial direction with a prescribed finite wavelength or to be columnar at upstream and downstream infinity. The imposed symmetries in the axial direction are significant, in that a columnar flow, i.e., a flow independent of z, cannot exist in their absence. Further, the bifurcating solution branches found by Leibovich and Kribus" are due to bifurcations breaking these symmetries. These symmetries are not present in any of the NavierStokes models of swirling flows, nor do they exist in any of the experimental investigations of the phenomenon. In experiments, be they in pipes where the vortex is generated upstream by guidevanes or tangential inlets, the z symmetry is broken by the kinematics of the flow. The structure of the apparatus upstream is completely different to that downstream. Likewise, in experiments with swept wings, the very presence of the wing breaks the .z symmetry. In "ideal" studies of the Navier-Stokes equations, even for the case of a constant radius pipe flow, the upstream and downstream conditions break z symmetry. At the upstream station, the flow is unidirectional and time independent, whereas at the downstream station, both inflow and outflow is allowed, viscous diffusion acts, and time dependence is allowed. The bifurcation phenomenon studied by Leibovich and Kribusle can be thought of as a case of pattern formation in the presence of symmetries, whereas the phenomenon of vortex breakdown as it is commonly observed is a case of pattern formation in the absence of any symmetry (in the meridional plane).
Lopezr' has shown that for the swirling flow in an enclosed cylinder driven by the constant rotation of one of its endwalls, there is a steady solution branch along which the flow smoothly develops from one with no critical points in the streamsurface topology to a flow with multiple recirculations on the axis of symmetry, i.e., vortex breakdown bubbles. This smooth development as the governing parameters are varied is not associated with any hydrodynamic bifurcation along the steady branch. The Bow in a constricted pipe will be shown to behave in a similar fashion and that its bifurcation structure also results from a canonical unfolding of a pitchfork bifurcation. '3 The unfolding is due to the lack of symmetry in the axial direction, and, as in the enclosed cylinder flow, it will be shown that the steady branch can be continued to large values of the governing parameters.
A stable unsteady branch, distinct from the aforementioned stable steady branch, has also been identified. This unsteady branch appears via a turning point bifurcation, and is the anomalous solution branch associated with the unfolding of the underlying pitchfork bifurcation. The basin of attraction for the steady branch becomes progressively smaller as V. is increased, with the unsteady branch having the larger basin of attraction.
II. FORMULATION OF THE CONSTRICTED PIPE FLOW PROBLEM
Calculations of vortex breakdown in pipe flows have, in the past, always been performed in constant diameter pipes. 7714-17 In experimental investigations, this is not the case. In all experimental setups, the inlet section of the apparatus has a diameter that decreases with downstream axial distance forming a contraction. Some setups have a slightly divergent pipe downstream of the inlet,'8-21 while others follow the contraction with a test section of constant diameter."2723 The inlet contraction ensures a radial flow convergence, resulting in a favorable pressure gradient and a positive azimuthal component of vorticity. None of the previous numerical investigations of vortex breakdown in pipe flows had this feature until Beran and Culick'r presented steady vortex breakdown calculations in a pipe with a contraction followed by an expansion in the upstream section of the pipe. In this way, Beran and Culickrr were able to fix the location of the breakdown well downstream of the computational upstream boundary, thereby providing a possible solution to one of the biggest problems that faced all past timedependent calculations of the pipe vortex breakdown flows. Namely, that in a time-dependent calculation, the breakdown bubble would propagate upstream to the computational boundary under its own induced velocity, and thereby invalidate any physical relevance of the calculation past that point.
The Beran and Culick" investigation was restricted to the steady-state equations, a restriction that they themselves questioned. The temporal stability of the Beran and Culick" results is determined here. In a future study, other pipe geometries will be employed, including a contraction followed by a constant radius pipe, resembling more closely the early experiments of Harvey"' and a contraction followed by a much more gradual divergence of the pipe diameter, more like that used by Faler and Leibovich" and Garg and Leibovich."' These different geometries produce different axial pressure gradient distributions. An investigation of their effect on the position and characteristics of the vortex breakdown will be undertaken.
The development of boundary layers on the wall of the computational pipe is ignored. The pipe wall is treated as inviscid, with attention being focused on the dynamics of the vortex core. No consideration is given to any possible interactions between the core vortex flow and the wall boundary layer flow. This simplification is reasonable as long as there is an annular region of essentially irrotational flow between the pipe wall boundary layer region and the swirling vertical flow in the center of the pipe. In the review article of Leibovich,X he noted that such an irrotational annular region is observed in experiments of pipe vortex breakdown flows. However, it should be noted that in the experiments of Sarpkaya,"s it was shown that when the degree of divergence of the expanding pipe increased beyond a certain limit, the pipe wall boundary layer separated. There was visual evidence of a strong interaction between the vertical tlow originating in the boundary layer and the core vertical flow, resulting in dramatic and at times unexpected effects on the characteristics of the vortex breakdown.
III. GOVERNING EQUATIONS
The axisymmetric Navier-Stokes equations for swirling flows, written in streamfunction-vorticity-angular momentum form using cylindrical coordinates (Y,~,z) with corresponding velocity components (u, u , w) 
where 1,0 is the Stokes streamfnnction, v=u,-w, is the azimuthal component of vorticity, and l?=ru is the angular momentum. Contours of I' in the meridional plane are also cross sections of vortex surfaces, i.e., vortex lines.'*12 The term 2rrZ/r3 represents'2'26 the turning of meridional vorticity (-r,ko,r,l ) t r in o azimuthal vorticity (O,v,O) , by the azimuthal velocity (O,l?/r,O) . The Reynolds number is Re=W,r,/v, where W, is the mean axial velocity and rc is the vortex core radius, both at the upstream boundary z=O. Here u is the kinematic viscosity.
In order to accommodate an arbitrary pipe geometry, a simple coordinate transformation is made in the spirit of Beran and Cu1ick.l' The radius of the pipe may be some arbitrary smooth function of axial distance, R,(z)=Ro/m(z), where R, is the pipe radius at the upstream boundary. The coordinate transformation from (r,z) to (&$I consists of r=R,(z)[/Ro, i.e., l=rm and z=& First-and second-order derivatives in this curvilinear coordinate system are given by a,=ma(,
In the transformed coordinate system, the governing equations are
cC'~~f(m"-tr"ljz')~~~+2rm*~~$(r~-rn/r)~~ =-rv.
In the curvilinear coordinate system, (7) is no longer separable, due to the cross-derivative term.
with u =0 are used. These profiles have been fitted to several experimental data of swirling pipe flo~s.~l These profiles, together with u,=O at z=O, give VI= -ww,=2Wcr exp( -r2),
t)= j;SwiSjdS= ; wc +y[l-exp(-r')], 01)
At the upstream boundary, z=O, the nondimensional velocity profiles, 
These radial distributions for $, 7, and r are initially imposed throughout the length of the pipe. For axisymmetric flows, axial gradients in r, i.e., vortex lines not straight and axially directed, are an inertial source of azimuthal vorticity.'"'% This comes from the term 21T,lr3 in (2). For a constricted pipe where nonorthogonal curvilinear coordinates (g&l are used, this term is 21'(lTt+rrizrl)/r3.
It still represents the production of azimuthal vorticity by the turning of meridional vorticity by the azimuthal velocity, a process enabled by the axial gradients in the meridional vorticity. The rs contribution is nontrivial only where the curvilinear coordinates are not orthogonal, i.e., where riz #O, and still represents the contribution to 7 due to axial gradients in T. In summary, the contraction in the pipe imparts a radial convergence and axial acceleration to the tlow. This, in turn, enhances the azimuthal velocity and the positive azimuthal component of vorticity near the axis. The initial effect of placing the vortex through a contraction is to reduce the vortex core size and enhance the azimuthal velocity maximum and axial jet profile. In the divergent part of the pipe, the opposite is true. These effects are illustrated in the results presented in the following section.
The boundary conditions on the axis are +=l?=v=O. At the radial boundary r = R,v, the pipe wall is treated as an inviscid stream surface in essentially irrotational flow, hence fiRo&=const= (MRo,O). Due to conservation of angular momentum on an inviscid steady stream surface, it follows that I? (R,,@=const=I'(R,,O) .
Further,
At the downstream boundary, Q=O and r5=0. The streamfunction is decomposed into two parts, the initial streamfunction ~init, as defined above, and a perturbation part I,$ satisfying homogeneous boundary conditions, SO that $I= eP + @init. From (7),
which is solved with homogeneous boundary conditions and chit is the initial v.
IV. RESULTS A. Steady solutions
In order to illustrate the bifurcation structure of the flow, some quantitative measure of the flow is monitored as the governing parameters are varied. An appropriate diagnostic is Vmin=min177(~~,5j)l~ Li where & and ~j are the 6 and P values on the grid points of the meridonial half-plane of the pipe. Here, as in Beran and Culick,'* only two of the governing parameters will be varied. These are the Reynolds number Re and the relative swirl level of the incoming 3ow Vo. We shall see that the steady solution "branch," which is a surface dependent on (Re,V,), has a cusp catastrophe associated with it, and that the fold in the solution surface is responsible for the multiple solutions, hysteresis, and limit point behavior observed by Beran and Culick." The temporal stability of the Beran and Culick" solutions in the constricted pipe, defined by
The main body of results from the present investigation are summarized in Figs. 1 and 2. In Fig. 1 , stable solution branches are shown for variable V. at two values of Re, 250, and 1000. For Re=250, only the one stable, steady branch was found (for Vo<1.8). At Re=lOOO, there are two stable, steady solution branches. These steady solution branches at Re=250 and 1000 agree with the solution branches reported by Beran and Culick." Comparisons of the meridional streamlines with those published by Beran and Culickrr at particular points along the solution branches attest that their code and the code used in this study are producing the same steady solutions. Further, since our steady solutions result from a time-dependent calculation using initial conditions far removed from the final steady state, we can conclude that these steady solutions are stable to small, but finite, axisymmetric disturbances. From Fig. 15 (b) of Beran and Culick," we can conclude that the stable steady solution branches at Re= 1000 are connected by an unstable branch. Actually, the with the constriction parameter (~=0.05, the length of the pipe Z ===30, the constriction extending over 0 =GzGL = 10, the pipe radius Ro=2, and IV,=0 in (8), (lo), and (11) have been investigated here over the range 1.2=#,<2.0 and 250GReGlOOO. Their steady solutions have been found to be stable. The range of parameters investigated here not only covers the cases considered by Beran and Culick" for the above constricted pipe, but also extends the parameter range that they considered and new flow phenomena has been uncovered. Recent time-dependent calculations by Darmofa127 also have been performed using the pipe geometry of Beran and Culick," however, only steady solutions were presented.
For the most part, a level of resolution similar to that used in Beran and Culick" is employed here; i.e., 31 grid points in the radial and 301 grid points in the axial directions. For ReGlOOO, Beran and Culick" found this level of resolution to be sufficient. We have found that while + and l? are suitably resolved, 9 for cases where a recirculation zone exists shows signs of "wiggles" with spatial scales of the order of the grid spacing. Increasing the number of grid points to 61X601 eliminates these wiggles. Beran and Culick" do not present any plots of 17. To be fair, the difference between the 31X301 solutions and the 61X601 solutions for ReslOOO is not significant. In fact, Q and I for the two grids are virtually indistinguishable. Darmofal" found that a 41X401 grid was sufficient for his Re=600 calculations. For Rea2000 and Vo&1.55, we have found that grids of 46X451 are unable to resolve the large gradients in v and the calculations subsequently "blow up." We have been able to obtain resolved solutions at these large parameter values with 61X601 and finer grids, but these computations require significant computational resources.
The time step used was &=0.02 for the 31X301 grid and &=O.Ol for the 61X601 grid. Typically, a steady vortex breakdown state was reached in the order of 1000 time units. Unsteady behavior will be discussed later. Details of the computational technique are given in the Appendix. two stable branches are part of one branch with a fold, the part of the branch in the fold being unstable. Following the branch from low V,, the branch loses stability at a value of V0=1.511t0.001, termed the primary limit point" and continues back (reducing V,) along the unstable part of the branch to the secondary limit point (Ve=1.466+0.001), where it again turns, is stable and continues with increasing V,-,. For V, values between the primary and secondary limit points, there exists two stable, steady f-lows. Which of the two is actually realized depends on both the respective basins of attraction and the initial conditions. At least for ReGlOOO, the basins of attraction of both parts of the branch are quite "deep." We were able to follow the upper branch from low Ve values up to the primary limit point by taking quite large increments in V, and starting the time-dependent calculation with the steady solution at the lower V, as the initial condition. When V, was increased past the primary limit point, the flow evolved to a point on the lower branch. Using the solution on the lower branch as an initial condition, solutions at Va lower than the primary limit point were also found, all the way down to the secondary limit point. In this way, the primary and secondary limit points were also found for Re <lOOO. The locus of these points are presented in Fig. 2 . where the limit points are placed in (Re,Va) space. The loci of primary and secondary limit points meet at a cusp at Recusp =362.5+2.5 and V, = 1.476 t 0.001; for NT Re<Re,,,,, , hysteresis does not occur.
The above behavior of the steady solution branch as a functional of the two governing parameters (Re,Va), is an example of the smooth development of a fold in the flow state locus (77min) vs V, relationship, as the second parameter Re is varied. The information in Figs. 1 and 2 can be used to construct a three-dimensional representation of this (Fig. 3) . BenjaminI gives a discussion of this cusp catastrophe in the context of bifurcations in steady flows. Slices at constant Re give the solution branches depicted in Fig. 1 . These are suggestive of perturbed pitchfork bifurcations. Here, the "perturbation" resulting in the unfolding of the pitchfork is due to the lack of symmetry in z. In the neighborhood of Ve=1.46, there is observed quasicritical behavior for all Re considered (i.e., 250~ReGlOOO). For V,<1.46, the flow is quasicolumnar and axial gradients develop rapidly as V, is increased past 1.46, resulting in the reduction in 7 illustrated in Fig. 1 . For Re=iOOO, the flow along the upper part of the solution branch remains essentially quasicolumnar all the way to the primary limit point. Figure 4(a) shows the steady solution on this upper portion of the branch at Va=1.49.5, which is very close to the primary limit point. In this flow the vortex turning 21'rZ/r3 is very small, as illustrated in Fig.  4(a) , and is due solely to the bending of the vortex lines as the flow passed through the constriction. For comparison, the corresponding solution on the lower portion of the solution branch is given in Fig. 4(b) . Here, the axial flow has stagnated near the end of the constriction, where 2rI',/r3 is quite large and is responsible for the large local reduction in 7, resulting in the stagnation of the flow. A long recirculation bubble (vortex breakdown bubble) has formed in this region. The shape and size of the bubble is very similar to that measured by Escudier and Kelle? using laser-Doppler anemometry. Only a qualitative comparison is implied, as pipe geom- etries and flow parameters are quite different. The same grid resolution was used in the calculations of the two flow cases in Figs. 4(a) and 4(b), 31 grid points in the 5, and 301 grid points in the 5 directions. This level of resolution was more than ample for the quasicolumnar case. However, for the flow with the breakdown bubble, the associated large gradients in 7 were not fully resolved, as evidenced by the "wiggles" in the level curves of 17 in the throat section of the constricted pipe. A doubling of the resolution (61X601 grid points) eliminated these "wiggles" and produced the fully resolved steady soIution depicted in Fig.  4(c) . These "wiggles" manifest themselves in v, as it is the field with the largest gradients. The difference between the high resolution (61X601) and the low resolution (31X301) flows is quite minor, and the continued use of the low resolution grid is quite suitable for ReGlOOO.
As the lower steady solution branch is followed by in- creasing V,, the bubble radius essentially remains the same, but its length becomes progressively longer and "detaches" from the axis, i.e., it changes from being a bubble with stagnation points on the axis at its head and tail to a toroidal swirling vortex ring with tlow through its center. Also, as V, is increased, it is located farther upstream. When V, is increased beyond approximately 1.9, the amount of negative v produced by the axial gradients in lZ is sufticient to induce an upstream propagation of the recirculation bubble past the throat of the pipe constriction. At this point, the upstream boundary conditions are violated and the model loses any physical relevance. Figure 5 (a) is the steady solution for Re =I000 and VO= 1.65. The structure of the breakdown at large V,, has features in common with the inviscid hollowvortex solution.29 Of course, there are some major differences between our viscous vortex and the inviscid hollowvortex tlow, but these are precisely those anticipated by Keller et aLZ9 in their concluding remarks. In particular, the breakdown region in our viscous solution is essentially stagnant and the outer surface of the recirculation zone is a long, thin shear layer. Legendre3' large Re. They29'30 also anticipated this behavior at anticipated that at large Re this shear layer would be unstable. We have found that for ReslOOO, the shear layer remains stable to small, but finite, axisymmetric disturbances.
B. Unsteady solutions
In Sec. IV A, it was noted that the steady solution remains stable to small, but finite, axisymmetric disturbances. However, as Re and V. are increased, a disjoint unsteady solution branch has also been found. The steady solutions coexist with the unsteady solutions, and are linearly stable. Hence, the unsteady solutions do not bifurcate from the steady solution branch. It appears that the unsteady solutions originate via a turning point bifurcation, in the same way that the unsteady solutions found by Lopez'" in the enclosed cylinder flow appear. The location of the turning point bifurcation in (Re,Vu) space is depicted in Fig. 2. In Fig. 1 , vmtn from the time average of the unsteady flows at Re=lOOO is used to depict the unsteady solution branch. As the unsteady solution is followed toward the turning point by reducing the parameter values, the frequencies of the oscillations remain finite, but their amplitudes tend toward zero.
If the 31X301 grid is used, then the relative stability of the two solutions is such that the unsteady one becomes progressively more attractive than the steady solution as V,, or Re are increased. In order to follow the steady solution branch to higher V, or higher Re, an initial condition on the steady branch at lower V, or lower Re had to be used, which was not too far from the new desired parameter point, i.e., within a neighborhood of about 5% difference in parameter values. Otherwise, the flow would evolve to the unsteady solution. When the 61X601 grid is used, the steady solutions are obtained using the standard initial conditions given by (lo)-(12). In order to obtain the unsteady solutions, we have had to use the unsteady solution obtained using the 31X301 grid as an initial condition for a calculation with the 61 X601 grid. The final solutions are essentially the same using either grid, however, there is this observed shift in the relative attraction of the steady and unsteady solutions. This may be explained to some extent by the fact that in the 31X301 grid ye is not fully resolved.
The steady solution at Re=lOOO and V,=1.65 has already been discussed in Sec. IV A. At this same point in parameter space, there also exists an unsteady solution, shown in Fig. 5(b) . Comparing the two solutions [Figs. S(a) and 5(b)], the flow upstream of the narrowest point along the pipe, the two solutions are virtually identical (differences of less than 0.1%). In this upstream region, the unsteady solution is steady. There is no upstream propagation of any waves past the constriction for VeG1.8. However, for V91.8, the whole bubble propagates upstream. Figure 6 shows two-dimensional time series (c-time plots at e=Z/6, 2216, 3216, 4216, and 5Z/6) of the unsteady solution at different axial stations along the pipe. The time series at 5=Z/6 shows the flow to be essentially steady there.
The steady solution at larger V, consists of a long, narrow recirculation region, quite reminiscent of the inviscid hollow-vortex solution.29 The long, narrow bubble has a large shear due to radial gradients in the axial velocity. Outside the recirculation bubble the axial flow is larger than at the inlet of the pipe. Inside the bubble, the flow is almost stagnant. There is also shear due to radial gradients in the azimuthal velocity. The unsteady solution appears to correspond to the steady solution, following a large disruption in which the thin shear layer breaks up into a series of Kelvin's "cats eyes," and these are convected downstream by the outer axial flow. The "cats eyes" are essentially vortex rings, and it w.ould be highly likely that these would be unstable to nonaxisymmetric perturbations (however, such an analysis has not been performed yet). There is some experimental evidence31'32 that such an unsteady flow exists and for some distance downstream of the vortex breakdown location this flow is observed not to be too far removed from axial symmetry. The unsteady solution raised the concern that the finite length of the pipe may be having a large effect on the unsteady solution, particularly as a result of the shedding and downstream propagation of the vortex rings. This was investigated by recomputing the Re=lOOO, Va=1.65 case using a pipe of twice the length, i.e., Z=60. We found that for this particular case, a pipe of length Z =30 is just long enough not to have too great an effect on the solution. The long pipe solution at approximately the same phase in the periodic oscillation, as shown in Fig. 5(b) for the shorter pipe, is given in Figs. 7(a) and 7(b). Figure 7(a) shows the flow over the entire length of the pipe and Fig. 7(b) is the flow in the upstream half of the pipe, thus allowing a more convenient means of comparison between the two solutions. The time series of the long pipe solution is given in Fig. 8 . Comparing this with Fig. 6 , we note the main effects of the pipe length on the temporal characteristics of the flow. First, the two solutions agree qualitatively, particularly for z<15. More significant, however, is the quantitative comparison. Although the mode of the unsteadiness is the same in the two cases, the periods differ by approximately 7%. Also, the long pipe solution is periodic over almost the entire length of the pipe, whereas the short pipe solution is periodic only for ~(15. Farther downstream, the computational boundary conditions attempt to "straighten" out the flow and hence affect the solution. In the long pipe case, the flow has been "straightened" to a large extent by viscous dissipation in the downstream part of the pipe. For higher Re, where the shed vortex rings would not dissipate for longer distances downstream, the flow should be computed with larger Z.
For the unsteady flows depicted in Figs their time averages over one period have been calculated. These are given in Fig. 9 . The time averages of these periodically shedding flows have many features in common with the measured time averages of vortex breakdown flows in pipes reported by Faler and Leibovich,20 even though Garg and Leibovich21 claim that the dominant oscillation measured2' corresponded to a nonaxisymmetric mode. This conclusion was inferred by correlating observations of un- steady dye lines with power spectra at a point. However, thei? final remark is that their experiments do not allow conclusions to be drawn concerning the mechanism of the vortex breakdown phenomenon and that they21 were unable to determine whether the nonaxisymmetric "instabilities" in some way promote breakdown, or whether they are a byproduct of a primary breakdown event that could, under perfectly controlled conditions, exist in the absence of the "instabilities." Faler and Leibovich2' measured the axial and azimuthal components of velocity in a meridional plane using a two-dimensional laser-Doppler anemometer. In this way, either time averages of w and u in the plane or instantaneous values of w and v at a point were obtained. The reconstructed time-averaged streamlines showed2' a twocelled bubble structure qualitatively similar to the computed time-average flows in Fig. 9 . Further, it was observedZO that the flow in the upstream half of the bubble showed little temporal variation, whereas downstream there were largeamplitude periodic fluctuations, also in qualitative agreement with the computed unsteady flow. Note, however, that the time averages of the unsteady flows (Fig. 9) give no indica- tion of the nature of the unsteadiness. There is no hint of the periodic shedding depicted in Figs. 5(b) and 7(a), this information has been averaged out.
We have also performed a time-dependent calculation using the time-average depicted in Fig. 9(a) as the initial condition at the same point in parameter space. This evolved to a steady state, depicted in Fig. 10 . It is essentially the same solution as that shown in Fig. 5(b) , but corresponding to a pipe with 2~60. The difference in the length of the recirculation bubbles for the Z=30 and Z=60 solutions is approximately 7%. This suggests that it is not the proximity of the downstream boundary that is responsible for closing off the recirculation bubble, but more likely it is due to viscous dissipation. It also suggests that at larger Re, the flow needs to be calculated with larger Z if the effects of the downstream boundary are to be minimized, as the length of the recirculation bubble would be longer. Viscous dissipation would take longer, i.e., farther downstream distance, to close the bubble at larger Re.
Steady solutions and time averages of unsteady solutions at the same point in parameter space do not coincide. Downstream of the "breakdown," the steady solution does not provide any information about the coexisting unsteady solution. When multiple stable solutions exist, it is not possible to predict the downstream state of the how with knowledge only of the upstream flow. Great care should be exercised in attempting to relate steady, inviscid swirling flow to large Re unsteady swirling flows.
V. DISCUSSION
In the early development of the theory for the vortex breakdown phenomenon, the quasicylindrical (QC) equations were studied. The QC equations were derived from the axisymmetric Navier-Stokes equations by making the assumptions that the flow is steady, the centrifugal force is balanced by the radial pressure gradient, and the axial gradients are negligible, relative to the radial gradients in the viscous terms. Ha113" solved these equations numerically for swirling flows, and found that as the swirl level of the flow was increased, the system would fail to converge at some "critical" swirl level. The idea33 was that a failure of the QC equations to converge meant that axial gradients had developed violating the QC approximation, and hence that appreciable axial gradients must also occur in the corresponding "real" vortex flow, determined by the Navier-Stokes equations. The expectation was that the observed abrupt appearance of a vortex breakdown bubble as the swirl level increased would correspond to the sudden failure of the QC approximation. However, the QC equations fail at much lower swirl levels than those needed for the axial flow to stagnate. This is not surprising. Axial gradients in I' are responsible for the turning of the vorticity vector into the azimuthal direction via 21r,/r3. This effect is greatest near the axis. It is only when sufficient 77 has been produced in this fashion that the axial flow can stagnate. The localized "positive feedback," as discussed in Brown and Lopez,7 is triggered by any negative axial gradients in r, however, small. These gradients will produce negative 7. This production is balanced on a slower time scale by viscous dissipation. The reduction in 7, i.e., production of negative ~7, causes the vortex core to expand locally. The expanding core carries low r fluid to larger r, thus producing larger negative gradients in l?, reinforcing the whole process. The QC equations do not model this process. As illustrated in Fig. 1 , there is a smooth development in the flow, as V, is increased, from a quasicolumnar state to a flow with a gradual increase in axial gradients. The axial gradients in the flow become large enough, with increasing V,, to violate the QC approximation at smaller V, than is necessary for the axial flow to stagnate.
The observation by Beran and Culick" that the QC equations fail at the primary limit point for Re>RecUsp is due to the flow along the stable branch up to the primary limit point being very close to being columnar. For Re>RecUsp, the departure from quasicolumnar flow occurs somewhere along the unstable portion of the branch, in the fold region. Their conclusion that the development of a primary limit point is well predicted by the failure of the integration of the QC equations implies a causal relationship, which has not been demonstrated. The QC equations also fail when no limit points exist, e.g., for Re<Re,,p.
The correlation" for Re>Recusp does not of itself provide grounds for a causal relationship, and is based on the fortuitous failure of the QC equations along the unstable portion of the branch, where the QC equations are not followed. In that case, when V, is increased beyond the primary limit point, the QC equations fail and the Navier-Stokes solution at this point in parameter space corresponds to a breakdown state (the axial gradients in I in the lower stable portion of the solution branch being large enough to turn and amplify the vorticity vector into the negative azimuthal direction and induce a reversed axial flow). There is no reason why the QC equations should fail along the unstable part of the solution branch. Certainly, for Re<Recusp, they fail at lower V, than the V, at which axial stagnation occurs and do not predict anything precisely. A large part of the problem with the Beran and Culick' conclusion lies in the semantics of vortex breakdown. A vortex should not be classified as having undergone breakdown based on the stagnation of its axial flow. This is purely a kinematic observation, which says very little about the dynamics of the phenomenon. Certainly, the steady case depicted in Fig. 10 has no axial stagnation point, the axial flow on the axis is everywhere positive, yet this flow would be classified as a steady, axisymmetric vortex breakdown flow. Further, the use of a set of model equations to predict the occurrence of a dynamical process when the terms primarily responsible for the process are not represented correctly is of questionable value.
VI. CONCLUSIONS
There is no general criterion for the onset of vortex breakdown (at least not in the sense that Squire4 suggested in terms of swirl angles or Spall et LzZ.~~ suggested in terms of a modified swirl angle, which they termed a Rossby number). Where multiple solutions exist, e.g. for Re>Re,USp, knowledge of the state of the vortex flow upstream is not sufficient to determine its state downstream. Further, the onset of vortex breakdown is smooth, this being due to the lack of symmetry in the meridional plane, and hence there is no symmetry breaking bifurcation. In essence, the bifurcation in the underlying "ideal" case (perhaps related to the problem investigated by Leibovich and Kribu8') is unfolded. This may seem like a negative or an undesirable result, but it really does not matter that we cannot pinpoint the exact location in parameter space where vortex breakdown first occurs as the governing parameters are varied. For practical considerations, it is not the onset of steady vortex breakdown that is of major concern, but rather the onset of (a) multiple solutions and (b) unsteady vortex breakdown. These two cases are particularly relevant to aircraft applications, where the existence of multiple solutions allows for hysteresis cycles that impact on the control aspects of the aircraft, and unsteady vortex breakdown is a major factor in the structural vibrations of control surfaces leading to accelerated fatigue of the aircraft. Both of these cases do occur suddenly at critical combinations of the governing parameters. Now that we recognize the bifurcation structure of the swirling flow, we need to develop the theory to be able to predict where these turning point bifurcations take place and for unsteady flow, to predict the ensuing time scales.
APPENDIX: THE FINITE DIFFERENCE CODE
The numerical method used to solve the governing equations (S), (6), and (13), together with the boundary conditions, is an extension of the technique used in Lopez35 to solve a related problem. The main difference here is that the elliptic equation for the streamfunction (13) is no longer separable as it was in the cases studied in Lope2' due to the cross-derivative term (&) arising from the curvilinear coordinates used to accommodate the contraction and expansion of the pipe. This means that the highly efficient cyclic reduction algorithm36 used in Lopez35 is not applicable here. However, an efficient algorithm that will handle the crossderivative terms is still possible.
An outline of the algorithm now follows. All differential operators are discretized using second-order central differences. Starting from the initial conditions, the interior points of l? and 17 are updated with an explicit time-stepping technique37 used in Lopez.35 At each time step, this gives the right-hand side (RHS) of the discrete version of (13). The two-dimensional arrays RHS and J+$ are written as onedimensional arrays stacked according to X[i + (j -l)J], where i= 1 -+I; j= l-J, where I and J are the number of interior points in the radial and axial directions, respectively. Typically, J= 7.51. Written in this form, the discrete version of (13) is a system of linear algebraic equations for the interior points of (cl,, and the corresponding difference operator, M, has a banded structure that results in an efficient solution algorithm. The operator matrix M is a blocked tridiagonal matrix consisting of (JX J> matrices, each of which are (I X1). The tridiagonal matrix elements of M are themselves tridiagonal matrices, Ai, Bi , and Cj ; j= 1 -+J. If the crossderivative term in (13) were to vanish, then Aj and Cj would simply be diagonal matrices, and the cyclic reduction technique could be efficiently implemented. This is not the case here. However, the banded matrix structure does allow for an efficient solution. Since the elements in M are determined by the geometry of the grid and this is time independent, an L-U decomposition of M can be performed in a preprocessing stage, by the LAPACK3* routine SGBTRF. At each time step, the system can be solved with the new RHS by the LAPACK routine SGBTRS, which uses the L-U decomposition information from SGBTRP. Highly optimized versions of the LAPACK routines are available for various machines, allowing for a highly portable and efficient code. Hence, at each time step, following the solution of the system (13), the interior values of I&, lY, and 77 are known. Putting +=r,$,+ t+&, the boundary conditions for l? and 77 are then implemented.
