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1. Introdução
A informatização dos serviços, desde as sofisticadas 
transações em bolsa à simples compra de um café, asso-
ciada às redes sociais e aos dispositivos móveis (tablets, 
smart-phones) produzem uma enorme quantidade de 
dados. Para além da quantidade de dados, a taxa de 
atualização desses mesmos dados é também enorme. 
Atualmente, em cada 10 minutos são gerados mais da-
dos do que todos os dados gerados desde a pré-história 
até ao ano de 2003.
Por outro lado, a capacidade de processamento tam-
bém tem tido aumentos significativos. Nos últimos 40 
anos a capacidade de integração dos circuitos integra-
dos permitiu duplicar em cada dois anos a capacidade 
de processamento [14], aumentar a capacidade de ar-
mazenamento e reduzir o respetivo preço. A lei de 
Moore tem-se verificado nos últimos 40 anos, permitin-
do um aumento no processamento na ordem de 220.
Para ter uma noção do aumento da capacidade, dada a 
dificuldade dos humanos para compreender o signifi-
cado de um crescimento exponencial, vamos usar o 
exemplo do tempo de viagem de Lisboa ao Porto. Su-
ponhamos que uma viagem de Lisboa ao Porto, há 40 
anos atrás, decorria em média em 6 horas. Se a evolução 
dos transportes fosse tão grande como nos computa-
dores, o tempo da viagem de Lisboa ao Porto, hoje em 
dia, teria a duração de 2 centésimos de segundo (6x60x 
60/220).
O grande volume de dados compensado pelo aumento 
da capacidade de processamento tem originado novos 
conceitos, como o Big Data e a criação de novas profis-
sões como os data scientists, apelidada pela Harvard 
Business Review como a profissão mais sexy do século 
XXI. 
2. Big Data
Com o advento da web 2.0 (a web das pessoas) associa-
da aos dispositivos móveis e à internet of things, as clás-
sicas aplicações empresariais foram largamente ultra-
passadas em volume de dados.
Num estudo realizado em 2012, o valor estimado de in-
formação no planeta foi de 2,8 ZB (zetabytes, 1021 
bytes). A mudança de escala no volume de dados e na 
sua taxa de atualização deu origem ao que generica-
mente se chama de Big Data.
Ao nome Big Data está associada a sigla 3V: volume, ve-
locidade de atualização e variedade dos formatos. Al-
guns autores incluem um quarto V de valor ou veracida-
de dos dados.
Dos 2,8 ZB existentes, 85% são dados não estrutura-
dos, ou seja, medias como o vídeo, fotografia e som. 
Dos restantes 15%, de dados formatados e de texto, 
só 3% são analisados. Concluímos assim que só a pe-
quena percentagem de 0,45% dos dados do planeta 
são objeto de análise. Tal como na astrofísica, onde a 
matéria negra contém eventualmente várias explica-
ções para a origem do universo, os 99,55% dos dados 
não analisados são apelidados de dark data.
Com o surgimento de novos formatos de dados es-
truturados surgiu dentro do Big Data o conceito do 
NoSQL [3]. O NoSQL, ou Notonly SQL, permite o ar-
mazenamento, tratamento e consulta de dados de 
forma muito eficiente. As soluções NoSQL estão divi-
didas em alguns grupos: 








•	 Armazenamento	 orientado	 a	 objetos,	 como	
Db4object.
Tendo como ponto de partida o modelo relacional e 
a linguagem declarativa SQL (Structured Query Lan-
guage), utilizada na maior parte das bases de dados 
das empresas, o NoSQL apresenta-se como a alterna-
tiva para lidar com grandes volumes de dados.
As estruturas das soluções NoSQL foram simplifica-
das relativamente ao modelo relacional e garantem a 
consulta da informação de forma muito eficiente, 
com complexidades algorítmicas de ordem O(1).
Em NoSQL a complexidade máxima deve ser da or-
dem O(N), sendo N a dimensão do ficheiro. Ao contrá-
rio do SQL a operação de junção de tabelas não exis-
te, dada a sua elevada complexidade de ordem O(N2) 
para o pior caso.
Para a agregação de dados é utilizado o conceito de 
MapReduce, implementado em duas fases. A função 
do operador Map seleciona os dados em subgrupos. 
A operação Reduce agrega a informação de cada 
subgrupo. A complexidade algorítmica no pior caso 
será de duas vezes O(N). 
O conceito de Big Data traz um conjunto de novos 
desafios para lidar com grandes volumes de dados, 
tanto para as empresas como para a comunidade 
científica. O desenvolvimento de novos algoritmos é 
crítico já que as complexidades algorítmicas são de 
preferência de ordem O(1) e nunca devem exceder a 
ordem O(N).
Por consequência, o Big Data cria novas oportunida-
des na tomada de decisão baseada em dados, data 
driven decisions. Tal como refere Peter Norvig, diretor 
da Google Research, “nós não temos melhores algo-
ritmos; nós temos mais dados” [10].
3. Data Science
Data Science, é o atual termo para a ciência que anali-
sa dados, combinando a estatística com machine 
learning/data mining e tecnologias de base de dados, 
para responder ao desafio que o Big Data apresenta. 
O termo criado na década de 2010, Data Science, cor-
responde aquilo que nos anos de 1970 se apelidava 
de Decision Support Systems, DSS, nos anos 80 aos 
Executive Information Systems, EIS, nos anos 90 aos 
Online Analytical Processing, OLAP, e nos anos de 2000 
ao Business Intelligence, BI [10].
3.1 Base de Dados versus Data Mining
As questões colocadas que têm resposta numa Base 
de Dados são semelhantes às questões colocadas ao 
analista de Data Mining.





Enquanto que em Data Mining procura-se:
•	 Identificar	 os	 grupos	 de	 clientes	 com	 hábitos	 de	
compra idênticos (clustering).
•	 Encontrar	o	produto	X	que	é	adquirido	com	o	produ-
to Y (regras associativas).
•	 Encontrar	os	atributos	que	levam	os	clientes	a	recla-
mar (classificação).
Embora as questões sejam semelhantes, nas Bases de 
Dados é apresentado um padrão (e.g. consulta SQL) e 
são devolvidos dados, por outro lado, em Data Mining 
são fornecidos os dados e pretende-se extrair padrões. 
3.2  Macro e Micro padrões
Data Science é um processo computacional para des-
cobrir “padrões”. Padrão é uma forma com uma confi-
guração específica e facilmente reconhecível, que se 
caracteriza por uma regularidade, repetição de par-
tes e acumulação de elementos. Por exemplo, uma 
duna criada pela ação do vento é composta por vá-
rias camadas de areia e tem uma configuração 
reconhecível.
Os micro-padrões correspondem a pequenas percen-
tagens de dados; por exemplo nas regras associativas, 
uma medida de suporte que apresenta valores supor-
te ≥ 5%, sendo escolhidas as regras com maior confi-
dence (ou probabilidade condicionada). Por outro la-
do, os macro-padrões envolvem uma grande percen-
tagem, ou a totalidade, dos dados; por exemplo na 
modelação com regressão são utilizados todos os da-











elevada confiança (confidence) e os macro-padrões 
por elevado suporte.
Existem outros exemplos de micro-padrões: nos pro-
blemas de sequence/episode mining com suporte 
maior ou igual a 1%; no problema de classificação, ao 
utilizar decision trees, cada ramo da árvore correspon-
de a uma pequena percentagem dos dados; ainda no 
problema de classificação ao utilizar o k-nearest neigh-
bor a comparação que é efetuada é com o reduzido 
número de k elementos. Quanto aos macro-padrões, 
em problemas como regressão, teste de hipóteses, 
clustering ou redução de atributos, todos os dados são 
tidos em consideração.
A origem desta dicotomia na análise de dados re-
monta aquando do aparecimento do Data Mining, 
hoje uma área madura, mas que tinha inicialmente 
uma conotação negativa com os nomes de data 
snooping (bisbilhotando) e data fishing, onde o obje-
tivo era explorar e/ou espiar subconjuntos de dados.
Leo Breiman em 2001 [5] já tinha referido as duas cul-
turas na modelação de dados. A cultura dos micro-
-padrões corresponde à procura de pequenas per-
centagens de dados com eventual utilidade ou inte-
resse. Esta abordagem tem tido, até à data, um 
grande apoio dos grandes decisores dos EUA em 
projetos de mais de 1.000.000 dólares. A cultura dos 
macro-padrões utiliza a totalidade dos dados, tem 
origem na matemática e na estatística e conta com 
projetos vinte vezes menores que os anteriores.
No atual paradigma de Big Data, em que as complexi-
dades algorítmicas não devem exceder O(N), grande 
parte dos algoritmos de machine learning/data mi-
ning são desadequados. A reutilização das métricas 
da estatística combinada com a tecnologia de base 
de dados faz anunciar a reconciliação das duas cultu-
ras na modelação de dados na recente Data Science.
3.3  Data Scientist
Data Scientist é apelidada como a profissão mais se-
xy do século XXI [11]. Por data scientist entende-se 
“alguém melhor em estatística que um engenheiro 
informático e alguém melhor em programação do 
que um matemático”. A maior parte dos programa-
dores não se querem envolver em conceitos mate-
máticos e da mesma forma os estatísticos não acei-
tam programar em SQL, R ou Python.
O data scientist será assim alguém que saiba diferen-
ciar um teste de hipóteses t-student de um qui-qua-
drado, ao mesmo tempo que sabe ver a diferença 
entre um algoritmo polinomial de ordem O(N) e de 
O(N2).  
As duas culturas na modelação de dados criaram 
especialistas que atualmente são obrigados a com-
patibilizar esforços. A Investigação Operacional en-
contra-se numa posição privilegiada já que sempre 
combinou os conceitos da matemática com a sua 
aplicação nas ciências informáticas.
4. Redução da Dimensionalidade
Em ambientes Big Data o volume é grande, dinâmico e 
não estruturado. Por outro lado, não existem algorit-
mos disponíveis para responder a este desafio. O volu-
me de dados não analisados (dark data) é ao mesmo 
tempo uma oportunidade e uma inquietação, visto 
que os dados gerados excedem largamente a capaci-
dade de armazenamento instalada.
Se não se pode alterar de imediato a complexidade 
dos algoritmos, a resposta pode estar na redução da 
dimensionalidade dos dados. Em Investigação Opera-
cional existe uma larga experiência neste campo. A 
análise das componentes principais e a análise fatorial 
são técnicas conhecidas na estatística e em machine 
learning para redução do número de variáveis. 
A redução da dimensão pode ainda ser realizada pela 
transformação do problema e pela sumarização dos 
casos (ou linhas). Os dados são condensados com vista 
a encontrar padrões de grandes subconjuntos de da-
dos, utilizando portanto a abordagem dos macro-pa-
drões. De seguida apresentamos vários exemplos de 
transformações em redes e grafos. 
4.1  Análise Topológica de Dados
A Análise Topológica de Dados [6] representa os dados utili-
zando redes. A rede agrupa dados semelhantes em nós e 
cria arcos se existe partilha de dados entre dois nós diferen-
tes. Visto que cada nó representa vários pontos, a rede per-
mite comprimir os dados com uma alta dimensionalidade 
para uma representação de mais baixa dimensionalidade.  











A topologia é o estudo da forma, em que se distin-
guem três propriedades que relaxam o conceito de 
forma: a invariância das coordenadas, a invariância 
da deformação e a compressão das representações. A 
invariância da deformação é particularmente interes-
sante, já que se adapta perfeitamente à capacidade 
dos humanos de compreenderem as formas. Por 
exemplo, a letra “A” é compreendida pelos humanos 
qualquer que seja a fonte tipográfica utilizada. Estas 
características fazem com que a Análise Topológica 
de Dados se esteja a tornar numa nova área de estu-
do em data mining e na visualização de dados.
4.2  Process Mining
Uma percentagem apreciável do Big Data correspon-
de aos históricos de eventos (eventlogs) que são gera-
dos em cada instante, durante 7 x 24 horas, por mi-
lhares de milhões de dispositivos fixos e móveis. 
Process Mining [1] é uma técnica que permite extrair 
informação de históricos de eventos. Segundo o au-
tor, o Process Mining cria pontes entre o Data Mining e 
o Business Process Modeling. A técnica considera a 
acumulação de eventos tendo como objetivo melho-
rar a representação dos dados. A abordagem utiliza 
redes de Petri, onde cada processo é representado 
por um nó, e as sequências de eventos podem ser 
condensadas na rede. Esta abordagem cria novos pa-
drões para os problemas antigos de sequence mining, 
tendo em vista criar equilíbrios entre a simplicidade e 
a exatidão dos resultados.
4.3 Similis
As regras associativas ficaram célebres, ao encontrar 
um padrão nos supermercados onde jovens casais 
com filhos às sextas-feiras e sábados, ao comprar fral-
das também compravam cerveja. A regra fraldas => 
cervejas, tendo uma métrica de suporte de algumas 
centésimas, estava associada a uma confiança (pro-
babilidade condicionada) relevante. 
O algoritmo Apriori [2] foi o primeiro algoritmo para 
o Market Basket Analysis. O Apriori gera para um pe-
queno número de produtos um enorme conjunto de 
regras associativas, i.e. micro-padrões, que devem ser 
criteriosamente escolhidas pelo utilizador final. O tra-
balho de Cavique [7] com o algoritmo Similis, resolve 
o Market Basket Analysis para um elevado número de 
produtos e evita a escolha entre milhares de micro-
-padrões, devolvendo padrões baseados na acumula-
ção, i.e. macro-padrões que representam a totalidade 
dos dados. O algoritmo Similis está dividido em duas 
partes. Na primeira transforma o problema num gra-
fo ponderado e na segunda encontra subgrafos com-
pletos que correspondem aos cabazes de compras 
mais comprados.
4.4 Ramex
A descoberta de padrões sequenciais é um tema mui-
to importante em data mining, dado o grande núme-
ro de aplicações que incluem a análise de compras, 
web mining, sequência de ADN, entre outros.
O algoritmo inicial, o AprioriAll [15], para além de ter 
uma elevada complexidade temporal, encontra mi-
lhares de micro-padrões de difícil seleção e que re-
querem um trabalho exaustivo na atribuição de utili-
dade ou interesse.
As cadeias de Markov representam um conjunto de 
estados associados com um conjunto de transições 
entre estados. No caso da análise do cabaz de com-
pras, cada estado corresponde a um item e no caso 
da navegação da web, cada estado é uma página. Os 
modelos de Markov foram usados para representar e 
analisar os utilizadores que navegam na web em [4].
No problema de sequence mining tratado por Cavi-
que [8], é apresentado o algoritmo Ramex que gera 
árvores que envolvem todos os elementos numa 
perspetiva de macro-padrões. Ramex tem origem no 
latim e significa ramos de uma árvore. Na abordagem 
pretendemos manter a visão global dos itens e evitar 
tempos computacionais não-polinomiais. Usando 
heurísticas baseadas no algoritmo da árvore gerado-
ra, podem ser encontradas em redes cíclicas as estru-
turas de árvores com maior peso, que correspondem 
aos padrões sequenciais mais frequentes.
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O algoritmo Ramex divide-se em duas fases. Numa 
primeira fase o ficheiro de entrada é transformado 
num grafo orientado. Na segunda fase é aplicado o 
algoritmo Maximum Weight Rooted Branching defini-
do por Fulkerson [12]. Neste algoritmo é dado um nó 
inicial a partir do qual se desenvolve uma árvore.
O algoritmo foi testado num problema de web mi-
ning tendo sido encontradas as sequências da Figura 
1. Cada ramo da árvore corresponde a uma sequên-
cia de eventos com ramos idênticos à estrutura do 
web site.
4.5 Ramex com poli-árvores
Uma poli-árvore é um grafo orientado acíclico com um 
arco entre cada par de nós no máximo. O grau interno 
dos vértices de uma árvore é zero (a raiz) ou um. Por 
sua vez, o grau interno dos vértices de uma poli-árvore 
pode ser maior que um. Podemos ainda acrescentar 
que numa poli-árvore para cada par de nós só pode 
existir uma única sequência de nós. 
No trabalho [9] é apresentada a versão do Ramex utili-
zando poli-árvores para a deteção de padrões sequen-
ciais. Para testar a nova abordagem foram usados fi-
cheiros de grandes dimensões. As experiências foram 
implementadas utilizando os ficheiros gerados pelo 
IBM Quest Synthetic. O algoritmo utiliza uma matriz 
inicial semelhante às das Cadeias de Markov, mas usa 
uma heurística polinomial baseada no algoritmo de 
Prim para determinar os padrões. Nesta abordagem 
encontramos as seguintes vantagens: 
i) Incremental: Visto que os dados dos eventos são 
transformados em pesos no grafo, a atualização de no-
vos eventos pode ser realizada de forma incremental.   
ii) Inexistência de parâmetros: A maior parte dos algo-
ritmos para deteção de sequências utilizam o suporte 
mínimo com o parâmetro para controlar a explosão 
combinatória. Para o algoritmo proposto não há ne-
cessidade de qualquer parâmetro.
iii) Escalabilidade: Em comparação com os demais al-
goritmos, a nossa abordagem não faz uma procura 
exaustiva. Contudo, utiliza os dados condensados nu-
ma rede. O procedimento que devolve o resultado da 
árvore tem uma complexidade polinomial e apresenta 
uma ótima escalabilidade.   
iv) Visualização: Usualmente os pacotes de software 
mais conhecidos geram um grande número de regras, 
perdendo-se portanto a visão global. Na nossa abor-
dagem todos os itens são tomados em consideração e 
a visualização das poli-árvores mais pesadas corres-
ponde ao raio-X das sequências de eventos.
A utilização do algoritmo Ramex aplicado aos merca-
dos financeiros deu origem ao Ramex-Forum [13]. A 
Figura 2 apresenta os resultados do algoritmo para as 
influências dos preços dos petróleos e derivados, ex-
traída do trabalho de Tiple [16].
5. Conclusões
Neste artigo foram apresentados os conceitos básicos 
de Big Data e a nova área a que deu origem, a Data 
Science. Em Data Science foi discutida e exemplificada 
a noção de redução da dimensionalidade dos dados.
Como conclusões para a IO em ação, podemos referir 
duas grandes oportunidades que o Big Data oferece: 
i) A Investigação Operacional encontra-se numa 
situação privilegiada, ao combinar, desde sempre, a 
matemática e a informática, para lidar com o Data Sci-
ence e para liderar a formação numa das profissões 
mais atraentes do século XXI. A necessidade de voltar 
a recorrer aos algoritmos de baixa complexidade da 
estatística, coloca as técnicas de IO na vanguarda.
ii) O ambiente Big Data exige aos programadores e in-
vestigadores um conjunto de novos algoritmos, tor-
nando-se urgente a redução da complexidade tempo-
ral de quase todos os algoritmos, desde o simples cál-
culo da variância, em estatística, até ao mais complexo 
problema de sequence mining. Para responder a este 
desafio a redução da dimensionalidade é uma aborda-
gem já demonstrada. Os exemplos apresentados utili-
zam duas fases distintas. A primeira fase acumula os 
dados em bruto numa estrutura de dados condensa-
dos: rede na Análise Topológica de Dados [6], rede de 
Petri [1], cadeia Markov [4] ou grafo [8]. Na segunda 
fase é possível procurar os macro-padrões na estrutura 
de dados condensados. Os algoritmos para as referi-
das estruturas de dados são igualmente conhecidos 
na Investigação Operacional, tornando este tipo de 
redução da dimensão dos problemas muito aliciante.
