This paper reports an experiment for stress recognition in humancomputer interaction. Thirty-one healthy participants performed five stressful HCI tasks and their skin conductance signals were monitored. The selected tasks were most frequently listed as stressful by 15 typical computer users who were involved in pre-experiment interviews asking them to identify stressful cases of computer interaction. The collected skin conductance signals were analyzed using seven popular machine learning classifiers. The best stress recognition accuracy was achieved by the cubic support vector machine classifier both per task (on average 90.8%) and for all tasks (Mean=98.8%, SD=0.6%). This very high accuracy demonstrates the potentials of using physiological signals for stress recognition in the context of typical HCI tasks. In addition, the results allow us to move on a first integration of the specific stress recognition mechanism in PhysiOBS, a previously-proposed software tool that supports researchers and practitioners in user emotional experience evaluation.
Introduction
Evaluation of user emotional experience (UEX) is a topic with growing significance. Beyond traditional evaluation methods (e.g. questionnaires, interviews and observation etc.), the study of physiological signals has become increasingly important in human-computer interaction. Associations among emotions and physiological signals [1] have established innovative evaluation approaches [2, 3] which offer to researchers and practitioners new insights in UEX evaluation. So far, existing methods for emotions induction rely on intense stimuli such as scary movie clips, favorite songs, major hardware/software failures, image datasets and gaming [4] [5] [6] [7] . Such stimuli induce intense reactions, which may be depicted in facial expressions, body postures and physiological signals, and recognized by exist-ing associated methods. However, recognition of emotions from subtle events [8] , which are typically expected in most HCI tasks, remains challenging.
According to Lazar [9] the goal of an evaluation process is to identify system flaws which are often associated with negative emotions such as "stress" [10] . Thus, recognizing stress in typical HCI tasks is particularly important, and it is the object of this paper. Research shows [11, 12] that skin conductance, also known as Galvanic Skin Response (GSR) or Electro Dermal Response (EDR), is a reliable indicator of stress. Skin conductance is the physiological signal that was also selected and measured in this paper. To this end, 31 healthy participants performed five carefully selected stressful HCI tasks, and their skin conductance signals were monitored and analyzed using seven popular machine learning classifiers.
The purpose of this paper is twofold. First, it presents results from the first set of experiments aiming to create a publicly available dataset of physiological signals, which can be used for stress recognition in HCI. To the best of our knowledge, this is the first experimental approach in stress recognition that exclusively uses typical HCI tasks as stimuli. Second, the paper aims to investigate the performance of various algorithms in identifying stress from skin conductance. The obtained recognition results are going to guide the implementation of an automated stress identification algorithm in PhysiOBS, our previously-proposed software tool [13] aiming to support researchers and practitioners in UEX evaluation.
The rest of the paper is structured as follows. Section 2 presents the research-based approach followed for stimuli selection. In section 3 the experimental general set-up and protocol, are described. Section 4 presents the used preprocessing techniques and recognition algorithms, along with their results. The paper concludes with a discussion of the implications of the presented work and directions for future research.
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Research-based Stimuli Selection (Stressors)
Eliciting emotions in a laboratory setting is challenging and needs a careful design. The appropriate stimuli should be plausible enough in order to induce a heightened level of physiological arousal. In addition, any stimuli selection method should be void of any bias introduced by researchers. Stimuli selection process involved fifteen typical computer users (University employees, students, and colleagues) which participated in a face to face interview. Interviewees were asked to identify stressful tasks during interaction with a computer. All interviews were conducted in two phases by the same person. Each phase lasted from 15 to 20 minutes. First, demographics (e.g. age, skills in computer usage, profession, education etc.) were recorded. Next, participants were asked to describe at least five scenarios which stress them while interacting with a computer. Interviewees were neither informed nor participated in the stress monitoring experiment.
All the scenarios provided by the interviewees did not require any special experience or knowledge. Participants' answers were grouped and a frequency table was created. Answers analysis did not reveal any significant differences due to demographic parameters. Next, we pilot-tested the scenarios, starting from the most fre-quently mentioned. Although interaction scenarios related to financial transactions and viruses were commonly reported by interviewees, such tasks were not selected due to their requirements for being plausible enough to induce stress. For instance, a wrong charge in facilitators' credit card was not found to be stressful. In the end, the five most commonly reported scenarios were selected, excluding the aforementioned cases.
Scenario 1: Missing a File
Participants were asked to visit the website of the internal evaluation unit of the Hellenic Open University (http://meae.eap.gr). This website was selected because it was expected to be unfamiliar to participants. Next, they were asked to find and download a specific file from the website, save it to a network folder and log in a google email account to send the file at an email address. When participants shifted their attention from the network folder in order to create the email, experiment facilitators remotely deleted participants' downloaded file.
Scenario 2: Hardware Problems
Participants were asked to visit the website of a research group in our University (http://quality.eap.gr). Again, this specific website was selected in order to avoid any previous familiarity. Next, they were asked to find and copy the consortium list from one of the team's projects and then paste it in a text file. During the task, their mouse cursor speed was set in slow speed. The speed was remotely set using a custom-made software tool that had been previously installed in the testing computer.
Scenario 3: Slow Network Speed
In this scenario, participants visited a web portal that is popular in our country (http://www.in.gr) and were asked to find information about a specific movie. During the task, network connection was simulated at 56Kbps in order to make interaction slower than the usual. The speed was manipulated through the Fiddler (http://www.telerik.com/) software.
Scenario 4: Web Advertisements (Popups)
Participants were asked to visit a popular online booking website (http://www.booking.com) in order to make a reservation for a predefined destination. Appropriately designed popup windows appeared in users' screen every 15 seconds while they were trying to complete the scenario. The popup window was relevant to both the website's content and visual appearance. The whole process was controlled remotely through a custom-made software tool that had been previously installed in the testing computer.
Scenario 5: Finding Information in Websites
Participants were instructed to visit the website of our University's library (http://lib.eap.gr) in order to find the authors of a specific book. In this scenario, no external action was applied. This website was chosen for this scenario because there was a plethora of complaints about its information architecture, which had been collected in a previous usability evaluation study.
Experiment
Setting and Equipment
The experiment was performed in our fully-equipped usability lab (http://quality.eap.gr). Skin conductance was recorded at 5Hz using a Mindfield eSense sensor. Stimuli scenarios were presented randomly for each participant through the Tobii eye-tracker environment (i.e. Tobii Studio) which was also used to monitor participants' eye activity in real time (e.g. to delete participants' downloaded file in the first scenario while they were not looking at it). All scenarios were designed to require minimum typing effort in order to minimize participants' hand movements that may affect skin conductance measurements. Finally, external parameters such as testing room temperature were controlled in order to avoid noise in skin conductance recordings.
Process and Protocol
Thirty-one healthy participants (18 female), aged between 21 and 38 (Mean=30.8, SD=4.7) were recruited. The experiment lasted for six days. First, participants were informed that they would interact with some websites in order to perform some tasks. Subsequently, they completed an appropriate consent form along with a questionnaire about demographic information. Next, the skin conductance sensor was placed on participants' non dominant hand in the middle and ring finger respectively. A short time of approximately five minutes was given to participants in order to familiarize with the sensor, while signals' transmission quality was checked. In addition, participants' body posture in front of the eye-tracker was also checked. During this short time, the facilitators were available to answer in any of the participants' question.
The experimental process started with a 1:30 minute baseline recording [6] , [14] , during which participants were asked to relax. Subsequently, the five stress-inducing scenarios were presented to participants in a random order. At the end of each scenario, participants were asked to provide subjective ratings of their emotional experience both on a valence-arousal [15] and on a 1-7 rating scale; however analysis of these ratings is beyond the scope of this paper. Each session lasted approximately 40 minutes per participant including short breaks between scenarios. Skin conductance was not monitored during the breaks or the self-assessment process.
Analysis and Results
In this section, signal preprocessing and classification results are presented. All in all, 182 skin conductance signals were recorded from 31 participants involved in five interaction tasks and a baseline condition. In four cases (once in task 1, once in task 2 and twice in task 4), signal was not recorded successfully due to sensor malfunction or experimenter error.
The collected signals were smoothed using hanning window function. Smoothing window width for each signal was determined by experimentally adjusting the following root mean square error function:
where Σ calculates the sum of first difference between sample values (Xi and Xi-1), and N is the total number of samples. This error value represents the signal's variability due to sampling rate frequency. The smoothing process involved the following steps. First, an initial error value was calculated for each raw signal. Next, raw signals were smoothed using a fivepoint width hanning window, and the error value was recalculated. While the error correction value between raw and smoothed signal was below 76%, the width of the hanning window was increased by five points and the raw signal was smoothed again. Some signals had to reach a window width value of 100 points or more to meet this error correction percentage, resulting in substantial signal degeneration. Thus, they were set to be auto-excluded from the feature extraction.
The smoothing window step was selected to be equal to the sampling rate (5Hz). The error correction threshold was set to 76% based on two criteria: a) keep signals' crucial information, such as lows and peaks; Figure 1 illustrates an instance of 200 samples (40 sec.) from a participant's skin conductance signal for 76% and 90% error correction, and b) use the signals' majority in feature extraction; Figure 2 illustrates that as the correction error gets higher than 76%, significantly more signals are autoexcluded from the feature extraction process due to signal degeneration. After signal smoothing, 21 statistical features (e.g., mean, median, min, max, standard deviation, minRatio and maxRatio) [11] were extracted. The same statistics were extracted from the first and the second differences of signal.
The Table 1 presents classifier accuracies (%) for stress identification per task and for all tasks, using 100-times 10-fold cross validation for all tasks. C-SVM classifier had the best stress recognition accuracy both per task (Min=89.6%, Max=91.6%) and for all tasks (Mean=98.8%, SD=0.6%). Table 1 . Classifier accuracies (%) for stress identification per task and for all tasks. The last column presents results for the aggregated dataset of tasks, and not the cross-task mean. 
Task 1 Mean±SD
Task 2 Mean±SD
Conclusion and Future Work
In this work a physiological dataset from 31 healthy participants involved in five stressful tasks and a baseline relax condition was created. A research-based approach was followed to produce the selected tasks. First, 15 typical computer users, not involved in the stress monitoring experiment, were asked to describe at least five stressful interaction experiences. Then, the ones mentioned most frequently were pilottested and five were selected for the stress monitoring experiment. The collected skin conductance signals were first preprocessed and then used to train seven popular machine learning classifiers to automatically detect the two emotional classes (stressno stress) from skin conductance. Results showed high identification accuracies, with the best being the one achieved by the Cubic Support Vector Machine (C-SVM) both per task (on average 90.8%) and for all tasks (Mean=98.8%, SD=0.6%). This is an important finding that demonstrates the potentials of physiological signals in the study of subtle interaction events, which are typically expected in most HCI tasks, such as finding information in complex websites or being distracted by web advertisements while making an online booking. Our work makes a contribution towards this direction. In addition, the results allow us to move on a first integration of the specific automated stress recognition mechanism in PhysiOBS, our previously-proposed software tool [13] that supports continuous and multiple emotional states analysis by user experience practitioners.
One of our future aims is to replicate our findings by performing additional experiments following the same methodology using more peripheral physiological signals, such as blood volume pressure, respiration and temperature. In this way, we will also extend our emotionally-labeled dataset for stress recognition in typical HCI tasks, which we plan to make freely-available to the research community. Future work also includes investigating the effect (if any) of users' characteristics, such as gender, age and computer self-efficacy, on the stress recognition accuracy.
