Convex functions on graphs: Sum of the eigenvalues by Bahmani, Asghar
ar
X
iv
:1
80
9.
03
99
6v
2 
 [m
ath
.C
O]
  1
2 S
ep
 20
18
CONVEX FUNCTIONS ON GRAPHS: SUM OF THE EIGENVALUES
ASGHAR BAHMANI
Abstract. Let G be a simple graph with the Laplacian matrix L(G) and let e(G) be the number of
edges of G. A conjecture by Brouwer and a conjecture by Grone and Merris state that the sum of the
k largest Laplacian eigenvalues of G is at most e(G) +
(
k+1
2
)
and
∑
k
i=1
d∗
i
, respectively, where (d∗
i
)i
is the conjugate of the degree sequence (di)i. We generalize these conjectures to weighted graphs and
symmetric matrices. Moreover, among other results we show that under some assumptions, concave
upper bounds on convex functions of symmetric real matrices are equivalent to concave upper bounds
on convex functions of (0, 1) matrices.
1. Introduction
In this paper, all matrices are real, unless otherwise noted. We denote by Mn(R) and Symn(R) the
set of all real matrices and the symmetric real matrices of order n, respectively. A symmetric matrix A
is said to be positive semi-definite, if xTAx ≥ 0 for every x ∈ Rn and we write A ≥ 0. For a positive
integer m, we denote by [m], the set {1, . . . ,m} and we denote by jm the all 1’s vector in R
m. If S ⊆ Rm,
we denote by S⊥ the orthogonal complement of S. For a positive integer i, ei denotes the vector with a
1 in the ith coordinate and 0’s elsewhere, in Rm.
For two positive integers i, j ≤ m, Eij denotes the m ×m matrix eie
T
j . For a set X and t disjoint
nonempty subsetsX1, . . . , Xt, we denote by ∪˙
t
i=1Xi, a partition ofX . For a vector x = (x1, . . . , xm) ∈ R
m
and a subset P ⊆ [m], we denote the restriction of x to the index set P by x|P ; Diag(x) is a diagonal
m×m matrix with diagonal entries Diag(x)ii = xi. We denote by x↓1 ≥ · · · ≥ x↓m, the decreasing order
of (xi)i.
Assume that X ⊆ Rn is a vector space over R. A function f : X → R is called positively homogeneous
if f(αv) = αf(v), for all positive α ∈ R and v ∈ X . For a Hermitian matrix M with eigenvalues
λ1(M) ≥ · · · ≥ λn(M) and k ∈ [n], Sk(A) denotes
∑k
j=1 λj(M). For a symmetric matrix A = [ωij ] with
zero diagonal, we define e(A) =
∑
i<j ωij . The Laplacian matrix of a simple graph G, denoted by LG,
is D(G)−A(G), where D(G) is a diagonal matrix with diagonal entries (di)i and A(G) is the adjacency
matrix of G. We denote by Sn and Pn the star and the path of order n, respectively.
Interlacing theorem is a key theorem in spectral theory and we state it in the sequel.
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Theorem 1.1 (Interlacing Theorem). [19, Theorem 3.2] Let A be a Hermitian matrix with eigenvalues
λ1 ≥ · · · ≥ λn and let B be one of its principal submatrices. If the eigenvalues of B are θ1 ≥ · · · ≥ θm,
then λi ≥ θi ≥ λn−m+i, for i ∈ [m].
The following theorems are important facts on convexity of the function Sk(A) that we use it in this
paper.
Theorem 1.2. [19, Lemma 3.7] Let A be an n× n Hermitian matrix, 1 ≤ k ≤ n. Then
k∑
j=1
λj(A) = max
U∗U=Ik
tr(U∗AU),
k∑
j=1
λn−j+1(A) = min
U∗U=Ik
tr(U∗AU),
where U ∈Mn,k(C) and Mn,k(C) is the set of all n× k matrices over C.
Theorem 1.3. [19, Theorem 3.8] Let A,B be n× n Hermitian matrices, 1 ≤ k ≤ n. Then
k∑
j=1
λj(A+B) ≤
k∑
j=1
λj(A) +
k∑
j=1
λj(B).
For k = n the inequality is an equality.
Suppose that G is a graph of order n and degree sequence (d1, . . . , dn). The conjugate sequence degree
of (d1, . . . , dn) is defined as (d
∗
1, . . . , d
∗
n), where d
∗
j = |{i : di ≥ j}|. In this paper we consider weighted
versions for the following conjectures:
Conjecture 1.4 (Grone-Merris Conjecture). [10] Let k, n ∈ N and k ∈ [n]. For any simple graph G, if
µ1(LG) ≥ · · · ≥ µn(LG) are the Laplacian eigenvalues of G, then we have
∑k
i=1 µi(LG) ≤
∑k
i=1 d
∗
i .
Grone-Merris Conjecture is proved in [1].
Conjecture 1.5 (Brouwer’s Conjecture). [2] Let k, n ∈ N and k ∈ [n]. For any simple graph G of order n,
if µ1(LG) ≥ · · · ≥ µn(LG) are the Laplacian eigenvalues of G, then we have
∑k
i=1 µi(LG) ≤ e(G)+
(
k+1
2
)
.
Brouwer’s Conjecture is proved in some special cases: see [8], [12], and [18].
In this paper after introduction section, in Section 2, we consider convex functions with some special
upper bounds. Under some assumptions we show the equivalence of these bounds in two cases: real
convex domains and (0, 1) domains. In Sections 3 and 4, we generalize Grone-Merris Conjecture and
Brouwer’s Conjecture to weighted graphs, respectively. In Section 5, we consider positive semi-definite
decompositions of matrices and their relation to the sum of the eigenvalues. In the last section, we state
some lower and upper conjectured bounds on the sum of the largest (and smallest) eigenvalues of trees
and simple graphs.
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2. Convex Functions and Concave Bounds
Suppose that U ⊆ Rm. We denote by U{0,±1} (U{0,1}, respectively) the set {(a1, . . . , am) ∈ U : ai ∈
{−1, 0, 1}, i ∈ [m]} ({(a1, . . . , am) ∈ U : ai ∈ {0, 1}, i ∈ [m]}, respectively). In the following theorem, for
convex functions we show that the concave bounds over domains U and U{0,±1} are equivalent. First, we
need the following lemma that is straightforward, so we omit its proof.
Lemma 2.1. Suppose that ϕ : U → R is convex. If ϕ is positive homogeneous, then ϕ(x + y) ≤
ϕ(x) + ϕ(y), for any x, y ∈ U .
Theorem 2.2. Let t,m ∈ N, P1, . . . , Pt ⊆ [m], and [m] = ∪˙
t
i=1Pi. Suppose that P ⊆ [m], U =
{
∑
i∈P
aiei : ai ∈ R}, and ϕ : U → R is convex and positive homogeneous. If f : U → R is one of the
following functions:
(i.) A concave and positive homogeneous function,
(ii.) for given {αij ∈ R}, f(a) =
∑
j
t∑
i=1
αija
i
↓j, where a
i = a|Pi ,
then the following statements are equivalent:
(1) For every a ∈ U , ϕ(a) ≤ f(a).
(2) For every a ∈ U{0,±1}, ϕ(a) ≤ f(a).
Proof. (1)→ (2): We have U{0,±1} ⊆ U and the result is done.
(2)→ (1): Assume that a ∈ U and k is the number of nonzero elements of a. We prove this case by strong
induction on k. If k = 0, then a ∈ U{0,±1} and we have ϕ(a) ≤ f(a). So, we suppose that k > 0 and the
assertion is true for 0, . . . , k − 1. Suppose that a ∈ U , α = minj{|aj| : aj 6= 0} and a¯ = (a¯1, . . . , a¯m) is a
member of U{0,±1} such that a¯j = sgn(aj), j ∈ [m]. Therefore a − αa¯ ∈ U and a = (αa¯) + (a − αa¯).
Hence,
ϕ(a) = ϕ(αa¯ + (a− αa¯))
≤ ϕ(αa¯) + ϕ(a− αa¯) by Lemma 2.1,
= αϕ(a¯) + ϕ(a− αa¯)
≤ αf(a¯) + f(a− αa¯) by induction and (2),
≤ f(a). (*)
Since for any decreasing orders of a¯, a − αa¯, and a we have αf(a¯) + f(a − αa¯) = f(a), thus (*) holds
for the function (ii.). 
Remark 2.3. Let ψ : X → R be a convex function. Since −ψ is concave, the statement similar to theorem
above, for lower convex bounds on concave functions is true.
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2.1. Matrix Parameters and Matrix Entries. A parameter ψ of symmetric matrices is convex pa-
rameter (concave parameter, respectively), if for any matrices A,B ∈ Symn(R) and α ∈ [0, 1], we have
ψ(αA+ (1 − α)B) ≤ αψ(A) + (1 − α)ψ(B) (ψ(αA + (1− α)B) ≥ αψ(A) + (1 − α)ψ(B), respectively).
Suppose that V ⊆ Mn(R). We denote by V{0,±1} (V{0,1}, respectively) the set {[ωij] ∈ V : ωij ∈
{−1, 0, 1}, i, j ∈ [n]} ({[ωij ] ∈ V : ωij ∈ {0, 1}, i, j ∈ [n]}, respectively). For a matrix A = [ωij ], we
denote by A↓1 ≥ · · · ≥ A↓n2 the decreasing order of (ωij)i,j . Similar to Theorem 2.2, we state the
following theorem for real matrices.
Theorem 2.4. Let n ∈ N, P ⊆ [n]× [n], and V = {
∑
(i,j)∈P
ωijEij : ωij ∈ R}. Suppose that ψ : V → R is
a convex and positive homogeneous function. If f : V → R is one of the following functions:
(i.) A concave and positive homogeneous function,
(ii.) for given {αi ∈ R}, f(A) =
∑
i∈[n2]
αiA↓i,
(iii.) for given {αij ∈ R}, f(A) =
∑
j∈[n]
∑
i∈[n]
αijr
i
↓j, where r
i is the ith row of A,
then the following statements are equivalent:
(1) For every A ∈ V , ψ(A) ≤ f(A).
(2) For every A ∈ V{0,±1}, ψ(A) ≤ f(A).
Same as Theorems 2.2 and 2.4, we state the theorems below for U{0,1}.
Theorem 2.5. Let t,m ∈ N, P1, . . . , Pt ⊆ [m], and [m] = ∪˙
t
i=1Pi. Suppose that P ⊆ [m], U =
{
∑
i∈P
aiei : ai ≥ 0}, and ϕ : U → R is convex and positive homogeneous. If f : U → R is one of the
following functions:
(i.) A concave and positive homogeneous function,
(ii.) for given {αij ∈ R}, f(a) =
∑
j
t∑
i=1
αija
i
↓j, where a
i = a|Pi ,
then the following statements are equivalent:
(1) For every a ∈ U , ϕ(a) ≤ f(a).
(2) For every a ∈ U{0,1}, ϕ(a) ≤ f(a).
Theorem 2.6. Let n ∈ N, P ⊆ [n]× [n], and V = {
∑
(i,j)∈P
ωijEij : ωij ≥ 0}. Suppose that ψ : V → R is
a convex and positive homogeneous function. If f : V → R is one of the following functions:
(i.) A concave and positive homogeneous function,
(ii.) for given {αi ∈ R}, f(A) =
∑
1≤i≤n2
αiA↓i,
(iii.) for given {αij ∈ R}, f(A) =
∑
j∈[n]
∑
i∈[n]
αijr
i
↓j, where r
i is the ith row of A,
then the following statements are equivalent:
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(1) For every A ∈ V , ψ(A) ≤ f(A).
(2) For every A ∈ V{0,1}, ψ(A) ≤ f(A).
A natural question is that which functions can be choose as f in Theorems 2.2, 2.4, 2.5, and 2.6.
Problem 2.7. Under the same assumptions of Theorems 2.2 and 2.5, what is a characterization of the
functions f : Rm → R that the following statements are equivalent:
(1) For every a ∈ U , ϕ(a) ≤ f(a).
(2) For every a ∈ U{0,±1} (a ∈ U{0,1}), ϕ(a) ≤ f(a).
3. Weighted Grone-Merris Conjecture
In this section using theorems of Section 1, we state an equivalent and weighted version of Grone-Merris
Conjecture.
3.1. Laplacian of weighted graphs. Suppose that A = [ωij ] ∈ Symn(R) is a zero diagonal matrix.
The matrix A is the adjacency matrix of a (weighted) graph of order n such that the weight of edge i− j
is ωij . In this paper we look at every symmetric matrix with zero diagonal as the adjacency matrix of a
weighted graph.
The Laplacian matrix of A, denoted by LA, is D − A, where D is a diagonal matrix with diagonal
entries dii =
∑n
j=1 ωij . It is well-known that zero is an eigenvalue of LA with corresponding eigenvector
jn. For a symmetric matrix with nonnegative weights, the Laplacian matrix is positive semi-definite, but
if some weights are negative, the Laplacian matrix is not necessary to be positive semi-definite.
In this paper we arrange other Laplacian eigenvalues than zero (corresponding to the
eigenvector jn) decreasingly and denote them by µ1(LA), . . . , µn−1(LA) such that µ1(LA) ≥
. . . ≥ µn−1(LA).
More precisely, we have the following lemma:
Lemma 3.1. Let A = [ωij ] be an n× n symmetric matrix with zero diagonal and ω be a real number. If
B = A+ ω(Jn − In), then for i ∈ [n− 1],
µi(LB) = µi(LA) + nω.
Proof. Suppose that µi(LA) is corresponding to the eigenvector ξ perpendicular to jn. So, LBξ =
LAξ + ωL(Jn−In)ξ = (µi(LA) + nω)ξ. 
We have for k ∈ [n− 1],
k∑
i=1
µi(LA) = max
UTU=Ik
UT jn=0
tr(UTLAU)
and it is easy to see that ψ(A) =
∑k
i=1 µi(LA) is a convex function on Symn(R) (see [5, Theporem 3.4]).
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For two vectors x,y ∈ Rn, we say that y majorizes x, written as x ≺ y, if and only if
k∑
i=1
x↓i ≤
k∑
i=1
y↓i k ∈ [n− 1],
n∑
i=1
x↓i =
n∑
i=1
y↓i.
Example 3.2. Let A = [ωij ] be an n×n symmetric matrix with zero diagonal. If ω1 ≥ ω2 ≥ · · · ≥ ωn2−n
is the decreasing order of (ωij)i,j,i6=j , then we show that
(µ1(LA), . . . , µn−1(LA)) ≺ (
n∑
i=1
ωi,
2n∑
i=n+1
ωi, . . . ,
n2−n∑
i=n2−2n+1
ωi).
We have
∑n−1
i=1 µi(LA) = Tr(LA) =
∑n2−n
i=1 ωi. So, to see other inequalities, it is sufficient to show
that
∑k
i=1 µi(LA) ≤
∑k
j=1
∑jn
i=(j−1)n+1 ωi =
∑kn
i=1 ωi for k ∈ [n − 1]. By Lemma 3.1, without loss of
generality, we suppose that all weights are nonnegative. By Theorem 2.6, function (ii.), it is sufficient to
show inequality for (0, 1) matrices. We know for simple graphs, if 2e(A) = qn+ r, 0 ≤ r ≤ n− 1, 0 ≤ q,
then
(µ1(LA), . . . , µn−1(LA)) ≺ (n, . . . , n, r, 0, . . . , 0).
Hence
∑k
i=1 µi(LA) ≤
∑k
j=1
∑jn
i=(j−1)n+1 ωi =
∑kn
i=1 ωi is true and we have done.
3.2. Young Tableau of Weights and Conjugate Degrees Sequence. Suppose that A = [ωij ] is an
n×n symmetric matrix with zero diagonal. Assume that for every i ∈ [n], ω↓i1 ≥ ω↓i2 ≥ · · · ≥ ω↓i(n−1) is
the decreasing order of (ωij)j 6=i (the row i of A without diagonal entry). So, di =
∑n
j=1 ωij =
∑n−1
j=1 ω↓ij
is the degree of vertex i, for i ∈ [n]. We define the following Young tableau of these weights:
SUM
n∑
i=1
ω↓i(n−1) · · ·
n∑
i=1
ω↓i2
n∑
i=1
ω↓i1
d1 ω↓1(n−1) · · · ω↓12 ω↓11
d2 ω↓2(n−1) · · · ω↓22 ω↓21
...
...
. . .
...
...
dn−1 ω↓(n−1)(n−1) · · · ω↓(n−1)2 ω↓(n−1)1
dn ω↓n(n−1) · · · ω↓n2 ω↓n1
Table 1. Conjugate of the Weighted Degree Sequence
In this tableau, define the conjugate of the degree sequence by d∗j =
n∑
i=1
ω↓ij , for j ∈ [n − 1]. This is
a weighted version of the conjugate of the degree sequence. One can see easily that this version of d∗j for
(0, 1) weights is |{i : di ≥ j}|.
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Example 3.3. Suppose that
A =


0 −1 2.1 0
−1 0 −4 8
2.1 −4 0 −7
0 8 −7 0


.
Therefore, we have the following tableau:
SUM −19 −5 20.2
1.1 −1 0 2.1
3 −4 −1 8
−8.9 −7 −4 2.1
1 −7 0 8
.
By definitions above and theorems of Section 1, we state the following weighted version of Grone-Merris
Conjecture.
Theorem 3.4. Let A = [ωij ] be an n× n symmetric matrix with zero diagonal. Then
(µ1(LA), . . . , µn−1(LA)) ≺ (d
∗
1, . . . , d
∗
n−1).
Proof. Assume that k ∈ [n − 1]. We must show
∑k
j=1 µj(LA) ≤
∑k
j=1 d
∗
j =
∑k
j=1
∑n
i=1 ω↓ij . From
Lemma 3.1, if we shift the entries of A by ω, two sides of inequality above change knω. Thus without
loss of generality, we suppose that A is nonnegative. By Theorem 2.6, function (iii.), it is sufficient to
show the inequality for (0, 1) matrices. For simple graphs Grone-Merris Conjecture is proved [1]. Hence∑k
i=1 µi(LA) ≤
∑k
j=1 d
∗
j is true and we have done. 
Corollary 3.5. Let t, n ∈ N and Sn be a weighted star. If ω1 ≥ · · · ≥ ωt > 0 ≥ ωt+1 ≥ · · · ≥ ωn−1 is the
decreasing order of the weights of edges, then
(µ1(LSn), . . . , µn−1(LSn)) ≺ ((
t∑
i=1
ωi) + ω1, ω2, . . . , ωn−2, (
n−1∑
i=t+1
ωi) + ωn−1)
· · ·
ω1 ω2 ωn−2 ωn−1
Figure 1. A Weighted Star
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Proof. By Theorem 3.4, we have d∗1 = (
∑t
i=1 ωi) + ω1, d
∗
2 = ω2,. . . , d
∗
n−1 = (
∑n−1
i=t+1 ωi) + ωn−1 and we
have done. 
Remark 3.6. One can see that χ(µ) = Πn−1i=1 (µ− ωi)
(
µ− (
∑n−1
i=1 ωi)−
∑n−1
i=1
ω2i
µ−ωi
)
is the characteristic
polynomial of LSn . If µ1 ≥ · · · ≥ µn are the roots of χ, then by interlacing (Theorem 1.1) we have
µ1 ≥ ω1 ≥ µ2 ≥ ω2 ≥ · · · ≥ ωn−1 ≥ µn. By Corollary 3.5 we obtain some useful inequalities for the roots
of χ.
4. Weighted Brouwer’s Conjecture
For this section we need the definition of unordered majorization [13, 14.E.6]. For two vectors x,y ∈
Rn, we say that y unordered majorizes x, written as x E y, if and only if
k∑
i=1
xi ≤
k∑
i=1
yi k ∈ [n− 1],
n∑
i=1
xi =
n∑
i=1
yi.
The following conjecture states a weighted version of Brouwer’s Conjecture.
Conjecture 4.1. Let A = [ωij ] be an n × n symmetric nonnegative matrix with zero diagonal. If
ω1 ≥ ω2 ≥ · · · ≥ ω(n2)
≥ 0 is the decreasing order of (ωij)i<j , then
(µ1(LA), . . . , µn−1(LA)) E (e(A) + ω1,
(32)∑
i=(22)+1
ωi, . . . ,
(k+12 )∑
i=(k2)+1
ωi, . . . ,
(n2)∑
i=(n−12 )+1
ωi).
If A is a (0, 1) matrix, Conjecture 4.1 is Brouwer’s Conjecture.
Using Theorem 2.6, function (ii.), we can state weighted versions of the cases of Brouwer’s Conjecture
that is proven.
Theorem 4.2. [12] Let T be a tree of order n. For k ∈ [n],
k∑
i=1
µi(LT ) ≤ e(T ) + 2k − 1.
The following theorem is a weighted version for trees.
Theorem 4.3. Let T be a weighted tree. If ω1 ≥ ω2 ≥ · · · ≥ ωn−1 ≥ 0 is the decreasing order of the
weights of edges and ωn = · · · = ω2n−1 = 0, then
(µ1(LT ), . . . , µn(LT )) E (e(T ) + ω1, ω2 + ω3, . . . , ω2k−2 + ω2k−1, . . . , ω2n−2 + ω2n−1).
Proof. Suppose that k ∈ [n] and set V = {
∑
ij∈E(T ) ωijEij : ωij ≥ 0}. The function
∑k
i=1 µi(LT ) is a
convex function on V . If 2k−1 ≥ n−1, then it is obvious that
∑k
i=1 µi(LT ) ≤ 2e(T ) ≤ e(T )+
∑2k−1
i=1 ωi.
If 2k − 1 < n − 1, then by Theorem 2.6, function (ii.), we have
∑k
i=1 µi(LT ) ≤ e(T ) +
∑2k−1
i=1 ωi =
2(
∑2k−1
i=1 ωi) +
∑n−1
i=2k ωi. 
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4.1. Weight Tableau. Assume that A = [ωij ] is an n × n symmetric matrix with zero diagonal. If
ω1 ≥ ω2 ≥ · · · ≥ ω(n2)
is the decreasing order of (ωij)i<j , then we define weight tableau W (A) as below:
(4.1) W (A) =




ω1 ω1 ω2 ω3 · · · ωn−2 ωn−1
ω2 ω3 ωn ωn+1 · · · ω2n−4 ω2n−3
ω4 ω5 ω6
. . .
...
...
...
...
. . .
...
...
ω(n−22 )+1
ω(n−22 )+2
· · · · · · ω(n2)−2
ω(n2)−1
ω(n−12 )+1
ω(n−12 )+2
· · · · · · ω(n2)
ω(n2)
It is easy to see that
∑n−1
i=1 ri(W (A)) = 2e(A), where ri(W (A)) =
∑n
j=1W (A)ij is the sum of row i,
for i ∈ [n− 1].
Lemma 4.4. Let A = [ωij ] be an n× n symmetric nonnegative matrix with zero diagonal. If ω1 ≥ · · · ≥
ω(n2)
is the decreasing order of (ωij)i<j , then
(r1(W (A)), · · · , rn−1(W (A))) E (e(A) + ω1,
(32)∑
i=(22)+1
ωi, . . . ,
(n2)∑
i=(n−12 )+1
ωi).
Proof. From the definition of the weight tableau 4.1, we have
∑k
i=1 ri(W (A)) ≤ e(A) +
∑(k+12 )
i=1 ωi, for
k ∈ [n− 1]. 
Now, we state the following conjecture that allows us to extend Brouwer’s Conjecture to real weights:
Conjecture 4.5 (Weighted Brouwer’s Conjecture). Let A = [ωij ] be an n × n symmetric matrix with
zero diagonal. If ω1 ≥ ω2 ≥ · · · ≥ ω(n2)
is the decreasing order of (ωij)i<j , then
(µ1(LA), . . . , µn−1(LA)) E (r1(W (A)), . . . , rn−1(W (A))).
Remark 4.6. Brouwer’s Conjecture for simple graphs, Conjecture 1.5, and Conjecture 4.5 are equivalent:
For k ∈ [n− 1], Conjecture 4.5 states
∑k
i=1 µi(LA) ≤
kn−(k+12 )∑
i=1
ωi +
(k+12 )∑
i=1
ωi. From Lemma 3.1, if we shift
the entries of A by mini ωi, two sides of inequality above change knω. Thus without loss of generality,
we suppose that A is nonnegative. By Theorem 2.6, function (ii.), it is sufficient to show the inequality
for (0, 1) matrices. For simple graphs, Brouwer’s Conjecture is obvious for e(A) ≥ kn −
(
k+1
2
)
and for
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e(A) < kn −
(
k+1
2
)
we have
∑k
i=1 ri(W (A)) =
kn−(k+12 )∑
i=1
ωi +
(k+12 )∑
i=1
ωi = e(A) +
(k+12 )∑
i=1
ωi. Hence, two
conjectures are equivalent.
4.2. Optimum Arrangements of Weights of Graphs. A question about these bounds on sum of
the eigenvalues of graphs and symmetric matrices is about the matrices and graphs that achieve these
bounds. In other way, we want to know for which (weighted) graphs these bounds are sharp. We state
these questions as the following problems.
Problem 4.7 (Laplacian Matrix). Let k, n ∈ N, k < n, and ω1, ω2, · · · , ω(n2)
be given nonnegative real
numbers. What is the graph of order n with this weights that have the maximum (or minimum) of
Sk(LA) = µ1(LA) + · · ·+ µk(LA)?
It seems that for a simple graph G, k < n, and
(
k+1
2
)
< e(G) < kn −
(
k+1
2
)
the extremal graphs for
problem above are threshold graphs with clique number k+1 which achieve the upper bound in Brouwer’s
Conjecture.
Problem 4.8 (Adjacency Matrix). Let k, n ∈ N, k < n, and ω1, ω2, · · · , ω(n2)
be given nonnegative
real numbers. What is the graph of order n with this weights that have the maximum (or minimum) of
Sk(A) = λ1(A) + · · ·+ λk(A)?
Extremal simple graphs with given e edges for k = 1, spectral radius, have been considered in recent
decades (see [4],[15], and [16]).
Problem 4.9 (Nonsymmetric Matrices: Singular Values). Let k,m, n ∈ N, k < m, n, and ω1, ω2, · · · , ωmn
be given real numbers. What is the arrangement of these weights in an n ×m matrix M such that have
the maximum (or minimum) sum of the singular values Sk(M) = σ1(M) + · · ·+ σk(M)?
5. Positive semi-definite decomposition
In this section, we consider a relationship between the spectral decomposition and any positive semi-
definite decomposition of a symmetric matrix.
Lemma 5.1. Let t, n ∈ N and A ∈ Symn(R). If A =
∑t
i=1 θiuiu
T
i for some real vectors ui, i ∈ [t].
If θi > 0 for i ∈ [t] and r = rank(span{u1, . . . ,ut}), then A has exactly r nonzero eigenvalues and
span{u1, . . . ,ut} = span{ξ1, . . . , ξr} for eigenvectors ξi, i ∈ [r], corresponding to nonzero eigenvalues of
A.
Proof. Suppose that ξ is a 0-eigenvector of A. So, ξTAξ = 0 and ξ•ui = 0. Therefore span{u1, . . . ,ut} ⊆
Im(A). Also, if v ∈ (span{u1, . . . ,ut})
⊥, then Av = 0. Thus span{u1, . . . ,ut} ⊇ Im(A) and hence
span{u1, . . . ,ut} = span{ξ1, . . . , ξr} for eigenvectors ξi, i ∈ [r] corresponding to nonzero eigenvalues of
A. 
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Theorem 5.2. Let t, n ∈ N and A ∈ Symn(R). Suppose that A =
∑t
i=1 θiuiu
T
i for some unit real
vectors ui, i ∈ [t]. If θi > 0, i ∈ [t], then for m = min(n, t)
(θ1, . . . , θm) ≺ (λ1(A), . . . , λm(A)).
Proof. For every k ∈ [m], set Ak =
∑k
i=1 θiuiu
T
i . By Lemma 5.1, we have rank(Ak) ≤ k and hence,
k∑
i=1
θi = Tr(Ak) =
rank(Ak)∑
i=1
λi(Ak) ≤
rank(Ak)∑
i=1
λi(A) ≤
k∑
i=1
λi(A)
and we have done. 
By Theorem 5.2 we state the following conjecture that is similar to Brouwer’s Conjecture.
Conjecture 5.3. Let n, t ∈ N and θ1, . . . , θt be nonnegative numbers. Suppose that u1, . . . ,ut are t unit
vectors of j⊥n and L =
∑t
i=1 θiuiu
T
i . If A = [ωij ] = −L+Diag(L11, . . . , Lnn), then for k ∈ min(t, n− 1)
we have
k∑
i=1
θi ≤
k∑
i=1
ri(W (A)).
By Theorem 5.2 we state the following theorem that is similar to Grone-Merris Conjecture.
Theorem 5.4. Let n, t ∈ N and θ1, . . . , θt be nonnegative numbers. Suppose that u1, . . . ,ut are t unit
vectors of j⊥n and L =
∑t
i=1 θiuiu
T
i . If A = [ωij ] = −L + Diag(L11, . . . , Lnn), then we for k ∈
min(t, n− 1) have
k∑
i=1
θi ≤
k∑
j=1
n∑
i=1
ω↓ij .
Similar to Lemma 5.1, we state the following proposition.
Proposition 5.5. Let t, n ∈ N and A ∈ Symn(R). Suppose that A =
∑t
i=1 θiuiu
T
i for some independent
real vectors ui, i ∈ [t]. If θi 6= 0, i ∈ [t], then A has exactly t nonzero eigenvalues and span{u1, . . . ,ut} =
span{ξ1, . . . , ξt} for eigenvectors ξi, i ∈ [t] corresponding to nonzero eigenvalues of A.
Proof. For every i ∈ [t], suppose that Vi = span{u1, . . . ,ui−1,ui+1, . . . ,ut} and ûi = ui − u
′
i, where
u′i ∈ Vi and ûi ∈ Vi
⊥. So, Aûi = (θi|ûi|
2)ui. Therefore span{u1, . . . ,ut} ⊆ Im(A). Also, if v ∈
(span{u1, . . . ,ut})
⊥, then Av = 0. Thus span{u1, . . . ,ut} = span{ξ1, . . . , ξt} for eigenvectors ξi, i ∈ [t]
corresponding to nonzero eigenvalues of A. 
The next proposition considers a relation between the sign of entries of a positive semi-definite matrix
and its positive semi-definite decomposition.
Proposition 5.6. Let n, t ∈ N and θ1, . . . , θt be positive real numbers. Suppose that u1, . . . ,ut are t real
vectors of j⊥n and L =
∑t
i=1 θiuiu
T
i . If t < n−1 and A = [ωij ] = −L+Diag(L11, . . . , Lnn) is irreducible,
then some of the entries of A are negative.
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Proof. By Lemma 5.1, the number of positive eigenvalues of L are at most t. Suppose by contradiction
that all entries of A are nonnegative. Matrix A is irreducible, hence, it is the adjacency matrix of a
connected weighted graph. Suppose that G is the simple graph such that ij ∈ E(G) if and only if
ωij 6= 0. We have
µn−1(LA) ≥ ( min
ωij>0
ωij)µn−1(LG) > 0,
which is a contradiction and the proof is complete. 
6. Some Conjectured Bounds on Sum of the Largest Eigenvalues of Graphs
Let n ∈ N and φ be a function on graphs. For given edges of simple graphs on n vertices, an extremal
problem is that which graph has the maximum (or minimum) value of φ. In the other hand, the problem
is that what distribution and arrangement of the given weights 0 and 1 in an adjacency matrix has the
extreme value. In this section, we state some conjectures on the sum of the k largest(smallest) eigenvalues
of simple graphs. In particular, we conjecure some upper and lower bounds for trees and other graphs.
For conjectured bounds in this section, we use the data of trees and graphs from [14] and [17].
6.1. Bounds for Trees.
6.1.1. Adjacency Matrix. It is well-known that for the largest adjacency eigenvalue of trees we have:
Theorem 6.1. [7, p. 21] Let n ∈ N and T be a tree on n vertices, we have
λ1(Pn) ≤ λ1(T ) ≤ λ1(Sn)
The subdivision of an edge e = ij of a simple graph G is a graph obtained by deleting e and adding a
new vertex u and two new edges iu and uj . The subdivision of G is a graph by the subdivision of all
edges and is denoted by S(G). Suppose that k ∈ N and T is a tree of order k and V (T ) = {v1, . . . , vk}.
Now, we add some new vertices to vi in S(T ), for all i ∈ [k], such that |dvi − dvj | ≤ 1 for all i, j ∈ [k] and
all new vertices have degree one. We denote the set of all such trees of order n by Tn,k.
T S(T )
A member of T15,4
d1 = 4, d2 = 3,
d3 = 3, d4 = 4.
v2
v1
v3
v4
v2
v1
v3
v4
v2
v1
v3
v4
Figure 2. A member of T15,4.
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Example 6.2. Suppose that k = 2 and n ≥ 3. The only tree of order 2 is P2 and S(P2) = P3. Hence,
· · ·· · ·
S⌈n−1
2
⌉
S⌊n−1
2
⌋
v1 v2
Tn,2 =
and |Tn,2| = 1.
We conjecture that for an integer k, we have the following statement:
Conjecture 6.3. Let k ∈ N, k ≥ 2.
• For every n ≥ k + 2 and every tree T on n vertices:
∑k
i=1 λi(Sn) ≤
∑k
i=1 λi(T );
• for every n ≥ 3k − 1 and every tree T on n vertices, we have
k∑
i=1
λi(T ) ≤
k∑
i=1
λi(Tn,k),
where Tn,k ∈ Tn,k.
Now, we consider the set Tn,k for k > 1 and n ≥ k
2 + 1. Assume that Tn,k is a member of Tn,k. By
the definition of Tn,k, the vertices v1, . . . , vk of Tn,k have degree at least k. The matching number of
Tn,k is k and hence Tn,k has exactly k positive eigenvalues. We define for Tn,k the function fTn,k(x) =∑k
i=1
√
x+ λ2i (Tn,k). By using the Taylor series of fTn,k(x), one can see that for two trees T and T
′,
there exists X0 ∈ R such that for every x > X0, fT (x) ≤ fT ′(x) or for every x > X0, fT ′(x) ≤ fT (x).
For an integer s, where 0 ≤ s ≤ k− 1, define T sk as follows: T
s
k ∈ Tk2+1+s,k and there exists X0 ∈ R such
that for every x > X0 and T ∈ Tk2+1+s,k, fT (x) ≤ fT sk (x).
The following lemma is a corollary of [6, Lemma 2.8] and we use it to construct our extremal trees.
Lemma 6.4. Let k, r ∈ N and G be a bipartite graph with partitions X,Y and λ1(G) ≥ · · · ≥ λk(G) > 0.
If G′ is obtained from G by joining each vertex of X to r new pendant vertices, then λi(G
′) =
√
r + λ2i (G),
for i ∈ [k].
Now we can state a stronger version of Conjecture 6.3.
Conjecture 6.5. Let k ∈ N, k ≥ 2. There exists an integer Mk such that for every n ≥ Mk and every
tree T on n vertices, we have
k∑
i=1
λi(T ) ≤
k∑
i=1
λi(T
s
n,k),
where 0 ≤ s ≤ k − 1, n − k2 − 1 ≡ s mod k, and T sn,k is obtained from T
s
k by joining each vertex of
{v1, . . . , vk}(⊆ V (T
s
k )) to
n−k2−1−s
k
new pendant vertices.
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6.1.2. Laplacian Matrix: Sum of the Largest Eigenvalues. For the largest Laplacian eigenvalue of trees
we have the following well-known theorem(see [20, Theorem 3.5] for a stronger result):
Theorem 6.6. Let n ∈ N and T be a tree on n vertices, we have
µ1(LPn) ≤ µ1(LT ) ≤ µ1(LSn)
In [11] it is shown that for every tree T of order n,
∑2
i=1 µi(LT ) ≤
∑2
i=1 µi(LSn,2), where Sn,2 is the
tree shown below:
· · ·· · ·
S⌈n
2
⌉
S⌊n
2
⌋
Suppose that k ∈ N and Sk is the star of order k and V (Sk) = {v, v1, . . . , vk−1}. Now, we add some
new vertices to vi, for all i ∈ [k − 1], such that |dvi − dvj | ≤ 1 for all i, j ∈ [k − 1] and all new vertices
have degree one. We denote the set of all such trees of degree n by Sn,k.
· · ·
· · ·
· · ·· · · · · ·
· · ·· · ·
v1 v2
v vk−1v1 v2
v vk−1
Figure 3. A member of Sn,k.
We conjecture that for an integer k, 2 ≤ k, the following statement:
Conjecture 6.7. Let k ∈ N.
• For k ≥ 2, there exists an integer mk such that for every n ≥ mk and every tree T on n vertices:∑k
i=1 µi(LPn) ≤
∑k
i=1 µi(LT );
• for k ≥ 3, there exists an integer Mk such that for every n ≥Mk and every tree T on n vertices,
we have
k∑
i=1
µi(LT ) ≤
k∑
i=1
µi(LSn,k),
where Sn,k ∈ Sn,k.
6.1.3. Laplacian Matrix: Sum of the Smallest Eigenvalues. For the smallest nonzero Laplacian eigenvalue
of trees we have:
Theorem 6.8. [9] Let n ∈ N and T be a tree on n vertices, we have
µn−1(LPn) ≤ µn−1(LT ) ≤ µn−1(LSn)
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Suppose that k ∈ N and T is a tree with k vertices v1, . . . , vk of degree 1. For a center v of T we have
|d(v, vi)− d(v, vj)| ≤ 1 for all i, j ∈ [k]. We denote the set of all such trees of degree n by Pn,k.
number of leaves=k,
for i, j ∈ [k]:
|d(v, vi)− d(v, vj)| ≤ 1.
· · ·
· · ·· · ·· · ·
v
v1 v2
vk−1 vk
Pn,k =
Figure 4. The set Pn,k
For example, for k = 3, we have the following tree.
· · · · · ·
... P
⌈n−1
3
⌉
P
⌊n−1
3
⌋P⌈n−1
3
⌉
(or P
⌊n−1
3
⌋
)
Figure 5. The tree Pn,3.
The sum of the k smallest Laplacian eigenvalues of graphs is a concave function. We conjecture that
for an integer k, the following statement for
n∑
i=n−k+1
µi(LT ) = µn−k+1(LT ) + · · ·+ µn(LT ) :
Conjecture 6.9. Let k ∈ N, k ≥ 3.
• There exists an integerMk such that for every n ≥Mk and every tree T on n vertices:
n∑
i=n−k+1
µi(LT ) ≤
n∑
i=n−k+1
µi(LSn);
• there exists an integer mk such that for every n ≥ mk and every tree T on n vertices, we have
n∑
i=n−k+1
µi(LPn,k) ≤
∑
i=n−k+1
µi(LT ),
where Pn,k ∈ Pn,k.
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6.2. Bounds for Graphs with Given Edges. For given positive integers n and e, the sum of the
largest (and smallest) adjacency eigenvalues of graphs of order n and the number of edges e is considered
in this section. The set of all simple graphs on n vertices and e edges is denoted by G(n, e).
The extremal graphs for the largest eigenvalue of graphs in G(n, e) are considered widely (see [3],[4],[15],
and [16]). The following theorem for the largest adjacency eigenvalue of graphs in G(n, e) is conjectured
by Brualdi and Hoffman [3] and it is proved by Rowlinson [16].
Theorem 6.10. [16] Let n, e ∈ N and e =
(
t
2
)
+ s for some integers t, s and s < t. If G is a graph of
order n with e edges, then
λ1(G) ≤ λ1(g(n, e)),
where g(n, e) is obtained from the complete graph Kt by adding a new vertex and s new edges and n−t−1
isolated vertices.
Kt
...Kn−t−1g(n, e) :
s
1
We conjecture that for an integer k, we have the following statement:
Conjecture 6.11. Let k, n ∈ N, 2 ≤ k, and G be a graph of order n with e edges. If t ≤ ⌊n
k
⌋,
e = (k−1)
(
t
2
)
+
(
t− 1
2
)
+s, and s ∈ [t], then there exists an integer et < t such that for s ≥ et we have
k∑
i=1
λi(G) ≤ (k − 1)(t− 1) + λ1(g(t,
(
t− 1
2
)
+ s)).
Kt g(t,
(
t−1
2
)
+ s)Kt · · ·
1 k − 1 k· · ·
Figure 6. The extremal graph of Conjecture 6.11.
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