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The results of numerical and experimental studies of heating and evaporation of monodisperse acetone, ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane droplets in an ambient air of fixed temperature and atmospheric pressure are reported. The numerical model took into account the finite thermal conductivity of droplets and recirculation inside them based on the effective thermal conductivity model and the analytical solution to the heat conduction equation inside droplets. The effects of interaction between droplets are taken into account based on the experimentally determined corrections to Nusselt and Sherwood numbers. It is pointed out that the interactions between droplets lead to noticeable reduction of their heating in the case of ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane droplets, and reduction of their cooling in the case of acetone. Although the trends of experimentally observed droplet temperatures and radii are the same as predicted by the model taking into account the interaction between droplets, the actual values of the predicted droplet temperatures can differ from the observed ones by up to about 8 K, and the actual values of the predicted droplet radii can differ from the observed ones by up to about 2%. It is concluded that the effective thermal conductivity model, based on the analytical solution to the heat conduction equation inside droplets, can predict the observed average temperature of droplets with possible errors not exceeding several K, and observed droplet radii with possible errors not exceeding 2% in most cases. These results allow us to recommend the implementation of this model into CFD codes and to use it for multidimensional modelling of spray heating and evaporation based on these codes.
Introduction
The practical importance of accurate and computer efficient modelling of fuel droplet heating and evaporation in engineering applications is universally recognised (e.g. [1] [2] [3] ). In most computational fluid dynamics (CFD) codes, this heating has been modelled assuming that there is no temperature gradient inside droplets (e.g. [4] ). This assumption contradicts direct measurements of the temperature distribution inside droplets [5, 6] . Bertoli and na Migliaccio [7] were perhaps the first to draw attention to the fact that taking into account the temperature gradient inside droplets can considerably increase the accuracy of the CFD modelling of combustion processes in Diesel engines. The analysis by these authors was based on the numerical solution of the heat conduction equation inside droplets. An alternative approach was suggested and developed in [8] [9] [10] [11] [12] [13] . In these papers both finite liquid thermal conductivity and recirculation inside droplets (via the effective thermal conductivity (ETC) model [14] ) were taken into account by incorporating the analytical solution to the heat conduction equation inside the droplet into the numerical scheme. This approach was shown to be considerably more efficient (from the points of view of both accuracy and computer efficiency) than the one used in [7] .
The preliminary validation of the model developed in [8] [9] [10] [11] [12] against published experimental data was reported in [9] . This validation, however, was limited to the comparison of predicted and calculated droplet diameters or global characteristics such as the ignition delay. A more direct validation of the model, based on the comparison of the predictions of the model and the results of simultaneous measurement of average temperatures and diameters of monodisperse monocomponent droplets, was reported in [6] . The latter comparison, however, was limited to just two substances: ethanol and acetone in two different experimental conditions. The aim of this paper is to perform a comparison between the predictions of the model and experimental data, similar to the one reported in [6] but for a wider range of substances and different experimental conditions. The substances to be considered are: acetone, ethanol, 3-pentanone, n-heptane, n-decane and ndodecane. The experimental data used in our analysis are the same as earlier reported in [15] . These data were used in [15] for validation of the model different from the one developed in [8] [9] [10] [11] [12] (see [16, 17] ). Hence, this paper is complementary to both earlier published papers [6, 15] .
The model used in our analysis is briefly summarised in Section 2. The formulae derived earlier will be simplified, where possible, and presented in the format actually used in the numerical code. The experimental setup is briefly described in Section 3. In Section 4 the predictions of the model are compared with experimental data. The main results of the paper are summarised in Section 5.
Model
In the case when the convection heat transfer coefficient hðtÞ ¼ h ¼ const, the solution of the transient heat conduction equation with R d ¼ const and the corresponding boundary and initial conditions, applied to a small time step Dt ¼ t 1 À t 0 gives the following value of temperature at the end of the time step t 1 [8] :
where:
l 0 ðtÞ ¼
a set of positive eigenvalues k n numbered in ascending order (n ¼ 1; 2; . . .) is found from the solution of the following equation
is twice continuously differentiable, then the series in (1) converges absolutely and uniformly for all t P 0 and R 2 ½0; R d . When deriving (2) we assumed that the changes of dl 0 ðtÞ dt during the time step can be ignored. Ten terms in the series (1) were used in calculations. The effective thermal conductivity model was used in the case when the internal recirculation inside droplets is accounted [14] . The actual change of droplet radius is calculated as:
where _ R dT is the change of droplet radius due to thermal expansion. The value of _ R dE is controlled by fuel vapour diffusion from the droplet surface. It can be found from equation [11] :
where q g is the average gas density (the contribution of fuel vapour to q g has been ignored), D Fa is the binary diffusion coefficient of fuel vapour in air (see [12] ), Sh 0 2h m R d =D Fa is the Sherwood number of non-evaporating droplets, h m is the mass transfer coefficient. B M ¼ ðY fs À Y 1 Þ=ð1 À Y fs Þ is the Spalding mass transfer number, Y fs and Y f 1 are the mass fractions of vapour near the droplet surface and at large distances from the droplet respectively. They are calculated from the Clausius-Clapeyron equation [19] .
The Abramzon and Sirignano [14] model for the Sherwood and Nusselt numbers has been used. The values of the transport coefficients were taken for air at the temperature [11, 18] :
The contribution of fuel vapour to the transport properties of air and the effects of droplets on air were ignored.
Experimental setup
Droplet diameters and average temperatures were measured using the experimental setup at the University of Nancy, which is described in a number of papers and theses, including [15] [16] [17] . This will be only briefly summarised below.
Linear monodisperse droplet streams are generated by Rayleigh disintegration of a liquid jet undergoing vibrations generated in a piezoelectric ceramic. The fuel is pre-heated in the injector by means of externally heated circulating water. The temperature of the fuel is measured exactly at the injection point with a K type thermocouple situated within the injector body. For specific frequencies of forced mechanical vibration, the liquid jet breaks up into equally spaced and monosized droplets. By adjusting the liquid flow rate and the piezoceramic frequency, it is possible to increase the droplet spacing up to about six times the droplet diameter. This, however, is accompanied by a modification of droplet sizes. The droplets are then injected into an enclosure fed with hot air coming from an electrical heater. In order to limit the thermal losses, a resistive electrical wire is inserted within the enclosure wall so that the wall temperature can be regulated to match that of the entering air. A temperature of up to 673 K could be reached. Destabilization of the droplet stream by the air motion can be a critical issue in this experiment. The air velocity is therefore maintained at between 0.1 and 0.3 m/s and the air flow is quietened by forcing it to go through a drilled wall and metallic foam. The problem of vapour saturation must be considered carefully due to the moderate movement of the air and the finite dimension of the chamber which has an inner diameter of 10 cm and a height of 14 cm. An estimate of the diffusion length L d can be obtained considering diffusivity D Fa is of the order of 10 À5 m 2 =s and maximal diffusion duration t is equal to 25 ms. The latter corresponds to the time required for a droplet to be transported through the enclosure. Based on these data we have L d ¼ ffiffiffiffiffiffiffiffiffi D Fa t p % 0:5 mm which is negligible compared to the inner radius of the enclosure. This ensures non-saturated conditions. Additionally, glass windows have been mounted in the wall to provide optical access. The two-colour laser-induced thermometry [20] is used to characterize the droplet temperature. The method involves the seeding of the liquid fuel with a small quantity of a fluorescent tracer, pyromethene 597-C8. The ratio of the fluorescence intensity detected on two spectral bands is a function of the temperature regardless of laser intensity, time-dependent tracer concentration, and measurement volume [21] . The velocity of the droplets is measured by Laser Doppler Velocimetry using the same laser light source as for the fluorescence excitation. The droplet size reduction is determined using the light scattering in the forward direction, where a stationary interference pattern is created. The measurement of the angular interfringe provides an accurate measurement of the droplet diameter.
Six liquid fuels were tested: acetone, ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane. The approximations for the binary diffusion coefficients for each are given and discussed in Appendix A. Other physical properties of n-heptane and ndodecane were assumed to be the same as in [12] (most of these properties were approximated using data from [22, 23] ). The physical properties of n-decane were taken to be the same as in [24] , while the properties of acetone, ethanol and 3-pentanone were taken from [17, 22, 25 ].
An investigation of a number of droplet streams was performed. The temperature, velocity and diameter of the droplets were measured simultaneously at each measurement point. The periodicity of the droplets in the chain and the steady-state nature of their stream allowed us to convert the droplet distance from the injector into time. In our analysis, we focused on the evolution of droplets' temperatures and radii, starting from the moment when the first droplet was observed near the entrance to the enclosure. By placing a thermocouple at different locations it was established that air temperature T a did not vary inside the chamber. Hence, it was considered to be constant during each experiment in our modelling. The droplet absolute velocities were approximated as linear functions of time (measured from the moment of injection):
where constants v 1 and v 2 were determined for each experiment, alongside the ratios Nu n ¼ Nu=Nu iso and Sh n ¼ Sh=Sh iso , describing the effects of interaction between droplets in the stream, where the subscript iso refers to isolated droplets. The error of determination of v d is comparable with the ambient air velocities up to 0.3 m/ s. This justifies our assumption that the absolute droplet velocities, estimated by Eq. (5), are equal to droplet velocities relative to ambient air. These velocities are used for the estimation of the Nusselt and Sherwood numbers for isolated droplets.
The values of the Nusselt and Sherwood numbers were estimated based on simultaneous measurements of droplet sizes and mean temperatures. These measurements allowed us to evaluate heat fluxes responsible for droplet heating and evaporation rates. These rates, alongside the measured time evolution of droplet mean temperatures, were used for the estimate of the convective heat flux, responsible for droplet heating, and mass flux of fuel vapour leaving the droplet. The main difficulty in converting these estimates into the estimates of the Nusselt and Sherwood numbers relates to the fact that the surface droplet temperatures T s were not directly measured and had to be estimated. This issue is addressed in [15, 17] , where an iterative approach based on a simplified analysis of the energy balance of evaporation was used. After the droplet surface temperatures were estimated, the values of the Nusselt and Sherwood numbers were derived from the estimated heat and mass fluxes. Using the values of these numbers for isolated droplets, calculated from the Abramzon and Sirignano [14] model, the values of Nu n and Sh n , presented in Table 1 , were calculated.
Three experiments were performed with each fuel, except 3-pentanone, for which only two experiments were performed. The values of T a , distance parameter C (ratio of the distance between droplets and their diameters), initial droplet diameters D d0 (measured directly when the first droplets near the entrance to the enclosure were observed), Nu n , Sh n , v 1 and v 2 for each experiment are presented in Table 1 , alongside boiling and critical temperatures (T b and T c ) for each substance [22] . The values of C are shown to indicate the closeness of droplets in our experiments. In contrast to [6] they were not used to estimate Nusselt and Sherwood numbers.
The uncertainties in the measurement of the droplet diameters are expected to be about ±0.5 lm in most cases and the uncertainties in the temperature measurements are expected to be about ±1 K. Depending on the fuel and the experimental conditions, the uncertainties in the estimates of Sh n and Nu n are expected to be between 2% and 25% [15] . However, in the case of n-decane and n-dodecane, which have particularly low volatility, the mass loss due to evaporation was so low that it was not possible to determine accurately a value for Sh n . Therefore, for these cases, the values of Sh n were not estimated experimentally and we assumed them to be equal to Nu n .
Results
The plots of temperature versus time for Case 1 for acetone and n-heptane, calculated using our model and obtained in the experiment are shown in Figs. 1 and 2 . The values of parameters shown in Table 1 were used in calculations. The calculations were performed ignoring the interactions between droplets (indicated by subscript iso ) and taking them into account, based on the values of Sh n and Nu n given in Table 1 . Time in all figures is measured from the moment of injection. Table 1 The values of Ta, C, D d0 , Nun, Shn, v1 and v2 for three experiments with acetone, ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane droplets (abbreviated as acet, ethan, 3-pen, n-hep, n-dec and n-dod). The droplet velocities in m/s are approximated as v d ¼ v1 À v2t, where t is in ms. In the case of n-decane and n-dodecane, the values of Shn were not estimated experimentally, but assumed to be equal to Nun. The calculations started at the time when the droplets were first observed near the entrance to the chamber. The observed temperatures and radii of these droplets were used as the initial temperatures and radii in the model. It was assumed that initially there was no temperature gradient inside droplets.
As follows from Figs. 1 and 2, the plots referring to interacting and non-interacting (isolated) droplets are noticeably different for both substances. Similarly, the plots referring to the temperatures at the centres of the droplets, average temperatures, and the temperatures at the surfaces of the droplets are well separated. This result is similar to the one reported in [6] , and it shows the limitation of the assumption, which is widely used in CFD codes, that the gradient of temperature inside droplets can be ignored.
The observed temperatures of acetone droplets, shown in Fig. 1 , look rather different from the ones predicted by the model. Note, however, that the difference between the average temperature, predicted by the model, taking into account the interaction between droplets (T av ), and the experimentally observed temperatures is always less than 1 K, and can be naturally attributed to the uncertainty of the measurements, and uncertainties of the input parameters used in calculations.
In the case of n-heptane and n-dodecane droplets, the closeness between the experimentally observed temperatures and T av was the most visible, compared with other droplets. The best matching between the experimentally observed temperatures and T av can be seen for n-heptane, as shown in Fig. 2 . However, even in this case, the actual deviation between these temperatures sometimes exceeds 1 K. This means that the model cannot predict the observed average droplet temperatures with errors less than about 1 K. For both these substances, the experimentally observed temperatures always lie between the temperatures T s and T c , predicted by the model, taking into account the interaction between droplets.
In the case of ethanol droplets the experimentally observed temperatures were closer to the ones predicted by the model, taking into account the interaction between droplets, than the one ignoring this interaction. However, the deviation between the experimental points and T av for these droplets (up to about 3 K) was larger than in the case of acetone, n-heptane and n-dodecane droplets. The temperatures for 3-pentanone and n-decane were generally similar to those for ethanol, with the maximal deviation between the experimental points and T av about 3 K for 3-pentanone and about 6 K for n-decane.
The plots of normalised droplet radii R d =R d0 versus time for Case 1 for all six substances, calculated using our model and obtained in the experiment, are shown in Figs. 3 and 4 . The initial values of droplet radii were taken to be equal to those for the droplets for which the first measurements of droplet temperature were taken.
When calculating the time evolution of R d , both droplet evaporation and thermal expansion were taken into account based on Eq. Fig. 1 . Plots of the time evolution of the experimentally observed temperatures of acetone droplets for Case 1, and temperatures at the surface of these droplets (Ts), average temperatures in the droplets (Tav) and the temperatures at the centre of the droplets (Tc), predicted by the models ignoring the interactions between droplets (indicated by the subscript iso ), and taking into account these interactions. The input parameters of the models were taken from Table 1 . Fig. 2 . The same as Fig. 1 but for n-heptane droplets. Fig. 3 . Plots of the time evolution of the experimentally observed and modelled normalised droplet radii R d =R d0 for acetone, ethanol and 3-pentanone droplets for Case 1. Models ignoring the interactions between droplets (indicated by the subscript iso ), and taking into account these interactions, were used. The input parameters of the models were taken from Table 1 . Fig. 4 . The same as Fig. 3 but for n-heptane, n-decane and n-dodecane droplets. (3) . The values of parameters used for these calculations are given in Table 1 . As follows from these figures, the plots referring to interacting and non-interacting droplets are noticeably different for all substances, as for the temperature plots shown in Figs. 1  and 2 . Note that in contrast to [15] we presented the plots of the ratios of radii rather than the ratios of radii squared. The latter would have been justified if the analysis had been focused on droplet evaporation beyond the heat-up period, when the d 2 -law is valid. In our case, however, the focus is on the heat-up period itself (cf. [26] ).
As follows from Figs. 3 and 4 , the effects of interaction between droplets lead to a decrease in the rate of reduction of their radii in the case of acetone, ethanol, 3-pentanone and n-heptane, but to a slowing down of the increase of these radii in the case of n-decane and n-dodecane. In the latter case, the effect of the thermal expansion of droplets dominates over the effects of evaporation. In the case of ethanol, 3-pentanone, n-heptane and n-decane the agreement between experimental plots and predictions of the model, taking into account the interaction between droplets, looks almost ideal. However, for acetone and n-dodecane the experimental data lie between the predictions of the models ignoring the interaction between droplets and taking them into account. Even in the case of these two substances, the deviation between the experimental results and the predictions of the model, taking into account the interaction between droplets, does not exceed about 2%.
For the results referring to Cases 2 and 3 we restricted our analysis to comparison of the experimental data with the average temperatures and R d =R d0 predicted by the model taking into account the interaction between droplets, as was done in [15] . Instead of the actual droplet average temperatures T, studied for Case 1, the analysis for Cases 2 and 3 is focused on the difference between these temperatures and the initial droplet temperatures T 0 . The corresponding plots for T À T 0 versus time for Case 2 for all six substances are shown in Fig. 5 . As follows from this figure, although the trends predicted by the model are similar to the ones observed experimentally, there are noticeable deviations between the actual values of predicted and observed average droplet temperatures. The maximal deviation between them is seen for n-decane and n-dodecane droplets. The minimal deviation between them is seen for 3-pentanone droplets.
The plots of R d =R d0 versus time for Case 2 for the same substances as in Fig. 5 , are shown in Fig. 6 . As one can see from this figure, the trends predicted by the model are similar to the ones observed experimentally, but there are noticeable deviations between the observed and predicted values of this ratio, as in the case of Fig. 5 . The maximal deviation between these ratios (up to almost 2%) is seen for acetone droplets. The minimal deviation between these ratios is seen for 3-pentanone droplets. Hence, for Case 2 the best agreement between experimental and modelled results for both temperatures and radii is observed for 3-pentanone droplets.
The plots for T À T 0 versus time for Case 3 for acetone, ethanol, nheptane, n-decane and n-dodecane (there is no data for 3-pentanone for Case 3) are shown in Fig. 7 . As one can see from this figure, the agreement between experimental and modelled results is very good for acetone, while the deviation between the experimentally observed temperatures and those predicted by the model could reach more than about 5 K for ethanol and n-dodecane (although the observed and predicted trends for both substances are the same). The plots of R d =R d0 versus time for Case 3 for the same substances as in Fig. 7 , are shown in Fig. 8 . As can be seen from this figure, the best agreement between experimental and modelled results can be seen for n-decane and n-heptane, and the worst for acetone and n-dodecane. However, even in the case of acetone and ndodecane, both experimental and modelled results show the same trends and the deviation between them does not exceed 2%.
Several factors are expected to contribute to the difference between the modelled results presented in this paper and ones reported in [15, 17] . Some approximations for transport coefficients used in this paper are different from those used in [15, 17] . We used the time-averaged values of Nu n and Sh n , while both these parameters varied with time. Fig. 5 . Plots of the time evolution of the experimentally observed droplet temperatures T À T0, where T0 are the initial droplet temperatures, and the average temperatures of droplets, predicted by the model taking into account the interaction between droplets. The results for acetone, ethanol, 3-pentanone, nheptane, n-decane and n-dodecane droplets for Case 2 are shown. The input parameters of the models were taken from Table 1 . 
Conclusions
Heating and evaporation of monodisperse acetone, ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane droplets in ambient air at fixed temperature and atmospheric pressure have been studied numerically and experimentally. Droplet initial diameters varied from 99 to 135 lm, while ambient air temperatures varied from 634 to 647 K. The numerical model took into account the finite thermal conductivity of droplets and recirculation inside them based on the effective thermal conductivity model and the analytical solution to the heat conduction equation inside droplets. The initial values of droplet temperatures and radii were assumed to be equal to those observed experimentally for the first recorded droplet. It was assumed that initially there was no temperature gradient inside droplets.
It is pointed out that the interactions between droplets lead to noticeable reduction of their heating in the case of ethanol, 3-pentanone, n-heptane, n-decane and n-dodecane droplets, and enhancement of their cooling in the case of acetone. The interaction between droplets leads to a decrease in the rate of reduction of their radii in the case of acetone, ethanol, 3-pentanone and nheptane, but to a slowing down of the increase of these radii in the case of n-decane and n-dodecane. In the latter case, the effect of the thermal expansion of droplets dominates over the effects of evaporation.
Although the trends of experimentally observed droplet temperatures and radii are the same as predicted by the model taking into account the interaction between droplets, the values of the predicted droplet temperatures can differ from the observed ones by up to about 8 K, and the actual values of the predicted droplet radii can differ from the observed ones by up to about 2%.
Combining the above results and those reported previously in [6] we can conclude that the effective thermal conductivity model, based on the analytical solution to the heat conduction equation inside droplets, can predict the observed average temperature of droplets with possible errors not exceeding several K, and observed droplet radii with possible errors not exceeding 2% in most cases. These results confirm our previous conclusion (see [9, 10, 12] ) that this model can be recommended for implementation in CFD codes and used for multidimensional modelling of spray heating and evaporation based on these codes.
r Fa ¼ 0:5ðr F þ r a Þ is the minimal distance between molecules in Angström, X Fa is the collision integral, the value of which depends on the normalised temperature T Ã ¼ Tk B =, k B is the Boltzmann constant, ¼ ffiffiffiffiffiffiffiffiffi F a p ; the subscript a indicates air. Note that the formula for the binary diffusion coefficient used in [22] differs from the one presented above in terms of the value of the coefficient (they used 1.8623 instead of 1.8583). The difference between the values of this coefficient predicted by two formulae (0.2%) can be safely ignored in most practical applications. Note that there is a typo in Eq. (B5) of [12] . r a ¼ 3:617 Angström, a =k B ¼ 97:0 K (Table E.1 in [27] ).
The values of these parameters and molar masses for acetone, ethanol, n-heptane, 3-pentanone and n-dodecane are given in Table A1 .
There is some controversy regarding the values of r F and F =k B for n-heptane and n-dodecane. We used the data leading to the best fit with experimental data. These are indicated by * in the F =k B column.
Once the value of T Ã had been found, the collision integral X Fa could be obtained from Table E.2 [27] . However, we found it more convenient to use the analytical approximation of X Fa given by Eq.
(E.2-2) of [27] ).
For the binary diffusion coefficient of n-decane (C 10 H 22 ) we used the following approximation [24] : 
where p is in atm, as in Eq. (A1). 
Table A1
The values of rF, F=kB and molar masses for acetone, ethanol, n-heptane, 3-pentanone and n-dodecane, as inferred from various sources. Data indicated by * in the F =k B column were used in our analysis.
