Predicting the speed of biological invasions and native species migrations requires an understanding of the ecological and evolutionary dynamics of spreading populations. Theory predicts that evolution can accelerate species' spread velocity, but how landscape patchiness-an important control over traits under selection-influences this process is unknown. We manipulated the response to selection in populations of a model plant species spreading through replicated experimental landscapes of varying patchiness. After six generations of change, evolving populations spread 11% farther than nonevolving populations in continuously favorable landscapes and 200% farther in the most fragmented landscapes. The greater effect of evolution on spread in patchier landscapes was consistent with the evolution of dispersal and competitive ability. Accounting for evolutionary change may be critical when predicting the velocity of range expansions.
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I
n an era of global environmental change, biological invasions and the movement of species ranges with climate change present two of the greatest disruptions to natural and managed ecosystems (1, 2) . At the core of each dynamic is the spread of populations across landscapes fragmented by natural and anthropogenic barriers to movement. It has long been appreciated that habitat fragmentation slows the velocity of spread (3, 4) , but its influence on the potential for evolution to increase population expansion is unknown (5) . Theory shows that natural selection at the low-density front of populations expanding through continuously favorable landscapes, coupled with the spatial sorting of offspring, favors traits contributing to fecundity and dispersal, both of which accelerate the invasion velocity (6) (7) (8) (9) (10) . Whether this ecoevolutionary process operates similarly in systems fragmented by unsuitable habitat is uncertain because spread in these systems depends on the buildup of high-density populations capable of dispersing over gaps (5, 11) . Although any factor that alters selection on an expanding population can influence spread, whether evolution operating through selection or genetic drift predictably affects spread velocity on the rapid time scale of ecological dynamics remains to be determined. Answering questions about how evolution affects population expansion has important implications for predicting the future spread of biological invasions and climate change migrants, based on currently measured rates.
Empirical progress toward understanding evolution in populations spreading through fragmented landscapes is limited, largely because the process occurs over many generations and at geographic spatial scales. Due to these constraints, nearly all empirical evidence for evolution affecting spread comes from a few retrospective, observational analyses (12) (13) (14) (15) (16) . The spread velocity of cane toads, for example, increased by a factor of 5 after the species was introduced to Australia, consistent with evolved changes in dispersal (14, 17, 18) . Nonetheless, with stochastic events contributing to the ecological and evolutionary trajectories of spreading populations (5, (19) (20) (21) , replicated, controlled studies are necessary for understanding the predictability of this ecoevolutionary dynamic (15) . Given the challenges of replicating invasions in the field and doing so in landscapes of varying fragmentation, model laboratory systems present an excellent opportunity to evaluate how evolution affects the speed at which populations expand through habitats of varying patchiness.
We manipulated evolution in populations of the model plant Arabidopsis thaliana spreading through continuous and fragmented landscapes, each consisting of a linear array of rectangular pots (Fig. 1A) (22) . We initiated each replicate invasion in the leftmost pot of the array by sowing equal fractions of 14 genotypes (recombinant inbred lines), which varied in spread-relevant traits. Due to nearly complete self-pollination of A. thaliana (23), the 14 genotypes can be treated as clones (24) , facilitating our measurements of evolutionary change. In evolving populations, the resulting plants produced seeds, which dispersed across the array (assisted via a simulated rain event), constituting the next generation of the population (Fig. 1B) . In nonevolving treatments, germinants emerging in the next generation were replaced with individuals randomly drawn from the initial seed pool, thus maintaining population dynamics while eliminating any change in the frequency or spatial sorting of genotypes. We manipulated habitat patchiness by separating individual pots of suitable habitat by gaps that were 0 (continuous landscapes), 4, 8, or 12 times the mean dispersal distance. This protocol was repeated over six generations of spread, at which point individuals at the leading edge and back of the invasions were genotyped, and traits of all 14 genotypes were measured.
We found that after six generations of spread in continuous landscapes, evolving populations spread a modest 11% farther than nonevolving populations ( Fig. 2A) , a difference that was only marginally significant (t 13.5 = -2.05, P = 0.060). By contrast, in experimental landscapes with gaps 12 times the mean dispersal distance, evolving populations spread three times as far as their nonevolving counterparts (Fig. 2D ) (t 10.4 = -3.36, P = 0.007), leading to a significant gap size by evolution interaction (F 1,72 = 10.77, P = 0.002). The effects of evolutionary change were so strong in patchy landscapes that evolving populations showed no significant reduction in velocity as the size of gaps increased from 4 to 8 to 12 times the mean dispersal distance (generation-six location of dark green line in Fig. 2 , B to D) (F 1,25 = 0.014, P = 0.908), even as velocity slowed in the nonevolving populations (F 1,28 = 8.52, P = 0.007). Patchiness and evolutionary change also influenced the among-replicate variability in expansion velocity (Fig. 2) . The coefficient of variation for spread was four times greater in the patchiest landscapes than in the continuous ones ( fig. S1 ), consistent with a spread process driven by infrequent long-distance dispersal events in fragmented systems. We also found that evolving populations showed significantly less amongreplicate variation in spread than nonevolving populations ( fig. S1 ). Thus, despite the theoretical expectation for greater genetic drift at the leading edge of spreading populations (25) , invasion speed was more predictable in evolving populations.
One explanation for the greater effects of evolutionary change on spread velocity in patchier landscapes might be faster evolution due to stronger selection in these systems. However, the extent of genotypic change did not differ significantly with gap size (fig. S2 and table S1; Fig. 3 shows the initial and final genotypic compositions), and the extent of trait change increased only marginally with increasing gap size (Fig. 3, fig. S2 , and table S1). In fact, trait and genotypic change occurred in populations spreading through all landscape types, irrespective of whether evolution enhanced the spread velocity (significant intercepts in the fitted models of table S1). These evolutionary changes reflect the combined effects of selection and drift. In the continuously favorable landscapes in particular, we found more among-replicate variation in the genotypic composition of leading individuals than expected by chance ( fig. S3 ), consistent with spatial priority effects where genotypes that initially got ahead due to chance dispersal were able to stay ahead (5, 25) .
Despite similarities in the extent of trait and genotypic change across gap sizes, landscape patchiness affected the direction of evolution. Height and the average distance of the farthest dispersed seed, traits correlated with one another (Spearman rank correlation coefficient r s = 0.55, P = 0.046), increased with landscape patchiness (backward and rightward shift of the replicates with increasing patchiness in Fig. 3 ; P = 0.008 and 0.060, respectively, Table 1 ). These trait changes were associated with changes in the genotypic composition of the leading individuals with increasing patchiness (Fig. 3 ) (F 1,34 = 2.54, P = 0.042). Considering theory showing that greater dispersal increases the invasion velocity (6-10), the evolution of greater height and dispersal in patchier systems is consistent with the greater effects of evolution on spread in these landscapes. Nevertheless, whether landscape patchiness selected directly for better dispersal or indirectly via unmeasured traits that are correlated with dispersal remains an open question.
Increased competitive ability probably also contributed to the greater effects of evolutionary change on spread velocity in patchier systems. Although competitive ability evolved to the same extent regardless of gap size [upward shift of replicates ( Fig. 3 and Table 1 ); a similar result was found for seed mass (Table 1) ], theory (5, 11) predicts that increasing competitive ability will have a greater effect on spread in fragmented versus continuously favorable landscapes ( fig. S4 shows this result applied to our system). In fragmented habitats, individuals often compete at crowded invasion fronts, enabling genotypes that make more offspring at high density (i.e., better competitors) to spread faster (5, 11) ( fig. S4 ). Though weaker, this effect also emerges in models of finite populations in continuously favorable landscapes ( fig. S4) (26) , consistent with the evolving populations moving modestly farther than the nonevolving populations in continuous landscapes (Fig. 2A) .
Extrapolating our results to wild populations requires care for several reasons. First, the focal populations were effectively asexual, meaning that trait variation was not continuous and traits were perfectly linked. Nonetheless, it is not clear how more continuous variation or less linkage between traits would influence the effect of evolutionary change on spread velocity. Second, although we manipulated genetic change in this experiment, we cannot rule out the influence of maternal and epigenetic effects on our results. Third, we explored the effects of fragmentation, assuming it has no influence on the initial pool of genetic variation. If fragmentation in the nonspreading portion of a species range was to select for reduced dispersal (16, 27) , then populations that spread from such sources might have less genetic variation in dispersal-related traits, limiting the response to selection. Related to this point, the effects of evolution in our study arose through drift and selection on standing variation; our results do not bear on the rates of evolution resulting from the rise of novel mutations.
Our results demonstrate that evolution on ecological time scales can increase the speed of advance in spreading populations, and markedly so in the most patchy landscapes. However, further studies are needed to evaluate whether patchiness per se generally selects for traits that increase spread (24) . Our results for less patchy landscapes show that large evolutionary changes in spreading populations can have little or no consequence for spread velocity. More generally, our findings add a more process-focused perspective to past work that has shown either accelerating invasion fronts consistent with evolution (13-15, 17) or trait differences between individuals at the front and back of spreading populations (18, 28, 29) . We conclude that accounting for evolutionary change on ecological time scales may be critical when predicting the rate at which biological invasions and climate change migrants reach new locations.
SCIENCE sciencemag.org 29 3 . Genotypes and traits at the invasion fronts. The central pinwheel of each panel depicts the equal frequency of genotypes in the founding population and is located at the mean trait rank for three spread-relevant traits: competitive ability (dominance in nonspreading context), dispersal (average distance of farthest dispersed seed from a solitary individual), and plant height. Pies show the genotypic composition of the 10 leading individuals for each replicate invasion after six generations of spread through landscapes that are (A) continuous or separated by gaps that are (B) 4, (C) 8, and (D) 12 times the mean dispersal distance. The location of each replicate is given by the genotype-weighted trait rank mean (22) . A fourth trait, seed mass, also evolved, but its evolution did not vary with landscape patchiness and is not shown here. The central panel shows trait ranks of the 14 genotypes; numbers indicate genotype identity. Table 1 . Evolution of spread-relevant traits as a function of landscape patchiness. Results of linear models examining the change in height, dispersal, competitive ability, and seed mass at the invasion front after six generations of evolution as a function of landscape patchiness (size of gaps between suitable habitat). Trait change was measured as the difference between the genotype-weighted trait rank for each replicate (N = 36) and 7.5 -the mean trait rank of 14 genotypes in the founding population. Significant slopes indicate that the amount of change in the trait increased with increasing gap size (units of mean dispersal distance). Significant intercepts indicate that the trait changed significantly from the founding population, even in continuous landscapes. For competitive ability and seed mass, two traits with nonsignificant slopes, zero-slope models yielded highly significant intercepts (P ≤ 0.001). Est., estimated value. 
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We thank S. Giovanettina, R. The determinants that specify the genomic targets of Polycomb silencing complexes are still unclear. Polycomb silencing of Arabidopsis FLOWERING LOCUS C (FLC) accelerates flowering and involves a cold-dependent epigenetic switch. Here we identify a single point mutation at an intragenic nucleation site within FLC that prevents this epigenetic switch from taking place. The mutation blocks nucleation of plant homeodomain-Polycomb repressive complex 2 (PHD-PRC2) and indicates a role for the transcriptional repressor VAL1 in the silencing mechanism. VAL1 localizes to the nucleation region in vivo, promoting histone deacetylation and FLC transcriptional silencing, and interacts with components of the conserved apoptosis-and splicing-associated protein (ASAP) complex. Sequencespecific targeting of transcriptional repressors thus recruits the machinery for PHD-PRC2 nucleation and epigenetic silencing.
I
n Arabidopsis thaliana, prolonged cold exposure during winter promotes flowering through epigenetic silencing of FLOWERING LOCUS C (FLC) in a process called vernalization (1, 2) . Cold exposure induces expression of antisense transcripts to FLC (collectively known as COOLAIR) (3) and a plant homeodomain (PHD) protein called VERNALIZATION INSENSITIVE 3 (VIN3) (4) . COOLAIR facilitates FLC transcriptional silencing and coordinates the switching between chromatin states (5) . VIN3 associates with a homologous PHD protein, VERNALIZATION 5 (VRN5), and a vernalization-specific Polycomb repressive complex 2 (PRC2) (6, 7), which accumulates at an intragenic nucleation region covering the first exon and part of the first intron of FLC. Quantitative accumulation of H3K27me3 at the nucleation region during cold exposure, and over the whole locus after cold exposure, reflects a cellautonomous epigenetic switch affecting an increasing proportion of cells (8) . The recruitment of PHD-PRC2 to the nucleation region is, therefore, a key step in the silencing process. In Drosophila, Polycomb response elements (PRE) have been identified as cis sites for PRC2 recruitment and provide sequence-specific "memory" modules for the activity of linked enhancers (9) . In contrast, in mammals, CpG islands facilitate targeting of Polycomb machinery, with Polycomb complexes "sampling" chromatin to determine transcriptional states (10) . In Arabidopsis, PRE-like elements have been identified (11) , but whether they recruit Polycomb complexes has been unclear. We sought to determine what targets PHD-PRC2 to the nucleation region of FLC.
A forward genetic screen for impaired FLC-LUCIFERASE (FLC-LUC) silencing (12) identified vrn8 mutant (Fig. 1A and fig. S1 , A to C). The progenitor plants showed characteristic cold-induced silencing of both the endogenous FLC and the FLC-LUC transgene (Fig. 1, B and C, and fig. S1A ). In contrast, the FLC-LUC transgene expression remained high in vrn8 after cold exposure, whereas expression of the endogenous FLC was reduced as normal (Fig. 1, B and C, and fig. S1A ). The different behavior of the two copies suggests that vrn8 does not encode a trans factor involved in vernalization.
The vrn8 mutation was a cytosine-to-thymine change in intron 1 of the FLC-LUC transgene, at position +585 downstream of the transcriptional start site (hereafter, we term this mutation C585T; Fig. 1D and fig. S1D ). C585T maps to the first of a pair of RY cis elements (TGCATG, RY-1 and RY-2; R, purine; Y, pyrimidine), which are recognized by B3 DNA binding domains (13) . Alignment of FLC intronic sequences from different species of Arabidopsis and Brassica shows 100% sequence conservation of both RY motifs (Fig. 1D) . To confirm the effect, we regenerated the C585T mutation and compared plants carrying wild-type (FLC-WT) and mutated (FLC-C585T) transgenes ( fig. S2A ). Cold-induced repression of FLC was impaired in FLC-C585T transgenic lines (Fig. 1E  and fig. S2B ), and the plants flowered later (fig.  S2C ). The proximity of the C585T change to the PHD-PRC2 nucleation region prompted an analysis of cold-induced chromatin changes in FLC-C585T. The quantitative increase in H3K27me3 and equivalent decrease in H3K36me3 at FLC-WT (Fig. 1F  and fig. S2D ) (14) were not found at FLC-C585T (Fig. 1G and fig. S2E ), suggesting that the C585T mutation prevents PHD-PRC2 nucleation.
Identification of the C585T mutation raised the question of what bound to the RY elements. Potential candidates included the B3 transcriptional regulators belonging to the LAV family (13): LEAFY COTYLEDON 2 (LEC2), ABSCISIC ACID INSENSITIVE 3 (ABI3), FUSCA3 (FUS3), and the VIVIPAROUS1/ABI3-LIKE factors (VAL1, VAL2, and VAL3). The low levels of expression of ABI3, LEC2, FUS3, and VAL3 in 10-day-old seedlings ( fig. S3, A and B) argued against a function of the corresponding transcriptional regulators in FLC silencing during vernalization. In contrast, VAL1 and VAL2 were expressed at higher levels than other LAV family genes in seedlings ( fig. S3A ) and continued to be expressed during vernalization ( fig. S3, C and D) . VAL proteins repress late seed maturation genes and promote the switch from embryonic to vegetative development. val1 val2 double-mutant seedlings express many embryonicspecific transcripts and also show synergistically increased expression of FLC compared with each single mutant alone (15) . We crossed val1 and val2 single mutants with the Columbia FRIGIDA (Col FRI) line to assess whether VAL genes are required for FLC regulation during vernalization. val1 FRI mutants flowered later than Col FRI and val2 FRI plants ( Fig. 2A and fig. S4A ), and this was reflected in higher FLC expression levels before and during cold exposure (Fig. 2B) . val1 FRI mutants also showed reduced sensitivity to vernalization. The cold-induced reduction in nonspliced FLC transcript (probably reflecting transcription; figs. S4B and S5A) and FLC mRNA (Fig.  2C ) was slower in val1 FRI than in wild-type plants, but COOLAIR induction was unaffected ( fig. S5B ). The mutant phenotype was complemented by expression of a hemagglutinin (HA)-tagged VAL1 (fig. S6 ). VAL1 not only modulated FLC transcriptional shutdown but also appeared to influence the FLC homologs MADS AFFECTING FLOWERING 1 and 2 (MAF1 and MAF2; fig. S4,  C and D) . Loss of VAL1 also attenuated the
