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Department of Applied Physics, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656
Theory of doped Mott insulators is revisited in the light of recent understanding on the singular self-
energy structure of the single-particle Green’s function. The unique pole structure in the self-energy induces
the high-temperature superconductivity in the anomalous part, while it generates Mott gap and pseudogap
in the normal part. Here, we elucidate that fractionalization of electrons, which is exactly hold in the Mott
insulator in the atomic limit, more generally produces the emergent Mott-gap fermion and dark (hidden)
fermions. It does not require any spontaneous symmetry breaking. The two gaps are the consequences of
the hybridization of these two fermions with quasiparticles. We further propose that the Mott-gap fermion
and dark fermions are the fermionic component of Frenkel- and Wannier-type excitons, respectively, which
coexist in the doped Mott insulator. The Bose-Einstein condensation of the Frenkel-type excitons allowed
without spontaneous symmetry breaking holds a key for understanding the unique pole structure and the
pseudogap through the instantaneous hybridization between the fractionalized quasiparticle and the dark
fermion in analogy with the Mott gap. We argue that the high-Tc superconductivity is ascribed to the dipole
attraction of the Wannier-type excitons. The gap formation mechanism is compared with that caused by
conventional spontaneous symmetry breaking known over condensed matter and elementary particle physics
including quantum chromodynamics. We propose a theoretical framework and discuss experimental tests
to analyze this idea and concept.
1. Introduction
Understanding physics and the mechanism of super-
conductivity that may allow designing higher supercon-
ducting critical temperature Tc achieved in cuprate su-
perconductors are still open issues and progress has been
continuing since its discovery. The origin of the super-
conducting phase itself, as well as that of the pseudogap
found above Tc in the normal phase
1–3) in the under-
doped region near the Mott insulator of mother com-
pounds have not reached complete understanding. In ad-
dition to the d-wave superconductivity, increasing experi-
mental indications show various competing orders includ-
ing spatial electronic inhomogeneity such as stripe-like
or nematic charge order4–11) and electronic mesoscopic
phase separation in this underdoped region.12) In this
article, we propose a novel and consistent mechanism on
this issue and a formalism that allows testing the pro-
posal numerically to gain insight into future possible ex-
perimental verifications.
To understand the origin of the pseudogap in the
cuprates, momentum k- and frequency ω-dependent
single-particle electronic Green’s function
G(k, ω) =
1
ω − ǫ(k)− Σ(k, ω) , (1)
has been studied with the bare band dispersion ǫ(k), and
self-energy Σ(k, ω)13–28) for the Hubbard model defined
by
HHub = −1
2
∑
i,δ,σ
tδ[c
†
i,σci+δ,σ +H.c]− µ
∑
i,σ
ni,σ
+U
∑
i
c†i,↑ci,↑c
†
i,↓ci,↓, (2)
on the square lattice. Here, c†i,σ(ci,σ) creates (annihilates)
an electron on the site i with spin σ and ni,σ is the num-
ber operator.
In particular, singular structure of normal and anoma-
lous self-energy, represented by poles have been exten-
sively studied.17–19, 22, 23, 25–28) The structure of the self-
energy Σ(k, ω) is crucially important in understanding
the pseudogap and the superconductivity. It is also im-
portant in understanding physics emerging in the anoma-
lous metals around the Mott insulator.
The single-particle gap generated by interaction effects
is in general represented by poles of Σ near ω = 0 (Fermi
level), because the divergence of Σ at a pole leads to a
zero of the Green’s function in Eq.(1) and leads to sup-
pression of the density of states ImG(ω = 0) at the Fermi
level. The divergence of the self-energy by itself signals
the breakdown of the standard perturbation theory in
terms of the interaction.
Aside from the trivial single-particle gap formed un-
der the periodic potential of nuclei in crystals, nontrivial
1
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excitation gap arising from the self-energy structure is
found in many condensed matter systems when a symme-
try is spontaneously broken as in the cases of charge or-
der, antiferromagnetic order and superconducting states.
Let us consider very general mechanisms of the gap or
mass generation originating from many-body physics. In
the magnetic or charge orders, the mean field decoupling
of the Coulomb repulsion generates the excitation gap.
The formation of a nontrivial single-particle excitation
gap in interacting fermion systems can be interpreted by
the emergent “hybridization gap” in the effective single
particle problem given from the Hamiltonian
H =
∑
k,σ,σ′
[ǫc(k)c
†
k,σck,σ + Λ(k)(c
†
k,σdk,σ +H.c.)
+ ǫd(k)d
†
k,σdk,σ]. (3)
Here, the fermion represented by d with the dispersion
ǫd(k) is hybridizing with the fermion of our interest c
with the dispersion ǫc(k) at the momentum k in a form of
a noninteracting Hamiltonian. The direct hybridization
gap at each momentum is given by
∆HG =
√
(ǫc(k)− ǫd(k))2 + 4Λ(k)2. (4)
The solution of Eq.(3) gives the Green’s function for c
in the form of Eq.(1) with
Σ(k, ω) =
Λ(k)2
ω − ǫd(k) . (5)
Equation (5) indicates that the pole of the self-energy
emerges at ω = ǫd(k), namely at the bare dispersion of
the fermion d. This pole generates the zero of G and a
gap in the density of states of the fermion c known as
the hybridization gap.
The form (3) emerges by the mean-field decoupling
of interacting fermions such as the Hubbard model (2).
The Coulomb interaction between c and d represented
by gc†k,σdk,σc
†
q,σ′dq,σ′ is decoupled to ∆c
†
k,σdk,σ with
∆ = g〈c†q,σ′dq,σ′〉 if the spontaneous symmetry break-
ing takes place with the order parameter 〈c†k,σdk,σ〉. In
the charge order and antiferromagnetic order, dk,σ hy-
bridizing with ck,σ is nothing but the fermion c itself at
different wave number dk,σ = ck+Q,σ′ , where Q is the
ordering wave vector and σ′ can be the same spin as σ
for the charge order and antiferromagnetic order, while
it can be σ′ = −σ for the antiferromagnetic order aligned
perpendicular to the spin quantization axis z. In the case
of the superconductivity, dk,σ = c
†
−k,σ′ forms a Cooper
pair ckσc−k−σ in Eq.(3).
The same mechanism applies in the quantum chromo-
dynamics (QCD),29) where c is a quark and d is an anti-
quark operator. For the strong interaction case, nearly
the SU(3)-symmetric representation of up, down and
strange quarks constitutes the QCD Lagrangian, and af-
ter tracing out the gluon, the resultant quark interaction
term is decoupled by the quark-antiquark condensation
through the chiral symmetry breaking and an emergent
hybridization of quark and antiquark appears. Again the
hybridization gap generates the mass of quarks through
the Nambu-Jona Lassinio mechanism.30)
Another mechanism of the mass (gap) generation is
found in fermion-boson coupled systems essentially rep-
resented by
H =
∑
k
[ǫc(k)c
†
kck
+
∑
q
Λ(k, q)(c†kdk+q(bq + b
†
−q) + H.c.) + ǫd(k)d
†
kdk]
(6)
If the bosons b condense by the Bose-Einstein condensa-
tion, 〈b〉 = 〈b†〉∗ 6= 0, we again reach the form of Eq.(3).
This is the case of the weak interaction, where the boson
is either W boson or Z boson and c and d are hadrons
such as nucleons. In the case of the strong interaction, the
gluon condensation may also generate a gap originated
from the same mechanism.
All of these gap generation require spontaneous sym-
metry breaking. On the other hand, in the atomic limit
of the Hubbard model (2), tδ → 0, at half filling µ = U/2,
the Green’s function is exactly given by28)
G(k, ω) =
1
2
[
1
ω + U2
+
1
ω − U2
]
, (7)
which is equivalent to the self-energy form
Σ(k, ω) =
U2
4
1
ω
. (8)
Equation (8) is interpreted by the emergence of the pole
of Σ(k, ω) at ω = 0 independent of momenta k. In fact,
this pole generates the Mott gap of the atomic limit and
the Mott insulator emerges at half filling. This is an ex-
ample where the gap can be generated from a pole of the
self-energy even when an apparent spontaneous symme-
try breaking is absent.
In the case of the Mott gap, it was pointed out31) that
by employing
d
(MG)
iσ = ciσ(1− 2ni−σ), (9)
the interaction term in the Hubbard model can be rewrit-
ten as the noninteracting two-component Hamiltonian,
containing the hybridization between the two component
ciσ and d
(MG)
iσ .
Here, we show that a two-component fermion model is
exactly equivalent to the Hubbard model in the atomic
limit within the Hilbert space of the atomic Hubbard
model. For that purpose we introduce
c˜iσ = ci,σ (10)
d˜iσ = d
(MG)
iσ (11)
2
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With this two-component fermions one can show that
the Hamiltonian
Hcd =
∑
iσ
[ǫc˜c˜
†
iσ c˜iσ + ǫd˜d˜
†
iσ d˜iσ + Λ(c˜
†
iσ d˜iσ + d˜
†
iσ c˜iσ)] (12)
with
ǫc˜ = ǫd˜ = −Λ = U/2 (13)
is equivalent to the Hubbard model in the atomic limit:
HU = U
∑
i
nci↑nci↓ (14)
After diagonalization of Eq.(12), the diagonalized state
is given by the bonding and antibonding states as
bσ =
1√
2
(c˜σ + d˜σ) =
√
2cσ(1 − n−σ), (15)
aσ =
1√
2
(c˜σ − d˜σ) =
√
2cσn−σ. (16)
The bonding and antibonding states are nothing but the
lower and upper Hubbard levels, respectively, whose av-
eraged energies are given by E = 0 and U . The lower
(upper) Hubbard represents the singly (doubly) occu-
pied particle as one sees the last expressions in Eqs.(15)
and (16). Then the mapping between Eqs.(14) and (12)
becomes exact. For more details, see Appendix A. An im-
portant point is that the gap ascribed to the many-body
effect can be exactly represented by the noninteracting
two-component fermion model as a hybridization gap
without any spontaneous symmetry breaking, through
the fractionalization of electrons into c˜ and d˜.
When the ratio t/U becomes nonzero, calculations
by cluster extension of the dynamical mean-field theory
(cDMFT)32) support that the pole in the self-energy in
the atomic limit survives. However, the pole acquires dis-
persions.23, 25)
Note that the creation operator of the Mott gap
fermion d˜† is expressed as a linear combination of the
doublon creation and “singlon” creation as d˜†σ =
1
2 (b
†
σ −
a†σas an anti-resonant state of the two. In the strong cou-
pling Hubbard model, the doublon and hole are strongly
bound each other as we see below and they form an exci-
ton, where the doublon and hole are resonating and ex-
changing their positions at the bond of exciton, which are
also dynamically fluctuating with a singly-occupied pair
of spin singlet (resonating valence bond (RVB)) with the
weight proportional to t/U of the RVB weight. Therefore,
the Mott gap fermion is born as a fermion component of
the tightly bound and bosonic exciton, which will be dis-
cussed in detail later in Sec.2.
Upon small carrier doping to the Mott insulator, sev-
eral numerical studies have reproduced that the pseudo-
gap much smaller than the Mott gap opens above the
superconducting critical temperature Tc near the Fermi
level and coexists with the Mott gap.17, 23, 33–36, 38–42)
The coexistence of the pseudogap and the Mott gap is
a consequence of the emergence of another self-energy
pole in Σ in the original Mott gap. Although several
spontaneous symmetry-broken phases such as the stripe
ordering and a flux (or d-density wave) state were pro-
posed as the origin of the pseudogap,8, 43–46) it is unclear
whether such a symmetry breaking is universal and ex-
ists in all the pseudogap states in the cuprates. Since
the pseudogap is present as well in the absence of sym-
metry breaking in the cDMFT studies, we are urged to
understand a mechanism working without assuming any
symmetry breaking as in the case of the Mott gap. When
the origin of the pseudogap is ascribed to a generic hy-
bridization mechanism, one needs to identify the hidden
fermion (dark fermion) object d˜ in Eq.(12) that generates
the pseudogap.
To gain insight into the nature of the pseudogap for-
mation, it is useful to examine the superconducting phase
as well. If the hybridization mechanism works, a natural
phenomenological extension of Eq.(3) to the supercon-
ducting state is the Hamiltonian27)
H =
∑
k,σ
[ǫc(k)c
†
k,σck,σ + ǫd(k)d
†
k,σdk,σ
+ Λ(k)(c†k,σdk,σ +H.c.)
+ (∆c(k)c
†
k,σc
†
−k,−σ +∆d(k)d
†
k,σd
†
−k,−σ +H.c)],
(17)
where the anomalous part proportional to the super-
conducting order parameters ∆c(k) and ∆d(k) becomes
nonzero.
By solving Eq.(17), Green’s function for c particle is
obtained as
Gc(k, ω) =
1
ω − ǫc(k)− Σnor(k, ω)−W (k, ω) , (18)
with
W (k, ω) =
Σano(k, ω)2
ω + ǫc(k) + Σnor(k,−ω)∗ , (19)
Σnor(k, ω) =
Λ(k)2(ω + ǫd(k))
ω2 − ǫd(k)2 −∆d(k)2 , (20)
and
Σano(k, ω) = ∆c(k) +
Λ(k)2∆d(k)
ω2 − ǫd(k)2 −∆d(k)2 . (21)
Now the pole position of Σnor at ω = ǫd(k) in the normal
state (expected to generate the pseudogap) is modified
to ω = ±√ǫd(k)2 +∆d(k)2. Remarkably, the anomalous
part Σano also has a pole exactly at the same position.
Accordingly, W (Eq.(19)) in the denominator of G in
Eq.(18) also has a pole of the order 1 at the same en-
ergy. Surprisingly, the residue of the poles of W and
Σnorare shown to have exactly the same amplitude but
the opposite sign.27) This means that the pole structure
3
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in G generating the pseudogap in the normal state has
to immediately disappear in the superconducting state.
If the origin of the pseudogap is not ascribed to this hy-
bridization mechanism, such a remarkable cancellation
would not be expected. (Actually if the pseudogap arose
from the coupling to the boson-like mode such as the
spin fluctuation, the cancellation would not happen.27)
See supplementary materials of Ref.27 on the inconsis-
tency with the bosonic glue model, where bosons are
coupled essentially in the form of Eq.(6). The dynamical
coupling to bosons generically introduces convolution in
the energy integral and the resultant retardation does
not allow instantaneous fermion hybridization, while the
instantaneous hybridization is strictly required for the
present cancellation to occur. ) Therefore, the disappear-
ance of the pole structure in G against the pole in each
self-energy is a conclusive testimony of the present hy-
bridization mechanism.
In the superconducting phase (at temperature T < Tc)
in the solution of the cDMFT,27) it was shown that the
pole responsible for the pseudogap in the normal state
continues and survives in the normal self-energy Σnor,
while the pole in the anomalous self-energy Σano emerges
as well. The pole energies of Σnor and Σano are always
the same though the value depends on temperature, dop-
ing concentration and interaction strength. In addition,
it was found that the poles originated from Σnor(k, ω)
and W perfectly cancel in the sum Σnor(k, ω) + W in
perfect agreement with the expectation from the above
two-component hybridization theory.
Furthermore this pole of Σano at the same position of
the pole of Σnor(k, ω) generates a prominent peak in the
imaginary part of d-wave superconducting gap function
Im∆(k, ω) by the relation
∆(k, ω) = Q(k, ω)Σano(k, ω) (22)
with
Q(k, ω) =
1
1− [Σnor(k, ω)− Σnor(k,−ω)∗] /(2ω) |δ→+0,
(23)
where the quasiparticle renormalization factor z(k) is re-
lated by the relation z(k) = limω→0Q(k, ω). Because
this prominent peak in Im∆(k, ω) contributes to more
than 80% of the real superconducting gap Re∆(ω = 0)
through the Kramers-Kronig relation, it was shown to be
the primary origin of the high Tc.
47)
Then the crucial question for the high-Tc mechanism
is the physical mechanism of the emergence of the poles
of Σnor and Σano or in other words, the origin of the dark
fermion d because the pole position of Σnor is nothing but
the bare dispersion of d in the hybridizing Hamiltonian.
In this paper, we examine a possible physical object
of the dark fermion. One of the authors proposed before
that the origin of the dark fermion is the quasiparticle
bound to a hole in the underdoped Mott insulator38, 39)
by using the slave boson formalism. In this paper, we
formulate such a dark fermion tightly bound to the exci-
ton, by gaining insight from the mass generation mech-
anism of hadrons and quarks in high energy physics and
by comparing with other gap generation mechanism in
condensed matter physics including the Mott gap gener-
ation.
In Sec.2, we discuss the role of exciton in the Mott
insulator. In Sec.3, we propose the nature of the dark
fermion as a composite fermion. In Sec.4, we discuss the
origin of the pseudogap in terms of of the dark fermion. In
Sec.5, we present a formalism to study relevant fermionic
excitations including the above dark fermion. Section 6
is devoted to discussions about the relation to other nu-
merical and experimental studies.
2. Exciton in the Mott insulator
In the Mott insulator of the Hubbard model at half
filling, the doubly occupied site (doublon) represented
by ni,↑ni,↓ = 1 and the empty site (holon) (1− ni,↑)(1−
ni,↓) = 1 form a bound state with the binding energy
of the order of U , if they are nearby. This excitation is
identified as a locally bound Frenkel-type exciton. The
exciton dynamics was discussed in a context quite differ-
ent from the present study48, 49) Here, we discuss a novel
and crucial role of excitons in physics of doped Mott insu-
lators by focusing on the connection to the mechanism of
superconductivity and pseudogap formation from a gen-
eral perspective. If t/U is nonzero, the density of such
excitons is nonzero even in the ground state. The cre-
ation operator of the exciton in the Mott insulator can
be written as
b†j,δ ≡ B
∑
σ
c†j,σcj+δ,σnj,−σ(1 − nj+δ,−σ), (24)
with a normalization constant B to ensure the bosonic
commutation relation for b and b†. Note that this is the
lowest order process of the exciton generation in terms of
t/U expansion (strong coupling expansion), because the
upper and lower Hubbard band particles are described by
Eqs.(15) and (16). The operator b† represents a part of
the kinetic energy c†j,σcj+δ,σ and b
†
j,δ behaves as creating
a boson when the doublon at the site j and the holon at
the site j + δ are bound. Although the creation energy
(with a dispersion) of b is high in the order of U above
the Fermi level, the quantum fluctuation generated by
the transfer term in the Hubbard model generates a finite
density of excitons even in the ground states in contrast
to the conventional band insulators and semiconductors
in the noninteracting limit. In other words, the vacuum
of the Mott insulator can be regarded to have a real
nonzero fluctuation (polarization) generating excitons.
In the Mott insulator, the charge (single-particle) de-
grees of freedom are gapped, while the excitons are fluc-
tuating and dynamical in addition to the spins. Although
the spins have been well studied with their antiferromag-
4
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netic long-range order or its strong fluctuations, the role
of excitons is not well understood. Since the exciton den-
sity is finite and dynamical even in the ground state of
the Mott insulator, an effective Hamiltonian for the ex-
citon can be derived in a similar way to the derivation of
the Heisenberg model in the case of the spins. However,
the dynamics of the creation or annihilation of excitons is
described just by the first order electron hopping process
in contrast to the second-order perturbation in terms of
t/U needed in the Heisenberg exchange interaction for
the spins to emerge. The motion of created exciton is
generated by the second order process.
More concretely, in the effective Hamiltonian for the
exciton, the electron hopping tδ in the Hubbard model
generates the exciton creation/annihilation from the
ground state as
H
(0)
b = −
∑
j,δ
λδ
[
b†j,δ + bj,δ
]
, (25)
where the summation over δ represents the form and the
extension of the exciton in Eq.(24), and j is the exciton
site represented by the doublon site. The amplitude λδ
should be trivially proportional to tδ. Since the exciton
creation energy is proportional to U , the second order
process proportional to t2δ/U yields the recombination of
the exciton into singly occupied states.
The number of excitonic bound states may depend on
U/λδ and here the number will be denoted by Nb. The
binding energy of the exciton is defined by the energy
difference from the formation energy of isolated one dou-
blon and one holon far apart at infinite distance. The
noninteracting part of the diagonalized exciton effective
Hamiltonian reads
Hnonint
b˜
= H
(0)
b˜
+H
(1)
b˜
(26)
with
H
(0)
b˜
=
∑
j
∑
l=1,Nb
ζl
[
b˜†jl + b˜jl
]
,
H
(1)
b˜
=
∑
k
∑
l=1,Nb
ǫ
(l)
b (k)b˜
†
l (k)b˜l(k), (27)
where
b˜l(k) =
∑
j=1,N
b˜jle
ikj/
√
N. (28)
Here, N is the number of sites and
b˜jl =
∑
δ
Ulδbj,δ,
ζl =
∑
δ
U−1lδ λj,δ (29)
with the unitary transformation U diagonalizing the
exciton dispersion Eq. (27) with respect to l. We
do not need to determine the form of the dispersion
for the later discussion, while it is a well defined
quantity and can be straightforwardly calculated from
〈Φ0|b˜l(k)PΦ0HHubPΦ0 b˜†l (k)|Φ0〉/〈Φ0|b˜l(k)PΦ0 b˜†l (k)|Φ0〉
after determining the variational form of b˜†l (k)|Φ0〉,
where PΦ0 = 1 − |Φ0〉〈Φ0|/〈Φ0|Φ0〉 is the projection
operator to construct states orthogonal to the ground
state. It should be noted anyhow ǫ
(l)
b (k) has the energy
scale of U as we already mentioned.
The ground state of this Hamiltonian is exactly given
by
|Φnonint0 〉 =
N∏
j
Nb∏
l
[
1− ζ(b˜jl)
†
ǫ
(l)
b (k = 0)
]
|0〉, (30)
where |0〉 is the vacuum of the exciton state derived from
a ground state of the Hubbard model at half filling in the
atomic limit.
In contrast to the ordinary coupled electron-phonon
or electron-photon systems, here the Bose-Einstein con-
densation of excitons occurs with macroscopic concentra-
tion of bosons. The condensation amplitude is given by
〈b˜〉 = ζ/ǫ(l)b (k = 0). Since ζ is scaled by tδ, the condensa-
tion has the amplitude 〈b˜〉 scaled by tδ/U , which is the
same as the averaged kinetic energy obtained from the
first term in the right hand side of Eq. (2). ((Eq.(24) con-
tains a constraint so that the initial states of the two sites
involved in the electron transfer are both singly occupied
in contrast to the kinetic energy term in the Hubbard
Hamiltonian. However, such a constraint is satisfied in
most sites of the Mott insulator and lightly doped Mott
insulator. U dependences of the kinetic energy (∝ 1/U)
is shown in Fig.1. The same scaling of 〈biδ〉 ∝ 1/U is
shown in comparison of Figs.1 and 2). The exciton den-
sity is scaled by 〈b˜†iδ b˜iδ〉 ∝ (tδ/U)2 and is the same as the
doublon or holon density 〈ni↑ni↓〉. The same scaling of
〈b†iδbiδ〉 ∝ 1/U2 and the doulon density is confirmed in
Figs.1 and 2. (Note that the doublons are bound to the
holons in pair as the excitons in the Mott insulator and
therefore the density of doublon or holon is essentially
the same as the exciton density as one can see in Fig.2.)
See also the spatial correlation of the doublon and hole in
Fig.3, which shows that the doublon and hole are bound
mostly to the nearest neighbor site in the Mott insulator
at large U/t.
The difference from the conventional electron-phonon
and electron-photon coupled systems is that the “symme-
try breaking field” represented by H
(0)
b is present and the
boson density is nonzero even in the ground state, if tδ/U
is nonzero. Namely, this condensation is not the conse-
quence of spontaneous symmetry breaking. Although the
single exciton energy level is high in the order of U , H
(0)
b
violating the exciton-number conservation introduces the
quantum fluctuation and generates the condensation.
Using the variational Monte Carlo method, we have
also calculated the ground-state average of the Fourier
transform Eq. (28) with the summation over δ in Eq.(29)
5
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Fig. 1. t/U dependence of doublon density and kinetic energy
per site for an example of the square-lattice Hubbard model at half
filling. In this example, the next neighbor hopping is t′ = 0.5 in the
energy unit of the nearest neighbor transfer t = 1. The calculation
was performed by using a method50, 51) for finite temperatures.
The data were obtained by using the HΦ code52, 53) for 4 by 4
lattice with the periodic boundary condition at temperature T =
0.09, which already shows convergence to the ground state.54)
Fig. 2. t/U dependence of kinetic energy −EK , doulon density
D, condensation amplitude 〈bj 〉 = 〈b
†
j 〉 and 〈b
†
jδ
bjδ〉 (with the near-
est neighbor pair at j + δ and j) per site for an example of the
ground state of 8 × 8 square-lattice Hubbard model at half filling
with the antiperiodic-periodic boundary condition. In this exam-
ple, only the nearest neighbor hopping t is nonzero and taken as
the energy unit as t = 1. The calculation was performed by the
variational Monte Carlo method.56–58) We employ the Gutzwiller-
Jastrow factors, doublon-holon correlation factors, and the gener-
alized pairing wave function with 2 × 2 sublattice structures. The
error bars indicate the estimated statistical errors of the Monte
Carlo sampling.
only for the nearest neighbor site under the assumption
about the number of the bound state Nb = 1. We as-
sume that a constant Ul=1,δ = u satisfies the isotropic
s-wave symmetry. The result is plotted in Fig. 4 for the
Fig. 3. Spatial correlation of the doublon and holon Cdh(~r =
~ri − ~rj) = 〈niσni−σ(1− njσ)(1− ni−σ)〉 for the Mott insulator at
U/t = 8 for 8 × 8 Hubbard model with only the nearest neighbor
hopping t and taken as the energy unit as t = 1. It indicates that
they are strongly bound mostly at the nearest neighbor site.
Hubbard model on the square lattice with only the near-
est neighbor transfer tδ = 1 and U = 10 for 8 × 8 lat-
tice. The delta function peak of 〈b˜k=0〉 = 〈b˜†k=0〉 indicates
the Bose-Einstein condensation of the exciton. Here the
exciton is assumed as the nearest neighbor pair of the
doublon and holon.
Fig. 4. The exciton condensation amplitude 〈b˜k〉 = 〈b˜
†
k
〉 in the
Brillouin zone of the momentum k for the square lattice Hubbard
model with the nearest neighbor transfer tδ = 1 at U/tδ = 10 at
half filling. Here ax = ay = 1 is the lattice constant. The calcu-
lation was performed by using a multi-variable variational Monte
Carlo method56–58) discussed in Sec.5.
The exciton has a local nature and has a hard core. In
addition, the excitons are polarized and interact through
the dipole interaction. We describe these interactions as
H intb =
∑
i,j
∑
l,l′
Vi,jnbilnbjl′ . (31)
We do not go into details of the interaction at this stage.
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However, such interactions introduce the higher order
terms in the Landau-Ginzburg expansion of the exci-
ton, which leads to the Gross-Pitaevskii-type Hamilto-
nian given by
Heffb = ζ1(〈b˜1〉+ 〈b˜1〉∗) + ǫ(1)b (k = 0)|〈b˜1〉|2
+
∑
k
k2
2
d2ǫ
(1)
b (k)
dk2
|k=0|〈b˜1〉|2 +
∑
i,j
Vi,j |〈b˜1〉|4 (32)
for small k. Here we assumed only one bound state for
the exciton (Nb = 1) in the insulator for simplicity and
〈b˜1〉 ≡ 〈b˜j1〉 is its uniform condensate amplitude. It en-
hances the amplitude of 〈b˜1〉 when the quadratic term co-
efficient becomes negative, which is the ordinary route of
the U(1) gauge symmetry breaking in the Bose-Einstein
condensation.
We here note the relation of the exciton to the
fermionic excitation. An electron (hole) constituting an
exciton yields (after the breakup of the exciton), the up-
per (lower) Hubbard band. However, such a breakup of
the exciton is absent in the ground state of the Mott
insulator because of the confinement and is seen only
as high-energy excitations as the upper and lower Hub-
bard bands. Note also that the creation of a particle
d(MG)† represents essentially the anti-phase linear combi-
nation of an electron (lower Hubbard electron) added to
a hole state (included in the exciton) and to a singly
occupied site (upper Hubbard electron) as d
†(MG)
σ =
c†σ(1− n−σ)− c†σn−σ (see Eq.(9)).
3. Electron (hole) bound to holon (doublon) as
composite particles in the doped Mott insu-
lator – dark fermion
When carriers are doped into the Mott insulator, the
mutual screening weakens the binding potential of the
doublon and holon and the mean distance of the bound
doublon and holon (in the exciton) is expected to in-
crease because of the increasing itinerancy. In this cir-
cumstance, because of the increase of the spatial exten-
sion of binding interaction range, the number of exci-
ton bound level may increase with the addition of the
Wannier-type excitonic states, (which is represented by
b˜jl with l ≥ 2 in the notation of Eq.(27)), which may
have excitation energies much smaller than the Mott gap
when the doping concentration increases.
Although the exciton is a bosonic excitation, a fermion
called dark fermion can be generated from this Wannier-
type exciton by its breakup. In analogy with the Mott
gap fermion, this dark exciton is represented by the linear
combination of spatially extended doublon creation oper-
ator at the singly occupied site and the “singlon” creation
operator at the hole site. This dark fermion constitutes
an ingap state represented by the hole (particle)-type
composite fermion if it becomes unbound into an elec-
tron, which may be detected as the ingap peak in the
optical conductivity.55)
The creation of a composite particle (dark fermion)
can be variationaly written as
d†jσ =
∑
δ
d†j,δ,σ (33)
and
d†j,δ,σ ≡ G(DP)j,δ,σ c†j,σ
G
(DP)
j,δ,σ ≡ g(DP)δ − α(DP)δ nj+δ,−σ − β(DP)δ nj+δ,σ
+ γ
(DP)
δ nj+δ,σnj+δ,−σ. (34)
where we expect g
(DP)
δ=0 ∼ 1, α(DP)δ=0 comparable to 2, and
other parameters small, similarly to dMG† in Eq.(9), but
the nonzero parameters at nonzero δ is important to re-
flect the extension of the associated Wannier exciton dis-
tinct from the Mott gap exciton (Frenkel exciton). Nu-
merically, gδ, αδ, βδ and γδ (see Fig. 5) are variational
parameters to be determined later.
Here, the variational ground state wavefunction |Φ0〉
has to be given beforehand. We note that the form (33)
can represent the particles for the Mott gap d
(MG)†
jσ and
the quasiparticle as well, as we discuss later .
j
Fig. 5. Schematic illustration of range of gδ, αδ , βδ and γδ in Eq.
(34) and Ulδ in Eq.(29) in case of square-lattice Hubbard model. j
is at the center and gδ etc. may depend on the colors of site j + δ
sites. (Sites beyond the next nearest neighbor δ are omitted, but
should be considered in better estimates).
The dispersion of the dark particle d is determined
from the Fourier transform of
t
(d)
i−j = 〈ΨDP(i)|H |ΨDP(j)〉/〈ΨDP(i)|ΨDP(j)〉(35)
where 〈· · · 〉 expresses the average over the ground state
|Φ0〉 at half filling and can be estimated by an accurate
estimate of the ground state wavefunctions, for exam-
ple, by the variational Monte Carlo or tensor network
method.56, 59) The number of bound states of Wannier-
type exciton generated upon doping can be larger than
one, but in the following discussion, we assume just
one Wannier-type state for simplicity in addition to the
Frenkel-type exciton.
Even in the doped case, the strongly bound Frenkel
exciton (and resultant upper and lower Hubbard bands)
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may survive in the underdoped region, although it disap-
pears in the overdoped region as well as the Wannier-type
bound states. In addition, the quasiparticle extended
in space independently appears as an electron (a hole)
unbound from holes (doublons). Therefore we consider
three types of fermionic excitations from the ground state
of the doped Hubbard model in the particle- and hole-
excitation side each. One is the quasiparticle (quasihole)
excitation and the second is a dark fermion composed
of an electron (hole) trapped around a hole (doublon).
These two types of excitations exist only in the doped
Mott insulator and do not exist in the Mott insulator.
The third is an electron (hole) extracted from doublon
(hole) in the Frenkel exciton and it constitutes upper
(lower) Hubbard band.
We expect that the quasiparticle gains the kinetic en-
ergy because of its spatially extended nature, while the
dark fermion may also have a low energy and at a local
minimum as a bound state because the onsite Coulomb
energy is lowered if the electron stays at a hole. These
two states then are in competition and both may appear
near the Fermi level as low-energy excitations. Their en-
ergies may depend on the doping concentration and mo-
mentum; the dark fermion may have an energy lower
than the quasiparticle when the doping concentration
becomes small, because the scale of the kinetic energy
becomes smaller than the interaction energy, when the
system approaches the Mott insulator.
4. Pseudogap Generation
A relevant question is whether the effective hamil-
tonian contains the instantaneous hybridization term
c†iσdjσ + d
†
jσciσ as the process derivable from the orig-
inal Hubbard model (or any other theoretical model
for the cuprate superconductors), if d is the proposed
dark fermion, similarly to the case of Mott gap fermion.
Namely, in the present candidate, d represents an elec-
tron weakly bound to a holon, which constitutes a Wan-
nier type exciton. There we expect that the holon and
the electron are apart with a substantial distance in com-
parison to the Frenkel exciton.
In the Mott insulator, the above term can be generated
directly in the first order process only when the original
hamiltonian contains the long-ranged electron hopping
term. If the hopping is restricted to short-ranged pairs
such as the nearest neighbor sites, the first order process
primarily generates only the Mott exciton (Frenkel exci-
ton) as Eq.(24) and associated Mott gap particle d(MG).
In other words, the density of Wannier excitons and the
associated dark fermions is zero.
If the holes are doped, however, a quasiparticle may
be trapped to the existing doped hole, while such a pro-
cess happens only when doped holes, quasiparticles, and
the Wannier-type excitonic bound state exist. Since the
Frenkel excitons exist already in the Mott insulator, even
in the limit of dilute hole density, the dark fermion d
can still be generated from the Frenkel exciton b˜1 in a
single-particle hopping process tn−jd
†
n,σcj+δ,σ b˜j1, where
a Frenkel-type exciton, bearing the component consist-
ing of the doublon at the site j and the holon at the site
j + δ, is annihilated and an unbound holon is recreated
at the site j + δ, together with the creation of a dark
fermion at the site n.
This process is caused by the hopping of an elec-
tron from the site j to n. Thanks to the condensa-
tion part of b˜1, it generates an instantaneous term
tn−jd
†
n,σcj+δ,σ〈b˜†j1〉, which is nothing but the hybridiza-
tion term between c and d. This is in sharp contrast with
the conventional electron-phonon or electron-photon sys-
tems, where Eq.(6) does not generate Bose-Einstein con-
densation, since the phonons and photons disappear in
the ground states in the normal condition in contrast
to the real vacuum fluctuation in the Mott insulator.
Even in the absence of the BEC, the bosons mediate
the pairing as in the conventional weak-coupling BCS
mechanism and the mass generation of quarks, while the
strong-coupling superconductivity requires the instanta-
neous hybridization of fermions as we observed in the
cDMFT study, where particle-hole bound states (exci-
tons) generate the electron fractionalization into quasi-
particles and dark fermions and their mutual hybridiza-
tion causes the hybridization gap, one is the Mott gap
and the other is the pseudogap. Superconductivity, a
consequence of the particle-particle bound state (Cooper
pair), is then boosted up by the dark fermions.
In the case of the pseudogap, the hybridization term is
scaled by t2/U , because 〈b〉 = 〈b†〉 is scaled by t/U . Then
the resultant hybridization gap (namely the pseudogap)
is scaled by t2/U , which is much smaller than the Mott
gap scaled by U .
We note that the hybridization gap proportional to
t〈b〉 ∝ t2/U stays a constant even in the limit of small
doping concentration in agreement with the experimental
indication for the pseudogap energy, which increases but
saturates with decreasing doping concentration. This is
made possible because of the condensation of b already
present in the Mott insulator.
5. Basic Framework for Numerical Study
For the ground state, we can employ a variational
wavefunction obtained, for instance, from variational
Monte Carlo calculations, denoted as |Φ0〉. Details of the
variational Monte Carlo method are found in Ref. [56]
and other improved possibilities are found in Refs. [59,
60].
5.1 Particle Excitations
5.1.1 Quasiparticle Excitation
The bare electron with spin σ and momentum k added
to the ground state is
|Ψe(k)〉 = c†kσ|Φ0〉, (36)
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where the creation operator for an electron with spin σ
and momentum k is denoted by c†kσ. The bare excitation
energy of an electron is given by
Ee(k) =
〈Ψe(k)|H |Ψe(k)〉
〈Ψe(k)|Ψe(k)〉 , (37)
where H is the Hubbard hamiltonian.
The low-energy single-particle excitation is repre-
sented by a quasiparticle after the renormalization aris-
ing from many-body effects. We may assume the real-
space operator as
|ΨQP(j)〉 = c˜†jσ |Φ0〉, (38)
c˜†jσ = c
†
jσh+
∑
δ
uδnj+δ−σc
†
jσ (39)
to take into account primarily the local correlation,
where hj and uδ (see Fig. 5) are variational parameters
to be determined. Here we assumed the translational in-
variance of uδ. Here and hereafter all the excited state
such as |Ψ∗(k)〉 are taken to satisfy the normalization
condition 〈Ψ∗(k)|Ψ∗(k)〉 = 1.
However, here we assume more general form similarly
to Eqs.(33) and (34) as
c˜†jσ =
∑
δ
c˜†j,δ,σ. (40)
and
c˜†j,δ,σ ≡ G(QP)j,δ,σ c†j,σ
G
(QP)
j,δ,σ ≡ g(QP)δ − α(QP)δ nj+δ,−σ − β(QP)δ nj+δ,σ
+ γ
(QP)
δ nj+δ,σnj+δ,−σ. (41)
Although the variational form is taken to be the same
between the dark particle and quasiparticle, after the
variational determination without bias, g
(QP)
δ is expected
to be dominant and α
(QP)
δ , β
(QP)
δ and γ
(QP)
δ are small
parameters in contrast to the dark particle.
After the Fourier transform, the quasiparticle state
may be given by
|ΨQP(k)〉 = c˜†kσ |Φ0〉 =
1√
N
∑
j
exp[ikrj ]|ΨQP(j)〉,
(42)
where the creation operator of the quasiparticle excita-
tion with spin σ and momentum k is denoted by c˜†kσ.
5.1.2 Dark Particle
We assume that a dark fermion representing a bound
state of an electron with a hole localized at the j-th
site23, 25, 38, 39, 61) is described by Eqs. (33) and (34).
We then obtain dark particle (composite particle) wave
function
|ΨDP(j)〉 = d†jσ |Φ0〉, (43)
and
|ΨDP(k)〉 = 1√
N
∑
j
exp[ikrj ]|ΨDP(j)〉. (44)
5.1.3 Mott Gap Particle
The Mott gap particle d
(MG)
iσ adiabatically connected
to Eq. (9) in the atomic limit can also be represented
in the form of Eqs. (33) and (34), with more localized
nature than the dark particle and αδ close to 2 in the
strong coupling region. Then we seek for
|ΨMG(j)〉 = d(MG)†jσ |Φ0〉, (45)
with
d
(MG)†
jσ =
∑
δ
d
(MG)†
j,δ,σ . (46)
and
d
(MG)†
j,δ,σ ≡ G(MG)j,δ,σ c†j,σ
G
(MG)
j,δ,σ ≡ g(MG)δ − α(MG)δ nj+δ,−σ − β(MG)δ nj+δ,σ
+ γ
(MG)
δ nj+δ,σnj+δ,−σ. (47)
Its Fourier transform |Ψ(MG)(k)〉 is given by
|ΨMG(k)〉 = 1√
N
∑
j
exp[ikrj ]|ΨMG(j)〉. (48)
5.1.4 Variational Determination of Orthonormalized
Excitations
Because all the excitations are given in the same varia-
tional form, we obtain the quasiparticle, the dark particle
and the Mott gap excitation at the same time in the fol-
lowing way: First, Calculate 3 × 3 matrix Nij(k, k′) =
〈Φ0|(a(i)(k)a(j)†(k′) + a(j)†(k′)a(i)(k))|Φ0〉 with the def-
inition
a(1)
†
(k) = c˜†(k)
a(2)
†
(k) = d† (49)
a(3)
†
(k) = d(MG)†
by assuming some initial conditions of the variational
parameters. (Note that we now employ a set of vari-
ational parameters g
(A)
δ , α
(A)
δ , β
(A)
δ and γ
(A)
δ for A =
QP,DP,MG.) In the case of the Mott insulator, only
two excitations instead of three in Eq.(49) are sufficient
for the description of the basic dispersion of the upper
Hubbard band.
Orthonormalization (diagonalization and nor-
malization) of the matrix N (k) by the uni-
tary transformation P (k) and normalization give
N˜ (k, k′) = P (k)N (k, k′)P (k)−1 = δijδ(k, k′)Ni(k)
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with the normalized eigenvector |Ψ˜i(k)〉 ≡∑
j Pij(a
(j)†(k) + a(j)(k))|Φ0〉/
√
Ni(k) (Namely,
〈Ψ˜i(k)|Ψ˜j(k′)〉 = δi,jδ(k, k′), if the ground state |Φ0〉
is given in a sector of fixed particle number (canonical
ensemble).)
Then by a unitary transformation U of the 3 compo-
nent basis to diagonalize the energy matrix as f † = Ua†,
the normal mode for the particle excitation f † satisfies
Eij(k) = 〈Ψi(k)|H |Ψj(k′)〉 = Eiδijδ(k, k′), (50)
with the particle-type elementary excitation |Ψi(k)〉 =
f †i (k)|Φ0〉, where f satisfies the anticommutation relation
〈Φ0|(f (i)(k)f (j)†(k′) + f (j)†(k′)f (i)(k))|Φ0〉 = δijδ(k, k′)
and Ei is nonnegative by definition because of the nature
of particle excitation.
The variational parameters may be determined to
lower the lowest energy eigenvalue E1. However, there
may be other ways of optimization of the excitations.
For instance, to extract the physical picture of the Mott
gap fermion and composite fermion (dark fermion), one
can alternatively first take ζ
(QP)
δ = 0 or ζ
(QH)
δ = 0, for
ζ = α, β, γ, which is the bare electron/hole. The other
excitations can be obtained so that they are orthogonal
to it at each momentum.
Note that the determination of the variational param-
eters can be done only by using the matrix elements of
the ground state |Φ0〉 as listed in Appendix, which can be
calculated before the procedure of the determination of
the variational parameters. Once the ground state wave-
function is optimized, these matrix elements can be cal-
culated by using it. The variational parameters for the
exciations, g
(A)
δ , α
(A)
δ , β
(A)
δ and γ
(A)
δ are optimized after-
wards by using the above matrix elements in the ground
state.
5.1.5 Renormalization Factor and Line Width
The renormalization factor Zi for the particle excita-
tion f †i can be calculated by the inertial product
Zi = |〈Ψi(k)|c†k,σ|Φ0〉|2, (51)
The line width is related to the life time of the ele-
mentary excitation. Here, the width can be calculated
from
Ai(k, ω) =
∫
dteiωt〈Φ0|eiHtckσ|Ψi(k)〉
〈Ψi(k)|e−iHtc†k,σ|Φ0〉, (52)
When we assume the ground state energy of |Φ0〉, E0,
the average over |Ψi(k)〉 leads to
Ai(k, ω) = Zi
∫
dωei(ω+E0)t〈Ψi(k)|e−iHt|Ψi(k)〉, (53)
By rewriting 〈Ψi(k)|e−iHt|Ψi(k)〉 as 〈e−iHt〉i, it is sim-
plified to
Ai(k, ω) = Zi
∫
dωei(ω+E0−Ei)te−∆E
2
i t
2
, (54)
up to the second cumulant, where Ei = 〈H〉i and ∆E2i =
〈H2〉i − 〈H〉2i . After the Fourier transform, we obtain a
Gaussian
Ai(k, ω) = Zi exp[− (ω + E0 − Ei)
2
∆E2i
], (55)
with the width ∆Ei.
5.2 Hole Excitation
The formalism for hole excitations can be obtained by
a straightforward extension of the particle excitations.
Note that the optimized excitations are not necessarily
the simple particle hole conjugate. Instead, the quasihole
c˜
(h)
kσ , dark hole d
(h) and Mott-gap hole d(MGh) may be
obtained in a procedure similar to the particle excitations
but independently of them. The renormalization factor
of a hole is given from
Zi = |〈Ψi(k)|ck,σ|Φ0〉|2. (56)
6. Discussion
6.1 Bistability, Attraction and Competing Order
phase separation
d
m
phase separation
d
E
(a)
(b)
Fig. 6. Schematic illustration for doping concentration depen-
dence of chemical potential and energy. Dashed line gives the
Maxwell construction for the phase separation.
Since quasiparticle (quasihole) and composite fermion
(dark fermion) are both low-energy excitations in both
sides of underdoped hole and electron doping regions,
they have bistability and the relative stability may
change with evolution of doping according as the level
shift of d relative to c. As we mentioned in the end of
Sec. 3 and in the end of Sec. 4, the dark fermion is
expected to be more stable in the smaller doping re-
gion and the quasiparticle becomes stable in the higher
doping. Accordingly, in the intermediate doping region,
the energy to add a hole (electron) becomes relatively
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high and the chemical potential is expected to have a
peak structure schematically shown in Fig.6(a) which re-
sults in the tendency for the phase separation indicated
by the Maxwell construction. This is also understood
from the energy curve in Fig.6(b). Such doping depen-
dences have indeed been observed in numerical results.62)
The diverging charge compressibility (d2E/dδ2)−1 trig-
gers the phase separation63) and the resultant phase sep-
aration have been extensively studied in other studies as
well.40, 64–71) Even in the case of the iron-based super-
conductors, such tendency has been pointed out in the
ab initio calculation,72) suggesting a universal underlying
mechanism of high Tc superconductivity. Recent refined
numerical results suggest that the charge inhomogene-
ity emerges as charge/spin stripes at least in a part of
phase separation region.59, 73–76) Although the configu-
ration depends on the details (band structure, interac-
tion and its spatial range, doping concentration etc.) the
tendency for the electronic inhomogeneity is robust. In
real compounds with long-ranged Coulomb interaction,
the macroscopic phase separation is of course prohibited
and some real space configuration of the charge inho-
mogeneity including the stripe4) and patch structure12)
may appear depending on the detailed experimental con-
dition.
Since the energy shown in Fig. 6(b) has a negative
curvature, the total electronic energy is expanded as
E = E0 + aδ + bδ
2 + · · · (57)
in terms of the doping concentration δ dependence with
b < 0. This means that the effective carrier interaction
is attractive. It is reasonable because the phase sepa-
ration or charge inhomogeneity including the stripe or-
der is driven by the effective attraction of carriers and
such attraction simultaneously helps the Cooper pair-
ing and resultant strong-coupling superconductivity, as
is observed numerically as a severe competition of the
stripe and charge homogeneous d-wave superconducting
state.62) It is the characteristics of the strong-coupling
superconductivity, where the retardation effect is small
and the coherence length is small as well, requiring more
or less instantaneous attraction of carriers for the Cooper
pair formation. This is far different from the conventional
BCS superconductivity.
The bistability is interpreted as the origin of this ef-
fective attraction, while it can also be interpreted by the
Mottness, where the kinetic energy is lowered in a non-
linear fashion with evolution of doping.62) In the Mott
insulator the kinetic energy gain arising from the itiner-
ancy of electrons is suppressed while its gain increases
nonlinearly upon doping by the recovery of the electron
coherence. This is equivalent to the switch of the char-
acter of the carriers from the dark particles to quasipar-
ticles with the doping evolution.
Although the carrier consists of single component in
the single-band Hubbard model, we find a sort of “frac-
tionalization” of electrons into the dark particle and
quasiparticle. However, these two excitations are not a
true eigenstate because of their interactions and their
hybridization. This can be studied in variational numer-
ical studies in the present formalism. In other words, the
hybridization introduces the life time of quasiparticle and
dark particle by their mutual transformation, namely the
hybridization, generating the two types of hybridization
gap, Mott gap and the pseudogap. Numerical results will
be reported elsewhere.
In the literature, several different types of “fraction-
alization” have been studied. An example is the slave
boson formalism.37–39) The present dark fermion has a
clear physical picture. In the Mott insulator, the Mott
gap fermion d(MG) and the original electron c consti-
tute a well defined two-component system. In the atomic
limit, the fractionalization is exactly established, where
the full Hilbert space of the Hubbard model (namely, in-
teracting fermions) is remarkably and precisely mapped
to the Hilbert space of a noninteracting two-component
fermion model in the restricted particle number sector.
The doped system involves an additional weakly bound
exciton as a composite object, not the decomposition of
the single electron as in the slave bosons and in principle
experimentally detectable.
6.2 Experimental Challenge
To verify the electronic structure unique in the present
mechanism, we need a refined experimental tool and
analysis beyond the existing probes. A way to extract the
normal and anomalous part of the single-particle elec-
tron self-energy separately and examine whether their
cancellation occurs in the contribution to the Green’s
function in the superconducting phase will be a smok-
ing gun for the present mechanism, which has been dis-
cussed before.27, 28) In addition, it is important to fig-
ure out the ultrafast charge dynamics to characterize
and confirm the present picture of two types of excitons
and associated dark fermion dynamics. In particular, a
challenging issue is the detection of the exciton conden-
sation and its dynamics expected in the Mott insulat-
ing as well as in the underdoped regions. The resonant
inelastic X-ray scattering (RIXS),77–81) Raman scatter-
ing82, 83) and momentum-resolved electron energy loss
spectroscopy (MEELS)84) are promising tools for this
purpose, if the energy and momentum resolutions are
sufficient.
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Appendix A: Mapping between the two-
component fermion model and
the Hubbard model at half filling
in the atomic limit
We consider the Hubbard U term
HU = Un↑n↓, (A·1)
with nσ = c
†
σcσ. We introduce the Mott-gap fermion
d˜σ = cσ(1− 2n−σ), (A·2)
together with
c˜σ = cσ. (A·3)
For the spin σ part, Eq.(A·1) can be rewritten as
HTCFM = H(c˜) +H(d˜) +H(c˜d˜), (A·4)
H(c˜) = ǫc˜c˜†σ c˜σ, (A·5)
H(d˜) = ǫd˜d˜†σ d˜σ, (A·6)
H(c˜d˜) = Λ(c˜†σ d˜σ +H.c), (A·7)
with Eq(13). For the derivation of Eq.(A·4) see below.
Note first that d˜ and c˜ satisfy the exact anticommuta-
tion relation in the ground state average,
〈c˜σ c˜†σ + c˜†σ c˜σ〉 = 1, (A·8)
〈d˜σ d˜†σ + d˜†σ d˜σ〉 = 1, (A·9)
〈c˜σ d˜†σ + d˜†σ c˜σ〉 = 0, (A·10)
where 〈· · · 〉 is
〈· · · 〉 = 〈↑ | · · · | ↑〉+ 〈↓ | · · · | ↓〉〈↑ | ↑〉+ 〈↓ | ↓〉 . (A·11)
In this sense, c˜ and d˜ behave as orthogonal fermions as
single-particle excitations from the ground state, which
is degenerate ensemble of | ↑〉 and | ↓〉.
By diagonalizing Eq.(A·4) for the case ǫc˜ = ǫd˜, one
obtains for the spin σ part
HDTCFM = ǫaa†σaσ + ǫbb†σbσ, (A·12)
ǫb =
1
2
(ǫc˜ + ǫd˜) + Λ, (A·13)
ǫa =
1
2
(ǫc˜ + ǫd˜)− Λ (A·14)
with Eqs.(15) and (16). With the choice Eq.(13), ǫa = 0
and ǫb = U are obtained and the Hubbard gap is repro-
duced.
Here, we need care about the degeneracy of the ground
state at half filling of Eq.(A·1), where the two singly
occupied states | ↑〉 and | ↓〉 are degenerate as we take
the average as Eq.(A·11). Therefore the Hilbert space of
Eq.(A·1) for the single-particle state is given by these
two energy eigenstates, where the degenerate energy is
0. In the Hilbert space of Eq.(A·4), the mapped state is
a↑|0〉 and a↓|0〉. Depending on which state is taken for
the filling of ǫa level, only one type of b fermion can be
filled: If aσ fermion is filled, only b−σ fermion at the ǫb
level can be created if we trace back to the original c
operator. However, we do not need to care about it in
the Hilbert space of Eq.(A·4) when the particle and hole
excitations are treated separately.
On the other hand, we need to pay attention to the
counting of the state in the following way. When we
substitute Eqs.(A·2) and (A·3) into Eq. (A·4), one ob-
tains −4Λnσn−σ for ǫc˜ = ǫd˜ = −Λ. However, to make
the mapping correct, the degeneracy of the half-filled
ground state in the Hilbert space of the original single-
component fermion in Eq.(A·1) as addressed above is re-
quired to be taken into account when one calculates phys-
ical quantities in the Hilbert space of Eq.(A·4). Namely,
the mapping has to take account of the factor 1/2 com-
ing from the denominator of Eq.(A·11). Then Eq.(A·4)
is mapped to
Unσn−σ (A·15)
if Λ = −U/2, as derived in the spectrum of Eq.(A·12).
In general, one can show
G
c˜σ′ ,c˜
†
σ′
(ω) =
1
ω − ǫc˜ − Λ2ω−ǫ
d˜
,
G
c˜σ′ ,d˜
†
σ′
(ω) = G
d˜σ′ ,c˜
†
σ′
(ω) =
−Λ
(ω − ǫc˜)(ω − ǫd˜)− Λ2
G
d˜σ′ ,d˜
†
σ′
(ω) =
1
ω − ǫd˜ − Λ
2
ω−ǫc˜
, (A·16)
Then from Eq.(13), we obtain
G
c˜σ′ ,c˜
†
σ′
(ω) =
1
ω − U2 −
U2
4
ω−U
2
(A·17)
=
1
2
[
1
ω
+
1
ω − U
]
(A·18)
This is equivalent to the Green’s function of Eq.(A·1)
when we shift the constant energy ω − U/2 → ω. The
constant energy shift may be interpreted as that to adjust
the chemical potential. The self-energy has the correct
form as well:
Σ(ω) =
U2
4
ω − U2
. (A·19)
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In this way, exact correspondence is established be-
tween the two-component fermion model (A·4) and the
Hubbard model for the half-filled ground state as well
as for single-particle excitations from it. Namely, the full
Hilbert space of the Hubbard model in the atomic limit
is equivalent to the two-component fermion model in the
particle number sector from 1 to 3.
Appendix B: Matrix Elements for Construction
of Wavefunction
In practical calculations, we need to calculate
Γ1(j;n) = 〈cj,σc†n,σ〉, (B·1)
Γ2(j, δ1, σ
′;σ;n, δ2, σ
′′) = 〈nj+δ1,σ′cj,σc†n,σnn+δ2,σ′′〉,
(B·2)
Γ3(j;σ;n, δ2, σ
′) = 〈cj,σc†n,σnn+δ2,σ′〉, (B·3)
Γ4(j, δ1, σ
′;σ;n) = 〈nj+δ1,σ′cj,σc†n,σ〉, (B·4)
Γ5(j;n) = 〈c†j,σcn,σ〉, (B·5)
Γ6(j, δ1, σ
′;σ;n, δ2, σ
′′) = 〈nj+δ1,σ′c†j,σcn,σnn+δ2,σ′′〉,
(B·6)
Γ7(j;σ;n, δ2, σ
′) = 〈c†j,σcn,σnn+δ2,σ′〉, (B·7)
Γ8(j, δ1, σ
′;σ;n) = 〈nj+δ1,σ′c†j,σcn,σ〉, (B·8)
Γ9(j, δ1;σ;n, δ2)
= 〈nj+δ1,σnj+δ1,−σcj,σc†n,σ〉, (B·9)
Γ10(j, δ1;σ;n, δ2, σ
′)
= 〈nj+δ1,σnj+δ1,−σcj,σc†n,σnn+δ2,σ′)〉, (B·10)
Γ11(j, δ1;n, δ2)
= 〈nj+δ1,σnj+δ1,−σcj,σc†n,σnn+δ2,−σnn+δ2,σ〉, (B·11)
Γ12(j, δ1;σ;n, δ2)
= 〈nj+δ1,σnj+δ1,−σc†j,σcn,σ〉, (B·12)
Γ13(j, δ1;σ;n, δ2, σ
′)
= 〈nj+δ1,σnj+δ1,−σc†j,σcn,σnn+δ2,σ′)〉, (B·13)
Γ14(j, δ1;n, δ2)
= 〈nj+δ1,σnj+δ1,−σc†j,σcn,σnn+δ2,−σnn+δ2,σ〉, (B·14)
Ξ1(j;n) = 〈cj,σHc†n,σ〉, (B·15)
Ξ2(j, δ1, σ
′;σ;n, δ2, σ
′′) = 〈nj+δ1,σ′cj,σHc†n,σnn+δ2,σ′′ 〉,
(B·16)
Ξ3(j;σ;n, δ2, σ
′) = 〈cj,σHc†n,σnn+δ2,σ′〉,(B·17)
Ξ4(j, δ1, σ
′;σ;n) = 〈nj+δ1,σ′cj,σHc†n,σ〉, (B·18)
Ξ5(j;n) = 〈c†j,σHcn,σ〉, (B·19)
Ξ6(j, δ1, σ
′;σ;n, δ2, σ
′′) = 〈nj+δ1,σ′c†j,σHcn,σnn+δ2,σ′′ 〉,
(B·20)
Ξ7(j;σ;n, δ2, σ
′) = 〈c†j,σHcn,σnn+δ2,σ′〉,(B·21)
Ξ8(j, δ1, σ
′;σ;n) = 〈nj+δ1,σ′c†j,σHcn,σ〉, (B·22)
Ξ9(j, δ1;σ;n, δ2)
= 〈nj+δ1,σnj+δ1,−σcj,σHc†n,σ〉, (B·23)
Ξ10(j, δ1;σ;n, δ2, σ
′)
= 〈nj+δ1,σnj+δ1,−σcj,σHc†n,σnn+δ2,σ′)〉, (B·24)
Ξ11(j, δ1;n, δ2)
= 〈nj+δ1,σnj+δ1,−σcj,σHc†n,σnn+δ2,−σnn+δ2,σ〉, (B·25)
Ξ12(j, δ1;σ;n, δ2)
= 〈nj+δ1,σnj+δ1,−σc†j,σHcn,σ〉, (B·26)
Ξ13(j, δ1;σ;n, δ2, σ
′)
= 〈nj+δ1,σnj+δ1,−σc†j,σHcn,σnn+δ2,σ′)〉, (B·27)
Ξ14(j, δ1;n, δ2)
= 〈nj+δ1,σnj+δ1,−σc†j,σHcn,σnn+δ2,−σnn+δ2,σ〉, (B·28)
where the average of an operator A, 〈A〉 is defined as
〈A〉 = 〈Φ0|A|Φ0〉〈Φ0|Φ0〉 . (B·29)
We note the symmetries such as
Θ1(j;n) = Θ1(n; j)
∗, (B·30)
Θ2(j, δ1;n, δ2) = Θ2(n, δ2, j, δ1)
∗, (B·31)
Θ3(j;n, δ2) = Θ4(n, δ2; j)
∗, (B·32)
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Θ5(j;n) = Θ5(n; j)
∗, (B·33)
Θ6(j, δ1;n, δ2) = Θ6(n, δ2, j, δ1)
∗, (B·34)
Θ7(j;n, δ2) = Θ8(n, δ2; j)
∗, (B·35)
Θ9(j, δ1;n, δ2, αδ1 , αδ2 , βδ1 , β
(h)
δ2
)
= Θ9(n, δ2; j, δ1, αδ2 , αδ1 , βδ2 , βδ1)
∗, (B·36)
Θ10(j, δ1;n, δ2, α
(h)
δ1
, α
(h)
δ2
, β
(h)
δ1
, β
(h)
δ2
)
= Θ10(n, δ2; j, δ1, α
(h)
δ2
, α
(h)
δ1
, β
(h)
δ2
, β
(h)
δ1
)∗, (B·37)
where Θ is either Γ or Ξ.
The Fourier transform is defined for both Θ = Γ and
Θ = Ξ by
Θm(k) =
1√
N
∑
j
exp[ik(rj − rn)]Θm(j, n),
for m = 1, 5, (B·38)
Θm(k, δi) =
1√
N
∑
j
exp[ik(rj − rn)]Θm(j;n, δi),
for m = 3, 7, (B·39)
Θm(k, δi) =
1√
N
∑
j
exp[ik(rj − rn)]Θm(j, δi;n),
for m = 4, 8, (B·40)
Θm(k, δi, δl) =
1√
N
∑
j
exp[ik(rj − rn)]Θm(j, δi;n, δl)
for m = 2, 6, (B·41)
Θm(k, δi, δl;αδi , αδl , βδi , βδl)
=
1√
N
∑
j
exp[ik(rj−rn)]Θm(j, δi;n, δl;αδi , αδl , βδi , βδl)
for m = 9, 10, (B·42)
We used the translational invariance: Ξm(j, n) and
Γm(j, n) depend only on rj − rn.
1) H. Yasuoka, T. Imai, and T. Shimizu, Strong Correlation
and Superconductivity: Proceedings of the IBM Japan In-
ternational Symposium, Mt. Fuji, Japan, pp.21-25 May, 1989
(Springer Berlin Heidelberg) , 254 (1989).
2) H. Alloul, T. Ohno, and P. Mendels, Phys. Rev. Lett. 63, 1700
(1989).
3) M. Imada, A. Fujimori, and Y. Tokura, Rev. Mod. Phys. 70,
1039 (1998).
4) J. M.Tranquada, B. J. Sternlieb, J. D.Axe, Y. Nakamura, and
S. Uchida: Nature 375, 561 (1995).
5) J. M. Tranquada, J. D. Axe, N. Ichikawa, A. R. Moodenbaugh,
Y. Nakamura, and S. Uchida: Phys. Rev. Lett. 78, 338 (1997).
6) K. Yamada, C. H. Lee, K. Kurahashi, J. Wada, S. Wakimoto,
S. Ueki, H. Kimura, Y. Endoh, S. Hosoya, G. Shirane, R. J.
Birgeneau, M. Greven, M. A. Kastner, and Y. J. Kim: Phys.
Rev. B 57, 6165 (1998).
7) J. Fink, V. Soltwisch, J. Geck, E. Schierle, E.Weschke, and B.
Bu¨chner, Phys. Rev. B 83, 092503 (2011).
8) G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-Canosa,
C. Mazzoli, N. B. Brookes, G. M. De Luca, A. Frano, D. G.
Hawthorn, F.He, T.Loew, M.M.Sala, D.C.Peets, M.Salluzzo,
E. Schierle, R. Sutarto, G.A.Sawatzky, E.Weschke, B.Keimer,
and L. Braicovich: Science 337, 821 (2012) .
9) R. Comin, R. Sutarto, E. H. da Silva Neto, L. Chauviere, R.
Liang, W. N. Hardy, D. A. Bonn, F. He, G. A. Sawatzky, and
A. Damascelli: Science 347, 1335 (2015).
10) Y. Y. Peng, M. Salluzzo, X. Sun, A. Ponti, D. Betto, A. M.
Ferretti, F. Fumagalli, K. Kummer, M. Le Tacon, X. J. Zhou,
N. B. Brookes, L. Braicovich, and G. Ghiringhelli: Phys. Rev.
B 94, 184511 (2016).
11) Y.Sato, S.Kasahara, H.Murayama, Y.Kasahara, E.-G.Moon,
T. Nishizaki, T. Loew, J. Porras, B. Keimer, T. Shibauchi, Y.
Matsuda, Nat. Phys. 13, 1074 (2017).
12) S.H. Pan et al., Nature 413 282 (2001)
13) T. A. Maier, T. Pruschke, and M. Jarrell, Phys. Rev. B 66,
075102 (2002).
14) D. S´en´echal and A.-M.S.Tremblay, Phys.Rev.Lett.92, 126401
(2004).
15) M. Civelli, M. Capone, S. S. Kancharla, O. Parcollet, and G.
Kotliar, Phys. Rev. Lett. 95, 106402 (2005).
16) C.Berthod, T.Giamarchi, S. Biermann, and A.Georges, Phys.
Rev. Lett. 97, 136401 (2006).
17) T.D.Stanescu and G.Kotliar, Phys.Rev.B 74, 125110 (2006).
18) R. M. Konik, T. M. Rice, and A. M. Tsvelik, Phys. Rev. Lett.
96, 086407 (2006).
19) K.-Y. Yang, T. M. Rice, and F.-C. Zhang, Phys. Rev. B 73,
174501 (2006).
20) K. Haule and G. Kotliar, Phys. Rev. B 76, 104509 (2007).
21) Phys. Rev. B 76, 174501 (2007).
22) M. Civelli, Phys. Rev. B, Phys. Rev. B 79, 195113 (2009).
23) S. Sakai, Y. Motome and M. Imada, Phys. Rev. Lett. 102,
056404 (2009).
24) M. Civelli, Phys. Rev. Lett. 103, 136402 (2009).
25) S. Sakai, Y. Motome and M. Imada, Phys. Rev. B 82, 134505
(2010).
26) E. Gull and A. J. Millis, Phys. Rev. B 91, 085116 (2015).
27) S. Sakai, M. Civelli, and M. Imada, Phys. Rev. Lett. 116,
057003 (2016).
28) S. Sakai, M. Civelli, and M. Imada, Phys. Rev. B 94, 115130
(2016).
29) S. Weinberg Quantum Theory of Fields, I,II,III (Cambridge
University Press, Cambridge, 1995).
30) Y. Nambu Jona-Lassinio, Phys, Rev. (1963).
31) L. Zhu and J.-X. Zhu, Phys. Rev. B 87, 085120 (2013).
32) G. Kotliar, S. Y. Savrasov, G. PLalsson, and G. Biroli, Phys.
Rev. Lett. 87, 186401 (2001).
33) B. Kyung, S. S. Kancharla, D. SLenLechal, A.-M. S. Tremblay,
M. Civelli, and G. Kotliar, Phys. Rev. B 73, 165114 (2006).
34) Y. Z. Zhang and M. Imada, Phys. Rev. B 76 045108 (2007).
35) H. Kusunose, J. Phys. Soc. Jpn. 75, 054713 (2006).
36) A. Liebsch and N. H. Tong, Phys. Rev. B 80 165126 (2009).
37) G. Kotliar and A. E. Ruckenstein, Phys. Rev. Lett 57, 1362
(1986).
38) Y.Yamaji, and M Imada, Phys.Rev. Lett. 106, 016404 (2011).
39) Y. Yamaji, and M Imada, Phys. Rev. B 83, 214522 (2011).
40) G. Sordi, P. Semon, K. Haule, and A. M. S. Tremblay, Phys.
Rev. Lett. 108 216401 (2012).
41) E. Gull, O. Parcollet, and A.J. Millis, Phys. Rev. Lett. 110
216405 (2013).
J. Phys. Soc. Jpn.
42) M. V. Sadovskii, I. A. Nekrasov, E.Z. Kuchinskii, T. Pruschke
and V. I. Anisimov, Phys. Rev. B 72 155105 (2005).
43) R. Daou et al. Nature 463, 519 (2010).
44) M. J. Lawrer et al., Nature 466, 347 (2010).
45) D. LeBoeuf et al. Nat. Phys. 9 79 (2013).
46) S. Chakravarty, R. B. Laughlin, D. K. Morr, C. Nayak, Phys.
Rev. B 63, 094503 (2001).
47) T. A.Maier, D. Poilblanc and D. J. Scalapino, Phys. Rev. Lett.
100, 237001 (2008).
48) P. Wrobel and R. Eder, Phys. Rev. B 66, 035111 (2002).
49) L. Rademaker, J. van den Brink, J. Zaanen, and H.
Hilgenkamp, Phys. Rev. B 88, 235127 (2013).
50) M. Imada and M.Takahashi, J.Phys. Soc. Jpn. 55, 3354 (1986).
51) S.Sugiura and A.Shimizu, Phys.Rev.Lett. 108, 240401 (2012).
52) http://ma.cms-initiative.jp/en/application-list/hphi
53) M. Kawamura, K. Yoshimi, T. Misawa, Y. Yamaji, S. Todo,
N. Kawashima Comp. Phys. Comm. 217, 180 (2017).
54) T.Misawa and Y.Yamaji, J.Phys. Soc. Jpn.87, 023707 (2018).
55) H. Takagi, S. Uchida and Y. Tokura, Phys. Rev. Lett. 62, 1197
(1989).
56) D.Tahara and M. Imada, J. Phys Soc. Jpn. 77 , 114701 (2008).
57) https://github.com/issp-center-dev/mVMC
58) T. Misawa, S. Morita, K. Yoshimi, M. Kawamura, Y.
Motoyama, K. Ido, T. Ohgoe, M. Imada, T. Kato,
arXiv:1711.11418.
59) H.-H. Zhao, K. Ido, S. Morita and M. Imada, Phys. Rev. B.
96, 085103 (2017).
60) Y. Nomura, A. S. Darmawan, Y. Yamaji, and M. Imada, Phys.
Rev. B.96, 205152 (2017).
61) M. Imada, S. Sakai, Y. Yamaji and Y. Motome, J. Phys. Conf.
Ser. 449, 012005 (2013).
62) T. Misawa and M. Imada: Phys. Rev. B 90 (2014) 115137.
63) N. Furukawa and M. Imada, J. Phys. Soc. Jpn. 61, 3331(1992).
64) V. J. Emery, S. A. Kivelson, and H. Q. Lin: Phys. Rev. Lett.
64, 475 (1990).
65) A. C. Cosentini, M. Capone, L. Guidoni, and G. B. Bachelet:
Phys. Rev. B 58 (1998) R14685.
66) M. Aichhorn, E. Arrigoni, M. Potthoff and W. Hanke, Phys.
Rev. B 76, 224509 (2007).
67) E. Khatami, K. Mikelsons, D. Galanakis, A. Macridin, J.
Moreno, R. T. Scalettar, and M. Jarrell, Phys. Rev. B 81,
201101(R) (2010).
68) M. Capone and G. Kotliar, Phys. Rev. B 74, 054513 (2006).
69) C.-C. Chang and S. Zhang, Phys. Rev. Lett. 104, 116402
(2010).
70) E. Neuscamman, C. J. Umrigar, and Garnet Kin-Lic Chan,
Phys. Rev. B 85, 045103 (2012).
71) H. Yokoyama, M. Ogata, Y. Tanaka, K. Kobayashi and H.
Tsuchiura, J. Phys. Soc. Jpn. 82, 014707 (2013).
72) T. Misawa and M. Imada, Nat. Commun. 5, 5738 (2014).
73) A.Himeda, T.Kato, and M.Ogata, Phys.Rev.Lett.88, 117001
(2002).
74) P. Corboz, T. M. Rice, and M. Troyer: Phys. Rev. Lett. 113,
046402 (2014).
75) B.-X. Zheng, C.-M. Chung, P. Corboz, G. Ehlers, M.-P. Qin,
R.M.Noack, H. Shi, S. R.White, S. Zhang, and G.K.-L.Chan,
Science 358, 1155 (2017).
76) K. Ido, T. Ohgoe, and M. Imada: Phys. Rev. B 97, 045138
(2018).
77) J. P. Hill, C. C. Kao, W. A. L. Caliebe, M. Matsubara, A.
Kotani, J. L. Peng, and R. L. Greene, Phys. Rev. Lett. 80,
4967 (1998).
78) P. Abbamonte, C. A. Burns, E. D. Isaacs, P.M. Platzman, PM,
L. L. Miller, S. Cheong, M. V. Klein, Phys. Rev. Lett. 83, 860
(1999).
79) M. Z. Hasan, E. D. Isaacs, Z. X. Shen, L. L. Miller, K. Tsutsui,
T. Tohyama, S. Maekawa, S, Science 288, 1811 (2000).
80) Y. J.Kim, J.P.Hill, C.A.Burns, S.Wakimoto, R. J.Birgeneau,
D. Casa, T. Gog, C. T. Venkataraman, Phys Rev. Lett. 89,
177003 (2002).
81) D. S. Ellis, J. P. Hill, S. Wakimoto, R. J. Birgeneau, D. Casa,
T. Gog, Y. J. Kim, Phys. Rev. B 77, 060501 (2008).
82) X. K. Chen, J. G. Naeini, K. C. Hewitt, J. C. Irwin, R. Liang,
and W. N. Hardy, Phys. Rev. B 56, R513 (1997).
83) S. Sakai, S. Blanc, M. Civelli, Y. Gallais, M. Cazayous, M.-A.
Measson, J. Wen, Z. Xu, G. Gu, G. Sangiovanni, Y. Motome,
K. Held, A. Sacuto, A. Georges, and M. Imada, Phys. Rev. B
87, 195144 (2013).
84) S. Vig, A. Kogar, M. Mitrano, A. A. Husain, V. Mishra, M. S.
Rak, L. Venema, P. D. Johnson, G. D. Gu, E. Fradkin, M. R.
Norman, P. Abbamonte, SciPost Phys. 3, 026 (2017).
15
