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Résumé
Dans cet article, nous étudions la cohomologie (et l’homologie) de Hochschild H ∗(T ,Λ) de l’al-
gèbre T = (A M0 B ), où A et B sont deux algèbres unitaires, M est un A ⊗ Bo-module et Λ est un
T -bimodule. En exprimant H ∗(T ,Λ) comme cohomologie du complexe cône d’un morphisme dont
la construction est simple, nous obtenons, non seulement de manière immédiate les suites exactes
connues sur le sujet, mais de plus, sous l’hypothèse que M est projectif sur A (ou sur Bo), des suites
exactes plus précises permettant de mieux comprendre HH ∗(T )= H ∗(T ,T ), en particulier lorsque
Bo = EndA(M).
Par exemple, nous obtenons un isomorphisme HH ∗(T ) ∼= HH ∗(φ!), où φ :T → B est le mor-
phisme canonique et φ! est l’algèbre introduite par Gerstenhaber et Shack pour l’étude de ses
déformations [J. Algebra 95 (1985) 245–262].
 2004 Elsevier Inc. All rights reserved.
Abstract
We study the Hochschild cohomology (and homology) H ∗(T ,Λ) of the triangular algebra T =(
A M
0 B
)
, with A and B unital algebras, M a A ⊗ Bo-module and Λ a T -bimodule. We describe
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514 B. Bendiffalah, D. Guin / Journal of Algebra 282 (2004) 513–537H ∗(T ,Λ) as the cohomology of the cone complex of a morphism, simple to construct. In this way
we not only recover immediately the classical exact sequences of the field, but also, under the hy-
pothesis that M is projective over A (or Bo), more precise exact sequences giving better insights for
HH ∗(T )= H ∗(T ,T ), in particular when Bo = EndA(M).
For instance, we get an isomorphism HH ∗(T ) ∼= HH ∗(φ!), where φ :T → B is the canonical
morphism and φ! is the algebra introduced by Gerstenhaber and Shack to study its deformations
[J. Algebra 95 (1985) 245–262].
 2004 Elsevier Inc. All rights reserved.
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Un anneau commutatif K est fixé et ⊗ = ⊗K . Toutes les algèbres considérées sont des
K-algèbres associatives unitaires et leurs modules sont, sauf mention contraire, des mo-
dules à gauche. Pour toute algèbre A, l’on note Z(A) son centre, Ao son algèbre opposée
et Ae = A⊗Ao. Ainsi l’on définit un A-bimodule comme étant un Ae-module.
1. Introduction
Soient deux algèbres A et B ainsi qu’un A⊗Bo-module M , qui, dans cet article, seront
supposés K-projectifs. L’algèbre « triangulaire » associée à ces données est le K-module
T =
(
A M
0 B
)
, (1.0.1)
muni de la loi multiplicative :(
a1 m1
0 b1
)(
a2 m2
0 b2
)
=
(
a1a2 a1m2 +m1b2
0 b1b2
)
. (1.0.2)
1.1. Exemples
De nombreux exemples de telles algèbres sont étudiés dans la littérature. Citons-en
quelques un :
1.1.1. L’exemple originel d’algèbre triangulaire est donné par l’algèbre des matrices
carrées d’ordre n, triangulaires supérieures, à coefficients dans une algèbre C
Tn(C) =

C C . . . C
0 C
...
0 0 C
... · · ...
 . (1.1.2)
0 . . . 0 C
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(1.0.1) : en choisissant A = Tp(C) (1 p  n− 1) et B = Tq(C) (p + q = n) ; on vérifie
que l’ensemble Mpq(C) des matrices p × q à coefficients dans C, est le A ⊗ Bo-module
M ad-hoc. L’algèbre d’incidence d’un ensemble partiellement ordonné à n éléments est
toujours (isomorphe à) une sous-algèbre de Tn(K) et s’exprime (de plusieurs manières)
sous forme (1.0.1).
1.1.3. Les extensions ponctuelle,1 obtenues en prenant K un corps et B = K , notées
A[M] =
(
A M
0 K
)
. (1.1.4)
Ces exemples interviennent de façon essentielle en théorie des représentations (e.g., [12]).
1.1.5. Dans l’étude des déformations de diagrammes d’algèbres, Gerstenhaber et
Schack [7] ont montré que, si φ :B → A est un morphisme d’algèbres, ses déformations
sont contrôlées par la cohomologie de Hochschild de l’algèbre
φ! =
(
A Aφ
0 B
)
, (1.1.6)
où Aφ = A est muni de la structure de A⊗Bo-module donnée par la structure naturelle de
A-module à gauche et celle de B-module à droite induite par φ.
1.1.7. Les matrices « triangulaires par blocs » (l’exemple de Wodzicki [13]) : soit une
suite d’entiers strictement positifs ν = (n1, . . . , nd) et n = n1 + · · · + nd . L’algèbre Tν(C)
est représentée par la matrice n× n triangulaire par blocs
Tν(C) =

Mn1n1(C) Mn1n2(C) · · · Mn1nd (C)
0 Mn2n2(C) · · · Mn2nd (C)
0 0
...
...
...
0 · · · 0 Mndnd (C)
 . (1.1.8)
L’algèbre Tn(C) (1.1.2) est le cas particulier où d = n.
1.1.9. Les algèbres triangulaires sont aussi étudiées en analyse hilbertienne : une al-
gèbre T d’opérateurs bornés sur un espace de Hilbert telle que T ∩ T ∗ soit une algèbre
abélienne self-adjointe maximale, s’écrit sous la forme (1.0.1).
1
“One-point extensions”, en anglais.
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gèbres triangulaires. Par exemple, pour (1.0.1) et (1.1.8),
HH∗(T )  HH∗(A)⊕HH∗(B) [9,13],
HH∗
(
Tν(C)
) HH∗(C)⊕d [13]. (1.2.1)
Il n’en est pas de même en ce qui concerne la cohomologie de Hochschild : d’une part,
elle ne se comporte pas comme l’homologie, comme le montre l’exemple de T2(A) :
HH ∗
(
A A
0 A
)
 HH ∗(A) [1], (1.2.2)
et, d’autre part, on a peu de résultats généraux. Les plus significatifs sont la suite exacte de
D. Happel [8] dans le cas de l’extension ponctuelle (1.1.4) : pour ∗ 1,
· · · →HH ∗(A[M])→HH ∗(A) → Ext∗A(M,M) →HH ∗+1(A[M])→ ·· · (1.2.3)
et des généralisations de cette suite exacte, par exemple, celles données par Cibils ou Mi-
chelena et Platzeck, dans le cas de la cohomologie de l’algèbre triangulaire (1.0.1) [3,11],
· · · → H ∗(T ,Λ) →H ∗(A,Y1)× H ∗(B,X2) → Ext∗A⊗Bo (M,Y2)
→ H ∗+1(T ,Λ) → ·· · . (1.2.4)
Dans cet article nous étudions la cohomologie (et l’homologie) de Hochschild de l’al-
gèbre triangulaire T à coefficients dans un T -bimodule Λ. La méthode proposée est
d’exprimer la cohomologie cherchée comme cohomologie du complexe cône d’un mor-
phisme de complexes simple à construire (Théorème 3.4.4), ce qui nous permet, d’une
part, de retrouver de façon immédiate la suite exacte (1.2.4) (cf. (4.1.2)) et, de plus, sous
l’hypothèse que M est « partiellement » projectif (i.e., projectif sur A ou projectif sur Bo),
d’obtenir des suites exactes plus précises ((4.2.8) et (4.2.9)). Dans le cas où le bimodule des
coefficients est T lui-même, la suite (4.2.9) est une autre généralisation de la suite exacte
de Happel.
Nous allons donner ci-dessous l’une de ces suites exactes sous hypothèse de projectivité
partielle (Section 1.3) et nous en déduirons (Section 1.4) certaines applications significa-
tives. Les résultats généraux et leurs applications se trouvent en Sections 3.4, 4.1 et 4.2.
1.3. Théorème principal
Si ϕ :D → E est un morphisme d’algèbres, alors E est naturellement muni d’une struc-
ture de D-bimodule et on a un morphisme de complexes
ϕ∗ :C∗(D,D) →C∗(D,E), (1.3.1)
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de D à coefficients dans D (respectivement E). On note cône∗(ϕ) le complexe cône de ϕ∗
(cf. 3.1.3) et on considère la suite exacte longue associée :
· · · → H ∗−1(D,E) →H ∗(cône∗(ϕ))→ HH ∗(D) → H ∗(D,E) → ·· · . (1.3.2)
Revenons à l’algèbre triangulaire T . La structure bimodulaire de M induit deux mor-
phismes d’algèbres :
αM :A → EndBo(M) et βM :B → (EndAM)o. (1.3.3)
1.3.4. Théorème (cf. 4.2.12).
(i) Si M est A-projectif, on a une longue suite exacte :
· · · →H ∗(cône∗(βM))→HH ∗(T ) →HH ∗(A) →H ∗+1(cône∗(βM))→ ·· · .
(1.3.5)
(ii) Si M est Bo-projectif, on a une longue suite exacte :
· · · → H ∗(cône∗(αM))→HH ∗(T ) →HH ∗(B) → H ∗+1(cône∗(αM))→ ·· · .
(1.3.6)
1.3.7. Corollaire.
(i) Si M est A-projectif de type fini et si B = (EndAM)o, alors HH ∗(T )  HH ∗(A).
(ii) Si M est Bo-projectif de type fini et si A = EndBo(M), alors HH ∗(T )  HH ∗(B).
1.3.8. Démonstration. L’hypothèse de finitude de M assure la projectivité du K-module
T (ce qu’on obtiendrait aussi avec l’hypothèse K semi-simple). Si B = (EndAM)o, alors
βM est un isomorphisme (l’identité) et H ∗(cône∗(βM)) = 0. D’où le résultat, d’après le
Théorème (i). Idem, pour la partie (ii) du Corollaire. 
1.4. Applications
Du Théorème 1.3.4(i), nous déduisons immédiatement la
1.4.1. Proposition 1. Si M est Bo-projectif et si HH ∗(B) = 0 pour ∗  1, on a
HH ∗(T )  H ∗(cône∗(αM)), ∗  2, et la longue suite exacte (1.3.2) du cône associée
à αM s’écrit
· · · → H ∗−1(A,EndBo M) →HH ∗(T ) →HH ∗(A) →H ∗(A,EndBo M) → ·· · .
(1.4.2)
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si B = K , ou si B est une K-algèbre séparable, ou si B est l’algèbre d’incidence d’un
ensemble partiellement ordonné dont le carquois est un arbre (cf. [4]) ou ayant un seul
élément maximal (ou minimal, cf. [6]) : c’est le cas de Tn(K) (1.1.2).
(2) La suite exacte (1.4.2) est une généralisation de celle de Happel : en effet, si B = K
est un corps, nous avons H ∗(A,EndBo M)  Ext∗A(M,M) [5, Proposition 4.3, p. 170],
d’où la suite exacte (1.2.3).
1.4.4. Proposition 2. Avec les notations de 1.1.7, on a HH ∗(Tν(C))  HH ∗(C).
1.4.5. Démonstration. Nous procédons par récurrence : si d = 1, Tν(C) = Mnn(C) et est
Morita-équivalente à l’algèbre C [10, 1.5.6], d’où HH ∗(Tν(C))  HH ∗(C). Supposons
d > 1 : nous avons un isomorphisme
Tν(C) =
(
Tν ′(C) M
0 Mndnd (C)
)
,
où ν′ = (n1, . . . , nd−1) et M = M ′nd , où M ′ est une copie de la dernière colonne de
Tν ′(C). Donc, comme M ′, M est un Tν ′(C)-module projectif de type fini. L’écriture matri-
cielle de l’algèbre Tν ′(C) est une décomposition de Peirce relativement à n1 + · · · + nd−1
idempotents orthogonaux, donc, pour chaque module projectif P défini par une colonne,
l’on trouve (EndTν′ (C) P )
o à l’intersection avec la diagonale. L’on obtient ainsi l’iso-
morphisme (EndTν′ (C)M
′)o ∼= C et, pour M = M ′nd , nous en déduisons l’isomorphisme
(EndTν′ (C)M)
o ∼= Mndnd (C). Avec le Corollaire 1.3.7(i), nous obtenons HH ∗(Tν(C)) ∼=
HH ∗(Tν ′(C)) et, de là, la Proposition 2. 
1.4.6. Proposition 3. Soient un morphisme surjectif d’algèbres φ :C → D et un idempo-
tent e ∈C, tels que Kerφ = eC, alors HH ∗(φ!) ∼= HH ∗(C) (cf. (1.1.6)).
1.4.7. Démonstration. La décomposition de Peirce de l’algèbre C relativement à l’idem-
potent e montre que (1 − e)Ce = 0 (Kerφ est un idéal bilatère) et que C ∼= T (1.0.1), avec
A = eCe, M = eC(1 − e) et B = (1 − e)C(1 − e). Donc B ∼= D et nous avons :
φ! ∼=
(
B 0 B
0 A M
0 0 B
)
.
Posant A′ = B et B ′ = T , il ne reste plus qu’à remarquer que la ligne M ′ = (0 B) est
un B ′o-module projectif (idéal facteur direct) de type fini (monogène) et à utiliser l’iso-
morphisme EndB ′o (M ′) ∼= A′. Nous concluons avec le Corollaire 1.3.7(ii) : nous avons
HH ∗(T ′) ∼= HH ∗(B ′) où, bien entendu,
T ′ =
(
A′ M ′
0 B ′
)
. 
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de Hochschild de toute algèbre triangulaire (1.0.1) est celle de l’algèbre du morphisme
canonique T → B . En particulier, l’extension ponctuelle (1.1.4) qui possède une co-unité
canonique φ :A[M] →K , φ( a m0 k )= k, donne HH ∗(A[M])∼= HH ∗(φ!).
2. Bimodules sur l’algèbre triangulaire
Cette section fixe les notations pour la description des bimodules sur l’algèbre trian-
gulaire (1.0.1). Dans la Section 2.1, nous en donnons quelques exemples. Dans la Sec-
tion 2.2 (respectivement Section 2.3), nous calculons leur produit tensoriel (respectivement
le groupe des morphismes) : on notera les Propositions 2, véritables lemme-clefs pour la
preuve du théorème général (3.4.4, cf. lignes (3.4.8) et (3.4.9)).
Rappelons que la donnée d’un T -bimodule Λ est équivalente à celle de bimodules : X1,
X2, Y1 et Y2 (des modules sur B⊗Ao, B⊗Bo , A⊗Ao et A⊗Bo, respectivement) et, aussi,
de morphismes de bimodules f1 :M ⊗B X1 → Y1, f2 :M ⊗B X2 → Y2, ϕX :X1 ⊗A M →
X2 et ϕY :Y1 ⊗A M → Y2, tels que le diagramme de A⊗Bo-modules suivant commute :
M ⊗B X1 ⊗A M
M⊗BϕX
f1⊗AM
M ⊗B X2
f2
Y1 ⊗A M
ϕY
Y2
(2.0.1)
En effet, l’algèbre T possède deux idempotents canoniques :
π =
(
1 0
0 0
)
et 1 − π =
(
0 0
0 1
)
, (2.0.2)
d’où une décomposition de Peirce, pour tout T -bimodule Λ, en quatre bimodules :
X1 = (1 − π)Λπ, X2 = (1 − π)Λ(1 − π),
Y1 = πΛπ, Y2 = πΛ(1 − π). (2.0.3)
L’action à gauche des éléments de M induit les morphismes f1 et f2 du diagramme (2.0.1)
et, celle à droite, détermine les morphismes ϕX et ϕY . La commutativité du diagramme se
déduit de la compatibilité des structures de T -modules à droite et à gauche sur Λ.
Réciproquement, à tout diagramme (2.0.1), on associe un T -bimodule Λ, en posant Λ =
X1 ⊕X2 ⊕Y1 ⊕Y2, l’action bilatère de M étant donnée par les morphismes du diagramme.
La notation matricielle Λ = ( Y1 Y2X1 X2 ) est toute indiquée quand les morphismes sous-jacents sont évidents. Pour le T -bimodule T lui-même, elle est cohérente avec la structure
d’algèbre matricielle T = (A M ) comme nous allons le voir.0 B
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2.1.1. Le bimodule T
En tant que T -bimodule, l’algèbre triangulaire T détermine aussi un diagramme (2.0.1).
Avec les relations (2.0.3), nous trouvons :
X1 = (1 − π)T π = 0, X2 = (1 − π)T (1 − π) ∼= B,
Y1 = πT π ∼= A et Y2 = πT (1 − π) ∼= M. (2.1.2)
Nous en déduisons le diagramme de T :
0
0
0
M ⊗B B
∼=
A⊗A M ∼= M
(2.1.3)
2.1.4. Le bimodule T e
Les composantes du bimodule canonique T e = T ⊗T o s’obtiennent facilement avec un
peu de calcul matriciel :
(1 − π)T eπ ∼= B ⊗A,
(1 − π)T e(1 − π) ∼= B ⊗ (B ⊕M),
πT eπ ∼= (A⊕M)⊗A,
πT e(1 − π) ∼= (A⊕M)⊗ (B ⊕M). (2.1.5)
Nous en déduisons le diagramme de T e : c’est la réunion de quatre diagrammes disjoints
M ⊗M
1
1
M ⊗M
1
M ⊗M
1
M ⊗M
0 M ⊗Bo
1
0 M ⊗Bo
0 0
A⊗M
1
A⊗M
0 0
0 A⊗Bo
dont les matrices respectives sont
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M ⊗Ao M ⊗M
B ⊗Ao B ⊗M
)
,
(
0 M ⊗Bo
0 B ⊗Bo
)
,
(
A⊗Ao A⊗M
0 0
)
et
(
0 A⊗Bo
0 0
)
. (2.1.6)
Les idéaux bilatères, représentés par les diagrammes (ou les matrices) ci-dessus sont des
exemples de T -bimodules projectifs.
Notons que la surjection canonique T e → T se restreint en un morphisme (encore)
surjectif de T e-modules dont la source est un T e-module (encore) projectif :(
A⊗A A⊗M
0 0
)
⊕
(
0 M ⊗B
0 B ⊗B
)
→
(
A M
0 B
)
. (2.1.7)
2.2. Produit tensoriel de T -bimodules
Outre un T -bimodule Λ de diagramme (2.0.1), l’on considère ici un second T -bimodule
Λ′ de diagramme :
M ⊗B X′1 ⊗A M
M⊗Bϕ′X
f ′1⊗AM
M ⊗B X′2
f ′2
Y ′1 ⊗A M
ϕ′Y
Y ′2
(2.2.1)
Le T -bimodule Λ′ est considéré comme un T e-module à droite.
2.2.2. Proposition 1. Nous avons une suite exacte :(
X′1 ⊗A Y1 X′1 ⊗Bo X2
Y ′1 ⊗Ao X1 X′2 ⊗B X1
)
⊗M Ψ−→
(
Y ′1 ⊗ Y1 Y ′2 ⊗X1
X′1 ⊗ Y2 X′2 ⊗X2
)
→ Λ′ ⊗T e Λ → 0, (2.2.3)
où ⊗ est, suivant les cas, le produit tensoriel sur Ae, A⊗Bo, B ⊗Ao ou Be ; l’application
Ψ est définie, pour tout ω = ( x ′1⊗y1 x ′0⊗x2
y ′1⊗x1 x ′2⊗x0
)⊗m (notations évidentes), par
Ψ (ω) =
(
f ′1(m⊗ x′1)⊗ y1 − y′1 ⊗ f1(m⊗ x1) ϕ′Y (y′1 ⊗m)⊗ x1 − f ′2(m⊗ x′2)⊗ x0
x′0 ⊗ f2(m⊗ x2)− x′1 ⊗ ϕY (y1 ⊗m) x′2 ⊗ ϕX(x0 ⊗m)− ϕ′X(x′0 ⊗m)⊗ x2
)
.
(2.2.4)
En particulier, si X′1 = 0, alors Λ′ ⊗T e Λ ne dépend pas de Y2.
2.2.5. Preuve. C’est un simple calcul : par définition, nous avons Λ′ ⊗T e Λ = Coker(Φ),
où Φ est l’application : Λ′ ⊗ T e ⊗ Λ → Λ′ ⊗ Λ, m′ ⊗ t ⊗ m 
→ m′t ⊗ m − m′ ⊗ tm.
522 B. Bendiffalah, D. Guin / Journal of Algebra 282 (2004) 513–537Choisissons t parmi les idempotents canoniques de T e :π ⊗ π , (1 − π)⊗ π , π ⊗ (1 − π)
et (1 − π)⊗ (1 − π). Nous obtenons, successivement, les inclusions suivantes :(
Y ′1 0
0 0
)
⊗
(
0 Y2
X1 X2
)
⊂ Im(Φ),(
0 Y ′2
0 0
)
⊗
(
Y1 Y2
0 X2
)
⊂ Im(Φ),(
0 0
X′1 0
)
⊗
(
Y1 0
X1 X2
)
⊂ Im(Φ),(
0 0
0 X′2
)
⊗
(
Y1 Y2
X1 0
)
⊂ Im(Φ). (2.2.6)
En effet, par exemple, pour t = π ⊗ π , l’on a :(
y ′1 y ′2
x ′1 x ′2
)
⊗ t ⊗
(
y1 y2
x1 x2
)

→
(
y ′1 0
0 0
)
⊗
(
y1 y2
x1 x2
)
−
(
y ′1 y ′2
x ′1 x ′2
)
⊗
(
y1 0
0 0
)
=
(
y ′1 0
0 0
)
⊗
(
0 y2
x1 x2
)
−
(
0 y ′2
x ′1 x
′
2
)
⊗
(
y1 0
0 0
)
;
de là, la première inclusion de (2.2.6).
Nous déduisons de (2.2.6) que Λ′ ⊗T e Λ = Coker(Φ˜), où Φ˜ est la restriction suivante
de Φ (on néglige les composantes de Φ à valeurs dans les sous-ensembles (2.2.6)) :
Λ′ ⊗ T e ⊗Λ →
(
Y ′1 ⊗ Y1 Y ′2 ⊗X1
X′1 ⊗ Y2 X′2 ⊗X2
)
.
Soit I la somme des membres de gauche de (2.2.6) et, pour tout choix de m ∈ M , posons
[m] = ( 0 m0 0 ) ∈ T . Pour t = π ⊗ [m], nous obtenons la valeur de Φ suivante :(
y ′1 y ′2
x ′1 x ′2
)
⊗ t ⊗
(
y1 y2
x1 x2
)

→
(
f ′1(m⊗ x ′1) 0
0 0
)
⊗
(
y1 y2
x1 x2
)
−
(
y ′1 y ′2
x ′1 x ′2
)
⊗
(
0 ϕY (y1 ⊗m)
0 0
)
≡
(
f ′1(m⊗ x ′1) 0
0 0
)
⊗
(
y1 0
0 0
)
−
(
0 0
x ′1 0
)
⊗
(
0 ϕY (y1 ⊗m)
0 0
)
mod I.
Nous en déduisons une composante « utile » de Φ˜ , à savoir l’application :
X′1 ⊗Bo M ⊗Ao Y1
(f ′1⊗Y1,−X′1⊗ϕY )−−−−−−−−−−→ Y ′1 ⊗Ao Y1 ⊕X′1 ⊗Bo Y2.
En reprenant ce calcul avec, successivement, t = (1 − π) ⊗ [m], t = [m] ⊗ π et t =
[m] ⊗ (1 − π), nous obtenons toutes les composantes « utiles » de Φ˜ soit, finalement, le
morphisme Ψ . 
B. Bendiffalah, D. Guin / Journal of Algebra 282 (2004) 513–537 523Au T -bimodule Λ′ est attaché un morphisme de A⊗Bo-modules λ′ :
(
Y ′1 ⊗A M
)⊕ (M ⊗B X′2)→ Y ′2,(
y ′1 ⊗m2
)+ (m1 ⊗ x ′2) 
→ ϕ′Y (y ′1 ⊗m2)− f ′2(m1 ⊗ x ′2). (2.2.7)
2.2.8. Proposition 2. Si X′1 = 0 et si l’application λ′ ⊗B⊗Ao 1X1 est injective, alors (2.2.3)
devient une suite exacte courte (mêmes conventions que 2.2.2 pour ⊗) :
0 → (Y ′1 ⊗Ao X1 X′2 ⊗B X1)⊗M → (Y ′1 ⊗ Y1 Y ′2 ⊗X10 X′2 ⊗X2
)
→ Λ′ ⊗T e Λ → 0.
(2.2.9)
Démonstration. Nous avons les formules d’associativité du produit tensoriel (cf. [5]) :
(
Y ′1 ⊗Ao X1
)⊗A⊗Bo M = (Y ′1 ⊗A M)⊗Ao⊗B X1 et(
X′2 ⊗B X1
)⊗A⊗Bo M = (X′2 ⊗Bo M)⊗Ao⊗B X1.
Donc, le morphisme Ψ de la suite exacte (2.2.3) a pour composante haut-droit (celle dont
l’espace but est Y ′1 ⊗B⊗Ao X1) le morphisme λ′ ⊗B⊗Ao 1X1 , injectif par hypothèse. D’où
la suite exacte courte. 
2.3. Morphismes de T -bimodules
Considérons deux T -bimodules Λ et Λ′ de diagrammes (2.0.1) et (2.2.1), respec-
tivement, vus comme des T e-modules à gauche. Nous obtenons, pour le K-module
HomT e (Λ′,Λ), des résultats analogues à ceux obtenus dans Section 2.2 pour le produit
tensoriel. Dans cette section, nous ne donnons pas les calculs : les démonstrations s’ob-
tiennent facilement en dualisant celles exécutées dans Section 2.2.
Remarquons que tout T e-morphisme F :Λ′ → Λ est donné par des morphismes de
bimodules F 1X :X
′
1 → X1, F 2X :X′2 → X2, F 1Y :Y ′1 → Y1 et F 2Y :Y ′2 → Y2, assujettis aux
formules de compatibilité :
F 1Y ◦ f ′1 = f1 ◦ 1M ⊗ F 1X,
F 2Y ◦ f ′2 = f2 ◦ 1M ⊗ F 2X,
F 2Y ◦ ϕ′Y = ϕY ◦ F 1Y ⊗ 1M,
F 2X ◦ ϕ′X = ϕX ◦ F 1X ⊗ 1M. (2.3.1)
Nous emploierons donc une notation matricielle : F = ( F 1Y F 2Y
F 1X F
2
X
)
.
2.3.2. Proposition 1. Nous avons une suite exacte de K-modules :
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(
Λ′,Λ
)→( H(Y ′1, Y1) H(Y ′2, Y2)
H(X′1,X1) H(X′2,X2)
)
Ψ ∗−→H
[
M,
(
HomAo(X′1, Y1) HomA(Y ′1, Y2)
HomBo(X′1,X2) HomB(X′2, Y2)
)]
(2.3.3)
où H est un bifoncteur HomC avec, suivant les cas, C = Ae, A ⊗ Bo, B ⊗ Ao ou Be .
L’application Ψ ∗ est définie par :
Ψ ∗
(
F 1Y F
2
Y
F 1X F
2
X
)
=
(
f˜ ′ ∗1 (F 1Y )− f˜1∗(F 1X) ϕ˜′ ∗Y (F 2Y )− ϕ˜Y∗(F 1Y )
f˜ ′ ∗2 (F 2Y )− f˜2∗(F 2X) ϕ˜′ ∗X (F 2X) − ϕ˜X∗(F 1X)
)
.
En particulier : si X′1 = 0, alors HomT e (Λ′,Λ) ne dépend pas de X1.
2.3.4. Dans cette proposition, le symbole « * » est celui usuel de dualité ; celui
« ˜ » correspond à une adjonction et, pour le comprendre, explicitons les cas de f˜2
et de ϕ˜Y : f˜2 est l’image de f2 par l’isomorphisme HomA⊗Bo(M ⊗B X2, Y2) →
HomBe (X2,HomA(M,Y2)) et ϕ˜Y est l’image de ϕY par celui HomA⊗Bo(Y1 ⊗A M,Y2) →
HomAe(Y1,HomBo(M,Y2)).
2.3.5. Proposition 2. Si X′1 = 0 et si l’application HomA⊗Bo(λ′,1Y2) (cf. (2.2.7)) est
surjective, nous avons une suite exacte courte :
0 → HomT e
(
Λ′,Λ
)→ (H(Y ′1, Y1) H(Y ′2, Y2)
0 H(X′2,X2)
)
→ H
[
M,
(
HomA(Y ′1, Y2)
HomBo(X′2, Y2)
)]
→ 0
(2.3.6)
(cf. Proposition 1, pour la signification des «H »).
3. La résolution triangulaire
Dans cette section, nous démontrons le théorème général (Section 3.4, Théorème 3.4.4),
qui décrit l’homologie et la cohomologie de Hochschild, à coefficients, de l’algèbre
triangulaire (1.0.1). Pour y parvenir, nous construisons une résolution en T e-modules
projectifs : la résolution « triangulaire » (Section 3.3). Il s’agit d’une matrice 2 × 2, tri-
angulaire supérieure avec, pour éléments diagonaux, les bar-complexes de A et de B
(cf. (3.3.6)). L’élément non diagonal est un nouveau complexe, la « bar-résolution double »
(Section 3.2), que nous construisons à partir du produit tensoriel des bar-complexes de A
et de B (bicomplexe (3.2.5)). La bar-résolution double, qui est à l’origine des homologie
et cohomologie « triangulaires » (Définition 3.2.8), interviendra de façon essentielle dans
l’énoncé du théorème général.
Pour la commodité du lecteur, nous commençons par rappeler quelques notions clas-
siques concernant les complexes de modules sur un anneau A et leurs morphismes (cf. [2]).
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Le complexe X = {X,d} décroissant (respectivement croissant) est dit acyclique si
H∗(X) = 0 (respectivement H ∗(X) = 0) et A-contractile s’il existe un endomorphisme
h du A-module gradué X, tel que 1X = dh+ hd .
Tout complexe contractile est automatiquement acyclique. Rappelons la proposition
suivante, qui est une réciproque partielle. Un complexe X décroissant (respectivement
croissant) est dit minoré s’il existe n0 ∈ Z, tel que Xn = 0 (respectivement Xn = 0) pour
tout n < n0. Il est dit « positif » s’il est minoré par n0 = 0.
3.1.1. Proposition. Tout A-complexe acyclique X minoré, décroissant et A-projectif (res-
pectivement croissant et A-injectif ) est A-contractile.
3.1.2. Suspension et cône
Soit un entier k ∈ Z : pour tout complexe X = {Xn,dXn }n (décroissant), sa kième sus-
pension, notée X[−k], est le complexe {Xn−k, (−1)kdXn−k}n ; nous dirons simplement
« suspension » pour la 1-suspension. Le complexe « cône » d’un morphisme de com-
plexes décroissants f :X → Y est le complexe, noté cône∗(f ), formés des modules
cônen(f ) = Yn ⊕Xn−1 et de différentielle (dYn −fn,−dXn−1). D’où une suite exacte courte
de A-complexes (scindée sur A) :
0 → Y → cône∗(f ) →X[−1] → 0.
Une propriété importante du complexe cône∗(f ) est que le morphisme connectant dans
la suite exacte longue homologique du cône est (au signe près) le morphisme H(f ) =
{Hn(f )}n :
· · · → Hn+1(cône∗f ) → Hn(X) Hn(f )−−−−→ Hn(Y ) → Hn(cône∗f ) → ·· · .
Réciproquement, si 0 →X → Y → Z → 0 est une suite exacte courte de A-complexes
scindée sur A, cela implique un morphisme de A-complexes g :Z[+1] → X, tel que la
suite exacte courte du cône de g est isomorphe à la suite initiale. En particulier, il y a un
isomorphisme de A-complexes : cône∗(g) ∼= Y .
3.1.3. Dualité
Bien entendu, ce que nous venons de dire vaut aussi pour les complexes croissants
et leurs morphismes. Cependant, pour ce qui est des définitions, plusieurs choix sont
possibles. Les suivantes ont l’avantage de simplifier les opérations de dualité. La suspen-
sion d’un complexe croissant X = {Xn,dnX}n est le complexe X[−1] = {Xn−1,−dn−1X }n
et, pour un morphisme de complexes croissants f :X → Y , son complexe cône est :
cône∗(f ) = {Xn × Yn−1, (dnX,−dn−1Y − f n)}n. D’où une suite exacte :
0 → Y [+1] → cône∗(f ) → X → 0.
Ainsi (pour des complexes croissants ou décroissants), la suspension d’un complexe
positif et le cône d’un morphisme de complexes positifs sont aussi des complexes positifs.
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est un B-complexe croissant et nous avons, pour tout k ∈ Z,
HomA
(
X[−k],U)= HomA(X,U)[+k].
De même, pour tout morphisme de A⊗Bo-complexes décroissants f :X → Y , nous avons
un isomorphisme de B-complexes croissants :
HomA
(
cône∗(f ),U
)= cône∗(HomA(f,U)).
3.1.4. On déduit de 3.1.1 qu’un morphisme de A-complexes minorés décroissants et
A-projectifs (respectivement majorés croissants et A-injectifs) est une A-équivalence d’ho-
motopie si et seulement si son cône est A-contractile.
3.2. Le bar-complexe double
Rappelons que dans ce travail, A et B sont des K-algèbres associatives unitaires, M est
un A⊗Bo-module et A, B , M sont des K-modules projectifs.
Pour toute algèbre A, notons CA∗ son bar-complexe :
A⊗Ao b
A
1←− A⊗A⊗Ao b
A
2←− A⊗A⊗A⊗Ao b
A
3←− · · · . (3.2.1)
C’est un complexe de A-bimodules avec CAn = A⊗n+1 ⊗Ao en degré n 0 et
bAn+1(a0 ⊗ a1 ⊗ · · · ⊗ an+2) =
n+1∑
i=0
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+2. (3.2.2)
Nous augmentons naturellement le bar-complexe de A en un complexe CA+∗ :
A
bA0←− A⊗Ao b
A
1←− A⊗A⊗Ao b
A
2←− A⊗A⊗A⊗Ao b
A
3←− · · · (3.2.3)
où bA0 est la multiplication de A. Le bar-complexe augmenté est un complexe A-contractile
et Ao-contractile (mais pas A⊗Ao-contractile en général).
Nous en déduisons une A ⊗ Bo-résolution A-projective de M : la bar-résolution
« partielle » CA∗ (M) = CA∗ ⊗A M , de différentielle bM = bA∗ ⊗A 1M . Nous aurons souvent
besoin aussi du A⊗Bo-complexe (Bo-contractile) CA∗ (M)+ = CA+∗ ⊗A M .
Considérons, à présent, le complexe CA,B
o+∗ = CA+∗ ⊗CBo+∗ [−1] (suspension du pro-
duit tensoriel) : il est nul en degré < −1 et nous regardons
C
A,Bo+ = A⊗Bo−1
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o+∗ , concentré en degré −1. Nous définissons
alors le « bar-complexe double » CA,B
o
∗ des algèbres A et Bo, par la suite exacte courte de
complexes :
0 → A⊗Bo →CA,Bo+∗ →CA,B
o
∗ → 0. (3.2.4)
Le complexe CA,B
o+∗ s’interprète comme le complexe total d’un bicomplexe de type « pre-
mier quadrant » à lignes et colonnes acycliques [10] :
· · ·
bA⊗Bo
· · ·
−bA⊗(Bo)⊗2
· · ·
bA⊗(Bo)⊗3
A⊗2 ⊗Bo
bA⊗Bo
A⊗2 ⊗ (Bo)⊗2A
⊗2⊗bBo
−bA⊗(Bo)⊗2
A⊗2 ⊗ (Bo)⊗3 · · ·A
⊗2⊗bBo
bA⊗(Bo)⊗3
A⊗Bo A⊗ (Bo)⊗2A⊗b
Bo
A⊗ (Bo)⊗3 · · ·A⊗b
Bo
(3.2.5)
(Dans ce diagramme et le suivant, la notation f ⊗ X et X ⊗ f signifient respectivement
f ⊗ 1X et 1X ⊗ f .) Le complexe CA,Bo+∗ est donc acyclique et même A⊗Bo-contractile
(Proposition 3.1.1). Nous avons donc un complexe acyclique
CA,B
o
∗ (M)+ = CA,B
o+∗ ⊗A⊗Bo M.
C’est ainsi que nous obtenons une A⊗Bo-résolution de M , la « bar-résolution double » :
CA,B
o
∗ (M) = CA,B
o
∗ ⊗A⊗Bo M. (3.2.6)
Sa différentielle est notée bM∗ . Nous l’interprétons comme le complexe total du bicom-
plexe :
· · ·
bA
M
· · ·
−bA
M
⊗Bo
· · ·
bA
M
⊗(Bo)⊗2
· · ·
−bA
M
⊗(Bo)⊗3
A⊗2 ⊗M
bA
M
A⊗2 ⊗M ⊗Bo
A⊗2⊗bBo
M
−bA
M
⊗Bo
A⊗2 ⊗M ⊗ (Bo)⊗2
A⊗2⊗bBo
M
bA
M
⊗(Bo)⊗2
A⊗2 ⊗M ⊗ (Bo)⊗3 · · ·
A⊗2⊗bBo
M
−bA
M
⊗(Bo)⊗3
A ⊗M
bA
M
A ⊗M ⊗Bo
A⊗bBo
M
−bA
M
⊗Bo
A⊗M ⊗ (Bo)⊗2
A⊗bBo
M
bA
M
⊗(Bo)⊗2
A ⊗M ⊗ (Bo)⊗3 · · ·
A⊗bBo
M
−bA
M
⊗(Bo)⊗3
0 M ⊗Bo
bB
o
M
o ⊗2
bB
o
M
o ⊗3
bB
o
M
(3.2.7)M ⊗ (B ) M ⊗ (B ) · · ·
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duisons son « complexe M-triangulaire » Ctri∗ (M,X) = CA,B
o
∗ (M)⊗Ao⊗B X(
respectivement C∗tri(M,Y ) = HomA⊗Bo
(
CA,B
o
∗ (M),Y
))
. (3.2.9)
Nous obtenons ainsi son homologie (respectivement sa cohomologie) «M-triangulaire » :
H tri∗ (M,X) = H
[
Ctri∗ (M,X)
]
et H ∗tri(M,Y ) = H
[
C∗tri(M,Y )
]
. (3.2.10)
Nous savons peu de choses sur l’homologie (ou la cohomologie) M-triangulaire d’un
Ao ⊗B-module X (respectivement un A⊗ Bo-module Y ) quelconque (cf. 3.4.6). Cepen-
dant, si M est A-projectif et Bo-projectif (e.g., M projectif sur A⊗Bo), alors le complexe
C
A,Bo∗ (M) est clairement une résolution A ⊗ Bo-projective de M et nous obtenons des
isomorphismes : H tri∗ (M,X) ∼= TorAo⊗B∗ (M,X) et H ∗tri(M,Y ) ∼= Ext∗A⊗Bo (M,Y ).
Convention. Dans toute la suite de ce texte, la juxtaposition verticale de plusieurs termes
dans des suites exactes signifie que l’on considère la somme directe de ces termes.
3.2.11. Proposition. Nous avons deux suites exactes longues :
· · · →H trin+1(M,X) → TorA
o⊗B
n+1 (M,X) → Hn(A,M ⊗B X)Hn(B,X ⊗A M) →H
tri
n (M,X) → ·· · ,
· · · →Hntri(M,Y ) → H
n(A,HomBo(M,Y ))
Hn(B,HomA(M,Y ))
→ ExtnA⊗Bo(M,Y ) →Hn+1tri (M,Y ) → ·· · .
Dans Section 4.2, nous verrons comment ces suites se simplifient en des isomorphismes
(tels (4.2.6)), si M est supposé A-projectif ou Bo-projectif.
3.2.12. Preuve. Les injections canoniques de A⊗Bo-complexes iA∗ :CA∗ (M) →CA,B
o
∗ (M)
(première colonne du bicomplexe (3.2.7)) et iBo∗ :CB
o
∗ (M) → CA,B
o
∗ (M) (première ligne)
s’assemblent en une injection iA,Bo∗ :CA∗ (M)⊕CBo∗ (M) →CA,B
o
∗ (M). Nous en déduisons
un complexe de A⊗Bo-modules Σ∗(M) = coker(iA,Bo∗ ) : c’est clairement un complexe de
A⊗Bo-modules projectifs, puisque composé de termes A⊗p⊗M⊗B⊗q avec p  1, q  1
et que les K-modules A, M et B sont supposés projectifs. Remarquons que le complexe
coker(iA∗ ) (ainsi que coker iB
o
∗ ) est acyclique d’après la suite exacte
0 →CA∗ (M)+ → CA,B
o
∗ (M)+ → coker
(
iA∗
)→ 0. (3.2.13)
De plus, nous disposons d’une suite exacte courte de complexes :
0 →CBo∗ (M) → coker
(
iA∗
)→Σ∗(M) → 0. (3.2.14)
Cette dernière prouve que Σ∗(M) est un complexe acyclique en degré = 1 et d’homologie
égale à M , i.e., Σ∗(M) est la suspension d’une résolution projective du A⊗Bo-module M .
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iA,X∗ = iA∗ ⊗Ao⊗B 1X, iB
o,X∗ = iB
o
∗ ⊗Ao⊗B 1X et iX∗ =
(
iA,X∗ , iB
o,X
)
(respectivement i∗A,Y = HomA⊗Bo (iA∗ ,1Y ), i∗Bo,Y = HomA⊗Bo(iB
o
∗ ,1Y ) et i∗Y = (i∗A,Y ,
i∗Bo,Y )), nous obtenons une suite exacte courte de complexes
0 → C∗(A,M ⊗B X)
C∗(B,X ⊗A M)
iX∗−→ Ctri∗ (M,X) →Σ∗(M)⊗Ao⊗B X → 0(
respectivement 0 → HomA⊗Bo
(
Σ∗(M),Y
)→ C∗tri(M,Y )
i∗Y−→ C
∗(A,HomBo(M,Y ))
C∗(B,HomA(M,Y ))
→ 0
)
, (3.2.15)
où nous avons utilisé les isomorphismes d’associativité du produit tensoriel :
CA∗ (M)⊗Ao⊗B X = C∗(A,M ⊗B X) et
CB
o
∗ (M)⊗Ao⊗B X = C∗(B,X ⊗A M) (3.2.16)(
respectivement ceux d’adjonction : HomA⊗Bo(CA∗ (M),Y ) = C∗(A,HomBo(M,Y )) et
HomA⊗Bo
(
CB
o
∗ (M),Y
)= C∗(B,HomA(M,Y ))). (3.2.17)
Les suites exactes longues de la proposition sont celles homologiques attachées aux suites
exactes courtes (3.2.15). 
3.3. La résolution triangulaire
Nous supposons toujours que les K-modules A, B et M sont projectifs.
Dans ce paragraphe, nous complétons la surjection (2.1.7) en une résolution T e-
projective de T à l’aide de T -bimodules « élémentaires » :
3.3.1. Proposition 1. Si P est un A-module à gauche projectif et Q est un B-module à
droite projectif, alors les matrices suivantes(
0 M ⊗ P
0 B ⊗P
)
,
(
Q⊗A Q⊗M
0 0
)
et
(
0 P ⊗Q
0 0
)
(3.3.2)
représentent des T -bimodules projectifs.
3.3.3. Preuve. Il s’agit des T -bimodules :
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0 M ⊗Bo
0 B ⊗Bo
)
⊗B P, Q⊗A
(
A⊗Ao A⊗M
0 0
)
et
P ⊗A
(
0 A⊗Bo
0 0
)
⊗B Q,
et nous avons les T -bimodules projectifs (2.1.6). 
Remarquons la décomposition des bimodules CA,B
o
n (M) (n 0) en somme directe :
CA,B
o
n (M) = CAn (M)⊕CB
o
n (M)⊕Σn(M). (3.3.4)
Nous utilisons ceci pour obtenir un complexe de T -bimodules :
3.3.5. Définition. La « résolution triangulaire » de T est le complexe de T-bimodules, noté
Tri∗(T ) =
(
CA∗ C
A,Bo∗ (M)
0 CBo∗
)
, (3.3.6)
avec la différentielle évidente b∗ =
( bA∗ bM∗
0 bBo∗
) (morphisme de T -bimodules).
Le complexe Tri∗(T ) est clairement acyclique en tout degré non nul (d’où le nom de
résolution), d’homologie H(Tri∗T ) = T , et uniquement formé de T -bimodules élémen-
taires : (
CA∗ CA∗ (M)
0 0
)
,
(
0 CBo∗ (M)
0 CBo∗
)
et
(
0 Σ∗(M)
0 0
)
. (3.3.7)
Ainsi, le complexe Tri∗(T ) est une résolution projective du T -bimodule T et nous avons
la proposition suivante (cf. 3.1.4) :
3.3.8. Proposition 2. Le T e-complexe Tri∗(T ) est T e-homotope au bar-complexe de T .
3.4. Le théorème général
Considérons un T -bimodule Λ donné par le diagramme (2.0.1) de la Section 2. Nous
lui associons deux morphismes de K-complexes (cf. 3.2.8) :
C∗(A,M ⊗B X1)
C∗(B,X1 ⊗A M)
λ∗−→
C∗(A,Y1)
Ctri∗ (M,X1)
C∗(B,X2)
et
C∗(A,Y1)
C∗tri(M,Y2)
C∗(B,X2)
λ∗−→ C
∗(A,HomBo(M,Y2))
C∗(B,HomA(M,Y2))
, (3.4.1)
avec les définitions suivantes (cf. notations de la Proposition 1 de la Section 2.3 et
de 3.2.12) :
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(
C∗(A,f1), iA,X1∗ ,0
)
, λ∗|C∗(B,X1⊗AM) =
(
0, iBo,X1∗ ,C∗(B,ϕX)
)
,
λ∗|C∗(A,Y1) =
(
C∗(A, ϕ˜Y ),0
)
, λ∗|C∗tri(M,Y2) =
(
i∗A,Y2, i
∗
Bo,Y2
)
et
λ∗|C∗(B,Y2) =
(
0,C∗(B, f˜2)
)
. (3.4.2)
3.4.3. Définition. On note, respectivement, C˜∗(T ,Λ) et C˜∗(T ,Λ) les complexes cônes
des morphismes de complexes λ∗ (cf. 3.1.2) et λ∗ (cf. 3.1.3).
En fait, nous verrons (cf. 3.4.7) que λ∗ est injectif et λ∗ est surjectif, d’où des isomor-
phismes : H [C˜∗(T ,Λ)] ∼= H [cokerλ∗] et H [C˜∗(T ,Λ)] ∼= H [kerλ∗].
3.4.4. Théorème général. Il existe des Z(T )-équivalences d’homotopies :
C∗(T ,Λ) ∼ C˜∗(T ,Λ) et C∗(T ,Λ) ∼ C˜∗(T ,Λ).
En particulier, nous avons des isomorphismes :
H∗(T ,Λ) ∼= H
[
C˜∗(T ,Λ)
]
et H ∗(T ,Λ) ∼= H [C˜∗(T ,Λ)], (3.4.5)
ainsi que des suites exactes longues :
· · · → H∗+1(T ,Λ) → H∗(A,M ⊗B X1)
H∗(B,X1 ⊗A M)
λ∗−→
H∗(A,Y1)
H tri∗ (M,X1)
H∗(B,X2)
→ H∗(T ,Λ) → ·· · ,
· · · →H ∗(T ,Λ) →
H ∗(A,Y1)
H ∗tri(M,Y2)
H ∗(B,X2)
λ∗−→ H
∗(A,HomBo(M,Y2))
H ∗(B,HomA(M,Y2))
→ H ∗+1(T ,Λ) → ·· · .
3.4.6. Remarque. Les isomorphismes (3.4.5) et les définitions des complexes C˜∗(T ,Λ) et
C˜∗(T ,Λ) montrent que H∗(T ,Λ) ne dépend pas de Y2 [9,13] et que H ∗(T ,Λ) ne dépend
pas de X1 [3,11]. De plus, d’après (3.4.1) et (3.4.2), nous obtenons avec les T -bimodules
Λ1 =
(
M ⊗B X1 0
X1 X1 ⊗A M
)
et Λ2 =
(
HomBo(M,Y2) Y2
0 HomA(M,Y2)
)
les isomorphismes : H tri∗ (M,X1) ∼= H∗(T ,Λ1) et H ∗tri(M,Y2) ∼= H ∗(T ,Λ2). Enfin, choi-
sissant Λ = T (X1 = 0) nous retrouvons (1.2.1).
3.4.7. Preuve du Théorème. Par définition, nous avons :
C∗(T ,Λ) = CT∗ ⊗T e Λ et C∗(T ,Λ) = HomT e
(
CT∗ ,Λ
)
.
Avec la Proposition 2 de la Section 3.3, nous obtenons des Z(T )-équivalences d’homoto-
pies :
C∗(T ,Λ) ∼ Tri∗(T )⊗T e Λ et C∗(T ,Λ) ∼ HomT e
(
Tri∗(T ),Λ
)
.
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vérifie X′1 = 0. De plus, l’application λ′ ⊗Ao⊗B 1X1 (cf. (2.2.7)) est injective : en effet,
Y ′1 = CAn , X′2 = CB
o
n , Y
′
2 = CA,B
o
n (M) et il s’agit de l’application
Cn(A,M ⊗B X1)×Cn(B,X1 ⊗A M) →
(
Cn(A,Y1) Ctrin (M,X1)
0 Cn(B,X2)
)
dont la composante à valeur dans Ctrin (M,X1), à savoir i
A,Bo
n ⊗Ao⊗B 1X1 , est injective
puisque l’injection iA,Bon est scindée sur Ao ⊗ B (cf. 3.2.12). Par ailleurs et de manière
analogue, on montre que l’application HomA⊗Bo(λ′,1Y2) est surjective.
Nous concluons alors avec les Propositions 2 de la Section 2.2 et de la Section 2.3 qui
assurent que nous avons les suites exactes courtes de Z(T )-complexes :
0 → C∗(A,M ⊗B X1)
C∗(B,X1 ⊗A M)
λ∗−→
C∗(A,Y1)
Ctri∗ (M,X1)
C∗(B,X2)
→ Tri∗(T )⊗T e Λ → 0, (3.4.8)
0 → HomT e
(
Tri∗(T ),Λ
)→ C∗(A,Y1)C∗tri(M,Y2)
C∗(B,X2)
λ∗−→ C
∗(A,HomBo(M,Y2))
C∗(B,HomA(M,Y2))
→ 0. (3.4.9)
Pour être complet et conclure en termes non seulement homologiques mais aussi homoto-
piques, il convient de noter (cf. 3.1.2) que les suites exactes de Z(T )-modules (3.4.8) et
(3.4.9) sont scindées. 
4. Applications du théorème général
Dans ce paragraphe, nous reconduisons les notations précédentes pour l’algèbre trian-
gulaire T et un T -bimodule Λ. Nous démontrons d’abord deux corollaires immédiats du
théorème général concernant la suite exacte longue (1.2.4) et les connectants.
4.1. Les suites exactes longues
4.1.1. Corollaire 1. Nous avons deux suites exactes longues
· · · →H∗+1(T ,Λ) → TorAo⊗B∗ (M,X1) → H∗(A,Y1)H∗(B,X2) → H∗(T ,Λ) → ·· · ,
· · · →H ∗(T ,Λ) → H
∗(A,Y1)
H ∗(B,X2)
→ Ext∗A⊗Bo(M,Y2) → H ∗+1(T ,Λ) → ·· · . (4.1.2)
4.1.3. Preuve. D’après (3.4.1), le complexe C∗(A,Y1)⊕C∗(B,X2) est un sous-complexe
de C˜∗(T ,Λ) et C∗(A,Y1)×C∗(B,X2) est un complexe quotient de C˜∗(T ,Λ). Donc, avec
(3.2.15), nous disposons des suites exactes courtes de Z(T )-complexes :
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C∗(B,X2)
→ C˜∗(T ,Λ) → cône∗
(
iX1∗
)→ 0, (4.1.4)
0 → cône∗(i∗Y2)→ C˜∗(T ,Λ) → C∗(A,Y1)C∗(B,X2) → 0. (4.1.5)
Or, nous savons (3.2.12) que Σ∗M = coker(iA,Bo∗ ) est la suspension d’une résolution A⊗
Bo-projective de M et, en conséquence, nous avons des isomorphismes gradués :
H∗
(
coker iX1∗
)∼= H∗[Σ∗M ⊗Ao⊗B X1] ∼= TorAo⊗B∗−1 (M,X1),
H ∗
(
ker i∗Y2
)∼= H ∗[HomA⊗Bo (Σ∗M,Y2)]∼= Ext∗−1A⊗Bo (M,Y2).
Prenant les suites exactes longues homologiques attachées à (4.1.4) et (4.1.5), nous trou-
vons (4.1.2) avec l’aide du théorème général (isomorphismes (3.4.5)). 
Remarquons que la suite exacte courte de T -bimodules déduite de Λ
0 →
(
Y1 0
0 X2
)
→
(
Y1 0
X1 X2
)
→
(
0 0
X1 0
)
→ 0 (4.1.6)(
respectivement 0 →
(
0 Y2
0 0
)
→
(
Y1 Y2
0 X2
)
→
(
Y1 0
0 X2
)
→ 0
)
(4.1.7)
a pour terme central un T -bimodule qui a même homologie (respectivement cohomologie)
de Hochschild que Λ (3.4.6). D’après Section 3.4, il est facile de voir que les suites exactes
longues d’homologie et de cohomologie de Hochschild associées à (4.1.6) et (4.1.7) [3] ont
mêmes termes que celles de 4.1.1. Notons ω∗ et ω∗ les connectants de ces suites exactes.
4.1.8. Corollaire 2. Nous avons des factorisations
ω∗ =
(
H∗(A,f1)
H∗(B,ϕX)
)
◦ ω˜∗ et ω∗ = ω˜∗ ◦
(
H ∗(A, ϕ˜Y )
H ∗(B, f˜2)
)
, (4.1.9)
où les morphismes gradués
ω˜∗ : TorA
o⊗B∗ (M,X1) →H∗(A,M ⊗Bo X1)⊕H∗(B,X1 ⊗A M),
ω˜∗ :H ∗
[
A,HomBo(M,Y2)
]×H ∗[B,HomA(M,Y2)]→ Ext∗A⊗Bo (M,Y2)
ne dépendent, respectivement, que de X1 et que de Y2.
4.1.10. Preuve. Nous avons un morphisme canonique de T -bimodules(
M ⊗B X1 0
X X ⊗ M
)
→
(
Y1 0
X X
)
1 1 A 1 2
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M ⊗B X1 ⊗A M
M⊗ϕX
M ⊗B X2
M ⊗B X1 ⊗A M 1
1
1
M ⊗B X1 ⊗A M
M⊗ϕX
f1⊗M
M ⊗B X1 ⊗A M
f1⊗M
Y1 ⊗A M
Nous en déduisons un diagramme commutatif de T -bimodules, à lignes exactes :
0
(
M ⊗B X1 0
0 X1 ⊗A M
)
( f1 0
0 ϕX
)
(
M ⊗B X1 0
X1 X1 ⊗A M
)
( f1 0
1 ϕX
)
(
0 0
X1 0
)
1
0
0
(
Y1 0
0 X2
) (
Y1 0
X1 X2
) (
0 0
X1 0
)
0
d’où la partie homologique du corollaire, si l’on définit ω˜∗ comme étant le morphisme
connectant associé à la ligne supérieure de ce diagramme.
La factorisation de ω∗ s’obtient de manière identique : ω˜∗ est le morphisme connectant
associé à la ligne inférieure du diagramme suivant :
0
(
0 Y2
0 0
)
1
(
Y1 Y2
0 X2
)
( ϕ˜Y 1
0 f˜2
)
(
Y1 0
0 X2
)
( f1 0
1 ϕX
)
0
0
(
0 Y2
0 0
) (
HomBo (M,Y2) Y2
0 HomA(M,Y2)
) (
HomBo (M,Y2) 0
0 HomA(M,Y2)
)
0

4.2. Cas partiellement projectif
4.2.1. Lemme.
(i) Supposons que M soit projectif sur A et que Y1 = 0. Nous avons des Z(B)-équi-
valences d’homotopie :
C∗(T ,Λ) ∼ cône∗ C∗(B,ϕX) et C∗(T ,Λ) ∼ cône∗ C∗
(
B, f˜2
)
. (4.2.2)
(ii) Si M est projectif sur Bo et X2 = 0, nous avons des Z(A)-équivalences d’homotopie
C∗(T ,Λ) ∼ cône∗ C∗(A,f1) et C∗(T ,Λ) ∼ cône∗ C∗(A, ϕ˜Y ). (4.2.3)
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· · · → H∗+1(T ,Λ) →H∗(B,X1 ⊗A M) ϕX→H∗(B,X2) → H∗(T ,Λ) → ·· · ,
· · · → H ∗(T ,Λ) →H ∗(B,X2) f˜2→H ∗
[
B,HomA(M,Y2)
]→ H ∗+1(T ,Λ) → ·· · .
(4.2.4)
4.2.5. Preuve. Pour l’assertion (i), considérons le morphisme de A ⊗ Bo-complexes
iA∗ :CA∗ (M) → CA,B
o
∗ (M) décrit dans la Preuve 3.2.12 de la Proposition 3.2.11 : nous re-
marquions, à son propos, que le complexe de A ⊗ Bo-modules coker iA∗ est acyclique.
Puisque M est A-projectif et que le complexe coker iA∗ n’est rien d’autre que le com-
plexe total du complexe double (3.2.7) privé de sa première colonne, l’on s’aperçoit que ce
complexe est uniquement constitué de A ⊗ Bo-modules projectifs. Par conséquent, il est
A ⊗ Bo-contractile (3.1.4) et l’injection canonique iA∗ est une A ⊗ Bo-équivalence d’ho-
motopie.
Pour le T -bimodule Λ, nous en déduisons que les morphismes de complexes iA,X1∗ et
i∗A,Y2 sont des équivalences d’homotopie et obtenons des isomorphismes :
H∗(A,M ⊗B X1) ∼= H tri∗ (M,X1) et H ∗tri(M,Y2) ∼= H ∗
(
A,HomBo(M,Y2)
)
. (4.2.6)
Les complexes cônes des morphismes iA,X1∗ et i∗A,Y2 sont, respectivement, un complexe
quotient de C˜∗(T ,Λ) et un sous-complexe de C˜∗(T ,Λ) (cf. (3.4.1) et (3.4.2) ; c’est ici
que l’hypothèse Y1 = 0 sert). Donc, C˜∗(T ,Λ) est Z(T )-homotope au complexe cône du
morphisme C∗(B,ϕX) et C˜∗(T ,Λ) est Z(T )-homotope au complexe cône de C∗(B, f˜2).
Nous concluons avec le théorème général. Pour l’assertion (ii), la démonstration est ana-
logue. 
4.2.7. Théorème principal.
(i) Si M est A-projectif, nous avons, pour tout T -bimodule Λ, deux suites exactes
longues :
· · · → H∗+1(T ,Λ) → H∗+1
[
cône∗ C∗(B,ϕX)
]→ H∗(A,Y1) →H∗(T ,Λ) → ·· · ,
· · · → H ∗(T ,Λ) → H ∗(A,Y1) → H ∗+1
[
cône∗ C∗
(
B, f˜2
)]→H ∗+1(T ,Λ) → ·· · .
(4.2.8)
(ii) Si M est Bo-projectif, nous avons, pour tout T -bimodule Λ, deux suites exactes
longues :
· · · → H∗+1(T ,Λ) → H∗+1
[
cône∗ C∗(A,f1)
]→ H∗(B,X2) →H∗(T ,Λ) → ·· · ,
· · · → H ∗(T ,Λ) → H ∗(B,X2) → H ∗+1
[
cône∗ C∗(A, ϕ˜Y )
]→H ∗+1(T ,Λ) → ·· · .
(4.2.9)
536 B. Bendiffalah, D. Guin / Journal of Algebra 282 (2004) 513–537On remarquera que ces suites sont compatibles avec celles de 4.1.1 d’après l’existence
de diagrammes commutatifs à lignes exactes tels que le suivant :
(
H ∗−1(A,Y1)
H ∗−1(B,X2)
)
π
Ext∗−1A⊗Bo (M,Y2) H ∗(T ,Λ)
1
(
H ∗(A,Y1)
H ∗(B,X2)
)
π
H ∗−1(A,Y1) H ∗[cône∗ C∗(B, f˜2)] H ∗(T ,Λ) H ∗(A,Y1)
où π est la projection canonique.
4.2.10. Preuve. Pour l’assertion (i), on associe à Λ, la suite exacte courte de T -bimodules :
0 →
(
0 Y2
0 X2
)
→
(
Y1 Y2
0 X2
)
→
(
Y1 0
0 0
)
→ 0. (4.2.11)
La cohomologie de Hochschild de T à coefficients dans les T -bimodules de cette suite,
donne une suite exacte longue. Pour le terme central et celui de droite de (4.2.11), nous
trouvons H ∗(T ,Λ) et H ∗(A,Y1), respectivement. Quant à la matrice de gauche, elle ne
comporte pas de composante haut-gauche et on applique le Lemme 4.2.1(i). Nous avons
donc trouvé la seconde suite exacte longue de (4.2.8). La première s’obtient, elle, de ma-
nière identique mais en partant de la suite exacte courte de T -bimodules :
0 →
(
Y1 0
0 0
)
→
(
Y1 0
X1 X2
)
→
(
0 0
X1 X2
)
→ 0.
L’assertion (ii) se démontre pareillement avec la partie (ii) du Lemme 4.2.1, ou, aussi,
en utilisant l’isomorphisme d’algèbres T o ∼= (Bo M0 Ao ).
Les compatibilités avec les suites exactes longues (4.1.2) sont très claires, si l’on consi-
dère (4.1.6) et (4.1.7). 
4.2.12. Pour le T -bimodule Λ = T , d’après 2.1.4 et 2.3.4, on a ϕ˜Y = αM et f˜2 = βM
(1.3.3), et le Théorème 1.3.4 découle alors du Théorème 4.2.7.
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