This paper uses Artificial Neural Network (ANN) models to compute response of structural system subject to Indian earthquakes at Chamoli and Uttarkashi ground motion data. The system is first trained for a single real earthquake data. The trained ANN architecture is then used to simulate earthquakes with various intensities and it was found that the predicted responses given by ANN model are accurate for practical purposes. When the ANN is trained by a part of the ground motion data, it can also identify the responses of the structural system well. In this way the safeness of the structural systems may be predicted in case of future earthquakes without waiting for the earthquake to occur for the lessons.
Introduction
Real earthquake ground motion at a particular building site is very complicated.
The response of a building to an earthquake is dynamic and for a dynamic response, the building is subjected to a vibratory shaking of the base. Exactly how a building responds is complex and depends on the amplitude and frequency of vibration along with the material and design of the building. All buildings have a "natural frequency" associated with them. If strain is placed on to the structure and then let it snap back into equilibrium, it will sway back and forth with an amplitude that decays with time. If the ground shakes with the same frequency as a building's natural frequency, it will cause the amplitude of sway to get larger and larger such that, the ground shaking is in resonance with the building's natural frequency. This produces the most strain on the components of the building and can quickly cause the building to collapse. Powerful technique of Artificial Neural Network (ANN) has been used to model the problem for one storey structure. Among the different types of ANN, the feedforward, multilayer, supervised neural network with error back propagation algorithm, the BPN [1] is the most frequently applied NN model. Dynamic response of a structure to strong earthquake ground motion may be investigated by different methods. The method, that has been used here, is to create a trained black box containing the characteristics of the structure and of the earthquake motion which can predict the dynamic response for any other earthquake for a particular structure.
Artificial Neural Network (ANN) have gradually been established as a powerful soft computing tool in various fields because of their excellent learning capacity and their high tolerance to partially inaccurate data. ANN has, recently been applied to assess damage in structures. Stefano et al. [3] used probabilistic Neural Networks for seismic damage prediction. Many methods viz. [4] - [9] were introduced for response estimation and for structural control. Zhao et al. [10] applied a counter-propagation NN to locate damage in beams and frames. KuZniar and Waszczyszyn [11] simulated the dynamic response for prefabricated building using ANN. Elkordy et al. [12] used a back-propagation neural network with modal shapes in the input layer to detect the simulated damage of structures. Muhammad [13] gives certain ANN applications in concrete structures. Pandey and Barai [14] detected damage in a bridge truss by applying ANN of multilayer perceptron architectures to numerically simulated data. Some studies such as [15] - [17] used artificial neural network for structural damage detection and system identification.
In the present paper, the Chamoli earthquake ground acceleration at Barkot (NE) and Uttarkashi earthquake ground acceleration recorded at Barkot (NE and NW) have been considered based on the authors' previous study [18] . From their ground acceleration the responses are computed using the usual procedure.
Then the ground acceleration and the corresponding response are trained using Artificial Neural Network (ANN) with and without damping. After training the network with one earthquake, the converged weight matrices are stored. In order to show the power of these converged (trained) networks other earthquakes are used as input to predict the direct response of the structure without using any mathematical analysis of the response prediction. Similarly, the various time periods of one earthquake and its corresponding maximum responses are trained. Then the converged weights are used to predict the maximum response directly to the corresponding time period. Various other results related to use of these trained networks are discussed for future / other earthquakes.
Artificial Neural Network
Artificial neural systems are present day machines that have great potential to improve the quality of our life. Advances have been made in applying such systems for problems found difficult for traditional computation. A neural network is a parallel, distributed information processing structure consists of processing elements called neurons, which are interconnected and unidirectional signal channels called connections. The general structure of the network that have been used here is given in Fig.1 . the structure consists of three layers : the input layer, the hidden layer and the output layer. The input layer is made up of one or more neurons or processing elements that collectively represent the information in a particular pattern of a training set. The hidden layer also consists of one or more neurons. Its purpose is simply to transform the information from the input layer to prepare it for the output layer. The output layer, which has one or more neurons, uses input from the hidden layer (which is a transformation of the input layer) to produce an output value for the entire network 
Response Prediction
The basic idea behind the proposed methodology is to predict the structural response of single degree of freedom system i.e. single storey building subject to various earthquake forces. Two cases viz without damping and with damping have been considered for the analysis. The solution of equation (2) Now, the neural network architecture is constructed, taking ground acceleration as input and the response obtained from the above solution is taken as output for each time step. Therefore, the whole network consists of one input layer, one hidden layer with varying nodes and one output layer as shown in Fig.1 . Similarly
for the other problem of time period vs. maximum response the input and output layer contain the time period and the corresponding maximum response respectively at each interval for the particular structure.
Numerical Results and Discussions
For the present study two Indian earthquakes viz. the Chamoli Earthquake (max.
ground acceleration =0.16885 m/sec/sec) at Barkot in NE (north-east) direction shown in Fig.2(a) Initially, the system without damping is studied and for that the ground acceleration of Chamoli earthquake at Barkot (NE) was used to compute the response for single storey structure using usual procedure from Eq. After training ground acceleration and response data for Chamoli earthquake at Barkot (NE) for 10 nodes in hidden layer, the weights are stored and they are used to predict responses for various intensity earthquakes. The plot in Fig. 3(a) shows response comparison between neural and desired for the 80% of Chamoli earthquake at Barkot (NE) for ω=0.01(maximum response=0.135079m/sec/sec).
Similarly, the response comparison for 120% Chamoli earthquake at Barkot (NE) for ω=0.5 (Maximum response=0.20260 m/sec/sec) is shown in Fig 3(b) .
Next, a part of the ground acceleration is used for the training and it will be
shown that the present ANN can predict the whole period of the response using the trained ANN by the part of the data. So, the ground acceleration and is shown in Fig. 6(a) . After training ground acceleration and response data for
Chamoli Earthquake for various nodes in the hidden layer it was confirmed that 10 nodes are again sufficient for the prediction. So, the weights corresponding to 10 hidden nodes are stored and they are used to predict responses for various intensity earthquakes. The response for 50% (ω= 0.68981, damping = 1.58033
and maximum response = 0.00375 m/sec/sec) of the Chamoli Earthquake at Barkot (NE) and its comparison with the desired response are shown in Fig. 6(b) .
Similarly, the response comparison between neural and desired is shown in 
