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Overall — 24.8 11.9 6.1 23.8
Engine Bing 33.3* 20.2 12.8 44.0
  Google 24.3* 6.9 1.9 12.4
Version U.K. 26.6 16.6 9.6 37.3
  U.S. 26.9 16.6 10.4 38.6
Topic
Holocaust
denial 39.6 11.8 8.4 33.2
  Depopulation 32.4 11.7 7.9 30.3
  HAARP 29.9 12.2 5.2 24.9
  Free energysuppression 28.3 12.1 7.6 27.0
  Vaccine­autism 27.6 12.3 6.7 24.8
  Secretsocieties 27.2 16.8 8.1 33.9
  9/11 insidejob 26.9 13.5 10.0 36.5
  UFO coverup 21.9 15.4 7.9 31.7
  Chemtrails 21.5 11.4 8.1 31.2
  Reptilianelite 20.7 9.2 5.6 20.9





18.9 11.7 8.4 35.2
  AIDS­HIV 18.2 7.5 6.1 22.4
  Jewishconspiracy 18.1 11.5 9.6 39.0

















































































































































Academic Blogs News Wikipedia Misc.
Conspiratorial .2 47.5 3.0 .1 1.0 51.8
Debunking .2 6.0 3.4 4.2 .9 26.8
Neutral 3.1 12.8 7.5 3.0 .4 14.7
Related 1.0 .9 .8 .5 .5 3.7
Unrelated 0 1.5 .3 .1 1.1 3.0
Type total 4.5 68.7 15.0 7.9 3.9 —
 
The outcome of this classification is summarized in Table 4. Out of 5,734 Web pages, only 4.5 percent
were classified as academic, while the majority of the results belonged to the blog category (68.7
percent). Overall, 51.8 percent of the results were conspiratorial, while only 26.8 percent were neutral
and 14.7 percent debunking. By observing the relationship between content type and ideological bias,
it appears that the bulk of the content consists of conspiratorial blogs (47.5 percent), and debunking
blogs (12.8 percent). Newspapers perform some debunking (7.5 percent), while Wikipedia pages
provide a substantial part of results (7.9 percent), for the most part neutral or debunking. Two
observations emerge from the analysis: (i) academic results have extremely low visibility; and, (ii)
conspiratorial material is much more visible than debunking or neutral material.
5.1. Conspiracy and polarization indexes
To analyze the representation of each conspiracy theory, two domain­specific indexes were defined
and computed for all cases. This approach is built on the tradition of the study of media bias,
providing tools to study political representations (Entman, 2007), adapted to the context of search
engine results. The conspiracy index (CI) summarizes the ideological bias of a set of results U, as the
difference between the conspiratorial and the debunking results:
 
 
This index ranges from ­1 (all results are openly against the conspiracy theory) to 1 (all results
support the conspiracy theory). 0 indicates either a balance between conspiratorial and debunking
results, or the dominance of neutral results. A complementary index to CI is the polarization index
(PI) of set of results U, defined as the ratio between neutral results and relevant results:
 
 
This index quantifies the ratio between neutral and non­neutral results, ranging between 1 (all results
are openly pro or against the conspiracy theory, i.e., totally polarized) and 0 (all results are neutral,
i.e., non­polarized). Table 5 shows the results of the classification, including the two indexes, grouped
by search engine and conspiracy theory. For each conspiracy theory, it is possible to see the
representation returned by the search engines in terms of ideological bias and content type. These
results show the high variability between the search engines. Overall, Bing (CI=.3) provides more
conspiratorial and less debunking material than Google (CI=.16). By contrast, the weight of neutral
results is comparable (PI≈.84). While Bing and Google return a roughly comparable amount of
academic results (~4­5 percent), blogs (~65­68 percent), and Wikipedia (~10­13 percent), Google
gives considerably more visibility to news content (19.1 percent) than Bing (10.2 percent). As the
ideological bias of most news content is debunking or neutral (see Table 4), this variation accounts for
the difference between the two engines.
 
 Table 5: Overview of results grouped by search engines (Bing and Google) and topics (rest of the table).
CI= conspiracy index; PI=polarization index. The results are order by CI, and weighted by visibility V.
 
These indices enable the quantitative mapping of topic representations along specific dimensions.
When observing the representations of the 15 conspiracy theories, the CI has a striking variability,
ranging from .83 for the depopulation conspiracy to ­.56 for the fake moon landing. The values of the
indexes of the conspiracy theories are also mapped in Figure 4. The scatterplot shows that the
engines portray some conspiracies with many supporting results (CI>.5), providing limited debunking
or neutral viewpoints. Extreme conspiracy theories involving alien species and global elites tend to fall
in this area (depopulation, HAARP, reptilian elite, and UFOs), suggesting low debunking efforts. The
chemtrail conspiracy appears less biased (CI=.18), and is more polarized, having no neutral results
(PI=1). Secret societies, 9/11 as inside job fall in the same region (CI ∈ [.2,.5]). More balanced
representations are found for the JFK and Jewish conspiracies (CI≈.03).
Other conspiracies, in the left­hand side of the figure with negative CI, are portrayed primarily
through debunking results. Medical conspiracies (AIDS­ and vaccine­related) have CI≈­.2. The fake
moon landing and Holocaust denialism are the most debunked (CI<­.37), indicating a systematic
effort by highly visible online data sources. The variability of the polarization index (PI) is lower than
that of CI, falling in range .5 and 1. Most conspiracy theories exhibit very strong polarization (PI>.7),
indicating that these topics tend to be represented either in a positive or negative light, with relatively
few results portraying them in a balanced way. HAARP, depopulation and chemtrail conspiracies, all
thematically related, obtain totally polarized results (PI>.95). A notable exception to this general
trend is the JFK­related conspiracies, which obtains a relatively low PI=.53, because of an
extraordinarily high proportion of neutral results (46.3 percent).
 
 Figure 4: Conspiracy index (CI) w.r.t. polarization index (PI). As no results had PI<.5, the axis limits are
[.5,1]. Each dot represents a conspiracy theory.
 
5.2.Dominant Web sites
After having analyzed the search results grouped by search engine and conspiracy theory, the stable
results extracted through the presented methodology can be used to identify the Web sites that
dominate the results. In many cases, material originating from the same Web sites was returned for
different conspiracy theories. Hence, it is useful to observe the most visible Web sites across the
dataset, rather than in any specific query or topic. The domain was extracted from each of the 5,734
URLs, and a cumulative visibility measure V, and the number of topics covered by the Web site was
computed. For example, the aggregation of all URLs from the conspiratorial site beforeitsnews.com
obtained V=37.6, covering eight of the 15 topics, for a CI=1 and PI=1.
This analysis resulted in 972 unique Web sites, in which the most visible sites are en.wikipedia.org
(V=350.5), youtube.com (189.4), rationalwiki.org (70), rense.com (51.2), and time.com (47.8). The
distribution of the cumulative visibility V reflects closely the scale­free nature of online content: the
top 20 percent of domains are the source of 79 percent of the content, suggesting a Pareto
distribution. Table 6 shows the top 15 sites grouped by ideological bias (conspiratorial, neutral, and
debunking). These sites are therefore the most likely to be clicked, and provide the core content
returned by search engines.
 
 Table 6: Top 15 conspiratorial, neutral, and debunking Web sites in the whole dataset, with cumulative
visibility index V and number of topics T (out of 15).
 
 
6. Findings from the case study
The methodology described in this article provides an empirical tool to investigate new hypotheses in
the area of search engine media research. In the selected case study, 15 popular conspiracy theories
were investigated. The findings of this study are summarized as follows.
Scarcity of academic sources. A striking finding is the lack of academic
sources in the search results. Only 4.5 percent of results come from a
reputable source, while almost 70 percent of the content originates
from Web 2.0 platforms. Substantially more academic sources are
returned in the case of vaccine­related conspiracies (19.8 percent),
and of Holocaust revisionism (16.8 percent). Debunking is performed
mainly by blogs (48 percent of debunking material) and news (28
percent).
Ideological diversity and relativism. Search engines are often accused
of reinforcing mainstream positions (e.g., Vaidhyanathan, 2011) and of
suppressing controversies (Gerhart, 2004). The results of this study
show that, in the case of conspiracy theories, search engines return a
combination of pro­ and anti­conspiracy material. Nine conspiracy
theories out of 15 obtained primarily conspiratorial material (CI>.15),
while the fake moon landing, Holocaust denialism, and medical
conspiracies (AIDS­ and vaccine­related) appear predominantly
debunked in the results (CI<­.15). Only two conspiracies (JFK­related
and Jewish conspiracies) present balanced results (CI≈0). Overall, the
search engines returned material that was biased in favor of
conspiracy theories (CI=.22) and highly polarized (PI=.84). Based on
these results, it seems that fringe and non­mainstream views are
heavily represented by search engines, displaying high variability in
the type of content and ideological leaning for different topics. These
results indicate that the search engines offer ideologically diverse
viewpoints, to the point of epitomizing post­modern relativism,
“flattening truth” in a homogenous collection of links (Kata, 2012). No
evidence was found of suppression of controversies. Given the high
visibility of conspiratorial blogs (47.5 percent of all content), it seems
hard to argue that search engines reinforce and perpetuate
mainstream views. Even in highly sensitive contexts (Holocaust and
vaccine related conspiracies), blogs on free Web 2.0 platforms are
more visible than well­funded, respected academic sources.
Search engines as mirror of society. In the interplay between search
engines and cultural processes, it is plausible to interpret search
results as a biased, imperfect, and yet useful mirror of society,
highlighting the differences between conspiracy theories. The
conspiracy and polarization index can inform hypotheses about
underlying cultural and political mediated conversations. The results
indicate that UFO­related and depopulation conspiracies do not elicit
extensive debunking, and are expressed primarily on self­referential
blogs and forums. By contrast, global warming denialism is heavily
present in mainstream news media such as Fox News and Forbes (25.5
percent), resulting in very high CI (.58). Conspiracy theories triggering
some degree of public outrage, such as the fake moon landing,
Holocaust denialism, and anti­vaccine narratives have resulted in wide
debunking efforts by scientific and medical communities, reflected in
the search engine results.
 
7. Conclusion
This paper presented a methodology to study the representation of topics in popular search engines,
extracting stable, highly visible results from a large number of volatile search results. Treating search
engine results as editorial products, the proposed technique reduces spatio­temporal bias in the
results. The methodology is applied to a set of conspiracy theories, observing their representations in
Google and Bing in terms of content type and ideological bias. Given the increasing influence of search
engines and their gatekeeping role in the circulation of information, conspiracy theories constitute an
ideal arena to study the impact of search technologies on opinion formation and on broader political,
cultural, and social matters.
Two indexes — conspiracy (CI) and polarization index (PI) — were used to extract patterns from the
data, showing the general trends as well as detailed aspects of the representations. Based on a
dataset of 5,734 URLs returned by Bing and Google, the analysis revealed underlying features of
these representations, illustrating the new possibilities enabled by the proposed methodology. For
instance, the results indicate that, far from suppressing minority views, search engines such as
Google and Bing give easy access to diverse viewpoints, including fringe beliefs.
The study of search engines as editorial products can provide insights about a wide variety of social,
political, and cultural phenomena, such as filter bubbles and extremism (O’Callaghan, et al., 2013),
and possible solutions, such as search engine regulations (Grimmelmann, 2013), and technological
approaches to measure the credibility of online material (Lewandowski, 2012). Further research on
search engines’ cultural and social impacts can benefit from the availability of heterogeneous content
made visible by such unobtrusive and yet hegemonic search technologies. 
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Notes
1. Grimmelmann, 2010, p. 436.
2. Grimmelmann, 2013, p. 29.
3. Kata, 2012, p. 3,780.
4. http://www.comscore.com/Insights/Press­Releases/2014/4/comScore­Releases­March­2014­U.S.­
Search­Engine­Rankings, accessed 2 November 2014.
5. http://theeword.co.uk/info/search_engine_market.html, accessed 2 November 2014.
6. http://www.google.com, accessed 2 November 2014.
7. http://www.bing.com, accessed 2 November 2014.
8. Google Trends analyzes a percentage of Google Web searches to determine how many searches
have been done for the terms you’ve entered compared to the total number of Google searches done
during that time. See http://www.google.com/trends, accessed 2 November 2014.
9. http://www.torproject.org, accessed 2 November 2014.
10. It is important to note that the distribution of machines in the Tor network is not genuinely
random, but it nonetheless greatly reduces the spatial bias in the results, providing a wide range of IP
addresses instead of one.
11. See, for example, http://chitika.com/google­positioning­value, accessed 2 November 2014.
12. See the parodies of conspiracy theories at http://www.revisionism.nl, accessed 2 November 2014.
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