An alternative proof of Painlevé's theorem by Němec, Jan
Applications of Mathematics
Jan Němec
An alternative proof of Painlevé’s theorem
Applications of Mathematics, Vol. 45 (2000), No. 4, 291–299
Persistent URL: http://dml.cz/dmlcz/134440
Terms of use:
© Institute of Mathematics AS CR, 2000
Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.
This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz
45 (2000) APPLICATIONS OF MATHEMATICS No. 4, 291–299
AN ALTERNATIVE PROOF OF PAINLEVÉ’S THEOREM*
Jan Němec, Praha
(Received October 20, 1998)
Abstract. In this article we show some aspects of analytical and numerical solution
of the n-body problem, which arises from the classical Newtonian model for gravitation
attraction. We prove the non-existence of stationary solutions and give an alternative proof
for Painlevé’s theorem.
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The gravitation model, suggested by Isaac Newton, describes the behaviour of
mass points which attract each other only by gravitational forces. The mathemati-
cal formulation is given by 3n ordinary differential equations in the three-dimensional
space with some initial conditions. The equations (which are derived in many pub-
lications, cf. [1], [8] and [4]) are
(1) üi(t) = fi
(









, i = 1, . . . , n.
We keep the following notation:
– bold symbol: vector function, variable or constant,
– italic symbol : scalar function, variable or constant,
– Ω ⊂ 3n : Ω = {(u1,u2, . . . ,un) ; ui ∈ 3 ,ui = uj , i = j} open set,
– Γ ⊂ : open interval,
– n > 1: number of bodies,
–  
.
= 6.67·10−11kg−1m3s−2: gravitational constant,
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– ui(t): position of the i-th body at time t,
– mi: mass of the i-th body,
– ‖u‖ =
√
1u2 + 2u2 + 3u2: the Euclidean norm for u = (1u, 2u, 3u) ∈ 3
– ‖u‖ = ∑
i=1,...,n
‖ui‖: for u = (u1, . . . ,un) ∈ 3n .
First of all we have to say that this model contains several simplifications of the re-
ality. The first simplification is neglecting finite velocity of the information spread. It
is clear from equation (1) that any information about masses and position is available
immediately in the whole space, which means that the velocity of the information
spread is infinite. To avoid this simplification we would have to consider delay dif-
ferential equations, but for these equations there are problems with the existence
and uniqueness of the solution. Some numerical experience with a model considering
delay is given in [6]. Another simplification against the theory of relativity is the
independence of mass on velocity. This simplification is not so serious, because in the
usual situations the mutual velocities are small with respect to the light speed. And
finally we consider only a mass point instead of a body. This simplification is correct
for a spherically homogeneous body. Of course, this is not true for real planets, stars
and other objects computed, but the difference from reality is small, too. Now we
explore equations (1) from a mathematical point of view. This is a set of ordinary
differential equations of the second order. We can use many results from literature
given for this class of equations. The most important thing is as usual the existence
and uniqueness of the solution. To obtain these assertions we will use a well-known
theorem.
Theorem 1. Let a function f : Ω → 3n be locally Lipschitz continuous. Then
for each u0 ∈ Ω, v0 ∈ 3n there exist a unique Γ ⊂  and a function u ∈ C(Γ,Ω)
which solves equations (1), where Γ is an open set (finite or infinite), 0 ∈ Γ, and u
satisfies the initial conditions u(0) = u0, u̇(0) = v0.
  is found in almost every book on ordinary differential equations, cf. [7],
p. 200–204, or [10]. 
To use this theorem, we have to prove that the function f(u) =
(
f1(u), . . . , fn(u)
)
in (1) is locally Lipschitz continuous on Ω. From formula (1) we see that the function
f(u) is well-defined on Ω. Moreover, the partial derivatives of f(u) with respect
to each variable exist and are continuous. Now we can use the next theorem.
Theorem 2. Let f : Ω → 3n , let ∂f/∂iu exist for each i = 1, . . . , 3n, and let
these derivatives be continuous. Then f is locally Lipschitz continuous.
 . [7], p. 210. 
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The above two theorems establish the existence and uniqueness of the solution.
The next important question is the dependence of a solution on the initial conditions
and the right-hand side. This is important mainly in practical computations, because
the initial conditions are usually obtained from measuring or experiment, which
include some observation error. For this reason we need continuous dependence
on the initial conditions at least. A similar situation is with the dependence on
perturbations of the right-hand side, because we consider an isolated system, which
means we neglect the influence of distant space bodies and other non-gravitational
forces (light pressure, electromagnetic forces etc.). The following theorem solves this
situation.
Theorem 3. Let the assumptions of Theorems 1, 2 be satisfied and let f(u, ε) :









for every t ∈ Γ and j = 1, . . . , 3n, where the symbol u(t,u0,v0, ε) stands for the
solution u(t) satisfying the initial conditions u(0) = u0, u̇(0) = v0 and the ordinary
differential equation (1) with the right-hand side f(u, ε).
 . [7], p. 243. 
Now we present theorems considering autonomous differential equations and their
application to our system.
Theorem 4. Let u(t) solve equation (1) on an interval (a, b). Then the function
v(t) = u(t− d) is a solution of equation (1) on the interval (a+ d, b+ d).
 . We can easily differentiate the function v(t) with respect to t. 
Theorem 5. Only one trajectory of the solution passes through each point of
the set {(u,v); u ∈ Ω, v ∈ 3n}.
 . [3], p. 257. 
We have to point out that the term trajectory is considered in the sense of the
phase space of positions and velocities and hence this theorem does not eliminate the
possibility of intersection of trajectories (in the natural sense), provided the velocities
are different in the common point.
Theorem 6. Let u(t) solve equation (1). Then one of the following situations
arises:
(i) Constant solution: u(t) = u0, f(u0) = 0 (later we shall see that this situation
cannot occur in our problem for n > 1).
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(ii) Periodical solution: Non-constant solution and there exist t1, t2, t1 = t2 for
which u(t1) = u(t2) and also u̇(t1) = u̇(t2). In this case the solution exists
on the whole real axis.
(iii) Non-periodical solution: For all t1, t2, t1 = t2, either u(t1) = u(t2) or u̇(t1) =
u̇(t2). This is the only case, which can include collisions.
 . [3], p. 258. 
Now we exclude case (i) from the previous theorem.
Theorem 7. There exists no constant solution for the n-body problem (n > 1).
 . The proof will be given by way of contradiction. We assume that there
exists u ∈ Ω such that f(u) = 0. We can suppose without loss of generality that
‖u1‖ = max
j=1,...,n
‖uj‖. Otherwise we can always change the numeration. Next we
assume that u1 = (1u1, 2u1, 3u1) = (‖u1‖, 0, 0). If this is not satisfied, we rotate the
axes. Now we can compute the first component of the vector function f ,







From our assumption 1u1 = ‖u1‖ = max
j=1,...,n
‖uj‖ we obtain 1uj − 1u1  0. However
for the equality we have u1 = uj and this cannot be true because u ∈ Ω. This
implies that all the terms on the right-hand-side of formula (2) are less than zero
and consequently the whole right-hand side is less than zero. This contradicts our
assumption that f(u) = 0 and the theorem is proved. 
From Theorem 1 we find that the solution exists on an open interval Γ ∈  so
that the following situations can occur:
(a) Γ = (−∞,∞),
(b) Γ = (−∞, β); β ∈ ,
(c) Γ = (α,∞); α ∈ ,
(d) Γ = (α, β); α, β ∈ .
Let us consider the situation when the interval Γ is bounded from at least one
side, that means situations (b), (c), (d). From equation (1) we see that this situation
may occur when the bodies collide. The question is whether all solutions on bounded
intervals are terminated by collisions. An incomplete answer to this question is given
by the next theorem. (We will deal with an interval bounded from the right-hand
side, that means cases (b) and (d). The left-hand-side bounded intervals could be
investigated in the same way.)
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Theorem 8 (Painlevé). Let α ∈  ∪ {−∞}, β ∈  and let u(t) : (α, β) → Ω be





‖ui(t)− uj(t)‖ = 0.
In the first place we should point out that (3) is weaker than the following asser-
tion (4) which means a real collision:
(4) ∃i, j : i = j, lim
t→β−
‖ui(t)− uj(t)‖ = 0.
. Here we introduce two proofs of Theorem 8. The first is commonly
used and is given for example in [8]. The present proof has arisen from strengthening
Theorem 1. In literature the existence of an interval Γ on which we have a unique
solution is proved, and moreover, the minimal length of the interval Γ is estimated.




‖ui(0)− uj(0)‖, ‖f(0)‖1. From definition
(1) of the function f(u(t)) it is clear that ‖f(0)‖ can be estimated by (from (1) using
the triangle inequality)





where q is a constant depending on masses of bodies, but not on their positions and
velocities. In the next theorem we estimate max
i
‖u̇i(0)‖ similarly by some constant
depending on min
i=j
‖ui(0)− uj(0)‖ which together gives us that the minimum length
of the interval Γ depends only on min
i=j
‖ui(0)− uj(0)‖. And that is what we wanted
to prove: if the interval Γ is bounded then (3) holds.
By the energy conservation law (cf. [1] or [8]) the total energy of the n-body
problem is constant.
Theorem 9. Let E ∈  be the total energy of the n-body system and let for a







1We mean the length of interval containing the point zero. This restriction can be made

















where m = min
j=1,...,n
mj .












The second term on the right-hand side can be estimated using (6) and we move this























The required inequality can be obtained after dividing both sides of the inequality (9)
by 12m and extracting the roots. 
At this moment it is possible to say that according to Remark following Theorem 8,
Painlevé’s theorem is proved.
In the next part we present another, a more natural proof (from the author’s point
of view). This proof is based on the theorem on a compact set.
Theorem 10 (on a compact set). Let a set Λ ⊂ Ω be compact, α ∈  ∪ {−∞},
β, B ∈  and let u : (α, β) → Ω be the maximal solution of problem (1). Then there
exists β1 ∈ (α, β) such that u(t) /∈ Λ or max
j=1,...,n
‖u̇(t)‖ > B for all t ∈ (β1, β).
 . [7], p. 216. 
Theorem 11. Let α ∈ ∪{−∞}, β ∈  and let u : (α, β) → Ω be the maximal
solution of problem (1). Then there exists a sequence {ti}∞i=1, lim
i→∞
ti = β−, ti < β
for all i = 1, 2, . . . , and there exist j, k ∈ {1, . . . , n}, j = k, such that
(10) lim
i→∞
‖uj(ti)− uk(ti)‖ = 0.
 . The proof makes use of the previous theorem. We know that for all
Λi = {u : ‖uk‖  i, ‖uj − uk‖  1i ∀k, j = 1, . . . , n, k = j} there exists βi such that
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for all t ∈ (βi, β) we have u(t) /∈ Λi or max
j=1,...,n
‖u̇i(t)‖ > i (the sets Λi are closed and
bounded which implies that they are compact and for B in Theorem 10 we take i).









‖uk(ti)− uj(ti)‖ = 0.
Consequently, we prove that (y) and (yy) imply (yyy) and that is the assertion of
the theorem. So let the case (y) be true. Because the function u has two continuous
derivatives, we can estimate
(11) ‖uk(ti)‖  ‖uk(α̃)‖ + (ti − α̃) sup
t∈(α̃,ti)
‖u̇k(t)‖.
(If α ∈  then α̃ = α. Otherwise α̃ is an arbitrary sufficiently small real number.)
From this estimation we get the existence of a subsequence {si} which satisfies (yy),
since the term on the left-hand side tends to infinity for i −→ ∞, the first term on
the right-hand side is bounded, and since (ti− α̃) tends to zero. Hence, the last term
has to be infinity. In the sequel we denote this subsequence again by {ti}. A similar
procedure is used for the proof of the second implication:















‖uk(ti)− uj(ti)‖ = 0
holds (using the same considerations like after (11)). However, there is a finite
number of bodies and so we can find at least one pair which has property (yyy). 
  	Painlevé’s theorem). Now we have all auxiliary assertions to be able
to give an easy and straightforward proof of Painlevé’s theorem. The proof will be
given by way of contradiction. Let there exist ε > 0 such that for all δ > 0 there is
t̃ ∈ (β − δ, β) for which
(13) min
i=j
‖ui(t̃)− uj(t̃)‖  ε.









The existence of η is ensured by Theorem 11 and the continuity of the function u.
Moreover, it is clear that η < δ. Now we obtain the inequality
ε
2
= ‖uj̃(t̃+ η)− uk̃(t̃+ η)‖(15)



















 2ηD < 2δD = ε
4
,
which is impossible and hence the theorem is proved. 
Now let us go back to our question whether the end of any interval means a
collision. The answer for n  3 is yes due to Painlevé (the proof is based on the
triangle inequality). For n  5 the answer is no and this result is described in [11].
For n = 4 this problem is still open.
From Theorems 1 and 3 it is clear that our problem is well-defined on some interval
and can be correctly solved by numerical methods. Problems arising in numerical
solution are described in details in [5] and [9]. The most common methods for solving
this problem are the Runge–Kutta methods and their modifications for second order
differential equations. In [9] special methods are given, which keep constant energy
and momentum.
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