Abstract: A comprehensive three-dimensional~3D! microanalysis procedure using a combined scanning electron microscope~SEM!/focused ion beam~FIB! system equipped with an energy-dispersive X-ray spectrometer~EDS! has been developed. The FIB system was used first to prepare a site-specific region for X-ray microanalysis followed by the acquisition of an electron-beam generated X-ray spectral image. A small section of material was then removed by the FIB, followed by the acquisition of another X-ray spectral image. This serial sectioning procedure was repeated 10-12 times to sample a volume of material. The series of two-spatialdimension spectral images were then concatenated into a single data set consisting of a series of volume elements or voxels each with an entire X-ray spectrum. This four-dimensional~three real space and one spectral dimension! spectral image was then comprehensively analyzed with Sandia's automated X-ray spectral image analysis software. This technique was applied to a simple Cu-Ag eutectic and a more complicated localized corrosion study where the powerful site-specific comprehensive analysis capability of tomographic spectral imaging~TSI! combined with multivariate statistical analysis is demonstrated.
INTRODUCTION
Chemical analysis is typically performed at points, lines, or over areas in images. This would include single-spectrum acquisitions, line profiles~or spectrum lines!, chemical maps Cosslett & Duncumb, 1956!, or spectral images~an image where each pixel contains an entire spectrum!~Legge & Hammond, 1979!. Recently, however, interest has been growing in extending microanalysis to the third spatial dimension through three-dimensional~3D! atom probe techniques see, e.g., references in Miller, 1997 ! or various direct tomographic~Patkin & Morrison, 1982 Rüdenauer, 1982 Rüdenauer, , 1993 Sharonov et al., 1994; Marschallinger, 1998; Saadi et al., 1998; Dunn & Hull, 1999; Takanashi et al., 2000; Hull et al., 2001; Dunn et al., 2002; Vekemans et al., 2004 ! or computed tomographic approaches~Schofield & Lefevre, 1992 Schofield, 1995; Möbus & Inkson, 2001; Midgley & Weyland, 2003; Möbus et al., 2003 !. Each of the techniques referenced above has a combination of useful analytical signal, specimen preparation requirements/limitations, and relevant resolution/total volume sampled as well as various degrees of experimental and computational complexity. Table 1 shows some of the direct tomographic methods and their relevant resolutions. With the exception of atomprobe techniques, in which each atom from the specimen is, in principle, identified, and the more recent 3D confocal X-ray fluorescence analysis~Vekemans et al., 2004!, only rudimentary acquisition and analysis techniques were applied. For example, elemental maps~spectroscopic images! were acquired from known elements and then rendered in 3D images~Marschallinger, 1998!. Spectral imaging approaches~full spectra from each spatial element! have traditionally been limited to smaller numbers of spectra and covering lines or areas. This was due primarily to the lack of the ability to acquire the data in three dimensions or the lack of computational ability to analyze the data~e.g., reconstruct spectra from points/regions, map chemical signals, or perform more sophisticated data analyses!. In actuality, methods for the acquisition of extremely large spectral images are commercially available and their comprehensive and unbiased analysis, based on multivariate statistical analysis~MSA!, has been developed~Kotula & Kotula et al., 2003a ! including for 3D spectral images~Kotula et al., 2003b In contrast, the method described by Vekemans~Vekemans et al., 2004 ! for the analysis of 3D confocal micro X-ray fluorescence spectral images presumes all of the peak shapes are known a priori so that the problem can be reduced from thousands of variables~chan-nels! to 10 or fewer variables~now elements! prior to multivariate statistical analysis~principal components analysis! and clustering~k-means!.
In this work, we demonstrate an analytical geometry for tomographic or three-spatial-dimension spectral imaging using a combined focused ion beam~FIB!/scanning electron microscope~SEM!-energy-dispersive X-ray spectrometer~EDS! system with the FIB for serial sectioning and the SEM-EDS for X-ray spectral imaging. We further demonstrate the use of MSA methods for rapid and comprehensive analysis of the very large resultant fourdimensional~4D! data sets. The techniques described herein are more generally applicable to other tomographic methods e.g., metallography, microtomy, tilt-series reconstructions, etc.! as well other analytical techniques~e.g., time-of-flight secondary-ion mass spectrometry~TOF-SIMS!, X-ray photoelectron spectroscopy~XPS!, X-ray fluorescence~XRF!, particle-induced X-ray emission~PIXE!, etc.! where tomographic spectral imaging~TSI! data is or could be acquired, and peak identities, shapes~including families of peaks!, positions, and relative intensities may not be known a priori.
MATERIALS AND METHODS
The method used here for sectioning the specimen is similar to that described by Sakamoto et al.~1998! and Dunn and Hull~1999!. Serial sectioning was performed with a FEI DB-235, FIB/SEM, equipped with an ultrathin window EDS controlled by a Thermo NORAN Vantage Digital Imaging with Spectral Imaging system. The ion column is cofocal with the field emission SEM and at an angle of 528 with respect to the same. The EDS has a take-off angle of 358 and is at a 458 azimuthal angle with respect to the plane of the ion and electron columns. For the serial sectioning, the sample, initially untilted with respect to the electron beam, is tilted 528 toward the ion column. The ion beam is then normal to the sample surface. It is possible to use other geometries, but the one used facilitated FIB-cut to FIB-cut alignment as will be described below. It is possible then, to cut a cross section with the FIB, image the same surface with the SEM, and detect the resultant X rays with the EDS, all without tilting the specimen.
Prior to FIB cutting, a protective layer of Pt is deposited, over the surface to be cut, with the DB-235's ion-beamassisted deposition capability. This overlayer serves as a sacrificial layer to prevent milling/Ga implantation of the surface so the original sample surface is preserved, and this overlayer can be used as a fiducial alignment reference. Additionally, two fiducial markers are milled into the surface with the FIB: one parallel to the analysis surface set back several microns beyond anticipated milling and one perpendicular to the first that acts as a lateral alignment reference. In later experiments, a pattern was milled into the sample surface with spacings of 0.5 mm perpendicular to the milling direction. This made measurements of the amount of material removed for each slice unnecessary. To image the initial analysis surface with electrons, however, a FIB stair-step cut is made, shallow away from the analysis surface and deeper near to it. Additionally, another FIB stair-step cut is cut at right angles with respect to the first, on the side of the analysis surface toward the EDS. This ensures that there is no shadowing of the analysis surface with respect to the EDS by any intervening specimen. The analytical geometry as seen from the point of view of the EDS is shown in the secondary-electron image of the analysis surface in Figure 1a and schematically in Figure 1b .
A 50-mm-wide analysis surface was milled of which ;33 mm were analyzed via X-ray spectral imaging. Approximately 1 mm of material was removed from the sample for each slice, exposing a new analysis surface, with a 5-nA ion beam of approximately 50 nm diameter. The specific amount of material removed was measured with an ion-beam image of the specimen surface, making reference to the fiducial markers. Electron-beam image shifting, using the fiducial mark perpendicular to the analysis surface as well the original specimen's surface, was used to realign the analysis region for successive X-ray spectral image acquisitions. For the initial trenching, a relatively large high-current ion beam was used, whereas finer cuts, made prior to the first and subsequent spectral image acquisitions, are made with a much smaller and therefore lower-current ion beam, resulting in a smoother analysis surface. It should be noted here that the ion imaging step, for fiducial marker measurement, Tomographic Spectral Imaging 37 results in a small amount of sputtered material on the analysis surface. This was experimentally found to eliminate charging during electron imaging of nonconducting surfaces.
X-ray spectral images, 128 by 128 pixels by 512 or 1024 channels were acquired from each slice at electron-beam excitations of 5 and 10 kV, respectively. For spectral image acquisition, the electron column was operated at 3000ϫ magnification, resulting in a lateral field of view in the spectral images of 40 mm~300 nm/pixel! and a vertical field of view of 51 mm~400 nm/pixel!. The vertical field of view is larger than the lateral field of view due to the specimen tilt of 528 of the electron beam with respect to the plane of the analysis surface. Of that available vertical field of view, however, only about 28 mm were utilized, as the rest were either foreground or background, out of the plane of analysis. The reduction was made off-line, after the data were acquired and analyzed, by truncating groups of voxels away from the analysis surface. For the first cuts, the stair-step trench was shallower than for subsequent cuts, so that more of the analysis surface was visible to the electron beam as the acquisition went on. This resulted in a tapering of the volume sampled by this technique. For the two examples presented in this article, 10-12 slices were made with approximately 1 mm being removed per slice. Given the excitation volumes expected, in the materials analyzed, the information in the z direction was most likely undersampled whereas that in the x and y directions was for the most part oversampled. These dimensions could be increased at the expense of the additional time needed to mill the analysis surface.
The TSI resulting from the above procedure was then analyzed using the approach previously described~Keenan & Kotula, , 2004b Kotula et al., 2003a ! but will be briefly described here. The tomographic spectral image is shown schematically in Figure 2 as a series of spectra, each from a voxel sampling a volume of material. The goal of the MSA is to factor this raw spectral image, which can consist of tens of thousands to millions of spectra, into a more compact and readily interpreted form. The equation being solved is
where D is the raw X-ray spectral image data matrix unfolded as m voxels by n channels, C is a matrix of abundances of the components~m voxels by p components! or the component images~suitably refolded!, S is a matrix of component spectral shapes~n channels by p components!, and the superscript T denotes the matrix transpose. The determination of the number of components, p, to retain for the linear model will be described below. The process of generating spectral images from the serial sections and unfolding the data from all the slices into the matrix D is shown schematically in Figure 3 . There is no fundamental difference, as far as the algorithms are concerned, with respect to the dimensionality of the data. The data could be a series of point analyses from different specimens and therefore have no point-to-point spatial correlation. The data could also be a one-dimensional spectral line, twodimensional spectral image~2D!, 3D tomographic spectral image, time resolved series of spectra, and so forth, and the underlying data analysis algorithms are no different. The only difference is how the output matrix C is displayed.
The first step in the MSA calculation is to normalize the raw data for Poisson statistics~Keenan & Kotula, 2004a!. If this is not done, large variations in the raw data, due to noise, are fit by the algorithms at the expense of smaller, but chemically significant, spectral features. That is, in the absence of Poisson weighting, it is more profitable in a leastsquares sense to fit large magnitude differences due to noise in high-intensity channels rather than smaller but chemically significant signals. Next, an eigenanalysis is performed on the weighted data to determine the number of significant factors p to retain in the calculation. A semi-log plot of the sorted eigenvalues consists of a baseline of eigenvalues straight line on the semi-log plot! that describes noise and typically, several eigenvalues that rise above the noise baseline, thus describing non-noise signals in the data. These non-noise signals are typically chemical in nature but may also describe artifacts in the data. The number of non-noise eigenvalues is p, the number of linearly independent components that will be used to model the raw data in the model described in equation~1!. The choice of the correct number of components to retain, p, is automatically made by fitting a straight line to a range of the eigenvalues that describes noise. If an eigenvalue sits above the extrapolation of this line by a sufficient amount, it is deemed significant, and that value sets the cutoff point below which all components describe noise. The solution will then be the most compact possible given the rank-one approximation to the noise~Keenan & Kotula, 2004a!, describing the most chemical information in the fewest chemical components, in a computationally inexpensive and routine way.
After weighting the data and determining the correct number of components or factors to retain in the model, the next step is multivariate curve resolution implemented via an alternating least squares approach~MCR-ALS!~Tauler & de Juan, 2002; , 2004b !. MCR-ALS is a constrained factor analysis approach where equation~1! is solved in an iterative fashion. After making an initial estimate of either C or S, conditional estimates of C and S are obtained, alternately, given the preceding estimates of the complementary factors. This process continues until a convergence criterion is met. All estimates are made using least squares procedures and are subject to physically appropriate constraints. In the present case, an initial guess for S is derived from the eigenvectors above, and the spectral shapes S and concentrations C are constrained to be nonnegative. Following the application of MCR-ALS the resultant C and S matrices are inversely scaled back into the space of real spectra and abundances. The result is a parsimonious representation of the data that uses the smallest possible number of chemical components needed to completely describe the chemical information in the data in a physically realistic and readily interpretable way. The calculations were performed with an optimized Cϩϩ code implemented on Windows TM -based personal computers with Intel TM processors~Keenan & Kotula, , 2004b !. The data sets from the Cu-Ag eutectic and localized corrosion specimens consisted of 10 slices each with 128 by 128 pixels by 1024 and 512 energy channels, or approximately 168 million~671 Mbytes! and 84 million~335 Mbytes! data elements, respectively. On a dual 2.4-GHz Pentium IV Xeon computer equipped with 2 Gbytes of RAM, the analysis of the localized corrosion TSI took 51 s and required only 435 Mbytes maximum of system memory. On a somewhat limited laptop~Single 1.1 GHz Pentium III, with 512 Mbytes RAM!, the same analysis took 192 s and would have 
RESULTS

Cu-Ag Braze Joint
The first example of a TSI analyzed with the MSA procedure described above was from a Cu-Ag braze joint between Kovar~an Fe-Co-Ni alloy! and alumina. Data were only acquired nominally from the Cu-Ag eutectic alloy region, making this a chemically simple example with two expected chemical phases. Although this example could have been analyzed via electron images of the serial sections alone, it represents a proof of concept of the TSI acquisition and MCR techniques. The specimen was prepared as a metallographic cross section of the braze joint with the FIB being used to cut sections perpendicular to the surface of the metallographic section, parallel to the braze interfaces and adjacent to the Kovar. Figure 4 is a secondary electron image of the last section of the Cu-Ag eutectic~Cu is dark and Ag is light! as seen from the perspective of the electron column during spectral image acquisition. The resultant component images and spectral shapes from the MCR analysis of the data for this one slice are shown in Figure 5 . The Pt component results from the Pt deposited in the FIB on the specimen prior to sectioning to protect the top surface from sputtering, Ga implantation, and also so that the surface can be used as a fiducial marker for alignment of the specimen during TSI acquisition. It is clear from Figure 4 that significant topography has developed on the unprotected specimen's surface as seen by the relief in the Ag in the background. The Ga component shown in Figure 5e results from both implantation of Ga and resputter of Ga, Cu, and Ag. This is particularly evident on the sidewall of the trench in front of the analysis surface. As this is the last section from the specimen, significant material has deposited on the sidewall so that it becomes visible in the analysis region. In subsequent work, a wider analysis surface trench was cut and was periodically remilled to prevent this buildup from becoming visible during TSI acquisition. The Fe-Co-Ni component shown in Figure 5e results from the adjacent Kovar in the foreground. Although there is significant spectral overlap of the Ga-, Cu-, Fe-, Co-, and Ni-L X-ray lines, as seen in Figure 5 , the analysis easily separates the overlaps of the spatially distinct chemical components. For the purposes of the analysis at hand, the components from off of the analysis surface~i.e., Pt, Kovar, and C-Ga! can be disregarded. Additionally, the Cu and Ag component images can be truncated to remove the background regions of Cu and Ag. Results from the analysis of the full~i.e., multislice! TSI shown below reflect this postacquisition and post-MSA data analysis! editing.
The MCR analysis of the full TSI from the eutectic example resulted in a similar set of component spectral shapes as shown in Figure 5 for the single slice. The component images are now, however, three-dimensional. Several different viewpoints of both the Cu and Ag are shown with a link a in the figure caption to animations of both in Figure 6 . Additionally, the connectivity of the Cu lamellae is evident in Figure 7 , where the regions that are connected are shown in the same color. These connected regions either grew from the same source or impinged~actually or apparently due to the resolution of the measurement! upon an adjacent region. In an effort to more realistically render the 3D component images on a 2D medium, red-cyan anaglyphs were rendered of the components in Figure 8 for two different perspectives. Red~left-eye! and cyan or blue~right-eye! glasses are required to effectively view the anaglyphs. The component images were rendered in gray scale and the stereo feature within Imaris was used to create the ana- Although the contrast alone in, for example, a series of backscattered electron images, would probably be enough for the reconstruction at hand, the chemistry revealed by the TSI/MSA approach has even greater contrast~albeit at lower spatial resolution! and is furthermore unbiased. In more chemically complex analyses, conventional image con- trast alone is insufficient to discriminate all of the possible elemental combinations that might give equivalent contrast. The same could be said of simple 3D chemical mapping with X rays~Marschallinger, 1998! where pathological overlaps of X-ray lines or other potential artifacts could lead to erroneous interpretation of the contrast. Therefore, truly comprehensive chemical analysis is essential-full tomographic spectral images analyzed in their entirety with no preconceptions of the presence or absence of microchemical features. The above example illustrates the chemical specificity of the combined TSI/MSA approach for comprehensive 3D microanalysis in a chemically simple system. Its potential for more chemically complex analyses will be made clear below.
Corrosion of Cu Substrate
In a more chemically complex 3D analysis problem, the cause of a localized corrosion problem was examined. Ni and Au were electroplated on a Cu substrate and exposed to a standard accelerated industrial indoor corrosive environment consisting of H 2 S, NO 2 , Cl 2~g !, and H 2 O~70% humidity!, at 308C. Micron-sized protuberances, expected to be a corrosion product, were observed to form on the surface at widely separated locations. EDS analysis confirmed that the outgrowths contained Cu and S. The cause of the localized corrosion was expected to be pinholes in the Ni and/or Au films, but the actual cause was unknown. Because the localized corrosion product was readily visible in the FIB/SEM with the SEM, one outgrowth was located and a 50-mm 2 region including it was coated with electron-beam-assisted Pt followed by ion-beam-assisted Pt to protect the top surface from implantation and sputtering by the Ga ion beam. The TSI had, on average, 140 counts per voxel and contained 23 million counts total. The Pt overlayer also serves to delineate both the top surface of the surrounding region as well as the corrosion product itself. As with the previous example, for rendering of the 3D component images, the regions away from the analysis surface were truncated. Figure 9a shows both the mean spectrum and a typical raw spectrum from one voxel of Cu, and Figure 9b shows the component spectral shapes, S, from the automated analysis of the TSI. Because the data were generated with an incident electron-beam energy of 5 keV, all of the expected elements in the analysis volume~Cu, Ni, Pt, Au, S! have X-ray lines of reasonable intensity. Additionally, most other Tomographic Spectral Imaging 43 elements, with the exception of H through Be, also have detectable X-ray lines that fall within this excitation limit, although some possible ones might be expected to be difficult to distinguish~e.g., Cr-L and O-K!. However, significant spectral overlap is expected for spatially adjacent Ni/ Cu, Pt/Au, and Au/S, rendering conventional X-ray mapping less than optimal for displaying the elemental distributions. The advantages of MCR over conventional mapping is quite clear from Figure 9 , where Cu-and Ni-L as well as Pt-, Au-M, and S-K X-ray lines, have successfully been deconvolved in spite of significant spectral overlap. Additionally, the respective 3D component images demonstrate this deconvolution capability, resulting in high contrast, as will be shown below. Although 5 chemical components were expected, based on prior knowledge~Cu, Ni, Au, Cu-S, and Pt-Ga-C!, the automated analysis found 10. One of the extra components corresponded to a Si-O region and another corresponded to a region that contained Ni, Cu, O, and Cl. The remaining three components from the analysis, which were not rendered, included a noise component large noise peak! that was not spatially correlated with the microstructure, a carbon component from contamination away from the analysis surface, and a second Pt-Ga-C component representing the e-beam-deposited Pt from the FIB, differing only by the relative amounts of Ga and Pt.
As a direct comparison between conventional maps extracted from the raw spectral image and the MCR approach, Figure 10 shows the pure components from the MSA analysis as well as the optimized X-ray maps for Cu and Ni for one section. The energy ranges for the maps were chosen to minimize the known spectral overlap and the component images were normalized so that the corresponding spectral shapes had an intensity of one count. Therefore the intensities in the component images represent the total number of counts from the respective material-characteristic peaks as well as bremsstrahlung spectral background. It is clear that significant signal has been discarded by simply mapping a small region of spectral intensity.
The component images from MSA, which show the spatial distribution of the respective spectral shapes, are rendered in Figure 11 . With this high-contrast direct tomographic analysis, the various chemical components can be visualized individually or together. For example, the starting surface prior to electrodeposition must have looked very Figure 11b , which shows the Cu and Si-O component images rendered together. In contrast the Cu surface can be examined by itself as in Figure 11a . In sequence, the order of development of the microstructure can be followed. Figure 11a is the Cu surface, which had been intentionally roughened by grit blasting with silica particles. The surface as seen by the plating bath consists mostly of Cu but with some Si-O apparently embedded as seen in Figure 11b . This has important consequences for the electroplating process because nonconducting contaminants on the surface will only be plated slowly by deposition starting at the edges. Figure 11c , which shows Cu, Si-O, and Ni, illustrates this. The Ni has only partially overplated the Si-O particle. The gold layer nearly covers the hole in the Ni film, as seen in Figure 11d , but there is still a hole of several square microns in area. This hole allows the environment to reach the less noble metals below and therefore the corrosion process has a pathway to proceed. The spatial association of the unexpected surface contaminant and the resulting corrosion product is shown in Figure 11e . The center of the hole in the gold film directly corresponds to the location of both the Si-O contaminant and the corrosion and all of the respective chemistry can be visualized from various renderings of the 3D component images from the MSA of the TSI. All of the components except the Pt-Ga-C are shown in Figure 11f , along with the dimensions of the rendered volume.
To better see the various layers and plating defect, Figure 11g -l shows the underside of the corroded region. Figure 11g shows the underside of the Ni layer through a translucent-rendered Cu. Figure 11h shows the underside of the gold film and the pinhole that allowed corrosion to proceed and Figure 11i -l shows other combinations of the various materials from the underside. A link to an animation of all the components can be found in the figure caption.
For additional aid in visualizing the three-dimensional component images, they were rendered as red-cyan anaglyphs in stacked sequence in Figure 12 . The interlocking nature of the different materials is particularly evident. This method of visualization also allows the topology of the different surfaces to be made clear.
DISCUSSION
The specific details of the tomographic methods described in this article, namely the acquisition of electron-excited X-rays from surfaces revealed by the FIB, should not overshadow the very general applicability of this TSI acquisition and data analysis approach. Other direct TSI acquisition methods would include removing layers of material from a specimen via metallography~Marschallinger, 1998! or microtomy~Denk & Horstmann, 2004! followed by some sort of spectral imaging of the exposed surface with the TSI resulting from multiple iterations of sectioning and spectral imaging. An example of this approach, which demonstrates the power of the method and also the potential for generating extremely large resultant TSI data sets, is metallographic sectioning, which results in a large flat surface for analysis. With current commercially available X-ray spectral image acquisition hardware, spectral images with 1024 ϫ 1024 pixels~over 1 million spectra! each with 1024 or more channels can easily be acquired. These data sets are 4 Gbytes uncompressed and have already been analyzed with the MSA techniques described above~Kotula & Keenan, 2002!. If the TSI had data from 10 sections it would be over 40 Gbytes, and at 50 sections the data set would be in excess of 200 Gbytes. To collect such data sets in a reasonable time~less than 8 h including sectioning time! with current X-ray detectors~e.g., Si-Li! they are by necessity very noisy. It should be noted however that newer commercially available Si-drift detectors could improve this situation by an order of magnitude of more. In previous work, large spectral images with as few as five counts per 1024-channel spectrum have been successfully analyzed with the same algorithms as above, augmented by spectral and spatial compression~Kotula !. The ability to analyze extremely noisy data would be useful, as the acquisition times for such data sets could quickly become a limiting factor. The MSA approach described here does make full use of all the statistics and furthermore has been shown to work on more than just X-ray spectral image data: TOF-SIMS~Ohlhausen et al., Smentkowski et al., 2004! and EELS~Keenan & Kotula, 2004c !. Therefore one could envision using a microtomy technique to reveal layers of a biological material followed by surface or thin-section analysis to extract not only elemental phase distributions but also molecular signatures. Additionally, the data analysis methods described here could be used to analyze spectral image data acquired from tilt series.
CONCLUSIONS
The power of the MSA approach described here is in its robust and unbiased depiction of the large amount of chemical information contained in spectral series and tomographic spectral images. In the examples above, each data element~channel! from each spectrum from over 160,000 voxels has been analyzed, resulting in a small number of chemically relevant component spectra and respective images. The chemical contrast has been maximized and is unambiguous, making this approach superior to conventional rendering approaches such as simple X-ray mapping. The combination of three-spatial-dimensional spectral imaging withcomprehensiveandunbiasedmultivariatestatisticalanalysis is a powerful new approach for materials characterization.
The data in the present case were acquired manually. Spectral images from each slice were acquired followed by manual cutting and alignment steps. This entire process could be fully automated, resulting in the ability to cut larger areas with greater efficiency and reproducibility.
46 Paul G. Kotula et al. 
