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A UNIFYING FRAMEWORK FOR STUDYING CONTINUITY,
INCREASINGNESS, AND GALOIS CONNECTIONS
A´RPA´D SZA´Z
Abstract. By using relators (families of relations) and some natural opera-
tions for relators, we offer some general definitions for continuity, increasing-
ness, and Galois connections.
1. Introduction
In this paper, by continuing our unifying investigations on continuity properties
of relations in relator spaces [18, 19, 24, 16, 25, 31, 32] , some general definitions
for continuity, increasingness, and Galois connections are motivated, clarified, and
offered for detailed investigations.
A family R of relations on one set X to another Y is called a relator on X
to Y . Moreover, the ordered pair (X, Y )(R) = ((X, Y ) , R ) is called a relator
space. Thus, relator spaces are common generalizations of ordered sets [3] , formal
contexts [7] , and uniform spaces [6] .
For any two relators R on X to Y and S on Y to Z, we may naturally define
R−1 = {R−1 : R ∈ R} and S ◦ R = {S ◦R : R ∈ R , S ∈ S } .
A function  of the class of all relator spaces to the class of all relators is called
a direct unary operation for relators if, for any relator R on X to Y , the value
R = RXY = ((X, Y )(R)) is again a relator on X to Y .
Unfortunately, in the present generality, the inversion −1 is already not a
direct unary operation for relators. However, for instance, the uniform, proximal,
topological and paratopological refinements ∗ , # , ∧ , and M , defined by
R∗ = {S ⊆ X×Y : ∃ R ∈ R : R ⊆ S } ,
R# = {S ⊆ X×Y : ∀ A ⊆ X : ∃ R ∈ R : R [A ] ⊆ S [A ]} ,
R∧ = {S ⊆ X×Y : ∀ x ∈ X : ∃ R ∈ R : R (x) ⊆ S (x)} ,
and
RM = {S ⊆ X×Y : ∀ x ∈ X : ∃ u ∈ X : ∃ R ∈ R : R (u) ⊆ S (x)}
for any relator R on X to Y , are important direct unary operations for relators.
It can be easily seen that they are actually algebraic closure operations [1, p. 111] .
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Now, under the assumptions that
(a)  is a direct unary operation for relators ,
(b) (X, Y )(R) and (Z , W )(S ) are relator spaces ,
(c) F is a relator on X to Z and G is a relator on Y to W ,
we say that the ordered pair
(1) (F , G ) is upper –continuous, with respect to the relators R and S , if(S ◦ F ) ⊆ (G ◦ R),
(2) (F , G ) is mildly –continuous, with respect to the relators R and S , if( (G)−1◦ S ◦ F ) ⊆ R,
(3) (F , G ) is vaguely –continuous, with respect to the relators R and S , if
S ⊆
(
G  ◦ R ◦ (F)−1),
(4) (F , G ) is lower –continuous, with respect to the relators R and S , if( (G)−1◦ S) ⊆ (R ◦ (F )−1).
To keep in mind these definitions, for any R ∈ R , S ∈ S , F ∈ F and G ∈ G ,
one can consider the diagram :
X
F−−−−→ Z
R
y yS
Y
G−−−−→ W
It will turn out that, in the above definitions, instead of ” –continuous” we
may naturally write ”–increasing”. Moreover, if in particular the operation 
commutes with inversion, then we may naturally say that the relators F and G−1
form an upper (lower) –Galois connection if the pair (F , G ) is upper (lower)
–continuous. Thus, we can obtain some reasonable generalizations not only of the
usual continuities, but also those of the usual increasingness and Galois connections.
2. Two motivating examples and a preliminary unifying definition for
increasingness and continuity
The following examples were first presented in the talk [38] held by the author
to motivate a simple common definition for increasingness and continuity.
Example 2.1. Suppose that X = X (≤X) and Y = Y (≤Y ) are generalized
ordered sets in the sense that ≤X and ≤Y are arbitrary relations on the sets
X and Y , respectively.
Then, a function f of X to Y may be naturally called increasing, with respect
to the inequalities ≤X and ≤Y , if for every u, v ∈ X
u ≤X v =⇒ f(u) ≤Y f(v) .
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Now, by using the more convenient notations R =≤X and S =≤Y , the above
implication can be reformulated in the form that
uR v =⇒ f(u)S f(v) ,
or equivalently
(u, v ) ∈ R =⇒ ( f(u) , f(v)) ∈ S .
Example 2.2. Suppose that X = X (dX) and Y = Y (dY ) are generalized metric
spaces in the sense that dX and dY are arbitrary functions of X
2 and Y 2 to
[ 0 , +∞ ], respectively.
Then, a function f of X to Y may be naturally called uniformly continuous,
with respect to the distance functions dX and dY , if for each s > 0 there exists
r > 0 such that for every u, v ∈ X
dX(u, v ) < r =⇒ dY
(
f(u) f(v)
)
< s .
Now, by using the surroundings
R = B dXr =
{
x ∈ X 2 : dX(x1 , x2) < r
}
and
S = B dYs =
{
y ∈ Y 2 : dY (y1 , y2) < s
}
,
the above implication can be reformulated in the form that
(u, v ) ∈ R =⇒ ( f(u) , f(v)) ∈ S .
The above two examples clearly reveal that the seemingly quite different alge-
braic and topological notions such as ”increasingness” and ”uniform continuity” are
actually equivalent.
Moreover, they naturally lead us to the following simple unifying definition.
Definition 2.3. Suppose that X = X (R) and Y = Y (S ) are relational spaces
in the sense that R are S arbitrary relations on X and Y , respectively.
Then, a function f of X to Y will be called increasing or continuous, with
respect to the relations R and S , if for any u, v ∈ X
(u, v ) ∈ R =⇒ ( f(u) , f(v)) ∈ S .
Remark 2.4. Having in mind Example 2.2, the above property can be expressed
by saying that if u and v are R–near, then f(u) and f(v) are S–near.
Moreover, since the above implication can also be written in the form
v ∈ R(u) =⇒ f(v) ∈ S( f(u)) ,
we may also say that if v is in the R–neighbourhood of u, then f(v) is in the
S–neighbourhood of f(u) .
3. Some basic facts on the box product of relations
To briefly reformulate Definition 2.3, in addition to the composition of relations,
we shall also need the pointwise Cartesian product of relations.
Definition 3.1. If F is a relation on X to Z and G is a relation on Y to W ,
then for any x ∈ X and y ∈ Y , we define
(F G )(x, y ) = F (x)×G(y) .
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Remark 3.2. Thus, F  G is a relation on X×Y to Z×W , which has been
called the box product of F and G in [33] .
By a letter of B. M. Schein this product was already considered by some authors
much before a thesis of J. Riquet in 1951 who named it tensor product.
The importance of the box product is already apparent from the following
theorem.
Theorem 3.3. If F is a relation on X to Z and G is a relation on Y to W ,
then for any R ⊆ X×Y we have
(F G ) [R ] = G ◦R ◦ F −1 .
Proof. If (z , w) ∈ (F G ) [R ] , then there exists (x, y ) ∈ R such that
(z , w) ∈ (F G )(x, y ) = F (x)×G(y) ,
and thus z ∈ F (x) and w ∈ G(y) . Hence, by noticing that x ∈ F −1(z) , we can
already see that
y ∈ R(x) ⊂ R [F −1(z) ] = (R ◦ F −1)(y) ,
and thus
w ∈ G(y ) ⊆ G [ (R ◦ F−1)(z) ] = (G ◦ (R ◦ F −1)) (z) .
Therefore, (z , w) ∈ G ◦ (R ◦ F −1) = G ◦R ◦ F −1 also holds.
Thus, we have proved that (F G ) [R ] ⊆ G ◦R ◦F −1. The converse inclusion
can be proved quite similarly.
From Theorem 3.3, by taking R = {(x, y )} , we can immediately derive the
following corollary.
Corollary 3.4. If F is a relation on X to Z and G is a relation on Y to W ,
then for any x ∈ X and y ∈ Y , we have
(F G )(x, y ) = G ◦ {(x, y )} ◦ F −1.
Moreover, by using Theorem 3.3, we can also easily prove the following corollary.
Corollary 3.5. For any relations F on X to Y and G on Y to Z , we have
G ◦ F = (F −1  G ) [ ∆Y ] ,
where ∆Y is the identity function of Y .
Proof. By the corresponding definitions and Theorem 3.3, it is clear that
G ◦ F = G ◦∆Y ◦
(
F −1
)−1
=
(
F −1  G
)
[ ∆Y ] .
Remark 3.6. The above corollaries show that the box and composition products
of relations are actually equivalent tools.
However, in contrast to the composition product, the box product of relations
can be immediately defined for an arbitrary family of relations.
Moreover, concerning the box product, we can prove a simpler inversion formula.
Theorem 3.7. For any relations F on X to Z and G on Y to W , we have
(F G )−1 = F −1  G−1 .
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Proof. For any (x, y ) ∈ X×Y and (z , w) ∈ Z×W , we have
(x, y ) ∈ (F G )−1(z , w) ⇐⇒ (z , w) ∈ (F G )(x, y ) ⇐⇒
(z , w) ∈ F (x)×G(y) ⇐⇒ z ∈ F (x) , w ∈ G(y) ⇐⇒ x ∈ F −1(z) , y ∈ G−1(w)
⇐⇒ (x, y ) ∈ F −1(z)×G−1(w) ⇐⇒ (x, y ) ∈ (F −1  G−1)(z , w) .
Therefore, (F G )−1(z , w) =
(
F −1 G−1
)
(z , w) for all (z , w) ∈ Z×W , and
thus the required equality is also true.
Now, by using Theorems 3.3 and 3.7, we can also easily prove the following
theorem.
Theorem 3.8. If F is a relation on X to Z and G is a relation on Y to W ,
then for any S ⊆ Z×W we have
(F G )−1 [S ] = G−1◦ S ◦ F .
Proof. By Theorems 3.7 and 3.3, it is clear that
(F G )−1 [S ] =
(
F −1  G−1
)
[S ] = G−1◦ S ◦ (F −1)−1 = G−1◦ S ◦ F .
In the sequel, we shall also need the following definition.
Definition 3.9. If R is a relation on X to Y , then for any x ∈ X and B ⊆ Y
we write
(1) x ∈ lbR (B ) if B ⊆ R(x) , (2) x ∈ intR (B ) if R(x) ⊆ B .
Remark 3.10. Thus, lbR and intR are relations on P(Y ) to X, which are called
the lower bound and topological interior relations induced by R .
These relations are not independent of each other. Namely, for any x ∈ X and
B ⊆ Y , we have
x ∈ lbR (B ) ⇐⇒ B ⊆ R(x) ⇐⇒ R(x)c ⊆ B c
⇐⇒ Rc(x) ⊆ B c ⇐⇒ x ∈ intRc (B c) .
Hence, by using the notation CY (B ) = B c , we can see that lbR = intRc ◦ CY ,
and thus also intR = lbRc ◦ CY .
Now, by using the closure formula
clR(B ) = intR (B
c )c =
{
x ∈ X : R(x) ∩B 6= ∅} = R−1 [B ] ,
from Theorems 3.8 we can immediately derive the following corollary.
Corollary 3.11. If F is a relation on X to Z and G is a relation on Y to W ,
then for any S ⊆ Z×W we have
clFG (S ) = G
−1◦ S ◦ F .
Remark 3.12. This corollary, together with [37, Theorem 1.5] , will give us
an important Galois connection [3, 30] between the power sets P (Z×W ) and
P (X×Y ) which can be used to put into a proper perspective the results of [33,
Section 9] .
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4. Some preliminary characterizations of increasingness and
continuity
Now, by using a particular case of Definition 3.1, we can easily prove the following
theorem.
Theorem 4.1. For any function f of one relational space X(R) to another
Y (S ) , the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2) (f  f ) [R ] ⊆ S , (3) R ⊆ (f  f )−1 [S ] .
Proof. By using the function f  f , the implication
(u, v ) ∈ R =⇒ ( f(u) , f(v)) ∈ S
can be written in the form that
(u, v ) ∈ R =⇒ (f  f )(u, v ) ∈ S .
However, this means, in a concise form, only that
(f  f ) [R ] ⊆ S , or equivalently R ⊆ (f  f )−1 [S ] .
Remark 4.2. To check the latter equivalence, note that if f is a function of X to
Y , then for any A ⊆ X and B ⊆ Y , we have
f [A ] ⊆ B ⇐⇒ A ⊆ f −1[B ] .
Therefore, the corelations (set-to-set functions) generated by the function f and
the relation f −1 [34] form a Galois connection between the power sets P(X) and
P(Y ) .
From Theorem 4.1, by using the corresponding particular cases of the closure
formula and Definition 3.9, we can immediately derive the following corollary.
Corollary 4.3. For any function f of one relational space X(R) to another
Y (S ) , the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2) R ⊆ clff (S ) , (3) R ⊆ intff (S ) .
Remark 4.4. Note that if f is a function of X to Y , then by Remark 4.2 for any
A ⊆ Y and B ⊆ Y we have A ⊆ clf (B ) if and only if A ⊆ intf (B ) .
Hence, by taking x ∈ X and A = {x} , we can see that clf (B ) = intf (B ) for
all B ⊆ Y , and thus clf = intf also holds.
However, it is now more important to note that, by using the inverses and
compositions of relations, we can also easily prove the following theorem.
Theorem 4.5. For any function f of one relational space X(R) to another
Y (S ) , the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2) f ◦R ⊆ S ◦ f , (3) R ⊆ f −1 ◦ S ◦ f ,
(4) f ◦R ◦ f −1 ⊆ S , (5) R ◦ f −1⊆ f −1◦ S .
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Proof. By the corresponding definitions on images and composition for relations,
it is clear that the following assertions are equivalent :
(a) f ◦R ⊆ S ◦ f ,
(b) ∀ u ∈ X : (f ◦R)(u) ⊆ (S ◦ f )(u) ,
(c) ∀ u ∈ X : f [R(u) ] ⊆ S( f(u)) ,
(d) ∀ u ∈ X : ∀ v ∈ R(u) : f(v) ∈ S( f(u)) ,
(e) ∀ u, v ∈ X : ( (u, v ) ∈ R =⇒ ( f(u) , f(v)) ∈ S ) .
Therefore, assertions (2) and (1) are equivalent.
Moreover, from Theorem 4.1, by using Theorems 3.3 and 3.8, we can immediately
see that assertions (4) and (3) are also equivalent to assertion (1). Therefore, to
complete the proof, it is enough to show only that assertions (4) and (5) are also
equivalent.
For this note that if (5) holds, then the increasingness and the associativity of
composition give us
f ◦R ◦ f −1 ⊆ f ◦ f −1◦ S .
Moreover, by using that f is a function, we can easily see that f ◦ f −1 ⊆ ∆Y .
Hence, by the corresponding properties of composition, it is clear that
f ◦ f −1◦ S ⊆ ∆Y ◦ S = S .
Therefore, (4) also holds.
While, if (4) holds, then we can quite similarly infer that
f −1◦ f ◦R ◦ f −1 ⊆ f −1◦ S .
Moreover, by using that X is the domain of f , we can easily see that ∆X ⊆ f −1◦f .
Hence, by by the corresponding properties of composition, it is clear that
R ◦ f −1 = ∆X ◦R ◦ f −1 ⊆ f −1◦ f ◦R ◦ f −1 .
Therefore, (5) also holds.
From this theorem, by using Corollary 3.5 and Theorem 3.7, we can immediately
derive the following corollary.
Corollary 4.6. For any function f of one relational space X(R) to another
Y (S ) , the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2)
(
f R
)
[ ∆X ] ⊆ (S  f )−1 [ ∆Y ] ,
(3)
(
R−1  f
)
[ ∆X ] ⊆
(
f −1  S
)
[ ∆Y ] .
5. Two natural increasingness properties of relations
The proofs given in Section 4 indicate that some of the assertions in Theorems
4.1 and 4.5 and their corollaries do not need be equivalent for an arbitrary relation
f on X(R) to Y (S) .
Therefore, they can be naturally used to define different increasingness and con-
tinuity properties of relations with respect to other relations.
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For instance, we can easily prove the following theorem which shows that the
S = ∆Y particular cases of Theorem 4.5 and its corollary may also be of some
interest.
Theorem 5.1. For a relation F on a relational space X(R) to a set Y , the
following assertions are equivalent :
(1) uR v implies F (u) ⊆ F (v) for all u, v ∈ X ,
(2) R ◦ F −1 ⊆ F −1 , (3) (F R) [ ∆X ] ⊆ (∆Y  F )−1 [ ∆Y ] .
Proof. By the corresponding definitions, it is clear that following assertions are
equivalent :
(a) R ◦ F −1 ⊆ F −1
(b) ∀ y ∈ Y : (R ◦ F −1)(y) ⊆ F −1(y) ,
(c) ∀ y ∈ Y : R [ F −1(y) ] ⊆ F −1(y) ,
(d) ∀ y ∈ Y : ∀ u ∈ F −1(y) : R(u) ⊆ F −1(y) ,
(e) ∀ y ∈ Y : ∀ u ∈ F −1(y) : ∀ v ∈ R(u) : v ∈ F −1(y) ,
(f) ∀ u ∈ X : ∀ v ∈ R(u) : ( y ∈ F (u) =⇒ y ∈ F (v)) .
Therefore, assertions (2) and (1) are also equivalent. Moreover, by using Corollary
3.5 and Theorem 3.7, we can see that assertions (2) and (3) are also equivalent.
Remark 5.2. Now, a relation F on a relational space X(R) to a set Y may be
naturally called inclusion increasing if the implication (1) holds.
Moreover, a subset A of a relational space X(R) may be naturally called open
or ascending if A ⊆ intR(A) , or equivalently R [A ] ⊆ A .
And, a relation F on a set X to a relational space Y (S ) may be naturally
called open (ascending) valued if the set F (x) is open (ascending) for all x ∈ X.
Therefore, as an immediate consequence of the above theorem, we can also state
the following corollary.
Corollary 5.3. For a relation F on a relational space X(R) to a set Y , the
following assertions are equivalent :
(1) F is inclusion increasing , (2) F −1 is open (ascending) valued.
To obtain another plausible increasingness property of relations, we can also
prove the following theorem.
Theorem 5.4. For a relation F on one relational space X(R) to another Y (S) ,
the following assertions are equivalent :
(1) uR v implies F (u) S F (v) for all u, v ∈ X ,
(2)
(
F  F
)
[R ] ⊆ S (3) F ◦R ◦ F −1 ⊆ S .
Proof. In (1), the notation uR v means that (u, v ) ∈ R . While, the notation
F (u) S F (v) means that y S z , i. e. , (y , z ) ∈ S for all y ∈ F (u) and z ∈ F (v) .
That is, F (u)× F (v) ⊆ S , or equivalently (F  F )(u, v ) ⊆ S . Hence, it is clear
that assertions (1) and (2) are equivalent. Moreover, from Theorem 3.3 we can see
that assertions (2) and (3) are also equivalent.
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Remark 5.5. Now, a relation F on one relational space X(R) to another Y (S )
may be naturally called order increasing if the implication (1) holds.
Note that assertion uR v can also be written in the form that v ∈ R(u) . While,
assertion F (u) S F (v) can also written in the form that F (v) ⊆ ubS
(
F (u)
)
.
Therefore, as an immediate consequence of the above theorem, we can also state
the following corollary.
Corollary 5.6. For a relation F on one relational space X(R) to another Y (S) ,
the following assertions are equivalent :
(1) F is order increasing , (2) F [R(x) ] ⊆ ubS
(
F (x)
)
for all x ∈ X.
6. Some basic facts on relators and relator spaces
In the sequel, to establish some instructive reformulations of Theorem 4.5, we
shall need some basic facts about relators and relator spaces [18, 22, 26] .
Definition 6.1. If R is a family of relations on one set X to another Y , then R
is called a relator on X to Y .
Moreover, the ordered pair (X, Y )(R) = ((X, Y ), R) is called a relator space.
( The more general, but less flexible concept of corelator spaces can be defined quite
similarly by using the ideas of [34] .)
Remark 6.2. If in particular R is a relator on X to itself, then we may simply
say that R is a relator on X.
In this case, by identifying singletons with their elements, we may naturally write
X(R) in place of (X, X )(R) . Namely, (X, X ) = {{X } , {X, X }} = {{X }} .
Thus, relator spaces are straightforward generalizations of ordered sets [3] ,
formal contexts [7], and uniform spaces [6]. Their definition can primarily be
motivated by the following two examples.
Example 6.3. If d is a function of X×Y to [ 0 , +∞ ] and
B dr =
{
(x, y ) ∈ X×Y : d(x, y ) < r }
for all r > 0 , then the family Rd = {B dr : r > 0 } is a natural relator on X
to Y whose particular cases were already considered by Weil [41]
Note that if in particular d is a pseudo-metric on X, then Rd is already
a tolerance relator on X in the sense that each member of Rd is a tolerance
(reflexive and symmetric) relation on X.
Moreover, it also noteworthy that in this case Rd has the strong enough tran-
sitivity property that B dr ◦B ds ⊆ B dr+s for all r > 0 and s > 0 .
Example 6.4. If R is a relation on P(X) to P(Y ) and
R(A,B) = A×B ∪ Ac× Y
for all (A , B ) ∈ R , then the family RR = {R(A,B) : (A , B ) ∈ R } is a natural
relator on X to Y whose particular cases were already considered by Csa´sza´r [2,
p. 42] , Davis [4] , Pervin [15] , and Hunsaker and Lindgren [9] .
Note that if in particular A is a family of subsets of X, then the identity
function ∆A is a relation on P(X) such that RA = R∆A = {RA : A ∈ A} ,
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with RA = R(A,A) = A
2 ∪ Ac×X , is a preorder relator on X in the sense that
each member of RA is a preorder (reflexive and transitive) relation on X .
Moreover, it is noteworthy that R−1A = RAc for all A ⊆ X. Therefore, the
relator RA does not, in general, have any reasonable symmetry property. This
is one the reasons why Rd with a metric d , is usually a more convenient relator
than RA with a topology or filter A .
Remark 6.5. Note that the above two examples can be naturally generalized to
families of such distance functions d and hyper-relations R .
Namely, if R i is a relator on X to Y for all i ∈ I , then it is clear that
R = ⋃ i∈I R i is also a reasonable relator on X to Y .
In this respect it is also worth noticing that, by using the above two examples, we
can define several natural relators on the real line R . However, the most immediate
one is R = {≤} , where ≤ is the usual ordering on R.
Definition 6.6. A relator R on X to Y , or a relator space (X, Y )(R) , is called
simple if there exists a relation R on X to Y such that R = {R}.
In this, case, by identifying singletons with their elements, we shall simply write
(X, Y )(R) in place of (X, Y )
({R}).
Remark 6.7. Some less simple relator spaces have mainly been studied by Pataki
[12] by using the ideas of [21] .
Note that, for any relator R on X to Y , we have the trivial, but important
decomposition R = ⋃R∈R {R} .
Therefore, the study of the most general relator spaces can frequently traced
back to that of the simple ones.
That is, to that of generalized ordered sets and context spaces which have also
been called relational spaces by the present author.
Remark 6.8. For instance, if R is a relator on X to Y , and for any A ⊆ X and
B ⊆ Y we write :
(1) A ∈ LbR(B ) if A×B ⊆ R for some R ∈ R ,
(2) A ∈ IntR (B ) if R [A ] ⊆ B for some R ∈ R ,
then it can be easily seen that LbR and IntR are relations on P(Y ) to P(X)
such that
LbR =
⋃
R∈R LbR and IntR =
⋃
R∈R IntR ,
Hence, for instance, by defining
intR(B ) =
{
x ∈ X : {x} ∈ IntR(B )
}
and ER =
{
B ⊆ Y : intR(B ) 6= ∅
}
,
we can at once see that
intR =
⋃
R∈R intR and ER =
⋃
R∈R ER .
Moreover, if in particular R is a relator on X and
τR =
{
A ⊆ Y : A ∈ IntR(A)
}
,
then we can also easily see that τR =
⋃
R∈R τR . However, if
TR =
{
A ⊆ Y : A ⊆ intR(A)
}
,
then we can only prove that TR =
⋃
R∈R∧ TR whenever R 6= ∅ .
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This is the most serious disadvantage of the family TR of the topologically open
sets to the families ER and τR of the fat sets and proximally open sets. In the
relator space X(R) , the fat and dense sets are usually more important tools than
the open and closed sets. Their duality was first revealed in [20] , and later applied
in [27, 32] .
7. Some important involution and modification operations for
relators
Definition 7.1. A function  of the class of all relator spaces to the class of all
relators is called a direct (inderect) unary operation for relators if, for any relator
R on X to Y , the value
R = RXY = ((X, Y )(R))
is a relator on X to Y ( on Y to X).
Remark 7.2. A unary operation  for relators is called increasing if for any two
relators R and S , with R ⊆ S , we also have R ⊆ S  .
Moreover, the operation is called extensive, intensive, involutive, and idempotent
if for any relator R on X to Y we have R ⊆ R , R ⊆ R , R = R , and
R = R , respectively .
In particular, an increasing idempotent operation for relators is called a modifi-
cation operation. While, an extensive (intensive) modification operation for relators
is called a closure (interior) operation.
Example 7.3. For instance, if for any relator R on X to Y we define
Rc = {Rc : R ∈ R} and R−1 = {R−1 : R ∈ R} ,
then c is a direct and −1 is an indirect unary operation for relators. ( Note that
here Rc means again the complement of R with respect to X×Y .)
Moreover, it can be easily seen the above operations are involutions which are
compatible (commuting) in the sense that
(Rc)−1 = (R−1)c for any relator R
on X to Y .
Of course, if we restrict ourself to the particular case X = Y , then −1 is also
a direct unary operation for relators.
Example 7.4. Moreover, if in particular, for any relator R on X we define
R∞ = {R∞ : R ∈ R} and R∂ = {S ⊆ X 2 : S∞ ∈ R} ,
then ∞ and ∂ are also direct unary operations for relators. ( Note that here
R∞ =
⋃∞
n=0 R
n is the smallest preorder relation on X containing R which was
mainly studied in [8] .)
Moreover, it can be easily seen that the above two operations are modification
operations for relators.
Remark 7.5. The importance of the operations ∞ and ∂ is also apparent from
the fact that, for any two relators R and S on X, we have
R∞ ⊆ S ⇐⇒ R ⊆ S ∂ .
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Therefore, the operations ∞ and ∂ form a Galois connection between P (X 2)
and itself. Thus, in particular ∞ ∂ is already a closure operation for relators such
that ∞ =∞ ∂∞ .
By using the corresponding definitions, one can easily prove the following
theorem, whose origin goes back to R. Dedekind by a remark of Erne´ [5, p. 50] .
Theorem 7.6. For a unary operation  for relators, the following assertions are
equivalent :
(1)  is a closure operation ,
(2) for any two relators R and S on X to Y , we have
R ⊆ S  ⇐⇒ R ⊆ S  .
Proof. To prove the implication (2) =⇒ (1) , it is convenient to follow the argu-
ments given in [30] by using the ideas of [13] .
Analogously to this theorem, we can also easily prove the following theorem.
Theorem 7.7. For a unary operation  for relators, the following assertions are
equivalent :
(1)  is an increasing involution ,
(2) for any two relators R and S on X to Y , we have
R ⊆ S ⇐⇒ R ⊆ S  .
Proof. To prove the implication (2) =⇒ (1) , note that if (2) holds, then for any
relator R on X to Y
R ⊆ R =⇒ R ⊆ R , R ⊆ R =⇒ R = R.
Therefore,  is involutive. Thus, for any two relators R and S on X to Y
R ⊆ S =⇒ R ⊆ S  =⇒ R ⊆ S  =⇒ R ⊆ S .
Therefore,  is increasing, and thus (1) also holds.
Remark 7.8. By Theorem 7.7, a unary operation  for relators is an increasing
involution if and only if  with itself form a Galois connection.
Moreover, by Theorem 7.6, a unary operation  for relators is a closure opera-
tion if and only if  with itself form a Pataki connection [36] .
8. Some important closure operations for relators
In addition to Theorems 7.6 and 7.7, it is also worth proving the the following
theorem.
Theorem 8.1. If  is a closure (modification) and  is an increasing involution
operation for relators, then ♦ =   is also a closure (modification) operation for
relators.
Proof. To prove the idempotency of ♦, note that by the associativity of composi-
tion, the involutiveness of , and the idempontency of  , we have
♦♦ = ( )( ) = ( )(( )( ))
= ( )(∆( )) = ( )( ) = (( )) = ( ) = ♦ ,
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where ∆ is the identity operation for relators.
Because of this theorem, we may also naturally introduce the following definition.
Definition 8.2. For any unary operation  for relators, we write
© = c  c and  = −1  − 1 .
Example 8.3. By defining
R∗ = {S ⊆ X×Y : ∃ R ∈ R : R ⊆ S }
for any relator R on X to Y , it can be easily seen that ∗ is a closure operation
for relators such that :
(1) R = R∗ , (2) R~ = ⋃R∈R P (R) .
Namely, if for instance S ∈ R~ , then S ∈ Rc∗c , and thus S c ∈ Rc∗ . There-
fore, there exists R ∈ R such that Rc ⊆ S c . Hence, it follows that S ⊆ R , and
thus S ∈ P (R) . Therefore, S ∈ ⋃R∈R P (R) also holds.
Remark 8.4. Moreover, the operation ∗ can also be easily seen to be inversion
and composition compatible in the sense that :
(1)
(R∗)−1 = (R−1)∗ for any relator R on X to Y ,
(2)
(S ◦ R )∗ = (S ◦ R∗)∗ = (S ∗ ◦ R )∗ for any relators R on X to Y and
S on Y to Z .
Note that here, analogously R−1 = {R−1 : R ∈ R} , we may also naturally
define S ◦ R = {S ◦R : R ∈ R , S ∈ S } .
Remark 8.5. In addition to ∗ , the operations # , ∧ and M , defined by
R# = {S ⊆ X×Y : ∀ A ⊆ X : A ∈ IntR(S [A ] ) } ,
R∧ = {S ⊆ X×Y : ∀ x ∈ X : x ∈ intR(S(x))} ,
RM = {S ⊆ X×Y : ∀ x ∈ X : S(x) ∈ ER} .
for any relator R on X to Y , are also important closure operations for relators.
( For a unified proof of this fact, the reader is referred to [35] .)
Moreover, it can be easily seen that, for any relator R on X to Y , we have
R ⊆ R∗ ⊆ R# ⊆ R∧ ⊆ RM ,
and in particular R∞ ⊆ R∗∞ ⊆ R∞∗ ⊆ R∗ whenever X = Y .
However, in contrast to the uniform and proximal closures ∗ and # , the topo-
logical and paratopological closures ∧ and M are not inversion and composition
compatible. ( See [10] and [35] .)
Thus, in addition to ∧ and M , we have to consider the operations ∨ and O
defined by
R∨ = (R∧)−1 amd RO = (RM)−1
for every relator R on X to Y .
However, these operations already have some very curious properties. For
instance, the operations ∨∨ and OO already coincide with the extremal closure
operations • and  , defined for any relator R on X to Y such that
R • = { δR}∗ , where δR = ⋂ R ,
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and
R  = R if R = {X×Y } and R  = P (X×Y ) if R 6= {X×Y } .
Note that  =  is the ultimate stable unary operation for relators in the sense
that
{
X×Y } = {X×Y } for any two sets X and Y .
Unfortunately, the operation ∂ is not stable. Therefore, for instance, the modi-
fication operation # ∂ is usually a less convenient mean than #∞ .
9. Some general definitions for increasingness and continuity
Now, by using a particular case of the definition of the uniform closure operation
∗ , Theorem 4.5 can be reformulated in the following form.
Theorem 9.1. For any function f of one simple relator space X(R) to another
Y (S ) , the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2) {S ◦ f } ⊆ { f ◦R }∗, (3) { f −1◦ S ◦ f } ⊆ {R}∗,
(4) {S} ⊆ { f ◦R ◦ f −1}∗, (5) { f −1◦ S } ⊆ {R ◦ f −1}∗.
Proof. To check the equivalence of the assertions (3) of Theorems 4.5 and 9.1, note
that by the definition of the operation ∗ we have
R ⊆ f −1◦ S ◦ f ⇐⇒ f −1◦ S ◦ f ∈ {R}∗ ⇐⇒ { f −1◦ S ◦ f } ⊆ {R}∗ .
Moreover, by using a particular case of the definitions of the elementwise inverse
and composition of relators, we can also prove the following less simple, but more
instructive theorem.
Theorem 9.2. If f is a function of one simple relator space X(R) to another
Y (S ) , then under the notations
F = {f } , R = {R} and S = {S}
the following assertions are equivalent :
(1) f is increasing (continuous) ,
(2)
(S ∗◦ F ∗)∗⊆ (F ∗◦ R∗)∗, (3) ((F ∗)−1◦ S ∗◦ F ∗)∗⊆ R∗∗,
(4) S ∗∗⊆
(
F ∗◦ R∗ ◦ (F ∗)−1)∗, (5) ((F ∗)−1◦ S ∗)∗⊆ (R∗◦ (F ∗)−1)∗.
Proof. To prove the equivalence of the assertions (3) of Theorems 9.1 and 9.2, note
that by the inversion and composition compatibility of the operation ∗ , we have( (G ∗ )−1 ◦ S ∗ ◦ F ∗ )∗ = ( (G−1 )∗ ◦ S ∗ ◦ F ∗ )∗ = (G−1 ◦ S ◦ F )∗ .
Moreover, since ∗ is a closure operation for relators, for any two relators U and
V on X to Y we also have
U ∗ ⊆ V ∗∗ ⇐⇒ U ∗ ⊆ V ∗ ⇐⇒ U ⊆ V ∗ .
Now, the Pexiderizations of the inclusions in Theorem 9.2, and a former abstrac-
tion of the operation ∗ , naturally lead us to the following substantial extension of
Definition 2.3 whose particular cases were already considered in [25] .
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Definition 9.3. Suppose that
(a)  is a direct unary operation for relators ,
(b) (X, Y )(R) and (Z , W )(S ) are relator spaces ,
(c) F is a relator on X to Z and G is a relator on Y to W .
Then, we say that the ordered pair
(1) (F , G ) is upper –continuous, with respect to the relators R and S , if(S ◦ F ) ⊆ (G ◦ R),
(2) (F , G ) is mildly –continuous, with respect to the relators R and S , if( (G)−1◦ S ◦ F ) ⊆ R,
(3) (F , G ) is vaguely –continuous, with respect to the relators R and S , if
S ⊆
(
G  ◦ R ◦ (F)−1),
(4) (F , G ) is lower –continuous, with respect to the relators R and S , if( (G)−1◦ S) ⊆ (R ◦ (F )−1).
Now, to keep in mind the above assumptions, we can use the diagram mentioned
in the Introduction.
Moreover, to derive the definition of lower -continuity from that of the upper
–continuity, we can prove the following theorem.
Theorem 9.4. If in particular the operation  is inversion compatible, then the
following assertions are equivalent :
(1) (F , G ) is lower –continuous with respect to the relators R and S
(2) (G , F ) is upper –continuous with respect to the relators R−1 and S−1.
Proof. By using Definition 9.3, the inversion compatibility of  , and inversion
property of composition, we can easily see that
(1) ⇐⇒
( (G)−1◦ S) ⊆ (R ◦ (F )−1)
⇐⇒
(((G)−1◦ S))−1 ⊆ ((R ◦ (F )−1))−1
⇐⇒
(((G)−1◦ S)−1) ⊆ ((R ◦ (F )−1)−1)
⇐⇒
( (S)−1◦ G ) ⊆ (F  ◦ (R)−1 )
⇐⇒
( (S−1)◦ G ) ⊆ (F  ◦ (R−1) ) ⇐⇒ (2) .
Remark 9.5. Concerning mild –continuity, we can quite similarly prove that
(F , G ) is mildly –continuous with respect to the relators R and S if and only
if (G , F ) is mildly –continuous with respect to the relators R−1 and S−1.
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10. Some supplementary notes to Definition 9.3
Remark 10.1. Now, the pair (F , G ) may, for instance, be naturally called pro-
perly mildly continuous if it is mildly –continuous with  being the identity
operation for relators. That is, G−1 ◦ S ◦ F ⊆ R .
Remark 10.2. Moreover, the pair (F , G ) may, for instance, be naturally called
uniformly, proximally, topologically, and paratopologically mildly continuous if it is
mildly –continuous with  = ∗ , # , ∧ , and M , respectively.
Remark 10.3. And, the pair (F , G ) may, for instance, be naturally called quasi-
topologically and ultra-topologically mildly continuous if its is mildly –continuous
with  = ∧∞ and ∧ ∂ , respectively.
Remark 10.4. Moreover, the pair (F , G ) may, for instance, be naturally called
infinitesimally and ultimately mildly continuous if it is –mildly continuous with
 = • and  , respectively.
Now, by specializing part (2) of Definition 9.3, we may also naturally have the
following definition.
Definition 10.5. For any F ∈ F and G ∈ G , the pair (F , G) of relations is
called mildly –continuous, with respect to the relators R and S , if the pair({F } , {G}) of relators has the same property.
Remark 10.6. To apply this definition, note that if in particular  = # or ∧ ,
then for any F ∈ F and G ∈ G we have
{F } = {F }∗ and ({G})−1 = ({G}∗)−1 = {G−1}∗ .
However, in contrast to the above equalities, for instance we already have
{F }M = (F ◦XX )∗ and ({G}M)−1 = ((G ◦ Y Y )∗)−1= ((Y Y )−1◦ G−1)∗.
Now, by using Definition 10.5, we may also naturally introduce the following
definition.
Definition 10.7. Under the assumptions of Definition 9.3, we say that the pair
(F , G ) of relators is elementwise mildly –continuous, with respect to the relators
R and S , if for any F ∈ F and G ∈ G the pair (F , G) of relations is mildly
–continuous with respect to the relators R and S .
Remark 10.8. Thus, the pair (F , G ) may, for instance, be naturally called
elementwise topologically mildly continous if it is elementwise mildly –continuous
with  = ∧ .
Unfortunately, in our longer paper [40] , we could not prove that an elementwise
topologically mildly continuous pair (F , G ) of relators need not be topologically
mildly continuous.
Now, as a natural extension of [25, Definition 4.6] , we may also naturally have
the following definition.
Definition 10.9. Under the assumptions of Definition 9.3, we say that the pair
(1) (F , G ) is lower selectionally mildly –continuous if for any F ∈ F and
G ∈ G and any selection f of F the pair (f , G) is mildly –continuous ,
CONTINUITY, INCREASINGNESS, AND GALOIS CONNECTIONS 17
(2) (F , G ) is upper selectionally mildly –continuous if for any F ∈ F and
G ∈ G and any selection g of G the pair (F , g ) is mildly –continuous .
Remark 10.10. Now, the pair (F , G ) may also be naturally called selectionally
mildly –continuous if it is both lower and upper selectionally mildly –continuous.
Remark 10.11. Moreover, the pair (F , G ) may also be naturally called doubly
selectionally mildly –continuous if for any F ∈ F and G ∈ G and for any
selections f of F and g of G , the pair (f , g ) is mildly –continuous.
Remark 10.12. Finally, we note that, in the X = Y and Z = W particular
case, the relator F and a relation F ∈ F may, for instance, be naturally called
mildly –continuous if the pairs (F , F ) and (F , F ) , respectively, have the same
property.
11. An application to a generalization of Galois connections
Because of Theorem 9.2, we may naturally write ”–increasing” instead of
”–continuous” in the corresponding definitions of Sections 9 and 10. Thus, we
can obtain some reasonable generalizations of the usual increasingness.
However, it is now more important to stress that, by using the ideas of our former
paper [35] , analogously to Definition 9.3, we may also naturally introduce several
reasonable generalizations of Galois connections.
Definition 11.1. Suppose that
(a)  is a direct unary operation for relators ,
(b) (X, Y )(R) and (Z , W )(S ) are relator spaces ,
(c) F is a relator on X to Z and G is a relator on W to Y .
Then, we say that the relator
(1) F is upper –G–normal, with respect to the relators R and S , if(S ◦ F ) ⊆ ( (G )−1 ◦ R) ,
(2) F is lower –G–normal, with respect to the relators R and S , if((G  )−1◦ R) ⊆ (S ◦ F  ) .
Remark 11.2. Now, the relator F may also be naturally called upper (lower)
–normal if it is upper (lower) –G–normal for some relator G on W to Z .
Moreover, as an immediate consequence of the corresponding definitions, we can
state the following theorem.
Theorem 11.3. If in particular the operation  is inversion compatible, then
(1) F is upper –G–normal if and only if (F , G−1) is upper –continuous ,
(2) F is lower –G–normal if and only if (F−1 , G ) is lower –continuous .
Remark 11.4. By this theorem, for an inversion compatible operation  , several
properties of upper and lower –normal relators can, in principle, be immediately
derived from those of the upper and lower –continuous ones.
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However, for instance, to prove the following theorem and its corollary it is more
convenient to apply some direct arguments based upon only the corresponding
definitions.
Theorem 11.5. In in particular  is an inversion and composition compatible
operation, then
(1) F is upper –G–seminormal ⇐⇒ (S ◦ F ) ⊆ (G−1◦ R ),
(2) F is lower –G–normal ⇐⇒ (G−1◦ R ) ⊆ (S ◦ F ).
From this theorem, by using Theorem 7.6, we can immediately derive the
following corollary.
Corollary 11.6. In in particular  is an inversion and composition compatible
closure operation, then
(1) F is upper –G–normal ⇐⇒ S ◦ F ⊆ (G−1◦ R ),
(2) F is lower –G–normal ⇐⇒ G−1◦ R ⊆ (S ◦ F ).
Now, by using the fact that the operation ~ = c ∗ c , considered in Example
8.3, is also an inversion and composition compatible closure operation for relators,
for instance, we can also easily prove the following theorem.
Theorem 11.7. Under the notations of Definition 11.1, the following assertions
are equivalent :
(1) F is upper ~–G–normal , (2) S ◦ F ⊆ (G−1◦ R )~ ,
(3) for any S ∈ S and F ∈ F there exist G ∈ G and R ∈ R such that
S ◦ F ⊆ G−1◦R ,
(4) for any S ∈ S and F ∈ F there exist G ∈ G and R ∈ R such that
F (x) ∩ S−1(w) 6= ∅ implies G(w) ∩R(x) 6= ∅ for all x ∈ X and w ∈W .
Proof. To prove the implications (2) =⇒ (3) =⇒ (4), not that if (2) holds, then by
the corresponding definitions and assertion (2) in Example 8.3, for any S ∈ S and
F ∈ F , there exist G ∈ G and R ∈ R such that
S ◦ F ⊆ G−1◦R .
Hence, we can infer that(
S ◦ F )(x) ⊆ (G−1◦R) (x) , and thus S [F (x) ] ⊆ G−1 [R(x) ]
for all x ∈ X. Therefore,
w ∈ S [F (x) ] =⇒ w ∈ G−1 [R(x) ] ,
and thus
S−1(w) ∩ F (x) 6= ∅ =⇒ G(w) ∩R(x) 6= ∅
for all x ∈ X and w ∈W .
Now, as an immediate consequence of this theorem, we can also state the follow-
ing corollary.
Corollary 11.8. If in particular each member of the families F and G is a func-
tion, then the following assertions are equivalent :
(1) F is upper ~–G–normal ,
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(2) for any S ∈ S and f ∈ F there exist g ∈ G and R ∈ R such that f(x)S w
implies xR g(w) for all x ∈ X and w ∈W .
Hence, by using an analogue of Definition 10.5, we can immediately derive the
following corollary.
Corollary 11.9. For any functions f ∈ F and g ∈ G , then the following asser-
tions are equivalent :
(1) f is upper ~–g–normal ,
(2) for any S ∈ S there exists R ∈ R such that f(x)Sw implies xR g(w) for
all x ∈ X and w ∈W .
Remark 11.10. Because of the above two corollaries, the relators F and G ,
considered in Definition 11.1, may be naturally said to form an upper –Galois
connection between the relator spaces (X, Y )(R) and (Z , W )(S ) if the relator
F is upper –G–normal with respect to the relators R and S .
Acknowledgement. The author is indebted to the Editor in Chief for suggest-
ing some stylistic changes in the formulations.
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