The exploratiodqloitation trade-of is a dificult problem for a reinforcement learning agent. A non-stationury environment coupled with current connectionist implementations of reinforcement learning algorithms is a recipe for disaster. Towards a solution for such situations we introduce past-success directed exploration, a novel technique, and an implementation of RL algorithms based on the Fuzzy ARTMAP architecture. We compare through experimentation features of a traditionul approach with our own.
Introduction
Autonomous reinforcement learning (RL) agents supposed to operate in the real world face the difficult task of adapting to new situations. Current connectionist implementations of reinforcement learning algorithms (such as Sarsa or Qlearning) commonly use a neural network architecture with backpropagation (BP) learning to store the mapping from state-action pairs to action values. Such multilayer percep trons are trained on a data set until some measure of the error drops below a predefined level. When that happens, the network is said to have learned satisfactorily the data set composed of a sequence of state-action pairs and their respective values. However, if the environment changes, the learning agent should adapt to it. This adaptation consists of re-learning how to act in the new environment and thus augmenting prior knowledge. This is equivalent to having a new data set, with at least some fragments of it different than the data set the agent has already learned.
Any learning scenario similar to the one just described can be referred to as incremental learning. Because of their compacG distributed representation of the data, backpropagation-like neural networks are ill-suited for this type of learning. Non-stationary environments are good examples of moving targets and they often cause a backpropagation network to suffer of catastrophic interference [9] -a phenomenon by which the set of weights in the network try to accommodate a new data set only to result in the disrup tion of a previously learned data set. Distributing knowledge over a set of weights, the very feature that enables a multi-
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The purpose of this work is to highlight this implementational problem in the context of reinforcement learning and introduce a potential solution. The rest of the document is laid out as follows. In Subsection 2.1 we give a short description of RL notation. We introduce an alternative con- 
Reinforcement Learning
Reinforcement learning is the problem of learning an optimal behaviour from direct interaction with an environment.
Following is a succinct account of a reinforcement leaning framework described from a Markov decision process perspective [ 1 11.
preliminaries
The interaction between the learner and the environment is specified by a finite set of states S, a 6nite set of actions A, and a real valued reward function R : (s, a) + R At some discrete time step t E 7 the learner is in some state s E S where it can choose to perform an action a E A,, where A, E A is the set of actions available in state s. Executing action a may result in a state transition whereby the learner will find itself in state s' with probability P(s, a , s'), which is referred to as the transition probability. for rt(s, a) . The idea of expected discounted reward is used to bound the summation.
Connectionist Implementations
In applications with large number of states it becomes practically impossible to use a table for storing the value function. Therefore, solutions using more compact representations, in the form of function approximators, have become popular implementation choices. Perhaps the most popular connectionist gradient descent method used in reinforcement learning is the backpropagation algorithm. In order to highlight the effects of catastrophic interference on multilayer perceptrons we implemented the gradient descent Sarsa(X) using the error backpropagation algorithm.
The Sarsa(X) algorithm used in this work is a modified version of Q(X) [2] due to Rummery and Nhjan [4] and is shown in Algorithm 2.2 in the form presented by Sutton in 1131. This algorithm is used as described by Rummery and Niranjan [4] . For each available action there is a separate neural network. The input to the neural net is a representation of the state while the target is the current approximation of the action value function. Since learning is done in a supervised fashion, one can use, at least in thmry, other neural based methods. To address the catastrophic interference problem that distributed representation neural networks have, we chose' Fuzzy m, an architecture specifically designed to deal with the stability/plasticity dilemma. A network is considered stable when it ceases to oscillate. Plasticity is the ability of a net to respond (learn) to a new pattern equally well at any stage of learning [8] .
Presenting the lengthy algorithms for the implementation of backpropagation and Fuzzy AKTMAP is beyond the space limits of this paper. There are many examples in the literature and the reader is directed to [6, 5, 7, 12, 3, 8] details.
The Fuzzy ARTMAP neural net is used by us as a replacement for the backpropagation net. However, since the two methods are very different in essence, we modified Fuzzy ' we also Considered the cascade-correlation neural network[l4], however, we found that it only ameliorates the problem, rather than provide a solution Algorithm 2.1 Gradient descent Sarsa(X) with trace replacement With probability e: a t a random action E d(s)
Repeat (for each step of episode): e t 7 X e ea + e, VwQa Take action a, observe reward, r and next state, d
Pass s ' through each network and obtain C& a' + arg-8;
With probability E: a ' t a random action E d(s') w c w + a 6 e a c a' d t r -9 ,
where a' t arg means U ' is set to the action for which the expression is maximal, in this case the highest Q, Q is a constant step size parameter named the learning rate, VwQa is the partial derivative of Q with respect to the weights w, 7 the discount factor, e the vector of eligibility tram, and X E (0,11 is the eligibility trace parameter.
ARThfAP to make it usable in the context of a reinforcement learning algorithm. When Fuzzy ARTMAP is presented with an input vector that it has not been exposed to before, during the learning stage it will create a mapping between it and the output pattern. However, in the retrieval stage, if the input is sufficiently different from anything it has stored (and this is controlled by the vigilance parameter), Fuzzy ARTMAP will simply not have an answer. In such a case we relaxed the vigilance parameter repeatedly until an output was obtained.
Exploration
A key feature of reinforcement learning is the exploratiodexploitation trade-off. To accumulate as much reward as possible, a learner must exploit the knowledge it already has. However, some actions with small immediate reward may yield even more reward in the long run, but to find out about them the learner has to choose them, even though they do not look promising. Therefore, the choice of actions, exploratory or exploitatory, can have a significant effect on the behaviour of the learner.
Thrun gives a good taxonomy of exploration techniques [la. He describes two major categories of exploration: undirected and directed. Undirected exploration techniques have no bias rooted in the learning process itself, rather they are either purely random (e.g. random walk) or their amount of exploration is set by the user (e.g. E-greedy and Boltzmann distribution). Directed exploration methods are bi-ased by some feature of the learning process. For instance, counter-based techniques [ 1,101 will favor the choice of actions resulting in a transition to a state that has not been frequently visited. The main idea behind directed methods of exploration is to encourage the learner to explore either parts of the state space that have not been sampled often, or parts that have not been sampled recently [16] . The result of these biasing methods is an expansionist search through the state space that is not necessarily wanted in all cases. For instance, a learner that cannot afford long learning times may need to quickly learn a path to a goal state, even if the path is not optimal. In nature, where optimality is often a complex function in an animal's life, animals rarely find the shortest path to food. Any path to food that is found before the animal starves to death is better than the best path that would take too long to learn. Another inadequacy of current exploration methods is mainly a feature of the two undirected exploration techniques, e-greedy and the Boltzmann distribution based. The amount of exploration in these techniques decreases at a constant rate throughout the learning process. The problem with this is that the rate is fixed by the researcher based on one's experience or on some experimentation, instead of using hints given by the learning process itself. For instance, if learning starts from scratch, the learner knows nothing at the beginning of the process. Therefore, it should use maximum exploration. As it learns more, the amount of exploration should decrease accordingly. We introduce an exploration technique that biases exploration by the amount and rate of success the learner has in reaching the goal state(s), hence its name: past-success directed exploration. The net result is a learner which exploits increasingly more if it receives reward at an increasing rate. On the other hand, if the learner stops receiving reward because of a change in the environment, exploration should again increase.
The average discounted reward reflects both the amount and the frequency of received immediate rewards, and is defined through the following equation:
where U E (0,1] is the discount factor and T t the reward received at time t. The discount factor determines how past rewards are viewed: the further back in time, the less effect they have on the average reward.
Past-success directed exploration can be combined with any technique described above to further direct exploration. For instance, e can be derived as follows:
(2) E t = 0.8e-a(p~)8 + 0.1 and then used in the e-greedy exploration. Here, (Y determines the slope of the sigmoid curve. The effect obtained thus is a non-linear combination of exploration and exploitation, with the added benefit of an adaptive rate.
Experiments
We carried out a number of experiments, with the following design goals in mind:
to highlight the problem faced by multilayer perceptron implementations, to determine that the performance of the Fuzzy AR" implementation in conjunction with a reinforcement learning algorithm was at least as good as the backpropagation based implementation, and to determine that past-success directed exploration behaves as expected in a non-stationary environment
In all cases featuring a gridworld environment the current state of the system was represented as a binary vector. In the case of continuous states, the state was represented as a vector of real numbers. This task presents two difficulties to traditional algorithms.
First, since the change in exploration is preset, even after the 1OOO-th trial the agent will continue exploiting a value function based on a policy that just became erroneous. Second, even if exploration was adaptive, assuming the agent had a chance to learn well the first path to the goal, the backpropagation network w i l l be hit by catastrophic interference as soon as it tries to accommodate the new path.
Most parameters are set as in the previous experiment. Table   1 gives a summary of the parameters used and their values. These plots clearly show the problem faced by the BP implementation. At the 1OOO episode mark, when the old path to the goal state has been closed, the average discounted reward starts dropping rapidly and monotonically. The adaptive e which directly influences exploration, after dropping to quite a high exploitation range of values (between 0.35 and 0.15), after the 1OOO-th episode it surges to maximum exploitation because it detected the agent's poor On the other hand, looking at Figure 4 one sees not much more than a temporary surge in exploration right after the 1OOO episode mark. Within a few episodes, the new path is found and the success derived from reaching the goal state drives exploration down to under 0.2. This is evident also from the plot of the average discounted reward which drops somewhat after the 6rst path to the goal is closed, but then it goes back to higher values.
The agent used in the third simulation is a rough approximation of a very simple autonomous mobile robot and features three sensors:
pel-fOl-IllanCe. 0 a touch sensor for knowing when the enclosing wall 0 a "target" sensor that provides both the absolute distance between the center of the agent and the target, and the angle between the agent's axis and the line from its center to the target, was hit, 0 and finally a "vision" sensor capable of detecting the
The environment is a square, enclosed area of 300 x 300 units. The agent itself is square and its side is 50 units long.
The agent vision sensor can detect objects ahead of it at a distance of 150 units measured from its center to the closest point of the object. In this experiment the only detectable object is the enclosing wall. The maximum distances measurable by the vision sensor and the target sensor have been defined as the agent size times three and the length of one side of the environment respectively. The angle between the agent's axis and the target is measured in radians with possible values between 0 and 27r. One run consists of 500 episodes each lasting at most 500
steps. An episode ends upon the agent either reaching the goal state (identified by the center of the agent inside the target circle), or hitting a wall before the 500-th step, or reaching the maximum number of steps. The beginning of each episode is marked by a reset in the position of the agent which is selected at random, in such way that the agent does not start already in the goal state. At each step the sensor values are passed to the agent who assesses them and then chooses to perform one of three possible actions: move forward, rotate left, or rotate right. The distance for the move forward action is one third of the size of the agent (in this case 50/3). The angle of rotation for both left and right is
40".
The Sarsa algorithm specific parameters were set as follows: the learning rate (Y = 0.9, the discount factor 7 took a value of 0.99, the eligibility trace parameter X was set to 0.75, and the exploration type was adaptive e-greedy with E E [0.4,0.01]. The backpropagation network used the same learning rate as Sarsa and its inputs received from sensors were quantized using a form of coarse coding described by Rummery [4] .
The continuous state simulations have been repeated ten times each and the resulting values have been averaged. Since the variation in results was not significant, the average values obtained this way were a good indication of the algorithms' behaviour.
The chosen indicator of performance over time is again the average reward. The two learning curves, for the backpropagation and fuzzy ARTMAP based Sarsa are shown in Figure   6 . The much fastex initial convergence of Sarsa with fuzzy ARTMAP is clearly visible. The important point about this distance to the closest wall within its view. propagation based Sarsa experiment is that fuzzy A R W Sarsa handled the incoming continuous inputs without manual quantization and it still performedbetter than the BP Sarsa. Generalizing over inputs is done automatically by fuzzy A R W . In fact, the generalization occurs on the entire input vector as opposed to its elements separately. The manual quantization which is nothing more than coarse-coding, achieves a similar result, i.e. generalization, but it is done on each sensory value separately. Based on these experiments we can conclude that the generalization performed automatically by fuzzy AwrpvlAp is more beneficial for the reinforcement algorithm implemented here.
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Concluding Remarks
This work has presented the simple yet novel technique past-success directed exploration that fills a void in the traditional exploration scene, where undirected and directed techniques such as e-greedy, counter based, error based, recency based, and selective attention directed exploration only address part of the problem.
In augmenting the Sarsa reinforcement algorithm with past-success directed exploration, we found that traditional connectionist implementations based on backpropagation neural networks did not work as desired. In particular, backpropagation-like neural networks encode information in a distributed manner and cannot learn incrementally. This phenomenon has been identified as catastrophic interfer-
