Replication and value selection through voting are commonly used approaches to tolerating naturally caused failures. Without considering intentionally introduced failures, such as failures caused by attacks, having more replication or residency often makes the system more reliable. However, when both the reliability of individual replicas and the existence of attackers are taken into consideration, the number of replicas that participate in a voting process has significant impact on system reliability. In this paper, we study the problem of deciding the optimal number of participating voters that maximizes the reliability of voting results under two different types of attacks, i.e., random attack and targeted attack, and develop algorithms to find the optimal voting strategy. A set of experiments are performed to illustrate how the optimal voting strategy varies under different system settings and how the number of voting participants affects the system's reliability.
INTRODUCTION
Ensuring a complex system's reliability has been a challenging issue for decades. One of the main reasons is that it is very difficult and costly, if not impossible, to have all system components reliable (Kwiat, Taylor, Zwicker, Hill, Wetzonis, & Ren 2010) . What further exacerbates the challenge is the ever growing number of cyber attacks both in severity and in volume. Replication and voting are often used hand-in-hand to safe-guard a system from failures and ensure the system's reliability (Trivedi, 2002; Siewiorek & Swarz, 1998) . For example, internet content providers (e.g., Google) often deploy multiple clusters world-wide not only to achieve fault tolerance but also to improve system performance. Another example of commonly used replication is to geographically distribute clusters to facilitate the recovery from localized disasters (e.g., hurricanes and earthquakes).
There are many different voting algorithms in literature. For instance, unanimity voting (Latif-Shabgahi, Bass, & Bennett, 2004) generates a result when all the replicas are in agreement. This type of voting algorithm is used when reaching an agreement by all replicas is necessary. Clearly, the unanimity voting does not tolerate any replica failures. The majority voting algorithm (Thomas, 1979) , on the other hand, takes the majority as its final value. A less restrictive, or more general form of majority voting is plurality voting (Latif-Shabgahi et al., 2004) . It requires m-out-of-n replicas to agree on the same result, where m can be less than a strict majority of n, i.e., 1 2
In our early work , a blending of fault and attack tolerance of three majority voting algorithms: Majority Rule (MR), Random Dictator (RD), and Random Troika (RT), is studied. For MR, it needs all the replicas to vote, while RD randomly chooses one replica's value as its result. Although RT also belongs to the majority voting family, the selection of the Troika is rather random, and the final result is decided by the majority of the three chosen replicas. The study concludes that neither of these three voting algorithms is always superior to the others when the reliability of replicas and the number of uncompromised replicas are different .
In this paper, we study the problem of deciding an optimal number of participating voters that maximizes the reliability of voting results under two different types of attacks, i.e., random attack and targeted attack and develop algorithms to find the optimal voting strategy. For random attack, the probability of each individual replica being compromised is the same, while with targeted attack, the attacker selects a subset of replicas as its targets. We assume that attackers can only attack a system when the system is in operation.
The rest of the paper is organized as follows. Section 2 discusses related work. In Section 3, we formally define the problem of deciding an optimal number of participating voters that maximizes the reliability of voting results under random and targeted attacks, respectively, and provide solutions to the problem in Section 4. The experimental results are shown and discussed in Section 5. Finally, we conclude and point out future work in Section 6.
RELATED WORK
The analysis of attacker-defender problems have been studied from different perspectives. For instance, in (Vicki & Bier, 2002; Bier, Nagaraj, & Abhichandani, 2005) , Bier et al. study optimal defenses against intentional threats for both series and parallel systems, and illustrate how the optimal allocation of defensive investments changes with the structure of the system and the adversary's goals and constraints. Yalaoui et. al. consider redundant components in series systems and proposed a dynamic programming method to calculate the minimum cost required for a system to satisfy the minimum reliability requirement (Yalaoui, Chatelet, & Chu, 2005) .
Levitin and Hausken have done substantial work regarding how to improve the reliability of a system subject to attacks. To be more specific, in (Hausken, 2008; Levitin & Hausken, 2009a; Levitin & Hausken, 2009b; Levitin & Hausken, 2009c) , they consider series and parallel systems, series systems of parallel subsystems, and parallel systems of series subsystems, and analyze system reliability when systems have or do not have budget constraints. Some approaches considering protection and redundancy techniques to reduce the expected damages caused by the attacks are discussed in (Levitin & Hausken, 2008) . In (Levitin & Hausken, 2009d) , they further analyze how to allocate resources between deploying false targets and enhancing object protection when protecting a single object. They conclude that the optimal number of false targets does not depend on the attacker's resources but only depends on the relative target cost. While in (Levitin & Hausken, 2009e) , they propose three defense approaches (i.e., false targets, protection, and replication) to minimize system damage when both the defender and the attacker have limited resources, and illustrate how the defender and attacker choose their strategies when the contest intensity changes.
Our work differs from those discussed above in two aspects. First, in our work, the reliability of the system does not depend on the system's structure nor on the number of uncompromised replicas, but instead it is decided by a nonempty subset of replicas which form the voting replicas. This is in contrast to the work discussed above where the system reliability either depends on the system structure or the amount of uncompromised replicas. Second, the defender model is different. In our work, the defender has no defense resources, but can only choose different number of voters to maximize the expected number of surviving clusters in the system. While in the work discussed above, defenders are given a fixed amount of defensive resources that are distributed among different defense approaches, and they decide how to optimally distribute the defensive resources to maximize system reliability.
In (Hardekopf, Kwiat, & Upadhyaya, 2001 ), Hardekopf et al. propose a decentralized voting algorithm that improves system dependability and protects the system from faults and hostile attacks. Their work mainly focuses on the voting protocol, while in our work, our goal is to decide the optimal number of voters.
Tong et al. show how to choose optimal weight assignments for the majority voting strategy in the system and also propose new effective vote assignment algorithms which aim to maximize the system reliability (Tong & Kain, 1991) . Davcev proposes a dynamic weighted voting scheme for consistency and recovery control of replicated files in distributed systems (Davcev, 1989) .
The main difference between our work and those discussed above is that in our system model, the number of voters can change under different conditions and up to N r Our earlier work focused on using an information hiding approach to prevent the attackers from quickly identifying the location of critical components in the system (Wang, Leiferman, Ren, Kwiat, & Li, 2010) and deciding optimal resource allocation for improving system reliability under random attack (Wang, Ren, Yue, & Kwiat, 2010 , 2011 . The current work differs from the previous work in two aspects. First, the system models are different. In this paper, the system reliability depends on the reliability of a set of selected voting replicas and whether they are compromised or not, while in (Wang et al., , 2011 , the system reliability is the probability that all critical components survive the attacks. Second, the protection approaches are different. The previous work considers creating camouflaged components, or enhancing component protection, etc.), while the work presented in this paper consider the number of voting replicas in a voting process.
(i.e., the total number of replicas in a cluster) replicas can be used to form the voters. However, the work in (Tong & Kain, 1991; Davcev, 1989) only consider fixed number of voters.
Preliminaries and Problem Formulation
Before presenting the formal description of the system model and its assumptions, we first introduce the notations to be used throughout the paper. We assume a system consists of C independent clusters, and each of them is composed of N r
It is worth pointing out that the problem modeling and the algorithmic solutions developed in the paper reply on an overlay structure based on clusters. The overlay structure permits the ad hoc instantiation of standard network structures such as a star or a mesh when such structures are deemed optimal for system performance; however, as attack tolerance is our governing concern we restrict our discussion to cluster formation for the purpose of voting. diverse replicas. By diverse, we mean the replicas are functionally equivalent, but their implementations may vary. The reliability of each individual uncompromised replica is r. For each cluster, its reliability is the probability that a correct final result is obtained through a voting process.
We further assume that the system is to operate for T time units, and it is only during the system operation time that the attacker can make attempts to compromise the system. For an attacker, the time needed to compromise a system replica's depends on the replicas vulnerabilities and the attacker's skill level (McQueen, Boyer, Flynn, & Beitel, 2006) . We assume that the attacker can successfully compromise N t When fighting against external attacks, the system defender cannot guarantee the attacker does not know the system information. As system's reliability is evaluated under the worst case condition (Dominguez-Garcia & Grainger, 2008) , we assume that the attacker knows the static information about the system, i.e., the number of clusters C, the number of replicas in each cluster N replicas within that T time units. r , and the replicas' reliability r in the system. We consider that knowing such static information is an advantage for the attacker. However, the dynamic information, such as how many replicas are chosen to participate in a voting process within a cluster and who are the voting/non-voting replicas, which can adjust at run time, is unknown to attackers. For the defender, he/she does not know which clusters or replicas are currently being attacked, his/her option is to decide the number of voters for each cluster. Figure 1 gives a snapshot view of a cluster.
Figure 1. Snapshot view of a cluster

Cluster Reliability without Compromised Replicas
When the cluster is not under attack, none of the replicas in the cluster is compromised.
Assume the defender chooses ) 1 ( 
uncompromised replicas vote correctly, in order to produce a correct result, we must have 1 2
to denote the probability that the cluster is able to produce a correct result under N f compromised replicas when N v
replicas are involved in the majority voting, and we have (3) where
The Expected Number of Surviving Clusters under Random Attack
When the system is under random attack, for each replica, the probability of being compromised is the same. We use f N to denote the number of compromised replicas in an individual cluster i c , and we have
, and the 
As the number of voting replicas i.e., N v ( )
, in each cluster is the same, therefore, when the system is under random attack, the number of surviving clusters is (6)
The Expected Number of Surviving Clusters under Targeted Attack
When the system is under targeted attack, the attacker's strategic decision is to decide how many clusters to attack. Assume the attacker chooses
clusters to attack and evenly distributes the effort among the clusters, which indicates that there are at least Assume the defender sets the number of participating voters for each cluster is
denote the expected number of clusters which are able to produce a correct result, based on the analysis above, we have
where
, and A N q t mod = .
The problem we are to solve is to decide an optimal strategy, i.e., v N , to maximize ) , ( A N S v given that for any v N the attacker chooses A that minimizes the value ) ,
DETERMINING THE OPTIMAL VOTING STRATEGY UNDER RANDOM AND TARGETED ATTACK
In this section, we aim to find the optimal voting strategy for the system when it is under random and targeted attack, respectively.
Optimal Voting Strategy under Random Attack
When the system is under random attack, according to Section 3, we know the expected number of surviving clusters is
In (9) 
) ( Proof: We prove the theorem by contradiction. If there exists a higher expected number of surviving clusters, the corresponding voting strategy must be one of the N r
In Algorithm 1, we compare the expected number of surviving clusters under each voting strategy and choose the largest one. Therefore, the assumption does not hold.
strategies.
Complexity Analysis: From (9), we know that the time complexity of calculating
. When performing the comparison, we need to enumerate all the cases, i.e., the total iteration is N r ) ) (( 4 r N O . Therefore, the complexity of the algorithm is .
Optimal Voting Strategy under Targeted Attack
When the system is under targeted attack, the attacker's goal is to strategically decide the number of clusters to attack, i.e., A, so that the total number of surviving clusters is minimized.
As the total number of replicas the attacker can successfully compromise under given time T is t N , and these compromised replicas can be scattered among at least
As there are total C clusters in the system, hence the number of clusters being attacked, A, is in the range of
. Therefore, the total number of possible attack strategies
, and the jth attack strategy is to attack 1
For the defender, as he/she can choose any number of participants to perform majority voting in the cluster with size N r , hence the number of possible voting strategies is S d = N r , and the ith voting strategy is to select N v = i replicas to vote. Once the strategies of both defender and attacker are decided, the expected number of surviving clusters
, A), i.e., the clusters which produce a correct result under attack, can be calculated by using (7).
Therefore, we define a matrix to record the number of surviving clusters under each possible defense and attack strategies, where
refers to the number of surviving clusters when the defender chooses ith voting strategy and the attacker chooses jth attack strategy. In other words, .
Clearly, for each voting strategy
, depending on which attack strategy, i.e., A, is taken by an attacker, the number of surviving clusters can vary. We introduce two vectors, i.e., In this optimal voting strategy problem, the gain of the defender is the loss of the attacker, and vice versa. A game in which one player wins what the other player loses is called a two-person zero-sum game (Raghavan, 1994; Gass, 1984) . Therefore, the optimal voting strategy problem can be mapped to the two-person zero-sum game problem.
It has been proved that the two-person zero-sum game is equivalent to the linear programming problem (Kuhn & Tucker, 1950) . Therefore, in order to find out the optimal voting strategy, we transform the optimal voting strategy problem into a linear programming problem. In our work, we simply follow the steps proposed in (Zafra, 2011; Vanderbei, 2001) to perform the transformation. Here, we first present the steps in Algorithm 2 and provide the detailed explanation and discussion afterward.
Algorithm 2 DETERMINE THE OPTIMAL VOTING STRATEGY UNDER TARGETED ATTACK
Input:
C: total number of clusters in the system; N r r: the reliability of each replica;
: total number of replicas in each cluster;
N t Output:
: total number of replicas the attacker can compromise; 
5:
Create the equivalent linear programming problem for the optimal voting problem. (Vanderbei, 2001) . Therefore, no matter what the attacker's strategy is, the defender is assured of obtaining at least
. Let X be the lower bound for each , ,..., 2 , 1
Then, the defender's goal is equivalent to maximizing X, and we have maximize X (11) subject to:
The attacker, on the other hand, tries to minimize the expected number of surviving clusters by choosing an optimal attack strategy against the defender's strategies. By using a similar analysis above, the attacker's goal is to minimize ) , ( max 
After solving these two linear programming problems by using the simplex algorithm proposed in (Cormen, Stein, Rivest, & Leiserson, 2001 ), we will get X, Y , The following example illustrates the process of determining the optimal number of voting replicas in the cluster.
Example 1: Assume a system has C = 10 clusters, and each cluster consists of N r = 25 replicas, the reliability of each replica is r = 0.9. The total number of replicas the attacker can compromise is N t TABLE 1 = 13), then the expected number of clusters which generate a correct result is 9.9716, and obviously, this strategy is not optimal for the attacker because if the defender sticks to the same voting strategy (i.e., choosing 13 out of 25 replicas to vote), then the attacker will prefer to attack 2 out of 10 clusters to decrease the expected number of surviving clusters to 8.6389, rather than attacking 8 out of 10 clusters. On the other hand, if the attacker sticks to his/her strategy, the defender would like to choose 25 replicas to vote and increase the expected number of surviving clusters to 9.9998. Therefore, for both attacker and defender, their initial strategies of attacking 8 out of 10 clusters and choosing 13 out of 25 replicas to vote is not optimal against each other. In order to decide the optimal strategy in this example, we set the probability of the defender taking the ith strategy is x i , the probability of the attacker taking the jth strategy is y j
The result matrix for defender and attacker in Example 1
After transforming the problem into the linear programming problem, we solve this linear programming problem by using simplex algorithm, and we have X=Y=8. 7384, , and [ ]
, which indicates that the fourth voting strategy is the defender's optimal strategy, and that is to choose 7 out of 25 replicas to vote, and the attacker's optimal strategy is the second strategy which is to attack 2 out of 10 clusters. For this case, the expected number of surviving clusters is 8.7384.
In order to show that their strategies are optimal against each other, we will traverse all the defender's strategies and check whether a better voting strategy is available when the attacker's optimal strategy is fixed. The attacker's optimal strategy can also be checked in a similar way. Based on the result table, we can see that when attacker chooses the second strategy, that is A = 2, no better voting strategy for defender is available, and when defender chooses the second strategy, that is N v If there exists one element in vector =7, no better attack strategy for attacker is available, either. Therefore, for both attacker and defender, their strategies are optimal against each other.
[ ] which is equal to 1. However, if no such element exists in the probability vector, it indicates that no deterministic decision can be obtained. To illustrate it, consider another example shown below. Example 2: In this example, we have the same system setting as given in Example 1 except the reliability of replica and number of compromised components, that is we have C = 10, N r = 25, r = 0.7, and N t = 37. In addition, for the defender, we assume that only an odd number of replicas is chosen to vote, therefore, the total number of voting strategies is .8844. In this case, none of decision probability is 1. Therefore, no deterministic decision can be made.
In order to decide the optimal voting strategy under targeted attack, we present a more general approach to solving this problem. Based on the analysis above, we know the objective of the defender is to maximize the number of surviving clusters under the worst case scenario, i.e., if the defender's strategy is determined, an attacker chooses a strategy that minimizes the number of surviving clusters. In other words, the defender's objective is to maximize min S , where
Algorithm 3 gives the procedure of finding the system's maximized minimum number of surviving clusters. The main idea of Algorithm 3 is that for each voting strategy, we find the minimum number of surviving clusters under all possible attack strategies. Then we choose the voting strategy under which the minimum number of surviving clusters is maximized.
Algorithm 3 FINDING THE SYSTEM'S MAXIMIZED MINIMUMNUMBER OF SURVIVING CLUSTERS
Input: Matrix
Output: System's maximized minimum number of surviving clusters Theorem 2: Algorithm 3 obtains the maximized minimum number of surviving clusters under all possible attack strategies.
Proof: We prove the theorem by contradiction. If there exists a higher maximized minimum number of surviving clusters under all possible attack strategies, it must exist in one of the S d
Complexity Analysis: In Algorithm 3, the time complexity of calculating matrix M = strategies. Since Algorithm 3 compares the minimum number of surviving clusters under all possible attack strategies and chooses the largest among them. Therefore, we cannot obtain a higher maximized minimum number of surviving clusters than the one produced by Algorithm 3.
In order to find the maximized minimum number of surviving clusters, the time required is ) ( C N O r × .Therefore, the complexity of the algorithm is
In order to illustrate how Algorithm 3 works, we revisit Example 2 below.
Example 3: Assume the system setting is the same as given in Example 3. That is C = 10, r N = 25, r = 0.7, and t N = 37. Table 2 shows the number of surviving clusters under possible voting and attack strategies. According to Algorithm 3, we first get the minimum number of surviving clusters under each voting strategy, which is shown in Table 3 . From Table 3 , we can see that the maximized minimum number of surviving clusters we can achieve is S = 6.882 when the number of voters is N v
EXPERIMENTAL RESULTS
= 15. In other words, no matter which attack strategy the attacker takes, the expected number of surviving clusters in the system is no smaller than S = 6.882.
In this section, we empirically investigate how the number of compromised replicas and replicas' reliability affect the voting strategy and expected number of surviving clusters, and how the number of voting replicas affects the reliability of voting results when a system is under random and targeted attacks, respectively. The voting strategies under random and target attacks are determined by Algorithm 1 and Algorithm 3, respectively.
Voting Strategy under Random Attack
In this subsection, we discuss how the number of compromised replicas and replicas' reliability impact the selection of a voting strategy to fight against random attacks. We assume the system consists of 10 clusters, the number of replicas in each cluster is 15, and the reliability of each replica is set to be 0.9, 0.8, 0.7, and 0.4, respectively. That is C = 10, N r = 15, and r = 0.9, 0.8, 0.7, and 0.4. When the total number of replicas the attacker can compromise increases from 0 to 100, Figure 2 shows the change of the optimal voting strategy.
Figure 2. The relationship between the optimal voting strategy N v and total number of compromised replicas N t when system is under random attack
From Figure 2 , we can see that when the number of compromised replicas increases, the voting strategy changes dramatically. For instance, when the reliability of replica is r = 0.9 and the total number of compromised replicas increases from 60 to 70, the number of voters decreases from 15 to 1. The reason is that when the number of compromised replicas is small, the majority of the replicas in each cluster is uncompromised, and a higher reliability can be achieved when more replicas participate in the voting. However, if the majority of replicas in the cluster is compromised, the more replicas participate in the voting, the more likely that a compromised replica participated in a voting hence lowers the probability of reaching a correct result. Therefore, under this situation, the best option is to select only one replica and uses its result as the final value.
Another observation that can be made from Figure 2 is that the changing point of the voting strategies varies under different replicas' reliability. For example, if r = 0.7, the voting strategy changes when the total number of compromised replicas exceeds 40, while if r = 0.9, the voting strategy changes at the point where the total number of compromised replicas exceeds 60. This is because when compromised replicas exist in a voting process, if the reliability of uncompromised replicas is low, the probability that the majority of those replicas produce a correct is smaller than the case if only one replica is selected as the sole voter. However, if the reliability of replicas is high, the probability that the majority of those highly reliable replicas produce a correct result is larger than the case if only one replica is selected as voter.
To better explain it, consider an example in which there are five replicas, and two of them are compromised. If the reliability of the replicas is r = 0.7 and all five replicas are participating in a voting process, the probability that a correct result can be obtained is . On the other hand, if we only select one replica as the voting replica, the probability to obtain a correct result is 42 . 0 5
, which is larger than the case in which all replicas participate in the voting. However, if the reliability of the replicas is r = 0.9 and all five replicas are participating in the voting process, the probability to produce a correct result is 3 r = 0.93 = 0.729, which is larger than the case in which only one replica is selected as the voter, i.e., 5 3 9 . 0 × = 0.54.
In the case when the reliability of the replicas is low, i.e., r = 0.4, from Figure 2 , we can see that even the number of compromised replicas is 0, the optimal voting strategy is to select only one replica. This is because if the reliability of replicas is below 0.5, the probability to produce an incorrect output is larger than producing a correct output. Therefore, involving more replicas with low reliability decreases the probability of obtaining a correct result. This also indicates that having more replicas in a voting scheme with low reliability does not improve system's reliability. Figure 3 shows how expected number of surviving clusters changes with the number of compromised replicas. From Figure 3 we can see that for all cases, the expected number of surviving clusters decreases when the number of compromised replicas increases. This is because as the number of compromised replicas increases, the probability that voting components are compromised increases accordingly, thus the probability of producing a correct result through majority voting decreases. From Figure 3 , we can also see that under the same attack condition, i.e., the total number of compromised components is the same, systems with highly reliable replicas have more surviving clusters (i.e., more clusters can when system is under random attack produce correct results). A complete presentation regarding the relationship between the expected number of surviving clusters S, the replica's reliability r, and the number of compromised replicas N t is shown in Figure 4 . Figure 5 shows the performance of fixed voting strategies and optimal voting strategy when system is under random attack. In particular, we set the value of N when system is under random attack v to be constant 1, 7, and 15, or decided by Algorithm 1, respectively, and the reliability of replicas is r = 0.9. From Figure 5 we can see that the optimal voting strategy obtained by Algorithm 1 performs the best than other fixed voting strategies. For instance, when the number of compromised replicas is no greater than 60, the optimal voting strategy is to select all replicas (i.e., N v = 15) to vote, otherwise, we should select only one voter. This indicates that under different system settings, the voting strategy may be changed to maximize the number of surviving clusters.
Figure 5. The expected number of surviving clusters under different numbers of voting replicas
Voting Strategy under Targeted Attack
In this subsection, we discuss how the number of compromised replicas and replicas' reliability impact the selection of a voting strategy to fight against targeted attacks. The experiment settings for C, N r , and r are the same as given in the previous experiment settings, In other words, we have C = 10, N r Figure 6 shows how voting strategy changes with different total number of compromised replicas. From Figure 6 , we can see that the more replicas are compromised, the less voters are involved in the voting process. This is because if the majority of the replicas in a cluster is compromised, choosing less voters can achieve higher probability of obtaining a correct result.
= 15, and r = 0.9, 0.8, 0.7, and 0.4. The number of compromised replicas increases from 0 to 70. Another observation can be made in Figure 6 is that unlike the change of voting strategy under random attack where the number of voters decreases from 15 to 1 abruptly, the number of voters under targeted attacks decreases gradually. This is because when the system is under targeted attack, only a subset of clusters are under attack. In other words, for unattacked cluster, having more replicas to vote improves the reliability of these clusters. But for the attacked clusters, having more replicas may decrease voting reliabilities. Therefore, a tradeoff is considered when both unattacked and attacked clusters exist.
when system is under targeted attack
When system is under targeted attack, the relationship between the expected number of surviving clusters S and total number of compromised replicas N t A more complete presentation regarding how the expected number of surviving clusters changes under different the replicas' reliability and different number of compromised replicas is shown in Figure 8 . In this experiment, we have C = 10; N is shown in Figure 7 . Similar to random attack, the expected number of surviving clusters decreases when the total number of compromised replicas increases. However, from Figure 3 and Figure 7 , we can see that the expected number of surviving clusters under targeted attack is smaller than the one under random attack even the number of compromised components is the same. In other words, for attackers, targeted attacks are more effective. r = 15, and the replicas' reliability increases from 0.1 to 1.0, and the total number of compromised replicas increases from 0 to 100. Figure 8 shows that the number of surviving clusters increases when the replicas' reliability increases, and the number of surviving clusters decreases when the number of replicas the attacker can compromise becomes larger, which is consistent with Figure 7 . Figure 9 shows the expected number of surviving clusters under different number of voting replicas. More precisely, we set C = 10; N r = 15, and r = 0.9, and let the number of compromised replicas vary from 0 to 80. The value of N v is set to constant 1, 7, and 15, or chosen by the Algorithm 3, respectively. From Figure 9 we can see that the expected number of surviving clusters with a fixed number of voting replicas are always no greater than the case in which the number of voting replicas is optimally decided. This result validates our conjecture that when the system is under attack, the number of replicas that participate in a voting processing may not be positively proportional to the reliability of the system. 
CONCLUSION
In this paper, we studied how replicas' reliability and the number of compromised replicas impact the decisions on number of participating voters when the system is under random attack or targeted attack. In addition, we also investigated how the number of participating voters may impact the reliability of a voting algorithm. We presented a solution to decide the optimal number of voting replicas to maximize the expected number of clusters that can produce a correct result under attack. In addition to formally analyzing the relationships among the voting strategy, replicas' reliability, number of compromised replicas, and the number of surviving clusters, empirical studies are also performed to provide concrete observations. In this paper, the replicas are assumed to be homogeneous. In other words, they have the same reliability and the same voting weight. It would be interesting to know, which is also our next research target, how the system behaves when replicas are heterogeneous with respect to their reliabilities and voting weights.
