This paper studies diagonal implicit symplectic extended Runge-Kutta-Nyström (ERKN) methods for solving the oscillatory Hamiltonian system H(q, p) = 1 2
Introduction
In this paper, we are concerned with diagonal implicit symplectic methods for solving the following oscillatory Hamiltonian systemṡ q = ∇ p H(q, p), q(t 0 ) = q 0 ,ṗ = −∇ q H(q, p), p(t 0 ) = p 0
with the Hamiltonian H(q, p) = 1 2
Here M is a d × d symmetric and positive semi-definite matrix which implicitly preserves the dominant frequencies of the system (1) and function U (q) is a real-valued function whose second derivatives are continuous. Problem (1) with the Hamiltonian of the form (2) often consists in a wide variety of applications such as physics, astronomy, molecular biology,astronomy and classical nian system (1) is defined by
ij (V )∇U (Q j ), i = 1, . . . , s, q n+1 = φ 0 (V )q n + hφ 1 (V )p n − h 2 s i=1b i (V )∇U (Q i ),
where c i are real constants, b i (V ),b i (V ), andā ij (V ) are matrix-valued functions of V ≡ h 2 M , and
The coefficients of (3) can be displayed in a Butcher tableau:
Based on the new SEN-tree theory, the order conditions of (3) can be derived by comparing the series expansions of q n+1 and p n+1 in terms of SEN-trees with those of the true solutions q(t n + h) and p(t n + h), respectively. The following theorem presents the order conditions of ERKN methods (see [21] ). 
where τ is an extended Nyström tree associated with an elementary differential F (τ )(q n , p n ) of the function −∇U (q) at q n .
The definitions of Φ(τ ), ρ(τ ), γ(τ ) are referred to [21] . One important property of Hamiltonian systems is that the correspond flow is symplectic. Therefore, it encourages many researchers to study symplectic integration which can preserve the symplecticity of the considered system. The symplectic conditions of ERKN methods are derived in [16] and the following theorem states the symplectic conditions of diagonal implicit ERKN methods for solving the oscillatory Hamiltonian system (1).
Theorem 2 (see [20] ) An s-stage diagonal implicit ERKN method (3) is symplectic if its coefficients satisfy 
Diagonal implicit symplectic ERKN methods
In this section, we will formulate some diagonal implicit symplectic ERKN methods with one, two and three stages.
One-stage diagonal implicit symplectic methods
One-stage diagonal implicit ERKN methods can be expressed by a Butcher tableau:
According to the symplectic conditions (6) , it is noted that this method is symplectic if
Similarly, according to the order conditions (5), the necessary and suffficient conditions for an one-stage diagonal implicit ERKN method (3) to be of order two are given bȳ
By (7), we get
Inserting this formula into (8) yields
Due to the second-order order conditions and symplectic conditions do not containā 11 (V ), so the functionā 11 (V ) is arbitrary. We consider two kinds of situations.
Case one. Whenā 11 (V ) = φ 0 (V ), the Taylor expansions of other coefficients are
We denote this method by SERKN1s2(1). Case two. Chooseā 11 (V ) =b 1 (V ) and the Taylor expansions of other coefficients are
We denote this method by SERKN1s2(2).
Two-stage diagonal implicit symplectic methods
We use a Butcher tableau to show two-stage diagonal implicit ERKN methods:
By (6), the symplectic conditions of two-stage diagonal implicit ERKN methods are given by the following formulas
By (5), third-order and fourth-order order conditions of two-stage diagonal implicit ERKN methods respectively are
and
By the first four formulas of (11), we obtain
By the last formula of (11), we havē
Case one. Inserting these formulas of (14) into the first five formulas of (12) yields
where c 1 is a parameter. Consideringā 22 (V ) =ā 11 (V ) and the following formula (which is obtained from the last formula of (12))
we obtainā
We choose c 1 = 1 5 and then get c 2 = 7 9
We denote this method by SERKN2s3. Case two. Inserting (14) into the first seven formulas of (13) yields
.
According to the eighth and ninth formula of (13), the follow results are obtained:
The Taylor expansions of other coefficients are
We denote this method by SERKN2s4 and this method is proved to satisfy all the order conditions and symplectic conditions.
Three-stage diagonal implicit symplectic methods
The following Butcher tableau is given to describe three-stage diagonal implicit methods:
By (6) and (5), the symplectic condition and fourth-order order conditions of three-stage diagonal implicit ERKN methods respectively are given by the following formulas
On the one hand, b i andb i , i = 1, 2, 3 can be obtained by solving the first six formulas of (17) as followsb
On the other hand, by the last three formulas of (17), we obtain
In the above formulas, c i and d i , i = 1, 2, 3 are parameters. It is noted thatā ii (i = 1, 2, 3) can be obtained by solving the eighth, ninth, tenth formulas of (18) as follows
(21) In order to fulfill the first seven formulas of (18) , the following conditions should be satisfied:
where c 1 and c 2 are parameters. Case one. We choose
and then get c 3 = 5 + √ 15 10 . Under the conditions of (23), the Taylor series expansions of b i (V ), 
We denote this method by SERKN3s4(1), and this method is proved to satisfy all the order conditions and symplectic conditions. Case two. Choose
and then we get c 3 = 1 2 . Under the conditions of (25), the Taylor series expansions of other coefficients respectively are 
(27) We denote this method by SERKN3s4(2), which is proved to satisfy all the order conditions and symplectic conditions.
Stability and Numerical experiments 4.1 Stability regions
In this section, we are concerned with the stability of the ERKN methods. This has been analyzed in [18] and thence we just briefly recall here the definitions. Consider the revised test equation:
where ω represents an estimation of the dominant frequency λ and ǫ = λ 2 − ω 2 is the error of that estimation. Applying a multi-frequency ERKN method to (28) produces
where the stability matrix S(V, z) is given by
Definition 2 (See [18] .) R s = {(V, z)| V > 0 and ρ(S) < 1} is called the stability region of a multi-frequency ERKN method and R p = {(V, z)| V > 0, ρ(S) = 1 and tr(S) 2 < 4 det(S)} is called the periodicity region of a multi-frequency ERKN method.
The stability regions of our methods are depicted in Figure 1 . 
Numerical experiments
In this section, in order to show the efficiency of our new methods compared with their corresponding methods, we give three numerical experiments and their results. The methods for comparisons are:
• SERKN1s2: the one-stage diagonal implicit symplectic ERKN method (SERKN1s2(1)) of order two derived in Subsection3.1;
• SERKN2s3: the two-stage diagonal implicit symplectic ERKN method of order three derived in Subsection 3.2;
• SERKN3s4: the three-stage diagonal implicit symplectic ERKN method (SERKN3s4(1)) of order four derived in Subsection 3.3; • RKN1s2: the one-stage diagonal implicit symplectic RKN method of order two obtained by letting V → 0 of the method SERKN1s2;
• RKN2s3: the two-stage diagonal implicit symplectic RKN method of order three obtained by letting V → 0 of the method SERKN2s3;
• RKN3s4: the three-stage diagonal implicit symplectic RKN method of order four obtained by letting V → 0 of the method SERKN3s4.
The numerical experiments have been carried out on a personal computer and the algorithm has been implemented by using the MATLAB-R2010a.
Problem 1.
Consider the sine-Gordon equation with periodic boundary conditions (see [12] )
We carry out a semi-discretization on the spatial by using second-order symmetric differences and obtain the following system of second-order ODEs in time
where
with ∆x = 1/N ,and x i = −1 + i∆x,and F (t, U ) = − sin(U ) = − u 1 , . . . , u N T . The Hamiltonian of this system is
We take the initial conditions as
with N = 32. We integrate this problem in the interval [0, 10] with stepsizes h = 1/(20 × 2 i ), i = 1, 2, 3, 4. Figure 2 (i) shows the global errors. We then solve this problem in the interval [0, 10] with the stepsize h = 1/(100 × 2 i ), i = 1, 2, 3, 4 and show the global errors against the CPU time in Figure 2 (ii). Finally we integrate this problem with a fixed stepsize h = 1/40 in the interval [0, t end ], t end = 10 i with i = 0, 1, 2, 3. The results of energy conservation are presented in Figure  2 (iii). 
Problem 2. Consider the Duffing equation
The analytic solution of this initial value problem is given by q(t) = sn(10t, k/10), and represent a periodic motion in terms of the Jacobian elliptic function sn. 
(iii).
Problem 3. Consider the model for stellar orbits in a galaxy (see [7, 8] )
0) = 0, where q 1 stands for the radial displacement of the orbit of a star from a reference circular orbit, and q 2 stands for the deviation of the orbit from the galactic plane. The time variable t actually denotes the angle of the planets in a reference coordinate system. We choose a = 2, b = 1. The Hamiltonian of this system is
The problem has been solved on the interval [0, 1000] with ǫ = 10 
Conclusions
In this paper, based on symplecticity conditions and order conditions, we obtain one-stage of order two, two-stage of order three and three-stage of order four diagonal implicit symplectic ERKN methods for solving the oscillatory Hamiltonian system (1). We also discuss the stability of the new methods. Furthermore, numerical experiments are performed in comparsion with their corresponding RKN methods in the scientific literature. The remarkable efficiency of the new methods are shown by the numerical results. The logarithm of the maximum global error of Hamiltonian GEH = max |H n − H 0 | against log 10 (t end ).
