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Abstract
The paper deals with the existence of solutions to singular second-order differential
equations with impulse effects and with the Dirichlet boundary conditions. The right-hand
side of the differential equation can be singular in its phase variable.
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1. Introduction
For ½a; bCR we denote by C1½a; b the set of functions having continuous ﬁrst
derivatives on ½a; b and by L1½a; b the set of functions Lebesgue integrable on ½a; b:
Choose pAN and consider the division D ¼ ftigpi¼1 of the interval ½0; T CR; where
0 ¼ t0ot1o?otpotpþ1 ¼ T : Further denote by C1D the set of functions x :
½0; T -R
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xðtÞ ¼
xð0ÞðtÞ for tA½0; t1;
xð1ÞðtÞ for tAðt1; t2;
y y y
xðpÞðtÞ for tAðtp; T ;
8>><
>>:
ð1:1Þ
where xðiÞAC1½ti; tiþ1; 0pipp; and denote by AC1D the set of functions xAC1D
having ﬁrst derivatives absolutely continuous on ðti; tiþ1Þ; 0pipp: For xAC1D we will
use the notation
x0ðtiÞ ¼ lim
t-ti

x0ðtÞ; 1pipp þ 1; x0ð0Þ ¼ lim
t-0þ
x0ðtÞ: ð1:2Þ
In this paper we study the existence of positive solutions of the following singular
Dirichlet boundary value problem (BVP) with impulses:

u00ðtÞ ¼ f ðt; uðtÞ; u0ðtÞÞ; ð1:3Þ
uðtiþÞ ¼ JiðuðtiÞÞ; u0ðtiþÞ ¼ Miðu0ðtiÞÞ; 1pipp; ð1:4Þ
uð0Þ ¼ uðTÞ ¼ 0; ð1:5Þ
where u0ðtiÞ; 1pipp; are given by (1.2). Here we suppose that Ji :R-R; Mi :R-R;
1pipp; are continuous and increasing functions and that f fulﬁls the Carathe´odory
conditions on the set ½0; T   ðð0;NÞ  RÞ; which means that
(i) for each ðx; yÞAð0;NÞ  R the function f ð; x; yÞ is measurable on ½0; T ;
(ii) for a.e. tA½0; T  the function f ðt; ; Þ is continuous on ð0;NÞ  R;
(iii) for each compact set KCð0;NÞ  R the function mKðtÞ ¼ supfjf ðt; x; yÞj :
ðx; yÞAKg is Lebesgue integrable on ½0; T :
Deﬁnition 1.1. By a solution of BVP (1.3)–(1.5) we understand a function xAAC1D
which satisﬁes the impulsive conditions (1.4) and the Dirichlet boundary conditions
(1.5) and for a.e. tA½0; T  fulﬁls Eq. (1.3). If x is positive on ð0; TÞ it is called a
positive solution of BVP (1.3)–(1.5).
The fact that BVP (1.3)–(1.5) is singular means that the right-hand side f of the
differential equation does not fulﬁl the Carathe´odory conditions on the whole region
where we seek for solutions, i.e. on ½0; T   ½0;NÞ  R: Here, the Carathe´odory
conditions can be broken in the phase variable x: Particularly, for a.e. tA½0; T  and
all yAR the function f ðt; x; yÞ can be unbounded for x-0þ : Such singular
problems without impulse effects have been solved before for example in [1–4,6,8–
15,17–23]. But as far as we know the solvability of singular problems with impulses
has not been studied yet. In this paper we want to ﬁll in this gap and extend the
existence results on the case of singular problems with impulses. Our main goal is to
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ﬁnd conditions for f ; Ji; Mi; 1pipp; which guarantee the existence of at least one
solution of problem (1.3)–(1.5). The proofs are based on the method of a priori
estimates, on the regularization technique, on the topological degree arguments and
on the Vitali convergence theorem.
In what follows, we assume that C1½a; b and L1½a; b are, respectively, equipped
with the norm
jjxjjC1 ¼ maxfjxðtÞj þ jx0ðtÞj: tA½a; bg; and jjyjjL1 ¼
Z b
a
jyðtÞj dt:
Then C1½a; b and L1½a; b become Banach spaces. For any measurable set MCR;
mðMÞ denotes the Lebesgue measure of M:
Deﬁnition 1.2. A collection ACL1½a; b is called uniformly absolutely continuous on
½a; b if for every e40 there exists d40 such that if jAA and MC½a; b with
mðMÞod; then Z
M
jjðtÞj dtoe:
Theorem 1.3 (Vitali convergence theorem, [5, pp. 178–180]). Let ½a; bCR and let
ffng be a sequence in L1½a; b which is convergent to f for a.e. tA½a; b: Then the
following statements are equivalent:
(a) fAL1½a; b and limn-Njjfn 
 f jjL1 ¼ 0:
(b) The set ffn: nANg is uniformly absolutely continuous on ½a; b:
2. Main assumptions
In the study of problem (1.3)–(1.5) we will work with the following assumptions:
ðH1Þ The impulse functions Ji :R-R; Mi :R-R; 1pipp; are continuous and
increasing and
Jið0Þ ¼ 0; Mið0Þ ¼ 0; 1pipp: ð2:1Þ
ðH2Þ
lim
x-N
JiðxÞ
x
oN; 1pipp; ð2:2Þ
lim
x-N
M1ðxÞ
x
40; lim
x-N
MiðxÞ
x
41; 2pipp; ð2:3Þ
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lim
x-
N
x
MpðxÞ40; limx-
N
x
MiðxÞ41; 1pipp 
 1: ð2:4Þ
ðH3Þ The function f satisﬁes the Carathe´odory conditions on the set ½0; T  
ðð0;NÞ  RÞ and there exists a function c Lebesgue integrable on ½0; T  such
that
0ocðtÞpf ðt; x; yÞ ð2:5Þ
for a.e. tA½0; T  and each xAð0;NÞ; yAR:
ðH4Þ A function h satisﬁes the Carathe´odory conditions on the set ½0; T   ½0;NÞ; h
is nonnegative and nondecreasing in its second argument and
lim
z-N
1
z
Z T
0
hðt; zÞ dt ¼ 0; ð2:6Þ
a function q is nonnegative and essentially bounded on ½0; T  and a function o
is positive, nonincreasing on ð0;NÞ andZ T
0
oðsÞ dsoN: ð2:7Þ
ðH5Þ For a.e. tA½0; T  and for each xAð0;NÞ; yAR
f ðt; x; yÞphðt; x þ jyjÞ þ qðtÞoðxÞ; ð2:8Þ
where functions h; q;o satisfy ðH4Þ:
Remark 2.1. Since o in ðH4Þ is positive and nonincreasing, assumption (2.7) implies
that
RV
0 oðsÞ dsoN for each VARþ:
3. A priori estimates
In order to construct auxiliary regular problems and to use convergence theorems
we need a priori estimates of solutions both below and above. Such types of
estimates are proved in lemmas of this section.
Lemma 3.1. Suppose that ðH1Þ holds and that uAAC1D fulfils (1.4), (1.5) and
0o
 u00ðtÞ for a:e: tA½0; T : ð3:1Þ
ARTICLE IN PRESS
I. Rach (unkov !a / J. Differential Equations 193 (2003) 435–459438
Then u is positive on ð0; TÞ and there exists xAð0; TÞ such that
u0ðxÞ ¼ 0; u040 on ½0; xÞ; u0o0 on ðx; T : ð3:2Þ
Proof. Let uAAC1D fulﬁl (1.4), (1.5) and (3.1). Then
u0 is decreasing on ðti; tiþ1; 0pipp: ð3:3Þ
(i) Suppose u0ð0Þp0: Then, by (3.3), u0ðtÞo0 for tAð0; t1 and u0ðt1þÞ ¼
M1ðu0ðt1ÞÞoM1ð0Þ ¼ 0: Therefore u0ðt1þÞo0 and, by (3.3), u0ðtÞo0 for tAðt1; t2:
Repeating these arguments we get
u0ðtÞo0 for tAð0; T : ð3:4Þ
Then, according to (1.5), uðtÞo0 for tAð0; t1 and uðt1þÞ ¼ J1ðuðt1ÞÞoJ1ð0Þ ¼ 0:
Therefore uðt1þÞo0 and, by (3.4), uðtÞo0 for tAðt1; t2: Repeating it we get uðtÞo0
for tAð0; T ; contrary to (1.5). Therefore we have proved
u0ð0Þ40: ð3:5Þ
(ii) Suppose u0ðTÞX0: Then, by (3.3), u0ðtÞ40 for tAðtp; TÞ and u0ðtpþÞ40; which
gives Mpðu0ðtpÞÞ40 ¼ Mpð0Þ: Since Mp is increasing, we get u0ðtpÞ40: By (3.3) we
conclude that u0ðtÞ40 for tAðtp
1; tp: Repeating these arguments we get
u0ðtÞ40 for tA½0; TÞ: ð3:6Þ
Then, according to (1.5), uðtÞo0 for tAðtp; TÞ and uðtpþÞo0: Therefore Jpð0Þ ¼
04uðtpþÞ ¼ JpðuðtpÞÞ; and having in mind that Jp is increasing, we get uðtpÞo0;
which together with (3.6) gives uðtÞo0 on ðtp
1; tp: Repeating it we deduce that
uðtÞo0 for tA½0; TÞ; contrary to (1.5). Therefore we have proved
u0ðTÞo0: ð3:7Þ
(iii) Condition ðH1Þ implies that
if xAR\f0g; then sgnðMiðxÞÞ ¼ sgn x; 1pipp: ð3:8Þ
(a) Suppose that there is i0Af1;y; pg such that u0ðti0Þ ¼ 0: Then, by ðH1Þ;
u0ðti0þÞ ¼ Mi0ð0Þ ¼ 0: By virtue of (3.3) and (3.8), we have u0ðtÞ40 for tA½0; ti0Þ;
u0ðtÞo0 for tAðti0 ; T : Therefore, (3.2) is satisﬁed with x ¼ ti0 :
(b) Let u0ðtiÞa0; 1pipp: Then, by (3.8), sgn u0ðtiþÞ ¼ sgn u0ðtiÞ; 1pipp: Thus, by
(3.3), (3.5) and (3.7), there exists xA
Sp
i¼0 ðti; tiþ1Þ satisfying (3.2). &
Deﬁnition 3.2. Suppose that uAAC1D and xAð0; TÞ are from Lemma 3.1. Then x is
called a critical point of u:
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Lemma 3.3. Suppose that ðH1Þ holds and that cAL1½0; T : Then there exists a
constant g40 such that for any function uAAC1D having a critical point x ¼ xðuÞ and
fulfilling (1.4), (1.5) and
0ocðtÞp
 u00ðtÞ for a:e: tA½0; T ; ð3:9Þ
the following estimates hold:
(I) if xAD; i.e. x ¼ tjþ1 for some j ¼ jðuÞAf0;y; p 
 1g; then
uðtÞX
t 
 ti
tiþ1 
 ti g for tAðti; tiþ1; 0pipj;
tiþ1 
 t
tiþ1 
 ti g for tAðti; tiþ1; j þ 1pipp;
8>><
>: ð3:10Þ
(II) if xAð0; TÞ\D; i.e. xAðtj ; tjþ1Þ for some j ¼ jðuÞAf0;y; pg; then
uðtÞX
t 
 ti
tiþ1 
 tig for tAðti; tiþ1; 0pipj 
 1;
t 
 tj
x
 tjg for tAðtj; x;
tjþ1 
 t
tjþ1 
 xg for tAðx; tjþ1;
tiþ1 
 t
tiþ1 
 tig for tAðti; tiþ1; j þ 1pipp:
8>>>>>><
>>>>>>:
ð3:11Þ
Proof. Let uAAC1D satisfy (1.4), (1.5) and (3.9). Denote uðtiÞ ¼ ci; 0pipp þ 1:
Then, by Lemma 3.1,
c0 ¼ cpþ1 ¼ 0; ci40; JiðciÞ40; 1pipp: ð3:12Þ
Let Giðt; sÞ be Green’s function of the problem

v00ðtÞ ¼ 0; vðtiÞ ¼ vðtiþ1Þ ¼ 0; 0pipp;
i.e.
Giðt; sÞ ¼
ðs 
 tiÞðtiþ1 
 tÞ
tiþ1 
 ti ; tipsptptiþ1;
ðt 
 tiÞðtiþ1 
 sÞ
tiþ1 
 ti ; tiptosptiþ1:
8><
>:
Deﬁne J0ðc0Þ ¼ c0 and let for 0pipp; uðiÞAC1½ti; tiþ1 correspond to u in the sense of
(1.1), i.e.
uð0Þð0Þ ¼ 0 ¼ uð0Þ; uðiÞðtÞ ¼ uðtÞ on ðti; tiþ1; uðiÞðtiÞ ¼ uðtiþÞ: ð3:13Þ
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We have

 u00ðiÞðtÞ ¼ 
u00ðtÞ a:e: on ðti; tiþ1Þ; 0pipp;
uðiÞðtiÞ ¼ JiðciÞ; uðiÞðtiþ1Þ ¼ ciþ1; 0pipp:
Now, let us choose an arbitrary iAf0;y; pg: Hence, for tA½ti; tiþ1; we get
uðiÞðtÞ ¼ t 
 ti
tiþ1 
 ti ciþ1 þ
tiþ1 
 t
tiþ1 
 ti JiðciÞ 

Z tiþ1
ti
Giðt; sÞu00ðsÞ ds;
which, by virtue of (3.12) and (3.9), yields
uðiÞðtÞX
Z tiþ1
ti
Giðt; sÞcðsÞ ds for tA½ti; tiþ1: ð3:14Þ
Put
Fiðt; sÞ ¼ Giðt; sÞðt 
 tiÞðtiþ1 
 tÞ on ½ti; tiþ1  ½ti; tiþ1: ð3:15Þ
Then,
Fi40 on ðti; tiþ1Þ  ðti; tiþ1Þ ð3:16Þ
and for sAðti; tiþ1Þ
lim
t-tiþ
Fiðt; sÞ ¼ 1
tiþ1 
 ti
@Giðt; sÞ
@t

ðt;sÞ¼ðti ;sÞ
¼ tiþ1 
 sðtiþ1 
 tiÞ2
40;
lim
t-tiþ1

Fiðt; sÞ ¼ 
1
tiþ1 
 ti
@Giðt; sÞ
@t

ðt;sÞ¼ðtiþ1;sÞ
¼ s 
 tiðtiþ1 
 tiÞ2
40:
Therefore, by (3.16), we can extend the function Fi at t ¼ ti; t ¼ tiþ1 such that for
each sAðti; tiþ1Þ the function Fið; sÞ is continuous and positive on ½ti; tiþ1: Put
FiðtÞ ¼
Z tiþ1
ti
Fiðt; sÞcðsÞ ds for tA½ti; tiþ1: ð3:17Þ
Then, by virtue of (3.9), the function Fi is continuous and positive on ½ti; tiþ1 and so
we can ﬁnd di40 such that FiðtÞXdi for tA½ti; tiþ1: Therefore, by (3.14), (3.15) and
(3.17)
uðiÞðtÞX ðt 
 tiÞðtiþ1 
 tÞ
Z tiþ1
ti
Fiðt; sÞcðsÞ ds
¼ðt 
 tiÞðtiþ1 
 tÞFiðtÞXðt 
 tiÞðtiþ1 
 tÞdi for tA½ti; tiþ1:
ARTICLE IN PRESS
I. Rach (unkov !a / J. Differential Equations 193 (2003) 435–459 441
So,
maxfuðiÞðtÞ: tA½ti; tiþ1gX14ðtiþ1 
 tiÞ2di ¼ gi40:
If we put g ¼ minfgi; 0pippg; we have
maxfuðiÞðtÞ: tA½ti; tiþ1gXg; 0pipp: ð3:18Þ
Now, we are going to prove assertion (I).
Suppose that u has a critical point x and x ¼ tjþ1 for some jAf0;y; p 
 1g:
Choose an arbitrary iAf0;?; jg: Then, by (3.9), (3.2) and (3.13), uðiÞ is concave and
increasing on ½ti; tiþ1: Moreover uðiÞðtiÞX0 and uðiÞðtiþ1ÞXg; by (3.18). Hence we
conclude that
uðtÞ ¼ uðiÞðtÞX t 
 ti
tiþ1 
 ti g for tAðti; tiþ1; 0pipj:
Now consider the case j þ 1pipp: For such an i the function uðiÞ is concave and
decreasing on ½ti; tiþ1; uðiÞðtiÞXg; uðiÞðtiþ1ÞX0: Therefore the estimate
uðtÞ ¼ uðiÞðtÞX tiþ1 
 t
tiþ1 
 tig for tAðti; tiþ1; j þ 1pipp
is true.
To prove assertion (II) we assume that xAðtj ; tjþ1Þ for some jAf0;y; pg and get
(3.11) by means of the concavity and monotonicity arguments as in the proof of
(3.10). &
Lemma 3.4. Let cAL1½0; T : Suppose that ðH1Þ; ðH2Þ and ðH4Þ with h˜ instead of h
hold. Then there exists constants A; B40 such that for any function uAAC1D
satisfying (1.4), (1.5), (3.9) and

u00ðtÞph˜ðt; uðtÞ þ ju0ðtÞjÞ þ qðtÞoðuðtÞÞ for a:e: tA½0; T ; ð3:19Þ
the estimates
supfuðtÞ: tA½0; T goA; supfju0ðtÞj: tA½0; T goB ð3:20Þ
are valid.
Proof. Let uAAC1D satisfy (1.4), (1.5), (3.9), and (3.19). According to Lemma 3.1 and
Deﬁnition 3.2 u has a critical point xAð0; TÞ satisfying (3.2). We distinguish two
cases: (i) x belongs to the division D and (ii) x does not belong to D:
Case (i): Suppose that there is jAf0;y; p 
 1g such that x ¼ tjþ1: Deﬁne
u0ðtiÞ ¼ ri; 0pipp þ 1: ð3:21Þ
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Then
u0ðtiþÞ ¼ MiðriÞ; 1pipp; ð3:22Þ
and by (3.2) and ðH1Þ
ri40; MiðriÞ40 for 1pipj; r040;
rjþ1 ¼ 0; Mjþ1ðrjþ1Þ ¼ 0;
rio0; MiðriÞo0 for j þ 2pipp; rpþ1o0:
8><
>: ð3:23Þ
Further, due to (3.3),
r04r1; MiðriÞ4riþ1; 1pipp ð3:24Þ
and
supfju0ðtÞj: tAð0; t1Þg ¼ u0ð0Þ ¼ r0;
supfju0ðtÞj: tAðti; tiþ1Þg ¼ u0ðtiþÞ ¼ MiðriÞ; 1pipj;
supfju0ðtÞj: tAðti; tiþ1Þg ¼ ju0ððtiþ1Þj ¼ jriþ1j; j þ 1pipp:
8><
>: ð3:25Þ
Part 1: First, we are going to ﬁnd bounds for u and ju0j on ½0; tjþ1: Deﬁne
a ¼ maxftiþ1 
 ti; 0pipjg; M0ðr0Þ ¼ r0;
Q ¼ sup essfqðtÞ: tA½0; T g; %o ¼ 1
g
Z g
0
oðtÞ dt: ð3:26Þ
Here g40 is from Lemma 3.3.
According to Lemma 3.1, u is increasing on ðti; tiþ1; 0pipj; and uðt0Þ ¼ uð0Þ ¼ 0;
which together with (3.25) yields
supfuðtÞ: tAð0; t1Þg ¼ uðt1Þpar0 ¼ r140;
supfuðtÞ: tAðti; tiþ1Þg ¼ uðtiþ1ÞpJiðriÞ þ aMiðriÞ ¼ riþ140;
for 1pipj:
8><
>: ð3:27Þ
Integrating (3.19) on ½0; tjþ1 we obtain, by virtue of (3.21) and (3.22)
r0 þ
Xj
i¼1
MiðriÞ 

Xj
i¼1
rip
Z tjþ1
0
ðh˜ðt; uðtÞ þ ju0ðtÞjÞ þ qðtÞoðuðtÞÞÞ dt;
wherefrom, due to (3.25)–(3.27),
Xj
i¼0
MiðriÞp
Xj
i¼1
ri þ
Xj
i¼0
Z tiþ1
ti
h˜ðt; riþ1 þ MiðriÞÞ dt þ Q
Z tjþ1
0
oðuðtÞÞ dt: ð3:28Þ
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Applying statement (I) of Lemma 3.3 we getZ tjþ1
0
oðuðtÞÞ dtp
Xj
i¼0
Z tiþ1
ti
o
t 
 ti
tiþ1 
 ti g

 
dt ¼ 1
g
Xj
i¼0
ðtiþ1 
 tiÞ
Z g
0
oðtÞ dt:
Hence, by (3.26), Z tjþ1
0
oðuðtÞÞ dtpT %o: ð3:29Þ
Employing (3.28) and (3.29), it follows that
1p 1Pj
i¼0 MiðriÞ
Xj
i¼1
ri þ
Xj
i¼0
Z tiþ1
ti
h˜ðt; riþ1 þ MiðriÞÞ dt þ QT %o
 !
: ð3:30Þ
Assume for the sake of contradiction that
ða1Þ there is a sequence of functions fumg; satisfying (1.4), (1.5), (3.9), and (3.19)
such that each um; mAN; has its critical point equal to tjþ1;
ða2Þ if we put (according to (3.21))
u0mðtiÞ ¼ ri;m; 0pipj þ 1; mAN; ð3:31Þ
then there is a kAf0;y; jg such that
lim
m-N
rk;m ¼N: ð3:32Þ
Assuming ða1Þ and ða2Þ we derive a contradiction in the following way. Let k be
the largest number satisfying (3.32), i.e. if koj; then fri;mg; k þ 1pipj; are
bounded. First, let us show that (3.32) implies
lim
m-N
ri;m ¼N; 0pipk: ð3:33Þ
Really, if k ¼ 1 then (3.33) follows from the ﬁrst inequality in (3.24). If kX2; then,
by the second inequality in (3.24), limm-N Mk
1ðrk
1;mÞ ¼N: By virtue of ðH1Þ; it
follows that limm-N rk
1;m ¼N: Continuing inductively we get (3.33). Now,
according to (3.27), deﬁne
r1;m ¼ ar0;m;
riþ1;m ¼ Jiðri;mÞ þ aMiðri;mÞ; 1pipj; mAN:
(
ð3:34Þ
Then, by virtue of (3.26), (3.30) and the assumption ða1Þ; we put M0ðr0;mÞ ¼ r0;m and
have
1p
Pj
i¼1 ri;mPj
i¼0 Miðri;mÞ
þ
Pj
i¼0
R tiþ1
ti
h˜ðt; riþ1;m þ Miðri;mÞÞ dt þ QT %oPj
i¼0 Miðri;mÞ
;
mAN: ð3:35Þ
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Consider the ﬁrst member on the right-hand side of (3.35). Note that due to (2.3) and
(3.33) we can ﬁnd d40 and m0AN such that for mXm0
M1ðr1;mÞ4r1;md;
Miðri;mÞ4ð1þ dÞri;m; if kX2; 2pipk:
(
ð3:36Þ
Therefore, using also the ﬁrst inequality in (3.24), we get
Sm ¼
Pj
i¼1 ri;mPj
i¼0 Miðri;mÞ
o
Pk
i¼1 ri;m
ð1þ dÞPki¼1 ri;m þ
Pj
i¼kþ1 ri;m
r0;m
(if k ¼ j; the last member is zero), which yields
lim
m-N
Smp
1
1þ d: ð3:37Þ
Now, consider the second member in (3.35) and put
zi;m ¼ riþ1;m þ Miðri;mÞ; 0pipj; mAN: ð3:38Þ
Then conditions (3.33), (3.36) and (3.34) imply that
lim
m-N
ri;m ¼N; 1pipk þ 1;
lim
m-N
zi;m ¼N; 0pipk:
8<
: ð3:39Þ
It is immediate from (2.6) that for 0pipk
lim
m-N
1
zi;m
Z tiþ1
ti
h˜ðt; zi;mÞ dt ¼ 0: ð3:40Þ
Further, for 1pipj; by virtue of (3.34) and (3.38), we have
zi;mPj
l¼0 Mlðrl;mÞ
o Jiðri;mÞPj
l¼0 Mlðrl;mÞ
þ 1þ a
¼ Jiðri;mÞ
ri;m
 ri;mPj
l¼0 Mlðrl;mÞ
þ 1þ a
o Jiðri;mÞ
ri;m
Ji
1ðri
1;mÞ
ri
1;m
 ri
1;mPj
l¼0 Mlðrl;mÞ
þ a
 !
þ 1þ a:
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Continuing inductively we get for 1pipj
zi;mPj
l¼0 Mlðrl;mÞ
oJiðri;mÞ
ri;m
 Ji
1ðri
1;mÞ
ri
1;m
Ji
2ðri
2;mÞ
ri
2;m
y
J1ðar0;mÞ
ar0;m
aþ ay
 !
þ a
 !
þ a
 !
þ 1þ a:
Finally,
z0;mPj
l¼0 Mlðrl;mÞ
¼ ð1þ aÞr0;m
r0;m þ
Pj
l¼1 Mlðrl;mÞ
o1þ a:
Therefore, by virtue of (2.2), for 0pipk;
lim
m-N
zi;mPj
l¼0 Mlðrl;mÞ
pAiðAi
1ðAi
2ðyA1aþ ayÞ þ aÞ þ aÞ þ 1þ a; ð3:41Þ
where
Ai ¼ lim
z-N
JiðzÞ
z
oN; 1pipk:
Hence, using (3.38), (3.40) and (3.41), we get that for 0pipk
lim
m-N
R tiþ1
ti
h˜ðt; riþ1;m þ Miðri;mÞÞ dtPj
l¼0 Mlðrl;mÞ
¼ 0: ð3:42Þ
Now, we are going to show that if koj; then (3.42) is valid for k þ 1pipj; as well.
There are two cases to consider. These are frkþ2;mg bounded and frkþ2;mg
unbounded. In the ﬁrst case we see that fri;mg is bounded for k þ 2pipj þ 1 by
(3.34), and fzi;mg is bounded for k þ 1pipj; by (3.38). Therefore f
R tiþ1
ti
hðt; zi;mÞ dtg
is bounded which together with (3.33) yields (3.42) for k þ 1pipj: In the second
case we can suppose that limm-N rkþ2;m ¼N: This, due to (3.38), yields
limm-N zkþ1;m ¼N and so, (3.40), (3.41) and consequently (3.42) are valid for i ¼
k þ 1: Continuing inductively we conclude that (3.42) is true for k þ 1pipj in the
second case, as well. To summarize, we have proved that (3.42) is valid for 0pipj:
Let us go back to (3.35). Conditions (3.37) and (3.42) imply that
1p lim
m-N
Pj
i¼1 ri;mPj
i¼0 Miðri;mÞ
þ lim
m-N
Pj
i¼0
R tiþ1
ti
h˜ðt; riþ1;m þ Miðri;mÞÞ dt þ QT %oPj
i¼0 Miðri;mÞ
p 1
1þ d;
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a contradiction. It means that there exists Bj40 such that
supfju0ðtÞj: tA½0; tjþ1goBj; ð3:43Þ
for each function uAAC1D satisfying (1.4), (1.5), (3.9), (3.19), which has its critical
point equal to tjþ1: This implies that there is Aj40 such that
supfuðtÞ: tA½0; tjþ1goAj: ð3:44Þ
Part 2: It remains to estimate u and ju0j on ðtjþ1; T : According to Lemma 3.1, u is
decreasing on ðti; tiþ1Þ; j þ 1pipp; and uðtpþ1Þ ¼ uðTÞ ¼ 0; which together with
(3.44) yields
supfjðuðtÞj: tAðtjþ1; tjþ2Þg ¼ uðtjþ1þÞpJjþ1ðAjÞ ¼ cjþ240;
supfjuðtÞj: tAðti; tiþ1Þg ¼ uðtiþÞpJiðciÞ ¼ ciþ140; j þ 2pipp;
and we can ﬁnd a constant A˜j40 (independent on u) satisfying
supfuðtÞ: tA½tjþ1; T goA˜j; j þ 2pipp þ 1: ð3:45Þ
Integrating (3.19) on ½tjþ1; T  we obtain by virtue of (3.21), (3.22)
Xp
i¼jþ2
MiðriÞ 

Xpþ1
i¼jþ2
rip
Z T
tjþ1
ðh˜ðt; uðtÞ þ ju0ðtÞjÞ þ qðtÞoðuðtÞÞÞ dt;
wherefrom, due to (3.25), (3.45) and (3.26)
Xpþ1
i¼jþ2
jrijp
Xp
i¼jþ2
jMiðriÞj þ
Xp
i¼jþ1
Z tiþ1
ti
h˜ðt; A˜j þ jriþ1jÞ dt þ Q
Z T
tjþ1
oðuðtÞÞ dt: ð3:46Þ
Applying statement (I) of Lemma 3.3, we getZ T
tjþ1
oðuðtÞÞ dtp
Xp
i¼jþ1
Z tiþ1
ti
o
tiþ1 
 t
tiþ1 
 ti g

 
dt ¼ 1
g
Xp
i¼jþ1
ðtiþ1 
 tiÞ
Z g
0
oðtÞ dt:
Hence Z T
tjþ1
oðuðtÞÞ dtpT %o: ð3:47Þ
Employing (3.46) and (3.47), it follows that
1p 1Ppþ1
i¼jþ2 jrij
Xp
i¼jþ2 jMiðriÞj þ
Xp
i¼jþ1
Z tiþ1
ti
h˜ðt; A˜j þ jriþ1jÞ dt þ QT %o
 !
: ð3:48Þ
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Assume for the sake of contradiction, ða1Þ as in Part 1 and, instead of ða2Þ; we now
suppose
ða3Þ if we put (according to (3.21))
u0mðtiÞ ¼ ri;m; j þ 1pipp þ 1; mAN; ð3:49Þ
then there is kAfj þ 2;y; p þ 1g such that
lim
m-N
rk;m ¼ 
N: ð3:50Þ
Let fj þ 2;y; p þ 1g ¼ J,K; where
lim
m-N
ri;m ¼ 
N for iAK ð3:51Þ
and
fri;mg is bounded for iAJ:
Further, let K ¼ K1,K2; where
lim
m-N
Miðri;mÞ ¼ 
N for iAK1
and
fMiðri;mÞg is bounded for iAK2:
By virtue of (3.45), (3.48) and assumption ða1Þ; we have
1p
Pp
i¼jþ2 jMiðri;mÞjPpþ1
i¼jþ2 jri;mj
þ
Pp
i¼jþ1
R tiþ1
ti
h˜ðt; A˜j þ jriþ1;mjÞ dt þ QT %oPpþ1
i¼jþ2 jri;mj
; mAN: ð3:52Þ
Consider the ﬁrst member on the right-hand side of (3.52). Note that due to (2.4) and
(3.51) we can ﬁnd d40 and m0AN such that for mXm0
jrp;mj4djMpðrp;mÞj if pAK;
jri;mj4ð1þ dÞjMiðri;mÞj if iop; iAK:
(
ð3:53Þ
Therefore, using also the inequality in (3.24) for i ¼ p; we get
Rm ¼
Pp
i¼jþ2 jMiðri;mÞjPpþ1
i¼jþ2 jri;mj
o
P
iAJ,K2 jMiðri;mÞjP
iAK jri;mj
þ
P
iAK1 jMiðri;mÞj
ð1þ dÞPiAK1 jMiðri;mÞj
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which yields
lim
m-N
Rmp
1
1þ d: ð3:54Þ
Now, consider the second member in (3.52) and put
diþ1;m ¼ A˜j þ jriþ1;mj; j þ 1pipp; mAN: ð3:55Þ
Then, for kAK
lim
m-N
dk;m ¼N; lim
m-N
dk;mPpþ1
i¼jþ2 jri;mj
p1: ð3:56Þ
Further, it is immediate from (2.6) that for kAK
lim
m-N
1
dk;m
Z tk
tk
1
h˜ðt; dk;mÞ dt ¼ 0: ð3:57Þ
Therefore, according to (3.56) and (3.57),
lim
m-N
P
kAK
R tk
tk
1
h˜ðt; dk;mÞ dtPpþ1
i¼jþ2 jri;mj
¼ 0: ð3:58Þ
Finally, for kAJ the sequences fdk;mg and f
R tk
tk
1
h˜ðt; dk;mÞ dtg are bounded which
yields
lim
m-N
P
kAJ
R tk
tk
1
h˜ðt; dk;mÞ dtPpþ1
i¼jþ2 jri;mj
¼ 0: ð3:59Þ
Let us go back to (3.52). Conditions (3.58), (3.59) and (3.54) imply that
1p limm-N
Pp
i¼jþ2 jMiðri;mÞjPpþ1
i¼jþ2 jri;mj
þ lim
m-N
Pp
i¼jþ1
R tiþ1
ti
h˜ðt; A˜j þ jriþ1;mjÞ dt þ QT %oPpþ1
i¼jþ2 jri;mj
p 1
1þ d;
a contradiction. It means that there exists B˜j40 such that
supfju0ðtÞj: tA½tjþ1; T goB˜j; ð3:60Þ
for each function uAAC1D satisfying (1.4), (1.5), (3.9), (3.19) which has its critical
point equal to tjþ1:
If we ﬁnd Aj; A˜j satisfying (3.44), (3.45) and Bj; B˜j satisfying (3.43), (3.60) for each
jAf0;y; p 
 1g and put
A ¼ maxfAj; A˜j; 0pjpp 
 1g; B ¼ maxfBj; B˜j; 0pjpp 
 1g;
we get (3.20) for each function uAAC1D satisfying (1.4), (1.5), (3.9) and (3.19) and
having its critical point in D:
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Case (ii). Suppose that uAAC1D fulﬁls (1.4), (1.5), (3.9) and (3.19) and has its
critical point xAð0; TÞ\D: It means that there is jAf0;y; pg such that xAðtj; tjþ1Þ:
Then we argue as in Case (i). Particularly, in Part 1 we take the interval ðtj ; x instead
of ðtj; tjþ1 and use assertion (II) of Lemma 3.3 instead of assertion (I). In Part 2 we
have in addition the interval ðx; tjþ1; where u has the same properties as on ðtjþ1; tjþ2
in Case (i). We also use assertion (II) of Lemma 3.3 and then argue as in Case
(i). &
4. Uniform absolute continuity
Let us denote by B the set of all functions xAAC1D having a unique critical point
x ¼ xðxÞ and fulﬁlling (I), (II) of Lemma 3.3 and let xðiÞAC1½ti; tiþ1; 0pipp; fulﬁl
(1.1).
Lemma 4.1. Let o satisfy ðH4Þ and iAf0;y; pg: Then the set
Ai ¼ foðxðiÞÞ: xABg
is uniformly absolutely continuous on ½ti; tiþ1; i.e. for each e40 there exists d40 such
that Z
M
oðxðiÞðtÞÞ dtoe
for each function xAB and each set MC½ti; tiþ1 such that mðMÞod:
Proof. It is sufﬁcient to prove that for any iAf0;y; pg and each e40 there exists
d40 such that for each system fðak; bkÞgNk¼1 of mutually disjoint intervals
ðak;bkÞC½ti; tiþ1 the implication
XN
k¼1
ðbk 
 akÞod)
XN
k¼1
Z bk
ak
oðxðiÞðtÞÞ dtoe ð4:1Þ
is valid for each function xAB:
Let us choose xAB and iAf0;y; pg: Then x has a critical point x ¼ xðxÞAð0; TÞ:
We are going to estimate the integral
Ik ¼
Z bk
ak
oðxðiÞðtÞÞ dt:
Denote
OðzÞ ¼
Z z
0
oðsÞ ds:
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We distinguish 3 types of locations of x; ak; bk:
Location 1: Let xXbk: Then
Ikp
T
g
O
g
T
ðbk 
 tiÞ
 

 O g
T
ðak 
 tiÞ
  
: ð4:2Þ
Location 2: Let xpak: Then
Ikp
T
g
O
g
T
ðtiþ1 
 akÞ
 

 O g
T
ðtiþ1 
 bkÞ
  
: ð4:3Þ
Location 3: Let akoxobk: Then
Ikp
T
g
 
O
g
T
ðx
 tiÞ
 

 O g
T
ðak 
 tiÞ
 !
þ T
g
 
O
g
T
ðtiþ1 
 xÞ
 

 O g
T
ðtiþ1 
 bkÞ
 !
: ð4:4Þ
Choose an e40 and put e1 ¼ e g2T: Since O is absolutely continuous on ½0; g; we
can ﬁnd d140 such that for any system fðak; bkÞgNk¼1 of mutually disjoint intervals in
½0; g
XN
k¼1
ðbk 
 akÞod1 )
XN
k¼1
ðOðbkÞ 
 OðakÞÞoe1 ð4:5Þ
is valid. Put d ¼ d1Tg and take a system fðak; bkÞgNk¼1C½ti; tiþ1 such that
PN
k¼1ðbk 

akÞod: Then, using (4.2)–(4.5) and the inequality jjbk 
 tij 
 jak 
 tijjpbk 
 ak; we
get
XN
k¼1
Iko
2T
g
e1 ¼ e;
and hence (4.1) is proved. &
5. Existence principle for regular impulsive BVPs
Lemma 5.1. Let hAL1½0; T  and ci; diAR; 1pipp: Then there is a unique solution u of
problem (1.5),

u00ðtÞ ¼ hðtÞ; ð5:1Þ
uðtiþÞ ¼ ci þ uðtiÞ; u0ðtiþÞ ¼ di þ u0ðtiÞ; 1pipp: ð5:2Þ
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This solution is given by
uðtÞ ¼
Xp
i¼1
G˜ðt; tiÞci þ Gðt; tiÞdi 

Z T
0
Gðt; sÞhðsÞ ds; ð5:3Þ
for tA½0; T ; where
G˜ðt; sÞ ¼
T 
 t
T
if 0psptpT ;

 t
T
if 0ptospT ;
8><
>: ð5:4Þ
Gðt; sÞ ¼
sðt 
 TÞ
T
if 0psptpT ;
tðs 
 TÞ
T
if 0ptospT :
8>><
>: ð5:5Þ
Proof. We can argue as in the proof of Lemma 2.1 in [16]. &
Now, suppose that C1D is equipped with the norm
jjxjjD ¼ supfjxðtÞj þ jx0ðtÞj: tA½0; T g:
Then C1D becomes a Banach space (see e.g. [7]). For R40 deﬁne a set
KðRÞ ¼ fxAC1D: jjxjjDoRg
and denote its closure by clðKðRÞÞ:
Lemma 5.2. Let us suppose that gAL1½0; T  and ðH1Þ holds. Then there exists a
constant R40 such that each function uAAC1D fulfilling (1.4), (1.5) and
0o
 u00ðtÞpgðtÞ for a:e: tA½0; T  ð5:6Þ
belongs to KðRÞ:
Proof. By Lemma 3.1 u has a critical point xAð0; TÞ: First, assume that xAD; i.e.
x ¼ tj for some jAf1;y; pg: Integrate (5.6) from x to tAðx; tjþ1: We get
0p
 u0ðtÞpjjgjjL1 for tA½x; tjþ1:
If jop we integrate (5.6) from tjþ1 to tAðtjþ1; tjþ2 and get
0p
 u0ðtÞpMjþ1ðjjgjjL1Þ þ jjgjjL1 for tA½tjþ1; tjþ2:
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If jop 
 1 we integrate again and continue inductively to ﬁnd a constant m140 such
that
0p
 u0ðtÞpm1 for tA½x; T ; ð5:7Þ
for any uAAC1D satisfying (1.4), (1.5) and (5.6). Similarly we ﬁnd m240 such that
0pu0ðtÞpm2 for tA½0; x: ð5:8Þ
If xAð0; TÞ\D we can use a similar integral procedure and get (5.7), (5.8), as well.
Now, integrate (5.8) from 0 to tAð0; t1: Then
0puðtÞpt1m2 for tA½0; t1:
Integrate (5.8) from t1 to tAðt1; t2: Then
0ouðtÞpðt2 
 t1Þm2 þ J1ðt1m2Þ for tAðt1; t2:
Continuing inductively we deduce that there exists a constant m3 (independent on u)
such that
0osupfuðtÞ: tA½0; T gpm3:
Hence, it sufﬁces to put R ¼ m1 þ m2 þ m3 and lemma is proved. &
Theorem 5.3. Let us suppose that f˜ satisfies the Carathe´odory conditions on ½0; T  
R2; ðH1Þ holds and that there exists a function gAL1½0; T  such that
0of˜ðt; x; yÞpgðtÞ for a:e: tA½0; T  and for all x; yAR: ð5:9Þ
Then problem (1.4), (1.5),

u00ðtÞ ¼ f˜ðt; uðtÞ; u0ðtÞÞ ð5:10Þ
has a positive solution.
Proof. Step 1: Choose an arbitrary yAC1D and consider the auxiliary linear problem
(1.5)

x00ðtÞ ¼ f˜ðt; yðtÞ; y0ðtÞÞ; ð5:11Þ
xðtiþÞ 
 xðtiÞ ¼ JiðyðtiÞÞ 
 yðtiÞ;
x0ðtiþÞ 
 x0ðtiÞ ¼ Miðy0ðtiÞÞ 
 y0ðtiÞ; 1pipp:
(
ð5:12Þ
Clearly f˜ðt; yðtÞ; y0ðtÞÞAL1½0; T ; JiðyðtiÞÞ 
 yðtiÞ ¼ ciAR; Miðy0ðtiÞÞ 
 y0ðtiÞ ¼ diAR;
1pipp; and hence, by Lemma 5.1, problem (1.5), (5.11), (5.12) has a unique
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solution xAAC1D: By virtue of (5.3) this solution is of the form
xðtÞ ¼ ðFyÞðtÞ for tA½0; T ;
where F : C1D-C
1
D is given by
ðFyÞðtÞ ¼
Xp
i¼1
G˜ðt; tiÞðJiðyðtiÞÞ 
 yðtiÞÞ
þ
Xp
i¼1
Gðt; tiÞðMiðy0ðtiÞÞ 
 y0ðtiÞÞ 

Z T
0
Gðt; sÞf˜ðs; yðsÞ; y0ðsÞÞ ds:
Therefore, u is a solution of (1.4), (1.5), (5.10) if and only if u is a ﬁxed point of the
operator F : Let F1 : C
1
D-C
1
D be deﬁned by the formula
ðF1yÞðtÞ ¼
Z T
0
Gðt; sÞf˜ðs; yðsÞ; y0ðsÞÞ ds:
Due to (5.9) we can use the Lebesgue dominated convergence theorem and the
Arzela`–Ascoli theorem and get that F1 is absolutely continuous. Further, since Ji
and Mi; 1pipp; are continuous, the operator F2 ¼ F þ F1 is continuous, as well.
Since F2 maps C
1
D in a 2p-dimensional subspace of C
1
D; we deduce that F2 and
consequently F are absolutely continuous operators.
Step 2: We are going to prove the existence of a ﬁxed point of F by means of the
topological degree arguments. To this aim we consider the operator equation
u ¼ Fu ð5:13Þ
and the parameter system of equations
u ¼ F ðl; uÞ; ð5:14Þ
with F : ½0; 1  C1D-C1D;
F ðl; uÞ ¼
Xp
i¼1
G˜ðt; tiÞðJiðuðtiÞÞ 
 uðtiÞÞ
þ
Xp
i¼1
Gðt; tiÞðMiðu0ðtiÞÞ 
 u0ðtiÞÞ 
 l
Z T
0
Gðt; sÞf˜ðs; uðsÞ; u0ðsÞÞ ds:
Clearly Fð1; uÞ ¼ Fu and F is absolutely continuous. Let us choose lAð0; 1 and let
uAC1D be a corresponding solution of (5.14), i.e. u ¼ F ðl; uÞ: It means that the
function u satisﬁes

u00ðtÞ ¼ lf˜ðt; uðtÞ; u0ðtÞÞ for a:e: tA½0; T ; ð5:15Þ
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and uAAC1D fulﬁls (1.4) and (1.5). Hence u is a solution of problem (5.15), (1.4),
(1.5). By virtue of (5.9) u satisﬁes
0o
 u00ðtÞplgðtÞpgðtÞ for a:e: tA½0; T ;
and, hence by Lemma 5.2, there exists R40 (independent on u and l) such that
uAKðRÞ: ð5:16Þ
Let uAC1D be a solution of (5.14) for l ¼ 0; i.e. u ¼ F ð0; uÞ: Then uAAC1D satisﬁes
(1.4), (1.5) and 
u00ðtÞ ¼ 0 for a.e. tA½0; T : Therefore uðtÞ ¼ a þ bt; a; bAR: Since
uð0Þ ¼ 0; we get a ¼ 0 and the condition uðTÞ ¼ 0 implies b ¼ 0: Hence uðtÞ ¼ 0 for
tA½0; T  and consequently u fulﬁls (5.16). To summarize, we have proved that there
exists a constant R40 such that for any lA½0; 1 each solution of (5.14) belongs to
KðRÞ: This means that Iu 
 Fðl; uÞ is a homotopy on ½0; 1  clðKðRÞÞ and thus
1 ¼ degðI ; KðRÞÞ ¼ degðI 
 F ; KðRÞÞ: ð5:17Þ
Here, deg is the Leray–Schauder topological degree and I : C1D-C
1
D is the identity
operator Ix ¼ x: Condition (5.17) implies that F has a ﬁxed point uAKðRÞ: Since
ﬁxed points of F are solutions of (1.4), (1.5), (5.10), and due to Lemma 3.1 these
solutions are positive on ð0; TÞ; Theorem 5.3 is proved. &
6. Main results
In this section we construct a sequence of auxiliary regular BVPs and, by Theorem
5.3, we get a sequence of their solutions. Then, using the limiting process we
prove the existence of a positive solution to our original singular Dirichlet BVP
(1.3)–(1.5).
Theorem 6.1. Let assumptions ðH1Þ2ðH5Þ be satisfied. Then there exists a positive
solution of BVP (1.3)–(1.5).
Proof. For a.e. tA½0; T  and all zA½0;NÞ put
h˜ðt; zÞ ¼ hðt; 1þ zÞ þ qðtÞoð1Þ: ð6:1Þ
Then, due to ðH4Þ; h˜ satisﬁes the Carathe´odory conditions on ½0; T   ½0;NÞ; h˜ is
nonnegative and nondecreasing in its second argument and, by virtue of (2.6),
lim
z-N
1
z
Z T
0
h˜ðt; zÞ dt ¼ 0:
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Therefore, we can ﬁnd positive constants A; B satisfying Lemma 3.4.
Now, choose an arbitrary mAN and xA½0;NÞ; yAR deﬁne
s1
1
m
; x

 
¼
1
m
if 0pxp1
m
;
x if 1
m
pxp1þ A; s2ðyÞ ¼
y if jyjpB;
Bsgny if jyj4B:
(
1þ A if x41þ A;
8>>><
>>>>:
Further, for a.e. tA½0; T  and all x; yAR deﬁne
fmðt; x; yÞ ¼ f t; s1 1
m
; jxj

 
; s2ðyÞ

 
;
and consider the auxiliary equation

u00ðtÞ ¼ fmðt; uðtÞ; u0ðtÞÞ: ð6:2Þ
Then, by ðH3Þ; fm satisﬁes the Carathe´odory conditions on ½0; T   R2 and for a.e.
tA½0; T  and all x; yAR
0ofmðt; x; yÞpgmðtÞ; ð6:3Þ
where
gmðtÞ ¼ sup f ðt; x; yÞ: xA 1
m
; 1þ A
 
; yA½
B; B
 
AL1½0; T :
Therefore, according to Theorem 5.3, for each mAN problem (6.2), (1.4), (1.5)
has a positive solution um: Thus, we get a sequence fumg of solutions. By
Lemma 3.1 and (6.2), (6.3), each um has a unique critical point xm ¼ xmðumÞAð0; TÞ;
mAN:
Further, by virtue of ðH3Þ2ðH5Þ; we see that for a.e. tA½0; T  and all
xAð0;NÞ; yAR; mAN; the inequalities
0ocðtÞpfmðt; x; yÞ ð6:4Þ
and
fmðt; x; yÞph˜ðt; x þ jyjÞ þ qðtÞoðxÞ ð6:5Þ
are valid, where c is from ðH3Þ and h˜ (on the place of h), q;o satisfy ðH4Þ: Note, that
(6.5) follows from (2.8), (6.1) and relations
s1
1
m
; x

 
p1þ x; js2ðyÞjpjyj
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and
o s1
1
m
; x

 
 
poð1þ AÞ þ oðxÞpoð1Þ þ oðxÞ:
In view of (6.4) we can use Lemma 3.3 and ﬁnd g40 (independent on um) satisfying
(3.10), (3.11), where u is replaced with um; mAN: It means that
fumgCB: ð6:6Þ
Moreover, Lemma 3.4 yields
supfumðtÞ: tA½0; T goA;
supfju0mðtÞj: tA½0; T goB:
(
ð6:7Þ
Now, choose an arbitrary iAf0;y; pg and denote by umðiÞ functions from C1½ti; tiþ1
which correspond to um in the sense of formula (1.1). Put as before
Q ¼ supessfqðtÞ: tA½0; T g:
By (6.5), we have for t; tA½ti; tiþ1; tot;
ju0mðiÞðtÞ 
 u0mðiÞðtÞjp
Z t
t
h˜ðs; A þ BÞ ds þ Q
Z t
t
oðumðiÞðsÞÞ ds: ð6:8Þ
Due to (6.6) we can use Lemma 4.1 and obtain that the sequence foðumðiÞÞg is
uniformly absolutely continuous on ½ti; tiþ1: This, by (6.8), implies that the sequence
fu0mðiÞg is equicontinuous on ½ti; tiþ1: Further, by (6.7), we see that the sequence
fumðiÞg is bounded in C1½ti; tiþ1: Thus by the Arzela`–Ascoli theorem, we can choose
a subsequence fukðiÞg which converges in C1½ti; tiþ1 to a function uðiÞAC1½ti; tiþ1:
Consider the sequence of equalities
u0kðiÞðtÞ ¼ u0kðiÞðtiÞ 

Z t
ti
fkðs; ukðiÞðsÞ; u0kðiÞðsÞÞ ds for tA½ti; tiþ1: ð6:9Þ
Denote (by U) the set of all tA½0; T  such that f ðt; ; Þ : ð0;NÞ  R-R is
continuous. Then mð½0; T \UÞ ¼ 0 and
lim
k-N
fkðt; ukðiÞðtÞ; u0kðiÞðtÞÞ ¼ f ðt; uðiÞðtÞ; u0ðiÞðtÞÞ for all tAðti; tiþ1Þ-U;
because uðiÞ is positive on ðti; tiþ1Þ by (6.6). Using (6.5) and the uniform absolute
continuity of foðukðiÞÞg on ½ti; tiþ1; we deduce that ffkðt; ukðiÞðtÞ; u0kðiÞðtÞÞg is also
uniformly absolutely continuous on ½ti; tiþ1: Therefore, we can use the Vitali
convergence theorem by which f ðt; uðiÞðtÞ; u0ðiÞðtÞÞAL1½ti; tiþ1 and letting k-N
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in (6.9) we have that
u0ðiÞðtÞ ¼ u0ðiÞðtiÞ 

Z t
ti
f ðs; uðiÞðsÞ; u0ðiÞðsÞÞ ds for tA½ti; tiþ1:
It means that uðiÞAAC1½ti; tiþ1 and uðiÞ satisﬁes (1.3) a.e. on ½ti; tiþ1: Since
iAf0;y; pg has been chosen arbitrarily, we can put
uðtÞ ¼
uð0ÞðtÞ for tA½0; t1;
uð1ÞðtÞ for tAðt1; t2;
y y y
uðpÞðtÞ for tAðtp; T 
8>><
>>:
and get uAAC1D; u satisﬁes (1.3) a.e. on ½0; T  and fulﬁls (1.5). Having in mind that
Ji; Mi; 1pipp; are continuous we deduce that u fulﬁls (1.4). Really, we have
uðtiþÞ ¼ uðiÞðtiÞ ¼ lim
k-N
ukðiÞðtiÞ ¼ lim
k-N
Jiðukði
1ÞÞðtiÞÞ
¼ Ji lim
k-N
ukði
1ÞðtiÞ

 
¼ Jiðuði
1ÞðtiÞÞ ¼ JiðuðtiÞÞ:
Similarly for u0ðtiþÞ: Finally, due to Lemma 3.1 and ðH3Þ; u is positive on ð0; TÞ:
Theorem 6.1 is proved. &
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