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ABSTRACT 
IMPLICATIONS OF HETEROGENEIT IN THE SHOCK WAVE PROPAGATION OF 
DYNAMICALLY SHOCKED MATERIALS 
 
 
Jeff LaJeunesse 
 
Marquette University 
 
 
The field of shock physics as a whole has only recently begun to pay particular 
attention to modeling heterogeneous materials under shock loading. These materials are 
important because of their practicality in terms of creating stronger, more shock resistant 
materials. To understand why they absorb shock impact energy better than homogeneous 
materials means that the small-scale processes that occur during the shock loading of 
these heterogeneous materials needs to be understood. Recent computational 
experiments, called mesoscale simulations, have shown that explicitly incorporating 
small-scale heterogeneous features into hydrocode simulations allows the bulk shock 
response of the heterogeneous material to be observed while not requiring the use of 
empirically determined constitutive equations. Including these features in simulations can 
offer insights into the irreversible mechanisms that dominate the propagation of shock 
waves in heterogeneous materials.  
 
Three cases where the mesoscale approach for modeling the dynamic shock 
loading of heterogeneous materials are presented. These materials fall into three 
categories: granular – dry sand, granular with binder – concrete, and granular contained 
in a metal foam with a binder – granular explosive contained in an aluminum foam. The 
processes in which shock waves propagate through each material are addressed and 
relationships between the three materials are discussed. Particle velocity profiles for dry 
sand and concrete was obtained from Harvard University and Eglin Air Force Base, 
respectively. Mesoscale simulations using CTH are conducted for each type of 
heterogeneous material and the results are compared to the experimental data. 
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1. INTRODUCTION 
 
 
 
1.1 Motivation 
 
 
 
The dynamic compaction of heterogeneous materials has been of interest to many 
researchers for some time now due to most materials having some type of heterogeneous 
nature. Characterizing how heterogeneous materials such as sand, concrete, foam 
structures, and layered composites react under shock loading opens many applications for 
the creation of stronger, more shock resistant materials [2, 41, 19]. In particular, the Air 
Force Office of Scientific Research is interested in the dynamic high-pressure behavior of 
geological heterogeneous materials. As part of a collaborative research effort between 
Marquette University, Georgia Institute of Technology, Harvard University, and Eglin 
Air Force base, the focus of this work was to computationally predict and recreate the 
results of experimental shock-loading tests performed at these facilities. The use of 
computational simulations in this work aims to better understand the processes that take 
place during the shock loading of heterogeneous materials when they are impacted by 
objects moving at velocities on the order of 100 to 2000 m/s. By performing these 
simulations, a better understanding of the current models and theories believed to dictate 
these events can be obtained.  
In order to predict and recreate these events, computational simulations were 
performed using software packages known as “hydrocodes.” The name hydrocode was 
used because the software packages were originally developed to describe the behavior of 
solids at states of high pressure and temperature where they tend to act more like a fluid 
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than a solid [56, 23]. Prior work using hydrocodes has been able to accurately predict the 
shock wave response of homogeneous materials, but has had some difficulties with 
heterogeneous materials	  [53]. Therefore, a major motivation for this work was to expand 
the ability of hydrocodes to model the propagation of shock waves in heterogeneous 
materials. The goal is to establish simplistic methods for formulating these simulations by 
building heterogeneous materials from portions of well-characterized homogeneous 
materials and observing how they collectively interact to represent the bulk nature of 
heterogeneous materials. This method is outlined by Benson [6] and was given the title 
“mesoscale method.”  
The combination of experimental and simulated data is crucial to the credibility of 
any research project. Experimental data provides measurements of events that actually 
took place. Whether scientists have the ability to describe all of the phenomena that 
occurred during the experiment reveals itself in the results of our computational 
simulations. Simulations are useful because complexity can be added to models where 
necessary, but ultimately their validity depends on how accurately they portray the 
experimental results. Expanding our computational tools goes hand in hand with 
obtaining and utilizing a better understanding of all of the phenomena involved in these 
processes. Therefore, developing these tools can help researchers design experiments in a 
more efficient way by performing predictive simulations, verify their experimental 
results, and ultimately achieve a better scientific understanding of their work.  
 The need to study shock physics revealed itself during World War II as both the 
United States and Russia attempted to develop nuclear weapons because the realm of 
energy associated with nuclear weapons was beyond precedence. As most of the 
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materials being studied were of a radioactive nature, initial studies in this field remained 
highly classified long after the war ended because most of the materials being studied 
were of radioactive nature. Over time, studies performed on non-radioactive materials 
were released to the public. These materials included basic homogeneous materials such 
as aluminum or steel; materials that could have been used to house a weapon or been a 
part of a target structure. Not long after, the field of shock physics began to grow very 
rapidly [50]. 
 The characterization of various materials in shock loading conditions holds many 
applications that while initially stemmed from military, extended all the way to industry.  
As mentioned above, the first applications came from nuclear events, but soon after, 
characterizing the shock wave response of basic metals became of interest for the 
development of novel armor and anti-armor equipment [37]. Another primary military 
use of shock physics is modeling high-energy explosive events. Since its creation, 
industry applications have begun to take off with the use of explosive welding, sintering 
of granular materials via shock loading, crashworthiness of various structures, shape 
charge jets for oil well drilling, water jet cutting, diamond powder forming, impact 
cratering, and other planetary impact studies [37].  
The focus of this work will be to study the implications of heterogeneity on the 
propagation of shock waves and the ability of hydrocodes to capture these phenomena. 
An important initial distinction to make is the difference between homogeneous materials 
and heterogeneous materials. Homogeneous materials are safely assumed to be uniform 
composition throughout the entire material such as aluminum, copper, and steel. 
Alternatively, heterogeneous materials have varying compositions throughout like sand, 
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concrete, composite ceramics, layered composites, and metallic foams. Homogeneous 
materials are essentially one large cluster of differently oriented crystal lattices with only 
noticeable spatial variation at the lattice or molecular level. Therefore, these materials 
look completely uniform to the naked eye. Granular materials like sand are made up of 
somewhat spherical grains of quartz tightly packed together inside of some type of 
container. Another material with clear heterogeneity is concrete. Concretes are made up 
of sand grains, a cement binder that holds the grains together, and pores. Heterogeneity in 
both of these examples is visible to the naked eye because their heterogeneous features 
are large relative to the overall size of the object.  
As this work will discuss, the shock response of these materials is different in 
many regards. At the microscopic level, the shock loading of homogeneous materials 
results in lattice compression, dislocation motion of molecules in the lattice and the 
slipping of differently oriented groups of crystal lattices along slip planes (all of which 
take place on the sub-nanometer scale) [49]. In contrast, shock loading in heterogeneous 
materials such as sand incorporates many other larger-scale mechanisms such as 
individual grain movement in sands, friction between grains as they slide by one another, 
individual grain fracture, reflections of shock waves at internal interfaces, as well as 
others that will be discussed in section 2.5 Shock Compression of Heterogeneous 
Materials. On the macroscopic level, the leading edge of a fully developed shock wave in 
homogeneous materials is spatially smooth whereas in heterogeneous materials it looks 
noisy and disrupted. This phenomenon is depicted in Figure 1.1 where the leading edge 
of a shock wave propagating in a homogeneous and heterogeneous representation of 
concrete is simulated using a hydrocode called iSALE. This disruption is a result of the 
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initial shock wave being reflected and transmitted off of internal grain interfaces, grains 
fracturing, and pores collapsing inside of the material.  These internal interactions quickly 
add up and lead to the overall shock wave structure being altered.  
 
 
 
 
(a) 
 
 
 
(b) 
Figure 1.1 Computational simulations of planar shock experiments on concrete from 
iSALE. A) Homogeneous representation and B) Heterogeneous representation. Red 
and blue coloring on the left half of each image indicates pressure. 
 
 
 
As visible in Figure 1.1, the leading edge of the shock front in the homogeneous 
material is very uniform whereas the shock front in the heterogeneous material has been 
disrupted by these heterogeneous scattering mechanisms. The two important 
consequences of theses interactions are the speed of the initial shock wave being slowed 
down and a decrease in overall maximum stress level imparted into the target by the 
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projectile [17]. The ability of these heterogeneous materials to alter shock wave speed 
and maximum stress level is of great interest to people designing new materials or 
structures that can withstand impact from objects in ways that homogeneous materials 
cannot. Therefore, understanding the fundamental mechanisms in which heterogeneous 
materials disperse shock waves is of great significance to the shock physics community.  
 
 
 
1.2 Review 
 
 
 
Current analytical models and hydrocodes have had difficulty incorporating every 
mechanism involved in the propagation of shock waves through heterogeneous materials. This is 
because the complexity of the problem skyrockets when trying to consider every event that takes 
place on the mesoscale. However, efforts to use hydrocodes have begun to adequately capture the 
observed phenomena in experiments on heterogeneous materials due to improved simulation 
methods [11, 8] and advances in computational power and availability. The parallelization of 
hydrocodes and construction of computing clusters allow computationalists to use thousands of 
processors to resolve small portions of heterogeneous materials inside of larger physical domains. 
The ability to resolve materials on very small scales while maintaining a reasonably sized 
simulation is an exciting step towards observing how small-scale effects cumulatively dictate 
large-scale observations.  
Previous efforts to model the shock loading of heterogeneous materials attempts 
to “homogenize” the material based on its bulk characteristics such as density and 
porosity [26]. These methods use constitutive equations, called porosity models, as add-
ons to the equations of state for homogeneous materials to represent the compaction of 
porosity in real-life heterogeneous materials. The two well-known porosity models are 
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the P-α and P-λ. Porosity models are essentially empirically determined equations from 
experimental data on the dynamic compaction of heterogeneous materials. They are 
imbedded into hydrocodes and easily implemented with a few material parameters [14]. 
However, their calibration for various heterogeneous materials has not been extensively 
performed because multiple experimental tests need to be done in order to establish a 
consistent empirical relationship [12, 14, 15]. These porosity models allow for one-
dimensional calculations of shock propagation in heterogeneous materials because they 
are derived solely based on the material’s bulk response. Therefore, they do not provide 
any information on the internal processes that occur during the propagation of shock 
waves in heterogeneous materials.   
A new approach of explicitly incorporating heterogeneity into hydrocode 
simulations has been given the title of the “mesoscale approach” [11, 12]. Within the 
computational domain, heterogeneous aspects of materials such as grains and porosity are 
explicitly incorporated. Therefore, computational representations of heterogeneous 
materials more accurately resemble their real-life counterpart and the shock response of 
the overall material can be observed. This method has been catching on because it is 
intuitive and reveals a wealth of information pertaining to the propagation of shock 
waves in heterogeneous materials. It has been used to study the dynamic compaction of 
materials such as ceramics [11], high-strength concrete [46], and sand [48]. The ultimate 
goal of this method is to computationally predict the response of porous materials without 
knowing their bulk properties before hand [7, 35]. Mesoscale simulations, in theory, are 
able to do so because the materials explicitly incorporated in the computational domain 
are solid pieces of well-characterized homogeneous materials. For example, when using a 
	   8	  
hydrocode to simulate the three-dimensional dynamic compaction of sand, spheres of 
pure silica, sand’s main component, are packed into a computational domain and the 
result is a bulk representation of sand [7]. This method is currently very promising 
because extensive effort, over many years, has been put into establishing well-
characterized equations of state and strength properties for the homogeneous constituents 
used in representing these heterogeneous materials.  
Widespread studies performed by national laboratories such as Las Alamos have 
documented the shock properties of homogeneous and heterogeneous materials such as 
basic elements, metal alloys, minerals and compounds, rocks and mixtures of minerals, 
plastics, synthetics, woods, high explosives, and high-explosive simulants [36]. Reports 
such as these provide shock properties for a vast number of materials, which makes them 
very useful when searching for material parameters necessary to create hydrocode 
simulations. They also help establish credibility for mesoscale simulations because the 
material parameters used in the simulations are already widely accepted.  
 
 
 
1.3 Objectives 
 
 
 
As mentioned in section 1.1 Motivation, the focus of this work will be to study the 
implications of heterogeneity on the propagation of shock waves and the ability of 
hydrocodes to capture the fundamental phenomena behind these processes.  A basis for 
constructing mesoscale simulations will be established and implemented to recreate 
experimental data for two planar impact experiments as well as make predictions about a 
third potential impact experiment. The first test case, section 5.1 Planar Shock Response 
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of Cor-Tuf Concrete, uses two-dimensional hydrocode simulations to recreate planar 
impact experiments on concrete performed by Dr. Brad Martin at Eglin Air Force Base. 
The second test case, section 5.2 Planar Shock Response of Dry Sand, uses three-
dimensional hydrocodes to recreate planar impact experiments on dry sand performed by 
Dr. Sarah Stewart at Harvard University. The last test case, section 5.3 Planar Shock 
response of an Aluminum Foam Reinforced Explosive, aims to provide examples of the 
predictive capabilities that hydrocodes possess such as demonstrating the ability to isolate 
“hot spots,” determine pressure ranges necessary to initiate detonation, and display the 
ability of Aluminum foams to absorb impact energy. All three test cases will explicitly 
include fundamental heterogeneous constituents such as grains, pores, and binders into 
the computational domain in order to observed the overall bulk shock response of the 
material. The ability of hydrocodes to provide information on the internal processes that 
take place during the propagation of shock waves in heterogeneous materials will be 
conveyed for each test case and these results will be used to make conclusions about how 
small-scale internal heterogeneous features effect the larger-scale propagation of shock 
waves in these materials.   
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2. INTRODUCTION TO SHOCK PHYSICS 
 
 
 
2.1 Shock Wave Background 
 
 
 
A fundamental thermodynamics and material science example used to understand 
a material undergoing changes in state variables is the case of quasi-static compression. 
By doing so, state variables such as pressure, temperature, density, stress, and strain 
inside the material are spatially invariant. A classic example of this is some type of 
compressible material inside of a piston cylinder. Initially, the material is at a state P0, E0, ρ0. After the piston has compressed the material by some small amount, the entire 
material is at state P1, E1, ρ1. This is due to the quasi-static nature of the compressional 
force allowing the material to come to an immediate spatial equilibrium throughout the 
entire process. However, if the piston subjects the material to a rapid impulsive loading, 
such that it doesn’t have a chance to respond inertially, a discontinuity can occur between 
the compressed and uncompressed material. This discontinuity is the premise for a shock 
wave [2].  
Traditional rapid impulsive loading forces are the result of high-velocity impacts 
and explosive forces [2]. Figure 2.1 depicts piston cylinder with some type of 
compressible solid initially at rest and at P0, E0, ρ0 inside of it. The piston face is now an 
incident projectile that impacts the compressible solid at velocity uf. As soon as the piston 
impacts the material, it begins to form a small compressed region of material in front of 
the piston face. This compressed region is considered to be the “shocked state” of the 
compressible material and the discontinuity at the leading edge where the compressed 
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region meets the uncompressed region is defined as the shock front. An important 
distinction to make at this point is the difference between the velocity at which the piston 
face is moving as compared to the velocity at which the shock front is moving. After 
some time, t1, the piston face has traveled a distance upt1 and the propagation of the shock 
front has traveled a distance Ust1, where Us is defined as the “shock velocity” [37]. The 
shock velocity is defined as the velocity at which the shock front, or discontinuity, 
propagates through the compressible material. The particle velocity is defined as the 
actual velocity at which particles in the shocked region are moving. Therefore, up = uf in 
this scenario. 
 
 
 
 
Figure 2.1 Simplified schematic of piston impacting a compressible material 
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A widely used example to understand the concept of particle velocity and shock 
velocity is a snowplow pushing show [2, 36, 21]. As the snowplow moves, snow directly 
ahead of the plow moves at velocity up, equal to the velocity at which the snowplow is 
moving. However, the shock front, or region where unpacked snow meets packed snow, 
moves at the shock velocity, Us. Since more snow is continuously added to the packed 
region as the plow moves, the shock velocity, Us, will always be greater than the particle 
velocity, up [37]. The same can be said for the amount of compressed materials built up in 
front of the piston face in Figure 2.1.  
The discontinuity at the shock front is defined mathematically as a step function 
with zero rise time, i.e. the time it takes for the material to go from an un-shocked state to 
a shocked state. In reality, the rise time from the un-shocked state to the shocked state is 
always something finite and measurable. This finite rise-time is due to physical internal 
mechanisms limiting the rate at which the energy is transferred from the impacted 
material to the target [56].  
 
 
 
2.2 Conservation and Jump Equations  
 
 
 
The link between the un-shocked and shocked state are the conservation and 
Rankine-Hugoniot “jump” conditions. They are called jump conditions because across 
the discontinuity at the shock front, a “jump” in state variables such as density, pressure, 
energy, and entropy are observed. Assuming the material has no porosity, does not 
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undergo phase transition and the initial and final shock states are equilibrium states [37], 
conservation equations for mass, momentum, and energy across a shock front are written 
as [21]: 
 
 
 𝑀𝑎𝑠𝑠:   𝜌!𝜌! = 𝑈 − 𝑢!𝑈 − 𝑢! = 𝜐!𝜐!, (2.1) 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚:  𝑃! − 𝑃! = 𝜌! 𝑢! − 𝑢! 𝑈 − 𝑢! , (2.2) 𝐸𝑛𝑒𝑟𝑔𝑦:  𝑒! − 𝑒! = 𝑃!𝑢! − 𝑃!𝑢!𝜌! 𝑈 − 𝑢! − 12 𝑢!! − 𝑢!! , (2.3) 
 
 
 
where ρ1 and ρ0 are the shocked and un-shocked densities, 𝜐! and 𝜐! are the shocked and 
un-shocked specific volumes, U is the shock velocity, u1 and u0 are the shocked and un-
shocked particle velocities, P1 and P0 are the shocked and un-shocked pressures, and e1 
and e0 are the shocked and un-shocked internal energies. It should be noted that U and Us 
can be used interchangeably for shock velocity. Cooper [21] defines the five necessary 
parameters to fully describe a shock wave as pressure, P, shock velocity, U, particle 
velocity, u, density, ρ, and specific internal energy, e. Another common assumption to 
make is that the un-shocked material is initially at rest, u0 = 0. Therefore, the 
conservation equations become: 
 
 
 𝑀𝑎𝑠𝑠:   𝜌!𝜌! = 𝑈𝑈 − 𝑢! = 𝜐!𝜐!, (2.4) 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚:  𝑃! − 𝑃! = 𝜌!𝑢!𝑈, (2.5) 
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𝐸𝑛𝑒𝑟𝑔𝑦:  𝑒! − 𝑒! = 12 𝑃! + 𝑃! 𝜐! − 𝜐! . (2.6) 
 
 
 
 Equation 2.6 is known as the Rankine-Hugoniot equation [2, 37]. From these necessary 
parameters and the conservation equations, we have five variables and three equations. 
Therefore, additional relationships need to be used in order to find all parameters for a 
given impact scenario.  
 
 
 
2.3 Equations of State 
 
 
 
 The relationships that close these loops are called equations of state (EOS). 
Equations of state allow for the combination of two conservation equations by providing 
a relationship that allows the energy term, e, in the energy jump equation to be removed 
[21]. Therefore, an EOS will link the conservation of mass and momentum equations into 
relationships of the form 
 
 
 
P-Us, P-up, P-ν, Us-up, Us-ν, and up-ν. (2.7) 
 
 
 
Extensive work has been put into determining these relationships for various materials, 
but the relationships that were found to be most useful were pressure-particle velocity, 
pressure-specific volume, and shock velocity-particle velocity or 
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P-up, P-ν, and Us-up,  (2.8) 
 
 
 
respectively [21]. These relationships are often referred to as “planes,” “spaces,” or 
“Hugoniots.” For example, one would say “the P-up Hugoniot plane” or “in P-up 
Hugoniot space” just as one might say “T-s space” or “P-T space.” For a material of 
interest, each of these relationships needs to be determined experimentally over many 
subsequent impact tests.  
 The most common of these is the Us-up plane. Shock velocity and particle velocity 
are two parameters that are readily measured during an experimental impact test using 
techniques that will be discussed in a later section. Many materials have been shown to 
exhibit a linear relationship between shock velocity and particle velocity. The explicit 
equation that relates the two is: 
 
 
   𝑈! = 𝑠𝑢! + 𝑐!, (2.9) 
 
 
 
where s is an empirically fit “Hugoniot” slope and c0 is the bulk sound speed. It is 
important to note that this bulk sound speed, c0, merely represents the point at which 
equation 2.9 crosses the Us-axis. However, it is roughly equal to the sound speed of the 
material at zero pressure. To determine s and c0 for a particular material, a series of 
impact tests with different impact velocities need to be performed. Data for a series of 
impact tests done will look something similar to Figure 2.2 where each data point 
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represents an observed particle velocity and shock velocity resulting from a given impact 
speed.  
 
 
 
 
Figure 2.2 Example Us-up plot for a set up experimental impact tests done on Copper. 
Each red data point represents a particular impact velocity and the black line represent 
an empirical fit.  
 
 
 
It should be noted that some materials have a piecewise Us-up Hugoniot, which is 
indicative of a material that undergoes a phase transition or a shift in crystallographic 
lattice orientation [21].  
 The next important Hugoniot plane is the P-ν plane. Combining the EOS in 
equation 2.9 with the conservation of mass and momentum, equations 2.4 and 2.5, 
respectively,  
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  𝑃! − 𝑃!   = 𝑈!!𝜐! − 𝑈!!𝜐!! 𝜐! (2.10) 
 
 
 
an equation for a “Raleigh line” is established. This Raleigh line is representative of the 
discontinuity magnitude across a shock front as indicated by the function’s slope  
 
 
 −𝑈!!𝜐!!         𝑜𝑟  − 𝜌!!𝑈!!. (2.11) 
 
 
 
It can be observed from equation 2.11 that the slope of a Rayleigh line will 
increase with an increase in shock velocity, i.e. stronger shock loading conditions. The 
important difference between a P-ν Hugoniot equation and a Raleigh line is that a P-ν 
Hugoniot represents a locus of shock states available to a given material for various 
amounts of shock loading. A Rayleigh line is a function that merely connects the un-
shocked state to the shocked state as indicated in pressure–specific volume space. Neither 
the Hugoniot nor Raleigh line represents the path of loading during shock scenarios. 
Rather, a P-ν Hugoniot is established by measuring the un-shocked and shocked state of a 
material subjected to various amounts of shock loading. This is the same method as 
described earlier for Us - up Hugoniots. Figure 2.3 shows how a P-ν Hugoniot is 
established from a set of experiments with different impact loading conditions. It is also 
important to note that the change in specific internal energy is equal to the area 
underneath the Rayleigh line [21]. 
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Figure 2.3 Example pressure-specific volume plot representing a series of three impact 
tests. The blue dot represents an initial un-shocked state and each red dot represents a 
final shock-loaded state. 
 
 
 
The last Hugoniot space of interest is pressure-particle velocity, P-up. A 
relationship between these quantities is achieved by first assuming P0 = 0, u0 = 0. This is 
a safe assumption due to the final pressure, PH, being much larger than P0. Also, when u0 
is assumed to be zero it signifies that the target is at rest. Next, combining the Us-up 
Hugoniot with conservation of momentum, equation 2.5,  
 
 
 𝑃   = 𝜌! 𝑐!𝑢! + 𝑠𝑢!!  (2.12) 
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A relationship between pressure and particle velocity is now achieved. It should be noted 
that PH, “Hugoniot pressure,” is simply an alternative notation for the final, shock state 
pressure which is calculated from equation 2.12 when a value for up is inputted. This 
relationship is convenient because it can be used to perform a mathematical analysis 
called impedance matching, which predicts the pressure and particle velocity at the 
interface of two materials with defined ρ0, s, c0, and a known initial flyer velocity.  
 This technique starts by defining a “right-going” and “left-going” P-u Hugoniot. 
Right-going signifies a material that is initially at rest, u = 0, and at zero pressure, P = 0. 
Left-going signifies a material that has some initial particle velocity, but is still at P = 0, 
the initial state, because it hasn’t impacted anything yet. Equations 2.13 and 2.14 define 
right and left going Hugoniots 
 
 
 𝑃!"#!!(𝑢) = 𝜌𝑐𝑢 + 𝜌𝑠𝑢! (2.13) 𝑃!"#$ 𝑢 = 𝜌𝑐 𝑢 − 𝑢! + 𝜌𝑠 𝑢 − 𝑢! !. (2.14) 
 
 
 
where u0, in equation 2.14, is the initial flyer velocity. Figure 2.4 shows a collection of 
right-going Hugoniots to give an example of what the curves look like for various 
materials. In order to perform a simple impedance matching calculation, a left-going 
Hugoniot representing a flyer moving with initial velocity u0 is plotted along with a right-
going Hugoniot representing a stationary target. Upon impact, the pressure and particle 
velocity at the interface of the two materials is the intersection of their Hugoniots. Figure 
2.5 shows multiple left-going and right-going Hugoniots for various materials which 
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gives an idea of the pressure and particle velocity at the interface for different targets 
being impacted by different flyers at an initial velocity of u0 = 1 km/s. 
 
 
 
 
Figure 2.4 Right-going pressure-particle velocity Hugoniots for various materials 
 
 
 
 
Figure 2.5 Left and right going Hugoniots for Concrete, Copper, Aluminum, and 
PMMA 
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Although the actual definition of impedance,  
 
 
 𝑍 = 𝜌!𝑈! (2.15) 
 
 
 
is not used in this method, it is a convenient means of visualizing the “stiffness” of a 
material’s shockwave response. It can be observed that as a material’s impedance 
increases, pressure values at shock states using that material will be much higher than 
that of materials with lower impedances. Further detail into impedance matching will be 
provided in a later section where impedance matching was used to calculate shock states 
for experimental and simulated impact tests.  
 As mentioned earlier, each equation of state derived from the Hugoniot 
relationships for Us-up, P-ν, and P-up need to be determined from multiple experimental 
tests whereas other equations of state are derived from a theoretical physics standpoint. 
The Hugoniot relationships are useful because they were empirically determined as a 
result of experiments and embody all of phenomena that take place in shock loading 
scenarios. Meyers [37] provides a list of useful Hugoniot relationships based on available 
state variables and Hugoniot parameters s and c0.  
Theoretical equations state such as the Mie-Grüneisen EOS are important in 
determining shock parameters of materials from fundamental physics concepts [37]. The 
Mie-Grüneisen EOS is derived from statistical mechanics principles and arrives at a 
macroscopic, thermodynamic relationship between pressure, volume, and internal energy 
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 𝑃 − 𝑃! = 𝛾𝑉 (𝐸 − 𝐸!) (2.16) 
 
 
 
where the PH and EH are Hugoniot pressure and internal energy, respectively, γ is the 
Grüneisen parameter, and V is the constant specific volume. Equivalent forms of the 
Grüneisen parameter are defined as: 
 
 
 𝛾 = − 𝜕 ln 𝜈𝜕 ln 𝑉 ! , (2.17) 𝛾 = 𝑉 𝜕𝑃𝜕𝐸 ! , (2.18) 𝛾 = 𝑉 𝛼𝐶!𝐾, (2.19) 
 
 
 
where υ is the vibrational frequency of quantum oscillators in a lattice, V is specific 
volume, T is temperature, α is the thermal expansion coefficient, Cv is specific heat at 
constant volume, and K is the isothermal compressibility [37].  The ratio of Grüneisen 
parameter to specific volume in equation 2.16 represents the ratio of vibrational energies 
of quantum oscillators in a lattice to the volume the lattice occupies. This result is 
fascinating because it bridges the gap between quantum physics and macroscopic 
thermodynamics. Developing equations of state for new materials is of great interest to 
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many researchers because it is the fundamental means of charactering a material’s shock 
response.  
 
 
 
2.4 Constitutive Equations 
 
 
 
An important distinction to address is the use of pressure instead of stress when 
defining conservation equations and equations of state. Typical solids have strength and 
therefore support some type of shear stress when loaded. However, when the magnitude 
of a rapid stress loading is much greater than the yield strength of a material, deviatoric 
stresses are negligible as compared to the hydrostatic portion of the stress tensor	  [2]. 
Therefore, it is safe to assume the material will act hydrodynamically and stress can be 
treated as pressure in regimes of strong shock loading [56].  
However, in regimes of lower to medium shock loading, effects such as shear 
stresses, material anisotropy, phase transitions, strain rate dependency, etc. come into 
play and constitutive equations are needed to accurately describe a material’s response 
under shock loading [56]. Common constitutive equations used define material strength 
properties, strain rate dependencies in stress response, and modify equations of state to 
incorporate porosity. Most applicable to this work are the material strength and porosity.  
Simple stress-strain curves for materials loaded at low strain rates have a linear-
elastic loading regime up until a certain yield point and then a linear-plastic loading 
regime until failure. However, in the shock-loading regime, strain rates are much higher 
and stress-strain curves actually curve upwards after the yield point. This signifies that an 
increasing amount of stress is needed to produce additional strain above this elastic yield 
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point. This lack of compressibility at high levels of stress can be explained by a 
dramatically increasing repulsive force between atoms as electron shells begin to 
interpenetrate [37]. The stress-strain can be observed first by defining strain as: 
𝜀! = 1− 𝑉!𝑉!  (2.20) 
 
 
 
where εH is the strain at Hugoniot state, VH is specific volume at the Hugoniot state, and 
V0 is the initial specific volume. For completeness, the strain rate is defined as 
 
 
 
𝜀! = 1− 𝑉!𝑉!𝜏  (2.21) 
 
 
 
where τ is the time it take for a material to go from an un-shocked state to a shocked 
state. This is commonly called the “rise time.” As mentioned earlier, shockwaves are 
mathematically defined as discontinuities, but there exists some finite rise time for every 
real-life shock scenario and it directly dictates the strain rate imparted on the material 
[56]. Figure 2.6 depicts the low, medium, and high regimes of shock loading in stress-
strain space. The achieved shock-loading regime is directly related to the velocity of a 
projectile impacting the target material of interest [18]. 
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Figure 2.6 Stress versus strain in the three regions of shock loading for plane strain 
 
 
 
For stresses less than σ1, a material is elastically loaded and will return to its 
original shape. The limit where materials stop behaving elastically has been defined as 
the “Hugoniot Elastic Limit” or HEL and is related to the yield strength of a material [18, 
56, 21]. For stresses between σ1 and σ2 the material behaves in a partially elastic and 
partially plastic manner. Since some plasticity was experienced, the material may not 
return to its original shape or dimensions, but is not completely damaged. Above σ2, the 
material experiences complete plastic deformation. Materials loaded beyond this limit are 
assumed to behave hydrodynamically and are assumed to act like a fluid [21]. In order to 
specify these stress levels in the current work, the Von Mises yield criterion is used. This 
yield criterion is a simple model, which is also described as being “elastic, perfectly 
plastic” because any stress under the plastic yield point, σ2, is treated as elastic and 
anything above is treated as perfectly plastic; i.e. hydrodynamic. This criterion is given as  
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𝜎! = 12 𝜎! − 𝜎! ! + 𝜎! − 𝜎! ! + 𝜎! − 𝜎! ! ! ! (2.22) 
 
 
 
where σY is the plastic yield strength and σ1, σ2, and σ3 are the principal stresses in the x, 
y, and z direction [22].  Other strength models such as the Johnson-Cook Viscoplastic 
model provide a strain-rate dependency for yield stress 
 
 
 𝜎! = 𝐴 + 𝐵ℰ! 1+ 𝐶𝑙𝑜𝑔ℰ 1− Θ!  (2.23) 
 
 
 
where A, B, C, m, and N are empirical fit parameters and Θ is the homologous 
temperature [23, 22]. Rate dependence models are appealing in theory, but they tend to 
add large amounts of complexity to hydrocode simulations and few materials have 
enough experimental data to determine each of the empirical fit parameters.  
 Other constitutive models such as porosity models are used in the homogenization 
of materials as discussed in the introduction section of this work. Porosity models 
supplement equations of state and help explain the compaction process that occurs in 
materials that have some type of initial porosity. Herrmann explains the process of 
constructing a porous equation of state using the P-α and P-λ porosity models [30]. The 
P-α model uses a factor α(p), distention ratio or the density ratio of porous material to its 
bulk constituent, and is defined as 
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𝛼 𝑝 = 1+ 𝛼! − 1 𝑝! − 𝑝𝑝! − 𝑝! !, (2.24) 
 
 
 
where α0 is the initial distention, p is the pressure, pe is the elastic pressure at the onset of 
compaction, n is a empirical fit parameter, and ps is pressure at which all of the porosity 
has been compacted out of the originally porous material. However, a limitation of the P-
α model is that it only describes single-phase materials. Therefore, extensive work has 
been done in developing P-λ models to represent multi-phase mixtures [8, 13]. This 
model uses a parameter λ defined as 
 
 
 𝜆 𝑝 = 1− 𝑒! !!! ! , (2.25) 
 
 
 
where n is a fit parameter and pc represents the strength on a cellular level [13]. Brown et 
al found that a modified form of the α-parameter from equation 2.24 more accurately 
depicted experimental data and closely mimicked the compaction curve as predicted by 
the P-λ model [13]. The new α is defined as  
 
 
 𝛼 𝑝 = 𝑝!𝑝 !! , (2.26) 
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where η is a fit parameter. As mentioned earlier, porosity models are useful when 
homogenizing porous materials for use in hydrocodes and have proven to represent the 
observed macroscopic bulk response of porous materials because their equations are 
empirically determined from experimental test data. However, they do not provide any 
insight as to what is taking place at the mesoscale level during the shock loading of 
heterogeneous materials. Also, new materials cannot be modeled using porosity models 
because they are reliant on empirically fit experimental data. This is where the mesoscale 
approach for simulating the shock loading of heterogeneous materials is of use because it 
only relies on the properties of the homogeneous constituents that have already by been 
characterized.  
 
 
 
2.5 Shock Compression of Heterogeneous Materials   
 
 
 
 The shock compression of homogeneous materials on the macroscopic level is an 
orderly process that has a smooth shock front and a rise time on the order of a few 
nanoseconds [2]. In elastic loading regimes the compressional energy imparted into a 
material is spread evenly across the lattice and the repulsive forces between atoms is 
stored as potential energy [55]. The communication of these repulsive forces results in an 
elastic wave traveling through the lattice at the sound speed of the material. The structure 
of a shock wave in homogeneous materials is determined by the nonlinearity of material 
behavior and the dissipation mechanisms that occurring during the propagation of a shock 
wave [4]. Dissipation processes that occur in homogeneous materials are viscoplastic 
processes such as dislocation motion in the lattice and twinning [56]. These same 
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dissipation processes occur in the homogeneous constituents of heterogeneous materials, 
but are essentially negligible relative to larger mesoscale dissipation mechanisms.  
 In order to help better understand the processes that occur during the shock 
compression of heterogeneous materials it is convenient to define three length scales: 
microscale, mesoscale, and macroscale [41]. First, the microscale refers to material 
properties such as lattice packing, single crystal size, slip planes, dislocations, and point 
defects. All of these features range in size from a few angstroms to several nanometers. 
Next, the mesoscale refers to lengths scales associated with grain sizes, pore sizes, fiber 
thicknesses, and layer thicknesses in layered composites. These features range in size 
from a few microns to roughly one thousand microns. Lastly, the macroscale deals with 
bulk features of a material such as overall thickness and shape. Typical macroscopic 
domains range from a few millimeters to tens of centimeters or greater.  
 Being able to qualitatively and quantitatively evaluate the processes that take 
place at all levels is crucial in identifying the overall energy associated in the shock 
propagation process [39]. Nesterenko [41] explains in great detail how the mesoscale is 
the most important scale in terms of the bulk propagation of shock waves in 
heterogeneous materials. Meyers [39] goes into great detail about the various energy 
dissipation mechanisms that take place during the shock consolidation of powders. These 
fundamental dissipation mechanisms can be observed in the impact loading of other 
materials such as sand, concrete, and granular ceramics as well. Figure 2.7 provides a 
diagram of the qualitative mechanisms that take place during the compaction of powders 
and table 2.1 provides a description for each.  
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Figure 2.7 Various modes of energy dissipation in shock compression of powders [39] 
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Table 2.1 Description of energy dissipation modes in the shock compression of 
powders [39] 
Plastic Deformation Drastic amounts of strain produced during plastic 
deformation. Void collapse requires plastic deformation of 
the surrounding material.  
Microkinetic Energy The plastic flow of grains is a dynamic process that results 
in interparticle impact, friction, and void collapse. This 
kinetic energy is eventually dissipated into thermal energy.  
Melting at 
Interparticle Regions 
Large amounts of stress at particle interfaces or contact 
points leads to the melting and joining of grains.  
Defect Energy Production of point, line, and interfacial defects  
Friction Energy Grains rearrange themselves while responding to the shock 
loading which can yield interparticle friction at the shock 
front.  
Fracture Energy Brittle materials may fracture or pulverize when stresses are 
applied. The resulting fragments more effectively fill 
existing voids.  
Gas Compression  If target is not suspended in a vacuum, pockets of gas in 
voids can compress and heat during shock loading. Varying 
the amount of gas has proven useful in achieving different 
amounts of powder consolidation.  
Shock Initiated 
Chemical Reactions 
Reactive components can be added to powder to provide 
exothermic reactions that deposit additional energy, thereby 
assisting bonding at particle interfaces.   
 
 
 
It is important to note that these mechanisms are not completely independent of 
one another and, in fact, each plays a considerable role on the presence of others. For 
example, micro-kinetic energy results in the movement of grains, which leads to friction 
between grains and the formation of new points of contact for plastic deformation to 
occur. Plastic deformation leads to the movement of particles as their surfaces plastically 
flow, which leads to new micro-kinetic energy. Both of these processes lead to various 
amounts of melting at inter-particle contact points. Also, brittle fracture of grains and 
plastic flow both directly determine the amount of void collapse, which is a large 
contributor to the final macroscopic compressed density of a heterogeneous material. 
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Figure 2.8 shows how brittle fracture and plastic flow at grain boundaries can occur in 
shock loading processes.  
 
 
 
 
(a) 
 
(b) 
Figure 2.8 (a) Fracture between individual sand grains [43] and (b) plastic flow at 
grain interfaces of copper powder [41] 
 
 
 
Experimental and simulated impact tests done on heterogeneous materials result 
in Hugoniot plots that don’t follow the Hugoniots of their homogeneous constituents. An 
example of this is the stress versus density Hugoniot plot for a series of planar impact 
tests done on dry sand [8, 55, 44, 10]. Before shock loading, the sand is at zero stress and 
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has an initial density typically around ρ = 1.7 g/cc, where the density of fully dense 
Quartz is ρ = 2.65 g/cc. As the magnitude of shock loading increases the final density 
approaches that of fully dense Quartz. This trend is depicted in Figure 2.9 where a series 
of planar impact tests were done on dry sand and then simulated using the P-Alpha and P-
Lambda porosity models in CTH [13]. The work done by Borg et al, established a 
modified power law to improve the P-Alpha model as described in equation 2.25.  
 
 
 
 
Figure 2.9 Example stress versus Density plot for a series of five planar impact tests 
done on dry sand [13]. 
 
 
 
2.6 Categories of Heterogeneous Materials  
 
 
 
 For the purpose of this work, four categories of heterogeneous materials will be 
defined, (1) Granular, (2) Granular with a binder, (3) Tangled ligaments, and (4) layered 
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composites. First, granular materials are comprised of a group of small grains tightly 
packed into a capsule, such as sand and powder ceramics. These grains will have zero  
attraction force between each other, but will have repulsive interactions from point 
contacts and friction between grains. Second, granular materials contained in a binder 
material will be something such as concrete, where sand aggregate is held inside of a 
matrix binder like cement paste. This type of material has many differences from purely 
granular ones because the binder spaces the grains and introduces a medium for the shock 
wave to propagate through between the grains.  
 
 
 
 
 
 
  
(a) (b) 
  
(c) (d) 
Figure 2.10 The four types of heterogeneous materials to be discussed in this work. (a) 
Granular sand, (b) Granular with Binder – Concrete [19], (c) Tangled ligaments – 
Aluminum foam [24], (d) Layered Composites [57] 
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This is important because the binder generally represents a homogeneous material 
that easily transmits a shock wave, but the introduction of grains to the binder drastically 
disrupts the shock front as it travels through the binder. Third, ligament type materials are 
reminiscent of fibers in a composite fiber mixture, except that the fibers are made of 
metal and they are not contained in a binder. A representation of this material can be 
considered as Aluminum foams where small spherical ligament shapes are melted 
together to form a randomly joined structure of small metal ligaments. Last, layered 
composites are made up of thin layers of homogeneous materials stack on top of each 
other. These materials are widely used in civilian and military applications because they 
are some of the best practical materials to absorb impact energy and resist impact damage 
[18].  
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3. EXPERIMENTAL BACKGROUND 
 
 
 
3.1 Experimental Measurement Techniques    
 
 
 
As mentioned in section 2.2 Conservation and Jump Equations, the five necessary 
parameters to fully describe a shock wave are pressure, P, shock velocity, Us, particle 
velocity, up, density, ρ, and specific internal energy, e [21]. Pressure (stress) and particle 
velocity are the two quantities that can be explicitly measured throughout the duration of 
an experimental test. Shock velocity, density, and specific internal energy are all 
calculated based on the beginning and end points of the shock loading process. The end 
point of a shock loading process is often referred to as the “Hugoniot State,” which is 
typically identified as a maximum level of stress or particle velocity observed in the 
material of interest. This state also corresponds to a final compressed density and internal 
energy.  
Extensive work has been done to develop experimental techniques that measure 
stress using stress gages [2] and particle velocity using intricate laser systems [4]. Stress 
gages, such as manganin gages, run a small current through a thin piece of conducting 
material whose electrical resistance is highly sensitive to applied stresses. This change in 
resistance as a result of applied stress can be observed through voltage output on an 
oscilloscope. The voltage profile is then used to find the change in resistance and then is 
converted to stress. The real-time measurement of voltage output allows the 
determination of a stress profile for the entire stress loading and unloading process. The 
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average manganin gage is about 5 mm in diameter so multiple gages can be used on a 
target if so desired.     
Particle velocity can be measured using two different laser systems. The first is 
called a Velocity Interferometer System for Any Reflector (VISAR) [4] and the second is 
a Photon Doppler Velocimeter (PDV). VISAR systems direct a single laser off of a 
reflective surface and split the collected light beam to form two branches of a Michelson 
interferometer. One branch is delayed through a series of mirrors and when the two 
branches are recollected, interference fringe patterns are formed. The acceleration of the 
reflective surface is directly proportional to the number of fringes observed in the 
recollection of the two beams [2].  
PDV systems are characterized as either homodyne or heterodyne. Homodyne 
systems split a single beam of 1150nm light and send one branch to reflect off of a 
moving surface and send the other directly to a detector. The reflected beam experiences 
Doppler shifting in its wavelength as it is reflected off the moving surface and, when it is 
recollected with the non-reflected beam, beat frequencies are created. These beat 
frequencies can be related directly to the surface velocity of the reflector. Instead of 
splitting a single laser beam, heterodyne lasers use two lasers, one for the reflective 
surface and another for a non-reflected reference beam. This alleviates any loss of light 
intensity as a result of single beam splitting in homodyne systems and allows the non-
reflected beam to be emitted at a lower frequency inducing greater contrast between the 
reference and target beams. This greater contrast yields higher resolution velocity 
measurements. For granular materials like sand, a “window” made of PMMA is typically 
used to simultaneously contain the sand and allow these light beams to pass through. 
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Laser spots typically have a hard time reflecting cleanly off of sand grains so the face of 
the viewing window is speckled coated with a reflective material such as copper or gold 
palladium. The speckle-coated layer is usually on the order of a few microns thick. This 
allows the sand-window interface to be reflective while not having to add another layer of 
reflective material between the sand and the window.  The PDV system currently in use 
at Marquette University is shown in Figure 3.1.  
 
 
 
 
Figure 3.1 Homodyne PDV system developed at Marquette University 
 
 
 
3.2 Experimental Test Setups 
 
 
 
A variety of experimental tests can be performed to determine the shock loading 
response of a material of interest. The most common are planar impact tests using flyer 
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plates and penetration experiments, each intended to characterize a different type of 
material response. Both flyer plate and penetration experiments are typically conducted 
using either a gas gun or powder gun. Gas guns compress a certain type of gas inside of a 
breech that is fastened to a long barrel anywhere from 5ft to 20ft in length and ½ inch to 
2 inches in diameter. Between the breech and barrel opening is a thin slice of material 
called a burst disk. When a certain pressure is achieved in the breech, these burst disks 
instantaneously break, which releases the built up pressure and launches the projectile at 
speeds anywhere from 100 m/s to 2500 m/s. Powder guns propel projectiles in a similar 
way by igniting a controlled amount of gunpowder inside of the breech. Aside from the 
physical mechanism accelerating the projectile from the breech, gas guns and powder 
guns are essentially the same. A simplified schematic of these guns is depicted in Figure 
3.2.  
 
 
 
 
Figure 3.2 Basic setup of a gas gun or powder gun used in flyer plate impact 
experiments 
 
 
 
A target fixture is mounted just behind the connection of the barrel and catch 
tank. This ensures that the projectile will impact the target as soon as it enters the catch 
tank, which reduces any potential tilt in the face of the projectile as it leaves the barrel. 
The circular window placed in the catch tank in Figure 3.2 depicts the connection ports 
for data acquisition probes. Depending on the size and available pressure equipment, the 
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catch tank and barrel can be brought to a vacuum which helps reduce the amount of gas 
built up in front of the flyer before it impacts the target. Pulling the catch tank to a 
vacuum also helps reduce the noise produced upon impact because the sound will have 
much less of a medium to travel in. 
 
 
 
3.2.1 Flyer Plate Experiments  
 
 
 
Flyer plate experiments characterize the shock response of new materials by using 
one or more materials whose shock response is well known and then a single material 
whose shock response is unknown. This allows the Hugoniot parameters corresponding 
to the shock response of the unknown material to be isolated during data analysis. The 
term “flyer plate” is used because the face of the projectile is machined to be extremely 
flat and have a diameter just under that of the diameter of the barrel and target. This 
ensures that when the projectile impacts the target, the entire “plane” of the flyer-target 
interface is in contact and a planar, two-dimensional shock wave can be imparted into the 
target.  
 The distinguishing factor for any type of plate impact experiment is the target 
assembly. Ratios of flyer thickness and target thickness can be varied to exploit different 
phenomena. It is important to note that the diameter of a target, relative to its thickness, is 
crucial to ensuring that the incident planar wave stays planar as it traverses the target in 
the axial direction. As a shock wave traverses a material, interactions at the outer 
diameter of the target can send release waves back towards the center, which interrupt the 
“planar” nature of the initial shock wave. The release waves signify a “release” of stress 
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as the material is allowed to expand perpendicular to the axial direction. For this reason, 
targets are made to have thicknesses that are much smaller than their corresponding 
diameters. This ensures the initial planar shock wave has sufficient time to travel through 
the target before the sidewalls have a chance to affect it. Methods to ensure this won’t 
happen before hand utilize impedance matching to find a theoretical shock velocity 
through the target and subsequently find the time it will take for the wave to traverse the  
target.  
The first, and perhaps most common test, is the transmitted shock wave 
experiment. In this setup a flyer plate with well-characterized shock properties is 
launched at a material of interest fixed in the target assembly. The aim is to impart a 
single planar shock wave into the target material and see how it propagates through the 
target. A single wave is imparted into the target using a relatively thin flyer and relatively 
thick target. The term relatively is used because depending on the impedance mismatch 
between the flyer and target, wave speeds in each material will vary and their thicknesses 
will need to be adjusted accordingly. Upon impact between flyer and target, one shock 
wave is transmitted into the target and another shock wave is reflected back into the flyer. 
Figure 3.3 depicts the position versus time and pressure versus time for a simplified 
transmitted wave experiment.  
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In the position versus time plot, Figure 3.3a, the red line indicates a transmitted 
shock wave into the target and the blue line indicates a reflected shock wave back into the 
flyer. The transmitted wave is represented in P-up space by reflecting the right-going 
target Hugoniot about the intersection point (u1, P1) of the flyer and target. Reflecting the 
target Hugoniot signifies that it is now experiencing a pressure and particle velocity equal 
to (u1, P1) and will continue at this state until the shock wave interacts with either another 
material or a free surface. The point where this reflected Hugoniot crosses the x-axis, (u2, 
P = 0), will signify the interaction of the transmitted shock wave with the back, free 
surface of the target. This will be observed as a rise in particle velocity as measured by 
PDV or VISAR off the back surface of the target.   
The reflected wave will eventually reach the back surface of the flyer and then 
bounce back towards the flyer-target interface. If the goal is for the transmitted wave to 
reach the back of the target undisturbed, the flyer thickness will need to be selected such 
 
(a) 
 
(b) 
Figure 3.3 Example (a) time versus position and (b) pressure versus particle velocity 
plots for a transmitted wave experiment. 
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that the reflected wave does not have a chance to reach the interface before the 
transmitted wave reaches the back of the target. This ensures that the maximum stress 
level achieved in the target is not altered before the behavior of the transmitted wave in 
the target can be observed. Performing hydrocode simulations before hand to predict the 
general transit time for the incident shock wave is useful in this instance because flyer 
and target thickness ratios can be optimized prior to any experimental work. Transmitted 
wave tests work well for materials such as sand because it’s internal geometry could be 
altered or even break apart as it is launched from the breech.  
The next type of planar impact experiment is called a reverberation test. In 
reverberation tests, the material of interest is launched at a very thin slice of well-
characterized material that has a high impedance value as compared to the flyer. The thin 
nature of the target plate relative to the flyer and its high impedance value results in the 
initial shockwave being trapped in the target. The entrapment of the initial shockwave in 
the target results in multiple reverberations as it propagates back and forth from the flyer-
target interface to the free surface of the target. Figure 3.4 depicts the position versus 
time and pressure versus particle velocity plots for a typical reverberation experiment.  
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Upon impact between the flyer and target (u1, P1), a large amount of stress is 
achieved at their interface. The transmitted shock wave reaches the back free surface of 
the target (u2, P2) and the target is allowed to expand so as to relieve some of the stress 
imparted on it. The wave then travels back to the interface where the stress is again built 
up from the impact of the flyer, but at a magnitude just less than the initial maximum 
stress (u3, P3). This process repeats itself and the thin target is allowed to compress and 
expand very rapidly as it absorbs and releases stress. 
The target is initially at rest and each time a shock wave completes a 
reverberation, its particle velocity increases incrementally closer to that of the initial flyer 
speed, u0. Each increase in particle velocity observed on the back surface of the target is 
associated with the expansion of the target as it releases stress. The process of absorbing 
and releasing stress, coupled with incremental increases in particle velocity, is the target’s 
inertial response to the initial shock loading. When the target has finally reached a 
particle velocity equal to that of the incident flyer, the target is said to have reached an 
 
(a) 
 
(b) 
Figure 3.4 (a) Time versus Position and (b) Pressure versus Particle Velocity for an 
example reverberation experiment using a Cor-Tuf concrete flyer and thin Copper 
target. 
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equilibrium state with the flyer; i.e. it has had time to respond inertially and all the initial 
stress has been relieved.  
 
 
 
3.2.2 Penetration Tests 
 
 
 
Penetration tests are of interest to researchers investigating various phenomena 
such as crater formation from asteroid impacts [47] and the response of granular 
materials to long rod penetration [1, 31, 52]. Crater studies aim to measure things such as 
crater depth and width and relate it to the characteristics of the projectile. Long rod 
penetration experiments aim to characterize the strength of a material when subjected to a 
high pressure over a small area. Since the projectile is intended to penetrate the material, 
a planar shock wave is no longer imparted on the target. In a simplified sense, a spherical 
shock wave is imparted into the target until it begins to break apart as the projectile 
penetrates the surface. Penetration of granular materials has been of interest because of 
their interesting response to such impacts. Striking similarity can be observed between 
liquid behavior and the flow of grains during impact, yet the constituents of granular 
materials still have finite size and strength. A material’s ability to absorb this type of 
impact is characterized by penetration depth and overall damage incurred. The current 
work will include discussions for future work in simulating these experiments and any 
complications they might have in section 7 Future Work.   
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(a) 
 
 
  
 
 
(b) 
 
Figure 3.5 (a) Splash of granular material after projectile impact [47] (b) Simulated 
penetration of tungsten rod impacting confined silicon carbide [31]. 
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4. COMPUTATIONAL MODELING METHODS  
 
 
 
4.1 Hydrocodes 
 
 
 
The use of hydrocodes in simulating shock impact scenarios has been growing in 
popularity in many fields of research such as astrophysics, ballistics, and material 
characterization. These codes solve discrete approximations to continuum equations for 
conservation of mass, momentum, and energy [2]. They are constructed from the 
fundamental laws of physics that are believed to define material interaction and allow us 
to test our knowledge of these laws by seeing how we can apply them in different 
scenarios. Benefits of performing these types of simulations include nonintrusive 
investigation of thermo-mechanical data at spatially or materially fixed interior points of 
the domain, easily conducted parametric studies through slight changes of input 
parameters, and they can be done in less time and at a lower cost than experimental tests 
[2]. Although they hold many benefits over experimental test work, they still have a long 
way to go in terms of capturing every process that occurs in the passage of shock waves 
in heterogeneous materials.  
The main hydrocode used for this work was CTH, which is developed by Sandia 
National Laboratories in Albuquerque, New Mexico. The other hydrocode used in this 
work was iSALE, which is an open source code maintained by Museum für Naturkunde, 
Berlin and Imperial College of London. Both hydrocodes are classified as ALE codes or 
Arbitrary Lagrangian-Eulerian because they combine both Lagrangian and Eulerian 
integration techniques when solving the conservation equations for mass, momentum, 
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and energy between volume elements in a single time step. The codes are constructed 
using one-dimensional, two-dimensional, or three-dimensional meshes containing several 
volume elements called cells. Figure 4.1 depicts what a single cell or volume element and 
collection of cells look like in three-dimensions.  
 
 
 
 
 
(a)  (b) 
Figure 4.1 (a) Single volume element and (b) a collection of volume elements that make up a 
three-dimensional mesh in a hydrocode 
 
 
 
The combination of Lagrangian and Eulerian techniques mean that in each time 
step the mesh is first allowed to deform as if it were attached to the material moving 
inside of it (Lagrangian), then the mesh is restored to its original shape and the distortion 
is used to calculate a flux of material through the cell as if the cell was spatially fixed all 
along (Eulerian portion) [23].  The conservation equations for mass, momentum, and 
energy are defined in differential form as: 
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𝑀𝑎𝑠𝑠:  𝑑𝜌𝑑𝑡 = −𝜌∇ ∙ 𝑉, (4.1) 
𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚:𝜌 𝑑𝑉𝑑𝑡 = −∇P− ∇ ∙ 𝜎 + 𝑄(𝑉, 𝑐!) , (4.2) 𝐸𝑛𝑒𝑟𝑔𝑦:  𝜌 𝑑E𝑑𝑡 = −P∇ ∙ 𝑉 − 𝜎 + 𝑄(𝑉, 𝑐!) ∙ 𝑉, (4.3) 
 
 
 
where 𝜎 is the stress tensor and 𝑄 is an artificial viscosity term used as a numeric 
smoothing function. This artificial viscosity term is used to modify the inviscid forms of 
the conservation equations to allow for the treatment of discontinuities observed in shock 
waves [2]. Without this term, discontinuities in state variables during shock scenarios 
causes drastic numerical oscillations as the solvers try to converge values between 
adjacent cells. Therefore, this artificial viscosity term uses linear and quadratic 
components to smooth out the shock over multiple cells, which yields more realistic 
shock wave propagation characteristics. As discussed earlier, the Equation of state and 
other constitutive equations need to be included in the computations to fix all state 
variables. Contributions from the equations of state, P = f(ρ, E), and any constitutive 
models, σ = f(ε,Υ,…), are contained in the total stress tensor as spherical and deviatoric 
components, respectively. The spherical portion of this stress tensor, P = f(ρ, E), is also 
where the porosity models are implemented to modify the pressure relationships	  [23].  
 
 
 
4.1.1 Time Step Control 
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 A variable time step is used in every CTH and iSALE hydrocode simulation and 
is determined using the Courant Stability Criterion: 
 
 
 ∆𝑡 =   𝑓!"#$%& ∗min      ∆𝑥𝑣! + 𝑐! , ∆𝑦𝑣! + 𝑐! , ∆𝑧𝑣! + 𝑐!  (4.4) 
 
 
 
where fsafety is an arbitrary safety factor equal to 0.6, Δx, Δy, Δz, and |vx|, |vy|, |vz|, are grid 
size and magnitude of local particle velocity in x, y, and z, respectively and cs is the 
sound speed of the material occupying the cell. A value of Δt is calculated for each cell in 
the domain and the smallest value is then used as a largest possible time step. The safety 
factor is implemented to ensure the time step used is always less than largest possible 
time step. Ensuring this criterion is met is crucial to accumulating the least amount of 
numerical error in each time step. A situation in which this criterion is not met could be 
when a material has a velocity large enough such that for a given time step it could move 
a distance larger than the size of a single cell. This means the material’s motion is no 
longer being tracked via mass fluxes in adjacent cells and a large amount of 
computational error is accumulated over successive time steps. Most hydrocodes will 
come to an immediate stop and result in an error message if this occurs.   
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4.1.2 Boundary Conditions  
 
 
 
 There are a variety of different boundary conditions available in each hydrocode 
including symmetry, periodic, rigid, sound speed absorbing, pressure extrapolating, and 
other inflow/outflow boundary conditions. Symmetry boundary conditions are useful 
when it is desirable to create a simulation that mimics half of the experimental domain. 
This technique works for any experiment that is considered to be symmetric in the axial 
direction and significantly decreases the computational load. The symmetry boundary 
condition sets all non-axial velocities equal to zero along the axis of symmetry and 
calculates axial velocities as it would in any other cell. Periodic boundary conditions are 
useful when simulating the shock loading of granular materials because it allows for the 
motion of grains to exit the domain on one side and simultaneously reenter on the 
opposite side. The state variables of the object leaving the domain are maintained as it 
reenters on the opposite side. However, this method requires the use of multiple 
processors and needs a certain amount of care when implementing. Rigid boundaries can 
be specified to maintain a certain state variable throughout the entire simulation, which 
then interact with internal cells as the simulation progresses. Rigid boundaries can be 
used to represent at flyer plate with constant particle velocity, which in turn imparts a 
constant stress onto the target material. Sound speed absorbing boundaries are useful 
when the boundary is wished to represent an infinite or semi-infinite medium and the 
passage of a shockwaves through a boundary is desirable [23]. For instance, sound speed 
absorbing boundary conditions will absorb incident stress waves and reflect a small 
portion back into the domain depending on the impedance mismatch of materials used. 
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Inflow/outflow boundary conditions are useful when it is desirable to have material either 
enter or leave the mesh without its state variables being altered. These boundary 
conditions extrapolate pressure values to edge cells using values taken from cells just 
inside the boundary. Careful treatment when choosing boundary conditions for any 
simulation must be sought out because the exterior cells can drastically change the 
response of interior cells as the simulation progresses.  
 
 
 
4.1.3 Finite Volume Representation of Different Shapes 
 
 
 
 Hydrocodes such as CTH and iSALE are said to be continuum formulations 
because they are constructed using fluxes through the surfaces of finite volume elements. 
These are different from finite element or peridynamic codes because continuum 
formulations do not fully resolve the surface of objects placed in their domain [11]. 
Objects are placed inside of a preexisting mesh and the number of cells used to construct 
an object determines the resolution of its shape. Finite element and peridynamic codes are 
constructed by placing a mesh made of multiple nodes on the surface of each object and 
then observing interactions between nodes associated with neighboring object’s meshes. 
The downside to this method is that only surface stresses and strains can be determined 
and no internal information is available. Therefore, state variables such as pressure, 
temperature, and internal energy cannot be calculated; this is a major advantage of 
hydrocodes because all state variables are readily accessible from the equations of state.  
 The stationary mesh used in hydrocodes is the major downfall when constructing 
mesoscale simulations because it limits the resolution of internal heterogeneity. The finite 
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volume methods don’t actually resolve surfaces such as circles or spheres because the 
mesh is structured using square cells. Instead, the resolution of each grain is determined 
by the number of cells used across its diameter [11]. Borg et al [1] found that 12 cells 
across the diameter of an individual grain is where the macroscopic response 
asymptotically stops changing. Figure 4.2 depicts the use of square cells to represent a 
circular grain in two-dimensions with a uniform mesh spacing in x and y. Cells on the 
perimeter of the circle that aren’t completely filled with material are given some 
fractional volume of mass from the grain. Therefore, the entire square cell on the 
perimeter is only recognized as having some mass present instead of spatially designating 
a distinct edge of the grain. One can imagine if an ordered packing of grains were 
resolved with 2 cells across the diameter of each grain, the entire mesh would look like a 
collection of cells with some fractional volume instead of actual shapes.  
 
 
 
 
  (a)                                (b)                               (c)                              (d) 
Figure 4.2 A finite volume representation of a circle in CTH using (a) 2 cells, (b) 4 cells, (c) 8 
cells, (d) 12 cells across the diameter 
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4.1.4 Grain Interaction 
 
 
 
As mentioned in section 2.5 Shock Compression of Heterogeneous Materials, 
grain interactions are a crucial aspect of mesoscale simulations that need to be modeled in 
order to accurately represent the dynamic bulk response of a heterogeneous material. 
Since the surface of internal shapes are not fully resolved in hydrocode simulations, their 
interactions are handled entirely through the communication of cells located on their 
perimeter. For the purpose of this work, perimeter cells will be defined as cells that have 
a fractional volume of material on the edge of a shape. To visualize grain interaction 
using perimeter cells, consider two grains of sand are placed next to each other in the 
domain. Their perimeter cells will have a fractional volume of mass anywhere from 1% 
to 99%. Now imagine that these grains are made up of the same material. When the edge 
of two grains comes close to each other, their perimeter cells overlap. When overlap 
occurs a portion of the cell is filled with a certain amount from one grain and a certain 
amount from the other. Since the grains are made up of the same material, the cell will 
have no way of telling the surface of these two grains apart. Therefore, the cell will have 
an artificially larger volume fraction and a “ligament” between the grains will be formed. 
The formation of these ligaments is referred to as “stiction,” because the grains tend to 
weld together and won’t experience an accurate representation of friction as they come 
into contact [11, 48]. One way to avoid this issue in CTH is by providing different 
material numbers for neighboring grains and using a command called “SLIDE” [11, 48].  
Hydrocodes such as CTH and iSALE distinguish materials using different 
material numbers that correspond to a material’s EOS, strength properties, etc.  If you 
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wish to distinguish two different objects made of the same material, you can simply give 
them two different material numbers, but define the same material properties for each. 
That way, instead of artificially filling their perimeter cells with an increased amount of 
mass, fractional volumes of each material number will be maintained within that cell and 
their surfaces won’t stick together. Treatment of perimeter cells with fractional volumes 
of material-void or material-material can be done in CTH by specifying how the strength 
in mixed cells should be calculated. CTH offers a few different schemes when treating 
mixed cells, but they essentially allow you to either artificially strengthen or weaken the 
materials in the cell. The SLIDE command does this by setting shearing velocity 
gradients in mixed cells to zero. Therefore, two different materials are allowed to pass 
one another without welding together. It is believed that CTH can accurately predict the 
friction between grains during a compaction experiment by using stiction as an upper 
bound and slide as a lower bound on the stress loading. Figure 4.3 depicts how CTH 
treats perimeter cells during the compaction of sand grains using stiction and SLIDE.  
 
 
 
 
(a)                                                                         (b) 
Figure 4.3 Representation of grain interaction in CTH with the SLIDE command (a) off and 
(b) on. Note: Stiction corresponds to SLIDE OFF and sliding corresponds to SLIDE ON. 
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4.1.5 Hydrocode Treatment of Fracture  
 
 
 
Hydrocodes such as CTH are not able to strictly resolve the fracturing of grains 
similar to finite element or peridynamics codes. Fracture is induced in a material when 
the tensile stress exceeds a certain value of fracture strength [19, 34]. Hydrocodes treat 
fracture by: 1) searching for cells that have a negative stress level less than that of the 
specified fracture strength and 2) introducing a certain amount of void in that cell to 
relieve the stress [23]. This process is used to signifying an excessive amount of tensile 
stress either parallel or perpendicular to axial loading in grains and to treat phenomena 
such as spall, or large tensile stresses resulting from the rapid release of compressive 
stresses [33]. Other treatment of fracture or yielding used by hydrocodes is the 
hydrodynamic treatment of materials that experience compressive stresses much greater 
than corresponding shear stresses. This hydrodynamic treatment results in fluid-like flow 
in solid materials. Early hypothesis suggest that the fluid-like flow of individual particles 
in a granular material could represent the formation of grain fragments resulting from 
fracture and pulverization of individual grains.  
 
 
 
4.2 Construction of Geometries for Hydrocode Simulations  
 
 
 
 The heterogeneous materials investigated in this work can be generalized into a 
few different categories, Granular: sand and other granular ceramics; Bound granular: 
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concrete and granular explosives; Ligaments: aluminum foams; Layered Composites: thin 
layers of homogeneous materials stacked on top of one another. A description of the 
process used to construct geometries for each will be provided in their corresponding 
experimental data comparison section, but a brief overview will be given here. The most 
commonly used category of heterogeneous material used was granular.  An accurate 
representation of granular materials in two-dimensions is a box filled with randomly 
positioned circles. Borg and Vogler [11] found that circular shapes used to represent 
granular materials in hydrocode simulations accurately depict the experimental shock 
response of their corresponding granular material. Therefore, when constructing 
geometries for sand, granular ceramics, and other materials that have grains, circles are 
used in 2D and spheres are used in 3D. Creating randomly oriented grain morphologies 
inside of a container is assumed to be the same process that occurs experimentally when 
sand is poured and pressed into a capsule. Grains are allowed stack in a random fashion 
and orient themselves to fill as much void space as possible.  
Computationally, this process is rather complex. It involves filling a space with 
grains positioned in an orderly fashion by reducing their diameters, allowing them to 
move and bump into each other, and then slightly increasing their diameters and adjusting 
for overlap of adjacent grains [11, 39]. Their motion is determined in a Brownian-like 
fashion so that they traverse two mean free paths. This ensures random movement of 
particles. The primary version of this algorithm called “Mesogrow” was developed by 
John Borg at Marquette University and was used to generate two-dimensional 
morphologies of sand grains for this work. Figure 4.4 shows a two-dimensional geometry 
of grains created using Mesogrow.  
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Figure 4.4 Two-dimensional grain morphology produced using “Meso-grow” with  
350 μm diameter particles 
 
 
 
 Another method to create granular geometries utilized a discrete element method 
(DEM) code called LIGGGHTS (LAMMPS improved for general granular and granular 
heat transfer simulations), which is an add-on the previously existing molecular dynamics 
code LAMMPS. LAMMPS (Large-scale Atomic/Molecular Massively Parallel 
Simulator) was developed by Sandia National Laboratories and contains mutli-physics 
packages used to model a variety of physical phenomena. LIGGGHTS is an open source 
DEM particle simulation software developed by the CFDEM Project located in Austria 
and is primarily used to model granular interactions. LIGGGHTS was used in this work 
to create three-dimensional grain morphologies for randomly oriented mono-dispersed 
spheres.  In this context, mono-dispersed signifies that all grains had the same final 
diameter. Morphologies were generated using LIGGGHTS by pouring a finite number of 
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particles into a domain with dimensions equal to that of the desired target size. A 
coefficient of restitution and coefficient of friction could be specified within the code, 
which changed the elastic interaction forces and the amount of sliding between particles. 
VisIt 2.7, an interactive, scalable, visualization, and animation software developed by 
Lawrence Livermore National Laboratory, was used to visualize the LIGGGHTS output.  
 
 
 
 
(a) 
 
(b) 
Figure 4.5 Example of three-dimensional grain morphology produced using LIGGGHTS. 
Particle diameters (a) 500 μm and (b) 127 μm 
 
 
 
 The most important aspects of generating these grain morphologies using either 
Meso-grow or LIGGGHTS was that the morphology appeared to be randomly oriented, 
had minimal grain overlap, and the final density as calculated by CTH matched the 
experimentally calculated density. If there were areas of the morphology that appeared to 
be uniformly packed, a shock wave would more favorably pass through that region and 
take away from the seemingly random nature of shock loading in granular materials. 
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Having minimal overlap between grains is important because it ensures that the contact 
points between grains are similar to that of two circles or spheres. Matching the density 
from the computational geometry to that of the experimental geometry is of utmost 
importance because the bulk density is a large contributor to the “stiffness” of a 
material’s response when shocked loaded. Density calculations were performed using the 
total mass output from CTH as reported after each object in the morphology was inserted 
into the mesh. In order to insert a sand morphology into CTH the center point and radius 
of each sand grain needs to be reported in the input file. CTH then manually inserts each 
sand grain and adds a small amount of mass associated with that grain to the total mass. 
Ten material numbers were used when entering sand grains in order to distinguish 
between neighboring grains as mentioned in section 4.1.4 Grain Interaction. Therefore, 
the total mass inserted for each of the ten material numbers needs to be added together to 
find the total mass of sand in the target domain. The bulk density of the sand morphology 
could then be calculated as: 
 
 
 𝜌! = 𝑚!!"!!!𝑉!"#$%!  (4.5) 
 
 
 
where mn is the total mass of material number n and Vtarget is the volume of the container 
that the sand grains occupy in the domain. The porosity could then be calculated as: 
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𝑝 = 𝜌!𝜌!"#$ (4.6) 
 
 
 
where ρbulk is the bulk density of the homogeneous constituent of a granular material.  
 A growing interest has been put into being able to scan physical materials using 
something like a digital	  x-­‐ray	  computed	  tomography	  (XCT)	  scan and then uploading 
the geometry into hydrocodes such as CTH. This ability would give computationalists 
and experimentalists a great advantage when it comes to ensuring the morphology used in 
the simulation best represents that of a real-life experiment. This capability would allow 
non-intrusive state variable data to be recorded from interior points of the real-life 
specimen and ultimately a better understanding of the internal processes that take place 
during the shock loading of heterogeneous materials.  
A growing realization in experimental and computational work on heterogeneous 
materials is that spatial variation in recorded data is highly dependent on the specimen’s 
geometry near the measurement point. For example, while recording particle velocity 
with VISAR or PDV, the laser spot reflected off the back of a target is usually at most 
one millimeter in diameter as compared to several millimeter diameter target samples. 
Therefore, if three different particle velocity traces were recorded at different points off 
the back surface of the target, their individual profiles could look different. This suggests 
that knowing the geometry near the measurement point in experimental work can better 
assist computationalists when recreating experimental tests.   
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5. EXPERIMENTAL AND SIMULATED DATA COMPARISONS 
 
 
 
 The next section of this work will focus on the computational effort put forth in 
recreating and predicting the outcome of a few different shock impact experiments. First, 
reverberation tests done on a high-strength concrete, Cor-Tuf, at Eglin Air Force base by 
Dr. Bradley Martin, a Senior Research Engineer for the Air Force Research Laboratory. 
Next, planar impact tests on dry sand done by Dr. Sarah Martin during her time at 
Harvard University. Lastly, planar impact tests done on a aluminum foam reinforced 
high-energy explosive. The last set of simulations was conducted for an explosives 
engineer at Eglin Air Force base and was part of an insensitive munitions initiative that 
aimed to make the transport and deployment of high-energy explosives safer for those 
handling them. Simulating impact experiments on high-energy explosives is another 
exciting tool that hydrocodes such as CTH possess.  
 
 
 
5.1 Planar Shock Response of Cor-Tuf Concrete 
 
 
 
Data from three experimental test shots were obtained from Dr. Brad Martin at 
Eglin Air Force Base’s HP3 facility. Reverberation and plane strain transmitted signal 
tests were performed on a high strength concrete named Cor-Tuf. The reverberation 
experiment will be the focus of this section. In these experiments, a Cor-Tuf flyer (12 
mm thick, 48 mm wide) was shot at a thin copper plate (1mm thick, 46 mm wide) using a 
single-stage powder gun at calculated shot speeds of 382, 550, and 728 m/s. Particle 
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velocity at the free surface of the Copper target plate was read using VISAR as presented 
in Figure 5.1. The reverberation of the shock waves inside the copper plate is due to 
copper’s impedance being much higher than that of concrete. This reverberation results in 
Hugoniot states that are observed as successive plateaus in particle velocity profiles.  
 
 
 
 
 
 
As mentioned in section 3.2.1 Flyer Plate Experiments, these states are characteristic of 
the concrete releasing stress at the interface with the Copper plate. Each time a release 
wave from the free surface of the Copper returns to the interface with Cor-Tuf, the stress 
at the interface drops slightly and the particle velocity of the wave going back to the free 
surface of Copper is slightly increased. Figure 5.2 graphically depicts the pressure, 
particle velocity, and position of shock fronts in the reverberation experiment. Ultimately, 
an accurate simulation predicts not only the initial rise in particle velocity, but successive 
states achieved during the reverberation process in the copper target. Irreversibility in this 
process is captured in the fact that successive states after the initial “shock-up” will not 
reach similar particle velocities as ones reached when heterogeneity is not incorporated.  
 
 
Figure 5.1 Experimental setup of reverberation tests done on Cor-Tuf concrete 
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5.1.1 Motivation 
 
 
 
The purpose of this study was to accurately reproduce the experimental data by 
first creating homogeneous simulations using Hugoniot properties calculated from the 
experimental data, then creating mesoscale simulations based entirely on the physical 
composition of homogeneous constituents of Cor-Tuf.  
Since homogenized simulations use equation of state values calculated by 
averaging particle velocity at the initial shock state, they accurately portray the 
heterogeneous experimental data in a bulk sense at the initial states they were calculated 
from. This can be observed in the experimental and simulated particle velocity profiles in 
Figure 5.4 and 5.5 in section 5.1.5 Particle Velocity Profiles.  The downfall here is that 
once a homogeneous simulation has passed the second shock state, successive particle 
velocity states continue to increase above the experimental data due to a lack of 
incorporating irreversible processes resulting from the heterogeneous nature of concrete. 
To observe irreversible phenomena such as pore collapse associated with planar impact 
experiments on heterogeneous materials, the role of varying particle sizes, void sizes and 
shapes, and particle spacing should be investigated [11]. Being able to draw conclusions 
from experimental data about material composition and vise versa has long been a goal of 
researchers in this field. In order to do this, the effects of particle size, mixture weighting, 
and particle arrangement near the impact interface were tested using CTH. Connections 
between these factors and observed particle velocity profiles are drawn in section 5.1.7 
Interface Testing.  
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5.1.2 Impedance Matching for Hugoniot Parameters 
 
 
 
To calculate Hugoniot slope, s, and bulk sound speed, c, an impedance matching 
technique utilized the first plateau in particle velocity as measured by VISAR off the free 
surface of the Copper target (u2, P2 = 0) and then related it to the first shock state at the 
concrete-copper interface, (u1, P1). The first state, (u1, P1), in Figure 5.2 represents the 
pressure and particle velocity at the interface of the concrete flyer and copper target and 
is analytically represented by equating a right-going and left going P-u Hugoniot, 
equations 5.1 and 5.2 respectively.  
 
 
 
 
(a) 
 
(b) 
Figure 5.2 (a) Pressure-Particle Velocity Hugoniot plot and (b) Time-Position plot for 
the reverberation test performed on Cor-Tuf concrete 
𝑃!,!"(𝑢) = 𝜌𝑐𝑢 + 𝜌𝑠𝑢! (5.1) 𝑃!,!"#$(𝑢) = 𝜌𝑐(𝑢 − 𝑢!)+ 𝜌𝑠(𝑢 − 𝑢!)! (5.2) 
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Pr,Cu is the right-going Copper Hugoniot and Pl,Conc is the left-going concrete Hugoniot. 
Since a particle velocity measurement cannot be recorded at the interface and only at the 
back surface of the target, the initial right-going Copper Hugoniot is flipped about a 
hypothetical vertical line at the first shock state’s particle velocity, u1, and the x-intercept 
(u2, P2 = 0) of this reflected Copper Hugoniot,  
 
 
 
 
 
 
is determined from the particle velocity profile, equation 5.3. This (u2, P2 = 0) state is 
crucial because we are able to observe it in the experimental VISAR data as the first 
plateau in particle velocity profiles.  
From a mathematical standpoint we know that reflecting the right-going Copper 
Hugoniot about u1 results in  
 
 
 
 
 
 
Next, P,r,Cu and Pl,conc are equated due to continuity of pressure and particle velocity at the 
concrete-Copper interface: 
 
 
 
𝑃!,!"(𝑢) = 𝜌𝑐(𝑢 − 𝑢!)+ 𝜌𝑠(𝑢 − 𝑢!)! (5.3) 
𝑢! = 2𝑢!. (5.4) 
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A Computer Algebra Software (CAS) was then used to algebraically determine a 
single equation for the particle velocity at the interface, u1. However, there are still two 
unknowns, sconc and cconc, in this equation for u1. Therefore, combinations of sconc and cconc 
can be inserted into the algebraic equation for u1 and the combination that yields a value 
of u1 that best satisfy equation 5.4 signifies the best fit for the bulk Hugoniot slope and 
bulk sound speed of Cor-Tuf. In order to utilize all three shots in determining s and c for 
Cor-Tuf, an algebraic equation for u1 can be made using the initial shot speed u0 from 
each shot. Therefore, the combination that simultaneously satisfies the relationship from 
equation 5.4 for each initial shot speed is the best fit for s and c. This impedance 
matching technique differs from that used for transmitted wave experiments because 
transmitted wave experiments typically calculate a up and Us for each shot and then use a 
linear fit to find s and c. The new impedance matching technique allows an error term to 
be calculated for each combination of s and c. The errors can then be put in a contour 
plot, which provides insight into regions of s and c that best represent the experimental 
data. In order to determine these Hugoniot parameters, combinations of s and c ranging 
from s = 0.5…2.5 and c = 1.0…5.0 km/s were tested. Values for bulk Hugoniot slope and 
sound speed of Cor-Tuf were found to be s = 1.808 and c = 2.498 km/s. A comparison of 
one-dimensional bulk simulations using these Hugoniot parameters to the experimental 
data is in provided in section 5.1.5 Particle Velocity Profiles.  
 
𝑃!,!"(𝑢!) = 𝑃!,!"#$(𝑢!), (5.5) 𝜌!" 𝑐!"(𝑢!)+ 𝑠!"(𝑢!)! = 𝜌!"#! 𝑐!"#!(𝑢! − 𝑢!)+ 𝑠!"#!(𝑢! − 𝑢!)! . (5.6) 
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5.1.3 Geometry Construction   
 
 
 
Some computational work has attempted to simulate the planar shock response of 
concrete using the mesoscale approach [11, 12, 15], but most efforts don’t explicitly 
include heterogeneous features such as grains and pores in their domain and instead 
homogenize the concrete using porosity models to capture the bulk response of things 
like pore collapse [26]. Therefore, a major goal of this work was to explicitly incorporate 
heterogeneous features such a individual sand grains, water pockets, and pores into the 
domain in order to capture the bulk shock response of the material. Previous experimental 
reverberation tests have investigated the effect of different size aggregates on the shock 
response of concrete [19]. Therefore another motivation of this study was to not only 
create samples with different aggregate sizes, but to also test a range of volume fractions 
occupied by aggregates all while explicitly including water pockets and voids in the 
matrix of each sample. The motivation behind varying these mesoscale parameters and 
observing the bulk behavior was influenced by conclusions from Borg [11] that even 
small changes in mesoscale characteristics can influence the bulk shock response of a 
material.   
The major hurdle for any mesoscale simulation is accurately depicting a 
material’s geometry. With any mesoscale simulation, as the complexity of geometries 
increase, the computational time and space needed to carry out these simulations 
becomes immense. A variety of techniques are used to create such heterogeneous 
geometries [25, 46, 15]. 
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To create a representation of Cor-Tuf a fundamental set of questions was 
addressed. What shape should be given to individual grains? Should voids be created by 
removing small portions of material or by inserting shapes and treating the space in 
between them as void? Should certain materials be combined due to size restrictions or 
scaling factors? First, a circular shape was chosen to represent sand grains due to prior 
work establishing circles are being adequate representations of granular material [11]. 
Second, after inserting grains of sand, all remaining void space was filled with a cement 
matrix. Voids were then created by removing small portions (circles) of cement in 
between the grains of sand. Two-dimensional geometries were then created from these 
attributes. 
Water-cement ratio plays a large factor in the characteristics of any concrete [15], 
but for purposes of creating a computer rendition of concrete, only post water content 
was concerned. Weight proportions of materials in a wet sample are given in Table 5.1. 
The properties of a cured sample of Cor-Tuf are: dry density 2.256 g/cc, volume of water 
7.28%, and the volume of air 11.26% [54]. When constructing a sample of concrete, four 
main constituents are included: sand (aggregate), cement paste (matrix/grout), free water, 
	   Table 5.1 Cor-Tuf mixture Composition 	  
	   Material Proportion by Weight 
 
	  	   Cement 1.00 	  	   Sand 0.967 	  	   Silica Flour 0.277 	  	   Silica Flume 0.389 	  	   Superplasticizer 0.0171 	  	   Water (tap) 0.208 	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and void [54]. The benefit to creating heterogeneous geometries in this manner is that the 
constituents of a particular sample are well known and can be characterized from 
individual properties. The shock response of quartz and water has been well established, 
which meant the only constituent left that had unknown Hugoniot parameters was the 
cement paste. Work done to investigate the planar impact response of grout matrix was 
found to have characterized the Hugoniot parameters [51]. An added complication to the 
mesoscale modeling of concrete arises when considering the differences in material 
composition before and after the curing process. Assuming the physical properties of 
quartz and free water don’t change during the curing process, the major unknown is the 
properties of the cement. The density of cement matrix has been found experimentally 
and numerically to be 2.0 g/cc [51], but this calculation was for porous cement. 
Therefore, a means of calculating the density of homogeneous cement was needed. The 
assumption was made to treat the silica flour, silica flume, superplasticizer, and cement as 
a single bulk material under the assumption these materials combine during the curing 
process and the maximum grain size of the largest particle, silica flour, is on the order of 
100μm. An expression for the density of the cement, equation 5.9, was found by  
combining equations 5.7 and 5.8: 
 
 
 
 
𝜌!"# = 𝑉!,!"#$%𝜌!"#$% + 𝑉!,!"𝜌!" + 𝑉!,!"#𝜌!"#  , (5.7) 𝑉!,!"# + 𝑉!,!" + 𝑉!,!"#$% + 𝑉!,!"# = 1  , (5.8) 
𝜌!"# = 𝜌!"# − 𝑉!,!"#$%𝜌!"#$% − 𝑉!,!"𝜌!"1− 𝑉!,!" − 𝑉!,!"#$% − 𝑉!,!"#   ,   (5.9) 
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where Vf signifies fractional volume occupied by a certain material. A range of values for 
Vf,qz, from 35-55%, were inputted into equation 5.9 and the density was found to be     
ρcem = 2.719 +/- 0.012 g/cc by averaging the density value resulting from each 
combination. 
 
 
 
5.1.4 Simulation Setup 
 
 
 
  Three sand grain diameters: 600μm, 500μm, and 350μm were considered based 
on a maximum diameter of 600μm [54]. Sets of simulations for sand grain diameters of 
350μm and 500μm were constructed with fractional areas of sand ranging from 35-55%.  
A final geometry using 600μm diameter sand grains at 35% sand was tested. Table 5.2 
presents the fractional area and density for each geometry and Figure 5.6 shows each 
right before impacting the copper target. Figure 5.3 displays the different components in 
each sample of concrete. The darkest material is the cement matrix and the small dots are 
the voids. The size of free water pockets and voids were set to 150μm and 50μm 
respectively and a uniform grid size of 10μm was used. Each concrete sample was 10 mm 
by 10 mm with a copper target plate 1 mm x 10 mm. Table 5.3 shows the materials 
properties for the Mie-Grüneisen equation of state and the elastic-perfectly plastic Von-
Mises strength model used in CTH. 
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(a)  (b) 
Figure 5.3 (a) Photographed concrete sample [33] (b) mesoscale geometry created in 
CTH 
Table	  5.2	  Fractional	  areas	  of	  sand,	  cement,	  water,	  air,	  and	  final	  density	  for	  geometries	  with	  350	  μm	  and	  500	  μm	  diameter	  grains	  of	  sand	  
Area	  of	  
Sand	  
(%)	  
Area	  of	  	  	  	  
Cement	  (%)	  
Area	  of	  	  	  	  	  	  
Water	  (%)	   Area	  of	  Air	  (%)	  
Final	  Density	  
(g/cc)	  	   350	  μm	   500	  μm	   350	  μm	   500	  μm	   350	  μm	   500	  μm	   350	  μm	   500	  μm	  35	   46.7	   46.2	   6.9	   7.35	   11.4	   11.5	   2.257	   2.248	  40	   42.8	   42.9	   6.4	   6.4	   11.6	   11.1	   2.268	   2.283	  45	   38.3	   38.4	   7.1	   7.2	   9.6	   10.5	   2.297	   2.300	  50	   32.8	   32.6	   6.5	   65	   10.7	   11.1	   2.275	   2.27	  55	   28.9	   28.9	   6.5	   6.6	   9.5	   10.6	   2.306	   2.304	  
Table	  5.3	  Material	  Parameters	  used	  in	  Hydrocode	  Simulations	  Property	  	   Quartz	   Cement	  (Bulk)	   Water	  
Density,	  ρ0	  (g/cc)	   2.650	   2.719	   0.988	  
Bulk	  Sound	  Speed,	  C0	  (m/s)	   3760	   2500	   1480	  
Hugoniot	  Slope,	  s	   1.83	   2.0	   1.984	  
Gruneisen	  Coefficient,	  γ0	   1.0	   1.0	   0.48	  
Specific	  Heat,	  Cv	  (J/kg-­‐K)	   10	   10	   4.18	  
Yield	  Stress,	  Y0	  (GPA)	  	   3.0	   0.5	   -­‐	  
Poisson	  Ratio,	  ν	  	  	   0.18	   0.22	   -­‐	  
Fracture	  Stress,	  σf	  (MPA)	  	   500	   30	   -­‐	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5.1.5 Particle Velocity Profiles  
 
 
 
Scatter of shock waves observed in particle velocity profiles is captured in both 
the experimental and simulated results due to the heterogeneous nature of concrete. 
Deviations from experimental results at each Hugoniot state can be attributed to the 
differences in sample characteristics of each experiment or simulation. As stated earlier, 
one-dimensional bulk simulations predict the first two Hugoniot states, (u1, P1) and      
(u2, P2), accurately, but subsequent states are considerably over estimated. When 
comparing the particle velocity profiles for simulations done on 350 μm diameter sand 
grains to that of 500 μm, Figure 5.4 and 5.5 respectively, an increased amount of 
deviation from the experimental data when using 500 μm sand grains can be observed. 
Deviation, in this context, is referred to as a lack of grouping amongst simulations with 
varying fractional areas of sand. Reasons for the larger deviation amongst larger sand 
grain simulations are considered to be mostly speculative at this point, but seemingly 
could be a result of greater disruption of shock waves in concrete samples with larger 
diameter sand grains. Even though the deviation is not quantitatively calculated, the 
visible trends with changing the grain diameter support the claim that mesoscale 
parameters such as sand grain diameter have a direct influence on the bulk shock 
response of heterogeneous materials [11]. However, an average value of u2 for each 
mesoscale simulation found that Hugoniot states for the simulations accurately depict the 
experimentally determined value of u2 regardless of grain size or fractional area of sand 
grains. It should be noted that each velocity profile was determined using a single tracer 
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in the same spatial location for each simulation. Due to varying morphology in the 
concrete, the point at which the data is recorded has a direct influence of the 
characteristics of the velocity profile. Overall Hugoniot states will remain roughly the 
same, but each profile will have a slightly different appearance. Implications of this will 
be discussed in section 5.1.7 Interface Testing.  
 
 
 
 
 
 
  
 
Figure 5.4 Particle velocity profile for experimental data (Exp) and simulated results 
(Sim) using 350 μm diameter sand grains where (%) indicates the fractional areas of 
sand. Note: Sim Bulk corresponds to a simulation that used homogenized concrete.  
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5.1.6 Two-Dimensional Particle Velocity Visualization  
 
 
 
CTH offers a two-dimensional and three-dimensional plotting of state variables 
using a program called SPYPLOT. This allows for state variables to be plotted on top of 
materials throughout the simulation. Figure 5.6, 5.7, and 5.8 were generated using this 
feature. In each figure, the concrete sample is flying in from the left and impacting the 
golden copper target. Being able to spatially visualize particle velocity in the entire 
domain allowed for qualitative observations of each geometry’s shock response.   
Only 1.5 μs after impact, noticeable differences in the characteristics of each 
shock wave can be seen. 1.5 μs was chosen because a clear difference in dispersion of the 
shock front was present. First, the shock wave imparted into the concrete with smaller 
 
Figure 5.5 Particle velocity profile for experimental data (Exp) and simulated results 
(Sim) using 500 μm diameter sand grains where (%) indicates the fractional areas of 
sand. Note: Sim Bulk corresponds to a simulation that used homogenized concrete. 
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grains propagates further than the corresponding concrete using large grains after the 
same amount of time. Also, the shock front in large grain concrete samples has been 
visibly more disrupted than that of the shock front in small grain concrete samples. 
 
 
 
 
 
 
 This also provides evidence for the influence of mesoscale parameters on concrete’s bulk 
 
                            (a)                                                                      (b) 
Figure 5.6 Two-dimensional CTH output for pressure at t = 0.1 μs in the different 
geometries. Simulations using different fractional areas of sand grains are listed top to 
bottom, 35% sand to 55% sand. (a) 350 μm diameter sand grains and (b) 500 μm 
diameter sand grains. 
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response because the shock velocity in small grain concrete samples will be considerably 
greater than that in large grain concrete samples. The difference in shock velocity 
between small grain and large grain samples becomes more significant as time passes as 
apparent in Figure 5.8. This suggests the larger particles significantly disrupt the 
propagation of the shock wave in concrete. 
 
 
 
 
                              (a)                                                                      (b) 
Figure 5.7 Two-dimensional CTH output for particle velocity at t = 1.5 μs in the 
different geometries. Simulations using different fractional areas of sand grains are 
listed top to bottom, 35% sand to 55% sand. (a) 350 μm diameter sand grains and (b) 
500 μm diameter sand grains. 
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It should be noted that the dimensions of each concrete sample in figure 5.6, 5.7, 
and 5.8 were 7 x 3.5 mm and the copper target in each was 3.5 x 1 mm.  Simulations such 
as this provide visual evidence for researchers who wish to hypothesize about the ability 
of different material morphologies to alter the structure of shock waves.  
 
                              (a)                                                                      (b) 
Figure 5.8 Two-dimensional CTH output for particle velocity at t = 2.5 μs in the 
different geometries. Simulations using different fractional areas of sand grains are 
listed top to bottom, 35% sand to 55% sand. (a) 350 μm diameter sand grains and (b) 
500 μm diameter sand grains. 
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5.1.7 Interface Testing 
 
 
 
 The last area of concern for this study was the velocity profile characteristics at 
the initial Hugoniot state. It has been proposed that the point at which VISAR data is 
taken should not be neglected due to the variation in arrangement of particles at the 
interface of concrete and target [35, 19]. This is particularly important to reverberation 
experiments because the morphology at the surface of the concrete impacting the copper 
has an immediate influence on characteristics of particle velocity profiles in the copper 
target. Vis-à-vis, transmitted wave experiments don’t observe any shock wave 
characteristics until the wave has passed through the entire target. By the time this 
happens, the transmitted wave has propagated through all the internal heterogeneous 
attributes, which can significantly dilute the effects of internal wave structure resulting 
from these attributes.  
 
 
 
 
 
 
(a)              (b) 
Figure 5.9 (a) Full grain and (b) half-gain arrangement at the concrete-copper 
interface 
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An investigation of this concern was conducted and a direct relationship between 
particle arrangements at the interface and the first observed Hugoniot state was found. 
Sand grains, 350μm in diameter, were positioned at the concrete-copper interface directly 
across from the point where particle velocity was recorded. Cases with either a full-grain 
or half-grain, Figure 5.9, at the interface were tested. Regardless of total fractional area 
of sand, tests with a full grain at the interface resulted in higher values of particle velocity 
at the first Hugoniot state, Figure 5.10.  
It should be noted that in each test, the full-grain and half-grain particle velocity 
profiles converged approximately 1μs into the simulation. This implied that the effect of 
fractional area of sand is becoming the dominant factor in the particle velocity profile. 
However, the grouping of velocity profiles at times after the first two Hugoniots states 
was consistently in agreement to the experimental data, which suggests that the fractional 
area of sand was not that influential on the overall shock response. This could be a result 
of multiple reverberations, i.e. multiple shock states, occurring in the target plate before 
the reflected shock wave transmitted back into the concrete from the interface has a 
chance to pass through a significant portion of the concrete. This again suggests that the 
arrangement of particles at the interface is crucial to the outcome of the experiment. 
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(a) 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
(c) 
 
 
 
 
 
 
 
 
(d) 
 
Figure 5.10 Particle velocity profiles for (a) 35%, (b) 40%, (c) 45%, (d) 50% fractional 
area of sand with either full or half grain arrangements at the concrete-copper interface 
 
 
 
The ability to manipulate grain interfaces and overall geometries is only one 
example of a wide array of tools that hydrocodes such as CTH possess. To see how the 
current set of experimental and simulated results matched up to previous studies, a Us-up 
plot was made. Figure 5.11 displays that the current results are in agreement with prior 
work and that the simulated results very accurately capture the experimental results.  
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5.1.8 Conclusions  
 
 
 
A heterogeneous representation of Cor-Tuf has been created using sand, cement, 
free water, voids, and their respective bulk equations of state. The effect of fractional area 
of sand grains, different grain sizes and the arrangement of sand grains at the Cor-Tuf-
copper interface was investigated. The simulated reverberation experiments are shown to 
predict the overall Hugoniot states with accuracy. Grouping of all heterogeneous 
simulations around each experimental Hugoniot state demonstrate the approach detailed 
in this study is effective in characterizing the given experiment. Further conclusion 
comments will be provided in section VI Discussion and Conclusions.  
 
 
 
 
 
Figure 5.11 Experimental Cor-Tuf data plotted amongst previous concrete and cement 
paste data 
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5.2 Planar Shock Response of Dry Sand 
 
 
 
The next set of simulations was performed to recreate planar impact tests done on 
dry sand by Dr. Sarah Stewart while at Harvard University. Four transmitted wave tests 
using a powder gun launched a Copper flyer at speeds of 0.956 km/s, 1.449 km/s, 1.443 
km/s, 1.060 km/s, into a target assembly containing a copper driver, capsule of dry 
Oklahoma sand, and PMMA viewing window. Each component and its corresponding 
axial thickness are depicted in Figure 5.12. These tests were done as part of the 
collaborative effort undertaken by Georgia Institute of Technology, Harvard University, 
Marquette University, and Eglin Air Force Base discussed earlier. Their aim is to 
characterize the dynamic shock response of geological materials such as sand. The 
simulations presented in this work will only include the four tests done at Harvard 
University, but data from other tests done at Georgia Institute of Technology and Eglin 
Air Force base will be compared as well.  
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5.2.1 Geometry Construction  
 
 
 
Two sets of shots were created using small grains, 75 μm to 150 μm, and large 
grains, 425 μm to 500 μm diameter, of dry sand with a medium velocity impact, 1000 
m/s, and high velocity impact, 1400 m/s, for each grain size. LIGGGHTS was used to 
generate four grain realizations pertaining to the selected target domain size of 5mm x 
5mm x 5mm in CTH. This domain was chosen because it contained a reasonable amount 
of large grains, roughly 2,000, and not an excessive amount of small grains, 74,000. 
These large computational domains were made possible through the use of super 
computing clusters and required around 1,000 processors for large grain simulations and 
13,000 processors for small grain simulations. Benchmarking of CTH parallelization has 
determined the optimal load for each processor is roughly 20,000 cells [23]. The final 
 
Figure 5.12 Experimental setup for transmitted wave tests done on dry sand at 
Harvard University 
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density, grain size, and porosity for each shot is listed in Table 5.4.  The final density and 
porosity of the sand was calculated using the same method as described in section 4.1.6 
Construction of Geometries for Hydrocode Simulations. An example of a large grain and 
small grain realization used in CTH is given in Figure 5.13.  
 
 
 
 
 
 
 
 
 
Table 5.4 Grain diameter, final density, and porosity of each sample of sand for each 
initial flyer velocity 
 Experimental Simulated 
Velocity 
(km/s) 
Grain 
Diameter 
(μm) 
Density 
(g/cc) 
Porosity 
(%) 
Grain 
Diameter 
(μm) 
Density 
(g/cc) 
Porosity 
(%) 
1.063 425-500 1.732 34.9 482 1.725 35.2 
1.443 425-500 1.743 34.5 484 1.739 34.7 
0.956 75-150 1.711 35.7 132 1.718 35.4 
1.449 75-150 1.744 34.4 134 1.753 34.1 
 
(a) 
 
(b) 
Figure 5.13 Sand realizations created using LIGGGHTS and then uploaded into CTH 
with (a) 475 μm and (b) 140 μm diameter sand grains. The gold section is the Copper 
flyer and the gray is the PMMA viewing window. 
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5.2.2 Simulation Setup 
 
 
 
 A Mie-Grüneisen equation of state, Von Mises, linear elastic, perfectly plastic 
strength model, and tensile fracture strengths for Quartz, Copper, and PMMA were used 
in the four CTH simulations. Each material’s parameters are summarized in Table 5.5. 
PMMA parameters were primarily taken from Los Alamos reports published in the 
1980’s [36, 1, 16, 20, 5]. Parameters for bulk quartz were taken from past experimental 
work [5]. The material parameters for Copper and PMMA are currently a part of the CTH 
database so their equation of state and strength model parameters were already defined. 
 
 
 
 
 
 
Periodic boundary conditions were used for both upper and lower surfaces in the 
y and z direction. In order to cut down the computational expensiveness of the 
simulation, an inflow boundary condition was used to represent the Copper flyer entering 
the domain and an outflow boundary condition was used to represent the PMMA window 
leaving the domain. These boundary conditions allow the simulations to use only a 
Table 5.5 Material Parameters used in Hydrocode Simulations 
Property  Quartz	   Copper	   PMMA	  
Density, ρ0 (g/cc) 2.650	   2.719	   0.988	  
Bulk Sound Speed, C0 (m/s) 3760	   2500	   1480	  
Hugoniot Slope, s 1.83	   2.0	   1.984	  
Gruneisen Coefficient, γ0 1.0	   1.0	   0.48	  
Specific Heat, Cv (J/kg-K)  10	   10	   4.18	  
Yield Stress, Y0 (GPa)  4.1	   0.217	   0.055	  
Poisson Ratio, ν   0.15	   0.335	   0.35	  
Fracture Stress, σf (GPa)  -­‐5.0	   -­‐0.338	   -­‐0.085	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fraction of the flyer and window. Therefore, the domain can contain the primary material 
of interest, i.e. the sand capsule, and only a necessary amount of other materials. 
 
 
 
5.2.3 Particle Velocity Profiles  
 
 
 
Particle velocity profiles were experimentally recorded by shining the VISAR 
laser beam through the PMMA window and off the speckle coated surface against the 
sand grains. The experimental profiles are provided in Figure 5.14. Simulated particle 
velocity profiles were created using tracer points in CTH. One hundred tracers were 
positioned at the sand-PMMA interface spanning from bottom to top in both y and z 
directions. As mentioned earlier, the arrangement of sand grains near the point of data 
acquisition has a significant influence on the observed data. Therefore, the technique of 
spreading tracers out across the interface allows the spatial dependence of state variables 
to be visualized.  
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The experimental velocity profiles all exhibit a steep rise time, which is indicative 
of strong shock loading, even in granular materials. Generally, impact speeds upwards of 
1000 m/s are sufficient conditions for strong shock loading conditions. An interesting 
observation to make about each particle velocity profile is the characteristics of their 
corresponding plateaus at the Hugoniot state. In homogeneous materials, these plateaus 
would be essentially flat with little to no oscillations or variance. However, the extreme 
heterogeneous nature of sand results in the disruption of the incident shock wave as 
mentioned in section 2.6 Shock Compression of Heterogeneous Materials.  
Characterization of the observed oscillations at these Hugoniot states is of 
growing interest. Many factors come into play when considering what could be causing 
these oscillations due to the complex nature of shock wave propagation in heterogeneous 
materials. Comparisons between simulated and experimental results will be used to make 
some qualitative observations.  
 
Figure 5.14 Experimental particle velocity profiles for each of the four experimental 
shots. Note: the time scale for each shot was adjusted to depict the actual time of arrival 
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First and foremost, Figure 5.15 shows that all four simulations are in fairly good 
agreement with the experimental results. This conclusion can be made from the fact that 
 
 
 
 
(a) 
 
 
 
 
 
(b) 
 
Figure 5.15 Particle velocity profiles from simulated and experimental test done on (a) 
425-500 μm grain diameter sand and (b) 75-150 μm grain diameter sand. Blue lines for 
(a) represent u0 = 1.443 km/s and gray lines represent u0 = 1.063 km/s. Blue lines for 
(b) represent u0 = 1.449 km/s and gray lines represent u0 = 0.956 km/s. Red lines for 
each signify the average of all 100 tracer profiles. 
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the green experimental particle velocity profiles fall within the spectrum of gray or blue 
particle velocity profiles from each of the 100 tracers at the interface of sand and PMMA 
for each simulation. Also, the red average particle velocity profiles calculated using each 
of the 100 tracers falls basically on top of the experimental data even though the signal 
appears to be “smoothed” out due to significant fluctuations between tracers. 
Comparing the spread of individual velocity profiles in the large grain and small 
grain simulations, it is safe to conclude that the larger grains result in more drastic spread 
across the back interface throughout the passage of the shock wave. The difference is 
clear when considering the tighter packing of velocity profiles during rise and also during 
the shock state. The fact that this spatial variance is much smaller across the sand-PMMA 
interface suggests that sand’s shock response tends towards that of a homogeneous 
material as the grain diameter decreases relative to the size of the domain. Clearly there 
are other factors such as flyer velocity relevant to the propagation of the incident shock 
waves, but the effect of grain size on the spatial variance at the interface of sand and 
PMMA is a prominent factor. 
The spatial dependence of these signals is very apparent considering the wide 
spread between particle velocity values at the Hugoniot state of each tracer. For the most 
part, the experimental data falls within the densely populated particle velocity regions 
created by the various tracers. This also suggests that any one of the tracer profiles could 
more accurately depict the experimental data due to the variation of grain morphology at 
the interface of sand and PMMA. An initial hypothesis is that the tracer that closely 
mimics the experimental particle velocity profile is located at a point that has similar 
upstream grain morphology to that of the experiment. Simply put, the point at which the 
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tracer data was recorded and the point at which the laser spot hit the sand-PMMA 
interface has a similar arrangement of grains close by.   
 In order to investigate whether certain tracer velocity profiles out of the 100 
recorded per simulation matched the experimental velocity profile better than others, each 
signal was compared to the experimental data and a best match for each shot was found. 
Figure 5.16 shows comparison plots for the simulated profile with a best fit to the 
experimental data. The criterion considered to make a good match included similar 
values for: 1) Average particle velocity at the Hugoniot state, 2) Rise time and/or Slope 
during rise ∆𝑢! ∆𝑡 , 3) Time of arrival (leading toe of shock front), 4) Similar 
oscillatory behavior in particle velocity at the Hugoniot state. All four simulations seem 
to recreate the particle velocity Hugoniot state adequately. It can be argued that large 
grain simulations have more accurate rise times as compared to the experimental data. 
The time of arrival looks to be close in three of the four simulations with the somewhat 
significant deviation in the slow impact speed, small grain simulation. The best 
simulation in terms of oscillatory behavior was by far the large grain, slow impact speed. 
Not only is the rise slope accurate, the first particle velocity plateau matches, and then the 
oscillations at the Hugoniot state seem to match very well for almost two whole periods. 
Average particle velocity at the Hugoniot state is important to determining the 
pressure and density at the Hugoniot state, which makes it a crucial aspect of the bulk 
response. Slope during rise time is directly related to the strain rate as defined in section 
2.5 Constitutive Equations. Strain rate is an important factor because it is a quantitative 
measure of how rapidly the material was shock loaded. 
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Section 5.2.5 Strain Rate Calculations and Comparisons will plot the strain rate 
for these simulations against that of the experimental data. Time of arrival is a direct 
factor in determining the shock velocity Us for every transmitted wave experiment. The 
 
 
 
 
(a) 
 
 
 
 
 
(b) 
 
Figure 5.16 Particle velocity profiles from simulated and experimental tests on (a) 425-
500 μm diameter grains and (b) 75-150 μm diameter grains. Blue lines represent a 
tracer profile with the best match to the experimental data. Red lines again signify the 
average particle velocity profile of all 100 tracers.  
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ratio of target thickness to time of arrival or “transit time” is the velocity at which the 
shock wave propagated through the material. In most CTH simulations the flyer plate is 
initially up again the target at t = 0 sec. Therefore, the time or arrival as recorded at the 
back of the target by a tracer point will be the transit time. Experimentally determining 
the transit time is a little more challenging because the driver plate is initially stationary 
with the target. There are a few different options to determining when a shock wave 
arrived at the front of the target such as: make pins at the face of the target that send a 
signal to an oscilloscope on the same time window as the VISAR profile, placing a 
pressure gage inside of the driver so an arrival time for initial loading can be determined, 
or lastly a transit time through the driver plate can be calculated using impedance 
matching and then subtracted from the time of arrival observed in VISAR. 
Lastly, the oscillatory behavior at the Hugoniot state can be a characteristic of 
many things related to the characteristic length scales, ratios of shock wave speeds, and 
artificial VISAR characteristics. Characteristics to look for in the oscillatory behavior are 
sinusoidal structure such as period, frequency, amplitude, and number of peaks as well as 
other non-sinusoidal behavior such as repeating patterns, etc. The particle velocity profile 
for the large grain, slow impact speed in Figure 5.16a depicts a good example of 
seemingly clear oscillations at the Hugoniot state. An example of a characteristic length 
scale would be the diameter of sand grains because its length is associated to the duration 
of a rapid loading and release of stress inside a single grain. Next, shock velocity will 
directly determine how fast a particle loads and unloads its stress so it could be related to 
the frequency of oscillations somehow. Artificial VISAR characteristics pertain to 
complications associated with using VISAR to measure particle velocity. For instance, 
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VISAR is highly dependent on the intensity of light collected from the reflective surface 
and if that surface becomes disrupted at all the amount of light returned to the probe 
could suffer. As the intensity varies so does the ability of the VISAR system to make an 
accurate measurement. These factors will continue to be discussed in a later section.  
 
 
 
5.2.4 Three-Dimensional Pressure Visualization 
 
 
 
	   The	  next	  section	  will	  take	  a	  qualitative	  look	  at	  the	  three-­‐dimensional	  pressure	  plots	  created	  for	  each	  type	  of	  simulation	  on	  dry	  sand.	  As	  mentioned	  in	  section	  5.1.6 Two-Dimensional Particle Velocity Visualization, CTH provides a suite of 
state variable visualization. This section will look into using SPYPLOT to create three-
dimensional plots in real-time that “paint” the state variable of interest, in this case 
pressure, over a material symbolic of the geometry. Figure 5.17 and 5.18 show the time 
progression for a large and small grain simulation at both low and high impact speeds. 
Before impact, t = 0 μs, the tan sand grains, gold copper driver, and gray PMMA window 
are all under zero stress. Subsequent time steps show the progression of the incident 
shock wave through the target domain. Pressure values are painted onto the existing 
materials using a “temperature map” coloring scheme of Blue = 1 GPa to Red = 7 GPa.  	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t = 0.0 μs t = 0.0 μs 
 
 
t = 0.8 μs t = 0.8 μs 
 
 
t = 2.1 μs t = 2.1 μs 
(a) (b) 
Figure 5.17 Three-dimensional pressure plots for the lower impact speed (u0 ≈1000 
m/s) with grain diameters (a) 482 μm and (b) 133 μm. Pressure ranges:  Blue = 1 GPa 
to Red = 7 GPa. 
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(a) t = 0.0 μs (b) t = 0.0 μs 
 
 
t = 0.8 μs t = 0.8 μs 
 
 
t = 2.1 μs t = 1.6 μs 
(a) (b) 
Figure 5.18 Three-dimensional pressure plots for the higher impact speed (u0 ≈ 1440 
m/s) with grain diameters (a) 482 μm and (b) 133 μm. Pressure ranges: Blue = 1 GPa to 
Red = 7 GPa. 
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The first important thing to note from these plots is that the shock wave passing 
through the smaller grains moves faster than the larger grains for both shot speeds. This 
follows from Figure 5.16 where the toe of the rise arrives earlier in simulations and 
experiments with smaller grains. Again, this behavior can be said to correspond to the 
shock response of sand tending towards that of a homogeneous material as grain diameter 
decreases. Next, as mentioned in the motivation and induction to shock physics chapters, 
the leading edge of a shock wave is disrupted by internal heterogeneity. Further, the more 
significant the internal heterogeneous features in terms of size, the more disruption that 
occurs at the leading edge of the shock wave. Both Figure 5.17 and 5.18 clearly depict a 
greater amount of leading edge disruption in the simulations done using larger grains. 
This visual representation also confirms the hypothesis in section 5.2.3 Particle Velocity 
Profiles that grain size can effect the spatial variation across the sand-PMMA interface 
because the more disrupted the leading edge gets as a result of internal heterogeneous 
factors, the more it will be observable in the particle velocity profiles measured using 
multiple tracers as displayed in Figure 5.15. Another interesting observation to note is the 
pressure levels at t = 2.1 μs and t = 1.6 μs in Figure 5.18 for the large and small grain 
simulations. The overall pressure level in the small grains is much higher than that in the 
larger grains. This again suggests that larger grains do a better job at disrupting the shock 
wave as it propagates through the target thus more drastically dissipating the energy of 
the propagating shock wave. Being able to draw conclusions using these three-
dimensional pressure plots is an amazing tool that enables researchers to envision the root 
cause behind phenomena observed in data available to experimentalists such as particle 
velocity profiles.  
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5.2.5 Strain Rate Calculations and Comparisons 
 
 
 
 As mentioned earlier, strain rate is a measure of how rapid a shock loading 
process occurs. Since all real-life materials have some finite rise time, all real-life 
materials will have a finite strain rate as well. The basic definition of strain rate is 
provided in section 2.5 Constitutive Equations was: 
 
 
 
𝜀! = 1 − 𝑉!𝑉!𝜏  (5.10) 
 
 
 
where VH is the specific volume at the Hugoniot state, V0 is the initial specific volume, 
and τ is the finite rise time. In order to determine the strain rate, the rise time of the 
particle velocity profile is examined. A common way of calculating the rise time, τ, is by 
using the 10-90 method [53], which starts by determining the particle velocity at the 
Hugoniot state, up. A linear fit is then placed through the velocity profile starting when u 
= 0.1*up and ending when u = 0.9*up. From this linear fit function, the point at which it 
crosses the horizontal axis, (t1, up = 0) and a hypothetical axis at (t2, u = up) are used to 
find t1 and t2. The rise time is then taken as: 
 
 
 𝜏 = 𝑡! − 𝑡!. (5.11) 
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This method is graphically depicted in Figure 5.19. Once the rise time and strain rate are 
determined, strain rate and stress are non-dimensionalized in accordance with Vogler et 
al [53]. The non-dimensionalization takes into account the volume fraction of materials, 
vf, the bulk density, ρ, and sound speed, C, of the homogeneous constituents. 
 
 
 
 
 
 
The non-dimensionalized stress is given as  
 
 
 𝜎 = 𝜎𝑣!! 𝜌!𝐶! !" (5.12) 
 
 
 
and the non-dimensionalized strain rate  
 
 
 
Figure 5.19 Graphical representation of the process used to determine rise time for 
strain rate calculations 
	  100	  
 𝜀 = 𝜀𝑑𝑣!!!𝐶!" (5.13) 
 
 
 
In traditional mechanics of materials, the stress is related to the strain rate using power 
law relationships as  
 
 
 𝜎 = 𝜀!. (5.14) 
 
 
 
When plotted in log-log space, the slope of this relationship can be used to characterize 
different types of materials. The current methodology [53] proposes a relationship that 
goes as 𝜀  ~  𝜎!, where n = 1/m. For most homogeneous materials, the relationship goes as 
the “fourth power law” or 𝜀  ~  𝜎!. However, it has been determined for granular materials 
that the strain rate is roughly proportional to the stress when plotted in log-log space or 𝜀  ~  𝜎! [53]. Figure 5.20 shows the non-dimensional stress and strain rate for the current 
experimental and simulated results on dry sand. Although there is limited experimental 
and simulated data, the results seem to fall in fairly good agreement with the scaling law 
proposed for granular materials. 
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As mentioned in section 2.3 Equations of state, shock velocity versus particle 
velocity is an important Hugoniot relationship. Figure 5.21 shows both the small and 
large grain tests from simulated and experimental data. The slope between points for each 
pair of data points seems to be roughly the same and with the only difference being a 
vertical shift in shock velocity. It is hard to draw conclusive evidence from only two data 
points for each grain size, but an apparent trend is that the simulated results have stiffer 
responses for both grain sizes. A main contribution to differences between experimental 
and simulated data is the variation of initial densities from test to test. Further 
conclusions will be drawn in section 6 Discussion and Conclusions. 
 
 
 
	    
 
Figure 5.20 Stress versus Strain Rate for the Combined experimental and Simulated 
results. (“Sim” signifies CTH simulated experiments) 
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5.3 Planar Shock Response of an Aluminum Foam Reinforced Explosive  
 
 
 
The next set of mesoscale simulations on heterogeneous materials was done as 
part of a collaborative effort with Dr. Warren R Maines, an explosives engineer from 
Eglin Air Force Base. The work aimed to create a set of benchmark simulations that 
could be used to better develop a new type of high energy explosive as part of an 
Insensitive Munitions initiative. The initiative aims to make high-energy explosives safer 
for those transporting and deploying them and also aims to make them less violent. In 
order to do so, a porous aluminum foam material was used as a housing for the explosive. 
The previous explosive composition only included a granular explosive material inside of 
a reactive binder. As mentioned in section 2.7 Categories of Heterogeneous Materials, 
 
Figure 5.21 Shock velocity versus particle velocity for the Combined experimental and 
Simulated results. (“Sim” signifies CTH simulated experiments) 
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the first 3 common types of heterogeneous materials are granular, granular with a binder, 
and tangled ligaments. This particular explosive is typically made up of a granular 
explosive material suspended inside of a reactive binder. A porous structure of inert metal 
is used in hopes that a more rigid structure in the explosive will be maintained. The 
porous ligament structure referred to here is Aluminum foam, typically anywhere from 
20% to 47% dense; 80% to 53% porous, respectively [9]. These types of open foam 
structures are considered to be energy absorbers because their ligaments form 
interconnected pore networks that distribute applied loads and subsequently bend and 
break when enough load is applied. The energy “absorbing” aspect of these foams comes 
from pores collapsing as ligaments break, which results in a regime of constant stress as 
the foam compresses without rebounding to its original size. This constant stress regime 
is depicted in Figure 5.22 in the light green “Ideal Energy” absorber zone. Selecting the 
foam density necessary to absorb the predicted loads will rely on choosing a density that 
keeps the foam structure in this ideal absorber zone. The “Safety Backup” zone depicts 
the point at which most or all of the ligaments have failed, pores have been crushed out, 
and the stress-strain relationship tends toward that of a solid piece of Aluminum. The 
same can be said for granular materials subjected to strong shock loading when their 
porous stress-density Hugoniot approaches the bulk constituent Hugoniot curve at high 
levels of stress.  
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5.3.1 Geometry Construction  
 
 
 
 An effort to simulate the shock response of Aluminum foams was performed by 
Borg [9]. The mesoscale approach of explicitly incorporating heterogeneous features in 
the simulations was performed by first taking a digital x-ray computed tomography 
(XCT) scan of the porous Aluminum foam. This XCT scan yielded 1,440 two-
dimensional images space 127 μm apart. These images were then stitched together to 
provide a three-dimensional geometry when uploaded into CTH so the exact Aluminum 
geometry could be used. This technique is the pinnacle of bridging the gap between 
simulated and real-life geometries and enables the creation of more accurate simulations.  
The particular work did not upload an XCT scan for the geometry due to large size of the 
foam relative to the individual grains of explosive. The number of grains that can fit 
inside of each pore exceeded 100 grains per pore. Therefore, if there are approximately 
 
Figure 5.22 Stress versus strain plot depicting the “Ideal” energy absorbing region for 
Aluminum foams [24] 
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100 pores in the XCT scan, the number of grains in the total geometry quickly increases. 
Since the overall number of cells is dictated directly by the diameter of the smallest 
object (grains), using the entire XCT scan is rather computationally expensive.  
 
 
 
 
 
 
In order to establish a geometry that mimicked the true Aluminum foam, a single 
pore of Aluminum was geometrically created by stacking three hexagonal shapes on top 
of each other and giving the middle hexagon a larger diameter. Then the vertices of each 
hexagon were connected using single ligaments. The center point of this pore is then 
recorded along with each its relationship to each of the vertices. Multiple pores were then 
generated by either packing pores in the domain in an orderly fashion or randomly by 
giving a random center point and rotation angle to a certain number of grains. Figure 
 
 
Figure 5.23 Representation of a single pore of Aluminum foam created using 
ligaments and uploaded into CTH 
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5.23 depicts what a single pore of Aluminum foam looks like when uploaded into CTH. 
In order to make ligaments, a combination of “insert cylinder” commands in CTH was 
used. All that  
is needed here is two end points of the cylinder and a radius. Therefore, the 
vertices of pores were used to connect cylinders and in order to smooth out the vertices a 
sphere was inserted at the center point of each. Figure 5.24 shows what random packing  
and ordered packing of pores looks like when uploaded to CTH.   
 
 
 
 
 
 	    
  
(a) (b) 
Figure 5.24 (a) Ordered stacking of Aluminum pores and (b) random packing of 
Aluminum pores in CTH 
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In order to create a simplified geometry that was relatively computationally 
inexpensive, a target domain size of two Aluminum pores was filled with granular 
explosive and binder material. In order to generate a random packing of grains inside of 
the aluminum pores the Mesogrow code was used. It is important to note that the order in 
which materials are inserted in the CTH input files signifies the order of their presence in 
the computational domain. That means if spatial overlap occurs in the computational 
domain, the material to occupy the cell first will be the material left in the cell after all 
materials are uploaded. Therefore, the Aluminum pores were uploaded first, granular 
explosive second, and binder inserted over the whole computation domain; filling every 
 
 
(a) 
 
 
 
(b) 
 
 
 
(c) 
 
 
Figure 5.25 (a) Aluminum pores, (b) inclusion of granular explosive, (c) inclusion of 
binder material. The blue portion behind the explosive is a PMMA window. 
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empty cell with binder material. Figure 5.25 shows the progression of materials being 
inputted in CTH.  
 
 
 
5.3.2 Simulation Setup 
 
 
 
 In this set of simulations, a rigid boundary condition was used on the left wall of 
the computational domain. This forces the material just inside the left wall to travel at the 
particle velocity of the Hugoniot state; instead of having to guess a flyer speed and 
observe the particle velocity achieved. Rigid boundary conditions are convenient because 
these types of boundaries cut down the total number of cells in the computational 
domain, but they also require some careful initial time step specifications. Forcing the left 
boundary to go from zero velocity to upwards of 500 m/s during the first time step can 
cause some stability problems in the code, but stable results were eventually achieved 
through trial and error. Figure 5.26 shows the location of application for the rigid 
boundary. Top and bottom surfaces were given periodic boundary conditions similar to 
the sand simulations. An outflow boundary condition was given to the right wall so the 
PMMA window could freely flow out of the domain without effecting the target area. 
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The equations of state used for the explosive materials are another useful feature 
of CTH. Treatment of explosive materials in CTH is handled using the HVRB (History 
Variable Reactive Burn) option [23], which uses pressure-dependent rate law to describe 
the shock-induced detonation wave propagation in heterogeneous explosives. The model 
starts by defining a rate of reaction:  
 
 
 𝜙 = 1𝜏! 𝑃 − 𝑃!𝑃! ! 𝑑𝑡!! , (5.15) 
 
 
 
where φ is the rate of reaction, Z is a model fit parameter, PR is a reaction rate parameter, 
Pi is the threshold pressure, P is the current pressure, and τ0 is a time conversion factor 
equal to 1.0*10-6 sec. Next, the extent of reaction is defined as  
 
 
 
 
Figure 5.26 Depiction of the rigid boundary condition imparted on each of the 
simulations. 
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𝜆 = 1− 1− 𝜙!𝑋 ! , (5.16) 
 
 
 
where λ is the extent of reaction, φ is the rate of reaction, M is a model fit parameter, and 
X another model fit parameter. These factors are implemented into the equations of state 
as: 
 
 
 𝑃 𝜌,𝑇, 𝜆 = 1− 𝜆 𝑃! 𝜌,𝑇 + 𝜆𝑃! 𝜌,𝑇  (5.17) 𝐸 𝜌,𝑇, 𝜆 = 1− 𝜆 𝐸! 𝜌,𝑇 + 𝜆𝐸! 𝜌,𝑇  (5.18) 
 
 
 
where Pi and Ei are pressure and energy of reactants and Pf and Ef are pressure and energy 
for products. The reactants portion uses a Mie-Grüneisen equation of state and the 
products uses a SESAME table, which is an analytically thermodynamic constructed 
table that includes multiple phases. 
 
 
 
5.3.3 Results  
 
 
 
As mentioned in the introduction section, the dynamic loading of granular 
materials is directly related to the detonation processes that occur in explosives. 
Mechanical stress imparted on these grains cause shear and force them to heat up and 
eventually react so being able to characterize the point at which this happens is crucial in 
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understand the bulk explosive properties. A major goal of doing this work was to be able 
to (1) determine the magnitude of stresses that cause detonation, (2) identify “hot spots” 
or regions within the material where detonation is initiated, and (3) demonstrate the 
absorption of impact energy in the Aluminum foam.   
Five sets of simulations were performed at rigid boundary particle velocities of 
100, 500, 1000, 1500, 2000, 2500 m/s where one set used inert materials, non-reactive 
equations of state, and one used reactive materials, reactive HVRB equation of state. This 
was done so the difference between model outputs could be observed for the reactive and 
inert equations of state. A single tracer was positioned at the target-PMMA interface in 
order to measure particle velocity. Particle velocity profiles measured for each simulation 
are in Figure 5.27. The particle velocity and shock velocity was then used to calculate a 
pressure-density Hugoniot plot, Figure 5.28. The difference in velocity profiles for the 
inert and reactive explosive is signified by an increase in shock velocity, i.e. the shock 
wave reaches the PMMA window sooner. In the pressure-density Hugoniot, the 
difference in indicated by an increase in pressure and a decrease in density. This is 
somewhat intuitive considering the detonation releases a large amount of pressure while 
the material rapidly expands, i.e. density decrease.  
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Figure 5.28 Pressure (Stress) - Density Hugoniot plots for the reactive and inert 
materials 
 
Figure 5.27 Particle velocity profiles for each of the reactive and inert materials. Note: 
the velocity profiles for 100 m/s did not signify any detonation and were therefore 
clipped from the plot. 
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Both of these plots are useful in characterizing the difference in bulk shock 
response of the inert and reactive material composition. The magnitude of shock loading 
needed to detonate the explosive is indicate by the point at which the arrival time 
decreases in particle velocity profiles and/or the point at which the reactive Hugoniot 
separates from the inert Hugoniot in pressure-density space. Examining these two factors, 
it is clear that detonation occurs somewhere between 500 and 1000 m/s. This is clearly a 
large range of impact speed to cause detonation, but it nonetheless illustrates phenomena 
associated with the initiation of detonation. If there was a greater need for a project such 
as this, the specific point where detonation initiates could be narrowed down to a much 
smaller range. Also, future work could investigate running simulations on granular 
explosives with and without Aluminum foam to characterize the influence of the foam on 
detonation. The scope of the current work was a general benchmark set of simulations to 
see how well CTH could handle this type of scenario.  
The goal of this work was to also find hot spot regions in the material. In order to 
do so, three-dimensional pressure plots were made using CTH. To isolate the pressure 
regions corresponding to detonation in the three-dimensional plots, pressure ranges where 
the pressure-density Hugoniots split for reactive and inert explosives were visually 
determined to be around 2 - 8 GPa. These pressure ranges were then set to be the 
corresponding maximum and minimum values for the “temperature map” coloring 
scheme used in CTH. Half way between 2 and 8 GPa, 5 GPa or yellow in the temperature 
map, is assumed to be a pressure value associated with detonation because further 
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isolation of the detonation pressure was not performed. Figure 5.29 and 5.30 show the 
reactive material at two time steps for both the 500 m/s and 1000 m/s shots.  
It should be mentioned that only pressure ranges inside the specified color region are 
plotted using a clipping feature in CTH’s SPYPLOT. The first observation from the 
three-dimensional pressure plots is the fact that none of the domain appears to have 
entered a region of pressure associated with detonation for the 500 m/s shot. This is in 
agreement with the conclusions made from the particle velocity profiles as well as the 
pressure-density Hugoniot. However, it is clear from Figure 5.30 that detonation occurs 
almost instantaneously after shock loading. Considering this is such a clear detonation 
everywhere in the material, it is hard to pinpoint a specific section of the domain that 
detonates before others. As mentioned earlier, future could narrow down the impact 
speeds that initiate detonation and isolate a very specific pressure range associated with 
detonation and then reinvestigate these three-dimensional plots. 
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(a) t = 0.7 μs 
 
 
(b) t = 1.5 μs 
Figure 5.29 Three-dimensional pressure plots for reactive explosive material impacted 
at up = 500 m/s.  
 
 
 
(a) t = 0.4 μs 
 
 
(b) t = 1.3 μs 
Figure 5.30 Three-dimensional pressure plots for reactive explosive material impacted 
at up = 1000 m/s. The left column is the material and the right column is pressure.  
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 The last goal of this work was to demonstrate that the Aluminum foam was, 
indeed, absorbing some of the stress as a result of being impacted. In order to do this, a 
two-dimensional slice of the domain was taken and pressure was plotted throughout the 
propagation of the shock wave. A lower velocity shot was used for this particular 
investigation because impact speeds above 500 m/s were already known to cause 
detonation. In actuality, if the explosive impacts or is impacted by something moving 
anywhere near 500 m/s, the hope at that point would be that it is being deployed and will 
detonate upon impact. Therefore, the lowest velocity, up = 100 m/s was used. Figure 5.31 
shows the pressure in the material as the leading shock wave propagates through the 
explosive. As indicated by the red regions, the Aluminum ligaments do in fact absorb 
most of the stress.  
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The middle region where the explosive is held also sees a considerable amount of 
pressure, but it is important to note that the left face of the explosive is almost entirely 
exposed to the impacting material. Therefore, a significant portion of the explosive 
material is allowed to shock up before the Aluminum ligaments have a chance to absorb 
the load. Overall, Figure 5.31 shows promise in terms of the ligaments reinforcing the 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
(d) 
 
Figure 5.31 Two-Dimensional pressure slice taken from a reactive simulation with a 
particle velocity of up = 100 m/s. (a) t = 0.2 μs, (b) t = 0.8 μs, (c) t = 1.6 μs,                
(d) t = 2.3 μs. Pressure ranges: Blue = 0.1 GPa to Red = 0.5 GPa. 
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explosive material and yet again displays the benefits of using these mesoscale 
simulations to visualize internal state variables.   
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6. DISCUSSION & CONCLUSIONS 
 
 
 
 The ability of CTH to model shock wave propagation in heterogeneous materials 
was tested in three scenarios: granular, granular with a binder, and a combination of 
granular with a binder and ligaments. Even though the surfaces of internal heterogeneous 
features aren’t fully resolved, the hydrocode treatment of surface interaction has been 
shown in this work to allow for an adequate depiction of the bulk response of 
heterogeneous materials. Limitations on modeling the fracture of mesoscale attributes 
were discussed and the hydrodynamic treatment of yielded materials in hydrocodes was 
presented as a means to represent such fracture. Simplistic equations of state such as the 
Mie-Grüneisen equation of state were implemented in pressure regimes that were within 
its applicable range. Constitutive strength models such as the Von-Mises yield criterion 
were used to provide strength to bulk constituents of heterogeneous materials through 
elastic and perfectly plastic regimes of stress.  
 Advantages of hydrocodes such as CTH were highlighted in order to show their 
supplemental and predictive capabilities for experimental work. Their ability to provide 
non-invasive measurement of state variables at any spatial location allows researchers to 
gain further insight in terms of the internal processes that occur during the propagation of 
shock waves in heterogeneous materials. Each case studies the benefits of using the 
mesoscale technique were highlighted. Explicit inclusion of grains, water pockets, and 
pores in the concrete mixture proved to generate an accurate representation of concrete 
using only a two-dimensional simulation. The effects of changing the mixture weightings 
of concrete were investigated in order to display the ability of CTH to check the shock 
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response of concrete made with a wide range of mixtures. It was concluded that since the 
reverberation test relies heavily on the response of the thin target, a limited amount of 
information could be extracted from the concrete flyer. However, interesting phenomena 
can be observed such as the incremental release path of stress at the concrete-copper 
interface. Also, the idea of grain morphology’s influence on particle velocity profiles near 
the point of measurement was tested in section 5.1.7 Interface Testing. The results of this 
study showed that slight variations in grain arrangement at the concrete-target interface 
can effect the observed particle velocities, but not the initial Hugoniot state or the overall 
bulk shock response of the material. A simple sensitivity analysis was performed to 
investigate the effect of sand grain diameter on the bulk shock response of the concrete 
mixture. Results showed that particle velocity profiles across all fractional areas of sand 
grains displayed a tighter grouping of particle velocity profiles for simulations using 
smaller sand grains. The increased amount of deviation between particle velocity profiles 
with increasing grain size is concurrent with the increased deviation observed in particle 
velocity profiles for the dry sand simulations using larger grains. The use of two-
dimensional pressure plots showed that the propagation of the reflected shock wave into 
the concrete was disrupted more by the inclusion of larger sand grains. This disruption 
was so significant that after 2.5 μsec the shock wave propagating in the smaller grain 
concrete traveled almost twice as far as the wave in the larger grain concrete. This result 
was consistent across all fractional volumes of sand grains included (35% - 55% sand), 
which suggested that the sand grain size was much more influential on the propagation of 
the initial shock wave than the fractional volume of sand grains present.  
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 The bulk shock response of sand was accurately recreated for all four 
experimental shots. The data acquisition technique of spreading tracers across the sand-
PMMA interface was shown to yield multiple benefits of using hydrocodes. First, an 
average of all the tracer particle velocity profiles can be used to find the average state at 
which the interface is at for the entirety of the simulation. The use of multiple tracers also 
exposed the variance observed across the interface with changing grain size. As was 
discussed, the variance amongst tracer profiles drastically increased when looking at the 
velocity profiles of sand with larger grain sizes. This variance across the interface shed 
light on the disruption of the initial shock front as related to grain size. Three-
dimensional pressure plots also verified the increased disruption of the initial shock wave 
for the larger sand grain simulations and supported the decreased shock velocity findings 
in concrete samples using larger sand grains. The strain rates for experimental and 
simulated test shots were shown to accurately depict the strain rate – stress relationship 
expected; 𝜀  ~  𝜎!.  
 The granular explosive simulations were important in showing another useful 
application of the mesoscale modeling technique because it created a representation of 
the explosive material by explicitly incorporating the granular explosive material, 
Aluminum ligaments, and reactive binder. The use of digital XCT scans were discussed 
and the relevance of having such a technology when creating these simulations was 
shown to be crucial in producing accurate simulations as well as gaining further insight as 
to internal processes that occur during shock loading. Characterization of the stress 
needed to induce detonation in the granular explosive was achieved by observing a 
difference in pressure-density plots and the arrival time of particle velocity profiles 
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between simulations using a reactive and inert explosive. Detonation was observed to 
occur when a drastic increase in pressure was achieved with a decrease in material 
density. The ability of three-dimensional pressure plots was used to show how hot spots 
could be identified inside of these materials by first isolating the stress levels near 
detonation and then implementing them as minimum and maximum values for colormap 
functions in CTH. Lastly, a two-dimensional pressure plot displayed the ability of 
Aluminum ligaments to absorb a portion of the impact stress by showing an increased 
amount of stress in the ligaments, relative to that in the granular explosive or binder 
material, as the initial shock wave propagated through the entire material. Overall, the 
ability of mesoscale simulations to predict crucial aspects of characterizing the shock 
response of explosive materials was displayed to support the insensitive munitions 
initiative.  
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7. FUTURE WORK 
 
 
 
Future work related to extending the current sets of simulations would include a 
finer tuning of desired results for the three sets of simulations, testing the geometries over 
a wider range of impact speeds, and a sensitivity analysis similar to that of Borg [11] 
where mesoscale parameters were varied in order to observe their effect on the overall 
bulk shock response of the material. A set of simulations extending the two-dimensional 
concrete work into three dimensions could be useful in verifying that the equations of 
state, strength models, and characteristic length scales chosen still represent the bulk 
shock response of real-life concrete. Sand simulations could be tested over a wider range 
of impact speeds as well as varying grain sizes. Both of these would help to better 
understand the scaling relationships involved with shockwave propagation in 
heterogeneous materials [53, 11]. A much more precise detonation initiation stress could 
be located for the explosive material as well as an investigation into whether the initiation 
stress level changes when the Aluminum ligaments are removed.  
A wide-open area of work at this point is the characterization of apparent 
sinusoidal oscillations observed on the plateaus of particle velocity profiles.  The particle 
velocity profile for experimental and simulated test shots done on 425-500 um diameter 
sand grains at a shot speed of u0 = 1.063 km/s in Figure 5.16a is an example of this 
oscillatory behavior. These oscillations in particle velocity plateaus are only observed in 
heterogeneous materials, specifically layered composites and granular materials such as 
sand. Zhuang [56] went into great depths investigating the propagation of shock waves in 
layered composites and found scaling relationships in terms of impedance mismatches, 
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thickness ratios, and magnitude of stress loading. This work displayed a resonance type 
structuring of oscillatory waves at the Hugoniot state as observed in particle velocity 
profiles and offered some insight as to what might be causing the phenomena. The 
amplitude of these oscillations was found to be related to the magnitude of stress loading.  
As mentioned throughout this work, the morphology or arrangement of grains 
near the interface has a direct impact on the appearance of the particle velocity profile. 
Therefore, it is hopeful that a relationship between  
• Characteristic lengths at the mesoscale such as grain diameter,  
• bulk constituent properties such as density and sound speed,  
• ratios of grain size to domain width,  
• and ratios of stress loading to stress relief  
can be found to be influential on the characteristics of these oscillations. Each of these 
factors is readily available before any experiment or simulation is performed. Therefore, 
a predictive estimated can be made beforehand and another scaling law for heterogeneous 
materials can be established.   
Pushing the bounds on what hydrocodes such as CTH have to offer has been 
shown to be a useful resource in predicting and recreating a variety of scenarios 
pertaining to the propagation of shockwave in heterogeneous materials. These tools will 
only continue to be refined in years to come as reliability of models, stability and 
robustness of codes develops, and computational resources become more readily 
available. Applying these hydrocodes to test new material compositions allows us to test 
the current physical models believed to be true. Therefore, expanding the range of these 
resources is a testament to our direct understanding of the world around us.  
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