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Abstract
We study Poisson limits for U -statistics with non-negative kernels. The limit theory is derived
from the Poisson convergence of suitable point processes of U -statistics structure. We apply these
results to derive in5nite variance stable limits for U -statistics with a regularly varying kernel and
to determine the index of regular variation of the left tail of the kernel. The latter is known as
correlation dimension. We use the point process convergence to study the asymptotic behavior of
some standard estimators of this dimension. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The motivation for considering Poisson convergence of U -statistics in the context
of this paper comes from estimators of the so-called correlation dimension which has
been studied in chaos theory for some time. Let F denote a distribution on Rd and
let ‖ · ‖ denote any norm. Assume that there exists ¿ 0 and a slowly varying
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(at in@nity) function L (i.e. L(cx)=L(x)→ 1 as x →∞ for any c¿ 0) such that
(F × F) ({(x1; x2) : ‖x1 − x2‖6 x}) = L(x−1)x: (1.1)
Then  is the correlation dimension of F , and the probability in (1.1) is called the
correlation integral.
Given an iid sequence X;X1;X2; : : : of Rd-valued random elements with distribution
F , a natural estimator for probability (1.1) is the U -statistic
Fn(x) =
(
n
2
)−1 n∑
i=2
i−1∑
j=1
I[0; x](‖Xi − Xj‖); (1.2)
also called the sample correlation integral. For practical purposes the assumption of
ergodicity for (Xi) is more appropriate. For x 5xed, (1.2) is a consistent estimator
of (1.1) even for ergodic sequences (Xi); see Aaronson et al. (1996). However, the
methods of proof used below do not immediately carry over to this more general case.
In practice one often plots logFn(x) against log x for a variety of “small” x-values
and estimates , for example, by a least squares regression procedure; see Grassberger
and Procaccia (1983). Clearly, for x “too small” one runs out of sample points and then
Fn(x)=0. On the other hand, if x is “too large” one cannot expect that the asymptotic
power law behavior of the left tail in (1.1) is guaranteed any more. In other words,
one has to deal with a classical semi-parametric problem where the function L(x) is not
speci5ed and one has to choose an x-region where one can gain suKcient information
about the value  in (1.1) from the sample distribution function Fn. This leads one
into the well known semi-parametric problems: biased estimation of  if x is too large
and large variance of estimators if x is too small.
In what follows, we consider the above mentioned problems in the context of more
general U -statistics. Let h :R2d → R+ be a measurable symmetric function. The posi-
tivity restriction on h is not really necessary and is motivated by the above example;
it can be relaxed by introducing a probability balancing condition in the neighborhood
of zero. Alternatively, the theory below could be formulated in terms of right tails
(around ∞) instead of left tails (around zero).
Assume that the relation
P(h(X1;X2)6 x) = L(x−1) x; (1.3)
for some ¿ 0 and a slowly varying L, holds for some small neighborhood of the
origin. The latter regular variation condition is equivalent to the existence of a sequence
(an) such that an →∞ and
P(h(X1;X2)6 a−1n ) ∼
2
n2
; n→∞:
Clearly, an = n2=L˜(n) for some slowly varying function L˜; see Bingham et al. (1987,
Chapter 1), for more details on regular variation.
It is immediate that the problem of estimating the probability (1.3) for small x is
closely related to the lower order statistics in the sample of dependent random variables
h(Xi ;Xj), 16 i¡ j6 n. A standard approach to the extremes for dependent sequences
is via the weak convergence of point processes; see Leadbetter et al. (1983, Chapter 5),
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Resnick (1987, Section 3:5), or Embrechts et al. (1997, Section 5:2). For this reason
we will 5rst study the point processes
Nn(·) =
n∑
i=2
i−1∑
j=1
((i=n; j=n); anh(Xi ;Xj))(·); (1.4)
where (x;y); z denotes the point measure at ((x; y); z). We consider the Nn’s as random
measures on the state space
E= E1 × R+ = {(x; y): 0¡x6 1; 0¡y¡x} × R+ (1.5)
and with values in Mp(E), the space of point measures on E, endowed with the vague
topology. We refer to Kallenberg (1983) and Resnick (1987) for the theory of point
processes and their weak convergence. Related work, also with similar applications in
spatial statistics in mind, is due to Silverman and Brown (1978), Barbour and Eagleson
(1984); see also the references therein. The former paper also deals with the problem
of estimating the probability (1.1) when X∈R2 has a bounded, a.e. continuous density.
In this case, it is not diKcult to see that the correlation dimension is = 2.
We will show in Section 2 that, under a technical condition, the sequence (Nn)
converges to a Poisson process on E with mean measure (for 0¡a1¡b1, 0¡a2¡b2,
a3¡b3),

(
3⊗
l=1
(al; bl]
)
= 2(b1 − a1)(b2 − a2)(b3 − a3): (1.6)
This result explains the empirically observed fact that the dependent points anh(Xi ;Xj)
below a small threshold  behave very much like an iid sequence of points with
the same distribution as anh(Xi ;Xj). Silverman and Brown (1978) showed the same
result for squares of interpoint distances h(Xi ;Xj) = ‖Xi − Xj‖2 in R2 when X has
a bounded and a.e. continuous density, thus  is Lebesgue measure and the Poisson
process homogeneous on E. In the proof we make heavy use of the elegant Stein–Chen
techniques developed by Barbour and Eagleson (1984). Although the generalization
to the case of stationary dependent Xi’s (the most interesting case for correlation
dimensions) is not straightforward, the results could be extended to U -statistics with
kernels on an arbitrary number of variables.
The convergence of point processes has some consequences which are known in the
folklore on extremes. We consider some of these in Section 4.
The convergence of the point processes Nn immediately gives one the joint weak
limits of the lower order statistics of the h(Xi ;Xj)’s. Under the condition (1.3) it is
natural to expect that the Weibull distribution with parameter  determines the limit
distribution. This is indeed true and so is analogous to the extreme value theory for
stationary sequences; cf. Leadbetter et al. (1983), Resnick (1987) or Embrechts et al.
(1997) for details. Joint convergence of the lower extremes is treated in Section 3.1.
Similar results were reported earlier in Silverman and Brown (1978). Where condition
(1.3) relaxed to require only a distribution in the minimum domain attraction of an
extreme value distribution, the same techniques as used for showing the weak con-
vergence of (Nn) could be used for such minimum domains of attraction. This idea is
quite straightforward (and standard in extreme value theory) since one can switch from
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one domain of attraction to another by suitable transformations of the h(Xi ;Xj)’s; see
Embrechts et al. (1997, Chapter 3), where such techniques were used for iid sequences.
If ∈ (0; 2) one may expect, in analogy with iid sequences with tail index , that
the lower order statistics and the partial sums of the quantities [anh(Xi ;Xj)]−1 have
the same order of magnitude, and therefore they might have a joint distributional limit;
see Resnick (1986) for related work for iid sequences and Davis and Hsing (1995)
for sequences of stationary random variables. This idea can be made to work, see
Section 3:2:3 where the joint convergence of sums and extremes of the [anh(Xi ;Xj)]−1
is considered. Moreover, in Sections 3:2:1 and 3:2:2 we show that the U -statistics
with kernel 1=h(x; y) have an -stable limit provided that ¡ 2. According to our
knowledge, these are the 5rst stable limit law results for U -statistics with in5nite
variance which have been derived from point process convergence. We think that this
is a natural approach to the problem of -stable limits for U -statistics. In contrast to
the use of the HoePding decomposition, an approach borrowed from L2 theory (see for
example Heinrich and Wolf (1993) and the references therein), our approach exploits
the extremal behavior of certain summands, a behaviour which is inherited by the
U -statistic.
We started this section with the motivation of estimating the correlation dimension.
In Sections 4.1–4.3 we return to this point. Section 4.2 is devoted to the so-called
K-function used in spatial statistics for detecting spatial dependencies. In essence, it is
the U -statistic (1.2) which, as a function of x, converges in the function space D[0;∞).
As a consequence, one can derive the limit behavior of this function for very small
x-values. A resulting least squares estimator for  based on the K-function for small
x is considered as well. In Section 4.1 we consider an estimator of  known in the
chaos literature under the name Takens estimator. The latter is a U -statistic based on the
quantities log h(Xi ;Xj) for very small values h(Xi ;Xj). We derive the limit distribution
of this U -statistic. Finally, in Section 4.3 we consider the Hill estimator which is a
standard estimator for  in extreme value theory based on the log h(Xi ;Xj)’s. We prove
the consistency of the estimator based on the asymptotic behavior of the so-called tail
empirical process. The latter allows for an increasing (on average) number of small
points h(Xi ;Xj) in any neighborhood of zero and seems to be more appropriate for
estimation purposes than the other estimators, under the conditions to be speci5ed in
the corresponding sections. This is in contrast to Poisson convergence of the point
processes Nn where the average number of points in a neighborhood of zero must be
bounded on average.
2. Point process convergence for symmetric functions of iid sequences
In this section we present our main result on the convergence of the point processes
Nn de5ned in (1.4). The points ((i=n; j=n); anh(Xi ;Xj)) are dependent and linked by
the symmetric function h on R2d. Nevertheless, under a mild condition the weak limit
of (Nn) turns out to be a point process without multiple points: the Poisson process
N with state space E de5ned in (1.5), i.e. the limiting points do not cluster in E and
every point occurs at most once with probability one.
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The mild condition on the dependence of left tail events related to h(X1;X2) and
h(X1;X3) is that for any x¿ 0 as n→∞
n3P(anh(X1;X2)6 x; anh(X1;X3)6 x)→ 0: (2.1)
This condition is not automatic. It fails for Xi independent uniform variables on [0; 1],
and h(x1; x2)=max{x1; x2}. The condition is the same as used in Barbour and Eagleson
(1984) (their condition (2)) and as in Silverman and Brown (1978) (their condition
(1)). The former obtained bounds for the total variation distance between the distribu-
tion of a U -statistic (with kernel assuming only the values 0 and 1) and an appropriate
Poisson distribution.
Condition (2.1) means that in an asymptotic sense very small values of h(X1;X2) and
h(X1;X3) occur separately from each other, i.e. (2.1) is an anti-clustering condition.
This supplements the relation
n2
2
P(anh(X1;X2)6 x)→ x; x¿ 0: (2.2)
which follows from the regular variation condition (1.3). The following theorem is our
main result on point process convergence.
Theorem 2.1. Let (Xi) be an iid sequence of Rd-valued random vectors and h :R2d →
R+ be a symmetric measurable function. Assume that the regular variation condition
(1:3) and the asymptotic independence condition (2:1) hold. Then Nn
d→N; where d→
denotes convergence in distribution in Mp(E) and N is a Poisson process on the state
space E with mean measure  given by (1:6).
Proof. Write d for Lebesgue measure on Rd and () for the measure on R+ satisfying
the relation ()((a; b]) = b − a. Since  has a density; the limit process N is simple.
Write n(·) for ENn(·). Kallenberg’s Theorem (see Resnick; 1987; Proposition 3:22
and its remark) states that to prove the theorem it suKces to show the following two
conditions:
lim
n→∞P(Nn(R) = 0) = e
−(R); (2.3)
lim
n→∞ n(R) = (R); (2.4)
where R is any 5nite union of bounded rectangles
m⋃
k=1
Ak × Bk ⊂ E; Ak = (a(1)k ; b(1)k ]× (a(2)k ; b(2)k ]; Bk = (a(3)k ; b(3)k ];
where k = 1; : : : ; m. It is not diKcult to see that one may assume that the Ak ’s can be
chosen disjointly; and we will assume this condition without loss of generality.
We start by checking (2.4). It clearly suKces to consider the case m=1. Since (2.2)
holds, we obtain (where nA= {(i; j) : (i=n; j=n)∈A})
ENn(A1 × B1) =
∑
(i; j)∈nA1
P(anh(X1;X2)∈B1) ∼ 22(A1)()(B1) = (R):
This proves (2.4).
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Now we turn to (2.3). For ease of presentation we will restrict ourselves to the case
m = 2; the general case m¿ 3 is completely analogous. In fact, at (2.9) below, the
computations for m¿ 2 reduce to pairwise calculations. Therefore write
R= (A1 × B1) ∪ (A2 × B2):
We will closely follow the arguments given in Barbour and Eagleson (1984); cf. Lee
(1990, Section 3:2:4). The argument is based on the Chen–Stein method; see Barbour
et al. (1992) for an extensive discussion. We start by observing that we can write
Nn(R) =
n∑
i=2
i−1∑
j=1
[InA1 ((i; j))IB1 (anh(Xi ;Xj)) + InA2 ((i; j))IB2 (anh(Xi ;Xj))]:
Write Pn for the Poisson distribution on N = {0; 1; 2; : : :} with mean n = n(R)
(suppressing the dependence on R). According to (2.4),
|P(Nn(R) = 0)− P(N (R) = 0)|
6 |P(Nn(R) = 0)− Pn(0)|+ |Pn(0)− P(N (R) = 0)|
= |P(Nn(R) = 0)− Pn(0)|+ o(1):
De5ne a real-valued function x (suppressing the dependence on n) on the non-negative
integers as follows:
x(0) = 0;
x(m+ 1) = en
m!
m+1n
[Pn({0})− Pn({0})Pn({0; : : : ; m})]; m= 0; 1; : : : :
The function x has the following properties (see Barbour and Eagleson, 1984, p. 400):
x is bounded and satis5es
Sx = sup
m
|x(m+ 1)− x(m)|¡min(1; (n)−1): (2.5)
It follows from Barbour and Eagleson (1984, p. 401), that
|P(Nn(R) = 0)− Pn(0)|6 |E[nx(Nn(R) + 1)− Nn(R)x(Nn(R))]|: (2.6)
Write
D= {k : k = (k1; k2); 16 k1¡k26 n};
Ik = InA1 (k)IB1 (anh(Xk1 ;Xk2 )) + InA2 (k)IB2 (anh(Xk1 ;Xk2 ));
k = EIk;
where we suppress in the notation the dependence on n. For a 5xed k∈D we
decompose D into D1k = {‘∈D : ‘i = kj; i; j=1; 2} and D2k = {‘∈D : ‘ = k; ‘i = kj
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for some i; j = 1; 2}. Then
Nn(R) =
∑
‘∈D
I‘
=:
∑
‘∈D1k
I‘ +
(
Ik +
∑
‘∈D2k
I‘
)
=:N (1)n (k) + N
(2)
n (k):
We may expand the right-hand side of (2.6) to obtain
|P(Nn(R) = 0)− Pn(0)|6
∣∣∣∣∣
∑
‘∈D
‘E[x(Nn(R) + 1)− x(N (1)n (‘) + 1)]
∣∣∣∣∣
+
∣∣∣∣∣
∑
‘∈D
[E(I‘x(Nn(R))− ‘E(x(N (1)n (‘) + 1))]
∣∣∣∣∣
=: J1 + J2: (2.7)
We now follow the argument on p. 401 of Barbour and Eagleson (1984). From property
(2.5) of the x-function, we conclude that
J16
∑
k∈D
k
∞∑
k=0
|E(x(Nn(R) + 1)− x(N (1)n (k) + 1) |N (2)n (k) = k)|P(N (2)n (k) = k)
=
∑
k∈D
k
∞∑
k=0
|E(x(N (1)n (k) + N (2)n (k) + 1)
− x(N (1)n (k) + 1) |N (2)n (k) = k)|P(N (2)n (k) = k)
=
∑
k∈D
k
∞∑
k=0
|E(x(N (1)n (k) + k + 1)
− x(N (1)n (k) + 1) |N (2)n (k) = k)|P(N (2)n (k) = k)
6Sx
∑
k∈D
k
∞∑
k=0
kP(N (2)n (k) = k) = Sx
∑
k∈D
kEN (2)n (k): (2.8)
Writing
mn(Aj) =
1
n2
∑
k∈D
InAj (k); j = 1; 2;
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and using the de5nitions of I‘ and ‘=EI‘, we obtain that the last sum in (2.8) equals
∑
k∈D
(
2∑
i=1
InAi(k)P(anh(Xk1 ;Xk2 )∈Bi)
)∑
‘∈D
2∑
j=1
InAj (‘)P(anh(X‘1 ;X‘2 )∈Bj)
−
∑
‘∈D1k
2∑
j=1
InAj (‘)P(anh(X‘1 ;X‘2 )∈Bj)


=
2∑
i=1
2∑
j=1
[n2P(anh(X1;X2)∈Bi)][n2P(anh(X1;X2)∈Bj)]mn(Ai)mn(Aj)
×
(
1− [mn(Ai)mn(Aj)]−1 1n4
∑
k∈D
∑
‘∈D1k
InAi(k)InAj (‘)
)
: (2.9)
By the regular variation condition (1.3),
n2P(anh(X1;X2)∈Bi)→ 2()(Bi); i = 1; 2:
Moreover since ‘ and k are groups of indices,
mn(Ai)→ 2(Ai); i = 1; 2;
1
n4
∑
k∈D
∑
‘∈D1k
InAi(k)InAj (‘)→ 2(Ai)2(Aj); i; j = 1; 2:
Therefore the right-hand side in (2.9) converges to zero as n→∞, and so we conclude
that J1 → 0.
By (2.7) it remains to prove J2 → 0. Since N (1)n (‘) and I‘ are independent, we have
J2 =
∣∣∣∣∣
∑
k∈D
E[Ikx(Nn(R))− E(Ikx(N (1)n (k) + 1))]
∣∣∣∣∣
=
∣∣∣∣∣
∑
k∈D
E[Ik(x(Nn(R))− x(N (1)n (k) + 1))]
∣∣∣∣∣ :
A conditioning argument (but Ik and N
(2)
n (k) are not independent) similar to (2.8)
gives
J26Sx
∑
k∈D
E[Ik(N (2)n (k)− 1)]6Sx
∑
k∈D
E
[
Ik
∑
‘∈D2k
I‘
]
= Sx
∑
k∈D
∑
‘∈D2k
E
[(
2∑
i=1
InAi(k)IBi(anh(Xk1 ;Xk2 ))
)
×

 2∑
j=1
InAj (‘)IBj (anh(X‘1 ;X‘2 ))




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= Sx
∑
k∈D
∑
‘∈D2k
2∑
i=1
2∑
j=1
InAi(k)InAj (‘)P(anh(X1;X2)∈Bi; anh(X1;X3)∈Bj)
= Sx
2∑
i=1
2∑
j=1
[
1
n3
∑
k∈D
∑
‘∈D2k
InAi(k)InAj (‘)
× [n3P(anh(X1;X2)∈Bi; anh(X1;X3)∈Bj)]
]
: (2.10)
By virtue of (2.1) and since
1
n3
∑
k∈D
∑
‘∈D2k
InAi(k)InAj (‘) = O(1);
we conclude that the right-hand side in (2.10) converges to zero. This 5nishes the
proof.
Our 5rst corollary of Theorem 2.1 follows from Lemma 9:1:X in Daley and Vere-
Jones (1988). It states that weak convergence of the point processes (n in Mp((0;∞))
implies weak convergence of the cumulative processes ((n((0; x]))x¿0 in D(0;∞)
equipped with the J1-topology. Under the conditions of Theorem 2.1 this implies the
following.
Corollary 2.2.
Nn(E1 × (0; ]) =
n∑
i=2
i−1∑
j=1
I(0; ](anh(Xi ;Xj))
d→N (E1 × (0; ]); ¿ 0; (2.11)
in D(0;∞) where the right hand process is Poisson on (0;∞) with intensity x−1 dx.
In particular, Corollary 2.2 establishes the convergence of the tail of U -processes to
a Poisson limit. The same approach gives the following result.
Corollary 2.3. Let A be a bounded Borel set in R+. Then
Nn({(0; t]× (0; 1]× A} ∩ E)
=
[nt]∑
i=2
i−1∑
j=1
IA(anh(Xi ;Xj))
d→N ({(0; t]× (0; 1]× A} ∩ E);
in D(0; 1] where the right hand process is a Poisson process on (0; 1] with mean
measure of (0; t] equal to t2()(A).
Example 2.4. If we want to apply the results of this section to the sample correlation
integral (1.2); we need to verify (2.1). Observe that by Fubini’s theorem; we may write
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the correlation integral as∫
Rd
F(Bx(y)) dF(y);
where Bx(y) = {z∈Rd: ‖z − y‖6 x} is the ball with radius x and center y.
Let (an) be chosen that∫
Rd
F(B1=an(y)) dF(y) ∼ 2n−2:
Again applying Fubini’s theorem, we see that (2.1) reads∫
Rd
[F(B1=an(y)]
2 dF(y) = o(n−3):
This will hold, for example, if F has a bounded density with respect to Lebesgue
measure.
3. Weak convergence
In this section we use the point process convergence result to establish weak con-
vergence results for the extreme values of h(Xi ;Xj) and stable limits for sums for such
terms.
3.1. Joint convergence of the extremes
Consider the order statistics
h(1)6 · · ·6 h(n(n−1)=2)
of the n(n − 1)=2 values (h(Xi ;Xj))16i¡j6n. It follows from the folklore in extreme
value theory that convergence of the point processes Nn implies the joint weak con-
vergence of the vectors an(h(1); : : : ; h(k)). Indeed, for 0¡xk ¡ · · ·¡x1,
P((anh(1))−16 x1; (anh(2))−16 x2; : : : ; (anh(k))−16 xk)
=P(Nn(E1 × [0; x−11 ]) = 0; Nn(E1 × [0; x−12 ])6 1; : : : ; Nn(E1 × [0; x−1k ])
6 k − 1)
→ P(N (E1 × [0; x−11 ]) = 0; N (E1 × [0; x−12 ])6 1; : : : ; N (E1 × [0; x−1k ])
6 k − 1):
The limiting density ’ of the vector [an(h(1); : : : ; h(k))]−1 can now be read oP from
Example 4:2:9 of Embrechts et al. (1997):
’(x1; : : : ; xk) = k exp

−x−k − (+ 1)
k∑
j=1
log xj

 ; 0¡xk ¡ · · ·¡x1:
The distribution of the lower order statistics an(h(1); : : : ; h(k)) can be obtained by a
straightforward transformation of the density ’.
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3.2. Stable laws for heavy-tailed kernels
Weak convergence results for the U -statistics
Hn =
n∑
i=2
i−1∑
j=1
h(Xi ;Xj);
when var(h(X1;X2))¡∞ are well-known; see for example SerUing (1980). To the
authors’ knowledge, no stable limits using point process results have been established
in the case of in5nite variances. Stable limits for sums of independent (or weakly
dependent) random variables have a long history, but some recent work has focused
on an approach via point processes (see Resnick, 1986; Davis and Hsing, 1995). Once
a result like Theorem 2.1 is obtained, applications of the continuous mapping theorem
and separate arguments for the cases where the stable index is less than 1, equal to
1, and between 1 and 2 will yield the weak convergence. Here we establish the stable
limits for the 5rst and third cases; the case where = 1 remains open.
Whereas we considered left tails of positive kernels h earlier, here we need to
consider heavy right-tailed kernels, g. Obviously, one can translate from one to the
other by g = 1=h, but we also need the corresponding weak convergence of the point
processes.
We may conclude from Theorem 2.1 that in Mp(E)
n∑
i=2
i−1∑
j=1
((i=n; j=n); anh(Xi ;Xj))(·) d→N (·) d=
∞∑
k=1
(Uk ;-1=k )
(·); (3.1)
where (x;y); z denotes a point measure at ((x; y); z)∈E, N is a Poisson process on E
with mean measure  = 22 × () which has representation through the points Uk of
an iid sequence of uniform (on E1) random vectors and the points -k of a unit rate
Poisson process on R+, independent of (Uk). The values of an and  are determined
from h as before.
For convenience we write
gn(Xi ;Xj) = a−1n g(Xi ;Xj) = [anh(Xi ;Xj)]
−1:
It is an immediate consequence of the continuous mapping theorem that the point
processes of large values of g converge weakly, i.e.
N˜ n(·) =
n∑
i=2
i−1∑
j=1
((i=n; j=n); gn(Xi ; Xj))(E1 × ·) d→ N˜ (·) =
∞∑
k=1
-−1=k
(·);
where the convergence holds in Mp((0;∞]) and N˜ is a Poisson process with mean
measure of (x;∞] equal to x−. Now consider the functional T :Mp((0;∞])→ R for
a 5xed ¿ 0 given by
T
( ∞∑
k=1
zk
)
=
∞∑
k=1
zkI(;∞](zk):
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This is an almost surely (with respect to N ) continuous functional; see Resnick (1986).
Thus we obtain by the continuous mapping theorem that for every ¿ 0,
G˜n() :=
n∑
i=2
i−1∑
j=1
gn(Xi ;Xj)I(;∞](gn(Xi ;Xj))
d→ G˜() =
∞∑
k=1
-−1=k I(;∞](-
−1=
k ): (3.2)
This line holds for every ¿ 0. If ∈ (0; 1) the right-hand series (for  = 0) charac-
terizes an -stable law on R+; see Samorodnitsky and Taqqu (1994, Sections 1:4 and
1:5). To let  ↓ 0, i.e. to prove a weak convergence result for the U -statistics
Gn =
n∑
i=2
i−1∑
j=1
gn(Xi ;Xj);
one has to treat the cases ∈ (0; 1), =1, ∈ (1; 2) and ¿ 2 in diPerent ways. In the
last case, var(g(X1;X2))¡∞ and therefore the standard limit theory for U -statistics
is available; see for example SerUing (1980). The case = 1 is traditionally the most
sensitive, and we do not address it here.
3.2.1. The case ∈ (0; 1)
Theorem 3.1. For ∈ (0; 1); the following relation holds:
Gn
d→
∞∑
k=1
-−1=k :
The limiting in@nite series converges almost surely to a positive -stable random
variable.
Proof. The existence of the almost sure limit of G˜() as  ↓ 0 and the fact that it
represents an -stable random variable is well-known; cf. Samorodnitsky and Taqqu
(1994; Sections 1:4 and 1:5). Write
Gn() = Gn − G˜n():
It remains to show (see Billingsley; 1968; Theorem 4:2) that
lim
↓0
lim sup
n→∞
P(Gn()¿0) = 0 for all 0¿ 0: (3.3)
Since g(X1;X2) = (h(X1;X2))−1 is a random variable with regularly varying tail of
index −; we have by Karamata’s theorem (cf. Bingham et al.; 1987; Section 1:6) that
as n→∞;
EGn() =
n(n− 1)
2an
E[g(X1;X2)I{g(X1 ;X2)6an}] ∼

1− 
1−;
which; together with Markov’s inequality; implies (3.3).
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3.2.2. The case ∈ (1; 2)
Note that g(X1;X2) is a random variable with regularly varying tail of index . Thus,
if ¿ 1, this random variable has a 5nite 5rst moment, and so it becomes necessary
to center the U -statistics Gn() and Gn by their means. Moreover, it is not diKcult
to check that the limit of G˜() as  ↓ 0 does not exist any longer unless one centers
G˜() as well.
Write for ¿ 0,
g()n (Xi ;Xj) := gn(Xi ;Xj)I[0; ](gn(Xi ;Xj)):
Theorem 3.2. Assume ∈ (1; 2) and
lim
↓0
lim sup
n→∞
n3 cov(g()n (X1;X2); g
()
n (X1;X3)) = 0: (3.4)
Then
Gn − EGn d→ lim
↓0
(G()− EG());
where G() is de@ned in (3:2). The right-hand limit exists almost surely and represents
an -stable random variable which is totally skewed to the right.
We start with an auxiliary result about the variance of Gn().
Lemma 3.3. Assume that (3:4) holds. Then
var(Gn()) ∼ n3 cov(g()n (X1;X2); g()n (X1;X3)) +

2− 
2−:
Proof. Since Gn() is a U -statistic we can apply standard results for the variance of
Gn(); cf. Lee (1990; p. 12)
var(Gn()) ∼ n3 cov(g()n (X1;X2); g()n (X1;X3)) +
n2
2
var(g()n (X1;X2)): (3.5)
By Karamata’s theorem; the second term on the right-hand side is asymptotically of
the order

2− 
n2
2a2n
(an)2P(g(X1;X2)a−1n ¿) ∼

2− 
2−:
Proof of Theorem 3.2. We proceed in a way similar to the proof of Theorem 3.1.
Notice that by regular variation;
EG˜n() =
n(n− 1)
2an
E(g(X1;X2)I(;∞)(gn(X1;X2))) ∼ 1− − 1 :
From the latter relation and (3.2) we obtain that for every ¿ 0;
G˜n()− EG˜n() d→ G˜()− 1− − 1 = G˜()− EG˜():
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The right-hand side; however; converges as  ↓ 0 to an -stable random variable which
is totally skewed to the right; see Samorodnitsky and Taqqu (1994; Sections 1:4 and
1:5). Thus it remains to show that
lim
↓0
lim sup
n→∞
P(|Gn()− EGn()|¿0) = 0 for all 0¿ 0:
But this follows from Lemma 3.3 and an application of Chebyshev’s inequality.
To apply Theorem 3.2 one needs to verify condition (3.4). The situation is much
simpler if one considers U -statistics based on the random variables
gˆ(Xi ;Xj) = rijg(Xi ;Xj); i = 2; 3; : : : ; j = 1; : : : ; i − 1;
where (rij) is a sequence of iid Rademacher random variables, i.e. P(rij =±1) = 0:5,
independent of (Xi). Write
gˆn(Xi ;Xj) = a
−1
n gˆ(Xi ;Xj):
Theorem 3.4. If ∈ (0; 2); then
a−1n
n∑
i=2
i−1∑
j=1
gˆ(Xi ;Xj)
d→
∞∑
k=1
rk-
−1=
k :
The right-hand limit exists almost surely and represents a symmetric -stable random
variable.
Proof. In this case; the variance of
Gˆn() =
n∑
i=2
i−1∑
j=1
gˆn(Xi ;Xj)I[0; ](gˆn(Xi ;Xj))
is given by
n(n− 1)
2
var(gˆn(X1;X2)I[0; ](gˆn(X1;X2))) ∼

2− 
2−: (3.6)
Following the lines of the proofs above; one can show the weak convergence of the
point processes
Nˆ n(·) =
n∑
i=1
i−1∑
j=1
(i=n; j=n); anrijh(Xi ; Xj)(·) d→Nˆ (·)
in Mp(Eˆ); where Eˆ= E1 × R and Nˆ is a Poisson process on Eˆ with mean measure ˆ
given by
dˆ((x; y); z) = 0:5 dx dy dz[I[0;∞)(z)z−1 + I(−∞;0](z)(−z)−1]:
Then the same arguments leading to (3.2) prove that for every ¿ 0 and ¿ 0;
n∑
i=2
i−1∑
j=1
gˆn(Xi ;Xj)I(;∞](|gˆn(Xi ;Xj)|) d→
∞∑
k=1
rk-
−1=
k I(;∞](-
−1=
k ): (3.7)
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Moreover; (3.6) and the symmetry of the random variables gˆ(Xi ;Xj) show that one
can let  ↓ 0 in (3.7); both on the left- and right-hand sides. Hence
a−1n
n∑
i=2
i−1∑
j=1
gˆ(Xi ;Xj)
d→
∞∑
k=1
rk-
−1=
k :
Moreover; the right-hand side represents a symmetric -stable random variable; see
Samorodnitsky and Taqqu (1994; Sections 1:4 and 1:5).
3.2.3. Self-normalized sums
In the above limit theorems one has to know the value  in order to apply those
theorems. In practice it is unknown, but an adaptive random normalization can yet be
used to obtain a limit distribution. We used two almost surely continuous mappings
both acting on one and the same point process and so one can consider the two
mappings as one almost surely continuous mapping; see Resnick (1986, Section 4, in
particular Sections 4:6 and 4:7), where the methodology of this approach is explained
in detail. For example, in the case ¡ 1 we have
 max
i; j=1;:::; n
a−1n g(Xi ;Xj); a
−1
n
n∑
i=2
i−1∑
j=1
g(Xi ;Xj)


d→
(
max
i¿1
-−1=i ;
∞∑
i=1
-−1=i
)
=
(
-−1=1 ;
∞∑
i=1
-−1=i
)
:
This and a similar argument in the case ∈ (1; 2) establishes
Theorem 3.5. If 0¡¡ 1;
n∑
i=2
i−1∑
j=1
g(Xi ;Xj)
maxl; k=1; :::; n g(Xl;Xk)
d→
∞∑
k=1
(-1=-k)1=:
If 1¡¡ 2; under the conditions of Theorem 3:2;
 n∑
i=2
i−1∑
j=1
g(Xi ;Xj)− n(n− 1)2 Eg(X1;X2)

/ max
i; j=1;:::; n
g(Xi ;Xj)
d→-1=1 lim↑∞
( ∞∑
k=1
-−1=k I[0; ](-k)− E
[ ∞∑
k=1
-−1=k I[0; ](-k)
])
:
4. Applications
In this section we consider some applications of the point process convergence result
of Theorem 2.1. In what follows, we assume that the assumptions of this theorem are
satis5ed. We also use the notation of the previous sections, in particular from (3.1).
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4.1. Takens’s estimator for the correlation dimension
As an alternative to the Grassberger–Procaccia estimator, Takens (1985) introduced
a dimension estimator motivated by the maximum likelihood principle. To derive the
Takens estimator, assume for a moment that in (1.1) exact scaling holds in some
neighborhood of zero, i.e.
P(‖X1 − X2‖6 x) = x for 06 x6 :
If R1; : : : ; RN denote independent copies of the distance ‖X1 − X2‖, we obtain
P(Ri6 x |Ri6 ) = (x=);
i.e. conditionally upon {Ri6 }, the density of Ri is f(x)=(x=)−1. This fact allows
one to derive the maximum likelihood estimator ˆ of , based on the distances Ri6 :
ˆ=
[
− 1
#{i6N : Ri6 }
N∑
i=1
log(Ri=)I[0; ](Ri)
]−1
:
Substituting observed inter-point distances ‖Xi−Xj‖ for the Ri’s, one obtains Takens’
estimator
ˆT =
[
−∑ni=2 ∑i−1j=1 log(‖Xi − Xj‖=)I[0; ](‖Xi − Xj‖)∑n
i=2
∑i−1
j=1 I[0; ](‖Xi − Xj‖)
]−1
:
Note that the inter-point distances ‖Xi − Xj‖ are no longer independent so that ˆT is
not a maximum likelihood estimator. In addition, the Takens estimator is applied in
situations where only asymptotic scaling in the sense of (1.1) holds.
The derivation of the Takens estimator was carried out for a 5xed sample size n.
As n increases, it seems reasonable to use shrinking neighborhoods [0; n] rather than
5xed intervals [0; ]. In the spirit of our previous results we choose n = =an and are
thus led to consider
−∑ni=2 ∑i−1j=1 log(anh(Xi ;Xj)=)I[0; ](anh(Xi ;Xj))∑n
i=2
∑i−1
j=1 I[0; ](anh(Xi ;Xj))
: (4.1)
Since
P(an min
16i¡j6n
h(Xi ;Xj)6 )→ P(-16 )¿ 0;
it is not unlikely that ratio (4.1) is not well de5ned. If the denominator in (4.1) is
zero, we interpret quantity (4.1) as zero.
As in the previous section, we may conclude by a continuous mapping argument
that the above statistic converges in distribution to
−1= ∑∞k=1 log(-k)I[0; ](-k)∑∞
k=1 I[0; ](-k)
+ log : (4.2)
As for (4.1), we interpret (4.2) as zero if the denominator is zero. Write N for the unit
rate Poisson process generated by the -k ’s. Then the limiting ratio on the right-hand
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side can be written as
1

−∑N ()k=1 log(-k)
N ()
=:
SN ()
N ()
:
The joint distribution of (SN (); N ()) can be calculated as follows: for x¿ 0 and
k¿ 1,
P(SN ()6 x; N () = k) = P(SN ()6 x |N () = k)P(N () = k):
Given N ()=k, (-i)i=1; :::; k has the same distribution as the order statistics of a uniform
on [0; ] iid sample (Ui)i=1; :::; k . Notice that −log(Ui) has the standard exponential
distribution, and therefore for an independent copy (-′k) of (-k),
P(SN ()6 x |N () = k) = P
(
−k log()−
k∑
i=1
logUi6 x
∣∣∣∣∣N () = k
)
= P(−k log() + -′k6 x|N () = k)
= P(−k log() + -′k6 x):
Hence for k¿ 1,
P(SN ()6 x; N () = k) = P(−k log() + -′k6 x) P(N () = k)
= P(−N () log() + -′N ()6 x; N () = k):
The same relation holds for k = 0 with -′0 = 0. We 5nally conclude that the limit
distribution in (4.2) has on {N ()¿ 0} the same distribution as
1

−N () log() + -′N ()
N ()
+ log =
1

-′N ()
N ()
; (4.3)
where we interpret the right-hand expression as zero if N () = 0.
From (4.3) we conclude that the right-hand side has expectation −1 and variance
−2[P(N () = 0) + E[N ()I{N ()}¿0]
−1]:
As → 0, the variance is of the order −2[1 + ].
4.2. Poisson convergence of the K-function
In the spatial analysis of point patterns the K-function is used as a measure of spatial
dependence; see Cressie (1993). A sample version of it is given by the U -statistic
Kn() =
n∑
i=2
i−1∑
j=1
I[0; ](an‖Xi − Xj‖):
Thus we are in the framework of Theorem 2.1 for the particular kernel
h(x; y) = ‖x− y‖;
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and so we may conclude that Kn() = Nn(E1 × [0; ]) converges in distribution to a
Poisson random variable with mean . More generally, the Kn-processes converge in
distribution in Mp(R+) to a Poisson process K with mean measure x−1 dx:
Kn(·) = Nn(E1 × ·) =
n∑
i=2
i−1∑
j=1
an|Xi−Xj|(·) d→K(·): (4.4)
Writing K()=K([0; ]), it follows from (2.11) that the cumulative processes converge
in D[0;∞) equipped with the J1-topology:
(Kn())¿0
d→ (K())¿0:
An application of the continuous mapping theorem on D[M0; M1] with 0¡M0¡M1¡
∞ to C[0; b] with b¿ 0 gives
Bn =
(∫ M1
M0
(log+ Kn()− 4 log )2 d
)
4∈[0;b]
d→ B=
(∫ M1
M0
(log+ K()− 4 log )2 d
)
4∈[0;b]
;
in C[0; b]. Another application of the continuous mapping shows that the minimizer 4n
of Bn on [0; b] converges to the minimizer 40 of B on [0; b]:
4n =
∫ M1
M0
log  log+ Kn() d∫ M1
M0
(log )2 d
d→40 =
∫ M1
M0
log  log+ K() d∫ M1
M0
(log )2 d
=+
∫ M1
M0
(log  log+ K()− log()) d∫ M1
M0
(log )2 d
; (4.5)
where log+ x=log(max(1; x)). It seems hard to evaluate the distribution of the integral
in (4.5) explicitly. Using a simple simulation, we estimated the bias term in (4.5). This
is shown in Fig. 1.
4.3. Hill estimation of 
In extreme value theory the estimation of  is usually not based on log regression
methods but on an increasing number of logarithms of lower order statistics. In this
section we show that similar techniques work for estimating  when assumption (1.3) is
satis5ed. We restrict ourselves to one semi-parametric estimator of , the Hill estimator.
The properties of the latter cannot be studied in the context of the point processes Nn
de5ned in (1.4). The latter point processes are constructed in such a way that any
bounded set of the state space contains only a 5nite number of the points of the
processes. In order to make the Hill estimator work one needs an increasing number
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4.0
5.5
M_1
0.5
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3.5
5.0
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MEAN
-0.28
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2.46
3.83
Bias
Fig. 1. The vertical axis represents the bias in estimating , i.e. the fraction in line (4.5). The horizontal
axes represent possible values for M0 and M1 in that fraction.
of points, i.e. order statistics of the h(Xi ;Xj)’s, in any neighborhood of the origin. The
right tool in this context is the tail empirical process as used in the proof of Proposition
4.1 below.
As before, write
h(1)6 · · ·6 h(n(n−1)=2)
for the order statistics of the sample h(Xi ;Xj), i=2; : : : ; n; j=1; : : : ; i− 1. A classical
estimator of  is Hill’s estimator given by
ˆn;m =−
(
1
m
m∑
i=1
log(h(i)=h(m))
)−1
for m¿ 1; see Hill (1975); cf. Embrechts et al. (1997, Chapter 6), for a discussion
of the properties of this estimator based on the order statistics of iid and stationary
sequences.
Proposition 4.1. Assume (1:3) and (2:1) hold. If m=mn →∞ and √mn=n→ 0; then
Hill’s estimator is consistent; i.e. ˆn;m
P→ .
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Proof. We follow the approach of Resnick and StXaricXa (1995). Following the lines of
their Section 2; it suKces to prove that the tail empirical process Nn;m of the points
h(Xi ;Xj) satis5es
Nn;m =
1
m
n∑
i=2
i−1∑
j=1
an;mh(Xi ;Xj)
d→5;
in Mp(R+); where
d→ denotes convergence in distribution; 5 is a measure on the Borel
sets of R+ with density 0:5x−1 dx and an;m →∞ is chosen such that
n2
2m
P(an;mh(X1;X2)6 1) ∼ 1: (4.6)
Since 5 is deterministic it suKces to show that the law of large numbers
Nn;m((a; b])
P→5((a; b])
holds for any 0¡a¡b¡∞. Thus it suKces to verify that
ENn;m((a; b])→ 5((a; b]) and var(Nn;m((a; b]))→ 0:
By the de5nition of (an;m) and by regular variation we have
ENn;m((a; b]) =
n(n− 1)
2m
P(an;mh(X1;X2)∈ (a; b])→ 5((a; b]):
Applying a standard result for the variance of U -statistics (cf. Lee; 1990; p. 12); we
have
var(Nn;m((a; b]))∼ 1m2
[
n2
2
var(I(a;b](an;mh(X1;X2)))
+ n3 cov(I(a;b](an;mh(X1;X2); I(a;b](an;mh(X1;X3))
]
:
By virtue of (4.6) it is easily seen that the 5rst term on the right-hand side converges
to 0. The covariance on the right-hand side can be written as
n3
m2
[P(an;mh(X1;X2)∈(a; b]; an;mh(X1;X3)∈(a; b])−(P(an;mh(X1;X2)∈(a; b]))2]
=
n3
m2
P(an;mh(X1;X2)∈ (a; b]; an;mh(X1;X3)∈ (a; b]) + o(1):
In the last step we again used (4.6). However; the 5rst term on the right-hand side
also converges to 0 by virtue of (2.1).
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