The paper deals with automated generation of diagnostic test sequences for synchronous sequential circuits. An algorithm is proposed, named GARDA, which is suitable to produce good results with acceptable CPU time and memory requirements even for the largest benchmark circuits. The algorithm is based on Genetic Algorithms, and experimental results are provided which demonstrate the effectiveness of the approach.
Introduction
Diagnosis is the pmess of locating the fault responsible for a given faulty behavior: a popular method for the diagnosis of digital circuits lies in applying a Test Set to the faulty circuit, observing the output response, and then comparing them with the ones stored in the fault dictionary [ABFr90] . The success of such an approach mainly depends on the diagnostic capabilities of the Test Set, and some work has been done to devise viable techniques for the automatic generation of suitable Test Sets.
Given a sequential circuit, a Test Sequence T and two fa nil^ f, 2nd fi, T distinguishes fi and f2 iff at least one input vector in T produces different output values in the faulty circuits for fi and f2. Section 2 describes the diagnostic algorithm; Section 3 reports some experimental results and Section 4 draws some conclusions.
The Diagnostic ATPG Algorithm
The goal of GARDA is to produce a Test Set which partitions the Fault List into the highest number of Indistinguishability Classes. At the beginning, all the faults are grouped in a single class. Each time the algorithm generates a Test Sequence which distinguishes at least one couple of faults belonging to the same class, the Test Sequence is added to the Test Set, and the corresponding class is split.
The algorithm consists of three phases:
phase I: selection of a target class from the current Indistinguishability Classes; phase 2: generation of a sequence, if any, able to split the target class into two or more classes; phase 3: diagnostic fault simulation of the sequence and search for additional classes to be The three phases are repeated until a pre-defined maximum number of iterations MAX CYCLES has been reached. They will be analyzed in-details in the next paragraphs.
The Genetic Algorithm for ATPG
Generation of a diagnostic sequence able to split a Indistinguishability Class is a search in the space of all the possible sequences applicable to the Primary Inputs (PIS) of the circuit. Applying GAS requires that both a suitable encoding for the generic solution, and an effective evaluation function be found.
As far as encoding is considered, GARDA assumes that an individual correspond to a sequence composed of a variable number of inpui vectors applied from the reset state. Apopulation is a set of individuals.
Finding an effective evaluation function is a much more complex task. GAFWA uses two heuristic parameters:
the weighted number of gates with different values in the faulty circuits corresponding to the faults of a given class. The weight measures the observability of the gate it is associated with; the weighted number of Flip-Flops (whose inputs will hereinafter be referred to as Pseudo Primary Outputs or PPOs) with different values in the faulty circuits corresponding to the faults of a given class. Thc weight measures the observability of the Flip-Flop it is associated with. The following function has been defined to rank sequences according to their distance from being diagnostic sequences with respect to a class; the function h ( v j k , s j estimates how close the class ci is to being split by the k-th input vector v j k of the sequence s j:
where: ngate and n F F are the number of gates and FlipFlops, respectively w and w I are the weights of the p-th gate and m-th Flip-Flop, respectively, and will be defined in the following the function d r p ( V ' k , ci) returns 1 (0) iff, as a consequence of the application of v j k , two faults belonging to the class ci exist, such that the value of the p-th gate is different (equal) in the two faulty circuits the function d' ' m ( V j k , c i ) returns 1 (0) iff, as a consequence of the application of V j k , two faults belonging to the class ci exist, such that the value of the m-th Flip-Flop is different (equal) in the two faulty circuits. The values for kl and k2 are experimentally found; in gcneral, k2>kl, as differences on Flip-flops are normally more desirable than those on gates.
An evaluation function H ( s j , ci) is associated with each sequence sj and class ci; H corresponds to the maximum value of the function h defined above:
Once the individual encoding and the evaluation function have been dcfined, the whole proccss can be organized in two steps: first, several random sequences are generated until the evaluation function of a particular class becomes greater than a given threshold THRESH. Second, this class is chosen as the target one, and a diagnostic sequence for splitting it is generated. These two steps constitute phase 1 and phase 2, and require more detailed investigation.
Phase 1: choosing the target class
Scqucnces are randomly generated in groups of NUM-SEQ, and are all composed of L vectors. The diagnostic fault simulation of each sequence with respect to all the Indistinguishability Classes is performed and the evaluation function is computed. If 110 class produces a H greater than THRESH, a new set of NUM SEQ random sequcnces is gcncratcd, whosc length L is increased. Otherwise, the class with the maximum value of the evaluation function is selected as target class. The whole diagnostic ATPG process is stopped when a maximum number MAX ITER of iterations is reached. Some classes can be sblit during this phase, and the corrcsponding scquences arc inserted in the final set of test sequences.
It must be noted that phase 1 is purely random and does not exploit GAS, because neither the cross-over, nor the mutation operators are applied.
L is assigned an initial value Li, whose value is based on the topological characteristics of the circuit. L is then increased in phase 1 as explained above, and is updated before any activation of phase 1 by using the length of the diagnostic sequence generated by the last phase 2.
Phase 2: Generating a Diagnostic Sequence for the Target Class
Phase 2 is based on a GA. Each sequence is an individual and NUM SEQ sequences constitute a population. The initial-population is composed of the last NUM SEQ sequences generated in phase 1. The target class ct, only, is considered in this phase.
The fitness function F ( s j ) is obtained from the evaluation function H ( s j , ct ) via linearization: the individuals are sorted in decreasing order with respect to H, and the fitness value NUM SEQ is assigned to the first individual, the value NUM-SEQ-1 -to the second, and so on.
A new population is generated from the previous one through evolution: NEW I N D newly created individuals replace the worst individuals in the previous generation. The survival of the best NUM SEQ-NEW I N D individuals from one generation to &next is thus ensured.
Evolution proceeds through two operators: the cross-over operator selects two parent individuals from the current population, randomly generates two numbers x1 and x2, and builds a new individual composed of the first x1 vectors of the first parent and the last x2 vectors of the second; the mutation operator acts on the newly generated test sequences with probability pm and changes a single vector within it. Candidates for the cross-over operator are selected on a probabilistic basis: the likelihood that an individual will be selected is proportional to its fitness, so that better sequences are more likely to provide vectors for the new individuals.
Once a new population has been generated, the fitness function is evaluated for the target class and for each sequence. The process is repeated until one of the following conditions is met: the target class is split: the corresponding sequence is then inserted in the final set of test sequences; a given maximum number of generations MAX-GEN is generated without splitting the class: such a class is then marked as aborted and its threshold THRESH is increased by a constant HANDICAP.
Diagnostic Fault Simulation
The computation of the evaluation function in phase 1 and 2, as well as the diagnostic fault simulation of the generated Test Sequence in phase 3, require an efficient diagnostic fault simulator. We developed an ad hoc tool which is based on the HOPE algorithm [LeHa92]. The following changes have been introduced to cope with the diagnostic purposes:
all the PO values are computed for every simulated fault and every input vector a fault is dropped only when it has been distinguished from any other fault at the end of the simulation of each input vector,
the PO values of faults belonging to the same class are compared, in order to check wheter the an additional data structure, which is dynamically updated during the ATPG proccss, is used to record fault partitioning in classes.
class can be split
Experimental Results
GARDA has been implemented in ANSI-C and counw up to about 4,000 lines of code. The large circuits in the ISCAS'89 standard set pBKo891 have been considered. Tab. 1 shows the results obtained running the tool on a SUN SPARCstation 2 with a 32 Mbyte memory. Only the largest ISCAS'89 circuits were considered. To the best of our knowledge, no previously proposed method is able to produce any diagnostic sequence for such circuits.
To evaluate how good the results are, we can proceed in two directions: 0 for the smallest circuits [CCCP92] provides the exact number NFEC of Fault Equivalence Classes; in this cases one can compare the niimber of classes we obtained with N~~~. Tab. 2 shows that GARDA produces results not far from the exact ones. 0 when NFEC is not available, a comparison could be made with m a 9 2 1 for the Test Sets generated by two detection-oriented ATPGs, i.e., STG3 and HITEC. Unfofiunately, [RFPa92] adopts a notion of distinguished faults based on a 3-valued logic, while GARDA uses the 0 and 1 values, only. However, the evaluation procedure are quite similar: we first group faults according to the size of the Indistinguishability Class they belong to (Tab. 3). Column 2 contains the number of Fully Distinguished Faults (i.e., faults which have been distinguished from any other fault); column 7 the number of faults belonging to classes whose size is greater than 5. We then define the k-Diagnostic Capability (DCJ of a Test Set as the percent of faults which belong to classes smaller than a given size k. The last column reports DC6 , i.e., the percent number of faults belonging to classes smaller than 6. DC, corresponds to the percent number of faults for which a reasonable resolution capability is guaranteed. Today's technology prevents the exact computation of DC6: no tool is in fact capable of partitioning the whole set of faults into exact Fault Equivalence Classes. However, the exact value of DC6 for the largest circuits is expected to be generally low due to: -the high (but unknown) number of untestable faults, which belong to a same Indistinguishability Class -the large average size of classes.
Moreover, some circuits (like S9234 and Sl5850) are known to be critical for CA-based detection oriented ATPGs, too CPRSR941. Memory occupation requirement is small, as it is substantially confined to storage of the sequences and to the space needed for the diagnostic fault simulation.
Effectiveness of the evolutionary approach is often evaluated by comparing its performance with that of a purely random one. In GARDA, phase 1 is random: the GA further increases the number of Indistinguishability Classes in phases 2 and 3. The percent ratio between the number of classes for which the last split occurred in phasc 2 or 3, with respect to the total number of classes, varies from one circuit to another, but is greater than 60% for the largest circuits.
Conclusions
Generation of a Test Set with acceptable diagnostic capabilities is a challenging task when the largest circuits are considered, as the Test Set should distinguish any non-equivalent couple of faults. The task is thus much heavier than the one of generating detection-oriented test patterns. In this paper GARDA, a diagnostic ATPG for large synchronous sequential circuits, has been described. Our approach is based on Genetic Algorithms, and is able to produce good results with acceptable CPU time and memory results. A prototypical implementation has been developed, and for the first time, a Test Set with significant diagnostic capabilities has been generated for the largest benchmark circuits.
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Circuit
# Indist. Classes GARDA 1 (CCCP92) S1196 S1238 S1488 1390 S1494 1396 S9234 S13207 S15850 S35932 S38417 S38584 
