It has previously been shown that subnets differ from global networks from which they are sampled for all but a very limited number of theoretical network models. These differences are of qualitative as well as quantitative nature, and the properties of subnets may be very different from the corresponding properties in the true, unobserved network. Here we propose a novel approach which allows us to infer aspects of the true network from incomplete network data in a multi-model inference framework. We develop the basic theoretical framework, including procedures for assessing confidence intervals of our estimates and evaluate the performance of this approach in simulation studies and against subnets drawn from the presently available PIN network data in Saccaromyces cerevisiae. We then illustrate the potential power of this new approach by estimating the number of interactions that will be detectable with present experimental approaches in sfour eukaryotic species, inlcuding humans. Encouragingly, where independent datasets are available we obtain consistent estimates from different partial protein interaction networks. We conclude with a discussion of the scope of this approaches and areas for further research.
Here we are concerned with developing a novel statistical approach that allows us to infer properties of the global network N from some subnetwork S. We assume that S is generated by picking a subset of the nodes in the true network and considering only the interactions among them (see below for details). It has previously been shown [31, 30, 16, 35, 19] that the properties of subnets can differ quite considerably from those of the true network. Such differences will, in fact, be of a qualitative nature [31, 35] for most types of networks, even when sampling of nodes is essentially uniform and random.
We would, of course, not expect that the structure of real networks is adequately described by any of the theoretical network models that have been developed in the literature [14, 34] . Burda et al. [9] have shown, however, that the notion of network ensembles can nevertheless provide a useful tool for the statistcial analysis of real network data. But even the network ensembles may not reasonably be expected to provide adequate descriptions of real biological networks such as PINs. Because of this model-selection and multi-model inference (MMI) provide a natural framework for the analysis of complex networks: model selection determines the information that different (non-nested) models can capture about the available data, and MMI averages the statistical estimates of predictions obtained from different models, weighted by their relative explanatory powers. The strength of MMI lies in the fact that even if the true model is not among the set of models it is posible to obtain reliable statistical estimates or predictions for parameters describing a stochastic process/system. Below we will give a brief introduction into model-selection and MMI. For the reasons outlined there we would expect that MMI offers a potential route towards predicting properties of the overall network, N , from the properties of subnet, S. This is particularly true for uncorrelated networks [18, 10] but can also be extended to correlated networks [4] . After introducing the new MMI approach we will evaluate its performance using simulated network and S.cerevisiae PIN data, before applying it to estimate the degree distributions of the global S.cerevisiae PIN as well as the sizes of PINs in a range of important model organisms. The manuscript concludes with a discussions of the scope and limitations of this approach in the analysis of complex biological networks.
Methods
We consider a complete network N = (V, E) where V is the set of N nodes in the network (i.e. N = |V|) and E is the set of M edges e ij with v i , v j ∈ V. In the simplest case we consider simple or Meier graphs [7] , where self-interactions e ij with i = j and multiple edges between pairs of nodes cannot occur (this poses no serious constraint and can be lifted). We denote the number of nodes with degree k (i.e. nodes which have k interaction partners) in the network by n(k).
The degree distribution and uncorrelated networks
The degree distribution Pr(k) defines the probability of observing a node in the network with degree k. For a given network we can define the empirical degree distribution
Below we will refer to Pr e (k) as the degree sequence of a network.
An uncorrelated random network is one where the probability of hitting a node with degree k when traveling along a random edge depends only on the degree distribution and k. This probability is then given by
In uncorrelated networks, as far as network structure is concerned, the degree sequence is a sufficient statistic for random graphs; i.e. the likelihood of any other network statistic (such as clustering coefficient or so-called motif spectra see [13] for definitions) depends only on the degree sequence and not on any further aspect of the data. This follows straightforwardly from the definition of uncorrelated networks [10] . Thus, to the extent that we are dealing with (approximately) uncorrelated, degree sequences or distributions are in fact very efficient summaries of the network data. Moreover, while it is possible to perform full likelihood analyses of models of network evolution [34] , composite likelihood approaches which use the degree sequence require less run-time and are easily implemented [28, 29] .
Model-Selection and Multi-Model Inference
We assume that we have a set of R probability models, Q = {Q 1 , Q 2 , . . . , Q R }, each of which is parameterized by a (potentially vector-valued) parameter θ i . Formal model selection approaches allow us to compare the explanatory power (in an information theoretic sense) given the observed data, D = {d 1 , d 2 , . . . , d n }, of these models (even if they are not nested and the standard likelihood ratio test is not applicable). Model-selection and multi-model inference are briefly reviewed here and discussed in detail in Burnham&Anderson [11] . An application to phylogenetic inferences is given in Strimmer and Rambaut [27] .
Maximum Likelhood Inference
For each model we calculate the likelihood [12] 
or, equivalently, the log-likelihood
in terms of some dataset
The maximum likelihood estimates of the parameters θ i which maximize the respective likelihood/log-likelihood are denoted byθ i . The corresponding (maximal) value of the log-likelihood is denoted by lk i .
Model Selection
Information criteria such as those due to Akaike or Schwartz assess the amount of information about the data that is apparently contained in the fitted model [1, 11] . The Akaike information criterion (AIC) chooses the model that minimizes the so-called Kullback-Leibler (K-L) distance 1 ; it is defined by
where ν i is the number of parameters describing probability model Q i (i.e. ν i = dim(θ i )). Thus the AIC explicitly biases against more complicated models (i.e. those with more parameters) unless they capture more information about the data, as measured by the log-likelihood.
In order to compare the different models we denote the AICof the model with the minimal AIC by AIC min . For each model Q i the difference between its AIC i and the minimum
is then used to determine the relative likelihood of model i, Q i , given all the other models. This is given by
and accounts for the different numbers of parameters the models may contain. These relative likelihoods then, in turn, define the Akaike weights, ω i , for each model, M i ,
The correct interpretation for the ω i uses them as relative weights or probabilities, for a model to be true given all the other models in a set of models. Note that when the set Q is augmented we have to update the Akaike weights of all other models as well. Akaike weights refer only to a given configuration of probability models. In previous studies we have shown, that the Akaike model selection formalism always chooses a single model as the clearly best model (generally the stretched exponential or log-normal model; never, however, the pure scale-free model [28, 29] ).
Multi-model inference
It is important to keep in mind, that complex biological data will have been generated by a process much more involved and intricate than any of the models we can typically study. Good theoretical models are -necessarily and by design -oversimplified representations of real processes. Thus the "real" model is not among our set of models, Q. Model selection may help us to identify which model explains the data best in an information theoretic sense, and MMI will draw inferences from a weighted average over predictions made under the different candidate models. Interestingly, if the true model is among the candidate models then the MMI estimator will have smaller variance than the corresponding estimator for the true model.
Equally, estimates and predictions have been shown to have very good statistical properties when the true model is not among the candidate models [27] .
When one of the Akaike weigths ω i 0.9 one often restricts inferences to this model (we need to remember, however, that it is not the correct model for the type of data we will generally be looking at). But when none of the models has a very high Akaike weight, we can average those parameters that are shared by different models, or predictors derived from the models in a straightforward manner. Let ǫ be the predicted value of some property of a system described by the models (below we will use the size of a network that is to be "predicted" from incomplete network data). Letǫ i be the predicted value from model i. Then the model-averaged predictor, ǫ, is given byǫ
Thus the estimate/prediction for ǫ resulting from each model is weighted by the model's Akaike weight. The variability of the estimator/predictor given by Eqn. (9) can be estimated by bootstrapping the data to obtain bootstrap values for ω i andǫ i .
Incomplete network data
We have previously studied the effects of unbiased and biased sampling from networks [28, 29] and generalize some of these results here. If the degree distribution of the network is given by Pr N , and the probability for sampling a node is p, then the degree distribution of the resulting random subnet resulting for the subgraph induced by the sampled nodes is given by
With p the probability of sampling a node we can straightforwardly determine the probability of sampling an edge asπ = p 2 .
This can be straightforwardly generalized to non-random sampling. Assume that protein i is chosen with probability p(i) with 0 ≤ p ≤ 1 for all nodes i ∈ V. In well defined limits we can make a mean-field approximation where
and
is the average probability of picking a node (note that we can naturally also calculate higher moments to obtain corrections around the mean-field limit; this way we can, for example, recover behaviour such as the percolation transition as p decreases). Obviously we also have Given p(i) and p(j) the probability of including e ij is given by
in agreement with Eqn. (11) .Strictly speaking edges are not inherited independently but it is possible to show that given M S and ρ an unbiased estimator for the number of edges in the full network,M is given byM
The properties of the estimator given by Eqn. (16) have been studied extensively [32] and have been shown to be remarkably accurate for simulated and real-datasets. Moreover, independent datasets for the same species result in similar estimates for M. Below we will derive estimators of properties of N from the subnet S using multi-model inference; in particular we will compare these with predictions based on Eqn. (16) .
This approach also allows us to study other properties of incomplete network data. For example, we may calculate the expected overlap between different datasets: the fraction of edges shared among two subnets S 1 and S 2 is simply given by ρ
where ρ i is given by Eqn. (14) for subnet S i . We can also superimpose noise (i.e. false positive and false negative interactions) onto the sampling process.
Inference of network properties from partial network data
By combining MMI with the results obtained above relating complete to partial network data, we can make predictions about structural properties of the complete but unobserved network. We can combine Eqns. (10) and (4) to obtain the log-likelihood for a model that describes the degree distribution of the true network and obtain
where n k is the number of nodes in the subnet with degree k and k max is the maximum degree in the subnet. Note that only for very special choices of Pr N (l|θ i ) will it be possible to evalue the inner sum in Eqn. (17) in closed form; generally we have to sum it up numerically.
When calculating the Akaike weigths it is important to keep in mind that the sampling fraction is an additional parameter and ν i is incremeneted by one for all models. To apply Eqn. (17) we replace p by the estimatep
For each model we thus obtain an estimate for the parameters θ i that describe the degree distribution of the true network (rather than the subnet on which all previous efforts have concentrated). The model averaged estimate for the degree distributionf (k) is thus given bŷ f (k) is, of course, a degree distribution and we have, e.g.
An approximate assessment of the variation in the estimator (19) can be obtained by bootstrapping the nodes directly, to obtain a bootstrap replicate for the empirical degree distribution in the subnet Pr * S (k). We thus get a standard error forf (k) for each value of k. In the present treatment these are approximately independent. For sufficiently large networks (those with several hundred or more nodes) this does not appear to matter very much.
One quantity we are particularly interested in is the size of the interactome. The number of edges in a network with N nodes and degree sequence Pr(k)is given by
Here we will estimate the total number of edges in the whole network,M , directly from Eqn.
This can be compared with the non-parametric estimatê
The estimator (23) does not depend on the degree distribution in the true network and is a good estimator for data-sets that where generated by a systematic, un-biased experimental process. 2 Bias of a sample refers to whether or not the subnet induced by the sampled nodes has systematically different properties from subnets that are induced by randomly selected nodes. In this respect "bias" for biological networks is only likely to result for extremely severe ascertainment bias. This may for example occur if baits and preys are chosen for proteins which are a priori known to be involved in the same process or the same cellular compartment. For large data-sets or high-throughput experiments this is extremely unlikely. The probability models Q i (θ i ) can be chosen relatively freely: we are not per se interested in which model describes the data best but in predicting properties of N and each model may give some insight. In the particular instance of biological networks, however, it makes sense to limit the models for the degree sequence to those which have slowly decaying ("fat") tails and in addition to the power-law distribution we will use stretched exponentials and log-normal distribution. It is also possible to consider mechanistic models such as the popular duplicationattachement models [34] . In general, model selection and MMI work best, however, for a moderate number of well suited models tends to perform best.
Here we consider networks which are uncorrelated; given present data-sets this is justified. This condition can be relaxed and it is possible to incorporate correlated network ensembles should that be of importance.
Assessing the power of MMI from incomplete networks
In order to assess the power of MMI in the context of protein interaction networks we have assessed the power of this approach in three ways: 1. simulated data under a model not among the candidate models.
2. simulated data under a model which is among the candidate models.
3. random subnets generated from the presently available S.cerevisiae PIN data.
In each case we seek to infer the degree distribution and the total number of interactions in the complete dataset. Good performance was found in each case but here we focus on results obtained from the third approach.
In figure 1 we show the estimates for the degree distribution resulting from taking subnets of the present yeast PIN in the database of interacting proteins (http://dip.doe-mbi.ucla. edu) with 200, 400, 1000 and 2000 nodes, respectively; the true network contains interactions among 4773 proteins. These were generated by picking N S nodes and looking at the induced subgraph; this was then used to fit each of the five probability models to the data and then averaging the degree distribution across models weighted by their respective Akaike weights.
We find that even for a network containing approximately 4% of the nodes (and hence ≈ 1.6% of the interactions, the estimated shape of the degree distributions offers a reasonable description of the degree distribution of the true network. We then compared the performance of the model-averaged estimate for the degree distribution with the maximum-likelihood powerlaw fit to the degree distribution of the "complete network". Even for N S the relative information captured by the model-averaged estimate obtained from the incomplete data is at least two orders of magnitude more than that of a powerlaw model fitted to the complete model. This is a very encouraging result. A further observation already apparent from figure 1 is that the variance of the estimate decreases as the fraction of sampled nodes increases. For smaller subnets it is therefore advisable to use variance-reduction techniques such as bagging (bootstrap aggregation) [8] . This is further shown in figure 2 where we show the bagged estimate in the left panel and box-plots of the Akaike weights in the right panel. For small sampling fractions we observe that several of the candidate models have appreciable weight, ω i 1%. As the sampling fraction increases (for example from N S = 1000 and 2000 in figure 1 ) we observe that only one large Akaike weight is typically observed ω i 99%. For yeast this is typically either the log-normal or stretched exponential probability model. This may be a shortcoming and signal the inability of these probability models to describe degree distributions of real networks adequately.
Application to yeast and human PIN data
There are sufficient PIN data for four eukaryotic species: H.sapiens, D.melanogaster, C.elegans and S.cerevisiae. Here we focus on human and yeast PIN data and these cover approximately 6% (H.sapiens) to 85% (S.cerevisiae) of the protein coding genes. In figure 3 we show the degree distributions resulting from the DIP dataset in yeast and three largely independent human datasets for humans. In yeast we observe that the estimated degree distribution of the complete interactome describes the present dataset very well (also compared to previous studies [28, 29] ) reflecting earlier findings that for sufficiently large subnets there are only negligible differences between the degree distribution of the true network and the subnet.
In the right part of figure 3 we find that different human PIN datasets yield different estimates for the degree distributions: while there is good agreement between the DIP dataset and the data of Stelzl et al. [26] , the data of Rual et al. [24] has a smaller mode. Such differences can be due to a number of factors which include details of the experimental design, choice of proteins to be tested for interactions, and the error rate inherent to high-throughput approaches to proteinprotein interaction analysis [2] . An additional factor becomes apparent from our simulation studies which clearly indicate the importance of so-called orphan nodes [31] , i.e. nodes which in the subnet have degree 0 but finite degree in the whole network. Their frequency in the subnet (which can be very high for fat-tailed degree distributions) also contains information about the structure of the network, which is lost when only connected nodes are reported. This will give rise to a decrease in Pr S (k) at small degrees k 10 and may be partly responsible for the disagreement between the datasets observed here.
Estimates of the total number of interactions in the global S.cerevisiae and human PINs agree well with those obtained from the estimator (23) of ≈ 30, 000 and ≈ 700, 000, respectively. The present approach has, however, the advantage to provide realistic estimates of degree distribution and can be used to infer other properties of the network [20] as long as the true network is reasonably well described in terms of an ensemble of uncorrelated networks.
Conclusion
Above we have shown that MMI can be employed in order to make predictions about biological networks from present incomplete datasets. We have demonstrated the use of MMI using simulated datasets. In particular for uncorrelated networks such approaches offer a very promising path towards better understanding of networks, their global structure and organization, and their biological properties.
It is well known (see e.g. [11] ) that MMI can offer a robust statistical approach to estimation and prediction even if the true model is not among the candidate models [27] (we have found this to be the case in simulations leaving out one of the models in table 1); the excellent fit of the MMI estimates to the degree distribution in figure 1 is an excellent illustration of the power of MMI.
All the models in table 1 are purely phenomenological; only for the power-law distribution is it possible to come up with a mechanistic model of growing networks which will ultimately give rise to a powerlaw degree distribution [3, 22, 15] . There are, however, a number of models which give rise to more realistic network ensembles such as duplication-attachment (DA) [34] , duplication divergence [5] and multi-fractal models [14] . It is in principle possible to use such models in an MMI framework. Wiuf et al. [34] have shown that it is possible to fit DA models to network data, using the whole data and not just the degree distribution. The strength of MMI based on the degree distribution is largely in terms of computational speed and the ability to deal with noise and incomplete data (computational burdens on full likelihood treatments would be enormous). For uncorrelated networks it is furthermore possible to express many other properties of the networks in terms of the degree distribution. For the, intrinsically more interesting and realistic correlated networks [4, 21] it is possible to adapt the current approach and gain more realistic descriptions of network data in a statistical framework.
There are a number of obvious and important extensions of the present approach. Perhaps the two most pressing extensions are: • More realistic (and perhaps mechanistic) probability models can be included in the MMI analysis of incomplete network data.
• In reality the sampling process is more complicated and depends also on the experimental set-up. This can be included and can be combined with an explicit probability model for false-positive and false-negative results. Prior information about error rates can be straightforwardly included in a more generalized approach.
From a practical perspective it may eventually also become more convenient to adopt a Bayesian model-selection perspective [17] which will allow a more flexible and consistent treatment of many models. In a hierarchical approach it will furthermore be possible to incorporate the effects of noise consistently. Finally, there has been recent progress in the analysis of correlated random networks [23, 21, 6] , and in order to make these processes more relevant for the analysis of biological networks, we have to expand the present approach to deal with properties other than the degree distribution (e.g. the degree-degree distribution [4] will be a natural quantity).
Overall, our results suggest, that it is possible to predict aspects of complex biological networks from present incomplete datasets (R routines for MMI from network data are available from MPHS on request). MMI applied to e.g. protein interaction networks can generate testable hypothesies about biological systems, their organization and complexity. Using more realistic and mechanistic models of network evolution [34, 5] combined with MMI as described here may also provide us with insights into the evolutionary history and functional organization of biological networks. Quite generally, MMI can be used to predict properties of networks from partial data. For uncorrelated networks, where the degree sequence is statistically sufficient, this is particularly straightforward. In fitting data to networks we can however, also condition on other aspects of the data such as degree-degree correlations and/or the observed molular architecture of biological networks using suitable Importance sampling or Markov Chain formalisms [33] .
