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ABSTRACT
This paper examines the possibility of, and the possible advan-
tages to learning the filters of convolutional neural networks
(CNNs) for image analysis in the wavelet domain. We are stim-
ulated by both Mallat’s scattering transform [14] and the idea
of filtering in the Fourier domain. It is important to explore
new spaces in which to learn, as these may provide inherent
advantages that are not available in the pixel space. However,
the scattering transform is limited by its inability to learn in
between scattering orders, and any Fourier domain filtering is
limited by the large number of filter parameters needed to get
localized filters. Instead we consider filtering in the wavelet
domain with learnable filters. The wavelet space allows us
to have local, smooth filters with far fewer parameters, and
learnability can give us flexibility.
We present a novel layer which takes CNN activations into
the wavelet space, learns parameters and returns to the pixel
space. This allows it to be easily dropped in to any neural
network without affecting the structure. As part of this work,
we show how to pass gradients through a multirate system and
give preliminary results.
Index Terms— CNN, Wavelet, DTCWT, backpropagation
1. INTRODUCTION
Using wavelet based methods with deep learning is nascent but
not novel. Wavelets have been applied to texture classification
[5, 18], super-resolution [6] and for adding detail back into
dense pixel-wise segmentation tasks [13]. One exciting piece
of work built on wavelets is the Scattering Transform [14],
which has been used as a feature extractor for learning, firstly
with simple classifiers [1, 19], and later as a front end to hybrid
deep learning tasks[15, 20]. Despite their power and simplicity,
scattering features are fixed and are visibly different to regular
CNN features [3] - their nice invariance properties come at
the cost of flexibility, as there is no ability to learn in between
scattering layers.
For this reason, we have been investigating a slightly dif-
ferent approach, more similar to the Fourier based work in [16]
in which Rippel et. al. investigate parameterization of filters in
the Fourier domain. In the forward pass, they take the inverse
DFT of their filter, and then apply normal pixel-wise convolu-
tion. We wish to extend this by not only parameterizing filters
in the wavelet domain, but by performing the convolution there
as well (i.e., also taking the activations into the wavelet do-
main). After processing is done, we can return to the pixel
domain. Doing these forward and inverse transforms has two
significant advantages: i) the layers can easily replace standard
convolutional layers if they accept and return the same format;
ii) we can learn both in the wavelet and pixel space.
As neural network training involves presenting thousands
of training samples, we want our layer to be fast. To achieve
this we would ideally choose to use a critically sampled filter
bank implementation. The fast 2-D Discrete Wavelet Trans-
form (DWT) is a possible option, but it has two drawbacks: it
has poor directional selectivity and any alteration of wavelet
coefficients will cause the aliasing cancelling properties of the
reconstructed signal to disappear. Instead we choose to use
the Dual-Tree Complex Wavelet Transform (DTCWT) [17]
as at the expense of limited redundancy (4:1), it enables us
to have better directional selectivity, and allows us to modify
the wavelet coefficients and still have minimal aliasing terms
when we reconstruct [9].
Section 2 of the paper describes the implementation details
of our design, and section 3 describes the experiments and
results we have done so far.
2. METHOD
In a standard convolutional layer, an input with C channels,
H rows and W columns is X ∈ RC×H×W , which is then
convolved with F filters of spatial size K - w ∈ RF×C×K×K ,
giving Y ∈ RF×H×W . In many systems like [11, 7], the
first layer is typically a selection of bandpass filters, select-
ing edges with different orientations and center frequencies.
In the wavelet space this would be trivial - take a decompo-
sition of each input channel and keep individual subbands
(or equivalently, attenuate other bands), then take the inverse
wavelet transform. Figure 1 shows the frequency space for the
DTCWT and makes it clearer as to how this could be done
practically for a two scale transform. To attenuate all but say
the 15◦ band at the first scale for the first input channel, we
would need to have 13C gains for the 13 subbands and C input
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Fig. 1: (a) Contour plots at -1dB and -3dB showing the support in the Fourier domain of the 6 subbands of the DTCWT at
scales 1 and 2 and the scale 2 lowpass. These are the product P (z)Q(z) from Equation 1.(b) The pixel domain impulse responses
for the second scale wavelets. (c) Example impulses of our layer when g1, and glp are 0 and g2 ∈ C6×1×1, with each real and
imaginary element drawn from N (0, 1). I.e., only information in the 6 subbands with pi4 < |w1|, |w2|< pi2 from (a) is passed
through.
channels, 13C − 1 of which would be zero and the remaining
coefficient one.
Instead of explicitly setting the gains, we can randomly
initialize them and use backpropagation to learn what they
should be. This gives us the power to learn more complex
shapes rather than simple edges, as we can mix the regions of
the frequency space per input channel in an arbitrary way.
2.1. Memory Cost
Again considering a two scale transform — instead of learning
w ∈ RF×C×K×K we learn complex gains at the two scales,
and a real gain for the real lowpass:{
g1 ∈ CF×C×6×1×1, g2 ∈ CF×C×6×1×1, glp ∈ RF×C×1×1
}
We have set the spatial dimension to be 1 × 1 to show that
this gain is identical to a 1× 1 convolution over the complex
wavelet coefficients. If we wish, we can learn larger spatial
sizes to have more complex attenuation/magnification of the
subbands. We also can use more/fewer than 2 wavelet scales.
At first glance, we have increased our parameterization by a
factor of 25 (13 subbands, of which all but the lowpass are
complex), but each one of these gains affects a large spatial
size. For the first scale, the effective size is about 5× 5 pixels,
for the second scale it is about 15× 15.
2.2. Computational Cost
A standard convolutional layer needs K2F multiplies per in-
put pixel (of which there are C × H ×W ). In comparison,
the wavelet gain method does a set number of operations per
pixel for the forward and inverse transforms, and then applies
gains on subsampled activations. For a 2 level DTCWT the
transform overhead is about 60 multiplies for both the forward
and inverse transform. It is important to note that unlike the fil-
tering operation, this does not scale with F . The learned gains
in each subband do scale with the number of output channels,
but can have smaller spatial size (as they have larger effective
sizes) as well as having fewer pixels to operate on (because
of the decimation). The end result is that as F and C grow,
the overhead of the C forward and F inverse transforms is
outweighed by cost of FC mixing processes, which should in
turn be significantly less than the cost of FC K ×K standard
convolutions for equivalent spatial sizes.
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Fig. 2: (a) Forward and (b) backward pass of our system, based on Figure 4 in [9]. Ignoring the G gains, the top and bottom
paths (through A,C and B,D respectively) make up the the real and imaginary parts for one subband of the dual tree system.
Combined, A + jB and C − jD make the complex filters necessary to have support on one side of the Fourier domain (see
Figure 1). Adding in the complex gain Gr + jGi, we can now attenuate/shape the impulse response in each of the subbands. To
allow for learning, we need backpropagation. The bottom diagram indicates how to pass gradients ∆Y (z) through the layer.
Note that upsampling has become downsampling, and convolution has become convolution with the time reverse of the filter
(represented by z−1 terms).
2.3. Examples
Figure 1c show example impulse responses of our layer. These
impulses were generated by randomly initializing both the
real and imaginary parts of g2 ∈ C6×1×1 from N (0, 1) and
g1, glp are set to 0. I.e. each shape has 12 random variables.
It is good to see that there is still a large degree of variability
between shapes. Our experiments have shown that the dis-
tribution of the normalized cross-correlation between 512 of
such randomly generated shapes matches the distribution for
random vectors with roughly 11.5 degrees of freedom.
2.4. Forward propagation
Figure 2 shows the block diagram using Z-transforms for a
single band of our system (it is based on Figure 4 in [9]). To
keep things simple for the rest of section 2 the figure shown
is for a 1-D system; it is relatively straightforward to extend
this to 2-D[17]. The complex analysis filter (taking us into
the wavelet domain) is P (z) = 12 (A(z) + jB(z)) and the
complex synthesis filter (returning us to the pixel domain)
is Q(z) = 12 (C(z)− jD(z)) where A,B,C,D are real. If
G(z) = Gr(z) + jGi(z) = 1 then the end-to-end transfer
function is (from section 4 of [9]):
Y (z)
X(z)
=
2
M
(P (z)Q(z) + P ∗(z)Q∗(z)) (1)
where P,Q have support only in the top half of the Fourier
plane and P ∗, Q∗ are P and Q reflected in the horizontal fre-
quency axis. Examples of P (z)Q(z) for different subbands of
a 2-D DTCWT have spectra shown in Figure 1a, P ∗(z)Q∗(z)
make up the missing half of the frequency space.
Modifying this from the standard wavelet equations by adding
the subband gains Gr(z) and Gi(z), the transfer function be-
comes:
Y (z)
X(z)
=
2
M
[Gr(z
M ) (P (z)Q(z) + P ∗(z)Q∗(z)) +
jGi(z
M ) (P (z)Q(z)− P ∗(z)Q∗(z))] (2)
2.5. Backpropagation
We start with the commonly known property that for a con-
volutional block, the gradient with respect to the input is the
gradient with respect to the output convolved with the time
reverse of the filter. More formally, if Y (z) = H(z)X(z):
∆X(z) = H(z−1)∆Y (z) (3)
where H(z−1) is the Z-transform of the time/space reverse of
H(z), ∆Y (z) , ∂L∂Y (z) is the gradient of the loss with respect
to the output, and ∆X(z) , ∂L∂X (z) is the gradient of the loss
with respect to the input. If H were complex, the first term in
Table 1: Comparison of LeNet with standard convolution to our proposed method which learns in the wavelet space (WaveLenet)
on CIFAR-10 and CIFAR-100. Values reported are the average top-1 accuracy (%) rates for different train set sizes over 5 runs.
Train set size 1000 2000 5000 10000 20000 50000
CIFAR-10
LeNet 48.5 52.4 59.5 65.0 69.5 73.3
WaveLeNet 47.3 52.1 58.7 63.8 68.0 72.4
CIFAR-100
LeNet 11.1 15.8 23.1 29.5 34.4 41.1
WaveLeNet 11.1 15.4 23.2 28.4 33.9 39.6
Equation 3 would be H¯(1/z¯), but as each individual block in
the DTCWT is purely real, we can use the simpler form.
Assume we already have access to the quantity ∆Y (z)
(this is the input to the backwards pass). Figure 2b illustrates
the backpropagation procedure. An interesting result is that the
backwards pass of an inverse wavelet transform is equivalent to
doing a forward wavelet transform.1 Similarly, the backwards
pass of the forward transform is equivalent to doing the inverse
transform. The weight update gradients are then calculated by
finding ∆W (z) = DTCWT {∆Y (z)} and then convolving
with the time reverse of the saved wavelet coefficients from
the forward pass - V (z).
∆Gr(z) = ∆Wr(z)Vr(z
−1) + ∆Wi(z)Vi(z−1) (4)
∆Gi(z) = −∆Wr(z)Vi(z−1) + ∆Wi(z)Vr(z−1) (5)
Unsurprisingly, the passthrough gradients have similar form
to Equation 2:
∆X(z) =
2∆Y (z)
M
[
Gr(z
−M ) (PQ + P ∗Q∗) +
jGi(z
−M ) (PQ− P ∗Q∗)] (6)
where we have dropped the z terms onP (z), Q(z), P ∗(z), Q∗(z)
for brevity.
Note that we only need to evaluate equations 4,5,6 over
the support of G(z) i.e., if it is a single number we only need
to calculate ∆G(z)|z=0.
3. EXPERIMENTS AND PRELIMINARY RESULTS
To examine the effectiveness of our convolutional layer, we
do a simple experiment on CIFAR-10 and CIFAR-100. For
simplicity, we compare the performance using a simple yet
relatively effective convolutional architecture - LeNet [12].
LeNet has 2 convolutional layers of spatial size 5× 5 followed
by 2 fully connected layers and a softmax final layer. We swap
both these convolutional layers out for two of our proposed
wavelet gain layers (keeping the ReLU between them). As
CIFAR has very small spatial size, we only take a single scale
1As shown in Figure 2b, the analysis and synthesis filters have to be
swapped and time reversed. For orthogonal wavelet transforms, the synthesis
filters are already the time reverse of the analysis filters, so no change has to
be done. The q-shift filters of the DTCWT [10] have this property.
DTCWT . Therefore each gain layer has 6 complex gains
for the 6 subbands, and a 3 × 3 real gain for the lowpass (a
total of 21C parameters vs 25C for the original system). We
train both networks for 200 epochs with Adam [8] optimizer
with a constant learning rate of 10−3 and a weight decay
of 10−5. The code is available at [2]. Table 1 shows the
mean of the validation set accuracies for 5 runs. The different
columns represent undersampled training set sizes (with 50000
being the full training set). When undersampling, we keep the
samples per class constant. We see our system perform only
very slightly worse than the standard convolutional layer.
4. CONCLUSION AND FUTUREWORK
In this work we have presented the novel idea of learning
filters by taking activations into the wavelet domain, learning
mixing coefficients and then returning to the pixel space. This
work is done as a preliminary step; we ultimately hope that
learning in both the wavelet and pixel space will have many
advantages, but as yet it has not been explored. We have
considered the possible challenges this proposes and described
how a multirate system can learn through backpropagation.
Our experiments so far have been promising. We have
shown that our layer can learn in an end-to-end system, achiev-
ing very near similar accuracies on CIFAR-10 and CIFAR-100
to the same system with convolutional layers instead. This is a
good start and shows the plausibility of such an idea, but we
need to search for how to improve these layers if they are to be
useful. It will be interesting to see how well we can learn on
datasets with larger images - our proposed method naturally
learns large kernels, so should scale well with the image size.
In our experiments so far, we only briefly go into the
wavelet domain before coming back to the pixel domain to
do ReLU nonlinearities, however we plan to explore using
nonlinearities in the wavelet domain, such as soft-shrinkage to
denoise/sparsify the coefficients [4]. We feel there are strong
links between ReLU non-linearities and denoising/sparsity
ideas, and that there may well be useful performance gains
from mixing real pixel-domain non-linearities with complex
wavelet-domain shrinkage functions. Thus we present these
ideas here as a starting point for a novel and exciting avenue
of deep network research.
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