Data Integration by Means of Object Identification in Information Systems by Neiling, Mattis & Lenz, Hans-Joachim
Association for Information Systems
AIS Electronic Library (AISeL)
ECIS 2000 Proceedings European Conference on Information Systems(ECIS)
2000
Data Integration by Means of Object Identification
in Information Systems
Mattis Neiling
Free University of Berlin, mneilling@wiwiss.fu-berlin.de
Hans-Joachim Lenz
Free University of Berlin, hjlenz@wiwiss.fu-berlin.de
Follow this and additional works at: http://aisel.aisnet.org/ecis2000
This material is brought to you by the European Conference on Information Systems (ECIS) at AIS Electronic Library (AISeL). It has been accepted
for inclusion in ECIS 2000 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact
elibrary@aisnet.org.
Recommended Citation
Neiling, Mattis and Lenz, Hans-Joachim, "Data Integration by Means of Object Identification in Information Systems" (2000). ECIS
2000 Proceedings. 69.
http://aisel.aisnet.org/ecis2000/69
Data Integration by means of Object Identification in 
Information Systems. 
Mat tis Neiling , Hans- Joachim Lenz 
Free University of Berlin, Department of Economics 
Institute of Applied Computer Science 
Germany, D-14195 Berlin, Garystr. 21 
{mneilinglhjlenz}@wiwiss.fu-berlin.de 
Abstract- Data integration is an important topic in the 
information age. Although structural aspects are widely 
investigated, there is a lack of research on semantic discrep- 
ancies between data sources. 
Data integration should be able to handle input errors 
such as erroneous data and misspellings. Also problems like 
domain and data type mismatch, of missing values and du- 
plicated records need investigation. Object identification is 
essential for the task of integration, especially if keys are ab- 
sent or incorrect. This approach utilizes properties, which 
can be derived from the data sources used for identification 
- the derivable attributes. Two sources given, the values of 
the derivable attributes of pairs of records are compared and 
classified. A random sample of pairs is used for detecting 
similarities, rules or classification criteria. Different Statis- 
tical or Data Mining Techniques can be applied to classify 
pairs of records from two sources in order to link them or 
not. 
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Jetxt wiichst xusammen, 
was zusammengehkt! 
Willy Brandt’ 
I. INTRODUCTION 
There are not fault-free data! It is a truism, that data 
from several sources are erroneous, because faults can creep 
in everywhere at data entry and processing. 
Data integration should be able to handle domain and 
data type mismatches and input errors such as corrupted 
data and misspellings. Further problems are given by miss- 
ing values and duplicates. 
It is necessary for data integration, to solve the semantic 
heterogeneity of different sources. Which kind of hetero- 
geneties are of interest here? 
l At first, the task of data integration should resolve se- 
mantic conflicts like homonyms and synonyms. 
l At second, even if the meaning of an attribute is well 
known, data value conflicts can occur (value discrepan- 
cies). Entries of attributes refering to the same object may 
vary slightly. 
l At third, the identification of records can fail, some- 
times it is difficult to decide with ‘yes’ or ‘no’ whether two 
records belong to the same real-world entity. 
Part of this research was supported by the Berlin-Brandenburg 
Graduate School in Distributed Information Systems (DFG grant no. 
GRK 316) 
‘Willy Brandt s o y h rtl after the opening of the berlin wall; 
translation: At this time grows together, what belongs together! 
While the first and second aspects of semantic hetero- 
geneities is well treated, 2 there is a lack of research on the 
third, the identification problem. This article shows a way 
to solve this problem. 
Example I. The internet is an open information system. 
A huge amount of data is available from autonomous and 
partially overlapping sources. To discover object references 
from such sources it is necessary to identify the objects. 
Assume that we want to get an integrated view on firms 
from published stock exchange rates, from brokers, from 
marketing data of market analysts, and from ticker and 
news of press databases. One question arises: Does a single 
record correspond or relate to an other record or not, and 
do they refer to the same company? 
Goal. Assume that there exist at least two data sources, 
which contain (semi-) structured data on the same entity 
type. Integrate data that belong to identical entities! 
A two-step procedure is used to solve this integration 
problem. We use attributes, which can be derived from 
both data sources - called derivabEe attributes. Given two 
sources, the values of the derivable attributes are compared 
and pairs of records are classified accordingly into the sub- 
classes ‘linked’ or ‘not linked’. A random sample of pairs 
is used to induce similarities, rules or classification criteria. 
Various statistical or data mining techniques may be used. 
In the next section we present a general framework. Sec- 
tion III shows, that quite different algorithms can be ap- 
plied to classify pairs of records into distinct categories. 
The implementation is shortly described in section IV. In 
section V the method is applied to an example - the li- 
brary catalogue. We conclude with an outlook on open 
questions and further research activities. 
II. GENERAL FRAMEWORK 
Let U be an universe of distinct real world objects (e.g. 
people, books or companies). There are data sources A 
and B over U with attribute sets X and Y, respectively. A 
record or item from data source A or B is written a E A, 
b E B. 
The domain of possible values of attribute e is denoted 
by +I or D,; for an attribute set E = {ei, . . . , e,} the 
domain DE is defined as the cross product of the single 
domains D,. a’ 
2C-f- PI > PI 7 PI > PI > 1517 PI 7 [717 and [81 
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Fig. 1. Classification methods on a comparison space R C R Ic. At a learning sample of pairs of records a classification is induced. The stars 
(*) are comparison values for pairs of identical elements, and the circles (0) comparison values of different elements. 
Definition 1 (DERIVABLE ATTRIBUTE). An attribute e 
with domain 27, is derivable from an attribute set X writ- 
ten X k e iff 
3 hx : vx + De, 
nnd hx is surjective. hx is called conversion function. 
Now assume, that conversion mappings h exist, which 
map the domains X and Y to the same domain 2)~. More 
formally (for X) : 
hx: 2)X -+Z& hx := (hxl,...,hxd)T, 7 7 
where the vector hx consists of the component conversion 
functions hx,i : DX + Z&., with E = {er,. . . ,e,}. 2 
Definition 2 (COMPARISON FUNCTION). Let E be a set 
of d attributes both derivable from X and Y with hx, hy . 
Then a comparison function f  is a mapping 
f : DE x DE + R c IlEt”, f&b’) = f(hx(a),hy(b)) 
of (the transformed values of) elements a E A and b E B 
to the comparison space R c 1R”, where 1 < k < d. - - 
If any type of context information is used for conversion 
or comparison purposes, the functions h or f  are said to be 
parameterized by this context. 
Fig. 2. Two-step object identification. 
Fig. 2 shows the approach. The values of the attributes 
X of A and Y of B are converted to the derivable attributes 
E by use of hx,hy. After converting comparison is per- 
formed on E (by use of f). The final classification of records 
will be done on R, which is the range of f. 
Definition 3 (CLASSIFICATION). A classification rule on 
a finite dimensional space V is given by a decision function 
s : v  + {1,2,. . .) max}, which returns for v E V the index 
j = S(v) of a class cj. 
From the definitions 1 - 3 it follows 
Proposition 1. Given hx, hy and f  as defined above, 
each classification on R is a classification of A x B, too. 
Proof: Each point rO E R represents pairs (a, b) E 
A x B, which fall into the same equivalence class under 
comparison. These are all pairs with comparison value 
TO = f(hx(a),hy(b)). Thus each classification on R is 
a classification on A x B. 
III. METHODS FOR CLASSIFICATION 
Different algorithms could be applied for the classifica- 
tion of pairs of elements. We assume, that in general su- 
pervised learning is used to classify pairs of records. The 
problem is the following 
Goal. Induce classification criteria defined on a ji- 
nite dimensional comparison space R from a given learning 
sample from A x B. 
The criteria can be based on rules of decision trees, the 
likelihood ratio test in the record linkage approach or based 
on other methods like clustering algorithms (single link- 
age, nearest neighbour, etc.), association rules or neural 
networks (four methods are shown in fig. l).” 
A. Record Linkage 
Since more than twenty years the Record Linkage 
method is used, c.f. [lo] and [ll]. The method was origi- 
nated by Fellegi and Sunter [12]. 
3For a camp arison of classification techniques compare [9]. 
For Record Linkage A function y  : A x B + R C 
IN’“; (R( < 00, is to be defined, where ( . ( denotes the car- 
dinality. In our notation, y  is the composition of hx, hy 
and f, given by $a$) := f(hx(a),hy(b)). Two learning 
samples are chosen from A x B at random. The first sam- 
ple &! contains matched pairs, where the elements refer to 
the same entity, the second sample N contains not matched 
pairs only. 
Assuming a multinomial distribution, the conditional 
probabilities P(y I M) and P(y I N) can be estimated. 
With this probabilities we define the Likelihood Ratio X: 
P(Y I MI 
x = x(Y) := qy 1 N) l (1) 
This ratio indicates, whether a pair with y  := ~(a, b) is 
matched or not:4 
l X < 1: A pair with this value is probably not matched 
0 X > 1: The probability, that such a pair is a matched 
one, is higher than the opposite probability 
For X = 1 we get a third class for undecided cases. 
The classes are defined as follows: cl = Link, cz= Possible 
Link and cs- Nonlink. Lower and upper bounds Xl, X, : 
0 < Xl < 1 < X, are computed from the learning sets, too 
WI, [141). A 1 c assification rule is given by the decision 
function 6 : R -+ {1,2,3}: 
w .- .- 
1 
1: x > A,, 
2: Xl < x < A,, (2) 
3: x iii&- 
IV. IMPLEMENTATION 
A. Architecture 
Using the three-layer Mediator-Wrapper architecture for 
data integration [15], object identification can be realized 
as an additional component: the Identijicator. It can be 
considered as an specific Mediator, only used for identifi- 
cation (compare figure 3) .5 
The input of the Identificator are the (mediated) records 
of the data sources A and B, added with local ID’s 
for further processing. The output will be a relation 
LINK (ID-of A, ID-of-B) , known as same-relation, contain- 
ing those local ID’s of records from A and B, which were 
classified to the class ‘Link’, corresponding to the same 
object. 
The Identificator itself has a three-layer architecture, 
too: The data from the sources A and B is pipelined 
through the components Conversion, Comparison and 
Classification, as shown in figure 3. The functions used 
for identification (hx, hy , f and S) are implemented in the 
components, respectively. 
B. Learning a classification 
For learning a (new) classification, the conversion 
and comparison functions are to be computed for 
41.e. a (two- sided) simple likelihood-ratio test, c.f. [13, p.4101. 
51n [16] a sim iliar architecture is used realizing a mediated view on 
rent-a-car services (the identification is proposed bv exact matching). 
I  ’ I  
I I 
I  
Data Sources A, B, . . . 
Fig. 3. The architecture for object identification 
a preclassified sample, providing a relation with the 
comparison values for pairs of records as output: 
COMPARISON(ID-of-A, ID-of _B,att-1, . . . ,att.-k,SAME). In 
this relation the column att-i provides the comparison 
value of the i-th derived attribute for a pair of records and 
the column SAME contains the value of the decision variable: 
the records correspond to the same object, or not, added by 
the expert user (compare for instance table V). This rela- 
tion is to be used as input for an appropriate classification 
method. 
The learned classification criteria, i.e. the decision func- 
tion, are to be encoded in the Classification-component of 
the Identificator. Unbiased error rates of the classification 
can be estimated by validation with another preclassified 
sample, a testing sample. 
V. AN EXAMPLE: A LIBRARY CATALOGUE 
We consider the integrated library catalogue of GBVdi- 
rekt, available at the internet at www . gbv . de, which is a 
union of German libraries. 
We can try to identify duplicates in this database, or 
more generally, one can integrate GBVdirekt with DBI- 
Link, another library catalogue at www .dbilink . de. 
TABLE1 
THE DETAILED STRUCTURE OF A RECORD FROM GBVdirekt. 
Titel: An introduction to database systems / C. J. Date 
Verfasser : C. J. Date 
Ausgabe: 6. ed. 
Erschienen: Reading, Mass : Addison-Wesley, 1995 
Umfang: XXIII, 839 S. : graph. Darst. ; 24 cm 
Serie: Addison-Wesley systems programming series 
Anmerkung: Friih. Aufl. erschienen zweibandig 
Literaturangaben 
ISBN: 0-201-54329-x 
We take all editions of all books as our universe U. As 
we only consider GB Vdirekt we set A = B, this online 
database. There are a lot of possibilities to construct deriv- 
able attributes. We limit ourselves to E = (ei, . . . , es) = 
(ISBN, Title,Name 6, Year, Pages}. According to the struc- 
ture of the records (compare table I), the conversion map- 
pings h.; are constructed as follows: 
Year 
hl:=Identity(ISBN), 
hz:=Extract title From A.Titel, 
hs:=Extract surname From A.Verfasser, 
hd:=Extract year From A.Erschienen and 
hg:=Extract pages A.Umfang. 
The comparison function f  = (fi , f2, f3, J-4, &JT could 
be defined as follows: 
ul c-t> u16 (-) ! . u21(-> . u20 (-> . 
u12 (+> 
u22 (-> 
. . . 
u24 (-) 
0 : ISBNl = ISBN2 
Fig. 4. The decision tree for the sample of table V in the appendix. 
ui denotes the sampling unit number; the values of the decision 
fl (ISBNl, ISBNz):= 1 : ISBNI, ISBNS are missing variable Same Book are (+)=‘Yes’, (-)= ‘No’. 
2 : otherwise 
0 : title, = titles 
f2 (titlel, titlea):= 
1 : titEel # title,, but 
SameWords(titlel, title,) > 70% - 
2 : otherwise 
fi (vaEuel, vazue2)'= 
0 : value1 = value2 
. . 
otherwise 
7 i = 3,. . . ,5. 
A. Record Linkage 
First of all, we have to estimate the conditional proba- 
bilities P(y 1 M) and P(y 1 N) from table V. We make the 
not generally valid conditional independence assumption 
for the probabilities, that means 
P(x,yIK)=P(xIK)-P(yIK) forK=M,N. (3) 
The function SameWords() is a measure of the degree 
of matching of two strings (the titles). SameWords() is Than we can separately estimate the (marginal) probabili- 
defined as the ratio of the count of common words and the ties for the five components (ISBN,Title , . . . , Pages). E.g. 
smaller total count of words. We only count words with at 
least three letters. P(ISBN = oIM)=9/12,9pairs (u1,...,u6,ug,...,u11) 
The appendix shows three tables: The hit list of a query P(ISBN = 1 1 M) = l/12, one pair (us) and 
to the database (table III), the transformed values of this P(ISBN = 2 1 M) = 2112, two examples (UT, ~12). 
hit list (table IV), and (table V) the comparison values 
for sampled pairs from the previous table - the relation According to equations (1) and (3) we compute the 
same/not same boo/~ is added by an expert user. Likelihood Ratio by 
We can derive decision rules directly from the sample 
given in table V. Exactly nine pairs of records (ai, bj) are 
+Y> .- 
mY1, . * 45) I M> 
contained in the sample, where both the ISBN and the Year rI 
5 p(T 1 M, = fiqyi). 
For each pair the records ai, b, refer to the same 
*- wY~,.*.,ys)I~) =ipl p(YiW) -
agree. 
i 1 = 
book (Same Book = Yes). So we can state the following 
rule:7 
The values of the ratios for the components Xi(x) are 
(Rl) if both ISBN and Year agree 
displayed in table II. 
then records refer to the same book TABLE II 
with confidence 100% and support 75%. THE LIKELIHOOD RATIOS 
Another derivable rule is: 
(R2) if both Pages and Year agree 
then records refer to the same book 
with confidence 100% and support 58%. 
Applying the decision tree algorithm C4.5 with entropy 
measure to the sample of table V, we get the tree shown in 
figure 4.* 
comparison Likelihood Ratios Xi for the i-th component 
values 3/i ISBN Title Name Year Pages 
0 912 10/6 12/6 1212 714 
1 112 214 o/6 o/10 5/8 
2 218 012 , 
6only the surname of the first named author 
7We get a co nfidence of lOO%, because there is no negative example 
For a pair of records (a, b) with comparison value 
in the sample; the support of 75% is computed from 9/12, the portion r(a, b) = (O,O, O,O, 0) we get X(0,0,0,0,0) = Xi(O) . . . . . 
of the rule-supporting examples in the sample of positive examples 9 10 12 12 7 
(the first 12 in table V). These kind of rules are known as association 
X5(0) = y~‘yj-‘Ty4 = 157,5 >> 1. Therefore we decide 
rules, c.f. [17] and [18] 
on ‘book identical’, i.e. class equals ‘Link’. If for another 
8This tree was already computed in [19]; For more detailed infor- pair ISBN and Name disagree, while the others agree, we 
mation on decision trees c.f. [20] or [21]. get X(2,0,1,0,0) = i . y l f l 7 . $ = 0 < 1. In this case 
we decide that the records refer to different books, class 
‘Nonlink’. Let us finish with a non informative case (a 
ratio around 1): X(2,1,0,0,1) E 1, so we can not decide, 
whether the two records belong to the same book or not. 
This pair is allocated to class ‘Possible Link’. 
VI. OUTLOOK 
We showed how object identitification can be used for 
data integration. Some open questions remain: 
l Which classification methods are efficient for object iden- 
tification? 
l How can preprocessing be improved? 
l Iow can conversion or comparison functions be generated 
from given data and its associated metadata (like data dic- 
tionary of a database or document type descriptions)? 
The integration of data from the Internet will be tech- 
nically simplified in future. The new standard XML gives 
a chance to integrate a lot of data sources. But when no 
generally unified identifiers (primary keys) exist and are 
stored, integration will remain a hot topic. 
PI 
PI 
PI 
WI 
PI 
PI 
VI 
PI 
PI 
REFERENCES 
Amit P. Sheth and James A. Larson, “Federated database sys- 
tems for managing distributed, heterogeneous, and autonomous 
databases ,” Computing Surveys, vol. 22, no. 3, pp. 183-236, 
1990. 
William Kent, “Breakdown of the information model in multi- 
database systems,” SIGMOD Record, vol. 20, no. 4, pp. 10-15, 
December 1991. 
William Kent, “Solving domain mismatch and schema mis- 
match problems with an object-oriented database programming 
language ,” in 17th International Conference on Very Large 
Data Bases, September 3-6, 1991, Barcelona, Catalonia, Spain, 
Proceedings, Guy M. Lohman, Amilcar Sernadas, and Rafael 
Camps, Eds. 1991, pp. 147-160, Morgan Kaufmann. 
Yannis Papakonstantinou, Serge Abiteboul, and Hector Garcia- 
Molina, “Object fusion in mediator systems,” in VLDB’96, Pro- 
ceedings of 22th International Conference on Very Large Data 
Bases, September 3-6, 1996, Mumbai (Bombay), India, T. M. 
Vijayaraman, Alejandro P. Buchmann, C. Mohan, and Nand- 
la1 L. Sarda, Eds. 1996, pp. 413-424, Morgan Kaufmann. 
Vipul Kashyap and Amit Sheth, “Semantic and schematic sim- 
ilarities between database objects: a context-based approach,” 
The VLDB Journal, vol. 5, pp. 276-304, 1996. 
Pepijn R. S. Visser, Dean M. Jones, T. J. M. Bench-Capon, and 
M. J. R. Shave, “An analysis of ontology mismatches; hetero- 
geneity versus interoperability,” in Ontological Engineering Pa- 
pers from the 1997 AAAI Spring Symposium, Adam Farquhar 
and Michael Gruninger, Eds., number SS-97-06, pp. 164-172. 
1997. 
Hans-Joachim Lenz and Sandro Schurig, “Zur Losung semantis- 
cher Konflikte im Data Warehouse,” discussion paper 1998/26, 
Fachbereich Wirtschaftswissenschaft der FU Berlin, 1998. 
Jaideep Srivastava and Ping-Yao Chen, “Warehouse creation - 
a potential roadblock to data warehousing,” IEEE Transactions 
on Knowledge and Data Engineering, vol. 11, no. 1, pp. 118-126, 
1999. 
Donald Michie, D. J. Spiegelhalter, and C. C. Taylor, Machine 
learning, neural and statistical classification, Horwood, New 
York, 1994. 
PI 
P31 
P4 
P51 
P61 
P71 
PI 
PI 
PO1 
Pll 
Ivan P. Fellegi and Alan B. Sunter, “A theory of record link- 
age ,” Journal of the American Statistical Association, vol. 64, 
pp. 1183-1210, 1969. 
Alexander McFarlane Mood, Franklin A. Graybill, and Duane C. 
Boes, Introduction to the Theory of Statistics, McGraw-Hill, 
Tokyo, 1974. 
Mattis Neiling, “Data Fusion with Record Linkage,” in 3. Work- 
shop “Foederierte Datenbanken” Magdeburg 1998, 1998. 
Gio Wiederhold, “Mediators in the architecture of future infor- 
mation systems,” IEEE Computer, vol. 25, no. 3, pp. 38-49, 
1992. 
Christof Bornhiivd and Alejandro P. Buchmann, “A prototype 
for metadata-based integration of internet sources,” in Advanced 
Information Systems Engineering (CAiSE ‘99). 1999, pp. 439- 
445, Springer. 
Rakesh Agrawal, Tomasz Imielinski, and Arun N. Swami, “Min- 
ing association rules between sets of items in large databases,” in 
Proceedings of the 1993 ACM SIGMOD International Confer- 
ence on Management of Data, Washington, DC, May 26-28, 
1993, Peter Buneman and Sushi1 Jajodia, Eds. 1993, pp. 207- 
216, ACM Press. 
Michael J. A. Berry and Gordon Linoff, Data mining techniques: 
for marketing, sales, and customer support, John Wiley & Sons, 
New York, 1997. 
Mattis Neiling, “Datenintegration durch Objekt-Identifikation: 
Die Zusammenfiihrung von Datenquellen, die keine gemein- 
samen Identifizierer enthalten,” in 4. Workshop “Foederierte 
Datenbanken” Berlin 1999, 1999. 
L. Breiman, J. Friedman, R. Olshen, and C. Stone, Classification 
and regression trees, Chapman & Hall, 1984. 
J. R. Quinlan, Q4.5: Programs for Machine Learning, Morgan 
Kaufmann, 1993. 
APPENDIX 
The appendix consists of the remaining tables of the ex- 
ample in section V. 
[lo] Beth Kilss and Wendy Alvey, Eds., Record Linkage Tech- 
niques - 1985. Proceedings of the Workshop on Exalt Match- 
ing Methodologies in Arlington, Virginia May 9-10, 1985, IRS 
Publication, Washington, DC, 1985. Department of the Trea- 
sury, Statistics of Income Division. 
[ll] Wendy Alvey and Bettye Jamerson, Eds., Record Linkage Tech- 
niques - 1997. Proceedings of an International Workshop and 
Exposition. March 20-21, 1997 in Arlington, Virginia, Washing- 
ton, DC, 1997. Federal Committee on Statistical Methodology, 
Office of Management and Budget. 
TABLE III 
THE HIT LIST OF THE EXAMPLE IN SECTION V (IN PARTS), THE STUCTURE OF A RECORD IS DISPLAYED IN TABLE I 
new search (Title words) database introduction systems - There are 30 hits 
1 An introduction to database systems / Date, C. J. 6. ed., [Nachdr.] Addison-Wesley 1997 
2 An introduction to database systems / Date, C. J. 6. ed., repr. with corr., 
August 1995 Addison-Wesley 1995 
3 An introduction to database systems / Date, C. J. 6. ed., 3. print Addison-Wesley 1995 
11 Introduction to database and knowledge-base systems / Krishna, S. World Scientific 1992 
12 Semantic database systems : a functional introduction / Prabhu, C. S. R. Sangam 1992 
13 An introduction to database systems / Desai, Bipin C. West Publ. Co. 1992 
14 Expert database systems : a gentle introduction / Beynon-Davies, Paul McGraw-Hill 1991 
15 An Introduction to Database Systems Vol. 1 / Date, C.J Addison Wesley 1990 
29 An introduction to database systems / Date, C. J. Addison-Wesley Pub. Co 1975 
30 An introduction to database systems / Date, Chris J. Addison-Wesley 
TABLE IV 
THE CONVERTED RECORDS OF THE EXAMPLE IN SECTION V - BY USE OF hl, . . . , h5. 
ID ISBN Title Name Year Pages 
1 0-201-54329-x An introduction to database systems Date 1997 839 
2 0-201-54329-x An introduction to database systems Date 1995 839 
3 0-201-54329-x An introduction to database systems Date 1995 839 
4 0-201-54329-x An introduction to database systems Date 1995 839 
5 0-201-54329-x An introduction to database systems Date 1995 839 
6 0-201-54329-x An introduction to database systems Date 1995 839 
7 0-201-54329-x An introduction to database systems Date 1995 839 
8 o-201-82458-2 An introduction to database systems Date 1995 839 
9 An introduction to spatial database systems Gueting 1994 32 
10 An introduction to spatial database systems Giiting 1994 13 
11 981-020619-4 Introduction to database and knowledge-base systems Krishna 1992 328 
12 O-86311-346-X Semantic database systems : a functional introduction Prabhu 1992 157 
13 O-314-66771-7 An introduction to database systems Desai 1992 820 
14 o-07-707240-5 Expert database systems : a gentle introduction Beynon-Davies 1991 186 
15 0-201-51381-l An Introduction to Database Systems Vol. 1 Date 1990 
16 O-314-66771-7 An Introduction to database systems Desai 1990 820 
17 O-201-14439-5 An introduction to database systems Date 1990 574 
18 O-201-19215-2 Vol. 1: An Introduction to Database Systems Date 1986 
19 o-201-14474-3 An Introduction to Database Systems Date 1983 
20 O-201-14439-5 An Introduction to Database Systems Date 1981 
21 O-201-14439-5 An introduction to database systems Date 1981 574 
22 O-201-14439-5 An Introduction to Database Systems Date 1981 574 
23 Vvedenie v sistemy baz dannych Dejt 1980 463 
24 O-201-01530-7 An introduction to database systems Date 1979 536 
25 o-201-14456-5 An introduction to database systems Date 1977 536 
26 o-201-14456-5 An introduction to database systems Date 1977 536 
27 o-201-14456-5 An Introduction to Database Systems Second Edition Date 1977 
28 An introduction to database systems Date 1975 
29 o-201-14452-2 An introduction to database systems Date 1975 366 
30 An introduction to database systems Date 
TABLE V 
THE COMPARISON VALUES OF A LEARNING SAMPLE OF PAIRS OBTAINED FROM TABLE IV 
unit r No. 
Ul 
u2 
u3 
u4 
u5 
u6 
u7 
us 
u9 
No 
Wl 
w2 
pair (ID’s ) comparison values of” same 
i j ISBN Title Name Year Pages bookb 
3 
4 
5 
6 
21 
25 
2 
9 
20 
25 
26 
28 
w3 1 
w4 13 
w5 15 
u16 16 
w7 24 
U18 28 
w9 5 
u20 10 
u21 11 
u22 14 
u23 18 
u24 26 
4 
5 
6 
7 
22 
26 
8 
10 
21 
27 
27 
29 
2 
16 
17 
17 
25 
30 
9 
23 
12 
27 
19 
28 
0 0 0 0 0 Yes 
0 0 0 0 0 Yes 
0 0 0 0 0 Yes 
0 0 0 0 0 Yes 
0 0 0 0 0 Yes 
0 0 0 0 0 Yes 
2 0 0 0 0 Yes 
1 0 0 0 1 Yes 
0 0 0 0 1 Yes 
0 1 0 0 1 Yes 
0 1 0 0 1 Yes 
2 0 0 0 1 Yes 
0 0 0 1 0 No 
0 0 0 1 0 No 
2 1 0 1 0 No 
2 0 1 0 1 No 
2 0 0 1 0 No 
1 0 0 1 1 No 
2 1 1 1 1 No 
1 2 1 1 1 No 
2 1 1 0 1 No 
2 2 1 1 1 No 
2 1 1 1 1 No 
2 0 0 1 1 No 
a The meaning of the row “u7iI 21 81 2 0 0 0 0 I Yes”: The pair 7.~7 consists 
of the records No. 2 and 8 of table IV, the comparison value w.r.t. the 
function f = (fr , . . . , f~)~ of this pair is (2,0,0,0, O)T and the records belong 
to the same book (The “Yes” at the right hand); the values of the attributes 
Title, Name, Year and Pages match exactly (the O’s), while the ISBN’s of the 
records disagree (the value 2). 
b The value of the decision variable same book is imputed by the user as 
supervisor. 
