Abstract. In this paper we give a global convergence analysis of a basic version of an SQP algorithm described in 2] for the solution of large scale nonlinear inequality-constrained optimization problems. Several procedures and options have been added to the basic algorithm to improve the practical performance; some of these are also analyzed. The important features of the algorithm include the use of a constrained merit function to assess the progress of the iterates and a sequence of approximate merit functions that are less expensive to evaluate. It also employs an interior point quadratic programming solver that can be terminated early to produce a truncated step.
1. Introduction. In this report we consider an algorithm to solve the inequalityconstrained minimization problem, min x f(x) subject to: g(x) 0; (1.1) where x 2 R n , and f : R n ! R, and g : R n ! R m are smooth functions, in the case when the dimensions of the problem, n and/or m, are large. The algorithm in question has been reported in several papers and technical reports (see, for example, 2], 6], and 13]); the purpose here is to provide a rigorous analysis of the global convergence properties of a basic version of the algorithm. We also analyze certain procedures that have been added to the algorithm to improve the practical performance. The algorithm is an extension of the sequential quadratic programming (SQP) method (see 5]). That is, at each iteration of the typical SQP algorithm a quadratic program is solved to obtain the step direction. In particular, given current approximations, x k and k , to a solution and a corresponding multiplier of (1. is formed and, if feasible, solved. The matrix B k is generally taken to be an approximation of the Hessian with respect to x of the Lagrangian function of (1.1) at (x k , k ). The solution, k , is then used to generate the next approximation, x k+1 , by x k+1 = x k + k ;
where is a scalar steplength determined by a line search. A new multiplier approximation, k+1 , can also be obtained from the quadratic program, for example, by using a multiplier, k , associated with k .
The most crucial factors in the application of the SQP method to problems of the form (1.1) are the choice of the approximating matrices B k to be used in the quadratic programs, the accuracy to which these quadratic subproblems are solved, and the choice of a merit function with which to measure progress towards a solution in the line search step. The matrix B k determines how well the quadratic program models the true problem (1.1) as well as how easily the quadratic program can be solved; this choice may be constrained by sparsity or other considerations. The accuracy of the solution of (1.2) can have a profound e ect on the overall e ciency of the algorithm, i.e., approximately solving (1.2), especially in early iterations, often results in less overall work. The merit function determines the choice of steplength . A good merit function will balance the sometimes con icting goals of decreasing f and decreasing infeasibility.
Much of the theory underlying the possible choices of the B k and the ideal properties of a merit function can be found in 5] . In this work there can also be found references to the extensive literature concerning how best to implement an SQP algorithm. Most of this research is directed towards solving small-to medium-sized problems, and most often with only equality constraints. Although (1.1) contains only inequality constraints, the algorithm described herein is designed to be applied to large-scale problems with general equality and inequality constraints; the equality constraints can be included without signi cantly changing the analysis.
Relatively few theoretical and computational algorithms for large-scale nonlinear programming problems have been proposed in the literature. One of the earliest methods is MINOS 15] , a projected Lagrangian method originally developed for linear constraints. A more recent example is LANCELOT 9] which is an augmented Lagrangian method, employing an 1-norm trust region, with numerous options helpful in solving various classes of problems. Examples of SQP approaches include 14] and 12]. Some algorithms provide the option of using interior-point methods to solve for the descent direction (see, for example 11]) while others involve various direct extensions of the interior-point ideas to the nonlinear setting, including 10]. Our approach di ers signi cantly from these other methods. In particular, we may approximately solve the quadratic subproblem using an interior point method with a variation of a trust region and we employ a di erent method of testing for acceptance of a step, incorporating an inexpensively evaluated approximate merit function that changes at each iteration. This paper is intended to provide a theoretical underpinning for our algorithm; 2] and 13] provide details of speci c implementations as well as the results of numerical experiments on practical test problems. The performance of these algorithms on this test set, in our view, amply justi es this e ort.
In section 2 we describe the merit function and its relationship to the original problem (1.1). Since our merit function depends on estimates of the non-negative slack variables, we need to specify our procedure to update these. The complete steps are de ned in section 3 along with the de nition of the approximate merit functions that we employ. The assumptions and their implications for our analysis are set forth in section 4. In sections 5 and 6 we, derive the fundamental descent properties for steps generated by solving the QP subproblems completely, and present the basic algorithm. Section 7 contains the main global convergence theorem for the algorithm. In particular, we obtain actual convergence of the iterates to a critical point of (1.1) as compared to the weaker result that limit points are critical points. In section 8 we analyze the descent properties of steps formed by approximately solving (1.2), illustrating how convergence can be achieved. Finally, in section 9 we comment on other aspects of the practical implementation of the algorithm.
The Merit Function and Its
Properties. An important facet of our algorithm is the merit function , which is a scalar-valued function such that a reduction in implies progress towards a solution. Typically, is chosen such that an unconstrained minimum of corresponds to a solution of (1.1). However, to obtain our merit function for the inequality-constrained problem we introduce non-negative slack variables z 2 R m so that the feasibility constraints for (1. d is a (small) positive parameter, e is the vector of ones, and Z = diag fz 1 ; : : : ; z m g: Here and throughout the paper the symbol rh(x) will denote the Jacobian (or, in the case of a scalar function, the gradient) of the function h(x). If the Jacobian refers to di erentiation with respect to only a subset of the variables, this will be indicated by a subscript, i.e., r x (x; z). The set f(x; z) : c(x; z) = 0 and z 0g can be thought of as the feasible set for (1.1) and the function (x; z) can be interpreted as a weighted least squares approximation to the Lagrange multiplier vector for (1.1). A motivation for including the weighting factor A(x; z) ?1 can be found in 8]. Further details and references for this merit function, including its derivation, can be found in 6].
Before relating the minimization of d (x; z) to the solution of (1.1), we introduce some notation to be used in the remainder of the paper. The Lagrangian function for (1.1) will be denoted by L(x; ) = f(x) + g(x) t and the Hessian of this Lagrangian by HL(x; z). In particular, H xx L will denote the Hessian with respect to the vector x. A rst-order solution to (1.1) will be denoted by (x , ); that is, x and will satisfy rf(x ) + rg(x ) = 0; If in addition, x and satisfy strict complementary slackness, the Hessian matrix H xx L(x ; z ) is positive de nite on the tangent space to the active constraint set at x , and the set frg i (x ) : g i (x ) = 0g is linearly independent, then we will call (x , ) a strong solution to (1.1). We shall denote the set of rst order solutions (or critical points) to (1.1) by S. That is, S = f(x; z) : (x; ) is a rst order solution of (1.1) for some and z = ?g(x)g: For positive we denote an -neighborhood of S by S = f(x; z) : k(x; z) ? (x ; z )k < for some (x ; z ) 2 Sg:
As noted above, feasibility for (1.1) can be expressed in terms of the x and z variables. Accordingly, we represent an -neighborhood of the feasible set as C = f(x; z) : r(x; z) g ; (2.6) where r(x; z) = k c(x; z)k 2 :
In this notation, C 0 is the feasible set.
Since the z variables must be nonnegative, the minimizers of the merit function d (x; z) de ned above have to be considered constrained optimal points. That is, they are solutions of min x;z d (x; z) subject to: z 0:
We have that (x;ẑ;!) is a rst order solution of (2. The following propositions establish the relationships between the solutions of (1.1) and (2.8). We assume in every case that A(x ; z ) is nonsingular and hence positive de nite (see assumption A4 in the next section). we have shown that (x ; z ; ) is a strong solution to (2.8).
The converse of the above proposition is not true in general since (2.8) may have solutions (x;ẑ) for whichẑ 6 = ?g(x); although for d su ciently small these nonfeasible solutions are far from the feasible set C 0 . The following proposition is a partial converse; it guarantees that any solution to (2.8) The proof of this proposition is very similar to that of Proposition 2.1 and hence is omitted.
3. The Iteration Steps and the Approximate Merit Functions. In our algorithm we generate a sequence of iterates, (x k ; z k ), where x k is a current approximation to x and z k is a corresponding approximation to the optimal slack vector ?g(x ). At each iteration, we compute a step for updating the slack variables as follows: if k is the step computed at x k using the quadratic program (1.2), then the corresponding step for z k is taken to be q k = ? rg(x k ) t k + g(x k ) + z k ; (3.1) i.e., z k + q k is the slack vector for (1.2). We then update the pair of iterates by (x k+1 ; z k+1 ) = (x k ; z k ) + ( k ; q k ) for some steplength determined by a line search using our merit function d . If k is feasible for (1.2) and 2 (0; 1] then z k+1 is nonnegative (provided z k is nonnegative).
Thus the non-negativity of the slack variables can easily be maintained as long as the linearized constraints are satis ed. In section 8 we consider a slightly di erent update for z when this is not the case. A comment on the notation is in order: We denote the iterate by (x k ; z k ) and the step by ( k ; q k ), whereas conventional notation would be to use x k z k and k q k :
It should be clear from the context what is meant.
Because d (x; z) involves the gradients of the objective function and the constraints, carrying out line searches for this function can be quite expensive, an especially critical factor in solving large scale problems. Consequently, at each iterate generated by the algorithm we identify a corresponding (local) approximate merit function to act as a surrogate for d (x; z) in determining an appropriate . These approximate merit functions, which are formed by keeping the gradient terms in d (x; z) xed, are more easily evaluated than d (x; z). At the kth iterate the approximate merit function is de ned as
where
The gradient formulas for k d are somewhat simpler than those for d given in (2.15) and (2.16); namely,
While simpler in form, the k d (x; z) cannot be used directly in a global convergence theory since they change from iterate to iterate. Nevertheless, they play a prominent role in our algorithm. A major part of this paper is devoted to demonstrating how these approximate merit functions can be used in conjunction with d (x; z) to force convergence.
4. Basic Assumptions. In proving global convergence we need to make some fundamental assumptions that will guarantee that our algorithm is well de ned. Of course, these assumptions can rarely be assured in practice; therefore, some safeguards must be incorporated into an implementation of the algorithm to ensure that the algorithm will continue if a particular assumption fails to hold. In theory the inclusion of these and other modi cations may not guarantee global convergence, but the analysis here provides a rm foundation for our existing code as well as for future developments and enhancements of the algorithm. The basic assumptions we make are the following:
A1: All points, (x k ; z k ), generated by the algorithm lie in G, a compact set of R n R m + , where R m + is the set of non-negative m-dimensional vectors. A2: The matrices used in (1. The implication of the rst assumption is that all of our analysis will take place in the compact set G. In particular, the sets C and S are considered to be subsets of G. The rst assumption is a strong condition; however, it is clear that virtually any minimization algorithm can, for certain problems, generate iterates that wander o to in nity following a path on which the function and infeasibility are decreasing. The alternative to making this assumption is to restrict the class of problems being considered (e.g., requiring (1.1) to be convex). As we o er our algorithm as an e ective solution technique for general nonlinear programs, we prefer to require A1.
Although there are alternative procedures for choosing the matrices B k , the use of positive de nite matrices, while not ideal from a theoretical view (see the discussion in 5]), is perhaps the most popular because it simpli es the problem of solving the quadratic programming subproblem and is often necessary to obtain a descent direction for the merit function. Assumption A2 requires that there exist positive constants 1 and 2 such that for all B 2 B that A2 is not a severe restriction. We have also successfully used the algorithm when B k is not positive de nite, but this case has not been thoroughly analyzed.
Since assumption A3 requires that each quadratic program be feasible it is a fairly restrictive requirement. It is not uncommon for infeasible quadratic programs to be encountered in practical applications, especially in the event that the number of constraints greatly exceeds the number of variables, and so a useful implementation of an SQP algorithm must have a procedure that addresses this possibility. A discussion of our approach to this di culty can be found in section 8. Given the feasibility of the quadratic programs, assumption A2 guarantees that a unique solution to the quadratic program must exist at each point of G. Assumptions A2 and A3, however, do not guarantee a unique multiplier. In fact, unbounded multipliers may exist, but A3 does force a bounded choice. For example, the minimum norm multiplier could be used. The boundedness of the solution and a corresponding multiplier is used to ensure that the solution is a continuous function of the point (x k ,z k ) and the matrix B k (Lemma 5.1). Note that the assumption is signi cantly weaker than the common assumption that the active constraint gradients of (1.2) be linearly independent; it also does not require strict complementary slackness for the multipliers.
To employ the merit function d (x; z) (as well as the approximate merit functions) we must be sure that it is well-de ned, i.e., that the matrix A(x; z) is nonsingular.
A4 is less restrictive than it might appear at rst. To see this, we observe that since the non-negativity of the slack variables will be maintained the matrix A(x; z) will always be positive semide nite. If we partition the index set of the constraints into two subsets a and u, we can write (without loss of generality)
and, in a corresponding manner, z = z a z u :
Then A(x; z) is positive de nite at (x; z) if rg a (x) has full column rank and z u > 0.
If, for instance, the index set a corresponds to a set of linearly independent active constraint gradients for (1.2) we only have to require the slacks corresponding to the inactive constraints to be positive. We can also assure the nonsingularity of A(x; z) by maintaining the positivity of the slack vector z, the easy implementation of which is guaranteed by the updating rule for these variables. (See section 9 for more details.) Finally, the last assumption assures that all of the rst order solutions to (1.1) are isolated, which is the case of most interest.
where k is an optimal multiplier vector. Using (5.1), (5.4), and the de nitions of A k and q k , the following relation between k and k , de ned in (3.2), can be derived:
where U k = diag k 1 ; : : : ; k m : The step is also related to the feasibility function c(x k ; z k ) as follows. Since at any iterate (x k ,z k ) r c(x k ; z k ) = rg(x k ) I ;
we have from (3.1) that
We begin by showing that the step ( k ; q k ) de ned from (1.2) and (3.1) is a continuous function of the data and that S is just the set of points for which this step is zero.
Proof. Let f(x k ,z k )g be a sequence in G converging to (x;ẑ) and let fB k g in B converge toB. Then by assumption A3 for each k there exists a multiplier k for (1.2) such that the sequence f( k ; k )g is bounded. Let (^ ;^ ) be a limit point of this sequence. Then there exist subsequences f( kj ; kj )g satisfying (5.1){(5.4) for x kj and B kj . Taking the limit it follows that (^ ;^ ) is an optimal solution pair atx andB. The uniqueness of the solution of (1.2) establishes the continuity of k and the continuity of q k follows immediately from (3.1).
Proposition 5.2. Let f(x k ; z k )g be a sequence of points in G and let fB k g be a sequence of matrices from B. Suppose that f(x k ; z k )g ! (x;ẑ) and that the corresponding sequence f( k ; q k )g obtained from solving (1.2) and choosing q k by (3.1) has a subsequence converging to zero. Then (x;ẑ) 2 S.
Proof. Without loss of generality, assume f( k ; q k )g ! (^ ;q) = (0; 0) and fB k g ! B.
Then by the preceding lemma,^ = 0 is the solution to (1.2) when x =x and B =B (in fact, for any B 2 B). Becauseq = 0, it follows from (3.1) thatẑ = ?g(x). The multiplier vectors k can be taken to be bounded by assumption A3 and hence (without loss of generality) to converge to a nonnegative vector^ that satis es the complementary slackness conditions for (1.2) atx. Because^ = 0 these rst order conditions (5.1){(5.4) imply that (x;^ ) satisfy the rst order conditions for (1.1) and hence (x;ẑ) 2 S:
If we assume that d is su ciently small (Section 9 contains a brief discussion of this assumption), then by Propositions 2.1 and 2.2 it follows that to solve (1.1) it is su cient to nd a solution to (2.8) that satis es c(x; z) = 0. If we are to obtain convergence to a solution of (2.8) then ( k ,q k ) should either decrease the function d (and also k d ) or decrease infeasibility or both. The next propositions give conditions under which these objectives can be achieved.
The rst of these propositions is a direct consequence of the de nition of r(x; z) and (5.6). A k ] ?1 (rg(x k ) t k + q k ): Now the preceding lemma can be applied to the term on the right with w = (x; z; B), W = G B, and y = ( ; q) to obtain the desired result.
The preceding result is quite strong and will play an important role in our convergence theory. In addition to demonstrating that ( k ,q k ) is a descent direction of k d , it gives a useful bound on the rate of decrease in that direction. The step ( k ,q k ) does not have this same global property with respect to the true merit function d (x; z). Proof. Observe that c(x k ; z k ) K ( k ; q k ) for some constant K. we get the desired result with^ = =2.
The above propositions show that near C 0 the direction ( k ; q k ) is a descent direction for both the approximate and the true merit function and both functions have the same rate of decrease. The next proposition shows that these directional derivatives are indeed nearly identical provided that the iterate is close to feasibility but away from the set of rst order solutions, S. 
The proposition now follows for a given by choosing su ciently small.
The preceding propositions ensure that at (x k ; z k ) the step generated by solving the quadratic program and using (3.1) is a descent direction for r, k d , and, if (x k ; z k )
is close enough to the feasible set, d . In our algorithm we take a step in the direction of ( k ; q k ) and choose a steplength so that the new point is a satisfactory choice for (x k+1 ; z k+1 ). That is, we will set (x ; z ) = (x k ; z k ) + ( k ; q k )
for some appropriate choice of . In unconstrained optimization a standard criterion for ensuring that a su cient relative decrease is obtained for an objective function The requirement that infeasibility be decreased will be imposed when (x k ; z k ) is outside of C for the current value of . At that point we will require that the step from (x k ; z k ) to (x k+1 ; z k+1 ) should yield a su cient relative decrease in r by choosing so that r(x ; z ) r(x k ; z k ) + rr(x k ; z k )
where the equality follows from Proposition 5.3.
When the current iterate, (x k ; z k ) is far from feasibility our algorithm will apply condition (5.9) to force a su cient relative decrease in the approximate merit function. The proof now follows by choosing su ciently small or su ciently large. In summary, we have shown that: First order points of (1.1) correspond to rst order points of (2.8) and, specifically, strong solutions of (1.1) correspond to strong solutions of (2.8) for d small enough. Thus reducing d (x; z) while keeping z non-negative implies that progress towards the solution is being made.
The steps ( ; q) are continuous functions of (x; z) and only vanish at rst order points of (1.1). Thus an algorithm based on these steps with steplengths bounded away from zero and bounded above cannot \stall" before reaching rst order points.
There is a tube C around the feasible region in which the step ( ; q) is a descent direction for the true merit function d (x; z), the approximate merit function k d (x; z), and the function r (r gives a measure of infeasibility).
Furthermore a su cient relative decrease in the approximate merit function implies a su cient relative decrease in the true merit function except possibly in a small ball around rst order points. This last point is essential in our convergence analysis.
Outside of the -tube, the approximate merit function and the function r are reduced by the step ( ; q), but this implies that the iterates can be forced into C and suggests an adaptive procedure for determining an appropriate .
These results form the basis for the algorithm described next.
6. The Basic Algorithm. In this section we give a description of our algorithm and comment further on its motivation. The underlying idea of the algorithm is to use the descent properties of the step ( ; q) with respect to d (x; z), k d (x; z), and r to determine dynamically an appropriate value of and to ensure that the iterates remain in the -tube. Global convergence of this algorithm is shown in section 7.
What distinguishes this algorithm is the use of the approximate merit functions that, far from feasibility, determine e cient steplengths that are likely to force the iterates toward optimality as well as feasibility and, near feasibility, provide relatively simple surrogates for the true merit function. A further distinguishing factor is that, unlike some other algorithms, we do not require reduction of infeasibility at every step.
In the description of the algorithm, it is assumed that d > 0 is su ciently small and that constants > 0, but su ciently small, and 2 (0; 1=2) have been speci ed.
Recall that The crucial parts of the algorithm are the procedures for picking the steplength and adjusting the parameters and d. The results of the previous section suggest our choices. Here, we make the assumption that the parameter d is initially small enough so that the basic propositions of the preceding section are satis ed. In the actual implementation of our algorithm we do have a heuristic procedure for adjusting d (see section 9), but for the theoretical convergence analysis given here we do not include this modi cation.
Note that the steplength parameter is always chosen from (0; 1] by a backtracking method; this assures that the step will not become too small and also that the variable z will remain nonnegative. The speci c criteria for choosing depend on where the iterate is relative to the current value of . We always require that condition If (x k ; z k ) 2 C then (in Step 4) we also require that (x ; z ) 2 C , i.e., we do not allow the iterates to leave the -tube once having entered it. Observe that this does not require r to be reduced at each iteration, but rather allows the algorithm the exibility to increase and decrease r inside the -tube. The computed step is then tested to see if the true merit function d (x; z) satis es the Goldstein-Armijo condition for the constant =2 (Step 5). If is small enough then Proposition 5.8 ensures that such a decrease will occur (if (x k ; z k ) is not too close to the solution set S). If the condition for d (x; z) is not satis ed for the value of then we take this as a signal that the current value of is too large and we decrease to one-half the current value of r(x k ; z k ). Thus when the value of is decreased, it is decreased by at least a factor of one-half, so that the sequence of values either tends to zero or else the Goldstein-Armijo condition for d (x; z) is eventually satis ed for all iterates.
Technically, the satisfaction of the rst test in Step 5 does not guarantee that is small enough for the conclusion of Proposition 5.6 to hold. The second test is included to ensure that the step has the desired properties. (See section 9.4.) 7 . A Global Convergence Theorem. In this section we state and prove the main result of this paper; namely, that under appropriate conditions the sequence of iterates generated by the algorithm of the preceding section will converge to a rst order solution of (1.1).
In proving the convergence, the following standard results (see, e.g., 16]) are crucial. They establish the convergence properties of a descent algorithm under certain conditions on the steps. For the statement of these lemmas we assume (w) is a smooth function bounded below with bounded level sets. Given an initial w 0 , the sequence of iterates fw k g is generated according to In the algorithm, the iterates must eventually enter the set C for the current value of . The following lemma states that this takes a nite number of steps. Lemma 7.3 . Given a xed value of , if the current iterate, (x k ,z k ), is not in C then the iterates will reach C in a nite number of steps.
Proof. Assume that (x k ; z k ) = 2 C for all k. From Proposition 5.3 we see that rr(x k ; z k ) t ( k ; q k ) = ?2 r(x k ; z k ) ?2 for all k. Since ( k ; q k ) and rr(x k ; z k ) are bounded away from zero for (x k ; z k ) = 2 C this inequality implies that conditions (7.1), (7.3), and (7.4) are satis ed for the function function r(x; z). From the choice of in Step 3 of the algorithm, it follows that the hypotheses of Lemma 7.1 are satis ed for r(x; z). Then rr(x k ; z k ) tends to zero which, by the above equality, forces r(x k ; z k ) to zero thus contradicting the assumption.
We note that in Step 4 of the algorithm, when (x k ; z k ) 2 C , is chosen by a backtracking search so that (5.10) is satis ed and also so that the new iterate will remain in C . Obviously, both of these conditions can be satis ed for small enough; however, it will be important for the convergence proof to have the steplengths not get too small. The next two lemmas give lower bounds on the steplengths for these two conditions. The rst shows that a steplength of O( p ) will su ce to keep (x ; z ) 2 C while the second shows that (5.10) can be satis ed by a steplength bounded away from zero for all (x k ; z k ) 2 C . Proof. Suppose that k is chosen by a backtracking line search starting at one (see Lemma 7.1) so that It follows from the de nition of the backtracking method that if k 6 = 1 then
On the other hand, from the smoothness of k d (x; z) and the compactness of C we
for some constant ? that is independent of k. Adding (7.11) and (7.12) and simplifying which is the desired result.
We are now ready to prove the main theorem.
Theorem 7.6. Assume A1{A5 and that d and are su ciently small. Then the sequence of iterates f(x k ; z k )g converges to a point (x ; z ) in S, i.e., x is the x-coordinate of a rst order solution of (1.1).
Proof. There are two cases to consider. Case 1: There is a positive number which is the smallest value of attained in the algorithm. Then from some xed index on, all of the iterates lie in C and the
are satis ed. To apply Lemma 7.2 to the function k d , we see that, by virtue of the way the k are chosen, Lemma 7.5 implies that the k are bounded away from zero and so (7.7) holds. Moreover, (7.1), (7.6), (7.8) , and (7.9) are direct consequences of (7.14), (7.15) , and Proposition 5.5. Thus, by Lemma 7.2, f( k ; q k )g ! 0 and the result follows from Proposition 5.1.
Case 2: At in nitely many of the iterates the value of is changed. Since the size of is cut in half at each change, the values of tend to zero and all of the limit points of the sequence of iterates f(x k ; z k )g lie in C 0 . Therefore by Proposition 5.6 the second condition in Step 4 of the algorithm is satis ed for all k su ciently large and the Goldstein-Armijo condition on must fail in nitely often. Denote by fk j g the sequence of indices for which (7.14) fails and by j the values of at these iterates.
From Proposition 5.8 it follows that for each j there is an j such that (x kj ; z kj ) 2 S j \ C j and j ! 0 as j ! 1. It follows that at least one of the points in S is a limit point of fx k ; z k g. Let L denote the set of points in S that are limit points of the sequence of iterates. Let > 0 be given. It follows from A5 that there is a constant K 1 such that for each (x;z) 2 L and each (x; z), with jj(x; z) ? (x;z)jj < , j d (x; z) ? d (x;z)j K 1 : Moreover, Assumption A1, Proposition (5.6), and the fact that the steplength parameter is bounded by one assure that there is a constant K 2 such that j d (x k+1 ; z k+1 ) ? d (x k ; z k )j K 2 jj( k ; q k )jj 2 for all iterates (x k ; z k ) 2 C for su ciently small. Thus it follows from the above inequalities and Lemma 5.1 that there is a constant K 3 such that for j su ciently large, if jj(x kj ; z kj ) ? (x;z)jj j then j d (x kj+1 ; z kj+1 ) ? d (x;z)j K 3 j for all (x;z) 2 L. Since the iterations between k j and k j+1 must result in a decrease in d it must be that d has the same value, say~ d , at all points of L and at all other limit points of the sequence of iterates. Now suppose that (x l ; z l ) is any limit point of the sequence not contained in L. Then for k large and (x k ; z k ) close to (x l ; z l ), (7.14) and (7.15) But from the preceding it follows that the left side of these inequalities is tending to zero while from Proposition 5.2 the right side is bounded away from zero. This contradiction implies that there are no limit points of the sequence outside of L. But now since the steps near the points in L tend to zero and the points in L are a positive distance apart it follows that if there is more than one point in L then there must be a subsequence of iterates that is bounded away from the set L. By A1 this subsequence has a limit point which is not in L. Therefore we can conclude that the sequence of iterates has exactly one limit point, which is in S : 8. Approximate Solution of the Quadratic Subproblem. The algorithm in section 6 assumes that the quadratic subproblem can be solved exactly to generate the step k . In practice this may not be realistic for two reasons. First, the quadratic subproblem may be infeasible | a far from uncommon occurrence in large scale problems, especially if there is a very large number of nonlinear constraints. Second, even if the quadratic subproblem is feasible the cost of obtaining an accurate solution may be prohibitive; moreover, at the beginning of the algorithm, where the quadratic problem is not necessarily a faithful representation of the nonlinear program, an accurate solution may not lead to a more useful step than an approximate solution. In this section we address these issues, suggesting how approximate solutions to a modi ed quadratic program can be used to generate useful steps. While the theoretical development is not as complete as we would like, our numerical experience using these approaches has been quite successful (see 2] and 13]).
We begin by formulating a modi ed quadratic program that can be solved even when (1.2) is infeasible. This problem is just the quadratic version of the phase 1 or \big M" problem used in linear programming: min In our implementation we use the O3D interior-point algorithm (see 1]) where the number of columns of P j is three so that the problem (8.4) is rather easily solved. Note that if x k is feasible, then 0 = 0 and the dependence on in (8.4) is removed or, in general, if (1.2) has any feasible solution the value of j will be zero for j su ciently large.
We will use the approximate solution (s J ; J ) for a given J 1 to generate a step at iteration k of our algorithm by means of the formulas k = s J ; (8.5) q k = ?(rg(x k ) t k + g(x k ) + z k ? e J ):
Note that this de nition of q k di ers from that of (3.1). The purpose of the added term involving J is to assure that z k+1 remains nonnegative. Then for (x k ; z k ) 2 C ? S , (8.12) holds and merit function. In this case, the heuristic procedure used in our algorithm is to take the step ( k ; q k ) with q k de ned as in (3.1), i.e., not depending on . This step is a descent direction for r(x; z); however, it is possible that the new z, z k+1 = z k + q k will become negative. Our strategy here is to reset the negative values of z k+1 to a small positive value. Although there is little theoretical justi cation for this approach, it seems to work well in practice. (See 13].) 9 . Discussion. We have demonstrated global convergence for a basic version of an SQP algorithm for solving large scale problems and we have extended our analysis to the case of approximately solving the subproblems. An actual implementation of this algorithm, however, involves further extensions and modi cations that expand the range of applicability of the algorithm. This is especially true in the large scale case where issues of e ciency are paramount. In this section we brie y consider a few of these modi cations and their implications on the theory. For a more complete discussion of these issues, see 2] and 13].
9.1. Q-Superlinear Convergence. An important consideration in the use of the merit function approach to the implementation of an SQP algorithm is the issue of the nal rate of convergence. As is shown in 5] the rate of convergence is dependent on the choice of the matrices B k . A discussion of actual strategies for selecting B k is beyond the scope of this paper, but we show that if q-superlinear convergence is possible then the use of our merit functions will not interfere with the process, i.e., a steplength of = 1 will ultimately be acceptable to both merit functions. Recall that obtaining a fast rate of convergence generally requires a strong solution and that the quadratic subproblems be solved exactly near that solution; thus we make these assumptions here.
First, since the quadratic program will identify the correct active constraints near the solution, the value of in that area will be given as the solution to where (g a ; g u ) denotes the partition into active and inactive constraints at x . If we denote by P a the projection onto the space orthogonal to the gradients of the active constraints at x then the characterization of the q-superlinear convergence of the sequence fx k g generated by the SQP algorithm is 7],
where ( k ; k ) is the optimal solution-multiplier pair for the quadratic program (9.1).
To prove the result we need a further, mild assumption, namely \tangential convergence" of the iterates x k . To explain, let Q a = I ? P a : Then fx k g is said to converge tangentially if Q a k k k k ! 0:
In 3] it is shown that tangential convergence implies q-superlinear convergence and in 4] we argue that the converse nearly always holds, especially in the nonconvex case. Our computational experience and that of others support this conclusion. and 13] we have used a heuristic strategy for increasing d that avoids cycling and has been e ective in our numerical experiments. However, a theoretical proof of global convergence when this process is implemented is lacking.
9.3. A Trust Region Approach. In the implemented version of our algorithm the O3D solver is employed in the following way. At iteration k in the main algorithm, the quadratic program (1.2) is formed and the iteration procedure described above is begun. The algorithm is stopped when a prescribed tolerance for an optimality condition is satis ed or when a trust region constraint of the form s j k is violated. If the nal iterate is optimal (or very nearly optimal) for (1.2) then, of course, the theory described in the preceding sections applies. The signi cance of this trust region approach is in the case where the last iterate is not optimal. The discussion in section 8 motivates the use of this step despite its nonoptimality. The trust region constraint can be implemented in such a way that it will become inactive near the solution, and the optimal solution of the quadratic program will thus be computed. The trust region parameter, k , is adjusted in a manner similar in spirit to that used in most trust region methods; that is, the decision to increase or decrease k is based on a comparison of the predicted and actual reductions of the merit function. In our implementation we use either d or k d depending on the current status of the point (x k ,z k ). For details of this procedure, as well as results for numerical experiments, see 2].
Final Remarks. The two tests in
Step 5 of the algorithm require the evaluation of r d (x; z); which is quite expensive. Propositions 5.6 and 5.8 assure us that close enough to feasibility, the tests will be automatically satis ed. In our computational experience we have never encountered a situation where the second test was necessary and we therefore do not perform it at all. Moreover, we only require that d be reduced, not that the Goldstein-Armijo condition be satis ed, thus avoiding all calculations of r d (x; z):
As noted in section 4 we need to adopt a procedure that will keep A(x; z) nonsingular. We observed that there was an inexpensive procedure to keep z k > 0 for all k. This can be done by choosing z 0 > 0 and modifying the update so that z k+1 = z k + q k ; where < 1. Such a modi cation will not be necessary in the neighborhood of a strong solution and, far from the solution, this modi cation does not a ect the theory. In practice we simply proceed until A becomes ill-conditioned and then increase z as appropriate.
The algorithm in this paper does not depend explicitly on the approximations k to the optimal multiplier . However, since B k is an approximation to the Hessian of the Lagrangian, k enters into the calculation of B k and, because B k determines the nal rate of convergence, it is of interest to construct a sequence f k g that is a good approximation to . If we are solving the subproblems exactly, we generally use
where k is the multiplier for (1.2). If the k are chosen by a consistent method, e.g., as the minimum norm multiplier, then it follows that if x k ! x then k ! . However, when the quadratic subproblems are only solved approximately, these multiplier estimates are usually poor and we use the least squares multipliers, (x; z),
instead.
Other ways of handling infeasible quadratic subproblems have been developed and tested by one of the authors 13]. The procedures there perturb the linearized constraints to ensure feasibility of the subproblems. This has the e ect of better balancing the necessity for feasibility with the need to become optimal. Excellent results have been obtained on problems with a large number of nonlinear constraints.
