Abstract. Parallel loops account for the greatest percentage of program parallelism. The degree to which parallelism can be exploited and the amount of overhead involved during parallel execution of a nested loop directly depend on partitioning, i.e., the way the different iterations of a parallel loop are distributed across different processors. Thus, partitioning of parallel loops is of key importance for high performance and efficient use of multiprocessor systems. Although a significant amount of work has been done in partitioning and scheduling of rectangular iteration spaces, the problem of partitioning of non-rectangular iteration spaces -e.g. triangular, trapezoidal iteration spaces -has not been given enough attention so far. In this paper, we present a geometric approach for partitioning N-dimensional non-rectangular iteration spaces for optimizing performance on parallel processor systems. Speedup measurements for kernels (loop nests) of linear algebra packages are presented.
Introduction
High-level parallelization approaches target the exploitation of regular parallelism at loop-nest level for high performance and efficient use of multiprocessors systems [1, 2, 3] . For example, one approach is to distribute the iterations of a nested loop across multiple processors, also known as loop spreading. The efficiency (and usefulness) of loop spreading depends on the ability to detect and partition the independent iterations in a manner that distributes the load uniformly across different processors. Though partitioning loop nests with rectangular iteration spaces has received a lot of attention [4, 5] , the problem of partitioning nested loops with non-rectangular iteration spaces has not been given enough attention so far, except in [6, 7] . However, the approaches proposed in [6, 7] do not partition the iteration space uniformly across different processors and have several limitations, as discussed in Section 7.
In this paper, we focus on the problem of partitioning parallel loop nests with N-dimensional non-rectangular iteration spaces. 1 We present a geometric approach to partition an iteration space for optimizing performance i.e. achieving minimum execution time on a minimum number of processors and achieving balanced work load among processors. We partition an iteration space along the axis corresponding to the outermost loop and achieve a near-optimal partition. The partition thus obtained consists of contiguous sets, unlike the approach discussed in [7] , which facilitate exploitation of data locality. Furthermore, our approach obviates the need to remap the index expressions and loop bounds of inner loops, in contrast to linearization-based approaches [8, 9] . Thus, our approach provides a simple, practical and intuitive solution to the problem of iteration space partitioning. In this paper, we only consider loop nests with no loop-carried dependences. Discussion about partitioning of loops with loopcarried dependences is beyond the scope of this paper.
The rest of the paper is organized as follows -in Section 2, we present an intuitive idea behind iteration space partitioning with an illustrative example. Section 3 presents the terminology used in the rest of the paper. In Section 4 we present a formal description of the problem. Next, we present our partitioning scheme. Section 6 presents our experimental results. Next, we present previous work. Finally we conclude with directions for future work.
Iteration Space Partitioning
Consider the loop nest shown in Figure 1 . The corresponding iteration space is shown in Figure 1(b) . Note that the loop nest has a triangular geometry in the (i 1 , i 2 ) plane and a rectangular geometry in the (i 1 , i 3 ) plane. Assuming 3 processors are available, one can partition the outermost loop into three sets along the i 1 -axis, as shown in Figure 2 (a). 2 The cardinality of the sets thus obtained is as follows (from left to right in Figure 2 However, one can interchange the loops corresponding to the loop indices i 1 and i 3 before partitioning. The sets thus obtained have equal cardinality, i.e., |S(1, 3)| = |S(3, 5)| = |S(5, 7)|, as shown in Figure 2 (b). Unfortunately, in general, such partitioning may be impossible or impractical due to the following reasons: firstly, an equi-partitionable axis may not exist in a given N-dimensional convex polytope; secondly, determining functions for the loop bounds of the permuted loop is non-trivial. In practice, it is imperative to take into account the iteration space geometry to achieve a balanced work load distribution amongst the different sets of a partition. Also, the number of processors plays an important role in the efficient partitioning of a parallel loop nest. For example, we may partition the iteration space of Figure 1 Figures 3(a) and 3(b) ) is the same in both the cases, and so is the execution time -if we exclude the scheduling overhead. However, unlike the partition in Figure 3 . Determining the number of processors (≤ P) for optimal performance based on the minimum size of the largest partition tra processor and partition) with no performance gain. Thus, efficient processor allocation may also be important during iteration space partitioning.
Terminology
Let L denote a perfect nest of DOALL loops as shown in Figure 4 . Without loss of any generality, we assume that the outermost loop is normalized from 1 to N with s 1 = 1.
3 The index variables of the individual loops are i 1 , i 2 , . . . , i n and they compose an index vector i = (i 1 , i 2 , . . . , i n ). An instance of the index vector i is an iteration. The set of iterations of a loop nest L is an iteration space Γ = {i}. We model an iteration space as a convex polytope in Z n . The lower and upper bounds (e.g., f 3 and g 3 , respectively) of an index variable (e.g., i 3 ) are assumed to be affine functions of the outer loop indices (e.g., i 1 and i 2 ). We assume that f j ≤ g j for 1 ≤ j ≤ n − 1.
The set of hyperplanes, defined by i 1 = 1, i 1 = N, i r = f r−1 and i r = g r−1 for 2 ≤ r ≤ n, determine the geometry of an iteration space. For example, if f r = l r and g r = u r where l r , u r ∈ Z (i.e., constant bounds) for 1 ≤ r ≤ n − 1, then the geometry of Γ is a rectangular parallelepiped. In this paper, we consider iteration spaces with complex geometries (e.g. tetrahedral, prismoidal) and with different, but constant, strides along each dimension. Of course, our technique can handle simpler, more regular loops as well.
Definition 1.
For each x, y ∈ R such that x < y, an elementary set S(x, y) in Γ is defined as follows : S(x, y) = {i|i ∈ Γ, x ≤ i 1 < y}. 
B γ k is a set of all iterations that lie on a hyperplane corresponding to an integer breakpoint.
Definition 2.
A contiguous outermost partition of Γ is defined as follows:
Problem Statement
The execution time of an elementary set S(γ i , γ i+1 ) is proportional to the number of iterations, |S(γ i , γ i+1 )|, in the set. Therefore, the execution time of a contiguous outermost partition is
where, t LB is the execution time of the innermost loop body (from hereon, we omit t LB , being a constant, 4 in future discussions). Now, we present a rigorous formulation of the problems we want to solve.
Problem 1 (Minimum execution time).
Given an iteration space Γ and P processors, find a contiguous outermost partition Q β(Γ ) so as to minimize the execution time:
However, as shown in Figure 3 (b), there may exist two (or more) contiguous outermost partitions (e.g., β 1 (Γ ) and β 1 (Γ )) having a different number of processors (e.g. P 1 < P 2 ) but with the same execution time (e.g., T (Q β1(Γ ) ) = T (Q β2(Γ ) )). Therefore, we need to find an optimal number of processors so as to minimize the scheduling overhead and maximize efficiency. More precisely, the processor partition problem can be stated as follows:
Problem 2 (Minimum processor number). Given a minimum execution time T min (Γ, P) for P processors, find the minimum number of processors P min ≤ P such that :
The Approach
In this section, we present our algorithm for partitioning an iteration space Γ across P processors, with an illustrative example. First, we compute a partial volume, denoted by V (x) in Algorithm 1, of the convex polytope corresponding to the loop nest L as a function of the outermost index variable. 5 In presence of affine loop bounds, a closed form of the partial volume can be obtained using mathematical packages like Matlab [30] . Note that V (x) is a non-linear polynomial. Then we compute the total volume of the convex polytope using Equation (3). Next, we determine the breakpoints, using Equation (4), along the i 1 -axis for partitioning Γ across the given processors. Note that Equation (4) is a non-linear equation. In case of a quadratic equation, closed form of the roots may be used to determine the breakpoints. However, it is important to note that the same approach is not viable for higher (> 2) degree polynomials as it is non-trivial to determine the closed form of their roots and is impossible for polynomial equations higher than fourth degree as stated by Abel's Impossibility Theorem [31] . To alleviate this problem, we use binary search to determine the breakpoints. The solution of Equation (4) corresponds to the k th breakpoint γ k . 6 In contrast, algebraic approaches [6, 7, 11] solve a system of P simultaneous equations to determine the breakpoints, which incurs significant overhead. The breakpoints thus obtained define the boundaries of the elementary sets in Γ .
Note that unlike the approach presented in [7] , the sets obtained by our approach are contiguous which eliminates the need for multiple loops, required in case of non-contiguous sets. Furthermore, contiguous sets facilitate exploitation of data locality. In contrast, previous approaches [6, 7] balance load across different processors at the expense of data locality, as the sets obtained by applying these approaches are non-contiguous.
Algorithm 1 Near-Optimal Partitioning of N-dimensional Non-Rectangular Iteration Spaces
Input : An N-dimensional non-rectangular iteration space Γ and P processors.
Output : A near-optimal (w.r.t. load balance amongst the different processors) partition of the iteration space.
. . .
/* Determine the k th breakpoint γ k . For 1 < k < (P − 1), determine the * * solution of Equation (4) using binary search */
end while /* Determine the loop bounds for the remaining P − E sets */
where, lb and ub are the integer lower and upper bounds of an elementary set.
Next, we eliminate the void sets i.e. the sets which do not contain any index points and the corresponding breakpoints. The remaining sets are allocated to each processor. Given a minimum size of the largest set, the elimination process reduces the total number of sets which in turn minimizes the scheduling overhead. The (integer) lower and upper bounds of the loops corresponding to each set are determined using the equations 5 and 6 respectively. The algorithm is formally presented as Algorithm 1 on page 7.
Note that, enumeration-based approaches may be used alternatively for computing the volume of a convex polytope. However, such techniques are not applicable in the presence of ceiling and floor functions in the loop bounds. Furthermore, enumeration-based techniques such as [6, 7] are not viable in the presence of non-unit strides. In fact, when the loop is normalized so that all index variables have unit stride, a non-linear constraint may appear in the loop bound. A similar problem is encountered during the data cache interference analysis for scientific computations. The non-linear constraint can be reduced to a linear one but with the introduction of further constraints. The authors of Omega Test and Polylib ( [13, 14] ) formalize this transformation and propose a valid solution for the enumeration of rather complex iteration spaces. Nonetheless, the enumeration may be impractical for non-unit strides. In any case, our volumetric approach provides a simple, integrated and intuitive solution to the partitioning and processor allocation problem.
Let us now examine the behavior of our algorithm on the example shown in Figure 1(a) . First, we compute a partial volume of the convex polytope as a function of the outermost index variable. Next, we compute the volume of the convex polytope corresponding to the iteration space Γ . The total and partial volumes are given by :
Notice that alternatively, enumeration-based approaches may apply for the computation of volumes as follows:
Next, assuming 5 processors, we determine the breakpoints for the iteration space of Figure 1 
For simplicity, in this example we use the closed form of the roots of a quadratic equation to determine the breakpoints. Next, we eliminate the void sets i.e. the sets which do not contain any index points and the corresponding breakpoints, as shown in Figure 5 . Next, we determine the lower and upper bounds of the remaining sets using the equations 5 and 6 respectively. The new loop bounds for the partition shown in Figure 5 are given by:
(lb 1 , ub 1 ) = (1, 4), (lb 2 , ub 2 ) = (4, 4), (lb 3 , ub 3 ) = (5, 5), (lb 4 , ub 4 ) = (6, 6) In the previous example, we assume that sets with equal volumes contain same number of iterations. It is important to note that the assumption is valid only if γ i ∈ R ∀i. In presence of integer breakpoints, the iterations belonging to the corresponding boundary set must be allocated to either one adjoining elementary sets. This introduces load imbalance in the resulting partition. In Algorithm 1, we allocate such iterations to the elementary set on the right. For example, consider the iteration space shown in Figure 6 . Assuming 3 processors, from Figure 6 we observe that γ 1 , γ 2 ∈ Z. The cardinality of the contiguous sets obtained from Algorithm 1 is 6, 8 and 10.
Ideally, in this case the iterations in each boundary set must be distributed equally amongst the adjoining elementary sets in order to achieve perfect load balance. The boundaries corresponding to such a (optimal) partition is shown by dotted lines in Figure 6 . However, such a distribution is not possible as the iteration space is partitioned only along the axis corresponding to the outermost loop. In the worst case, one might have to distribute the iterations in a boundary set 
where, T opt (Γ, P) corresponds to the execution time of the optimal partition.
Any elementary set S i ∈ Q β(Γ ) is bounded by at most two hyperplanes i 1 = γ i and
So far, we have only considered perfect loop nests. However, our algorithm can be applied to multiway loop nests 8 in a similar fashion. Likewise, our approach can be easily extended to handle non-constant strides. Detailed discussion of the above is outside the scope of this paper.
Experiments
To illustrate our algorithm's behavior, we experimented with different loop nests taken from linear algebra packages and the literature. Table 1 lists the loop nests -the geometry of their iteration spaces and their source. The loops were partitioned using Algorithm 1. Subsequently, we refer to our approach as VOL and the canonical loop partitioning technique as CAN.
First, we illustrate the effect of contiguous sets on performance. For the same, we partitioned loop L 1 uniformly across P processors. Since L 1 has rectangular geometry, both our approach and CAN result in the same number of iterations per processor. Thus, since both approaches have identical workload on each processor, the difference in performance, refer to Figure 7 , can be attributed to # Geometry Source L1 Rectangular SSYRK routine (BLAS3) L2 Tetrahedral [7] L3 Trapezoidal Appendix A [16] L4 Rhomboidal Appendix A [16] L5 Parallelepiped pp. 58 [17] Fig. 7 . Impact of data locality on performance of loop nest L 1 (see Table 1) data locality effects associated with contiguous sets, as explained in Section 5. Note that, our approach generates contiguous sets even with non-rectangular iteration spaces, thus facilitating exploitation of data locality in such iteration spaces as well.
Next, we illustrate the performance of our algorithm for non-rectangular iteration spaces. For this, we determine the size (cardinality) of the largest set of partitions corresponding to each technique. Note that the size of the largest set in a partition correlates to the performance of that partitioning scheme. Table 2 presents the size of the largest set corresponding to our approach and (for comparison purposes) CAN. From Table 2 we observe that our approach results in smaller sizes of the largest set i.e. more uniform distribution of iterations across different processors. The difference in performance can be attributed to the fact that our approach accounts for the geometry of an iteration space during partitioning. We observe that the difference in performance decreases (expectedly) with increasing number of processors, as the volume of each set in a partition also decreases.
As explained earlier, the applicability of CAN is restricted to canonical loops only, which explains the presence of dashes for loop nests L 4 and L 5 (noncanonical loop nests) for CAN. Furthermore, in case of large number of pro- Table 2 . Performance (size of the largest set of a partition) of our geometric approach and canonical loop partitioning.
cessors, we also address processor allocation issues which eliminates the communication overhead due to extra processors and ensures efficient use of the processors.
Previous Work
It has been shown that loops without dependences among their iterations (traditionally known as DOALLs [18] ) are a rich source of parallelism [19] . In addition, several compiler techniques [20] have been proposed to convert loops with interiteration dependences to DOALL loops for parallel execution. However, once this is done, the problem is how to partition the iteration space of the DOALLs across a given number of processors so as to minimize execution time and optimize processor utilization. In [21] , Anik et al. discuss several models for parallel execution of nested loops. The simplest model is to execute the outermost loop in parallel and all the inner parallel loops sequentially. Another model involves collapsing [22] the nested loops into a single loop using compiler transformations. In another model, the inner loops are executed in parallel and a blocking barrier is used at the end of each parallel loop, which prevents the overlapping between execution of inner loops.
Techniques such as loop concurrentization [23] partition the set of iterations of a loop and assigns a different subset to each processor. Irigoin and Triolet's supernode partitioning approach [24] divides an iteration space of a loop nest into nodes with several goals : vector computation within a node, loop tiling for data reuse and parallelism between tiles. In [7] , Sakellariou discusses the necessary condition for partitioning a loop nest across different processors with equal workload. Based on whether the iterations are distributed among processors before or during run-time, loop partitioning can be classified as static or dynamic. In static partitioning, each processor is assigned a fixed number of iterations such that the distribution among processors is as even as possible. The most common approaches for static partitioning are:
Ë Cyclic partitioning (CP) : It distributes the iterations in a round robin fashion; thus given n iterations and p processors, processor i executes iterations i + kp, k = 0, 1, . . . , n/p. However, this approach may deteriorate performance due to false sharing.
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Ë Block partitioning (BP) [25] : This approach maps contiguous iterations onto processors in a consecutive manner; thus a processor i executes iterations in/p + 1 through (i + 1)n/p. The efficiency of BP is governed by the block size. Assuming zero scheduling overhead, the optimal block size is k = n/p number of iterations. Ë Balanced chunk scheduling (BCS) [26] : BCS attempts to distribute the total number of iterations of the loop body among processors as evenly as possible as opposed to cyclic and block partitioning which distribute only the iterations of the outer loop. An example of the latter is shown in Appendix B of [7] . However, Haghighat and Polychronopolous restrict their discussion to double loops. Ë Canonical loop partitioning (CLP) [7] : Sakellariou introduce a notion of canonical loop nest for loop partitioning. CLP assumes that the outermost loop can be equi-partitioned into 2p m−1 parts, where p is the number of processors and m is the depth of a loop nest. However, this may generate empty sets which leads to load imbalance. Moreover, CLP generates a fragmented partition i.e. each individual set is a collection of non-contiguous subsets. CLP employs an enumeration-based approach to determine the total number of index points in an iteration space. It relies on loop normalization in the presence of non-unit strides. However the introduction of floors and ceilings renders this approach nonviable in practice (see Section 5) . Furthermore, determination of the set boundaries in CLP is very cumbersome.
Similarly, Boyle et al. [11] present an approach for load balancing of parallel affine loops using unimodular transformations. Their approach transforms a loop into a load balanced form, i.e. it identifies an index variable i k , referred to as an invariant iterator, that neither makes any reference to any other index variable in its loop bounds, nor is referenced by any other index variable and reorders the iterations to move i k as far out as possible. However, this approach relies on the existence of an invariant iterator which restricts it's applicability to rectangular iteration spaces only. Similarly, several techniques have been proposed in [27, 28, 29] for mapping affine loops on to multiple processors. However, these techniques focus primarily on communication minimization between the processors.
Conclusions
In this paper we presented an algorithm for partitioning N-dimensional iteration spaces. Unlike previous approaches [6, 7] , we follow a geometric approach for par-titioning an iteration space. The partition thus obtained consists of contiguous sets, which facilitates exploitation of data locality. Our approach provides an integrated solution to the partitioning and processor allocation problems. Our experiments show that our approach has better performance than the CAN partitioning technique. As future work, we would like to extend our approach to partition iteration spaces at run-time.
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