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Abstract
It is shown that a family of distributions on the complex space is characterized as
the only family such that the orbit of one distribution under a certain group of
transformations on the complex space is the same as that under the group of affine
transformations. The resulting family is compared with some existing families.
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1 Introduction
Some ‘Cauchy’ families of distributions defined on certain manifolds have been proposed
in the literature. An approach to deriving these Cauchy families is through character-
ization. Knight (1976) showed that the univariate Cauchy family on the real line is
characterized as the only family of distributions such that the orbit of one distribution
under the real Mo¨bius group is the same as that under the group of affine transforma-
tions. Knight and Meyer (1976) and Dunau and Se´nateur (1987) provided an extended
result for the multivariate Cauchy family by using an extension of the real Mo¨bius group.
Dunau and Se´nateur (1988) derived another Cauchy family on Rp via the group of con-
formal mappings on the extended Euclidean space.
In this paper we show that a family of distributions on the complex space Cp is
characterized as the only family such that the orbit of one distribution under a certain
group of transformations on Cp is equal to that under the group of affine transformations.
The standard distribution γ of the family is given by the probability measure
γ(dz) = π−pΓ(p + 1)(1 + ‖z‖2)−(p+1)dz, (1)
where Γ(·) denotes the gamma function, ‖z‖ = (|z1|
2+ · · ·+ |zp|
2)1/2, and dz is Lebesgue
measure in Cp ∼= R2p. Then the Cauchy family of distributions is defined as the orbit of γ
under the group of affine transformations. In the paper a member of such family is called
a Cauchy distribution on Cp. The relevant group of transformations on Cp is defined in
Section 2. The main result and its proof are provided in Section 3. The relationship of
the family with some existing families is investigated in Section 4.
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2 A group of transformations
The Mo¨bius transformation on the complex plane is defined by
M(z) =
az + b
cz + d
, z ∈ C;
(
a b
c d
)
∈ GL(2,C), (2)
where GL(p,C) denotes the set of p × p invertible matrices of which each element is a
complex number. It is well-known that the set of such transformations forms a group
under composition.
In this paper we consider an extension of the Mo¨bius transformation (2). Let z =
(z1, . . . , zp)
′ ∈ Cp and
g =
(
a b
c d
)
=


a11 · · · a1p b1
...
. . .
...
...
ap1 · · · app bp
c1 · · · cp d

 ∈ GL(p+ 1,C),
where a is a complex p×p matrix, b is a p-dimensional column vector, c is a p-dimensional
row vector and d is a complex number. Notice that det g 6= 0 for g ∈ GL(p+ 1,C). Then
the transformation on Cp discussed in the paper is
Mg(z) =
az + b
cz + d
=
(
a11z1 + · · ·+ a1pzp + b1
c1z1 + · · ·+ cpzp + d
, . . . ,
ap1z1 + · · ·+ appzp + bp
c1z1 + · · · + cpzp + d
)′
, z ∈ Cp. (3)
Note that if p = 1, this transformation reduces to the Mo¨bius transformation (2). Trans-
formation (3) corresponds to the one given in Knight and Meyer (1976) and Dunau and Se´nateur
(1987) if the components of a, b, c, d and z are real numbers. Clearly the set of transfor-
mations (3) forms a group under composition. When c = 0, transformation (3) becomes
the affine transformation. We denote the subgroup of such affine transformations by by
A(p + 1,C).
Let µ be any probability measure on Cp and g ∈ GL(p + 1,C). Then g · µ is the
probability measure on Cp defined by g · µ(X) = µ{M−1g (X)}, where M
−1
g (X) = {z ∈
C
p ; Mg(z) ∈ X ⊂ C
p} is a measurable set.
3 Main result and its proof
The main result of the paper is given in the following theorem
Theorem 1. Let µ be a probability measure on Cp such that for any c ∈ Cp and d ∈ C,
µ({z; cz + d = 0}) = 0. Then µ is a Cauchy distribution on Cp if and only if, for
g ∈ GL(p+ 1,C), there exists a ∈ A(p+ 1,C) such that g · µ = a · µ.
Proof. [Existence] In order to show that the family of Cauchy distributions on Cp is closed
under the group of transformations (3), we first prove the following lemma.
Lemma 1. Let CSp = {z ∈ Cp+1 ; ‖z‖ = 1} be the unit sphere in Cp+1. Assume that a
random vector Y = (Y1, . . . , Yp+1)
′ has the uniform distribution on CSp with respect to
the surface area. Then Z = Y −1p+1(Y1, . . . , Yp)
′ has the standard Cauchy distribution γ.
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Proof. Using the polar coordinate form, the random vector Y can be expressed as Y =
(R1e
iΘ1 , . . . , Rp+1e
iΘp+1)′, where 0 ≤ Rj < 1, −π ≤ Θj < π (j = 1, . . . , p + 1) and Rp =
{1−R21−· · ·−R
2
p−1−R
2
p+1}
1/2 ≥ 0. Put R′j = Rj/Rp+1 and Θ
′
j = Θj−Θp+1 (j = 1, . . . , p).
After tedious calculation, it follows that the marginal density of (R′1, . . . , R
′
p,Θ
′
1, . . . ,Θ
′
p)
is of the form
π−pΓ(p + 1) r′1 · · · r
′
p(1 + r
′2
1 + · · ·+ r
′2
p )
−(p+1)dr′1 · · · dr
′
pdθ
′
1 · · · dθ
′
p.
Finally, transforming the random vector to Z, it follows that the distribution of Z is given
by γ.
Since µ is a Cauchy distribution on Cp, there exists a matrix α ∈ A(p + 1,C) such
that µ = α · γ. Then gα ∈ GL(p+1,C). It follows that there exists a (p+1, p+1) upper
triangular matrix a and a (p + 1, p + 1) unitary matrix u such that gα = au. Note that
a ∈ A(p + 1,C). Then we have (gα)Y = (au)Y = a(uY )
d
= aY , where Y is uniformly
distributed on CSp. Hence Lemma 1 implies that g · µ = g · (α · γ) = (gα) · γ = a · γ.
[Uniqueness] Next we prove that the Cauchy family is the unique family of distributions
such that the orbit of one distribution under the group of transformations (3) is the same
as that under a group of the affine transformations. For the proof, we follow the lines of
Dunau and Se´nateur (1987).
Lemma 2. Assume that µ is a probability measure on Cp such that µ(Hg) = 0 for every
(p + 1, p + 1) matrix g with rank(g) < p + 1 and Hg = {gz ; z ∈ C
p}. Let Kµ = {g ∈
GL(p+1,C) ; g ·µ = µ, |det g| = 1} be the isotropy subgroup of µ. Then Kµ is a compact
subgroup of GL(p+ 1,C).
Proof. Let (gn)n≥1 be any sequence in Kµ. Using the singular value decomposition, gn
can be expressed as gn = kndnhn, where kn, hn ∈ U(p+1), the set of (p+1, p+1) unitary
matrices, and dn = diag{a1(n), . . . , ap+1(n)}. Without loss of generality, assume that
|ap+1(n)| ≥ · · · ≥ |a1(n)| ≥ 0.
Let d′n = |ap+1(n)|
−1dn and g
′
n = knd
′
nhn. Clearly, gn · µ = g
′
n · µ. Since U(p + 1) ×
Dp+1 × U(p + 1) is compact, where D = {z ∈ C ; |z| ≤ 1}, there exists a sequence n1 ≤
n2 ≤ · · · in N such that (knj , d
′
nj , hnj ) converges to (k, d
′, h) (∈ U(p+1)×Dp+1×U(p+1))
as j tends to infinity. Write g′ = kd′h. Since g′pj ·µ = µ for j ∈ N, it holds that g
′ ·µ = µ. If
rank(g′) < p+1, it follows from the assumption that µ(Cp) = 1 and g′ ·µ(Hg′) = 0, which
are contradictory to µ(Cp) = g′ · µ(g′Cp). Therefore rank(g′) has to be p + 1. Because
the absolute value of each diagonal entry of d′ is in (0, 1], it follows that anj converges to
a point which is not zero or infinity as j → ∞. Therefore limj→∞ gnj ∈ Kµ, and Kµ is
compact. It can be easily confirmed that Kµ forms a group.
It is known that the group of unitary transformations U(p+1) is a maximal compact
subgroup of GL(p + 1,C). Also, every other maximal compact subgroup of GL(p+ 1,C)
is conjugate to U(p + 1) (see, e.g., Hilgert and Neeb, 2012, Section 14.1). This fact and
Lemma 2 imply that there exists h ∈ GL(p+1,C) such that Kµ ⊂ h
−1U(p+1)h. Define
a probability measure ν by ν = h · µ. Then ν is a probability measure with ν(Cp) = 1
and there exists α ∈ A(p + 1,C) such that ν = α · µ. Clearly, Kν ⊂ U(p + 1).
We show that ν = γ. Let k ∈ U(p + 1) and a ∈ A(p + 1,C) such that k · ν = a · ν.
Without loss of generality, assume that |det a| = 1. Since a−1k ∈ Kν ⊂ U(p + 1), it
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follows that a ∈ U1(p), where
U1(p) =
{
g ∈ U(p+ 1) ; g =
(
u 0
0 1
)
, u ∈ U(p)
}
.
Hence U(p + 1) can be decomposed as
U(p+ 1) = U1(p) ·Kν .
Since Kν forms a group, it is also possible to decompose U(p+1) as U(p+1) = Kν ·U1(p).
Let z = (0, . . . , 0, 1)′ and CSp be the unit complex sphere in Cp+1. It follows that
CSp = U(p+1)z = KνU1(p)z = Kνz. This implies that Kν acts transitively on CS
n and,
as a group of projectivities, acts transitively on Cp, which becomes a homogeneous space
with respect to the compact group Kν . Since both ν and γ are probability measures on
C
p, invariant by Kν , then the uniqueness of Haar measure implies that ν = γ.
4 Relationships with existing families
In this section we consider the relationships between the Cauchy family on Cp and some
existing families. Let a Cp-valued random vector Z˜ have the standard Cauchy distribution
(1). Transform the random vector Z = LZ˜ + τ , where L ∈ GL(p,C) and τ ∈ Cp. Then
the joint distribution of Z has the probability density
µ(dz) = π−p|detΣ|−1Γ(p + 1)
{
1 + (z − τ)
′
Σ−1(z − τ)
}−(p+1)
dz,
where Σ = L∗L, L∗ = (ℓkj) and L = (ℓjk). This distribution is equivalent to the complex
multivariate t-distribution with one degree of freedom, which is derived in a different
manner from our Cauchy family (see, e.g., Kotz and Nadarajah, 2004, Section 5.12).
The proposed family also has association with some families on the Euclidean space.
Let Zj = Xj + iXp+j (j = 1, . . . , p), where Xk ∈ R (k = 1, . . . , 2p). Then the joint
distribution of (X1, . . . ,X2p) (≡ X) has a probability measure
µ(dx) = π−p|detΣ|−1Γ(p+ 1)
{
1 + (x− η)′W−1(x− η)
}−(p+1)
dx, (4)
where η = (Re(τ1), . . . ,Re(τp), Im(τ1), . . . , Im(τp))
′ and
W = Re
(
Σ iΣ
iΣ Σ
)
.
This probability measure is equal to that of the (2p)-dimensional t-distribution with two
degrees of freedom with the restricted covariance matrix. To our knowledge, this case of
the multivariate t-distribution has not been paid much attention except for the univariate
case which has been investigated by Jones (2002).
The form of the probability measure (4) implies that, in general, our Cauchy family
is essentially different from the multivariate Cauchy family of Knight and Meyer (1976)
and Dunau and Se´nateur (1987), which is the multivariate t-distribution with one degree
of freedom, or the conformal Cauchy family of Dunau and Se´nateur (1988), which is the
multivariate t-distribution with 2p degrees of freedom. An exception is the case p = 1
in which the conformal Cauchy is equivalent to our Cauchy family as is also clear from
the fact that transformation (3) with p = 1 reduces to the Mo¨bius transformation on the
plane.
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