Abstract. The Heuristic Ratio Estimation (HRE) approach proposes a new way of using the pairwise comparisons matrix. It allows the assumption that the weights of some alternatives (herein referred to as concepts) are known and fixed, hence the weight vector needs to be estimated only for the other unknown values. The main purpose of this paper is to extend the previously proposed iterative HRE algorithm and present all the heuristics that create a generalized approach. Theoretical considerations are accompanied by a few numerical examples demonstrating how the selected heuristics can be used in practice.
Introduction
The first evidence of the usage of pairwise comparisons (herein abbreviated as PC) comes from Ramon Llull (the XIII century) [9, 35] , then the method was rediscovered in the XIX century by Fechner [12] . In the first half of the twentieth century it was developed by Thurstone [38] . The Analytic Hierarchy Process (AHP), introduced by Saaty [33] , was another important extension to the PC theory, providing handy methods for dealing with the large number of criteria. Many examples demonstrate the usefulness of the method [39, 16, 26, 37] . Despite its long existence, research in the field of the PC research is still conducted. This is evidenced by the works discussing the strengths and weaknesses of the most popular AHP approach [11, 31, 3, 34, 2] , and also by the works proposing the new PC paradigms, and exploring the new areas of applicability, such as the Rough Set theory approach [15] , fuzzy PC relation handling [27, 13, 41, 42] , incomplete PC relation [6, 14, 22] , data inconsistency reduction [24] , non-numerical rankings [20] and others. A broader discussion of the PC method can be found in [36, 17] .
The newly proposed HRE approach [25] explores the use of the PC method in cases when some alternatives (herein referred to as concepts) have known and fixed priorities. Therefore, it divides the concepts into two sets -initially known elements C K for which the weights are fixed and unknown elements C U for which the weights need to be determined. Then, by iteratively averaging the available weights (initially only the weights of elements from C K are available), subsequent propositions of the weight vector are computed.
The notion inherently integrated with the PC method is data inconsistency [8, 7] . If the data are fully consistent then any single comparison provides enough information about the relative order and the intensity of preferences of two concepts. In such a case, after performing n−1 comparisons, the weights of all n concepts can be easily determined, provided that the n − 1 comparisons involve all the concepts. Thus, any special way of data processing in order to derive the priorities of concepts is not needed. If the input data are inconsistent the best thing to be done is to propose a heuristic that, despite the data inconsistency, allows the weights of concepts to be calculated.
The presented work is a follow-up of [25] . It introduces the new ideas (the lack of reciprocity or the lack of data) and presents the concepts introduced in [25] in a more systematic and formal way. The HRE approach presented in this article includes four complementary heuristics that are useful for calculating weights when the reference set of initially known elements C K is given (Sec. 3). Besides theoretical consideration the article examines the HRE weight derivation procedures on a few numerical examples (Sec. 4). The article is opened by two sections introducing the PC method (Sec. 1 and 2). A brief summary is provided in (Sec. 5). Additional explanations and definitions are placed in the appendices.
Man always has to make choices. Therefore he/she always has to make comparisons. The best bet is when one (the better one) needs to be selected from a pair. People are accustomed to this type of comparison. In daily contact, in the market, where paying for a fruit everyone is trying to choose the heavier one. The relative weight of two fruits that look like they are the greatest can be easily estimated by comparing the weight of the fruit held in one hand with the weight of the fruit held in the other hand. Usually, making the right choice is possible without any additional tools indicating weight. In reality people have to compare much more complicated things than fruits. Often there is no way to make an accurate comparison. There is no 'weight' for the problem. Even worse, usually there are many different things that need to be compared. In such a case the PC approach comes to the rescue. It allows people to do what they do best -comparing pairs. The final synthesis of partial assessments is performed in accordance with predefined algorithms, such as the eigenvalue method or geometric mean method [19] .
The input data to the PC method is a (PC) matrix M = (m ij ) and m i,j ∈ R + where i, j ∈ {1, . . . , n} represents partial assessments over the finite set of concepts C df = {c i ∈ C , i ∈ {1, . . . , n}} where C = ∅ is a universe of concepts. Let µ : C R + be a partial function that assigns to some concepts from C ⊂ C positive values from R + . Thus, the value µ(c) represents the importance of c. The output of the PC method is the function µ defined for all c ∈ C. It introduces the total order in C and usually will be written in the form of a vector of weights µ
T (see Fig. 1 ). Concepts, originally referred to in the literature as subjective stimuli [38] , alternatives [2] or activities [30] , represent objects for which the relative importance indicators m ij and m ji need to be assessed.
It is assumed that, according to the best knowledge of experts, the importance of c i equals m ij of the importance of c j i.e. µ(c i ) = m ij µ(c j ). The matrix M is said to be reciprocal if ∀i, j ∈ {1, . . . , n} : m ij = 1 mji . This property reflects the intuition that if the relative importance ratio c i to c j is m ij then the the importance ratio c j to c i should be 1 /mij=mji. However, intuitive reciprocity may not always be met. The matrix M without reciprocity property is sometimes referred to in the literature as a generalized PC matrix [23] .
Ideally M is also consistent i.e. ∀i, j, k ∈ {1, . . . , n} : m ij · m jk · m ki = 1. Unfortunately, the knowledge stored in the PC matrix usually comes from different experts, the consistency condition may not be met. In such a case, reasoning using M may give ambiguous results. This leads to the data consistency (and inconsistency) concept formalized in the form of the inconsistency index. There are several different inconsistency indexes, including the Eigenvector Method [33] , Least Squares Method, Chi Squares Method [7] , Koczkodaj's distance based inconsistency index [21] and others. The most popular eigenvalue based approach [33] defines the consistency index (sometimes referred as the consistency ratio) as
where λ max is the principal eigenvalue of n × n matrix M . The iterative HRE algorithm [25] adopts the last of them as a convenient and easy to use 'gauge' of data inconsistency. Koczkodaj's inconsistency index K of n × n and (n > 2) reciprocal matrix M is equal to:
where i, j, k = 1, . . . , n and i = j ∧ j = k ∧ i = k. There are also several different methods of deriving the weights vector out of the matrix M [34, 19] . Two the most popular are the eigenvector method [33] and the geometric mean method. According to the first one, the output µ (denoted as µ EV ) is the rescaled principal eigenvector of M , i.e.:
and
T is the principal eigenvector of M . The second method [10] proposes the adoption of rescaled geometric means of rows of M as the output µ . Thus,
where
Other the priority deriving methods in the AHP approach can be found in [19, 18, 40] .
The HRE Algorithm Approach
The HRE approach to the rating estimation in the pairwise comparisons method is based on a few intuitive heuristics. The first of them concerns dividing the set of concepts into known (reference) and unknown elements. Initially, µ is defined only for reference elements. Hence, only these elements can be used to estimate µ for unknown elements. With every subsequent step µ is specified for more and more elements. Thus, increasing the number of elements could be taken into account during calculations. The weights of initially known reference elements remain unchanged. Thus, the subsequent updates affect only unknown elements. In every step weights for unknown elements are determined as the arithmetic mean of determined values and the appropriate ratios (6). This iterative procedure forms an averaging with respect to the reference heuristics (a more detailed description in Sec. 3.1). Therefore, comparing with the eigenvalue based method, the HRE approach requires additional information about the reference elements (see Fig. 2 ). Fig. 2 . HRE approach input-output scheme. CK means the non-empty set of reference concepts.
In fact, sometimes the HRE procedure is equivalent to finding a solution for some linear equation system. Hence, if this equation system has an admissible solution, then its solution can be adopted as the output of the HRE algorithm. If not, the weight vector needs to be determined with the help of the second heuristic (Sec. 3.2) as explained later in the work.
In general, the pairwise comparisons method assumes that the input matrix is reciprocal. It means that the ratio m ij expressing the relative importance of c i compared to c j should be the inverse of m ji . Unfortunately, this assumption may not always be met [24] . Since the situation when m ij = 1 /mji is undesired, but possible in practice, the third heuristic proposes a simple method for calculating the new values m ij , m ji so that they are mutually reciprocal and possibly close to the original m ij , m ji . The operation is called reciprocity restoration and is applied to any matrix M , which is processed by the HRE algorithm.
The fourth heuristic addresses the problem of incomplete data, where not all the ratios m ij are known. Some of them can be recovered based on the assumed reciprocity. However, if both m ij and its counterpart m ji are unknown the reciprocity property does not help. In such a case, either the missing ratios are reconstructed [6, 22] so that the standard methods can deal with the reconstructed matrix, or the procedure alone has to deal with the problem of missing matrix entries. The iterative HRE approach does not need the matrix reconstruction. During the course of the iterative procedure, the new ratio values are computed using only those defined concepts that are reachable due to the availability of an appropriate ratio. In other words, if some ratio is missing all the multiplications which use the missing ratio are excluded from the basic update formula (6).
Heuristics of averaging with respect to reference values
The iterative averaging approach presented in [25] assumes that the set of concepts C = C K ∪ C U and C K ∩ C U = ∅, where C K denotes concepts for which the actual value µ is initially known, and C U contains concepts for which the value µ needs to be determined. The relation between different concepts in C is represented by M so that in the case of the fully consistent matrix it holds that µ(c i )m ji = µ(c j ). Hence, for a known, complete matrix M and c i ∈ C K , c j ∈ C U determining c j boils down to the performance of a single multiplication. Since M is usually inconsistent, the HRE algorithm considers m ji µ(c i ) as a sample of µ(c j ), where the expected value of µ(c j ) is the arithmetic mean of the values m ji µ(c i ). Of course, not all the values µ(c i ) are defined at the very beginning, but only those for which c i ∈ C K . Hence, in the first step of the HRE procedure, the values µ(c j ) are estimated only on the basis of the initially known concepts. However, in the second step (assuming that M is complete) all the other values µ(c i ) computed during the first step (for i = j and c i ∈ C K ∪ C U ) can be used to determine µ(c j ). Thus, for every concept c j ∈ C K the r'th subsequent estimation of µ r (c j ) computed by the HRE iterative procedure (see [25] ) meets the equation:
where C r−1 j = {c ∈ C : µ r−1 (c) is known and c = c j }, and C
and C r−1 j is the cardinality (number of elements) of C r−1 j [25] . For simplicity, let us assume that C U = {c 1 , . . . , c k } and C K = {c k+1 , . . . , c n }. It turns out that the iterative procedure proposed in [25] follows the Jacobi iterative method for solving a linear equation system in the form 1 :
where the matrix A is given as:
1 The form of the linear equation system (8) is more thoroughly explained in Appendix C.
vector of constant terms is
and values that need to be determined are denoted as:
The iteration matrix of the Jacobi method is given by:
The matrix D is the diagonal matrix of the diagonal entries of A, hence D = D −1 = I, whilst E is the lower triangular matrix of entries e ij = − − 1 n−1 m i,j = −a ij , and F is the upper triangular matrix of entries f ij = − − 1 n−1 m i,j = −a ij . Therefore, the update equation (6) can be written in the form:
When the matrix A is strictly diagonally dominant by rows i.e. |a ii | > Σ n j=1 |a ij | for i = j and i = 1, . . . , k then the Jacobi method is convergent [29] 2 . In our case a ii = 1 for i = 1, . . . , k, hence the HRE procedure is convergent if
for all i = 1, . . . , k. Bearing in mind that a ij = − 1 n−1 m ij let us note the HRE algorithm has a high chance to be convergent if the set C U is relatively small (C K is relatively large) and m ij are not too large i.e. estimated values µ(c j ) for j = 1, . . . , k are similar. Both of these conditions are intuitive and, in practice, are likely to be satisfied. The first of them reflects the natural desire to provide the experts with rather more than the lower number of known reference concepts. The second corresponds to the common-sense observation that all the considered concepts should be similar to each other, because then it is easy to compare them.
The equation (8) could also be solved using direct methods. In such a case it has exactly one solution, if the determinant of A differs from 0, i.e.:
det(A) = 0
Unfortunately, it may turn out that this unique solution
For instance, some values µ(c i ) may be less than or equal 0. In such a case the iterative approach is not convergent (assuming that µ(c j ) for c j ∈ C K are strictly positive, the values µ(c i ) for i = 1, . . . , k must also be strictly positive 3 ). In such a case µ that meets (8) cannot be adopted as the HRE procedure output. Instead, the HRE procedure needs to be iterated a predetermined number of times and the result µ needs to be chosen following the minimizing estimation error heuristics (Sec. 3.2). In the presented approach, only those m ji are determined by experts for which at least one of the two c i , c j comes from C U . For two initially known concepts the value m ji is just defined as m ji = µ(cj ) /µ(ci). Hence, the matrix M is always consistent in the part relating to the known concepts i.e. ∀c i , c j ∈ C K : m ji µ(c i ) = µ(c j ).
When the µ values are not initially known for any c ∈ C, i.e. C K = ∅, then for an arbitrarily selected c i the value µ(c i ) might be set by the experimenter to 1. In such a case the HRE procedure computes the relative order µ of concepts from C assuming that the weight µ(c i ) is a unit. Since c i is treated as the reference element it must be selected with special care. Their relationship with other concepts have a reference meaning, hence they should be highly reliable and well documented.
The final weight vector µ HRE is synthesized by using k values determined by solving (8) and n−k initially known reference values of concepts from C K .
Thus the rescaled form of µ HRE is:
Heuristics of minimizing estimation error
The minimizing estimation error heuristics is proposed to deal with the case when it is impossible to uniquely determine µ(c i ) as the mean of m ij µ(c j ) for i = j (the vector µ cannot be determined by solving 4 (8)). In tests, it was noticed that the more often it happens, the higher the inconsistency. In such a case, rather than solving (8) someone may try to find µ that minimizes the average absolute estimation error, given as follows:
The problem of minimizing e µ is discussed in (Appendix A). The preliminary Monte Carlo tests show that for the relatively small inconsistency (small K ) both: the minimizing estimation error heuristic (as defined above) and the averaging with respect to the reference values heuristic (Sec. 3.1) lead to very similar vectors µ. When the inconsistency index K rises then the solutions provided by these two heuristics become increasingly different. In general, it seems that the heuristic of averaging with respect to the reference values is more useful in practice. However, when the equation (8) does not have an admissible solution and there is an admissible µ minimizing (18) , then the minimizing estimation error heuristic may be worth considering.
Certainly the search for the smallest e µ makes sense if both: solving (8) and finding µ, which minimizes (18) fail. Then the intermediate HRE iteration result with the minimal absolute estimation error e µr needs to be adopted as the output µ out of the HRE procedure:
Although r -the total number of iterations has to be arbitrarily set by an experimenter, in practice, it should be small enough (even one or two iterations may be useful).
Heuristics of reciprocity restoration
According to these heuristics, the input PC matrix M should be reciprocal to be processed by the HRE procedure. Hence, it should hold that m ij = . It is easy to check that the new matrix M is reciprocal. Moreover, if M is initially reciprocal then M = M . Therefore, every PC matrix M calculated by the HRE procedure should be preprocessed in order to restore the lost reciprocity property. If M is reciprocal the preprocessed matrix should be identical to M . If not, it is recommended to transform M into M according to the definition given above. A similar approach to the lack of the reciprocity property has been discussed, for example, in [13] . The geometric mean properties have been discussed in [10] . 4 For the purpose of the HRE approach only µ ∈ R k + are admissible.
Heuristics of missing data
Sometimes there may be a situation that not all indispensable ratios are defined. Then the resulting pairwise comparisons matrix M is incomplete and contains unknown values. In such a case the update equation (6) cannot include the products m ji µ(c i ) where m ji is not specified. Let us denote m ji = ? if m ji is unspecified.
To handle this situation, the set of elements for which the µ r−1 values were known needs to be changed as follows: 
Although incomplete, M should be reciprocal. Hence the reciprocity restoration procedure needs to be extended to the case when some ratios are unknown. Thus, let us define: where m ji and m ij are unspecified in M
The HRE algorithm equipped with the heuristics of missing data can handle matrices to which other methods might not be applicable 5 . The only limitation is the reachability of the unknown concepts understood as the condition that for each unknown concept c j ∈ C U there must exist at least one concept c i ∈ C K with known weight and a sequence of indices i 1 , i 2 , . . . , i q such that m ii1 =?, m i1i2 =?, . . . , m iqj =?, where i 1 , i 2 , . . . , i q ∈ {1, 2, . . . , n}. Therefore, the HRE procedure is able to propose the value µ q (c j ) for c j ∈ C U only if there is at least one c r ∈ C U for which the product m j,r µ q−1 (c r ) is known. In the case of an incomplete matrix the weights cannot be obtained by solving a linear equation system as shown in (8) . In particular, due to the missing data, the set of known values C r−1 j for j such that c j ∈ C U may change for the second and subsequent iteration. Thus, the incomplete data requires an iterative approach when every subsequent value of µ(c j ) is estimated according to the update rule (6) . If the procedure converges, a sufficiently accurate approximation might be adopted as the output. If not, the one with the smallest e µ from the several initial iteration results needs to be adopted as the result of the procedure.
The missing data heuristics might be especially useful when a large number of different concepts should be compared with each other. In such a case the completion of all the ratios in the matrix M might be difficult, which may result in its incompleteness.
Numerical examples
Despite the fact that in the HRE approach the priorities of some concepts have to be initially known, the procedure might be used (for caution) in any case. However, this will require the adoption of arbitrarily selected elements as the reference concepts. The first numerical example (from [2] ) demonstrates the case when the standard PC matrix is processed by the HRE algorithm and the arbitrary concept is chosen as the reference one. The second example shows a typical situation for HRE. There is a non-empty set C K of the reference concepts and the set C U consists of unknown elements. The third example addresses the problem of non-reciprocal matrices and demonstrates how the heuristic of reciprocity restoration works in practice. The last, fourth, example deals with an incomplete PC matrix. It uses an iterative version of the HRE procedure to derive the weight vector from M . It is designed to demonstrate how the iterative HRE procedure equipped with the missing data heuristic may support incomplete PC data sets. (c4) µEV(c5) = 3.741 which is in contradiction with the second COP postulate (58). It is easy to check that for µ GM COP does not hold either. The eigenvalue based inconsistency index is low and equals CI = 0.057. In contrast, Koczkodaj's distance based inconsistency index is high 6 and equals K (M ) = 0.743. To calculate the rank using the HRE approach when none of the concepts are initially known (i.e. C K = ∅), it is necessary to choose some c ∈ C U and assign an arbitrary weight to it. Thus, based on our knowledge about the problem domain, let us assume that c 1 is a reference element (C K = {c 1 } and C U = C U \{c 1 }) and set µ(c 1 ) = 1. (It is easy to check that for a rescaled form of a weight vector µ the exact value assigned to µ(c 1 ) is not important). Then, after the first HRE iteration, the matrix A and vector b are determined By examining all the possible cases, it is easy to check that the weight vector µ HREn satisfies COP. It is noteworthy that all the three vectors: µ EV , µ GM and µ HREn preserve the same order of elements and they differ only in intensities of preferences. Since the value µ(c 1 ) is chosen arbitrarily by an experimenter, the obtained result has only an ordinal meaning. As both vectors µ HREn and µ HRE carry the same (ordinal) information it is convenient to consider the rescaled vector µ HREn .
Example 2 (Case with reference concept values)
The immediate inspiration for the second example is the scientific units evaluation in Poland. The proposed ranking algorithm [28] is based on the pairwise comparisons paradigm although it does not follow the AHP approach. The reference scientific units (as defined therein) are used to determine the scientific categories, and thereby funding levels.
Let c 1 , . . . , c 5 represent the hypothetical scientific units, where two of them c 2 and c 3 are the reference units for which the values c 2 , c 3 ∈ C K are initially known and equal µ(c 2 ) = 5 and µ(c 3 ) = 7. The analysis of the scientific units c 1 , c 4 and c 5 with respect to the criterion µ allows the formulation of the following pairwise comparisons matrix:
The rescaled eigenvector µ EV (see 3) and the rescaled geometric mean based vector µ GM (see 4) for M are as follows: The HRE approach requires the solution of the linear equation system for A and b as follows 8 :
hence, numerically:
The not rescaled µ HRE weight vector is: 
The inconsistency indices are CI = 0.07 (AHP) and K (M ) = 0.781 (Koczkodaj).
It is easy to observe that in this hypothetical case the eigenvalue vector µ EV also violates COP. That is because the ratio m 1,5 = 1 2 < 1, whilst µEV(c1) µEV(c5) > 1. The µ GM and µ HRE do not violate the first COP postulate (Appendix B). However, all the vectors µ EV , µ GM and µ HRE do not meet the second COP postulate. 8 note that |CU | = 3 implies that the dimensions of matrix A are 3 × 3
Example 3 (Case of not reciprocal matrix)
The third example concerns a situation when the PC matrix is almost consistent but not reciprocal. Due to the lack of reciprocity, the use of the eigenvalue method as well as the geometric means method might be disputed (these methods are designed for reciprocal matrices [19] ). Hence, the values µ EV and µ GM are computed just for testing the robustness and sensitivity of both methods to the incorrect data.
Let c 1 , . . . , c 4 represent four candidates for the position of a manager in some production company. As different examiners have been involved in the recruitment process, one examiner rated c 4 social skills twice as high as c 1 , whilst another examiner, while comparing skills c 1 to c 4 , ruled that both candidates are exactly on the same level. Assuming that in all other cases the recruitment committee has ruled that all other candidates present the same level of social skills, the PC matrix M representing the problem may appear as follows:
An attempt to calculate the eigenvector based or geometric mean based rank leads to the following vectors: 
The rescaled HRE weight vector is: 
Although all the tested methods rate the c 4 candidate higher than the others, only the HRE method rates c 1 below the average. Hence, only the HRE algorithm meets COP, i.e.
µ(c2) is met only by µ HRE (let us note that µ EV (c 1 ) = µ EV (c 2 ) as well as µ GM (c 1 ) = µ GM (c 2 ), thus µEV(c4) /µEV(c1) = µEV(c4) /µEV(c2) and µGM(c4) /µGM(c1) = µGM(c4) /µGM(c2)). Although the eigenvalue and geometric mean methods have a problem with COP when M is not reciprocal, it should be noted that they have no problems with COP for M . This may suggest that the reciprocity restoration heuristic might be useful also for other weight derivation methods.
Example 4 (Case of incomplete matrix)
The fourth example represents situations where some data are missing. The known ratios representing the relative importance of concepts were placed into the matrix M . Question marks at the intersection of row i and column j in the matrix (43) mean unknown values m ij . The immediate inspiration for this example was an observation of the meta analysis process in biochemistry [4] where the number and diversity of analyzed factors make drawing the final conclusions difficult or even impossible.
Let us consider the four drugs c 1 , . . . , c 4 with proven efficacy in controlling the disease X. Based on the available scientific articles, Dr H. came to the conclusion that c 1 and c 2 have similar efficacy, the same for c 3 and c 4 . He also came across research showing that in some cases c 2 is two times more effective than c 3 , and also c 4 fails three times more likely than c 1 . Unfortunately, Dr. H. found no studies comparing the therapeutic effect of drugs in pairs (c 1 , c 3 ) and (c 2 , c 4 ) . Therefore the PC matrix M (43) prepared by Dr H. looks like as follows:
The drug c 1 is very popular, so there are many studies on its efficacy. There are also some studies that compare efficacy of c 1 and c 2 but c 2 is less popular. Since c 1 is the most popular drug on X, and what follows, the relationship between c 1 and c 2 have been most extensively tested, then c 1 has been adopted as the reference concept, i.e. C K = C K ∪ {c 1 } and µ(c 1 ) = 1. The HRE procedure, applied to M (a reciprocity restoration included) converges to: µHRE(c1) = 0, 374 < 1 etc. Due to the incompatible input matrix format, the eigenvalue method and the geometric mean method could not be used in this case 9 .
Summary
The quality of the results achieved using the HRE approach is inextricably linked to input data quality. According to the popular adage "garbage in, garbage out", when data are bad even the best algorithm is not able to provide good output. In the case of heuristic algorithms, the domain of applicability depends on the adopted heuristics. Despite the promising results for different types (and different quality) of input data, the application area of the HRE approach has only been sketched. It is therefore necessary to conduct further research to better define assumed heuristics and the situations in which they may be most useful. In particular, relationships between different formulations of data inconsistency levels and the priority estimation quality seem to be very interesting. The HRE approach presented in the article is based on the iterative HRE algorithm primarily formulated in [25] . The heuristics indicated are much more thoroughly analyzed in this work. In particular, the heuristic of averaging with respect to the reference value and the heuristic of minimizing estimation error are given in the general form as the linear equation system solving problems. The new useful heuristic of reciprocity restoration has been introduced and the incomplete PC matrix problem has been addressed. The presented theoretical considerations are accompanied by four numerical examples demonstrating different situations in which the proposed solution might be helpful. The HRE approach tries to complement other methods. It has been designed to help estimation of the relative order of concepts when a non-empty reference subset of concepts is known (or a set of such can be readily determined). Therefore, with this new application area, it may be of interest to a wide range of both researchers and practitioners. 9 There are several approaches that address the problem of incomplete PC data. See e.g. [6, 14, 22] 
B Condition of order preservation
Among the various criticisms raised at AHP and the eigenvalue method, a Condition of Order Preservation (COP ) postulate [2] seems to be one of the more interesting. According to COP, the output of the weight calculation method should preserve the order as well as the intensity of preferences. In other words, COP is met by the weight vector µ if for every four concepts c 1 , . . . , c 4 ∈ C such that c 1 dominates c 2 more than c 3 dominates c 4 in M i.e. 
COP does not depend on any concepts specific for the eigenvalue method. It reflects the natural desire that the final ranking should be consistent with the individual expert judgments. Thus, although COP was formulated with reference to the eigenvalue method, it might be used as a quality test for any priority deriving methods, including the HRE approach.
C Heuristics of averaging with respect to reference values -the form of the linear equation system
For simplicity, let us assume that C U = {c 1 , . . . , c k }, C K = {c k+1 , . . . , c n }. The values µ for c j ∈ C K are known, whilst the values µ for elements of C U need to be estimated. The heuristics of averaging with respect to the reference values assumes that for every unknown c j ∈ C U the value µ(c j ) should be estimated as the arithmetic mean of all the other values µ(c i ) multiplied by factor m ji :
Thus, during the second and subsequent iterations the algorithm shown in [25] calculates the new estimation value µ(c i ) for each unknown concepts c j ∈ C U according to one of the following equations: Since the values µ(c k+1 ), . . . , µ(c n ) are known and constant (c k+1 , . . . , c n are the reference concepts), so they can be grouped together. Let us denote:
Thus, the linear equations system (60) could be written as: It is easy to see that the linear equation system (62) forms the matrix equation (8) where A, b and µ are defined in (9) , (10) and (11) . Finding the solution of (8) is equivalent to determine the values µ(c 1 ), . . . , µ(c k ) with respect to the reference (known) concepts grouped in C K .
