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ABSTRACT. Using the formula for the universal R-matrix proposed by Khoroshkin and
Tolstoy, we give a detailed derivation of L-operators for the quantum groups associated
with the generalized Cartan matrices A
(1)
1 and A
(1)
2 .
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1. INTRODUCTION
The famous statistical ice model was solved by Lieb [31, 32] based on a modification
of the Bethe Ansatz [8]. It is a special case of the more general six-vertex model which
is accessible to the Bethe Ansatz as well [35]. In distinction, its further generalization
to the eight-vertex model needs a different treatment proposed by Baxter [1, 2]. It is
based on the concept of the so-called Q-operator which, together with the transfer-
matrix of the model, satisfies a functional equation which serves as a substitute of
1
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the Bethe equations. The Q-operator method has many applications in the theory of
quantum integrable systems. We would like to mention here its important role in the
recent investigation of the correlation functions of the XXZ-spin chain [10, 11, 24, 9]. It
is worth noting that, in general, for a given integrable system one has a set of transfer
matrices and Q-operators which satisfy a whole system of functional relations.
The modern approach to quantum integrable systems is based on the notion of a
quantum group introduced independently by Drinfeld [18, 19] and Jimbo [21, 23]. In
such an approach the main object is the universal R-matrix which is an element in
the tensor product of two copies of the underlying quantum group A. Following
Bazhanov, Lukyanov and Zamolodchikov [4, 5, 6], one can obtain the Q-operators
from the universal R-matrix. The first step is to define the so-called L-operators. To
this end, one realizes one of the factors of the tensor productA⊗A1 in a representation
space of a tensor product of q-oscillator algebras, and for the remaining factor uses an
appropriate finite- or infinite-dimensional representation ofA. It is common to call the
representation space of the tensor product of q-oscillator algebras the auxiliary space,
and the remaining representation space the quantum space. From the L-operators one
constructs monodromy-type operators and takes the trace over the q-oscillator factor.
For the six-vertex model and the related XXZ-spin chain the underlying quantum
group is Uh¯(g(A
(1)
1 )).
2 This paper is devoted to the construction of L-operators for
quantum integrable systems which are related to the quantum groupUh¯(g(A
(1)
2 ))with
a finite-dimensional quantum space.3 We consider this as the first step to a generaliza-
tion of the results on correlation functions obtained in the papers [10, 11, 24, 9] to the
case of quantum chain related to the Lie algebra sl(3,C) ≃ g(A2) in the same sense
as the XXZ-spin chain is related to the Lie algebra sl(2,C) ≃ g(A1). We start our
construction directly with the universal R-matrix.
An explicit formula for the universal R-matrix for the quantum groups Uh¯(g(An))
was obtained in [34], and for the case of the quantum groups associated with the finite-
dimensional simple Lie algebras in the [28, 30]. The case of quantum groups associated
with finite-dimensional Lie superalgebras was considered in [26]. A useful formula for
the universal R-matrix for the quantum groups associated with the untwisted affine
Lie algebras was given first by Khoroshkin and Tolstoy [36, 27]. Then this formula was
also obtained with the help of the quantum Weyl group for the case of the quantum
group Uh¯(g(A
(1)
1 )) in [29] and for the case of the quantum groups associated with
untwisted affine Lie algebras in [17]. In the present paper we follow the approach by
Khoroshkin and Tolstoy [36, 27].
We start our work with the quantum group Uh¯(g(A
(1)
1 )). Although the L-operators
for this case are well known, we believe that the analysis of this simple case pro-
vides the necessary experience to attack the more intricate case of the quantum group
Uh¯(g(A
(1)
2 )). Deriving L-operators from the universal R-matrix has the advantage that
one obtains them with the proper normalization implied by the functional relations in
their universal form arising when they are derived from the universal R-matrix as
well, see, for example, [7]. Moreover, the freedom in the construction of L-operators
1To be specific, the universal R-matrix in the case under consideration is an element of B+ ⊗ B− ⊂
A⊗A, where B+ and B− are two dual Borel subalgebras of A, while the whole quantum group A can
be realized by means of the so-called quantum double construction [19], see also [14].
2We denote by g(A) the Kac–Moody Lie algebra defined by the generalized Cartan matrix A.
3Some quantum integrable systems related to the quantum groupsUh¯(g(A
(1)
1 )) andUh¯(g(A
(1)
2 ))with
infinite-dimensional quantum spaces were studied in the papers [4, 5, 6, 3].
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becomes more transparent if one starts with the universal R-matrix. First of all, one
should choose which factor in the tensor product A⊗A will be realized with the help
of q-oscillator algebras. This gives two types of L-operators which we call L-operators
of type Lˆ and Lˇ. Furthermore, there is a freedom related to the automorphism group
of the corresponding Dynkin diagram. For the case of the affine Lie algebra g(A
(1)
1 )
this is the symmetric group S2. It has two elements, and we have two nonequivalent
L-operators of each type. We give explicit expressions for all of them.
In the case of the quantum groupUh¯(g(A
(1)
2 )) there is an additional freedom. It orig-
inates from the fact that realizing the generators of the quantum group by q-oscillators
there are two nonequivalent ways to satisfy the Serre relations. We are going to in-
vestigate a possible manifestation of this freedom on the level of functional relations.
The automorphism group of the Dynkin diagram of the affine Lie algebra g(A
(1)
2 ) is
the dihedral group D3 which coincides with the symmetric group S3. The order of
these groups is 6. We do not give expressions for all possible L-operators restricting
ourselves to two examples related to different ways to satisfy the Serre relations for
each type of L-operators. We hope that the explanations given in the text are enough
to obtain the remaining L-operators related to the automorphism group of the Dynkin
diagram.
To make the presentation more self-contained we supplemented the paper by two
appendices containing the necessary definitions of Kac–Moody algebras of finite and
affine type, quantum groups and the Khoroshkin–Tolstoy construction of the universal
R-matrix. Further information can be found, for example, in the books [25, 15, 16, 20].
We denote by Z the set of integers, by Z+ the set of positive integers, by Z− the set
of negative integers, and by N the set of non-negative integers. We use one and the
same notation for an endomorphism of a vector space and for its matrix with respect
to a fixed basis. Hence, it is natural to denote the Kronecker product of matrices by
the symbol of tensor product. Depending on the context, the symbol 1 means the unit
of an algebra or the unit matrix.
2. GENERALIZED CARTAN MATRIX A
(1)
1
2.1. Universal R-matrix. In the case of the quantum groupUh¯(g
′(A
(1)
1 )), the Khoroshkin–
Tolstoy construction of the universal R-matrix, described in Appendix B.7, looks as
follows.
We have two simple positive roots α0 and α1. The generalized Cartan matrix A
(1)
1
has the form
A
(1)
1 =
(
2 −2
−2 2
)
,
therefore, (αi, αi) = 2 and (αi, αj) = −2 for i 6= j, see AppendixA.3. Denote δ = α0+ α1
and α = α1. It is easy to verify that
(δ, δ) = 0, (δ, α) = (α, δ) = 0, (α, α) = 2.
The system of positive roots of g(A
(1)
1 ) is
∆+(A
(1)
1 ) = {α +mδ | m ∈ N} ∪ {mδ | m ∈ Z+} ∪ {(δ− α) +mδ | m ∈ N},
see Appendix A.4. We define the root vectors, corresponding to the roots of g(A
(1)
1 ), in
terms of the root vectors eα and eδ−α, corresponding to the simple positive roots, and
the root vectors fα and fδ−α, corresponding to the simple negative roots. First, using
the relations (B.18)–(B.21), we define the root vectors eα+mδ, e(δ−α)+mδ and e
′
mδ, and
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then, using (B.22), we introduce the root vectors emδ.
4 Finally, using (B.23) and (B.24),
we define the root vectors f ′mδ, fmδ, fα+mδ and f(δ−α)+mδ.
We fix the following normal order of ∆+(A
(1)
1 ):
α, α + δ, . . . , α +mδ, . . . , δ, 2δ, . . . , kδ, . . . , . . . , (δ− α) + ℓδ, . . . , (δ− α) + δ, δ− α.
This order evidently satisfies condition (B.15).
The expression for the universal R-matrix, obtained by Khoroshkin and Tolstoy, has
the form
R = R≺δ R∼δ R≻δK,
see Appendix B.7. The first factor is the product over m ∈ N of the q-exponentials
Rm, α, defined by the relation (B.31), in the order coinciding with the chosen normal
order of the roots α +mδ. One can verify that
[eα+mδ, fα+mδ] =
qhα+mδ − q−hα+mδ
q− q−1
.
Therefore, in the case under consideration the q-exponentials Rm, α have the form
Rα,m = expq−2
(
(q− q−1) eα+mδ ⊗ fα+mδ
)
. (2.1)
The matrices um, whose matrix elements enter the expression (B.32) for R∼δ, are just
numbers, and we have
R∼δ = exp
(
(q− q−1) ∑
m∈Z+
m
[2m]q
emδ ⊗ fmδ
)
. (2.2)
The factor R≻δ is the product over m ∈ N of the q-exponentials Rδ−α,m, defined by
the relation (B.33), in the order coinciding with the chosen normal order of the roots
(δ− α) +mδ. Since
[e(δ−α)+mδ, f(δ−α)+mδ] =
qh(δ−α)+mδ − q−h(δ−α)+mδ
q− q−1
,
the q-exponentials Rδ−α,m have the form
Rδ−α,m = expq−2
(
(q− q−1) e(δ−α)+mδ ⊗ f(δ−α)+mδ
)
. (2.3)
Finally, for the last factor K we have
K = exp(h¯ hα ⊗ hα/2), (2.4)
see equation (B.34).
2.2. R-matrix. Fundamental representation. As a warm-up exercise we will repro-
duce the R-matrix corresponding to the two-dimensional representations of the quan-
tum group Uh¯(g
′(A
(1)
1 )), determined by the first fundamental representation of the
quantum group Uh¯(g(A1)). Some formulas of this section are necessary for the con-
struction of L-operators.
First, we define a homomorphism ε from Uh¯(g
′(A
(1)
1 )) to Uh¯(g(A1)) by its action on
the generators [22]:5
ε (hα0) = ε (hδ−α) = −H, ε (hα1 ) = ε (hα) = H,
4For simplicity, we denote the root vectors e′mδ, α and emδ, α by e
′
mδ and emδ. A similar convention is
used for the root vectors f ′mδ, α and fmδ, α.
5We denote the generators hα, eα and fα of the quantum groupUh¯(g(A1)) by H, E and F respectively.
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ε (eα0) = ε (eδ−α) = F, ε (eα1) = ε (eα) = E,
ε ( fα0) = ε ( fδ−α) = E, ε ( fα1) = ε ( fα) = F.
It is not difficult to verify that our definition is consistent with the defining relations
of the quantum group Uh¯(g
′(A
(1)
1 )). Note that the Serre relations here have the form
e3i ej − [3]q e
2
i ej ei + [3]q ei ej e
2
i − ej e
3
i = 0,
f 3i f j − [3]q f
2
i f j fi + [3]q fi f j f
2
i − f j f
3
i = 0.
The first and the only fundamental representation pi(1) of Uh¯(g(A1)) is two dimen-
sional and coincides with the first fundamental representation of the Lie algebra g(A1).
Hence, we have
pi(1)(H) = E11 − E22, pi
(1)(E) = E12, pi
(1)(F) = E21.
We define a homomorphism ϕ as
ϕ = pi(1) ◦ ε,
and then, with the help of equations (B.35) and (B.36), define the homomorphisms ϕζ .
It is clear that they can be explicitly defined by the equations6
ϕζ(hδ−α) = −E11 + E22, ϕζ(hα) = E11 − E22, (2.5)
ϕζ(eδ−α) = ζ
s−s1E21, ϕζ(eα) = ζ
s1E12, (2.6)
ϕζ( fδ−α) = ζ
−s+s1E12, ϕζ( fα) = ζ
−s1E21. (2.7)
It is worth noting that if we have an expression for ϕζ(a), where a is an element of
Uh¯(g
′(A
(1)
1 )), then to obtain the expression for ϕζ(ω(a)), where ω is the Cartan anti-
involution, defined by equations (B.1), one can simply take the transpose of ϕζ(a)
and change q to q−1 and ζ to ζ−1. We observe that ϕζ1 ⊗ ϕζ2(R) depends only on
ζ12 = ζ1/ζ2, and so we define
R(ζ12) = ϕζ1 ⊗ ϕζ2(R).
At this point it is possible to obtain the expression for ϕζ1 ⊗ ϕζ2(K). Indeed, it fol-
lows from equation (2.5) that
ϕζ1 ⊗ ϕζ2(hα ⊗ hα) = (E11 − E22)⊗ (E11 − E22)
= E11 ⊗ E11 − E11 ⊗ E22 − E22 ⊗ E11 + E22 ⊗ E22,
and, taking into account (2.4), we obtain
ϕζ1 ⊗ ϕζ2(K) = ϕζ1 ⊗ ϕζ2(exp(h¯ hα ⊗ hα/2))
= q1/2E11 ⊗ E11 + q
−1/2E11 ⊗ E22 + q
−1/2E22 ⊗ E11 + q
1/2E22 ⊗ E22. (2.8)
To find the expression for ϕζ1 ⊗ ϕζ2(R≺δ) and ϕζ1 ⊗ ϕζ2(R≻δ) we need expressions
for ϕζ(eα+mδ), ϕζ( fα+mδ), ϕζ(e(δ−α)+mδ), and ϕζ( f(δ−α)+mδ). We start with equations
(2.6). It follows from (B.18) that
ϕζ(e
′
δ) = ζ
s(E11 − q
−2E22),
and the recursive definitions (B.19) and (B.20) give
ϕζ(eα+mδ) = (−1)
mq−mζs1+msE12, (2.9)
6In formulas related to the case of the generalized Cartan matrix A
(1)
1 we use the integers s = s0 + s1
and s1 instead of s0 and s1.
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ϕζ(e(δ−α)+mδ) = (−1)
mq−mζ(s−s1)+msE21. (2.10)
Now, using the relation (B.24), we obtain
ϕζ( fα+mδ) = (−1)
mqmζ−s1−msE21, (2.11)
ϕζ( f(δ−α)+mδ) = (−1)
mqmζ−(s−s1)−msE12. (2.12)
It follows from equations (2.9) and (2.11) that
ϕζ1 ⊗ ϕζ2(eα+mδ ⊗ fα+mδ) = ζ
s1+ms
12 E12 ⊗ E21.
Taking into account the identities
(E12)
k = 0, (E21)
k = 0 (2.13)
valid for any integer k > 1, we find
ϕζ1 ⊗ ϕζ2 (Rα,m) = 1+ (q− q
−1)ζs1+ms12 E12 ⊗ E21,
whereRm, α is given by (2.1). Using again (2.13), we obtain
ϕζ1 ⊗ ϕζ2(R≺δ) = 1+ (q− q
−1) ∑
m∈N
ζ
s1+ms
12 E12 ⊗ E21
= 1+ (q− q−1)
ζs112
1− ζs12
E12 ⊗ E21. (2.14)
In a similar way, starting from (2.10) and (2.12) and taking into account (2.3), we derive
the equation
ϕζ1 ⊗ ϕζ2(R≻δ) = 1+ (q− q
−1)
ζ
s−s1
12
1− ζs12
E21 ⊗ E12. (2.15)
We will find now the expression for ϕζ1 ⊗ ϕζ2(R∼δ). It follows from (B.21) and (2.9)
that
ϕζ(e
′
mδ) = (−1)
m−1q−m+1ζms(E11 − q
−2E22).
Hence, we have
ϕζ(e
′
δ(x)) =
q ζs
qx+ ζs
(E11 − q
−2E22),
where e′δ(x) = ∑m∈Z+ e
′
mδx
−m. Simple calculations give
ϕζ(log(1+ (q− q
−1)e′δ(x))) = log
1+ q ζsx−1
1+ q−1ζsx−1
E11 + log
1+ q−3ζsx−1
1+ q−1ζsx−1
E22.
In our case equation (B.22) has the form
(q− q−1)eδ(x) = log(1+ (q− q
−1)e′δ(x)),
where eδ(x) = ∑m∈Z+ emδx
−m, and we obtain
ϕζ(emδ) = (−1)
m−1 [m]q
m
ζms(E11 − q
−2mE22). (2.16)
Having in mind that fmδ = ω(emδ), we determine that
ϕζ( fmδ) = (−1)
m−1 [m]q
m
ζ−ms(E11 − q
2mE22). (2.17)
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Equations (2.16) and (2.17) give
ϕζ1 ⊗ ϕζ2
(
(q− q−1) ∑
m∈Z+
m
[2m]q
emδ ⊗ fmδ
)
= ∑
m∈Z+
qm − q−m
qm + q−m
ζms12
m
(E11 ⊗ E11 − q
2mE11 ⊗ E22 − q
−2mE22 ⊗ E11 + E22 ⊗ E22).
Introduce the function
λ2(ζ) = ∑
m∈Z+
1
qm + q−m
ζm
m
= ∑
m∈Z+
1
[2]qm
ζm
m
, (2.18)
then, we can write
ϕζ1 ⊗ ϕζ2
(
(q− q−1) ∑
m∈Z+
m
[2m]q
emδ ⊗ fmδ
)
= [λ2(qζ
s
12)− λ2(q
−1ζs12)]E11 ⊗ E11 + [λ2(qζ
s
12)− λ2(q
3ζs12)]E11 ⊗ E22
+ [λ2(q
−3ζs12)− λ2(q
−1ζs12)]E22 ⊗ E11 + [λ2(qζ
s
12)− λ2(q
−1ζs12)]E22 ⊗ E22.
Taking into account (2.2), we obtain
ϕζ1 ⊗ ϕζ2(R∼δ) = e
λ2(qζ
s
12)−λ2(q
−1ζs12)
[
E11 ⊗ E11
+ eλ2(q
−1ζs12)−λ2(q
3ζs12)E11 ⊗ E22 + e
λ2(q
−3ζs12)−λ2(qζ
s
12)E22 ⊗ E11 + E22 ⊗ E22
]
.
It is easy to determine that
λ2(qζ) + λ2(q
−1ζ) = − log(1− ζ).
Therefore, we have
ϕζ1 ⊗ ϕζ2(R∼δ) = e
λ2(qζ
s
12)−λ2(q
−1ζs12)
[
E11 ⊗ E11
+
1− q2ζs12
1− ζs12
E11 ⊗ E22 +
1− ζs12
1− q−2ζs12
E22 ⊗ E11 + E22 ⊗ E22
]
. (2.19)
Now we have the expressions (2.14), (2.15), (2.19) and (2.8) for all factors necessary
to obtain the expression for R(ζ). After simple calculations we determine that
R(ζ) = q1/2eλ2(qζ
s)−λ2(q
−1ζs)
[
E11 ⊗ E11 + E22 ⊗ E22 +
q−1(1− ζs)
1− q−2ζs
(E11 ⊗ E22
+ E22 ⊗ E11) +
1− q−2
1− q−2ζs
(ζs1E12 ⊗ E21 + ζ
s−s1E21 ⊗ E12)
]
. (2.20)
We come to themost frequently used symmetric R-matrix putting s = −2 and s1 = −1.
Aswas noted in the paper [13], R-matrices corresponding to different values of s and
s1 are connected by a change of the spectral parameters and a gauge transformation.
Actually, one can convince oneself that
R(s,s1)(ζ12) = [G(ζ1)⊗ G(ζ2)]R
(1,0)(ζs12)[G(ζ1)⊗ G(ζ2)]
−1, (2.21)
where
G(ζ) =
(
1 0
0 ζ−s1
)
(2.22)
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and the dependence on s and s1 is shown explicitly.
7 The relation (2.21) is more general
than the relation given in the paper [13]. It can be used to show that transfer-matrices
of inhomogeneous vertex models corresponding to R-matrices with different choice of s
and s1 are connected by a similarity transformation and a simple change of the spectral
parameters. The corresponding partition functions in the case of toroidal boundary
conditions are connected by a change of the spectral parameters.
2.3. L-operators. Oscillator algebra. In this section, to construct L-operators we will
use the q-oscillator algebra Osch¯ defined as an associative algebra with generators a,
a†, D and relations8
[D, a] = −a, [D, a†] = a†,
a a† = 1− q2q2D, a†a = 1− q2D .
We should define homomorphisms ϕζ and χζ or ψζ , see Appendix B.6. In this section
we always define homomorphisms ϕζ by equations (2.5)–(2.7).
The transformations
a → κ a qξD , a† →
1
κ
q−ξDa†, D→ D (2.23)
form a two-parameter group of automorphisms of the algebra Osch¯. One can apply
a transformation of this group to an L-operator and obtain another L-operator. The
trace used to define Q-operators in the case under consideration is invariant with re-
spect to the transformations (2.23), see, for example, [5, 10]. Therefore, the Q-operators
obtained from L-operators connected by the transformations (2.23) coincide. Thus, we
can call L-operators connected by the transformations (2.23) equivalent.
To construct L-operators of type Lˆ one can use homomorphisms χ defined by the
relations
χ(hδ−α) = −2D, χ(hα) = 2D, (2.24)
χ(eδ−α) = ρ µ a q
νD , χ(eα) =
1
µ
q−νDa†, (2.25)
where ρ, µ and ν are free parameters. One can verify that the above definition is
consistent with the defining relations of the algebra Uh¯(b
′
+(A
(1)
1 )). The parameters
µ and ν in the final expressions can be freely changed by the transformations (2.23).
Hence, the L-operators corresponding to different values of µ and ν are equivalent.
Changing the parameter ρ we change the coefficient at ζs in the final expression.
To construct L-operators of type Lˇ one can use homomorphisms ψ defined by the
relations
ψ(hδ−α) = −2D, ψ(hα) = 2D, (2.26)
ψ(eδ−α) = ρ
1
µ
q−νDa†, ψ(eα) = µ a q
νD , (2.27)
where again ρ, µ and ν are free parameters. The parameters µ and ν in the final expres-
sions can be freely changed by the transformations (2.23), and changing the parameter
ρ we change the coefficient at ζs in the final expression.
7It is implied here that R(ζ) = R(s,s1)(ζ), R(1,0)(ζs) = R(s,0)(ζ), and a similar convention is also
assumed for the corresponding L-operators.
8As usual, we consider h¯ as an indeterminate, assume that q = exp h¯, and treat the elements of Osch¯
as formal power series in h¯.
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There are a few methods to obtain L-operators which are not equivalent to those
which can be obtained by using the homomorphisms defined by the relations (2.24),
(2.25) and (2.26), (2.27).
First of all, recall that there is a standard automorphism σ of the quantum group
Uh¯(g
′(A
(1)
1 )), corresponding to the only automorphism of the Dynkin diagram of the
generalized Cartan matrix A
(1)
1 . It is defined by the relations
σ(hα0) = hα1 , σ(hα1) = hα0 , (2.28)
σ(eα0) = eα1 , σ(eα1) = eα0 , σ( fα0) = fα1 , σ( fα1) = fα0 . (2.29)
Applying first the automorphism σ, we modify the homomorphisms χ and ψ defined
by the relations (2.24), (2.25) or (2.26), (2.27) and come to L-operators which are not
equivalent to those which are obtained by applying the unmodified homomorphisms
(2.24), (2.25) or (2.26), (2.27).
Further, it is not difficult to show that if Lˆ(ζ) is an L-operator of type Lˆ, then the
L-operator Lˆ−1(ζ−1) is of type Lˇ, and if Lˇ(ζ) is an L-operator of type Lˇ, then Lˇ−1(ζ−1)
is an L-operator of type Lˆ.
Finally, it is easy to determine that the mapping τ, defined by the equations
τ(a) = a†, τ(a†) = a, τ(D) = D, (2.30)
is an anti-involution of the algebra Osch¯. Then one can be convinced that if Lˆ(ζ) is an
L-operator of type Lˆ, then τ(Lˆ(ζ−1)) is an L-operator of type Lˇ, and vice versa, if Lˇ(ζ)
is an L-operator of type Lˇ, then τ(Lˇ(ζ−1)) is an L-operator of type Lˆ.
2.3.1. Type Lˆ. We define a homomorphism χ from Uh¯(b
′
+(A
(1)
1 )) to Osch¯ by the rela-
tions (2.24), (2.25) with ρ = 1/(q− q−1)2, µ = q− q−1 and ν = 0 so that
χ(hδ−α) = −2D, χ(hα) = 2D, (2.31)
χ(eδ−α) =
1
q− q−1
a, χ(eα) =
1
q− q−1
a†. (2.32)
The corresponding homomorphisms χζ , ζ ∈ C
×, are defined with the help of the
procedure described at the end of Appendix B.7. We have explicitly
χζ(hδ−α) = −2D, χζ(hα) = 2D, (2.33)
χζ(eδ−α) =
1
q− q−1
a ζs−s1 , χζ(eα) =
1
q− q−1
a† ζs1 . (2.34)
Here χζ1 ⊗ ϕζ2(R) depends on ζ12 only, and we define Lˆ(ζ) by equation (B.8).
Having in mind (2.4), (2.5) and (2.33), we observe that
χζ1 ⊗ ϕζ2(K) = q
DE11 + q
−DE22. (2.35)
Further, one can easily determine that the definition (B.18) together with (2.34) gives
χζ(e
′
δ) =
1
q− q−1
q−1ζs, (2.36)
and, using (B.19), we immediately obtain
χζ(eα+mδ) = 0, χζ(e(δ−α)+mδ) = 0, m ≥ 1. (2.37)
Taking into account (2.11), (2.12) and (2.13), we come to
χζ1 ⊗ ϕζ2(R≺δ) = 1+ a
†ζs112E21, χζ1 ⊗ ϕζ2(R≻δ) = 1+ a ζ
s−s1
12 E12. (2.38)
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The definition (B.21) and equations (2.37) give
χζ(e
′
mδ) = 0, m ≥ 1,
and one easily finds that
χζ(emδ) =
1
q− q−1
(−1)m−1q−m
ζms
m
.
Now, using the relations (2.2) and (2.17), we obtain
χζ1 ⊗ ϕζ2(R∼δ) = e
λ2(q
−1ζs12)[E11 + (1− ζ
s
12)E22], (2.39)
where the function λ2(ζ) is defined by (2.18).
Multiplying the expressions (2.35), (2.38) and (2.39) in the corresponding order, we
come to the following L-operator:
Lˆ(ζ) = eλ2(q
−1ζs)[qDE11 + a q
−Dζs−s1E12 + a
†qDζs1E21 + (q
−D − qDζs)E22].
In the matrix form it looks as
Lˆ(ζ) = eλ2(q
−1ζs)
(
qD a q−Dζs−s1
a†qDζs1 q−D − qDζs
)
.
It is evident that L-operators corresponding to different values of s and s1 are con-
nected by a change of the spectral parameter and a gauge transformation via the equa-
tion
Lˆ(s,s1)(ζ12) = γζ1(G(ζ2)Lˆ
(1,0)(ζs12)G
−1(ζ2)).
Here the matrix G(ζ) is given by equation (2.22) and the mapping γζ : Osch¯ → Osch¯ is
defined by the relations
γζ(a) = a ζ
−s1 , γζ(a
†) = a†ζs1 , γζ(D) = D. (2.40)
For any ζ ∈ C× the mapping γζ is an automorphism of the algebra Osch¯ of the type
defined by the relations (2.23). As we noted above the trace used to define Q-operators
in the case under consideration is invariant with respect to the transformations (2.23).
Therefore, the Q-operators obtained from L-operators corresponding to different val-
ues of s and s1 are connected by a change of the spectral parameters and a similarity
transformation.
Applying the automorphism σ defined by equations9 (2.28), (2.29) and using the
homomorphism χ defined by equations (2.31) and (2.32), according to the procedure
described at the end of Appendix B.7 we obtain
χζ(hδ−α) = 2D, χζ(hα) = −2D,
χζ(eδ−α) =
1
q− q−1
a† ζs−s1 , χζ(eα) =
1
q− q−1
a ζs1 .
This leads to the following L-operator
Lˆ(ζ) = eλ2(q
−1ζs)
(
q−D − qDζs a†qDζs−s1
a q−Dζs1 qD
)
.
9Actually we use the restriction of the automorphism σ to Uh¯(b
′
+(A
(1)
1 )).
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2.3.2. Type Lˇ. The calculations needed to obtain L-operators of type Lˇ start with con-
struction of a homomorphism ψ from Uh¯(b
′
+(A
(1)
1 )) to Osch¯. We define it using the
relations (2.26), (2.27) with ρ = 1/(q− q−1)2, µ = 1/(q− q−1) and ν = 0 so that
ψ(hδ−α) = −2D, ψ(hα) = 2D, (2.41)
ψ( fδ−α) =
1
q− q−1
a†, ψ( fα) =
1
q− q−1
a. (2.42)
Using the procedure of Appendix B.7, we come to the ζ-dependent homomorphisms
ψζ for which
ψζ(hδ−α) = −2D, ψζ(hα) = 2D,
ψζ( fδ−α) =
1
q− q−1
a†ζ−(s−s1), ψζ( fα) =
1
q− q−1
a ζ−s1 .
Here ϕζ1 ⊗ ψζ2(R) depend on ζ12 only and we define Lˇ(ζ) by equation (B.13).
As above, it is easy to show that
ϕζ1 ⊗ ψζ2(K) = q
DE11 + q
−DE22. (2.43)
Using equation (B.29), we determine that
ψζ( f
′
δ) =
1
q− q−1
q2 [(q+ q−1)q2D − q−1] ζ−s.
This allows, taking into account (B.27) and (B.28), to obtain the following expressions:
ψζ( fα+mδ) =
1
q− q−1
(−1)mqma q2mDζ−s1−ms, (2.44)
ψζ( f(δ−α)+mδ) =
1
q− q−1
(−1)mqmq2mDa†ζ−(s−s1)−ms. (2.45)
Using these expressions, we come to the equations
ϕζ1 ⊗ ψζ2(R≺δ) = 1+ a (1− q
2Dζs12)
−1ζ
s1
12E12, (2.46)
ϕζ1 ⊗ ψζ2(R≻δ) = 1+ (1− q
2Dζs12)
−1a†ζs−s112 E21. (2.47)
With the account of (2.44) and (2.45), it follows from (B.29) that
ψζ( f
′
mδ) =
1
(q− q−1)2
(−1)m−1q2m
× [(qm+1 − q−m−1)q2mD − q−1(qm − q−m)q2(m−1)D ] ζ−ms.
Using the relation (B.30), we obtain
ψζ( fmδ) =
1
q− q−1
(−1)mqm [1− (1+ q2m)q2mD ]
ζ−ms
m
.
This leads to the equation
ϕζ1 ⊗ ψζ2(R∼δ) = e
λ2(q
−1ζs12) [(1− ζs12)(1− q
2q2Dζs12)
−1E11 + (1− q
2Dζs12)E22]. (2.48)
After all, using the expressions (2.46), (2.48), (2.47) and (2.43), we obtain the follow-
ing L-operator
Lˇ(ζ) = eλ2(q
−1ζs) [qDE11 + a q
−Dζs1E12 + a
†qDζs−s1E21 + (q
−D − qDζs)E22]
12 H. BOOS, F. GO¨HMANN, A. KLU¨MPER, KH. S. NIROV, AND A. V. RAZUMOV
with the matrix form
Lˇ(ζ) = eλ2(q
−1ζs)
(
qD a q−Dζs1
a†qDζs−s1 q−D − qDζs
)
.
To connect L-operators corresponding to different values of s and s1 one can use the
equation
Lˇ(s,s1)(ζ12) = G(ζ1)γζ2(Lˇ
(1,0)(ζs12))G
−1(ζ1),
where the matrix G(ζ) is defined by equation (2.22) and the mapping γζ by the rela-
tions (2.40).
Using the restriction of the automorphism σ defined by equations (2.28), (2.29) to the
subalgebra Uh¯(b
′
−(A
(1)
1 )) and then applying the homomorphism ψ defined by equa-
tions (2.41) and (2.42) we can proceed to the ζ-dependent homomorphisms ψζ , such
that
ψζ(hδ−α) = 2D, ψζ(hα) = −2D,
ψζ( fδ−α) =
1
q− q−1
a ζ−(s−s1), ψζ( fα) =
1
q− q−1
a†ζ−s1 .
In this way we come to the L-operator
Lˇ(ζ) = eλ2(q
−1ζs)
(
q−D − qDζs a†qDζs1
a q−Dζs−s1 qD
)
.
3. GENERALIZED CARTAN MATRIX A
(1)
2
3.1. Universal R-matrix. In the case of g(A
(1)
2 ) there are three simple positive roots
α0, α1 and α2. The generalized Cartan matrix A
(1)
2 has the form
A
(1)
2 =

 2 −1 −1−1 2 −1
−1 −1 2

 ,
therefore, (αi, αi) = 2 and (αi, αj) = −1 for i 6= j, see Appendix A.3. Denote δ =
α0 + α1 + α2, α = α1, and β = α2. It is easy to verify that
(δ, δ) = 0, (δ, α) = (α, δ) = 0, (δ, β) = (β, δ) = 0,
(α, α) = 2, (α, β) = (β, α) = −1, (β, β) = 2.
The system of positive roots ∆+(A2) is formed by the roots α, β and α + β. The
system of positive roots of g(A
(1)
2 ) is
∆+(A
(1)
2 ) = {γ +mδ | γ ∈ ∆+(A2), m ∈ N}
∪ {mδ | m ∈ Z+} ∪ {(δ− γ) +mδ | γ ∈ ∆+(A2), m ∈ N},
see Appendix A.4. We define the root vectors, corresponding to the roots of g(A
(1)
2 ) in
terms of the root vectors eα, eβ and eδ−α−β, corresponding to the simple positive roots,
and the root vectors fα, fβ and fδ−α−β, corresponding to the simple negative roots.
First, using the definitions (B.16) and (B.17), we construct the root vector corre-
sponding to the root α + β as
eα+β = eα eβ − q
−1eβ eα, (3.1)
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and the root vectors corresponding to the roots δ− α and δ− β as
eδ−α = eβ eδ−α−β − q
−1eδ−α−β eβ, eδ−β = eα eδ−α−β − q
−1eδ−α−β eα. (3.2)
Then, for any γ ∈ ∆+(A2), using the relations (B.17)–(B.21), we define the root vectors
eγ+mδ, e(δ−γ)+mδ and e
′
mδ,γ, and then, using (B.22), introduce the root vectors emδ,γ.
Finally, using (B.23) and (B.24), we define the root vectors f ′mδ, γ, fmδ, γ, fγ+mδ and
f(δ−γ)+mδ.
We fix the following normal order of ∆+(A
(1)
2 ) [12]:
α, α + β, α + δ, α + β + δ, . . . , α +m1δ, α + β +m1δ, . . . ,
β, β + δ, . . . , β +m2δ, . . . , δ, 2δ, . . . , kδ, . . . , . . . , (δ− β) + ℓ1δ, . . . , δ− β,
. . . , (δ− α) + ℓ2δ, (δ− α− β) + ℓ2δ, . . . , δ− α, δ− α− β.
The universal R-matrix R has again the form
R = R≺δ R∼δ R≻δK.
The factor R≺δ is the product over γ ∈ ∆+(A2) and m ∈ N of the q-exponentials
Rγ,m = expq−2 [(q− q
−1)eγ+mδ ⊗ fγ+mδ], (3.3)
see the relation (B.31), in the order coinciding with the chosen normal order of the
roots γ + mδ. The matrices um entering the expression (B.32) for the factor R∼δ have
in the case under consideration the form
um =
m
[m]q
1
[3]qm
(
[2]qm (−1)
m
(−1)m [2]qm
)
=
m
[m]q
1
q2m + 1+ q−2m
(
qm + q−m (−1)m
(−1)m qm + q−m
)
. (3.4)
The factor R≻δ is the product over γ ∈ ∆+(A2) and m ∈ N of the q-exponentials
Rδ−γ,m = expq−2[(q− q
−1)e(δ−γ)+mδ ⊗ f(δ−γ)+mδ], (3.5)
see the relation (B.33), in the order coinciding with the chosen normal order of the
roots (δ− γ) +mδ. Finally, since
A−12 =
1
3
(
2 1
1 2
)
,
we have for the last factor K the expression
K = exp
[
h¯ (2hα ⊗ hα + hα ⊗ hβ + hβ ⊗ hα + 2hβ ⊗ hβ)/3
]
, (3.6)
see equation (B.34).
3.2. R-matrix. First fundamental representation. Now we use the standard homo-
morphism from Uh¯(g
′(A
(1)
2 )) to Uh¯(g(A2)) which is defined by its action on the gen-
erators as follows [22]:10
ε(hα0) = ε(hδ−α−β) = − Hα − Hβ,
ε(hα1) = ε(hα) = Hα, ε(hα2 ) = ε(hβ) = Hβ,
ε(eα0) = ε(eδ−α−β) = (FβFα − qFαFβ) q
−(Hα−Hβ)/3,
10We denote the generators hαi , eαi and fαi of the quantum group Uh¯(g(A2)) by Hαi , Eαi and Fαi .
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ε(eα1) = ε(eα) = Eα, ε(eα2) = ε(eβ) = Eβ,
ε( fα0) = ε( fδ−α−β) = (EαEβ − q
−1EβEα) q
(Hα−Hβ)/3,
ε( fα1) = ε( fα) = Fα, ε( fα2) = ε( fβ) = Fβ.
It is possible to get convinced that this definition is consistent with the defining rela-
tions of the quantum group Uh¯(g
′(A
(1)
2 )). Here the Serre relations have the form
e2i ej − [2]q ei ej ei + ej e
2
i = 0, f
2
i f j − [2]q fi f j fi + f j f
2
i = 0. (3.7)
The first fundamental representation pi(1,0) of the quantum group Uh¯(g(A2)) is three
dimensional and coincides with the first fundamental representation of the Lie algebra
g(A2). Therefore, we have
pi(1,0)(Hα) = E11 − E22, pi
(1,0)(Hβ) = E22 − E33,
pi(1,0)(Eα) = E12, pi
(1,0)(Eβ) = E23,
pi(1,0)(Fα) = E21, pi
(1,0)(Fβ) = E32.
We define a homomorphism ϕ as
ϕ = pi(1,0) ◦ ε,
and then, using equations (B.35) and (B.36), define the homomorphisms ϕζ . These
homomorphisms can be defined directly by the equations11
ϕζ(hδ−α−β) = − E11 − E33, ϕζ(hα) = E11 − E22, ϕζ(hβ) = E22 − E33, (3.8)
ϕζ(eδ−α−β) = ζ
s−s1−s2E31, ϕζ(eα) = ζ
s1E12, ϕζ(eβ) = ζ
s2E23, (3.9)
ϕζ( fδ−α−β) = ζ
−(s−s1−s2)E13, ϕζ( fα) = ζ
−s1E21, ϕζ( fβ) = ζ
−s2E32. (3.10)
We removed the factors q−1/3 and q1/3 in the definition of ϕζ(eδ−α−β) and ϕζ( fδ−α−β),
respectively. This can be done using a simple automorphism of Uh¯(g
′(A
(1)
2 )). As
in the previous case, if we have an expression for ϕζ(a), where a is an element of
Uh¯(g
′(A
(1)
2 )), and then, to obtain the expression for ϕζ(ω(a)), one can simply take the
transpose of ϕζ(a) and change q to q
−1 and ζ to ζ−1.
We start the calculation of the factors needed to construct ϕζ1 ⊗ ϕζ2(R) with the
factor ϕζ1 ⊗ ϕζ2(K). Using equations (3.8), we obtain
ϕζ1 ⊗ ϕζ2(2hα ⊗ hα + hα ⊗ hβ + hβ ⊗ hα + 2hβ ⊗ hβ)
= 2(E11 ⊗ E11 + E22 ⊗ E22 + E33 ⊗ E33)
− (E11 ⊗ E22 + E11 ⊗ E33 + E22 ⊗ E11 + E22 ⊗ E33 + E33 ⊗ E11 + E33 ⊗ E22),
and the relation (3.6) gives
ϕζ1 ⊗ ϕζ2(K) = q
2/3(E11 ⊗ E11 + E22 ⊗ E22 + E33 ⊗ E33)
+ q−1/3(E11 ⊗ E22 + E11 ⊗ E33 + E22 ⊗ E11 + E22 ⊗ E33 + E33 ⊗ E11 + E33 ⊗ E22).
11In formulas related to the case of the generalized Cartan matrix A
(1)
2 we use instead of the integers
s0, s1 and s2 the integers s = s0 + s1 + s2, s1 and s2.
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It follows from (3.1) and (3.9) that
ϕζ(eα+β) = ζ
s1+s2E13
and, using (3.2), we obtain
ϕζ(eδ−α) = ζ
s−s1E21, ϕζ(eδ−β) = ζ
s−s2E32. (3.11)
Taking into account (B.24), we come to the expressions
ϕζ( fα+β) = ζ
−(s1+s2)E31,
ϕζ( fδ−α) = ζ
−(s−s1)E12, ϕζ( fδ−β) = ζ
−(s−s2)E23.
Now, using the definition (B.18), we obtain
ϕζ(e
′
δ, α) = ζ
s(E11 − q
−2E22), ϕζ(e
′
δ, β) = −q
−1ζs(E22 − q
−2E33),
ϕζ(e
′
δ, α+β) = ζ
s(E11 − q
−2E33).
Using these relations and recalling the definitions (B.19) and (B.20), we determine that
ϕζ(eα+mδ) = (−1)
mq−mζs1+msE12, ϕζ(eβ+mδ) = q
−2mζs2+msE23, (3.12)
ϕζ(eα+β+mδ) = (−1)
mq−mζs1+s2+msE13, (3.13)
ϕζ(e(δ−α)+mδ) = (−1)
mq−mζ(s−s1)+msE21, (3.14)
ϕζ(e(δ−β)+mδ) = −q
−2m−1ζ(s−s2)+s1+msE32, (3.15)
ϕζ(e(δ−α−β)+mδ) = (−1)
mq−mζ(s−s1−s2)+msE31. (3.16)
Taking into account (B.24), we obtain
ϕζ( fα+mδ) = (−1)
mqmζ−s1−msE21, ϕζ( fβ+mδ) = q
2mζ−s2−msE32, (3.17)
ϕζ( fα+β+mδ) = (−1)
mqmζ−(s1+s2)−msE31, (3.18)
ϕζ( f(δ−α)+mδ) = (−1)
mqmζ−(s−s1)−msE12, (3.19)
ϕζ( f(δ−β)+mδ) = −q
2m+1ζ−(s−s2)−msE23, (3.20)
ϕζ( f(δ−α−β)+mδ) = (−1)
mqmζ−(s−s1−s2)−msE13. (3.21)
The above relations allow us to find the expressions for ϕζ1 ⊗ ϕζ2(R≺δ) and ϕζ1 ⊗
ϕζ2(R≻δ). First, using equation (3.3) and the fact that
(Eab)
k = 0
for all a 6= b and any integer k > 1, we come to the expressions
ϕζ1 ⊗ ϕζ2(Rα,m) = 1+ (q− q
−1) ζs1+ms12 E12 ⊗ E21,
ϕζ1 ⊗ ϕζ2(Rα+β,m) = 1+ (q− q
−1) ζs1+s2+ms12 E13 ⊗ E31,
ϕζ1 ⊗ ϕζ2(Rβ,m) = 1+ (q− q
−1) ζs2+ms12 E23 ⊗ E32.
It is easy to understand that ϕζ1 ⊗ ϕζ2(Rα,m) and ϕζ1 ⊗ ϕζ2(Rα+β, n) commute for any
m and n. Therefore, we can rearrange the factors entering ϕζ1 ⊗ ϕζ2(R≺δ) in such a
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way that the factors corresponding to the roots α +mδ come first, then the factors cor-
responding to the roots α + β +mδ, and finally the factors corresponding to the roots
β+mδ. After that, performingmultiplication and summing up the arising geometrical
series, we come to the expression
ϕζ1 ⊗ ϕζ2(R≺δ)
= 1+ (q− q−1)
1
1− ζs12
[
ζ
s1
12 E12 ⊗ E21 + ζ
s1+s2
12 E13 ⊗ E31 + ζ
s2
12 E23 ⊗ E32
]
.
In a similar way we obtain
ϕζ1 ⊗ ϕζ2(R≻δ)
= 1+ (q− q−1)
1
1− ζs12
[
ζs−s112 E21 ⊗ E12 + ζ
s−s1−s2
12 E31 ⊗ E13 + ζ
s−s2
12 E32 ⊗ E23
]
.
Now we will find the expression for ϕζ1 ⊗ ϕζ2(R∼δ). To this end we should find
expressions for ϕζ(emδ, α), ϕζ(emδ, β), ϕζ( fmδ, α) and ϕζ( fmδ, β). First, using (B.21), (3.11)
and (3.12), we obtain
ϕζ(e
′
mδ, α) = (−1)
m−1q−m+1ζms(E11 − q
−2E22),
ϕζ(e
′
mδ, β) = −q
−2m+1ζms(E22 − q
−2E33).
This gives
ϕζ(log(1+ (q− q
−1)e′δ, α(x))) = log
1+ q ζsx−1
1+ q−1ζsx−1
E11 + log
1+ q−3ζsx−1
1+ q−1ζsx−1
E22,
ϕζ(log(1+ (q− q
−1)e′δ, β(x))) = log
1− ζsx−1
1− q−2ζsx−1
E22 + log
1− q−4ζsx−1
1− q−2ζsx−1
E33,
and using equation (B.22) we come to the expressions
ϕζ(emδ, α) = (−1)
m−1 [m]q
m
ζms(E11 − q
−2mE22),
ϕζ(emδ, β) = −
[m]q
m
q−mζms(E22 − q
−2mE33).
Then, taking into account equations (B.23), we determine that
ϕζ( fmδ, α) = (−1)
m−1 [m]q
m
ζ−ms(E11 − q
2mE22),
ϕζ( fmδ, β) = −
[m]q
m
qmζ−ms(E22 − q
2mE33).
Recalling that the matrices um in the case under consideration are given by (3.4), we
obtain
ϕζ1 ⊗ ϕζ2
(
(q− q−1) ∑
m∈Z+
2
∑
i,j=1
um, ij emδ,αi ⊗ fmδ, αj
)
= [λ3(q
2ζs12)− λ3(q
−2ζs12)](E11 ⊗ E11 + E22 ⊗ E22 + E33 ⊗ E33)
+ [λ3(q
2ζs12)− λ3(q
4ζs12)](E11 ⊗ E22 + E11 ⊗ E33 + E22 ⊗ E33)
+ [λ3(q
−4ζs12)− λ3(q
−2ζs12)](E22 ⊗ E11 + E33 ⊗ E11 + E33 ⊗ E22),
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where the function λ3(ζ) is defined as
λ3(ζ) = ∑
m∈Z+
1
q2m + 1+ q−2m
ζm
m
= ∑
m∈Z+
1
[3]qm
ζm
m
.
It is easy to determine that
λ3(q
2ζ) + λ3(ζ) + λ3(q
−2ζ) = − log(1− ζ).
Using this identity and the definition (B.32), we come to the expression
ϕζ1 ⊗ ϕζ2(R∼δ) = e
λ3(q
2ζs12)−λ3(q
−2ζs12)
[
E11 ⊗ E11 + E22 ⊗ E22 + E33 ⊗ E33
+
1− q2ζs12
1− ζs12
(E11 ⊗ E22 + E11 ⊗ E33 + E22 ⊗ E33)
+
1− ζs12
1− q−2ζs12
(E22 ⊗ E11 + E33 ⊗ E11 + E33 ⊗ E22)
]
.
Collecting all necessary factors, we obtain
R(ζ) = q2/3eλ3(q
2ζs)−λ3(q
−2ζs)
[
E11 ⊗ E11 + E22 ⊗ E22 + E33 ⊗ E33
+
q−1(1− ζs)
1− q−2ζs
(E11 ⊗ E22 + E11 ⊗ E33 + E22 ⊗ E11 + E22 ⊗ E33 + E33 ⊗ E11
+ E33 ⊗ E22) +
1− q−2
1− q−2ζs
(ζs1E12 ⊗ E21 + ζ
s1+s2E13 ⊗ E31 + ζ
s2E23 ⊗ E32
+ ζs−s1E21 ⊗ E12 + ζ
s−s1−s2E31 ⊗ E13 + ζ
s−s2E32 ⊗ E23)
]
.
Note that, up to a scalar factor, the obtained R-matrix takes the well-known simple
form when one chooses s = −2 and s1 = s2 = 0:
R(ζ) = q2/3eλ3(q
2ζ−2)−λ3(q
−2ζ−2)
[
∑
a
Eaa ⊗ Eaa +
ζ − ζ−1
qζ − q−1ζ−1 ∑
a 6=b
Eaa ⊗ Ebb
+
(q− q−1)ζ
qζ − q−1ζ−1 ∑
a<b
Eab ⊗ Eba +
(q− q−1)ζ−1
qζ − q−1ζ−1 ∑
a>b
Eab ⊗ Eba
]
.
One can verify that12
R(s,s1,s2)(ζ12) = [G(ζ1)⊗ G(ζ2)]R
(1,0,0)(ζs12)[G(ζ1)⊗ G(ζ2)]
−1,
where
G(ζ) =

 1 0 00 ζ−s1 0
0 0 ζ−s1−s2

 . (3.22)
Therefore, as in the previous case, the transfer-matrices of inhomogeneous vertex
models corresponding to R-matrices with different choice of s, s1 and s2 are connected
by a similarity transformation and a change of the spectral parameters. The corre-
sponding partition functions in the case of the toroidal boundary conditions are con-
nected by a change of the spectral parameters.
12It is implied here that R(ζ) = R(s,s1,s2)(ζ), R(1,0,0)(ζs) = R(s,0,0)(ζ), and a similar convention is to
be used for the corresponding L-operators.
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3.3. L-operators. Oscillator algebra. Here to construct L-operators wewill use homo-
morphisms to the tensor product of two copies of the q-oscillator algebra Osch¯⊗Osch¯.
As is usual, we define
a1 = a⊗ 1, a
†
1 = a
† ⊗ 1, a2 = 1⊗ a, a
†
2 = 1⊗ a
†,
D1 = D⊗ 1, D2 = 1⊗ D.
It is worth to note that the transformations
a1 → κ1 a1 q
ξ1D1+ξ2D2 , a†1 →
1
κ1
q−ξ1D1−ξ2D2a†1, D1 → D1, (3.23)
a2 → κ2 a2 q
ξ2D1+ξ3D2 , a†2 →
1
κ2
q−ξ2D1−ξ3D2a†2, D2 → D2, (3.24)
form a five-parameter automorphism group of the algebra Osch¯ ⊗ Osch¯. The trace
used to define Q-operators in the case under consideration is invariant with respect
to the transformations (3.23), (3.24), see, for example, [3]. Therefore, the Q-operators
obtained from L-operators connected by the transformations (3.23), (3.24) coincide.
Further, to construct L-operators of type Lˆ one can use homomorphisms of two dif-
ferent six-parameter families,
χ(hδ−α−β) = −D1− D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2, (3.25)
χ(eδ−α−β) = ρ µ1 µ2 a1 a2 q
(ν1+ν2−1)D1+(ν2+ν3−2)D2 , (3.26)
χ(eα) =
1
µ1
q−ν1D1−ν2D2a†1 , χ(eβ) =
1
µ2
q−(ν2−1)D1−ν3D2a†2 , (3.27)
and
χ(hδ−α−β) = −D1− D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2, (3.28)
χ(eδ−α−β) = ρ µ1 µ2 a1 a2 q
(ν1+ν2−1)D1+(ν2+ν3)D2 , (3.29)
χ(eα) =
1
µ1
q−ν1D1−ν2D2a†1 , χ(eβ) =
1
µ2
q−(ν2+1)D1−ν3D2a†2 . (3.30)
One can verify that these definitions are consistent with the defining relations of the
algebra Uh¯(b
′
+(A
(1)
2 )). One can freely change the parameters µ1, µ2 and ν1, ν2, ν3 in
the final expression by applying automorphisms (3.23), (3.24). As a result we obtain
equivalent L-operators. Changing the parameter ρ, we change the coefficient at ζs in
the final expression.
In order to construct L-operators of type Lˇ we can use the homomorphisms of two
different six-parameter families,
ψ(hδ−α−β) = −D1 − D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2, (3.31)
ψ( fδ−α−β) =
ρ
µ1µ2
q−(ν1+ν2+1)D1−(ν2+ν3+2)D2a†1 a
†
2 , (3.32)
ψ( fα) = µ1 a1 q
ν1D1+ν2D2 , ψ( fβ) = µ2 a2 q
(ν2+1)D1+ν3D2 , (3.33)
and
ψ(hδ−α−β) = −D1 − D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2, (3.34)
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ψ( fδ−α−β) =
ρ
µ1µ2
q−(ν1+ν2+1)D1−(ν2+ν3)D2a†1 a
†
2 , (3.35)
ψ( fα) = µ1 a1 q
ν1D1+ν2D2 , ψ( fβ) = µ2 a2 q
(ν2−1)D1+ν3D2 . (3.36)
One can convince oneself that these definitions are consistent with the defining re-
lations of the algebra Uh¯(b
′
−(A
(1)
2 )). The parameters µ1, µ2 and ν1, ν2, ν3 in the fi-
nal expression can be freely changed by applying the automorphisms (3.23), (3.24).
Changing the parameter ρ, we change the coefficient at ζs in the final expression.
As for the case of the quantum groupUh¯(g
′(A
(1)
1 )), there are a fewmethods to obtain
L-operators which are not equivalent to those which can be obtained by using the
homomorphisms defined above.
The automorphism group of the Dynkin diagram of the generalized Cartan matrix
A
(1)
2 is isomorphic to the dihedral group D3. This group coincides with the symmetric
group S3. Each automorphism s ∈ D3 gives rise to an automorphism of the quantum
group Uh¯(g
′(A
(1)
2 )) defined by the relations
13
σs(hαi) = hαs(i) , σs(eαi) = eαs(i), σs( fαi) = fαs(i) .
Applying first one of the automorphisms σs, we modify the homomorphisms χ and ψ
defined above and obtain nonequivalent L-operators.
As before, if Lˆ(ζ) is an L-operator of type Lˆ, then the L-operator Lˆ−1(ζ−1) is of type
Lˇ, and if Lˇ(ζ) is an L-operator of type Lˇ, then Lˇ−1(ζ−1) is an L-operator of type Lˆ.
At last, one can use the ani-involution τ ⊗ τ of the algebra Osch¯ ⊗Osch¯, where the
anti-involution τ of the algebra Osch¯ is defined by the relations (2.30). Explicitly, one
has
τ(ai) = a
†
i , τ(a
†
i ) = ai, τ(Di) = Di, i = 1, 2.
It is easy to determine that if Lˆ(ζ) is an L-operator of type Lˆ, then τ(Lˆ(ζ−1)) is an L-
operator of type Lˇ, and vice versa, if Lˇ(ζ) is an L-operator of type Lˇ, then τ(Lˇ(ζ−1)) is
an L-operator of type Lˆ.
3.3.1. Type Lˆ. We define a homomorphism χ from Uh¯(b
′
+(A
(1)
2 )) to Osch¯ ⊗Osch¯ using
(3.25)–(3.27) with µ1 = µ2 = q− q
−1, ρ = 1/(q − q−1)3 and ν1 = ν2 = ν3 = 0. Then
we use the relations (B.35) and (B.36) to define homomorphisms χζ . After all we have
χζ(hδ−α−β) = −D1 − D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2, (3.37)
χζ(eδ−α−β) =
1
q− q−1
a1 a2 q
−D1−2D2 ζs−s1−s2 , (3.38)
χζ(eα) =
1
q− q−1
a†1 ζ
s1 , χζ(eβ) =
1
q− q−1
qD1a†2 ζ
s2 . (3.39)
First, we find the expression for χζ1 ⊗ ϕζ2(K). Taking into account equations (3.6),
(3.8) and (3.37), we obtain
χζ1 ⊗ ϕζ2(K) = q
D1E11 + q
−D1+D2E22 + q
−D2E33. (3.40)
The definition (3.1), with an account of the relations (3.39), gives
χζ(eα+β) = 0,
13We assume that the group D3 is realized as a transformation group of the set {0, 1, 2}.
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and using (3.2) we obtain
χζ(eδ−α) =
1
q− q−1
q−2a1 q
−2D2ζs−s1 , (3.41)
χζ(eδ−β) =
1
q− q−1
q−1a2 q
−D1−2D2ζs−s2 . (3.42)
Now, the definition (B.18) gives
χζ(e
′
δ, α) =
1
q− q−1
q−3q−2D2ζs, χζ(e
′
δ, β) =
1
q− q−1
q−4[(1+ q2)q−2D2 − q2] ζs,
χζ(e
′
δ, α+β) = 0,
and using the definitions (B.19) and (B.20) we determine that for m > 0 we have
χζ(eβ+mδ) =
1
q− q−1
q−4ma†2 q
D1−2mD2ζs2+ms,
χζ(eα+mδ) = 0, χζ(eα+β+mδ) = 0,
χζ(e(δ−β)+mδ) =
1
q− q−1
q−2m−1a2 q
−D1−2(m+1)D2ζ(s−s2)+ms,
χζ(e(δ−α)+mδ) = 0, χζ(e(δ−α−β)+mδ) = 0.
Now, taking into account the relations (3.17)–(3.21), we come to the equations
χζ1 ⊗ ϕζ2(Rα, 0) = 1+ a
†
1 ζ
s1
12 E21, (3.43)
χζ1 ⊗ ϕζ2(Rα,m) = 1, m > 0, (3.44)
χζ1 ⊗ ϕζ2(Rβ,m) = 1+ q
−2ma†2 q
D1−2mD2 ζs2+ms12 E32, (3.45)
χζ1 ⊗ ϕζ2(Rα+β,m) = 1, (3.46)
χζ1 ⊗ ϕζ2(Rδ−α, 0) = 1+ q
−2a1q
−2D2ζs−s112 E12, (3.47)
χζ1 ⊗ ϕζ2(Rδ−α,m) = 1, m > 0, (3.48)
χζ1 ⊗ ϕζ2(Rδ−β,m) = 1− a2 q
−D1−2(m+1)D2 ζ
(s−s2)+ms
12 E23, (3.49)
χζ1 ⊗ ϕζ2(Rδ−α−β, 0) = 1+ a1a2 q
−D1−2D2 ζs−s1−s212 E13, (3.50)
χζ1 ⊗ ϕζ2(Rδ−α−β,m) = 1, m > 0. (3.51)
One can determine that, due to the defining properties of Eab, χζ1 ⊗ ϕζ2(Rα,m) and
χζ1 ⊗ ϕζ2(Rα+β, n) commute for any m and n. Therefore, we can rearrange the factors
entering χζ1 ⊗ ϕζ2(R≺δ) in such a way that the factors corresponding to the roots α +
mδ come first, then the factors corresponding to the roots α + β + mδ, and finally the
factors corresponding to the roots β + mδ. Similarly, we can rearrange the factors
entering χζ1 ⊗ ϕζ2(R≻δ) in such a way that the factors corresponding to the roots (δ−
β) +mδ come first, then the factors corresponding to the roots (δ− α) +mδ and finally
the factors corresponding to the roots (δ− α− β) +mδ.
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We denote by Lˆγ(ζ12), γ ∈ ∆+(A2), the product of the factors corresponding to the
roots γ + mδ, and by Lˆδ−γ(ζ12), γ ∈ ∆+(A2), the product of the factors correspond-
ing to the roots (δ − γ) + mδ. Now, using (3.43)–(3.51) and summing up the arising
geometrical series, we come to the expressions
Lˆα(ζ) = 1+ a
†
1 ζ
s1E21, (3.52)
Lˆβ(ζ) = 1+ a
†
2 q
D1(1− q−2q−2D2 ζs)−1ζs2 E32, (3.53)
Lˆα+β(ζ) = 1, (3.54)
Lˆδ−α(ζ) = 1+ q
−2a1 q
−2D2 ζs−s1E12, (3.55)
Lˆδ−β(ζ) = 1− a2 q
−D1−2D2(1− q−2D2 ζs)−1ζs−s2E23, (3.56)
Lˆδ−α−β(ζ) = 1+ a1a2 q
−D1−2D2 ζs−s1−s2E13. (3.57)
Recalling the definition (B.21) and having in mind equations (3.41) and (3.42), we
determine that for m > 1 we have
χζ(e
′
mδ, α) = 0,
χζ(e
′
mδ, β) = −
1
(q− q−1)2
q−4m−1[(1− q2(m+1))q−2mD2 − q2(1− q2m)q−2(m−1)D2 ]ζms.
Starting with these expressions we obtain
χζ(emδ, α) =
1
q− q−1
(−1)m−1q−3mq−2mD2
ζms
m
,
χζ(emδ, β) =
1
q− q−1
q−2m[(1+ q−2m)q−2mD2 − 1]
ζms
m
.
Denoting Lˆδ(ζ12) = χζ1 ⊗ ϕζ2(R∼δ), we come to the equation
Lˆδ(ζ) = e
λ3(q
−2ζs)[E11 + (1− q
−2q−2D2ζs)E22 + (1− ζ
s)(1− q−2D2ζs)−1E33]. (3.58)
Multiplying the factors (3.52)–(3.57), (3.58) and (3.40) in the given order we obtain the
following L-operator
Lˆ(ζ) = eλ3(q
−2ζs)


qD1 q−2a1 q
−D1−D2 ζs−s1 a1a2 q
−D1−3D2 ζs−s1−s2
a†1 q
D1 ζs1 q−D1+D2 − q−2 qD1−D2ζs −a2 q
D1−3D2 ζs−s2
0 a†2 q
D2 ζs2 q−D2

 .
As we noted above its inverse after the change ζ → ζ−1 becomes an L-operator of type
Lˇ. To write it in a simple form we apply the automorphism
ai → q
−1ai q
2Di , a†i → q q
−2Di a†i , i = 1, 2,
being a particular case of the automorphisms (3.23), (3.24). After all we come to the
expression
Lˇ(ζ) =
e−λ3(q
−2ζ−s)
1− ζs


q2qD1 − q−D1 ζs a1 q
D1 ζs1 q−1a1a2 ζ
s1+s2
a†1 q
−D1−D2 ζs−s1 −qD1−D2ζs −a2 q
−D2 ζs2
−a†1a
†
2 q
−D1−D2 ζs−s1−s2 a†2 q
D1−D2 ζs−s2 q−D2 − qD2 ζs

 .
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One can verify that
Lˆ(s,s1,s2)(ζ12) = γζ1(G(ζ2)Lˆ
(1,0,0)(ζs12)G
−1(ζ2)), (3.59)
where the matrix G(ζ) is given by equation (3.22), and the mapping γζ , ζ ∈ C
×, is
defined as
γζ(ai) = aiζ
−si , γζ(a
†
i ) = a
†
i ζ
si , γζ(Di) = Di, i = 1, 2. (3.60)
Therefore, the Q-operators obtained from L-operators corresponding to different val-
ues of s, s1 and s2 are connected by a change of the spectral parameters and a similarity
transformation.
If we use the family (3.28)–(3.30) with µ1 = µ2 = q− q
−1, ρ = −1/(q − q−1)3 and
ν1 = ν2 = ν3 = 0 we come to homomorphisms χζ defined in the following way:
χζ(hδ−α−β) = −D1 − D2, χζ(hα) = 2D1− D2, χζ(hβ) = −D1 + 2D2,
χζ(eδ−α−β) = −
1
q− q−1
a1a2 q
−D1ζs−s1−s2 ,
χζ(eα) =
1
q− q−1
a†1 ζ
s1 , χζ(eβ) =
1
q− q−1
q−D1a†2 ζ
s2 .
This leads to the L-operator
Lˆ(ζ) =
e−λ3(q
2ζs)
1− ζs


qD1 − q−2q−D1ζs −a1 q
−3D1+D2 ζs−s1 −a1a2 q
−D1−D2 ζs−s1−s2
a†1 q
D1 ζs1 q−D1+D2 a2 q
D1−D2 ζs−s2
q−1a†1a
†
2 ζ
s1+s2 a†2 q
−2D1+D2 ζs2 q−D2 − qD2ζs


which also satisfies equation (3.59). Besides, with the change ζ → ζ−1 it can be verified
that the corresponding inverse L-operator satisfies the relation (B.14) of Lˇ-type.
3.3.2. Type Lˇ. We define a homomorphism ψ from Uh¯(b
′
−(A
(1)
2 )) to Osch¯ ⊗Osch¯ using
(3.31)–(3.33) with µ1 = µ2 = 1/(q− q
−1), ρ = 1/(q− q−1)3 and ν1 = ν2 = ν3 = 0. For
the corresponding homomorphisms ψζ we then have
ψζ(hδ−α−β) = −D1 − D2, ψζ(hα) = 2D1− D2, ψζ(hβ) = −D1 + 2D2, (3.61)
ψζ( fδ−α−β) =
1
q− q−1
q−D1−2D2a†1a
†
2 ζ
−s+s1+s2 , (3.62)
ψζ( fα) =
1
q− q−1
a1ζ
−s1 , ψζ( fβ) =
1
q− q−1
a2 q
D1ζ−s2 . (3.63)
The expression for ϕζ1 ⊗ψζ2(K) is the same as in the previous case and has the form
(3.40).
It follows from (B.25) that
fα+β = fβ fα − q fα fβ,
hence, taking into account equations (3.63), we obtain
ψζ( fα+β) = −
1
q− q−1
a1 a2 q
D1ζ−s1−s2 .
Equation (B.26) leads to the relations
fδ−α = fδ−α−β fβ − q fβ fδ−α−β, fδ−β = fδ−α−β fα − q fα fδ−α−β
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which give
ψζ( fδ−α) =
1
q− q−1
a†1 ζ
−s+s1 , ψζ( fδ−β) =
1
q− q−1
q−1a†2 q
D1−2D2 ζ−s+s2 . (3.64)
Using equation (B.29), we come to the relations
ψζ( f
′
δ, α) =
1
q− q−1
q[(1+ q2)q2D1 − 1]ζ−s, ψζ( f
′
δ, β) =
1
q− q−1
q2q2D1ζ−s,
ψζ( f
′
δ, α+β) =
1
q− q−1
q[(1+ q2)q2D1 − q2D1−2D2 − 1]ζ−s,
and, using (B.27) and (B.28), we determine that for m > 0 we have
ψζ( fα+mδ) =
1
q− q−1
(−1)mqma1q
2mD1ζ−s1−ms,
ψζ( fα+β+mδ) =
1
q− q−1
(−1)m−1qma1a2q
(2m+1)D1ζ−s1−s2−ms,
ψζ( fβ+mδ) = 0,
ψζ( f(δ−β)+mδ) = 0,
ψζ( f(δ−α)+mδ) =
1
q− q−1
(−1)mq3ma†1q
2mD1ζ−(s−s1)−ms,
ψζ( f(δ−α−β)+mδ) =
1
q− q−1
(−1)mq3m−3a†1a
†
2q
(2m−1)D1−2D2ζ−(s−s1−s2)−ms.
Taking into account the relations (3.12)–(3.16), we come to the equations
ϕζ1 ⊗ ψζ2(Rα,m) = 1+ a1q
2mD1ζ
s1+ms
12 E12,
ϕζ1 ⊗ ψζ2(Rα+β,m) = 1− a1a2 q
(2m+1)D1ζ
s1+s2+ms
12 E13,
ϕζ1 ⊗ ψζ2(Rβ, 0) = 1+ a2 q
D1ζs2+ms12 E23,
ϕζ1 ⊗ ψζ2(Rβ, 0) = 1, m > 0,
ϕζ1 ⊗ ψζ2(Rδ−β, 0) = 1− q
−2a†2q
D1−2D2ζs−s212 E32,
ϕζ1 ⊗ ψζ2(Rδ−β,m) = 1, m > 0,
ϕζ1 ⊗ ψζ2(Rδ−α,m) = 1+ q
2ma†1q
2mD1ζ(s−s1)+msE21,
ϕζ1 ⊗ ψζ2(Rδ−α−β,m) = 1+ q
2m−3a†1a
†
2 q
(2m−1)D1−2D2ζ(s−s1−s2)+msE31.
Now we use the appropriate reordering of the factors entering ϕζ1 ⊗ ψζ2(R≺δ) and
ϕζ1 ⊗ ψζ2(R≻δ) to determine that
ϕζ1 ⊗ ψζ2(R≺δ) = Lˇα(ζ12)Lˇα+β(ζ12)Lˇβ(ζ12),
ϕζ1 ⊗ ψζ2(R≻δ) = Lˇδ−β(ζ12)Lˇδ−α(ζ12)Lˇδ−α−β(ζ12),
where
Lˇα(ζ) = 1+ a1ζ
s1(1− q2D1ζs)−1E12, (3.65)
Lˇα+β(ζ) = 1− a1a2 q
D1ζs1+s2(1− q2D1ζs)−1E13, (3.66)
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Lˇβ(ζ) = 1+ a2 q
D1ζs2E23, (3.67)
Lˇδ−β(ζ) = 1− q
−2a†2 q
D1−2D2ζs−s2E32, (3.68)
Lˇδ−α = 1+ a
†
1ζ
s−s1(1− q2q2D1ζs)−1E21, (3.69)
Lˇδ−α−β = 1+ q
−3a†1a
†
2 q
−D1−2D2ζs−s1−s2(1− q2q2D1ζs)−1E31. (3.70)
Using equation (B.29) and taking into account (3.64), we determine that for m > 1
one has
ψζ( f
′
mδ, α) =
1
(q− q−1)2
(−1)mqm−1[(1− q2(m+1))q2mD1 − (1− q2m)q2(m−1)D1 ]ζ−ms,
ψζ( f
′
mδ, β) = 0.
Having in mind the relation (B.30), we obtain
ψζ( fmδ, α) =
1
q− q−1
(−1)m−1qm[(1+ q2m)q2mD1 − 1]
ζ−ms
m
,
ψζ( fmδ, β) =
1
q− q−1
q2mq2mD1
ζ−ms
m
.
Now, denoting Lˇδ(ζ12) = ϕζ1 ⊗ ψζ2(R∼δ), we come to the equation
Lˇδ(ζ) = e
λ3(q
−2ζs)[(1− ζs)(1− q2q2D1ζs)−1E11 + (1− q
2D1ζs)E22 + E33]. (3.71)
Multiplying the factors (3.65)–(3.70), (3.71) and (3.40) in the prescribed order we obtain
the following L-operator
Lˇ(ζ) = eλ3(q
−2ζs)


qD1 a1 q
−D1+D2 ζs1 0
q−2 a†1 q
D1−2D2 ζs−s1 q−D1+D2 − q−2qD1−D2ζs a2 q
D1−D2 ζs2
q−3 a†1a
†
2 q
−2D2 ζs−s1−s2 −q−2 a†2 q
−D2 ζs−s2 q−D2

 .
In this case we have
Lˇ(s,s1,s2)(ζ12) = G(ζ1)γζ2(Lˇ
(1,0,0)(ζs12))G
−1(ζ1), (3.72)
where the matrix G(ζ) is given by equation (3.22) and the mapping γζ by the relations
(3.60).
If we use (3.34)–(3.36) with µ1 = µ2 = q− q
−1, ρ = −1/(q − q−1)3 and ν1 = ν2 =
ν3 = 0 we come to homomorphisms ψζ defined in the following way:
ψζ(hδ−α−β) = −D1 − D2, ψζ(hα) = 2D1− D2, ψζ(hβ) = −D1 + 2D2,
ψζ( fδ−α−β) = −
1
q− q−1
q−D1 a†1 a
†
2 ζ
−s+s1+s2,
ψζ( fα) =
1
q− q−1
a1 ζ
−s1 , ψζ( fβ) =
1
q− q−1
a2 q
−D1ζ−s2 ,
and we obtain one more L-operator
Lˇ(ζ) =
e−λ3(q
2ζs)
1− ζs


qD1 − q−2q−D1ζs a1 q
−D1+D2 ζs1 a1a2 q
−D1−D2 ζs1+s2
−q−2 a†1 q
−D1 ζs−s1 q−D1+D2 a2 q
−D1−D2 ζs2
−q−1 a†1a
†
2 ζ
s−s1−s2 a†2 q
D2 ζs−s2 q−D2 − qD2ζs

 ,
which also satisfies equation (3.72).
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4. CONCLUDING REMARKS
Note here that, as is known, the R-matrices considered in this paper, up to a respec-
tive scalar factor and with a special choice of the parameters si, allow for the decom-
position
R(ζ) = ζ R0 − ζ
−1R−10 , (4.1)
where the non-degenerate matrix R0 does not depend on the spectral parameter and
has the form
R0 =
n
∑
a,b=1
qδabEaa ⊗ Ebb + (q− q
−1) ∑
a<b
Eab ⊗ Eba. (4.2)
For the cases considered in our paper n is either 2 or 3, but actually the relations (4.1)
and (4.2) are valid for all quantum groups Uh¯(g(A
(1)
n−1)). Obviously, the same decom-
position holds also for Rˆ(ζ) with
Rˆ0 =
n
∑
a,b=1
qδabEab ⊗ Eba + (q− q
−1) ∑
a<b
Eaa ⊗ Ebb.
The L-operators have similar property, and, for example, an L-operator of type Lˆ, again
up to a respective scalar factor, can be represented in the form
Lˆ(ζ) = ζ Lˆ+ − ζ
−1 Lˆ−,
where Lˆ+ and Lˆ− do not depend on the spectral parameter and satisfy the relations
Rˆ0(Lˆ+ × Lˆ+) = (Lˆ+ × Lˆ+)Rˆ0,
Rˆ0(Lˆ− × Lˆ−) = (Lˆ− × Lˆ−)Rˆ0,
Rˆ0(Lˆ+ × Lˆ−) = (Lˆ− × Lˆ+)Rˆ0.
where ×means a generalization of the Kronecker product defined by equation (B.12).
One could try to construct L-operators starting from these relations. In this way, how-
ever, one would lose the convenient and highly non-trivial normalization which is im-
plied by the functional relations in the universal form arising when they are derived
from the universal R-matrix.
Moreover, it is worthwhile noticing that thematrices Lˆ+ and Lˆ− have upper-triangu-
lar and lower-triangular forms, respectively. In the considered q-oscillator represen-
tation the matrix Lˆ+ turns out to be degenerate and the matrix Lˆ− is non-degenerate.
Moreover, the matrix Πˆ = Lˆ−1− Lˆ+ satisfies the relation Πˆ
2 = Πˆ. This equation implies
that the matrix Lˆ(1) is singular. It seems that this property is important for the very
existence of the functional equations satisfied by the corresponding transfer matrices
and Q-operators, see, for example, [33].
Note that for an L-operator of type Lˇ on the other hand the matrix Lˇ− turns out to be
degenerate and the matrix Lˇ+ is non-degenerate. Here the matrix Πˇ = Lˇ
−1
+ Lˇ− satisfies
the relation Πˇ2 = Πˇ, and the matrix Lˇ(1) is singular as well.
APPENDIX A. KAC-MOODY ALGEBRAS OF FINITE AND AFFINE TYPE
A.1. Generators and relations. Let A = (aij) be a generalized Cartan matrix of finite
or affine type. It is customary to assume that the numeration of the indices of A starts
from 1 for the finite type, and from 0 for the affine type. Denote by g′(A) the complex
Lie algebra defined by 3n generators hi, ei, fi and by the relations
[hi, hj] = 0,
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[hi, ej] = aij ej, [hi, f j] = −aij f j,
[ei, f j] = δij hi,
(ad ei)
1−aij(ej) = 0, (ad fi)
1−aij( f j) = 0.
It is assumed that i and j are different in the last line of the relations called Serre rela-
tions. For the affine type we assume that the last n− 1 rows of the matrix A are lin-
early independent which can be achieved by applying a permutation to the rows and
the same permutation to the columns of A. In this case we introduce an additional
generator d and additional relations
[d, ei] = δ0iei, [d, fi] = −δ0i fi, [d, hi] = 0.
We denote the corresponding Lie algebra by g(A) and assume that g(A) = g′(A)
for finite type. The Lie algebra g(A) is the Kac-Moody algebra with the generalized
Cartan matrix A. In the finite-type case g(A) is isomorphic to the corresponding finite-
dimensional complex simple Lie algebra with the Cartan matrix A.
A.2. Cartan subalgebra and roots. The linear span h(A) of the generators hi for the fi-
nite type, or of the generators hi and d for the affine type, is called the Cartan subalgebra.
We denote the dual space of h(A) by h∗(A). It can be shown that
g(A) = h(A)⊕
⊕
γ∈∆(A)
gγ(A),
where for any γ ∈ h∗(A) we denote
gγ(A) = {x ∈ g(A) | [h, x] = γ(h)x for all h ∈ h(A)}
and
∆(A) = {γ ∈ h∗(A) | γ 6= 0, gγ 6= {0}}.
The elements of ∆(A) are called roots of g(A). The subspace gγ(A) for γ ∈ ∆(A) is
said to be the root space of γ, and its nonzero elements are called root vectors.
It is clear that ei are root vectors. Denote the corresponding roots by αi. These
roots are called simple. Any other root is a linear combination of simple roots with
integer coefficients all of which are either non-negative or non-positive. In the former
case we say that the root is positive and in the latter that it is negative. In particular,
fi are root vectors corresponding to the negative roots −αi. One can write ∆(A) =
∆+(A) ⊔ ∆−(A), where ∆+(A) and ∆−(A) are the sets of positive and negative roots
respectively.
The set Q(A) ⊂ h∗(A), defined as
Q(A) =
n⊕
i=1
Z αi,
is called the root lattice. We denote by Q+(A) and Q−(A) the sublattices
Q+(A) =
n⊕
i=1
N αi, Q−(A) =
n⊕
i=1
N (−αi).
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A.3. Bilinear form. It is known that a generalized Cartan matrix of finite or affine
type is symmetrizable. This means that there exist unique co-prime positive integers
di such that the matrix (diaij) is symmetric. One defines a non-degenerate symmetric
bilinear form (·, ·) on the Cartan subalgebra h(A) by the equation
(hi, hj) = aij d
−1
j
for the finite-type case, and additionally by the equations
(hi , d) = δi0 d
−1
0 , (d, d) = 0
for the affine-type case. In both cases, with respect to the corresponding bilinear form
on h∗(A), one has
(αi, αj) = diaij.
A.4. Extended Cartan matrix. Let A = (aij)i,j=1,...,n be a generalized Cartan matrix
of finite type. The set of roots of the Lie algebra g(A) contains a unique maximal root
θ characterized by the property that there is no root γ of g(A) such that γ − θ is a
positive root of g(A). The extended Cartan matrix A(1) = (aij)i,j=0,1,...,n is obtained from
A by the rules a00 = 2 and
a0i = −2
(θ, αi)
(θ, θ)
, ai0 = −2
(αi, θ)
(αi, αi)
for i = 1, . . . , n. The matrix A(1) is a generalized Cartan matrix of affine type. The
Cartan subalgebra h(A) of g(A) can be naturally identified with a subalgebra of the
Cartan subalgebra h(A(1)) of g(A(1)). We identify h∗(A)with the subspace of h∗(A(1))
consisting of the elements γ which satisfy the equations γ(h0) = 0 and γ(d) = 0.
Hence, the set of roots ∆(A) can be considered as a subset of h∗(A(1)). It can be shown
that
∆(A(1)) = {γ +mδ | γ ∈ ∆(A), m ∈ Z} ∪ {mδ | m ∈ Z+ ∪ Z−},
where δ = α0 + θ. The system of positive roots is
∆+(A
(1)) = {γ +mδ | γ ∈ ∆+(A), m ∈ N}
∪ {mδ | m ∈ Z+} ∪ {(δ− γ) +mδ | γ ∈ ∆+(A), m ∈ N}.
The affine Lie algebras g(A(1)) form the family of untwisted affine Lie algebras.
A.5. Universal enveloping algebra. Let A = (aij) be a generalized Cartan matrix.
The universal enveloping algebra U(g(A)) of the Kac-Moody algebra g(A) is a com-
plex associative algebra with unity defined by the same generators and relations as
g(A) where Lie bracket is understood as commutator. Now the Serre relations can be
written as
1−aij
∑
k=0
(−1)k
(
1− aij
k
)
(ei)
1−aij−kej(ei)
k = 0,
1−aij
∑
k=0
(−1)k
(
1− aij
k
)
( fi)
1−aij−k f j( fi)
k = 0.
It is possible to exclude the generator d and consider the algebra U(g′(A)).
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APPENDIX B. QUANTUM GROUPS AND THE UNIVERSAL R-MATRIX
B.1. q-numbers. We use the usual definition for q-number, q-factorial and q-binomial
coefficient:
[n]q =
qn − q−n
q− q−1
,
[n]q! = [n]q[n− 1]q . . . [1]q,[
n
m
]
q
=
[n]q!
[m]q![n−m]q!
.
We assume also that the q-exponential is given by
expq(x) =
∞
∑
n=0
xn
(n)q !
,
where another q-deformation is used:
(n)q =
qn − 1
q− 1
and the q-factorial is defined as
(n)q ! = (n)q(n− 1)q . . . (1)q.
B.2. Quantum groups. Let A = (aij) be a generalized Cartan matrix of finite or affine
type, h¯ be an indeterminate and q = exp h¯. The quantum group associated with the
Lie algebra g(A),14 is a complex associative algebra Uh¯(g(A)) with unity defined by
3n generators hi, ei, fi in the finite-type case, or by 3n+ 1 generators hi, ei, fi, d in the
affine case, and by the relations
[hi, hj] = 0,
[hi, ej] = aij ej, [hi, f j] = −aij f j,
[ei, f j] = δij
qdihi − q−dihi
qdi − q−di
,
1−aij
∑
k=0
(−1)k
[
1− aij
k
]
qdi
(ei)
1−aij−kej(ei)
k = 0,
1−aij
∑
k=0
(−1)k
[
1− aij
k
]
qdi
( fi)
1−aij−k f j( fi)
k = 0,
[d, ei] = δ0iei, [d, fi] = −δ0i fi, [d, hi] = 0.
It is worth to note that we consider the elements of Uh¯(g(A)) as formal power series
in h¯. If we exclude the generator d from our consideration, we will obtain an algebra
denoted by Uh¯(g
′(A)).
We define the quantum analog of the Cartan anti-involution by the relations
ω(ei) = fi, ω( fi) = ei, ω(hi) = hi, ω(d) = d (B.1)
together with the rule ω(h¯) = −h¯ implying that ω(q) = q−1.
14In general, one can associate the quantum group with any Kac-Moody algebra g(A)with the sym-
metrizable Cartan matrix A.
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The algebras Uh¯(g(A)) and Uh¯(g
′(A)) are Hopf algebras with co-multiplication de-
fined by the relations
∆(hi) = hi ⊗ 1+ 1⊗ hi,
∆(ei) = ei ⊗ 1+ q
−dihi ⊗ ei, ∆( fi) = fi ⊗ q
dihi + 1⊗ fi,
∆(d) = d⊗ 1+ 1⊗ d.
The Cartan subalgebra h(A) can be naturally identified with the vector subspace of
Uh¯(g(A)) formed by linear combinations of the generators hi and d, and we say that
an element a ∈ Uh¯(g(A)) is a root vector corresponding to a root γ ∈ h
∗(A) if γ 6= 0
and
[h, a] = γ(h)a
for all h ∈ h(A). It is evident that actually γ ∈ Q(A). Let a and b be root vectors
corresponding to roots α and β respectively. We define the q-commutator [a, b]q of a and
b as
[a, b]q = ab− q
(α,β)ba
if α, β ∈ Q+(A), as
[a, b]q = ab− q
−(α,β)ba
if α, β ∈ Q−(A), and as the usual commutator if α ∈ Q+(A) and β ∈ Q−(A), or
α ∈ Q−(A) and β ∈ Q+(A).
B.3. Symmetric group and tensor products. Let A be an associative unital algebra.
Define an action of the symmetric group Sn on the tensor productA⊗n in the following
way. Let s ∈ Sn, define a linear operator Πs on A⊗n by the equation
Πs(a1 ⊗ a2 ⊗ . . .⊗ an) = as−1(1) ⊗ as−1(2) ⊗ . . .⊗ as−1(n).
The set of operators Πs define a left action of Sn on A⊗n, i. e. we have
Πs ◦Πt = Πst
for all s, t ∈ Sn.
Let M be an element of the tensor product A⊗k, where k ≤ n. Denote by M12...k the
element of A⊗n defined as
M12...k = M⊗ 1⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
n−k
.
Let i1, i2, . . . , ik are distinct integers in the range from 1 to n. We define
Mi1i2...ik = Πt(M12...k),
where t is any element of Sn such that
t(1) = i1, t(2) = i2, . . . , t(k) = ik.
Here for any s ∈ Sn we have
Πs(Mi1i2 ...ik) = Ms(i1)s(i2)...s(ik).
Now let V be a vector space and A = End(V). Given s ∈ Sn, we define a linear
operator Ps on V
⊗n by
Ps(v1 ⊗ v2 ⊗ . . .⊗ vn) = vs−1(1) ⊗ vs−1(2) ⊗ . . .⊗ vs−1(n).
The set of operators Ps define a left action of Sn in V
⊗n. We have the relation
Πs(Mi1i2...ik) = PsMi1i2...ikP
−1
s
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which implies the equation
PsMi1i2...ik = Ms(i1)s(i2)...s(ik)Ps. (B.2)
If s is a transposition (i j) we write Πij and Pij instead of Πs and Ps, respectively. If
n = 2 we denote Π = Π12 and P = P12.
B.4. Universal R-matrix. Let A be a Hopf algebra with co-multiplication ∆. One can
show thatA is a Hopf algebra with respect to the opposite co-multiplication ∆op = Π ◦
∆. The Hopf algebra A is said to be almost co-commutative if there exists an invertible
elementR ∈ A⊗A such that
∆op(a) = R∆(a)R−1
for all a ∈ A. An almost co-commutative Hopf algebra A is called quasi-triangular if
∆⊗ id(R) = R13R23, id⊗∆(R) = R13R12.
In this case the element R is called the universal R-matrix. One can show that the
universal R-matrix satisfies the Yang-Baxter equation
R12R13R23 = R23R13R12. (B.3)
B.5. R-matrices. Assume that for any ζ ∈ C× there is given a homomorphism ϕζ from
A to a unital associative algebra B. We denote
R(ζ1, ζ2) = ϕζ1 ⊗ ϕζ2(R).
By definition, R(ζ1, ζ2) for any ζ1 and ζ2 is an element of the algebra B ⊗B. It follows
from equation (B.3) that in B ⊗B ⊗ B we have
R12(ζ1, ζ2) R13(ζ1, ζ3) R23(ζ2, ζ3) = R23(ζ2, ζ3) R13(ζ1, ζ3) R12(ζ1, ζ2). (B.4)
Assume that R(ζ1 , ζ2) actually depends on ζ1/ζ2 only. In this case we define
R(ζ12) = ϕζ1 ⊗ ϕζ2(R) (B.5)
and call R(ζ) an R-matrix. Here and below we denote ζij = ζi/ζ j. Now (B.4) takes the
form
R12(ζ12) R13(ζ13) R23(ζ23) = R23(ζ23) R13(ζ13) R12(ζ12).
Consider the case where ϕ is a representation of the algebra A in some vector space
V. Here we can assume that B = End(V), and that R(ζ) ∈ End(V) ⊗ End(V) ≃
End(V ⊗V). Using the definition
Rˇ(ζ) = PR(ζ)
and the relation (B.2), we rewrite the left-hand side of the Yang–Baxter equation in the
following way:
R12(ζ12)R13(ζ13)R23(ζ23)
= P12Rˇ12(ζ12)P13Rˇ13(ζ13)P23Rˇ23(ζ23) = P12P13P23Rˇ23(ζ12)Rˇ12(ζ13)Rˇ23(ζ23).
Similarly, we rewrite the right-hand side as
R23(ζ23)R13(ζ13)R12(ζ12) = P23P13P12Rˇ12(ζ23)Rˇ23(ζ13)Rˇ12(ζ12).
It is not difficult to verify that
P12P13P23 = P23P13P12,
therefore, the Yang–Baxter equation is equivalent to the equation
Rˇ23(ζ12)Rˇ12(ζ13)Rˇ23(ζ23) = Rˇ12(ζ23)Rˇ23(ζ13)Rˇ12(ζ12).
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This equation can also be written as
(1⊗ Rˇ(ζ12))(Rˇ(ζ13)⊗ 1)(1⊗ Rˇ(ζ23)) = (Rˇ(ζ23)⊗ 1)(1⊗ Rˇ(ζ13))(Rˇ(ζ12)⊗ 1).
In a similar way one can show that in terms of
Rˆ(ζ) = R(ζ)P
the Yang–Baxter equation has the form
(Rˆ(ζ12)⊗ 1)(1⊗ Rˆ(ζ13))(Rˆ(ζ23)⊗ 1) = (1⊗ Rˆ(ζ23))(Rˆ(ζ13)⊗ 1)(1⊗ Rˆ(ζ12)).
Let ea be a basis of V. Define endomorphisms Eab ∈ End(V) with the help of the
equations
Eab(ec) = eaδbc.
It follows from this definition that
Eab ◦ Ecd = δbcEad. (B.6)
For any M ∈ End(V) we have
M(eb) = ∑
a
eaMab
for appropriate numbers Mab, and one can verify that
M = ∑
a,b
EabMab.
It is easy to show that the endomorphisms Eab are linearly independent. Thus, they
form a basis of the vector space End(V).
One can be convinced that the endomorphisms Eac ⊗ Ebd form a basis of the vector
space End(V ⊗V) and we have
R(ζ) = ∑
a,b,c,d
Eac ⊗ Ebd Rab,cd(ζ),
where Rab,cd(ζ) are some functions of ζ. Usually, one identifies R(ζ) with a matrix-
valued function formed by the functions Rab,cd(ζ), hence the name R-matrix.
Defining functions Rˆab,cd(ζ) by
Rˆ(ζ) = ∑
a,b,c,d
Eac ⊗ Ebd Rˆab,cd(ζ),
we see that
Rˆab,cd(ζ) = Rab,dc(ζ). (B.7)
Similarly, defining functions Rˇab,cd(ζ) by
Rˇ(ζ) = ∑
a,b,c,d
Eac ⊗ Ebd Rˇab,cd(ζ),
we see that
Rˇab,cd(ζ) = Rba,cd(ζ).
32 H. BOOS, F. GO¨HMANN, A. KLU¨MPER, KH. S. NIROV, AND A. V. RAZUMOV
B.6. L-operators. For any ζ ∈ C× let ϕζ be a homomorphism from A to a unital as-
sociative algebra B and χζ a homomorphism from A to a unital associative algebra C.
By Lˆ(ζ1, ζ2) we denote an element of C ⊗ B defined as
Lˆ(ζ1, ζ2) = χζ1 ⊗ ϕζ2(R).
If Lˆ(ζ1, ζ2) only depends on ζ1/ζ2, we define
Lˆ(ζ12) = χζ1 ⊗ ϕζ2(R) (B.8)
and call the element Lˆ(ζ) an L-operator. It follows from (B.3) that the R-matrix and
L-operator satisfy the equation
R23(ζ12)Lˆ13(ζ1)Lˆ12(ζ2) = Lˆ12(ζ2)Lˆ13(ζ1)R23(ζ12), (B.9)
where R23(ζ), Lˆ13(ζ) and Lˆ12(ζ) are elements of C ⊗ B ⊗B defined in an evident way.
Assume again that for any ζ ∈ C× the homomorphism ϕζ is a representation of A
in a vector space V. It is clear that in this case one has
Lˆ(ζ) = ∑
a,b
Lˆab ⊗ Eab,
where Lˆab(ζ) are some C-valued functions of ζ. Using equation (B.6) one can show
that equation (B.9) is equivalent to the system of equations
∑
e, f
Rab,e f (ζ12) Lˆ f c(ζ1) Lˆed(ζ2) = ∑
e, f
Lˆae(ζ2) Lˆb f (ζ1) Re f ,dc(ζ12). (B.10)
Taking into account (B.7), we rewrite equations (B.10) as
∑
e, f
Rˆab,e f (ζ12) Lˆec(ζ1) Lˆ f d(ζ2) = ∑
e, f
Lˆae(ζ2) Lˆb f (ζ1) Rˆe f ,cd(ζ12).
Identifying Rˆ(ζ) with a matrix-valued function formed by the functions Rˆab,cd(ζ) and
Lˆ(ζ) with a matrix-valued function formed by the algebra-valued functions Lˆab(ζ), we
have
Rˆ(ζ12)(Lˆ(ζ1)× Lˆ(ζ2)) = (Lˆ(ζ2)× Lˆ(ζ1))Rˆ(ζ12), (B.11)
where × means the generalization of the Kronecker product to the matrices with
algebra-valued entries. Explicitly, if M = (Mab), where Mab are elements of some
algebra, and N = (Nij), where Nij are elements of the same algebra, then M × N =
((M× N)ai,bj), where
(M× N)ai,bj = MabNij. (B.12)
We follow here the notation used in [16]. We call a matrix-valued function Lˆ(ζ) formed
by algebra-valued functions Lˆab(ζ) an L-operator of type Lˆ if it satisfies the relation
(B.11).
One can define another type of L-operator,
Lˇ(ζ12) = ϕζ1 ⊗ ψζ2(R), (B.13)
where ψζ for any ζ ∈ C
× is a homomorphism from A to a unital associative algebra
D. In the case where for any ζ ∈ C× the homomorphism ϕζ is a representation of A
in the vector space V, one can write
Lˇ(ζ) = ∑
a,b
Eab ⊗ Lˇab(ζ).
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Identifying Rˇ(ζ) with a matrix-valued function formed by the functions Rˇab,cd(ζ) =
Rba,cd(ζ) and Lˇ(ζ) with a matrix-valued function formed by the functions Lˇab(ζ), we
obtain
Rˇ(ζ12)(Lˇ(ζ1)× Lˇ(ζ2)) = (Lˇ(ζ2)× Lˇ(ζ1))Rˇ(ζ12). (B.14)
We call a matrix-valued function Lˇ(ζ) formed by algebra-valued functions Lˇab(ζ) an
L-operator of type Lˇ if it satisfies the relation (B.14).
B.7. Khoroshkin–Tolstoy construction. Khoroshkin and Tolstoy proposed a proce-
dure to construct the universal R-matrix for the quantum groups Uh¯(g
′(A(1))) associ-
ated to untwisted affine Lie algebras [36]. An example of an extension of the procedure
to the case of twisted affine Lie algebras is considered in [27]. For simplicity we con-
sider the case when the initial Cartan matrix A is symmetric. In this case the extended
Cartan matrix A(1) is also symmetric.
The first step of the procedure is to choose a special ordering of the positive roots of
g(A(1)).
We say that the system of positive roots ∆+(g(A(1))) is supplied with a normal order
if its roots are totally ordered in such a way that
(i) all multiple roots follow each other in an arbitrary order;
(ii) each non-simple root α + β, where α is not proportional to β is placed between
α and β.
We fix some normal order of ∆+(A
(1)) which satisfies the additional condition that
for any root γ ∈ ∆+(A) one has
γ +mδ ≺ kδ ≺ (δ− γ) + ℓδ. (B.15)
The second step of the procedure is to construct the root vectors corresponding to
the positive roots of g(A(1)) from the root vectors corresponding to the simple positive
roots eα0 = eδ−θ and eαi .
First, we construct the root vectors corresponding to the roots γ and δ − γ, γ ∈
∆+(A). Here if γ = α + β, α ≺ γ ≺ β, and there are no roots α′ and β′ between α and
β such that γ = α′ + β′, we define
eγ = [eα, eβ]q. (B.16)
Then we take
eδ−γ = [eθ−γ, eδ−θ]q. (B.17)
The root vectors corresponding to the root δ are indexed by the elements of ∆+(A)
and defined by the relation
e′δ,γ = [eγ, eδ−γ]q. (B.18)
The remaining definitions are
eγ+mδ = [(γ,γ)]
−1
q [eγ+(m−1)δ, e
′
δ,γ]q, (B.19)
e(δ−γ)+mδ = [(γ,γ)]
−1
q [e
′
δ,γ, e(δ−γ)+(m−1)δ]q, (B.20)
e′mδ,γ = [eγ+(m−1)δ, eδ−γ]q. (B.21)
Actually from e′mδ,γ we have to proceed to emδ,γ defined by the equation
(q− q−1)eδ,γ(x) = log(1+ (q− q
−1)e′δ, γ(x)), (B.22)
where
e′δ,γ(x) =
∞
∑
m=1
e′mδ,γx
−m, eδ,γ(x) =
∞
∑
m=1
emδ,γx
−m.
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The root vectors, corresponding to the negative roots, are constructed with the help
of the Cartan anti-involution:
f ′mδ, γ = ω(e
′
mδ, γ), fmδ, γ = ω(emδ, γ), (B.23)
fγ+mδ = ω(eγ+mδ), f(δ−γ)+mδ = ω(e(δ−γ)+mδ). (B.24)
In particular, for a composite root γ ∈ ∆+(A), such that γ = α + β with α ≺ γ ≺ β,
we have
fγ = [ fβ, fα]q. (B.25)
Further, for any γ ∈ ∆+(A) the analog of the definition (B.17) is
fδ−γ = [ fδ−θ , fθ−γ]q. (B.26)
Finally, one can be convinced that
fγ+mδ = [(γ,γ)]
−1
q [ f
′
δ, γ, fγ+(m−1)δ]q, (B.27)
f(δ−γ)+mδ = [(γ,γ)]
−1
q [ f(δ−γ)+(m−1)δ, f
′
δ, γ]q, (B.28)
f ′mδ, γ = [ fδ−γ, fγ+(m−1)δ]q (B.29)
for all m > 0, and that
− (q− q−1) fδ,γ(x) = log(1− (q− q
−1) f ′δ, γ(x)), (B.30)
where
f ′δ,γ(x) =
∞
∑
m=1
f ′mδ, γx
−m, fδ, γ(x) =
∞
∑
m=1
fmδ, γx
−m.
The expression for the universal R-matrix obtained by Khoroshkin and Tolstoy has
the form
R = R≺δ R∼δ R≻δK.
The first factor is the product over γ ∈ ∆+(A) and m ∈ N of the q-exponentials
Rγ,m = expq−(γ,γ)
(
(q− q−1) s−1m,γ eγ+mδ ⊗ fγ+mδ
)
. (B.31)
Here the quantities sm, γ are determined by the relation
[eγ+mδ, fγ+mδ] = sm,γ
qhγ+mδ − q−hγ+mδ
q− q−1
,
where hγ+mδ = ∑i kihi if γ + mδ = ∑i kiαi. The order of the factors in R≺δ coincides
with the chosen normal order of the roots γ +mδ. The second factor is
R∼δ = exp
(
(q− q−1) ∑
m∈Z+
r
∑
i,j=1
um, ij emδ, αi ⊗ fmδ, αj
)
, (B.32)
where for each m ∈ Z+ the quantities um, ij are the matrix elements of the matrix um
inverse to the matrix tm with the matrix elements
tm, ij = (−1)
m(1−δij)m−1[maij]q,
entering the commutation relations
[eαi+mδ, enδ,αj ]q = tn,ij eαi+(m+n)δ,
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and r is the rank of the Lie algebra g(A). The definition of the factor R≻δ is similar to
the definition of the factor R≺δ. It is the product over γ ∈ ∆+(A) and m ∈ N of the
q-exponentials
Rδ−γ,m = expq−(γ,γ)
(
(q− q−1) s−1m, δ−γ e(δ−γ)+mδ ⊗ f(δ−γ)+mδ
)
. (B.33)
The quantities sm, δ−γ are determined by the relation
[e(δ−γ)+mδ, f(δ−γ)+mδ] = sm, δ−γ
qh(δ−γ)+mδ − q−h(δ−γ)+mδ
q− q−1
,
where h(δ−γ)+mδ = ∑i kihi if (δ − γ) + mδ = ∑i kiαi. The order coincides with the
chosen normal order of the roots (δ−γ)+mδ. For the factorKwe have the expression
K = exp
(
h¯
r
∑
i,j=1
(bij hαi ⊗ hαj)
)
, (B.34)
where bij are the matrix elements of the matrix inverse to the Cartan matrix A = (aij).
We determine that the universal R-matrix in the case under consideration is an ele-
ment of Uh¯(b
′
+(A
(1)))⊗Uh¯(b
′
−(A
(1))), where Uh¯(b
′
+(A
(1))) and Uh¯(b
′
−(A
(1))) are the
associative unital algebras defined by the generators ei, hi and fi, hi, respectively. It
means, in particular, that in order to define an L-operator of type Lˆ it is enough to
assume that χζ for any ζ ∈ C
× is a homomorphism from Uh¯(b
′
+(A
(1))) to some unital
associative algebra. Similarly, to define an L-operator of type Lˇ it is enough to as-
sume that ψζ for any ζ ∈ C
× is a homomorphism from Uh¯(b
′
−(A
(1))) to some unital
associative algebra.
To construct an R-matrix we should define the corresponding homomorphisms ϕζ .
In the case under consideration, the simplest way to do this is to start with a ζ-indepen-
dent homomorphism ϕ and then define ϕζ by the relations
ϕζ(hαi) = ϕ(hαi), (B.35)
ϕζ(eαi) = ζ
si ϕ(eαi), ϕζ( fαi) = ζ
−si ϕ( fαi), (B.36)
where si are some integers. It is not difficult to understand that in this case the R-
matrix R(ζ1, ζ2), defined by equation (B.5), depends only on ζ1/ζ2. In the same way
one can define the homomorphisms χζ andψζ . The corresponding L-operators Lˆ(ζ1, ζ2)
and Lˇ(ζ1, ζ2), defined by equations (B.8) and (B.13), respectively, also depend only on
ζ12.
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