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Abstract
The past decade has witnessed proton beam (p-beam) writing establishing itself as a
lithographic technique with unparallel characteristics that is able to produce truly 3D, high
aspect ratio nano/micro structures with smooth sidewalls of high verticality. The unveiling
of the world’s first dedicated p-beam writer at CIBA and the numerous research projects
based on p-beam writing ( micro-photonics, bio-applications, micro/nano fluidics. . . .) that
are presently underway, bear testament to this fact. In view of this demand there has been
much impetus into research and development of the technique, proton beam writing. The
present research effort aims at achieving this via two distinct channels.
The first involves furthering the understanding of p-beam writing via (1) an event by
event Monte Carlo simulation of the physical processes at play and (2) by a simulation of
the chemical resist development step. More specifically, the Monte Carlo simulation aims
at recreating the energy deposition process in proton beam writing. Explicit attention is
given to proton propagation, δ-ray generation, δ-ray propagation and energy deposition.
The resist development simulation attempts to reproduce the progress of the etch front
with time.
The second mode of contribution involves technological enhancements aimed at making
proton beam writing flexible, efficient and more importantly, more accessible to untrained
individuals wishing to utilise p-beam writing. This involves (1) the incorporation of the
AutoCAD standard, (2) the utilisation of luminescence for dose normalisation, (3) the
development of a secondary electron rapid imaging system and (4) the introduction of an
automatic focusing system for the focusing of MeV ions.
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Thesis Outline
P-beam writing has been developed at The Centre for Ion Beam Applications (CIBA),
Department of Physics, NUS, since the late 1990’s and has now been refined to the point
where it is constantly used as a tool in the research into specific applications. Irrespec-
tive of this, the development of the technique, p-beam writing, is still advancing with
improvements being incorporated constantly. The contents of this thesis falls into this
category of ’improvements to p-beam writing’. The actual work can be divided into two:
(1) furthering the understanding of the p-beam writing by computer simulations, and (2)
enhancements of the p-beam writing procedure by development of hardware and software.
The first area deals with the theoretical basis of p-beam writing by the development
of a Monte Carlo computer simulation of the energy deposition process. This first section
titled ’Energy Deposition Processes in P-Beam Writing ’ addresses the physical processes
involved in energy deposition by proton impacts and also presents the rudiments necessary
for the construction of a computer simulation. More specifically, the topics presented
include
• the role of and relevance of δ-rays,
• the physics δ-rays,
• proton propagation and energy loss,
1
2• Monte Carlo simulation of energy deposition.
The second portion of the thesis, reports on the improvements to the p-beam writing
procedure that are of a more hands-on, practical nature related to the software and hard-
ware that is used. This section under the title of ’Enhancing P-Beam Writing by Hardware
and Software Development ’ consists of three chapters that present
• an automatic focusing system,
• a fast electron based imaging system,
• the incorporation of CAD software,
• the development of intelligent algorithms for file creation,
• the adoption of luminescence for dose normalisation.
In addition there are also a few appendices that address a few relevant topics.
Chapter1
Introduction to Proton Beam Writing
1.1 Introduction
1.1.1 Motivation
Although the first demonstration of using MeV protons for lithography was made in Ox-
ford [1], the development of the technique Proton Beam Writing or p-beam writing has
taken place at the Centre for Ion Beam Applications (CIBA) (formerly the Research Cen-
tre for Nuclear Microscopy (RCNM) ). This technique has seen a few changes in name,
from first been called Deep Ion Beam Lithography [2, 3] through Proton Beam Microma-
chining [4, 5] and finally Proton Beam Writing or p-beam writing. In a span of under a
decade the technique has been refined and has seen a broadening in its areas of application
which culminated in CIBA producing the world’s first, dedicated proton beam writing end
station or p-beam writer. Not much longer after becoming operational in 2003 the system
was able to feature a beam spot size of better than a 100 nm [6]. Proton beam writing is
still not as ubiquitous as the other lithographic techniques such Electron Beam Lithogra-
phy (EBL), UV lithography and LIGA owing to (1) it being a relatively young technique
(2) there being no critical mass of groups involved due to the technical complexity and
hardware requirements (3) the unavailability of a commercial machine that can be easily
operated by non-experts with no experience in nuclear instrumentation.
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warrants its further development [7]. It is important at this stage to make p-beam writing
as accessible as is possible for individuals in lithography who are non-experts in nuclear
instrumentation. We also need to fully appreciate the significance of the physical processes
involved in proton beam writing for its further refinement. Such an understanding is
already available for the other lithographic techniques, which has helped in their growth.
1.2 Proton Beam Writing
Upon traversal through a material, all forms of radiation, be it of a particle nature or oth-
erwise, participate in interaction processes with the atomic system of the material. These
interactions involve transfer of energy to the atomic system which ultimately results in
the alteration of the characteristics of the original atomic environment. It is on this basic
fact that the lithographic techniques such as X-ray lithography, Electron Beam Lithogra-
phy, UV-photolithography and Proton Beam Writing are based on; i.e the introduction of
localised modification to the material by specific energy deposition.
Proton Beam Writing is affected by utilising a beam of MeV protons that has been
focused to a micro/nanometer spot size which can be manipulated spatially across a sample
by employing either a magnetic or electric field. The samples used are usually polymers,
namely polymethylmethacrylate or PMMA (see section 2.1.2) and SU-8 (see section 6.5).
Broadly speaking, when an energetic proton penetrates into the polymer it deposits energy
in its wake via the Coulomb interaction. This energy leads to a modification in the
chemistry of the polymeric bonds resulting in either bond scissioning or bond formation.
The processes that are involved in the energy loss of a proton are predominately those
interactions with atomic electrons. At high proton energies the energy transferred to the
massive nuclei are negligible in comparison. Owing to the large disparity in the proton
and electron mass (1830 times), the proton sufferers almost no deviation in its rectilinear
trajectory when it participates in a proton-electron collision.This is readily confirmed by
Monte Carlo simulations and experimental results [8–10]. The fact that the depth of
5penetration is adjustable by varying the initial energy of the impinging proton endows p-
beam writing with the ability to create truly 3D multilayered micro/nano structures [11].
Further, due to the significant mass disparity between an electron and proton there is only
a small energy transfer in a proton-electron collision. As a consequence the delocalisation
in energy or proximity effects due to secondary electron generation or δ-ray production
is small. This manifests itself with the sidewalls of the structures possessing values of
smoothness of the order of 2.5 nm [9].
1.3 CIBA’s sub-100 nm P-beam Writer
Figure 1.1 shows the layout of the accelerator facility at CIBA while figure 1.2 shows the
p-beam writer. Following are further descriptions of these facilities.
Figure 1.1: The CIBA accelerator and beam line layout. (1) p-beam writer endstage on
the 10◦ beam line (2) Nuclear microscope on the 30◦ beam line (3) High resolution RBS
spectrometer on the 45◦ beam line (4) Switching magnet (5) 90◦ analysing magnet
6Figure 1.2: The p-beam writer. The image includes (1) OM52e high demagnification
quadrupole triplet, (2) magnetic scan coil box, (3) CCD camera that is attached to the
microscope (4) photomultiplier tube used for electron imaging.
1.3.1 Singletron Accelerator
The beam of protons is provided by a 3.5 MV high brightness High Voltage Engineering
Europa SingletronTM ion accelerator [12, 13]. This particle accelerator has a high energy
stability which is one of the prerequisites for proton beam writing. The accelerator gener-
ates its high voltages electronically by following the Cockroft-Walton principle. It uses a
radio frequency (RF) ion source and is able to deliver other types of ions and ion species
such α (He+2), O+1 and molecular hydrogen (H+2 ).
1.3.2 Magnetic Focusing
Focusing of the MeV protons is achieved by means of the high demagnification OM52
magnetic quadrupole lenes from Oxford Microbeams. There are three lenses being utilized
7in the high excitation Oxford Triplet configuration [14].
The lens system presently at CIBA has a object distance of 7 m and an image distance
of 70 mm which endows it with a demagnification of 228 in the horizontal and 60 in the
vertical directions. The system has surpassed the sub-100 nm limit and boasts the world’s
best proton beam focus of 35× 75 nm2 [13]. Further details of the quadrupole lenses and
the Oxford Triplet are presented in section 4.4.1.
1.3.3 Beam Scanning & Blanking
Beam Scanning
The manipulation of the energetic proton beam to follow a predefined path can be achieved
by the use of either a magnetic or electric field. Until recently we have been using only
magnetic scanning, the scan coils of which can be conveniently mounted outside the vac-
uum. The currents to the scanning coils are controlled by the OM40e scan-controller.
However, due to issues of hysteresis in the magnetic scan coils there is a limitation to
the speed at which the proton beam can be scanned laterally across the sample [15]. As
a solution to this a new electrostatic scanning system has been incorporated which has
introduced an improvement in speed by a factor of two orders in magnitude [16]. An-
other mode of scanning, stage scanning, which involves holding the beam stationary while
moving the stage is being introduced at present.
Beam Blanking
While writing a pattern with the proton beam it is convenient and necessary to be able to
’switch the beam off’ at will. This is important in preventing unwanted exposure of the
resist, for instance when the beam is repositioned between figures and shapes (see section
6.3) . An electrostatic blanking system has been employed to this end. Here a strong
electrostatic field is created between two plates positioned close to the switcher magnet
(figure 1.1) that applies a strong electric field which deflects the proton beam and prevents
its propagation further. The power supply for the electric field is a fast switching amplifier
8(designed by B. Fischer) that can be turned on and off remotely by computer, allowing
fast beam blanking [15].
1.3.4 The End Stage
Figure 1.3: SIDE and TOP view of the interior of the chamber of the p-beam writer.
Also shown are the components of the systems described in the text. (1) an optical
system made up of a mirror, microscope and CCD camera for beam focusing and sample
viewing, (2) a RBS detector for dose normalisation purposes, (3) a system consisting of a
quartz light tube, a bias ring with a scintillator plate attached to a photomultiplier tube
( which resides outside the vacuum) used for secondary electron imaging and focusing,
(4) a channeltron electron detector, again for the purposes of imaging and beam focusing.
There is a distinction in the operation of the two secondary electron detection systems in
that the channeltron based system outputs a pulsed signal while the other an analogue
one, (5) sample holder and (6) XYZ stage.
The proton beam writing End Stage consists of a custom made cubic chamber resting
on an optical table to minimize vibrational noise. The chamber consist of a Burleigh
Inchworm XYZ stage which can displace the sample a maximum distance of 25 mm in
either direction with a spatial resolution of 20 nm. There is allowance for the use of Si
wafers of dimensions up to 6” [6] and the stage is computer controllable allowing the option
of stage scanning. In addition, the chamber consists of (1) an optical system made up of
a mirror, microscope and CCD camera for beam focusing and sample viewing (2) a RBS
9detector for dose normalisation purposes (3) a system consisting of a quartz light tube, a
biasing cage, accelerating ring with a scintillator plate attached to a photomultiplier tube
(which resides outside the vacuum) used for secondary electron imaging and focusing and
(4) a channeltron electron detector, again for the purposes of imaging and beam focusing
(Figure 1.3 depicts these components). There is a distinction in the operation of the
two secondary electron detection systems in that the channeltron based system outputs a
pulsed signal while the other an analogue one. The latter system will be discussed further
in section 4.3.
1.3.5 Computer Software and Hardware for Proton Beam Writing
Ionscan
’Ionscan’ has been described as the brain behind the brawn that is the hardware compo-
nents of the p-beam writer. It is a software suite which has been in development at CIBA
since 2001 [15, 17]. It was initially developed using the National Instrument’s LabVIEW
programming language but now is being developed in the C++ programming language in
the dotNET environment. The software suite is responsible for all aspects of the proton
beam writing and file conversion processes including beam scanning, beam blanking, stage
scanning and control, dose normalising and batch exposure.
The proton writing process is controlled by Ionscan using a file which contains the
information of the pattern to be scanned. The file must be in either the EPL or EPL2
formats which are defined solely for Ionscan. Conversion of scan patterns from other
standard forms such as bitmap and text formats to the EPL standard is accommodated
through the software component Ionutilis of the Ionscan suite. In addition the Ionscan
suite offers a simple scripting language, named emc, for the creation of scan patterns by
combining basic shapes [17].
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Computer Hardware
Ionscan uses computer data acquisition (DAQ) cards from National Instruments [18] for
its controlling of the p-beam writer. At present Ionscan can be used with either the 16
bit PCI 6731 or the 12 bit PCI 6711 cards [17]. The card is used by Ionscan for (1) beam
manipulation (2) beam blanking (3) monitoring the normalising signal. The digital-to-
analogue (DAC) converters on the card are used for beam movement and blanking, and a
counter for signal monitoring and normalisation. More details can be found at [15, 17].
More on concepts relevant to data acquisition will be presented in chapter 4.
1.4 A Typical Proton Beam Writing Experiment
Let us now present the procedure adopted in preparing for and executing a typical pro-
ton beam writing experiment. This will aid in understanding the importance of the work
contained in this thesis. We will assume the availability of a suitable resist sample such
as PMMA or SU-8 on an appropriate substrate for the intended application. It is not
uncommon for these samples to be prepared in-house by spin coating. Further, depending
on the intended application some samples may require less or more steps than indicated.
For instance, the fabrication of buried waveguides in PMMA does not require the chem-
ical development stage whereas the fabrication of stamps and molds require additional
electrochemical plating steps.
In the following steps, the comment on the left is a brief description of the step, whereas
those comments on the right are pertinent remarks. The asterisks denote topics that have
a bearing on the ones addressed in this thesis.
11
Step One: File generation
Creation of the EPL file
necessary for Ionscan
File contains complete spatial and blanking infor-
mation of the pattern to be written.
File may be created from any electronic image in
binary colour(black or white) or a text file specify-
ing the coordinates via the conversion features of
Ionscan.
Files may also be generated directly using the emc
language [17].
File may also be generated using the CAD software
AutoCAD and subsequently converted to the EPL
format.∗
Ionscan may be used in a simulation mode to test
the movement and blanking of the beam.
Step Two: Beam preparation
Tuning the accelerator
and focusing the beam
Choosing the type and energy of the ion (H+ or
H+2 ) and maximizing the brightness.
Focusing the beam using the quadrupole lenses∗
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Step Three: Resist Calibration
Establishing the relation-
ship between the normal-
ising signal and dose
RBS, STIM, Secondary electrons or luminescence∗
may be used as a normalising signal
Simple time normalisation may also be used
Step Four: Writing
Using Ionscan to pattern
the resist
Ionscan takes care of all aspects of dose normalisa-
tion, beam movement and blanking
Ionscan has control over the stage movement allow-
ing stage scanning
Allowance for the submission of multiple EPL files
for batch processing.
Exposed area will either be more soluble (positive
resists) or less soluble (positive resists)
Step Five: Chemical Development
To develop the latent
image of the patterned
structure
Exposed areas in negative resist (e.g. SU-8) will be
retained
Exposed areas in positive resists (e.g. PMMA) will
dissolve away
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1.5 Applications of Proton Beam Writing
At present much effort is directed towards the development of applications for proton
beam writing in addition to the development of the technique itself.
Since becoming operational the p-beam writer has made it possible for p-beam writing
to make inroads into many application areas that fully utilise the versatility of the tech-
nique. At present the situation is such that there is more effort directed into research and
development of these application areas than the technique, proton beam writing. There
are many niche areas where proton beam writing can make significant impact due to its
unique ability to produce truly 3D structures with a large aspect ratios and smooth side-
walls [7]. Discussed below are a few of these application areas that are currently actively
being researched.
1.5.1 Stamps and Molds
Proton beam writing being a direct write process can be slow and thus incompatible with
processing large batches to produce a commercial throughput of components. As a means
of ameliorating this state of affairs, it has been recognised that one may recast the p-beam
written structures in a metallic form by electroplating. These metallic structures can then
be used as stamps and molds for replication in large numbers by imprinting techniques.
Much work has been done in this line of research and more details may be found from
[19–23]
1.5.2 Photonics
Proton beam writing has emerged as an ideal tool for the rapid prototyping of micropho-
tonic circuitry and components [24]. This has lead to a significant volume of work been
done in this area. The fabrication of (1) buried waveguides [25–28], (2) micro lens ar-
rays [29], (3) diffraction gratings [24, 30], (4) micro Fresnel lenses [30], (5) active waveg-
uides and interferometers [31, 32] and (6) photonic crystal scaffoldings, are but a few of
the projects already completed.
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1.5.3 Micro/Nano-fluidics
The ability of proton beam writing to write complex multilevel structures allows the
production of micro/nano-channels that can be used in the study of the properties of fluids
at the micro/nano scale and also for application areas such as chemical separation, cooling
electronics and compact heat exchangers [33]. Further, the ability of p-beam writing to
produce fluidic components alongside photonic components lends itself to the development
of lab-on-a-chip technology. This is of considerable importance for rapid chemical testing
and drug delivery and research in this area is being pursued further.
1.5.4 Mask making
Techniques such as X-ray lithography and LIGA use synchrotron radiation in conjunction
with proximity masks to impart the latent image to the resist. Although these techniques
can produce 3D structures, to do so requires sufficiently thick masks made of a high atomic
number material so as to stop the energetic photons. There is considerable complexity
involved in the production of such masks. The usual procedure of mask production consists
of many steps and uses e-beam writing or optical lithography concomitantly with ion
etching to achieve the sufficiently thick masks [34]. In this respect proton beam writing
has an advantage in that, combined with the plating techniques, it is possible to produce
high aspect ratio metallic structures with smooth sidewalls in a fewer number of steps.
1.5.5 Bio Applications
Tissue engineering is a fast developing interdisciplinary research area that brings together
the expertise from diverse fields such cell biology, engineering and material science. Proton
beam writing can also be used due to its ability to produce high aspect radio 3D structures
in the bio compatible polymer, PMMA. P-beam writing has been utilised in producing
3D groves, ridges and scaffolding of specific geometries to mimic the internal structure of
a biological system. Studies of angiogenesis, cell motility [35], attempts at control of cell
growth [36] and the development of scaffolding for cell growth [37] are but a few examples
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of the work currently in progress in this area.
Another area of biological relevance is the development of biosensors and drug de-
livery systems in the form of a lab-on-a-chip. Research into this area is underway and
involves the convergence of the experience gained in the involvement of p-beam writing in
fluidics, stamping, bonding and photonics. There is already some work done in relation
to biosensors [38]
1.5.6 Resolution Standards
The focusing of a beam spot, be it for protons or electrons, is dependant on the quality
of the resolution standard used. A good resolution grid must possess perfectly sharp
edges with a high degree of side wall verticality. For ion beam related experiments it
has been customary in the past to utilise commercial copper and gold grids with spacings
of 2000 lines per inch or gold grids with spacings of 1500 lines per inch. However, with
the current developments in ion beam technology that has pushed the focusing abilities
beyond the sub-100 nm regime, the quality of these grid have been found wanting. As a
solution to this CIBA has utilised proton beam writing along with the plating techniques
to produce superior quality nickel resolution standards that are much sought after. These
were initially produced thick on a silicon substrate [39] but now are also available as free
standing entities [22].
1.5.7 Proton Beam Writing of Silicon
Another new area that proton beam writing has successfully expanded into is the pat-
terning of silicon for the subsequent controlled growth of porous silicon. The mechanism
involved in p-beam writing of silicon is fundamentally different from the patterning of
polymers. Patterning of polymers are mediated by the chemical bond breaking/making
that is induced by the impinging ion. The writing of silicon on the other hand is mediated
by the physical damage caused by the small impact parameter collisions that impinging
ions participate with the silicon atoms. In view of this the use of α particles for writing
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in silicon is not uncommon.
This technique has been used for the fabrication of micro-structures of significance for
photonic and nanotips [40–43]. Further, the ability to control the wavelength of the light
emission from porous silicon by the variation of the ion dose is also of importance and
currently being researched [44, 45].
1.6 The Future Expansion of Proton Beam Writing
There are many aspects of the p-beam writing technique that needs to be researched,
refined and developed. Up until recently the development of proton beam writing has
been shouldered solely by CIBA. But now there are other groups around the world who
have adopted p-beam writing. This would hopefully provide the critical mass necessary
for the field to progress on the same vein that e-beam lithography has done. However,
even though CIBA may be willing to disseminated their technology and experience, the
unavailability of a compact p-beam writer will be a deterrent, especially to those in the
lithography field with no knowledge or experience in maintaining and running a particle
accelerator. It requires time and expertise to instruct an individual to be sufficiently
trained to handle a facility which is geared towards research. What is required at this
juncture is a less complicated, dedicated p-beam writer designed for convenience and
expedition. With such an instrument p-beam writing can be expected to enjoy as much
widespread growth as that enjoyed by e-beam lithography.
Part I
Simulating Energy Deposition
Processes in P-Beam Writing
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Chapter2
Features of Ion Propagation in Matter
2.1 Introduction
2.1.1 Motivation
The development of p-beam writing at CIBA has so far proceeded in a predominately phe-
nomenological fashion: We have refined and developed our technique more by experience
attained through experimentation and less by theoretical probing into the fundamental
processes at play. This has lead to a more or less, trial and error mode of evolution that
is frequently time consuming, expensive and tedious. This is especially so when one at-
tempts to experiment on new material or new complicated structures. It is therefore not
surprising that we have directed some of our effort to the development of a simulation
software that can deal with these issues off line, without the need for beam time.
It is acknowledged that there are many simulation software of varying degrees of com-
plexity and versatility in existence. These are normally created with a specific application
area in mind and are either too complex or not easily adapted to our needs. This is par-
ticularly true as we will ultimately have need to incorporate our proton beam writing scan
figures (i.e the EPL files) to the simulations. In addition, it is also important to incorpo-
rate the influences of the chemical development step. Thus, it seems more appropriate to
develop a dedicated simulation software that has all desired features. To do so we will have
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to adopt some of the theory and formalisms that some other simulation software are based
on. In essence we are attempting to extract the relevant simulation portions from other
sources to be recombined with additional components representative of p-beam writing,
to yield a piece of software tailor-made for our work. It is hoped that this software will
place our understanding of proton beam writing on a firmer theoretical ground, as enjoyed
by other mature lithographic techniques such as Electron Beam Lithography (EBL).
As indicated above, a complete simulation of p-beam writing will have to reproduce
two major aspects of the proton beam writing process. One is the simulation of the
energy deposition in the polymer due the ion beam. The second is the simulation of
the chemical development that results in the latent image. This chapter is concerned
mainly with the basic physics for the ion-atom interactions that leads to the generation
of the secondary electrons (δ-rays), which forms the heart of the energy deposition and
redistribution mechanism.
2.1.2 Scope
Figure 2.1: The chemical structure of PMMA
Our long term goal is to produce a piece of software that can universally simulate the p-
beam writing of any arbitrary material. However, as a starting point we have restricted our
attention to Polymethylmethacrylate (PMMA) (C5O2H8) which is a positive photoresist
which has been used for many applications in numerous fields [34]. As a result, much is
known about the properties of PMMA which makes it an ideal candidate for the initial
development of the software. Figure 2.1 shows its chemical structure.
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The simulation of the energy deposition that occurs when a proton penetrates into
a medium requires a substantial appreciation of the nature of the ion-atom interactions.
The proton may lose its energy through many interaction processes which may be atomic
excitations, ionisations, plasmon generation etc. Atomic ionisation tends to be the most
probable mode of energy loss for the interaction of a fast ion with an atom [46]. However,
this may not always be the case in the condensed state, where there are other additional
collective phenomena, such as plasmon generation, that the ion may participate in. Upon
ionisation the resulting secondary electrons or δ-rays proceed to delocalise the energy from
the point of generation. Thus, in order to achieve a simulation of the energy deposition
and distribution process one must incorporate (1) the energy lost to atomic excitation
processes and collective phenomena (2) the energy loss to secondary electron or δ-ray
generation (3) the delocalisation of energy by the propagation of the δ-rays. Although
the generation of plasmons may ultimately lead to electron generation through interband
transitions, our main emphasis will be the energy delocalisation due to δ-ray generation.
Thus, we will not attempt to pursue an explicit plasmon generation formalism in our
simulation. More of this will be discussed later in section 3.6.3 (page 75).
There are two distinct approaches to realising a simulation that incorporates energy
redistribution via δ-rays. One is an analytical approach that utilizes physical models for (1)
δ-ray generation (2) electron ranges in matter and (3) transport probabilities. Examples
would be the work or Cucinnotta [47, 48] and Kobetich [49]. This approach, albeit
simpler than a Monte Carlo solution, fails to appreciate the inherent stochastic nature of
the energy deposition process. Further, the framework laid out in the above work deals
with the energy deposition in concentric cylindrical shells centred around the proton track.
This is inadequate if one wishes, as we do, to study the complete 3D energy distribution
in space.
The second approach to creating a simulation is to undertake a full Monte Carlo
analysis of (1) the atomic processes that lead to δ-ray generation and (2) their propagation.
Such an endeavour demands more information in the form of elastic and inelastic scattering
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cross sections for all the possible interactions that may occur. Further, it is well known
that the Monte Carlo (MC) approach can be highly computer intensive to the extent that it
might ultimately restrict its utility and reach. Thus, in choosing to adopt a MC formalism
for our simulation we have to appreciate that only samples of moderate thicknesses can
be realistically simulated owing to the large number of proton tracks necessary and the
plethora of atomic interactions that each of those participate in. Further, as will be
explained later (section 3.6.3, page 75) there is a restriction on the maximum sample
thickness that can be reliably simulated; a restriction introduced by the modeling approach
adopted in the present work. This is unfortunate in view of the fact that one of the
unique characteristics of proton beam writing is its ability to produce high aspect ration
structures.
Another fact to be borne in mind is that the physical models used to predict the
interaction cross sections usually have applicability only in specific energy ranges. The
high energy regime tends to be better understood than the lower one (see section 2.3.1 for
a discussion of their distinction ). Since we will be mainly concerned with MeV protons
that penetrate into samples of moderate thicknesses the proton will always be in the high
energy regime. The generated δ-rays on the other hand can be of varying energies. This
too poses no significant obstacle as it is customary to restrict the MC tracing of particles
to those that possess energy above a given cutoff. Further, once a particle’s energy is less
than the ionisation threshold, it no longer participants in inelastic events.
Further, low energy particles tend to participate more in elastic rather than inelastic
collisions making them insignificant in the energy redistribution phenomenon [50].
In summary, our simulation efforts in this thesis will be limited to moderately thick
PMMA polymer samples. Further, the proton energies will be in the MeV regime resulting
in the produced δ-rays having energies with a maximum of approximately 4 keV (see
section 2.3.1). These samples may be on a silicon substrate with possibly a metallic seed
layer in between.
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2.1.3 What Information is Required for a Simulation
Our aim is to gain information of the 3D spatial energy distribution that results from
a polymer sample being bombarded by MeV protons. To this end, we not only need to
incorporate the proton’s energy loss due to δ-ray generation but must also incorporate the
secondary electron generation due to the δ-rays themselves. This added step is necessary as
the Continuous Slowing Down Approximation (CSDA) MC method for the δ-ray propaga-
tion does not reproduce the energy spread sufficiently [51–53]. Similar work related to the
understanding of the energy deposition due to proton impacts are in existence [50, 54–57].
However, these have a biological bias and concentrate on the proton propagation in water.
There are also other pieces of research that address the same problem for biologically
relevant material, but by adopting an analytical formalism [47–49, 55].
In order to incorporate δ-ray generation into the MC simulation we require the relevant
singly differential and doubly differential elastic/inelastic scattering cross sections (SDCS
and DDCS). There are experimental data sets in existence that provide this information,
but they are limited to a few materials of specific interest and to specific energy ranges.
Thus, it is necessary to fall back on theoretical models to fill in the gaps in the experimental
data and also to predict values in regions for which there have been no experimental
investigations. Our initial intention is to produce the framework for a working simulation
software. Its subsequent expansion to incorporate more models physical and data sets
should then be a relatively trivial extension.
2.2 Proximity Effects
2.2.1 δ-rays in Lithography
All forms of lithography of polymers operate by inducing local changes in the polymer to
impart the desired latent image. All forms of radiation be it photons, electrons or protons
interact with the atoms to promote atomic excitations and ionisations. This inevitably
leads to the creation of secondary electrons that are also referred to as photoelectrons,
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knock-on-electrons or δ-rays. These δ-rays tend to delocalize the spatial energy concentra-
tion by propagating in directions almost lateral to the intended direction of propagation of
the primary particle. This ultimately results in energy deposited in regions unaddressed
by the primary beam. This can potentially degrade the quality of the written structure or
even render it completely useless. This phenomenon of the deposition of energy in regions
that are not meant to be exposed, is collectively referred to as proximity effects.
It is pertinent to mention that in the context of polymers, the important question
of the smallest possible resolution attainable by a particular lithographic technique, de-
pends on the primary particles’ ability, or more appropriately, disability in generating
high energy, long range secondary electrons. Thus, the study of δ-rays not only furthers
our understanding of the lithographical processes but also allows a means of comparison
between them from a fundamental point of view.
2.2.2 Electron Beam Lithography (EBL)
What proximity effects there are in high energy protons are predominantly due to the
generation of δ-rays. With electrons however, the primary particles themselves contribute
to the proximity effects due to primary particle scattering and these path deviations occur
at relatively shallow depths into a material. The energy loss suffered by a high energy
particle impinging into a material, be it an electron or proton, depends only on the velocity
of the projectile and not the energy (see section 2.3.1). Thus when a one compares an
impinging proton with an electron with a similar velocity, we observe that both suffer
a similar energy loss, but owing to the smallness of the electron’s mass its total kinetic
energy is depleted far more quickly than a proton. Since, the scattering cross sections are
larger at lower energies, the electrons then tend to participate in more scattering.
EBL may be described as the (non-probe) lithography method with best possible
resolution. It has the potential of producing lithographic structure with minimum feature
sizes below the 0.1 µm limit [58]. However, electron proximity effects are very significant in
EBL. Much effort has been expended towards studying and determining ways of correcting
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these proximity effects [59–62]. At present EBL tend to be carried out at high electron
energies of around 50-100 keV so as to reduce the electron scattering effects at shallower
depths.
2.2.3 X-ray Lithography
X-ray lithography, which forms part of the LIGA process, also has difficulties owing to
proximity effects. The interaction of the x-ray photons with the atomic system has the
potential to knock out core electrons which can cause a redistribution of the photon energy
beyond the shadow region of the mask. In addition to photoelectron generation within the
resist, there is also a contribution of secondary electrons from the interaction of the photons
with the mask material. The effect of this is more pronounced owing to the need for high
atomic number material for the production of the mask. High atomic number material
has larger scattering cross sections which leads to more δ-ray generation. Many simulation
based studies of these effects have been performed [63–65] and it has been found that δ-ray
emission significantly influences the feature geometry for thicknesses greater than 10 µm
of the resist [64].
2.3 Characteristics of δ-ray Generation
2.3.1 General Features.
δ-rays by Atomic Ionisation
Ionization by the ejection of δ-rays tends to be the most probable form of reaction of an
atom to a fast impinging ion [46]. Some of the other possible interaction channels are
atomic excitation, Auger emissions, autoionisation or the generation of plasmons (sec-
tion 2.8.4) in the condensed state. Upon being delivered a quantity of momentum after
an ion-atom interaction, the atom responds according to it’s available internal degrees
of freedom. This reactionary process of the atom is described probabilistically by the
inelastic-scattering form factor and the generalized oscillator strength [66, 67]. Expres-
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sion 2.1, from [66], brings this point to light. |n(K)| is the said form factor and reflects
the internal dynamics of the atomic target. The prefactor 2piz2e4(mev2)−1Q−1d(lnQ) is









Differential scattering cross section
for atomic excitation from ground state, 0,
to excited state, n, within the PWBA [66]
(2.1)
z and v are the atomic number and velocity of the impinging ion.
This is distinct from the Rutherford picture (section A.3, page 204) of there being a
single resulting state where the δ-ray is ejected with a certain energy in a specific direction
for a given transfer of momentum. A proper appreciation of the collision process must
take account of the internal dynamics of the atomic system. This is usually achieved by
specifying the relevant oscillator strengths.
The High and Low Energy Regime
The exact nature of the interaction between the impinging ion and the atom depends
largely on the relative velocity of projectile in comparison to that of the bound orbital
electrons. When the ion is faster (by at least an order of magnitude [68]), the ion is de-
scribed as being ’fast’ and the analysis of the interaction is relatively simpler. When the ion
is ’slow’ in comparison to the atomic electrons the interaction can be complicated by the
formations of intermediate compounds between the target and the projectile. Our present
concerns are with ions of sufficient energy and our discussion will be focussed on the ’fast’
interaction regime. Broadly speaking, a fast ion may either interact strongly with an atom
in a small impact parameter, hard collision or in a mild, large impact parameter glancing,
soft collision. There have been various attempts at describing the mechanisms involved in
the δ-ray production during these collisions. These attempts can be categorised, by the
theoretical complexity that they embody, as being classical, binary-encounter approxima-
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Formalism Description
Classical Uses purely classical principles to describe the target
& projectile; does not attribute the atomic electrons
any momentum distribution. e.g. Rutherford model
(2.3.2)
Binary Encounter Approximation Uses a momentum distribution to describe the atomic
electrons. The projectile is treated classically. e.g
Gryzinski, Vriens (2.3.5).
Semi-classical Approximation Uses a quantal description of the target electrons
while treating the projectile classically.
Quantum mechanical Enforces a complete quantal description for the target
and projectile
Table 2.1: The different approaches adopted for analysing projectile-target interaction in
the production of δ-rays
tion, semi-classical or quantum mechanical (See table 2.1). The production of the more
energetic δ-rays occur during hard collisions and is well described by a classical approach.
The low energy δ-rays arise due to soft collisions via the dipole interaction induced by
the impinging ion. The soft δ-ray generation has a (lnT )/T dependance, and is described
well only if addressed quantum mechanically [46, 69, 70] (T is called the reduced kinetic
energy and is the kinetic energy that would be possessed by an electron with the same
velocity as the impinging ion). This dependance on the dipole interaction results in a
close relationship between the low energy δ-rays produced by protons in soft collisions and
those δ’s created by atom-photon interactions [69].
Sign & Mass of the Impinging Ion
It is a feature of the Plane Wave Born Approximation (PWBA) that the predicted inter-
action cross sections are independent of the projectiles energy and mass. The energy loss
is only dependant on the square of the charge of the projectile (z2) and the square of it’s
27
velocity (v2) [46]. This can clearly be seen in expression 2.1.
In situations when the energies are sufficiently high that there is no strong interaction
with the scattering potential the PWBA approach is valid. Under such conditions a
proton and electron traveling at similar velocities will display similar rates of energy loss.
However, due to the great mass imbalance between the two, the total energy of the electron
is depleted much faster than the proton. As a consequence the electron enters the low
energy regime much earlier, where large scattering is prevalent. This explains the almost
straight paths of a penetrating proton in comparison to the tortuous trajectory of an
electron.
It must however be noted that at low energies the dependance on projectile charge
and mass become effective, leading to different cross sections for protons and electrons
along with the emergence of the possibility of other low energy phenomena such as the
formation of complexes.
Maximum Energy of δ-rays
For an ion to induce δ-ray generation it is necessary for it to possesses a surplus of energy
above a certain threshold. For proton impacts this threshold can be more than the actual
ionization energy of the target atom. When conservation of energy and momentum is
considered in an ion-atom collision it can be shown [71], that the threshold for an energy
transfer equal to the ionisation energy I is given by
Eth = (1 + r)I




where mp and mA are the masses of the proton and atom respectively.
Electron impacts too have such constrains (Refer to [71]).
Energy and momentum conservation also poses restrictions on the maximum amount
of energy that an ion may transfer to electrons of a target atom. Although an impinging
electron may be allowed to transfer all its energy to another electron, classical binary
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encounter theory (sections A.3, A.3.1) permits a proton to impart only a maximum energy
of 4T to a unbound electron at rest. This limit is referred to as the free electron limit.
Real scattering events are influenced by presence of the nucleus of the target atom and
the initial momentum distribution of the target electrons. This in turn can allow the
generated δ-rays to possess more energy than allowed by the free electron limit. However,
it is observed that there is a sharp decline in the cross section for the production of δ’s
beyond this limit free electron limit [71].
Isotropic Azimuthal δ-ray Ejection
Owing to the unpolarized nature of the impinging beam of ions, a spherically symmetrical
interaction potential cannot impose restrictions on the azimuthal angle of ejection. This
results in the solid angle being completely determined by the polar angle of scattering as
shown in A.2, page 204.
δ-ray Spectra
A typical δ-ray energy spectrum is continuous in nature. There is a binary encounter peak
(see section 2.3.4) in the high energy portion. There are also other tell-tale signatures
of processes that influence the δ-ray ejection process. These arise due to the effect of
the target and/or projectile on the produced δ-ray. These have been categorized as zero,
single or double centre effects [68]. Coulomb focusing, electron capture to the continuum,
saddle-point electrons are a few of these effects. Figure 2.2 is a δ-rays spectrum extracted
from [72] which features soft collisions (SC) , two-centre emission (TCEE), electron capture
to the continuum (ECC) and the binary encounter (BE) effects.
The angular distribution of the δ-rays extends all the way from 0◦ to 180◦. This is
in contrast to the predictions of the classical binary encounter theory (A.3). Figure 2.3,
extracted from [73] shows the angular distribution for δ-rays of a few energies ejected by
1 MeV proton impacts on helium.
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Figure 2.2: DDCS for δ-ray emission in 25 MeV/u Mo40+ on He collision at 5◦ calculated
by means of the CDW-EIS theory [68, 72]. The labels denote the regions due to soft
collision (SC), two-centre emission (TCEE), electron capture to the continuum (ECC)
and the binary encounter (BE) effects. NOTE: Figure extracted from [72].
Models used in the present work
As indicated earlier there are many formalisms that attempt to theoretically reproduce
the features of the energy and angular δ-ray spectra observed experimentally. These for-
mulations range in complexity from being purely classical to purely quantum mechanical.
For our proposed simulation, we have opted for the use of the Hansen-Kobach-Stolterfolh
model for the δ-ray production due to protons and the Shimuzu’s adaptation of Gryzinski
theory for δ-ray production by electrons. More on this will be presented in subsequent sec-
tions ( 2.9.2 & 3.5). However, it is circumspect and instructive to appreciate the flavour
of the other formalisms that are available. With this in mind, a few of the following
sections will be devoted to briefly reviewing these other processes. It is often the case
that the categorisation of these formulations as being classical, quantal or otherwise is not
straightforward as they often combine features from a few of these.
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Figure 2.3: Angular distribution (DDCS) for 1 MeV proton induced δ-ray emission from
helium for δ-rays at energies 13.6, 40.8, 81.6, 163.2, 326.4 and 652.8 eV. NOTE: Figure ex-
tracted from [73].(Original Caption: Angular distribution (DDCS) for electrons ejected
at 13.6, 40.8, 81.6, 163.2, 326.4, and 652.8 eV by 1-MeV proton impact on He. The solid
curves are our calculated results and the points are our experimental results measured at
BNW.)
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2.3.2 Rutherford Cross Section
The Rutherford approach deals with a binary system. The impinging particle is considered
to be structureless while the other particle is free and stationary. The interaction is
mediated via the unscreened Coulomb potential. The analysis of this system leads to
the famous Rutherford cross section derived in 1911 by Rutherford for the description of
the data from the α-particle scattering experiment of Geiger and Marsden. A complete
derivation of the Rutherford cross section can be found in [74–77].
For the application of this approach for the description of δ-ray generation one takes
the situation of an impinging particle colliding with a stationary electron. No influence
of the target nucleus, to which the electron belongs to, is incorporated. This leads to the








Rutherford Cross Section for the
transfer of energy between a particle







represents the probability of the electron being imparted a quantity of energy
between Q and Q + dQ. T is the reduced kinetic energy which is equal to the (non-
relativistic) kinetic energy that an electron would possess had it being traveling at the
same speed as the impinging particle. Due to the nature of the kinematics (see A.3.1,






Angle of ejection of
a δ-ray according to
classical collision theory
Further, if the impinging ion is not an electron, say a proton, then due to the se-
vere mass difference in the projectile-target system there is a maximum to the energy




Maximum energy transferrable to a
stationary electron by a heavy ion.
Based on classical collision theory.
This limit is known as the free-electron limit for energy transfer by a heavy projectile.
In reality, however, the presence of the parent nucleus affects the kinematics in that it too
can absorb a share of the momentum transferred by the impinging ion thereby allowing
the δ-ray to gain more momentum than in a binary collision. It is however, observed that
the production efficiency of δ-rays exhibits a pronounced drop beyond this free-electron
limit [46].
2.3.3 Modified Rutherford Cross Section
The simplicity of the Rutherford cross section has made it a popular choice for the pre-
diction of δ-rays from fast projectiles in spite of its unrealistic assumptions of the target
electron being stationary and free. This issue has being mitigated by using the Rutherford




energy transferred and the
energy carried away by the δ-ray
From [68]
(2.3)
where the binding energy, B, is now incorporated. W is the kinetic energy of the
exiting δ-ray. This approach is sometimes referred to as the modified Rutherford cross
section. Even with this approach, the relationship 2.2 is useful only when W  B and a
very poor approximation when W < B
It must be remarked here that the Rutherford cross section possess the remarkable
property of having identical form in both the classical and quantum formalisms, a property
endowed to it by the nature of the Coulomb force. However, this does not mean that the
Rutherford cross section may be applied successfully in a universal manner. The δ-ray
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generation by a fast ion is dominated by the creation of slow δ’s which is mediated by the
dipole-interaction (see section C.2, page 220) which the Rutherford formalism makes no
allowance for. For further details refer to [68].
2.3.4 Binary Encounter Peak and the The Compton Profile
If the binary encounter theory exemplified in section A.3 were to be strictly true in de-
scribing δ-ray production, then one must observe a strict relationship between the energy
of the δ-ray and its angle of ejection, the angle being given by A.5, the same as in the pre-
vious Rutherford approach. As is apparent, the observed angular distribution (figure 2.2)
does not adhere to this picture. However, for δ-rays with high energies, there is a peak of
a finite width observed in the spectrum. This peak is centred around the value predicted
by the classical Rutherford theory and is referred to as the binary encounter peak.
The observation of a peak is attributed to the a large energy transfer (Q B) which
renders the binding negligible, making the collision more binary like. The finite width is
understood to stem from the fact that the atomic electrons are not stationary, as envisaged
in the binary encounter theory. As such the width is representative of the momentum
distribution of the bound electrons. The broader the profile, the more spread there is in
the momenta of the bound electrons. This profile is referred to as the Compton profile.
2.3.5 Binary Encounter Approximation (BEA)
The failure of the binary encounter model was attributed to the finite momentum dis-
tribution of the bound electrons prior to collision. Attempts were then made to incor-
porate finite momentum distributions of the target electrons into the binary encounter
model, which spawned formalism referred to as the classical binary encounter approxima-
tion (BEA). This formalism is still classical owing to the non-quantal description of the
target. The only part played by the parent nucleus here is to provide a binding energy.
There have been many contributors to the development of the BEA. Examples being
Gryzinski [78–81], Gerjouy [82], Garcia [83], Garcia and Gerjouy [84] and Vriens [85].
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The BEA approach has also being used in conjunction with quantum mechanical Fock
hydrogenic distribution of orbital velocities [86].
Since there will be further use for the formulae worked out by Gryzinski [78–80]
(section 2.7), they will be reproduced here.


































































































































Eq Energy of the impinging ion
vq Velocity of the impinging ion
ve Average orbital velocity of the target electron in the ith shell
Bi Binding energy of the ith shell
U Minimum transferrable energy
∆E Energy transferred to the target electron
(* All energies are to be given in units of eV *)
2.3.6 Semi-Classical, Quantum Mechanical, . . . & Others
A proper appreciation of the scattering of the impinging ion and the consequent δ-ray
generation requires a quantum mechanical analysis. However, such an endeavour is ren-
dered intractable due to the complicated nature of the processes involved. One then has to
rely on approximate schemes and perturbation theory to arrive at a satisfactory descrip-
tion. Another approach is to improve on the binary encounter and classical models by
amalgamating them with quantum mechanical ones. A few examples of purely quantum
mechanical models are the Plane Wave Born Approximation (PWBA) [66, 68, 86, 87],
Distorted-Wave Born Approximation (DWBA) [68, 71] and Continuum-Distorted-Wave
Eikonal-Initial State (CDW-EIS) [68]. One model by Rudd [46, 88] combines the molecular
promotion model with the classical binary encounter approximation. Another approach,
by Rudd et. al, the BEA-Fock model, uses the Fock hydrogenic momentum distributions
with the classical BEA [68, 86]. There are still many more models : Details of the Kim,
Mott & Massey and Kuyatt & Jorgensen, Miller models may be found in [68]; that due to
Rossi in [89–91].
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2.4 Particle Propagation: Elastic Scattering of Electrons
Rutherford Cross Section
To simulate electron propagation in matter it is necessary to incorporate the scattering
events that lead to changes in the primary particle’s energy and direction. A good start-
ing point would be the Rutherford scattering cross section (RSCS) for elastic scattering.
Lets us however bear in mind that the present use of this cross section is different from
section 2.3.2, where we considered the target to be a free electron which was being ejected
out of the atom by the projectile. Here we are interested in the effect on the primary par-
ticle’s energy and direction due to its interaction with the atomic system. The original,
unscreened, Rutherford cross section is based on the pure Coulomb field of the nucleus
and leads to an infinite total scattering cross section. Thus, it is customary to utilize a
screening parameter to improve on this shortcoming. The total differential cross section
refers to the probability for the occurrence of a scattering event. This is obtained by





4E2(1− cos θ + 2β)2

Differential RSCS








with Screening parameter β
Form I
(2.9)
where, θ, β are the angle of scattering and the screening parameter respectively. The








due to Nigam et. al.
(E to be given in eV)
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while [53, 93] uses a screening parameter of Wentzel.






























due to Bethe and Ashkin
λR =
3.87× 10−9√
E + 9.79× 10−4E20︸ ︷︷ ︸
Relativistically corrected
electron wavelength (cm)
E is the beam energy in keV and θ0 is in radians.



















with Screening parameter α
Form III
(2.11)





















due to Bishop (1976)
(E to be given in keV)
The Mott Cross Sections
The RSCS is valid only within a specific energy range. The lower bound (≈ 10 keV) is
due to the RSCS being based on the first Born approximation (section A.4, page 209)
and therefore not applicable to slow particles. The upper bound appears due to the
possibility of the occurrence of nuclear reactions and the neglect of relativistic effects in
its derivation. The quantum mechanical partial wave formulation of cross sections by Mott
and Massey (1949) forms an improvement over the RSCS for the mentioned low energy
regime. Electronic screening too influence these limits.
These Mott cross sections, have been found to be an adequate description for low
energy elastic scattering, especially for light elements. The differences in the Rutherford
and Mott scattering can be appreciated from figure 2.4 that has been extracted from [92].
The Mott cross sections, unfortunately are unavailable in a closed form. However, there
have been attempts to exact fits to the tabulated Mott Cross Sections. Such an analytical
fit to the Mott theory, due to Browning et. al. [96], is given by
σT =
3.0× 10−18Z1.7





Browning et. al [96]
for the Mott theory
(2.13)
However, it has been reported [97] that the use of the tabulated Mott cross sections
can be faster than the analytical formulation. A simpler fit to the Mott cross sections
has also been used [92] by adopting the screened RSCS of formulae 2.8 and 2.9 but with
screening parameter, 0.48 · β, instead of just β.
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Figure 2.4: Comparison of the Mott and Rutherford elastic scattering cross sections.
Extracted from [92]. (Original Caption: Polar plot of Rutherford’s differential scattering
cross section for PMMA at 20 keV. The curve of 0.5βN approximates that due to the partial
wave expansion method.)
Tabulated Data
In addition to the above alternatives one may also make use [51] of the database sources,
such as that of the Lawrence Livermore National Laboratory [98]. These databases have
been revised in 2002 and hence should be a better source of data for exacting simulations.
Note: Every effort as been made to construct the computer code of our MC
software to easily accommodate changes to the cross sections used. At present
we will at limit our work to the use of analytical formulae. Incorporation of
a database such as the above, should not require much effort once the initial
framework has been laid.
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2.5 Particle Propagation: Elastic Scattering of Heavy Ions
The nature of the interactions of an impinging ion with the nuclei of the materials atoms
are determined by the character of the interaction potential. Owing to the electronic
screening this potential is not necessarily Coulombic. The degree of scattering that occurs
may be determined by solving the classical scattering integral for the prevalent interatomic
potential [76, 77]. However, it is difficult to solve the scattering integral for certain poten-
tials and it is convenient to replace it with an appropriate analytical expression. These
expressions are referred to as the Magic Formula for Scattering.
Much work has been done to understand the interatomic potentials that mediate the
ion-atom scattering processes. The application of Thomas-Fermi statistics to determine an
appropriate screening function has lead to the adoption of approximate forms such as those
due to Molie`re and due to Sommerfeld [77]. The Thomas-Fermi model is however based
on electrons behaving as a Fermi-Dirac gas and does not incorporate quantum mechanical
’shell’ features to the charge distributions. A improvement to this was brought about
by Zeigler, Biersack and Littmark by their simplified quantum mechanical work on an
universal interatomic potential [77, 99].
The Magic formula used in the present work will be that due to Biersack and Hag-
gmark [8] as is used in the ion transport code SRIM [8, 10, 99]. The proton propagation
portion of our MC simulation will be based on this formalism. This formula approaches the
results of the unscreened Rutherford potential for very energetic ions. This is because at
high energies the ions penetrate so far into the interior that it actually sees the unscreened
nucleus. For the other lower energies the Molie`re approximation for the Thomas-Fermi




























a Screening length of the potential
P Impact parameter
r0 Distance of closest approach
ρ Radius of curvature at the point of closest approach obtained from
δ Correction terms








− 1 = 0
 To obtain r0
where Ec is the energy in the centre of mass frame and V (r) is the interatomic potential.





 To obtain ρ
∆ is optimised so as to exhibit the said asymptotic behaviour towards the Rutherford
scattering at high energies and to fit the chosen interatomic potential at other energies.
Fitting formula along with the relevant constants can be found in [8, 99]. We utilise the
Universal Screening length for our simulation along with the Rutherford and Universal





 Universal Screening Length[8, 77, 99]
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2.6 Determining Energy Loss: The Bethe Approach
By treating the atom to be consisting of harmonic oscillators and using the dipole approx-
imation, Bohr (1915) managed to arrive at a non-quantum mechanical formalism for the
energy loss of a particle penetrating into a medium. He also realised the existence of the
adiabatic limit for the energy transfer. The quantum mechanical version of the energy
loss of a penetrating ion was subsequently worked out by Bethe (1930). These approaches
’collected’ the energy loss channels, allowing a simple description of the energy lost by
a particle. There have been refinements to these approaches since. Given below is the
Bethe-Bloch formula [89] for the energy loss which also includes more terms, correcting














− β2 − δ
2
] 





K/A 4piNAre2mec2/A 0.307 075 MeVg−1cm2
re Classical electron radius 2.817 940 325 (28) fm
e2/4pi0mec2
NA Avogadro’s Number 6.022 1415 (10) × 1023 mol−1
ze Charge of the incident particle
Z Atomic Number of medium
A Atomic Mass of medium g mol−1
I Mean excitation energy eV
δ Density effect correction
Tmax Maximum energy transferable
(Note that E is in units of MeV)
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An important feature of the above energy loss approach is its agglomeration of the
various energy loss interactions by representing them by a single quantity, namely the
mean excitation energy, I. ( This simplification is most appropriate for CSDA models).
The above formula may be reexpressed [95, 100, 101], in a less complicated form without
all the correction terms as
dE
dS





 Bethe Energy Loss FormulaForm II (2.16)
(Note that E is units of keV and so should I)
Upon observing 2.16 we note that, for E < 1.166I the logarithmic term becomes negative
thereby creating an unrealistic scenario where the particle actually gains energy. The fact
that this formalism breaks down is not surprising considering that the Bethe’s formula
is based on the plane wave born approximation and is relevant only when the particle is
traveling fast with respect to the atomic electrons. In view of this deficiency of formula 2.16















It is clear that one must possess the correct value of the mean excitation energy, I, for
any of the above formulae to be of any utility. There are sources for the value of I, for
given material (for instance see the references in [95]). In situations when these values are
not available, we may fall back to an approximate, analytical relationship given by Berger
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and Seltzer (1964), which appear in [94, 95, 100, 101], viz.
I = 9.76Z +
58.5
Z0.19
 Berger & Seltzer Formula for I(eV) (2.18)
2.7 Determining Energy Loss: The Direct Approach
The Bethe’s formula discussed earlier only yields an average of the ion’s energy loss within a
specific traversal length. All the interactions that contribute to energy loss are singularly
represented by the mean excitation energy of that material. A continuous energy loss
function such as that due to Bethe would always predict a definite energy loss for a path
of any length. It is conceivable however that an ion may occasionally propagate certain
depths without being subjected to any energy loss events. This concept of energy straggling
is not included in the Bethe approach. Further, this approach proves inappropriate if one
wishes to attain a fuller appreciation of the energy loss processes involved.
Alternate to the Bethe approach, it is possible to calculate the energy loss process by
summing up the contributions from the individual physical processes (e.g ion/conduction
electron scatter, ion/valence electron scatter and plasmon generation etc.) However, if this
’averaged’ approach to the energy loss is to be replaced by a more realistic ’stochastic’ one,
we will be forced to adopt a Monte Carlo approach which is able to mimic stochasticity
via random numbers.
2.7.1 Direct Energy Loss of Electrons
The fact that Bethe’s stopping power for electrons can be reproduced by the summation of
the energy lost in the individual inelastic scattering due to conduction electrons, plasmons
and L-shell electron excitation was demonstrated for aluminium [93] by Ritchie et al.
in 1969. This was achieved using Gryzin´ski’s expressions for L-shell cross sections (see



























energy loss for electrons in Al.
Due to Ritchie et. al.
(From [102])
Shimizu and Everhart [102], then used a similar relationship introducing a single ’va-
lence’ term to represent the energy loss to direct ionisation of the valence electrons and



















Shimizu and Everheart work
for direct energy loss in PMMA
From [102]
With the use of the Gryzin´ski formulae they used this relationship to arrive at a
representative ’binding energy’ for PMMA which represents the valence electrons. The
value is 10 eV for electrons below 10 keV and greater than a few hundred eV.
2.7.2 Dielectric Response Theory
An alternate theoretical formalism for the understanding and evaluation of the energy
loss problem is in terms of the Complex Dielectric Function (ω,k). In this approach the
energy loss in a medium due to glancing collisions is given by the energy loss function,
−Im[ 1
(ω,k)
]. Unfortunately, even though the above formalism is applicable to all mate-
rial, the theoretical derivations have been pursued rigorously only for free electron metals
or for a specific material. More details may be obtained from [91, 103, 104]. Details of
simulations based on dielectric response function theory may also be found for water [105]
and silicon [106].
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2.8 Other Dissipative Processes
The δ-ray generation mechanisms that we have discussed up until now have not been ex-
haustive in that all relevant physical processes have not been covered. For instance we
have neglected direct double ionisations, electron ejection/capture by the projectile, Auger
and autoexcitation processes, and δ-rays due to secondary photons. The discussed δ-ray
generation models relate more to the gaseous state where an atoms essentially unperturbed
by the influence of the other surrounding atoms. The band structure resulting as a con-
sequence of atoms combining to form the solid phase introduce more complications and
additional processes for δ-ray generation such as by plasmon decay, interband transitions
or impact ionisations. The other ion penetration simulation programmes [50, 54, 56, 57]
for water mentioned previously utilise experimental values of the oscillator strengths or
fitting parameters specifically for water. This alleviates the problem of dealing with the
condensed phase using experimental data and theory which are derived from the gaseous




Atomic excitations may be modeled by following the approach adopted in [107] of using
the excitations cross sections for electrons. Owing to the fact that at high velocities there


























where Xj is the transition energy to tot he jth excitation level and A,Ω, γ, ν are
parameters obtained from fitting experimental data. Values for these parameters may be
found in [108–111], but unfortunately not for material such as PMMA.
In view of the unavailability of the parameters for the excitation cross sections for
PMMA we are unable to utilize this model in our simulation. As will be explained in
section 3.6.2 (page 74), we have chosen to adopt a phenomenological approach of ensuring
that our simulation is in keeping with the experimentally determined data for proton
impacts.
2.8.2 Auger Emission
Auger emission occurs when an atom is ionized and an electron in a higher orbital descends
to fill the created hole. The energy released in this process is used, not for photon emission
but for ejecting another electron occupying a higher energy level. Auger electron energies
have distinct energy peaks in the electron emission spectrum.
2.8.3 Auto-Ionisation
Auto-ionisation is an effect relevant to the double Rydberg state. i.e to a system where
there are two electrons in an excited state. Although each of these states on their own
are unable to produce ionisation due to the lack of energy, there is a possibility of them
interfering such that one electron escapes with all the energy while the other decays to
the ground state. This is auto-ionisation.
2.8.4 Plasmon Decay
It is possible for the long range nature of the Coulomb interaction to allow the collective
coherent oscillations of the electron density in a solid. The quanta of these oscillations are
called plasmons and occur due to the overshoot of the screening response of the electronic
system to a rapidly varying electric field like that produced by fast charges moving in
solids [112]. Evidence of these volume plasmons can be observed in the spectra of electrons
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transmitted through thin samples of a material where there are corresponding energy-loss
peaks. A characteristic of these peaks are that their energies are multiples of the plasmon
energy which means the creation of multiple plasmons [113].
The created plasmons can decay to initiate secondary electron generation. Insulators
too can have plasmons which are the quanta of the collective oscillations of the valence
band [103].
2.8.5 Recoil Ionisation
Another mode of δ-ray generation is through recoiling atoms after direct elastic impacts
with the impinging ion. This effect is significant only when elastic scattering is sufficiently
comparable with the inelastic scattering [114].
2.9 Physical Models Used in the Present Simulation
2.9.1 Particle Propagation
As alluded to previously, the proposed energy deposition simulation may be thought of as
been made up of three portions. These are (1) proton propagation, (2) δ-ray generation due
to protons and (3) propagation of these δ-rays and their subsequent secondary cascades.
In the simulation effort presented in this thesis, we will be utilising (1) a modified form of
the TRIM theory (section 2.5) for the proton propagation, (2) the HKS model for δ-ray
generation (next section), and (3) the Shimizu and Everhart (section 2.7.1) approach for
electron energy loss and secondary electron generation. The next chapter will elaborate
the exact formalisms adopted in incorporating these into realising the software.
2.9.2 Hansen-Kocbach-Stolterfoht (HKS) Model for δ-rays
As mentioned previously we have decided on the Hansen-Kocbach-Stolterfoht (HKS) [68,
115] δ-rays generation model for the use in the present Monte Carlo simulation. The only
fitting parameters required by this model is the binding energy, in contrast to some other
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models that require many parameters whose values are sometimes unavailable. Further,
this model has also been successfully used elswhere [54, 116–118].










α2c + (Km − kt cos θ)2
]3

DDCS for δ-ray generation
of the
HKS model [54, 68, 115]
(2.19)
where,
v1 = (T/R)1/2 velocity of the impinging particle,
Km = (α2 + k2)/2v1 minimum momentum transfer
k = (W/R)1/2 momentum of outgoing δ-ray
α = (B/R)1/2 mean initial momentum
kc, kt small modifications to k
αc small modification to α
Z1 charge of the impinging particle,
B binding energy
R Rydberg energy
(NOTE:We have corrected for a typographical error in [68] )
[54, 68] gives expressions for kc, kt, αc that optimized the model to fit calculations

























)  Small modification, αc to αfrom [54, 68]
The above DDCS provides the cross section for the ejection of a δ-ray with an energy
between W and W + dW and emitted into the infinitesimal solid angle between Ω and
Ω+ dΩ defined at a polar angle θ. In order to extract the SDCS in energy that will yield
the cross section for the event of the emission of a δ-ray with energy between W and
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3 arctan(Kˆm + kˆt)− 3 arctan(Kˆm − kˆt)
+
5(Kˆm + kˆt) + 3(Kˆm + kˆt)3
[1 + (Kˆm + kˆt)2]2
− 5(Kˆm − kˆt) + 3(Kˆm − kˆt)
3
[1 + (Kˆm − kˆt)2]2
]









NOTE:It is inadvisable to collect the two arctangent terms that appear in the above
expression using trigonometric relationships as presented in [68]. This is explained in
section C.3.2 of page 221.
2.10 Chapter Summary
• The ability to perform computer simulations of proton beam writing has been iden-
tified as an important tool for the development and furthering the understanding of
the technique. This simulation software will have to deal with two distinct aspects
of the proton beam writing process: (1) the energy deposition by the impinging ion,
and (2) the chemical resist development.
• The simulation of the energy deposition is to be based on an event-by-event (Direct)
MC formalism due to the its ability to recreate the inherent stochasticity of the
ion’s energy loss interactions. The initial development of the software will be limited
2 MeV protons impinging into PMMA.
• A MC approach is more complex than an analytical one and demand detailed knowl-
edge of the interaction cross sections for the physical processes at play. This can
take the form of SDCS and/or DDCS.
• The energy deposition process is characterised by the redistribution of the primary
ion’s energy by the creation of δ-rays. δ-ray creation tends to be the most probable
form of energy loss in the non-condense state [46]. Plasmons energy loss dominate
in the condense state [51]. However, the energy lost to plasmons are considered
to contribute to the heating of the sample and not to chain scissioning [51]. En-
ergy associated with electronic excitation and ionisation are considered for the bond
breaking.
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• Many formalisms exist for the description of the proton and electron induced δ-ray
generation. These models span in complexity from classical approaches to more
sophisticated quantum mechanical approaches. In our simulation we have opted
to model the proton induced δ-rays using the Hansen-Kocbach-Stolterfoht (HKS)
(section 2.9.2) model. Secondary electron generation due to electrons are modeled
using Shimizu’s modification of Gryzin´ski’s formulae (section 2.7.1) as reported by
Adesida et. al. [92, 119].
• Details of the propagation of protons is to be modeled according to the TRIM/SRIM
theory (section 2.5) as given by Ziegler et. al. [99], with some modifications that will
be presented in the next chapter. The simulation of the propagation of electrons will
follow the approach Adesida et. al. [92, 119].
• As will be elaborated further in the following chapter, there will be no explicit inclu-
sion of atomic excitations or plasmon generation in the modeling of the propagation
of the proton. The electron propagation formalism adopted, on the other hand, in-
corporates atomic excitations and plasmon generation. To ensure that the proton
propagation is in keeping with experimental data, its energy loss will be curtailed.
Chapter3
Monte Carlo Modeling of Energy
Deposition in P-Beam Writing
3.1 Analytical Modeling vs. Monte Carlo Modeling
As mentioned in chapter 2 we may adopt one of two possible simulation philosophies when
attempting to model the energy deposition in p-beam writing. The first is an analytical
approach that utilises closed form formulae in its description. Examples of this category
of track structure studies may be found in [47–49]. Here electron range formulae are
used to predict the energy loss which leads to the determination of the deposited energy.
The probabilistic nature that mediates the propagation of a particle within a medium is
incorporated in the analysis by introducing a transport probability. Such a track structure
analysis leads to an energy deposition that is cylindrically symmetrical with respect to the
ion path. Due to the limited number of closed form formulae required and the simplicity
endowed by symmetry, the extraction of the 3D energy distributions from such an analysis
is less complex, less computer intensive and less time consuming. On perusing the work of
[47–49] we notice that the cylindrical energy deposition considered therein does not allow
the determination of the ’point’ 3D energy deposition. More specifically, we are unable
to determine the energy deposited in an infinitesimal volume surrounding a specific point
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(x, y, z) in the sample. Another aspect that an analytical approach fails to reproduce is
the natural stochasticity of the real energy deposition process.
The characteristics of a Monte Carlo (MC) approach is in direct contrast to those of the
previously described analytical one. The MC formalism strives to recreate as accurate a
facsimile as possible of the actual processes occurring in energy deposition. This includes
the incorporation of the inherent stochasticity. Such an endeavour however demands a
thorough understanding and description of the relevant physical phenomena. Although
this approach is as close to the real situation as one can be, it is more complicated, far
more computer intensive, and time consuming. The rewards of such an elaborate effort is,
however abound. We will be able to extract far more information regarding the p-beam
writing process, than with the analytical approach.
3.2 Introduction to MC Modeling of P-Beam Writing
3.2.1 Context
Let us reiterate that the task of modeling proton beam writing is composed of two distinct,
but equally important portions. The first addresses the energy deposition by the impinging
ion in the polymer matrix. The second simulates the action of the chemical development
process. The bulk of this chapter deals with our efforts at realising the former. However,
we have also presented, at the end of the chapter, some preliminary work done into resist
development.
3.2.2 Overview
The propagation of a particle in a material involves many scattering events of varying
complexity. The realisation of a MC model that faithfully reproduces all interaction phe-
nomena, although possible in principle, in practice is difficult and usually unwarranted.
One reason is the lack of a complete mathematical formalism to describe all the physi-
cal phenomena and another is the increase in the required computational power with the
complexity of the model. However, the plethora of successful MC simulations in existence
55
today work by placing special emphasis on the phenomena under study and incorporating
some approximation for the other less significant but yet important phenomena. For in-
stance, if one is only interested in the electron range in matter it suffices to create a simple
CSDA MC (section 3.4) simulation instead of a complicated Direct (section 3.5) one.
Our objectives in this study is to realise a MC simulation of the energy deposition
in p-beam writing. As can be gathered from the previous chapters, this requires rather
in-depth knowledge of:
1. Proton propagation and energy loss,
2. δ-ray generation by protons,
3. Generation of secondaries due to δ-rays,
4. Propagation of δ-rays and the secondaries,
Broadly speaking the task at hand may be bifurcated into the general categories:
(1) particle propagation and (2) secondary particle generation. In a simple Continuous
Slowing Down Approximation (CSDA) MC description it is easy to separate these two
portions. However, the more elaborate Direct MC formalism has the two intertwined.
As a starting point, we will deal with the MC description of the propagation of a particle
under the Continuous Slowing Down Approximation (CSDA). This form is applicable to
the description of the propagation of both protons and electrons. Our discussion will
initially be of a general nature. We will then discuss topics specific to protons and electrons
separately. Following which, we will introduce the Direct MC approach for the propagation
and generation of secondaries due to protons and electrons. Finally, we will present the
framework of our complete model for the energy deposition in p-beam writing, which will
be a combination of the CSDA and Direct MC approaches.
A particle’s journey through a medium will be characterised by a plethora of colli-
sions. These collision are either large impact parameter ’soft’ collisions or small impact
parameter ’hard’ collisions. Soft collisions tend to dominate while hard ones are relatively
sparse but are responsible for large changes to the ion’s energy and/or momentum state.
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A medium has many, soft and hard, channels for interacting with a penetrating particle.
Valence shell excitations, plasmon generation, conduction band excitation, core shell exci-
tations, nuclear reactions, Auger electron generation are a few examples. An attempt at a
faithful model of the ion penetration will require the incorporation of all these interaction
phenomena. Although, the MC framework is extremely flexible for the incorporation of
all these phenomena, one is normally hesitant in attempting to create an all-encompassing
model due to the sheer complexity involved and the lack of a proper physical description
for each. It is more appropriate to work on topic-specific models. One may incorporate
simplifying approximations that yield the same results with much less complexity and
effort, than if one used a complete full-blown model.
3.3 Direction Cosines and Coordinates in MC models
3.3.1 Direction Cosines
From the random walk example of section B.3 it is apparent that an important ingredient
for a MC simulation of particle propagation, are formulae for the determination of the
new direction cosines and coordinates after each scattering event. What we require is a
generalisation of the formulae of section B.3 (page 213) into 3D. Presented below are a
few sets of such formulae for the determination direction cosines. They are presented with




Rx = (Rx0 · cosφ) + (V 1 · V 3) + (Ry0 · V 2 · V 4)
Ry = (Ry0 · cosφ) + [V 4 · (Rz0 · V 1−Rx0 · V 2)]
Rz = (Rz0 · cosφ) + (V 2 · V 3)− (Ry0 · V 1 · V 4)
where
V 1 = AN · sinφ
V 2 = AN ·AM · sinφ
V 3 = cosψ

















Rx0 ×Ry0 × sin θ sinφ√
(Rx0 ×Ry0)2 + (R2x0 +R2z0)2 + (Ry0 ×Rz0)2
+Rx0 × cos θ
Ry =
− sin θ sinφ×Rx0 ×Ry0√
(Rx0 ×Ry0)2 + (R2x0 +R2z0)2 + (Ry0 ×Rz0)2
+Ry0 × cos θ
Rz =





Ry0 ×Rz0 × sin θ sinφ√
(Rx0 ×Ry0)2 + (R2x0 +R2z0)2 + (Ry0 ×Rz0)2
+Rz0 × cos θ
The terms appearing in the above can be identified as
Rx, Ry, Rz New direction cosines
Rx0, Rx0, Rx0 Old direction cosines
θ Angle between the old and new direction
φ Azimuthal angle of the new direction.








cosαi = cosαi−1 cos θ + sinαi−1 sin θ cosφi
where, αj represents the angle made with the j th axis after the ith collision. Thus,






Once the direction cosines of the direction of scattering is determined it is trivial to obtain
the coordinates of the next point of scattering, viz.
xnew = xold + l ·Rx
ynew = yold + l ·Ry
znew = zold + l ·Rz
where, l is the distance of free flight between the two scattering events.
Shimizu
There is one more set of formulae, from [101], that yield the coordinates along with the















where (θn, φn) in the sample coordinate system are related to (θn−1, φn−1) in the
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coordinate system moving with the particle by the transformations,
cos θn = cos θn−1 cosϑ− sin θn−1 sinϑ cosψ
sin(φn − φn−1) = sinϑ sinψsin θn
cos(φn − φn−1) = cosϑ− cos θn−1 cos θnsin θn−1 sin θn
ϑ is the angle of scattering and ψ the azimuthal angle.
NOTE: The CASINO and Myklebust versions of the formulae for the deter-
mination of the direction cosines are the most straight forward, in terms of
complexity. In our work, we will be utilizing the formulae of Myklebust et
al. The simple ’general’ formulae will be used for the determination of the
coordinates.
3.4 CSDA MC for Particle Propagation
Figure 3.1: The effect of the approximations adopted in the CSDA MC model. The yellow
streak signifies the continuous energy loss.
As previously mentioned the penetration of a particle into a medium proceeds via
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Figure 3.2: Basic flowchart showing the CSDA MC formalism.
numerous collisions. A predominate portion of these collisions involve small interactions
that result in small energy and/or momentum changes. A few events cause significant
changes. All these events occur in a stochastic fashion so that any one particle track is
nonidentical to another. It is clear that a particle (1) loses energy in traversing a finite
length in the medium and (2) suffers scattering events that change its direction. A faithful
reproduction of all these collisions, although is well within the abilities of a MC model,
might not be necessary. One may introduce good approximations to the particle’s energy
loss and scattering, thereby significantly simplifying the model. More often than not
these two features occur simultaneously. However, small energy loss phenomena although
frequent do not cause significant changes in the particle’s direction. It is elastic scattering
that cause significant changes in direction. In view of this we may present the following
simplifications which forms the basis of the Continuous Slowing Down Approximation
(CSDA) MC model.
• Changes in the particle’s direction are due only to elastic scattering,
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• The particle travels in free flight between any two elastic scattering events,
• There is a continuous energy loss of the particle during free flight
Figure 3.1 gives an idea of the effect of imposing these simplifications. Figure 3.2 gives
a flow chart of the procedure usually followed in a CSDA based MC simulation. There is
more to be said of each of the above approximations.
3.4.1 Elastic Mean Free Path
The elastic mean free path can be calculated as given in section A.1.4 (page 202) using
the elastic scattering cross section being used in the simulation. The means of incorpo-
rating the mean free paths for multi elemental targets is via the summation relation A.2
(page 202). More details of how mean free paths are combined will be presented in sec-
tion 3.5, where details of the Direct MC method will be elaborated.
3.4.2 Free Flight
The free flight path is the portion of the particle’s trajectory that is assumed to be free
from collisions and hence is rectilinear. There are a few methods for choosing the length
of free flight. A CSDA MC model may be two types. Either single scattering or plural
scattering [94, 95, 100, 101, 120]. The former is more machine intensive and uses the
mean free path for the determination of the length. The latter is based on establishing
a fixed total path length (usually the Bethe range) via an energy loss formula, and then
to subdivide this length into equally long portions of free flight. SRIM/TRIM [8, 10, 99]
adopt a different approach based on keeping the mean angular deflection constant over
the free flight lengths. However, both (single scattering and SRIM/TRIM) approaches
are based on the Poisson nature of the scattering events. How Poisson statistics are
incorporated into the MC simulation will be explained in a later section 3.5.2, where the
Direct MC formalism is addressed.
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3.4.3 Energy Loss in Free Flight
The continuous energy loss incurred while in free flight is calculated from,
∆E = −L · dE
ds
where,
L Free flight length
E Energy of the particle,
∆E Total energy lost in traversing L
dE
dS
Rate of energy loss with path length,
The negative sign is necessary for ∆E to be positive. More details on determining the
energy loss in this fashion is given in section 2.6 (page 42). It is however clear that such
a determination will be in error if L is too long due to the variations of the derivative.
3.4.4 Elastic Scattering
The change in direction that accompanies an elastic scattering event also causes the par-
ticle to lose, and the scattering centre to gain, energy. The quantity of the transferred
kinetic energy is given by formula A.6 (page 204), namely,













As can be easily observed, the energy transfer is negligible in the case of an impinging
electron due to the significant mass disparity between it and the nucleus. i.e for m1  m2.
But, this is of course not so when the projectile is more massive, such as a proton. It is
customary for electron transport MC codes to neglect this energy loss, while codes such
as SRIM [10], for heavy ion transport, explicitly incorporate this energy transfer. In fact
SRIM uses it for the prediction of recoil displacements [99].
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3.4.5 Elastic Scattering Angle for Electrons
It is necessary to determine the extent of the resulting angular scattering upon the oc-
currence of elastic scattering. This will in turn be used for the determination of the
coordinates of next event through the formulae of section 3.3. It is usual to utilise the
differential elastic scattering cross section for the determination of this scattering angle.















 Determination of theelastic scattering angle (3.1)
where R a random number.
Although, in general, the solution of the above might require a numerical approach if
one uses the screened Rutherford scattering cross section 2.8 one may arrive at a analytical
form without much effort. The resulting relationship is given by
cos θ = 1− 2βR
1 + β −R
 Analytical solution to equation 3.1for the screened RSCS (3.2)
Here β is a screening parameter such as that given in section 2.4 (page 38).
3.4.6 TRIM for Proton Propagation
It is possible to use a different approach to that of the previous section to determine the
angle of scattering. This is by means of an impact parameter formulation. This formalism
uses the interaction potential mediating the scattering event rather than a differential
scattering cross section. It is this approach that is adopted in SRIM [10, 99] and TRIM [8].
TRIM (TRansport of Ions in Matter) and SRIM (Stopping and Range of Ions in
Matter) [8, 10, 99] is a ’seasoned’ CSDA based MC ion transport simulation software
that incorporates the theory outlined in section 2.5 (page 40). This software has seen
extensive use and its simulations agree well with experiments. In view of the success of this
software, we have opted to base our simulation of the propagation of protons on the theory
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of TRIM/SRIM. However, we will be incorporating a few modifications in our ’rendition’
of this software so as to accommodate δ-ray generation. These modifications will be to the
proton’s energy loss calculation, where we will recreate stochastic δ-ray generation. This
is usually difficult to achieve in a CSDA environment, as will be explained in the next
section.
3.4.7 Incorporating δ-ray Generation in a CSDA Framework
A characteristic of the CSDA approach is the definiteness in energy loss when an ion
traverses any finite length within a material. This continuous energy loss is of course not
a strict representation of the actual energy losses incurred owing to the discrete nature of
the energy loss events. However, if we choose to work within the CSDA framework and
wish to incorporate δ-ray generation in a random fashion, we may proceed as follows.
We begin by dividing the sample into a large number of layers of constant thickness.
The ion will have a definite energy loss for each of these layers which is determined by
its thickness. We may then use formulae that yield the number of δ-rays produced per
unit length traversed by the ion. Such formulae can be found in [47, 48, 89]. However,
these formulae will be used differently in that they will be the distribution function (see
section B.2.1, page 212) for the generation of the δ-rays in a MC fashion. This δ-ray gener-
ation will be done for each layer and the process will be controlled by energy conservation.
More specifically, we will use the distribution function to create δ-rays, but make sure that
the total energy carried away by them does not exceed the energy lost by the ion to that
layer.
3.4.8 Inadequacies of the CSDA approach
This means of δ-ray generation, although in keeping with the conservation laws and the
experimentally determined ion energy loss data, is highly unsatisfactory as,
1. the total energy available for δ-ray generation for any given layer is determined by
the layer thickness, which defined by the user,
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2. the cap on the energy available for δ-ray generation imposed by the layer thickness
restricts the maximum energy of the produced δ-rays. The thinner the layer the
lower is the maximum.
3. owing to the CSDA nature there will always be δ-rays produced in every layer ir-
respective of its thickness which is not representative of the actual stochasticity
inherent in nature.
A solution to these shortcoming is to use a Direct MC formalism using cross section
data similar to that introduced in section 2.7.
3.5 Direct Monte Carlo Modeling
The Direct MC formalism attempts to rectify the shortcomings inherent in the CSDA ap-
proach by simulating even the energy loss process in a rigorous event-by-event manner. To
this end, a Direct MC approach tries to incorporate all the significant inelastic scattering
events that a particle participates in on top of the elastic ones. A Direct MC approach is
thus more demanding with respect to the scattering cross sectional information necessary.
This formalism may utilise approximations such as those introduced in section 2.7 to in-
corporate the various energy loss mechanisms. More details of the Direct MC approach
may be found in [50–54, 56, 57, 92, 93, 101, 105, 107, 119, 121, 122].
The MC formalism’s flexibility allows inelastic scattering events to be naturally incor-
porated along with the elastic events. A flowchart of the procedure involved is given in
figure 3.3. Provided below are more details of each of the steps shown therein.
3.5.1 Mean Free Path for Multi Elemental Target
Formula A.3 (page 202) gives the protocol for the combination of different mean free paths
that are derived from the scattering cross sections for the different physical interactions of
the projectile. Irrespective of whether these interactions are elastic or inelastic, the final
sum will yield a mean free path that is representative of all these phenomena.
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Figure 3.3: Basic flowchart showing the Direct Monte Carlo formalism.
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Elaborating further, consider a simple sample consisting of a single species of atom.
An impinging ion will only participate with elastic scattering events with the nuclei of this
specie of atom. Let us denote the mean free path relevant to this elastic scattering process
as λEL,Atom. Let us also assume that an atom can participate in n distinct inelastic inter-
actions (examples being atomic ionisations, excitations, Auger emission, auto-ionisations,
etc.). Let the mean free paths relevant to each of these possible interactions be denoted by
λINi,Atom where i = 1, 2, 3, . . . , n. In addition to these, the sample may also be able to in-
teract inelastically by collective phenomena such as the generation of plasmons, phonons,
etc. Let there be m such interactions possible and let us denote the relevant mean free
path with λINCj where j = 1, 2, 3, . . . ,m. Thus, using formula A.3 we may collect these













Now, if the sample has many atomic species, say N , the summation needs to incorpo-
rate the inelastic ’atom’ specific (non-collective) interaction of the different atoms and the
collective interactions. In addition there will be more than one possible elastic interaction.
This results in a total elastic mean free path, λElastic, and total inelastic mean free path,








































Figure 3.4: Free Flight of length x and a collision in the next length dx.
3.5.2 Free Flight Length
In order to appreciate the relationship that we will be using to determine the free flight
length in a MC simulation we follow an approach adapted from [74]. This will bring to
light the inherent Poisson nature of the distribution of the free flight lengths.
Consider a beam of particles impinging into a material. The particles will participate
in numerous collisions. The length of free flight between each collision is not fixed. It
varies in a random fashion but yet making the concept of the mean free path meaningful.
In such a state of affairs let us say a particle has a probability Q(x) to travel a distance
x or greater before participating in a collision. It is intuitive that the more the particle is
expected to travel without a collision, the more diminished Q becomes. i.e
Q(x1) < Q(x2) given that x1 > x2
Bearing this in mind and figure 3.4, consider Q(x) and Q(x+ dx). It is clear that
Q(x) > Q(x+ dx) ⇒ dQ < 0
This decrease in Q is due to the increase in the probability of there being a collision
upon increasing x. More specifically, the change dQ is the probability of there being a
collision at a distance dx after the particle has traversed a length x. i.e
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|dQ| = probability of a collision at a distance dx after the ion has traversed a length x
= (prob. of travelling a distance x without a collision) × (prob. of a collision after a length dx)
= Q(x)× P (dx)
where P (y) is the probability of a collision event within a distance y. From the defini-






|dQ| = Qσ × nsdx ⇒ dQ = −Qσnsdx
Integrating and remembering that Q(0) = 1, yields
Q(x) = e−x/λ
 Probability of a particle travelling a lengthx without participating in a collision (3.3)





We may also arrive at the same result alternatively as follows,
Q(x+ dx) = Q(x)×Q(dx)
⇒ Q(x) + dQ = Q(x)× (1− P (dx))
⇒ dQ = Q(x)× P (dx)
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The second step follows from,
dQ = Q(x+ dx)−Q(x)
The rest of the derivation is identical.
Mean Free Path
It is instructive to obtain the average free flight length predicted by the above probability
distribution. Preempting the result of section A.1.4 (page 202) we will denote this mean
with the symbol λ
Now,
|dQ| = Q(x)σnsdx










Determining the Free Flight Length for Simulation
Akin to the procedure followed in obtaining a scattering angle in section 3.4.5, the choice
of an appropriate free flight length, s, for the MC simulation can be obtained by choosing



















⇒ e−s/λ = 1−R
Using the fact the 1 − R too is a random number if R is, we may simply replace the
former with the latter to yield,
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s = −λ lnR
 Choosing the free flight path lengthin a MC simulation (3.4)
3.5.3 Determining the Details of the Collision
Once the free flight path is determined and the spatial coordinates of the next scattering
event is obtained (see section 3.3.2) the next step is to determine the nature of the collision
event. This can be done by using the various mean free paths obtained earlier. The mean
free paths not only embody information on atomic cross sections but also details of the
concentrations of that atomic species. How these various mean free paths are utilised for
this purpose if given below.
Elastic or Inelastic?







Now, by drawing a random number R1 and following the argument of section B.2.1
(page 212) we can decide on the nature of the collision. For example if
PElastic < R1 < (PElastic + PInelastic)
the collision will be deemed inelastic.
Which Inelastic Collision?
Provided that the above testing yields an inelastic scattering event, we will then have to
decide which inelastic scattering event will take place. This is achieved in a manner similar
to the above, by calculating the probabilities for the possible inelastic events. Using the








The choice is again made by drawing another random number R2 and testing it to
determine the outcome as in section B.2.1 (page 212).
Had the event been an elastic one we would then have to use the same approach to
decide with which atom the projectile would interact with.
The Extent of Scattering
Once all the above is accomplished and we know the exact nature of the scattering event
we will then have to determine the extent of the ensuing scattering. For an elastic event
this will be determined by the scattering angle which can be calculated as explained in
section 3.4.5. For an inelastic event the degree of scattering is decided by how much
energy is lost. This can be obtained using an approach similar to that used with the
elastic scattering angle but using the partial differential cross section for energy transfer




















Projectile Scattering Angle in an Inelastic Collision
Upon energy loss to an inelastic scattering event, the projectile suffers a deflection in its
path. This is insignificant for a proton but not so for an electron. This angle of scattering





 Scattering angle foran inelastic event (3.6)
∆E is the energy loss and E the energy of the projectile.
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3.6 Putting things together
3.6.1 Incorporating the Models into the MC formalism
Figure 3.5: Monte Carlo generation of δ-rays according to the HKS model. LEFT:A plot of
the singly differential cross section in energy for proton 1 MeV impacts on helium.Shown
in red is the curve obtained analytically using formula 2.19 (page 49). This curve is
identical to that obtained experimentally in [73]. Also shown, in violet, is the distribution
of 500, 000 δ-rays generated in a MC fashion. RIGHT: The angular distribution of the
ejected δ-rays. The humped shape arise due to the 2pi sin θ term that is necessary in the
coordinate transform from the solid angle Ω to the polar angle θ. Shown in red is the
curve from the analytical functions for δ-rays with energy 81.6 eV (see figure 2.3). Shown
in violet is the angular distribution due to MC sampling. Note that these angular curves
are asymmetrical.
As explained in section 2.9.2 (page 48), we have opted to use the HKS model for the
description of the δ-ray generation due to proton impacts. In order to demonstrate the
assimilation of the HKS model into the MC formalism we present, in figure 3.5, the MC
reproduction of the HKS curves for helium for proton impacts.
3.6.2 Accounting for Proton Energy Loss Due To ’Other’ Processes
Although δ-ray generation is responsible for the lateral spreading of the energy of the
proton, it is however not the sole energy loss process. This has been mentioned previously
in section 2.8, page 46. Of the energy loss processes mentioned, that due to the generation
of plasmons is the most significant in the condensed state; even more so than the δ-
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rays themselves. The total cross section for the generation of plasmons due to primary
electrons, in PMMA, is of the order of 10−16 cm2 [51]. Owing to the strong similarity
of the energy loss of fast ’equi-velocity’ charged particles, protons too should exhibit a
similar plasmon generation cross section (The total cross section for δ-ray generation by
2 MeV in PMMA is of the order of 10−17 cm2). However, the predominate effect of the
generation of plasmons is to retard the proton. The plasmons do not cause bond breaking
or scissioning which is usually attributed to ionisation events [51]. The energy lost to
plasmons usually go towards heating the sample. They may also participate in interband
transitions that result in the generation of secondary electrons [112].
Our simulation does not incorporate explicit plasmon generation nor atomic excitations
due to protons. We have only the δ-ray generation mechanism for the energy loss of the
protons. In order to ensure that our simulation is in keeping with the experimental proton
energy loss data, we have curtailed the δ-ray generation rate by reducing the total δ-ray
generation cross section, by multiplying by a constant. As such, this will result in the
over-estimation of the δ-ray yield. Figure 3.6 shows the distribution of the energy loss in a
specific length of PMMA after this modification. It must be noted that this approach does
not in any way alter the δ-ray spectrum. It only serves to control the frequency of δ-ray
generation. This approach will subsequently impose a limit on the sample thicknesses that
may be simulated, as will be discussed later.
3.6.3 Incorporating δ-rays into TRIM/SRIM
As noted previously TRIM/SRIM is a successful CSDA based MC programme for ion
propagation. In this sense it is important to preserve the accuracy and hence the original
structure of this programme. However, we have had reason to incorporate two modifica-
tions. The first is to randomise the initial penetration depth of the proton on its very
first step into the material. This is to prevent the initial scattering from always occur-
ring deep in the material. The other change is related to the energy loss and involves
the replacement of the stopping cross section used for the energy loss in free flight. Here
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the function was replaced with a ’δ-ray energy loss function’ which calculates, in a MC
fashion, the energy lost by a proton in traversing a given fixed length. The original TRIM
code calculated this energy loss using experimental data as delineated in [99].
δ-ray Energy Loss Function
The δ-ray energy loss function accepts a path length and returns the total energy loss in
that path length. It calculates this energy loss by MC simulating the δ-ray generation as
mentioned earlier. Unlike the usual energy loss function used in the original TRIM/SRIM
code, the energy loss in this function is stochastic in nature. Given below, in figure 3.6.3,
is the distribution of this δ-ray energy loss function for a PMMA thickness of 0.5 µm. This
has been obtained after adjusting the total δ-ray generation cross section. This adjustment
entails in simply reducing the total cross sections to approximately 97.9 % of the original
values. This value was obtained by optimisation of the average MC energy loss so as to
match the energy loss predicted by Ziegler’s [99] fit of experimental data. Although any
given energy loss calculation for the thickness may vary stochastically, the average of a
statistical ensemble is the same as that predicted by the experimental energy loss data
for protons. This procedure however does not ensure the desired agreement for all proton
energies as will be seen in section 3.7.1.
3.7 Testing & Limitations
In this section we will attempt to compare data from our simulation with other accepted
data so as (1) to test the limits of validity of our simulation and (2) to establish the
veracity of our software.
3.7.1 Comparing with Ziegler Proton Energy Loss
As discussed previously (see section 3.6.3) our simulation utilises a modification to the
total δ-ray generation cross section so as to maintain an agreement between the total,
stochastically, lost energy and that obtained through experiment. This procedure however
77
Figure 3.6: The distribution of 1800 energy loss values for 2 MeV protons calculated
for 0.5 µm thick PMMA using the stochastic δ-ray energy loss function. The average
energy loss for this sample set turns out to be 9.1 keV. The energy loss value predicted
by experimental data is 9.0 keV, which leads to a discrepancy of approximately 1%. Also
shown is the Gaussian fit to the data. The Gaussian is asymmetrical towards the higher
end. This is expected since there are more ways of losing more energy. The centroid of
the Gaussian is at 9.1 keV.
Figure 3.7: Comparing the energy loss using the stochastic energy loss function with
Ziegler’s [99] fit of experimental data for 2 MeV protons impinging into PMMA. There is
a discrepancy between the two beyond a depth of approximately 30 µm. This enforces a
limit to the validity of our simulation, so that the maximum sample thickness that can be
simulated is approximately 30 µm.
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does not achieve its intended goal perfectly as can be observed from figure 3.7. Here the
proton energy loss calculated stochastically is in agreement with the experimental data of
Ziegler [99] only up to a depth of approximately 30 µm in PMMA for 2 MeV protons. Thus,
the validity of our simulation will be limited by this to energies greater than approximately
1.4 MeV or depths of approximately 30 µm.
3.7.2 Comparing with CASINO
Figures 3.8 and 3.9 shows the positional information of the simulation results for 20 keV
and 50 keV electrons impinging into a 10 µm thick PMMA. In figure 3.8, the topmost
image is from the CSDA based MC programme CASINO [97, 120, 123]. The middle and
bottom images show results from the event by event or direct MC approach described in
this thesis. The middle image show only the positions of the primary electrons while the
bottom shows both the primary and the secondaries generated by them. It can be observed
that the Direct MC results have electrons that propagate further than those in the CSDA
CASINO. This is expected and indicative of the possibility of there being electrons that
may propagate without participating in many energy loss events, a feature that the CSDA
MC approach cannot accommodate. Further, the inclusion of the secondaries results in
there being a greater spreading of the deposited energy.
3.8 Simulation Results
3.8.1 Positional Distribution of Particles
Figure 3.10 shows the results for the propagation of 2 MeV protons into 10 µm PMMA,
which includes the positional information for the primary protons, their δ-rays and also the
secondaries produced by these δ-rays. It is apparent that the energy spreading involved
in proton impacts in far less prominent than for the electrons. Aspects of the energy
distribution that results from the above simulations is given in the following section.
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Figure 3.8: Simulation of a 1000 20 keV electrons impinging into 10 µm thick PMMA.
TOP: Simulated using the CSDA based MC programme CASINO [97, 120, 123]. MID-
DLE: Primary electrons simulated using the event-by-event formalism described in this
thesis. BOTTOM: Primary + Secondary electrons simulated using the event-by-event
formalism described in this thesis. The primaries are in blue while the secondaries are in
green.
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Figure 3.9: Simulation of a 50 keV electrons impinging into 10 µm thick PMMA. TOP:
Simulated using the CSDA based MC programme CASINO [97, 120, 123]. BOTTOM:
Primary + Secondary electrons simulated using the event-by-event formalism described in
this thesis. The primaries are in blue while the secondaries are in green.
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3.8.2 Spatial Distribution of Deposited Energy
Figure 3.12 shows the energy deposition profiles resulting from 20 keV primary electron and
2 MeV primary proton impacts. Shown are the projections of the actual profile. As can be
observed the primary protons have a more confined energy spread, whose lateral bounds
are within 150 nm of the point of entry. In contrast the primary electrons tend to have
more spreading and the energy deposition profile extends to lateral dimensions as large
as 1.5 µm. These energy deposition profiles will be later used in the resist development
model presented in section 3.9.
Shown in figure 3.11 is the energy deposition in cylindrical shells around a proton
track. Here the effects of proton scattering has been suppressed so as to gauge the extent
of the effects of secondary energy deposition processes.
3.8.3 Proximity Effects
Figure 3.13 shows an attempt at comparing the proximity effects of electrons and protons.
Here two point beams are simulated penetrating into 10 µm PMMA. Then the separation
of two beams are varied and the percentage energy that is deposited in a 2 nm region
midway between the two beams is observed. The highly confined nature of the energy
deposition profile due to protons is apparent. The proximity effects of the protons are
superior to those of electrons for all separations. Much of the energy contained in the
electron beams is delocalised so much so that only about 2% remains in the 2 nm region
when the two point beams are coincident. In contrast the proton beams have as much as
91% of energy in this region when made coincident.
3.8.4 A Word on Proton and Electron Beam Writing
The simulation results presented so far are indicative of the superior nature of proton
lithography in comparison to electrons as far as proximity effects are concerned. The use
of protons for lithography can result in more confined energy profiles while also permitting
structures of high aspect ratios. The only ’scientific’ obstacle preventing proton beam
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Figure 3.10: Simulation of the δ-rays generated when 1000, 2 MeV protons impinge on
10 µm thick PMMA. Compare with figure 3.8
Figure 3.11: Energy deposited in cylindrical volumes centred around the 2 MeV proton
track for a 5 µm thick PMMA sample. The cylindrical elements are of fixed volume and
extends through the complete thickness of the sample. Note that we have turned off the
TRIM contribution in generating this map and hence the proton travels along a rectilinear
path. This is was done to determine the extend of the energy spread, solely due to the
δ-rays.
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Figure 3.12: Projections of the energy deposition profile in 10 µm thick PMMA. TOP:
due to primary electrons BOTTOM: due to primary protons.
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Figure 3.13: Comparison of the proximity effects of 2 MeV protons and 20 keV electrons in
10 µm thick PMMA. Plotted is the variation of the percentage of the total energy that is
deposited in a region of 2 nm between the two beams as a function of the separation of the
two beams. As can be observed much of the energy of the electron beam is delocalised and
only about 2% of the energy is in the 2 nm region even when the two beams are coincident.
In contrast the proton beams have as much as 91% of energy in this region. Changing the
separation does not significantly alter the energy deposited by electrons indicating a high
degree of proximity interaction. The proton beams have far less proximity interactions.
writing from surpassing electron beam lithography is its inability to achieve very small
beam spot dimensions under conditions of high current. This can however be achieved by
improving (1) accelerator ion sources to generate brighter beams, (2) incorporating into the
endstage design measures for the elimination of electric, magnetic and vibrational noise,
(3) have means of thermal stabilisation of the target and the lens system, (4) improve
quadrupole lens systems to achieve higher demagnifications.
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3.9 Modeling Chemical Development of PMMA
As explained previously it is necessary to chemically develop the polymer so as to extract
the latent structure created by selective energy deposition. This chemical step is of great
significance as it has a strong bearing on the quality of the produced structures [124]. In
order to obtain information on the final structure it is necessary to accurately simulate
the development of this chemical etching process with time. Much work has already been
done with regards to creating resist development models [59, 65, 125–131]. These are non
MC in nature and have been developed usually to address structures in optical lithogra-
phy and EBL. It is usual for these models to work with energy distribution that can be
described analytically, as a mathematical function of the spatial coordinates, rather than
a ’stochastic’ distribution of energy that results from a MC energy deposition simulation.
One way of handling such ’stochastic’ energy distributions is by considering the smooth
equi-energy density contours [59]. Another, is to adopt a 3D grid, with each cell or voxel
containing the energy deposited in the energy deposition process. Then starting from the
top of the sample the voxels are etched away so that the surface or etch front advances as
a function of etching time [130, 131].
3.9.1 Simple Model for Resist Development
We will present here a simple model for the simulation of the resist development of PMMA
inspired by the work of Karafyllidis et. al. [130]. It is based on a 3D grid approach and the
advancement of the etch front is governed by how quickly a voxel is etched away. This in
turn is dependent on the energy deposited in that voxel and how much the voxel is exposed
to the developer. The actual rate of etching is determined by the deposited energy, the
nature of the chemical developer and the physical conditions of the experiment. A feature
of our model is that it only requires that we know the etch rate as a function of deposited
dose for the developer being used.
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3.9.2 Basics
Our model is based on the 3D gridding of the sample and works on the the basic principle
that any voxel in contact with the developer can stay intact only for a finite time interval
before being completely etched. The number of time iterations required to completely etch
a given voxel will be determined by (1) the energy deposited therein and (2) the extent to
which it is exposed to the developing chemical. The deposited energy is used to calculate
an appropriate etch rate according to experimental data or a formula (e.g. formula 3.7
from [129]). This etch rate is then modified according to how many faces (see next section)
of the voxel are exposed to the developer. Once this is done an etch length is calculated







)α  Etch Rate of a polmer as a function of dosefrom [129] (3.7)
where D is the imparted dose and R1, Cm, D0 and α are constants that depend on the
polymer and the developer being used. Values for PMMA extracted from [129] are 1.224,
0.044, 101.6 and 4.67 respectively.
3.9.3 Number of Exposed Faces
The number of faces of a given voxel that is exposed to the developer is dependant on
the extent to which the adjoining voxels have been etched so far. For instance consider
figure 3.14, which shows a side view of a few voxels at some time iteration. The numbers
shown represent the extent to which the respective voxel is exposed to the developer. This
is determined by calculating the number of faces that the voxel has exposed. This value
is used to modify the etch rate so as to calculate the etch length.
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Figure 3.14: The extent to which each voxel is exposed to the developer.
3.9.4 Appropriate Simulation Parameters
It is important to note that, for this model to be accurate it is necessary that the chosen
time interval be small so that the etch length on any iteration does not exceed the dimen-
sion of a voxel. This is due to the fact that the model allows at most only single layer
of voxels to be etched away. Further, it is also important to have as many voxels as is
possible for smooth etch fronts.
3.9.5 Preliminary Simulation Results
Figure 3.15 shows some of the preliminary results obtained by combining the energy depo-
sition profiles from the earlier sections with the present resist development model. Shown
are the etch fronts for samples irradiated by two point beams with a 10 nm separation.
Results for both primary 2 MeV protons and primary 20 keV electrons are shown. The
etch fronts for the protons advance much faster due to the higher energy concentration
that results in a greater etch rate (see formula 3.7). Further, the confinement in the en-
ergy distribution prevents the point beam ’structures’ from coalescing. This is not the
case with the two point electron beams. They have not been developed to a great depth
due to the smallness of the deposited energy density in the voxels. Further, the developer
has caused the two point beam ’structures’ to fully coalesce.
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Figure 3.15: Preliminary results of the resist development model. Here the resist model
has been used with the energy deposition profiles determined by our direct MC simulation.
The TOP image pertains to two point 2 MeV proton beams with a 10 nm separation and
the BOTTOM to two point 20 keV electron beams. The lines shown are the temporal
etch fronts. Both samples have been developed for identical times. Notice that the etch




The present Monte Carlo simulation is unique in that it allows an almost ’event by event’
approach to the simulation of the energy loss of protons in PMMA. It is not a complete
’event by event’ simulation due to the TRIM component. In fact it is necessary to replace
the TRIM component of the simulation by a more appropriate event-by-event simula-
tion for the proton propagation, which will be more accurate for thin samples. Further,
the δ-ray energy loss function used in our present simulation does not explicitly incor-
porate other important energy loss phenomena such as plasmon generation and atomic
excitations, which will make it more realistic. Thus, one of the immediate and obvious
improvements that can be administered will be the incorporation of these phenomena. For
plasmons this should be possible by adopting the dielectric response approach of [51]. The
incorporation of atomic excitations may have to follow the work of [107]. Another, im-
provement is the incorporation of actual experimental cross sectional data bases, in place
of the analytic formulae. Such a database for electrons is due to the Lawrence Livermore
National Laboratory [98]. Once these corrections are implemented it will be necessary
compare the predictions of this energy deposition model with experiments. For this it will
be necessary to perfect and verify the resist development model.
The resist development model presented is still in its preliminary stages and needs to
be fine tuned and verified with experiment. Although, its principle of operation is simple, a
full blown 3D implementation of it will be extremely demanding in terms of computational
power and memory. Where possible, means of circumventing these limitations need to be
implemented.
3.11 Chapter Summary
• A MC simulation of the propagation of an ion may be realised by adopting one
of two fundamentally distinct MC formalisms: (1) the Continuous Slowing Down
Approximation (CSDA) or (2) the event-by-event (Direct MC).
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• Due to its continuous energy loss nature, the CSDA approach makes it difficult to
incorporate stochastic secondary electron generation. However, the generation of
secondary particles is a natural feature of the direct MC formalism.
• The TRIM/SRIM model adopted to simulate the proton propagation is a CSDA
MC programme. This software calculates the continuous energy loss by utilising
experimental data. In order to incorporate a stochastic δ-ray generation mechanism
into this model we have replaced this original energy loss approach with a stochastic
energy loss function. This function evaluates the energy loss by a proton in travers-
ing a given length by using only the δ-ray generation cross sections. We have not
incorporated excitation and plasmon generation models. In view of this, we have
ensured agreement between the values calculated by this function and experimen-
tal energy loss measurements by appropriately adjusting the total δ-ray generation
cross section. This approach limits the maximum thickness of PMMA that can be
simulated to about 30 µm. Further, this formalism also over estimates the δ-ray
yield thus making the predictions of the simulation an upper limit to the energy
deposition profiles in reality.
• Simulations of primary protons and primary electrons impinging into PMMA were
performed. The energy spread for 2 MeV protons are found to be confined to approx-
imately 10 nm around the proton track. Proximity effects for proton and electrons
were also considered. The results indicate the superior nature of proton beam writ-
ing, with respect to proximity effects, to EBL.
• A 3D grid based resist development model has been presented along with preliminary
results for proton and electron impacts. This model advances the etch front by
etching away each voxel in temporal iterations. The rate at which a given voxel
is etched away is influenced not only by the energy deposited within it but also
how much of it is exposed to the developing chemical. Preliminary results for the
development model have been presented. These results were generated using energy
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deposition profiles obtained using our direct MC software.
• The simulation results have indicated that proton beam writing imparts a more
confined energy deposition profile along a greater depth in comparison to electron
beam writing. This makes proton beam writing superior, as far as proximity effects
are concerned, to its electron counterpart. It is conceivable that proton beam writing
can surpass electron beam writing with improvements in accelerator ion sources, end
stage design and focusing lens systems.
Part II





Automatic Beam Focusing & Rapid
Imaging
4.1 Introduction
Relevance of Data Acquisition and Computer Control
At present much of the progress in the experimental sciences hinges on the efficacy with
which experimental data is accumulated and processed by a computer. The essential bridg-
ing between the digital universe of a computer and the continuous, analogue one of ours
is facilitated by data acquisition and control hardware. In this respect the importance of
data acquisition and control technology and its development, cannot be overemphasized.
The current successes of the electronics industries and their propensity to miniaturise cir-
cuitry has made it possible to have relatively small electronic circuit boards or computer
cards that are packed with so many versatile features and extremely powerful data ac-
quisition and control devices. The fact that these can simply be inserted into any PC,
thus converting it into a powerful data acquisition and control device is remarkable. Fur-
ther, and more importantly, these electronic circuitry come with device drivers that allow
them to be easily manipulated with standard programming languages such as C++ or
LabVIEW [18]. Not only does this make these technologies more accessible but, it lends
93
94
itself to the rapid development and refinement of scientific data acquisition and control
instrumentation.
Chapter Overview
In this chapter we will report the development and the background behind:
1. A fast imaging and data acquisition system using ion induced secondary electrons
and,
2. An automatic beam focusing system for MeV ions.
The automatic beam focusing system has been integrated with the rapid data acqui-
sition and imaging system owing to its need of an imaging platform for its operation.
These systems make use of the previously mentioned computer DAQ (abbreviation for
data acquisition) cards, device drivers and other relevant hardware for signal processing.
All the DAQ cards, device drivers and relevant software utilised in the development of our
systems are from National Instruments [18].
4.2 Prelude to a Data Acquisition System
In this section we will briefly introduce some of the components and concepts that are im-
portant in data acquisition and relevant to the forthcoming discussion of the development
of the fast imaging and automatic focusing systems.
4.2.1 Analogue-To-Digital Converter (ADC)
Physical measurements usually result in values that are of a continuous nature and need
not necessarily be restricted to a fixed numerical range. However, for a digital computer
to be able to process these measurements they must (1) be converted into equivalent
’continuous’ voltages within a fixed range and then (2) this ’limited’, ’continuous’ voltage
again converted into a binary voltage equivalent within the computer. This conversion is
95
Digital State Decimal Range (V)
000 0.0 - 0.5
001 0.5 - 1.5
010 1.5 - 2.5
011 2.5 - 3.5
100 3.5 - 4.5
101 4.5 - 5.5
110 5.5 - 6.5
111 6.5 - 8.0
Table 4.1: Digitisation ranges for an ADC with an input range of 0-8 V with a resolution of
3-bits (8 digital states) or 1 V. Note that the first and last step lengths are unequal [132].
referred to as analogue-to-digital conversion, quantisation or digitisation and is realised by
an analogue-to-digital converter (ADC).
Resolution
Any ADC has a pre-specified range of voltages that it can accept. The accuracy of the
conversion process from a ’continuous’ voltage to a digital representation depends on the
resolution of ADC. For instance consider an ADC which only accepts voltages between
0 and +8 V and has a conversion resolution of 3-bits. This conversion resolution of 3-
bits would mean that the ADC will have 23 or 8 distinct states to represent the range
0-8 V.This is shown in table 4.1. We may equivalently present the resolution of this ADC
in volts as (8 V−0)/8 bits = 1 V. In any quantisation operation the ADC will convert the
analogue value to the nearest whole binary level. As can be seen, due to the sparseness of
the available digital states there will be severe rounding off or quantisation errors during
conversion. For example this results in measured values of 6.35 V and 6.95 V both having a
digital representation of 101, which renders the sensitivity of the ADC conversion process
very poor. Thus, the importance of a high conversion resolution for an ADC is quite
apparent. Further, if the ADC is capable of bipolar operation and its input voltage range
can accept both positive and negative voltages, the same reasoning applies and the lower
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digital states will then represent the negative numbers.
Conversion Time (Latency)
Another important specification of an ADC, apart from the voltage range and the con-
version resolution, is the conversion time or latency. This is the time required by the
hardware to effect the desired conversion from the analogue form to the digital. Most
applications are unaffected by this parameter due to the slow data generation rates. How-
ever, in applications where rapid digitisation is necessary it is important to bear these
parameters in mind as it might represent a bottleneck for the flow of data. There are
ADCs of varying conversion time specifications available. This is usually determined by
the working principle of the ADC.
Types of ADCs
There are a few types of ADCs available that are distinguished by their principle of oper-
ation. These lead to differences in their characteristics such as sampling time, conversion
time, dead time, differential nonlinearity (DNL) (non uniformity of the widths of the volt-
age channels), integral nonlinearity (INL) (non uniformity of the position of the conversion
point within a channel), input bandwidth, . . . [132]. Examples of a few types of ADCs
are:
Wilkinson Uses a digital counter driven by a fixed clocking frequency to time a capacitor
discharging at a constant rate. Its conversion time is dependant on the amplitude of
the signal pulse. Typical conversion times can be of the order of microseconds. Can
be used for pulse spectral analysis.
Successive Approximation or Fixed Dead Time (FDT) Follow a scheme where each
bit is tested against the input analogue signal for its conversion. This has the advan-
tage of having a fixed conversion time that depends on the resolution of the ADC.
Typical conversion times can be as small as a few µs. Can be used for pulse spectral
analysis.
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Pipelined Successive Approximation This type uses the same principle as the FDT,
but spreads the conversion of a sampling of the signal over a few stages. For instance
the first, of a two stage pipeline system, will convert the most significant portion
and the second the least significant. This has the advantage of increasing the sam-
pling rate (with the conversion latency fixed), as the system can handle two signal
samplings simultaneously.
Parallel (Flash) Uses a distinct number of fixed voltage levels for conversion. Conver-
sion times as fast as a few ns is not uncommon. The possible resolution is however
limited to about 8-bits due to issues related to DNL [133].
Slope or Ramp These are used for slowly varying signals. The operation is similar to
the Wilkinson type but uses a up ramp instead.
The choice of an ADC is influenced, amongst other factors, by the nature of the signal
to be analysed. These could be either slowly varying (DC), continuously varying or pulsed
in nature [132]. For example, the use of a simple successive approximation ADC for
high resolution spectroscopy is unsuitable due to their large NDL. This can however be
overcome as in the Ortec CAMAC ADCs [133].
4.2.2 Digital-To-Analogue Converter (DAC)
When one wishes to output voltages from a computer it is necessary to convert from the
inner digital representation to the outer analogue values. This digital-to-analogue (DAC)
converters, like their ADC counterpart, has a voltage range, conversion resolution and a
conversion time. DACs are normally realised using resistive or capacitative networks in
conjunction with a reference voltage [132].
4.2.3 Digital Input/Output (DIO)
These are input/output terminals found on a DAQ card that allow digital communication
with an instrument using TTL (Transistor transistor Logic) logic. The state of a digital
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line can be either high or low, which translates to 0 V or 5 V. Some devices employ an
active-low configuration which would mean that high is 0 V and low is 5 V. DIO lines are
important when interfacing with instruments that offer digital communication for purposes
of handshaking, control and data transfer.
4.2.4 Counter
Some DAQ computer cards come equipped with a digital counter which essentially is a
device meant to count the number of high-to-low or low-to-high digital transitions that
occur at its input. A counter too has a number attached to it, the Terminal Count, which
specifies the largest number that it can count up to. So a 3-bit counter will count up to
(23 − 1 =) 7 and a 16-bit counter up to (216 − 1 =) 65535. After which the counter rolls
back to zero.
Counters on DAQ cards these days tend to be able to perform more functions than just
counting. For instance the counter can be configured to output a square wave of a precise
frequency. The frequencies possible depends on the clocks available for the counter. The
National Instruments (NI) PCI 6111 DAQ card has two base clocks available: a 20 MHz
one and another 100 kHz.
It is also important to bear in mind that a finite time is required for a counter to
register a digital pulse. This factor might limit the frequencies that can be measured with
a counter. The NI PCI 6111 has 24-bit counter with a minimum source pulse duration of
10 ns. This translates into saying that the signal state must be held steady for at least
10 ns. Under this restriction the maximum frequency that it can handle turns out to be
50 MHz.
4.2.5 Scan Driver/Amplifier
Any ion beam related DAQ system will have need to scan the beam spatially. At CIBA this
is achieved by employing either an electric or magnetic field. The electrostatic scanning
requires a large voltage for its operation while the magnetic scan coils require a large
99
current. As a PC based DAQ card is unable to supply such large voltages or currents
we must use other electronic instruments to appropriately amplify the outputs from the
DACs.
4.2.6 Analogue vs. Pulsed Signals
There are two basic types of signals that can be derived from a detector system, namely
a Pulsed signal or a continuous Analogue one. The pulsed signal can be either in the
form of a fast, decaying signal, such as from a RBS system, or in an already converted
TTL or CMOS form such as from the MD-501 AMPTEKTRON [134] channel electron
detector. The former requires another ADC step before its use. The latter offers a train
of pulses whose frequency is proportional to the intensity of the physically measured
phenomenon. Owing to its digital nature such a signal is easily routed to a DAQ counter
and analysed. However, if one wishes to make rapid measurements such a pulsed signal
will be inappropriate as the determination of the frequency of the signal requires a time
frame of at least the period of that signal. In such a situation the data processing speed
of the system will be limited by the intensity of the signal being measured.
The use of a continuous analogue signal whose value is proportional to the intensity
of the physical phenomenon improves on the speed of a DAQ system as it avoids the
frequency measurement step at the DAQ card. The factor limiting DAQ operations would
then be the time necessary for the ADC to quantise the signal. The NI PCI 6111 has fast
ADCs that are capable of digitising a signal at its input at a rate of 5 MegaSamples/s
which translates to 200 ns per conversion.
4.2.7 Asynchronous vs. Synchronous Data
Another important consideration in developing a DAQ system is the nature of the intended
signals. In the context of proton beams, the generation of a signal is a consequence of
the ion’s interaction with the sample. The possible interaction phenomena have varying
magnitudes of signal generation cross sections that affect the intensity of the signal that can
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be extracted. Processes involved in proton induced secondary electron emissions (pSEE)
or STIM do not require prolonged exposure to the primary ion beam for the generation of
a sufficiently strong signal, a feature not shared by either RBS nor PIXE. This difference
strongly influences the design of a DAQ imaging system.
A DAQ imaging system essentially plots the intensity of the signal from a sample point
against the (x, y) pixel coordinates of that point to create a pseudo-image. In order for
the image to correctly reflect the variations in the sample it is imperative for the beam
to treat each pixel point equally by dwelling the same amount of time at each. With
such an understanding the simplest approach to adopt is to sequentially move from one
point to another dwelling a fixed time at each and collecting the accumulated yield. Data
obtained in this fashion is described as being synchronous as there is foreknowledge of
the pixel coordinates that the beam is at. This will work well with pSEE or STIM (see
following section) but not so well using RBS or PIXE. Owing to the small signal generation
cross sections for RBS and PIXE, the pixel dwell-time has to be long thus requiring an
excessively long time to produce an image with even a meager pixel resolution.
The number of RBS or PIXE counts generated in a given interval of time, for a given
beam current is fixed. One way of using RBS or PIXE to create an image using these
counts, is to have them generated over as large an area of the imaging region as is possible.
This is achieved by implementing a fast scan over the complete area that an image is
sought, but yet, not dwelling more at any one point than another. This will indeed
increase the number of counts collected but will introduce a sense of indeterminism as to
when or where a count will occur. When it does occur the onus is on the DAQ system
to register the (x, y) coordinate of the generator pixel of that count. This fashion of data
collection is referred to as asynchronous as there is no inkling as to the occurrence of a
data point.
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A Word on Imaging Using STIM
Scanning Transmission Ion Microscopy (STIM) is an effective quantitative tool for the
imaging of the variation of the areal density of a sample [135]. There are two means of
collecting STIM data. One is to fix the beam dwell time at each pixel and collect the ’off
axis’ (dark field) ions and to correlate the variations in areal density. This requires that an
additional means of normalising the number of ions be available. The other, more widely
used alternative is to collect an energy spectrum for a fixed number of ’on axis’ (bright
field) ions and then to use average or median processing [135]. In this sense the a STIM
signal shares the same statistical nature as a RBS or PIXE signal. Thus, imaging using
STIM is strictly asynchronous. However, due to the prolific nature of the STIM signal,
it is always possible to obtain sufficient data counts, so that it can also to be used in a
synchronous imaging mode.
4.2.8 NI-DAQ, IMAQ & Measurement Studio
With the advancement of technology, the programming of a PC-DAQ card has become a
straightforward affair. There is no longer any need to use languages that are abstract and
alienating, such as Assembler, to achieve satisfactory DAQ performances. Today the PC-
DAQ cards come with software drivers and development tool kits that act as the middle-
man in the communication between high level, user friendly programming languages such
as C++, LabVIEW and the DAQ card or computer hardware.
NI-DAQ
The NI NI-DAQ is a collection of driver commands that allow the control of the NI PC-
DAQ cards via programmes constructed using C++ or LabVIEW [18]. It offers many
diverse features that make it a very powerful tool. Of the plethora of useful features
available, one of significant relevance need special mention. This is the the ability of NI-
DAQ and the NI PC-DAQ cards to be configured so that the PC-DAQ card essentially
operates independent of the PC operating system but is still capable of invoking software
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operations upon the satisfaction of a predefined criterion. This feature is called Event
Messaging and is used in our work to allow the hardware to trigger a software data
processing routine.
IMAQ
In addition to NI-DAQ we also make use of a software development kit from NI which is
highly optimised for the efficient and expeditious manipulation and display of images. This
kit called IMAQ and is programmable using C++ or LabVIEW. One of the strong points
of IMAQ is its ability to convert raw data into an image and display it quickly. This is
achieved by proprietary algorithms developed by NI. Further, simple image manipulation
routines such as regions of interest (ROI), magnification, rotations. . . and overlay functions
such as lettering, grids. . . . are also available, thus cutting down on development time.
Measurement Studio
Another software development kit that we utilised was the NI Measurement Studio. This
kit contains components necessary for graphical data representation. For instance we use
it to plot data and to allow the user to interact with the plot. For example after initiating
a line scan we could use the ROI features of the graph to restrict its extents.
.NET
Our development of the imaging and automatic focusing system was accomplished using
the C++ language within the .NET environment. This environment has the most recent
development and debugging tools created by Microsoft[136].
4.3 Imaging using Secondary Electrons
The use of secondary electrons as a reliable form of imaging is well established and is a
common tool that accompanies scanning electron microscopy (SEM). The prolific nature
of the ion induced secondary electron signal allows the adoption of such a system for
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Feature Specifications Utility
Analogue To Digital Max. Speed 5 MegaSamples/s Data collection
Converter Min. Speed 1 kiloSample/s
(ADC) Voltage Range ±10 V or ±50 V with
0.2 gain
Resolution 12-bit
Digital To Analogue Max.Speed (1 Chan-
nel)
4.0 MegaSamples/s Beam scanning
Converter Max.Speed (2 Chan-
nels)
2.5 MegaSamples/s
(DAC) Voltage Range ±10 V
Resolution 16 bit
Clock Base Frequencies 20 MHz or 100 kHz Tiggering
Counter Terminal Count 24 bit (i.e 65535) Counting
Max Frequancy 50 Mhz
Table 4.2: Summary of features of the NI PCI 6111 DAQ card used to develop the pSEE
imaging DAQ system
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ion beam related imaging. Such an imaging setup will have two superior features over
traditional RBS or PIXE based imaging. (1) The imaging is orders of magnitude faster
due to the prolific secondary electron signal (2) It is possible for there to be δ-ray generation
even if there is no interaction of the projectile with the nuclei (RBS) or with the inner
core electrons (PIXE), via processes such as plasmon decay. Further, in the context of
p-beam writing; the adoption of a rapid imaging system allows realtime imaging of the
sample which can substantially cut down on the time spent on beam focusing and sample
alignment.
4.3.1 Generation of Secondary Electrons
Potential Emission
The particle induced secondary electron emission proceeds via either a potential emission
or a kinetic emission mechanism. The potential emission is a surface phenomenon which
occurs when the impinging ion is exterior to the sample and is relevant only to slow ions
that possess a sufficient charge. We will thus not pursue a discussion on potential emission,
except stating that its mechanism is through a Auger de-excitation or Auger neutralisation
process. More details of which may be obtained from [114, 137, 138].
Kinetic Emission
Kinetic emission of electrons occur due to the interaction of the impinging ion with the
atomic system; i.e due to δ-ray generation. The mechanisms of δ-ray generation have been
dealt with, in sufficient depth, in chapter 2. What is important, in the context of our
present discussion, is the propagation of these generated δ-rays to the material’s surface
and to the vacuum for their subsequent detection. Since, there is a strong probability of
an electron suffering a loss of energy in traversing a given thickness of material, not all of
the created δ-rays make it to the surface. The depth from which the electrons can escape,
the escape depth, is of the order of a few nanometers for metals [139]. Further, as can be
appreciated from figure 2.3 (page 30) the angular emission of the δ-rays is not isotropic
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and is biased towards the forward scattering direction. This too influences the number of
electrons that make it the surface.
The Surface Barrier
Given that an electron is ejected with sufficient energy and in the direction of the upper
hemisphere, it still has to possess the surplus energy necessary to surmount the potential
barrier at the surface-vacuum interface. This barrier height, UB, of the surface is different
for a metal and an insulator and is given as follows [68].
UB(metal) = EF +Φ
 Surface barrier for a metallic sample [68]EF is the Fermi Energy, Φ the workfunction
UB(insulator) = EA
 Surface barrier for an insulating sample [68]EA is the electron affinity
It must be emphasised that the surface electron emission is highly susceptible to its
morphology and the degree of cleanliness. The work function for metals can be a few
electronvolts while the electron affinity is slightly less than a single electronvolt for insu-
lators [68]. This in turn implies that an electron has more chance of escaping from an
insulating material. This is further assisted by the fact that, unlike in a metal where there
are free electrons to inelastically scatter off, in a insulator a generated δ-ray can arrive at
the surface without participating in as many scattering events. However, due considera-
tion must be given to the charging of the insulator due to the emission of electrons and
the embedding of protons. This will act to inhibit the escaping electron yield.
Angular Restrictions
If one imposes conservation of energy and momentum on an electron approaching the
surface and subsequently escaping, it can be shown [139] that the barrier height defines
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Figure 4.1: The confining cone that limits the escape of electrons with energy W . Any
electrons outside this cone will not escape even if they posses the energy W .
a limiting cone which segregates those electron that can escape from those that cannot.
In order for an electron to escape, it is not only required to possess a minimum quantity
of energy but also to be moving within a certain directional confine. This is depicted in





 Angle defining the limiting cone for escaping electrons [139]W is the energy of the electron before escaping
cosαout =
√
W cos2 αin − UB
W − UB
 Angle of exit of an escaping electronW is the energy of the electron before escaping
Imaging Resolution
When dealing with MeV protons there is the possibility of the generation of δ-rays of
sufficient energies that entails a wide cone or a large value of αc. This will prove detrimental
towards the resolution that can be achieved in imaging using electrons. For instance
consider a copper mesh being imaged by a 2 MeV beam of protons. The Fermi energy and
the work function for copper are EF = 7.04 eV and Φ = 4.7 eV. We may safely assume that
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the most energetic δ-ray produced is given by 4T (section 2.3.1), leading to αc = 87.02◦.
This will make the base of the ’escape’ triangle approximately 38 times the escape depth,
assuming it is 5 nm. Thus, it is conceivable that this will pose a restriction to the ultimate
imaging resolution that may be attained with ion induced secondary electrons. A simple
solution to this would be to curtail the scan speed to allow sufficient time for the dispersion
of the δ-rays created elsewhere.
Enhanced Edge Emission
Figure 4.2: The increased surface area in the vicinity of a sharp edge allows more secondary
electrons to be emitted. Shown in grey are the generation volume where the secondary
electrons are generated.
A conspicuous feature of secondary electron emission is the enhancement of the signal
at sharp edges of the sample. This can be observed, for example, in figure 4.7 (page 113).
As will be delineated later (section 4.7.2, page 139), we have had to modify our automatic
focusing deconvolution formulae to accommodate for this. The source for this phenomenon
may be attributed to two factors. The first is the increase in the local surface area that
the primary ion can interact with and prompt electron emission. This can be seen in
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figure 4.2. The other is the increase in the local charge density that occur at sharp
edges of a conducting equipotential surface allowing the primary ion to interact with and
generate more secondary particles.
4.3.2 Detecting the Secondary Electrons
One of the primary uses of the proposed rapid secondary electron imaging setup is to
expedite beam focusing under typical proton beam writing conditions. This normally
entails working with proton beam currents of a few picoamperes. Our basic detector
setup, shown in figure 4.3, is based on deriving a photocurrent from a photomultiplier
(PM) tube that is coupled to a quartz tube which has a (P-47 powder) scintillator attached
to its end. The generated electrons are made to impinge on the scintillator subsequently
generating photons. As can be observed in figure 1.3 (page 8) and figure 4.3, the PM
tube based electron detector setup is relatively distanced from the sample. Imaging under
such circumstances becomes challenging with small currents and means of improving the
signal strength need to be adopted. To this end we employ a two step approach. First a
Faraday cage serves to attract electrons from the sample into the vicinity of a much larger
potential gradient created by the potential on a ring holding the scintillator against the
quartz tube. This second potential accelerates the electrons to impart them with sufficient
energy for the subsequent photon creation. The cage and accelerator ring are separated
by about a centimetre. This setup is shown in figure 4.4.
The PM tube used is a Hamamatsu H3165-10 whose output current is amplified by a
Hamamatsu C2719 current-to-voltage amplifier. The output voltage is proportional to the
intensity of the generated light, and hence the intensity of the generated electron signal.
Beam scanning of the imaging system is accommodated by routing the DACs control-
ling the X and Y scan directions to a scan amplifier which in turns drives sufficiently large
currents through the scan coils.
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Figure 4.3: The detector setup for the ion induced secondary electron imaging system.
The system consists of a biasing ring that is at a positive potential which serves to ac-
celerate the generated electrons to impinge on a P-47 powder scintillator. The generated
luminescence is coupled via a quartz glass tube to be detected by a photomultiplier tube
(Hamamatsu H3165-10) whose output current is amplified and converted into a voltage
by the ’photomultiplier electronics’ which is a Hamamatsu C2791 current-to-voltage am-
plifier. This voltage is fed into the ADC on the PCI 6111PC DAQ card. In addition, the
DACs from the card are routed to the scan amplifier which in turn drives the scan coils
that enable beam scanning.
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Figure 4.4: (1) Faraday cage, (2) Accelerating ring, (3) Scintillator
4.3.3 Experimental Results
PM Tube Signal Status and Imaging Quality
The Hamamatsu C2791 current-to-voltage amplifier has three amplification modes that
offer amplifications of 109, 107 and 105 V/A. The stated bandwidths for these modes are
16 Hz for the highest and 1600 Hz for the other two. The highest amplification setting is
unsuitable for rapid imaging owing to its limited bandwidth. The amplification offered by
the lowest mode yield very poor image contrast and is too unusable.
In order to maximize the PM tube signal we may alter either: (1) the PM tube biasing
voltage, (2) cage voltage or (3) accelerating voltage. The quality of the image can also be
improved by varying the imaging speed. Results obtained by varying these parameters are
given in the following sections. The samples used consisted of four metals (copper, gold,
silver, aluminum), quartz and a nickel grid.
Varying Cage Voltage and PM Tube Bias Voltage
Figure 4.5 shows the graphs obtained for two biasing voltages of the PM tube. We are yet
unable to offer a satisfactory explanation for the observed maximum in the signal strength.
However, it is clear that this increase in signal strength is due to a spatial variation in the
electron yield. This can be discerned by observing figure 4.6. This figure shows images
captured at various cage voltages. Notice that the left edge of the grid first becomes
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Figure 4.5: The effect of varying the cage voltage on the signal strength for two PM tube
bias voltages. Notice: (1) the significant difference in the signal strength between the two
PM tube bias voltages, (2) the existence of a maximum and the subsequent decrease in
the signal strength in both graphs. [Beam current ≈ 1 pA, Accelerating voltage = 5 kV.]
brighter as the cage voltage is increased and after 800 V becomes dimmer, in agreement
with figure 4.5. The brightness of this left edge is similar for both the 600 V image and the
1000 V image. However, the right edge is brighter in the 1000 V image than in the 600 V
one. In fact the right edge shows a steady increase in the brightness as the cage voltage is
increased. This is in keeping with the intuitive expectation that a higher potential should
attract more electrons. However, as mentioned previously, the behaviour of the left edge
is yet unexplained. This could be an affect peculiar to our detector geometry. Further
investigations into this need to be carried out.
It is apparent from figure 4.5, that increasing the PM tube bias voltage improves the
strength of the signal. However, this also amplifies the noise causing the images obtained
to become grainy. This can be observed in figure 4.7.
Varying the Acceleration Potential
Figure 4.8 shows the effect of varying the accelerating voltage. We are again unable to
explain the existence of the peak at 3.5 kV. This could be related to the maximum of
figure 4.5. However, it is clear that the greatest signal strength is attained at a voltage of
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Figure 4.6: The effect of varying the cage voltage. Notice the variation in the intensity
of the left edge from 700 V to 1000 V. This edge experiences a maximum brightness
between 700 and 800 V. Thus, varying the cage voltage affects the spatial collection of
the secondary electrons. However, the brightness of the right edge progressively increases
with the cage voltage. [PM tube bias voltage = 1 kV (allowed maximum), Accelerating
voltage = 5 kV and Scansize ≈ 20 µm× 20 µm.]
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Figure 4.7: The influence of varying the PM tube bias voltage on the image quality.
Increasing this voltage not only amplifies the signal but also the noise causing the images
to become ’grainy’. [Cage voltage ≈ 700 V (corresponding to the observed maximum of
figure 4.5), Accelerating voltage = 5 kV and Scansize ≈ 20 µm× 20 µm.]
5 kV. We will be utilising this in our imaging efforts. The graph suggests that increasing
the voltage further will result in even larger signals. However, the voltage supply use in
this experiment was limited to a maximum of 5 kV.
Varying Imaging Speed
The quality of the images obtained are affected by the speed at which the beam is scanned.
This is shown in figure 4.9. There are a few reasons for this dependance. (1) Hysteresis
in the magnetic coils used in scanning. This is particularly apparent in the horizontal
edges of the top left image. A remedy to this problem is to use an electrostatic scanning
system [16]. (2) The generation of secondary electrons is strongly influenced by fluctuations
in beam current. Thus, slowing down the beam dwell time averages out these fluctuations
thereby imparting each pixel with the same dose of protons and increasing contrast in the
image. (3) At high scan speeds the signal generation frequency can exceed the bandwidth
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Figure 4.8: The effect on the signal strength of changing the accelerating voltage. Notice
the peak at 3.5 kV. [Beam current ≈ 1 pA, Cage voltage = 700 V.]
Figure 4.9: The effect of imaging speed on the quality of the resulting image. The values
indicated is the amount of time that the beam dwells at each pixel. Notice the effects of
magnetic hysteresis, due to the magnetic scan coils, in the horizontal edges of the top left
image. [Beam current ≈ 1 pA, Cage voltage = 700 V, Accelerating voltage = 5 kV and
Scansize ≈ 20 µm× 20 µm]
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of the electron detection system causing latencies in the signal generation process. This
too degrades the image contrast attainable.
4.3.4 Intricacies of Implementing an Imaging System
The Timing Problem
As mentioned earlier an imaging system based on particle induced secondary electrons
will deal with synchronous data (section 4.2.7) due to the prolific nature of the electron
signal. The imaging system in essence should move the beam spot to a certain point on
the sample and then register the prevalent signal value at that point. It is of utmost
importance that the software controlling the system maintain the correlation between the
incoming signal and the (x, y) pixel coordinates of the point on the sample that produced
that signal.
It is also very important that the controlling system precisely administer the time for
which the beam dwells at a given point on the sample. Failure to do so would render
the information contained in the image useless. It is at this juncture that one faces a
severe limitation due to no autonomy over the control of a PC’s operation. It is not
possible to have a user initiated piece of software running on its own on a PC. There are
other mandatory sub-routines that are executed by the operating system in an apparent
concurrent or parallel manner. In actuality all these subroutines are run one after another
in serial fashion in a fraction of a second, thereby creating the illusion of concurrency. This
nature of a PC, running under a Windows based operating system, will unquestionably
undermine any attempt at precisely controlling the dwell time of the beam spot. This is
particularly true for the present system, considering that the dwell time for rapid imaging
would be of the order of microseconds.
Timing through Triggering
The difficulty in precisely controlling the dwell time of the beam spot, can be overcome by
employing the ’triggering’ features of a PC DAQ card. As was mentioned in section 4.2 a
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Figure 4.10: The hardware triggering timing sequence used in the imaging software. DAC
conversion that realises beam motion is activated on the rising edge of the pulse. The beam
is then held stationary until the falling edge of the pulse upon which the ADC conversion
is initiated which registers the intensity of the signal.
PC DAQ card consists of ADCs and DACs for analogue- to-digital and digital-to-analogue
conversions. It is possible to the configure a NI PC DAQ card, to allow an external signal
to control the timing of these conversion processes. Specifically, we can use an external
TTL pulse to initiate either of the processes. The configuring of the DAQ card could be
such that this trigger can be either the rising or the falling edge of the pulse. In essence
this is a form of hardware triggering and is the reason why it can solve the timing problem
delineated earlier. Under such an arrangement, once the DAQ card has been initialised
its DAQ operations are not hampered by the software latencies (delays) introduced by the
plethora of sub-routines that make up the operating system. Instead, the timing of the
DAQ operations are determined solely by the triggering pulsed signal.
Although it is possible to use an external source to generate the triggering pulse that
control the timing, it is far more elegant and convenient to configure one of the onboard
counters as a pulse wave generator to output a perfect TTL square wave with a precise
duty cycle. The NI PCI 6111 can generate a square wave, at a 50% duty cycle, with a
minimum peak-to-peak interval of 100 ns and a maximum of around 167 s. It uses two
base clocks of 20 MHz and 100 kHz to generate these signals.
The timing configuration for the ADC and DAC hardware triggering in our imaging
software is shown in figure 4.10. According to this scheme the DAC conversion that realises
beam motion is activated on the rising edge of the pulse. The beam is then held put until
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the falling edge of the pulse upon which the ADC conversion is initiated which registers
the intensity of the signal.
NI ’DAQ EVENT MESSAGING’
It is clear that it is important to implement the DAQ operations without any interference
of the PC’s operating system owing to the ’timing problem’. However, there is necessity
for a communication channel between the controlling software, running on the operating
system, and the DAQ card. This is because the controlling software must monitor the scan
progress and (1) have a means of updating the details of the scan path of the beam, (2) be
able to extract the data collected for imaging. This whole procedure must of course cause
no disruption to any of the DAQ operations. To achieve this the controlling software,
through the operating system, must keep track of the DAQ operations on the card. But,
this is complicated by the fact that by design, owing to the timing problem, we have
decoupled the operation of the software from that of the hardware. However, it is possible
to circumvent this difficulty by the DAQ EVENT MESSAGING feature of NIDAQ and the
NI DAQ cards. This option allows the card to be configured so that upon the fulfillment
of a predefined hardware criterion on the card, the card initiates a software sub-routine
within the controlling software.
The imaging control system uses a technique referred to as double buffering [140] to
utilise a fixed quantity of the PC’s random access memory (RAM) in a circular fashion
to deal with data for an indefinite time. This is unavoidable due to the large volume of
data that is involved in DAQ operations and the finite RAM available in a PC. Double
buffering is used in storage of the (x, y) pixel coordinates of the scan path of the beam spot
and also the signal intensity from each of these points. The DAQ EVENT MESSAGING
feature is used on the fulfilment of two independent criteria related to these double buffers.
Specifically, (1) when half of the scan pattern has been used up and (2) when half of the
input data buffer has been filled. Upon satisfying these conditions the controlling software
will proceed to (1) fill the older half of the buffer with new scan coordinates (2) to extract
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the already collected data for processing, respectively.
Summary of Imaging Controlling System
Figure 4.11: The occurrence of the signals for ’communication’ between the DAQ card
and the controlling software.
Our implementation of the DAQ Imaging system has the DAQ card performing a simple
set of operations that are triggered by a square wave pulse train. These occur independent
of the PC’s operating system. These operations involve (1) moving the beam spot using
the DACs, (2) dwelling for a precise time interval at that spot and (3) accumulating data
through the ADCs. The use of hardware triggering ensures that the correlation between
the beam spot coordinate and signal intensity produced thereat is maintained. It also
solves the problem of enforcing a precise dwell time per pixel. Further, upon moving
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the beam spot a predefined number of pixels or on collecting a predefined number of
data intensities the controlling software is informed via the DAQ EVENT MESSAGING
feature. The controlling software then either replenishes the buffers or extracts data for
subsequent processing.This procedure is summarised in figure 4.11
4.3.5 Software Features
Figure 4.12: Screen shot of the electron imaging control software
Bigger & Faster
The present electron imaging software offers a greater pixel resolution than the OMDAQ
system that has been in use in the past. Although it is straightforward to extend the
pixel resolution to higher values we have opted to limit it to 512 and less. The images
are produced with a colour depth of 256 colours. A screen shot of the imaging software is
shown in figure 4.12.
The software also offers superior imaging speed. We can obtain an estimate of the
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maximum imaging speed that can be achieved by observing table 4.2. We see that, based
on the specifications of the NI PCI 6111, the imaging speed is limited by the DAC con-
version speed to 2.5 MegaSample/s when utilising two output channels. This conversion
rate, i.e the collecting 2.5× 106 points, translates to ≈ 9.5 frames/s at a pixel resolution
of 512× 512 and ≈ 38 frames/s at 256× 256. However, there are other factors that must
be accounted for. One is the speed at which the PC can handle the flow of the large
volumes of data. Another, is the limit on the speed that the ion beam can be manipulated
spatially. This is particularly true when using magnetic scanning due to the hysteresis in
the scan coils. Thus, as far as speed is concerned the system can operate at a maximum of
9.5 frames/s at 512×512, subject to the limitations of the PC and beam scanning system.
Pixel, Line & Frame Averaging
If one wishes, the system is able to incorporate an averaging feature while collecting the
data for imaging. The possible averaging options are Pixel, Line or Frame. This averaging
refers to how the system collects data to assign an intensity to the pixels in the image.
If one opted for n averages then the system will, in all averaging modes, use n values to
obtain an average for each pixel. The averaging modes differ in how these n values are
collected. For Pixel Averaging the beam is held stationary at each pixel until the required
n samples are acquired. In Line Averaging each line of the image is scanned n times until
the n samples for each of the pixels of that line are collected. In Frame Averaging the
complete frame is scanned n times. The possible values for n must be powers of 2. i.e
2, 22, 23, 24 . . . upto a maximum of 512.
These averaging features are useful if one deals with beam intensity or energy fluctua-
tions. This is particularly relevant to imaging using electrons due to their high sensitivity.
Such beam related anomalies have significant effect on the quality of the image produced.
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Line Scan
The system offers the user to define line scans so as to collect data along a line of interest
in the sample. The line scans are defined by simply drawing on the image. A maximum
of two line scans are allowed and they can be in any orientation.
Region of Interest (ROI)
It is also possible to restrict the imaging to specific regions of interest. These regions can
be of any shape, defined by simply drawing on the image. There are many possible shapes
that may be used for defining these ROIs. This includes the free hand tool.
Magnification
We have incorporate a magnification feature which allows the user to define a square
region of interest which is then imaged at the same pixel resolution as the original. This
essentially brings about a magnification of the selected region. The possible sizes of the




8 of the scan area corresponding to the
allowed magnifications of X2, X4 and X8.
We have achieved this feature is by combining the ROI feature followed by an increase
in pixel resolution beyond 512 × 512. As mentioned previously the imaging system is
capable of working at pixel resolutions much greater than the allowed 512 × 512. For
instance a choice of X4 will mean that the system will scan the image at a pixel resolution
of 2048 × 2048 within the ROI, thereby collecting the required 512 × 512 necessary for
imaging.
Proceeding beyond X8 is ill-advised owing to noise in the system. This can be observed
in figure 4.13, where the voltage steps relevant to various resolution settings are shown.
The noise in the system manifests itself as a wobble in the beam position and it can be
seen that at a resolution of 8192 × 8192, this wobble will make the beam spot move into
the spaces of adjoining pixels.
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Figure 4.13: The voltage increments, measured at a DAC output of the DAQ card, corre-
sponding to the beam moving by a single pixel, for resolutions 1024, 2048, 4096 and 8192.
The relation of the signal strength to the noise is apparent.
Examples
All the images presented in section 4.3.3 have been produced using the ion induced electron
imaging system. Another example is given in figure 4.19. Here the imaging system has
been used in conjunction with the automatic focusing system (section 4.7).
4.4 An Automatic Focusing System for MeV Ions
4.4.1 Quadrupole Fields for Focusing MeV Ions
The technology behind the focusing of electron beams is well established. The lenses used
for electrons exhibits cylindrical symmetry and the beam optical properties are straight-
forward and well understood. Owing to the large disparity in mass, it is unfortunate that
these focusing elements cannot be easily ported for the focusing of ion beams. The field
strength required to focus 2 MeV protons turns out to be as much as 430 times stronger
than that necessary for 20 keV electrons. In order to achieve such high field intensities
using the electron cylindrical focusing elements one will have to resort to elaborate, techno-
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Figure 4.14: The quadrupole field and a quadrupole lens. NOTE: Extracted from [14]
logically challenging superconducting means of driving very large currents. An alternative
to this is to use magnetic quadrupole lenses that are easier to construct but whose beam
optical properties are not so straight forward. Hence, the focusing of MeV ions tend to be
more complicated.
4.4.2 Quadrupole Fields & Quadrupole Lenses
As depicted in figure 4.14 (extracted from [14]) a quadrupole field has its field lines
at right-angles to the direction of propagation of the ion. The lens effects its focusing
action via the Lorentz force, F = q−→v × −→B . The strength of the quadrupole field varies
radially leading to a variation in the magnitude of this Lorentz force. The field and force
being stronger near the pole regions. Further, upon inspection it is easy to notice that a
quadrupole field tends to compress the particle envelope in one direction while elongating
it in the orthogonal direction. Whence, a square shaped beam entering the quadrupole
field of figure 4.14 from above, will exit as a horizontal line. Thus, it is necessary to have
at least two focusing lens elements to achieve a point focus. By convention, lenses that
squeeze the particles into a vertical line are deemed converging and positive. Lenses that
squeeze the ion envelop to a horizontal line are diverging or negative. So, a converging
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lens yield a vertical line with a small horizontal width.
Field Profile





)n−1  Field profile of a 2n pole lensfrom [135]
where
B0 the magnetic field at the centre of the pole tip
r0 the distance from lens axis to the centre of a pole tip
r radial distance from the axis, along a radial through the centre of a pole tip













where we have used the coordinates system appearing in figure 4.14.
Field Contaminants
A pure quadrupole field exhibits perfect four-fold symmetry and has infinitely long, hy-
perbolically shaped pole tips [14]. The purity of the quadrupole field is affected when
these ideal conditions are not adhered to. The general expression for the magnetic scalar









n sin(nθ − αmn)

Magnetic Scalar potential for a
practical quadrupole field that may
not satisfy the criteria for an ideal field
From [14]
where kmn represents the intensity of the contaminant. m gives the symmetry appli-
cable to the contaminant field via
Φ(r, θ) = −Φ(r, θ + pi/m)
and n is the multipole index which represent higher harmonics of that contaminant field.
r is the radial distance and αmn the rotational phase difference of the contaminant fields.
νmn =
 1 for n = m, 3m, 5m, ...0 for all other n
A departure from the hyperbolic shape of the pole tip will result in the appearance
of higher harmonic fields. These harmonic fields will still satisfy four-fold symmetry and
therefore will be odd multiples of the quadrupole field such as the dodecapole field (k26),
20-pole field (k210) and so on. k22 represents a pure quadrupole field.
On the other hand, if the four-fold symmetry of the field is not perfect, other higher
order field contaminants that do not satisfy four-fold symmetry appear. These are not
harmonics fields. These are the pure sextupole field (k33), pure octupole (k44), etc and
their harmonics (k39) 18-pole field, (k312) 24-pole, (k412) 24-pole field, (k220) 40-pole field,
etc.
Ideally for a perfect quadrupole field we would want knm = 0 for n > 2 and m > 2.
Some of these contaminant fields may be eliminated in the construction of the pole tips.
More details may be found in [14].
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Figure 4.15: Schematic of an ion focusing system
Attribute Value
Object Distance 7.7609 m
Image Distance 70mm
Lens Bore radius 3.75 mm
Lens Length 55 mm
Table 4.3: Specifications of the lens system of the CIBA’s 10◦ beam line which is connected
to the p-beam end stage
4.4.3 The Focusing System
The fundamental principle of a lens system that uses quadrupole lenses is no different to
that of a simple optical system. An object is place at a distance away from the lens and a
demagnified image of it produced in the image plane. The object used in an ion focusing
system is an adjustable aperture that essentially allows only a rectangular cross section of
the ion beam through. This object is also referred to as the object slits and are normally
made of metallic (Tungsten Carbide) cylinders that are mounted on micrometer screws
that allow adjustments, of the order of micrometers, to the size of the object aperture.
The beam is then allowed to propagate a distance, the object distance, before entering the
lenses to be demagnified and brought to a focus in the image plane.
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The image of the object formed at the image plane can be thought of as been made
up of two portions; (1) the geometric, demagnified image of the object and (2) the halo
dependant on the divergence at the entrance to the lenses. Thus, it is usual to have an
additional aperture, the collimator slits, positioned before the lenses specifically to cut
down the divergence of the beam. This is depicted schematically in figure 4.15. The
effects of the halo is more prominent in the low demagnification direction.
4.4.4 Basic Ion Optics
Aberration Coefficients
The requirement of an ideal lens system is to produce a demagnified image with dimensions
that are a fraction of those of the object’s. We are not concerned with the quality of the
image but only that all the ions pass through the image area. Thus, one would expect








 Ideal relationship between thedimensions of the image and object
where o denotes the object and i the image.
However, as mentioned previously, the operation of ion lens system is complicated.
There are other factors that need to be accounted for in the image-object relationship.
It is a fact that the directions of the ions’ velocities also play a paramount role. Thus,
the angle of projection of the velocity vector onto the x − z plane, θ, and the angle of
projection of the velocity vector onto the y − z plane, φ also enter into the relationship.
There are also other system variables that influence probe formation. These factors lead to
effects, or abberations, that can be differentiated as being either (1) intrinsic:dependant on
beam properties and independent of the quality of the lens system or (2) parasitic:beam
independent and dependant on the imperfections of the lens system. Even the most
perfectly constructed lenses will exhibit intrinsic abberations. They represent a limit to
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the perfection attainable in an ion optical system. Parasitic abberations can be eliminated
by improving the quality of the lens construction and their alignment.
In view of this, a more realistic functional relationship will take the form [14]






1 + . . .
where the coefficients A are constants and are known as aberration coefficients. The
above is an expansion of the image dimension as a polynomial of the possible system
variables. These are not limited to those variables mentioned earlier. Others, such as the
fractional momentum drift or chromatic aberration, δ, lens translations, lens tilts, lens
imperfection, . . . etc also need to be incorporated. The order of the aberration coefficient
An is given by the sum (j + k+ l). A similar expansion holds for the y direction but with
different A coefficients.
The A coefficients are normally written in a notation peculiar to ion-optics. In this
notation 〈y | θ2φ〉 is the coefficient of the term θ2φ in the expansion of y. Adopting this,




+〈x | θ〉θo+〈x | θδ〉θoδ+〈x | θ2〉θ2o+〈x | θ3〉θ3o+. . .+〈x | θnφm〉θnoφmo +f(xo, yo, θo, φo, δ, P )
(4.1)
P represents the parasitic elements of the system.
It must noted that a magnetic lens with 2n poles can contribute terms of the order of
n−1 or higher. So that a sextupole field for instance will only contribute second or higher
order terms.
Important Aberration Coefficients
Here we will try to appreciate the significance of some of the more important aberration
coefficients and their effect on probe formation. Some other aberration coefficients are
given in table 4.4, which has been reproduced from [14], where there is an in-depth
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appraisal of this topic. Relevant information can also be obtained from reference [135].
Focal Length The focal lengths for a quadrupole lens system is given by




The focal lengths of a
quadrupole lens system
from [135]
It follows (see [135]) that sextupoles and other higher order multipoles have infinite
focal lengths and thus are unable to achieve a beam focus. These higher order lenses
are instead used in conjunction with quadrupole lenses to eliminate higher order
contaminant fields. Here the quadrupole provides the main focus while the other
multipoles removes the contaminants.
Astigmatism It is of grave importance for a ion-optics lens system to have coincident
image planes in the x and y directions. It fact this is the criterion for a lens system
’to be in focus’. The distances from a given point in the system (i.e from the point
where the polynomials are evaluated at) to the image planes are given by
C10 =
〈x | θ〉




Distances to the image planes
from the point where the aberration
coefficients are determined [135]
〈x | θ〉 and 〈y | φ〉 are referred to as the astigmatism coefficients. It is always possible,
in principle, to vary the currents of a lens system to obtain larger demagnifications.
Quadrupole probe forming systems however are usually designed with a fixed working
distance in mind, and therefore these lens systems operate using a fixed focal plane,
non-varying demagnifications, and the stigmatic condition C10 = C01.
Demagnification An important characteristic of a lens system is its demagnification.
The demagnifications in either directions are given by 〈x | x〉 and 〈y | y〉. However,
under stigmatic conditions, when the point of evaluation is at the image plane, i.e
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Table 4.4: Dominant aberrations of the quadrupole probe-forming systems. NOTE: Re-
produced from [14]
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when C10 = C01 = 0 the demagnifications are given by
Dx = 〈x | x〉 = 1〈θ | θ〉
and
Dy = 〈y | y〉 = 1〈φ | φ〉

Demagnifications, when the system is
stigmatic and the point of evaluation
of the polynomials are at the
image plane.From [14, 135]
Chromatic Chromatic aberration is an intrinsic aberration that arises due to fluctuations
in the beam energy. The effect of this aberration is incorporated into probe formation
via the coefficients 〈x | θδ〉 and 〈y | φδ〉. This has significant consequences as the
magnetic force exerted by the lenses via the Lorentz force is strongly influenced by
variations in the ions’ momenta. Further, this aberration is highly dependant on the
divergence of the beam. The more divergent the beam is the more it interacts with




Spherical The most significant intrinsic aberration is the, third order, spherical aber-
rations given by 〈x | θ3〉 and 〈y | φ3〉. Spherical aberration arises from the small
differences in the magnetic force experienced by the particles traveling at diffract
angles to the axis [141]. There are also contributions to spherical aberration from
the cross terms in θ and φ namely 〈x | θφ2〉 and 〈y | θ2φ〉, causing the probe to be
drawn out into four cusps.
Rotational Rotational aberration is the most damaging of the parasitic aberrations to the
dimensions of the probe. While other aberrations such as tilt and displacement, tend
to shift the probe position, this results in its enlargement. It is documented [141]
that in worst cases, rotational aberrations imposes a lens alignment tolerance of
about 10-20 µrad.
Other parasitic aberrations Other parasitic aberrations of relevance arise due to the
imperfections in the lens, resulting in deviations from a perfect quadrupole field.
Some of these are given in table 4.5, which has been adapted from [143].
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Table 4.5: The relationship between the the type of pole misalignment and the resulting
parasitic multipole component.A filled circle represents a NORTH pole while and empty
one a SOUTH pole. An arrow pointing inwards or towards an adjacent pole indicates
that the pole is strengthened. Effects other than misalignment, such as pole tip material
inhomogeneities or pole winding errors, may also introduce the parasitic multipoles listed
here. NOTE: Adapted from [143]
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First Order Theory
A solid understanding of the properties of an ion-optics system requires the knowledge
of aberration coefficients. It is possible, in principle, to obtain these values theoretically
by solving the equation of motion for the propagation of an ion through the various
elements that make up the system. Due to the non-trivial polynomial relationship 4.1,
it is impractical to obtain general closed form, analytical relationships that completely
describe the ion-optics system. Thus it is usual to seek solutions by numerical means
using digital computers. This ray-tracing methodology is well described in [14]. However,
for a first order analysis, i.e an analysis that incorporates the effect of only the first order
terms in the polynomial expansions, the mathematical manipulations are straight forward
and are usually solved using matrix algebra. A detailed explanation of the first order
theory may be found in [135].
It must be borne in mind that it is the first order terms that are the most significant
for the focusing action. Apart from chromatic and spherical aberrations, none of the other
the higher order intrinsic aberration effects are very significant. On the other hand, as
is apparent from table 4.4, there are numerous parasitic aberrations that can spoil the
quality of the probe. But, these can in principle be corrected and is a problem that can
be solved by improved engineering methodology.
4.5 The Oxford High Excitation Triplet
4.5.1 General Characteristics
The Oxford Triplet magnetic quadrupole lens configuration ( CDC ) is a high excitation
lens system with unequal demagnifications in the orthogonal directions. The individual
quadrupoles are arranged in a Converging-Diverging-Converging configuration with the
first two connected so as to carry the same current. This duo will be referred to as the
doublet and the third as the singlet. With the use of the improved Oxford Microbeams
OM52 High Demagnification lenses, CIBA has managed to achieve a world record spot size
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of 35 × 75 nm2 [13]. Due to the use of high currents the focusing involves the horizontal
beam envelope crossing the beam axis and having a very short focal length. High excitation
systems although yielding high demagnification also have significantly large aberrations.
However, the improved construction and the flexibility in accurately aligning the lenses
play an important role in minimising these effects.
4.5.2 The Decoupled Nature of the Oxford Triplet
It is usual for the beam focus in the X and Y directions, not to be independent of
each other. However, quite fortuitously, the Oxford Triplet has a degree of decoupling
in the focussing of the orthogonal directions. It is possible with this lens configuration to
alter, to a first approximation, the Y focussing (by changing the doublet current) without
affecting the focus in the other orthogonal direction. The reverse however is not true. This
characteristic will be an invaluable consideration in an automatic focusing system due to
the simplification that it entails in the algorithms that attempt to minimise the beam spot
size. Evidence for this decoupled nature is provided in the next section. Figure 4.16 shows
the behaviour of the Oxford Triplet. Shown here are experimental data obtained via the
fitting procedure described in section 4.7.2. These curves clearly show the approximate
decoupled nature of this lens configuration. Altering the singlet current results in similar
changes in both X and Y . On the other hand, changing the doublet current changes the
Y focus but causes the X focus only to change minutely. In fact the change in Y is about
two orders of magnitude higher than that for X. Thus, the focusing action is extremely
sensitive to changes in the doublet current. So, while focusing it is important first to
achieve a horizontal focus and then to optimise the vertical focus.
4.6 Focusing at CIBA
4.6.1 Focusing By Eye
In the conventional mode of beam focusing, one first achieves an approximate focus by
observing, through an optical microscope, the ion induced luminescence from a piece of
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Figure 4.16: The effect of changing the currents of the singlet and the doublet of the
Oxford Triplet. TOP: shows the effect of altering the current through the singlet and
BOTTOM: that through the doublet. Adjusting the singlet has a similar effect on both
the X and Y FWHM. On the other hand an adjustment to the doublet causes the Y
FWHM to change drastically while the X FWHM essentially remains constant.
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quartz. The beam is then allowed to scan over a resolution standard, usually a metallic
mesh, and the focus is improved until the image is of an acceptable quality. Then the focus
is further refined by scanning the beam spot over a sharp edge of the mesh and adjusting
the focus appropriately. A mathematical appraisal of the relevant FWHM deconvolution
procedure is provided in sections 4.6.2 and 4.7.2.
The quality of the beam spot focus obtained is only as good as the quality of the
resolution standard used. Over the last few years, CIBA has been able to produce superior
resolution standards [22, 39] that are invaluable in focusing. Another concern in focusing
is the time required to achieve a given focus. This is strongly dependant on the type of
signal used and also on the experience and training of the operator. In this respect RBS
and PIXE signals tend not to be the most suitable due to their small interaction cross
sections. The use of electrons or STIM is usually preferred.
The introduction of the previously mentioned rapid imaging system, with its increased
pixel resolution and real time imaging capabilities, significantly expedites this focusing
process.
4.6.2 Deconvolution of Beam FWHM
It is always necessary to be able to have a quantitative measure of the widths of the beam
spot. The widths are normally gauged by observing the line scan resulting from the beam
been scanned over a sharp edge. It is usual to assume that the particle distribution within
the beam spot is gaussian; a fact that has been confirmed by experimental observations.
Following a mathematical analysis akin to that given in section 4.7.2 one ends up with a














Function describing the shape of the
line scan produced with signals such as
RBS, PIXE or STIM, by scanning
the beam over a sharp edge
(4.2)
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Figure 4.17: Shape of the line scan in scanning a gaussian profile over a sharp edge. See
formula 4.2. The above shape is obtained with signals such as RBS, PIXE and STIM.
f is the FWHM of the beam spot in the direction orthogonal to the scan direction. a is
the position of the edge along the X axis. This beam scan scenario is shown in figure 4.17.
Note that the above function is in a form where it has been normalised to unity.
Note that
























= 0.1195 ≈ 0.12
Thus, we may gauge the value of f by measuring the distance between the points where
the line scan intensity is 88% and 12% of the maximum.
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4.7 Automatic Beam Focusing using Secondary Electrons
As can be appreciated from the discussion so far, unlike e-beam writing technology and
electron microscopy, MeV proton focusing technology is still in its development phase and
is necessarily more complex because of the high momentum of the protons. Focusing at
CIBA is achieved by manually adjusting the lens currents of the Oxford Triplet so as to
minimize the orthogonal dimensions of a proton induced fluorescence image. Alternatively,
for sub-micron focusing, the beam spot size can be manually minimized by mapping proton
induced signals (e.g. from X-rays (PIXE), backscattered protons (RBS), ionoluminescence
(IBIL), transmitted ions (STIM), proton induced secondary electrons etc.) whilst scanning
the proton beam across a resolution standard. Since these manual modes of beam focusing
are inherently slow and dependent on user perception, training and experience, there is a
need for an expeditious, rapid, reproducible and accurate way of beam focusing and beam
spot size determination.
To this end we have developed an automatic focusing system which utilises the rapid
imaging properties of the previously addressed ion induced secondary electron imaging
setup (section 4.3). This rapid imaging has been achieved in our system by using a
combination of software developed in-house along with DAQ computer cards from National
InstrumentsTM for data acquisition and computer cards from Oxford MicrobeamsTM for
the remote control of their OM52E quadrupole power supplies. The software written in the
C++ programming language in the.Net environment, utilizes the National InstrumentsTM
NIDAQ and IMAQ libraries for data acquisition, beam control and data presentation some
libraries from Numerical recipes in C++ [144] are also used for some of the mathematical
routines.
With this automatic focusing system, an MeV proton beam can be focused to sub-
micron spot sizes in approximately 2 to 10 min, depending on the starting conditions.
Due to the copious number of secondary electrons generated, the focusing procedure can
be carried out in real time and allows for automatic, rapid and accurate focusing.
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4.7.1 Constructing an Automatic Focusing System
Elements of an Automatic Focusing System
An automated beam focusing system requires adjusting the magnetic quadrupole lens
currents and the immediate monitoring of the resulting variation of the FWHM of the
beam spot in both X and Y directions. This routine will have to be repeated, with the
currents altered according to a definite minimizing algorithm, until the smallest possible
beam spot is achieved. We may identify three important operational components that
makes up such an automatic focusing system.
• Extraction of data on the beam spot,
• Deconvolution of the FWHM information,
• Making appropriate changes to the magnetic quadrupole currents.
Let us now elaborate on each of these components.
4.7.2 Implementing an Automatic Focusing System
Extracting Beam Spot Data
We need to acquire data on the beam spot dimensions in both the X and Y directions
simultaneously. How this is achieved is by using a good resolution standard that possess
sharp edges and perfectly vertical sidewalls [22]. This standard is first scanned rapidly to
form an image. Then the user is prompted to define two lines scans, one vertical and the
other horizontal for the collection of data pertaining to the X and Y beam spot dimensions
respectively. If required, the software may be instructed to average the intensity for each
pixel before constructing the line scan. This is useful if there are fluctuations in beam
intensity. The number of averages taken is adjustable.
Deconvoluting Information on the FWHM
The shape of the line scan obtained when a beam is scanned over a sharp edge contains
information on the FWHM of the beam spot in the orthogonal direction. A mathematical
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Figure 4.18: Shape of the ’modified’ error function.
fit to this line scan data can be used to extract the FWHM of the beam spot in both
the X and Y directions. Previously, when using PIXE, STIM or RBS signals, the FWHM
has been extracted with the knowledge that the resulting line scan is described by a
complementary error function [13, 39] (see section 4.6.2). However, when using secondary
electrons there is additional enhanced electron emission at the edge and therefore this
function needs to be appropriately modified. To this end we have represented this edge
effect by the inclusion of another Gaussian function, at the position of the edge. Figure 4.18
shows this. Given below is the mathematical treatment of the ’modified’ error function
used in our fit.
Adopting a Gaussian shape, the normalized beam function that represents the particle














particle distribution in a beam
with FWHM f , centred at x = X0
If this beam is scanned over a sharp edge the collected yield will be obtained by
integrating the above function over all x after been multiplied by a step function. The step
function represents the sample edge and causes the beam function to return a yield only
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in the region where there are primary particle interactions with the resolution standard.
Let the sample edge be at x = a so that the step function may be expressed as:
STEP (x) =
 1 x ∈ [−∞, a]0 x ∈ (a,∞]
The yield collected by the detector will be given by

































If we now incorporate the enhanced electron emission by the augmentation of a Gaus-
sian function, the complete function that represents the line scan due to an electron signal
is given by














Function describing the shape
of the line scan produced
by a secondary electron signal
The Fitting Procedure
The mathematical fitting of the above function to the line scan data was achieved by means
of the non-linear Levenberg-Marquardt method. The Error function was calculated using a
remarkable algorithm due to Chebyshev. More details of these may be obtained from [144].
The actual formula used in the fit is given below. The five fitted parameters are a, Herr,
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Hgau, Hlow and f .



















the fitting of the
line scan data
Optimisation of Quadrupole Currents
In our preliminary investigations, we have used the simplest beam spot minimisation
algorithm possible, that of incrementally stepping through each quadrupole lens current
until a minimum FWHM is found in each direction. I.e the current is increased until
FWHM goes through a minimum and begins to increase. The increment step size was
then decreased and the routine repeated until location of the minimum was refined to a
predetermined accuracy.
4.7.3 Results
The beam resolution standard used was a 10 micron thick mesh standard fabricated using
proton beam writing and nickel electroplating, which features ≈ 15µm holes and ≈ 15µm
grid bars [39]. Due to the decoupled nature of the X and Y focus in the triplet configu-
ration, only 2 successive iterations in the X and Y directions were needed, taking around
2 to 10 minutes, depending on the initial focus conditions. In the case described here, we
focused a 1 MeV proton beam to around 5µm spot size (at around 50 pA current) and
scanned the beam across the grid. These start conditions were chosen to reflect the typical
beam spot dimensions that can be achieved by reproducing the quadrupole lens currents
at the best focus conditions, the reproducibility in the focus being limited by hysteresis.
The 2D secondary electron map of the grid, and the corresponding X and Y line scans are
shown in Figure 4.19. 4.19 (a) , (b) and (e) 4.19(c), (d) and (f) shows the results of the
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Figure 4.19: (a) 2D proton induced secondary electron scan across a calibration grid,
showing a beam spot resolution of around 5 × 3.5 µm, (b) corresponding X line scan
+ fit before focusing and(c) corresponding X scan + fit, after automatic focusing. (d)
2D proton induced secondary electron scan across the same calibration grid following
automatic focusing, showing a beam spot resolution of around 0.7 × 0.6 µm, (e) Y line
scan + fit before focusing and (f) corresponding Y scan + fit after auto focusing.
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automatic focusing, and indicates a spot size of 0.73 × 0.58 µm. It should be mentioned
at this stage that using RBS or PIXE for scanning over a straight edge can also be used
in the determination of the spot size, but since these processes produce a much reduced
signal compared with secondary electron emission, they cannot be efficiently used in the
automatic focussing process to sub-micron spot sizes.
4.8 Future Work
4.8.1 Rapid Imaging
Investigations into understanding and improving the secondary electron collection effi-
ciency need to be pursued. We need to discover the reasons for the appearance of the
peaks in the graphs of figure 4.5 and figure 4.8. Further, we may also have to review our
detector setup and opt to replace some of the components with others that offer higher
sensitivity and operational bandwidth. It is also possible to incorporate many more fea-
tures into the imaging software so as to allow more flexibility and reach for the users.
For instance we may: (1) incorporate an asynchronous mode of imaging allowing it to be
used with even RBS and PIXE, and (2) link the imaging kernel with the stage controlling
portion allowing the user to manipulate the target within the imaging software itself.
4.8.2 Automatic Focusing
The present automatic focusing system requires the participation of the user to provide the
line scans. However, it might be possible to realise this system with even less user input.
For instance, we may use the rapid imaging feature of our system to obtain a full map of
a grid pattern and effect a spatial fourier transform to extract the frequency of the spatial
variation of the image, which can be used to deconvolute the X and Y FWHM. Another,
feature that we have to consider incorporating is an intelligent algorithm to instruct the
user how to correct for beam steering by the lens system. Beam steering occurs when the
beams axis does not fall along the central portion of the lens system causing it to steer
the beam in addition to focusing. Correcting for this is usually done by translating the
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collimator apertures. A more elaborate means of achieving this is to have a stepper motor
controlled collimator aperture so that it may be manipulated remotely and automatically
by computer.
4.9 Chapter Summary
• In an effort to make the beam focusing aspect of proton beam writing user friendly
and efficient, a secondary electron based rapid imaging system and an automatic
beam focusing system has been devised.
• The detection of the secondary electrons for the rapid imaging system is achieved by
accelerating the generated secondaries to impinge on a scintillator that is coupled
to a PM tube. The output signal is a voltage representative of the secondary elec-
tron yield. A Faraday cage along with another accelerating ring is used to attract
and bolster the secondary electron signal. Studies of the influence of the cage and
accelerating voltage on secondary electron yield have shown unexpected features,
which we have not yet been satisfactorily explained. Further, investigation into this
is warranted.
• The rapid imaging system uses the National Instruments PCI 6111 DAQ computer
card for its implementation. Two of the card’s DAC are used for beam manipulation
while a ADC is used to read in the data from the PM tube based detector system.
The timing of the beam movement and data collection is effected by an operating
system independent pulsed signal generated by the DAQ card. This circumvents
some of the latencies introduced by the operating system and allows the attainment
of high imaging speeds.
• The imaging software is able to work at a greater pixel resolution and at a faster speed
than the DAQ software OMDAQ, presently in use at CIBA. Features such as line
scans, averaging modes, region of interest and magnification are also included. The
rapid imaging system has been successfully tested and images have been obtained
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with beam currents of the order of picoamperes.
• An automatic focusing system which utilises the rapid imaging aspects has been
implemented. Once the user has provided two appropriate linescans the software
automatically focuses the beam by controlling the quadrupole power supplies. The
focusing algorithm uses a simple minimising approach that utilises a modified de-
convolution formula for secondary electrons along with a fitting algorithm. This
simplification in the minimising algorithm can be attributed to the approximate
decoupled nature of the two orthogonal FWHM of the Oxford Triplet.
Chapter5
Incorporating CAD into P-Beam Writing
We at CIBA are constantly striving to refine all aspects of p-beam writing so as to make
it as accessible and as efficient as possible. One such area of concern is the creation of the
EPL files containing the point information required by Ionscan (see section 1.3.5, page 9)
to effect the p -beam writing. Much effort has been directed towards various means
of achieving this end [17]. In this chapter we report further development in this area.
We will present means of incorporating (1) the versatility of the computer aided design
(CAD) software AutoCAD with (2) intelligent algorithms for improving beam scanning,
while creating the EPL files.
5.1 Creating files for Proton Beam Writing
5.1.1 Creating an EPL file
One of most preliminary and significant steps in the p-beam process is the design and
creation of the EPL file necessary for Ionscan (section 1.3.5). Here a source file is first
created which contains all information of the desired pattern and then converted to the
EPL format, using Ionscan. The format of the source file may be one of the following.
Text or ASCII File Source file must be a list of the points that constitute the pattern
to be written. The points are described using their (x, y) coordinates in pixel units.
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The range of x and y thus depends on the resolution used.
Monochromatic Bitmap Source file must be in the black and white BITMAP format.
This BITMAP file may be generated by either some computer aided design (CAD)
software or by simply scanning a figure.
EMC Source file is defined using an emc file which is actually a ASCII file with certain
predefined keywords that describe the figure to be written. This emc language
was created upon recognition that, more often than not, most of the structures
in p-beam writing consists of standards geometrical shapes such as circles, annuli,
squares etc. These possible basic scan patterns are referred to as ’entities’ in the
emc formalism [17]. The use of the emc format has the added advantage that the
scan order and blanking has been optimized so as to reduce the number of blanked
points.
5.1.2 Blanked Points
There are a few considerations in creating an EPL file that must be borne in mind. These
issues arise due to the need of blanked points. Blanked point are those points on the beam’s
path that lie between any two shapes (section 6.3). These blanked points are additional
points inserted, during the conversion process, and are not part of the source file. As
can be appreciated the beam needs to be turned off at these points. Blanked points are
necessary to avoid the beam from making abrupt jumps between points that are separated
by non-irradiated pixels. Failure to correct for this will result in the unintended exposure
of pixels.
Since the beam spends as much time on a blanked pixel as it does on an irradiated
one, in the interest of time, it is desirable to make the number of blanked points as small
as possible.
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Figure 5.1: Raster scanning verses spiral scanning
Minimum Shape Distance
The number of blanked points are usually determined in the file conversion process by a
user defined parameter known as the minimum shape distance. This parameter is used by
the conversion algorithms to separate the original pattern into shapes (section 6.3). Any
irradiated points within the minimum shape distance of each other will be considered as
belonging to a single shape and no blanked points will be inserted between them.
All the source file formats require the minimum scan distance in the conversion process
except the emc file which consists of predefined shapes with optimized scanning algorithms
for each.
5.1.3 Scan Order
The order with which the beam is scanned over the sample is embodied in the EPL file and
is decided during its creation from the source file. This scan order has a strong bearing on
the number of blanked points and as well as the quality of the resulting p-beam written
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Figure 5.2: The effects on sidewall smoothness due to the beam overshooting the edges.
structures. Figure 5.1 shows an example of an annulus being written in two different scan
modes: raster and spiral. The situation depicted shows both figures having the same
number of irradiated points. As is, the raster scan has blanked points that constitute
approximately 25 % of the already irradiated points. The spiralling algorithm follows the
contour of the figure and requires minimal or no blanking in this example.
The scan pattern also affects the quality the sidewalls. Figure 5.2 shows the effect
on the sidewall smoothness due to the beam overshooting the edge while being raster
scanned. This will not be so for spiral scanning as it essentially follows the contour of
the boundary. However, it must be noted that it is not possible to spiral scan all shapes
without blanking. This will be made clear it the following sections that deals with the
spiral filling algorithm.
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5.2 Harnessing the versatility of AutoCAD
5.2.1 Importance of CAD
In instances where the pattern to be written is complicated and/or involve overlapping
basic figures the emc approach becomes inappropriate. One is then forced to use either the
ASCII or BITMAP alternatives. When dealing with large scan resolutions (e.g 2048×2048)
these becomes inconvenient and time consuming to design. In the case of the ASCII files
the user will have to input a large number of (x, y) coordinates and in the BITMAP
format the user will have to design the bitmap in a 2048×2048 pixels environment which is
cumbersome owing to the limited pixel resolution available on computer monitors. Further,
these approaches at times can become prohibitive to untrained individuals from outside
of CIBA who wish to utilise p-beam writing.
In view of all this it is necessary for us to have another means of (1) designing com-
plicated structures accurately and efficiently and (2) be able to incorporate means of
accommodating structures designed externally. One solution to this is to adopt a CAD
standard that is highly versatile and well accepted. We must then proceed to construct the
necessary conversion software to convert designs created therein to our EPL format. As
an initial step towards this goal we have adopted the ubiquitous CAD software AutoCAD
and developed the relevant conversion software. Further, owing to the importance of the
scan order (section 5.1.3) we have also developed intelligent algorithms that can affect
spiral filling and outlining to any arbitrary shape.
5.2.2 AutoCAD: A vectored graphic generator
AutoCAD is an ubiquitous professional drafting software environment whose versatility
goes beyond just creating precision computer aided drawings. It also has a database feature
incorporated, which allows the extraction of a multitude of other information concerning
the patterns created [145]. Drawings are created in AutoCAD by using standard, basic
drawing shapes such as lines, circles, arcs, splines and polylines. This may be done by
conventional drawing on screen with a pointing device or by using the scripting language
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AutoLISP. A point of significance is that AutoCAD works with vectored images so that
each of these basic shapes or ’entities’ have a mathematical representation. It is therefore
possible to produce precise drawings which can then be manipulated at will. For instance,
one may draw an arc by simply specifying the centre coordinates, the radius and the
angle subtended. Once drawn, this item may be reproduced, shifted, rotated or scaled as
desired.
In contrast to this would be the flat or non-vectored formats. An example of which is
the BITMAP format. Here the information of any drawing is stored as the colour states
of the pixels and thus does not possess any information as to what is actually contained
within that drawing.
5.2.3 AutoCAD: Drawing eXchange Format (DXF)
As indicated previously AutoCAD associates with each drawing a database containing
information of the entities that makeup the drawing. This database is complete in the
sense that all information necessary to reproduce the drawing is included. In order to
access this database and to be able to transfer information between different CAD software,
AutoCAD came with a file format specifically for the exchange of information contained in
the database. This file format is known as the Drawing eXchange Format or DXF . Since
its introduction the DXF format has been so widely adopted as a drawing data exchange
standard, that it is possible to use other CAD software (e.g Microsoft Visio) to create
drawing that ultimately outputs a DXF file.
In view of the above it is clear that the ability to use DXF files for the creation of
the EPL files for proton beam writing will add great breadth to the applications and
accessibility of p-beam writing.
Adopting DXF files into Proton Beam Writing
AutoCAD’s abilities at creating drawings far exceed the requirements for creating 2D
EPL files for p-beam writing. As such we have not attempted to incorporate the full
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complement of AutoCAD’s features into our conversion programme. Instead we deal only
with drawings made up of the basic LINE, CIRCLE, ARC and POLYLINE entities.
These alone provide much breadth to the possible drawings that can be created. If the
need arises it is possible to incorporate the other entities. The information in a DXF file
is formatted in a standard manner using keywords and formatting rules. Not surprisingly,
a DXF file contains far more information than is required for the creation of an EPL
file. What is required is only the information necessary for the reproduction of the basic
shapes that make up the pattern. Means to access and recognise this basic information
that is relevant, namely the specifications of the entities, may be found in reference [145].
However, what we may extract from a DXF file is only information necessary to generate
the boundaries of the intended pattern. There is no information on how the figure is to be
filled or scanned. Thus, we have to incorporate a means of augmenting this information in
the conversion process. This will be through the incorporation of the filling and outlining
algorithms presented in the following section.
We used the information from [145] to access the DXF file and to reproduce the
drawings constructed using a CAD software. For this we utilised the concept of linked lists
for the storage of the information and Bresenham’s algorithm for drawing straight lines in
a digital environment. The software was written in C++ in the .NET environment.
The software that accesses the DXF files and reconstructs the drawing is calledMetaEdit.
It also has intelligent filling and outlining algorithms incorporated for improved beam scan-
ning. The user is prompted in the conversion process to specify the regions that is to be
filled. More of this software will be presented in section 5.4
5.3 Intelligent Algorithms
As delineated in section 5.1.3, the order in which the beam spot is scanned has a bearing
on the quality of the p-beam written pattern. It also determines the total writing time
owing to the need for blanked points. This lead to the investigation of ways of improving
the scanning algorithms used in p-beam writing. This section presents the results of that
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Figure 5.3: Example of a typical pixel combination. The pixels in blue are filled and the
ones in yellow are not. The red pixel at the centre is active.
investigation which resulted in two algorithms. One for spiral filling and the other for
outlining. These algorithms are designed to be able to accommodate any closed figure
irrespective of its complexity. However, it must be appreciated that it is impossible to
spiral fill all figures without invoking blanking. Even the most symmetrical of figures may
require some blanking.
The algorithms inspired by the work [146] is based on the fact the any one pixel is
surrounded by only eight other pixels so that there are only a finite number of pixel
combinations that can occur. We simply account for all the possible combinations and set
down rules as to how the algorithm must proceed when faced with any given combination
of pixels. In the following sections we will present the rules adopted in dealing with these
possible combinations.
5.3.1 Arbitrary Spiral Shape Filling
The Rules
We need to formulate an algorithm to realise the spiral filling of an arbitrary figure. Such
an algorithm must start at some interior point of the boundary of the figure and proceed
to follow it, from one pixel to another, while noting down their coordinates for irradiation.
Let us refer to the pixel that the algorithm just marked for irradiation as being active.
In the next iteration, the algorithm will have to chose another pixel to activate. The
situation thus turns out to be as depicted in figure 5.3. Here the active pixel is in red.
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The pixels that the algorithm has marked for irradiation are in blue. The pixels that the
algorithm has not yet visited (or will not visit) are in yellow. In the next iteration one
of the surrounding eight pixels will have to be activated. This activation must be done
in a manner that reflects our desire to follow the contour of the boundary. If we refer to
the already marked pixels as filled pixels, we may describe the action of the algorithm as
one where the active pixel moves along the contour leaving filled pixels in its wake. What
the algorithm needs to consider are the rules that the active pixel must abide by for us to
achieve the spiral filling.
The most basic rule that we must adopt are the following:
Rule 1: Pixels of the boundary will be deemed active
Rule 2: Pixels already filled cannot be activated
Rule 3: Pixels in the diagonal directions (i.e 1, 3, 5, 7) cannot be
activated
The basis of the first and second rules are clear. The third is necessary as diagonal
motion will result in the active pixel moving out of the closed shape. These rules leaves
only the pixels on the left, right, up or down to be activated. As indicated earlier these
rules will creates an impression that the red pixel is in motion and that it leaves filled
pixels in its wake. The motion of the red pixel is restricted to the 2, 4, 6, 8 directions.
We will now have to identify all possible pixel combinations and dictate how the red
pixel must act when encountered by any one of them. This is simplified by the finite
number of the possible combinations. We may categorise these combinations according
to the number of filled (blue) present. Table 5.1 shows the distribution of these. As will
be seen later, not all these possibilities will occur. For those that do occur, the rule for
the next activation will be determined by our initial objective of following the contour of
the boundary. For example, the next step for combination shown in figure 5.3, will be for
the red pixel to move down to pixel 4. We will also have need to pay special attention
to certain combinations. These combinations are called Traps, Bottlenecks, Starts and
Impossible. Details of these follow.
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Table 5.1: The number of possible pixel combinations. Not all of these will occur and
hence the actual number to be considered in the algorithm is less.
Bottlenecks
When the red pixels starts to move according to the above rules there will be certain pixel
combinations that will result in the red pixel being cut off from a region of the drawing.
An example is shown in figure 5.4. Here, according to our motion protocols the next step
will be to move down to pixel 4. But, in doing so the top region is isolated from the lower
one. Thus, it is necessary to record the (x, y) pixel position so that we may return to this
point after completing the lower portion. Combinations that cause such a separation will
are named Bottlenecks.
Traps
Under the said motion protocols there exists certain pixel combinations that will trap the
red pixel in a state that the rules cannot handle. An example of such a situation is shown
in figure 5.4. No combination of the rules will allow the red pixel to escape even though
there are regions that are not filled. These pixel combinations will be named ’Traps’. On
encountering a Trap the red pixel is made to jump to the last recorded Bottleneck. As can
easily be appreciated, the red pixel will have to go through a Bottleneck to reach a Trap.
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Figure 5.4: Examples of a pixel combination that is a Bottleneck, a Trap, a Start and one
that is impossible.
Starts
The algorithm is initiated by letting the red pixel freely move up and/or to the right until
it encounters a corner. These starting combinations require special attention and will be
named ’Starts’. An example is shown in figure 5.4 and figure 5.3.
Impossible combinations
There will be certain pixel combinations that cannot occur. These will not be included in
the code. Figure 5.4 too, contains an example of this kind.
Termination of Iterations
The termination of the iterations of the spiral filling algorithm, will have to be when all
of the interior pixels have been filled. An indication of this will be when the active pixel
is trapped. However, due to the existence of bottlenecks that isolate some regions from
others, it is necessary to continue the iteration until all the Bottlenecks are attended to.
Once this is done and the active pixel finds itself trapped, then the whole figure would
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Figure 5.5: Examples of a pixel combination that is a Breakpoint. The pixels in green are




The previous section discussed the basics of a spiral filling algorithm. There we presented
three basic rules which were then used to determine motion of the active pixel. However,
as a consequence of the first rule for spiralling the pixels on the boundary of the figure will
not be included in the spiralling list. If we wish to include these points as well, we will then
have to develop another algorithm designed for the outlining of an arbitrary boundary.
For this we will have to adopt an approach similar to the spiralling algorithm. More
specifically, we will have to look at all possible pixel combinations and have instructions
for the motion of the active pixel. However, this problem is less complicated than the
previous one. There is only a single rule that we need to abide by. Namely that the
active pixel can only move to pixels belonging to the boundary. Motion is all directions is
allowed, all combinations are possible and the only ’special’ combination to be considered
are Breakpoints.
Breakpoints
Consider figure 5.5. In the next iteration the active pixel will either have the active pixel
will move left thereby disconnecting itself from the region that pixel 5 belongs to. Such
combinations are called Breakpoints and need to be noted so that the active pixel may
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Figure 5.6: Screen shot of the DXF to EPL conversion programme that allows the incor-
poration of the intelligent filling algorithms.
return to them an attend to the region that was broken off.
5.4 Results and Discussion
All the algorithms discussed in this chapter are collected in a software that we call
MetaEdit. This software makes it possible to load an DXF file and then proceed to outline
and/or fill using the algorithms delineated earlier. The filling algorithm can be activated
via a user interface button and then the desired region is specified by simply clicking at
any point within it. A similar procedure is used for the outlining of the boundary. There
is a zooming feature that can be used as an aid with congested patterns. Once this is
completed the software proceeds to create the relevant EPL file. The user can specify the
pixel resolution, scan size and the minimum shape distance. Figure 5.6 shows a screen
shot of the software and figure 5.7 shows the results of a complicated figure that was
p-beam written from a pattern that was designed using AutoCAD and converted to the
EPL format using MetaEdit.
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Figure 5.7: TOP LEFT: The original image created with AutoCAD. TOP RIGHT:
The image after being processed for p-beam writing using MetaEdit. This image has been
created from the EPL file to be used for proton beam writing. The regions in black are
to be spiral filled. BOTTOM: SEM images of the structure after being p-beam written
on 10 µm thick SU-8.
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5.5 Chapter Summary
• There are a few means of creating the EPL file required by Ionscan for proton beam
writing. However, the need and benefits of adopting a ubiquitous CAD drawing
standard has been recognised. The commercial software AutoCAD was opted for
this purpose.
• The order in which the beam spot is scanned when creating a structure is an impor-
tant consideration in proton beam writing. The benefits of adopting a spiral scan
order, whenever possible, has been demonstrated. So as to be able to incorporate
this scan feature, we have developed an intelligent area filling algorithm that can
be applied to any arbitrary shape. A similar intelligent outlining algorithm has also
been development.
• The inclusion of the versatility of AutoCAD and the advantages of spiral scanning
into the EPL file creation has been achieved in the form of the software MetaEdit.
This software reads in the DXF files created using AutoCAD and then incorporates
the intelligent scan algorithms according to the discernment of the user. MetaEdit
has been successfully used to create the EPL files necessary to proton beam writing
of some complex structures.
Chapter6
Using Ionoluminescence for Dose
Normalisation
6.1 Dose Normalization
As described in chapter 1, proton beam writing imparts a latent image of the structure to
the target by preferential energy deposition. This image is subsequently developed using
an appropriate chemical developer. It is of utmost importance to ensure that the correct
amount of energy be deposited while writing. This ’correct’ quantity of energy, usually
gauged by the amount of charge that must be deposited, is referred to as the ’dose’or
’fluence’. This correct dose is normally ascertained by numerous experiments. The values
for two polymeric compounds that are in common use at CIBA, PMMA and SU-8 are
80 nCmm−2 and 30 nCmm−2 respectively. The thicknesses normally used in proton beam
writing are 10 - 30 µm for SU-8 and up to approximately 60 µm for PMMA. Although
it is important to adhere to these values, a tolerance of about ±10% is allowed thereby
leading to a more desirable dose window. If one strays too far from the prescribed dose
window the quality of the written structures suffer drastically. Too little a dose results in
the structures being unresolvable in the chemical development process whereas too much,
leads to blistering and cracking that damages the sample.
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Dose normalisation refers to means of determining the deposited charge and may simply
be defined as follows:
Definition 6.1 (Dose Normalisation) The purpose of dose normalization is to estab-
lish a relationship between the normalising signal and the deposited dose.
6.1.1 Signals used for Dose Normalisation
Figure 6.1: Some of the signals generated by the interaction of a MeV ion with the sample.
Details of these techniques can be found at [147] (RBS), [148] (PIXE), [14, 135]
The traditional normalising signals for dose determination or dose normalization, has
been the standard ion beam analysis methods such as RBS (Rutherford Backscattering)
and STIM (Scanning Transmission Ion Microscopy). Figure 6.1 shows some of the common
signals generated by a impinging ion on interaction with a sample. However, due to the
sparse scattering events that lead to backscattering, RBS does not offer a strong signal.
STIM in contrast, if used properly, enables the registering of single protons and offers a
copious signal. But, the use of STIM requires the complete sample (i.e polymer + seed
layer + substrate) to be sufficiently thin for the traversal of the proton through the whole
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bulk.Even with such a sample the STIM signal is so strong that one is forced to be limited
to very low beam currents in order to protect the detector. Further still, the detectors used
for STIM (photo-diodes) tend to be small in area and difficult to setup, making its utility
difficult for (micro, nano) structures extending over large (mm2) areas [20]. Another,
simpler means of dose normalisation is using time. However this requires as a prerequisite,
a highly stable proton beam current, which is difficult to realise if one does not possess a
stable accelerator.
6.2 RBS for Dose Normalization
In this section we attempt to exemplify the use of RBS in dose normalization. This will
serve two purposes: (1) the introduction of the process of normalization and (2) to bring
to light the inadequacies of RBS as a normalisation signal, for structures contained within
a small area. We will use SU-8 as the sample material.Consider a situation where we have
performed a calibration experiment and have the RBS data at our disposal.
6.2.1 General Normalisation
We will first have to establish a relationship between the collected RBS counts and the
number of protons that lead to those RBS counts. We can achieve this by fitting the RBS
spectrum from SU-8 and extracting the necessary information from it. The relevant fitting
theory can be found in reference [147]. The actual fitting is normally performed with the
aid of RBS fitting software.We will use SIMNRA [149] here.
Figure 6.2 is an actual RBS spectrum of a 30 µm thick sample of SU-8 bombarded by
2 MeV protons. The detector used was a surface barrier detector which extended a solid
angle of 62 mstr (milli steradian) at the position of the target. The figure is extracted
from SIMNRA [149] and also displays a fit to the experimental spectrum. (It must be
appreciated that it is sufficient for there to be a proper fit only of the leading high energy
edges of the spectrum as the sole purpose of fitting here is to determine the number of
impinging particles).
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Figure 6.2: RBS spectrum of a 30 µm thick sample of SU-8 on a Si substrate bombarded
by 2 MeV protons. The detector used was a surface barrier detector with a solid angle of
62 mstr. The figure also contains a RBS fit.Extracted from SIMNRA [149]
It is found that the total counts in the spectrum is 32166 and the total number of






protons mm−2. Table 6.1 has been constructed using these values to project
the number of RBS counts expected for various structure areas. Also included, adopting
Poisson statistics, are the relative errors applicable to the accumulation of the respective
RBS counts.
It is apparent from table 6.1 that the use of RBS as a normalising signal is reasonable
for total scan areas in excess of 10 × 10 µm2. The use of small numbers for normalising
is unwise due to the the statistical nature of the RBS signal.
6.2.2 Normalising A Single Pixel
It is necessary, in the context of this chapter, to inquire on the viability of the use of




Scan area Dose Required Error in
nC protons RBS counts RBS Counts (%)
400 × 400 4.80 2.996×10+10 26185 0.6
300 × 300 2.70 1.685×10+10 14729 0.8
200 × 200 1.20 7.489×10+09 6546 1.2
100 × 100 3.00×10−01 1.872×10+09 1637 2.5
50 × 50 7.50×10−02 4.681×10+08 409 4.9
40 × 40 4.80×10−02 2.996×10+08 262 6.2
30 × 30 2.70×10−02 1.685×10+08 147 8.2
20 × 20 1.20×10−02 7.489×10+07 65 12.4
10 × 10 3.00×10−03 1.872×10+07 16 24.7
5 × 5 7.50×10−04 4.681×10+06 4 49.4
1 × 1 3.00×10−05 1.872×10+05 1 < > 100
100 × 100 3.00×10−07 1.872×10+03 1 < > 100
10 × 10 3.00×10−09 1.872×10+01 1 < > 100
1 × 1 3.00×10−11 1.872×10−01 1 < > 100
Table 6.1: Dose required for a given area and the necessary RBS counts. Projected using
values from the RBS spectrum of figure 6.2
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negative one, as can be shown by quoting some typical values used in proton beam writing.
Consider, an experiment where an area of 500 × 500 µm2 is to be exposed at a reso-
lution of 2048 × 2048 pixels. (The need for high resolution will made clear in section 6.4)






µm × µm ' (244× 244)nm × nm
which clearly places it in the lower region of table 6.1. In fact a choice of a lower
resolution will not improve the situation to an acceptable degree, as can be seen for a






µm × µm ' (2× 2)µm × µm
6.3 Normalising Methods
In proton beam writing, the physical writing of the structure onto the sample can be
performed in three distinct normalising modes [15, 150]: Figure, Shape or Pixel normali-
sation. The choice of the normalising mode is dependant on the normalising signal in use,
the distribution of the shapes within a figure and on the sensitivity of the sample material.
The three normalising modes differ in the manner in which the scanning system [15, 17]
collects the normalising signal that controls the dose deposition.The terms shape and fig-
ure can be understood by observing figure 6.3. In accordance with the idea of Bettiol [15],
a shape may be defined as follows,
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Definition 6.2 (Shape) A shape, in the context of proton beam writing, is defined to be
any collection of irradiated points that are separated by one or many blanked points.
Figure 6.3: The distinction between a figure and a shape. This proton beam writing file
contains one figure consisting of four shapes.
6.3.1 Figure Normalization
In figure normalisation the ion beam is scanned over the whole figure as many times is
required so as to collect the total normalising counts for the complete figure, so that all
the points in the EPL file is traversed in a single cycle.
This mode is advantageous in situations where the beam quality is poor and is marred
with intensity fluctuations. Since there are many repetitions of the whole figure these
beam related variations tend to be averaged out. It is also very useful in the proton beam
writing of sample materials that are highly sensitive to dose (e.g SU-8) in conjunction with
a normalising signal that does not offer many counts (e.g RBS). A disadvantage of figure
normalisation is the repeated beam blanking that occurs during each cycle which might
limit the writing speed in the case of a slow beam blanking system. Further, due to this




In Shape normalisation each shape of the proton beam writing file is dealt with inde-
pendently. The scanning software repeatedly scans over a single shape until the desired
number of normalising counts for that shape is accumulated and then proceeds to the next
shape. This method reduces the total time the beam spot spends at blanked points and
can be thought of as the second fastest of the three normalising modes.
6.3.3 Pixel Normalization
Pixel normalisation is the most desirable and the most dependable of the normalisation
schemes. Here, the scanning system holds the beam spot at each irradiated pixel until
the proper dose is administered to it. Thus, any beam related fluctuations will be ap-
propriately accounted for automatically. Since the whole figure is traversed only once
this mode excludes any unnecessary blanking. The only difficulty in the utilisation of
pixel normalisation, in light of section 6.2, is the availability of a normalising signal that
provides enough signal.
One of the motivating factors for the study of ion induced secondary electrons [150] and
ion induced luminescence [151] is their use as a normalising signal for pixel normalisation,
due to its desirable self-correcting nature.
6.4 A word on Pixel Resolution
The proton beam writing of a structure can be performed at various pixel resolutions so
that the number of pixels the scan area is broken into can be changed. The values in use
are normally powers of 2. Eg. 256 × 256, 512 × 512, 1024 × 1024, . . . . The greater the
resolution used the smoother the proton beam writing structures are. Thus, the use of
as high a pixel resolution as possible is normally recommended. The choice of the pixel
resolution is dictated by the size of beam spot to be used; the pixel size being chosen to
be approximately an order of magnitude smaller. The use of an extravagantly higher pixel
resolution than is necessary will only result in a situation of overkill. Further, the higher the
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pixel resolution is, the larger the proton beam writing EPL file is. Although, theoretically
there is no ceiling to the pixel resolution, experimental conditions do impose an upper
limit. The smallest voltage step size imposed by the scanning system must be above the
level of noise in the scan system if the beam is to be manipulated as intended. With the
current setup at CIBA, we are able to use a maximum of 4096 × 4096 pixels. However,
most applications may be successfully performed at a pixel resolution of 2048× 2048.
6.5 Ionoluminescence from SU-8
Figure 6.4: The chemical structure of SU-8. Note: Extracted from [34]
SU-8 is an accelerated epoxy based negative photoresist. Figure 6.4 shows its chemical
structure. Its use in electron beam and optical (UV) lithography is well known [34]. It has
also been successfully used for creating structures using p-beam writing [5, 11, 23, 33, 152].
SU-8 has been observed to luminesce upon bombardment by energetic protons. This
ion induced luminescence is observed in many materials and has been used successfully for
the analysis of the material and any impurities (For example [153, 154]). Luminescence
can be broadly categorised as being either intrinsic or extrinsic. Intrinsic luminescence
stems from the excitation of the parent matrix and extrinsic luminescence from any im-
purities present. The extrinsic variety is the more common one. It will be seen that the
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luminescence of SU-8 seems to be of an extrinsic origin.
The proton induced spectrum of SU-8 is shown in figure 6.5. The spectrum was
obtained from a thick (> 100 µm) SU-8 sample being bombarded by 2 MeV protons,
using an Ocean Optics USB2000 CCD spectrometer. The spectrum lacks structure apart
from a solitary peak at 560±20 nm. Also, shown in the figure is the variation of the
luminescence yield with proton dose. The ion induced photons were collected with a
system developed inhouse using National InstrumentsTM data acquisition computer cards.
The photon counting head was a Hamamatsu H7421 which was coupled to the sample
using a Perspex light pipe mounted close to the sample in order to improve the light
collection efficiency. In contrast to the expected reduction of the photon yield due to
beam induced damage, there is initially a rise in the yield and then a subsequent drop.
The ionoluminescence emission intensity peaks at a dose of 25±5 nCmm2.Although at this
point we cannot offer a complete explanation for this phenomenon, it is suspected that
the chemical cross-linking process that occurs during irradiation has some intermediate
agent that possesses pi (pi) bonds which occur in sufficiently elongated chains to account
for the increase in yield.
6.6 Using Luminescence for Dose Normalization of SU-8
Since our objective was the utilization of the ionoluminescence as a mode of dose normal-
ization for proton beam writing, we restricted our investigation to typical samples used in
proton beam writing. I.e. SU-8 samples of thickness 10 and 30 µm spin coated on a silicon
substrate, and bombarded with 2 MeV protons. In what follows we will describe the de-
tails of our attempt at developing a means for the incorporation of the ionoluminescence
from SU-8 to proton beam writing small structures utilizing pixel normalisation.
6.6.1 Normalisation Theory
Dose normalisation requires us to establish a relationship between the administered dose
and the normalising signal. The situation with the proton induced luminescence from
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Figure 6.5: TOP: Proton induced luminescence spectrum of SU-8. BOTTOM: Response
of the ionoluminescence yield to proton dose. Note the initial rise in the intensity before
the subsequent decline.
173
Figure 6.6: Plot of the accumulated ionoluminescence yield with increasing proton dose
for SU-8 of thicknesses 10 µm and 30 µm. Mathematically this is the plot of the integral
of the BOTTOM curve of figure 6.5
SU-8 is more complicated than with RBS; the Dose-RBS relationship is linear, the Dose-
Ionoluminescence is not.
A simple means of establishing a functional relationship between the ionoluminescence
and the dose is by fitting the curves of figure 6.6 with polynomials. i.e we attempt to
represent the ionoluminescence yield, Yluminescence, as a functions of administered dose,
D, through a relationship such as
Yluminescence(D) = f(D)
where f(D) is a polynomial.
Thus, we can simply accumulate the ionoluminescence yield, which will be an indicator
of the administered dose, via the fit. This of course means that we will have to affect
a polynomial fit every time we are proton beam writing, as the fit is affected by the
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optical collection efficiency and sample thickness; a state of affairs that is most impractical.
However, the characteristics of the observed SU-8 ionoluminescence is highly reproducible.
In fact, it is observed that once a proper fit is established, we may then use that same
polynomial for other sample thicknesses and detector geometries by simply incorporating
a constant into the above relationship. i.e
Yluminescence(D) = kf(D)
k here represents the change in the collected photon yield due to the factors mentioned
earlier. This formalism however does not work for an extended dose range. Significant
differences appear as one increases the administered dose. However, the approach works
for doses up to and around 75 - 80 nCmm−2 which is far beyond the optimum 30 nCmm−2
dose. Thus, a proton beam writing experiment using ionoluminescence will just have to
establish the value of k, appropriate for that particular experiment by first running a
calibration experiment, where luminescence and RBS is collected simultaneously.
6.6.2 Experimental Details
Certain modifications had to be incorporated to the chamber so as to accommodate certain
peculiarities relevant to the photon collection system.
One was the inclusion of a perspex light pipe to improve the light collection efficiency
and also to improve on the non-uniformity of the collection efficiency introduced due to
beam scanning.
Another modification was due to the large disparity between the photon yield and
the RBS yield. The inclusion of RBS for the calibration, requires the use of a large
beam current so as to obtain an admissible count rate within a reasonable time interval.
However, the extremely sensitive nature of the Hamamatsu H7421 photon counting head
used proved this to be impossible during the mentioned, simultaneous, ionoluminescence-
RBS calibration runs. This difficulty was circumvented by the introduction of a set of
calibrated apertures in front of the photomultiplier tube which cuts-off a known fraction
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of the light entering it. The collected ionoluminescence yield was then appropriately
corrected according to the aperture cut-off percentage.
The use of an aperture during a proton beam writing experiment might also be war-
ranted if a large current is used. This poses no problem as any inclusion of an aperture
only requires the appropriate modification of the k constant.
6.6.3 Results
The above mentioned approach for the utilisation of ionoluminescence from SU-8 for proton
beam writing, using pixel normalisation was tested with a complicated structure, namely
the National University of Singapore logo. The sample thickness used was 30 µm. The
resulting structure, shown in figure 6.7 exhibits minimal scanning artifacts, sharp edges
and smooth sidewalls.
6.7 Chapter Summary
• In proton beam writing, it is important to ensure that one delivers an appropriate
amount of dose or fluence to create the structures in the polymer. Failure to do so
will adversely affect the quality of the written structures. Thus, it is not unusual to
monitor the administered dose via some ion interaction signal such as RBS.
• The amount of protons that need to be imparted to satisfy the dose criterion for the
writing of very small structures is also small. This introduces a difficulty in utilising
signals such as RBS for normalisation owing to the high statistical errors that mar
signals with a small number of counts. Thus, other more prolific normalising signals
need to be considered.
• The ion induced luminescence from SU-8 has been identified as a possible normalising
signal. The intensity of the luminescence shows a variation with the administered
proton dose. This variation is however consistent and we have developed a means of
using it for dose normalisation.
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Figure 6.7: Results of proton beam writing of 30 µm thick SU-8 using pixel normalisation
with ionoluminescence as the normalising signal. The scansize was ≈ 200 µm ×200 µm at
a pixel resolution of 512 × 512.
177
• The proton beam writing of a structure can be performed at different pixel reso-
lutions using various normalising modes such as shape, figure or pixel. The use of
luminescence has made it possible to employ pixel normalisation which is the most
reliable of the three.
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In this section we will revisit some fundamental ideas and theories that will be required
in understanding the material presented subsequently.
A.1 The Concept of A Cross Section
A.1.1 Total Cross Sections
Consider a beam of particles impinging on a target. Let us attempt to develop a quanti-
tative picture of the scattering taking place. In particular, let us determine the number
of particles N per unit time, that are involved in collision events when a there are N0
particles, per unit time, impinging on a target. It is reasonable to expect that this number
is proportional to the number of scattering centres per unit volume, ns, the path length
traversed by the impinging beam, l. Thus,
N ∝ N0nsl⇒ N = σTN0nsl⇒ σT = N
N0nsl
The constant of proportionality σT is characteristic of the properties of the target and
the projectile is is known as the total cross section. It may be observed that the total cross
section has dimensions of area. Thus, the cross-section is viewed as the interaction area of-
fered by the scattering centres for the impinging particle beam. Thus it is a measure of the
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probability of the occurrence of a scattering event. The following general definitions [155]
bring to light these two modes of interpretation.
Definition A.1 (Cross Section) the cross-section for a certain type of event in a given
collision as the ratio of the number of events of this type per unit time per unit scatterer,
to the flux of the incident particles with respect to the target
Definition A.2 (Cross Section) transition probabilities per unit time, per unit target
scatterer and per unit flux of the incident particles with respect to the target
Adding Cross Section
Consider a beam of particles impinging into a medium that contain two distinct types of
scattering centres. Lets us denote these by A and B and the respective total cross sections
by σA and σB. Let us try to obtain a single total scattering cross section σAB which
collectively describes the total scattering occurring.
If,
N0 = Original number of impinging particles
NA = Number of particles scattered from A centres
NB = Number of particles scattered from B centres





NAB = N0(nA + nB)lσAB
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But,
NAB = NA +NB













σAB = fAσA + fBσB (A.1)








A.1.2 Partial Cross Sections
A scattering event leaves the scattered particle in a different state to its original one. The
total cross section addressed in the previous section does not differentiate between the final
states the scattered particle changes into. Its only purpose is to discern if a scattering
event has occurred. If one requires the knowledge of the distribution of final states of
the scattered particle, then we will have to define another differential cross section that
yield this information. This differential cross section will have similar definitions to those
given in the previous section but in a ’differential’ sense. Owing to the degrees of freedom
available, a scattering event may have many differential cross sections.
As an example consider the inelastic scattering of a beam of particles. Upon being
scattered the particles’ states may be defined by their energy E and direction of exit,
described by the polar and azimuthal angles of scattering, θ and φ. Then the number of





















ns number of scattering centres per unit volume
N0 number of impinging particles,
t length traversed by the impinging beam,
δnE number of scattered particles with energy between E and E+δE,
δnθ number of scattered particles traveling in the direction defined
between polar angles θ and θ + δθ,
δnφ number of scattered particles traveling in the direction defined
between azimuthal angles φ and φ+ δφ
The quantities in the parenthesis are the respective differential cross sections. In fact
these are the singly-differential-cross sections (SDCS). We may go further by defining other







where δnE,Ω is the number of scattered particles with energy between E and E + δE
and moving into a solid angle between Ω and Ω + dΩ.
It is clear that if one integrates over the complete range of a differential cross section,












































A.1.3 Quantum Scattering Theory
Let us now mention a quantum mechanical result in relation to the differential scatter-
ing cross section. We restrict our discussion to the non-relativistic scattering of spinless
particles.
We can describe the scattering event as one where a plane wave, representative of the
incident beam,
ψincident(z) = Aeikiz
upon being scattered results in a outgoing spherical wave,
ψscattered(r) = Af(k, θ, φ)
eikr
r
representative of the scattered beam. f(k, θ, φ) is called the scattering factor and is de-
scriptive of the scattering process. Thus, the solution to the Schro¨dinger equation for the
scattering, will take the form
ψ(r, θ, φ) = A
{




Under such conditions it can be shown [155–157] that
dσ
dΩ
= |f(k, θ, φ)|2
Thus, the quantum mechanical determination of the differential cross section requires only
the determination of the scattering factor f(k, θ, φ)
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Figure A.1: The incident plane wave, eikiz, representing the incident particle beam and
the outgoing spherical wave, f(k, θ, φ) e
ikr
r , representing the scattered particle beam
A.1.4 Mean Free Path
The concept of a mean free path
From the definition of the total cross section from A.1 we have








as N1, the number of scattering events that is suffered by a
single particle in traversing a length l. We can now introduce a mean free path, λ, to
represent the mean distance traveled by the particle between two collision events, so that
N1λ = l⇒ (σTnsl)λ = l⇒ λ = 1
nsσT
(A.2)
The mean free path is more useful in representing the propagation of a particle than
the total cross section as this takes the target’s particle density into account.
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Adding Mean Free Paths
Following section A.1.1 let us obtain the mean free path for a target containing two distinct




















































Relationship between the polar angle θ and the solid
angle Ω for a situation where there is isotropy in the
azimuthal angle








= 2pi sin θdθ
A.3 Binary Encounter Basics
Let us consider the kinematics of a binary encounter of two hard spheres (a billiard ball
collision). The application of energy and momentum conservation yield the salient features
of this type of collision. Although, such a binary encounter model is too simplistic to
successfully represent an ion-atom collision, we may nevertheless extract invaluable insight
into the collision phenomenon. However, it is found that the ejection of high energy δ-
rays, is well described by the binary encounter model, displaying a binary peak in the
δ-ray spectrum [68] for high energy δ-rays. The actual width of this peak is affected by
the momentum distribution of the bound electron and is representative of its properties
[46]. (see figure 2.2).
Following a more traditional approach we will treat the situation of where one of the
particles are at rest. The analysis is simpler if performed in the Centre Of Mass (COM)
frame of reference. The collision as viewed from the two frames of reference in question is
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Figure A.2: Binary collision in the Centre of Mass (COM) and Laboratory (LAB) frames
of reference.
depicted in figure A.2
Both particles are in motion int the COM. A feature of COM is that the total mo-
mentum of the system is always zero. This requires the particles to always be moving in
directions opposite to each other, making the scattering angle the same for both particles.
Further, the speeds of each particle is unaltered by the collision. This can be deduced as






































implying that the speed of the particles must be unaltered. One then notices that a
collision in the COM frames only serves to simply rotate the directions of motion of the
particles.
The determination of the angles and velocities involved in the collision is simple when
done in conjunction with figure A.3.





(v − vc) cos(pi2 − θc)
vc + (v − vc) sin pi2 − θc)
=
(v − vc) sin θc














m1 +m2 cos θc
(A.5)



























































Further, as is expected, the maximum energy transfer occur during a head-on collision
when θc = θ = 0 (from A.5)







⇒ cosφ = sin θc
2











It must be noted that the negative square-root is inapplicable due to A.4.
A.3.1 Proton impact on an electron
Let us consider the particular case of a proton impinging on a stationary electron.
Now, m1  m2, m2 sin θc ≤ m2 and m2 cos θc ≤ m2. Thus, equation A.5 reduces to
tan θ ≈ 0
implying that the proton essentially suffers no deflection. If we now use θ = 0 in A.5
we obtain that θc = 0 which in conjunction with A.4 yield φ = pi2 . Thus, the electron
is ejected at right angles to the impinging ion. Further, this is the largest ejection angle
possible owing to the fact that θc ≤ pi.













Imposing m1  m2 yields,
Q = 4T
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is the kinetic energy that an electron with the same speed as the impinging ion, would
possess. This quantity is referred to as the ’reduced kinetic energy ’.
A.4 First Born Approximation
A proper mathematical appreciation of the scattering of a projectile in the interaction
potential of another, requires a quantum mechanical treatment. Such an analysis is non-
trivial and one must resort to various approximations to make the problem tractable.
The Born approximations being an example. We will particularly deal with the first
Born approximation which is also referred to as the Plane Wave Born Approximation
(PWBA). Detailed appreciation of this approach may be found in [74, 155–159] or in
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any intermediate book on quantum mechanics. The gist of the PWBA can however be
appreciated by comparing figure A.1 with figure A.4. The former depicts a situation
where the scattering potential has acted on the incoming particle to such an extent that
there has been a substantial change to its wavefunction. The latter shows a situation
where the effect of the potential is not so strong that the scattered portion is still a plane
wave. This explains the reason why the PWBA is applicable only when the projectile is
sufficiently fast, so that the scattering potential will not have much opportunity to distort
the wavefunction significantly. For situations where there is a strong interaction one may
use partial wave technique.
A.5 Oscillator Strengths
There are more than one mode of interaction between an atom and an external disturbance.
This is related to the differences in the binding of the various electrons in the atom. This
ultimately leads to the fact that some transitions tend to be more probable that others.
This attribute is usually described by specifying constants that relate to the transition
probabilities. One such approach is the specification of the Einstein coefficients. Another
is the specification of the oscillator strengths, dfdω . The oscillator strengths abide by the





Where N is the total number of electrons in the atom.
AppendixB
Introduction to the Monte Carlo Method
B.1 The Monte Carlo Approach
The versatility of the MC method is such that it can be successfully applied to solve
and gain insight into problems that are otherwise intractable. One of the earliest use of
this formalism is by Georges-Louis Leclerc, Comte de Buffon (1707-88). It also found
extensive use in the 1940’s in simulations of nuclear fusion at the hands of von Neumann
and Metropolis. Its utility has grown in bounds and has found numerous application in
many diverse fields.
B.2 Role of Random Numbers in the MC Formalism
Any MC method requires a source of random numbers. The generation of truly random
numbers is of course impossible if one adheres to strict algorithms. But, mathematicians
have already formulated algorithms that generate the so called pseudo-random numbers
which prove sufficient for our endeavor. More details of this can be obtained in [144, 161].
In all our work we will be utilizing the ran2 pseudo-random number generator described
in [144] due to its long period in excess of 2 × 1018. All references to random number
generators in this volume refers explicitly to pseudo-random number generators that yield
a random number between 0 and 1.
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We will now try to show how one could use random numbers for making decisions,
when one has the probability distributions at his or her disposal.
B.2.1 Decision Making for Discretely Distributed Alternatives
To begin with let us consider a simple situation where the available alternatives are of a
discreet nature. Let us deal with a specific example of a system which can follow four
different paths from its present state. Let us attempt to use a random number to decide
as to what the next path the system will choose to follow. Let us refer to these possible
paths as A,B, Cand D. Further, let the probabilities associated with the occurrence of
these paths be PA, PB, PC and PD.
First we have to generate the following intervals.
Interval Name Low limit Upper Limit Interval Length
A 0 PA PA
B PA PA + PB PB
C PA + PB PA + PB + PC PC
D PA + PB + PC PA + PB + PC + PD = 1 PD
Now, we draw a random number, which is equally probable to be anywhere along the
number line between 0 and 1, and check to which interval the random number falls into.
This being the next path the system would follow according to our formalism. Note that
the lengths of the intervals are less than unity and the probability of of the random number
falling into any interval is equal to the probability of system following the corresponding
path.
B.2.2 Decision Making for Continuously Distributed Alternatives
We may follow on a similar vein in the case of a continuous probability distribution. For
instance, consider measurement of some property of a system. Let the possible values
range from vmin to vmax. Further, let the values be yielded in accordance to a probability
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distribution f(v). i.e the probability of the next value being between v and v + dv is
f(v)dv.
Let us now use a random number to decide on the next measured. This can be










R is the chosen random number and v′ is dummy variable.
B.2.3 General comments
It must be appreciated that, the MC method becomes applicable when it is possible to
incorporate a probabilistic interpretation to the actions of a system. However, one must
bear in mind that the statistical nature of the MC method. It is unwise for one to use the
decision making formalism outlined above to for single decision. The reliability of the for-
malism lies in the statistical interpretation. One might then question the usefulness of the
decision making formalism, since we are already quite aware of the relevant probabilities
and could have arrived at the decision without any calculations. Although, this is indeed
true, the decision making formalism is useful when simulating the stochastic nature of a
system. It is actually invaluable when one attempts to simulate a complicated system with
many compound probability relationships. The mammoth quantity of successful studies
that advocate this MC formalism bears testimony to its usefulness, applicability and value.
B.3 A Simple Example of MC Modeling
In keeping with the approach of Joy [95], let us introduce the MC formalism by means
of a simple example which will make lucid the principles of a simple MC approach. The
example at hand is that of the random walk. More specifically we wish to determine how
far, from the starting point, will an individual end up, after executing Nsteps equal length
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Figure B.1: The coordinates and the direction cosines in the random walk problem
steps in random directions. The situation is such that the individual proceeds by taking
a step then changing his direction by some arbitrary angle then taking another, until the
required a total of N steps have been taken. To incorporate this in a MC model we need
to describe the individual’s trajectory mathematically. More specifically we need to be
able to predict the coordinates of the individual after the n + 1th step, (xn+1, yn+1), in
terms of his/her previous ones (xn, yn).
Before proceeding, we need a way to incorporate the arbitrary change in direction that
takes place at the end of each step. This can easily be achieved by using a random number
R as follows.
φ = 2pi ·R
φ is the angle through which the individual changes direction with respect to his
original direction. Since, R is uniformly distributed in between 0 and 1, this will result in
any angle between 0 and 2pi being selected with equal probability.
Let us now proceed to determine the relationship between (xn+1, yn+1) and (xn, yn).
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From figure B.1 we can write,
xn+1 = xn + STEP · cos(θ + φ) = xn + STEP · cxn+1
yn+1 = yn + STEP · sin(θ + φ) = yn + STEP · cyn+1
Where cxn+1 and cyn+1 are the direction cosines of the n+ 1th STEP. Since,
cxn+1 = cos(θ + φ)
= cos θ cosφ− sin θ sinφ






− (θ + φ)
]
= sin(θ + φ)




− θ) cosφ+ cos θ sinφ
it follows that,
cxn+1 = cxn cosφ− cyn sinφ
cyn+1 = cyn cosφ+ cxn sinφ
Here, cxn and cyn are the direction cosines for the nth step. Once we know the
coordinates and the direction cosines of the previous step we may iteratively determine
the direction cosines and the coordinates of the next. We are now able to perform the
complete random walk simulation. The algorithm is shown in the flowchart of figure B.2.






Figure B.2: Flowchart for the Random walk MC
B.3.1 Error analysis
Lets us attempt to gauge the error involved determining the distance moved in the above
random walk problem. It is apparent that no two separate executions of the above simula-
tion, for a given value of Nsteps, will yield the same value for the distance d. Thus, a single
run of the above simulation mimics making a single measurement. As would the results
of some form of measurement be, the results from the above simulation will too be spread
around a mean in a normal or Gaussian distribution. The error involved in the result can
be stated in accordance with the interpretations related to the normal distribution, i.e if
we repeat the above simulation N times, in effect obtaining N samples of the distribution,







Now, the more samples we take the closer we get to the true d value. In fact we may
say, with a confidence 68.3% [162], that we are within ±σN of the true value of d. Now,










Thus, we observe that the error varies as the square-root of the number of samples
acquired ( 1√
N
). Whence, to achieve a result with a error of 10% we will have to collect
100 samples. A error of 1% we will require 10000 samples.
This nature of requiring a large number of sampling or repeated simulations is part and
parcel to MC methods. It is viewed to be a weakness of the MC method. Nevertheless,
under certain circumstances it is found that the MC method is a faster and a more practical
solution to a problem [162]. A fact of great importance is that although, the attainment
of a satisfactory quantitative appraisal of a model may require a prohibitive number of
repeated simulations, a qualitative picture may be established with a far less number of
simulations.
B.4 Concluding Remarks
It is efficiency and accuracy of a MC simulation can be enhanced by adopting clever ways of
realising the simulation. Let us further this point by presenting a simple example, similar
to that from [91], where we require the determination of the square-root of a random
number (
√
R). We may follow a more conventional, albeit slow and machine intensive,
approach and use the in-built square-root function to the desired end. However, this same
effect can be achieved by drawing two random numbers R1 and R2 and choosing the larger
one of the two. This approach may be rationalised by appreciating that the square-root of
a number between 0 and 1 is always greater than the original number. In the same spirit,
there are many different methods of formulating a MC simulation. Some more efficient, in
that they converge to a value in a fewer number of steps, than others. A brief introduction
to such different methods may be found in [91] and the acceptor-rejection method in [144].
AppendixC
Abbreviations & Brief Descriptions
C.1 Abbrevations
BEA Binary Encounter Approximation
SDCS Singly Differential Cross Section
DDCS Doubly Differential Cross Section
PWBA Plane Wave Born Approximation
pSEE Proton Induced Secondary Electron Emission
STIM Scanning Transmission Ion Microscopy
RBS Rutherford Backscattering Spectroscopy
PIXE Particle Induced x-ray Emission
TTL Transistor-Transistor Logic






W Energy of the ejected δ-ray, given by W = Q−B
T Reduced kinetic energy. Equal to the kinetic energy that a electron would possess when
it travels at the same speed as the impinging ion. (i.e 12mv
2, where v is the ions’
speed )
−→
K Momentum transfer vector
Direction Cosines Serves to fix a vector in space relative to three axes. Defined by the
triplet Rx, Ry, Rz of values which are the cosines of the angles made by the vector
with each of the axes. i.e
Rx = cos θx
Ry = cos θy
Rz = cos θz







Plasmon Quantum particle, akin to the phonon, which represents the quantization of
the collective oscillations of the electron bulk in a material. Plasmons can set into
motion by fast ions due to the disturbance that they incur during their passage. See
section 2.8.4, page 47.
Shell Correction Corrections to the PWBA approach, necessary to describe impinging
ions with low energies. Relates to the diminishing interaction probabilities of the
inner shells as the projectile energy decreases. More details may be found in [163].
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Density-Effect Correction This correction is necessary for the PWBA to accommodate
the lowering in the particle’s energy loss due to the polarisation of the medium. This
applicable only at relativistic energies. See [163].
Barkas Correction Corrections to the PWBA due to effects caused by the polarity of
the ion. The stopping power for negative ions tend to be smaller than positive ones.
More details in [163].
Dipole Approximation When an atom interacts with an external electromagnetic field
the resulting electron displacement results in the appearance of an electric dipole.
The dipole approximation involves a simplification in the analysis where the effect
of this electromagnetic field on the dipole is approximated so that only the value
of the field at the centre of the atom is considered. It is a prerequisite that the
electromagnetic wavelength is much larger than the atomic dimensions.
Dipole Interaction When an atom interacts with an electromagnetic field it suffers a
redistribution of the charge within it that lead to the appearance of electric dipoles.
This usually described by the dipole moment that appears. See [74].
Atomic Units (a.u) Atomic Units are a set of units that are based on the properties of
an electron in a hydrogen atom. In fact the units are defined in manner that makes
the fundamental properties of an electron equal to unity, viz;
Property Unit
Length Bohr radius (a0)
Mass Electron mass (me)
Charge Electron charge (e)




C.3.1 Relativistically Correct Energy-β Relationship












C.3.2 ArcTangent Addition Formula
It is quite straightforward to arrive at the following formula for the sum of two arctangents.






Example of Incorrect Use
Let us demonstrate the potential error is using the above formula without caution.
Now consider, x1 =
√














Now, using the above arctangent addition formula yields,








which is clearly incorrect. This discrepancy arises due to the arctangent function






] , ∀ x ∈ R
. Thus, irrespective of what the arguments are the function will always return a value in
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Proton beam micromachining (PBM) allows the production of small, intricate, high aspect ratio structures with
smooth sidewalls by direct writing MeV protons beams in resist materials such as SU-8 and PMMA. The process
depends on the correct incident dose of protons, and conventional normalizing methods using RBS have been utilized
previously. However for accelerated (sensitive) resists such as SU-8, the yield of backscattered ions, particularly for
small structures, is insuﬃcient for accurate dose measurement. We have used the more proliﬁc ion induced photon
emission from SU-8 as a dose normalizing signal for PBM. The SU-8 emits radiation at a wavelength of 560 nm under
proton irradiation, and the yield per incident proton depends on the thickness of the resist layer. The photon yield per
incident proton has a maximum value at a dose of 25 nCmm2. The photon normalization method has been used to
good eﬀect to micromachine a complex shape with resulting good edge deﬁnition.
 2003 Elsevier B.V. All rights reserved.
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Proton beam micromachining (PBM) is a
lithographic technique, which is able to pattern
resist material through the chemical modiﬁcation
brought about by the passage of a high-energy
beam of protons through it. Due to the signiﬁ-
cantly large penetration depth of high-energy
protons in materials, PBM has been able to pro-
duce structures with large height to width ratios
(i.e. large aspect ratios). The use of quadrupole* Corresponding author.
E-mail address: scip0216@nus.edu.sg (C.N.B. Udalagama).
0168-583X/$ - see front matter  2003 Elsevier B.V. All rights reser
doi:10.1016/S0168-583X(03)01023-1lenses to obtain a ﬁnely focused beam spot, cou-
pled with the ability to scan this beam in compli-
cated patterns has resulted in microstructures of
intricate three dimensional shapes and smooth
sidewalls. In addition to this, the ability to form
metallic components from the PBM machined
resist structures enhances the versatility of PBM
[1–3].
At present the development of PBM is being
concentrated in perfecting and utilizing the ma-
chining of the two well-known polymers PMMA
(positive photoresist) and SU-8 (negative photo-
resist) and extending the present technique to the
machining in the nano-domain. Bio-medical ap-
plications, photonics, microﬂuidics, stamps andved.
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being researched.
The mechanism of PBM utilizes a direct-write
ﬁnely focused proton beam to administer a pre-
deﬁned amount of charge (dose) in a pre-deter-
mined pattern that is suﬃcient to chemically
modify the resist. This latent structure will subse-
quently be developed chemically. Our earlier
investigations have shown that a dose of 80
nCmm2 is required for PBM of PMMA whereas
SU-8 needs 30 nCmm2. Experience has shown
that these values are not critical and that the dose
window is reasonably wide (10% for SU-8 with
2 MeV protons). Nevertheless, if the dose is un-
derestimated then the structures will not be re-
solved in the chemical development process, and if
the dose is overestimated then blistering and ex-
cessive damage of the resist can occur.
In the initial development of PBM, we have
used backscattered protons (RBS) as the dose
normalization, particularly for the less sensitive
resist PMMA. However, the poor yield of RBS
makes its useless as a normalizing signal when
machining small areas, thus presenting a lower
limit to the sizes that can be machined. This is
relevant particularly for the more sensitive resists
such as SU-8. (The normalizing RBS signal re-
quired to micromachine an area of 4 lm 4 lm of
a 30 lm thick sample of SU-8 is three counts.) A
recent study by our group on the feasibility of the
use of ion induced secondary electron emission for
the purpose of normalization has proven promis-
ing [7]. Although secondary electrons have a much
higher yield than backscattered protons, sample
charging and the inherent susceptibility of emitted
electrons to be inﬂuenced by proton induced sur-
face modiﬁcation may make this process diﬃcult
to utilize as a normalizing signal for thick samples.
Further investigation into the use of secondary
electrons is pending.
Three normalizing procedures for PBM are
being utilized at present and are inﬂuenced by the
signals used for dose normalization. These are: (a)
ﬁgure, (b) shape and (c) pixel normalization. In
ﬁgure normalization the proton beam is used to
scan the complete ﬁgure repeatedly until the de-
sired dose is accumulated, thereby averaging out
any beam ﬂuctuations. Shape normalization, onthe other hand, scans over sub-sections of the
pattern sequentially until the complete pattern is
obtained. Pixel normalization allows the beam to
dwell at every pixel until the desired dose is im-
parted to that pixel. Pixel normalization is more
suitable to correct for beam intensity variations,
reduce beam blanking and administrate the correct
dose per pixel. The drawback of pixel normaliza-
tion for small structures is that it can only be used
with normalization signals that oﬀer very high
yields. Even the other modes of normalization (i.e.
ﬁgure and shape) require higher yields of normal-
izing signals in the sub-micron region.
In preliminary experiments with SU-8 we have
observed a high production cross-section of lumi-
nescence (560 20 nm) under proton irradiation.
This led us to investigate the use of ionolumi-
nescence to normalize dose, instead of RBS or
secondary electrons owing to the diﬃculties men-
tioned before. PMMA is also reported to provide
ionoluminescence in the ultra-violet region (280
and 400 nm) [4].2. Experiment and results
2.1. Ionoluminescence of SU-8
A thick ﬁlm of SU-8 (>100 lm) was bombarded
with 2 MeV protons in order to extract its char-
acteristic ionoluminescence spectrum. As shown in
Fig. 1, the ionoluminescence spectrum of SU-8
does not exhibit much structure. The spectrum was
obtained using an Ocean Optics USB2000 CCD
spectrometer. The spectrum possesses a solitary
peak at 560 20 nm.2.2. SU-8 ionoluminescence dose response
Since our objective was the utilization of the
ionoluminescence as a mode of dose normalization
for PBM, we investigated typical samples used in
PBM (i.e. SU-8 samples of thickness 10 and 30 lm
spin coated on a silicon substrate, and bombarded
with 2 MeV protons). The results are shown in Fig.
2, which shows that the ionoluminescence from
SU-8 has a yield that varies with ion dose.
Fig. 1. 2 MeV proton induced luminescence spectrum of SU-8.
Fig. 2. Proﬁle of photon yield from SU-8 normalized to the
incident protons. The maximum photon yield per incident
proton occur at 25 5 nCmm2.
Fig. 3. Total photon yield normalized to incident protons
versus dose.
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yield due to beam damage, there is initially a rise in
the yield and then a subsequent drop. The iono-
luminescence emission intensity peaks at a dose of
25 5 nCmm2. This rise in yield is unexpected in
view of the fact that the luminescence from the
polymer SU-8, which is an organic compound,
should be intrinsic and not activated. Although at
this point we cannot oﬀer a complete explanation
for this phenomenon it is suspected that the
chemical cross-linking process that occurs in SU-8
has some intermediate agent that possesses p (pi)bonds which occur in suﬃciently elongated chains
to account for the increase in yield. This may also
explain the lower emission energy (higher wave-
length) that is observed in comparison to the re-
corded luminescence spectrum from benzene
(275 nm [5]), since it is known there are benzene
rings in SU-8 [6].
2.3. Photon yield measurements
We have utilized RBS to normalize the photon
yield from SU-8 for 2 MeV protons. The RBS
counts, which are an accurate measure of the in-
coming proton dose, were accumulated using the
OMDAQ data acquisition system. The induced
photons were collected with a system developed in-
house using National Instruments data acquisition
cards. The photon counting head was a Ham-
amatsu H7421 which was coupled to the sample
using a Perspex light pipe mounted close to the
sample in order to improve the light collection
eﬃciency. The use of calibrated collimators to re-
duce the photon ﬂux was also required in order to
obtain a suﬃcient RBS count rate while at the
same time avoiding damage to the highly sensitive
photon counting head. The results of accumulated
photon counts with proton dose for 10 and 30 lm
thick SU-8 are shown in Fig. 3. The ratio of the
photon yields from the 30 lm sample to the 10 lm
sample varies from about 2.6 to 3.0 with dose
Fig. 4. Portion of the NUS logo micromachined on 30 lm thick
SU-8 on Si, within an area of 200 lm 200 lm using photon
normalization.
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close to the ratio of the energy losses for the two
thicknesses, which is 3.2 as simulated by SIMNRA
[8]. It is due to the reproducibility of its photon
emission with dose that we can utilize the ionolu-
minescence of SU-8 to aﬀect correct dose nor-
malization.
2.4. Photon normalization tests
The photon normalization process has been
tested using a complex shape (the National Uni-
versity of Singapore logo). Fig. 4 shows a SEM
image of this structure (200 lm 200 lm) mi-
cromachined on 30 lm SU-8. This structure ex-
hibits minimal scanning artifacts, sharp edges and
smooth sidewalls.3. Discussion and conclusion
For a typical PBM experiment, the photon yield
from the SU-8 is ﬁrst calibrated using RBS. The
photon yield curve (Fig. 3) can be ﬁtted with a
polynomial, which is characteristic of the photonemission from SU-8. This polynomial can be
used (after appropriate scaling to account for the
changes in sample thickness, irradiation area and
optical eﬃciency) to predict the photon–dose re-
lationship. The photon yield per pixel is calculated
and the PBM scanning software operates in such a
way that the beam spot is held stationary at each
irradiated pixel until that amount of photon
counts are accumulated. However, due to the large
photon yield from SU-8 together with the sensi-
tivity of the photon counting head, adjustable
photon collimators positioned before the counting
head are used to optimize photon count to incident
proton ﬂux.
PBM has reached a point where the ability to
machine structures of the sub-100 nm region has
been inhibited by the absence of an accurate means
of dose normalization. The fact that SU-8 lumi-
nesces under proton irradiation and that this
proliﬁc ionoluminescence is reproducible with
dose, allows us to utilize the ionoluminescence of
SU-8 to eﬀect accurate dose normalization.
In the future, we wish to investigate the use of
photon normalization to the micromachining of
the positive resist, PMMA that luminesces in the
ultra-violet region.References
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An automatic focusing system for MeV protons has been developed. The focusing system utilises rapid real time
proton induced secondary electron imaging of a calibration grid coupled with a modiﬁed Gaussian ﬁt in order to take
into account the enhanced secondary electron signal from the calibration grid edge. The focusing system has been suc-
cessfully applied to MeV protons focused using a coupled triplet conﬁguration of magnetic quadrupole lenses (Oxford
triplet). Automatic beam focusing of a coarse beamspot of approximately (5 · 3.5) micrometres in the X and Y direc-
tions to a sub-micrometre beamspot of approximately (0.7 · 0.6) micrometers was achieved at a beam current of about
50 pA.
 2005 Elsevier B.V. All rights reserved.
PACS: 42.65.Jx; 41.85.Lc; 42.30.Va
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The Proton Beam Writing (PBW) facility at the
Centre for Ion Beam Applications (CIBA) is used
for multidisciplinary research in photonics, micro-0168-583X/$ - see front matter  2005 Elsevier B.V. All rights reserv
doi:10.1016/j.nimb.2005.01.088
* Corresponding author.
E-mail address: scip0216@nus.edu.sg (C.N.B. Udalagama).ﬂuidics, bio-physics and semiconductor microma-
chining [1–4]. Unlike e-beam writing technology
and electron microscopy, MeV proton focusing
technology is still in its development phase and is
necessarily more complex because of the high
momentum of the proton beam. Focusing is usu-
ally achieved using a combination of magnetic
quadrupole lenses, and carried out by manually
adjusting lens current power supplies whilst mini-
mizing the dimensions of a proton induced ﬂuores-
cence image from a suitable target. Alternatively,ed.
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manually minimized by mapping proton induced
signals (e.g. from characteristic X-rays (PIXE),
backscattered protons (RBS), ionoluminescence
(IBIL), transmitted ions (STIM), proton induced
secondary electrons etc.) whilst scanning the pro-
ton beam across a resolution standard. Since these
manual modes of proton beam focusing are inher-
ently slow and dependent on user perception,
training and experience, there is a need for an
expeditious, rapid, reproducible and accurate
way of beam focusing and beamspot size
determination.
We have developed a system that maps second-
ary electron emission of a proton beam scanning
across a calibration grid and produces X and Y
line scans as the proton beam traverses horizontal
and vertical edges. A modiﬁed Gaussian function
is ﬁtted to the edge proﬁles and the FWHMs of
the modiﬁed Gaussian functions in both the X
and Y directions are minimised by computer con-
trol of the quadrupole lens currents. With this
procedure, an MeV proton beam can be focused
to submicron spot sizes in 2–10 min, depending
on the starting conditions. Due to the copious
number of secondary electrons generated, the
focusing procedure can be carried out in real time
and allows for automatic, rapid and accurate
focusing.2. Description of hardware and software
An automated beam focusing system requires
rapid monitoring of the variation of the FWHM
of the beam spot in both X and Y directions, in
response to the changes made to the magnetic
quadrupole lens currents. This has been achieved
in our system by using a combination of software
developed in-house along with data acquisition
computer cards from National Instruments for
data acquisition and computer cards from Oxford
Microbeams for the remote control of their
OM52E quadrupole power supplies. The soft-
ware written in the C++ programming language
in the .Net environment, utilizes the National
Instruments NIDAQ and IMAQ libraries for
data acquisition, beam control and data presenta-tion while using the libraries from Numerical rec-
ipes in C++ [5] for some of the mathematical
routines.
Since our approach utilises rapid imaging, we
have had to develop our own fast imaging system
which uses proton induced secondary electrons.
The process of the detection of the proton induced
secondary electrons is via a scintillator which is
connected to a voltage output based photomulti-
plier tube. The electron collection eﬃciency is bol-
stered by the application of a positive bias voltage
(2.5–3 kV) around the scintillator. Further de-
tails of this system will be described in a future
publication, but essentially follows the system de-
scribed by Teo et al. [6].
At CIBA, three magnetic quadrupole lenses
operating in the Oxford triplet conﬁguration are
used for beam focusing. Here the lens arrangement
follows a CDC (converge–diverge–converge) lens
conﬁguration, where the ﬁrst 2 lenses are coupled,
i.e. fed in series with the same current via one
power supply. In this system, the demagniﬁcations
in the X and Y plane (horizontal and vertical) are
unbalanced and for the Singapore proton beam
writing line are 228 and 60 respectively. However,
this conﬁguration lends itself to automatic focus-
ing because the focus in the two orthogonal beam
directions are decoupled to a ﬁrst approximation.
In particular it is possible to optimize the beam
spot in the vertical direction with minimal disrup-
tion to the horizontal focus, although the decou-
pling is not so pronounced when the procedure is
reversed. More details on the Oxford Triplet beam
optics may be found in [7], and, details of the
Singapore proton beam line optics may be found
in [8,9].
Fitting function: For focusing MeV protons, the
beam is scanned across a calibration grid which
exhibits pronounced sharp edges, and line scans
extracted in both the horizontal (X) and vertical
(Y) directions. A mathematical ﬁt can then be used
to extract the FWHM of the beamspot in both the
X and Y directions. Previously, when using PIXE,
STIM or RBS signals, the FWHM has been ex-
tracted using a complementary error function
[8,10]. However, for proton induced electron emis-
sion there is an enhanced electron emission at the
edge, and therefore this function needs to be mod-
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added another Gaussian function to represent this
edge eﬀect. Given below is the mathematical treat-
ment of the modiﬁed error function used in our
ﬁt.
Adopting a Gaussian shape, the normalized
beam function that represents the particle distribu-
tion of a beam with a given FWHM f, centred












If this beam is scanned over a sharp edge the col-
lected yield will be obtained by integrating the
above function over all x after been multiplied
by a step function. The step function represents
the sample edge and causes the beam function to
return a yield only in the region where there are
primary particle interactions with the resolution
standard.
Let the sample edge be at x = a so that the step
function may be expressed as:
STEPðxÞ ¼ 1 x 2 ½1; a
0 x 2 ða;1:

The yield collected by the detector will be given by





























If we now incorporate the enhanced electron emis-
sion by the augmentation of a Gaussian function,
the complete function that represents the linescan
due to an electron signal is given by









þ BeamðaÞ:Mathematical ﬁtting: The mathematical ﬁtting of
the above function to the linescan data was by
means of the non-linear Levenberg–Marquradt
method. More details of this may be obtained
from [5]. The actual formula used in the ﬁt is given
below. The ﬁve ﬁtted parameters are a, Herr,












The beam resolution standard used was a 10
micron thick mesh standard fabricated using pro-
ton beam writing and nickel electroplating, which
features 15 lm holes and 15 lm grid bars [10].
In our preliminary investigations, we have used
the simplest beam spot minimisation algorithm
possible, that of incrementally stepping through
each quadrupole lens current until a minimum
FWHM is found in each direction. Due to the
decoupled nature of the X and Y focus in the trip-
let conﬁguration, only 2 successive iterations in
the X and Y directions were needed, taking
around 2–10 min, depending on the initial focus
conditions.
In the case described here, we focused a 1 MeV
proton beam to around 5 lm spot size (at around
50 pA current) and scanned the beam across the
grid. These start conditions were chosen to reﬂect
the typical beam spot dimensions that can be
achieved by reproducing the quadrupole lens cur-
rents at the best focus conditions, the reproducibil-
ity in the focus being limited by hysteresis. The 2D
secondary electron map of the grid, and the corre-
sponding X and Y line scans are shown in Fig.
1(a), (b) and (e). Fig. 1(c), (d) and (f) shows the re-
sults of the automatic focusing, and indicates a
spot size of 0.73 · 0.58 lm. It should be mentioned
at this stage that RBS and PIXE scanning over a
Fig. 1. (a) 2D proton induced secondary electron scan across a calibration grid, showing a beam spot resolution of around 5 · 3.5 lm,
(b) corresponding X line scan + ﬁt before focusing and (c) corresponding X scan + ﬁt, after automatic focusing. (d) 2D proton induced
secondary electron scan across the same calibration grid following automatic focusing, showing a beam spot resolution of around
0.7 · 0.6 lm, (e) Y line scan + ﬁt before focusing and (f) corresponding Y scan + ﬁt after auto focusing.
392 C.N.B. Udalagama et al. / Nucl. Instr. and Meth. in Phys. Res. B 231 (2005) 389–393straight edge results in a more accurate determina-
tion of the spot size, but since these processes pro-duce a much reduced signal compared with
secondary electron emission, they cannot be eﬃ-
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sub-micron spot sizes.4. Conclusions
We have successfully demonstrated the possibil-
ity of automatic beam focusing using the Oxford
triplet. Starting with a 5 lm coarse focus, consis-
tent with using preset quadrupole lens current for
best focus conditions, the automatic focusing sys-
tem was able to arrive at a sub-micrometer beam-
spot size within minutes. The crucial aspects of this
work are the use of real time secondary electron
imaging to increase data rates thereby reducing
focusing time, coupled with a modiﬁed Gaussian
ﬁt in order to take into account the enhanced sec-
ondary electron signal from the calibration grid
edge. Further work will involve the use of more ro-
bust ﬁtting algorithms, intelligent iterative focus-
ing algorithms and specially constructed
calibration standards exhibiting sharper edges by
van Kan et al. [these proceedings].References
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