We consider definable topological spaces of dimension one in ominimal structures, and state several equivalent conditions for when such a topological space (X, τ ) is definably homeomorphic to an affine definable space (namely, a definable subset of M n with the induced subspace topology). One of the main results says that it is sufficient for X to be regular and decompose into finitely many definably connected components.
Introduction
The goal of this article is to study one-dimensional definable Hausdorff topologies, and try to understand when they are definably homeomorphic to a definable set in some M n with its affine topology (namely, the induced subspace topology from M n ).
When we say that τ is a definable topology on a definable set X, we mean that τ has a basis which is definable in the language of the underlying o-minimal structure.
Our main theorem consists of several equivalent conditions to (X, τ ) being definably homeomorphic to a definable set with its affine topology. It is a combination of Theorem 3.29 and Theorem 3.31:
Main theorem. Let M be an o-minimal expansion of a real closed field. Let X ⊆ M n be a definable set with dimX = 1, and let τ be a definable Hausdorff topology on X. Then the following are equivalent:
(1) (X, τ ) is definably homeomorphic to a definable subset of M k for some k, with its affine topology. (2) There is a finite set G ⊆ X such that every τ -open subset of X \ G is open with respect to the affine topology on X \ G. (3) Every definable subset of X has finitely many definably connected components, with respect to τ . (4) τ is regular and X has finitely many definably connected components, with respect to τ .
We mention here a theorem of Erik Walsberg, which says that a definable metric space in an o-minimal structure is definably homeomorphic to a definable set equipped with its affine topology iff it does not contain any infinite definable discrete set. This theorem can be found in [7] , and we shall phrase it more precisely later on. Inspired by his work, we study general definable topological spaces, but restrict our attention to dimension 1.
This article investigates definable topologies in o-minimal structures. We fix M = (M ; <, . . .) o-minimal and list some examples of definable topologies in M. All the following examples can be defined on X = M n , unless otherwise stated. We can then also consider the induced topology τ | Y for a definable set Y ⊆ M n .
(1) The order topology on M , which we denote by τ < .
(2) The affine topology τ af which is the product topology with respect to τ < .
(3) In [1] , the notion of a definable space is introduced, based on a finite atlas where each chart is modeled on a definable subset of some M n , with its induced affine topology. It is easy to verify that the associated topology is definable. (4) The discrete topology, which we denote by τ iso . (5) The left-closed topology on M , with the left closed-intervals as basic open (also closed) sets. We denote this topology by τ [ ) . (6) Every definable linear ordering ≺ on a definable set X ⊆ M n gives rise to a definable topology on X, namely the order topology with respect to ≺ . In [4] , Alf Onshuus and Charles Steinhorn study such definable linear ordering in o-minimal structures, and show that they are "piecewise lexicographic". (7) A definable metric topology τ d :
Let M = (M ; <, +, ·, . . .) be an o-minimal expansion of a real closed field. A definable metric on X ⊆ M n is a definable function d : X 2 → M + such that for all x, y, z ∈ X: 1. d(x, y) = 0 ⇔ x = y. 2. d(x, y) = d(y, x). 3. d(x, z) ≤ d(x, y) + d(y, z). The topology τ d on X is the topology whose basis is the collection of open balls with respect to d. The following theorem is due to Erik Walsberg, [7] : Theorem 2.2. Let (X, d) be a definable metric space in an o-minimal expansion of a real closed field. The following are equivalent:
In particular, let τ and η be definable topologies on X with definable bases B τ and B η , respectively. The topology η is finer than the topology τ if and only if for everyā ∈ X, B τ a B η a . If we have both B τ a B η a and B η a B τ a , we say that the bases B τ a and B η a are equivalent, and write B τ a ∼ B η a . It follows that τ = η iff for all a ∈ X, B τ a ∼ B η a . Lemma 2.9. Let ψ (ȳ), |ȳ| = m, be a formula over L. Letā ∈ X, and assume that for each neighborhood U ∈ τ ofā there exists a neighborhood Ub ∈ Bā ofā such that M |= ψ b and Ub ⊆ U . Then Ub : M |= ψ b ∼ Bā.
Proof. Clearly, Ub : M |= ψ b ⊆ Ub :b ∈ M = Bā. By the assumption of the lemma, for each U ∈ Bā there is Ub ∈ Ub :
Informally, Lemma 2.9 says that if a definable property holds for arbitrary small neighborhoods ofā, then one can pick a basis for the neighborhoods ofā such as this property holds for all of its sets.
As an immediate corollary we obtain:
Lemma 2.10. Letā ∈ X, and assume that for every Ub ∈ Bā,
We end this part with some definitions that we will be using later on: If X can be decomposed into finitely many definably connected components, then we say that (X, τ ) has finitely many definably connected components.
The space (X, τ ) is called totally definably disconnected if its only definably connected subsets are singletons and ∅. A definable subset A ⊆ X is called totally definably disconnected if it is so with respect to the subspace topology.
Note that each definably connected component is a clopen set (since the closure of a definably connected set is itself definably connected).
Remark. We do not know in general the answer to the following question: Given a definable topology τ on X andā ∈ X, is the union of all (definable) definably connected subsets of X which containā, a definable set itself?
Clearly, if X can be decomposed into any number of (definable) definably connected components then the answer is positive.
Main results
From now on we assume that M = (M ; <, +, ·, . . .) is an o-minimal expansion of a field, X ⊆ M n is definable in M, and τ is an definable Hausdorff topology on X. For simplicity, assume that X and τ are definable over ∅.
As we shall see, mostly we may avoid using the full field structure and it is sufficient to assume that M expands a group. Whenever we mention a topology without pointing out which one, we are referring to the topology τ .
We assume that X is a one-dimensional definable subset of M n . Since M is o-minimal, X is a finite union of 0-cells and 1-cells in M. Hence, by applying an appropriate L-definable bijection (we may need to use the field structure for this map), we can assume that X is a bounded subset of M :
where F is a finite set of points, each s i , t i is in M , and s i = t j for all
To simplify notation, we write B af a instead of B af a (X).
We need a few more definitions: Here is an easy observation:
For every a ∈ X, up to equivalence of B a , exactly one of the following holds:
(1) a is locally isolated.
(2) a is locally right-closed. af a then a is either locally isolated or locally right-closed or locally left-closed.
3.1. The shadows of a point. Recall that we assume that X ⊆ M is a definable one dimensional bounded set. For a set U ⊆ X, by cl af (U ) we mean the τ af -closure of U in M , even if cl af (U ) X. Definition 3.6. We define the set of shadows of a point a ∈ X to be S (a) := U∈Ba cl af (U ) .
We call a point in S (a) a shadow of a.
It is not hard to see that S (a) does not depend on the specific choice of a basis.
Example 3.7. Let τ be the topology on X = (s, t) ⊆ R that is homeomorphic to the figure ∞, as follows: Fix a ∈ (s, t), and let
The point a corresponds to the middle point of ∞, where s and t are attached to a. The figure ∞ shape is formed by closing the two sides of (s, t) to the point a.
Notice that a is the only point such that B a ≁ B af a , and S (a) = {a, s, t}. Example 3.8. Let M 2 ⊇ X = (0, 1) × {1, 2}. Let ≺ be the lexicographic order on X, and τ ≺ be the associated topology on X. One may check that for every c ∈ (0, 1),
The following is immediate: Fact 3.9. For every a ∈ X, (1) a ∈ S (a).
(2) If τ is the affine topology on X then S (a) = {a}.
Lemma 3.10. For every a ∈ X, the following are equivalent:
Then there is V ∈ B af a such that for every U ∈ B a , U V . Since X is bounded, every cl af (U ) is a nonempty τ af -closed and bounded set, and so is every cl af (U \ I). Thus, cl af (U \ I) : U ∈ B a is a definable filtered collection of τ af -closed and bounded non-empty sets, so by Lemma 2.5, its intersection is non-empty.
Since a ∈ I, a is not contained in this intersection. Therefore, we also have that this intersection U∈Ba cl af (U \ I) must contain another element rather than a. Finally, note that
hence S (a) contains an element other than a. That is, {a} S (a).
( Proof. Since a is locally isolated and not isolated, condition (3) of Lemma 3.10 fails. Therefore, S (a) {a}. 
Proof. The first inclusion follows from direction ⇒ of Lemma 3.14. For the second inclusion, let x 0 ∈ cl ((c, d)). That is, for every U ∈ B x0 we have U ∩ (c, d) = ∅. Therefore, for every U ∈ B x0 we also must have cl af (U ) ∩ cl af ((c, d)) = ∅. Since
Lemma 3.16. For every a ∈ X, S (a) is a finite set. Moreover, S (a) is uniformly bounded, that is, there exists k ∈ N such that for all a ∈ M , |S (a) | ≤ k.
By general properties of the o-minimal topology and since X ⊆ M , for every set
where the +1 stands for a itself. In particular, S (a) is a finite set.
Moreover, when a varies over all elements of M we have that {S (a) : a ∈ M } is a definable family, hence by o-minimality it has a uniform bound. That is, there is k ∈ N such that for all a ∈ M , |S (a) | ≤ k.
The generalization of Lemma 3.16 to arbitrary dimension would just say that for every x ∈ X, dim (S (a)) < dimX.
) is definably compact, and therefore, their intersection is non-empty:
for each 1 ≤ i ≤ r, and this is a contradiction.
As we noted earlier, each b is in S (b). Now we prove:
Assume that there are two distinct points a 1 , a 2 ∈ X different than b, such that b ∈ S (a 1 ) , S (a 2 ). Then, since τ is Hausdorff, there are disjoint
. Because τ is Hausdorff, b is a left end point of one of these intervals I Ui and a right end point of the other. For the same reason, b is locally isolated and there cannot be a third point a 3 , with b ∈ S (a 3 ).
Shadows of generic points.
In this subsection we work in an elementary extension N = (N ; <, . . .) of M which is sufficiently saturated. Note that now we have (X, τ ) = (X (N ) , τ (N )) (instead of (X, τ ) = (X (M ) , τ (M )) ). It is easy to verify that τ (N ) is still a Hausdorff topology on X (N ). We assume that X and τ are definable over ∅.
We first remind the following known lemma: In particular, let a ∈ M be a generic point over ∅. Then we can choose an arbitrary small interval (a 1 , a 2 ), a 1 < a < a 2 , such that a is still generic over Proof. Since S (a) is an a-definable finite set by Lemma 3.16, b ∈ S (a) implies that b ∈ acl (a). By Lemma 3.18, there is a finite number of points a ′ ∈ X such that b ∈ S (a ′ ). Since the set of all these points is definable over b, we also have a ∈ acl (b). It follows that b is generic over ∅ iff a is generic over ∅.
Proof. Since a is generic we must have S (a) , S (b) ⊆ X. By Lemma 3.16, S (a) is a finite set. Denote S (a) = {a 1 , a 2 , . . . a r } for some fixed ordering of S (a) in which a 1 = a. By the genericity of a, there is a
is a shadow of x. By Lemma 3.18, the f i cannot be constant on any openinterval. Hence, by the Monotonicity Theorem for o-minimal structures [1] and the genericity of a, there is a ∅-definable open-interval J 2 ⊆ J 1 , a ∈ J 2 , such that each f i is continuous (with respect to the τ af -topology) and strictly monotone on
Note that we might need additional parameters to define J 3 , but by Lemma 3.19, we can pick J 3 such that a is still generic over its end points. To simplify notation we absorb these additional parameters into the language, and thus assume that J 3 is definable over ∅.
Recall that b ∈ S (a). We now prove a claim:
By Lemma 3.19, we can replace J by an open-interval J ′ ⊆ J with a ∈ J ′ , such that b is still generic over the parameters defining J ′ . Note that we still have that
Thus we may assume that b is generic over the parameters defining J. We can now formulate ( * ) as a definable property of b, call it ϕ (b). Since b is generic over the parameters defining J, there exists an open-interval I ∋ b such that ϕ (y) is true for all y ∈ I.
Now we are ready to finish the proof of Lemma 3.21. By the Claim, given an
By the continuity of the f i , the intersection of all
We give an example of a ∈ X and of b ∈ S (a) that are not generic over ∅, for which the result of Lemma 3.21 is not true: 
, and c is an isolated point. Every other x ∈ X is Euclidean. One can verify that S (a) = {a, b} and S (b) = {b, c}, so S (b) S (a) and thus Lemma 3.21 is not true in this case.
3.3. τ ⊆ τ af | X (every τ -open set is also τ af -open in X). The purpose of this subsection is to analyze a special case, when τ coarsens the affine topology on X. Namely, every τ -open set can be written as the intersection of X and a definable τ af -open subset of M . We aim to prove the next theorem:
x . Then there are at most finitely many points a ∈ X such that B a ≁ B af a . Equivalently, there are at most finitely many a ∈ X such that B af a B a .
We first introduce:
∈ F , then each set of the form (s i , r) for s i < r ≤ t i , is called a left generalized ray of X. If t i / ∈ F , then each set of the form (r, t i ) for s i ≤ r < t i , is called a right generalized ray of X. A left generalized ray and a right generalized ray are both called generalized rays.
For example, if M = R and X = (3, π] = (3, π) ∪ {π}, then (3, 3.1) is a left generalized ray, but (3.1, π) is not a generalized ray.
Remark. Note that if U is a definable subset of X and b ∈ cl af (U ) \ X, then b is an endpoint of a generalized ray contained in U .
We will see that whenever a ∈ X \ F has B a ≁ B af a , every neighborhood U ∈ B a contains a generalized ray. As a result, we conclude that there are at most 2l points a ∈ X such that B a ≁ B af a : Indeed, if there were more than 2l such points, then by the pigeonhole principle, two of those points would have intersecting generalized rays, in contradiction to the fact that τ is Hausdorff.
Therefore, in order to prove Theorem 3.23, it is sufficient to prove: 
a . We proceed with some general lemmas and a theorem. Then there exists a definable set X ′ ⊆ M and a definable topology τ ′ on X ′ such that (X, τ ) is definably homeomorphic to (X ′ , τ ′ ), and on each open-interval
Since on X \ G every τ -open set is τ af -open in X, by applying Theorem 3.23 to X \ G, τ | X\G we get that the set
Denote H := F ∪ G ∪ A, and fix the obvious cell decomposition of M compatible with {(s 1 , t 1 ) , . . . , (s l , t l ) , H}. Define X ′ as follows: Leave each 1-cell as it is, and map H to a disjoint set H ′ of τ af -isolated points. So X ′ = (q 1 , r 1 )⊔. . .⊔(q k , r k )⊔H ′ for a finite k ≥ l and a finite set of points H ′ := f (H) = f (F ∪ G ∪ A). This gives us a definable bijection f : X → X ′ .
Define the topology on X ′ to be the obvious topology induced by τ and f , that is,
In the process of proving Theorem 3.29 below, we move from a definable topology on a one-dimensional X ⊆ M n to a definably homeomorphic topology on X ′ ⊆ M . While some properties are obviously invariant under definable homeomorphism, others might depend on the embedding of X in M n . We thus first need: Lemma 3.28. Let X ⊆ M n and X ′ ⊆ M k be definable one-dimensional sets. If f : X → X ′ is a definable bijection, then there is a finite set G ⊆ X such that for all a ∈ X \ G, the family of sets We can now prove the main theorem of this section: Theorem 3.29. Let X ⊆ M n , dimX = 1, and let τ be a definable Hausdorff topology on X. Then the following are equivalent:
(1) (X, τ ) is definably to a definable set with its affine topology.
(2) Every definable subset of X has a finite number of definably connected components, with respect to τ . (3) For all but finitely many
Proof. We observe first that if f : (X, τ ) −→ (X ′ , τ ′ ) is a definable homeomorphism, then for every a ∈ X, f sends the basis of τ -neighborhoods B a to a basis of τ ′neighborhoods of f (a) ∈ X ′ . By Lemma 3.28, there is a finite set G ⊆ X such that for all a ∈ X \ G, f (B af a (X)) = B af f (a) (X ′ ). It follows that for all a ∈ X \ G, B a B af a (X) ⇐⇒ B f (a) B af f (a) (X ′ ). Thus, property (3) holds for X if and only if it holds for X ′ . By the same lemma, (4) holds for X if and only if it holds for X ′ . Properties (1), (2) are clearly invariant under definable homeomorphisms.
The above discussion, together with Lemma 3.27, allows us to assume that X is a bounded subset of M .
(1) ⇒ (2): If (X, τ ) is definably homeomorphic to a definable set with its affine topology, then by o-minimality, every definable subset of X has a finite number of definably connected components.
(2) ⇒ (3): Assume towards contradiction that there is an infinite definable set of points A ⊆ X such that B a B af a for all a ∈ A. By Corollary 3.5, every a ∈ A is either locally isolated or locally right-closed or locally left-closed. Notice that these properties are all definable properties of a.
If there are infinitely many locally isolated points in A, then the set {a ∈ A : a is locally isolated} is a definable infinite set, so contains an interval. Notice that for every locally isolated point a ∈ A and small enough U a ∈ B a there exists an open-interval I ∋ a such that U a ∩ I = {a}. Fix a 0 ∈ A generic over ∅ and an open-interval I 0 ∋ a 0 such that U a0 ∩ I 0 = {a 0 }. Now, similarly to the proof of Lemma 3.21: We can fix an open-interval J 3 ⊆ I 0 ∩ A of locally isolated points such that for every a ∈ J 3 , for every small enough U a ∈ B a , we have U a ∩ J 3 = {a}. Therefore, J 3 is a definable infinite set that is totally disconnected, contradicting (2) .
If there are infinitely many locally right-closed points in A, then the set {a ∈ A : a is locally right-closed} is a definable infinite set. Similarly to the above, there exists an open-interval J such that every a ∈ J is locally right-closed, and we can obtain such a J for which for every a ∈ J there is U a ∈ B a such that U a ∩ J = (a ′ , a]. Therefore, once again J is a definable infinite set for which the only definably connected sets are singletons, contradicting (2) . We treat similarly the remaining case.
Notice that Lemma 3.21 is carried out in an elementary extension N of M. However, the existence of an interval J 3 with all of these properties, is easily seen to be a first order property of the structure. Thus, after possibly quantifying over parameters, we obtain the existence of such an interval in the structure M in which we are working, and obtain a contradiction in M. Thus, we showed that the set A ⊆ X of all points a ∈ X such that B a B af a must be a finite set. 
We would like to understand the τ -neighborhoods of points in H. 
For every i ∈ {1, . . . , k}, consider (q i , r i ) and its two generalized rays. Assume first that for every h ∈ H there exists a neighborhood W ∈ B h that does not intersect (q i , r i ). In this case we do not move (q i , r i ) but just identify it with the same interval on the x-axis in M 3 .
Assume now that there exists h ′ ∈ H such that every neighborhood W ∈ B h ′ intersects (q i , r i ). As we pointed out above, it follows that every W ∈ B h ′ contains a generalized ray, say a left generalized ray in (q i , r i ). In this case we definably identify (q i , r i ) with a curve C i in M 3 such that (h ′ , 0, 0) is the endpoint of C i which corresponds to q i . Note that since τ is Hausdorff, if such h ′ exists then it is unique. If there is also h ′′ ∈ H such that every neighborhood W ∈ B h ′′ contains a right generalized ray of (q i , r i ), then we choose the curve C i such that its other endpoint is (h ′′ , 0, 0). We may need to stretch, shrink or twist C i so it fits properly in M 3 , without intersecting any other point of H and any other image of an interval (q j , r j ). All of the above can be done definably in M. This is possible since both the set H and the number k are finite. If it happens to be that h ′ = h ′′ , then in M 3 , both sides of C i will be attached to (h ′ , 0, 0), closing a loop. It may also happen that we have to attach both sides of another curve C j to this same (h ′ , 0, 0), and in this case we obtain several loops attached to the same point (h ′ , 0, 0).
It is straightforward that by doing the above we get a definable embedding f : (X, τ ) → M 3 , τ af , which is a definable homeomorphism when restricted to its image. Therefore, the proof of this direction is complete.
Notice that it is also possible to form simplices instead of loops, and then, if initially X was a bounded subset of M, we can avoid using the field structure, so this theorem is also true if M = (M ; <, +, . . .) is just an o-minimal expansion of a group (as opposed to a field).
This ends the proof of Theorem 3.29.
Main theorem.
Our goal is to prove Theorem 3.31, which yields an additional equivalent condition to the ones in Theorem 3.29 for when a definable topology is definably homeomorphic to an affine one. Note that unlike condition (2) of Theorem 3.29, our new condition (2) of Theorem 3.31 will only require X itself to have finitely many definably connected components. On the way to proving the theorem we shall gain a better understanding of general definable Hausdorff topologies.
Theorem 3.30. Let X ⊆ M n be a definable set, dimX = 1, and let τ be a Hausdorff, regular topology on X. If (X, τ ) is definably connected, then (X, τ ) is definably homeomorphic to a definable set with its affine topology.
Proof. As before, we may assume that X is a bounded subset of M of the form X = (s 1 , t 1 ) ⊔ . . . ⊔ (s l , t l ) ⊔ F with F finite. We first prove this theorem in our sufficiently saturated elementary extension N of M, and afterwards we explain why it holds also for our original M. Note that the Hausdorffness and regularity of X can be formulated in a first order way, thus (X (N ) , τ (N )) is also Hausdorff and regular.
Let us see that X (N ) is definably connected: Assume towards contradiction that X (N ) is not definably connected. Let Z = ϕ (N,c) be a definable non-trivial clopen subset of X (N ). It is easy to see that there is a formula ψ (ȳ), |ȳ| = |c|, such that every elementc ′ ∈ N satisfies ψ iff ϕ (N,c ′ ) is a non-trivial clopen subset of X (N ). Since N ∃ȳ ψ(ȳ), also M ∃ȳ ψ(ȳ). So for somed ∈ M , ϕ M,d is a non-trivial clopen subset of X (M ), and this is a contradiction. Therefore, X (N ) must be definably connected.
We begin with a claim: Claim 1. There are at most finitely many locally isolated points in X.
Proof. Assume towards contradiction that there is a ∈ X generic over ∅, which is locally isolated. Let U ∈ B a and I ∋ a be an open-interval such that U ∩ I = {a}. As in the proof of Lemma 3.21, we may assume that there are definable continuous strictly monotone functions f 1 , . . . , f r : I → X, such that for all x ∈ I,
Since we assume that (X, τ ) is definably connected, a cannot be isolated. Thus, by Lemma 3.12 we conclude that S (a) {a}, hence r ≥ 2. Let b = f 2 (a) ∈ S (a) for f 2 as in Lemma 3.21.
We show that there is no W ∈ B a such that cl (W ) ⊆ U : Because S (a)∩f 2 (I) = {b}, for every W ∈ B a there must be some interval of the form
By the definition of f 2 , we also have b) ) . It follows that cl ((b ′ , b)) contains an infinite subset of I, but U ∩ I = {a}, so cl (W ) cannot be contained in U for W ∈ B a . That is, τ is not regular, and this is a contradiction. is also open in τ , and hence it is clopen. This is a contradiction to (X, τ ) being definably connected.
We proceed with our proof of Theorem 3.30. We assume that (X, τ ) is not definably homeomorphic to any definable set with its affine topology, and we show that X contains a definable clopen set. In fact, given Claim 1 and Claim 2 we shall not make further use of regularity. Note that since a is generic over ∅ then by Lemma 3.20 so is b. By Lemma 3.13,
{b}. Since b is generic, it follows from Lemma 3.21 that
Assume towards contradiction that S (b) = {a, b}. Hence, there is c ∈ S (b) (so also in S (a) ), c = a, b . By Lemma 3.20, c is generic over ∅, so by Lemma 3.18 it must also be locally isolated, contradicting Claim 1. Therefore, it must be that S (b) = {a, b}.
By replacing a and b in the above, we also get S (a) = {a, b}.
We say that a point x ∈ X inhabits the left side of a point y ∈ X if for every U ∈ B x there exists y ′ ∈ X, y ′ < y, such that (y ′ , y) ⊆ U . We say that x inhabits the right side of y ∈ X if for every U ∈ B x there exists y ′′ ∈ X, y < y ′′ , such that (y, y ′′ ) ⊆ U .
We note several easy observations for a that is generic over ∅, not locally isolated, such that B a B af a : (1) If a inhabits the left side or the right side of b then b ∈ S (a).
(2) Conversely, if b ∈ S (a) then a inhabits the left side or the right side (or both) of b. (For the case b = a we use here the fact that a is not locally isolated). (3) a cannot inhabit both sides of b. Indeed, since b is generic over ∅ then it is not locally isolated by Claim 1, and since τ is Hausdorff it must be possible to separate between a and b. (4) a inhabits the left side (the right side) of b iff b ∈ S (a) and b is locally leftclosed (locally right-closed).
By Claim 3, S (a) = {a, b} = S (b) for b = a, and from its proof we deduce that a inhabits exactly one side of a and exactly one side of b, and so does b.
As we have seen before, we can find an interval J ∋ a and definable continuous and strictly monotone functions
Moreover, the genericity of a also implies that we may choose J such that all x ∈ J are "of the same form" as a. Namely, (i) Every x ∈ J is locally left-closed or every x ∈ J is locally right-closed. (ii) Every y ∈ f 2 (J) is locally left-closed or every y ∈ f 2 (J) is locally right-closed.
Without loss of generality, assume that every x ∈ J is locally left-closed and every y ∈ f 2 (J) is locally right-closed (the other cases are treated similarly). By (4), x inhabits the right side of y := f 2 (x) and y inhabits the left side of x. By our assumption, f 2 (c) is locally right-closed. So f 2 being strictly decreasing implies that for every W ∈ B f2(c) and x > c, we have
Note that since f 2 is strictly decreasing and f 2 (c) ∈ S (c) , there must be
This contradicts the fact that τ is Hausdorff, and therefore f 2 must be strictly increasing.
Recall that for every x ∈ J we have S (x) = {x, y} = S (y), and as we just showed f 2 is strictly increasing. By Lemma 3.17, we know that for every small enough U ∈ B x , U ⊆ (J ∪ f 2 (J)), and for every small enough W ∈ B y , W ⊆ (J ∪ f 2 (J)). Therefore, under our assumptions we get that for every x ∈ J,
and for every y ∈ f 2 (J),
. So by replacing the bases we can assume that Thus we have:
We are now ready to prove that X is not definably connected.
Claim 5. For a ′′ ∈ J with a ′′ > a, the set Z := [a, a ′′ ) ∪ (f 2 (a) , f 2 (a ′′ )] is clopen.
Proof. By ( * ), Z is open as the union of two basic open sets. We explain why Z is also closed: By general properties of closure and since each singleton is closed, we have cl (Z) = {a} ∪ cl ((a, a ′′ )) ∪ cl ((f 2 (a) , f 2 (a ′′ ))) ∪ {f 2 (a ′′ )} . 
). Therefore, we conclude that
hence we proved that Z is clopen.
By Claim 5, X contains the definable clopen set Z. That is, (X, τ ) is not definably connected. Hence, we proved Theorem 3.30 for our sufficiently saturated N . is Hausdorff, regular and definably connected, then so is (X (N ) , τ (N )). Therefore, if M satisfies the conditions of Theorem 3.30, then N satisfies them as well.
In this case, we get from the theorem that there exist a definable bijection fc : X (N ) → Sc where Sc ⊆ N k for some k, such that fc , Sc are definable over parametersc ∈ N , and fc is a homeomorphism of (X (N ) , τ (N )) and Sc with the affine topology. We can now write a formula ψ (ȳ), |ȳ| = |c|, such that for everȳ c ′ ∈ N , N ψ (c ′ ) ⇐⇒ fc′ is a (definable) homeomorphism of (X (N ) , τ (N )) and a (definable) Sc′ ⊆ N k with the affine topology.
Since N ∃ȳ ψ (ȳ), then so does M, and hence there existsd ∈ M such that fd : X (M ) → Sd (M ) is the desired homeomorphism. That is, Theorem 3.30 holds also for M. This ends the proof of both Claim 6 and Theorem 3.30.
We can now add to Theorem 3.29 another equivalent condition: Theorem 3.31. Let X ⊆ M n , dimX = 1, and let τ be a definable topology on X. Then the following are equivalent:
(1) (X, τ ) is definably homeomorphic to a definable set with its affine topology.
(2) τ is Hausdorff, regular, and (X, τ ) has finitely many definably connected components.
Proof. (1) ⇒ (2): This follows from the basic theory of o-minimal structures (as is discussed in [1] ).
(2) ⇒ (1): By assumption, X is a disjoint union of definable sets X 1 , . . . , X m , each open (hence closed) in X, and definably connected with respect to τ . Since X is regular so is each X i (with the induced τ topology). By Theorem 3.30, each X i is definably homeomorphic to some Y i ⊆ M ki with its affine topology. Let k := max 1≤i≤m k i + 1, and embed each Y i in M k . Furthermore, we may choose the sets Y i such that cl af (Y i ) ∩ cl af (Y j ) = ∅ for i = j. It follows that X is definably homeomorphic to Y := m i=1 Y i . A combination of Theorem 3.29 and Theorem 3.31 gives us the Main theorem, as stated in the introduction:
We end with another theorem that is an immediate consequence of our work towards Theorem 3.31: Theorem 3.32. Let X ⊆ M n be a definable set with dimX = 1, and let τ be a Hausdorff topology on X. Assume that X has finitely many locally isolated points, and finitely many points x such that B
x . If, in addition, (X, τ ) has finitely many definably connected components, then (X, τ ) is definably homeomorphic to a definable set with its affine topology.
Proof. The proof follows from Theorem 3.31, since in the proof of Theorem 3.30 (which leads to Theorem 3.31), we only used regularity in Claim 1 and in Claim 2.
3.6. Example. The next example is of a definable Hausdorff topology that is definably connected and not regular, thus it can not be definably homeomorphic to a definable set with its affine topology. It demonstrates the necessity of two different assumptions in two different principle theorems:
For Theorem 3.29, it shows that for the direction (2) ⇒ (1) it would have not been enough to only assume that (X, τ ) is definably connected. For Theorem 3.30, it demonstrates that it is not enough to only assume that (X, τ ) is Hausdorff and definably connected, and it is necessary to add the assumption that τ is regular. One can check that this topology is not regular. This fact, as well as points of (1, 2) ∪ (2, 3) having half-open-intervals neighborhoods, guaranties that τ is not definably homeomorphic to the affine topology τ af .
The topology τ is definably connected since the only definable clopen subsets of X, are ∅ and X itself. Nevertheless, X contains definable subsets that are totally definably disconnected (for instance, the only connected components of the interval (1, 2) are its singletons).
3.7.
Generalization -group instead of field. Our underlying assumption is that M is an o-minimal expansion of a real closed field. Nevertheless, it is sufficient to assume that M = (M ; <, +, . . .) is an o-minimal expansion of an ordered divisible abelian group, and to add the assumption that X is a bounded subset of M n . Indeed, the only place where we needed the field structure was in order to identify X with a bounded subset of M .
Note however that the main theorem as stated fails in o-minimal expansion of groups without the assumption that X is bounded: Let M = (R; <, +) and let X ⊆ R 2 be the union of the line R × {0} and two other points p 1 , p 2 ∈ R 2 . We can endow X with a topology τ which identify it with {−∞} ∪ R ∪ {+∞}. It is easy to verify that (X, τ ) is definably compact (note that here we make an exception and use the term "definably compact" with respect to the topology τ ). Therefore, if (X, τ ) were definably homeomorphic to a definable set X ′ ⊆ R n with its affine topology, then X ′ would have to be bounded. However, in M there is no definable bijection between bounded and unbounded sets.
