Power grid as an important infrastructure which ensures the healthy development of economy and society and accurate and reasonable prediction of the power grid investment demand has always been the focus problem of the power planning department and the power grid enterprises. In view of the complex nonlinear and nonstationary characteristics of the power grid investment demand sequence, a novel hybrid EMD-GASVM-RBFNN forecasting model based on empirical mode decomposition (EMD) method, support vector machines optimized by genetic algorithm (GA-SVM) model, and radial basis function neural network (RBFNN) model is proposed. Firstly, the EMD method is used to decompose the original power grid investment data sequence into a series of IMF components and a residual component which have stronger regularity compared with the original data. Then, according to the different characteristics of each subsequence, the GA-SVM and RBFNN model will be used to forecast different subsequences, respectively. Next, the prediction results of different subsequences are aggregated to obtain the final prediction results of the power grid investment. Finally, this paper dynamically simulates China's power grid investment from 2018 to 2020 based on the EMD-GASVM-RBFNN hybrid forecasting model and Monte Carlo method.
Introduction
Power grid is a basic carrier of electricity collection, transmission, and allocation; it is an important guarantee for the healthy development of the economy and society. Moderate investment and construction on power grid in advance is the prerequisite for ensuring the power supply. In general, the huge investment amount of power grid investment with long payback period has greatly increased the difficulty and risk of power grid investment decision. So, accurate and effective prediction of power grid investment can not only help pool funds and rationally arrange investment in power grid construction, but also reduce capital costs and economic risks, which plays a crucial role in promoting power grid investment planning and construction process [1] . Power grid investment is affected by various influencing factors such as economy, society, and load level. The development trend of power grid investment in different countries has significant diversities. The power grid investment graphs of US, Japan, Germany, and France are presented in Figure 1 while China's power grid investment is depicted in Figure 2 .
As can be seen from Figure 1 , from the mid-1970s to the end of the 1990s, the overall power grid investment in United States has shown a downward trend, and the annual decline is about 50 million dollars. But after entering the 21st century, the US power grid investment began to rebound. At the same time, the development trend of the power grid investment in Japan was in the opposite direction to United States; the power grid investment in Japan fell from the peak level of more than 1200 billion yen in 1993 to only 300 billion yen in 2003. In only 10 years, the Japanese power grid investment dropped by nearly 3 times. In Europe, the overall power grid investment in Germany basically retained a slight growth trend in the latest 10 years except for the sharp decline in 2008 caused by international financial crisis. In the same period, the RTE power grid investment in France increased from 600 2 Mathematical Problems in Engineering 
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Investment In Transmission Network In Germany Trend Line 1 9 7 5 1 9 7 7 1 9 7 9 1 9 8 1 1 9 8 3 1 9 8 5 1 9 8 7 1 9 8 9 1 9 9 1 1 9 9 3 1 9 9 5 1 9 9 7 1 9 9 9 2 0 0 1 2 0 0 3 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 8 1 9 9 7 1 9 9 9 2 0 0 1 2 0 0 0 2 0 0 2 2 0 0 3 1 9 9 1 1 9 9 2 1 9 8 9 1 9 9 0 According to the analysis of the power grid investment trend in the above countries, we can conclude that the development trend of power grid investment in different countries is obviously distinguished; such distinction mainly originates from the differences in the national conditions of different countries. The power grid investment is influenced by many influencing factors such as economy, society, politics, and environment, and different countries have remarkable difference in these factors. These factors can be divided into shortterm impact factors, medium-term impact factors, and longterm impact factors. The division and characteristics of three types of factors are listed in Table 1 .
The short-term impact factors, medium-term impact factors, and long-term impact factors work together making the power grid investment have complicated nonlinear and nonstationary characteristics. Therefore, accurate and effective forecasting of the power grid investment has become a key and difficult problem for power grid enterprises and the power planning department.
A reasonable forecasting method is an important prerequisite for improving the effectiveness and accuracy of the power grid investment prediction in the future. The exploration of forecasting methods has always been a hot spot for scholars, and a lot of forecasting methods have been put forward over the years [2] .
The traditional forecasting models based on parameter estimation include regression analysis, time series prediction, and grey model. After continuous development for decades in the last century, these traditional methods have mature theoretical foundations, and a large number of scholars at home and abroad have conducted extensive researches and applications of them, which are summarized in Table 2 .
In recent years, with the continuous development of the methods such as artificial neural networks, machine learning, and intelligent computing, these methods have been widely used in prediction field. As a result, the single or combined prediction model based on the above-mentioned intelligent 
Type

Acting factors Features Short-term impact factors
Major policy changes, the international financial crisis and other uncertainties.
Most of them are emergent events, with strong uncertainty and randomness.
Medium-term impact factors
National five-year development plan, phased planning of power planning department, etc.
These factors have obvious periodic characteristics
Long-term impact factors
Safeguarding the country's current level of economic and social development and serving the goal of long-term national planning Such factors have the characteristics of long-term, tendency and stability.
algorithms have also become the mainstream and trend in prediction field. The summary of domestic and foreign research on these methods is shown in Table 3 . Although intelligent algorithms are adept in coping with the nonlinear problems, they would fail to identify and extract internal features and characteristics effectively from complex nonlinear nonstationary data. In response to this problem, wavelet analysis, EMD method, and other decomposition algorithms were developed. The decomposition algorithms are used to decompose the nonlinear nonstationary original sequence into a series of subsequences with stationary characteristics of different characteristic scales, and the decomposed subsequences contain different physical characteristics of the original sequence; then different forecasting method will be used to predict subsequences with different physical characteristics; finally the final forecasting result of the original sequence will be obtained by aggregating the forecasting results of the subsequences. The decomposition algorithms can effectively identify and extract the inherent features and trends of complex nonlinear nonstationary signals and significantly improve the prediction accuracy of nonlinear nonstationary time series, so it has been widely used in the prediction field. The summary of domestic and foreign research on decomposition methods for prediction is shown in Table 4 .
From the above review of the literature, we can conclude that the existing forecasting methods have developed relatively maturely. However, the study on power grid investment forecasting model is still lacking. HU Bai-chu et al. [3] use the analytic hierarchy process and grey model to forecast the power grid infrastructure investment, but the forecasting model is too simple and subjective, so the accuracy of the prediction result still remained to be improved. ZHAO Huiru et al. [4] propose a cointegration theory and error correction model to forecast the power grid investment demand; this model finds out the logarithmic linear relation between the power grid investment and influencing factors of the power grid investment. However, the power grid investment has complicated nonlinear nonstationary characteristics; the proposed forecasting model in this paper hardly excavates the internal laws and characteristics of the power grid investment. Shuyu Dai et al. [1] propose a hybrid support vector machine optimized by differential evolution algorithm and grey wolf optimization algorithm (DE-GWO-SVM) to forecast China's power grid investment based on the historical data from 1990 to 2016. The support vector machine can effectively process the complex nonlinear data and brilliant parameters optimization ability of the intelligent algorithm; the DE-GWO-SVM model has an outstanding prediction performance for China's power grid investment.
In the light of the defects and advantages of existing power grid investment forecasting models, this paper proposes a novel EMD-GASVM-RBFNN hybrid model to forecast China's power grid investment based on the historical data from 1990 to 2017. The structure diagram of the EMD-GASVM-RBFNN hybrid forecasting model is shown in Figure 3 . The innovations of this article are as follows.
(1) The empirical mode decomposition (EMD) is used to decompose the original data of China's power grid investment which has complex nonlinear, nonstationary characteristics from 1990 to 2017 into several intrinsic mode function (IMF) components and a residual component which represent the random characteristics, periodic characteristics, and trend characteristics of the original power grid investment data, respectively. These subsequences decomposed from the original power grid investment data by the EMD method have simpler frequency feature and stronger correlations [5] which are easier for building the prediction model than the original data series and which improve the prediction accuracy prominently.
(2) The support vector machine optimized by genetic algorithm (GA-SVM) model and radial basis function neural network (RBFNN) model are used to forecast the subsequences of the original power grid investment data decomposed by the EMD method. Twenty-eight power grid investment data samples from 1990 to 2017 will be used to establish the prediction model in this paper; it is difficult to build an accurate and robust forecasting model with just 28 samples. The SVM and RBFNN model are both adept in processing nonlinear problems with small sample numbers. The periodic subsequence with low frequency and the trend subsequence will be predicted by GA-SVM model while the random subsequence with high frequency will be forecasted by RBFNN model which has strong nonlinear fitting ability and parameter learning ability.
(3) Monte Carlo dynamic simulation method will be used to simulate China's power grid investment in 2018-2020 based on the EMD-GASVM-RBFNN hybrid prediction model proposed in this paper. The power grid investment is affected by many influencing factors, and the change of these influencing factors in the future will have a huge influence on power grid investment; but the exact value of these influencing factors in the future are difficult to determine. In this paper, we use the Monte Carlo method to simulate the 4 Mathematical Problems in Engineering [6] Electricity prices
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Final forecasting result distributed data of these influencing factors in the next three years; then the distributed data of these influencing factors will be used to predict China's power grid investment in 2018-2020 based on the EMD-GASVM-RBFNN hybrid prediction model. Finally, the distributed data of the China's power grid investment from 2018 to 2020 will be obtained.
The main structure of this article is arranged as follows: Section 2 introduces the methodology; Section 3 carries out empirical analysis to verify the validity of the proposed model for the power grid investment prediction in China; Section 4 uses the Monte Carlo dynamic simulation method to simulate the power grid investment in China from 2018 to 2020; Section 5 summarizes the whole paper.
Methodology
Empirical Mode Decomposition.
Empirical mode decomposition (EMD) was first proposed by Huang et al. in 1998 [37] . This method can effectively process nonlinear and nonstationary data signals. It is an adaptive signal processing method. This method decomposes the original signal into a series of intrinsic mode functions (IMFs) and a residue which represent different time scales. IMF is a function that satisfies the following two conditions: (1) in the entire data set, the number of extrema and the number of zero crossings must either be equal or differ at most by one; (2) at any point, the mean value of the envelopes defined by the local maxima and the local minima must be zero.
The specific steps of the empirical mode decomposition are as follows:
(1) Determine all the local extreme points of the original sequence x(t) (2) Connect all local extrema by a cubic spline line to generate its upper and lower envelopes 1 (t) and 2 (t) (3) Compute the point-by-point envelope mean (t) from upper and lower envelopes; i.e., (t)=1/2[ 1 (t)+ 2 (t)] (4) Then extract the details, ℎ 1 1 (t) is not an IMF, replace x(t) with ℎ 1 1 (t), and then repeat the above steps until the extracted ℎ 1 (t) is an IMF, and 1 (t)=ℎ 1 (t) will be extracted as the first IMF signal (5) If an IMF is derived and meantime replace x(t) with the residue 1 (t)= x(t)-1 (t), repeat steps (1)-(4) until the stop criterion is satisfied
The EMD method decomposes the original data sequence into several IMF components and a residue. The initial data sequence can be expressed by
( ) (i=1,2,3..n) are the IMF components of the initial signal sequence, n is the number of IMF components, and (t) is the residue of the initial sequence.
The EMD method has several distinct advantages. First, it is relatively easy to understand and implement. Second, the fluctuations within a time series are automatically and adaptively selected from the time series, and it is robust for nonlinear and nonstationary time series decomposition. Third, it lets the data speak for themselves. EMD method can adaptively decompose a time series into several independent IMF components and one residual component. The IMFs and the residual component displaying linear and nonlinear behavior depend only on the nature of the time series being studied.
GASVM Model.
The support vector machines (SVMs) were proposed by Vapnik. It is a statistical learning algorithm based on VC (Vapnik-Chervonenkis) dimension theory and structural risk minimization (SRM) principle [21, 23] . SVM has a strong capacity for processing nonlinear data. The basic principle of support vector machines is to find a nonlinear mapping function (x) to make the linear inseparable data x in the low-dimensional feature space projected into the high-dimensional feature space F to make it a linear separable problem. Then the following function f(x) is used to carry out linear regression in the high-dimensional feature space F.
In the formula, is a weight vector; is a bias. The problem of the function approximate is equivalent with minimizing the following problem:
is the expected output while ( ) is the actual output of the sample . is the number of samples. ‖ ‖ 2 is the weights vector norm, which is used to constrain the model structure capacity in order to obtain better generalization performance. is the regularized constant determining the trade-off between the empirical error and the regularization term.
With the introduction of Vapnik's -insensitive loss function [38] , we adopted Vapnik's linear loss function withinsensitive zone as a measure for empirical error which is shown below:
In the formula, is a specified parameter. | − ( )| is called -insensitive loss function. Then the support vector machine (SVM) determines the regression function by minimizing the objective function, and the objective function and constraints are as follows:
subject to
= 1, 2, . . . , . * and are slack variables. With the Lagrange multipliers introduced, the support vector regression function can be obtained by solving the dual problem [22, 23, 31] :
, * are Lagrange multipliers. ( , ) is kernel function, then linear and RBF kernel function would be adopted in this paper which are shown as follows, respectively:
is RBF kernel function parameter while the linear kernel function has no parameter. In summary, penalty parameter , parameter , and RBF kernel function parameter are parameters that need to be determined. Therefore, genetic algorithm (GA) is introduced to optimize the parameters , , and . Genetic algorithm (GA) was first proposed by Professor Holland in the 1970s. It is an adaptive global optimization algorithm based on the experience of biological natural genetic mechanism. The genetic algorithm improves the individual fitness by imitating the selection, crossover, and mutation mechanism of biological genetics, through continuous evolution and iteration; it adaptively controls the search process to get the optimal solution. The genetic algorithm (GA) is a method of parallel stochastic searching optimization, which has been widely used in combinatorial optimization, machine learning, signal processing, and adaptive control [39] . The operation steps of GA-SVM are described in detail in some literatures [16, 40] . The GA-SVM model structure is illustrated in Figure 4 .
RBF Neural Network.
Radial basis function (RBF) neural network is a three-layer forward neural network model with good performance and global approximation and is free from the local minima problems [41] . It is a multi-input, singleoutput system consisting of an input layer, a hidden layer, and an output layer. During the data processing, the hidden layer performs nonlinear transforms for feature extraction and the output layer gives a linear combination of output weights.
The transformation of the RBF neural network from the input space to the hidden layer space is nonlinear, and the transformation from the hidden layer space to the output layer space is linear. RBF neural network has a simple structure, simple training, and fast learning convergence, which can fit any nonlinear function, so it is widely used in time series prediction [41] [42] [43] [44] .
The RBF neural network commonly uses the Gauss radial basis function as the activation function of the hidden layer neurons. The Gauss radial basis function can be expressed as follows:
in which is the input to the hidden layer, is the center of the Gaussian function, ‖ − ‖ is the distance between the input vector and the center of the Gaussian function, and is the variance of the Gaussian function. The output of the network can be expressed as follows: In the formula,
T is the pth input sample of the network; p=1,2,. . .,P; P is the total number of samples; i=1,2,. . .,h is the number of hidden layer nodes; y i is the actual output of the jth output node of the network corresponding to the input sample. There are three parameters that need to be solved in the RBF neural network model: the center c i of the radial basis function, the variance of the radial basis function, and the weight ij from the hidden layer to the output layer.
According to the different selection methods of radial basis function centers, there are many learning methods for parameters c i and , such as random selection center method, self-organization selection method, supervised selection center method, and orthogonal least squares method [45] . The least square algorithm is also applied to train the output weight ij [41] .
Case Study
This section uses the data of China's power grid investment and influencing factors of the investment from 1990 to 2017 to verify the effectiveness and accuracy of the EMD-GASVM-RBF hybrid forecasting model proposed in this paper. And the primary industry added value, the secondary industry added value, the tertiary industry added value, urbanization rate, the electricity installed capacity, total electricity consumption, clean energy power generation ratio, and population are selected as the influencing factors of the power grid investment.
Firstly, the EMD method is used to decompose the original sequence of the power grid investment demand, and two IMF components and a residual component are decomposed. As we can see from Figure 5 , the IMF1 component has significant random characteristics while the IMF2 component has significant periodic characteristics; they reflect the different internal characteristics of China's power grid investment demand, respectively. The residual component reflects the development trend of the power grid investment in China. In view of the different characteristics of each subsequence, we will use appropriate models to predict different subsequences separately. In this paper, the IMF1 subsequence will be forecasted by RBF neural network while IMF2 and residual subsequences will be forecasted by GA-SVM model. Finally, the prediction results of different subsequences will be aggregated to get the final power grid investment forecasting result.
In this paper, we use the "newrb" function from MATLAB platform to create the RBF neural network for the prediction of IMF1 component; we use the historical data of the past 8 years of the IMF1 component as the inputs of the RBF network to predict the next year's IMF1 data, so only 20 data samples are used to build the prediction model for IMF1. The activation functions of the hidden layer are all set as Gauss radial basis functions, the error margin is set to 1e-8, the spreading factors are set to 2, and the maximum number of the hidden layer neurons is set to 100.
The GA-SVM models are built to forecast IMF2 component and residual component. The parameters of each model are set as shown in Table 5 .
As we can see from the table, the main difference between the GA-SVM models for IMF2 prediction and residue prediction is the type of kernel function. The eigenmode component IMF2 with high wave frequency and high complexity will be predicted by the radial basis function with better generalization ability while the residual component with significant linear and trend characteristics will be predicted by linear kernel function [10] . Moreover, we use the historical data of the past 10 years of the IMF2 component as the inputs of the GA-SVM model to predict the next year's IMF2 data, so only 18 data samples are used to build the prediction model for IMF2. The residual component reflects a trend characteristic of the power grid investment; it is directly affected by the level of economic and social development as well as electricity production and consumption, so the primary industry added value, the secondary industry added value, the tertiary industry added value, urbanization rate, the electricity installed capacity, total electricity consumption, clean energy power generation ratio, and population are set as inputs of the GA-SVM model for the forecasting of the residual component. In order to ensure the reliability of the experimental results of the prediction model under the case of a small sample size, leave-one-out cross validation is selected to do the cross validation of the sample. The basic idea of the leaveone-out cross validation is that one of the N samples is taken as the validation sample, and the remaining N-1 samples are used as training sets for the GA-SVM model and repeat N times until all N samples are taken as validation sets in turn. In this paper, the leave-one-out cross validation method will repeat 10 times for each sample; then the average value of the leave-one-out cross validation results for each sample will be regarded as the final forecasting result of the forecasting model for each sample.
The forecasting results of the IMF1, IMF2, and residual components by different forecasting model and the final power grid investment forecasting result are showed in Figure 6 . From Figure 6 we can intuitively find out that the forecasting results of the IMF2 component and the residual component are basically consistent with the actual value. Although the RBF neural network has a poor prediction accuracy of the IMF1 component compared with the GA-SVM model for IMF2 and residual component prediction because of the strong random and nonlinear characteristics of the IMF1 component, it still effectively reflects the development trend of the IMF1 component. Besides, the proportion of the IMF1 component is relatively low compared with the IMF2 component and the residual component in the original data, so the prediction accuracy of the IMF1 component has lower impact on the forecasting result of the final power grid investment than the IMF2 component and residual component. The MAPE and RMSE of the final forecasting result of the power grid investment from 2000 to 2017 are only 6.69% and 167.08 hundred million yuan, respectively. The forecasting result is basically consistent with the actual value which confirms the accuracy and effectiveness of the EMD hybrid power grid investment forecasting model.
To further verify the validity and accuracy of the EMD-GASVM-RBFNN hybrid power grid investment forecasting model, the forecasting results of GA-SVM model and BP neural network model will be comparisons of the EMD-GASVM-RBFNN hybrid power grid investment forecasting model. A BP neural network with two hidden layers is built for the power grid investment forecasting. After repeated tests, the numbers of neurons in the hidden layers are both set to 10 to get a relatively good forecasting performance of BP neural network model; the hidden layer neuron activation functions are both set to "logsig" functions; the learning algorithm of the network is set to Levenberg-Marquardt (LM) algorithm; the error margin of the network is set to 1e-8; the learning rate of the network is set to 0.01. Primary industry added value, secondary industry added value, tertiary industry added value, urbanization rate, electricity installed capacity, total electricity consumption, clean energy power generation ratio, and population are set as the inputs of the BP neural network. The inputs of the GA-SVM power grid investment forecasting model are the same as the inputs of the BP neural network, and the type of the kernel function is set to radial basis function. The leave-one-out cross validation is also used to obtain the power grid investment forecasting results for both models from 1990 to 2017. The power grid investment prediction results of the GA-SVM model and BP neural network model are shown in Figure 7 . It can be intuitively seen from Figure 7 that the forecasting results based on the GA-SVM model and BP neural network model are not quite good enough compared with the EMD hybrid power grid investment forecasting model. The mean absolute percentage error (MAPE) and the root mean square error (RMSE) of the forecasting results from 2000 to 2017 will be the evaluation criteria for quantitative analysis of different forecasting models. The formulas for the calculation of MAPE and RMSE are as follows:
N is the number of the samples and is the prediction result of the power grid investment model while is the actual value of the power grid investment.
The normalized power grid investment prediction results and the MAPE and RMSE results of different forecasting model are shown in Table 6 .
Based on the calculation results of the MAPE and RMSE, we can conclude that the EMD hybrid forecasting model has a better prediction performance than the GA-SVM model and BP neural network. Although the MAPE of the EMD hybrid model is just slightly lower than the GA-SVM model, the RMSE of the EMD hybrid model is considerably lower than the GA-SVM and the BP neural network model; as we can see from Table 6 , the RMSE of the EMD hybrid model is just about half of the GA-SVM and the BP neural network model. Figure 8 gives the absolute percentage error (APE) of the power grid investment forecasting results by different prediction models from 2000 to 2017.
Scenario Analysis
This section dynamically simulates China's power grid investment demand from 2018 to 2020 based on the EMD hybrid forecasting model and Monte Carlo method. First, the RBF neural network model and GA-SVM are used to predict the IMF1 and IMF2 components separately in advance for three years. The prediction results of each IMF component in the next three years are shown in Table 7 . Then, the residual component from 2018 to 2020 is dynamically simulated based on the GA-SVM model and the Monte Carlo method. Finally, the simulation results of the power grid investment demand Mathematical Problems in Engineering in the next three years can be obtained by aggregating the results of the residue simulation result and the predicted IMF components. In Monte Carlo simulation, the distribution of the growth rate of each variable of the model inputs should be assumed, and different distribution assumptions will have different effects on the residue prediction result. This paper first assumes that the growth rate of the input variables is normal distribution; then the K-S (Kolmogorov-Smirnov) method will be used to verify whether the growth rate of the input variables is in accordance with normal distribution.
When the K-S method is used to test the normality of the data distribution, it is necessary to test the difference between the detection sequence and the standard normal distribution sequence. If the result of the significance test is more than 0.05, the detection sequence is considered to be normal distribution. In this paper, the urbanization ratio and the clean energy installed ratio in the next three years are set as a fixed value, respectively, while the growth rate of the population in the next three years is set to 5%. The specific setting results are shown in Table 8 .
The K-S test method is used to test whether the growth rates of primary industry, secondary industry, tertiary industry, electricity installed capacity, and total electricity consumption meet the normal distribution based on the historical data. The results of the K-S test are shown in Table 9 . It can be seen from the table that the results of the exact significance test (2-tailed) of each input variable are all greater than 0.05, indicating that the growth rates of the input variables are all in accordance with normal distribution. Figure 9 also gives the frequency distribution map of the growth rate of each variable. It can be seen from the graph that the input variables' growth rates have approximately normal distribution. Because the historical data of the variables are limited, the mean and standard deviation of the sample data of these input variables will be approximated as the mean and standard deviation of the corresponding normal distribution.
After verifying the normal distribution of the growth rate of each input variable by K-S test, the Monte Carlo method will be used to create 100 thousand groups' next year's input variables. Then the distribution data of the next year's input variables are calculated on the basis of the growth rate results of each input variable simulated by the Monte Carlo method and the data of the input variables in this year, and the distribution data of the next year's residue will be predicted based on the GA-SVM model and the next year's variables data. Finally, the simulation results of the power grid investment in the next year can be obtained by aggregating the results of the residual simulation result and the predicted IMF components. Figure 10 shows the distribution data of power grid investment obtained by Monte Carlo simulation from 2018 to 2020. The average value of each input variable's distribution data in 2018 obtained by Monte Carlo simulation will be the basis for the calculation of the distribution data of the variables in 2019, and the average value of the distribution data of each variable in 2019 will be the basis for the calculation of the distribution data of each variable in 2020.
From Figure 10 , we can intuitively learn that the power grid investments in the next three years are all basically in line with normal distribution. Table 10 shows the statistical test results of the Monte Carlo dynamic simulation results of the power grid investment distribution data in the next three years. It can be seen from the table that the exact significance test results of the K-S method from 2018 to 2020 are all far more than 0.05; the absolute value of skewness and kurtosis coefficients of the frequency distribution curves are all less than 0.012; it shows that the distribution data of the power grid investment demand are highly in accordance with the normal distribution and the fitting precision is satisfactory.
The Monte Carlo simulation results show that the average value of the power grid investment simulated by the Monte Carlo method in the next three years will reach 4837.6, 4980.2, and 5109.2 hundred million yuan, respectively. Table 11 and Figure 11 give the interval probability values and the development trends of the power grid investment for the next three years, respectively, based on the property of normal distribution, in which the parameter and the parameter represent the mean value and the standard deviation of the normal distribution, respectively.
As can be seen from Table 11 and Figure 11 , the scenario forecasting results based on the EMD hybrid model and the Monte Carlo method show that the distribution interval of the power grid investment in years 2018-2020 will remain stable, which has no significant increase or decrease trend in the next three years; China's power grid investment in the next three years will remain between 4300 and 5700 hundred million yuan as a whole. In the light of the mean value of the simulation results, the power grid investment in 2018 will reduce for about 10% from 2017 to 5000.6 hundred million yuan; then there will be a slight increase of the power grid investment in 2019 and 2020, reaching 5160.6 and 5303.0 hundred million yuan, respectively.
Compared with the rapid growth of the power grid investment from 2012 to 2016, the simulation result indicates that the power grid investment will not substantially increase in the next three years. At the present stage, China's economic development has entered in "new normal" state, in which the economic growth is slowing down and the economic structure is constantly adjusting. The continuous decline of the proportion of the secondary industry has also curbed the rapid growth of the total electricity consumption. In addition, the oversupply of electricity and the low utilization rate of clean energy power generation need to be solved urgently, and a new round of electricity market reform has further promoted the process of marketization. Under the above backgrounds, the focus of power grid investment in the next few years will be improving the overall efficiency and safety of the power grid rather than continuing to expand the existing enormous scale of the power grid. On the other hand, in order to support the development of China's total economic volume and meeting the demand for electricity consumption, the power grid investment demand is unlikely to show a significant downward trend. Therefore, the stable development trend of the power grid investment demand in the next three years would be reasonable.
Conclusion
In the light of the complicated nonlinear and nonstationary characteristics, this paper proposed an EMD-GASVM-RBFNN hybrid forecasting model which can effectively identify and extract the internal characteristics of China's power grid investment. Firstly, the EMD method is used to decompose the original power grid investment into two IMFs and a residual component. Then the IMF1 component with high frequency will be forecasted by RBF neural network while the IMF2 component with low frequency and the residual component will be forecasted by GA-SVM model. Finally, the prediction results of different components will be aggregated to get the final power grid investment forecasting result. Next, the forecasting results of GA-SVM model and BPNN model will be comparisons of the EMD-GASVM-RBFNN hybrid forecasting model. The RMSE and MAPE calculation results of different forecasting models indicate that the EMD-GASVM-RBFNN hybrid model has a better prediction performance than GA-SVM model and BPNN model. Finally, the Monte Carlo method is used to simulate China's power grid investment in 2018-2020. The simulation result indicates that the development trend of China's power grid investment will remain stable in the next three years.
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