Abstract. In the context of geometry and analysis on non-archimedean local fields, we study two recent notions, C exp -class distributions from [11] and WF-holonomicity from [1], and we show that any distribution of C exp -class is WF-holonomic. Thus we answer a question from [1] by providing a framework of WF-holonomic distributions for non-archimedean local fields which is stable under taking Fourier transforms and which contains many natural distributions, in particular, the distributions studied in [1] . We further show that one can regularize distributions without leaving the C expclass. Finally, we show a close link between zero loci and smooth loci for functions and distributions of C exp -class, by proving a converse to a result of [11] . A key ingredient is a new resolution result for subanalytic functions (by alterations), based on embedded resolution for analytic functions and model theory.
1. Introduction 1.1. A key missing tool in the combination of p-adic geometry and analysis, is the interplay between differentiation and integration. In more advanced wordings, techniques related to Bernstein polynomials and D-modules, which in the reals give a plentitude of results, seem to break down when one wants to use them in a p-adic context. In the real and complex setting, one thinks for example of the strong link between eigenvalues of monodromy with zeros of Bernstein polynomials and with poles of certain real integrals, a link which remains elusive in the p-adic setting, see e.g. the monodromy conjecture [4, Chapter 1, Section 3.4], [16] , [25] . One also thinks of the link of D-modules on R n with distributions on R n and how their holonomicity is preserved under Fourier transform. In this paper we investigate a notion of holonomicity in the p-adic setting, not for D-modules but directly for distributions on p-adic analytic manifolds, and its behavior under Fourier transform. Two recent contributions in this domain are combined: the notion of WFholonomicity of [1] for distributions, and, the notion of distributions of C exp -class on (definable) p-adic manifolds from [11] . Our main result addresses a question from [1] and provides a framework of WF-holonomic distributions on Q n p which is stable under Fourier transform (and which contains the distributions studied in [1] ), see Theorem 2.7 for the holonomicity and [11, Theorem 3.3.5] for the stability under Fourier transform.
is small enough, then ξ is called WF-holonomic. In more detail, if WF(ξ) is contained in a finite union of co-normal bundles of submanifolds of X, then ξ is called WF-holonomic, see definition 2.2.
1.3. In [11] the notion of distributions of C exp -class on p-adic manifolds is introduced. Stability of this class is shown under operations like Fourier transforms, pull-backs 1 , and push-forwards. In this paper we show stability in a new sense, namely under regularization: any distribution of C exp -class on U can be regularized to a distribution on X which is still of C exp -class, where U is open in the p-adic manifold X, see Theorem 2.8. Not only is the C exp -class of distributions stable under all these operations, this class contains many natural distributions, like the ones studied in [1] . Distributions of C exp -class have a geometric flavour as reflected by the main result of this paper on WF-holonomicity, and by their definition based on model theory.
The notion of distributions of C
exp -class is tightly linked to the notion of C exp -class functions, grosso modo via the continuous wavelet transform. For functions of C exp -class, the zero loci have played important roles in transfer principles (to change the characteristic of the local field) and in the description of geometric and analytic objects, see [7] [8] [9] [11] . In [11] it is shown that the smooth locus (and even the micro-locally smooth locus) of a distribution of C exp -class equals the zero locus of a function of C exp -class. We show the following converse: for any zero locus Z(g) of a C exp -class function g on a manifold X such that Z(g) is moreover open and dense in X, there is a distribution of C exp -class whose smooth locus equals Z(g), see Theorem 2.9. Together with the results [11, Theorems 3.4.1, 4.1.2], this exhibits yet another complete role played by zero loci of C exp -class functions. An analogous converse for the micro-locally smooth locus remains for the future to be discovered.
1.5. A key ingredient in the proofs consists of a (new variant of a) resolution result for definable functions which creates monomials times units, but which allows finite fibers, see Theorem 2.11. However, this variant does not directly allow a reduction to a Cartesian product situation when proving the WF-holonomicity from Theorem 2.7. Indeed, an additive character evaluated in a unit times a a quotient of monomials is not at all a Cartesian product situation. However, via general properties of distributions and their wave front sets, we manage to proceed by induction on the dimension. By the finite fibers, our resolution maps are similar to alterations and remind of smoothing of real subanalytic sets as in [2] .
1.6. Typically, the results of this paper and of [1] , [11] hold uniformly throughout all p-adic fields, and, in (definable) family settings. For simplicity of notation, a large part of the paper will be formulated for a fixed non-archimedean local field F which is often assumed to be of characteristic zero, and a fixed nontrivial additive character ψ on F . We will also state uniformity in the local field (including local fields of positive but large characteristic) and family aspects of most of our results. See for example Theorem 8.3 for a family variant of the regularisation result. Very recently, some results of [22] and [11] are presented in a motivic framework instead of (uniform) p-adic, see [28] .
1.7. The motivation for this line of research lies in part in the search for p-adic analogues for the strong interplay between real analysis and real geometry. Another challenge came from more global geometrical aspects than usually dealt with in model theory. Indeed, wave front sets for distributions on a manifold X cannot be seen by working piecewise on X (unless the pieces are clopen), while most results on definable sets and functions are piecewise in nature. This represented the challenge to this project to combine a global geometric with a definable viewpoint.
1.8. Structure of the paper. In Section §2 we recall the relevant terminogy and formulate the main result of the paper when working over fixed local field of characteristic 0. In §3 we explain the main ingredients of all the proofs in the paper, with all the essential parts and omitting technical details. In §4- §7 we proof all the result for fixed local filed of characteristic 0. In §8 we explane how to deduce uniform versions of those results when we vary the local field and allow it to have positive (but high enough) characteristic. This project was conceived while both authors participated in the Fourth International Workshop on Zeta Functions in Algebra and Geometry. We thank the organizers of the conference for creating this opportunity. R.C. also thanks I. Halupczok and M. Raibaut for interesting discussions on the topics of this paper.
A 2. Wave front sets and holonomicity: definitions and main results 2.1. Let F be any non-archimedean local field, namely, a finite field extension of Q p or of F p ((t)) for some prime p. Let O F denote the valuation ring of F with maximal ideal M F and residue field k F with q F elements and characteristic p F . We identify the value group of F with Z. We write ord for the valuation map, and |x| for the norm of x ∈ F , defined as q
for nonzero x and |0| = 0. Let X be an analytic submanifold of F n of dimension m for some n ≥ m ≥ 0, see [3] where this is called F -analytic instead of analytic, and see [11, Section 2.1] for the more general notion of strict C 1 submanifolds. As in [11, Section 2.1], we will always assume that our analytic manifolds are smooth, nonempty, and of pure dimension, meaning of constant local dimension m for some integer m ≥ 0. Define the tangent bundle T X and the co-tangent T * X bundle of X as usual (see [11, Section 2.1] ). That is, T * X is the cotangent bundle which at x ∈ X is the dual of the tangent space to X at x. By the wave front set WF(ξ) of a distribution ξ on X, we mean the F × -wave front set in T * X X ×{0} in the sense of [11, 2.8.6 ] (based on Heifetz [22] ). (Note that Definition A.0.1 of [1] of wave front sets is slightly different since it includes the zero section on the support of ξ; this is a harmless difference.) Let us recall these definitions. By a Schwartz-Bruhat function is meant a C-valued locally constant function with compact support. The C-vector space of Schwartz-Bruhat functions on X is denoted by S(X). A distribution on X is nothing else than a linear function S(X) → C (as usual in the p-adic case, there are no topological requirements). We write S * (X) for the C-vector space of distributions on X. The support of a distribution is meant as usual, see e.g. [11, Definition 2.4.3 ] .
Definition 2.1 (Wave front sets). Let U ⊂ F
n be open and let ξ be a distribution on 
Here, the Fourier transform F (ϕξ) of the product of ϕ with ξ is a continuous function (see Theorem 2.5.2 of [11] ) and λ · y stands for (λy 1 , . . . , λy n ). The wave front of ξ is defined as the complement in T * U U × {0} of the set of micro-locally smooth points of ξ and is denoted by WF(ξ). More generally, for ξ a distribution on an analytic submanifold X of F n of dimension m, the wave front set of ξ is defined by using analytic charts on X (see [11, 2.8.6 ] with Λ = F × ).
Define the co-normal bundle CN
of an analytic submanifold Y ⊂ X as usual, see [11, 
2.2.
Definitions and results for a fixed local field F . From now on, and until the end of Section 7, we fix a local field F of characteristic zero and an additive chacacter ψ : F → C × which is trivial on M F and nontrivial on O F . (Thus, F is a finite field extension of Q p for some prime p.) (An additive character is a continuous group homomorphism from the additive group on F to C × .) The advantage of working with fixed F is the ease of presentation both for definable sets and for the rings of complex valued functions that we integrate (called functions of C exp -class). Uniformity will come at the end of the paper, in Section 8.
2.3. Languages on F : subanalytic and semi-algebraic. For each integer n ≥ 0, let
, for the Gauss-norm. Note that O F x 1 , . . . , x n consists of power series i∈N n a i x i in multi-index notation and with a i ∈ O F such that |a i | goes to zero when |i| := i 1 + . . . + i n goes to infinity. For f in O F x 1 , . . . , x n , writef for the restricted analytic function associated to f , namely, the functionf : F n → F sending z ∈ O n F to the evaluation f (z) of f at z (i.e. the p-adic limit of the partial sums), and sending the remaining z to 0.
In this section 2.2 we use the following two languages (in the first order sense of model theory). Let L F be the ring language (namely having symbols +, −, ·, 0, 1), together with constant symbols from O F . Let L F an be L F together with for each f ∈ O F x 1 , . . . , x n a function symbol for the restricted analytic functionf associated to
an -formula ϕ(x) with free variables x 1 , . . . , x n , such that X consists of the values for x = (x 1 , . . . , x n ) that make ϕ valid in F . A function between definable sets is called definable if its graph is a definable set. (All this is standard in model theory and first order logic.) These definable sets and functions are called semi-algebraic, resp. subanalytic for L F , resp. L F an , and have many geometric properties, enabled in the first place by quantifier elimination results in closely related (slightly bigger) languages, see e.g. [26] , [27, Theorem 5.6] , [15] , [17] , [20] .
The dimension of a nonempty L F an -definable set C ⊂ F n is defined as the maximum of the dimensions of analytic submanifolds of F n contained in C (see Section 3.15 of [17] and Lemma 5.5 for the dimension theory of L-definable sets). If moreover C is L F -definable, then it is equal to the dimension of the Zariski closure of C, see [19] or [21] .
L -class and L-WF-holonomicity. From now (and until the end of Section 7)
By an L-manifold we mean an L-definable set X ⊂ F n for some n ≥ 0 such that X is moreover an analytic submanifold of F n . By an L-analytic map we mean an L-definable, analytic map between L-manifolds. By an analytic isomorphism we mean an analytic bijection between analytic manifolds whose inverse is also analytic. We now come to our key definitions.
is defined as the sub-C-algebra of all complex valued functions on X generated by functions X → C of the following forms:
where f : X → F , h : X → F , and g : X → F × are L-definable functions and where
These algebras of Definition 2.4 are versatile because of their stability under integration (and thus under Fourier transforms), see Section 8.6 of [14] and Theorem 3.2.1 of [7] , and, they inherit geometrical properties from their definable building blocks, see e.g. [9] . For x ∈ F n and r ∈ Z, write B r (x) for the ball {y ∈ F n | ord(y − x) ≥ r}, where the order of a tuple is the minimum of the orders of the entries. Write 1 A for the characteristic function of a subset A ⊂ S (where the superset S is usually implicitly clear).
if the following condition on the continuous wavelet transform of ξ is satisfied: The function
We call D ξ the B-function of ξ (where the letter B comes from ball).
Proposition 4.2 below implies that the condition for a distribution ξ on X to be of C exp L -class is independent of the embedding of X into F n . Note that D ξ is a continuous wavelet transform of ξ. 
With U and X as in the theorem, for any ξ in S * (U ) and any linear section κ :
In [11] , Theorem 3.4.1 (resp. Remark 4.3.3), it is shown that the wave front set of a C exp L -class distribution equals the complement of the zero locus of a function of the same class. It would be interesting to find a precise criterion for such zero loci so that they are the complement of a wave front of some C exp L -class distribution; we give a partial answer to this question in Theorem 2.9. The smooth locus of a distribution ξ on a analytic submanifold X ⊂ F n is defined as the set of those x ∈ X which allow an open neighborhood U such that the restriction of ξ to U is a smooth measure. We know that the smooth locus of a C [7] , [9] .)
The following is our resolution result for L (1) The set 
for each x in U and each i, j. The resolution theorem can of course also be applied to other situations, e.g. to Fvalued functions f j : X → F instead of O F -valued, by working on pieces where |f j | ≤ 1, resp. where |f j | > 1 and replacing f j by 1/f j on the latter.
We will give uniform versions of Theorems 2.7, 2.8 and 2.9 below in Section 8.
Skech of the proofs
We start with proving regularization (Theorem 2.8). By partition of unity, the question is local, so it is enough to extend a C exp L -class distribution for an open definable subset U to a larger open definable subset X in F n . We can stratify the complement Z := X U to definable manifolds. Proceeding by induction we can assume that Z is smooth. Again using locality of the question and a suitable version of the implicit function theorem we can assume that Z is a graph. In this case, we can extend our distribution using a definable tubular neighborhood of Z.
The proof of holonomicity (Theorem 2.7) is based on a theorem from [11] stating that any C [11] allow us to replace ξ with a distribution ξ ′ whose support is of smaller dimension. We resolve (using Theorem 2.11) the support of ξ ′ . We then use regularisation in order to construct a distribution on the resolution which coincides with ξ
′ on an open dense set. Using the push forward of that distribution, and the induction assumption, we can replace ξ ′ with another distribution whose support has even smaller dimension. We continue by induction until we kill ξ completely.
The proof of the Key lemma is based on resolution of singularities for definable functions (Theorem 2.11). Using it we can reduce to the case that U = (O F {0}) n and f has an explicit form containing (quotients of) monomials, units, the absolute value, the valuation, and the additive character ψ. In this case we explicitly construct a C exp L -class distribution on X that extends f and prove that it is WF-holonomic.
Remark 3.1.
• [17] . We then use this in order to resolve closed definable subsets of full dimension in O n F . This is possible since such subsets can be defined (quantifier free) by terms. This is the first place where we actually need alterations and not just modifications, since definable sets can be of the form {x|∃y such that x = y n } which can not be resolved just by modification. We next resolve a general definable function f on a closed definable set X ⊂ O n F of full dimension. For this we use the results from [20] and alternating the following two procedures that are possible because of the previous steps:
• Decompose X to into definable subsets (of full dimension) and deal with (the closure of) each one separately.
• Resolve any term that we need in order to resolve f . Finally we do the general case by decomposing any definable set to graphs over definable sets of full dimension. Note that two kinds of terms are used: one without root functions (which suffice for quantifier elimination), and one with root functions (in which definable functions become piecewise terms). Some extra work is done to reduce the resolution of terms in the richer language to terms in the smaller language (without roots). Also in this reduction we need alterations and not just modifications.
In order to prove that any zero locus of a C exp function can be a smooth locus of a C exp distribution (Theorem 2.9), we first show that a zero locus of a C exp function is also a zero locus of a bounded C exp function. Then we prove the theorem using the following statements:
• for any C exp function g on F n there is a stratification of F n by manifolds s.t. g is smooth on each strata.
• any submanifold X of F n has a canonical measure with full support on X.
The uniform versions of Theorems 2.8 and 2.9 are proved in the same way as the theorems themselves. We deduce the uniform version of Theorem 2.7 from results of [11] about the uniform nature of the Wave front of a C exp distribution and Theorem 2.7 itself.
Proof of the regularization
To prove Theorem 2.8 we will need to work with C exp L -families of Schwartz Bruhat functions, which we now define, and which combines well with distributions of C 
Theorem 2.8 will follow from the following results.
Proof. This follows from Proposition 3.3.4 and Remark 4.3.3 of [11] .
(A clopen set is a set which is open and closed.)
Proof. For any x ∈ Z let B x be the maximal ball around x satisfying
• B x is of radius ≤ 1,
We obviously have Z ⊂ C ⊂ U and that C an L-definable open subset of U . It remains to prove that C is closed in X. Let α i ∈ C be such that (α i ) i∈N is a converging sequence with limit α in X. It is sufficient to show that α lies inside C. To this end, it is enough to find a converging subsequence with limit in C. Let z i ∈ Z such that α i ∈ B zi for each i. There are two cases two consider. Case 1: the B zi become identical to each other when i is large enough.
In this case we can assume that all α i are in one ball B zi 0 ∩ X and the statement follows from the compactness of B zi 0 ∩ X and the fact that B zi 0 ∩ X ⊂ C. Case 2: Up to passing to a subsequence, the B zi are pair-wise different.
Up to replacing by the subsequence and by the ultrametric, the B zi are pairwise disjoint. On the other hand, α i forms a Cauchy sequence. Thus, the radius of B zi converges to 0 when i grows. This implies that lim z i = α. Since Z is closed in X, this implies that α ∈ Z. 
This gives the desired refinement with N ′ = N . Proof. Since the case dim Y = n is obvious we will assume that dim Y < n. For each y ∈ Y there exist a coordinate subspace L such that the differential of the projection p from Y to L at the point y is an analytic isomorphism and hence p : Y → L is a local analytic isomorphism around y by the analytic inverse function theorem. Without loss of generality we can pass to an open cover and assume that the same subspace L can be used for all points y ∈ Y . By existence of L-definable sections and since the cardinality of the fibers of p : Y → L is bounded (both statements follow e.g. from the cell decomposition theorems from [15] 
To this end, fix i and j, and, for any x ∈ S j , let B x,i be the maximal ball in F n around s i (x) and of radius at most 1 such that p| Bx,i∩Y is injective. Let ν x,i be the inverse of
We now obtain an extension of s i | Sj to the open L-definable set V ij := x∈Sj V ijx as needed, namely, sending x + y in V ij with x ∈ S j and y ∈ L ′ j to ν x,i (x + y). Proof. Let n be such that X ⊂ F n .
Case 1: X is open in F n and Z is a graph of a map φ from an open V ⊂ F k to F n−k . For any z ∈ V let B z be the maximal ball in F n of radius at most 1 around (z, φ(z)) that is contained in X. Let p : F n → F k be the coordinate projection so that p(Z) = V . For a function f ∈ S(Z) and x ∈ X define
It is easy to see that ν is a section as desired.
Adding the set X Z we obtain a finite open cover of X. Applying partition of unity (Proposition 4.4) to this cover we reduce to the previous step. Case 3: General case.
By Lemma 4.5 again, we can cover X by finitely many open L-sets each of which is isomorphic to an open L-definable subset of F k with k the dimension of X. Again Applying partition of unity (Proposition 4.4) to this cover we reduce to the previous step.
Proof of Theorem 2.8. Let Z be the complement of U in X. Case 1. Z is a closed L-submanifold of X.
Let ν be the section obtained from Proposition 4.6. To ϕ in S(X) we associate ϕ in S(U ) by defining ϕ as the restriction of ϕ − ν(ϕ| Z ) to U . Now define the section κ of S * (X) → S * (U ) by sending ξ in S * (U ) to the distribution κ(ξ) = ξ X where ξ X (ϕ) for any ϕ in S(X) is defined as ξ( ϕ) 
By composition it is enough to prove that S * (U i+1 ) → S * (U i ) admits a section κ i as desired, but this follows from the previous case.
Proof of resolution for definable sets and functions
We will prove our variant of resolution of singularities for L F an -definable functions. This is a resolution by alterations rather then by modifications in the sense that finite fibers are allowed. For L F an -definable functions which are moreover compositions of converging power series and restricted division, similar resolution results have been obtained in [17] , using Hironaka's embedded resolution of singularities from [23] . Similar to Hironaka's result, one of our main purposes is to make the pull-back of the definable function a product of a monomial with a unit. Since in the p-adic case, fragments of r-th root functions are definable for integers r > 0, we will need to combine power maps and monomialization to get our resolution result. For us, after monomialization, the unit will still have an important role, since it can in general not be neglected inside the argument of the additive character ψ. Again because of the argument inside ψ, to prove Theorem 2.7 will require additional work, even after resolving singularities, and will not reduce directly to a Cartesian product situation.
Write L F an,qe for L F an together with a function symbol for field division sending nonzero x to x −1 and 0 to 0, and relation symbols P n for each n > 0 for the set of nonzero n-th powers in F . Similarly, write L F to x/y when |x| ≤ |y| = 0 and to zero otherwise, and relation symbols P n for each n > 0 for the set of nonzero n-th powers in O F . By the variant from [20] of the quantifier elimination result from [17] , the structure F , resp. O F , has quantifier elimination in the language L F an,qe , resp. L F an,D . We will derive Theorem 2.11 from the resolution results (2.2) and (2.4) from [17] , and the piecewise description of definable functions by terms in a slightly larger language. Recall that a term in a language is a finite composition of function symbols from the language. Similarly as for quantifier elimination, one needs an adapted language to ensure that definable functions are piecewise equal to terms (and, to ensure that definable sets are given by quantifier free formulas). See Definition 2.10 for the notions of analytic units and monomials on O Proof. The case that F = Q p is the resolution result (Theorem 2.2) from [17] . The same proof applies to any finite field extension F of Q p , based on the excellence result (Theorem 1.2) of [18] and Hironaka's results from [23] , as explained in [17] . Proof. In [17] , proof of (2.4), it is shown (but not stated) that f • h can be supposed to be analytic on C when F = Q p . The same proof applies for any finite field extension F of Q p .
The following result relates L F an -definable functions to terms, at the cost of taking powers. 
Proposition 5.3 ([20]). Let f
Proof. This follows from Theorem 5.5 of [20] and its proof.
We will use Proposition 5.3 only once, namely in Case 3 of the proof of Theorem 2.11. One can also treat that case in an alternative way and avoid the use of Proposition 5.3 by proceeding instead by induction on the complexity of terms based on the weaker result (than Proposition 5.3) that L for some j.
Proof. Since a term by definition is a composition of function symbols in the language, any L F an,qe -term can be written as composition of functions f i : F l → F k such that each of the f i satisfies one of the following:
(1) all the components of f i are rational functions of the form p · (q) −1 for some polynomials p and q, (2) all the components of f i are restricted analytic functions. Since a composition of rational functions as in (1) is piecewise equal to a rational function as in (1) (with definable pieces), we may suppose that
where the a i satisfy (2) 
The assertion now follows from the following simple observations:
F such that for any x, y ∈ F we have a(i(x), i(y)) = i(x + y).
• There is an L • for any restricted analytic f function on F , there exist an
F such that for any x ∈ F we have i(x) ∈ Π n if and only if x ∈ P n .
Finally, in order to prove Part (5) of the resolution theorem we will use the following standard result. (x 1 , . . . , x n ), x 2 , . . . , x n ).
By [25, Corollary 2.2.1], the map ψ is an analytic isomorphism, say, with inverse φ. Then φ 1 = φ is as desired (with N = 1), in particular, one has φ * (f ) = M . Let us now reduce to the conditions of the special case. Fix a = (a 1 , . . . , a n ) ∈ O n F . Since any two balls in O n F are either disjoint or contained in one another and by compactness of O n F , it is enough to find a ball B a around a and an L-definable analytic isomorphism φ a : O n F → B a satisfying both conditions of the lemma. We may assume that there is i with a i = 0 and that the monomial M depends nontrivially on the coordinate x i . Indeed, otherwise we can take a small enough ball B a around a and φ to be a homothety after a translation to make φ * (f ) an analytic unit times a constant. Without loss of generality we may assume that i = 1. Also we can assume that a 1 = · · · a k = 0 for some k ≥ 1 and a k+1 , · · · , a n = 0. Write
Note that K is a unit in a small ball B ′ around a. Consider the affine transformation t which is a homothety after a translation and which maps 0 to a and O n F onto B ′ . Up to choosing B ′ small enough, the pull-back t * (f ) is of the form as in our special case, and, the lemma now follows from this special case applied to t * (f ).
We can now give the complete proof of Theorem 2.11.
Proof of Theorem 2.11. It is enough to prove only statements (1) - (4) an,D , the set X is defined by a finite Boolean combination of condition of the form t i (x) ∈ P ni for some L F an,Dterms t i and some n i ≥ 1. (Note that a condition t = 0 corresponds to t not being in P 1 .) Let N be the product of all occurring n i .
By the previous case we can assume that the terms t i are analytic units times monomials. Without loss of generality we can suppose that the occurring units have constant coset in and such that the sets φ λ j (U ) are disjoint. Thus dim O n F j φ λ j (U ) < n. This implies that dim X j φ λ j (U ) < n = dim X and thus (since X has pure dimension) j φ λ j (U ) ∩ X is dense in X. Note that for any j, either φ λ j (U ) ⊂ X or φ λ j (U ) ∩ X = ∅. We obtained that the collection {φ λ j |φ λ j (U ) ⊂ X} meets the requirements. Case 3: X is of dimension m = n and f is general.
By Lemma 5.4 and Proposition 5.3, each component function of f is piecewise equal to a sum of definable roots of L F an,D -terms t ij . We may suppose that there is only one piece, let's still call it X. By Case 2 we can suppose that X = O n F . (Indeed, apply Case 2 to X and work with one chart φ i and the pull-back of f along φ i .) Now apply Case 1 to the terms t ij . By composing with N -th power maps (as the φ λ of Case 2) for some highly divisible N , we reduce to the case that the t ij are L It may be interesting to look for a definable, strict C 1 variant of Theorem 2.11 that can be shown without using analyticity and without using Hironaka's resolution results, see Remark 8.7 about a possible axiomatic approach in which piecewise analyticity may not hold. 6 . Proof of holonomicity 6.1. Proof of the analytic case. In this section we prove Theorem 2.7 for L = L F an . Consider for any n > 0 the Haar measure |dx| on F n normalized so that O n F has measure 1. By a smooth measure on X we mean a distribution on X which is locally (at any point x ∈ X) either zero or given by integration against the measure associated to an analytic volume form on X. Note that the wave front set in a way describes the non-smooth aspect of a distribution, and, in particular, the wave front set of a smooth measure is empty. We will deduce Theorem 2.7 from the following theorem from [11] and our Key Lemma 6.2 by using regularization and induction on the dimension of X.
then ξ is smooth when restricted to X C, where
Proof of Theorem 6.1. If ξ is of class C exp , then this is a special case of Theorem 4.1.2 of [11] . For the C exp an -class, one moreover uses [11, Remark 4.3.3] .
Based on the key lemma for dim X ≤ n and assuming Theorem 2.7 for dim X < n and with L = L F an we can now prove Theorem 2.7 for X with dim X = n and L = L F an . In section 6.1.1, we will prove the Key Lemma for dim X = n assuming Theorem 2.7 for X with dim X < n. This will complete the proof of Theorem 2.7 for L = L F an . In § §6.2 we will deduce Theorem 2.7 in the general case. 
Proof of Theorem 2.7 assuming L = L
′ is L-WF-holonomic (indeed, its support lies in X \ V which is of dimension less than dimSupp(ξ) by properties of dimensions of definable sets). Since the sum of L-WF-holonomic distributions is L-WF-holonomic, the theorem follows.
We apply resolution of singularities (Theorem 2.11) for the definable set Y and the constant function 1 on it. Let U , φ i , U i and d i be as in Theorem 2.11. Let
The distribution ξ ′ is supported on V and thus can be thought of as a distribution on V . It is easy to see that as such it is also of C exp L -class. Put 
Again we are done by induction on dimSupp(ξ). Indeed, (ξ − ξ ′′ ) has a lower dimensional support than ξ. 
The Key Lemma will follow from the Resolution Theorem for definable functions, the following straightforward proposition and lemma, and an inductive procedure in tandem with the proof of our main holonomicity result. (1) If (µ 1 , U, X) and (µ 2 , U, X) are good then so is (µ 1 + µ 2 , U, X). (4) Assume that (µ 1 , U 1 , X 1 ) and (µ 2 , U 2 , X 2 ) are regular triples and that ϕ :
• ϕ| U1 is a local isomorphism onto ϕ(U 1 ).
•
Proof. Only (4) needs a proof (the other properties follow more easily from the corresponding properties of wave front sets and analytic manifolds).
For Property (4) , take an L-definable dense open V 1 of U 1 and a good extension ξ 1 on X 1 of µ 1 | V1 (namely, an extension which is of C Proof. Regularize ξ to a distribution ξ X on X using a section as given by Theorem 2.8. Then ξ X is as desired. Indeed, ξ X is L-WF-holonomic since U has finite complement in X.
We show the following lemma assuming Theorem 2.7 for X of dimension less than n.
Proof. Let a distribution ξ X on X be given by the goodness of the triple. Write ξ = ξ X + (ξ − ξ X ). Then, by the argument of case 2 of the proof of Theorem 2.7 and by our assumption that Theorem 2.7 holds when dim X < n, we find that ξ − ξ X and hence also ξ are L-WF-holonomic.
We can now prove our Key Lemma for dim X = n assuming the main holonomicity theorem (Theorem 2.7) for X with dim X < n and L = L 
where the f i are L-definable F -valued functions and where c ∈ C, and where f i = 0 for i > 2. By (1) of Proposition 6.3, and up to replacing U with a dense open, we may suppose that µ equals one such term. Indeed, any such term is locally constant on a dense definable open. By working piecewise on X we may suppose for each i that either |f i | > 1, or, |f i | ≤ 1 holds. Apply Theorem 2.11 to the function whose ith component is f i if |f i | ≤ 1 on X and 1/f i otherwise. By (1) and (4) U . It is enough to show that the restriction of ξ to a small neighborhood of a is L-WF-holonomic. By a reasoning as for Lemma 6.4, it is sufficient to treat the case that a = 0. Up to reordering the variables, we may suppose that the first coordinate a 1 of a is nonzero. If M (x) does not depend on x 1 , then we are done by (2) of Proposition 6.3 and induction on the dimension of X and Lemma 6.5. If M (x) depends nontrivially on x 1 but on no other variable, we can finish similarly. Now suppose that M (x) depends nontrivially on x 1 and, say, also nontrivially on
There exists a small ball B around (1, a 2 , . . . , a m ) such that φ| B is a proper analytic isomorphism onto an open neighborhood of a. So, it is enough to prove that (φ
Note that (B, φ −1 (U )∩B, φ * (µ)) is a good triple by (2) of Proposition 6.3 and induction on the dimension of X (indeed, the pull-back of M along φ does not involve x 1 anymore and hence one can apply (2) of 6.3). By Lemma 6.5 we are done for (φ * (ξ))| B .
6.2. Holonomicity: the algebraic case. In this section we prove Theorem 2.7 for L = L F . We will first treat the case that the Zariski closure of X in A n F is smooth using Theorem 2.7 with L = L F an as proved in Section 6 and by Proposition 4.3.1 from [11] . The general case will follow from this smooth case by our partition of unity result and by reducing to graphs.
The following remark amends Proposition 4.3.1 of [11] by making explicit the smoothness condition.
Remark 6.6. In [11] , the notion of algebraic WF-holonomicity is only defined for distributions on analytic submanifolds X ⊂ F n such that the Zariski closure of X in A 
WF-holonomic and thus algebraically WF-holonomic (see Definitions 2.2, 2.6).
Proof. The result is a special form of Proposition 4.3.1 of [11] and Remark 6.6.
Proof of Theorem 2.7 for L = L
F . We may suppose that X ⊂ F n . If the Zariski closure of X in A n F is smooth, then we are done by Proposition 6.7 and by the above proved case of Theorem 2.7 for L F an (which contains L F ). Indeed, L F an -WF-holonomicity implies strict C 1 WF-holonomicity. Now let X ⊂ F n be a general L F -manifold. By Lemma 4.5 and Proposition 4.4, we may suppose that X is of dimension n. Indeed, the pieces given by Lemma 4.5 can be taken clopen and disjoint by Proposition 4.4. Hence, we are done by the previous case since the Zariski closure of X now equals A n F which is smooth. This finishes the proof of Theorem 2.7.
Smooth loci and zero loci
A zero locus of a C exp L -class function equals the zero locus of a bounded function of the same class, as follows.
such that |h(x)| C is bounded on X, and such that the zero locus of h equals the zero locus of g.
Proof. We will construct h by multiplying g with a function f in C exp L (X) such that f takes positive real values at most 1. Such a product clearly preserves the zero locus. Write g as a finite sum of products of generators T i of the forms (1), (2) , and (3) of Definition 2.4. In each generator T i there occurs an F -valued definable function, say, t i . For each x ∈ X, let α(x) be the maximum of 0 and the sum over i of the values ord t i (x) where i is such that 0
is as required.
The following result about local constancy is more simple than Theorem 6.1. Proof. Up to partitioning X into finitely many L-manifolds by [6, Proposition 1.5.3] and restricting g to the pieces, we may suppose that X is an L-manifold. By Theorem 6.1 it follows that g is locally constant on the complement of an L-definable set D ⊂ X of dimension less than dim X. Propositions 7.1 and 7.2 allow us to prove our result on loci (Theorem 2.9).
Proof of Theorem 2.9. Let X and g satisfy the assumptions of the theorem, with X ⊂ F n . By Proposition 7.1, and up to replacing g without changing its zero locus, we may suppose that the complex norm |g(x)| C is bounded on X. Apply Proposition 7.2 to g to find Lmanifolds D i . For each i, let µ Di be the canonical measure on D i coming from the submanifold structure D i ⊂ F n , see Section 2.3 of [11] . Note that µ Di gives a distribution on X. Now ξ := i gµ Di is as desired.
Uniformity in the local field and in definable families
In this section, F is no longer fixed and is no longer assumed to be of characteristic zero. On the contrary, we focus on uniformity over all local fields with as only restriction that, if F has positive characteristic, then F is assumed to have characteristic at least M for some M which may become bigger when needed. Until the end of the paper, we use terminology and notation from Section 3.1 of [11] , without recalling that section in full. In particular this fixes uniform notions of
• functions of C exp -class, • definable sets, and, • definable functions, where uniformity is in all local fields F (with structure from the generalized Denef-Pas language) of characteristic zero and of positive characteristic at least M for some M , denoted together by Loc M . Furthermore, Loc ′ M denotes the collection of pairs (F, ψ) of F in Loc M and ψ an additive character on F which is trivial on M F and nontrivial on O F . A definable set X is now a collection (X F ) F ∈LocM for some M , and, VF stands for the definable set (F ) F ∈LocM .
We use the following notion of C exp -families of distributions. The following result generalizes Theorem 2.7 to uniformity in the local field F , and, in definable families with parameter y in a definable set Y . It gives two things: the uniform description of witnesses of the WF-holonomicity (the W i ), and, algebraic holonomicity also for local fields F of positive characteristic larger than some M . 
2).
Proof. This follows from our holonomicity result (Theorem 2.7), Section 4 of [11] , and Remark 6.6 used similarly as in the Proof of Theorem 2.7 for L = L F .
For W i,F as in Theorem 8.2 but with Y = {0}, see the appendix of [9] to get the extra information that the Zariski closures of the W i,F in A n F are defined over a number field F 0 independently from F , in the case that the initial data are defined over F 0 as well.
The following is a family version, uniform in the local field and in definable families, of our regularization Theorem 2.8. We also give the following, uniform (partial) converse to Theorem 3.4.1 [11] . Most proofs above directly apply to the uniform setting. Let us show how to adapt the statement of Lemma 4.5. It is important that the occurring sets in the covers form moreover a definable family, in order to generalize the proof techniques for fixed F above to our uniform setting. Recall from Section 3.1 of [11] that RF N,F stands for the finite ring O F /N M F for F a local field. 
