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Heavy r-process elements have been observed in the spectra of binary neutron star merger ejecta,
suggesting that neutron star mergers are sites for the r-process. The dynamical and chemical evolution
of the ejecta is thought to be highly asymmetric, with possible consequences on the chemical enrichment
of the ambient interstellar gas. To better understand this evolution, I performed computational hydro-
dynamic simulations to examine how the merger ejecta expands into the ambient interstellar medium.
I implemented an expanding grid in the Athena++ magneto-hydrodynamic fluid grid solver to study
the ejecta’s evolution from immediately after shock formation. This addition allows the examination of
multiple stages of the ejecta’s lifetime.
1 Introduction
The abundances expected from the cosmological history of our universe and from the recycling of main
sequence stars into the interstellar medium disagree with the measured abundances for heavy elements past
the iron peak where nuclear fusion stops. The detection of lanthanides and actinides in our solar system
suggests our description of the production of these elements is insufficient. The abundance of nuclides with
mass numbers A & 60 in stellar atmospheres requires another process [5]. The production of these nuclides
most likely involves neutron capture. Neutron capture is eventually followed by β− decay to move the nuclide
towards the ‘valley of stability’ which appears in atomic number - mass number (Z-A) plots [5]. Depending
on the neutron flux in the material, the neutron capture occurs at a rate faster or slower than the β− decay.
In a lower neutron flux, the nuclide follows the s-process, also known as slow neutron capture. For large
neutron fluxes the nuclide follows the rapid neutron capture process (r-process). As a result of the difference
in neutron flux, the processes produce different abundances and different elements. Both processes must
occur to explain observed abundances.
The r-process likely occurs in a variety of astrophysical environments. While modern focus is on neutron
star mergers as possible sites, initial r-process research efforts focused on the neutrino driven wind of core-
collapse supernova. Due to the neutrino production and corresponding nuclear reactions and decays, the
wind would provide a high neutron flux into the interstellar medium and create a constant distribution of
r-process material. However, computational evidence disagrees with this ideas. Computer simulations of
supernova ejecta produce proton rich wind instead of neutron rich wind [5]. Therefore the wind is unlikely to
provide the neutron flux required to start the r-process in the supernova ejecta. However, regions closer to
supernova are still considered a possible site for the r-process. The neutrino driven wind could then spread
the r-process elements into the interstellar medium.
Observations suggest that r-process material is not equally distributed across the interstellar medium.
For example, r-process enhanced stars in the galaxy Reticulum II indicate enrichment would occur in a
single event [4]. This means the distribution is likely not constant throughout the interstellar medium and
the spread of r-process elements should be localized. This has created a transition in astrophysical r-process
research efforts to the study of binary neutron star and neutron star-black hole mergers, which have come to
prominence recently because they produce gravitational waves which LIGO can detect. The neutron density
in the material ejected from these mergers is high enough for the r-process to occur and a single merger
would ideally produce the observed local abundances in r-process enriched stars [4].
To study the ejecta of the binary mergers for the evolution r-process material, I consider both the
dynamical ejecta and disk ejecta. The dynamical ejecta are the material which escapes the gravitational pull
of the remnant immediately after the collapse. The disk ejecta is the mass carried away from the accretion
disk around the merger’s remnant object. This wind has a larger r-process element abundance than the
dynamical ejecta and follows the shock formed by the dynamical ejecta. Due to its turbulence, the accretion
disk itself has been the focus of several computational efforts to illustrate the appearance of the r-process in
the disk. Specifically, the remnant accretion disks have been studied using 3D magnetohydrodynamic grid
simulations which account for the strong gravity of the remnant [3], [12]. These studies find that material
with a large r-process element abundance is ejected into the surrounding medium as the accretion disk
evolves. Furthermore, Siegel and Metzger [12] find these post-merger disk winds are the dominant mass
ejecta mechanism in binary neutron star mergers. Thus most of the ejected mass from the merger comes
from the disk wind. Since this wind carries a large r-process element abundance, their results also support
the observational measurements for the red kilonova observed in GW170817 (see §1.2).
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Instead of examining the accretion disk itself, I consider the dynamical and disk wind ejecta. This is
the material which mixes with the interstellar medium. The mixing and directional dependence of r-process
material is important in determining whether the r-process abundance observed in stellar atmospheres can be
supported by neutron star mergers alone. When compared with supernovae, neutron star mergers are rarer.
Specifically, ∼ 103 supernovae occur for each binary neutron star merger or neutron star black hole merger.
Assuming a homogeneous distribution of r-process material, there are not enough neutron star mergers to
account for the measured abundances [9]. However, there is also insufficient evidence to conclude the r-
process material follows a homogeneous distribution. The variety of observed spectral abundances suggests
the distribution is highly variable, with small enriched volumes with larger r-process abundances than other
regions of the interstellar medium [4]. Working from this idea, neutron star mergers become a promising
source for the r-process material, particularly if the mixing occurs with a mass of interstellar medium smaller
than the Mmix ≈ 3 · 104M as suggested by Qian [8]. If the ejecta’s mixing and distribution depends on
direction, the method of calculating predicted abundances will need to change. The rare occurrence of
neutron star mergers means there will not have been enough mergers in a particular volume to justify
averaging over the newfound directional dependencies. Therefore, anisotropy could explain the existence of
higher density regions and observed abundances despite the low rate of mergers.
The other aspect of examining the mixing of the r-process material ejected from neutron star mergers is
the heating and cooling of ejecta. The β− decay which happens once the r-process stops in the material and
heats the ejecta until they become optically thin. This radioactive heating depends on the abundance of the
r-process material and on the time since the merger occurred. There is a small correction ∼ 1010erg s−1 g−1
to the internal heating of the ejecta for hour and day timescales [6]. This correction is larger in the initial
seconds after the merger, on the order of ∼ 1018erg s−1 g−1. Once most of the radioactive decays occur, the
heating depends on the half life of the remaining nuclides.
1.1 Neutron Star Mergers
Ejecta dynamics, composition, and initial conditions are determined by the parameters of the merger.
These mergers not only release optically luminous ejecta, but they also emit gravitational waves. The Laser
Interferometry Gravitational Observatory (LIGO) was built around detecting these waves from both neutron
star and black hole mergers. The gravitational wave signal of a merger consists of three stages, namely the
inspiral, the collision, and the ringdown. The inspiral is the stage defined by the merging objects traveling
in elliptical motion with a decreasing semi-major axis. Eventually, they collide at their center of mass.
The collision leads into the ringdown stage, in which the remnant object releases energy through angular
momentum transport to the surrounding material which forms the accretion disk [6].
After these stages, the ejecta are the source of any electromagnetic radiation observed from the merger.




and lower r-process element abundance [6]. This jet produces a prompt gamma ray burst
and experiences a neutron flux for less time, which minimizes its r-process abundance in comparison to the
other material. Another form of ejecta is squeezed out in radial pulsations through hydrodynamic effects [6].
This material is known as the dynamical ejecta and is the source of the initial shock front into the interstellar
medium. An accretion disk also forms and has higher r-process abundance due to its proximity to the rest
of the ejecta, its mixing with the tail material, and longer term exposure to a high neutron flux [6]. The
accretion disk releases wind ejecta in a similar mechanism to core collapse supernova neutrino driven wind.
The dynamical and wind ejecta are the source of any r-process material which becomes mixed with the
interestellar medium on long time scales. The dynamical ejecta, moving at nearly v ∼ 0.2c, combined with
the slower wind ejecta v ∼ 0.05c produces the kilonova optical signature (see §1.2) [7].
The novel aspect of these various dynamics and time frames is they can each be detected and measured
independently. Gravitational wave observations provide mass constraints on the merging objects. If the
signal is detected at multiple gravitational interferometers, the location can be triangulated for follow up
observations in the optical [15]. Combining these observational methods with theoretical models can lead to
a deeper understanding of neutron star mergers, including their impact on overall r-process abundance. For
example, spectroscopic measurements have found evidence of r-process material in the electromagnetic signal,
supporting previous theoretical work [7]. In turn, offering observational predictions through computational
and theoretical work is important in the pursuit of the source of astrophysical r-process production.
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1.2 Optical Counterparts
Kilonovae are approximately 103 times as bright as classical novae [6], which can have a luminosity as
large as ∼ 105L. Type 1a supernova have a luminosity on the order of ∼ 109L, meaning kilonova are
an order of magnitude lower in luminosity than supernova. This is still bright enough for observational
astronomers to detect if they have a small enough area to search on the night sky. However, the transient
nature of the explosion means it will only be observable for a few days in optical wavelengths [6]. Using
the kilonova ‘toy model’ described by Metzger [6], I recreated plots describing the observational evolution of
kilonova ejecta assuming a total ejecta mass 10−2M and v0 = 0.1c (see Fig. 1 and Fig. 2). The plots depict
a red kilonova optical signature (Fig. 1) and a blue kilonova optical signature (Fig. 2). The names red and
blue refer to the ‘color’ of the source’s spectrum, as kilonovae with r-process material appear redder than
those with no r-process material. Furthermore, due to the radioactive heating by the r-process material, red
kilonovae stay visible for a longer time than than the blue kilonova [6].
Figure 1: Absolute Magnitude of a Red kilonova at 200 Mpc.
The different colors represent different frequency bands in
near optical wavelengths. The calculation was done with a
proton fraction Ye = 0.20.
Figure 2: Absolute Magnitude of a Blue kilonova at 200 Mpc.
The different colors represent different frequency bands in
near optical wavelengths. The calculation was done with a
proton fraction Ye = 0.40.
The ejecta, producing a shock front the interstellar medium through homologous expansion, produces
all the electromagnetic signals we receive from the merger. After the optical signature has ceased to be
observable, the ejecta continues to expand and mix with the interstellar medium [6]. This material is still
visible in radio wavelengths, but performing computational simulations of the ejecta is a more efficient and
effective way to understand how mixing occurs. It also allows us to examine how the wind ejecta mixes with
the material the front has already moved through (the shocked medium). This phenomenon suggests a non-
homogeneous distribution of the r-process material produced by the merger, and computational simulations
can provide a look at this distribution.
The main impact of the r-process material is its heating effects on the dynamic and disk ejecta. While
I am interested in how the material ends up mixing with the interstellar medium, it is necessary to take
the radioactive β− decay it produces into account, particularly in the first seconds of the dynamical ejecta’s
expansion. Furthermore, part of this heating depends on the actual abundance of the r-process material
in the ejecta, which is different for the two types which escape the gravitational pull of the remnant. The
dynamical ejecta can have a proton abundance Ye . 0.2 whereas the disk wind ejecta can have a higher
r-process abundance, with 0.1 . Ye . 0.4 [6]. This is important in examining both the heating and the
mixing, as each type of ejecta will provide a different contribution to the final abundance and experience a
different amount of radioactive heating.
1.3 Shock Stages
The dynamical ejecta produce a shock in the interstellar medium as the remnant object forms and
completes the ringdown stage. These ejecta are the focus of the simulations in §4. As with supernova ejecta,
the shock from dynamical ejecta of a neutron star merger in the interstellar medium will undergo the various
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phases of shock evolution: free expansion, Sedov-Taylor, radiative, and snowplow [2]. Using the parameters
and physical estimations of the dynamical ejecta and Draine’s supernova shock analysis (§39 [2]) I determine
the time and length scales for a kilonova shock in the interstellar medium.
Initially, I model the interstellar medium as a uniform gas with density ρ0 = mHn0 where mH is the
mass of hydrogen and n0 is the number density of hydrogen. I determine the initial energy E0 in the shock
using the parameters for ejecta mass Mej and ejecta velocity
√













To understand the the evolution of the front created by this shock, I examine the hydrodynamic equations
without gravity and the conditions which result from a spherically symmetric steady state approximation.
1.3.1 Rankine-Hugoniot Jump Conditions
The Rankine-Hugoniot jump conditions result from evaluating the hydrodynamic equations in a steady
state, far from the shock front. I work from the front’s reference frame, meaning the velocity of the front is
0. I consider a radiative shock so the equations are modified with a term L modeling the heating and cooling
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make use of index notation, where each index runs over the Cartesian coordinates {x1 = x, x2 = y, x3 = z}.
Except for the heat conduction term κ ∂T∂xk and the radiative heating term ρL in Eqn. 5, the equations are
derived from Shu [11]. I assume an equation of state P = (γ − 1)e which uses the ratio of specific heats γ
and internal energy density e [13].
In a frame comoving with the shock front, the shock’s velocity is 0 and the interstellar medium will have
a velocity equal in magnitude to the shock’s expansion velocity v0, but with the opposite direction. The
Rankine-Hugoniot jump conditions are determined by assuming a spherically symmetric front and a steady
state approximation (all quantities independent of time) so the equations reduce to one dimension with only
spatial derivatives. Furthermore, the jump conditions only examine the quantities far away from the shock





















These allow us to determine the Rankine-Hugoniot jump conditions. They define constant values
C1 := ρu (11)
C2 := ρu
2 + P (12)
which limit the values of ρ, u, and P far from the shock front. These values can be used to define a
relationship between the regions in front of and behind the shock front. The interstellar medium is moving
toward the shock front and its quantities are denoted with a subscript “ism.” The medium moving away
from the shock front is labeled with a subscript “m” for ‘mixed’ even though I do not address the turbulent
mixing (or lack thereof) in the material at this point. The Rankine-Hugoniot jump conditions are
umρu = ρismuism, (13)
ρmu
2
m + Pm = ρismu
2
ism + Pism. (14)
Assuming the interstellar medium quantities and one of the mixed quantities (ρm, um, Pm) are known, then
the jump conditions are a set of two equations with two unknowns. Solving these will give us the m quantities
in terms of the ism quantities.
For the kilonova ejecta, I assume the mixed density can be written as ρm = αρism, a multiple of the
interstellar medium density. The values for ρm, Pm, and um during the dynamical ejecta’s evolution are
calculated using this definition and the jump conditions (Eq. 13 and Eq 14). These will be useful as initial













where these quantities are determined far from the shock front, in a region where the gas is in a steady state.
Since α is a free parameter, Figs. 3 and 4 show how um and Pm are affected by different density contrasts
α. For contrasts α  103, both quantities asymptotically approach a value which can be used as an initial
condition for strong shocks. While um → 0 simply means the material behind the front is moving at the
same speed as the front,
Pm
Pism




≈ 1.09 · 108 (17)
the pressure of the mixed material approaches a constant multiple of Pism because of the large density
contrast.

















where v0 is the initial velocity of the dynamical ejecta and ∆t is the time since the merger. In this time
frame, the density contrast α is approximately 1026. However, at the transfer to the Sedov-Taylor blast wave
solution, the ejecta mass has been spread over a larger volume and the density contrast will not be as large.
In fact, the density at the transition to the blast wave phase corresponds to contrast α = 2.0 since the total
mass internal to the shock is twice the total swept up mass of interstellar medium. The quantities describing
the mixed gas at α = 2.0 are marked in Figs. 3, and 4.
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Figure 3: This is a plot of um
uism
for various density con-
trasts α ∈ [1.1, 1000]. Note for large density contrasts (strong
shocks), um asymptotically approaches 0 in the frame of the
front. This means it has obtained the velocity of the shock
and the material is following the front’s expansion. The
dashed lines mark the value of um
uism
for α = 2, the value
at the start of Sedov-Taylor
Figure 4: This is a plot of Pm
Pism
for various density con-
trasts α ∈ [1.1, 1000]. Note for large density contrasts (strong
shocks), Pm asymptotically approaches a limit (marked with
a dotted line in the plot) determined by the ratio of Pism
over ρismu
2
ism. This limit is shown in Eq. ??. The dashed
lines mark the value of Pm
Pism
for α = 2, the value at the start
of Sedov-Taylor.
Before examining the time evolution of the kilonova shock front, I need to address an issue that will
be the main problem in sections §2 and §3. This is the fact that computational simulations do not handle
abnormally large discontinuities in density (such as the contrast of 1026 calculated above). This can be
slightly mitigated by the use of strategically defined computational units, but I still lower the contrast
significantly from 1026 to produce simulations which run in a reasonable amount of computational time. The
important consideration is having a large enough contrast so the strong shock regime approximations are
still valid.
1.3.2 Free Expansion
Free expansion is characterized by the constant velocity of the shock front. During this phase, the shock
radius is directly proportional to time since the explosion t. This is also the phase where the velocity of the
shocked material internal to the front is nearly 0 in the reference frame of the front (see Fig. ??).
The transition from this phase occurs when the mass of the ejected material equals the mass of material
swept up by the shock front. This requirement determines the radius R1 and time t1 of the transition from


































A reverse shock will form during this transition, traveling inward toward the remnant object. As this
occurs, the free expansion will end and the Sedov-Taylor solution will describe the evolution of the shock [2].
1.3.3 Blast Wave (Sedov-Taylor Solution)
After initial free expansion, the shock enters the Sedov-Taylor stage. This occurs at t1 calculated in
Eq. 20, when the shock has moved to a radius where the total ejecta mass equals the mass of interstellar
medium internal to the shock front. To better understand the significance of this time and the transition, I
use Sedov’s Simultaneity and Dimensional Methods in Mechanics [10]. While examining strong shocks with
large initial energy E0, Sedov finds that the radius of the front rf must be proportional to t
2/5 once there is
enough disturbed mass picked up by the shock front’s propagation.
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This time dependence of the location of the front means the velocity vf of the front’s propagation in a
stationary reference frame is proportional to t−3/5. In other words, the front slows down during the blast
wave phase. Energy conservation is a distinct characterization of this phase, since
E ∝Mfv2f ∝ r3fv2f ∝ (t6/5)(t−6/5) ∝ 1 (21)
the density outside the shock is constant and the swept up mass dominates the energy. This assumption
implies the mass of the shock front Mf ≈ ρismVf = 4π3 ρismr
3
f is directly proportional to the volume enclosed
by the shock front.
The next phase begins when energy conservation no longer applies to the front. Once the density of
the front has decreased, the mean free path for photons in the shocked material near the front begins to be
larger than the width of the front. This means the shocked material near the front will begin to radiate and
cool. The radiative phase starts when the energy radiated away begins to reach a large fraction of the initial
energy of the explosion. For example, in examining supernova ejecta Draine assumes the radiative transition
begins when the change in energy ∆E ≈ 13E0 is a third of the initial kinetic energy of the ejecta [2].
1.3.4 Radiative Phase
The transition to the radiative phase of evolution occurs at a radius rrad and time trad depending on
the cooling and heating function L describing the shocked material (see Eqn. 5). Since the region internal
to the shock front is made mostly of shocked interstellar medium, the cooling function can be reasonably
approximated using a power law fit with temperature [2]. I make the assumption that the medium just
inside a the front of a kilonova shock will obey the same cooling function as a the material inside the front
of a supernova shock. This way, I can use Draine’s calculation of radiation time trad to make estimates on
the time when the material begins to cool. Using the estimation of kilonova initial energy as 1050 ergs, the
transition to the radiative phase occurs at





kyr ≈ 29.7 kyr, (22)
on the order of kiloyears after the merger. Immediately after the shocked material near the front cools, the
shocked material far from the front is still ‘hot’ and this creates a pressure which drives the front into the
snowplow phase [2].
1.3.5 Snowplow
The snowplow phase begins immediately after the radiative phase. Once the shocked medium near the
front has radiated away most of its heat, the front becomes a cool, dense shell. The shocked medium nearer
to the remnant object then expands adiabatically, with ddtPV
γ = 0, which uniquely determines the evolution
of the front. The evolution of the front is determined by the force exerted by the pressure of the expanding
material. This pressure is
P ∝ V −γ ∝ r−3γf = r
−5
f (23)
related to the shock front propagation. However, the pressure generates a force on the shell given by





















the requirement is 4δ − 2 = −3δ. As a result, δ = 27 defines the time dependence of the front’s radius. This
also means that r5fv
2
f is a conserved quantity during the snowplow phase.
The radiative and snowplow phase are the periods where most of the mixing of heavy r-process material
should occur, since the shocked medium will have additional pressure from the disk wind of the accretion
disk. The wind will have a larger fraction of heavy r-process material than the dynamical ejecta, ideally
spreading the elements behind the expanding dense shell as the wind pushes the front.
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2 Computational Methods
While the analytical work can help us understand the expansion of kilonova ejecta as a whole, it is not a
robust way to determine the expansion of each type of material. I use computer simulations of the shock front
to examine this interaction and explore the parameter space of kilonova ejecta. However, there is a problem
with running a simulation of this shock front. As seen in §1.3, the evolution takes place over disparate times
and distances. Any simulation needs to range across the entire distance and time scales of the ejecta. This is
because I want to understand the mixing and enrichment of the interstellar medium by r-process elements,
so I need to observe the entire shocked region of the simulation. To accurately resolve the entire region and
the shock’s progression in a fixed one-dimensional grid would require over a year of computational time. I
avoided this impossible task by making the simulation’s grid time-dependent. This way, I can adjust the grid
at each time step, moving and stretching it with the shock front’s movement instead of letting the shock
pass by.
Another solution could be to use a finite comoving grid, which is already implemented in Athena++
§2.1 through boundary conditions. A comoving grid has cells which stay the same in size and placement
relative to each other. Then a fluid is allowed to flow through the grid using inflow and outflow boundary
conditions. Comoving grids are effective when examining shock fronts, but they lose most information about
the shocked region internal to the front due to the outflow boundary condition. This region is a my primary
interest while examining the kilonova ejecta, so using a comoving grid will result in simulations that are not
useful. The time dependent grid will allow me to stretch the grid as the shock evolves, keeping the mixing
and abundance of heavy r-process elements inside the simulation.
2.1 Generic Athena++
I use the grid based magnetohydrodynamic solver Athena++ [13] to perform simulations of kilonova
ejecta. Athena++ allows users to create an initial grid of cells, where each cell has a density vector U and
every cell wall has a density flux vector Fi where i is the dimension normal to the cell wall. For simplicity,
I explain the one-dimensional hydrodynamic solver in Athena++ in the generic case and in the expanding
grid case. An important note is that Athena++ is an unsplit solver when considering 2- and 3-dimensional
grids. This means it evolves each direction independently from the others during every timestep. As a result,
the methods I explain can be applied to the other directions. The only parts missing are extra terms in the
flux and density vectors of each cell because in one dimension, Athena++ assumes there is only flux in the
single dimension and that there are no velocities in any other dimension than the one being considered.
At each timestep Athena++ solves the ideal hydrodynamic equations using the grid as a prescription.
These equations are the same as Eqns. 2, 3, 5 except with no viscosity (ζ = 0, µ = 0), heat conduction(κ = 0),
or heating term L = 0. The program has ways to add these terms to its calculations, but for simplicity I
continue with the ideal equations.






F1 = 0 (26)








This program uses a Godunov method to evolve the simulation grid. Writing the equation with discrete














where i is the cell number and n is the timestep number. The flux terms are averages across the timestep
δt = tn+1− tn, whereas the density term is an average across the width ∆x = xi+1/2− xi−1/2 of the ith cell.
















defined for each cell during each timestep. Using these integrals and Eqn. 27, each cell’s density vector Un+1i
is determined for the next time tn+1.
The evaluation of the integrals in Eqns. 28, 29 can be completed using a variety of methods. The de-
termination of cell centered values Uni is straightforward in a constant grid. The evaluation of F
n+1/2
i−1/2 is
more complex, involving a reconstruction step before calculating the flux average. Athena++ allows users





construction is the interpolation of cell values to estimate the density values at each cell wall, and the flux
solver takes those interpolated values and calculates the total flux between each cell during the timestep. I
use the Piecewise Parabolic method for the reconstruction step. This is accurate to 3rd-order in space [1].
For a flux solver, I use the Harten-Lax-van Leer-Contact (HLLC) method [14].
The Piecewise Parabolic Method was originally proposed by Collela and Woodward [1], but has since
been expanded by Mignone and others [13]. While generic interpolation across a grid is well defined, most
work comes in the form of slope limiters. These force the interpolation to smooth over any extrema that
appear in the interpolation between cell centers. This avoids creating unnecessary spikes and diffusion which
could limit the accuracy of the simulation and create diffusion.
The flux solvers make use of the characteristic speeds of the fluid in the simulation. The sound speed (and
Alfven speed in magnetohydrodynamics) limits the movement of fluid between cells, and using interpolated
values from the reconstruction allows for an accurate calculation of the flux between cells.
After calculating F
n+1/2
i−1/2 , Athena++ advances the grid in time using the fluxes. After this, it uses a
Courant-Friedrich-Lewis (CFL) condition to determine the timestep of the next iteration. The general form







where C0 is the CFL number, ∆xi is the width of the i
th cell, and vi is the velocity average of the material
in the cell. This condition stops information from moving more than C0 cells during each time step. For
example, C0 = 0.5 means the farthest distance which information can move in a particular cell is half of the
width of that cell. This CFL condition determines the overall time step used in the selected time integrator.
I use a Runge-Kutta 3rd order time integrator, which takes the timestep δt set by the CFL condition and
splits it into 3 substeps for flux calculation.
These three steps (Eq. 28, Eq. 29, and CFL condition) in Athena++ need to be adjusted when stretching
the grid and changing the coordinates of each cell. The steps are affected by the changing grid because
Athena++ assumes the quantities xi−1/2 and ∆xi are constant. In an expanding grid, the quantities have
a time dependence.
2.2 Expanding Grid
The change to a time-dependent grid has two effects on the methods used in §2.1. If these are accounted
for correctly, the simulation should proceed the same as one with a static grid prior to the boundary conditions
affecting the fluid’s motion. The grid appears in the integrals in Eqs. 28 and 29 and the CFL condition. The
next step is to determine the exact formulation of these corrections, since their expression determines where
they can be implemented as well as the most efficient ways they can be implemented.
I assume an arbitrary recursive function for each cell wall xn+1i−1/2 := f(x
n
i−1/2) which determines the
motion of the entire grid. That function can have other parameters, such as the location of other cells and
initial shock conditions. It is the necessary description of the grid and determines the corrections to Eq. 27
and the additional CFL condition. At the beginning of each timestep, I calculate the next grid. Therefore,
going into the steps of the algorithm both xni−1/2 and x
n+1
i−1/2 are stored in memory even though no edits have

























meaning they are the amount by which the particular cell wall changes during a time step δt = tn+1 − tn.
The specific form of each correction to the Godunov method Eq. 27 results from how the cell walls xi+1/2
appear throughout the Godunov method. If I write the Godunov method in both grids, separately,


















then both equations must stay true for each cell at each timestep. However, I want the end of every timestep




i , and U(t
n, xni ) at the
beginning of each time step.
The flux term on the new grid is determined by calculating the L and R states in the reconstruction step
on the new grid, at xn+1i−1/2 (see §5). Then, Athena++ will apply this flux to the old grid quantities








and conclude that U = U(tn+1, xn+1i ). Of course, this is not correct. Instead the difference in fluxes at the
respective walls appears in both Eq. 33 and Eq. 34. Therefore,
U(tn+1, xn+1i ) = U(t
n, xn+1i ) +
∆xn
∆xn+1
(U−U(tn, xni )) = U(tn, xn+1i ) +
1
ani
(U−U(tn, xni )) (35)
the new cell’s conserved values are determined with the U calculated by the Athena++ flux solver. During
the interpolation in the reconstruction of cell wall values, the difference U(tn, xn+1i ) − 1ani U(t
n, xni ) can be
calculated and treated as a source term in Athena++. A source term S is the opportunity for a user to edit
and change the conserved quantities (see [13]). The source term used in the expanding grid case is defined
with
U(tn+1, xn+1i ) = U + S(t
n+1, xn+1i ) S(t






U + U(tn, xn+1i )−
1
ani
U(tn, xni ) (36)
where the only new values that need to be calculated specifically in the expanding grid case are ani and
U(tn, xn+1i ). In proceeding sections, I refer to the reconstruction correction as the calculation of cell wall
states at xn+1i−1/2 and x
n+1
i+1/2 for all i cells (Eq. 34). I also refer to the flux source term, which is given above
by S (Eq. 36), whose extra terms are pre-calculated during the reconstruction of cell wall states.
I implemented the expanding grid to Athena++ using these corrections and the resulting algorithm is
illustrated in Fig. 5. The main addition was a new Expansion class, of which every MeshBlock object has
an instance. The class acts as a data storage location, holding all the data concerning the movement of the
grid even if the grid has yet to be edited in the middle of the time step.
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Figure 5: This flow chart illustrates the progression of expanding grid related calculations. It also draw connections and
dependencies between different tasks and the data held by the Expansion object.
3 Testing
In order to test the implementation of the expanding grid method discussed in §2.2, each corrective
term is added individually to determine its effect on the accuracy of the simulation. This allows a deeper
understanding of how each correction and operation affects the simulation. The standard of comparison for
each case is a static grid simulation with the same initial conditions. Ideally, the moving grid will replicate
this evolution while also extending into space where the original simulation is not defined.
Figure 6: The initial density profile overlays the profile at a computational time of 0.8. The initial velocity profile is not pictured,
but the velocity is zero in every cell of lower density. The velocity is peaked in the high density region at the discontinuity,
and exponentially decays to be 0 at the lower radial limit of the simulation grid. The Simulation was stopped at 0.8 to avoid
examining the period where the shock front interacts with the reflecting boundary. This simulation had a ‘grid velocity’ of 0,
meaning the grid was static for the entirety of the simulation.
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The initial conditions involve two regions separated by a discontinuity in density. The higher density
region is 3 times the density of the lower region. The high density region has a velocity which is at a
maximum v0 at the cell before the discontinuity. Over the rest of the high density region, the velocity decays
to 0 at the boundary of the simulation. The simulation is run in spherical coordinates in one dimension, with
a small azimuthal angle φ and small polar angle θ defining the volume of each cell. The radial coordinate has
linearly spaced cells with equal width. The simulation is pictured in Fig. 6, where the initial density profile
overlays the density profile at a time of 0.8 in computational units. This is a few time steps before the shock
front hits the boundary of the simulation, which is set as outflowing. At the boundary point an expanding
grid method would allow the shock to move onward, without losing information. Ideally, the expanding grid
will also preserve the profile of the front. However, since the cells are getting larger the front should be
smoothed over slightly at this timescale.
Figure 7: This simulation used a moving grid with no corrections. As a result, the entire simulation has been advected outward
to a larger radius without accounting for the additional velocity given to the cell walls. Most of the shock profile has been
preserved, although an additional bump appears due to the spreading of the velocity profile behind the shock front.
The first addition is the actual adjustment of the coordinate grid. This is done by adding the previously
calculated δxni−1/2 to the cell walls and editing the other coordinate quantities. These include volume
centered cell location, cell width, and distance between cell centers. These distances are used in other parts
of the solver so they are updated for consistency. For example, the program could throw an error if the
boundaries of the entire grid have different radial values than the walls of the first and last cell. By covering
the grid’s entire definition and derived quantities, the program can continue calculation and keep consistency
across its memory. The other important aspect of this fix is the introduction of a CFL time step limiter
specifically related to the movement of cell walls. By restricting the walls to move less than halfway into
the cells they border, each wall’s movement can be resolved with the same time-order accuracy as the rest
of the simulation. This simulation is shown in Fig. 7 and has additional remanants which result from the
advection of the velocity profile into other cells. In a sense, the expansion of the grid in this simulation is
an additional velocity source forcing the shock front to move further.
The next step is to edit the reconstruction of the grid. This needs to be performed at the location of
the new cell wall for the particular timestep, not at the old cell wall. This means the flux solver will be
applied at the location of the ‘new’ cell wall and not the old cell wall. As seen in Fig. 8, the addition of
reconstruction leads to more accuracy in the density profile. The profile still matches that of the moving
grid case in Fig. 7, but it has fewer steep transitions between cells.
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Figure 8: This simulation used a moving grid in addition to reconstruction and flux solving at the location of the cell wall at
tn+1 to more accurately show the density profile of the simulation.
Figure 9: This profile comes from a simulation where only the new source term was used (Eq. 36, without any reconstruction
adjustment. The lack of reconstruction allows the flooring discontinuities near the shock front to occur. The simulation was
run for a shorter computational time because of these discontinuities.
The next addition is of a source term, given by Eq. 36. This source term is applied to every cell and
represents the fluid motion which results from the movement of the cells. The density profile in Fig. 9 only
uses the source term and does not use the reconstruction correction examined in the previous paragraph
and shown in Fig. 8. The correction to the Godunov method has its greatest effects near the discontinuity
of the shock, although it still allows for the advection of the moving grid. Note that Fig. 9 depicts an earlier
computational time, since the discontinuities forming in the density profile force the simulation to a smaller
time step. With the addition of the reconstruction adjustment, these discontinuities do not occur and the
simulation can extend for a significantly long time frame.
Implementing the moving grid, reconstruction, and source term corrections I produced a simulation which
properly evolves the shock front. This is shown in Fig. 10, where the shock’s movement has been constrained
to almost the same distance as the static grid case. While a majority of the shock front is contained in a
smaller number of cells, the swept up mass from the inflowing boundary is beginning to produce a front,
which is expected when the shock is close to the blast wave phase (see §1.3). Note that this does not appear
Fig. 6 in the original simulation, even though it should for a shock front near the transition to the blast wave
phase. The original simulation without an expanding grid does not show this because an outflow boundary
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condition is used. If a reflecting condition were used, there would have been interference with the initial
shock front as the newly forming front would have been reflected back. Since the original simulation is used
as a standard for the other simulations, any interference would cause the density profile to be incorrect.
Figure 10: This density profile comes from a simulation with both reconstruction and source term corrections implemented to
the algorithm. The shock proceeds to a similar distance in the same amount of time as the original simulation (Fig. 6). This
shows the accuracy of the expanding grid method, meaning it can be used for further shock evolution simulations, with higher
density contrasts and for longer time periods.
4 Results & Conclusions
The main result of this expanding grid implementation is a proof of concept, showing that it is possible
to create an unsplit-operator method for changing the simulation’s bounds. While commonly done with
re-mapping in Lagrangian-based (non-Eulerian) grid programs, the expanding grid has yet to be adapted to
an Eulerian grid solver. With the basic one dimensional expansion implemented, a full hydrodynamic solver
can be extrapolated from the current algorithm. Furthermore, the application to shock front expansion was
used as a test for the expanding grid and the new method has produced an accurate evolution of a shock
front near the Sedov-Taylor transition to a blast wave.
Future work will involve introducing a scalar variable to quantify the abundance of r-process material,
with initial conditions matching a kilonova ejecta front. Also, adding a second dimension allows simulations
to make a distinction between the disk and dynamical ejecta. The independent operations which move the
grid during a single time step creates a versatile method, making it useful for a multitude of disciplines
and problems. Since this implementation of the expanding grid method can be evaluated and applied to
each dimension independently, it is also uniquely suited for adaptation to other hydrodynamics problems in
Athena++.
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5 Appendix: Derivation of Reconstruction Method Correction
Colella and Woodward make use of the following notation:
ξj+ 12 distance coordinate at right wall of cell j
anj advected quantity value in cell j at time n








ank∆ξk known values of above integral at cell walls
With this notation, they interpolate a quartic polynomial for the expression A(ξ) over 4 cells centered on
ξj+ 12 . This requires we find a polynomial p(ξ) using generic polynomial interpolation of order n− 1 through













Using this interpolation, I find an expression for A(ξ) using the data points for Aj+n2 n ∈ {−3,−1, 1, 3, 5}
at the cell walls. Note that I can choose Aj− 32 = 0 for the indefinite integral. Then, with this polynomial




In the case of quartic interpolation, the polynomial term
L5,i = Π
k=j+ 52







is a product of 5 terms. We drop the subscript 5 since quartic interpolation is used throughout this section.
Using this definition, A(ξ) is
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a 16 term equation for the polynomial interpolation of the quantity a under examination. However, when
evaluating the derivative at ξj+ 12 , most of the terms go away, leaving
dA
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the 4 terms used by Colella and Woodward.
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