Background: Online activity-based epidemiological surveillance and forecasting is get-
studies have shown that this quantifiable attention is a good proxy for disease activity (Dugas et al., 2012; Klembczyk et al., 2016; Martin, Lee, & Yasui, 2016; Pollett et al., 2017; Strauss, Castro, Reintjes, & Torres, 2017; Thompson, Malik, Gumel, Strome, & Mahmud, 2014) . Thus, these data can help to monitor and predict infectious diseases, especially in developing areas where traditional epidemiologic surveillance faces multiple challenges (Gluskin, Johansson, Santillana, & Brownstein, 2014; Strauss et al., 2017; Teng et al., 2017) . Additionally, it can help health authorities to identify public information needs and to plan communication strategies (Alicino et al., 2015; van Lent, Sungur, Kunneman, van de Velde, & Das, 2017) .
The most well-known of these applications, the Google Flu Trends (GFT), initially attracted a lot of attention (Ginsberg et al., 2009 ). However, in the 2013 flu season, the prediction was so inaccurate that Google stopped publishing the results of GFT a year later. In their influential article on the topic, Lazer, Kennedy, King, and Vespignani (2014) identified two major reasons for the failure. The first reason, which they named "Big Data hubris," is the belief that the usage of Big Data can substitute for the traditional methods. In fact, GFT used only Google search data in the prediction model. Second, the unguided search for correlates in an extremely large training set leads to a situation that was described by Lazer et al. as "the initial version of GFT was part flu detector, part winter detector." These confounders were manually removed (adding to the ad hoc nature of the algorithm; Ginsberg et al., 2009 ). According to Google, the major reason for the failure in 2013 was the effect of increased news coverage.
Albeit GFT normalizes the number of searches to the overall volume and applies spike detectors to filter out abrupt increases caused by media reports, the unprecedented online attention in that flu season threw GFT completely off track (Ginsberg et al., 2009 ). In 2013, Google announced updates to further dampen these spikes and to use ElasticNet regularization (Copeland et al., 2013) , but even these improvements failed to save the project (Lazer et al., 2014) .
In spite of the failure of GFT, the number of studies utilizing Google searches is continuously increasing (Adawi et al., 2017; Alicino et al., 2015; Mahroum et al., 2018; Martinez-Lopez, RuizVillaverde, & Molina-Leyva, 2018; McGough, Brownstein, Hawkins, & Santillana, 2017; Pollett et al., 2017; Santillana et al., 2015; Savelkoel, Claushuis, van Engelen, Scheres, & Wiersinga, 2018; Sciascia & Radin, 2017; Strauss et al., 2017; Teng et al., 2017; Yang, Santillana, & Kou, 2015; Zhang, Dang, et al., 2018; Zhang, Bambrick, Mengersen, Tong, & Hu, 2018) .
We believe that it should be investigated whether Google Trends can have a role in extending the traditional epidemiological models instead of replacing traditional surveillance methods. In contrast to flu or mosquito-transmitted pathogens such as Dengue or Zika, little attention is paid to tick-borne diseases and Big Data coming from online activity. It has been previously described that Google searches with Lyme disease-associated terms show similar patterns in temporal and spatial variations consistent with the trend seen in epidemiological data (Pesala et al., 2017; Seifter, Schwarzwalder, Geis, & Aucott, 2010) . However, to our knowledge, Google search volumes have not been assessed for forecasting of any tick-borne diseases. Thus, we performed an analysis of forecasting of the Lyme disease incidence based on traditional data extended with Google
Trends. The applied "usual" method, which we supplemented, was stochastic time series modelling (autoregressive-integrated moving average models) widely used in modern infectious diseases surveillance (Allard, 1998) . 
| ME THODS

| Data
Impacts
• Data measuring online activity offer a promising tool for forecasting infectious diseases.
• Google Trends data are a good correlate of the reported weekly case numbers of Lyme disease.
• Nevertheless, solely relying on these data can be misleading and may result in an overestimation. Thus, instead of substituting a traditional model with "Big Data,"
we tried to expand a model based on the traditional data, but Google Trends failed to significantly improve the forecasting accuracy.
sets to match the corresponding timespan with the weekly incidence reports of the Robert Koch Institute. Raw data are shown in Figure 1 for the training and validation sets. This research did not receive any specific grant from funding agencies including public, commercial, or not-for-profit sectors.
| Statistics
The weekly number of cases was log-transformed (as it is a positive integer); the number of Google searches was transformed using cubic B-splines to allow for its potential non-linear effect. An exploratory contemporaneous correlation between the Google Trends data and the weekly Lyme disease case numbers was assessed with Kendall Tau-B correlation.
Time series data were modelled using a seasonal autoregressive moving average model with differentiation (SARIMA). SARIMA is a widely used stochastic time series modelling approach. It assumes that the present value of the time series can be expressed as a weighted sum of its previous values (autoregressive part), a weighted sum of its previous errors (moving average part) and an error term (which is assumed to be white noise). The number of previous terms used in the model is an important choice. This parameter is usually called the order. Seasonality Model selection involves selection of an optimal number of seasonal and non-seasonal differentiations to achieve stationarity; selection of optimal seasonal and non-seasonal autoregressive and moving average order on the stationarized process was performed automatically. In particular, stationarity was checked with KPSS test (up to two differentiations were allowed to achieve stationarity), the number of seasonal differences was checked using seasonal strength (up to one seasonal differentiation was allowed) and the optimal model of the stationarized data was selected by the corrected Akaike information criterion (AIC) (order was maximally five non-seasonally and maximally two seasonally; selection was performed in a stepwise fashion) (Hyndman, & Athanasopoulos, 2014 ).
The whole procedure was then repeated with the spline-expanded number of Google searches entered into the model as an external predictor. Predictive performances were characterized using rootmean-square error (RMSE), mean error (ME), mean absolute error (MAE), mean percentage error (MPE) and mean absolute percentage error (MAPE) (Hyndman et al., 2018) . Predictions were directly compared using the Diebold-Mariano test (Diebold & Mariano, 2002) .
All statistical analyses were performed in R version 3.4.3 (R Core Team, 2017) using the forecast package version 8.4 (Hyndman et al., 2018) . The script and the data set are available online at https:// github.com/msulyok/Google-Trends-Lyme, and detailed results are provided as the Supporting Information.
| RE SULTS
The Google search volume showed a significant contemporaneous correlation (τ = 0.4173; p < 0.0001) with the reported weekly Lyme 
| D ISCUSS I ON
To the best of our knowledge, this is the first study that evaluated the predictive performance of an online tool for Lyme disease prediction. The online data search volumes showed a significant correlation with the observed weekly incidence. A temporal similarity has already been described in two previous studies (Pesala et al., 2017; Seifter et al., 2010) . However, in our case, this was purely due to the same seasonality of both because Google search data were unable to significantly improve the SARIMA model. Nevertheless, the established SARIMA (0,1,1) (0,1,1) [52] model provided a fairly good prediction.
The currently used traditional surveillance methods of Lyme disease are resource intensive and may not detect the whole disease burden (Cartter, Lynfield, Feldman, Hook, & Hinckley, 2018; Rutz, Hogan, Hook, Hinckley, & Feldman, 2018) . Having an improved surveillance and prediction method may allow us to better allocate resources and to invest more in increasing public awareness, education of risk population or novel preventive methods.
Since the burden of the vector-borne diseases in the temperate regions is expected to rise in the future (Caminade, McIntyre, & Jones, 2018; Semenza & Suk, 2018) , identification of alternative surveillance methods is highly desirable to prepare and counteract these changes. The main significance of our work is that it showed that at least with the present methods and data, the integration of the web search volume fails to achieve the goal. Cook, Conrad, Fowlkes, & Mohebbi, 2011; Dugas et al., 2012 Dugas et al., , 2013 Klembczyk et al., 2016; Ortiz et al., 2011) , as already discussed in the Section 1. To avoid pitfalls that led to the failure of this application, we have used the results from Google searches to supplement the traditional method (instead of replacing it). Thus, we tested whether adding the data from Google searches improves the routine epidemiologic methods. Additionally, we used a pre-specified search term instead of using machine learning to find optimal correlates to avoid overfitting. On the one hand, the term we used, "Borreliose," was probably more specific than searching with the protean symptoms, possible treatments, complications, etc.
(which is what GFT likely did). On the other hand, this inevitably limited the sensitivity.
It should be noted that Internet-based search queries can also be used to produce near real-time surveillance data of vector-borne diseases. Google Dengue Trends (GDT) provided a good correlate of the incidence data, especially in the high-transmission intensity areas (Gluskin et al., 2014) . Moreover, Internet accessibility does not seem to significantly influence the GDT accuracy (Gluskin et al., 2014) . In low transmission areas where climate is not favourable for dengue transmission, the GDT-based estimation performed poorly (Gluskin et al., 2014) . Studies from Venezuela, Singapore and Bangladesh showed similar results; GDT-and Dengue-related Google searches had high accuracy in the cases of high incidence periods (Althouse, Ng, & Cummings, 2011; Strauss et al., 2017) .
In other vector-borne zoonotic diseases, such as in Mayaro (Adawi et al., 2017) and Zika viruses (Teng et al., 2017) , Internetbased search queries were evaluated to track disease activity with variable results. In the case of Mayaro virus, the authors concluded that Google Trends cannot be used to perform real-time epidemiological surveillance, but it can serve as a useful tool to describe the public reaction to disease activity (Adawi et al., 2017) .
On the contrary, the paper by Teng et al. (2017) has described the dynamic forecasting of Zika epidemics and showed that Google Trends can be a valuable source of information for forecasting. We used a very similar statistical method; however, in our case, the online search data have not significantly improved the performance.
Numerous reasons can explain this contradiction between our findings and the published results of successful predictions based on Google Trends with other infectious diseases. probably more influenced by the attention that the disease attracts rather than the incidence itself. We showed that it is significantly correlated with the reported case numbers. Similarly, it is a good proxy for the incidence of many vector-borne diseases (Gluskin et al., 2014; Strauss et al., 2017; Teng et al., 2017) . Thus, it can provide a valuable tool for forecasting in regions with scarce epidemiological data.
Google search-based data may have the potential to help to monitor ongoing disease activity in a near real-time fashion in the case of highly infectious diseases such as influenza or dengue (Althouse et al., 2011; Ginsberg et al., 2009) . But diseases with a less explosive epidemiological character like Lyme disease are more permissive with the slower, traditional epidemiological methods. Moreover, compared to the emerging viral diseases like Zika, the overall public attention to Lyme disease is probably more balanced over time. Similar to the reported cases, the Google Trends data also showed a yearly seasonality with a peak in the summer months without any apparent increasing or decreasing yearly trend.
Our study has several limitations. First of all, online searchbased data, as learned from the rise and fall of GFT, probably produce a low signal to noise ratio. Search terms of a flu-like illness are less specific, whereas the search term "Borreliose" seems to be more focused on a single disease. Nevertheless, solely relying on these data can be misleading and may result in overestimation. Thus, instead of substituting the traditional model with "Big Data," we have rather tried to expand the original model. The high correlation between the reported weekly case numbers and Google search volumes does not necessarily mean that it is helpful in improving the prediction. It is mostly due to the fact that both time series are highly seasonal, but this is already accounted for in the SARIMA model. Involving search volume data as an external regressor did not result in a better predictive performance or reduction in the AIC value, that is, it failed to improve the quality and forecasting performance of the traditional model. Thus, the role of the GT data in infectious disease forecasting still remains to be determined with other data sets and forecasting methodologies. Modelling with different algorithms, performing analysis of the data from other regions and countries, or even spatial analyses can be listed as future perspectives. Other vector-borne diseases can also be investigated using a similar methodology, even on a global scale. Nevertheless, good quality data about incidence are needed to validate prediction models, and this might be the most problematic part of such analysis.
In conclusion, Google Trends data are a good correlate of the reported incidence of Lyme disease in Germany but failed to significantly improve forecasting accuracy in the models based on traditional data. Online search-based data may be useful in emerging vector-borne diseases in the tropics where traditional surveillance systems are facing more challenges than in the developed countries.
However, according to our findings, the usefulness of these data in forecasting Lyme disease activity in the developed temperate regions remains questionable.
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