The McGurk effect is a compelling illusion in which humans perceive mismatched audiovisual speech as a completely different syllable. However, some normal individuals do not experience the illusion, reporting that the stimulus sounds the same with or without visual input. Converging evidence suggests that the left superior temporal sulcus (STS) is critical for audiovisual integration during speech perception. We used blood-oxygen level dependent functional magnetic resonance imaging (BOLD fMRI) to measure brain activity as McGurk perceivers and non-perceivers were presented with congruent audiovisual syllables, McGurk audiovisual syllables, and non-McGurk incongruent syllables. The inferior frontal gyrus showed an effect of stimulus condition (greater responses for incongruent stimuli) but not susceptibility group, while the left auditory cortex showed an effect of susceptibility group (greater response in susceptible individuals) but not stimulus condition. Only one brain region, the left STS, showed a significant effect of both susceptibility and stimulus condition. The amplitude of the response in the left STS was significantly correlated with the likelihood of perceiving the McGurk effect: a weak STS response meant that a subject was less likely to perceive the McGurk effect, while a strong response meant that a subject was more likely to perceive it. These results suggest that the left STS is a key locus for interindividual differences in speech perception.
Introduction
Humans combine the independent information available from the auditory modality (heard speech) and the visual modality (mouth movements) in order to aid in speech comprehension, our primary form of communication (Hickok and Poeppel, 2007; Poeppel et al., 2008; Samuel, 2011) . A remarkable illusion known as the McGurk effect (McGurk and MacDonald, 1976 ) is a powerful demonstration of this integration: an auditory "ba" presented with the mouth movements of "ga" is perceived by the listener as a completely different syllable, "da" (the McGurk percept). However, the illusion is not experienced by all individuals, with population estimates of McGurk susceptibility ranging between 26% and 98% (Gentilucci and Cattaneo, 2005; McGurk and MacDonald, 1976) . Why do only some people perceive the McGurk effect?
Converging evidence suggests that the STS is a critical brain area for multisensory integration of auditory and visual information about both speech and non-speech stimuli (Barraclough et al., 2005; Beauchamp et al., 2004; Callan et al., 2004; Calvert et al., 2000; Dahl et al., 2009; Macaluso et al., 2004; Miller and D'Esposito, 2005; Noesselt et al., 2007; Sekiyama et al., 2003; Stevenson and James, 2009; Werner and Noppeney, 2010) . This suggests that the STS could be a neural locus for the McGurk effect: if the left STS successfully combines the incongruent auditory and visual syllables that comprise a McGurk stimulus, a McGurk percept is produced; if the left STS is not active, then the auditory and visual syllables are not combined and a McGurk percept is not produced. This idea received support from a recent study in which brain activity was disrupted with transcranial magnetic stimulation (TMS) (Beauchamp et al., 2010) . When TMS was applied to the left STS of McGurk perceivers, the frequency of the McGurk percept was greatly reduced, rendering them more like nonperceivers. While this finding demonstrates that the left STS is necessary for McGurk perception in McGurk perceivers, it says nothing about the difference between perceivers and non-perceivers. Therefore, we formulated the hypothesis that a neural substrate for the difference between perceivers and non-perceivers would be differing activity levels in the left STS, and possibly other brain areas. Because increased activity in the STS is a neural signature for multisensory integration (Beauchamp et al., 2004; Van Atteveldt et al., 2004; Wright et al., 2003) , our hypothesis predicted that during presentation of mismatched audiovisual speech, the STS should be strongly active in McGurk perceivers, reflecting their integration of the auditory and visual speech components, and only weakly active in McGurk non-perceivers, reflecting their lack of audiovisual integration. fMRI was used to measure brain activity in the STS and other critical areas for processing audiovisual speech: extrastriate visual cortex, auditory cortex, and inferior frontal gyrus (Broca's area) (Campbell, 2008; Scott and Johnsrude, 2003) . NeuroImage xxx (2011) xxx-xxx A study of unisensory visual speech (Hall et al., 2005) found greater activity in auditory cortex in left superior temporal gyrus (STG) for subjects who were better at lip reading, supporting that idea that increased activity in temporal areas can reflect interindividual differences. In contrast, previous fMRI studies of the McGurk effect have found either no correlation between STS activity and McGurk susceptibility (Hasson et al., 2007; Jones and Callan, 2003) or a negative correlation (Benoit et al., 2010) . A limitation of these studies is that they did not use independent functional localizers. In particular, the location in standard space of the posterior multisensory area in the STS varies greatly from subject to subject (Beauchamp et al., 2004) making it difficult to examine with standard group analysis techniques (Argall et al., 2006) . Therefore, we used functional localizers to define the posterior multisensory area in the STS in each subject, and then examined the response of the STS to congruent and incongruent audiovisual speech in McGurk perceivers and non-perceivers.
Methods

Subjects and stimuli
14 healthy right-handed subjects (6 females, mean age 26.1) provided informed written consent under an experimental protocol approved by the Committee for the Protection of Human Subjects of the University of Texas Health Science Center at Houston.
A digital video was recorded of a female talker saying "ba, "ga", "da" and "ma" and edited with digital video editing software (iMovie, Apple Computer). The duration of the auditory syllables ranged from 0.4 to 0.5 seconds. The total length of each video clip ranged from 1.7 to 1.8 seconds in order to start and end each video in a neutral, mouth-closed position and to include all mouth movements from mouth opening to closing. The stimuli (Figs. 1A-C) consisted of three types of syllables: congruent (auditory and visual matching) syllables and two types of incongruent syllables (auditory and visual mismatch). Not all incongruent syllables produce a McGurk percept, defined as a percept not present in the original stimulus (McGurk and MacDonald, 1976) . We created both McGurk (auditory "ba" + visual "ga" producing the McGurk percept of "da") and non-McGurk incongruent syllables (auditory "ga" + visual "ba" producing an auditory percept of "ga" or a combination percept such as "g-ba"). 
Behavioral pre-testing
Just prior to scanning, a behavioral pre-test was performed. Each subject was presented with 10 trials of McGurk syllables and 10 trials of non-McGurk incongruent syllables. Auditory stimuli were delivered through headphones at approximately 70 dB, and visual stimuli were presented on a computer screen. Subjects were instructed to watch the mouth movements and listen to the speaker. In order to assess perception, subjects were asked to repeat aloud the perceived syllable, with no constraints placed on potential responses: all responses were recorded exactly as spoken. This open-choice response has been shown to be a conservative measure of McGurk perception and is more informative with respect to possible intersubject differences in perception than a forced-choice response (Colin et al., 2005; Olson et al., 2002) . Fused percepts such as "da" and "tha" were used as indicators of McGurk perception, while responses strictly corresponding to the visually-presented syllable ("ga") were not counted as fused McGurk percept. Responses corresponding to "ba" (the auditory component of the syllable) indicated that the effect was not perceived (McGurk and MacDonald, 1976) .
fMRI functional localizer experiment
A functional localizer scan series was used to identify regions of interest (ROIs) important for speech perception in each subject; these ROIs were then applied to the independent data collected in the fMRI syllables experiment. The functional localizer scan series contained ten blocks (five unisensory auditory and five unisensory visual in random order) of duration 20 seconds with 10 seconds of fixation baseline between each block. Each block contained ten 2-second trials, one undegraded word per trial.
Word stimuli for the localizer were selected from two hundred single-syllable words from the MRC Psycholinguistic Database with Brown verbal frequency of 20 to 200, imageability rating greater than Fig. 1 . Stimuli and regions of interest (ROIs). A. Congruent audiovisual syllable, consisting of matching auditory "ba" (depicted by speaker icon) and visual "ba" (single frame of video shown). Percept (shown below picture) is "ba." B. Non-McGurk incongruent syllable, consisting of auditory "ga" and visual "ba." This stimulus does not result in an illusory percept; the resulting percept is most often "ba." C. McGurk incongruent syllable, consisting of auditory "ba" and visual "ga." For McGurk perceivers, this results in the percept of an illusory "da." For non-perceivers, the percept is "ba." D. Four left hemisphere ROIs in three representative subjects. The STS ROI (green) contains voxels responsive to both auditory and visual words greater than baseline in the posterior STS. The auditory cortex ROI (blue) contains voxels responsive to auditory words greater than baseline within Heschl's gyrus. The visual cortex ROI (red) contains voxels responsive to visual words greater than baseline within extrastriate lateral occipitotemporal cortex. The IFG ROI (purple) contains voxels responsive to both auditory and visual words greater than baseline within the opercular region of the inferior frontal gyrus and the inferior portion of the precentral sulcus. 100, age of acquisition less than 7 years and Kucera-Francis written frequency greater than 80 (Wilson, 1988) . The duration of the words ranged from 0.5 to 0.7 seconds. The total length of each video clip ranged from 1.1 to 1.8 seconds in order to start and end each video with the speaker in a neutral, mouth-closed position and to include all mouth movements from mouth opening to closing.
ROI creation
All analyses were conducted on ROIs defined individually in each subject. For each subject, active voxels within anatomically-defined regions were grouped to form four ROIs. Significant activation was defined solely using the block-design localizer experimental data to ensure independence. The STS ROI was defined using a conjunction analysis to find all voxels that responded to both auditory and visual words significantly greater than baseline in the anatomically-defined posterior STS (q b 0.05 for each modality) (Beauchamp, 2005; Beauchamp et al., 2008) . The auditory cortex ROI was defined using the contrast of auditory words vs. baseline to find active voxels within Heschl's gyrus. The visual cortex ROI was defined using the contrast of visual words vs. baseline to find active voxels within extrastriate lateral occipitotemporal cortex. The inferior frontal ROI was defined using a conjunction analysis to find all voxels that responded to both auditory and visual words greater than baseline within the automated FreeSurfer parcellation of the inferior frontal gyrus (pars opercularis) and inferior precentral sulcus, corresponding to portions of Brodmann areas 44 and 45 (Broca's area) (Fischl et al., 2004) .
fMRI syllables experiment
Each subject underwent one fMRI scanning session. Each fMRI scan series lasted for 5 minutes, with 3 or 4 scan series collected from each subject. Within each scan series, single syllables were presented within 2-second trials using a rapid event-related design. Each trial contained a video of duration 1.7-1.8 seconds, with fixation crosshairs occupying the remainder of the trial. In five subjects, each scan series contained 55 McGurk trials, 55 non-McGurk incongruent trials, 10 target trials (audiovisual "ma") and 30 trials of fixation baseline. After scanning the first 5 subjects, we decided it would be worthwhile to incorporate an additional stimulus type, congruent speech. In the remaining nine subjects, each scan series contained 25 McGurk trials, 25 non-McGurk trials, 25 congruent "ga" trials (auditory + visual "ga"), 25 congruent "ba" trials, 10 target trials (audiovisual "ma") and 30 trials of fixation baseline. During fixation, the crosshairs were presented at the same position as the mouth during visual speech to minimize eye movements.
A catch trial design was used, similar to that used in many EEG or MEG experiments. On approximately 10% of trials, the target stimulus (audiovisual "ma") was presented. Subjects were required to respond to the target stimulus by pressing a button, but not to other stimuli. Target stimuli were analyzed separately from other stimuli. This ensures attention to the stimulus while preventing contamination of the brain response to non-target stimuli by motor planning or execution (Beauchamp et al., 2007) . Subjects identified target syllables with high precision (98% accuracy) indicating attention to the stimuli.
MRI and fMRI analysis
At the beginning of each scanning session, two T1-weighted MP-RAGE anatomical MRI scans were collected at 3 Tesla using an 8-channel head gradient coil; the anatomical scans were aligned to each other and averaged to provide maximum gray-white contrast. Then, a cortical surface model was created with FreeSurfer Fischl et al., 1999) and manipulating with SUMA (Argall et al., 2006) . T2* weighted images for fMRI were collected using gradient-echo echo-planar imaging (TR = 2015 ms, TE = 30 ms, flip angle = 90°) with in-plane resolution of 2.75 × 2.75 mm. 33 3-mm axial slices were collected, resulting in whole-brain coverage in most subjects. Each functional scan series consisted of 153 brain volumes. The first three volumes, collected before equilibrium magnetization was reached, were discarded resulting in 150 usable volumes. MRI-compatible insert headphones (Sensimetrics, Inc., Malden, MA) were used to present high-fidelity auditory stimuli combined with external ear defender-type acoustic earmuffs to reduce scanner noise. Visual stimuli were projected onto a screen using an LCD projector and viewed through a mirror attached to the head coil. Behavioral responses were collected using a fiber-optic button response pad (Current Designs, Haverford, PA). MR-compatible eye tracking (Applied Science Laboratories, Bedford, MA) was used in all fMRI experiments to ensure alertness and visual fixation.
fMRI data analysis was carried out using Analysis of Functional NeuroImages software (AFNI) (Cox, 1996) . Corrections for voxel-wise multiple comparisons were carried out using the false discovery rate procedure (Genovese et al., 2002) and reported as q values. Data w analyzed in each subject and then combined across subjects using a random-effects model. Functional data were aligned to the average anatomical dataset and motion-corrected for each voxel in each subject using a local Pearson correlation (Saad et al., 2009 ). All analyses were carried out in all voxels in each subject in the context of the generalized linear model using a maximum-likelihood approach using the AFNI function 3dDeconvolve. Movement covariates and baseline drifts (as second-order polynomials, one per scan series) were modeled as regressors of no interest. All McGurk data was collected separately from the localizer using a rapid event related design. Deconvolution with tent functions was used to separately estimate the complete hemodynamic response function to each stimulus type in each voxel using nine tent functions that spanned the time between stimulus onset and 16 seconds after stimulus onset. No difference was observed between the two congruent conditions (congruent "ba" and "ga"), so these conditions were collapsed for further analysis.
We performed connectivity analyses to determine if changes in functional connectivity between language areas were correlated with McGurk susceptibility (Nath and Beauchamp, 2011) . A structural equation model was constructed and tested for each subject. The model consisted of the four ROIs (auditory cortex, visual cortex, frontal cortex and STS) in the left hemisphere with bidirectional connections between auditory cortex and STS, between visual cortex and STS and frontal cortex and STS. The amplitude of the hemodynamic response was estimated for each individual McGurk stimulus and averaged within each ROI to produce a vector of 75-100 McGurk amplitudes. These amplitudes were used to calculate the correlation matrix and path coefficients in each subject using the AFNI functions 1ddot and 1dsem. The path coefficients obtained from each subject were correlated with each subject's McGurk susceptibility.
Results
Behavioral results
In the behavioral test, there was a high degree of intersubject variability in McGurk susceptibility ( Fig. 2A) . Three subjects never reported the McGurk percept (0% susceptibility) while two subjects always reported it (100% susceptibility). Subjects were classified into two groups: non-perceivers (seven subjects, susceptibility 0-49%) and perceivers (seven subjects, 50%-100%). In four subjects of the fourteen subjects from the scanned cohort, testing was performed both before and after scanning; susceptibility was similar in both testing sessions, with a mean difference in pre-and post-test scores of 5% ± 6.5% and no change in group assignment. During presentation of non-McGurk mismatched (incongruent) syllables, no subject reported a McGurk percept.
fMRI results
Functional localizers were collected in separate scan series, independent from the McGurk scan series, using a completely different stimulus set (unisensory words vs. audiovisual syllables) allowing statistical tests to be performed without bias. The word stimuli presented in the functional localizer scan series evoked robust activity in the four ROIs in each subject (Figs. 1D-F) . While each subject showed a large region of STS that responded to both auditoryonly and visual-only speech stimuli, after transformation into standard space the overlap across subjects was very small, reflecting both anatomical and functional variability in the location of the STS multisensory area. To quantify this variability, we measured the location of the STS ROI in each subject. The mean (±SD) center-ofmass was x = − 53.8 ± 8.3 mm, y = − 27.5 ± 9.6 mm, z = 3.5 ± 7.9 mm. On average, each subject's STS center-of-mass was 13.7 mm from the mean center-of-mass, with some subjects more than 20 mm from the mean center-of-mass.
Using a rapid-event related design, we measured the brain response to presentation of congruent syllables and two types of incongruent syllables (McGurk and non-McGurk). A 2-way ANOVA was performed with BOLD response in the left STS as the dependent measure. The first factor was the McGurk susceptibility group determined from behavioral testing (perceivers vs. non-perceivers). The second factor was the stimulus condition (congruent vs. incongruent syllables). Because the division into groups was completely independent of the STS response, this analysis was unbiased. The ANOVA showed significant main effects of both susceptibility group (F (1,17) = 6.1, p = 0.03) and stimulus condition (F (1,17) = 6.7, p = 0.02) on the STS response. There was no interaction between susceptibility group and stimulus condition.
Effects of susceptibility
As shown in Fig. 2 , McGurk perceivers had the highest STS response to incongruent syllables and non-perceivers had the lowest response (0.22% ± 0.01%vs. 0.12% ± 0.02%, p = 0.001). There was no between-group difference in the response to congruent syllables (perceivers vs. non-perceivers: 0.13% vs. 0.08%, p = 0.22).
Effects of stimulus
Across groups, the STS significantly preferred incongruent to congruent syllables (0.15% vs. 0.10%, p = 0.002). There was no significant difference between the responses to the two types of incongruent syllables (McGurk and non-McGurk).
Individual subject analyses
Next, we examined individual responses to the syllables (Fig. 2) . The subject with the weakest STS response to mismatched speech (0.07%) had the smallest likelihood of experiencing a McGurk percept (0%); the subject with the strongest STS response (0.29%) had the highest likelihood (100%). Across all subjects, there was a significant positive correlation between each subject's STS response to incongruent syllables and their likelihood of experiencing the McGurk percept (r = 0.73, p = 0.003 for McGurk syllables and r = 0.63, p = 0.02 for incongruent syllables). There was no correlation between STS response and McGurk susceptibility for congruent syllables (r = 0.42, p = 0.26).
Additional analyses
A parallel analysis was conducted on four additional ROIs: left hemisphere inferior frontal gyrus (IFG), auditory cortex, extrastriate visual cortex, and right hemisphere STS. In the left IFG, the ANOVA showed a significant main effect of stimulus condition (F (1,17) = 18.1, p = 0.001), but no effect of susceptibility group. In the auditory cortex, the ANOVA showed a significant main effect of susceptibility group (F (1,17) = 4.8, p = 0.04), but no effect of stimulus condition. McGurksusceptible individuals showed a trend towards greater auditory cortex response than McGurk-resistant individuals across stimulus types (0.26% vs. 0.18%, p = 0.11 for incongruent syllables; 0.24% vs. 0.14%, p = 0.17 for congruent syllables); there was no difference in auditory cortex response between incongruent and congruent syllables (p = 0.34 for non-perceivers, p = 0.80 for perceivers). Except for the left STS, no ROI showed a correlation between activity and McGurk susceptibility. 
Discussion
We examined subjects who reported very different percepts when presented with the same physical McGurk stimulus, an incongruent pairing of auditory and visual syllables. Some subjects, the McGurk perceivers, almost always reported a McGurk percept, defined as a percept that corresponded to neither the auditory nor visual syllable. Other subjects, the non-perceivers, rarely reported this percept. To understand the neural substrates of these interindividual differences, we used fMRI to measure the brain response to congruent and incongruent audiovisual syllables. Only one brain region, the left STS, showed a significant effect of both susceptibility group and stimulus condition. Across subjects, the amplitude of the response in the left STS was significantly correlated with the likelihood of perceiving the McGurk effect: a weak STS response meant that a subject was less likely to perceive the McGurk effect, and a strong STS response meant that a subject was more likely to perceive it.
Evidence for a critical role of the left STS in McGurk perception is provided by a recent TMS study (Beauchamp et al., 2010) . McGurk perceivers received single-pulse TMS to their left STS during presentation of McGurk stimuli. Subjects reported a dramatic reduction in perception of the McGurk effect, from 94% to 43%. Instead of experiencing the McGurk percept, subjects instead reported perceiving only the auditory syllable; control TMS did not have this effect. This demonstrates a causal relationship between activity in the STS and the audiovisual integration necessary for McGurk perception in McGurk perceivers. In effect, the TMS turned perceivers (with presumed high STS activity) into non-perceivers (with left STS activity disrupted by the TMS pulse).
These results can be integrated into psychological models of speech perception, such as the fuzzy logic model of speech perception (Oden and Massaro, 1978) . This model assumes that the auditory and visual components of speech are evaluated individually before integration, and the combined information leads to a decision. In the context of the McGurk effect, articulatory mouth movements (visual cues) have greater influence in the setting of ambiguous auditory consonant information. The syllables "ba" and "da" can be difficult to distinguish with auditory cues alone, but are visually very different. Therefore, a visual "ga," which is similar to a visual "da," provides strong evidence that the auditory syllable was "da" and not "ba" (McGurk and MacDonald, 1976; Sekiyama, 1994) , but only for McGurk perceivers whose STS integrates the auditory and visual information. McGurk nonperceivers assign little weight to the visual cue and experience only an auditory percept, corresponding to the lack of response in their left STS.
The significant interindividual differences in the McGurk effect that we observed are consistent with previous studies. 36% of our subjects had greater than 80% McGurk percept probability, consistent with the range of 26% to 98% observed in previous studies (Benoit et al., 2010; Gentilucci and Cattaneo, 2005; MacDonald et al., 2000; McGurk and MacDonald, 1976) , and our mean McGurk percept probability of 46% (collapsed across subjects) is within the literature range of 32% to 94% (Baynes et al., 1994; Benoit et al., 2010; Bovo et al., 2009; Norrix et al., 2006; Olson et al., 2002; Sams et al., 1998) .
There is a growing literature on the neural substrates for interindividual differences in language ability and perception (AzizZadeh et al., 2010; Eisner et al., 2010; Ludman et al., 2000; Mei et al., 2008; Wong et al., 2007) . Of particular relevance is an fMRI study by Hall and colleagues on speechreading or lipreading of unisensory visual speech (Hall et al., 2005) . When good lipreaders were presented with unisensory visual speech, Hall and colleagues found more activity in left auditory cortex (superior temporal gyrus). In a striking parallel with the Hall et al. study, we observed greater activity in the auditory cortex in McGurk perceivers. While we know of no studies that have compared lipreading ability with McGurk susceptibility, these parallel brain imaging results suggest that they may be linked. Like many previous studies, the Hall et al. study examined only unisensory speech. While studies of auditory speech (Belin et al., 2004; Poeppel et al., 2004) and visual speech (Bernstein et al., in press ) are important, an understanding of the McGurk effect requires presentation of both auditory and visual speech. Evidence suggests that the posterior STS is an important neural locus for association between auditory and visual speech with strong positive responses to both unisensory auditory and unisensory visual stimuli (Beauchamp et al., 2004; Van Atteveldt et al., 2004; Wright et al., 2003) , as opposed to the negative responses to the non-preferred modality observed in unisensory areas (Laurienti et al., 2002) .
In the present study, we tested the idea that the difference between McGurk perceivers and non-perceivers might be reflected in differences in the neural response in their left STS. Our finding supported this idea, with increased responses in the left STS for perceivers compared to nonperceivers. This finding has two key elements. First, the STS responses for both groups were similar for congruent audiovisual speech. Under normal conditions of congruent audiovisual speech, both groups activated the STS, allowing them to reap the benefit of the improved perceptual accuracy provided by multisensory integration. Second, the group difference was found for both McGurk syllables (for which the percept is different between perceivers and non-perceivers) and for non-McGurk incongruent syllables (for which the percept is similar for perceivers and non-perceivers). We speculate that McGurk perceivers have more liberal criteria for integrating auditory and visual speech information. Even if the auditory and visual information is mismatched, McGurk perceivers integrate it: this might provide an advantage under conditions of high levels of auditory or visual noise, at the cost of being misled by McGurk stimuli. Audiovisual integration is especially important under noisy conditions because multisensory integration is strongest for weak unisensory stimuli (Eisner et al., 2010; Grant and Seitz, 2000; Stein and Meredith, 1993) . Sekiyama and Tohkura (1991) found heightened McGurk effect in the context of auditory noise. We have demonstrated that the connectivity of the STS with auditory and visual cortex is correlated with the degree of noise in each sensory modality for congruent audiovisual speech (Nath and Beauchamp, 2011) . Therefore, a possible neural explanation for the Sekiyama and Tokhura result is that as the auditory noise increases, the connection of auditory cortex with STS decreases, and the connection of visual cortex with STS increases, heightening the influence of the visual stimulus and increasing the likelihood of a McGurk percept. In the present study, noisy McGurk stimuli were not presented, but this explanation could be tested in future experiments. An additional demonstration of the relevance of the McGurk effect for normal speech perception is that it can occur in the context of more naturalistic speech stimuli such as words and entire sentences (Sams et al., 1998) .
Finally, we turn to the question of why three previous fMRI studies that differentiated subjects based on McGurk susceptibility (Benoit et al., 2010; Hasson et al., 2007; Jones and Callan, 2003) failed to find the positive correlation between STS activity and McGurk susceptibility observed in our experiment. A possible explanation for this disparity is that previous studies did not use independent functional localizers to identify the STS. The study by Jones and Callan (2003) used voxel-wise regression on fMRI data to search for voxels with a significant correlation between brain activity and McGurk susceptibility and did not report correlation in any STS voxels. However, because of intersubject variability, examining individual voxels in standard space may not compare functionally homologous regions between subjects. In the present study, the STS multisensory area was more than 2 cm from the mean location in some subjects. The study by Hasson et al. (2007) used a repetition suppression paradigm to examine the fMRI response to different congruent syllables followed by a McGurk syllable. No differences between conditions were reported in the STS. However, the primary regions of interest (ROI) were defined anatomically. This presents a problem because the STS is the second largest sulcus in the human brain, after the Sylvian fissure. Because the STS multisensory area constitutes only a small portion of the entire STS, averaging across all voxels in the STS includes many voxels that have no response to speech stimuli, decreasing statistical power. This is illustrated in another study that also used repetition suppression of McGurk stimuli with an anatomical ROI consisting of the entire STS (Benoit et al., 2010) . Our reanalysis of the Benoit et al. data found that their STS response to McGurk stimuli was not significantly different from zero (p =0.90). In contrast, in our data, the STS response to McGurk stimuli (using an ROI from the independent functional localizer) was significantly greater than zero (mean response of 0.16%, p = 0.000003). In summary, previous studies did not use functional localizers to identify the location of the multisensory portion of STS in each individual subject. Groupwise analyses are insensitive to regions with high variability in standard space, such as the STS. Using functional localizers, we found a strong relationship between STS activity and McGurk susceptibility, supporting the idea that the STS is a critical brain locus for audiovisual integration in speech perception.
