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Some coupled reaction4iffusion systems arising from chemical diffusion 
processes and combustion theory are analyzed. This analysis includes the existence 
and uniqueness of positive time-dependent solutions, upper and lower bounds of the 
solution, asymptotic behavior and invariant sets, and the stability of steady-state 
solutions, including an estimate of the stability region. Explicit conditions for the 
asymptotic behavior and the stability of a steady-state solution are given. These 
conditions establish some interrelationship among the physical parameters of the 
diffusion medium, the reaction mechanism, the initial function and the type of 
boundary condition. Under the same set of physical parameters and reaction 
function. a comparison between the Neumann type and Dirichlet or third type 
boundary condition exhibits quite different asymptotic behavior of the solution. For 
the general nonhomogeneous system, multiple steady-state solutions may exist and 
only local stability results are obtained. However, for certain models it is possible 
to obtain global stability of a steady-state solution by either increasing the diffusion 
coeffkients or decreasing the size of the diffusion medium. This fact is 
demonstrated by a one-dimensional tubular reactor model commonly discussed in 
the literature. 
I. INTRODUCTION 
In the process of chemical reaction4iffusion or thermal explosion where 
both temporal and spatial variations are taken into consideration the 
equations for the temperature and mass concentrations are governed by 
coupled equations of parabolic type. In the case of chemical reaction+lif- 
fusion with a single irreversible reaction in a porous medium, the equations 
for the concentration u ss u(t, x) and temperature t’ = v(t, x) are given by (cf. 
[2. 3, 9, 10, 13, 15, 311) 
u, - v * (Dl Vu) = - aurnf(x, 0) 
(I > 0, x E Q), (1.1) 
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where R is a bounded domain in R” (n = 1, 2,...,) representing the diffusion 
medium, D, = D,(x), D, z D,(x) are the material and thermal diffusion coef- 
ficients, f represents the reaction mechanism, and a, b, m are the various 
physical constants associated with the reaction process. The constant m > 1 
is called the order of the reaction while a typical reaction mechanism is 
given by the Arrhenius expression 
fdv) = expCu -dvh (l.la) 
where ai, ,U~ are positive constants. On the other hand, in the combustion 
theory the combustible material u and the temperature tj are also governed 
irreversible reaction the function f is in the form (cf. [3 1) 
f,(v) = a1 expb, -P&I + a2 exb@, -P~/v), (l.lb) 
where ai, pi are positive constants. On the other hand, in the combustion 
theory the combustible material u and the temperature u are also governed 
by the equations in (1.1) but in some models the diffusion term for u is 
ignored (that is, D, - 0). In any case, the reaction function is given by 
f,(v) = exp0lvlCu + ~1) (l.lc) 
(cf. [6, 12, 14, 25, 27, 291). I n addition to Eq. (1. 1 ), various type of 
boundary conditions are considered in the literature. In most models in both 
chemical reactor and combustion problems the boundary condition can be 
casted into the general form 
B,[u]~a,au/av+p,u=h,(.K), B,[v] = a,av/av + p2v = h*(x) 
(t > 0, x E an). (1.2) 
where ai = a,(x) > 0, /Ii = pi(x) > 0 with ai + pi > 0 on Xi, i = 1, 2, h,, hz 
are nonnegative functions on an and a/& is the outward normal derivative 
on aR. In fact, in the chemical reactor theory, the most commonly 
considered boundary conditions are in the form 
aaupv + pu = h 1 (x), aav/av + u/Iv = h, (x) (t > 0, x E X2), (1.2a) 
where a = a(x) > 0, /.I = p(x) f 0, a +/I > 0 and u is a positive constant. In 
the combustion problem, typical boundary condition is one of the three basic 
types (Dirichlet, Neumann and third kind) but are not necessarily the same 
type for both u and v. In the special case of pi = hi = 0, i = 1, 2, the 
boundary condition (1.2) is reduced to 
aqav=at~lav=o (t > 0, x E an). (1.2b) 
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Particular attention will be given to the above pure Neumann boundary 
condition since the asymptotic behavior of the corresponding solution is 
rather different from the one with other type boundary conditions. For both 
chemical reactor and combustion problems the initial condition is given in 
the usual form 
u(O, x) = uo (-u), u(0, x) = uo(x) (XER). (1.3) 
The system (l.l)-( 1.3) gives a complete mathematical description of the 
reaction diffusion system. (For a derivation of the above system and the 
physical meaning of the various quantities, see the work of Aris [3], Crank 
[IO] and Gavalas [13] in chemical diffusion theory; of Frank-Kamenetskii 
[ 12) in combustion theory; and the review article by Marzhanov and 
Averson [20] in relation to thermal ignition problem.) Of particular interest 
is the tubular reactor mode1 in a one-dimensional cylindrical domain given 
by (cf. [3, p. 591) 
u, - P,lr)(ru,), = - au expOl - 4~) 
c, - (DJrW~,), = h evCu - 4~) 
(t > 0,O < r < r,), 
u,(t, 0) = u,(t, 0) = 0, u(t, ro) = u(t, ro) = 1 (f > O), 
(1.4) 
@, r) = uo(r), ~$0, r) = uo(r) (0 < r < r,), 
where D,, D, are positive constants. Several special cases of (1.4) in relation 
to the stability of steady-state solutions have been discussed in [3]. 
The purpose of this paper is to investigate various qualitative properties of 
the solution for the above systems using comparison methods and the notion 
of upper and lower solutions. This includes upper and lower bounds of the 
solution, asymptotic behavior of the solution, invariant sets of the system, 
and stability of nonuniform steady-state solution, including an estimate of 
the stability region. Special attention is given to the role played by the 
boundary condition and the diffusion medium. Here by a steady-state 
solution we mean a solution of the boundary-value problem 
V . (D, Vu) = aumf(x, v) 
V . (D, Vv) = - bu”f(x, tl) 
(x E Q), (1.5) 
B, [ul = h,(x)- B,[ol = b(X) (x E an). (1.6) 
Literature dealing with chemical diffusion and combustion problems is 
extensive. The chemical diffusion problem with f =f, and with the boundary 
condition in the form (1.2a) has been repeatedly discussed in the work of Aris 
[3], where many references prior to 1975 can be found. It has often been 
taken as typical reaction-diffusion system in the discussion of existen- 
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ce-comparison theorems or invariant sets in the mathematical literature (cf. 
[I, 4, 5, 7, 11, 171). A similar diffusion system arising in a chemical reactor 
has been treated by Cohen [9] Hlavacek and Hofmann [ 15 1, Pao [2 1 ] and 
Wei [3 I]. Despite its theoretical importance in the field of chemical reaction 
process the stability problem of (l.lt(1.3) has been investigated only for 
certain special set of physical parameters. A typical example is the case with 
equal diffusion coefficients and the same type of boundary condition for both 
u and L’ so that the coupled system (l.l)-( 1.3) can be reduced to a scalar 
initial boundary value problem (cf. [3]). Although Amman [l] has obtained 
a global stability result for the coupled system using functional analytic 
approach. its applicability is limited to “sufficiently small” values of a and b, 
the constants appeared in Eq. (1.1). In the field of combustion theory, an 
important aspect is the “criticality” problem which involves not just the 
asymptotic state of the system but, more importantly, the manner in which 
the ultimate state is reached. This question has been discussed in [ 14, 25, 27, 
29 1. Sattinger [ 271 obtained a comparison theorem and a stability result for 
the case f = f,, while Tam [29] constructed upper and lower bounds of the 
solution for the same system. In the case of D, G 0, the existence problem 
has been discussed by McNabb [ 191 and Wake [30] using comparison 
methods and iterative processes. A similar comparison approach was used 
by Chandra and Davis [6] for the construction of upper and lower bounds of 
the solution. 
In the present paper we establish more explicit information concerning the 
qualitative property of the solution, especially the role played by the various 
physical parameters and the type of boundary conditions. It is shown, for 
instance, that under the Neumann boundary condition (1.2b) the solution 
(u, tl) of (1. I) converges to (0, u^,, + (b/a)&) as t -+ co when u0 f 0, and it 
converges to (u^,, 0) when tit, = 0, where ul,,, L?,, are the spatial average of uO, 
go. On the other hand, if the boundary condition is of Dirichlet or third type 
(or a combination of these two types) with h, = h, = 0, then under the same 
set of physical parameters the solution always converges (in exponential 
order) to (0,O). In the general system where h,, h, are not both zero, a 
sufficient condition for ensuring the asymptotic stability of a steady-state 
solution is given. As is to be expected this condition depends not only on the 
physical parameters of the system but also on the magnitude of the steady- 
state solution under consideration. However, in certain special situations it is 
possible to obtain global asymptotic stability of the steady-state solution. 
For instance, in the tubular reactor model (1.4), the global stability condition 
is given by 
4ab exp(2p - 2) < &,D,(uA,D, - 46 exp@ - 2)) (A, z 2.49, ‘). 
The outline of this paper is as follows: In Section 2, we establish a global 
REACTION-DIFFUSION SYSTEMS 507 
existence theorem for the general system (1.1)-( 1.3) and discuss the 
asymptotic behavior of the solution under various homogeneous boundary 
conditions. This includes some stability results for the models considered in 
[6,27, 291. Section 3 is concerned with the asymptotic bounds of the 
solution with nonhomogeneous boundary conditions. This leads to an 
invariant set to the system (l.lt(1.3). The stability problem of the general 
system is discussed in Section 4 where a sufftcient condition for the 
asymptotic stability is explicity given. A direct consequence of this result is 
that by increasing the diffusion coefficients or decreasing the size of the 
diffusion medium the general system has exactly one steady-state solution 
which is globably asymptotically stable. This fact is illustrated by the model 
(1.4). 
2. ASYMPTOTIC LIMIT OF THE SOLUTION 
In order to ensure the existence and uniqueness of a positive solution and 
to obtain upper and lower bounds of the solution it is necessary to impose 
some general assumptions on the various physical parameters and the 
reaction function. Throughout this paper we always assume that the diffusion 
coefftcients D, , D, are positive differentiable in fi (or D, G O), LX2 is of class 
c ’ tao (0 < a,, < 1), ai, pi, hi are bounded nonnegative Holder continuous in 
XI, and finally uO, u0 are nonnegative Holder continuous in R and satisfies 
the boundary condition (1.2) at t = 0. The above smoothness hypothesis is 
used only for the existence problem of the corresponding linear system, and 
the nonnegative hypothesis on the data is to obtain nonnegative solutions. 
Motivated by the reaction functions given by (l.la)-( 1.1~) we make the 
following basic assumption on f: 
(H) itf/av exists and is bounded on bounded subsets of a x R +; and 
there exists a function c,,(x) > 0 such that 
The condition (2.1) implies that f is monotone nondecreasing in t’ and is 
uniformly bounded for v > 0. Clearly this condition is satisfied by the 
functions fo, fi, f, in (1. la)-( 1. lc). By the monotone nondecreasing property 
off, the functions 
F,(x, u, v) = - au”f (x, v), F,(x, 24, II) = bu”f(x, u) 
are quasi-monotone nonincreasing and quasi-monotone nondecreasing in 
RxR+xR+, respectively. According to the classification of reaction 
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functions in [24], F,, F, are called typed III functions. This leads to the 
following definition of upper and lower solutions. 
DEFINITION 2.1. A smooth pair of two-vector functions (u’, t?), (u, U) 
defined in R + x fi are called upper and lower solutions, respectively, if they 
satisfy the differential inequalities 
2ir - v . p,vc) + uP~-(x, Q) > 0 2 gt - v . (D,v~j + UU"~(X, 6) 
6,-V. (L&W)-bu’mf(x,iq>O> yr-V. (D2v,vy)-bymf(x,y) 
(f>O,XEQ), (2.2) 
the boundary inequalities 
and the initial inequalities 
u’(O, x) > u&j > UK4 x), w4 x) 2 ho > Y(O, x) (x E Q). (2.4) 
In the above definitions the smoothness of (U; v’), (u, Q) is in the sense that 
these functions are continuously differentiable to the order appeared in (2.2). 
Suppose there exists a pair of upper and lower solutions (U; t?), (u, Q) of 
(l.l)-( 1.3) such that u < U; v < t.7 in R + x d By hypothesis (H) there exist 
constants Mi > 0 such that 
(U < Uj < Ii, Q Q Vj < 6, j = 1,2). (2.5) 
Let (U(O), F-CO’) = (?.I, IT), @‘O’, Q”‘) = (u, Q). Then using these functions as 
initial iterations we can construct a sequence {z?~‘, 6’k)} from the system 
c(k) 
I 
- V . (D,Vuck’) + &j,h’k’ = &;‘k-” + J-,(x, U’k-“, e’k-“), 
fi’k) - v . p,vfi’k’) + ~p’k’ = Mp’k- ” + F,(x, c’k-‘), fi-(k- I)), 
P-6) 
I 
and a sequence { E’~‘, L,‘~‘} from the system 
U(k) 
-I -V. (D,VU’~‘)+M~~(~)=M,~‘~-‘)+F,(X,~’~-’),~’~-~), 
L,;~’ - V . (D,V$k’) + M,v’~’ = M&k-L) + F,(x, u'~-", Q'~-')). (2.7) 
In each of the above two systems the solution are determined under the 
boundary and initial conditions: 
B,[dk’] = h,, 
dk’(O, x) = Ida(x), 
B,[dk’] = h, 
dk)(O, x) = Ilo 
k = 1, 2,... . 
(2.8 1 
(2.9) 
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It is to be noted that the two linear systems in (2.6), (2.7) are not coupled 
but are interrelated in the sense that the solution (zP, t?), (gCk), vtk’) can be 
determined only when both (zZfk-“, Ufk-‘)) and (ctk-‘), ZJ’~-“) are known. It 
has been shown by a monotone argument hat the sequences {tifk’, t?(k) ] and 
(gCk’, qCk)/ converge from above and below, respectively, to a unique solution 
(u, v) (cf. [24]). For later applications we state these results in the following 
theorem whose proof can be found in [24]. 
THEOREM A. Let f satisfies hypothesis (H). If there exist upper and 
lower solutions (~7, ii)), (g, Q) of ( 1. 1 )-( 1.3) such that u < zi, Q < v’ in R + x a, 
then the sequences {cCk), tTtk’t, (u’~‘, p’k’J converge monotonically from above 
and below, respectively, to a unique solution (u. v) of (l.l)-( 1.3). Moreover, 
u(t, .K) < u(t. x) < qt, x), G’(t, x) < c(t, x) < qt, x) (t > 0, x E iI). 
(2.10) 
Remark 2.1. The condition f(x, v) < c,-,(x) in (2.1) is not needed in 
Theorem A and the existence-comparison result remains true when one of 
the diffusion coefficients is identically zero, that is, one of Eqs. (1.1) is an 
ordinary differential equation. For instance, if D, = 0, then by dropping the 
boundary condition for u in (1.2) (and in the definition of upper and lower 
solutions) the sequences obtained from (2.6)-(2.8) converge monotonically 
to a unique solution of (1.1~(1.3). A proof of this conclusion follows from 
the same monotone argument as in’ [24] and is omitted. A different argument 
for the comparison result can be found in [4, 5, 271. 
The usefulness of the above theorem is that through suitable construction 
of upper and lower solutions not only can the existence problem be ensured, 
but the stability problem and the asymptotic behavior of the time-dependent 
solution can be also established from the behavior of the upper and lower 
solutions. Here the definition of stability of a steady-state solution is in the 
usual sense of Lyapunov. Unlike scalar systems or coupled systems with 
quasi-monotone increasing functions, the upper and lower solutions for the 
present system are interconnected and has to be determined simultaneously 
from relations (2.2~(2.4). This makes the determination of these functions 
more delicate, especially in relation to the stability property of 
nonhomogeneous systems. Nevertheless, for the global existence problem or 
the stability problem with homogeneous boundary conditions the 
construction of those functions is not very difficult. In fact, a suitable choice 
may be taken as (C, v’) = (U, V), (u, p) = (0, 0), where (I, V are the solutions 
of the respective scalar system 
U, - V . (0, VU) = -a&, 0) tY, B,[Ul =h,, U(O, x) = u&), (2.11) 
I’, - V . (D,V v) = be,(x) u”, B,[Vl =hz, qo, x) = L’O(X). (2.12) 
Notice that both U and V exist and are nonnegative on Rf x d (cf. 1221). 
The above choice of (~7, v”), (g, TV) leads to the following. 
THEOREM 2.1. Let f satisfy (H) and let U, V be the Irespective 
nonnegative solution of (2.11) and (2.12). Then problem (l.l)-( 1.3), 
including the case pi s 0, has a unique solution (u, v) such that 
0 < u(t, x) < U(t, x). 0 < v(t, x) < V(t, x) (t > 0. x E i-2). (2.13) 
If; in addition, ,Bi f 0, hi E 0, i = 1. 2, then there e.yist positive constants pi, 
ui such that 
O<u(t,x)<p,e-“I’, 0 < v(t,x) <pze-“+ (t > 0, X&D). (2.14) 
Proof. Let (~7, 6) = (U, I’), (u, p) = (0,O). Then the requirements on the 
lower solution (u, u) are trivially satisfied and those on the upper solution 
become 
U,--V. (D,VU)+aPf(x,O)>O, B,[Ul >h,, up, x) > uo 7 
V, - V . (D,VI’) - bLr”f(x, V) >, 0, h[V > h,, V(0, x) g2 v,. 
(2.15) 
By the nonnegative property of U, V and hypothesis (H), relation (2.15) is 
an immediate consequence of (2.1 l), (2.12). The existence of a solution 
(u, ~1) and relation (2.13) follows from Theorem A. Since for /3, f 0, h, = 0, 
the solution of the linear system (2.11) is bounded by ~,e-~l’ for some 
positive constants p,, u, when a = 0, a comparison between the cases a > 0 
and a = 0 implies that U < p,e-“l’. Using this bound of U in the linear 
system (2.12) and noting that /3* f 0, h, E 0, the solution V is bounded by 
p2e --O?’ for some positive constants p2, u2. This proves relation (2.14). 
The result of Theorem 3.1 implies that a unique nonnegative global 
solution always exists, and when PI f 0 and the boundary condition is 
homogeneous this solution decays to zero exponentially as t -+ co. However, 
if pi s 0, then the boundary condition is reduced to the Neumann type 
(1.2b). In this situation, there are infinitely many constant steady-state 
solutions in the form (0, q,) and (q2, v*) where q,, q2 are arbitrary constants 
and ‘I* is a constant such that qJ(x, q*) = 0 (i.e., either q2 = 0 or 
f(.~, q*) = 0). An interesting question about this system is whether the time- 
dependent solution converges to one of these constants, and to which one if it 
does converge. Our next tesk is to answer this question for the physically 
important case where f(x, v) > 0 when v > 0. It turns out that in this 
situation the solution does indeed converge to one of the above forms, and 
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the exact values of q,, qz depend solely on the spatial average a,,, Co of the 
initial functions uO, L’,,, where 
Q, = p-’ 1. u,(x)dx, co = p-1 I_ L$J(x)d-\ (2.16) 
-n .R 
and 10 ) is the “volume” of Q. 
THEOREM 2.2. Let f satisfy (H) and let f(x, 0) = 0 and f(x, v) > 0 for 
c > 0. Then for L’,, f 0 the solution (a, tl) of (l.l), (1.2b), (1.3) satisJes the 
relation 
fiz u(t, x) = 0, lim u(t, x) = 0, + (b/a) u^, ; (2.17) + f-cc 
and for uO = 0, 
fiz u(t, x) = u^, , fiz c(t, 0) = 0. (2.18) - 
Proof. Integration of Eq. (1.1) over R followed by an application of the 
divergence theorem. using the boundary condition (1.2b), yield 
Gt=-a. 
i u”f (x, u) dx, d’ = b [ umf(x, tl)dx, (2.19) -0 -0 
where u^ is the spatial average of u(t, x), u^’ 3 dz?/dt and similarly for C, 9. 
The above relation implies that u^ is nonincreasing, L; is nondecreasing and 
bu” + az? = bu^, + az?, = const (t > 0). (2.20) 
Furthermore, the nonnegative property of u implies that lim u^ = u^, and lim 
t;=; m as t + co exist and 
bu^, + az?, = bu^, + afi,. 
We show that if c0 f 0, then u^, = 0 and fi5 = Co + (b/a)u^,. In view of 
hypothesis (H), the function v satisfies the relation 
L,,-V. (D,Vc)=bu”‘f(x,v)>O (2.21) 
and at!/& = 0 on LX2. If u0 & 0, then the maximum principle implies that 
u(t, x) > 0 in (0, 00) x 6. Since the solution u’ of the linear system 
w, - V . (D,Vw) = 0, awpv = 0, M’(0, x) = UJX) 
approaches the limit Co as t + co, a comparison between t’ and iv shows that 
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lim inf u(t,~) > tYO as t --) 00. Hence for a given to > 0 there exists q0 > 0 
such that tl(t,x) > ‘lo on [to, co) x 6. By the hypothesis of f(x, v) > 0 for 
1’ > 0, 
u0 = inf(f(?r, u(t, x)); t > to, x E a) > 0. 
Consider the scalar system 
u, - v . (0, Vu) = - my-(x, 0) (t > t,.xEl2), 
al@ = 0 (t > t,,xEm) 
(2.22) 
with the initial function u(t,. x), where L’ is considered as given. Using the 
notion of upper and lower solutions for the above scalar system the functions 
u’=p(t). M = 0 are upper and lower solutions of (2.22) and satisfy u’> u if 
p(t) > 0 on (to, co), p(to) > u(t,. x) and 
P’(r) > -- w”J’(x, et, xl) (t > t,,xER) 
(cf. 122, 281). S ince fly? tl(t. x)) > u,, on [to, co) x fin, the above inequality is 
clearly satisfied by the positive function 
p(t) = PO exp( - au,@ - to)) form= 1 
= [p;‘m-” + au,(m - l)(t - to)]-‘~(m-‘) form> 1, 
(2.23) 
where p,, > u(t,, x). By the usual comparison theorem for scalar systems, the 
solutin u of (2.22) satisfies the relation 0 < u(t, x) <p(t) in It,, co) x a. It 
follows from lim p(t) = 0 that lim u(t, x) = 0 as t + co. This leads to the 
conclusion u ==O and fi^, =fio+(b/a)u^,. 
To complete the proof of (2.17) it suffices to show that 
lim v(t, X) = lim G(t) as t -+ co. Let 
Q(t, x) = zPf(x, L’) - ) u”f(x, tl) dx. W&K) = u,(x) - co 
‘R 
and consider the scalar system 
w, - V . (D2Vw) = bQ(t, x), aw/av = 0, ~(0, x) = wO(x). (2.24) 
Since J‘,Q(t, x) dx = In rvo(x) dx = 0, the same argument as in [23], using 
elementary eigenfunction expansion, shows that the solution of (2.24) 
satisfies lim w(t. x) = 0 as t -+ 00. By uniqueness of the linear problem (2.24). 
w coincides with (tl - O), and, therefore, lim tl(t, X) = lim C(t) = G, as t + co. 
This proves relation (2.17). Finally, if no = 0, then from the assumption 
fix, 0) = 0 the solution v is identically zero and u becomes the solution of 
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(2.22) corresponding to f(x, 0) = 0, t, = 0. This implies that lim u(t. x) = u”, 
as t + co which ensures relation (2.18). The proof of the theorem is com- 
pleted. 
Remark 2.2. (a) In view of (2.20) the hypothesis f(x, tl) <c,,(x) in 
Theorem 2.2 can be removed. This is due to the fact that the solution (u, L’) 
is uniformly bounded in R + x R and, thus, f can be replaced by a modified 
function which is bounded for sufficiently large u. The same replacement can 
be made for the general system (1.1~( 1.3) if the solution is known to be 
bounded. (b) Relation (2.17) remains true for the case L’,, f 0 even if 
f(x, 0) f 0. The assumption f(x, 0) = 0 is used only to justify relation (2.18) 
when v,, = 0. 
Since all the assumptions on f in Theorems 2.1 and 2.2 are fulfilled by the 
functions in (1. lat( 1. lc) except the requirement f(x, 0) = 0 for f, , we have 
the following conclusion: 
COROLLARY. Let f be given by one of the functions in ( 1. la)-( 1. lc 1 and 
let h,=h,=O. Then for pi&O (i= 1,2), the solution of (l.l)-(1.3) with 
f =fj (j = 0, 1,2) converges exponentially to zero as t + 00 ; and for pi - 0 it 
converges to relation (2.17) when v0 & 0, and to (2.18) Vor f =f, or f = fi) 
when c, = 0. 
Theorems 2.1 and 2.2 give a definite description on the asymptotic 
behavior of the solution for the homogeneous system (l.lt(l.3) when fi,, pZ 
are either both identically zero or none of them is identically zero. In the 
concrete model of thermal ignition or flame propagation the boundary 
condition is given by 
aupv = 0, a,(x)&/%u + (v - v(J = 0 (t > 0, x E cm) (2.25) 
which corresponds to the case /?, E 0, pz & 0, where v, is a nonnegative 
constant. This type of boundary condition with a2 E 0 was used by Gelfand 
[ 141, Frank-Kamentetskii [12], Sattinger [27], Tam [29], Chandra and 
Davis [6], and others in the study of combustion problems. Sattinger gave a 
comparison theorem and a stability result for the coupled system with 
f = exp( -,4v), and Tam constructed upper and lower bounds of the 
solution for the same system. Under a similar boundary condition for 1’ but 
without the boundary condition for u, Chandra and Davis investigated the 
bounding problem for the case D, = 0. In the above papers, comparison 
methods are used. In the following two theorems we also use comparison 
arguments to investigate the global asymptotic stability property of the 
system (1. l), (1.3) (2.25) when either D, > 0 or D, = 0. Our first result is 
for the case D, > 0. 
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THEOREM 2.3. Let f satisfy (H) with f(x, u,) & 0 and let m = 1. Then for 
atzy u,, > 0, ~1, > ~7, there exist positbe constants pi, ui such that the solution 
(u. v) of (1.1). (1.3), (2.25) satisfies 
0 6 u(t, x) <p, em”“, ~1, < u(r, x) < ~7, + pz eC”?’ (t > 0, x E f2). (2.26) 
Proof. By replacing P by u - L’,, Eq. ( 1.1) remains in the same form 
except with j(,x, 21) replaced by f(x, LJ + z?,). The boundary and initial 
conditions for L’ become, respectively. a? &/Zv + P = 0, ~(0, x) = u0 - ~1,. In 
view of Theorem 2.1 the solution of the transformed system satisfies the 
relation 0 <u < U, 0 < c < V. where U, I’ are the respective solution of 
(2.11) and (2.12) with f=f(.u, L’ + ~1~) and the boundary condition 
uz alT//lFv + Y= 0. Hence. relation (2.26) will be proved if CJ <p, e-“I’, 
V<pze-az’. 
Consider the eigenvalue problem 
(x E q. ay/Fv = 0 (x E an>. 
(2.27) 
Since f(x, ~1~) > 0 and f(x, u,) f 0, the smallest eigenvalue p0 of (2.27) is 
positive and its corresponding eigenfunction I(/ is strictly positive in a. Let 
o=p,e-“Ity, where p, is chosen such that p,w>u,. Then 0 is a 
nonnegative upper solution of the scalar system (2.11) (with au/& = 0, 
f=f(x, tin), m = 1) if 
1 - a,~- V . (D,Vw)] p,e-“‘f + a@,e-“‘ju)f(x, va) > 0. 
This relation is clearly satisfied by letting u, =,u,. The comparison theorem 
for scalar system ensures that U < p, eP”“W (cf. [22, 281). Using the bound 
of U in the linear problem (2.12), an elementary argument leads to the 
conclusion V < pz e-“?’ for some positive constants pz, u2. This proves 
relation (2.26). 
Our next theorem is concerned with the stability problem of the model 
treated in [6]. In this model there is no diffusion term for u and the 
boundary condition for L’ is 
2upv + /3(u - ua) = 0 (t > 0, x E xl), (2.28) 
where p, c, are positive constants. The following theorem establishes the 
stability of the steady-state solution (0, ~1,). 
THEOREM 2.4. Let D, s 0, u, > 0, t10 > c, and let f satisfJ1 (H) with 
f (x, cL2) > 0. Then a unique nonnegative solution (u, v) to (1.1 ), (1.3), (2.28) 
exists and satisfies 
0 < et, -K) <p(t), Z’, < L@, .u) < I’, + q(t) (t > 0, x E fi), (2.29) 
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where p(t) is the positive function gitlen by (2.23) with a, = inff(x, uJ 
p, > u,,. and q(t) is a continuous function which contlerges to zero in the 
same fashion as p(t), that is, q(t) + 0 in exponential order when m = 1 and 
at the rate O(t-“‘I) for some m, > 0 when m > 1. 
Proof. By the transformation 11’ = ~1 - c,, Eq. (1.1) (with D, = 0) and 
the boundary condition (2.28) are reduced to 
u, = - aump(x, w), IV, - V . (DZVtt,) = bu”fx(x, IV). Fw/?v + pw = 0. 
(2.30) 
where P(x. w) = f (x. II’ + pII). Let Q * be the normalized eigenfunction 
corresponding to the smallest eigenvalue II* > 0 of the eigenvalue value 
problem 
V . (D,Vg*) + A*$* = 0 (x E Q), &4*/i% + &$* = 0 (x E 2f2). (2.3 1) 
By the existence-comparison theorem A for the case D, = 0 the relation 
(2.29) will be proven if the pair (u’, 13) = (p, q#*), (u, F) = (0.0) are upper 
and lower solutions of (2.30) (see Remark 2.1). Since (0,O) is clearly a 
lower solution and G satisfies the boundary requirement, we only need to 
find p, q such that p(0) > u,,, q(O)@* > L’, - L’, and 
P’ + UP”s” (-6 0) 2 0, q’4* - qV . (D: V@*) > bp”f*(x, 94”) 
(see (2.2)). Fromp(.r, 0) =f( X, tiO) > 0 the first inequality is satisfied by the 
function p in (2.23) with co = inff (.x, LT~), p0 > uO. In view of (2.3 1) the 
second inequality is also satisfied if 
q’ + A*q > bLf% q@*)/@* Ipm. 
Since d* > 0 on J? and f*(x, q#*) =f(x, ZI, + 44”) ,< c,,(x), the above 
inequalities holds when 
q’ + A*q 2 BP” with B > b(c,/$*). (2.32) 
However, as t + co, p(t) converges to zero in exponential order when m = 1, 
and in the order O(t” -‘) h w en m > 1. We conclude that there exists a 
continuous function q(t) satisfying (2.32) and with q(O)@* > u,, - ~1, such 
that it converges to zero in the same fashion as p(t). This proves the 
theorem. 
Since relation (2.29) holds for every u,, > 0, t’O > t’, , and since for small 
u0 and L’,, - c,, q and p are small, the conclusion in Theorem 2.4 implies that 
the steady-state (0, ~1~) is globally asymptotically stable. Furthermore, the 
rate of convergence of the time-dependent solution to (0, cu) is of 
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exponential order for first-order reaction (m = 1) and at the rate O(rPml) for 
mth-order reaction. In the following sections we shall study the stability 
problem for more general boundary conditions. 
3. ASYMPTOTIC BOUNDS AND INVARIANT SETS 
The discussion in the previous section gives a rather complete discription 
concerning the asymptotic behavior of the solution of Eq. (1.1) under either 
the Neumann boundary condition (1.2b) or the Dirichlet or third type 
boundary condition (1.2) when h, = h, = 0. The aim of this section is to 
investigate the asymptotic bound and the invariant property of the system 
when h,, hZ are not both identically zero. The invariance of the system is in 
the sense that if the initial function is in a set S, then the corresponding 
solution remains in S for all t > 0. For physical (and mathematical) reasons 
we consider the case where /3&v) f 0 for both i = 1, 2. Our investigation of 
the asymptotic bound of the solution is again based on the construction of 
suitable upper and lower solutions. For this purpose, we often make use the 
smallest eigenvalue Ai and its corresponding eigenfunction $i of the eigen- 
value problem 
v . (DiV@,) + /l,+ai = 0 (x E a), Bi14il = O (x E ml, 
i= 1,2. (3.1) 
Clearly, Ai is positive and di > 0 in f2. We again normalize $i so that max 
$i(x) = 1. Consider the scalar systems 
0, - v * (0, Vii) = - UC,(X) CP, B[ir] =/I,, @Lx) = u,,(x), (3.2) 
V( - v . (D, VV) = bf(x, 0) P, B,[C’l = h,, qo, x) = L+)(X) (3.3) 
which are in the same form as in (2.1 l), (2.12). Since f(x, 0) < c,(x), a 
comparison between (2.11) and (3.2), and between (2.12) and (3.3) implies 
that 0 < 0 < U, 0 < P< V. The nonnegative property (and existence) of 0, 
P follows again from the usual comparison method for scalar systems. The 
same comparison argument can be used to obtain the time-independent 
solutions U,, OS,, V,, ps of the corresponding steady-state systems, that is, 
solutions of the scalar boundary-value problems: 
v . (01 VU,) = q-(x, 0) q, B,IUsl =h,- (3.4) 
v . (0, vq) = q(x) oy, B,[Q = h,, (3.5) 
v . (D, v V,) = - k,(x) uy, BJVSI = h*, (3.6) 
v . (L&V P,) = - bf(x, 0) 0”. B,[P,] =h,. (3.7) 
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Indeed, in either (3.4) or (3.5) we may choose a lower solution as the zero 
function and an upper solution as the nonnegative solution U, of the linear 
problem 
v. (D,VU,)=O, B,[U,I = h,. (3.8) 
This construction ensures the existence of U,, i’, and the relations 
0 < U, < U,, 0 < os < U,. Moreover, a comparison between (3.4) and (3.5) 
yields the relation 0 ,< i’, < US ,< U,. Knowing this relation and the 
assumption pi & 0, the existence of the solutions V,, VI to (3.6), (3.7) and 
the property 0 < ps < V, follow from standard theorems for the linear 
boundary-value problem (cf. [ 1811). Using these functions, we obtain the 
following conclusion. 
THEOREM 3.1. Let f satisfy (H) and let U, V, 0, r be the respective 
solution of (2.1 l), (2.12), (3.2), (3.3) where pi(x) f 0. i = 1, 2. Then for any 
u0 >, 0, v,, > 0, the solution (u, v) of (1.1~( 1.3) satisfies the relation 
0 < qt. x) < u(t, x) < U(t. x). 0 < qt, x) < v(t, x) < V(L s) 
(t > 0, x E ST), (3.9) 
and (u, v) is strictly positive if zq, f 0. v, f 0. Moreover, 
us(x) < lim inf u(t, x) < lim sup u(t, x) < U,(x) 
P&x) ,< lim inf v(t, x) < lim sup c(t, x) < V,(x) 
as t+ co, (3.10) 
where U,, OX’,, V, pS are the respective solution of (3.4)-(3.7). 
Proof: To prove relation (3.9) it suffices to justify that the pair (U; ~7) = 
(U, V), (u, Q) = (I!?, v) are upper and lower solutions of (l.l)-( 1.3). Since the 
requirements (2.3), (2.4) are trivially satisfied, we only need to verify that 
U,-V.(D,VU)+aumfx,P)>O>0~-V.(D,VO)+a0*fx,V). 
V,-0. (&VV)-bCFf(x, V)>O> p,-V. (DzVP)-b~mf(x, ri). 
But this follows from (2.1 l), (2.12), (3.2), (3.3) using the fact that 
f(x, 0) <f(x. p) andf(x, V) < c,,(x). Since by the maximum principle, 0 > 0, 
P > 0 in (0, 00) x d when u, & 0, ~1, f 0, the positive property of (u, v) 
follows from (3.9). 
To show the asymptotic relation (3.10) we first construct a pair of upper 
and lower solutions of (2.11) in the form o= US + p, em-‘{’ 4,) 
u= 0s -~~e--‘l’#,, where A, > 0 is the smallest eigenvalue of (3.1) with the 
corresponding eigenfunction $ L, and p,, pZ are positive constants such that 
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0 < ii, - pzc, < u,, < Or, + p,$, . Since the boundary requirement on 0, II 
are fulfilled it suffices to show that 
- V . (D,VU,y) - (A,@, + V . (D,V#,))p,e-.‘I’ 
> - uf(x, O)(U, +p,e-.‘1’45,)m. 
-0 - (D2Vir,) + (&o, + V . (D,V#,))p2em~‘l’$, 
< - uf(x, O)(O$ -pzem.‘I’d,)m. 
In view of (3.1). (3.4) and (3.5) the above relation is equivalent to 
-U&K, O)q > - uf(x. O)(U, + p,e-.‘l’#,)m, 
- ac,(s)~ < - uf(x, O)(O, -pzed’f@,)m 
which is clearly satisfied by any pi > 0 with 0, -ppz#, > 0. By the 
comparison theorem for scalar systems the solution U of (2.11) satisfies 
O,(x) -pzedl’ 4, (x) < U(r.x) < Us(x) +p,e-.“‘#,(x) (t > 0. x E 0). 
(3.11) 
It is easily seen that the same functions 0, u are also upper and lower 
solutions of the system (3.2) so that relation (3.11) holds when U is replaced 
by ir. It follows from (3.9) that 
or -pze--‘l’@, < ir(t,x)< u(t.x),< U(t,x)< U, +p,e-.‘Ifpl (3.12) 
which ensures the first asymptotic relation in (3.10). Knowing the 
asymptotic bounds of U and 0, elementary analysis for linear systems shows 
that the solutions V, li of (2.12) and (3.3) satisfy the asymptotic bound 
lim sup V(t, x) < V,(x). as r-, co. 
The second relation in (3.10) follows also from (3.9). This completes the 
proof of the theorem. 
When h, = 0, the boundary-value problems (3.4) and (3.5) posses the 
trivial solution Us = 0, = 0. The maximum principle ensures that this is the 
unique nonnegative solution. By the relation (3.9) (3.11), 
O<u(t,x)< U(t.x)<p,em.L1f@, (f > 0, x E b). (3.13) 
The above relation and pz(x) f 0 imply that the solutions V. v satisfy the 
respective inequality 
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for some pz > 0, where q is the solution of the boundary-value problem 
v * (DzVry)=O, B,(V,*] = hz (3.14) 
The above observation and Theorem 3.1 lead to the following: 
COROLLARY. Let f satisz (H) and let pi f 0. i = 1, 2. If h, = 0, then for 
anI1 u,, > 0, L’~ > 0 there exist positive constants p,, pz such that the solution 
(u, L’) of (l.l)-( 1.3) satisfies the relation 
0 < u(t,x) <p,e-,‘I’, c -pzep.lL’ < v(t, x) < q +pze-.‘?’ 
(t > 0. .Y E 4), (3.15) 
where V* is the solution of (3.14). 
We next shonr that the set of solutions obtained from (3.4)-(3.7) can be 
used to established some time-independent upper and lower bounds of the 
solution. 
THEOREM 3.2. Let f sati& (H) and pi f 0, i = 1,2, and let US’,, Or,, V5, 
V, be the respective solution of (3.4~(3.7). If r?, < u,, < cl,, c’, < v, < V,. 
then the time-dependent solution (u, v) V,(x) < v(t, x) < V,(x) of (l.l)-(1.3) 
satisfies 
ir,(d < u(m) < U&-Y), (t > 0, x E f2). (3.16) 
Proof In view of Theorem A relation (3.16) will be proven if 
(zZ, 6) = (US. V,), (y, Q) = (ox, pS) are upper and lower solutions of 
(1.1 t( 1.3). Indeed by Definition 2.1 it suffices to show that 
-V . (DrVU,) + aUTf(x, rS) > 0 > - V . (Dl Ori,) + aUyf(x, V,), 
-V. (D,VV,)-bU;f(x, V,)>O>-V. (D#,)-bU;f(x, c’,) 
(3.17) 
(see (2.2)). The above inequalities are obviously satisfied by the relations in 
(3.4)-(3.7) using condition (2.1). 
Remark 3.1. (a) Relation (3.16) implies that the set 
is an invariant set of the system (l.l)--( 1.3). By Theorems 3.1 it is also a w- 
limit set with respect to all u, > 0, v, > 0. (b) When PI(x) > 0, the 
comparison method for scalar elliptic systems ensures that the solution US of 
(3.4) is bounded from above by sup{h,/P,; xE an). In particular, US< 6, 
when /I, = 1, where i, is the least upper bound of h, . This fact will be used 
in the following section. (c) When the constants a, b are small, the 
differences (U, - OS) and (V, - vS) are small too. The conclusions in 
409/8?.‘2- I5 
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Theorems 3.1 and 3.2 demonstrate that for suffkiently small a, b there is a 
unique solution (us, vS) to (1.5), (1.6) which is asymptotically stable. This 
result were obtained by Amman [l] by an entirely different approach. More 
precise result will be given in the following section. (d) The assumption 
pz f 0 in Theorems 3.1 and 3.2 is necessary in order to guarantee the 
uniform boundedness of the time-dependent solution and the existence of 
nonnegative (and nontrivial) steady-state solutions. The reason is that when 
& = 0 the problem (1.5), (1.6) cannot sustain a nonnegative steady-state 
solution since the compatibility condition 
f 
-en 
h,(x) dS = - b i um(x)f(x, v(x)) dx 
“R 
for the Neumann boundary-value problem is violated (or equivalently, the 
time-dependent solution does not approach a steady-state solution). Notice 
that the situation is different when p, = 0 and pz f 0 (see Theorem 2.3). 
4. STABILITY PROPERTY OF NONHOMOGENEOUS SYSTEM 
The result of the corollary to Theorem 3.1 implies that when h, = 0 the 
steady-state solution (0, q) is globally asymptotically stable. However, if 
h, & 0, then the stability problem becomes more delicate and only simplified 
models were treated (e.g., see [3,3 1 I). One of the complication is due to the 
fact that the boundary-value problem (1.5), (1.6) may posses multiple 
nonuniform steady-state solutions (cf. [2, 8, 9, 16, 26, 32]), and so no 
general global stability result can be expected. The object of this section is to 
establish a sufficient condition for ensuring the stability of a steady-state 
solution, and to obtain global stability of nonuniform steady-state for certain 
special situation. For simplicity, we limit our attention to the solution of the 
boundary-value problem: 
D, V2u = auf@, v), D, V2v = - buf (x, v) (x E Q>, (4-l) 
B,[u] E a&@v+/h = h,, B,[v] s ah/& +c@v =h, (xELLC2). (4.2) 
Recall that in the boundary condition (4.2), it is assumed that a = a(x) 2 0, 
/3 = /3(-v) f 0, a + /? > 0 and u is a positive constant. This boundary condition 
includes most of the cases discussed in [3, 10, 12, 311 such as the one in the 
tubular reactor model (1.4). 
To exhibit the effect of the diffusion coeffkients we replace the eigenvalue 
problem (3.1) by 
q, + A, $0 = 0 (x E a a ZJ&/t% + a,/3 q& = 0 (x E aa), (4.3) 
where a, = min( 1, u } and Lo is the smallest eigenvalue and &, the 
corresponding eigenfunction (with max fiO(x) = 1) of (4.3). Clearly, ,I,, > 0, 
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&, > 0 in R and for a > 0, 4, G min #Jx) > 0. The definition of o,,, implies 
that Bi[&] > 0 for each i = 1, 2, where Bi are the boundary operators in 
(4.2). For a given steady-state solution (us, us) we define 
~,=sup{f(x,v,+p~,);x~~), mp = inf(f(x, 0, -Pdo); x E R), 
M,* = ,:go [SUP{UsfL,(& 0, + rl$4)); x E fl)], 
(4.4) 
where f,, = Q,Yau and p > 0 is a prescribed constant. The following theorem 
gives a sufficient condition for the stability of (us, U, ). 
THEOREM 4.1. Let f satisfy (H) and let (us, v,) be a nonnegative steady- 
state solution of (4.1), (4.2) and (u, u) the time-dependent solution of (1. l), 
(1.2a), (1.3) (with m = 1, p * 0 and constant D,, D, ). rf there exist positive 
constants p, y, E such that 
(4.5) 
then (u, v) satisfies the relation 
u,(x) - Y P e-” Odx) < 46 x) < u,(x) + Y P e-” t&(x) 
z!,(+Y) - p e-” q&(x) < v(t, x) < v,(x) + p epEr g,(x) 
(t > O,xE@ (4.6) 
whenever it is satisjIed at t = 0. 
Proof. In view of Theorem A we seek a pair of nonnegative upper and 
lower solutions in the form 
(u’. v’) = (u, + p, qtJ, 0, f p, 40 >, (u, u)=(~,-p,hl~ ~s-p*hJ~ 
where Pi G P,(t), i = 1,2, are some nonnegative bounded functions on 
[0, 00). Since by (4.2), (4.3), 
B,[u’l =B,[u,l +P,B,hl ah,, B,bl =B,[usl -P,B,[Ool Gh,, 
and, similarly, B,[v’] > h,, B,[y ] < h,, the boundary requirement (2.3) is 
fulfilled. The initial requirement (2.4) is also verified if P,(O) > yp, P,(O) >p. 
By a simple calculation, using relation (4.1)-(4.3), the requirement (2.2) 
(with m = 1) is satisfied if 
(P;+~,D,P,)9,+a[(u,+P,d,lf(x,u,-Pz~o)-u,f(x,u,>l~Oo, 
44 +&DIP, MO + a[(u, - P,h-Mx~ 0, + P2th) - u,f(x, us>1 < 0, (4 ,) 
(P;+~,D,P,)~,--b[(u,+P,dolf(x,~~+P~9~)-~~f(x,~g)l~O, ’ 
-VT + &W’, Mo - b[(u, - P, cW(x, u, - Pzh,) - u,f(x, u, >I Q 0. 
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By the mean value theorem, the requirement for P, in the first two 
inequalities of (4.7) becomes 
where 0 <o,(t) < Pz(t), j= 1, 2. Using the notation in (4.4) and the 
nondecreasing property off, both of the above inequalities hold if P, (t) < p 
and 
P; + (A,D, + am,)P, - UfqP, > 0. (4.8) 
A similar argument shows that the last two inequalities in (4.7) are satisfied 
if P*(t) <p and 
Pi + (A, D, - bM,*)Pz - bM, P, > 0. (4.9) 
Let P, = yP, P, = P, where P(t) <p and P(0) =p. Then the relations (4.8), 
(4.9) are reduced to 
P’+(~,D,+am,-y-‘aM,*)P~O. 
P’ + (A,, Dz - bM,* - ybM,)P > 0. 
It follows from (4.5) that both inequalities are fulfilled by the function 
P(f) = p e?‘. Moreover, P, , P, also satisfy the respective requirement 
P,(O) = j’p, P,(O) =p. Result (4.6) is a direct consequence of Theorem A. 
Remark 4.1. (a) It can be shown by the same argument that the result of 
Theorem 4.1 remains true for the mth-order reaction problem provided that 
the constants M,, mp, q are defined as 
M, = sup{+, + w&Jm- ‘f(-& t’, + /$,); x E 0 1, 
m. = inf{+, - ypq4J”-‘f(x, 0, -p&h x E fit, (4.10) 
M,* = ,yyo [suP{rCf,(xl 0, + rlhJ~1. 
The same argument can be used to treat the more general boundary 
condition (1.2) and nonconstant diffusion coefficients except that it requires 
a more complicated form in the expression of the above constants. (b) The 
constant E in the stability condition (4.5) gives a lower bound for the rate of 
decay of the time-dependent solution, while the constants p, y determine a 
stability region of the steady-state solution. In fact, a stability region of (us, 
~1~) is given by 
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The stability result in Theorem 4.1 can be used to establish global 
asymptotic stability of a steady-state solution under suitable conditions on 
the physical parameters. Using semi-group theory, Amann [ 1 ] obtained such 
a result for the boundary condition (1.2a) with ,fI = 1 (and with f = f, in Eq. 
(1.1)). In his stability theorem it is required that the constants a, b in Eq. 
(.l. 1) be “sufficiently” small. In the following theorem we extend Amann’s 
result to the more general function f and to establish a more definite lower 
bound on the “smallness” of the constant 6. (The constant a is completely 
arbitrary.) It turns out that for fixed reaction function f and boundary data 
h,, h, the lower bound on b can be quite large provided that either the 
diffusion coefficient D, is large or the size of the diffusion medium is small 
(or both). For notational convenience, we set 
PO = sup(f(x. v); X E n, 1, > O}, c^, = inf (f(.Y, 0); x E R }, 
M* = sup{ hJ*,(x, t’); x E R, 1’ > O}, 
(4.12) 
where 6, is the least upper bound of h,(x) on XJ. 
THEOREM 4.2. Let (us, vS) be a nonnegative steady-state solution of 
(4. I), (4.2) with ,b = 1 and let f sati& (H) andf,.(x, v) be uniformfy bounded 
on d x R +. Then there exists a constant b, > 0 such thatjk any b < b,, the 
steady state (us, us) is globally asymptotically stable. A particular value of 6, 
is given by 
b, =&D,(&D, + ac^,)[(&D, + ac^, + aE,)M*] -I, 
where c^. E,, II? are the constants defined in (4.12). 
(4.13) 
Proof: In view of Remark 3.1, u, < L,. By the bounded property off,., 
M,* < li;i* for all p < 03, where M,*, M* are the constants in (4.4) (4.12). 
Since the stability condition (4.5) is satisfied by some constant E > 0 
whenever 
(bM,)-‘(A,, D, - bM,*) > y > (aMz)(&, D, + am,)-’ 
and since nz, > clO, M, GE,, and M,* < @ for all p > 0, the existence of 
1’ > 0 satisfying the above strict inequalities will follow if 
(bE,)-‘(&D, - bi@*) > (a&f*)(&D, + a&-‘. 
The above relation is equivalent to 
b < &D&D, + a6,)[(@, + a?,, + aC,,)i@*]-’ (4.14) 
which is a direct consequence of (4.13). It follows from Theorem 4.1 that the 
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time-dependent solution (u, V) satisfies (4.6) for any p < co. The arbitrariness 
of p ensures that (4.6) holds for any nonnegative initial function (u,, a,,). 
This proves the global asymptotic stability of (us, us) as well as its uni- 
queness. 
The stability condition (4.5) in Theorem 4.1 seems to suggest hat larger 
diffusion coefficients tends to stabilize the system which, in general, is not 
always true. This paradox is due to the fact that the constants mp, M,,, M,* 
depend on the magnitude of (Us, a,) which in turn depends on D, , D,. 
However, under certain condition, larger diffusion coefficients or smaller size 
of the diffusion medium does improve the stability property of the system. 
This can be seen from the stability result of Theorem 4.2 where 6, is an 
increasing fumnction of 2, and D,. Notice that 1, is inversely proportional 
to the size of D (for certain fixed geometry). To demonstrate this property 
more explicitely we consider the following example in relation to the model 
given by (1.4). 
EXAMPLE. Consider the one-dimensional tubular reactor model (1.4) 
which is a special case of (l.l), (1.2a), (1.3) withf=f,, a(0) = 1, a(r,-,) = 0, 
P(O) = 0, PO-o) = 1, u = 1. The boundary functions are given by h,(O) = 0, 
hi(ro) = 1, i = 1, 2. It is easily seen in this situation that u,(x) < 1 on [0, r,]. 
Since &(LJ) =,uu-* exp(u -P/V), which is bounded for u > 0 and has a 
maximum at v =,u/2, the constant Mz is bounded by (4/p) exp@ - 2), 
independent of p. It follows from 0 <f,(v) < eU that the stability condition 
(4.5) holds for some E > 0 and every p < co if 
4a(d,D,)-’ exp@ - 2) < 1’ < (be’)-‘(&D, - 4bp-’ exp@ - 2)). 
Therefore, the existence of such y > 0 is guaranteed when 
4ab exp(2p - 2) < A,D,@,D, - 46 exp@ - 2)). (4.15) 
In the above relation, A,, is the smallest eigenvalue of the eigenvalue problem 
r-‘(r#,) + A@ = 0 (0 < r < ro), 4,(O) = tie-c!) = 09 (4.16) 
and is given by the first zero of the Bessel’s function J,(&” rO) (A, is approx- 
imately equal to (2.45/r,)‘). Condition (4.15) ensures the global asymptotic 
stability of a nonuniform steady-state solution and it demonstrates that for a 
given set of constants a, 6, ,u in the reaction process the steady-state solution 
of (1.4) can be made globally asymptotically stable by either increasing the 
diffusion coefficients D,, D, or decreasing the size of the diffusion medium. 
Notice that the right side of (4.15) is proportional to ri4, where r0 is the 
radius of the tubular reactor. 
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