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Abstract
Four-dimensional supersymmetric SU(N) Yang-Mills theory on a sphere has
highly charged baryon-like states built from anti-symmetric combinations of the
adjoint scalars. We show that these states, which are equivalently described as
holes in a free fermi sea of a reduced matrix model, are D-branes. Their exci-
tations are stringlike and effectively realize Dirichlet and Neumann boundary
conditions in various directions. The low energy brane dynamics should realize
an emergent gauge theory that is local on a new space. We show that the Gauss’
Law associated to this emergent gauge symmetry appears from combinatorial
identities relating the stringy excitations. Although these excitations are not
BPS, they can be near-BPS and we can hope to study them in perturbation
theory. Accordingly, we show that the Chan-Paton factors expected for strings
propagating on multiple branes arise dynamically, allowing the emergent gauge
symmetry to be non-Abelian.
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1 Introduction
It is known that Yang-Mills theory with many colours has a relation to a theory of
closed strings [1]. Indeed, the AdS/CFT correspondence showed that certain Yang-
Mills theories are exactly equivalent to fundamental string theories in AdS back-
grounds [2]. Since such closed string theories also contain D-branes and hence open
string dynamics, one expects that Yang-Mills theories contains sectors which display
open string dynamics and thus the dynamical emergence of new non-Abelian gauge
symmetries. The purpose of this paper is to study how this happens in the N = 4
SU(N) Yang-Mills theory on a sphere that is dual to IIB string theory in global
AdS5 × S5.
Our computational techniques will require extrapolation from weak to strong cou-
pling, and thus we are particularly interested in states that do not receive large
quantum corrections. For this reason it is convenient to start with 1/2-BPS D-brane
states of N = 4 Yang-Mills theory, which we describe in Sec. 2. The dual description
of these states in string theory on AdS5×S5 is as “giant gravitons” [3, 4, 5], or spher-
ical branes, that expand out into the AdS5 or into the S
5. The relevant Yang-Mills
operators were described in [6, 7]. Extensive study of these states has culminated
with the understanding that there is a reduced matrix model which describes them.
The matrix model is studied most efficiently in terms of the free fermionic description
of the eigenvalues [8], and it turns out that the two types of giant gravitons can be
understood either as the fermions themselves, or as hole wavefunctions. This insight
has been further confirmed by the construction of all half BPS supergravity solutions
with asymptotic AdS5 × S5 boundary conditions [9] (see also [10] for some earlier
work).
One class of these states – corresponding to spherical D-branes that expand into
AdS5 – is described in the semiclassical limit as the a time-dependent analog of a
Coulomb branch for the field theory on a sphere [4]. We explain this in Sec. 3 and
show therefore that the gauge dynamics of D-branes in spacetime is simply embedded
in the residual gauge symmetry that survives the (time-dependent) Higgs effect in
the field theory. In Sec. 4 we describe the Yang-Mills operators dual to spherical
branes that expand into S5 and establish that the excitations around states created by
these operators are open string-like and realize the Dirichlet and Neumann boundary
conditions expected for a D-brane. This completes the evidence accumulated in [11,
12, 13] for the branelike nature of such states. In the M-theory plane wave it has been
argued that tiny giant gravitons are the partons that give rise to the matrix degrees
of freedom of the plane wave matrix model [14]. One can extrapolate this idea further
and say that giant gravitons generate the global AdS5 × S5 geometry [9], where we
have replaced them by the flux background they generate.
In Sec. 5 we propose operators describing the open string excitations of multi-
brane states. They are not naive products of single brane operators, but are strongly
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constrained by the required symmetries. The low energy dynamics of such strings
should realize a new gauge theory on the brane worldvolume. The simplest manifes-
tation of a gauge theory on a compact space is that Gauss’ Law only allows excitations
within vanishing total charge. In our proposal, Gauss’ law emerges from combinato-
rial identities due to which states that are gauge-invariant in the original Yang-Mills
theory, but charged in the emergent theory on the D-branes, are impossible to con-
struct.1 While such open string excitations on D-branes are not BPS, they can be
near-BPS and hence one can hope to study their dynamics in perturbation at weak
coupling and then extrapolate to strong coupling.
Carrying out such studies in Sec. 6, we show that the Chan-Paton factors that
appear in open-string loop diagrams in the presence of multiple branes emerge dy-
namically from Yang-Mills calculations. In particular, we find that as two D-branes
separate, the associated Chan-Paton factor interpolates between 2 and 1. The section
concludes with some attempts to study the interactions of the open strings that have
emerged from Yang-Mills theory.
2 U(N) Matrix models and 1/2-BPS states
We are interested in the 1/2-BPS states of N = 4 Yang-Mills theory that are dual to
compact D-branes (giant gravitons) in AdS5×S5. To construct the relevant operators
it is helpful to recall some elementary facts about the 1/2-BPS operators.
Recall that N = 4 Yang-Mills theory has three chiral superfields. The 1/2-BPS
operators are constructed as gauge invariant combinations of any one of these fields,
say φ, and will be BPS with respect to an R-symmetry, J , which generates an SO(2) ⊂
SO(6). If ∆ is the generator associated to dilatations on the Euclidean plane (R4),
the BPS bound is
∆ = J . (1)
Anti-BPS operators, constructed from φ¯ satisfy ∆ = −J . Given an operator on R4,
the state-operator correspondence of the CFT can be used to give a state of the
Lorentzian field theory on S3 × R. The operator ∆ becomes Hamiltonian for the
latter. Specifically, given an operator O in the Euclidean theory, we apply it to the
origin, i.e. O(0), and then conformally map and then Wick rotate to Lorentzian
S3 × R. We will now argue that all the 1/2-BPS states of the theory on S3 × R
can described in the S-wave reduction of the Yang-Mills theory to a matrix quantum
mechanics.
1Previous work by Sadri and Sheikh-Jabbari [15] has shown that strings stretching between
spherical branes in AdS can be realized as solutions to the Born-Infeld action on these branes. Gauss’
law emerges in this spacetime picture in the construction of consistent solutions to the equations of
motion on a compact space. Since this compact space is not directly part of the manifold on which
the Yang-Mills theory is defined, it is very interesting to see how Gauss’ emerges from the dual field
theory perspective.
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The scalar field φ(x) has a scaling dimension ∆ = 1. The Taylor expansion of this
field on a surface of fixed time t is
φ(x) = φ(0) +
∞∑
k=1
1
k!
[∂µ1 · · ·∂µkφ]x=0 xµ1 · · ·xµk (2)
where the xµ are spatial coordinates. Because derivatives commute, the expansion
is symmetrized over xµ, and so this is also an expansion in spherical harmonics (up
to traces). Since a derivative ∂µ has scaling dimension 1, the m
th term in the Taylor
expansion (or equivalently in a decomposition in spherical harmonics) has a scaling
dimension ∆ = m + 1. However, the R-charge of all terms in the expansion is still
J = 1. Thus, the 1/2-BPS states, which must have ∆ = J , are all constructed out of
the S-wave reduction of φ, which we will write as φ(0).
For example, a 1/2-BPS state corresponding to a supergravity mode with angular
momentum k on the S5 part of the bulk geometry would be given by
tr((φ†0))
k)|0〉 . (3)
Similarly, to construct all 1/2-BPS states ofN = 4 Yang-Mills on S3, we need only the
S-wave parts of the spherical harmonic decompositions of all the scalar fields. Thus
the study of 1/2-BPS operators relative to a particular U(1) R-symmetry generator
J reduces to the study of the quantum mechanics of the mode φ0: a one matrix
quantum mechanics.
We must also decompose the gauge fields of the Yang-Mills theory into spherical
harmonics. Because of the vector index, only the S-wave of the timelike component
A0 has a coupling to φ(0). This leaves a U(N) gauged matrix quantum mechanics.
At this point, one could write the effective dynamics of this mode integrating
out everything else in the field theory. In the free field limit we simply get a matrix
harmonic oscillator. Due to supersymmetry, we expect that this will not change as we
increase the coupling constant. Basically, we expect fermions and bosons to cancel
and prevent the appearance of an additional potential for the mode φ0,0, and we
expect to be able to extrapolate weak coupling results to strong coupling for certain
states which are ’close’ to these configurations.
The half BPS operators of N = 4 Yang-Mills theory will in be one to one cor-
respondence with the states of this gauged matrix quantum mechanics. Now the
problem is to describe a complete basis for these states. As shown in [7], a complete
set of such states is given by Schur polynomials in the raising operators. These are
constructed as characters of group elements in the different irreducible representa-
tions of U(N). An irreducible representation of U(N) built out of m copies of the
fundamental representation V is correlated with a representation of the symmetric
group Sm. As a result, it can be classified by a Young tableaux with m boxes
2
2Some subtleties that arise if the group is SU(N) rather than U(N) have been explained recently
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For example, a totally antisymmetric representation of U(N) maps to a Young
tableau with one column (the length of which cannot exceed N). A totally symmetric
representation of U(N) maps to a Young tableau with one row. These two types
of representations have been conjectured to describe the Yang-Mills operators dual
to spherical D-branes that expand into S5 (giant gravitons) and AdS5 (“dual” giant
gravitons) respectively [6, 7]. It has been established that one can correctly reproduce
the spectrum of fluctuations of the DBI action for a single maximal size giant graviton
[12]. Also, the operators dual to a single maximal giant graviton with some number
of attached strings in the plane wave limit have been described in [11] although it has
not been shown that the Yang-Mills theory dynamically imposes the Dirichlet and
Neumann boundary conditions that appear for open strings in the bulk spacetime
description. (We will demonstrate that this indeed happens in Sec. 4.)
Given that 1/2-BPS branes can be described as states in a gauged one matrix
model, we can seek a description in terms of eigenvalues of the matrix φ(0) (these are
gauge invariant up to permutations) which effectively form a theory of free fermions
in the harmonic oscillator. It turns out that the Young tableaux basis and the basis
of Slater determinants of harmonic oscillator wave functions coincide. As shown in
[8], there is a beautiful picture in which giant gravitons of energy m (expanding on
S5 arise as a single column Young tableaux with m boxes, and as holes in the Fermi
sea of energy m. Conversely, dual giant gravitons of energy m (expanding into AdS5)
arise as a single row Young tableaux with m boxes, and as energy m excitations of a
single eigenvalue over the top of the Fermi sea. This is best described in the phase
space plane of the eigenvalues, where large collections of fermions put together will
form droplets of an incompressible fluid. This same behavior has been seen also in
the full supergravity solutions associated to the fermion droplet configurations [9].
One of the key salient features of D-branes is that they give rise to matrix-valued
degrees of freedom [16]: it is well-known that the open strings on D-branes realize a
gauge theory on the brane worldvolume at low energies. Since the Yang-Mills oper-
ators described above are dual to these D-branes, they must also realize this gauge
theory if the AdS/CFT correspondence is valid. How and whether this happens is
an important question that we seek to answer. The branes arising from the antisym-
metric representations (which are dual to giant gravitons expanded into S5) are the
nearest analogue of baryons in N = 4 Yang-Mills. Hence it is extremely interest-
ing to establish whether and how the low-energy dynamics around such baryon-like
states realizes a new gauge theory with gauge group unrelated to that of the original
Yang-Mills theory.
in the paper [29]. In the end, one can write the theory for the U(N) group and notice that the U(1)
degrees of freedom factorize. One can proceed by doing the full analysis for U(N) and afterwards
remove the unwanted degrees of freedom. These issues are subleading in the 1/N expansion, and
hence we will ignore them in our analysis.
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3 The “Coulomb branch” on a sphere
In the next section we will study the emergence of new gauge symmetries from the
dynamics around baryon-like states, but it is useful to first examine a simpler real-
ization of D-branes within Yang-Mills theory. This is simply the familiar physics of
the Coulomb branch. In the present case, the novelty is that the gauge theory is on
a compact space, so there is no conventional Coulomb branch. However, there is an
appropriate analogue [4], the physics of which describes spherical D-branes expanded
into AdS5. As argued above, the relevant states can be written in terms of the ma-
trix degrees of freedom of one complex scalar of the Yang-Mills theory. However, to
understand the fluctuations of the D-brane we must embed these matrix states into
the full N = 4 SYM theory.
The SYM action for the SU(N) theory on S3 is given by∫
dt
∫
S3
dvol
N
4πg2N
[
1
2
(Dφi)(Dφi) +
1
4
([φ, φ])2 +
1
2
φiφi
+ fermions and gauge fields] (4)
The normalization is chosen such that the gauge curvature does not depend on the
coupling. The mass terms of the bosons arises from Rφ2 term arising from conformal
coupling to the metric of S3, The ’t Hooft coupling is g2N = λ.
Consider a spherical D-brane expanding into AdS5 with a radius of order the AdS
scale. Such a brane is stabilized by its angular momentum [3, 4, 5], which we write as
J = Nj, with j a O(1) constant. As described in [8] and above, such state is created
by giving a total energy Nj to a single eigenvalue of the S-wave of a complex scalar
field, say φ = (φ1 + iφ2)/
√
2. The semiclassical description of such a state is
φ(x) = diag(A, 0, 0, . . .0)e−it (5)
exactly as previously proposed by [4]. Matching the energy jN =
∫
S3
dvol N
4piλ
|A|2
gives us the semiclassical amplitude for the field
|A|2 = 4πλj
Vol(S3)
(6)
Since this depends only the ’t Hooft coupling, such states are well defined in the large
N ’t Hooft limit.
Expanding around this semiclassical state, the nth spherical harmonic (i.e. the
(n/2, n/2) representation) of off-diagonal terms of φi for i = 3, . . . 6 wil have a mass:
m =
√
1 + n+
4πλj
Vol(S3)
. (7)
This is the energy of the state on the cylinder – on the plane this would map to the
conformal dimension. This is because the energy operator on S3 is related to the radial
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quantization of the Euclidean field theory on R4. Thus, the effective description of
the spherical D-brane in AdS5 in the CFT is as a (time dependent) Higgs mechanism
which breaks the gauge group SU(N) to SU(N − 1)× U(1).
By similar reasoning we can see the dual Yang-Mills realization of the enhanced
gauge symmetry on coincident D-branes in AdS5. To describe two D-branes in AdS,
following [8] we must excite two eigenvalues:
φ ∼

A1 0 0 . . .
0 A2 0 . . .
0 0 0 . . .
...
...
...
. . .
 (8)
breaking the symmetry down to U(1)×U(1)×SU(N − 2) The branes are coincident
in this semiclassical description if A1 = A2 so that U(1) × U(1) is enhanced U(2).
The phase of the eigenvalue is associated to the position of the brane along the circle
on the bulk S5 along which the brane is moving. Thus, in this simple example, the
gauge symmetry arising from D-branes in AdS5 is embedded within the original gauge
symmetrty of the dual and is local in the original S3 on which the latter is defined.
For example, Gauss’ law on the D-brane is implemented trivially because the SU(N)
theory dual to AdS5 implements Gauss’ law.
Vibrational spectrum of AdS5 branes: The fluctuation spectrum of the mass-
less modes of spherical branes in AdS5 was computed in [17]. Surprisingly, the spec-
trum turns out to be independent of the angular momentum and size of the brane.
For example, translating into Yang-Mills variables, the fluctuations of the transverse
scalars of the brane in spin (n/2, n/2) spherical harmonic should be reperesented by
Yang-Mills operators have a conformal dimension with conformal dimension n + 1.
Observe that at large ’t Hooft coupling λ the Yang-Mills configuration corresponding
to a single brane on AdS5 (5) involves the Coulomb branch with gauge group broken
to SU(N − 1) × U(1). As described above, at large λ, the U(1) is decoupled from
SU(N−1) since all off-diagonal terms are very massive, and all low energy states can
be decomposed under these groups. The transverse fluctuations of the brane in AdS
are represented in the Yang-Mills theory by modes of the scalars φi for i = 3, . . . 6 that
are neutral under both U(1) and SU(N−1) – namely, these are diagonal fluctuations
of the form
φi ∼

aα 0 · · ·
0 0 · · ·
0 0 · · ·
...
...
. . .
 (9)
The spatial SO(4) rotation group of the field theory maps onto the SO(4) rotation
group of the brane in the bulk. Decomposing the φi into spherical harmonics, the
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spin (n/2, n/2) representation will then have dimension (n + 1), matching the bulk
D-brane results [17]. Supersymmetry then generates the remainder of the spectrum.
We might worry that the free field result might experience large quantum corrections,
because these fluctuations are not BPS. However, one can argue that the states in
question arise as would-be goldstone modes associated to the spontaneous breaking
of the SO(6) symmetry and therefore their masses are protected. This is similar to
arguments given in [18] to reproduce the spectrum of the string on the pp-wave. In
both cases, if one takes the Hamiltonian as Heff = ∆ − J , the Hamiltonian is no
longer SO(6) symmetric, although the Casimir of SO(6) does commute with Heff
and can be used to classify states. This is why the would-be Goldstone modes are
massive, but their masses are protected.
It is also interesting that the result is independent of the size of the brane, since
at large radius one would expect a blue-shift which would increase the total energy
of these states. However, these states are massless on the D-brane, and the blue-shift
is offset by the fact that that the particles move on a bigger sphere, so that their
energy is reduced by the increase in size of the brane. If the particles were massive,
this would not happen, because we would still have the rest mass of the particle.
Note also that the large giant gravitons expanded into AdS have a worldvolumes
that lie “close” to the AdS boundary. This is why local physics on such branes will
be essentially described by local effective dynamics in the boundary theory also. For
some calculations we can even ignore the curvature of the S3, if we are considering
very massive states on the D-brane worldvolume, like massive strings.
Massive strings on AdS5 branes: There is an attractive interpretation of the
massive off-diagonal modes with masses (7) in terms of massive excitations of the
strings on an AdS5. Consider a single brane state (5) which breaks the Yang-Mills
gauge group to SU(N − 1) × U(1). Here the SU(N − 1) dynamics in the gauge
theory is interepreted as reproducing the gravitational physics of the semiclassical
AdS space in which a single probe brane described by the U(1) is embedded. In order
to construct gauge invariant massive excitations of the φi, one needs oscillators of the
form
φi ∼
 0 a
α · · ·
bα 0 · · ·
...
...
. . .
 (10)
so that gauge invariant states can be constructed as∑
b†α(a
α)†|0 >A (11)
More generally one can build states including “gluons” of the SU(N − 1) dynamics.
This construction is interpreted as a realization of Gauss’s law on the spherical brane
in AdS. To see this, recall that since the brane is compact, the two oppositely charged
8
ends of an open string must end on it. Since the string is oriented, we can interpret
the aα as (say) the outgoing end of the open string and bα as the incoming piece. The
off-diagonal oscillators in the Yang-Mills are charged under the U(1) which describes
the probe brane and also under the SU(N−1) which realizes the AdS dynamics. Pic-
torially the off-diagonal excitations leave the brane (the top left eigenvalue), explore
the bulk AdS (the SU(N − 1) part of the φi matrix) and then return to the brane.
This is similar to the description of strings on branes in the Poincare patch of AdS
space that are described in terms of the Coulomb branch of a dual theory on a plane.
In the Yang-Mills theory, eq. (7) indicates that such excitations will have a mass
of order ∼ √λj at large λ. When λ ∼ g2N is large, the dual spacetime has a very low
curvature and thus the strings on a large spherical D-brane are essentially moving in
flat space. The proper energy of such a string (translated CFT units by multiplying by
the AdS scale) will go as Ep ∼ 4
√
λ. To relate this to the dual CFT we must multiply
by the redshift factor arising from the relation between coordinate and global time.
The metric in global coordinates of AdS5 is given by
ds2 = −(1 + r2)dt2 + 1
1 + r2
dr2 + r2dΩ23 (12)
The proper energy at position r, Ep is related to energy measured as E ∼
√
1 + r2Ep.
Recall that the string is question is attached to brane with angular J = Nj, and such
branes have a radius r2 = j [5, 4]. Thus the energy of the string in CFT units is
predicted by supergravity analysis to be E ∼ √j 4√λ. This disagrees with the mass
of
√
jλ (7) predicted in the free field analysis on the Yang-Mills theory although the√
j dependence agrees. Notice that agreement would be obtained if a full quantum
treatment in Yang-Mills theory simply led to the replacement λ → √λ. This has
been seen before in AdS/CFT Wilson loop calculations [19], and the similarity is
not accidental since those computations were also dealing with the physics of the
Coulomb branch, albeit on a plane.
4 “Baryons” as D-branes
In the previous section we argued that many properties of spherical branes in AdS5
and the open strings on them are simply understood in terms of the analog of a
Coulomb branch on a sphere. In this section we turn to a more challenging problem –
the description of spherical branes that have expanded in the S5 (giant gravitons). It
was proposed in [6] that such states are described in the dual field theory by baryon-
like operators – determinants and subdeterminants of scalar fields. To be specific
let X, Y, Z be three complex scalar fields constructed from the six real chiral scalars
of the Yang-Mills theory φi as X = φ
1+iφ2√
2
, Y = φ
3+iφ4√
2
and Z = φ
5+iφ6√
2
. The giant
gravitons are described by operators
OM = ǫj1···jM iM+1···iNi1···iM iM+1···iN Z i1j1 · · ·Z iMjM (13)
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Here M = N for a maximal size giant graviton. The group theoretic arguments of [7]
and the matrix model analysis of [8] confirm this.
It has also been shown that the Yang-Mills theory contains excitations with the
correct charges and conformal dimensions to describe strings propagating on the giant
gravitons in spacetime [11]. For example, strings propagating on a maximal giant
graviton are proposed to be described by the operators like [11]:
OZ,Y,Xk = ǫj1···jNi1···iN Z i1j1 · · ·Z
iN−1
jN−1
(Y kXY J−k)iNjN (14)
OZ,Y,Zk = ǫj1···jNi1···iN Z i1j1 · · ·Z
iN−1
jN−1
(Y kZY J−k)iNjN (15)
Here the string of Y s builds up the worldvolume of a string excitation with momen-
tum J in a manner similar to the description of strings on pp-waves [18] and on
dibaryon states [20]. The additional insertions of the “impurities” X in (14) and Z in
(15) correspond further oscillator excitations of the string. As described in the dic-
tionary given in [11], (14) should correspond to a fluctuation along the brane which
therefore has Neumann boundary conditions, while (15) represents a transverse fluc-
tuation that should have Dirichlet boundary conditions. The missing piece of logic
in demonstrating that “baryons” such as (13) are actually D-branes is to show these
Neumann and Dirichlet boundary conditions emerge dynamically in the Yang-Mills
theory. We will show this in the plane wave limit, where it is easy to compare with
results for open string spectra on D-branes [24, 25, 26, 27]
To do this, we must compute the normalized matrix elements
Mij =
〈O∗i (x)Oj(0)〉free+interacting√〈O∗i (x)Oi(0)〉free√〈O∗j (x)Oj(0)〉free (16)
where i, j = 1 · · ·J represent the position of the impurity within the string. The
relevant part of the N = 4 SYM action is
S =
1
2πgs
∫
d4x tr
(1
2
FµνF
µν +DµZD
µZ +DµY D
µY +DµXD
µX +VD+VF
)
(17)
Where the D-term potential and the F-term potentials are
VD =
1
2
tr|[X,X] + [Y, Y ] + [Z,Z]|2 (18)
VF = 2tr(|[X, Y ]|2 + |[X,Z]|2 + |[Y, Z]|2) (19)
According to the argument in Appendix B in [21], The D-term and gluon exchange
cancel at one loop order (this is based on techniques in previous papers [22, 23] ),
so to this order we only need to consider the contributions from F-term. The scalar
propagators are
〈Zji (x)Z
l
k(0)〉 = 〈Y ji (x)Y
l
k(0)〉 = 〈Xji (x)X
l
k(0)〉 = δliδjk
2πgs
4π2
1
|x|2 , (20)
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4.1 Neumann
The matrix (16) Mij consists of a free part, which is easy to compute, and an inter-
acting part. The norms of the operators (14) are
〈(OZ,Y,Xk (x))∗OZ,Y,Xk (0)〉free = (N − 1)! N !2
1
|x|2(N+J)N
J (
2πgs
4π2
)N+J ≡ C|x|2∆ , (21)
where C ≡ (N − 1)! N !2NJ(2pigs
4pi2
)N+J and ∆ = (N+J). The factor of (N−1)! counts
the number of contractions between the Zs. N !2 is the result of contracting four ǫ
tensors in pairs and NJ results from J loops from contracting the Ys and X planarly.
It is obvious that the free off-diagonal part will be suppressed by powers of N since
we can not contract planarly, so the free part in Mij is just identity matrix.
Mfreeij = δij (22)
To calculate the one-loop interacting piece we insert the operator − 1
2pigs
VF in
the correlator, and then integrate the three point function over the position of the
inserted operator. The leading large N contributions come from −2tr([X, Y ][X, Y ])
in the F-term.3 (The calculation is very similar to those made with BMN operators
in pp-wave settings [18]). First consider the diagonal part of Mij . For 1 ≤ k ≤ J − 1,
following the calculations in the appendix of [11] we find
〈OZ,Y,Xk (x)∗OZ,Y,Xk (0)〉one−loop (23)
=
∫
d4y〈OZ,Y,Xk (x)∗OZ,Y,Xk (0) =
(
−2Ngs
π
) C
|x|2∆ log(|x|Λ)
For k = 0 or k = J only tr(XY YX) or tr(Y XXY ) contribute, so we have one half
of the result
〈OZ,Y,X0 (x)∗OZ,Y,X0 (0)〉one−loop = 〈OZ,Y,XJ (x)∗OZ,Y,XJ (0)〉one−loop
=
(
−Ngs
π
) C
|x|2∆ log(|x|Λ) (24)
Now we compute off-diagonal piece. The calculation is similar to above except
tr(XYXY ) or tr(Y XYX) contribute, so we have opposite sign contribution. We
find (for 1 ≤ k ≤ J)
〈OZ,Y,Xk−1 (x)∗OZ,Y,Xk (0)〉1−loop〈OZ,Y,Xk (x)∗OZ,Y,Xk−1 (0)〉1−loop =
(Ngs
π
) C
|x|2∆ log(|x|Λ)
(25)
3There is also a non-vanishing constant contribution from interaction of Z ′s and Y ′s as shown
in appendix in [11], but this contribution is of order gs, so is much smaller in planar limit than
the contribution of order gs
N
J2 we consider here. This small contribution is argued to be related to
one-loop open strings effect [11], which we will not discuss here.
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In summary, the matrix of overlaps (16) at 1-loop is
Mone−loop = −Ngs
π
log(|x|Λ)

1 −1 0 0 · · ·
−1 2 −1 0 · · ·
0 −1 2 −1 · · ·
...
. . .
. . .
. . .
...
0 · · · 0 −1 1
 (26)
By diagonalizing this one-loop planar mixing matrix we can obtain a basis of energy
eigenstates. As argued in [27] the eigenstates with eigenvalue n are superpositions of
the operators (14) with coefficients cos(πnk/J). The cosine factor directly describes a
fluctuation of the string with Neumann boundary conditions on the brane. The 1-loop
anomalous dimensions of the orthogonal operators are extracted from the diagonalized
overlap matrix by removing the log and diving by 2.
4.2 Dirichlet
We can repeat the analysis for the operators (15). Everything goes through as above,
if the insertion Z is not at the edges. However, if Z is at the edge of the string of
Y s, say at k = 0 we can immediately see that the operator changes character [12]. It
factorizes as
OZ,Y,Z0 = ǫj1···jNi1···iN Z i1j1 · · ·Z
iN−1
jN−1
(ZY J)iNjN =
1
N
(N ! det(Z))tr(Y J) (27)
where N ! det(Z) = ǫj1···jNi1···iN Z
i1
j1
· · ·Z iNjN . We interpret this as saying that state has
factorized in a giant graviton (detZ) with a nearby closed string (tr(Y J)). The norm
is
〈(OZ,Y,Z0 (x))∗OZ,Y,Z0 (0)〉free = JN !3NJ−2(
2πgs
4π2
)N+J
1
|x|2(N+J) (28)
The free off-diagonal part is also suppressed by powers of N and the free part matrix
Mij is identity matrix M
free
ij = δij as in the case of Neumann boundary condition.
Now consider one-loop part of the matrix element involving the k = 0, J impuri-
ties.
〈OZ,Y,Z0 (x)∗OZ,Y,Z0 (0)〉one−loop =
∫
d4y〈OZ,Y,Z0 (x)∗OZ,Y,Z0 (0)(
1
πgs
)tr([Y, Z][Y , Z])(y)〉(29)
The leading large N contribution turns out to be
〈OZ,Y,Z0 (x)∗OZ,Y,Z0 (0)〉1−loop ∼ (N − 1)!3〈tr(ZZ)tr(Y J)tr(Y J)tr([Y, Z][Y , Z])〉
∼ (N − 1)!3J2NJ+1 (30)
So the ratio between the free and interacting parts
〈OZ,Y,Z0 (x)∗OZ,Y,Z0 (0)〉one−loop
〈(OZ,Y,Z0 (x))∗OZ,Y,Z0 (0)〉free
∼ J gs
π
log(|x|Λ) (31)
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This is suppressed compared to the matrix elements of the overlap matrix M for
impurities in the interior which are all of order N .
Finally, we compute the off-diagonal elements ofM connecting the k = 0, J impu-
rities at the edge of the string and impurities in the interior 〈OZ,Y,Z0 (x)∗OZ,Y,Z1 (0)〉1−loop.
(The overlap with k deeper in the interior is further suppressed.) The leading large
N power is
〈OZ,Y,Z0 (x)∗OZ,Y,Z1 (0)〉1−loop ∼ (N − 1)!3〈tr(Y J)tr(ZY ZY J−1)tr([Y, Z][Y , Z])〉
∼ J(N − 1)!3NJ+2 (32)
So in the leading large N order
〈OZ,Y,Z0 (x)∗OZ,Y,Z1 (0)〉1−loop√
〈OZ,Y,Z0 (x)∗OZ,Y,Z0 (0)〉free
√
〈OZ,Y,Z1 (x)∗OZ,Y,Z1 (0)〉free
∼ gs
π
√
NJ log(|x|Λ) (33)
In summary the one-loop overlap matrix (16) is
M1−loop = −Ngs
π
log(|x|Λ)

O( J
N
) O(
√
J
N
) 0 0 · · ·
O(
√
J
N
) 2 −1 0 · · ·
0 −1 2 −1 · · ·
...
. . .
. . .
. . .
...
0 · · · 0 O(
√
J
N
) O( J
N
)

(34)
At large N the contributions from the edges of the string k = 0, J decouple which is in
agreement with the observation at the beginning of this section that these operators
describe a state with a giant graviton and separate closed string. It was argued in [27]
that a matrix of overlaps of the form of the remainder ofM after eliminating k = 0, J
diagonalizes to describe string excitations with Dirichlet boundary conditions on a
brane, namely excitations where the endpoints do not move.
4.3 Open strings on smaller D-branes
Above we were discussing the leading large N contributions in the Yang-Mills to the
anomalous dimension of operators dual to excitations of strings attached to a maximal
size D-brane. As mentioned we neglected an O(1) 1-loop piece which is, however, the
dominant contribution to the anomalous dimension of the ground state of the string.
In [11] this contribution was shown to be
(J − 1)gs
π
. (35)
This contribution to the dimension should arise in spacetime from a one-loop open
string effect since it has one less power of N than the leading terms in the dimension
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of excited strings [11]. Here we study the 1-loop contribution to the dimension of
operators describing the ground of a string on a giant graviton of less than maximal
size, namely OM in (13) with M < N . Quite surprisingly, we find the one-loop
anomalous dimension of the ground state of the string grows like (N−M)gs
pi
. The
spacetime interpretation of this is not entirely clear, but the result will be of use in
later sections.
The dual operator of an open string attached to a non-maximal giant graviton is
[6, 7, 11]
O ≡ ǫj1···jMi1···iM Z i1j1 · · ·Z
iM−1
jM−1
(Y J)iMjM (36)
We compute the free and one-loop two point function 〈OO〉 in the leading order at
large N and M , but we do not assume N −M to be large.4 After calculations using
formulae in appendix A, we find the free and one-loop two point function.
〈O(x)O(0)〉free = NJ+1 (N − 2)!(M − 1)!
2(M − 1)
(N −M)! (
gs
2π|x|2 )
M+J−1 =
C
|x|2∆
〈O(x)O(0)〉1−loop = −2gs
π
(N −M + J − 1) C|x|2∆ log(|x|Λ) (37)
Here ∆ = M + J − 1 is the free field conformal dimension. From (37) and (37) the
one-loop anomalous dimension is
δ∆one−loop =
(N −M + J − 1)gs
π
. (38)
So when M = N so that the brane is of maximal size we reproduce the result (J−1)gs
pi
in [11].
5 Multi-brane states and Gauss’ Law
The arguments in [11] and in Sec. 4 together establish that determinants and sub-
determinants are D-brane operators of Yang-Mills theory, supporting open string
excitations at large N. A system of G such D-branes should dynamically realize a new
gauge theory associated with the low-energy excitations of these strings. This local
gauge theory will be local on an emergent space, the D-brane worldvolume, which
is not embedded in the space on which the original Yang-Mills theory is defined.
To study this we must first propose a description of a multi-D-brane state. An
approximately orthogonal basis of low conformal dimension states (corresponding to
supergravity particles) can be constructed from products of single-trace operators,
with number of traces being an approximate quantum number counting the number
4Here we assume J > 1. When J = 1 additional terms contribute, and the one-loop anomalous
dimension cancels and does not grow. This is just as expected since when J = 1 this operator is a
BPS operator so there should be no anomalous dimension.
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of particles [2]. Thus, a natural guess for an operator describing a system of Yang-
Mills D-branes is a product of sub-determinants, with the open strings stretching
between the branes represented as defects with indices entangled between the D-
brane operators. Since the D-branes are compact, Gauss’ law should be realized by
the restriction that as many strings should start as end on any given brane in order
that the net charge on the brane be zero.
It will turn out that for a state with two branes, one of them of maximal size, the
naive product operator is the correct one. It is instructive to first see how Gauss’ Law
is realized in this special case. Naively one would expect four states – one string on
each brane and two (oriented) strings running between them. However, Gauss’ Law
forbids the strings between the branes.
As in the previous section, a string attached to a single brane is described by [11]
O ≡ ǫj1j2···jMi1i2···iM Z i1j1Z i2j2 · · ·Z
iM−1
jM−1
(Y J)iMjM . (39)
The natural guess for the operator describing a maximal brane and a smaller brane
with a string attached to it is:
O22 ≡ ǫj1···jNi1···iN Z i1j1 · · ·Z iNjN ǫl1···lMk1···kMZk1l1 · · ·Z
kM−1
lM−1
(Y J)kMlM . (40)
As pointed out in [11], we can construct another operator from the above by exchang-
ing the upper (or lower) index of Y J with one of the Z’s in the other brane. This
gives
O12 ≡ ǫj1···jNi1···iN Z i1j1 · · ·ZkMjN ǫl1···lMk1···kMZk1l1 · · ·Z
kM−1
lM−1
(Y J)iNlM . (41)
The operator thus constructed looks like a single open string stretching between two
branes. This would violate Gauss’ Law.
Now observe that in O12 if kM 6= iN , then there is an x < N such that kM = ix.
There will be two Z’s in the operator with the indices Z ixjx and Z
ix
jN
. These terms will
then be cancelled by the antisymmetrization in the summation of j’s. We are left
with terms that have kM = iN . It is then easy to see that these two operators are
related by
O12 = 1
N
O22. (42)
This is because in the operator O22 there must be a 1 ≤ x ≤ N that ix = kM . We have
N choices of x and each of them gives us the result O12 according the above argument.
So we see that a combinatorial identity causes a state that would apparently violate
Gauss’ Law to be equivalent to a linear combination of states that do not do so.
We would like to go beyond this simple special case to a general analysis that
applies to arbitrary systems of branes and open strings. In general, it turns out that
products of antisymmetric representations are not a useful orthogonal basis – indeed,
they decompose into sums of irreducible representations that have non-zero overlaps
– and they do not obviously realize Gauss’ Law. Below, following ideas in [7, 8], we
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describe an alternate basis of operators for branes with open string excitations and
show that Gauss’ law is realized almost automatically.
5.1 Multi-brane states
It is helpful to start with the free fermion description of half-BPS states. The fermions
wave functions are identified with characters of different irreps of U(N).5 Recall from
Sec. 2 that k coincident D-branes expanding onto S5 are described a fermi sea with
k holes, and that this is a configuration corresponding to a k column Young tableau.
We can think of these as tensors in the variable Z ij , where the Young tableau realizes
the symmetry under permutations of the upper matrix indices of Z. Since the Z are
indistinguishable bosons, the upper and lower indices have to transform identically
under permutations (see, e.g., [28]). In other words Z i1j1Z
i2
j2
is invariant under the
double exchange of sub-indices on the labels 1↔ 2.
When the upper and lower Young tableaux are the same (as they are for a state
created from a product of Zz only), a U(N) singlet is formed by taking a trace, i.e.,
contracting all upper indices with all lower indices. For more general states that are
not half BPS, we must add more matrix degrees of freedom in addition to the Z
field. In particular, we will think of open string states as words constructed from
the alphabet of field variables and then treat them as “composite” matrices with one
upper and one lower index per string (Mα)
i
j. This leads to a partonic description of
the string in the free field limit. To build states of strings on D-branes, we separately
tensor the upper and lower indices of the D-brane operator with the (multiple) string
states, and then decompose the result in representations of U(N). Roughly, this
means that we start with the Young tableau for the D-branes and add to it an
additional box for each string state we are considering. In this picture the shape of
the tableau we start with defines the system of branes and adding strings changes the
shape of the tableau. (The next section will take a slightly different approach which
is essentially equivalent when the branes are large.)
Since the composite string degree of freedom M can be distinguished from Z, the
upper and lower indices of M need not be in the same box of a Young tableau – the
trace can be non-vanishing even if the indices are “entangled” in this way. Thus, for
each state, we can consider a double Young tableaux representation, where we keep
track of both upper and lower indices Pictorially, the string M begins (ends) on the
brane represented by the Young tableau column which contains the box associated
to the upper (lower) index of M. For example, see Fig. 1. In this case, the upper and
5Of course we should really be using SU(N) in order to apply the AdS/CFT correspondence.
However, the differences between the two analyses are suppressed by powers of N . Also, one can do
the calculations in U(N) and systematically eliminate the U(1) diagonal degrees of freedom, since
they are decoupled. Thus, in the remainder of this paper we will neglect this issue which been
explored in [29].
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Figure 1: One string beginning in one giant graviton and ending in another one
lower indices correspond to different Young tableaux. If one tries to make a gauge
invariant state by contracting upper and lower indices one gets zero, since there is no
U(N) singlet associated to the tensor product of these two irreducible representations.
This is expected by Gauss’ Law, which forbids a single string stretched between two
distinguishable compact branes. However, we can consider adding more strings as in
Fig. 2. We see in this case that the tableaux of upper and lower indices have the same
shape but the boxes corresponding to upper and lower indices of an individual string
might be different. So now when we contract the indices there is a singlet, which is
consistent with Gauss’ Law: a pair of oppositely oriented strings can run between
two compact branes.
M2
M1
M1
M2
Figure 2: Two strings stretching between two giants with opposite orientations
In this construction, the requirement that operators be U(N) invariant forces
appropraite contractions of upper and lower indices to obtain singlet states. This
forces the upper and lower Young tableaux to have the same shape, or equivalently,
to have the same number of strings starting and ending on each brane. This is Gauss’
law. The argument can be extended to multiple D-branes expanding into AdS5 as
well. There, strings beginning and ending on one of those giants will add boxes to
Young tableaux rows that represent D-branes. This symmetry between the exchange
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of columns and rows in the description of states amounts to particle/hole duality and
suggests that whatever happens for the AdS giants also happens for the S5 giants.
At this point, it would be convenient if we could perform all the calculations with
the given states above. However, we have not found a way to do that systematically.
There is another basis of states which seems to be equivalent to the one described
above, and we will work with it in the following sections because the combinatorics
is easier to handle. We give some arguments suggesting the equality of the two
prescriptions. It is clear that the basis of operators described above seems to have
the right intuition regarding strings stretching between different D-branes, so we will
assert at this point without proof that it is the right solution to the problem of
classifying all strings stretching between D-branes and counting them.
5.2 Strings stretching between D-branes
So far, we have seen how to build the states that are associated to different strings
stretching between D-branes from a “pictorial” point of view. Now we want to be
systematic and have not found a way to do it in the basis mentioned before. For
this purpose, as explained above, we will use a slightly different formalism from the
previous section: (a) we will fix the tableau shape and replace some boxes (in arbitrary
places on the Young diagram) with open strings (rather than adding open string boxes,
thus changing the tableau shape), and (b) we will only have a tableau permuting the
lower U(N) indices (this is essentially considering the relative permutation between
upper and lower indices in the methods of the previous section). The results of the
two formalisms hopefully will be identical and cover all possible operators near the
giant graviton configuration systematically when the number of boxes is of order N .
The basic tool that we will use is the isomorphism between gauge invariant oper-
ators of unitary groups and representations of the permutation group Sn. (See [30],
[7] and references therein.)
Recall that every irreducible representation of Sn is associated to a Young diagram
with n boxes. A tableau is constructed by filling the diagram with numbers 1 · · ·n.
Let H ∈ Sn be the horizontal subgroup of permutations of 1 · · ·n that preserves the
rows of a Young diagram, and let V ∈ Sn be the column-preserving vertical subgroup.
A Young element of the group algebra of Sn is associated to a Young tableau as
cYoung =
∑
p∈H
∑
q∈V
(−)sign(q)p · q (43)
where sign(q) is ±1 for even/odd permutations. For example, the Young element of
Fig. a is given by
[I + P12] · [I − P13] = I + P12 − P13 − P12P13
where Pab exchanges the labels a and b. The n! Young elements associated to a given
Young diagram are linearly dependent and span a sub-algebra of the complete group
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algebra. A complete basis for the group algebra is obtained by taking the union of
the sub-algebra bases obtained for each irreducible representaion of Sn.
Now as in [7], given a Young tableau of Sn and related Young elements we can
contruct a gauge invariant operator from n unitary matrices Φ1, ...,Φn as
OY oung =
N∑
i1,...,in=1
∑
p∈H
∑
q∈V
(−)sign(q)(Φ1)i1ip·q(1)(Φ2)i2ip·q(2) ...(Φn)inip·q(n) . (44)
For example, the Young tableau (a) in Fig.3 will give
O = TrΦ1TrΦ2 TrΦ3 − TrΦ1Φ3TrΦ2 + TrΦ1Φ2TrΦ3 − TrΦ1Φ3Φ2
If we set all Φi = Φ, a single complex scalar of the N = 4 Yang-Mills theory, OY oung
in (44) will be a 1
2
-BPS operator as proposed in [7].6
Following [6, 7, 12] we will interpret such 1/2-BPS tableaux that are largely an-
tisymmetric, with columns of length of order the rank of the SU(N) gauge group as
collections of spherical D-branes that have expanded into the S5 factor of AdS5×S5.
Columns of length larger than N cannot exist because of antisymmetry between the
rows. One very special and simple case is the product of a single-column tableau
of length N and any other single column tableau – this is simply a joined 2-column
tableau by the standard rules of multiplication of representations of the permutation
group. In this simple case, the operators we construct will be equivalent to the naive
product of operators corresponding to a maximal size D-brane (a determinant) and
any other D-brane (sub-determinant). Extending this interpretation, we propose:
Given a collection of 1
2
-BPS D-branes and the related Young diagram with m
boxes, a state with k open strings is created by the Young operator OY oung
associated to the tableau made by filling k boxes in arbitrary locations with
open string defects and m− k boxes with a complex scalar Φ.
Excitations of other members of a 1/2 BPS multiplet are constructed by acting on the
Young tableau and operator with the broken SUSY generators. To test our proposal
we will answer the following questions: (1) How many independent k string states
can we construct? Do these states and their number satisfy the restrictions imposed
by Gauss’ law on the D-branes? (2) Are these operators approximately orthogonal
at large N?
It is useful to start with a simple example. Consider the Young diagrams in Fig. 3
and construct operators by replacing 1, 2 → Φ and 3 → Y . (We only list three
of the six Young tableaux and one of the three possible substitutions by Φ and Y
because the other choices give identical operators.) These states are not heavy enough
to be excited D-branes, but they will be instructive nevertheless. Alternatively we
6Of course if Φi ∈ SU(N), traces of a single matrix will vanish.
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1 2
3
3 32
21
1
(a) (b) (c)
Figure 3: The three possible Young tableau of S3 that give different operators under
the replacement 1, 2→ Φ and 3→ Y .
could imagine that both columns have m ∼ N boxes above them which have been
suppressed for simplicity – we could then think of this physically as two giant gravitons
with an open string attached to them. The three Young operators are
Ya = (TrΦ)
2 Tr Y − TrΦTrΦY + TrΦ2 Tr Y − TrΦ2Y
Yb = (TrΦ)
2 Tr Y − TrΦ2Y
Yc = (TrΦ)
2 Tr Y − TrΦ2Tr Y + TrΦTrΦY − TrΦ2Y
and there is one relation among them
2Yb = Ya + Yc
Thus there are two independent states, which we can take to be created by the
tableaux in Fig. 3a and 3c. This is consistent with Gauss’ Law for compact D-
branes. A single string starting on a compact brane must also end on it so that
the flux produced by the endpoint has both a source and a sink. By contrast there
are four oriented string states on and between two noncompact D-branes. A direct
enumeration of Young operators and their relationships is intractable in the general
case, so in what follows we will approach the problem of finding independent excited
D-brane states more abstractly.
Before ending the introduction of this section, we would like to give a remark
about the formula (44), where upper indices are fixed and permutations act only on
lower indices. This approach used only one Young diagram of lower indices and is
different from the two Young diagram method given in section 5.1. However, it can
be shown that these two methods are equivalent to each other. The reason is the
following. The sum
∑
s∈up
∑
t∈down Φ
Is(i)
It(i)
can be rewritten as
∑
s∈up
∑
t∈down Φ
Ii
I
ts−1(i)
.
Summing over all s, t is equivalent to acting with cd · cu on lower indices like (44)
where cu and cd are corresponding Young elements (43). There are some basic math-
ematical facts regarding Young elements that can be found in [30]. First, if the upper
Young tableau and lower Young tableau belong to different Young diagrams then
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cd ·cu = 0. This explains the intuitive picture that both upper and lower index Young
diagrams must have same shape to get nonzero results. Second, for the upper and
lower Young tableaux of same Young diagram, the product can be expanded into the
linear combination of Young elements, i.e.,
cαd · cαu =
∑
i∈α
fic
α
i
where we use explicitly α to denote a given Young diagram. Since formula (44) has
included all permutations cαi , operators given by the two Young diagram method of
section 5.1 will just be linear combinations of those with the one Young diagram
method used in this section.
5.2.1 A formulation of the problem of counting strings
Consider again a single string attached to a system of two D-branes. The Young
diagram consists of two columns with n = n1 + n2 boxes and there are n! ways to
label the boxes with numbers 1 · · ·n to get a Young tableau. To construct the relevant
Young operators we can replace 1, 2, ..., (n− 1)→ X and n→ Y . (Making any other
choice of replacement of labels will lead to the same set of operators.) The resulting
set of operators will be invariant under permutations of the labels 1 · · · (n − 1) by
Sn−1 ∈ Sn. Now recall that each assignment of labels 1 · · ·n to a tableau is associated
to a specific Young element of the group algebra (43) which is not in general invariant
by itself under Sn−1. Therefore finding an independent basis of operators with two
branes and one open string excitation is equivalent to finding a basis for the Sn−1
invariant subalgebra within the algebra generated by the Young elements Yi (i.e.,
σ(
∑
i aiYi)σ
−1 =
∑
i aiYi for ∀σ ∈ Sn−1). This prescription is easily generalized. For
example, if the excitation involves two open string states Y1, Y2 with Y1 6= Y2 we must
enumerate Sn group algebra elements that are invariant under Sn−2, but if Y1 = Y2,
we seek group algebra elements under Sn−2 × S2.
This splitting might seem artificial at first sight. However, when we compute
correlators in two point functions, in the end we sum over all permutations of identical
objects, which is just the statement that we compute these using Wicks theorem.
This will give us sums over subgroups of Sn that permute the matrices which are to
be treated as identical, but will not sum over permutations that exchange different
matrices: these do not appear in the free field contractions.
5.2.2 Counting the open string states
We have reduced the problem of counting the number of k string states on a collection
of D-branes to enumerating elements of the Sn group algebra that are invariant under
subgroups of Sn. Our task is aided by the following facts about the permutation
group [30]:
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• (1) A given Young diagram is associated to a single irreducible representation of
Sn with dimension d (which can be determined from the diagram) and unitary
representation matrix DRij(s) for s ∈ Sn. There are orthogonality relationships
among these unitary matrices:∑
s∈G
D(µ)(s)ilD(ν)(s)sm =
NG
dµ
δisδlmδµν . (45)
The overline denotes complex conjugation, NG is the dimension of the group G
and dµ is the dimension of the irreducible representation µ.
• (2) The n! ways of labeling the n boxes of a Young diagram to give a Young
tableau are associated with n! Young elements of the Sn group as in (43). If the
diagram is related to a Sn representation of dimensions d, there are d
2 linearly
independent Young elements. A basis for them is:
ARij =
∑
s∈Sn
D
R
ij(s) · s (46)
It is easily checked that
g · ARij · g−1 = DR(g−1)ikARklDR(g)lj = ARklDR(g)kiDR(g)lj (47)
• (3) Under the decomposition Sn1+n2 → Sn1×Sn2, the representation R of Sn1+n2
decomposes as
R|Sn1+n2 =
∑
R1,R2
CRR1,R2R1|Sn1 × R2|Sn2 (48)
where the Littlewood-Richardon coefficients CRR1,R2 count the multiplicity of
each product representation within R. By Frobenius Reciprocity, CRR1,R2 equiv-
alently counts the number of times R appears in the product of R1 and R2 (i.e.,
R1 × R2 ↑Sn1+n2 ) [30]. The latter can be calculated easily by the Littlewood-
Richardson rule for multiplying Young tableaux (see, e.g., Appendix A of [31]).7
Examples of carrying out this procedure for tableaux with two columns are given
in Fig. 4 (Sn → Sn−1), Fig. 5 (Sn → Sn−2) and Fig. 6 (Sn → Sn−1 × S2).
With these preparations we can calculate the number of independent operators.
First, note that (47) simply expresses the fact that ARij transforms as a tensor product
7The Littlewood-Richardson rule for multiplying Young diagrams R1 ⊗ R2 is as follows. Label
each box of the ith row of R2 by i. Attach the boxes of of R2 to R1 in any way that gives a
valid Young diagram, while obeying two constraints: (1) No boxes with the same number in them
can appear in the same column, (2) Reading from right to left and starting with the top row and
working down, the number of times the integer i appears must be no less than the number of times
the integer i + 1 appears.[31] The Littlewood-Richardson coefficients count the number of times a
particular Young diagram appears in this procedure.
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+Figure 4: The decompsition of Sn to Sn−1×S1. The dashed boxes indicate where the
single box of S1 can attach (see footnote 7).
+ + 2
Figure 5: The decomposion of Sn → Sn−2×S1×S1. The dashed boxes indicate where
the single boxes of the two S1s can attach. The factor of 2 indicates that the third
Sn−2 diagram appears twice via the Littlewood-Richardson multiplication rules (see
footnote 7).
+ ++
Figure 6: The decomposition of Sn → Sn−2 × S2. The dashed boxes indicate where
the boxes of the S2 diagram can attach (see footnote 7).
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of DR and DR. To see this, assume vector space V with basis e1, ..., el carries the rep-
resentation R and that a vector spaceW with basis η1, ..., ηk carries the representation
S. The tensor space V ⊗W with basis ei ⊗ ηα satisfies
g(ei ⊗ ηα) = (gei)⊗ (gηα) =
(
ejD
R(g)ji
)⊗ (ηβDS(g)βα)
= (ej ⊗ ηβ)DR(g)jiDS(g)βα (49)
Comparing (47) and (49) we reach our conclusion.
This reduces the problem of finding G ⊂ Sn invariant operators to counting the
trivial representations of G inside the tensor product of R and R. This is easy to do.
The group character χ has a decomposition
χR|G =
∑
k
pkχ
k
where R is an irreducible representation of Sn, k is an irreducible representation of
G decomposed from R and pk is the number of times the representation k appears in
the decomposition. Then
χR =
∑
k
pkχ
k∗
and finally
dim =
〈
1, χ(R)χ(R)
〉
=
∑
i,j
pipj
〈
1, χiχj∗
〉
=
∑
i,j
pipj
〈
χj, χi
〉
=
∑
k
p2k (50)
5.2.3 Examples: Gauss’ Law recovered
We will demonstrate how our general result (50) manifests the constraints of Gauss’
Law by considering several examples.
1. No open string excitations: If no strings are attached to a 1/2-BPS state
of D-branes, we find the operator by replacing 1, 2, ..., n → X in the n boxes of a
tableau. The number of independent states thus equal the number of Sn invariant
Young elements. Since each Young diagram corresponds to a single irreducible rep-
resentation, there is unique Sn singlet Young element, and corresponding D-brane
state. This is the result of [7].
2. One string attached to two different D-branes: This operator is computed
by replacing 1, 2, ..., (n−1)→ X and n→ Y in a Young diagram with two columns of
different lengths. Fig. 4 showed that the corresponding Sn representation decomposes
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into a sum of two irreducible Sn−1×S1 representations each with multiplicity 1. Thus
(50) shows that there are two independent operators. This matches Gauss’ law: a
single string starting on a spherical brane must also end on it, and therefore the two
branes should give rise to two independent states. In particular, Gauss’ law prohibits
an open string connecting the two branes.
3. One string attached to two identical D-branes: In this case, Gauss’ law
and the equivalence of the two D-branes together imply that there is only one gauge
invariant open string state. Indeed, for this special case the Sn representation with
two equal columns decomposes into a single Sn−1 irreducible representation in which
the second column has one less box. Thus there is only one independent state, as
expected.
4. Two distinct open strings attached to two different D-branes: We
construct the operator by replacing 1, 2, ..., (n−2)→ X , (n−1)→ Y1 and n→ Y2 in
Young diagram of Sn with two unequal columns. Fig. 5 shows that the Sn diagram
decomposes into a sum of three irreducible Sn−2×S1×S1 representations. According
to (50) this leads to 12 + 12 + 22 = 6 independent states. This matches the Gauss
law constrained number of states of two distinguishable strings on two distinguishable
branes A and B: both strings on brane A or B (2 states), one string on A and the
other on B (2 states), one oriented string stretched from A to B and vice versa (2
states).
5. Two distinct open strings attached to two identical D-branes: We
construct the operator by replacing 1, 2, ..., (n− 2) → X , (n − 1) → Y1 and n → Y2
in a Young diagram of Sn with two equal columns. It is easily seen that in this case
the Sn diagram decomposes into a sum of two irreducibles of Sn−2 × S1 × S1, each
with multiplicity 1. This implies two independent states. Naively one might have
expected three independent states: (i) both strings on a single brane, (ii) one string
on each brane, and (iii) both strings stretched between the branes. However, since
the the branes are identical the third state is gauge equivalent to the second so there
should be only two independent states.
6. Two identical open strings attached to two different D-branes: We
construct the operator by replacing 1, 2, ..., (n−2)→ X , (n−1)→ Y1 and n→ Y1 in
a Young diagram of Sn with two unequal columns. As seen in Fig. 6, the Sn diagram
decomposes into a sum of four irreducibles of Sn−2 × S2, each with multiplicity 1.
This leads by (50) to four independent states. The expected counting agrees: (a)
both strings on a single brane (2 states), (b) one string on each brane (1 state), and
(c) both strings stretched between the branes (1 state).
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7. Two identical open strings attached to two identical D-branes: We
construct the operator by replacing 1, 2, ..., (n− 2) → X , (n − 1) → Y1 and n → Y1
in a Young diagram of Sn with two equal columns. Unlike Fig. 6, since the two
columns of the Sn diagram are equal length, it can be shown that the decomposition
into Sn−2 × S2 only leads to two irreducible diagrams. (In effect only the first and
third products of Fig. 6 survive.) Thus there are two independent states. This is as
expected from the discussion in example 5: all states are gauge equivalent to either
two strings on the same brane, or on different branes.
Our proposal for constructing operators describing open string states on D-branes
exactly reproduces the expected constraints imposed by Gauss’ law. Remarkably,
the combinatorics of Young diagrams even “knows” about the distinctions between
identical and distinguishable brane and string states. This is strong evidence in favor
of our identification between Young diagram operators and open string states on a
system of D-branes. Although all the examples we have given involve two column
Young diagrams, our proposal can be applied in general, for example, to n-column
or n-row diagrams. In other words, our proposal describes the excited states of a
general system of D-branes some of which might be extended into AdS5 or into S
5 in
the string theory description.
5.3 Constructing Young operators
In practical calculations one needs a convenient way of writing down the operators
described in the previous section. Of course, we could always return to the defini-
tion (44) but this expression is unwieldy to compute. Below we develop two other
techniques for constructing the operator
Projection operator method: Recall again that the Young diagram associated
to a system of D-branes is also related to an irreducible representation R of Sn where
n is the number of boxes in the diagram. As we have seen, identifying the open
string operators on the D-branes requires extracting the trivial representations of
some G ∈ Sn within the tensor product R ⊗ R. A standard way of doing this is by
constructing the appropriate projection operator. For the trivial representation the
projection operator is
PI =
1
nG
∑
g∈G
T (g) (51)
where T (g) is the action of g in the represention R ⊗ R and nG is the number of
elements in G. Using this, the action of the projection operator on the Young basis
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elements (46) is
PI · Aij = 1
nG
∑
g∈G
T (g) · Aij
=
1
nG
∑
g∈G
∑
k,l
AklD(g)kiD(g)lj
=
1
nG
∑
g∈G
∑
k,l
∑
s∈Sn
Dkl(s)D(g)kiD(g)lj · s
where we used (47) and then (46). To go further and simplify the calculation, we can
choose a basis so that the representation R of Sn has block diagonal form when it is
restricted to G ⊂ Sn. It is convenient to split the index k of the Sn representation
R to reflect the decomposition into representations of G. Each such representation
of G, which we label µ, could appear several times in R, so we will introduce αµ to
distinguish the multiple appearances. Then we write k = [µ, αµ, t] where in addition
to µ and αµ we have included t = 1 · · ·dim(µ). Likewise we split i = [µ˜, α˜µ, t˜] and
i = [ν˜, α˜ν , d˜]. With this notation,∑
g∈G
∑
k,l
D(g)kiD(g)ljDkl(s)
=
∑
g∈G
∑
µ,ν
∑
αµ,aν
∑
t,d
Dµ,aµ;µ˜,a˜µ(g)tt˜D
ν,aν ;ν˜,α˜ν (g)dd˜ D(s)[µ,αµ,t][ν,αν ,d]
=
∑
µ,ν
∑
αµ,aν
∑
t,d
nG
nµ
δµµ˜δνν˜δαµα˜µδαν α˜νδµνδtdδt˜d˜ D(s)[µ,αµ,t][ν,αν ,d]
=
nG
nµ˜
δµ˜ν˜δt˜d˜
∑
t
D(s)[µ˜,α˜µ,t][ν˜,α˜ν ,t]
where in the third line we have used the block diagonal form of D(g) and the corre-
sponding orthogonality relationship (45) for G. Assembling everything we have
PI · Aij =
∑
s∈Sn
1
nµ˜
δµ˜ν˜δt˜d˜
∑
t
D(s)[µ˜,α˜µ,t][ν˜,α˜ν ,t] · s (52)
Nonzero contributions to this projection require µ˜ = ν˜ and t˜ = d˜, but α˜µ, α˜ν can
be arbitrary. In other words, the identity representation is extracted from the tensor
products of any of the multiple occurrences of each representation µ of G in the
decomposition of R with their conjugates.
The expression (52) is a weighted sum of permutations. Applying it to a sequence
Φ1 · · ·Φn of unitary matrices as in (44) we get the desired operator.8 We use this
expression in Sec. 5.4 and the appendices to show orthogonality for 1-string states on
arbitrary D-brane states.
8By this we mean that the weighted sum of permutations of lower indices in (44) should be
replaced by the weighted sum of permutations in (52).
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Matrix method: In fact, (52) can be understood directly from matrix algebra.
For example, suppose R → R1 + 2R2 under the decomposition Sn → G. We can
choose a basis for R so that
DR(g) =
 DR1 0 00 DR2 0
0 0 DR2
 , ∀g ∈ G
Then using the middle form of (47) we have
Aij →
 DR1
−1
0 0
0 DR2
−1
0
0 0 DR2
−1
 · Aij ·
 DR1 0 00 DR2 0
0 0 DR2

=
 DR1
−1
A11DR1 DR1
−1
A12DR2 DR1
−1
A13DR2
DR2
−1
A21DR1 DR2
−1
A22DR2 DR2
−1
A23DR2
DR2
−1
A31DR1 DR2
−1
A32DR2 DR2
−1
A33DR2

where we introduced block indices 1, 2, 3. Then it is evident that traces of some
of the blocks, namely TrA11, TrA22, TrA23, TrA32 and TrA33, provide a basis of
G-invariant group algebra elements. This is simply an explicit realization of (52)
that can be used to construct gauge-invariant Yang-Mills operators as described in
footnote (8).
It is useful to illustrate these methods with a couple of examples. First consider a
general 1/2-BPS state. Then using (46), the Sn invariant element of the group algebra
is O = ∑di=1Aii = ∑s∈Sn χR(s)s. (Here we have used the property χ(s) = χ∗(s)
because all irreducible representations of Sn have real characters.) This reproduces the
Schur polynomical form given in [7], and the corresponding gauge invariant operator
can be constructed as described above. Second, consider a system of two distinct
D-branes and an open string. Then the representation R of Sn decomposes to a
sum R1 + R2 of Sn−1 as described in the examples in the previous section. The two
associated Sn−1 invariant group algebra elements are
OR,R1 =
∑
s∈Sn
dR1∑
i=1
D
R
ii(s)s (53)
OR,R2 =
∑
s∈Sn
dR∑
i=dR1+1
D
R
ii(s)s (54)
where we have chosen DR(g ∈ Sn−1) to be block diagonal. It is not clear how to
simplify (53) and (54) further. While for g ∈ G, the block trace in these operators
is simply the charcater of R1 and R2, for g ∈ Sn, g 6∈ G there is no obvious clean
interpretation. It would be nice to have a more powerful technique for evaluating
these traces.
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5.4 Tree level orthogonality of Young operators
The combinatorial emergence of Gauss’s law from our Young diagrams is strong evi-
dence that we have correctly identified the operators describing strings on D-branes
from the Yang-Mills perspective. However, it would also be nice to prove that we
have a good orthogonal basis, at least at tree level and in the large N limit. The
challenge here is that we do not have a general expression for the block traces the
previous section, and a case by case enumeration of the multi-string operators is not
tractable. However, we have been able to show that the various operators describing
single strings attached to a multi-brane system are indeed orthogonal. This amounts
to showing that the matrix of 2-point functions of these operators is diagonal. The
general calculation is lengthy and is presented in Appendix C. The result is〈
O†R,R1OS,S1
〉
∼ 0, R 6= S or R1 6= S1 (55)
in large N limit. Here R, S are Sn representations that determine the system of branes
and R1, S1 are Sn−1 representations that determine the open string state. This shows
that at least arbitrary combinations of 1/2-BPS D-branes with one string on them,
our proposal provides a good orthogonal basis of operators.
6 Dynamical emergence of non-Abelian structure
In the previous section we took the first step towards demonstrating the appearance of
a new gauge symmetry by showing how Gauss’ law emerges from the combinatorics of
Young diagrams. In this section we will provide evidence that the emergent symmetry
will be non-Abelian in the presence of multiple branes by showing how perturbative
loops sense the rank of the group. From the perspective of string theory we will
show that the Chan-Paton factors associated with strings in a multi-brane system
dynamically emerge from Yang-Mills theory. Our basic tactic is to compute the one-
loop anomalous dimension of operators representing a string attached to two branes.
When the branes are identical we should expect a result that is twice the answer
for a single brane because of the trace over the indices of the enhanced gauge group
associated to coincident branes, or, equivalently, because open strings can end on
multiple branes (see Fig. 8).
The operator expressions (52) are still too complicated for a general calculation.
Hence we will consider a special case: an open string attached to a two D-brane
system in which one brane is of maximal size. Gauss’ law will forbid a string stretched
between two such branes, so there should two states: a string attached to the small
brane and a string attached to the big brane. The obvious guess for the corresponding
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(1)
Y
(2)
Y
Figure 7: The two orthogonal Young diagrams representing a string (Y ) attached to
a pair of D-branes of different sizes
operators is
P1 ≡ ǫi1i2...iNj1j2...jNΦj1i1Φj2i2 ...ΦjNiN ǫ˜
i1 i˜2...˜iM k˜1...k˜N−M
j˜1j˜2...j˜M k˜1...k˜N−M
Φj˜1
i˜1
Φj˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
(56)
P2 ≡ ǫi1i2...iNj1j2...jNΦj1i1Φj2i2 ...Φ
jN−1
iN−1
(Y J)jNiN ǫ˜
i1 i˜2...˜iM k˜1...k˜N−M
j˜1 j˜2...j˜M k˜1...k˜N−M
Φj˜1
i˜1
Φj˜2
i˜2
...Φj˜M
i˜M
(57)
We could naively interpret (56) as the product of an operator describing a maximal
size D-brane (det Φ) and an operator describing a smaller D-brane (subdetΦ) with a
string (Y J) attached to the latter. Similarly (57) is naively a product of operators
describing a maximal brane with a string on it, and a smaller brane. However, as
shown in Appendix B this naive guess is not quite correct – the two operators make
states that are not orthogonal to each other. Rather, following the proposal in the
previous section the two orthogonal one string states should be described by the
Young diagrams in Fig. 7. The corresponding operators are:
O1 = (N + 1)
(N −M + 1)P1 (58)
O2 = N
(N −M)P2 −
M
(N −M)(N −M + 1)P1 (59)
Following the calculations in Appendix B, O1 and O2 make orthogonal states at tree
level. It is pleasant to note that when M ≪ N so that the two branes are very
different in size, the naive guess is correct, i.e., Oi ≈ Pi.
How small shouldM be so that the branes are well separated? Recall on AdS5×S5
a single brane with R-charge M moves on a circle of radius
r = R
(
1− M
N
)1/2
, (60)
where R is the AdS scale. The large brane (with M = N) is thus at the origin r = 0.
In order for the branes to be separated by more than a string length we require
r > ls . (61)
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Recalling that R ∼ lsλ1/4 where λ is the ’t Hooft coupling, and we are dropping
factors 2π, this condition translates into
M < N
(
1− 1√
λ
)
(62)
So we if we take M = αN for any α < 1 − 1/√λ the branes are separated by more
than a string length at large ’t Hooft coupling and the spectator brane should be
largely irrelevant to the dynamics of a string on one of the branes. However, in the
perturbative calculations below we work at small ’t Hooft coupling for which this
bound is very restrictive. When λ is very small, the scale of both AdS5 and S
5 is the
string length, so the branes are never much more than a string length apart.
Weak coupling results for BPS observables can be extrapolated to strong coupling
where the S5 is large and the supergravity analysis is valid, but the operators (58,59)
are only near-BPS. Indeed, we will see leading order agreement with the supergravity
expectations, but there will be small O(1) differences. Indeed the fact that (62)
contains a
√
λ immediately tells us that a naive perturbative large N analysis in the
Yang-Mills theory will not directly reproduce this bound.
To arrive at our results below we will be computing correlation functions of op-
erators like P1 and P2. In these calculations, while the contractions between the Φs
will be carried out exactly, those between the Y s are done at the planar level. In
this sense our computations are at the leading order in large N . One loop corrections
from interactions are also evaluated in the planar limit for contractions between Y s.
The latter are suppressed by powers of the coupling, but not by powers of N .
6.1 Rank of the emergent gauge group
We will now show that as the two branes (58) and (59) coincide, the one-loop anoma-
lous dimension of an open string becomes twice the answer for a single brane. This
demonstrates the dynamical emergence of the Chan-Paton factors for open strings on
coincident branes, or, equivalently, the enhancement of the low energy gauge theory
to a non-Abelian group. The calculations are straightforward but lengthy. Hence we
will not present the detailed steps,9 but present the results directly. We will always
assume that M is O(N), so that the smaller object can be interpreted as a D-brane
rather than as a closed string (M ∼ O(√N)) or as a supergravity mode (M ∼ O(1)).
String on the large brane: The general expressions simplify when (M − N) is
O(N) also. This condition is equivalent to setting
M = αN ; 0 < α < 1 (63)
9Appendix D gives a flavor of the computations involved.
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Figure 8: An one loop open string diagram and a two loop open string diagram. The
inner lines (circles) represents the branes that open string can end on.
so that
O2 ∝ P2 (64)
to leading order in N . The tree level and 1-loop two-point functions of P2 turn out
to be
〈P2(x)P¯2(0)〉tree = N
J−1(N −M)!N !4M !2gN+M+J−1s
(N −M + 1)(2π|x|2)N+M+J−1 ≡
C2
|x|2∆ (65)
〈P2(x)P¯2(0)〉1−loop = −2gs
π
(J − 1)(1 + M
N
)
C2
x2∆
log(|x|Λ) (66)
where ∆ = N +M + J − 1 is the free field dimension of the operator. From this we
read off the anomalous dimension
δ∆1−loop,2 =
gs(J − 1)
π
(1 +
M
N
)
gs(J − 1)
π
(1 + α) . (67)
When α≪ 1, so that the spectator brane is far from the larger one, this approaches
the the result for a string on a single maximal sized D-brane (N = M in (38)). By
contrast, when α → 1, so that the spectator brane approaches the larger one, we
get twice the single brane answer. This exactly reproduces the expected effect of
having multiple coincident branes in open string loop diagrams. One loop and two
loop diagrams for open string propagation are depicted in Fig. 8. In the large N
limit, such open string loops are identified with loop amplitudes in the gauge theory.
At l loops there are l inner circles in Fig. 8, each of which can end on any of the
branes present, enhancing the amplitude by Gl. Hence the factor of 2 in the one-loop
contribution (67). At low energies, the dynamics of the string should then give rise
to a non-Abelian gauge theory as α→ 1.
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String on the small brane: In this case we assume M = O(N) and keep terms
at leading order in M and N . The tree level and one loop two-point functions are:
〈P1(x)P¯1(0)〉tree = N
J (N −M)!N !4M ! (M − 1)! gN+M+J−1s
(N −M + 2)(2π|x|2)N+M+J−1 ≡
C1
|x|2∆ (68)
〈P1(x)P¯1(0)〉1−loop = −2gs
π
((N −M) + 2J − 1− 1
N −M + 1)
C1
x2∆
log(|x|Λ)(69)
where ∆ is the free field dimension of the operator. The anomalous dimension is
therefore
δ∆1−loop,1 =
gs
π
((N −M) + 2J − 1− 1
N −M + 1) (70)
As M → N , like (67), this approaches twice the answer for a single maximal size
brane, reproducing the expected enhancement due the presence of multiple branes.
WhenM ≪ N the spectator maximal size brane is far from the brane and (70) agrees
at leading order with the result for a string on a single brane (M < N in (38)). At
the next to leading order, there is a disagreement by a factor of 2 in front of J . It
is expected that there will be some disagreement. We are extrapolating from very
weak ’t Hooft coupling where the separation is never more than a string length to
strong coupling where the branes are well separated. Since we are not discussing
BPS quantities, it is surprising that the agreement is so good at the subleading level.
The near-BPS character of the operators is conferring some residual protection to the
anomalous dimension.
Discussion: As M → N , we should strictly speaking account for the the non-
vanishing overlap between P2 and P1 by taking the orthogonal combinations (58,59).
We have not done so because when M = N , in fact P2 = P1 and all overlaps give
the same answer which will be twice the answer for a single brane as shown above.
When M ≪ N we can likewise neglect the overlaps of P2 and P1 at the present order
of analysis, but for intermediate values of M it is important to correctly account for
the tree-level diagonalization of operators. In any case, our results clearly show the
emergence of the Chan-Paton factors associated to multiple coincident branes. At
low energy this should lead to a new non-Abelian gauge symmetry arising from the
brane dynamics. As the branes separate (i.e., as M is changed), the Chan-Paton
factors discretely interpolate between integers.
6.2 Emergent string interactions
In previous sections we established that: (1) open strings emerge from the dynamics
of D-brane operators in Yang-Mills theory, (2) Gauss’ law is realized on multi-brane
systems, (3) the Chan-Paton factors of multiple branes appear dynamically, plausibly
allowing the appearance of non-Abelian gauge theory on multiple coincident branes.
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This is enhanced by the fact that we seem to get the correct counting of single string
and two string states for the non-abelian theory.
The challenge now is to establish that the excitations of the D-branes have the
detailed interactions of a (emergent) gauge theory. Here we take the first step by
simply displaying the kinds of CFT calculations that should be related to the splitting
and joining of open strings on D-branes.
6.2.1 Interactions of strings in their ground state
Let us study the basic interaction of string theory – the splitting of one string into two.
The simplest situation to examine is one in which the open strings are in their ground
states. Operators corresponding to D-branes with one and two string excitations are:
O1 = ǫj1···jMi1···iM Z i1j1 · · ·Z
iM−1
jM−1
(Y J)iMjM (71)
O2 = ǫj1···jM jM+1i1···iM+1 Z i1j1 · · ·Z
iM−1
jM−1
(Y J1)iMjM (Y
J2)
iM+1
jM+1
(72)
Here Y = 1√
2
(φ3 + iφ4) and the R-charge J = J1 + J2 is large, but 1 ≪ J ≪ M,N .
(We will typically take J ∼ √N leading to a string with well-controlled interactions
of the kind studied in [18, 11].)10 The two point function 〈O1O2〉 will be related
to the open string field theory vertex describing an open string on a giant graviton
splitting into two open strings, as in the case of BMN operators in [32, 33]. Open
string field theory in a context related to the present one was studied in [34].
For simplicity we only consider the free field correlator 〈O1O2〉. We also omit the
spacetime dependent factor gs
2pi|x|2 to simplify notation. To leading order in N , the
normalizations and interactions of our operators are
〈O1O1〉 = (M − 1)!
2(M − 1)(N − 2)!NJ+1
(N −M)! , (73)
〈O2O2〉 = (M − 1)!
2(M − 1)(M − 2)(N − 2)!NJ
(N −M − 1)! , (74)
〈O1O2〉 = −2(M − 1)!
2(M − 1)(N − 2)!NJ
(N −M − 1)! , (75)
leading to the normalized interaction amplitude 11
〈O1O2〉√
〈O1O1〉〈O2O2〉
= −2
√
N −M
(M − 2)N . (76)
10Recall that a string with spacetime mass E ∼ 1/ls has a CFT dimension ∆ ∼ R/ls ∼ N1/4
where R is the AdS scale, and a near BPS state should have R-charge J ∼ ∆.
11In computing 〈O2O2〉 we have assumed J1 6= J2. 〈O2O2〉 will have an extra factor of 2, if
J1 = J2 .
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Interestingly, the amplitude is independent of the R-charges. When both M and N
are of O(N), the amplitude is O(1/
√
N). This is suppressed at large N . This may
seem surprising given that at large J we have a very heavy string state. In fact, such
suppression of the decay amplitude of heavy rotating rotating open strings occurs
even for D-branes in flat space [35]. (Similar results for closed strings are obtained in
[36].) Nevertheless, if the R-charge J is large (say O(
√
N)), the sum over partitions
of J into J1 and J2 will lead to an unsupressed inclusive splitting amplitude. This is
reminiscent of the closed string splitting amplitude described by BMN operators [32].
Closed string emission: We can also study amplitudes for closed string emission
from an excited D-brane. The operator corresponding to a D-brane along with an
emitted closed string is
O3 = ǫj1···jM−1i1···iM−1Z i1j1 · · ·Z
iM−1
jM−1
tr(Y J) (77)
At leading order in N the two point functions are
〈O3O3〉 = J(M − 1)!
2N !NJ
(N −M + 1)! ; 〈O1O3〉 =
J(M − 1)!2(N − 1)!NJ
(N −M)! (78)
leading to the normalized interaction amplitude
〈O1O3〉√
〈O1O1〉〈O3O3〉
=
√
(N −M + 1)J
(M − 1)N (79)
The amplitude scales as
√
J
N
, if M and N are of the same order.
6.2.2 Splitting and joining of excited string states
In Sec. 4 we showed that (14) and (15) are open string fluctuations that realize
Neumann and Dirichlet boundary conditions respectively. We can consider the inter-
actions of such excited string states. Following [18, 11], it is convenient to “Fourier
transform” the operators (14,15) representing single oscillator excitations with Dirich-
let or Neumann boundary conditions to get:
OD,m1 = ǫj1···jMi1···iM Z i1j1 · · ·Z
iM−1
jM−1
(
J∑
l=0
sin(
πml
J
)Y lφIY J−l)iMjM (80)
ON,m1 = ǫj1···jMi1···iM Z i1j1 · · ·Z
iM−1
jM−1
(
J∑
l=0
cos(
πml
J
)Y lφKY J−l)iMjM (81)
Here D represents Dirichlet boundary conditions and φI = φ5, φ6, while N represents
Neumann boundary conditions with φK = φ1, φ2 [11]. The worldsheet momentum m
satisfies 0 ≤ m < J for Neumann modes and 0 < m < J for Dirichlet modes.
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Similarly, operators representing a brane with two strings, one of which is excited
by an oscillator mode, are given by
OD,m2 = ǫj1···jM jM+1i1···iM iM+1 Z i1j1 · · ·Z
iM−1
jM−1
(
J1∑
l=0
sin(
πml
J
)Y lφIY J1−l)iMjM (Y
J2)
iM+1
jM+1
(82)
ON,m2 = ǫj1···jM jM+1i1···iM iM+1 Z i1j1 · · ·Z
iM−1
jM−1
(
J1∑
l=0
cos(
πml
J
)Y lφKY J1−l)iMjM (Y
J2)
iM+1
jM+1
(83)
Finally, the operator describing a brane and a closed string is
O03 = ǫj1···jM−1i1···iM−1Z i1j1 · · ·Z
iM−1
jM−1
tr(φIY J) . (84)
Because of the level matching condition for closed strings, only a zero mode excitation
is possible in (84) with a single insertion of φ into the string of Y s [18].
As in the previous subsection, we calculate the two point functions of these oper-
ators. We find that for string splitting 〈OD,m11 OD,m22 〉 or 〈ON,m11 ON,m22 〉, the result is
(J = J1 + J2)
〈ON(D),m11 ON(D),m22 〉√
〈ON(D),m11 O
N(D),m1
1 〉〈ON(D),m22 O
N(D),m2
2 〉
− 2
√
N −M
(M − 2)N
1√
J1J
cos(
πm1J2
2J
)
×
{ sin( (J1+1)pi
2
(m1
J
− m2
J1
))
sin(pi
2
(m1
J
− m2
J1
))
cos(
πm1J2
2J
+
πJ1
2
(
m1
J
− m2
J1
))
± sin(
(J1+1)pi
2
(m1
J
+ m2
J1
))
sin(pi
2
(m1
J
+ m2
J1
))
cos(
πm1J2
2J
+
πJ1
2
(
m1
J
+
m2
J1
))
}
(85)
Here we assume that J1 and J are both large and of the same order. The amplitude is
suppressed relative to the ground state splitting computed in (76) unless m1
J
± m2
J1
∼ 1
J
or m1
J
− m2
J1
∼ 1
J
in which case one or both of the terms within the braces will be large
enough to compensate for the overall 1/
√
J1J . Notes that all these conditions imply
m1
J
− m2
J1
∼ 1
J
since 0 ≤ m1
J
, m2
J1
< 1. The condition m1
J
= m2
J1
should be understood as
light cone momentum conservation, and is analogous to the level matching conditions
in closed string case. For closed string emission, only the zero mode with Neumann
boundary conditions contributes. The result remains the same as (79):
〈ON,01 O03〉√
〈ON,01 O
N,0
1 〉〈O03O
0
3〉
√
(N −M + 1)J
(M − 1)N (86)
7 Conclusion
In this paper we have accumulated evidence, building on previous works, that certain
1/2-BPS operators of N = 4 Yang-Mills theory are D-branes: (1) Their string-like ex-
citations have Neumann and Dirichlet boundary conditions in appropriate directions,
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(2) Multi-brane states beautifully realize Gauss’ Law for strings ending on them via
the combinatorics of associated Young diagrams, (3) The Chan-Paton factors asso-
ciated with multiple coincident branes emerge dynamically. We have to temper our
optimism of the prescription we have given, because there are some details of the
description of strings stretching between D-branes that we were not able to do sys-
tematically. We have given a list of operators which we claim is a complete solution
to the problem of stretching strings between giant gravitons, but we were not able to
prove in general that the states corresponding to different configurations are orthog-
onal. Since we have given the list of operators, it is in principle possible to determine
if our prescription is complete or not. We are currently looking into this issue. We
also proposed a second basis for which we could do calculations systematically and
we gave an implicit argument that they are equivalent. This was not at a level where
we can translate between the two prescriptions by some sort of Fourier transform.
We believe this issue should be explored further.
In Sec. 6 we also showed in this second basis how to compute CFT correlators
associated with the interactions of strings on D-branes. It will be interesting to
properly identify the dictionary relating these computations (e.g., (76) and (79)) to
the string field theory on D-branes in AdS5×S5. It is particularly intriguing that the
low-energy dynamics of the branes should be described by an emergent gauge theory
which is local, not on the S3 on which the original Yang-Mills is defined, but rather
on a new 3 + 1 dimensional space which appears from the matrix degrees of freedom
in the Yang-Mills theory. The emergent locality will involve an exchange between the
SO(4) rotation group of the original S3 and the SO(4) subgroup of the R-symmetry
group that survives the introduction of a 1/2-BPS D-brane operator. Evidence from
black hole dynamics led [37] to propose that in the presence of very heavy D-brane
states the low-energy dynamics of a Yang-Mills theory should enjoy a duality with an
emergent field theory which is local on a different space and can have different gauge
and global symmetries.12 The present paper establishes basic ingredients needed for
showing how such a duality can arise.
It is worth mentioning that there is a considerable literature on how locality in
the bulk of AdS5×S5 (as opposed to on a D-brane) arises from the CFT point of view
(e.g., [40, 41, 42, 43, 12]). In some cases like [44], knowing were interactions happen
helps to resolve issues between ’field theory’ behavior and ’string theory’ behavior in
scattering amplitudes. Perhaps even more important than understanding how locality
appears, is a detailed description of how it breaks down. This is expected to give us
12It was also suggested in [37] that the new gauge group could have a higher rank than the Yang-
Mills theory we start with. At least at the BPS level this looks problematic in view of the new class
of supergravity solutions that has appeared in [9]. However, away from the BPS limit it may yet
be possible for a lower rank gauge theory to have dynamics that is effectively described by a higher
rank gauge theory. Indeed, the evidence for this from black hole entropy in [37] was in a non-BPS
setting. See also the recent discussion [38, 39] about how to count the entropy of these states
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some clue as to what happens at the Planck scale in a theory of quantum gravity,
and perhaps will lead to a mathematically rigorous definition of the ’holographic
principle’, as opposed to the ’holographic behavior’ that we can recognize in the
AdS/CFT correspondence.
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A Some combinatorial properties
In this appendix we list some properties of the epsilon tensor that are useful for our
calculations. The epsilon tensor is defined as
ǫ
i1···ip
j1···jp =

1 if (i1 · · · ip) is an even permutation of (j1 · · · jp) ;
−1 if (i1 · · · ip) is an odd permutation of (j1 · · · jp) ;
0 otherwise.
(87)
We work with SU(N) gauge groups, so p ≤ N and both i1, · · · , ip and j1, · · · , jp are
integers from 1 to N . As special cases we write:
ǫi1···iN = ǫi1···iN1···N , (88)
ǫi1···iN ǫj1···jN = ǫ
i1···iN
j1···jN , (89)
δij = ǫ
i
j (90)
Some properties of the epsilon tensor that are useful in computations of correlation
functions of determinant and sub-determinant operators are:
ǫ
i1···ip
j1···jp =
p∑
x=1
(−1)x+1δi1jxǫi2···ipj1···jx−1jx+1···jp (91)
ǫ
ip+1···iMkM+1···kN
ip+1···iM jM+1···jN =
M !
p!
ǫ
kM+1···kN
jM+1···jN (92)
ǫ
kM+1···kN
k′
M+1···k′N ǫ
ip+1···iMk′M+1···k′N
jp+1···jM lM+1···lN = (N −M)!ǫ
ip+1···iMkM+1···kN
jp+1···jM lM+1···lN (93)
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A familiar special case of (91) is ǫi1i2j1j2 = δ
i1
j1
δi2j2 − δi1j2δi2j1 . An example of the use of these
identities that is relevant to the correlators computed in this paper is
ǫi1···iN ǫk1···kN ǫ
k1···kpip+1···iN ǫi1···ipkp+1···kN = ǫk1···kpip+1···iNi1···iN ǫ
i1···ipkp+1···kN
k1···kN
= (N − p)!2ǫk1···kpi1···ip ǫ
i1···ip
k1···kp(N − p)!p!N !
Another useful summation formula is (M ≤ N)
M∑
p=0
(N − p)!
(M − p)! =
(N + 1)!
(N −M + 1)M ! . (94)
In some computations we only need to keep terms to leading order in large N . As-
suming M and N are of the same order (so that M = αN with 0 < α < 1) it can be
shown that at leading order in N
M∑
p=0
(N − p)!
(M − p)!p
k ∼
M∑
p=0
(N − p)!
(M − p)! =
(N + 1)!
(N −M + 1)M ! ∼
N !
M !
(95)
This tells us the factor of pk only contributes a coefficient of proportionality at the
leading order in large N .
B Young operators for two column Young diagrams
In Sec. 5 we gave general expressions for the Young operators associated to a Young
diagram. However, it can be difficult in general to construct a concrete closed form
expression. In this appendix we explicitly derive the operators describing two branes
with one string on them. The relevant Young diagrams appear in Fig. 7, and consist
of two columns with N and M boxes (M ≤ N). Operators are constructed by filling
one box with Y J and all remaining boxes with Φ. As discussed in Sec. 5 and Sec. 6,
there are two independent states of this form, which we construct below.
B.1 String attached to the smaller brane
First, we construct the operator corresponding to the first tableau (1) in Fig. 7, i.e.,
an open string attached to the smaller brane. Recall from Sec. 5 that must fill the
boxes of the tableau and then symmetrize rows and antisymmetrize columns. It is
easiest to start with the antisymmetrization. Taking the product of an antisymmetric
combination of N Φs with an antisymmetric combination of M − 1 Φs and one Y J
gives the operator
P1 ≡ ǫi1i2...iNj1j2...jNΦj1i1Φj2i2 ...ΦjNiN ǫ˜
i1 i˜2...˜iM k˜1...k˜N−M
j˜1j˜2...j˜M k˜1...k˜N−M
Φj˜1
i˜1
Φj˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
(96)
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It remains to act with the horizontal Young subgroup, i.e., to symmetrize the rows of
the tableau.
To start, we reorganize the sum over i˜1 as
P1 =
N∑
i˜1=il,l=1
ǫi1i2...iNj1j2...jNΦ
j1
i1
Φj2i2 ...Φ
jN
iN
ǫ
il˜i2...˜iM k˜1...k˜N−M
j˜1j˜2...j˜M k˜1...k˜N−M
Φj˜1il Φ
j˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
= Nǫi1i2...iNj1j2...jNΦ
j1
i1
Φj2i2 ...Φ
jN
iN
ǫ
i1 i˜2...˜iM k˜1...k˜N−M
j˜1 j˜2...j˜M k˜1...k˜N−M
Φj˜1i1Φ
j˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
≡ NP1,1 .
Continuing this way and summing up i˜1, ..., i˜k gives
P1 = N(N − 1)...(N − k + 1)P1,k (97)
P1,k = ǫ
i1i2...iN
j1j2...jN
Φj1i1Φ
j2
i2
...ΦjNiN ǫ
i1...ik i˜k+1...˜iM k˜1...k˜N−M
j˜1...j˜kj˜k+1...j˜M k˜1...k˜N−M
Φj˜1i1 ...Φ
j˜k
ik
Φ
j˜k+1
i˜k+1
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
(98)
Now consider symmetrizing by action of the horizontal group of the tableau. Be-
cause we have only two columns, all elements of the horizontal group are of the form
(il1 i˜l1)...(ilk i˜lk) where (il1 i˜l1) exchanges il1 and i˜l1 . A single permutation by (i1˜i1), for
example, gives
(i1˜i1) · P1 = ǫi1i2...iNj1j2...jNΦj1i˜1Φ
j2
i2
...ΦjNiN ǫ˜
i1 i˜2...˜iM k˜1...k˜N−M
j˜1 j˜2...j˜M k˜1...k˜N−M
Φj˜1i1Φ
j˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
It is important that we permute indices before summing over them. Upon summing
over i˜1 on the right hand side, the expression vanishes unless i˜1 = i1 because of
antisymmetry under the j indices. Thus,
(i1˜i1) · P1 = ǫi1i2...iNj1j2...jNΦj1i1Φj2i2 ...ΦjNiN ǫ
i1 i˜2...˜iM k˜1...k˜N−M
j˜1j˜2...j˜M k˜1...k˜N−M
Φj˜1i1Φ
j˜2
i˜2
...Φ
j˜M−1
i˜M−1
(Y J)j˜M
i˜M
= P1,1 =
1
N
P1
Iterating this process,
k∏
l=1
(il˜il) · P1 = k!P1,k = k! (N − k)!
N !
P1 ≡ 1
CkN
P1 (99)
Now it is straight forward to find carry out the symmetrization. The horizontal
group action isG =
∏M
l=1(I+(il˜il)). Because (99) shows that the action of any product
of pair permutations on P1 is proportional to P1 with a coefficient that depends on
the number of permutations, we can write G · P1 =
(∑M
s=0C
s
MP
s
)
· P1, where P s
simply denotes the action of any s pair permutations and CsM is the number of ways
of selecting these permutations from the M that appear in the product defining G.
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Then, using (99),
O1 =
M∏
l=1
(I + (il˜il)) · P1 =
(
M∑
s=0
CsMP
s
)
· P1
=
M∑
s=0
CsM
1
CsN
P1 =
M !
N !
P1
M∑
s=0
(N − s)!
(M − s)!
=
(N + 1)
(N −M + 1)P1 (100)
where we have used (94).
B.2 String attached to the larger brane
A string in the larger brane is created by inserting a Y J is the first column (which
has N boxes) of the two column tableau, i.e., this is the second tableau (2) in Fig. 7.
As above, it is easiest to start with a product operator that has taken care of anti-
symmetrization by the vertical Young subgroup:
P2 = ǫ
i1i2...iN
j1j2...jN
Φj1i1Φ
j2
i2
...Φ
jN−1
iN−1
(Y J)jNiN ǫ˜
i1 i˜2...˜iM k˜1...k˜N−M
j˜1 j˜2...j˜M k˜1...k˜N−M
Φj˜1
i˜1
Φj˜2
i˜2
...Φj˜M
i˜M
(101)
Following the strategy (97) to sum over i˜1, ..., i˜k gives
P2 =
(N − 1)!
(N − k − 1)!P2,k,a +
k(N − 1)!
(N − k)! P2,k,b (102)
where we have defined
P2,k,a = ǫ
i1i2...iN
j1j2...jN
Φj1i1Φ
j2
i2
...Φ
jN−1
iN−1
(Y J)jNiN ǫ
i1...ik i˜k+1...˜iM k˜1...k˜N−M
j˜1...j˜kj˜k+1...j˜M k˜1...k˜N−M
Φj˜1i1 ...Φ
j˜k
ik
Φ
j˜k+1
i˜k+1
...Φj˜M
i˜M
P2,k,b = ǫ
i1i2...iN
j1j2...jN
Φj1i1Φ
j2
i2
...Φ
jN−1
iN−1
(Y J)jNiN ǫ
i1...ik−1iN i˜k+1...˜iM k˜1...k˜N−M
j˜1...j˜k−1.j˜kj˜k+1...j˜M k˜1...k˜N−M
Φj˜1i1 ...Φ
j˜k−1
ik−1
Φj˜kiNΦ
j˜k+1
i˜k+1
...Φj˜M
i˜M
The two index structures arise because in reorganizing the sums over i˜m as sums over
the il following (97), the index iN is distinguished because it indexes Y
J . A useful
identity that we can infer from the above is
P2,1,b =
(N − 1)!
(N − k)!P2,k,b
With these results in hand, we symmetrize by the horizontal subgroup. One
permutation gives
(i1˜i1) · P2 = P2,1,a + P2,1,c
P2,1,c = ǫ
i1i2...iN
j1j2...jN
Φj1iNΦ
j2
i2
...Φ
jN−1
iN−1
(Y J)jNiN ǫ
iN i˜2...˜iM k˜1...k˜N−M
j˜1j˜2...j˜M k˜1...k˜N−M
Φj˜1i1Φ
j˜2
i˜2
...Φj˜M
i˜M
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where we permuted ii and i˜1 as in (99) and then observed that the sum over i˜1 will
vanish unless i˜1 = i1 or i˜1 = iN . When applying further permutations to P1 we will
find the following definitions and identities useful:
P2,k,c = ǫ
i1i2...iN
j1j2...jN
Φj1iNΦ
j2
i2
...Φ
jN−1
iN−1
(Y J)jNiN ǫ
iN i2...ik i˜k+1...˜iM k˜1...k˜N−M
j˜1j˜2...j˜kj˜k+1...j˜M k˜1...k˜N−M
Φj˜1i1Φ
j˜2
i2
...Φj˜kikΦ
j˜k+1
i˜k+1
...Φj˜M
i˜M
P2,1,c =
(N − 2)!
(N − k − 1)!P2,k,c (103)
1
N
P1 = P2,1,b − (N − 1)P2,1,c (104)
Using these identities we find that
k∏
l=1
(il˜il) · P2 = k!P2,k,a + kk!P2,k,c = k! (N − k − 1)!
(N − 1)! [P2 − kP2,1,b]
+ kk!
(N − k − 1)!
(N − 2)! P2,1,c (105)
Finally, we can calculate the Young operator, again using the fact that the action of
s permutations on P2 only depends on how many permutations are involved. Using
P k to denote the action of k permutations we find
O2 =
M∏
l=1
(I + (il˜il)) · P2 =
(
M∑
k=0
CkMP
k
)
· P2 (106)
Applying our accumulated results gives
O2 =
M∑
k=0
CkM
[
k!
(N − k − 1)!
(N − 1)! [P2 − kP2,1,b] + kk!
(N − k − 1)!
(N − 2)! P2,1,c
]
(107)
=
N
(N −M)P2 +
MN(N − 1)
(N −M)(N −M + 1)P2,1,c
− MN
(N −M)(N −M + 1)P2,1,b (108)
Finally using (104) we obtain
O2 = N
(N −M)P2 −
M
(N −M)(N −M + 1)P1 (109)
As we will show, this formula can also be derived by demanding orthogonality between
the operators making strings on the big and small branes.
B.3 Orthogonality
Now we check the orthogonality of O1 and O2. Appendix C contains a general proof of
orthogonality of operators creating single strings on an arbitrary system of D-branes.
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After some tedious but straight forward calculations we find that in the planar
limit of the free theory〈
P1P
†
2
〉
NJ−1
=
N !2(N + 1)!(N − 1)!(N −M)!M !2
(N −M + 1)(N −M + 2)
[
1 +
(J − 1)(N −M + 1)
NM
]
(110)〈
P2P
†
2
〉
NJ−1
=
N !(N + 1)!(N − 1)!2(N −M)!M !2((N + 1)(N −M) +N)
(N −M + 2)(N −M + 1)[
1 +
(J − 1)(N +M)
N(N + 1)(N(N −M + 2)−M)
]
(111)〈
P1P
†
1
〉
NJ−1
=
N !3(N + 1)!(N −M)!M !(M − 1)!
(N −M + 2)
[
1 +
(J − 1)(N −M + 1)
NM
]
(112)
In particular,13 〈
P1P
†
2
〉
=
〈
P1P
†
1
〉 M
N(N −M + 1) (113)
so 〈
O1O†2
〉
= 0
which is just what we expected. Although the explicit results presented above are
for planar diagrams it is in fact easy to show that the orthogonality will hold at all
orders in the 1/N exapansion of the free theory. The only thing that matters in the
calculation is the contraction of the two different index structures of Y J . A little
thought shows that at each non-planar order, these contractions satisfy (113) and
orthogonality of O1,2 will follow.
C Orthogonality of one open string states
In this Appendix we demonstrate orthogonality of one open string states on arbitrary
brane system, i.e, arbitrary Young diagram. Recall that the operator is given by
PR,p =
∑
s∈Sn
dp∑
i=1
DR(s)ii · s (114)
13It is worth nothing that when M → N ,
〈
P1P
†
1
〉
does not approach
〈
P2P
†
2
〉
exactly. Instead,〈
P1P
†
1
〉
−
〈
P2P
†
2
〉
〈
P1P
†
1
〉
+
〈
P2P
†
2
〉 = (J−1)N2 − 2(J−1)N(N+1)
2 + (J−1)N2 +
2(J−1)
N(N+1)
which is zero in the large N limit. The slight discrepancy occurs because the contractions of ǫ tensors
are slightly different when M = N (since one of the columns of the Young diagram only has N − 1
Φs). Thus the results above apply strictly to M < N .
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where i is summing over the irreducible block p of Sn−1 inside the representaton R of
Sn. Also we have used the fact that there is unitary representation matrix with real
number entries so D
R
= DR. Acting with (114) on the fields we have the state
PR,p(Φ, Y
J) =
∑
s∈Sn
dp∑
i=1
DR(s)ii
N∑
Ii=1
ΦI1Is(1)Φ
I2
Is(2)
...Φ
In−1
Is(n−1)
(Y J)InIs(n) (115)
P †R,p(Φ, Y
J) =
∑
t∈Sn
dp∑
i=1
DR(s)ii
N∑
Ji=1
(Φ†)
Jt(1)
J1
(Φ†)
Jt(2)
J2
...(Φ†)
Jt(n−1)
Jn−1
(Y J†)
Jt(n)
Jn
(116)
Note the exchange of up and down indices under the conjugation of (116).
C.1 The two point function for J = 1 case
Now we calculate the two point fuction as
I2 =
〈
PR,p(Φ, Y )P
†
S,q(Φ, Y )
〉
=
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jjΦ
I1
Is(1)
ΦI2Is(2) ...Φ
In−1
Is(n−1)
Y InIs(n)(Φ
†)
Jt(1)
J1
(Φ†)
Jt(2)
J2
...(Φ†)
Jt(n−1)
Jn−1
(Y †)
Jt(n)
Jn
=
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn−1
〈
ΦI1Is(1)(Φ
†)
Jt(α(1))
Jα(1)
〉〈
Φ
In−1
Is(n−1)
(Φ†)
Jt(α(n−1))
Jα(n−1)
〉〈
Y InIs(n)(Y
†)
Jt(n)
Jn
〉
where
∑
α∈Sn−1 gives all possible contractions. Now using〈
Φij(Φ
†)kl
〉
= δilδ
k
j
2πgs
4π2
1
|x− y|2
we get (we have neglected the factor 2pigs
4pi2
1
|x−y|2 )
I2 =
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn−1
δIlJα(l)δ
Jt(α(l))
Is(l)
δInJnδ
Jt(n)
Is(n)
=
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn|α(n)=n
δIlJα(l)δ
Jt(α(l))
Is(l)
=
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn|α(n)=n
δ
Is(l)
Jα(s(l))
δ
Jt(α(l))
Is(l)
=
∑
J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn|α(n)=n
δ
Jt(α(l))
Jα(s(l))
=
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn|α(n)=n
NC(α
−1·t−1·α·s)
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where we have used some results from [7]. Inserting the delta-function
I2 =
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn|α(n)=n
∑
β∈Sn
NC(β)δ(β−1 · α−1 · t−1 · α · s)
=
∑
t∈Sn
∑
i,j
∑
α∈Sn|α(n)=n
∑
β∈Sn
DR(α
−1tαβ)iiDS(t)jjNC(β)
=
∑
α∈Sn|α(n)=n
∑
β∈Sn
∑
i,j
NC(β)
dR∑
k,l=1
∑
t∈Sn
DR(α
−1)ikDR(t)klDR(αβ)liDS(t)jj
Finally we use the orthogonality relation∑
g∈G
T µil (g)T
ν
sm(g) =
dG
dµ
δisδlmδµν
to get
I2 =
∑
α∈Sn|α(n)=n
∑
β∈Sn
∑
i,j
NC(β)
∑
k,l
DR(α
−1)ikDR(αβ)li
n!
dR
δRSδkjδlj
=
∑
α∈Sn|α(n)=n
∑
β∈Sn
dp∑
i=1
dq∑
j=1
NC(β)DR(α
−1)ijDR(αβ)ji
n!
dR
δRS (117)
From the result (117) we can already read out some orthogonality relationships:
• (1) If R 6= S, I2 is zero. In another words, open string states are orthogonal if
they attach to different brane systems R and S.
• (2) If R = S, but p 6= q, I2 is zero. This can be read out from DR(α−1)ij .
Since α−1(n) = n, we have α−1 ∈ Sn−1 ⊂ Sn. In the basis we have chosen, the
matrix form is block diagonal so that DR(α
−1)ij = 0 if p 6= q. This proves the
orthogonality of different open string states attaching to same giant system at
tree level.
• (3) If R = S and p = q we can contiue the calculation as follows
I2 =
∑
α∈Sn|α(n)=n
∑
β∈Sn
∑
i,j
NC(β)DR(α
−1)ijDR(αβ)ji
n!
dR
δRS
=
∑
α∈Sn|α(n)=n
∑
β∈Sn
∑
i
NC(β)DR(β)ii
n!
dR
δRS
=
n!(n− 1)!
dR
δRS
∑
β∈Sn
NC(β)
dp∑
i=1
DR(β)ii
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C.2 The two point function with J > 1
For J > 1 a new term shows up in contractions of Y as〈
(Y m)InIs(n)(Y
m†)
Jt(n)
Jn
〉
∼ Nm−1δInJnδ
Jt(n)
Is(n)
+ (m− 1)Nm−2δInIs(n)δ
Jt(n)
Jn
Thus we have
I2 = I2,a + I2,b
I2,a = N
m−1∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn−1
δIlJα(l)δ
Jt(α(l))
Is(l)
δInJnδ
Jt(n)
Is(n)
I2,b = (m− 1)Nm−2
∑
I,J
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jj
∑
α∈Sn−1
δIlJα(l)δ
Jt(α(l))
Is(l)
δInIs(n)δ
Jt(n)
Jn
It is easy to see that I2,a is identical to previous calculations and we get
I2,a = N
m−1n!(n− 1)!
dR
δRSδpq
∑
β∈Sn
NC(β)
dp∑
i
DR(β)ii
The remaining hard part is to calculate I2,b. To do this we need to sum up
A2 =
∑
I,J
δI1Jα(1)δ
I2
Jα(2)
...δ
In−1
Jα(n−1)
δ
Jt(α(1))
Is(1)
δ
Jt(α(2))
Is(2)
...δ
Jt(α(n−1))
Is(n−1)
δInIs(n)δ
Jt(n)
Jn
If we combine all indices together and treat group elements as permutation of S2n,
we can write A2 as (Is(n)Jn) · A1 where the permutation A1 is given as
A1 =
∑
I,J
δI1Jα(1)δ
I2
Jα(2)
...δ
In−1
Jα(n−1)
δInJnδ
Jt(α(1))
Is(1)
δ
Jt(α(2))
Is(2)
...δ
Jt(α(n−1))
Is(n−1)
δ
Jt(n)
Is(n)
Now we can see how the cycle structure changes from A1 to A2 under the permutation
(Is(n)Jn):
• (1) If cycles of A1 do not contain Is(n) and Jn, they are invariant under the
permutation (Is(n)Jn). Because In and Jn are always in the same cycle of S2n,
when we reduce to the cycle structure of Sn, the cycles of sα
−1t−1α do not have
elements (n) and s(n).
• (2) If Is(n) and Jn belong to two different cycles of A1, after the permutation
(Is(n)Jn), these two cycles will combine to one cycle. From the point of view
of Sn, it means that one cycle of sα
−1t−1α has element (n) and another cycle,
s(n). These two cycles will merge by permutation (ns(n)) of Sn.
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• (3) If Is(n) and Jn belong to same cycles of A1, after the permutation (Is(n)Jn),
this cycle will break to two cylces. From the point of view of Sn, it means that
this cycle of sα−1t−1α has both elements (n) and s(n) and it will be broken to
two cycle by permutation (ns(n)) of Sn.
All above analyses can be summarized as
A2 = N
C(Pssα−1t−1α)
where Ps = (n, s(n)) is the permutation determined by s. It is worth to notice that
Ps(s(n)) = n or Pss ∈ Sn−1. Using this we can write
∑
s∈Sn s
∑n
i=1
∑
s˜∈Sn−1 Pis˜ with
Pi = (i, n).
Now we can calculate
I2,b = (m− 1)Nm−2
∑
α∈Sn−1
∑
s,t∈Sn
∑
i,j
DR(s)iiDS(t)jjN
C(Pssα−1t−1α)
= (m− 1)Nm−2
∑
α∈Sn−1
n∑
i=1
∑
s˜∈Sn−1
∑
t∈Sn
∑
i,j
DR(Pis˜)iiDS(t)jjN
C(s˜α−1t−1α)
= (m− 1)Nm−2
∑
α∈Sn−1
n∑
k=1
∑
s˜∈Sn−1
∑
t∈Sn
∑
i,j
DR(Pks˜)iiDS(t)jj
∑
β∈Sn
NC(β)δ(β−1s˜α−1t−1α)
= (m− 1)Nm−2
∑
α∈Sn−1
∑
β∈Sn
NC(β)
n∑
k=1
∑
s˜∈Sn−1
∑
i,j
DR(Pks˜)iiDS(αβ
−1s˜α−1)jj
= (m− 1)Nm−2
∑
α∈Sn−1
∑
β∈Sn
NC(β)
n∑
k=1
∑
s˜∈Sn−1
∑
i,j
dS∑
l,m
dR∑
r
DR(Pk)irDR(s˜)riDS(αβ
−1)jlDS(s˜)lmDS(α−1)mj
Note that from the third equation to the fourth equation we sum t ∈ Sn instead
of s˜ ∈ Sn−1 because the equation β−1s˜α−1t−1α = I may not have a solution for all
s˜ ∈ Sn−1. Now we can use the orthogonality relationship for s˜ ∈ Sn−1. However, the
situation is a little complex because the representations R, S are irreducible to Sn, but
reducible (most time) to Sn−1. In our choice of bases, the matrix is block diagonazed
for s˜ ∈ Sn−1, thus we have
∑dR
r DR(s˜)ri =
∑dp
r DR(s˜)ri where p is the irreducible
representation of Sn−1 inside R. Similarly
∑dS
l,mDS(s˜)lm =
∑
qγ
∑dγ
lγ ,mγ
DS(s˜)lγmγ
where qγ are these irreducible representations of Sn−1 inside representation S. Now
using ∑
s˜∈Sn−1
DR(s˜)riDS(s˜)lγmγ =
(n− 1)!
dp
δpqγδrlγδimγ
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we have
I2,b =
(n− 1)!(m− 1)Nm−2
dp
∑
α∈Sn−1
∑
β∈Sn
NC(β)
n∑
k=1
∑
i,j
dp∑
r
∑
qγ
dγ∑
lγ ,mγ
DR(Pk)irDS(αβ
−1)jlγDS(α
−1)mγjδpqγδrlγδimγ
Notice that α−1 ∈ Sn−1, DS(α−1)mγj is not zero when and only when qγ is the same
irreducible representation q chosen by index j (our starting point). Thus we have
I2,b =
(n− 1)!(m− 1)Nm−2
dp
∑
α∈Sn−1
∑
β∈Sn
NC(β)
n∑
k=1
∑
i,j
dp∑
r
dq∑
l,m
DR(Pk)irDS(αβ
−1)jlDS(α−1)mjδpqδrlδim
=
(n− 1)!(m− 1)Nm−2
dp
∑
α∈Sn−1
∑
β∈Sn
NC(β)
n∑
k=1
∑
i
dp∑
r
dq∑
l,m
DR(Pk)irDS(α
−1αβ−1)mlδpqδrlδim
=
(n− 1)!(n− 1)!(m− 1)Nm−2
dp
δpq
∑
β∈Sn
NC(β)
n∑
k=1
dp∑
i
dq∑
l
DR,p(Pkβ)ii
Result I2,b tell us that the orthogonal relationship is not that perfect because even
R 6= S, as long as p ∈ R, q ∈ S and p = q for Sn−1 I2,b is still nozero.
Now the large N limit comes to be our rescue. Let us consider the ratio of
I2,b
I2,a
I2,b
I2,a
=
dR
dp
(m− 1)
Nn
∑
β∈Sn N
C(β)
∑n
k=1
∑dp
i
∑dg
l DR,p(Pk)ilDS,q(β)li∑
β∈Sn N
C(β)
∑dp
i DR(β)ii
where dR
dp
∼ O(1). The difficult part is to estimate the last ratio. Notice if R = S
we have
∑dp
i
∑dg
l DR,p(Pk)ilDS,q(β)li =
∑dp
i DR,p(Pkβ)ii, so it is not unreasonable to
guess naively that
∑n
k=1 will contribute an order n. If this assumption is right (which
we do not know how to prove it), we have
I2,b
I2,a
∼ (m− 1)
N
Thus as long as the angular momentum m is not large enough, under proper normal-
ization using I2,a we can neglect the contribution of I2,b and get the perfect orthogonal
relationship, i.e, if R 6= S or p 6= q, two open string states are orthogonal.
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In principal, we can use similar method to prove the orthogonality for two open
string states or more open string states. However, as the calculation becomes tedious
very quickly, it is better to look for simpler method.
D An example
In this appendix we will give a detailed example of the correlation function compu-
tations in this paper. Other calculations are carried out similarly, but we omit the
details here because of their length. As our example we will describe how to calculate
the two-point functions of the operator P1 (56) which describes two D-branes with a
string on the smaller one. In the free theory the contractions of the fields in (56) give
〈
P1P
†
1
〉
= (N −M)!2
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× ǫi1...ipip+1...iNj1...jpjp+1....jN ǫ˜
i1...˜ip˜ip+1...˜iM−1i˜M
j˜1...j˜pj˜p+1...j˜M−1j˜M
ǫ
j˜1...j˜pjp+1...jN
i˜1...˜ipip+1...iN
ǫ
j1...jpj˜p+1...j˜M−1k˜M
i1...ip˜ip+1...˜iM−1 l˜M
×
[
NJ−1δj˜M
k˜M
δ l˜M
i˜M
+ (J − 1)NJ−2δj˜M
i˜M
δ l˜M
k˜M
]
(118)
Here p counts the number of Φ fields in the big brane of P1 that are contracted with Φ¯
fields in the small brane of P †1 . The combinatorial factor C
p
NC
p
NC
p
M−1C
p
M−1p!p!(N −
p)!(M − 1 − p)! arises from the number of ways in which these contractions can be
done. For example, choosing p Φ from the large brane in P1 and p Φ from small
brane of P 1 gives factor C
p
NC
p
M−1 while different orders of contractions among these
two groups of Φ gives the factor p!. The contractions between Y s give two different
index structures. While the contraction between the Φs are carried out exactly, those
between the Y s are done at the planar level. In this sense our computations are at the
leading order in large N . One loop corrections from interactions are also evaluated
in the planar limit for contractions between Y s.
For the first index structure we have〈
P1P
†
1
〉
a
= (N −M)!2NJ−1
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× ǫi1...ipip+1...iNj1...jpjp+1....jN ǫ˜
i1...˜ipi˜p+1...˜iM−1i˜M
j˜1...j˜pj˜p+1...j˜M−1j˜M
ǫ
j˜1...j˜pjp+1...jN
i˜1...˜ipip+1...iN
ǫ
j1...jpj˜p+1...j˜M−1j˜M
i1...ipi˜p+1...˜iM−1i˜M
(119)
We can interchange the lower indices of first and third ǫ tensors, because both of
them are maximal to get
〈
P1P
†
1
〉
a
= (N −M)!2NJ−1
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× ǫi1...ipip+1...iN
i˜1...˜ipip+1...iN
ǫ˜
i1...˜ip˜ip+1...˜iM−1i˜M
j˜1...j˜pj˜p+1...j˜M−1j˜M
ǫ
j˜1...j˜pjp+1...jN
j1...jpjp+1....jN
ǫ
j1...jpj˜p+1...j˜M−1j˜M
i1...ipi˜p+1...˜iM−1i˜M
(120)
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Carrying out various index contractions using the identities in Appendix A gives
〈
P1P
†
1
〉
a
= N −M)!2NJ−1
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× (N − p)!2ǫi1...ip
i˜1...˜ip
ǫ˜
i1...˜ip˜ip+1...˜iM−1i˜M
j˜1...j˜pj˜p+1...j˜M−1j˜M
ǫ
j˜1...j˜p
j1...jp
ǫ
j1...jpj˜p+1...j˜M−1j˜M
i1...ip˜ip+1...˜iM−1i˜M
(121)
= (N −M)!2NJ−1
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× (N − p)!2p!2ǫi1...ip˜ip+1...˜iM−1i˜M
j˜1...j˜pj˜p+1...j˜M−1j˜M
ǫ
j˜1...j˜pj˜p+1...j˜M−1j˜M
i1...ip˜ip+1...˜iM−1i˜M
(122)
Further simplification leads to
〈
P1P
†
1
〉
a
= (N −M)!2NJ−1
M−1∑
p=0
CpNC
p
NC
p
M−1C
p
M−1p!p!(N − p)!(M − 1− p)!
× (N − p)!2p!2M ! N !
(N −M)! (123)
= NJ−1N !3(N −M)!M !(M − 1)!2
M−1∑
p=0
(N − p)!
(M − 1− p)! (124)
= NJ−1N !3(N −M)!M !(M − 1)!2 (N + 1)!
(N −M + 2)(M − 1)! (125)
In this particular case the final index contractions in (122) were simple. However,
the
〈
P1P
†
1
〉
has two index structures. If we evaluate the second index structure
(J − 1)NJ−2δj˜M
i˜M
δ l˜M
k˜M
we will meet following index contractions
EII ≡ ǫjpjN−p−1jipiN−p−1j ǫ
kpiN−p−1i
lpjN−p−1i
ǫ
lplM−p
kpkM−p
ǫ
ipkM−p
jplM−p
= ǫ
jpjN−p−1j
lpjN−p−1i
ǫ
kpiN−p−1i
ipiN−p−1j
ǫ
lplM−p
kpkM−p
ǫ
ipkM−p
jplM−p
= (N − p− 1)!2ǫjpjlpi ǫ
kpi
ipj
ǫ
lplM−p
kpkM−p
ǫ
ipkM−p
jplM−p
where we have used jp to represent j1...jp and kM−p to represent k1...kM−p to make
notation simpler. The factor ǫ
jpj
lpi
ǫ
kpi
ipj ǫ
lplM−p
kpkM−p
ǫ
ipkM−p
jplM−p
can be computed step by step:
• (1) Fixing i we have N choices.
• (2) If j = i, then ip, jp, kp, lp can only choose from remaining (N−1) values and
we denote as ip, jp, kp, lp ∈ U(N −1). Now lM−p, kM−p can have two realization.
The first is that one index in the set lM−p, kM−p (recalling that these two sets
have (M − p) indices) take the value i. The second is that no index in the set
lM−p, kM−p take the value i. For the first case we can write lM−p = ilM−p−1 and
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kM−p = ikM−p−1 after some permutations. Thus we have
N(M − p)2ǫjplp ǫ
kp
ip ǫ
lplM−p−1
kpkM−p−1
ǫ
ipkM−p−1
jplM−p−1
= N(M − p)2p!2ǫjplM−p−1kpkM−p−1ǫ
kpkM−p−1
jplM−p−1
= N(M − p)2p!2(M − 1)! (N − 1)!
(N − 1− (M − 1))!
=
N !(M − 1)!p!2(M − p)2
(N −M)!
The factor N comes from summing i. The factor (M − p)2 comes from the
choice of one index from two sets lM−p, kM−p. Furthermore, when writting in
above form we have neglected the index i. The purpose of doing so is because
now every index can only take values from remaining (N−1) values. In another
word, we can treat above expression as the index contraction for U(N−1) gauge
group (recalling results in the Appendix A).
For the second case we have
Nǫ
jp
lp
ǫ
kp
ip
ǫ
lplM−p
kpkM−p
ǫ
ipkM−p−1
jplM−p
= Np!2ǫ
jplM−p
kpkM−p
ǫ
kpkM−p
jplM−p
= Np!2M !
(N − 1)!
(N − 1−M)!
=
N !(M − 1)!p!2M(N −M)
(N −M)!
Adding these two cases together we have
N !(M − 1)!p!2
(N −M)! [(M − p)
2 +M(N −M)]
• (3). Now we discuss the case that i 6= j. It is obvious that we will have factor
N(N − 1) from summing i, j. Since ǫjpjlpi is zero unless (lpi) is a permutation of
(jpj), this means that index j must show up in set lp. Similarly i must show up
in set jp. After all we have i ∈ jp, ip, j ∈ lp, kp with combinatorical factor p4.
Notice that lM−p, kM−p ∈ U(N − 2) so we reduced index contraction to
N(N − 1)p4ǫjp−1lp−1 ǫ
kp−1
ip−1
ǫ
lp−1lM−p
kp−1kM−p
ǫ
ip−1kM−p−1
jp−1lM−p
= N(N − 1)p4(p− 1)!2ǫjp−1lM−pip−1kM−pǫ
ip−1kM−p−1
jp−1lM−p
= N(N − 1)p4(p− 1)!2(M − 1)! (N − 2)!
(N −M − 1)!
=
N !(M − 1)!p!2
(N −M)! [p
2(N −M)]
where indices i, j have been deleted and contraction is done in effective U(N−2)
gauge theory.
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• (4) Adding (2) and (3) together we have
ǫ
jpj
lpi
ǫ
kpi
ipj ǫ
lplM−p
kpkM−p
ǫ
ipkM−p
jplM−p
=
N !(M − 1)!p!2
(N −M)! [(M − p)
2 +M(N −M) + p2(N −M)]
Putting factor (N − p− 1)!2 back we finally have
EII = N !(N − p− 1)!
2p!2M !
(N −M − 1)!
[
1 +
(M − p)2
M(N −M) +
p2
M
]
=
N !(M − 1)!p!2(N − p− 1)!2
(N −M)! [(M − p)
2 +M(N −M) + p2(N −M)]
To calculate the complete one-loop correction we need to insert four interaction terms.
For each term, there are in principal 4! = 24 possible index contractions where each
one could be as (pr more) complicated as (than) EII . From this we see that an
explicit calculation of the one-loop correction is rather complicated. Thus our results
provide a non-trivial check of our proposal concerning emergent gauge symmetry from
D-brane operators in Yang-Mills theory.
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