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The Bayesian approach for feed-forward neural networks has been applied to the extraction of
the nucleon axial form factor from the neutrino-deuteron scattering data measured by the Argonne
National Laboratory bubble chamber experiment. This framework allows to perform a model-
independent determination of the axial form factor from data. When the low 0.05 < Q2 < 0.10 GeV2
data are included in the analysis, the resulting axial radius disagrees with available determinations.
Furthermore, a large sensitivity to the corrections from the deuteron structure is obtained. In turn,
when the low-Q2 region is not taken into account with or without deuteron corrections, no significant
deviations from previous determinations have been observed. A more accurate determination of
the nucleon axial form factor requires new precise measurements of neutrino-induced quasielastic
scattering on hydrogen and deuterium.
I. INTRODUCTION
A good understanding of neutrino interactions with
matter are crucial to achieve the precision goals of oscil-
lation experiments that aim at a precise determination of
neutrino properties [1]. In current (T2K, NOvA) and fu-
ture (DUNE, HyperK) oscillation experiments with few-
GeV neutrinos, a realistic modeling of neutrino interac-
tions with nuclei, and their uncertainties in a broad kine-
matic range is required to distinguish signal from back-
ground and minimize systematic errors. A key ingredient
of such models are the amplitudes and cross sections at
the nucleon level.
In particular, a source of uncertainty arises from the
nucleon axial form factor FA. This fundamental nucleon
property is a function of Q2, defined as minus the four-
momentum transferred to the nucleon squared. The axial
coupling gA = FA(Q
2 = 0) is known rather precisely from
the neutron β-decay asymmetry [2]:
gA = 1.2723± 0.0023 , (1)
although a more precise value can be obtained using re-
cent measurements of the nucleon lifetime [3]. For the
Q2 dependence, the most common parametrization is the
dipole ansatz
F dipoleA (Q
2) = gA
(
1 +
Q2
M2A
)−2
, (2)
in terms of a single parameter, the so-called axial mass
MA. The dipole parametrization has been utilized to
describe also the electric and magnetic form factors of
the nucleon. In the Breit frame and for small momenta,
this Q2 dependence implies that the charge distribution
is an exponentially decreasing function of the radial coor-
dinate. Both the electric and the magnetic form factors
of the nucleon deviate from the dipole parametrization,
for a review see Ref. [4]. It seems then natural to expect
similar deviations for the axial one.
Empirical information about FA can be obtained from
neutrino charged-current quasielastic (CCQE) scattering
νl n → l− p. Modern neutrino cross-section measure-
ments have been performed on heavy nuclear targets
(mostly 12C) where the determination of FA becomes
unreliable due to the presence of not well-constrained
nuclear corrections and the difficulties in isolating the
CCQE channel in a model-independent way. A detailed
discussion of this problem can be found, for instance,
in Sec. III of Ref. [5]. A more direct and, in prin-
ciple, less model dependent determination of FA relies
on bubble-chamber data on deuterium. Global analy-
ses of the Argonne National Laboratory (ANL) [6–8],
Brookhaven National Laboratory [9, 10], Fermilab [11]
and CERN [12] data with updated vector from factors
based on modern electron-scattering data have been per-
formed by Bodek and collaborators. A reference value of
MA = 1.016 ± 0.026 GeV with a small (2.5%) error has
been obtained [13].
On the other hand, as pointed out in Refs. [14, 15],
anzatz (2) is not theoretically well founded. A new ex-
traction of FA has been recently undertaken using a func-
tional representation of the form factor based on confor-
mal mapping (z expansion) [16]. The function is only
constrained by the analytic structure and asymptotic be-
havior dictated by QCD. The resulting form factor is con-
sistent with the dipole one but with a much larger error,
Fig. 7 of Ref. [16]. In particular, the axial radius,
r2A ≡ −
6
gA
dFA
dQ2
∣∣∣∣
Q2=0
(3)
obtained is r2A = 0.46 ± 0.22 fm2, which agrees with the
dipole one r2A = 12/M
2
A but with an ∼ 20 times larger
error. This result might have implications for oscillation
studies and calls for a new measurement of neutrino-
nucleon cross sections, which is in any case desirable.
The axial radius can also be extracted from muon cap-
ture by protons. A recent analysis [17] using the z ex-
pansion obtains r2A = 0.43± 0.24 fm2, in agreement with
the neutrino-scattering result.
A promising source of information about FA(Q
2) is
lattice QCD. Although the experimental value of gA has
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2been recurrently underpredicted in lattice QCD stud-
ies, the use of improved algorithms has recently lead to
consistent results [18–21]. A global analysis of the low-
Q2 and light-quark mass dependence of the results of
Refs. [19–21] using baryon chiral perturbation theory has
found gA = 1.237 ± 0.074 and r2A = 0.263 ± 0.038 [22].
The central value of r2A is considerably lower than those
from empirical determinations but within the (large) er-
ror bars of the z expansion results.
The choice of a specific functional form of FA may
bias the results of the analysis. Moreover, the choice of
the number of parameters within a given parametriza-
tion is a delicate question. Too few parameters may not
give enough versatility. As the number of parameters in-
crease, the χ2 value of the fits can be reduced, but at
some point the fit tends to reproduce statistical fluctua-
tions of the experimental data [23]. A reduction of the
model-dependence of the results can be obtained within
the methods of neural networks. This approach has been
used to obtain nucleon parton distribution functions from
deep-inelastic scattering data by the neural network par-
ton distribution function (NNPDF) collaboration [24].
In this paper, we demonstrate that model-independent
information about FA can be obtained from a semi-
parametric analysis of ν-deuteron scattering data1. In
contrast to the parametric approach in which a partic-
ular parametrization of FA is adopted based on physics
assumptions, semi-parametric ones are not motivated by
physics; they allow to construct a statistical model in
terms of an ensemble of probability densities that are
used to do statistical inference i.e. to determine the
quantities of interest and their uncertainties (see Chap. 2
of Ref. [25]). The lack of physics motivation may prevent
the results from being extrapolated outside the fit region
(positive Q2 in our case). On the other hand, given the
generality of the approach, the results may contain new
physics beyond the underlying assumptions of a given
model or be affected by theoretical mismodeling and/or
deficiencies in a data set.
To perform this semiparametric analysis, we make use
of feed-forward neural networks2, a class of functions
with unlimited adaptive abilities [26]. With this choice,
we can eliminate any bias in the result introduced by
the functional form of the fit function. Depending on
the number of adaptive parameters, one can get differ-
ent variants of the statistical model (fit). In this con-
text, Bayesian statistics has proved to be a very effective
tool [27]. Its methods allow to make comparisons be-
tween different models and control the number of param-
eters in the fit. Bayesian methods are successfully used
in different branches of physics. For instance, in hadron
1 See Sec. II A for more detailed descriptions of parametric and
semiparametric techniques.
2 Semiparametric analyses of experimental data can also rely on
other families of functions, such as polynomials or radial-basis
functions [25].
and nuclear physics, they have been applied to the study
of the resonance content of the p(γ,K+)Λ reaction [28]
and to constrain the nuclear energy-density functional
from nuclear-mass measurements [29]. We consider the
Bayesian framework for neural networks formulated by
MacKay [30]. It has been adapted to model electric and
magnetic form factors [31]. It was also used in the in-
vestigation of the two-photon exchange phenomenon in
elastic electron-proton scattering [32–34]. Furthermore,
this approach has proved valuable to gain insight into
the proton radius puzzle and, in particular, to study the
model dependence in the extraction of the proton radius
from the electron-scattering data [23, 35].
In the present paper we employ the Bayesian frame-
work for neural networks to find the most favorable
FA(Q
2) based on the neutrino-deuteron CCQE scatter-
ing data measured by the ANL experiment3. In Sec. II
the Bayesian approach for the feedforward neural net-
works is introduced. Section III introduces the ANL data
and theoretical framework which describes the neutrino-
deuteron scattering. In Sec. IV the numerical results are
presented and discussed. In Sec. V the summary of the
study is given. Appendix A contains some details about
the prior distributions in the Bayesian approach, whereas
Appendix B contains the analytic form of some of the fits.
II. BAYESIAN FRAMEWORK FOR NEURAL
NETWORKS
This section reviews the Bayesian approach formulated
for the feedforward neural networks and its adaptation to
the problem of the extraction of the nucleon axial form
factor that best represents a given set of data. The pro-
posed framework is quite general: It does not rely on
physics assumptions about the functional form of FA(Q
2)
and is independent of the experimental conditions from
which the data originate. In this way, the present ap-
proach not only complements those based on physically
motivated parametrizations, but also has the potential to
disclose new physics effects as well as deficiencies in the
theoretical modeling or in the data.
The general idea is the following: Given a data set
a statistical model is built. The model is characterized
by a number of probability densities, which are obtained
using feed-forward neural networks. A detailed account
of the different ingredients of the approach is given in
this section. The specific application to ANL CCQE
neutrino-deuteron scattering data is left for the subse-
quent sections.
3 A global analysis including data from other experiments will be
addressed in a subsequent study.
3A. Neural networks
Our aim is to obtain a statistical model which has the
ability to generate FA(Q
2) values together with uncer-
tainties. In practice, to construct such a model, a num-
ber of probability densities must be estimated. This can
be achieved within three general methods [25]: (i) non-
parametric, (ii) parametric, and (iii) semiparametric. In
the first approach, no particular functional model is as-
sumed, and the probabilities are determined only by the
data. However, if the size of the data is large, the method
requires introduction of many internal parameters. Ad-
ditionally, this approach is computationally expensive.
In the parametric method, a specific functional form of
the model is assumed. In this case, it is relatively easy
to find the optimal configuration of the model parame-
ters. However, a particular choice of the parametrization
limits the ability of the model for an accurate descrip-
tion of the data4. In this case, the uncertainties for the
model prediction are either overestimated or underesti-
mated. The semiparametric method takes the best fea-
tures from both (i) and (ii) approaches. In this method,
instead of a single specific functional model, a broad class
of functions is considered. The optimal model is chosen
among them. The neural-network approach is a realiza-
tion of the semiparametric method. In particular, the
feedforward neutral networks form a class of functions
with unlimited adaptive abilities.
B. Multilayer perceptron
In order to model the nucleon axial form factor a feed-
forward neural network in a multilayer perceptron (MLP)
configuration is considered. The concept of MLP comes
from neuroscience [36]. A given MLP is a nonlinear map
from the input space of dimension ni to the output space
of dimension no,
N : Rni 7→ Rno . (4)
The MLP map can be represented by a graph which con-
sists of several layers of units: the input layer with ni
units, one or more hidden layers with hidden units, and
the output layer which has no units. In the input and in
every hidden layer, there is an additional bias unit. The
units from the consecutive layers are all connected, but
the bias unit is connected only to the following layer. As
an example, the graphical representation of the MLP: N :
R 7→ R is given in Fig. 1. Every edge (connection line)
in the graph represents one parameter of the function,
called latter a weight.
To every unit (blue circles in Fig. 1), a real single-
valued function called the activation function f is associ-
ated; its argument is the weighted sum of the activation
4 Fitting the axial form factor with the dipole parametrization is
an example of the parametric approach.
Q2
N
Hidden
layerInput layer
Output
layer
FIG. 1. Feedforward neural network in an MLP configura-
tion, N : R 7→ R. It consists of: (i) an input layer with one
input unit Q2 (open square); (ii) one hidden layer with three
hidden M = 3 units (filled blue circles); (iii) an output layer
consisting of one output unit (black square). Each line de-
notes a weight parameter wj . The bias weights are denoted
by dashed lines, whereas the bias units are represented by
open blue circles.
function values received from the connected units. In the
feedforward case, the ith unit in the kth layer is given in
terms of the input from the (k − 1)th layer by
yi,k = f
i,k
 ∑
u∈previous layer
wi,ku yu,k−1
 . (5)
A graphical representation of the above function is given
in Fig. 2. The weights wi,ku are real parameters. Their
optimal values are established by the network training
for which we adopt the Bayesian framework explained
below.
fi,k
∑n
u=0
...
...
wi,knyn,k−1
wi,k01
wi,k2
y2,k−1
wi,k1
y1,k−1
inputs weights
FIG. 2. The ith unit in the kth layer [Eq. (5)].
Note that for the bias unit f i,k(x) = 1. Furthermore,
it is assumed that in the output layer the activation func-
tions are linear f(x) = x. In order to simplify and speed
4up the performance of the numerical analyses MLPs with
only one hidden layer of units are considered. In Fig. 1,
there is an example of such an MLP with M = 3 hidden
units.
Let us introduce the MLP NM : R 7→ R, with a sin-
gle hidden layer and M units, which has the following
functional form:
NM (Q2; {wj}) =
M∑
n=1
w2M+n f
(
wn
Q2
Q20
+ wM+n
)
+w3M+1 ,
(6)
where Q20 ≡ 1 GeV2. This function depends on W =
3M + 1 weights and Q2.
It has been proved and demonstrated (Cybenko theo-
rem) [26, 37–42] that, if M is sufficiently large, feedfor-
ward neural networks with sigmoidal and linear activa-
tion functions in the (single) hidden and output layers,
respectively, form a dense subset in the set of continuous
functions. This implies that a map of the form (6) can
approximate arbitrarily well any continuous function and
its derivative. As required by the theorem, in our numer-
ical analysis, the activation functions in the hidden layer
are given by sigmoids,
f(x) =
1
1 + exp(−x) . (7)
C. Axial form factor
We seek for a model-independent parametrization of
FA that best represents the available data without any in-
put from theory. It should be quite general but, nonethe-
less, constrained by the following general properties:
(I) FA(Q
2) is assumed to be a continuous function of
Q2 in its validity domain;
(II) the domain of FA is restricted to the Q
2 ∈
(0, 3) GeV2 where the ANL data are present;
(III) FA(Q
2 = 0) is constrained by the gA experimental
value, Eq. 1;
(IV) as FA(Q
2) is bounded, there must be a C > 1:
FA(Q
2) < CF dipoleA (Q
2) in the whole Q2 interval
of (0, 3) GeV2.
The feedforward neural network of Eq. (6) can fulfill
these properties; for a more detailed discussion see Ap-
pendix A. In order to speed up the numerical computa-
tions, we rescale the output of the MLP (6) by normaliz-
ing it to the dipole ansatz. As the result, the axial form
factor is represented by
FA(Q
2) = F dipoleA (Q
2)× NM (Q2; {wi}) , (8)
where F dipoleA is given in Eq. (2) with MA = 1 GeV. In
this way, the neural-network response gives the deviation
of the axial form factor from the dipole parametrization.
The value of gA is allowed to change within the PDG
uncertainty Eq. (1).
D. Bayesian approach and Occam’s razor
As described above, a MLP is a nonlinear map de-
fined by some number of the adaptive parameters. The
increase in the number of hidden units improves MLP’s
ability to reproduce the data. However, when the num-
ber of units (weights) is too large, the model tends to
overfit the data, and it reproduces the statistical noise.
As a result, its predictive power is lost. On the other
hand, if the network is too small, then the data are un-
derfitted. This competition between two extreme cases
is know in statistics as the bias-variance trade-off [43].
Certainly, the optimal model is a compromise between
both extreme situations.
Bayesian statistics provides methods to face the bias-
variance trade-off dilemma. Indeed, the Bayesian ap-
proach naturally embodies Occam’s razor [27, 30, 44, 45]
i.e. complex models, defined by a large number of pa-
rameters, are naturally penalized, whereas simple fits
with a small number of parameters, are preferred. More-
over, the Bayesian approach allows one to make com-
parisons between different statistical descriptions of the
data and to indicate the model which is favored by the
measurements. An example of such analysis can be
found in Ref. [23] where a large number of different
fits of the electric and magnetic form factors were ob-
tained from electron-proton scattering data. For each
model, the value of the proton radius rEp has been cal-
culated. It turned out that, depending on the model,
rEp ranges from 0.8 to 1.0 fm. A considerable fraction of
the results agreed with the muonic-atom measurement
rEp = 0.84184(67) fm [46], but the Bayesian algorithm
preferred a model with rEp = 0.899 ± 0.003 fm, which
is in contradiction with the muonic-atom result but in
agreement with some other non-Bayesian ep scattering
data analysis. A critical review of various approaches to
proton radius extraction can be found in Ref. [47] and
references therein.
E. Bayesian framework for MLP
1. General idea
We adopt the Bayesian framework for the feedforward
neural network formulated by MacKay [48, 49]. The main
concepts of the approach are briefly reviewed below.
Let us consider the set of neural networks
N1, N2, . . . , NM , (9)
where M denotes the number of units in the hidden layer.
To each of the models N , one associates a prior proba-
bility denoted P(N ). Our task is to obtain two posterior
conditional probabilities: P(N | D) – the probability
of the model N given a data set D and P(ρ | D,N ) –
probability distribution of the model parameters given D
and model assumptions; ρ denotes the set of model pa-
rameters, which encompasses the neural network weights
5ρ = {{wj}, . . . }. The first probability density allows us
to choose among many network types the one which is fa-
vorable by the data, whereas the second one is necessary
to make model predictions.
If one assumes, at the beginning of the analysis, that
all MLP configurations are equally suited for describing
the data, then the following relations between prior prob-
abilities hold
P(N1) = P(N2) = · · · = P(NM ). (10)
Then, in order to classify the models, it is sufficient to
compute the so-called evidence P(D | N ). Indeed, from
the Bayes’ theorem, one gets
P(N | D) = P(D | N )P(N )P(D) ∼ P(D | N ), (11)
where P(D) is the normalization constant.
On the other hand, the posterior probability for the
weights of a given MLP reads
P(ρ | D,N ) = P(D | ρ,N )P(ρ | N )P(D | N ) , (12)
where P(D | ρ,N ) is the likelihood whereas the den-
sity P(ρ | N ) is the prior describing the initial assump-
tions about the parameters. By integrating both sides of
Eq. (12), one gets the evidence for the model,
P(D | N ) =
∫
dρP(D | ρ,N )P(ρ | N ). (13)
2. Likelihood, prior, and posterior densities
In order to calculate the posterior (12), we assume that
the likelihood is given in terms of the χ2 function,
P(D | {wj},N ) = 1
NL
exp(−χ2), (14)
where NL is the normalization constant. The χ
2 function
for the present paper is defined in Sec. III B [see Eq. 25].
It is also assumed that the initial values of the weights
are Gaussian distributed (the arguments supporting this
choice are collected in Appendix A)
P({wj},N ) =
( α
2pi
)W/2
exp (−αEw({wj})) , (15)
where α is a hyperparameter (regularizer) introduced to
deal with the overfitting problem and
Ew({wj}) = 1
2
W∑
i=1
w2i . (16)
The regularizer α plays a crucial role in model optimiza-
tion and should be properly determined. Indeed, if α
is large then the term (16) dominates in the posterior
Eq. (12), so it is very likely that the model underfits
the data. On the contrary, if α is too small, the likeli-
hood dominates, and the model tends to overfit the data.
Note that α is another parameter of the model, hence,
ρ = {{wj}, α}.
In principle, to get the evidence P(D | N ) on which
model discrimination is based, the integration in Eq. (13)
over the whole space of parameters ρ should be per-
formed. This is, however, numerically difficult to per-
form. Therefore, in our analysis, we consider another
method, the so-called evidence approximation [48, 49].
3. Evidence approximation
In the adopted approach it is assumed that the poste-
rior distributions have a Gaussian shape. Hence, to get
the necessary information about (12) it is enough to ob-
tain the configuration of the parameters ρMP at which
the posterior distribution is at its maximum and the co-
variance matrix for the model. The latter is necessary to
provide the uncertainties for the model predictions.
In this approach, which corresponds to the type II
maximum likelihood method of conventional statistics
[50], the optimal value ρMP is established during the
training of the network. In this process, the a priori
unknown α parameter is iteratively changed {see Eqs.
(3.18) and (3.19) of Ref. [31]}, starting from small value
α0 = 0.001, which leads to a posterior covering a large
region in the parameter space. The iteration procedure
is convergent, and the result has a negligible dependence
on the initial α value. More details about the algorithm
implementation can be found in Section 3.1 of Ref. [31]
and in Sec. III. C of [33]. Note that the optimal configu-
ration of the model parameters ρMP = {{wj}MP , αMP }
is close to the configuration for which the χ2 is at the
minimum.
Within the present approximation, the evidence for a
given model is cast in an analytical form. Namely,
lnP (D| N ) ≈ −χ2 − αMPEw({wj}MP ) (17)
− ln | A |
2
+
W
2
lnαMP − 1
2
ln
γ(αMP )
2
+ M ln(2) + ln(M !) . (18)
In the above expression, normalization factors common
to all models are omitted; |A| denotes the determinant
of the Hessian matrix,
Aij = ∇i∇j χ2
∣∣
{wk}={wk}MP + δijαMP . (19)
The parameter γ is given by
γ(α) =
W∑
i=1
λi
α+ λi
; (20)
γ(αMP ) measures the effective number of weights, whose
values are controlled by the data [25]. The λi’s are eigen-
values of the matrix ∇i∇jχ2.
6The evidence contains two contributions: Occam’s fac-
tor [(18) plus the αMPEw term of [17]], which is large for
models with many parameters and the misfit [χ2 term in
Eq. (17)], which could be large if the model is too sim-
ple. Therefore, the model which maximizes the evidence
is the one which solves the bias-variance dilemma. As an
illustration from the present paper (details can be found
in the following section), in Fig. 3 we plot the values of
the error,
E = χ2 + αEw, (21)
and the evidence for MLP fits. The best model with the
highest evidence is not the one which has the smallest
value of the error function E , in variance with more con-
ventional approaches based on the minimization of the
χ2 per degree of freedom.
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FIG. 3. The error Eq. (21) as a function of the logarithm of
the evidence Eq. (17 and 18). Each point denotes the result
obtained for one MLP fit to the BIN1 data, including deuteron
corrections (see Sec. III for details). The fits with a logarithm
of the evidence smaller than −100 are not shown in the figure.
III. ANALYSIS OF ANL
NEUTRINO-DEUTERON SCATTERING DATA
A. Theoretical framework
The neutrino-induced CCQE,
νµ(k) + n(p)→ µ−(k′) + p(p′), (22)
differential cross section, in terms of the standard Man-
delstam variables s = (k + p)2, u = (p − k′)2, and
t = (k − k′)2 = −Q2, can be cast as [51]
dσ
dQ2
=
G2Fm
2
N
8piE2ν
×[
A(Q2) +B(Q2)
(s− u)
m2N
+ C(Q2)
(s− u)2
m4N
]
, (23)
where A, B, and C are quadratic functions of the vec-
tor [FV1,2(Q
2)] and axial [FA,P (Q
2)] form factors {see
Eqs. (3.18) of Ref. [51]}; GF is the Fermi constant, mN
is the nucleon mass, and Eν is the neutrino energy in the
laboratory frame. Isospin symmetry allows to relate FV1,2
to the corresponding electromagnetic proton and neu-
tron form factors, which are extracted from electron-
scattering data. In the present paper we have taken
these electromagnetic form factors from Refs. [52, 53].
With this simple choice we disregard deviations from
the dipole shape because the accuracy of the neutrino-
deuteron data is insufficient to be sensitive to them, par-
ticularly at the rather low Q2 . 1 GeV2 probed in the
ANL experiment. Finally, the partial conservation of the
axial current (PCAC) and the pion-pole dominance of
the pseudoscalar form factor FP allow to express it in
terms of FA.
Deuterium-filled bubble-chamber experiments actually
measured νµ + d → µ− + p + p. The cross section for
this process differs from the one on free neutrons due
to the momentum distribution of the neutron in the nu-
cleus, Pauli principle, final-state interactions, and meson-
exchange currents. In the literature, it has been com-
monly assumed that Eq. (23) can be corrected for these
effects by a multiplicative function of Q2 alone R(Q2)
and such that R→ 1 at large Q2. For the present paper,
we adopt R(Q2) from the calculation of Ref. [54] (solid
line in Fig. 4).
B. χ2 function for the ANL experiment
In the ANL experiment, the interactions of muon neu-
trinos in a 12-ft bubble chamber filled with liquid deu-
terium were studied [6–8, 55]. The neutrino flux peaked
at Eν ∼ 0.5 GeV and has fallen by an order of magni-
tude at Eν = 2 GeV [7, 8]. For the statistical analysis,
we consider the Q2 distribution of CCQE events. Some
of the originally published bins were combined together
to have a number of events larger than five in every bin.
Therefore, the number of bins is nANL = 25, where bins
from 1 to 23 have a width of 0.05 GeV2, whereas bins
24 and 25 have widths of 0.65 GeV2. The total num-
ber of measured two- and three-prong events adds to
NANL = 1792 [8]. One-prong events were not included in
the ANL selection. To account for their loss, the region
of Q2 = 0.05 GeV2 was excluded.
The predicted number of events in each bin is calcu-
lated similarly as in Ref. [16],
N thi = p
∫ ∞
0
dEν
dσ
dQ2
(Eν , FA, Q
2
i )
σ(Eν , FA)
dN
dEν
, (24)
where p(dN/dEν)/σ(Eν , FA) is the neutrino energy flux,
given in terms of the experimental energy distribution of
observed events dN/dEν taken from Ref. [55].
As stated in the previous section, the likelihood
7[Eq. (14)] is built using the χ2 function, which we cast as
χ2 = χ2ANL + χ
2
gA , (25)
where χ2gA is introduced to constrain the value of the
axial form factor at Q2 = 0,
χ2gA =
(
FA(0)− gA
∆gA
)2
; (26)
gA and ∆gA are fixed by the present PDG central value
and its uncertainty, respectively, Eq. (1). For χ2ANL, we
take
χ2ANL =
nANL∑
i=k
(
Ni −N thi
)2
Ni
+
(
1− p
∆p
)2
, (27)
where Ni denotes the number of events in the bin. The
last term takes into account the systematic uncertainty
in the total number of events [56] inherited from the flux-
normalization uncertainty. Similarly as in the analysis of
single pion production data [57], it is assumed that ∆p =
0.20 5. At the beginning of the analysis, p = 1 is set.
Then, during the training of the network, p is iteratively
updated. This algorithm is described in Ref. [32].
It is known that the low-Q2 data are characterized by
a lower efficiency (see, for instance, Fig. 1 of Ref. [8]).
Moreover, in this kinematic domain deuteron structure
corrections must be carefully discussed. In order to study
this problem we consider three variants of the ANL data:
(i) χ2ANL → χ2BIN0: All ANL bins included;
(ii) χ2ANL → χ2BINk: where k = 1 or k = 2: ANL bins
without the first k bins.
Additionally, for each data set, we consider the cross-
section model both with and without [R(Q2) ≡ 1]
deuteron corrections.
C. Numerical algorithm
We consider a MLP with M = 1− 4 hidden units in a
single hidden layer. For M > 4, the number of param-
eters in the fit starts to be comparable with number of
bins. The numerical algorithm for getting the optimal fit
is summarized by the following list of steps:
(i) Consider a MLP with a fixed number of hidden units
M = 1;
(ii) using the Bayesian learning algorithm ([33]), per-
form the network training and find the optimal val-
ues for the weights and the regularizer α;
5 This is a more conservative value of the flux-normalization un-
certainty than the ANL estimate of 15% [8].
• set the initial value of α ≡ α0 = 0.001;
• initialize randomly the values of the weights;
• perform training until the maximum of the
posterior is reached; at each iteration step up-
date the values of weights and α.
(iii) Calculate the evidence for each of the obtained MLP
fits;
(iv) repeat steps (i) (iii) for various initial configurations
of {wj};
(v) among all registered fits choose the best one accord-
ing to the evidence;
(vi) repeat steps (i) (iv) for M = 2− 4;
(vii) among the best fits, obtained for N1−4 MLPs,
choose the model with the highest evidence.
The optimal configuration of parameters is obtained us-
ing the Levenberg-Marquardt algorithm [58, 59].
IV. NUMERICAL RESULTS
The analysis of the BIN0, BIN1, and BIN2 data sets
has been independently performed. For each set, both
cross-section models with and without deuteron correc-
tions have been studied. For the default analyses, ∆gA
has been taken from the PDG as in Eq. 1, but the im-
pact of a larger uncertainty ∆gA/gA = 10% has been
investigated and is discussed below. We have also per-
formed analyses with normalization uncertainties smaller
(∆p = 0.10) and larger (∆p = 0.30) than the default
∆p = 0.20, but it turned out that decreasing or increas-
ing ∆p does not significantly affect the final results. All
in all, about 17000 fits have been collected. Among them,
for each type of analysis, the best model has been chosen
according to the objective Bayesian criterion described
in Sec. II.
In order to compare quantitatively different analyses,
one needs to take into account the relative data nor-
malization P(D). This density is not evaluated within
the adopted approach. Hence, we can not quantitatively
compare the results of, e.g., BIN0 and BIN1 analyses.
Nonetheless, for a given data set, quantitative compar-
isons between the results obtained within with the two
versions of the cross-section model can be made.
As described in Sec. III C for each type of analysis
(data set plus cross section model), to find the optimal
fit, MLPs with: M = 1, 2, 3 and 4, hidden units have
been trained. The best model within each MLP type is
the one with the maximal value of the evidence, Eqs. (17
and 18).
In order to illustrate the performance of the training
algorithm, in Fig. 4 we present the dependence of the
resulting axial-radius squared (r2A) values on the evidence
for the BIN1 data set. The best fit with the highest
evidence, obtained with M = 4, gives r2A ≈ 0.464 fm2.
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FIG. 4. The dependence of r2A, defined in Eq. (3), on the
logarithm of the evidence (17 and 18). Results for the MLP
fits to BIN1 data (without the deuteron correction). The
MLPs consist of M = 1− 4 hidden units.
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FIG. 5. Distribution of the ANL number of events and the
best fits obtained for MLPs with M = 1−4 hidden units. The
figure shows the results of the analysis of BIN0 data (deuteron
corrections included). For each fit, the value of the logarith
of evidence (ev) is given.
Note that all the best models within each MLP type
reproduce well the ANL data. This is illustrated in Fig. 5,
which presents the distribution of the ANL events and
the best fits.
Our main results, i.e., the best fits to BIN0, BIN1, and
BIN2 data for the model with and without the deuteron
correction with ∆gA from Eq. (1) are summarized in Ta-
ble I. The corresponding FA(Q
2) functions and their error
bands are shown in Fig. 6.
Both fits for the BIN0 data set, which contains all the
data from the original ANL measurement, with and with-
out deuteron corrections show a Q2 behavior of FA with
Deuteron M lnP(D,N ) χ2 p E r2A (fm2)
BIN0
No 4 −34.72 11.97 1.1 14.14 −0.394± 0.278
Yes 4 −33.91 11.73 1.08 13.95 −0.161± 0.240
BIN1
No 4 −30.57 24.84 1.16 25.41 0.464± 0.014
Yes 3 −29.6 22.90 1.12 23.43 0.471± 0.015
BIN2
No 2 −30.15 22.62 1.18 23.16 0.476± 0.017
Yes 4 −27.67 21.94 1.13 22.62 0.478± 0.017
TABLE I. The best MLP fits, obtained for the analysis of
the BIN0, BIN1 and BIN2 data with and without deuteron
corrections; ∆gA is taken from Eq. 1.
a rapid increase followed by a decrease after a local max-
imum. As a result, r2A has a negative sign
6, which is at
odds with all available determinations. We also observe
that the Q2 dependence of the form factor disagrees with
the one obtained from the same data set using the z ex-
pansion {the coefficients from the ANL fit are given in
Eq. (19) of Ref. [16]}. We have obtained the z expansion
coefficients for the BIN0 best fit, finding that their values
grow with the expansion order to values that are too large
compared to phenomenological expectations [14]. This is
an indication that the fit that best represents BIN0 data
is inconsistent with the QCD assumptions implicit in the
zexpansion.
The height of the FA maximum is reduced once the
deuteron correction is included in the analysis, and it
disappears when the first bin is removed from the ANL
data (BIN1 data set)7. Hence, the presence of the local
maximum of FA appears to be caused by low-Q
2 effects.
Furthermore, the coefficients of the z expansion for the
fits to BIN1 and BIN2 data sets are fully consistent with
the expectations from QCD.
There are several possible sources of this unexpected
behavior of the fits to the BIN0 set, namely, (i) an im-
proper description of the nuclear corrections; (ii) a low
quality of the measurements at low-Q2 due to low and
not well understood efficiency; (iii) constraints coming
from the uncertainty of gA; (iv) because of the lack of
very low-Q2 data, the actual value of r2A might not be
properly estimated: For instance, if FA has first a local
minimum and then a local maximum 8. In the later sce-
nario, the ANL data (and the available bubble-chamber
data, in general) are not precise enough to reveal this
behavior.
6 Although the large uncertainty does not exclude positive values.
7 It is worth mentioning that fits with a negative slope of FA at
low Q2, resembling the best result for BIN0 data, have also been
obtained in this case, but they are not preferred by the Bayesian
algorithm.
8 The magnetic form factors of the nucleon at very low-Q2 (about
0.01 GeV2) when normalized to a dipole have an oscillatory Q2
dependence[31].
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FIG. 6. Best fits of the axial form factor obtained from the
analysis of the BIN0, BIN1 and BIN2 data sets. The top
(bottom) panel presents the results obtained without (with)
deuteron corrections. The shaded areas denote 1σ uncertain-
ties. Additionally, the relative uncertainty ∆FA/FA is plot-
ted.
In the low-Q2 kinematic domain, deuteron effects are
sizable and may play a crucial role. On the other hand
the inclusion of deuteron corrections in the analysis of
the BIN1 and BIN2 data sets has a minor impact on
the functional dependence of the final results, i.e., there
is small difference between FA(Q
2) obtained with and
without deuteron corrections as can be seen in Fig. 7. It
is also interesting to highlight that the inclusion of the
deuteron-structure corrections in the cross-section model
increases the value of the evidence for each type of the
analysis, see Table I.
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FIG. 7. Impact of the deuteron corrections on the axial form
factor fits. Results of the best fits to the BIN0, BIN1, and
BIN2 data sets with and without the deuteron correction to-
gether with relative uncertainties. All curves for the BIN1
and BIN2 cases nearly overlap.
In Fig. 8, we plot values of r2A against the evidence.
It is clearly seen that the fits including deuteron cor-
rections are favored by the ANL data. The impact of
the sensitivity of the results on the deuteron structure
revealed in the present paper calls for a more accurate
account of this ingredient of the cross section models,
beyond the R(Q2) function from Ref. [54] employed so
far. Recent studies of CC νd scattering in the QE regime
(without pions in the final state) include the nonrelativis-
tic calculation of the inclusive cross section, incorporat-
ing two-body amplitudes, of Ref. [60]. For the kinemat-
ics of the ANL and other bubble-chamber experiments,
it is important to employ a relativistic framework as in
Ref. [61]. Furthermore, the consideration of the semi-
inclusive rather than the inclusive cross section will allow
taking into account the detection threshold for outgoing
protons, which, in the ANL case, is 100 MeV [7]. One
should nonetheless bear in mind that even with the best
model for the deuteron there is no guarantee that the
low-Q2 region is successfully described because of the dif-
ficulties in the measurement and with efficiency estimates
at this kinematics.
The impact of ∆gA on the results can be easily in-
vestigated. Indeed if one increases the ∆gA uncertainty
from ∆gA/gA ≈ 0.1%, as in Eq. (1) to 10%, then the
local maximum of FA disappears. However, the fit un-
certainty rapidly grows from ∆FA/FA lower than 0.01%
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FIG. 8. Dependence of r2A on the evidence. Open and full
triangles denote (the best) fits to the BIN0 data without and
with the deuteron corrections, respectively. Analogously, the
fits to the BIN1 and BIN2 data are denoted by circles and
squares, respectively.
to ∆FA/FA ≈ 7% at Q2 = 0. This analysis is shown in
Fig. 9.
In order to compare the Bayesian neural-network re-
sults with the traditional approach, we have performed
a conventional analysis of the ANL data assuming the
dipole parametrization for the axial form factor Eq. 2.
The best fit minimizes the χ2ANL function [Eq. 27]
9.
These results are summarized in Table II, whereas the
comparison between dipole fits and neural-network anal-
yses are displayed in Fig. 10.
χ2 analyses
χ2 p MA (MeV) r
2
A (fm
2)
BIN0
No deuteron 33.3 1.12 ± 0.03 1110 ± 60 0.38 ± 0.04
Deuteron 28.0 1.09 ± 0.03 1050 ± 60 0.43 ± 0.05
BIN1
χ2 p MA (MeV) r
2
A (fm
2)
No deuteron 24.4 1.17 ± 0.03 1000 ± 70 0.47 ± 0.07
Deuteron 22.3 1.13 ± 0.03 950 ± 70 0.52 ± 0.08
BIN2
χ2 p MA (MeV) r
2
A (fm
2)
No deuteron 20.8 1.22 ± 0.05 890 ± 100 0.59 ± 0.13
Deuteron 19.8 1.18 ± 0.05 850 ± 110 0.65 ± 0.16
TABLE II. Fits of the dipole axial form factor (2) to the BIN0,
BIN1 and BIN2 data sets.
9 For these analyses, the MINUIT package of ROOT has been
utilized.
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FIG. 9. Impact of the ∆gA uncertainty on the extraction
of the axial form factor. The best fits to BIN0, BIN1 and
BIN2 data (with deuteron correction). The thin lines denote
results obtained assuming a 10% uncertainty for gA, whereas
the thick lines denote fits with the PDG uncertainty.
Let us stress that the r2A and normalization parameter
p for the fits of BIN0 data are comparable to the z expan-
sion results [16], even though in the latter case, a different
error function was utilized. Certainly, with a dipole fit
to BIN0 data one can not obtain the local maximum of
FA at low Q
2. On the other hand, the dipole fits to the
BIN1 and the BIN2 data have very similar functional Q2
dependence as the best MLP fits. For these data sets, the
evidence, which contains Occam’s factor penalizing over-
fitting parametrizations with large error bars, establishes
the preference for a rather structureless neural network
that departs very little from the normalization values,
given by Eq. 2 with MA = 1 GeV, and has small errors.
Furthermore, the uncertainties in the neural-network fits
are systematically smaller than in the dipole χ2 ones.
V. SUMMARY
The first Bayesian neural-network analysis of the
neutrino-deuteron scattering data has been performed.
The reported study has been oriented to the extraction of
the axial form factor from the ANL CCQE data, search-
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FIG. 10. Comparison of the dipole with the neural network
fits to the BIN0 and BIN1 data, the deuteron corrections in-
cluded. The shaded areas denote 1σ uncertainties of FA.
ing for deviations from the dipole form. With the full
ANL data set, the analysis leads to an axial form factor
which has a positive slope at Q2 = 0 and a local maxi-
mum at low Q2. The inclusion of the deuteron correction
reduces the peak in FA. Only after removing the lowest
available Q2 region (0.05 < Q2 < 0.10 GeV2) from the
data, a value of the axial radius consistent with available
determinations could be obtained. This suggests that
corrections from the deuteron structure play a crucial
role at low Q2 but it could also be the case that the ex-
perimental errors in this kinematic region were underes-
timated. Analyses without the low-Q2 data do not show
any significant deviation from previous determinations.
Furthermore, our neural-network fits are characterized
by smaller uncertainties than the dipole ones.
New more precise measurements of the neutrino cross
sections on hydrogen and deuterium are needed to un-
ravel the axial structure of the nucleon. Techniques, such
as the one applied in the present paper will prove valu-
able in such a scenario.
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Appendix A: Prior distributions
The prior distribution of the weights, Eqs. (15 and 16),
is justified by the following properties of the adopted
feed-forward neural network in the MLP configuration
and of the problem under study
(P1) internal symmetry: The exchange of any two units
in the hidden layer does not change the functional
form of the network and its output values;
(P2) the sigmoid activation function f(x) Eq. (7) satu-
rates and can be effectively assumed to be constant
outside the interval −a ≤ x ≤ a with a ∼ 10;
(P3) f(−x) = 1− f(x);
(P4) the ANL data are concentrated in the region Q2 ∈
(0, 3) GeV2 – constraint (II) in Sec. II C;
(P5) FA(Q
2)/F dipoleA (Q
2) < C, where C > 1 – constraint
(IV) in Sec. II C.
Properties (P4) and (P2) constrain the weights
w1, ..., w2M in function (6). Indeed, from (P2) one sees
that for a full performance of the activation function f(x)
in Eq. (6) it is enough to have x ∈ (−a, a). Let us con-
sider then the function f(wiQ
2 + wM+i), i = 1 . . . ,M ,
which is one of the elements of the sum (6). To efficiently
cover all possible outputs, achieving a good performance
of the network, it is enough that the arguments of f(...)
12
belong to (−a, a) for all values of Q2 under consider-
ation. Then, one gets limits for the weights, namely,
|wM+i| < a 10 from which one also gets the constraint
|wi| < 2/3a < a for Q2 ∈ (0, 3) GeV2.
Note that both negative and positive values of weights
wi and wM+i are equally possible according to (P3).
Therefore, without losing generality, the prior density
should be symmetric in weights w1-2M and cover the hy-
percube (−a, a)2M .
The limits for the weights in the linear layer are less ob-
vious. Property (P5) provides a constraint on the weights
in the linear output layer w2M+i, i = 1, . . . ,M + 1,
namely, ∣∣∣∣∣
M∑
i=1
w2M+if(. . . ) + w3M+1
∣∣∣∣∣ < C . (A1)
The main role of the weights in the linear layer is to
control the range of the neural-network output. In our
case, at any Q2, the absolute value of the output should
be smaller than C. Hence, for a reliable performance of
the network, it is enough to assume that the weights in
the linear layer are |w2M+i| < C ∼ a, i = 1, · · · ,M + 1.
In analogy to the reasoning in the paragraph above, one
can argue that these weights could equally take positive
and negative values.
We, therefore, conclude that the prior density for the
weights should cover the hypercube (−a, a)3M+1 and be
symmetric in wi. This is a rough estimate of the bounds
for the model parameters, but the functional form of the
prior densities is still arbitrary. In the present analysis,
we have considered the Gaussian distribution (15). Such
a density profile maximizes the entropy of the system [63].
However, our choice is also supported by further argu-
ments from neural-network computations. In particular,
prior (15) modifies the error function (21) through the
contribution (16). Such a penalty term has been consid-
ered in non-Bayesian approaches [64] to the feed forward
neural networks. Bayesian statistics provides a proba-
bilistic justification for (16). Moreover, the Bayesian ap-
proach allows to consistently obtain the optimal value
of the α. We recall that in the numerical analysis, the
initial value of α is set to α0 = 0.001. Then, the prior
Gaussian distribution has a width of
√
1/α ≈ 30, which
fully covers the region of the parameter space allowed by
the constraints.
Eventually, let us remark that the most general Gaus-
sian prior has the form
P ({wi} | N ) = exp
(
−
3M+1∑
i=1
αi
2
w2i
)
, (A2)
where every weight wi has its own regularizer αi. How-
ever, the internal symmetry of the network (P1) allows
to reduce the number of regularizers to only four – each
for every class of parameters (wi, wM+i, w2M+i, w3M+1)
with i = 1−M . In Ref. [31], it was verified that the in-
clusion of more regularizers has a negligible impact on the
results but slows down the numerical procedures. Hence,
in the present analysis, we consider the simplest and prac-
tically very effective scenario.
Appendix B: Best-fit results
It is worth noting that each of the sigmoids that constitute the neural networks typically describes a particular
feature of the function. If a soft dependence is preferred by the data, some units might be redundant and take very
similar values for the weights.
1. BIN0 with deuteron corrections
The best-fit parametrization for the BIN0 data set with the deuteron correction included is
N (Q2, {wj}) = w9
e
−Q2
Q20
w1−w2
+ 1
+
w10
e
−Q2
Q20
w3−w4
+ 1
+
w11
e
−Q2
Q20
w5−w6
+ 1
+
w12
e
−Q2
Q20
w7−w8
+ 1
+ w13 . (B1)
The weights w1−13 take the following values:
{wj} = {−2.174061, 0.1991515, 2.140942,−0.1947798,−2.174070, 0.1991740,
−5.481409, 2.501837,−2.502352, 2.308397,−2.502347, 3.120895,−0.1638095} (B2)
10 At Q2 = 0 we have f(wM+i), so it is enough that |wM+i| < a.
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with a covariance matrix
A−1 =

3.037317 −0.1350095 0.7164281 0.6028375 −0.9106402 −0.7254212 −0.1375870 0.1193517 1.744848 0.7934970 −1.638952 −0.6857111 −0.6863036
−0.1350095 6.839114 0.5963543 2.241853 −0.7253642 −2.521010 0.08826055 0.08952850 0.5380971 −0.4953074 0.7737700 0.5333276 0.3832513
0.7164281 0.5963543 3.129677 −0.3601146 0.7164453 0.5964068 0.08461544 −0.05068235 1.066743 1.171111 1.066819 0.6044601 −1.304295
0.6028375 2.241853 −0.3601146 7.284083 0.6028388 2.242126 −0.1002227 −0.05207626 −0.8354786 0.1749902 −0.8355188 −0.4839537 −0.08842895
−0.9106402 −0.7253642 0.7164453 0.6028388 3.037309 −0.1350448 −0.1375865 0.1193541 −1.638966 0.7934769 1.744873 −0.6857391 −0.6862827
−0.7254212 −2.521010 0.5964068 2.242126 −0.1350448 6.839396 0.08828352 0.08953791 0.7736800 −0.4953435 0.5381072 0.5333633 0.3832724
−0.1375870 0.08826055 0.08461544 −0.1002227 −0.1375865 0.08828352 1.348550 −0.7524626 −0.8319859 0.4259322 −0.8320014 1.535086 −0.3655335
0.1193517 0.08952850 −0.05068235 −0.05207627 0.1193541 0.08953791 −0.7524626 0.5275705 0.6937163 −0.3336553 0.6937285 −0.9665196 0.3068238
1.744848 0.5380971 1.066743 −0.8354786 −1.638966 0.7736800 −0.8319859 0.6937163 13.95026 2.966996 −6.650710 −1.081263 −3.213450
0.7934970 −0.4953074 1.171111 0.1749902 0.7934769 −0.4953435 0.4259322 −0.3336553 2.966996 8.333349 2.967110 0.5435698 −8.166890
−1.638952 0.7737700 1.066819 −0.8355188 1.744873 0.5381072 −0.8320014 0.6937285 −6.650710 2.967110 13.95042 −1.081328 −3.213562
−0.6857111 0.5333276 0.6044601 −0.4839537 −0.6857391 0.5333633 1.535086 −0.9665196 −1.081263 0.5435698 −1.081328 2.761672 −0.4607885
−0.6863036 0.3832513 −1.304295 −0.08842895 −0.6862827 0.3832724 −0.3655335 0.3068238 −3.213450 −8.166890 −3.213562 −0.4607885 8.103694

(B3)
As explained in Sec. II B, Eq. 8, to obtain FA(Q
2), function N (Q2, {wj}) given above should be multiplied by the
dipole Eq. 2 with MA = 1 GeV.
2. BIN1 with deuteron corrections
In this case,
N (Q2, {wj}) = w7
e
−Q2
Q20
w1−w2
+ 1
+
w8
e
−Q2
Q20
w3−w4
+ 1
+
w9
e
−Q2
Q20
w5−w6
+ 1
+ w10 , (B4)
with
{wj}MP = {−0.0703401, 0.0404197,−0.0703404, 0.0404186,−0.0703372, 0.0404192, 0.299085, 0.299087, 0.299086, 0.554479} ,
(B5)
and a covariance matrix
A
−1
=

0.501347 0.000475574 −0.133756 0.00312538 −0.133756 0.00312517 −0.0951767 0.0545460 0.0545442 −0.00759898
0.000475574 0.563049 0.00312506 −0.00641521 0.00312465 −0.00641482 0.0538884 −0.0236924 −0.0236923 −0.0444412
−0.133756 0.00312506 0.501346 0.000475531 −0.133757 0.00312475 0.0545453 −0.0951765 0.0545448 −0.00759898
0.00312538 −0.00641521 0.000475531 0.563050 0.00312457 −0.00641496 −0.0236928 0.0538882 −0.0236918 −0.0444415
−0.133756 0.00312465 −0.133757 0.00312457 0.501347 0.000474719 0.0545458 0.0545457 −0.0951783 −0.00759868
0.00312517 −0.00641482 0.00312475 −0.00641496 0.000474719 0.563050 −0.0236928 −0.0236921 0.0538888 −0.0444415
−0.0951767 0.0538884 0.0545453 −0.0236928 0.0545458 −0.0236928 0.505143 −0.101488 −0.101488 −0.154622
0.0545460 −0.0236924 −0.0951765 0.0538882 0.0545457 −0.0236921 −0.101488 0.505144 −0.101488 −0.154623
0.0545442 −0.0236923 0.0545448 −0.0236918 −0.0951783 0.0538888 −0.101488 −0.101488 0.505144 −0.154623
−0.00759898 −0.0444412 −0.00759898 −0.0444415 −0.00759868 −0.0444415 −0.154622 −0.154623 −0.154623 0.246587

.
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