Abstract-The problem of mixed H2/H∞ control can be formulated as a two-player nonzero-sum differential game as done by Limebeer et al. in the 1990s. For linear systems the problem is characterised by two coupled algebraic Riccati equations. Solutions for such algebraic Riccati equations are not straight-forward to obtain, particularly for infinite-horizon problems. In this paper two algorithms for obtaining solutions for the coupled algebraic Riccati equations associated with the mixed H2/H∞ control problem for scalar, linear systems is provided along with illustrative numerical examples.
I. INTRODUCTION
The problem of H 2 /H ∞ control lies in designing a controller ensuring that both robustness and optimality properties are satisfied simultaneously. Similar to what is done in optimal control, the optimality criterion is addressed by designing a control input to optimise a certain objective function subject to the dynamics of the system [1] . The robustness criterion, on the other hand, is related to the problem of H ∞ control and is equivalent to worst-case, or robust optimisation problems [2] , [3] . In some situations both criteria are of interest, i.e. both optimality and robustness properties are considered simultaneously: this is the topic of mixed H 2 /H ∞ control.
In general, an increase in robustness comes at the cost of optimality and vice versa, i.e. there is a tradeoff between robustness and optimality [3] . Due to this trade-off it is often nontrivial to obtain solutions for mixed H 2 /H ∞ control problems [3] , [4] . However, both robustness and optimality are important to a variety of applications and, consequently, it is of interest to develop methods for solving mixed H 2 /H ∞ control problems. Examples of applications for this framework are, for instance, found in [5] , where robust tracking of robotic systems is considered, and in [6] where tracking control for uncertain, constrained non-holonomic systems is consider.
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A. Astolfi is with the Department of Electrical and Electronic Engineering, Imperial College London, London SW7 2AZ, UK and the DICII, Università di Roma "Tor Vergata", Via del Politecnico 1, 00133 Roma, Italy example, problems of H 2 /H ∞ control are formulated as two player nonzero-sum differential games, for linear systems in [7] , [8] and for nonlinear systems in [9] , [10] . In [7] , [8] it is shown that, for linear systems, the mixed H 2 /H ∞ control problem can be formulated as a linear quadratic differential game. Therein it is demonstrated that the feedback Nash equilibrium solution for the linear quadratic differential game is a solution to the mixed H 2 /H ∞ control problem. Moreover, it is shown that the solution for the differential games involves solving a system of coupled algebraic Riccati equations (AREs).
AREs are instrumental to the solutions for a variety of control problems involving linear systems, such as the linear quadratic regulator [11] . Similarly, when considering linear feedback strategies only, coupled AREs typically characterise the solution for nonzerosum differential games [12] - [15] . It is well-known that obtaining solutions for coupled AREs, especially for infinite-horizon problems, is a nontrivial task [16] . In [10] a heuristic algorithm for solving the coupled AREs arising in the differential game formulation of mixed H 2 /H ∞ control for linear systems is provided. In this paper, we consider these coupled AREs in detail and further develop the preliminary result presented in [10] . In particular a systematic analysis of the algorithm is provided. An alternative method for obtaining solutions for the coupled AREs is then provided. In this second algorithm the problem of solving coupled AREs is recast as a problem of stabilising an equilibrium of a system using output feedback.
The remainder of the paper is organised as follows. The mixed H 2 /H ∞ control problem for scalar, linear systems and its differential game formulation is given in Section II. The solution for the resulting differential game relies on a system of two coupled AREs, which is discussed in Section III. The two algorithms for solving these AREs are provided in Section IV before numerical examples illustrating the algorithms are provided in Section V. Finally, concluding remarks and directions for further developments are provided in Section VI.
II. MIXED H 2 /H ∞ CONTROL FOR LINEAR SYSTEMS
Consider the linear systeṁ
where x ∈ R is the state of the system, w(t) ∈ R is an exogenous input, u(t) ∈ R is the control input, and a ∈ R, b 1 ∈ R and b 2 ∈ R are constant paremeters. Consider the performance variable
where c ∈ R.
Following the approach adopted in [8] , the mixed H 2 /H ∞ control problem can be formulated as a differential game as outlined herein. Let γ > 0 denote a "disturbance attenuation" level and consider the cost functionals
to be minimised by the disturbance w, and
to be minimised by the control input u. The mixed H 2 /H ∞ control problem can be cast as a two-player, nonzero-sum differential game as specified in the following statement (see [8] for details).
Problem 1: Consider the system (1) and the cost functionals (3) and (4) . Solving the resulting two-player differential game lies in determining a set of admissible 1 feedback strategies (u * , w * ) satisfying the Nash equilibrium inequalites
for all admissible sets of strategies (u, w * ) and (u * , w), where u = u * and w = w * .
The Nash equilibrium strategies u * and w * are referred to as the optimal control and the worst-case disturbance, respectively.
III. COUPLED ALGEBRAIC RICCATI EQUATIONS ARISING MIXED H 2 /H ∞ CONTROL PROBLEMS Linear quadratic differential games, such as the one in Problem 1, may allow nonlinear solutions, i.e. the Nash equilibrium solution for Problem 1 may be such that w * and u * are nonlinear functions of the state [17] . However, similarly to what has been done in [8] and what we do in the remainder of this paper, it is common to consider linear feedback strategies for linear quadratic differential games [16] . Considering linear feedback strategies only, the solution to Problem 1 relies on the solutions of two coupled AREs, derived using the dynamic programming principle, as detailed in the following.
and
can be found. Moreover, suppose c 2 −
Then the Nash equilibrium strategies, i.e. the optimal control and worst-case disturbance, are given by
The admissibility of the pair of strategies {u * , w * } can be proved by taking
as a candidate Lyapunov function. It follows from (6) and (7) thatẆ
and, consequently, asymptotic stability follows from standard Lyapunov arguments. Remark 1: For general systems with x ∈ R n for some n ∈ N + , the scalar equations in (6) and (7) are replaced by matrix equations. Obtaining a solution to the coupled AREs in (6) and (7) is nontrivial. In fact, the solution for coupled AREs associated with linear quadratic differential games has received much attention in the literature. See for example [16] , [18] , [19] .
IV. DYNAMIC ALGORITHMS FOR SOLVING THE COUPLED ALGEBRAIC RICCATI EQUATIONS
Two algorithms for obtaining a solution for the coupled AREs in (6) and (7) are provided in this section. The algorithms rely on the introduction a pair of dynamic matrices which converge to solutions for (6) and (7) . Let
whereā cl describes the system (1) in closed-loop with the optimal control and worst-case disturbances (8),
2p2 . The first of the two algorithms provided herein, namely Algorithm A, relies on properties of the matrix A, namely it requires that 2 σ(A) ⊂ C − . In the second algorithm, namely Algorithm B, a different approach is taken, which does not impose such "stability requirements" on the coupled AREs.
Remark 2: In general, the coupled AREs characterising the solution of a nonzero-sum, linear-quadratic differential game may have no solutions, a unique solution or several solutions. If Algorithms A or B converge, they converge to a solution of (6) and (7). However, they do not resolve the issues relating to existence and uniqueness of the solutions for the AREs.
A. Algorithm A Let p i (t) ∈ R and m i (t) ∈ R, for i = 1, 2. The idea behind Algorithm A is to assign the dynamics of these variables such that p 1 and p 2 (and m 1 and m 2 ) converge to a solution of (6) and (7).
Theorem 1: Suppose σ(A) ⊂ C − and suppose (p 1 ,p 2 ) is a solution of (6) and (7) . Consider the differential equationṡ
where k > 0. There exists a neighbourhood Ω ⊂ R 4 which is such that p 1 (and m 1 ) and p 2 (and m 2 ) converge to a solution for the coupled AREs (6) and (7), i.e. Proof: The proof consists of two steps. First, we demonstrate that m i converges to p i , for i = 1, 2. Second, we demonstrate that as a consequence also the dynamics of p i , namely (9) , are convergent and that the lim
Define the error variables e i = p i − m i , for i = 1, 2. It follows directly from (9) and (10) thatė 1 = −ke 1 anḋ e 2 = −ke 2 . Thus, any k > 0 is such that lim t→∞ e i (t) = 0.
Note that (6) and (7) 
is an equilibrium of (9)- (10) . The system (9)-(10) can be written in error coordinates aṡ
Linearising the resulting system about this unknown equilibrium, which is described in error coordinates by
where 0 and I denote the zero and identity matrices, respectively, A is as previously defined and
.
Noting that M is a block upper triangular matrix it follows that σ(M) = σ(A) ∪ σ(−kI). Thus, σ(M) ⊂ C − follows from the assumption that σ(A) ⊂ C − . It then follows that the system (11)- (12) is such that the equilibrium (p 1 ,p 2 , 0, 0) is exponentially stable. Equivalently, the equilibrium (p 1 ,p 2 ,p 1 ,p 2 ) of the nonlinear system (9)- (10) is locally exponentially stable which concludes the proof.
Remark 3: The dynamics of m i , i = 1, 2, can be selected differently from (10) provided the dynamics are such thatė i | ei=0 = 0, i = 1, 2.
B. Algorithm B
Let p i (t) ∈ R and m i (t) ∈ R, for i = 1, 2, as in Section IV-A and let the dynamics of p i be given by (9) . Let p = (p 1 , p 2 ) and m = (m 1 , m 2 ) . The dynamics (9) can be written in the forṁ
where
. This second algorithm relies on considering m as an input and the error e = (e 1 , e 2 ) , given by
as an output of the system (14) . In a neighbourhood ofp = (p 1 ,p 2 ) the closed-loop system (14) can be approximated by a linear systeṁ
. This implies that, in a neighbourhood of the pointp, the input to output relationship of the the system (14) (with m as input and e as output) can be descriped by a transfer function G(s) = I − (sI −Ã) −1B , i.e.
E(s) = G(s)M (s)
, where M (s) and E(s) denote the Laplace transforms of m(t) and e(t), respectively. A method of solving (6) and (7), different from the algorithm provided in Section IV-A, is proposed in what follows. The method relies on designing m using output feedback such that the system (15) in closed-loop with m is asymptotically stable. The block diagram in Figure 1 describes the closed-loop system, in which the transfer function describing the feedback path is denoted by H(s).
Consider the following assumption, which is presumed to hold in the following.
Assumption 1:
The linear system (15) is such that the pair (Ã,B) is stabilisable.
Theorem 2: Suppose (p 1 ,p 2 ) is a solution for (6) and (7) . Let
and suppose k ∈ R, α ∈ R and β ∈ R are such that the poles of G cl (s) = (I + G(s)H(s)) −1 G(s) are in the lefthalf complex plane. It follows that in a neighbourhood Ω ∈ R 2 containingp, the closed-loop system depicted in Figure 1 and described by
is such that e(t) converges to zero exponentially and p converges top. Proof: The closed-loop transfer function of the system shown in Figure 1 is G cl (s) = (1 + G(s)H(s)) −1 G(s). Thus, the condition on the poles of G cl ensures that the (linearised) closed-loop system is exponentially stable, i.e. m i converges to p i (or equivalently e i converges to zero) exponentially, for i = 1, 2. Moreover, in a neighbourhood Ω of the equilibrium pointp it follows from Assumption 1 that p i converges top i , for i = 1, 2.
Theorem 2 essentially turns the problem of solving the coupled AREs (6) and (7) into a problem of designing output feedback, i.e. designing H(s), such that the closed-loop system illustrated in Figure 1 is exponentially stable. Note that Algorithm B does not give a monotonic error response, i.e. in the error coordinates the system is not triangular.
Remark 4: Dynamics different from (9) can be considered. Consider, for example, the systeṁ
and note that it can be written in the form (14) . The system (17) is such that if lim t→∞ e i = 0 andp is a solution of (6) and (7), thenp is an equilibrium of (17) . Thus, in a neighbourhood of the equilibrium pointp it can be described in the form (15) . However, with the selection of the nonlinear dynamics (17) in place of (9),B is upper triangular, namely it is given bỹ
Consequently also G(s) is upper triangular, which in some cases may simplify the task of designing H(s) such thatp is locally exponentially stable 3 . Note also that H(s) need not be a diagonal transfer matrix as in Theorem 2.
Remark 5: As mentioned in Remark 2 a solution (if it exists) of (6) and (7) may not be unique. For the case in which several solutions exist, the selection of the initial conditions of p i and m i , i = 1, 2, may influence which of the solutions Algorithms A and B converge to.
V. NUMERICAL EXAMPLES

A. Algorithm A: Example
Consider the linear system (1) with a = 2, b 1 = 1, b 2 = 5 and consider the performance variable (2) with c = 10. Let p i (0) = m i (0) = 0 and consider Algorithm A, i.e. the dynamical system (9)- (10), with k = 0.1. The time histories of p 1 (top) and p 2 (bottom) is shown in Figure 2 for γ = 3 (solid lines), γ = 0.28 (dashed lines), γ = 0.24 (dash-dotted lines) and γ = 0.22 (dotted lines). Note that for γ = 0.22 the trajectories of p 1 and p 2 (and thus also m 1 and m 2 ) do not converge.
The solutions, i.e.p 1 (black line) andp 2 (grey line), to the coupled AREs (6) and (7) are found for values of γ ranging from 0.24 to 0.5 using Algorithm A. In (6) and (7) as a function of the attenuation level γ.
denote the real and imaginary parts, respectively, of an eigenvalue λ. The grey circular and square markers denote the eigenvalues corresponding to minimal and maximal values of γ, respectively.
B. Algorithm B: Example
In this section, similarly to what has been done in [8] , [10] , consider the system (1) with a = 2, b 1 = 1, b 2 = 3. In this numerical example we consider the case in which k 1 = k 2 = k, α 1 = α 2 = α and β 1 = β 2 = β. for the selections P 1 (top left), P 2 (top right), P 3 (bottom left) and P 4 (bottom right). The time histories of the error variables e 1 (black lines) and e 2 (grey lines) are shown in Figure 6 for P 1 (top left), P 2 (top right), P 3 (bottom left) and P 4 (bottom right). Note that in all four cases p 1 (and m 1 ) and p 2 (and m 2 ) converge tō p 1 = −6.8475 andp 2 = 10.0544, respectively and it is easily verified thatp = (p 1 ,p 2 ) is a solution for (6) and (7). Simulations have been run for the selection of parameters P 4 for γ ranging from 0.3854 to 0.8. The resulting solutions, i.e.p 1 andp 2 satisfying (6) and (7), are shown as a function of γ in Figure 7 .
VI. CONCLUSION
The problem of mixed H 2 /H ∞ control is formulated as a differential game, similarly to what has been done in [8] - [10] . For linear systems this results in a linear quadratic, nonzero-sum differential game with two players. Solutions for such problems rely on solving a system of coupled AREs, namely (6) and (7) . Focusing on scalar systems, two algorithms for obtaining solutions for the coupled AREs are provided in this paper: Time histories of e 1 (black lines) and e 2 (grey lines) corresponding to P 1 (top left), P 2 (top right), P 3 (bottom left) and P 4 (bottom right). (6) and (7) as a function of the attenuation level γ.
Algorithm A relies on the construction of a dynamical system with states converging to a solution of (6) and (7), whereas Algorithm B in essence recasts the problem of solving (6) and (7) into a problem of stabilising a system using output feedback. Numerical examples are provided illustrating both algorithms.
Directions for future research includes generalising the proposed algorithms to higher dimensional systems. In fact, a heuristic version of Algorithm A has been applied to non-scalar systems in [10] . Applications for the developed theory, such as robust and optimal control for robotic systems (see, for example, [5] ), will then be considered. It is also of interest to extend the results to general N -player nonzero-sum linear quadratic differential games, which are of interest to many areas of application, such as multi-agent systems [20] , [21] and power systems [22] .
