Abstract-This paper presents despeckling and information extraction using non-quadratic regularization. The novelty of this paper is that instead of the Gaussian prior model a GaussMarkov random field model is chosen, because it can efficiently model textures in the images. The iterative procedure consists of noise-free image and texture parameter. The experimental results show that the proposed method satisfactorily removes noise form synthetic and real SAR images and is comparable with the state of the art methods using objective measurements on synthetic SAR images.
INTRODUCTION
Synthetic aperture radar (SAR) is all weather imagingsystem, which is able of acquisitions night and day.The resolution of SAR images is nowadays below 1 meter, therefore, the interests in interpreting SAR scenes is rapidly increasing. The SAR images contain noise-like characteristic called speckle. Speckle make the scene interpretation very difficult, therefore the methods for speckle reduction have been proposed over last three decades. The well known speckle filters Lee, Kuan, can be considered as adaptive averaged mean filters. The Bayesian inference model for despeckling was proposed in Gamma-MAP estimator. The first order Bayesian inference is called a maximum a posteriori (MAP) and is obtained by maximizing the posterior using prior and likelihood pdf. The second order Bayesian inference in used in order to select the best model, if the prior enables such parameter. The GMRF model is the model that enables texture parameter estimation and therefore requires the procedure for texture parameter estimation [3] . The non-quadratic regularization is solved using the cost function, which is minimized. A cost function which contains an image and speckle models.
Usually, a quasi-Newton algorithm was applied to minimize the non-quadratic regularization cost function. Regularization methods have been used in real valued image restoration, as well as image reconstruction problems such as medical tomography to obtain improved image estimates in the face of data degradation.
The simplest and most common approach is to use quadratic functions of the unknown quantities, which leads to Tikhonov regularization [1] . This paper uses a cost function, which consist of GMRF prior, speckle model and differential of the image. The prior is well defined for the textures and the speckle model estimates the level of noise in the SAR image. The differential part of the prior defines the edges and helps to preserve discontinuousness in the image. The Hessian approach and quasi-Newton methods are used in order to estimate the noise free coefficients. The texture parameters of the prior is changed in each iteration in order to find the best model for the despeckled data.
II. BAYESIAN INFERENCE
The Bayesian inference is based using the Bayes theorem. The posterior distribution can be expressed as conditional distributions of a priori distribution, likelihood and the evidence probability density functions. The maximum a posterior estimate is obtained by maximizing the posterior over the unknown variable and is given by arg max ( | ) ( )
Where p(x) represents a prior and p(y|x) represents the likelihood. The prior and likelihood pdfs should be defined using the theoretical pdf's. The prior pdf is usually modeled using the Markov random fields and the likelihood models the speckle noise in SAR images, which is usually represented using the Gamma pdf given by
Where y s represents the noisy pixel at location s and x s represents the estimate of despeckled pixel, L ψrepresents the equivalent number of looks and Γ denotes the Gamma function.
To be able to preserve the texture, the method uses GaussMarkov Random Field (GMRF), which represents an autoregressive process, as prior probability density function. It is a textured model that allows using adaptive neighbourhood system for edge preservation between uniform areas. It is given by
Where x i represent the pixel to be evaluated, θ can be denoted as the model parameter describing textured information, n is the neighbourhood system around the central pixel x i . The complexity of the method is determined by the size of the neighbourhood and the model order. θ with vector notation represents the set of textured parameters which dimension depends on the size of the considered neighbourhood.
According to Bayesian inference we use the first level to get the model which fits to SAR data, estimating the MAP of the posterior and the second level: the model selection consists in finding the most plausible model explaining the data.
III. TIKHONOV REGULARIZATION
The despeckled image can be approximated using the minimization of the cost function ˆarg min ( )
Where J(x) represents the cost function. The optimization function J(x) can consists of data fidelity term, prior and gradient of the image given by
The regularization parameters defines the impact of the prior and gradient on the cost function and can be defined using the evidence framework, which will be explained later. The Gauss-Markov random field can be used for the prior knowledge about the SAR images. The cost function J(x) is then given by Where the parameter θ defines the texture parameters of the GMRF and ζ represents the neighborhood system. The parameter θ can be defined using the minimum mean square error approach given by
where G is the matrix consisting of the elements, weighted by the single parameter θ i . Vector X consists of elements, that surround the observed coefficients inside a window with a size of p×p pixels. The optimization problem defined in (3) can be solved using the Hessian approximation 
Where n represents the current iteration, γ is the step size, H(x) is approximation of Hessian and
is the gradient of the cost function. The algorithm runs until (12) is smaller than predefined value σ>0.
The parameters λ 1 and λ 2 can be estimated using the evidence frameworks as proposed in [2] . The evidence can be expressed as integral over the likelihood and prior. . The evidence can be simplified by using Taylor series with Hessian approximation E λ1 given by )
represents the gradient part of the cost function J(x). The parameter k can also be estimated using the evidence framework by maximizing (14) regarding parameter k given by
Where 1 
The parameter k is computed using the Brent's algorithm for root finding of expression (17).
IV. EXPERIMENTAL RESULTS
The SAR image acquired from the TerraSAR-x satellite was used for despeckling. The efficiency of despeckling was compared using the MBD method, which uses the GMRF model for a prior, Gamma pdf for the likelihood and estimates texture parameters using the evidence maximization technique. Table1 shows the objective measurements using the MBD and The proposed method using the GMRF and Tikhonol like optimization. The reconstructed synthetic images were compared with the originals and objective measurememnts using mean square error (mse), mean of reconstructed images and expectation of speckle noise (E(y/x)) were observed. The experimental results show that the despeckling using the proposed method outperforms the MBD method. The reconstructed image obtained with the proposed method shows the improvement in despeckling of the homogeneous areas and the preservation of the textures and point based features. The texture parameters for the proposed method shows better source separation comparing with the MBD, because some point based features are better preserved. On the other hand the proposed method sometimes over-blurs the structures like forest, etc.
V. CONCLUSION
This paper proposes a new method for despeckling of SAR images using non-quadratic regularization and Gauss-Markov Random Field prior. The method shows very good results on the synthetic SAR and real SAR images. The proposed algorithm is able to estimate speckle noise and remove it from single look SAR image.
