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Abstract 
This thesis describes the development of a new generation of submillimeter wave receivers aimed 
at future integrated array receivers and presents astronomical observations taken with a single 
element of such a new receiver in the submillimeter wavelength band. 
The technological development presented in this thesis was driven by the need to develop 
heterodyne receivers based on superconductor- insulator-superconductor (SIS) detectors, which 
have proven to be the most sensitive detectors in the millimeter and low submillimeter band, and 
that are suitable for the construction of array receivers. A quasi--optical approach was chosen in 
order to take advantage of the planar photolithography used in SIS diode manufacturing. This 
allows straightforward integration with planar antennas. The introductory chapter describes an 
initial receiver design, based on a planar logarithmic spiral antenna, that was an improvement 
over existing quasi--optical designs using planar antennas. 
This receiver was the first submillimeter SIS receiver ever to be used for astronomical 
observations. However, it also showed that two major problems still had to be overcome to 
develop this technology to the mature state where array receivers can be designed. The beam of 
an individual element, launched by the planar antenna, has to be of high quality - comparable 
to that of a waveguide hom antenna - to provide good coupling to a telescope. Second, the 
impedance of the SIS detector, dominated by its capacitance, has to be matched to the antenna's 
impedance over the operating range of the receiver. 
The optics problem was solved by introducing a novel antenna design called the hybrid 
antenna. The hybrid antenna is defined as a dielectric lens-antenna as a special case of an 
extended hemispherical dielectric lens that is operated in the diffraction limited regime. It is a 
modified version of the planar antenna on a lens scheme developed by Rutledge. The dielectric 
lens- antenna is fed by a planar-structure feed antenna and the combination of the two is termed 
a hybrid antenna. Beam pattern and aperture efficiency measurements were made at millimeter 
and submillimeter wavelengths as a function of extension of the hemispherical lens and different 
lens sizes. An optimum extension distance is found experimentally and theoretically for which 
excellent beam patterns and simultaneously high aperture efficiencies can be achieved. At 115 
GHz the aperture efficiency was measured to be (76 ± 5 )% for a diffraction limited beam with 
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sidelobes below -17 dB. The hybrid antenna is diffraction limited, space efficient in an array 
due to its high aperture efficiency, and is easily mass produced, thus being well suited for focal 
plane heterodyne receiver arrays. A single element hybrid antenna receiver yielded coupling 
efficiencies between the receiver and the Cal tech Submillimeter Telescope of values approaching 
those achieved by the best waveguide hom based receiver systems. 
The problem of tuning the SIS junction's capacitance was solved by using a novel super-
conducting transmission line circuit, called the end-loaded-stub, together with a real impedance 
transformer. This Nb based circuit is integrated with the planar feed antenna of the hybrid antenna 
and a Nbj AlOx f Nb SIS detector. A goal for the matching circuit design was to achieve an octave 
of bandwidth and computer modeling of the device correctly predicted the measured bandwidth 
and characteristic frequencies to within 8%. The bandwidth measurements were carried out by 
using the SIS diode in direct detection mode with a fuurier Transform Spectrometer. A good 
match was obtained from 200 GHz to 475 GHz between the antenna and a relatively large area (1 
J-Lm2) tunnel junction with wRnC :::::: 2-4. Noise measurements were made in heterodyne mode 
at 318 GHz, 395 GHz, 426 GHz and 492 GHz, yielding uncorrected double sideband receiver 
noise temperatures of 200 K, 230 K, 220 K and 500 K, respectively. These results are comparable 
to state of the art waveguide receivers. 
The combination of a hybrid antenna with the integrated tuning circuit thus lays the foundation 
for the development of integrated SIS focal plane receiver arrays. 
The final chapter describes observations of the neutral carbon C I e P1 - 3 Po) line at 492 
GHz with a single element quasi-optical SIS receiver. The goal was to investigate the large- and 
small-scale distribution of C I in the interstellar medium (ISM). Observations of neutral atomic 
carbon in the galaxy IC 342, made at the Caltech Subrnillimeter Observatory, are presented, which 
represent the first extragalactic subrnillimeter detection of C I . The C I emission from IC 342 was 
found to have a main beam temperature of about 1 K, which is a factor of two greater than that 
for 13C0(2 - 1) in the same size beam. The integrated line intensity for the central 15" of 
IC 342 was found to be (6.2 ± 1.2) x IQ-6 erg s-1 cm-2 sr-1. A 45" cut from the center to the 
south showed that the intensity ratio of C I to C0(2 - 1) is constant at about 1.4. The C I to 
CO abundance ratio is about 15% and the total C I abundance relative to hydrogen is 7 x I0-6 , 
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yielding about 2: 10% of all carbon in the gas phase to be in form of neutral atomic carbon. 
Comparing the IC 342 data with COBE observations of the Milky Way it is found that the 
intensity ratio of C I to C0(2 --+ 1) is approximately the same for IC 342 as it is for the Milky 
Way, despite the fact that the IC 342 measurements are from the center a moderate star burst 
galaxy, while the COBE data are an average over the entire Milky Way. From the comparison 
between the Milky Way and IC 342 and the cut through IC 342 it can thus be concluded that 
there is a strong correlation of CO with C I emission on large scales. 
The small-scale structure of neutral carbon in the ISM is studied with a 31 by 41 (~a x ~~) 
map, sampled at 20" intervals with a 15" beam, in the Orion Molecular Cloud (OMC). The map 
covers the embedded infrared source 1Rc2, the southern source (OMC-1 south, FIR 3,4) and the 
ionizing stars of the Trapezium. C I is found to be widespread with a typical intensity of about 
6 x w-6 ergs-1cm-2 sr-1and some enhancement at the interface between the ionized and neutral 
molecular medium with a peak intensity of 9.6 x w-6 erg s-1 em - 2 sr-1• A typical gas phase 
abundance of neutral carbon relative to hydrogen of ~ 3 x w-6 is found, decreasing two orders 
of magnitude in the cores of the condensations. 
Theoretical model calculations of ion chemistry of molecular clouds with external UV il-
lumination were performed for this thesis, based on a code by Le Bourlot, which allow for an 
explanation of the observed relation of neutral carbon to CO and hydrogen on both, large and 
small, scales. It is suggested, based on the observational data presented and the good agreement 
of the observations with the ion chemistry model, that the C I (1 --+ 0) emission emanates from 
the bulk of gas in molecular clouds, i.e., from regions similar to those emitting in the low J 13CO 
lines. This requires the bulk of the observed medium to be in the chemically low-density regime 
where charge transfer reactions of atomic species dominate over protonation reactions (started by 
H!) of oxygen bearing molecules. The fine structure emission lines from neutral carbon are thus 
a more important coolant for the ISM than the rotational transitions of CO for low to moderate 
hydrogen densities. This is in contrast to previous PDR models that only had significant neutral 
carbon abundances in a thin PDR transition layer on the surface of molecular clouds irradiated 
by FUV. 
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CHAPTER I. 
INTRODUCTION TO SUBMM WAVELENGTH RECEIVERS AND ASTROPHYSICS 
1.1 Astrophysical Motivation for Submm Receiver Development and Thesis Overview 
The submillimeter wavelength bandt (1 mm to 0.1 mm or equivalently 300 GHz to 3 THz) is 
currently at the frontier of radio astronomy. It is one of the last, mostly unexplored, spectral ranges 
in astronomy with important insights into many diverse astrophysical topics such as star formation 
and proto-planetary disks, galaxy formation, infrared luminous galaxies at cosmological distances, 
planetary atmospheres, and cosmo-chemistry. There are several reasons for the importance of 
submillimeter radio astronomy to these fields. 
First, the photon energy of submillimeter waves expressed in units of temperature (T = 
hv f kB) is about 10 to 100 K, which is well matched to the conditions in most interstellar molecular 
clouds, as shown in figure 1.1. This is important, for example, in star-formation, where molecular 
clouds collapse under their own gravitational field. The collapse would be stopped by the rising 
thermodynamic pressure due to adiabatic heating, if it were not for radiative processes carrying 
away thermal energy, thus allowing the collapse to continue to form a star. 
Second, dust is a constituent of the interstellar medium (roughly 1% by mass) and its emission 
peaks in the mid-infrared (typically 10 to 100 J.Lm). The dust emission opacity is usually very 
high in the mid-infrared, thus limiting the depth to which these objects can be studied and making 
mass determinations difficult or impossible. However, in the submillimeter the optical depths are 
low enough for radiation to penetrate through the cloud containing the dust but still high enough 
to allow the dust emission to be detectable. 
t This band is between the infrared (IR) band and the millimeter wave band and when detector 
techniques typical for the infrared band are used, e.g., bolometers, it is also often called the far 
infrared (FIR) band. However, when radio techniques steming from millimeter wave technological 
developments are used, the very same frequency range is referred to as the submiiJimeter band as 
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2.7 K COSMIC BACKGROUND 
Figure 1.1 Synthesized emission spectrum of a typical interstellar cloud with a 
physical temperature of 30 K (from Phillips and Keene [ L 1 ]). Rotational emission 
lines from heavy molecules (most notably CO) dominate the long wavelength 
range while light molecules (mostly hydrides) combined with atoms (Carbon and 
Oxygen) and dust dominate at shorter wavelengths. 
fur the field of cosmo-chemistry the submillimeter band is the most important frequency 
range since many interesting molecular species, such as hydrides, have a wealth of transitions 
in that band as can be seen in figure 1.2, which is a composite spectrum from 325 to 360 GHz 
towards the Orion molecular cloud. In addition to molecules, some atomic species, such as neutral 
and singly ionized carbon which are important coolants for the interstellar medium (ISM), have 
transitions in the submillimeter. Thus, spectroscopic studies of the interstellar medium in the 
submillimeter wavelength range should significantly contribute to the understanding of chemical 
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Figure 1.2 Submillimeter spectrum from 325 to 360 Ghz towards the Orion 
molecular cloud taken at the Caltech Submillimeter Observatory by Groesbeck 
et al. [ 1.2]. The spectrum shown is a composite of over 100 individual spectra 
showing the diversity of chemical species in molecular clouds. 
the ISM provides for a very unique chemical laboratory not realizable on earth. 
In addition to physical parameters like temperature and density of the gas and dust, spec-
troscopic teclmiques allow detailed information about radial velocities, chemical abundances, tur-
bulence, magnetic fields etc. The spectroscopic teclmiques are best realized by using heterodyne 
receivers with virtually no limit on the spectroscopic resolution. 
If the submillimeter band is important, why then has it not been until recently that its 
exploration has started? The main obstacles are of teclmological nature. To have good spatial 
resolution and high sensitivity to point-like sources, large aperture radio telescopes had to be 
constructed with sufficiently high surface accuracy to be useful in the submillimeter band and 
then erected at sites where the earth atmosphere is sufficiently transparent. Since water vapor 
in the earth atmosphere is mostly responsible for the absorption of submillimeter waves, high 
altitude sites are required. Only in 1987 did the first submillimeter wave radiotelescope, with 
an aperture of 10.4 m (Caltech Submillimeter Observatory, CSO), go into operation on Mauna 
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Kea, Hawaii at an altitude of 4200 m, followed shortly thereafter by the 15 m aperture James 
Clark Maxwell Telescope (JCMT) on the same site. Today there are several submillimeter radio 
telescopes operating worldwide and several new ones, including an interferometric array, are under 
construction. Since 1975 the Kuiper Airborne Observatory (KAO) has allowed observations at 
altitudes of up to 13.7 km with little atmospheric degradation in large windows in the submillimeter 
band (see figure 1.3), although many of the most important molecules, e.g., H20 and 0 2, cannot 
be studied from even those altitudes. Additionally, the available observing time is short and the 
0.9 m aperture of the telescope small. A future upgrade (Stratospheric Observatory for Infrared 
Astronomy, SOFIA) with a larger aperture (2.5m) is under investigation. The ideal platforms for 
submillimeter observations are, of course, space-borne since they allow for observations with no 
atmospheric degradation. One space-borne mission is currently being built by NASA with an 
0.55m aperture (SWAS). SWAS will have no cryogenic capability thus less sensitive receivers 
and is meant as a limited exploratory mission to survey five lines, including one of H20 and 
one of 0 2, which have never been observed. It is scheduled for launch in 1996. An upgraded, 
cooled focal plane, 2.5m aperture mission (SMIM) is in the planning stages. ESA is planning a 
4m aperture (FIRST) satellite with cooled receivers to be launched by the end of the decade. 
Submillimeter telescopes need to be equipped with the very best receivers and spectrometers 
possible. Bolometric receivers are available by adapting techniques from the infrared band. How-
ever, the development of very sensitive receivers allowing for spectroscopic observations was -
and at frequencies above 500 GHz ( 0.6 mm) still is - a mostly unsolved technological challenge. 
Heterodyne receivers, as used in the centimeter and millimeter wave bands, require significant 
changes to be applicable in the submillimeter wavelength band and thus development of new 
technologies and materials is needed. Furthermore, a technological push towards array receivers, 
to increase the effectiveness of telescopes when imaging astronomical sources, is imperative. 
This thesis describes the development of a new generation of submillimeter wave receivers 
aimed at future integrated array receivers followed by a presentation of astronomical observations 
and their astrophysical interpretation for data taken with a single element of such a new receiver 
in the submillimeter wavelength band. 
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Figure 13 Atmospheric transmission comparison for (top) a very high ground 
based site such as Mauna Kea (4200m) with a precipitable water vapor of 1mm 
and (bottom) from an airborne platform like the Kuiper Airborne Observatory at 
12 km altitude (from Grossman [ 1.3 ]). 
receivers based on superconductor-insulator-superconductor (SIS) detectors that are suitable to be 
integrated into the focal plane of the telescope to form array receivers. SIS diodes are favorable 
as detectors since they have proved to be the most sensitive detectors in the millimeter and low 
submillimeter band. The route chosen in this thesis is based on work done by Rutledge et al. 
[ 1.4] and Wengler et al. [ 1.5], who used planar antennas with a detector integrated in the apex of 
the planar antenna, which is quasi-optically coupled to the telescope. The term "Quasi-optical" 
receiver thus refers to receivers using optical-style lenses and planar antennas to couple the 
radiation into the detector rather than waveguide structures as used in conventional microwave 
receivers. Two major problems had to be overcome to develop this technology to sufficient 
maturity that array receivers could be designed. First, the beam of an individual element, launched 
by the planar antenna, had to be of high quality - comparable to that of a waveguide hom antenna 
- to provide good coupling to a telescope. Second, the impedance of the SIS detector had to 
be matched to the antenna's impedance over the operating range of the receiver, since quasi-
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optical receivers, unlike waveguide receivers, have no mechanically adjustable tuners. Serving 
as an example of a typical single element quasi-optical receiver, the design and performance 
of a quasi-optical receiver based on a planar-logarithmic-spiral antenna is shown below in this 
chapter. This receiver was the initial design as part of this thesis project on which the new 
developments discussed in the following chapters are based. It was the first submillimeter SIS 
receiver ever to be successfully used for astronomical observations. Preceding this example of a 
quasi-optical receiver is a more detailed discussion of heterodyne receiver principles, the physics 
of SIS detectors based on the semiconductor picture, and the quantum theory of mixing with 
SIS detectors. Chapter II will describe the development of a new antenna, called the hybrid 
antenna, which changes the optical system of the receiver significantly and allows this antenna 
to be used as a single element of an integrated focal plane array receiver yielding high aperture 
efficiencies and excellent beam patterns. A broadband impedance matching structure, based on 
a novel superconducting transmission line circuit, is introduced and discussed in chapter III. 
Theoretical predictions and comparison with direct and heterodyne measurements are presented 
for this circuit. Chapter IV concludes this thesis with an application of a quasi-optical receiver 
in radio astronomy. Observations and astrophysical interpretation of the small scale structure of 
neutral carbon emission (C I) in Orion and the first extragalactic detection of neutral carbon at a 
frequency of 492 GHz (0.61 mm) in the galaxy IC 342 are shown. The data is interpreted in the 
framework of a photo-dissociation region (PDR) model combined with a cosmo-chemical model 
based on ion chemistry. 
1.2 Heterodyne Receiver Principles 
In radio astronomy, and many other fields, the radiation received by a radio antenna is too 
high in frequency and too weak in signal strength to be analysed directly by devices such as 
spectrometers. A heterodyne receiver is an electronic device that down-converts the signal from 
the radio frequency (RF) to a much lower intermediate frequency (IF) where appropriate instru-
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mentation for direct analysis of the signals is technologically feasible. The analysis includes the 
strength of the radiation as a function of frequency, i.e., spectroscopy, or the phase of the radia-
tion for use in interferometric measurements, or both simultaneously. The heart of a heterodyne 
receiver is the mixer, i.e., a device that performs the frequency down-conversion without losing 
amplitude and phase information, thus also preserving frequency information. Figure 1.4 shows 
the schematic for a typical heterodyne receiver. fur signal frequencies above about 100 GHz the 
amplifier in front of the mixer is not feasible since the technology to build such amplifiers does 
not exist currently. This makes the mixer the first element that processes the very weak signal. 
The next section will show why this makes it the most critical component for signal to noise 
considerations in a millimeter or submillimeter heterodyne receiver. 
1 RF Amp l 
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Figure 1.4 Schematic view of a heterodyne receiver. The RF amplifier in front 
of the mixer is currently technologically not feasible for frequencies above 100 
GHz. Thus the mixer element is the first to process the weak received signal. 
a) Operating principles of a mixer 
As stated above, the mixer is the central device of a heterodyne receiver since it down-converts 
the signal frequency to a much lower intermediate frequency without losing amplitude and phase 
information. A mixer requires a reference signal relatively close in frequency to that of the 
signal and an electronic device performing the mixing of the signal with the reference signal to 
yield the down-converted signal at the intermediate frequency. The reference frequency signal is 
monochromatic and much stronger than the signal. It is generated within the receiver and thus 
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called the local oscillator (LO) signal. The electronic device most commonly used in a mixer is 
a diode with a non-linear current to voltage characteristic. Two types of diodes are frequently 
used in radio astronomical receivers: Schottky diodes, which are semiconductor devices, and 
Superconductor-fusulator--Superconductor (SIS) diodes. The work presented in this thesis is 
solely based on SIS devices and they will be discussed in more detail in the following sections. 
However, for the classical considerations following now the only relevant characteristic is the 
non-linearity of the current-voltage characteristic of any device used in a mixer. If such a device 
is supplied with a de bias voltage Vb and a small time varying voltage V(t) the current through 
the device can be expanded in a Taylor series : 
(1.1) 
Let the time varying voltage be the sum of the local oscillator signal with amplitude A and 
frequency ww and the signal frequency with amplitude B and frequency ws, 
then 
V(t) = A sin(wwt) + B sin(wst) , 
I(t) = I(Vb) + K 1 (A sin(wwt) + B sin(wst)) 
+ K2 (~2 + ~2) 





+ K2 A B cos[(WLO- ws)t] 









Thus the current contains the original signal, rectified signal, harmonics of the local oscillator and 
signal, sum and difference of the local oscillator frequency and signal frequency. fu general the 
current spectrum contains frequencies f 
!= lmfw±nfsi m,n=0,1,2, ... (1.4) 
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The rectified current can be used to monitor the RF power seen by the diode, in order to avoid 
saturation or destruction. The difference frequency signal, or intermediate frequency (IF), is easily 
separated out from all the other frequencies, since the LO frequency is very close to the signal 
frequency and therefore the IF is very low. The receiver will, of course, down-convert not just 
one single frequency but rather a frequency band, which is defined by the bandwidth of the IF 
circuit The resulting IF bandwidth is sometimes called the receiver's instantaneous bandwidth 
when compared to bolometric receivers. The amplitude and frequency of the local oscillator is 
kept constant, thus the IF amplitude at a certain frequency is proportional to the signal amplitude 
with the frequencies related through (1.4). However, there is an ambiguity apparent from (1.4), 
which is that the IF contains signals with frequencies /IF = fw - is and /IF = fs - fw. These 
two possible signal frequencies are the two sidebands of a receiver called the lower sideband and 
the upper sideband, t respectively. Figure 1.5 shows the relation of the two sidebands, the local 
oscillator frequency and the IF band. A receiver that allows both sidebands to be present in the 
IF band is called a double sideband (DSB) receiver, whereas a receiver that employs some means 
of blocking one sideband before the mixer is a single sideband (SSB) receiver. 
-f -IF IF LSB LO USB 
Figure 1.5 Down-conversion process of a heterodyne receiver from the upper 
and lower sideband into the intermediate frequency band. The negative frequency 
IF band cannot be distinguished from the positive frequency band in the simple 
circuit of figure 1.4. 
t If the signal Wlder investigation, e.g., an emission line from a molecule, is in one particular 
sideband this sideband is also referred to as the signal sideband. The other sideband is then called 
the image sideband. 
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b) Sensitivity determination of a heterodvne receiver 
An important figure of merit for any receiver system is its sensitivity to the signal band, i.e., how 
much noise is added to the signal by the receiver. In millimeter and submillimeter radio astronomy 
the strength of a signal is typically quoted in units of brightness or radiation temperature and it 
is thus useful to quote the sensitivity of a receiver in the same units. The standard technique 
used to measure the sensitivity - or equivalently noise temperature Tr - of a receiver involves 
black body radiation of two sources of known temperature, subsequently referred to as a hot and 
cold load. In the Rayleigh-Jeans approximation (hv ~ kBT), the power P from a black body at 
temperature T emitted in a frequency band of width B is given by 
P = B k B TbJackbody , (1.5) 
where kB is the Boltzmann constant. The power in the receiver's IF band is the sum of power 
from the black body source and the receiver's own noise contribution at equivalent temperature 
Tn referenced to the input of the receiver, multiplied by the gain of the receiver, G, 
(1.6) 
Taking two measurements, one with a hot and one with a cold load at the input of the receiver, 
yields the ratio 
Y 
_ P~t _ Tr + Thot 
- IF -
Pcold Tr + T cold 
(1.7) 
of the power in the IF band. The receiver's noise temperature can then be calculated from (1.7), 
T. _ Thot - Y Tcold 
r- Y -1 (1 .8) 
All noise temperature measurements quoted in this thesis were performed using this technique 
with hot and cold loads at room temperature (295 K) and liquid nitrogen temperature (78 K), 
respectively. 
c) Noise contribution of individual receiver stages to the total noise 
The noise temperature of a receiver describes the sensitivity of the complete receiver system. 




Figure 1.6 Chain of components of a receiver system each component having its 
own noise temperature Ti and gain Gi. 
within the receiver to the total noise temperature. Figure 1.6 shows a chain of components each 
with its own noise temperature Ti and gain Gi (or loss, i.e., a gain of less than 1). 
From ( 1.5) the total IF power for N stages then is 
(1.9) 
which can be rewritten for the total receiver noise temperature 
T2 T3 TN 
Tr = Tt + -G + G G + ... + G G 
71 1 2 J ... N-1 
(1.10) 
This shows that the first stage is the most important stage if all stages have a gain larger than 
unity. For receivers that have no amplifier before the mixer, the mixer's noise contribution is 
thus most important Additionally, since mixers typically have no gain (and often considerable 
loss), the amplifier following the mixer is also critical, since its noise contribution increases as 
the loss of the mixer increases. Recall from equations (1.1) and (1.3) that the mixer's conversion 
of the RF to the IF band is proportional to K2 = ~~~>, which implies that the non-linear device 
utilized in the mixer should have as strong a non-linearity in its current-voltage characteristic as 
possible to maximize the gain (or minimize the loss) of the mixer. SIS diodes have very strong 
non-linearities, which is one of the reasons why they have become the most successful devices 
for millimeter and low submillimeter frequencies. The physics of SIS devices will be discussed 
in the following section. 
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d) Practical and Theoretical Limitations of Mixers 
Typically, the main design goal of a mixer is to make it as sensitive to the signal as possible. Due 
to the quantization of the electro-magnetic radiation field the Heisenberg uncertainty principle 
dictates that there is a fundamental limitation to a simultaneous measurement of amplitude and 
phase of a signal. A mixer linearly converts a high frequency signal to a lower frequency 
signal, preserving amplitude and phase information. General linear amplifier theories, such as 
Caves' [1.6], predict a quantum limited noise temperature for a single sideband (SSB) mixer of 
TM ~ hv/kB. 
However, in practice it is hard to achieve quantum limited performance for several reasons. 
The mixing element itself is typically a tunneling device, such as an SIS or Schottky barrier diode, 
which introduces shot noise due to the leakage current of the diode. Any lossy element with a 
gain of less than unity, i.e., loss L = a-•, in the path of the signal to the mixer will not only 
reduce the amount of signal but also introduce noise. The lossy element acts as a black body at 
physical temperature T and emissivity E = 1 - G. 
In addition to the mixer's noise temperature TM, its conversion gain or loss G M• will 
determine the overall performance of the receiver as shown above by equation (1.10). It was seen 
that the conversion gain depends on the non-linearity of the mixer' s diode. However, the diode's 
impedance may not be matched to the incoming signal, resulting in signal power being reflected. 
This reduces the conversion gain further. Twmel barrier diodes have a capacitance C that, if 
not tuned by an inductive element, can reduce the conversion gain significantly. The higher the 
frequency of operation the more critical that capacitance will be. A figure of merit for diodes 
used in mixers is thus the ratio of the signal frequency f = w /2 1r to roll-off frequency 1 /2 1r RC, 
where R is the real part of the diode's impedance. When this ratio, w RC,t is less than unity, 
the device is sufficiently matched, while for w RC > 1 it will need some means of inductive 
tuning. SIS diodes can have moderately high w RC products in the millimeter wavelengths range, 
increasing to high w RC products in the submillimeter wavelengths range, where tuning circuits 
are required. A design of such a tuning circuit will be presented in chapter III. 
t traditionally called the "w RC product", even though it is a ratio of two frequencies 
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1.3 SIS Detectors in the Semiconductor-Picture 
A Superconducting-lnsulator-Superconducting (SIS) diode t is a sandwich of two super-
-
conductors separated by a very thin insulator acting as a tunneling barrier. The origin of the 
current-voltage characteristic and the mechanism by which radiation is detected in an SIS diode 
is best Wlderstood in the semiconductor-picture. 
Figure 1.7 Feynman diagram of the exchange of a phonon between two electrons 
in a superconductor forming a Cooper pair. The total momentum is conserved. 
In 1957 Bardeen, Cooper, and Schriefer [1.7] published a microscopic theory of supercon-
ductivity referred to as the BCS theory. Free electrons in a metal feel the repulsive Coulomb 
force between them. The BCS theory adds an attractive force between two electrons, based on 
the exchange of a phonon, thus leading to pair formation. Such a boWld pair of electrons is called 
a Cooper pair. The exchanged phonon is a quantum of thermal energy in the lattice vibration and 
its exchange conserves the total momentum of the system as illustrated in figure 1.7. The average 
distance between the two electrons where the repulsive forces equal the attractive forces is the 
coherence length ~Coopu of the Cooper pair, which is typically ~Cooper= 5 to 100 om for conven-
tional superconductors like Pb, Nb or NbN, and less than 1 run for high-Tc ones, like YBaCuO. 
The volume between the two electrons in a Cooper pair contains about 106 to 107 conducting 
t SIS actually describes the structure of the device rather than the physical effect in use for 
the device. Thnneling of both single quasi-particles and Cooper pairs takes place in the device, 
but when the single quasi-particle is in use the nomenclature SIS is used When Cooper pairs 
are active it is called a Josephson jWlction. 
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electrons of which a fraction are also correlated in Cooper pairs. The partners in a Cooper pair 
have opposite spin and opposite momenta so that a Cooper pair can be described by (jj j , -p !), 
or with p= lik as (k j, -k !). However, this description only holds for a no-current condition so 
that the total momentum is zero. The most important effect of the pair formation is that the pair 
as a unit acts as a single Boson. All Cooper pairs can therefore be in the same state, i.e., they 
do not have to obey the Pauli exclusion principle for Fermions. The quantum-mechanical wave 
function of all Cooper pairs in one superconductor is therefore simply 
(1.11) 
i.e., the phase coherence extends through the whole superconductor. 
In addition to Cooper pairs there are still normally conducting electrons left so that a band 
picture of a superconductor needs to include both species. In a normal metal the energy as a 
function of wave number above the conduction band edge is roughly quadratic since the electrons 
can be treated as free particles with kinetic energy 2":n k2. The energy it takes to move a conducting 
electron with energy Et above the Fermi energy to an energy state E2 is 
(1.12) 
i.e., it takes E1 _ EFenni - E 1 to create a hole excitation and ~ = Eh. - EFenni to create an 
electron excitation. E1 and ~ are called reduced energies. Figure 1.8a shows an E-k diagram of 
reduced energies versus momenta. The important feature here is that the depicted graph touches 
the zero line for reduced energies, i.e., an arbitrary small amount of energy is sufficient to create 
a hole and electron like excitation. In a superconductor there is a binding energy .6. for each 
electron in a Cooper pair, which modifies the E-k diagram to that depicted in figure 1.8b. The 
binding energy per electron .6 prevents arbitrary small energies from creating excitations, i.e., the 
metal now has a bandgap-like structure with the gap energy 2.6., typically between 1 and 10 meV. 
To create an electron like excitation thus requires a minimum energy of 2A, in analogy to the 
band gap of a semiconductor. 
a) The DC current-voltage characteristic of an SIS diode 
To calculate the tunneling probability across the barrier in an SIS diode one needs to know the 
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Figure 1.8 Reduced energies as a function of wavenumbers. a) Reduced electron 
and hole excitation energy of a normal metal. b) Reduced electron-like and hole-
like excitations for a superconductor with the binding energy Ll of an electron in 
a Cooper pair. 
k 
states as a function of k does not change significantly when transitioning from the normal metal 
state above the superconductor's critical temperature Tc to below Tc, i.e., 
(~:) dk = const. = dn dEnormaJ dk= dn dEsuperc. dk' dEoormaJ dk dEsuperc. dk (1.13) 
so that 





From BCS theory (also compare figure 1.8a and 1.8b) the reduced energies available for quasi-
particle excitations are 
(1.15) 
which yields for (1.14) 
(1.16) 
There are no states for quasi-particles allowed for IEsuperc.l < Ll. Figure 1.9 shows the density of 




Figure 1.9 Density of states n(E) of a superconductor as a function of reduced 
energy E. The size of the energy gap is 2A, which is the minimum energy it 
takes to create an excitation from the ground state (T = 0). The shaded region 
indicates that the states are filled with electron like quasi-particles. 
In an SIS diode two superconductors are brought together close enough so that the electronic 
quantum-mechanical wave functions overlap, i.e., quasi-particles can tunnel from one supercon-
ductor to the other. The tunneling barrier in a typical SIS diode is only a few nanometers thick 
yielding a potential barrier of less than 1 eV. Figure l.lOa shows the density of states as a function 
of reduced energy for the two superconductors with an applied bias voltage across the junction 
of Vb < 2Afe. 
The current-voltage characteristic of an SIS diode follows from the energy band model. 
Since energy has to be conserved, no quasi-particle can tunnel from one superconductor to the 
other until the bias voltage applied across the junction reaches the value Vb = 2A/ e at which point 
there will be a very sudden onset of current The exact shape of the 1-V curve, shown in figure 
I. lOb, can be calculated from an analysis of the tunneling probabilities. At a temperature T > 0 
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Figure 1.10 a) Density of states n(i:) as a function of reduced energy E of an 
SIS diode, i.e., two superconductors in close proximity. A voltage Vb has been 
applied moving the energy band structure of one superconductor with respect 
to the other. b) The current voltage characteristic of an SIS diode based on 
numerical integration of equation (1.22) for the ground state (T = 0). The slope 
above Vgap = 2/l.fe is the normal state conductance Gn of the SIS diode. 
the probability of exited states is described by the Fermi function f(E) 
(1.17) 
where E is the reduced energy of the state. The number of electrons per energy interval in the 
right-hand superconductor is 
(1.18) 
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i.e., the density of states times the probability that the states are filled. The right-hand supercon-
ductor is assumed grounded while the left-hand one has an additional potential energy of e Vi,. 
The number of holes per energy interval in the left-hand superconductor is 
dN~L = dndE :::- el/i,) [1 _ f(E _ eVb)] 
dE dE ' 
(1.19) 
i.e., the density of states at reduced energy E- eVb times the probability that the states are not 
filled. Integrating over all possible energies then yields the current flow from the right to left 
(1.20) 
with the constant C depending on the characteristics of the tunnel barrier. Similarly the current 
flow from the left to right is 
(1.21) 
The resulting current Ioc then is the difference of the two currents with dna~E> = ~ = dnCE> 
dE dE dE 
Ioe(Vb) = e C joo dn(E-:_ el/i,) dn(~) [ j(E- Vi,)- j(E)J dE . -oo dE dE (1.22) 
Using (1.16) for the density of states the DC current-voltage characteristic can then be calculated 
by numeric integration of (1.22). The results for the system in the ground state (T = 0) are shown 
in figure l.lOb. The calculated current-voltage characteristic looks very similar to measured ones 
(see figures 1.17 and 3.4), except for a strong current at zero bias voltage seen in the measurements. 
This current is due to tunneling of Cooper pairs, also called Josephson currents [1.8], and is not 
part of the theoretical treatment presented here. 
b) Photon assisted tunneling in an SIS diode 
The sharp onset of current at a bias voltage of Vb = Vgap = 2/l./ e is due to the high density 
of states of electrons in the right superconductor matching the high density of holes in the left 
superconductor. Below that bias voltage no current can flow (ignoring thermal excitations). 
However, if radiation of frequency w is applied to the junction photons of energy liw can be 
absorbed by an electron like quasi-particle. 1\mneling is energetically then possible if Vb+liw / e 2:. 
Vgap· The absorption of more than one photon will also occur, but with decreasing probability as 
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the number of absorbed photons per electron increases. These photon assisted tunneling events 
lead to increases in current, i.e., current steps, below the gap voltage when Vi, + nliw / e = Vgap. 
This can be seen in Figure 1.11, which has been calculated using an equation derived in the next 
section. 
The strong non-linearity of SIS's current voltage characteristic on the scale of a photon 
energy in the millimeter and submillimeter frequency range leads to several advantages over 
Schottky diodes when used in a mixer. As discussed earlier the conversion gain will increase 
as the non-linearity increases. Furthermore, the fact that this non-linearity is on the scale of 
the photon energy has two additional advantages. First, the required power levels for the local 
oscillator in a mixer can be much lower than those in a Schottky diode mixer. This can be 
important at high frequencies, where the generation of LO power is difficult Second, the onset 
of quantum mechanical effects, such as gain in a mixer rather than conversion loss as classical 
mixers have, requires that the non-linearities be strong on the scale of the photon energy. These 
effects will be discussed in more detail in the following section. 
1.4 Quantum Theory of Mixing with SIS Devices 
SIS detectors exhibit quantum mechanical phenomena that dominate their characteristics 
when used in a mixer. It is therefore necessary to treat SIS detectors quantum mechanically 
if one wants to understand their behavior and predict their performance. The mathematical 
derivations presented here are based on the 1979 article by Tucker [1.9] and work by Tien and 
Gordon [1.10]. A useful review article is that by Thcker and Feldman [1.11]. The full quantum 
mechanical treatment of Tucker for photon assisted quasi-particle tunneling is of considerable 
complexity and an abbreviated version has been adopted here allowing the same physical insight 
for understanding the performance of an SIS mixer. 
a) Current voltage characteristic of an SIS diode with applied RF power 
As in the previous section, the right-hand electrode of the SIS diode is assumed to be grounded 
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so that the reduced energies of this electrode's levels are simply Ei. The SchrOdinger equation, 
(1.23) 
for the right-hand superconductors energy states can be separated and solved for the time depen-
dent part 
R R -• r• E dt' 
1/Ji (r, t) = 1/Ji (f) e -r Jo • 
= 1/J[i(f') e=rfE, t . (1.24) 
The left-hand side superconductor has a time dependent potential eV(t) relative to the right hand 
superconductor composed of the bias voltage Vb and the local oscillator voltage Vw, 
eV(t) = eY!, + eVw cos(wt) , (1.25) 
which yields for the left hand side wave function 
(1.26) 
Using the relation (Abramovitz and Stegun [ 1.12]) 
00 
e-ixsin(wt) = 2:::::: Jn(x) e-inwt (1.27) 
n=-oo 
yields 1/Jf(r, t) = 1/Jf(T) e -~ '[E, +eVbl f Jn ( e:;;) e-inwt 
n=-oo 
(1.28) 
Comparing (1.28) with (1.24) allows for the interpretation of the left- hand superconductor having 
additional virtual states with energies n liw at probability amplitudes Jn ( ei,: ). Note that the 
formalism is similar to the analysis of a frequency modulation of a high frequency carrier signal, 
i.e., FM radio. 
The virtual shifts in energy levels are equivalent to shifts of the DC voltage to Vb + nliw / e 
with a probability of J~ ( eli.v.; ) . Using the current voltage characteristic without an RF signal 
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Inc(Vb) as derived in (1.22) then yields the DC current Ib(Vb, Vw) with an RF signal voltage Vw 
at frequency w applied, 
(1.29) 
The probability weights J~ ( ei::; ) depend on the rate of photons absorbed by the SIS junction 
and for a rate of zero the current is just h(Vb, Vw = 0) = Inc(Vi,). Figure 1.11 shows an I-V 
characteristic of an SIS diode with different amounts of LO power applied. Two steps are visible 
(n = 1 and n = 2), which correspond to one and two photons absorbed by each tunneling quasi-
particle. The presence of these quasi-particle photon steps was first discovered by Dayem and 
Martin [1.13] in 1962. 
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Figure 1.11 Current-voltage characteristic of an SIS diode with different LO 
power levels applied as calculated from equations (1.22) and (1.29). The LO 
frequency is 500 GHz and the SIS junction has a gap voltage of Vgap = 2.9mV, 
like NB/AIOx!Nb SIS junctions. The heavy drawn line is for noLO power and 
the lines above it are for PLo =1, 10, 20 and 30 mW, respectively. 
b) Assumptions for the mixer calculations 
To calculate the mixer gain and input and output impedances the following seven assumptions 
are made: 
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1) The IF is so low that the mixing element sees the same impedance at the LO frequency and 
both sidebands. 
2) The mixer sees the same impedance at the IF and at DC so that the IF signal can be treated 
as small changes in the bias voltage. 
3) The DC bias is applied by an ideal voltage source with an output load conductance Gf:. 
4) No harmonic frequencies appear at the RF terminals of the mixer and the equivalent embed-
ding circuits are purely resistive. 
5) The currents and voltages across the mixing element are in phase. 
6) The signal will only produce an amplitude modulation of the LO signal, i.e., no phase 
variation of the LO. 
7) Only devices where the current (for no local oscillator power) increases monotonically with 
the voltage will be considered. 
Assumptions 1) through 4) are usually fulfilled in a mixer, especially the one described in 
chapter III of this thesis. The IF of 1.5 GHz is much lower than typical signal frequencies in the 
submillimeter band. The large capacitance of an SIS junction shorts the harmonic frequencies 
and the matching circuit as described in chapter ill tunes out the large capacitance at the LO and 
both sideband frequencies (quasi-optical receivers with broad band matching circuits are truly 
double sideband receivers). A SSB receiver would clearly violate assumption 1). Assumption 5) 
is actually not correct due to quantum mechanical reactances. However, as shown by Feldman 
[1.14], these reactances are rather small and can be ignored. Assumption 6) is somewhat artificial 
and certainly not realistic for any receiver since it requires signals in both sidebands set up so 
that their phase contribution to the LO cancels. However, this assumption greatly simplifies the 
formalism and yields the same results as a rigorous treatment of the theory of mixing by Torrey 
and Whitmer [1.15]. Assumption 7) is usually fulfilled for SIS diodes in the bias voltage range 
of interest Vgap/2 < Vb < Vgap. Note that the assumption is for the unpumped I-V characteristic 
only, i.e., without LO power applied. When LO power is applied the I-V characteristic of an SIS 
diode can develop areas of negative differential resistance indicating quantum behavior, which is 
within the following theoretical treatment 
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c) The dissipative RF currents through the SIS diode 
Before calculations of mixer conversion gain, input and output impedances can be made the 
dissipative, i.e., in phase, currents induced by the RF signals (mostly from the local oscillator) 
need to be known. From equation ( 1.29) one can set up a photon rate equation as follows. fur 
each energy level n the number of electron like quasi-particles that tunnel per second due to 
photon assisted tunneling are J~ (eli.'::; ) Joe (Vb + n/iw f e) . Each electron requires n photons so 
that the total rate N is the sum for all energy levels, 
(1.30) 
The total power absorbed by the SIS junction is P = Vwlw/2 yielding a photon rate of N = 
Vwlwf2/iw. From this the dissipative current follows to be 
(1.31) 
Using the recurrence relation for Bessel functions (Bronstein and Semendjajew [1.16]) 
yields (1.32) 
(1.32) 
Equation (1.32) is identical to the one derived more rigorously in Thcker and Feldman [ 1.11 ]. 
d) Gain. input and output conductances of the SIS mixer 
All required relations that contain the physics of the SIS tunnel junction are now available and 
the mixer's characteristics can be calculated. The DC current h(Vb, Vw) and the dissipative 
component of the RF current Iw(Vb, Vw) as given in (1.29) and (1.32), respectively, are treated as 
dependent variables. It will prove useful to define the following conductances: 
Olw 
Gww := {)Vw (1.33) 
The Gbb and Gww can be thought of as the low (DC and IF) and high (RF) frequency conductances 
of the diode, respectively, when conversion effects are ignored. The Gbw is the conductance for 
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the conversion from high to low frequencies and Gwb the reverse. Small changes in the junction's 
current can then be written as 
(1.34) 
(1.35) 
To derive the differential low frequency output conductance of the mixer G~ from (1.34) at 
constant LO power 
IF _ ( dh ) _ ( dVw) 
GM = dl/i - Gbb + Gbw dl/i 
b P1.0=eonst b P1.0=eonst 
(1.36) 
the quantity ~~~ at constant LO power needs to be determined. The LO source current in the 
RF circuit is the sum of the LO current through the source conductance GP' and the dissipative 
current I w through the SIS junction 
(1.37) 




dVb PLO=eonst = - GP' + G ww ' (1.39) 
so that (1.39) inserted in (1.36) is 
(1.40) 
The conversion efficiency is measured and calculated with a constant supply voltage, Voc. 
Note, that the bias voltage of the SIS diode Vb contains the fixed DC bias Voc and a time dependent 
component VIF. The IF current then is liF = dh at constant supply voltage Voc. Assumption 6) 
stated that the RF signal is like an amplitude modulation of the LO signal, i.e., lsillJlal = dlw at 
constant DC supply voltage Voc. Using equation (1.38) for dlw, 




The low frequency voltage across the SIS junction is Vb = Vnc- Ib/Gf:, with Gf: the IF circuits 
load conductance. Differentiating this and using equation (1.34) yields 
The signal current then finally is 
GRF GbwGwb /signal= ( S + Gww- GIF G )dVw 
L + bb 
As stated above, the IF current is 




The equations derived so far allow us to calculate the conversion gain of the mixer. fur most 
mixers, the conversion gain is less than one, as is unavoidable for classical mixers. However, SIS 
diodes can yield conversion gain larger than unity due to the quantum mechanical nature of the 
mixing process invoking photon assisted tunneling. The conversion gain C is defined as the ratio 
of the IF power delivered into the load resistor to the available power in the RF signal. 
RF IF _ Ifi, G~ 
C(Vnc, llo, Gs , GL) = U signaJ/2)2 Gf: 
_ G~GL 4Gf: 
(1.45) 
- (Gww + G~)2 (Gf: + G~)2 
The factor of 2 in lsignaJ/2 arises from assumption 6) and is included here to make the final results 
in accordance with more detailed calculations that assume the signal to be in only one sideband 
rather than both. The following dimensionless quantities can be defined, 






DM = Gbb . (1.46) 
As will be shown later, the quantity C0 , which is the ratio of the down to up conversion con-
ductances, is constant at a value of 0.5 for a classical mixer. 'f/ is the normalized product of 
the up and down conversion conductances and can thus be thought of as a measure of intrinsic 
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conversion efficiency. The lower case g's are simply normalized IF and RF conductances. Now 
the conversion gain can be rewritten in a clearer way, 
(1.47) 
The conversion gain is thus the product of the intrinsic conversion efficiency, 7], the constant (at 
least for a classical mixer) C0 , a fraction that depends on the RF match and one that depends on 
the IF match. However, some interaction between all terms exists. fur the IF side of the mixer, 
the maximum available conversion gain Cmax is available when gf: = 1~1. 
(1.48) 
i.e., the IF side of the mixer is power matched. However, the maximum available conversion gain 
Cmax of equation (1.48) is infinite if g~ = -gf, i.e., g~ < 0. It will be shown later, that infinite 
conversion gain is a possible solution for a non-classical mixer. 
e) Conversion gain of a classical mixer 
fur the classical mixer, i.e., a resistor with a non-linear current-voltage characteristic, the current 
will follow the applied voltage instantaneously 
/(t) = Inc (Vb + Vw cos(wt)) (1.49) 
The fuurier components of the low frequency current component Ib and the high frequency 
dissipative current component Iw then are 
(1.50) 
The conductances as defined in (1.33) then are (with <P = wt), 
Gbb = .!_ {1r d¢ oloc(Vb + Vw cos¢) 
1r lo avb 
G 
_ ~ 1tr d"' 2 ,~,. oloc(Vb + Vw cos¢) 
ww - '+'cos '+' l:IV, 
7r 0 u b 
(1.51) 
G 
_ ZG _ ~ 11r d"' ,~,. oloc(Vb + Vw cos¢) 
wb - bw - '+'COS '+' l:IV, 
7r 0 u b 
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Recall from equation (1.40) that the sign of G~ is determined by the sign of GbbGww- GbwGwb• 
which is equivalent to 1J being larger than unity for a negative G~ and 1J between zero and one 
for a positive G~. For a classical mixer 
(1.52) 
which is, of course, always positive. Thus 0 ::; 1J ::; 1 and G~ ~ 0 and therefore from inspection 
of equation (1.48) one can conclude that a classical mixer can not have a conversion gain larger 
than unity, i.e., it will always have a conversion loss. From equations (1.51) it follows that Co= 2 
for a classical mixer and thus for the best possible case t of 1J = 1 the conversion gain can not 
exceed C = 0.5, i.e., a 3dB conversion loss per sideband of a classical double sideband mixer. The 
only assumption for the classical mixer that forces this result was that the current instantaneously 
follows the applied voltage for the non-linear resistive mixer as stated in equation (1.49). 
f) Conversion gain of an SIS diode mixer 
The current response for an SIS diode is explicitly given in equations (1.29) and (1.32). The 




dloe (Vb+ ~) 
dVb 
dloe (vb + nfiw) 
[Jn-I(Vw) + Jn+l(Vw) ] dVb e 
with Vw =: { ~'; ) 
(153) 
Tucker [ 1.18] has shown that these expressions for the conductances reduce to those for a classical 
mixer given in (1.51) for photon energies (converted to voltages) small compared to the voltage 
t McColl [1.17] has shown that a Schottky diode mixer can indeed theoretically approach the 
limit 1J = 1 for LO amplitudes Vw large compared to the DC non linearity scale of the Schottky 
diode. 
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scale of the non-linearity of a mixer diode. The quantity Co = Gbw/Gwb• which is 0.5 for the 
classical mixer, can now be much larger than 0.5. Comparing the terms of Gbw and Gwb of 
equation (1.53) for each n, it can be seen that if for the dominating n the following condition 
holds, 
- DC b+ - DC b+-- > e + e 2 e [I (Vi (n + 1)/iw) I (Vi nliw)] [d/oc (Vi,+ (n+l)liw) dine (Vi, + nliw) l liw e e dVb dVb 
(1.54) 
Co will be larger than 0.5. Figure 1.12 shows for n = 0, which dominates the Bessel function 
series, how the left-hand side of equation (1.54) can be larger than the right-hand side. The left-
hand side, for n = 0, is the slope of a line connecting the two points Ioe(Vb) and loe(Vb + liw). 
e 
The right-hand side of (1.54) is the average of the DC I-V curve's slope at those points. The 
average of the slopes at the two points is much lower than the slope in between the two points 
since the photons stepped over the region of strong non- linearity. fur a classical device, i.e., 
one where the photon energy is small compared to the non-linearity of the I-V characteristic, the 
slopes of the dashed line and the average at the two points are very similar and the inequality in 
(1.54) becomes an equality. 
Computer simulations [1.18] show that C0 can be much larger than unity. Furthermore, 
and not immediately obvious from equations (1.53), those computer simulations showed that 
the quantity 7J can exceed unity, which is equivalent to the mixers IF output conductance G~ 
being negative. The LO power can thus induce negative differential conductances on the I-V 
characteristic of an SIS diode. This then yields theoretically infinite available conversion gain or, 
in practice, conversion gain of larger than unity. This was first demonstrated in experiments by 
Kerr et al. [ 1.19]. 
g) Design considerations for SIS mixers 
Concluding this section are some comments on practical design considerations for SIS mixers. 
The input circuit, i.e., RF signal side of the mixer, can be similar to a classical design. The IF 
side of an SIS mixer can be rather different from a classical one since the IF load conductance G~ 
presented to the mixer has to be matched to the mixers IF output conductance G~ of the SIS diode 
mixer, which can be very different from the SIS junction's unpumped DC I-V characteristic. The 





















Figure 1.12 The lowest order term (n = 0) of equation (1.54) exhibiting strong 
quantum behavior for a device with a non-linearity of the current-voltage charac-
teristic smaller than the photon energy. The dashed line connects the two points 
loc(Vb) and loc(Vb + !i.~). The slope of this is obviously greater than the average 
slope of the current-voltage characteristic at those two points, which yields the 
inequality of equation (1.54). 
very high conversion gains and thus typically very high sensitivity. However, for a receiver in a 
radio astronomical application operating the mixer in a region of conversion gain much larger than 
unity is typically not practicable. To achieve conversion gain the IF impedance presented to the 
mixer would have to be much larger than the typical 50 .Q input impedance of an IF amplifier, thus 
requiring impedance transformer circuits. These transformers, depending on the transformation 
ratio, will significantly limit the IF bandwidth. Furthermore, even if the IF impedances can be 
matched over the desired bandwidth, the mixer will then easily be saturated. A saturated mixer 
will not yield a linear relation between the input and output power thus making calibration of 
data virtually impossible. The saturation stems from the IF component of the bias voltage Vb that 
will, if the mixer is saturated, have a voltage swing of larger than, or comparable to, a photon 
step. The power levels required to saturate an SIS mixer with gain and a reasonable bandwidth 
is typically already encountered from thermal radiation of the atmosphere in the millimeter and 
submillimeter wavelengths. It is therefore advisable to operate an SIS mixer with a conversion 
gain of unity or a loss of a few dB. This typically yields a mixer IF impedance of a few times 
the normal state resistance of the SIS diode. 
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1.5 Submillimeter SIS Receivers 
Among the heterodyne receivers with large instantaneous bandwidths, those using superconductor-
insulator-superconductor (SIS) tunneling junctions as the detector are the most sensitive in the 
millimeter wave band [1.20,1.21,1.22,1.23] and more recently also in the low-frequency-end of 
the submillimeter wave band [1.23,1.24,1.25,1.26,1.27]. The most common design in the past for 
millimeter wave heterodyne receivers used in radio astronomy is based upon waveguide structures 
which couple the radiation to the detector. Waveguide structures typically yield a tuning range 
of about 30% [1.28]. Using more than one tuning element, the range can be pushed to one 
octave [1.21,1.29]. These tuning elements are undesirable because they complicate the operation 
of the receiver and can suffer from irreproducible back lash and mechanical wear. To reduce 
these problems for waveguide receivers with mechanical tuners, designs using SIS detectors with 
integrated tuning structures are used in the millimeter wave band. A good review can be found in 
Kerr et al. [1.30] and more recent results in [1.31,1.32,1.33]. However, in those designs it is still 
necessary to machine a costly waveguide mixer block including waveguide hom antennas that do 
not easily allow for the construction of array receivers. 
An alternative to the waveguide structure is to mount the detector at the center of a planar 
microantenna or at the end of an impedance matching circuit fed by the antenna. The planar 
antenna is then quasi-optically coupled to the telescope. This avoids the problems of tuners and 
high frequency waveguide component fabrication, and offers the potential of high-performance 
operation over many octaves with a single receiver. Wengler et al. [ 1.5] built such a quasi-optical 
receivert using a bow-tie antenna mounted on a hyperhemisphericallens [1.4] to couple radiation 
to the SIS junction. It was the first heterodyne receiver with a large instantaneous bandwidth, 
covering a frequency range of 2 octaves (116 to 466 GHz). Bow-tie antennas have a frequency 
independent impedance [ 1.34] and symmetric E- and H-plane response, as long as their linear 
dimensions are larger than a free space wavelength. However, in theory, their beam patterns show 
no single main beam in the desired direction, perpendicular to the antenna-plane, but instead show 
a complex large angle pattern [1.34]. In practice [1.5] the beam can be pulled forward by a lens 
t Quasi-optical receivers are sometimes also referred to as open-structure receivers- a con-
vention not used in this thesis. 
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3.9 mm 
Figure 1.13 The planar two-ann logarithmic spiral antenna with the IF ports 
(contact pads to the left and right). 
system. Wengler et al. observed noise temperatures almost as good as those for narrow band SIS 
waveguide receivers, which was very encouraging. This led to the development of an improved 
quasi-optical receiver described in this section and in [1.23], using a planar two-arm logarithmic 
spiral antenna (Figure 1.13) rather than a bow-tie antenna. In addition to frequency independent 
impedance, and nearly symmetric E- and H-plane patterns, planar spiral antennas have frequency 
independent beam patterns, with a main beam perpendicular to the antenna-plane [ 1.35]. This 
receiver was essentially as sensitive as the best SIS waveguide receivers in the millimeter band, 
and showed superior performance in the submillimeter band in its time (1988). Even today it 
is still very competitive with the best receivers reported in the literature. Its design frequency 
range was 100 to 1000 GHz, and noise temperature measurements were done between 115 and 
761.4 GHz. In addition to the laboratory measurements, this receiver has been tested at 115, 
230, 345 and 492 GHz at the Caltech Submillimeter Observatory (CSO) on Mauna Kea, Hawaii. 
This receiver constituted the first SIS receiver used for submillimeter wave astronomy. A more 
detailed description of this early quasi-optical receiver, serving as an example of a typical layout 
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for a quasi-optical receiver, will be given in the following section. Improvements to this receiver, 
the design of a new antenna system (the hybrid antenna see [ 1.36]), and a broadband matching 
structure (the end-loaded stub see [1.24]) to eliminate the impedance mismatch problems of 
quasi-optical SIS receivers are described in chapters II and ill, respectively. 
1.6 Quasi-Optical Receiver Description: The Spiral Antenna Receiver 
Figure 1.14 shows the overall layout of the receiver. The cryostat used for this receiver is 
purely passive with a liquid helium reservoir cooling the innermost part (cold plate) to 4.2 K 
where the mixer block and low noise preamplifier are mounted. The helium boil-off is used to 
cool a radiation shield to about 80 K. A hold time of more than 24 hours was achieved with 
all electronics operating. The SIS detector, spiral antenna, RF optics and IF chain will now be 
described in detail. 
I Spiral antenna with SIS junction 
2 Hyperhemisphere 
3 Anti reflection coating 
4 IR filters and plastic lens 
5 Mylar window 
6 Conductive plane with Fe core -- \ l'" I 7 Coil for magnetic field 
8 Translation stage 
' I I 
------------~~-----~--... I 
9 SIS junction DC-bias 
10 Mixer IF output 
II IF preamplifier 
12 IF output 
13 Electronics connector 
14 Conductive backplane drive 
15 Beam splitter 
SIGNAL ., ', : 
-~------------~~~~--
W', 
Figure 1.14 Receiver layout in the cryostat. 
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a) The SIS Detector 
The PblnAu SIS tunnel junctions used for this receiver were produced in collaboration with Ron 
Miller at AT&T Bell Labs. Standard electron beam lithography for the masks and the tri-level 
photoresist stencil technique [ 1.37, 1.38] were used for the fabrication of the devices [ 1.39] (Figure 
1.15). A scanning electron micrograph of a junction is shown in Figure 1.16. With the SIS junc-
tion at a temperature of 4.2 K mounted in the receiver, a gap voltage of 2.40 m V and a critical 
current density of 7000 Ncm2 were measured. The current-voltage characteristic of a typical 
junction is shown in Figure 1.17. The junction overlap area is about 0.5 pm2, which yields a 
capacity of about 10 fF. With a normal state resistance of 500 the roll-off frequency is thus about 
300 GHz. The two electrodes from the SIS junction extend out to the two arms of the spiral 
antenna. Hence the antenna and the SIS junction in its center are manufactured simultaneously 









Figure I .I 5 Section through SIS junction produced with the trilevel photoresist 
stencil technique. 
b) The Spiral Antenna 
The planar two-arm logarithmic spiral antenna (Figure 1.13) belongs to a family of frequency 
independent antennas, for which characteristics like impedance, beam pattern etc. do not depend 
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Figure 1.16 Scanning electron micrograph of an SIS junction. The overlap area 
is about 0.5J-Lm2 in size. 
on frequency over several octaves. Rumsey [ 1.40] proposed that this can be achieved when the 
antenna shape is described without a characteristic length scale, in terms of ratios (logperiodic an-
tennas) or angles (spiral antennas). The shape for a single arm of a planar spiral antenna is given by 
(1.55) 
with (r, B) polar coordinates and c a dimensionless constant (r0 ="one length unit"). Scaling this 
with wavelength 
cO r _ roe _ c(0 -0>.) -----e 
.X .X 
(1.56) 
shows that changing the wavelength results in a rotation of the antenna due to a change of 8;.. 
However, since the spiral antenna has circular polarization this is of no concern. In order to have 
a frequency independent beam pattern the effective aperture must increase with wavelength. This 
has been experimentally verified by Dyson [1.41], who showed that the fields decay by about 20 
dB in the first wavelength along the spiral arm. Since the fields decay rapidly, the spiral can be 
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Figure 1.17 Current-voltage characteristic of the SIS junction as used in this 
receiver measured with the junction mounted in the mixer block at 4.2 K. The 
gap voltage is about 2.4 mV. The vertical scale is 20 JLA/div and the horizontal 
1 mV /div. 
truncated at a radius R without affecting the antenna characteristics for A ::; R. A radius of R 
= 1.5 mm was chosen, yielding an upper wavelength limit outside the dielectric of about 3 mm. 
An area with about 15 Jim radius is needed for the SIS junction with its leads connecting to the 
spiral, yielding a lower wavelength limit outside the dielectric of about 300 Jlffi. This shortest 
operating wavelength is about 10 times larger than the scale on which the antenna deviates from 
the ideal spiral shape. 
A self-Babinet-complementary antenna structure was chosen, because all such structures with 
two ports have a constant impedance of Z 0 = 601rO ~ 1880. Mounting such an antenna on to a 
half-space of dielectric (approximated by the hyperhemisphere) yields an antenna impedance of 
(1.57) 
where nh = 2.11, the refractive index of single crystal quartz in the submillimeter region [ 1.42]. 
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Figure 1.18 A spiral arm intersecting with a radial line from the center of the 
antenna at angle </J. The active region of the spiral antenna (about one wave-
length in dimension) is shaded, showing the eccentricity of the antenna's effec-
tive aperture. An increase of <P will decrease the eccentricity, but also decrease 
the effective aperture thus widening the beam pattern. The antenna is a self-
Babinet~omplimentary structure since a rotation of 90° will move the metalized 
area (hashed) exactly onto the non-rnetalized area. 
The dimensionless constant c in equation (1.55) and (1.56) determines the angle <P under 
which a radial line from the center of the antenna intersects with any boundary of a spiral arm t 
(Figure 1.18). They are related through 
c =cot</>. (1.58) 
For the antenna used in this receiver, <P = 70° was chosen yielding c = 0.364. A more tightly 
wound spiral, with larger </J, will yield a more symmetric beam pattern, since the asymmetry is 
caused by the rapidly decaying fields (Figure 1.18). However, the effective aperture will decrease, 
resulting in a wider beam. This causes more problems in the RF optics which match the beam 
t The two-arm logarithmic spiral antenna is thus also called a two-arm equiangular spiral 
antenna 
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from the telescope to the spiral antenna. The choice for ¢J represents a compromise between these 
effects, yielding an f /0.87 beam at -10 dB relative to the peak, with an eccentricity of less than 
1.3 . 
c) RF optics 
The SIS device with the planar antenna structure sits on a dielectric (crystal quartz) substrate 
which is mounted on the flat side of a hyperhemispherical lens made out of the same material. 
This produces an asymmetric beam pattern with respect to the antenna plane due to the different 
dielectric media on each side of the antenna. For crystal quartz one gets a beam-coupling ratio of 
about 7 dB in favor of the quartz side [ 1.4 ]. To further increase this ratio, the antenna is backed 
by a conductive plane which can be moved perpendicular to the plane of the antenna according 
to the receiving frequency. The positioning of this back-plane is very uncritical - unlike back 
shorts in waveguide receivers - and can be left unchanged for frequency changes of up to a few 
times 10 GHz. A hyperhemispherically shaped dielectric lens, of radius r = 6.35 mm, converts 
the f /0.87 beam from the spiral antenna to an f /2 beam. In this early design, the antenna was 
placed at. d f = r f nh = 3.01 mm from the center of the lens, which is the aplanatic focus of the 
hyperhemispherical lens. This position is later modified and described in more detail in chapter 
II on the hybrid antenna. 
Kasilingam and Rutledge [1.43] showed that for hyperhemispherical lenses with a diameter 
of more than two free space wavelengths, the focusing gain in the focal plane decreases by about 
a factor of two for a distance of 0.15 >.off-axis due to abberations. The focusing gain on axis at 
d 1 is Ei, = 19 .8. Hence, the alignment of the center of the planar antenna with the optical axis of 
the hyperhemispherical lens should be within at least >.(20. 
The f /2 beam from the hyperhemisphere is finally matched to an f /4 beam from the 
telescope optics with a plastic lens on the 4 K stage. Note that in the later design of the quasi-
optical receiver employing a hybrid antenna (see chapter II) the f-numbers increase significantly 
thus making the plastic lens obsolete. 
Radiative heating of the SIS junction, mainly from infrared radiation, can significantly de-
crease the mixing performance of the SIS junction. A higher junction temperature will decrease 
the gap voltage and reduce the non-linearity of the SIS device, resulting in more mixer noise 
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and less conversion gain [1.44]. A fused quartz filter, anti-reflection coated with polyethylene, 
on the 80 K stage reduces the thermal load for the helium stage. A series of fused quartz and 
fluorogold scattering filters, cooled to 4 K, were used to reject wavelengths shortward of 300 
J.lm and mounted together with the plastic lens in the front part of the mixer block. To reduce 
reflections of the hyperhemispherical lens a quarter-wavelength thick foil of polyethylene was 
stretched over the hyperhemispherical lens as an anti-reflection coating. 
d) IF circuit 
The submillimeter signal is converted to an intermediate center-frequency (IF) of 1.5 GHz with a 
bandwidth of 500 MHz. No RF rejection filters at the terminals of the spiral antenna are necessary, 
since the RF-fields on the antenna decay rapidly. One arm of the spiral antenna is grounded, and 
the other one leads to a low pass filter. This filter uses the leads to the junction as inductors and 
the mount of the insulated lead as a capacitor. The cut-off has been set with a network analyzer 
in such a way as to short all frequencies above the IF band. The IF signal is amplified by a three 
stage liquid-helium-cooled preamplifier especially constructed for this receiver. The design is 
similar to that described by Weinreb [1.45], but with a high-electron mobility transistor (HEMT) 
in the first stage. An effective noise temperature of (2 ± 2) K averaged over the entire bandwidth 
was measured for this preamplifier. Since the amplifier is operated on the liquid helium stage its 
power consumption had to be low and a consumption for the complete amplifier of 30m W was 
achieved. 
Table 1.1 
Frequency [ GHz] 
TReceiver (DSB) [K] 
Spiral antenna receiver noise temperatures 
115 230 345 525 





The results of this quasi~ptical receiver are described in this paragraph. Table 1.1 shows the 
receiver's noise performance averaged over a 500 MHz bandwidth. These measurements were 
made using hot (295 K) and cold (78 K) loads as described in section 1.2b. In order to verify the 
results at 115, 230 and 345 GHz, the receiver was tested at the Caltech Submillimeter Observatory 
(CSO) on Mauna Kea, Hawaii. A Gunn oscillator and a Schottky diode multiplier [1.46] were used 
to supply local oscillator (LO) power at these frequencies. At the higher frequencies measurements 
were made in the laboratory using a far-infrared laser as the LO power source. The Josephson 
currents had to be suppressed with a magnetic field for frequencies above 350 GHz [1.47]. A 
conversion loss for the mixer could not be measured precisely, since the matching between the 
mixer and the IF amplifier and the losses in the optics are not well known. However, at 345 
GHz the conversion loss is estimated to be about 11 ± 2 dB. At 115 GHz the mixer showed a 
saturation of about 10 %, but at higher frequencies no saturation was seen, probably due to higher 
conversion losses. 
o Spiral antenna receiver 












Figure 1.19 Comparison of a theoretical prediction for noise temperature, based 
on the I-V characteristic of the SIS junction used in the receiver, with the mea-
sured noise temperature of the receiver. The quantum limit is also shown. 
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A theoretical treatment of noise temperature vs. frequency [ 1.44] is compared to the re-
ceiver's performance in Figure 1.19. For reference the quantum limit is also shown. The current-
voltage characteristic of the SIS junction, which enters the theoretical prediction of the mixing 
performance, was shown in Figure 1.16. The curves for the spiral antenna receiver's performance 
and the theoretical mixer noise are similar, but the measured points are shifted upward to higher 
noise temperatures with respect to the theoretical prediction. The shift is attributed to losses 
in the optics, additional noise from the preamplifiers and mismatch of the SIS junction to the 
antenna, which is due to the junction's capacitance. The curve for the theoretical mixer noise is 
a prediction, assuming optimum impedance matching conditions for the SIS device, i.e., an ideal 
mixer noise temperature whereas the measured points are receiver noise temperatures. 
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Figure 1.20 Comparison of TRee of the best SIS and Schottky receivers reported 
in the literature (as of 1988) with the spiral antenna receiver. For better com-
parison all double sideband (DSB) noise temperatures have been converted to 
single sideband noise temperatures. The 10hv / kB line corresponds to ten times 
the quantum noise limit, which is about the best currently achievable for these 
receiver systems. [1.21,1.5,1.39,1.48-1.56] 
Figure 1.20 shows a comparison of the spiral antenna receiver with a bow-tie antenna re-
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ceiver, state of the art SIS waveguide and Schottky receivers as of 1988. During the first set 
of astronomical measurements the main beam efficiency at 345 GHz was about 30 %, which is 
lower by a factor of two than expected. This was attributed to a focusing problem inside the 
mixer block, which has now been rectified with the introduction of the hybrid antenna discussed 
in detail in chapter II. Spectra with the rectified RF optics have been taken, at 345 GHz and 492 
GHz and the coupling efficiencies found to be similar to that of waveguide receivers. Again, 
more on the efficiencies can be found in chapter II. 
Figure 1.21 shows a spectrum taken with the receiver described here, which was the first 
submillimeter spectrum taken with an SIS receiver. The observed position is in the Orion molec-
ular cloud region (OMC1) with the LO frequency set at 341.54 GHz. The RF optics used was 
as described in this section. The Acousto Optical Spectrometer (AOS) has a center-frequency 
of 1.4 GHz, and the receiver responds to both sidebands, which are centered at 342.94 Ghz 
and 340.14 GHz. The integration time was 3.5 hours. The spectrum is confusion limited, i.e., 
the background of astronomical lines limits the sensitivity. The displayed spectrum contains no 
baseline correction, showing the excellent stability of the system. 
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Figure 1.21 341.54 GHz spectrum of the core of OMCI. Response in both 
sidebands (centered at 342.94 GHz and 340.14 GHz) is included. The total inte-
gration time was 3.5 hours and the spectrum is confusion limited, i.e., essentially 
all features with T > 0.1[( are real. 
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AN IMPROVED SOLUTION TO INTEGRATED ARRAY OPTICS: 
THE HYBRID ANTENNA 
2.1 Motivation for the Development of a New Antenna System 
Remote sensing in the millimeter and submillimeter wavelength bands requires sensitive detectors 
and well defined antenna beam properties. In this chapter an antenna system that provides such a 
well defined beam pattern will be described. In the introductory chapter (section 1.5 and [2.1]) a 
quasi-optical receiver based on a planar logaritlunic spiral antenna was presented as an example 
of a quasi-optical receiver layout. It was noted, however, that the coupling of the receiver to the 
telescope optics was poor, as it had been with all quasi-optical receivers based on planar antennas 
in the past This chapter describes a new antenna- named the hybrid antenna (published in [2.2]) 
- that eliminates the coupling problems of previous designs. The hybrid antenna has proven to 
couple as well to the telescope optics as waveguide hom antenna based receivers. Quasi-optical 
receivers based on planar antennas are desirable since they are much easier to manufacture and 
are thus preferred candidates for imaging arrays. A more detailed discussion on the differences 
of waveguide techniques to quasi-optical techniques will follow below. The issue of sensitivity 
of the detector will only be addressed in this chapter in so far as it depends on the coupling of the 
detector to the radiation field through the detector's receiving antenna. A specific application of 
remote sensing in the millimeter and submillimeter wavelength bands - heterodyne spectroscopy 
in radio astronomy- will be emphasized since the instrumentation developed was aimed at this 
application. Of course, the same basic principles apply to most other applications for coherent 
detection of radiation. 
Radio astronomy uses large aperture antennas to focus the incoming radiation onto a second, 
much smaller antenna, which feeds the received power to a detector, either directly or via an 
impedance matching circuit (see figure 2.1). The properties of the second antenna, i.e., the receiver 
antenna, and its coupling to the primary antenna, i.e., the radio telescope, will be discussed. 
Radio telescope 
Waveguide mount for 
detector (mixer) 
Waveguide horn antenna 
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Receiver antenna and detector 
(waveguide or T) 
Extended hemisphere 
Planar antenna with 
detector (mixer) at 
apex of antenna 
Figure 2.1 Optics layout for a radio telescope. The radiation from the telescope is 
focused onto the detector via a lens and a waveguide hom or a quasi-optical lens 
system. Loads of different temperatures are inserted in the optical path between 
the primary dish and the receiver dewar to measure the sensitivity of the system. 
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Traditionally, the receiver antennas used are waveguide hom antennas that transform the free space 
TEM mode coming from the telescope into a waveguide mode where the radiation is detected in 
a non-linear element suspended across the waveguide (see for example [2.3]). However, in the 
submillimeter band these waveguide structures become expensive and difficult to manufacture due 
to their small size. Since the skin depth gets smaller at shorter wavelengths the surface roughness 
of the walls of the waveguide structures becomes increasingly more important and thus losses 
will increase. Waveguide hom antennas with the associated metal waveguide structures are also 
not well suited for array applications since they are traditionally manufactured by machining the 
individual waveguide components. However, modem approaches use semiconductor lithographic 
techniques to manufacture parts of the hom antennas [2.4,2.5,2.6,2.7]. 
An alternate approach to waveguide techniques is to use quasi-optical coupling where the 
waveguide hom antenna is replaced by a planar antenna on a thick dielectric substrate that supports 
the antenna (see review by Rutledge [2.8] and references therein). The thick dielectric substrate 
simulates a semi-infinite dielectric . half-space thus preventing the propagation of surface modes. 
Since broadside planar antennas like the bow-tie antenna [2.9], the logarithmic spiral antenna 
[2.10,2.11] the double dipole [2.12] or twin slot antennas [2.13,2.14,2.15] have very broad radiation 
patterns (typically f f0.5*) the dielectric substrate is shaped to be a hyperhemispherical lens to 
reduce the beam pattern's width by n [2.16], where n is the refractive index yielding f /1 to 
f f2 depending on the dielectric used. The hyperhemispherical lens uses the aplanatic focus of 
a sphere at a distance d = r f n from the center of the sphere where r is the radius of the sphere 
[2.17]. The detector, or an impedance matching circuit feeding the detector, receives the power 
from the apex of the planar antenna. 
The advantages of planar-structure antennas compared to waveguide systems are their low 
cost of manufacture, ease of installation, applicability to mass production using photo-lithographic 
techniques [2.8), and lower losses at high frequencies. The down side to this approach is that, 
so far, lower Gaussian coupling efficiencies have been found [2.18,2.19,2.1], when compared to 
waveguide horns. Also the beam launched by the hyperhemispherical lens and planar antenna 
combination is so broad [2.15,2.18,2.1) that additional optics are required to match it to a typical 
* / - numbers in this paper are defined through the FWHP angle- see equation (2.1) 
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beam (f /6 to f /20) of a Cassegrain-focus radio telescope. However, earlier worlc with planar an-
tennas on hyperhemisphericallenses like the bow-tie antenna [2.18] or logarithmic spiral antenna 
[2.1 1 yielded high receiver sensitivities. This effect of poor coupling but high receiver sensitivity 
can be understood when the different ways of applying input radiation to the detector are consid-
ered. In the case of the coupling efficiency measurements, a single-mode Gaussian beam from 
the telescope has to be coupled to the receiver antenna, thus the amplitude and phase properties of 
the receiving antenna's beam are important. fur sensitivity measurements, blackbodies are used 
as sources of radiation in front of the receiver, i.e., between the receiver and the telescope (see 
figure 2.1). Blackbodies are multi-modal sources, thus all components of the receiver antenna's 
beam pattern that are not blocked by apertures between the receiver antenna and the outside of 
the receiver (such as dewar windows, etc.) will receive power from the blackbodies. Therefore 
these measurements are insensitive to the beam pattern quality and the phase of the receiver's 
antenna. The beam pattern quality only contributes to the loss of sensitivity through that fraction 
that is blocked by apertures between the antenna and the blackbodies. Since the log periodic 
spiral antenna has superior amplitude beam patterns compared to the bow-tie antenna [2.9,2.11], 
the receiver based on the log periodic spiral antenna [2.1] described in chapter I naturally showed 
higher sensitivities than one based on the bow-tie antenna [2.18]. However, both receiver sys-
tems showed relatively poor coupling to a single mode Gaussian beam from a telescope when 
compared to receiver systems with waveguide hom antennas. This was probably due to problems 
in the optics resulting from the challenge in matching the very broad beam launched by the planar 
antenna (f /0.5) to the telescope optics (typically f /6 - 10). A more detailed discussion of the 
reasons for the low Gaussian coupling efficiencies of those previous quasi-optical systems can 
be found in section 2.3b. 
The goal here was to develop a quasi-optical antenna system that would allow the receiver 
to couple to the telescope optics without any degradation, i.e., antennas with high quality beam 
patterns, high f-numbers and high Gaussian coupling efficiencies. Ideally, no additional optics 
should be required between the antenna that launches the beam and the telescope optics. The 
hybrid antenna, introduced in this chapter, is such an antenna The new hybrid antenna adds 
the properties of excellent radiation patterns and high aperture efficiencies to the several existing 
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advantages of planar antennas. The size of the beam can be designed to match the requirements 
(e.g., f /4 to f /20) without any additional optics between the receiver antenna and the telescope. 
Furthermore the dielectric antenna is very space efficient, i.e., it has a high aperture efficiency (76 
% ), thus being well suited for heterodyne receiver focal plane array applications. Beam pattern 
and aperture efficiency measurements of hybrid antennas as well as a theoretical analysis based 
on geometric ray calculations including diffraction limit effects are discussed in section 2.2. An 
application of a single hybrid antenna in an SIS receiver and considerations for array optics in 
section 2.5. 
Throughout this chapter the following four nomenclatures will be used : 
1) A dielectric sphere of radius r and refractive index n that is cut off at a plane a distance 
d from its center is called an extended hemispherical lens of extension length d (see figure 
2.2). 
2) If that extension length is at d = r J n, i.e., the lens is aplanatic [2.17], it is termed a 
hyperbemispherical lens. 
3) When the extension length d is increased beyond the aplanatic point (for a lens with radius 
larger than a wavelength) the magnification will increase until the diffraction limit of the 
lens is reached. At that extension length (d = dopt) the diffraction limited lens acts as a 
lens-antenna and the combination of it with the planar feed antenna mounted on its flat 
surface is named a hybrid antenna. The planar antenna is then called the feed antenna of 
the hybrid antenna. The reason for choosing the name hybrid antenna is that it is made of 
two antennas, a dielectric lens-antenna that defines the beam pattern of the hybrid antenna 
through the diffraction limit given by the lens-antenna's radius and a planar antenna that 
defines the polarization properties of the hybrid antenna. Both of the component antennas 
contribute to the overall radiation properties of the final antenna. A more detailed discussion 
of the operating principles of the hybrid antenna will follow later. 
4) An elliptical lens-antenna is an ellipsoid cut perpendicular to its major axis at its second 
geometric focus, with a planar antenna mounted on the flat surface. 





~ ....---- Metal structure 
d 
Planar feed antenna 




Detector IF ports 
Figure 2.2 a) Photograph of a hybrid antenna in a mixer block. The anti-
reflection coating has been removed to show the dielectric lens antenna of the 
hybrid antenna in the center of the mixer block. The block is mounted on a base 
plate that holds the micrometer stage, visible in the background, used to adjust 
the back plane position. b) Schematic of a hybrid antenna in a metal structure. 
The extension length d is defined from the center of the hemispherical dielectric 




f- number~ 2 tan(OFWHP/2) , (2.1) 
with 8FWHP the full width at half power (FWHP) angle of the beam. 
Previous measurements of elliptical lens-antennas showed good beam patterns [2.20,2.21) 
requiring no further optics to couple to a typical Gaussian beam from a telescope, but the important 
question of Gaussian coupling or aperture efficiency was not addressed. Adding to the known 
advantages of the elliptical lens-antenna, the hybrid antenna is less expensive to manufacture. 
The important figure of merit for the hybrid antenna then is the Gaussian coupling efficiency of 
the system or the aperture efficiency when used in an imaging array receiver. Aperture efficiency 
measurements of the hybrid antenna, based on total power measurements, and a discussion of 
Gaussian coupling efficiencies based on calculations and measurements by Filipovic et al. [2.22) 
will be presented in the next section. 
fu summary, the new hybrid antenna, introduced in this chapter, allows the addition of the 
properties of excellent radiation patterns and high aperture efficiencies to the advantages of planar 
antennas. The size of the beam can be designed to match the requirements (e.g., f /4 to f f30) 
without any additional optics between the receiver antenna and the telescope. Furthermore the 
dielectric antenna is very space efficient, i.e., it has a high aperture efficiency, thus being well 
suited for heterodyne receiver focal plane array applications. 
2.2 Hybrid Antenna Concept, Theory and Properties 
Two issues, those of quality of beam patterns and aperture efficiency of the antenna, have to be 
addressed for an antenna in a quasi-optical imaging array receiver. For a single element receiver 
the Gaussian coupling efficiency is most important, but in an array receiver the aperture efficiency 
of the individual antennas is important, since it is a measure of the efficiency in the use of focal 
plane space with which the antennas sample the incoming radiation. fu. general, these properties 
are, of course, related. However, for simplicity they will be treated separately. 
a) Physical description of the hybrid antenna 
Figure 2.2 shows a photograph and a schematic diagram of the hybrid antenna with all accessories 
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as discussed below. Thinking of the antenna as a transmitter, the radiation is fed into the system 
by a planar antenna that uses the extended dielectric hemisphere as a substrate. Planar antennas 
suffer from power loss to substrate modes when the dielectric substrate is of comparable thickness 
to a wavelength, but mounting the planar feed antenna on a substrate lens antenna eliminates this 
problem by simulating a semi-infinite half-space of dielectric for the planar feed antenna. This 
also causes the feed antenna to radiate preferentially in the direction of the dielectric. For a 
dielectric constant of fr = 3.8 and a spiral feed antenna, the ratio of power radiated into the 
dielectric to that radiated to the opposite face was found to be about 7 dB. This ratio depends 
on the beam width of the planar antenna and will increase for wider beams and higher dielectric 
constants fr [2.8]. The planar spiral antenna used throughout this work is identical to the one 
described in chapter I, which is a two-tum, self-Babinet-<:omplimentary structure, with a diameter 
of about 3mm and an opening angle of 30°. A metal back plane on the free space side of the feed 
antenna was used to reflect forward that power which would otherwise be lost from the beam. 
To verify that the back reflector does not impact the beam patterns but acts only to recover the 
power otherwise lost, it was replaced with an absorber. When the back reflector was positioned 
for peak response, i.e., about f >. away from the planar feed antenna, the patterns were identical 
to those measured with an absorber. The back reflector can be eliminated by using a dielectric 
substrate of very high dielectric constant, such as high resistivity silicon (fr = 11.7), since the 
power radiated into the free space direction is then negligible. However, the transition from the 
front surface of the dielectric lens-antenna to free space is then more critical, requiring the use 
of an anti-reflection coating. 
b) Beam pattern measurements and concept of the hybrid antenna 
The beam pattern measurements were performed using a computer controlled futl two-dimensional 
angular far-field scanning antenna range in a microwave absorbing chamber. The source for the 
115 GHz measurement was a Gunn oscillator, and for frequencies up to 500 GHz Gunn oscillators 
followed by multipliers were used. The measurement at 584 GHz used a far infrared laser system 
for the source. The distance between the source and the hybrid antenna was about lm. The 
sources were all linearly polarized and modulated with a chopper wheel. The detector for the 
power received by the antenna was a bismuth bolometer placed at the apex of the planar antenna 
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[2.23]. The bolometer was DC-biased and the chopped signal amplified with a lock-in amplifier. 
The dynamic range of the set-up was about 25 dB. To get a better dynamic range than the 
one achieved here with room temperature techniques would require the use of different detectors 
such as Schottky diodes. However, bolometers were chosen since they could be manufactured 
lithographically in situ with the antenna structure rather than having to mount a separate detector 
in the apex of the antenna. The size of the bolometers is about 1J.tm, enabling the antenna 
measurements to be performed in the submillimeter band without having the size of the detector 
affect the characteristics of the antenna system. 
The concept of the hybrid antenna is to use the dielectric substrate lens itself as a radiating 
aperture antenna by choosing the extension length d of the extended hemispherical lens to be 
large enough so that the /-number of the lens is increased to the point where, for its particular 
diameter, the diffraction limit is reached. The beam launched from that position will approximate 
a wave with constant phase outside the dielectric antenna. Figure 2.3 shows measurements of 
beam patterns as a function of the extension length d of an extended hemispherical lens performed 
at 115 GHz. The extension length d was increased in the measurements by adding quartz slabs of 
0.254mm thickness between the flat surface of the dielectric lens and the substrate of the planar 
antenna. The radius r of the dielectric lens antc<nna used was r = 6.35mm and the refractive 
index of the fused quartz dielectric is n = 1.95. The quality of the patterns increases when the 
distanced is increased from the hyperhemispherical case of d = r/n = 3.25mm up to the point 
d = d:;;,~a~ = 4.27mm where the beam is diffraction limited and the sidelobes are at a minimum. 
A further increase of d then raises the sidelobe level while the main beam remains diffraction 
limited. 
Figure 2.4 shows the excellent beam pattern quality of a hybrid antenna in a two-dimensional 
linear scale depiction (2.4a) and two perpendicular cuts in a logarithmic scale depiction (2.4b,c ). 
The pattern was taken at 115 GHz with a 12.7 mm diameter fused quartz lens of dielectric constant 
fr = 3.8 with the hybrid antenna mounted in a metal mixer block (see figure 2.2) like the one used 
in the SIS receiver with a back reflector, as described later. The measurements were performed in 
a metal mixer block, as encountered in most applications, so as not to exclude the possibility of 
problems of distortions of the beam pattern arising from the proximity of conducting surfaces to 
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d = 3.67 mm 
d = 4.67 mm - ...;>6 d = 5.18 mm 
Figure 23 Beam pattern measurements in linear intensity depiction for differ-
ent distance parameters d. The radius of the hybrid antenna was 6.35mm, the 
dielectric constant Er = 3.8 and the frequency 115 GHz (>. = 2.6mm). The 
position of d = 3 .25mm corresponds to the aplanatic case (i.e., a hyperhemi-
spherical lens) where d = rfn. The measured beam for this position is that of 
the planar spiral anteiUla reduced in width by n by the lens. At d = 4.27mm the 
beam pattern is diffraction limited and a further increase of d only increases the 
sidelobe levels. This position is the experimentally determined optimum position 
d~~11"(115GH z). The beam pattern is now defined by the radius of the lens 
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Figure 2.4 Beam pattern of a hybrid antenna with Er = 3.8, r = 6.35mm, 
d = d:;:,~as = 4.27mm at 115 GHz. a) the full two-dimensional pattern on a 
linear scale. b) and c) two perpendicular cuts with a logarithmic intensity scale. 
The solid line is a best fit Gaussian profile and matches the measured data very 
well down to about - 17 dB. 
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the hybrid antenna. The metal of the mixer block in the configuration used is concentric around 
the hybrid antenna in the same plane as the planar antenna with a distance from the apex of the 


















Figure 2.5 Geometric ray calculations including the diffraction limit for hybrid 
antennas. The angular ratio is the ratio of an angle Op of a ray as launched by 
the planar antenna inside the dielectric to the angle 0 h of the ray launched by the 
hybrid antenna (see insert in upper left comer). This ratio increases monotonically 
with increasing distance d of the position of the planar antenna to the center of 
the extended hemispherical lens. Rays are shown (solid lines) starting at an angle 
Op = 10° with increments of 10° up to 80°. The intersection of the dotted line 
(,\ = 2.6mm or 115 GHz) and dash-<lotted line (..\ = 0.61 mm or 492 GHz) with 
the solid lines indicate where the angular ratio is large enough to have the ray, as 
launched by the hybrid antenna, to be within the diffraction limit of the dielectric 
lens antenna. For a distance d = dopt (indicated by the dotted and dashed-<lotted 
vertical lines) all rays launched by the planar antenna are within the diffraction 
limiL This position depends on the wavelength through the diffraction limit. 
Beam pattern measurements, as shown in figure 2.3 for 115 GHz agree very well 
to the d~~~c(F) predicted by the calculations shown in this figure. 
To investigate the optimum extension length dopt dependance on wavelength, measure-
ments at 492 GHz were carried out the same way as those described above at 115 GHz shown 
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in figure 2.3. A new optimum position d~~a-'(492 GHz) was found with d~~as(492 GHz) > 
d~~a-'(115 GHz). This effect can be understood from figure 2.5, which is a geometric ray calcu-
lation including the effects of the diffraction limit for a lens of same refractive index and radius 
as those of the measurements. Defining the angular ratio R9 as the ratio of the angle of a ray 
launched by the planar antenna to that of the ray as it leaves the extended hemispherical lens, 
figure 2.5 shows R9 as a function of extension length d for a set of different rays launched by the 
planar antenna. As d increases from zero, i.e., a hemispherical lens, towards the length where the · 
extended hemispherical lens approximates an elliptical lens at its second geometric ray focus, R9 
increases from unity to infinity. However, for wavelengths .X comparable to the radius r of the 
lens, geometric ray optics alone is not a good approximation anymore, but requires modification 
due to the diffraction limit of the lens, which is governed by the radius of the lens. The full width 
at half power (FWHP) diffraction angle OFwHP is given by [2.17] 
(2.2) 
In figure 2.5 the positions where this diffraction angle is reached for the ray leaving the extended 
hemisphere are denoted by boxes for 115 GHz (2.6 mm) and circles for 492 GHz (0.61 mm). 
The dotted and dash-dotted line connect those points and were calculated using a larger sample 
of rays launched by the planar antenna. The important feature to note is that there is an extension 
length d~~~e beyond which it is not necessary to increase d since every ray launched by the feed 
antenna is either already within the diffraction limit (given by (2.2)) of the beam leaving the hybrid 
antenna or is refracted into it by the extended hemispherical lens, as demonstrated in figure 2.5. 
The calculated optimum extension length d~~~e can be determined numerically from graphs 
as the ones shown in figure 2.5. Figure 2.6 shows a plot of the ratio d~~~e fr versus the radius 
of the lens r measured in units of wavelength. Comparing the calculated and measured optimum 
positions one finds them to agree very well and the results are listed in table 2.1. 
Table 2.1. Comparison of calculated to measured optimum extension length dopt· 
frequency I Wavelength 115 GHz I 2.6 rom 492 GHz I 0.61 rom 
calculated: deale 4.33 mm 5.34 rom opt 
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Figure 2.6 The optimum extension length as a fraction of the radius of the lens, 
d~~~c I r, as a function of radius of the lens measured in units of wavelength, rIA, 
for different dielectric constants (E"r = 3.8 : fused quartz, E"r = 4.45 : single 
crystal quartz, E"r = 11.7 : high resistivity silicon). The geometric ray method 
of figure 2.5 was used to generate the results shown here. A hyperhemispherical 
lens would yield a flat line at 1 I Fr· 
A hybrid antenna that is to cover a wide range of frequencies must use a dopt(F h) as deter-
mined for the highest frequency Fh. As shown later (see table 2.4) the aperture efficiency at the 
lowest frequency F1 will then be slightly lower than the optimum attainable for that frequency, 
since dopt(F h) > doptCFt). However, unless the operating range is more than an octave, the 
reduction in aperture efficiency is typically well under 10%. 
Figure 2.7 shows beam pattern measurements at 214, 321, 492 and 584 GHz for hybrid an-
tennas with d(F) ?: d~~~c(F). The 214 and 321 GHz measurements used low efficiency multipliers 
to generate the transmitter signal, thus the lower signal to noise levels. The 492 GHz and 584 
GHz measurements yielded signal to noise ratios as good as in the 115 GHz measurements due 
to narrower beams and higher available transmitter power using a high efficiency Gunn multiplier 
chain (2.24] and a far infrared laser system, respectively. 
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a) 214 GHz b) 321 GHz 
c) 492 GHz d) 584 GHz 
Figure 2.7 Beam patterns of hybrid antennas at different frequencies. a) 214 
GHz, Er = 3.8, r = 6.35mm, d = 5.18mm (d~;~c = 4.80) b) 321 GHz, Er = 3.8, 
r = 6.35mm, d = 5.18mm (d~;~c = 5.07) c) 492 GHz, Er = 3.8, r = 6.35mm, 
d = 5.44mm (d~;~c = 5.33) d) 584 GHz, Er = 4.45, r = lO.Omm, d = 8.0lmm 
(d~;~c = 7.71). The extension length d was not optimized in these measurements, 
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Figure 2.8 Truncated ellipsoidal lens with wavefront (solid lines) and extended 
hemispherical lens with wavefront (dashed line) from geometric ray optics calcu-
lations. The dotted line is the difference between the wavefront of the ellipsoidal 
lens and the extended hemispherical lens after a quadratic term for refocusing 
was removed. The radius of the extended hemispherical lens is r = 6.35mm, 
fr = 3.8 and d = d~;~c = 5.34mm as determined from figure 2.5. The elliptical 
lens has the same length of its minor axis b as the radius r of the hemisphere. 
The (x) symbols denote the foci of the ellipse, which are a distance c = a/ n from 
the center(+) of the ellipse. The major axis a of the ellipse is then determined 
from a2 = 2 + b2• The circle (o) denotes the center of the spherical lens. 
c) Calculated reduction of aperture efficiency from phase errors 
In the limit of very high frequencies and large lens sizes, i.e., the geometric ray approximation, the 
hybrid antenna would approach that equivalent to the second geometric ray focus of an ellipsoid 
of revolution. For these conditions it would be advantageous to actually use an elliptical lens 
rather than an extended hemispherical lens. In the geometric ray approximation an elliptical 
lens focuses parallel light to a single point within the lens, i.e., with no abberations, whereas an 
extended hemispherical lens will have some abberations (see figures 2.8 and 2.9). However, in 
those cases where the lens size is not much larger than the operating wavelength, an elliptical 






















Figure 2.9 Calculations of loss of aperture efficiency due to phase errors of an 
extended hemispherical lens as a function of the ratio of the radius of the lens to 
the wavelength, r/ >.., for different dielectric constants (fr = 3.8 : fused quartz, 
fr = 4.45 : single crystal quartz, fr = 11.7 : high resistivity silicon). A uniform 
amplitude in the aperture plane was chosen. 
in all measurements of this thesis. The reduction of aperture efficiency, due to phase errors in 
the aperture plane, for an extended hemisphere versus a truncated elliptical lens, depends on 
the diameter of the lens, the wavelength and the refractive index of the lens material. Figure 2.8 
shows the phase fronts as calculated with geometric ray optics for two different 12.7 nun diameter 
lenses with a refractive index of n = 1.95 at 500 GHz. One lens is a truncated ellipsoidal 
lens where the wavefront and lens are shown by solid lines and the other lens is an extended 
hemispherical lens with wavefront shown as dashed lines. The dotted line shown in figure 2.8 is 
the difference between the wavefront of the ellipsoidal lens and the extended hemispherical lens 
after a quadratic term for refocusing was removed. The parameter d of the extended hemispherical 
lens is d = d~~~c = 5.34mm as determined from figure 2.5. The elliptical lens has the same length 
of its minor axis b as the radius r of the hemisphere. The (x) symbols denote the foci of the 
ellipse, which are a distance c = afn from the center(+) of the ellipse. The major axis a of the 
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ellipse is then determined from a2 = 2- + IJ2. The circle (o) denotes the center of the spherical 
lens. 
The aperture efficiency loss due to the phase error x(p, </J) is calculated from 
(2.3) 
and is about 10%. The electric field is assumed to be constant in amplitude across the aperture. 
The onset of sidelobe shoulders at about - 17 dB, as shown in figure 2.4b and c, is a typical 
signature of an Airy pattern from the constant illumination in phase and amplitude [2.17] of a 
circular aperture and are consistent with the above assumption. However, it is important to stress 
that there can be very different illumination functions that will still produce beams with sidelobes 
at- 17 dB. Most of the phase errors occur at the edges of the aperture as can be seen in figure 2.8. 
Since different planar antennas will yield different illumination functions, especially at the edges, 
a constant amplitude in the aperture plane was chosen. This was done to simplify comparison 
of the different parameters of figure 2.9. A constant amplitude in the aperture plane corresponds 
to a FWHP beam angle for the planar antenna inside the dielectric of about f jO.S. Again, a 
quadratic term in the phase front was removed for figure 2.9 since this reflects only a different 
focusing position. The ratio of the radius r of the lens to the wavelength A is proportional to the 
/-number of the hybrid antenna, since from (2.1) and (2.2) 
1 
f - number ~ 0 3 >. 2tan(7) 
(2.4) 
Figure 2.9 shows the calculated reduction in aperture efficiency as a function of r /A for different 
refractive indices. The reduction in aperture efficiency increases with increasing size of the lens 
since the approximation of an extended hemispherical lens to an elliptical lens becomes worse, 
which will increase abberations. A higher dielectric lens will have less abberations since an 
elliptical lens of that material will be closer to a sphere. The extended hemispherical lens is thus 
a better approximation to the elliptical lens. 
65 
Table 2.2. Beam pattern measurements summary 
diam. [mm] freq. [GHz] I FWHP(E) I FWHP(H) I f# f# ·A [mm] 
6.35 115 20.3 17.8 3.0 7.8 
6.35 208 11.6 11.3 5.0 7.2 
6.35 492 4.86 5.39 11.2 6.8 
12.7 115 10.9 10.2 5.4 14.1 
12.7 208 5.4 6.3 9.8 14.2 
12.7 214 4.9 6.1 10.4 14.6 
12.7 321 4.0 4.1 14.2 13.3 
12.7 428 2.85 2.91 19.9 13.9 
12.7 492 2.92 2.52 21.1 12.8 
Table 2.2 summarizes beam pattern measurements performed between 115 GHz and 492 GHz 
with dielectric antennas of two different diameters: 6.35 mm and 12.7 mm. Measurements done 
at 584 GHz are not listed since the lens used for those measurements (20 mm diameter) was from 
a different supplier and had significant surface errors resulting in abberations which dominated 
the measurement results. The beam size is given as the full width at half power (FWHP) in the 
E- and H-plane of the transmitting horn antennas. The f# is calculated from the geometric mean 
FWHP angle OFwHP via equations (2.1) and (2.2). The product, f# ·A, yields the spot size 
in the image plane and should correspond to the diameter of the dielectric lens-antenna, if the 
antenna behaves as a diffraction limited, uniformly illuminated aperture. As shown in table 2.2, 
this is approximately the case for all the measurements. However, table 2.2 shows a general trend 
for f# · A to decrease with increasing frequency. By inspection, it can easily be verified that this 
is not due to the tan-function affecting the low f-number results more than the high /-number 
results. The systematic decrease of f# · A is attributed to an increase in the measured beam width 
due to increasing phase errors. In addition to the phase errors discussed previously, there could 
be phase errors from surface inaccuracies of the lens. The lenses used have a surface accuracy 
of better than 2p,m. The loss of coupling efficiency L can be estimated from the Ruze [2.25] 
formula for telescopes, modified for a lens with refractive index n : 
L= 1- e-(21r(n-l)ERMs/>·/, (2.5) 
which is negligible at submillimeter wavelengths for ERMS ~ 2p,m. It is thus concluded, that 
the increased beam sizes are caused by phase errors from abberations as discussed in the text 
accompanying figures 2.8 and 2.9. 
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2.3 Aperture Efficiency Measurements and Comments on Gaussian Coupling 
a) Aperture efficiency measurements 
Beam pattern measurements can usually be performed rather easily whereas aperture and Gaussian 
coupling efficiency measurements require absolute power calibration, which can be difficult at 
millimeter and submillimeter wavelengths. Laboratory measurements at 115 GHz with a planar-
logarithmic-spiral-structure as the feed antenna of a hybrid antenna were performed and an 
aperture efficiency of (76 ± 6) % was obtained. These measurements were performed at room 
temperature with a bismuth bolometer at the apex of the planar feed antenna. The manufacture 
of the bismuth bolometers and their responsivity calibration have been described by Neikirk et al. 
[2.23]. The measured aperture efficiency depends on absolute power measurements done with the 
bolometer, which was thermally calibrated with direct currents provided through the bias circuit. 
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Figure 2.10 Total power bolometer calibration for efficiency measurements. The 
bolometer is calibrated by changing the DC-bias of the bolometer and measuring 
its change in resistance. The responsivity of the bolometer is the slope of the 
curve shown multiplied with the bias current of the bolometer and is 23 V/W at 
1 rnA bias current 
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For the RF measurements the extended hemisphere was covered with a quarter-wave anti-
reflection coating of polyethylene to avoid reflection from the dielectric surface, and the back 
reflector was positioned for maximum response. In the design presented here, the hybrid antenna 
is fed by a planar logarithmic spiral antenna, which accepts elliptical polarization [2.1]. The 
polarization of the hybrid antenna is therefore elliptical too. The transmitter used a standard gain 
hom with linear polarization. Two measurements with the transmitter hom rotated by 90° were 
performed and the received power from both measurements was added together. The difference 
between the received power for the two perpendicular linear polarizations of the transmitter 
measurements was less than 10% showing that the hybrid antenna with a logarithmic spiral 
antenna is nearly circularly polarized, i.e., the eccentricity of the elliptical polarization is small. 
By adding the power of the two polarization measurements together the hybrid antenna's circular 
co-polarized component is added to the circular cross-polarized component In millimeter and 
submillimeter wavelengths radio astronomy the signal is typically randomly polarized so that the 
addition correctly yields the aperture efficiency as applicable for a radio-astronomical receiver. 
However, some receivers -like Schottky diode receivers, which require high local oscillator power 
levels -may have polarizing optics in front of the mixer eliminating one polarisation of the signal. 
No correction was made for any mismatch between the antenna impedance and the bolometer, 
since the resistance of the feed antenna's arm material was not well known and the bolometer's 
resistance could not be measured without the feed antenna in series. The thickness of the antenna 
arms was approximately 0.2J.Lm and RF losses due to the surface resistance of the antenna arms 
were also not taken into account. The actual efficiency will therefore be higher than quoted here. 
However, these effects are estimated to be less than 5%. 
Subsequent to the measurements discussed here, efficiency and beam pattern measurements 
using planar Schottky diodes soldered into the apex of a logarithmic periodic antenna at 90 GHz 
and 180 GHz (G. Rebeiz, private communication, 1991) and with a double slot antenna at 246 
GHz [2.22] were performed. They confirmed the measurements of this work with higher signal 
to noise levels for the pattern measurements and calculated similar aperture efficiencies from the 
pattern measurements. 
To calculate the aperture efficiency from the received and transmitted power, Pr and Pt 
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respectively, Friis' transmission formula [2.26] is solved for the effective aperture of the hybrid 
antenna 
(2.6) 
with f. the distance between the transmitting antenna and the receiving hybrid antenna, and Aet 
the effective aperture of the transmitting antenna. The physical aperture of the hybrid antenna 
with a lens radius of r = 6.35mm is Ap = 1rr2 = 127mm2 . The effective area of the transmitting 
antenna, a standard gain hom (Alpha Ind., model F861 - 33), was calculated [2.27] and also 
measured in a symmetric (transmit/receive) setup using two identical standard gain horns. The 
effective area of the hom was found to be Ae(horn) = (142 ± 9)mm2• The effective area of the 
hybrid antenna is 
Ae(hybrid) = (95 ± 7)mm2 (2.7) 
and thus for the aperture efficiency 
1Ja = 0.76 ± 0.06. (2.8) 
The error in the measurement is mostly due to the uncertainty in the measurement of the effective 
area of the transmitting hom antenna (1 u: 6%) and the absolute power calibration of the bolometer 
(lu: 5%). Also note, that all measurements were made in a realistic environment for the hybrid 
antenna, i.e., in a metal mixer block rather than idealized conditions. 
fur applications requiring only one polarization, the cross polarized power would have to 
be subtracted, reducing the aperture efficiency by that fraction. Using a linearly polarized planar 
logarithmic periodic antenna as the feed antenna for the hybrid antenna, a maximum cross-
polarized beam of - 7 dB relative to the co-polarized beam was found. However, the cross-
polarized component of a log-periodic antenna has been found to vary with frequency [2.28] and 
lies between - 5 and - 15 dB. The cross-polarized beam pattern followed the co-polarized pattern 
so that it only reduces the aperture efficiency for applications with a singly polarized source. If 
linear polarization is a requirement for a particular application but multi-octave bandwidth can be 
sacrificed, work by Rogers and Neikirk [2.14] and Zmuidzinas and LeDuc [2.15] with a double slot 
antenna suggests that this planar antenna is a good choice as a feed antenna for a hybrid antenna. 
This was recently verified by Filipovic et al. [2.22], who made beam pattern measurements of 
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a hybrid antenna with high dynamic range (40 dB) thus allowing them to calculate the aperture 
efficiency. The calculation yielded an aperture efficiency of (73 ± 5)% for a hybrid antenna with 
a twin slot feed antenna at 246 GHz, which is in good agreement with the results of this work. 
b) Comments on the Gaussian coupling efficiency 
From theory, using ray-tracing inside the dielectric lens and electric and magnetic field integration 
on the spherical surface of the lens, Filipovic et al. [2.22] find the Gaussian coupling efficiency 
(GCE) of the hybrid antenna reduced by about 8% compared to a hyperhemispherical lens (the 
aplanatic, thus aberration-free case, of an extended hemispherical lens) system, which they calcu-
late to have a GCE of 97%. However, they were unable to experimentally verify the higher GCE 
for the aplanatic optics but rather measured a lower GCE (87%) for the aplanatic case compared 
to the hybrid antenna case (GCE~ 89%). The reasons are probably the same as in the case of 
earlier receivers with aplanatic hyperhemisphericallenses which showed poor coupling to a single 
Gaussian mode of a telescope, as mentioned above. In the case of receivers this effect was even 
stronger than for the measurements of Filipovic et al.. Filipovic et al. used room temperature 
optics that were optimized, yielding focusing parameters different from the ones predicted by 
Gaussian optics calculations, whereas the receiver optics with cryogenically cooled SIS detectors 
allow for much less optimization thus possibly yielding much worse results. The discrepancy 
between the optimized positions of components in the experiment and their calculated positions 
using Gaussian optics are most likely due to the Gaussian optics formalism breaking down for 
very low /-numbers as are encountered in the optics of the aplanatic hyperhemisphericallens. In 
addition to optimizing the position of optical components the shape of the lenses used to couple 
the power from the transmitter to the hyperhemispherical lens would also have to be optimized, 
which was not done, causing lower GCE. Note that all above GCE values are only relative since 
Filipovic et al. did not carry out any total power measurements but normalized the measured GCE 
to calculated ones for an extension length they call the simulated elliptical lens position, which 
they derive from geometric ray considerations not including wavelengths effects. 
In conclusion, the GCE of the hybrid antenna is high with about 89% (ignoring reflections 
of the surface of the lens) and possibly close to the best achievable for an extended hemispherical 
lens system without complex optics following it. This allows good coupling of a hybrid antenna 
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based receiver to a single mode beam from a radio astronomical telescope, as verified at the 
Caltech Submillimeter Observatory (CSO) at 345 and 492 GHz (see chapter IV or [2.29,2.30]). 
2.4 Application of a Single Hybrid Antenna in an SIS Receiver 
A single hybrid antenna was successfully tested at the Caltech Submillimeter Observatory (CSO), 
a 10.4 m diameter submillimeter telescope on Mauna Kea, Hawaii, in an application with a 
superconducting insulator superconductor (SIS) detector in heterodyne mode and an RF matching 
circuit integrated on the arms of a planar logarithmic spiral feed antenna (see chapter III or 
[2.31 ]). Aperture, main beam and forward efficiencies of the radio telescope with a hybrid 
antenna based receiver [2.29,2.30] (also see chapter IV) and scalar-feed hom waveguide receiver 
systems [2.3,2.32] were measured at 345 GHz and 492 GHz. When the respective efficiencies 
were compared between the hybrid antenna based receiver and the waveguide horn based receiver, 
they were found to be identical within the measurement uncertainties ( < 10% ). These efficiencies 
include the coupling efficiency between the telescope and the receiver, besides other factors, 
which depend on the performance of the telescope, that are constant at each frequency when 
one receiver is replaced with another one. Since the telescope performance, independent of the 
receiver coupling, is not known well enough, an absolute efficiency for the receiver coupling to the 
telescope can not be deduced. Thus, the only conclusion that can be drawn is that the coupling of 
the hybrid antenna based receiver to a single mode Gaussian beam from a telescope is thus about 
the same as that of a scalar-feed horn waveguide receiver. This is the first quasi-optical receiver 
tested on a radio astronomical telescope to achieve such good performance. Figure 2.11 shows a 
double sideband spectrum taken in the core of the Orion molecular cloud (OMC-1) with the two 
sidebands centered at 492.16 GHz and 494.96 GHz [2.30]. Note that the good coupling between 
the hybrid antenna and the telescope optics is due to the high quality beam patterns of the hybrid 
antenna and is not necessarily a statement about the intrinsic efficiency of the hybrid antenna 
itself. The hybrid antenna's coupling efficiency affects the sensitivity of the receiver. Table 2.3 
shows the sensitivities obtained with the receiver system, expressed in double sideband noise 
temperatures. The sensitivities obtained are very high and approach those of the best waveguide 
receivers [2.3,2.32]. The increase of noise temperature at 492 GHz is due to the fact that the 
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lithographic matching circuit, which is designed to tune out the SIS junction capacitance and will 
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Figure 2.11 Submillimeter spectrum of the core of the Orion molecular cloud 
towards 1Rc2 taken with a Superconducting-Insulator-Superconductor (SIS) re-
ceiver utilizing a hybrid antenna. The data were taken with the 10.4 m aperture 
telescope of the Caltech Submillimeter Observatory (CSO), Hawaii, in 1990. The 
response oftwo sidebands, centered at 492.16 GHz and 494.96 GHz, is included. 
The hybrid antenna receiver was compared to waveguide based receivers and 
yielded similar results for coupling to the telescope and overall telescope effi-
ciencies. 
Table 2.3. Receiver noise temperatures 
Frequency [GHz] 
T Rx (DSB) [K] 
318 395 426 
















The very high sensitivities obtained with the receiver are an indication that the intrinsic 
coupling efficiency of the hybrid antenna is high. However, it was not possible, as is usually 
the case, to quantify the coupling efficiency of the hybrid antenna from the noise temperature 
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measurements. The coupling efficiency is just one of many parameters that determine the receivers 
sensitivity, most of which are not easily measured to better than 10%. 
2.5 Considerations for Array Optics 
An antenna that is to be used as an element in a heterodyne array receiver must have several 
features in addition to being a good single element. Its aperture efficiency has to be high to 
efficiently sample the image plane, the beam width should be narrow and preferably matched to 
the telescope optics without further optics, and finally, the cost and ease of manufacture has to 
be reasonable if large arrays are anticipated. 
Table 2.4. Aperture efficiencies '1A for different lens extension length d measured at 115 GHz 
Extension d [rnrn] 3.25 3.51 3.76 4.01 4.27 4.52 4.67 5.18 
Mean FWHP [0 ] 24±3 17.2±1.7 10.8±0.5 11.2±0.5 10.5±0.5 10.2±0.5 10.5±0.5 10.0±0.5 
'1A [%) 18±2 29±3 58±7 65±7 76±6 67±7 66±6 71±7 
Table 2.4 shows the aperture efficiencies as determined from total power measurements and 
the beam widths as determined from the pattern measurements as a function of extension length 
d. The aperture efficiency peaks at the optimum extension length dopt• which is determined 
experimentally (figure 2.3) and theoretically (figures 2.5 and 2.6). The lower aperture efficiency, 
for extension lengths d smaller than dopt. are due to the increase in beam size (i.e., lower 
directivity), whereas from theory the Gaussian coupling efficiency is expected to increase towards 
the aplanatic case (d::::: rfn = 3.25mm), due to smaller aberrations [2.17]. However, as discussed 
earlier, Gaussian coupling efficiencies are experimentally typically found to be lower for the 
aplanatic case [2.18,2.1,2.22]. 
The hybrid antenna in a fly's-eye configuration (see figure 2.12) is considered a good can-
didate for a single element of an array. Hybrid antennas have high aperture efficiencies and 
diffraction limited beams, thus can sample the image plane at a spatial frequency of half the 
Nyquist sampling rate, i.e., undersampled by a factor of two. Planar antennas, which are the 
feed antennas for hybrid antennas, are inexpensive and easy to manufacture lithographically. The 
extended hemispherical or elliptical lenses can be manufactured from a mold since the surface ac-
curacy requirements in the millimeter and submillimeter wavelength ranges do not require optical 
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Figure 2.12 "Fiy's-eye" configuration of a 5 by 5 focal plane array of hybrid 
antennas. The array of antennas is shown feeding an array of intermediate fre-
quency (IF) low noise amplifiers (LNA). The shown array would be about 35 mm 
on a side for a telescope with an f f 13 beam at 492 GHz. 
quality finish. To keep the power loss due to surface inaccuracies below 1%, the RMS surface 
error, as determined from (2.5), has to be better than >..j207r(n- 1), which is about lOJLm at 500 
GHz for a quartz lens. 
It is important to note that if the receiver is operated in a total power mode, the image plane 
has to be sampled at twice the rate (for each linear dimension) compared to a mode where the 
electric field with its phase is measured (see for example [2.8]). Radio astronomical receivers used 
for single telescope observations are typically operated in a total power mode (e.g., autocorrelator 
spectrometers produce power spectra) , despite the fact that, in principle, they are heterodyne 
receivers and measure amplitude and phase, i.e., they are field sensitive. The image plane of a 
given optical system contains fuurier components of the electric field up to a cutoff frequency 
f~, which determines the maximum spatial resolution of the source obtainable with the particular 
optical system. For power measurements there are Fourier components up to twice the cutoff 
frequency for the electric field components due to squaring of the fields, i.e., fc = j[' = 2f~. 
Nyquist sampling then requires twice the spatial cutoff frequency j['. This implies that a two-
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dimensional array receiver in power detection mode requires four times as many detectors as one 
that preserves the electric field with the phase information until the image is reconstructed. 
At considerable reduction in Gaussian coupling efficiency, the size of the receiving antenna 
could be made half the linear size of the diffraction limit for field detection, or one-quarter the 
linear size for power detection, to allow for Nyquist sampling. This is often done for optical sys-
tems that are background noise limited. However, in broadband (IF) millimeter and submillimeter 
wavelength heterodyne receivers, the detector's sensitivity typically determines the overall system 
sensitivity. Reducing the size of the antenna would reduce the amount of power received by it. 
Since the noise power produced by the detector stays constant, the signal to noise ratio will suffer. 
The quadratic relation between the integration time required to achieve a certain signal to noise 
ratio and the system's sensitivity thus rules out this approach as long as the system's sensitivity 
remains detector limited. 
In this paragraph the reason for suggesting the fty's-eye configuration over a single lens 
system will be discussed. Measurements of individual planar feed antennas on one big hyper-
hemispherical lens, i.e., in the aplanatic focus position, showed poor beam patterns for the off-axis 
elements [2.33 ]. A lens with 4A diameter showed significant distortions of the main beam when 
operated t A off axis and sidelobe levels as high as- 4 dB were present when operated ~A off axis. 
However, Gaussian coupling efficiencies could still be reasonably high despite some distortions 
of the main beam. Measurements of an array of feed antennas on an extended hemispherical or 
elliptical lens, i.e., as a hybrid antelllla with an array of feed antellllas, were not performed. Since 
the required size of the lens to accommodate an array with low distortions would produce beams 
too narrow to match directly to typical !-numbers of a telescope this approach was not chosen. 
However, for arrays with few elements, feeding telescopes with relatively high f-numbers, this 
would be a possible configuration (see for example [2.21]). In the opinion of the author, the 
fty's-eye technique is more versatile since it does not restrict the number of elements in the array 
(the feed antennas are usually fairly big due to the IF and DC colUlection pads), allowing for the 
size of the beam to be designed to directly match the beam from a telescope, and allowing all 
elements of the array to perform equally. Systems that do not provide for a direct match to the 
telescope optics may suffer from losses introduced from the additional optics required to match 
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the beams. The hybrid antenna in the fly's-eye configuration avoids these problems. Addition-
ally, the size of the feed antenna is much smaller than the size of the hybrid antenna, thus easily 
providing room for IF connections or circuits at each element of -an array. 
2.6 Chapter Summary 
Beam pattern and aperture efficiency measurements of hybrid antennas were performed and hybrid 
antennas are found to be good candidates for focal plane imaging array receivers. Calculations 
based on geometric ray optics including diffraction limit effects were presented and showed 
excellent agreement with measurements thus providing all necessary parameters to design hybrid 
antennas. The manufacture of hybrid antennas is low cost and allows for mass production in 
arrays. Due to the hybrid antennas' diffraction limited performance they will allow half Nyquist 
sampling rate (undersampled by a factor of two) of the image plane for field detection or half 
that sampling rate for power detection. Depending on the application, the feed antenna can be 
chosen to be a broad band antenna (several octaves) like logarithmic spiral antennas with circular 
polarization, or a logarithmic periodic antenna with linear polarization. The /-number of the 
beam can be custom designed to match the optics of a telescope directly. The feed antenna is 
smaller than the hybrid antenna itself thus ample room for IF connections or circuitry is available 
at each array element 
Using a planar logarithmic spiral antenna for the feed of the hybrid antenna, an aperture 
efficiency of 76% was measured. The hybrid antenna was tested in an SIS receiver with a 
Nb/AlOxfNb tunnel junction and a broad band matching circuit yielding coupling efficiencies 
to a telescope as high as those obtained with conugated feed hom based receiver systems and 
sensitivities approaching those of the best waveguide receivers for submillimeter wavelengths. 
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RF IMPEDANCE MATCHING CffiCUITS: THE END-LOADED-STUB 
3.1 The Need for RF Matching Circuits and Review of Previous Designs 
Superconductor Insulator Superconductor (SIS) tunnel junction mixers are gradually approaching 
the quantum noise limit in the millimeter band [3.1,3.2,3.3,3.4]. As discussed in section 1.2 of 
this thesis, high speed, low sub-gap leakage current and very sharp non-linearity in the current-
voltage characteristic of the mixer's SIS diode are required to yield high receiver sensitivities. 
Much of the recent progress is due to the use of Nbf AZO:r:/ Nb SIS junctions. Even though 
NbfAlO:r:/Nb SIS junctions have higher specific capacitances(:::::: 50- 90! Ff J.Lm2 [3.5]) relative 
to Pb devices used in previous SIS mixer designs (:::::: 20* -40 f F f J.Lm2 [3.6]), their speed has 
increased to :::::: 120GHz (w RC = 1) while maintaining low sub-gap leakage currents and very 
shatp non-linearities in the current-voltage characteristic. The increases in speed were possible 
due to improvements of the manufacturing processes. 
Waveguide based mixers with one or two tuning elements are able to match out the large reac-
tive part of the junction impedance and thus achieve very good noise performance [3.1 ,3.2,3.3,3.4, 
3.7]. However, such mixers are not very well suited for large focal plane receiver arrays for several 
reasons. Current manufacturing techniques would make an array excessively expensive. Thning 
each individual element would make frequency changing very time consuming, and the packing 
density in the focal plane would be low, making the array physically large. The large size of an 
array poses problems for the cryogenic system and the telescope optics. However, quasi-optical 
mixers usually avoid most of the drawbacks of waveguide receivers mentioned above, but in the 
past have lacked the capability for tuning out the capacitance over a wide bandwidth, thereby 
* This number is from experiments where the capacitance was determined from the roll-{)ff 
frequency in FfS measurements performed in 1988 with SIS junctions made by R. Miller at Bell 
Labs. 
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failing to attain the same sensitivity as waveguide mixers. The new matching circuit design 
introduced in this chapter has been published in [3.8]. 
Review of previous designs. 
The coupling efficiency t from a driving impedance Zn into the junction impedance Zj = Rj+Xj 
is given by 
2 
Zn- Z'!' 
t = 1- J 
Zn+ZJ 
(3.1) 
Note that Rj is the real part of the SIS junction RF impedance, which is not necessarily the 
junction normal state resistance Rn· However, for the frequency range of this design, typical 
biasing conditions and LO power levels, Rn ~ Rj [3.9]. Furthermore the imaginary part of 
the junction RF impedance in principle has components of quantum mechanical origin [3.10 and 
3.11], but in the case of devices as used here it is dominated by the parallel capacitance of the 
device. Z i is therefore assumed to be 
(3.2) 
Several possibilities exist to attain the resonant condition Zn = ZJ. with perfect coupling (t = 1). 
Designs using an open-ended inductive stub [3.12] to tune out the SIS junction capacitance have 
a much narrower bandwidth compared with other designs as discussed later. This limits their 
usefulness for many applications and puts very tight constraints on the manufacturing parameters, 
which are often not well known or reproducible and will reduce the yield when attempting to 
make these devices for specific frequencies. Other designs use series arrays of SIS junctions that 
are tuned out by an inductor parallel to the array [3.13,3.14]. These designs are somewhat more 
wide band than open-ended inductive stubs but suffer from a parasitic series inductance limiting 
the maximum operating frequency to about 100 GHz. A design used by Kerr et al. [3.14] uses 
an array of SIS junctions with each individual junction tuned out by a parallel inductor at 75 to 
110 GHz. This approach should be useful up to a few hundred GHz and has very recently been 
applied at 215 to 280 GHz, yielding excellent sensitivity in a waveguide receiver without back 
shorts [3.15]. A review of many of the previously mentioned designs can be found in Kerr et al. 
[3.16]. An elegant approach to an individually tuned series array of SIS junctions has recently 
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been presented by Ermakov eta/. [3.17]. In their design, the SIS junctions are in series as seen 
by the RF but are parallel DC-biased through the same inductors that provide the tuning for the 
SIS junctions capacitance. The advantages are i) all SIS junctions have the same bias voltage, 
thus reducing the uniformity constraints on the manufacturing tolerances for the array, and ii) 
the IF impedance of the mixer, just as for the DC-bias, is a parallel circuit of the individual 
IF impedances of the SIS junctions, thus making it possible to design the array to have an IF 
output impedance of about 50 .Q. Excellent mixer performance was demonstrated at 48 GHz. The 
bandwidth of the circuit was not well defined in the data presented due to several very narrow 
resonances. 
If no attempt is made to tune out the capacitance (ZD real, i.e., ZD = RD) the transmission is 
(3.3) 
For a typical case of Rn ~ RD and wRnC ~ 1 
4 
t ~ (wRnC)2 (3.4) 
For wRnC = 5 at 500 GHz (3.3) will only yield t = 0.14 = - 8.6dB. Keeping ZD real, the best 
possible coupling for (3.3) can be achieved by making it the same as the absolute value of the 
junction's impedance, i.e., 
(3.5) 
The transmission is then given by 
2 2 
t= ~ .Jt + (wRnC)2 + 1 wRnC ' (3.6) 
which yields t = 0.33 = -4.8dB for the case given above. The required driving impedance is 
RD = IO.Q for a junction with Rn = 50.Q, since it is dominated by the low impedance of the 
capacitance. This makes it necessary to transform the antenna impedance down to achieve such 
a low driving impedance. 
Zmuidzinas and LeDuc [3.18] have built a receiver for 500 GHz using a double slot dipole 
antenna with a continuous real impedance transformer to nearly realize the requirement of equation 
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(3.5). Their specific design yielded a theoretical coupling oft = 0.23 = -6.3dB. The results 
obtained with this design were very encouraging. The work presented here goes one step further 
and provides a full match to the complex impedance of the SIS tunnel junction. The obvious 
addition to the design by Zmuidzinas and LeDuc to obtain a full match would be to add an 
open-ended tuning stub to the SIS junction to tune out the junction's capacitance. However, if an 
open-ended inductive stub is used to tune out the SIS junction's capacitance, the bandwidth of 
the circuit is very small. This can be seen from the following calculation. 
3.2 Bandwidth Calculations for Different Circuits 
To get a comparison for the bandwidth of different tuning circuits the change of admittance 
with frequency scaled by the real part of the admittance at resonance frequency will be considered. 
This quantity is inversely proportional to the bandwidth of the circuit. 
a) The open-ended stub 
The simplest way to tune out the capacitance of an SIS device is with open-ended stubs. However, 
they are known to yield much smaller bandwidths than, for example, designs with lumped parallel 
inductors. The reason for this is that the inductance of the open-ended stub itself is a function of 
frequency making its admittance a very strong function of frequency. Generally, the admittance 
Y of a transmission line of length i , propagation velocity v, characteristic admittance Yc = z;;-1, 
and load admittance YL is 
Y = Yc YL + iYctan(wijv) 
Yc + iYL tan(wijv) 
First consider an open-ended stub. It has a load admittance YL = 0 so that 
(3 .7) 
(3.8) 
The SIS junction is parallel to the open-ended stub so that the total admittance of the circuit is 
y:stub = z-1itan(wijv) + iwC + R-1 total o n (3.9) 
To calculate the bandwidth of the circuit the change of admittance with frequency will be con-
sidered. 
dYstub ii 
t otal = - (1 + tan2(wijv)) + iC 
dw Z 0 V 
(3 .10) 
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The resonant condition for the stub to tW1e out the SIS junction's capacitance Cis for Im(Yt~~~~) = 
0, i.e., 
z;; 1 tan(wljv) + wC = 0 (3.11) 
Using equation (3.11) in (3.10) yields 
d v.stub ·e 
I total l {1 ( z C)2) ·c dw = vZ
0 
+ W 0 + l (3.12) 
To find the optimum characteristic impedance Zo for the open-ended stub the value for Zo has 
to be found where the change of admittance with frequency in (3.10) has a minimum, i.e., 
(3 .13) 
Solving this equation requires solving a transcendental equation due to f's dependence on Z 0 • 
With Q = wRnC and Q2 ~ 1 one gets 
The condition in (3.11) then simply reduces to 
tan(wl/v) = -1 
311' 
or wl/v=7r-arctan(-1)=4 , 
(3 .14) 
(3.15) 
and so the length is l >., which is the standard result The fractional bandwidth B of a circuit is 
defined by 
(3.16) 
With /l.w approximated by the change of admittance with frequency scaled by the real part of the 




so that the fractional bandwidth for the open-ended stub with (3.9),(3.12),(3.14) and (3.17) is 
(3.18) 
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b) A lumped element parallel inductor 
If a lumped element inductor were used to tune out the SIS junctions • capacitance rather than an 
open-ended stub, the anaJysis described above yields the well known relation for the fractionaJ 
bandwidth of such a circuit 
(3 .19) 
justifying equation (3.17). This makes the circuit utilizing a paraJiel inductor a factor of 3 higher 
bandwidth than that of an open-ended tuning stub. However, a parallel inductor would short-
circuit the DC bias voltage and the IF output of the SIS junction. Thus, an RF short-circuit which 
is open-circuit at DC and IF frequencies must be placed in series with the inductor. This RF 
short-circuit itself is usuaJly frequency dependent and limits the bandwidth of the design. Recent 
work by Carpenter et al. [3.19] uses a quarter wave transformer to lower the RF impedance thus 
increasing the RF saturation power of the mixer before they feed the SIS junction. The capacitance 
of the SIS junction is tuned out with an inductor that is RF short circuited with another quarter 
wave section yielding a bandwidth of about 10% at 90 GHz. 
c) The end-loaded-stub 
In the new design presented in this thesis a different way of tuning out the capacitance was 
chosen. The SIS junction is put at the end of a short transmission line of length i henceforth 
caJied an end-loaded-stub. Unlike the parallel inductor, the end-loaded-stub does not require 
any additionaJ circuitry for the DC bias of the SIS junction since the SIS junction itself terminates 
both the RF and DC- bias currents supplied via the transmission lines of the matching circuit. 
Using equation (3.7), but now with the load admittance that of the SIS junction YL = R;; 1 + iwC 
yields 
tl 1 + i(Q + ~ tan(a)) 
~otal = Rn + {i - Q)Z0 tan( a) 
with a = wifv . (3.20) 
Again, the same anaJysis method to calculate the fractionaJ bandwidth as for the open-ended stub 
will be followed. Note that this method only yields accurate results for matching circuits with small 
fractionaJ bandwidths. As will be shown, the designed circuit has a fractional bandwidth large 
enough to violate that assumption. Fortunately, as seen by the results from computer simulations 
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and measurements of the device, the fractional bandwidth is actually larger than calculated here. 
Furthermore, the main interest here is in a comparison between different techniques to show which 
circuits are favorable. 
The change of the circuit's admittance with frequency is 
dYtl iRnC + i~on~(tan2(a) + 1) 
total _ -----="-'------
dw - Rn - Z0 Q tan( a)+ iZ0 tan( a) 
[ 1 + i(Q + ~ tan(a))] [(i - Q)Zot(tan2(a) + 1)- RnCZo tan(a)] 
(Rn - ZoQ tan( a)+ iZ0 tan(a))2 
The resonant condition for the transmission line from /m(~~tal) = 0 in (3.20) is 
1 (ZoQ Rn Zo ) tan(wljv) = -- ----- + -- + 
2 Rn ZoQ RnQ 
(3.21) 
(3.22) 
Solving (3.13) with (3.21) the optimum characteristic impedance Z 0 is obtained. It turns out that 
within the limits 
(3 .23) 
the solution shows no strong dependence of Z 0 • This condition makes the short section of trans-
mission line look like a series inductor. With the choice of Zo = Rn/Q for further calculations, 
which reduces (3.22) to 
- 1 ~ 
tan(a) = 2 Q2 + y 4Q4 + 1 ~ 1 or 
1T 1 
a=wl/v= 4 , i. e., £= 8A. (3.24) 





1rRnC . 1r 1r 
llw = --- + tR C - - 1 - -
2Q n 4Q2 2 
(3 .25) 
and thus for the fractional bandwidth 
(3.26) 
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Comparing (3.18) with (3.19) and (3.26) 
shows that the design with the SIS junction at the end of the transmission line yields a much 
broader match than one with open-ended stubs by a factor of ~ 3 and about the same bandwidth 
as parallel inductor circuits but avoiding the need for an RF short - DC and IF open circuit. 
The short transmission line that is used to tune out the capacitance of the junction (section 2 
in table 3.2) also transforms the real part of the SIS junction's admittance to a higher conductance 
as can be seen from (3.20) with (3.24) 
(3 .27) 
Note that this impedance is typically too low to be driven by an antenna directly. A two-section 
quarter wave transformer is used (sections 3 and 4 in table 3.2) to transform the low real impedance 
up to the antelllla's impedance (see figures 3.1 and 3.2). 
The overall design allows the operation of a quasi-optical receiver system requiring no 
adjustable tuners over an octave of bandwidth well into the submillimeter band. The size of 
the tWUlel junctions used is not critical and can be larger than 1 J.Lm2• The optimum size for 
the design used would have been about l.5J.Lm2• We had designs with that size but none of 
them made contact due to an alignment problem in the manufacturing as will be discussed later. 
Even though electron beam lithography was used to define the junction area, it is possible to 
manufacture junctions of this size with optical lithography [3.18]. Additionally, the large size of 
the junctions eliminates saturation problems, makes it easy to suppress the Josephson oscillations 
with a magnetic field and makes the device more robust against static discharges. 
The matching circuit developed here for the quasi-optical receivers can, of course, also be 
used in waveguide mixers, reducing the amount of tuning that the waveguide tuners have to 
provide, thus reducing losses, or even allowing for designs without any adjustable tuners. An 
investigation of this technique is currently underway at Caltech. 
87 
3.3 Quasi-Optical Receiver Design Employing an End-Loaded-Stub Matching Circuit 
a) Receiver design: Hybrid antenna and IF circuit 
The basic mixer design, as far as coupling the radiation into the antenna and processing the IF, 
is similar to the one described in chapter I part 1.6 and [3.20], with modified optics for the 
hyperbemisphere as described in chapter II and [3.21]. 
The extended hemisphere of the hybrid antenna is made from single crystal quartz, as is the 
substrate of the spiral feed antenna, to obtain a high thermal conductivity. The parameters used to 
bring the extended hemisphere and spiral feed antenna into the regime of a hybrid antenna structure 
over the frequency range of the matching circuit are: radius of the hemisphere Th = 6.35mm 
with a refractive index of nh = 2.11, and distance of the antenna to the center of the hemisphere 
da = 5.33mm. Note that the optics contain no further refracting elements since the Gaussian 
beam launched by the hybrid antenna structure is between 10 and 5 degrees FWHP for the range 
of 200 to 475 GHz. This matches the beam of the Caltech Submillimeter Observatory (CSO) 
10.4 meter antenna in the Cassegrain focus with slight over-illumination at 200 GHz and slight 
under-illumination at 475 GHz. Recalling from chapter I, the spiral feed antenna is a self-
Babinet--complementary antenna structure with a frequency independent free space impedance of 
Z o = 60trn ~ 188n. Mounting such an antenna onto a half-space of dielectric (approximated by 
the extended hemisphere) yields an antenna impedance of about 
(3.28) 
The schematic layout of the matching design and an optical picture of it is shown in figure 3.1. 
The transmission lines and their ground planes are made from Nb with an SiO dielectric . A 
symmetric design is used which will halve the driving impedance as seen by the circuit, i.e., the 
effective driving impedance of the antenna seen by each half of the circuit is 
Z ant n 
Z ant,ef f = 2 = 57u (3.29) 
The advantage of this design is twofold: The maximum impedance that can be realized for a 
transmission line is determined by the minimum width of the line ( ::::: 2.5pm) and the maximum 
a) 
C· J R· J 
88 
Figure 3.1 a) Schematic of the symmetric matching circuit. b) Picture of the apex 
of the device through an optical microscope. The width of the transmission line 
in the center is 2.5 1-Lm. The SIS junctions are visible at the ends of the matching 
circuit as very small rectangular boxes with 1 1-Lm on the side. The 0.451-Lm 
thick dielectric between the transmission lines of the matching circuit and the 
spiral arms acting as the ground plane extends over the whole area of the picture 
shown, except for two windows (13 by 25 I-Lm2) around the end of the last part 
of transmission line where the thickness of the dielectric layer is only 0.151-Lm. 
The reduced thickness of the SiO is necessary for the lift-off technique when 
making the actual SIS tunnel junction. Note that the position of the SIS junctions 
is asymmetric relative to the transmission line due to an alignment problem of 




thickness of the insulating layer(:::::: 0.5pm), yielding about 26n. The lower driving impedance 
of the antenna makes a broad-band transformer design easily possible with this limitation. The 
optimum normal state impedance Rn of the tunnel junction with a two-section real transformer 
and an end-loaded-stub is then determined to be about Rn = 130. Secondly, the IF signals 
produced by the tunnel junctions are in series, equivalent to a single junction with R;. = 260. 
The IF impedance of an SIS tunnel junction is typically 2- 3 times R;. [3.9] since it is just the 
dynamic DC impedance of the SIS with LO power applied at the bias voltage of operation. In 
principle, this makes a matching circuit to a standard son low noise amplifier input wmecessary. 
However, since the actual device tested had R;. = 36 for the two junctions in series, this condition 
was not quite fulfilled in practice and an IF matching circuit would further improve the results 
obtained. A small capacitor from the IF terminals of the SIS junction to ground is necessary to 
terminate the IF at frequencies well above the IF amplifiers' passband to avoid saturation of the 
SIS junction [3.22]. 
b) Design and numerical predictions of end-loaded-stub matching circuit 
Figure 3.2 shows the equivalent non-symmetric circuit of figure 3.1 with the corresponding Smith 
chart plot of the RF impedances. The short transformer section next to the SIS junction transforms 
the capacitive part of the SIS junction to a real impedance at the center frequency. The following 
two-section transformer (approximately a quarter wavelength at center frequency) then transforms 
the impedance up to match the high effective impedance of the antenna. The impedance, group 
velocity and losses for the transmission lines were calculated according to Zmuidzinas and LeDuc 
(3.18]. The parameters assumed for the calculations are based on results by Stern [3.51 and are 




end loaded stub t t 
Real impedance transformer 
SIS junction 
Figure 3.2 The equivalent non- symmetric matching circuit with Smith charts 
showing the impedance at each position of the circuit from 200 GHz to 460 GHz. 
The Smith charts are normalized to Zant,equiv . = 570., i.e., the driving impedance 
of the circuit. The impedances shown in the Smith charts are towards the SIS 
junction with the circuit towards the antenna disconnected. 
Table 3.1 Assumed parameters to calculate the transmission lines 
junction specific capacitance C 6 = 70 f F f J.Lm'" 
center frequency f = 345 G H z 
superconducting film thickness d = 250 nm 
normal state surface resistance just above T c PN = 5 J.LO. em 
physical temperature T = 4.2 [( 
critical temperature of the Nb film Tc = 9.2 J( 
gap voltage of the Nb film at T =OJ< V9 a11 = 2.9 mV 
dielectric constant of SiO f = 5.8€0 
Variations with frequency of the calculated transmission line parameters were checked over 
the frequency range of the matching circuit and found to be negligible, which is generally true as 
long as the frequencies are well below the gap frequency of the superconductor used (f9 a11(Nb) = 
700 GHz). The calculated losses over the frequency range-of interest were less than 1% per 
wavelength and were ignored, as were losses in the SiO dielectric layer. The part of the 2.5J.Lm 
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wide line in the apex of the antenna connecting the two circuits together is 2J-Lm long and was 
included as a transmission line with varying distance to its ground plane. However, its contribution 
is very small and could be ignored. The calculated transmission line parameters for the different 
sections of the matching circuit of figure 3.2 are given in table 3.2. Section 1 is the part of the 
line that is necessary to make contact to the SIS junction on the thin (0.15J-Lm) SiO dielectric 
layer and forms a box of 5x5J-Lm2 with the SIS junction assumed centered. It is not part of the 
matching circuit but was included in the computer simulations. 
Table 3.2 Results of the transmission line calculations 
width(J-Lm] height(J-Lm] Zo[.Q] vfc hequiv.IJ-Lm] {equiv. 
Section 1 5 0.15 6.23 0.298 0.352 13.2 {0 
Section 2 5 0.45 13.6 0.381 0.683 8.55 {0 
Section 3 10 0.45 7.35 0 .372 0.648 8.23 {0 
Section 4 2.5 0.45 24.0 0.391 0.759 9.05 {0 
The goal of the design was to have a bandpass that ranges from 230 GHz to 492 GHz and 
initially the matching circuit was calculated based on standard quarter-wave transformer designs 
[3.23]. Subsequently, Touchstone software by EEsof [3.24] was used to optimize this circuit 
for maximum coupling in that range. However, Touchstone is unable to use superconducting 
transmission line parameters. The calculated superconducting transmission line parameters were 
therefore converted into pseudo normal metal transmission line parameters by keeping the width 
of the lines and their propagation speed constant, but varying the height and dielectric constant 
to yield the same impedances for the lines (see table 3.2). This method was used to keep the 
geometry for the computer simulation as close as possible to that of the actual device, so that 
the program would more correctly account for discontinuities due to changes in width, bends, 
etc. The new set of matching circuit parameters as obtained from the optimization were then 
recalculated for superconducting lines and then applied for a new run of the optimization program. 
The convergence for this method was very fast, requiring typically only 2-3 iterations. The 
resulting transmission line parameters were thus in agreement with superconducting microstrip 
line properties while Touchstone provided a convenient method of optimizing the design. The 
dashed line in figure 3.3 shows the predicted matching performance of the circuit. 
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Figure 3.3 The measured response of the receiver in direct detection mode 
corrected for the calculated beam splitter efficiency and responsivity of the SIS 
direct detector (solid line). The correction for the responsivity, which has a 1/ f 
dependency for the frequency range of interest (see Figure 3.5), is necessary 
since the SIS direct detector is a photon counting device rather than a frequency 
independent power detector. The throughput of the FfS is assumed to be a 
slow function of frequency, therefore not altering the measured characteristic 
frequencies of the matching circuit. The FfS is not usable below 150 GHz due to 
the limiting size of the optics. The data depicted has been scaled to the calculated 
transmission of the matching circuit (dashed line) since our FfS measurements 
have no absolute calibration. The predicted characteristic frequencies are shifted 
by only 8% from the measurement. 
The ground plane for the transmission lines are the arms of the spiral antenna. Since the 
electric fields are concentrated in the thin dielectric layer between the transmission line and the 
ground plane, the ground plane can be assumed to be of infinite size for this calculation. 
The calculated transmission of the matching circuit within its passband is typically t 2:: 
0.75 = -1 .2dB as shown in figure 3.3. A higher value for the transmission, if desired, is easily 
attainable by trading for bandwidth. The choice for the frequencies of the bandpass was based 
on the astronomically important transition frequencies of C0(2 - 1) at 230 GHz, C0(3 - 2) at 
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345 GHz and the 3 P1 .- 3 Po transition of C I at 492 GHz in interstellar molecular clouds [3.25]. 
Finally, the attained bandwidth is compared to the maximum possible as given by the Bode-
Fano criteria [3.26,3.27]. The assumptions for the Bode-Fano criteria are for the circuit to be 
causal and lossless. fur a load consisting of a resistor Rn parallel to a capacitor C at the input 
plane of the matching circuit it states 
r= 1 7r 
Jo In jr(w)l dw :::; RnC' (3 .30) 
with r the voltage reflection coefficient at the output plane of the matching circuit. fur a matching 
circuit with a power transmission oft= 0.75 and Q = 3, as approximately given for this circuit, 
the maximum attainable fractional bandwidth is B :::; 1.49. The end-loaded-stub circuit yields 
a fractional bandwidth of about half of that. Using more than 2 sections for the transformer to 
transform the real part of the admittance it was possible to increase the fractional bandwidth to 
about 1, at least in computer simulations as described earlier. However, no device with more than 
a two-section real impedance transformer could be fabricated because of an aligrunent problem 
in the manufacturing process, as discussed below. On the other hand, a significant increase in 
bandwidth relative to the one tested is not necessarily useful for this application due to constraints 
from the optics, radiation filtering and saturation problems for the SIS junction. However, the 
increased bandwidth could be traded for a better match, which is always desirable. 
c) Superconducting device manufacture: SIS tunnel junctions and and transmission lines 
The tunnel junctions were manufactured at the Microdevices Lab at JPL, in a process similar to 
that described by LeDuc et a/. [3.28], and subsequently tested at Caltech. The critical current 
density was 12 kA/cm2 Uc = tV9ap/ Rn) as required for the proper operation of the matching 
circuit. The junctions were fabricated using a standard self-aligned lift-off trilayer process. The 
trilayer was deposited in-situ in a high vacuum deposition system with a base pressure of 4·10-9 
Torr onto a 0.25 mm thick single crystal quartz disc of 50 mm diameter. Using standard optical 
lithography, the shape of the ground plane structure, i.e., the arms of the spiral antenna, were 
defined and then etched. The SIS tunnel junction was defined with direct electron beam writing on 
a O.l2JLm thick PMMA layer followed by evaporation of a 0.05JLm chrome layer and subsequent 
lift-off. The combined chrome photoresist mask was then used to protect the junction in a parallel 
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plate reactive ion etcher. Even though the size of the junction tested does not require electron 
beam lithography, all junctions were made with electron beam lithography, since some of the 
devices on the same substrate are as small as 0.25J..tm2• 
The dielectric for .the microstrip transmission line is made out of SiO with a total thickness 
of 0.45J.tm. This film is deposited by thermal evaporation of SiO in two steps. The first step 
produces a layer that is O.l5J..tm thick and is used as the insulator for the lift-off of the tunnel 
device. The second layer is evaporated on top of the first except in the immediate vicinity of 
the tunnel junction and has a thickness of 0.3J.tm. This two-step method is necessary since the 
lift-off for the tunnel junction with a film thickness of more than ~ 0 .2J.tm causes problems 
with the self aligned lift-off technique. However, since the high impedance transmission lines 
could not be made narrower than about 2.5J..tm a film thickness of 0.45J.tm was needed to achieve 
an impedance of Z o = 240. The transmission lines were then defined with standard optical 
lithography and were made out of a 0.2J..tm thick Nb layer. Finally the contact pads for the IF 
connectors and DC bias supply were covered with gold for easy contacting. Due to an aligrunent 
problem of the transmission line layer the yield of the batch was low. Figure 3.lb shows the 
position of the two tunnel junctions relative to the transmission line, for a successful device, one 
being several microns from the end, and the other one just barely making contact. 
Figure 3.4 shows the current voltage characteristic of the device. Note that the gap voltage 
appears as 5.8 mV due to the two tunnel junctions being in series as seen by the DC bias circuit. 
The area of an individual SIS junction is lJ..tm2 with a normal state resistance of Rn = 180. 
3.4 Heterodyne and Direct Detection Results 
Two types of high frequency tests were performed: Heterodyne testing, determining the sensitiv-
ity of the receiver as it will be used for radio astronomical observations at specific frequencies 
and, secondly, direct detection response measurements, performed with a Fourier Transform Spec-
trometer (FTS) over the range of 100 to 1000 GHz with a resolution of 20 GHz [3.29]. Note 
that all results measured with the FTS are convolved with the resolution of the spectrometer. The 
radiation source in theFTS is a matched load (Eccosorb) at liquid Nitrogen temperatures (78 K) 
chopped against a room temperature (295 K) load. The chopped signal is detected as an increase 
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Figure 3.4 I-V characteristic of the Nb/AlOx/Nb SIS tunnel diode. The hori-
zontal scale is 2mV per division and the vertical scale 0.1 mA per division. Using 
Ic = 1j Vgap/ R n yields a critical current density of 12 kA/ cm2• The gap voltage 
of an individual tunnel junction is 2.9 mV yielding 5.8 mV for the two devices 
in series, as shown here. 
in current in the SIS tunnel junction biased at 2.52 mV. The receiver's direct detection response, 
depicted by the solid line in figure 3.3, has been derived from the measured data by dividing by 
the calculated beam splitter efficiency and the calculated responsivity of the SIS junction in direct 
detection mode. The beam splitter is made from 76pm-thick mylar foil with a dielectric constant 
off= 2.99f0 • The thickness of the beam splitter was chosen to give optimum efficiency at 500 
GHz. The responsivity of the SIS direct detector is now calculated : 
The DC tunneling current was derived in chapter I equation (1.29), 
00 
I o(Vb , Vw) = L f;.( eVw/liw) Ioc(l'b + nliwje) (3 .31) 
w= - oo 
with Ioc(Vb) the current of the unmodulated SIS junction at bias voltage Vb, and Vw the applied RF 
voltage amplitude at frequency w. For a direct detector the incoming signal is small (eVw ~ liw) 
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so that only single photon processes are relevant and (3.31) reduces to the direct current increase 
under chopping as given in [3.10]. 
lli (Vi) = .!. v·:z Ioc(Vb + liw I e) - 2/oc(Vb) + Ioc(Vb - liw I e) 
DC b 4 w (fiwl~ (3.32) 
The RF impedance Z RF of the tunnel junction can be calculated from the dissipative currents 
given by Thcker and Feldman [3.10] and the applied RF voltage Vw. As discussed earlier one can 
neglect the quantum susceptance and have 
Z RF(V,, Vw) = Vw (.~00 J .(eVw/ liw) !Jn+l (eVw/ liw) + J._,(eVw/liw)] Ioc(Vb + nliw /e)) -I 
(3 .33) 
which reduces to 
ZRF = 2liwle 
Ioc(Vb + liwle)- Ioc(Vb -liwle) · (3.34) 
Equations (3.33) and (3.34) are valid if the SIS junctions' capacitance terminates all harmonic 
frequencies, which is not entirely satisfied in this case. However, the effects of this are small 
enough for the qualitative analysis of interest here. The responsivity ~ is the ratio of the current 
increase to the power absorbed by the junction 
~= 1!../oc 
(V312ZRF) 
= ..!!._ (/oc(Vb + nwle)- 2/oc(Vb) + Ioc(Vb -liwle)) 
liw Ioc(Vb + !iwle)- Ioc(Vb -liwle) 
e =-, liw (3 .35) 
with TJ the quantum efficiency of the direct detector in analogy to a phot(}-{)iode detector [3.30, 
3.31 ]. The responsivity of the SIS direct detector as a function of frequency at a bias voltage of 
2.52 mV was calculated using a digitized DC I-V curve of the SIS junction shown in figure 3.4. 
The result is shown in figure 3.5 with the dashed curve showing the responsivity of the theoretical 
device with a perfectly sharp I-V curve and zero sub-gap leakage currents but with otherwise 
identical parameters to the device of figure 3.4 (i.e., TJ = 1 between ! c and 2f9 ap - f c). 
The drop off below f c ~ 100 GHz is due to the choice of the DC bias voltage V b = 2.52 mV 
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Figure 35 Calculated responsivity of the SIS diode in direct detection mode. 
Data below 50 GHz has been omitted since the photon energy is smaller than 
our voltage sampling of the I-V curve. This effect is also responsible for the 
small bump at 70 GHz. The dashed line is for a theoretical SIS direct detector 
with a perfectly sharp I-V curve and zero sub-gap leakage current, but otherwise 
identical to the one from figure 3.4. 
i.e., liw < e(Vgap- Vb). It is interesting to note that the response of the ideal detector and the SIS 
direct detector are nearly identical above f c, which is, of course, due to the sharp non-linearity 
and low dark current of the device. The frequency response of a quantum limited detector above 
the cut-off frequency is simply j-1 up to the gap frequency. 
In the Rayleigh- Jeans limit (hv ~ kT) a single mode detector, like the SIS junction in a 
hybrid antelUla, receives power independent of frequency, P = kT Av, from a thermal source at 
temperature T. The throughput of the FfS is assumed to be independent of frequency. This 
assumption has been verified to within ~ 20% at frequencies above 150 GHz. At frequencies 
below 150 GHz the throughput of the FfS decreases rapidly due to the limited size of the optics. 
The direct detection response measured with the FfS is a combination of the coupling efficiency 
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of the receiver optics to the FI'S, the frequency response of the matching circuit and the detector, 
and the beam splitter efficiency. The measured data shown in figure 3.3 is corrected for the beam 
splitter efficiency and the responsivity of the SIS junction. The remaining corrections are assumed 
to have much slower variations with frequency than the matching circuit so that the characteristic 
frequencies of the matching circuit can be determined rather accurately . 
.... 
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Figure 3.6 Comparison between the heterodyne (solid line) and direct detec-
tion response (dashed line). The FI'S results are corrected for the beam splitter 
efficiency only. This plot demonstrates the usefulness for direct detection mea-
surements done with an FI'S to predict the relative frequency dependence of the 
heterodyne sensitivity of a receiver. The direct detection measurement has an 
arbitrary scale. Note, that contrary to figure 3.3 the direct detection measurement 
depicted here has not been corrected for the responsivity of the SIS junction, since 
the heterodyne sensitivity measurement is a responsivity measurement itself. 
The measured bandwidth of the receiver in direct detection agrees very well with the predicted 
response of the matching circuit The characteristic frequencies show only an 8% difference, 
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Figure 3.7 Single sideband noise temperature comparison for SIS receivers re-
ported in the literature. The IOhv / k B line corresponds to ten times the quantum 
noise limit, which is about the best currently achievable for these receiver sys-
tems. 
the dielectric insulator in the transfonners. This deviation is smaller than expected for a first 
attempt, since many of the parameters are not well known, like the penetration depth of the 
fields into the superconducting film, the exact thickness of the dielectric insulator between the 
superconducting lines, the specific capacitance, and the dielectric properties of thin film SiO. 
However, it cannot be concluded that the parameters are now known to within 8%, since errors 
of the individual parameters may cancel. Additionally, the accuracy of the numerical simulations 
of step discontinuities in the transmission line calculations are not known since Touchstone uses 
algorithms optimized for transmission line height to width ratios near 1, whereas the geometry 
used here has height to width ratios much smaller than 1. 
Frequency [GHz] 
T 8 8 (DSB) [K] 
Table 3.3 Receiver noise temperatures 
318 395 426 




Heterodyne measurements were performed at 318 GHz, 395 GHz, 426 GHz, and 492 GHz. 
The double sideband noise temperatures for those frequencies are given in table 3.3. The increase 
to 500 K at 492 GHz is at least in part due to the fact that the impedance transformer rolls off at 
about 475 GHz as seen with FI'S measurements. Figure 3.6 is a comparison between the direct 
detection response (corrected for the beam splitter efficiency only as measured by the FI'S) and 
the heterodyne response showing that the receiver's heterodyne frequency range can be predicted 
with FTS direct detection measurements. The sensitivity of the receiver compares very well to 
the most sensitive submillimeter receivers reported in the literature (see figure 3.7) to date (e.g., 
Walker eta/. 1992 [3 .7]) , most being based on tunable waveguide mounts. 
3.5 Chapter Summary and Technological Outlook 
A receiver for millimeter and submillimeter wavelengths has been demonstrated successfully 
using Nb/AlO,)Nb tunnel junctions and a fixed-tuned broadband matching circuit made from 
Nb with SiO for the dielectric. This design combines high sensitivity with the ease of fabrication 
and operation of quasi- optical mixers. Using a two-section real impedance transformer in 
conjunction with an end-loaded-stub, the matching circuit covers over an octave of bandwidth, 
from 200 GHz to 475 GHz, which is higher than that of the best waveguide mixers, without 
having to use external tuners Jike most waveguide mounts. The heterodyne receiver sensitivity is 
comparable to the best numbers reported in the literature although the best waveguide receivers 
have slightly better performances. The quasi-{)ptical mixer is manufactured as an integrated 
circuit and is the best candidate for imaging array receiver systems. The matching circuit can 
also be used in waveguide mixers, reducing the losses from mechanical tuners or even making 
them unnecessary. 
101 
3.6 References Chapter III 
[3.1] Ogawa, H., Mizuno, A., Hoko, H., Ishikawa, H., and Fukui_, Y., "A 110 GHz SIS Receiver 
For Radio Astronomy," Int. J. of IR and MM Waves, Vol. 11, No. 6, 1990. 
[3.2] Kooi, J.W., Chan, M., Phillips, T.G., Bumble, B., and LeDuc, H.G., "A Low Noise 230 
GHz Heterodyne Receiver Employing .25p,m2 Area Nb/ AlOx/ Nb 1\mnel Junctions," IEEE 
Microwave Theory and Tech .,, submitted. 
[3.3] Ellison, B.N., Schaffer, P.L., Schaal, W., Vail, D., and Miller, R.E., "A 345 GHz SIS 
Receiver For Radio Astronomy," Int. J. of IR and MM Waves, Vol. 10, No. 8, 1989. 
[3.4] Carter, M.C., Navarro, S., Karpov, A., Billon-Pierron, D., Lehnert, T., Gundlach, K.H., 
"Receiver Development with Nb/AI-Oxide/Nb SIS Mixers in the Frequency Ranges of (210 
- 270) and (320- 370) GHz," Proc. 16th Int. Conf. Infrared and Millimeter Waves, eds. 
M.R. Siegrist, M.Q. Tran, & T.M. Tran, Ecole Polytechnique Federale de Lausanne, p. 218, 
1991. 
[3.5] Stern, J., private communication. 
[3.6] Kircher, C.J., and Murakami, M. , "Josephson 1\mnel-Junction Electrode Materials," Science, 
vol. 208, pp. 944 - 950, May 1980. 
[3.7] Walker, C.K., Kooi, J.W., Chan, M., LeDuc, H.G., Carlstrom, J.E., and Phillips, T.G., "A 
Low-Noise 492 GHz SIS Waveguide Receiver," Int. J . of IR and MM Waves, Vol. 
13, No. 6, pp. 785 - 798, 1992. 
(3.8] Buttgenbach, T.H., LeDuc, H.G., Maker, P.O., Phillips, T.G., "A Fixed 1\med Broadband 
Matching Structure For Submillimeter SIS Receivers," IEEE Trans. Applied Supercond., 
Vol. 2, No. 2, September 1992. 
[3.9] Smith, A. D., Richards, P. L., "Analytic Solution to Superconductor-Insulator-Superconductor 
Quantum Mixer Theory," J. Appl. Physics, Vol.53, pp. 3806- 3812, May 1982. 
(3.10] Thcker, J. R., Feldman, M.J., "Quantum Detection at Millimeter Wavelength," Rev. Mod. 
Physics, Vol.57, pp. 1055 - 1113, 1985. 
(3.11] Worsham, A.H., Ugras, N.G., Winkler, D., Prober, D.E., Erickson, N. R., and Goldsmith, P. 
102 
F., "Quantum 1\mneling Currents in a Superconducting Junction," Phys. Rev. Letters, 
vol. 67, pp. 3034- 3037, Nov. 1991. 
[3.12] Raisanen, A. V., McGrath, W. R., Richards, P. L. and Lloyd, F. L., "Broadband RF Match 
to a Millimeter-Wave SIS Quasi-Particle Mixer," IEEE Trans. Microwave Theory 
Tech., Vol. MTT-33, No. 12, pp. 1495 - 1500, 1985. 
[3.13] D'Addario, L. R., "An SIS Mixer for 90- 120 GHz with Gain and Wide Bandwidth," Int. 
J. of IR and MM Waves, Vol. 5, No. 11, pp. 1419- 1433, 1984. 
[3.14] Kerr, A.R., Pan, S.-K., Whiteley, S., Radparvar, M., and Faris, S., "A Fully Integrated SIS 
Mixer for 75 to 110 GHz," IEEE International Microwave Symposium, May 1990. 
[3.15] Kerr, A.R., Pan, S.-K., Lichtenberger, A.W., and Lea, D.M., "Progress on Tunerless SIS 
Mixers for the 200-300 GHz Band," IEEE Microwave and Guided Wave Lett., Vol. 
2, No. 11, Nov 1992. 
[3.16] Kerr, A.R., and Pan, S.- K., "Integrated 1\ming Elements for SIS Mixers," Int. J. of IR 
and MM Waves, Vol. 9, No. 2, pp. 203-212, 1988. 
[3.17] Ermakov, An.B., Koshelets, V.P., Kovtonyuk, S.A., and Shitov, S.V., "Parallel Biased SIS-
Arrays for MM Wave Mixers: Main Ideas and Experimental Verification," IEEE Trans. 
Magn., Vol. 27, No. 2, pp. 2642-2645, 1991. 
[3.18] Zmuidzinas, J., LeDuc, H.G., "Quasi Optical Slot Antenna SIS Mixers," IEEE Trans. 
Microwave Theory Tech. , Vol. 40, No. 9, 1992. 
[3.19] Carpenter, J.A., Smith, A.D., Arambula, E.R., Lee, L.P.S., Nelson, T., and Yujiri, L., "100 
GHz SIS Mixer With Improved RF Matching," IEEE Trans. Magn., Vol. 27, No. 2, pp. 
2654 - 2657' 1991. 
[3.20] Biittgenbach, T.H., Miller, R.E., Wengler, MJ. Watson, D.M., Phillips, T.G., "A Broad-
band Low-Noise SIS Receiver for Submillimeter Astronomy," IEEE Trans. Microwave 
Theory Tech., Vol. MTT-36, No. 12, pp. 1720- 1726, 1988. 
[3.21] Biittgenbach, T.H., "An Improved Solution For Integrated Array Optics In Quasi Optical MM 
and SUBMM Receivers: The Hybrid Antenna," IEEE MTT , to appear in October 1993. 
103 
[3.22] Feldman, M.J. and D' Addario, L .R., "Saturation of the SIS direct detector and the SIS 
Mixer," IEEE Trans. Magnetics, Vol. MAG-23, 1987. 
[3.23] Young, L., "Tables for Cascaded Homogeneous Quarter-Wave Transformers," IRE Trans . 
Microwave Theory Tech., vol. MTT-7,No 2, pp. 233-237, 1959. 
[3.24] Touchstone CAD Software, EEsof, Westlake Village, CA. 
[3.25] Biittgenbach, T.H. , Keene, J.B., Walker, C.K., and Phillips, T.G., "Submillimeter Detection 
Of Extragalactic CI Emission: IC342," Astrophysical Journal Letters, 397, LIS- L17, 
September 1992. 
[3.26] Bode, H.W. " Network Analysis and Feedback Amplifier Design," Van Nostrand, N.Y., 1945. 
[3.27] Fano, R.M, "Theoretical Limitations on the Broad- Band Matching of Arbitrary Impedances," 
J. of the Franklin Institute, vol. 249, pp. 57-83, Jan. 1950, and, pp. 139- 154, Feb. 1950. 
(3.28] LeDuc, H.G., Stem, J.A., Thakoor, S., Khanna, S., "All Refractory NbN/MgO/NbN SIS 
1\mnel Junctions," IEEE Trans. Magn., vol. MAG-23, pp. 863- 865, 1987. 
(3.29] Hu, Qing, Mears, C. A., and Richards, P. L., "Measurements of Integrated 1\ming Elements 
For SIS Mixers With A fumier Transform Spectrometer," Int. J. of IR and MM Waves, 
Vol. 9, No. 4, pp. 303- 320, 1988. 
(3.30] Wengler, M .J., and Woody, D.P., "Quantum Noise In Heterodyne Detection," IEEE J. 
Quantum Electron., Vol. QE-23, pp. 613- 622, 1987. 
(3.31] Wengler, M.J., "Submillimeter Wave Detection with Superconducting Thnnel Diodes," Proc. 
IEEE , Vol. 80, No. 11, pp. 1811 - 1826, 1992. 
104 
CHAPTER IV 
ASTROPHYSICAL OBSERVATIONS OF C I IN THE INTERSTELLAR MEDIUM 
This chapter concludes this thesis with a presentation of astrophysical observations and interpre-
tation of the distribution of neutral carbon in the interstellar medium. Most of the observational 
data presented here were taken with quasi-optical SIS receivers as described in the previous chap-
ters. Since the observations were carried out in parallel with the development of the quasi-optical 
receiver system, the actual quasi-optical receivers used for the different observing runs represent 
different stages of the quasi-optical receiver development To compare the performance of the 
quasi-optical receiver with a conventional waveguide system some of the 492 GHz measurements 
were repeated with a conventional SIS diode waveguide receiver that became available as a facility 
instrument on the Caltech Submillimeter Telescope in the fall of 1991. 
4.1 Presence of Neutral Carbon in the ISM 
Carbon is the fourth most abundant element in the universe after hydrogen, helium and oxygen, 
with an abundance relative to hydrogen of 3.3 x 10-4 (Allen 1973, see table 4.1). It is an impor-
tant element in molecular chemical processes and is a constituent of many commonly observed 
interstellar molecules (CO, CS, CH, HCN, HzCO, etc.), and, in fact, of all observed interstellar 
molecules larger than 4 atoms, except SiH4 (Verschuur 1992). However, its interstellar distribu-
tion, especially in the neutral atomic and ionic states, is not well known. The observations made 
for this thesis represent the first extragalactic submillimeter detection of neutral carbon and some 
of the first high spatial resolution studies of neutral carbon in the interstellar medium (ISM). 
Atomic carbon plays an important role in the cooling of the dense interstellar medi urn because 
of its large abundance, widespread distribution, the small splitting of its ground state fine-structure 
levels (Ee P1)jk = 23.6 K and Ee P2)/k = 62.5 K- see figure 4.1), and the moderate Hz density 
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required for collisions to dominate the excitation of these levels (ncrite P1) ~ 103 cm-3 and 
ncrite P2) ~ 2 x 103 cm-3; SchrOder et a/. 1991). C I and CO provide the bulk of the gas 
cooling for the cool component of the interstellar medium (ISM) of our Galaxy. As shown by 
observations with the Cosmic Background Explorer satellite (COBE; Wright eta/. 1991), C I is 
a more important coolant for our Galactic ISM than CO. The strongest CO line (J = 4 -+ 3) 
detected by COBE is not as intense as either C I line, and the sum of all observed CO lines 
is not as intense as the sum of the two C I lines. However, the emission from both C I and 
CO is overpowered by the extremely bright C n emission which arises primarily from the wann 
photo-dissociated regions (PDRs) at the surfaces of dense clouds. 
Table 4 .1 Cosmic Abundances 
Element Abundance Ionization 
Threshold (eV) 
H 1.0 13.60 
He 8.5 x w-2 24.59 
0 6 .6 x w-4 13.62 
c 3.3 x w-4 11 .26 
N 9.1 x w-5 14.53 
Ne 8.3 x w-5 21.56 
fu 4.0 x w-s 7.87 
Si 3.3 x w-5 8.15 
Mg 2.6 x w-5 7.65 




The neutral carbon (CI) ground state fine structure line e Pt -+ 3 Po) at 492 GHz (or 609 f..Lm) 
has been observed over the past decade within our Galaxy (e.g., Phillips and Huggins 1981; Keene 
eta/. 1985; Frerking eta/. 1989; White and Padman 1991) and found to be bright, widespread, 
and bearing a strong resemblance in antenna temperature, line shape, and spatial distribution to 
the low J rotational lines of 13CO. This resemblance has been attributed to the similar opacities 
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Figure 4.1 Energy level diagrams of CO, CI, and Cn (from Keene 1990). These 
three species are the most conunon gas phase species including carbon. With the 
exception of the two lowest rotational transitions of CO, all transitions are in the 
submillimeter band. The temperature scale shows the good energetic match to 
typical molecular clouds in the ISM with T = 10 - 100 K. 
The most prominent theory of carbon gas phase abundances is that of ion-chemistry models 
which include photo-dissociation processes (Langer 1976; Tielens and Hollenbach 1985; van 
Dishoeck and Black 1988). In this theory, henceforth simply referred to as PDR model, the 
significant neutral carbon abundance requires the presence of UV radiation creating a photo-
dissociation region (PDR) on the surface of a cloud that is externally illuminated by UV radiation. 
UV radiation of energy higher than 13.6 eV, i.e., radiation that is capable of ionizing hydrogen, 
typically gets absorbed close to its own source so that it does not penetrate the ISM significantly. 
This leaves hydrogen in PDRs in the neutral atomic or molecular form. The part of the UV 
radiation that can penetrate the ISM, i.e., with energy lower than 13.6 eV, is called near-ultraviolet 
(NUV) radiation. Since CO is a very stable molecule and the cosmic abundance of oxygen is 
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twice as high as that for carbon, previous PDR models find that all the carbon is tied up in 
CO inside a molecular cloud where it is shielded from NUV radiation. According to these PDR 
models, only on the surface of the molecular cloud where the NUV flux is sufficiently high can 
neutral carbon exist through photo-dissociation of CO. The photo-dissociation threshold for CO 
is 11.1 eV, which is very close to the ionization threshold of carbon at 11.26 eV (see table 4.1), 
so that carbon, once set free, will quickly be ionized. The surface layer in which neutral carbon 
can exist according to the PDR models is thus thin, bounded towards the UV source by C 11 and 
towards the center of the molecular cloud by CO. It only extends over a few A v at an optical 
depth of about Av = 8 - 10 into the cloud for an incident NUV flux of 102 - 104 F0 , where 
Fo is our local Galactic radiation field, 1.6 x w- 3 erg s-1 cm-2 in the 6-13.6 eV energy range 
(Habing 1968). 
If PDRs are the dominant source of the emission for C I, C II, and CO lines, then, indeed, a 
correlation between the emission strengths of the species is to be expected. Such a correlation has 
been established by Crawford et al. (1985) and Stacey et al. (1991) for C II vs. CO (J = 1 -+ 0) 
in star-forming molecular clouds and starburst galaxies. 
However, work by Keene et al. (1985) showed that neutral carbon can be widespread within 
molecular clouds and that the column density peaks even further into the cloud (away from the 
UV source) than that of CO, in contradiction to the PDR models. The goals of the investigations 
described in this chapter were to find out what the distribution of neutral carbon in the ISM is, 
and how it relates to the well studied distribution of CO. As will be discussed in section 4.6, the 
PDR models can be modified to raise the C I abundance inside molecular clouds using a revised 
ion chemistry. 
To investigate the distribution and abundance of neutral carbon at large scales a nearby 
galaxy was chosen: IC 342. The results of these first extragalactic submillimeter observations of 
C r (Biittgenbach et al. 1992a), and a comparison to COBE data of the Milky Way, are presented 
in the following two sections. The small scale structure of neutral carbon in the ISM is studied 
with observations of the Orion Molecular Cloud (OMC) in the vicinity of the embedded infrared 
source IRc2 and the ionizing stars of the Trapezium (Biittgenbach et al. 1993). Those findings will 















Figure 4.2 Photo-dissociation region (PDR) model of the transition from ionized 
medium to molecular medium (from Tielens and Hollenbach 1985). In the PDR 
models neutral carbon is embraced in a thin layer between ionized carbon close 
to the ionizing source and CO inside the molecular cloud that ties up all the gas 
phase carbon. 
medium were petformed for this thesis, using code by Le Bourlot eta/. (1992), which allow for 
an explanation of the observed relation of neutral carbon to CO. These results will be discussed in 
section 4.6 as a modification to previous PDR models. The chapter is concluded with a summary 
describing a unified model of the observed large and small scale distribution and abundance of 
neutral carbon. 
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4.2 First Submillimeter Detection of Extragalactic C I : IC342 
Within the Milky Way, previous studies have shown that there is a general correlation of C I 
and CO emission. The first extragalactic detection of CO dates back to 1975 by Rickard et al. 
However, until now, no extragalactic observations of C I have been possible. This section reports 
the first observation ofCI in IC 342 (a(1950) = 3h 41m 57' , 6(1950) = 67° 56' 29"), a nearby Sed 
type galaxy. It has a low inclination angle (i = 25°, i.e., nearly face on), resulting in relatively 
narrow emission lines. Its optical size is > 10'. The nuclear bar(::.::::: 700 pc) shows strong infrared 
emission with an infrared luminosity in the 3 to lOOOJLm wavelength range of 4 x 109 L 0 (Becklin 
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Figure 4.3 Integrated line intensity of 12CO (2 ---+- 1) emission in the nuclear bar 
of IC 342 (from Eckart et al. 1990). Contour intervals of 20 K km s-1 with a 
peak of 324 K km s-1• The dots mark positions where data were taken. 
IC 342 was first detected and partially mapped in CO by Morris and Lo (1978) and sub-
sequently mapped by Rickard and Palmer (1981), Young and Scoville (1982), Lo et al. (1984), 
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Eckart eta/. (1990), and Ishizuki et al. (1990). Figure 4.3 shows a map of the nuclear bar of 
IC 342 of 12C0(2-+ 1) emission (Eckart eta/. 1990). As observed by Eckart eta/. (1990) the 
main beam temperatures of the 13CO (1 -+ 0) and (2 -+ 1) transitions in IC 342 are high for 
extragalactic sources, about 0.5 K in a 21" and 14" beam, respectively. 
a) Observations 
The 3 P1 -+ 3 Po fine structure transition of C I lies at the frequency of 492.1607 GHz (Frerking 
et al. 1989; Yamamoto and Saito 1991). Most of the previous astronomical data (e.g., Phillips 
and Huggins 1981; Keene eta/. 1985) were taken from the Kuiper Airborne Observatory with 
a beam size of 2!8. Although the atmospheric transparency at airplane altitudes (12.5 km) is 
nearly 100%, thus allowing high sensitivity, the instantaneous bandwidth of the InSb hot-electron 
bolometer receiver in use at that time was too small to detect the broad lines of extragalactic 
sources. The work reported here was possible due to the wide instantaneous bandwidth of the 
new SIS receivers. These receivers have been developed over the past few years using quasi-
optical techniques (see chapters I through lli or Biittgenbach et a/. 1988, 1992b; Biittgenbach 
1993) and waveguide techniques (Ellison eta/. 1989; Walker eta/. 1992) for use at the Caltech 
Submillimeter Observatory (CSO), a 10.4 m diameter submillimeter telescope on Mauna Kea. The 
large atmospheric opacity at 492 GHz requires excellent observing conditions even at a high site 
like Mauna Kea (4100 m). On the best night for these observations the atmospheric transmission 
at a typical zenith angle for this source (50°) was found to be about 25%, which corresponds 
to 0.8 mm of precipitable water vapor (Grossman 1989). With a distance to IC 342 of 1.8 Mpc 
(McCall 1989) the 15" beam of the CSO at the line frequency of C I (492 GHz) yields a linear 
spatial resolution of 130 pc. 
IC 342 was detected in three separate observing runs at the CSO. During the first, in October 
1990, a quasi-optical receiver similar to that described in chapter I and by Biittgenbach et al. 
(1988), but improved by utilizing a hybrid antenna fed by a planar logaritlunic-spiral structure 
(see chapter II and Biittgenbach 1993), was used. The measured coupling efficiency at 492 GHz 
between the receiver and the telescope was about the same as for that of the waveguide based 
system (Walker et al. 1992) used for the September and October 1991 observations. The measured 
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Figure 4.4 a) C I e Pt --+ 3 Po) spectrum of the central 1511 of IC 342. The C I 
spectrum is the weighted sum of all three individual observations taken at the CSO 
in the period of October 1990 to October 1991 with a linear baseline removed. 
b) 12CO and 13C0(2 --+ 1) spectra (solid and dashed lines, respectively) from 
Eckart et al. (1990) with 14" beam size. The 12CO spectrum has been divided 







0.68 ± 0.03 asswning a Moon temperature of 395 K and an emissivity of 0.97 (Linsky 1973). 
The main beam efficiency 17MB as measured on Jupiter (33~'9 mean diameter) was 0 .38 ± 0.02 
assuming a brightness temperature of TA = 163[( (Hildebrand et al. 1985). By mapping Mars 
the beam size was measured to be 15". The pointing accuracy was approximately 511• 
All spectra were calibrated with the standard hot-sky chopper method and divided by the 
main beam efficiency. This method of calibration is appropriate for a source the size of IC 342's 
nuclear bar (approximately 10" EW x40" NS in CO; Eckart 1990), as shown in figure 4.3 in the 
12CO (2 - 1) transition, and for comparison with the 13C0(2 - 1) and 12C0(2 - 1) spectra 
of Eckart eta/. (1990) since they used the same method and also had essentially the same beam 
size (14"). To confirm that the extent of C I emission in IC 342 is the same as the 10" x 40" 
found for CO three additional positions were observed in September of 1992. A cut from the 
center towards the south was chosen to minimize the pointing accuracy requirements due to the 
four times larger size of IC 342's nuclear bar in that direction (see figure 4.3). 
b) Results 
Figure 4.4a shows the average of the spectra of the central position of IC 342 from all three 
observing runs of the 3 P1 - 3 Po fine structure line of C 1. The C I line has a peak main beam 
temperature of 1.0 ± 0.2 K and an integrated line temperature of 51 ± 10 K km s-1, or equivalently 
an intensity of (6.2 ± 1.2) x w-6 erg s- 1 cm-2 sr- 1. fur comparison, figure 4.4b shows the 
I2C0(2 - 1) and 13C0(2- 1) spectra measured by Eckart et al. (1990) with the IRAM 30m 
telescope. The 12C0(2 - 1) spectrum shown has been divided by a factor of five. The C I and 
CO Iineshapes are very similar suggesting that the emission comes from the same regions. The 
12CO line is shown to be optically thick for the center of IC 342 by Eckart et al. (1990) and 
Wall and Jaffe (1990), while the 13CO line's opacity is at most moderately thick (r ::; 1). The 
difference in intensity of the 12CO and 13CO line could arise mainly from the different filling 
factors of the emission from the different isotopes. Since the main beam temperature of the C I 
line is a little greater than that of the 13C0(2 - 1) line, it would follow that the C I emission 
has an opacity similar to that of 13C0(2 - 1) and that the area filling factor lies between that of 
the 12co and 13CO sources. However, as will be discussed in section 4.4, it is also possible that 
the 13CO emission is from regions of colder gas than the 12CO. The strength of the C I emission 
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Figure 4.5 Cut through IC 342 in CI emission from the center towards the south 
in 15" steps. 
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(stronger than 13CO but weaker than 12CO) could then be due to a combination of C I having 
a somewhat lower opacity than 13CO, i.e., r < 1, but emanating mostly from the same wann 
regions as 12CO. Observations of the CI 3 P2 --+ 3 P1 transition at 809 GHz (or 371Jtm) would be 
necessary to confirm this. 
To determine the column density of neutral carbon it is assumed that the C I emission is 
optically thin or at most of moderate opacity. The low opacity assumption, if anything, leads to 
an underestimation of the actual column density. The formula to calculate the total neutral carbon 
column density is derived in the appendix, section 4.8, 
T IS [ ~ -31.9] Nc 1 =1.9x10 e"'T"U+3+5e'"'r;;"" (4.1) 
where TR. is the observed Rayleigh- Jeanst line temperature, corrected for telescope losses and 
beam efficiency. The opacity correction term, r0 /1 - e - -ro , can be ignored due to the low opacity 
assumption. As shown in the appendix, the excitation temperature, Tex• is uncritical for neutral 
carbon as long as it is above 15 K, but will be more critical for the CO column density derivation 
used for comparison with the C I data. The lowest number for the gas temperature of IC 342 
found in the literature is by Eckart eta/. (1990), who derive a lower limit of 20 K. An upper limit 
can be derived from measurements by Ho, Turner and Martin ( 1987) of the 1.2 em inversion lines 
of NH3, which emanate mostly from dense hot cores. They derive an NH3 excitation temperature 
of about 70 K. An average from the lower and upper limit agrees well with the dust temperatures 
of 42 K derived by Becklin eta/. (1980) with a 1' beam. Glisten eta/. (1993) recently observed 
the C0(4 --+ 3) transition at the CSO, with about the same beam size as the C I data, and fitted 
a two component model to their data deriving T1 = 331( and T2 =50!( for the two components, 
respectively. The average of their two numbers incidentally is also 42 K, which will be adopted 
here as the excitation temperature for C I and CO. With the low opacity assumption, this yields 
N'{1 ~ 7 x 1017cm-2• 
It is interesting to compare the C column density to the total CO column density as derived 
by Eckart eta/. (1990) of Nlo = 4 x 1018cm-2 , using an excitation temperature of Tex = 20/(. 
t Rayleigh- Jeans temperatures are denoted with a hat- symbol throughout this thesis - see the 
appendix for conversion between R.J. temperatures, T, and kinetic temperatures, T. 
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This implies that the ratio of NJd Nlo is about 18%, a rather high number for PDR models. PDR 
models usually will yield a maximum of 10% for a narrow range of optical depth into the cloud 
(see figure 4 .2) and about 0.1% deeper into the cloud (Hollenbach, Takahashi and Tie lens 1991 ). 
Using the observed C180 intensity of Eckart eta/. (1990) with an average excitation temperature 
of 42 K from Glisten eta/. (1993) yields a somewhat higher CO column density (see the appendix 
for a derivation of CO column densities based on C180 measurements) of NJ0 = 5.4 x I018cm-2, 
which is consistent with NJ0 ::::! 5 x 1018cm - 2 derived by Giisten eta/. 1993. This yields a carbon 
to CO ratio of NJifNJ0 ::::! 0.13, i.e., ::::! 13%. Using the NH2 column density of Eckart eta/. 
(1990), but corrected for the different excitation temperature of CO from Giisten eta/. (1993), 
yields a total hydrogen nucleus column density of NJ' ::::! I023cm - 2 • The cosmic abundance of 
carbon relative to hydrogen is 3.3 x w-4 (Allen 1973), which implies that about 2% of all carbon 
in the ISM is in the form of neutral carbon. Assuming that most of the carbon in the gas phase 
is tied up in CO, yields that of all the carbon in the gas phase more than 10% is in form of 
neutral atomic carbon. Despite all uncertainties, it is clear that a huge amount of neutral carbon 
is observed in the ISM. 
Table 4.2 J(C I (1 - 0))/ J(C0(2- 1)) Ratios for different positions in IC 342 
Position relative to center (aa ,al5) (0",011) (011,- 15") (011, - 30") (0",- 45") 
CI : f TMBdV [[( kms-1] 51± 10 31 ± 13 15 ± 8 9 ± 6 
J(C I (1 - 0))/ J (C0(2- 1)) 1.4 ± 0.4 1.3 ± 0.6 1.5 ± 0.7 0.7 ± 0.8 
Figure 4.5 shows four spectra of IC 342 from the center towards the south in 15" steps taken in 
September 1992. Table 4.2 summarizes the integrated line intensities and the ratio of the integrated 
line intensity of C I to C0(2 - 1). The ratios are constant for the first three positions and only 
deviate for the southern most position where the signal to noise ratio of the C I measurement is 
poor. The central line velocities of the C I spectra also agree well with those of the C0(2 - 1) 
from Eckart et a/. ( 1990). It can thus be concluded that there is a strong correlation on large 
scales between C I and CO emission. 
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4.3 Comparison with COBE Data 
The measurements of IC 342 can be compared with our Galaxy ~y making use of data from the 
FIRAS instrument on COBE. In this important work, Wright eta/. (1991) have generated a FIR 
intensity weighted average spectrum of the Milky Way and have derived line intensities for several 
lines. The useful FIRAS frequency coverage is from about 200 GHz to 3 THz, with a resolution 
of 20 GHz. The transition lines that were detected by COBE are summarized in table 4.3 (from 
Wright et al. 1991). 
An interesting comparison is that J(C I (1 ---+ 0)) / J(C0(2 ---+ 1)) = 1.4 ± 0.4 in IC 342 and 
2 .3 ± 0.6 in the Milky Way. In the CO component of this ratio for IC 342 the line intensities of 
the 12CO, 13CO, and C 180 (2- 1) transitions have been included, which is what is measured by 
COBE for the Milky Way. Also, the 13C isotopic line of C I lies within the linewidth of the 12C I 
line (Cooksy et al. 1986) and is therefore included in the CI measurement but, because of the, at 
most, moderate opacity of the 12C 1 line, the 13C I is thought to be unimportanL 
Table 4.3 Molecular and Atomic Transition Lines Detected by COBE in the Milky Way 
Species Transition Frequency Wavelength Intensity 
GHz /-LID erg s-1 cm-2 sr-1 
co v= 0: J = 2- 1 230.54 1302 (2.8 ± 0.4) X 10 ·IS 
co v= 0: J = 3-2 345.80 867.2 (3.9 ± o.9) x w-8 
co v=O: J=4- 3 461.04 650.4 (4.2 ± 0.9) x w-8 
co v=O: J=5 -4 576.23 519.8 (3.1 ± o.9) x w-8 
CI 2p2: 3 P1 - 3 Po 492.16 609.1 (6.4 ± 1.3) x w-8 
CI 2p2: 3 p2 - 3 p1 809.35 370.4 (1.16 ± o.t6) x w-7 
en 2p: 2 p3/2 - 2 p1/2 1900.7 157.7 (1.73 ± o.07) x w-5 
Nn 2p2: 3 p1 - 3 Po 1460.3 205.3 (1.66 ± 0.09) X w-6 
Nn 2p2: 3p2- 3p1 2459.3 121.9 (2.61 ± 0.36) X w-6 
First, it is remarkable that the intensity ratios J(C I (1 - 0))/ J(C0(2 - 1)) between IC 342 
and the Milky Way do not differ by more than a factor of about two, despite the fact that the ratio 
for IC 342 is from the nucleus of the galaxy and the ratio from the COBE data is from an average 
over the entire Milky Way. Second, the ratio is actually somewhat smaller for IC 342 than for 
the Milky Way, unless both ratios are taken at the limits of their error bars. The uncertainties 
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of the ratios have been derived from the absolute uncertainties of the individual measurements, 
including calibration. This probably overestimates the Wlcertainty of the ratios since the same 
calibration technique was used in each of the two measurements forming each ratio. Therefore, 
the difference in the ratios is believed to be real. 
Despite the requirement of UV-flux to produce C I in PDRs, recent calculations by Hol-
lenbach, Takahashi and Tielens (1991) show that the ratio of C I to 12CO (1 -+ 0) emission is 
relatively independent of ultraviolet flux, but is more strongly dependent on density. In IC 342 
this ratio is about 12, or equivalently 1.5 for the CI to 12C0(2 -+ 1) ratio. (The factor scales with 
v3 for optically thick CO lines, as verified by observation [Eckart 1990; Wall and Jaffe 1990].) 
This requires a model density of (5 .2 ± 1.4) x 103 cm-3• The relative intensities of the C I, CO, 
C II (Crawford et al. 1985; Stacey et al. 1991), and 0 I lines (Eckart et al. 1990) and the FIR 
continuum (Becklin et al. 1980; Rickard and Harvey 1984), are consistent with this density and 
an average incident far-ultraviolet radiation field flux Fuv :::::: 103 F 0 • 
To find a model density for the Milky Way based on the C I (1 -+ 0) to CO(l -+ 0) ratio the 
models of Hollenbach, Takahashi, and Tielens (1991) are used. It is assumed that the CO(l -+ 0) 
to C0(2 -+ 1) intensity ratio is 1/8, as in IC 342. The assumption for the CO lines is necessary 
because COBE was Wlable to measure the CO (1 -+ 0) line. The resulting density estimate of 
(3.5 ± 0.8) x 103 cm- 3 is relatively insensitive to the UV field strength. With Fuv = 103 F0 the 
other line ratios, C I, C II, and 0 I, are also well matched. This estimate is consistent with that 
of Wright eta/. (1991) who used the high flux UV field PDR models (Fuv = 106 F0 ) of Tielens 
and Hollenbach (1985) and the COBE line ratios for C I, C II, and 0 I, to derive a density of 
2.5 x 103 cm-3• 
The Wlcertainties in the densities above were derived from the Wlcertainties in the line 
ratios, excluding any possible contributions from the models. Any model uncertainties could 
easily dominate, thus the absolute densities may be less certain than indicated. The difference of 
derived densities may largely be due to the dissimilar nature of the regions observed in the two 
cases. The COBE spectrum is an average over the entire Milky Way, biased particularly towards 
our local Galactic neighborhood, while, in contrast, the C I data presented here come from the 
central 130 pc region of IC 342. 
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In summary, C I emission from IC 342 has been observed, and found to be comparable in 
intensity to 12C0(2 --+ 1). This result is quite similar to the Milky Way as measured by COBE. 
On a large scale it can thus be concluded that there is, indeed, a strong correlation of C I and 
CO emission. Overall, there is good agreement between PDR models and observation. It can not 
be said, however, if types of regions other than PDRs might be contributing to the C I and CO 
emission. Although the C I data do not constrain the average UV flux, PDR models provide a 
constraint for the average density of the ISM that is responsible for the bulk of the observed C I 
and CO emission. However, as discussed later, the PDR models used here assume no depletion 
of heavy elements (C,N,O,S, ... ) in the gas phase of the ISM, which is found to be unrealistic. 
Section 4.6 of this thesis will give an explanation of the high C to CO and C to H abundance 
ratios observed, based on a revised ion-chemistry model of PDR's by Pineau des Forets, Roueff 
and Rower (1992) that do not avoid the depletion of heavy elements. 
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Looking at Orion is like looking at a bowl of 
porridge and trying to figure out why there is a 
carrot over here and a bean over there. 
- Raoul Taco Machilvich 
4.4 The Small-Scale Structure of Neutral Carbon in Orion 
To investigate the distribution of neutral carbon within molecular clouds high spatial resolution 
observations are required. As mentioned in section 4.2, most of the previous data (e.g., Phillips 
and Huggins 1981; Keene eta/. 1985) were taken from the Kuiper Airborne Observatory, which 
in addition to the bandwidth limitations due to the InSb detector used for those observations, only 
has a 0.9 meter aperture telescope, yielding an angular resolution of 2.8'. This resolution is too 
poor to see detailed structure in maps of molecular clouds. For mapping small structures only 
ground-based telescopes have sufficiently large apertures at present. The Caltech Submillimeter 
Observatory (CSO) on Mauna Kea with a 10.4 m aperture provides a 15" beam at 492 GHz. Orion 
was chosen as a source since its relative closeness of about 450 pc yields a spatial resolution of 
0.033 pc and many maps in various transitions of other atomic and molecular species are available 
in the literature. However, despite the fact that 12CO and 13CO molecules are generally the most 
favored tracers of molecular gas, only rather old and uncertain or low resolution data were available 
in the literature. Thus, maps of those two isotopes in the J = 2 - 1 rotational transition were 
taken at the CSO. 
a) Introduction to the Orion Molecular Cloud 
The Orion molecular cloud complex is one of the best studied molecular clouds. It shows recent 
and probably ongoing OB star formation and extends over approximately 20°. A recent review of 
the Orion molecular cloud complex is given by Genzel and Stutzki (1989). The molecular cloud 
complex was mapped by Tucker, Kutner and Thaddeus (1973) in the 12CO{l - 0) transition. 
Molecular line emission from the two main components, Orion A and Orion B, correlates well 
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with infrared data from the Infrared Astronomical Satellite (IRAS), both of which show a ridge 
with a sharp edge to the west (Beichman 1988, Robinson 1984), as seen for Orion A in figure 
4.6 . Within the molecular ridge, higher density condensations (n(H2) > 104cm-3) are visible 
in molecular tracers such as OH and H2 CO (Cohen et al. 1983). The dense molecular clumps 
are locations of recent and ongoing star formation and also show up as prominent features in the 
IRAS data. Figure 4.6 shows a 12CO(l ~ 0) intensity contour map of the Orion A molecular 
cloud with an angular resolution of 8.7' (Maddalena et al. 1986). Orion A covers about a 3° by 
10° area, corresponding to about 24 by 80 pc2, and contains approximately lOS M 0 (Maddalena 









Figure 4.6 CO(l ----* 0) intensity map of the Orion A cloud (from Maddalena et 
al. 1986). The dashed line connecting X and X' is where the Orion A cloud 
connects to Orion B. 
Bally et al. (1987) have mapped the Orion A molecular ridge (40 by 2 pc2 ) in the 13CO 
(1 ----* 0) transition and found over 100 condensations (:::::: 1 pc lengthscale) in the ridge. Higher 
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resolution studies ofNH3 (Ziurys eta/. 1981; Batrla eta/. 1983) showed these clwnps to be about 
O.lpc or less in size. Using interferometric techniques, the cores of these clwnps were resolved to 
be typically 0.05 pc in size (Harris eta/. 1983; MWldy eta/. 1986; Wilson and Jolmston 1989). 
The most prominent and best studied area of condensations within the molecular ridge of 
Orion A is a region referred to as OMC-1, visible as the strongest peak in figure 4.6. It is 
centered on the infrared source 1Rc2 (a:(1950) = 5h 32m 47', b'(1950) = -5° 24' 24") and 
the Becklin- Neugebauer (BN) object (Becklin and Neugebauer 1967), about (-511, 7") relative 
to 1Rc2. Several prominent features are related to the OMC-1 region, two of which will be 
mentioned here. The "hot core," with kinetic gas temperatures in excess of 200 K and densities 
of a few times 107 cm-3 (Goldsmith eta/. 1983) located 3" south of 1Rc2 and about 5-10" in 
size, and the ••plateau," a high velocity bipolar flow (P.A. =- 45°) of molecular gas observed in 
CO (about 30" FWHP, e.g., Wilson, Serabyn and Henkel 1986) with velocities as high as 100 
Ian s-1• 
About 90" south of OMC-1 is another condensation foWld by Keene, Hildebrand and Whit-
comb (1982) denoted OMC-1 south, or the "southern source." The C I data taken for this thesis 
covers both condensations, OMC- 1 and the southern source. 
b) Observations 
The receiver used an SIS mixer quasi-optically coupled to the telescope with a logarithmic spiral 
antenna and is similar to the one described in chapter I and Biittgenbach et a/. (1988) with the 
quasi-optics modified as described in chapter II and Biittgenbach (1993). The coupling efficiency 
between the quasi-optical receiver and the telescope optics was compared with a waveguide 
receiver (Ellison et al. 1989) in the same position at the telescope. Both receivers showed nearly 
identical performance at 345 GHz. At the time of these measurements no waveguide receiver 
existed at 492 GHz for comparison. 
The beam efficiency at 492 GHz on the Moon was foWld to be 7JB = 0.68 ± 0.03 asswning a 
Moon temperature of 395 K and an emissivity of 0.97 (Linsky 1973). By mapping Mars the beam 
size was measured to be approximately 15". The main beam efficiency (7JMB) was 0.35 ± 0.05 
measured on Mars (14~'2 diameter) or 0.39 ± 0.02 measured on Jupiter (33~'9 mean diameter) 
assuming brightness temperatures of 225 and 163 K respectively (Neugebauer et al. 1971; Ulich 
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1981; Hildebrand et al. 1985). The higher uncertainty for the efficiency on Mars is due to its 
smaller size making the result more sensitive to uncertainty in the measured beam diameter. The 
double sideband receiver noise temperature was 1700 K and 1100 K for the 1990 October and 
1991 January observing runs, respectively. The systems poorer performance compared to the 
numbers quoted in chapter I was due to a lack of high quality SIS diodes at that time. Due to 
bad weather in January 1991, most of the data were taken in October of 1990. The IF bandwidth 
was 500 MHz allowing observations of several lines simultaneously. 
Due to the high atmospheric opacity at 492 GHz the initial pointing of the telescope can 
be difficult. Planets could only be detected in very good weather conditions. However, since 
the quasi-Qptical receiver has a frequency operating range from 100 to 700 GHz without any 
changes that would affect the pointing, it was possible to point with high accuracy on the 345 
GHz C0(3 -+ 2) line in CRL 2688. Throughout the observing period, weather allowing, the 
pointing at 492 GHz was verified on Mars and Jupiter and found to be better than 5". While 
mapping Orion, the IR.c2 position (a(l950) = 5h 32m 47', 6(1950) =-5° 241 24") was frequently 
re-Qbserved. Using the methanol 4, -+ 3o A+ line at 492.2787 GHz and the S02 ( 123 ,9 -+ 112,10) 
line in the upper sideband at 494.7797 GHz (see figure 4.7) the pointing could be verified in any 
weather conditions allowing observations. The atmospheric transmission in the two sidebands is 
different by only about 3% and the receiver is inherently double sideband so the response in both 
sidebands is equal. 
With a grid spacing of 20" the map was undersampled. The integration time was 20 seconds 
per point on source. However, the 1 ~7 EW x2~3 NS region centered 20" south of1Rc2 was mapped 
twice and thus has higher S/N than the rest of the map, with typical RMS noise of 1.5 K per 
MHz. 
c) Data reduction 
It was not immediately obvious what coupling efficiency should be assumed to calibrate the C I 
data. The C I emission is very widely spread and in fact does not disappear at the edges of the 
map. Clearly, using a main beam efficiency as measured on a planet like Jupiter will overestimate 
the line intensities. The Moon is perhaps a more appropriate calibration object due to the extended 
nature of the C I emission. 
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It was thus decided to calculate the source coupling efficiency by estimating the shape of the 
492 GHz beam from a high SNR beam map of the CSO generated from holographic telescope 
surface measurements at 300 GHz (Serabyn, Phillips and Masson 1991). The measured beam 
at 300 GHz was Fourier transformed to yield the surface error of the telescope, and then back 
transformed to the far field at 492 GHz (Serabyn, private communication, 1992). The resulting 
beam map is nearly 4' by 4' in size, approximately the same size as the Orion map. As a 
first approximation, the integrated beam map was nonnalized to the measured moon efficiency 
by assuming that there is no contribution to the beam power from the area of the Moon not 
covered by the calculated beam, i.e., between 2' and 15' radius. This assumption was checked 
by comparing the measurement of Jupiter with the coupling efficiency this method predicts. The 
measured coupling efficiency for Jupiter was 77m(Jupiter) = T';.(Jupiter)/T(Jupiter) = 0.38 
(note that this is not the same as the main beam efficiency discussed above) whereas the calculation 
predicts that 7lc(Jupiter) = 0.41. Doing the same for Mars the measured ratio 77m(M ars) = 
T';.(M ars)/T(M ars) = 0.16 while the predicted value is 77c(M ars) = 0.20. For both planets, 
the agreement between the measured and predicted values is very good, within the errors of the 
measurements, justifying the calculations and assumptions. The discrepancies are likely due to the 
amount of radiation falling between 2' and 15' radius on the Moon. The bigger discrepancy for 
the Mars comparison is due to two additional effects: pointing, focusing and collimation errors 
taken out in the calculated beam, but presumably affecting the measurements, especially of small 
objects, plus any differences in the illumination patterns of the bolometer used to measure the 300 
GHz beam pattern and the 492 GHz receiver with its quasi-optically coupled spiral antenna. No 
attempt was made to correct for any of these effects, because the large extent of the C 1 emission 
made them irrelevant 
The observed source map was used to derive a source coupling efficiency of 77c(C I) = 0.65 
for a single spectral resolution element at the peak of the C I line at 1Rc2. For the other lines 
in the spectrum (CH30H, S02 and H2CO) the source coupling efficiency was calculated to be 
77c(CH30H) = 0.39, i.e., about the same as the point source coupling efficiency as measured 
on Jupiter, using the Methanol integrated line map (figure 4.8b) as a source model. All spectra 
and maps have been calibrated with the standard hot-sky chopper method and divided by the 
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appropriate source coupling efficiency. 
The 500 MHz bandwidth AOS that was used in the 1990 October observing run suffered 
from gain compression resulting in measured line temperatures that were too high by a then 
unknown factor. The calibration was corrected afterwards by observing the 1Rc2 position again 
with a 50 MHz bandwidth AOS that has been measured to be linear in power response. All data 
presented here have this calibration correction included. 
The maps of 12CO and 13CO in the J = 2 - 1 rotational transition were taken at the cso 
with a resolution of 30". To obtain a resolution comparable to that of the C I map these very high 
SNR maps were deconvolved to 15" using an error beam map of the CSO measured at 230 GHz 
by Serabyn, Phillips and Masson (1991). 
Rest Frequency (MHz) 




CH30H 41 -+ 3o A+ 
( 492.2787 GHz) 
I 
-100 






Figure 4.7 492.1607 GHz (LSB) spectrum of 1Rc2 (o:(l950) = 5h 3200 475 , 
6(1950) = - 5° 24' 24") in Orion. Response from the upper sideband (USB) is 
also included with a center frequency of about 2.8 GHz higher than the LSB. 
The total integration time was 6 minutes. The C I line is the weakest line de-
tectable in this spectrum but is fortuitously located in the center of an apparently 
blank portion of an otherwise crowded spectrum. Because the source coupling 
coefficients are so different for the widespread C I line as compared to the nearly 
unresolved methanol, formaldehyde and so2 lines, the spectrum is labeled with 
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Figure 4.8 a) C I Integrated line intensity map centered at IRc2 (plus-symbol; 
a(l950) = 5h 32m 475 , ~(1950) = -5° 24' 24"). Other symbols are : BN 
(square), the southern source of Keene, Hildebrand and Whitcomb (1982) which 
was resolved into two individual sources, FIR 3 (open triangle) and FIR 4 (filled 
triangle), by Mezger, Wink and Zylka (1990) and the main source of ionization, 
01C (star). The minimum contour is 25 J( kms-1 with intervals of 15 ]( km s-1• 
The first grey-scale level and approximately ICT level is about 8 ]( km s-1• 
b) The methanol41 ---+ 3o A+ transition at 492.2787 GHz integrated line intensity 
map centered at IRc2. The minimum contour is 60 ]( kms- 1 with intervals of 




The spectrum of Orion IRc2, centered at 492. 1607 GHz for the lower sideband (LSB), is shown 
in figure 4.7. Spectral lines from the upper sideband are marked with their respective frequencies. 
The C I line is the weakest line detectable in the spectrum but is fortuitously located in the center 
of an apparently blank portion of an otherwise crowded spectrum. The difference between C I 
and the molecular lines is apparent from a comparison between the map of the C I integrated line 
intensity shown in figure 4.8a and the methanol integrated line intensity in figure 4.8b. Whereas 
the C I line is widespread and shows no peak at the IRc2 position, the methanol line (and all the 
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other lines in the spectrum) is strongly peaked at the 1Rc2 position (to within ±5") and is nearly 
unresolved in this map. Because the source coupling coefficients are so different for the C I and 
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Figure 4.9 a) C I line velocity map. The minimum line velocity contour of 8.5 
kms-1 in the south west increasing at 1 kms- 1 intervals to the north east. b) 
13CO (2 ---. 1) line velocity map with the same contour and grey- scale levels as 
for the C I map. 
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The peak integrated line intensity of 79 K kms- 1 in the C I intensity map (figure 4.8a) is 
located at (- 40" ,- 40") while at the 1Rc2 position C I has an integrated line intensity of only 45 
K km s- 1• A line of intensity peaks that form a circle around the ionizing stars of the Trapezium 
cluster ((J1C is marked on the maps) is visible with the peaks at(- 40",- 80"), (- 40",- 40"), 
(0", 40") and (80", 60"). This feature will become more clear when the data is compared to C II 
data below. 
The methanol peak of figure 4.8b is located at 1Rc2 (± 5") with an integrated line intensity of 
192 K km s-1. The peak at (- 20" ,- 10011), close by FIR 4 (filled triangle), has an integrated line 














no data no data 
QbeD.Dl obelliD 
100 50 0 -50 100 50 0 
b.a (arcsec) Aa (arcsec) 
Figure 4.10 a) C I line dispersion. The minimum contour is 2 km s - 1 with 
intervals of 1.5 km s-1• b) CI peak line temperature map centered at 1Rc2. The 
minimum contour is 4 ]( with intervals of 5 [(. The peak temperature of 22 [( 
in this map is located at (20",60") while the temperature at the 1Rc2 position is 
only 11 K. 
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105 Kkm s-1 was also found at the (-20",-10011) position. so2 was possibly detected there as 
well. This position corresponds to the southern source of OMC-1 as found in dust emission at 
400 J.Lm by Keene, Hildebrand and Whitcomb (1982) and at 1.3 mm by Mezger, Wink and Zylka 
(1990) who denoted its position as FIR 4 (filled triangle in the maps of this work). 
An examination of the C I LSR line velocities show that they vary smooth! y from 7.5 km s - 1 
in the SW corner of the map to 10.2 km s-1 in the NE corner (see figure 4 .9a). fur comparison a 
13CO (2- 1) LSR line velocity map is shown in figure 4.9b with the same contour and grey-scale 
levels as for the C I LSR line velocity map of figure 4.9a. The very similar LSR line velocity 
structure suggest that the same volume of gas is observed for both species. The C I FWHP line 
widths are typically 3.5 to 4.5 km s-1 in the middle and SW portion of the map narrowing to 2 
km s-1 in the NE (see figure 4 .10a). The line dispersion of 13CO (2- 1) follows that of CI with 
the exception of the 1Rc2 position (0", 0"). At 1Rc2 the 13CO line can be fitted with a narrow 
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and a wide component, 4km s- 1 and 20km s-1wide, respectively. The narrow component has the 
same width as the CI line. Even though the signal to noise is insufficient for a definite detection, 
the C I line as shown in figure 4.7 may also show the wide line component (the "plateau'') with 
a FWHP of approximately 20km s-1• 
Throughout most of the Orion ridge, as observed in CS (e.g., CS(2 ---+ 1) Mundy et al. 
1986), the C I line dispersion is constant at about 4km s-1• The line peak temperatures are also 
fairly constant in that region with values varying from 9 to 13 K as shown in figure 4.10b. In 
the NE, where the line dispersion reduces, the C I peak line temperatures increase resulting in 
approximately constant C I intensities throughout the ridge. There is only one significant peak in 
the line temperature at (20", 60") where the line is 22 K. However, the integrated line intensity 
does not peak there since the line width in that position is narrower than usual at about 2.5 kms- 1• 
There are two peaks in the C I intensity and velocity dispersion (figures 4 .8a and 4.10a) 
located at the southern source at (011,-80") and (-4011, -80"). However, they lie to the east and 
west of FIR 3 or to the NE and NW of the methanol peak (FIR 4) by approximately one map 
pixel or 2011 • They have velocity dispersions of 6 km s - 1, the highest in the map, while the 
13CO (2 ---+ 1) lines do not show any significant increase in width at those positions. The C I 
dispersion peak at (0", -80") possibly corresponds to the blue lobe of the outflow source from 
FIR 4 (P.A.::::: -30°) found by Schmid-Burgk et al. (1990) in 12CO. The other C I dispersion 
peak (-40", -80") may correspond to a NW extension of the generally SW oriented red lobe of 
the same outflow. However, higher signal to noise ratios for the carbon data would be necessary 
to confirm this correlation. At the position of the methanol peak (FIR 4) the C I line is relatively 
weak with no increase in dispersion. 
e) C I column densities 
To calculate the C I column densities the opacity of the C I line needs to be estimated. The 
relatively low observed peak temperatures of the C I line (typically TR. = 10 to 15 K or TR. 2':: 20 
to 25 K using equation (4.1lb) of the appendix) can have several explanations: (1) it could 
be optically thin (2) it could have a beam filling factor of significantly less than unity, (3) the 
excitation temperature is actually as low as the observed Planck corrected line temperature or 
(4) it could be subthermally excited. Since the critical density of the lower C I line is very low 
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(ncrit ~ 103cm - 3 ) the 3 Pt ---4 3 Po C I transition should be thermalized. If the PDR models are 
correct then the C I emission should only emanate from the surface of molecular clouds or of 
the clumps they are made up from, i.e., outside the region where 12CO becomes optically thick 
or roughly from the same region (see figure 4.2). The beam filling factor thus should be greater 
or equal to that of 12CO, i.e., about unity. Also, the excitation temperature should be similar to 
that of 12CO. The remaining choice is an opacity of less than or about unity. In this case, the 
opacity correction term of equation (4.1), r 0 /1- e-ro, can thus be ignored. Observations of the 
J =2 - 1 transition of C I at 809 GHz by Zmuidzinas et al. (1988) lead to the same conclusion. 
A choice of 90 K for the excitation temperature (later shown to be a typical value for 12CO 
in the vicinity of 1Rc2) yields for the total C I column density 
Nll = 1.4 X 1016 I TitdV . (42) 
For the C I intensity peak position at (- 40", - 40"), Nl1 ;:::: 1.1 x 1018 , for an average position, 
e.g., (0", - 40"), Nl1 ~ 7 .1 x 1017, which is the same as for the 1Rc2 position. The values 
quoted here for Nl1 are lower limits because of the low opacity assumption. If assumptions (2), 
(3) or (4) are partially applicable the value for Nl1 could increase. 
4.5 Comparison of Neutral Carbon with other species in the ISM 
The 1Rc2 position is featureless in the C I maps presented here, while at its position most 
other species show extremely strong features. Due to 1Rc2's complex and non-representative 
structure- an internally infrared heated source with external UV illumination -its position will 
not be used for derivation of typical parameters of giant molecular clouds (GMCs). A position 
40" south of 1Rc2 is chosen instead as a "typical" reference position. 
a) CO and the C I to CO abundance ratio 
To derive an abundance ratio for C I to CO the total CO column density Nl0 is required in 
addition to the above derived neutral carbon column density, Nl1• Since both the 13CO and 12CO 
low J rotational transitions are optically thick in Orion (Castets et al. 1990), the C180 isotopic 
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Figure 4.11 a) 13CO (2 - 1) intensity map contours taken at the CSO with a 
beam of 30" and then deconvolved to 15" superposed on a CI intensity grey-scale 
map as in figure 4.8a. The minimum contour of the nco map is 90 K km s- 1 
with steps of 90 K km s- 1• The 13CO (2 - 1) peak intensity is at ffi.c2 with 470 
K km s-1. Except for a different intensity scale, a 12C0(2- 1) map taken at the 
cso looked very similar to the nco (2 - 1) map displayed here. b) 
C180 (1 - 0) intensity contour map by Wilson et al. (1986) superimposed on a 
C I intensity grey-scale map. The numbers labeling the contours correspond to 
the intensity of the contours in K km s- 1 , starting at 4K km s-1 and increasing in 
2K km s-1steps to 12K km s-1• Note that there is no C180 peak at the position 
of IRc2 (0", 0"). 
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the vicinity of OMC- 1 in the C180(1 - 0) transition. Their intensity contour map is superposed 
on the C I intensity grey-scale map in figure 4.llb. Peak line temperatures are typically 3 to 6 K 
ensuring that the line is optically thin since the beam filling factor should be about the same as 
that for the other CO isotope transitions. The CO column density can then be derived similarly 
to that for neutral carbon and a derivation can be found in the appendix. Unlike for the column 
density derivation of C I, the column density of CO depends roughly linearly on the excitation 
temperature, Tex• through the partition function. This makes the correct choice of T ex much more 
critical for the determination of CO column densities. 
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Wilson et al. (1986) used a kinetic gas temperature of 100 K as found in CO observations 
in a 35" beam by Schloerb and Loren (1982) and derived a CO colunm density (assuming LTE) 
towards BN of N'J0 = 1.6 x 1019cm - 2 using the terrestrial ratio of 160 j180 = 490. From the 
intensity map of Wilson et al. (1986) a CO colunm density of N'J0 = 1.3 x 1019cm-2 would 
follow for a typical position (0",- 40"). This yields a typical C to CO abundance ratio of 0.06. 
At the edge of the C 180 map the intensity drops to about half of that found towards BN yielding 
N'J0 = 8 x 1018cm-2 resulting in aCto CO ratio of about 0.1. However, all CO column density 
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Figure 4.12 12C0(2 ---+ 1) [b) 13CO (2 ---+ 1)] peak line temperature map taken 
at the CSO with a beam of 30" deconvolved to 1511• The minimum contour is 60 
K [10 K] with steps of 30 K [10 K]. The peak temperature is 165 K [55 K]. 
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To find the excitation temperature for the C180 line, the 12C0(2 ---+ 1) and 13CO (2 ---+ 1) 
maps of peak line temperatures, shown in figures 4.12a,b, are now investigated. While a typical 
Rayleigh- Jeans temperature for the 12CO transition is indeed about 100 K, with a peak value of 
165 K at IRc2, the 13CO peak line temperature only reaches a maximum of 55 K and a more 
typical value of 40 K. The 12CO line is thus about 2-3 times hotter than the 13CO, which could 
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indicate the 13CO line is optically thin. This is not supported by observations of the J = 1 - 0 
transitions, which clearly show that the 13CO line is optically thick, too (Castets eta/. 1990). An 
explanation to this discrepancy was first offered by Young and Scoville (1984), who studied M82 
and suggested a decrease of kinetic gas temperature from the outside to the inside of a molecular 
cloud to obtain a physically reasonable model. A multi-transition study of CO in Orion A by 
Castets eta/. ( 1990) also required such a temperature gradient. With the exception of the very 
luminous internally heated regions around 1Rc2 and possibly the southern source (FIR 4), most 
clumps of molecular gas are thought to be mainly heated externally by NUV radiation from the 
ionizing stars of the Trapezium cluster (most notably 01C) in OMC-1. 12CO should be optically 
thick on the surface of those clumps while 13CO requires greater depth into the cloud before 
reaching r::::::: 1. Gierens, Stutzki and Winnewisser (1992) modeled the intensities and line ratios 
of low J CO transitions in Orion, as observed by Castets eta/., by implementing a temperature and 
density gradient in a radiative transfer code. They found that a different beam filling factor due 
to the smaller area where 13CO is optically thick did not significantly contribute to the different 
observed peak temperatures, but that the main effect is indeed from colder gas in the core of 
clumps. 
If 13CO lines do indeed emanate mainly from regions of colder gas, as compared to the 
surface of clouds where 12CO lines are optically thick, then there is no reason to use the 12CO 
peak line temperature for the kinetic gas temperature of the C180 lines. Instead, the 13C0 line 
peak temperature is more appropriate as an upper limit. This may not be true for those clumps 
that are heated internally by strong IR sources like the clump at the 1Rc2 position. However, these 
positions are not representative for a large cloud like OMC-1. Using an excitation temperature of 
40 K, a typical column density of Nl0 = 5.8 x l018cm - 2 is obtained at a position of (0" , - 40") 
and thus a C to CO abundance ratio of 0.12. For the position of the carbon intensity peak 
( -40", - 40") the C to CO abundance ratio reaches 0.33 (using the scaled CO column density for 
that position), whereas for the areas of CO column density peaks the abundance ratio decreases 
to 0.05. 
b) Comparison of C I with dust. 
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Figure 4.13 a) 1.3 mm continuwn observation (contours) by Mezger, Wink and 
Zylka (1990) with 11" resolution overlayed on the C I grey-scale map. b) C II 
intensity map (contours) by Stacey et a/. (1993) with a 55" beam overlayed on 
the CI grey-scale map. The two contours, labeled with a "7" and "8," correspond 
to 70% and 80% of the peak C II integrated line intensity, respectively. 
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of 3' by 5' size, of the central region of OMC-1, with 35" resolution. They found two distinct 
condensations, one at the position of IRc2 and a new one about 90" south of IRc2, which they 
called the southern source (OMC-1 south). A higher resolution continuwn map, taken at 1.3 
mm with a resolution of 1111 (Mezger, Wink and Zylka 1990; hereafter MWZ), resolved each 
condensation seen by KHW into two separate ones giving a total of four sources, named, from 
north to south, FIR 1 to 4 by MWZ. A dust emission intensity contour map of the data by MWZ is 
shown in figure 4.13a overlayed on the intensity grey-scale map of CI emission. The strong peaks 
corresponding to the condensations show no resemblance to the C I intensity data, i.e., there is no 
enhancement of carbon colwnn density with dust column density. The dust emission measured 
by MWZ is optically thin, even for the cores of the condensations at 11" resolution, thus the 
dust emission intensity is the product of the grain temperature, emissivity and colwnn density. 
The peaks seen are thought to be temperature and column density peaks. For the condensations 
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FIR 1-4, MWZ derive hydrogen column densities, NH = N(H + 2H2), of about 20, 10, 3 and 9 
x 1024cm-2, respectively. A more typical value, found by averaging a 3' by 3' area centered on the 
ridge, but subtracting out the contribution from FIR 1 - 4, yields· NH = 6 x 1023cm - 2 _ However, 
the derivation of NH based on dust emission is Wlcertain to about a factor of 3, largely due to 
Wlcertainties in the dust grain emissivity. KHW derived a column density of NH = 1.6 x 1023cm-2 
for the same region synthesizing a 3' beam including the condensations FIR 1 - 4. An average 
value of NH = 3 x 1023 is therefore adopted here for positions along the ridge but away from the 
condensations. The neutral carbon column density derived for a typical position in the molecular 
ridge is Nl1 2: 7.1 x 1017, which yields a neutral carbon abWldance relative to hydrogen of 
2.4 X 10-6 • For the C I peak (NJ1 2: 1.1 X 10
18 at ( -40", -4011)) the C to H abundance ratio 
increases to about 3.7 X 10-6• 
The cosmic abWldance of carbon relative to hydrogen (see table 4.1) is 3.3 x 10-4 , which 
implies that roughly 0.7% of the carbon in the ISM is in the form of neutral carbon for a typical 
position within the Orion ridge outside the dense dust condensations, rising to about 1.1% for 
the position of the carbon intensity peak, but drastically dropping to 0.02% at the strongest 
condensation (1Rc2). A typical amoWlt of carbon tied up in CO then is about 6%. 
The important point here is, independent from the WlCertainties of the individual results, that 
atomic carbon (C I) is typically found at the 1% level of total carbon in GMC's away from the 
condensations, with some slight local enhancements, but drops to basically zero within condensa-
tions (hot cores). The remaining atomic carbon seen towards the positions of the condensations 
is mostly from material not related to the condensations, since the absolute carbon abundance is 
the same for positions away from the condensations and the C I line width does not increase like 
the lines of species seen only in the condensations (CH30H, S02, H2CO). 
c) Comparison of C I with C II 
PDR models, as discussed earlier, provide for little neutral carbon anywhere but in a small interface 
region sandwiched between the ionized phase of the ISM (e.g., C II) aroWld the ionizing stars and 
the shielded interior of the molecular cloud, where all the gas phase carbon supposedly is bound 
in CO. Figure 4.13b shows a C II intensity contour map by Stacey et al. ( 1993) superimposed on 
the grey-scale map of CI as the one shown in figure 4.8a. The CII emission peaks near 81C where 
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the temperature and ionizing flux is high due to the proximity of the ionizing sources, i.e., the 
Trapezium stars. It drops where it lacks sufficient UV flux to be ionized. The C I emission, like 
all comparison molecular lines, avoids the area to the east due to the strong UV flux dissociating 
molecules or ionizing C I. It then rises to a peak towards the west where the C n falls off most 
rapidly. Note, that all CI intensity peaks, with the exception of one at (011 , - 80"), fall on the sharp 
C II emission gradient indicated by the 40 - 70% C II intensity contours. This is consistent with 
previous PDR models (e.g., Tielens and Hollenbach 1985), which argue that C I will peak where 
there is only just enough ionizing radiation to photo-dissociate CO to yield reasonable densities 
of C I. However, away from the PDR interface as outlined above (e.g., in the NW comer of the 
map), the CI column density data displays about half of the peak value seen at the PDR interface, 
while geometrically simple PDR models predict the C I intensity vanishes. This Wlderlying C I 
intensity seen far from the peak caused by the PDR interface has been explained in the past, either 
by geometric effects such as a non-edge-on ionization front or by a very clumpy gas structure as 
discussed below. In the following section a PDR model, based on revised ion-chemistry model 
calculations, will be discussed. It is interesting to note, that, on small scales, the C I to C II 
correlation established here is the only correlation found between the C I map and any other 
species investigated. 
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4.6 Modification to the Neutral Carbon Abundance from Ion Chemistry Models 
The chemical composition of the gas phase in interstellar molecular clouds is not well known 
for several reasons. Some crucial chemical reaction rates in the gas phase are often not known 
to better than a few orders of magnitude (see for example Adams, Smith and Clary 1985) while 
reactions on dust grains that may play an important role are known to an even lesser extent. 
The assumption made in many chemistry models of the ISM is that, with the exception of pure 
hydrogen reactions, none of the reaction products on dust grains return to the gas phase. This 
leads to a depletion of heavy atoms (C,N,O,S, ... ) in the gas phase of typically a factor of 10 
relative to the solar system abundance. As this may not be a good approximation for very hot 
regions such as the condensations in OMC-1 (Walmsley et al. 1987; Blake et al. 1987), attempts 
have been made to include grain chemistry into models (e.g., Hasegawa, Herbst and Leung 1992). 
However, for most areas the depletion is necessary to match observed abundances. Some PDR 
models (e.g., Tielens and Hollenbach 1985; Hollenbach, Takahashi and Tielens 1991) assume no 
depletion of heavy elements in the gas phase, which is clearly unrealistic. The data presented 
show a typical depletion for carbon of about I 0 in IC 342 and Orion, since the CO column 
densities (most of the gas phase carbon is in CO) relative to hydrogen are about a factor of 10 
lower than the cosmic abundance of carbon relative to hydrogen. In the gas phase, and all further 
discussion will be exclusively about this, ion chemistry plays an important role due to the higher 
cross sections of reactions. The following discussion of a modification to previous PDR models 
of the neutral carbon abundance in the ISM is due to ion chemistry models by Graedel, Langer 
and Frerking (1982), Pineau des furets, Roueff and Aower (1992) and Roueff (1993, private 
communication). 
Ions are mostly produced by cosmic ray (CR) ionization in dark interstellar clouds through 
(4.3) 
with an ionization rate of about ~ = w-17s-1 (Black and Dalgamo 1977). Another possible 
outcome with a branching ratio of 5% (Shah and Gilbody 1982) is a dissociative process 
(4.4) 
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Hj, which drives the ion molecule chemistry, is rapidly formed after reaction (4.3) via 
(4.5) 
Sequences of protonation reactions, which in their first step remove Hj again, then yield the 
more complex carbon and oxygen bearing molecular ions that subsequently, through dissociative 
recombinations with electrons, yield neutral molecules. However, the competing route for the 
destruction of Hj is dissociative recombination with electrons, 
(4.6) 
which has a rate for destruction of Hj depending on the electron density and dissociative recom-
bination rate. Since the ionization rate due to cosmic rays linearly depends on the density of the 
medium and on the cosmic ray ionization rate,~. but the recombination rate depends on the prod-
uct of the densities of electrons and ions, a medium with lower density will have a higher relative 
ionization state (assuming CR ionization to be the dominant source of ionization, as is the case 
inside molecular clouds without embedded IR sources, where the interior is shielded from outside 
NUV heating). The dissociative destruction of Hj thus increases with decreasing density. At a 
transition density, ntran • the dissociative destruction of Hj will be equal to the destruction of Hj 
via the protonation reactions which yield oxygen and carbon bearing molecules. This transition 
density separates a low-density from a high-density regime (see figure 4.14). In the high-density 
regime the gas will thus be rich in 0 2, H20, OH, Hco+ etc. (see figure 4.14c), while in the 
low-density regime neutral and ionized atoms such as C, H+, c+, s+, etc. are abundant (see 
figures 4.14a,b). Some molecules, such as CO for example, are abundant in both phases. 
The transition from the low-density to the high-density regime in the model, as shown in 
figure 4.14a, is very sharp. Figure 4.14b shows the abundances relative to hydrogen of several 
key species for the low to high density transition. The reason for the sharp separation of the 
two regimes is that in the high-density regime, Hj, through a chain of protonation reactions, 
efficiently produces oxygen and carbon bearing molecules (see figure 4.14c) that through charge 
transfer reactions remove H+ (e.g., H20 + H+ - H20+ + H). Since the electron recombination 
rate for H+ is much smaller than for large molecular ions, H+ charge transfer reactions effectively 





















































Figure 4.14 Chemical model calculations using a large dissociative recombination 
rate of Hj yield a transition from the low- to high-density regime at about 
ntra.n n H ~ 104 em - 3• The abundances of the species shown are normalized 
to the hydrogen abundances and shown as a function of hydrogen density nH. 
Relative abundance of a) carbon bearing species: C, c+, CO, CHand HCN; b) 
species critical for the ion chemistry: electrons (e- ), H+, Hjand s +; c) oxygen 
bearing species: 0, 02. H20. OH, Hco+ and H30+. 
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with 02 and H20 thus decreasing the electron density further. Moving towards the low-density 
regime the electron abundance rises, thus the Hj abundance drops and protonation reactions of 
H+ start dominating the chemistry. The few oxygen bearing molecules, such as H20 etc., that 
are now produced are efficiently removed through charge transfer reactions with the now more 
abundant H+ as shown above. The high s+, H+ and c+ abundances (they are not destroyed by 
0 2, H20. etc. anymore) further enhance the electron abundance due to their low recombination 
rate thus acting as a feedback in the system causing the chemical equilibrium to swing further 
into the state of a low-density regime. This feedback in the system causes the sharp transition. 
In an early ion chemistry model (though not a PDR model) by Graedel, Langer and Frerking 
(1982) the phenomena of the transition density did occur at astrophysically relevant hydrogen 
densities. Their model discusses the different abundances of molecular species for low and 
high density clouds, but the full potential of this aspect was not exploited. The Hj dissociative 
recombination rate of ke(Hj) ~ 3.3 x 10-7(T /300 /()-0 ·5cm3 s-1 used in their model was an 
average of measurements by Leu, Biondi and Johnson 1973, and McGowan eta/. 1979. However, 
in the 1980's, when PDR models became the focus of attention, a much lower Hj dissociative 
recombination rate was measured and used in the PDR models (e.g., Adams and Smith 1988: 
ke(Hj) ~ 10-10(T /300 K)-0 ·5cm3 s- 1). This reduced the transition density for all the PDR 
models to values so low that it was no longer of astrophysical importance and observed molecular 
clouds were always thought to be in the high-density regime. With measurements of the Hj 
dissociative recombination rate by Amano (1990) and Canosa eta/. (1992) the card turned again 
in favor of a high Hj dissociative recombination rate (ke(Hj) = 1.5 x 10-7 (T /300 J()-05cm3 s-1). 
Recent chemical model calculations by Pineau des Forets, Roueff and Flower (1992), hereafter 
PRF, using this newly established high rate, showed, just as the Graedel, Langer and Frerking 
model did, that the transition of the low- to high-density regime occurs at astrophysically relevant 
hydrogen densities, nH t. The transition density found by PRF is rather typical for interstellar 
clouds (nH = 5.5 x 103 em - 3). This has a significant impact on the abundances of some species 
t Note that the number density of the medium is denoted n, while the number of H-nuclei 
is denoted nH = n(H) + 2n(H2). Inside molecular clouds all hydrogen is molecular (see figure 
4.15b) so that nH ~ 2n (neglecting the He abundance). 
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when the molecular cloud observed is in the chemically low-density regime. The ratio of neutral 
carbon to other molecules, such as CO or H2, is boosted up in their PDR model significantly 
when the medium is in the low-density regime. The C I to CO abundance ratio inside the cloud 
is about 10-20%, while it can exceed unity on the NUV photo-dissociated surface. This can 
explain why neutral carbon is seen at high levels throughout molecular clouds rather than only on 
their NUV illuminated surfaces as predicted by previous PDR models. In the dense cloud cores, 
such as 1Rc2, C I is found to be weak, in agreement with the models, which predict a very low 
C I abundance in the high-density regime. 
For this thesis we performed ion chemistry model calculations of PDR's, based on code 
by Le Bourlot et a/. (1992). The model uses a chemical network of 95 species (not including 
isotopes) and 750 gas-phase reactions of cosmic ray ionization, dissociative recombinations, 
ion-molecule reactions, neutral- neutral reactions, radiative recombinations, radiative associations, 
photo-dissociation, and secondary UV photons. One reaction on grains is also included : H + H 
(on grain) --+ H2. Figure 4.14a shows calculations of abundances of C I, CO, c+, CH and HCN 
relative to hydrogen as a function of hydrogen density for the center of a molecular cloud, i.e., 
with no NUV flux, at T ~ 10](, a cosmic ionization rate of~= 2.5 x 10-17s-1, and a depletion 
of heavy elements of 10. The transition from the low- to high-density regime for these model 
parameters occurs at a hydrogen density of ntran = nH ~ 104 cm-3• The CI to CO ratio is high, 
0.3 to 0.1, for densities from n H = 103 em - 3 up to the transition density, n H ~ 104 em - 3 , above 
which the C I abundance is suppressed. 
When more free electrons exist, either through UV ionization, a higher metallicity, i.e., lower 
depletion of heavier elements, or a higher cosmic ray ionization rate, the transition density will 
also be pushed up since the equilibrium for dissociative recombination of Hj compared to the 
protonation of Hj is pushed towards higher densities. Higher temperatures reduce the transition 
density roughly as 1/T because the Hj dissociative recombination rate from Canosa eta/. (1992) 
of ke(Hj) = 1.5 X 10-7 (T /300 J()- 0.Scm3 s-1 decreases for increasing temperature. However, 
at very high temperatures ( > lOOK), the depletion of heavy elements in the gas phase may be 
reduced thus offsetting the effect of a lower dissociative recombination rate. Due to the high 
electron abundance on the surface of a NUV illuminated cloud those areas are almost always in 
141 
the chemically low-density regime. 
Figure 4.15a shows the CO, C, c+ and electron abundance of an isobaric model as a function 
of optical depth into the cloud with a pressure of n T = 5 X 10' K cm-3 for a molecular cloud 
in the low-density regime. The pressure of n T = 5 x 104 K em - 3 is the average pressure of 
the gas in IC 342 as derived by Eckart et al. (1990). The cloud is externally heated by a strong 
NUV field of 1000 times the standard UV interstellar radiation intensity of Mathis, Mezger and 
Panagia (1983) of 1.2 x 105 photons cm-2 s-1 A -
1
• Integrated between 910 A (13.6 eV) and 
2100A (6 eV) this yields the same standard local Galactic NUV radiation field Fo as used in 
previous sections of this work, F0 = 1.6 x w-3 erg s-1 cm-2 in the 6-13.6 eV energy range 
(Habing 1968). The c+ abundance is highest for low optical depth, i.e., on the very surface of 
the cloud and the C I abundance rises where the c+ starts dropping, as is qualitatively seen in 
all PDR models. However, the C I abundance is very high, and only at an optical depth of ~ 6, 
does the CO abundance dominate. Further into the cloud the C I to CO ratio is the same as 
shown in figure 4.14a in the low-density regime since the gas is now shielded from the NUV 
flux. The hydrogen density, nH = n(H)+2n(H2), inside the cloud is about 7 x 103 cm-3 and the 
temperature T ~ 121(. Figure 4.15b shows the temperature profile as a function of r. The carbon 
stays at a roughly 10-20% level of the CO abundance throughout the cloud with an enhancement 
at the interface region if the cloud is externally heated by NUV radiation. The temperature dip 
visible at r ~ 5 in figure 4.15b is caused by C I cooling. Figure 4.15c shows the column density 
as a function of optical depth into the cloud. The measured C I column density for IC 342 of 
N[1 ~ 7 x 1017cm-2 corresponds to an average optical depth for a cloud observed in the nucleus 
of IC 342 of about T ~ 65 (assuming the beam filling factor to be about unity). At that optical 
depth the predicted CO abundance is Nlo ~ 4 x 1018cm-2, which is in good agreement with 
the measurements. The C n column density is independent of optical depth for r ~ 3 since its 
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Figure 4.15 Isobaric model in the low-density regime (nT = 5 x 104 J( em - 3) 
with a depletion of C,N,O and S of 10 for a cloud externally illuminated by a 
NUV source (F0 = 1000). a) Abundance ratios relative to hydrogen as a function 
of optical depth r into the cloud, and b) temperature and density profile. The 
transition from atomic to molecular hydrogen at an optical depth of r ~ 1 is also 
shown. c) Column density as a function of optical depth into the cloud. 
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4.7 Summary and Conclusions: A Unified Model of Neutral Carbon Abundance 
Observations of the 3 Pt --+ 3 Po fine structure transition of C I were carried out on large and 
small scales to investigate the abWldance and distribution of neutral carbon (C I) in the ISM. 
On large scales, as measured with the nuclear bar of the galaxy IC 342, neutral carbon shows 
a strong correlation with the low J rotational transitions of 13CO. The C I (J = 1 --+ 0) to CO 
(J = 2 --+ 1) intensity ratio was found to be 1.4 for the central 130 pc of IC 342 and stayed 
constant for positions out to the radio edge of IC 342's nuclear bar (as measured in 12CO by 
Eckart eta/. 1990). The same ratio in the Milky Way, as measured by COBE (Wright et a/. 
1991 ), is 2.1. The similarity of this ratio was very surprising, especially when it was considered 
that the COBE result is an average over the entire Galaxy, while the IC 342 result is from the 
core of a galaxy and that the absolute intensities that entered into the ratios are higher by two 
orders of magnitude for the IC 342 results. The intensity of C I emission in the Orion ridge is 
identical to the intensity of the central 15" of IC 342 despite the different excitation conditions 
apparent from the different C0(2 --+ 1) intensities. This yields rather different C I to C0(2-+ 1) 
ratios. This ratio is, however, nearly identical for IC 342 and the COBE results, indicating that 
regions of condensations in Orion-like GMCs are not typical contributors to the average emission 
of galaxies such as the Milky Way. COBE also showed that the C I (1 --+ 0) and the C I (2 --+ 1) 
transition combined provide more cooling for the ISM than all observed CO rotational transitions 
together. This is most likely also true for IC 342. 
An abWldance ratio of C I to CO of 13% to 18% was foWld in the central 130 pc of IC 342. 
This is very similar to the roughly 10% to 15% C I to CO abWldance ratio found for a typical 
position in the molecular ridge in the vicinity of OMC-1. The ratio of neutral carbon to hydrogen 
was foWld to be about~ 3 x w-6 and twice that in IC 342. Using the cosmic carbon abWldance 
of 3.3 x w-4 relative to hydrogen (Allen 1973), about I% to 2% of the total carbon in the ISM is 
in the form of neutral carbon (at least in the regions where the excitation conditions are adequate). 
Assuming all the carbon in the gas phase to be either in CO, CI, or Cn (which yields a gas phase 
depletion of~ 10 for carbon), yields about 10% to 15% of the carbon in the gas phase in form 
of neutral atomic carbon. Only in the condensations in OMC-1, like the clump of gas associated 
with 1Rc2, the total neutral carbon abWldance sharply reduces by up to two orders of magnitude. 
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This raises two questions: (1) Why does the neutral carbon abundance drop sharply in the 
regions of dense cores and (2) why is carbon seen at about a 10% to 15% level throughout the 
cloud elsewhere? 
To investigate the relation of CI to other atoms or molecules on small scales the CI intensity 
map was compared to 12CO, 13CO, C 180, CS, dust and en. Except for the void area east of 81C 
seen in all maps, the C I intensity map did not correlate with any of the CO or CS (Mundy et 
al. 1986) intensity maps, hydrogen column density maps as derived from the dust measurements 
(KHW, MWZ) or CO column density maps as measured with the C 180 (J = 1 - 0) transition 
(Wilson et al. 1986). The only correlation found was with an intensity map of C II (Stacey et 
al. 1993). This correlation showed that at the edge of the C n emission there were slight C 1 
intensity peaks. Previous photo-dissociation region (PDR) models (e.g., Langer 1976; Tielens 
and Hollenbach 1985; van Dishoeck and Black 1988) predict the neutral carbon abundance to 
peak in a thin layer sandwiched between a layer of ionized carbon and, deeper into the cloud, by 
molecular gas, where all the carbon is thought to be tied up in CO (see figure 4.2). According 
to those models, C I exists only in a thin PDR transition layer between the ionized and neutral 
molecular region, where the NUV flux is sufficient to photo-<lissociate CO but not ionize all the 
carbon. The PDR models thus offer a natural explanation for the neutral carbon deficiency within 
the condensations since the interiors of the clumps are completely shielded from the NUV flux 
necessary to photo-dissociate CO. To explain the observed widespread distribution of C I many 
modifications to the existing PDR models have been brought forth (see discussions by Chieze, 
Pineau des Forets and Herbst 1989, and Genzel, Harris and Stutzki 1989). The most popular 
theory invokes a very clumpy structure of the ISM (Stutzki et al. 1988, Burton, Hollenbach and 
Tielens 1990) which would allow the NUV flux to penetrate space efficiently at a rather high 
clump to interclump density ratios of 1000 creating many PDR transition layers on the surfaces of 
those clumps (see review by Stutzki et al. 1991). The CI maps presented do not show enhancement 
at the surface of the clumps that are resolved by C 180 or dust emission observations, which makes 
it unlikely that clumps at different scales, that most certainly exist (e.g., Falgarone, Phillips and 
Walker 1991), are the main contributors to the observed underlying CI emission. On the contrary, 
observations in Sl40 by Keene et al. (1985) clearly showed an increase of C I emission deeper 
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into the cloud, i.e., away from the NUV source, than the CO peak, which can not be explained 
with a clumpy structure anymore. 
For the large-scale measurement of IC 342, the PDR model by Hollenbach, Takahashi and 
Tielens (1991) is able to reproduce the measured intensities for an average density of 3.5 x 
103 em - 3 and a NUV field flux of 103 F0 , where Fo is the local galactic NUV field. Two 
problems are seen to remain with this model. First, they use no depletion of heavy elements in 
the gas phase, due to molecules freezing out on grains, which probably was done to raise the 
predicted abundances of some species in the gas phase, such as neutral carbon, closer to the 
observed abundances. Second, the observed C to CO abundance ratio requires all observed CO 
emission to emanate from regions from which C I emission also emanates since the 10% measured 
abundance ratio is predicted by the PDR model to exist only in the thin PDR transition layer. 
A solution to the afore mentioned problems is offered by a revised ion chemistry model 
of Pineau des furets, Roueff and Flower (1992), hereafter PRF, that includes photo-dissociation 
processes for up to moderately strong NUV flux (F0 ~ 103) . Based on a much higher dissociative 
recombination rate of H! measured by Amano (1990) and Canosa et al. (1992), PRF show that 
the ISM is split into two different chemical regimes depending on the density. In the high--<lensity 
regime, which is similar to traditional PDR model compositions of the ISM, the chemistry is 
dominated by protonation reactions with Ht. In the low--<lensity regime, with typical hydrogen 
densities up to about nH ~ 104 cm-3, the chemical composition of the ISM is rather different 
from the traditionally (used in all the previous PDR models) predicted one. Charge transfer 
reactions with H+ dominate. The medium has a much higher degree of ionization and atomic ions 
like H+, c+ and s+ and neutral atoms like C are very abundant C to CO ratios of I 0% to 20% are 
typical throughout the cloud without irradiation by NUV. On the surface of the cloud, depending 
on the amount of NUV flux illuminating it, the C to CO ratio can exceed unity. Similar ratios 
were also found in an early ion chemistry model without NUV illumination by Graedel, Langer 
and Frerking (1982), which was also based on a high H! dissociative recombination rate, ke(H!). 
In the time between the model by Graedel, Langer and Frerking (1982) and the model by PRF 
(1992), PDR models used much lower values for ke(H!), thus having difficulty to explain the 
observed C I abundances. 
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The PDR model by PRF allows for a unified explanation of the obseJVed phenomena. High 
C I to CO ratios exist in the interior of molecular clouds, where C I can now coexist with CO. 
The similarity for the 13CO low J lines comes thus naturally, since the excitation conditions are 
similar. The measured neutral carbon abundance relative to hydrogen of :::::: 2.4 x I0-6 matches 
the predicted one from the new chemical model calculations in the low-density regime very well. 
The high intensities for the CI line, as measured in IC 342 and by COBE, are not surprising either 
since the C I lines match the excitation conditions of the ISM as well as the CO lines, have very 
similar Einstein A-coefficients, but, in average, emit at a higher frequency thus more efficiently 
cool the medium. The C I intensity peaks seen in the Orion map that fall on the sharp gradient 
of reducing C II emission are, just as qualitatively with the old PDR models, due to the PDR 
transition layer enhancing the neutral carbon abundance. The fact that they are not very strong 
peaks (CI to CO ratios up to 0.33 were obseJVed) relative to the average intensity is probably due 
to the small value of optical depth over which they emanate yielding low column densities for that 
range and small beam filling factors. Both effects will dilute the effect of a strong C I abundance 
increase. The fact that at the positions of the condensations (as measured by dust emission) the 
neutral carbon abundance vanishes is due to the local densities inside those clumps being much 
higher than nH ~ 104 em - 3, leaving the medium in the high-density regime. Very little neutral 
carbon is predicted in the high-density chemistry regime, just as in the old PDR models. 
In summary, it should be kept in mind, that the transition from the chemically low- to high-
density regime sensitively depends on several parameters, such as the cosmic ray ionization rate 
and the H3 dissociative recombination rate. The cosmic ray ionization rate is not better known 
than to a factor of a few, while the H3 dissociative recombination rate has gone down and up 
again during the last decade by about 3 orders of magnitude. The exact value of the transition 
density thus remains uncertain. However, the model calculations, performed as part of this thesis, 
are able to predict the obseJVed C I and CO column densities quite accurately, while other model 
predictions remain to be verified. The model is not able to predict very high NUV flux PDRs 
yet, since it was developed for clouds with little to moderate NUV illumination. Since the NUV 
flux only modifies the surface of the molecular cloud a higher NUV field should not change the 
C I and CO column densities significantly. 
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It is suggested, based on the observational data presented here and the good agreement of 
the observations with the ion-chemistry model, that the C I (1 - 0) emission emanates from the 
bulk of gas in molecular clouds, i.e., from regions similar to those emitting in the low J 13CO 
lines. This requires the bulk of the observed medium to be in the chemically low-density regime. 
The fine structure emission lines from neutral carbon are thus a more important coolant for the 
ISM than the rotational transitions of CO for low to moderate hydrogen densities. This is in 
contrast to previous PDR models that only had significant neutral carbon abundances in a thin 
PDR transition layer on the surface of molecular clouds irradiated by NUV. 
The model calculations shown here also predict very high C to CO ratios on the PDR surface 
of molecular clouds that, to some extent, have been observed in several positions in the OMC-1 
complex. 
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4.8 Appendix: C and CO column density derivation 
a) C I column density 
The column density of CI can be calculated from the observed intensity It under the assumption 
that the C I emission is optically thin or at most of moderate opacity. The neutral carbon atom 
splits its 3 P ground state into three fine structure levels due to spin-orbit coupling. The transition 
observed for this thesis is the 3 P 1 - 3 Po, i.e., the lower of the two transitions (see figure 4.1 ). 
The nwnber of carbon atoms emitting in the level with angular momentum J of the fine structure 
transition are 
41!" J J Nc1 = A 1 Iv dv , 1,0 ~v (4.7) 
where At ,o = 7.9 X 10-8s-1 (Nussbawner and Rusca 1979) is the Einstein A-coefficient for 
spontaneous emission from the J = 1 to the J' = 0 level. To calculate the total number of C I 
atoms the population of the three levels need to be known. In local thermodynamic equilibriwn 
(LTE), i.e., when the population of all levels can be characterized by one excitation temperature 
Te::r:• the ratio of populations for levels with angular momentum J is given by the Boltzmann 
equation 
(4.8) 
with the statistical weights 9J = 2J + 1 and EJ the energy of the level for the angular momentwn 
J. The total number of C I atoms then is 
'E~·=O 9J' exp (- kET,, ) 
1t.TT - B C'< 
HCI-
9JeXp (-J.J._) ksTeo: 
(4.9) 
where the sum f = 'E~·=09J' exp (- k:T..,) is called the partition function. fur the J = 1 - 0 
transition, with the energies of the levels of Eo= 0, EI/ks = 23.61( and EJ./ks = 62.51(, this 
yields, 
Nl1= [e*!- +3+5eT~~9 ] 4 11" JI~dv . 
A1,ohv 
(4.10) 
In millimeter and submillimeter astronomy intensities are often quoted in units of temperature, 
which, for an ideal telescope looking at a source much larger than the beam size at an optically 
thick line in LTE, would actually be the physical temperature of the gas in the Rayleigh- Jeans 
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approximation (hv ~ ksT). Throughout this thesis any Rayleigh-Jeans temperature is denoted 
with a hat-symbol, t. To obtain the true physical temperature of the emitting molecule of an 
optically thick and thermalized line where the source is larger than the beam of the telescope (i.e., 
the beam filling factor is unity) the Rayle igh-Jeans temperature T has to be corrected with the 
Planck function t 




to obtain the kinetic gas temperature, T. If the observed line is optically thin or the beam filling 
factor less than unity, the observed Rayleigh-Jeans temperature can not be converted to a physical 
temperature. The only conclusion that can then be drawn for the physical temperature is a lower 
limit, i.e., 
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Figure 4.16 The partition function of neutral carbon's 3P ground state divided by 
the relative abundance of the J=l level of C I. This is the only term that directly 
depends on the excitation temperature T ex in equation (4.4). It has values between 
6.5 and 8.5 for excitation temperatures between 14.5 and 317 K. 
(4.11b) 
Another convention in radi(}-astronomy is to use a velocity scale with respect to the local 
t If the intensity was measured using a beam switching teclmique, a correction for the cosmic 
background radiation of 2.75 K has to be made. However, at the 3 P1 --+ 3 Po and 3 Pz --+ 3 P1 
transition frequencies of C I the contribution is 0.3 mK and 0.02 mK, respectively, and can thus 
be ignored. 
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standard of rest (LSR), i.e., our local region of the Galaxy, rather than a frequency, thus the 
frequency interval dv needs to be converted to a velocity interval dV. The antenna temperature 
TR_, is corrected for all telescope losses and relates to the intensity via 
(4.12) 
For an observed line with moderate opacity at line center T 0 ::::::: 1 the column density needs to 
be corrected by a term T0 /l- e-ro, which is a photon escape probability (Goldreich and Kwan 
1974). The total column density for the 3 P 1 --+ 3 Po transition then is 
T l5 [ _Z:!A_ -38.9] To J A Nc 1 = 1.9 x 10 e "T;;' + 3 + 5e"'l';;" TR, dV 1 - e- 'To (4.13) 
The intensity, J TR. dV, is a directly measured quantity, but the excitation temperature Tex and the 
opacity T 0 at line center need to be determined by other means. Contrary to rotational transitions 
like those of CO, where the excitation temperature roughly linearly affects the column density as 
shown below, it is rather uncritical here, as long as T ~ 15[(. Figure 4.16 shows the function 
P(Tex), which is the partition function f divided by the relative population of the level with 
EI/ks = 23.6[(, 
A.!. - 38.9 
P(Tex) = e T e& + 3 + 5e T;;- • (4.14) 
P(Tex) includes all terms involving the excitation temperature Tex of equation (4.13). fur temper-
atures between 15 K and 300 K the excitation temperature does not affect the result significantly, 
that is P(Tex) varies only between 6.5 and 8.5. 
b) CO column density 
The CO column density can be calculated in a similar way to the above derivation of the C 
colwnn density. The CO partition function, f, now is 
(4.15) 
Townes and Schawlow (1955) showed that the partition function of a molecule with a 1 E elec-
tronic ground state at high excitation temperature T ex can be approximated by f = ksTex /hB, 
where B is the rotational constant, i.e., half the frequency of the J = 1 --+ 0 transition. The CO 
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column density thus roughly depends linearly on the assumed excitation temperature T e3; through 
the partition function. The Einstein A coefficient for a molecule with a 1 :E electronic ground 
state is (Townes and Schawlow 1955) 
(4.16) 
with f..L = 0.11Debyes, the dipole moment of CO. The total CO column density, as derived from 
the C180 (J = 1 - 0) transition thus is 
T 13 5 A* 16 0 J Nco = 
18 0 
4.7 x 10 Te3: ee TndV , (4.17) 
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