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Abstract
The main point of this paper is to examine a ”hidden” dynami-
cal symmetry connected with the conservation of Laplace-Runge-Lenz
vector (LRL) in the hydrogen atom problem solved by means of non-
commutative quantum mechanics (NCQM).
The basic features of NCQM will be introduced to the reader, the key
one being the fact that the notion of a point, or a zero distance in
the considered configuration space, is abandoned and replaced with
a ”fuzzy” structure in such a way that the rotational invariance is
preserved.
The main facts about the conservation of LRL vector in both classical
and quantum theory will be reviewed.
Finally we will search for an analogy in the NCQM, provide our re-
sults and their comparison with the QM predictions.
The key notions we are going to deal with are non-commutative space,
Coulomb-Kepler problem and symmetry.
1 Introduction
The main goal we are after is to investigate the existence of dynamical sym-
metry of the Coulomb-Kepler problem in the quantum mechanics in the
non-commutative space and possibly to find the generalization of the LRL
vector for this case.
The Coulomb-Kepler problem corresponding to the motion of a particle
in a field of a central force proportional to the inverse square of the distance
(r−2), was one of the main issues which stood in the centre of attention at
the very beginning of the modern physics. Newton equation of motion for a
particle of mass m is
m~˙v = − q ~r
r3
. (1)
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Here q is just a constant which has to do with the magnitude of the force
applied. The system with a central force definitely is symmetric, at least the
rotational invariance is striking; and the orbital momentum
~L = m~r × ~v (2)
is conserved in any central field. However, it is in general advantageous
to be on lookout for all possible symmetries; and there are indeed more of
them present in this case due to the fact that not only is the force central,
but in addition has the inverse square dependence of the distance. It turns
out that such a system is in a certain way equivalent to a harmonic oscillator
moving in the four dimensional space R4 ≃ C2, which possesses eight integrals
of motion. Fixing particularly two them one obtains system equivalent to
Coulomb-Kepler problem (1). Thus, we should be able to find six integrals
of motion. Three have been introduced already, namely the components of
~L, the remaining three form the constant vector
~A = ~L × ~v + q ~r
r
(3)
which is defined only up to an inessential multiplicative constant. Below we
will use its normalization as indicated above.
Since gravity was the first interaction people dealt with in modern physics,
and because according to Newton the force keeping the solar system together
goes as r−2, it is natural that the first interpretation of the conserved quan-
tity was provided by astronomy. Just briefly: The vector pointing towards
the perihelion of the orbit is conserved; the fixed direction tells us that the
perihelion does not precess, while the constant magnitude means that the
eccentricity does not change. We know it is not quite like that in our so-
lar system; but that is due to the fact that the force does not exactly meet
the requirement of the r−2 dependence, mainly due to the influence of other
planets. This corrections have been estimated, and a tiny difference with the
observed precession of Mercury’s perihelion was explained by general relativ-
ity.
Now we can move from the classical case to the QM, or ”classical quantum
mechanics” (the rather strange combination of words appeared merely to
point out that NCQM, some ”generalization of quantum mechanics” will
play the prime role throughout this paper).
The following few remarks on the subject have been well known since 1926,
when Wolfgang Pauli published his paper on the subject, [1]. He used the
LRL vector to find the spectrum of hydrogen atom using modern quantum
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mechanics and the hidden dynamical symmetry of the problem, without the
knowledge of the explicit solution of Schro¨dinger equation. This is not an
attempt to provide a full review; if there is a wish for deeper insight, the
reader is invited to read Pauli’s original paper.
Coulomb and gravitational forces are so much alike that it was quite nat-
ural to look for deeper analogies, the hydrogen atom being the first thing to
begin with. Of course due to the need of QM treatment it is not appropriate
to speak of orbits or perihelia, but still. The motivation is quite straight-
forward - there are two three-component vectors (angular momentum ~L and
the LRL vector ~A) conserved for a planet orbiting the Sun, we can try to
find the quantum mechanical analogs for electron ”orbiting” the proton.
It turned out that the LRL vector can be found among the hermitian
operators acting in the considered Hilbert space in an almost complete anal-
ogy with the classical case. One subtlety occurs (due to the ordering issues
one often encounters when dealing with non-commuting objects) - the cross
product needs to be properly symmetrized, resulting into
AQMk =
1
2
εijk(Livj + vjLi) + q
xk
r
, (4)
where vj = − i~m ∂j stands for velocity operator. Vital information is that the
operators Li and Ai commute with the Hamiltonian, i.e. are conserved with
respect to the time evolution, and as to their mutual commutation relations,
there would be pretty good views of them forming a closed algebra of so(4),
if it were not for the commutator [Ai, Aj] ∝ LkH . That commutator depends
on the Hamiltonian which was not supposed to be among the algebra con-
stituents; but still we do not have to give up on finding the symmetry. The
above mentioned failure to close the algebra simply means that they do not
satisfy the so(4) commutation relations by definition on the whole Hilbert
space H. It was the Hamiltonian that spoiled the commutator [Ai, Aj ]; if
there is a subspace HE spanned by the eigenvectors of H corresponding to
the eigenvalue E, then restricting ourselves to HE we can replace H with its
eigenvalue, which is a c-number. Besides enabling the algebra to close (with
Ai being rescaled properly), we have also dragged the energy into the very
definition of the algebra generators. This, together with the theory related to
the relevant Casimir operators, has a direct impact on the energy spectrum.
To sum up, the components of ~LQM and ~AQM form a representation of
generators of a dynamical group on the space HE . There are many subspaces
HE for any admissible eigenvalue H for which ~LQM and ~AQM are given as
hermitian operators, i.e., HE is a carrier space of unitary representation of
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the dynamical group. As to the classification of these representations, the
Casimir operators are of vital importance. Here we will leave out the theory
behind, since the Casimir operators and their eigenvalues for all dynamical
groups in question are well-known. For example, for the Coulomb attractive
potential and negative energies the symmetry group is SO(4), its Casimir
operators possess integer eigenvalues that are related to energy through the
generators; so the discrete energy spectrum is to be expected. In fact Pauli
really worked it out and obtained the correct formulas for the hydrogen atom
spectrum even before Schro¨dinger.
A little historical note should be put here. We call the mentioned quan-
tity Laplace-Runge-Lenz vector, as it is commonly done nowadays. This is,
however, more for the sake of convention than the historical correctness. The
vector had been forgotten and brought to light again several times and nei-
ther of the three gentlemen was the first one to think of it. We have to go
back into the earlier days of physics.
No such quantity was found among Newton’s publications, so he might
really not have been aware of the related conservation law. As far as we
know, the first ones to make a mention of it were Jakob Hermann and Jo-
hann Bernoulli in the letters they exchanged in 1710, see [2], [3]. So the
name ”Hermann-Bernoulli vector” would be probably far more just. It was
much later in 1799 that the vector was rediscovered by Laplace in his Ce-
lestial mechanics [4]. Then it appeared as an example in a popular German
textbook on vectors by C. Runge [5], which was referenced by W. Lenz in
his paper on the (old) quantum mechanical treatment of the Kepler problem
or hydrogen atom [6]. After Pauli’s publication, it became known mainly as
the Runge-Lenz vector, nowadays this vector usually carries the name which
we use - with certain objections - also in this paper.
We would like to examine whether, and if so then how, is this affected by
the non commutativity of the space; this is what this paper is about.
The paper is organized as follows. In Section 2 we present a brief introduc-
tion to the quantum mechanics in a spherically symmetric noncommutative
space (NC QM) - the Hilbert space of wave functions in NC space and the
NC generalizations of important operators: the Hamiltonian, the angular
momentum, the coordinate and the velocity operators are to be presented.
Using those, there is a proper generalization of dynamical symmetry of the
Coulomb-Kepler problem in NC QM presented in Section 3. The last Section
4 contains conclusions. Detailed calculations are collected in the Appendix.
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2 Basics of noncommutative quantum
mechanics
This section is by no means to be considered an exhaustive introduction to
NCQM; it is meant just to provide a brief review.
Let us just say that the main issue is to introduce some non-trivial structure
into the configuration space, so that the notion of a single point has to be
given up. The ideas of this kind have been appearing since the eighties of
the previous century, see for instance [7], [8]. The original motivation was
probably the hope of removing divergences from quantum field theories, and
maybe of building a base for quantum gravity. However, these tasks have
turned out to be more difficult than expected.
Learning the lesson from those attempts, we prefer to start small. So
although the primary ambition of NCQM has never been the ”improvement”
of the precision of standard QM, one has to start somewhere; and it is at least
safer to introduce the concept of NC space while dealing with QM problems
and test it there before handling any of the QFT issues.
The first thing which should be made clear is how do we introduce some
uncertainty principle into the configuration space for the Coulomb problem
without spoiling the key feature which allows us to find the exact solution -
the rotational invariance.
The uncertainty will be expressed as non-trivial commutation relations for
the NC analogs of the former Cartesian coordinates (obviously they cannot
be c-numbers anymore), defined in a spherically symmetrical way.
The coordinates in the NC configuration space R3λ are realized in
terms of 2 pairs of boson annihilation and creation operators aα, a
+
α , α = 1, 2,
satisfying the following commutation relations :
[aα, a
+
β ] = δαβ , [aα, aβ] = [a
+
α , a
+
β ] = 0 . (5)
They act in an auxiliary Fock space F spanned by normalized vectors
|n1, n2〉 = (a
+
1 )
n1 (a+2 )
n2
√
n1!n2!
|0〉 . (6)
The normalized vacuum state is denoted as |0〉 ≡ |0, 0〉 We shall write
Fn = {|n1, n2〉 | n1 + n2 = n}.
The noncommutative coordinates xj , j = 1, 2, 3 are given as
xj = λ a
+ σj a ≡ λ σjαβ a+α aβ, j = 1, 2, 3 , (7)
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where σj are the Pauli matrices and λ is a length parameter, with a magni-
tude that is not fixed within our model; it is related to the smallest distance
relevant in the given non-commutative configuration space denoted as R3λ.
We just know λ is small enough to avoid any experimental evidence so far.
It may well be even at the Planck’s scale; if it is so, then the NC corrections
are hidden beyond the scale of ordinary QM experiments.
The NC analog of the Euclidean distance from the origin is r = λ (N+1),
N = a+αaα. The key rotationally invariant relations in the theory are
[xi, xj] = 2i λ εijk xk , [xi, r] = 0 , r
2 − x2j = λ2 . (8)
The first equation defines non-commutative or fuzzy sphere that appeared
long time ago in various contexts [9] - [12], e.g., quantization on a sphere =
non-flat phase space, a simple model of NC manifolds. In [13] a QFT model
on fuzzy sphere realized in terms of two pairs of annihilation and creation
operators was proposed. All these models were considering a single fuzzy
sphere.
Here we shall deal with an infinite sequence of fuzzy spheres dynamically
via NC analog of the (radial) Schro¨dinger equation that will be introduced
below.
Constructing NC quantum mechanics we have first to decide on aHilbert
space Hλ of states (see also [14]). The suitable choice is a linear space of
normal ordered analytic functions containing the same number of creation
and annihilation operators:
Ψ =
∑
Cm1m2n1n2 (a
+
1 )
m1 (a+2 )
m2 (a1)
n1 (a2)
n2 , (9)
which possess finite weighted Hilbert-Schmidt norm
‖Ψ‖2 = 4π λ3Tr[(N + 1)Ψ†Ψ] = 4π λ2Tr[rΨ†Ψ] . (10)
(the summation in (9) is over nonnegative integers satisfying m1 + m2 =
n1 + n2.)
Of course our NC wave functions Ψ are themselves operators on the Fock
space already mentioned. This does not need to confuse us; the relations
which will occur are to be looked at as operator equalities - we may write
|n1, n2〉 on both sides on every such equation. This may be just a formality
sometimes. There are cases, however, when it shortens the calculations.
We have got a bit tricky situation here, since the NC coordinates and the
NC wave functions (which are to be viewed as elements of the Hilbert space
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of states), are composed of operators on the auxiliary Fock space. Now, we
want to define operators acting on the Hilbert space. To confuse the reader
as little as possible, we have decided from now on to leave the NC coordinates
and the NC wave functions Ψ (operators on the Fock space) as they are, and
to denote the operators acting on Ψ with a hat.
The generators of rotations in Hλ: orbital momentum operators are
defined as
Lˆj Ψ =
1
2
[a+ σj a,Ψ] =
1
2λ
(xj ,Ψ−Ψxj), j = 1, 2, 3 . (11)
They are hermitian and obey the usual commutation relations
[Lˆi, Lˆj ]Ψ ≡ (LˆiLˆj − LˆjLˆi)Ψ = i εijk LˆkΨ . (12)
The standard eigenfunctions Ψjm, j = 0, 1, 2, . . . , m = −j, . . . , +j, sa-
tisfying
Lˆ2i Ψjm = j(j + 1)Ψjm, Lˆ3Ψjm = mΨjm , (13)
are given by the formula
Ψjm =
∑
(jm)
(a+1 )
m1 (a+2 )
m2
m1!m2!
Rj(r)
an11 (−a2)n2
n1! n2!
, (14)
where the summation goes over all nonnegative integers satisfying
m1 +m2 = n1 + n2 = j , m1 −m2 − n1 + n2 = 2m.
For any fixed Rj(r) equation (14) defines a representation space for a unitary
irreducible representation with spin j.
The NC analog of the usual Laplace operator is
∆ˆλΨ = − 1
λr
[aˆ+α , [aˆα, Ψ]] = −
1
λ2(N + 1)
[aˆ+α , [aˆα, Ψ]] . (15)
The operator Uˆ corresponding to a central potential in QM is defined
simply as the multiplication of the NC wave function by U(r):
(UˆΨ)(r) = U(r) Ψ = ΨU(r) . (16)
7
Since any term of Ψ ∈ Hλ contains the same number of creation and anni-
hilation operators (any commutator of such a term with r is zero), the left
and right multiplications by U(r) are equal.
Now we can define our NC Hamiltonian:
HˆΨ =
~2
2mλr
[aˆ+α , [aˆα, Ψ]] −
q
r
Ψ . (17)
As to the velocity operator, it should be related to the evolution of coordi-
nate operator. Let us not worry about the fact that time was not introduced
into this theory, the evolution is given by the Hamiltonian. The NC analog
of the time derivative is proportional to the commutator of the considered
quantity with H ; so the components of the velocity operator are computed
as
VˆjΨ = −i[xˆj , Hˆ]Ψ (18)
The coordinate operator xˆj acts on Ψ symmetrically as xˆjΨ = 1/2(xjΨ +
Ψxj). Both sets of NC observables, Vˆj and xˆj , have been introduced in [15].
Below, we shall see that they are well adapted to the construction of NC
analog of the LRL vector.
Based on what has been briefly summed up above, the NC analog of the
Schro¨dinger equation with the Coulomb potential in R3λ is postulated:
~2
2mλr
[aˆ+α , [aˆα,Ψ]]−
q
r
Ψ = EΨ (19)
To disburden the expressions already crowded enough, from now on we will
usually set m = 1, ~ = 1 .
We have been dealing with the above mentioned Schro¨dinger equation in
more detail in another paper [14], where the solution has been found in terms
of hypergeometric functions. The energy spectrum has been examined, too.
NC corrections to the standard QM prediction have been found, all vanishing
in the ”commutative limit” λ → 0. In this paper we are going to adopt
a different approach - we will try to derive the spectrum using the higher
symmetry which the problem seems to have. There will be an assumption
that the eigenfunctions of the Hamiltonian in (19) exist, but we will not need
to know their explicit form. It will be interesting to compare the predictions
with the results we have got in [14].
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3 Dynamical symmetry in NCQM
We shall move on to the NCQM version of the Coulomb-Kepler problem now.
The question is, whether we can find sensible analogs of the three compo-
nents Ai of the LRL vector in such a way, that all the requirements regarding
commutation relations are satisfied (the commutator with the Hamiltonian
has to be zero because of the conservation law and relations among all com-
ponents of ~A and ~L are supposed to correspond to the relevant symmetry).
We are going to answer this question by actually finding the NC version
of Ai. There is no prescribed way to launch the search for it - in this case
it was done by a combination of an educated guess and a piece of good
luck. The ”educated” part involves trying to keeping the procedure as close
to the classical case as possible. To build up the ”original” classical LRL
vector one just has to suitably combine the components of velocity, angular
momentum and position vectors (it is no big deal to replace momentum by
velocity multiplied by mass in the classical mechanics, but an important
step to introduce the idea that we actually have the NC analogs of all that
is needed and the task reduces to finding the proper way of combining it
together).
Recall the lesson taken from QM: When constructing the QM version
of LRL vector, the cross product of momentum and angular momentum
needed to be symmetrized due to their non-vanishing commutator. The NC
operators we are going to use when constructing the analog of the cross
product part, i.e. Vˆi, Lˆi do not commute either, so some symmetrization of
the mentioned sort is supposed to take place as well. Yet this is not all, an
additional subtlety is to be taken into account: there is another, ”potential”
part of the LRL vector, in both classical and quantum mechanics proportional
to ~r/r. In QM xi/r was supposed to just multiply the wave function, but
since the corresponding NC analogs of xi and Ψ do not commute, the ordering
in the product makes a difference and there is no reason to prefer either of the
two possibilities. We resolve this the same way we did in the cross product
case - we choose both and take the average:
Aˆk =
1
2
εijk (LˆiVˆj + VˆjLˆi) + q
xˆk
r
, (20)
where xˆk acts as xˆkΨ = 1/2(xkΨ+Ψxk); recall the definition of the velocity
operator.
Now comes the ”lucky” part of the story - besides coping with the ordering
dilemma, nothing more needs to be done, except for actually working out the
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calculations to justify our definition of ~A. That requires more work than the
previous sentence may suggest, and the better part of this paper deals with
it.
So now we are going to take the NC analogs of the Hamiltonian, velocity,
angular momentum and position operators, mix them together according to
the recipe similar to that known from the classical QM case, and symmetrize
what should be symmetrized.
Then the main work will follow - evaluating the commutator [Aˆi, Hˆ ], ex-
amining the commutation relations between ~A and ~L, rescaling ~A by a suit-
able numerical factor if needed... all in all, searching for the signs of a higher
dynamical symmetry. Once the symmetry group is known to be present, we
can construct the corresponding Casimir operators. We know how Casimirs
for so(4) look like, and their prescribed eigenvalues are ”responsible” for the
discrete energy spectrum.
All those that play important roles: the Hamiltonian, velocity, angular
momentum and position operators, have been defined already in terms of
creation and annihilation operators a+α , aα; we know commutation relations
for these, so we should be able to calculate all that is needed. However, after
writing it all down and trying to make heads and tails of it, one quickly comes
to the conclusion that the problem is not assigned in the most friendly way.
It is better to think twice before introducing any new symbols, but this is
definitely the case when it may help. There are certain combinations of a+α ,
aα that our expressions have in common, so separating them the right way
makes the calculations easier.
3.1 Auxiliary operators
We are interested in the way in which the considered operators act on the
wave functions Ψ. They are expressed in terms of a+α , aˆα. Generally it
matters whether the creation and annihilation operators act from the right
or the left and the following notation will turn out to be useful.
aˆαΨ = aαΨ , bˆαΨ = Ψ aα , (21)
aˆ+α Ψ = a
+
α Ψ , bˆ
+
α Ψ = Ψ a
+
α . (22)
One obvious virtue of this notation is the fact that from now on we do
not have to drag Ψ into the formulas just to make clear which side do the
operators act from. The relevant commutation relations are (see (5))
[aˆα, aˆ
+
β ] = δαβ , [bˆα, bˆ
+
β ] = − δαβ . (23)
The other commutators are zero. Having this last sentence in mind spares a
lot of paper while doing the calculations.
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As already mentioned, we will use the position operator in the form
xˆiΨ =
1
2
(xiΨ + Ψ xi) =
λ
2
σiαβ (aˆ
+
α aˆβ + bˆβ bˆ
+
α ) Ψ ,
rˆΨ =
1
2
(rΨ + Ψ r) =
λ
2
((aˆ+α aˆα + 1) + (bˆα bˆ
+
α + 1))Ψ . (24)
For the sake of certain future calculations let us also define
xˆLi Ψ = xiΨ , xˆ
R
i Ψ = Ψ xi , xˆi =
1
2
(xLi + x
R
i ) ,
rˆLΨ = rΨ , rˆRΨ = Ψ r , rˆ = 1
2
(rL + rˆR) .
Note that Lˆi =
1
2λ
(xˆLi − xˆRi ). Functions of rˆ are defined in terms of their
Taylor expansion fˆ(rˆ) =
∑
anrˆ
n.
Clearly xˆi 6= xˆL,Ri . On the other hand, the hat over r can be left out if rˆ
is supposed to act on something that contains the same number of creation
and annihilation operators (for instance all Ψ corresponding to QM Ψ(~x)
have this property, see (7)). However, we sometimes keep the rˆ symbol just
to have the formulas more symmetric.
The following sequences of operators will occur so often and their role is
going to be so important that they deserve to have notation on their own:
wˆαβ = aˆ
+
α bˆβ − aˆβ bˆ+α , ζˆαβ = aˆ+α bˆβ + aˆβ bˆ+α ,
wˆ = wˆαα , ζˆ = ζˆαα ,
wˆk = σ
k
αβwˆαβ , ζˆk = σ
k
αβ ζˆαβ .
Wˆk =
2xˆk
λ
− ζˆk = σkαβ(aˆ+α aˆβ − aˆ+α bˆβ − aˆβ bˆ+α + bˆ+α bˆβ) ,
Wˆ =
2rˆ
λ
− ζˆ = aˆ+α aˆα − aˆ+α bˆα − bˆ+α aˆα + bˆ+α bˆα ,
Wˆ ′k = Wˆk + ωxˆk = ηxˆk − ζˆk ,
Wˆ ′ = Wˆ + ωrˆ = ηrˆ − ζˆ .
(25)
σkαβ denotes the Pauli matrices and the new letters which appeared in the
last two lines are just shorthands:
ω = −2λE , η = ( 2
λ
+ ω) .
E is energy and λ is the NC parameter mentioned in the introduction. Note
that the only difference between Wˆ ′k and Wˆk is the constant multiplying one
of their terms. Wˆ ′ and Wˆ are related in the same way.
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3.2 NC operators revisited
We have introduced new auxiliary operators which should make the calcu-
lations more manageable, now we will rewrite everything relevant in their
terms - the Hamiltonian, the velocity operator and the NC LRL vector.
Hˆ =
1
2λrˆ
(aˆ+α aˆα + bˆ
+
α bˆα − aˆ+α bˆα − aˆαbˆ+α )−
q
rˆ
=
1
2λrˆ
(
2rˆ
λ
− ζˆ)− q
rˆ
=
1
2λrˆ
Wˆ − q
rˆ
, (26)
Vˆi = −i
[
xˆi, Hˆ
]
=
i
2rˆ
wˆi , (27)
Aˆk =
1
2
εijk(LˆiVˆj + VˆjLˆi) + q
xˆk
rˆ
= − 1
2λrˆ
(rˆζˆk − xˆkζˆ) + q xˆk
rˆ
=
1
2rˆλ
(rˆWˆk − xˆkWˆ ) + q xˆk
rˆ
=
1
2rˆλ
(rˆWˆ ′k − xˆkWˆ ′) + q
xˆk
rˆ
=
1
2rˆλ
(rˆWˆ ′k − xˆk(Wˆ ′ − 2λq)) . (28)
Deriving equations (27) and (28) involves somewhat laborious calculations,
many steps have been skipped here. However, all of them can be recon-
structed from the definitions given in the preceding paragraphs. Some more
details are given in the Appendix, see (53), (55). In the second line of (28)
we have used the equality of (rˆWˆk − xˆkWˆ ) = (rˆWˆ ′k − xˆkWˆ ′).
Now let us rewrite the NC Schro¨dinger equation in the following way:(
1
2λrˆ
Wˆ − q
rˆ
− E
)
ΨE =
1
2λrˆ
(Wˆ ′ − 2λq)ΨE = 0 . (29)
ΨE belongs to HEλ , i.e. to the subspace spanned by the eigenvectors of the
Hamiltonian.
It makes things easier if we recognize a zero when stumbling across one.
As for (29), it provides a funny form of zero - the calculations, however, may
get less amusing if this point is overlooked.
Here is how does it pay off: Let us examine Aˆk|HE
λ
, that is, the LRL
vector as it works on the solutions of the Schro¨dinger equation. (And once
again: we do not have to know the ΨE explicitly, they are just supposed to
exist and form a basis for the subspace HEλ .)
12
Aˆk|HE
λ
=
1
2rˆλ
(rˆWˆ ′k − xˆk (Wˆ ′ − 2λq)︸ ︷︷ ︸
see Eq. (29)
) =
1
2λ
Wˆ ′k . (30)
It is nice to know the ”full form” of Aˆk, but at the end of the day we
are interested in the actual physical bound states, not in the whole abstract
Hilbert space. We did not expect the SO(4) symmetry to show somewhere
else. So when dealing with calculations related to conservation of Ak, we just
need to find out whether the following commutator with the Hamiltonian
vanishes.
˙ˆ
W ′k = i
[
Hˆ0 − q
rˆ
, Wˆ ′k
]
= i
[
1
2rˆλ
Wˆ − q
rˆ
, Wˆ ′k
]
= i
[
1
2rˆλ
Wˆ ′ − q
rˆ
, Wˆ ′k
]
= i
[
1
2rˆλ
Wˆ ′, Wˆ ′k
]
− iq
[
1
rˆ
, Wˆ ′k
]
=
i
2rˆλ
[
Wˆ ′, Wˆ ′k
]
+ i
[
1
rˆ
, Wˆ ′k
](
Wˆ ′
2λ
− q
)
= 0 . (31)
In the second line, Wˆ ′ appears instead of Wˆ . It is a legal step to do, since
it does not change the commutator, and it is a sensible step too, since we
obtained the (29)-style zero in the second term in the last line (it vanishes
when acting on vectors from HEλ and we are not interested in the rest of Hλ).
To prove that the first term proportional to [Wˆ ′, Wˆ ′k] also does not contribute
requires calculations lengthy enough to be placed in the Appendix, see (58).
The equation above apparently conveys an encouragement to search for
the underlying SO(4) symmetry, since the LRL vector conservationmakes
its components suitable candidates for a half of its generators, the remaining
three consisting of the components of the angular momentum. So let us check
it (for detailed derivation see (62) in the Appendix)
[Aˆi, Aˆj] =
1
4λ2
[Wˆ ′i , Wˆ
′
j] = i
ω
λ
(
1 +
ωλ
4
)
εijkLˆk (32)
or, to see explicitly the energy dependence (ω = −2Eλ):
[Aˆi, Aˆj] = iεijk
(−2E + λ2E2) Lˆk (33)
There is nothing but a constant in the way, as long as we let the operator
[Aˆi, Aˆj] act upon the vectors from HEλ with the energy fixed. Eq. (32) and
[Lˆi, Lˆj ] = iεijkLˆk, [Lˆi, Aˆj] = iεijkAˆk (34)
13
define Lie algebra relations corresponding to a particular symmetry group
which actual form depends on the sign of the E dependent factor in (32).
The relevant relations for Lˆi have been already mentioned, so we just need to
check the mixed commutator [Lˆi, Aˆj ]. This is a long process again, so to not
distract our attention from what is going on (besides reshuffling operators
here and there), we relocated the calculation to the Appendix, see eq. (65)
and the related ones.
There are three independent cases
• SO(4) symmetry: −2E + λ2E2 > 0 ⇐⇒ E < 0 or E > 2/λ2,
• SO(3, 1) symmetry: −2E + λ2E2 < 0 ⇐⇒ 0 < E < 2/λ2,
• E(3) Euclidean group: −2E + λ2E2 = 0 ⇐⇒ E = 0 or E = 2/λ2.
The admissible values of E should correspond to the unitary represen-
tations of the symmetry in question. This requirement guarantees that the
generators Lˆj an Aˆj are realized as hermitian operators, and consequently
correspond to physical observables. The Casimir operators in all mentioned
cases are
Cˆ ′1 = LˆjAˆj ,
Cˆ ′2 = AˆiAˆi + (−2E + λ2E2)(LˆiLˆi + 1)
=
1
4λ2
(
Wˆ ′iWˆ
′
i + (η
2λ2 − 4)(LˆiLˆi + 1)
)
. (35)
The prime indicates that we are not using the standard normalization of
Casimir operators.
Now, we need to calculate their values in HEλ . The first Casimir is van-
ishing in all cases due to the fact that Cˆ ′1ΨE ∼ rΨE − ΨEr = 0. (See (67),
(68) in the Appendix.) The second Casimir operator is somewhat more de-
manding, and either believe it or convince yourself (consulting the part of
the Appendix beginning with (70) may help in the latter case), the terms in
the bracket add up exactly to (Wˆ ′)2. According to the Schro¨dinger equation,
(Wˆ ′)2ΨE = 4λ
2q2ΨE, and we are left with
Cˆ ′2ΨE =
(
AˆiAˆi + (−2E + λ2E2) (LˆiLˆi + 1)
)
ΨE = q
2ΨE . (36)
Since both Casimir operators take constant values Cˆ ′1 = 0 and Cˆ
′
2 = q
2 inHEλ ,
we are dealing with irreducible representations of the dynamical symmetry
group G that are unitary for particular values of energy. In all considered
cases, G = SO(4), SO(3, 1), E(3), the unitary irreducible representations are
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well known. The corresponding systems of eigenfunctions that span the rep-
resentation space have been found in [14]. Here we shall not repeat their
construction, but we shall restrict ourselves to brief comments pointing out
some interesting aspects.
1. Bound states - SO(4) symmetry: −2E + λ2E2 > 0. In this
case we rescale the LRL vector as
Kˆj =
Aˆj√−2E + λ2E2 =
Wˆ ′j√
η2λ2 − 4 . (37)
After this step Eqs. (32), (34) turn into the following relations:
[Lˆi, Lˆj ] = iεijkLˆk , [Lˆi, Kˆj ] = iεijkKˆk , [Kˆi, Kˆj] = iεijkLˆk . (38)
Thus we have got the representation of the so(4) algebra. The relevant
normalized Casimir operators read
Cˆ1 = Lˆj Kˆj , Cˆ2 = Kˆi Kˆi + LˆiLˆi + 1 . (39)
As we have stated already, the Cˆ1 acting on an eigenfunction of the Hamilto-
nian returns zero. As to Cˆ2, we know that for so(4), under the condition that
the first Casimir is zero, the second one has to equal to (2j + 1)2 for some
integer or half-integer j. At the same time, according to (36) it is related to
the energy:
Kˆi Kˆi + Lˆi Lˆi + 1 =
4λ2q2
η2λ2 − 4 =
q2
λ2E2 − 2E ,
(2j + 1)2 =
q2
λ2E2 − 2E . (40)
We will write n2, n = 1, 2, ... instead of (2j+1)2. Now solving the quadratic
equation for energy we obtain two discrete sets of solutions depending on n:
E =
1
λ2
∓ 1
λ2
√
1 + κ2n , κn =
qλ
n
. (41)
The first set of eigenfunctions of the Hamiltonian in (17) for energies
E < 0 (i.e. negative sign in front of the square root in (41)) has been found
for Coulomb attractive potential, i.e. q > 0 in (17). The eigenvalues possess
smooth standard limit for λ→ 0:
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EIλn =
1
λ2
− 1
λ2
√
1 + κ2n =
1
λ2
− 1
λ2
(
1 +
1
2
κ2n −
1
24
κ4n + ...
)
= − q
2
2n2
+ λ2
q4
24n4
+ ...
and after restoring the symbols m, ~
EIλn = −
q2m
2n2~2
+ λ2
q4m3
24n4~6
+ ... (42)
The ”...” stands for the terms proportional to higher (even) powers of λ.
This solution is similar to the spectrum for Coulomb attractive potential,
q > 0, that has been found using algebraic methods by Pauli prior to solving
Schro¨dinger equation for the hydrogen atom. In fact the results coincide
when we consider the limit λ→ 0 in (42).
The full set of eigenfunctions of (17) for energies E < 0 was constructed
in [14] by explicitly solving the NC Schro¨dinger equation. The radial NC
wave functions defined in (14) are given in terms of hypergeometric function
RIλn = (Ωn)
N F (−n, −N, 2j + 2, −2κn Ω−1n ) ,
Ωn =
κn −
√
1 + κ2n + 1
κn +
√
1 + κ2n − 1
, (43)
where N = a+αaα controls the radial NC variable.
The second set of very unexpected solutions corresponds to energies (41)
with positive sign
EIIλn =
1
λ2
+
1
λ2
√
1 + κ2n >
2
λ2
. (44)
The corresponding radial NC wave functions has been found in [14] solving
NC Schro¨dinger equation for a Coulomb repulsive potential, q < 0 in (17).
These radial NC wave functions are closely related to those given above
RIIλn = (−Ωn)N F (−n, −N, 2j + 2, 2κn Ω−1n ) . (45)
.
Let us denote the first set of eigenfunctions for the Coulomb attractive
potential defined by (14) with radial part RIλn as Ψ
I
nlm, and similarly, the
second set of solutions with radial part RIIλn for Coulomb repulsive potential
by ΨIInlm. The mapping
ΨInlm 7−→ ΨIInlm
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is obviously a unitary transformation in Hλ. Thus both SO(4) representa-
tions, the one for Coulomb attractive potential with EIλn < 0 and that for
ultra-high energies EIIλn > 2/λ
2 for Coulomb repulsive potential, are unitary
equivalent. That is natural, since in both representations the Casimir opera-
tors take the same values, Cˆ1 = 0 and Cˆ1 = n
2. However, in the commutative
limit λ→ 0 the extraordinary bound states at ultra-high energies disappear
from the Hilbert space.
2. Coulomb scattering: 2E − λ2E2 > 0⇐⇒ 0 < E < 2/λ2. In
this case we rescale the LRL vector as
Kˆj =
Aˆj√
2E − λ2E2 =
Wˆ ′j√
4− η2λ2 , (46)
After this step we obtain equations
[Lˆi, Lˆj ] = i εijk Lˆk , [Lˆi, Kˆj ] = i εijk Kˆk , [Kˆi, Kˆj] = −i εijk Lˆk . (47)
So this time we have got the representation of the so(3, 1) algebra. The
relevant normalized Casimir operators read
Cˆ1 = Lˆj Kˆj , Cˆ2 = Kˆi Kˆi − Lˆi Lˆi . (48)
In our case Cˆ1 = 0, so we are dealing with SO(3, 1) unitary representa-
tions that are labeled by the value of second Casimir operator Cˆ2 = τ , see
e.g [16]:
• Spherical principal series for τ > 1;
• Complementary series for 0 < τ < 1.
Let us point out that for integer Cˆ1 6= 0 and arbitrary real Cˆ2 a (non-
spherical) remainder of principal series appears that completes the set of
unitary representations of SO(3, 1) group.
Rewriting (36) in terms of Kˆj we obtain relation between energy E and
the parameter τ :
Kˆi Kˆi − Lˆi Lˆi = 1 + q
2
2E − λ2E2 = τ > 1 . (49)
Thus we are dealing with the principal series SO(3, 1) unitary representa-
tions. The scattering NC wave functions have been constructed in [14] for
any admissible energy E ∈ (0, 2/λ2), and from their asymptotic behavior
the partial wave S-matrix has been derived
Sλj (E) =
Γ(j + 1− i q
p
)
Γ(j + 1 + i q
p
)
, p =
√
2E − λ2E2 . (50)
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It can be easily seen that such S-matrix possesses poles at energies E =
EIλn for Coulomb attractive potential and poles at energies E = E
II
λn for
Coulomb repulsive potential, where both EIλn and E
II
λn coincide with (42)
and (44) given above. As for energies
E∓ =
1
λ2
(
1 ∓
√
1− λ
2q2
τ − 1
)
(51)
the values of Casimir operators coincide, the corresponding representations
are unitary equivalent. This relates the scattering for low energies 0 < E <
1/λ2 to that at high energies 1/λ2 < E < 2/λ2.
We skip the limiting cases of the scattering at the edges E = 0 and
E = 2/λ2 of the admissible interval of energies, where the SO(3, 1) group
contracts to the group E(3) = SO(3) ⊲ T (3) of isometries of 3D space with
generators Lˆj and Lˆj satisfying commutation relations (see [16]):
[Lˆi, Lˆj ] = i εijk Lˆk , [Lˆi, Aˆj ] = i εijk Aˆk , [Aˆi, Aˆj ] = 0 . (52)
The corresponding NC hamiltonian eigenstates are given in [14].
4 Conclusions
This paper is focused on the Coulomb-Kepler problem in non-commutative
space. We have found the NC analog of the LRL vector; it’s components,
together with those of the NC angular momentum operator, supply the al-
gebra of generators of a symmetry group. It is remarkable that the formula
for the NC generalization of LRL vector looks like a carbon copy of the
standard formula when written in terms of the proper NC observables: NC
angular momentum, NC velocity, symmetrized NC coordinate and NC radial
distance.
The group SO(4) has appeared twice: Firstly, we have been dealing with
bound states for negative energies in the case of the attractive Coulomb
potential, which have an analog in the standard quantum mechanics; and
secondly, we have found an unexpected set of bound states for positive ener-
gies above certain ultra-high value in the case the potential is repulsive.
SO(3, 1) is the symmetry group to be considered when examining the
scattering (relevant for the interval of energies between zero and the men-
tioned critical ultra-high value).
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The conservation of our NC LRL vector has been shown, as well as the
commutation relations related to so(4) and so(3, 1) algebra. In case of the
bound states (of both kinds), the calculations of the relevant Casimir opera-
tors have revealed that there are just specific values that the energy can take.
The explicit formulas for the energy spectra have been given. The result for
negative energy bound states coincides with the well known QM prediction
in the ”commutative” limit λ→ 0. Besides that, the NC corrections propor-
tional to λ2 and higher (even) powers occur. As to the unexpected ultra-high
energy bound states, they disappear from the Hilbert space providing that
λ→ 0.
So now we have NCQM predictions for the hydrogen atom energy spec-
trum obtained in two ways:
- the results given by in this paper, obtained using the dynamical symmetry in
analogy with Pauli’s method (without explicitly solving the NC Schro¨dinger
equation for eigenstates of the Hamiltonian)
- the result published in [14], acquired by explicitly solving the NC analog
of the Schro¨dinger equation (without using those dynamical symmetry argu-
ments).
We are glad to find out that these outcomes do agree.
5 Appendix
Here we provide some more detailed calculations that have been skipped in
order to avoid overloading the previous sections with profusion of technical
details which would hardly have been helpful in keeping track of the main
ideas.
Even here we are not about to write down every single step; if any interest
in tiny details arises, we suppose it will be easier for the reader to calculate
something on their own now and then, than to try to keep track of all the
signs and many times renamed indices in this paper. Therefore we provide
the main tricks which make the calculations more manageable, and then we
write down the sketches of the particular derivations.
We can almost say that everything one needs to do is to calculate com-
mutators of various strings of creation and annihilation operators acting
from the left or from the right, that is, using the commutation relations
for aˆ+α , aˆβ, bˆ
+
α , bˆβ in a suitable way. As we know already, the b- operators
are simply the a-ones acting from the right; the fact that those acting from
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the opposite sides commute saves us a good deal of work. Besides that, one
should be familiar with various identities which hold for the Pauli matrices.
So the following should be borne in mind before digging oneself into the
calculations:
[aˆα, aˆ
+
β ] = δαβ [bˆα, bˆ
+
β ] = −δαβ
The other commutators are zero.
Below we shall use frequently the identities for Pauli matrices a the iden-
tities for NC coordinates that follow directly:
[σi, σj] = 2iεijkσ
k εijkσ
i
αβσ
j
γδ = i(σ
k
αδδγβ − σkγβδαδ)
{σi, σj} = 2δij1 σiαβσiγδ = 2δαδδγβ − δαβδγδ
σiσj = δij1+ iεijkσ
k Trσi = σiαα = 0
[xˆi, rˆ] = 0 [xˆ
L
i , xˆ
R
j ] = 0
[xˆLi , xˆ
L
j ] = 2iλεijkxˆ
L
k [xˆ
R
i , xˆ
R
j ] = − 2iλεijkxˆRk
Make sure you have noticed the minus sign in the last relation. One should
be in general careful about the ordering when dealing with operators acting
from the right.
The reader may be tired by now of getting so much advice - so to get it
a chance to be appreciated, let us start.
As for alternative form of the velocity operator in (27), here we provide
a sketch of the relevant derivation:
Vˆi = −i
[
xˆi, Hˆ
]
= −i
[
xˆi,
1
2λr
(aˆ+α aˆα + bˆ
+
α bˆα − aˆ+α bˆα − aˆαbˆ+α )−
q
rˆ
]
=
−i
2λrˆ
[
xˆi, (aˆ
+
α aˆα + bˆ
+
α bˆα − aˆ+α bˆα − aˆαbˆ+α )
]
=
i
4rˆ
σiγδ
[
aˆ+γ aˆδ + bˆδ bˆ
+
γ , aˆ
+
α bˆα + aˆαbˆ
+
α
]
=
i
2rˆ
σiγδ(aˆ
+
γ bˆδ − aˆδ bˆ+γ )
=
i
2rˆ
wˆi (53)
Calculations related to various forms in which Ak can be written (the
derivation of the equation (28)) involve:
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Aˆk =
1
2
εijk(LˆiVˆj + VˆjLˆi) + q
xˆk
rˆ
= Aˆ0k + q
xˆk
rˆ
(54)
Aˆ0k = εijk
i
8rˆ
σiαβσ
j
γδ
×((aˆ+α aˆβ − bˆβ bˆ+α )(aˆ+γ bˆδ − aˆδ bˆ+γ ) + (aˆ+γ bˆδ − aˆδ bˆ+γ )(aˆ+α aˆβ − bˆβ bˆ+α ))
= − 1
8rˆ
(σkαδδγβ − σkγβδαδ)
×((aˆ+α aˆβ − bˆβ bˆ+α )(aˆ+γ bˆδ − aˆδ bˆ+γ ) + (aˆ+γ bˆδ − aˆδ bˆ+γ )(aˆ+α aˆβ − bˆβ bˆ+α ))
= −σ
k
αδ
8rˆ
((aˆ+α aˆβ − bˆβ bˆ+α )(aˆ+β bˆδ − aˆδ bˆ+β ) + (aˆ+β bˆδ − aˆδ bˆ+β )(aˆ+α aˆβ − bˆβ bˆ+α ))
+
σkγβ
8rˆ
((aˆ+α aˆβ − bˆβ bˆ+α )(aˆ+γ bˆα − aˆαbˆ+γ ) + (aˆ+γ bˆα − aˆαbˆ+γ )(aˆ+α aˆβ − bˆβ bˆ+α ))
= −σ
k
αδ
8rˆ
(aˆβaˆ
+
β aˆ
+
α bˆδ − aˆ+α bˆδ − aˆ+α aˆδaˆβ bˆ+β − bˆ+α bˆδ bˆβ aˆ+β + aˆ+α bˆδ + bˆβ bˆ+β bˆ+α aˆδ)
−σ
k
αδ
8rˆ
(aˆ+β aˆβ bˆδaˆ
+
α − aˆ+α bˆδ − bˆδ bˆ+α aˆ+β bˆβ + aˆ+α bˆδ − aˆδaˆ+α bˆ+β aˆβ + bˆ+β bˆβaˆδ bˆ+α )
+
σkγβ
8rˆ
(aˆβaˆ
+
γ aˆ
+
α bˆα − aˆ+γ bˆβ − aˆ+α aˆαaˆβ bˆ+γ − bˆ+α bˆαbˆβ aˆ+γ + aˆ+γ bˆβ + bˆβ bˆ+γ bˆ+α aˆα)
+
σkγβ
8rˆ
(aˆ+γ aˆβ bˆαaˆ
+
α − aˆ+γ bˆβ − bˆαbˆ+α aˆ+γ bˆβ + aˆ+γ bˆβ − aˆαaˆ+α bˆ+γ aˆβ + bˆ+γ bˆβaˆαbˆ+α )
= −σ
k
αδ
8λrˆ
((2rˆL + 2rˆR)aˆ+α bˆδ + (2rˆ
R + 2rˆL)bˆ+α aˆδ)
+
1
8λrˆ
((2xˆLk + 2xˆ
R
k )aˆβ bˆ
+
β + (2xˆ
R
k + 2xˆ
L
k )aˆ
+
β bˆβ)
= − 1
2λrˆ
rˆσkαδ(aˆ
+
α bˆδ + bˆ
+
α aˆδ) +
1
2λrˆ
xˆk(aˆβ bˆ
+
β + aˆ
+
β bˆβ)
= − 1
2λrˆ
(rˆζˆk − xˆk ζˆ) (55)
Aˆ0k = −
1
2λrˆ
(rˆζˆk − xˆk ζˆ)
Now we are going to derive a few interesting identities which will come
in handy when dealing with calculations related to the vanishing commu-
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tator [Wˆ ′, Wˆ ′k] in (31) (recall that for states with equal number of cre-
ation/annihilation operators rˆ = rˆL = rˆR).
[ζˆk, rˆ
L] = λσkαβ [aˆ
+
α bˆβ + aˆβ bˆ
+
α , aˆ
+
δ aˆδ + 1] = λσ
k
αβ(aˆ
+
δ bˆβ(−δαδ) + δβδ aˆδ bˆ+α )
= −λσkαβ(aˆ+α bˆβ − aˆβ bˆ+α ) = −λwˆk = i2λrˆVˆk
For the sake of symmetry and the next calculations let us also calculate
[ζˆ , xˆk] =
λ
2
σkαβ [aˆ
+
δ bˆδ + aˆδ bˆ
+
δ , aˆ
+
α aˆβ + bˆβ bˆ
+
α ]
=
λ
2
σkαβ(aˆ
+
α (−δδβ)bˆδ + aˆ+δ (−δδα)bˆβ + bˆ+δ (δδα)aˆβ + aˆδ bˆ+α (δδβ))
= −λσkαβ(aˆ+α bˆβ − aˆβ bˆ+α ) = −λwˆk = i2λrˆVˆk
[ζˆ , xˆk] = [ζˆk, rˆ] = i2λrˆVˆk (56)
[ζˆ , ζˆαβ] = [aˆ
+
γ bˆγ + aˆγ bˆ
+
γ , aˆ
+
α bˆβ + aˆβ bˆ
+
α ]
= −δγβ bˆγ bˆ+α − δγα aˆβaˆ+γ + δγα bˆ+γ bˆβ + δγβ aˆ+α aˆγ
= −bˆβ bˆ+α − aˆβ aˆ+α + bˆ+α bˆβ + aˆ+α aˆβ = δαβ − δαβ = 0
[ζˆ , ζˆk] = 0 (57)
At this point we have all that is needed to prove (31):
[Wˆ ′, Wˆ ′k] = [Wˆ + ωrˆ, Wˆk + ωxˆk]
=
[
2rˆλ−1 − ζˆ + ωrˆ, 2xˆkλ−1 − ζˆk + ωxˆk
]
= η2[rˆ, xˆk]− η[rˆ, ζˆk]− η[ζˆ , xˆk] + [ζˆ , ζˆk]
= 0 + η2irˆλVˆk − η2irˆλVˆk + 0 = 0
[Wˆ ′, Wˆ ′k] = 0 (58)
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When checking the so(4) algebra relations in (32),the knowledge of the
commutator [Wˆ ′i , Wˆ
′
j ] is necessary. In order to work it out, we need to derive
also [ζˆi, ζˆj], [xˆi, ζˆj], [xˆi, xˆj ]. As to the following few calculations, recall that
xˆi is composed of the operators xi acting from the left and the right side:
xˆi = (xˆ
L
i +xˆ
R
i )/2. Also it is suitable to consult the beginning of the Appendix,
namely various identities which hold for the σ-matrices. Without that what
follows may seem incomprehensible. For instance in the very next calculation
of [ζˆi, ζˆj], writing down the second-to-last line after the previous one would
be almost a blasphemy in the non-commutative world, if it were not for the
fact that σ-matrices are traceless, i.e. σkαα = 0.
[ζˆi, ζˆj] = σ
i
αβσ
j
γδ[ζˆαβ, ζˆγδ] = σ
i
αβσ
j
γδ[aˆ
+
α bˆβ + aˆβ bˆ
+
α , aˆ
+
γ bˆδ + aˆδ bˆ
+
γ ]
= −(σjσi)γβ bˆβ bˆ+γ − (σiσj)αδaˆδaˆ+α + (σiσj)αδ bˆ+α bˆδ + (σjσi)γβ aˆ+γ aˆβ
= δij(bˆ
+
α bˆα − bˆαbˆ+α + aˆ+α aˆα − aˆαaˆ+α ) +
+iεijkσ
k
αβ(bˆβ bˆ
+
α + bˆ
+
α bˆβ − aˆβaˆ+α − aˆ+α aˆβ)
= δij(δαα − δαα) + 2iεijkσkαβ(bˆβ bˆ+α − aˆ+α aˆβ)
= 2iλ−1εijk(xˆ
R
k − xˆLk ) = −4iεijkLˆk
[ζˆi, ζˆj] = −4iεijkLˆk (59)
[xˆLi , ζˆj] = λσ
i
αβσ
j
γδ[aˆ
+
α aˆβ, aˆ
+
γ bˆδ + aˆδ bˆ
+
γ ]
= λσiαβσ
j
γδ(aˆ
+
α bˆδδβγ − aˆβ bˆ+γ δαδ
= λ((σiσj)αβaˆ
+
α bˆβ − (σjσi)αβaˆβ bˆ+α )
[xˆRi , ζˆj] = λσ
i
αβσ
j
γδ[bˆβ bˆ
+
α , aˆ
+
γ bˆδ + aˆδ bˆ
+
γ ]
= λσiαβσ
j
γδ(bˆβaˆ
+
γ δαδ − aˆδ bˆ+α δβγ)
= λ(−(σiσj)αβ aˆβ bˆ+α + (σjσi)αβ aˆ+α bˆβ)
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[xˆi, ζˆj] =
λ
2
(σiσj + σjσi)αβ(aˆ
+
α bˆβ − aˆβ bˆ+α )
=
λ
2
{σi, σj}αβwˆαβ = λδijwˆ
[xˆi, ζˆj] = λδijwˆ (60)
The following calculation takes use of the fact that xˆLi commutes with xˆ
R
i .
It is also useful to have in mind [xˆLi , xˆ
L
j ] = 2iεijkλxˆ
L
k and [xˆ
R
i , xˆ
R
j ] = 2iεjikλxˆ
R
k
[xˆi, xˆj ] =
1
4
[xˆLi + xˆ
R
i , xˆ
L
j + xˆ
R
j ] =
1
4
([xˆLi , xˆ
L
j ] + [xˆ
R
i , xˆ
R
j ])
=
1
4
(2iεijkλxˆ
L
k + 2iεjikλxˆ
R
k ) =
i
2
εijk(xˆ
L
k − xˆRk ) = iλ2εijkLˆk
[xˆi, xˆj ] = iλ
2εijkLˆk (61)
So for the commutators involved in (32) we can write:
[Wˆ ′i , Wˆ
′
j] = [ηxˆi − ζˆi, ηxˆj − ζˆj]
= η2[xˆi, xˆj ]− η([xˆi, ζˆj]− [xˆj , ζˆi]) + [ζˆi, ζˆj]
= η2iεijkλ
2Lˆk − η((δij − δji)λw)− i4εijkLˆk
= 4iλω
(
1 +
(
λω
4
))
εijkLˆk
[Wˆ ′i , Wˆ
′
j ] = 4iλω
(
1 +
(
λω
4
))
εijkLˆk (62)
To compute the commutator [Lˆi, Aˆj] acting on the vectors from HEλ, we
actually need to find [Lˆi, Wˆ
′
j] and multiply it with some constants. To manage
this, let us start with
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[Lˆi, xˆj] =
1
4λ
[xˆLi − xˆRi , xˆLj + xˆRj ] =
1
4λ
([xˆLi , xˆ
L
j ]− [xˆRi , xˆRj ])
=
1
4λ
(2iεijkλxˆ
L
k − 2iεjikλxˆRk ) =
i
2
εijk(xˆ
L
k + xˆ
R
k ) = iεijkxˆk
[Lˆi, xˆj ] = iεijkxˆk (63)
Somewhere above we have already computed [xˆLi , ζˆj] and [xˆ
R
i , ζˆj], we can
use it also now:
[Lˆi, ζˆj] =
1
2λ
[xˆLi − xˆRi , ζˆj] =
1
2λ
([xˆLi , ζˆj]− [xˆRi , ζˆj])
=
1
2λ
λ((σiσj)αβ(aˆ
+
α bˆβ + aˆβ bˆ
+
α )− (σjσi)αβ(aˆ+α bˆβ + aˆβ bˆ+α ))
=
1
2
[σi, σj]αβ(aˆ
+
α bˆβ + aˆβ bˆ
+
α ) = iεijkσ
k
αβ(aˆ
+
α bˆβ + aˆβ bˆ
+
α ) = iεijkζˆk
[Lˆi, ζˆj] = iεijkζˆk (64)
[Lˆi, Wˆ
′
j ] = [Lˆi, ηxˆj − ζˆj] = −iεijk(ηxˆk − ζˆk)
= iεijkWˆ
′
k (65)
At this point to obtain the commutator [Lˆi, Aˆj] in (34) we just need to
recall that
Wˆ ′j
2λ
= Aˆj , and therefore
[Lˆi, Aˆj ] = iεijkAˆk (66)
Here we provide some details related to the first Casimir operator in (35).
We are going to prove that LˆjAˆj ∝ Lˆj(ηxˆk − ζˆj) = 0 when restricted to the
subspace HEλ . In the very next calculation a lot of renaming of the dummy
indices appears and the reader will probably appreciate having a piece of
paper and a pencil at hand in order to keep track of the procedure. The
final zero in the last line is obtained after realizing that there is no difference
between rˆL and rˆR if they act on anything which has the same number of
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creation and annihilation operators. Our considered operator wave functions
Ψ have this property and the same holds for aˆ+α bˆαΨ and aˆαbˆ
+
αΨ.
2Lˆj ζˆj = σ
j
αβσ
j
γδ(aˆ
+
α aˆβ − bˆβ bˆ+α )(aˆ+γ bˆδ + aˆδ bˆ+γ)
= (2δαδδβγ − δαβδγδ)(aˆ+α aˆβ − bˆβ bˆ+α )(aˆ+γ bˆδ + aˆδ bˆ+γ)
= 2(aˆ+α aˆβ aˆ
+
β bˆα + aˆ
+
α aˆβaˆαbˆ
+
β − bˆβ bˆ+α aˆ+β bˆα − bˆβ bˆ+α aˆαbˆ+β )
−(aˆ+α aˆαaˆ+β bˆβ + aˆ+α aˆαaˆβ bˆ+β − bˆαbˆ+α aˆ+β bˆβ − bˆαbˆ+α aˆβ bˆ+β )
= 2(aˆβaˆ
+
β aˆ
+
α bˆα − aˆ+α bˆα + aˆ+α aˆαaˆβ bˆ+β − bˆ+α bˆαbˆβ aˆ+β + aˆ+α bˆα − bˆβ bˆ+β bˆ+α aˆα)
−aˆβ aˆ+β aˆ+α bˆα + 2aˆ+α bˆα − aˆ+α aˆαaˆβ bˆ+β + bˆ+α bˆαbˆβaˆ+β − 2aˆ+α bˆα
+bˆβ bˆ
+
β bˆ
+
α aˆα
= aˆβ aˆ
+
β aˆ
+
α bˆα + aˆ
+
β aˆβ aˆαbˆ
+
α − bˆ+β bˆβ aˆ+α bˆα − bˆβ bˆ+β aˆαbˆ+α
= λ−1
(
(rˆL + λ)− (rˆR + λ)) aˆ+α bˆα + λ−1 ((rˆL − λ)− (rˆR − λ)) aˆαbˆ+α
= 0
Lˆj ζˆj = 0 (67)
Lˆj xˆj =
1
4λ
(xˆLj − xˆRj )(xˆLj + xˆRj ) =
1
4λ
(xˆLj xˆ
L
j + xˆ
L
j xˆ
R
j − xˆRj xˆLj − xˆRj xˆRj )
=
1
4λ
(xˆLj xˆ
L
j − xˆRj xˆRj ) =
1
2λ
(((rˆL)2 − λ2)− ((rˆ2)R − λ2)) = 0
Lˆj xˆj = 0 (68)
Putting the previous two calculations together we can claim
LˆjAˆj =
LˆjWˆ
′
j
2λ
=
Lˆj(ηxˆj − ζˆj)
2λ
= 0. (69)
Now let us move to the second Casimir operator in (35). We have men-
tioned already that the relevant calculation is based on the fact which we are
about to prove now:
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Wˆ ′iWˆ
′
i + (η
2λ2 − 4)(LˆiLˆi + 1) = Wˆ ′2 (70)
Undoubtedly it is a useful identity, but the reader may be slightly uncer-
tain about where did the very idea come from. Perhaps the following few
words will fail to give a satisfactory motivation, but it will have to suffice:
There are not too many equations which relate operators and c-numbers, so
we naturally try to use them whenever possible. If we encounter a term which
seems someway related to the Schro¨dinger equation, we are only glad to work
towards rewriting that expression in terms of Wˆ ′. (Just to refresh the reader’s
memory, one form of the Schro¨dinger equation reads (Wˆ ′−2λq)ΨE = 0.) As
to the noticing the very fact that the expression on the left hand side of (70)
is indeed the case - a suspicion may arise when expanding it suitably - but
one can hardly avoid using some trial and error method anyway.
So let us start. Calculations of many identities follow. The motivation
for some of them may not be straightforward, but all should be clear by the
end of the paragraph at the latest.
Wˆ ′2 = (ηrˆ − ζˆ)2 = η2rˆ2 − η{rˆ, ζˆ}+ (ζˆ)2
Wˆ ′iWˆ
′
i = (ηxˆi − ζˆi)2 = η2xˆixˆi − η{xˆi, ζˆi}+ ζˆiζˆi (71)
LˆiLˆi =
1
4λ2
(xˆLi − xˆRi )2 =
1
4λ2
((rL)2 + (rˆR)2 − 2xˆLi xˆRi − 2λ2)
LˆiLˆi =
1
2λ2
(rˆ2 − xˆLi xˆRi − λ2) (72)
xˆixˆi =
1
4
(xˆLi + xˆ
R
i )
2 =
1
4
((rˆL)2 + (rˆR)2 + 2xˆLi xˆ
R
i − 2λ2)
xˆixˆi =
1
2
(rˆ2 + xˆLi xˆ
R
i − λ2) (73)
λ−2xˆLi xˆ
R
i = σ
i
αβσ
i
γδ(aˆ
+
α aˆβ bˆδ bˆ
+
γ ) = (2δαδδγβ − δαβδγδ)(aˆ+α aˆβ bˆδ bˆ+γ )
= 2aˆ+α aˆβ bˆαbˆ
+
β − aˆ+α aˆαbˆβ bˆ+β = 2aˆ+α aˆβ bˆαbˆ+β − λ−2(rˆL − λ)(rˆR − λ)
λ−2xˆLi xˆ
R
i = 2aˆ
+
α aˆβ bˆαbˆ
+
β − λ−2(rˆ2 − 2λrˆ + λ2) (74)
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The last result is to be used to rewrite the 2aˆ+α aˆβ bˆαbˆ
+
β term in the following
calculation:
(ζˆ)2 = (aˆ+α bˆα + aˆαbˆ
+
α )(aˆ
+
β bˆβ + aˆβ bˆ
+
β )
= aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β + aˆ
+
α aˆβ bˆαbˆ
+
β + (aˆ
+
β aˆα + δαβ)(bˆβ bˆ
+
α + δαβ)
= aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β + 2aˆ
+
α aˆβ bˆαbˆ
+
β + 2λ
−1rˆ
= aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β + λ
−2(xˆLi xˆ
R
i + rˆ
2 + λ2)
(ζˆ)2 = aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β + λ
−2(xˆLi xˆ
R
i + rˆ
2 + λ2) (75)
The above equation will be used to rewrite the terms aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β
in the following one:
ζˆ iζˆ i = σiαβσ
i
γδ ζˆαβ ζˆγδ = (2δαδδγβ − δαβδγδ)(aˆ+α bˆβ + aˆβ bˆ+α )(aˆ+γ bˆδ + aˆδ bˆ+γ )
= 2(aˆ+α aˆ
+
β bˆαbˆβ + aˆ
+
α aˆαbˆβ bˆ
+
β + aˆβaˆ
+
β bˆ
+
α bˆα + aˆαaˆβ bˆ
+
α bˆ
+
β )− (ζˆ0)2
= 2(aˆ+α aˆ
+
β bˆαbˆβ + aˆαaˆβ bˆ
+
α bˆ
+
β ) + 4λ
−2(rˆ2 + λ2)− (ζˆ)2
= (ζˆ)2 + 2λ−2(rˆ2 − xˆLi xˆRi + λ2)
ζˆ iζˆ i = (ζˆ)2 + 2λ−2(rˆ2 − xˆLi xˆRi + λ2) (76)
[rˆ, ζˆ] =
λ
2
[aˆ+α aˆα + bˆαbˆ
+
α + 2, aˆ
+
β bˆβ + aˆβ bˆ
+
β ]
= λ(aˆ+α bˆα − aˆαbˆ+α ) = λwˆ
{rˆ, ζˆ} = [rˆ, ζˆ] + 2ζˆ rˆ = λwˆ + 2ζˆ rˆ
[rˆ, ζˆ] = λwˆ {rˆ, ζˆ} = λwˆ + 2ζˆ rˆ (77)
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ζˆixˆi =
λ
2
σiαβσ
i
γδ(aˆ
+
α bˆβ + aˆβ bˆ
+
α )(aˆ
+
γ aˆδ + bˆδ bˆ
+
γ )
=
λ
2
(2δαδδγβ − δαβδγδ)(aˆ+α bˆβ + aˆβ bˆ+α )(aˆ+γ aˆδ + bˆδ bˆ+γ )
= λ(aˆ+α aˆαaˆ
+
β bˆβ − aˆ+α bˆα + bˆβ bˆ+β aˆ+α bˆα − aˆ+α bˆα + aˆβaˆ+β aˆαbˆ+α + bˆ+α bˆαaˆβ bˆ+β )
−1
2
ζˆ(rˆL + rˆR − 2λ)
= (rˆL + rˆR − 2λ)aˆ+α bˆα + (rˆL + rˆR + 2λ)aˆαbˆ+α − 2λaˆ+α bˆα − ζˆ rˆ + λζˆ
= rˆζˆ + [rˆ, ζˆ]− 3λwˆ = rˆζˆ − 2λwˆ
xˆiζˆi =
λ
2
σiαβσ
i
γδ(aˆ
+
α aˆβ + bˆβ bˆ
+
α )(aˆ
+
γ bˆδ + aˆδ bˆ
+
γ )
=
λ
2
(2δαδδγβ − δαβδγδ)(aˆ+α aˆβ + bˆβ bˆ+α )(aˆ+γ bˆδ + aˆδ bˆ+γ )
= λ(aˆβaˆ
+
β aˆ
+
α bˆα − aˆ+α bˆα + aˆ+α aˆαaˆβ bˆ+β + bˆ+α bˆαaˆ+β bˆβ − aˆ+α bˆα + bˆβ bˆ+β aˆαbˆ+α )
−1
2
(rˆL + rˆR − 2λ)ζˆ
= (rˆL + rˆR + 2λ)aˆ+α bˆα + (rˆ
L + rˆR − 2λ)aˆαbˆ+α − 2λaˆ+α bˆα − rˆζˆ + λζˆ
= rˆζˆ + λwˆ
[xˆi, ζˆi] = 3λwˆ {xˆi, ζˆi} = 2rˆζˆ − λwˆ (78)
Now we can use all the derived stuff to prove (70):
(Wˆ ′)2 = η2rˆ2 − η{rˆ, ζˆ}+ (ζˆ)2 = η2rˆ2 − η(λwˆ + 2ζˆ rˆ) + (ζˆ)2
(Wˆ ′i )
2 + (η2λ2 − 4)((Lˆi)2 + 1) =
=
η2
2
(rˆ2 + xˆLi xˆ
R
i − λ2)− η(2rˆζˆ − λw) + (ζˆ)2 +
2
λ2
(rˆ2 − xˆLi xˆRi + λ2)
+
η2
2
(rˆ2 − xLi xRi − λ2)−
2
λ2
(r2 − xLi xRi − λ2) + η2λ2 − 4
= η2rˆ2 − η(2rˆζˆ − λwˆ) + (ζˆ)2
= (Wˆ ′)2
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In the last line we have used [rˆ, ζˆ] = λwˆ and consequently
λwˆ + 2ζˆ rˆ = 2rˆζˆ − λwˆ (79)
The proof of (70) is finished, and (36) follows immediatedly.
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