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GENERALISED SPRINGER CORRESPONDENCE FOR Z/m-GRADED LIE
ALGEBRAS
Wille Liu
Abstract. — We establish a generalised Springer correspondence for Z/m-graded Lie algebras and degen-
erate double affine Hecke algebras, in the framework recently developed by Lusztig and Yun.
Introduction
The present article is aimed to establish a generalised Springer correspondence in the case where the
Lie algebra is Z/m-graded. We borrow the framework of equivariant perverse sheaves on Z/m-graded Lie
algebras and the spiral induction developed recently in a series of papers of Lusztig and Yun [13], [14]
and [12]. The main result is Theorem 6.2.6, which confirms the multiplicity-one conjecture proposed
in [12] and can be viewed as a generalised Springer correspondence in the sense of Lusztig [7][8], for
certain degenerate double affine Hecke algebras (dDAHAs) with possibly unequal parameters.
Let G be a simple, connected and simply connected reductive algebraic group over an algebraically
closed field k of characteristic 0 or large enough. The Lie algebra is denoted g = LieG. Let m be a
postive integer and let g∗ =
⊕
i∈Z/m gi be a Z/m-Lie algebra grading. Let G0 ⊆ G be the connected
subgroup whose Lie algebra is g0. Fix an η ∈ Z \ {0}. In [13] and [14], the authors have studied the
equivariant bounded derived category of ℓ-adic sheaves DbG0
(
gnilη
)
. In particular, there is a orthogonal
decomposition into blocks:
DbG0
(
gnilη
)
=
⊕
ξ
DbG0
(
gnilη
)
ξ
,
where ξ runs over G0 conjugacy classes of admissible systems (M,M0,m,m∗,O,L) and each block
DbG0
(
gnilη
)
ξ
is generated by direct summands of the spiral induction Ind
gη
pη L of the cuspidal local system
L.
In [12], the authors have attached for each admissible system ξ an affine root system and a dDAHA
Hξ. The main result of [12] is the construction of an action of Hξ on an infinite sum of the spiral
induction from various spirals
I =
⊕
p∗
⊕
k
pHk Ind
gη
pη L
which is an ind-object in the category of G0-equivariant perverse sheaves on g
nil
η . They have conjectured
that for each simple constituent S of I, the Hξ-module Hom(S, I) is irreducible. Theorem 6.2.6 confirms
this conjecture. The case whereM is a maximal torus and L is trivial has earlier been studied by Vasserot
in [16].
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Our strategy is very close to that of [16]. We use the technique of convolution algebras developed in
Chriss–Ginzburg [3], Lusztig [8],[10] and Evens–Mirković [4].
Firstly, we can attach to the datum (G,G0, g, g∗) a loop group LG and a loop algebra Lg. There is an
one-dimension torus G♭m acting on LG and Lg, compatible with the adjoint action of LG on Lg, such that
the fixed points are given by G0 and gη. The quadruple (M,M0,m,m∗) defines a Levi subgroup M of
the loop group LG. The subgroup M and the Z-graded Lie algebra m is stable under the G♭m-action and
the fixed points are given by M0 and mη. Similarly, any spiral p∗ define a G
♭
m-stable parahoric subgroup
P ⊆ LG.
One would then like to imitate the proof of Lusztig [8] in the case of graded affine Hecke algebras,
with G replaced by LG, parabolics replaced by parahorics and graded affine Hecke algebra’s replaced
by dDAHAs. One immediate obstacle is the infinite dimensionality of the geometric objects such as
LG, which prevents us from making free use of six operations for ℓ-adic sheaves and perverse sheaves on
related geometric objects, such as Lg, the affine Springer resolution Lg˙ = LG ×P p → g and the affine
Steinberg variety Lg¨ = Lg˙×Lg Lg˙.
As shown in [16], the way out is to consider directly the G♭m-fixed points of those varieties. A
suitable assumption on the G♭m-actions makes the fixed points some infinite disjoint union of algebraic
varieties of finite type. Moreover, the fixed point components can be described in terms of flag varieties,
Springer resolutions and Steinberg varieties of some Levi subgroups. The fixed point components can be
parametrised with combinatorial data, such as Coxeter complexes. The Hξ-action is then constructed by
reduction to its parabolic subalgebras. Each proper parabolic subalgebra of Hξ is a graded affine Hecke
algebra, which is treated by Lusztig in [8] [10]. It turns out that it suffices to define the action on proper
parabolic subalgebras of Hξ, since the defining relations of Hξ involve at most two simple reflexions in
the Weyl group. We will construct a specialised convolution algebra Ha, which governs the infinite sum
of perverse sheaves I, and a homomorphism Φ : Hξ → Ha. We will also show that the image of Φ is dense
in a suitable product topology of Ha. The conjecture of multiplicity-one then results from the density of
the image of Φ.
In §1, we recall the basic constructions of Lusztig–Yun [13] and [12].
In §2, we recall the relative affine Weyl group and Coxeter complexes introduced in [12].
In §3, we describe our principal geometric objects: varieties X ν,ν′ , T ν and Zν,ν′ , which play the role
of fixed point components of (LG/P )× (LG/P ), Lg˙ and Lg¨, respectively.
In §4, we define and study the specialised convolution algebra Ha, which is equipped with a product
topology. It can be viewed as the full convolution algebra specialised at an infinitesimal character a.
In §5, we define a degenerate double affine Hecke algebra (dDAHA) H and we construct a homomor-
phism Φ : H→ Ha. We prove that the image of Φ is dense in §5.6.
In §6, we compare our construction with that of Lusztig–Yun [12] and prove the multiplicity-one
conjecture of loc. cit. We classify irreducible H-modules with prescribed eigenvalues in Theorem 6.2.6.
We also relate irreducible modules with torus fixed points of affine Springer fibres in Theorem 6.3.1.
In §7, we gives a set of topological generators of Ha and parts of the algebraic relations satisfied by
these generators by constructing a faithful representation ofHa on a sum of polynomial algebras (suitably
completed).
Appendix A recollects some known results about relative Weyl groups. The results are proven in the
generality of Coxeter systems.
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Appendix B recollects basic facts about graded affine Hecke algebras.
The author is grateful to Prof. Eric Vasserot, under whose supervision this article is written. He
would also like to thank H. Oya, C.-C. Tsai and R. Walker for useful exchanges.
Conventions and notations
All algebraic varieties and schemes will be separated of finite type over an algebraically closed field k
of characteristic 0 or large enough (relative to a reductive group G).
For any scheme X , we denote Db (X) the bounded derived category of constructible Qℓ-sheaves on X .
We will fix a prime number ℓ invertible in k and we fix an isomorphism µℓ∞ ∼= Qℓ/Zℓ where µℓ∞ ⊆ k×
is the group of ℓ-power roots of unity. All the Tate twists will thus be suppressed.
For any algebraic groupG acting onX (on the left), we denote DbG (X) = D
b ([G\X ]) the G-equivariant
bounded derived category of Qℓ-sheaves on X , or equivalently bounded derived category of Qℓ-sheaves
on the quotient stack [G\X ], as defined in Laszlo–Olsson [5]. When the symbol b is absent from Db, it
means the unbounded derived category. We denote PervG(X) ⊆ DbG (X) the subcategory of complexes
whose image in Db(X) is perverse ; those are perverse sheaves on the stack [G\X ] up to a shift.
On these derived categories, the six operations ⊗,Hom, f∗, f∗, f!, f ! will be understood as derived
functors. We suppress the symbols R and L from Rf∗, ⊗L, etc. The bi-duality functor will be denoted
D, the perverse cohomology functors will be denoted pHk for k ∈ Z and for any local system L supported
on some locally closed subset, its intersection complex will be denoted IC(L) ∈ PervG(X).
For any algebraic group G, the set of one-parameter subgroups (or co-character) is denoted X∗(G) .
We will adopt the notion of co-characters up to isogeny. The set of co-characters up to isogeny will be
denoted X∗(G)Q . We will also consider weight spaces of elements of X∗(G)Q. If ρ : G → Aut(V ) is a
rational representation and if λ ∈ X∗(G)Q, then for each r ∈ Q the weight space of λ of weight r in V
is denoted λrV . Namely, let k ∈ Z \ {0} such that kλ ∈ X∗(G), then
λ
rV =
{
v ∈ V ; Ad(kλ)(t)(v) = tkrv, ∀t ∈ Gm
}
.
For any pair of adjoint functors (F,G), we denote by id → GF the adjunction unit and by FG → id
the adjunction co-unit.
1. Z/m-grading, spirals and splittings
We recall in this section the notion of spirals and splittings as defined in [13] as well as the torus
actions Grotm and G
dil
m defined in [12].
1.1. Z/m-grading on G. — Let G be a simple, connected and simply connected reductive algebraic
group. The Lie algebra is denoted g = LieG.
We fix throughout this article a positive integer m ∈ N∗. For any integer k ∈ Z, we will denote k = k
mod m ∈ Z/m. Let
g =
⊕
i∈Z/m
gi
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be a Z/m-grading on g such that
[
gi, gj
] ⊆ gi+j for all i, j ∈ Z/m. We assume for simplicity that this
grading is induced by some co-character x ∈ X∗
(
Gad
)
in the sense that
gi =
⊕
k∈Z
i=k
x
kg.
We say that x is a lifting of the grading on g or that x lifts the grading on g or that . Let
G0 = exp
(
g0
) ⊆ G, which is a reductive subgroup of the same rank as G. This assumption makes
the affine root system, defined in §2.1, untwisted. The proofs presented in this article can be adjusted to
the twisted case, see [12].
The adjoint actions of G on G and on g restricts to actions of G0 on gi for all i ∈ Z/m and on G0.
We will be considering those actions throughout the article.
1.2. Spirals, nilpotent radical and splittings. — Let λ ∈ X∗ (G)Q be a co-character and let
ǫ = ±1. We associate to it a Z-graded algebra ǫpλ∗ =
⊕
n∈Z
ǫpλn where
ǫpλn =
⊕
r∈Q
r≥ǫn
λ
rgn.
We also define a Z-graded Lie subalgebra of g
ǫlλ∗ =
⊕
n∈Z
ǫlλn,
ǫlλn =
λ
ǫngn.
Such a graded sub-space ǫpλ∗ is called an ǫ-spiral of g and such an
ǫlλ∗ is called a splitting of the spiral
ǫpλ∗ . We let
ǫlλ be the same Lie algebra as lλ∗ with grading forgotten.
We define the Z-graded Lie algebra ǫuλ∗ with
ǫuλ∗ =
⊕
n∈Z
ǫuλn,
ǫuλn =
⊕
r>ǫn
λ
rgn
to be the nilpotent radical of the spiral ǫpλ∗ .
Then ǫuλ∗ forms a homogeneous ideal of the graded Lie algebra
ǫpλ∗ and that for each n ∈ Z the
subspace ǫlλn ⊆ ǫpλn is mapped isomorphically onto the quotient ǫpλn/ ǫuλn via the obvious projection. The
Lie algebra lλ is the Lie algebra of a pseudo-Levi sub-group of G, [12, 2.2.5].
We will write pλ∗ , l
λ
∗ and u
λ
∗ instead of
ǫpλ∗ ,
ǫlλ∗ and
ǫuλ∗ in a context where the signature ǫ is clear.
1.3. Spiral induction. — With the datum (p∗, l∗, u∗) =
(
ǫpλ∗ ,
ǫlλ∗ ,
ǫuλ∗
)
of a spiral together with a
splitting, we can define the functor of induction. Let P0 = exp(p0) and L0 = exp(l0).
Fix an integer η ∈ Z \ {0} and ǫ ∈ {1,−1}. We consider the following diagram
gη
α←− G0 ×P0 pη β←− G0 × pη γ−→ lη,
where
α(g, x) = Ad(g)x; β(g, x) = (g, x); γ(g, x) = x mod uη.
Then, the morphism α is proper whereas γ is a smooth fibration and β is a P0-torsor.
Let A ∈ DbL0 (lη). The inverse image γ∗A is a G0 × P0-equivariant complex, which induces by descent
a G0-equivariant complex on G0 ×P0 pη, denoted A′. The induced complex is defined as follows
Ind
gη
pη (A) = α!A
′.
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This provides a functor
Ind
gη
pη : D
b
L0 (lη)→ DbG0
(
gη
)
,
which is called spiral induction.
1.4. Action of Grotm and G
dil
m . — We introduce two one-dimensional tori G
dil
m = Gm and G
rot
m . with
actions on various geometric objects.
On the Lie algebra g, the torus Gdilm acts linearly by weight 1. We also let G
dil
m acts trivially on the
group G. Subsequently, these two actions induce an action of Gdilm on p
λ
∗ , on l
λ
∗ , on G0 ×P0 pλη , etc. The
defining characters of Grotm and G
dil
m will be denoted δ ∈ X∗ (Grotm ) and u ∈ X∗
(
Gdilm
)
, respectively.
Upon fixing a co-character x ∈ X∗
(
Gad
)
which lifts the Z/m-grading on g, we define the action of
Grotm = Gm on the root space gη,α (resp. g0,α) by weight (η − 〈α, x〉) /m (resp. −〈α, x〉/m) for any root
α ∈ ∆. Note that the action on gη depends on η, not just η, and that this action does not extend to G. It
induces a Grotm -action on G0 = exp
(
g0
)
. These actions induce actions related objects. Similarly, for any
λ ∈ X∗ (T )Q and any integer n ∈ Z, the torus Grotm acts on pλn,α, lλn,α and uλn,α by weight (n− 〈α, x〉) /m.
We will use the symbol ⋄ to indicate a semi-direct product with Grotm , such as G0,⋄ = G0 ⋊Grotm .
We can enhance the spiral induction functor with the Grotm ×Gdilm -action
Ind
gη
pλη
: DbL0,⋄×Gdilm
(
lλη
)→ DbG0,⋄×Gdilm (gη) .
2. Associated affine Coxeter complex
This section is a recall of the definition of the affine chamber complex defined in [12], which turns out
to be isomorphic to the (geometric realisation of the) Coxeter complex for the affine Weyl group.
We keep the assumptions on the previous section. Namely, G is a simple connected simply connected
reductive group, its Lie algebra g is equipped with a Z/m-grading which admits liftings.
Besides, we fix a lifting x ∈ X∗
(
Gad
)
of the Z/m-grading on g and a maximal torus T ⊆ G centralised
by x so that x ∈ X∗ (T/Z(G)). We have in particular that T ⊆ G0. We will denote G0,⋄ = G0 ⋊Grotm
and T⋄ = T ×Grotm , cf. §1.4.
2.1. Affine root hyperplane arrangement. — We define a Q-vector space A⋄ = X∗ (T⋄)⊗Q. Let
δ ∈= X∗ (T⋄) be the character given by the obvious projection T⋄ → Grotm = Gm, viewed as a linear
functional on A⋄. We define A to be the affine hyperplane of A⋄ determined by δ = 1. The vector space
A⋄ may be identified with X∗(T )Q ×Q via the splitting T⋄ = T ×Grotm .
Since T and T ad = T/Z(G) are isogenous, we may regard (x/m, 1) ∈ A⋄ as a point of A. We will
denote x = (x/m, 1) ∈ A. The the affine root system is defined by
∆aff = ∆× Z ⊔ {0} × Z ⊆ X∗(T )× Z
and its real part is defined by ∆reaff = ∆ × Z. Each affine root α˜ = (α, n) ∈ ∆aff defines on
A⋄ = X∗ (T )Q ×Q a linear function
(λ, r) 7→ 〈α˜, (λ, r)〉 = 〈α, λ〉 + n/m.
For α˜ ∈ ∆aff , the zero of this linear function intersects A along an affine hyperplane of A, denoted by
Hα˜. Let H = {Hα˜ ; α˜ ∈ ∆reaff} be the collection of such affine hyperplanes. The affine hyperplanes yield
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a stratification of A into facets (i.e. subsets of A determined by a fintie number of equations α˜ = 0 or
α˜ > 0 with α˜ ∈ ∆reaff). Let F denote the collection of facets. The facets of maximal dimension are called
chambers. The set of chambers are denoted by C.
The affine Weyl group (with respect to T ) is defined by W = W (G, T )⋉X∗(T ), which acts on A by
reflexions and translations. This action preserves the collection H, inducing thus an action on F. The
restriction of the action to C ⊆ F is simply transitive.
Let E be the collection of affine subspaces of A which are non-empty intersection of a finite subset of
H. Elements of E are called relevant subspaces.
Let Wx = StabW (x) be the stabiliser of x ∈ A. The rational co-character x gives rise to an
identification Wx ∼= W
(
G0, T
)
by identifying x as origin. It also gives rise to actions of the torus
Grotm = Gm cf. §1.4.
The affine action of WT on A extends in a unique way to a linear action on A⋄.
2.2. Simple reflexions and subsets. — Given a chamber κ ∈ C, let Hκ ⊆ H be the set of affine root
hyperplanes H such that H ∩ ∂κ 6= ∅. The closure κ ⊆ A being a simplex, we have #Hκ = dimA + 1.
Let Sκ = {sH ∈W ;H ∈ Hκ} be the set of reflexions with respect to the hyperplanes in Hκ. Then, the
pair (W,Sκ) forms a Coxeter system.
Given any two chambers κ, κ′ ∈ C, there is a unique w ∈ W such that κ′ = wκ. Then, w yields
isomorphisms
A ∼= A Hκ ∼= Hκ′ Sκ ∼= Sκ′
λ 7→ wλ H 7→ wH sH 7→ wsHw−1 = swH .
In particular, we have an isomorphism of Coxeter systems (W,Sκ) ∼=
(
W,Sκ
′
)
given by conjugation by
w. Thus we can define (W , S) to be the canonical Weyl group: for any κ ∈ C, there is a canonical
isomorphism (W , S) ∼= (W,Sκ).
For any subset J ⊆ S , we will denote (WJ , J ) the Coxeter sub-system of (W , S) generated by J .
For any chamber κ ∈ C, we denote (WJκ , Jκ) ⊆ (W,Sκ) the Coxeter sub-system which is the image of
(WJ , J ) in (W,S
κ) under the canonical isomorphism (W , S) ∼= (W,Sκ).
Given any κ ∈ C, there is a natural identification of (F,≤) with the Coxeter complex of (W,Sκ). The
cell yWJκ in the Coxeter complex is identified with the facet y (∂Jκ) ⊆ A, where
∂Jκ =
{
y ∈ A ;
〈α˜, y〉 = 0, ∀sα˜ ∈ Jκ
〈α˜, y〉 > 0, ∀sα˜ ∈ Sκ \ Jκ
}
.
Here sα˜ means the reflexion with respect to the hyperplane H = {y ∈ A ; 〈α˜, y〉 = 0}.
Given two chambers κ, κ′ ∈ C. Let w ∈ W be such that wκ = κ′. Then for any J ( S we have
y (∂Jκ
′) = yw (∂Jκ). Therefore, to each facet y (∂Jκ) ∈ F, there is a proper subset J ( S attached,
independent of the chamber κ ∈ C. The subset J ⊆ S is called the type of the facet y (∂Jκ′) ∈ F. Let
FJ ⊆ F denote the set of facets of type J .
For any pair of proper subsets J ⊆ K ( S , there is a boundary map ∂K : FJ → FK which sends any
facet ν of type J to its sub-facet of type K . Then WJκ is equal to the stabiliser of ∂Jκ in W .
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2.3. Correspondence between spirals and facets. — Let PT be the set of spirals p∗ such that
p∗ = p
λ
∗ for some λ ∈ X∗ (T )Q, cf. §1.2. There is a bijection
F ∼= PT .
Given a facet ν ∈ F, we choose a point y ∈ ν and set λy = mǫ (x− y) = ǫ (x−my) ∈ X∗ (T )Q. It gives
rise to the spiral p
λy
∗ . which does not depend on the choice of y ∈ ν, see [12, 3.4.4].
We will denote pν∗ = p
λy
∗ as well as uν∗ = u
λy
∗ and lν∗ = l
λy
∗ for any y ∈ ν. We will also denote
P ν0 = exp (p
ν
0), L
ν = exp (lν), Lν0 = exp (l
ν
0) and U
ν
0 = exp (u
ν
0). Those are subgroups of G.
2.4. Graded pseudo-Levi attached to relevant affine subspaces. — Let MZ−grT be the set of
quadruplets (M,M0,m,m∗) withM a pseudo-Levi subgroup of G containing the maximal torus T and m∗
a Z-grading on m = LieM which makes m a graded Lie algebra such that T ⊆M0, whereM0 = exp (m0).
There is an injection
E →֒MZ−grT
defined as follows: Given any relevant subspace E ∈ E, choosing any facet ν ∈ F which spans E, if we
set (
ME,ME0 ,m
E,mE∗
)
= (Lν, Lν0 , l
ν , lν∗) ,
then the splitting
(
ME,ME0 ,m
E,mE∗
)
does not depends on the choice of ν, [12, 3.4.7].
2.5. Cuspidal local system and relative Weyl group. — Let (M,M0,m,m∗) ∈ MZ−grT . Assume
that there is an M -equivariant cuspidal local system L on a nilpotent orbit O ⊆ m such that Oη =
O ∩ mη 6= ∅. Suppose that the sextuple ξ = (M,M0,m,m∗,O,L) is an admissible system [13, 3.1]. We
fix such a system for the rest of the article.
According to [13, 3.1(d)], there exists ν ∈ F such that m∗ = lν∗ . Let EM ∈ E be the relevant affine
subspace spanned by ν and let WEM ⊂W be the subgroup which fixes EM pointwise.
The affine root hyperplanes in H induce, by intersection with EM , a collection of EM -affine root
hyperplanes
H(EM ) =
{
H ∩ EM ;H ∈ H, H ∩ EM is a hyperplane in EM} ⊆ E.
One defines similarly the collection of EM -facets F(EM ) ⊆ F, as well as EM -chambers C (EM) ⊆ F
and relevant EM -subspaces E
(
EM
) ⊆ E.
Let I ( S be the type of ν so that ν ∈ FI . Let κ ∈ C be a chamber such that ν = ∂Iκ.
Let J ( S be a proper subset containing I . We denote σ = ∂Jκ ∈ F
(
EM
)
, which is a sub-facet of ν.
Consider the datum of graded pseudo-Levi (Lσ, Lσ0 , l
σ, lσ∗ ). Put L
σ
⋄ = L
σ ⋊Grotm . Then L
σ
⋄ is a reductive
algebraic group containing T⋄ = T ×Grotm such that W (Lσ⋄ , T⋄) ∼= WJκ = StabW (σ). Moreover, since
(M,M0,m,m∗) = (L
ν, Lν0 , l
ν , lν∗), the semi-direct product
M⋄ =M ⋊G
rot
m ⊆ Lσ⋄
is a Levi subgroup of Lσ⋄ and there is a nilpotent M⋄-orbit O ⊆ m which supports a cuspidal local system
L and an isomorphism. Let wJκ0 ∈ WJκ be the longest element. A theorem of Lusztig [7, 9.2], [8, 2.5]
asserts that wJ
κ
0 stabilises the Levi subgroup M⋄, the nilpotent orbit O ⊆ m⋄ as well as the cuspidal
local system on L. In particular, wJκ0 ∈ NW (WEM ).
Under the canonical isomorphism (W,Sκ) ∼= (W , S), wJκ0 is sent to wJ0 . We see that wJ0 ∈ NW (WI ).
Therefore, the results of Appendix A is applicable to (W , S) and I . In particular, Theorem A.3.4 yields
the following results.
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Theorem 2.5.1. — (i) In the Coxeter system (W , S), the shortest coset representatives for the ele-
ments of the quotient NW (WI ) /WI form a subgroup W˜ of NW (WI ), which maps isomorphically
onto NW (WI ) /WI under the quotient map. Moreover, if we set
S˜ =
{∅ if #(S \ I ) = 1,{
w
I∪{s}
0 w
I
0 ∈ W˜ ; s ∈ S \ I
}
if #(S \ I ) > 1,
then
(
W˜ , S˜
)
forms a Coxeter system.
(ii) If ℓ˜ : W˜ → N denotes the length function on
(
W˜ , S˜
)
, then for any elements w, y ∈ W˜ , we have
ℓ(w) + ℓ(y) = ℓ(wy) if and only if ℓ˜(w) + ℓ˜(y) = ℓ˜(wy).
The canonical relative affine Weyl group defined to be the Coxeter system
(
W˜ , S˜
)
of the above
theorem.
Then Theorem A.5.1 in the present situation can be restated as
Theorem 2.5.2. — The EM -chambers in C
(
EM
) ⊆ F are of the same type I .
This theorem justifies the notation I without κ involved.
2.6. Conjugates of ξ. — We keep the admissible system ξ as in §2.5 and the type I .
By the identification W
(
G0, T
) ∼= Wx, we can choose for each w ∈ Wx a lifting w˙ ∈ NG0 (T ). The
adjoint action Adw˙ : g → g sends O ⊆ m to a nilpotent w˙Mw˙−1-orbit Adw˙O ⊆ Adw˙ m. Since these
subsets do not depend on the choice of the lifting, we denote them by wM , wm and wO. The induced
isomorphism of stacks Adw˙ : [M\m] ∼= [wM\ wm] does not depend on the lifting w˙ either.
The M -equivariant cuspidal local system L on O ⊆ m can be viewed as a sheaf on the quotient stack
[M\O]. For w ∈ Wx ∩NW (WEM ), the isomorphism Adw˙ : [M\m] ∼= [M\m] is the identity morphism of
[M\m]. The result of Lusztig [7, 9.2], [8, 2.5] show that there is a canonical isomorphism Ad∗w˙ L ∼= L
and it yields an action of Wx ∩NW (WEM ) on L, considered as a sheaf on [M\O].
Let Ξ be the subset Wx ·C(EM ) of F. By Theorem 2.5.2, all facets in Ξ are of type I , so that Ξ ⊆ FI .
Let ν ∈ Ξ. There exists w ∈ Wx such that Lν = wM . We define Oν = wO ⊆ lν and Lν = Ad∗w˙ L,
which is a Qℓ-local system on [L
ν\Oν ]. Clearly, for different choices of w, the resulting Lν are canonically
isomorphic. The Lν-equivariant local system Lν can be endowed with an Lν⋄×Gdilm -equivariant structure
in a unique way. We will sometimes suppress the index ν from the notation Lν if it is clear in the context.
Denote Wν = StabW (ν). The non-canonical relative Weyl group is defined to be W˜
ν =
NW (Wν) /Wν . We choose a κ ∈ C such that ∂Iκ = ν. The canonical isomorphism (W , S) ∼= (W,Sκ)
induces W˜ ∼= W˜ ν . It is easy to see that this isomorphism does not depend on the choice of κ. We denote
by S˜ν ⊆ W˜ ν the image of S˜ under this isomorphism.
For each ν ∈ FI , we define Eν to be the relevant affine subspace of A spanned by ν and we define Eν⋄
to be the linear span of Eν in A⋄. Then E
ν is the affine hyperplane of Eν⋄ determined by δ = 1. The
affine action of W˜ ν extends to a linear action on Eν⋄ .
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If Eν = Eν
′
for ν, ν′ ∈ Ξ, then Wν = Wν′ and hence there is an identification W˜ ν = W˜ ν′ . As before,
we can define a canonical E with a left action of W˜ such that for each ν ∈ Ξ, there is a canonical
isomorphism E ∼= Eν through which the actions of W˜ and W˜ ν are intertwined. The relative Weyl group
W˜ ν acts faithfully on Eν . The induced W˜ ν -action on the set of Eν chambers C (Eν) is simply transitive,
thanks to Theorem 2.5.2. Similarly, we define the canonical space E⋄ so that E is the hyperplane
determined by δ = 1.
2.7. Relative position. —
Proposition 2.7.1. — (i) There is a canonical left W -action on FI , which commutes with the left
W -action and induces a left W˜ -action on C(Eν) for each ν ∈ Ξ.
(ii) There is a canonical inclusion W˜ →֒ WI \W/WI .
(iii) There is a canonical bijection
W\ (FI × FI ) ∼=WI \W/WI
which induces for each ν ∈ Ξ a bijection
W˜ ν\ (C (Eν)× C (Eν)) ∼= W˜ .
Proof. — For each w ∈ W and each κ ∈ C, we denote by wκ ∈ W the image of w under the canonical
isomorphism (W , S) ∼= (W,Sκ) cf. §2.2. We define the left action of W on the set of A-chambers C by
W × C→ C
(w, κ) 7→ (wκ)−1κ.
This action descends in a unique way via the boundary map ∂I : C → FI , giving a right W -action on
FI . Obviously, for each ν ∈ FI , the subgroup NW (WI ) stabilises the subset C (Eν) ⊆ FI and induces a
right action of W˜ ∼= NW (WI ) /WI on C (Eν). This proves (i).
Choosing any κ ∈ C, we define
(1)
WI \W/WI →W\ (FI × FI )
WIwWI 7→W (∂Iκ,wκ∂Iκ) .
Clearly, it is a bijection and does not depend on the choice of κ. Now, we write ν = ∂Iκ. By definition,
if w ∈ W˜ , then w normalises WI , so wκ ∈ W˜κ normalises Wν . From the fact that
C (Eν) = {µ ∈ FI ; Wµ =Wν}
and that Wwκν =Wν , it follows that w
κν ∈ C (Eν). Therefore the bijection (1) restricts to an injection
W˜ → W˜ ν\ (C (Eν)× C (Eν))
It is also surjective since W˜ ∼= W˜ ν and that the W˜ ν-action on C (Eν) is transitive cf. §2.6.
This proves (ii) and (iii).
Definition 2.7.2. — For any two elements ν, ν′ ∈ FI , the image of (ν, ν′) ∈ FI × FI under
FI × FI →W\ (FI × FI ) ∼=WI \W/WI
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is called the relative position of ν and ν′. The relative position is called good if it is in the image of
the inclusion W˜ →֒ WI \W/WI , bad otherwise.
The following criterion is immediate.
Lemma 2.7.3. — Two elements ν, ν′ ∈ FI are in good relative position if and only if Eν = Eν′ as
subspaces of A.
3. Steinberg type varieties
We keep the assumptions of the previous sections. In particular, there is a sextuple (M,M0,m,m∗,O,L)
cf. §2.5 and a co-character x ∈ X∗
(
T ad
)
which lifts the Z/m-grading on g.
In addition, we fix henceforth a non-zero integer η ∈ Z \ {0} and we set ǫ = η/|η| ∈ {1,−1}.
3.1. Varieties of pairs of flags. — We denote Ξ = Wx\Ξ. We will write ν = Wxν in Ξ for each
ν ∈ Ξ. Since the left W -action of Proposition 2.7.1(i) on Ξ commutes with the left Wx-action, we get a
canonical left W -action on Ξ.
For ν, ν′ ∈ Ξ, we pose
X ν,ν′ = (G0/P ν0 )× (G0/P ν′0 ) .
Then, G0 acts on X ν,ν′ by diagonal left translation.
Proposition 3.1.1. — The G0-variety X ν,ν′ depends only on the classes ν, ν′ ∈ Ξ. More precisely,
there is a G0-variety X ν,ν′ , depending only on the Wx-orbits ν, ν′ ∈ Ξ, and a canonical G0-equivariant
isomorphism
X ν,ν′ ∼= X ν,ν′ .
Proof. — Indeed, if y, y′ ∈ Wx, choosing a lifting y˙, y˙′ ∈ NG0(T ) of y and y′, we have a G0-equivariant
isomorphism
X ν,ν′ ∼= X yν,y′ν′(
gP ν0 , g
′P ν
′
0
)
7→
(
gy˙−1P ν0 , g
′y˙′−1P ν
′
0
)
,
which is canonical in the sense that it allows us to define a canonical object X ν,ν′ .
3.2. Orbits and double cosets. — Let ν, ν′ ∈ Ξ. The orbits of the G0-action on X ν,ν′ are identified
with the orbits of diagonal left translation of Wx on (Wx/Wx,ν)× (Wx/Wx,ν′), where Wx,ν =Wx ∩Wν .
There is a canonical inclusion
(Wx/Wx,ν)× (Wx/Wx,ν′) →֒ Ξ× Ξ
(u, v) 7→ (uν, vν′),
which induces a map
G0\X ν,ν′ ∼=Wx\ ((Wx/Wx,ν)× (Wx/Wx,ν′))→W\ (FI × FI ) ∼=WI \W/WI
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which we denote by Πν,ν′ : G0\X ν,ν′ → WI \W/WI . The map Πν,ν′ depends only on the Wx-orbits
ν, ν ′ ∈ Ξ in the sense of proposition Proposition 3.1.1.
For w ∈ W we will denote [w] =WIwWI ∈ WI \W/WI the double coset containing w.
Lemma 3.2.1. — Let [w] ∈ WI \W/WI .
(i) The fibre Π−1ν,ν′ [w] is finite and the union of G0-orbits
⋃
O∈Π−1
ν,ν′
[w]O is locally closed.
(ii) If w ∈ W˜ , then #
(
Π−1ν,ν′ [w]
)
≤ 1. Moreover, #
(
Π−1ν,ν′ [w]
)
= 1 if and only if ν = wν′.
Proof. — The assertion (i) is standard and follows from the Bruhat decomposition.
Suppose now that w ∈ W˜ and ν, ν′ ∈ Ξ such that ν = wν ′. We may assume that ν = wν′ since
X ν,ν′ and Πν,ν′ depends only on the Wx-orbits ν and ν′. Denote wν ∈ W˜ ν the image of w under the
isomorphism
(
W˜ , S˜
) ∼= (W˜ ν , S˜ν) so that ν′ = wνν cf. §2.7. It suffices to show that the map
ϕ :Wx\ ((Wx/Wx,ν)× (Wx/Wx,ν′))→W\ (FI × FI )
Wx · (u, u′) 7→W · (uν, u′wνν)
is injective overW · (ν, wνν) ∈ W\ (Ξ× Ξ). Assume we have u, u′, v, v′ ∈Wx such that (uWx,ν, u′Wx,ν′)
and (vWx,ν , v
′Wx,ν′) are sent to W · (ν, wνν), in other words
W · (uν, u′wνν) =W · (ν, wνν) =W · (vν, v′wνν) .
We shall prove that Wx · (uν, u′wνν) =Wx · (vν, v′wνν).
Indeed, as
W · (ν, wνν) =W · (uν, u′wνν) =W · (ν, u−1u′wνν)
there exists q ∈ Wν =Wν such that qwνν = u−1u′wνν, or equivalently
(wν)
−1
q−1u−1u′wν ∈Wν .
Since wν normalises Wν , we obtain q
−1u−1u′ ∈ Wν and hence u−1u′ ∈ Wν ∩Wx. Similarly, we have
v−1v′ ∈Wν ∩Wx. Therefore v′−1vu−1u′ ∈Wν ∩Wx. Finally, we conclude that
Wx · (uν, u′ν′) =Wxv−1v′u′−1u
(
ν, u−1u′ν′
)
=Wx ·
(
v−1v′u′−1uν, v−1v′ν′
)
=Wx ·
(
ν, v−1v′ν′
)
=Wx · (vν, v′ν′) .
Recall that there is a canonical bijection P ν0 \G0/P ν
′
0
∼= G0\X ν,ν′ .
Proposition 3.2.2. — Let Ω ∈ P ν0 \G0/P ν
′
0 be a double coset and let OΩ ∈ G0\X ν,ν
′
be the correspond-
ing orbit. Then Πν,ν′ (OΩ) ∈ W˜ if and only if for any g ∈ Ω, the following natural inclusion(
pνN ∩ Adg pν
′
N
)
/
(
uνN ∩ Adg uν
′
N
)
→ Adg pν′N/Adg uν
′
N
is an isomorphism for each N ∈ Z.
Proof. — Let g ∈ Ω. According to [13, 5.1], there is a splitting l∗ of pν∗ and a splitting l′∗ of Adg pν
′
∗ such
that Lν0 = exp (l0) and L
ν′
0 = exp (l
′
0) contain a common maximal torus T
′ of G0.
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Let g′ ∈ G0 be such that g′T ′g′−1 = T . Then Adg′ pν∗ and Adg′g pν
′
∗ are in PT and there are
unique y, w ∈ W such that Adg′ pν∗ = pνy∗ and Adg′g pν
′
∗ = p
νyw
∗ . From the definition of Πν,ν′ , we see
that Πν,ν′ (OΩ) = [w]. By Lemma 2.7.3, [w] ∈ W˜ if and only if Eνy = Eνyw. Looking at the Levi
decomposition pνy∗ = l
νy
∗ ⊕ uνy∗ and pνyw∗ = lνyw∗ ⊕ uνyw∗ , we see that Eνy = Eνyw if and only if
(2) (p
νy
N ∩ pνywN ) / (uνyN ∩ uνywN )→ pνywN /uνywN
is an isomorphism for all N ∈ Z. Taking into account the definitions Adg′ pν∗ = pνy∗ and Adg′g pν
′
∗ = p
νyw
∗ ,
the condition that the map (2) being an isomorphism is equivalent to that the map
(3)
(
Adg′ p
ν
N ∩ Adg′g pν
′
N
)
/
(
Adg′ u
ν
N ∩ Adg′g uν
′
N
)
→ Adg′g pν′N/Adg′g uν
′
N
being an isomorphism for all N ∈ Z. We obtain the desired equivalent condition by applying Adg′−1 to
the map (3).
Remark 3.2.3. — In the terminologies of [13, 5.2], if a double coset Ω ∈ P ν0 \G0/P ν
′
0 satisfies the
condition of Proposition 3.2.2, it is called good. It is called bad if otherwise.
3.3. Stratification of X ν,ν′ . — We define for each w ∈ W and each ν, ν′ ∈ Ξ
X ν,ν′w =
⋃
O∈Π−1
ν,ν′
[w]
O ⊆ X ν,ν′
to be a locally closed subset of X ν,ν′ equipped with the reduced subscheme structure. Obviously,
X ν,ν′w = X ν,ν
′
w′ if [w] = [w
′], so the variety X ν,ν′w does not depend on the representative w for the class [w].
Proposition 3.3.1. — For each ν, ν′ ∈ Ξ and each w ∈ W˜ such that wν′ = ν, there is an isomorphism
of G0-schemes
G0/P
ν
0 ∩ Pw
−1ν
0 X ν,w
−1ν
w X ν,ν
′
w
g ·
(
P ν0 ∩ Pw
−1ν
0
) (
gP ν0 , gP
w−1ν
0
)
∼= ∼=
.
Proof. — By Lemma 3.2.1, X ν,ν′w is a G0-orbit. The proposition results from the fact that
StabG0 (eP
ν
0 , eP
νw
0 ) = P
ν
0 ∩ Pw
−1ν
0 .
3.4. Induction of cuspidal local system. — Recall that we have for each ν ∈ Ξ a Levi decomposition
of spiral pν∗ = l
ν
∗ ⊕ uν∗ , a nilpotent Lν-orbit Oν ⊆ lν and an Lν-equivariant cuspidal local system Lν on
Oν , cf. §2.6. It is automatically Lν⋄ ×Gdilm -equivariant (cf. §1.4) since the inclusion Lν ⊆ Lν⋄ × Gdilm
induces an isomorphism on the component group of the stabiliser subgroups of any point of Oν , cf. [8,
2.1(f)]. We denote Oνη = Oν ∩ lη. By restriction, the local system Lν |Oνη is Lν0,⋄ ×Gdilm -equivariant.
For each ν ∈ Ξ, we introduce a variety
T ν = G0 ×Pν0
(Oνη × uνη) .
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It is a smooth variety equipped with an action of G0,⋄ × Gdilm . By induction of groups, there is a
G0,⋄ ×Gdilm -equivariant local system
L˙ν = G0 ×P
ν
0
(
Lν |Oνη ⊠Qℓ
)
on T ν . Let αν : T ν → gη be the natural morphism given by the adjoint action of G0.
If ν, ν′ ∈ Ξ are such that ν = ν′, then there is a G0,⋄ × Gdilm -equivariant canonical isomorphism
T ν ∼= T ν′ which identifies αν with αν′ and L˙ν with L˙ν′ . Indeed, if ν′ = wν for (the unique) w ∈ Wx,
choosing a lifting w˙ ∈ NG0(T ), the isomorphism is defined by
G0 ×Pν0
(Oνη × uνη) ∼= G0 ×Pν′0 (Oν′η × uν′η )
(g, x) 7→ (gw˙−1, adw˙ x) ,
which is independent of the choice of the lifting w˙. We may therefore define T ν , αν and L˙ν to unifies
the corresponding objects for different representatives in the Wx-orbit ν ∈ Ξ. We will write L˙ for L˙ν
when the index ν is clear in the context.
We denote Iν = αν! IC
(
L˙
)
∈ DG0,⋄×Gdilm
(
gη
)
. For the same reason as in the last paragraph, Iν depends
only on the Wx-orbit ν.
Proposition 3.4.1. — For ν ∈ Ξ, we the following statements hold
(i) The complex Iν is supported on the nilpotent cone, i.e. Iν = αν! L˙ ∈ DG0,⋄×Gdilm
(
gnilη
)
(ii) We have Iν ∼=⊕k∈Z pHkIν [−k] and each factor pHkIν is a semi-simple perverse sheaves.
Proof. — The (i) follows from to the assumption that ǫ = η/|η| and [13, 7.1(a)]. The (ii) follows from
the Be˘ılinson–Bernstein–Deligne–Gabber decomposition theorem and that the cuspidality of L implies
the purity of L˙.
3.5. Steinberg type varieties. — For ν, ν′ ∈ Ξ, we pose
Zν,ν′ = T ν ×gη T ν
′
and we denote q1 : Zν,ν′ → T ν and q2 : Zν,ν′ → T ν′ the canonical projections.
For the same reason as in §3.4, we can define Zν,ν′ together with a canonical isomorphism Zν,ν′ ∼=
Zν,ν′ .
We have a G0,⋄ ×Gdilm -equivariant local system on Zν,ν
′
Kν,ν′ = Hom
(
q∗2L˙ν
′
, q!1L˙ν
) ∼= s! (L˙ν ⊠DL˙ν′) ,
where s = (q1, q2) : Zν,ν′ → T ν × T ν′ . We shall simply write K = Kν,ν′ .
There is a canonical G0,⋄ ×Gdilm -equivariant map which forgets the Lie algebra components
Zν,ν′ → X ν,ν′ ,
which depends only on the Wx-orbits ν and ν
′. For w ∈ W , we denote Zν,ν′w the pre-image of X ν,ν
′
w
under the above map.
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Proposition 3.5.1. — For ν, ν′ ∈ Ξ and w ∈ W˜ such that wν ′ = ν. There is an equivariant isomor-
phism of G0,⋄ ×Gdilm -schemes
G0 ×Pν0 ∩Pw
−1ν
0
(
Oνη ×
(
uνη ∩ uw
−1ν
η
))
Zν,w−1νw Zν,ν
′
w
(g, x) ((g, x) , (g, x))
∼= ∼=
.
4. Convolution algebra
We keep the assumptions of §3. In particular, there is an admissible system (M,M0,m,m∗,O,L) and
that the cuspidal local system L induces a sheaf L˙ on T ν for each ν ∈ Ξ.
4.1. Convolution. — Let ν, ν′ ∈ Ξ. We have two projections q1 : Zν,ν′ → T ν and q2 : Zν,ν′ → T ν′ cf.
§3.5. We define
Hν,ν′ = Ext∗G0,⋄×Gdilm
(
q∗2L˙, q!1L˙
)
.
It is isomorphic to H∗G0,⋄×Gdilm
(
Zν,ν′ ,K
)
in a natural way. For the same reason as in §3.4, we can also
define Hν,ν′ so that there is a canonical isomorphism Hν,ν′ ∼= Hν,ν′ .
By the formalism of [10] and [4], for ν, ν′, ν′′ ∈ Ξ, there is a convolution morphism
Hν,ν′ ⊗Hν′,ν′′ → Hν,ν′′ .
The H∗G0,⋄×Gdilm
-module H∗G0,⋄×Gdilm
(
Zν,ν′ ,K
)
is isomorphic by Verdier duality to Ext∗G0,⋄×Gdilm
(
Iν
′
, Iν
)
and the convolution product is identified with the Yoneda product.
We recall the construction of loc. cit. Let Ôν ⊆ lν be the closure of Oν in lν and let Ôνη be the closure
of Oν in lν . Since the orbit Oν is distinguished, Oνη is either empty or open dense in lνη cf. [11, 4.4a]. This
implies that Ôνη is either empty or equal to lνη . We set T̂ ν = G0 ×P
ν
0
(
Ôνη × uνη
)
and Ẑν,ν′ = T̂ ν ×gη T̂ ν .
We denote uν : T ν →֒ T̂ ν and uν,ν′ : Zν,ν′ →֒ Ẑν,ν′ the open embeddings. We remark that T̂ ν is smooth
and is proper over gη. We denote q1 : Zν,ν′ → T ν , q2 : Zν,ν′ → T ν′ , q̂1 : Ẑν,ν′ → T̂ ν and q̂2 : Ẑν,ν′ → T̂ ν′
the canonical projections.
By the cleaness of L, we have uν! L˙ = uν∗L˙. We denote ˙̂L = uν∗L˙ the direct image on T̂ ν . Define
K = Hom
(
q∗2L˙, q!1L˙
)
and K̂ = Hom
(
q̂∗2
˙̂L, q̂!1 ˙̂L
)
. We have
K̂ ∼= Hom
(
q̂∗2u
ν
! L˙, q̂!1 ˙̂L
) ∼= Hom(uν,ν′! q∗2L˙, q̂!1 ˙̂L)
∼= uν,ν′∗ Hom
(
q∗2L˙, uν,ν
′!q̂!1
˙̂L
) ∼= uν,ν′∗ Hom(q∗2L˙, q!1uν′∗ ˙̂L) ∼= uν,ν′∗ K.
Therefore
Hν,ν′ = H∗G0,⋄×Gdilm
(
Zν,ν′ ,K
) ∼= H∗G0,⋄×Gdilm (Ẑν,ν′ , K̂) .
We will use these two descriptions of Hν,ν′ interchangeably.
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Now we describe the convolution product. Given ν, ν′, ν′′ ∈ Ξ, we consider the following diagram
Ẑν,ν′ × Ẑν′,ν′′ Ẑν,ν′ ×T̂ ν′ Ẑν
′,ν′′ Ẑν,ν′′
(
T̂ ν × T̂ ν′
)
×
(
T̂ ν′ × T̂ ν′′
)
T̂ ν × T̂ ν′ × T̂ ν′′ T̂ ν × T̂ ν′′
t
µ
r s
γ u
There is a sequence of maps
H∗G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
)
⊗H∗G0,⋄×Gdilm
(
Ẑν′,ν′′ , K̂
)
→ H∗G0,⋄×Gdilm
(
Ẑν,ν′ × Ẑν′,ν′′ , t!
(
˙̂L⊠D ˙̂L⊠ ˙̂L⊠D ˙̂L
))
t∗t
!(id→γ∗γ
∗)−−−−−−−−−→ H∗G0,⋄×Gdilm
(
Ẑν,ν′ × Ẑν′,ν′′ , t!γ∗
(
˙̂L⊠
(
D
˙̂L ⊗ ˙̂L
)
⊠D
˙̂L
))
∼= H∗G0,⋄×Gdilm
(
Ẑν,ν′ ×T̂ ν′ Ẑν
′,ν′′ , r!
(
˙̂L⊠
(
D
˙̂L ⊗ ˙̂L
)
⊠D
˙̂L
))
→ H∗G0,⋄×Gdilm
(
Ẑν,ν′ ×T̂ ν′ Ẑν
′,ν′′ , r!
(
˙̂L⊠DQℓ ⊠D ˙̂L
)) ∼= H∗G0,⋄×Gdilm (Ẑν,ν′ ×T̂ ν′ Ẑν′,ν′′ , r!u! ( ˙̂L⊠D ˙̂L))
∼= H∗G0,⋄×Gdilm
(
Ẑν,ν′ ×T̂ ν′ Ẑν
′,ν′′ , µ!K̂
)
→ H∗G0,⋄×Gdilm
(
Ẑν,ν′′ , K̂
)
.
The convolution product is then defined to be the composite Hν,ν′ ⊗Hν′,ν′′ → Hν,ν′′ .
For any G0,⋄ × Gdilm -stable closed subschemes V ⊆ Ẑν,ν
′
, V ′ ∈ Ẑν′,ν′′ and V ′′ ∈ Ẑν,ν′′ , we define
similarly the convolution product so that the folloing diagram commutes
H∗G0,⋄×Gdilm
(
V, i!V K̂
)
⊗H∗G0,⋄×Gdilm
(
V ′, i!V ′K̂
)
H∗G0,⋄×Gdilm
(
V ′′, i!V ′′K̂
)
Hν,ν′ ⊗Hν′,ν′′ Hν,ν′′
,
where the vertical arrows are given by adjunction co-units iV !i
!
V → id, etc. Henceforth, we will simply
denote K̂ for i!V K̂, for any such closed immersion iV .
4.2. Polynomial action. — For each ν ∈ Ξ, let Aν⋄ = Z0 (Lν⋄) be the neutral component of the centre
of Lν⋄ . We have E
ν
⋄
∼= X∗ (Aν⋄)Q. The vector subspace X∗ (Aν⋄)Q ⊆ A⋄ is identified with the fixed points
of Wx ∩Wν . We define Sν = H∗Aν⋄×Gdilm , which is a polynomial algebra over Qℓ. If ν, ν
′ ∈ Ξ, then the
canonical isomorphism Eν ∼= Eν′ induces a canonical isomorphism Aν⋄ ∼= Aν
′
⋄ as well as S
ν ∼= Sν′ . We
define equally the canonical object S such that S ∼= Sν for all ν ∈ Ξ .
Let ν, ν′ ∈ Ξ and let V iV−→ Zν,ν′ be any G0,⋄ ×Gdilm -stable subscheme. We have
i!VK ∼= Hom
(
i∗V q
∗
2L˙, i!V q!1L˙
)
.
We construct an Sν-Sν
′
-bimodule structure on H∗G0,⋄×Gdilm
(
V, i!VK
)
as follows. We have isomorphisms
H∗G0,⋄×Gdilm
(T ν ,Qℓ) ∼= H∗Lν
0,⋄×G
dil
m
(Oνη ,Qℓ) ∼= H∗Stab
Lν
0,⋄
×Gdil
m
(o).
where o is any point in the Lν0-orbit Oνη . There is a morphism (up to isogeny)
Aν⋄ ×Gdilm → G0,⋄ ×Gdilm
(g, u) 7→
(
g · (x(u), u)−m/η, u
)
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whose image is a maximal reductive subgroup of StabLν
0,⋄×G
dil
m
(o), [8, 2.3]. This induces a canonical
isomorphism H∗Stab
Lν
0,⋄×G
dil
m
(o)
∼= Sν . Similarly, we have Sν′ ∼= H∗G0,⋄×Gdilm
(
T ν′ ,Qℓ
)
. Thus, the tensor
product
Sν ⊗ Sν′ ∼= H∗(G0,⋄×Gdilm )×(G0,⋄×Gdilm )
(
T ν × T ν′ ,Qℓ
)
acts on
H∗G0,⋄×Gdilm
(
T ν × T ν′ , i!VK
) ∼= H∗G0,⋄×Gdilm (V, i!VK)
via the diagonal embedding G0,⋄ ×Gdilm →
(
G0,⋄ ×Gdilm
)× (G0,⋄ ×Gdilm ) and the cup product.
It is not hard to see that for any ν, ν′, ν′′ ∈ Ξ and any G0,⋄ ×Gdilm -stable closed subschemes
V
iV−→ Ẑν,ν′ , V ′ iV ′−−→ Ẑν′,ν′′ , V ′′ i
′′
V−→ Ẑν,ν′′
the convolution product
H∗G0,⋄×Gdilm
(
V, i!V K̂
)
⊗H∗G0,⋄×Gdilm
(
V ′, i!V ′K̂
)
→ H∗G0,⋄×Gdilm
(
V ′′, i!V ′′K̂
)
,
whenever defined, is an Sν
′
-bilinear morphism of Sν-Sν
′′
-bimodules.
4.3. Cohomology of components Zν,ν′w . — We define for ν, ν′ ∈ Ξ and [w] ∈ WI \W/WI
Hν,ν′w = H∗G0,⋄×Gdilm
(
Ẑν,ν′w , î!wK̂
) ∼= H∗G0,⋄×Gdilm (Zν,ν′w , i!wK) .
where iw : Zν,ν′w → Zν,ν
′
and îw : Ẑν,ν′w → Ẑν,ν
′
are the inclusion. By the construction of §4.2, Hν,ν′
comes equipped with an Sν–Sν
′
-bimodule structure.
Proposition 4.3.1. — Let ν, ν′ ∈ Ξ and [w] ∈ WI \W/WI .
(i) If wν ′ 6= ν, then Hν,ν′w = 0.
(ii) If the relative position [w] is bad, i.e. [w] /∈ W˜ , then Hν,ν′w = 0.
(iii) If [w] is good, i.e. [w] ∈ W˜ , and if wν′ = ν, then Hν,ν′w is a free of rank 1 as left graded Sν-module
and as right graded Sν
′
-module, vanishing in odd degrees.
Proof. — If wν ′ 6= ν, then X ν,ν′w = ∅ and Zν,ν
′
w = ∅ so Hν,ν
′
w = 0.
We turn to (ii). Suppose that [w] /∈ W˜ . Recall that there is a left G0-action on X ν,ν′w with a finite
number of orbits. Let
X ν,ν′w =
⊔
Ω
XΩ
be a decomposition into G0 orbits, where Ω is taken over a finite subset of P
ν
0 \G0/P ν
′
0 . We define
ZΩ ⊆ Zν,ν′ to be the pre-image of XΩ under the projection Zν,ν′ → X ν,ν′ . Notice that all double cosets
Ω that appear in the decomposition are bad in the sense of [13, 5.2] since [w] is not in W˜ .
Let
p˙νη =
(Oνη × uνη)×gη T ν′
so that Zν,ν′ ∼= G0 ×Pν
′′
0 p˙ν
′
η . Moreover, for each Ω if we denote
p˙νη,Ω =
(Oνη × uνη)×gη (Ω×Pν′0 (Oν′η × uν′η )) ⊆ p˙νη
GENERALISED SPRINGER CORRESPONDENCE FOR Z/m-GRADED LIE ALGEBRAS 17
then there is a diagram of cartesian squares
p˙νη,Ω ZΩ T ν
′
pνη T ν gη
r′
q′
1
q2
q1
r
Let i : ZΩ →֒ Zν,ν′ be the inclusion. Now
H∗G0,⋄×Gdilm
(ZΩ, i!K) ∼= Ext∗G0,⋄×Gdilm (q∗2L˙ν′ , q!1L˙ν) ∼= Ext∗G0,⋄×Gdilm (q1!q∗2L˙ν′ , L˙ν)
∼= Ext∗P0,⋄×Gdilm
(
r∗q1!q
∗
2L˙ν
′
, r∗L˙ν
) ∼= Ext∗P0,⋄×Gdilm (q′1!r′∗q∗2L˙ν′ , r∗L˙ν) .
Taking into account the cuspidality of Lν′ and the fact that Ω is bad, cf. Proposition 3.2.2 and Remark 3.2.3,
it is shown in [13, 5.3] that q′1!r
′∗q∗2L˙ν
′
= 0. Thus H∗G0,⋄×Gdilm
(ZΩ, i!K) = 0 for each Ω. By an argument
of long exact sequence of cohomoloy, we conclude that
Hν,ν′w = H∗G0,⋄×Gdilm
(
Zν,ν′w ,K
)
= 0.
This proves (ii).
We turn to (iii). Suppose that wν′ = ν with w ∈ W˜ . Using the description Proposition 3.5.1, by the
induction property of equivariant cohomology, we see that
Hν,ν′w = H∗G0,⋄×Gdilm
(
G0 ×P
ν
0
∩Pν
′
0
(
Oνη × uνη ∩ uν
′
η
)
,K
) ∼= H∗
Pν
0,⋄∩P
ν′
0,⋄×G
dil
m
(
Oνη × uνη ∩ uν
′
η ,K |Oνη×uνη∩uν′η
)
∼= H∗Lν
0,⋄×G
dil
m
(
Oνη ,K |Oνη
)
.
From the definition of K, we see that
K |Oνη= Hom (Lν ,Lν)
[
2 dimG0/P
ν
0 ∩ P ν
′
0 − 2 dim uνη ∩ uν
′
η
]
According to a result of Lusztig [11, 4.4(a)], the subscheme Oνη ⊆ lνη is the unique open Lν0-orbit whenever
it is non-empty, whence
H∗Lν
0,⋄×G
dil
m
(Oνη ,K) = H∗Lν
0,⋄×G
dil
m
(Oνη ,Hom (L,L)) ∼= H∗Stab
Lν
0,⋄×G
dil
m
(o) ({o} ,L∗o ⊗ Lo) ∼= Sν .
The last isomorphism is due to the fact that Lo is a irreducible representation of π0
(
StabLν
0,⋄×G
dil
m
(o)
)
.
Similarly, Hν,ν′w ∼= Sν
′
. See also [8, 4.2].
By construction, the Sν-action is the same as the cup product on H∗Lν
0,⋄×G
dil
m
(Oνη ,K). Therefore Hν,ν′w
is free left graded Sν -module of rank 1. Applying Proposition 3.5.1 to ν = wν′ and reasoning similarly
with the transposed Zν′,νw ∼= Zν,ν
′
w−1 , we see that Hν,ν
′
w is free right graded S
ν′ -module of rank 1. It clearly
vanishes in odd degrees. This complete the proof.
4.4. Filtration by length. — Recall that for each ν, ν′ ∈ Ξ, the cohomologyHν,ν′w = H∗G0,⋄×Gdilm
(
Zν,ν′w , K̂
)
is equipped with an Sν-Sν
′
-bimodule structure cf. §4.2.
Let Y ⊆ W be the set of representatives of minimal length of the double quotient [w] ∈ WI \W/WI .
Note that W˜ ⊆ Y . We introduce a partial order ≤ℓ on WI \W/WI in the following way: for y, y′ ∈ Y ,
the relation [y] ≤ℓ [y′] holds if and only if ℓ(y) < ℓ(y′) or y = y′. Similarly, the relation [y] ≤ℓ [y′] means
ℓ(y) < ℓ(y′).
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For each ν, ν′ ∈ Ξ, we filter the schemes X ν,ν′ ,Zν,ν′ and the convolution algebras accordingly. Note
that by Bruhat decomposition, for each pair of elements w, y ∈ W˜ , if the variety X ν,ν′w lies in the closure
of X ν,ν′y , then w ≤ℓ y. For [w] ∈ WI \W/WI . We set
X ν,ν′≤w =
⋃
[y]∈WI\W/WI
[y]≤ℓ[w]
X ν,ν′y , Zν,ν
′
≤w =
⋃
[y]∈WI \W/WI
[y]≤ℓ[w]
Zν,ν′y , Ẑν,ν
′
≤w =
⋃
[y]∈WI\W/WI
[y]≤ℓ[w]
Ẑν,ν′y ,
X ν,ν′<w =
⋃
[y]∈WI \W/WI
[y]<ℓ[w]
X ν,ν′y , Zν,ν
′
<w =
⋃
[y]∈WI \W/WI
[y]<ℓ[w]
Zν,ν′y , Ẑν,ν
′
<w =
⋃
[y]∈WI\W/WI
[y]<ℓ[w]
Ẑν,ν′y .
Those are reduced closed subschemes of X ν,ν′ , Zν,ν′ or Ẑν,ν′ .
For each w ∈ W , corresponding to the triplet Zν,ν′<w ⊆ Zν,ν
′
≤w ⊇ Zν,ν
′
w , there is an exact sequence of
graded Sν -Sν
′
-bimodules
H∗G0,⋄×Gdilm
(
Zν,ν′<w ,K
)
→ H∗G0,⋄×Gdilm
(
Zν,ν′≤w ,K
)
→ H∗G0,⋄×Gdilm
(
Zν,ν′w ,K
)
∂−→ H∗+1
G0,⋄×Gdilm
(
Zν,ν′<w ,K
)
.
By Proposition 4.3.1, the cohomology group H∗G0,⋄×Gdilm
(
Zν,ν′w ,K
)
vanishes in odd degrees. Therefore,
by recursion on w, we have ∂ = 0 in the above sequence. This gives the following short exact sequence
0→ H∗G0,⋄×Gdilm
(
Zν,ν′<w ,K
)
→ H∗G0,⋄×Gdilm
(
Zν,ν′≤w ,K
)
→ H∗G0,⋄×Gdilm
(
Zν,ν′w ,K
)
→ 0.
We define then
Hν,ν′≤w = H∗G0,⋄×Gdilm
(
Zν,ν′≤w ,K
)
, Hν,ν′<w = H∗G0,⋄×Gdilm
(
Zν,ν′<w ,K
)
.
By recursion on [w], we see that the natural morphism Hν,ν′≤w → Hν,ν
′
is injective. Hence Hν,ν′≤w is an
Sν-Sν
′
sub-bimodule of Hν,ν′ . The sub-quotient Hν,ν′≤w /Hν,ν
′
<w is isomorphic to the bimodule Hν,ν
′
w .
4.5. Convolution product on graded pieces. — For y ∈ W˜ , recall that there are two lengths
attached to y: ℓ(y) and ℓ˜(y). The former is the length of the element y in the full affine Coxeter system
(W , S), whereas the latter is the length of y in the relative Coxeter system
(
W˜ , S˜
)
. The Theorem 2.5.1
implies that ℓ(yw) = ℓ(y) + ℓ(w) if and only if ℓ˜(yw) = ℓ˜(y) + ℓ˜(w) for any y, w ∈ W˜ .
Let w,w′ ∈ W˜ . We suppose that ℓ˜(ww′) = ℓ˜(w) + ℓ˜(w′), so that ℓ(ww′) = ℓ(w) + ℓ(w′). For any
element y ∈ Y , let
Cy =
⊔
y′≤ℓy
WI y′WI ⊆ W
We then have Cw · Cw′ ⊆ Cww′ .
Let ν ∈ Ξ and denote ν′ = w−1ν, ν′′ = w′−1ν′. The image of the convolution
Ẑν,ν′≤w ×T ν′ Ẑν
′,ν′′
≤w′ → Ẑν,ν
′′
lies in the closed subscheme Ẑν,ν′′≤ww′ because
Ẑν,ν′≤w ×T ν′ Ẑν
′,ν′′
≤w′ =
⋃
y∈Cw
⋃
y′∈Cw′
Ẑν,ν′y ×T ν′ Ẑν
′,ν′′
y′ →
⋃
y∈Cw·Cw′
Ẑν,ν′′y ⊆
⋃
y∈Cww′
Ẑν,ν′′y = Ẑν,ν
′′
≤ww′ .
It follows that the restriction of the convolution product of cohomology cf. §4.1
Hν,ν′≤w ⊗Hν
′,ν′′
≤w′ → Hν,ν
′′
GENERALISED SPRINGER CORRESPONDENCE FOR Z/m-GRADED LIE ALGEBRAS 19
factorises through the sub-bimodule Hν,ν′′≤ww′ ⊆ Hν,ν
′′
. Similarly, the convolution
Hν,ν′<w ⊗Hν
′,ν′′ → Hν,ν′
factorsies through the sub-bimodule Hν,ν′′<ww′ . This induces a multiplication map on the respective graded
pieces
Hν,ν′w ⊗Hν
′,ν′′
w′ → Hν,ν
′′
ww′ .
We shall express this map in a more calculable way.
Lemma 4.5.1. — Given ν ∈ Ξ, w,w′ ∈ W˜ such that ℓ˜(ww′) = ℓ˜(w) + ℓ˜(w′), let ν′ = w−1ν and
ν′′ = w′−1ν′.
(i) The canonical projection
µ0 : X ν,ν
′
w ×G0/Pν′0 X
ν′,ν′′
w′ → X ν,ν
′′
ww′((
gP ν0 , g
′P ν
′
0
)
,
(
g′P ν
′
0 , g
′P ν
′′
0
))
7→
(
gP ν0 , g
′P ν
′′
0
)
is an isomorphism.
(ii) The canonical projection µ : Zν,ν′w ×T ν′ Zν
′,ν′′
w′ → Zν,ν
′′
ww′ is an isomorphism.
Proof. — Using the description of Proposition 3.3.1, we have a commutative square
G0/P
ν
0 ∩ P ν
′
0 ×G/Pw−1ν
0
G0/P
ν′
0 ∩ P ν
′′
0 G0/P
ν
0 ∩ P ν
′′
0
X ν,ν′w ×G/Pνw0 X
ν′,ν′′
w′ X ν,ν
′′
ww′
β
∼=ϕ
∼=ψ
µ0
We prove that the following morphism
γ : G0/P
ν
0 ∩ P ν
′′
0 → G0/P ν0 ∩ P ν
′
0 ×G0/Pν′0 G0/P
ν′
0 ∩ P ν
′′
0
g
(
P ν0 ∩ P ν
′′
0
)
7→
(
g
(
P ν0 ∩ P ν
′
0
)
, g
(
P ν
′
0 ∩ P ν
′′
0
))
is an isomorphism and is inverse to the morphism β. We first show that βγ = id. Indeed, for any
g
(
P ν0 ∩ P ν
′′
0
)
∈ G0/P ν0 ∩ P ν
′′
0 , we have
µ0ϕγ
(
g
(
P ν0 ∩ P ν
′′
0
))
= µ0ϕ
(
g
(
P ν0 ∩ P ν
′
0
)
, g
(
P ν
′
0 ∩ P ν
′′
0
))
= µ0
((
gP ν0 , gP
ν′
0
)
,
(
gP ν
′
0 , gP
ν′′
0
))
=
(
gP ν0 , gP
ν′′
0
)
= ψ
(
g
(
P ν0 ∩ P ν
′′
0
))
,
which implies that µ0ϕγ = ψ, thus βγ = ψ
−1µ0ϕγ = id. Since both sides of γ are smooth varieties, it
remains to show that γ is surjective on closed points.
By Bruhat decomposition and the assumption that ℓ(ww′) = ℓ(w)+ℓ(w′), we have
(
P ν0 ∩ P ν
′
0
)(
P ν
′
0 ∩ P ν
′′
0
)
=
P ν
′
0 . For any pair(
g
(
P ν0 ∩ P ν
′
0
)
, g′
(
P ν
′
0 ∩ P ν
′′
0
))
∈ G0/P ν0 ∩ P ν
′′ ×G0/Pν′ G0/P ν0 ∩ P ν
′′
,
we have g−1g′ ∈ P ν′0 . Choose any x ∈ P ν0 ∩ P ν
′
0 and y ∈ P ν
′
0 ∩ P ν
′′
0 such that g
−1g′ = xy. Then
γ
(
gx−1P ν0 ∩ P ν
′′
0
)
=
(
gP ν0 ∩ P ν
′
0 , g
′P ν0 ∩ P ν
′
0
)
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so γ is surjective, thus isomorphism. This proves (i).
We now prove that µ is an isomorphism. Now consider the following G0-equivariant commutative
diagram
Zν,ν′w ×T ν′ Zν
′,ν′′
w′ Zν,ν
′′
ww′
X ν,ν′w ×G/Pν′
0
X ν′,ν′′w′ X ν,ν
′′
ww′ ,
µ
π1 π2
µ0
where the vertical morphisms π1 and π2 come from the canonical projections Zν,ν′ → X ν,ν′ , etc. cf.
§3.5. Since µ0 has been proven to be an isomorphism of G0-homogeneous spaces, it suffices to show that
µ is an isomorphism when restricted to some fibre of π1. If we take the distinguished point
o =
((
P ν0 , P
ν′
0
)
,
(
P ν
′
0 , P
ν′′
0
))
∈ X ν,ν′w ×G/Pν′
0
X ν′,ν′′w′ ,
then π−11 (o) = Oνµ ×
(
uνη ∩ uνη ∩ uν
′′
η
)
, π−12 (µ(o)) = Oνµ ×
(
uνη ∩ uν
′′
η
)
, and µ˜ |π−1
1
(o) is the obvious
inclusion Oνη ×
(
uνη ∩ uν
′
η ∩ uν
′′
η
)
→֒ Oνη ×
(
uνη ∩ uν
′′
η
)
. Again, the assumption that ℓ(ww′) = ℓ(w) + ℓ(w′)
and the Bruhat decomposition together imply that µ |π−1
1
(o) is an isomorphism. This proves (ii).
Lemma 4.5.2. — Under the assumptions of Lemma 4.5.1, the multiplication
Hν,ν′w ⊗Hν
′,ν′′
w′ → Hν,ν
′′
ww′
agrees with the Gysin map (defined in the proof) of the closed embedding
Zν,ν′′ww′ ∼= Zν,ν
′
w ×T ν′ Zν
′,ν′′
w′ →֒ Zν,ν
′
w ×Zν
′,ν′′
w′ .
Proof. — Consider the following diagram
Zν,ν′w ×Zν
′,ν′′
w′ Zν,ν
′
w ×T ν′ Zν
′,ν′′
w′ Zν,ν
′′
ww′
Ẑν,ν′≤w × Ẑν
′,ν′′
≤w′ Ẑν,ν
′
≤w ×T ν′ Ẑν
′,ν′′
≤w′ Ẑν,ν
′′
≤ww′
(
T̂ ν × T̂ ν′
)
×
(
T̂ ν′ × T̂ ν′′
)
T̂ ν × T̂ ν′ × T̂ ν′′
k
γ
µ
k′ k′′
h
µ
h′
γ
.
Observe that all squares in the diagram are cartesian, k, k′, k′′ are open immersions and h, h′, γ, γ are
closed immersions. Consider the square
Zν,ν′w ×Zν
′,ν′′
w′ Zν,ν
′
w ×T ν′ Zν
′,ν′′
w′
(
T̂ ν × T̂ ν′
)
×
(
T̂ ν′ × T̂ ν′′
)
T̂ ν × T̂ ν′ × T̂ ν′′
hk
γ
h′k′
γ
.
GENERALISED SPRINGER CORRESPONDENCE FOR Z/m-GRADED LIE ALGEBRAS 21
Since γ and hk are regular immersions and since they intersect transversally, the adjunction units
id→ γ∗γ∗ and id→ γ∗γ∗ induce a commutative triangle
(4)
γ∗γ
∗ (hk)
!
DQℓ
(hk)
!
DQℓ (hk)
!
γ∗γ
∗DQℓ
∼=
(hk)!(id→γ∗γ
∗)
id→γ∗γ
∗
.
Denote G = ˙̂L⊠D ˙̂L⊠ ˙̂L⊠D ˙̂L. There are canonical isomorphisms
Hom
(
(hk)
∗
DG, (hk)!DQℓ
) ∼= (hk)! G,
Hom
(
(hk)
∗
DG, γ∗γ∗ (hk)!DQℓ
) ∼= γ∗γ∗ (hk)! G.
Applying the functor Hom ((hk)∗DG,−) to (4) and using 4.5, we then obtain a commutative diagram
(5)
γ∗γ
∗ (hk)
! G
(hk)
! G (hk)! γ∗γ∗G
∼=
(hk)!(id→γ∗γ
∗)
id→γ∗γ
∗ .
As h!G ∼= K̂ ⊠ K̂, applying the equivariant cohomology to (5), we obtain
H∗G0,⋄×Gdilm
(
Zν,ν′w ×Zν
′,ν′′
w′ , k
∗
(
K̂ ⊠ K̂
))
H∗G0,⋄×Gdilm
(
Zν,ν′w ×T ν′ Zν
′,ν′′
w′ , γ
∗k∗
(
K̂ ⊠ K̂
))
H∗G0,⋄×Gdilm
(
Ẑν,ν′≤w × Ẑν
′,ν′′
≤w′ , K̂⊠ K̂
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′≤w ×T̂ ν′ Ẑν
′,ν′′
≤w′ , h
′!γ∗G
)
id→γ∗γ
∗
id→k∗k
∗
id→γ∗γ
∗
id→k′∗k
′∗
.
Next, the composition maps (cf. §4.1) γ∗k∗
(
K̂ ⊠ K̂
)
→ µ!K and h′!γ∗G → µ!K̂ defined by
γ∗k∗
(
K̂⊠ K̂
) ∼= (h′k′)! ( ˙̂L⊠D ˙̂L ⊗ ˙̂L⊠D ˙̂L)→ (h′k′)! ( ˙̂L⊠DQℓ ⊠D ˙̂L) ∼= µ!K,
h′!γ∗G ∼= h′!
(
˙̂L⊠D ˙̂L ⊗ ˙̂L⊠D ˙̂L
)
→ h′!
(
˙̂L⊠DQℓ ⊠D ˙̂L
) ∼= µ!K̂,
clearly commute with restriction to open subschemes. Therefore the following square commutes
H∗G0,⋄×Gdilm
(
Zν,ν′w ×T ν′ Zν
′,ν′′
w′ , γ
∗k∗
(
K̂ ⊠ K̂
))
H∗G0,⋄×Gdilm
(
Zν,ν′w ×T ν′ Zν
′,ν′′
w′ , µ
!K
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′≤w ×T̂ ν′ Ẑν
′,ν′′
≤w′ , h
′!γ∗G
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′≤w ×T̂ ν′ Ẑν
′,ν′′
≤w′ , µ
!K̂
)id→k′∗k′∗ id→k′′∗ k′′∗ .
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Finally, by base change, we have a commutative square
H∗G0,⋄×Gdilm
(
Zν,ν′w ×T ν′ Zν
′,ν′′
w′ , µ
!K
)
H∗G0,⋄×Gdilm
(
Zν,ν′′ww′ ,K
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′≤w ×T̂ ν′ Ẑν
′,ν′′
≤w′ , µ
!K̂
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′′≤ww′ , K̂
)
µ
!
µ!→id
µ!µ
!→id
id→k′′∗ k
′′∗ res
,
in which vertical arrows are restriction to open subschemes. These three commutative squares show that
the map Hν,ν′w ⊗ Hν
′,ν′′
w′ → Hν,ν
′′
ww′ given by the Gysin map id → γ∗γ∗ followed by the composition map
and the adjunction co-unit µ!µ
! → id agrees with the one induced from Hν,ν′≤w ⊗Hν
′,ν′′
≤w′ → Hν,ν
′′
≤ww′ .
Proposition 4.5.3. — Under the assumptions of Lemma 4.5.2, the multiplication
Hν,ν′w ⊗Hν
′,ν′′
w′ → Hν,ν
′′
ww′
is surjective.
Proof. — From Lemma 4.5.2, we know that the multiplication Hν,ν′w ⊗ Hν
′,ν′′
w′ → Hν,ν
′′
ww′ is given by the
Gysin map of the closed embedding Zν,ν′′ww′ →֒ Zν,ν
′
w × Zν
′,ν′′
w′ . Recall that since ν, ν
′ and ν′′ are in good
relative position §2.7, we have lν∗ = l
ν′
∗ = l
ν′′
∗ , Oν = Oν
′
= Oν′′ and Lν = Lν′ = Lν′′ , cf. §2.6. In order to
calculate the cohomology, we apply the description Proposition 3.5.1 to extend the embedding into the
following diagram
Zν,ν′w ×Zν
′,ν′′
w′ Zν,ν
′′
ww′
Oνη ×
(
uν
′
η ∩ uν
′
η
)
×Oνη ×
(
uν
′
η ∩ uν
′′
η
)
Oνη ×
(
uνη ∩ uν
′′
η
)
Oνη ×Oνη Oνη
γ
projection projection
∆
which is equivariant with respect to the following diagram of groups(
G0,⋄ ×Gdilm
)× (G0,⋄ ×Gdilm ) G0,⋄ ×Gdilm
(
P ν0,⋄ ∩ P ν
′
0,⋄ ×Gdilm
)
×
(
P ν
′
0,⋄ ∩ P ν
′′
0,⋄ ×Gdilm
)
P ν0,⋄ ∩ P ν
′′
0,⋄ ×Gdilm
(
Lν0,⋄ ×Gdilm
)× (Lν0,⋄ ×Gdilm ) Lν0,⋄ ×Gdilm
∆
projection
∆
projection
∆
We consider the equivariant of the each pair of space and group in the above two diagrams. The
arrows between the first and the second lines induce isomorphisms on equivariant cohomology groups by
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induction. For example, in the first column we have
H∗G0,⋄×Gdilm
(
Zν,ν′w ,K
)
⊗H∗G0,⋄×Gdilm
(
Zν′,ν′′w′ ,K
)
H∗
Pν
0,⋄∩P
ν′
0,⋄×G
dil
m
(
Oνη ×
(
uνη ∩ uν
′
η
)
,K |Oνη×(uνη∩uν′η )
)
⊗H∗
Pν
′
0,⋄∩P
ν′′
0,⋄×G
dil
m
(
Oνη ×
(
uν
′
η ∩ uν
′′
η
)
,K |Oνη×(uνη∩uν′η )
)∼= .
The arrows between the second and the third lines induce isomorphisms via pull-back because the cor-
responding morphism on the spaces are projections onto bases of vector bundles whereas the morphisms
of groups are quotient by unipotent radical. For example, in the first column we have
H∗
Pν
0,⋄∩P
ν′
0,⋄×G
dil
m
(
Oνη ×
(
uνη ∩ uν
′
η
)
,K |Oνη×(uνη∩uν′η )
)
⊗H∗
Pν
′
0,⋄∩P
ν′′
0,⋄×G
dil
m
(
Oνη ×
(
uν
′
η ∩ uν
′′
η
)
,K |Oνη×(uνη∩uν′η )
)
H∗Lν
0,⋄×G
dil
m
(
Oνη ,K |Oνη
)
⊗H∗
Lν
′
0,⋄×G
dil
m
(
Oνη′ ,K |Oνη
)∼= .
The arrows between the third and the bottom lines are isomorphism of spaces and groups, so they induce
isomorphism on cohomology.
The complex K |Oνη is isomorphic to Hom(Lν ,Lν) up to cohomological shift of even degree and the
composition map for K defined in the proof of Lemma 4.5.2, when restricted to Oνη , is identified with the
obvious composition map Hom(Lν ,Lν)⊗Hom (Lν ,Lν)→ Hom (Lν ,Lν).
Now via these isomorphisms, the multiplication Hν,ν′ ⊗ Hν′,ν′′ → Hν,ν′′ is identified, up to shift of
grading of even degree, with the Gysin map
(6)
H∗L0,⋄×Gdilm
(Oνη ,Hom (Lν ,Lν))⊗H∗L0,⋄×Gdilm (Oνη ,Hom(Lν ,Lν))
H∗L0,⋄×Gdilm
(Oνη ,Hom (Lν ,Lν)) .
∆∗
Via the isomorphisms
H∗L0,⋄×Gdilm
(Oνη ,Hom (Lν ,Lν)) ∼= H∗Stab
L0,⋄×G
dil
m
(o) ({o} ,Lν∗o ⊗ Lνo) ∼= Sν
cf. the proof of Proposition 4.3.1, the map (6) is nothing but the multiplication
Sν ⊗ Sν multiplication−−−−−−−−−→ Sν ,
thus surjective. Therefore the multiplication Hν,ν′w ⊗Hν
′,ν′′
w′ → Hν,ν
′′
ww′ is surjective as well.
Corollary 4.5.4. — For each ν ∈ Ξ, the algebra Hν,νe is canonically isomorphic to Sν . Moreover, for
any ν′ ∈ Ξ and w ∈ W˜ , the convolution product induced on the associated graded pieces Hν,νe ⊗Hν,ν
′
w →
Hν,ν′w Hν,ν
′
w ⊗Hν
′,ν′
e → Hν,ν
′
w can be identified with the polynomial actions cf. §4.2.
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Proof. — For the first assertion, we take the following commutative diagram from the proof of Proposition 4.5.3:
(7)
Hν,νe ⊗Hν,νe Hν,νe
H∗Pν
0,⋄∩P
ν
0,⋄×G
dil
m
(Oνη × (uνη ∩ uνη) ,K)⊗2 H∗Pν
0,⋄∩P
ν
0,⋄×G
dil
m
(Oνη × (uνη ∩ uνη) ,K)
H∗L0,⋄×Gdilm
(Oνη ,Hom(Lν ,Lν))⊗2 H∗L0,⋄×Gdilm (Oνη ,Hom(Lν ,Lν))
Sν ⊗ Sν Sν
convolution
∼=
∆∗
∼=
∆∗
∼= ∼=
multiplication
∼= ∼=
.
Arguing similarly as in §4.2, we can equip each of
H∗Pν
0,⋄∩P
ν
0,⋄×G
dil
m
(Oνη × (uνη ∩ uνη) ,K) and H∗L0,⋄×Gdilm (Oνη ,Hom(Lν ,Lν))
with a struture of Sν-Sν-bimodule in such a way that the horizontal arrows in (7) are Sν-bilinear and
that all arrows in (7) are morphisms of Sν -Sν-bimodules. Therefore Hν,νe is isomorphic to Sν as ring and
that the Sν-Sν-bimodule structure on Hν,νe is identified with the multiplication of Sν . This proves the
first assertion.
Once we have the isomorphism Hν,νe ∼= Sν , the second assertion follows from the Sν - (resp. Sν
′
-)
bilinearity of the convolution product.
4.6. Completion. — Now we consider the torus G♭m = Gm with a the following morphism
m · a : G♭m → T ad ×Grotm ×Gdilm
t 7→ (x(t), tm, t−η) .
so that a = (m · a)/m ∈ A⋄ ⊕Qu. We let v ∈ X∗
(
G♭m
)
denote the defining character of G♭m so that
H∗
G♭
m
∼= Qℓ [v]. Recall that δ and u are the defining character of Grotm and Gdilm , respectively cf. §1.4.
Then m · a is determined by the following assignements
u 7→ −vη, δ 7→ mv, χ 7→ 〈χ, x〉v, ∀χ ∈ X∗ (T ad) .
The induced action of G♭m on Ẑν,ν
′
and K̂ are trivial. Therefore
H∗G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
) ∼= H∗G0,⋄×G♭m (Ẑν,ν′ , K̂) ∼= H∗G0,⋄ (Ẑν,ν′ , K̂)⊗Qℓ H∗G♭m .
Applying Proposition 3.4.1, we obtain
H∗G0,⋄
(
Ẑν,ν′ , K̂
) ∼= Ext∗G0,⋄ (Iν′ , Iν) ∼= ⊕
k,l∈Z
Ext∗+k−lG0,⋄
(
pHkIν
′
, pHlIν
)
.
Composing with the (non-homogeneous) projection⊕
k,l∈Z
Ext∗+k−lG0,⋄
(
pHkIν
′
, pHlIν
)
→
⊕
k,l∈Z
HomG0,⋄
(
pHkIν
′
, pHlIν
)
.
As G0,⋄ is connected, forgetting the G0-equivariance induces
HomG0,⋄
(
pHkIν
′
, pHlIν
) ∼= Hom(pHkIν′ , pHlIν) .
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Thus the composite of the above maps factorises as
H∗G0,⋄
(
Ẑν,ν′ , K̂
)
→ H∗
(
Ẑν,ν′ , K̂
)
→
⊕
k,l∈Z
Hom
(
pHkIν
′
, pHlIν
)
.
The rational co-character a ∈ A⋄ ⊕Qu gives rise to a maximal ideal of H∗T⋄×Gdilm and hence a maximal
ideal of H∗G0,⋄×Gdilm
by restriction. Let H∧a denote the completion of H
∗
G0,⋄×Gdilm
at this maximal ideal,
equipped with the adic topology, and let Ha denote the residue field of H
∧
a , which is isomorphic to Qℓ.
We call the base change from H∗G0,⋄×Gdilm
to H∧a the completion at a and similarly we call the base
change to Ha the specialisation at a. Henceforth, we will use a subscript a to indicate the completion
at a.
We obtain thus surjective continuous maps
(8)
Hν,ν′ ⊗H∗
G0,⋄×Gdilm
H∧a = H
∗
G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
)
⊗H∗
G0,⋄×Gdilm
H∧a
→ H∗G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
)
⊗H∗
G0,⋄×Gdilm
Ha →
⊕
k,l∈Z
Hom
(
pHkIν
′
, pHlIν
)
.
Define for w ∈ W˜ the topological abelian groups
Hν,ν′a = Hν,ν
′ ⊗H∗
G0,⋄×Gdilm
H∧a , Hν,ν
′
≤w,a = Hν,ν
′
≤w ⊗H∗G0,⋄×Gdilm H
∧
a ,
Ha =
∏
ν′∈Ξ
⊕
ν∈Ξ
Hν,ν′a , H≤w,a =
∏
ν′∈Ξ
⊕
ν∈Ξ
Hν,ν′≤w,a
(Recall that Hν,ν′ depends only on the orbits ν, ν′ ∈ Ξ up to canonical isomorphism, cf. §4.1. In the
category of topological abelian groups, the topology on the direct sum is the weak topology of the union
of the finite sums, whereas the topology on the finite sum coincides with the product topology since the
category is Z-linear.)
Since the convolution product Hν,ν′ ×Hν′,ν′′ → Hν,ν′′ (§4.1) is HG0,⋄×Gdilm -bilinear, the completion at
a gives a continuous linear map
Hν,ν′a ×Hν
′,ν′′
a → Hν,ν
′′
a .
Letting vary ν, ν ′, ν′′ ∈ Ξ, it gives Ha a structure of topological ring.
Letting vary ν, ν′ ∈ Ξ, the map (8) yields a surjective continuous topological ring homomorphism
Ha →
∏
ν′∈Ξ
⊕
ν∈Ξ
⊕
k,l∈Z
Hom
(
pHkIν
′
, pHlIν
)
.
(recall that Iν depends only on the class ν ∈ Ξ) with kernel being topologically nilpotent and closed.
Definition 4.6.1. — A module M of Ha is called smooth if the action of Ha onM is continuous when
M is equipped with the discrete topology. Equivalently, M is smooth if for each m ∈M , the annihilator
ann(m) = {h ∈ Ha ; hm = 0}
is open in Ha.
The smooth irreducible modules ofHa are in bijection with the simple constituents of
⊕
ν∈Ξ
⊕
k∈Z
pHkIν ,
therefore
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Lemma 4.6.2. — There is a canonical bijection between the set of isomorphic classes of smooth irre-
ducible modules of Ha and the set of simple constituents of
⊕
ν∈Ξ
⊕
k∈Z
pHkIν .
Proof. — See [16, 6.1].
4.7. Spectra of the polynomial actions. — Let ν ∈ Ξ. We study the kernel of the following
surjective ring homomorphism
Φν,ν : S ∼= Sν ∼= Hν,νe ⊆ Hν,ν → Hν,νa → End (pHIν) ,
The first map is the canonical isomorphism cf. §4.2, followed by the isomorphism Corollary 4.5.4, the
obvious inclusion, the completion at a cf. §4.6 and the last arrow (8).
Let xν ∈ Eν be the image of the orthogonal projection (with respect to the Killing form) of x ∈ A
onto Eν and let xν be the image of x
ν under the canonical isomorphism Eν ∼= E cf. §2.6.
Recall that Sν = H∗Aν⋄×Gdilm
. We define Eν⋄ = E
ν
⋄ ⊗Q Qℓ and A⋄ = A⋄ ⊗Q Qℓ so that there are
identifications Eν⋄ = SpecH
∗
Aν⋄
, Eν⋄ ×Qℓ = SpecSν and A⋄ ×Qℓ = SpecH∗T⋄×Gdilm .
Besides, we extend the action of W˜ ν on Eν⋄ to a linear action on E
ν
⋄ ×Qℓ by extension of scalar and
requiring that W˜ ν acts trivially on the second factor Qℓ. Then S
ν acquires an action of W˜ ν . We extend
in the same way the W -action on A⋄ to A⋄ ×Qℓ.
We also view a = (xν ,−η/m) as a point of Eν⋄ ×Qℓ = SpecSν . Similrly, we have (xν ,−η/m) as point
of E⋄ ×Qℓ = SpecS.
Finally, recall that u ∈ X∗ (Gdilm ), δ ∈ X∗ (Grotm ) and v ∈ X∗ (G♭m) are the defining characters so that
there are canonical isomorphisms
H∗Gdil
m
= Qℓ[u], H
∗
Grot
m
= Qℓ[δ], H
∗
G♭
m
= Qℓ[v].
The following proposition refines the result of [12, 4.3.4].
Proposition 4.7.1. — For any ν ∈ Ξ, the kernel of Φν,ν : S → Hom
(
pHIν
′
, pHIν
)
is the ideal of S
defined by
Iν =
{
f − f (xν ,−η/m) ; f ∈ (S)W˜ν
}
,
where W˜ν = StabW˜ (xν). In particular, it contains
u− u (xν ,−η/m) = u+ η/m, δ − δ (xν ,−η/m) = δ − 1.
Proof. — Choose any homomorphism ϕ : SL2 → Lν such that
dϕ(e) ∈ Oνη , ϕ
(
t 0
0 t−1
)
∈ T, ∀t ∈ Gm, dϕ(f) ∈ Oν−η,
where (e, h, f) is the standard base of sl2. It yields a co-character
λϕ ∈ X∗ (T ) ⊆ A⋄; λϕ(t) = ϕ
(
t 0
0 t−1
)
.
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Let α : Gm → (SL2)ad = PSL2 be the co-character α(t) =
(
t1/2 0
0 t−1/2
)
. Define
Mϕ =
{
(g, t) ∈ L⋄ ×Gdilm ; gϕ(A)g−1 = ϕ
(
α(t−1)A
)
, ∀A ∈ SL2
}
.
As shown in [8, 2.3], we have that
– Mϕ is commutative and is a maximal reductive subgroup of StabLν⋄×Gdilm (dϕ(e))
– and that M0ϕ is a torus and is contained in T⋄ ×Gdilm , so there is an embedding of linear subspace
SpecH∗Mϕ ⊆ A⋄ ×Qℓ.
There is an obvious extension sequence of commutative algebraic groups
1→ Aν⋄ →Mϕ → Gdilm → 1
Let r ∈ N∗ such that rmx ∈ X∗ (T⋄) and let G˜♭m r−→ G♭m be an r-fold cover. There a homomorphism:
a˜ : G˜♭m →Mϕ ⊆ T⋄ ×Gdilm
t 7→ ((rmx) (t) , t−rη) ,
which provides a splitting of the pull-back of (4.7) along π:
1 Aν⋄ M˜ϕ G˜
♭
m 1
1 Aν⋄ Mϕ G
dil
m 1
= 
a˜
t7→t−rη
and thus a decomposition
(9) H
∗
Mϕ
∼= H∗Aν⋄ ⊗H∗G♭m
and an embedding
(10)
Eν⋄ × SpecH∗G♭
m
= H∗Aν⋄ ⊗H∗G♭m ∼= SpecH
∗
Mϕ
⊆ A⋄ × SpecH∗Gdil
m
(λ, v) (λ+mvx,−ηv) ∀λ ∈ Eν⋄ , ∀v ∈ Qℓ
.
The point a = (x,−η/m) ∈ A⋄ ×Qℓ lies in the image of this embedding.
On the other hand, there is an isomorphism
Eν⋄ × SpecH∗G♭
m
∼= Eν⋄ × SpecH∗Gdil
m
= SpecSν
(λ, v) 7→ (λ,−ηv)
Then, using the fact that u (xν ,−η/m) = −η/m, and that there is a surjection
(
H∗T⋄
)Wx
։
(
H∗Aν⋄
)W˜ν
xν
,
28 WILLE LIU
in which W˜ νxν = StabW˜ν (x
ν), we calculate
(11)
Hom
(
pHIν
′
, pHIν
) ∼= H∗G0,⋄×Gdilm (T ν ,K)⊗H∗G0,⋄×Gdilm Ha ∼= H∗Pν0,⋄×Gdilm (Oνη × uνη,K |Oνη×uνη)⊗H∗G0,⋄×Gdilm Ha
∼= H∗Lν
0,⋄×G
dil
m
(Oνη ,Hom(Lν ,Lν))⊗H∗
G0,⋄×Gdilm
Ha ∼= H∗Lν
0,⋄×G
♭
m
(Oνη ,Hom(Lν ,Lν))⊗H∗
G0,⋄×G♭m
Ha
∼= H∗Mϕ ⊗H∗G0,⋄×G♭m Ha
∼= H∗Aν⋄×G♭m ⊗(H∗
T⋄×G♭m
)Wx Ha ∼= H∗Aν⋄/
〈
f − f(0) ; f ∈ (H∗T⋄)Wx〉⊗Ha
∼= H∗Aν⋄/
〈
f − f(0) ; f ∈
(
H∗Aν⋄
)W˜ν
xν
〉
⊗ H∗
G♭
m
/ 〈v − η/m〉 ∼= H∗Aν⋄×G♭m/
〈
v − 1/m, f − f(0) ; f ∈
(
H∗Aν⋄
)W˜ν
xν
〉
∼= H∗Aν⋄×Gdilm /
〈
u+ η/m, f − f(−(um/η)xν) ; f ∈
(
H∗Aν⋄
)W˜ν
xν
〉
∼= H∗Aν⋄×Gdilm /
〈
u+ η/m, f − f(xν) ; f ∈
(
H∗Aν⋄
)W˜ν
xν
〉
= Sν/
〈
f − f(xν ,−η/m) ; f ∈ (Sν)W˜νxν
〉
.
Under the canonical isomorphism Sν ∼= S, the ideal
〈
f − f(xν ,−η/m) ; f ∈ (Sν)W˜νxν
〉
is identified with
Iν .
Tracing back the maps in (11), the map S → S/Iν ∼= Hom
(
pHIν
′
, pHIν
)
is exactly Φν,ν . This
completes the proof.
Corollary 4.7.2. — For any ν ∈ Ξ,
(i) the closed subscheme SpecHν,νe ⊗H∗
G0,⋄×Gdilm
Ha ⊆ SpecS is punctually supported on xν ;
(ii) the topological ring Hν,νe,a is isomorphic to (S)∧Iν , the completion of S at Iν .
5. Morphism from the degenerate double affine Hecke algebra
Following the strategy of [16] and [12], we will construct a morphism H → Ha from the degenerate
double affine Hecke algebra (dDAHA) to the convolution algebra.
5.1. Degenerate double affine Hecke algebra. — Consider the canonical object E⋄ of §2.6. We
define the dDAHA H as follows: take the datum
(
W˜ , S˜ ,E ∗⋄ , {ctα∨t }
)
, where α∨t ∈ E⋄ is the positive real
co-root corresponding to the reflexion t ∈ T˜ , characterised by the property that t(α∨t ) = −α∨t and that
〈αt, α∨t 〉 = 2 and ct is the integer introduced in [12, 2.4.8]. Let H be the graded affine Hecke algebra
associated to the datum
(
W˜ , S˜ ,E ∗⋄ , {ctα∨t }
)
as defined in Appendix B, which is a Q-algebra. We define
H = H⊗Q Qℓ.
5.2. Graded affine Hecke algebras. — Let J ( S be a proper subset containing I cf. §2.5.
We have a parabolic Coxeter subsystem
(
W˜J , J˜
)
of the canonical relative Weyl group
(
W˜ , S˜
)
, where
J˜ =
{
s˜ ∈ S˜ ; s ∈ (J )∁
}
cf. §A.3. We define a graded affine Hecke algebra HJ associated to the datum
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(
W˜J , J˜ ,E ∗⋄ , {ctα∨t }
)
as in §5.1. We define then HJ = HJ ⊗Q Qℓ. It is a parabolic subalgebra of H. In
the case where J = I , we have a polynomial algebra
HI = Qℓ [u]⊗ Sym (E⋄)∗ = S
Define ΞJ = ∂JΞ ⊆ FJ . Let σ ∈ ΞJ . The tuple (H,H0, h, h∗) = (Lσ, Lσ0 , lσ, lσ∗ ) is a graded pseudo-
Levi subgroup of G cf. §2.3. We define FσI = {ν ∈ FI ; ∂J ν = σ}. Then the stabiliser StabW (σ) acts
transitively on FσI .
Each ν ∈ FσI gives rise to a parabolic subgroup P σ≤ν ⊆ H whose Lie algebra pσ≤ν∗ is Z-graded and
that pσ≤νn = p
ν
n ∩ h. We define also uσ≤νn = uνn ∩ h so that Uσ≤ν = exp
(
uσ≤ν
)
is the unipotent radical of
P σ≤ν . Notice that we have a Levi decomposition pσ≤ν∗ = l
ν
∗ ⊕ uσ≤ν∗ which respects the gradings.
Since there exists ν0 ∈ FσI ∩ Ξ, the Levi lν0 carries a Lν0-equivariant cuspidal local system Lν0 , cf.
§2.6. Since for each ν ∈ FσI , the quotient stacks [Lν\lν ] and [Lν0\lν0 ] are canonically isomorphic, there is
for each ν ∈ FσI a Lν-equivariant cuspidal local system Lν on a nilpotent orbit in lν .
Choose any ν ∈ FσI . Let h˙O = H ×P
σ≤ν (Oν × uσ≤ν) and let α : h˙O → h be the natural morphism
defined by the adjoint action. As before, we denote H⋄ = H ⋊G
rot
m . The group H⋄ ×Gdilm acts on h˙ in
a natural way. The Lν⋄ ×Gdilm -equivariant cuspidal local system Lν on Oν ⊆ pσ≤ν induces a H⋄ ×Gdilm -
equivariant local system L˙ on h˙O. Put h¨O = h˙O ×hO h˙O. There is a complex K = Hom
(
q∗2 L˙, q!1L˙
)
on
h¨O, where q1, q2 : h¨O → h˙O are the canonical projections. The cohomology H∗H⋄×Gdilm
(
h¨O,K
)
, being
isomorphic to Ext∗H⋄×Gdilm
(
α∗L˙, α∗L˙
)
, becomes a ring with the Yoneda product. Since different choices
of ν result in canonically isomorphic objects h˙O, Lν and H∗H⋄×Gdilm
(
h¨O,K
)
, we will be indifferent about
it.
Theorem 5.2.1 (8.11,[10]; 4.4.5,[12]). — There is a canonical isomorphism of graded algebras
HJ ∼= H∗H⋄×Gdilm
(
h¨O,K
)
5.3. G♭m-fixed points. — Now we consider the torus G
♭
m = Gm which acts on h¨O through the
homomorphism m · a : G♭m → T ad ×Grotm ×Gdilm cf. §4.6.
Let r ∈ N be the degree of the isogeny T → T ad. Then ra ∈ X∗
(
T⋄ ×Gdilm
)
, so ra defines a one-
dimensional torus action on h˙ and on the local system L˙ by pulling back the H⋄ ×Gdilm -action. Thus
G♭m acts on L˙ up to isogeny, to which we will simply refer as the G♭m-action and we will speak about the
G♭m-equivariant cohomology of L˙, etc.
It is easy to see that with respect to the natural actions, the fixed points by G♭m are given by
(pν)G
♭
m = pνη, (L
ν)G
♭
m = Lν0 , (l
ν)G
♭
m = lνη
cf. §1.1 and §1.4.
The torus G♭m acts on h¨O by pulling back the actions of (H⋄)
ad ×Gdilm via m · a. We now describe the
fixed points.
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We will denote Ξσ = Ξ ∩ FσI and Ξσ the image of Ξσ in Ξ. For each ν, ν′ ∈ Ξσ, we set
Ẑν,ν′H =
(
H0 ×P
σ≤ν
0
(
Ôνη × uσ≤νη
))
×hη
(
H0 ×P
σ≤ν′
0
(
Ôν′η × uσ≤ν
′
η
))
.
It is a variant of the Steinberg-type varieties Ẑν,ν′ . Following the same procedure as in §4.1, we define
a H0,⋄ × Gdilm -equivariant complex K̂H on Ẑν,ν
′
H as well as a convolution product on the cohomology
H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
)
.
Lemma 5.3.1. — If i : h¨
G♭
m
O → h¨O denote the inclusion of fixed points, then there is a canonical
isomorphism of algebras ⊕
ν,ν′∈Ξσ
H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
) ∼= H∗H0,⋄×Gdilm (h¨G♭mO , i∗K) .
Proof. — Indeed, the fixed points can be described as
h¨
G♭
m
O =
⊔
ν,ν′∈Wx\FσI
(
H0 ×P
σ≤ν
0
(Oνη × uσ≤νη ))×hη (H0 ×Pσ≤ν′0 (Oν′η × uσ≤ν′η )) .
It is shown in the proof of [12, 4.5.4] that Oνη = ∅ if ν /∈ Ξσ. Similarly Oν
′
η = ∅ if ν′ /∈ Ξσ. Thus
h¨
G♭
m
O =
⊔
ν,ν′∈Ξσ
(
H0 ×P
σ≤ν
0
(Oνη × uσ≤νη ))×hη (H0 ×Pσ≤ν′0 (Oν′η × uσ≤ν′η )) .
The obvious open embedding
h¨
G♭
m
O →֒
⊔
ν,ν′∈Ξσ
Ẑν,ν′
induces an isomorphism on cohomology by restriction⊕
ν,ν′∈Ξσ
H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
) ∼= H∗H0,⋄×Gdilm (h¨G♭mO , i∗K)
by the cleaness of L (§4.1) and the fact that K̂H |
h¨
G♭
m
O
∼= i∗K.
Let
H∗H0,⋄×Gdilm
(
h¨
G
♭
m
O , i
∗K
)
a
= H∗H0,⋄×Gdilm
(
h¨
G
♭
m
O , i
∗K
)
⊗H∗
H0,⋄×G
dil
m
H∧a
H∗H⋄×Gdilm
(
h¨O,K
)
a
= H∗H⋄×Gdilm
(
h¨O,K
)
⊗H∗
H⋄×Gdilm
H∧a
denote the specialisations at a, cf. §4.6. Then the localisation theorem (cf. Evens–Mirković [4, 4.10])
yields an isomorphism of algebras
H∗H⋄×Gdilm
(
h¨O,K
)
a
∼= H∗H0,⋄×Gdilm
(
h¨
G♭
m
O , i
∗K
)
a
,
where i : h¨
G♭
m
O →֒ h¨O denote the closed embedding of fixed points, and thus a sequence of algebra
homomorphisms
(12)
HJ ∼= H∗H⋄×Gdilm
(
h¨O,K
)
→ H∗H⋄×Gdilm
(
h¨O,K
)
⊗H∗
H0,⋄×G
dil
m
H∧a
∼= H∗H0,⋄×Gdilm
(
h¨
G♭
m
O , i
∗K
)
⊗H∗
H0,⋄×G
dil
m
H∧a
∼=
⊕
ν′,ν′′∈Ξσ
H∗H0,⋄×Gdilm
(
Ẑν′,ν′′H , K̂H
)
⊗H∗
H0,⋄×G
dil
m
H∧a .
The image is dense in the a-adic topology on the last term.
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5.4. Reduction of Steinberg type varieties to finite type. — We construct morphisms which
relate Ẑν,ν′H cf. §5.3 and Ẑν,ν
′
cf. §4.1 and deduce a ring homomorphism on the convolution algebras.
We fix σ ∈ ΞJ . For ν, ν′ ∈ Ξσ , we put
Z˜ν,ν′H =
(
P σ0 ×P
ν
0
(
Ôνη × uνη
))
×gση
(
P σ0 ×P
ν′
0
(
Ôνη × uν
′
η
))
.
Lemma 5.4.1. — For any ν, ν′ ∈ Ξσ, there is a diagram of canonical morphisms
Z˜ν,ν′H Ẑν,ν
′
Ẑν,ν′H
i
p
in which
(i) p is an affine fibration with fibers isomorphic to uση , whereas
(ii) i is a closed immersion, which factorises as
Z˜ν,ν′H
⋃
[w]∈WI \WJ /WI
Ẑν,ν′w Ẑν,ν
′
G0 ×Pσ0 Z˜ν,ν
′
H
(e,id)
i ⊆
∼= .
Proof. — Since the adjoint action of P ν0 on Ôη×
(
uνη/u
σ
η
)
factorises through the quotient P ν0 → P ν0 /Uσ0 ∼=
P σ≤ν0 cf. §5.2, we have the isomorphisms
P σ0 ×P
ν
0
(
Ôη ×
(
uνη/u
σ
η
)) ∼= (P σ0 /Uσ0 )×Pν0 /Uσ0 (Ôη × (uνη/uση)) ∼= H0 ×Pσ≤ν0 (Ôη × uσ≤νη )
which fits into the following sequence
P σ0 ×P
ν
0
(
Ôη × uνη
)
projection−−−−−−→ P σ0 ×P
ν
0
(
Ôη ×
(
uνη/u
σ
η
)) ∼= H0 ×Pσ≤ν0 (Ôη × uσ≤νη )
in which the first morphism is a locally trivial fibration with fibers uση . Similarly, we have a morphism
P σ0 ×P
ν′
0
(
Ôη × uν
′
η
)
→ H0 ×P
σ≤ν′
0
(
Ôη × uσ≤ν
′
η
)
,
which is again a fibration with fibers uση . We take p to the be the base change of p
σ
η → pση/uση ∼= hη:
Z˜ν,ν′H
(
P σ0 ×P
ν
0
(
Ôη × uνη
))
×pση
(
P σ0 ×P
ν′
0
(
Ôη × uν′η
))
pση
(
P σ0 ×P
ν
0
(
Ôη × uσ≤νη
))
×hη
(
P σ0 ×P
ν′
0
(
Ôη × uσ≤ν′η
))
hη
Zν,ν′H
(
H0 ×P
σ≤ν
0
(
Ôη × uσ≤νη
))
×hη
(
H0 ×P
σ≤ν′
0
(
Ôη × uσ≤ν′η
))
=
p
∼=
=
which is then still a fibration with fibers uση . This proves (i).
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On the other hand, the inclusion P σ0 ⊆ G0 gives the morphism i, which fits into a cartesian square
(13)
(
P σ0 ×P
ν
0
(
Ôη × uνη
))
×pση
(
P σ0 ×P
ν′
0
(
Ôη × uν′η
))
(P σ0 /P
ν
0 )×
(
P σ0 /P
ν′
0
)
(
G0 ×Pν0
(
Ôη × uνη
))
×gη
(
G0 ×Pν
′
0
(
Ôη × uν′η
)) (
G0/P
ν
0
)× (G0/P ν′0 ) .
i
projection
projection
The bottom morphism induces a closed inclusion of G0-schemes
(14) G0 ×Pσ0
(
(P σ0 /P
ν
0 )×
(
P σ0 /P
ν′
0
))
→ (G0/P ν0 )× (G0/P ν′0 ) .
whose image is identified with
⋃
[w]∈WI\WJ /WI
X ν,ν′w . Pulling back the diagram (13) along (14), we can
factorise i as
Z˜ν,ν′H Ẑν,ν
′
G0 ×Pσ0 Z˜ν,ν
′
H
⋃
[w]∈WI\WJ /WI
Ẑν,ν′w
i
∼=
⊆ .
This proves (ii).
There are convolution products similarly defined on Ẑν,ν
′
H and on Z˜
ν,ν′
H : For Z˜
ν,ν′
H one uses the diagram
Z˜ν,ν′H × Z˜ν
′,ν′′
H Z˜ν,ν
′
H ×T̂ ν′ Z˜ν
′,ν′′
H Z˜ν,ν
′′
H(
T̂ ν × T̂ ν′
)
×
(
T̂ ν′ × T̂ ν′′
)
T̂ ν × T̂ ν′ × T̂ ν′′ T̂ ν × T̂ ν′′
with the obvious morphisms and with the complex K˜H ∈ DbPσ
0,⋄×G
dil
m
(
Z˜ν,ν′H
)
defined similarly. For Ẑν,ν
′
H
one uses the diagram
Ẑν,ν′H × Ẑν
′,ν′′
H Ẑν,ν
′
H ×T̂ ν′ Ẑν
′,ν′′
H Ẑν,ν
′′
H(
T̂ νH × T̂ ν
′
H
)
×
(
T̂ ν′H × T̂ ν
′′
H
)
T̂ νH × T̂ ν
′
H × T̂ ν
′′
H T̂ νH × T̂ ν
′′
H
where T νH = H ×P
σ≤ν
(
Ôη × uσ≤νη
)
and K̂H ∈ DbH0,⋄×Gdilm
(
Ẑν,ν′H
)
is defined similarly.
Proposition 5.4.2. — The morphisms i and p considered in Lemma 5.4.1 induce maps
H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
) ∼= H∗Pσ
0,⋄×G
dil
m
(
Z˜ν,ν′H , K˜H
)
∼= H∗G0,⋄×Gdilm
 ⋃
[w]∈WI\WJ /WI
Ẑν,ν′w , K̂
 ⊆ H∗G0,⋄×Gdilm (Ẑν,ν′′ , K̂) ,
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which commute with the convolution products in the sense that for any ν, ν′, ν′′ ∈ Ξσ, the following
diagram commutes
H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
)
⊗H∗H0,⋄×Gdilm
(
Ẑν′,ν′′H , K̂H
)
H∗H0,⋄×Gdilm
(
Ẑν,ν′′H , K̂H
)
H∗Pσ
0,⋄×G
dil
m
(
Z˜ν,ν′H , K˜H
)
⊗H∗Pσ
0,⋄×G
dil
m
(
Z˜ν′,ν′′H , K˜H
)
H∗Pσ
0,⋄×G
dil
m
(
Z˜ν,ν′′H , K˜H
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
)
⊗H∗G0,⋄×Gdilm
(
Ẑν′,ν′′ , K̂
)
H∗G0,⋄×Gdilm
(
Ẑν,ν′′ , K̂
)
convolution
∼= ∼=
convolution
convolution
Proof. — We have a commutative diagram(
T̂ ν × T̂ ν′
)
×
(
T̂ ν′ × T̂ ν′′
)
T̂ ν × T̂ ν′ × T̂ ν′′
Ẑν,ν′ × Ẑν′,ν′′ Ẑν,ν′ ×T̂ ν′ Ẑν
′,ν′′ Ẑν,ν′′
Z˜ν,ν′H × Z˜ν
′,ν′′
H Z˜ν,ν
′
H ×T̂ ν′ Z˜ν
′,ν′′
H Z˜ν,ν
′′
H p
σ
η
Ẑν,ν′H × Ẑν
′,ν′′
H Ẑν,ν
′
H ×T̂ ν′H Ẑ
ν′,ν′′
H Ẑν,ν
′′
H hη
d
γ µ

i×i
p×p
γ˜H µ˜H
i×i
p×p


i
p

γH µH
,
containing four cartesian squares as indicated by a box “”. The second line of it defines the convolution
product onH∗G0,⋄×Gdilm
(
Ẑν,ν′ , K̂
)
, the third line defines the convolution product onH∗Pσ
0,⋄×G
dil
m
(
Z˜ν,ν′H , K˜H
)
,
whereas the fourth line defines the convolution product on H∗H0,⋄×Gdilm
(
Ẑν,ν′H , K̂H
)
. The diagram induces
a corresponding commutative diagram of cohomology, thanks to base change and composability of units
and co-units of adjuntion and the fact that there is a canonical isomorphism i∗K̂ ∼= K˜H .
Let ΞJ =Wx\ΞJ , so that there are partitions of sets
Ξ =
⊔
σ∈ΞJ
Ξσ, Ξ =
⊔
σ∈ΞJ
Ξσ.
We obtain a sequence of morphisms of algebras
HJ
(12)−−→
∏
σ∈ΞJ
⊕
ν′,ν′′∈Ξσ
H∗H0,⋄×Gdilm
(
Ẑν′,ν′′H , K̂
)
a
(5.4.2)−−−−−→
∏
σ∈ΞJ
⊕
ν′,ν′′∈Ξσ
H∗G0,⋄×Gdilm
(
Ẑν′,ν′′ , K̂
)
a
→֒
∏
ν′′∈Ξ
⊕
ν′∈Ξ
H∗G0,⋄×Gdilm
(
Ẑν′,ν′′ , K̂
)
a
∼= Ha,
cf. §5.3. We denote the composite of it by ΦJ : HJ → Ha.
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Proposition 5.4.3. — (i) For ν, ν′ ∈ Ξ and w ∈ W˜J such that ν = wν ′, the cohomology Hν,ν′w,a is
a free of rank 1 as left Hν,νe,a-module and as right Hν
′,ν′
e,a -module generated by the image of ΦJ (w)
under the obvious projections
H≤w,a → Hν,ν
′
≤w,a → Hν,ν
′
≤w,a/Hν,ν
′
<w,a
∼= Hν,ν′w,a .
(ii) For w ∈ W˜J , Hw,a is free of rank 1 as left and right He,a-module generated by the image of ΦJ (w).
Proof. — By [8, 4.9], there is a decomposition of H∗H⋄×Gdilm
(
h¨O,e,K
)
-bimodules
H∗H⋄×Gdilm
(
h¨O,K
) ∼= ⊕
w∈W˜J
H∗H⋄×Gdilm
(
h¨O,w,K
)
,
where h¨O,w ⊆ h¨O is the locally closed subset determined by “relative position w”, and that the isomor-
phism of Theorem 5.2.1 sends w ∈ HJ to anH∗H⋄×Gdilm
(
h¨O,e,K
)
-module generator ofH∗H⋄×Gdilm
(
h¨O,w,K
) ∼=
H∗H⋄×Gdilm
(
h¨O,≤w,K
)
/H∗H⋄×Gdilm
(
h¨O,<w,K
)
.
Following the definition of ΦJ , this generator is sent to a left H
∗
H0,⋄×Gdilm
(
Ẑν,νH,e, K̂H
)
a
-module
(resp. right H∗H0,⋄×Gdilm
(
Ẑν′,ν′H,e , K̂H
)
a
-module) generator of H∗H0,⋄×Gdilm
(
Ẑν,ν′H,w, K̂H
)
a
, then to a left
H∗Pσ
0,⋄×G
dil
m
(
Z˜ν,νH,e, K˜H
)
a
-module (resp. rightH∗Pσ
0,⋄×G
dil
m
(
Z˜ν′,ν′H,e , K˜H
)
a
-module) generator of H∗Pσ
0,⋄×G
dil
m
(
Z˜ν,ν′H,w, K˜H
)
a
and finally to a left Hν,νe,a -module (resp. right Hν
′,ν′
e,a -module) generator of Hν,ν
′
w,a ,cf. Proposition 5.4.2.
This proves (i).
Assertion (ii) follows immediately from (i).
5.5. Morphism from H to Ha. — We prove that the maps ΦJ are compatible one to another and
thus define a morphism from the dDAHA to Ha.
Proposition 5.5.1. — Given two proper subsets J ,K of S such that I ⊆ J ⊆ K ( S , there is a
canonical inclusion of graded affine Hecke algebras HJ ⊆ HK and the maps ΦJ and ΦK are compatible
in the sense that
ΦK |HJ= ΦJ .
Proof. — Fixing ν ∈ Ξ and letting σ = ∂J ν, τ = ∂Kν, as in §5.2 we denote the two graded pseudo-Levi
(H,H0, h, h∗) = (L
σ, Lσ0 , l
σ, lσ0 ) , (K,K0, k, k∗) = (L
τ , Lτ0 , l
τ , lτ0) .
with an inclusion H ⊆ K compatible with the Z-grading, which induces a wedge(
P τ≤σ ×P τ≤ν
(
Ô × uτ≤ν
))
×k
(
P τ≤σ ×P τ≤ν
(
Ô × uτ≤ν
))
k¨
(
H ×Pσ≤ν
(
Ô × uτ≤ν
))
×h
(
H ×Pσ≤ν
(
Ô × uτ≤ν
))
h¨,
∼=
GENERALISED SPRINGER CORRESPONDENCE FOR Z/m-GRADED LIE ALGEBRAS 35
cf. Lemma 5.4.1. This gives a homomorphism of algebras
(15) H∗H⋄×Gdilm
(
h¨O,K
)
→ H∗K⋄×Gdilm
(
k¨O,K
)
.
By the construction of [8], the isomorphisms of Theorem 5.2.1 forH⋄ and forK⋄ fit into a commutative
diagram
HJ H
∗
H⋄×Gdilm
(
h¨O,K
)
H∗H0,⋄×Gdilm
(
h¨O,K
)
a
H∗H0,⋄×Gdilm
(
h¨
G♭
m
O ,K |h
O
G♭
m
)
a
⊕
ν′,ν′′∈Ξσ
Hν′,ν′′a
HK H
∗
K⋄×Gdilm
(
k¨O,K
)
H∗K0,⋄×Gdilm
(
k¨O,K
)
a
H∗K0,⋄×Gdilm
(
k¨
G♭
m
O ,K |k
O
G♭
m
)
a
⊕
ν,ν′∈Ξτ
Hν′,ν′′a
∼=
(15)
∼= (5.4.2)
∼= ∼= (5.4.2)
,
where the rightmost commutative square is given by a nine-term commutative diagram of varieties of
the type Ẑν′,ν′′H , Z˜ν
′,ν′′ , etc. Moreover, The product over all σ ∈ FJ and τ ∈ FK of the rightmost column
yields a commutative triangle
HJ Ha
HK
ΦJ
ΦK
Corollary 5.5.2. — There is a ring homomorphism
Φ : H→ Ha.
Proof. — We know from §B.3 that H ∼= lim−→I⊆J(S HJ . By Proposition 5.5.1, the system {ΦJ }J is
compatible under restriction. We define Φ = lim−→I⊆J(S ΦJ , which is a ring homomorphism
Φ : H ∼= lim−→
I⊆J(S
HJ → Ha.
5.6. Density of image. — Following the line of [16, 4.8, 4.9], we prove that the image of Φ is dense
in the product topology of the convolution algebra Ha.
Recall that in §4.6, we have defined
Ha =
∏
ν′∈Ξ
⊕
ν∈Ξ
Hν,ν′a
in the category of topological abelian groups.
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Proposition 5.6.1. — Let w ∈ W˜ . For each ν ∈ Ξ, letting ν′ = w−1ν, the bimodule Hν,ν′w,a is free of
rank 1 as left Hν,νe,a -module and as right Hν
′,ν′-module, with generator the image of Φ(w) ∈ H≤w,a in
Hν,ν′w,a via the projections:
H≤w,a → Hν,ν
′
≤w,a → Hν,ν
′
≤w,a/Hν,ν
′
<w,a
∼= Hν,ν′≤w,a.
Similarly, the bimodule Hw,a is free of rank 1 as left He,a-module and as right H-module, with generator
the image of Φ(w) ∈ H≤w,a in Hw,a ∼= H≤w,a/H<w,a.
Proof. — We prove the assertion by induction on ℓ˜(w). When ℓ˜(w) = 0, this is trivial. When ℓ˜(w) = 1,
w ∈ S˜ is a simple reflexion and the result follows from Proposition 5.4.3.
Suppose then ℓ˜(w) ≥ 2. We choose s ∈ S˜ such that ℓ˜(ws) = ℓ˜(w) − 1. Since the image of
Φ(ws) in Hν,(ws)−1νw,a and the image of Φ(s) in H(ws)
−1ν,ν′
s,a are free generators by inductive hypothesis,
after Proposition 4.5.3, Φ(w) = Φ(ws)Φ(s) in turn generates freely Hν,ν′ws . Thence the first assertion.
The second assertion follows from the first one by taking product over ν′ ∈ Ξ and sum over ν ∈ Ξ.
Proposition 5.6.2. — In the particular case where J = I , the image of the morphism
ΦI : S = HI → He,a
is dense.
Proof. — By definition He,a =
∏
ν∈ΞHν,νe,a . Since the composite of ΦI with each projection
∏
ν∈ΞHν,νe,a →
Hν,νe,a is equal to the map Φν,ν of Corollary 4.7.2. By Corollary 4.7.2, Hν,νe,a is a topological S-module
supported on xν ∈ E (i.e. the ideal Iν acts topologically nilpotently on it) and that the image of the
composition
S
ΦI−−→ He,a proj−−→ Hν,νe,a
is desnse. If ν, ν′ ∈ Ξ are such that xν = xν′ , then ν and ν′ are conjugate by Wx, which implies that
ν = ν′ ∈ Ξ. As there is a canonical isomorphism SpecHI ∼= E⋄ ⊗Q Qℓ, we may consider xν as closed
points of SpecS.
As we know that xν 6= xν′ if ν 6= ν ′, for any finite subset Ξ′ ⊆ Ξ, the composite
S
ΦI−−→
∏
ν∈Ξ
Hν,νe,a →
∏
ν∈Ξ′
Hν,νe,a
is dense as well, by the Chinese remainder theorem. Hence, the image of ΦI is dense.
Theorem 5.6.3. — The image of Φ : H→ Ha is dense.
Proof. — Taking the subset I = IE ⊆ S , we haveΦI : HI → He,a with dense image, after Proposition 5.6.2,
whence im (Φ)∩He,a is dense in He,a. We can prove by recursion on w in the order ≤ℓ that im (Φ)∩H≤w,a
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is dense in H≤w,a for any w ∈ W˜ . Indeed, assume that im (Φ)∩H≤w′,a is dense in H≤w′,a for all w′ <ℓ w.
Then ∑
w′<ℓw
(im (Φ) ∩H≤w′,a) ⊆ im (Φ) ∩H<w,a.
is dense in H<w,a. Consider following diagram
0 im (Φ) ∩H<w,a im (Φ) ∩H≤w,a im(Φ)∩H≤w,aim(Φ)∩H<w,a 0
0 H<w,a H≤w,a Hw,a 0
⊆ ⊆ ⊆
The image of the right vertical arrow, denoted V , is an HI -submodule. By the density of im(ΦI ) ⊆ He,a,
the closure V is a He,a-submodule of Hw,a. By Proposition 5.6.1, since V contains Φ(w), we have
V = Hw,a, so the right vertical arrow has dense image. Since the left arrow also has dense image, so is
the middle arrow.
As
⋃
w∈W˜
H≤w,a is dense in Ha, so is the image of Φ.
6. Simple and standard modules
6.1. Recollection on [12]. — In [12], Lusztig and Yun have constructed an action of H on the infinite
sum of perverse sheaves
I =
⊕
ν∈Ξ
pHIν ,
where pHIν =
⊕
k∈Z
pHkIν ∈ PervG0
(
gnilη
)
. The action is equivalent to a homomorphism of algebras
H→
∏
ν′∈Ξ
⊕
ν∈Ξ
HomG0
(
pHIν
′
, pHIν
)
.
For each irreducible object S ∈ PervG0(gnilη ), the above action yields a H-module structure on
[I : S] =
⊕
ν∈Ξ
HomG0 (S, pHIν) .
The authors conjectured that the H-module [I : S] is irreducible. We explain here the relation between
the constructions of ibid. and our homomorphism Φ : H→ Ha, defined in §5.5.
In ibid., the construction is carried out in the following steps:
1. Finite type: Using a result of Lusztig [8], one constructs for each proper subset J ⊆ S containing
I and each σ ∈ FJ an action of HJ on the complex
indl
σ
m L ∈ DbLσ⋄×Gdilm (l
σ) ,
which is equivalent to a homomorphism of algebras
HJ → Ext∗Lσ⋄×Gdilm
(
indl
σ
m L, indl
σ
m L
)
.
2. Induction: One considers the following cartesian square
G0 ×Pσ0 p˙ση
[
Lσ\l˙σ
]
G0 ×Pσ0 pση [Lσ\lσ] ,
β′
α′ α
β
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where l˙σ ∼= Lσ×Pσ≤ν pσ≤ν for any ν ∈ Ξσ and p˙ση = pση ×lσ l˙σ. The subgroup L0×G♭m of L⋄×Gdilm
acts on the right column whereas G0 ×G♭m acts on the left column. There is a natural inclusion
L0 ×G♭m →֒ G0 ×G♭m intertwining the actions, which renders the above square equivariant.
By pulling back along β and the base change theorem for proper morphisms, one gets
Ext∗Lσ⋄×Gdilm
(
indl
σ
m L, indl
σ
m L
)
Lσ
0
×G♭
m
→Lσ⋄×G
♭
m−−−−−−−−−−−−→ Ext∗Lσ
0
×G♭
m
(
indl
σ
m L, indl
σ
m L
)
→ Ext∗G0×G♭m
(
β∗ indl
σ
m L, β∗ indl
σ
m L
) ∼= Ext∗G0×G♭m (α′!β′∗L˙, α′!β′∗L˙) .
3. Equivariant direct image: Denoting f : G0 ×Pσ0 p˙ση → gη the composite of α′ with the morphism
γ : G0 ×Pσ0 pση → gη defined by the adjoint action. Since G♭m acts trivially on gη, f factorises as[
G♭m \G0 ×P
σ
0 p˙ση
]
G0 ×Pσ0 p˙ση
gη G0 ×Pσ0 pση
f
f
α′
γ
.
The direct image f !β
′∗L˙ is equipped with an action ofH∗
G♭
m
, so it lives in the categoryDG0
(
gη; H
∗
G♭
m
)
,
derived category of dg-H∗
G♭
m
-modules of lisse-étale Qℓ-sheaves on
[
G0\gη
]
.
There is an isomorphism
Ext∗G0×G♭m
(
f!β
′∗L˙, f!β′∗L˙
) ∼= Ext∗G0 (f !β′∗L˙, f !β′∗L˙) ,
which gives rise to
HJ → Ext∗G0×G♭m
(
α′!β
′∗L˙, α′!β′∗L˙
)
γ!−→ Ext∗G0×G♭m
(
f!β
′∗L˙, f!β′∗L˙
)
→ Ext∗G0
(
f !β
′∗L˙, f !β′∗L˙
)
.
This HJ -action on f !β
′∗L˙ ∈ DG0
(
gη
)
yields in turn an action on the perverse cohomology sheaves
of f !β
′∗L˙.
4. Localisation: Since the G♭m-fixed points in G0 ×P
σ
0 p˙ση can be described as
G0 ×P
σ
0
(
pση ×lση
(
l˙σ
)G♭
m
)
∼=
⊔
ν∈Wx\FσI
G0 ×P
σ
0
(
pση ×lση Lσ0 ×P
σ≤ν
0 pσ≤νη
) ∼= ⊔
ν∈Wx\FσI
T ν ,
if we denote i :
(
G0 ×Pσ0 p˙ση
)G♭
m → G0×Pσ0 p˙ση the inclusion of fixed points and f : G0×P
σ
0 p˙ση → gη
the composite of α′ and the morphism G0 ×Pσ0 pση → gη defined by the adjoint action, then the
restriction of f to the fixed-point component f |T ν is equal to the morphism αν of §3.4 and the
restriction of i∗β′∗L˙ to the component T ν is exactly L˙ν . Therefore one has
f!i∗i
∗β′∗L˙ ∼=
⊕
ν∈Ξσ
Ind
gη
lνη
L˙ν =
⊕
ν∈Ξσ
Iν .
Consider the adjunction unit
f !β
′∗L˙ → f!i∗i∗β′∗L˙ ⊗Qℓ H
∗
G♭
m
.
A (relative) localisation theorem for the funtor f ! shows that, the above morphism induces by
specialisation at a (cf. §4.6) an isomorphism
pHf !β
′∗L˙ ⊗H∗
G♭
m
Qℓ,a →
⊕
k∈Z
pHkf!i∗i
∗β′∗L˙,
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in PervG0
(
gnilη
)
. Composing the action of HJ on the perverse cohomology sheaves of f !β
′∗L˙ with
these isomorphisms, one obtains
HJ →
∏
ν′∈Ξσ
⊕
ν∈Ξσ
HomG0
(
pHIν
′
, pHIν
)
,
i.e. an action of HJ on
⊕
ν∈Ξσ
pHIν .
5. Assembling: Summing over all σ ∈ FJ , one obtains an action of HJ on
I =
⊕
ν∈Ξ
pHIν .
6. Compatibility: For two proper subsets J ⊆ K ( S containing I , the actions of HJ and HK on I
are compatible, yielding an action of H on I.
In our construction of H-action on I, there are similar steps. We make a comparison:
1. Finite type: §5.2
2. Localisation: §5.3
3. Induction: Action of HJ on⊕
ν,ν′∈Ξσ
H∗G0,⋄×Gdilm
 ⋃
[w]∈WI\WJ /WI
Ẑν,ν′w , K̂

a
cf. §5.4.
4. Assembling: The homomorphism ΦJ cf. §5.4.
5. Compatibility: §5.5.
Notice that in our construction, the steps of localisation and induction are reversed and that we do not
need the step equivariant direct image because our localisation is global (on cohomology) rather than
relative (on the direct image).
Proposition 6.1.1. — The H-action on I defined in Lusztig–Yun [12] agrees with the pull-back of the
action in Lemma 4.6.2 along Φ : H→ Ha.
6.2. Classification of simple modules. — Recall that there is a polynomial subalgebra
S = Qℓ [u]⊗ Sym (E⋄)∗ ⊆ H.
Definition 6.2.1. — Let Oa (H) be the full subcategory of Mod (H) consisting of those finitely gener-
ated left H-module M on which the S-action
1. is locally finite,
2. only has eigenvalues contained in the subset {(xν ,−η/m)}ν∈Ξ of E⋄ ×Q.
We shall study the simple objects in Oa (H).
Proposition 6.2.2. — Pulling back along the map Φ : H→ Ha (cf. §5.5) gives a fully faithful functor
from the category of finitely generated smooth Ha-modules (cf. §4.6) to Oa(H).
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The full faithfulness results from Theorem 5.6.3.
For any ν ∈ Ξ, we have defined an ideal Iν of S in Proposition 4.7.1.
Lemma 6.2.3. — Let L be an object in Oa(H). There is a decomposition into S-submodules
L =
⊕
ν∈Ξ
Lν
such that the action of S on Lν factorises locally through S/ (Iν)
N
for some N > 0.
Proof. — We let
Lν =
⋃
N≥0
⋂
f∈S
{
v ∈ Lν ; (f − f (xν ,−η/m))N v = 0
}
be the generalised eigenspace with eigenvalue (xν ,−η/m) ∈ E. We have clearly an inclusion
(16)
⊕
ν∈Ξ
Lν ⊆ L.
However, since for any v ∈ L, the subspace Sv is finite dimensional and thus admits a decomposition
into generalised eigenspaces, which implies that Sv is contained in the left-hand side of (16). There-
fore (16) is an equality.
Since the natural morphism
SpecS = E⋄ ×Qℓ →
(
E⋄ ×Qℓ
)
/W˜ν = Spec (S)W˜ν
is finite and totally ramified at (xν ,−η/m), the radical
√
Iν is equal to the maximal ideal {f ∈ S ; f − f (xν ,−η/m)}.
Thus
Lν =
⋃
N≥0
{
v ∈ Lν ; INν v = 0
}
,
which concludes the proof.
For any ν, ν′ ∈ Ξ and w ∈ W˜ such that ν′ = νw, define a subspace
Hν,ν
′
=
⊕
y∈W˜
ν′
Sw−1y ⊆ H.
Lemma 6.2.4. — The following map
Φν,ν
′
: Hν,ν
′ →֒ H Φ−→ Ha ։ Hν,ν
′
a
yields a decomposition
Hν,ν′a =
⊕
w∈W˜
ν=wν′
(S)
∧
Iν
Φν,ν
′
(w)
into a direct sum of free modules of rank 1 over (S)
∧
Iν
.
Proof. — By Proposition 5.6.1, there is a decomposition
Hν,ν′a =
⊕
w∈W˜
ν=wν′
Hν,νe,aΦν,ν
′
(w)
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into free Hν,νe,a -modules of rank 1. Corollary 4.7.2 shows that Hν,νe,a ∼= (S)∧Iν , whence the desired
decomposition.
Lemma 6.2.5. — Let L ∈ Oa (H). Then there exists a smooth Ha-module structure on L such that the
H-action factorises through Φ : H→ Ha.
Proof. — Consider the infinite sum provided by Lemma 6.2.3
L =
⊕
ν∈Ξ
Lν .
Since wLν ⊆ Lwν for each w ∈ W˜ and each ν ∈ Ξ, and since Hwν,νa =
⊕
y∈W˜ν
(S)
∧
Iwν
Φ(wy) we can
define
Hwν,νa ⊗ Lν → Lwν
fΦ(wy)⊗ v 7→ fwyv
for y ∈ W˜ν and for f ∈ (S)∧Iwν , which is well-defined since the S-action on Lwν factorises through the
completion
(S)∧Iwν = lim←−
N≥0
S/INwν
in virtue of Lemma 6.2.3. Taking the sum over w ∈ W˜ and the product over ν ∈ Ξ, we obtain
Ha ⊗ L→ L,
which is a smooth action of Ha on L. Obviously, the action of H factorises through Φ.
Theorem 6.2.6. — (i) The pull-back via the homomorphism Φ : H → Ha, denoted by Φ∗, induces
an equivalence of category
Φ∗ : Modsm (Ha) ∼= Oa (H) .
(ii) For any z ∈ gnilη and χ ∈ IrrRep
(
π0
(
G0,z
))
, the representation of H
Lz,χ = Φ
∗ [I : IC (χ)]
is in Oa (H) and irreducible if it is non-zero.
(iii) The irreducible objects in Oa (H) are given by {Lz,χ}(z,χ), where (z, χ) runs over the G0-conjugacy
classes of pairs, where z ∈ gnilη and χ is a irreducible local system on the G0-orbit of z such that
IC (χ) appears as a simple constituent of I.
Remark 6.2.7. — (i) The assertion (ii) together with Proposition 6.1.1 confirms the multiplicity-one
conjecture in [12].
(ii) In [16, 7.6], a similar result is proven in the case of principal blocks, but in higher generality. Our
statements correspond to the case where the spectral parameter a is “regular non-generic” in loc.
cit.
Proof. — The functor Φ∗ is fully faithful by the density Theorem 5.6.3 of the image of Φ. It is essentially
surjective by Lemma 6.2.5. This proves (i).
The assertion (ii) follows from (i) together with Lemma 4.6.2 and Theorem 5.6.3.
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Now let L ∈ Oa (H) be irreducible. Using (i), L can be equipped with a smooth Ha-module structure,
which is simple. By Lemma 4.6.2, it must be isomorphic to some simple constituent of I, thus one of the
Lz,χ’s. This completes the proof.
6.3. Standard modules. — Let z ∈ gnilη be a nilpotent element. Let T νe be the fibre of T ν → gη at z
and let iz : T νz → T ν be the closed inclusion. Consider the vector space
Mz =
⊕
ν∈Ξ
H∗
(
T̂ νz , i!z ˙̂L
)
.
By the formalism of convolution algebras, for each ν, ν′ ∈ Ξ there is a natural map
Hν,ν′ → Hom
(
H∗
(
T̂ ν′z , i! ˙̂L
)
,H∗
(
T̂ νz , i! ˙̂L
))
.
Taking the sum over ν ∈ Ξ and the product over ν′ ∈ Ξ, we obtain a smooth Ha-action on Mz.
Besides, there is a natural π0
(
G0,z
)
-action on Mz, which commutes with the Ha-action. For any
χ ∈ IrrRep (π0 (G0,z)), we define
Mz,χ = Homπ0(G0,z) (χ,Mz)
to be the χ-isotypic component, which is a Ha-submodule of Mz. We view Mz as a H-module via
Φ : H→ Ha cf. §5.5. We call Mz,χ the standard module of H.
Theorem 6.3.1. — For each pair (z, χ) as above, the following holds.
(i) Mz,χ ∈ Oa (H).
(ii) Mz,χ 6= 0 if and only if Lz,χ 6= 0.
(iii) For any pair (z′, χ′) as above, the Jordan–Hölder multiplicity of Lz′,χ′ in Mz,χ is given by
[Mz,χ : Lz,χ′ ] =
∑
k
dimHomπ0(G0,z)
(
χ,Hk
(
z!IC(χ′)
))
.
Proof. — The assertion (i) results from the smoothness of the Ha-action and Proposition 6.2.2.
If Lz,χ 6= 0, then for some ν ∈ Ξ there exists a decomposition Iν ∼= IC(χ)⊕ J. Consider the cartesian
square
T̂ νz T̂ ν
Spec k gnilη
iz
z
.
By the base change theorem, we have
z!IC(χ)⊕ z!J ∼= z!Iν ∼= RΓ
(
T̂ νz , i!z ˙̂L
)
.
There exists d ∈ Z such that Hd (z!IC(χ)) = χ ∈ Rep (π0 (G0,z)). Thus the π0 (G0,z)-module χ appears
as a direct factor of Hd
(
T̂z , i!z ˙̂L
)
and Mz,χ 6= 0.
Conversely, suppose that Mz,χ 6= 0. Using the decomposition⊕
ν∈Ξ
⊕
l
Hl
(
T̂ νz , i!z ˙̂L
) ∼=⊕
ν∈Ξ
⊕
l
Hl
(
z!Iν
) ∼= ⊕
(z′,χ′)
Lz′,χ′ ⊗
(⊕
l
Hl
(
z! IC (χ′)
))
,
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we see that χ appears in Hl
(
z!IC(χ′)
)
for some parameter (z′, χ′) with Lz′,χ′ 6= 0 and some l ∈
Z. The self-duality of the cuspidal local system L implies that Lz′,χ′∨ 6= 0 and that χ∨ appears in
H−l (z∗ IC (χ′∨)).
On the other hand, by the block decomposition [13, 0.6], there is another admissible system
(M ′′,M ′′0 ,m
′′,m′′∗ ,O′′,L′′) (cf. §2.5) such that some shift of IC(χ∨) appears as direct factor in Indgηm′′η L′′.
The orthogonality [14, 13.8], implies that (M ′′,m′′∗ ,L′′) is G0-conjugate to (M,m∗,L). Therefore IC(χ∨)
appears in Iν and so does IC (χ) by the self-duality of L. We conclude that Lz,χ 6= 0. This proves (ii).
The assertion (iii) is standard, see [3, 8.6.23].
7. Algebraic relations
In this section we give some algebraic relations in the specialised convolution algebra Ha.
7.1. KLR type algebra. — For each ν ∈ Ξ, we choose a representative ν ∈ Ξ and define Pν = (S)∧Iν ,
regarded as S-module, where (S)
∧
Iν
= lim←−N S/I
N
ν is the completion of S at the ideal Iν defined in
Proposition 4.7.1, (which depends only on the Wx-orbit ν). We equip Pν with the Iν -adic topology. Put
P =
⊕
ν∈ΞPν as topological S-module.
Let End (P) be the algebra of continous Qℓ-linear operators on P, equipped with the compact-open
topology. The S-module structure on P yields an inclusion S ⊆ End (P), whose closure is identified with∏
ν∈Ξ (S)
∧
Iν
⊆ End (P), by the Chinese remainder theorem.
For each ν ∈ Ξ, let eν ∈ End (P) denote the idempotent endomorphism defined by the obvious
projection P→ Pν followed by the obvious inclusion Pν → P.
For each simple reflexion s ∈ S˜ , consider the Demazure operator ∂s : S → S, defined by
∂s(f) =
f − sf
αs
.
If ν ∈ Ξ satisfies sν = ν, then xν is fixed by s and the operator ∂s preserves the ideals INν of S for each
N ≥ 0, so the Demazure operator extends to ∂s : Pν → Pν . For the same reason, the reflection action
s : S → S induces s : Pν → Psν . We regard ∂s and s as in End (P) via the obvious projection P→ Pν
and inclusion Pν → P.
For each ν ∈ Ξ and each s ∈ S˜ , we define the following operator rνs ∈ End (P) as
(17) rνs =
{
∂s e
ν if sν = ν,
− (csu− αs) s eν if sν 6= ν.
Let R be the (non-unital) Qℓ-subalgebra of End (P) generated by S e
ν for all ν ∈ Ξ and the operators
{rνs}ν∈Ξ,s∈S˜ .
For ν, ν′ ∈ Ξ, let Rν,ν′ = R ∩ Hom
(
Pν
′
,Pν
)
= eνRν,ν
′
eν
′
. Clearly, there is a decomposition of
Qℓ-vector spaces
R =
⊕
ν,ν′∈Ξ
Rν,ν
′
and that rνs ∈ Rsν,ν . The following proposition is standard, see [15, Proposition 3.8].
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Proposition 7.1.1. — The following equations in R hold:
1. For ν ∈ Ξ and s ∈ S˜ , we have
rsνs r
ν
s =
{
0 if sν = ν
(csu− αs)(csu+ αs)eν if sν 6= ν,
.
2. For ν ∈ Ξ, s ∈ S˜ and f ∈ S eν ⊆ Rν,ν ,
rνsf − sν(f)rνs =
{
0 if sν 6= ν
∂s(f) if sν = ν.
3. For s, t ∈ S˜ such that the subgroup Ws,t = 〈s, t〉 ⊆ W˜ is finite and for ν ∈ Ξ such that Stabν (Ws,t)
is a standard parabolic subgroup (i.e. generated by a subset of {s, t}), we have
rνmsm · · · rν1s1 = rµmtm · · · rµ1t1 ,
where m = ms,t is the order of st in Ws,t,
si =
{
s if 2 ∤ i
t if 2 | i , ti =
{
t if 2 ∤ i
s if 2 | i, ,
and νi = si−1 · · · s1ν, µi = ti−1 · · · t1ν.
The algebra R satisfies the PBW property in the sense of the following proposition.
Proposition 7.1.2. — For each w ∈ W˜ , choose a reduced expression w = wl · · ·w1 with wi ∈ S˜ for all
i. Then, for each ν, ν′ ∈ Ξ, the family {rwl−1···w1νwl · · · rw1νw2 rνw1}w∈W˜
wν=ν′
forms a basis for Rν
′,ν as free left
Rν
′,ν′-module and as free right Rν,ν-module.
See [15, Proposition 3.7] for a proof.
7.2. Polynomial representation of the dDAHA completed at a. — We now define a represen-
tation Ψ : H → End (P) as follows: the restriction of Ψ to S ⊆ H is given by the natural S-module
structure on P. For each s ∈ S˜ , each ν ∈ Ξ and each f ∈ Pν , we put
(18) Ψ(s)(f) =
{
(csu− αs)∂s(f) + f ∈ Pν if sν = ν
csuα
−1
s f − (csu− αs)α−1s s(f) ∈ Pν ⊕Psν if sν 6= ν
.
Note that αs is invertible in (S)
∧
Iν
and in (S)∧Isν in the case where sν 6= ν, since αs /∈ Iν and αs /∈ Isν .
Taking sum over ν ∈ Ξ, it defines an operator Ψ(s) ∈ End (P). It is not hard to verify that the
defining relations of H are satisfied.
Theorem 7.2.1. — Let R̂ denote the closure of R in End (P). The image of Ψ lies in R̂ ⊆ End (P).
Moreover, Ψ factorises through Φ and yields an isomorphism of topological algebras
Ha ∼= R̂.
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Proof. — We first show that the image of Ψ is contained in R̂. We first observe that for each φ ∈ End (P),
there is a decomposition
φ =
∑
ν∈Ξ
φ · eν ,
where the right hand side is an infinite sum which is convergent (and independent of the order of
summation) in the compact-open topology of End (P). To see that for each s ∈ S˜ the element Ψ(s) lies
in R̂, using the above decomposition, as R̂ is the closure of R in End (P), it suffices to show that the
element Ψ(s) · eν belongs to R. Indeed, combining (17) and (18), we can compute that
Ψ(s) · eν =
{
eν + (csu− αs) rνs sν = ν
csuα
−1
s e
ν + α−1s r
ν
s sν 6= ν
.
In both cases Ψ(s) · eν ∈ R, whence Ψ(s) ∈ R̂.
Let R̂ν
′,ν = eν
′
R̂eν . It is obvious that R̂ν
′,ν is the closure of Rν
′,ν in Hom(Pν ,Pν′) and that
R̂ =
∏
ν
⊕
ν′
R̂ν
′,ν .
We construct for each ν, ν′ ∈ Ξ a Qℓ-linear isomorphism of topological abelian groups Ψ
ν′,ν
: Hν′,νa ∼=
R̂ν
′,ν rendering commutative the following diagramme
H Ha Hν′,νa
R̂ R̂ν
′,ν
Ψ
Φ
Ψ
ν′,ν .
Since the image of Φν
′,ν in Hν′,νa is dense, by Lemma 6.2.4, the desired map Ψ
ν,ν′
is unique and is given
by the following formula
Ψ
ν′,ν
: Hν′,νa → R̂ν
′,ν
fΦν
′,ν(w) 7→ fΨν′,ν(w)
for each f ∈ (S)∧Iν′ and each w ∈ W˜ such that ν′ = wν.
We show that Ψ
ν′,ν
is an isomorphism. The following equation
rνs =
{
Ψ
ν′,ν (
(csu− αs)−1(Φ(s)− 1)eν
)
if sν = ν,
Ψ
ν′,ν
(αse
sνΦ(s)eν) if sν 6= ν
implies that rνs lies in the image of Ψ
sν,ν
. Note that here csu−αs ∈ (S)∧Iν is invertible in the case where
sν = ν since csu − αs /∈ Iν . It follows that Ψν
′,ν
is surjective by Proposition 7.1.2 and the fact that
R̂ν
′,ν is the closure of Rν
′,ν , and thus an isomorphism since the source and the target are both free left
(S)
∧
Iν
-modules of rank #W˜ν , after Proposition 7.1.2 and Lemma 6.2.4.
Taking sum over ν and product over ν ′, the resulting map
Ψ =
∏
ν′∈Ξ
⊕
ν∈Ξ
Ψ
ν,ν′
: Ha → R̂
is a continuous bijection. It is a homomorphism of algebras since it extends Ψ and since the image of
the algebra homomorphism Φ is dense by Theorem 5.6.3.
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Appendix A
Relative Coxeter groups
This section is independent of the rest of the article. We recollect certain results of Lusztig [6], [9]
and [8] concerning the structure of relative Weyl groups. We generalise these results to a more general
setting.
A.1. Set of reflexions. — Let (W,S) be a Coxeter system with S ⊆ W the set of simple reflexions.
We follow Bourbaki [2, ch 4] and define T =
{
wsw−1 ∈W ; s ∈ S,w ∈ W} to be the subset of elements
that are conjugate to some simple reflexion. Elements of T are called reflexions. Given any w ∈W , let
w = w1w2 . . . wq be a reduced decomposition with wi ∈ S for all i. For each t ∈ T , we let
η (w, t) =
{
−1 if t = w1w2 . . . wj−1wjwj−1 . . . w2w1 for some 1 ≤ j ≤ q
1 otherwise
.
It turns out that η (w, t) is independent of the choice of reduced decomposition. Let T (w) =
{t ∈ T ; η(w, t) = −1} and D(w) = T (w) ∩ S. The following properties about T (w) is standard.
Proposition A.1.1. — In the above notations,
(i) There is a characterisation T (w) = {t ∈ T ; ℓ(tw) < ℓ(w)} ⊆ T .
(ii) For each w ∈W , we have ℓ(w) = #T (w).
(iii) For each w, y ∈W , we have T (wy) ⊆ T (w) ∪ wT (y)w−1.
A.2. Conjugation of parabolic subgroups. — For any subset Σ ⊆ S, let (WΣ,Σ) be the Coxeter
subsystem of (W,S) generated by Σ. Accordingly, let TΣ denote the set of reflexions in the Coxeter
system (WΣ,Σ).
We define subsets ΣW = {w ∈W ; T (w) ∩ TΣ = ∅}, WΣ =
{
w ∈W ; T (w−1) ∩ TΣ = ∅
}
=
(
ΣW
)−1
.
Then, WΣ and ΣW form a full subset of representatives for the elements of W/WΣ and WΣ\W ,
respectively. Moreover, the elements of WΣ and ΣW are characterised by the property that they are of
minimal length in their own classes.
For any two subsets Σ,Σ′ ⊆ S, we define a subset
N(Σ,Σ′) =
{
y ∈WΣ ∩ Σ′W ; yWΣy−1 =WΣ′
}
Proposition A.2.1. — (i) For any subsets Σ,Σ′ ⊆ S and for any element y ∈ N(Σ,Σ′), the isomor-
phism defined by conjugation
Inty :WΣ →WΣ′
w 7→ ywy−1
induces an isomorphism of Coxeter systems (WΣ,Σ) ∼= (WΣ′ ,Σ′) and in particular a bijection on
the reflexions TΣ ∼= TΣ′ .
(ii) For any subsets Σ,Σ′,Σ′′ ⊆ S, the multiplication on W restricts to a map
N(Σ′,Σ′′)×N(Σ,Σ′)→ N(Σ,Σ′′) .
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Proof. — For (i), it suffices to show that Inty(Σ) = Σ
′, or equivalently that the isomorphism Inty
preserves the length. Indeed, we have for any w ∈ WΣ
ℓ(y) + ℓ(w) = ℓ (yw) = ℓ
(
ywy−1y
)
= ℓ
(
ywy−1
)
+ ℓ(y),
where first equality is due to the fact that y ∈ WΣ and the third is due to the fact that y ∈ Σ′W . This
proves (i).
For (ii), since y′yWΣy
−1y′−1 = y′WΣ′y
′−1 = WΣ′′ , it remains to show that y
′y ∈ WΣ ∩ Σ′′W . By
symmetry, we need only to show that y′y ∈ Σ′′W . The assumption that y ∈ Σ′W and y′ ∈ Σ′′W , implies
T (y) ∩ TΣ′′ = and y′T (y)y′−1 ∩ TΣ′′ = y′ (T (y) ∩ TΣ′) y′−1 = ∅. Therefore, by Proposition A.1.1(iii), we
deduce that
T (yy′) ∩ TΣ′′ ⊆ (T (y) ∩ TΣ′′) ∪
(
y′T (y)y′−1TΣ′′
)
= ∅,
whence yy′ ∈ Σ′′W .
Now we study the decompsition of elements in N(Σ,Σ′).
Proposition A.2.2. — Let Σ,Σ′ ⊆ S be subsets and let w ∈ N(Σ,Σ′). Suppose that WΣ and WΣ′ are
finite. For each s ∈ S \ Σ′, the following conditions are equivalent:
(i) ℓ(sw) = ℓ(w)− 1,
(ii) s ∈ D
(
wΣ
′
0 w
)
\ Σ′ = D(w),
(iii) WΣ′∪{s} is finite and ℓ
(
w
Σ′∪{s}
0 w
Σ′
0 w
)
= ℓ(w)− ℓ
(
w
Σ′∪{s}
0 w
Σ′
0
)
.
(iv) TΣ′∪{s} \ TΣ′ ⊆ T
(
wΣ
′
0 w
)
\ TΣ′ = T (w),
Proof. — The conditions (i) and (ii) are equivalent by definition.
Suppose first the condition (i): ℓ(sw) = ℓ(w) − 1. We claim that for any element x ∈ WΣ′∪{s}, we
have
(19) wΣ
′
0 w ≥ xwΣ
′
0 w
in the Bruhat order. We prove this by induction on ℓ(x). When ℓ(x) = 0, the equation (19) holds
trivially. Suppose that ℓ(x) > 0, so that ∅ 6= D(x) ⊆ Σ′ ∪ {s}. We choose any s′ ∈ D(x) so that
ℓ(s′x) < ℓ(x) and thus wΣ
′
0 w ≥ s′xwΣ
′
0 w by the inductive hypothesis. If s
′xwΣ
′
0 w > xw
Σ′
0 w, then we
are done. Otherwise we have s′ /∈ D
(
s′xwΣ
′
0 w
)
. Since w ∈ N(Σ,Σ′), we know that wΣ′0 w = wwΣ0
so that Σ′ ∪ {s} ⊆ D(wΣ′0 ) ∪ D(w) = D(wΣ
′
0 w), which implies s
′ ∈ D(wΣ′0 w) \ D(s′xwΣ
′
0 w). In this
case, the lifting property of the Bruhat order (see [1, 2.2.7]) implies that wΣ
′
0 w ≥ xwΣ
′
0 w, so (19) is
verified. In particular, the equation (19) immediately implies that WΣ′∪{s} is finite and thus there exists
a unique longest element w
Σ′∪{s}
0 . Now applying (19) to elements of TΣ′∪{s} ⊆WΣ′∪{s}, we deduce that
TΣ′∪{s} ⊆ T (wΣ′0 w). Therefore
TΣ′∪{s} \ TΣ′ ⊆ T
(
wΣ
′
0 w
)
\ TΣ′ = T (w)
This implies (iv).
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Assuming (iv), we see that TΣ′∪{s} ⊆ T (w) must be finite, so is WΣ′∪{s}, and that
ℓ
(
w
Σ′∪{s}
0 w
Σ′
0 w
)
= #T
(
w
Σ′∪{s}
0 w
Σ′
0 w
)
= #T (w) −#TΣ′∪{s} +#TΣ′ = ℓ(w)− ℓ
(
w
Σ′∪{s}
0 w
Σ′
0
)
and we have thus (iii).
Assuming (iii), since w
Σ′∪{s}
0 w
Σ′
0 ∈WΣ
′
, every reduced decomposition of it ends with s. This implies
ℓ (sw) ≤ ℓ
(
w
Σ′∪{s}
0 w
Σ′
0 w
)
+ ℓ
(
w
Σ′∪{s}
0 w
Σ′
0 s
)
= ℓ (w)− ℓ
(
w
Σ′∪{s}
0 w
Σ′
0
)
+ ℓ
(
w
Σ′∪{s}
0 w
Σ′
0
)
− 1 = ℓ(w) − 1,
whence (i).
Proposition A.2.3. — For any Σ,Σ′ ⊆ S such that WΣ and WΣ′ are finite and for any y ∈ N(Σ,Σ′),
there exists a sequence {Σi}qi=1 of subsets of S and a sequence {yi}q−1i=1 of elements of W such that
1. Σ1 = Σ and Σq = Σ
′,
2. the subsets Σi and Σi+1 differ by at most one element for all i = 1 . . . q − 1,
3. yi ∈ N(Σi,Σi+1) and there exists si ∈ S \Σi such that yi = wΣi∪{s}0 wΣi0 for all i = 1 . . . q − 1,
4. ℓ(y) = ℓ(y1) + . . .+ ℓ(yq).
Proof. — We prove the statement by induction on ℓ(y). If ℓ(y) = 0, it is trivial. Suppose that ℓ(y) > 0.
We choose an element s ∈ D(y). Since y ∈ Σ′W , we see that s ∈ S \ Σ′. By Proposition A.2.2, we have
ℓ(y) = ℓ
(
w
Σ′∪{s}
0 w
Σ′
0 y
)
+ ℓ
(
w
Σ′∪{s}
0 w
Σ′
0
)
.
Now, the conjugation Int
w
Σ′∪{s}
0
wΣ
′
0
sends Σ′ to some subset Σ′′ ⊆ S. Therefore,
w
Σ′∪{s}
0 w
Σ′
0 y ∈ N(Σ,Σ′′) .
Applying the inductive hypothesis to w
Σ′∪{s}
0 w
Σ′
0 y, there exists then Σ1 = Σ, · · · ,Σq = Σ′′ and
y1, · · · , yq−1 satisfying the desired properties. We define then Σq+1 = Σ′, Σ′ ∪ {s} = Σ′′ ∪ {sq} and
yq =
(
w
Σ′∪{s}
0 w
Σ′
0
)−1
= w
Σ′′∪{sq}
0 w
Σ′′
0 . Then the sequences {Σi}q+1i=1 and {yi}qi=1 have the desired
property.
A.3. Relative Coxeter groups. — Let (W,S) be a Coxeter system and let Σ ⊆ S be a subset which
generates a parabolic subgroup WΣ.
We assume the following two conditions:
1. The parabolic subgroup WΣ is finite.
2. For each subset Σ′ ⊆ S containing Σ, if the parabolic subgroup WΣ′ generated by Σ′ is finite, then
its longest element wΣ
′
0 normalises WΣ.
By the first hypothesis, there is a longest element wΣ0 ∈WΣ. It defines an automorphism of group
WΣ →WΣ
w 7→ wΣ0 wwΣ0
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As wΣ0 is longest, for any element w ∈ WΣ, we have ℓ
(
wwΣ0
)
= ℓ
(
wΣ0 w
)
= ℓ
(
wΣ0
) − ℓ(w) and thus
ℓ
(
wΣ0 ww
Σ
0
)
= ℓ(w). In particular, it induces an involution on Σ and on TΣ.
Consider the quotient group NW (WΣ) /WΣ. In each class C ∈ NW (WΣ) /WΣ, there is exactly one
element w ∈ C of minimal length ℓ(w) = miny∈C ℓ(y). Such an element is characterised by the property
that T (w) ∩ TΣ = ∅. Let WΣ = {w ∈W ;T (w) ∩ TΣ = ∅} and W˜ = NW (WΣ) ∩WΣ.
Proposition A.3.1. — (i) The normaliser NW (WΣ) is isomorphic in the canonical way to the semi-
direct product W˜ ⋉WΣ.
(ii) For any w ∈ W˜ , the conjugation
WΣ →WΣ
y 7→ wyw−1
preserves the length function and thus induces a permutation of Σ and of TΣ.
(iii) The element wΣ0 centralises W˜ .
(iv) For any w ∈ W˜ , we have T (wΣ0 w) = T (w) ⊔ TΣ and D (wΣ0 w) = D(w) ⊔ Σ.
Proof. — For (i), since W˜ → NW (WΣ) /WΣ is a bijection, it suffices to show that W˜ is closed under
multiplication. Indeed, if w, y ∈ W˜ , then Intw preserves the set TΣ. Now Twy ⊆ T (w) ∪ wT (y)w−1 ⊆
TW \ TΣ, so wy ∈ NW (WΣ) ∩ ΣW = W˜ . This proves (i).
For (ii), we notice that ℓ(w)+ℓ(y) = ℓ(wy) = ℓ
(
wyw−1w
)
. Since wyw−1 ∈WΣ, we have ℓ
(
wyw−1w
)
=
ℓ
(
wyw−1
)
+ ℓ (w). Thus ℓ(y) = ℓ
(
wyw−1
)
. This proves (ii).
For each element w ∈ W˜ , the conjugation Intw preserves TΣ, the length function on WΣ, thus the
longest element of (WΣ,Σ). This proves (iii).
The statement (iv) results immediately from (ii) and (iii).
Proposition A.2.2 applied to the case Σ = Σ′ can be restated as follows.
Proposition A.3.2. — Let w ∈ W˜ . For each s ∈ S \ Σ, the following conditions are equivalent:
(i) ℓ(sw) = ℓ(w)− 1,
(ii) s ∈ D (wΣ0 w) \ Σ = D(w),
(iii) WΣ∪{s} is finite and ℓ
(
w
Σ∪{s}
0 w
Σ
0 w
)
= ℓ(w) − ℓ
(
w
Σ∪{s}
0 w
Σ
0
)
.
(iv) TΣ∪{s} \ TΣ ⊆ T
(
wΣ0 w
) \ TΣ = T (w),
We define
Σ∁ =
{
s ∈ S \ Σ;#WΣ∪{s} <∞
}
.
For each s ∈ Σ, we denote s˜ = wΣ∪{s}0 wΣ0 ∈ W . Clearly, s˜ ∈ W˜ . We set S˜ =
{
s˜ ∈ W˜ ; s ∈ Σ∁
}
. Let
T˜ ⊆ W˜ denote the subset of elements that are W˜ -conjugate to some element of S˜. For each w ∈ W˜ , we
denote
T˜ (w) =
{
t ∈ T˜ ; ℓ(tw) < ℓ(w)
}
, D˜(w) = T˜ (w) ∩ S˜.
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Proposition A.3.3. — Let w ∈ W˜ and let s˜ ∈ D˜(w). Suppose that we are given a decomposition
w = w1 . . . wr with wi ∈ S˜ for all i and that ℓ(w) = ℓ(w1) + . . .+ ℓ(wr). Then there exists an 1 ≤ i ≤ r
such that
s˜w1 . . . wi−1 = w1 . . . wi.
Proof. — From Proposition A.3.2 we deduce that ℓ(s˜w)+ℓ(s˜) = ℓ(w). Let m ≥ 1 be the minimal integer
such that
ℓ (s˜w1 . . . wm) < ℓ(s˜) + ℓ (w1 . . . wm)
By Proposition A.3.2 again, we have
ℓ (w1 . . . wm−1) + ℓ(wm)− ℓ(s˜) = ℓ (w1 . . . wm)− ℓ(s˜) = ℓ (s˜w1 . . . wm)
= ℓ (s˜w1 . . . wm−1)− ℓ(wm) = ℓ (w1 . . . wm−1) + ℓ(s˜)− ℓ(wm).
Therefore ℓ (s˜) = ℓ (wm).
Now let s˜ = u1 . . . ur, and wm = v1 . . . vr be reduced decompositions in (W,S) so that r = ℓ (s˜) =
ℓ (wm) and ui, wi ∈ S for all i. We also let w1 . . . wm−1 = x1 . . . xr′ be a reduced decomposition for
w1 . . . wm−1 ∈W . Now for each j = 1 . . . r, we have
ℓ (w1 . . . wm)− (r − j + 1) ≤ ℓ (uj . . . urw1 . . . wm) = ℓ (uj . . . urx1 . . . xr′v1 . . . vr)
= ℓ (uj−1 . . . u1s˜w1 . . . wm) ≤ ℓ (s˜w1 . . . wm) + j − 1 = ℓ (w1 . . . wm)− (r − j + 1)
whence ℓ (u1 . . . urx1 . . . xr′v1 . . . vr) = ℓ (w1 . . . wm)− (r − j + 1). Applying the exchange condition for
(W,S), there is either an 1 ≤ i ≤ r such that
urx1 . . . xj−1 = x1 . . . xj
or there is an 1 ≤ i ≤ r′ such that
urx1 . . . xr′v1 . . . vi−1 = x1 . . . xr′v1 . . . vi.
The first case cannot really happen since x1 . . . xr′ is a reduced word. because otherwise ℓ (urx1 . . . xr′) =
ℓ (x1 . . . x̂i . . . xr′) ≤ r′, absurd. Thus
urx1 . . . xr′v1 . . . vr = x1 . . . xr′v1 . . . v̂i1 . . . vr.
with i1 = i. Now Applying again the exchange condition and reasoning on the reducedness of urx1 · · ·xr,
we have
ur−1urx1 . . . xr′v1 . . . vr = ur−1x1 . . . xr′v1 . . . v̂i1 . . . vr = x1 . . . xr′v1 . . . v̂i1 . . . vi2 . . . vr
for some 1 ≤ i2 ≤ m and i2 6= i1. Continuing on, we arrive at
u1 . . . urx1 . . . xr′v1 . . . vr = x1 . . . xr′
so that
s˜w1 . . . wm = u1 . . . urx1 . . . xr′v1 . . . vr = x1 . . . xr′ = w1 . . . wm−1
or equivalently s˜w1 . . . wm−1 = w1 . . . wm, since s˜
2 = e. This proves the proposition.
For w ∈ W˜ , we denote ℓ˜(w) ∈ N∪{∞} the length of w in the Coxeter group
(
W˜ , S˜
)
(in contrary to the
length ℓ(w) in the Coxeter group (W,S)). This is defined to be
ℓ˜(w) = inf
{
q ∈ N; ∃w1 . . . wq ∈ S˜, w = w1 . . . wq
}
∈ N ∪ {∞} .
Theorem A.3.4. — In the above notations,
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(i) the pair
(
W˜ , S˜
)
forms a Coxeter system.
(ii) Then for any w, y ∈ W˜ , we have
ℓ˜(y) + ℓ˜(w) = ℓ˜(yw) if and only if ℓ(y) + ℓ(w) = ℓ(yw).
Proof. — Let us first verify that S˜ generates W˜ . Let w ∈ W˜ . We prove by induction on ℓ(w) that w
is in the subgroup generated by S˜. When ℓ(w) = 0, it is trivially true. Suppose that w 6= e. Take any
s ∈ D(w). Then s ∈ S \ Σ, and by Proposition A.3.2 we have
TΣ∪{s} \ TΣ ⊆ T (w).
From this, we see that T (w) = T (ws˜) ⊔ (TΣ∪{s} \ TΣ), so
ℓ(ws˜) = ℓ (w) − ℓ (s˜) < ℓ (w)
By induction hypothesis, ws˜ belongs to the subgroup generated by S˜, and so is w. In particular,
ℓ˜(w) <∞ for all w ∈ W˜ .
We prove (ii). It suffices to treat the case where y = s˜ ∈ S˜ since the general case follows by induction
on ℓ˜(y). Let w = w1 . . . wq ∈ W˜ be a decomposition in (W˜ , S˜) such that wi ∈ S˜, and q = ℓ˜(w) is minimal.
Suppose first that ℓ(s˜w) < ℓ(s˜)+ℓ(w). Then Proposition A.3.3 implies that there is an index 1 ≤ j ≤ q
such that s˜w1 . . . wj−1 = wj . . . wq, and hence
s˜w = w1 . . . wj−1wj+1 . . . wq
which implies ℓ˜(s˜w) = ℓ˜(w) − 1.
Similarly, if we replace w with s˜w in the above argument, we will have that ℓ(w) < ℓ(s˜)+ℓ(s˜w) implies
ℓ˜(w) = ℓ˜(s˜w) − 1.
According to Proposition A.3.2, either ℓ(s˜w) = ℓ(w) + ℓ(s˜) or ℓ(s˜w) = ℓ(w) − ℓ(s˜) should hold.
Therefore we have the equivalences of conditions:
ℓ˜(s˜w) = ℓ˜(w) + 1⇐⇒ ℓ(s˜w) = ℓ(w) + ℓ(s˜)
ℓ˜(s˜w) = ℓ˜(w)− 1⇐⇒ ℓ(s˜w) = ℓ(w)− ℓ(s˜).
(20)
This proves (ii).
In order to show that
(
W˜ , S˜
)
is a Coxeter system, it suffices to verify the exchange condition [2,
4.1.6, Théorème 1]. This follows immediately from the above equivalences of conditions Equation 20
and Proposition A.3.3.
Since W˜ ∼= NW (WΣ) /WΣ, the resulting Coxeter system
(
W˜ , S˜
)
or the quotient(
NW (WΣ) /WΣ, S˜ ·WΣ/WΣ
)
is called the relative Coxeter group.
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A.4. Coxeter complex. — Let F be the Coxeter complex of (W,S), which is defined by
F =
{
yWΣ ⊆W ; Σ ( S, y ∈WΣ
}
equipped with a partial order (F,≤) opposite to inclusions. Let C ⊆ F be the set of maximal elements in
this partial order, consisting of the singletons. The spherical part of the Coxeter complex to the subset
Fsph = {yWΣ ∈ F ; #WΣ <∞}
equipped with the induced partial order. Then clearly C ⊆ Fsph. Elements of C are called chambers.
The group W acts on F and Fsph by left translation. The restriction of this action on C is simply
transitive. Let yWΣ ∈ F be a facet, then the stabiliser of it is described by
StabW (yWΣ) = yWΣy
−1.
In particular, if yWΣ ∈ Fsph, then it has finite stabiliser.
We remark that in the case where (W,S) is of finite or affine type, F and Fsph coincide. In the case
of finite type, F has a geometric realisation as a sphere of dimension #S − 1, while in the case of affine
type, F can be realised as an euclidean space of dimension #S − 1.
A.5. Fixed sub-complex. — Now we fix Σ ( S such that WΣ is finite. Consider the sub-complex
Fsph(Σ) =
(
Fsph
)WΣ
consisting of the facets fixed by the subgroupWΣ. The fixed facets y
′WΣ′ ∈ Fsph (Σ)
are characterised by the property that WΣ ⊆ StabW (y′WΣ′ ) = y′WΣ′y′−1. Let C(Σ) ⊆ Fsph(Σ) be the
set of maximal elements, called chambers in Fsph (Σ). Then the elements y′WΣ′ ∈ Fsph(Σ) are those such
that y′WΣ′y
′−1 =WΣ.
Theorem A.5.1. — Suppose that Σ ( S satisfies the condtions of §A.3. Let y′WΣ′ ∈ C(Σ) be any
chamber. Then Σ′ = Σ. Moreover, the relative Coxeter group W˜ = N(Σ,Σ)/WΣ acts simply transitively
on C (Σ).
Proof. — Applying Proposition A.2.3, we obtain sequences {Σi}qi=1 and {yi}qi=1 which have the proper-
ties listed in the proposition. In particular, yi = w
Σi∪{s}
0 w
Σi
0 holds. Since w
Σ1∪{s}
0 normalises WΣ, so
does y1. Hence Σ2 = Σ1 = Σ. By induction, we can show that Σi = Σ and yi ∈ N(Σ,Σ) for all i. Thus
Σ′ = Σ and that y′WΣ and WΣ are connected by N(Σ,Σ).
Appendix B
Graded affine Hecke algebras
We define the graded affine Hecke algebra attached to a Coxeter system (W,S) and a representation
of W .
B.1. definition. — Let (W,S) be a Coxeter system and let ρ : W → GL(V ) be a reflexion rep-
resentation on a finite dimensional vector space V over a field k. For β ∈ V and w ∈ W , we
will denote wβ = ρ(w)β. For each t ∈ T , let α∨t ∈ V ∗ be an element in the dual of V such that
ker (ρ(t)− idV ) = kerα∨t . We require that for any t ∈ T and any y ∈ W with t /∈ T (y−1), the following
equation holds
y
(α∨t ) = α
∨
yty−1 ,
where W acts on V ∗ via the contragradient representation of ρ.
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We define the graded affine Hecke algebra attached to the datum
(
W,S, ρ, {α∨t }t∈T
)
, as the free
associative k-algebra on the vector space ku⊕ k[W ]⊕ V , whose multiplication is written as ⊗, quotient
by the two-sided ideal generated by the following elements:
1. the commutator [ku,k[W ]⊕ V ],
2. the commutator [V, V ],
3. w ⊗ y − wy for w, y ∈ W ,
4. s⊗ β − sβ ⊗ s− 〈β, α∨s 〉u, for all s ∈ S and all β ∈ V .
Due to 2, we may suppress the symbol ⊗ for multiplication. We denote HW the resulting algebra. From
these conditions, we can derive the general commutation formula: if w ∈ W and β ∈ V , then
wβ − wβw =
∑
t∈T (w−1)
〈β, α∨t 〉u · wt.
B.2. PBW-basis theorem. — We denote S = k[u] ⊗k SymV , which is a polynomial algebra. We
may view HW as right S-module by right multiplication.
Theorem B.2.1. — The multiplication in HW induces an isomorphism of right S-modules
k [W ]⊗k S→ HW
w ⊗ P 7→ wP
Proof. — We construct a S-linear representation
ρ : HW → EndS (S⊗k k [W ]) .
of HW on S⊗k k [W ]. We define for y ∈ W the S-linear endomorphism
ρ(y) (1⊗ w) = 1⊗ wy−1, w ∈ W
and for β ∈ V the S-linear endomorphism
ρ(β) (1⊗ w) = wβ ⊗ w +
∑
t∈T (w−1)
〈β, α∨t 〉u ⊗ wt, w ∈W.
We verify that ρ is a k[u]-algebra homomorphism. First, we have obviously
ρ(w)ρ(y) = ρ(wy).
for w, y ∈W .
Next, let s ∈ S and β ∈ V . If s /∈ T (w−1), then T (sw−1) = sT (w−1)s ⊔ {s} and we have
ρ(sβ)ρ(s)(1 ⊗ w) = wβ ⊗ ws+
∑
t∈T (sw−1)
〈sβ, α∨t 〉u⊗ wst
= wβ ⊗ ws+
∑
t∈T (w−1)
〈sβ, α∨sts〉u⊗ wts+ 〈sβ, α∨s 〉u⊗ w
Obviously, t /∈ T (s) so α∨sts = sα∨t and
ρ(sβ)ρ(s)(1 ⊗ w) = wβ ⊗ ws+
∑
t∈T (w−1)
〈β, α∨t 〉u⊗ wts+ 〈sβ, α∨s 〉u⊗ w
= (ρ(s)ρ(β) − ρ (〈β, α∨s 〉u)) (1⊗ w).
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If s ∈ T (w−1), then T (w−1) = sT (sw−1)s ⊔ {s}. The same arguments show that
ρ(s)ρ(β)(1 ⊗ w) = wβ ⊗ ws+
∑
t∈T (sw−1)
〈β, α∨t 〉u⊗ wts+ 〈β, α∨s 〉u⊗ w
= (ρ(s)ρ(β) + ρ (〈β, α∨s 〉u)) (1 ⊗ w).
We conclude that ρ(s)ρ(β)− ρ (sβ) ρ(s) = ρ (〈β, α∨s 〉u).
Lastly, we prove that for α, β ∈ V we have ρ(α)ρ(β) = ρ(β)ρ(α). We show by induction on ℓ(w) that
ρ(α)ρ(β)(1 ⊗ w) = ρ(β)ρ(α)(1 ⊗ w) for all w ∈ W . When w = e, we have trivially
ρ(α)ρ(β) (1⊗ e) = αβ ⊗ e = ρ(β)ρ(α) (1⊗ e) .
Suppose now that ℓ(w) > 0. Then
ρ(α)ρ(β) (1⊗ w) = w(αβ)⊗ w +
∑
t∈T (w−1)
(
wβ〈α, α∨t 〉+ wtα〈β, α∨t 〉
)
u⊗ wt
+
∑
t∈T (w−1)
∑
t′∈T ((wt)−1)
〈α, α∨t′ 〉〈β, α∨t 〉u2 ⊗ wtt′.
Let 0 6= αt ∈ im (ρ(t)− idV ) be a non-zero element. Then we can write
tα = α− 2 〈α, α
∨
t 〉
〈αt, α∨t 〉
αt.
Thus∑
t∈T (w−1)
(
wβ〈α, α∨t 〉+ wtα〈β, α∨t 〉
)
u⊗ wt =
∑
t∈T (w−1)
(
wβ〈α, α∨t 〉+ wα〈β, α∨t 〉 − 2
〈α, α∨t 〉〈β, α∨t 〉
〈αt, α∨t 〉
wαt
)
u⊗ wt
in which α and β are symmetric. Now we write w = sw′ with s ∈ S and ℓ(w′) = ℓ(w) − 1. Since
T (w−1) = T
(
w′
−1
)
⊔ {w′−1sw′} we have∑
t∈T (w−1)
∑
t′∈T ((wt)−1)
〈α, α∨t′〉〈β, α∨t 〉u2 ⊗ wtt′
=
∑
t∈T (w′−1)
∑
t′∈T ((sw′t)−1)
〈α, α∨t′〉〈β, α∨t 〉u2 ⊗ sw′tt′ +
∑
t′∈T (w′−1)
〈α, α∨t′〉〈β, α∨w′−1sw′〉u2 ⊗ w′t′
=
∑
t∈T (w′−1)
∑
t′∈T ((w′t)−1)
〈α, α∨t′ 〉〈β, α∨t 〉u2 ⊗ sw′tt′
+
∑
t∈T (w′−1)
〈
α, α∨
(w′t)−1s(w′t)
〉
〈β, α∨t 〉u2 ⊗ w′t+
∑
t′∈T (w′−1)
〈α, α∨t′ 〉〈β, α∨w′−1sw′〉u2 ⊗ w′t′.
By the inductive hypothesis applying to w′, we have∑
t∈T (w′−1)
∑
t′∈T ((w′t)−1)
〈α, α∨t′〉〈β, α∨t 〉u2 ⊗ w′tt′ =
∑
t∈T (w′−1)
∑
t′∈T ((w′t)−1)
〈β, α∨t′ 〉〈α, α∨t 〉u2 ⊗ w′tt′.
Finally, by the assumption on the collection {α∨t }t∈T , we have
t(
α∨(w′t)−1s(w′t)
)
= α∨w′−1sw′
therefore 〈
α, α∨
(w′t)−1s(w′t)
〉
=
〈
tα, α∨w′−1sw′
〉
= 〈α, α∨w′−1sw′〉 − 2
〈α, α∨t 〉
〈
αt, α
∨
w′−1sw′
〉
〈αt, α∨t 〉
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and∑
t∈T (w′−1)
〈
α, α∨(w′t)−1s(w′t)
〉
〈β, α∨t 〉u2 ⊗ w′t+
∑
t′∈T (w′−1)
〈α, α∨t′ 〉〈β, α∨w′−1sw′〉u2 ⊗ w′t′
=
∑
t∈T (w′−1)
(
〈α, α∨w′−1sw′〉 〈β, α∨t 〉+ 〈α, α∨t 〉〈β, α∨w′−1sw′〉 − 2
〈α, α∨t 〉〈β, α∨t 〉
〈
αt, α
∨
w′−1sw′
〉
〈αt, α∨t 〉
)
u2 ⊗ w′t.
Again, in this expression α and β are symmetric. Thus ρ(α)ρ(β)(1 ⊗ w) = ρ(β)ρ(α)(1 ⊗ w) holds.
We have thus constructed anHW -module structure ρ on S⊗kk [W ]. It is clear that the right S-module
morphism
HW S⊗k k[W ] k[W ]⊗k S
X ρ(X) (1⊗ e)
P ⊗ w w−1 ⊗ P
provide an inverse to the multiplication S ⊗k k[W ] → HW , as one can easily check it on generators of
both sides. Therefore S⊗k k[W ] ∼= HW .
B.3. Reduction to Coxeter systems of rank ≤ 2. — As the Coxeter group (W,S) is defined by
relations with at most 2 generators involved,W may be described as the (non-filtrant) colimit of spherical
parabolic subgroups of rank ≤ 2 (those are finite dihedral groups):
W ∼= lim−→
Σ⊆S
#Σ≤2
#WΣ<∞
WΣ.
So is the case for graded affine Hecke algebras. Let
(
W,S, ρ, {α∨t }t∈T
)
be a datum as above. For any
subset Σ ⊆ S, we have a induced datum (WΣ,Σ, ρ |WΣ , {α∨t }t∈TΣ). Obviously, we can describe HW as
the following (non-filtred) colimit in the category of associative k-algebras:
HW ∼= lim−→
Σ⊆S
#Σ≤2
#WΣ<∞
HWΣ .
Index of notations. —
(M,M0,m,m∗,O,L), 7
(z, χ), 41
Aν⋄ , 15
G, 3
G0,⋄, 5
G0, 4
H,H0, h, h∗, 29
H⋄, 29
Lσ⋄ , 7
M,M0,m,m∗, 7
P σ≤ν , pσ≤ν∗ , u
σ≤ν
∗ , 29
S , 6
Sκ, 6
T , 5
T ad, 5
W , 6
WJ , 6
WJκ , 6
WEM , 7
Wx, 6
Wν , 8
Y , 17
[I : S], 37
[w], 11
∆aff , 5
Gdilm , 5
G♭m, 24
Grotm , 5
IC(L), 3
Ind
gη
pη , 5
PervG(X), 3
Φ, 35
ΦJ , 33
Πν,ν′ , 11
Ξ, 8
ΞJ , 29
Ξσ,Ξσ, 30
EM , 7
E, 9
E⋄, 9
Eν , 8
Eν⋄ , 8
I, 37
H, 28
HJ , 28
Iν , 13
Lz,χ, 41
Mz,χ, 42
R, 43
S, 15
Sν , 15
X∗(G), 3
X∗(G)Q, 3
x, 5
xν , 26
xν , 26
Hν,ν′ , 14
Hν,ν′a ,Hν,ν
′
≤w,a,Ha,H≤w,a, 25
Hν,ν′w , 16
Hν,ν′≤w ,Hν,ν
′
<w , 18
K, 14, 29
L, 7
Lν , 8
Oν , 8
Oa (H), 39
T ν , 13
W , 6
X ν,ν′ , 10
X ν,ν′w , 12
X ν,ν′≤w ,Zν,ν
′
≤w , Ẑν,ν
′
≤w , 18
Zν,ν′ , 13
Zν,ν′w , 13
h¨O, 29
δ, 5
⋄, 5
L˙ν , L˙, 13
h˙O, 29
˙̂L, 14
ǫ, 10
η, 4
C, 6
C(EM ), 7
E, 6
E(EM ), 7
F, 6
F(EM ), 7
H, 5
g, 3
gi, 4
pλ∗ , 4
uλ∗ , 4
K̂, 14
K̂H , 30
Ôν , 14
T̂ ν , 14
Ẑν,ν′ , 14
Ẑν,ν′H , 30
≤ℓ, 17
∂J , 6
ǫlλ∗ , 4
λ
rV , 3
Db (X), 3
S˜ , 8
S˜ν , 8
W˜ ν , 8
W˜ , 8
K˜H , 32
Z˜ν,ν′H , 31
Ξ, 10
ν, 10
a, 24
u, 5
v, 24
x, 4, 5
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