Abstract. We prove that the Pauli representation of the quantum permutation algebra A(S4) is faithful. This provides the second known model for a free quantum algebra. We use this model for performing some computations, with the result that at level of laws of diagonal coordinates, the Lebesgue measure appears between the Dirac mass and the free Poisson law.
Introduction
The notion of free quantum group appeared in Wang's papers [17] , [18] . The idea is that given a group G ⊂ U (n), the matrix coordinates u ij ∈ C(G) commute with each other, and satisfy certain relations R. One can define then the universal algebra A(G) generated by abstract variables u ij , subject to the relations R. In certain situations we get a Hopf algebra, and we have the heuristic formula A(G) = C(G), where G is a quantum group, called free version of G. We have G ⊂ G.
This construction is not axiomatized, and in fact, there are only a few examples:
(1) The first two groups, considered in [17] , are G = U (n) and G = O(n).
The symmetric group G = S n was considered a few years later, in [18] . The corresponding quantum groups have been intensively studied since then. However, the "liberation" aspect of the construction G → G was understood only recently: the idea is that with n → ∞ the integral geometry of G is governed by probabilistic independence, while that of G, by freeness in the sense of Voiculescu. This follows from [7] , [8] , [12] . (2) A number of subgroups G ⊂ S n have been considered recently, most of them being symmetry groups of graphs, or of other combinatorial structures. Some freeness appears here as well, for instance in certain situations the operation G → G transforms usual wreath products into free wreath products. However, the main result so far goes somehow in the opposite sense: for certain classes of groups, with n → ∞ we have G = G. See [4] , [5] , [6] . Summarizing, the study of free quantum groups focuses on several ad-hoc constructions G → G. The following two questions are of particular interest in connection with the axiomatization problem: when does G collapse to G? when is G a "true" free version of G? There are already several answers to these questions, most of them being of asymptotic nature. Work here is in progress.
The purpose of this paper is to propose an escape from asymptotic philosophy, with a detailed study of the free quantum group associated to G = S 4 . In other words, we study the Hopf algebra A(S 4 ) generated by 16 abstract variables, subject to certain relations, similar to those satisfied by the coordinates of S 4 ⊂ U (4). These relations, discovered in [18] , are known under the name "magic condition".
We should mention first that for G = S n with n = 1, 2, 3 we have A(S n ) = C(S n ), and there is no quantum group to be studied. The other thing is that for n ≥ 5 the algebra A(S n ) is too big, for instance it is not amenable, so a detailed study here would be much more difficult, and would require new ideas.
These are somehow technical motivations. On the heuristic side, we have the fact that the space {....} formed by 4 points is the simplest one to have a nontrivial quantum automorphism group. This suggests that A(S 4 ) itself might be the "simplest" Hopf algebra, and we believe indeed that it is so. This algebra corresponds for instance to the situation "index 4, graph A ∞ ", known from work of Jones to be the basic one. See [3] for more comments on this subject.
We have two results about A(S 4 ):
(1) An explicit realization of the magic condition is found in [9] , by using the Pauli matrices. This gives a representation π :
shown there to be faithful in some weak sense. At that time there was no technique for proving or disproving the fact that π is faithful. This problem can be solved now by using integration techniques, inspired from [10] , [11] , [12] , [19] and introduced in [7] , [8] , and our result is that π is faithful. In other words, we have a model for the abstract algebra A(S 4 ). This is the second known model for a free quantum algebra, the first one being a certain embedding A(U (2)) → C(T) * C(SU (2)), found in [1] . (2) The model can be used for working out in detail the integral geometry of the corresponding quantum group. As in our previous work [7] , [8] , the problem we consider is that of computing laws of sums of diagonal coordinates u ii . Each such coordinate is a projection of trace 1/4, and it is known from [2] that the sum u 11 + u 22 + u 33 + u 44 is free Poisson on [0, 4]. Our main result here is that the law of u 11 + u 22 is an average between a Dirac mass at 0, and the Lebesgue measure on [0, 2] . In other words, modulo 0 and rescalings, the variables u s = u 11 + . . . + u ss with s = 1, 2, 4 correspond to a Dirac mass, a Lebesgue measure, and a free Poisson law.
These latter integration results might seem a bit technical, and probably deserve more explanations. A first possible escape from asymptotic philosophy for G = O(n), probably adaptable to G = U (n) and G = S n as well, would be use of meander determinants of Di Francesco ([13] ). This is mentioned in [7] , but so far we have no results in this sense. The other possible solution is via matrix models, and we use here the Pauli model for making some advances on the problem. However, the analogy between quantum and classical remains very unclear.
The paper is organized as follows: 1 is a quick introduction to A(S 4 ), in 2 we discuss the Pauli model, and in 3-5 we compute probability measures.
Quantum permutation groups
Let A be a C * -algebra. That is, we have a complex algebra with a norm and an involution, such that Cauchy sequences converge, and ||aa * || = ||a|| 2 .
The basic example is B(H), the algebra of bounded operators on a Hilbert space H. In fact, any C * -algebra appears as subalgebra of some B(H).
The key example is C(X), the algebra of continuous functions on a compact space X. By a theorem of Gelfand, any commutative C * -algebra is of this form. A magic unitary over B(H) is of the form P (K ij ), with K magic decomposition of H, in the sense that all rows and columns of K are decompositions of H. The basic examples here are of the form K ij = C ξ ij , where ξ is a magic basis of H, in the sense that all rows and columns of ξ are bases of H.
A magic unitary over C(X) is of the form χ(Y ij ), with Y magic partition of X, in the sense that all rows and columns of Y are partitions of X. The key example here comes from a finite group G acting on a finite set X: the characteristic functions χ ij = {σ ∈ G | σ(j) = i} form a magic unitary over C(G).
In the particular case of the symmetric group S n acting on {1, . . . , n}, we have the following presentation result, which follows from the Gelfand theorem:
is the commutative C * -algebra generated by n 2 elements χ ij , with relations making (χ ij ) a magic unitary matrix. Moreover, the maps
are the comultiplication, counit and antipode of C(S n ).
In other words, when regarding S n as an algebraic group, the relations satisfied by the n 2 coordinates are those expressing magic unitarity.
We are interested in the algebra of "free coordinates" on S n . This is obtained by removing commutativity in the above presentation result: Definition 1.3. A(S n ) is the C * -algebra generated by n 2 elements u ij , with relations making (u ij ) a magic unitary matrix. The maps
are called the comultiplication, counit and antipode of A(S n ). This algebra, discovered by Wang in [18] , fits into Woronowicz's quantum group formalism in [20] . In fact, the quantum group Q n defined by the heuristic formula A(S n ) = C(Q n ) is a free analogue of the symmetric group S n . This quantum group doesn't exist of course: the idea is just that various properties of A(S n ) can be expressed in terms of it. As an example, the canonical map A(S n ) → C(S n ) should be thought of as coming from an embedding S n ⊂ Q n .
This follows from the fact that for n ≤ 3, the entries of a n × n magic unitary matrix have to commute. Indeed, at n = 2 the matrix must be of the form
with p projection, and entries of this matrix commute. For n = 3 see [18] . This result is no longer true for n = 4, where more complicated examples of magic unitary matrices are available, for instance via diagonal concatenation:
This example shows that the algebra generated by p, q is a quotient of A(S 4 ). With pq = qp we get that A(S 4 ) is non-commutative, hence bigger that C(S 4 ).
We have the following result, proved in [2] , [3] , [18] .
Theorem 1.2. The algebra A(S 4 ) has the following properties: (1) It is non-commutative, and infinite dimensional. (2) It is amenable in the discrete quantum group sense. (3) The fusion rules are the same as those for SO(3).
We would like to end with a comment about the algebra A(S n ) with n ≥ 5, which won't appear in what follows. As in the case n = 4, this algebra is non-commutative, infinite dimensional, and has same fusion rules as SO(3).
The subtlety comes from the fact that the irreducible corepresentations have dimensions bigger than those of SO (3), and this makes this algebra non-amenable. In fact, much worse is expected to be true: there is evidence from [14] that the reduced version should be simple, and that the corresponding von Neumann algebra should be a prime II 1 -factor. In other words, this algebra has bad analytic properties.
The Pauli representation
The purpose of this paper is to provide a detailed analytic description of A(S 4 ). We use an explicit matrix model, coming from the Pauli matrices:
These are elements of SU (2). In fact, SU (2) consists of linear combinations of Pauli matrices, with points on the real sphere S 3 as coefficients:
The Pauli matrices multiply according to the formulae for quaternions:
The starting remark is that the Pauli matrices form an orthonormal basis of M 2 (C), with respect to the scalar product < a, b >= tr(b * a). Moreover, the same is true if we multiply them to the left or to the right by an element of SU (2).
We can formulate this fact in the following way:
Proposition 2.1. For any x ∈ SU (2) the elements ξ ij = c i xc j form a magic basis of M 2 (C), with respect to the scalar product < a, b >= tr(b * a).
We fix a Hilbert space isomorphism M 2 (C) ≃ C 4 , and we use the corresponding identification of operator algebras B(M 2 (C)) ≃ M 4 (C).
Associated to each element x ∈ SU (2) is the representation of A(S 4 ) mapping u ij to the rank one projection on ξ ij :
This representation depends on x. For getting a faithful representation, the idea is to regard all these representations as fibers of a single representation.
Definition 2.1. The Pauli representation of A(S 4 ) is the map
mapping u ij to the function x → rank one projection on c i xc j .
As a first remark, in this statement SU (2) can be replaced by P U (2) = SO(3). For reasons that will become clear later on, we prefer to use SU (2).
This representation is introduced in [9] , with the main result that it is faithful in some weak sense. In what follows we prove that π is faithful, in the usual sense.
Consider the natural linear form on the algebra on the right:
We use the following analytic formulation of faithfulness.
Lemma 2.1. The representation π is faithful provided that
for any choice of k and of various i, j indices, where π ij = π(u ij ).
Proof. The condition in the statement is that
for any product a of generators u ij . By linearity and density this formula holds on the whole algebra A(S 4 ). In other words, the following diagram commutes:
On the other hand, we know that A(S 4 ) is amenable in the discrete quantum group sense. This means that its Haar functional is faithful:
Assume now that we have π(a) = 0. This implies π(aa * ) = 0, and commutativity of the above diagram gives aa * = 0. Thus a = 0, and we are done.
We compute now the integral on the right in the above lemma. Consider the canonical action of SU (2) on the algebra M 2 (C) ⊗k , obtained as k-th tensor power of the adjoint action on M 2 (C):
Consider also the following linear map:
With these notations, we have the following technical result:
Lemma 2.2. We have the formula
where E is the expectation under the canonical action of SU (2).
Proof. For a multi-index i = (i 1 , . . . , i k ) we use the following notation:
We have the following computation, where P (ξ) denotes the rank one projection onto a vector ξ:
We use now the following elementary formula, valid for any sequence of norm one vectors ξ 1 , . . . , ξ k in a Hilbert space:
In our situation these vectors are in fact matrices, and their scalar products are given by < ξ, η >= tr(ξη * ). This gives the following formula:
We use now the formula c * s = ±c s , valid for all matrices c s . The minus signs can be rearranged, and the computation can be continued as follows:
We can interchange the trace and integral signs:
Now acting by group elements, then integrating, is the same as projecting onto fixed points, so the computation can be continued as follows:
This finishes the proof. Proof. Recall first that R is given by the following formula:
This shows that we have R(c i ) = ±c j /2, where the multi-index j = (j 1 , . . . , j k ) depends only on the multi-index i = (i 1 , . . . , i k ), and satisfies c j 1 . . . c j k = ∓1.
For any Pauli matrix x we have the following computation:
By linearity we have Rα x = α x R, and once again by linearity, this latter equality must hold for any x ∈ SU (2). This proves the first assertion.
For the second assertion, we use a canonical basis for the algebra of fixed points under the action of SU (2). Consider the set N C(k) of non-crossing partitions of the ordered set {1, . . . , k}. We can plug multi-indices i = (i 1 . . . i k ) into partitions p ∈ N C(k) in the obvious way, and the number δ pi is defined as follows:
1 if all blocks of p contain equal indices of i 0 if not Each partition p ∈ N C(k) creates a tensor, in the following way:
These tensors form a basis for the fixed point algebra under the action of SU (2). Indeed: (1) the fact that they are fixed by the Pauli matrices, hence by the whole SU (2), follows from the multiplication table of Pauli matrices; (2) the fact that they are linearly independent follows for instance from the fact that the associated Gram matrix, studied in [8] , is invertible; (3) the number of such tensors is the k-th Catalan number, known from Clebsch-Gordon rules to be the good one. Now the fact that R is isometric on fixed points -the assertion to be proved -is equivalent to the following equality, for any p, q ∈ N C(k):
< R(c(p)), R(c(q)) >=< c(p), c(q) >
We have the following preliminary computation:
In this formula all scalar products are either 0 or 1, depending on the choice of various indices. Now assume that i 1 , . . . , i k and j 1 are fixed. If the first scalar product is 1 then j 2 is uniquely determined, then if the second scalar product is 1 then j 3 is uniquely determined as well, and so on. Thus for all scalar products to be 1, the multi-index j is uniquely determined by the multi-index i, up to a possible choice of the first index j 1 . Together with the remark that all scalar products are indeed 1 in the situation j = i + s, meaning j k = i k + s for any k, we get:
We have now all ingredients for computing the above scalar products:
Together with the fact that the elements c(p) span the algebra of fixed points under the action of SU (2), this gives the result. Proof. The idea is that the integrals in Lemma 2.1 can be computed by using fixed points under actions of SU (2) and of A(S 4 ), which can be in turn identified.
For a multi-index i = (i 1 , . . . , i k ), we use the following notations:
Each partition p ∈ N C(k) creates two tensors, in the following way:
It is well-known that e(p)/c(p) form a basis for the space of fixed points under the canonical action of A(S 4 )/SU (2), see for instance [8] for A(S 4 ) and proof of Lemma 2.3 for SU (2) . This shows that the corresponding expectations X, E are conjugated by the linear map given by J(e i ) = c i :
This gives the following formula for the integral on the left in Lemma 2.1:
On the other hand, the integral on the right in Lemma 2.1 can be computed as well in terms of E, by using Lemma 2.2 and Lemma 2.3:
Now since E is a projection having real coefficients in the basis c i , the above two scalar products are equal, and the result follows by applying Lemma 2.1.
Diagonal coefficients
We can use the Pauli representation for computing laws of certain diagonal coefficients of u, the fundamental corepresentation of A(S 4 ). These diagonal coefficients are introduced in [7] , [8] . We are particularly interested in the following elements: Definition 3.1. Associated to s = 1, 2, 3, 4 is the average
where u is the fundamental corepresentation of A(S 4 ).
We use notions from free probability from [15] , [16] . Recall first that the free Poisson law is the following probability measure on [0, 4]:
In this paper we use probability measures supported on [0, 1]. So, consider the corresponding compression of the free Poisson law:
We denote by λ 1 the Lebesgue measure on [0, 1].
Lemma 3.1. We have the following formulae, where
Proof. These results are all well-known:
(1) The variable 2a is semicircular on [−2, 2], as one can see geometrically on S 3 , or by using representation theory of SU (2), so its square 4a 2 is free Poisson.
(2) This follows from the fact that when projecting S 3 on the unit disk, the uniform measure on S 3 becomes the uniform measure on the unit disk. 
Proof. The s = 1 assertion is clear, and the s = 4 one is known from [2] . For reasons of uniformity of the proof, we will prove these assertions as well.
Consider an element x ∈ SU (2), and write it as x = x 1 c 1 + . . . + x 4 c 4 . With the notations c 2 i = ε i and c i c j = ε ij c j c i , with ε i , ε ij ∈ {±1}, we have:
This gives the following formula for the orthogonal projection onto the vector c i xc i , denoted π ii , as in previous section:
Now by using the more convenient notation x = ac 1 + bc 2 + cc 3 + dc 4 , we get from the multiplication table of Pauli matrices the following formulae:
We have M 1 = π 11 , and by making averages we get M 2 , M 4 :
With these notations, we have to compute the following numbers:
We first compute the characteristic polynomial of each M s :
Thus we have the following diagonalisations:
We take powers, we apply the trace, and we integrate:
By symmetry reasons we have:
The result follows now from Lemma 3.1.
Numeric results
In previous section we computed the law of the average M s , with s = 1, 2, 4. The same proof doesn't apply to the missing variable M 3 , because the corresponding matrix cannot be diagonalized explicitly. This technical problem is to be related to the general principle "the sphere cannot be cut in three parts".
The undiagonalizable (or cutting) matrix is as follows: Proof. By symmetry reasons M 3 has the same law as (u 22 + u 33 + u 44 )/3, which has in turn the same law as the following matrix:
By using the formulae of π ii , we get the matrix in the statement.
Observe that M 3 has trace 1, and has (a −1 , b −1 , c −1 , d −1 ) as 0-eigenvector. Thus the characteristic polynomial of M 3 is of the following form:
An explicit computation gives the following formulae for K, L:
In principle, this can be used for computing the Cauchy transform:
The corresponding integration problem on S 3 looks particularly difficult, and we don't know how to solve it. However, we did a lot of related abstract or numeric computations, and we have the following result: For this, let (a ′ , b ′ , c ′ , d ′ ) be independent standard Gaussian variables. We have the following equality of joint distributions:
where ρ is the positive square root of a standard chi-square distribution of parameter 4, independent from (a, b, c, d).
Since ρ is a real variable independent from (a, b, c, d), whose even moments are the numbers 2 k (k + 1)!, we have the following computation:
The integrals on the left can be computed with Maple, and we get the result.
The above theorem shows that our matrix model has also a computational interest: indeed, a direct attempt to make the above computations only with the Weingarten function summation formulae (or even with the matrix model but without the above Gaussianization trick) could not yield more than 5-6 moments whereas the method described in the proof of the above theorem could easily yield up to 15 moments.
Yet, these computations don't shed any light on where these moments come from: for instance 64223 is prime.
Another thing that we tried was to compute first the laws of linear interpolations M 1 → M 2 and M 2 → M 4 , in order to get some idea about what's going on, then to conjecture something about M 3 . The idea here is that we have the following triangle, all whose sides are 1-dimensional real linear spaces:
For the interpolated variables on the upper two sides, the corresponding 4 × 4 matrix decomposes as a sum of two 2 × 2 matrices, so the computation is definitely possible, by starting with the formula for the degree 2 equation. However, the subject is quite technical, and the formulae we got are not very enlightening.
As a last comment, we have the following negative result:
This is because the second moments of these laws are respectively 5/36 and 15/32. This can be checked by a routine computation, and contradicts what one might want to conjecture, after a quick comparison of Lemma 3.1 and Theorem 3.1.
We intend to come back to these questions in future work. In fact, integration over the Pauli quantum group seems to be a quite non-trivial subject.
Symmetric groups
Let u be the fundamental corepresentation of C(S 4 ). We consider the following element of C(S 4 ), depending on real parameters t i which sum up to 1:
We have the following result: Proof. We have u ii = χ(X i ), where X i is the set of permutations in S 4 fixing i.
There are 6 such permutations, namely:
(1) The identity I.
(2) The two 3-cycles fixing i; we denote by C i the set they form.
(3) The three transpositions fixing i; we denote by T i the set they form.
Observe that: the identity I belongs to each X i ; the set C i doesn't intersect the set X j , for j = i; each of the six transpositions in S 4 can be obtained by taking intersections between the sets T i and their complements.
These remarks show that the algebra ∆ generated by the diagonal elements u ii is a 12-dimensional vector space, with the following basis:
(1) The projection χ{I}. With these notations, we have the following formula:
We get in this way a formula for average in the statement:
On the other hand, the restriction of the integration (or averaging) over S 4 to the subalgebra ∆ ⊂ C(S 4 ) is obtained by counting elements in various subsets of S 4 corresponding to the above basis of ∆. We get: 
In this formula the 9 · 0 k = 0 term is there for the 9 coefficient to produce the equality 24 = 1 + 2 · 4 + 6 + 9. This gives the formula in the statement.
We can use the above result for computing laws of classical analogues of the elements M s from previous sections: The challenging problem here is to work out the analogy with A(S 4 ). It is known from [8] that the analogy between classical and quantum appears in the limit n → ∞, with the Poisson semigroup of measures for C(S n ) corresponding to the free Poisson semigroup for A s (n). The above computations should be regarded as a first step towards understanding what happens with the analogy, when n is fixed.
