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 The purpose of this research is to estimate the main location of the user at prefecture level from tweets on 
Tweeter. We took two natural language processing approaches. The first one is to embed user’s tweet using 
several feature extraction methods and then classify them with neural networks. The second uses fastText 
combined with deep learning techniques called convolutional neural networks for sentence classification 
(CNNSC). We achieved 62.9% and 50.7% with the first and second approaches, respectively. In our 
experiments, using “latent semantic indexing” (LSI) as feature extractor in the first approach showed the highest 
classification performance. 















徴を抽出した後４層 neural network などの識別器を用いる
手法と，近年成果をあげている convolutional neural 
networks（CNN）の入力を 1 次元とし，文章に適用する深
層学習手法それぞれについて比較検討を行った． 










る．SNS の中における Twitter の利用率は，2016 年現在，
Line(67.0%)，Facebook(32.3%) に次いで 27.5%の第 3 位で
あり，これらのサービスの利用率は年々増加傾向である
[1]． 
Twitter は 140 字以内の発言(ツイート) を投稿する事
ができるサービスであり，返信(リプライ) や引用(リツイ
ート) などの機能や，GPS 情報を元に位置情報(ジオタグ) 
を付与する事ができる．位置情報は，ある特定の地域に向
けたプロモーションや，発信者の位置情報による様々な


















30km 以内とした時の適合率と再現率は，約 79%と約 54%
であったと報告している．これらの手法は，発言単位で場













場所の推定を目的し，潜在意味解析 (latent semantic 
indexing: LSI)	[11]や fastText[12]，Doc2Vec[13]といった






















たしたユーザを各 47 都道府県から 2,000 ユーザずつにな
るまで選択し，Twitter の Rest API を用い各 500 発言ず











定に Conditional Random Fields（CRF）[16]を用いている．
また，発言中の新語に対応させるため，多数の Web 上の
言語資源から得た新語を追加することによりカスタマイ













る，特異値分解と等価の潜在意味解析 (latent semantic 
indexing: LSI)	[11]や近年自然言語処理分野で優れた成果






る語 M 語と，文書 N 個による M×N 行列を，Fig.2 の概





BoW から TFIDF ベクタに変換を行った．TFIDF とは，単






ある．この TFIDF ベクタに対し特異値分解を行い LSI ベ
クタに変換を行った．次元削減後の次元数𝐷"は予備実験




















ている．１つは Word2Vec のモデルである CBoW
（continuous bag–of-words）を拡張した PV-DM（paragraph 





fastText のモデル同様学習コーパスには wikipedia の全文






Fig.3 fastText による特徴抽出の例 
 
a）Convolutional Neural Networks for Sentence        
Classification（CNNSC） 
Convolutional Neural Networks for Sentence Classification
（CNNSC）[14]とは，近年画像認識分野で成果をあげてい
る convolutional neural networks（CNN）[19]の入力を１次
元とし，文章へ適用したものである．入力には，one-hot 表


























ても WT は有効であると考え，Fig.5 の例に示すように 
単語に対し WT の処理を行った．Conv 層１層のアーキ




Fig.4 Conv 層１層の CNNSC の例 
 
 
Fig.5 WT の例 
 
c）Convolution 層と Pooling 層 
Convolution 層とは畳み込み（convolution）を行う層であ
り，ある層における畳み込みは，前層 K 個の特徴マップ
を 𝐼6, 𝐼8, … , 𝐼:, … , 𝐼;	 𝐼: ∈ ℝ >?×>@  とし，現層の L 個の
畳 み 込 み カ ー ネ ル を  𝑤6, 𝑤8, … , 𝑤B, … , 𝑤"		 𝑤B ∈ℝ >C×>D×; ，ならびに各畳み込みカーネルに対応するバ
イアス項をbFと定義すれば Eq.1に示すような新しい特徴
マップℎ6, ℎ8, … , ℎB, … , ℎ"を得る処理である． 





ルの中心座標を 0,0  としたとき，n/ の大きさに依存し
たインデックス集合である．例えば，𝑛3 = 3 としたとき，ϕ = −1,−1 , 0, −1 , … , 1,1 	  となる．活性化関数
relu(・)は rectified linear unit（ReLU）を意味し，Eq.2 に示
す関数である． 








応することを期待し，max pooling を用いた． 
Table1 CNNSC: Conv 層１層 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:de>dB  
2 𝑅𝑒𝑙𝑢 
3 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
4 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB, 𝑁:de>dB  
5 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
6 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB, 47  
 
Table2 CNNSC: Conv 層並列（並列数２の場合） 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛s×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  
2 𝑅𝑒𝑙𝑢 𝑅𝑒𝑙𝑢 
3 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
4 Concat 
5 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 𝑁:de>dB×2  
6 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
7 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 47  
 
Table3 CNNSC: Conv 層並列かつ深さ２（並列数２） 
Layer CNNSC configuration 
1 𝐶𝑜𝑛𝑣 𝑛s×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×𝐷(, 𝑜𝑢𝑡	 = 	𝑁:  
2 𝐶𝑜𝑛𝑣 𝑛s×1, 𝑜𝑢𝑡	 = 	𝑁:  𝐶𝑜𝑛𝑣 𝑛6×1, 𝑜𝑢𝑡	 = 	𝑁:  
3 𝑅𝑒𝑙𝑢 𝑅𝑒𝑙𝑢 
4 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(1, 𝑁3) 
5 Concat 
6 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 𝑁:de>dB×2  
7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑖𝑜 = 0.5  
8 𝐿𝑖𝑛𝑒𝑎𝑟 𝑁:de>dB×2, 47  
 
４．	結果 
（１）特徴抽出後 neural network を用いた際の結果 
各特徴抽出手法に応じたモデルについて，都道府県 47 
クラス分類を行い，最終的な出力が一致した場合のみ正
解とした．Fig.6，Fig.7，Fig.8 に特徴抽出手法に LSI，fast 
Text，Doc2Vec をそれぞれ用いた場合の都道府県 47 クラ
スの識別問題に対する confusion matrix を示した．なお各
図は，可視化のために都道府県ごとに[0-1] に正規化した
ものである．また識別結果のまとめを Table4 に示す．
Table4 において，Total Accuracy は全ユーザに対する正解
ユーザの数を表し，Average Accuracy は，都道府県ごとの
正解率の平均を表す．また，Fig.6 において正解率が低い




Fig.6 特徴抽出に LSI を用いた際の判別結果 
 
 
Fig.7 特徴抽出に fastText を用いた際の判別結果 
 
 







場合の結果を Table6 に，また，Conv 層１層で wildcard 
trainingのwildcard率を変化させた場合の結果を table7に，
Conv 層を並列にした場合の結果を Table8 に，Conv 層を




 LSI fastText Doc2Vec 
Total Accuracy 62.9 36.9 33.1 
Average Accuracy 63.3 37.0 33.3 
 
Table 5 埼玉，千葉，東京，神奈川における推定割合(%) 



































（１）特徴抽出後 neural network を用いた際の考察 
今回の実験において，情報表現に古典的な特異値分解



























neural network で学習させたため，LSI を作成したときの
データバイアスが生じている可能性があり懸念が残る． 
  
Table6 Conv 層を 1 層の場合に条件を変化させた時の 
結果(%) 
前処理 Filter size Kernel num Accuracy 
固有名詞 
のみ抽出 
（3×300） 128 48.2 
256 50.3 
512 49.4 
（4×300） 128 48.7 
256 48.7 
512 49.0 
（5×300） 128 47.9 
256 47.9 
512 48.5 







（3×300） 128 45.2 
（4×300） 128 45.8 
（5×300） 128 44.6 
（6×300） 128 44.0 
 






































 Table8 Conv 層を並列にした場合に条件を変化させた 
時の結果(%) 

















































が 0.1 もしくは 0.2 の場合が，WT を行っていない場合よ
りも正解率が上回った．これは，先行研究でも述べられて
いたが，WT により単語を Dropout させることによりデー
タオーギュメンテーションを行うことができ，それによ
って過学習抑制，汎化性能の向上となったと考えられる．
WT の ratio を大きくしすぎると，ある所から正解率が落
ち込んでいくが，これは，Dropout を行いすぎて，学習に









































Table 都道府県 ID と対応する都道府県名 
BA5 0 1 2 3 4 5 6 7 8 9 10 11
BA5 
/A HI5 $5 5 :45 !5 95 >5 )&5 <K5 35 ?5
BA5 12 13 14 15 16 17 18 19 20 21 22 23
BA5 (B85 %15 5 75 95 +5 ED5 F5 I5 #65 C5
BA5 24 25 26 27 28 29 30 31 32 33 34 35
BA5 0@5 B G  5 =5-5M5 *5 5 5 5 "5
BA5 36 37 38 39 40 41 42 43 44 45 46
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