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The flow of fluids over solid surfaces is an integral part of many technolo-
gies, and the analysis of such flows is important to the design and operation of
these technologies. Solid surfaces, however, are generally rough at some scale, and
analyzing the effects of such roughness on fluid flows represents a significant chal-
lenge. There are two fluid flow situations in which roughness is particularly impor-
tant, because the fluid shear layers they create can be very thin, of order the height
of the roughness. These are very high Reynolds number turbulent wall-bounded
flows (the viscous wall layer is very thin), and very low Reynolds number lubrica-
tion flows (the lubrication layer between moving surfaces is very thin). Analysis
in both of these flow domains has long accounted for roughness through empiri-
cal adjustments to the smooth-wall analysis, with empirical parameters describing
the fluid dynamic roughness effects. The ability to determine these effects from
a topographic description of the roughness is limited (lubrication) or non-existent
vii
(turbulence). The commonly used parameter, the equivalent sand grain roughness,
can be determined in terms of the change in the rate of viscous energy dissipation
caused by the roughness and is generally obtained by measuring the effects on a
fluid flow. However, determining fluid dynamic effects from roughness character-
istics is critical to effective engineering analysis.
Characterization of this mapping from roughness topography to fluid dy-
namic impact is the main topic of the dissertation. Using the mathematical tools
of shape calculus, we construct this mapping by defining the roughness functional
and derive its first- and second- order shape derivatives, i.e., the derivatives of the
roughness functional with respect to the roughness topography. The results of the
shape gradient and complete spectrum of the shape Hessian are presented for the
low Reynolds number lubrication flows. Flow predictions based on this derivative
information is shown to be very accurate for small roughness. However, for the
study of high Reynolds number turbulent flows, the direct extension of the current
approach fails due to the chaotic nature of turbulent flows. Challenges and possible
approaches are discussed for the turbulence problem as well as a model problem,
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The flow of fluids over solid surfaces is a common feature of engineered
systems. However, the analysis and control of such fluid flows is complicated by
the fact that the surfaces involved are generally rough at some scale. Surface to-
pography can have a significant effect on the rate of momentum transfer to the
surface (drag). Generally, the magnitude of the roughness effect on a fluid flow
varies with the height of the roughness scaled by the thickness of the fluid shear
layer in which it exists. In engineered systems, for which surfaces are made to
be relatively smooth, these roughness effects are commonly important in two sit-
uations: in lubrication applications, where a thin viscous fluid film flows between
sliding surfaces; and in turbulent flows, where the turbulence acts to produce a thin
viscously-dominated layer very close to the wall (this is the so-called viscous sub-
layer). In engineering analysis, the effects of roughness have long been accounted
for through the use of empirical adjustments to smooth-wall relations. It is currently
not possible to determine these effects directly from a description of the roughness
topography. However, predicting and understanding how the characteristics of a
roughness affect fluid dynamics is important for effective engineering design and
analysis.
1
1.1 Roughness in Lubrication Flows
In lubrication applications the primary analytic tool is the Reynolds lubrica-
tion equation, which for simplicity is shown here for steady flow in one dimension
















where U is the velocity of one of the bearing surfaces (the other is fixed), h is the
spacing between the surfaces and p is the pressure. The 1-D Reynolds equation
is derived by integrating the two-dimensional Stokes flow across the gap between
the two moving surfaces, under the assumption that the gap width varies in x over
scales L h, and that the surfaces are smooth. A common approach to treating
roughness in this context is to introduce flow factors φ1(x) and φ2(x) [57, 58] into
















Since the introduction of roughness flow factors in 1978, there have been a
number of approaches proposed to determine them for given roughness topogra-
phies. These have included analysis of stochastic models [16, 74, 75], analysis
of specified deterministic roughness topographies [43, 46] and asymptotic homog-
enization analysis [4, 5, 7, 34, 37, 60, 61]. The homogenization analysis has lead
to the development of bounds on the roughness effects, and thus the flow fac-
tors [6, 49]. While the homogenization approach appears to provide the best op-
portunity to systematically account for roughness effects, the work cited above is
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unfortunately limited by the use of the Reynolds equations (1.1) to describe the
details of the flow over the roughness topography. This is an issue, because the
Reynolds equation is an asymptotic approximation valid for geometric variations
that occur over distances large compared to the lubrication film thickness. Rough-
ness need not satisfy this condition.
A more general approach involves asymptotically homogenizing the Stokes
equations for flow over a rough surface similar to the homogenization used by [1,
8]. In this case, a rough surface version of the Reynolds equations is obtained
directly. The analysis is most easily done using variational forms of the Stokes
and Reynolds equations. For example, consider a two-dimensional lubrication film
between rough surfaces (a domain Ω), in which the roughness topography varies
in x over a characteristic length scale h0 that also characterizes the film thickness.
There are also variations in film thickness that occur over large length scales L h0.
This leads to a classical asymptotic (in ε = h0/L) multiscale representation of the
Stokes flow. The resulting large-scale variational statement of the Stokes continuity












∇u : ∇udv. (1.3)
In this expression, u is a solution to a small-scale Stokes flow problem in which the
two surfaces are rough, but are on average parallel, with one wall moving at velocity
U and driven by an average pressure gradient (a pressure driven Couette flow). The
over-line signifies the horizontal average in the small-scale problem. In the second
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term, τw is the wall shear stress on the moving surface in the small-scale problem.
The integrand in the third term is the horizontally averaged rate of kinetic energy











Further analysis indicates that to be consistent, φ1 must simply be the ratio of the
y-integrated energy dissipation rate due to the pressure-driven component of the
small-scale problem with and without roughness. Similarly, the flow-factor φ2 is
related to dissipation associated with the shear driven component of the flow.
In our study, instead of treating roughness in the context of the Reynolds
equations, we want to determine the average dissipation rate in Stokes flows on
rough surfaces. So we would like to find a functional mapping the roughness to-
pography to the dissipation.
1.2 Rough-wall Turbulence
Roughness can have a very large effect in turbulent flows because the rough-
ness height can be of the same order as the thickness of the near-wall viscous layer.
In turbulence [35], roughness is generally parametrized (e.g. equivalent sand-grain
roughness height ks) through its effect on the flow, rather than the surface topogra-
phy of the roughness. Ideally, given an appropriate characterization of the rough-
ness topography, one would like to simply determine the fluid dynamic effects.
This mapping from surface topography to fluid dynamic parameters is currently not
available.
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In high Reynolds number wall-bounded turbulent shear flows over smooth
surfaces, the mean velocity is characterized by two length scales: an inner viscous
length scale given by ν/uτ , where ν is the kinematic viscosity and uτ =
√
τw/ρ
is the friction velocity (τw is the mean wall shear stress); and an outer length scale
δ characterizing the thickness of the turbulent layer (e.g. pipe radius or boundary
layer thickness). In the overlap region (asymptotic matching region) between the
inner and outer scaling layers, the mean velocity takes the form [70]:
U+ = κ−1 logy++A, (1.5)
where U+ =U/uτ is the scaled mean velocity and y+ = yuτ/ν is the scaled height
above the smooth surface, κ ≈ 0.4 is the Karman constant, which has been thought
to be universal, and A is a constant determined by the details of the inner layer
(from experiments A ≈ 5). This log-layer relation is commonly considered to be
valid in a range y+ > 50 and y/δ < 0.15, though there is some controversy about
these values (see e.g. [36]), and the universality of κ [54].
In his experiments in pipes with roughness created from graded close-packed
sand, Nikuradse [55] found, as expected, that the inner viscous length scale was re-
placed by the roughness scale, ks, which he took to be the size of his graded sand
grains. The mean velocity in the overlap region was then found to be
U+ = κ−1 logy/ks +Ak, (1.6)
where the constant Ak ≈ 8.5 is different because of the different inner layer scaling.
This is now considered to be the defining relation for the equivalent or effective
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sand grand roughness height. For any rough surface, this ratio is determined by
fitting the mean velocity profile to (1.6) in the overlap region. In this context, ks
is simply a convenient way to characterize the change in the drag force (wall shear
stress), since from the above, it is a monotonically increasing function of ks [35].
If k is a geometric measure of the height of the roughness (e.g. rms (root-
mean-square) or maximum roughness height), when k+  1, so that viscosity is
negligible, and Reynolds number is very large, so that k/δ  1, dimensional anal-
ysis requires that the ratio ks/k depends only on the roughness geometry. The usual
estimate of when this asymptotic behavior is obtained is k+ > 40 and δ/k > 50,
where k is here interpreted as the maximum height [35]. This high Reynolds num-
ber fully rough condition can be achieved only if the friction Reynolds number of
the flow is sufficiently large (Reτ > 2000), which makes computational studies in
this regime challenging.
There have been many efforts over the years to correlate ks/k with various
geometric roughness parameters [12, 63, 66, 73], with some success for geometri-
cally simple, easily described roughness. For irregular roughness as might result
from machining processes or surface damage, such attempts have been less suc-
cessful [71]. What we really want to know in this case is the functional mapping
the surface topography to ks/k, or equivalently, from surface topography with a
given k to the surface drag (wall stress).
Many experimental and computational studies have been undertaken to char-
acterize the effects of roughness by investigating flow responses to idealized deter-
ministic roughness (see [13] and references therein). As noted by Schlichting [63],
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deterministic roughness avoids the lack of repeatability inherent in randomly pre-
pared rough surfaces, such as the sand-grain roughness used by Nikuradse [55].
While such deterministic roughness studies have been of great value, they have in-
herent shortcomings. In such studies, what one essentially does is a single (or small
number of) roughness functional evaluation(s). One is unable to determine how
much larger the observed roughness effects can be, nor does one determine what
features of the roughness topography are primarily responsible for these effects.
Here, we propose to systematically explore a roughness functional describ-
ing the total drag by determining shape gradients and shape Hessians of the func-
tional, and to use it to explore the sensitivity of drag to changes in roughness to-
pographies. By finding roughness topographies that yield particularly large or small
drag, and by determining the changes to such topographies to which the drag are
most sensitive, we will be able to determine what is important about a roughness
topography in determining its effect.
1.3 Shape derivatives approach
The main goal of this dissertation is to explore the functional described
above to study the influence of roughness. The functional, to which we refer as
the roughness functional in the remainder of this dissertation, maps roughness to-
pography to the dissipation rate, which is related to drag through a global energy






〈(∇u+∇uT ) : (∇u+∇uT )〉dx, (1.7)
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where Ω ⊂ RN(N = 2,3) is a domain with a rough boundary surface, ν denotes








+u ·∇u = f in Ω,
∇ ·u = 0 in Ω,
(1.8)
together with appropriate boundary conditions (to be specified later), 〈·〉 denotes
the expected value (mean).
To study the roughness functional effectively, we determine the first-order
and second-order shape derivatives, namely, the shape gradient and shape Hessian,
using tools from shape calculus. The focus of this work is twofold. First, expres-
sions for the shape gradient and shape Hessian of D for general boundary roughness
are derived. Second, these expressions are evaluated for a perfectly flat boundary
and used in a Taylor expansion to study D for small roughnesses. The depen-
dence of the drag increments on the viscosity ν and on the characteristics of (small)
boundary perturbations are then analyzed.
Note that in the lubrication case, the Reynolds number is generally low, and,
in many cases, the flow can be modeled as steady. Thus, the Stokes equations or
the steady low Reynolds number Navier-Stokes equations provide a good model for
studying roughness effects for lubrication flows.
In turbulent flows, the Reynolds number of the flow as a whole is high, but
the relevant feature of the flow is the viscous sub-layer, and the Reynolds number
of this layer, based on its thickness and the velocity at its edge, is always small,
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independent of the flow Reynolds number. This occurs because the viscous layer
becomes thinner as the Reynolds number increases. Turbulent flows are also un-
steady, but the unsteadiness in the viscous sub-layer is driven by turbulence farther
away from the wall, which is on time scales that are larger than the viscous time
scale that governs sub-layer dynamics. Thus, as a first approximation, a roughness
analysis in the steady low Reynolds number Navier-Stokes equations serves as a
model for the turbulent case. As a sequel, in later analysis, we first derive the ex-
pressions for the shape derivatives in the context of laminar flow, i.e., the velocity
field satisfies the stationary Navier-Stokes equation, then discuss extention of this
analysis to the turbulent flows.
As stated above, a common approach to analyzing flow over rough bound-
aries is to homogenize the roughness to find effective boundary conditions (or a
rough wall law) to be applied in a smoother domain, e.g., [1, 33, 51]. Parameters in
the resulting Robin-type boundary conditions are usually derived numerically from
the solution of problems on representative cutouts of the domain. The homogenized
problem, which uses the effective boundary conditions, is solved on a smooth do-
main, and the solution is considered as an approximation to the rough wall flow. In
lubrication problems, it is common to homogenize the simpler Reynolds lubrication
equation as an alternative to the Navier-Stokes equations [5, 6, 60]. Our approach
is significantly different from homogenization since we measure the drag directly
through the roughness functional (1.7) and consider the shape as a variable. This
allows first- and second-order derivative information to be obtained, which is an
attractive feature of the shape calculus-based approach for the analysis of flow over
9
rough surfaces.
In the past, shape Hessians (i.e., second-order shape derivatives) have been
used mainly as a tool to analyze the well-posedness of shape optimization prob-
lems [9, 10, 20, 28]. More recently, approximations of shape Hessians have also
been used to accelerate convergence of iterative methods for solution of shape opti-
mization problems, for example in imaging [29], aerodynamic design [22, 64], and
elliptic shape optimization problems [20, 21].
The tools of shape calculus are reviewed briefly in Chapter 2 and are used
in Chapter 3 to derive the shape gradient and Hessian of the roughness functional
for laminar flows. Results of this analysis are applied to Couette and Poiseuille
flow problems in Chapter 4. The extension to turbulent flows is given in Chapter 5,
and in Chapter 6, the relevant numerical analysis for the time integration scheme
is summarized. Due to the challenge in the sensitivity analysis of turbulent flows,
the Lorenz problem is used as a simplified model problem in Chapter 7. Finally




In this chapter basic results from shape calculus are recalled, providing a
general framework for the computation of first- and second-order shape derivatives
(Section 2.1). Furthermore, when the shape derivatives are to be taken in the pres-
ence of equality constraints, in this case imposed by the Navier-Stokes equations,
it is convenient to use the Lagrange method to incorporate the constraints. This
approach is outlined in Section 2.2.
2.1 Shape gradients and shape Hessians
We use the velocity method (see [15, 19, 76]) for the computation of shape
derivatives, as summarized below. Let D ⊂ RN be open and Ω ⊂ D. We consider
perturbations Ωt(V)⊂ D of Ω defined through a perturbation of identity, i.e,
Ωt(V) = {x+ tV(x); x ∈Ω}, |t| ≤ to,
where V is a Lipschitz continuous velocity field1. Let J(·) : Ωt(V)→ R be a func-
tional, then J is said to have a Hadamard semiderivative at Ω in direction V, if the
1Note that the velocity field discussed here is a velocity associated with the continuous transfor-














exists and is finite.
For later use, we now give derivatives for two shape functionals.
Lemma 2.1.1. Let Ω ⊂ D be a bounded and measurable domain and V(x) a Lip-
schitz continuous velocity field. Then, for ψ ∈W 1,1(D)∩L1(D), φ ∈ H2(D), the




























(∇φ ·n+Hφ)V ·nds, (2.2)
where H is the mean curvature of the boundary and n is the unit outward normal
vector of ∂Ω.
A detailed proof in a more general setting, which is based on a change of
variables and the chain rule, can be found, e.g., in [19, pages 352–355]. Now, for


































∇ ·g V ·nds,
in which the boundary integral is transformed into an integral over the domain Ω so
that (2.1) can be applied. This technique is also useful for the derivation of second-
order shape derivatives, which are based on a second transformation of the domain
Ωt(V), namely on
Ωt,r(V,W) = {x+ tV(x)+ rW(x+ tV(x)); x ∈Ω}, |t| ≤ t0, |r| ≤ r0,
where V and W denote sufficiently smooth velocity fields. The second-order shape













For f ∈ H2(D), consider the functional













f V ·nr ds,
where nr is here the outward normal vector of ∂Ωr. Using (2.3), the second shape


















∇ · ( f V)(W ·n)ds.
(2.4)
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Naturally, the question arises under which conditions the shape Hessian is
symmetric. As shown in [19], a sufficient condition for the shape Hessian to be
symmetric is that the velocity fields V and W satisfy
∫
∂Ω
f ((∇V)W− (∇W)V) ·nds = 0 for all f ∈C2(D). (2.5)
Note that in the shape derivative formulas stated here (2.1, 2.2, 2.3, 2.4), the
derivatives are expressed in terms of boundary integrals involving V and W, so that
the shape perturbations only matter in a neighborhood of the boundary ∂Ω.
2.2 The formal Lagrange method
We seek the shape derivatives in the presence of an equality constraint (here
the Navier-Stokes equations). The constraint can be incorporated using Lagrange
multipliers. This approach is outlined below, but without concern for the technical
details that arise in infinite dimensions (see [18, 25, 32, 47] for a more complete
treatment). We are interested in the derivative of a functional J(q,u) with respect to
a control variable q, in which the state variable u depends implicitly on q through
a state equation c(q,u) = 0:




Here, Ĵ incorporates the dependence of the state u on the control q via the solution
of c(q,u) = 0; in other words, Ĵ(q) := J(q,u(q)).
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Introducing the Lagrange multiplier (also known as the adjoint state vari-
able) λ , the Lagrangian functional is defined by
L (q,u,λ ) = J(q,u)+(c(q,u),λ ),
where (· , ·) denotes an appropriate inner product. The gradient of the Lagrangian






where δuL ,δqL are the variations of the Lagrangian with respect to u and q, re-
spectively, and analogously for δuJ and δqJ, and the dependence of all operators on
q and u has been suppressed for notational simplicity. Moreover, cu and cq are the
Jacobians of the state equations with respect to the state and control variables, re-
spectively, and c?u and c
?
q denote the adjoint operators. The reduced gradient dĴ/dq
is then given simply by δqL evaluated for values of u and λ such that the adjoint
equation δuL = 0 and the state equation δλ L = 0 are satisfied.
The reduced gradient can thus be determined by the following procedure:
1. Given q, solve the state equation c = 0 for u.
2. Given q and u, solve the adjoint equation δuJ+ c∗uλ = 0 for λ .
3. Given q, u, and λ , evaluate the reduced gradient: dĴ/dq = δqJ+ c∗qλ .
The reduced Hessian d2Ĵ/dq2 can be determined by finding the Schur com-
plement of the control block in the matrix of second variations of L with respect
15


















where δ 2uuL and δ
2
uqL are the variations of δuL with respect to u and q, respec-
tively, and analogously for δ 2quL , δ
2
qqL . Often, it is not necessary or feasible to
fully construct the reduced Hessian. Instead, it suffices to know its action in arbi-
trary directions. An efficient way to compute the action of the reduced Hessian in a

















In the sequel, û and λ̂ are referred to as incremental state and incremental adjoint
variables. Once the state and adjoint equations have been solved, the action of the
reduced Hessian in the direction q̂ can be computed as follows:
1. Given q, u and q̂, solve the incremental state equation (i.e., the lower equation
in (2.8))
cuû+ cqq̂ = 0 for û.








uqL q̂ = 0 for λ̂ .
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Note that the incremental state equation can be viewed as one more variation
of δλ L with respect to all variables; thus, below we will use δ 2λ• to denote the




The roughness functional and its shape derivatives for
stationary flows
The shape calculus outlined in Chapter 2 will be applied here to the rough-
ness functional that maps the boundary topography to the drag exerted on fluid flow
governed by the stationary Navier-Stokes equations. The resulting expressions for
the shape gradient and shape Hessian will be evaluated in Chapter 4 to analyze
the effects of small roughness on an otherwise flat boundary. The extension to the
turbulent cases will be discussed later.
3.1 Problem statement
Of interest here is the steady incompressible flow of a fluid between two
walls (e.g. in a channel), where for simplicity only one wall is rough, as sketched in




− I p+ν(∇u+∇uT )
)
+u ·∇u− f = 0 in Ω,
∇ ·u = 0 in Ω,
(3.1a)
on the domain Ω⊂ D⊂ RN , (N = 2,3). Here, u is the flow velocity, which should






Figure 3.1: Sketch of domain Ω with rough bottom boundary Γb. The flow is peri-
odic on the left and right boundaries Γl and Γr. In three dimensions, the flow is also
periodic on the fore and aft boundaries Γf and Γa not shown.
sure and f is a body force. The latter two variables have been rescaled to eliminate
the density. The channel is taken to be infinitely long in the directions parallel to
the wall, with roughness topography, boundary condition data and forcing f that are
periodic in the streamwise (x) and spanwise (y) directions with periods Lx and Ly
respectively. The solutions we seek are also periodic in both directions with the
same periods. Solutions will thus be sought on a domain Ω that is finite with peri-
odic boundary conditions in the streamwise and spanwise directions. To be precise,
in case of a three-dimensional domain Ω (i.e. N = 3; specialization to N = 2 is ob-
vious) the boundaries in the x direction (left and right) and the y direction (front and
aft) are denoted by Γl,Γr,Γf and Γa, respectively, and the flow velocity u as well as
the traction
(
− I p+ν(∇u+∇uT )
)
n (where n is the unit outward normal vector)
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must coincide on Γl and Γr, and on Γf and Γa. This, along with ∇ ·u = 0, implies
that p and ∇u must also coincide on periodic boundaries. For subsequent use, the
periodic boundaries are designated collectively as Γp and vector fields such as u will
simply be described as periodic on Γp when these conditions are satisfied. For the
bottom and top boundaries Γb and Γt , respectively, the no-slip boundary condition
is imposed, so the velocity is specified as
u = 0 on Γb, (3.1b)
u = u0 on Γt , (3.1c)
where u0 is the specified velocity of the upper boundary with u0 ·n = 0 on Γt .
Our primary interest is the effect of roughness on the drag for a domain
with fixed volume. In this context, the drag is simply the driving force required
to maintain the steady fluid flow, and it is generally of interest because energy is
required to do work on the flow. The rate at which work is done on the flow is thus
a particularly relevant measure of the drag phenomenon. Furthermore, in the special
cases of Couette flow (f = 0, u0 fixed) and Poiseuille flow (u0 = 0, volume flow rate
fixed) to be considered in Chapter 4, the drag force is directly proportional to the
rate of work. Using the notation τ =− I p+ν(∇u+∇uT ) for the stress tensor, the
total rate of work on the fluid is given by:∫
∂Ω







∇u : τ dx+
∫
Ω






(∇u+∇uT ) : (∇u+∇uT )dx+
∫
Ω






(∇u+∇uT ) : (∇u+∇uT )dx.
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The last equality follows from∫
Ω








(u ·u)∇ ·udx = 0,
which holds since u · n = 0 on Γb and Γt , periodicity holds on Γp and ∇ · u = 0.
Thus, the effect of roughness on the drag is the same as its effect on the rate of
kinetic energy dissipation. The roughness functional D will be defined using the
dissipation form because this is more convenient for the subsequent derivations.
Note that, to obtain a certain structure of the adjoint Navier-Stokes equations (which






(∇u+∇uT ) : (∇u+∇uT )dx,
where (u, p) solves (3.1) on Ω.
(3.2)
The shape derivatives of the roughness functional D can now be derived.
Since the roughness functional (3.2) involves the solution of the Navier-Stokes
equations, the Lagrangian approach described in Section 2.2 is used. For that pur-
pose, the Navier-Stokes equations are written in variational form and treated as
equality constraints in appropriate infinite-dimensional spaces. In particular, con-
sider the following subspaces of H1(Ω) := (H1(Ω))N :
H̃1(Ω) = {u ∈H1(Ω) : u is periodic on Γp},
H̃1u0(Ω) = {u ∈ H̃
1(Ω) : u = u0 on Γt},
H̃10(Ω) = {u ∈ H̃1(Ω) : u = 0 on Γt},
where u0 ∈ H̃1(Ω) with u0 ·n = 0 on Γt . The variational form of the Navier-Stokes





(∇u+∇uT ) : (∇v+∇vT )dx−
∫
Ω
















− I p+ν(∇u+∇uT )
)
nds (3.3)
for all (v,q,α ) ∈ H̃10(Ω)× L2(Ω)×H−1/2(Γb). Note that in (3.3) the boundary
condition on Γb is enforced weakly as this is needed for the computation of shape
derivatives. It is well known (see, e.g., [69], page 67) that (3.3) admits a solution
(u, p) ∈ H̃1u0(Ω)×L
2(Ω) for each Ω with ∂Ω ∈C0,1 and f ∈ L2(Ω). Here, higher
regularity f ∈ H̃2(Ω) (i.e., f ∈ H2(Ω) and f is periodic on Γp) and bounded Ω with
∂Ω∈C3,1 are assumed, to meet requirements for the existence of shape derivatives.
Introducing Lagrange multipliers λ ∈ H̃10(Ω), α ∈ L2(Ω) and β ∈ H−1/2(Γb), the
Lagrangian functional is defined by





(∇u+∇uT ) : (∇u+∇uT )dx−
∫
Ω





















In the derivations of the shape gradient and shape Hessian, u, p are referred to as
state variables, λ ,α,β are referred to as adjoint variables, and the incremental state
and incremental adjoint variables are denoted by û, p̂, λ̂ , α̂, β̂ . Finally, test func-
tions in variational formulations are denoted by ũ, p̃, λ̃ , α̃, β̃ .
3.2 Shape gradient
As described in Section 2.2, determining the gradient of D with respect to
the shape Ω (or equivalently Γb) requires solutions to the state and adjoint equations.
It is easy to see that, setting variations of L with respect to the Lagrange multipliers
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to zero results in the weak form (3.3) of the Navier-Stokes equations. Variations







(∇u+∇uT ) : (∇ũ+∇ũT )+
ν
2























p̃λ ·nds = 0 (3.4b)





−Iα +ν(∇u+∇uT )+ν(∇λ +∇λ T )
)













(u ·n)(λ · ũ)ds−
∫
∂Ω
λ · (∇ũ+∇ũT )nds = 0. (3.5)
From the boundary condition for u, we conclude that the corresponding strong form
of the adjoint equations is given by:
−∇ ·
(
− Iα +ν(∇u+∇uT )+ν(∇λ +∇λ T )
)
+∇uT λ −∇λ u = 0 in Ω, (3.6a)
∇ ·λ = 0 in Ω, (3.6b)
with λ = 0 on Γt ∪Γb and periodic on Γp. In addition (3.5) implies that
β =−
(
− Iα +ν(∇u+∇uT )+ν(∇λ +∇λ T )
)
n. (3.6c)
Due to the regularity assumptions on f and ∂Ω, regularity theory (see, e.g.,
[68]) yields that u ∈ H4(Ω)∩H10(Ω) and p ∈ H3(Ω). Due to our assumption Ω ∈
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C3,1, u and p can be extended to functions in H4(D) and H3(D), respectively (see
[23]). Similar results hold for λ and α , and (3.6c) implies that β ∈ H3(D). Thus,
the integrands in L satisfy the requirements of Lemma 2.1.1, which shows that
the Lagrangian L is shape differentiable with respect to Γb. Additionally, for N =
2,3, the Rellich-Kondrachov embedding theorem (see [2, page 144]), shows that
f∈C(Ω̄) and u∈C2(Ω̄), where Ω̄ is the closure of Ω. This regularity result implies
that the Navier-Stokes equations are satisfied up to the boundary, which allows
certain simplifications of boundary terms.
Next, the velocity method is used to derive the shape derivative in direction
V via (2.1), (2.2) and (2.3). To apply (2.3) for the computation of the derivative with
respect to the shape, the boundary integrals over Γb in the Lagrangian functional can
be extended to ∂Ω, if β is extended to Ω such that it is periodic on Γp and vanishes















−∇ ·λ p+ ν
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(∇u+∇uT ) : (∇u+∇uT )+
ν
2









ν(∇u+∇uT )+ν(∇λ +∇λ T )
)
































(∇λ +∇λ T )
)
: (∇u+∇uT )V ·nds, (3.7)
where V is the boundary deformation for which the gradient is evaluated, and the
regularity properties argued above, as well as the equality
∇u : ν(∇u+∇uT ) =
ν
2
(∇u+∇uT ) : (∇u+∇uT ),
are used to simplify the expressions. Note that, compared to the approach used
in [64], our results for the shape gradient contain additional terms that involve ∇uT
and ∇λ T . However, the two expressions can be shown to be equivalent: since
u vanishes on Γb, ∇u is nonzero only in directions normal to the boundary. The
divergence-free condition additionally implies that (n ·∇u) · n = 0, which yields
that
∇u : ∇uT = 0 on Γb. (3.8)
Analogously, one may argue that ∇u : ∇λ T = 0, and thus our results for the gradient
are consistent with those in [64]. The findings in this section are summarized in the
next theorem.
Theorem 3.2.1. The shape gradient of D at Ω in the direction of the shape velocity
field V is given by (3.7), where (u, p) denote the solution to the state equation (3.1),
and (λ ,α) the solution to the adjoint equations (3.6).
3.3 Shape Hessian
The shape Hessian operator is particularly important at stationary points,
where the shape gradient vanishes and the second order derivatives determine the
25
local behavior of the roughness functional. Using the assumptions that f ∈ H2(Ω)
and Ω is a bounded domain with a C3,1 boundary, dD(Γb;V) as defined in (3.7)
is differentiable with respect to Γb since the integrands are in W 2,1(Ω) and can
be extended to W 2,1(D). Hence one more derivative of the Lagrangian functional
can be taken to derive the shape Hessian operator. Let W be the velocity field












) : (∇û+∇ûT ) (3.9)




















· λ̃ W ·nds.
As introduced in Section 2.2, here δ 2
λ •L denotes a variation of δλ L with respect































− I α̃ +ν(∇ũ+∇ũT )+ν(∇λ̃ +∇λ̃ T )
)
·uW ·nds
Setting (3.9) and (3.10) to zero leads to the following strong form for the incremen-
tal state equation for (û, p̂):
−∇ ·
(
− I p̂+ν(∇û+∇ûT )
)
+u ·∇û+ û ·∇u = 0 in Ω,
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∇ · û = 0 in Ω, (3.12)
û+(∇u+∇uT )nW ·n = 0 on Γb.
Additionally, û vanishes on Γt and is periodic on Γp. Next, the incremental adjoint
equations are obtained from the variations of δuL and δpL . From (3.4a), we










































α∇ · ũW ·nds+
∫
Γb




















































(−∇ · λ̂ )p̃dx.
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The variational forms (3.13), (3.14) are equivalent to the following strong form of
the incremental adjoint equations:
−∇ ·
(





−∇ûT λ −∇uT λ̂ +∇λ û+∇λ̂ u in Ω, (3.15a)
∇ · λ̂ = 0 in Ω, (3.15b)
λ̂ +(∇λ +∇λ T )n(W ·n) = 0 on Γb. (3.15c)
Additionally, λ̂ = 0 on Γt and is periodic on Γp. Defining V and W as shape per-
turbations in the velocity method and using (2.4) we are able to obtain a simplified
form for the evaluation of the shape Hessian in directions (V,W) since the residuals







(∇u+∇uT ) : (∇û+∇ûT )− ν
2

























(∇λ +∇λ T ) : (∇u+∇uT )V
)
(W ·n)ds.
To obtain this final simplified form of the shape Hessian, we have used the fact
that since Γp and Γt are fixed boundaries (i.e., not subject to perturbations), the
normal components V · n and W · n of the shape perturbations have to vanish on
these boundaries. Thus, one can rewrite the integral over Γb in (3.7) as an integral
over ∂Ω and apply (2.4).
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We remark that compared to the incremental state equation in [64]1, the
boundary condition in (3.12) contains the additional term ∇uT n and ∇λ T n, respec-
tively. However, using the homogeneous boundary condition for u and λ on Γb, as
well as the divergence-free condition, one can argue that ∇uT n = 0 and ∇λ T n = 0.
This argument is similar to the proof of (3.8). Summarizing, we have the following
theorem.
Theorem 3.3.1. The application of the shape Hessian operator at Ω to directions
(V,W) is given by (3.16), where (u, p) and (λ ,α) denote the solution to the state
and adjoint equations, respectively, and (û, p̂) and (λ̂ , α̂) the solution to the incre-
mental state and incremental adjoint equations (3.12) and (3.15), respectively.
1The incremental state equation is referred to as local shape derivative in [64], where it is used
to derive the shape gradient.
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Chapter 4
Steady Couette and Poiseuille flows
In this chapter, the shape gradient and shape Hessian given in Theorems 3.2.1
and 3.3.1 are evaluated for the special case of a flat boundary. In this case, analyti-
cal Hessians are found for Stokes flow while only numerical Hessians are available
for Navier-Stokes flow.
It will be shown below that the flat boundary is a stationary point of the
roughness functional D , that is, the shape gradient vanishes. Hence, the behavior
of D around the flat boundary is dominated by its second-order shape derivatives







where Γb is the perturbed boundary given by:
Γb = {x : x = X+V(X), for X ∈ Γ0b}.
Since this analysis is for a domain with fixed volume, the admissible boundary
perturbations V(X) must satisfy ∫
Γb
V ·nds = 0. (4.2)
In the sequel, we restrict ourselves to considering only boundary perturbations in
the wall normal direction. This assumption limits the roughness topographies we
30
permit, but enables the use of Fourier modes as a parametrization. However, it
excludes certain topographies, for instance those that cannot be written as a single-
valued function of x and y.
Due to the periodicity of the boundary perturbations in both x and y, it will
be convenient to expand the boundary perturbations in a Fourier basis. To this








1 if j = 0,√
2sin(kx( j)x) if j > 0,√
2cos(kx( j)x) if j < 0.
where Lx is the length of the computational domain in the x direction and kx( j) =
2π| j|
Lx
is the wavenumber. Fourier basis functions ψyj in the spanwise (y) direction are




by Ly (the domain size in the y direction). A basis for the boundary perturbations
is then given by Vi, j = (0,0,ψi, j)T with ψi, j = ψxi ψ
y
j , where because the mean
distance between the top and bottom walls is constrained to remain constant h, the
function ψ00 is excluded from the basis of allowed shape perturbations. Note that
for these shape perturbations Vi, j, the condition (2.5) is satisfied, and thus the shape
Hessian will be symmetric. Moreover, for Vi, j defined above, we have ∇ ·Vi, j = 0.
Thus using the regularity of Ω, the boundary data and the forcing f, we can define





(∇u+∇uT ) : (∇û+∇ûT )− ν
2

















Then, the application of the shape Hessian (3.16) to shape directions (V,W) can be





Moreover, due to the regularity assumptions, h(W) is Lipschtiz continuous on Γb.
Thus, the Hessian operator maps a Lipschitz continuous function to a Lipschtiz
continuous function. The characterization of the shape Hessian for the flat boundary
is greatly simplified by the following lemma.
Lemma 4.0.2. The Fourier basis functions are eigenfunctions of the Navier-Stokes
shape Hessian operator at the flat boundary Γb provided the forcing f and the
boundary conditions on Γt are homogeneous (i.e., independent of x and y). To be
precise, in the three-dimensional case the eigenfunctions are given by Vi, j ·n=ψi, j,
with (i, j) ∈ Z2, excluding i = j = 0.
Proof. Homogeneity in x and y of f and the boundary conditions imply that the flow
is homogeneous. Thus, the velocity and any function of the velocity, in particular,
the shape Hessian, are homogeneous. We define the operator H that maps the nor-
mal boundary perturbations ψi, j for the flat-boundary Hessian to h(Vi, j)T n, with
h(V) as defined in (4.3). Thus, for i, j,k, l ∈ Z,∫
Γb
(H(ψi, j))ψk,l = d2D(Γ0b ,Vi, j,Vk,l).
The homogeneity of the shape Hessian implies that H commutes with translations
(H is said to be a translation-invariant operator); therefore, for any ψi, j,
τx0,y0(Hψi, j) = H(τx0,y0ψi, j),
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where τx0,y0 is the translation-by-(x0,y0) operator, that is, τx0,y0 f (x,y) = f (x−




i )(x) = ψ
x








i (x0) for i > 0,
ψxi (x) for i = 0,
ψxi (x)ψ
x
i (x0)−ψx−i(x)ψx−i(x0) for i < 0.
(4.4)
In the remainder of the proof, i, j > 0 is imposed, and negative subscripts on ψ are
indicated explicitly. With this convention, (4.4) implies
τ−x0,−y0ψi, j = ψ−i,− j(x0,y0)ψi, j +ψi, j(x0,y0)ψ−i,− j
+ψ−i, j(x0,y0)ψi,− j +ψi,− j(x0,y0)ψ−i, j,
(4.5)
and similar relations hold for ψ±i,± j, ψ0,±i and ψ± j,0. Using the translation invari-
ance of H, the fact that Hψi, j can be understood as a pointwise defined function and
(4.5) result in
(Hψi, j)(x0,y0) = (τ−x0,−y0 Hψi, j)(0,0) = (H(τ−x0,−y0ψi, j))(0,0)
= ψi, j(x0,y0)(Hψ−i,− j)(0,0)+ψ−i,− j(x0,y0)(Hψi, j)(0,0)
+ψ−i, j(x0,y0)(Hψi,− j)(0,0)+ψi,− j(x0,y0)(Hψ−i, j)(0,0).
(4.6)
Analogously, for (i,− j) one obtains that
(Hψi,− j)(x0,y0) = ψ−i,− j(x0,y0)(Hψi,− j)(0,0)−ψi, j(x0,y0)(Hψ−i, j)(0,0)
−ψ−i, j(x0,y0)(Hψi, j)(0,0)+ψi,− j(x0,y0)(Hψ−i,− j)(0,0).
(4.7)
Similar expressions hold for (−i,− j), (−i, j) and for (i,0), (0, j). Using the fact
that the Hessian and thus H is a symmetric operator, the orthonormality of the
33




Hψi, jψi,− j ds =
∫
Γb
Hψi,− jψi, j ds =−(Hψ−i, j)(0,0),
which shows that (Hψ−i, j)(0,0) = 0. Similarly, it follows that (Hψi,− j)(0,0) =
(Hψi, j)(0,0) = 0, so that (Hψi, j)(0,0) is non-zero only if both subscripts are non-
positive. With this result, only one term in (4.6), (4.7) and the analogous expres-
sions survives, yielding
Hψ±i,± j = (Hψ−i,− j)(0,0)ψ±i,± j. (4.8)
A brief computation shows that the eigenvalue equation (4.8) also holds for i = 0 or
j = 0, completing the proof.
Note that Lemma (4.0.2) can be seen as a particular case of a general result
on translation-invariant operators. In particular, in [30] it is shown that translation-
invariant operators between proper Lp-spaces are convolutions, which are known
to have Fourier functions as eigenfunctions. Note that the homogeneity assumption
for the flow in Lemma 4.0.2 is only satisfied for homogeneous boundary conditions,
volume force and for flat Γb. If these conditions are not satisfied, the eigenfunctions
are not known a priori. Also, observe in (4.8) that the eigenvalues for ψi, j and ψi,− j
are the same, which is also observed in the examples below.
In the first three examples, the influence of roughness on Stokes flow is
considered. Stokes flow is the limit case of Navier-Stokes flow as the Reynolds
number tends to zero, which results in the nonlinear term u ·∇u vanishing. Thus,
for Stokes flow, the nonlinear term and its linearizations vanish in the state, adjoint,
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incremental state and incremental adjoint equations, while the expressions for the
gradient (3.7) and Hessian (3.16) remain unchanged. Three of the examples below
are posed in two-dimensional domains Ω. Thus, the deformation velocity fields
simplify to V j = (0,ψxj ) and a result analogous to Lemma 4.0.2 holds.
4.1 Two-dimensional Stokes Couette flow
The first example is a two-dimensional Stokes Couette flow, that is, the flow
is driven by the top boundary moving at constant velocity u0 = (Ut ,0)T . Since the
bottom boundary Γb is flat, the state and adjoint systems can be solved analytically
on the domain (0,Lx)× (0,h), to obtain u = Ut/h(y,0)T and λ = (0,0)T with h
being the distance between the two walls. Moreover, the pressure p and adjoint







V ·nds = 0.
The shape derivative is thus zero and the flat boundary is a stationary point of the
roughness functional. Since the Fourier functions are the eigenfunctions of the
shape Hessian, the Hessian can be completely determined by evaluating it for shape
perturbations in directions Vl and W j. The solutions to the incremental state and
adjoint equations (3.12) and (3.15) can be calculated explicitly, and, letting k =
kx( j), are given by:
û =
(
−[c1eky− c2e−ky + c3(1k + y)e
ky + c4(1k − y)e
−ky]ψxj (x)





























Note that the incremental solution û exponentially decays to zero in wall normal
direction. Its scale height, which is the size of the layer in which the incremen-
tal solution is significant, is at the order of the roughness wavelength (i.e., 2π/k).








where δ jl is the Kronecker delta and S =Ut/h. The diagonal structure of the Hes-
sian operator is a consequence of the Fourier modes being eigenfunctions and γc(k)
is seen to be the scaled (i.e., dimensionless) eigenvalue associated with Fourier
mode with wavenumber k. The eigenvalues are plotted in Figure 4.1. Note that for
large k,
γc(k)≈ 2kh, where k = 2π j/Lx.
4.2 Two-dimensional Stokes Poiseuille flow
Next, consider two-dimensional Stokes Poiseuille flow (channel flow), in
which no-flow conditions u0 = 0 hold on Γt and the body force f is specified such
that the total mass flux through the domain Ω is fixed, so that
∫
Ω
u1 dx = c,
∫
Ω
u2 dx = 0,
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Figure 4.1: Eigenvalues of shape Hessian for two-dimensional Stokes flows for
various frequencies kh of the shape perturbation.
which implies that f = (12c
ν






















V ·nds = 0 for all admissible V.
Thus, again the flat boundary is a stationary point of D . Also, for Poiseuille flow,
the solutions to the incremental equations (3.12) and (3.15) can be derived analyti-








where S = 6c/Lxh2 is the gradient of the state solution on Γb. The eigenvalues for
the Poiseuille case are also shown in Figure 4.1. For large k,
γp(k)≈ 2kh−2.
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4.3 Three-dimensional Couette flow
The two-dimensional results from Section 4.1 can be generalized to three-
dimensional Couette Stokes flow with two-dimensional roughness. The flow is
driven by the boundary condition u0 = (Ut ,0,0)T on Γt . As in the two-dimensional






 , λ =
00
0
 , p = constant, α = constant.
so that, as before, the shape gradient vanishes, making the flat wall a stationary
point of the roughness functional D . Solving the incremental equations as in the





















k2x + k2y ,S = Ut/h. Here, γ(kx,ky) is the eigenvalue associated with
wavenumber (kx,ky). For large k,one obtains γ(kx,ky)≈ kh(1+(kx/k)2) and, for a
constant ration kx/ky, γkx,ky increases linearly with k. Moreover, for fixed k, γkx,ky is
maximal in the case ky = 0 and minimal for kx = 0.
Note that it is possible to obtain analytical solutions in the above examples
because the incremental equations for Stokes flow can be solved analytically. To
verify the above findings, the state equation was solved numerically on perturbed
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domains and finite differences were used to compute the shape gradient and shape
Hessian. The difference between the resulting numerically computed and the an-
alytical eigenvalues was found to be at the order of the discretization error. More
information concerning the numerical solution is provided in the Navier-Stokes ex-
ample described below, where analytical solutions are not available.
4.4 Navier-Stokes Couette flow
Finally, consider two-dimensional Couette flow governed by the Navier-
Stokes equations. The state and adjoint equations at the flat boundary have the













, p = constant, α = constant. (4.9)
Thus, also for Navier-Stokes flow, the shape gradient vanishes at the flat bound-
ary. Since analytical solutions to the incremental solutions are not available, the
incremental equations must be solved numerically. A numerical Hessian can then
be found by evaluating the expression (3.16) using the approximate solutions of
the incremental equations. As proven in Lemma 4.0.2, the Fourier modes are the
eigenfunctions of the shape Hessian for the flat boundary. This implies that, in the
Fourier basis, the shape Hessian is diagonal and hence, a single pair of incremen-
tal state and incremental adjoint solves is sufficient to find all the eigenvalues. We
choose W as a sum of eigenfunctions (i.e., Fourier modes), solve the incremental
equations and use individual Fourier modes for V in (3.16) to compute the diagonal
elements of the shape Hessian.
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To obtain numerical solutions to the incremental state and incremental ad-
joint equations, the computational domain, Ω (= [0,Lx]× [0,h]× [0,Lz]), is dis-
cretized with hexahedral Q4–Q2 finite elements (i.e. biquartic polynomials repre-
sent the components of the incremental velocities û, λ̂ , and biquadratic elements
represent the incremental pressures p̂, q̂). The mesh is graded towards the bottom
boundary to resolve boundary layer effects. To ensure accuracy of the numerical so-
lution, empirical convergence studies were performed using a hierarchy of meshes,
and an escalation of polynomial order of the finite element approximation. We
found that a (graded) mesh with 100× 100 elements gives highly accurate results
for the Reynolds numbers considered.
The results of these computations show that the shape Hessian eigenvalues,
and thus the sensitivity of the roughness functional to Fourier basis perturbations,
increases with the Reynolds number based on h, i.e., Reh =Uth/ν . For modes for
which kh > 2π , so that the scale height of the Stokes incremental solutions (which
is order 2π/k) is small compared to the fluid layer thickness h, the shape Hes-
sian eigenvalues for different wave numbers and Reynolds numbers can be made
to collapse on a single curve. In fact, the ratio of the Navier-Stokes shape Hessian









where λ = 2π/k is the wavelength of the roughness Fourier mode. The wavelength
is also the scale height of the incremental solution, so Re∗ is the Reynolds number
based on the scale height λ and on the velocity λdU/dz= λUt/h at the scale height.
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This collapse of the ratios between Stokes and Navier-Stokes eigenvalues when
plotted against Re∗ is shown in Figure 4.2. Additionally, the plot shows that Re∗
determines the range in which the Stokes eigenvalues are a good approximation for
the Navier Stokes eigenvalues and how they relate as Re∗ increases.
Further insight into this behavior of the eigenvalues can be gained from
scaling analysis. At distances from the wall greater than the scale height λ , the
incremental solutions decay exponentially to zero. Thus the incremental solutions
are insensitive to features of the state solution farther from the wall than ∼λ . If
λ/h is sufficiently small, then the incremental solutions will not depend on Ut or
h . Instead, the only property of the state solution on which the incrementals can
depend is the velocity gradient S = dU/dz =Ut/h. The incremental solutions and
therefore the Hessians can thus only depend on three dimensional parameters (S,
λ , and ν), so by dimensional analysis, the non-dimensional Hessian eigenvalues
(γNS/γS) depend only on the dimensionless parameter Sλ 2/ν = Re∗. The same
argument holds in other flows (e.g., Poiseuille flow), provided that the scale height
of the incremental solution is small compared to flow features in the state solution.
The Reynolds number Re∗ can also be interpreted in terms of the wall scal-
ing commonly used in the analysis of wall-bounded turbulent flows, see e.g., [59].
In this scaling, the wall or friction velocity uτ is defined by u2τ = νdU/dz = νUt/h,
and the viscous length scale δν is defined as δν = ν/uτ . The Reynolds number
(4.10) is then given by Re∗ = (λ+)2, where λ+ = λ/δν is the wavelength (and thus
also the scale height) normalized by the viscous length scale. Since λ+ = uτλ/ν ,
it can also be understood as a local Reynolds number based on uτ and λ , which
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Figure 4.2: Ratio of shape Hessian eigenvalues of Navier-Stokes and Stokes flow
for the case of Couette flow. The plot shows results for Reh ranging between 20 and
6000.
measures the importance of inertial effects in the incremental solution, relative to
viscous effects.
4.5 Flow predictions
The motivation of this analysis is to predict and understand how the charac-
teristics of a roughness affect the fluid dynamics by using shape derivatives. Now,
with the full knowledge of the shape gradient and shape Hessian for laminar flows,
we can make predictions of the flow behavior for small roughnesses. In this section,
we present numerical results of the prediction obtained from sensitivity analysis and
study their accuracy by comparing them to the real values. Recall that for a 2D do-
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(∇u+∇uT ) : (∇u+∇uT )dx, (4.11)














where S =Ut/Ly, Lx,Ly are the length and height of the channel, γ(k,Re) the non-
dimensional eigenvalue with wavenumber k and Reynolds number Re, V ·n is the
roughness topography (the shape perturbation) and αk,βk are the Fourier coeffi-
cients of its expansion, i.e.,
V ·n = ∑
k
(αk sin(kx)+βk cos(kx)).
First, let us find the relevant parameters for the variation of the dissipation δD .
For simplicity, we only consider a single Fourier mode ψk with wavenumber k and
roughness height ε , namely, V ·n = εψk. Thus,
δD ∼ S2νγkε2.
Given that uτ =
√
νS,

































































Figure 4.3: Comparison of predicted dissipation with real dissipation. The x-
axis denotes the height of roughness, which is of order 0.1 (kε/Ly ≈ 1%); the
y-axis is the ratio of predicted variation with real variation of dissipation, i.e.,
δDpred/δDreal; color denotes different λ+ (thus kinematic viscosity ν).
where uτ/(νk) = λ+, is a local Reynolds number based on uτ and λ+ as defined in
Sec. 4.4, γk/k is the ratio of the eigenvalue for Navier-Stokes flow and eigenvalue
for Stokes flow. As illustrated in Fig. 4.2, γk/k only depends on the characteristic
Reynolds number Re∗ = (λ+)2 = (uτ/(νk))2. Thus, δD can be fully characterized
by Re∗ (or equivalently λ+) and kε .
Now to study the accuracy of the prediction given using (4.12), we compute
δDpred following (4.12) and δDreal = D(Γb)−D(Γ0b) for different kε and λ
+ =
uτ/(νk). For computational convenience, we fix Lx = 1,Ly = 10π , where Ly is
chosen large enough such that the influence from the boundary conditions on the top
wall can be neglected; Since kε is the characteristic parameter rather than k or ε , we







































































Figure 4.4: Behavior of the prediction errors of predicted dissipation compared
with the real dissipation. The x-axis denotes the height of roughness; the y-axis is
the errors of predicted variation; color denotes different λ+; the triangle (in red)
denotes the quadratic curve.
that for small roughness kε , the ratio is close to one and the prediction describes
the behavior of the drag functional accurately. However, when kh gets larger (for
instance, kh > 10−2), the prediction degrades. Moreover, the ratio diverges from 1
faster for large Reynolds number λ+.







For small kh, the numerical errors in computing the real dissipation might be signifi-
cant compared to δDreal (since δDreal ∼ o((kh)2)), thus the computed prediction er-
rors (δDpred/δDreal−1 ) can decrease in the region kh∈ [10−5,2×10−4] as shown
in Fig 4.4 because of the magnification of the numerical errors. For roughness with
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moderate height, the error grows quadratically with kh, which corresponds to the
local second-order accuracy (for small kh).
4.6 Summary of the results for laminar flows
In this chapter, we showed results of shape derivatives evaluated at a flat
boundary for the laminar flows. As expected, the analysis shows that the flat bound-
ary is a stationary point of the roughness functional, so that the shape Hessian pro-
vides the lowest order description of the roughness effect. Furthermore, for a flat
wall, the shape Hessian operator is translation invariant, so that its eigenfunctions
are known a priori to be the Fourier functions. This allows the shape Hessian to
be completely characterized by its eigenvalue spectrum, and greatly simplifies the
determination of the Hessian.
The analysis reported here leads to the following observations regarding the
sensitivity of the drag to roughness:
• The simple structure of the shape Hessian for Stokes flow allows the sensitiv-
ity of D to a general small-amplitude roughness to be determined easily from
the roughness spectrum. Consider a two-dimensional channel with roughness














k )k < ∞. (4.14)
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Due to the assumption (4.14) and the fact that γ(k) ≈ 2hk for large k, the
sum in (4.15) converges. While only valid for small roughness heights, this
is nonetheless a useful result as it provides a simple metric for the effect of
roughness surface topography on the drag, and (4.1) (or (4.15)) applies to all
roughnesses that are Lipschitz continuous and satisfy condition (4.14). The
expression (4.15) also applies to the roughness analysis for Navier-Stokes
flow with the Stokes Hessian eigenvalues γ(k) replaced by the Navier-Stokes
Hessian eigenvalues. The latter are well approximated by γ(k) if Re∗ (as
defined in (4.10)) is small, see Figure 4.2.
• For all k, γc(k)> 0 and γp(k)> 0. Since all Hessian eigenvalues are positive,
the flat boundary corresponds to a local minimum of the roughness functional.
Moreover, for Stokes flow it is the global minimum, since the flat boundary
is the only stationary point. This is due to the fact that dD(Γb;V) vanishes if
and only if ∇u is constant on Γb with λ = 0 for Couette flow and λ =−u for
Poiseuille flow, and the flat boundary is the only shape for which this is true.
• In Stokes flow, for large wavenumbers (kh > 2π),
γc(k)≈ 2kh, γp(k)≈ 2kh−2,
which shows that the eigenvalues increase linearly with wavenumber. Thus,
the sensitivity of the roughness functional increases linearly with the wavenum-
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ber of the boundary perturbation. Provided hk 1, that is, the height(h) of
the channel is much larger than the scale height of the incremental solution,
γc(k)≈ γp(k)≈ 2kh.
In this case, the boundary conditions on the far outer flow do not influence
the flow increment due to the roughness.
• The linear dependence of the eigenvalues with the wavenumber shows that
the Hessian for Stokes flow is a pseudo-differential operator with order 1.
This is also pointed out in [64], where the Hessian operator is considered as
an input-to-output mapping in frequency space, which is motivated by the
derivation of operator symbols.
• For small k, γ(k) approaches the asymptotic value of 4 or 2 for Couette or
Poiseuille flow, respectively. When kh 1, then the scale height of the in-
cremental solution is much larger than the fluid layer. The solution details in
this case thus depend on the boundary conditions on the upper surface.
• For Navier-Stokes Couette flow, the flat boundary also corresponds to a sta-
tionary point of D (a minimum). The sensitivity of the roughness functional
to Fourier basis perturbations increases with the Reynolds number. The ratio
of the Navier-Stokes shape Hessian eigenvalues to those for Stokes flow de-
pends only on the Reynolds number Re∗ (as defined in (4.10)), which can be
understood using scaling arguments.
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• The scaling arguments mentioned above (see Section 4.4), also provide guid-
ance for the applicability of the Navier-Stokes Couette flow analysis to rough-
ness in a turbulent wall layer. For the analysis to apply, the scale height of
the incremental solutions (of order λ ) must not exceed the sublayer thick-
ness, which is approximately 5δν [59]. Therefore, of the results shown in
figure 4.2, only those with Re∗ < 25 (λ+ < 5) are a valid approximation for
turbulent flows.
However, note that roughness is of particular concern in turbulent flows. A
particularly useful generalization of the steady Navier-Stokes shape Hessian analy-
sis would thus be its application to turbulence. This would require generalization to




We now extend previous analysis from laminar flows to the turbulent case.
In the following analysis, all discussion is carried out under the constraints of the
transient Navier-Stokes equations. A similar set of time-dependent adjoint and in-
cremental equations will be derived and used to compute the corresponding shape
derivatives. While for special cases such as those discussed in Chapter 4, i.e., steady
Stokes or Navier-Stokes flows, analytical solutions exist or numerical solutions are
easy to obtain, this is in general not the case for transient Navier-Stokes equations.
Thus, a systematic study of the roughness functional must rely solely on numeri-
cal simulation. In this chapter, we derive the shape derivatives for time-dependent
flows, then summarize the numerical methods used and describe the associated
challenges.
5.1 Random nature of turbulence
Fluid flows can be divided into two different classes: laminar flows and
turbulent flows. Laminar flows are generally smooth, quiet flows which vary in
time only when the external forces or conditions are changing. Turbulent flows,
which occur in the overwhelming majority of cases of technological interest, are
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flows accompanied by irregular fluctuations of all fluid mechanical quantities in
time and space.
Although generally considered as deterministically characterized by the Navier-
Stokes equations, turbulent flows are highly nonunique in practice. In any practical
realization of a turbulent flow, there are unavoidable perturbations in initial and
boundary conditions, and the detailed behavior of the flow is extremely sensitive
to those small perturbations. Moreover, if turbulent flow is set up repeatedly under
the same conditions, the exact values of these fields obtained will be different each
time, i.e., the velocity fields can thus be considered to be random variables. Thus,
the statistical properties of the field variables, namely the probability and means,
are of particular importance in the theory of turbulence.
We characterize these random variables using probability distribution func-
tions (pdfs). For a random variable U , its pdf ρ is defined to be the derivative of





where F(V ) is defined by
F(V ) = P(U <V ).





V ρ(V )dV, (5.1)
the probability-weighted average of all possible values of U . Henceforth, we shall
always use 〈·〉 to denote the probability averaged mean.
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With the tools of probability, we can study the statistics of the random vari-
ables. However, the probability cannot be measured exactly—it can only be esti-
mated with some confidence level. In experiments and simulations, we commonly
use the time average to approximate the probability averaged mean, for processes
that are statistically stationary.







where U(t) is the instantaneous velocity in a realization of the turbulent flow, 〈·〉T
denotes the time averaged mean with averaging time T . Under the assumption that
the system is statistically steady, we know that
〈〈U(t)〉T 〉= 〈U(t)〉,
that is, the expected value of the time averaged mean 〈U(t)〉T agrees with the prob-
ability averaged mean 〈U(t)〉. Denoting dU(t) = U(t)−〈U(t)〉 as the fluctuation
in U(t), we consider the variance of 〈U(t)〉T ,
























where σ is the standard deviation of U(t), ρ(τ) is the correlation coefficient at time
separation τ , and Θ =
∫
∞
−∞ |ρ(τ)|dτ < ∞ is the correlation time. For a detailed






)1/2σ → 0 as T → ∞,
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that is, if T tends to infinity, the time average 〈U(t)〉T converges to the mean as
its standard deviation decreases to 0 at the order of T−1/2. Thus, in the analysis
of turbulent flows, we will approximate the quantities of interest (the probability
averaged means) with the time average.
5.2 Formulations of shape derivatives for turbulent flows
As discussed in Chapter 3, we study the total drag exerted on the fluid to
explore the influence of roughness on the flow. For turbulent flows, the mean value












(∇u+∇uT ) : (∇u+∇uT )
〉
dx.







(∇u+∇uT ) : (∇u+∇uT )
〉
dx, (5.2)







+u ·∇u− f = 0 in Ω× (0,T ),
∇ ·u = 0 in Ω× (0,T ),
u = uI on Ω×{t = 0}, (5.3)
u = u0 on Γb× (0,T ),
u = 0 on Γt× (0,T ),
for any time T .
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To compute the shape derivatives of (5.2), we need take variations of D(Γb)
with respect to all variables. However, we cannot take variations inside of the mean








(∇u+∇uT ) : (∇u+∇uT )dxdt. (5.4)
Since DT (Γb) converges to D(Γb) as T tends to infinity, we want to study (5.4) to
obtain the shape derivatives of (5.2). In the following, we present the formulations
of the shape gradient and shape Hessian as well as the time-dependent state, adjoint
and incremental equations for (5.4).
Considering the additional time axis, we define the Sobolev functional spaces
for all variables:
H̃1 = {u ∈ L2(0,T ;H1(Ω)) : u is periodic on Γp},
H̃1u0 = {u ∈ L
2(0,T ;H̃1(Ω)) : u = u0 on Γt},
H̃10 = {u ∈ L2(0,T ;H̃1(Ω)) : u = 0 on Γt}.
Following the previous notations for the Lagrange multiplier functions λ ,α and β
( normalized with T ), we now define the Lagrange functional as
















−∇ ·λ p+ ν
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where u ∈ H̃1u0(Ω), p ∈ L
2(0,T ;L2(Ω)), λ ∈ H̃10(Ω), α ∈ L2(0,T ;L2(Ω)) and β ∈
L2(0,T ;H−1/2(Γb)).
Now we derive the first-order optimality conditions of (5.5). The state equa-
tions are the transient Navier-Stokes equations given in (5.3). The adjoint equations,





− Iα +ν(∇u+∇uT )+ν(∇λ +∇λ T )
)
+∇uT λ −∇λ u = 0 in Ω× (0,T ),
∇ ·λ = 0 in Ω× (0,T ), (5.6)
with the terminal condition λ = 0 at t = T , and λ = 0 on Γt ∪Γb and periodic on
Γp. While the state equations evolve forward in time, the adjoint equations for λ
evolve backward in time since the adjoint variables are known at t = T . The shape














(∇λ +∇λ T )
)
: (∇u+∇uT )V ·ndsdt.
(5.7)
To compute the shape Hessian, we again derive the incremental state and
incremental adjoint equations by taking another variation of the state and adjoint






− I p̂+ν(∇û+∇ûT )
)
+u ·∇û+ û ·∇u = 0 in Ω× (0,T ),
∇ · û = 0 in Ω× (0,T ), (5.8)
û = 0 on Ω×{t = 0},
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û+(∇u+∇uT )nW ·n = 0 on Γb× (0,T ),










−∇ûT λ −∇uT λ̂ +∇λ û+∇λ̂ u in Ω× (0,T ),
∇ · λ̂ = 0 in Ω× (0,T ), (5.9)
λ̂ = 0 on Ω×{t = T},
λ̂ +(∇λ +∇λ T )n(W ·n) = 0 on Γb× (0,T ),
where W is the second variation of the shape Γb, û = 0 , λ̂ = 0 on Γb, and they are











(∇u+∇uT ) : (∇û+∇ûT )− ν
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(∇λ +∇λ T ) : (∇u+∇uT )V
)
(W ·n)dsdt.
With the formulations (5.7) and (5.10), now we want to solve the state,
adjoint and incremental equations to compute the shape gradient and shape Hessian.
5.3 Evaluation of shape derivatives
For high Reynolds number flow, analyzing the effect of roughness on turbu-
lence, computing the shape gradient and shape Hessian is computationally costly.
56
Additional algorithmic challenges originate from the space-time coupling of the
transient Navier-Stokes equations (5.3) and their adjoint (5.6).
The solution of (5.3) for the turbulent velocity in a channel flow is well
established [17, 31, 40, 53]. In the standard numerical approach, the formulation
of the Navier-Stokes equations used by Kim et al [40] is solved using a Fourier
Galerkin formulation (dealiased spectral method) for the directions parallel to the
wall and a Chebychev-τ method for the wall-normal directions. In the current
study, the treatment of the adjoint problem is facilitated by the use of a Legendre
Galerkin representation of the wall-normal direction. For the time discretization,
a low-storage, second-order implicit-explicit Runge-Kutta scheme is used for the
forward systems and a consistent adjoint scheme is applied to the backward-in-time
adjoint equations. A direct numerical simulation (DNS) code using the formula-
tion in [40] which supports Galerkin Legendre and B-spline formulations has been
developed in [48]. For the present work it has been extended by the adjoint and
incremental solvers. For a detailed description of the numerical algorithms used,
we refer to Appendix A for the forward solver, Appendix B for the backward solver
and Chapter 6 for the IMEX schemes used for the time discretization.
The adjoint equations (5.6) and (5.9) must be solved backwards in time due
to the terminal condition. Since the adjoint equations are linearized around the state
solutions, integrating the adjoint equation requires knowledge of the complete time
history of the state solutions u and û. Since a meaningful simulation will need more
than 104 time steps, keeping all the time steps of the state solutions in memory is
impossible, which is a known problem when computing adjoints of time-dependent
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systems. As a remedy, we use a checkpointing procedure (see for instance [24]), in
which at selected time steps snapshots of u and û are stored on disk. Then, when
needed in the backwards integration of the adjoint equations, time step values of
u and û are recomputed based on the stored snapshots. This procedure increases
the cost of a shape Hessian computation from approximately four times the cost for
a Navier-Stokes solve to roughly six times a Navier-Stokes solve. However, these
approaches have been shown to be efficient in practice since they balance memory
and computational resources, and also avoid massive I/O to and from disk.
To compute the roughness gradient and Hessian, we first solve the linear in-
cremental state equation (5.8) along with the Navier-Stokes (state) equations (5.3),
which are conveniently solved together. The adjoint (5.6) and incremental adjoint
(5.9) equations are then solved together and the gradient and Hessian are evalu-
ated using (5.7) and (5.10). As in the stationary case (Chapter 4), it can be shown
that for a flat boundary Γb = 0 the eigenfunctions of the shape Hessian are the
Fourier modes. This implies that the shape Hessian is diagonal in the Fourier ba-
sis and, hence, one incremental state and adjoint solution is sufficient to find all
its eigenvalues: We simply choose W as a sum of eigenfunctions and then use that
γ(k) = d2qqD(W,Vk), where Vk is the k-th Fourier function. The complete determi-
nation of the flat-boundary Hessian can thus be accomplished with just two state
and two adjoint solutions.
Now with the solutions to the four systems obtained from the DNS, in prin-
ciple, we are ready to compute the shape gradient and shape Hessian for the turbu-
























Figure 5.1: Root-mean-square velocity fluctuations normalized by the wall shear
velocity for Reynolds number Reh = 5000.
(turbulent flows) at Reh = 3000 or Reh = 5000 (where h is the height of the channel)
are shown in Fig. 5.1 for the turbulence intensities normalized by the friction ve-
locity, Fig. 5.2 for the mean velocity profile versus the law of the wall, and Fig. 5.3
for Reynolds shear stress. These behaviors match well with the the velocity profiles
from DNS of channel flow by Kim et all. in [40].
Solved using the adjoint solver, at Re = 3000, with terminal time T = 1000,
the solutions to the adjoint equations are given in Fig. 5.4. It shows that the adjoint


























law of the wall
Figure 5.2: Mean velocity profile u+ compared with law of the wall for turbulent
channel flows with Reh = 3000 and Reh = 5000.


















Figure 5.3: Reynolds shear stress normalized by the wall shear velocity in global
coordinates.
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Figure 5.4: The backward growth of adjoint velocities at y+ = 0.932 and y+ = 60.4
at Reh = 3000.
the wall (y+= 0.932), away from the wall (y+≈ 60), the magnitude of the velocities










(∇λ +∇λ T )
)
: (∇u+∇uT )V ·ndsdt→ ∞ as T → ∞,
that is, dDT (Γb;V) is not converging as T →∞ and we cannot use the time average
to approximate the mean values. So the direct application of the adjoint method to
compute the shape derivatives for turbulent flows fails.
We notice the same behaviors for the incremental state and incremental ad-
joint solutions as well. The reason for the rapid growth is the chaotic nature of
turbulent flows. As a chaotic system, turbulent flows are very sensitive to small
changes in the initial conditions or boundary conditions, i.e., a small perturbation
will lead to a large difference in the instantaneous velocity profile. Thus, the ad-
joint and incremental variables, which represent this sensitivity, grow exponentially
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in time. This requires that the integration time can not be too long to have a finite
and meaningful time average, which contradicts the need for a long-time average to
better approximate the mean values.
To better understand this issue, we will employ the Lorenz system as a sim-




In this chapter, we study the implicit-explicit (IMEX) Runge-Kutta time
discretization used in the forward and backward numerical simulations, and de-
rive a special IMEX scheme that is both gradient consistent (i.e., the discretized
time-continuous gradient is equivalent to the gradient of the discretized objective
function) as well as adjoint consistent (i.e., the accuracy of the implied adjoint dis-
cretization is of the same order as for the forward scheme). Runge-Kutta (RK)
methods are an important family of numerical methods used to solve systems of
ordinary differential equations (ODEs). For an initial value problem
y′ = f (t,y),
y(t0) = y0,
(6.1)
an s-stage RK method stepping from tn to tn+1 is as follows:











Here, h= tn+1−tn is the time step size, k1, · · · ,ks are the stages and b1, · · · ,bs,ai j(i, j =
1, · · ·s),ci = ∑ j ai j are the coefficients characterizing the RK method, which can be
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summarized in the Butcher tableau as
c A
bT =




cs as1 · · · ass
b1 · · · bs
.
The RK scheme (6.2) is an explicit scheme if the matrix A = (ai j) is a lower-
triangular matrix (i.e., ai j = 0, for i≥ j); otherwise, it is called an implicit scheme.
For a complete discussion of Runge-Kutta methods, we refer to [14].
An essential part of our sensitivity analysis for the turbulent flow case is
to numerically solve the Navier-Stokes equations, as well as their linearized forms
occurring in first- and second-order derivative computations. As described in Ap-
pendix A and B, we first discretize in space to convert the time-dependent partial
differential equations (for instance, (A.1)) to a system of ordinary differential equa-
tions ((A.18)-(A.21)). Then, we discretize in time using Runge-Kutta methods.
Here, we focus on the time discretization scheme used in the numerical simula-
tions.






which arises from spatial discretization of PDEs of convective-diffusive nature.
Here, u is a state variable, N is possibly nonlinear in u which corresponds to the
convection (hyperbolic) term, and L corresponds to the diffusion (parabolic) term.
Since N is often nonlinear and the Jacobian of N is nonsymmetric and indefinite,
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integrating the ODE (6.3) implicitly requires the inversion of this Jacobian at each
time step, which would be very expensive. Thus, we prefer to treat N explicitly,
particularly since the CFL-limited time step is of the order of that required for ac-
curacy. On the other hand, L(u) is a stiff and linear term which has to be integrated
implicitly to avoid excessively small time steps. Thus, we choose to discretize L
implicitly and N explicitly, yielding an implicit-explicit Runge-Kutta scheme.
In the following, we first summarize the order conditions of the IMEX
scheme. Then the time discretization scheme for the adjoint equation is derived.
This derivation is based on the discrete adjoint of the forward time discretization.
The adjoint time discretization scheme is studied and its application for DNS sim-
ulations is discussed.
6.1 IMEX method






a general form of an IMEX scheme with s stages for the time interval [tn, tn+1] is
given by








b̂ jN(tn +hĉ j,Yj), (6.5)
with








âi jN(tn +hĉ j,Yj), for i = 1, · · · ,s.
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Here, (âi j) is a lower-triangular matrix with âi j = 0 for j ≥ i, while ai j 6= 0 for
j = i. Thus, the scheme is explicit in N and implicit in L. In general, in order to
guarantee simplicity and efficiency in solving the algebraic equations corresponding
to the implicit part of the discretization at each step, we consider diagonally implicit
Runge-Kutta (DIRK) methods for L (see [11]), i.e., ai j = 0 for j > i. ci = ∑ij=1 ai j
and ĉi = ∑i−1j=1 âi j are the substeps for L and N. The coefficients ai j, âi j,b j, b̂ j are
chosen such that the scheme satisfies the desired accuracy. We require L and N to
have the same substeps in (6.5) to be time consistent, i.e., ci = ĉi, for all i = 1, · · · ,s.
Characterized by the coefficients vectors A, Â,c, ĉ, b, b̂, the IMEX method (6.5) can






Notice that we can recast the system (6.4) as:
∂v
∂ t
= L̂(v,w, t) := L(v+w, t),
∂w
∂ t
= N̂(v,w, t) := N(v+w, t),
(6.6)
with u= v+w. The IMEX scheme (6.5) applied to this problem is then a partitioned
Runge-Kutta scheme. Thus, IMEX schemes can be viewed as a particular class of
partitioned Runge-Kutta methods and the general analysis of partitioned methods
is applicable; see [27] for the analysis of order conditions for these schemes.
6.1.1 Order conditions
The general technique to derive order conditions for Runge-Kutta schemes
is to compare the Taylor expansions of the exact and numerical solutions. In partic-
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ular, a scheme is said to be of order p if the numerical solution at t = t0+h obtained
with the given initial condition at time t0 agrees with the real solution up to order




























































These conditions are the simplified results given our assumption that ci =
ĉi. Note that the conditions (6.7)-(6.10) are the standard order conditions for the
two tableaus, each of them taken separately. Condition (6.11) is the new condition
arising because of the coupling of the two schemes. See [56] for a more general
discussion about the order conditions.
6.1.2 Gradient consistent RK scheme for the adjoint systems
As stated in the previous section, to compute gradients, we need to solve
forward state systems as well as backward adjoint systems. Here, we study the
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time discretization schemes for the adjoint systems. To illustrate the idea of adjoint
consistency, consider an optimal control problem governed by a state equation in
the form of an ODE, in which the control variables are the initial condition u∗, and







= L(u)+N(u), for t ∈ [0, tN ],
u(0) = u∗.
(6.12)
The continuous-in-time adjoint equations are terminal value problems and usually
have the following form:
∂λ
∂ t
=−(∇LT +∇NT )λ , λ (tN) =−∇C(uN), (6.13)
where ∇ represents the Jacobian with respect to u, and ∇LT ,∇NT are the adjoint
operators for the linearization of L and N.
To arrive at discretized adjoint equations, there are two approaches: opti-
mize (resulting in (6.13)) then discretize (OTD) or discretize (6.12) then optimize
(DTO), which yields a discrete form of (6.13). The order that one performs opti-
mization and discretization may result in different discretized adjoints and gradi-
ents. Gradient consistency imposes a constraint on the discretization of the adjoint
equations (6.13) that requires the two approaches (OTD and DTO) to yield the same
discretized adjoint equations; for a complete discussion, see [25]. Thus, for a given
discretization scheme for the forward system (6.12), a gradient consistent adjoint
discretization scheme of the continuous adjoint equations (6.13) can be found by
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the DTO procedure, that is, finding the adjoint system of the discretized optimiza-
tion problem. In the following, we will derive a gradient consistent IMEX scheme
of the form (6.5).
Let us leave the objective functional in the continuous form and discretize













b̂ jN(tn +hĉ j,Yj) for n = 0, · · · ,N−1,








âi jN(tn +hĉ j,Yj), i = 1, · · · ,s,
u0 = u∗.
(6.14)





































The adjoint equations can be derived by taking derivatives of the Lagrangian with
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−aik∇LT (tn +hck,Yk)− âik∇NT (tn +hĉk,Yk)
)





This yields the discretized adjoint equations for the adjoint variable ψn and its stages
λk,




















This is also an implicit-explicit scheme, which is implicit in ∇LT and explicit in
∇NT .
For convenience in the following analysis, let us consider an IMEX scheme
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for the state ODE with a slightly changed structure: given un,
Y1 = un,








âi jN(tn +hĉ j,Yj), i = 2, · · · ,s








b̂ jN(tn +hĉ j,Yj).
un+1 = Ys+1.
(6.18)
That is, each new stage Yi is incremented from its previous stage Yi−1 instead of
previous time step un. Then following the DTO procedure as above, we can derive
the discrete adjoint scheme corresponding to (6.18) as
ψs+1 = λn+1,
ψk = ψk+1 +h ∑
i≥k
aik∇LT (tn +hck,Yk)ψi +h ∑
i>k
âik∇NT (tn +hĉk,Yk)ψi
+hbk∇LT (tn +hck,yk)ψs+1 +hb̂k∇NT (tn +hĉk)ψs+1,
λn = ψ1.
(6.19)
Similarly, the adjoint stage ψk is also incremented from its previous stage ψk+1.
Thus, by using the special structure of the forward scheme (6.18), we have cre-
ated an adjoint IMEX scheme (6.19) of exactly the same structure, which is very
convenient in the numerical simulations.
We now interpret the discrete adjoint equations (6.17) or (6.19) as a time
discretization applied to the continuous adjoint equation (6.13), and study the accu-
racy of this scheme. Discrete adjoints are very popular in optimization and control,
since they guarantee that resulting adjoint-based gradient is indeed the gradient of
the discretized optimization problem. Adjoint consistency is a constraint on time
71
discretization of the state ODE that specifies that the discrete adjoint has the same
order of accuracy as the IMEX scheme for the state ODE. For the analysis of adjoint
consistency, see for instance [26, 62]. It is shown in [62] that for any explicit or im-
plicit forward scheme, its adjoint scheme has the same order of accuracy. However,
this is in general not true for an IMEX scheme. In the following, we will derive
the additional requirements for the adjoint consistency of a specific IMEX scheme
used for the discretization of the Navier-Stokes equations.
6.2 IMEX scheme used in DNS
The time discretization scheme used in our DNS follows the method de-
scribed in [67]. It is a low-storage IMEX scheme, explicit and third-order for the
convection term, and implicit and second-order for the viscous term.




where L is a linear operator and comprises the viscous term and the pressure term
and does not depend on time t, and N corresponds to the convection term and ex-
ternal forces and may be time dependent. To advance from tn to tn+1, the following
three substeps are taken:









n)+ c2N(tn + r1h,u
′
n)+d2N(tn,un)],
un+1 = u′′n +h[a3L(u
′′







where r1 = a1 +b1 = c1,r2 = a1 +b1 +a2 +b2 = c1 + c2 +d2,r3 = a1 +b1 +a2 +
b2 + a3 + b3 = c1 + c2 + d2 + c3 + d3 are the three stages sizes. We point out that
(6.20) has the same structure as (6.18), and thus the adjoint scheme will have the
structure of (6.19).
Using Taylor expansion, we can conclude the following order conditions for
the above scheme.
• First order:
a1 +a2 +a3 +b1 +b2 +b3 = 1,
c1 + c2 + c3 +d2 +d3 = 1;
(6.21)
• Second order:



























[(c1 +b3 +b2)(d2 + c2)+(b3 +b1)c1 +b23]d3
+[(c1 +b3 +b2)c3 +(b2 +b1)c1 +b22]d2
+[(c1+b3 +b2)c2 +(b3 +b1)c1 +b23]c3








Let us derive the adjoint scheme following the DTO procedure for (6.20).







∂ t = L(u)+N(t,u),
u(0) = u∗.
its adjoint problem is:
−∂λ
∂ t
= ∇LT λ +∇N(t,u)T λ +∇ jT ,
λ (N) = 0;
(6.25)
To discretize the objective functional in a way that will lead to gradient consistency,







= j(u(t),u∗), J(0) = 0,














Now applying DTO to (6.26) gives us the discretized adjoint system. As described
in (6.20), the linear operator L and the nonlinear operator N are treated implicitly
and explicitly, respectively. The operator j in the objective functional is the dissi-
pation of energy, thus, it is also discretized implicitly as the diffusion term. The




s. t. for all n
















L(a3u′′+b3un+1 + c3N(tn +hr2,u′′)+d3N(tn +hr1,u′)
)
,






















The first-order optimality conditions of (6.27) give the discrete adjoint systems:
λ
′′



































a1∇LT (un)λ ′n +b3∇L
T (un)λn−1a1∇ jT (un)+b3∇ jT (un)






with the terminal condition λN = 0, and here ∇LT , ∇NT , and ∇ jT are the cor-
responding adjoint operators. We can also conclude the quadrature rule for the













By Taylor expansion again, we can conclude the order conditions for (6.28):
• First order:
a1 +a2 +a3 +b1 +b2 +b3 = 1,
c1 + c2 + c3 +d2 +d3 = 1;
• Second order:
















Notice that the stage sizes for ∇LT and ∇NT are a3 +b2a3 +b2 +a2 +b1
a3 +b2 +a2 +b1 +a1 +b3
 and
 c3c3 + c2 +d3
c3 + c2 +d3 + c1 +d2

respectively. Although we assume that the stages sizes for L and N are the same
at each substep to be time consistent in the forward IMEX scheme, generally this
assumption is not satisfied for the discrete adjoint scheme given in (6.28). The
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additional assumption that the adjoint scheme is also time step consistent, gives us
an important set of sufficient second-order conditions:








a3 +b2− c3 = 0,
a2 +b1− c2−d3 = 0,
a1 +b3− c1−d2 = 0.
Adjoint consistency requires that we have the same accuracy for the state
and adjoint ODEs, i.e., the order conditions need to be satisfied at the same time.
Thus, to have the second-order accuracy, sufficient conditions for the coefficients
ai,bi,ci,di are:
a1 +a2 +a3 +b1 +b2 +b3 = 1,
c1 + c2 + c3 +d2 +d3 = 1,








a1 +b1− c1 = 0,
a2 +b2− c2−d2 = 0,
a3 +b3− c3−d3 = 0,
a3 +b2− c3 = 0,
a2 +b1− c2−d3 = 0,
a1 +b3− c1−d2 = 0.
(6.29)
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The solution to (6.29) has three free degrees of freedom. Choosing c1,c2,d2 as free
parameters, the other coefficients are obtained as
a1 = c1 +d2,
b1 =−d2,
a2 =−


















For arbitrary c1,c2,d2 (c2 +d2 6= 0), the IMEX scheme (6.20) with the coefficients
given in (6.30) is second-order accurate and adjoint-consistent. Among all the pos-
sible c1,c2,d2, we now try to find the one that gives third-order accuracy for the
convection term.
As shown in (6.23), there are several additional conditions to achieve third-
order accuracy. However, there is no solution to the nonlinear system (6.30) with
those additional conditions. Thus, we have to sacrifice some conditions.






applying the explicit Runge-Kutta scheme,












The first-, second- and third-order conditions are summarized as
c1+c2+c3+d2+d3 = 1, (c2+d3)c1+c3(c1+d2+c2) = 1/2, c1c2c3 = 1/6.
(6.32)
Solving (6.30) together with the condition c1c2c3 = 1/6 will give us third-











that is, we have another condition satisfied automatically. Unfortunately, for the
other three equations in the third order conditions (6.23), we cannot find any real
solutions. In summary, the IMEX scheme (6.20) with the coefficients satisfying
(6.30) and (6.33) is adjoint-consistent with a second-order overall accuracy and



































As summarized in Chapter 5, the adjoint method fails in computing the
shape derivatives for turbulent flows. In this chapter, we study the Lorenz system,
which is a simple chaotic system, as a model problem and study its sensitivity anal-
ysis. The Lorenz system of ordinary differential equations arose from the work
of Edward Lorenz, who derived it from simplified equations of convection rolls
arising in the equations of the atmosphere. It is a nonlinear, three-dimensional, de-
terministic system of ODEs and exhibits chaotic behavior. Since 1963, the Lorenz
system has been one of the most widely studied systems of chaotic ODEs because
of its wide range of behaviors. Here, we are interested in the sensitivity of model-
simulated quantities to changes in the parameters.
7.1 Lorenz equations
The Lorenz equations are written as
x′ = σ(y− x)
y′ = x(r− z)− y
z′ = xy−β z
(7.1)


























Figure 7.1: Lorenz attractors for different values of the parameter r: shown in red
is the trajectory for r = 28, in blue for r = 70.
where (σ ,r,β ) are positive parameters, σ is interpreted as the Prandtl number, r
the Rayleigh number and β is a physical proportion. The evolution of this system
exhibits a strong dependence on the parameters and the initial conditions.
For different sets of parameters, we find quite different attractors. In this
analysis, we fix σ = 10,β = 8/3 and study the sensitivity of the system with respect
to the Rayleigh number r. Even for fixed σ and β , we can obtain well-separated
attractors given different r. The attractors for r = 28 and r = 70 are shown in
Fig. 7.1, for example. Moreover, with the same value of r, even a tiny perturba-
tion in the initial condition can yield dramatically different trajectories. Fig. 7.2
exhibits two trajectories of the system with the same parameters starting from dif-
ferent initial conditions (0.0,1.0,0.0) and (10−5,1.0,0.0). The variation of 10−5 in


















 initial condition (0.0, 1.0, 0.0)
 initial condition (0.00001, 1, 0)
Figure 7.2: Lorenz attractors starting with initial values varying by 10−5 in the x
coordinate with r = 28,σ = 10,β = 8/3. Shown in red is the trajectory for initial
conditions (0.0,1.0,0.0), in blue for the initial condition (10−5,1.0,0.0).
Below, we study the sensitivity of the system with respect to the Rayleigh
number at the value r = 28. Fig. 7.3 show the instantaneous value of x(t),y(t),z(t)
for a random initial condition. The horizontal lines shows the mean values, denoted
by 〈x〉,〈y〉,〈z〉. It may be observed that the instantaneous values of x(t),y(t),z(t)
display significant fluctuations and the time histories exhibit variations on a wide
range of timescales. However, their mean values are more stable. Thus, for a chaotic
system, we focus on the mean value rather than the time history or one particular
trajectory, and the quantity of interest here is the mean value of z, which we denote
by 〈z〉. Written in a mathematical framework, the sensitivity problem for the Lorenz
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Figure 7.3: The time history of x(t),y(t),z(t) and their means values.
system is: study dJdr , where
J(r) = 〈z〉
subject to
x′ = σ(y− x)
y′ = x(r− z)− y
z′ = xy−β z
(7.2)
for σ = 10,β = 8/3,r = 28. In the sequel, we will discuss direct finite difference
and adjoint approaches to compute the sensitivity, i.e., the derivative dJdr .
As a preparation, we recall definitions and methods used to compute mean
values. For the chaotic system given in (7.1) with uncertain and random initial
conditions, the solutions x,y,z are random variables. The probability distribution
function (pdf) is used to characterize these random variables. Their mean values are
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z(t)ρ0 ds, for arbitrary t, (7.3)
where ρ(t,s,r) is the pdf of (x,y,z) at time t, ρ0 is the pdf of the initial condi-
tions (x0,y0,z0), and Ω and Ω0 are the corresponding probability spaces. When the
system is statistically stationary, ρ(t,s,r) will converge to a stationary pdf ρ̄(r,s),





which implies that the mean is invariant in time. However, it is generally difficult
to compute the mean directly from (7.3) or (7.4) because ρ and ρ̄ are not available
and computationally expensive to determine. Instead, we use different averaging
methods to approximate the mean, such as ensemble and time averages.
The ensemble average is the average over a large number of realizations of







zn(t), for arbitrary fixed t,
where zn(t) is the trajectory of z on the nth realization. The ensemble average 〈z〉N
serves as a good approximation of the mean because it is sampling the distribution
of the initial conditions ρ0 using different realizations. Thus, 〈z〉N converges to
〈z〉 as the sample size N increases. The convergence rate depends on the sampling
method and sample size.
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T h = 10−3 h = 10−4 h = 10−5 h = 10−6
T = 10 23.298823 23.398594 23.305425 23.238065
T = 102 23.653910 23.623302 23.615610 23.539938
T = 103 23.552515 23.516541 23.542850 23.543939
T = 104 23.551697 23.546635 23.542468 23.544779
T = 105 23.549979 23.552049 23.550768 23.550485
T = 106 23.549979 23.552219 23.549643 23.550886
T = 107 23.550106 23.550967 23.549960 23.550180
T = 108 23.550027 23.549853 23.549929 *
T = 109 23.549892 23.549853 * *
Table 7.1: The converges of ẑT for different averaging time T and time step size h
used in RK4 (The “*” denotes that the data has not been computed).
For a statistically steady system under the assumption of ergodicity, the







where z(t) is the instantaneous solution of the ODE system (7.1) in a single realiza-
tion with an arbitrary given initial condition. As shown in 5.1, if the averaging time
T is taken large enough, the time average ẑT converges to the mean as its standard
deviation decreases to 0 with order T−1/2.
To numerically verify the convergence of the time average, we solve the
Lorenz system (7.1) using the classical fourth-order Runge-Kutta method (RK4)
and compute ẑT for different averaging times T and time step size h. The results are
shown in Table 7.1. We can conclude that, as we increase the averaging time, the
time-average converges. However, this convergence is very slow: there are at most
4 or 5 accurate digits in the averaging results ẑT for T = 108.
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T r = 28 δ r =−0.1 δ r = 0.1 δ r =−0.01 δ r = 0.01
103 23.516561 23.465705 23.634621 23.537455 23.591763
104 23.546635 23.456458 23.644350 23.542639 23.579644
105 23.552049 23.446437 23.649158 23.538276 23.565785
106 23.552219 23.448701 23.650288 23.539326 23.564301
107 23.550967 23.448080 23.650349 23.538423 23.565327
108 23.549853 23.449751 23.650209 23.539936 23.559916
Table 7.2: ẑT for different averaging time T and δ r with h = 10−4.
7.2 Sensitivity analysis
With the preparation work for the mean values computation, now we discuss
different methods used in the sensitivity analysis of the Lorenz system to compute
d〈z〉
dr as given in (7.2). We start with the direct finite difference method.
7.2.1 Direct finite difference approach
Based on averaging methods to approximate 〈z〉, we can use finite differ-
ences to compute the sensitivity dJdr directly. Note that the derivative of 〈z〉 with








where δ r is a perturbation of the parameter r. Results of ẑT (r+ δ r) with different
T and δ r are summarized in Table 7.2.
As we have shown earlier, ẑT converges to 〈z〉 with order T−1/2, and we
have at most 4 or 5 accurate digits in ẑT given T = 108, thus the averaging error is
of order 0.001. Denoting the time averaging error as εT ,












T δ r = 0.1 δ r = 0.1 δ r = 0.01 δ r = 0.01 δ r = 0.001 δ r = 0.001
(forward) (center) (forward) (center) (forward) (center)
103 1.180 0.6303 7.5 2.7154 27.264 -5.343
104 0.977 0.939 3.291 1.845 2.789 4.138
105 0.969 1.014 1.374 1.375 -3.559 -0.180
106 0.981 1.001 1.201 1.239 -0.981 0.018
107 0.994 1.011 1.436 1.345 -0.192 0.081
108 1.004 1.002 1.006 0.999 0.108 0.101
Table 7.3: Finite difference derivatives for different T and δ r using forward and
centered difference methods.
where o(δ r) is the finite difference error. The dominant error, the term 2εT
δ r , is de-
termined by the averaging error and the perturbation size. Thus, we cannot choose
a too small δ r since the time averaging error will be magnified by a factor of 1
δ r .
The finite difference gradients computed with different T and δ r are shown in Ta-
ble 7.3. We can see that, for δ r = 0.1 and δ r = 0.01, the finite difference derivatives
converge to approximately 1 as the averaging time T increases. This suggests that
d
dr 〈z〉 exists and is approximately 1. However, for δ r = 0.001, the finite difference
result is unrealizable because of the error amplification factor 10.001 = 1000, which
induces a significant error.
In summary, the finite difference method gives the approximate derivatives
by solving the model with the perturbed input. It suggests the differentiability of
the objective function. However, the main disadvantage is that this approach is not
scalable: if the sensitivity to several model parameters is required, a separate model
solve must be performed for each parameter, which is computationally expensive.
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7.2.2 The adjoint approach
An alternative method to obtain the sensitivity is to use the adjoint method
(also called the Lagrange method). We refer to section 2.2 for a brief introduction.
The advantage of the adjoint approach over the finite difference method is that it
gives the sensitivity of a single component of the model output to all the model
input variables simultaneously. Thus, for a problem with many parameters, it is
computationally more efficient.
Recalling the sensitivity problem (7.2) and using the Lagrange method, we
can conclude the adjoint system of the Lorenz equations for fixed final time T ,
−λ ′ =−σλ + γy+α(ρ− z)
−α ′ = σλ −α + γx
−γ ′ =−αx−βγ−1
(7.6)
(λ ,α,γ) = (0,0,0) at t = T ,
and the incremental state equations:
δx′ = σ(δy−δx)
δy′ = δx(r− z)+ x(δ r−δ z)−δy
δ z′ = δxy+ xδy−βδ z
(7.7)
(δx,δy,δ z) = (0,0,0) at t = 0,
where λ ,α,γ are the adjoint variables, δx,δy,δ z are the incremental state variables,
and δ r the variation in r. The adjoint and incremental variables correspond to the
changes of the state variable for an infinitesimal perturbation δ r, i.e., dzdr = δ z. The





〉= 〈δ z〉. (7.8)
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Figure 7.4: Exponential growth for the incremental state variables.
Here, we use the fact that the mean operator commutes with the differentiation op-
erator. Next, we solve the incremental system for δ z and compute its time average
to approximate ddr 〈z〉.
However, due to its chaotic nature, the Lorenz system is very sensitive to
small perturbations, i.e., a tiny perturbation leads to a divergence in the trajectories.
Thus, the incremental variables, which describe this sensitivity, grow rapidly in
time. The solutions δx,δy,δ z, which linearly depend on δ r, are shown in Fig. 7.4
with δ r = 1. As seen from the plot, the magnitude of the incremental variables
grows exponentially. The average exponential growth rate here is about 0.9, which
is consistent with the first Lyapunov exponents of the system with the given param-
eters values (see [72]).
Now, to get the derivative, we compute the mean value of δ z by its time
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that is, δ̂ zT is unbounded. Thus, the direct application of the adjoint approach fails
for chaotic systems.
As a remedy, in [45] the authors propose the ensemble adjoint approach,
which is to use the ensemble average rather than time average to approximate the
mean value of δ z. This approach estimates the sensitivity by taking ensemble aver-







δ zn dt, (7.9)
where δ zn is the nth realization of the incremental state system, and T is the de-
veloping and averaging time for each realization. After comparing the results from
(7.9) with short, intermediate, long and very long integration time T , they suggest
that the ensemble-averaged results using intermediate integration time (T ≈ 0.44)
gives the most reasonable estimate.
However, the incremental system given in (7.7) describes the sensitivity of
the state variables for a short time interval. Its time evolution always starts from
the initial condition (0,0,0). To capture the full information of the current state, an
appropriate amount of development time is needed, and T cannot be too small. On
the other hand, we cannot choose the integration time T too long to avoid a large
δ zn given the average growth rate e0.9t (which is the first Lyapunov exponent).
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T adjoint finite difference finite difference finite difference
derivative δ r = 0.01 δ r = 10−4 δ r = 10−6
2 2.0637569 2.0637574 2.0637569 2.0637572
4 4.5204501 4.5204496 4.5204501 4.5204501
6 6.8750610 6.8750877 6.8750610 6.8750620
8 6.6792221 6.6792521 6.6792221 6.6792226
10 15.4216633 15.4242134 15.4216633 15.4216671
12 -10.0729561 -9.4950218 -10.0728989 -10.0729828
14 430.64407 -0.9606939 430.94662 430.64456
16 -2541.2749 39.1021042 -2553.1785 -2541.2788
Table 7.4: Comparison of finite difference derivatives and adjoint deriva-
tives for different T and δ r for the sample starting with (x0,y0,z0) =
(3.149719,1.143445,3.588247).
Otherwise, a large number of samples will be needed for the ensemble averaging
due to the slow convergence rate and the large magnitude of δ zn. Also, the rapid
propagation of the numerical errors will deteriorate the derivatives computed using
the adjoint approach.
To find an appropriate development time T , we perform some numerical
tests to find out how the numerical errors grow with T by comparing the adjoint





= 〈δ z〉, (7.10)







, 〈δ z〉 ≈ 1
N ∑n
δ zn = 〈δ z〉N ,
we study zn(r+δ r)−zn(r)r with δ zn for a single sample as the integration time T changes.
The results of the comparison are listed in Tables 7.4 and 7.5, for two different sam-
ples.
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T adjoint finite difference finite difference finite difference
derivative δ r = 0.01 δ r = 10−4 δ r = 10−6
1 0.8046634 0.8046650 0.8046634 0.8046634
2 2.3939571 2.3940473 2.3939571 2.3939569
3 5.4613957 5.4618783 5.4613957 5.4613957
4 0.2996249 0.2963130 0.2996246 0.2996253
5 -1.0055308 -0.9423273 -1.0055245 -1.0055305
6 47.2752419 48.8699684 47.2754021 47.2752342
7 -6.5140357 19.6534023 -4.7699199 -6.5138569
8 -10535876 8.9092855 -21.3869381 -424708.69
Table 7.5: Comparison of finite difference derivatives and adjoint deriva-
tives for different T and δ r for the sample starting with (x0,y0,z0) =
(9.1461,3.8432,33.3986).
For some samples, as shown in Table 7.4, the two results match very well
even at T = 14. However, for some samples, we observe an apparent divergence of
these derivatives as early as T ≥ 6 (Table 7.5). This is caused by the high sensitivity
of the chaotic system and the propagation of round-off errors in numerical compu-
tation. In our numerical test of the ensemble adjoint approach, we test the cases of
T = 8, T = 6 and T = 4 , which give δ z∼ 103 with the average growth factor.
To draw the samples for the adjoint ensembling, instead of sampling the
initial conditions to get different realizations of the system, we can get independent
samples from one realization by virtue of the ergodic hypothesis. That is, given
the knowledge that the average growth rate of the incremental solutions is about
e0.9t , two points in one realization, which are separated by 40 time units (e0.9×40 ∼
1015), can be viewed and used as start points for two independent samples since the
accumulation of round-off errors makes the correlation of any of those two points
negligible.
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Figure 7.5: Convergence of the ensemble averaged results for T = 8, i.e., 〈δ z(t =
8)〉N , colors denote independent realization with different initial conditions.
Thus, within a realization of the Lorenz system, we take each time interval
with a length of 40 time units as a sample. For each sample, using zero initial con-
ditions for the incremental state equations and the state solutions from the current
realization, we solve the incremental system for δ zn(t = T ) with different T . The
ensemble average of δ zn(t = T ) gives us a new approximation of 〈δ z〉. The numer-
ical results of 〈δ z〉N from different realizations are shown in Figures 7.5 and 7.6,
for different T . Recall that the finite difference results suggest that the derivative
is about 1. So based on the equality (7.10), 〈δ z〉N is expected to converge to 1 ap-
proximately as we increase the sample size N. From Fig. 7.5, we see that, for each
individual run, the averaged results seem to converge, but the convergence is too
slow to indicate the values they are converging to with current sample sizes.
There are several causes for the slow convergence of 〈δ z〉N as shown in
Fig. 7.5. An important one is that the convergence rate for the ensemble average is
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Figure 7.6: Convergence of the ensemble averaged results for T = 4 and T = 6,
colors denote independent realization with different initial conditions.
of the order of N−1/2. Thus, we need to increase the sample size N by a factor of 100
to obtain one more accurate digit in the ensemble averaging results. Another factor
is the existence of the sharp-changing points in the results curves. These sharp
points correspond to those sample points, whose incremental systems have much
larger growth factors than the average value. For example, for the average growth
rate e0.9t (see previous discussion about the first Lyapunov exponents and [72]),
δ z∼ 103 at T = 8. However, there are points on the trajectories which give δ z∼ 109
at the end of the same integration time. This extreme variability is also shown in the
distribution of the growth factors for each sample in Fig. 7.7. Let λg denote the local
growth factor. While the mean of the growth factors computed from each sample is
about 0.9 in this run, which gives δ z ∼ 103, the maximum value λg is about 2.68,
which leads to δ z ∼ 109. Thus, starting from these points, a small perturbation in
the parameter r will lead to rapid separation of the trajectories. Fig. 7.2.2 shows the
comparison of the time histories at different time t for δ r = 0.001 with two different
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Figure 7.7: Distribution of the growth factor for the incremental systems.
starting points.
For the first case shown on the top row, the trajectories for r = 28 and r =
28.0001 are almost on top of each other at T = 8; however, for the second one
with (x0,y0,z0) = (9.146,3.843,33.40), the trajectory for r = 28.0001 is diverging
away from the curve correspond to r = 28 rapidly. In summary, due to the existence
of these highly sensitive points, the ensemble averaged derivatives converge very
slowly to the correct derivative. In the sequel, we discuss possible remedies.
7.2.3 Damping factors
In the previous section we concluded that the direct application of the ad-
joint method to compute the sensitivity of Lorenz system fails because of its chaotic
































































































































































































Figure 7.8: Snapshots of the trajectory of the Lorenz system with r = 28
(shown in red) and r = 28.0001 (shown in blue) with different starting points:
top row: (x0,y0,z0) = (−0.5696,−1.5496,18.7478), bottom row:(x0,y0,z0) =
(9.146,3.843,33.40).
port on our experiments trying to overcome this issue.





where ρ0(s) is the pdf of the initial condition and Ω0 is the corresponding probabil-
































e−αtz(r,s, t)dt)ds := Jα(r), (7.12)
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where α > 0 is a damping factor, c = α1−e−αT is the normalization constant. Notice
that for arbitrary α ,
Jα(r)≡ J(r) = 〈z〉. (7.13)














e−αtδ zn dt). (7.14)
Here we use the ensemble average again to sample the distribution of the initial
conditions to approximate the mean operator. By rewriting the 〈z〉 in the equivalent
form Jα and choosing an appropriate α to compensate for the exponential growth
of δ r, we hope to achieve better convergent results of the sensitivity. Notice that for
α = 0 (and c = 0), this simplifies to the ensemble adjoint approach.
We compute the ensemble adjoint averages for different damping factors
α and integration times T . The results are shown in Fig 7.9. By introducing the
damping factor, we achieve a more reasonable estimation for a moderate or large
integration time T . Equation (7.13) implies that the ensemble adjoint average com-
puted from (7.14) should be independent of the value of α . However, this is not
true for the computed numerical results as shown in Fig 7.9. It is shown that, if α is
chosen to be equivalent to the growth factor of δ zn, we obtain the optimal ensemble
average results. In general, the growth factor is not known or expensive to com-
pute for more complicate systems. The results shown in the figure are also affected
by the slow convergence of the ensemble methods. Thus, applying this method to
chaotic systems, for example, turbulent flows, is not promising.
97


































































Figure 7.9: Convergence of the ensemble averaged results with different damping
factors α (shown in plot: α = 0,0.8,0.9 and 1.0) and averaging time T (left, T = 2;
middle T = 4; right T = 8), here x-axis denotes the size of ensemble samples and
y-axis denotes dJαdr .
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7.2.4 Mean of Lorenz equations






However, it is difficult to get a convergent mean value of dzdr by averaging the incre-
mental solution δ z. Now we seek to get 〈δ z〉 directly from the system or find an
alternative expression that enables us to get better convergent results. For a statisti-
cally steady system, we have 〈x′〉= 0 (here, the prime denotes the time derivative),
thus the mean of the Lorenz equations becomes:
〈y〉−〈x〉 = 0
σ〈x〉−〈xz〉−〈y〉 = 0
〈xy〉−β 〈z〉 = 0.
(7.15)
Notice that the Lorenz system is symmetric in x and y, we have
〈x〉= 〈y〉= 0, 〈xz〉= 0.
From the last equation in (7.15), which implies:











That is, (δxy+ xδy) also describes the sensitivity of Lorenz system with respect to
the parameter r. Thus, instead of using ensemble average or time average of δ z,






























































Figure 7.10: Comparison of different time averages: left: 〈z〉N with 〈xy〉N/β ; right,
〈δ z〉N with 〈δxy+ xδy〉N/β .
two expressions are compared in Fig. 7.10. Unfortunately, the convergence results
do not improve by switching to the form of (δxy+ xδy). In some tests, archiving
convergence for 〈δxy+ xδy〉N/β appears even harder than for δ z.
7.2.5 pdf approach


















Here, ρ̄(z;r) is the stationary probability distribution function (pdf) of z for param-
eter r, Ω is the support of the sample space, i.e,
Ω = {z : ρ̄(z;r)> 0}.
If we can compute ∂ ρ̄
∂ r , (7.18) can be used as an alternative method for our sensitivity
analysis. To compute ∂ ρ̄
∂ r , let us first derive the pdf transport equation.
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x = x0 at t = 0,
(7.19)
where the initial condition x0 is a random variable with pdf ρ(x0). We use ρ(s,r; t)=
ρ(x(t),r) to denote the pdf of random variable x at time t at location s with given pa-
rameter r. For a given realization of the system, the (one-point, one-time, Eulerian)
fine-grained pdf (see [59]) of x is defined by
ρ
′
x(s,r; t) = δ (x(t,r)− s), (7.20)
where s is the sample-space variable. ρ ′x(s,r; t) has the following properties:
〈ρ ′x(s,r; t)〉= ρ(s,r; t),
〈φ(s; t)ρ ′x(s,r; t)〉= 〈φ(s; t)|x(t) = s〉ρ(s,r; t),
(7.21)
where ψ(s; t) is a random field. Differentiating (7.20) with respect to t using the




































When the chaotic system becomes statistically stationary after a development time,







= 0 or ∇ · (ρ̄N) = 0. (7.24)
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This defines the transport equation for the pdf ρ̄ . For a detailed derivation, see for
instance [59].
Since ρ̄ > 0 on Ω, let us define a new variable f as








and thus, we only need to compute ∂ f
∂ r and ρ̄(s,r) to get
∂ 〈z〉
∂ r . Using the new variable
f , equation (7.24) can be written as
∂ f
∂ s
·N +∇ ·N = 0. (7.25)
Derivatives with respect to r on (7.25) gives
∂ 2 f
∂ s∂ r






) = 0. (7.26)
Notice that integrating ∂
2 f
∂ s∂ r along the boundary ∂Ω yields
∂ f
∂ r . The the challenge
for computing the sensitivity becomes computing ∂ f
∂ s ·
∂N
∂ r . However, we found no
way to compute this term directly. Again, the pdf method hits a wall.
To summarize, in this chapter, we studied the Lorenz system and experi-
mented with different approaches to study its sensitivity with respect to the model
parameter r. The finite difference method, adjoint method, ensemble adjoint method,
the damping factor method and the pdf method are explored and some numerical
results are presented. Due to the high sensitivity of chaotic systems and the result-
ing exponential growth of adjoint and incremental systems, the numerical results
from each of these methods are unsatisfactory.
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Chapter 8
Discussion and future work
In this dissertation, the effects of roughness topography on fluid behavior,
in particular, the drag acting on a fluid, are studied using tools from shape calculus.
Prediction of the effects of roughness on fluid flows is a long-standing problem in
the engineering of fluid systems, which has significant consequences for the design
and operation of many such systems. The primary flow situations of interest here
are those in which roughness has order-one effects: hydrodynamic lubrication and
high Reynolds number turbulence. They have broad applications in important areas
such as transportation, propulsion and energy systems.
For the lubrication case, we studied the drag of laminar flow, i.e., the flow
satisfies the stationary Navier-Stokes equations. Chapters 3 and 4 contain several of
the fundamental contributions of this dissertation. There, we derived the shape gra-
dient and shape Hessian. The analysis shows that the shape gradient is zero at a flat
boundary, and thus the shape Hessian provides the lowest-order description of the
roughness effect on the roughness functional D . The homogeneity and translation
invariance of the Hessian operator imply that the Fourier functions are the eigen-
functions of the shape Hessian. This allows the shape Hessian to be completely
characterized by its eigenvalue spectrum. For Stokes flows, the analytical eigenval-
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ues are all positive and increase linearly with wavenumber. Thus, the flat boundary
corresponds to a global minimum of the roughness functional and the Hessian is a
pseudo-differential operator of order 1. For Navier-Stokes flows, the flat boundary
also corresponds to a stationary point of D . The sensitivity of the roughness func-
tional to Fourier basis perturbations increases with the Reynolds number. The ratio
of the Navier-Stokes shape Hessian eigenvalues to those for Stokes flow depends
only on the characteristic Reynolds number Re∗ (the Reynolds number based of the
scale height of the incremental solutions), as shown in Fig 4.2.
The simple structure of the shape Hessian for laminar flows allows the per-
turbation δD to a general small-amplitude roughness to be approximated easily
from the roughness spectrum,





where S is shear rate (the ratio of velocity on the top wall with the height of the chan-
nel), γ(k,Re) is the non-dimensional eigenvalue with wavenumber k and Reynolds
number Re, αk,βk are the Fourier coefficients of the expansion of the roughness to-
pography (the shape perturbation). Results of a comparison of the prediction with
the real dissipation (given in Figs 4.3 and 4.4) show that the prediction describes
the behavior of the roughness functional accurately for small roughness height kh
(kh < 10−2 in our test), and it degrades as kh and the Reynolds number get larger.
This degradation happens faster for larger Reynolds numbers. Moreover, the pre-
diction error grows quadratically with kh. While only valid for small roughness
heights, this prediction is nonetheless a useful result as it provides a simple metric
for the effect of roughness surface topography on the drag.
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A possible application of the explicit knowledge of the shape Hessian spec-
trum, which is not discussed in this dissertation, is to construct a preconditioner
for shape optimization problems. In recent years, a number of numerical meth-
ods for large-scale PDE-constrained optimization have emerged (see the review
in [3]). Among these are the modern inexact Newton-conjugate gradient optimiza-
tion methods that, like the matrix-free eigensolvers, require only the action of the
Hessian on a vector, and thus only a single pair of incremental state/adjoint Navier-
Stokes solves per CG iteration. Preconditioning then becomes important to speed
up CG iterations. Our explicit knowledge of the structure of the flat-boundary shape
Hessian for Stokes flow (as well as Navier-Stokes flow) might be useful to precon-
dition the CG iterations for curved boundary.
In chapter 5, we presented our efforts to carry out the roughness analysis
of turbulent flows. Because of the random nature of turbulence, the quantity of in-
terest is the mean of the drag acting on the flows. We approximate the mean by a
time-average, use the adjoint method to derive shape derivatives and compute them
using direct numerical simulation. However, due to the exponential growth of the
adjoint and incremental variables, the time-averaged gradients are unbounded. This
was also illustrated for the Lorenz system in Chapter 7. Thus, the adjoint method
is not directly applicable for chaotic systems. These challenges in the sensitiv-
ity analysis for the Lorenz system and turbulence are not particular to our study.
Instead, they are common phenomena in the analysis of chaotic systems, for in-
stance, in ocean circulation models and goal-oriented error estimation. As pointed
out in [38, 39, 41, 42, 44, 52, 65], since these models obey chaotic dynamics with
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limited predictability, the direct application of the adjoint method to these models
is problematic.
For the sensitivity analysis of the Lorenz system, we first computed the






, where J = 〈z(r)〉 and δ r is small.
The numerical results show that the finite difference derivative converges, which
suggest that the desired sensitivity (dJ/dr) exists and is finite. However, the finite
difference approach is not computationally scalable and becomes very expensive
if several model parameters are considered. Thus, it is impractical for our shape
sensitivity analysis of turbulence since the shape perturbation we consider has a
large dimension.
The adjoint method (or more generally, the tangent linear method), which
gives the sensitivity to all parameters simultaneously, is based on
dJ
dr
≈ 〈z(r+δ r)− z(r)
δ r
〉.
While 〈z(r+ δ r)〉 varies smoothly with δ r, δ z(δ r, t) = z(r+ δ r, t)− z(r, t) is very
sensitivity to infinitesimal perturbation δ r, and results in an exponential growth
of its magnitude with time. The time averaging used to approximate the mean
operator has been restricted to a very short time horizon, which is too short to
allow the adjoint system to be fully developed, and after this short time period,
the adjoint is unstable. Thus, the stability and predictability of the adjoint method
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are very limited. As remedies to the shortcomings of the adjoint approach, other
methods (for instance, the ensemble adjoint method, the damping factor method)
were studied and tested for the Lorenz system. Instead of using the average over
a long time history, we take ensemble average of large samples to approximate the
mean. Unfortunately, for the same reason, each sample is restricted to a short time
region, and thus the results of the ensemble gradient were not satisfactory.
In summary, despite the complexity and challenge in the study of chaotic
systems, their sensitivity analysis is very important and has attracted more and more
attention. The adjoint method describes the detailed sensitivity of the systems and
can be used in problems with finite time horizon. However, it cannot capture the
sensitivity of the statistical quantities, which are often of interest in chaotic systems.
Finding a new approach to capture and understand the sensitivity of the statistics





Numerical Algorithms for forwards systems (state
and incremental state equations)
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As stated in Chapter 5, solving the state, adjoint and incremental equations
numerically is essential for the sensitivity analysis in the turbulent cases. Here,
we provide a detailed description of the numerical algorithms used in the direct
numerical simulation in the analysis of the turbulent flows.
In the turbulent cases, the state system is the high Reynolds number tran-
sient Navier-Stokes equation. Adjoint and incremental systems are all linearized
Navier-Stokes-structured equations. Thus their treatments are very similar to that
of the Navier-Stokes equations. Moreover, the state and the incremental state equa-
tions are both forward in time and they are solved conveniently at the same time.
The adjoint and incremental adjoint equations are backward in time and thus also
solved together given the solutions from the forward systems. Please refer to Ap-
pendix B for the details in solving the two backward systems. Here, we focus on
the numerical algorithms for solving the state equations and highlight the special
treatment for the incremental state equations.







∇ ·u = 0, (A.2)
are to be solved in a rectangular domain [0,Lx]× [−1,1]× [0,Lz] with periodic
boundary conditions for u, p and traction τ = [−I p + ν(∇u + ∇uT )]n in x and
z, i.e,
u(x,y,z, t) = u(x+Lx,y,z, t) = u(x,y,z+Lz, t),
p(x,y,z, t) = p(x+Lx,y,z, t) = p(x,y,z+Lz, t),
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τ(x,y,z, t) = τ(x+Lx,y,z, t) = τ(x,y,z+Lz, t),
and
u(y =±1) = 0.
There is an uniform pressure gradient so that:
∇p = ∇p′+G, (A.3)
where p′ is periodic in x and z and G = πi is a vector in x direction. Here, Reynolds
number Re = UL
ν
is a dimensionless variable with ν denoting the kinematic viscos-
ity.
To solve the Navier-Stokes equation for u, we follow the approach proposed
by Kim et al [40], which eliminates the pressure term from the equations and au-
tomatically satisfied the continuity equation. That is, we use a Fourier Galerkin
method in x and z directions and a Legendra Galerkin Discretization in y direction,
a low storage IMEX scheme (described in Chapter 6) for the time integration.
With the identity that














To satisfy the periodic boundary conditions in the x and z directions, u is
represented as a truncated Fourier series in x and z,

































and û(kx,kz,y, t) = (ûx(kx,kz,y, t), ûy(kx,kz,y, t), ûz(kx,kz,y, t)) is the Fourier coeffi-
cients corresponding to the wave number pair k̂=(kx,kz). Analogously, we assume:











where Ĥ is computed from û, as we will discuss later.
A.1 Discretization in x and z




+ ikzûz = 0, (A.7)
which means that for each wavenumber pair, only two of the velocity components
are independent. The cases (kx,kz) 6=(0,0) and (kx,kz)= (0,0) are discussed below.








f̂ = ikxûx + ikzûz,







thus v̂ and ĝ are the only independent variables. To derive the equations for the






































ĥg = ikzĤx− ikxĤz, k2 = k2x + k2z ,
ĥv =− ∂∂y(ikzĤz + ikxĤx)− k
2Ĥy.
(A.13)
and the boundary conditions:
ĝ(y =±1) = 0, v̂(y =±1) = 0, ∂ v̂
∂ t
(y =±1) = 0.
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A.1.2 (kx,kz) = (0,0)
For the special case kx = kz = 0, continuity gives
∂ ûy
∂y = 0. It implies that
ûy = 0 with the given boundary conditions uy(y = ±1) = 0, thus, we only need to
solve for ûx(0,0,y, t) and ûz(0,0,y, t).
Let U = ûx(0,0,y, t), W = ûz(0,0,y, t), the Fourier coefficients of the first












∂y2 + Ĥz(0,y,0, t),
(A.14)
and the boundary conditions
U(y =±1) = 0, W (y =±1) = 0.
Once we solve the systems (A.12) and (A.14), the Fourier coefficients û =
(ûx, ûy, ûz) can be obtained by
ûx =
kx f̂ + kzĝ
i(k2x + k2z )
=





kz f̂ − kxĝ
i(k2x + k2z )
=




A.2 System Discretization in y
Now we have discretized the Navier-Stokes equation (A.1) in x and z di-
rections. To solve the systems (A.12) and (A.14), we need to further discretize the























qm(y) = (1− y2)2Pm(y), Γm = (1− y2)Pm(y), (A.17)
and Pm(y) is the m-th order Legendre Polynomial. Note that the boundary condi-
tions in y,
ĝ(y =±1) = v̂(y =±1) = ∂ v̂
∂ t
(y =±1) =U(y =±1) =W (y =±1) = 0,
now are satisfied by virtue of the choice of basis functions of qm and Γm.
Now plugging (A.16) into systems (A.12) and (A.14), applying Galerkin








= 1ReDgβ +Fg, (A.19)
where
α = (α1,α2, · · · ,αNy−5)
















































































Note that with the definitions of qm and Γm, Mv, Mg, Dv and Dg are all
banded matrices with the j-th superdiagonal and j-th subdiagonal equal to zero if j is
odd. In detail, the matrices Mv and Dv have bandwidth 8 (with 9 nonzero diagonals),
the matrices Mg, M0 and Dg have bandwidth 4 (with 5 nonzero diagonals), and the
matrix D0 has bandwidth 2 (with 3 nonzero diagonals).
To solve the systems of ODEs (A.18)-(A.21), we employ the IMEX scheme
discussed in Chapter 6, i.e., for (A.18),
Mvα ′n = Mvα n +∆t[
1
Re
Dv(a1α n +b1α ′n)+ c1F v(α n)],










Mvα n+1 = Mvα ′′n +∆t[
1
Re




































Similar systems for β , a and b can be obtained in the same way.
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A.3 Pipeline
Now we have finished all the discretization and it remains to figure out how
to compute each terms in the linear systems.
The matrices Mg, M0, D0, Mv, Dv and Dg in (A.18)-(A.21) do not depend on
time and thus can be computed once and reused at each time step. However, there
is one of these matrices for each wavenumber pair (kx,kz), and it is impossible to
store all of them because of the memory restrictions. Nevertheless, each of the
integrals in the representations of these matrices can be computed once and stored
for reuse since they are independent of the wavenumbers. Furthermore, the nonzero
diagonals are the only entries needed to be stored to reduce the need of memory.
Since qm and Γm are polynomials and the integrals can be computed preciously
using Gauss-Legendre quadrature.
The F terms in the systems are time dependent and thus must be computed
at each stages. And the procedure for updating the nonlinear terms in each time
step is listed as follows:






ik2 kx 6= 0 or kz 6= 0,





ik2 kx 6= 0 or kz 6= 0
W kx = 0 and kz = 0
(A.23)
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• Evaluate ûx, ûy, ûz, ∂ ûx∂y ,
∂ ûz
∂y on a set of 3Ny/2 Gauss quadrature points y j, and
denote them as û jx etc. Note that applying Galerkin method, the highest order
of polynomial to be integrated will be 3Ny and thus 3Ny/2 Gauss quadrature
points are needed to get the accurate integration.





















• Use the inverse FFT algorithm to obtain values of u and ω in physical space.
After applying the Galerkin method, the highest wavenumber can be 3Nx
and 3Nz. To avoid aliasing error, 3Nx/2 and 3Nz/2 points are used for the
x and z directions, respectively. And this requires setting the added Fourier
coefficients to zero before doing the inverse FFTs. And we conclude the
values of u and ω in a 3Nx/2×3Ny/2×3Nz/2 grid in physical space.





• Using FFT to compute the Fourier coefficients Ĥ for H.
• Using Gauss quadrature to compute the integrals for Fs.
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In real computation, since the solution u is real,
û(kx,kz,y, t) = û∗(−kx,−kz,y, t),
thus, we need to solve the equations corresponding to the non negative kx only. So
the size of each system is:
• (Nx/2−1)∗ (Nz−1)(Ny−4)+(Nz−2)(Ny−4) in (A.18);
• (Nx/2−1)∗ (Nz−1)(Ny−2)+(Nz−2)(Ny−2) in (A.19);
• Ny−2 in (A.20);
• Ny−2 in (A.21).
A.4 Incremental State equations
Now let us talk about the special attention needed for the incremental state
system. The incremental state equations are given by:
∂δu
∂ t
−∇ · [−Iδ p+ν(∇δu+∇δuT )]+u ·∇δu+δu ·∇u = 0,
∇ ·δu = 0, (A.26)
δu = 0 at t = 0,
δu = 0 for y = 1,
δu+(∇u+∇uT ) ·nW ·n = 0 for y =−1.
As linearized Navier-Stokes equations, (A.26) have the same structure as the state
equation (A.1) so they are treated exactly except for a few places.
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A.4.1 Boundary conditions
Instead of the homogeneous boundary conditions, the boundary condition
at y =−1 for the incremental state system, is given by:
δu+(∇u+∇uT ) ·nW ·n = 0,
where W is the variation of the boundary shape. As we described earlier, by setting
W to be the sum of the eigenfunctions we can gain all the information needed
to compute all the eigenvalues at once by solving only one incremental state and
incremental adjoint equations. Thus, we define
W ·n = ∑
k2x+k2z 6=0
eikxxeikzz,
where k1 = k2 = 0 means a shift in the wall normal direction, which is not allowed
here because of the fixed volume assumption for the computational domain. Then






















δ û0z (kx,kz, t)e
ikxxeikzz.
(A.27)
Here, first we need to convert W from Fourier space to physical space using inverse
FFT and then compute the boundary conditions in the physical space. Finally, to
solve the incremental state system, FFT will be used again to get the Fourier coef-
ficients of the boundary conditions, which are denoted as δ û0x and δ û
0
z as in (A.27)
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A.4.2 Methods of lines
Following the same procedure, we can discretize (A.26) in x and z and con-
clude the same system with now
δH =−u ·∇δu−δu ·∇u =−∇(u ·δu)+u×δω +δu×ω = u×δω +δu×ω
and boundary conditions for ĝ, v̂, U and W as:
ĝ(y = 1) = 0, v̂(y = 1) = 0,
∂ v̂
∂y
(y = 1) = 0,
ĝ(y =−1) = ikzδ û0x− ikxδ û0z := c1(t),
(A.28)
v̂(y =−1) = 0, ∂ v̂
∂y
(y =−1) =− f̂ =−ikxδ û0x− ikzδ û0z := c2(t),
U(y = 1) = 0, U(y =−1) = δ û0x(0,0, t) := c3(t),
W (y = 1) = 0, W (y =−1) = δ û0z (0,0, t) := c4(t)































where qm(y),Γm(y) are defined as (A.17). The additional term in each expansion
is given to meet the boundary conditions. For simplicity, we use the same notation
ĝ, v̂,U and W in the discretized system for the incremental state equations, however,
they should not be confused with these for the state equations.
Applying Galerkin method to (A.26) and IMEX time integration, we can




Numerical Algorithms for backwards equations
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As derived from in Chapter 5, the adjoint and incremental adjoint systems
are linearized Navier-Stokes equation which are backward in time with terminal
conditions. With the time history of the forward variables, they can be solved to-
gether and similarly to the forward systems.
The strong form of the adjoint equations is:
−∂λ
∂ t
= ∇ · [−Iγ +ν(∇u+∇uT )+ν(∇λ +∇λ T )]−∇uT ·λ +∇λ ·u,
∇ ·λ = 0,
λ = 0 at t = T ,
(B.1)
and boundary conditions λ = 0 on y = ±1, where u is the velocity field solved
from (A.1). (B.1) is also a Navier-Stokes structured equation with a negative time
derivative term and terminal condition, thus it has to be integrated backwards. The
numerical algorithm used is the same with that of the forward system while special
attention needed for the nonlinear term
H =−∇uT ·λ +∇λ ·u, (B.2)
and the time integration scheme.
B.1 Nonlinear term H
For H written in the form (B.2), to update it at every time step, we need to
do Fourier transformation for all the components of ∇u as well as ∇λ , which is
computational costly. Instead, we will write it in a form that needs minimal Fourier
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transformations. Using the equality:
∇× (u×λ ) = (λ ·∇)u− (u ·∇)λ +u∇ ·λ −λ ∇ ·u
= (λ ·∇)u− (u ·∇)λ ;
λ × (∇×u) = εmniλn[εi jk
∂uk
∂x j
] = εimnεi jkλn
∂uk
∂x j









= ∇uT ·λ − (λ ·∇)u.
Thus,
H =−∇uT ·λ +∇λ ·u =−λ × (∇×u)−∇× (u×λ ) (B.3)
Note that the above form of nonlinear term H can also be derived from the
form
u ·∇u = ∇(u2/2)−u× (∇×u),
thus, we have the variational form in the Lagrangian function as
u× (∇×δu) ·λ +δu× (∇×u) ·λ ,
where
δu× (∇×u) ·λ = (∇×u)×λ ·δu =−λ × (∇×u) ·δu,
u× (∇×δu) ·λ =−(u×λ ) · (∇×δu) =−λ · (u ·∇)δu+u · (λ ·∇)δu
=−δu(−u ·∇λ +λ ·∇u) =−δu(∇× (u×λ )),
with the properties:
a · (b× c) = b · (c×a) = c · (a×b),
(a×b)× (∇× c) = b · (a ·∇)c−a · (b ·∇)c,
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we can conclude:
H =−λ × (∇×u)−∇× (u×λ ).
Now with the new form (B.3), in each time step, the procedure to update H will be:
• Evaluate ûx, ûy, ûz, ∂ ûx∂y ,
∂ ûz




∂y on a set of 3Ny/2 Gauss quadra-
ture points y j, and denote them as û
j
x etc.


































• At each of the 3Nx/2×3Ny/2×3Nz/2 grid, compute λ ×ω and u×λ
(λ ×ω)x = λywz−λzwy =: Tx, (u×λ )x = uyλz−uzλy =: Sx,
(λ ×ω)y = λzwx−λxwz =: Ty, (u×λ )y = uzλx−uxλz =: Sy,































• Using FFT to compute the Fourier coefficients T̂x, T̂y, T̂z, Ŝx, Ŝy and Ŝz ∂ Ŝx∂y and
∂ Ŝz
∂y for all the components of T and S.
125
• Compute Ĥ by




Ĥy =−T̂y− (∇× Ŝ)y =−T̂y− (ikzŜx− ikxŜz),





Note that the y− derivatives are left for a moment and they will be taken care
of in assembling the F terms by integrations by parts.










−∇ûT λ −∇uT λ̂ +∇λ û+∇λ̂ u,
∇ · λ̂ = 0, (B.7)
λ̂ = 0 at t = T ,
λ̂ +(∇λ +∇λ T )n(W ·n) = 0 on Γb.
where the nonlinear term is given as
H =−∇ûT λ −∇uT λ̂ +∇λ û+∇λ̂ u.
Analogously, it can be written equivalently as
H =−δλ × (∇×u)−∇× (u×δλ )−λ × (∇×δu)−∇× (δu×λ ).
we use the same strategy as above the compute and update it at every time step
together with the nonlinear term in the adjoint equations. The boundary condition
on Γb is treated exactly as described in A.4.1.
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B.2 Time integration
To discretize the adjoint equation spatially, we need to choose a gradient-
consistent and adjoint-consistent time scheme. Please refer to Chapter 6 for details.
The adjoint scheme is in the form of (6.28) with given coefficients given in (6.34).
Additional attention is also needed for the memory issue and please refer to
Chapter 5 for the brief discussion of the checkpointing procedure.
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[60] M. Prat, F. Plouraboué, and N. Letalleur. Averaged Reynolds equation for
flows between rough surfaces in sliding motion. Transport in Porous Media,
48(3):291–313, 2002.
[61] Fredrik Sahlin, Andreas Almqvist, Roland Larsson, and Sergei Glavatskih.
Rough surface flow factors in full film lubrication based on a homogenization
technique. Tribology International, 40(7):1025 – 1034, 2007.
[62] A. Sandu. On the properties of rubge-Kutta discrete adjoints. pages 550–557.
International Conference for computational Science, Springer-Verlag, 2006.
135
[63] H. Schlichting. Experimentelle Untersuchungen zum Rauhigkeitsproblem.
Ing. Arch., 7:1–34, 1936. Engl. transl. 1937. Experimental investigation of
the problem of surface roughness. NACA TM 823.
[64] S. Schmidt and V. Schulz. Impulse response approximations of discrete shape
Hessians with application in CFD. SIAM Journal on Control and Optimiza-
tion, 48(4):2562–2580, 2009.
[65] J. Schroter, U. Seiler, and M. Wenzel. Variational assimilation of geosat data
into an eddy resolving model of the gulf stream extension area. Journal of
Physical Oceanography, 23:925–953, 1993.
[66] R. L. Simpson. A generalized correlation of roughness density effects on the
turbulent boundary layer. AIAA J., 11:242–244, 1973.
[67] Philippe R. Spalart, Robert D. Moser, and Michael M. Rogers. Spectral meth-
ods for the navier-stokes equations with one infinite and two periodic direc-
tions. Journal of Computational Physics, 96(297 324), 1991.
[68] R. Temam. Navier Stokes Equations. Theory and Numerical Analysis. North
Holland, Amsterdam, New-York, Oxford, 1979.
[69] Roger Temam. Navier-Stokes Equations and Nonlinar Functional Analysis.
SIAM, 1983.
[70] A. A. Townsend. The Structure of Turbulent Shear Flows. Cambridge Univ.
Press, Cambridge, UK, 1976.
136
[71] R. L. Townsin. The correlation of added drag with surface roughness param-
eters. In K-S Choi, editor, Recent Developments in Turbulence Management,
pages 181–191. Kluwer, Amsterdam, 1991.
[72] A. TREVISAN and R. Legnani. Transient error growth and local predictabil-
ity: a study in the lorenz system. Tellus A, 47(1):103–117, 1995.
[73] D. R. Waigh and R. J. Kind. Improved aeroaerodynamic characterization of
regular threedimensional roughness. AIAA J., 36:1117–1119, 1998.
[74] P. Wang and T. G. Keith. Combined surface roughness of dynamically loaded
journal bearings. Tribol. Trans., 45:1–10, 2002.
[75] C. Wu and L. Zheng. An average Reynolds equation for partial film lubrica-
tion with a contact factor. ASME J. Lubr. Technol., 111:188–191, 1989.
[76] J. P. Zolésio. Identification de domaines par déformation. PhD thesis, Uni-
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