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Abstract
We present a novel approximate graph matching algorithm that incorporates seeded data
into the graph matching paradigm. Our Joint Optimization of Fidelity and Commensu-
rability (JOFC) algorithm embeds two graphs into a common Euclidean space where the
matching inference task can be performed. Through real and simulated data examples, we
demonstrate the versatility of our algorithm in matching graphs with various characteristics—
weightedness, directedness, loopiness, many–to–one and many–to–many matchings, and soft
seedings.
1 Introduction
Given two graphs, the graph matching problem (GMP) seeks to find a correspondence (i.e.,
“matching”) between the vertex sets that best preserves similar substructures across the graphs.
The graph matching problem has applications across many diverse disciplines including document
processing, mathematical biology, network analysis and pattern recognition, to name a few. Un-
fortunately, no graph matching algorithm is known to be efficient. Indeed, even the easier problem
of matching isomorphic simple graphs is of famously unknown complexity (see [7]). Because of
its practical applicability, there exist numerous approximate graph matching algorithms in the
literature; for an excellent survey of the existing literature, see [4].
When matching across graphs, often a partial correspondence, or seeding, between the vertices
of the two graphs is known. One cutting-edge algorithm for seeded graph matching, the Seeded
Graph Matching (SGM) algorithm of [6] and [9], leverages the information contained in seeded
vertices to efficiently match graphs with thousands of vertices, achieving excellent performance
with relatively few seeds. However, as demonstrated in [6], SGM achieves its optimal performance
in the case of highly structured simple graphs on identical vertex sets. Although it can be modified
to handle directed, weighted, and other non-simple graphs, in the presence of these generalizations
the performance of the SGM algorithm deteriorates. Moreover, the algorithm cannot currently
handle cases where the graphs have different numbers of vertices or matchings across graphs that
are not one–to–one. Often graphs arising from real data contain many of the aforementioned
characteristics, and more robust procedures are needed to effectively match these graphs.
Herein we present a new seeded graph matching algorithm derived from the Joint Optimization
of Fidelity and Commensurability (JOFC) algorithm of [12]. Our algorithm is flexible enough to
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handle many of the difficulties inherent to real data, while simultaneously not sacrificing too much
performance (compared to SGM) when matching across simple graphs. The paper is laid out as
follows: In Section 2, we define the classical GMP and present the details of the SGM algorithm. In
Section 3.1, we reformulate the GMP to incorporate non-simple graphs with potentially different
numbers of vertices, and in Sections 3.2–3.5, we present our JOFC seeded graph matching problem
in detail. In Section 4 we present two simulated and two real data examples; in the simulated data
examples presented in Section 4.1, we note that although the JOFC algorithm is outperformed by
the SGM algorithm on highly structured simple data (Figure 2), the JOFC algorithm—unlike the
SGM algorithm—can easily handle the case of many–to–one and many–to–many matchings (Figure
3). In Section 4.2, we match C. elegans chemical and electrical connectomes using both the JOFC
and SGM procedures, and in Figure 4 we show that our JOFC procedure significantly outperforms
the SGM algorithm in matching across the connectomes. We also demonstrate the ability of our
JOFC to incorporate soft-seeded vertices for vertex classification (Figure 5). In Section4.3, we
match two different time realizations of the Charitynet donor graph, again demonstrating that
the JOFC algorithm significantly outperforms SGM when matching across these sparse weighted
graphs (see Figure 6).
Note: We will define P (n) to be the set of n x n permutation matrices, and D(n) to be the set of
n x n doubly stochastic matrices.
2 The classical graph matching problem and the SGM al-
gorithm
In its classical form, the graph matching problem is as follows: Given two graphs G1 and G2 on
the same vertex set V (with |V | = n), we seek to find a bijection φ : V 7→ V that minimizes
the number of edge disagreements induced by φ; specifically, we seek a bijection φ : V 7→ V that
minimizes
d(φ) =
∣∣{(i, j) ∈ V × V : [i ∼G1 j, φ(i) G2 φ(j)] or[i G1 j, φ(i) ∼G2 φ(j)]}∣∣. (2.1)
Equivalently stated, if the adjacency matrices for G1 and G2 are respectively A and B, the problem
seeks a permutation matrix P ∈ P (n) minimizing ‖A−PBP T‖F , where ‖ · ‖F is the usual matrix
Froebenius norm. If we allow G1 and G2 to be directed, loopy and weighted, then the classical
graph matching problem is equivalent to the quadratic assignment problem, and therefore is known
to be NP–hard. Hence no efficient exact graph matching algorithm is known.
Often when matching across graphs, we have access to a partial matching of the vertices in
the form of a seeding. If we are given subsets S1 ⊂ V and S2 ⊂ V of the vertices (without loss of
generality, let S1 = S2 = {1, 2, 3, . . . , s}) called seeds and a bijective seeding function σ : S1 7→ S2,
the classical seeded graph matching problem (SGMP) then seeks to minimize (2.1) over bijections
φ : V 7→ V satisfying φS1 = σ (φS1 being the restriction of φ to the set S1). Equivalently stated,
the SGMP seeks to minimize ‖A−PBP T‖F over permutation matrices P of the form P = Is⊕P ′
with P ′ ∈ P (n − s). In its most general form, where the graphs are allowed to be weighted,
directed and loopy, the seeded graph matching problem is also known to be NP-hard, and so no
efficient exact algorithm is known.
The state-of-the-art approximate seeded graph matching algorithm, the SGM algorithm of [6]
and [9], begins by relaxing the SGMP to minimize ‖A−PBP T‖F over doubly stochastic matrices P
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of the form P = Is⊕P ′ with P ′ ∈ D(n−s). The algorithm then utilizes Frank-Wolfe methodology
to efficiently solve the relaxed problem and finally projects this relaxed solution onto P (n). The
deterioration of the SGM algorithm’s performance on non-simple graphs motivates the need for
more robust seeded graph matching procedures, such as the JOFC algorithm presented herein.
Remark 2.1. It bears noting that there are a multitude of variations on the classical problem in
the literature, where different graph attributes give rise to objectives other than minimizing (2.1).
For an excellent survey of the existing literature, including many of the current variations on the
classical problem, see [4]. We choose here to focus on the classical problem (2.1), as it is closely
related to the SGM seeded graph matching algorithm.
3 Seeded graph matching via JOFC
We presently approach the seeded graph matching problem via a modification of the Joint Op-
timization of Fidelity and Commensurability (JOFC) algorithm of [12], which was originally de-
signed for manifold matching. Briefly, our algorithm embeds the two graphs into a common
Euclidean space where our matching inference task can be performed. The embedding seeks to
maximize the information contained both within the connectivity structure of each graph and
the across graph relationship provided by the seeding, i.e. we seek to maximize the fidelity and
commensurability of the embedding. Once embedded, finding the optimal matching between the
vertices then amounts to solving a generalized linear assignment problem.
We will present our algorithm in its most general form and will note when certain assumptions
on our graphs necessarily lead to simplifications.
3.1 Setup
Let G1 and G2 be graphs on respective vertex sets V1 := V (G1) (with |V1| = n1) and V2 := V (G2)
(with |V2| = n2). Without loss of generality, we assume the vertices are labeled V1 = {1, 2, . . . , n1}
and V2 = {1, 2, . . . , n2}. As we no longer assume n1 = n2, the graph matching problem as stated
in (2.1) is not necessarily well-posed. Rather than reformulating the classical GMP in terms
general enough to handle all of the difficulties inherent to real data problems, we choose instead
to reformulate our approach to graph matching. We begin with an assumed true matching M
between the vertex sets V1 and V2, though in the present general setting a matching is simply a
subset M ⊂ V1 × V2. If (u, v) ∈ M , then u and v are “matched” vertices, though the precise
definition of “matched” here is context specific. In one setting, u and v could be the same actor in
two different communication graphs. In another setting, u and v could represent the same neuron
in two different neuro-connectome graphs. In each of our real and simulated data examples, the
true matching is explicit from the context of the problem. Note that although it is often the
case that n1 = n2 and the matching M is a bijection between the vertex sets, our more general
definition allows for multiple vertices in G1 to be matched to a single vertex or no vertex at all in
G2, and vice-versa. See Figure 1 for an illustrative example of a matching in this general context.
Our inference task is then to leverage the information contained in seeded vertices to estimate the
true underlying matching M .
In this newly reformulated graph matching problem, a seeding refers to a subset S ⊂ M ⊂
V1 × V2 with the following property: if (i, j) ∈ S, (l, h) ∈ S and (i, h) /∈ S then (i, h) /∈ M ;
i.e. seeded vertices can only be matched to other seeded vertices if the matching is explicitly
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Figure 1: For graphs G1 and G2 above, the matching M ⊂ V1 × V2 is given via the gray arrows
above and is formally defined as
M = {(1, 1), (1, 2), (1, 3), (2, 5), (3, 4), (4, 6), (5, 8)}.
Note that vertex 1 in G1 is matched to three vertices in G2, namely vertices 1, 2, and 3. Also
vertex 7 in G2 is not matched to any vertex in G1.
given by the seeding. This is an intuitive assumption; indeed it is often natural to assume the
full matchedness amongst the seeded vertices is known. There are certainly applications in which
this is not true, and our algorithm can easily be modified to incorporate an incomplete seeding as
well. The vertices in the ordered pairs of S are referred to as seeds with the seed sets in V1 and V2
denoted by S1 and S2 respectively. We will label the unseeded vertices of G1 and G2 via U1 and
U2, and we will assume also that (i, j) /∈M for i ∈ S1, j ∈ U2 or i ∈ U1, j ∈ S2.
Note: To simplify later notation, for any subset W ⊂ V1 × V2, we write
W (i) :=
{
{j ∈ V2 : (i, j) ∈ W} if i ∈ V1
{j ∈ V1 : (j, i) ∈ W} if i ∈ V2.
In the sequel, we shall also write |S1| = s1, |S2| = s2, |U1| = u1 and |U2| = u2.
3.2 Embedding the seeded graph data
Due to the pathological nature of the graphs we aim to match, performing the matching directly on
the graph data proved difficult. To circumvent this, our algorithm uses multidimensional scaling
(MDS) to embed the two graphs into a common Euclidean space where our matching task can
more readily occur.
Our embedding begins with ∆1 ∈ Rn1×n1 and ∆2 ∈ Rn2×n2 , dissimilarity representations of
G1 and G2 respectively. We will assume a priori that the dissimilarities have been normalized
to be on the same scale. Ideally, we choose the dissimilarity dependent on the nature of the
data, as different dissimilarities will emphasize different aspects of the underlying graph topology.
Although we do not theoretically address the issue of optimally choosing the dissimilarity in the
present paper, empirical results have shown that correctly choosing the dissimilarities is essential to
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the performance of our downstream matching task. Indeed, in one application to matching neural
connectomes of the C. elegans worm, we achieve excellent performance using the weighted DICE
dissimilarity of [1], a local neighborhood based measure suitable for the sparse structure of the
worm brain graphs; see Section 4.2 for detail. However, in the simulated Erdo¨s-Re´nyi (ER) graph
examples of Section 4.1, the DICE dissimilarity is not appropriate due to the highly structured
nature of the neighborhoods in ER graphs. We empirically demonstrate a marked performance
increase by utilizing a more global dissimilarity, namely the shortest path distance. Alternately,
we could have used diffusion distance, expected commute times, etc. See [16], [11], [2] for a wealth
of possible dissimilarity representations.
In order for the matching inference task to successfully occur in the embedded space, the
embedding must preserve the information contained both within the connectivity structure of
each graph and the between graph relationship given by the matching M . In essence, the goal
of the embedding is simple: If (i, j) ∈ M , then i and j are “matched” vertices and should be
embedded close to each other in Rd. Also, if u, v ∈ Vi are such that ∆i(u, v) is small, then u and
v are similar vertices in the underlying graph and should also be embedded close to each other in
Rd.
Preserving the matching M in the MDS embedding (or preserving any available across graph
relationship) requires us to impute an across graph dissimilarity δ : V1 × V2 7→ R. For matched
vertices (i, j) ∈ M , it is reasonable to impute δ(i, j) = 0, though for (i, j) /∈ M , the imputation
is less obvious. In our motivational paper [12], where |M(i)| = |M(j)| = 1, labeling M(i) = {i′}
and M(j) = {j′}, the between-vertex-across-graph dissimilarities for (i, j) /∈M were imputed as
δ(i, j) =
∆1(i, j
′) + ∆2(i′, j)
2
.
This can be generalized in the present setting to
δ(i, j) :=
1
|M(j)|
∑
x∈M(j) ∆1(i, x) +
1
|M(i)|
∑
y∈M(i) ∆2(y, j)
2
. (3.1)
Alternately, we could treat these dissimilarities as missing data in the subsequent MDS procedure,
though this would increase the computational complexity of our algorithm.
We do not have access to the full matching M , but the seeding S provides sufficient information
for calculating the imputed δ amongst the seeded vertices. For (i, j) ∈ S, we (as before) impute
δ(i, j) = 0. For (i, j) ∈ S ′ := {(i, j) ∈ S1 × S2 : (i, j) /∈ S}, we impute
δ(i, j) =
1
|S(i)|
∑
y∈S(i) ∆2(y, j) +
1
|S(j)|
∑
x∈S(j) ∆1(i, x)
2
, (3.2)
which by our assumptions on seedings is equal to (3.1). Rather than incur additional estimation
error by imputing the unknown δ across the unseeded vertices, we treat these as missing data in
our MDS procedure.
We proceed then as follows. We first embed the seeded vertices and then out-of-sample embed
the unseeded vertices using the methodology of [14]. With a possible relabeling of the vertices, let
the seeded vertices be denoted S1 = {1, 2, . . . , s1} and S2 = {1, 2, . . . , s2}, so that
∆1 =
( S1 U1
S1 ∆
(1)
1,1 ∆
(1)
1,2
U1 ∆
(1)
2,1 ∆
(1)
2,2
)
, ∆2 =
( S2 U2
S2 ∆
(2)
1,1 ∆
(2)
1,2
U2 ∆
(2)
2,1 ∆
(2)
2,2
)
.
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At present we assume the embedding dimension d is known. Later in Section 3.5, we describe
an automated procedure for estimating a suitable d when it is unknown. Labeling the embedded
vertices of S1 via {X(1)1 , X(1)2 , . . . , X(1)s1 } and the embedded vertices of S2 via {X(2)1 , X(2)2 , . . . , X(2)s2 },
we define the across-graph squared commensurability error of the embedding via
ε2C :=
∑
1≤i≤s1
∑
j∈S(i)
(
d(X
(1)
i , X
(2)
j )− δ(i, j)
)2
, (3.3)
where d(·, ·) is the Euclidean distance between points in Rd. For (i, j) ∈ S, we impute δ(i, j) = 0
and commensurability error reduces simply to the squared Euclidean distance between embedded
matched vertices. The commensurability error captures how well the embedding preserves the
partial graph matching provided by the seeding.
Note that even if the commensurability of the embedding is small, the embedded points may
poorly preserve the original within-graph dissimilarities, which is captured by the fidelity of our
embedding. The within-graph squared fidelity error of the embedding of ∆
(1)
1,1 is given by
ε2F1 :=
∑
1≤i<j≤s1
(
d(X
(1)
i , X
(1)
j )−∆(1)1,1(i, j)
)2
, (3.4)
and of ∆
(2)
1,1 is given by
ε2F2 :=
∑
1≤i<j≤s2
(
d(X
(2)
i , X
(2)
j )−∆(2)2,2(i, j)
)2
. (3.5)
Closely connected to the fidelity error is the across-graph squared separability error defined via
ε2S :=
∑
(i,j)∈S′
(
d(X
(1)
i , X
(2)
j )− δ(i, j)
)2
. (3.6)
Imputing δ here via (3.2), separability errors measure how well the embedding preserves the across
graph dissimilarities for non-matched seeded vertices.
If the errors ε2F1 , ε
2
F2
, ε2C and ε
2
S are all small and we have embedded the graphs into an
appropriate dimension, then we can successfully perform our matching inference task in the target
embedding space. Assuming at present that we know a suitable embedding dimension d, we
simultaneously control the above errors by jointly embedding the s1 + s2 seeded vertices of the
two graphs via the omnibus dissimilarity matrix
D :=
( S1 S2
S1 ∆
(1)
1,1 δ
S2 δ
T ∆
(2)
1,1
)
. (3.7)
We embed D using the SMACOF algorithm of [5] for weighted raw stress MDS. The SMACOF
algorithm is an iterative procedure minimizing the cost function
σ(X) : =
∑
1≤i<j≤s1
w(i, j)
(
d(X
(1)
i , X
(1)
j )−D(i, j)
)2
+
∑
1≤i<j≤s2
w(i, j)
(
d(X
(2)
i , X
(2)
j )−D(s1 + i, s1 + j)
)2
+ 2
∑
1≤i≤s1
∑
1≤j≤s2
w(i, j)
(
d(X
(1)
i , X
(2)
j )−D(i, s1 + j)
)2
(3.8)
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over all possible configurations of s1 + s2 points X in Rd. The w(·, ·) : V1 × V2 7→ R are weighting
functions and can be used to represent our confidence in the dissimilarity D(·, ·) between pairs of
vertices. In our applications, we choose the w(·, ·)′s so that (3.8) simplifies to
σ(X) = w(ε2F1 + ε
2
F2
+ ε2S) + (1− w)ε2C , (3.9)
a mixture of the fidelity/separability errors (which capture how well our embedding preserves the
original within-graph dissimilarities) and the commensurability error (which captures how well
the embedding preserves the partial matching given by the seeds). This ability to weight the
dissimilarities is an essential feature of the SMACOF algorithm and is one of the main reasons we
have chosen it over more classical multidimensional scaling procedures. In all of our applications,
we have chosen w = 0.8, and have left the optimal choice of w for future work.
3.3 Embedding the unseeded vertices
We next use the procedures outlined in [14] to out-of-sample embed the unseeded vertices, obtain-
ing the configuration Y ⊂ Rd of the u1 unseeded vertices of G1, labeled {Y (1)1 , . . . , Y (1)u1 }, and the
u2 unseeded vertices of G2, labeled {Y (2)1 , Y (2)2 , . . . , Y (2)u2 }. For the out-of-sample embedding, we
treat the unknown across-graph dissimilarities involving unseeded vertices as missing data.
The goal of our out-of-sample procedure is simply to preserve the within graph dissimilarities
∆
(1)
1,2 and ∆
(2)
1,2. Indeed, suppose that (i, j) ∈ U1 × U2 is such that (i, j) ∈ M . Ideally, the seeding
S will be such that there exists (u, v) ∈ S such that ∆1(i, u) and ∆2(j, v) will both be small. If
our two step embedding procedure preserves the seeding S and ∆
(1)
1,1, ∆
(2)
1,1, ∆
(1)
1,2, and ∆
(2)
1,2 then
d(Y
(1)
i , Y
(2)
j ) will be small from a simple triangle inequality argument. If (i, j) ∈ U1 × U2 is such
that (i, j) /∈ M , then the seeding S ideally has the property that there exists (u, v) ∈ S ′ such
that ∆1(i, u) and ∆2(j, v) will both be small and δ(u, v) is large. If our two step embedding
procedure preserves the seeding S and δ, ∆
(1)
1,1, ∆
(2)
1,1, ∆
(1)
1,2, and ∆
(2)
1,2 then d(Y
(1)
i , Y
(2)
j ) will be large
from another simple triangle inequality argument. Assuming the above, the matching M amongst
unseeded vertices will then be preserved under the embedding without the need to impute the
unknown δ across unseeded vertices.
Following [14], our embedding procedure then seeks to minimizes the stress function:
σ(Y) =
s1∑
i=1
u1∑
j=1
w˜(X
(1)
i , Y
(1)
j )
(
d(X
(1)
i , Y
(1)
j )−∆(1)1,2(i, j)
)2
(3.10)
+
s2∑
i=1
u2∑
j=1
w˜(X
(2)
i , Y
(2)
j )
(
d(X
(2)
i , Y
(2)
j )−∆(2)1,2(i, j)
)2
(3.11)
+
u1∑
i=1
u1∑
j=1
w˜(Y
(1)
i , Y
(1)
j )
(
d(Y
(1)
i , Y
(1)
j )−∆(1)2,2(i, j)
)2
(3.12)
+
u2∑
i=1
u2∑
j=1
w˜(Y
(2)
i , Y
(2)
j )
(
d(Y
(2)
i , Y
(2)
j )−∆(2)2,2(i, j)
)2
, (3.13)
over configurations Y. Again w˜(·, ·) : V1 × V2 7→ R is a weighting function representing our
confidence in the computed dissimilarity between pairs of vertices. In our applications, we have
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chosen to zero out the weighting function w˜ between unseeded vertices within each graph, i.e.
we have zeroed out the sums in (3.12) and (3.13) from σ(Y). We set the remaining w˜’s to be 1.
This is an artifact of our implementation of the out-of-sample embedding procedure, and is not
a requirement of our algorithm. However, in applications where only the 1-neighborhoods of the
seeded vertices are known, this would be a naturally enforced constraint.
3.4 Matching the unseeded vertices
If the Euclidean distances amongst the unseeded vertices well preserves the unknown matching M
(i.e. if (i, j) ∈ U1 × U2 is in M , then d(Y (1)i , Y (2)j ) is small and if (i, j) /∈ M , then d(Y (1)i , Y (2)j ) is
large), then we approximate the unknown matching M between unseeded vertices by solving the
generalized assignment problem
min
M̂⊂U1×U2
∑
(i,j)∈M̂
d(Y
(1)
i , Y
(2)
j ). (3.14)
To avoid trivial solutions, we impose the further restriction that |M̂(j)| > 0 for all j ∈ U1. We do
allow vertices in U2 to be unmatched to any vertices in U1. The generalized assignment problem
is known to be NP-hard, see [3] for background. However, there are many good polynomial -time
approximation algorithms in the literature, see for example [13], which we use in our examples.
Note that in many applications, the true matching M between the vertex sets is a bijection
φ : U1 7→ U2. In this case, once the unseeded vertices are embedded, we seek to minimize
u1∑
i=1
d
(
Y
(1)
i , φ(Y
(1)
i )
)2
over all bijections φ : U1 → U2. This minimization is equivalent to the classic linear assignment
problem, and can be solved via the Hungarian Algorithm of [8] in order O(u31) steps.
3.5 Choosing the embedding dimension d
As is the case with many MDS algorithms, a difficulty with our present procedure lies in choosing
an appropriate dimension to embed our graph data into. In the original JOFC work, [12], the
authors chose not to tackle this dimensionality question, instead opting to embed their omnibus
dissimilarities into a predetermined dimension d. Rather than embed to a predetermined dimen-
sion, we seek a dimension selection procedure. Unfortunately, the automated spectral procedure
of [17] is not appropriate in the present context, as it tends to overestimate the embedding dimen-
sion potentially to the detriment of our matching exploitation task. With this in mind, below we
present a simple and principled heuristic for choosing the dimension which has worked very well
in our present applications. We choose d as follows:
i. Initialize d = 1.
ii. Choose a threshold α ∈ (0, 1) (we chose α = .05).
iii. Embed D into Rd via the SMACOF algorithm.
iv. Solve
min
M̂∈M
∑
(i,j)∈M̂
d(Y
(1)
i , Y
(2)
j ), (3.15)
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where M = {M ∈ S1 × S2 : |M(i)| > 0 and |M(j)| > 0 for all i ∈ S1, j ∈ S2}.
v. If
|{i ∈ S1 : M(i) = S(i)}|+ |{j ∈ S2 : M(j) = S(j)}|
s1 + s2
> 1− α,
then output d. Else d = d+ 1 and repeat steps iii-v.
Intuitively, we seek to find the smallest d such that the matching amongst the seeded vertices
embedded into Rd well approximates the seeding S. This procedure is certainly reasonable, and
in practice, its implementation gives our algorithm a significant performance boost over fixing a
predetermined dimension for our embeddings.
4 Demonstrations and Examples
We will demonstrate the effectiveness of our algorithm by means of a simple (but illustrative)
simulation and two real data experiments which serve to demonstrate the flexibility inherent to
our algorithm. We compare the performance of our algorithm with that of the present state-of-
the-art graph SGM seeded graph matching algorithm of [6], while also pushing the boundary of
the state-of-the-art and applying our algorithm in the settings where SGM breaks down; namely
in the presence of weightedness, directedness, multiple edges, soft-seeding, and many–to–one and
many–to–many matchings.
We measure the performance of graph matching algorithms by calculating the fraction, Rm, of
the unseeded vertices correctly matched across the graphs. In the case where s1 = s2 = m and
n1 = n2 = n, we calculate
Rm =
|{i ∈ U1 : M̂(i) 6= M(i)}|
n−m . (4.1)
When s1 6= s2 and n1 6= n2, Rs1,s2 is calculated via
Rs1,s2 =
|{i ∈ U1 : M̂(i) 6= M(i)}|+ |{i ∈ U2 : M̂(i) 6= M(i)}|
u1 + u2
.
Note that the number of unseeded vertices to match decreases as the number of seeded vertices
increases. In all examples, we show how increasing the number of seeded vertices from 0 to some
substantive fraction of the total number of vertices significantly increases our relative performance
in correctly matching the unseeded vertices.
4.1 The bit-flip model
We begin with an illustrative simulated data experiment which simultaneously serves to highlight
both the strengths and weaknesses of our algorithm relative to the cutting edge SGM algorithm.
Let G1 ∼ ER(n, p), a graph on n vertices where each pair of vertices independently form an
edge with probability p. We create a new graph, G2, by “flipping bits” in G1 according to the
perturbation parameter ρ as follows: if u ∼G1 v then u ∼G2 v with probability (1− ρ) and u G2 v
with probability ρ; if u G1 v then u G2 v with probability (1− ρ) and u ∼G2 v with probability
ρ. Note that if ρ = 0 the graphs are identical, and if ρ = 0.5 the graphs are independent.
We consider n = 300, p = 1/2 and show the performance of SGM, as well as the performance
of our JOFC algorithm for varying seeding levels m and ρ. We increase m from 0 to 275 by
9
(a)
(b)
(c)
Figure 2: We plot the matched ratio Rm±2 s.e. when matching across two bit-flipped ER(300, 1/2)
random graphs for seeds ranging from m = 0, 25, 50, . . . , 275 and bit flip parameter ρ =
0, 0.1, . . . , 0.5. In (a), we show the performance of the SGM algorithm of [6]; in (b) we plot
the performance using our JOFC algorithm utilizing the weighted DICE dissimilarity of [1]; in (c)
we plot the performance using our JOFC algorithm using shortest path dissimilarities. Note the
dramatic increase in performance from figure (b) to figure (c) when utilizing a more appropriate
dissimilarity measure. In each example, we ran 240 MC replicates for each combination of m and
ρ.
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increments of 25 and ρ from 0 to 0.5 by increments of 0.1. Our JOFC algorithm is run with two
different underlying dissimilarity measures for the embedding, the weighted DICE dissimilarity
of [1] and the shortest path dissimilarity of [2]. Note the dramatic performance increase from (b)
to (c) in Figure 2. We do not investigate a data-driven heuristic for choosing the dissimilarity in
the present paper, though the results of Figure 2 point to the importance of this in our algorithm.
We plan to study this further in future work.
In the JOFC implementation, for both dissimilarities considered and for all bit-flip parameters
ρ, we see an increase in performance when the number of seeds m is increased. As expected in
this highly structured simulated data example, SGM performs better than JOFC. Indeed, SGM
achieves its optimal performance in the present Erdo¨s-Re´nyi setting, as shown in [9]. In the cases
where the data is highly structured and clean, we do not recommend our JOFC procedure. It is
more appropriate for weighted, directed, loopy, lossy graphs; i.e. it is more appropriate for real
data. In the real data examples that follow, we see our algorithm outperform the SGM algorithm.
In this simple bit-flip model, we are still able to demonstrate the flexibility of our algorithm.
While SGM cannot match graphs with |n1| 6= |n2|, our JOFC algorithm can handle this difficulty
in stride. To demonstrate this, we consider the case of many–to–one matchings in the present bit-
flip model. We begin with G1 ∼ER(100,0.5), and for each vertex create a Geometric(.2) number
of identical vertices in G1 (with at most 10 copies made per vertex). In the process, we create
a new graph G˜1. Here G2 is the bit-flipped version of G˜1. We then match G1 to G2; i.e. we
seek to match each vertex i ∈ V1 to its copies in G2. We measure performance by looking at the
ratio of vertices in G2 matched correctly with the corresponding vertex in G1 for varying levels of
m =the number of seeded vertices. When we seed here, for each of the m seeds in G1 we include
all matched vertices in G2 as seeds as well. The results are summarized in Figure 3. Again, note
the increased performance as more seeds are incorporated for all values of the bit–flip parameter
and the decreased performance as the bit–flip parameter is increased.
4.2 Matching c. elegans connectomes
The Caenorhabditis elegans (abbreviated C. elegans) roundworm has been extensively studied,
and is particularly useful due to its simple nervous system. The nervous system is believed to be
composed of the same 302 labeled neurons for each organism, with 279 neurons making synapses
with other neurons. These neural connectomes are mapped in [15]. There are two types of
connections between neurons: chemical (chemical synapses) and electrical (junction potentials).
We wish to match the chemical connectome graph Gc and the electrical connectome graph Ge in
order to investigate the extent to which the connectivity structure alone can be used to identify
individual neurons across the two connectomes. Here we are considering hermaphroditic worms.
Hence both Gc and Ge are weighted; Ge is undirected; Gc is directed; Ge has self-edges, and Gc
does not. Both graphs are sparse: Ge has 514 undirected edges out of
(
279
2
)
possible unordered
neuron pairs; Gc has 2194 directed edges out of 279· 278 possible ordered neuron pairs. Before
matching the two graphs, we remove the isolates from each of the individual connectomes, leaving
253 vertices to be matched in each graph.
In Figure 4, we compare the performance of our JOFC algorithm (utilizing the weighted DICE
dissimilarity of [1]) with the performance the SGM algorithm in matching across the two graphs.
For each of SGM and JOFC, we consider matching with/without edge directions and with/without
edge weights. We see that best performance is obtained with JOFC, either in the directed un-
weighted graph case or the directed weighted graph case. As expected, performance improves
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Figure 3: Many–to–one matching for G1 ∼ER(100, 0, 5) and G2. We create G2 by cloning each
vertex in G1 a Geo(.2) number of times (with at most 10 cloned vertices created for each vertex)
and then bit-flipping the cloned graph. We plot the matched ratio Rm±2 s.e. for 240 MC replicates,
m = 10, 20, . . . , 90 and ρ = 0, 0.1, 0.3, 0.5.
when incorporating more seeds. For instance, with m = 50 seeds, JOFC run on the directed
weighted graphs has Rm ≈ 0.05 (chance is 1/203 < 0.005) while with 100 seeds JOFC run on the
directed weighted graphs matches the remaining 253−m = 153 vertices with Rm ≈ 0.10 (chance
is 1/153 < 0.01). Note that for m = 100, JOFC run on the directed weighted graphs matching
either Gc to Gc or Ge to Ge is nearly perfect (Rm > 0.97 for both cases).
This demonstrates conclusively that there is statistically significant signal in the connectivity
structure alone for matching individual neurons across the two connectomes. The implications
for understanding the relationship between neuron connectivity and the information processing
properties of the connectome are profound: (i) had the matching been essentially perfect, the
conclusion would have been that one could consider just one (either one) of the two graphs with
little loss of information; (ii) had the matching been essentially chance, the conclusion would have
been that one must consider both graphs, but that they could be considered separately; (iii) in fact,
our results demonstrate that optimal inference regarding the information processing properties of
the connectome must proceed in the joint space. The results presented in Figure 4 demonstrate
that seeded matching of Gc to Ge does indeed extract statistically significant signal for identifying
individual neurons across the two connectomes from the connectivity structure alone.
We next demonstrate the potential for our JOFC algorithm to be used for vertex classification.
We consider an experiment on a collection of neurons categorized as IL and OL (labial neurons),
and RI and RM (ring neurons); with the number of non-isolate vertices in each class being nIL = 8,
nOL = 6, nRI = 18, and nRM = 15. The total number of neurons under consideration in these
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Figure 4: Plotting the matched ratio Rm±2 s.e. for matching the 253 vertex chemical and electrical
C. elegans connectomes for seed values m = 0, 50, 100, 150, 200. We show the performance of
the JOFC and SGM algorithms for matching the graphs for all combinations of with/without
directness and with/without edge weights. JOFC is plotted in green, SGM in red, and chance in
black. Note that JOFC for each combination of with/without directedness and with/without edge
weights significantly outperforms the best SGM combination (directed and unweighted). For each
combination of m and ρ, we ran 100 MC replicates.
four categories is 47. We employ m = 253 − 47 = 206 seeds not in these four categories. We
first (case I) let all 206 vertices not in categories IL, OL, RI and RM be our seeded vertices, and
we seek to correctly classify the 47 remaining vertices into their proper category. We measure
the number of the 47 vertices matched correctly across the graphs and also measure the number
matched to a vertex of the correct category. Second (case II), for each of the four categories
c ∈ {IL;OL;RI;RM} in turn, the m seeds are chosen to be all the neurons in category c together
with m − nc seeds chosen randomly from amongst the 206 neurons not in these four categories.
Again, we measure the number of the 47−nc vertices matched correctly across the graphs (Figure
5 a) and measure the number matched to a vertex of the correct category (Figure 5 b). Note the
effect that the different choices of seedings has on the matching performance. Indeed, “informative”
seeds can greatly increase the matching performance in our algorithm, and in future work we plan
to investigate heuristics for optimizing the information in our selected seeds. The results are
summarized in Figure 5.
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Figure 5: Results for our demonstration of JOFC’s classification potential. In (a) we plot the
fraction of categorized vertices matched correctly across the graphs; and in (b) we plot the frac-
tion of categorized vertices matched to the correct category across the graphs. In both cases, the
horizontal dotted lines represent the case I results (when the seeded vertices are the 206 uncate-
gorized vertices), and results for case II are presented in the bar graphs in figures (a) and (b). For
example, the three bars above IL in figure (a) (resp. in (b)) represent the fraction of each of the
other three categories matched correctly (resp. matched to the correct category) when the seeds
are the nIL IL vertices and 206− nIL random chosen uncategorized vertices. Again, we used 100
MC replicates for each seeding level.
4.3 Charitynet
In our next example, vertices in the graphs are contributors (with contribution at least $200) to
federal election committees during the 2008 election. There is an edge with weight w ∈ N between
two vertices i and j if donor i and donor j donoted to w of the same committees. We consider the
graph at two different time periods of length ≈ 1 year between 1/5/11 and 1/30/13, and match
across the two time realizations. We seek to understand how consistent donorship is across the
two time periods, and in doing so discover common neighborhood substructure across the graphs.
Unfortunately, the donor graphs are orders of magnitude larger than our JOFC algorithm can
presently handle. We proceed as follows: we uniformly at random select a connected component
of size 300 from the union of the two graphs. We then run JOFC and SGM to match the subgraphs
of G1 and G2 induced by these 300 vertices, utilizing m = 50, 150, 250 randomly selected seeds out
of the 300 available vertices. We repeat this procedure 40 times, running 20 MC replicates for each
seeding level and each choice of the 300 vertices and present the results in Figure 6. Here again
JOFC (utilizing the weighted dice dissimilarity) statistically dominates the SGM algorithm, as our
robust approach is better tailored for this noisy real data application. All the data was collected
from http://www.fec.gov/ and http://www.fec.gov/finance/disclosure/ftp download.shtml.
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Figure 6: We plot the matched ratio Rm±2 s.e. for JOFC versus SGM when matching CharityNet
data for G1, encapsulating donorship from 1/5/11 to 1/30/12, and for G2, encapsulating donorship
from 1/30/12 to 1/30/13. The above graph shows the average performance for 50 independent
replicates of the following procedure: We uniformly at random select a connected component of
size 300 from the union of the donor graphs. Across the subgraphs of G1 and G2 induced by the
300 vertices, we run JOFC and SGM utilizing m = 50, 150, 250 seeds and 20 MC replicates at
each seed level.
5 Discussion
The types of graphs common to real data applications are often very far from well structured
random graph models like Erdo¨s-Re´nyi and stochastic blockmodel. To be readily applicable, graph
matching algorithms need to be robust to the presence of weightedness, directedness, loopiness,
many–to–one and many–to–none matchings, etc; i.e. they need to be robust to the difficulties
inherent to real data. Our JOFC approach to graph matching, embedding the graphs into a
common Euclidean space and matching across embedded graphs, is flexible enough to handle many
of the pathologies inherent to real data while simultaneously not sacrificing too much performance
when matching simulated idealized graphs. We demonstrate the effectiveness of our algorithm on
a variety of real data examples, for which our JOFC approach performs significantly better than
the cutting edge SGM procedure.
In presenting our algorithm, we pointed at many directions for future research. Figure 2
points to the potential for dramatic performance increase possible when choosing an appropriate
dissimilarity for the graph data. In future work we plan on pursuing this question further, seeking
principles for dissimilarity choice based upon the underlying graph topology. In figure 5, we
see the effect of well chosen seeds on our matching performance. In [10], the authors present a
heuristic for active seed selection in the SGM procedure, and we are working towards a similar
result for our JOFC algorithm as well. Additionally, the reliance of our algorithm on missing-
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data MDS approaches greatly limits its scalability to big data graphs. We are working towards
a scalable missing-data MDS procedure that is essential for large scale application of our JOFC
procedure. Lastly, we are working towards a theoretically justified dimension selection procedure
which combines our automated approach with the spectral approaches of [17]. In our applications,
dramatic performance is possible when embedding to an appropriate dimension.
6 Acknowledgments
This work is partially supported by a National Security Science and Engineering Faculty Fel-
lowship (NSSEFF), Johns Hopkins University Human Language Technology Center of Excellence
(JHU HLT COE), and the XDATA program of the Defense Advanced Research Projects Agency
(DARPA) administered through Air Force Research Laboratory contract FA8750-12-2-0303.
16
References
[1] J.B. Angelelli, A. Baudot, C. Brun, and A. Gue´noche. Two local dissimilarity measures for
weighted graphs with application to protein interaction networks. Advances in Data Analysis
and Classification, 2(1):3–16, 2008.
[2] H. Bunke and K. Riesen. Graph classification based on dissimilarity space embedding. Struc-
tural, Syntactic, and Statistical Pattern Recognition, pages 996–1007, 2008.
[3] D.G. Cattrysse and L.N. Van Wassenhove. A survey of algorithms for the generalized assign-
ment problem. European Journal of Operational Research, 60(3):260–272, 1992.
[4] D. Conte, P. Foggia, C. Sansone, and M. Vento. Thirty years of graph matching in pattern
recognition. International journal of pattern recognition and artificial intelligence, 18(03):265–
298, 2004.
[5] J. de Leeuw. Applications of convex analysis to multidimensional scaling. In Recent devel-
opments in statistics (Proc. European Meeting Statisticians, Grenoble, 1976), pages 133–145.
North-Holland, Amsterdam, 1977.
[6] D.E. Fishkind, S. Adali, and C.E. Priebe. Seeded graph matching. arXiv preprint,
arXiv:1209.0367, 2012.
[7] M.R. Garey and D.S. Johnson. Computers and intractability: A guide to the theory of NP-
completeness. W.H. Freeman, 1979.
[8] H.W. Kuhn. The hungarian method for the assignment problem. Naval research logistics
quarterly, 2(1-2):83–97, 2006.
[9] V. Lyzinski, D.E. Fishkind, and C.E. Priebe. Seeded graph matching for correlated Erdos-
Renyi graphs. arXiv preprint, arXiv:1304.7844, 2013.
[10] V. Lyzinski, D. Sussman, D. E. Fishkind, H. Pao, J. T. Vogelstein, and Priebe C. E. Seeded
graph matching for large stochastic block models. arxiv preprint, arXiv:1310.1297, 2013.
[11] E. Pekalska and R.P.W. Duin. The dissimilarity representation for pattern recognition: foun-
dations and applications, volume 64. World Scientific Publishing Company Incorporated,
2005.
[12] C.E. Priebe, D.J. Marchette, Z. Ma, and S. Adali. Manifold matching: joint optimization of
fidelity and commensurability. Brazilian Journal of Probability and Statistics, 27(3):377400,
2013.
[13] D.B. Shmoys and E´. Tardos. An approximation algorithm for the generalized assignment
problem. Mathematical Programming, 62(1):461–474, 1993.
[14] M. Tang, Y. Park, and C. E. Priebe. Out-of-sample extension for latent position graphs.
arXiv preprint, arXiv:1305.4893, 2013.
17
[15] L. R. Varshney, B. L. Chen, E. Paniagua, D. H. Hall, and D. B. Chklovskii. Structural
properties of the caenorhabditis elegans neuronal network. PLoS computational biology,
7(2):e1001066, 2011.
[16] L. Yen, M. Saerens, A. Mantrach, and M. Shimbo. A family of dissimilarity measures between
nodes generalizing both the shortest-path and the commute-time distances. In in Proceedings
of the 14th SIGKDD International Conference on Knowledge Discovery and Data Mining,
pages 785–793.
[17] M. Zhu and A. Ghodsi. Automatic dimensionality selection from the scree plot via the use
of profile likelihood. Computational Statistics & Data Analysis, 51(2):918–930, 2006.
18
