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Resumo
Nessa dissertac¸a˜o propomos um modelo dinaˆmico para casos em que a se´rie temporal
e´ composta por dados de contagem. O modelo dinaˆmico para a distribuic¸a˜o Poisson
Generalizada combina a classe dos modelos dinaˆmicos condicionalmente Gaussianos
que, por sua vez, fornece uma estrutura flex´ıvel, permitindo que os paraˆmetros da
distribuic¸a˜o dos dados possam ser modelados via MDLs normais e o esquema MCMC
que une o amostrador de Gibbs com o algoritmo de Metropolis-Hastings de modo
a proporcionar a amostragem das distribuic¸o˜es condicionais completas a posteriori.
Desse modo nossa metodologia e´ capaz de tratar dados discretos correlacionados no
tempo sendo poss´ıvel realizar a estimac¸a˜o dos estados latentes e previsa˜o do desen-
volvimento futuro.
Palavras Chave: modelos dinaˆmicos lineares, distribuic¸a˜o Poisson generalizada,
modelos dinaˆmicos condicionalmente Gaussianos.
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Abstract
In this dissertation, we propose a dynamic model for cases in which the time series
is composed of count data. The dynamic model for generalized Poisson distribution
combines the class of conditionally Gaussian dynamic models, which in turn provides
a flexible structure, allowing the parameters of the data distribution to be modeled
via normal DLMs and the MCMC scheme that combines the Gibbs sampler with
the Metropolis-Hastings algorithm to provide a complete sampling of the posteriori
conditional distributions. Thus our methodology is capable of handling correlated
discrete data in time and make the estimation of latent states and prediction of
future development.




Os Modelos Dinaˆmicos Lineares (MDL) teˆm se apresentado uma alternativa bastante
flex´ıvel e aplica´vel para o estudo de observac¸o˜es correlacionadas ao longo do tempo.
Grande parte dessa versatilidade e´ devida a` abordagem Bayesiana incorporada a esses
modelos, que proporciona a modelagem de toda incerteza do fenoˆmeno de interesse
atrave´s de distribuic¸o˜es de probabilidade, ale´m de permitir que o sistema de aprendi-
zado sobre as observac¸o˜es se atualize a` medida que mais informac¸o˜es sa˜o adicionadas
ao estudo. Essa classe pode ser vista como um modelo de regressa˜o cujos paraˆmetros
variam com o tempo e estocasticamente.
Apesar de os Modelos Dinaˆmicos Lineares serem aplica´veis a uma diversidade de
problemas, a estrutura desses modelos baseia-se na suposic¸a˜o de normalidade dos da-
dos que, por sua vez, nem sempre e´ admiss´ıvel. Estudos fundamentados nessa classe
teˆm se estendido para dados na˜o-normais, sendo que a abordagem mais empregada e´
aquela cuja distribuic¸a˜o das observac¸o˜es pertence a` famı´lia exponencial. Essa vertente
de estudo e´ corrente nos modelos dinaˆmicos, e e´ denominada de Modelos Dinaˆmicos
Lineares Generalizados (MDLG). As principais refereˆncias sobre esse assunto sa˜o Mi-
gon (1984) e West et al. (1985). Outro texto na literatura que aborda e documenta
muito bem as etapas e extenso˜es dos MDLs, inclusive, o MDLG e´ o livro de West e
Harrison (1997).
Neste trabalho, focamos numa modelagem mais ampla, no sentido de ser adapta´vel
a diversas estruturas e caracter´ısticas das observac¸o˜es. Isto e´, nosso interesse reside
em um modelo que acomode se´ries na˜o-normais, que proporcione bom ajuste e seja
de fa´cil implementac¸a˜o.
Um trabalho que permite o estudo de se´ries temporais que admite tais estruturas e´
o de Cargnoni et al. (1997), que sugerem a predic¸a˜o Bayesiana de se´ries multivariadas
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multinomiais atrave´s dos modelos dinaˆmicos lineares normais. A ideia consiste em
realizar transformac¸o˜es na˜o lineares nos paraˆmetros do modelo e, fazendo uso da
modelagem hiera´rquica introduzida por Gamerman e Migon (1993), fazer infereˆncias
baseadas no MDL tradicional. Estes autores definem tal metodologia por modelos
dinaˆmicos condicionalmente Gaussianos.
Com base nesses modelos dinaˆmicos condicionalmente Gaussianos, Da-Silva e Mi-
gon (2012) propo˜em o modelo dinaˆmico hiera´rquico beta para se´ries temporais de
taxas ou proporc¸o˜es com os paraˆmetros me´dia e dispersa˜o variando com o tempo e
atrave´s das diversas se´ries.
Nesse contexto, sugerimos uma modelagem dinaˆmica para dados de contagem
correlacionados ao longo do tempo, considerando que cada observac¸a˜o segue uma
distribuic¸a˜o Poisson Generalizada, ou seja, construimos o Modelo Dinaˆmico para a
distribuic¸a˜o Poisson Generalizada (MDPG) com o objetivo de disponibilizar uma
estrutura flex´ıvel para dados dessa natureza, de modo a descrever as caracter´ısticas
latentes e realizar previso˜es de perspectivas futuras da se´rie.
Em nosso modelo, consideramos que o paraˆmetro de locac¸a˜o da distribuic¸a˜o dos
dados evolui com o tempo e, a partir de uma transformac¸a˜o apropriada, este e´ mode-
lado via MDLs normais, o que proporciona mais facilidade nos ca´lculos inferenciais e
na ana´lise dos dados.
Essa dissertac¸a˜o esta´ organizada da seguinte forma: No Cap´ıtulo 1, introduzimos
a distribuic¸a˜o Poisson Generalizada e algumas das suas propriedades. Dedicamos o
Cap´ıtulo 2 para descrever conceitos e o processo de infereˆncia do modelo dinaˆmico
linear. No Cap´ıtulo 3, abordamos sobre a especificac¸a˜o de um MDL e seus compo-
nentes. No Cap´ıtulo 4, introduzimos o Modelo Dinaˆmico para a distribuic¸a˜o Poisson
Generalizada. Nesse cap´ıtulo, descrevemos, inicialmente, a estrutura do modelo, em
seguida, apresentamos os passos necessa´rios para a estimac¸a˜o via MCMC e, por fim,
expomos as etapas para realizar as previso˜es futuras da se´rie. No Cap´ıtulo 5 (Aplica-
c¸a˜o) discutimos dois cena´rios de se´ries temporais simuladas e ajustadas pelo MDPG.
No Cap´ıtulo 6 fazemos algumas discusso˜es sobre o processo de construc¸a˜o do MDPG
e trabalhos futuros.
Os ca´lculos computacionais inerentes a cada uma dessas etapas foram implemen-




Em muitas aplicac¸o˜es e´ conveniente modelar dados de contagem atrave´s da distribui-
c¸a˜o Poisson, que depende apenas do paraˆmetro λ, o qual representa tanto a me´dia
quanto a variaˆncia. No entanto, alguns autores, como Consul (1989), sugerem o uso
da distribuic¸a˜o Poisson Generalizada (DPG) como um modelo alternativo, e menos
restritiva, uma vez que a variabilidade dos dados pode diferir da me´dia, proporci-
onando a modelagem de uma ampla gama de fenoˆmenos aleato´rios. Neste cap´ıtulo
introduzimos a DPG como um modelo membro da famı´lia de distribuic¸o˜es Lagrangi-
anas e descreveremos suas propriedades de acordo com essa classe. O estudo da DPG
e´ de primordial interesse nesta dissertac¸a˜o, visto que o foco principal deste trabalho
e´ o desenvolvimento de um modelo dinaˆmico para a distribuic¸a˜o Poisson Generali-
zada de modo a fornecer uma nova ferramenta para a modelagem de se´ries temporais
discretas.
1.1 Distribuic¸o˜es de Probabilidade Lagrangianas
A necessidade de encontrar distribuic¸o˜es de probabilidade para ajustar dados de con-
tagem de modo a encontrar padro˜es espec´ıficos e resumir caracter´ısticas importantes
levou diversos pesquisadores a desenvolverem modelos discretos mais complexos que
formam uma famı´lia de distribuic¸o˜es apropriadas para modelar um fenoˆmeno aleato´rio
de natureza variada.
Uma classe muito ampla e importante e´ a famı´lia de distribuic¸o˜es de probabili-
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dade Lagrangianas que possui diferentes distribuic¸o˜es de probabilidade discretas que
desfrutam de propriedades que se fundamentam na poderosa expansa˜o de Lagrange
(para mais detalhes veja Apeˆndice A). Esta classe de distribuic¸o˜es discretas foram
extensivamente estudada por Consul e Shenton (1972) e mais atualmente por Consul
e Famoye (2006).
A famı´lia de distribuic¸o˜es Langrangianas pode ser divida em treˆs subclasses: distri-
buic¸o˜es Lagrangianas ba´sicas, distribuic¸o˜es Langrangianas delta e distribuic¸o˜es Lan-
grangianas gerais. Como os modelos probabil´ısticos destas subclasses pertencem a
uma mesma famı´lia de distribuic¸o˜es, estes possuem relac¸o˜es entre si e com outros
modelos.
Apesar de algumas relac¸o˜es entre estas subclasses serem importantes, nesta dis-
sertac¸a˜o, abordaremos apenas as distribuic¸o˜es Lagrangianas gerais, que possui como
membro a distribuic¸a˜o Poisson Generalizada, que e´ o principal foco deste cap´ıtulo.
1.1.1 Distribuic¸o˜es Lagrangianas Gerais
As distribuic¸o˜es Lagrangianas gerais baseiam-se em duas func¸o˜es anal´ıticas f(z) e
g(z), que sa˜o sucessivamente diferencia´veis em relac¸a˜o a z com g(0) 6= 0, g(1) = 1,
f(1) = 1 e
Dx−1{(g(z))xf ′(z)}|z=0 ≥ 0 com x ∈ N , (1.1)
onde Dx−1 representa a derivada de ordem x− 1 em relac¸a˜o a z.
A func¸a˜o geradora de probabilidade (fgp) da distribuic¸a˜o discreta Lagrangiana
geral, considerando a transformac¸a˜o de Lagrange z = ug(z), expandida em se´rie de
poteˆncias de u e´













em que z = ψ(u) =
∑∞
x=0(u
x/x!){Dx−1(g(z))x}z=0 e´ considerada a fgp na distribuic¸a˜o
Lagrangiana ba´sica quando z = ug(z) e´ expandida em se´rie de poteˆncias de u. Assim,
a func¸a˜o de probabilidade desta distribuic¸a˜o geral e´ dada por
P (X = x) =
 f(0), se x = 0(1/x!)Dx−1{(g(z))xf ′(z)}z=0, se x ∈ N . (1.3)
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Apesar de Consul e Famoye (2006) afirmar que as func¸o˜es f(z) e g(z) na˜o sa˜o
necessariamente fgp’s de alguma distribuic¸a˜o, e´ interessante notar que qualquer func¸a˜o
geradora de probabilidade de uma varia´vel aleato´ria discreta obedece a`s condic¸o˜es
para deduc¸a˜o da distribuic¸a˜o Lagrangiana geral, que sa˜o, g(0) 6= 0, g(1) = 1 e f(1) =
1. Para mais detalhes sobre a fgp e suas principais propriedades vide Apeˆndice B.
1.1.2 Momentos da Distribuic¸a˜o Lagrangiana Geral
Seja z = ψ(u) = ug(z) uma se´rie de poteˆncia de u, os momentos da distribuic¸a˜o
Lagrangiana geral podem ser obtidos a partir da func¸a˜o geradora de probabilidade
f(z) = f(ψ(u)) tomando sucessivas diferenc¸as desta func¸a˜o em relac¸a˜o a u e em
seguinda fazendo z = u = 1 (veja Apeˆndice B). Portanto, considere inicialmente que
a derivada de z com relac¸a˜o a u e´
dz
du





= g(z)[1− ug′(z)]−1. (1.4)














































































































denotam os valores das derivadas de f(z) e g(z), respectivamente,


























′ − (f ′)2
(1− g′)1 . (1.8)
1.2 Distribuic¸a˜o Poisson Generalizada
Uma das mais relevantes distribuic¸o˜es de probabilidade discretas e´ a distribuic¸a˜o
Poisson que geralmente e´ utilizada para modelar o nu´mero de eventos que ocorrem
em um determinado intervalo de tempo ou espac¸o fixo, com func¸a˜o de massa de
probabilidade dada por




com λ > 0 sendo a frequeˆncia me´dia de ocorreˆncias conhecida e constante ao longo
do tempo. O paraˆmetro λ tambe´m representa a variaˆncia desta distribuic¸a˜o.
Um dos pressupostos desse modelo diz respeito a` independeˆncia, isto e´, o nu´mero
de eventos durante intervalos sucessivos de tempo sa˜o independentes. Quando esta
suposic¸a˜o na˜o e´ assumida, a ocorreˆncia de um evento, em um determinado per´ıodo,
influencia na ocorreˆncia de outro evento, de modo que a me´dia e a variaˆncia po-
dem variar com tempo, assumindo valores distintos, ou seja, a me´dia pode diferir da
variaˆncia.
Para contornar essa divergeˆncia, diversas derivac¸o˜es da distribuic¸a˜o Poisson foram
desenvolvidas, algumas destas podem ser encontradas em Johnson et al. (1992).
Uma generalizac¸a˜o do modelo Poisson foi inicialmente proposta por Satterthwaite
(1942) com o objetivo de modelar dados com a lei de probabilidade Poisson conside-
rando pesos distintos para os diferentes eventos.
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Algumas de´cadas depois, Consul e Jain (1973) apresentaram a distribuic¸a˜o Poisson
Generalizada que sugere a inserc¸a˜o de um paraˆmetro no modelo Poisson, doravante
denotado por φ, com o objetivo de fazer com que a variaˆncia desta distribuic¸a˜o possa
assumir qualquer valor real positivo menor, igual ou maior que a me´dia, conforme φ
seja negativo, nulo ou positivo. Dessa forma, a distribuic¸a˜o Poisson Generalizada e´
capaz de ajustar dados de contagem de qualquer natureza. Neste modelo, a proba-
bilidade de ocorreˆncia de um evento em um certo per´ıodo pode depender de outros
eventos realizados anteriormente.
1.2.1 Formulac¸a˜o
A varia´vel aleato´ria discreta X e´ dita ter distribuic¸a˜o Poisson Generalizada (DPG)





e−λ−φx, x = 0, 1, 2, . . . ,
0, para x > m se φ < 0,
(1.10)
onde λ > 0, max(−1,−λ/m) ≤ φ ≤ 1, com m ≥ 4, sendo o maior inteiro positivo
para que λ + φx > 0 quando φ < 0. O paraˆmetro λ e´ um paraˆmetro de locac¸a˜o,
enquanto φ e´ um paraˆmetro de forma.
Para φ = 0, o modelo em (1.10) reduz-se a distribuic¸a˜o Poisson padra˜o com
paraˆmetro λ. A Figura 1.1 ilustra a forma da func¸a˜o de massa de probabilidade para
φ = −0, 5;−0.1; 0; 0, 1; 0, 5 e λ = 5. E´ interessante notar que, quanto maior o valor
de φ para λ fixo, mais platicu´rtica e´ a forma da DPG.
Quando φ < 0, considera-se um truncamento no modelo devido a Px(λ, φ) = 0 para
valores de x > m e a soma
∑m
x=0 Px(λ, φ) aproxima-se da unidade. Isso gera um erro
de truncagem que e´ inferior a 0, 5% quando m ≥ 4 sendo, geralmente, negligencia´vel
em aplicac¸o˜es pra´ticas.
Uma sugesta˜o para eliminar esse erro de truncamento e´ multiplicar cada probabi-






Lerner et al. (1997) provam por expansa˜o de Lagrange que a soma da DPG e´
igual a 1. Detalhes sobre a especificac¸a˜o dos limites de φ e o erro de truncagem dessa
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φ = − 0.5
φ = − 0.1
φ =   0
φ =   0.1
φ =   0.5
Figura 1.1: Func¸a˜o de probabilidade da Poisson Generalizada para λ = 5 e diferentes
valores de φ.
distribuic¸a˜o podem ser encontrados em Consul e Shoukri (1985) e Ramalho (1996).
Quando f(z) = eλ(z−1) e g(z) = eφ(z−1) sa˜o duas func¸o˜es geradoras de probabili-
dade com λ > 0 e 0 < φ < 1, temos, baseado em (1.3), que a DPG pertence a` famı´lia
de distribuic¸o˜es Lagrangianas gerais. Algumas propriedades da DPG podem ser de-
rivadas a partir desta classe de distribuic¸o˜es. Consul (1989) estuda com detalhes as
propriedades e apresenta algumas aplicac¸o˜es da DPG.
Aplicac¸o˜es dessa distribuic¸a˜o podem ser encontradas no processo de produc¸a˜o e
restituic¸a˜o de cromossomos, mais especificamente em Janardan e Schaeffer (1977)
(apud Consul e Famoye (2006)) que mostram que o nu´mero de aberrac¸o˜es cromossoˆ-
micas aguardando a restituic¸a˜o na fila e´ uma varia´vel aleato´ria com distribuic¸a˜o Pois-
son Generalizada. Satterthwaite (1942) e Denuit et al. (2007) utilizam a DPG para
modelar dados relacionados a seguros de automo´veis quando estar-se-a´ interessado
no nu´mero de sinistros em um determinado per´ıodo de tempo. Outras importantes
aplicac¸o˜es desta distribuic¸a˜o esta˜o dispon´ıveis em Consul (1989).
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1.2.2 Me´dia e Variaˆncia
A func¸a˜o geradora de probabilidade da distribuic¸a˜o Poisson Generalizada e´
f(z) = eλ(z−1), onde z = ug(z) = ueφ(z−1). (1.12)









= [e−φ(z−1) − uφ]−1. (1.13)




e a variaˆncia da DPG, de acordo com (1.8), e´:
V (X) =
λ
(1− φ)3 . (1.15)
Portanto, observa-se que para φ < 0, V (X) < E(X), para φ = 0, V (X) = E(X)
e para φ > 0, V (X) > E(X).
Quando φ e´ positivo com 0 < φ ≤ 1, a` medida que a me´dia aumenta a variaˆncia
tambe´m aumenta, no entanto a variaˆncia aumenta numa proporc¸a˜o bem maior devido
ao seu denominador. Dessa forma, pode-se considerar o modelo Poisson Generalizado
adequado para ajustar dados que apresentam sobredispersa˜o quando a variaˆncia dos
dados for relativamente grande.
1.2.3 Func¸a˜o Geradora de Momentos e de Cumulantes
Considere z = eβ e u = eα em (1.12). A func¸a˜o geradora de momentos (fgm) da DPG
pode ser obtida a partir da fgp,
MX(β) = f(e
β) = eλ(e
β−1), onde β = α + φ(eβ − 1). (1.16)
Enta˜o, a func¸a˜o geradora de cumulantes (fgc) e´ dada por
KX(β) = lnMX(β) = ln f(e
β) = λ(eβ − 1), onde β = α + φ(eβ − 1). (1.17)
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1.2.4 Estimac¸a˜o
Sejam X1, X2, . . . , Xn uma amostra aleato´ria da distribuic¸a˜o Poisson Generalizada
dada em (1.10), os paraˆmetros λ e φ sera˜o estimados considerando os me´todos dos
momentos e de ma´xima verossimilhanc¸a (MV).
Me´todo dos Momentos
E´ conhecido que a me´dia e a variaˆncia da DPG sa˜o
E(X) =
λ
1− φ e V ar(X) =
λ
(1− φ)3 .
Comparando-se estes momentos com os momentos amostrais, tem-se que os estima-







































Estimac¸a˜o por Ma´xima Verossimilhanc¸a
O logaritmo da func¸a˜o de ma´xima verossilhanc¸a (MV) para os paraˆmetros λ e φ de
uma amostra com distribuic¸a˜o Poisson Generalizada e´ dado por
l(λ, φ|x) = n lnλ+
n∑
i=1







Para obter as estimativas de MV a partir da func¸a˜o de log-verossimilhanc¸a e´ necessa´rio
calcular as derivadas de l(λ, φ|x) com respeito a λ e φ. Entretanto, esta func¸a˜o na˜o
apresenta forma anal´ıtica expl´ıcita, de modo que e´ necessa´rio recorrer a me´todos
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nume´ricos. Assim, segue que os estimadores de ma´xima verossimilhanc¸a para λ e φ














Mas observe que E(X) = λ/(1−φ) e X ≈ E(X) para n grande, pois a me´dia amostral
converge em probabilidade para E(X). Desse modo,
λˆ ≈ X(1− φˆ). (1.22)
Como consequeˆncia, temos que o estimador de ma´xima verossimilhanc¸a λˆ de λ e´ uma
func¸a˜o apenas da estimativa do paraˆmetro φ e da me´dia amostral. Assim, substituindo
(1.22) na equac¸a˜o (1.21), temos que os estimadores MV λˆ e φˆ dos paraˆmetros da




X + φˆ(xi −X)
= nX. (1.23)
De acordo com Consul e Shoukri (1984)(apud Consul e Famoye (2006)), quando
a variaˆncia amostral e´ maior que a me´dia amostral, as estimativas de ma´xima veros-
similhanc¸a para λˆ > 0 e φˆ > 0 sa˜o u´nicas. Consul e Famoye (1988) (apud Consul e
Famoye (2006) ) provam que se a variaˆncia amostral e´ menor que a me´dia amostral,
as estimativas MV de λˆ > 0 e φˆ < 0 tambe´m sa˜o u´nicas.
O Co´digo 5.1 no Apeˆndice D.1 mostra os detalhes para estimac¸a˜o dos paraˆmetros
λ e φ da distribuic¸a˜o Poisson Generalizada pelo me´todo dos momentos e ma´xima
verossimilhanc¸a no software R.
1.2.5 Simulac¸a˜o
Existem va´rios me´todos de simulac¸a˜o para a amostragem da distribuic¸a˜o Poisson
Generalizada. Famoye (1997) cita alguns deles e aponta que a simulac¸a˜o do modelo
DPG e´ muito importante na comparac¸a˜o dos diferentes me´todos de estimac¸a˜o.
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Em nosso trabalho, para simular valores da varia´vel aleato´ria X com distribuic¸a˜o
de probabilidade dada em (1.10) consideramos dois me´todos distintos, o da transfor-
mada inversa e o me´todo da ramificac¸a˜o. A selec¸a˜o de ambos os procedimentos de
simulac¸a˜o deve-se a`s restric¸o˜es relacionadas ao suporte do paraˆmetro φ, que requer a
especificac¸a˜o de um me´todo de simulac¸a˜o quando φ < 0 e outro quando φ ≥ 0.
Me´todo da Transformada Inversa
No processo de gerac¸a˜o de varia´veis aleto´rias com distribuic¸a˜o Poisson Generali-
zada, o me´todo da inversa˜o revelou-se um procedimento razoa´vel quando λ > 0 e
max{−1,− λ
m
} ≤ φ < 0. Observamos que a especificac¸a˜o correta do elemento m e´
determinante para a obtenc¸a˜o de uma amostra condizente com a DPG, ou seja, ale´m
de observar a restric¸a˜o de m ≥ 4, deve-se tomar m = max{X1, . . . , Xn} em que n e´ o
tamanho da amostra.
Para valores de φ ≥ 0, o me´todo da transformada inversa na˜o proporciona resulta-
dos eficazes, principalmente quando φ aproxima-se 1. Abaixo descrevemos o esquema
de simulac¸a˜o da DPG via me´todo da transformada inversa.
Seja U uma varia´vel com distribuic¸a˜o uniforme no intervalo (0, 1), segue que
X =























em que p∗0, p1, . . . , p
∗
j sa˜o as probabilidades da distribuic¸a˜o Poisson Generalizada pon-




, j = 0, 1, . . . .






Logo, como e´ conhecido que para 0 < a < b < 1, a P (a ≤ U < b) = b− a, enta˜o










de modo que X tem distribuic¸a˜o Poisson Generalizada.
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Me´todo da Ramificac¸a˜o
Seja Xi, i = 0, . . . , n, o nu´mero de unidades que adquiriram uma particular caracter´ıs-
tica na i-e´sima gerac¸a˜o de um processo de ramificac¸a˜o. Suponha que cada indiv´ıduo
em Xi torna-se um propagador da caracter´ıstica e seja Xj, para i 6= j, o nu´mero
de indiv´ıduos que receberam a caracter´ıstica da i-e´sima gerac¸a˜o. Considerando que
o processo de propagac¸a˜o se da´ ate´ o tempo n, o nu´mero total de indiv´ıduos que
adquiriram a caracter´ıstica ate´ o momento e´ dado por Yn, em que
Yn = X0 +X1 + · · ·+Xn,
de modo que a varia´vel aleato´ria X0 tem distribuic¸a˜o Poisson com paraˆmetro λ e
X1, . . . , Xn seguem o modelo Poisson com paraˆmetro φ.
Consul e Shoukri (1988) mostraram que a distribuic¸a˜o de probabilidade de Yn,
nu´mero total de indiv´ıduos que adquiriram a caracter´ıstica ate´ o momento, quando
na˜o ha´ mais propagac¸a˜o, tem distribuic¸a˜o Poisson Generalizada dada em (1.10) com
λ > 0 e 0 ≤ φ < 1.
Os passos para gerar uma amostra da DPG a partir desse me´todo e´ esboc¸ado a
seguir:
1. Gere Y de uma distribuic¸a˜o Poisson com me´dia λ;
2. Fac¸a X = Y ;
3. Se Y ≤ 0, retornar valor de X;
4. Caso contra´rio, gere Z de uma distribuic¸a˜o Poisson com paraˆmetro λY e fac¸a
X = X + Z;
5. Fac¸a Y = Z;
6. Se Y ≤ 0, retornar valor de X, caso contra´rio volte para o passo 4.
Quando da implementac¸a˜o desse procedimento no software R, notamos que para
valores de φ pro´ximos de 1, a amostra calculada exibia um comportamento distinto da
distribuic¸a˜o teo´rica, apresentando observac¸o˜es com valores bem elevados. Algumas
manipulac¸o˜es computacionais foram realizadas para tentar corrigir esse problema,
contudo verificamos que a pro´pria distribuic¸a˜o apresenta limitac¸o˜es, sobretudo com
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respeito ao paraˆmetro φ e, em geral, tal procedimento de simulac¸a˜o para gerac¸a˜o de
varia´veis aleato´rias DPG e´ eficiente.
Gerac¸a˜o de Varia´veis Aleato´rias DPG no R
A t´ıtulo de ilustrac¸a˜o, foram simuladas no software R, seis varia´veis aleato´rias de
acordo com o modelo Poisson Generalizado com tamanho amostral n = 1000 e dife-
rentes valores dos paraˆmetros λ e φ. A amostra 1 foi gerada com paraˆmetros λ = 1 e
φ = 0, 5, a amostra 2 com λ = 3 e φ = 0, 4, amostra 3 com λ = 5 e φ = 0, 75, amostra
4 com λ = 8 e φ = −0, 1, a amostra 5 com λ = 10 e φ = 0 e amostra 6 com λ = 30 e
φ = −1.
Para cada varia´vel simulada, calculamos as estimativas dos paraˆmetros λ e φ pelo
me´todo dos momentos e de ma´xima verossimilhanc¸a. Ambos os me´todos proporci-
onaram bons resultados, no sentindo de que, as estimativas obtidas apresentaram
valores bem pro´ximos dos paraˆmetros reais. A Tabela 1.1 mostra os resultados destas
estimac¸o˜es.
Tabela 1.1: Estimac¸a˜o dos paraˆmetros das amostras simuladas com DPG
Amostra Valores Reais Estimativas
λ φ λ˜ φ˜ λˆ φˆ
1 1 0, 50 1, 07 0, 48 1, 05 0, 49
2 3 0, 40 2, 87 0, 42 2, 90 0, 41
3 5 0, 75 4, 92 0, 76 5, 10 0, 75
4 8 −0, 10 7, 78 −0, 47 7, 82 −0, 48
5 10 0 10, 04 0 10, 04 0
6 30 −1, 00 29, 37 −0, 96 29, 44 −0, 97
A Figura 1.2 apresenta os gra´ficos de barras dessas amostras simuladas com as res-
pectivas probabilidades teo´ricas da DPG. A partir destes gra´ficos nota-se que existe
uma boa concordaˆncia entre os dados simulados e o modelo teo´rico. E´ poss´ıvel obser-
var, tambe´m, que para valores do paraˆmetro φ pro´ximos de −1, a variaˆncia e´ menor
que a me´dia, enquanto para valores de φ pro´ximos de 1, a variaˆncia e´ maior que a
me´dia. Para φ = 0, a varia´vel Poisson Generalizada reduz-se a` distribuic¸a˜o Poisson
padra˜o, cuja variaˆncia e´ aproximadamente igual a me´dia.
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X = 2.06 e S2 = 7.64
(a) Amostra 1 (λ = 1, φ = 0, 5)
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X = 4.92 e S2 = 14.43
(b) Amostra 2 (λ = 3 e φ = 0, 4)





















llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll l l llll l ll l l l l l l ll l
X = 20.59 e S2 = 360.57
(c) Amostra 3 (λ = 5 e φ = 0, 75)



























X = 5.3 e S2 = 2.46
(d) Amostra 4 (λ = 8 e φ = −0, 1)
































l l l l
X = 10.06 e S2 = 10.11
(e) Amostra 5 (λ = 10 e φ = 0)





























X = 14.95 e S2 = 3.87
(f) Amostra 6 (λ = 30 e φ = −1)
Figura 1.2: Varia´veis aleato´rias simuladas segundo o modelo Poisson Generalizado
para diferentes valores dos paraˆmetros λ e φ.
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Quando o paraˆmetro φ e´ positivo, a variaˆncia aumenta mais rapidamente que a
me´dia, de modo que o modelo Poisson Generalizado pode ser apropriado para ajustar
dados com a presenc¸a de sobredispersa˜o.
O Co´digo (5.2) no Apeˆndice D.1 mostra as etapas para a realizac¸a˜o da simulac¸a˜o
no R, que consiste basicamente em treˆs passos:
1. Criar uma func¸a˜o que retorne a DPG;
2. Criar outra func¸a˜o que retorne a func¸a˜o de distribuic¸a˜o acumulada da Poisson
Generalizada;
3. Se φ < 0, enta˜o desenvolver o algoritmo de simulac¸a˜o que retorna uma amostra
aleato´ria da DPG fazendo uso do me´todo da transformada inversa;
4. Caso φ >= 0, desenvolver o algoritmo de simulac¸a˜o que retorna uma amostra
aleato´ria da DPG fazendo uso do me´todo da ramificac¸a˜o.
1.2.6 Exemplo
Para ilustrar a utilidade da distribuic¸a˜o Poisson Generalizada, consideramos o con-
junto de dados de contagem apresentados por Joe e Zhu (2005) que contabiliza o
nu´mero de tumores em pacientes com neurofibromatose tipo 2 (NF2). Esta e´ uma
doenc¸a heredita´ria de transmissa˜o autossoˆmica, ou seja, pode afetar qualquer sexo
e em 50% dos casos, mutac¸o˜es germinais sa˜o herdadas dos genitores. A Tabela 1.2
apresenta a frequeˆncia de pacientes com NF2 por registro de tumores entre N = 158
pacientes que tomaram parte do estudo.
Tabela 1.2: Contagem de tumores e frequeˆncia de pacientes com NF2
Nu´mero de Tumores 0 1 2 3 4 5 6 7 8 9 10
Frequeˆncia 70 13 15 6 7 5 9 9 1 2 5
Nu´mero de Tumores 11 13 14 15 16 20 21 24 26 30 50
Frequeˆncia 1 1 1 1 1 3 1 3 1 1 2
Fonte: Joe e Zhu (2005)
Note que a` medida que o nu´mero de tumores aumenta, o nu´mero de pacientes
diminui. Essa relac¸a˜o e´ justifica´vel em raza˜o de que a NF2 e´ uma doenc¸a rara, com
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uma incideˆncia estimada de 1 caso para cerca de 40000 nascidos vivos. A distribuic¸a˜o
Poisson Generalizada pode ser uma boa alternativa para ajustar tais dados, uma vez
que tem sido bastante utilizada na modelagem de experimentos com eventos raros,
e e´ aplica´vel a uma diversidade maior de dados do que a distribuic¸a˜o Poisson, visto
que a me´dia na˜o e´ necessariamente igual a variaˆncia. A Tabela 1.3 apresenta algumas
estat´ısticas descritivas dos dados sob estudo.
Tabela 1.3: Estat´ısticas resumo para a contagem de nu´mero de tumores em pacientes
com NF2
Mı´nimo Mediana Me´dia Desvio Padra˜o Ma´ximo
0 1 4, 34 7, 89 50
Entre os N = 158 pacientes obteve-se uma me´dia igual a X = 4, 34 tumores por
paciente e desvio padra˜o S = 7, 89. Observa-se que a me´dia amostral e´ menor que a
variaˆncia, o que pode indicar que o modelo Poisson Generalizado com paraˆmetro φ
positivo pode ser uma boa alternativa para descrever os dados.
As estimativas pelo me´todo de momentos dos paraˆmetros λ e φ da distribuic¸a˜o
Poisson Generalizada sa˜o λ˜ = 1, 143 e φ˜ = 0, 736.
Para a obter as estimativas pelo me´todo da ma´xima verossimilhanc¸a (MV) e´ neces-
sa´rio estimar os paraˆmetros do modelo Poisson Generalizado numericamente. Como
a EMV de λ depende da estimativa de φ, e´ necessa´rio solucionar apenas a equac¸a˜o
(1.23) para encontrar ambas as estimativas. Logo, utilizando como valor inicial a es-
timativa φ˜ obtida pelo me´todo de momentos e tomando m = 50, temos que as EMV’s
de λ e φ sa˜o, respectivamente, λˆ = 0, 913 e φˆ = 0, 789.
Embora a diferenc¸a entre a me´dia e a variaˆncia seja grande, ajustamos tambe´m
a distribuic¸a˜o Poisson padra˜o aos dados, com o objetivo de comparar os resultados
com os obtidos pela DPG. De acordo com o ajuste do modelo Poisson tradicional, a
estimativa de ma´xima verossimilhanc¸a de λ e´ 4, 34. A Figura 1.3 ilustra os ajustes de
ambos os modelos.
O gra´fico nos fornece um indicativo de que a distribuic¸a˜o Poisson Generalizada e´
mais adequada do que o modelo Poisson padra˜o para descrever os dados em estudo.
Para verificar tal afirmac¸a˜o, calculamos dois crite´rios de selec¸a˜o de modelos, bastante
utilizados na literatura, o Crite´rio de Informac¸a˜o de Akaike (AIC) e o Crite´rio de
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Figura 1.3: Ajuste dos modelos Poisson Generalizado e Poisson padra˜o aos dados da
Tabela (1.2).
Tabela 1.4: Medidas de Ajuste para selec¸a˜o de modelo
Modelo Ajustado - log-verossimilhanc¸a AIC BIC
Poisson Generalizado 374, 4 752, 8 758, 9
Poisson 888, 7 1779, 3 1782, 4
Informac¸a˜o Bayesiano (BIC). Os resultados sa˜o apresentados na Tabela 1.4.
Ambos os crite´rios de informac¸a˜o, AIC e BIC, indicam que a distribuic¸a˜o Pois-





Neste cap´ıtulo descrevemos uma revisa˜o de conceitos fundamentais da teoria dos
modelos de espac¸o de estados para a modelagem de processos de se´ries temporais
numa abordagem Bayesiana. Em particular, introduzimos o modelo dinaˆmico linear
(MDL) como um caso especial dos modelos de espac¸o de estados. A forma padra˜o do
MDL e´ obtida sob a suposic¸a˜o de normalidade dos dados, de modo que o modelo e´
referenciado como modelo dinaˆmico linear normal. Tambe´m apresentaremos aspectos
e propriedades relevantes deste modelo, a fim de compreender, detalhadamente, os
mecanismos que nos levam ao interesse principal deste estudo, que e´ a estimac¸a˜o e
predic¸a˜o.
2.1 Introduc¸a˜o
Qualquer colec¸a˜o de observac¸o˜es ordenadas sequencialmente ao longo do tempo e´
denominada uma se´rie temporal. A principal caracter´ıstica deste tipo de dados e´ que
as observac¸o˜es apresentam correlac¸a˜o serial, dificultando a ana´lise estat´ıstica que, em
sua maioria, baseia-se na estrutura de independeˆncia dos dados. Assim, e´ necessa´rio
o uso de procedimentos espec´ıficos que modelem essa dependeˆncia e incorpore toda
informac¸a˜o relevante dos dados.
Uma se´rie temporal e´ dita ser cont´ınua quando e´ observada em um intervalo de
tempo cont´ınuo T = {t : t1 < t < t2} ou, discreta, quando as observac¸o˜es sa˜o feitas
em instantes espec´ıficos, T = {1, 2, . . . , n}. Geralmente o tempo entre as observac¸o˜es
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sa˜o igualmente espac¸ados.
Segundo Morettin e Toloi (2006), na ana´lise de se´ries temporais os principais
interesses sa˜o:
• Descrever o comportamento da se´rie atrave´s da verificac¸a˜o de padro˜es de tendeˆn-
cia, da existeˆncia de componentes sazonais e c´ıclicos, observac¸o˜es discrepantes,
mudanc¸as estruturais e etc;
• Modelar a se´rie temporal estimando os paraˆmetros e avaliando a qualidade de
ajuste dos modelos propostos de forma a explicar o mecanismo gerador dos
dados;
• Prever valores futuros da se´rie temporal;
• Avaliar a adequac¸a˜o do modelo em termos de previsa˜o;
• Monitorar a se´rie com a finalidade de observar variac¸o˜es nas propriedades da
mesma.
No conceito de estat´ıstica cla´ssica, uma se´rie temporal pode ser descrita atrave´s
de treˆs componentes: tendeˆncia, sazonalidade e um termo aleato´rio. Uma se´rie apre-
senta tendeˆncia se existe algum crescimento ou decrescimento padra˜o. A sazonalidade
aparece quando as observac¸o˜es tendem a repetir um dado comportamento a cada s
per´ıodos de tempo. Esta componente e´ dita aditiva quando a se´rie exibe flutuac¸o˜es
sazonais constantes, na˜o dependendo do n´ıvel, e e´ dita multiplicativa quando as am-
plitudes sazonais variam com a tendeˆncia. O termo aleato´rio e´ denominado como erro
ou ru´ıdo branco, e geralmente supo˜e-se que sa˜o na˜o-correlacionados.
Para ilustrar a estrutura de uma se´rie temporal e seus componentes, sa˜o apresen-
tadas quatro se´ries dispon´ıveis no software estat´ıstico R, de domı´nio pu´blico, desen-
volvido por “R Development Core Team”, acess´ıvel no site http://cran.r-projet.org.
As se´ries sa˜o: AirPassengers, Nile, JohnsonJohnson e UKDriverDeaths.
A Figura 2.1a mostra os totais mensais de passageiros em companhias ae´reas
internacionais entre 1949 a 1960. A se´rie parece apresentar uma tendeˆncia crescente
bem como um padra˜o sazonal mensal. A Figura 2.1b mostra as medic¸o˜es da vaza˜o








































































































Figura 2.1: (a) Totais mensais de passageiros em linhas ae´reas internacionais entre
1949 a 1960; (b) Medic¸o˜es anuais de vazo˜es do Rio Nilo em Ashwan entre 1871 e 1970;
(c) Lucro trimestral da Johnson & Johnson entre 1960 e 1980; (d) Totais mensais de
motoristas de carros na Gra˜-Bretanha mortos ou gravemente feridos entre 1960 a
1984.
n´ıvel na se´rie, indicando que sa˜o necessa´rios modelos mais flex´ıveis para incorporar
tais modificac¸o˜es estruturais. A Figura 2.1c apresenta o lucro trimestral da empresa
Johnson & Johnson entre 1960 a 1980. Aparentemente observa-se uma tendeˆncia de
crescimento e uma variabilidade que aumenta com o tempo. Por fim, a Figura 2.1d
apresenta a se´rie de tempo que descreve os totais mensais de motoristas de carros
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na Gra˜-Bretanha, mortos ou gravemente feridos, em janeiro de 1969 a dezembro de
1984. Observa-se tambe´m que esta se´rie parece exibir mudanc¸as de n´ıvel, com uma
mudanc¸a ocorrendo, principalmente, no in´ıcio de 1983, quando o uso obrigato´rio do
cinto de seguranc¸a foi estabelecido.
Para fazer infereˆncias estat´ısticas sobre a estrutura de um processo estoca´stico
e´ necessa´rio, em geral, fazer algumas suposic¸o˜es. Um dos mais importantes pressu-
postos e´ o de estacionariedade, que reflete a ideia de que as leis probabil´ısticas que
regem o comportamento do processo na˜o mudam ao longo do tempo, isto e´, a se´rie
temporal se desenvolve aleatoriamente em torno de uma me´dia constante. No en-
tanto, a maioria das se´ries que encontramos na pra´tica apresenta alguma forma de
na˜o-estacionariedade. Essa e´ uma das razo˜es para se realizar transformac¸o˜es nos da-
dos originais. A transformac¸a˜o mais comum consiste em tomar diferenc¸as sucessivas
da se´rie original ate´ a obtenc¸a˜o de uma se´rie estaciona´ria.
Outros motivos para transformar os dados sa˜o o de estabilizar a variaˆncia do
processo, que pode aumentar ou diminuir a` medida que o tempo evolui e tornar
o efeito sazonal aditivo. Contudo, segundo alguns autores, as transformac¸o˜es na˜o
melhoram a qualidade da previsa˜o e introduzem um v´ıcio em tais estimativas.
O problema esta´ em modelar adequadamente as treˆs componentes que, por sua vez
sa˜o na˜o observa´veis, levando em conta a natureza dos dados. Os modelos utilizados
para descrever essa estrutura sa˜o denominados processos estoca´sticos, isto e´, processos
regidos por leis probabil´ısticas. Para mais detalhes veja Morettin e Toloi (1986),
Morettin e Toloi (2006) e Cryer e Chan (2008).
Existem na literatura diversas propostas de modelos que incorporam tais elementos
e estruturas da se´rie, uma abordagem bastante conhecida e utilizada sa˜o os modelos
de Box e Jenkins (1970) ou modelos auto-regressivos integrados de me´dias mo´veis,
ARIMA . Estes supo˜em que a se´rie temporal e´ gerada por um filtro linear que converte
uma se´rie xt, geralmente considerada puramente aleato´ria, em outra Yt atrave´s de uma
func¸a˜o de transfereˆncia, veja Figura 2.2. De modo mais simples, Yt e´ uma combinac¸a˜o
linear das varia´veis de entrada xt. E´ atrave´s desta nova varia´vel que a ana´lise de se´ries
temporais e´ fundamentada.
Como em uma ana´lise de regressa˜o, a metodologia destes modelos segue um ciclo
iterativo, onde os passos para a escolha do modelo, estimac¸a˜o dos paraˆmetros, previsa˜o
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Ψ(t)
x(t) // Y (t) //
Figura 2.2: Filtro linear com entrada x(t), sa´ıda Yt e func¸a˜o de transfereˆncia Ψ(t)
e diagno´stico sa˜o feitos sequencialmente. Os esta´gios desse procedimento sa˜o:
i). De acordo com algumas ana´lises descritivas da se´rie, considera-se uma classe de
modelos para a ana´lise;
ii). Com base nas func¸o˜es de autocorrelac¸a˜o, autocorrelac¸a˜o parcial e demais crite´rios
um modelo e´ identificado;
iii). Em seguida, e´ feita a estimac¸a˜o dos paraˆmetros do modelo selecionado;
iv). Por fim, a verificac¸a˜o do modelo ajustado e´ realizada, atrave´s de uma ana´lise de
res´ıduos, antes de usa´-lo para fazer previso˜es.
Comumente, os modelos de Box e Jenkins sa˜o parcimoniosos uma vez que pos-
suem um nu´mero pequeno de paraˆmetros e as previso˜es obtidas sa˜o bastante precisas.
Todavia, uma das desvantagens dessa metodologia esta´ na selec¸a˜o de um modelo,
uma vez que esta escolha depende tambe´m do crite´rio de avaliac¸a˜o do pesquisador,
visto que diferentes analistas podem especificar modelos distintos para a mesma se´rie
temporal. Uma alternativa para isso e´ investigar va´rios modelos e escolher aquele que
fornec¸a a melhor descric¸a˜o dos dados com vista aos objetivos da ana´lise.
Ocorre que sempre havera´ um modelo que sera´ mais coerente e adequado que ou-
tro, no sentido de proporcionar uma maior aprendizagem do sistema e previsa˜o. Esta
competitividade nos conduz a uma gama de modelos que podem representar efici-
entemente as observac¸o˜es em estudo, de modo que na˜o existe um u´nico modelo que
podemos classificar como verdadeiro, ao contra´rio, existem diferentes viso˜es acerca
do sistema, de seus problemas e contextos. O deseja´vel e´ que o modelo selecionado
descreva, explique, organize as informac¸o˜es e experieˆncias fornecendo processos com-
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petentes de aprendizagem, que aumentam a compreensa˜o dos dados, permitam deci-
so˜es eficazes e melhoram o desempenho do processamento de informac¸o˜es do sistema,
levando a condic¸o˜es e estruturas so´lidas para se inferir sobre o futuro.
Muitas vezes as informac¸o˜es que os dados produzem na˜o sa˜o suficientes para pre-
dizer o futuro ou mudanc¸as estruturais na se´rie, de modo a identificar deficieˆncias no
modelo. Neste caso a intervenc¸a˜o de um especialista se faz necessa´ria para a modela-
gem de tais dados, uma vez que tal profissional pode ter o conhecimento e experieˆncia
imprescind´ıveis sob o comportamento dos dados.
Em termos gerais, a estrutura do modelo deve ser capaz de incorporar toda a
informac¸a˜o relevante contida nos dados e tambe´m informac¸o˜es externas que sejam
indispensa´veis para melhorar as estimativas, aprendizagem e previsa˜o.
Uma metodologia que esta´ sendo amplamente utilizada, pela sua flexibilidade na
ana´lise de se´ries temporais, uma vez que acomoda uma classe geral de modelos, cujos
dados possuem natureza e estrutura variadas, sa˜o os modelos de espac¸o de estados.
Tais modelos foram introduzidos por Kalman (1960), na a´rea de engenharia, com o
objetivo de estimar os estados de sistemas dinaˆmicos. Contudo, apesar de ter sido
aplicada em diversas a´reas, como, economia, f´ısica, oceanografia, esta metodologia
so´ comec¸ou a ser explorada em econometria e estat´ıstica nos anos 70 (Harrison e
Stevens, 1976), com modelos de regressa˜o que apresentavam paraˆmetros com evoluc¸a˜o
temporal. O desenvolvimento do filtro de Kalman na ana´lise de se´ries temporais
consolidou-se nos anos 80, para mais detalhes veja (Harvey, 1989; West e Harrison,
1997).
A ideia ba´sica dos modelos de espac¸o de estados e´ que qualquer modelo linear de
se´ries temporais pode ser expresso na forma de espac¸o de estados, relacionando um
vetor de observac¸o˜es Yt a um vetor de erros vt atrave´s de um processo de Markov θt,
denominado vetor de estados latentes do sistema. Assim, a estimac¸a˜o e predic¸a˜o dos
estados latentes no tempo t podem ser feitas recursivamente, baseado no conjunto de
informac¸o˜es dispon´ıveis no instante t.
Com o avanc¸o tecnolo´gico nos anos 90, o uso dos modelos de espac¸o de estados
tornou-se ainda mais via´vel, e a aproximac¸a˜o Bayesiana mostrou-se bastante favora´vel
para o ca´lculo recursivo de tal metodologia. Trabalhos mais recentes para a ana´lise de
se´ries temporais baseados nos modelos de espac¸o de estados podem ser encontrados
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em Durbin e Koopman (2001) e Petris et al. (2009).
A grande vantagem do modelo de espac¸o de estados e´ que este nos permite modelar
processos univariados ou multivariados, estaciona´rios ou na˜o-estaciona´rios, com mu-
danc¸as estruturais e padro˜es irregulares sem a preocupac¸a˜o de fazer transformac¸o˜es
nos dados originais.
Um caso especial deste procedimento sa˜o os modelos dinaˆmicos lineares. Estes
modelos sa˜o bastante versa´teis e sa˜o parametrizados de maneira a permitir mudanc¸as
estruturais, por exemplo, mudanc¸a no padra˜o de tendeˆncia ou sazonalidade, isto e´,
os paraˆmetros do modelo mudam ao longo do tempo. Quando essa metodologia e´
abordada com o enfoque Bayesiano propicia diversos benef´ıcios, como: intervenc¸a˜o,
filtragem e ana´lise retrospectiva dos dados.
Estudaremos de forma abrangente um caso particular dessa metodologia que sa˜o
os modelos dinaˆmicos lineares gaussianos que possuem propriedades relevantes e sa˜o
trata´veis com maior facilidade. Abordaremos mais extensivamente estes modelos nas
pro´ximas sec¸o˜es.
2.2 Modelos de Espac¸o de Estados
Um processo estoca´stico e´ um conjunto de varia´veis aleato´rias {Y (t), t ∈ T} definidas
em um conjunto T que pode ser enumera´vel ou na˜o-enumera´vel.
Conforme James (2010), uma varia´vel aleato´ria Y (t) em um espac¸o de probabili-
dade (Ω,A,P) e´ uma func¸a˜o real definida no espac¸o Ω. Enta˜o, a varia´vel aleato´ria
Y (t) e´, na realidade, uma func¸a˜o de t ∈ T e ω ∈ Ω, isto e´, Y (t, ω).
Nestas condic¸o˜es, para cada t ∈ T fixo, temos uma varia´vel aleato´ria Y (t, ω) =
Yt(ω) com uma distribuic¸a˜o de probabilidade e consideramos que tal distribuic¸a˜o e´ a
mesma para todo t ∈ T .
Por outro lado, se ω ∈ Ω e´ fixado, temos uma func¸a˜o que depende apenas de t e,
portanto, uma realizac¸a˜o do processo, ou seja, uma se´rie temporal.
Definindo cada trajeto´ria Y (t, ω), para ω ∈ Ω fixo, como Y ω(t), observa-se que
esta e´ uma func¸a˜o de t na˜o aleato´ria e que, para t fixo, Y ω(t) e´ um nu´mero real. Deste
modo, um processo estoca´stico pode tambe´m ser pensado como o conjunto de todas
as poss´ıveis realizac¸o˜es ou trajeto´rias. A Figura 2.3 ilustra um processo estoca´stico
34










Figura 2.3: Processo estoca´stico Y (t, ω) com t ∈ T = {1, 2, . . . , 50} e ω ∈ Ω =
{1, . . . , 5}.
O conjunto E de todos os valores de {Y (t), t ∈ T} e´ denominado de espac¸o
de estados do processo estoca´stico, em que o conjunto T e´ chamado de espac¸o do
paraˆmetro e os valores assumidos por Y (t) sa˜o chamados de estados.
Se o conjunto T e´ discreto, enta˜o o processo estoca´stico e´ dito ser de tempo
discreto. Se T e´ cont´ınuo, enta˜o o processo e´ dito ser de tempo cont´ınuo. O espac¸o
de estados tambe´m pode ser discreto ou cont´ınuo.
Portanto, sejam t1, t2, . . . , tn elementos quaisquer de T e consideremos
F (y1, . . . , yn; t1, . . . , tn) = P (Y (t1) ≤ y1, . . . , Y (tn) ≤ yn). (2.1)
Para caracterizar completamente o processo estoca´stico e´ necessa´rio conhecer as
distribuic¸o˜es finito-dimensionais em (2.1), para todo n ≥ 1. Isto e´, para n = 1, temos
que conhecer as distribuic¸o˜es unidimensionais ou de primeira ordem de Y (t1), t1 ∈ T .
Para n = 2, devemos conhecer as distribuic¸o˜es bidimensionais ou de segunda ordem
(Y (t1), Y (t2)), onde t1, t2 ∈ T , e assim sucessivamente.
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Caracterizar tal distribuic¸a˜o na˜o e´ uma tarefa simples e como nesse estudo abor-
daremos apenas uma realizac¸a˜o do processo estoca´stico Y (t) e estamos interessados
apenas no caso em que os estados sa˜o discretos, descreveremos tal processo atrave´s
de uma cadeia de Markov. Por questa˜o de notac¸a˜o, considere a varia´vel do processo
definida, agora, como Yt, onde t ∈ T = {1, 2, . . . }.
Um processo estoca´stico e´ dito ser uma cadeia de Markov de ordem 1, se o estado
futuro depende apenas do estado atual e as varia´veis aleato´rias Y
′
t s esta˜o definidas
no espac¸o de estados discreto. Ou seja,
P [Yt = yt|Yt−1 = yt−1, Yt−2 = yt−2, . . . , Y1 = y1] = P [Yt = yt|Yt−1 = yt−1]. (2.2)
Essa expressa˜o significa que o estado Yt−1 resume as mesmas informac¸o˜es sobre Yt
que todas as demais varia´veis, Y1, Y2, . . . , Yt−2, sintetizam.
Apesar de a estrutura Markoviana ser uma forma simples de modelar a depen-
deˆncia entre os Y
′
t s, esta nem sempre e´ apropriada, de modo que e´ conveniente fazer
uso de modelos parame´tricos. Ou seja, e´ mais simples expressar a lei probabil´ıstica
que rege Y1, Y2, . . . , Yt condicionalmente a alguma caracter´ıstica θt do processo gera-
dor dos dados. O modelo de espac¸o de estados define a estrutura de uma cadeia de
Markov para os paraˆmetros θt, isto e´, θt e´ considerado uma se´rie temporal que auxilia
na especificac¸a˜o da distribuic¸a˜o de probabilidade das varia´veis aleato´rias Y
′
t s.
Os estados θt sa˜o processos na˜o observa´veis e Yt e´ considerado uma medida impre-
cisa de tais estados latentes, uma vez que depende de uma parte aleato´ria, tambe´m
na˜o observa´vel: os erros.
A vantagem dessa modelagem e´ que esta assume uma estrutura de dependeˆncia
simples que nos permite uma abordagem geral de qualquer modelo linear de se´rie
temporal.
Conforme Petris et al. (2009), o modelo de espac¸o de estados consiste em uma se´-
rie temporal em Rp (θt : t = 0, 1, . . . ) e uma se´rie temporal em Rn (Yt : t = 1, 2, . . . ),
satisfazendo as seguintes suposic¸o˜es:
(A.1). (θt, t = 0, 1, . . . ) e´ uma cadeia de Markov;
(A.2). Condicional a θt, os Y
′
t s sa˜o independentes e Yt depende apenas de θt.
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As consequeˆncias de ambas suposic¸o˜es e´ que a distribuic¸a˜o conjunta dos estados
latentes θt e das observac¸o˜es yt e´ completamente especificada pela distribuic¸a˜o inicial
p(θ0), as densidades condicionais p(θt|θt−1) e p(yt|θt). Logo, para qualquer t > 0




Essa estrutura, incorporada ao modelo de espac¸o de estados, e´ melhor representada
na Figura 2.4.
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Figura 2.4: Estrutura de dependeˆncia para um modelo de espac¸o de estados.
Outros resultados fundamentais decorrentes dessa estrutura de independeˆncia con-
dicional sa˜o dados a partir das propriedades listadas a seguir:
(P.1). p(θt+1|θt, y1, . . . , yt) = p(θt+1|θt);
(P.2). p(yt|yt−1, . . . , y1, θ0, θ1, . . . , θt) = p(yt|θt);
(P.3). p(θ0, θ1, . . . , θt, y1, y2, . . . , yt) = p(θ0)
∏t
j=1 p(θj|θj−1)p(yt|θt);
(P.4). p(yt, yt−1, . . . , y1|θt, θt−1, . . . , θ0) =
∏t
j=1 p(yj|θj);
(P.5). p(θt|θt+1, y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, y1, . . . , yt), em que t = {1, . . . , T−
1};
(P.6). p(θt|θt+1, . . . , θT , y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, y1, . . . , yt), em que t =
{1, . . . , j, j + 1, . . . T − 1}.
Para a demonstrac¸a˜o dessas propriedades e´ razoa´vel considerar um modelo de
espac¸o de estados geral especificado por uma distribuic¸a˜o inicial p(θ0) e pelas seguintes
equac¸o˜es
Yt = ht(θt, vt) (2.4a)
θt = gt(θt−1, wt) (2.4b)
em que ht e gt sa˜o func¸o˜es arbitra´rias. Assume-se que (vt) e (wt) sa˜o erros alea-
to´rios internamente e mutuamente independentes. Ale´m disso, e´ suposto que θ0 e´
independente de (vt) e (wt).
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Prova:
(P.1.) Considere a equac¸a˜o (2.4a), de maneira que pode-se escrever
p(θt+1|θt, y1, y2, . . . , yt) = p(θt+1|θt, h1(θ1, v1), h2(θ2, v2), . . . , ht(θt, vt)).
Desse modo, pela estrutura Markoviana assumida para o vetor de estados em (A.1),
temos que
p(θt+1|θt, y1, y2, . . . , yt) = p(θt+1|θt, ht(θt, vt)).
Portanto, condicionalmente a θt, a informac¸a˜o fornecida por θ1, . . . , θt−1 e, conse-
quentemente, por Y1, . . . , Yt−1 e´ irrelevante para descrever a distribuic¸a˜o de probabili-
dade de θt+1. A Figura (2.4) ilustra bem tal estrutura de independeˆncia condicional.
No entanto, como Yt = ht(θt, vt) e´ uma medida imprecisa do vetor de estados θt,
dado que possui uma parte aleato´ria na˜o controla´vel vt, a informac¸a˜o carregada por
esta varia´vel e´ insignificante quando na presenc¸a de θt que resume completamente o
conhecimento necessa´rio do sistema para estimar θt+1. Enta˜o, fica provado que
p(θt+1|θt, y1, y2, . . . , yt) = p(θt+1|θt).
(P.2). De modo ana´logo a` prova da propriedade (P.1), podemos escrever a probabi-
lidade condicional em P.2 como
p(yt|yt−1, . . . , y1, θt, . . . , θ0) = p(yt|(ht−1(θt, vt−1), . . . , h1(θ1, v1), θt, . . . , θ1, θ0)
= p(yt|θ0, θ1, . . . , θt).
Dessa forma, dado a presenc¸a dos vetores de estados θ1, . . . , θt−1, o conhecimento
das observac¸o˜es Y1, . . . , Yt−1 e´ irrelevante, uma vez que estas varia´veis sa˜o medidas
imprecisas de tais estados. Considere, ainda, pela propriedade (A.2) que, Yt depende
apenas de θt. Baseado nesses argumentos, fica provado que
p(yt|yt−1, . . . , y1, θ0, . . . , θt) = p(yt|θt).
(P.3). Escrevendo a distribuic¸a˜o conjunta dos θ0, θ1, . . . , θt e Y1, . . . , Yt como um pro-
duto´rio de distribuic¸o˜es condicionais, obtemos
p(θ0, . . . , θt, y1, . . . , yt) = p(yt, yt−1, . . . , y1, θt, . . . , θ0)
= p(yt|yt−1, . . . , y1, θt, . . . , θ0)p(yt−1|yt−2, . . . , y1, θt, . . . , θ0)
. . . p(y1|θt, . . . , θ0)p(θt, . . . , θ0).
38
Pela propriedade (P.2) podemos simplificar a expressa˜o acima em




p(yj|θj)p(θt|θt−1, . . . , θ0) . . . p(θ1|θ0)p(θ0).
E, finalmente, utilizando a suposic¸a˜o (A.1), temos que
p(θ0, . . . , θt, y1, . . . , yt) =
t∏
j=1





(P.4). Aplicando a definic¸a˜o de probabilidade condicional, provamos que
p(yt, yt−1, . . . , y1|θt, θt−1, . . . , θ0) = p(yt, . . . , y1, θt, . . . , θ1, θ0)





p(θt, . . . , θ1, θ0)














js, de maneira que
• para j = 1:





1(θ1, v1) = h1(g
′
1(w1), v1) = h
′
1(w1, v1);
• para j = 2:
θ2 = g2(θ1, w2) = g2(g
′
1(w1), w2) = g
′
2(w1, w2);
Y2 = h2(θ2, v1) = h2(g
′




• para j = t:
θt = gt(θt−1, wt) = gt(g
′
t−1(w1, . . . , wt−1), wt) = g
′
t(w1, . . . , wt);
Yt = ht(θt, vt) = ht(g
′
t(w1, . . . , wt), vt) = h
′
t(w1, . . . , wt, vt);
• para j = t+ 1:
θt+1 = gt+1(θt, wt);
Yt+1 = ht+1(θt+1, vt+1);
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• para j = t+ 2:
θt+2 = gt+2(θt+1, wt+2);
Yt+2 = ht+2(θt+2, vt+2) = h
′
t+2(θt+1, wt+2, vt+2);
• para j = t+ 3:
θt+3 = gt+3(θt+2, wt+3) = g
′
t+3(θt+1, wt+2, wt+3);
Yt+3 = ht+3(θt+3, vt+3) = h
′
t+3(θt+1, wt+2, wt+3, vt+2);
...
• para j = T :
θT = gT (θT−1, wT ) = g
′
T (θt+1, wt+2, . . . , wT );
YT = hT (θT , vT ) = h
′
T (θt+1, wt+2, . . . , wT , vT ).
Enta˜o, a probabilidade condicional fica
p(θt|θt+1, y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, y1, . . . , yt, ht+1(θt+1, vt+1),
h
′
t+2(θt+1, wt+2, vt+2), . . . , h
′
T (θt+1, wt+2, . . . , wT , vT )).
Como as observac¸o˜es Yt+1 = ht+1(θt+1, vt+1), Yt+2 = h
′
t+2(θt+1, wt+2, vt+2), . . . , YT =
h
′
T (θt+1, wt+2, . . . , wT , vT ) resumem as mesmas informac¸o˜es que θt+1, adicionando so-
mente informac¸o˜es sobre alguns erros que na˜o influenciam na estimac¸a˜o de θt, o co-
nhecimento acerca destas observac¸o˜es e´ irrelevante quando na presenc¸a de θt+1. Dessa
maneira,
p(θt|θt+1, y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, y1, y2, . . . , yt). (2.5)
Ademais, em (2.5) nenhuma simplificac¸a˜o adicional pode ser poss´ıvel, ale´m das
descritas abaixo:
p(θt|θt+1, y1, . . . , yt) = p(θt+1|θt, y1, . . . , yt)p(θt|y1, . . . , yt)
p(θt+1|y1, . . . , yt)
=
p(θt+1|θt)p(θt|y1, . . . , yt)
p(θt+1|y1, . . . , yt) .
(P.6). A prova desta propriedade e´ similar a da propriedade (P.5), a diferenc¸a e´ que
os estados θt+2, . . . , θT tambe´m esta˜o fixos. Assim sendo, a probabilidade pode ser
40
escrita como
p(θt|θt+1, θt+2, . . . , θT , y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, gt+2(θt+1, wt+2), . . . ,
g
′
T (θt+1, wt+2, . . . , wT , vT ), y1, . . . , yt, ht+1(θt+1, vt+1), h
′
t+2(θt+1, wt+2, vt+2),
. . . , h
′
T (θt+1, wt+2, . . . , wT , vT )).
Note que os estados θt+2, . . . , θT , bem como as observac¸o˜es Yt+1, Yt+2, . . . , YT , carre-
gam as mesmas informac¸o˜es sobre θt+1, acrescentando apenas algumas informac¸o˜es
sobre outros erros que sa˜o irrelevantes na medic¸a˜o de θt. Logo, assim como pensado
em (P.5), o conhecimento desses estados e observac¸o˜es sa˜o insignificantes, visto que
θt+1 e y1, y2, . . . , yt sa˜o suficientes para estimar θt. Consequentemente,
p(θt|θt+1, . . . , θT , y1, . . . , yt, yt+1, . . . , yT ) = p(θt|θt+1, y1, . . . , yt).
2.3 Modelos Dinaˆmicos Lineares
Uma importante classe de modelos para ana´lise de dados correlacionados ao longo do
tempo e´ o modelo dinaˆmico linear numa abordagem Bayesiana. Este modelo pode
ser considerado como uma generalizac¸a˜o de um modelo de regressa˜o linear simples
adotando a premissa de que os paraˆmetros tambe´m evoluem temporalmente e esto-
casticamente.
Considere um modelo em que uma varia´vel y esta´ relacionada a uma outra varia´vel
X pela seguinte forma parame´trica
y = Xθ + .
O objetivo em uma regressa˜o linear e´ encontrar uma relac¸a˜o funcional entre a res-
posta y e a varia´vel X de modo a conhecer caracter´ısticas importantes de θ. Contudo,
como θ e´ desconhecido, a incerteza a respeito deste paraˆmetro pode assumir magnitu-
des diversas. No paradigma Bayesiano, toda incerteza que se tem sobre o fenoˆmeno
em estudo, sintetizado por θ, e´ descrito atrave´s de uma distribuic¸a˜o de probabilidade.
Nesta perspectiva, tal probabilidade tem uma interpretac¸a˜o subjetiva, uma vez que
formaliza a informac¸a˜o incompleta que o pesquisador tem sob o evento ou fenoˆmeno
de interesse. Entretanto, como em modelos dinaˆmicos lineares a parametrizac¸a˜o e´
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dinaˆmica, a` medida que o tempo evolui mais informac¸o˜es va˜o sendo incorporadas ao
sistema, visto que os dados esta˜o sendo observados, de forma que estas podem ser
utilizadas para rever os preceitos sobre a estrutura geral do modelo.
Deste modo, pode-se visualizar que o processo inferencial e´ sequencial, ou seja,
concentra-se na ideia de que toda informac¸a˜o relevante para prever o futuro baseia-se
na informac¸a˜o atual.
Enta˜o, considere que toda informac¸a˜o inicial dispon´ıvel antes de observar os dados,
quando t = 0, incluindo a pro´pria definic¸a˜o do modelo, esta´ concentrada no conjunto
D0. Assim sendo, para qualquer tempo t, toda afirmac¸a˜o sobre o futuro sera´ baseada
no conjunto Dt, que dispo˜e de toda informac¸a˜o histo´rica acerca dos dados ate´ o
momento atual. Este conjunto e´ suficiente para fazer previso˜es tanto para um futuro
pro´ximo como tambe´m de horizontes mais distantes.
Para simplificar, podemos denotar Dt = {yt, Dt−1}, e caracterizamos esse conjunto
como fechado, quando este na˜o conte´m informac¸o˜es externas a` se´rie temporal, ou seja,
Dt resume apenas as informac¸o˜es provenientes das observac¸o˜es. Pore´m, geralmente,
existem situac¸o˜es em que informac¸o˜es advindas de fontes externas a`s observac¸o˜es
devem ser introduzidas ao modelo, deste modo, definimos Dt = {It, Dt−1}, onde It
indica toda informac¸a˜o adicional no tempo t.
De modo geral, pode-se sumarizar o processo de aprendizado do sistema por meio
do modelo parame´trico:
p(yt|θt, Dt−1) (2.6)
em que θt e´ um vetor de paraˆmetros no tempo t, especificando que a parametrizac¸a˜o
e´ dinaˆmica. Portanto, o vetor de estados θt e´ representado estocasticamente por
p(θt|θt−1, Dt−1). (2.7)
Conforme foi discutido na Sec¸a˜o 2.2, ambas distribuic¸o˜es sa˜o suficientes para ca-
racterizar a distribuic¸a˜o conjunta dos estados (θt)t≥0 e das observac¸o˜es (Yt)t≥1.
Com base nesse contexto, em um tempo t qualquer, a informac¸a˜o histo´rica Dt−1 e´
sintetizada atrave´s de uma distribuic¸a˜o a priori p(θt|Dt−1). E em seguida, dado que
Yt foi observado, as informac¸o˜es contidas em Dt sa˜o condensadas na distribuic¸a˜o a
posteriori p(θt|Dt).
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A infereˆncia em modelos dinaˆmicos sob o aspecto Bayesiano segue os procedimen-
tos padro˜es dessa abordagem. Ale´m disso, tal estrutura fornece modelos robustos,
com paraˆmetros significativos, viabiliza a previsa˜o do desenvolvimento futuro da se´rie
temporal via distribuic¸o˜es de probabilidade, permite uma ana´lise retrospectiva dos
dados e incorpora informac¸o˜es de fontes externas relevantes, de modo que, a formula-
c¸a˜o probabil´ıstica atribu´ıda a θt absorve, rapidamente, tal informac¸a˜o, adaptando-se
a`s alterac¸o˜es especificadas e a`s incertezas associadas.
2.3.1 Formulac¸a˜o
Uma das classes mais importantes dos modelos de espac¸o de estados e´ o modelo
dinaˆmico linear normal que sera´ denominado apenas por modelo dinaˆmico linear
(MDL). Tal modelo consiste, de acordo com a definic¸a˜o de modelos de espac¸o de
estados, em uma se´rie temporal Yt com dimensa˜o (n× 1) e uma se´rie temporal θt p-





tθt + vt, vt ∼ N(0,V t) (2.8a)
Equac¸a˜o do sistema:
θt = Gtθt−1 +wt, wt ∼ N(0,W t) (2.8b)
Informac¸a˜o Inicial:
(θ0|D0) ∼ N(m0, C0),
em que
• F t e´ uma matriz de delineamento conhecida com dimensa˜o (n× p);
• Gt e´ uma matriz de evoluc¸a˜o dos estados (p× p);
• µt = F
′
tθt e´ a resposta me´dia ou n´ıvel da se´rie;
• vt e wt sa˜o os erros observacionais e de evoluc¸a˜o, respectivamente.
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O erro vt e´ apenas uma perturbac¸a˜o aleato´ria no processo de medic¸a˜o que afeta
a observac¸a˜o Yt, pore´m na˜o influencia a se´rie temporal. Enquanto que, o erro wt
influencia no desenvolvimento futuro do sistema. Tais erros vt e wt sa˜o assumidos
mutuamente e serialmente na˜o correlacionados com distribuic¸a˜o normal de me´dia zero
e matrizes de variaˆncia V t eW t, respectivamente. Ale´m disso, e´ admitido que (θ0|D0)
e´ independente de vt e wt.
Observe que todos os componentes de ambas as equac¸o˜es sa˜o indexados ao tempo
t, descrevendo portanto, uma estrutura de aprendizagem dinaˆmica e sequencial, uma
vez que, a cada informac¸a˜o nova adicionada, o sistema e´ atualizado.
A equac¸a˜o de evoluc¸a˜o em (2.8b) e´ caracterizada por um processo de Markov e e´
conveniente notar que a` medida que o tempo evolui a incerteza que se tem sobre θt
tambe´m muda.
Toda informac¸a˜o inicial antes de observar os dados, quando t = 0, e´ especificada
pela distribuic¸a˜o a priori normal com me´dia m0 e variaˆncia C0.
Nesse cena´rio, e´ razoa´vel considerar que as equac¸o˜es (2.8a) e (2.8b) podem ser
tambe´m definidas por
(Yt|θt) ∼ Nn(F ′tθt,V t),
(θt|θt−1) ∼ Np(G′tθt−1,W t).
Uma propriedade derivada dessa estrutura e´ que qualquer combinac¸a˜o linear de
MDLs normais e´ um MDL normal. Ademais, se a distribuic¸a˜o a posteriori de (θt|Dt)
segue uma normal, a me´dia e variaˆncia desta conte´m toda informac¸a˜o relevante sobre
o futuro.
2.4 Estimac¸a˜o dos estados e predic¸a˜o
Em qualquer ana´lise de se´ries temporais o principal objetivo e´ a estimac¸a˜o dos pa-
raˆmetros do modelo e a predic¸a˜o. Uma vez que o modelo e´ postulado na forma de
espac¸o de estados e´ poss´ıvel empregar o filtro de Kalman, que e´ um procedimento re-
cursivo com a finalidade de fazer infereˆncias sobre a estrutura dos estados e previsa˜o
de observac¸o˜es futuras da se´rie, baseado nas informac¸o˜es dispon´ıveis. As estimativas
44
e predic¸o˜es podem ser obtidas pelo ca´lculo das distribuic¸o˜es condicionais marginais
dos estados e das observac¸o˜es, respectivamente.
A estimativa do vetor de estados e´ de interesse fundamental no estudo, visto que,
a partir de tal vetor estimado, pode-se derivar as demais estimativas, bem como
a previsa˜o de valores futuros da se´rie. Assim, e´ conveniente especificar que uma
determinada distribuic¸a˜o condicional p(θs|Dt) e´ dita ser um problema de filtragem
quando s = t, de predic¸a˜o do estado latente quando s > t e de suavizac¸a˜o quando
s < t.
West e Harrison (1997) descrevem a filtragem como um processo que utiliza dados
recentes para revisar a infereˆncia sobre os valores anteriores do vetor de estados, es-
pecificando (θt−s|Dt), para s ≥ 1, como a distribuic¸a˜o a s-passos filtrados. Enquanto
Harvey (1989), denomina filtragem como a previsa˜o do estado atual θt com base em
uma determinada amostra das observac¸o˜es.
Neste trabalho, assim como em Petris et al. (2009), designamos filtragem como o
processo utilizado para estimar o vetor de estados atual, θt, baseado nas informac¸o˜es
condensadas ate´ o instante t, Dt. Simplificando, o processo de filtragem consiste na
estimac¸a˜o de (θt|Dt). Logo, a` medida que novas informac¸o˜es tornam-se dispon´ıveis, a
estimativa e´ atualizada, incorporando todas as mudanc¸as e incertezas vinculadas aos
dados.
A ana´lise retrospectiva, ou suavizac¸a˜o, pode ser interpretada como a estimac¸a˜o do
estado θs no tempo s, para s = t − 1, t − 2, . . . , 1, quando Dt esta´ dispon´ıvel, a fim
de compreender melhor o comportamento dos dados e fazer previso˜es mais precisas.
A estimac¸a˜o do vetor de estados e´ apenas um meio para se obter a previsa˜o do
desenvolvimento futuro da se´rie, que consiste no principal interesse no MDL. Portanto,
podemos sintetizar o processo de infereˆncia sequencial da seguinte maneira:
• Em um tempo t− 1 dispomos da distribuic¸a˜o a posteriori p(θt−1|Dt−1);
• Dado que conhecemos Dt−1, podemos resumir a informac¸a˜o contida neste con-
junto atrave´s da distribuic¸a˜o a priori p(θt|Dt−1) ;
• Baseado numa estimativa de θt, calculamos a distribuic¸a˜o preditiva p(yt|Dt−1).
• Por conseguinte, uma vez que Yt foi observado, o sistema e´ atualizado com a
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entrada de mais informac¸o˜es e calculamos a distribuic¸a˜o filtrada no tempo t, ou
a distribuic¸a˜o a posteriori, p(θt|Dt).
• O procedimento e´ atualizado a cada tempo t.
A figura (2.5) ilustra as etapas do ciclo de infereˆncia sequencial que sa˜o: evoluc¸a˜o,
predic¸a˜o e atualizac¸a˜o.
. . . (θt−1|Dt−1) Evoluc¸a˜o +3 (θt|Dt−1) Atualizac¸a˜o +3
Predic¸a˜o

(θt|Dt) . . .
(Yt|Dt−1)
Figura 2.5: Ciclo de infereˆncia sequencial para a estimac¸a˜o e predic¸a˜o.
A seguir detalhamos os conceitos de filtragem, suavizac¸a˜o e predic¸a˜o.
2.4.1 Filtragem
O filtro de Kalman e´ um algoritmo recursivo para calcular uma estimativa o´tima do
vetor de estados baseado na informac¸a˜o dispon´ıvel ate´ o instante t.
A simplicidade do uso do filtro de Kalman prove´m do conceito de independeˆncia
condicional, suposto pelo modelo de espac¸o de estados, ao assumir uma estrutura
Markoviana ao vetor de estados e a suposic¸a˜o de independeˆncia das observac¸o˜es dado
o conhecimento de θt.
O pressuposto de normalidade assumido pelo MDL Gaussiano, assim como o co-
nhecimento das matrizes de variaˆncia V t e W t sa˜o de fundamental relevaˆncia, pois
simplifica razoavelmente os ca´lculos recursivos para a obtenc¸a˜o da distribuic¸a˜o filtrada
p(θt|Dt), sendo que esta e´ completamente caracterizada pela sua me´dia e variaˆncia.
Proposic¸a˜o 2.1 (Filtro de Kalman). Considere um MDL especificado por (2.8), segue
que
(i). A distribuic¸a˜o a posteriori de θt−1 e´ Gaussiana com paraˆmetros:
(θt−1|Dt−1) ∼ Np(mt−1,Ct−1),
para alguma me´dia mt−1 e variaˆncia Ct−1.
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(ii). A distribuic¸a˜o a priori de θt dado Dt−1 e´ Gaussiana com paraˆmetros:
(θt|Dt−1) ∼ Np(at,Rt),
onde
at = Gtmt−1 e Rt = GtCt−1G
′
t +W t.
(iii). Distribuic¸a˜o preditiva de Yt dado Dt−1 e´ Gaussiana com paraˆmetros:




tat e Qt = F
′
tRtF t + V t.




mt = at +RtF tQ
−1




At = RtF tQ
−1
t e et = Yt − ft.
A prova dessas quatro etapas e´ obtida a partir da distribuic¸a˜o conjunta do vetor
(θ0, θ1, . . . , θt, Y1, . . . , Yy) dada em (2.3). Como trata-se de um MDL normal, temos
que esse vetor tem distribuic¸a˜o Gaussiana multivariada, de maneira que as distribui-
c¸o˜es marginais tambe´m sa˜o normais. Para a prova do item (iv) e´ necessa´rio aplicar a
fo´rmula de Bayes.
Como a distribuic¸a˜o filtrada foi derivada pelo filtro de Kalman, uma estimativa
pontual o´tima e´ dada pela me´dia de p(θt|Dt), no sentido de que minimiza o erro qua-
dra´tico me´dio (EQM). Conforme Harvey (1989), quando a suposic¸a˜o de normalidade
e´ rejeitada, na˜o existe garantias de que a estimativa pontual do filtro de Kalman sera´
a me´dia condicional de θt dado Dt, embora ainda pode ser considerado um estimador
ideal, uma vez que apresenta o menor EQM na classe dos estimadores lineares.
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A me´dia e a variaˆncia da distribuic¸a˜o filtrada p(θt|Dt) podem ser reformuladas
como mt = at + Atet e Ct = Rt − AtQtA′t. Note que a estimativa me´dia mt e´
uma soma da me´dia a priori, quando Yt ainda na˜o tinha sido observado, mais uma
correc¸a˜o que retrata o quanto a previsa˜o ft esta´ distante da nova observac¸a˜o. O peso
dessa correc¸a˜o e´ dado por At, que depende da variaˆncia do erros observacionais V t
atrave´s da variaˆncia da distribuic¸a˜o preditiva Qt.
Observe, tambe´m, que podemos descrevermt como uma soma ponderada na forma
mt = AtYt+ (I+AtF
′
t)at. O peso At e´ denominado de coeficiente adaptativo, e este
pode ser melhor interpretado quando o MDL e´ univariado, para mais detalhes veja
West e Harrison (1997, cap.2).
Em um modelo de n´ıvel local, a raza˜o entre as variaˆncias W e V exerce um pa-
pel importante na filtragem, uma vez que a trajeto´ria do processo, Yt, e´ fortemente
influenciada por essa relac¸a˜o que e´ denominada de raza˜o sinal-ru´ıdo. Quando a ra-
za˜o r = W/V e´ pequena, considera-se que grande parte do movimento da se´rie e´
controlado pelas observac¸o˜es, enquanto que, quando r e´ grande, acredita-se que os
movimentos da se´rie sa˜o devidos tanto as observac¸o˜es quanto a`s variac¸o˜es no n´ıvel.
O filtro de Kalman pode ser implementado computacionalmente no software R pelo
comando dlmFilter do pacote dlm, que foi desenvolvido (Petris, 2010). Essa func¸a˜o
utiliza os dados originais e um modelo ajustado, retornando os valores mt, Ct, at, Rt
e ft. As matrizes de variaˆncia sa˜o expressas em termos de decomposic¸o˜es em valores
singulares.
Na Figura 2.7 ilustramos o processo de filtragem para a se´rie temporal AirPas-
sengers do software R.
2.4.2 Suavizac¸a˜o
Em diversas aplicac¸o˜es, e´ conveniente analisar o comportamento de observac¸o˜es pas-
sadas de uma se´rie temporal, dispondo de toda a informac¸a˜o acess´ıvel, como forma
de entender melhor o comportamento do sistema retrospectivamente.
Imagine uma situac¸a˜o hipote´tica em que o Departamento Estadual de Traˆnsito
do Ceara´ dispo˜e de dados, que conta o nu´mero de acidentes de traˆnsito nas rodovias
intermunicipais do estado, durante alguns anos e deseja estudar o motivo pelo qual
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em determinados per´ıodos ao longo de um ano, a incideˆncia de acidentes e´ maior. O
estat´ıstico responsa´vel pelo estudo observou que esses picos coincidem com feriados
prolongados (como Carnaval, Pa´scoa, Natal e etc.), quando ha´ um grande desloca-
mento de ve´ıculos para o litoral e interior do estado. Uma ferramenta muito u´til
para compreender melhor o comportamento desse sistema e´ a ana´lise retrospectiva
que permite fazer infereˆncias sobre valores passados da se´rie temporal.
Nesse sentido, e´ apropriado aplicar um procedimento recursivo para estimar o
vetor de estados θt, considerando toda a informac¸a˜o contida na amostra. Indicaremos
tal informac¸a˜o pelo conjunto DT , em que t < T . O interesse reside em conhecer a
distribuic¸a˜o condicional p(θt|DT ) a partir do tempo t = T − 1, em seguida t = T − 2
e assim por diante.
Em termos gerais, a suavizac¸a˜o consiste em construir, retrospectivamente, ou re-
gressivamente, o comportamento do sistema, a fim de melhorar a compreensa˜o acerca
dos dados, viabilizando a tomada de deciso˜es futuras.
Apresentamos, a seguir, alguns resultados importantes provenientes da estrutura
de independeˆncia condicional do modelo de espac¸o de estados.
Proposic¸a˜o 2.2. Considere um modelo de espac¸o de estados dado pelas suposic¸o˜es
(A.1) e (A.2).
(i). A probabilidade de transic¸a˜o retrospectiva dos estados (θ0,θ1, . . . ,θT ) condicional
a DT e´
p(θt|θt+1, DT ) = p(θt+1|θt)p(θt|Dt)
p(θt+1|Dt) .
(ii). A distribuic¸a˜o suavizada p(θt|DT ) pode ser obtida pelo ca´lculo recursivo retros-
pectivo dado por




Prova: Para a prova do item (i ), considere as propriedades (P.5) e (P.1).









Para a prova do item (ii ), basta encontrar a distribuic¸a˜o marginal (θt|DT ) integrando















A prova de ambos os itens tambe´m pode ser encontrada em Petris et al. (2009).
Note que para realizar a ana´lise retrospectiva e´ necessa´rio antes conhecer a distri-
buic¸a˜o filtrada p(θt|Dt), visto que o ponto de partida para este procedimento sa˜o os
momentos da densidade a posteriori, isto e´, sT = mT e ST = CT .
Devido ao pressuposto de normalidade do MDL em (2.8) e a suposic¸a˜o de co-
nhecimento das matrizes de covariaˆncia V t e W t, a distribuic¸a˜o suavizada pode ser
especificada apenas pela sua me´dia e variaˆncia.
Proposic¸a˜o 2.3. Para um MDL definido em (2.8), se (θt+1|DT ) ∼ Np(st+1,St+1),
enta˜o (θt|DT ) ∼ Np(st,St), onde






St = Ct −CtG′t+1R−1t+1(Rt+1 − St+1)R−1t+1Gt+1Ct.
Os ca´lculos recursivos desse algoritmo podem ser implementados no software R atra-
ve´s do comando dlmSmooth do pacote dlm. Essa func¸a˜o pode ser executada a partir
da sa´ıda do dlmFilter ou usando as pro´prias observac¸o˜es e o modelo ajustado. O
dlmSmooth retorna uma lista com a me´dia da distribuic¸a˜o suavizada s e a variaˆncia
desta em termos de suas decomposic¸o˜es em valores singulares.
Prova: Para provar que a me´dia st, e a variaˆncia St, da distribuic¸a˜o suavizada sa˜o
tais como descritas acima, e´ necessa´rio o uso de duas propriedades importantes de
esperanc¸a condicional:
50
1. E(θkt |DT ) = E[E(θkt |θt+1, DT )|DT ];
2. V (θt|DT ) = E[V (θt|θt+1, DT )|DT ] + V [E(θt|θt+1, DT )|DT ].
A demonstrac¸a˜o de ambas as propriedades sa˜o apresentadas no Apeˆndice C. Deste
modo, temos que a esperanc¸a e a variaˆncia de θt dado DT podem ser obtidas calcu-
lando
st = E(θt|DT ) = E[E(θt|θt+1, DT )|DT ]
e
St = V (θt|DT ) = E[V (θt|θt+1, DT )|DT ] + V [E(θt|θt+1, DT )|DT ].
Baseado na propriedade (P.5), sabe-se que p(θt|θt+1, DT ) = p(θt|θt+1, Dt). De
modo que, considerando o MDL dado em (2.8), a me´dia e a variaˆncia da distribui-
c¸a˜o de (θt|θt+1, Dt) sa˜o obtidas a partir do ca´lculo da distribuic¸a˜o conjunta de θt e
θt+1 e pelas propriedades de distribuic¸a˜o condicional de varia´veis aleato´rias normais











Aplicando as propriedades da distribuic¸a˜o condicional da normal multivariada,
tem-se que
(θt|θt+1, Dt) ∼ N(bt,Bt),











mais detalhes desta propriedade veja Johnson (2007).
Portanto, segue que
E(θt|DT ) = E[E(θt|θt+1, DT )|DT ]












denotando st+1 = E(θt+1|DT ), tem-se que
st = E(θt|DT ) = mt +CtG′t+1R−1t+1(st+1 − at+1),
com at+1 = Gt+1mt. Analogamente,
St = E[V (θt|θt+1, Dt)|DT ] + V [E(θt|θt+1, Dt)|DT ]
= E[Ct −CtG′t+1R−1t+1Gt+1C
′

























= Ct −CtG′t+1R−1t+1(Rt+1 − St+1)R−1t+1Gt+1C
′
t,
em que V (θt+1|DT ) = St+1.
Na Figura 2.7 apresentamos o processo de suavizac¸a˜o para se´ries temporal Air-
Passengers.
2.4.3 Predic¸a˜o
Suponha que o departamento de recursos humanos de uma empresa deseja fazer o
planejamento dos gastos mensais com seus funciona´rios para o pro´ximo ano, baseado
nas informac¸o˜es dispon´ıveis ate´ o momento atual t.
Considere que esta empresa formulou um MDL normal para ajustar a se´rie tem-
poral custo mensal com funciona´rios. A fim de fazer infereˆncias sobre os estados
dos gastos (como tendeˆncia dos gastos, periodicidade de comportamentos e etc.) foi
realizado o procedimento de filtragem, ou seja, a` medida que um gasto mensal tornava-
se conhecido, o sistema era atualizado, incorporando toda a informac¸a˜o dessa nova
observac¸a˜o, de modo a resumir caracter´ısticas importantes de todo o processo. As-
sim, foram obtidas a distribuic¸a˜o filtrada p(θt|Dt) e a preditiva a um passo a` frente
p(yt+1|Dt).
Pore´m, como o foco principal da empresa reside em observar o desenvolvimento
futuro da se´rie para horizontes mais distantes, o pesquisador responsa´vel pelo estudo
decidiu fazer previso˜es sobre os valores futuros sequencialmente, isto e´, a` medida que
novas observac¸o˜es tornam-se dispon´ıveis. Tal decisa˜o se apresenta bastante coerente,
uma vez que, devida a natureza Markoviana do modelo de espac¸o de estados, a
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distribuic¸a˜o filtrada atua como uma primeira distribuic¸a˜o, ou informac¸a˜o, para a
evoluc¸a˜o do modelo. Tal informac¸a˜o pode ser suficientemente resumida pela sua
me´dia mt que, por sua vez, e´ um estimador o´timo para (θt|Dt).
Podemos pensar nesse procedimento como o fluxo de estimac¸a˜o sequencial dos
estados, considerando, que agora, deseja-se estimar o estado θt+k e prever a observac¸a˜o
Yt+k, para k ≥ 1, com base no conjunto de informac¸o˜es Dt. A figura (2.6) mostra o
processo de predic¸a˜o dos estados e observac¸o˜es.
θt //

θt+1 // . . . // θt+k

Dt Yt+k
Figura 2.6: Fluxo de informac¸a˜o para predic¸a˜o de Yt+k.
Observe que essas predic¸o˜es, ale´m de apresentarem os poss´ıveis cena´rios sobre o
comportamento futuro da se´rie, tambe´m podem ser um indicativo da adequabilidade
do modelo utilizado para ajustar os dados. Ou seja, tais predic¸o˜es podem ser conside-
radas boas representac¸o˜es do desenvolvimento futuro, se as previso˜es de observac¸o˜es
passadas forem bem pro´ximas dos valores reais da se´rie temporal, de modo que seu
desvio, et = Yt − ft, seja pequeno.
Nesse contexto, e´ pertinente notar que a senesceˆncia da informac¸a˜o e´ muito rele-
vante, no sentido de que, a` medida que se faz predic¸o˜es com horizontes mais e mais
distantes das informac¸o˜es contidas em Dt, mais incerteza e´ adicionada ao sistema,
provocando previso˜es menos precisas.
Predic¸o˜es k passos a frente
No MDL, as distribuic¸o˜es preditivas dos estados e das observac¸o˜es a k passos a`
frente tambe´m sa˜o Gaussianas, de maneira que estas podem ser sumarizadas pelas
suas me´dias e variaˆncias.
Proposic¸a˜o 2.4. Para um MDL definido por (2.8), seja at(0) = mt e Rt(0) = Ct.
Enta˜o, para k ≥ 1, seguem as seguintes afirmarc¸o˜es:
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(i). A distribuic¸a˜o de (θt+k|Dt) e´ Gaussiana, com
(θt+k|Dt) ∼ Np(at(k),Rt(k)),
onde
at(k) = Gt+kat(k− 1) e Rt(k) = Gt+kRt(k− 1)G′t+k +W t+k.
(ii). A distribuic¸a˜o de (Yt+k|Dt) e´ Gaussiana, com




t+kat(k) e Qt(k) = F
′
t+kRt(k)F t+k + V t+k.
Prova: Decompondo o vetor de estados θt+k, encontramos que
θt+k = Gt+kθt+k−1 + wt+k
= Gt+k(Gt+k−1θt+k−2 + wt+k−1) + wt+k
= Gt+k(Gt+k−1(Gt+k−2θt+k−3 + wt+k−2) + wt+k−1) + wt+k
...
= Gt+kGt+k−1Gt+k−2 . . .Gt+1θt +Gt+kGt+k−1Gt+k−2 . . .Gt+2wt+1
+ Gt+kGt+k−1Gt+k−2 . . .Gt+3wt+2 + · · ·+Gt+kwt+k−1 + wt+k,
denotando H t+k(r) = Gt+kGt+k−1Gt+k−2 . . .Gt+k−(r−1), ∀t e r ≤ k inteiro, com
H t+k(0) = I, tem-se que
θt+k = H t+k(k)θt +H t+k(k − 1)wt+1 +H t+k(k − 2)wt+2 + · · ·+H t+k(1)wt+k−1
+ H t+k(0)wt+k
= H t+k(k)θt +
k∑
r=1
H t+k(k − r)wt+r.
Enta˜o,
(θt+k|Dt) = (H t+k(k)θt +
k∑
r=1
H t+k(k − r)wt+r|Dt).
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Nota-se que (θt+k|Dt) e´ uma combinac¸a˜o linear de varia´veis aleato´rias normais, de
maneira que pelas propriedades de linearidade da distribuic¸a˜o normal, tem-se que
θt+k dado Dt e´ tambe´m Gaussiana, com paraˆmetros
at(k) = E(θt+k|Dt)
= E(H t+k(k)θt +
k∑
r=1
H t+k(k − r)wt+r|Dt)
= H t+k(k)E(θt|Dt) +
k∑
r=1




at(2) = Gt+2Gt+1mt = Gt+2at(1)
...
at(k − 1) = Gt+k−1 . . .Gt+1mt = Gt+k−1at(k − 2)
obtemos que me´dia da distribuic¸a˜o preditiva dos estados e´
at(k) = Gt+kat(k − 1).
Analogamente,
Rt(k) = V (θt|Dt)
= V (H t+k(k)θt +
k∑
r=1
H t+k(k − r)wt+r|Dt)
= H t+k(k)V (θt|Dt)H ′t+k(k) +
k∑
r=1


























Rt(k − 1) = Gt+k−1Rt(k − 2)G′t+k−1 +W t+k−1,
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de modo que Rt(k) = Gt+kRt(t+k−1)G′t+k +W t+k. Logo, fica provado o item (i ).
A demonstrac¸a˜o do item (ii ) segue de forma ana´loga a do item (i ). Isto e´, levando
em considerac¸a˜o a propriedade da distribuic¸a˜o Gaussiana, que afirma que combinac¸a˜o




















t+k + V (vt+k|Dt)
= F
′
t+kRt(k)F t+k + V t+k.
Principais medidas de qualidade de ajuste
Existem algumas medidas que nos permitem quantificar a qualidade do ajuste do
modelo dinaˆmico aos dados observados. Listamos abaixo as principais e mais usadas
medidas de ajuste na literatura:











|yt − ft|; (2.10)






(yt − ft)2; (2.11)
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(yt − ft)/2; (2.13)
• Erro Percentual Mediano (MedAPE - Median Average Percentage Error)
MedAPE = mediana
( |yt − ft|
yt
)
1 ≤ t ≤ h; (2.14)








j=2 |yj − yj−1|
. (2.15)
Em que h denota o horizonte da previsa˜o, yt a observac¸a˜o no tempo t e ft o valor da
previsa˜o no instante t, com t ≥ 1.
Essas medidas de ajuste apresentam algumas limitac¸o˜es, enta˜o a selec¸a˜o de uma
ou mais dessas me´tricas depende do interesse que o pesquisador quer atingir ao adotar
um determinado modelo. Para mais detalhes sobre essas me´tricas de desempenho veja
as refereˆncias Flores (1986), Armstrong e Collopy (1992), Makridakis e Hibon (2000),
Hyndman e Koehler (2006)) e Silva (2014).
Quando na˜o e´ poss´ıvel calcular a densidade preditiva um passo a frente ou a
k passos a frente torna-se invia´vel obter as medidas descritas acima. Desse modo e´
pertinente utilizar algum crite´rio de selec¸a˜o de modelos que baseia-se em outras quan-
tidades. Abaixo descrevemos a medida Deviance Information Criterion (DIC), uma
generalizac¸a˜o do crite´rio de informac¸a˜o de Akaike proposta por Spiegelhalter et al.
(2002), que utiliza no seu ca´lculo apenas a amostra e as estimativas dos paraˆmetros.
Deviance Information Criterion - DIC
Considere um modelo com um vetor de observac¸o˜es y = (y1, . . . , yn)
′
e um vetor de
paraˆmetros θ com func¸a˜o de verossimilhanc¸a dada por p(y|θ). A deviance do modelo
e´ definida por D(θ) = −2 log[p(y|θ)]. Desse modo, o DIC e´ descrito por
DIC = 2Eθ|y[D(θ)]−D[Eθ|y(θ)],
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em que Eθ|y[D(θ)] e Eθ|y(θ) sa˜o a me´dia a posteriori da deviance D(θ) e θ, respec-
tivamente.
Nos casos de ajuste de modelos via MCMC, o DIC pode ser implementado con-
siderando uma amostra θ(1), . . . ,θ(M) da distribuic¸a˜o a posteriori p(θ|y), de modo
que
DIC = 2D −D(θ),








(j)). Para mais detalhes sobre esse
crite´rio veja Reis (2008).
Exemplo ilustrativo
A me´dia e variaˆncia da distribuic¸a˜o preditiva para horizontes mais distantes po-
dem ser obtidas pelo comando dlmForecast, cujo principal argumento e´ o dlmFilter.
No caso em que o interesse limita-se a` distribuic¸a˜o preditiva um passo a` frente, as
estimativas de seus momentos sa˜o dadas na sa´ıda do comando dlmFilter.
Para ilustrar o processo de estimac¸a˜o dos estados e previsa˜o das observac¸o˜es, a
se´rie AirPassengers, do software R, foi estudada e modelada segundo um MDL de n´ıvel
local. A Figura 2.7 mostra os gra´ficos desta se´rie com as estimativas do n´ıvel filtrado,
suavizado e o gra´fico das observac¸o˜es preditas a um passo a` frente. Apresentamos,
tambe´m, no Co´digo 5.3 no Apeˆndice D.2, a programac¸a˜o para a realizac¸a˜o do estudo
da se´rie AirPassengers.
Assim como em West e Harrison (1997) e Petris et al. (2009), foram ajustados
dois modelos de n´ıvel local com razo˜es sinal-ru´ıdo distintas, r = W/V = 0.05 e
r = W/V = 0, 52, a fim de estimar o n´ıvel real do nu´mero total de passageiros em
linhas ae´reas internacionais. No processo de filtragem, observa-se que para o modelo
com r = 0, 52, os n´ıveis filtrados parecem acompanhar com mais precisa˜o a se´rie
observada. Dessa forma, com base nesse modelo, foram realizados a suavizac¸a˜o e a
predic¸a˜o a um passo a` frente.
Na estimac¸a˜o dos estados atrave´s da suavizac¸a˜o, foi poss´ıvel acompanhar compor-
tamentos padra˜o da se´rie, como tendeˆncia. A vantagem deste processo de estimac¸a˜o
em relac¸a˜o a` filtragem e´ que aquela considera toda as observac¸o˜es da se´rie tempo-
ral em estudo, enquanto esta, considera apenas as observac¸o˜es ate´ o instante que se
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deseja estimar. Isso reflete na variabilidade das estimativas, ou seja, as estimativas
suavizadas apresentam menor variaˆncia que as estimativas filtradas. Quando toda a
amostra e´ observada, a variaˆncia das estimativas por filtragem iguala-se a das estima-
tivas suavizadas. Tais variaˆncias, em termos de decomposic¸o˜es em valores singulares,
sa˜o dadas a partir da linha 31 do Co´digo 5.3.
Podemos visualizar melhor as diferenc¸as entre os dois processos de estimac¸a˜o atra-
ve´s da Figura 2.7b, que compara os n´ıveis filtrados e suavizados. A figura mostra
tambe´m os intervalos de credibilidade de 95% para ambas as estimativas.
Assim como em Petris et al. (2009), no estudo da se´rie Rio Nilo do software R,
na˜o foi adicionado um intervalo de credibilidade para os valores preditos ft. Em
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(c) Predic¸a˜o um passo a` frente considerando filtro com r = 0, 52.
Figura 2.7: (a) Estimativas filtradas com razo˜es sinal-ru´ıdo diferentes; (b) Estimativas
Suavizadas e Filtradas com intervalo de credibilidade de 95%; (c) Predic¸a˜o das observac¸o˜es




O processo inferencial em modelos dinaˆmicos lineares baseia-se no filtro de Kalman
que, por sua vez, viabiliza uma estrutura capaz de estimar paraˆmetros deconhecidos
por meio da func¸a˜o de ma´xima verossimilhanc¸a, ale´m de colaborar com a previsa˜o
de valores futuros da se´rie. No entanto, esse procedimento so´ e´ adequado quando o
MDL e´ completamente especificado, ou seja, quando as matrizes F t, Gt e as matrizes
de variaˆncia V t e W t sa˜o conhecidas. Uma forma de tornar a especificac¸a˜o de um
modelo mais simples, e´ considerar que o MDL e´ formado por uma combinac¸a˜o de
componentes independentes que podem ser modelados individualmente.
3.1 Ana´lise da se´rie temporal por componentes
A especificac¸a˜o de um modelo dinaˆmico para se´ries temporais na˜o consiste uma tarefa
simples, principalmente, quando as matrizes F t, Gt e as matrizes de variaˆncia V t e
W t sa˜o desconhecidas.
Uma importante suposic¸a˜o em modelos cla´ssicos para se´ries temporais, que tam-
be´m pode ser assumida na estrutura dos modelos dinaˆmicos, e´ a ideia de que a se´rie
pode ser descrita por uma decomposic¸a˜o (aditiva ou multiplicativa) de dois ou mais
componentes, como: tendeˆncia, sazonalidade e etc.
Na perspectiva Bayesiana, essa estrutura pode ser visualizada como uma combi-
nac¸a˜o da se´rie temporal em componentes mais simples, onde cada um reflete uma ca-
racter´ıstica distinta e e´ representado individualmente por um modelo dinaˆmico linear
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que sera´ constru´ıdo atrave´s de func¸o˜es (polinomiais, trigonome´tricas) apropriadas.
A colec¸a˜o dos diferentes componentes forma um MDL u´nico que representara´
o modelo geral a ser ajustado a` se´rie temporal, tal construc¸a˜o e´ denominada de
superposic¸a˜o (do ingleˆs superposition) por West e Harrison (1997).
Dessa forma, considere a decomposic¸a˜o aditiva para uma se´rie temporal univariada
Yt, que pode ser escrita como uma soma de componentes independentes
Yt = Y1,t + Y2,t + · · ·+ Yh,t, (3.1)
onde Yi,t pode representar um componente de tendeˆncia, regressa˜o e assim por diante




i,tθi,t + vi,t, vi,t ∼ N(0,V i,t),
θi,t = Gi,tθi,t−1 + wi,t, wi,t ∼ N(0,W i,t),
onde o vetor de estados θi,t tem dimensa˜o pi e sa˜o distintos. As se´ries (Yi,t,θi,t) e






e´ descrita pelo DLM,
Yt = F
′
tθt + vt, vt ∼ N(0,V t),
















as matrizes Gt e W t sa˜o bloco diagonais




i=1 Vi,t. Todas as matrizes do MDL sa˜o definidas conhecidas.
Nesse cena´rio, a func¸a˜o de predic¸a˜o para a se´rie Yt gerada pela superposic¸a˜o de h





Portanto, temos que a combinac¸a˜o linear das se´ries geradas pelos MDLs dos com-
ponentes independentes segue um MDL. Esse resultado e´ denomidado de Princ´ıpio da
Superposic¸a˜o (West e Harrison, 1997) e considera ainda as propriedades de aditividade
associados com os modelos normais lineares. Desse modo e´ necessa´rio a suposic¸a˜o de
que os vetores v1,t, . . . , vh,t e w1,t, . . . , wh,t teˆm distribuic¸a˜o conjunta normal e que sa˜o
mutuamente e internamente independentes.
No R, um comando muito u´til para visualizar os elementos que compo˜em a se´rie
temporal e´ o stl do pacote stats. Esta func¸a˜o decompo˜e a se´rie em componentes
sazonais, tendeˆncia e erros atrave´s de outra func¸a˜o, denominada loess.
Para criar um MDl por superposic¸a˜o no R, o pacote dlm disponibiliza a famı´lia
de func¸o˜es dlmMod∗. Atrave´s desta classe de objetos e´ poss´ıvel criar um modelo que
incorpore, por exemplo, tendeˆncia e efeitos sazonais. Nas pro´ximas sesso˜es, falaremos
com mais detalhes sobre essa famı´lia de func¸o˜es.
3.1.1 Modelos Polinomiais
Uma componente muito presente em se´ries temporais e´ a tendeˆncia que comumente
e´ definida como o desenvolvimento suave do n´ıvel me´dio da se´rie ao longo do tempo.
Harvey (1989) discute essa ideia de tendeˆncia e afirma que na˜o ha´ uma raza˜o
fundamental para considerar essa definic¸a˜o, uma vez que uma descric¸a˜o relacionada
a` previsa˜o apresenta-se mais consistente.
Ainda segundo Harvey (1989), em termos de previsa˜o, a tendeˆncia estimada e´
parte de uma se´rie temporal que torna mais evidente os movimentos futuros desta.
De modo que, e´ conveniente ajustar um modelo estat´ıstico que fornec¸a boas previso˜es.
Nesse sentindo, podemos pensar na tendeˆncia estimada como o comportamento de
Yt+k, dado a informac¸a˜o dispon´ıvel ate´ o tempo t. Assim, uma boa alternativa para a
modelagem da componente tendeˆncia sa˜o os MDLs polinomiais que sa˜o considerados
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uma sub-classe dos modelos dinaˆmicos lineares.
Desse modo, o MDL polinomial de ordem p e´ definido como um MDL com matrizes
F t = F e Gt = G constantes, e a func¸a˜o de predic¸a˜o ou tendeˆncia esperada fica na
forma
ft(k) = E(Yt+k|Dt) = at,0 + at,1k + · · ·+ at,p−1kp−1, k ≥ 0, (3.4)
onde os coeficientes at,0, . . . , at,n−1 sa˜o func¸o˜es lineares da me´dia a posteriori mt =
E(θt|Dt) e sa˜o independentes de k.
A tendeˆncia na˜o necessariamente apresenta uma desenvolvimento ascendente ou
descendente, de maneira que uma determinada se´rie sempre contera´ uma tendeˆncia a
na˜o ser que as previso˜es a longo prazo sejam iguais a zero.
A func¸a˜o de predic¸a˜o dada em (3.4) da´ ind´ıcios dos movimentos a longo prazo da
se´rie. No entanto, quando o interesse reside em previso˜es de curto e me´dio prazo,
polinoˆmios de ordem baixa apresentam boas aproximac¸o˜es. Portanto, neste trabalho,
discutiremos sobre MDLs polinomiais de primeira e segunda ordem que, por sua vez,
tambe´m sa˜o referidos como modelo de n´ıvel local e modelo de crescimento linear,
respectivamente. MDLs polinomiais de ordem maior que 3 (corresponde a` func¸o˜es de
crescimento quadra´tico) sa˜o raramente encontrados em aplicac¸o˜es estat´ıstica.
Modelo de Nı´vel Local
O modelo polinomial de primeira ordem e´ definido pelas seguintes equac¸o˜es:
Equac¸a˜o das observac¸o˜es:
Yt = µt + vt, vt ∼ N(0, Vt) (3.5a)
Equac¸a˜o do sistema:
µt = µt−1 + ωt, ωt ∼ N(0,Wt) (3.5b)
Informac¸a˜o Inicial:
(µ0|D0) ∼ N(m0, C0).
As observac¸o˜es sa˜o representadas pela equac¸a˜o (3.5a), onde µt e´ o n´ıvel da se´rie
no tempo t e vt e´ o erro observacional. O tempo de evoluc¸a˜o do n´ıvel e´ modelado
segundo o passeio aleato´rio em (3.5b), com ωt sendo os erros de evoluc¸a˜o.
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As sequeˆncias de erros de observac¸a˜o e evoluc¸a˜o sa˜o mutuamente e serialmente
na˜o correlacionados. E´ assumido que tais erros sa˜o normalmente distribu´ıdos com
me´dia zero e variaˆncia Vt e Wt que, admitimos conhecidas.
A informac¸a˜o inicial corresponde a representac¸a˜o probabil´ıstica da crenc¸a acerca
do n´ıvel µ0 no tempo t = 0. A me´dia m0 e´ a estimativa pontual deste n´ıvel, e a
variaˆncia C0 e´ uma medida de incerteza associada a` esta informac¸a˜o.
O comportamento do processo Yt e´ altamente influenciado pela raza˜o sinal-ru´ıdo
r = Wt/Vt que, desempenha um papel relevante na determinac¸a˜o de quanto o movi-
mento da se´rie e´ influenciado pelas observac¸o˜es e pelas variac¸o˜es de n´ıvel.
O n´ıvel µt e´ usualmente considerado localmente constante, isto e´, em alguns pe-
r´ıodos para tra´s ou para frente de um determinado tempo t, temos que a me´dia da
se´rie temporal, nesse intervalo, e´ esta´vel. Nessas condic¸o˜es, temos um modelo que
na˜o preveˆ mudanc¸as signiticativas com muita precisa˜o, sendo mais u´til para previso˜es
a curto prazo. Quando Wt = 0, o n´ıvel e´ constante para todo tempo t.
















































































































































































































(b) r = 0, 5
Figura 3.1: Trajeto´rias simuladas de acordo com um passeio aleato´rio para dois dife-
rentes valores da raza˜o sinal-ru´ıdo.
Deste modo, pode-se pensar em µt como uma aproximac¸a˜o em se´ries de Taylor de
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1a ordem para uma func¸a˜o suave no tempo µ(t), de maneira que
µ(t+ δt) = µt + termos de ordem maior,
com os termos de ordem maior sendo descrito como um ru´ıdo de me´dia zero.
Em consequeˆncia a esta estrutura, a func¸a˜o preditiva e´ contante e igual a me´dia
a posteriori, isto e´
ft(k) = E(Yt+k|Dt) = E(µt|Dt) = mt, (3.6)
para todo k > 0.
O modelo de n´ıvel local e´ geralmente apropriado para se´ries temporais que na˜o
apresentam com nitidez o elemento tendeˆncia ou variac¸o˜es sazonais. De maneira que,
esse modelo e´ conveniente, somente, para aplicac¸o˜es a curto prazo e, sobretudo, em
casos em que a variaˆncia observacional, dada por Vt, e´ maior que a variac¸a˜o do n´ıvel,
medida por Wt.
O processo inferencial do modelo polinomial de primeira ordem segue similarmente
ao do Filtro de Kalman apresentado no Cap´ıtulo 2. As distribuic¸o˜es de probabilidade
necessa´rias para estimac¸a˜o, previsa˜o e aprendizagem do sistema e´ dada na proposic¸a˜o
a seguir.
Proposic¸a˜o 3.1. Considere um MDL especificado por (3.5), segue que
(i). A distribuic¸a˜o a posteriori de µt−1 e´ Gaussiana com paraˆmetros:
(µt−1|Dt−1) ∼ N(mt−1, Ct−1),
para alguma me´dia mt−1 e variaˆncia Ct−1.
(ii). A distribuic¸a˜o a priori de µt dado Dt−1 e´ Gaussiana com paraˆmetros:
(µt|Dt−1) ∼ N(mt−1, Rt),
onde Rt = Ct−1 +Wt.
(iii). Distribuic¸a˜o preditiva de Yt dado Dt−1 e´ Gaussiana com paraˆmetros:
(Yt|Dt−1) ∼ N(ft, Qt),
onde ft = mt−1 e Qt = Rt + Vt.
66
(iv). Distribuic¸a˜o filtrada, ou a posteriori, de µt dado Dt e´ Gaussiana com paraˆme-
tros:
(µt|Dt) ∼ N(mt, Ct),
com
mt = mt−1 + Atet e Ct = AtVt,
em que
At = Rt/Qt e et = Yt − ft.
Observe que a me´dia a posteriori e´ uma soma da me´dia a priori e um erro de
previsa˜o que e´ ponderado pela proporc¸a˜o At. Como citado no Cap´ıtulo 2, uma forma
alternativa de expressar a me´dia mt e´
mt = AtYt + (1− At)mt−1,
que apresenta mt como uma me´dia ponderada do n´ıvel mt−1 e a da observac¸a˜o Yt.
O peso At, denominado coeficiente adaptativo, e´ uma proporc¸a˜o que mede a variabi-
lidade relativa continda na priori com respeito a variabilidade preditiva Qt. Assim,
quando At e´ aproximadamente zero, temos que Rt < Vt, indicando que a distribuic¸a˜o
a priori e´ mais concentrada que a verossimilhanc¸a, de modo que a me´dia a posteriori
e´ completamente influenciada pela me´dia a priori. Quando At esta´ pro´ximo de um,
a priori e´ considerada pouco informativa em relac¸a˜o a verossimilhanc¸a.
Para um estudo mais detalhado sobre este modelo veja Cap´ıtulo 2 de West e
Harrison (1997).
Modelo de Crescimento Linear
Um modelo mais geral que o de n´ıvel local, amplamente utilizado para modelar
tendeˆncias lineares e´ o modelo de crescimento linear ou de tendeˆncia linear local.
Esse modelo inclui na equac¸a˜o do sistema, dada em (3.5b), um termo de inclinac¸a˜o
que varia com o tempo e e´ modelado por uma passeio aleato´rio. Assim, temos que o
modelo assume a seguinte forma:
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Equac¸a˜o das observac¸o˜es:
Yt = µt + vt, vt ∼ N(0, Vt) (3.7a)
Equac¸a˜o do sistema:
µt = µt−1 + βt−1 + ωt,1, ωt,1 ∼ N(0, σ2µ) (3.7b)
βt = βt−1 + ωt,2, ωt,2 ∼ N(0, σ2β)
onde os erros vt, ωt,1 e ωt,2 sa˜o mutuamente na˜o correlacionados. Esse e´ um MDL
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Nestas condic¸o˜es, temos que µt ainda e´ compreendido como o n´ıvel local, enquanto
βt e´ interpretado como um crescimento local, ou incremento, no n´ıvel da se´rie.
Se σ2µ e σ
2
β sa˜o iguais a zero, a tendeˆncia e´ determin´ıstica. Quando somente σ
2
β
e´ zero, a inclinac¸a˜o βt e´ fixa, de modo que o modelo em (3.7) reduz-se a um passeio
aleato´rio. Se σ2µ = 0, a tendeˆncia e´ uma linha reta com inclinac¸a˜o β0 e intercepto µ0
e se em nessas condic¸o˜es σ2β > 0, a tendeˆncia e´ uma curva suave.
Note que a matriz de delineamento F t e a matriz de transic¸a˜o dos estados Gt
sa˜o constantes para todo t ∈ {0, 1, . . . }. Portanto, denotando mt−1 = [µˆt−1, βˆt−1]′ e
dispondo da Proposic¸a˜o 2.4, temos que as estimativas do vetor de estados θt+k e da
observac¸a˜o Yt+k dado o conjunto de informac¸o˜es dispon´ıveis Dt, sa˜o, respectivamente























] µˆt + βˆtk
βˆt

= µˆt + βˆtk.
68
Logo, a func¸a˜o predic¸a˜o ft(k) e´ uma func¸a˜o linear de k, onde µˆt e βˆt sa˜o as esti-
mativas pontuais de µt e βt. Consequentemente, tem-se que o modelo de crescimento
linear e´ um MDL polinomial de ordem p = 2.
A func¸a˜o dlmModPoly com o argumento order = 2 pode ser utilizado para criar
um MDL com tendeˆncia linear local no R.
3.1.2 Modelos Sazonais
Comumente algumas se´ries temporais apresentam comportamentos c´ıclicos e perio´-
dicos que evidenciam a presenc¸a de uma componente sazonal. Esse e´ o caso, por
exemplo, do aumento do nu´mero de vendas de passagens ae´reas em determinados
per´ıodos do ano que, por sua vez, influencia diretamente no aumento do valor dessas
passagens. Esse comportamento, frequentemente ocorre em per´ıodos de alta estac¸a˜o,
como fe´rias e feriados nacionais, onde o fluxo de pessoas a` procura de um destino
para viajar e´ maior do que nas demais e´pocas do ano. Outro exemplo de se´rie tem-
poral com essas variac¸o˜es, e´ o nu´mero de casos de dengue no Brasil. Esta doenc¸a e´
transmitida por um mosquito, Aedes aegypti, e segundo o Ministe´rio da Sau´de, esta
e´ uma das epidemias que teˆm maior impacto na sau´de pu´blica do pa´ıs. A dengue e´
considerada uma doenc¸a com caracter´ıstica sazonal, de modo que, a maior incideˆncia
desta ocorre em um mesmo per´ıodo, todos os anos. No Brasil, este per´ıodo coincide
com o vera˜o (entre janeiro e maio), devido a maior ocorreˆncia de chuva e ao aumento
da temperatura.
Neste cena´rio, para se´ries temporais com tais caracter´ısticas, o interesse consiste
em descrever os padro˜es sazonais da se´rie atrave´s de quantidades que podem ser
estimadas e sa˜o utilizadas para avaliar as mudanc¸as ao longo do tempo e para previso˜es
a curto prazo. Desta maneira, faz-se necessa´rio ajustar modelos adequados para se´ries
temporais com efeitos sazonais.
Na perspectiva dos MDLs, existem duas importantes classes de modelos. A pri-
meira abordagem e´ denominada de modelos sazonais de forma livre e utiliza fatores
sazonais para descrever os padro˜es c´ıclicos e perio´dicos da se´rie. A segunda abor-
dagem para descrever a sazonalizade e´ especificada pela representac¸a˜o em Se´ries de
Fourier. Ambas as formas sera˜o discutidas nesta dissertac¸a˜o.
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MDLs com Efeitos Sazonais em Forma Livre
Uma forma simples de caracterizar se´ries temporais com sazonalidade pode ser rea-
lizada atrave´s de fatores sazonais ou indicadores para cada per´ıodo do ciclo. A ideia
consiste em definir um componente sazonal descrevendo efeitos ou desvios sazonais
em torno de um n´ıvel dessazonalizado ou tendeˆncia.
Considere uma se´rie temporal puramente sazonal, com observac¸o˜es trimestrais,
isto e´, per´ıodo s = 4. A se´rie pode ser descrita por desvios sazonais da me´dia repre-
sentados pelos coeficientes αi que, sa˜o distintos para cada trimestre, com i = 1, . . . , 4.
Suponha que Yt e´ uma observac¸a˜o referente ao primeiro trimestre, Yt+1 ao segundo
trimestre e assim por diante. Desse modo, temos que as observac¸o˜es sa˜o expressas da
seguinte forma
Yt = α1 + vt
Yt+1 = α2 + vt+1
Yt+2 = α3 + vt+2
Yt+3 = α4 + vt+3.
Cada observac¸a˜o carrega a informac¸a˜o do seu respectivo trimestre mais uma parte
aleato´ria devida aos erros v
′
ts. A partir da observac¸a˜o Yt+4 o ciclo comec¸a a repetir o
mesmo comportamento, sendo os distu´rbios v
′
ts, a parte aleato´ria que contribui para
que a informac¸a˜o contida em Yt na˜o seja exatamente igual a contida em Yt+4. O



















Yt−1 Yt Yt+1 Yt+2 Yt+3 Yt+4 Yt+5 Yt+6 Yt+7
Figura 3.2: Estrututura dos efeitos sazonais e observac¸o˜es.
Nestas condic¸o˜es, o MDL puramente sazonal e´ definido pelo o conjunto de equac¸o˜es
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Devido a evoluc¸a˜o estoca´stica dos modelos dinaˆmicos, a` medida que o tempo varia









A matriz de transic¸a˜o dos estados, agora, denominada de matriz de permutac¸a˜o Gt
e´ constante em relac¸a˜o ao tempo e e´ dada por
Gt = G =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 .




θt + vt = α1 + vt
θt = Gθt−1 +wt = [α1, α2, α3, α4]
′
+wt.
De modo mais geral, se´ries temporais com comportamento sazonal podem ser
modeladas atrave´s de MDLs especificados pelos seguintes componentes: o vetor de
estados θt s-dimensional composto pelos desvios sazonais, a matriz de delineamen-
tento F = [1, 0, . . . , 0]
′
s-dimensional e uma matriz de permutac¸a˜o G com dimensa˜o
(s× s).
E´ importante ressaltar que a matriz de permutac¸a˜o G e´ c´ıclica, uma vez que, tem
como finalidade realizar a rotac¸a˜o entre os efeitos sazonais do vetor de estados. Desse
modo, para qualquer n ≥ 0, Gns = Is e Gk+np = Gk para k = 1, . . . , s.
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Frequentemente, os efeitos α
′
is variam com o tempo, de modo que a matriz de
variaˆncia W t e´ diferente de zero e deve ser cuidadosamente especificada. Quando
esta matriz e´ composta somente por zeros, o erro wt e´ degenerado em um vetor de
zeros e o modelo e´ denominado de esta´tico.
Tais efeitos sazonais esta˜o condicionados a uma restric¸a˜o de identicabilidade que
possibilita a estimac¸a˜o dos paraˆmetros ou desvios sazonais e permite visualizar sepa-
radamente as componentes tendeˆncia e sazonalidade. Nesse caso, e´ comum que tais
efeitos estejam sujeitos a restrica˜o de soma zero, ou seja,
∑s
j=1 αj = 0.
Essa restric¸a˜o linear conduz a uma representac¸a˜o mais parcimoniosa, de modo
que existira˜o s − 1 fatores sazonais livres no modelo, assim o vetor de estados tera´
dimensa˜o s− 1.
Para esclarecer a relevaˆncia dessa condic¸a˜o de identificabilidade, considere ainda
o cena´rio do exemplo anterior, onde agora o vetor de estados no tempo t−1 e t e´ dado
por θt−1 = [α4, α1, α2]
′
e θt = [α1, α2, α3]
′
, com F = [1, 0, 0]
′
. Assumindo a restric¸a˜o∑4







com α3 = −(α1 +α2 +α4) sendo uma combinac¸a˜o linear dos demais desvios sazonais.
Genericamente, para um modelo sazonal de per´ıodo s, pode-se considerar um vetor
de estados (s− 1)-dimensional, com F = [1, 0, . . . , 0]′ tambe´m (s− 1)-dimensional e
matriz de permutac¸a˜o G com dimensa˜o (s− 1)× (s− 1)
G =

0 1 0 . . . 0






0 0 0 . . . 1
−1 −1 −1 . . . −1

.






com mt = [αˆ1, αˆ2, . . . , αˆs]
′
. No R, o MDL com efeitos sazonais pode ser especificado
atrave´s do comando dlmModSeas no pacote dlm.
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Modelos Sazonais com representac¸a˜o em Se´ries de Fourier
Uma alternativa para captar padro˜es c´ıclicos de uma se´rie temporal e´ atrave´s de
combinac¸o˜es lineares de harmoˆnicos, ou seja, por meio de func¸o˜es perio´dicas. Essa
forma de modelar a sazonalidade e´ denominada de representac¸a˜o em se´ries de Fourier
e utiliza func¸o˜es trignome´tricas simples como seno e cosseno.
A modelagem dos efeitos sazonais em forma de componentes harmoˆnicos propor-
ciona uma economia no nu´mero de paraˆmetros e torna a interpretac¸a˜o destes mais
simples. Esses benef´ıcios aumentam a capacidade de aprendizagem acerca do sistema
e a qualidade das previso˜es.
Desse modo, considere g(t) uma func¸a˜o c´ıclica, tal que, para algum inteiro s >
1 e para todo t com n ≥ 0, g(t + ns) = g(t). Essa func¸a˜o g(t) representa uma
combinac¸a˜o linear de harmoˆnicos e esta´ associada ao vetor s-dimensional de fatores
sazonais α = (α1, α2, . . . , αs), de modo que, qualquer func¸a˜o perio´dica de tempo
discreto com per´ıodo s, assume, para um ciclo completo, que g(t) = αt.
Assim, cada componente harmoˆnica de g(t) pode ser dada por







onde Sj(t) representa uma cosseno´ide com per´ıodo s, amplitude Aj e fase inicial γj.
Fazendo ωj = 2pij/s, tem-se
Sj(t) = Aj cos (ωjt+ γj) (3.9)
onde ωj representa a frequeˆncia.
Como a func¸a˜o cosseno varia de −1 a 1, o valor de Sj(t) varia de −Aj a Aj. A
amplitude Aj especifica o valor ma´ximo que Sj(t) assume e a fase determina a posic¸a˜o
do ma´ximo.
Desenvolvendo (3.9), segue que
Sj(t) = Aj cos γj cos(ωjt)− Aj sen γj sen (ωjt). (3.10)
Definindo
aj = Aj cos γj (3.11)
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ebj = −Aj sen γj, (3.12)
obte´m-se a seguinte representac¸a˜o do j-e´simo componente harmoˆnico
Sj(t) = aj cos(ωjt) + bj sen (ωjt). (3.13)
Quando o per´ıodo s e´ conhecido, a frequeˆncia ωj e´ conhecida, de modo que na expres-
sa˜o (3.9) os paraˆmetros desconhecidos sa˜o Aj e γj. Enquanto que na equac¸a˜o (3.13),
os paraˆmetros a serem estimados sa˜o aj e bj.
Note que, para um j fixo e t variando de {1, 2, . . . , s}, a soma ∑st=1 Sj(t) = 0.
Essa condic¸a˜o e´ similar a restric¸a˜o de identificabilidade imposta ao modelo sazonal
de forma livre. A diferenc¸a e´ que esta e´ uma consequeˆncia proveniente de identidades
trigonome´tricas ba´sicas, isto e´, em raza˜o da ortogonalidade das func¸o˜es seno e cosseno.
Os paraˆmetros Aj e γj podem ser obtidos a partir de aj e bj, considerando as
seguintes relac¸o˜es:










• Dividindo membro a membro de (3.12) por (3.11), tem-se
tg γj = − bj
aj






Portanto, com o uso de algumas identidades trigonome´tricas padro˜es, o modelo
geral para os efeitos sazonais com representac¸a˜o em se´ries de Fourier e´ dado por







[aj cos(ωjt) + bj sen (ωjt)], (3.17)
onde h e´ o maior inteiro na˜o superior a s/2. Se o per´ıodo s de variac¸o˜es c´ıclicas
corresponde a nu´mero par, h = s/2. Se s e´ ı´mpar, h = (s− 1)/2. As quantidades aj
e bj sa˜o denominadas de coeficientes de Fourier.
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Comumente, a me´dia da se´rie temporal e´ modelada separadamente da compo-




No contexto dos MDLs, a evoluc¸a˜o da componente harmoˆnica em um tempo t
para t+ 1 depende do conhecimento de Sj(t) e das quantidades aj e bj. No entanto,
geralmentes esses coeficientes na˜o sa˜o conhecidos, de modo que apenas a informac¸a˜o
de Sj(t) na˜o e´ suficiente para determinar o valor de Sj(t + 1). Todavia, se ale´m de
Sj(t) conhecermos o seu harmoˆnico conjugado
S∗j (t) = −aj sen (ωjt) + bj cos(ωjt),
e´ poss´ıvel obter o Sj(t + 1) e tambe´m S
∗
j (t + 1). Dessa forma, esses harmoˆnicos
conjugados podem ser visualizados como um paraˆmetro auxiliar que facilita o processo
de evoluc¸a˜o dos estados. Como resultado, temos que a componente harmoˆnica e seu
conjugado no tempo t+ 1 e´ dada por
Sj(t+ 1) = aj cos((t+ 1)ωj) + bj sen ((t+ 1)ωj)
= Sj(t) cosωj + S
∗
j (t) senωj (3.18)
e
S∗j (t+ 1) = −aj sen ((t+ 1)ωj) + bj cos((t+ 1)ωj)
= −Sj(t) senωj + S∗j (t) cosωj. (3.19)
Consequentemente, as equac¸o˜es (3.18) e (3.19) podem ser descritas atrave´s da








Observe que essa estrutura caracteriza a equac¸a˜o de evoluc¸a˜o de um MDL, com vetor









Por conseguinte, a matriz de delineamento F = (1, 0)
′
, de forma que yt = Sj(t).
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Ao utilizar o modelo sazonal na forma de Fourier com per´ıodo s par, o u´ltimo
harmoˆnico Ss/2(t) = cos(pit) assume apenas os valores −1 e 1. Como o componente
Ss/2(t + 1) = −Ss/2(t), tem-se que o harmoˆnico Ss/2 simplesmente muda de sinal a`
medida que o tempo evolui. Nesse sentido, para j = s/2, a inclusa˜o do harmoˆnico
conjugado no vetor de estados torna-se desnecessa´ria, visto que o termo Ss/2(t) com-
bina toda a informac¸a˜o relevante para descrever a evoluc¸a˜o dos paraˆmetros. Nessas
condic¸o˜es, a estrutura do MDL e´ definida pelo vetor de estados θt = Ss/2(t), pela
matriz de transfereˆncia Hs/2 = [−1] e pela matriz das observac¸o˜es F = [1].
Genericamente, o modelo dinaˆmico sazonal considerando a forma de Fourier, e´
composto por um vetor de estados (s− 1)-dimensional, uma matriz de delineamento
com dimensa˜o (s−1) e uma matriz de evoluc¸a˜o com dimensa˜o (s−1)×(s−1), tal que:



















, G = bloco-diag(H1, . . . ,Hs/2).

















, G = bloco-diag(H1, . . . ,H(s−1)/2).
E´ interessante observar que a modelagem de padro˜es sazonais na forma de Fou-
rier e´ um MDL formado por superposic¸a˜o, onde cada componente da combinac¸a˜o e´
representado por um harmoˆnico. Tal caracter´ıstica torna essa abordagem bastante
flex´ıvel, no sentindo de proporcionar algumas vantagens. Uma muito importante, diz
respeito a` uma representac¸a˜o mais econoˆmica, isto e´, quando pertinente, o analista
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pode construir um modelo mais simples, considerando apenas os harmoˆnicos que sa˜o
significativos e eliminando os demais. Isso resulta em um modelo mais parcimonioso
e, consequentemente produz melhores previso˜es.
Outro efeito proveniente dessa estrutura do MDL por superposic¸a˜o e´ que a func¸a˜o
de predic¸a˜o a k passos a` frente e´ igual a soma das func¸o˜es de predic¸o˜es de cada
componente harmoˆnico e depende apenas dos elementos do vetor mt e do horizonte
k.
Ate´ o momento, consideramos um modelo dinaˆmico puramente sazonal, sem efeitos
estoca´sticos devidos aos erros aleato´rios wt. No entanto, e´ poss´ıvel considerar uma
evoluc¸a˜o estoca´stica no modelo ao admitir que a variaˆncia do sistema assume valores
diferentes de zero. Nesse caso, e´ conveniente que a variaˆncia de evoluc¸a˜o W assuma
a forma de uma matriz bloco diagonal, condizente com a estrutura da matriz de
tranfereˆncia dos estados G. Como resultado, a componente sazonal na˜o sera´ mais
perio´dica.
O MDL sazonal na forma de Fourier pode ser implementado no software R utili-
zando a func¸a˜o dlmModTrig, onde o per´ıodo e´ especificado pelo argumento s.
Para ilustrar o uso dessa metodologia, consideramos a se´rie temporal com dados
mensais AirPassengers, ja´ estudada anteriormente nessa dissertac¸a˜o. O MDL a ser
ajustado inclui um modelo sazonal completo na forma de Fourier com per´ıodo s = 12
adicionado por um modelo de tendeˆncia linear local. Assim, tem-se que o MDL e´
dado por
Yt = µt + αt + vt, vt ∼ N(0, Vt),
µt = µt−1 + βt−1 + ωt,1, ωt,1 ∼ N(0, σ2µ),





Note que esse modelo e´ uma composic¸a˜o de elementos sazonais e de tendeˆncia, de
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 e G2,t = bloco-diag(H1,H2, . . . ,H6), com G1,t correspon-
dendo a` matriz de transic¸a˜o do modelo de crescimento linear e G2,t representando a
matriz de evoluc¸a˜o associada ao modelo sazonal na forma de Fourier. A variaˆncia Vt
e os elementos da matriz de variaˆncia W t foram estimados por ma´xima verossimi-
lhanc¸a, usando a func¸a˜o dlmMLE.
Exemplo de aplicac¸a˜o
A Figura 3.3 apresenta o gra´fico do ajuste desse modelo a` se´rie temporal Air-
Passengers e tambe´m o gra´fico com a previsa˜o dos totais mensais de passageiros em
companhias a´ereas para 36 meses a` frente. E´ poss´ıvel notar atrave´s dessa figura, que o
MDL ajustado apresenta-se adequado para modelar tais dados, visto que proporciona
estimativas de filtragem e suavizac¸a˜o bem pro´ximas dos valores reais da se´rie. Outro
ponto importante a se considerar, e´ que as previso˜es realizadas, parece incoporar bem
o comportamento sazonal e de crescimento da se´rie.
Um modelo mais parcimonioso poderia ser utilizado considerando apenas os dois
primeiros harmoˆnicos, no entanto a economia em relac¸a˜o ao modelo completo na˜o e´
ta˜o expressiva, apresentando pouco ganhos no desempenho da func¸a˜o de predic¸a˜o.
O Co´digo 5.4 no Apeˆndice D.3 mostra os comandos utilizados para o estudo de tal
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Previsão
(b) Previsa˜o para 36 meses a` frente.
Figura 3.3: (a) Estimativas Filtradas e Suavizadas; (b) Previsa˜o k = 36 passos a` frente.
3.1.3 Modelos de Regressa˜o
Foi visto, ate´ o momento, que uma se´rie temporal e´ uma superposic¸a˜o de alguns
elementos, como n´ıvel, tendeˆncia e sazonalidade, que nos levam a compreender melhor
o seu desenvolvimento.
No entanto, em algumas situac¸o˜es, a combinac¸a˜o desses elementos na˜o e´ suficiente
para o entendimento acerca do sistema, visto que, existem outros fatores que influ-
enciam no comportamento da se´rie temporal. Uma forma de solucionar esse impasse
e´ incorporar ao MDL uma componente de regressa˜o que capte o efeito que algumas
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varia´veis explicativas provocam na se´rie ao longo do tempo.
Devivo a flexibilidade dos MDLs, a inclusa˜o de varia´veis independentes no modelo
acontece de modo simples e pode ser pensada de forma similar a um modelo de regres-
sa˜o linear padra˜o. Nesse sentindo, podemos definir o modelo de regressa˜o dinaˆmica




tθt + vt, vt ∼ N(0, Vt) (3.20a)
Equac¸a˜o do sistema:
θt = θt−1 +wt, ωt ∼ N(0,W t) (3.20b)
De acordo com a estrutura desse modelo, temos que Yt e´ a se´rie temporal obser-
vada que esta´ sendo explicada por uma colec¸a˜o de p varia´veis independentes Xt =
{Xt1, . . . , Xtp} que sa˜o assumidas conhecidas para cada tempo t (t = 1, . . . ). O vetor
de regressa˜o F t e´ dado por F t = [Xt1, . . . , Xtp]
′
, onde Xt1 = 1 e esta´ associado a`
inclusa˜o de um termo constante no modelo. A matriz de evoluc¸a˜o Gt assume uma
matriz identidade de ordem (p× p) e a matriz de variaˆncia W t uma matriz diagonal.
Cada paraˆmetro de θt e´ modelado independentemente por um passeio aleato´rio.
A suposic¸a˜o de que os erros vt e wt sa˜o mutuamente e serialmente na˜o correlacio-
nados e´ uma consequeˆncia da relac¸a˜o dinaˆmica entre Yt e Xt. A varia´vel explanato´ria
Xt e´ na˜o estoca´stica.
Denotando o vetor de paraˆmetros θt como θt = [θt1, . . . , θtp]
′
, a equac¸a˜o de obser-
vac¸a˜o pode ser escrita como
Yt = µt + vt




i=1 θtiXti sendo a resposta me´dia. Desse modo, o MDL de
regressa˜o pode ser visualizado como uma superposic¸a˜o de p regresso˜es lineares sem
intercepto.
Quando W t = 0, o vetor de paraˆmetros θt = θ e´ constante ao longo do tempo, de
forma que o modelo acima reduz-se a um modelo de regressa˜o linear padra˜o esta´tico.
Ou seja, o MDL de regressa˜o e´ uma generalizac¸a˜o de um modelo de regressa˜o linear
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tradicional. Assim, os erros wt sa˜o os responsa´veis pela estrutura dinaˆmica do vetor
de estados.
A fim de ilustrar a utilizac¸a˜o do MDL de regressa˜o, em termos computacionais,
foi simulada uma se´rie temporal Yt com n = 48 observac¸o˜es, na forma
Yt = θt1 + θt2Xt2 + θt3Xt3 + vt.
O Co´digo 5.5 no Apeˆndice D.3 compara os ajustes do modelo de regressa˜o padra˜o
com um MDL de regressa˜o. No modelo tradicional, os paraˆmetros foram estimados
via mı´nimos quadrados atrave´s da func¸a˜o lm do pacote stats.
A func¸a˜o dlmModReg foi utilizada para criar um modelo dinaˆmico cuja variaˆncia
das observac¸o˜es foi assumida V = 0, 978. Introduzimos neste modelo uma informac¸a˜o
a priori acerca dos paraˆmetros, considentando que θ0 ∼ N(m0,C0). Para estimar os
coeficientes de regressa˜o utilizamos a func¸a˜o dlmFilter. Tais coeficientes podem ser
vistos como estimativas de Bayes admitindo uma func¸a˜o de perda quadra´tica.
Ambos os ajustes produzem resultados equivalentes no que diz respeito as esti-
mativas dos coeficientes. Contrastes entre estes modelos sa˜o percept´ıveis somente
quando observamos as matrizes de variaˆncia e covariaˆncia. As estimativas da matriz
de variaˆncia do MDL de regressa˜o apresentou-se inferior em relac¸a˜o as estimativas
obtidas com o modelo cla´ssico. Grande parte dessa diferenc¸a prove´m da adic¸a˜o da
informac¸a˜o a priori dada ao modelo dinaˆmico. A Figura 3.4 mostra o ajuste dos




















































Figura 3.4: Ajustes do MDL de regressa˜o e Modelo Padra˜o
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3.2 Modelo com paraˆmetros desconhecidos
Toda a metodologia apresentada ate´ o momento assume que as matrizes F t,Gt,V t
e W t sa˜o conhecidas. Essa conjectura e´ admitida para facilitar a compreensa˜o sob o
comportamento e propriedades do modelo. Em muitos cena´rios pra´ticos, as matrizes
F t e Gt sa˜o conhecidas e podem ser especificadas com o aux´ılio de algumas estruturas
para o modelo, conforme visto neste cap´ıtulo. Por outro lado, as matrizes de variaˆncia
V t e W t sa˜o raramente conhecidas. Desse modo, nesta sec¸a˜o consideramos que tais
matrizes de variaˆncia dependem de um vetor de paraˆmetros desconhecidos, denotado
por ψ.
Na perspectiva cla´ssica pode-se estimar ψ utilizando ma´xima verossimilhanc¸a, de
modo que basta encontrar, algebricamente ou numericamente, os valores que maxi-
mizam a func¸a˜o de verossimilhanc¸a
p(y1, . . . , yn;ψ) =
n∏
t=1
p(yt|y1, . . . , yt−1;ψ),
em que p(yt|y1, . . . , yt−1;ψ) e´ a densidade condicional de yt dado os dados ate´ o ins-
tante t− 1, assumindo que ψ e´ o valor do paraˆmetro desconhecido.
No processo de otimizac¸a˜o via MV e´ preciso ter cautela uma vez que a func¸a˜o
de verossimiblhanc¸a para o MDL pode apresentar va´rios ma´ximos locais, resultando
em estimativas distintas para valores iniciais diferentes. Outro inconveniente e´ que
a superf´ıcie pode apresenta´-se bastante plana, dando ind´ıcios de que o modelo na˜o
e´ bem identifica´vel. Uma alternativa para contornar esse problema e´ simplificar o
modelo, tornando-o mais parcimonioso no que diz respeito ao nu´mero de paraˆmetros,
especialmente quando o interesse resume-se em fazer infereˆncias e na interpretac¸a˜o
destes paraˆmetros.
O pacote dlm fornece a func¸a˜o dlmMLE para encontrar as estimativas MV de V t
e W t. Para mais detalhes veja Petris et al. (2009).
A abordagem Bayesiana oferece uma formulac¸a˜o mais consistente ao considerar
que os paraˆmetros desconhecidos do modelo sa˜o quantidades aleato´rias que seguem
uma lei de probabilidade. Desse modo, baseando-se nas propriedades dos modelos
de espac¸o de estados apresentados no Cap´ıtulo 2. Assim, para qualquer n ≥ 1,
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assumimos que
(θ0,θ1, . . . ,θn, Y1, . . . ,θn, ψ) ∼ p(θ0|ψ)p(ψ)
n∏
t=1
p(yt|θt, ψ)p(θt|θt−1, ψ), (3.21)
com p(ψ) descrevendo o conhecimento a priori sobre ψ.
Baseado no conjunto de dados Dt, infereˆncias para o estado latente θs no tempo
s e o paraˆmetro desconhecido ψ sa˜o realizadas calculando a distribuic¸a˜o conjunta a
posteriori
p(θs, ψ|Dt) = p(θs|ψ,Dt)p(ψ|Dt), (3.22)
podendo o interesse residir em s = t, representando um problema de filtragem; s < t
indicando um problema de suavizac¸a˜o; ou s > t designando um problema de predic¸a˜o.




Para modelos mais simples, quando adota-se o uso de prioris conjugadas, pode-se
obter a forma fechada das distribuic¸o˜es a posteriori dos estados utilizando a regra de
Bayes. Por outro lado, em casos cujos modelos sa˜o mais complexos, frequentemente
os ca´lculos sa˜o analiticamente intrata´veis. No entanto, existem ferramentas eficientes
para aproximar a distribuic¸a˜o posteriori de interesse, como os me´todos MCMC e
sequencial de Monte Carlo.
3.2.1 Infereˆncia Bayesiana Conjugada para matrizes de vari-
aˆncia desconhecidas
Como o interesse reside em estimar as matrizes de covariaˆncia V t e W t, considerare-
mos um caso simples onde tais matrizes sa˜o dadas por
V t = σ
2V˜ t, W t = σ
2W˜ t, C0 = σ
2C˜0,
em que σ2 e´ um paraˆmetro escalar desconhecido e comum para todas as variaˆncias
envolvidas no MDL. As matrizes V˜ t, W˜ t, assim como F t e Gt sa˜o admitidas conheci-
das. E´ pertinente trabalhar com o inverso de σ2, ou seja, ϕ = 1/σ2. Toda a incerteza
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associada ao modelo esta´ inserida no vetor de estados e no paraˆmetro desconhecido
ϕ, de modo que o MDL assume, para qualquer t ≥ 1,
(Yt|θt, ϕ) ∼ Nn(F tθt, ϕ−1V˜ t),
(θt|θt−1, ϕ) ∼ Np(Gtθt−1, ϕ−1W˜ t).
Uma escolha conveniente para a distribuic¸a˜o a priori de (θ0, ϕ) e´ a conjugada
Normal-Gama, tal que (θ0, ϕ) ∼ NG(m0, C˜0, γ0, β0), com
ϕ ∼ Gama(α0, β0), θ0|ϕ ∼ N(m0, ϕC˜0).
Enta˜o temos que o procedimento recursivo para filtragem e´ descrito na proposic¸a˜o
a seguir.
Proposic¸a˜o 3.2. Para o MDL com a estrutura descrita acima, se
(θt−1, ϕ|Dt−1) ∼ NG(mt−1, C˜t−1, γt−1, βt−1)
onde t ≥ 1, enta˜o:
(i). A densidade a priori (θt, ϕ|Dt−1) e´ Normal-Gama com paraˆmetros:
(θt, ϕ|Dt) ∼ NG(at, R˜t, γt−1, βt−1),
onde
at = Gtmt−1 e Rt = GtC˜t−1G
′
t + W˜ t.
(iii). A densidade preditiva de Yt dado Dt−1 e´ uma t-Student, tal que:




tat e Qt = F
′
tR˜tF t + V˜ t.
(iv). A densidade filtrada, ou a posteriori, de (θt, ϕ) dado Dt e´ Normal-Gama com
paraˆmetros:
(θt, ϕ|Dt) ∼ NG(mt, C˜t, γt, βt),
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com
mt = at + R˜tF tQ˜
−1
t et,
C˜t = R˜t − R˜tF tQ˜−1t F
′
tR˜t,




βt = βt−1 +
1
2
(yt − ft)′Q˜t(yt − ft).
A prova dessa proposic¸a˜o pode ser encontrada em West e Harrison (1997) e Petris
et al. (2009). A densidade marginal filtrada dos estados e´ uma t-Student:
(θ|Dt) ∼ T (mt, C˜tβt/γt, 2γt),
com
E(θt|Dt) = mt e V ar(θt|Dt) = βt
γt − 1C˜t.
Quando o paraˆmetro σ2 e´ conhecido, o filtro de Kalman fornece a mesma estimativa
pontual E(θt|Dt) = mt e a matriz de variaˆncia V ar(θt|Dt) = σ2C˜t. Por sua vez,
quando σ2 e´ desconhecido, este e´ substitu´ıdo pela esperanc¸a condicioanl βt/(γt − 1).
No processo de suavizac¸a˜o, temos que
(θT , ϕ|DT ) ∼ NG(sT , S˜T , γT , βT ), (3.23)
em que sT = mT e S˜T = C˜T , e
p(θt, ϕ|DT ) = p(θt|ϕ,DT )p(ϕ|DT ), t = 0, . . . , T. (3.24)
Condicional a ϕ, a teoria do MDL normal e´ aplica´vel, mostrando que (θt, ϕ),
condicional a DT tem distribuic¸a˜o Normal-Gama. Os paraˆmetros suavizados podem
ser calculados de maneira similar ao caso Gaussiano. Portanto, para t = T − 1, . . . , 0,
temos











θt, ϕ|DT ∼ NG(st, S˜t, γT , βT ). (3.25)
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3.2.2 Especificac¸a˜o da matriz de variaˆncia W t
3
A matriz de variaˆncia Wt controla a variac¸a˜o estoca´stica no processo de evoluc¸a˜o do
modelo sendo responsa´vel pela estabilidade deste ao longo do tempo. Outro fator im-
portante relacionando aW t e´ que esta variaˆncia adicioana na equac¸a˜o do sistema uma
incerteza que influencia na perda de informac¸a˜o sob os paraˆmetros na transic¸a˜o dos
tempos t−1 a t. Desse modo torna-se primordial a especificac¸a˜o coerente da estrutura
e magnitude de W t para a obtenc¸a˜o de bons resultados nos processos de estimac¸a˜o e
previsa˜o. De acordo com o filtro de Kalman dado na Proposic¸a˜o 2.1, a variaˆncia da
distribuic¸a˜o a priori de θt e´ V ar(θt|Dt−1) = Rt = GtCt−1G′t +W t. Se W t = 0 na˜o
existe erro de evoluc¸a˜o na equac¸a˜o do sistema, de modo que os estados sa˜o esta´veis
sem mudanc¸as estoca´sticas e Rt = P t = GtCt−1G
′
t = V ar(Gtθt−1|Dt−1). Caso con-
tra´rio, temos que Rt = P t +W t. Nesse sentindo, pode-se pensar em expressar W t





em que δ ∈ (0, 1]. Segue que Rt = 1/δP t, com 1/δ > 1. O paraˆmetro δ
e´ chamado de fator de desconto. Se δ = 1 enta˜o W t = 0 e na˜o ha´ nenhuma
perda de informac¸a˜o na evoluc¸a˜o do estado θt−1 a θt, de forma que V ar(θt|Dt−1) =
V ar(Gtθt−1|Dt−1) = P t. Quando δ < 1, por exemplo δ = 0, 4, V ar(θt|Dt−1) =
(1/0, 4)V ar(Gtθt−1|Dt−1) = 2, 5P t, apresentando muito incerteza. Em cena´rios pra´-
ticos, o valor do fator de desconto e´ frequentemente fixo, variando entre 0, 9 a 0, 99,
ou pode ser escolhido a partir do diagno´stico do modelo.
No caso de priori conjugada, a matriz de covariaˆncia W t pode ser especificada









Modelos Dinaˆmicos para a
Distribuic¸a˜o Poisson Generalizada
Se´ries temporais cujas observac¸o˜es, a cada ponto no tempo, apresentam-se como dados
de contagem sa˜o muito comuns em diversas a´reas de estudo, como na sau´de pu´blica,
quando deseja-se monitorar a ocorreˆncia de caˆncer de mama em uma dada populac¸a˜o
atrave´s da contagem de casos ao longo do tempo, ou em geof´ısica, quando o interesse
esta´ em estimar o nu´mero de manchas solares na superf´ıcie do Sol. Uma distribuic¸a˜o
que acomoda dados de contagem e´ a distribuic¸a˜o Poisson generalizada, que incorpora
caracter´ısticas importantes relacionadas a` media e variaˆncia, de modo a permitir a
obtenc¸a˜o de melhores ajustes do que o modelo Poisson padra˜o em raza˜o da inclusa˜o
do paraˆmetro de dispersa˜o φ.
Grande parte dos modelos de se´ries temporais teˆm sido baseados em premissas
importantes como a suposic¸a˜o de normalidade, que e´ muito restritiva para descrever
muitos fenoˆmenos na natureza, em especial, dados de contagem.
Uma opc¸a˜o para modelar dados na˜o-gaussianos e´ realizar uma transformac¸a˜o nas
observac¸o˜es para que estas se aproximem da normalidade. Entretanto, existem si-
tuac¸o˜es em que transformac¸o˜es na˜o melhoram e nem contribuem na qualidade da
previsa˜o, ale´m do fato de tornar dif´ıcil a interpretac¸a˜o dos paraˆmetros.
Segundo West e Harrison (1997), uma metodologia bastante u´til na ana´lise de ob-
servac¸o˜es ordenadas no tempo, em que a suposic¸a˜o de normalidade na˜o e´ assumida, e´
a classe de Modelos Dinaˆmicos Lineares Generalizados (MDLG). Esta classe de mo-
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delos combina os conceitos dos modelos lineares generalizados (Nelder e Wedderburn,
1972) com a estrutura dos modelos dinaˆmicos para a ana´lise de se´ries temporais.
Apesar da relevaˆncia dessa metodologia na ana´lise de se´ries temporais sob a pers-
pectiva Bayesiana, o MDLG e´ apropriado apenas para se´ries cujos dados pertencem
a` famı´lia exponencial de Nelder e Wedderburn (1972) com paraˆmetro de precisa˜o
conhecido.
Buscando propor um me´todo capaz de modelar e fazer previso˜es confia´veis para
se´ries temporais adequadas a dados de contagem, desenvolvemos um modelo dinaˆmico
Bayesiano para a distribuic¸a˜o Poisson Generalizada.
Nosso modelo foi desenvolvido na classe dos modelos dinaˆmicos condicionalmente
Gaussianos, introduzidos por Cargnoni et al. (1997), que viabiliza o estudo de veto-
res individuais na˜o-normais a partir de transformac¸o˜es apropriadas nos paraˆmetros
da distribuic¸a˜o dos dados que, por sua vez, sa˜o modelados de acordo com os MDLs
normais. Essa estrutura garante maior flexibilidade na modelagem da relac¸a˜o pa-
rame´trica e na evoluc¸a˜o dos paraˆmetros associados aos estados ao longo do tempo,
visto que, muito dos recursos dos MDLs tradicionais sa˜o empregados na formulac¸a˜o
desse modelo. Nessas condic¸o˜es, e´ oportuno evidenciar que, apo´s definic¸o˜es e transfor-
mac¸o˜es adequadas nos paraˆmetros da distribuic¸a˜o dos dados, as observac¸o˜es, a cada
ponto no tempo, sera˜o descritas conforme distribuic¸o˜es condicionalmente Poisson Ge-
neralizadas.
Da-Silva e Migon (2012) utilizaram a abordagem de Cargnoni et al. (1997) na
formulac¸a˜o de um modelo dinaˆmico Beta Hiera´rquico, permitindo a formulac¸a˜o de
um modelo para se´ries temporais beta multivariadas bastante flex´ıvel. O modelo
dinaˆmico para a distribuic¸a˜o Poisson Generalizada (MDPG), aqui formulado, permite
a incorporac¸a˜o dinaˆmica apenas no paraˆmetro de posic¸a˜o, sendo o paraˆmetro de forma
esta´tico e desconhecido.
As infereˆncias para o MDPG sa˜o obtidas atrave´s do algoritmo de Monte Carlo via
Cadeia de Markov (MCMC) para ana´lise Bayesiana. O me´todo combina o amostra-
dor Gibbs, para o modelo dinaˆmico linear padra˜o, com o algoritmo de Metropolis-
Hastings, para lidar com os componentes na˜o-normais e na˜o-lineares no esquema de
simulac¸a˜o da distribuic¸a˜o posteriori.
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4.1 Modelo Dinaˆmico para a distribuic¸a˜o Poisson
Generalizada (MDPG)
Suponha que dispomos de uma se´rie temporal de contagem yt, com t = 1, . . . , N .
Em cada tempo t, as observac¸o˜es sa˜o assumidas seguir uma distribuic¸a˜o condicional-
mente Poisson Generalizada, conforme o modelo dado em (1.10), onde o paraˆmetro
de posic¸a˜o, λt, evolui estocasticamente no tempo enquanto o paraˆmetro de forma, φ,
e´ assumido ser esta´tico e desconhecido.
Para modelar dados segundo o modelo dinaˆmico Poisson Generalizado (MDPG)
recorreremos a` estrutura dos modelos dinaˆmicos condicionalmente Gaussianos, em
que considera-se que apo´s determinadas transformac¸o˜es nos paraˆmetros da distribui-
c¸a˜o dos dados, e´ poss´ıvel o uso de propriedades do MDL normal, que facilitam a
modelagem da se´rie temporal original.
Dessa forma, faz-se necessa´rio realizar reparametrizac¸o˜es na DPG que sejam apro-
priadas tanto computacionalmente, quanto de modo a facilitar a interpretac¸a˜o dos pa-
raˆmetros no modelo. Outra justificativa importante para o uso de reparametrizac¸o˜es
deve-se a`s restric¸o˜es nos limites do paraˆmetro φ, cujo suporte depende do paraˆmetro
de locac¸a˜o λt. Na obtenc¸a˜o de reparametrizac¸o˜es adequadas para φ e λt, observamos
que:





• Tome atm = max{a(λ1,m), . . . , a(λt,m)} como o valor ma´ximo entre a(λj,m),
j = 1, 2, . . . , t, enta˜o atm ≤ φ ≤ 1;
• Seja λ∗t = 11+λt , de modo que λt =
1−λ∗t
λ∗t
, com 0 < λ∗t < 1;
Dessa forma, a dependeˆncia de φ com respeito a λj, j = 1, . . . , t e´ descrita em a
t
m
e o paraˆmetro de locac¸a˜o λt e´ expresso em uma escala (λ
∗
t ) que facilita os ca´lculos
computacionais, por ser a estimac¸a˜o de λ∗t mais esta´vel do que a estimac¸a˜o de λt.
Portanto, a distribuic¸a˜o Poisson Generalizada, para t = 1, . . . , N , e´ escrita como




















com 0 < λ∗t < 1 e a
t
m ≤ φ ≤ 1.
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Observe que, agora, o limite inferior atm e´ dado por
atm = max{a(g(λ∗1),m), . . . , a(g(λ∗t ),m)}, (4.2)
em que g(λ∗t ) =
1−λ∗t
λ∗t





. Dessa forma, a esperanc¸a
e variaˆncia da DPG ficam
E(yt|λ∗t , φ) =
1− λ∗t
λ∗t (1− φ)




Modelos Dinaˆmicos Condicionalmente Gaussianos
Os modelos dinaˆmicos condicionalmente Gaussianos sa˜o compostos por: (1) uma
equac¸a˜o de observac¸o˜es, (2) por equac¸o˜es estruturais, que refletem a relac¸a˜o entre
os paraˆmetros transformados e os estados latentes, (3) pela equac¸a˜o do sistema, que
caracteriza a evoluc¸a˜o dos paraˆmetros ao longo do tempo. Utilizando essa classe de
modelos, o MDPG e´ definido por:
Equac¸a˜o das Observac¸o˜es:




















com 0 < λ∗t < 1 e a
t
m ≤ φ ≤ 1 em que atm = max{a(g(λ∗1),m), . . . , a(g(λ∗t ),m)} e





, t = 1, 2, . . . , N .
Equac¸a˜o Estrutural:
ηt = F tθt + vt, vt ∼ N(0, V ),
com ηt = h(λ
∗
t ) ∈ R.
Equac¸a˜o do Sistema:
θt = Gtθt−1 +wt, wt ∼ N(0,W ).
Assume-se que os erros vt e wt sa˜o mutuamente e internamente independentes.
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A transformac¸a˜o ηt = h(λ
∗
t ) descreve uma func¸a˜o de ligac¸a˜o que relaciona os
estados θt aos paraˆmetros λ
∗
t e φ do modelo dinaˆmico Poisson generalizado. Como
λ∗t ∈ (0, 1), uma transformac¸a˜o adequada e´ a logit. Dessa forma, tome
ηt = h(λ
∗










O paraˆmetro estrutural ηt poderia tambe´m ser uma func¸a˜o do paraˆmetro natural
λt, assumindo h(λt) como a func¸a˜o de ligac¸a˜o canoˆnica, isto e´, ηt = log λt. No entanto,
essa transformac¸a˜o apresenta-se insta´vel, no sentindo de gerar valores extremos para ηt
que prejudicam na aplicac¸a˜o da metodologia, uma vez que a probabilidade p(yt|ηt, φ)
assumira´ quase sempre valor igual a zero.
Agora, para simplificar as ana´lises, o modelo descrito acima sera´ reescrito em ter-









a. Equac¸a˜o das Observac¸o˜es
Para t = 1, . . . , N , seja





com ηt ∈ R e aNm ≤ φ ≤ 1, em que aNm = max{a(g(η1),m), . . . , a(g(ηN),m)}, sendo
g(ηt) = e






Note que o limite inferior de φ agora considera todos os N valores do vetor de
paraˆmetros estruturais η, pois como φ e´ esta´tico, na˜o podendo variar no tempo com
ηt, deve satisfazer, simultaneamente, a este conjunto de restric¸o˜es.
b. Equac¸o˜es Estruturais
O paraˆmetro estrutural ηt e´ modelado individualmente como
ηt = F tθt + vt, vt ∼ N(0, V ), (4.3)
em que θt e´ um vetor p-dimensional dos paraˆmetros de estados no tempo t, que re-
presentam caracter´ısticas espec´ıficas da se´rie. A equac¸a˜o em (4.3) incorpora efeitos
estoca´sticos individuais para o paraˆmetro transformado, atrave´s do erro vt que, por
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sua vez, e´ admitido seguir uma distribuic¸a˜o Normal com me´dia 0 e variaˆncia V . A
matriz de delineamento F t, com dimensa˜o (1 × p), e´ assumida conhecida e descreve
a relac¸a˜o entre ηt e o vetor de estados.
c. Equac¸a˜o do Sistema
θt = Gtθt−1 +wt, w ∼ N(0,W ), (4.4)
descreve a evoluc¸a˜o dos paraˆmetros dos estados ao longo do tempo. A matriz de trans-
fereˆncia ou de evoluc¸a˜o dos estados Gt tem dimensa˜o (p×p), e wt e´ um vetor de erros
aleato´rios p-dimensional com matriz de covariaˆncia W = bloco-diag(W 1, . . . ,W k),
sendo bloco-diagonal com k efeitos e dimensa˜o (p× p). Assume-se que as sequeˆncias
de erros vt e wt sa˜o mutuamente independentes.
Quando as distribuic¸o˜es a priori para θ0, V eW , no tempo t = 0, sa˜o especificadas,
dispo˜e-se de um modelo completo, baseado na informac¸a˜o inicial D0. Desta forma,
assume-se que θ0, V e W sa˜o mutuamente independentes, de modo que, o estado θ0
tem distribuic¸a˜o a priori N(m0,C0), a variaˆncia V segue uma distribuic¸a˜o a priori
Gama Inversa e, por fim, propo˜e-se que cada bloco da matriz W tenha distribuic¸a˜o
a priori Wishart Inversa.
O modelo especificado pelas equac¸o˜es (4.3) e (4.4) corresponde ao modelo dinaˆmico
linear normal com variaˆncias desconhecidas. A diferenc¸a e´ que, ao inve´s das observa-
c¸o˜es, e´ o paraˆmetro estrutural que esta´ sendo modelado conforme um MDL padra˜o.
O vetor θt carrega as informac¸o˜es dos estados, como tendeˆncia e sazonalidade, relaci-
onados ao paraˆmetro ηt que, por sua vez, fornece as caracter´ısticas e particularidades
que servira˜o de suporte para a estimac¸a˜o e previsa˜o da se´rie temporal.
4.2 Ca´lculos para obtenc¸a˜o das distribuic¸o˜es con-
dicionais completas a posteriori
Assim como na maioria dos modelos de se´ries temporais, no modelo dinaˆmico para
a distribuic¸a˜o Poisson Generalizada a principal tarefa e´ fazer infereˆncias sobre os
estados latentes e previsa˜o de observac¸o˜es futuras. Para esse fim, e´ necessa´rio obter
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estimativas a posteriori dos paraˆmetros do modelo com o objetivo de realizar o ciclo
de infereˆncia sequencial que consiste em: evoluc¸a˜o, predic¸a˜o e atualizac¸a˜o.
Como nosso estudo baseia-se no tratamento de se´ries temporais cujas observac¸o˜es,
a cada ponto no tempo, seguem uma DPG que, por sua vez, na˜o pertence a` famı´lia
exponencial, e na˜o tem uma famı´lia conjugada conhecida, o ca´lculo da distribuic¸a˜o a
posteriori conjunta, ou, mesmo das distribuic¸o˜es condicionais completas a posteriori,
torna-se muito complexo. Uma alternativa e´ o uso de me´todos de simulac¸a˜o.
Para tratar dessa dificuldade, descreveremos o algoritmo de Monte Carlo via Ca-
deias de Markov (MCMC) que possibilita a obtenc¸a˜o de amostras a partir da distri-
buic¸a˜o a posteriori conjunta dos estados e paraˆmetros do modelo.
Sejam as quantidades η,y e θ definidas como segue: η = (η1, . . . ,ηN), y =
(y1, . . . , yN) e θ = (θ1, . . . ,θN). Considere, tambe´m, por questa˜o de facilidade com-
putacional, as matrizes de precisa˜o Φ0 = V
−1 e Φ = bloco-diag(Φ1, . . . ,Φk), com
Φi = W
−1
i , i = 1, . . . , k. Assume-se que Φ0 segue uma distribuic¸a˜o priori Gama, de
modo que, Φ0 ∼ G(υ0, S0). Similarmente, temos que Φ1, . . . ,Φk seguem distribuic¸a˜o
Wishart independentes, ou seja, Φi ∼ W (υi, Si), i = 1, . . . , k. Com base nessas defi-
nic¸o˜es, o interesse consiste em calcular e sumarizar a distribuic¸a˜o posteriori conjunta
p(η,θ,Φ0,Φ, φ|y) ∝ p(y1, . . . , yN |φ, η1, . . . , ηN)p(φ|η1, . . . , ηN)
× p(η1, . . . , ηN |θ1, . . . ,θN ,Φ0)p(θ1, . . . ,θN |Φ)
× p(Φ0)p(Φ)p(θ0|m0,C0).
Para realizar este ca´lculo utilizaremos o amostrador de Gibbs, que requer a especifi-
cac¸a˜o das distribuic¸o˜es condicionais completas a posteriori
p(θ|η,Φ0,Φ, φ,y)←→ p(Φ0,Φ|η,θ, φ,y)←→ p(η|θ,Φ0,Φ, φ,y)←→
p(φ|η,θ,Φ0,Φ,y). (4.5)
Entretanto, devido a complexidade do modelo, e´ poss´ıvel amostrar diretamente ape-
nas a primeira e a segunda condicionais. Uma alternativa para calcular as posteriori
p(η|θ,Φ0,Φ, φ,y) e p(φ|η,θ,Φ0,Φ,y) e´ incorporar nas iterac¸o˜es de Gibbs um passo
do algoritmo de Metropolis-Hastings. O algoritmo de Metropolis-Hastings, combi-
nado com Gibbs, permite a amostragem dessas condicionais completas atrave´s de
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distribuic¸o˜es propostas que possibilitam a atualizac¸a˜o iterativa dos paraˆmetros η e φ,
com uma determinada probabilidade de aceitac¸a˜o.
A ordem como essas condicionais esta˜o dispostas em (4.5) e´ imprescind´ıvel no
esquema MCMC, posto que existe uma relac¸a˜o de dependeˆncia parame´trica (uma
hierarquia) imposta na definic¸a˜o do modelo dinaˆmico para a distribuic¸a˜o Poisson
Generalizada que estabelece essa sequeˆncia na simulac¸a˜o das condicionais completas.
4.2.1 A distribuic¸a˜o condicional completa do vetor de esta-
dos latentes θ, p(θ|η,Φ0,Φ, φ,y)
O vetor de estados θ e´ condicionalmente independente de y, dado η. Logo, a distri-
buic¸a˜o condicional completa de θ e´ dada por
p(θ|η,Φ0,Φ, φ,y) = p(θ|η,Φ0,Φ, φ)
= p(θN |η,Φ0,Φ, φ)
N−1∏
t=0
p(θt|θt+1, . . . ,θN ,η,Φ0,Φ, φ).
Esse resultado, combinado com a estrutura de independeˆncia condicional proveniente
dos modelos de espac¸o de estados (veja propriedade P.6 na Sec¸a˜o 2.2 do Cap´ıtulo 2),
possibilitam escrever a distribuic¸a˜o a posteriori para θ:




Aplicando o teorema de Bayes, obte´m-se




Em virtude dessa estrutura, resultados padra˜o dos modelos dinaˆmicos lineares Gaussi-
anos podem ser aplicados para a amostragem a partir da distribuic¸a˜o a posteriori con-
dicional completa de θ utilizando o algoritmo Forward-Filtering, Backward-Sampling
(FFBS), desenvolvido por Carter e Kohn (1994) e Fru¨hwirth-Schnatter (1994). Tal
algoritmo fornece uma estrate´gia eficiente para amostrar, sequencialmente, os vetores
de estados θN ,θN−1, . . . ,θ0, tal como segue:
Amostragem de θ utilizando o algoritmo FFBS
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a. Para t = 0, 1, . . . , N , obter a distribuic¸a˜o filtrada normal p(θt|η,Φ0,Φ, φ) e seus
momentos mt e Ct, aplicando o algoritmo recursivo e sequencial de filtro de Kalman
para MDLs normais;
b. No tempo t = N , amostrar o vetor θN a partir de (θN |η,Φ0,Φ, φ) ∼ N(mN ,Cn);
c. Para cada t = N − 1, . . . , 1, 0, amostrar, retrospectivamente e sequencialmente, o
vetor de estados θt de p(θt|θt+1,η,Φ0,Φ, φ), em que o estado θt+1 ja´ esta´ dispon´ıvel,
uma vez que este ja´ foi amostrado.












Resumindo, o processo de amostragem de θ comec¸a utilizando-se o filtro de Kal-
man, para a obtenc¸a˜o da distribuic¸a˜o filtrada, iniciando no tempo t = 0, ate´ t = N .
Em seguida, calculando-se e guardando as medidasmt eCt, bem como as quantidades
at e Rt de cada etapa. Em t = N , o vetor de estados final θN e´ amostrado, e assim,
retrocedemos, sequencialmente, no tempo, calculando os elementos bt e Bt de cada
passo, obtendo um desenho θN ,θN−1, . . . ,θ0 da distribuic¸a˜o posteriori condicional
completa.
4.2.2 As distribuic¸o˜es condicionais completas das matrizes
de variaˆncia Φ0 e Φ, p(Φ0|η,θ,Φ, φ,y) e p(Φ|η,θ,Φ0, φ,y)
Neste trabalho assume-se que a distribuic¸a˜o a priori de Φ0 e´ uma Gama, ou seja,
Φ0 ∼ G(υ0, S0) e que cada bloco Φi tem distribuic¸a˜o priori Wishart, tal que Φi ∼
W (υi,Si). As matrizes Si sa˜o sime´tricas e positivas definida de dimensa˜o pi × pi.
Desse modo, as distribuic¸o˜es condicionais completas de Φ0 e Φi, i = 1, . . . , k, podem
ser obtidas como seguem:
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a. Distribuic¸a˜o condicional completa a posteriori de Φ

































SSk1,t . . . SSkk,t
 .
Desse modo, tr(SStΦ) =
∑k
i=1 tr(SSii,tΦi), de forma que a distribuic¸a˜o condicional
completa de Φ e´ proporcional a











t=1 SSii,t. Logo, (Φi|η,θ,Φ0, φ,y) ∼ W (N/2 + υi, 12SSi. + Si).
b. Distribuic¸a˜o condicional completa a posteriori de Φ0





































Fazendo SSηt = (ηt − F tθt)2, obtemos



















em que SSηt. =
∑N
t=1 SSηt e, portanto (Φ0|η,θ,Φ, φ,y) ∼ G(N/2 + υ0, 12SSηt. + St).
4.2.3 Distribuic¸a˜o condicional completa do paraˆmetro estru-
tural η, p(η|θ,Φ0,Φ, φ,y)
A amostragem do vetor η consiste na simulac¸a˜o a partir da distribuic¸a˜o
p(ηt|θt,Φ0,Φ,φ, yt) ∝ p(yt|ηt, φ)p(ηt|θt,Φ0), (4.6)
para t = 1, . . . , N , sendo que o primeiro termo do lado direito e´ a verossimilhanc¸a da
distribuic¸a˜o Poisson Generalizada, enquanto que o segundo termo e´ a priori normal
(ηt|θt,Φ0) ∼ N(ηt|F tθt,Φ−10 ).
Uma vez que a distribuic¸a˜o p(ηt|θt,Φ0,Φ, φ, yt) na˜o tem forma anal´ıtica fechada,
implementaremos o algoritmo de Metropolis-Hastings (Metropolis et al. (1953) e Has-
tings (1970)) nas iterac¸o˜es de Gibbs para amostragem de tal distribuic¸a˜o condicional
completa.
A ideia consiste em gerar valores de ηt para t = 1, . . . , N , a partir de uma distri-
buic¸a˜o proposta q(η∗t |ηt) e aceitar esses valores com uma determinada probabilidade
que, geralmente, varia no intervalo de 25% a 55%.
Na construc¸a˜o de uma distribuic¸a˜o geradora de candidatos q(η∗t |ηt) para ηt utiliza-
mos uma aproximac¸a˜o Gaussiana para a distribuic¸a˜o condicional completa a posteriori
de ηt, isto e´,
(ηt|θt,Φ0,Φ, φ,Dt) ≈ N(ηˆt, Σˆt) (4.7)
Os valores de ηˆt e Σˆt sa˜o obtidos de acordo com McCormick et al. (2012), de
modo que ηˆt e´ estimado com base em um procedimento de Newton-Raphson e Σˆt e´
aproximado atrave´s da matriz de informac¸a˜o observada no tempo t.
Portanto, utiliza-se
q(η∗t |ηt) d= N(ηˆt, Σˆt),
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t−1 − [D2(′l(ηˆ(j−1)t−1 ))]−1D(l(ηˆ(j−1)t−1 )) e (4.8)
Σˆt = −[D2(l(ηˆ(j−1)t−1 ))]−1, (4.9)
em que D(l(ηˆ
(j−1)
t−1 )) e D
2(l(ηˆ
(j−1)
t−1 )) sa˜o respectivamente as derivadas de primeira e
segunda ordem de l(ηt) = log[p(yt|ηt, φ)p(ηt|θt,Φ0)] avaliadas no ponto ηt = ηˆt−1.
Essa aproximac¸a˜o da distribuic¸a˜o proposta para uma normal e´ bastante razoa´vel,
visto que os estimadores obtidos gozam das propriedades assinto´ticas dos estimadores
de ma´xima verossimilhanc¸a. Nesse caso, o passo de Metropolis-Hastings para η na
ana´lise MCMC se resume nos passos:
a. Gerar um novo valor de η∗t da distribuic¸a˜o q(η
∗
t |η(j−1)t ) d= N(η∗t |ηˆt, Σˆt).




t ) = min{1, Rηt}, onde
Rηt =
p(η∗t | . )
p(η
(j−1)






p(η∗t | . )
p(η
(j−1)
t | . )
.
com p(η∗t | . ) = p(yt|η∗t , φ)p(η∗t |θt,Φ0) e p(η(j−1)t | . ) = p(yt|η(j−1)t , φ)p(η(j−1)t |θt,Φ0).
Observe que a distribuic¸a˜o proposta e´ sime´trica, propiciando a simplificac¸a˜o em Rηt .











t , caso contra´rio.
4.2.4 Distribuic¸a˜o condicional completa do paraˆmetro de forma
φ, p(φ|η,θ,Φ0,Φ,y)
O paraˆmetro φ exerce um importante papel na DPG, visto que foi a partir da inserc¸a˜o
deste que uma generalizac¸a˜o da distribuic¸a˜o Poisson foi formulada, permitindo a
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modelagem de uma ampla gama de dados. No entanto, esse paraˆmetro apresenta
algumas restric¸o˜es que devem ser consideradas cuidadosamente.
No modelo dinaˆmico Poisson Generalizado, assumimos que φ e´ um paraˆmeto esta´-
tico e desconhecido que, portanto, deve ser estimado. Como o suporte de φ depende
do paraˆmetro λt que, por sua vez, e´ dinaˆmico no tempo, definimos, no in´ıcio deste
cap´ıtulo, que aNm ≤ φ ≤ 1, com aNm = max{a(g(η1),m), . . . , a(g(ηN),m)}, sendo
g(ηt) = e






Esse ajuste no limite inferior do paraˆmetro possibilita o uso de transformac¸o˜es
adequadas de φ que facilitam na sua estimac¸a˜o. O procedimento de estimac¸a˜o utili-
zado e´ o algoritmo de Metropolis-Hastings dentro de Gibbs, que possibilita amostrar
a distribuic¸a˜o condicional completa a posteriori p(φ|η,θ,Φ0,Φ,y), a partir de uma
distribuic¸a˜o proposta, que descrevemos a seguir.
Nesse cena´rio, trabalhamos com a amostragem de uma transformac¸a˜o de φ. Pri-
meiramente, transformamos φ ∈ [aNm, 1] para uma varia´vel H1(φ|η) ∈ (0, 1), isto e´,





e´ uma transformac¸a˜o de φ com H1(φ|η) ∈ (0, 1).
O segundo passo consiste em obter uma transformac¸a˜o de H1(φ|η) de (0, 1) em







em que H2(φ|η) ∈ R .
E´ atrave´s da transformac¸a˜o H2(φ|η) que o algoritmo de MH sera´ constru´ıdo. As-
sim, considere que H2(φ|η) tem distribuic¸a˜o a priori hiera´rquica normal assime´trica,
com paraˆmetro de locac¸a˜o ξ0, paraˆmetro de escala ω0 e paraˆmetro de forma (assime-
tria) δ0, ou seja,
H2(φ|η) ∼ Normal Assime´trica(ξ0, ω0, δ0). (4.12)
Admitimos que a func¸a˜o geradora de candidatos de H2(φ|η) tambe´m segue uma
distribuic¸a˜o normal assime´trica, tal que, q(H∗2 |H(j−1)2 ) d= Normal Assime´trica(ξ =
H
(j−1)
2 , ω, δ). Portanto, o algoritmo de Metropolis-Hastings para H2(φ,η) pode ser
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resumido nas seguintes etapas:
a. Gerar valores de H∗2 (φ|η) de q(H∗2 |H(j−1)2 ) d= Normal Assime´trica(H(j−1)2 , ω, δ);




2 ) = min{1, RH2}, em que
RH2 =
p(H∗2 | . )
p(H
(j−1)













p(H∗2 |ξ0, ω0, δ0) e
p(H
(j−1)








2 |ξ0, ω0, δ0).






2 (φ|η), se u < α(H(j−1)2 , H∗2 ),
H
(j−1)
2 (φ|η), caso contra´rio.
Note que, para obter a amostra na escala do verdadeiro paraˆmetro φ, basta considerar



















φ∗ = aNm +H
∗
1 (φ|η)[1− aNm] e φ(j−1) = aNm +H(j−1)1 (φ|η)[1− aNm].
A escolha de uma distribuic¸a˜o candidata para gerar amostras de p(φ|η,θ,Φ0,Φ,y)
na˜o foi uma tarefa simples. Foram necessa´rias muitas tentativas, simulac¸o˜es, mani-
pulac¸o˜es alge´bricas e computacionais ate´ o entendimento de que a distribuic¸a˜o nor-
mal assime´trica poderia apresentar bons resultados como uma distribuic¸a˜o proposta.
Inicialmente, antes de considerar a transformac¸a˜o em (4.11), tentou-se utilizar uma
distribuic¸a˜o candidata Uniforme para gerar valores de φ, mas devido a pouca informa-
c¸a˜o contida nessa distribuic¸a˜o, a cadeia obtida na˜o convergiu para a distribuic¸a˜o de
equil´ıbrio. Posteriormente, considerando a transformac¸a˜o H2(φ|η), utilizou-se uma
normal como func¸a˜o candidata. Os resultados foram mais satisfato´rios, no entanto as
100
estimativas obtidas com a me´dia e mediana dos valores amostrados estavam longe do
valor real do paraˆmetro. Contudo, foi por meio dessa func¸a˜o geradora de candidatos
que observamos a necessidade de utilizar uma distribuic¸a˜o proposta que acomodasse
tanto os paraˆmetros de locac¸a˜o e escala, como tambe´m de assimetria. Esse fator de-
terminou o uso da distribuic¸a˜o normal assime´trica, que revelou-se bastante apropriada
no processo e amostragem de φ.
Portanto, a ideia chave desse procedimento consiste em gerar valores de uma
tranformac¸a˜o do paraˆmetro φ atrave´s da distribuic¸a˜o candidata normal assime´trica
e, em seguida, obter tais valores na sua escala original.
E´ interessante destacar a relac¸a˜o de dependeˆncia entre os paraˆmetros η e φ, de-
correntes da pro´pria distribuic¸a˜o Poisson Generalizada. Essa dependeˆncia influencia
nos resultados de convergeˆncia da cadeia, de tal forma, que em uma determinada
iterac¸a˜o j, a amostra da distribuic¸a˜o a posteriori p(η|θ,Φ0,Φ, φ,y) afeta diretamente
na simulac¸a˜o da amostra de p(φ|η,θ,Φ0,Φ,y).
4.3 Predic¸a˜o
A obtenc¸a˜o de valores futuros da se´rie a um passo a` frente e´ muito importante no pro-
cesso de validac¸a˜o e diagno´stico do modelo, visto que tais estimativas proporcionam
o ca´lculo de medidas que permitem determinar se o modelo adotado representa uma
boa descric¸a˜o para os dados em estudo. No caso do MDPG, a distribuic¸a˜o preditiva

















p(Φ0|Dt−1)p(Φ|Dt−1)dφ . . . dΦ.
O ca´lculo dessa distribuic¸a˜o e´ bastante complexo e consequentemente o de seus mo-
mentos e quantis, impossibilitando a obtenc¸a˜o de intervalos de credibilidade para as
predic¸o˜es com as ferramentas estat´ısticas que utilizamos ao longo desta dissertac¸a˜o.
Outra limitac¸a˜o e´ a impossibilidade de calcular medidas de adequabilidade do ajuste
baseadas na densidade preditiva observada (vide West e Harrison (1997), pa´g. 58).
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Devido esses inconvenientes, calcularemos apenas a distribuic¸a˜o preditiva k passos
a` frente. Assim, admitindo-se que temos informac¸o˜es sobre a se´rie ate´ o tempo t, assim
como as respectivas estimativas dos paraˆmetros no modelo, ηˆ, θˆ, Φˆ0 e Φˆ, as predic¸o˜es
k passos a` frente sa˜o obtidas de acordo com os procedimentos a seguir:
a. Simular o vetor de varia´veis latentes a k passos a` frente, θˆ(k) = θt+1, . . . ,θt+k,
baseando-se no atual vetor de estados θt;
b. Obter valores futuros de η com base no vetor de estados θ(k);
c. Amostrar as observac¸o˜es futuras a partir de uma func¸a˜o que gera varia´veis com
distribuic¸a˜o Poisson Generalizada.
Essa aproximac¸a˜o fornece estimativas da esperanc¸aE(Yt+k|Dt) e variaˆncia V ar(Yt+k|Dt)
da distribuic¸a˜o preditiva p(yt+k|Dt).
Para analisar a performance e qualidade do ajuste do MDPG a` se´rie temporal




Com o propo´sito de tornar mais compreens´ıvel e acess´ıvel a metodologia proposta
no decorrer desta dissertac¸a˜o sera˜o ajustados modelos dinaˆmicos para a distribui-
c¸a˜o Poisson Generalizada considerando se´ries temporais de contagem baseadas em
cena´rios hipote´ticos. Ilustraremos todos os me´todos desenvolvidos, que va˜o desde a
especificac¸a˜o de um MDPG ate´ a previsa˜o de observac¸o˜es futuras da se´rie. Detalha-
remos tambe´m os passos necessa´rios para a simulac¸a˜o de se´ries temporais conforme
os princ´ıpios do modelo.
Destacamos que a ana´lise de diagno´stico realizada nesta pesquisa tomou um foco
secunda´rio, haja vista que o principal objetivo deste estudo era a proposta de um mo-
delo dinaˆmico flex´ıvel e versa´til capaz de acomodar dados de contagem de qualquer
natureza. Todavia buscando verificar a convergeˆncia da cadeia de Markov para a dis-
tribuic¸a˜o estaciona´ria de interesse foram empregadas as principais te´cnicas descritas
na literatura.
Por fim, como um meio de evidenciar a performance e o desenvolvimento da nossa
metodologia, foram ajustados alguns modelos dinaˆmicos Poisson e comparados com
os modelos dinaˆmicos para a distribuic¸a˜o Poisson Generalizada, atrave´s de ana´lise
gra´fica e das principais medidas de qualidade de ajuste especificadas no Cap´ıtulo 2.
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5.1 Especificac¸a˜o do MDPG
Ajustaremos um modelo dinaˆmico para a distribuic¸a˜o Poisson Generalizada no caso
em que yt e´ uma se´rie temporal de contagem no tempo t = 1, . . . , N . Nesse modelo
e´ assumido que as observac¸o˜es, a cada ponto no tempo, teˆm distribuic¸a˜o Poisson
Generalizada e esta e´ especificada por dois paraˆmetros, o de forma φ, que e´ desco-
nhecido e esta´tico, e o de locac¸a˜o, λ∗t , que evolui temporalmente e estocasticamente.
Recordemos que a equac¸a˜o das observac¸o˜es para o MDPG e´ dada por:





A aplicac¸a˜o de uma transformac¸a˜o de (0, 1) em R no paraˆmetro dinaˆmico, λ∗t ,
permite a criac¸a˜o de uma equac¸a˜o estrutural, que faz o papel de uma func¸a˜o de




t ) = F tθt + vt, vt ∼ N(0, V ). (5.1)
Como tanto a equac¸a˜o estrutural, quanto a equac¸a˜o do sistema sa˜o assumidos
seguirem modelos Gaussianos, o par de equac¸o˜es
ηt = h(λ
∗
t ) = F tθt + vt, vt ∼ N(0, V ) (5.2)
θt = Gtθt−1 +wt, wt ∼ N(0,W ) (5.3)
pode ser visto como um MDL Gaussiano tradicional. Desse modo, ηt tem o papel
dos yt’s (observac¸o˜es). Como dito anteriormente, essa estrutura e´ util no processo de
descric¸a˜o do modelo dinaˆmico e na estimac¸a˜o dos paraˆmetros envolvidos.








Consideramos um modelo polinomial de segunda-ordem com efeitos sazonais, isto
e´
ηt = µt + αt1 + vt. (5.5)
A equac¸a˜o em (5.5) define um modelo dinaˆmico por superposic¸a˜o composto por
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• Efeitos polinomiais de segunda-ordem para ηt com respeito a λ∗t :
µt = µt−1 + βt−1 + ωµt , ωµt ∼ N(0, σ2µ) (5.6a)
βt = βt−1 + ωβt , ωβt ∼ N(0, σ2β) (5.6b)
• Efeitos sazonais em forma livre:
αtr = αt−1,r+1 + ωtr, r = 1, . . . , s− 1 (5.7a)
αt,s = αt−1,1 + ωt,s. (5.7b)
As mudanc¸as ao longo do tempo na se´rie temporal sera˜o modeladas pelo paraˆmetro
transformado ηt, atrave´s de µt, representando o n´ıvel subjacente, βt como um cresci-
mento local, αt1 representando o efeito sazonal com per´ıodo de tamanho s no instante
t, de modo que αts = −
∑s−1
r=1 αtr. A quantidade vt representa os desvios estoca´sticos
da se´rie ηt e os ω
′
s sa˜o os desvios individuais associados aos efeitos do modelo.
De maneira mais gene´rica, podemos escrever esse modelo como
ηt = F tθt + vt, vt ∼ N(0, V ), (5.8)
onde o termo F tθt representa o preditor linear do paraˆmetro estrutural ηt para t =
1, . . . , N . O vetor de estados θt e´ enta˜o dado por
θt = (µt, βt, αt1, . . . , αt,s−1), (5.9)
com 2 + (s − 1) = (s + 1) paraˆmetros. A matriz de evoluc¸a˜o Gt = G e´ considerada
constante ao longo do tempo e tem dimensa˜o (s+ 1)× (s+ 1)
Gt =

1 1 0 0 0 · · · 0
0 1 0 0 0 · · · 0
0 0 0 1 0 · · · 0






. . . 1
0 0 −1 −1 −1 · · · −1

.
A matriz de variaˆncia de evoluc¸a˜o e´ descrita por W = bloco-diag(W 1,W 2), em




e W 2 e´ uma matriz de variaˆncia com dimensa˜o (s − 1) × (s − 1) associada
aos paraˆmetros (αt1, . . . , αt,s−1)
′
.
A matriz de delineamento F t = F e´ assumida constante com dimensa˜o (1×(s+1)),
e e´ dada por
F t =
[
1 0 1 0 0 · · · 0
]
.
5.2 Ajuste dos dados simulados
Com o propo´sito de ilustrar a performance dos modelos dinaˆmicos para a distribuic¸a˜o
Poisson Generalizada, foram constru´ıdos dois cena´rios hipote´ticos de se´ries temporais
de contagem com base na estrutura do MDPG dada na Sec¸a˜o (5.1) deste cap´ıtulo.
Em cada cena´rio, uma se´rie temporal com 72 observac¸o˜es foi simulada sob as
mesmas condic¸o˜es, isto e´, foi assumido uma estrutura comum para as se´ries de cada
cena´rio, de modo a considerar a presenc¸a de crescimento localmente linear e com-
portamento c´ıclico trimestral, ou seja, com per´ıodo sazonal s = 4. No entanto,
caracter´ısticas peculiares a cada se´rie foram incorporadas com o interesse de avaliar
a flexibilidade e a qualidade do ajuste do MDPG em diferentes panoramas. Nesse
contexto, explicitaremos nesta sec¸a˜o uma estrutura geral para a simulac¸a˜o de dados
conforme os componentes do modelo determinados acima. Em seguida, sera´ apresen-
tado os procedimentos necessa´rios para a amostragem das distribuic¸o˜es condicionais
completas a posteriori via o me´todo MCMC. Por fim, exporemos o ajuste do modelo
dinaˆmico para a distribuic¸a˜o Poisson Generalizada para ambos os cena´rios hipote´ticos
e faremos uma comparac¸a˜o com o ajuste obtido pelo modelo dinaˆmico Poisson.
106
Simulac¸a˜o dos dados
Conforme os efeitos incorporados a ambos os conjunto de dados, temos que as matrizes
de delineamento e transic¸a˜o de estados sa˜o dadas por
F =
[




1 1 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 −1 −1 −1

. (5.10)
As variaˆncias V e W sa˜o definidas comuns para os dois cena´rios, de maneira que,
V = 10−3 e W = bloco-diag(W 1,W 2), (5.11)
onde W 1 = diag(10
−5, 10−6) e W 2 = 10−6I(3×3).
As variaˆncias V e W foram constru´ıdas para serem suficientemente informativas
a fim de prevenir mudanc¸as estruturais bruscas devido a` presenc¸a de valores discre-
pantes na amostra.
No processo de simulac¸a˜o, e´ fundamental descrever a relac¸a˜o entre η e φ que se
estabelece por meio do limite inferior do paraˆmetro φ que, por sua vez, depende de
todos os valores do vetor η. Outro aspecto relevante associado ao suporte de φ e´ que
a` medida que este aproxima-se do seu limite superior, a amostra simulada apresenta
mais inconformidades e muitos valores destoantes.
Para gerar dados com base nessa estrutura do MDPG, criamos uma rotina no soft-
ware R denominada sim.mdpg. Essa func¸a˜o tem como argumentos os momentos m0
e C0, das matrizes de delineamento e evoluc¸a˜o dos estados em (5.10) e das variaˆncias
dada em (5.11). Outros argumentos da func¸a˜o sim.mdpg sa˜o: o nu´mero de observa-
c¸o˜es N da se´rie temporal, o valor ma´ximo mx que amostra podera´ assumir e o valor
de m que e´ o maior inteiro positivo, maior ou igual a quatro, para que e−ηt +φyt > 0
quando φ < 0. Conve´m ressaltar a relevaˆncia de definir corretamente o valor de m,
pois este influencia bastante no comportamento da amostra gerada. Com a entrada
dessas quantidades na rotina sim.mdpg obte´m-se a amostra simulada, o vetor de es-
tados θ, o vetor de paraˆmetros estruturais η, os valores de λt para t = 1, . . . , N , o
valor de φ e o pro´prio modelo que foi especificado anteriormente. O Co´digo 5.6 no
Apeˆndice D.4 apresenta os detalhes dessa func¸a˜o.
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Uma vez que os dados simulados foram gerados, passamos a fase da estimac¸a˜o
dos paraˆmetros de modo a verificar se conseguimos, atrave´s do nossos procedimentos
inferenciais, recuperar, ou seja, estimar adequadamente os valores verdadeiros dos
paraˆmetros utilizados na gerac¸a˜o dos dados sinte´ticos.
Estimac¸a˜o e Predic¸a˜o
Os esforc¸os na modelagem de se´ries temporais teˆm como principal finalidade a es-
timac¸a˜o e predic¸a˜o de observac¸o˜es futuras da se´rie. Nos modelos dinaˆmicos para a
distribuic¸a˜o Poisson Generalizada, o propo´sito e´ o mesmo e, para se alcanc¸ar esse fim,
utilizamos a abordagem MCMC simultaneamente com outros desenvolvimentos como
o algoritmo FFBS (Carter e Kohn (1994) e Fru¨hwirth-Schnatter (1994)) que foram
apresentados no Cap´ıtulo 4.
Ressalta-se que a escolha adequada dos valores inicais dos paraˆmetros do modelo
e´ um fator preponderante na convergeˆncia da cadeia de Markov. Para tanto, faz-se





(0) eW (0) no processo
MCMC.







que e´ o estimador pelo me´todo dos momentos de φ com base em uma amostra alea-
to´ria.
Na especificac¸a˜o de λ
(0)
t , utilizou-se propriedades de me´dia e variaˆncia de (yt|φ, ηt).
Tem-se que
E(yt|φ, ηt) = exp(−ηt)












igualando-se o lado esquerdo de (5.13) a yt + V ar(y) e, substituindo a estimativa de












Consequentemente, atrave´s de λ
(0)
t podemos obter as estimativas η
(0)
t por meio da
transformac¸a˜o biun´ıvoca
ηt = − log(λt).
A especificac¸a˜o dos valores iniciais m0,C0, V
(0) e W (0) depende muito do conhe-
cimento a priori que o analista tem dos dados, de modo que na˜o existe uma fo´rmula
para a definic¸a˜o dessas quantidades. Em geral, quando na˜o se tem nenhuma familia-
ridade com os dados, muitas tentativas sa˜o realizadas ate´ se obter valores iniciais que
levem a bons resultados.
Cabe enfatizar que a matriz de variaˆncia do sistema e´ amostrada por blocos, ou
seja, amostramos cada uma das sub-matrizes W i, i = 1 e 2, de modo a considerar
os efeitos incorporados ao modelo e assegurar que esses componentes sejam tratados
como independentes.
Na primeira amostra MCMC de η, a distribuic¸a˜o (η|θ,Φ0,Φ, φ,y) sera´ amostrada
a partir da distribuic¸a˜o candidata normal cujos paraˆmetros, ηˆt e Σˆt, dados em (4.8)
e (4.9), sera˜o baseados nas estimativas iniciais de η
(0)
t , φ
(0) e V (0).
De modo ana´logo, para amostrar a distribuic¸a˜o p(φ|η,θ,Φ0,Φ,y) e´ necessa´rio
simular amostras da transformac¸a˜o H2(φ|η), por meio de um func¸a˜o proposta normal
assime´trica com paraˆmetros de locac¸a˜o ξ, de escala ω e de forma δ. Na primeira




os demais sa˜o definidos a partir da compreensa˜o pre´via que o pesquisador tem do
sistema.
A previsa˜o de observac¸o˜es futuras da se´rie temporal e´ realizada apo´s a conclusa˜o
do me´todo MCMC, seguindo os passos dados na Sec¸a˜o 4.3 do Cap´ıtulo 4.
Na tentativa de tornar mais claro todo o processo de estimac¸a˜o, constru´ımos uma
rotina no software R que desenvolve todo o processo de estimac¸a˜o do MDPG a partir
da especificac¸a˜o das quantidades acima mencionadas. O Co´digo 5.7 no Apeˆndice D.4
mostra as etapas para do procedimento de estimac¸a˜o via MCMC.
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Ana´lise dos dados simulados
Nesta sec¸a˜o apresentamos os resultados provenientes do ajuste do MDPG para a
se´rie temporal desenhada em cada um de dois cena´rios. Paralelamente, essas se´ries
foram ajustadas conforme um modelo dinaˆmico Poisson, como meio de comparar e
destacar a performance do MDPG. A estrutura do modelo dinaˆmico Poisson e´ ideˆntica
a do modelo dinaˆmico para a distribuic¸a˜o Poisson Generalizada, a diferenc¸a e´ que no
primeiro, o paraˆmetro φ e´ igual a zero e na˜o e´ preciso especificar as quantidades k e
m da func¸a˜o sim.mdpg.
Cabe ressaltar que no processo de estimac¸a˜o para ambos os modelos, utilizando o
me´todo MCMC, foram geradas 200.000 cadeias de Markov, donde 50.000 destas foram
descartadas formando uma amostra de aquecimento (burn-in). Como e´ da natureza
do pro´prio procedimento MCMC gerar amostras correlacionadas, um meio de reduzir
a autocorrelac¸a˜o foi considerar apenas 1 em cada 30 amostras MCMC geradas, dessa
forma, totalizando 5.000 amostras observadas.
Cena´rio 1
A se´rie temporal de contagem apresentada na Figura 5.1 foi simulada atrave´s da
func¸a˜o sim.mdpg considerando as especificac¸o˜es do MDPG dadas anteriormente e





































































Figura 5.1: Se´rie temporal com dados de contagem e m = 10.
A determinac¸a˜o do valor dem e´ muito importante para a gerac¸a˜o de se´ries tempo-
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rais sob a estrutura do MDPG, visto que este e´ um fator que exerce bastante influeˆncia
sob o paraˆmetro de precisa˜o φ. Nesse cena´rio, considerando todas as configurac¸o˜es
ja´ delineadas previamente, a se´rie simulada retornou φ = −0.314, indicando que a
variaˆncia de cada ponto no tempo e´ menor que sua me´dia, divergindo do modelo
Poisson.
A Figura 5.2 mostra os valores estimados dos efeitos (n´ıvel, tendeˆncia e sazona-
lidade) sob o MDPG e o MDP, bem como os valores reais. Como se pode observar,
de modo geral, o processo inferencial utilizado para a estimac¸a˜o dos paraˆmetros do
MDPG foi capaz de estimar corretamente os valores verdadeiros. Por outro lado,
observa-se que o n´ıvel da se´rie e´ superestimado pelo MDP. Os efeitos de crescimento
e sazonalidade sa˜o estimados igualmente bem por ambos os modelos. No entanto, o
MDPG conduz a intervalos de credibilidade mais precisos.
Observa-se, tambe´m, que na estimac¸a˜o da componente sazonal, a` medida que o
tempo evolui, o modelo parece incorporar um padra˜o c´ıclico mais definido tentando
adaptar-se a` estrutura dos dados. Repara-se tambe´m que em torno do intervalo de
tempo t ∈ {40, . . . , 60}, o efeito sazonal estimado apresenta uma variabilidade maior
do que o real. Esse fator pode ser oriundo da especificac¸a˜o inicial da sub-matriz de
variaˆncia associada aos componentes c´ıclicos do modelo. Uma alternativa para ten-
tar corrigir esse problema seria reduzir os valores iniciais dessa matriz. No entanto,
isso requer tambe´m mudanc¸as nos demais valores iniciais, visto que, como ja´ menci-
onado, a definic¸a˜o inicial dos paraˆmetros do modelo deve ser feita cautelosamente e
de maneira harmoniosa, uma vez que estes exercem forte influeˆncia na convergeˆncia
da cadeia de Markov do me´todo MCMC.
A Figura 5.3 apresenta as estimativas obtidas para ηt e λt. Observa-se que, seme-
lhante ao que foi visualizado na ana´lise gra´fica dos efeitos sazonais, as estimativas ηˆt e,
consequentemente, λˆt, tambe´m incorporam uma variabilidade maior entre o per´ıodo
t ∈ {40, . . . , 60}, mas nada que inviabilize o emprego dessa metodologia. Na reali-
dade, pode-se atestar que os valores estimados esta˜o bem pro´ximos dos valores reais,
evidenciando um bom ajuste do MDPG a` serie histo´rica em estudo. A taxa de conver-
geˆncia associada a este processo de amostragem via algoritmo de Metropolis-Hastings
foi de 55, 78%.
Mais uma vez e´ poss´ıvel destacar a superioridade do ajuste MDPG em relac¸a˜o ao
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Nível Estimado − MDPG
Nível Estimado − MDP
IC de 95% − MDPG
IC de 95% − MDP
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Crescimento Estimado − MDPG
Crescimento Estimado − MDP
IC de 95% − MDPG















































































Sazonalidade Estimada − MDPG
Sazonalidade Estimada − MDP
IC de 95% − MDPG
IC de 95% − MDP
(c)
Figura 5.2: (a) Nı´vel Real versus Nı´vel Estimado; (b) Crescimento Linear Real versus
Crescimento Linear Estimado; (c) Efeito Sazonal Real versus Efeito Sazonal Estimado.
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MDP. Novamente, este u´ltimo modelo parece superestimar os valores dos paraˆmetros
ηt e, como consequeˆncia, subestima os valores de λt.
O processo de amostragem a partir da distribuic¸a˜o (φ|η,θ,Φ0,Φ,y) e´ bastante
complexo, em raza˜o de φ ser um paraˆmetro esta´tico, mas cujo suporte depende do
paraˆmetro ηt que, por sua vez, e´ dinaˆmico no tempo. Essa dependeˆncia de λt no
suporte de φ, mesmo nos casos de dados independentes e identicamente distribu´ıdos
gera muitos problemas, do processo de simulac¸a˜o a` metodologia de estimac¸a˜o dos
paraˆmetros. Para dados correlacionados ao longo do tempo, a situac¸a˜o torna-se ainda
mais complicada. Portanto, e´ de suma relevaˆncia a especificac¸a˜o adequada dos valores
iniciais para os paraˆmetros da distribuic¸a˜o candidata normal assime´trica no algoritmo
de Metropolis-Hastings, assim como, tambe´m, e´ fundamental a descric¸a˜o coerente das
variaˆncias V eW para uma boa e ra´pida convergeˆncia da cadeia de Markov. A Tabela
5.1 mostra as estat´ısticas resumo das amostras MCMC de φ.
Tabela 5.1: Estat´ısticas resumo das amostras MCMC de φ
Mı´nimo 1o Quartil Mediana Me´dia 3o Quartil Ma´ximo
-0,433 −0, 304 −0, 271 −0, 272 −0, 239 −0, 108
A me´dia e a mediana a posteriori de φ apresentam valores bem pro´ximos do paraˆ-
metro real φ = −0, 314, indicando que a simulac¸a˜o de uma tranformada de φ atrave´s
de uma distribuic¸a˜o candidata normal assime´trica, proporciona resultados confia´veis
quando as estimativas iniciais dos hiperparaˆmetros sa˜o bem definidas. Tomou-se
como estimativa do paraˆmetro φ a me´dia da amostra gerada, φˆ = −0, 272. A taxa
de aceitac¸a˜o dos valores gerados de φ foi de 22, 14%, representando um percentual
razoa´vel.
A Figura 5.4 ilustra o comportamento das amostras MCMC de φ. Nos gra´ficos em
(a) e (b), nota-se uma leve assimetria negativa na amostra derivada da distribuic¸a˜o
proposta para gerar φ, enquanto que nos gra´ficos (c) e (d) repara-se que a cadeia de
Markov converge para uma distribuic¸a˜o estaciona´ria de φ.
Uma vez que φ foi estimado, pode-se obter a me´dia estimada do modelo MDPG
e, em seguida, comparar os resultados com a me´dia estimada do modelo dinaˆmico











































































































































































































































































Intervalo de Credibilidade de 95%
(d)
Figura 5.3: (a) ηt versus ηˆt −MDPG; (b) ηt versus ηˆt −MDP; (c) λt versus λˆt −MDPG;






























































































Figura 5.4: Gra´ficos relativos a`s amostras MCMC do paraˆmetro φ: (a) Histograma; (b)
Box-Plot, onde a linha horizontal representa o valor verdadeiro de φ e as demais os limites
do I.C. de 95%; (c) Amostras de φ ao longo das iterac¸o˜es; (d) Autocorrelac¸a˜o da amostra
de φ.
Novamente, nota-se que o ajuste dos modelos MDPG e MDP sa˜o aproximada-
mente iguais e que a amplitude de ambos os intervalos de credibilidade parecem
aumentar a` medida que o tempo evolui. Esse alargamento deve ser decorrente da
introduc¸a˜o de um paraˆmetro estrutural no modelo para a utilizac¸a˜o de propriedades
do MDL normal que, consequentemente, leva a uma perda de informac¸a˜o.
As amostras das variaˆncia V e W obtidas pelo MCMC convergiram de modo
razoavelmente ra´pido para uma distribuic¸a˜o de equil´ıbrio como mostra a Figura 5.6.
Para avaliar a qualidade do ajuste e auxiliar na selec¸a˜o do modelo mais adequado





































































µt^  − MDPG
µt^  − MDP
IC de 95% − MDPG
ICde 95% − MDP
Figura 5.5: Comparac¸a˜o da me´dia real com me´dia estimada via MDPG e MDP.





























































































































Figura 5.6: Gra´ficos das amostras MCMC e autocorrelac¸o˜es para as variaˆncia V,W 1 e
W 2.
MDP, respectivamente, indicando que o modelo dinaˆmico para a distribuic¸a˜o Poisson
Generalizada apresenta-se mais adequado para o ajuste dos dados.
Outro meio de analisar a adequabilidade dos modelos e´ realizando previso˜es de
observac¸o˜es futuras considerando apenas parte da se´rie temporal. Para tanto, toma-
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mos como conhecidas as primeiras 66 observac¸o˜es e, com base nessa se´rie reduzida,
realizamos as previso˜es a k = 6 passos a` frente. A Figura 5.7 ilustra tais resultados
e evidenciam que a performance do MDPG na previsa˜o do comportamento futuro da
se´rie, parece ser melhor, no sentindo de acompanhar com mais nitidez o desenvolvi-
mento dos dados, do que o MDP, que, mais uma vez, tende a superestimar os valores
das observac¸o˜es.
Na Tabela 5.2 as medidas obtidas reforc¸am nossas suspeitas sobre a superioridade
do MDPG em relac¸a˜o ao MDP, uma vez que todas as me´tricas calculadas para o
MDPG apresentam valores menores que as do MDP.
Tabela 5.2: Medidas de qualidade de ajuste considerando previso˜es k = 6 passos a` frente
do MDPG e MDP
Modelo Me´tricas
MSE MAD MAPE SMAPE MedAPE MASE
MDPG 0, 536 0, 500 1, 215 2, 865 0, 083 0, 417
MDP 2, 000 1, 143 2, 939 5, 961 0, 250 6.667
Assim, de acordo com a ana´lise realizada ate´ o momento, para o cena´rio 1, podemos
afirmar que o MDPG e´ um modelo que proporciona resultados satisfato´rios para
tratar se´ries temporais de contagem, no que diz respeito a` estimac¸a˜o dos paraˆmetros
e previsa˜o de observac¸o˜es futuras da se´rie.
Conve´m destacar que como a se´rie simulada conte´m poucas observac¸o˜es, na˜o e´
apropriado fazer previso˜es a longo prazo, ale´m disso, a pro´pria especificac¸a˜o dos mo-












































































Previsão k = 6 passos à frente

















































































Previsão k = 6 passos à frente
Intervalo de Credibilidade de 95%
(b)
Figura 5.7: (a) Previsa˜o k = 6 passos a frente com MDPG; (b) Previsa˜o k = 6 passos a
frente com MDP.
Cena´rio 2
A se´rie temporal na Figura 5.8(a) foi gerada a partir da rotina sim.mdpg de acordo
com as definic¸o˜es do MDPG descrito nas sec¸o˜es anteriores deste cap´ıtulo. No processo
de simulac¸a˜o da se´rie foi considerado mx = 30 e m = 20.
Neste cena´rio esboc¸amos o estudo, de modo mais sintetizado, dessa se´rie temporal
que forneceu φ = −0, 095. A finalidade e´ demonstrar que quando o paraˆmetro φ e´
pro´ximo de zero, a modelagem via MDPG e´ aproximadamente equivalente a do MDP.
A Figura 5.8 tambe´m mostra as estimativas dos estados latentes da se´rie indivi-
dualmente. Atrave´s desta pode-se perceber que, apesar de apresentar uma diferenc¸a
muito pesquena, o n´ıvel estimado pelo MDPG aproxima-se mais do verdadeiro n´ıvel
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da se´rie em relac¸a˜o ao n´ıvel estimado via MDP. Isso acontece devido ao fato de o
MDPG incorporar a informac¸a˜o sobre o paraˆmetro φ, enquanto o MDP na˜o desfruta
dessa particularidade. Se no ajuste do modelo dinaˆmico para a distribuic¸a˜o Poisson
Generalizada fosse considerado φ = 0, as estimativas seriam exatamente ideˆnticas a`s
do MDP.
As estimativas do paraˆmetro estrutural ηt, bem como as de λt, de ambos os mo-
delos, sa˜o ilustradas na Figura 5.9 e parecem acomodar bem o desenvolvimento dos
paraˆmetros dinaˆmicos. Observa-se, tambe´m, que apesar destas mostrarem valores
pro´ximos, as estimativas procedentes do MDPG tendem a seguir, com mais preci-
sa˜o, as flutuac¸o˜es desses paraˆmetros, enquanto que os valores estimados via MDP
apresentam um pequeno desvio em relac¸a˜o aos valores reais.
Os modelos traduzem bem o comportamento me´dio da se´rie. Nota-se a partir da
Figura 5.9(c) que a` medida que tempo evolui, a variabilidade das estimativas de ambos
os modelos aumentam. Como colocado anteriormente, esse acre´scimo na variabilidade
pode ser devido aos valores iniciais atribu´ıdos a`s variaˆncias V e W .
Na estimac¸a˜o do paraˆmetro φ = −0, 095, consideramos como estimativa a mediana
a posteriori, que forneceu φˆ = −0.091. A Figura 5.10, juntamente com a taxa de
aceitac¸a˜o de 62, 2%, produzem evideˆncias de que a cadeia de Markov associada a`
amostragem de φ converge para uma distribuic¸a˜o estaciona´ria.
Em geral, as estimativas obtidas pelos dois modelos ajustados, ale´m de serem
pro´ximas, apresentam boas perspectivas dos componentes da se´rie temporal.
Como meio de comparar a performance de ambos os modelos ajustados, calcula-
mos o DIC que forneceu os valores 291, 39 e 294, 44 para o MDPG e MDP, respec-
tivamente. Apesar do MDPG apresentar DIC menor do que o do MDP, a diferenc¸a
entre essas medidas e´ insignificante, indicando que os resultados obtidos por ambos
os modelos sa˜o aproximadamente equivalentes.
Por fim, como nosso intuito neste cena´rio e´ demonstrar que o ajuste do MDPG
aproxima-se do MDP quando φ tende a zero, apresentamos na Figura 5.11 as previso˜es
a k = 6 passos a frente, como meio de validar o MDPG como um modelo plaus´ıvel
para o estudo de se´ries temporais com dados discretos de natureza diversa.
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Nível Estimado − MDPG
Nível Estimado − MDP
IC de 95% − MDPG
IC de 95% − MDP
(b)
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Crescimento Estimado − MDPG
Crescimento Estimado − MDP
IC de 95% − MDPG










































































Sazonalidade Estimada − MDPG
Sazonalidade Estimada − MDP
IC de 95% − MDPG
IC de 95% − MDP
(d)
Figura 5.8: (a) Se´rie temporal simulada do MDPG e m = 20; (b) Nı´vel real versus n´ıvel
estimado; (c) Crescimento linear real versus Crescimento linear estimado; (d) Efeito sazonal































































ηt^  − MDPG
ηt^  − MDP
IC de 95% − MDPG
ICde 95% − MDP
(a)
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λt^  − MDPG
λt^  − MDP
IC de 95% − MDPG
ICde 95% − MDP
(b)
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µt^  − MDPG
µt^  − MDP
IC de 95% − MDPG
ICde 95% − MDP
(c)
Figura 5.9: (a) Estimativas de ηt via MDPG e MDP; (b) Estimativas de λt via MDPG e



































































































Figura 5.10: Gra´ficos relativos a`s amostras MCMC do paraˆmetro φ: (a) Histograma; (b)
Box-Plot, onde a linha horizontal representa o valor verdadeiro de φ e as demais os limites














































































Previsão k = 6 passos à frente



















































































Previsão k = 6 passos à frente
Intervalo de Credibilidade de 95%
(b)
Figura 5.11: (a) Previsa˜o a k = 6 passo a frente com o MDPG; (b) Previsa˜o a k = 6 passos
a frente com o MDP.
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Conclusa˜o
A construc¸a˜o de um modelo dinaˆmico para a distribuic¸a˜o Poisson Generalizada foi
uma tarefa bastante a´rdua tendo in´ıcio no estudo da distribuic¸a˜o Poisson Genera-
lizada, explorando com detalhes a classe dos modelos dinaˆmicos lineares normais e
evoluindo ate´ o desenvolvimento do me´todo MCMC para a realizac¸a˜o de infereˆncias
sobre os paraˆmetros de interesse.
A escolha da DPG para modelar as observac¸o˜es da se´rie temporal, a cada ponto
no tempo, foi motivada pela ampla aplicabilidade desta na descric¸a˜o de dados de
natureza discreta. A partir de simulac¸o˜es de varia´veis aleato´rias DPG e da estimac¸a˜o
dos paraˆmetros intr´ınsecos constatamos algumas restric¸o˜es em relac¸a˜o ao espac¸o pa-
rame´rtico de φ, principalmente no que diz respeito a sua relac¸a˜o com λ que, por sua
vez, influencia em todo o ajuste do modelo.
No intuito de apresentar resultados satisfato´rios quanto a` estimac¸a˜o de carac-
ter´ısticas dos dados e realizar a previsa˜o de perspectivas futuras da se´rie, muitas
alternativas foram abordadas ate´ que se obtivesse uma via´vel.
Um fator preponderante para o desenvolvimento do MDPG foi perceber a impor-
tante relac¸a˜o de dependeˆncia entre os paraˆmetros λt e φ e tambe´m o qua˜o relevante e´
a especificac¸a˜o do valor de m na DPG, desempenhando um papel de limitador para
que a probabilidade da DPG na˜o tome valores negativos quando φ e´ negativo. Uma
vez que o espac¸o parame´trico de φ esta´ restrito a` evoluc¸a˜o de λt foi necessa´rio uma
reparametrizac¸a˜o no sentido de facilitar o processo de amostragem, considerando λt
dinaˆmico no tempo e caracterizando o paraˆmetro φ como desconhecido e esta´tico,
tomando todo o espac¸o de λt.
Nessas configurac¸o˜es, o me´todo MCMC para amostragem das distribuic¸o˜es a` pos-
teriori do modelo teve como componente chave o uso do algoritmo de Metropolis-
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Hastings dentro do amostrador de Gibbs para gerar amostras do paraˆmetro estrutural
ηt = logit(λt) que, posteriormente, serviu na atualizac¸a˜o de φ, tambe´m amostrado via
MH.
Outro aspecto digno de nota e´ a especificac¸a˜o coerente dos paraˆmetros para a
distribuic¸a˜o candidata de p(φ|η,θ,Φ0,Φ,y) que afeta na convergeˆncia de todas as
amostras geradas para a distribuic¸a˜o de interesse.
Considerando o fato de que na˜o foi poss´ıvel a aplicac¸a˜o da metodologia desen-
volvida no estudo em dados reais, o ajuste do modelo dinaˆmico para a distribuic¸a˜o
Poisson Generalizada foi realizado em duas se´ries temporais simuladas. O primeiro
cena´rio simulado idealizou uma se´rie de dados de contagem composta por 72 observa-
c¸o˜es, teoricamente parametrizada pelos limitantes fmx = 15 e m = 10. Neste estudo
de caso, composto por 200 mil iterac¸o˜es, burn-in de 50 mil amostras e um gap com
defasagem 30, as estimativas dos estados latentes e dos paraˆmetros da distribuic¸a˜o
obtidos atrave´s da metodologia desenvolvida mostraram-se bastante satisfato´rios prin-
cipalmente quando comparados com o modelo dinaˆmico Poisson. As diferenc¸as entre
medidas de qualidade de ajuste para o MDPG e MDP evidenciaram a superioridade
de ajuste do MDPG em relac¸a˜o ao MDP para os dados simulados.
Para o segundo estudo de caso, objetivou-se destacar a equivaleˆncia entre as abor-
dagens que utilizam o MDPG e MDP no caso em que o paraˆmetro φ assume valores
pro´ximos a zero. De fato, foi constatado que as estimativas dos paraˆmetros em am-
bos os ajustes sa˜o bem pro´ximas. No entanto, verifica-se ainda que o paraˆmetro φ
do MDPG, ainda que pequeno, e´ capaz de melhor captar o desenvolvimento da se´rie,
bem como o de suas caracter´ısticas.
No que concerne a ana´lise de convergeˆncia das cadeias do me´todo MCMC, optou-se
apenas por uma abordagem descritiva que apontou o bom ajuste do MDPG. No en-
tanto, observou-se a necessidade da aplicac¸a˜o de te´cnicas confirmato´rias na apurac¸a˜o
do alcance da convergeˆncia.
Muitos foram os esforc¸os computacionais realizados neste trabalho para poder
respeitar todas as limitac¸o˜es e restric¸o˜es do nosso modelo. Muitas func¸o˜es foram
implementadas a fim de facilitar todo o processo de contruc¸a˜o do MDPG e esta˜o
dispon´ıveis para consulta no Apeˆndice D.
As pretenc¸o˜es de desenvolvimentos futuros baseiam-se principalmente na expansa˜o
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do MDPG para modelar um conjunto de se´ries temporais de dados de contagem que
desfrutam de determinadas caracter´ısticas considerando ambos os paraˆmetros da DPG
variando com o tempo e hierarquicamente atra´ves das se´ries.
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Apeˆndice
A - Expansa˜o de Lagrange
Considere a transformac¸a˜o inversa de Lagrange u = z/g(z) que fornece o valor de z
como uma se´rie de poteˆncia em u e g(z) uma func¸a˜o anal´ıtica de z. Seja f(z) outra
func¸a˜o anal´ıtica de z que assim como g(z) e´ sucessivamente diferencia´vel com respeito





























Observe que as expanso˜es de Lagrange em (5.15) e (5.17) na˜o sa˜o independentes
uma vez que uma pode ser derivada da outra. Se subtituirmos f(z) em (5.17) por
f1(z) = (1− zg′(z)/g(z))f(z),
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simplificamos (5.17) na expansa˜o de Lagrange em (5.15). De maneira ana´loga, subs-




obtemos a expansaa˜o de Lagrange dada em (5.17).
B - Func¸a˜o geradora de probabilidade
No estudo de distribuic¸o˜es de probabilidade discretas os ca´lculos para obtenc¸a˜o de
algumas caracter´ısticas do modelo podem ser bastante complexos e trabalhosos, por
exemplo, os momentos da DPG. No entanto, essa tarefa pode ser reduzida com em-
prego da func¸a˜o geradora de probabilidade (fgp).
Considere X uma varia´vel aleato´ria discreta definida sob o conjunto dos inteiros
na˜o negativos e P (X = x), para x = 0, 1, 2, . . . , a func¸a˜o de massa de probabili-
dade associada a varia´vel X tal que
∑∞
x=0 P (X = x) = 1. A func¸a˜o geradora de
probabilidade da varia´vel aleato´ria X e´ definida por
g(t) = E(tx) =
∞∑
x=0
txP (X = x).
Note que, a fgp e´ um polinoˆmio cujos coeficientes sa˜o as func¸o˜es de massa de
probabilidade aplicada no ponto. Assim, temos que a func¸a˜o geradora de probabili-
dade e´ uma serie de poteˆncia e atrave´s desta pode-se obter a func¸a˜o de probabilidade,
assim como, a func¸a˜o de probabilidade fornece a fgp. Ou seja, existe uma relac¸a˜o de
unicidade entre a fgp e a func¸a˜o de probabilidade de uma varia´vel aleato´ria X.
Substituindo t por es, a fgp g(t) torna-se a func¸a˜o geradora de momentos Mx(s).
Tomando o logaritmo natural de Mx(s), temos uma se´rie de poteˆncia em s, definida




kx(t) = lnMx(t) = ln g(e
t).
Observe tambe´m que g(0) = P (X = 0) e que g(1) =
∑∞
x=0 P (X = x) = 1.
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A me´dia e a variaˆncia de uma distribuic¸a˜o de probabilidade podem ser obtidas atrave´s
da fgp calculando os dois primeiros momentos fatoriais que sa˜o obtidos tomando

























x(x− 1)P (X = x) = E[X(X − 1)].




(1) e E[X(X − 1)] = µ′(2) = g
′′
(1) de maneira que






C - Propriedades de Esperanc¸a Condicional
Apresentamos as provas das propriedades de esperanc¸a condicional dadas abaixo, de-
vido a importaˆncia destas na demosntrac¸a˜o da Preposic¸a˜o 2.3.
(i). E(θkt |DT ) = E[E(θkt |θt+1, DT )|DT ];
(ii). V (θt|DT ) = E[V ar(θt|θt+1, DT )|DT ] + V [E(θt|θt+1, DT )|DT ];
Prova: Para a prova de (i), considere alguns resultados dos modelos de espac¸o de
estados e de propriedades de esperanc¸a condicional, de modo que























p(θt+1|DT )E(θkt |θt+1, DT )dθt+1
=
∫
E(θkt |θt+1, DT )p(θt+1|DT )dθt+1
= E[E(θkt |θt+1, DT )|DT ].
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A demonstrac¸a˜o do resultado (ii ), segue de modo ana´logo a` prova de (i). Dessa
forma,
V (θt|DT ) = E[θ2t |DT ]− E2[θt|DT ]
= E[E(θ2t |θt+1, DT )|DT ]− E2[E(θt|θt+1, DT )|DT ]
= E[E(θ2t |θt+1, DT )|DT ]− E[E2(θt|θt+1,DT )|DT ]
+ E[E2(θt|θt+1,DT )|DT ]− E2[E(θt|θt+1, DT )|DT ]
= E[V (θt|θt+1, DT )|DT ] + V [E(θt|θt+1, DT )|DT ].
D - Co´digos
D.1 - Cap´ıtulo 1
Estimac¸a˜o dos paraˆmetros da distribuic¸a˜o Poisson generalizada utilizando
Me´todo dos Momentos e Ma´xima Verossimilhanc¸a
Co´digo 5.1: Estimac¸a˜o dos paraˆmetros da distribuic¸a˜o Poisson generalizada
># Func¸a˜o que re to rna e s t i m a t i v a s da PG pe lo Me´todo dos Momentos
2 > emm. dpg <− f unc t i on ( x ) {
+ phi .m <− 1− s q r t (mean( x ) / var ( x ) )
4 + lambda .m <− s q r t ( ( mean( x ) ) ˆ(3) / var ( x ) )
+ return ( c ( lambda .m, phi .m) )
6 + }
8 > # Algoritmo de Newton−Raphson para c a l c u l a r e s t i m a t i v a s de MV da PG
> emv . dpg <− f unc t i on (x , s t a r t ) {
10 + eps <− 10ˆ(−5)
+ n <− l ength ( x )
12 + phi0 <− s t a r t
+ repeat {
14 + grad <− sum( x∗( x − 1) /(mean( x ) + phi0 ∗( x − mean( x ) ) ) ) − sum( x )
+ hess <− − sum ( x∗( x − 1) ∗( x − mean( x ) ) /(mean( x ) + phi0 ∗( x −
16 + mean( x ) ) ) ˆ(2) )
+ phi <− phi0 − grad / hess
18 + i f (sum( abs ( phi − phi0 ) ) < eps ) {break}
+ phi0 <− phi
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20 + }
+ lambda <− mean( x ) ∗(1 − phi )
22 + return ( c ( lambda , phi ) )
+ }
Simulac¸a˜o de varia´veis aleato´rias com distribuic¸a˜o Poisson generalizada
pelo me´todo da Transforma Inversa e da Ramificac¸a˜o
Co´digo 5.2: Simulac¸a˜o de amostras aleato´rias do modelo Poisson generalizado
> # Func¸a˜o de d i s t r i b u i c¸ a˜ o de probab i l i dade Poisson g e ne r a l i z a da
2 > dpoisg <− f unc t i on (x , lambda , phi , m) {
+ n <− l ength ( x )
4 + aux <− rep (0 , n)
+ dpg <− f unc t i on (x , lambda , phi , m) {
6 + f <− ( lambda ∗ ( ( lambda + phi ∗x ) ˆ( x − 1) ) ∗ exp(−lambda −
+ phi ∗x ) ) / f a c t o r i a l ( x )
8 + }
+ for ( i in 1 : n ) {
10 + i f ( x [ i ] > m & phi < 0) aux [ i ] <− 0
+ else {aux [ i ] <− dpg ( x [ i ] , lambda , phi , m) }
12 + }
+ return ( aux ) }
14
> # Func¸a˜o de d i s t r i b u i c¸ a˜ o acumulada Poisson g e n e ra l i z a d a
16 > Fdpg <− f unc t i on (k , lambda , phi , m) {
+ x <− c ( 0 : k )
18 + dpg <− dpoisg (x , lambda , phi , m)
+ Fm <− cumsum( dpg ) [m+1]
20 + i f ( phi < 0) { r e s u l t <− cumsum( dpg/Fm) }
+ else { r e s u l t <− cumsum( dpg ) }
22 + return ( r e s u l t ) }
24 > # Simulac¸ a˜o de v . a . s DPG pe lo Me´todo da Transformada Inver sa
> sim . dpg . invp <− f unc t i on (n , k , lambda , phi , m) {
26 + Fx <− Fdpg(k , lambda , phi , m)
+ u <− r u n i f (n , 0 , 1 )
28 + prob <− matrix ( rep (Fx , n) , nc = n) − matrix ( rep (u , each = k + 1) , nc = n)
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+ prob [ prob > 0 ] <− 0
30 + prob [ prob < 0 ] <− 1
+ aux <− apply ( prob , 2 , sum)
32 + return ( aux ) }
34 > # Simulac¸ a˜o de v . a . s DPG pe lo Me´todo da Ramif ica c¸ a˜o
> sim . dpg . brc <− f unc t i on (n , lambda , phi ) {
36 + samp <− rep (0 , n)
+ cont <− 1
38 + func1 . brc <− f unc t i on ( phi , ix , i y ) {
+ while ( i y > 0) {
40 + lambda1 <− phi ∗ i y
+ i z <− r p o i s (n = 1 , lambda1 )
42 + ix <− i x + i z
+ iy <− i z
44 + }
+ return ( i x ) }
46 + while ( cont <= n) {
+ iy <− r p o i s (n = 1 , lambda )
48 + ix <− i y
+ i f ( i y > 0) ix <− func1 . brc ( phi , ix , i y )
50 + samp [ cont ] <− i x
+ cont <− cont + 1
52 + }
+ return ( samp) }
D.2 - Cap´ıtulo 2
Estimac¸a˜o dos estados latentes e Predic¸a˜o de observac¸o˜es futuras da se´rie
histo´rica AirPassengers via Modelos Dinaˆmicos Lineares Normais
Co´digo 5.3: Estimac¸a˜o dos estados e Predic¸a˜o
> r e q u i r e ( dlm )
2 > ## Reconhecendo os dados
> Air <−AirPassengers ;
4 > n <− l ength ( Air )
> i s . t s ( Air )
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6 [ 1 ] TRUE
>
8 > ## Filtragem
> modelo1 <− dlmModPoly ( order = 1 , dV = 11200 , dW = 545)
10 > A i r F i l t r o 1 <− d lmFi l t e r ( Air , modelo1 )
> modelo2 <− dlmModPoly ( order = 1 , dV = 11200 , dW = 5805)
12 > A i r F i l t r o 2 <− d lmFi l t e r ( Air , modelo2 )
>
14 > # Estimativa mt e i n t e r v a l o de c r e d i b i l i d a d e
> attach ( A i r F i l t r o 2 )
16 > z <− qnorm ( 0 . 0 2 5 , lower=F)
> l im .m <− z∗ s q r t ( u n l i s t ( dlmSvd2var (U.C, D.C) ) )
18 > IC .m <− as . vec to r (m) + lim .m %o% c (−1 , 1)
> M <− cbind (m, IC .m)
20 >
> # Gra´ f i co
22 > p lo t ( Air , type=’ o ’ , c o l = c ( ’ darkgrey ’ ) )
> l i n e s ( dropF i r s t ( AirFi l tro1$m ) , l t y =5, c o l =3, lwd = 2)
24 > l i n e s ( dropF i r s t ( AirFi l tro2$m ) , l t y =4, c o l =2, lwd = 2)
>
26 > ## Suaviza c¸ a˜o − Considerando Modelo 2
> AirSuave <− dlmSmooth ( A i r F i l t r o 2 )
28 > attach ( AirSuave )
>
30 > # Comparando Fi l tragem e Suaviza c¸ a˜o
> drop ( dlmSvd2var (U.C [ [ n +1 ] ] ,D.C [ [ n +1 ] ] ) )
32 [ 1 ] 5667.244
> drop ( dlmSvd2var (U. S [ [ n +1 ] ] ,D. S [ [ n +1 ] ] ) )
34 [ 1 ] 5667.244
> drop ( dlmSvd2var (U.C [ [ n /2+1] ] ,D.C [ [ n /2+1] ] ) )
36 [ 1 ] 5667.244
> drop ( dlmSvd2var (U. S [ [ n /2+1] ] ,D. S [ [ n /2+1] ] ) )
38 [ 1 ] 3793.346
>
40 > # Estimativa de s t e i n t e r v a l o de c r e d i b i l i d a d e
> l im . s <− z∗ s q r t ( u n l i s t ( dlmSvd2var (U. S , D. S) ) )
42 > IC . s <− as . vec to r ( s ) + lim . s %o% c (−1 , 1)
> S <− cbind ( s , IC . s )
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44 >
> # Gra´ f i co
46 > p lo t ( dropFi r s t (M) , p l o t . type=’ s ’ , l t y=c (2 , 3 , 3 ) , c o l=c (1 , 3 , 3 ) , lwd = 2)
> l i n e s ( dropF i r s t (S [ , 1 ] ) , c o l = 118 , l t y = 5 , lwd = 2)
48 > l i n e s ( dropF i r s t (S [ , 2 ] ) , c o l = 2 , l t y = 5 , lwd = 2)
> l i n e s ( dropF i r s t (S [ , 3 ] ) , c o l = 2 , l t y = 5 , lwd = 2)
50 > l i n e s ( Air , type = ’ o ’ , c o l = ’ darkgray ’ )
>
52 > ## Predi c¸ a˜o um passo a` f r e n t e − Gra´ f i co
> attach ( modelo2 )
54 > p lo t ( dropFi r s t ( f ) , p l o t . type = ’ s ’ , c o l = 2 , l t y = 2 , lwd = 2)
> l i n e s ( Air , type = ’ o ’ , c o l = ’ darkgrey ’ )
D.3 - Cap´ıtulo 3
Ajuste do modelo dinaˆmico por superposic¸a˜o com crescimento linear e efeito
sazonal na forma de Fourier
Co´digo 5.4: Ajuste do modelo com crescimento linear e efeito sazonal na forma de
Fourier
> ## S e´ r i e Temporal
2 > Air <− AirPassengers
>
4 > ## Modelo Geral com Tendeˆncia e Sazonal idade na forma de Four i e r
> modelo <− dlmModTrig ( s = s , dV = 0.4794 , dW = rep (15138 .38 , s−1) ,
6 + m0 = rnorm ( s−1) , C0 = diag (1 e+02, s−1) ) + dlmModPoly ( order = 2 , dV =
7.809347 e−08, dW = c (1139 . 5 , 0 . 0086) )
>
8 > ## F i l t r o
> f i l t r o <− d lmFi l t e r ( Air , modelo )
10 > mt <− dropFi r s t ( f i l t r o $ m ) [ , c (1 , 3 , 5 , 7 , 9 , 11 , 12) ]
> y . e s t <− t s ( apply (mt , 1 , sum) , s t a r t = c (1949 ,1 ) , end = c (1960 ,12) ,
f requency = 12)
12 >
> ## Suaviza c¸ a˜o
14 > suave <− dlmSmooth ( f i l t r o )
> s t <− suave$s [ , c (1 , 3 , 5 , 7 , 9 , 11 , 12) ]
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16 > ys . e s t <− t s ( apply ( st , 1 , sum) , s t a r t = c (1949 ,1 ) , end = c (1960 ,12) ,
f requency = 12)
>
18 > ## Gr a´ f i c o s das Est imat ivas F i l t r a d a s e Suavizadas
> p lo t ( Air , type = ’ o ’ , x lab = ”Tempo” , c o l = ”darkgrey ”)
20 > l i n e s ( y f . est , c o l = ”red ” , l t y = 2)
> l i n e s ( ys . est , c o l = ”blue ” , l t y = 4)
22 >
> ## Gra´ f i co das Prev i s o˜ e s k =36 passos a` f r e n t e
24 > p lo t ( Air , type = ’ o ’ , x lab = ’Tempo ’ , xl im = c (1949 , 1964) , c o l = ’
darkgrey ’ )
> a b l i n e ( v = 1961 , l t y = 2)
26 > l i n e s ( pred$f , l t y = 4 , c o l = ’ red ’ )
Comparac¸a˜o do modelo dinaˆmico de regressa˜o com o modelo de regressa˜o
padra˜o
Co´digo 5.5: Comparac¸a˜o do MDL de regressa˜o com o modelo de regressa˜o padra˜o
> ## Matriz de Covar i a´ ve i s
2 > n <− 48
> X <− matrix ( r u n i f (n = 2∗n , 5 , 10) , nco l = 2)
4 > F <− cbind (1 ,X)
>
6 > ## Simulac¸ a˜o da s e´ r i e Yt
> simu .Y <− f unc t i on (F , theta ) {
8 + Y <− F %∗% theta + rnorm (n)
+ return (Y)
10 + }
> Y <− t s ( simu .Y(F, theta = c (1 , 1 , 2) ) )
12 >
> ## Estimac¸a˜o v ia Mı´nimos Quadrados
14 > mod1 <− lm(Y˜F)
> c o e f s 1 <− c o e f (mod1) ; c o e f s 1
16 ( I n t e r c e p t ) F1 F2
0.9835077 0.9544115 2.0546769
18 > var . cov1 <− vcov (mod1) ; var . cov1
( I n t e r c e p t ) F1 F2
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20 ( I n t e r c e p t ) 1 .76115366 −0.099862044 −0.133975391
F1 −0.09986204 0.011166493 0.002434025
22 F2 −0.13397539 0.002434025 0.015503940
> mu1 <− t s ( mod1$f i tted . va lue s )
24 >
> ## Estimac¸a˜o v ia DLM de r e g r e s s a˜ o
26 > mod2 <− dlmModReg(X = F, addInt = FALSE, dV = 0.978 , m0 = c ( 0 . 5 , 0 . 7 ,
1 . 2 ) , C0 = diag ( c (5 , 2 , 1) ) )
> f i l t r o <− d lmFi l t e r (Y, mod2)
28 > c o e f s 2 <− f i l t r o $ m [ n + 1 , ] ; c o e f s 2
( I n t e r c e p t ) F1 F2
30 0.9580277 0.9586226 2.0537204
> var . cov2 <− dlmSvd2var ( f i l t r o $ U .C, f i l t r o $ D .C) [ [ n + 1 ] ] ; var . cov2
32 [ , 1 ] [ , 2 ] [ , 3 ]
[ 1 , ] 1 .03523477 −0.0588828034 −0.0785543400
34 [ 2 , ] −0.05888280 0.0074457715 0.0006268648
[ 3 , ] −0.07855434 0.0006268648 0.0099138120
36 > mu2 <− t s (F%∗%c ( c o e f s 2 ) )
D.4 - Aplicac¸a˜o
Simulac¸a˜o de se´ries temporais segundo MDPG
Co´digo 5.6: Gerac¸a˜o de dados com base na estrutura do MDPG
> sim . mdpg <− f unc t i on ( modelo , N, I , k , m) {
2 > mod <− modelo
> p <− l ength (mod$m0)
4 > Y <− matrix (0 , nr = N, nc = I )
> theta0 <− t ( rmvnorm(n = 1 , mean = mod$m0 , sigma = mod$C0) )
6 > theta <− matrix (0 , nr = N, nc = p)
> eta <− matrix (0 , nr = N, nc = I )
8 > aux <− matrix (0 , nr = N, nc = I )
> theta [ 1 , ] <− theta0
10 > eta [ 1 , 1 ] <− mod$FF%∗% theta [ 1 , ] + rnorm (n = 1 , mean = 0 , sd = s q r t (
> mod$V) )
12 >
> # Valor i n i c i a l de lambda . s t a r
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14 > aux [ 1 , 1 ] <− exp ( eta [ 1 , 1 ] ) /(1 + exp ( eta [ 1 , 1 ] ) )
>
16 > # Atual izando o vetor de estados , paraˆmetro e s t r u t u r a l e paraˆmetro
transformado
> for ( j in 2 :N) {
18 > theta [ j , ] <− mod$GG %∗% theta [ j − 1 , ] + t ( rmvnorm(n =
> 1 , mean = rep (0 , p) , sigma = mod$W) )
20 > eta [ j , 1 ] <− mod$FF%∗% theta [ j , ] + rnorm (n = 1 , mean =
> 0 , sd = s q r t (mod$V) )
22 > aux [ j , 1 ] <− exp ( eta [ j , 1 ] ) /(1 + exp ( eta [ j , 1 ] ) )
> }
24 >
># Obtendo Valor de phi
26 > l i m i <− max(−1,−(1/m) ∗ exp(−eta ) )
>phi <− l i m i + ( abs ( l i m i ) / 50) ; phi
28 >
># Gerando a s e´ r i e temporal Y
30 > lambda <− exp(−eta )
> for ( j in 1 :N) {
32 > i f ( phi <= 0) {
> Y[ j ] <− sim . dpg . invp (n=1, k , lambda = lambda [ j ] ,
34 > phi = phi , m )
> }
36 > else {
> Y[ j , i ] <− sim . dpg . brc ( lambda = lambda [ j ] , phi =
38 > phi )
> }
40 > }
> return ( l i s t (Y = Y, theta = theta , eta = eta , lb . y = lambda , phi . y =
phi , mod) )
42 >}
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Estimac¸a˜o dos paraˆmetros do MDPG via MCMC
Co´digo 5.7: Processo de estimac¸a˜o do MDPG via MCMC
> ### Func¸o˜es dos Paraˆmetros da DPG #
2 > ## Phi
> # Tranformando phi para a e s c a l a (0 , 1 )
4 > H1 . phi <− f unc t i on ( phi , eta , m) {
+ l i m i <− max(−1 , −(1/m) ∗ exp(− eta ) )
6 + H1 <− ( phi − l i m i ) / (1 − l i m i )
+ return (H1) }
8 >
> # Tranformando H1( phi ) na e s c a l a l o g i t
10 > H2 . phi <− f unc t i on ( phi , eta , m) {
+ aux <− H1 . phi ( phi , eta , m)
12 + H2 <− l og ( aux /(1 − aux ) )
+ return (H2) }
14 >
> # Voltando a` e s c a l a phi a p a r t i r da func¸ a˜o H1 :
16 > H1 . to . phi <− f unc t i on (H1 , eta , m) {
+ l i m i <− max(−1,−(1/m) ∗ exp(− eta ) )
18 + phi <− H1∗(1 − l i m i ) + l i m i
+ return ( phi ) }
20 >
> # Voltando a` e s c a l a H1 a p a r t i r da func¸ a˜o H2 :
22 > H2 . to . H1 <− f unc t i on (H2) {
+ H1 <− exp (H2) /(1 + exp (H2) )
24 + return (H1) }
>
26 > ### Func¸o˜es dos paraˆmetros da d i s t r i b u i c¸ a˜ o candidata de Eta #
> ## Derivada de ordem 1 da log−ve ro s s im i lhan c¸ a
28 > DL1 . eta <− f unc t i on ( eta , V, theta , phi , y ) {
+ aux1 <− exp(−eta ) − 1 − ( (1 / V) ˆ2) ∗ ( eta − FF %∗% theta )
30 + aux2 <− −((y − 1) ∗ exp(−eta ) ) / ( exp(−eta ) + phi ∗ y )
+ der iv <− aux1 + aux2
32 + return ( de r i v ) }
>
34 > ## Derivada de ordem 2 da log−ve ro s s im i lhan c¸ a
> DL2 . eta <− f unc t i on ( eta , V, theta , phi , y ) {
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36 + aux1 <− exp(−eta ) + (1/V) ˆ2
+ aux2 <− ( y ∗( y − 1) ∗ phi ∗ exp(−eta ) ) / ( ( exp(−eta ) + phi ∗ y ) ˆ2)
38 + der iv <− aux2 − aux1
+ return ( de r i v ) }
40 >
> ## Me´dia da d i s t r i b u i c¸ a˜ o q
42 > eta . hat <− f unc t i on ( eta , V, theta , phi , y ) {
+ aux1 <− DL1 . eta ( eta , V, theta , phi , y )
44 + aux2 <− DL2 . eta ( eta , V, theta , phi , y )
+ aux3 <− e t a j − ( aux2 ) ˆ(−1) ∗ aux1
46 + return ( aux3 ) }
>
48 > ### Paraˆmetros da Skew−Normal ##
> ## Paraˆmetro de Esca la
50 > omega <− f unc t i on ( sigma , alpha ) {
+ d e l t a <− alpha / s q r t (1 + alpha ˆ2)
52 + fun <− sigma ∗ s q r t (1 / (1 − (2 ∗ d e l t a ˆ2) / p i ) )
+ return ( fun ) }
54 >
> ## Paraˆmetro de loca c¸ a˜ o
56 > x i <− f unc t i on (mu, omega , alpha ) {
+ d e l t a <− alpha / s q r t (1 + alpha ˆ2)
58 + fun <− mu − omega ∗ d e l t a ∗ s q r t (2 / p i )
+ return ( fun ) }
60 >
> ## Me´dia
62 > mu. sn <− f unc t i on ( xi , omega , alpha ) {
+ d e l t a <− alpha / s q r t (1 + alpha ˆ2)
64 + fun <− x i + omega ∗ d e l t a ∗ s q r t (2 / p i )
+ return ( fun ) }
66 >
> ## Var i aˆnc ia
68 > sigma2 . sn <− f unc t i on (omega , alpha ) {
+ d e l t a <− alpha / s q r t (1 + alpha ˆ2)
70 + fun <− ( omega ˆ2) ∗ (1 − (2 ∗ d e l t a ˆ2) / p i )
+ return ( fun ) }
72 >
> ### E s p e c i f i c a c¸ a˜ o das matr i ze s de v a r i aˆ n c i a V e W #
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74 > g l0 <− 12 ; g l 1 <− 13 ; g l 2 <− 14
> V0 <− ( gl0 −2) ∗ 0 .0085
76 > Wlambda0 <− ( gl1 −2) ∗ diag ( c (0 .25ˆ2 ∗ 0 .005 , 0 .15ˆ2 ∗ 0 .025 ) )
> Wsazlambda0 <− ( g l 2 −2) ∗ diag ( c (1 , 0 . 5 , 0 . 5 ) ) ∗ 0 .0055
78 >
> ### Modelo Dinaˆmico Poisson Genera l i zado (MDPG) #
80 > ## Estruturando as matr i ze s G e F
> s e t . seed (10101010)
82 > N <− 72 ; s <− 4 ; I <− 1 ; m <− 6
>
84 > ## Modelo com tend eˆnc ia e sazona l idade
> mod <− dlmModPoly (2 ) + dlmModSeas ( s )
86 >
> a1 <− mean( eta . i n i t )
88 > m0 <− c ( a1∗c ( 0 . 8 5 5 , 0 . 02 , 0 . 105 , 0 .0055 , 0 .0055) )
> mod$m0 <− m0
90 >
> C0 <− bdiag ( diag ( c ( 0 . 0 0 0 1 , 0 . 0 0 2 5 ) ) , d iag ( 0 . 0 0 0 1 , 3 ) )
92 > mod$C0 <− C0
> np <− l ength (m0)
94 >
> ### Amostragem das P o s t e r i o r i s v ia MCMC #
96 > ## D e f i n i c¸ o˜ e s importantes
> MC <− 200000; TT <− l ength ( y . sim )
98 >
> ## Vetor de e s tados Theta e de paraˆmetros e s t r u t u r a i s Eta
100 > gibbsTheta <− array (0 , dim = c (TT + 1 , np , MC − 1) )
> gibbsEta <− array (0 , dim = c (TT+1, 1 , MC−1) )
102 > gibbsEta [ , , 1 ] <− eta . mat <− c (0 , eta . i n i t )
>
104 > ## Matr izes de Var i aˆnc ia variam ao longo do tempo
> gibbsV <− array (0 , dim = c (1 , 1 , MC) )
106 > gibbsWlambda <− array (0 , dim = c (2 , 2 , MC) )
> gibbsWsaz <− array (0 , dim = c (3 , 3 , MC) )
108 >
> ## I n i c i o u m0 com a pr ime i ra observa c¸ a˜o da s e´ r i e observada
110 > mod$V <− gibbsV [ , , 1 ] <− V0/( de l t a0 − 2)
> gibbsWlambda [ , , 1 ] <− Wlambda0/( de l t a1 − 2)
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112 > gibbsWsaz [ , , 1 ] <− Wsazlambda0 /( de l t a2 − 2)
> mod$W <− bdiag ( gibbsWlambda [ , , 1 ] , gibbsWsaz [ , , 1 ] )
114 >
> ## Vetor para a t u a l i z a c¸ a˜ o de Phi
116 > gibbsPhi <− array (0 , dim = c (1 , 1 , MC) )
> phi . atual<−gibbsPhi [ , , 1]<−as . numeric ( phi . i n i t )
118 > gibbsH2 . Phi <− array (0 , dim = c (1 , 1 , MC) )
> H2 . a tua l <− gibbsH2 . Phi [ , , 1 ] <− H2 . phi ( as . numeric ( phi . i n i t ) , eta . i n i t ,
m)
120 >
> ### E s p e c i f i c a c¸ a˜ o dos v a l o r e s i n i c i a i s dos h iperpar aˆmetros H2( Phi | Eta )
#
122 > ## Var i aˆnc ia s candidatas
> var . 1 <− 0 .15
124 > sd . 1 <− s q r t ( var . 1 )
>
126 > ## C o e f i c i e n t e de a s s i m e t r i a da Skew Normal :
> alpha0 <− alph1<− − 2 .65
128 >
> ## Me´dia
130 > mu. 0 <− H2 . phi ( phi = as . numeric ( phi . i n i t ) , e ta = eta . i n i t [−1] , m = m)
> w <− omega ( sigma = sd . 1 , alpha = alpha0 )
132 > xxi <− x i (mu = mu. 0 , omega = w, alpha = alpha0 )
>
134 > ## Redef in indo Y
> dimy <− l ength ( ys )+ 1
136 > y . new <− matrix ( c (0 , ys ) , nr = dimy , nc = 1)
>
138 > ### Simulac¸ a˜o MCMC para as d i s t r i b u i c¸ o˜ e s a p o s t e r i o r i do MDPG #
> accepted1 <− matrix (0 , nr = (TT+1) , nc = 1)
140 > accepted2 <− 0
> s e t . seed (5614)
142 > for ( i t in 1 : (MC − 1) ) {
+ eta . mat <− gibbsEta [ , , i t ]
144 + eta . mat1 <− eta . mat
+ phi . a tua l <− gibbsPhi [ , , i t ]
146 + H2 . a tua l <− gibbsH2 . Phi [ , , i t ]
+
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148 + # Algoritmo FFBS
+ modFilt <− d lmFi l t e r ( eta . mat [−1] , mod , s i m p l i f y = TRUE)
150 + gibbsTheta [ , , i t ] <− theta <− dlmBSample ( modFilt )
+ mod$m0 <− theta [ 2 , ]
152 +
+ # Atua l i za c¸ a˜ o da matr iz V
154 + v i t <− eta . mat [−1] − theta [−1 , ] %∗% t (mod$FF)
+ S <− c ros sprod ( v i t ) + V0
156 + gibbsV [ , , i t +1] <− s o l v e ( rw i shar t ( df = g l0 + 1 + TT, p = 1 ,
+ Sigma = s o l v e (S) ) )
158 + mod$V <− gibbsV [ , , i t + 1 ]
+
160 + # Atua l i za c¸ a˜ o das matr i ze s Wlambda , Wsaz
+ wt <− theta [−1 , ]−( theta [−(TT + 1) , ] %∗% t (mod$GG) )
162 + SS . niv . lambda <− c ros sprod (wt ) [ 1 : 2 , 1 : 2 ] + Wlambda0
+ SS . saz . lambda <− c ros sprod (wt ) [ 3 : 5 , 3 : 5 ] + Wsazlambda0
164 + gibbsWlambda [ , , i t + 1 ] <− s o l v e ( rw i shar t ( df = g l1 + 1 + TT,
+ Sigma = s o l v e (SS . niv . lambda ) ) )
166 + gibbsWsaz [ , , i t + 1 ] <− s o l v e ( rw i shar t ( df = g l2 + 1 + TT,
+ Sigma = s o l v e (SS . saz . lambda ) ) )
168 + mod$W <− bdiag ( gibbsWlambda [ , , i t +1] , gibbsWsaz [ , , i t + 1 ] )
+
170 + # Atual izando ETA atrav e´ s do Metropo l i s Hast ings
+ FF <− mod$FF
172 + VV <− mod$V
+ n i v e l <− FF %∗% t ( theta )
174 + for ( j in 2 : (TT + 1) ) {
+ e t a j <− eta . mat [ j −1]
176 + V1 <− VV
+ t h e t a j <− theta [ j , ]
178 + phi2 <− phi . a tua l
+ yy <− y . new [ j , 1 ]
180 +
+ # Passo 1
182 + eta . o r i g i n a l <− eta . mat [ j ]
+
184 + # Passo 2 − Gerar v a l o r e s candidatos da d i s t r i b u i c¸ a˜ o
+ # proposta q
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186 + kk <− 25
+ mean . eta <− eta . hat ( eta = eta j , V = V1 , theta = theta j ,
188 + phi = phi2 , y = yy )
+ var . eta <− −(DL2 . eta ( eta = eta j , V = V1 , theta = theta j ,
190 + phi = phi2 , y = yy ) ) ˆ(−1)
+ eta . proposto <− rnorm (n = 1 , mean = mean . eta , sd = kk ∗
192 + s q r t ( var . eta ) )
+
194 + # Passo 3 − Obtendo Paraˆmetros O r i g i n a i s
+ lambda . o r i g <− exp(− eta . o r i g i n a l )
196 + lambda . prop <− exp(− eta . proposto )
+
198 + # Passo 4 − Probab i l idade de a c e i t a c¸ a˜ o
+ denomin1 <− dpoisg ( x = y . new [ j , 1 ] , lambda = lambda . o r i g
200 + , phi = phi . atual , m = m) ∗ dnorm( x = eta . o r i g i n a l , mean
+ = n i v e l [ 1 , j ] , sd = s q r t (VV) )
202 + numer1 <− dpoisg ( x = y . new [ j , 1 ] , lambda = lambda . prop ,
+ phi = phi . atual , m = m) ∗ dnorm( x = eta . proposto , mean
204 + = n i v e l [ 1 , j ] , sd = s q r t (VV) )
+ prob . a c e i t a c a o <− min ( 1 , ( numer1/denomin1 ) )
206 +
+ # Passo 5 − Gerando v a r i a´ v e l U ˜ Uniforme (0 , 1)
208 + u <− r u n i f (n = 1)
+
210 + # Passo 6 − Condic¸a˜o de a c e i t a c¸ a˜ o
+ i f (u < prob . a c e i t a c a o ) {
212 + eta . gerado <− eta . proposto
+ accepted1 [ j ] <− accepted1 [ j ] + 1
214 + }
+ else { eta . gerado <− eta . mat [ j ]}
216 + eta . mat1 [ j ] <− eta . gerado
+ }
218 + gibbsEta [ , , i t + 1 ] <− eta . mat1
+
220 + ## Metropo l i s Hast ings para H2(PHI | eta ) :
+ # Passo 1
222 + H2 . a tua l
+ x i . a tua l <− x i (mu = H2 . atual , omega = w, alpha = alph1 )
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224 +
+ # Passo 2 − Gerar v a l o r e s candidatos da d i s t r i b u i c¸ a˜ o proposta q
226 + H2 . prop <− rsn (n = 1 , x i = H2 . atual , omega = sd . 1 , alpha =alph1 )
+ x i . prop <− x i (mu = H2 . prop , omega = w, alpha = alph1 )
228 + H. aux <− H2 . to . H1(H2 . prop )
+ phi . prop <− H1 . to . phi (H. aux , eta . mat1 [−1] , m)
230 +
+ # Passo 3 − Probab i l idade de a c e i t a c¸ a˜ o
232 + lambda . new<−exp(−eta . mat1 [−1])
+ aux1 <− 0
234 + aux2 <− 0
+ for ( j j in 1 :TT) {
236 + aux1 <− aux1 + log ( dpoisg ( x = ys [ j j ] , lambda =
+ lambda . new [ j j ] , phi = phi . atual , m = m) )
238 + aux2 <− aux2 + log ( dpoisg ( x = ys [ j j ] , lambda =
+ lambda . new [ j j ] , phi = phi . prop , m = m) )
240 + }
+ r . aux1 <− exp ( aux1 )
242 + r . aux2 <− exp ( aux2 )
+ rp1 <− dsn ( x = H2 . prop , x i = xxi , omega = w, alpha = alph1 )
244 + rp2 <− dsn ( x = H2 . atual , x i = xxi , omega = w, alpha = alph1 )
+ R. H2 <− ( r . aux2 / r . aux1 ) ∗ ( rp1 / rp2 )
246 + r1<− dsn ( x = H2 . prop , x i = x i . atual , omega = w, alpha = alph1 )
+ r2<− dsn ( x = H2 . atual , x i = x i . prop , omega = w, alpha = alph1 )
248 + R. H2 <− R. H2 ∗ ( r1 / r2 )
+ prob . a c e i t a c a o <− min (1 , R. H2)
250 +
+ # Passo 4 − Gerando v a r i a´ v e l U ˜ Uniforme (0 , 1)
252 + u <− r u n i f (n = 1)
+
254 + # Passo 5 − Condic¸a˜o de a c e i t a c¸ a˜ o
+ i f (u < prob . a c e i t a c a o ) {
256 + H2 . gerado <− H2 . prop
+ accepted2 <− accepted2 + 1
258 + }
+ else {H2 . gerado <− H2 . a tua l }
260 +
+ gibbsH2 . Phi [ , , i t + 1 ] <− H2 . gerado
144
262 + # Tranforma da e s c a l a H2 para a e s c a l a de phi
+ H. aux1 <− H2 . to . H1(H2 . gerado )
264 + phi . gerado <− H1 . to . phi (H. aux1 , eta . mat1 [−1] , m)
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