This paper studies the bail-out model of de Finetti's optimal dividend problem. We confirm the optimality of a double barrier strategy when the underlying risk model follows a Lévy process which may have positive and negative jumps. The main result in this paper is a generalization of [2, Theorem 3] which is the spectrally negative case and [4, Theorem 3.1] which is the spectrally positive case. Unlike the spectrally one-sided cases, we can not use the scale functions to get some properties of the expected net present values (NPVs) of double barrier strategies. Instead, to obtain some properties, we observe changes in the sample path when the initial value or the barrier value change slightly, and the changes in the NPV associated with it.
Introduction
In this paper, we study the optimal dividend problem with capital injection. A Lévy process X describes the risk process of an insurance company. The company pays dividends from the risk process X and capital is injected into X to avoid the ruin. This paper aims to know a joint dividend and capital injection strategy which maximize the total expected dividend payments minus the cost of capital injections.
Here, we focus on the optimality of the double barrier strategy. The double barrier strategy at a ≥ 0 is the strategy such that when the risk process exceeds barrier a, the company paid the dividend exceeding a, and when the risk process falls below 0, capital is injected accordingly to avoid ruin. The resulting controlled process to which a double barrier strategy is applied behaves as a doubly reflected Lévy process.
There are some previous studies of the de Finetti's optimal dividend problem for spectrally negative Lévy processes which proved the optimality of the double barrier strategies. Avram et al. [2] proved the optimality for general spectrally negative Lévy processes. Furthermore, in expanded situations, Harrison-Taksar [8] proved the optimality for the classical Brownian motion and Baurdoux-Yamazaki [3] and Yamazaki [18] proved the optimality for general spectrally negative Lévy processes. As in the spectrally negative case, there are some previous studies for spectrally positive Lévy processes. Avanzi et al. [1] proved the optimality of an double barrier strategy for spectrally positive compound Poisson processes. Bayraktar et al. [4] generalized it for general spectrally positive Lévy processes. In addition, there are a lot of papers on the other optimal dividend problems with capital injections for spectrally one-sided Lévy processes ( [23] , [16] , [24] , [22] , [14] , [15] , [13] , [7] , [11] ).
The objective of this paper is to show the optimality of a double barrier strategy for Lévy processes which may have two-sided jumps. This class of Lévy processes which we use contains Lévy processes with bounded variation paths and positive drifts, mixedexponential jump diffusion processes except for compound Poisson processes, spectrally one-sided Lévy processes and so on.
The proof the optimality of a double barrier strategy has roughly two steps:
(i) We select the candidate barrier a * ≥ 0 for double barrier strategies. Here, we compute the derivative of v π a (x) by a where v π a (x) is the expected NPV of the double barrier strategy at a ≥ 0 when the risk process X starting from x ∈ R. (Section 4 and Section A)
(ii) To prove the optimality, we apply a verification lemma to v π a * (x) as [2] . Here, we need to get and use some properties the derivative of v π a (x) by x. (Section 5, Section B and Section C)
A problem is how to obtain some properties of the derivative of the expected NPV of double barrier strategies. In the case of spectrally one-sided Lévy processes, we can represent the expected NPVs using the scale functions as [2, (5.4) ] and [4, (3.1) ]. Since we know many properties of the scale functions (see, e.g., [9] or [10, Section 8]), we can get some properties of the derivative of the expected NPVs. On the other hand, Lévy processes which have two-sided jumps do not have scale functions. In the case of mixedexponential jump diffusion processes, I think we can represent the expected NPVs using the sum of exponential functions in the same way as [6] or [19] . However, I guess the forms of NPVs will be complicated to analyze. In addition, the expected NPVs cannot be expressed in this way for more general Levy processes. So we need to come up with a new way to obtain some properties of the derivative of the expected NPVs. In this paper, by observing how the behaviour of the sample path changes when the initial value of the sample path or the value of the barrier are slightly shifted, we obtain the derivatives of the expected NPVs. We represent the derivatives of the NPVs of double barrier strategies using the Laplace transforms of hitting times.
The organization of the present paper is as follows. In Section 2 we propose some notations and assumptions about Lévy processes. In addition, we give the setting of the optimal dividend problem. In Section 3 we recall the double barrier strategies and confirm that they are admissible. In Section 4 we select the candidate barrier a * . In Section 5 we prove the optimality of the the double barrier strategy of a * using the verification lemma. The main result is in this section. In Section 6 we give examples of Lévy processes which satisfies the assumptions introduced in Section 2. In Section A we think about the behaviour of doubly reflected Lévy processes to compute the derivative of v π a (x) by a and select the candidate barrier a * . In Section B we give the proof of the verification lemma. In Section C we think about the behaviour of doubly reflected Lévy processes to compute the derivative of v π a (x) by x.
Preliminalies

Lévy processes
In this section, we give some notations and assumptions on Lévy processes.
Let X = {X t : t ≥ 0} be a Lévy process defined on a probability space (Ω, F, P). For x ∈ R, we denote by P x the law of X when it starts at x. Let Ψ be the characteristic exponent of X which satisfies
The characteristic exponent Ψ is known to necessarily take the form
Here γ ∈ R, σ ≥ 0 and Π is a Lévy measure on R\{0} such that
The process X has bounded variation paths if and only if σ = 0 and |x|<1 |x| Π(dx) < ∞.
In this case, we can write
where
Let F = {F t : t ≥ 0} be the filtration generated by X. For x ∈ R, we denote
We fix the discount factor q > 0. For a > 0 and x ∈ R, we denote
For a ∈ R, let Y a be a reflected process defined by
For x ∈ R, we denote
We impose the following assumptions on X:
Assumption 2.1. We assume that X does not have monotone paths and X satisfies
By [10, Theorem 3.8] , the condition (2.10) holds if and only if
In addition, we assume that X satisfies the following:
(i) If the process X has bounded variation paths, for a > 0, the maps ϕ a,0 and ϕ 0,a are continuous on [0, a].
(ii) If the process X has unbounded variation paths, for a > 0, the maps ϕ a,0 and ϕ 0,a are continuously differentiable on (0, a).
Remark 2.2. If the process X has unbounded variation paths, it is easy to check that the maps ϕ a,0 and ϕ 0,a are continuous at 0 and a. So ϕ a,0 and ϕ 0,a are continuous on [0, a] under Assumption 2.1 in all cases.
We define sets of functions C 1 line and C
line . Let C 1 line be the set of function f on R which is continuously differentiable except for some point 0 and satisfies
line the set of function f in
line ) for the case in which X is of bounded (resp., unbounded) variation with
(2.13) Remark 2.3. The integral in (2.13) is well defined. We prove this fact here. We have 18) and so (2.17) is finite when X has bounded variation paths. When X has unbounded variation paths, since f ′′ is locally bounded, we have 19) for some b 4 > 0. So we have
The proof is now completed.
Remark 2.4. By the proof in Remark 2.3 and the dominated convergence theorem, it is easy to check that the map
is continuous on (0, ∞).
The optimal dividend problem with capital injection
In this paper, a strategy is a pair of processes π = {(L π t , R π t ) : t ≥ 0} consisting of the cumulative amount of dividends L π and those of capital injection R π . The corresponding risk process is given by
Regarding the dividend strategy, we assume that L π is a non-decreasing, right-continuous, and F -adapted process with L π 0− = 0. Regarding the capital injection, we assume that R π is a non-decreasing, right-continuous, and F -adapted process with R π 0− = 0 and R
The condition (2.25) implies that U π never hits to (−∞, 0).
Let β > 1 be the cost per unit injected capital. The objective is to maximize the expected NPV
over the set of all admissible admissible strategies A that satisfy all the constraints described above and v R π (x) < ∞ for x ∈ R. Hence the problem is to obtain an optimal strategy π * , which satisfies
The double barrier strategies
The objective of this paper is to show the optimality of the double barrier strategy. In this section, we recall the double barrier strategies which is constructed in [2, Section 4].
Let a > 0. The double barrier strategy π a at a is the strategy constructed as follows.
Step 0 Set
Step 2. If T 0 > T a , go to Step 1.
Step 1 For t ≥ T a , we set
Ta− . Go to Step 2.
Step 2 For t ≥ T 0 , we set
When X has bounded variation paths, we can construct the double barrier strategy π 0 at 0 as follows: for t ≥ 0,
3)
Remark 3.1. The doubly reflected processes are standard processes.
We prove the admissibility of the double barrier strategies in the following lemmas:
By the definition of π a , we have
So it is sufficient to prove that
We denote
where µ 0 a = 0. By the strong Markov property, we have 13) and by the definition of µ
a , we have
By the Lévy-Itô decomposition, there exists δ X ∈ R, a zero-mean square-integrable martingale M X starting from 0, a Poisson process N X and a sequence of i.i.d. random variables {J X n } n∈N which take values in (−∞, −1) ∪ (1, ∞) such that
By the Doob's maximal inquality, we have
By the compensation theorem of the Poisson point processes and (2.11), we have 19) where N is a Poisson random measure on ([0, ∞) × R, B[0, ∞) × B(R), ds × Π(dx)) associated with the jumps of X. By (3.15), (3.16) and (3.19), we have
By (3.14) and (3.20) , we obtain (3.8) and the proof is completed.
Lemma 3.3. If X has bounded variation paths, then we have, for x ∈ R,
Proof. In the same argument as that of the proof of Lemma 3.2, it is sufficient to prove that v
By the compensation theorem of the Poisson point processes, we have
Since X has bounded variation paths and by (2.11), we have (3.24) < ∞. The proof is completed.
Remark 3.4. We note that the assumption (2.10) is necessary to prove the optimality of a double barrier strategy. Suppose X has bounded (resp., unbounded) variation paths. If
) and x ∈ R, and so all double barrier strategies are not admissible strategies. On the other hand, if E 0 [X 1 ∨ 0] = ∞, then we can prove that v L π a (x) = ∞ for a ∈ [0, ∞) and x ∈ R , and so this problem doesn't make sense.
Selection of the candidate barrier a *
In this section, we focus on the double barrier strategy defined in the previous section and choose the candidate barrier a * .
We define
where ν(a) = E a e −qκ a,− 0
. Since X has stationary independent increments, the map a → ν(a) is non-increasing and we have lim a↑∞ ν(a) = 0, so a * < ∞.
We postpone the proof of Lemma 4.1 until the proof of Lemma 4.3.
For n ∈ N, we define hitting times for n ∈ N by induction as follows: for n ∈ N,
where ρ a,(0) 0 = 0. For simplicity, we write ν
. To conpute the derivative of v π a (x) with respect to a, we write
Proof. We estimate lim ǫ↓0
The behaviours of L π a and L π a+ǫ are written in Section A. Since we have (A.4) and (A.7),
Since we have (A.18
By (4.7), (4.9) and (4.10), we have
By (A.10) and (A.19), we have
So we have
By (A.9) and (A.16),
]. By (A.7) and (A.18), L π a − L π a+ǫ is non-decreasing and so we have
By (4.8) and (4.16), we have
It is easy to check that ν and ν x are continuous. So by (4.13) and (4.17), we obtain (4.4).
In the same argument as above, we obtain (4.5). The proof is completed.
Lemma 4.3. Suppose X has bounded variation paths. Then for x ∈ R, we have
Proof. We assume that the drift parameter δ is less than 0. We prove
. By the construction of π a , L π a increases only when X takes positive jumps and we have
we have
By the construction of π a , we can write
By (4.21), we have In the case that δ is positive, the proof is almost the same as above. The proof is now completed. 
with respect to the Lebesgue measure, respectively. This implies that V x has the the Radon-Nikodym density
By the definition of a * , V x is non-decreasing on (0, a * ) and non-increasing on (a * , ∞). By Lemma 4.3, the proof is completed.
Verification
In this section, we show the optimality of the strategy π a * for the value a * selected in the previous section. The main theorem is the following.
Theorem 5.1. The strategy π a * is optimal and the value function of the problem (2.28) is given by v = v π a * .
We postpone the proof of Theorem 5.1 until the proof of Lemma 5.8. To prove Theorem 5.1, we provide the following verification lemma: Proposition 5.2. Suppose that X has bounded (resp., unbounded) variation paths. Let w be a function on R belonging to C 1 line (resp., C (2) line ) which satisfies
We give the proof of Proposition 5.2 in Section B. The purpose of this section is to prove that the strategy π a * satisfies the conditions in Proposition 5.2.
To apply Proposition 5.2 to v π * , we give Lemma 5.3, 5.4 and 5.5 which are lemmas about the smoothness of v π a * and properties of the derivative of v π a * .
Proof. We compute the derivative of v L π a . For y ∈ R and t ≥ 0, we denote X
We write L (y) for the process which represent the cumulative amount of dividends of X (y)
on which the double barrier strategy at a imposed. Its surplus process is written in U (y) .
We can rewrite v
The behaviour of U (x) and U (x+ǫ) are summarized in Section C. By Section C, we have
Since L 
}, by (5.8) and (5.7), we have
and so by (5.6) and (5.7), we have 
,− 0 − = 0 and by (5.6), we have
On {τ
}, by (5.13) and (5.7), we have 14) which implies that
By (5.5) and (5.15), we have
In the same way as the proofs of (5.12) and (5.17), we have
By (5.12), (5.17) and (5.18), we obtain
In the same way as the computation of the derivative of v The proof is completed.
Lemma 5.4. For a ≥ 0, the function v π a is a continuous function.
Proof. By the definition of π a , we have
We assume that a > 0. Then v π a is continuous on (0, a) by Lemma 5.3. In addition, we have v π a (a−) = v π a (a) and v π a (0+) = v π a (0) in the same argument as that of the proof of (5.12), (5.17) and (5.18). The proof is completed.
In addition, v π a * is a concave function on (0, ∞).
Proof. i) It is easy to check that ν is right-continuous, and so we have βν(a * ) ≤ 1. In this step, we define a constant p * , a stopping times K Suppose βν(a * ) < 1. Then X has bounded variation paths which is not a compound Poisson process. For n ∈ N, we denote We denote ; κ
By the continuity of ϕ 0,a , we have
(5.37)
In the same argument as above, for x, a ∈ (0, ∞) with x ≤ a, we have
So by Lemma 5.3, for x, a ∈ (0, ∞) with x < a, we have
Since we have
for x ∈ (0, a * ], we have and we obtain (5.24). The proof is now completed. line . In addition, we know that v π a * is twice differentiable on (−∞, 0), (0, a * ) and (a * , ∞) when X has unbounded variation paths. So it is enough to check that v ′ π a * has a locally bounded density on (0, ∞) when X has unbounded variation paths.
Suppose X has unbounded variation paths. We use the same notations as the proof of Lemma 5.3. For x ∈ R, let Y (x) be a reflected process defined by
and we denote
By (5.45) and since
and so (5.51) = lim
and so we have
for all ω ∈ Ω, (5.58)
By Lemma 5.6, we can apply L for v π a * when X has bounded variation paths. When X has unbounded variation paths, we need to decide v Lemma 5.7. Suppose a * > 0. Then for x ∈ (0, a * ), we have
For x ∈ (0, a * ), the process M [1] t : t ≥ 0 where
is a martingale under P x since we have
In the same argument, for x ∈ (0, a * ), M 
is a martingale under P x . In the same way as that of the proof of [5, (12) ], for x ∈ (0, a * ), we have
In the same argument as that of the proof of (5.73), we have 
Proof. This proof is almost the same as that of [2, Lemma 5] . We denote g(x) = Lv π a * (x)− qv π a * (x) for x ≥ 0.
From the form of the operator L and (5.25), for x > a * , we have
where b = v π a * (a * ) − a * . By the concavity of v π a * (See Lemma 5.5), the form of (5.76) and (5.63), g(x) is a continuous concave function on [a * , ∞).
We prove that for a > a * 
Rewriting the above equation leads to
Here {M π a t : t ≥ 0} is a local martingale such that
where B is a standard Brownian motion. Since M π a is a local martingale, we can take a sequence of stopping times {T π a n } n∈N which is a localizing sequence for M with T n ↑ ∞ a.s. We take the expectation of (5.85) at time t ∧ T π a n , and take the limit as t ↑ ∞ and n ↑ ∞, then by Lemma 5.7, we have By Lemma 4.1 and (5.77), we have
By the continuity and the concavity of g and by (5.93), we have (5.75) for x ∈ [a * , ∞). The proof is completed.
Proof of Theorem 5.1. By Lemma 5.5, Lemma 5.6, Lemma 5.7 and Lemma 5.8, v π a * ∈ C 1 line (resp., C (2) line ) satisfies (5.1) and (5.2) when X has bounded (resp., unbounded) variation paths. By Proposition 5.2, the proof is completed.
Examples
It is well known that the spectrally one-sided Lévy processes with (2.11) satisfies Assumption 2.1 (See, e.g., [10, Section 8] ). In this section, we present the other examples which satisfies Assumption 2.1.
Some Lévy processes with bounded variation paths
Let X be a Lévy process with bounded variation paths other than a compound Poisson process or a subordinator. In addition, we assume that 0 is irregular for (−∞, 0) or (0, ∞). Then, for a > 0, ϕ a,0 and ϕ 0,a are continuous on [0, a]. We check this fact in this subsection. • The process X satisfies δ > 0.
• The process X satisfies δ = 0 and
Similarly, 0 is irregular for (0, ∞) if and only if X has the characteristic exponent (2.4) which satisfies one of the following:
• The process X satisfies δ < 0.
We assume without loss of generality that 0 is irregular for (−∞, 0). For x ∈ (0, a), we want to prove
Since 0 is irregular for (−∞, 0) and X is not a compound Poisson process, 0 is regular for (0, ∞) and so we have
By Remark 6.1 and [10, Theorem 7.11], we have
By (6.10) and the dominated convergence theorem, we have
By (6.8), (6.9) and (6.11), it is enough for (6.3) to prove that
We recall some properties of ladder height processes. Let H = {H t : t ≥ 0} be an ascending ladder height process of X and H = { H t : t ≥ 0} be a descending ladder height process of X (See, e.g., [10, Section 6] ). Since 0 is regular for (0, ∞) for X, it is easy to check that 0 is regular for (0, ∞) for H. So by [10, Theorem 5.4] the potential measure 13) has no atoms where P H 0 is the low of H when it starts at 0. Let ψ H be the Laplace exponent of H, which satisfies
where P H 0 is the low of H when it starts at 0. The Laplace exponent ψ H takes the form
where Π H is a Lévy measure on (0, ∞) such that
Since 0 is irregular for (−∞, 0) for X and by the definition of the descending ladder height processes, Π H is a finite measure. In addition, the measure Π H has no atoms. Indeed, by [10, Theorem 7.8] and since Π has atoms at most countable and U H has no atoms, for x > 0, we have 20) for some constant k > 0.
By the definition of the ladder height processes, Remark 6.1 and [10, Theorem7.11], we have
By the compensation theorem of the Poisson point processes, we have 24) where N H is a Poisson random measure on
) associated with the jumps of H. Since Π H is a finite measure and Π H has no atoms, by the dominated convergence theorem, we have
By (6.25), we obtain (6.12).
In the similar way as the proof of (6.3), we obtain (6.4).
The continuity of ϕ a,0 and ϕ 0,a at 0 and a can be obtained in the same argument as that of the proof of (6.3) and (6.4).
Some Lévy processes with unbounded variation paths
Let X be a Lévy process with the characteristic exponent (2.2) which has unbounded variation paths. In addition, we assume that Π(−∞, 0) < ∞ or Π(0, ∞) < ∞. Then, for a > 0, ϕ a,0 and ϕ 0,a are continuously differentiable on (0, a). We check this fact in this subsection.
We assume without loss of generality that Π(0, ∞) < ∞. Then there exist a spectrally negative Lévy process Z with unbounded variation paths, a Poisson process N (r) with rate r > 0 and i.i.d. positive random variables {J n } n∈N such that
Here, Z has the Laplace exponent ψ Z , which satisfies (6.27) where P Z x is the law of Z when it starts at x ∈ R. Then ψ Z takes the form 
where Φ Z (p) = inf{s ≥ 0 : ψ Z (s) > p}. For the proof of unique existence and its basic facts listed below, see, e.g., [10, Section 8] . For a > 0, x ∈ [0, a] and a non-negative measurable function f , we have
Z is continuously differentiable on (0, ∞) since Z has unbounded variation paths.
We prove that ϕ a,0 is continuously differentiable. By the strong Markov property, for x ∈ (0, a), we have
+ E x e −qT (r) [1] 1 {T (r) [1] <τ 
(6.34)
We know that
is continuously differentiable on (0, a), so we want to know the differentiability of
Here, we can not get the derivative of (6.35) right away using the dominated convergence theorem since the derivative of W (q+r)′ Z may not be bounded. By (6.34) and the Fubini's theorem, we have
Here, h ≥ 0 a.e. with respect to the Lebesgue measure since ϕ a,0 is non-decreasing. So by the Fubini's theorem, we have
(6.42)
and by the dominated convergence theorem, the derivative of (6.42) is equal to
which is continuous on (0, a). Therefore, ϕ a,0 is continuously differentiable on (0, a).
We can prove that ϕ 0,a is continuously differentiable on (0, a) by the same argument as above.
A The behaviour of U
), processes U π a and U π a+ǫ behave as follows: We have
By the definitions of π a and ρ
On the other hand, by the definition of π a+ǫ , processes U π a+ǫ , L π a+ǫ and R π a+ǫ satisfy
before the right-hand side of (A.6) hits to (a + ǫ, ∞). By (A.1), (A.2) and (A.5), for
(The right-hand side of (A.6)) − (The right-hand side of (A.3)) ≤ ǫ.
(A.8)
So the right-hand side of (A.6) is no more than a + ǫ on [ρ
), which implies that we have (A.5), (A.6) and (A.7) for t ∈ [ρ
). By (A.1), (A.2) and (A.5), for
(A.9)
), processes U π a and U π a+ǫ behave as follows: By the definitions of
On the other hand, by the definition of
before the right-hand side of (A.15) hits to (−∞, 0). By (A.10), (A.11) and (A.14), for
(The right-hand side of (A.15)) − (The right-hand side of (A.12)) ≥ 0. ). By (A.10), (A.11) and (A.14), for Let π ∈ Π be any admissible strategy. Then U π is a [0, ∞)-valued process. We fix ǫ > 0 and define w ǫ (x) = w(x + ǫ) for x ∈ R. Then we can define Lw ǫ (x) = Lw(x + ǫ) for x > −ǫ. By (5.1) and (5.2), we have 
Here {M t : t ≥ 0} is a local martingale such that and so
Since M is a local martingale, we can take a sequence of stopping times {T n } n∈N which is a localizing sequence for M with T n ↑ ∞ a.s. Then taking a expectation, we have where in (B.14), we used (B.1). By taking the the limit as t ↑ ∞, n ↑ ∞ and ǫ ↓ 0, the proof is completed.
C The behaviour of U (x) and U (x+ǫ) under P 0
In this section, we write the behaviour of U (x) and U (x+ǫ) under P 0 which is necessary to prove Lemma 5.3. We define hitting times inductively as follows: for n ∈ N, 
