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RANDOM MOTION ON FINITE RINGS, II:
NONCOMMUTATIVE RINGS
ARVIND AYYER AND POOJA SINGLA
Abstract. We extend our previous study of Markov chains on finite commutative rings
(arXiv:1605.05089) to arbitrary finite rings with identity. At each step, we either add
or multiply by a randomly chosen element of the ring, where the addition (resp. multi-
plication) distribution is uniform (resp. conjugacy invariant). We prove explicit formulas
for some of the eigenvalues of the transition matrix and give lower bounds on their mul-
tiplicities. We also give recursive formulas for the stationary distribution and prove that
the mixing time is bounded by an absolute constant. For the matrix rings M2(Fq), we
compute the entire spectrum explicitly using the representation theory of GL2(Fq), as
well as the stationary probabilities.
1. Introduction
Random walks on finite noncommutative groups have been a subject of extensive study.
The most famous examples are perhaps those concerning random walks on the symmet-
ric group Sn under the label of card-shuffling problems. Starting with the random-
transpositions model [8], a lot of progress has been made in understanding the mixing
times for such random walks. In particular, most of these shuffling algorithms satisfy the
so-called cutoff phenomenon. See [7] for a survey of card-shuffling random walks.
In a completely different direction, the problem of efficient generation of quasi-random
integers led to the development of random walks with fast mixing properties on Zn [6, 10].
For these walks, the fact that Zn has the structure of a ring is crucial; both additive and
multiplicative operations were used to define the random walks. These ideas were extended
to random walks on the vector spaces Zdp [2, 1, 11]. In an earlier work, we have studied
a general class of random walks on finite commutative rings [3]. This has since been
extended to random walks on modules of finite commutative rings [4].
In this work, we combine these two threads of ideas and consider random walks on
finite rings generalising our work on finite commutative rings. The setup is as follows.
Let R be a finite ring with identity. We define two probability distributions on R. The
first, U is the uniform distribution. For the second, we need some notation. We say that
two elements a, b ∈ R belong to the same similarity class if there exists a left-invertible
element u ∈ R such that b = uau−1. One also says that in such a case a and b are
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similar or conjugate. We remark that as R is a finite ring, an element is left invertible
if and only if it is invertible on both sides. Let Q be any distribution on R which is
constant on similarity classes. Then define a discrete-time Markov chain (Xt)t∈Z≥0 on R
as follows. At each step, toss an independent coin with Heads probability α ∈ (0, 1). If
the coin lands Heads, set Xt+1 = Xt + Y where Y is chosen independently according
to U, and otherwise, set Xt+1 = Xt · Z, where Z is chosen independently according to
Q. Note that if R is commutative, all similarity classes are singletons and there is no
restriction on the distribution Q.
Let the transition matrix of (Xt)t∈Z≥0 on R be denoted MR. In other words, MR
is the matrix indexed by the elements of R with MR(a, b) is the one-step transition
probability of getting from a to b. Let 1|R| be the column vector of length |R| with all
ones. Then, we can write
(1.1) MR =
α
|R|
1|R|1
tr
|R| + (1− α)BR,
where BR encodes only multiplicative transitions given by
(1.2) BR(a, b) =
∑
x∈R
xa=b
Q(x).
It then follows that if the eigenvalues of BR are given by λ1 = 1, λ2, . . . , λ|R|, the
eigenvalues of MR are given by λ1 = 1, (1 − α)λ2, . . . , (1 − α)λ|R| ; see, for example, [9,
Corollary 3.1].
The plan of the rest of the paper is as follows. We prove a formula for some of the
eigenvalues and their multiplicities of the transition matrix MR of the chain (Xt)t∈Z≥0
in Section 2. We will show that our results allow us to compute the entire spectrum of
MR for R = M2(Fq) and certain subrings. We note that we are not able to describe all
eigenvalues in general using our techniques. However, we have considered many classes
of finite rings and in all small examples, we are able to determine all eigenvalues using
ad-hoc methods.
Since all entries of MR are positive, it immediately follows that (Xt)t∈Z≥0 is irreducible
and aperiodic, and hence has a unique stationary distribution. We will give a recursive
formula for the stationary distribution in Section 3. We will then show that the chain
mixes in constant time in Section 4. Lastly, we will consider the example of the matrix ring
M2(Fq) in detail in Section 5. In particular, we will consider the “uniform multiplication”
chain (X
(u)
t )t∈Z≥0 , which is similar in definition to (Xt)t∈Z≥0 , except that both Y and
Z are chosen according to U at each step. We will then compute the exact stationary
distribution for (X
(u)
t )t∈Z≥0 in Section 5.3.
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2. Spectrum
Let R be a finite ring with identity. The set of invertible elements of R forms a group,
which we denote by UR. For a ∈ R, let Ia denote the principal left ideal generated by
a. Let φ be a fixed set of generators of distinct principal ideals of R. Let Sa be the set
of all elements of Ia that generate Ia as a left ideal. For a ∈ R, let LAnn(a) = {x ∈
R | xa = 0} be the left annihilator of a and LStab(a) = {x ∈ UR | xa = a} be the set
of elements of UR that fix a by acting from the left. Then LStab(a) is a subgroup of
UR for all a ∈ R. The set of equivalence classes of finite dimensional complex irreducible
representations of UR is denoted by Irr(UR). The one-dimensional trivial representation
of a group G is denoted by 1G. For a ∈ φ, we denote Σa for the set of all inequivalent
irreducible representations of UR that are constituents of Ind
UR
LStab(a)(1LStab(a)). In other
words, Σa can be written as
(2.1) Σa = {ρ ∈ Irr(UR) | HomUR(ρ, Ind
UR
LStab(a)(1LStab(a))) 6= 0}.
A UR representation V is called multiplicity-free if V decomposes as a direct sum of
inequivalent irreducible representations each occurring with multiplicity at most one.
Definition 2.1. An element a ∈ R \ UR is called a multiplicity-free non-unit if
IndURLStab(a)(1LStab(a))) is multiplicity-free as a UR representation.
The zero element of any ring is always a multiplicity-free non-unit of the ring. See
Lemmas 2.6 and 2.7 and the discussion following those for more examples of multiplicity-
free non-units. The group UR acts on R by conjugation. For any r ∈ R, we call the
set Cr = {uru
−1 | u ∈ UR} as the similarity class of r. If r ∈ UR, we will also use the
term conjugacy class for Cr. For any subset S of R, let CrS = {ts | t ∈ Cr and s ∈ S}.
Let ψ be a fixed set of similarity class representatives of R and ψ× be a subset of ψ
consisting of similarity class representatives of UR. For a ∈ φ, we define the set Fa as
follows.
(2.2) Fa = {x ∈ ψ | (CxSa) ∩ Sa 6= ∅}.
Let C[R] be the complex vector space obtained by considering the formal basis {er |
r ∈ R}. Further, define multiplication on basis elements of C[R] by the following.
er.es = ers, for all r, s ∈ R.
By extending this multiplication linearly to all elements of C[R] we obtain that C[R]
is a finite dimensional associative algebra which is not necessarily commutative. Every
element of R belongs to some principal ideal, and therefore R = ∪a∈φIa. Further it is
easy to see that Sa = Ia \
∑
Ib(Ia
Ib. This gives the decomposition
(2.3) C[R] = ⊕
a∈φ
C[Sa],
where C[Sa] is a subspace of C[R] with formal basis {er | r ∈ Sa}. Similarly the spaces
C[Ia] and C[UR] are defined, where the latter coincides with the usual group algebra of
UR. We have the following relation between UR and the elements of Sa
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Lemma 2.2 ([15], [4, Appendix A]). For any x, y ∈ Sa, there exists u ∈ UR such that
ux = y.
In particular, Lemma 2.2 implies that the group UR acts transitively on Sa by per-
muting its elements. Therefore the set Sa is in bijective correspondence with the set
of left coset representatives of UR/LStab(a) via u 7→ ua. This bijection preserves the
UR -action. Therefore as representations of UR, we have C[Sa] ∼= Ind
UR
LStab(a)(1LStab(a)).
Given a representation ρ : UR → GL(V ) of UR, we define a representation ρ˜ : C[UR]→
End(V ) of group algebra C[UR] by ρ˜
(∑
g ageg
)
=
∑
g agρ(g). This endows V with a
C[UR] -module structure. It is easy to see that ρ is an irreducible representation of UR if
and only if V is an irreducible C[UR] -module under the above defined action of C[UR].
We are now in a position to state our result regarding the spectrum of the transition
matrix BR.
Theorem 2.3. Let φ′ = {a ∈ φ | a ∈ UR or a is a multiplicity-free non-unit}. For every
a ∈ φ′, the following results hold.
• For every x ∈ Fa, there exists a class function Fx,a ∈ C[UR] such that for every
ρ ∈ Σa, we obtain an eigenvalue λρ of BR given by,
λaρ =
∑
x∈Fa
Q(x)
Tr(ρ˜(Fx,a))
dim(ρ)
.
• For every ρ ∈ Σa the algebraic multiplicity, m(λ
a
ρ) of λ
a
ρ for ρ ∈ Σa, satisfies
m(λaρ) ≥
∑
{b∈φ′|λaρ=λ
b
ρ}
dim(ρ),
for any multiplcity free non-unit a ∈ φ and m(λaρ) ≥ dim(ρ)
2 for an invertible
a ∈ φ.
Proof. It is well known that eigenvalues of BR are the same as that of the operator of
the semigroup algebra C[R] obtained by multiplying on the left by
∑
x∈RQ(x)x (see [5,
Section 7], for example). Further, by the definition of Q(x), we have
∑
x∈RQ(x)x =∑
x∈ψ Q(x)
(∑
v∈Cx
v
)
. For x ∈ ψ, define Hx :=
∑
v∈Cx
v and consider it as an op-
erator on C[R] by left-multiplication. We restrict the action of Hx to C[Ia] and also
consider the action of Hx on C[Ia] \
∑
Ib(Ia
C[Ib]. We observe that the natural map-
ping of generators to generators give isomorphisms C[Ia] \
∑
Ib(Ia
C[Ib] ∼= C[Sa] and
C[Ia] ∼= C[Sa]⊕
∑
Ib(Ia
C[Ib] as UR -spaces. We use these isomorphisms to define an ac-
tion of Hx on C[Sa] for every a ∈ φ and denote this by Hx,a. We note that Hxu
′ = u′Hx
for all u′ ∈ UR and therefore, the action of Hx,a on C[Sa] is UR -linear.
We define a partial order on φ by a ≤ b if and only if Ib ⊆ Ia. For each a ∈ φ, we fix
an ordered basis Ba of C[Sa]. We also fix an ordered basis for C[R] where elements of Bb
appear before Ba if a ≤ b. We note that for every a ∈ φ and every z ∈ C[Sa], we have
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x∈ψHxz = H
′
x,az + ω for some H
′
x,a ∈ C[UR] and ω ∈
∑
Ib(Ia
C[Ib]. Thus, the matrix
of Hx in the above basis is block upper-triangular. Our goal is to show that for a ∈ φ
′
there exists a choice of basis of Ba such that the diagonal blocks are actually diagonal
with the desired entries. We consider the cases of a is a unit and a is a multiplicity-free
non-unit separately.
Case 1: a is a unit. Here, Fa = ψ
× and therefore
∑
x∈ψHxz = Fx,a(z) + ω, where
Fx,a =
∑
x∈ψ× Q(x)
(∑
v∈Cx
v
)
∈ C[UR] is a class function and ω ∈
∑
Ib(Ia
C[Ib]. Being
a class function, Fx,a acts as a scalar on each irreducible constituent of C[Sa] and the
result follows in this case. Furthermore, in this case a is a unit so C[Sa] ∼= C[UR] is the
regular representation of UR so each eigenvalue λ
a
ρ occurs with multiplicity greater than
equal to dim(ρ)2.
Case 2: a is a multiplicity-free non-unit. For this case, there exists a decomposition
of C[Sa] ∼= V1 ⊕ V2 ⊕ · · · ⊕ Vt into UR -irreducible constituents such that Vi ≇ Vj . Let
di = dim(Vi) for all 1 ≤ i ≤ t. Then due to UR -linearity we have Hx,a(Vi) ⊆ Vi for
all 1 ≤ i ≤ m and by Schur’s lemma, the action of Hx,a on each Vi is multiplication
by a scalar. Therefore, by abstract representation theory, there exists a class function
Fx,a ∈ C[UR] such that its action coincides with that of Hx,a on C[Sa]. Consider an
ordered basis Ba = {v1,1, · · · v1,d1 , v2,1, v2,2, . . . , vt,dt} of C[Sa] such that vi,j ∈ Vi for
1 ≤ j ≤ dj . The function Fx,a ∈ C[UR] is a class function. Hence, the matrix of
Fx,a with respect to Ba, as an endomorphism of C[Sa], is a diagonal matrix. On each
constituent ρ ∈ Σa of Ind
UR
LStab(a)(1LStab(a)), Fx,a acts as multiplication by the scalar
Tr(ρ˜(Fx,a))
dim(ρ) . Therefore, this scalar is an eigenvalue of Fx,a with multiplicity equal to dim(ρ).
Combining this result with the fact that
∑
x∈RQ(x) =
∑
x∈ψQ(x)Hx, we obtain our
result. 
Remark 2.4. For any ring that satisfies φ′ = φ, Theorem 2.3 gives the complete spectrum
of BR.
Remark 2.5. For a = 0 ∈ φ′, we obtain the eigenvalue 1 of BR. Since |UR ∩ φ
′| = 1,
we also obtain |UR| -many eigenvalues of BR counted with multiplicity by Theorem 2.3.
Further, every other a ∈ φ′ will give more eigenvalues of BR.
The following result is an easy application of Frobenius reciprocity and the fact that
every irreducible representation of an abelian group is one-dimensional.
Lemma 2.6. Let G be a finite abelian group and H be a subgroup of G. Then the
representation IndGH(1H) is multiplicity-free.
Lemma 2.6 implies that φ′ = φ for finite commutative rings. Therefore, all eigenvalues
of BR can be computed by Theorem 2.3 and Remark 2.4. This result was obtained in an
earlier work [3].
Lemma 2.7. Let G = GLn(Fq) and P be the subgroup of G consisting of all matrices
with last row (0, 0, · · · , 0, 1). Let H be a subgroup of G conjugate to P. Then IndGH(1H)
is multiplicity-free.
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Proof. It is well known (see, for example, [16, Section 13.5]) that the induced repre-
sentation IndGP (1P ) is multiplicity-free. Let g ∈ G such that gPg
−1 = H and for
an irreducible representation ρ of G, the conjugate representation ρg is defined by
ρg(x) = ρ(g−1xg). Then, an irreducible representation ρ is a constituent of IndGP (1P )
if and only if ρg is a constituent of IndGH(1H). Moreover, HomG
(
ρ, IndGP (1P )
)
=
HomG
(
ρg, IndGH(1H)
)
. Therefore IndGH(1H) is multiplicity-free for any subgroup H con-
jugate to P. 
The way Lemma 2.7 is useful for R = Mn(Fq) is as follows: Consider a matrix a =
(ai,j)1≤i,j≤n ∈ R, such that an,n = 1 and ai,j = 0 otherwise. Then LStab(a) = P.
For any matrix r ∈ R of rank one, there exists invertible matrices u, v ∈ UR such that
r = uav, i.e. r and a are equivalent matrices. Therefore, LStab(r) is conjugate to the
group P. By Lemma 2.7, all these rank one elements are multiplicity-free non-units of
R. It is easy to see that there are many element in φ of rank 1, and all of these will
give eigenvalues of BR by Theorem 2.3. As remarked earlier, the zero element of any
ring is easily seen to be a multiplicity-free non-unit. For R = M2(Fq), every element of
φ is either a zero element or of rank one or a unit. Therefore, by the above discussion,
φ = φ′ for R = M2(Fq). We use this to give explicit eigenvalues of BR along with their
multiplicities for the ring R =M2(Fq) for odd q in Section 5.
We note that for the ring R = B2(Fq) = {x ∈ M2(Fq) | x2,1 = 0}, it can be shown
by direct computations that φ = φ′. Therefore, the complete spectrum of BR can be
obtained in this case as well.
3. Stationary distribution
We now give a recursive formula for the stationary distribution π of the chain. The
formula is a special case of the one for arbitrary Markov chains [14] and is very similar in
spirit to the commutative case [3, Theorem 2.4].
Proposition 3.1. For a, b ∈ R such that Sb = Sa, we have that π(a) = π(b).
Proof. There exists an element u ∈ UR such that ua = b by Lemma 2.2. Therefore, left
multiplication by u is an inner automorphism of R which takes a to b. Moreover, for
any c, d ∈ R,
BR(uc, ud) =
∑
x∈R
xuc=ud
Q(x) =
∑
y∈R
yc=d
Q(uyu−1) =
∑
y∈R
yc=d
Q(y) = BR(c, d).
Therefore, all transition rates are unchanged, and the automorphism causes only a rela-
belling of rows and columns of MR. 
For any x, y ∈ R, let Rx,y = {r | ry = x}. Then Rx,y 6= ∅ if and only if Ix ⊆ Iy.
Further, in case Rx,y 6= ∅ then we must have |Rx,y| = |LAnnR(y)|. For any x ∈ R, we
use Ux ⊆ UR to denote the set of distinct coset representatives of LStab(x) in UR. In
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case R is commutative the set Ux has a group structure however this does not hold for
the case of non-commutative ring R.
We now state the main theorem of this section. Recall that φ is a set of generators of
distinct principal ideals of R.
Theorem 3.2. Let R be a finite ring. The stationary probability π(x) for x ∈ R in
(Xt)t∈Z≥0 is given by
π(x) =
α
|R|
+ (1− α)
∑
y∈φ,Ix(Iy
 ∑
u∈Uy ,r∈Rx,y
Q(ru−1)
π(y)
1− (1− α)
 ∑
u∈Ux,r∈Rx,x
Q(ru−1)

Proof. The strategy of proof is essentially identical to that of the proof of Theorem 2.4 in
[3], and we will be a lot more sketchy.
The stationary distribution satisfies the master equation,
π(x) =
∑
y∈R
P(y → x)π(y).
Now, P(y → x) ≥ α/|R| for all y ∈ R because of the addition transition. To keep track
of when multiplicative transitions can occur, we look at the poset of principal ideals, and
we see that
π(x) =
α
|R|
+ (1 − α)
∑
y∈R
Ix⊆Iy
BR(y, x)π(y).
Now, we split the sum on the right hand side depending on whether Iy = Ix or not. Using
Lemma 2.2 and Proposition 3.1, we find that∑
y∈R
Ix=Iy
BR(y, x)π(y) = π(x)
∑
u∈Ux
r∈Rx,x
Q(ru−1),
and ∑
y∈R
Ix(Iy
BR(y, x)π(y) =
∑
y∈φ
Ix(Iy
π(y)
∑
u∈Uy
r∈Rx,y
Q(ru−1).
Substituting the last two identities in the previous sum gives us the desired result. 
As a corollary, we obtain the stationary distribution for (X
(u)
t )t∈Z≥0 . Somewhat sur-
prisingly, the answer is identical to that of the commutative case (Corollary 2.5) in [3].
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Corollary 3.3. Let R be a finite ring. The stationary probability π(x) for x ∈ R in
(X
(u)
t )t∈Z≥0 is given by
πU (x) =
α+ (1− α)
∑
y∈φ,Ix(Iy
|Uy| |LAnnR(y)| πU (y)
|R| − (1− α)|Ux| |LAnnR(x)|
.
Proof. This immediately follows from Theorem 3.2 and the fact that |Rx,y| = |LAnnR(y)|
for every x, y ∈ R such that Ix ⊆ Iy. 
The formula for the stationary probability of units can then be derived immediately.
Corollary 3.4. Let R be a finite ring. The stationary probability π(u) for u ∈ UR in
(X
(u)
t )t∈Z≥0 is given by
πU (u) =
α
n− u+ uα
.
The above result is identical to that obtained for commutative rings [3].
Example 3.5. For the ring M2(F2), the multiplicative part of the transition matrix BR
in the lexicographically ordered basis,



0 0
0 0

,

0 0
0 1

,

0 0
1 0

,

0 0
1 1

,

0 1
0 0

,

0 1
0 1

,

0 1
1 0

,

0 1
1 1

,

1 0
0 0

,

1 0
0 1

,

1 0
1 0

,

1 0
1 1

,

1 1
0 0

,

1 1
0 1

,

1 1
1 0

,

1 1
1 1



,
is given by
1
16

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 4 0 0 4 4 0 0 0 0 0 0 0 0 0 0
4 0 4 0 0 0 0 0 4 0 4 0 0 0 0 0
4 0 0 4 0 0 0 0 0 0 0 0 4 0 0 4
4 4 0 0 4 4 0 0 0 0 0 0 0 0 0 0
4 4 0 0 4 4 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 0 4 0 0 0 0 0 4 0 4 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 0 4 0 0 0 0 0 4 0 4 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 0 0 4 0 0 0 0 0 0 0 0 4 0 0 4
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 0 0 4 0 0 0 0 0 0 0 0 4 0 0 4

.
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The stationary probability of the units is
π
(
0 1
1 0
)
= π
(
0 1
1 1
)
= π
(
1 0
0 1
)
=
π
(
1 0
1 1
)
= π
(
1 1
0 1
)
= π
(
1 1
1 0
)
=
α
2(3α + 5)
,
of the nonzero non-units is
π
(
0 0
0 1
)
= π
(
0 0
1 0
)
= π
(
0 0
1 1
)
= π
(
0 1
0 0
)
= π
(
0 1
0 1
)
=
π
(
1 0
0 0
)
= π
(
1 0
1 0
)
= π
(
1 1
0 0
)
= π
(
1 1
1 1
)
=
2α
(3α+ 1)(3α + 5)
,
and of zero is
π
(
0 0
0 0
)
=
5− 3α
(3α+ 1)(3α + 5)
.
4. Mixing time
We will now prove that (Xt)t∈Z≥0 on an arbitrary finite ring R mixes in finite time
using a coupling argument. The argument is identical to that for commutative chains in
[3], but we repeat it for the sake of completeness.
We begin with the basic definitions. The (total variation) distance between probability
distributions µ and ν on the same space Ω is given by
||µ− ν||TV =
1
2
∑
x∈Ω
|µ(x)− ν(x)|.
Let MR be the transition matrix of the chain (Xt)t∈Z≥0 , and π be the stationary dis-
tribution. Then the distance between the distribution of the chain at time t and the
stationary distribution is given by
d(t) = max
x∈R
||M tR(x, ·) − π||TV.
For a fixed ǫ < 1/2, the mixing time of the Markov chain is
tmix(ǫ) = min{t | d(t) ≤ ǫ}.
A (Markovian) coupling of our Markov chains (Xt,X
′
t)t∈Z≥0 is a Markov chain on R×R
such that the marginals Xt and X
′
t are themselves Markov chains on R with transition
matrix MR. For a coupling, let tcouple be the first time the chains meet, known as the
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coupling time. The mixing time can be bounded by the coupling time using the following
result [12, Corollary 5.3]
d(t) ≤ max
x,x′∈R
Px,x′(tcouple > t).
Theorem 4.1. The mixing time of the Markov chain (Xt)t∈Z≥0 on a finite ring R is
bounded above by the absolute constant
tmix(ǫ) ≤
log ǫ
log(1− α)
+ 1.
Proof. We will couple two runs of the Markov chain starting at x, x′ ∈ R as follows. At
each time we toss an independent coin with heads probability α. If the coin lands Tails,
both chains choose independent samples from the distribution Q and multiply with the
chosen element. If it lands Heads, we ensure the two chains meet. To be precise, if the
chains are at positions y, y′ at some time t, then we choose a uniformly random element
r ∈ R (say). We then add r to y and add r+y−y′ to y′. Since r is uniformly random,
so is r + y − y′, and the marginals move according the original chain.
The coupling time is then the usual waiting time distribution, which is a geometric
random variable with success probability α. Thus, the probability that the two chains
have not met up to time t is bounded above by (1 − α)t. We add an extra step in case
α is very close to 1 so that tmix(ǫ) does not become smaller than one. The result then
follows. 
5. The matrix ring M2(Fq)
Let R = M2(Fq) be the ring of 2 × 2 matrices with entries over the finite field Fq,
where q > 2. For q = 2, the description of conjugacy classes of GL2(Fq) is slightly
different, but the computations are similar.
Recall that UR = GL2(Fq) is the group of 2 × 2 invertible with entries from Fq and
|UR| = (q
2 − 1)(q2 − q). To avoid any confusion, in this section we will use uppercase
letters to denote elements of R and lowercase letters for the field Fq.
The set
φ =
{(
1 0
0 1
)
,
(
0 1
0 0
)
,
(
0 0
0 0
)}⊔{(1 z
0 0
)}
z∈Fq
is a set of representatives of distinct principal ideals of R. The set
ψ =
{(
x 0
0 x
)}
x∈Fq
⊔{(x 0
1 x
)}
x∈Fq
⊔{(x 0
0 y
)}
x 6=y∈Fq
⊔{(α 0
0 α¯
)}
α∈Fq2\Fq
is a set of representatives of similarity classes of M2(Fq). Further, we say a similarity
class is invertible if it is contained in GL2(Fq). Otherwise we call a similarity class non-
invertible. We note that this does not depend on the similarity class representative. The
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set of non-invertible similarity classes, denoted ψ0, is given by
ψ0 =
{(
0 0
0 0
)
,
(
0 0
1 0
)}⊔{(x 0
0 0
)}
x∈F×q
.
We denote the set of invertible classes as ψ× = ψ \ψ0. Next, for each A ∈ φ, we describe
below the set of generators of the principal ideal generated by A, denoted by SA, and
the (left) stabilizer of A in UR, denoted by LStab(A). Recall that LStab(A) is the set
of elements X ∈ UR such that XA = A.
A ∈ φ SA LStab(A) FA ∩ ψ
0(
1 0
0 1
)
GL2(Fq)
(
1 0
0 1
)
∅(
0 1
0 0
) {(
0 a
0 b
)}
(a,b)6=(0,0)
{(
1 y
0 w
)}
y∈Fq
w∈F×q
(
0 0
1 0
)
,
{(
t 0
0 0
)}
t∈F×q(
1 z
0 0
)
z∈Fq
{(
a za
b zb
)}
(a,b)6=(0,0)
{(
1 y
0 w
)}
y∈Fq
w∈F×q
(
0 0
1 0
)
,
{(
t 0
0 0
)}
t∈F×q(
0 0
0 0
) (
0 0
0 0
)
GL2(Fq) ψ
0
Table 1. For each generator A of a principal ideal in M2(Fq), a descrip-
tion of the sets SA, LStab(A) and FA ∩ ψ
0.
5.1. Description of FA and FX,A . We now describe FA, defined in (2.2), for every
A ∈ φ. For any x ∈ ψ such that s is invertible, we have xSA ⊆ SA. Therefore ψ
× ⊆ FA
for each A ∈ φ. It remains to determine FA∩ψ
0. We give the representatives of similarity
classes that are contained in FA ∩ ψ
0 in Table 1 for every A ∈ φ.
Our next step is, for each A ∈ φ and X ∈ FA, to identify FX,A satisfying the
hypothesis of Theorem 2.3. To that end, consider the operator HX,A =
∑
V ∈UR
V XV −1 :
C[IA]→ C[SA] and H
′
X,A : C[SA]→ C[SA], obtained by composing HA with the natural
inclusion and projection. For case X ∈ FA ∩ψ
×, the function FX,A = H
′
X,A itself works.
Therefore, we now focus on the case where X ∈ FA ∩ ψ
0, and we explicitly describe
FX,A. The existence of these was proved in Theorem 2.3. For A =
(
0 0
0 0
)
, the function
FX,A = |CX |e( 1 00 1 )
itself works for all X ∈ FA ∩ ψ
0. We are left to deal with the cases
for all A ∈
{(
0 1
0 0
)}⊔{(1 z
0 0
)}
z∈Fq
.
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For simplicity, we use the notation,
Yt =
(
t 0
0 0
)
, for t ∈ F×q and Y0 =
(
0 0
1 0
)
.
We obtain the following by direct computations and these work uniformly for all such A.
FYt,A =
∑
v∈C
( t 10 t )
ev + e( t 00 t )
,
FY0,A =
∑
v∈C
( 1 10 1)
ev − (q − 1)e( 1 00 1 )
.
(5.1)
5.2. Description of ΣA . Next, for every A ∈ φ, we describe ΣA, defined in (2.1). Thus
ΣA consists of inequivalent irreducible constituents of Ind
UR
LStab(A)(1LStab(A)).
In one extreme case, LStab(A) = GL2(Fq), we have UR = LStab(a) and therefore
IndURLStab(A)(1LStab(a)) is the trivial representation of GL2(Fq). In the other extreme,
LStab(A) =
(
1 0
0 1
)
and IndURLStab(A)(1LStab(a)) is the regular representation of GL2(Fq)
and therefore ΣA in this set consists of all inequivalent irreducible representations of
GL2(Fq). For the reader’s convenience, we have given a description of all irreducible rep-
resentations of GL2(Fq) along with their character values in Appendix A.
Let P be the subgroup of GL2(Fq) consisting of matrices of the form
(
1 y
0 w
)
, where
w ∈ F×q . Then, from Table 1, we see that P is LStab(A) for some A ∈ φ. So, we
need to describe to describe the irreducible constituents of Ind
GL2(Fq)
P (1P ). The trivial
representation of the group F×q is denoted by 1q for simplification. We use the notation
of Appendix A to give this description.
Proposition 5.1. The space Ind
GL2(Fq)
P (1P ) has the following decomposition into
GL2(Fq) -irreducible constituents.
(5.2) Ind
GL2(Fq)
P (1P )
∼= 1GL2(Fq) ⊕ ρ
1q
⊕
χ∈F̂×q \1q
ρχ,1q ,
where ρ
1q
and ρχ,1q are given in Table 4.
Proof. Let S be the set of all irreducible constituents listed on the right side of (5.2).
We first note that both IndGP (1P ) and 1G⊕ρ
1q
⊕
χ∈F̂×q \1q
ρχ,1q have dimension (q
2−1).
Thus, to complete the proof it is enough to show that any ρ ∈ S is indeed a constituent of
Ind
GL2(Fq)
P (1P ). By Frobenius reciprocity, this is equivalent to proving that the restriction
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of ρ to P for each ρ ∈ S has a P -fixed vector, that is HomP (Res
GL2(Fq)
P (ρ),1P ) 6=
0, where Res
GL2(Fq)
P (ρ) denotes the restriction of ρ to P. The space HomG(ρ1, ρ2) of
intertwiners between two representations ρ1 and ρ2 of G is given by
dimC(HomG(ρ1, ρ2)) =
1
|G|
∑
x∈G
(Tr(ρ1(x))Tr(ρ2(x)).(5.3)
Therefore, HomP (Res
GL2(Fq)
P (ρ),1P ) 6= 0 for any ρ ∈ S is equivalent to the fact that
1
|P |
∑
x∈P Tr(ρ(x)) 6= 0. We further note that∑
x∈P
Tr (ρ(x)) = Tr
(
ρ
(
1 0
0 1
))
+ (q − 1)Tr
(
ρ
(
1 1
0 1
))
+ (q)
∑
x∈F×q \1
Tr
(
ρ
(
x 0
0 1
))
.
Using the character values from Table 4, we obtain the following for each ρ ∈ S :
ρ = 1GL2(Fq) :
∑
x∈P
Tr (ρ(x)) = 1 + (q − 1) + q(q − 2) = q(q − 1).
ρ = ρ
1q
:
∑
x∈P
Tr (ρ(x)) = q + q(q − 2) = q(q − 1).
ρ = ρχ,1q :
∑
x∈P
Tr (ρ(x)) = (q + 1) + (q − 1) + q
 ∑
x∈F×q \1
(χ(x) + 1)

= 2q + q
∑
x∈F×q
χ(x)
+ q(q − 3).
For every µ ∈ F̂×q \ 1q, we have HomF×q (µ,1q) = 0. From (5.3), it is easy to see
that
∑
x∈F×q
µ(x) = 0 for every µ ∈ F̂×q \ 1q. Therefore for every ρ ∈ S, we have
1
|P |
∑
x∈P Tr(ρ(x)) 6= 0. This proves the equivalence given in (5.2). 
We summarize all of this information of FA and ΣA for A ∈ φ in Table 2.
Using Table 2 along with the description of FX,A as given in Section 5.1, the character
table in Table A.3 and Theorem 2.3, we obtain a complete description of the eigenvalues
of BR. We now describe the eigenvalues. Recall from Theorem 2.3, that for each A ∈ φ
and ρ ∈ ΣA, the eigenvalue λρ is given by
λρ =
∑
X∈FA
Q(X)
Tr(ρ˜(FX,A))
dim(ρ)
.
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S.No. A ∈ φ FA ΣA
1.
(
1 0
0 1
)
ψ× Irr(GL2(Fq))
2.
(
0 1
0 0
)
ψ× ∪ Y0 ∪ Yt 1GL2(Fq) ∪ ρ
1q
∪
χ∈F̂×q \1q
ρχ,1q
3.
{(
1 z
0 0
)}
z∈Fq
ψ× ∪ Y0 ∪ Yt 1GL2(Fq) ∪ ρ
1q
∪
χ∈F̂×q \1q
ρχ,1q
4.
(
0 0
0 0
)
ψ 1GL2(Fq)
Table 2. The sets FA and ΣA for A ∈ φ.
(a) For A =
(
1 0
0 1
)
and ρ ∈ ΣA, we have
λρ =
∑
X∈ψ×
Q(X) |CX |χρ(X),
and the multiplicity of each λρ in this case is dim(ρ)
2.
(b) For any A ∈
{(
0 1
0 0
)}⊔{(1 z
0 0
)}
z∈Fq
and ρ ∈ ΣA, we have;
dim(ρ)(λρ) =
∑
X∈ψ×
Q(X) |CX |χρ(X)
+Q(Y0)
(
(q2 − 1) χρ
(
1 1
0 1
)
− (q − 1) χρ
(
1 0
0 1
))
+
∑
t∈F×q
Q(Yt)
(
(q2 − 1) χρ
(
t 1
0 t
)
+ χρ
(
t 0
0 t
))
,
(5.4)
and each eigenvalue above appears with multiplicity (q + 1) dim(ρ).
(c) For A =
(
0 0
0 0
)
and ρ ∈ ΣA, we have;
λρ =
∑
X∈ψ
Q(X)|CX | = 1,
and this occurs with multiplicity one, as expected by Proposition 5.2.
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Therefore we have a total of
|GL2(Fq)|+ (q + 1) (1 + q + (q − 2)(q + 1)) + 1 = q
4 = |M2(Fq)|
eigenvalues of BR, as expected. Recall from the paragraph immediately following (1.2)
that the eigenvalues of MR are easily obtained from those of BR.
5.3. Stationary distribution.
Proposition 5.2. The stationary distribution of (X
(u)
t )t∈Z≥0 has the following formula:
π(x) =

α
q3 + q2 − q − (q2 − 1)(q2 − q)α
, x ∈ UR,
q2α
(1 + (q2 − 1)α)(q3 + q2 − q − (q2 − 1)(q2 − q)α)
, x /∈ UR, x 6= 0,
q3 + q2 − q − q(q2 − 1)α
(1 + (q2 − 1)α)(q3 + q2 − q − (q2 − 1)(q2 − q)α)
, x = 0.
Proof. The formula for units can be obtained by directly from Corollary 3.4. If x is a
nonzero nonunit, the only other ideal it belongs to is the one generated by 1. Therefore,
from Corollary 3.3, it follows that
π(x) =
α+ (1− α) |UR|π(1)
|R| − (1− α)q2(q2 − 1)
=
α+ (1− α) (q2 − 1)(q2 − q)π(1)
q4 − (1− α)q2(q2 − 1)
,
where we have used the fact that |Ux| = |UR/LStab(x)| = q
2 − 1 and |LAnn(x)| = q2
for any nonzero nonunit x by similar computations as those done in Table 1. A little
simplification gives the result. The formula for the zero matrix is then a consequence of
the total probability being 1. 
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Appendix A. Irreducible representations of GL2(Fq)
In this section, we briefly describe the irreducible representations and the character
table of GL2(Fq) for the sake of completeness. This is well known in the literature and
can be found in many texts. Here we shall refer to [13] for all the details. For an abelian
group A, we use Â to denote the set of its all one-dimensional representations of A. For
a group G, we use 1G to denote the trivial one-dimensional representation of G.
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A.1. Principal series representations of GL2(Fq) . Let U =
{(
1 w
0 1
)}
w∈Fq
be the
subgroup of GL2(Fq) consisting of all unipotent upper triangular matrices. An irreducible
representation of GL2(Fq) is called a principal series representation if it is an irreducible
constituent of Ind
GL2(Fq)
U (1U ). Now we describe all of the principal series representations
of GL2(Fq).
Let B =
{(
u w
0 v
)}
u,v∈F×q
w∈Fq
be the subgroup of GL2(Fq) consisting of all upper tri-
angular matrices. Let µ1, µ2 ∈ F̂
×
q . Define the one-dimensional representation µ1,2 of B
by
(A.1) µ1,2 : B → C
× ; µ1,2
(
u w
0 v
)
= µ1(u)µ2(v).
Let ρµ1,µ2 = Ind
G
B(µ1,2) be the corresponding induced representation of GL2(Fq). Then
we have the following result regarding their mutual relation.
Proposition A.1. For µ1, µ2 ∈ F̂
×
q , the following hold.
(1) dimC(HomG(ρµ1,µ2 , ρµ′1,µ′2) 6= 0 if and only if {µ1, µ2} = {µ
′
1, µ
′
2}.
(2) For µ1 6= µ2, the representations ρµ1,µ2 are irreducible.
(3) For µ1 = µ2, we have dimC(EndG(ρµ1,µ1)) = 2.
The last part of the above proposition implies that for every µ ∈ F̂×q the representation
ρµ,µ ∼= W
µ
1 ⊕W
µ
2 , where W
µ
1 and W
µ
2 are inequivalent representations of G. Next we
describe one of the constituents of ρµ,µ. The other one is the complement and is easily
obtained. For every µ ∈ F̂×q , define the one-dimensional representation detµ : GL2(Fq)→
C× by detµ(X) = µ(det(X)). Then it is easy to see that one of the constituents of ρµ,µ
is isomorphic to the one-dimensional representation detµ. For notational convenience, we
shall denote 1F×q by 1q. We note that det1q = 1GL2(Fq). Now onwards, we shall use ρµ
to denote a complement of detµ in ρµ,µ.
Collecting all this information together, we obtain 2(q − 1) + (q−1)(q−2)2 inequivalent
irreducible representations of GL2(Fq). We know that the total number of inequivalent
irreducible representations of a finite group is equal to the number of its conjugacy classes.
Therefore, at this point it is good to compare the number of irreducible representations
constructed above with the number of conjugacy classes of GL2(Fq) so that we know
exactly how many more irreducible representations exist for the group GL2(Fq). This we
do in the Table 3.
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Conjugacy class type Representative Number of classes
central semisimple
(
x 0
0 x
)
x∈F×q
q − 1
unitary
(
x 1
0 x
)
x∈F×q
q − 1
non central semisimple
(
x 0
0 y
)
x,y∈F×q ,x 6=y
(q−1)(q−2)
2
anisotropic
(
α 0
0 α¯
)
α∈F
q2
\Fq
q2−q
2
Table 3. Conjugacy class types of GL2(Fq) along with their representa-
tives and the number of each type.
This table along with the above discussion on construction of principal series irreducible
representations of GL2(Fq) implies that, we still need to construct (q
2− q)/2 irreducible
representations of GL2(Fq). This we obtain in the next section.
A.2. Cuspidal representations of GL2(Fq) . An irreducible representation ρ of G is
called cuspidal if it is not a principal series representation. These representations are
slightly more complicated to define as compared to those of the principal series. Here
we outline their construction just enough to explain the entries of the character table of
GL2(Fq) and urge the interested reader to look at [13] for more details.
Let Fq2 be a degree two extension field of Fq. Then the map σ : x 7→ x
q is a field
automorphism of Fq2 of order two with the property that σ(x) = x implies x ∈ Fq. Then
the Norm map N : F×
q2
→ F×q defined by x 7→ xσ(x) is easily see to be a surjective group
homomorphism. Next, for every ν ∈ F̂q2 , we define σ(ν) ∈ F̂q2 by σ(ν)(x) = ν(σ(x)).
A one-dimensional representation ν of F×
q2
is called non-decomposable if ν 6= σ(ν). It
turns out that cuspidal representations are parametrized by the set of non-decomposable
characters of F×
q2
. More specifically, the following result is true.
Theorem A.2. There exists an irreducible representation ρν of GL2(Fq) of dimension
(q− 1) for each non-decomposable character ν of F×
q2
. Furthermore ρν ∼= ρν′ if and only
if ν ′ ∈ {ν, σ(ν)}.
It is easy to see that the number of non-decomposable characters of F×
q2
is q2 − q.
Further by Theorem A.2 for non-decomposable characters ν of F×
q2
, there exists exactly
one non-decomposable character ν ′ of F×
q2
such that ν 6= ν ′ and ρν ∼= ρν′ . So we obtain
exactly (q2 − q)/2 inequivalent irreducible representations of GL2(Fq) this way. This
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implies that the set of representations ρν together with principal series irreducible repre-
sentations form a complete set of irreducible representations of GL2(Fq). It is possible to
describe all these cuspidal representations precisely. We refer the reader to [13, Section 13]
for more details.
A.3. Character table of GL2(Fq) . Now we are in a position to describe the character
table of GL2(Fq). By definition if ρ : G → GL(V ) is a finite dimensional represen-
tation of G, the character of ρ, denoted χρ, is a complex valued function defined by
χρ(g) = Tr(ρ(g)). It is well-known that the character of a representation is an invariant of
a representation determined upto equivalence of representation. Further, two irreducible
representations of a finite group are equivalent if and only if their characters are equal.
Therefore, the character table encodes important information about the irreducible rep-
resentations of a group. Note that χρ(s) = χρ(t), whenever s and t are conjugate. So
we shall describe character values only on the conjugacy class representatives of GL2(Fq).
The character table is given in Table 4.(
x 0
0 x
)
x∈F×q
(
x 1
0 x
)
x∈F×q
(
x 0
0 y
)
x 6=y∈F×q
(
α 0
0 α¯
)
α∈F
q2
\Fq
detχ χ(x)
2 χ(x)2 χ(x)χ(y) χ(αα¯)
ρχ qχ(x)
2 0 χ(xy) −χ(αα¯)
ρχ1,χ2 (q + 1)χ1(x)χ2(x) χ1(x)χ2(x) χ1(x)χ2(y) + χ1(y)χ2(x) 0
ρν (q − 1)ν(x) ν(x) 0 −ν(α)− ν(α¯)
Table 4. The character table of GL2(Fq).
The conjugacy classes of GL2(Fq) are described in Table 3. The first three rows of the
character table in Table 4 correspond to the principal series irreducible representations
and can be obtained by using the character formula for induced representations. The last
row corresponds to the cuspidal character and uses the explicit description of cuspidal
irreducible representations of GL2(Fq) as given in [13, Section 13].
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