Reducing application runtime, scaling parallel applications to higher numbers of processes/threads, and porting applications to new hardware architectures are tasks necessary in the software development process. Therefore, developers have to investigate and understand application runtime behavior. Tools such as monitoring infrastructures that capture performance relevant data during application execution assist in this task. The measured data forms the basis for identifying bottlenecks and optimizing the code.
INTRODUCTION
Compilers are a central component in software development. They translate statements of a high-level programming language into machine dependent instructions. In principle, the software design of a compiler consists of the phases: Front-End, Optimizer, and BackEnd. Figure 1 illustrates the major components of a three-phase compiler design [25] .
Front-End
Back-End Optimizer Front-End The Front-End handles code input of a specific source language. It transforms the source code of the individual language to a generic internal representation (intermediate representation, IR). Therefore it performs lexical, syntactic, and semantic analyses of the source code.
Optimizer The code optimization phase transforms the IR while retaining its functionality. It selectively applies multiple optimization techniques to achieve different goals, e.g., optimize for performance or optimize for size. Common actions of the Optimizer are register allocation, function inlining, or elimination of unused code segments.
Back-End The Back-End targets a specific hardware architecture. It generates machine-dependent code from the transformed intermediate representation.
As already mentioned the Optimizer automatically transforms and optimizes the code. This allows software developers to easily obtain (performance) benefits by using compiler switches. However, when it comes to investigating application runtime behavior this technique poses additional hurdles. As the compiler transparently applies optimizations, it is sometimes unclear how it transforms high-level statements into specific machine code. For instance, it might not be discernible whether a specific function is inlined by the compiler. Some compilers provide textual optimization reports listing all applied actions. However, such reports are typically extensive and cumbersome to interpret manually. A more intuitive option are debugging and performance analysis tools assisting users in investigating application runtime behavior. Such tools typically involve a monitoring component observing the application at runtime and recording performance data. Based on this data, user-friendly graphical visualizations can intuitively depict an application execution or automated analyses may reveal performance bottlenecks. The monitoring component requires a compiler interface in order to obtain information from the machine code. This data acquisition should not impede compiler optimizations. Rather should the obtained data reflect optimizations applied by the compiler.
Because of LLVM's growing importance and the fact that it will be one of the main compilers on the upcoming generation of HPC systems at Oak Ridge National Laboratory (Summit [22] ) and Lawrence Livermore National Laboratory (Sierra [21] ), this work focuses on the Low Level Virtual Machine infrastructure (LLVM) [18] and to some extent on the GNU Compiler Collection (GCC) [12] . Both are typical representatives of the three-phase compiler design. Figure 2 depicts the implementation of the threephase compiler design in the LLVM infrastructure.
In this work we present a new approach for automatic source code instrumentation at compile-time in combination with LLVM. Our approach records performance relevant data of an application execution for subsequent analyses. In our work we directly address current limitations of automatic compiler instrumentation in LLVM. Our specific contributions are:
• Implementation of an LLVM pass for automatic source code instrumentation that does not interfere with compiler optimizations • Support for function filtering at -Compile-time and thereby offering the possibility to avoid the overhead of excessive function instrumentation -Runtime with early evaluation of conditions whether a function is filtered or not directly in the instrumentation code avoiding unnecessary calls into the monitoring component • Support for user defined filter rules • Internal handling of meta data avoiding the need for additional tools in order to obtain, e.g., function names and line numbers • Exception-aware instrumentation improving consistency of recorded data even in case of errors • In-depth performance analysis based on the information provided by our LLVM pass
The remainder of this work is organized as follows: Section 2 presents the design of our LLVM pass for automatic compiler instrumentation. Section 3 highlights implementation aspects. Several case studies in Section 4 demonstrate the advantages of our LLVM instrumentation pass. Section 5 provides an overview of related work. Lastly, Section 6 and 7 summarize the work and give an outlook on future work.
METHODOLOGY
Typically, monitoring infrastructures observe an application at runtime. They annotate the source code with so-called hooks to record activities like function entries and exits. The hooks invoke the monitor at each of these events. This process is also called instrumentation and demonstrated in Listings 1 and 2. Listing 1 shows the unmodified version of a simple code example. Listing 2 illustrates the annotated source code of the example. Each entry and exit of a function now contains a call (hook) to the monitor. The monitor implements the functions ENTER and EXIT. Whenever the application enters an annotated function, it calls the hook ENTER and transfers the control flow to the monitor. The monitor records relevant information such as timestamp or name of the entered function. Afterwards the monitor returns the control flow back to the application which continues its execution. The monitor handles the function exit analogously. function entry and exit. It works very similar to the analog functionality in the GNU compiler collection. The compiler annotates function entries with __cyg_profile_func_enter and function exits with __cyg_profile_func_exit. The monitoring tool needs to implement both functions. In contrast to the GNU compiler collection, Clang provides no options to exclude functions or source code files from the instrumentation. The GNU compiler collection provides the flags -finstrument-functions-exclude-function-list and -finstrument-functions-exclude-file-list for this purpose. Therefore, this approach is prohibitive for the instrumentation of short-running, fine-granular functions. The instrumentation of such functions causes unacceptably large overhead and increases the runtime significantly. As inserted hooks remain in the binary-and always get called during application execution-even runtime filtering is useless in reducing measurement overhead. These conditions render automatic compiler instrumentation problematic and raise the need for selective instrumentation at compile-time.
LLVM Compiler Pass.
This technique uses the LLVM Pass Framework. The LLVM Pass Framework provides an interface to directly modify or interact with a specific task of the compilation process, e.g., the optimization. This allows to circumvent the drawbacks of the automatic compiler instrumentation technique. Depending on the goal of the pass, its implementation inherits from one of the following classes:
• ModulePass
The classes reflect the entities of the LLVM Intermediate Representation (IR). Figure 3 depicts the concept of the IR. A module represents the complete application code. It consists of several functions. Each function contains multiple basic blocks. A basic block involves individual instructions. LLVM provides access to each layer and iterators for selecting individual items. The class FunctionPass is most suitable for function instrumentation. It is invoked for each application function. We use FunctionPass to insert hooks into the IR. By applying filtering techniques we realize selective function instrumentation at compile-time. We discuss our implementation in more detail in the following section. 
IMPLEMENTATION
In this work we extend the Score-P monitoring infrastructure [7] to improve its capability for instrumenting code with the Clang compiler. Figure 4 depicts the general software architecture of Score-P. Score-P already supports automatic source code instrumentation for GNU, Intel, PGI, Cray, IBM, and Fujitsu compilers. In addition, Score-P provides a GCC compiler instrumentation plug-in [26] since version 1.4 (released in January 2015). We have applied the knowledge gained during the GCC plug-in development for the implementation of our LLVM plug-in.
A major requirement of our plug-in is its independence from the programming language of the source code. This requirement disqualifies an implementation within the Front-End and suggests an LLVM pass implementation. Our work builds on LLVM version 3.8 or newer. In addition, we rely on Clang flags to load the dynamic library containing the instrumentation plug-in. As explained in Section 2 we instrument a source code function by implementing a FunctionPass. We override the virtual method runOnFunction(Function &F) inherited from the FunctionPass class. This runOnFunction method is called for each function in the processed IR. The parameter F provides the current function.
Collecting meta data. We utilize the compiler capabilities to collect and store function specific meta data. For example, we determine the name of the current function. This is necessary as the compiler might decorate the function name. For example, in case of function overloading this technique is necessary. There might exist multiple variants of a function with the same name but different signatures. In such case, the compiler creates unique internal function names. Yet, these internal function names are not created considering human readability. Therefore, we demangle the internal function name to provide function names corresponding to the source code. In addition, we record source file name and line numbers associated with the current function. Function names and line numbers allow users to correlate monitored events with the application source code. By internal meta data handling the plug-in is able to pass this information to the monitoring infrastructure.
Otherwise, the monitoring infrastructure would need external tools or libraries to retrieve this data at runtime.
Deciding whether a function is instrumented. Within the method runOnFunction we check whether we should instrument the current function. Therefore, we test certain attributes of the function. For example, we skip the instrumentation if the function has an empty body, represents a built-in function, or is an internal function of the OpenMP runtime. Additionally, with our implementation users can selectively remove functions from instrumentation at compile-time. Thus, we apply a user specified rule set on each function name. The rule set can contain mangled and demangled function names as well as source file names. Eventually, considering all checks, we decide whether we filter-exclude from instrumentation-or instrument the current function.
Adding calls to the monitoring infrastructure. As described in Section 2, we insert hooks into the IR in order to instrument the current function. Listing 3 shows the result of adding the instrumentation in pseudo code. Calls to the monitoring infrastructure are guarded by if statements. These conditional calls allow an efficient runtime filtering as the condition is evaluated within the instrumentation code. User defined filter rules determine the condition. Iterators over basic blocks and their instructions help to find the appropriate place for inserting calls to the Score-P monitoring infrastructure. We insert the instrumentation of the function entry as the last instruction of the first basic block, or before the first call instruction of the first basic block. The structure of the remaining basic blocks is modified in order to achieve a try/finally semantic as shown in Listing 3. The try block encapsulates the instructions of the function body, whereas the corresponding finally block contains the function exit instrumentation.
Instrumentation plug-in usage. The pass is built as a shared library. The user has to ensure that the compiler loads this shared library to enable instrumentation at compile-time. Therefore, the Clang compiler requires the following additional arguments:
The LLVM pass registry manages registration and initialization of the pass subsystem at compiler startup. After explaining implementation details of our work we demonstrate the usability of the presented instrumentation approach in the following section.
CASE STUDY
In this section we present experiments evaluating the LLVM instrumentation plug-in. First, we compare event sequences recorded by LLVM's automatic compiler instrumentation and our LLVM instrumentation plug-in. Second, we demonstrate the usability of our LLVM instrumentation plug-in using a computation kernel of a real world application. Our test system features 2 IBM POWER8 CPUs with 10 cores per CPU (20 cores in total). We compile the source code of the experiments with Clang 4.0 and GCC 5.4.0. The experiments use the parallelization paradigms Message Passing Interface (MPI) [9] and OpenMP [4] to distribute the workload over multiple Comparison of event sequences. In the first experiment we compare sequence lengths recorded from a Jacobi solver application. The Jacobi method implements an iterative algorithm in order to compute the solutions of a diagonally dominant system of linear equations. This code uses MPI and OpenMP.
In general, the integration of our LLVM instrumentation plug-in into the Score-P infrastructure provides benefits. For example, we can utilize already existing features of the Score-P monitoring infrastructure and corresponding analysis tools. We instrument the Jacobi solver with Score-P and subsequently execute the application in order to record its activities at runtime. We use our LLVM plug-in to instrument user functions. In addition, Score-P supports the instrumentation of MPI and OpenMP. Figure 5 shows a timeline visualization of the recorded event sequence in Vampir [17] . The figure visualizes the application activities in a chronological order. The top chart shows an overview of all processing elements (represented by horizontal bars) including their executed activities (represented by individual colors in the bars). It depicts two MPI processes, "Master thread:0" and "Master thread:1". Each MPI process forks nine additional threads in OpenMP parallel regions ("OpenMP thread"). The bottom chart visualizes the call stack of Figure 5 , users can access information about parallelization paradigms in addition to source code instrumentation. This is vital for comprehensive performance analyses since performance bottlenecks are often caused by complex effects. To improve the scalability of parallel applications, programmers have to investigate the interactions between user code, library calls, and parallelization paradigms.
In the next experiment we compile the source code with Clang using different optimization levels--O0 to -O3-and both instrumentation options, -finstrument-functions and our LLVM instrumentation plug-in. The recorded event sequence-representing function enters and exits-differs between both instrumentation methods. Table 1 compares the experiment variants and their corresponding number of user function invocations summarized over all processing elements. Automatic compiler instrumentation using -finstrument-functions produces the same event sequence lengths for all optimization levels, comprising of 2014 function calls in total. The LLVM instrumentation plug-in generates event sequences containing less function calls in higher optimization levels. The interaction between optimizations performed by the compiler and the selected instrumentation method causes this different behavior. For instance, the handling of function inlining and function instrumentation depends on the compiler. The automatic compiler instrumentation of GCC also annotates functions expanded inline in other functions 2 . In contrast, the usage of -finstrument-functions disables function inlining for the Intel C/C++ compiler 3 . Although it is not clearly documented, we expect that LLVM's automatic compiler instrumentation annotates inlined functions similar to GCC. Nevertheless, the instrumentation pass of our LLVM plug-in runs after the compiler optimization. If a function is inlined, it does not represent a function call. Consequently, inlined functions are not instrumented by the plug-in and do not trigger an event at runtime. Comparison of runtime overheads. In the second experiment we investigate instrumentation inflicted runtime overheads using the application miniFE 4 . miniFE is an application of the Trinity benchmark suite and consists of a couple of compute kernels representing implicit finite-element applications. The code consists of an OpenMP and a MPI+OpenMP version. In our experiments we use the OpenMP version of miniFE. Although Score-P can record the parallelization paradigm (see the Jacobi example above), we will focus on source code instrumentation in the following. Table 2 shows the minimum runtime of three respective experiment runs. Uninstrumented baseline: We start with a baseline measurement of the uninstrumented binary. The miniFE binary expects 3 input parameters which specify the dimensionality of the problem. If not stated otherwise we run the experiments with a problem size of 128 for each of the 3 dimensions. The uninstrumented application runs about 6 seconds using 20 threads.
Automatic compiler instrumentation via -finstrument-functions:
In the next experiment we instrument miniFE with the -finstrument-functions option of the Clang compiler. Automatic compiler instrumentation increases the runtime by more than a factor of 100. A profile of the recorded events contains about 16.9 billion function calls. Most of these functions-16.4 billion or 97%-are C++ STL functions. The C++ STL functions are executed very frequently whilst showing a short runtime per call. The instrumentation of this kind of functions induces a high runtime overhead and thereby severely disturbs the application behavior, rendering the recorded event data-especially the timing information-useless. Automatic compiler instrumentation via -finstrument-functions with runtime filtering: In this experiment setup we want to reduce the overhead by applying a filter at runtime. This filter prevents the recording of C++ STL events and some miniFE functions handling internal data structures. However, each instrumented event still calls into the monitoring infrastructure. With the applied filter the runtime decreases to 140 seconds, i.e., in comparison to the uninstrumented application the runtime increases by a factor of 23. These results show that runtime filtering is not sufficient in order to reduce the overhead to an acceptable amount. Consequently, we must already avoid the instrumentation of high frequency functions.
Instrumentation via LLVM plug-in: In the next experiment we instrument miniFE using our LLVM plug-in. The instrumentation pass of our plug-in runs after the optimization step. As a result, the plug-in does not instrument inlined functions, which prevents the annotation of C++ STL functions and thereby dramatically reduces the number of calls into the monitoring infrastructure at runtime. This setup reduces the runtime to 27 seconds. That corresponds to a runtime increase by a factor of 4 compared to the uninstrumented version.
Instrumentation via LLVM plug-in with compile-time filtering: In addition to the previous experiment, we also apply a filter file containing a list of miniFE functions that are called with a high frequency and show a runtime less than 1µs per visit. The LLVM instrumentation plug-in uses these filter rules to exclude the specified functions from instrumentation. With this compile-time filtering we are able to reduce the application runtime to 7 seconds, which is close to the initial baseline. Summary: In our experiments automatic compiler instrumentation exhibits severe runtime overhead, limiting its usability, especially for C++ applications. We run additional tests with an increased problem size of 512×256×256 to evaluate the trend for extended application runs. In this setup the uninstrumented binary completes the computation in about 90 seconds. However, with automatic compiler instrumentation enabled the miniFE application does not finish within 2 hours. Using the LLVM instrumentation plug-in we are able to run the application in 310 seconds. These measurements support the results presented above and confirm the need for methods that can prevent instrumentation of specific functions. Additional tests (not shown) with GCC's automatic compiler instrumentation and the GCC instrumentation plug-in in Score-P show similar behavior.
RELATED WORK
All authors of this paper work in the area of high performance computing (HPC). Although our approach is not limited to HPC, we focus on related work in the area of HPC.
Data Acquisition. Typical HPC machines provide installations of at least one of the commercial Intel [5] , PGI [6] , Cray [15] , IBM [14] , and Fujitsu [19] compilers. However, the Open Source compilers GCC [12] and LLVM [18] are also often used. All of them provide compiler options to enable automatic function instrumentation. For example, GCC, Intel, and LLVM provide the -finstrument-functions option. On the one hand, the automatic function instrumentation might result in less aggressive code optimization, e.g., inlining will be disabled. On the other hand, selective function instrumentation is hard to realize with this option. For example, GCC provides additional options to specify filter rules to exclude specific functions or complete source code from instrumentation. However, these filter rules work on substring matching. The filter rule EXCLUDE foo does not only prevent instrumentation of function foo but also matches with the functions foobar, myfoo, and another_foo_func. LLVM and GCC provide a plug-in interface to implement extension for the compiler. These plug-in interfaces are used in this work to enhance function instrumentation capabilities. Since version 4.0 LLVM/Clang provides an additional instrumentation option-the XRay function call tracing system [3] . It implements a MachineFunctionPass. In contrast to our approach XRay uses binary instrumentation and thereby works closer to the machine level. It supports filtering of functions at compile-time based on their number of instructions. Future releases may contain features for advanced filtering options. Exceptions are not handled gracefully by the XRay instrumentation.
An alternative method to record information about the application runtime behavior is sampling. Sampling periodically interrupts an application and records its status, e.g., the current call stack.
In contrast to instrumentation-where each instrumented event is triggered at runtime-sampling gives a statistical overview on the application depending on the sampling frequency.
Data Analysis. Performance and debugging tools are the prime users of information about applications' runtime behavior. TAU [20] can instrument Fortran, C, and C++ applications. It supports sourcelevel (manipulating the source code), binary-rewriting as well as compiler instrumentation. Fine-grained selective instrumentation is only available for source-level and binary-rewriting instrumentation. In addition, TAU provides a feature that avoids recording functions based on the number of their calls and their runtime per call. This feature can be used to reduce the overhead induced by excessive recording of short-running functions. However, the feature just skips the data recording but does not avoid the function instrumentation itself. Score-P [7] is a common monitoring infrastructure for several analysis tools such as Vampir [17] , Scalasca [10] , Periscope [11] , and TAU [20] . It supports automatic compiler instrumentation in combination with various compilers. In addition, Score-P is able to instrument functions via the plug-in interface of the GCC compiler since version 1.4. Due to the standardized data formats a wide range of tools is available to analyze performance data recorded by Score-P. Many tools, e.g., Allinea DDT/MAP [2] , Intel VTune [24] , Cray PAT [16] , HPCToolkit [1] , and Extrae [8] , combine instrumentation and sampling. For example, calls to the MPI library are instrumented whereas user functions are captured via sampling. GProf [13] instruments in order to get an exact call count for each function, and samples the application to get statistical timing information. However, these tools store their performance data in individual formats. As a result, the interoperability of these tools is limited.
CONCLUSION
Common instrumentation approaches employ runtime filtering methods of selected functions in order to control performance data size. Our plug-in additionally allows for selective instrumentation of specific functions. This completely avoids the measurement overhead of filtered functions. Especially for C++ codes, selective instrumentation enables measurement runs with acceptable overhead, making highly-detailed measurements for such applications possible.
The LLVM compiler infrastructure's clean separation into the Front-End and Optimizer assists our work on the plug-in implementation. We concentrate on efficient code instrumentation mechanism without having to take care of specific characteristics of the processed programming language. However, this separation has shortcomings when it comes to transferring additional information from the Front-End to the Optimizer. First, the Front-End must be instructed to emit necessary information for proper source code location annotation of the instrumented functions (e.g, source file name and line number). For the Clang Front-End, that means users have to compile their source code with debug information (-g), even if the final object file does not need debug symbols at all. In our previous work on the GCC instrumentation plug-in we were able to directly obtain such information from GCC. Second, the IR representation only provides the mangled symbol name for functions, which are hard to read by users. However, creating the demangled name requires the use of external tools. A last shortcoming is the missing annotation of artificially created functions, e.g., .omp_outlined. functions created by the compiler for OpenMP parallel regions or tasks. In order to identify such functions, we match the name of the currently processed function with a list of known artificial functions. However, these names might be subject to change due to internal refactoring within the LLVM infrastructure. Some of these shortcomings could be circumvented by implementing an additional Clang Front-End plug-in. Though, a Front-End plug-in goes hand in hand with dependencies to specific programming languages and thereby would limit the versatility of our instrumentation plug-in. Therefore, it is desirable if LLVM provides options to query the mentioned kind of information conveniently.
FUTURE WORK
In contrast to Clang-the LLVM C/C++ Front-End-there is currently no native Fortran Front-End available for LLVM. Nevertheless, Fortran is still an important programming language in scientific and high performance computing. One option for compiling Fortran code with the LLVM infrastructure is DragonEgg [23] 5 . It acts as a GCC plug-in. Thus, DragonEgg allows the use of GCC's Front-Ends with LLVM's Optimizers and code generators. The Flang project 6 works on the implementation of a native Fortran Front-End for LLVM. When the Flang Front-End becomes available, we will repeat our experiments. As our instrumentation plug-in works on the LLVM IR and therefore is independent of a specific Front-End, we do not expect the need for major adjustments in the plug-in code with respect to the instrumentation mechanism. However, we expect to modify aspects of the meta data handling. For example, Fortran compilers use custom mangling schemes for Fortran modules which implies adaption to the creation of pretty function names in our plug-in.
