1. Introduction {#sec1-ijerph-16-02428}
===============

Mobile (cellular) phones have become very common in social contexts and are used for communications, internet browsing, as global positioning systems, calendars, and other program applications (apps). Children and adolescents often own mobile phones and are being exposed to the radiofrequency electromagnetic fields (RF-EMF) at younger ages \[[@B1-ijerph-16-02428],[@B2-ijerph-16-02428],[@B3-ijerph-16-02428],[@B4-ijerph-16-02428]\]. One emerging area of research interest is the possible health effects that mobile phone RF-EMF may have on the developing cognitive function of children and adolescents. The World Health Organization (WHO) identified prospective cohort studies of children and adolescents with outcomes, including behavioral and neurological disorders as a high-priority research need \[[@B5-ijerph-16-02428]\]. Despite this, the scientific consensus on the health risks of mobile phones on children and adolescents is still vague and inconclusive. Specifically, previous epidemiological studies investigating the effects of RF-EMF on adolescent cognitive functions have found contradictory results \[[@B4-ijerph-16-02428],[@B6-ijerph-16-02428],[@B7-ijerph-16-02428],[@B8-ijerph-16-02428],[@B9-ijerph-16-02428],[@B10-ijerph-16-02428],[@B11-ijerph-16-02428]\]. Recent research has highlighted experimental difficulties and various uncertainties that can affect the results of studies, including statistical variability, measurement error, and model uncertainty, all of which may be responsible for the inconsistent results within and between studies \[[@B12-ijerph-16-02428]\].

The application of uncertainty analysis is strongly recommended in order to gain more value from epidemiological studies and to aid in risk assessment \[[@B13-ijerph-16-02428],[@B14-ijerph-16-02428]\]. This is especially true for RF-EMF research, which has been the subject of great variability in results. A recent workshop on risk assessment stressed the need for much greater research into uncertainty analysis of epidemiological data \[[@B15-ijerph-16-02428]\]. The workshop cited the hierarchy proposed by the National Research Council (USA 2009), which classified risk as a probability of an adverse event, analogous to the *p*-value \[[@B16-ijerph-16-02428]\]. This was only a point estimate and represented the lowest 'tier' of four levels in uncertainty analysis and should be regarded as the default level. A risk probability is not equivalent to an uncertainty interval, which is the top tier providing outcome distributions for bounding estimates such as the confidence interval.

The effect of uncertainty in data can be illustrated conceptually by the difference between two population means. Consider the z-test, where the statistical significance increases with the ratio Z = (µ~A~ − µ~B~) / (σ²~A~ + σ²~B~). In the deterministic case with a single measurement, the denominator is a constant, as there is no variance. This assumes error-free data collection. In the statistical case, the denominator represents the effect of experimental replications. With the addition of epistemic uncertainty (lack of information), the sum of variances may also include measurement error due to instrumentation, variability in expert opinion, data entry errors, etc. These additional errors lower the z-value and therefore decrease the statistical significance of the difference between the treatment means. When enough uncertainties are included, or their magnitudes are significant, the difference between the two means may no longer be statistically significant. This can affect the acceptance or rejection of a null hypothesis and emphasizes the need for measurement error to be addressed, preferably by quantitative methods such as probability distributions.

An uncommon approach in the epidemiological literature is the use of Monte Carlo simulation, which can be used to quantify measurement errors and their propagation through the mathematical structure of a model. This approach to uncertainty analysis and its propagation can be used to combine statistical variability with epistemic uncertainties \[[@B12-ijerph-16-02428]\]. With respect to statistical variability, there will always be residual errors, although they can be characterized by probability distributions for the purpose of Monte Carlo simulation \[[@B17-ijerph-16-02428]\].

Monte Carlo simulation is a powerful technique for analyzing statistical variability and its propagation in both single and complex coupled models, and has been used successfully in many other disciplines \[[@B18-ijerph-16-02428]\]. A primary aim of this paper was to apply the use of Monte Carlo simulation methodology in the ExPOSURE study for the quantification of uncertainty in the output of the model. This study aimed to investigate the effects of mobile phone use with cognitive function and to address concerns over model uncertainty by updating the covariate structure used in the model.

2. Methods {#sec2-ijerph-16-02428}
==========

2.1. Study Design {#sec2dot1-ijerph-16-02428}
-----------------

The detailed design and methods in the ExPOSURE study have been described previously \[[@B7-ijerph-16-02428],[@B9-ijerph-16-02428]\]. In brief, the ExPOSURE study was a prospective cohort study of fourth year Australian primary school children in Melbourne and Wollongong between 2011 and 2013. Initially, 619 students were recruited at baseline, and longitudinal data were collected for 412 students from a representative sample of 36 state, private, and Catholic schools. The parents or guardians of the children from the classes selected by the school were then sent plain language information packs detailing the study and consent forms. Students were excluded if they had a known cognitive disorder (such as Attention Deficit Hyperactivity Disorder).

Participants were examined at baseline and follow-up, and each examination required the parents/guardians to complete a questionnaire, which gathered information on their children's mobile phone use as well as sociodemographic data. Students completed a shorter questionnaire regarding mobile phone ownership, handedness, and use of other electronic devices. They also completed a computerized cognitive function battery and the Stroop color-word test. Principals, teachers, parents/guardians, and students provided written informed consent. The study was approved by the Victorian Department of Education and Early Childhood Development, the New South Wales Department of Education and Communities, the Catholic Education Offices of Victoria and New South Wales, and the Monash University and University of Wollongong Human Research Ethics Committees.

2.2. Exposure Assessment {#sec2dot2-ijerph-16-02428}
------------------------

Mobile phone use was assessed via a validated questionnaire derived from the INTERPHONE study \[[@B19-ijerph-16-02428]\]. The parents or guardians completed this questionnaire, which included questions on the child's ownership and use of mobile phones. This included the average number and duration of voice calls made and received per week on mobile phones. Sociodemographic data such as age, sex, ethnicity (country of birth), and residential postcode were also gathered. The children completed a shorter questionnaire, which included questions on mobile phone ownership, handedness, physical activity (times per week), and the time spent on the internet and computerized gaming consoles per week.

2.3. Outcome Assessment {#sec2dot3-ijerph-16-02428}
-----------------------

The validated computerized psychometric test battery CogHealth (CogState, Melbourne, Australia, 2005) and the Stroop color-word test were used to assess several cognitive function domains \[[@B20-ijerph-16-02428],[@B21-ijerph-16-02428],[@B22-ijerph-16-02428],[@B23-ijerph-16-02428],[@B24-ijerph-16-02428]\]. CogHealth evaluated the response time (ms) and accuracy (%) of simple reaction time with the detection test, choice reaction time with the identification task, working memory with the one-back task, and visual recognition and memory with the one card learning task and response inhibition with the Go/No Go task. Spatial and executive ability were also assessed by CogHealth via the total number of errors recorded while completing the Groton maze learning task. Further details of these specific tasks are discussed elsewhere \[[@B6-ijerph-16-02428]\]. The Stroop test consists of four tasks that measure the participant's vulnerability to interference caused by concurrent automatic processing of color words and color hue. Further details of this test and the component tasks can be found in the literature \[[@B6-ijerph-16-02428],[@B9-ijerph-16-02428],[@B20-ijerph-16-02428]\].

2.4. Statistical Analysis {#sec2dot4-ijerph-16-02428}
-------------------------

Mobile phone use was analyzed as the average number of calls made and received per week over the study period using the self-reported number of calls at baseline and follow-up. In general, the self-reported mobile phone calls at baseline served as the lower limit, as most participants' phone usage increased over time, and the follow-up exposure data served as the upper limit. There was a small proportion of participants whose mobile phone use decreased at follow-up. Therefore, for these participants, the baseline exposure was the upper limit and the follow-up exposure was the lower limit. Call duration was not included, as previous research has shown recalled call duration to be inaccurate \[[@B25-ijerph-16-02428],[@B26-ijerph-16-02428]\]. SMS data was also not included, as RF-EMF exposure to the head while sending or receiving an SMS text was minimal. Monte Carlo simulation was used to address uncertainty in the inputs \[[@B14-ijerph-16-02428],[@B18-ijerph-16-02428],[@B27-ijerph-16-02428],[@B28-ijerph-16-02428],[@B29-ijerph-16-02428]\].

The Monte Carlo simulation process was implemented as follows. The traditional point estimate for a call was replaced by an interval, with lower and upper bounds to be used as the parameters for the uniform probability distribution to characterize input uncertainty. The probability distribution for each participant was sampled, and the mean of all participants was then computed. This process was repeated for 1000 trials to produce the output probability distribution. From this distribution, the mean and confidence interval were computed. The procedure is analogous to quantitative risk analysis for estimation of average risk using a group of experts \[[@B14-ijerph-16-02428]\].

The random number generator used in the simulation was the Mersenne Twister algorithm and convergence was accelerated using Latin Hypercube sampling, rather than simple random sampling. Results were produced using a commercial software package for Monte Carlo simulation (viz. \@RISK ver 7.5, Palisade Corporation, Ithaca, NY, USA). This process was applied to participants using mobile phones in order to determine their average weekly exposure over the study period. Based on the probability distributions from the Monte Carlo simulation results, students who were more likely to have averaged less than or equal to two calls per week were in the low-exposure group, while those who averaged over two calls a week were in the higher exposure group. Participants who reported making no calls formed the control group. This process was also repeated for the mean number of calls for the exposed participants.

The mean response times for cognitive parameters were log transformed while accuracy was arcsine transformed as recommended by CogState Research for analysis. The Stroop color-word test response times and error rates were analyzed by comparing the results from Form B with Form A, and the results of Form D with Form C. Multiple linear regression models were fitted to each of these cognitive parameter outcomes for mobile phone use. Robust standard errors were used to allow for clustering of students within schools. Age, sex, country of birth, physical activity (times active per week), socioeconomic status (in quintiles based on postcodes and the Socioeconomic Index for Areas), time between examinations, baseline cognitive function score, and time spent console gaming per week (quintiles) were identified and fitted as covariates based on a previously developed Directed Acyclic Graph (DAG) presented in the [Supplementary Materials](#app1-ijerph-16-02428){ref-type="app"} \[[@B12-ijerph-16-02428]\]. An interaction between sex and computerized console gaming found in previous research was included in the multiple linear regression models \[[@B30-ijerph-16-02428]\]. Data analysis was conducted with STATA version 13 (StataCorp, College Station, TX, USA). A *p*-value less than or equal to 0.05 was considered statistically significant.

3. Results {#sec3-ijerph-16-02428}
==========

3.1. Descriptive Data {#sec3dot1-ijerph-16-02428}
---------------------

Initially, 1189 students were invited to take part in the study. Of those, 619 students agreed to participate (52% participation rate), with 412 students participating in both baseline and follow-up (66.5% follow-up rate). Students with a known cognitive disorder (*n* = 8) were excluded from the analysis. At baseline, the participants' mean age was 9.9 (SD = 0.5) years with 329 female participants (53%). At follow-up, the mean age had increased to 11 (SD = 0.5) years with 227 female participants (55%). The proportion of parents/guardians reporting mobile phone ownership or use increased from 31% at baseline to 43.3% at follow-up. However, the proportion of participant self-reported mobile phone ownership or use also increased and remained higher than the reported parent/guardian figures, with 57.3% at baseline to 67.9% at follow-up.

[Figure 1](#ijerph-16-02428-f001){ref-type="fig"} is an example of the Monte Carlo simulation output for average weekly mobile phone calls made by a single participant. The results in [Figure 1](#ijerph-16-02428-f001){ref-type="fig"} show that for this participant, there was greater than an 80% probability that he/she averaged less than two mobile phone calls over the study period. Therefore, this participant was categorized in the low-exposure group for mobile phone exposure.

[Table 1](#ijerph-16-02428-t001){ref-type="table"} shows descriptive statistics for the exposure variable used in the analysis. These were determined based on the individual Monte Carlo simulation outputs for each participant as demonstrated in Figure On average, 3.42 mobile phone calls were made per week, as shown in [Figure 2](#ijerph-16-02428-f002){ref-type="fig"}.

3.2. Cognitive Function {#sec3dot2-ijerph-16-02428}
-----------------------

Performance on CogHealth tasks improved from baseline to follow-up, with an overall reduction in response times found for all tasks. Accuracy improved or remained steady across all tasks with improvement particularly seen at the 25th percentile. The total number of errors made in the Groton maze learning task also fell. The Stroop response time ratio for Form (B-A)/A increased indicating participants at follow up experienced greater interference, while for Form (D-C)/C the time ratio decreased indicating less interference. [Table 2](#ijerph-16-02428-t002){ref-type="table"} shows descriptive statistics for CogHealth tasks and Stroop time ratios.

3.3. Associations between Mobile Phone Use and Cognitive Outcomes {#sec3dot3-ijerph-16-02428}
-----------------------------------------------------------------

[Table 3](#ijerph-16-02428-t003){ref-type="table"} shows the results of the linear regression models for average weekly mobile phone calls over the study period with transformed cognitive outcomes. Low and higher exposure groups, as determined via the Monte Carlo simulations, were compared with the no use reference category. Statistically significant associations were found in both the low and higher mobile phone call groups for the Go/No Go response inhibition task (low: −0.023, 95% CI: −0.042, −0.004; higher −0.024, 95% CI: −0.046, −0.001). The low mobile phone call group was found to make more errors while completing the Groton maze learning task (4.53, 95% CI: 1.10, 7.96).However, no association was seen in the higher mobile phone call group. A significant association was also found in the low mobile phone call group for Stroop time ratio AB, as they were significantly slower in completing Form B compared to Form A (0.034 95% CI: 0.001, 0.068). The results indicate that there was greater interference between the two forms in this group.

4. Discussion {#sec4-ijerph-16-02428}
=============

Overall, the results of this study show limited evidence of an association between mobile phone use and cognitive function outcomes. The previous longitudinal analysis, which investigated whether an increase in mobile phone use at follow-up from baseline was associated with cognitive function changes, found similar significant associations. However, these associations were stronger than in the current analysis (Go/No Go task −0.030, 95% CI: −0.054, −0.006; Groton maze learning task 6.22, 95% CI: 2.13, 10.31; Stroop time ratio AB 0.056 95% CI: 0.021, 0.090) \[[@B7-ijerph-16-02428]\]. However, with input uncertainty addressed via Monte Carlo simulation, the results of the current analysis were closer to the null. The shorter response time associations and poorer inhibitory function (poorer Stroop time ratio (B-A)/A) findings are consistent with the previous research of the MoRPhEUS study, which also found shorter response times for simple and associative learning tasks \[[@B6-ijerph-16-02428]\]. Yet, the MoRPhEUS study also found less accurate results for working memory and associative learning, which this study did not \[[@B6-ijerph-16-02428]\].

Negative associations between memory performance and cumulative duration of wireless phone use and higher RF-EMF doses have also been found in the HERMES study \[[@B11-ijerph-16-02428]\]. The HERMES results were more strongly associated with RF-EMF doses suggesting RF-EMF exposure affects memory performance. However, other studies have found that learned smartphone-related behaviors, rather than RF-EMF doses, are detrimental to memory performance \[[@B31-ijerph-16-02428]\]. Those with a greater frequency of media multitasking have been shown to have reduced working memory capability \[[@B32-ijerph-16-02428]\]. Sparrow et al. reported that participants having lower rates of information recall and instead enhanced recall for where to access information, and concluded that human memory was adapting to the latest technologies \[[@B33-ijerph-16-02428]\]. Therefore, it is difficult to determine whether these associations are with mobile phone behaviors or RF-EMF doses.

In this study, mobile phone calls were associated with a lower accuracy (by increasing the number of errors) of the Groton maze learning task. However, as with the Stroop task time ratio. this was only statistically significant in the low mobile phone call group and not found in the higher call group. Therefore, caution is recommended when interpreting these results. Results of the response inhibition Go/No Go task were also inconsistent as the longitudinal analysis found contrasting results to the cross-sectional baseline analysis. Despite both the low and higher mobile phone call groups showing faster response times when compared to the 'no use' reference category, the baseline analysis found mobile phone use to be associated with slower response times \[[@B9-ijerph-16-02428]\]. Consequently, we consider that this is most likely a chance finding.

Strengths and Limitations
-------------------------

A novel feature of the investigation, not previously observed by the authors in other studies in this area, was the introduction of Monte Carlo simulation to quantify uncertainty in the output of the model through computing error propagation in the input data. This approach has potential for use and extension in future studies. Other strengths of this study were as follows: The use of stratified sampling across all three school sectors, namely state, private, and Catholic schools. The increased statistical confidence due to the relatively large sample size included. The comprehensive assessment of seven cognitive tasks via the well-validated and age-appropriate cognitive test batteries CogHealth and the Stroop color-word test \[[@B21-ijerph-16-02428],[@B34-ijerph-16-02428]\]. Another strength of the study was that epistemic sources of uncertainty were addressed. A DAG was used to display the structure of the associations between variables of interest and identify confounders and effect modifiers, thus reducing context uncertainty. This uncertainty was further reduced with the finding of an interaction between sex and console gaming, which was included in the models \[[@B30-ijerph-16-02428]\].

The primary limitation of this study was the self-reported, rather than measured, RF radiation exposure ascertainment. It has been revealed in past studies that uncertainties can be introduced by self-reporting, particularly call duration, which is less accurate than objectively recorded data \[[@B25-ijerph-16-02428],[@B35-ijerph-16-02428],[@B36-ijerph-16-02428]\]. Therefore, despite call duration being important to determining a person's RF-EMR exposure, it was not included in the exposure assessment and the average number of calls per week was used instead. In this study, the questionnaire used to gather exposure assessment data was based on a previously validated questionnaire \[[@B19-ijerph-16-02428]\]. Other limitations are that despite model adjustments and the inclusion of numerous potential confounders, it cannot be ruled out that an important confounder was missed.

Despite the use of Monte Carlo simulation to address input uncertainties, it is further recommended that future research prioritizes objectively recorded exposure data to decrease epistemic uncertainty due to measurement errors. Billing records are a common alternative, but have significant short comings despite providing accurate data on the number of calls made and call duration. They lack information on the use of loud speaker, laterality, signal strength, and calls made through apps such as WhatsApp, Messenger, etc., which are important when assessing RF-EMR exposure \[[@B12-ijerph-16-02428]\]. With billing records becoming increasingly harder to obtain in many countries, alternative exposure assessment techniques, such as the use of mobile phone apps, will need to be assessed. XmobiSense and QuantaMonitor™ are two possible apps that could be considered \[[@B37-ijerph-16-02428]\].

5. Conclusions {#sec5-ijerph-16-02428}
==============

There was little evidence to suggest any significant association between the use of mobile phones and cognitive function in school students. As with the previous longitudinal analysis, associations were found between mobile phone use and the Go/No Go task, the Groton maze learning task, and a Stroop time ratio. However, with the introduction of uncertainty analysis techniques, these results were closer to the null hypothesis. A novel feature of the study was to raise the issue of uncertainty analysis, including investigation of a number of epistemic uncertainties in addition to statistical variability. The uncertainties identified included model uncertainty as well as measurement error, which was addressed by replacing point source estimates of calls with error probability distributions. Monte Carlo simulation was used to evaluate error propagation from inputs to outputs of the exposure model. The confidence intervals computed in this manner are more reasonable estimates of model output uncertainty in contrast to only using point source estimates. This stochastic approach adds value to traditional statistical analysis and is recommended for further investigation and evaluation in future studies.

The following are available online at <https://www.mdpi.com/1660-4601/16/13/2428/s1>, Figure S1: Directed acyclic graph of covariate structure. Copied with permission of authors from Brzozek et al. \[[@B12-ijerph-16-02428]\].
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![(**a**) Monte Carlo simulation for the average number of mobile phone calls after 1000 trials for an individual participant. Depicted is the histogram, plotting the probability distribution (*y*-axis) vs. average weekly mobile phone calls (*x*-axis) after *n* = 1000 trials, and (**b**) cumulative distribution showing risk probability vs. average weekly mobile calls.](ijerph-16-02428-g001){#ijerph-16-02428-f001}

![(**a**) Monte Carlo simulation for mean number of calls for trial with *n* = 163 participants. Depicted is the histogram, plotting number of participants (*y*-axis) vs. average weekly mobile phone calls (*x*-axis) after *n* = 1000 trials, and (**b**) cumulative distribution showing risk probability vs. average weekly mobile calls, e.g., *x* ≤ 3.46 for *p* = 0. Uncertainty is defined as the confidence interval for the means for a specified level of statistical significance.](ijerph-16-02428-g002){#ijerph-16-02428-f002}

ijerph-16-02428-t001_Table 1

###### 

Descriptive statistics for mobile phone use in average number of calls made and received per week over a year, as reported by the participant's parents/guardians.

  Exposure Mins/Week   Median (25th, 75th Percentile)                           
  -------------------- -------------------------------- ----------------------- ---------------------
  Mobile Phone calls   0 (0, 0) *n* = 219               1 (0.5, 1.5) *n* = 84   5 (3, 7.5) *n* = 79

Low ≤ 2 calls per week on average throughout the year Higher \> 2 calls on average over a year.

ijerph-16-02428-t002_Table 2

###### 

Descriptive statistics for cognitive function outcomes as assessed by CogHealth and Stroop color-word test time ratios.

  Variable                                                           Metric                   Baseline ^1^        Follow-Up ^1^
  ------------------------------------------------------------------ ------------------------ ------------------- -------------------
  Detection Task (Simple reaction time)                              Response time (ms^2^)    348 (304, 415)      317 (287, 356)
  *n* = 397                                                                                                       
  Accuracy (%)                                                       97 (90, 100)             97 (95, 100)        
  *n* = 402                                                                                                       
  Identification Task (Choice reaction time)                         Response time (ms^2^)    596 (528, 683)      542 (484, 602)
  *n* = 401                                                                                                       
  Accuracy (%)                                                       94 (86, 97)              94 (88, 97)         
  *n* = 402                                                                                                       
  One-back memory task (Working memory)                              Response time (ms^2^)    972 (800, 1125)     865 (712, 1011)
  *n* = 401                                                                                                       
  Accuracy (%)                                                       89 (76, 94)              91 (84, 97)         
  *n* = 402                                                                                                       
  One card learning task (Visual recognition memory and attention)   Response time (ms^2^)    1103 (885, 1324)    1033 (875, 1225)
  *n* = 402                                                                                                       
  Accuracy (%)                                                       59 (49, 65)              64 (55, 70)         
  *n* = 402                                                                                                       
  Go/No Go task (Response inhibition)                                Response time (ms^2^)    632 (556, 720)      578 (507, 663)
  *n* = 399                                                                                                       
  Accuracy (%)                                                       96 (94, 100)             98 (96, 100)        
  *n* = 400                                                                                                       
  Groton maze learning task (Spatial and executive ability)          Total number of errors   69 (54, 84)         56 (47, 69)
  *n* = 402                                                                                                       
  Stroop Form (B-A)/A                                                Time Ratio               0.09 (0.02, 0.17)   0.11 (0.04, 0.21)
  Stroop Form (D-C)/C                                                Time Ratio               0.69 (0.54, 0.90)   0.65 (0.51, 0.83)

^1^ Median and Interquartile range; ^2^ Milliseconds.

ijerph-16-02428-t003_Table 3

###### 

Difference in adjusted means for cognitive outcome scores by 'annual cumulative mobile exposure' model.

  Test                                                               Parameter                     'Low' Group     'Higher' Group                   
  ------------------------------------------------------------------ ----------------------------- --------------- ---------------- --------------- ----------------
  Detection Task (Simple reaction time)                              Speed ^1^                     −0.015          −0.035, 0.005    −0.0002         −0.019, 0.019
  Accuracy ^2^                                                       −0.002                        −0.048, 0.045   0.002            −0.036, 0.04    
  Identification Task (Choice reaction time)                         Speed ^1^                     0.001           −0.020, 0.023    −0.010          −0.026, 0.005
  Accuracy ^2^                                                       0.006                         −0.037, 0.050   0.028            −0.018, 0.074   
  One-back memory task (Working memory)                              Speed ^1^                     0.013           −0.011, 0.037    −0.0001         −0.022, 0.022
  Accuracy ^2^                                                       0.001                         −0.048, 0.051   −0.030           −0.094, 0.035   
  One card learning task (Visual recognition memory and attention)   Speed ^1^                     0.001           −0.023, 0.026    0.009           −0.023, 0.042
  Accuracy ^2^                                                       0.005                         −0.022, 0.032   −0.016           −0.047, 0.016   
  Go/No Go task (Response inhibition)                                Speed ^1^                     −0.023 \*       −0.042, −0.004   −0.024 \*       −0.046, −0.001
  Accuracy ^2^                                                       −0.014                        −0.044, 0.016   −0.002           −0.044, 0.040   
  Groton maze learning task (Spatial and executive ability)          Total number of errors        4.53 \*         1.10, 7.96       1.77            −2.40, 5.94
  Stroop time ratio AB                                               Response time ratio (B-A)/A   0.034 \*        0.001, 0.068     0.004           −0.024, 0.032
  Stroop time ratio CD                                               Response time ratio (D-C)/C   −0.036          −0.117, 0.045    −0.042          −0.096, 0.012

Reference group: Students who did not use or own a mobile phone. Regression coefficients adjusted for age, sex, country of birth, physical activity, socioeconomic status, time between examinations, baseline cognitive function score, and time spent console gaming per week, with an interaction between sex and computerized console gaming. ^1^ Base 10 log transformed data; ^2^ Arcsine transformed data; \* Statistically significant results.
