In this paper, we develop a Bayesian analysis of a threshold autoregressive model with exponential noise. An approximate Bayes methodology, which is introduced here, and the Gibbs sampler are used to compute marginal posterior densities for the parameters of ~he model, including the threshold parameter, and to compute one step ahead predictive density functions. The proposed methodology is illustrated with a simulation study and a real example.
Introduction
In applications we are frequently faced with time series data which, %r a variety of different reasons, have characteristics not compatible with the usual assumptions of linearity or/and Caussian errors. One of the many ways the assumption of linearity may fail is the presence of limit cycle (see, for example Tong, 1990 ). Threshold models introduced by Tong (1978) are, for instance, very powerful in the analysis of such time series.
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Processes ~ith non-Gaussian white noise are useful for modelling a wide range of phenomena that do not allow negative values or have a highly skewed distribution. Many problems such as daily flows of a river, wind speeds, amount of dissolved oxygen in a river, etc, fall well ~ithin this cal, egory. Since 1980 several time series models ~ith non-Gaussian white noise have been suggested. Some references are Gaver and Lewis (1980), La~'ance and Lewis (198.5), Bell and Smith (1986) , Andel (1988) , Andel (1989) , Andel and Garrido (1991) , Davis and McCormick (1989) , McCormick and Mathew (1993) .
In this paper we address the problem of predicting future observations from a two-regime autoregressive threshold model with exponential errors, which is a very special case of the general threshold autoregressive model for non-negative variables. Due to the nature of the model considered, both classical and conventional explicit Bayesian solutions are difficult to obtain. V~re analyse a simple model to highlight the sort of problems that arise. However, contrary to classical analysis, Bayesian methodology can be applied with success through the use of Markov Chain Monte Carlo (MCMC) methods. 1
The model we suggest in this paper is motivated from the following pollution problem: A situation wkich concerns municipalities where pulp and paper mills are very active, is the pollution caused by their wastewater to the rivers and streams, mainly during the summer months, when waters are warmer and the flow is low. Well accepted indicators of water quality in the management of rivers and streams, are besides temperature, colour and smell, nmxinmm concentrations of unfavourable substances like toxic chemicals, and nfinimmn concentrations of a favourable one, dissolved oxygen. Dissolved oxygen is both a direct measure of the quality of water and an indirect indicator that other pollutants are present. It is also kno~l that some external factors, like air temperature, precipitation, tides, and so on, can influence the amount of dissolved oxygen in the water, contributing to different behax,~ours along the time of the amount of dissolved oxygen. In fact, due to these external factors, the amount of dissolved oxygen in rivers near paper mills can reach, in summer months, values very much below the accepted levels, contrary to what happens in winter months.
The paper is orgmxized as follows: In Section 2, we define the two-regime ZCongdon (2001) presents a wide range of worked examples, drawing on Bayesian literature pre and post MCMC methods.
