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On Categories O for Root-Reductive Lie Algebras
Thanasin Nampaisarn
Abstract
Let g be a root-reductive Lie algebra over an algebraically closed field K of characteristic 0
with a splitting Borel subalgebra b containing a splitting maximal toral subalgebra h. We study
the category O¯ consisting of all h-weight g-modules which are locally b-finite and have finite-
dimensional h-weight spaces. The focus is on very special Borel subalgebras called the Dynkin
Borel subalgebras. This paper serves as an initial passage to the understanding of categories O
for infinite-dimensional root-reductive Lie algebras.
Key words: root-reductive Lie algebras, finitary Lie algebras, highest-weight modules, BGG categories
O, truncated subcategories
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Introduction
The purpose of this paper is to introduce an analogue of the Bernstein-Gel’fand-Gel’fand cate-
gory O for a class of infinite-dimensional Lie algebras over an algebraically closed field K of char-
acteristic 0: the root-reductive Lie algebras. These Lie algebras arise as direct limits of reductive
Lie algebras with certain restrictions. Examples of such Lie algebras are the classical finitary Lie
algebras gl∞(K), Ŋl∞(K), Ŋo∞(K), and Ŋp∞(K), which are well understood (see [1] and [18]).
Extensive studies of analogues of categories O have also been undertaken for affine Kac-Moody
Lie algebras (see [10] and [20]). In a parallel fashion to the finite-dimensional theory, an affine
Kac-Moody Lie algebra gˆ has a Borel subalgebra bˆ containing a Cartan subalgebra hˆ. It is natural
to define the category O for the Lie algebra gˆ by requiring that hˆ act semisimply and bˆ act locally
finitely on each module in O.
Similarly to the affine Kac-Moody case, splitting maximal toral subalgebras and splitting Borel
subalgebras play essential roles in our approach. Both maximal toral subalgebras and Borel sub-
algebras of root-reductive Lie algebras have been studied in [5], [6], [7], and [17]. Furthermore,
[7] proves that, for every root-reductive Lie algebra g, the derived ideal [g, g] is a direct sum of
the finite-dimensional simple Lie algebras and the simple finitary Lie algebras Ŋl∞, Ŋo∞, Ŋp∞, each
occuring with at most countable multiplicity.
To define a category O for a root-reductive Lie algebra g, we further need to understand the
structure of Borel subalgebras of g. Borel subalgebras for the simple finitary Lie algebras Ŋl∞, Ŋo∞,
and Ŋp∞ and for root-reductive Lie algebras are very well understood (see [6] and [8]). For a given
Borel subalgebra b of g containing a splitting maximal toral subalgebra h, we define an extended
category O, denoted by O¯, for g with respect to b by demanding that the objects in the category
be h-semisimple with locally finite b-action and with finite-dimensional h-weight spaces.
While the category O¯ has its own merits for an arbitrary splitting Borel subalgebra b, a special
class of Borel subalgebras, known as the Dynkin Borel subalgebras, eases the study of the category
O¯. The category O¯ with respect to a Dynkin Borel subalgebra b has many additional desirable
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properties. For example, it contains all Verma modules, every object in O¯ has an analogue of
composition series, and the Kazhdan-Lusztig theory generalizes to the category O¯.
This paper consists of four sections. The first section introduces the root-reductive Lie algebras,
important subalgebras such as splitting maximal toral subalgebras and splitting Borel subalgebras,
the simple finitary Lie algebras, and Verma modules. The second section defines the extended
category O with respect to a Dynkin Borel subalgebra of a root-reductive Lie algebra and studies
the general properties of objects in this category. The third section explores the block structure
of O¯ as well as the related Kazhdan-Lusztig theory. The final section deals with the obstruction
within O¯—the lack of injective objects. This fourth section follows the idea of [19] to establish a
version of BGG reciprocity of the truncated subcategories of O¯.
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1 Preliminaries
The base field is K, which is assumed to be algebraically closed and of characteristic 0. All Lie
algebras and vector spaces are defined over K. For a vector space V , V ∗ denotes its algebraic dual
space HomK(V,K).
1.1 Root-Reductive Lie Algebras
A Lie algebra g is said to be locally finite if every finite subset of g generates a finite-dimensional
subalgebra of g. A locally finite Lie algebra g is locally solvable if every finite-dimensional subalgebra
of g is solvable. Similarly, a locally finite Lie algebra g is locally nilpotent if every finite-dimensional
subalgebra of g is nilpotent.
Definition 1.1 An inclusion of finite-dimensional reductive Lie algebras l →֒ m is a root inclusion
if, for some Cartan subalgebra c of m, the subalgebra l ∩ c is a Cartan subalgebra of l and each
(l ∩ c)-root space of l is a root space of m.
A root-reductive Lie algebra g is a locally finite Lie algebra g =
⋃
n∈Z>0
gn, where (gn)n∈Z>0 is a
nested system of finite-dimensional reductive subalgebras, with the property that there exist nested
subalgebras k1 ⊆ k2 ⊆ . . ., where kn ⊆ gn is a Cartan subalgebra of gn, such that each inclusion
gn →֒ gn+1 is a root inclusion with respect to the Cartan subalgebra kn+1 of gn+1. 
Definition 1.2 Let g be a root-reductive Lie algebra. A subalgebra h of g is said to be a splitting
maximal toral subalgebra if there exists a directed system (gn)n∈Z>0 of finite-dimensional reductive
subalgebras of g for which lim
−→
n
gn = g, h∩ gn is a maximal toral subalgebra of gn for each n ∈ Z>0,
and g has the h-root space decomposition g =
⊕
α∈h∗
gα = h ⊕
⊕
α∈∆
gα, where gα is the eigenspace
{
x ∈ g | [h, x] = α(h)x for all h ∈ h
}
for every α ∈ h∗, and ∆ is the set of roots, i.e., the nonzero
linear functionals α ∈ h∗ for which gα 6= 0. For α ∈ ∆, gα is known as the root space associated to
α. Note that gα is always a one-dimensional vector space. 
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Definition 1.3 Let g be a root-reductive Lie algebra. A subalgebra b of g is said to be a splitting
Borel subalgebra if b is a maximal locally solvable subalgebra of g containing a splitting maximal
toral subalgebra of g. 
In [5], [6], [7] and [8], root-reductive Lie algebras are studied. In the case of root-reductive Lie
algebra, a (splitting) Borel subalgebra b containing a splitting maximal toral subalgebra h arises
from a choice of a set of b-positive roots ∆+ ⊆ ∆ subject to the requirements that both subsets ∆+
and∆r∆+ are additive and that α ∈ ∆+ if and only if −α ∈ ∆r∆+. We set∆− := −∆+ = ∆r∆+
and call ∆− the set of b-negative roots. Then ∆ is the disjoint union ∆+ ·∪∆−, the locally nilpotent
subalgebra n = n+ := [b, b] is the direct sum
⊕
α∈∆+
gα, and the Borel subalgebra b is given by
b = b+ = h ⊕ n+ (this is a direct sum of vector spaces, not of Lie algebras). The Lie algebra g
has the triangular decomposition g = n− ⊕ h ⊕ n+, where n− is the opposite subalgebra to n+,
namely, n− =
⊕
α∈∆−
gα. The Lie algebra h⊕ n− is denoted by b−. It is opposite to b+ in the sense
that b+ + b− = g and b+ ∩ b− = h. By the Poincaré-Birkhoff-Witt (PBW) Theorem, we see that1
U(g) = U
(
n−
)
· U (h) · U
(
n+
)
.
Let the root lattice Λ be the Z-span in h∗ of ∆, and Λ+ be the Z≥0-span in h
∗ of ∆+. We equip
h∗ with a partial order  given as follows: λ  µ iff µ − λ ∈ Λ+ for all λ, µ ∈ h∗. We also write
Λ− := −Λ+ for the Z≥0-span of ∆
−.
Definition 1.4 An element α ∈ ∆+ is said to be a simple b-positive root, or a simple root with
respect to b, if it cannot be decomposed as a (finite) sum of two or more b-positive roots. We
usually use the symbol Σ+ or Σ for the set of simple b-positive roots. Similarly, we say that α ∈ ∆−
is a simple negative root with respect to b if −α is a simple positive root. 
From now on, g is a root-reductive Lie algebra with a splitting Borel subalgebra b containing
a splitting maximal toral subalgebra h. We assume that g is the union
⋃
n∈Z>0
gn of nested finite-
dimensional reductive subalgebras gn for which hn := h ∩ gn is a maximal toral subalgebra of gn,
bn = b
+
n := b ∩ gn is a Borel subalgebra of gn, and nn = n
+
n := n
+ ∩ gn =
[
b+n , b
+
n
]
is a nilpotent
subalgebra of gn. We also write b
−
n := b
− ∩ gn and n
−
n := n
− ∩ gn. In the case where g is locally
semisimple, we also assume that each gn is semisimple.
For each n ∈ Z>0, Wn denotes the Weyl group of gn. Since the embedding gn →֒ gn+1 is a root
inclusion, this induces an embedding Wn →֒ Wn+1. The Weyl group W of g is simply the direct
limit lim
−→
n
Wn.
1.2 Dynkin Borel Subalgebras
In this subsection, g need not be finite-dimensional. Furthermore, let ρn denote the half sum of
positive roots of gn with respect to bn (sometimes, the linear functionals ρn are called the local half
sum of positive roots).
Definition 1.5 We say that b is a Dynkin Borel subalgebra of g if it is generated by h and the
simple root spaces. 
Definition 1.6 A b-positive root α is of finite length (with respect to b) if there are only finitely
many ways to express it as a sum of positive roots; otherwise, α is of infinite length (with respect
1
Here, U(L) is the universal enveloping algebra of a Lie algebra L.
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to b). A b-negative root α is said to be of finite length (with respect to b) if the positive root −α
is of finite length; otherwise, α is of infinite length (with respect to b). 
It is an easy exercise to prove that b is Dynkin if and only if every root is of finite length (with
respect to b). In other words, a Dynkin Borel subalgebra b is the direct sum of h and the root
spaces corresponding to roots of finite length.
The following proposition and its corollary are essential in this paper. The proofs are straight-
forward, and therefore omitted.
Proposition 1.7 Let b be a Dynkin borel subalgebra of g. Then, ρn+1|hn = ρn for every positive
integer n.
Corollary 1.8 There exists ρ ∈ h∗ such that ρ|hn = ρn for every n ∈ Z>0 if and only if b is a Dynkin
Borel subalgebra. That is, a global half sum of b-positive roots ρ is well defined. Furthermore, if g
is locally semisimple (i.e., each gn is semisimple) and b is Dynkin, then ρ is unique.
From the corollary above, Dynkin Borel subalgebras play a distinguished role because the exis-
tence of the global half sum of positive roots ρ allows us to define the dot action of the Weyl group
W of g by setting w · λ
def
== w(λ+ ρ)− ρ for all w ∈W and λ ∈ h∗.
1.3 The Lie Algebras Ŋl∞, Ŋo∞, and Ŋp∞
The Lie algebras Ŋl∞, Ŋo∞, and Ŋp∞ are, respectively, the direct limits of the finite-dimensional
Lie algebras Ŋln, Ŋon, and Ŋp2n with respect to root inclusions that increase the rank by 1 (due to
[8], the Lie algebras do not depend on the choice of root inclusions). That is, Ŋl∞ = lim
−→
n
Ŋln+1,
Ŋo∞ = lim
−→
n
Ŋo2n+1 = lim
−→
n
Ŋo2n, and Ŋp∞ = lim
−→
n
Ŋp2n. The remaining part of this subsection is based
on [6] and [7].
Up to automorphism of Ŋl∞, the Lie algebra Ŋl∞ has a unique splitting maximal toral subalgebra
hA. There are two Dynkin Borel subalgebras b containing hA (up to automorphism of Ŋl∞): b1A
and b2A. The Borel subalgebra b1A has the following Dynkin diagram A
1-sided
∞ :
, (1)
while the Borel subalgebra b2A is the Dynkin diagram A
2-sided
∞ :
. (2)
For Ŋo∞, there are,up to automorphism of Ŋo∞, two splitting maximal toral subalgebras hB and
hD. The splitting maximal toral subalgebra hB corresponds to the direct limit Ŋo∞ = lim
−→
n
Ŋo2n+1,
whereas hD corresponds to the direct limit Ŋo∞ = lim
−→
n
Ŋo2n. There is one (up to automorphism of
Ŋo∞) Dynkin Borel subalgebra bB containing hB and has the following Dynkin diagram B∞:
. (3)
Up to automorphism of Ŋo∞, there is also one Dynkin Borel subalgebra bD containing hD. It has
the following Dynkin diagram D∞:
. (4)
4
For Ŋp∞, there is only one splitting maximal toral subalgebra hC (up to automorphism of Ŋp∞),
and there is one (up to automorphism of Ŋp∞) Dynkin Borel subalgebra bC containing hC . This
Borel subalgebra has the following Dynkin diagram C∞:
. (5)
1.4 Verma Modules
From now on, we assume that b is a Dynkin Borel subalgebra of a root-reductive Lie algebra g
containing a splitting maximal toral subalgebra h. Terms such as weight modules, cyclic modules
and highest-weight modules (with respect to b) are defined in the trivial manner.
Definition 1.9 For every λ ∈ h∗, we define the Verma module over g of highest weight λ to be the
left U(g)-moduleM(λ; g, b, h)
def
== U(g)/I, where I is the left U(g)-ideal generated by n and h−λ(h),
for all h ∈ h. If there is no confusion, we shall write M(λ) for M(λ; g, b, h). 
Note that M(λ) is isomorphic to U
(
n−
)
as a left U
(
n−
)
-module. In addition, [17] shows that
M(λ; g, b, h) has a unique maximal proper U(g)-submodule N , which is the sum of all proper sub-
modules ofM(λ; g, b, h). Consequently, L(λ; g, b, h)
def
==M(λ; g, b, h)/N is the unique simple quotient
of M(λ; g, b, h) (also denoted by L(λ) if there is no confusion).
Theorem 1.10 For each λ ∈ h∗, the Verma module M(λ) has at most one simple submodule, and
if this submodule exists, it is also a Verma module.
Proof Let M := M(λ). First, observe that every submodule of M has a singular vector with
respect to b. Suppose that N1 and N2 are U(g)-submodules of M with singular vectors v1 6= 0 and
v2 6= 0, respectively. Note that M is isomorphic to U
(
n−
)
as an U
(
n−
)
-module. We can identify
M with U
(
n−
)
, making v1 and v2 elements of U
(
n−
)
. Ergo, N1 and N2 are left U
(
n−
)
-ideals
U
(
n−
)
· v1 and U
(
n−
)
· v2, respectively.
Because the subalgebra n− is locally finite, there exists a finite-dimensional subalgebra n− of
n− that contains the elements of n− involved in the PBW polynomial expressions for v1 and v2.
Consequently, the universal enveloping algebra U
(
n−
)
is a noetherian ring. From [13, Lemma 4.1],
we conclude that U
(
n−
)
· v1 must intersect U
(
n−
)
· v2 nontrivially. Thence, N1 and N2 intersect
nontrivially as well. We then conclude that N1 = N2. In other words, M has at most one simple
submodule, and due to the fact that n− acts freely on M , this submodule (if exists) is a Verma
module. 
The theorem below gives a generalized version to the finite-dimensional case (see [13]). Theo-
rem 1.13 offers an infinite-dimensional version of Verma’s Theorem, which gives a condition under
which there exists an embedding of a Verma module into another Verma module.
Theorem 1.11 Let λ, µ ∈ h∗. The vector space HomU(g)
(
M(λ),M(µ)
)
is 0- or 1-dimensional.
Furthermore, all nonzero elements of HomU(g)
(
M(λ),M(µ)
)
are embeddings. If a nonzero homo-
morphism exists, then λ  µ.
Proof Suppose that φ1, φ2 :M(λ)→M(µ) are nonzero g-module homomorphisms, where λ, µ ∈ h
∗.
We shall prove that φ2 = κφ1 for some κ ∈ K. Let vλ 6= 0 and vµ 6= 0 be highest-weight vectors
of M(λ) and M(µ), respectively. Write wi := φi (vλ) for i ∈ {1, 2}. We identify M(µ) as a U
(
n−
)
-
module which is isomorphic to U
(
n−
)
itself. Ergo, w1 and w2 are now elements of U
(
n−
)
. By the
local finiteness of g, there exists a finite-dimensional subalgebra g with a Borel subalgebra b := b∩g
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that contains a maximal toral subalgebra h := h∩ g. Then, M := U
(
g
)
· vµ is a Verma module over
g. Now, U
(
g
)
·w1 and U
(
g
)
·w2 are isomorphic Verma modules over g, both of which are embedded
into M˜ . Since, in the finite-dimensional case, the homomorphism space between two Verma modules
is either trivial or one-dimensional. Therefore, we must have U
(
g
)
·w1 = U
(
g
)
·w2. Consequently,
w2 = κw1 for some nonzero κ ∈ K. This means φ2 = κφ1. Hence, HomU(g)
(
M(λ),M(µ)
)
is of
dimension 0 or 1 over K.
To show that any nonzero homomorphism in HomU(g)
(
M(λ),M(µ)
)
must be an embedding, let
φ be such a map. Via the identification of M(λ) and M(µ) with U
(
n−
)
as left U
(
n−
)
modules, we
can easily see that φ is the multiplication map x 7→ u ·x for some u ∈ U
(
n−
)
and for all x ∈ U
(
n−
)
.
Because U
(
n−
)
lacks zero divisors, φ must be injective. 
Definition 1.12 Let λ ∈ h∗. The global half sum of positive roots is denoted by ρ.
(a) We say that λ is integral if λ (hα) ∈ Z for every α ∈ ∆.
(b) We say that λ is antidominant if (λ+ ρ) (hα) /∈ Z>0 for any α ∈ ∆
+.
(c) We say that λ is almost antidominant if (λ+ ρ) (hα) ∈ Z>0 for only finitely many α ∈ ∆
+. 
Theorem 1.13 (Verma’s Theorem) For λ ∈ h∗ and for a given a positive root α such that
sα · λ  λ, there exists an embedding M (sα · λ)
⊆
−→M(λ).
Proof For n ∈ Z>0, write bn and hn for b ∩ gn and h ∩ gn, respectively. Let λn be the restriction
of λ onto hn. Denote by M the Verma module M(λ; g, b, h), while Mn is the Verma module
M (λn; gn, bn, hn). If u is a highest-weight vector of M , then by identifying a highest-weight vector
of Mn with u, we have M1 ⊆M2 ⊆M3 ⊆ . . .. Clearly, as a set, M is the direct limit of (Mn)n∈Z>0
under inclusion maps.
The root space g−β is finite dimensional for every β ∈ Ψ :=
{
γ ∈ ∆+ | γ  λ− sα · λ
}
. The set
Ψ is clearly finite. Therefore, for sufficiently large values of n, say n ≥ m for somem ∈ Z>0, we have
g−β ⊆ gn for all β ∈ Ψ, which further implies that α|hn is a positive root of gn, and sα ∈Wn. Thus,
for such n ∈ Z>0, the Verma module M (sα · λn; gn, bn, hn) is isomorphic to a unique gn-submodule
Nn of Mn, where we have applied the finite-dimensional version of Verma’s Theorem.
Now, observe that, for n ≥ m, sα ·λn ∈ h
∗
n is identical to the restriction of sα ·λn+1 ∈ h
∗
n+1 onto
hn. Furthermore, the weight space associated to the weight sα · λn of Mn (where the dot action
is done in h∗n) is precisely M
sα·λ. This means that the highest-weight spaces of Nn and of Nn+1,
which correspond to the weights sα · λn and sα · λn+1, respectively, are identical for n ≥ m. That
is, Nn ⊆ Nn+1 for every integer n ≥ m. The direct limit N := lim
−→
n
Nn of (Nn)n≥m under inclusion
maps is thus a g-submodule of M isomorphic to M(sα · λ; g, b, h). 
It turns out that the BGG Theorem for the finite-dimensional case have infinite-dimensional
analogues. The generalizations below shall be called the BGG Theorem as well.
Theorem 1.14 (BGG Theorem) For λ, µ ∈ h∗, there exists a nontrivial g-module homomor-
phism from M(λ) to M(µ) if and only if λ is strongly linked to µ, namely, there exist positive roots
α1, α2, . . . , αl with l being a nonnegative integer such that
λ = (sαl · · · sα2sα1) · µ 
(
sαl−1 · · · sα2sα1
)
· µ  . . .  sα1 · µ  µ . (6)
That is, for µ ∈ h∗, all Verma submodules of M(µ) is of the form M(w · µ), where w is an element
of the Weyl group.
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Proof The converse is clear, so we prove the direct implication. Suppose thatM(λ) is a submodule
N of M := M(µ). Let u and v be highest-weight vectors of M and N , respectively. For each
n ∈ Z>0, write Mn for U (gn) · u. As M = lim
−→
n
Mn, there exists m ∈ Z>0 such that n ≥ m implies
v ∈Mn.
For n ≥ m, write Nn for U (gn) · v. Then, Nn is a Verma submodule of Mn (over gn). The
finite-dimensional BGG Theorem guarantees that λn := λ|hn is strongly linked to µn := µ|hn . The
positive roots αjn, j = 1, 2, . . . , ln, involved in the n-th linkage
λn =
(
s
α
ln
n
· · · sα2nsα1n
)
· µn 
(
s
α
ln−1
n
· · · sα2nsα1n
)
· µn  . . .  sα1n · µn  µn (7)
between λn and µn must belong to the set
{
α ∈ ∆+ | α  µ− λ
}
, which is a finite set.
If µ− λ =
∑
α∈Σ
tαα and tα ∈ Z≥0 for each α ∈ Σ, then the lenth ln of the n-th linkage is at most∑
α∈Σ
tα < ∞. Using the Pigeonhole Principle, it follows that there are infinitely many n ≥ m with
the same linkage pattern, say λn = (sαl · · · sα2sα1) ·µn 
(
sαl−1 · · · sα2sα1
)
·µn  . . .  sα1 ·µn  µn,
where α1, α2, . . . , αl are positive roots. Hence, Equation (6) holds, and the proof is complete. 
Theorem 1.15 For λ ∈ h∗, M(λ) is simple if and only if λ is antidominant.
Proof Let ρ be a global half sum of positive roots. For each root α, sα is the reflection with respect
to α and hα is as defined in Definition 1.12.
(⇒) Suppose that λ ∈ h∗ is not an antidominant weight. Then, there exists a positive root α such
that (λ + ρ) (hα) ∈ Z>0. This means sα · λ ň λ and 0 ( M (sα · λ) ( M(λ), where we have
applied Verma’s Theorem (1.13); as a result, M(λ) is not simple.
(⇐) Suppose that M(λ) is not simple. Then, it has a proper nonzero submodule, which must have
a highest-weight vector whose weight is µ ∈ h∗. Then, M(µ) is a proper Verma submodule of
M(λ), so µ ň λ. Using the BGG Theorem (1.14), there are positive roots α1, α2, . . ., αl with
l ∈ Z>0 such that µ = (sαl · · · sα2sα1) · λ 
(
sαl−1 · · · sα2sα1
)
· λ  . . .  sα1 · λ  λ. Because
sα1 · λ  λ, we have (λ+ ρ) (hα1) ∈ Z>0. Thence, λ is not antidominant. 
Theorem 1.16 Let λ ∈ h∗. The following conditions are equivalent:
(a) The module M(λ) is of finite length.
(b) The module M(λ) has a simple submodule.
(c) There exists an antidominant weight ξ such that ξ is strongly linked to λ.
(d) The weight λ is almost antidominant.
Proof For simplicity, we shall denote M for M(λ).(
(a)⇔(b)
)
For the direct implication, let 0 = M0 ( M1 ( M2 ( . . . ( Ml−1 ( Ml = M be a
composition series of M for some l ∈ Z>0. Then, M1 must be simple.
Conversely, let L be a simple submodule of M . Then, L is a Verma module of highest
weight µ ∈ h∗ with µ  λ. Note that every nonzero submodule of M must include L. Any
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composition series 0 = M0 ( M1 ( M2 ( . . . ( Ml−1 ( Ml = M by submodules of M must
have L ⊆ M1 ( M2 ( . . . ( Ml. We look at the set Si of all possible highest-weight spaces
of Mi, for i = 1, 2, . . . , l. Clearly, for every i = 1, 2, . . . , l, µ  ξ, where ξ is the weight of a
highest-weight space in Si. There are only finitely many weights ξ for which µ  ξ  λ, and
the weight space with weight ξ is finite dimensional for each ξ ∈ h∗. If m is the sum of the
dimensions of all the weight spaces with weight ξ ∈ h∗ such that µ  ξ  λ, then we have
that l ≤ m. Hence, M is of finite length.(
(b)⇔(c)
)
We can easily apply Verma’s Theorem (Theorem 1.13), the BGG Theorem (Theorem
1.14), and Theorem 1.15 to verify that (b) and (c) are equivalent.(
(a)⇐(d)
)
Suppose L is a simple submodule of M . Then, L is a Verma module with the highest
weight µ  λ, for some µ ∈ h∗. By the BGG Theorem (Theorem 1.14), w · λ = µ for some
w ∈W . Since µ is antidominant (by Theorem 1.15), this means λ is almost antidominant.(
(d)⇐(c)
)
Suppose that λ is almost antidominant. For each µ ∈ h∗, let Ω(µ) denotes the set of
positive roots α such that hα(λ+ ρ) is a positive integer. We say that α ∈ Ω(µ) is minimal if
α cannot be written as a sum of at least two elements of Ω(µ). Let ω(µ) be the cardinality of
Ω(µ).
By the assumption, ω(λ) <∞. We shall prove by induction on ω(λ). Pick a minimal α ∈ Ω(λ).
Then, we have sα · λ  λ and ω(sα · λ) < ω(λ). By the induction hypothesis, there exists an
antidominant weight ξ such that ξ is strongly linked to sα ·λ. That is, there are positive roots
α2, α3, . . . , αl such that
ξ = (sαl · · · sα2) · (sα1 · λ) 
(
sαl−1 · · · sα2
)
· (sα1 · λ)  . . .  sα2 · (sα1 · λ)  sα1 · λ (8)
It follows immediately that ξ = (sαl · · · sα2sα1) · λ 
(
sαl−1 · · · sα2sα1
)
· λ  . . .  sα1 · λ  λ,
and our proof is now complete. 
2 The Extended Categories O
In this section, g is a root-reductive algebra. The subalgebra b is a Dynkin Borel subalgebra of
g containing a splitting maximal toral subalgebra h.
2.1 The Definition
Definition 2.1 The extended category O, denoted by O¯gb, is the full subcategory of the category
of g-modules satisfying the following two conditions:
(i) Every M ∈ O¯gb is an h-weight g-module with finite-dimensional h-weight spaces;
(ii) Every M ∈ O¯gb is locally n-finite (that is, U(n) · v is finite dimensional for every v ∈M). 
When this cannot cause confusion, we shall write O¯ for O¯g
b
. We can define the duality functor
of the category O¯ in the same manner as the standard duality of the category O. More precisely,
we have the following definition.
Definition 2.2 Let M ∈ O¯. For λ ∈ h∗, let M∨,λ denote the set of f ∈ M∗ such that f vanishes
on Mµ for every µ ∈ h∗ r {λ}. The dual of M is defined to be M∨
def
==
⊕
λ∈h∗
M∨,λ. 
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Now, if
{
x±α |α ∈ ∆
+
}
∪
{
hβ |β ∈ Σ
+
}
is a Chevalley basis (see [11] and [13]) of g, then the
transpose map τ : g → g is the linear map given by τ(h) := h for all h ∈ h, and τ (x±α) := x∓α
for all positive roots α. Note that
[
τ(x), τ(y)
]
= −τ
(
[x, y]
)
for all x, y ∈ g. We have the following
proposition, which can be proven in the same way as in the finite-dimensional setting.
Proposition 2.3 For every object M ∈ O¯, M∨ is a g-module with respect to the twisted g-action
(g · f)(v)
def
== f
(
τ(g) · v
)
for all g ∈ g, v ∈M , and f ∈M∨. Furthermore, M∨ ∈ O¯.
Finally, we consider the categories O and O¯ for a finite-dimensional reductive Lie algebra g.
With O¯ and O being highest-weight categories, we automatically have BGG reciprocity (which is
a special case of Brauer-Humphreys reciprocity [4, Theorem 3.11]):[
V(µ) : L(λ)
]
=
[
M(µ) : L(λ)
]
=
{
I(λ) : V(µ)
}
=
{
P(λ) :M(µ)
}
, (9)
where V(µ) is the dual Verma module
(
M(µ)
)∨
, I(λ) is the injective hull of the simple object L(λ),
and P(λ) =
(
I(λ)
)∨
is the projective cover of L(λ). However, as we shall later prove, the category
O¯gb is not a highest-weight category if g is infinite dimensional.
2.2 Direct Sum Decompositions
Let g be a root-reductive Lie algebra. The objective of this section is to verify that every
object in O¯ has a decomposition into a direct sum of indecomposable objects. Furthermore, this
decomposition is unique up to isomorphism. That is, if an object M ∈ O¯ can be written as⊕
j∈J
Mj = M =
⊕
j′∈J ′
M ′j′ , where J and J
′ are index sets and Mj ,M
′
j′ ∈ O¯ are indecomposable for
all j ∈ J and j′ ∈ J ′, then there exists a bijection ψ : J → J ′ such that Mj ∼= M
′
ψ(j) for every j ∈ J .
First, we need the proposition below. The proof is trivial.
Proposition 2.4 Every indecomposable object M ∈ O¯ satisfies supp(M) ⊆ λ + Λ, where Λ is the
root lattice. In particular, supp(M) is countable and M is countable dimensional.
Theorem 2.5 Every M ∈ O¯ is a direct sum of indecomposable objects.
Proof For an object M ∈ O¯, we say that ξ ∈ h∗ is a decomposable weight of M if there exist
submodules N and L of M such that M = N ⊕ L with dimK
(
N ξ
)
> 0 and dimK
(
Lξ
)
> 0.
Otherwise, ξ is an indecomposable weight. (Note that, by abuse of language, an indecomposable
weight of a g-module X need not be a weight of X. In other words, if Xξ = 0, then ξ is an
indecomposable weight of X, despite not actually being a weight of X.)
For a semisimple h-module X, the support supp(X) of X is the set of the h-weights of X. For
a subset S ⊆ h∗, we say that S is an indecomposable weight set of M if every weight in S is an
indecomposable weight of M and if M cannot be written as a direct sum M = N ⊕ L such that
supp(N) ∩ S and supp(L) ∩ S are both nonempty.
Assume that M ∈ O¯ is nonzero. From Proposition 2.4 above, we may assume that M is
countable dimensional. Hence, supp(M) = {µ1, µ2, µ3, . . .} for some weights µ1, µ2, µ3, . . . ∈ h
∗.
We shall prove by (countable) transfinite induction that, for each i = 1, 2, 3, . . ., there exists
an index set Ji such that M has a direct sum decomposition M =
⊕
j∈Ji
Di(j) such that the set
Qi :=
{
µ1, µ2, . . . , µi
}
is an indecomposable weight set of Di(j) (here, Q1 := ∅). We further require
that the decomposition above (with respect to the weight µi) be compatible with the decomposition
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with respect to every weight µi′ ∈ Qi in the sense that, for any j ∈ Ji, there exists (uniquely)
j′ ∈ Ji′ such that Di(j) ⊆ Di′
(
j′
)
.
For the base case, if µ1 is already an indecomposable weight, then M = M is a required
decomposition (that is, J1 = {1} and D1(1) = M). If µ1 is a decomposable weight, then there
exists a submodule D1(1) of M such that D1(1) is a direct summand of M . We may chose D1(1) so
that dimK
((
D1(1)
)µ1) > 0 is minimal. Then, µ1 is an indecomposable weight of D1(1). Let D′1(1)
denote a complementary submodule of M to D1(1). We proceed further by decomposing D
′
1(1) as
a direct sum of submodules. As dimK (M
µ1) < ∞, the process will lead after finitely many steps
to a decomposition M = D1(1) ⊕ D1(2) ⊕ . . . ⊕ D1 (n) such that µ1 is an indecomposable weight
of each D1(j) for j = 1, 2, . . . , n. Thus, Q1 = {µ1} is an indecomposable weight set of each D1(j),
and we set J1 := {1, 2, . . . , n}.
Suppose that the induction hypothesis holds for µ1, µ2, . . . , µi−1. That is, we have a direct
sum decomposition M =
⊕
j∈Ji′
Di′(j) such that Qi′ is an indecomposable weight set of Di′(j),
where i′ = 1, 2, . . . , i− 1. We proceed to decompose Di−1(j) with respect to the weight µi instead
of µ1 in the same manner as the base case. That is, Di−1(j) =
⊕
k∈J
j
i−1
Dji−1 (k) for some index
set J ji−1 and for some submodules D
j
i−1(k) such that µi is an indecomposable weight. Therefore,
M =
⊕
j∈Ji−1
⊕
k∈J
j
i−1
Dji−1(k) is a decomposition in which Qi−1 is an indecomposable weight set of
each Dji−1(k) and µi is an indecomposable weight of each D
j
i−1(k).
Note that, for a given submodule Dji−1(k), Qi may not be an indecomposable weight set of
Dji−1(k), but when that is the case, we can further decompose D
j
i−1(k) as follows:
Dji−1(k) = D¯
j
i−1(k)⊕ D˜
j
i−1(k) , (10)
where
(
D¯ji−1(k)
)µi
= 0 and
(
D˜ji−1(k)
)µi′
= 0 for all i′ = 1, 2, . . . , i− 1. Let J˜ ji−1 denote the subset
of J ji−1 consisting of k ∈ J
j
i−1 such that Qi is not an indecomposable weight set of D
j
i−1(k). Then,
M =
⊕
j∈Ji−1



 ⊕
k∈J
j
i−1rJ˜
j
i−1
Dji−1(k)

 ⊕

 ⊕
k∈J˜
j
i−1
(
D¯ji−1(k)⊕ D˜
j
i−1(k)
)

 (11)
is a direct sum decomposition of M with respect to weight µi and with the required properties.
To complete the proof, we define the partially ordered set P to be the set of all pairs
(
i,Di(j)
)
where µ ∈ supp(M) and j ∈ Jµ, equipped with the partial order  defined by(
i,Di(j)
)

(
i′,Di′
(
j′
) )
if and only if i ≤ i′ and Di(j) ⊇ Di′
(
j′
)
. (12)
We write M for the set of maximal chains in P. Using the finite-dimensionality assumption on the
weight spaces of M , we conclude that
M =
⊕
C ∈M
D(C ) , where D(C ) :=
⋂
(
i,Di(ji)
)
∈C
Di (ji) (13)
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for every maximal chain C in P. For each i = 1, 2, 3, . . ., the set Qi is an indecomposable weight
set of each Di (ji) ∈ C , for a given maximal chain C ⊆ P. Then, supp(M) =
⋃
i∈Z>0
Qi is an
indecomposable weight set of every D(C ). Consequently, D(C ) is an indecomposable module.
(Note that a direct summand D(C ) may be the zero module for some C ∈ M , but this does not
affect the proof or the statement of this theorem.) 
Proposition 2.6 Let M ∈ O¯ be indecomposable. Then, every ϕ ∈ EndO¯(M) is either an automor-
phism or is locally nilpotent (namely, for every v ∈M , there exists k ∈ Z≥0 such that ϕ
k(v) = 0).
Proof Let Kk := ker
(
ϕk
)
and Ik := im
(
ϕk
)
for each k = 0, 1, 2, . . . (here, ϕ0 is the identity map
idM ). We observe that K0 ⊆ K1 ⊆ K2 ⊆ . . . and I0 ⊇ I1 ⊇ I2 ⊇ . . .. Set K :=
∞⋃
k=0
Kk and
I :=
∞⋂
k=0
Ik.
Fix λ ∈ h∗. The restriction ψλ of ϕ onto M
λ is a linear map on a finite-dimensional vector
space. Hence, Mλ decomposes as im
(
ψkλ
)
⊕ ker
(
ψkλ
)
for every k = 0, 1, 2, . . .. Since Mλ is a
finite-dimensional vector space and im (ψλ) ⊇ im
(
ψ2λ
)
⊇ im
(
ψ3λ
)
⊇ . . ., the submodules im
(
ψkλ
)
,
where k = 0, 1, 2, . . ., must stabilize. Assume that, for some j ∈ Z≥0, we have
im
(
ψjλ
)
= im
(
ψj+1λ
)
= im
(
ψj+2λ
)
= . . . . (14)
That is, the kernels must also stabilize at the same index:
ker
(
ψjλ
)
= ker
(
ψj+1λ
)
= ker
(
ψj+2λ
)
= . . . . (15)
This shows thatKλ and Iλ are equal toKλj and I
λ
j for some j ∈ Z≥0, depending on λ. Therefore, the
sum (K+L)λ = Kλ+Lλ = Kλj +I
λ
j is direct and equalsM
λ, asMλ = im
(
ψjλ
)
⊕ker
(
ψjλ
)
= Iλj ⊕K
λ
j .
Since λ is arbitrary, we obtain M = K ⊕ I.
As M is an indecomposable object, we have either K = 0 or I = 0. In the former case, we
conclude that ϕ is an isomorphism, and in the latter case, we see that ϕ is locally nilpotent. 
Proposition 2.7 For every indecomposable object M ∈ O¯, the endomorphism ring EndO¯ (M) is a
local ring.
Proof Let J ⊆ R := EndO¯(M) be the set of all locally nilpotent endomorphisms of M . By the
previous proposition, J is the set of all non-invertible elements of R. We must prove that J is an
ideal of R.
First, if ϕ ∈ J and ψ ∈ R, then ϕ ◦ ψ cannot be an epimorphism because ϕ is not surjective on
any weight space of M , and ψ ◦ ϕ is not a monomorphism because ϕ is not injective on any weight
space of M . That is, ϕ ◦ ψ and ψ ◦ ϕ are both in J .
Now, we assume that ϕ,ψ ∈ J . We must show that ϕ + ψ belongs to J too. Suppose on the
contrary that ϕ + ψ /∈ J . Then, ϕ + ψ is invertible. Hence, ϕ + ψ = φ for some automorphism
φ : M → M . Let α := ϕ ◦ φ−1 and β := ψ ◦ φ−1. Then, α + β = idM and α, β ∈ J . Note that
α ◦ β = β ◦ α. Fix a weight λ of M . Suppose that αk and βl vanish on Mλ, for some k, l ∈ Z>0.
Then, (α + β)k+l =
k+l∑
r=0
(
k + l
r
)
αr ◦ βk+l−r must vanish on Mλ as well. Ergo, the endomorphism
α+ β cannot equal idM , which is a contradiction. 
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From the proposition above, the Krull-Schmidt-Remak-Azumaya Theorem (see [9]) immediately
implies the following corollary.
Corollary 2.8 Every object in O¯ admits a unique, up to isomorphism, decomposition into a direct
sum of indecomposable objects.
2.3 Generalized Composition Series
In this subsection, we shall prove that every module in O¯ has an analogue of composition series.
Following the proof by V. Kac of [14, Lemma 9.6], we have the following lemma.
Lemma 2.9 Let M ∈ O¯ and λ ∈ h∗. Suppose that all weights ξ of M satisfy ξ  υ for some fixed
upper bound υ ∈ h∗. Then, there exist a g-module filtration
0 = M0 ⊆M1 ⊆M2 ⊆ . . . ⊆Mk−1 ⊆Mk = M (16)
and a subset J ⊆ {1, 2, . . . , k} such that
(i) if j ∈ J , then Mj/Mj−1 ∼= L
(
ξ(j)
)
for some ξ(j) ∈ h∗ with ξ(j)  λ,
(ii) if j /∈ J , then (Mj/Mj−1)
µ = 0 for every µ  λ.
Corollary 2.10 Let M ∈ O¯ and λ, ν ∈ h∗ with λ  ν. Then there exist a g-module filtration
0 = M0 ⊆M1 ⊆M2 ⊆ . . . ⊆Mk−1 ⊆Mk = M and a subset J ⊆ {1, 2, . . . , k} such that
(i) if j ∈ J , then Mj/Mj−1 ∼= L
(
ξ(j)
)
for some ξ(j) ∈ h∗ with λ  ξ(j)  ν,
(ii) if j /∈ J , then either (Mj/Mj−1)
µ = 0 holds for every µ ∈ h∗ satisfying λ  µ  ν, or
Mj/Mj−1 ∼= L
(
ξ(j)
)
for some ξ(j) ≻ λ such that ξ(j) 6 ν.
Such a filtration is called a composition series of M with bounds λ and ν. The set J is called the
relevant index set of such a filtration.
Proof Since the interval [λ, ν] :=
{
ζ ∈ h∗ | λ  ζ  ν
}
is finite (as b is Dynkin) and M is n-locally
finite, the submodule
M˜ :=
∑
µ∈h∗
λµν
U(g) ·Mµ =
∑
µ∈h∗
λµν
U(n) ·Mµ (17)
has finitely many weights ζ with ζ  λ. Therefore, M˜ has an upper bound υ ∈ h∗. We apply
Lemma 2.9 on M˜ and obtain a filtration
0 = M0 ⊆M1 ⊆M2 ⊆ . . . ⊆Mk−2 ⊆Mk−1 = M˜ (18)
along with a subset J˜ ⊆ {1, 2, . . . , k − 1} satisfying the conditions that, for every element j ∈ J˜ ,
Mj/Mj−1 ∼= L
(
ξ(j)
)
for some ξ(j) ∈ h∗ with ξ(j)  λ, and that, whenever j /∈ J˜ , (Mj/Mj−1)
µ = 0
for every µ  λ. Then, by setting Mk := M , we have the filtration
0 = M0 ⊆M1 ⊆M2 ⊆ . . . ⊆Mk−2 ⊆Mk−1 ⊆Mk = M . (19)
Let J :=
{
j ∈ J˜ | ξ(j)  ν
}
. The filtration (19) clearly satisfies (i) and (ii), with the relevant index
set J , noting that (Mk/Mk−1)
µ =
(
M/M˜
)µ
= 0 for all µ ∈ h∗ such that λ  µ  ν holds. 
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Definition 2.11 Let λ, ν ∈ h∗ satisfy λ  ν. Suppose that
0 = M0 ⊆M1 ⊆M2 ⊆ . . . ⊆Mk−1 ⊆Mk = M (20)
and
0 = M ′0 ⊆M
′
1 ⊆M
′
2 ⊆ . . . ⊆M
′
k′−1 ⊆M
′
k′ = M (21)
are two composition series of M ∈ O¯ with bounds λ and ν, and with relevant index sets J and J ′,
respectively. We say that these filtrations are equivalent if there exists a bijection f : J → J ′ such
that Mj/Mj−1 ∼= M
′
f(j)/M
′
f(j)−1 for all j ∈ J . 
Lemma 2.12 Let λ, ν ∈ h∗ be such that λ  ν. Denote by M˜ the submodule of M given by (17).
Suppose that 0 = M0 ⊆ M1 ⊆ M2 ⊆ . . . ⊆ Mk−1 ⊆ Mk = M . Define M˜j := Mj ∩ M˜ for every
j = 0, 1, 2, . . . , k. Then, 0 = M˜0 ⊆ M˜1 ⊆ M˜2 ⊆ . . . ⊆ M˜k−1 ⊆ M˜k = M˜ is a composition series of
M˜ with bounds λ and ν.
Proof For each j = 1, 2, . . . , k, define ϕj : M˜j/M˜j−1 → Mj/Mj−1 via v + M˜j−1 7→ v +Mj−1 for
every v ∈ M˜j . Clearly, ϕj is well defined, and it is injective because
M˜j ∩Mj−1 = M˜ ∩Mj ∩Mj−1 = M˜ ∩Mj−1 = M˜j−1 . (22)
If Mj/Mj−1 ∼= L(µ) for some µ ∈ h
∗ with µ  λ, then
dimK
(
M˜µj
)
= dimK
(
Mµj
)
= dimK
(
Mµj−1
)
+ 1 = dimK
(
M˜µj−1
)
+ 1 . (23)
Hence, dimK
((
M˜j/M˜j−1
)µ)
= 1, so ϕj is nonzero. As Mj/Mj−1 is simple, ϕj must be surjective,
whence it gives an isomorphism M˜j/M˜j−1 ∼= Mj/Mj−1 ∼= L(µ).
Let J be the relevant index set of the composition series M0 ⊆ M1 ⊆ . . . ⊆ Mk−1 ⊆ Mk
of M with bounds λ and ν. By the observation above, if j ∈ J , then M˜j/M˜j−1 ∼= Mj/Mj−1 is
simple with highest weight µ satisfying λ  µ  ν. If an index j ∈ {1, 2, . . . , k} r J is such that
Mj/Mj−1 is a simple module with highest weight ξ ≻ λ with ξ 6 λ, then using the embedding
ϕj : M˜j/M˜j−1 →Mj/Mj−1, we conclude that either M˜j/M˜j−1 ∼= L(ξ) or M˜j/M˜j−1 = 0. Finally, if
j ∈ {1, 2, . . . , k}rJ is such that (Mj/Mj−1)
µ = 0 for every µ with λ  µ  ν, using the embedding
ϕj : M˜j/M˜j−1 →Mj/Mj−1, we see that
(
M˜j/M˜j−1
)µ
= 0 for every µ ∈ h∗ with λ  µ  ν. 
Theorem 2.13 Let λ, ν ∈ h∗ be such that λ  ν. Then, any two composition series of M ∈ O¯ with
bounds λ and ν are equivalent.
Proof Suppose that (20) and (21) are two composition series of M with bounds λ and ν. Let M˜
be the submodule of M defined by (17). From the lemma above, it suffices to assume that M = M˜ .
From the assumption M = M˜ , there are finitely many weights µ of M satisfying µ  λ. Thus,
we can refine (20) and (21) in the same manner as in Theorem 2.9 to get index sets J˜ ⊆ {1, 2, . . . , k}
and J˜ ′ ⊆ {1, 2, . . . , k′} such that the following three conditions are met:
(i) J ⊆ J˜ and J ′ ⊆ J˜ ′,
(ii) for j ∈ J˜ and j′ ∈ J˜ ′, Mj/Mj−1 and M
′
j′/M
′
j′−1 are simple modules with highest weights
greater than or equal to λ,
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(iii) for j /∈ J˜ and j′ /∈ J˜ ′, all the weight spaces (Mj/Mj−1)
µ and
(
M ′j′/M
′
j′−1
)µ
with µ  λ are
the zero vector space.
As a result, we can instead show that there exists a bijective function f˜ : J˜ → J˜ ′ such that
Mj/Mj−1 ∼= M
′
f(j)/M
′
f(j)−1 for all j ∈ J˜ . The restriction f := f˜ |J yields a bijection f : J → J
′ as
required.
For each ξ ∈ h∗ with λ  ξ  ν, let t(ξ) denote the maximum possible value of the length of the
positive root µ− ξ, where µ  ξ is a singular weight of M . For each l = 0, 1, 2, . . ., write Tl for the
set
{
ξ ∈ h∗ | ξ  λ and t(ξ) = l
}
. We shall instead prove that, for a fixed l = 0, 1, 2, . . ., the number
of j ∈ J with Mj/Mj−1 ∼= L(ξ) is the same as the number of j
′ ∈ J ′ with M ′j′/M
′
j′−1
∼= L(ξ) for
every ξ ∈ Tl.
The proof goes by induction on l. For the base case l = 0, every ξ ∈ Tl is a singular weight of
M , whence the weight space M ξ comes from dimK
(
M ξ
)
copies of L(ξ) in any composition series
with bounds λ and ν.
Let now assume that l > 0 and ξ ∈ Tl. By the induction hypothesis, the multiplicities of each
factor L(ξ˜) with ξ˜ ∈ T0∪T1∪. . .∪Tl−1 in the filtrations (20) and (21) are equal, and letm
(
ξ˜
)
denote
the common value. For each j ∈ J with Mj/Mj−1 6∼= L
(
ξ˜
)
with ξ˜ ∈ T0 ∪T1∪ . . .∪Tl−1, we observe
that either (Mj/Mj−1)
ξ = 0, or ξ is a singular weight of Mj/Mj−1 (making Mj/Mj−1 ∼= L(ξ)).
Hence, there are exactly
m(ξ) := dimK
(
M ξ
)
−
l−1∑
r=0
∑
ξ˜∈Tr
m(ξ˜) dimK
((
L(ξ˜)
)ξ)
(24)
values of such j ∈ J with Mj/Mj−1 ∼= L(ξ). Therefore, m(ξ) is the multiplicity of L(ξ) in (20).
Since the value m(ξ) as shown in (24) depends only on the previously known values m
(
ξ˜
)
with
ξ˜ ∈ T0 ∪T1 ∪ . . .∪Tl−1, m(ξ) is also the multiplicity of L(ξ) in (21). The induction is now complete
and the claim follows. 
Corollary 2.10 and Theorem 2.13 form a partial extension of the usual Jordan-Hölder Theorem
for modules of finite length. Based on this, we now extend the usual definition of composition
factors and composition factor multiplicities as follows.
Corollary 2.14 Let M ∈ O¯ and µ ∈ h∗ be such that λ  µ  ν. The number of times L(µ) occurs
as a factor in any composition series of M with bounds λ and ν is independent of the choice of the
composition series with bounds and the choice of the bounds λ, ν ∈ h∗ (as long as λ  µ  ν). This
number is known as the composition factor multiplicity of L(µ) in M , and is denoted by
[
M : L(µ)
]
.
If
[
M : L(µ)
]
> 0, then we say that L(µ) is a composition factor of M .
Proof For given weights λ, ν ∈ h∗, Theorem 2.13 guarantees that the number mMµ (λ, ν) of times
L(µ) occurs as a factor does not depend on the choice of the composition series of M with bounds
λ and ν. We have to show that mMµ (λ, ν) is also independent of λ and ν, provided that λ  µ  ν.
Let λ, ν ∈ h∗ be such that λ  µ  ν. We choose an arbitrary composition series 0 = M0 (
M1 (M2 ( . . . ( Mk = M of M with bounds λ and ν. Then, this filtration is also a composition
series with bounds µ and µ. Again, by Theorem 2.13, this filtration is equivalent to any composition
series with bounds µ and µ, which immediately implies that mMµ (λ, ν) = m
M
µ (µ, µ). 
Now we shall use the composition series with bounds to study generalized composition series,
as introduced below. With the restriction that the modules in O¯ have finite-dimensional weight
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spaces, we shall see that these generalized composition series behave similarly to the composition
series of modules of finite length.
Definition 2.15 A generalized composition series of a module M ∈ O¯ is a family of submodules
(Mj)j∈J satisfying the following conditions:
(i) the index set J is equipped with a total order <,
(ii) Mj (Mk for each j, k ∈ J with j < k.
(iii)
⋂
j∈J
Mj = 0 and
⋃
j∈J
Mj = M ,
(iv) Mj/M<j is a simple module for all j ∈ J , where M<j :=
⋃
k<j
Mk. 
Theorem 2.16 Every M ∈ O¯ has a generalized composition series.
Proof First, we shall prove this theorem when M is indecomposable. We start with arbitrary
weights λ(1) and ν(1) of M with λ(1)  ν(1). Let J (1) be the relevant index set of a composition
series of M with bounds λ(1) and ν(1). We create two sequences of weights
{
λ(k)
}
k∈Z>0
and{
ν(k)
}
k∈Z>0
in such a way that
λ(1) ≻ λ(2) ≻ λ(3) ≻ . . . , (25)
ν(1) ≺ ν(2) ≺ ν(3) ≺ . . . , (26)
and, for every weight ζ ∈ supp(M), there exists k ∈ Z>0 (depending on ζ) such that λ(k)  ζ  ν(k).
Note that λ(k) and ν(k) do not have to be weights of M . Therefore, it is always possible to find an
infinite strictly decreasing sequence (25) and an infinite strictly increasing sequence (26).
Suppose that J (k) is known. We extend the filtration in the k-th step to obtain a composition
series of M with bounds λ(k + 1) and µ(k + 1). To be precise, suppose that
0 = Mk0 (M
k
1 (M
k
2 ( . . . (M
k
l(k)−1 (M
k
l(k) = M (27)
is a composition series with bounds λ(k) and µ(k). If i is in the relevant index set J (k), then
Mki /M
k
i−1 is simple with highest weight µ with λ(k + 1) ≺ λ(k)  µ  ν(k) ≺ ν(k + 1). If i > 0 is
not in the relevant index set, then we find a composition series of Mki /M
k
i−1 with bounds λ(k + 1)
and ν(k + 1). Then, take the preimages of the submodules that occur this composition series of
Mki /M
k
i−1 for each i > 0 not in J (k). Using these preimages, we then refine the composition series
(27) and obtain a composition series
0 = Mk+10 (M
k+1
1 (M
k+1
2 ( . . . (M
k+1
l(k+1)−1 (M
k+1
l(k+1) = M (28)
with bounds λ(k+1) and ν(k+1), along with an inclusion ιk : J (k)→ J (k+1) of totally ordered
sets satisfying Mki /M
k
i−1
∼= Mk+1ιk(i)/M
k+1
ιk(i)−1
for every j ∈ J (k).
We now take J to be the direct limit lim
−→
k
J (k). By construction, there is a total order <
on J extending the total orders on the sets J (k). Each j ∈ J corresponds to an element in
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j(k) ∈ J (k) for some large enough k, and to a submodule Mj := M
k
j(k) of M in the composition
series from the k-th step. Note that M<j =
⋃
j′<j
Mj = M
k
j(k)−1, whence Mj/M<j = M
k
j(k)/M
k
j(k)−1
is simple. Clearly, the index set J and the family of submodules (Mj)j∈J satisfy the requirements.
Finally, suppose thatM has a direct sum decompositionM =
⊕
t∈I
Dt, where each Dt is indecom-
posable (by Theorem 2.5). We first equip I with a well order ⊳ (which exists by the Well-Ordering
Principle). Then, we create a generalized filtration series {Dt(j)}j∈Jt for each Dt. Write <t for
the total order on Jt. Let J be the totally ordered set
{
(t, j) | t ∈ I and j ∈ Jt
}
with the total
order < defined via the lexicographic ordering as follows:
(t, j) < (t˜, j˜) if and only if t ⊳ t˜ , or t = t˜ and j <t j˜ . (29)
Then, we takeM(t,j) := Dt(j)⊕

⊕
t˜⊳t
Dt˜

 for every (t, j) ∈ I . Then, it is obvious that {M(t,j)}(t,j)∈I
is a generalized composition series of M . 
Definition 2.17 Two generalized composition series (Mj)j∈J and
(
M ′j′
)
j′∈J ′
are equivalent if
there exist a bijective function f : J → J ′ such that Mj/M<j ∼= M
′
f(j)/M
′
<′ f(j) for each j ∈ J .
Here, < is the total order on J , whereas <′ is the total order on J ′. In addition, M<j :=
⋃
k<j
Mk
as well as M ′<′ j′ :=
⋃
k′<′ j′
M ′k′ for all j ∈ J and j
′ ∈ J ′. 
Theorem 2.18 Any two generalized composition series of M ∈ O¯ are equivalent.
Proof We may first assume that M is indecomposable. Let (Mj)j∈J and
(
M ′j′
)
j′∈J ′
be two
generalized composition series of an object M ∈ O¯. We create a decreasing sequence of weights{
λ(k)
}
k∈Z>0
and an increasing sequence of weights
{
ν(k)
}
k∈Z>0
such that every weight µ ∈ supp(M)
satisfies λ(k)  µ  ν(k) for some k.
For each k, define
J (k) :=
{
j ∈ J | Mj/M<j ∼= L(ξ) for some ξ with λ(k)  ξ  ν(k)
}
(30)
and
J ′(k) :=
{
j′ ∈ J ′
∣∣ M ′j/M ′<′ j′ ∼= L(ξ) for some ξ with λ(k)  ξ  ν(k)} (31)
From Theorem 2.13, we have a bijection fk : J (k) → J
′(k) satisfying the condition that
Mj/M<j ∼= M
′
fk(j)
/M ′<′ fk(j) for every j ∈ J (k). We claim that the bijections fk can be aligned
so that fk+1|J (k) = fk. Taking the direct limit f := lim
−→
k
fk then yields a bijection f : J → J
′
satisfying the requirement of Definition 2.17.
To prove the claim above, assume that fk+1|J (k) 6= f(k). Then we define the function f˜k+1 :
J (k + 1)→ J ′(k + 1) as follows:
f˜k+1(j) =
{
fk(j) if j ∈ J (k) ,
f˜k+1(j) if j ∈ J (k + 1)rJ (k) .
(32)
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Replacing fk+1 by f˜k+1 and continuing this process for each positive integer k, we obtain a set of
aligned bijections as desired.
When M is decomposable, we note that it has a unique direct sum decomposition into indecom-
posable direct summands (Theorem 2.5 and Corollary 2.8). From this, we can easily conclude that
two generalized composition series of M are equivalent. 
Definition 2.19 Let λ ∈ h∗. Let W [λ] be the subgroup of W containing all w ∈ W such that
w · λ − λ ∈ Λ. Write Wn for the Weyl group of gn. We similarly define Wn [λn] for each n ∈ Z>0
and λn ∈ h
∗
n. These subgroups are known as the integral Weyl groups. 
Theorem 2.20 Let λ, µ ∈ h∗. If the simple module L(µ) is a composition factor of the Verma
module M(λ), then µ  λ and µ ∈W [λ] · λ.
Proof Suppose that M(λ) has L(µ) as a composition factor. Let v be a highest-weight vector of
M(λ). Then, for all sufficiently large n ∈ N, Mn := U (gn) · v ∈ O
gn
hn
is a Verma module and
must have gn-submodules Nn and N
′
n with Nn ⊆ N
′
n and N
′
n/Nn has µn := µ|hn as a highest
weight. Hence, L (µn) is a composition factor of Mn ∼= M (λn), where λn := λ|hn . Due to the
finite-dimensional theory, µn  λn and µn ∈Wn [λn] · λn. The result follows immediately. 
3 Block Decomposition and Kazhdan-Lusztig Multiplicities
In this section, g is a root-reductive Lie algebra and b is a Dynkin Borel subalgebra. Our
objective is to prove that the block decomposition of O¯ is similar to that of the category O.
3.1 Block Decomposition
Let M be an indecomposable object of the category O¯. We shall first construct a countable
ordered set Γ(M) = (v0, v1, v2, . . .) such that Γ(M) ⊆ M consists of weight vectors of M which
generate M as a U(g)-module, and the set Γ(M) has certain desirable properties. If M = 0, then
we set Γ(M) := (0, 0, 0, 0, 0, . . .).
For M 6= 0, we let u 6= 0 be a singular vector of M , and ξ ∈ h∗ the weight of u. Let [ξ] denote
the set of all weights ζ ∈ h∗ such that ζ − ξ is in the Z-span of the simple (b-positive) roots of g.
For a weight ζ ∈ [ξ], the distance between ζ and ξ, denoted by dist(ζ, ξ), is defined to be the sum
k∑
i=1
|ti| , if ζ − ξ =
k∑
i=1
ti αi , (33)
where α1, α2, . . . , αk are (b-positive) simple roots of g and t1, t2, . . . , tk ∈ Z. Furthermore, the height
of ζ − ξ, denoted by ht(ζ − ξ), is the smallest integer n ≥ 0 such that hα1 , hα2 , . . . , hαk are all in gn
(noting that ht(ζ − ξ) = 0 if and only if ζ = ξ).
We start with m := 0; then we set d(0) := 0 and v0 := u. Now, for m > 0, suppose that the
value d(m − 1) is known and that the vectors v0, v1, . . . , vd(m−1) have been defined. The set Sm of
weights ζ ∈ [ξ] such that dist(ζ, ξ) ≤ m and ht(ζ− ξ) ≤ m is a finite set. Let V1m denote the K-span
of all weight vectors v ∈ M with weights in Sm such that n · v = 0. Let u
1
1, u
1
2, . . . , u
1
l1
be weight
vectors of M which form a K-basis of V1m.
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Assume that the collections
(
u1j
)l1
j=1
,
(
u2j
)l2
j=1
, . . .,
(
urj
)lr
j=1
of weight vectors of M have been
obtained. Consider the module
M(m, r) := M/

d(m−1)∑
i=0
U(g) · vi +
r∑
p=1
lp∑
j=1
U(g) · upj

 . (34)
Let Vr+1m denote the K-span of all weight vectors v ∈M(m, r) with weights in Sm such that n·v = 0.
Take u˜r+11 , u˜
r+1
2 , . . . , u˜
r+1
lr+1
to be weight vectors ofM which form a K-basis of Vr+1m . Now, there exist
weight vectors ur+11 , u
r+1
2 , . . . , u
r+1
lr+1
, whose respective images under the projection M → M (m, r)
are u˜r+11 , u˜
r+1
2 , . . . , u˜
r+1
lr+1
.
The process in the previous paragraph must end with V r¯(m)+1m = 0 for some nonnegative integer
r¯(m) because the vector subspace of M spanned by the weight vectors with weights in Sm is finite
dimensional. Then, we take
d(m) := d(m− 1) +
r¯(m)∑
p=1
lp , and vd(m−1)+j := u
lp
j−
∑p−1
p˜=1 lp˜
(35)
if
p−1∑
p˜=1
lp˜ < j ≤
p∑
p˜=1
lp˜.
Note that d(m) > d(m − 1) for every m = 1, 2, . . . because V1m always contains u. When M
is a g-module of finite length, it is possible that Γ(M) is eventually periodic (that is, there exist
positive integers n0 and n1 such that vn = vn+n1 for every integer n ≥ n0). In particular, the
ordered set Γ(M) may take the form (u, u, u, u, . . .) when M is a highest-weight module with u as
a highest-weight vector.
We claim that the ordered set Γ(M) := (v0, v1, v2, v3, . . .) generates M as a U(g)-module. For a
fixed weight ζ of M , consider the vector subspace M ζ .
Let Tζ denote the set of all weights ζ˜ of the U(g)-module U(g) ·M
ζ which satisfy ζ˜  ζ. Note
that Tζ is finite as n acts locally finitely on M
ζ . Let mζ denote the maximum value of the two
numbers max
{
dist(ζ˜ , ξ) | ζ˜ ∈ Tζ
}
and max
{
ht(ζ˜ − ξ) | ζ˜ ∈ Tζ
}
. Then, in the mζ-th step of the
procedure (from which d (mζ) is obtained), the U(g)-module
M
(
mζ , r¯ (mζ)
)
= M/

d(m−1)∑
i=0
U(g) · vi +
r¯(m)∑
p=1
lp∑
j=1
U(g) · upj

 (36)
cannot have L(ζ) as a composition factor. To elaborate, if such a composition factor exists, it must
arise from the weight space of M
(
mζ , r¯ (mζ)
)
with weight ζ. However, all composition factors
of M isomorphic to L(ζ) come from subquotients of U(g) ·M ζ , and by the definition of mζ , the
image of U(g) ·M ζ under the canonical projection M →M
(
mζ , r¯ (mζ)
)
has no composition factors
isomorphic to L(ζ).
Therefore, for every composition factor L(ζ) of M , it is exhausted in the quotient module
M
(
mζ , r¯ (mζ)
)
. Thus, the sum
∞∑
i=0
U (g) · vi is precisely M itself.
It is important to note the following properties of the set Γ(M). For every n ∈ Z>0, let Ξn ⊆ h
∗
be the support (as a semisimple h-module) of the g′n-moduleMn :=
n∑
i=0
U
(
g′n
)
·vi, where g
′
n := h+gn.
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Then, for every ξ ∈ Ξn and for any integer n˜ ≥ n, we have
dimK
(
M ξn
)
= dimK
((
U
(
g′n˜
)
·Mn
)ξ)
. (37)
This is because our construction of Γ(M) ensures that U
(
g′n˜
)
·Mn = U
(
n−n˜
)
·Mn. Note that, if x
is in a positive root space of g′n˜ that is not in g
′
n, then x ·Mn = 0.
Definition 3.1 Let λ ∈ h∗. Define O¯JλK to be the full subcategory of O¯ consisting of modules
M whose composition factors are of the form L(µ) with µ ∈ JλK, where JλK is the integral Weyl
dot-orbit JλK := W [λ] · λ. 
Proposition 3.2 Let M ∈ O¯ be indecomposable and λ ∈ h∗ be such that L(λ) is a composition
factor of M . Then, all composition factors of M are of the form L(µ) for some µ ∈ JλK.
Proof Let λ and µ be on different integral Weyl dot-orbits. Suppose there exists an indecomposable
M ∈ O¯ with L(λ) and L(µ) as composition factors. Since M 6= 0, we can apply the algorithm
discussed earlier in this subsection and obtain an ordered set Γ(M) = (v0, v1, v2, . . .) which generates
M as a U(g)-module. For every n ∈ Z>0, let g
′
n denote the subalgebra h+ gn and set b
′
n ⊆ g
′
n to be
the Borel subalgebra h+ bn of g
′
n. Then, the U
(
g′n
)
-module Mn is given by Mn :=
n∑
i=0
U
(
g′n
)
· vi.
Note that the finite-dimensional theory carries trivially over to g′n, and we use the notation
Og
′
n
b′n
for the category O of g′n with respect to the Borel subalgebra b
′
n. Denote by O
g′n
b′n
JλK the
block of Og
′
n
b′n
containing Ln (λ) := L
(
λ; g′n, b
′
n, h
)
. Note that we have the direct sum decomposition
Mn = Xn ⊕ Yn, where Xn ∈ O
gn
bn
JλK and all composition factors of Yn are not in O
g′n
b′n
JλK. The
submodules Xn and Yn are unique. Furthermore, if Nn is an indecomposable submodule of Mn,
then Nn must lie entirely in Xn or in Yn.
Define
X :=
{
x ∈M |x ∈ Xn for all sufficiently large n
}
(38)
and
Y := spanK
{
y ∈M | y ∈ Yn for infinitely many n
}
. (39)
Then, it is evident that X and Y are g-submodules of M . We shall prove that X + Y = M and
that X ∩ Y = 0.
First, let the U
(
g′n
)
-module X ′n be an indecomposable direct summand of Xn. Fix n˜ ≥ n. Note
that we have either X ′n ⊆ Xn˜ or X
′
n ⊆ Yn˜. Likewise, if Y
′
n is an indecomposable direct summand of
Yn, then either Y
′
n ⊆ Yn˜ or Y
′
n ⊆ Xn˜.
To justify the statement in the paragraph above, consider the U
(
g′n˜
)
-module X˜n˜ := U
(
g′n˜
)
·X ′n.
Let Ξ ⊆ h∗ denote the set of weights of X ′n. By (37), Ξ is also an indecomposable weight set of
X˜n˜. Therefore, X˜n˜ can be decomposed as a direct sum X˜
1
n˜ ⊕ X˜
2
n˜ ⊕ . . . ⊕ X˜
l
n˜, where each X˜
i
n˜ is
an indecomposable U
(
g′n˜
)
-module, but as Ξ is an indecomposable weight set of X˜n˜, we must have
Ξ ⊆ supp
(
X˜in˜
)
for some i. However, this means X ′n ⊆ X˜
i
n˜. Now, being indecomposable, X˜
i
n˜ must
lie entirely either in Xn˜ or in Yn˜. Ergo, X
′
n is a subspace of Xn˜ or Yn˜ for every n˜ ≥ n.
The paragraph above proves that X ∩ Xn is given by a direct sum of some indecomposable
direct summands of Xn. Indeed, for a fixed direct summand X
′
n of Xn, we have only two possible
scenarios: either X ′n lies in Xn˜ for all sufficiently large n˜ ≥ n, or X
′
n lies in Yn˜ for infinitely many
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n˜. In the former case, X ′n ⊆ X, whereas, in the latter case, X
′
n ∩ X = 0 and X
′
n ⊆ Y . In other
words, An := X ∩Xn is a direct summand of Mn. Write Bn := Yn⊕Zn, where Zn is the direct sum
of indecomposable direct summands X ′n of Xn which intersect X trivially.
Next, we fix ξ ∈ supp(M). We shall verify that M ξ = Xξ + Y ξ. For a given v ∈ M ξ,
v = an + bn for some an ∈ (An)
ξ and bn ∈ (Bn)
ξ. Suppose that n0 is a positive integer such
that (Mn)
ξ = M ξ for all n ≥ n0. We claim that there exists a positive integer n1 ≥ n0 such that
an1 = an1+1 = an1+2 = . . .. This claim follows from the observation that
An ⊆ An+1 ⊆ An+2 ⊆ . . . (40)
for all n ≥ n0. The finite-dimensionality assumption implies that
(An1)
ξ = (An1+1)
ξ = (An1+2)
ξ = . . . (41)
for some n1 ≥ n0. Furthermore, we note that
Bn ⊇ Bn+1 ⊇ Bn+2 ⊇ . . . ; (42)
consequently, the finite-dimensionality assumption yields
(Bn1)
ξ = (Bn1+1)
ξ = (Bn1+2)
ξ = . . . . (43)
The claim follows immediately.
We write a for the common value an1 = an1+1 = an1+2 = . . .. Set b := v−a. We shall now justify
that b is an element of Y . Recall that Bn = Yn⊕Zn, where Zn is the direct sum of indecomposable
direct summands of Xn that intersect X trivially. For n ≥ n1, we can write
b =
kn∑
i=1
yin +
ln∑
j=1
zjn , (44)
where yin and z
j
n are nonzero elements of indecomposable direct summands of Yn and Zn. We shall
now prove that each yin and each z
j
n belong in Y . For n˜ ≥ n, note that each y
i
n lies either in
Xn˜ or in Yn˜. If the former scenario occurs for all sufficiently large n˜ ≥ n, then y
i
n ∈ X, but this
immediately implies yin = 0, which is a contradiction. Ergo, the latter scenario occurs for infinitely
many values n˜ ≥ n, whence yin ∈ Y . The same argument applies to each z
j
n. Thus, we conclude
that yin, z
j
n ∈ Y for every i = 1, 2, . . . , kn and j = 1, 2, . . . , ln with n ≥ n1. Thence, b ∈ Y . This
proves that M ξ = Xξ + Y ξ, leading to M = X + Y .
Now, we shall check that X ∩ Y = 0. Let y1, y2, . . . , yk be linearly independent elements of Y
such that x := y1+ y2+ . . .+ yk is in X and that, for each i = 1, 2, . . . , k, there are infinitely many
positive integers n for which yj ∈ Yn. We may assume that there exists ξ ∈ supp(M) with yi ∈M
ξ
for every i = 1, 2, . . . , k. Additionally, there exists a positive integer m such that x ∈Mm and that
x ∈ Xn for every integer n ≥ m.
Let n¯(j) ≥ m be a positive integer such that yj ∈ Yn¯(j). We decompose yj as
yj = y
1
j + y
2
j + . . .+ y
rj
j , (45)
where each yij is nonzero and in an indecomposable direct summand of Yn¯(j). Pick an arbitrary
n ≥ n¯(j). We note that each yij must lie in Xn or in Yn. However, as x ∈ Xn, we conclude that y
i
j
is in Xn, whence y
i
j ∈ Xn for every n ≥ n¯(j). As a result, yj =
rj∑
i=1
yij is in X, which means yj = 0,
and a contradiction is reached.
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Finally, we have the following four equalities:
[
X : L(λ)
]
=
[
M : L(λ)
]
> 0,
[
X : L(µ)
]
= 0,[
Y : L(λ)
]
= 0, and
[
Y : L(µ)
]
=
[
M : L(µ)
]
> 0. That is, M = X ⊕ Y with X 6= 0 and Y 6= 0 .
This contradicts the assumption that M is indecomposable. 
Proposition 3.3 A block of O¯ containing L(λ) contains O¯JλK as a subcategory.
Proof Using the indecomposability of the Verma modules, we conclude that the block containing
L(λ) must have O¯JλK as a subcategory. In other words, let µ, ν ∈ JλK. Let n ∈ N be sufficiently
large that µ = w · λ for some w ∈Wn [λn]. (Here, ξn denotes ξ|hn for all ξ ∈ h
∗.)
From the finite-dimensional theory (see [13]), Wn [λn] · λ has a unique maximal element υ (with
respect to the order  given by b). Then, the Verma module M(υ) has M(µ) and M(λ) as sub-
modules due to the BGG Theorem (Theorem 1.14). Therefore, we have nonzero homomorphisms
M(µ)→M(υ) and M(λ)→M(υ). Thus, the indecomposable modules M(µ) and M(λ) are in the
same block. Furthermore, with nontrivial homomorphisms M(µ) → L(µ) and M(λ) → L(λ), we
conclude that L(µ) and L(λ) are in the same block.
Now, suppose that M ∈ O¯ is indecomposable with L(µ) as a composition factor, where µ ∈ JλK.
By Theorem 2.16 and Proposition 3.2, we see that M has a submodule N such that M/N ∼= L(ν)
for some ν ∈ JλK. Thus, the nonzero homomorphism M →M/N establishes that M is in the same
block as L(ν), which is also in the same block as L(λ). Thus, every indecomposable object M whose
composition factors are of the form L(µ) with µ ∈ JλK is in the same block as L(λ). The proposition
follows immediately. 
Theorem 3.4 Let Ω denote the set of integral Weyl dot-orbits. Then, the full abelian subcategories
O¯JλK, where JλK ∈ Ω, are the blocks of O¯, and O¯ =
⊕
JλK∈Ω
O¯JλK.
Proof From the proposition above, we know that each block of O¯ contains O¯JλK for some weight
λ ∈ h∗. We shall prove that the block containing O¯JλK must then coincide with O¯JλK. If the
block contains an indecomposable module M which is not in O¯JλK, then there exists a finite se-
quence M = M0,M1,M2, . . . ,Mk of indecomposable modules, all of which belong in this block,
with the properties that Mk ∈ O¯JλK, Mk−1 /∈ O¯JλK, and for each i = 0, 1, 2, . . . , k − 1, either
HomO¯ (Mi,Mi+1) 6= 0 or HomO¯ (Mi+1,Mi) 6= 0.
If HomO¯ (Mk−1,Mk) 6= 0 or HomO¯ (Mk,Mk−1) 6= 0, then Mk−1 has a composition factor L(µ)
(which is also a composition factor of Mk) for some µ ∈ JλK, which then means that Mk−1 ∈ O¯JλK
by Proposition 3.2. This contradicts the assumption that Mk−1 /∈ O¯JλK. Therefore, the blocks of
O¯ are precisely O¯JλK.
To complete the proof, let now M be an arbitrary object in O¯. By Theorem 2.5, M has a direct
sum decomposition with indecomposable summands. Write MJλK for the (direct) sum of the direct
summands of M that belong to O¯JλK. Then, we can clearly see that M =
⊕
JλK∈Ω
MJλK. Note that
this direct sum may be an uncountable direct sum. 
3.2 Kazhdan-Lusztig Multiplicities
Let g′n := gn+ h and b
′
n := bn+ h. Note that the Weyl group of g
′
n is still the Weyl group Wn of
gn. For each ξ ∈ h
∗, write Mn(ξ) and Ln(ξ) for the Verma module M
(
ξ; g′n, b
′
n, h
)
and the simple
module L
(
ξ; g′n, b
′
n, h
)
, respectively.
Definition 3.5 A weight λ ∈ h∗ is regular if (λ+ ρ) (hα) 6= 0 for every root α. 
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Fix a regular integral weight λ. Take µ ∈W ·λ. For each n ∈ Z>0, write νn for the antidominant
weight in h∗ that is strongly linked to λ with respect to b′n. In addition, there exist elements xn
and yn of Wn such that x
−1
n · λ = νn and y
−1
n · µ = νn From the finite-dimensional theory, we have[
Mn (λ) : Ln (µ)
]
= PWn
w0nxn,w
0
nyn
(1) , (46)
where w0n ∈ Wn is the longest element of Wn. Combining this result with the observation that[
Mn (λ) : Ln (µ)
]
=
[
M(λ),L(µ)
]
for sufficiently large values of n, we obtain the proposition below.
Proposition 3.6 There exists a positive integer n0 such that, for all n ≥ n0,[
M (λ) : L (µ)
]
= PWn
w0nxn,w
0
nyn
(1) . (47)
Fix x, y ∈ W and set m(x, y) to be the smallest positive integer m such that x, y ∈ Wm. From
Chapter 1.10 of [12], we see that P
Wm(x,y)
x,y (q) = P
Wn
x,y (q) = P
W
x,y(q). This result gives rise to the
following proposition.
Proposition 3.7 For every x ∈W and for each regular antidominant weight λ,
[
M(x · λ)
]
=
∑
yx
P
Wm(x,y)
w0
m(x,y)
x,w0
m(x,y)
y
(1)
[
L(y · λ)
]
, (48)
or equivalently
[
L(x · λ)
]
=
∑
yx
(−1)ℓ(x)−ℓ(y) P
Wm(x,y)
x,y (1)
[
M(y · λ)
]
. (49)
(Note that the two equations above are equalities in the Grothendieck group of O¯.)
3.3 Hom and Ext• Functors
Unless otherwise specified, Ext denotes ExtO¯. Similarly, Hom denotes HomO¯.
Proposition 3.8 Let λ, µ ∈ h∗.
(a) If a g-module M is such that, for all υ ∈ supp(M), we have λ 6≺ υ, then Ext1
(
M(λ),M
)
= 0.
In particular,
Ext1
(
M(λ),L(λ)
)
= 0 and Ext1
(
M(λ),M(λ)
)
= 0 . (50)
(b) If µ  λ, then Ext1
(
M(λ),L(µ)
)
= 0.
(c) If µ ≺ λ and N(λ) is the maximal proper submodule of M(λ), then
Ext1
(
L(λ),L(µ)
)
∼= Hom
(
N(λ),L(µ)
)
. (51)
(d) Ext1
(
L(λ),L(λ)
)
= 0.
Proof
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(a) Given an extension 0 → M
i
−→ E
p
−→ M(λ) → 0 in O¯, let e ∈ E be such that p(e) be a
highest-weight vector of M(λ). Due to the hypothesis, the submodule V of E generated by e is
a highest-weight module with highest weight λ. Since V is mapped surjectively by p ontoM(λ),
we conclude that p induces an isomorphism V ∼=M(λ), whence the exact sequence splits.
(b) This is an immediate consequence of (a).
(c) Starting with the short exact sequence 0 → N(λ) → M(λ) → L(λ) → 0, we get the following
long exact sequence of Ext-groups:
. . .→ Hom
(
M(λ),L(µ)
)
→ Hom
(
N(λ),L(µ)
)
→ Ext1
(
L(λ),L(µ)
)
→ Ext1
(
M(λ),L(µ)
)
→ . . . . (52)

By (b), Ext1
(
M(λ),L(µ)
)
= 0. Furthermore, it is clear that Hom
(
M(λ),L(µ)
)
= 0. Therefore,
we have the isomorphism (51).
(d) Replace µ by λ in the proof of (c). We note that Hom
(
N(λ),L(λ)
)
= 0. By (b), we have
Ext1
(
M(λ),L(µ)
)
= 0. Thus, Ext1
(
L(λ),L(λ)
)
= 0 as well. 
Proposition 3.9 Let λ, µ ∈ h∗.
(a) For every M,N ∈ O¯ and k ∈ Z≥0, we have Ext
k(M,N) ∼= Extk
(
N∨,M∨
)
.
(b) The image of any homomorphism M(µ)→ V(λ) is a submodule of L(λ) ⊆ V(λ). This means
dimK
(
Hom
(
M(µ),V(λ)
))
=
{
1 , if µ = λ ,
0 , if µ 6= λ .
(53)
(c) Ext1
(
M(µ),V(λ)
)
= 0 for all λ and µ.
Proof
(a) This part is trivial due to the fact that duality is an antiequivalence of the category O¯ with
itself.
(b) Let M be the image of a nonzero homomorphism M(µ) → V(λ). Then, M is a highest-weight
submodule of V(λ) with highest weight µ. Since L(λ) is contained in every nonzero submodule
of V(λ), we see that L(λ) ⊆ M , so µ  λ. However, the composition factors of V(λ) are the
same as those of M(λ), which are simple modules with highest weight less than or equal to λ.
This means µ  λ. Consequently, µ = λ must hold, whence M = L(λ).
(c) If λ 6≺ µ, then M := V(µ) satisfies the hypothesis of Proposition 3.8(a). Therefore,
Ext1
(
M(λ),V(µ)
)
= 0 . (54)
By (a), we have Ext1
(
M(µ),V(λ)
)
∼= Ext1
(
M(λ),V(µ)
)
= 0. If λ  µ, then M := V(λ)
satisfies the hypothesis of Proposition 3.8(a), with µ replacing λ in that proposition. The same
conclusion follows. 
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4 Truncated Category O
4.1 Truncation
As before,M∨ and f∨ denote the duals in O¯ of an objectM and a homomorphism f , respectively.
We shall now define a truncation method of the category O¯ using an idea from [19].
Definition 4.1 For λ ∈ h∗, we write O¯λ for the full subcategory of O¯ consisting of all modules
M ∈ O¯ whose weights are less than or equal to λ with respect to the partial order  on h∗. 
Proposition 4.2 For each λ ∈ h∗, let tλ : O¯ → O¯
λ be defined as
tλM
def
==
∑
N⊆M
N∈O¯λ
N and tλf
def
== f |tλM (55)
for all M ∈ O¯ and for all homomorphisms f : M → L of objects in O¯. Then, tλ is a left-exact
(covariant) functor. We shall call tλ the truncation functor (with the upper bound λ).
Corollary 4.3 For each λ ∈ h∗, let t∨λ : O¯ → O¯
λ be defined as
t
∨
λM
def
==
(
tλ
(
M∨
))∨
and t∨λf
def
==
(
tλ
(
f∨
))∨
(56)
for all M ∈ O¯ and for all homomorphisms f : M → L of objects in O¯. Then, t∨λ is a right-exact
(covariant) functor. We shall call t∨λ the dual truncation functor (with the upper bound λ).
Proposition 4.4 Let λ ∈ h∗. If I is an injective object in O¯, then tλI is injective in O¯
λ. If P
is a projective object in O¯, then t∨λP is projective in O¯
λ.
Proof Let I be an injective object in O¯ and 0 → tλI → M → N → 0 an exact sequence of
objects in O¯λ. We have the injection tλI
⊆
−→ I. Because I is an injective object in O¯ and
0→ tλI →M → N → 0 is also an exact sequence of objects in O¯, we conclude that there exists
a homomorphism φ : M → I such that the diagram below is commutative:
0 tλI M N 0
I .
⊆
φ
(57)
Since the image of M under φ must be in O¯λ, we see that im(φ) ⊆ tλI. Thence, we indeed
have a commutative diagram
0 tλI M N 0
tλI .
=
φ
(58)
Hence, the exact sequence 0→ tλI →M → N → 0 splits. Thus, tλI is injective.
For the second part of the proposition, we employ the duality from Corollary 4.3. The proof is
now complete. 
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4.2 Injective Objects
As in the proof of Proposition 3.2, g′n and b
′
n denote h+ gn and h+ bn, respectively.
Proposition 4.5 Fix n ∈ Z>0. Suppose that In+1 is an injective object in O
g′n+1
b′n+1
. Then, the
restriction In := Res
g′n+1
g′n
(In+1) is an injective object in O
g′n
b′n
.
Proof Let 0 → Mn
ϕn
−→ Nn be an exact sequence in O
g′n
b′n
along with a homomorphism fn :
Mn → In of g
′
n-modules. Now, let p
′
n+1 denote the parabolic subalgebra p
′
n+1 = g
′
n + b
′
n+1. Take{
x±α |α ∈ ∆
+
}
∪
{
hβ |β ∈ Σ
+
}
for a Chevalley basis of g. We equip each object L in Og
′
n
b′n
with a
p′n+1-module structure by requiring that, for each b
′
n+1-positive root α of g
′
n+1 which is not a root
of g′n, xα · L = 0.
Note that U
(
g′n+1
)
is a free (whence flat) U
(
p′n+1
)
-module due to the PBW Theorem. Hence,
the parabolic induction functor U
(
g′n+1
)
⊗
U(p′n+1)
_ is exact, that is we have an exact sequence of
g′n+1-modules
0→ U
(
g′n+1
)
⊗
U(p′n+1)
Mn
ϕn+1
−→ U
(
g′n+1
)
⊗
U(p′n+1)
Nn , (59)
where the g′n+1-module homomorphism ϕn+1 is given by ϕn+1 := idU(g′n+1)
⊗ϕn. Then, we define the
g′n+1-module homomorphism fn+1 : U
(
g′n+1
)
⊗
U(p′n+1)
Mn → In+1 by setting fn+1(x⊗ v) := x · fn(v)
for all x ∈ U
(
g′n+1
)
and v ∈Mn.
Since U
(
g′n+1
)
⊗
U(p′n+1)
Mn and U
(
g′n+1
)
⊗
U(p′n+1)
Nn are objects in the category O
g′n+1
b′n+1
, we conclude
by injectivity of the module In+1 in O
g′n+1
b′n+1
that there exists a homomorphism of g′n+1-modules
ψn+1 : U
(
g′n+1
)
⊗
U(p′n+1)
Nn → In+1 such that fn+1 = ψn+1 ◦ ϕn+1. We then define ψn : Nn → In+1
by setting ψn(u) := ψn+1
(
1U(g′n+1)
⊗ u
)
for every u ∈ Nn. It is easy to see that fn = ψn ◦ ϕn and
that In = Res
g′n+1
g′n
(In+1) is an object in O
g′n
b′n
, whence In is injective in O
g′n
b′n
. 
Definition 4.6 Let λ ∈ h∗. Then, we say that λ is dominant if (λ+ ρ) (hα) /∈ Z<0 for all positive
roots α of g. We say that λ is almost dominant if (λ + ρ) (hα) ∈ Z<0 for at most finitely many
positive roots α of g.
Theorem 4.7 Let In ∈ O
g′n
b′n
for each n ∈ Z>0 be an injective object. Suppose that we have an
embedding In
ψn
−→ In+1 for every n. If the direct limit I = lim
−→
n
In is an object of O¯, then I is
injective in O¯.
Proof Let an injective homomorphism M
ϕ
−→ N and a homomorphism f : M → I be given.
Without loss of generality, we can assume that all weights of M , N , and I lie within λ+Λ for some
λ ∈ h∗. In particular, we can assume that the modules M , N , and I are generated by countably
many weight vectors.
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We suppose that N is generated by weight vectors u1, u2, u3, . . ., with the corresponding weights
µ1, µ2, µ3, . . .. Let Nn denote the gn-submodule Nn :=
n∑
i=1
U
(
g′n
)
· ui. Then, we define Mn as
ϕ−1 (Nn). Note that both Mn and Nn are objects in O
g′n
b′n
. By Proposition 4.5, for every m ≥ n,
Res
g′m
g′n
(Im) is an injective module in O
g′n
b′n
. Therefore, as I has finite-dimensional weight spaces, we
can assume without loss of generality that each In satisfies the condition dimK
(
(In)
µi
)
= dimK (I
µi)
for every i = 1, 2, . . . , n.
Let ϕn := ϕ|Mn and fn := f |Mn . From the definitions above, we have the diagram of objects of
Og
′
n
b′n
0 Mn Nn
In .
ϕn
fn (60)
Because the object In is injective, there exists a g
′
n-module homomorphism Fn : Nn → In such that
Fn ◦ ϕn = fn.
Write F 1n for the set of all maps Fn : Nn → In such that Fn ◦ ϕn = fn. Take V
1
n to be the
K-span of all vectors of the form
(
1, Fn (u1)
)
∈ K × Iµ1 , where Fn ∈ F
1
n . Then, V
1
n is a finite-
dimensional vector space for every n. Furthermore, we have V 11 ⊇ V
1
2 ⊇ V
1
3 ⊇ . . .. Hence, the
inclusion sequence above stabilizes at some n1 ∈ Z>0. That is, V
1 := V 1n1 = V
1
n1+1 = V
1
n1+1 = . . ..
Since F 1n is nonempty for every n, we conclude that V
1 is nonempty. As V 1 = V 1n1 , it must contain(
1, Fn1 (u1)
)
for some Fn1 ∈ F
1
n1
. We claim that, for every n ≥ n1, there exists Fn ∈ F
1
n such that
Fn (u1) = Fn1 (u1) =: v1 . (61)
To verify the claim above, we observe a trivial fact that F 1n is closed under unit linear com-
binations. That is, if Fn,1, Fn,2, . . . , Fn,k ∈ F
1
n , then
k∑
i=1
ti Fn,i ∈ F
1
n for every t1, t2, . . . , tk ∈ K
with
k∑
i=1
ti = 1. Therefore, if (1, u˜n) ∈ V
1
n , then u˜n =
k∑
i=1
ti Fn,i (u1) , for some t1, . . . , tk ∈ K
with
k∑
i=1
ti = 1 and for some Fn,1, . . . , Fn,k ∈ F
1
n , whence with Fn :=
k∑
i=1
ti Fn,i ∈ F
1
n , we have
u˜n = Fn (u1). In particular, for every positive integer n, v1 is in the image of Fn for some Fn ∈ F
1
n .
Now, suppose that v1, v2, . . . , vl have been obtained so that, for each n ∈ Z>0, there exists a
map Fn : Nn → In such that
Fn ◦ ϕn = fn and Fn (ui) = vi for every i = 1, 2, . . . , l . (62)
Let F ln denote the set of all U
(
g′n
)
-module homomorphisms Fn that obey (62). We proceed as
before. Take V l+1n ⊆ K × I
µl+1 to be the K-span of all vectors of the form
(
1, Fn (ul+1)
)
. Then,
V l+11 ⊇ V
l+1
2 ⊇ . . ., so that V
l+1 := V l+1nl+1 = V
l+1
nl+1+1
= . . . for some positive integer nl. Then, V
l+1
is nonzero and contains
(
1, Fnl+1 (ul+1)
)
for some Fnl+1 (ul+1). Then, we set vl+1 to be Fnl+1 (ul+1).
As before, using the fact that F l+1n is closed under unit linear combinations, we conclude that, for
every positive integer n, there exists Fn ∈ F
l+1
n for which Fn (ui) = vi for i = 1, 2, . . . , l + 1.
With known values of v1, v2, . . ., we can define F : N → I via extending the conditions
F (ui) = vi for every i = 1, 2, . . . . (63)
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This gives a well defined map as u1, u2, . . . generate N . By the construction, F ◦ ϕ = f , so that I
is injective. 
Theorem 4.8 Let λ ∈ h∗ be almost dominant. Then, there exists an injective hull I(λ) of the
simple module L(λ). In particular, if λ is dominant, then I(λ) = V(λ).
Proof For each positive integer n, we write Ln(λ) for the simple module in O
g′n
b′n
with highest weight
λ ∈ h∗ as in the proof of Proposition 3.2, and denote by In(λ) its injective hull I
(
λ; g′n, b
′
n, h
)
in
Og
′
n
b′n
. Similarly, Mn(λ) and Vn(λ) are, respectively, the Verma module M
(
λ; g′n, b
′
n, h
)
and the
co-Verma module V
(
λ; g′n, b
′
n, h
)
in Og
′
n
b′n
with highest weight λ.
We have2 ch
(
In(λ)
)
=
∑
µnλn
{
In(λ) : Vn (µ)
}
ch
(
Vn (µ)
)
. Using the finite-dimensional BGG
Reciprocity, we have {
In(λ) : Vn (µ)
}
=
[
Mn (µ) : Ln (λ)
]
. (64)
For each µ  λ, there exists nµ ∈ Z>0 (the existence of nµ can be proven via a formal character
argument) such that, for all n ≥ nµ, we have[
M(µ),L(λ)
]
=
[
Mn (µ) : Ln (λ)
]
. (65)
Because λ is almost dominant, there are finitely many µ  λ with µ ∈ W · λ. Furthermore, the
multiplicity
{
In(λ) : Vn (µ)
}
eventually stabilizes at the value
[
M(µ) : L(λ)
]
<∞.
We have a sequence of embeddings Ln (λ) → Ln+1 (λ) → In+1(λ). By Proposition 4.5,
Res
g′n+1
g′n
(
In+1(λ)
)
is injective in Og
′
n
b′n
. Since In(λ) is the injective hull of Ln (λ) in O
g′n
b′n
, there
exists an embedding In(λ)→ In+1(λ).
From the work above, we conclude that every weight space of I(λ) := lim
−→
n
In(λ) is finite-
dimensional. This means I(λ) ∈ O¯, whence I(λ) injective by the previous proposition. In partic-
ular, if λ is already dominant, then In(λ) = Vn (λ) for every n. Since the direct limit of Vn (λ) is
just V(λ), the claim follows. 
Theorem 4.9 For a fixed λ ∈ h∗ and µ  λ, L(µ) has an injective hull in O¯λ.
Proof The proof is similar to that of Theorem 4.7. We only need to show that the direct limit
Iλ(µ) := lim
−→
n
tλIn (µ) (66)
is in O¯λ, where tλ also denotes the truncation functor in O
g′n
b′n
with upper bound λ ∈ h∗. To this
end, we need to verify that Iλ(µ) has finite-dimensional weight spaces.
We say that two formal characters ξ and ζ satisfies ξ ≤ ζ if all coefficients of eλ in ζ − ξ are
nonnegative integers. By studying the formal character of tλIn (µ), it is easy to see that
ch
(
tλIn (µ)
)
≤
∑
ν∈[µ,λ]
{
In(µ) : Vn (ν)
}
ch
(
Vn (ν)
)
=
∑
ν∈[µ,λ]
[
Vn(ν) : Ln (µ)
}
ch
(
Vn (ν)
)
. (67)
2
Here, ch(M) denotes the formal character of an h-weight g-module M .
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The right-hand side of (67) is bounded as n→∞. Therefore, the direct limit Iλ (µ) is indeed an
object in O¯λ.
Since each In (µ) is an essential extension of Ln (µ) in O
g′n
b′n
, the truncation tλIn (µ) is also
an essential extension of Ln (µ) in
(
Og
′
n
b′n
)λ
. Thus, Iλ (µ) is indeed the injective hull of L(µ) in
O¯λ. 
4.3 BGG Reciprocity
In this subsection, we shall establish a version of BGG reciprocity for the category
(
O¯gb
)λ
for a
fixed λ ∈ h∗. To do so, we first note that every objectM of
(
O¯gb
)λ
is countable-dimensional. There-
fore, M can be generated by countably many weight vectors v1, v2, . . .. We setMn :=
n∑
i=1
U
(
g′n
)
·vi.
The injective hull of Mn in
(
Og
′
n
b′n
)λ
is denoted by In.
Since we have a g′n-module embedding Mn → Mn+1 and In+1 is injective as an object of(
Og
′
n
b′n
)λ
, there exists a g′n-module embedding In → In+1. The question is now whether the direct
limit I := lim
−→
n
In is in
(
O¯gb
)λ
; that is, we need to check whether the weight spaces of I are finite
dimensional.
Let µ ∈ h∗ be such that µ  λ. We want to find dimK (I
µ). To do this, we find a bound on
dimK (I
µ
n ). There are at most dimK (M
µ) indecomposable direct summands of In having µ as a
weight. We focus on one of such indecomposable direct summands. It is of the form tλIn (ξ) for
some ξ  µ (here, the g′n-module In(ξ), as well as Vn(ν), is as defined in the proof of Theorem 4.8).
The contribution to the weight space with weight µ of tλIn (ξ) can only come from its co-
Verma subquotients Vn (ν) with µ  ν  λ. Thus, we have an upper bound
dimK (I
µ
n ) ≤
∑
ξ
∑
ν∈[µ,λ]
{
tλIn (ξ) : Vn (ν)
}
dimK (Vn (ν)
µ) , (68)
where ξ runs over possible weights such that tλI (ξ) is an indecomposable direct summand of In
with µ as a weight, and [µ, λ] denotes the set
{
ν ∈ h∗ | µ  ν  λ
}
. By the BGG reciprocity, we
have
dimK (I
µ
n) ≤
∑
ξ
∑
ν∈[µ,λ]
[
Mn (ν) : Ln (ξ)
]
dimK (Mn (ν)
µ)
≤ dimK (M
µ)
∑
ν∈[µ,λ]
An(ν) dimK (M (ν)
µ) , (69)
where An(ν) is the maximum possible value of
[
Mn (ν) : Ln (ξ)
]
with ξ  µ.
We are now ready to prove the proposition below.
Proposition 4.10 If λ is an almost antidominant weight, then the truncated category
(
O¯gb
)λ
has
enough injectives (and so,
(
O¯gb
)λ
has enough projectives as well).
Proof If λ is almost antidominant, then µ is also almost antidominant. Therefore, there are finitely
many weights ξ ∈ h∗ such that ξ  µ. Thus, if A denotes the maximum of
[
M(ν) : L(ξ)
]
with
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ξ  µ and ν ∈ [µ, λ], we have from (69) that
dimK (I
µ
n) ≤ dimK (M
µ)
∑
ν∈[µ,λ]
An(ν) dimK (M (ν)
µ)
≤ A dimK (M
µ)
∑
ν∈[µ,λ]
dimK (M (ν)
µ) <∞ , (70)
whenever n is large enough. Ergo, there exists a universal bound for the dimension of the weight
space Iµn for all (sufficiently large) n. That is, dimK(I
µ) <∞ and the claims follows immediately.
Now, we want to show that, for any λ ∈ h∗ and µ  λ, the injective hull Iλ(µ) has a co-standard
filtration. We recall from the finite-dimensional theory that there exists a co-Verma filtration
0 = F 0n ( F
1
n ( . . . ( F
tn−1
n ( F
tn
n = I
λ
n (µ) , (71)
where Iλn (µ) denotes the g
′
n-module tλIn(µ). Since the highest weights of F
i
n/F
i−1
n are in the
interval [µ, λ], we have by BGG reciprocity that
tn ≤
∑
ν∈[µ,λ]
[
Mn (ν) : Ln (µ)
]
=
∑
ν∈[µ,λ]
[
M (ν) : L (µ)
]
<∞ (72)
for sufficiently large n. Thus, there exists a sequence (nk)
∞
k=1 of positive integers such that
n1 < n2 < n3 . . . and t := tn1 = tn2 = tn3 = . . . . (73)
Furthermore, as there are only finitely many weights υ ∈ W [λ] · λ with µ  υ  λ, we may
assume without loss of generality (due to the Pigeonhole Principle) that the highest weight ξnk [i] of
F ink+1/F
i−1
nk+1
is the same as the highest weight of F ink/F
i−1
nk
for every i and k. Denote by ξ[i] ∈ h∗
the common weight ξn1 [i], ξn2 [i], ξn3 [i], . . .. We need the following lemma.
Lemma 4.11 Let m,n ∈ Z>0 be such that m ≤ n. The Verma module Mm (λ) is a direct summand
of the Verma module Mn (λ), viewed as a g
′
m-module. Consequently, the co-Verma module Vm (λ)
is also a direct summand of the co-Verma module Vn (λ), viewed as a g
′
m-module.
Proof Let v be a highest-weight vector of Mn (λ). Let
{
x±α |α ∈ ∆
+
}
∪
{
hβ |β ∈ Σ
+
}
be a
Chevalley basis of g. Then,
Res
g′n
g′m
Mn (λ) = U
(
g′n
)
· v =
(
U
(
g′m
)
· v
)
⊕
(∑
α
U
(
g′n
)
· (x−α · v)
)
, (74)
where α runs over b′n-positive roots of g
′
n which are not roots of g
′
m, is a direct sum decomposition
of Mn (λ) as a g
′
m-module with a direct summand U
(
g′m
)
· v ∼= Mm (λ). To prove the co-Verma
version, we only need to apply the duality functor. 
Clearly, F 1nk is a co-Verma submodule of Ik := I
λ
nk
(µ) containing the socle of Ik. By the
lemma below, each F 1nk is unique as it contains the simple module U (gnk) · v[1]
∼= L
(
ξ[1]
)
, where
v[1] is a singular vector of the socle of Iλ(µ). Then, using Lemma 4.11, we have a embeddings
F 1nk → F
1
nk+1
, whose direct limit is simply the co-Verma module F 1 ∼= V
(
ξ[1]
)
, where ξ[1] is clearly
equal to µ.
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Lemma 4.12 Let n ∈ Z>0 and Mn ∈ O
g′n
b′n
. Suppose that a simple module Ln ∈ O
g′n
b′n
is a submodule
of Mn. Then, Mn has at most one co-Verma submodule Vn such that Ln ⊆ Vn ⊆Mn.
Proof Suppose that M has two co-Verma submodules Vn and V
′
n with Ln ⊆ Vn and Ln ⊆ V
′
n.
Take Nn := Vn + V
′
n. Then, Nn is indecomposable (as Vn and V
′
n are both indecomposable with
Vn ∩V
′
n ⊇ Ln ) 0). Hence, we have a short exact sequence 0→ Vn → Nn → Nn/Vn → 0. Dualizing
this exact sequence yields
0→ (Nn/Vn)
∨ → N∨n → V
∨
n → 0 . (75)
By Proposition 3.8, we see that this exact sequence must split. As N∨n is indecomposable, we
conclude that V ∨n = 0 or (Nn/Vn)
∨ = 0. Since Vn 6= 0, we must have Nn/Vn = 0, which leads to
V ′n = Vn. 
Suppose now that, for some positive integer l < t, the submodules 0 = F 0, F 1, F 2, . . ., F l
of Iλ(µ) have been determined with the property that F i is the direct limit lim
−→
F ink , where the
g′nk -modules F
i
nk
are submodules of Ik satisfying the following properties:
(i) 0 = F 0nk ( F
1
nk
( . . . ( F lnk ( Ik,
(ii) F ink/F
i−1
nk
∼= V
(
ξ[i]
)
for every i = 1, 2, . . . , l.
Then, we proceed by looking at the quotient Ik/F
l
nk
. Identify each u+F lnk ∈ Ik/F
l
nk
as an element of
I/F l via u+F lnk 7→ u+F
l ∈ I/F l (making Ik/F
l
nk
a g′nk-submodule of I/F
l). We have an embedding
V
(
ξ[l + 1]
)
→ Ik/F
l
nk
for each k. Let V l+1k be the K-span of all vectors v ∈ Ik/F
l
nk
⊆ I/F l such
that v is the image of a singular vector under an embedding V
(
ξ[l+1]
)
→ Ik/F
l+1
nk
. Hence, V l+1k is
a nonzero subspace of
(
I/F l
)ξ[l+1]
and V l+1k ⊇ V
l+1
k+1 for every k. Because
dimK
(
V l+1k
)
≤ dimK
((
I/F l
)ξ[l+1])
<∞ , (76)
there exists v[l + 1] + F l ∈
⋂
k∈Z>0
V l+1k which is a nonzero element of
(
I/F l
)ξ[l+1]
.
Now, by Lemma 4.12, we can show that there is a unique co-Verma submodule F¯ l+1nk of Ik/F
l
nk
containing the simple submodule U
(
g′nk
)
·
(
v[l + 1] + F l
)
. Then, the direct limit F¯ l+1 of F¯ l+1nk
must be a co-Verma module of highest weight ξ[l+1]. Let F l+1 be the preimage of F¯ l+1 under the
quotient map I → I/F l. Then, by induction, we have found a filtration
0 = F 0 ( F 1 ( F 2 ( . . . ( F t−1 ( F t = Iλ(µ) (77)
of Iλ(µ) such that each successive quotient F l/F l−1 is isomorphic to the co-Verma module V
(
ξ[l]
)
.
It can be easily seen that the number of times a co-Verma module V(ν) appears as a successive
quotient F l/F l−1 in (77) is independent on the choice of the co-Verma filtration. We use the
notation
{
Iλ(µ) : V(ν)
}
for the number of times that V(ν) appears as a successive quotient in
(77).
Let Pλ(µ) denote t∨λP(µ) =
(
tλI(µ)
)∨
. Then, by applying duality on the co-Verma filtra-
tion (77), Pλ(µ) has a Verma filtration
0 = T 0 ( T 1 ( T 2 ( . . . ( T t−1 ( T t = Pλ(µ) , (78)
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where each successive quotient T l/T l−1 is isomorphic to the Verma module M
(
ξ[t + 1 − l]
)
. In
particular, T t/T t−1 ∼= M(µ). The number of times that M(ν) appears as a successive quotient
T l/T l−1 in (78) is also well defined, and is denoted by
{
Pλ(µ) :M(ν)
}
.
Proposition 4.13 For every λ, µ ∈ h∗ with µ  λ, the injective object Iλ(µ) has a finite filtration
with successive quotients isomorphic to co-Verma modules. Furthermore, we have BGG reciprocity:{
Pλ(µ) :M(ν)
}
=
{
Iλ(µ) : V(ν)
}
=
[
M(ν) : L(µ)
]
=
[
V(ν) : L(µ)
]
, (79)
for all ν ∈ [µ, λ].
Finally, we note that, if λ is not almost antidominant, thenM(λ) is of infinite length and cannot
be written as a union of subobjects of finite length. This is because every submodule M of M(λ)
has a singular vector v 6= 0. The submodule N of M generated by v is then a Verma module with
highest weight µ  λ, which is not almost antidominant. Ergo, N is of infinite length, and so is M .
Thus, M(λ) has no submodules of finite length. In particular, this implies that M(λ) has trivial
socle.
The argument above shows that
(
O¯gb
)λ
is not locally artinian, whence this category is not
a highest-weight category in the sense of [4]. That is,
(
O¯g
b
)λ
is not a highest-weight category.
Combining this observation with the fact that
(
O¯gb
)λ
has enough injectives when λ is almost
antidominant, we conclude the following theorem.
Theorem 4.14 The category
(
O¯gb
)λ
is a highest-weight category if and only if λ is an almost
antidominant weight.
Open Question 4.15 For a weight λ ∈ h∗ which is not almost antidominant, does the category(
O¯gb
)λ
have enough injectives?
Definition 4.16 Let C be an abelian category with an abelian subcategory C˜ . An object I ∈ C is
injective relative to C˜ if, for any two objects X,Y ∈ C˜ and any monomorphism f ∈ HomC˜ (X,Y ),
every morphism g ∈ HomC (X, I) factors through f , i.e., there exists ϕ ∈ HomC (Y, I) such that
g = ϕ ◦ f . 
Theorem 4.17 Let R be a ring. Suppose that C and C˜ are abelian subcategories of the category
of left R-modules with C˜ being a subcategory of C . If M ∈ C˜ has an injective hull I in C˜ , then
for each object J ∈ C which is injective relative to C˜ , any embedding ι ∈ HomC (M,J) induces an
embedding ϕ ∈ HomC (I, J).
Proof We have an exact sequence 0→M → I of objects and morphisms in C˜ and a homomorphism
ι ∈ HomC (M,J). As J is injective relative to C˜ , there exists a map ϕ ∈ HomC (I, J) such that the
diagram below commutes:
0 M I
J .
⊆
ι
ϕ
(80)
We claim that ϕ : I → J is an embedding.
Let K := ker(ϕ). Since ϕ|M = ι due to commutativity of (80) and ι is an embedding, we must
have K ∩M = ker (ϕ|M ) = ker(ι) = 0. Because I is an essential extension of M , the condition
K ∩M = 0 implies that K = 0. Therefore, ϕ is injective. 
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Theorem 4.18 For λ ∈ h∗, the simple module L(λ) has an injective hull and a projective cover
in O¯ if and only if λ is almost dominant. In particular, this implies that O¯ does not have enough
injectives, and therefore, O¯ is not a highest-weight category.
Proof If λ is almost dominant, then Theorem 4.8 shows that L(λ) has an injective hull in O¯, and
by duality, it has also a projective cover. To prove the converse, we suppose on the contrary that λ
is not almost dominant but L(λ) has an injective hull I in O¯.
As λ is not almost dominant, there exists a sequence of weights (λi)
∞
i=0 with λi ∈W [λ] · λ and
λ = λ0 ≺ λ1 ≺ λ2 ≺ . . . . (81)
For simplicity, let Ii denote I
λi (λ) for i = 0, 1, 2, . . .. It is clear that I is injective relative to O¯λi
for each i. By Theorem 4.17, there exists an embedding of Ii into I.
Now, using Proposition 4.13, we know that each Ii has a co-Verma filtration
V(λ) = Fi[0] ( Fi[1] ( . . . ( Fi [ki] = Ii . (82)
Furthermore, as Ii ( Ii+1, we have k0 < k1 < k2 < . . .. For every j = 1, 2, . . . , ki, the successive
quotient Fi[j]/Fi[j − 1] is isomorphic to the co-Verma module V (µi[j]) for some µi[j] ∈ W [λ] · λ
with µj  λ. This implies dimK
((
Fi[j]/Fi[j − 1]
)λ)
≥ 1. Ergo,
dimK
(
Iλ
)
≥ dimK
(
Iλi
)
≥
ki∑
j=1
dimK
((
Fi[j]/Fi[j − 1]
)λ)
≥ ki (83)
for every i = 0, 1, 2, . . .. As lim
i→∞
ki = ∞, we conclude that dimK
(
Iλ
)
= ∞, which is absurd.
Hence, L(λ) does not have an injective hull in O¯.
Using duality, we also conclude that L(λ) does not have a projective cover in O¯. The theorem
follows. 
The theorem above is the reason why we need to truncate the category O¯. With truncation,
every simple object has an injective hull and a projective cover, and because of that, a version of
BGG reciprocity holds.
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