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Blast furnace slag is a non-metallic byproduct generated by the production of iron and 
steel in a blast furnace at temperatures in the range of 1400°-1600° C. The alkali 
activation of blast furnace slag has the potential to reduce the environmental impact of 
cementitious materials and to be applied in geographic zones where weather is a factor 
that negatively affects performance of materials based on Ordinary Portland Cement. 
Alkali-activated blast furnace slag cements have been studied since the 1930s due to its 
high compressive strength; they can exceed 100 MPa in 28 days. The low Ca/Si ratio in 
slag improves its resistance to aggressive chemical materials such as acids, chlorides and 
sulphates. Blast furnace slag is a highly heterogeneous material. It is well known that its 
chemical composition affects the physical properties of the alkali activated material, 
however there is little work on how these inhomogeneities affect the microstructure and 
pore formation. In this study we characterize slag cement activated with KOH using 
several methods: x-ray diffraction (XRD), transmission electron microscopy (TEM), 
scanning electron microscopy (SEM), x-ray microanalysis (EDS), and quantitative 
element mapping. Attention is focused on delineating the phases induced by the alkali 
activation, as these phases are important in determining the mechanical properties of the 
material. For the alkaline activated slag, we found four phases. One phase was the 
particles carried over from the unactivated slag, but with significant changes in the 
chemical composition. In addition, three other phases were found -- one is rich in 
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Acronyms, Abbreviation and Definitions 
BSE Backscattered Electron 
C-A-S-H Calcium Alumino Silicate Hydrate 
CH Calcium Hydroxide 
C-S-H Calcium Silicate Hydrate 
EDS Energy Dispersive X-Ray Analysis 
ESEM Environmental Secondary Electron Microscopy 
GGBFS Ground Granulated Blast Furnace Slag 
N-A-S-H Sodium Alumino Silicate Hydrate 
OPC Ordinary Portland Cement 
pH 
Potential of Hydrogen- scale of acidity from 0-14 tells how acidic or alkaline a 
substance is. Acids have a pH that is less than 7 while Alkalis have a pH than 
is greater than 7 
SEM Scanning Electron Microscope 
TEM Transmission Electron Microscope 
XRD X-Ray Diffraction 
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Chapter 1 - Introduction to Cement Concrete 
Overview 
This study includes six chapters: Introduction to cement, Alkali Activated Materials, 
Electron Microscopy, Methods, Results and Discussion, and Conclusions and future 
works. The introduction gives a brief background of cement industry. The second chapter 
is about alkali-activated materials. The third chapter provides a basic understanding of 
the electron microscopy and the different analyses used to characterize materials. Fourth 
chapter is about the methods that were used in this study followed by the results and 
discussion in the fifth chapter. Finally, chapter six is about conclusion and future work. 
 
1.1. Brief History of Cement Industry  
Buildings were first constructed by placing heavy rock blocks one on another where 
friction forces kept the blocks lying firmly, like the famous edifices in Mycenae. As the 
civilization developed, different binders started to be used. In Egypt, clay bricks were 
dried and linked with Nile clay without burning, which was an effective construction in 
dry climatic zone due to the materials´ low moisture content. In addition, ancient 
Egyptians applied plaster as mortar and decoration in pyramids in Giza in the period 
between 3400 to 5000 years BC. Later, around 300 years BC, Greeks and Romans 
introduced lime mortars to Egypt. 
Greeks and Romans used lime and mixed it carefully with sand to produce high-
density materials in their edifices. Volcanic deposits were also ground finely and mixed 
with lime and sand to increase mortar strength and durability to water and seawater.  To 
achieve this goal, Greeks implement volcanic tuff known as Santorin earth from Santorin 
island, while Romans used one of the best materials, pozzolana from Vesuvius mountain 
area, and blended it with lime and broken stone. Later, Romans applied bricks, porcelain 
and ground roofing-tiles instead of the natural pozzolana. Moreover, they defined the 
binders hardening by water reaction, which is known as hydraulic cement. After the 
Roman era, beneficial binder production declined, but later between the ninth to eleventh 
centuries, burned lime was used without any ceramic materials. 
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From the twelfth to the fifteenth centuries, the quality of mortars started to improve in 
which washed sand was used without any clay impurities. Starting from the seventeenth 
century, the hydraulic binders production influenced John Smeaton to discover the 
importance of mortar composed of lime burned from the raw material rich in clayey, 
which was equivalent to hydraulic lime discovery. James Parker from Northfleet, 
England produced Roman cement from burned marl and which later was produced from 
the raw materials around Boulogne in France. In 1818 L.J. Vicat published his results 
about the artificial hydraulic lime, which produced from burning inter-ground mixture of 
limestone and clay. On the other hand, Joseph Aspdin in 1824 presented the method of 
binder production from limestone and clay. It was named Portland cement because its 
color is similar to Portland stones in Isle of Portland, England. However, the limestone 
was burned at very low temperature and had a low quality. In 1845, Isaac Charles 
Johnson took advantage of the experiences of many predecessors in England and after 
multiple experiments he discovered the right proportion of limestone and clay using a 
high burning temperature.  
The production of hydraulic lime in Poland was used in a very early time. The lime 
mortar was used around 1828 for bonding of erratic boulders in the foundation of a textile 
factory. Moreover, an excellent quality of hydraulic lime with compressive strength equal 
15-50 MPa, was used in the construction of Augustowski Channel. The first cement plant 
in Poland was built thirty years later and started production in 1857. The cement 
production from Poland increased rapidly after 1884 and was exported all over the world. 
The progression also increased in 1920 and the new cement had a high strength with a 
low hydration heat. In Saturn Cement Plant, Poland, the durability of concrete was 
improved by adding siliceous fly ash to the cement. Later after the Second World War, 
the production and development of the cement industry increased for the period from the 
1948 to 1979. 
The chemical understanding of the cement was developing as the cement production 
progressed. However, the real revolution in the cement industry occurred as the French 
scientist Le Chatelier discovered the phase composition of Portland cement clinker and a 
hypothesis of hydration procedure. He found that the anhydrite cement components 
dissolve as in the gypsum process, and the solution became oversaturated in relation to 
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hydrates causing crystallization. In addition, the development of chemical understanding 
increased rapidly as more research methods have been introduced such as X-ray 
diffraction on the crystal lattice and electron microscopy, which helps in learning 
hydrates structure including the calcium silicate hydrate (C-S-H) phase. The German 
Leonor Michaelis made a significant contribution by explaining the advantage of 
colloidal process in cement hydration. On the other hand, Wilhelm Eitel justified the 
importance of silicate chemistry in his book “Silicate Science” in 1966 [1]. 
 
1.2. Cement Classification 
Cement is a powder mixed with water, together this forms a plastic mass that is easy 
to shape (paste) and it hardens gradually with time. In general, the name cement refers to 
Portland cement, but it is also given to more binding materials such as anhydrite and 
magnesium oxychloride. There are several kinds of cement classification based on 
several factors. The Romans established the first binder classification, which includes 
two categories. The first category is non-hydraulic which only sets in the air and requires 
drying. The second category is the hydraulic and it sets under water. However, the 
Roman classification is not sufficient enough when it is compared to durability 
classification. For instance, Paris’ plaster is not water durable despite the fact that it sets 
under the water, while lime with ash is cured in the moist air and gradually obtains 
hydraulic properties.  
Cement can also be classified based on its composition into three types: Portland, slag 
and Pozzolanic in which the last two have a high addition of slag and pozzolana 
respectively. At the end of 1970s, in Germany and France, new standards of classification 
have been introduced based on cement properties such as the rate of strength 
development (early strength), hydration heat and resistance degree to corrosion factors. 
Based on this classification there are two groups: with addition and without, where the 
users determine their interest and the producer decides what method can be used to fulfill 
the client demands. As a result, this classification in France led to a group of cement 
based on strength development rate and strength class, but not on the addition. For 
instance, Portland cement paste without addition has surface area of 280 m2/kg under the 
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suitable clinker phase composition, which is close to 340 m2/kg surface area of the 
cement paste with 30% fly ash addition. 
 European standards divided cement based on the quantity and kind of additive 
minerals. Moreover, cement can be classified into three types according to performance 
properties: class of cement, which is based on the strength of the mortar after 28 days of 
hardening; the rate of strength development after two days of hardening; and the setting 
time standards which are in the range 40-90 minutes and 6-8 or 10-12 hours. Heat of 
hydration and resistance to an aggressive environment are considered among the 
important cement properties. It is also worth mentioning, that phase composition was also 
used to classify cement as alite, alite-celite, and alite-aluminate and others. This 
classification is mostly used by chemists to define cement kind specifically in the case of 
special cements, which have properties outside the standards. 
In sum, the previous cements classification can be divided into: the properties of 
cement mix such as consistency, workability, setting time and water demand, and the 
cement properties during hardening process like the rate of strength development, heat of 
hydration, shrinkage and concrete durability [1]. 
 
1.3. Cement Basic Definitions 
Cement used in the industry has many different types but the most important one is 
Portland cement. It can be made purely from Portland cement or mixed with additive 
materials that have cementitious characteristics such as blast furnace slag from iron 
smelting or fly ash from coal fired electricity power station. These kinds of cements are 
called composite cements or blended cements. For better understanding the following are 
basic terminology in cement field. 
1.3.1. Cement: it usually means Portland cement or cement that is composed mainly of 
Portland cement mixed with other materials. 
1.3.2. Portland cement: a grey product formed by heating to a high temperature 
(around1450° C) limestone and clay in a kiln. The result will be grinded with gypsum to 
get a fine powder. 
1.3.3. Clinker: A nodular material that results from heating limestone and clay. These 
nodules have a diameter between 1 mm to 25 mm. 
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1.3.4. Aggregate: Sand, silt, pebbles, cobbles and gravel. 
1.3.5. Concrete: Material formed by mixture of cement, water and aggregate. 
1.3.6. Mortar: A material used to bond bricks and building stone and composed of 
cement and fine aggregate such as sand. 
1.3.7. Grout: A mixture of cement and fine material like sand used in wide applications 
[2]. 
 
1.4. Portland Cement Minerals 
It is important to understand that Portland cement is a result of heating a mixture 
of limestone and clay, or other materials that have similar composition and reactivity. 
Portland cement clinker is produced from firing a mixture of fine ground calcareous, 
siliceous components, alumina and iron at temperature of 1450° C. As a result, Portland 
cement clinker consist of four main phases (or minerals): alite, belite, aluminate, and 
ferrite. Cement hardening results from the reaction between water and the four phases. 
1.4.1. Alite 
Alite constitutes 50-70% of all Portland cement clinkers. It is tricalcium silicate 
Ca3SiO5, a short term of 3CaO.SiO2, modified by ionic substitutions in composition and 
crystal structure. In cement chemistry, the CaO term is shortened to C and the SiO2 to S, 
so the compound becomes C3S. Alite crystals are elongated and hexagonal in shape with 
20 µm-60 µm in length. Alite is strongly hydraulic and is considered the most important 
phase in Portland cement due to the quick reaction with water and the strength 
development at ages up to 28 days. 
1.4.2. Belite 
Belite is 15-30% of Portland cement clinkers, a dicalcium silicate Ca2SiO4, 
modified by ionic substitutions. Belite crystals are rounded in shape with 10 µm – 30 µm 
across. It reacts slowly with water and has little contribution to the strength during the 
first 28 days. However, the strength increases at later ages, where the strength from alite 




Aluminate composes 5-10% of Portland cement clinkers. It is tricalcium 
aluminate Ca3Al2O6 that is modified by ionic substitutions. Aluminate is considered as 
the most reactive constituent of clinker because it reacts quickly with water causing 
undesired setting, unless a set-controlling agent is added such as gypsum. However, it 
does not have a major contribution to Portland cement strength. 
1.4.4. Ferrite 
Ferrite is about 5-15% of Portland cement clinkers. It is tetracalcium 
aluminoferrite Ca2Al2Fe2O10. Ferrite is modified in composition by Al/Fe ratio and ionic 
substitution. It reacts with water at a high rate at early age and a low rate at later ages [2]. 
 
1.5. Hydration of cement 
The process in which cement reacts with water is called hydration. A solid mass 
composed of gel and crystalline materials is formed in the reaction, which binds together 
producing a cement mix. The mixture of cement and water after setting and hardening 
occurs is called “paste”. In this process, setting means stiffening within few hours 
without any significant development of compressive strength, while hardening is a slower 
process in which a significant compressive strength is developed.  
The main reactants in this process are three:  
1. Alite, belite, aluminate, ferrite, alkali sulfates, and free lime, from the clinker. 
2. Interground gypsum with the clinker. 
3. Water.  
 
As a result of the reactions, the main products are:  








Cement hydration produces different products based on the cement minerals. Alite 
and belite hydration results in calcium silicate hydrate gel and more calcium hydroxide 
from alite and less from belite. On the other hand, aluminate and ferrite hydration 
produces ettringite, but aluminate requires presence of sufficient sulfate for this product. 
1.5.1. Hydration Products 
 As mentioned previously the main hydration products are: 
Calcium Silicate Hydrate (C-S-H): C-S-H is an amorphous gel that is formed as a result 
of the alite and belite hydration. The dashes in C-S-H indicate that there is no specific 
ratio of C, S and H. The ratio of calcium to silicon in Portland cement is variable. For 
instance, in belite the ratio is 2:1 while in alite the ratio is approximately 3:1. Therefore, 
alite hydration result in excess calcium oxide that produces calcium hydroxide by 
reacting with water. Calcium silicate hydrate is the main component that develops cement 
strength. 
 
Ettringite: it is formed when cement and water are mixed in which the aluminate reacts 
with dissolved calcium sulfate. Ettringite first forms as thin rods with a micron in length 
crystals that grows later to 5 µm -10 µm if enough water is available. The crystals of 
ettringite have a significant role in cement setting but do not have a high contribution in 
cement compressive strength. 
 
Monosulfate:  Monosulfate is the short name for calcium monosulfate aluminate hydrate 
phase that forms after 1-3 days in concrete mixes. Monosulfate is similar to ettringite in 
being a hydrated product that contains calcium, aluminum, and sulfur, but the proportions 
are different. Moreover, monosulfate are thin platelets that have a few microns across. 
 
Monocarbonate: Monocarbonate is the product of fine limestone with cement pore fluid.  
 
Calcium hydroxide (CH): Calcium hydroxide is a product of alite hydration, and is also 
formed from the hydration of the free lime in the cement. Hexagonal plates with 1 µm-20 




AFm and AFt Phases: AFm is abbreviation for alumina, ferric oxide, mono-sulfate in 
(Al2O3-Fe2O3-mono), a group of calcium aluminate hydrates such as monosulfate, 
monocarbonate, and hemicarbonate. On the other hand, AFt is abbreviation of alumina, 
ferric oxide, tri-sulfate in (Al2O3-Fe2O3-tri), a group of calcium sulfoaluminate hydrates 
such as ettringite [2]. 
1.5.2. Hydration of Cement and Microstructure 
The water cement ratio w/c is the most important factor that affects porosity and 
permeability in cement hydration. As a result the water cement ratio affects the concrete 
strength, resistance to water, frost attack and leaching. Water-cement ratio in cement is in 
the range between 0.3 and 0.7. When the ratio increases, the porosity in the paste of the 
cement increases, which creates a weak and permeable paste and low compressive 
strength. 
 
1.6. Composite Cements 
Composite cements are hydraulic cements that contain Portland cement and reactive 
inorganic materials that improve the cement hydration such as fly ash, blast furnace slag, 
and limestone. The reactive materials are described as mineral additions or as a 
supplementary cementitious material. The mineral additions have been integrated in 
cement blends for economical and performance improvement. Fly ash and blast furnace 
slag both are byproducts from other processes. Fly ash is an example of pozzolanic 
mineral addition, which does not react with water. It requires lime or cement to react with 
water and form calcium silicate hydrate. On the other hand, slag is considered as latently 
hydraulic due to the lack of reactivity in water, while it reacts when activated by an 
alkaline material. Mineral additions increase calcium silicate hydrate in the hydration 
product. Consequently, the final concrete strength increases compared to mixes that only 
contain Portland cement. This thesis research focuses on blast furnace slag composition. 
 
1.7. Ground Granulated Blast Furnace Slag (GGBFS) 
 Slag is a byproduct of iron smelting at 1350-1550°C. Limestone is added during 
smelting to react with materials rich in silica (SiO2) and aluminum oxide (Al2O3) in the 
iron ore. If the molten slag is cooled slowly, it produces unreactive crystalline material 
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with no cementing properties, which is used as an aggregate. On the other hand, when the 
molten slag is cooled rapidly by spraying with high-pressure water, it forms slag that is 
composed of a calcium aluminosilicate glass with some crystalline phases that can be 
used in concrete. Later, when the slag is dried and ground, it is called ground granulated 
blast furnace slag, which is about 95% amorphous. When slag is used as mineral 
addition, it comprises 20%-70% of the cementitious material. 
Slag suitability for use as mineral addition in composite cement depends on the 
reactivity of the materials that can be controlled by the composition of the amorphous 
fraction and the particle size. Both fast and slow cooled slags of high amorphous content 
have the same composition, however the composition of the amorphous fraction is 
different due to the different rate of changes during cooling as crystals formed from the 
molten slag. Therefore, the amorphous fraction of the two slags has different reactivities. 
1.7.1. Slag Strength 
In general, slag has lower early strength because of the slower reaction of the slag. 
After seven days, strength starts increasing until one year where 50-70% of the slag may 
have reacted depending on many factors such as the water/solid ratio, the proportion of 
slag, reactivity of slag, curing temperature, and formation of C-S-H phase. 
1.7.2. Slag Permeability and Durability 
Slag cement has higher durability as a result of the lower permeability to water 
comparing with Portland cement. Accordingly, sulfate and chloride penetration will be 
low which leads to less sulfate attack or chloride induced steel corrosion. Moreover, slag 
decreases the expansion that results from alkali silica reaction considering that slag 
hydration reduces the calcium hydroxide content and the alkalinity of the cement pore 
fluid. However, low expansion depends on several factors that include the alkali content 
of cement and slag, the degree of hydration, and the proportion of cement and slag. 
1.7.3. Slag hydration Temperature 
Slag hydrates slower than Portland cement due to the lower reactivity. Hydration 
temperature of composite cement that contains slag in small pores is lower than Portland 
cement mix, while in large pores slag reacts faster due to the high temperature. However 
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if the slag portion is higher, that requires reducing the temperature below Portland cement 
mix temperature. 
1.7.4. Slag Hydration Products 
Hydration products in composite cement that contains Portland cement and slag 
are similar to Portland cement. However, there is more C-S-H and less CH. The Si/Ca 
ratio in C-S-H is higher due to the additional alumina from slag hydration. There is also a 
hydrated and carbonated aluminum magnesium hydroxide called hydrotalcite that is 

















Chapter 2 - Alkali Activated Materials 
2.1. Introduction to Alkali Activated Materials 
 Alkali activated materials have been known as an alternative to ordinary Portland 
cement (OPC) due to the environmental benefits.  Portland cement is the main material 
widely used in concrete since it was invented in the early 1800s. However, this industry 
is one of the major contributors to the global warming due to the carbon dioxide CO2 
emission [1]. In general, the production of one ton of OPC, releases one ton of carbon 
dioxide. Cement production contributes at least 5-8% of global carbon dioxide emission 
because it requires high temperature for limestone (calcium carbonate) decomposition to 
generate reactive calcium silicate and aluminate phase [3]. Reaction 1 shows the emission 
of carbon dioxide at the decarbonation of calcium carbonate by calcination at 900°C 




 𝐶𝑎𝑂 + 𝐶𝑂! (1) 
  
 In this respect, alkali activated materials have been developed as a new kind of 
inorganic cementitious binders similar to OPC [3][4]. Alkali activated materials are a 
broad classification that include all binder systems which are produced by the reaction 
between an alkali metal source and a solid silicate powder. This solid silicate can be a 
calcium silicate as in alkali activation, or aluminosilicate rich precursor such as a 
metallurgical slag, fly ash, and natural pozzolan. The type of alkali activator and the 
aluminosilicate powder plays a significant role in the product properties. The alkali 
activator supplies alkali metal cations, raises the reaction mixture pH, and accelerate the 
dissolution of the solid precursor [3]. There are four kinds of alkali activators: alkali 
hydroxide, alkali silicate, alkali carbonate and alkali sulfate. 
1. Alkali Hydroxides: alkali hydroxide is very corrosive and is a strong base 
composed of metal alkali cation and hydroxide anion. The metal cation can come 
from sodium (Na), potassium (K), lithium (Li), rubidium (Rb) or cesium (Cs). 
However, sodium hydroxide (NaOH) and potassium hydroxide (KOH) are the 
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most common alkaline solutions due to the low cost, suitability to activate the 
binders, and high solubility in water [5]. 
2. Alkali Silicates: alkali silicate is an important activator to a binder similar to 
alkali hydroxide, where the metal cations come from sodium and potassium. 
Sodium silicate Na2SiO3 and potassium silicate K2SiO3 are widely used in the 
activation process due to the suitability and solubility[5].  Alkali silicates can be 
used alone or combined with alkali hydroxide as in the Puertas et al. study in 
which blast furnace slag was activated by this combination and showed a lower 
reaction product of Al/Si molar ratio compared with the one obtained by using 
only NaOH [6]. 
3. Alkali Carbonates: alkali carbonate is known as M2CO3 where M refers to alkali 
metals. Glukhovsky wrote the first study of using alkali carbonates in 1959, when 
he described the possibility of reaction between aluminosilicate raw materials and 
alkaline compounds. The advantage of using alkali carbonate is the lower impact 
on the greenhouse. Sodium carbonate is the most familiar alkali carbonate, while 
potassium and other metal carbonate are not as commonly used as an alkali 
activator [5].  
4. Alkali Sulfate: alkali sulfate is known as M2SO4 where M is any alkali metals. 
Similar to alkali carbonate, sodium sulfate is the only suitable alkali activator that 
can be used with aluminosilicate binders. Moreover, sodium sulfate consumes less 
energy compared to other types of alkali activators.  
 During the past decades, alkali activated cement has shown a high strength and 
durability and low energy cost compared to Portland cement [7]. The first use of alkali as 
a cementitious materials dates back to 1930 by the German cement chemist Kuhl where 
the reaction of an alkali source with an alumina and silica-containing solid forms a solid 
material comparable to hardened Portland cement. In 1940, Purdon tested over than 30 
different blast furnace slags activated by NaOH solutions as well as by combination of 
different alkaline salt. Purdon noticed the enhanced tensile and flexural strength of slag 
alkali cement compared to the Portland cement [3]. In 1957, Prof. Glukhovsky of Kiev, 
Ukraine, produced binders using low calcium, calcium free aluminosilicate clays and 
alkali metal and called it soil cements. These binders can be divided into two groups 
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based on the composition of starting materials: alkaline binding system M2O-M2O3-SiO2-
H2O, and alkaline-earth alkali binding system M2O-MO-M2O3-SiO2-H2O, where M is 
either Na or K [8].  
 In the1960s a shortage of OPC in the former Soviet Union led the Kiev team to 
involve in the construction of building and roads using alkali activated blast furnace slag. 
These structures have shown high durability [9]. Davidovits produced binders by mixing 
alkalis with mixture of kaoline, limestone and dolomite in France 1981. Due to the 
polymeric structure, these binders are called geopolymer [7].  
 In 1985, the United States Army published a report that indicated the potential 
value of alkali activation technology as a material to repair concrete runaways [3] . Pavel 
Krievenko in 1986 published the results of the physical and mechanical properties of 
concrete prepared using alkali activated slag [10].  Further studies by Krivenko in 1994 
showed that alkalis and alkali metal salts react in an alkaline medium with clay minerals 
with aluminosilicate glasses and form a water resistant hardened alkali or alkali alkaline 
earth hydroaluminosilicates [7].  
 In 1999, A. Palmo published the first article about the possibility of producing 
competitive cement by alkali activated fly ash from coal-fired steam power plants. In 
2002, Van Deventer from University of Melbourne organized a conference on 
geopolymer [7]. Then in 2005, the fourth international conference was held in France 
while Australia organized a workshop on geopolymer. Later in 2006, Krivenko with D. 
Roy and C. Shi, published the first book about alkaline activation [10]. 
 
2.2. Microstructure of Alkali Activated Materials 
 Many of the alkali activated materials’ properties such as strength and durability 
depend on the changes of the microstructure of the materials [11] . The microstructure of 
alkali activated materials strongly depends on the available calcium content of 
precursors; high calcium systems such as alkali activated blast furnace slag has calcium 
aluminosilicate hydrate (C-A-S-H) gel, while low calcium system such as fly ash has 
sodium aluminosilicate hydrate (N-A-S-H) gel [12][13] . In 1993, Richardson et al. used 
NMR with electron energy loss spectroscopy (EELS) carried out in the transmission 
electron microscope to locate aluminum substituting in C-S-H gel in the hydrated slag 
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[14]. Later in 1994, they studied activated slag with KOH solution, and found 
hydrotalcite in pastes at ages of 8 years. Moreover, aluminum was predominantly in 4-
fold coordination and substitutes for silicon only in the tetrahedral bridging, and 
concluded that the C-S-H gel found in the material was related to the gel in the Portland 
cement and the C-S-H gel was rich in Mg/Al phase [15][16]. 
 Wang and Scrivener between 1993 and 1995 studied the morphologies of NaOH- 
and sodium-silicate-activated slag cement pastes using the scanning electron microscope 
(SEM) and backscattered electron (BSE) imaging, and they observed the hydration 
products in NaOH-activated slag cement in the first day. The development of this 
crystallized hydration product with time was indicated by the x-ray diffraction analysis. 
Furthermore, unhydrated slag particles were clearly observed in the material’s BSE 
images after one year of hydration [17]. According to Roy and Silsbee’s microstructure 
study in 1994, C-S-H formed in alkali-activated slag similar to the C-S-H found in the 
ordinary Portland cement. However, the CaO/SiO2 ratio is lower in the slag than the ratio 
in Portland cement [18].  
 Song and Jennings found that the pH of NaOH-activated blast furnace slag affects 
the solubilities of Si, Ca and Mg. The concentration of Si and Al increases with high pH, 
but it decreases Mg and Ca. The main hydration phase products in this case were 
identified by x-ray diffraction (XRD) as C-S-H and hydrotalcite [19]. In 2000 Song et al. 
studied the hydration of ground granulated blast furnace slag in a controlled pH 
environment and activated with NaOH, they found that the rate of reaction depends on 
the pH. The main product was C-S-H, but there was observation of hydrotalcite in the 
pastes with higher pH at later stages of hydration. The microstructure of the pastes was 
observed in an environmental secondary electron microscopy (ESEM). The pastes were 
very smooth and homogenous and the pores between grains were isolated from others 
[20] . 
 In 2003, Wang et al. used energy dispersive x-ray analysis (EDS) to analyze the 
chemical composition of platy crystals, rims and bulk pastes in NaOH-activated slag, and 
detected fairly distributed amount of Al, Mg and Na. Mg/Ca and Al/Ca ratios for the rims 
and bulk indicated that both pastes consist of C-S-H with small crystals of hydrotalcite-
type phase. BSE images showed more of the hydrotalcite-type phase around unhydrated 
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slag particles in rims than in the bulk paste [21]. In 2016, Severin et al. conducted an 
SEM study of alkali activated ground granulated blast furnace slag GGBFS based 
materials. The study was to analyze the influence of the nature of the alkali activating 
agent and the chemical composition of the raw materials which indicated that the samples 
with higher amount of GGBFS in their composition are more homogenous, less porous 



























Chapter 3 - Electron Microscopy 
It is important to discuss imaging with electron optics in order to understand the basic 
concepts of TEM and SEM. 
3.1. Imaging with Electron Optics 
Electron optics are similar to light optics in which individual electrons leave an 
object and are focused into an image similar to visible-light photons. However, electrons 
are strongly scattered and absorbed by materials like glass. Instead, we can apply electric 
or magnetic fields to deflect or focus an electron beam, as convex lenses do for light 
photons.  
3.1.1. Electrostatic Lenses 
The simplest example of an electric field is the uniform field generated between 
two parallel conducting plates, which has a constant force that deflects, but does not 
focus, an electron beam regardless of its path. Therefore, to form the basic electrostatic 
lens, a ring-shaped conducting electrode, centered about the optical axis, is connected to a 
negative potential. When an electron passes along the optic axis, it will be repelled 
equally from all directions on the electrode, which means no deflection. On the other 
hand, an off-axis electron will be repelled by the negative charge that is closest to it and 
deflected back toward the axis. The deflection angle is proportional to displacement from 
the optical axis. Two additional electrodes are placed before and after the original 
electrode, to limit the extent of its the electric field. As shown in Figure1, both the 
electrodes and the electric field have axial symmetry to guarantee that the focusing power 




Figure 1. Emitted electrons from electron source are accelerated through a 
potential difference V0 towards an anode [23]. 
3.1.2. Magnetic Lenses 
When electrons are moving through a magnetic field, a magnetic force tends to 
change electron’s direction, unless these electrons are travelling parallel to the magnetic 
force direction. Therefore, a magnetic field can be considered as a magnetic lens because 
it has the same effect on electrons as a convex lens affects light rays. 
 
 In electron microscopes, the magnetic lenses may use permanent magnets or a 
magnetic field from a coil that carry a direct current. As in the electrostatic lenses, a 
uniform field deflects an electron but does not focus it. Therefore, we need an axial 
symmetric field to focus the electron in which the acting force varies in both direction 
and magnitude according to electromagnetic theory: 
 
𝑭 = − 𝒆 ( 𝝂 × 𝑩 ) (2) 
 
where 𝑭 is force vector, − 𝒆 is the negative charge of the electron, 𝝂 is electron velocity 
vector, and 𝑩 is the magnetic field. 𝑭 is perpendicular to both 𝝂 and 𝑩, so it has no 
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component in the direction of motion which means that the magnitude of the electron 
velocity 𝝂 is constant all the time. However, the magnetic force changes its direction 
because the magnetic field 𝑩 changes its direction continuously. The magnitude of the 
force 𝑭 is given by: 
𝑭 = 𝒆 𝝂 𝑩 sin(𝜺) (3) 
 
where 𝜺 is the angle between 𝑩 and 𝝂 at the electron’s location. The force 𝑭 changes 
continuously as a result of changes in the magnetic field 𝑩 whenever an electron passes 
through it. If an electron travels along the coil axis (𝜺 = 0), 𝑩 and 𝝂 will have the axial 
direction and 𝑭 = 0 at all points. Consequently, no deviation of the ray path from a 
straight line, which indicates that the symmetry axis of the magnetic field 𝑩 is the optical 
axis. 
For non-axial trajectories, electron motion is not simple. To simplify this 
complicated motion, Newton’s second law (𝑭 =𝒎 𝐝𝝂/𝐝𝒕) is used along with 𝝂 and 𝑩 
vector components in cylindrical coordinates: 𝑧, 𝑟 which is the radial distance away from 
the 𝑧-axis, and 𝜙, the azimuthal angle which represents the direction of the radial vector 𝑟 
relative to the plane of the initial trajectory. Figure 2-a shows 𝑣! , 𝑣! , 𝑣! are the axial, 
radial and tangential components of electron velocity. 𝐵!  and 𝐵!  are the axial and 
tangential components of the magnetic field. Therefore, the axial, radial and tangential 
components of the magnetic force on an electron can be written as: 
 
𝑭𝒛 = 𝒆 ( 𝒗𝝓𝑩𝒓) (4) 
𝑭𝒓 = −𝒆 (𝒗𝝓𝑩𝒛 ) (5) 





Figure 2. (a) Magnetic flux lines produced by a short coil with trajectory of an 
electron from an axial object point O to the image point I. (b) The rotation angel 
Φ, for an extended image produced at I, of the plane of the electron trajectory 
[23]. 
 
 When an electron enters the field at an angle 𝜃, the main component is 𝐵! and 
predominant force comes from the term 𝑣!𝐵!  in 𝐹! equation. 𝐵! is negative since the 
field lines approach the 𝑧-axis, which leads to a positive 𝐹!, meaning that the tangential 
force is clockwise. Once the electron approaches field center (z = 0), 𝐵! magnitude 
decreases while the second term 𝑒 (𝐵!𝑣!) increases. As a result of both terms in the third 
equation, the electron starts to spiral through the field, and increases the tangential 
velocity 𝑣! directed out of the plane. Moreover, a new force 𝐹! resulting from tangential 
component starts to act on the electron. This force according to 𝐹!  equation is negative 
(toward the z-axis), which gives a focusing action. Therefore, the non-uniform magnetic 
field acts like a convex lens. 
Since the radial force 𝐹! toward the axis is large, the radial motion of the electron 
will be reversed and the electron will approach the z-axis. The second term in 𝐹! 
equation will be negative because 𝑣! becomes negative. So when the electron passes the 
center of the field (𝑧 = 0), the field lines diverge leading to a positive 𝐵! and the first 
term in 𝐹!  equation remains negative. Therefore, 𝐹!  will be negative which means 
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reversed direction and the tangential velocity declines as shown in Figure 3-b. As the 
electron leaves the field, its spiraling motion is diminished to zero and the electron is 
travelling in a rotated plane relative to its original 𝑥 − 𝑧 plane as shown in Figure 2-b. 
Figure 2-a represents the electron radial distance 𝑟 as a function of its axial distance 𝑧, 
but it does not show the rotation effect to allow using two dimensions for more 
convenience. However, it is essential to remember the rotational component of the 




Figure 3. The behavior of the radial r, axial z and azimuthal Φ components. (a) 
magnetic field, (b) force on electron, (c) electron velocity as a function of z-
coordinate of an electron going through electron lens shown in Figure 2-a [23]. 
The overall velocity of an electron in a magnetic field remains constant, and 
according to Figure 3-c, the tangential 𝑣! and radial 𝑣!  components of velocity indicates 
that the axial part 𝑣! must decrease.  However, 𝐹! equation predicts a negative force 
acting in the −𝑧 direction for 𝑧 < 0 𝑏𝑒𝑐𝑎𝑢𝑠𝑒 𝐵! < 0.  As the electron passes the center 
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of the lens,  𝐹! ,𝐵!  𝑎𝑛𝑑 𝑧  become positive and axial component 𝑣!  of the electron 
velocity increases to its initial value. 
 The radial component of magnetic field 𝐵! plays a significant role in electron 
focusing. If a long coil (solenoid) were used to generate the magnetic field, the radial 
component 𝐵! would be only present at either end in the fringing field. The uniform field 
in the solenoid can only focus electrons come from a point source but not a broad beam 
of electrons. As a result, a short magnetic field is generated by partially enclosing the 
current carrying coil by ferromagnetic material such as soft iron, which carries most of 
the magnetic flux due to its high permeability. As shown in Figure 4-a, there is a gap 
filled with nonmagnetic material in the magnetic circuit where the flux lines appear 
inside the internal bore of the lens. A ferromagnetic polepiece of small diameter is used 
to increase and concentrate the magnetic field as depicted in Figure 4-b.  A relatively 
large coil that has multiple turns of wire and carries a few amps of direct current is used 
to generate a strong magnetic field up to about 2 Tesla in each lens gap. Moreover, water 




Figure 4. (a) Ferromagnetic soft iron to concentrate magnetic field within a small 




3.2. Transmission Electron Microscope (TEM) 
The transmission electron microscope has the ability to magnify images of a thin 
specimen with magnification range between 103 and 106. Moreover, the TEM provides 
electron-diffraction patterns to analyze the properties of crystalline specimen. TEM is 
also used to characterize crystalline specimen’s properties. An electron optical system 
including an electron gun and several magnetics lenses are the basic components of any 
electron microscope. The electron microscope can be divided to three sections. The first 
section is the illumination system, which includes electron gun and condenser lenses. The 
second section is specimen stage where the specimen is held stationary or intentionally 
moved. The last section is the imaging system, which has several lenses to acquire a 
magnified image on a fluorescent screen or a monitor screen. The three components, the 
illumination system, specimen stage, and imaging system, are usually called the column 
of the microscope. 
3.2.1. The Illumination System 
The Electron Gun  
The electron gun consists of an electron source (cathode) that has a high negative 
potential, and an electron-accelerating chamber. The electron source can be one of three 
types that operate on different physical methods: thermionic emission, Schottky emission 
and field emission. 
Thermionic Emission 
In thermionic emission, the electron source has a V-shaped filament made of 
tungsten wire, spot-welded to straight-wire leads which are mounted in a glass or ceramic 
socket as shown in Figure 5. This alignment allows exchanging the filament easily when 
it burns out. When a direct current heats the filament to around 2700K, the tungsten starts 




Figure 5. Thermionic electron gun [23]. 
 Figure 6. demonstrates the thermionic emission using an electron diagram where 
x-axis represents distance from tungsten surface and y-axis shows the energy E of an 
electron. Within the tungsten, all electrons of highest energy (conduction electrons) are 
located at the Fermi energy 𝐸!. These electrons carry the electrical current through a 
metal. In general, they cannot escape from the surface because of the work function 𝜙, 
which is the energy below the vacuum level that represents the energy of a stationary 
electron, located a short distance outside the surface. At the metal-vacuum surface, when 
an electron leaves the metal, it generates electric field lines that terminate on positive 
charge and reduced electron density at the metal surface. As a result, an electrostatic 
force will be provided toward the surface, which decreases as the distance increases. 
Consequently, the electric field and the electron’s potential energy weaken gradually 
outside the surface. When the cathode temperature increases, atoms vibrate with 
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increased amplitude. However, the conduction electrons are in thermodynamic 
equilibrium with the atoms so they share this thermal energy.  A small fraction of these 




Figure 6. Electron energy-band diagram of a metal where no electric field is 
applied [23]. 
 The rate of the electron emission is represented as a current density 𝐽!  (in A/m2) 
by Richardson’s law: 




Where 𝑇 is the absolute temperature of the cathode (in degrees K), 𝐴 is the Richardson 
constant, which depends only on cathode material but not its temperature (𝐴 ≈
10! A m!!K!!), 𝑘 is Boltzmann constant (1.38 ×10!!" J/K),  𝑘𝑇 is approximately the 
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mean thermal energy of an atom, 𝜙 is the work function. When the temperature 𝑇 
increases, the current density remains very low in spite of the 𝑇!   because the main affect 
of temperature comes from the exponential function. This effect occurs once the 𝑘𝑇 value 
reaches a few percent of the work function. The tip of the v-shaped filament has the 
highest temperature where most of the emission occurs. Despite the high work function 
of the tungsten (𝜙 = 4.5 𝑒𝑉), its high melting point allows the filament to reach high 
temperatures of 2500-3000 K in vacuum while maintaining its chemical stability. As a 
result, tungsten does not interact with the residual gases in a very low vacuum (pressure < 
10-3 Pa). Any chemical reaction can cause emission surface contamination. 
 Materials with low work function such as lanthanum hexaboride LaB6 (𝜙 =
2.7 𝑒𝑉) are a preferred alternative to tungsten filament. LaB6 filament is formed as a 2 
mm long rod and diameter less than 1mm with a sharpened tip where electrons are 
emitted. LaB6 crystal is attached onto a carbon strip or in between wires where current 
flow through it. Unlike tungsten, LaB6 gets contaminated when it reacts with oxygen 
traces, so a higher vacuum (pressure < 10-4 Pa) is needed for the electron gun. In addition, 
LaB6 is expensive compared to a tungsten filament but it last longer if the temperature 
increases slowly to avoid thermal shock and mechanical fracture. LaB6 electron beam can 
be focused onto smaller area than tungsten to provide brighter magnified images. 
 The electron gun contains also a metal electrode called Wehnelt cylinder that 
surrounds the filament leaving a small hole where the electron beam can emerge. It can 
also be removed to change the tungsten filament or LaB6 crystal. Wehnelt cylinder is 
more negative than the cathode to control the emission current. The negative potential 
plays an important role to prevent electrons from leaving the cathode unless they are only 
emitted from the tip of the cathode right above Wehnelt cylinder hole which has less 
negative electrostatic potential.  As the magnitude of the negative bias increases, the 
emitting area and emission current 𝐼! decreases. Wehnelt bias can be controlled by either 
a voltage power supply or by inserting a bias resistor between the filament and the 






 In the thermionic emission, an electrostatic field is applied to the cathode surface 
in order to increase electrons number. As a result, a Schottky effect occurs in which the 
potential barrier height is decreased by Δφ. Therefore, the emission-current density 𝐽! is 
increased by a factor exp (∆𝜙 𝑘𝑇) usually a factor of 10. In a Schottky source, a pointed 
crystal of tungsten is attached to a v-shaped tungsten filament and coated by zirconium 
oxide (ZrO) to maintain a low work function around 2.8 eV. However, it requires an 1800 
K temperature to generate a sufficient electron emission. The tip is located outside the 
Wehnelt hole by 0.3 mm where a positive biased electrode creates an accelerating field. 
A high current density around 10! A/m! occurs from a very small area of the tungsten 
crystal. However, the Schottky source requires a vacuum better than LaB6 because the 
residual gases poison it very easily. 
 
Field Emission 
 Electrons can escape through the potential barrier surface by quantum mechanical 
tunneling when the electrostatic field at the cathode’s tip is increased to make the width 
𝑤 of the potential barrier small enough in a process called field emission, as shown in 
Figure 7. when the barrier width 𝑤 reaches de Broglie wavelength 𝜆 of the electron, the 
electron tunneling possibility is increased. Electrons at the top of the conduction band 
escape more easily due to the smallest barrier width. At Fermi level of cathode material, 
these electrons have a speed of 106 m/s and a wavelength 
𝜆 = ℎ 𝑝 = ℎ 𝑚𝑣 ≈ 0.5 × 10!!  m. where 𝑝  is the electron momentum and Plank 
constant ℎ = 6.63×10!!" 𝐽. 𝑠𝑒𝑐. The required electric field for the tunneling is on the 
order of 109 V/m and obtained by using an extractor electrode at the positive potential 
instead of the Wehnelt cylinder. However, the field emission tip normally last longer and 





Figure 7. Electron energy diagram of a cathode when electric field is applied on 
its surface. The vertical axis represents the potential energy E of an electron 
relative to the vacuum level and the downward direction represents electrostatic 
potential [23]. 
Electron Beam Characteristics 
 Electron gun performance depends on several aspects such as: its brightness, 
coherency and stability. However, brightness plays an important role in image quality at 
high magnification. 
Brightness 
 The brightness 𝛽 of the electron source is defined as the current density per unit 
solid angle Ω over which electrons are emitted, where the solid angle is the area 𝐴 of a 
section of a sphere divided by the square of the distance 𝑟 (Ω = 𝐴 𝑟!), and measured in 
steradians (sr). However, brightness differs from intensity, which in electron source will 
be the number of electrons per unit area per unit time. Brightness 𝛽 increases as the 











and 𝛽  has units of A 𝑚! sr , the source area  𝐴! =  𝜋 𝑑!
! 4,  and 𝑑!  is the source 
diameter.  
Stability 
 The stability of an electron source measures how constant the electron emission is 
over a period of time, and how it is affected by the stability of the high-voltage supply to 
the electron source. If the electron beam comes from an unstable source, β will vary, 
making quantitative analysis impossible. In general, Schottky field emission sources are 
the most stable sources. Thermionic sources also have a good performance, whereas the 
cold field emission sources are the least stable. 
Condenser Lenses: 
 Condenser lenses are used in TEM to vary the strength of illumination to suit the 
type of the specimen and the final magnification of the image. In general, two lenses are 
used to control the specimen illumination with a parallel beam of electrons from very low 
to very high magnification. The first lens is a strong magnetic lens to vary the spot size, 
whereas the second lens is a weak magnetic lens that allows the illumination at the 
specimen to vary continually over a wide range. A variable size condenser aperture is 
used to control the illumination and provides for variation of intensity in the image. 
3.2.2. The Specimen Stage 
 The specimen stage consists of the stage and the specimen holder that is designed 
to hold the specimen as stationary as possible to prevent any drift or vibration that might 
affect the final image.  TEM specimen is always placed on a thin circular grid with a 
diameter of 3 mm, which is mounted on the holder outside the microscope. The specimen 
holder is inserted horizontally into the stage through an airlock and evacuated before the 
specimen enters the vacuum of the TEM column. 
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3.2.3. The Imaging System 
 TEM imaging system contains several lenses that produce a magnified image or 
an electron diffraction pattern of the specimen that is projected on a viewing screen or 
camera system. The most important lens in this system is the objective lens, which affects 
the quality of the spatial resolution of the image or the electron diffraction pattern of the 
specimen. 
Objective Lens 
 The objective lens is the closest lens to the specimen with short focal length in the 
range 1-5 mm, which leads to smaller aberration and better resolving power.  The 
emerging electrons from the exit surface of specimen create a diffraction pattern in the 
back focal plane of the lens, then recombines these electrons to form a magnified real 
image of the specimen in the image plane. The objective lens is operated usually at the 
maximum strength for all magnifications except the lowest magnifications where it runs 
at very low power. At the back focal plane of the objective lens, an objective aperture is 
placed to remove scattered electrons at certain angle to control the image contrast without 
affecting the image resolution. In general, smaller aperture gives higher contrast. 
Intermediate Lens 
 Intermediate lens is located between the objective lens and projector lens. It helps 
to have a magnified image in a large range between 103 to 106 by changing the focal 
length. Moreover, reducing the current in the intermediate lens produces electron 
diffraction pattern rather than a specimen image. 
Projector Lens 
 The projector lens is a magnifying strong lens with few millimeter focal length. 
The purpose of projector lens is to produce an image or diffraction pattern of the 




3.2.4. TEM Display Screen and Camera 
 The final step in the TEM is converting the electron image or the diffraction 
pattern to a visible form on a phosphor screen. As described before, there are two 
imaging modes, the diffraction mode and image mode. In the diffraction mode, the back 
focal plane of the objective lens is acting as the object plane for the intermediate lens to 
create the diffraction pattern that is projected onto a display screen. In the image mode, 
adjusting the object plane of the intermediate lens to be the image plane of the objective 
lens projects an image onto the display screen. A phosphor screen consists of a coated 
metal plate with a thin layer of fluorescent powder that emits visible light when it is 
bombarded with electrons. The light is emitted in the middle of the yellow-green range of 
the spectrum because the human eye is most sensitive to this range. The image and the 
diffraction pattern information are usually stored digitally and can be retrieved anytime. 
3.2.5. Electron Beam Interaction with Specimen in TEM 
 In the TEM, the incoming electrons are transmitted through a thin specimen and 
interact with atoms of the specimen. This interaction results in scattered electrons that 
form the TEM images. The thickness must be less than 200 nm for low Z elements while 
for high Z elements the specimen should be thinner. The TEM image provides scattering 
contrast in which thicker regions of the specimen scatter more fractions of the incident 
electrons, and many of the scattered electrons are absorbed by the objective diaphragm 
and displayed as dark regions relative to the surroundings in the image [23]. There are 
two interactions between the electron beam and the specimen. First, elastic scattering in 
which the fast electron interacts with an atomic nucleus, where there is no transferred 
energy. Second, inelastic scattering where the transmitted electron looses an amount of 
energy. The nature of the scattering can have different angular distributions, forward 
scattering and back scattering, based on the scattering angle with respect to the incident 
beam and a specimen that is normal to the incident beam. Forward scattering is when the 
electron is scattered through angle less than 90°, while backscattered electron occurs 
when the electron is scattered at angle higher than 90° [24]. 
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Elastic Scattering  
 The nucleus of an atom is about 3×10!!"𝑚 in diameter, while the whole atom 
diameter is 3×10!!"𝑚, which means that the space occupied by the nucleus is around 
10!!", and the probability of an electron collision with the nucleus is almost zero [23]. 
However, incoming electrons may interact with the electron cloud and deviate at a low 
angle while if an electron approaches the nucleus, it will be attracted and scattered 
through a very large angle around 180° as shown in Figure 8. 
 
Figure 8. An isolated atom can scatter a high-energy electron by two mechanisms. 
Coulombic interaction within the electron cloud results in low-angle scattering; 
Coulombic attraction by the nucleus causes higher angle scattering around 
180°[24]. 
 Moreover, elastic scattering can occur when the electron wave interacts with the 
specimen as a whole, which results in a diffraction pattern. In this interaction, the 
electron beam is treated as a wave rather than as a particle. Each atom in the specimen 
interacts with the incident plane waves and acts as a source of secondary spherical 
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wavelets as illustrated in Figure 9. Therefore, the elastic scattering distribution is 
modified by the crystal structure of the specimen [24] .  
 
Figure 9. A plane, coherent electron wave generates secondary wavelets from a 
row of scattering centers (e.g., atoms in the specimen). The secondary wavelets 
interfere, resulting in a strong direct (zero order) beam and several (higher order) 
coherent beams scattered (diffracted) at specific angles [24]. 
 The orientation of the atomic rows and columns relative to the incident beam 
determines the amount and angular distribution of the electron beam. The atoms in a 
crystal are arranged in equally spaced atomic planes, which allow specifying the 
orientation of the beam relative to atomic planes. In order to understand the orientation, 
we need to consider the incident electrons as de Broglie waves. For instance, in x-ray 
diffraction, the interatomic spacings are measured by recording the diffracted x-rays by 
the atoms in a crystal. For more illustration, x-ray diffraction can be explained in terms of 
Bragg reflection from atomic planes, in which Bragg reflection occurs when incidence 
angle is equal to Bragg angle 𝜃! as shown in Bragg’s law 
𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃! (9) 
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 where 𝜆 is the x-ray wavelength and d is the spacing between atomic planes 
measured in a perpendicular direction to the planes, and n is an integer that represents the 
order of reflection. 
 Since x-rays penetrate many planes of atoms and the diffraction occurs within a 
volume of the crystal, it acts as a three dimensional diffraction. Therefore, the diffraction 
involves a spacing d measured between diffracting planes rather than surface planes. In 
TEM, electrons penetrate many planes of atoms and diffracted within crystalline regions 
of a specimen, similar to the x-rays. However, the electron wavelength is about 0.004 nm 
at 100keV, which is below the typical atomic plane spacing of 0.3 nm. As a result, when 
the wavelength 𝜆 is so small compared to the spacing d, Bragg’s angles are small and n 
represents the first order diffraction (n =1) from planes of d/n. When using small angle 
approximation, Bragg’s law can be written as 
𝜆 ≈ 𝑑 2𝜃! = 𝜃𝑑 (10) 
where 𝜃 = 2𝜃! is the scattering angle of the electron resulting from the diffraction as 
shown in Figure 10. 
 For the orientation of crystallite relative to the incident beam that satisfied the 
previous equation, the incident electrons will be diffracted by the crystallite and absorbed 
by the diaphragm, and the crystallite will appear dark in the TEM image. On the other 
hand, when the orientation of crystallite does not satisfy the equation, the electrons will 
pass through (undiffracted) and the crystallite will appear bright. Therefore, the structure 
of polycrystalline material can be seen in TEM image as a diffraction contrast that shows 





Figure 10. Geometry of x-ray or fast-electron diffraction from atomic planes, 
which are shown as parallel dashed lines; R is the radius of the diffraction ring at 
the recording plane (not to scale) [23]. 
 
 
Figure 11. Bright-field TEM image of a polycrystalline thin film of bismuth, 





 An electron diffraction pattern is the elastic scattering of electrons in a crystalline 
material. The regular spacing of the atomic nuclei results in concentrated scattering into 
sharp peaks known as Bragg peaks Figure 12. (left), which occur at a scattering angle that 
is twice the Bragg angle 𝜃!. Figure 12. (right) shows the diffraction pattern consists of 
concentric rings obtained from a polycrystalline material where the bright center 
represents the undiffracted electrons and each ring corresponds to atomic planes of 
different orientation and spacing [23]. 
 
Figure 12. Spot diffraction pattern recorded from a single Bi crystallite, whose 
trigonal crystal axis was parallel to the incident beam (left). Ring diffraction 
pattern obtained from a polycrystalline (right)[23]. 
Inelastic Scattering   
 Inelastic scattering occurs when a high-energy electron beam penetrates an atom, 
passing through electron shells, and may encounter the nucleus. As the electron 
penetrates deeper, the greater the energy that may be lost. Inelastic scattering generates 
several signals such as characteristic x-rays and secondary electrons. The characteristic x-
rays allows to identify and quantify the elements when specimen interacts with electron 
beam. When the high-energy beam penetrates the outer shells and interacts with the inner 
shell electrons, the energy transferred to the inner shell electron and the electron is 
ejected leaving a hole in the inner shell, which lead to ionized atom. An electron from 
outer shell moves to fill the hole and returns the ionized atom to its ground state as in 
Figure 13. This transition causes an emission such as x-ray or a secondary electron. The 




Figure 13. The ionization process. An inner (K) shell electron is ejected from the 
atom by a high-energy electron. When the hole in the K shell is filled by an 
electron from the L shell, characteristic (Ka) X-ray emission occurs. The beam 
electron loses energy but continues on through the specimen[24]. 
 Secondary electrons (SE) are ejected from the specimen surface by an electron 
beam and are considered free electrons with no specific elemental information about the 
atom [24]. However, secondary electrons are used in electron microscopes for high-
resolution surface imaging [25]. Most of the secondary electron starts with a kinetic 
energy of less than 100 eV and the average travelling distance in the solid is very small 
around 1-2nm [23]. 
3.3. Scanning Electron Microscope (SEM) 
 The scanning electron microscope is one of the most important instruments for 
microstructure analysis of solid objects. The operating principle of the SEM is similar to 




The Electron Gun 
 In the SEM, several types of electron guns are used similar to the TEM such as 
tungsten, LaB6 thermionic emitters. Recently, cold, thermal or Schottky field emission 
sources are used due to the enhanced performance. 
SEM Lenses 
 Electrostatics or electromagnetic field can focus electrons, however, 
electromagnetic lenses only are used in SEM due to its small aberration. 
Condenser Lenses 
 One to three magnetic lenses are usually required in SEM to demagnify the 
electron beam, where the first condenser lens controls the amount of the demagnification 
for a specific imaging mode. In SEM with two condenser lenses, both lenses are adjusted 
to be a single lens. 
Objective Lenses 
 The objective lens is a strong lens, which is used to focus the electron probe on 
the sample surface. 
3.3.1. Electron Beam Interaction with Specimen in SEM 
 When the electron beam enters the specimen, it interacts with the electrical field 
of the specimen atoms where the positive charge of the protons is concentrated in the 
nucleus and the negative charge of the atomic electrons is dispersed in a shell structure. 
This interaction can deflect the electron beam with no kinetic energy loss in elastic 
scattering as explained previously in the TEM section, which spreads out the electrons 
laterally from the incident beam leading the electron beam to leave the specimen in a 
backscattering process [26]. 
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 The probability of elastic scattering increases with the square of atomic number 
Z2, because heavier atoms have stronger positive charge on the atomic nucleus, and 
decreases as the electron energy increase, as 1/E2. The following equation shows the 
elastic scattering process at angles greater than a specified angle φ0: 




The 𝑄 is the cross section in 𝑐𝑚! for elastic scattering, 𝑍 is the atomic number, while the 
distance between scattering events is the mean free path 𝜆 is calculated from the cross 
section 𝑄: 
𝜆 = 𝐴 𝑁!𝜌𝑄  (𝑐𝑚) (12) 
where 𝜌 is the density (g/cm3) of atoms along the path, A is the atomic weight (g/mole), 
and 𝑁! is Avogadro’s number [26]. 
 Backscattered electrons are an example of elastic scattering where electrons 
ejected from the sample through an angle greater than 90°. In this case, the cross section 
is proportional to 𝑍! , which creates a strong atomic number contrast. Therefore, 
backscattered electron images show variation in chemical composition of the specimen 
[23]. 
 Inelastic scattering also occurs when the electrons beam passes through several 
atom layers into the specimen and loses energy to the atoms. This inelastic scattering 
creates a useful imaging signal such as a secondary electron and characteristic x-ray. The 










𝐽  (13) 
 where e is the electron charge, 𝐸! is the electron energy (keV) at any point in the 
specimen, and 𝐽 is the average loss in energy per event [23]. Secondary electrons are 
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generated within small depth less than 10nm below the surface. As a result, SE images 
show the property of the surface structure of the specimen. 
 The interaction volume size is a function of the beam energy with which the 
electrons beam interacts with the specimen. Figure 14. shows the interaction volume in 
iron as a function of beam energy for the range 10-30 keV using Monte Carlo electron 
trajectory simulation that display the effects of elastic and inelastic scattering are 
collected from appropriate models to determine scattering angles, distances between 
scattering sites and the rate of energy loss with distance traveled. 
 The cross section for elastic scattering has an inverse dependence on the square of 
the energy 𝑄~ 1 𝐸!. Therefore, as the beam energy increases, the electron trajectories 
near the surface of the specimen penetrates deeply into the specimen with more energy 
and lose energy at lower rate as shown in Figure 15. However, the interaction volume 
decreases with an increasing atomic number at the same beam energy as a direct result of 
increasing the cross section for the elastic scattering with atomic number 𝑄~𝑍!. For high 
atomic number, more elastic scattering occurs per unit distance and the scattering angle is 
greater than for low atomic number. Moreover, electron trajectories deviate out of the 
initial direction, increase the backscattering and decrease the penetration. The energy loss 
rate generally increases with a high atomic number and decreases with a low atomic 
number [26]. 
 
Figure 14. Monte Carlo electron trajectory simulation of the interaction volume in 




Figure 15. Schematic depenence of the interaction volume and penetration depth 
as a function of incident energy E0 and atomic numbers Z of the incident electron 
[23]. 
3.3.2. The Imaging System 
 In SEM, the electron probe is scanned horizontally across the specimen in two 
perpendicular directions x and y. The first scan x is generated by a sawtooth-wave 
generator that operates at a line frequency fx. The second scan y is slower than the first 
one, and is generated by a second sawtooth-wave generator running at a frame frequency 





where n is the number of lines in the image frame. This method is known as raster 
scanning where the beam covers a rectangular area on the specimen. The electron probe 
moves in a straight line from A to B making a line scan as shown in Figure 16. Once it 
reaches B, the beam is deflected back quickly along the x axis, and since the y scan 
generator has increased its output during the line scan period, it returns to point C. A 
second line scan moves the probe to point D, and then it flies to point E. This process is 
repeated in n lines until the beam arrives at point Z where the entire sequence forms a 




Figure 16. (a) Line-scan waveform (scan current versus time). (b) frame-sacn 
waveform. (c) its digital equivalent. (d) Element of a single-frame raster scan: AB 
and YZ are the first and last line scans in the frame, Y and Y’ represent adjacent 
pixels [23]. 
 In newer SEM the scan signals are generated digitally where the x and y scan 
waveforms are a staircase function with m and n levels, respectively. The digital process 
divides the image into a total of mn picture pixels while the probe remains stationary for a 
specific time before moving to the next pixel. As a result, a digital image is formed of 
position and intensity information, which is displayed on a SEM screen and stored in 
computer memory. The magnification of the image is acquired by making the distance of 
x and y scans on the specimen a small fraction of the displayed image size. The 
magnification factor M is defined as: 
𝑀 = (𝑠𝑐𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒)/(𝑠𝑐𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑛 𝑡ℎ𝑒 𝑠𝑝𝑒𝑐𝑖𝑚𝑒𝑛) (15) 
 The scanning is done at video rate around 60 frames/second to generate a 
refreshed image of the specimen at a low magnification. On the other hand, slow 
scanning of few seconds per frame is required for higher magnification. There are two 
kind of images can be generated based on the specimen response to the electron beam. 
The first one is secondary electron image where electrons are ejected inelasticlly from the 
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specimen. The second one is backscattered electron image that results from elastically 
scattered beam electrons through angle higher than 90 degrees. 
Electron Detector Collects Signal 
 Contrast in an image depends on the signal collected from the interaction between 
the beam and the specimen. The generated signals can be displayed as an image by 
converting the signals to point-by-point intensity changing on the viewing screen and 
producing an image. In general, the two signals used to produce an image are secondary 
electrons (SE) and backscattered electrons (BSE). These signals are collected when a 
positive voltage is applied to the collector screen of the detector. However, when a 
negative voltage is applied on the collector screen, secondary electrons SE are repelled 
due to their low energy while a pure backscattered electron BSE is collected then 
amplified for display on the screen [26]. 
X-ray Microanalysis 
 X-ray analysis is a useful tool in chemical analysis that provides a better 
understanding of the composition and structure of the materials. When a specimen is 
bombarded with a high-energy electrons characteristic x-rays is generated. The 
characteristic x-ray is detected by a spectrometer using a method that is called energy–
dispersive x-ray spectrometry (EDS) [27]. The spectrometer measures the energy and 
intensity distribution of the x-ray signals. As described previously, characteristic x-ray is 
a result of inelastic scattering in which a loss of energy occurred. Figure 17. shows the 
nucleus and the three most important electron shells K, L, and M. When an electron with 
a sufficient energy passes through an atom ejecting a K-shell electron and ionizing the 
atom, an electron from higher L-shell moves to fill the K-shell and releases Kα X-
radiation. Similarly, if an electron moves from M-shell to fill K-shell, Kβ X-radiation 





 Siegbahn invented the terminology for this characteristic radiation in 1924, and 
had the form of Kα1, Kα2, Kβ1,….., Lα1, Lα2,…., Mα1, Mβ1… accordingly. The most 
probable transition is created between the adjacent energy shells from L-shell to K-shell. 
Therefore, Kα radiation is more intense than Kβ radiation while Kβ radiation is higher 
energy than Kα. To ionize an atom, the incoming electron must have a minimum energy 
of the binding energy of a particular inner shell of the atom. The binding energy is 
characteristic energy for each electron in the atom. For instance, the binding energy for 
K-shell electron is greater than L-shell electron because K-shell electron is closer to the 
nucleus. The energy of the characteristic radiation is a function the atomic number as 
shown in Figure 18. The intensity of a given element is proportional to the concentration 
of that element in the specimen, allowing quantitative analysis of that element.  
 When x-ray microanalysis combined with backscattered electron image, phase 
and quantitative mapping (Qmap) can be generated. The phase mapping images are 
useful for sample characterization where EDS software calculates the modal abundances 
of different phases in the specimen based on the composition of the phases. On the other 
hand, Qmap is used to obtain and quantify selected element and overlap it on the 
backscattered image of specimen to show the spatially varying concentrations of the 












3.4. X-ray Diffraction (XRD) 
  X-ray diffraction methods are based on elastic scattering in which the scattered x-
rays can interfere with each other and the intensity distribution can be determined based 
on the atomic arrangement of the sample structure, the wavelength and the incident angle 
of the x-rays. The space distribution of the scattered x-ray is refereed to as the diffraction 
pattern which represents the atomic level structure. In general, x-ray diffraction involves 
characterization of powder polycrystalline samples to identify the crystallographic 
structure, orientation distribution and crystallite size. The structure of a crystal can be 
expressed by a point lattice that represents the three dimensional arrangement of the 
atoms as shown in Figure 19. It can be seen as three sets of planes, each one consists of 
parallel crystal planes with equal interplane distance. 
 The intersection of three planes represents the location of the center of an atom, 
ion, or molecule in the crystal and is called lattice point. Point lattice can be formed by 
three-dimensional translation of a unit cell, which is highlighted in bold in the bottom left 
corner of Figure 19-a. Three vectors a, b, and c define the shape and size of the unit cell 
starting from any single lattice point using its length and direction (a, b and c) as well as 
the angles between them (𝛼,𝛽 𝑎𝑛𝑑 𝛾) as shown in Figure 19-b. These victors are the 
crystallographic axes of the cell and the six parameters (𝑎, 𝑏, 𝑐,𝛼,𝛽 𝑎𝑛𝑑 𝛾) are the lattice 
constants of the unit cell. The orientation of lattice planes is described by a set of three 
integers referred to as Miller indices. Miller indices are the reciprocal intercepts of the 
plane on the unit cell axes. When the crystal plane makes fractional intercepts of 1/h, 1/k, 
1/l with the three crystal axes, the Miller indices are (hkl) respectively. If a plane is 




Figure 19. (a) A point lattice and (b) its unit cell [29] 
 Miller indices describe the orientation and spacing of a group of planes as shown 
in Figure 20. The spacing between adjacent planes in a group is referred to as the 
interplanar spacing dhkl, which is an important parameter in Bragg’s law and also a 
function of both the plane indices (hkl) and the lattice parameters (𝑎, 𝑏, 𝑐,𝛼,𝛽 𝑎𝑛𝑑 𝛾). 
The variation among these parameters results in various crystal systems and the simplest 
system is the cubic system where a=b=c and 𝛼 = 𝛽 = 𝛾 = 90°. In 1845, the French 
crystallographer Bravais showed that there are 14 distinct lattice types in three 




Figure 20. Miller indices describe the orientation and spacing of a group of planes 
[28] 
 Figure 21-a describes the diffraction of x-ray by a crystal when an incident x-ray 
hits the crystal planes with an incident angle θ and reflection angle θ. The diffraction 
peak can be observed when Bragg condition is satisfied as in Bragg’s law 
𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃 (16) 
where 𝜆 is the x-ray wavelength, 𝑑 is the distance between each adjacent crystal plane, n 
is an integer number represents the order of reflection, and 𝜃 is the Bragg angle at which 
diffraction peak is observed. In x-ray diffraction using a single wavelength, n can be 
expressed as n=1 for the first order diffraction because higher order reflections can be 
considered as being from different lattice planes. The second order reflection from (hkl) 
planes is equivalent to the first order reflection from (2h,2k,2l) planes [28]. A moving x-
ray detector in the diffractometer records the 2θ and the diffraction peaks are displayed as 
diffracted intensities at different values of 2𝜃 [29]. In Figure 21-b the diffraction peak is a 
gaussian function with intensity I, and its width is measured by its full width at half 
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maximum (FWHM). Therefore, the diffraction pattern from crystals has several sharp 
peaks corresponding to various crystal planes where the peaks at low 2𝜃 angles are from 
crystal planes of large interplanar spacing 𝑑 and high 2𝜃 angles are from small 𝑑 [28]. 
 
Figure 21. (a) The incident x-ray and reflected x-rays make an angle of 𝜃 
symmetric to the normal of crystal plane (b) The diffraction peak is observed at 










Chapter 4 - Methods 
4.1. Sample Preparation 
 Ground granulated blast furnace slag (St. Mary’s Cement, ON Canada) with an 
overall chemical composition shown in Table 1. was used in this work. The slag was 
activated with a KOH solution (Brainerd Chemical Co) in which silica fume (Aerosil, 
from Evonik Industries) and water were slowly dissolved to yield a solution with molar 
ratios of SiO2/K2O = 1 and H2O/K2O = 10. The activating solution was left to mature for 
1 day and then slowly added to the slag and mixed until a homogeneous paste was 
obtained. The slag/solution mass ratio used was 2. The resultant paste was cast in plastic 
molds and cured at 45°C for 24 hours. 
 After 1 year of aging in the laboratory, a sample from the core of the paste was 
taken and prepared for microanalysis characterization. For X ray diffraction and TEM, 
the samples were ground into a powder to examine the microstructure.  For SEM 
characterization, small pieces of the inner portion of the samples were embedded in 
epoxy and polished using M-PREP 5 polisher at speed of 200 rpm with 35µm diamond 
lapping film to remove the epoxy resin and expose the material. Films with different 
diamond sizes were then used at different rpm for fine polishing. Once the samples were 
polished, they were coated with carbon to prevent electrostatic charging when exposed 
the electron probe in the SEM. 
 
Table 1. Elementary composition of slag in atom % by inductively coupled 
plasma emission spectroscopy (ICP-AES) 
Element O Si Ca Al Mg 
Atom % 59.14 15.21 17.17 3.45 5.03 
 
4.2. X-ray Diffraction Method 
 X-ray diffraction depends on the dual wave-particle nature of X-rays to obtain 
accurate information about the structure of crystalline materials. The analyzed material is 
finely ground to provide phase identification and characterization of the compound based 
 
 51 
on the diffraction pattern using a Rigaku D2000 diffractometer, using Cu Kα radiation at 
𝜆 = 1.5418𝐴°. 
4.3. TEM Characterization Method 
 In TEM, the fine ground powder was dispersed in isopropyl alcohol. Then the 
mixture was sonicated to insure homogenous solution. A 10-microliter drop of the 
mixture was place on a standard carbon-film-covered copper TEM grid and allowed to air 
dry. When the samples were ready, several images were acquired using a JEOL 2010 
transmission electron microscope operated at 200 kV. Moreover, images of thin sections 
of alkali activated slag were obtained for pore characterization. ImageJ software was used 
to measure the pore size of the samples.  
4.4. SEM Characterization Method 
 Two techniques were used to determine the nanostructure of the materials: 
scanning electron microscopy to acquire back scattered electron (BSE) images and EDS 
maps, allowing for phase mapping and quantitative single element mapping. In this work, 
a TESCAN MIRA3 SEM and a Bruker XFlash 6|30 EDS system were used. The 
advantage of using BSE images is to display contrast due to the chemical composition of 
the sample. The images were taken at approximately 4kX magnifications for unactivated 
and 2kX magnifications for activated slag. 
 EDS chemical phase mappings were acquired for 90 min in order to have enough 
x-ray counts for good phase mapping. The EDS software turns an element map into a 
phase map, where spatial locations with similar composition are identified as a single 
phase. Standards-based elemental quantification was measured for 18 points in each 
phase to study the concentration of the elements. The elements were oxygen, magnesium, 
aluminum, silicon and calcium for both samples. The activated slag sample has one more 
element in the quantification, which is potassium. On the other hand, Qmap software was 
used to create quantitative single element mappings for each element to show spatial 
differences in concentration of an element over the mapped area. In addition, higher 





Chapter 5 - Results and Discussion 
5.1. X-ray and Electron Diffraction Result 
 In an attempt to identify the phases after the alkaline activation, x-ray diffraction 
technique was used. Figure 22. (top) shows the XRD diffractogram for a sample of the 
activated slag and Figure 22. (bottom right) the electron diffraction pattern of one of the 
nano-particles in the sample. The XRD diffractogram shows a diffuse halo centered 
around 29 o -30 o similar to previous published studies [30], which is characteristic of an 
amorphous material. The detected peaks by XRD at 2θ= 29.42o, 30.3o and 11.6o 
correspond to (Ca,Mg)CO3 (PDF#00-043-0697), SiO2 (PDF#00-015-0026) and 
hydrotalcite-type formation (Mg4Al2CO3 (OH)14. 3(H2O)) (PDF#00-035-0964) 







Figure 22. XRD diffraction for alkali activated slag (top), TEM sample (bottom 
left), and the electron diffraction pattern of the sample possibly corresponds to the 











2θ = 29.42°  
(Ca, Mg)CO3 2θ = 30.3° (SiO2) 
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5.2. TEM Characterization 
 The energy dispersive spectroscopy (EDS) spectra of a unactivated slag particle 
was obtained using transmission electron microscope and as seen in Figure 23. it shows 
variability in the relative amounts of O, Si and Ca depending on the region of the particle. 
This variability indicates that slag particles are inhomogeneous in nature. 
 
 




5.3. SEM Characterization 
 A sample of the unactivated slag powder was pressed under enough pressure in a 
tablet press machine to form a pellet. Both the unactivated slag pellet and the activated 
slag sample were embedded separately in epoxy. 
5.3.1. Phase Mapping 
Unactivated Slag 
 Figure 24. presents BSE image of the unactivated slag (left) and the spatial 
distribution of the phases with similar chemical composition (right). The unactivated slag 
shows two distinct features, irregular particles with sharp edges and a diffuse background 
region. As seen in Figure 24. (right) these regions correspond to two major phases with 
distinct chemical composition. The blue phase, mostly corresponding to the particles, 
covers 63.8% of the area while the green phase in the background covers 36.2 %. The 
average chemical composition for each phase is shown in Table 2. It can be seen from 
Table 2, that there are significant differences between the phases. The particles are much 
richer in O and Mg, while the background is richer in Si and Ca. The Al is homogenously 
distributed in both phases. In addition, the variability (standard deviation) is generally 




Figure 24. BSE image of unactivated slag showing two distinct regions (left) 
corresponding to two distinct phases (right). The circles indicate regions where 
elemental quantification was performed. 
Table 2. Average element composition for the phases observed in unactivated slag 
Phase/Element 
(atom%)1 
Mg Al Si Ca O 






















1 Average of 18 measurements ± one standard deviation. 
Activated slag 
 Figure 25. presents the BSE image of the slag after alkali activation (left). The 
morphology of the sample shows irregular particles and a diffuse background similar to 
the unactivated slag, but significant changes were observed in the chemical composition 
and spatial distribution of the phases compared to unactivated slag as shown in Figure 25. 
(right), particularly in the background phases. Table 3. presents the average chemical 
composition for each of the observed phases. Comparing the particles before and after 
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activation, the O decreases significantly, whereas the Ca and Si increase. The background 
phase in the unactivated slag splits into three phases in the activated slag. The O increases 
in all background phases relative to the particle phase, whereas the Ca decreases in the 
red and green phases, and the Si is roughly the same. The red phase is rich in Al and Mg, 
while the light blue phase is rich in Ca. The dark blue phase corresponding to the 
particles covers 17.8% of the area and it shows a significant decreases in O and an 
increase in Si and Ca, compared to the unactivated slag, whereas Mg and Al remained 
relatively constant. The K concentration was very low in this phase (0.19%). The phases 
in the background colored red, green, and light blue cover 31.6%, 29.2% and 21.3% of 
the area, respectively, and these are the phases where the most significant changes in the 
chemical composition were observed. 
 
 
Figure 25. BSE image of the alkali activated slag. The image to the right shows 
the splitting of the background into 3 distinct phases. The circles indicate the 
regions where elemental quantification was performed. 







Table 3. Average elemental composition for the phases observed in the alkali 
activated slag 
Phase/Element (atom%)1 Mg Al Si Ca O K 




















































1 Average of 18 measurements ± one standard deviation. 
 Figure 26. shows a plot of Mg/Ca versus Al/Ca for 18 points in each one of the 
phases observed. The points show a linear trend and the differences among the four 
phases can be observed. This trend suggests that the observed phases are a mixture of 
calcium silicate, calcium carbonate, and the amount of hydrotalcite-type is variable. If we 
extend the fitted line to the intersection with the abscissa, the obtained Al/Ca ratio is 0.04, 
which can be assigned to a mixture of pure C-A-S-H gel and calcium carbonate (CaCO3). 
Wang and Scrivener work shows a clear linear relationship between Mg/Ca and Al/Ca 
ratios for the pastes activated with NaOH after 1 year of aging, which is consistent with 
their x-ray analysis that shows mixture of C-S-H and hydrotalcite [17]. It can be seen that 
the red phase is much richer in Mg and Al suggesting that a hydrotalcite-type formation 
is dominant in this phase. 
 According to Richardson and Groves, if we take the slope from Figure 26. (1.87) 
the value is close to 2 that is expected for hydrotalcite formation [31].  In alkali activated 
materials, the Al can replace the Si in bridging sites in the C-S-H structure, causing a 
charge imbalance which is compensated by sodium or potassium ions. This structure is 
generally referred as C-A-S-H phase. In Wang and Scrivener, the extended line of Mg/Ca 
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and Al/Ca ratios intersected with the abscissa at Al/Ca=0.20. This variation in the 
intersection point for the present work compared to Wang and Scrivener is due to the 
amount of Al in the starting materials [17]. The present study had less Al than Wang and 
Scrivener work, which leads to lower Al/Ca ratio in the final product. The Puertas et al. 
study [6]  shows similar results to the present work and to Wang and Scrivener, in which 
hydrotalcite-type phase was formed in pastes activated with both NaOH and water glass. 
Moreover, their linear relationship intersected with the abscissa at Al/Ca=0.10 and 0.13 
for pastes activated with NaOH and waterglass, respectively. 
 
Figure 26. Mg/Ca versus Al/Ca for 18 points for each phase in alkali activated 
slag. Data color corresponds to phases color in Fig 25. 
 The relationship between Mg/Si and Al/Si is shown in Figure 27. where the points 
show a linear trend intersecting the abscissa at Al/Si ratio of 0.08. According to Brough 
et al. the C-A-S-H formation has a limited capacity of Al uptake giving a maximum Al/Si 
ratio slightly less than 0.20 [30]. In the present study, our slag has lower Al amount than 




Figure 27. Mg/Si versus Al/Si for 18 points for each phase in alkali activated slag. 
Data color corresponds to phase color in Figure 25. 
 Figure 28. shows plots of Al/K and Mg/Al versus Ca/Si ratios respectively. These 
plots suggest that the red phase is possibly composed of a mixture of hydrotalcite-type 
and C-A-S-H gel. The red phase is higher in Al/K and Mg/Al, 2.55 and 1.79 respectively, 
at Ca/Si ratio of 0.69. The green and light blue phases have similar Mg/Al ratio (about 1). 
This suggests that hydrotalcite-type formation is very low in these two phases.  
 When Al3+ substitutes for Si in the C-A-S-H formation, a charge balance is 
created that has to be compensated by the incorporation of K+ in the structure. Therefore, 
theoretically the Al/K should be one in these phases. When we compare Al/K ratio for the 
green and the light blue phases (1.45 and 1.23, respectively), this suggests that some of 





Figure 28. Al/K and Mg/Al versus Ca/Si for 18 points for each phase in alkali 
activated slag. Data color corresponds to phases color in Figure 25. The error bars 
represent one standard deviation 
 Phase mapping of the background at high magnification of 10kX is shown in 
Figure 29. where two phases are displayed. Table 4. shows the elemental compositions of 
the two phases are close to the green phase that was identified at 2kX in Figure 25, so this 
indicates a refinement of the green phase composition made possible by the high 
magnification. The K/Al ratio in the green phase is consistent with C-A-S-H formation, 
but the Mg/Al ratio suggests also hydrotalcite-type formation. In the red phase the Al is 







































Figure 29. A high magnification image of nearly 10kX shows the splitting of the 
background into 2 distinct phases. The circles indicate the regions where 
elemental quantification was performed. 
Table 4. Overview and average elemental composition for the phases observed in 
the alkali activated slag at 10kX 
Phase/Element (atom%)1 Mg Al Si Ca O K 
Overview 3.21 2.21 10.10 15.77 66.52 2.18 


























1 Average of 4 measurements ± one standard deviation. 
5.3.2. Q mapping 
 Quantitative elemental mappings in atom% were acquired using standards-based 
elemental quantification for the elements: magnesium, silicon, potassium, calcium, and 
aluminum. Quantitative maps show the differences in concentration of an element over 
the mapped area. In Figures 30. through 34, Q mapping shows a mostly uniform 
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distribution of Mg and Al over the particles areas while K is dominant only in the 
background area that correspond to the regions where C-A-S-H phase is most likely 
formed. On the other hand, Si and Ca are more concentrated in the particle areas with 
concentration between 14-20 atomic% for Si and 17-25 atomic% for Ca. This type of 
analysis has not been previously published by other researchers. The advantage of this 
type of analysis is indicated by the variation in the concentration within the particles that 
is not available from the phase analysis. 
 
Figure 30. Left, BSE image. Right, Quantitative mapping of magnesium in alkali 




Figure 31. Left, BSE image. Right, Quantitative mapping of silicon in alkali 
activated slag sample. Scale in atom%. 
 
 
Figure 32. Left, BSE image. Right, Quantitative mapping of potassium in alkali 




Figure 33. Left, BSE image. Right, Quantitative mapping of calcium in alkali activated 
slag sample. Scale in atom%. 
 
Figure 34. Left, BSE image. Right, Quantitative mapping of aluminum in alkali 






Chapter 6 - Conclusions and Future Work 
 The alkali activation of slag is a complex reaction that can lead to different 
microstructure based on the type of alkali used and concentration. Therefore, phase 
identification of alkali activated slag is not an easy task to be done by one single 
technique. Instead, a combination of techniques needs to be used. The paste obtained 
after alkali activation of blast furnace slag with a KOH base solution is mostly 
amorphous but some crystalline phases such as hydrotalcite, (Ca, Mg)CO3 and SiO2 were 
detected by x-ray diffraction. Several nano-crystalline structures were detected by 
electron diffraction but only one possibly corresponding to Afwillite was identified.  
 This work shows that both particles and background in the slag react in a different 
manner, with significant changes in chemical composition more noticeable in the 
background. It is important to note that two of the phases observed in the background 
tend to cluster in a region within a narrow ratio of Mg/Ca and Al/Ca while the phase 
much richer in Mg and Al relative to Ca has greater variability. One possibility for this 
behavior is the increasing amount of hydrotalcite in this phase.  
 Future research should investigate possible correlation of identified phases 
induced by the alkali activation with the mechanical properties and the durability of the 
material. Possible techniques for addressing this are in the use of multiple samples from 
the center and surface of the cured paste of alkali activated slag, fly ash, and Ordinary 
Portland cement samples separately and perform the same analysis (TEM, SEM, XRD) to 
compare the activation phases for each material. Further research into phase identification 
would be using raw materials with less Ca and different alkali activators and using x-ray 
diffraction analysis to identify the possible crystalline phases and SEM-EDS to determine 
overall phase differences. Other methods such as nuclear magnetic resonance (NMR) 
spectroscopy can be applied as well to present a new insight into phase formation of the 
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Appendix A: Pore Analysis of Activated Slag 
Pore characterization was conducted for activated slag at day 1, 8 and 31 using ImageJ to 
measure the changes of pore size at different age. Figure 35. shows example TEM images 
of the activated slag at day 1 and the measurement of pore diameter in the sample. As a 
result, a diameter histogram of pore diameter was obtained from multiple TEM images 
for the different ages as shown in Figures 36, 37, 38. The number of pores with small 
diameter at the first day is large comparing to the later ages, and the average pores 
diameter is 3.3989 nm. At day 8, pores with small diameter decreases and the number of 
pores with larger diameter increases resulting in average pores diameter of 5.7552 nm. 
After 31 days, the number of pores with small diameter decreases more than day 8, with 
diameter average of 5.2622 nm.  
 





Figure 36. Histogram of the number of pores diameter for activated slag at day 1, 
using TEM images and ImageJ software. 
 
 
Figure 37. Histogram of the number of pores diameter for activated slag at day 8, 



































Figure 38. Histogram of the number of pores diameter for activated slag at day 31, 


































Appendix B: Unactivated Slag 
Table 5. Appendix B: Quantitative Analysis Unactivated Slag 
Phase/Element 
(atom%) 





1 36.55 3.99 3.77 22.51 33.17 
2 39.14 1.63 2.32 21.49 35.42 
3 50.47 5.11 3.87 19.67 20.88 
4 39.58 3.26 3.74 20.91 32.51 
5 43.01 4.25 3.79 21.27 27.69 
6 50.16 2.61 3.82 19.98 23.43 
7 44.69 3.8 5.35 22.25 22.46 
8 47.44 3.79 3.5 18.63 26.44 
9 40.64 3.77 3.51 22.03 29.6 
10 28.01 2.44 2.67 23.32 43.25 
11 42.55 4.63 3.45 20.48 28.49 
12 57.09 2.08 2.32 14.37 24.02 
13 48.62 4.13 3.26 19.22 24.49 
14 53.79 3.51 2.78 13.6 26.32 
15 31.73 4.33 4.09 25.59 33.91 
16 43.86 5.75 4.45 21.34 24.43 
17 55.92 5.89 4.01 17.69 16.42 
















1 59.89 5.87 3.73 13.98 16.52 
2 66.82 5.59 3.16 11.92 12.51 
3 63.63 5.66 3.32 13.05 14.35 
4 59.62 5.61 3.44 14.33 17.01 
5 51.34 5.99 3.74 16.71 22.21 
6 61.34 5.86 3.59 13.4 15.81 
7 59.31 5.81 3.85 14.05 16.88 
8 61.38 5.93 3.66 13.49 15.52 
9 59.82 5.65 3.66 13.79 17.02 
10 59.81 5.79 3.79 14.16 16.31 
11 61.72 5.71 3.37 13.43 15.54 
12 58.73 5.86 3.57 15.06 16.69 
13 63.53 5.56 3.42 13.4 13.96 
14 58.27 5.71 3.8 14.85 17.19 
15 61.87 5.54 3.19 13.66 15.5 
16 63.66 5.83 3.32 13.11 13.89 
17 61.44 5.55 3.56 13.83 15.52 




Appendix C: SEM Activated Slag 
Table 7. Appendix C: Quantitative Analysis Activated Slag 
Phase/Element 
(atom%) 





1 63.67 6.19 4.4 16.66 7.33 1.75 
2 66.68 7.56 4.13 13.75 6.33 1.53 
3 66.11 5.72 2.81 11.72 12.45 1.2 
4 68.22 5.82 3.27 13.01 8.34 1.34 
5 65.97 5.9 2.97 11.48 12.28 1.41 
6 62.73 8 4.84 13.19 9.84 1.41 
7 63.92 6.3 3.68 15.5 9.02 1.59 
8 65.34 6.23 3.61 13.88 9.56 1.38 
9 67.55 6.47 3.72 13.53 7.29 1.44 
10 63.17 6.7 4.02 14.85 9.67 1.58 
11 64.93 8.88 4.84 12.46 7.34 1.56 
12 63.87 8.16 4.77 15.58 6.01 1.61 
13 63.84 6.52 3.56 14.76 9.77 1.55 
14 66.3 5.52 2.68 10.63 13.83 1.04 
15 68.21 5.37 2.97 12.85 9.25 1.35 
16 66.34 6.65 3.04 10.81 11.7 1.46 
17 66.68 5.31 3.28 15.39 7.42 1.93 






Table 8. Appendix C continued 
Phase/Element 
(atom%) 





1 65.18 1.99 1.91 14.4 15.51 1.01 
2 69.54 2.09 2.05 9.65 15.39 1.29 
3 68.53 1.96 1.73 11.62 14.94 1.22 
4 69.05 2.6 1.92 10.34 14.87 1.22 
5 68.3 2.04 1.74 10.31 16.33 1.29 
6 69.35 1.63 1.63 11.34 14.77 1.28 
7 67.92 1.41 1.78 11.75 15.97 1.18 
8 66.85 2.82 2.36 12.79 13.67 1.51 
9 66.12 2.11 1.97 13.42 14.91 1.46 
10 64.13 2.64 2.53 18.17 10.2 2.34 
11 67.71 2.42 1.97 11.82 14.78 1.29 
12 63.71 2.26 2.62 19.04 10.42 1.95 
13 67.38 1.79 1.81 12.45 15.49 1.08 
14 67.86 1.71 1.71 14.08 13.73 0.91 
15 67.49 3.35 2.11 10.91 15.14 0.99 
16 69.39 1.54 1.6 11.52 14.74 1.22 
17 69.39 2.29 2.32 15.21 11.01 1.92 







Table 9. Appendix C continued 
Phase/Element 
(atom%) 





1 37.82 3.13 3.83 30.22 19.1 5.91 
2 62.51 1.38 1.77 13.06 19.82 1.45 
3 56.11 1.02 1.59 12.24 27.69 1.35 
4 64.55 1.17 1.15 7.76 24.26 1.12 
5 59.61 2.55 2.35 13.88 19.84 1.77 
6 63.1 2.31 2.13 14.27 16.66 1.54 
7 60.76 3.37 2.05 11.55 20.61 1.65 
8 43.82 6.83 4.63 20.3 21.98 2.45 
9 58.9 2.74 2.32 14.94 19.3 1.79 
10 64.49 1.15 1.49 10.57 20.91 1.39 
11 64.18 2.51 3.02 12.55 15.99 1.75 
12 52.92 5.47 4.16 22.83 11.95 2.67 
13 59.5 1.4 2.06 15.25 19.8 1.98 
14 52.13 5.74 4.04 21.74 13.8 2.55 
15 60.88 2.44 2.12 14.07 18.77 1.72 
16 57.43 2.86 2.39 15.98 19.4 1.94 
17 54.36 2.16 2.64 19.02 19.35 2.46 







Table 10. Appendix C continued 
Phase/Element 
(atom%) 





1 52.48 6.5 3.98 17.49 19.45 0.11 
2 52.58 6.17 3.89 17.84 19.4 0.12 
3 51.96 6.38 4.18 17.77 19.6 0.11 
4 52.86 6.31 4.29 17.24 19.19 0.12 
5 52.54 6.48 4.1 17.71 18.99 0.18 
6 52.04 6.57 3.96 17.29 20 0.13 
7 51.9 6.58 4.24 17.61 19.5 0.17 
8 51.43 6.33 4.07 18.09 20 0.08 
9 52.59 6.37 3.89 17.49 19.55 0.11 
10 52.67 6.26 4.23 17.33 19.37 0.15 
11 52.67 6.39 4.04 17.65 19.02 0.22 
12 52.47 6.38 3.9 17.25 19.85 0.14 
13 52.29 6.58 4.05 17.57 19.35 0.16 
14 52.11 6.29 4.17 17.83 19.47 0.12 
15 52.48 6.49 4.45 17.26 19.16 0.17 
16 51.84 6.31 4.09 17.88 19.79 0.09 
17 52.4 6.56 4.06 17.11 19.71 0.16 
18 53.42 5.91 3.74 17.43 19.35 0.15 
 
