Articles you may be interested in Ultra-broadband 2D electronic spectroscopy of carotenoid-bacteriochlorophyll interactions in the LH1 complex of a purple bacterium J. Chem. Phys. 142, 212433 (2015) Energy transfer between a macromolecule or supramolecular assembly and a host medium is considered from the perspective of Newton's equations and Lie-Trotter factorization. The development starts by demonstrating that the energy of the molecule evolves slowly relative to the time scale of atomic collisions-vibrations. The energy is envisioned to be a coarse-grained variable that coevolves with the rapidly fluctuating atomistic degrees of freedom. Lie-Trotter factorization is shown to be a natural framework for expressing this coevolution. A mathematical formalism and workflow for efficient multiscale simulation of energy transfer is presented. Lactoferrin and human papilloma virus capsid-like structure are used for validation. © 2014 AIP Publishing LLC.
I. INTRODUCTION
The objective of this study is to develop a theory of dynamic energy exchange between a nanoscale system and its host medium. Energy transfer (ET) at the nanoscale has been a longstanding focus of modeling and experimental studies. 1 Experimental techniques to measure such ET include time-resolved femtosecond spectroscopy for ET within photoexcited biomolecules, 2 methods for measuring the thermal conductivity within a molecular chain, 3 suspensions of nanoparticles, 4 and multilayered solid nanostructures. 1, [5] [6] [7] [8] ET mechanisms include vibrational energy transport 2, 9 and thermal conductance along the biomolecule-host fluid interface. 10 Molecular dynamics (MD) simulations capture low-frequency phonon-like molecular excitations; 11 they give insights into factors influencing the heat transfer through nanoscale interfaces. 12 However, MD simulations for studying the scaling of thermal conductivity with nanoparticle size and macromolecule-solvent interaction strength are computationally intensive, 13 particularly when the systems of interest are large.
The focus of this study is on classical effects in nanosystem ET. Quantum effects related to short timescale electronic excitations and ensuing relaxation to the ground-state BornOppenheimer potential energy surface are not considered. Nor is the intermediate timescale redistribution of energy within a structure mediated by phonon-like transfer addressed; thus, processes such as structural conversions and vibrational cooling of the hot photoproducts (e.g., azobenzene excited by 3 eV photon undergoes cis-trans isomerization during the first 200 fs and cooling in the ground state during 10 ps 14 ) are not discussed. The period of interest is after the local short time scale excitation and energy redistribution across a macromolecule, and the system is assumed to be well described by a) Y. V. Sereda and J. M. Espinosa-Duran contributed equally to this work. b) ortoleva@indiana.edu conventional interatomic force fields used in MD. Since simulating such slow processes can be a challenge for conventional MD, a multiscale theory for understanding longtime ET is developed here. The theory does not require hypothesizing the form of phenomenological ET equations, nor experimental data for calibrating them.
A multiscale approach related to that used here was developed for isothermal systems based on a set of coarsegrained (CG) structural variables that evolve on time scales long compared to those of atomistic fluctuations. The theory was successfully applied to structural transitions in RNA, 15 proteins, 16, 17 and viral capsid or virus-like particles. [18] [19] [20] [21] [22] [23] The development starts with the Liouville equation (LE) and, through a multiscale perturbation technique, yields a set of Langevin equations for CG variables. Algorithms for computing all factors in these equations are presented. 15, [22] [23] [24] [25] This multiscale approach provides greater computational efficiency than traditional MD, while maintaining all-atom detail and accuracy. The method does not require introduction of phenomenological relations for factors in the Langevin equations. [24] [25] [26] A limit to its computational efficiency arises from the need to construct thermal-average forces and diffusivities at each CG timestep.
In order to overcome some of the computational burden associated with the multiscale perturbation approach, a new approach to multiscale modeling based on Lie-Trotter factorization 27, 28 was introduced. 29 Earlier applications of this factorization to MD problems were based on the splitting of Liouville operator into kinetic versus potential energies, 30 or long-versus short-range forces. 31, 32 Reversible-time LieTrotter factorization-based integrators have good stability and accuracy for large time steps, as a result of their conserving energy and momentum. 32 In the multiscale factorization (MF) approach 29 used here, the splitting follows from introduction of the CG variables. The nanostructure internal energy E is taken to be a CG variable, and no structural CG variables are introduced. Feasibility of MF for simulating nanoscale ET phenomena is probed using simulations of the lactoferrin (691 amino acid residues) 33 and Human Papilloma Virus (HPV) T = 1 capsid-like icosahedral structure (30 300 residues). 34 Advantages of MF over other methods include the following. MF provides considerable reduction of computations needed over basic MD integration algorithms (e.g., Verlet-schemes 30, 35 and leap-frog 36 ). Projection operator methods [37] [38] [39] require construction of memory functions which are computationally expensive and, because they involve nonstandard evolution operators, are not straightforward to implement. By contrast, there is a great ease in implementation of MF relative to algorithms based on perturbation methods. 25, 26 A key element of the present multiscale approach is the assumption that the rate of energy exchange between system and bath constitutes a stationary random process. In this way the ET rate rapidly explores a representative ensemble of values on a timescale that is short compared with the characteristic time of ET. This stationarity property is analogous to that introduced earlier for slowly evolving CG structural variables; 29 it yields an efficient computational algorithm for the simulation of many-atom Newtonian systems.
After short relaxation time, the system energy becomes slowly varying relative to the characteristic frequency of atomic vibrations and collisions. Fig. 2 (a) (red curve) shows the internal energy of lactoferrin, initially at 1 K in an aqueous bath at 309 K, obtained from a MD simulation under energy conservation (NVE) conditions using Gromacs. 40 It is observed that the evolution of internal energy E of lactoferrin has a clear time separation between atomistic vibrations/collisions and ET, suggesting the potential advantage of a multiscale approach. The main assumption used to characterize the time scale separation is that the rate of ET between the system and bath strongly depends on system surface-tovolume ratio. The MD results of Fig. 2 suggest that the total internal energy (potential plus kinetic) of a structure could serve as a CG variable in a multiscale approach to ET.
In this study, we frame the ET problem in a multiscale way (Sec. II), and outline a strategy for implementing it via Lie-Trotter factorization (Sec. III). This approach is assessed for two systems (Sec. IV), and conclusions are drawn (Sec. V).
II. THE SYSTEM-BATH INTERACTION PROBLEM
In this section, ET for a classical N-particle system is cast in a multiscale framework. Conditions are sought at which the Hamiltonian for the system H sys (i.e., the system energy E expressed as a function of the system microstate) is slowly evolving and, therefore, it can be used to initiate a multiscale analysis.
A. Mathematical formulation
Let denote the set of 6N positions and momenta of the N-particle system-bath composite. Consider a system of microstate sys in contact with a bath in state bath . Let the Nparticle position-momentum state for the composite system be ( sys , bath ). The microstate satisfies Newton's equations, written here,
The Liouvillian L and the Hamiltonian H for the composite system are separated into three contributions from the system (sys), host fluid (bath), and their interaction (int), 
The components of L are given by
(6) Indices s and b label particles in the system and bath, respectively. p, m, and r are the momentum, mass, and position of the indicated particle. F sys s is the net force acting on system particle s from all other system particles, and analogously for 
B. Scaling the system-bath interaction
To assess the importance of the system-bath interaction relative to bulk effects on particles deep within the volume of a system, a parameter ε is introduced:
Here, λ is the thickness of the interfacial zone (e.g., the range of interparticle forces), sys is the bath-system contact area, and V sys is the system volume. The influence of the bath on the system is expected to scale as ε. As ε → 0, the system becomes isolated and its energy is conserved. Thereby, the smallness of ε reflects the slowness of the system energy E. If the ET between the system and bath is slow, the scaling of the rate at which E changes is conveniently cast via ε. With this, introduce the following scaling for the system-bath interaction:
The energy of the system, H sys , is expected to be slowly varying in time when (a) forces between a particle in the system and one in the bath are short-range, (b) the ratio ε of Eq. (7) is small, and (c) the initial state is not extremely far from equilibrium (e.g., there are no shock structures). Under such conditions, one expects that H sys can serve as a starting point of a multiscale analysis of ET wherein the timescale of single-particle vibrations-collisions is much shorter than that of H sys variations.
C. Unfolding the Liouville operator
Keeping in mind applications of the theory to energy exchange between a system and a thermal bath, a reformulation is introduced here which accounts for the co-evolution of and system energy E. This "unfolded" description accounts for both rapidly fluctuating variables (described via ) and the slowly evolving CG variable(s) (here taken to be the system energy E). In contrast to earlier multiscale analyses for which the CG variables were structural in nature, here phenomena wherein E is the only CG variable are investigated. With this, the unfolding is → , E. The system energy E can be expressed in terms of sys via the Hamiltonian of the system H sys ,
Henceforth, all functions and operations on them involve 6N + 1 state variables and time.
Newton's equations imply that the rate of change of H sys (the energy flux) is
In view of the smallness of the surface-to-volume ratio ε, and therefore
• H sys , it is useful to introduce scaled energy flux defined via
The Liouvillian L is used to construct an expression for the velocity-like variable conjugate to H sys . First, the effect of the Liouvillian (2) and ∂/∂t on H sys is calculated via the chain rule. When operating on functions of the unfolded state ( , E), the derivatives in the Liouvillian that arise through the chain rule are at constant E, and the derivative with respect to E is at constant :
Equation (12) is obtained using
The kinetic part of H sys yields
Since the momenta p s are randomly fluctuating, the terms in the sum in Eq. (12) tend to cancel. This suggests that as ε → 0, does not diverge: the particular case where is O(ε 0 ) will be assumed and justified a posteriori. This scaling of the term is also suggested by Eq. (13), and therefore the ε −1 factor in Eq. (12) 
withL int 1 as in (8) using (6),
where the derivatives are taken at constant E. Via this unfolded description, a reformulation of the dynamical equations is conveniently cast for using Lie-Trotter factorization, as follows.
III. MULTISCALE FACTORIZATION

A. Lie-Trotter factorization framework
A Lie-Trotter factorization approach 27, 28 is now developed based on separating the Liouvillian into microscopic and CG contributions. In the context of the energy exchange between a system and its surroundings, internal system energy is taken to be a slow variable, as suggested by the MD results (Fig. 2) . However, structural CG variables such as used earlier 15 may be coupled to the evolving energy for a more complete picture, but are not addressed here. With this splitting, the Louvillian takes the following unfolded form:
with F s being the net force on system particle s, and F b being the net force on bath particle b,
CG is given by Eq. (15) with the energy flux as in Eq. (12) . Note that L micro (18) has the same form as the Liouvillian except that derivatives with respect to are at constant E.
The Lie-Trotter formulation proceeds by introducing the time evolution operator S(t) defined via
and two auxiliary operators,
In a discretized time framework, the period of evolution (0 to t) is divided into n equal intervals of duration (i.e., n = t), where is on the order of the characteristic time of ET. Then the Lie-Trotter factorization approach to O( 3 ) 
This implies that, except for the S micro (± 2 ) factors, the evolution can be approximated via a sequence of n two-phase steps. In a first phase, the system is advanced via S micro for a period , while in a second it is advanced via S CG . From Eqs. (21) and (18), one can see that S micro corresponds to Newton's equations. Therefore, its action on ( sys , bath ) can be computed using a conventional MD package under NVE conditions for the composite system. If the energy exchange is a stationary process over some time interval , then can be divided into a number of small intervals δ, for each of which the energy flux explores a similar ensemble of variations (δ is the minimum time for which the system holds the stationarity). Here, this stationarity hypothesis for a class of interesting energy exchange problems is verified. For stationary systems, the integral
is essentially constant for δ < τ < . Below δ the ensemble included in the time average is too small; beyond the system has evolved to a new CG state so that the ensemble will have changed. The stationarity integral I (23) can be used for quantitative assessment of the viability of the above MF approach. This is because when δ , the S micro phase can be accomplished via short MD simulation 29 (of duration δ), so that the overall computation time is much less than for traditional MD (of duration ). Thus, to validate this multiscale approach for a particular system, it is necessary to verify whether there exists a stage of the overall evolution such that there are values of τ within δ to such that I is essentially constant.
B. Computational algorithm
In the S CG phase, the system is advanced in time by integrating the energy rate obtained from the atomistic variables of the S micro phase. Thereby, updating the system energy E is accomplished via
To construct the new microstate at time t + from the updated system energy (25), let us assume for simplicity that only the kinetic energy changes during this discrete update, while there is no significant change in the potential energy of the atomic configuration. If E changes by E ≡ E(t + ) − E(t) (25) , then the bath energy changes by − E at NVE conditions. Thereby, only the kinetic parts of the system and bath energies are modified when reconstructing the microstate. Rescale all system atom momenta by the factor c given by the square root of the ratio of the updated to the earlier temperature,
with the temperature defined via the difference between total internal energy and potential energy. Factor c is thus different for the system and bath:
with "+" for the system and "−" for bath in the RHS of (27) . In making this rescaling, the thermal conductivities of the system and bath are overestimated, i.e., the temperature rescaling is applied homogeneously regardless of atom positions. As a result, non-uniform system energy fluctuations are repressed at the beginning of the MD phase of the Lie-Trotter timestep. However, natural non-uniform energy fluctuations and the exchange between kinetic and potential energy will emerge during the MD stage, and thereby the method captures much of the redistribution of energy between the system degrees of freedom.
IV. VALIDATION VIA COMPUTER SIMULATION
A. Systems and simulation conditions
The development of the multiscale theory of Sec. III rests on the assumption that the system energy E is a slow variable. To validate this assumption, NVE MD simulations for various systems immersed in an initially isothermal aqueous medium were carried out, and the temporal evolution of E was examined. The systems were (a) human lactoferrin enzyme (PDB ID: 1LFG), 33 and (b) the T = 1 icosahedral structure of HPV L1 protein virus-like particle (VLP) (PDB ID: 1DZL). 34 These two systems provide a measure of the dependence of the results on system size and, more precisely, on the surface-to-volume ratio. Lactoferrin has 10 560 atoms and HPV capsid has 424 323 atoms. Assuming that the surface area is proportional to N 2/3 and the volume is proportional to N (where N is the number of atoms in the system), then the surface-to-volume ratio is 1/21.94 for lactoferrin and 1/75.14 for the VLP, suggesting that ET from lactoferrin to the solvent should be faster than for the VLP.
The simulations were set up as follows. A water heat bath was prepared using Simple Point Charge water model 41 preequilibrated for 300 K, assuring a minimal distance of 1 nm to the box boundaries. Ions were added to make the composite system charge neutral ( 3 ). Both directions of heat flow were studied -from the bath to the system, and the reverse -by placing a cold (∼1 K) or hot (∼480 K) system into a bath at room temperature (∼310 K). Simulations were carried out using double precision Gromacs 4.6.2. Energy of both systems was minimized using the Steepest Descent algorithm for 10 000 steps and then Conjugated Gradient algorithm until atomic forces have converged to within 10 kJ/mol nm. Then, the energy minimized systems were solvated, as detailed above. The conventional thermalization (NVT) and pressure stabilization (NPT) protocols were modified to obtain a stabilized cold or hot systems immersed into an isothermal bath, as follows. First, the solvent was relaxed to let the water adjust to the system surface roughness. This was achieved by performing the NVT MD simulations using Berendsen thermostat 42 with position restraints on the system atoms via a force constant of 1000 kJ/mol nm. For the hot systems, the composite was first thermalized to 310 K. For cold systems, the atoms of the structure were frozen in all three axes and thermalized to 0 K. Also, energy exclusion for the atoms within the structure was included in order to avoid spurious contributions to the virial and pressure from the large forces inside the frozen molecule. Thermalization (NVT) was performed using the Velocity-rescale (v-rescale) thermostat 51 to obtain a Maxwell distribution of velocities for the target initial temperature. For cold lactoferrin, no thermalization was necessary because the position restraint simulation was enough to reach the desired temperature in bath and the structure without significant stress, thereby ensuring the stability of a subsequent simulation. For the cold VLP, there was a strong interaction between the frozen system and the room temperature bath that made the simulation unstable; therefore, the thermalization was performed in four successive stages (by cooling down to 200 K, 150 K, 50 K, 5 K) until the composite has reached the desired temperature. Each stage had time step of 1 fs and lasted 5 ps. For hot cases, the systems were thermalized in two successive stages (400 K for both systems, and 450 K for lactoferrin and 500 K for VLP), with the bath kept at room temperature. The first stage lasted 10 ps and the second 4 ps, both with a time step of 1 fs.
The pressure stabilization (NPT) stage was performed using Berendsen barostat 43 and thermostat for 20 ps with a time step of 2 fs. For cold cases, no pressure stabilization was performed to avoid temperature increase in the composite systems. For hot cases, pressure stabilization was performed after the first thermalization (where the coupling constant for temperature was 0.5 ps at 400 K, while for pressure it was 1 ps at atmospheric pressure). For the cold VLP, after thermalization a system position restraint MD simulation was performed to increase the temperature of the bath using the same set of parameters as described above. The results of the thermalization followed by pressure stabilization were used as the input for the NVE simulation to analyze ET between bath and system. To perform the ET simulations, the system and bath were decoupled from the thermostat and no barostat was used. This guarantees the absence of external energy input or output. Therefore, the energy of the structures varies in a way that reflects the internal system dynamics and the exchange of information with the surrounding bath (i.e., the host electrolyte solution). To obtain good energy conservation, hydrogen bonds were constrained using the LINCS algorithm, 44, 45 the neighbor list was updated every 5 iterations and short-and long-range radii were set to 2.0 nm and 2.3 nm, respectively. Van der Waals interactions were calculated using the Shift method 46 with shift radius of 1.4 nm and cut-off radius of 1.7 nm. Coulomb interactions were calculated using the Reaction-Field-Zero method 47, 48 with cutoff radius of 1.4 nm. The long-range dispersion correction to the energy was used. The time step was set to 1 fs, total simulation time was 1 ns, and data (energies and trajectory) were saved every 1 fs. The total energy of the composite system was very well conserved, i.e., with fluctuations below 0.0015% for lactoferrin and 0.002% for the VLP.
The initial temperatures, as generated by Gromacs in each case studied, are summarized in Table S1 in the supplementary material. 49 Differences between the actual and target temperatures (310 K for bath, and 0 K or 480 K for the system) are due to the generation of the velocity distributions by velocity rescaling in a thermostat, as implemented in Gromacs.
B. System temperature and energy timecourses
Data obtained using NVE Gromacs simulations include system and bath temperatures (Fig. 1) , total, potential, and kinetic system energies (Fig. 2) , and the energy flux (10) (Fig. 3) . Comparison of ET for these two systems that differ significantly in size was made both in cold and hot initial states to draw conclusion on applicability and efficiency of the multiscale Lie-Trotter factorization method.
Notice in Fig. 1 the increase in the characteristic time of overall temperature change (denoted τ T ) for the larger structure (the VLP) relative to the smaller one (lactoferrin). τ T is taken here to be the time obtained from a fit of system temperature for the entire simulation time interval of 1 ns by the exponential law,
For cold lactoferrin and VLP, τ T = 10.69 ps and 24.94 ps, respectively; for the hot systems τ T = 16.14 ps and 57.19 ps (Table S2 in the supplementary material 49 ). The ratio of the number of atoms in the VLP to that in lactoferrin is 40.18. Hence, the scaling of τ T with the number of atoms is (12) of hot HPV VLP shows stochastic fluctuations, while E varies coherently and slowly ( Fig. 2(d) ).
τ T ∼ N n with n = 0.229 for the cold systems and n = 0.295 for the hot ones. The surface-to-volume ratio ε in the multiscale approach of Sec. II is 0.0456 for lactoferrin and 0.0133 for the VLP. Hence, the scaling is τ T ∼ 1/ε, in agreement with the initial assumption (see Table S2 and further discussion for more detailed analysis in the supplementary material 49 ).
The kinetic, internal potential, and total energy E of the system are shown in Fig. 2 for each case simulated. It is observed that their evolution is slow and coherent, i.e., energy fluctuations are small. By contrast, the energy flux (10) is highly fluctuating (Fig. 3) , and therefore cannot be chosen as a CG variable as part of the multiscale analysis (Secs. II and III). Exchange between system potential and kinetic energy is much faster than exchange with the bath, as is seen from the high correlation between the components of system energy.
C. Validation of the stationarity hypothesis
The MF algorithm and associated stationarity hypothesis are validated computationally. In the present context, the stationarity hypothesis is that the energy flux (23) constitutes a stationary random process. 29 Thus, over a time characteristic of the CG dynamics, the energy flux is rapidly fluctuating (Fig. 3) and explores a representative ensemble of values that does not appreciably change over the characteristic ET time. That the fluctuations in the ET rate ( ) constitute a stationary random process indicated by the slow variation in τ of the energy flux integral (23) .
Based on the profiles of Figs understanding of the phenomena, the ET process was split in Table S2 in the supplementary material 49 ) versus time τ s to achieve stationarity (stationarity is indicated when I(t, τ ) in Fig. 4 becomes slowly varying in τ for a given initial time t). When this ratio is considerably greater than one, a speed-up (relative to conventional MD) can be achieved using the MF approach. In the early stage, the stationarity time τ s is short, but so is τ E , so that no computational speed up is expected. This is illustrated by the I(t = 0, τ ) curves for lactoferrin in Figs. 4(a) and 4(b): at τ = τ E , stationarity has still not been achieved. Due to the high rate of early ET and quick evolution of E to its asymptotic values a, the energy flux does not have time to express a representative ensemble of values for a given E before the latter changes considerably. Thus, it is necessary to obtain an estimate for the duration of this rapid stage in order to determine at which point of time one may start applying MF.
To obtain a reliable estimate for I(t, τ ) (23), and thereby for the energy change (25) during a CG timestep, the time interval dt for saving the values of E in MD simulations must be made very small (in this case 1 fs) in order to capture the rapid fluctuations of (Fig. 3) and the resulting cancellations leading to short stationarity time τ s (i.e., rapid approach of I to a constant value) (Fig. 4) . For larger intervals (e.g., dt = 100 fs), τ s erroneously increases by an order of magnitude (Fig. S1 in the supplementary material 49 ). A detailed analysis of system temperature T(t), total system energy E(t), and the stationary integral I(t, τ ) (23) is given in the supplementary material. 49 These data were fitted using exponential and power laws (Table S2 in the supplementary  material  49 ) .
D. Achieving speed-up in energy transfer simulations
Evidence for the computational speed-up by the MF approach is demonstrated below in terms of the scaling of / δ with system size. δ in all cases was taken as the time τ s for reaching stationarity, determined here as the time it takes I to converge to the asymptotic value a within 5%. was chosen as a maximum integer multiple of δ for which the extrapolation (25) is valid. For cold and hot lactoferrin δ ∼ 5 ps and ∼ 10 ps, and for cold VLP δ ∼4.1 ps and ∼ 16.5 ps, while for hot VLP δ ∼4.4 ps and ∼ 17.5 ps.
For the intermediate stage, the MF provides a speed-up, which increases with system size. Fig. 5 shows the feasibility of MF speed-up over MD; the ratio / δ is the theoretical speed-up factor equal two for lactoferrin and four for the VLP.
V. CONCLUSIONS
A new multiscale approach is presented for simulating ET between macromolecules or their assemblies and a host medium. It is built on the smallness of the surface-to-volume ratio, the resulting slowness of ET, and notions of MF. System energy E was computed as the sum of kinetic and potential contributions, i.e., system-bath forces are not included in the definition of E (except indirectly as they mediate ET). Traditional MD simulations show that E undergoes an initial fast redistribution within a system (∼20-60 ps for lactoferrin and ∼60-100 ps for the VLP, see Fig. 2 ), and then varies more slowly; thereby E is a suitable CG variable for a multiscale approach for the intermediate (slower) ET process. When the system is initially far from thermal equilibrium with a host medium, the ensuing ET typically takes place in three stages: early short timescale intrasystem energy redistribution, intermediate-time slower ET to the host medium, and long-time slow dispersion of the energy across the composite system-bath volume. As expected, the ET rate of the larger HPV structure is much slower than that of the single protein (in particular, by a factor of two for cold systems and four for hot ones), as suggested by comparison of their surfaceto-volume ratios (0.0456 for lactoferrin and 0.0133 for the VLP).
A multiscale Lie-Trotter factorization algorithm that accounts for the separation of timescales between slow ET versus atomic-scale fluctuations is presented. MD computations validate the assumptions on which MF is based, i.e., stationarity of the energy flux and its scaling with the surface-tovolume ratio. From an earlier study on structural transitions in nanoscale systems where MF was introduced, 29 the efficiency of the present method relative to conventional MD should improve with system size. Efficiency of the algorithm results from the ratio of the characteristic time of ET and the computational time δ needed to estimate energy flux. The method is found to be most efficient for long-time evolution where the transfer is diffusional in character. For lactoferrin, the efficiency could be 2-fold compared to conventional MD (δ = 5 ps and = 10 ps), while for the VLP it could be fourfold (δ = 3 ps and = 12 ps, and δ = 4.75 ps and = 19 ps). It is shown that as ET slows at long times, the energy flux integral converges more quickly (i.e., δ becomes smaller relative to ); this implies an increase in the efficiency of MF as the system evolves from early to late stage of ET. Figs. 4 and 5 show that MF could achieve an order of magnitude in speed-up compared to conventional MD while maintaining high accuracy, when the system allows appropriate ratios of δ and (Sec. IV). Since results of semiphenomenological energy diffusion models 12, 13, 50 imply that there is a large range of timescales in ET, these scales should ultimately be accounted for in a multiscale approach when describing energy flow across the entire volume of the composite system. Future developments will address the coupling of ET with the slow dynamics of overall system structure (e.g., using structural order parameters as earlier 15, 24 ). The efficiency and ease in implementation suggests that MF is a promising direction for ET studies.
