Three-dimensional non-separable perfect reconstruction filter banks using three-dimensional nonseparable sampling by two, FCO, are proposed. Filter structures are derived and applied to digital video. Separation into two bands is obtained, and is shown to perform better from the perceptual point of view when compared to interlaced sequences resulting from the quincunx sampling of a. progressively scanned signal in time-vertical dimensions.
Introduction
Subsampling of video sequences is a common operation, and interlaced sampling has been used since the introduction of television. Both from a theoretical and a practical point of view, it is of interest to investigate alternative sampling schemes having the same density. In particular, given an initial progressive video sequence (that is, a sequence sampled on a rectangular three-dimensional grid), one would like to investigate subsampling by two, and contrast the performance of a true three-dimensional subsampling pattern (FCO) with that of the traditional interlaced subsampling (or quincunx sampling in time-vertical dimension).
We will pursue two goals: (i) obtain a good subsampled version of the original sequence, and (ii) be able to reconstruct the original sequence perfectly from subsampled sequences. If only (i) were pursued, one would use standard lowpass filtering, possibly including motion, whereas if only (ii) were desired, simple subs amp ling into the two cosets of the lattice would be sufficient. However, meeting both (i) ·Work supported in part by the National Science Foun~ation under grants ECD-8S-11111 and MIP-90-14189. and (ii) requires the design of perfect reconstruction filter banks for the particular subsampling lattice.
Such schemes are also known under the name of sub band coding, and are well studied in speech and image compression [1, 2, 3, 4, 5, 6] . In an earlier work [4] , we had developed filter banks specifically for the progressive to interlaced conversion of video and had demonstrated perfect reconstruction systems with certain attractive features (low complexity, orthogonality, linear phase). In this paper, we extend the work to FCO sampling, and compare it to the more traditional interlaced subs amp ling in terms of performance.
Quincunx and FeD Sampling
Assume that the original sampling lattice is rectangular, i.e., zn. The quincunx sampling process is represented by the quincunx sublattice
while the FCO one is described as the following set of points
as can be seen in Figure 1 . Both of these lattices can be generated by Dk, where D is a non-unique matrix characterizing the sampling process and k is an integer vector. For the two cases of interest, a possible choice is
(1 1) (1 0 1)
It is worth noting here that the above choice of matrices was not arbitrary, rather it was meant to ensure that their powers are diagonal matrices. This is a very useful feature if the same filter bank is to be cascaded (e.g., in quincunx case, every other step would then lead to rectangular sampling). Thus, for example, D~= 21 and D~CD = 21. It can be seen that, in both cases, the sampling process discards half of the samples (see Figure 1 ). This sampling density can also be obtained from the determinant of the sampling matrix. Hence, the absolute value of the determinant, in both quincunx and FCO cases, equals two.
In what follows, we will be needing the notion of the Voronoi cell of the reciprocal lattice [7, 8] . It suffices to say at this point that it represents the set of points in the frequency domain closer to the origin than to any other point where the spectrum is replicated (due to sampling). For more details, refer to [7, 8] . It is obvious then, that if the input signal is band-limited to that region, no overlapping of spectra will occur, and reconstruction of the signal from its samples will be possible. The Voronoi cell of the reciprocal lattice in the quincunx case is a diamond, while in the FCa case it is given in Figure   2 .
Energy Packing Argument For FeD Sampling
For a given subsampling factor, one approach in selecting a subsampling pattern is to maximize the energy retained in the subsampled version of the input signal (assuming proper filtering is done to prevent aliasing).
For signals with flat spectra, any pattern will do, but for spectra with structure, different patterns will gather more or less of the original signal's energy. The amount of energy retained depends also on the particular lowpass filter chosen for a given subsampling pattern.
We will first consider subsampling by 2 and two-dimensional signals (sampled originally on a rectangular grid), with flat circular spectra (that is I S(W!, W2) I = 1 for vwi + w~:S ?r). These signals have energy~.
For separable sampling by 2, a perfect one-dimensional half-band filter is used. The lowpass filter maximizing the energy retained is given in Figure 3 (a) and the energy gathered in the low band equals to 60% of the input signal's energy.
If we modify the subsampling pattern to quincunx, then the lowpass filter maximizing the energy will be diamond shaped as shown in Figure 3 (b). The original signal's energy retained by this particular filter is 64%.
From a perceptual point of view and assuming two-dimensional signals are images, the difference is even more striking. The points of the spectrum lost in the quincunx case correspond to diagonals (to which the human eye is fairly insensitive), while in the separable ca.<;e, horizontal high frequencies (above~) are lost, leading to blurred vertical edges (similarly for vertical high frequencies/blurred horizontal edges).
Going to three dimensions, one can now compare separable, quincunx and FCa subsampling by 2 for signals with spherically uniform spectra (this model is of limited validity for motion video, but is an adequate compromise if a stationary model is needed). It can be verified that 73.7%,84.3% and 95.5% of the energy, is gathered by separable, quincunx and FCO subsampling respectively, using the ideal filters depicted in Figure 4 .
Again, from a perceptual point of view, FCD subsampled video sequences present less objectionable artifacts (as will be seen later), and thus, both from the mean-square-error and perceptual standpoints, FCD is the better way of subsampling by 2.
Analysis and Synthesis of Multidimensional PR Filter Banks
It is well known that a subband system, due to downsampling, is periodically shift-variant (see, for example, [2] ). It is this shift-variance that leads to aliased versions (or overlapping repeated spectra) ofthe input signal in the output. A convenient way to take care of the shift-variance of such a multidimensional multirate system is to decompose both signals and filters into so-called polyphase components, each one corresponding to one of the cosets of the output lattice, and thus, a single-input linear periodically shiftvariant system can be expressed as a multi-input linear shift-invariant system. For more details, see [5] . In both quincunx and FCO cases, filters and signals are therefore decomposed into two polyphase components. Hence, signals at the output of the analysis bank can be represented in terms of the input signal, forward polyphase transform PI = (l,zll) and the analysis polyphase matrix Hp(z) (that is the matrix containing the polyphase components of the analysis filters), while the output signal can be represented in terms of the input channel signals, the synthesis polyphase matrix Gp(z) (that is, the matrix containing the polyphase components of the synthesis filters) and the inverse polyphase transform Pi = (1, Zl). Then, the output of the synthesis bank in the quincunx and FCO cases would be
where zDQ = (ZlZ2, ZlZ;l) while ZDFCO = (ZlZ;l, z;lz3"l, ZlZ2). After having achieved the goal of obtaining perfect reconstruction one might impose some other requirements on the filter bank, such as linear phase. Note that when compared to the one-dimensional case the linear phase requirement is less constrained since linear phase in multiple dimensions means just centro-symmetry of the filter's impulse response.
When synthesizing filter banks one of the most obvious approaches is to try to find cascade structures that would generate filters of the desired form, the reason being that cascade structures (i) usually have very low complexity, (ii) higher order filters are easily derived from the lower order ones and (iii) the coefficients can be quantized without affecting the desired form. For building linear phase cascades, one has to make use of the linear phase testing condition given in [5] . In the next section, particular cascade structures from [5] will be used to construct three-dimensional perfect reconstruction linear phase filter sets. For orthogonal filters, see [9] .
Three-Dimensional Perfect Reconstruction Filter Pairs
Let us now try to find a reasonably good linear phase set. To that end, a result from [5] will be used. For the sake of simplicity, it will be just summarized here, for more details, refer to [5] . It basically states that a perfect reconstruction linear phase filter set of sizes 3 and 5 in dimensions (1, ... , n) can be generated from a perfect reconstruction linear phase set with same sizes in dimensions (1, ... ,n -1). Moreover, this solution is general for linear phase filters of that size. Larger filters can be obtained by cascading basic building blocks while retaining perfect reconstruction property. However, for the purposes of this paper, the smallest size filters will be used.
Thus, starting from a general one-dimensional solution, linear phase filters of sizes 3 and 5, one can obtain the two-dimensional solution generating diamond-shaped filters from [4] h,(n"n,)~(-1
Using this filter set as a starting point, one can construct the three-dimensional filters using the technique from [5] , yielding the following polyphase components of the two filters will impose a zero at (11", 11", 11") to the size 5 filter. The same will be done for the highpass, i. e., a zero at (0,0,0) will be imposed to the size 3 filter. The impulse response of the linear phase three-dimensional 3!5 set is given in Figure 5 with X = -6 and Y = -66.
Possible Schemes and Experiments
Let us first briefly review the scheme proposed in [4] . Refer to Figure 6 (upper part). The input progressive sequence is split into two interlaced subsequences by means of filtering and quincunx sampling over time-vertical dimensions. This kind of decomposition can be useful for compatible representation and coding, since, for example, a present NTSC receiver could use just the interlaced sequence, while a more sophisticated HDTV one could perfectly recover the original progressive sequence with the help of the "deinterlacing" channel. The same scheme can be used to go from interlaced to progressively scanned sequences and back, a process that could be useful for motion estimation! compensation purposes. These steps can be combined resulting in a two-step splitting of the original sequence. This last decomposition could be viewed as a very rough wavelet decomposition of the progressive sequence. The filters used in this scheme are the ones given in (6) .
As pointed out, the aim here is to evaluate the gain of processing the video signal using a true threedimensional scheme, when the data rate reduction of two is needed. Hence, in a similar fashion as in the quincunx case, one can start with a progressive sequence and split it into two FCO sequences, as given in the lower part of Figure 6 . Thus, the sequence is passed through the lowpass filter ho (nl, n2, n3) from Figure 5 . To be able to compare the subband obtained in this fashion with the interlaced one, the two-channel scheme from the last section is used (see also Figure 6 ). However, due to the fact that there do not exist "FCO-interlaced" screens, the FCO subband cannot be observed directly. To that end, both the FCO and the interlaced subbands are reinterpolated to the original, rectangular grid. For the FCO subband, the interpolation is performed using a simple, six-neighbor averaging filter, while the interlaced subband is reinterpolated using a four-neighbor averaging filter.
Upon observing the result, it was obvious that, using the FCO sampling results in a visually more pleasing sequence. Since most natural moving scenes have their energy concentrated in the low frequency band (see Section 3), this result was to be expected, due to the fact that in the FCO scheme, the high band it can also be noted that there is some "line crawling" in the background of the natural scene (upper left-hand side of the frame). This disturbing effect is completely eliminated using FCO sampling.
In the above splitting, the input sequence is progressive. An interesting question is: what do we obtain if an interlaced sequence is sampled with the FCO lattice? The answer turns out to be a field-quincunx sequence, that is, a sequence that could serve as one of the MUSE signals (MUSE is the NHK scheme developed for HDTV satellite broadcast [10] ). Figure 7 shows the input, interlaced sequence, and the obtained subsequence.
Conclusion
In this paper, a scheme has been proposed, as an alternative to the quincunx scheme achieving the data reduction of two by interlacing. It uses the only true non-separable sampling by two in three dimensions -FCO, and both from an energy packing and a perceptual point of view performs better than the corresponding two-dimensional splitting -quincunx. 
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