In this paper we mainly investigate the Cauchy problem of the Doi-Edwards polymer model with dimension d ≥ 2. The model was derived in the late 1970s to describe the dynamics of polymers in melts. The system contain a Navier-Stokes equation with an additional stress tensor which depend on the deformation gradient tensor and the memory function. The deformation gradient tensor satisfies a transport equation and the memory function satisfies a degenerate parabolic equation. We first proved the local well-posedness for the Doi-Edwards polymer model in Besov spaces by using the Littlewood-Paley theory. Moreover, if the initial velocity and the initial memory is small enough, we obtain a global existence result.
Introduction
In this paper we consider the Doi-Edwards polymer model [9, 10] In fact, the system (1.1) is not the original model but a dimensionless model [7] . In (1.1) v stands for the velocity of the polymeric liquid which depends on the current time t and the spatial variable x ∈ R d with d ≥ 2. The deformation gradient tensor G depends not only on the current time t and the spatial variable x but also on the history time τ . The integral kernel K depends on t, τ, x and the arc-length quantity s ∈ [− . σ is the stress tensor which can be deduced from a tensor S. The tensor S can be written into a integral form. Re is the Reynolds number and W e is the Weissenberg number. There are two viscosity in a dilute polymer flow: the solvent viscosities η s and the elastic viscosity η e . The viscosities ratio w = ηe η ∈ (0, 1) where η = η e + η s is the total viscosity. Finally, the model is closed with the expression of the function S :
where < f > 0 = S d−1 f dR and R is a unit vector on S d−1 . This model describes the dynamics of flexible polymers in melts. The system is of great interest in many branches of physics, chemistry, and biology, see [10] . Roughly speaking, the system couples the incompressible Navier-Stokes equations with a transport system describing the deformation of polymers and a transport-diffusion equation describing the evolution of the polymer memory.
A famous model to describe a viscoelastic flow is the Oldroyd-B model as follows:
This model has been extensively studied. The equation divG = 0 can be deduce from the condition on initial data such that divG| t=0 = 0, thus the model is closed. Let us review some mathematical results for the Oldroryd-B model. C. Guillopé and J.C. Saut [12, 13] proved the existence of local strong solutions and the global existence of one dimensional shear flows. In [11] , E. Fernández-Cara,
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F. Guillén and R. Ortega studied the local well-posedness in Sobolev spaces. J. Chemin and N. Masmoudi [4] proved the local well-posedness in critical Besov spaces and give a low bound for the lifespan. P. L. Lions and N. Masmoudi [19] obtained a global existence result of weak solutions. In [18] , F. Lin, C. Liu and P. Zhang proved that if the initial data is a small perturbation around equilibrium, then the strong solution is global in time. The similar results were obtained in several papers by virtue of different methods, see Z. Lei and Y. Zhou [16] , Z. Lei, C. Liu and Y. Zhou [15] , T. Zhang and D. Fang [27] . For the Oldoryd-B model, the global existence of strong solutions in two dimension without small conditions is still an open problem.
The other famous model to describe the dynamic of polymer flow is the finite extensible nonlinear elastic (FENE) dumbbell model [2, 10] :
(
1.4)
This system is a micro-macro model which couples the incompressible Navier-Stokes equations and the Fokker-Planck equation. There is a lot of mathematical results about the FENE dumbbell model. M. Renardy [24] established the local well-posedness in Sobolev spaces with potential U(R) = (1 − |R| 2 ) 1−σ for σ > 1. Later, B. Jourdain, T. Lelièvre, and C. Le Bris [14] proved local existence of a stochastic differential equation with potential U(R) = −k log(1 − |R|
2 ) in the case k > 3 for a Couette flow. H. Zhang and P. Zhang [26] proved local well-posedness of (1.4) with d = 3 in weighted Sobolev spaces. For the co-rotation case, F. Lin, P. Zhang, and Z. Zhang [17] obtain a global existence results with d = 2 and k > 6. If the initial data is perturbation around equilibrium, N. Masmoudi [21] proved global well-posedness of (1.4) for k > 0. In the co-rotation case with d = 2, he [21] obtained a global result for k > 0 without any small conditions. In the co-rotation case, A. V. Busuioc, I. S. Ciuperca, D. Iftimie and L. I. Palade [3] obtain a global existence result with only the small condition on ψ 0 . The global existence of weak solutions in L 2 was proved recently by N. Masmoudi [22] under some entropy conditions. The L 2 decay of solutions was studied by M. Schonbek [25] and she proved that the L 2 decay rate of the velocity is (1 + t) −l (1 + t) with d = 2 for any l ∈ N + . All the models we mentioned above are viscoelastic models. The main different between them is the constitutive equation. The constitutive equation of the Oldroyd-B model is very simple form σ = G T G. For the FENE dumbbell model, σ is given by the Kramers expression i.e. σ = B R ⊗ UψdR. In the Doi-Edwards polymer model, σ can be deduced from a tensor S denoting the orientation of the chains.
The tensor S is given by an integral constitutive law
There are two time variables t and τ in the Doi-Edwards polymer model. Usually, the unknown functions is depend on the current time t and the past time t ′ . And τ = t − t ′ is the age of the polymer. In the paper [7] , the author consider the time variables t and τ as two independent variables. In this paper, we still assume that τ is not depend on t.
Although there are a lot of research papers studied about the mathematical theory for viscoelastic models, the mathematical results for the Doi-Edwards polymer model remains very poor. Recently, L. Chupin investigated [5, 6, 7] the global existence results of the Doi-Edwards polymer model. For a simplified model of (1.1), L. Chupin [5, 6] proved the local existence and uniqueness of strong solutions with x ∈ T d in Sobolev spaces. In [5] , L. Chupin shows that if the initial velocity v 0 and the viscosities ratio w is small enough, then the local solutions is global in time. In [6] , L. Chupin obtained a global results without small conditions with d = 2. In [7] , L. Chupin proved existence and uniqueness of local solutions of (1.1) with x ∈ T d . When d = 2, he [7] obtained a global result without small conditions. In the system (1.1), we observe that the boundary conditions K(t, 0, x, s) = 1 and K(t, τ, x,
2 ) = 0 are not compatible. Hence, we consider the memory function m = −∂ τ K. On the other hand, we denote that F = G − I and S (F ) = S (G) = S (F + I), and then (1.1) can be written in the following form:
(1.5)
In this paper, we are interested in the Cauchy problem of (1.5) in the whole space x ∈ R d with d ≥ 2. To our best knowledge, there is no any well-posedness results for (1.5) in the whole spaces x ∈ R d . We will use the Littlewood-Paley theory to study about the local well-posedness of (1.5) in Besov spaces. This method allows us to assume that the initial data has lower regularity. By using a contraction argument, we also prove that if the initial velocity and the initial memory is small enough then the local solution exists global in time.
Remark 1.1. In [4] , J. Chemin and N. Masmoudi's result implies that if the L ∞ −norm of τ is bounded and the velocity v has finite energy, then the Navier-Stokes equations has a global solution with d = 2. By virtue of the maximum principle, one can obtain the
follows that the energy of velocity v is finite. However, the embedding result
is not true for x ∈ R d . Hence, for the system (1.5), there is no basic energy estimate when x ∈ R d . This is the reason that we can not obtain the global result without any small condition.
Even if we assume that the initial velocity is small, there are still some difficult which is different with the other system. The main difficult is that the linear system of (1.5) is quite different from the Oldroyd-B model. It seems that (1.5) has no dissipative structure, so even though the initial data (v 0 , F 0 , m 0 ) is small enough, one can't not obtain that the corresponding solution (v, F, m) is small in all time. Therefore, the methods which used to deal with the Oldroyd-B model are invalid in this paper. However, we observe that the stress term is a integral form, this allows us to get some fine properties. Concretely, if we consider m belongs to some suitable τ -weighted function spaces, then the Besov norm of stress term will depend on this weighted. Under some condition on the weighted, we can see that the stress term will become small. Due to this observation, we only add the small condition on the initial velocity v 0 . In order to apply the bootstrap argument to prove that the solution v is also small for all time, we need to get a uniform estimate for τ independent of t. This estimate is also a difficult, we must prove a maximum principle with τ -weighted and the exponential decay of m. This result only holds true for the viscoelastic model with an integral constitutive law.
The paper is organized as follows. In Section 2 we introduce some notations and our main results. In Section 3 we give some preliminaries which will be used in the sequel. In Section 4 we investigate the linear problem of (1.5) and give some a priori estimates for solutions to (1.5). In Section 5 we prove the local well-posedness of (1.5) by using an approximate argument. In Section 6 we prove the global well-posedness of (1.5) by a contradiction argument.
Notations and main results
In this section we introduce our main results and the notations that we shall use throughout the paper.
We use the symbol L p to denoted the p-integrable spaces. For a function f depends only on the spatial variable x, we define that
For a function g depends on x and s, we define that
For simplicity, sometimes we will drop the subscript and use the symbol L p to denote L p x and L p x,s if there is no ambiguity.
The symbol F is the Fourier transform and F −1 represents its inverse. Moreover, we use S to denote the Schwartz space S(R d ) and S ′ is the dual space of S. Finally, let us define a subspace of
). Next we introduce the Littlewood-Paley decomposition and homogeneous Besov spaces (see [1] for more details).
Let C be the annulus {ξ ∈ R 
The homogeneous dyadic blocks∆ j are defined bẏ
where h = F −1 ϕ and h = F −1 χ. The homogeneous Besov space is denoted byḂ s p,r i.e., Note that τ ∈ [0, +∞). We denoted the space L ∞ τ (X) endowed with the norm
Also we will use the following spaces
By virtue of the Minkowski inequality, we get
For simplicity, we assume that the Reynolds number Re = 1 and the Weissenberg number W e = 1. The notation a b means that there is a universal constant C such that a ≤ Cb.
Throughout this paper, we assume that there exists a constant γ > 0 such that
The above assumption will leads to a lower bound for G = F + I (See Lemma 1 in [7] ). The lower bound for F − I is crucial to estimate the Besov norm of the function S (F (t, τ, x)) (See Proposition 3.13 in Chapter 4). Now we state our main results as follows.
),
). Then there exist some T * > 0 and a unique solution (v, F, m, P ) of (1.5) such that
,
Theorem 2.2. Under the assumption of Theorem 2.1. If there exists a constant ε such that
then the solution constructed in Theorem 2.1 is global.
Remark 2.3. If we replace the small condition 1 λ ≤ ε 2 by the viscosities ratio w ≤ ε 2 , then the global result still holds true. The proof is similar to that of Theorem 2.2.
Preliminaries
In this section we introduce some useful lemmas which will be used in the sequel. For more details, one can refer to Section 2 in [1] .
Propositions of Besov spaces
Firstly we introduce the Bernstein inequalities. 
2 with q ≥ p ≥ 1, and any function u of L p , we have
The following proposition is about the embedding for Besov spaces. 
Next we introduce the Bony decomposition.
Definition 3.3.
[1] For functions u and v, Bony's decomposition in the homogeneous context is defined by
, where 1 r = min{1,
Assume that
If s 1 + s 2 > 0, there exists a constant C such that:
If r = 1 and s 1 + s 2 = 0, then we have,
The following product laws will be used constantly.
, and ab
Lemma 3.9.
[1] Let f be a smooth function on R which vanishes at 0. Let s be a real number and
A Gronwall lemma with two variables
The equations about the functions m and F are involve two independent time variables t and τ . In order to obtain some a priori estimates, we need the following Gronwall lemma with two variables.
Lemma 3.10.
[5]Let f, g : R + → R + be two positive and locally integrable functions. If a function y :
then we have
A maximum principle
The following maximum principle will be used get the bound for the stress tensor.
and v is divergence free, then the solution f (t, τ, x, s) to the following system:
x,s ) and v is divergence free, then the solution f (t, τ, x, s) to the following system:
Proof. Note that 4π
2 is the first eigenvalue of the operator −∂ 2 s associated with the above boundary conditions. Since
2 , then one can obtain the maximum principle by virtue of the similar proof in [7] .
The estimate for stress tensor
In this section, we will give the bound for the stress tensor. First we bound the function S . Proposition 3.13. The function S is defined by the relation (1.2) and S (F ) = S (G) = S (F + I). Let s be a real number and (p, r) ∈ [1, +∞] 2 satisfies that
The following properties hold true:
Proof. The estimates for | S (G)| and | S ′ (G)| can be found in Proposition 1 in [7] . By virtue of the relation (1.2), one can see that S (0) = S (I) = 0. Thanks to Lemma 3.9, we complete the proof.
Remark 3.14. In Chapter 2, we have assumed that det(F 0 + I) ≥ γ > 0 which leads to |F + I| ≥ C γ > 0(See Lemma 1 in [7] ). By virtue of the above proposition, we deduced that
Cγ . Thus we can bounds for the Besov norm of S (F ) if the Besov norm of F is finite.
Proof. By virtue of Corollary 3.6 and Proposition 3.13, we obtain
, and
Linear problem and a priori estimates
In this section, we assume that the vector field u and the tensor S are given, and then consider the following linearized equations for (1.5): 
Solutions to the linear equations for
. Then the following equation
Proof. Firstly, we prove the a priori estimate (4.3) for F . Applying∆ j to the both sides of 4.2, we obtain that
where R j = [u∇,∆ j ]F . By virtue of the standard L p estimate, we see that
Multiplying 2 j d p and taking the l 1 -norm in the both sides of the above inequality, we deduce that
According to Corollary 3.6 and Lemma 3.7, we get
Thanks to Lemma 3.10, we obtain that
Now, we prove the existence of solution to (4.2). Assume that (F n 0 , u n ) are smooth approximation
. By virtue of the transport equation theory, for any fixed τ and n, there exists a function F n (t, x, τ ) satisfies the following equations:
By virtue of (4.3), we deduce that
). The Fatou property for Besov spaces implies that there exists a subsequence F n k weakly converges to some F in
p,1 is an algebra, taking the limit in (4.5) as n → ∞, it follows that F is the solution to (4.2). Moreover, one can check that
The method is similar as in Theorem 3.19 of [1] , and we omit the details here. Using the fact that (4.2) is a linear equation, the uniqueness can be proved by the estimate (4.3).
)) is the solution of the following equation
Then, we have
Proof. By the similar argument as in the Proposition 4.1, we obtain that
Note
, which along with Lemma 3.7 yield that
).
Taking advantage of Lemma 3.10, we obtain the desired result.
where
Proof. Multiplying both sides of (4.6) by (λ + τ ) 2 , we deduce that
where m = (λ + τ ) 2 m. Applying∆ j to the both sides of (4.8), we obtain that 
Integrating by parts and using Hölder's inequality, we have
Using Cauchy-Schwarz's inequality, we get (4.10)
where ε > 0 is an arbitrary constant. Plugging (4.10) into (4.9) with ε small enough, yields that
Integrating the above inequality over R d and using the fact that div u = 0, we deduce that
, which implies that
By the definition of Besov spaces and Lemma 3.7, we have
, where c j ∈ l 1 . Plugging the above inequality into (4.12), we obtain that
Taking the l 1 -norm and using Lemma 3.10, we deduce that
). (4.14)
From the above estimate and using the theory of the linear transport diffusion equation, one can prove the existence and uniqueness of the equation (4.6). λ is small enough, one can obtain a stronger estimate which is independent on λ.
. m is a solution of the following equation 
Proof. By the same token as in Proposition 4.3, we obtain that
, where m = (λ + τ ) 2 m and M = (λ + τ ) 2 M . Note that 2 ≤ p < 2d. Taking advantage of Lemmas 3.7-3.8, we deduce that
, where c j ∈ l 1 . Plugging the above inequality into (4.17), we obtain that
(4.19)
A priori estimates for the linear Navier-Stokes equations
In this subsection, we review a priori estimates for the linear Navier-Stokes equations.
Then, we have following estimates:
. Suppose that v is the solutions of (4.20) and v L is the solution of
Then, we have the following estimate:
By the equations (4.20) and (4.21), we see that v satisfies that 
). 
.
Plugging the above inequality into (4.23), yields that
), (4.24) which leads to
Using the fact that v L = e t(1−ω)∆ v 0 and e
then completes the proof.
5 Local well-posedness
Approximate solutions
First, we construct approximate solutions which are smooth (for x variable) solutions of some linear equations.
, we define by induction a sequence (v n , F n , m n , P n ) n∈N by solving the following linear equations:
For a fixed n ≥ 1, assume that (v n , F n , m n ) is smooth enough. Since the initial data are smooth, it follows that there exists a smooth solution (v n+1 , F n+1 , m n+1 , P n+1 ) satisfies the linear equations (5.1n).
Uniform bounds
Next, we are going to find some positive T such that for which the approximate solutions are uniformly
Then by Propositions 4.1, 4.3 and Lemma 4.6 with
And by Corollary 3.15, we obtain
. We define that
follows that A(t) → 0 as t → 0, which implies that
Thus, we can find a T 1 > 0 such that
On the other hand, for any fixed λ, there exists a T 2 > 0, such that
By virtue of (5.1) and (5.2), we see that
and
is uniformly bounded. Taking advantage of Lemma 4.6, we deduce that ∇P
is also uniformly bounded.
Convergence
We are going to show that (v n , F n , m n ) n∈N is a Cauchy sequence in some Banach spaces. Let
where H n,l = ∇v l−1 :
. By virtue of Propositions 4.2, 4.5 and Lemma 4.6, we deuce that
), (5.10) where A 1 n,l , A 2 n,l , A 3 n,l → 0 as n, l → ∞(Here, we use the fact that
) and
)). Taking advantage of Lemma 3.8, we obtain
Since div v n = 0, it follows that
. Notice that H n,l = ∇v l−1 :
triangle inequality leads to
. Plugging (5.11)-(5.13) into (5.8)-(5.10) and taking the limit as n, l go to infinite, we deduce that
which leads to
Since V (T ) → 0 as T → 0, it follows that we can choose ε and T small enough such that
Hence, X(T ), Y (T ), Z(T ) = 0 and then we deduce that (v n , F n , m n ) n∈N is a Cauchy sequence. Moreover, there exists a limit function (v,
). By virtue of the equation (5.1n), one can obtain P n by solving an elliptic equation. Indeed, v n is a Cauchy sequence implies that P n is also a Cauchy sequence and there exists a limit function P such that P n → P . (See, [1, 8] ) Passing to the limit in (5.1n) in the weak sense, we conclude that (v, F, m, P ) is indeed a solution of (1.5). Since
, sup
it follow by the Fatou properties of Besov spaces that
Using the equations, one can see that ∂ t v, ∂ t F, (λ + τ ) 2 ∂ t m belongs to some Besov spaces with negative regularity, which implies that 
Uniqueness
Assume that (v 1 , F 1 , m 1 , P 1 ) and (v 2 , F 2 , m 2 , P 2 ) are two solutions of (1.5) with the same initial data.
By a similar calculation as in Section 5.3, we have 
Repeating the argument, we prove the uniqueness.
Global existence
In this section, we prove that the solution is global in time if the initial velocity is small and λ is large.
Proof of Theorem 2.2: Assume that the lifespan T * is finite. If T 0 > 0 is small enough, by virtue of Lemma 4.6 with s = 
where M > 1 is a uniform constant. Thus we can define T as follows:
≤ 2M ε . Using Young's inequality, we get
Multiplying both sides of the above inequality by 2 
]. (6.14)
Multiplying both sides of (6.13) by 2 j( 
]. (6.15) By virtue of Corollary 3.15 and the estimates (6.2), (6.11), we obtain that If ε is small enough, such that ε + Cε 2 < M ε, then we see that
This is a contradiction because of the definition of T . Thus, we get T = T * . By virtue of the estimates (6.2), (6.10), we verify that lim sup < +∞.
This implies the solution can be extended beyond [0, T * ), which contradicts the lifespan T * . Thus the solution is global. This completes the proof.
Remark 6.1. From the estimate 6.10, we see that the Besov norm of m is exponent decay in time under the small condition of initial data and λ sufficient large.
