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RESUMO
Neste trabalho apresentamos uma introduc¸a˜o a` Supersimetria no contexto
da Mecaˆnica Quaˆntica em 1 dimensa˜o espacial. Para isso desenvolvemos o
conceito de fatorizac¸a˜o de hamiltonianos por meio do exemplo do oscilador
harmoˆnico simples, introduzimos o oscilador supersime´trico e, em seguida,
generalizamos esses conceitos para introduzir os fundamentos da Mecaˆnica
Quaˆntica Supersime´trica. Discutimos tambe´m a respeito de ferramentas
u´teis na resoluc¸a˜o de problemas de Mecaˆnica Quaˆntica que esta˜o intrinse-
camente relacionadas a` Supersimetria como a hierarquia de hamiltonianos
e a invariaˆncia de forma. Apresentamos dois me´todos de aproximac¸a˜o
que sera˜o particularmente u´teis; o bem conhecido Me´todo Variacional e
tambe´m a Teoria de Perturbac¸o˜es Logar´ıtmica, esta u´ltima intimamente
relacionada com os conceitos de superpotenciais e hierarquia de hamil-
tonianos. Por fim, apresentamos problemas associados a superpotenciais
que sa˜o monoˆmios em poteˆncias pares da coordenada x multiplicados pela
func¸a˜o sinal ε(x), o que aparentemente constitui uma classe ine´dita de
problemas na Mecaˆnica Quaˆntica Supersime´trica.
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ABSTRACT
In this work we present an introduction to Supersymmetry in the context
of 1-dimensional Quantum Mechanics. For that purpose we develop the
concept of hamiltonians factorization using the simple harmonic oscillator
as an example, we introduce the supersymmetric oscilator and, next, we
generalize these concepts to introduce the fundamentals of Supersymmet-
ric Quantum Mechanics. We also discuss useful tools to solve problems in
Quantum Mechanics which are intrinsecally related to Supersymmetry as
hierarchy of hamiltonians and shape invariance. We present two approxi-
mation methods which will be specially useful: the well known Variational
Method and the Logarithmic Perturbation Theory, the latter being closely
related to the concepts of superpotentials and hierarchy of hamiltonians.
Finally, we present problems related to superpotentials which are monomi-
als in even powers of the x coordinate multiplied by the sign function ε(x),
which seems to be a new class of problems in Supersymmetric Quantum
Mechanics.
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1 Introduc¸a˜o
1.1 O que e´ Supersimetria?
A Supersimetria (SUSI) e´ uma simetria que relaciona estados bosoˆnicos e fermioˆnicos.
Ela foi originalmente desenvolvida no contexto da Teoria Quaˆntica de Campos tendo
sido proposta em 1966 por Miyazawa [1] como uma simetria entre me´sons e ba´rions.
Foi redescoberta no in´ıcio dos anos 70 e em 1974 foi trazida a` atenc¸a˜o da comunidade
cient´ıfica por meio dos trabalhos de Wess e Zumino [2]. Esses trabalhos apresentaram
o que ficou conhecido como Modelo de Wess-Zumino, o primeiro modelo de teoria
quaˆntica de campos em (3 + 1) dimenso˜es supersime´trico.
A SUSI surgiu como um caminho para estender o Grupo de Poincare´ de modo a
incluir simetrias internas. Antes isso na˜o era permitido devido ao teorema no-go de
Coleman-Mandula [3], que impunha uma restric¸a˜o sobre essa possibilidade afirmando
que a a´lgebra de Lie mais geral das simetrias da matriz S consistente com uma teo-
ria quaˆntica de campos relativ´ıstica deveria conter, ale´m dos geradores do Grupo de
Poincare´ (aqui denotados Pµ para translac¸o˜es no espac¸o-tempo e Jµν para rotac¸o˜es no
espac¸o e boosts), no ma´ximo um nu´mero finito de operadores escalares Bµ pertencen-
tes a` a´lgebra de Lie de um grupo compacto. Esse obsta´culo foi finalmente contornado
devido a um resultado de Haag, Sohnius e Lopuszanski [4] que mostrou que, para
incluir as simetrias internas, a a´lgebra de Lie do grupo de Poincare´ deveria ser es-
tendida para uma a´lgebra de Lie graduada de modo a incluir ale´m de comutadores
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tambe´m anti-comutadores [5]. Essa a´lgebra estendida e´ enta˜o chamada a´lgebra SUSI
ou simplesmente super-a´lgebra.
A relac¸a˜o estabelecida pela SUSI entre estados bosoˆnicos e fermioˆnicos se da´ por
meio das transformac¸o˜es SUSI, cujos geradores denotamos Q e Q¯. A parte da super-
a´lgebra que e´ inclu´ıda no Grupo de Poincare´ estabelecendo relac¸o˜es entre os geradores
SUSI e os geradores das translac¸o˜es no espac¸o-tempo e´ da forma 1:
{Qα, Q¯β˙} = 2σµαβ˙Pµ
{Qα, Qβ} = {Q¯α˙, Q¯β˙} = 0
[Pµ, Qα] =
[
Pµ, Q¯α˙
]
= 0
(1.1)
Embora (1.1) seja apenas parte da super-a´lgebra, neste trabalho nos referiremos a
conjuntos de equac¸o˜es desse tipo simplesmente como super-a´lgebra.
A SUSI preveˆ que, para cada part´ıcula (bo´son ou fe´rmion), deve haver uma outra
part´ıcula correspondente com a mesma massa e diferindo de 1
2
no valor do spin (fe´rmion
ou bo´son). Essas part´ıculas sa˜o enta˜o chamadas de parceiras supersime´tricas. O
parceiro supersime´trico do fo´ton, que e´ um bo´son de spin 1 e massa de repouso nula,
seria enta˜o um fe´rmion de spin 1
2
com massa de repouso nula ao qual chamamos
fotino. O parceiro supersime´trico do ele´tron, que e´ um fe´rmion de spin 1
2
e massa me,
seria, por sua vez, um bo´son de spin zero com massa me ao qual chamamos s-ele´tron
(scalar-electron). Como os parceiros supersime´tricos das part´ıculas do modelo padra˜o,
contrariando a expectativa, jamais foram observados, enta˜o, se a SUSI for uma simetria
da natureza, ela deva ter sido quebrada em algum momento. E da´ı vem o interesse em
estudar a quebra da SUSI a medida que a temperatura do Universo diminuiu.
1Aqui, uma vez que este trabalho se refere a` Mecaˆnica Quaˆntica, na˜o nos preocuparemos em deta-
lhar assuntos como tipos de ı´ndice, spinores de Majorana, transformac¸o˜es SUSI, etc. Para uma
introduc¸a˜o dida´tica do assunto ver, por exemplo, [6] ou [7].
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1.2 A Supersimetria no Contexto da Mecaˆnica
Quaˆntica
No in´ıcio da de´cada de 80, Witten [8] [9] propoˆs como um caminho para o entendi-
mento da quebra da SUSI a construc¸a˜o de um esquema em Mecaˆnica Quaˆntica onde
estavam presentes os principais ingredientes da SUSI. Esse esquema e´ o que chamamos
de Mecaˆnica Quaˆntica Supersime´trica (MQ SUSI). O interesse em estudar MQ SUSI
e´, desde enta˜o, justificado pela simplicidade dessa formulac¸a˜o da SUSI em comparac¸a˜o
com a original. Sendo mais simples esperamos que seu estudo fornec¸a pistas relevantes
para o melhor entendimento da SUSI na Teoria Quaˆntica de Campos, em especial no
que se refere a` quebra da SUSI.
A super-a´lgebra da MQ SUSI, devidamente adaptada para o tipo de sistema que
representa, tem a mesma forma da super-a´lgebra dada em (1.1) podendo ser escrita,
por exemplo, como:
{Q,Q†} = 2H
{Q,Q} = {Q†, Q†} = 0
[H,Q] =
[
H,Q†
]
= 0
(1.2)
Em comparac¸a˜o com a SUSI original, dizemos que a MQ SUSI relaciona estados
respectivamente chamados “bosoˆnicos” e “fermioˆnicos”. Essa nomenclatura na˜o tem,
entretanto, nada a ver com o spin de part´ıculas sendo inteiro ou semi-inteiro (o que
caracterizaria a definic¸a˜o de bo´sons e fe´rmions) e em MQ SUSI representa, conforme
veremos, apenas uma analogia.
A MQ SUSI e´ frequentemente chamada de modelo de brinquedo uma vez que, em
sua concepc¸a˜o original, o objetivo foi fornecer ferramentas para o entendimento de algo
mais profundo. Apesar disso podemos destacar inu´meras possibilidades de empregar
a MQ SUSI como uma ferramenta na resoluc¸a˜o de problemas da pro´pria Mecaˆnica
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Quaˆntica. Um primeiro exemplo que podemos citar consiste na aplicac¸a˜o da MQ SUSI
ao problema do oscilador harmoˆnico simples (OHS). Uma generalizac¸a˜o do me´todo
alge´brico de resoluc¸a˜o do OHS (aquele que utiliza operadores de criac¸a˜o e destruic¸a˜o
a† e a) permite tratar outros tipos de problema e esta´ diretamente ligada aos conceitos
da MQ SUSI. Uma outra aplicac¸a˜o interessante consiste em empregar os me´todos da
MQ SUSI na resoluc¸a˜o da equac¸a˜o radial do problema do a´tomo de hidrogeˆnio, o que
e´ uma opc¸a˜o muito mais simples do que a usual.
Nesse trabalho apresentaremos um estudo da Supersimetria no contexto da Mecaˆnica
Quaˆntica em 1 dimensa˜o espacial. Primeiramente apresentaremos os fundamentos da
MQ SUSI, introduzindo-a por meio da fatorizac¸a˜o de hamiltonianos em analogia com
o me´todo alge´brico de resoluc¸a˜o do OHS. Tambe´m sera˜o apresentados me´todos para
a resoluc¸a˜o de problemas em Mecaˆnica Quaˆntica utilizando conceitos da MQ SUSI
como hierarquia de hamiltonianos e invariaˆncia de forma. Alguns me´todos de apro-
ximac¸a˜o que sera˜o u´teis em seguida sa˜o apresentados. Por fim, apresentamos alguns
problemas para os quais utilizamos os me´todos da MQ SUSI e os me´todos de apro-
ximac¸a˜o previamente expostos. Em especial, nos concentramos na resoluc¸a˜o de uma
classe de problemas ainda na˜o explorada pela literatura acerca de potenciais do tipo
W (x) = gε(x)x2n, isto e´, na forma de monoˆmios em poteˆncias pares de x multiplicados
pela func¸a˜o sinal ε(x).
2 Mecaˆnica Quaˆntica Supersime´trica
2.1 Fatorizac¸a˜o de Hamiltonianos
2.1.1 Fatorizac¸a˜o do Hamiltoniano do OHS
A fatorizac¸a˜o do hamiltoniano do oscilador harmoˆnico simples (OHS) consiste em
tentar escreveˆ-lo como um produto de dois operadores de primeira ordem.
O hamiltoniano do OHS, tendo escolhido por simplicidade ~ = 2m = ω = 1, e´ dado
por:
H = p2 + x2 (2.1)
Sabendo que em Mecaˆnica Quaˆntica [x, p] 6= 0, definimos:
a† =
1√
2
(x− ip)
a =
1√
2
(x+ ip)
(2.2)
e notamos que
a†a+ aa† = p2 + x2 = H
onde os termos contendo [x, p] sa˜o cancelados.
Sendo [x, p] = i (pois estamos usando ~ = 1) e tendo definido a† e a em func¸a˜o de
x e p em (2.2), encontramos que [a, a†] = 1, o que permite escrever:
H = a†a+ aa† = a†a+
1
2
= aa† − 1
2
(2.3)
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ou seja, podemos redefinir o hamiltoniano a menos de um fator constante, de modo
que ele seja simplesmente:
H = a†a (2.4)
(ou, de forma ana´loga, podemos tambe´m redefini-lo de de modo que ele seja H = aa†).
Com isso temos o hamiltoniano do OHS fatorizado, isto e´, escrito como um produto
dos operadores a† e a.
2.1.2 Fatorizac¸a˜o de um Hamiltoniano Geral
Inspirados pela fatorizac¸a˜o do hamiltoniano do OHS, vamos tentar estender o me´todo
para um hamiltoniano mais geral. Para isso definimos:
A† = (W (x)− ip)
A = (W (x) + ip)
(2.5)
onde W (x) e´ uma func¸a˜o de x.
Vamos agora construir um hamiltoniano na mesma forma do hamiltoniano OHS
dado em (2.4), ou seja:
H− = A†A (2.6)
Tambe´m podemos, e de fato vamos, construir um hamiltoniano H+ = AA
†.
Substituindo (2.5) em (2.6), usando que p = −i d
dx
e sendo W ′(x) = d
dx
W (x), temos:
H− = A†A = (W (x)− ip) (W (x) + ip)
= p2 +
(
W (x)2 + i[W (x), p]
)
= p2 +
(
W (x)2 −W ′(x)) (2.7)
e de forma ideˆntica para H+ = AA
†, de modo que:
H∓ = p2 +
(
W (x)2 ∓W ′(x))
2.2 Osciladores Harmoˆnicos e Supersimetria 7
o que permite definir os potenciais V∓(x) dos hamiltonianos H∓ como:
V∓(x) = W (x)2 ∓W ′(x) (2.8)
que e´ conhecida como equac¸a˜o de Riccati.
Assim, vemos que para fatorizar um hamiltoniano geral devemos, uma vez que
conhecemos seu potencial V (x), resolver a equac¸a˜o de Riccati (2.8) para determinar
a func¸a˜o W (x). Se isso for poss´ıvel, podemos enta˜o, conforme (2.5) construir os
operadores A† e A e com isso obter o hamiltoniano H = A†A (e tambe´m H = AA†)
na forma fatorizada.
2.2 Osciladores Harmoˆnicos e Supersimetria
2.2.1 Osciladores Bosoˆnico e Fermioˆnico
Vamos introduzir a seguir o conceito de osciladores bosoˆnico e fermioˆnico. Esses
conceitos sera˜o utilizados em seguida para construir um exemplo dida´tico do funcio-
namento e aplicabilidade do formalismo da SUSI a` Mecaˆnica Quaˆntica.
O oscilador bosoˆnico que vamos definir agora nada mais e´ do que o pro´prio oscilador
harmoˆnico simples da Mecaˆnica Quaˆntica. Em termos de operadores de criac¸a˜o e
destruic¸a˜o, o hamiltoniano do sistema e´ dado por (ver (2.3)):
HB =
1
2
(
a†a+ aa†
)
(2.9)
onde a† e a sa˜o,respectivamente, os operadores de criac¸a˜o e destruic¸a˜o. Esses opera-
dores satisfazem as seguintes relac¸o˜es de comutac¸a˜o:
[a, a†] = 1
[a, a] = [a†, a†] = 0
(2.10)
e o espectro de HB e´ formado pelos vetores de estado |n〉 de tal forma que:
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a |0〉 = 0 e (a
†)n√
n!
|0〉 = |n〉 (2.11)
tendo n a possibilidade de assumir os valores 0, 1, 2, . . ..
Em contraste com a expressa˜o (2.9), do hamiltoniano do oscilador bosoˆnico, que e´
sime´trica pela troca das posic¸o˜es de a e a†, definimos o oscilador fermioˆnico por meio
de seu hamiltoniano:
HF =
1
2
(
b†b− bb†) (2.12)
de modo que esta seja antissime´trica pela troca das posic¸o˜es de b e b†. Aqui b e b† sa˜o,
respectivamente, operadores de criac¸a˜o e destruic¸a˜o fermioˆnicos. Esses operadores sa˜o
definidos como elementos grassmanianos, satisfazendo as seguintes relac¸o˜es de anti-
comutac¸a˜o:
{b, b†} = 1
{b, b} = {b†, b†} = 0
(2.13)
O espectro de HF e´ definido em (2.14) de forma semelhante a que foi feita para o es-
pectro de HB em (2.11). Aqui pore´m, a nilpoteˆncia dos operadores b e b
†, manifestada
na segunda linha de (2.13), restringe os poss´ıveis valores de n, de modo que:
b |0〉 = 0 e b† |0〉 = |1〉 (2.14)
e com isso o espectro de HF e´ formado por apenas dois estados, |m〉 com m = 0, 1..
Dadas as relac¸o˜es de comutac¸a˜o (2.10) e anticomutac¸a˜o (2.13), podemos utiliza´-las
para reescrever os hamiltonianos (2.9) e (2.12) como:
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HB =
(
N +
1
2
)
HF =
(
M − 1
2
) (2.15)
onde N = a†a e M = b†b sa˜o operadores nu´mero, isto e´, sa˜o operadores tais que,
conforme (2.11) e (2.14), as seguintes equac¸o˜es de autovalores e autoestados sa˜o satis-
feitas:
N |n〉 = n |n〉
M |m〉 = m |m〉
(2.16)
onde podemos ter n = 0, 1, 2, . . . e m = 0, 1..
Utilizando a definic¸a˜o dos operadores nu´mero acima e as relac¸o˜es de anti-comutac¸a˜o
(2.13), vemos que, para o operador nu´mero fermioˆnico, vale:
M2 = b†bb†b = b†(1− b†b)b = b†b = M
⇒ M(M − 1) = 0
de modo que os autovalores desse operador so´ podem assumir os valores 0 ou 1, o que
e´ uma outra forma de ver a restric¸a˜o sobre os valores de m.
Sendo va´lidas as equac¸o˜es de autovalores e autovetores (2.16), considerando a forma
dos hamiltonianos HB e HF conforme (2.15) e sabendo quais sa˜o os valores que n e m
podem assumir, temos que os autovalores desses hamiltonianos sa˜o:
EBn =
(
n+
1
2
)
, n = 0, 1, 2, . . .
EFm =
(
m− 1
2
)
, m = 0, 1.
(2.17)
Cabe notar aqui que denominar esses osciladores “bosoˆnico” e “fermioˆnico” e´ uma
analogia associada, respectivamente, a` simetria e antissimetria dos hamiltonianos cor-
respondentes. Ale´m disso, a restric¸a˜o sobre os poss´ıveis valores de m e´ um ana´logo do
princ´ıpio da exclusa˜o de Pauli.
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2.2.2 Oscilador Supersime´trico
Vamos definir um hamiltoniano que e´ a soma dos osciladores bosoˆnico e fermioˆnico:
H = HB +HF =
(
a†a+ b†b
)
(2.18)
onde o lado direito foi obtido substituindo as equac¸o˜es (2.15).
Tendo em vista a definic¸a˜o dos operadores nu´mero conforme (2.16), temos que os
autoestados do hamiltoniano (2.18) sa˜o:
|n,m〉 = |n〉 ⊗ |m〉 (2.19)
e a equac¸a˜o de Schro¨dinger para esse hamiltoniano fica:
H |n,m〉 = (n+m) |n,m〉 (2.20)
onde a forma dos autovalores foi determinada a partir de (2.17), somando EBn e E
F
m.
O estado fundamental desse sistema e´ |0, 0〉 com energia E0 = 0. Todos os outros
estados sa˜o duplamente degenerados uma vez que, para n > 0, podemos ter m = 0
ou m = 1, de modo que os estados |n, 0〉 e |n− 1, 1〉, conforme (2.20), tem a mesma
energia.
A seguir, definimos os operadores:
Q = a†b
Q† = b†a
(2.21)
que misturam operadores de criac¸a˜o e destruic¸a˜o bosoˆnicos e fermioˆnicos.
Usando as relac¸o˜es de comutac¸a˜o (2.10) e anti-comutac¸a˜o (2.13) juntamente com a
definic¸a˜o do hamiltoniano (2.18) e com a definic¸a˜o dos operadores Q e Q†, mostramos
que:
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[Q,H] = [Q†, H] = 0 (2.22)
{Q,Q} = {Q†, Q†} = 0 (2.23)
{Q,Q†} = H (2.24)
Essas relac¸o˜es de comutac¸a˜o e anti-comutac¸a˜o definem a nossa super-a´lgebra, sendo
Q e Q† os geradores das transformac¸o˜es SUSI. A ac¸a˜o desses operadores sobre os
autoestados do hamiltoniano H pode ser avaliada por meio das seguintes relac¸o˜es:
[Q,HB] = [a
†b, a†a+ 1
2
] = [a†b, a†a] = a†[a†, a]b = −a†b = −Q
[Q,HF ] = [a
†b, b†b− 1
2
] = [a†b, b†b] = a†(bb†)b = a†{b†, b}b = a†b = Q
onde (2.10) e (2.13) foram usadas. De forma ideˆntica temos:
[Q†, HB] = [b†a, a†a+ 12 ] = [b
†a, a†a] = b†[a, a†]a = b†a = Q†
[Q†, HF ] = [b†a, b†b− 12 ] = [b†a, b†b] = −b†(bb†)a = −b†{b, b†}a = −b†a = −Q†
Com isso, vamos agora avaliar a ac¸a˜o dos operadores HB e HF sobre um vetor de
estado Q |n,m〉:
HBQ |n,m〉 = (QHB − [Q,HB]) |n,m〉 = Q
(
n+
1
2
)
|n,m〉+Q |n,m〉
=
(
n+ 1 +
1
2
)
Q |n,m〉
(2.25)
HFQ |n,m〉 = (QHF − [Q,HF ]) |n,m〉 = Q
(
m− 1
2
)
|n,m〉 −Q |n,m〉
=
(
m− 1− 1
2
)
Q |n,m〉
(2.26)
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ou seja, para m 6= 0, Q |n,m〉 e´ autoestado de HB e HF com autovalores
(
n+ 1 + 1
2
)
e
(
m− 1− 1
2
)
, respectivamente. Para m = 0, o operador Q aniquila o vetor de estado
|n, 0〉, ou seja, Q |n, 0〉 = 0.
O mesmo desenvolvimento feito em (2.25) e (2.26) pode ser feito para um vetor de
estado Q† |n,m〉, levando a` concluir que, para n 6= 0 e m 6= 1, esse estado e´ autoestado
de HB e HF com autovalores n− 1 + 12 e m+ 1− 12 , respectivamente. Para n = 0 ou
m = 1, por outro lado, temos que Q† |n,m〉 = 0.
Em outras palavras, o operador Q atua nos autoestados de H levando o nu´mero
quaˆntico fermioˆnico de m = 1 a m = 0 e o nu´mero quaˆntico bosoˆnico de n a n+ 1. O
operador Q†, por sua vez, leva m = 0 em m = 1 e n em n − 1. Com isso vemos que,
uma vez que vale (2.22) e levando em conta a normalizac¸a˜o, temos, de acordo com a
equac¸a˜o de Schro¨dinger (2.20):
Q |n,m〉 = δm,1
√
n+ 1 |n+ 1,m− 1〉
Q† |n,m〉 = δm,0
√
n |n− 1,m+ 1〉
 Enm = (n+m) (2.27)
ou seja, exceto pelo autoestado |0, 0〉, de energia E0 = 0, todos os outros autoestados
de H satisfazem (2.27). Esses estados Q |n,m〉 e Q† |n,m〉 sa˜o degenerados, tendo
ambos energia En,m = (n+m). Isso e´ a manifestac¸a˜o da supersimetria desse sistema
que e´ enta˜o denominado oscilador supersime´trico.
2.3 Mecaˆnica Quaˆntica Supersime´trica
2.3.1 Generalizac¸a˜o do Oscilador Supersime´trico
A Mecaˆnica Quaˆntica Supersime´trica (MQ SUSI) pode ser entendida como uma
generalizac¸a˜o do modelo do oscilador supersime´trico no mesmo sentido em que a fato-
rizac¸a˜o de hamiltonianos em termos dos operadores A e A† feita na sec¸a˜o 2.1.2 e´ uma
generalizac¸a˜o da fatorizac¸a˜o do hamiltoniano do OHS.
2.3 Mecaˆnica Quaˆntica Supersime´trica 13
O oscilador supersime´trico constitui, na verdade, o sistema supersime´trico mais
simples da Mecaˆnica Quaˆntica. Na definic¸a˜o dele, empregamos, conforme o que foi
feito na sec¸a˜o 2.1.1, a forma fatorizada de hamiltonianos de osciladores harmoˆnicos, o
oscilador bosoˆnico e o oscilador fermioˆnico. Podemos enta˜o procurar generalizar esse
me´todo para sistemas de Mecaˆnica Quaˆntica com hamiltonianos fatoriza´veis, isto e´,
hamiltonianos que tenham potenciais V (x) tais que a equac¸a˜o de Riccati (2.8) admita
soluc¸a˜o W (x) (ver sec¸a˜o 2.1.2). Se houver essa possibilidade, essa func¸a˜o W (x) assim
determinada e´ denominada superpotencial, podendo ser entendida de algum modo
como um objeto mais fundamental em uma teoria MQ SUSI do que o pro´prio potencial.
Vamos enta˜o definir um hamiltoniano H de tal forma que ele satisfac¸a a a´lgebra
definida por (2.22) e (2.24). Com essa finalidade definimos os geradores Q e Q† de
forma semelhante a (2.21), mas agora como:
Q = A†θ
Q† = θ†A
(2.28)
com os operadores A e A† no lugar de a e a† e sendo θ e θ† elementos grassmanianos
satisfazendo as relac¸o˜es de anti-comutac¸a˜o (2.13). Uma poss´ıvel realizac¸a˜o dessas
relac¸o˜es de anti-comutac¸a˜o ocorre para θ e θ† dados por:
θ = σ+ =
1
2
(σ1 + iσ2) =
(
0 1
0 0
)
θ† = σ− =
1
2
(σ1 − iσ2) =
(
0 0
1 0
) (2.29)
onde σ1 = ( 0 11 0 ) e σ2 = (
0 −i
i 0 ) sa˜o matrizes de Pauli.
Com isso temos, a partir de (2.24), uma matriz H 1 dada por:
H = {Q,Q†} =
(
A†A 0
0 AA†
)
=
(
H− 0
0 H+
)
(2.30)
1Essa matriz H =
(
H− 0
0 H+
)
e´ algumas vezes chamada de super-hamiltoniano.
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sendo tambe´m satisfeitas, como se pode facilmente verificar, as relac¸o˜es (2.22) e (2.23),
ou seja:
[Q,H] = [Q†, H] = 0
{Q,Q} = {Q†, Q†} = 0
Podemos ainda escrever H explicitamente em termos do superpotencial como:
H =
(
p2 +W (x)2
)
1−W ′(x)σ3 (2.31)
onde 1 e´ a matriz identidade 2× 2 e σ3 = ( 1 00 −1 ) e´ uma matriz de Pauli.
Com isso, H definida em (2.30) e os geradores Q e Q† definidos em (2.28) satisfazem
as relac¸o˜es de comutac¸a˜o e anti-comutac¸a˜o (2.22), (2.23) e (2.24) definindo, portanto,
uma super-a´lgebra.
2.3.2 Autovalores e Autoestados de H
Os candidatos a autoestados de H sa˜o matrizes Ψ =
(
ψ−n
ψ+m
)
, onde ψ−n e ψ
+
m sa˜o,
respectivamente, os autoestados dos hamiltonianos H− e H+ com autovalores E−n e
E+m. Assim temos:
HΨ =
(
H− 0
0 H+
)(
ψ−n
ψ+m
)
=
(
E−n ψ
−
E+mψ
+
m
)
o que permite concluir que, para E−n = E
+
m, Ψ sera´ autoestado de H.
Como, conforme (2.22), os geradores Q e Q† comutam com H, sabemos que se Ψ e´
um autoestado de H, enta˜o QΨ e Q†Ψ tambe´m sa˜o. Assim, examinando a ac¸a˜o de H
sobre QΨ e Q†Ψ, temos:
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HQΨ =
(
H− 0
0 H+
)(
0 A†
0 0
)(
ψ−n
ψ+m
)
=
(
H−A†ψ+m
0
)
=
(
A†AA†ψ+m
0
)
=
(
A†H+ψ+m
0
)
= E+mQΨ
e
HQ†Ψ =
(
H− 0
0 H+
)(
0 0
A 0
)(
ψ−n
ψ+m
)
=
(
0
H+Aψ
−
n
)
=
(
0
AA†Aψ−n
)
=
(
0
AH−ψ−n
)
= E−nQ
†Ψ
ou seja, QΨ e Q†Ψ sa˜o, respectivamente, autoestados degenerados de H com autova-
lores E+m = E
−
n .
Precisamos ainda ter um estado fundamental Ψ0 de tal forma que, digamos, Q
†Ψ0 =
0. Para isso escolhemos o hamiltoniano H− = A†A de tal forma que o estado funda-
mental dele tenha energia E−0 = 0. Assim:
H−ψ−0 = A
†Aψ−0 = 0
Uma forma de conseguir isso e´ impondo que Aψ−0 = 0 (isso e´ o ana´logo de agir com
o operador de destruic¸a˜o a sobre o estado fundamental |0〉 de um OHS). Dessa forma,
temos:
Aψ−0 (x) = (W (x) + ip)ψ
−
0 (x) =
(
W (x) +
d
dx
)
ψ−0 (x) = 0
⇒ d
dx
ψ−0 (x) = −W (x)ψ−0 (x)
e, portanto,
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ψ−0 (x) = N exp
(
−
∫ x
W (y)dy
)
(2.32)
e´ o estado fundamental de H−. Isso e´ verdade desde que esse estado seja normaliza´vel,
ou seja, desde que se possa encontrar uma constante N de modo que 〈ψ−0 |ψ−0 〉 = 1.
Se na˜o houver essa possibilidade dizemos que ocorre quebra da supersimetria ou que
temos SUSI quebrada.
Havendo essa possibilidade pore´m e sendo o estado fundamental aniquilado por Q†
(ou Q), dizemos que o sistema preserva SUSI e o estado fundamental de H e´ dado
por:
Ψ0 =
(
ψ−0
0
)
(2.33)
Os demais autoestados de H, com n = 1, 2, 3, . . ., sa˜o:
Q†Ψn e QΨn (2.34)
onde:
Ψn =
(
ψ−n
ψ+n−1
)
(2.35)
Nessa situac¸a˜o temos um estado fundamental Ψ0 com energia E
−
0 = 0 e todos os
outros estados Q†Ψn e QΨn degenerados com energia E−n = E
+
n−1 > 0.
Daqui em diante, a menos que mencionemos explicitamente a quebra de SUSI,
consideraremos sempre a situac¸a˜o de SUSI preservada.
2.3.3 Parceiros Supersime´tricos
Nesse ponto podemos abrir ma˜o da notac¸a˜o matricial em favor da simplicidade. Isso
e´ feito notando que os componentes na˜o nulos dos autoestados Q†Ψn e QΨn de H sa˜o,
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respectivamente, autoestados de H− e H+, ou seja,
Ψ0 =
(
ψ−0
0
)
, Q†Ψn =
(
0
Aψ−n
)
e QΨn =
(
A†ψ+n−1
0
)
sa˜o autoestados de H com energias, respectivamente, E−0 = 0 e E
−
n = E
+
n−1, n ≥ 1.
Com isso, uma vez que temos:
H−ψ−0 = 0
H+Aψ
−
n = AA
†Aψ−n = AH−ψ
−
n = E
−
n Aψ
−
n
H−A†ψ+n−1 = A
†AA†ψ+n−1 = A
†H+ψ+n−1 = E
+
n−1A
†ψ+n−1
os componentes na˜o nulos Aψ−n e A
†ψ+n−1 sa˜o, respectivamente, autoestados de H+ e
H− com energia E−n = E
+
n−1 e o estado fundamental da teoria passa a ser simplesmente
o autoestado ψ−0 de H−.
Nesse contexto, os hamiltonianos H∓ que compo˜em a matriz H tem, conforme a
equac¸a˜o de Riccati (2.8), potenciais:
V∓ = W (x)2 ∓W ′(x)
que sa˜o enta˜o chamados potenciais parceiros supersime´tricos.
Utilizando essa linguagem, dizemos que temos dois hamiltonianos parceiros, H− e
H+, sendo que um deles (conforme nossa escolha, H−) tem um estado fundamental ψ−0
de energia E−0 = 0 e os demais estados com energias E
−
n > 0, n = 1, 2, 3, . . .. Enquanto
isso o outro hamiltoniano, H+, tem n´ıveis de energia E
+
n−1, n = 1, 2, 3, . . . de tal forma
que E+n−1 = E
−
n . Ale´m disso, vemos que os autoestados de H− e H+ se relacionam
de modo que ψ+n−1 ∝ Aψ−n e ψ−n ∝ A†ψ+n−1. Levando em conta a normalizac¸a˜o e
considerando n = 1, 2, 3, . . ., podemos sumarizar isso como:
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E−0 = 0 (2.36)
E+n−1 = E
−
n (2.37)
ψ+n−1 =
(
E−n
)−1/2
Aψ−n (2.38)
ψ−n =
(
E+n−1
)−1/2
A†ψ+n−1 (2.39)
Isso permite na˜o somente relacionar n´ıveis de energia desses dois hamiltonianos, mas
tambe´m construir as autofunc¸o˜es correspondentes. Os operadores A e A† permitem
construir as autofunc¸o˜es de H+ a partir das autofunc¸o˜es de H− e vice-versa sendo que,
ao fazer isso (conforme ilustra a figura 2.1), esses operadores modificam a forma das
func¸o˜es originais destruindo ou criando no´s.
A
E−2 E
+
1
E+0E
−
1
E−0
E+n−1E
−
n
n  nos (n − 1)  nos
A
Figura 2.1: Ac¸a˜o dos operadores A e A† sobre as autofunc¸o˜es associadas a um n´ıvel
de energia E−n = E
+
n−1.
Exemplo 2.1 (Poc¸o Quadrado Infinito). Seguindo [11], vamos considerar o exemplo
do Poc¸o Quadrado Infinito, ou seja, do sistema de Mecaˆnica Quaˆntica definido pelo
potencial:
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V (x) =
{
0 , 0 ≤ x ≤ L
∞ , x < 0 ou x > L (2.40)
As soluc¸o˜es da equac¸a˜o de Schro¨dinger com o potencial (2.40) na regia˜o 0 ≤ x ≤ L
sa˜o:
ψn(x) =
(
2
L
)1/2
sen
(
(n+ 1)pix
L
)
(2.41)
En =
pi2
L2
(n+ 1)2 (2.42)
onde podemos ter n = 0, 1, 2, . . ..
Definindo um hamiltoniano H− de poc¸o infinito deslocado de tal modo que esse novo
hamiltoniano tenha energia do estado fundamental zero, ou seja, de tal modo que o
potencial de H− seja V−(x) = V (x)− E0, teremos como soluc¸o˜es:
ψ−n (x) =
(
2
L
)1/2
sen
(
(n+ 1)pix
L
)
(2.43)
E−n =
pi2
L2
n(n+ 2) (2.44)
Sendo o estado fundamental de H− dado por (2.32), podemos derivar aquela ex-
pressa˜o com respeito a x e obter o superpotencial:
W (x) = −ψ
−′
0 (x)
ψ−0 (x)
= −pi
L
cot
(pix
L
)
(2.45)
A partir da equac¸a˜o de Riccati (2.8) vemos que V−(x) = W (x)2−W ′(x) e definimos
seu parceiro supersime´trico como V+(x) = W (x)
2 +W ′(x). Na regia˜o 0 ≤ x ≤ L esses
potenciais sa˜o:
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V−(x) = −pi
2
L2
V+(x) = −pi
2
L2
+ 2
pi2
L2
cosec2
(pix
L
) (2.46)
Utilizando as relac¸o˜es (2.37) e (2.38) respectivamente para as soluc¸o˜es (2.44) e (2.43)
correspondentes ao hamiltoniano H−, encontramos as soluc¸o˜es correspondentes ao
hamiltoniano H+ que sa˜o:
ψ+n−1(x) =
(
2
n(n+ 2)L
)1/2{
− cot
(pix
L
)
sen
(n+ 1)pix
L
+ (n+ 1) cos
(
(n+ 1)pix
L
)}
(2.47)
E+n−1 =
pi2
L2
n(n+ 2) (2.48)
onde podemos ter n = 1, 2, 3, . . ..
Esse exemplo ilustra uma poss´ıvel utilidade da MQ SUSI ao relacionar os estados
de sistemas consideravelmente distintos. Se conhecemos as soluc¸o˜es de um desses
sistemas, enta˜o podemos obter facilmente as soluc¸o˜es do outro.
2.3.4 Quebra da Supersimetria
Conforme vimos nas sec¸o˜es anteriores, quando a func¸a˜o de onda do estado fundamen-
tal de um hamiltoniano H− pode ser determinada por (2.32), enta˜o esse hamiltoniano
H− pode ser fatorizado, isto e´, pode ser escrito na forma:
H− = A†A = p2 +W 2(x)−W ′(x) (2.49)
onde W (x) e´ o superpotencial e teremos um hamiltoniano parceiro SUSI H+ da forma:
H+ = AA
† = p2 +W 2(x) +W ′(x) (2.50)
Vamos considerar agora um problema em que nos e´ dado inicialmente um superpo-
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tencial W (x) e queremos saber se os hamiltonianos H− e H+ definidos conforme (2.49)
e (2.50) sa˜o parceiros SUSI, ou seja, queremos saber se esses hamiltonianos obedecem
a`s propriedades descritas na sec¸a˜o 2.3.3 acima. Para que a SUSI se manifeste no nosso
sistema devemos ter um estado fundamental normaliza´vel de energia zero que deve
satisfazer a equac¸a˜o de Schro¨dinger ou para H− ou para H+. Em outras palavras
devemos ter ou:
Aψ−0 (x) = 0 ⇒ ψ−0 (x) = N exp
(
−
∫ x
W (y)dy
)
(2.51)
ou
A†ψ+0 (x) = 0 ⇒ ψ+0 (x) = N exp
(
+
∫ x
W (y)dy
)
(2.52)
de tal forma que, para o superpotencial W (x) dado, ou (2.51) ou (2.52) sera´ o estado
fundamental normaliza´vel de energia zero.
Sendo (2.51) o estado fundamental procurado, enta˜o a SUSI se manifesta conforme
descrito nas sec¸o˜es acima com H− sendo o hamiltoniano para o qual temos um estado
fundamental de energia zero. Se, ao inve´s de (2.51), (2.52) for esse estado fundamental
podemos simplesmente fazer uma redefinic¸a˜o W (x) → W˜ (x) = −W (x) e, com isso
teremos novamente (2.51) sendo o estado fundamental procurado. Desse modo, desde
que (2.51) ou (2.52) sejam o estado fundamental normaliza´vel de energia zero, podemos
escolher H− como sendo o hamiltoniano para o qual esse estado de energia zero e´ o
estado fundamental e a SUSI se manifestara´ nesse sistema.
Se, por outro lado, na˜o existirem soluc¸o˜es normaliza´veis ou na forma (2.51) ou
na forma (2.52), enta˜o na˜o poderemos definir H− com um estado fundamental de
energia zero e, nesse caso, dizemos que a SUSI e´ quebrada. Se a SUSI for quebrada as
expresso˜es (2.36) e (2.37) que relacionam os n´ıveis de energia de H− e H+, bem como
(2.38) e (2.39) que relacionam os estados na˜o mais valera˜o e no lugar delas teremos:
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E+n = E
−
n , n = 0, 1, 2, . . . (2.53)
ψ+n =
(
E−n
)−1/2
Aψ−n (2.54)
ψ−n =
(
E+n
)−1/2
A†ψ+n (2.55)
onde todos os n´ıveis de energia de H− e H+, inclusive os estados fundamentais estara˜o
emparelhados e os operadores A e A† na˜o mais modificam o nu´mero de no´s nas func¸o˜es
de onda.
x
Ψ0
Figura 2.2: Forma geral de uma func¸a˜o de onda ψ0(x) normaliza´vel sem no´s.
De acordo com (2.51) e (2.52), o superpotencial pode ser escrito em termos das
func¸o˜es de onda do estado fundamental de energia zero (ou de H− ou de H+) como:
W (x) = ∓ψ
∓′
0 (x)
ψ∓0 (x)
(2.56)
onde o sinal “-” corresponde a escolha de H− como sendo o hamiltoniano com o estado
fundamental de energia zero.
Se a func¸a˜o de onda que aparece em (2.56) for a func¸a˜o de onda do estado funda-
mental de energia zero normaliza´vel e sem no´s, por exemplo, da forma da figura 2.2,
enta˜o de acordo com (2.56), com o sinal de ψ0(x) sendo sempre o mesmo e com o
sinal de ψ′0(x) mudando conforme o sinal de x muda, vemos que os superpotenciais
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para os quais a SUSI na˜o e´ quebrada devem ter sinais opostos conforme x e´ positivo
ou negativo. De modo mais geral a func¸a˜o de onda do estado fundamental pode ter
outras formas diferentes daquela da figura 2.2, pore´m, para que ocorra a manifestac¸a˜o
da SUSI ainda e´ preciso que o superpotencial W (x) tenha sinais opostos para x→ +∞
e x→ −∞, ou em outras palavras, W (x) deve ter um nu´mero ı´mpar de zeros.
Em particular para a escolha de H− como o hamiltoniano que tem o estado funda-
mental normaliza´vel de energia zero, deveremos ter, conforme (2.56), W (x) < 0 para
x→ −∞ e W (x) > 0 para x→ +∞.
2.3.5 Hierarquia de Hamiltonianos
Consideremos um conjunto de hamiltonianos Hn, n = 1, 2, 3, . . . com estados fun-
damentais ψn0 de energias E
n
0 na˜o necessariamente nulas. Podemos, a partir dos Hn,
definir novos hamiltonianos H˜n = Hn−En0 . Esses novos hamiltonianos H˜n tem energias
dos estados fundamentais nulas e seus autoestados sa˜o os mesmos dos hamiltonianos
Hn. Agora vamos supor que possamos escrever esses novos hamiltonianos em formas
fatorizadas H˜n = A
†
nAn, ou seja, vamos supor que seja poss´ıvel encontrar superpoten-
ciais Wn(x) de modo que os potenciais dos hamiltonianos H˜n sejam dados por:
V˜n(x) = Vn(x)− En0 = Wn(x)2 −W ′n(x) (2.57)
(que e´ simplesmente a equac¸a˜o de Riccati, (2.8)). Ale´m disso vamos supor que vale a
equac¸a˜o (2.32), ou seja, vamos supor que possamos escrever os estados fundamentais
ψn0 como:
ψn0 (x) = Nn exp
(
−
∫ x
Wn(y)dy
)
(2.58)
Tendo determinado os superpotenciais Wn(x), podemos definir, conforme (2.5), os
operadores A†n e An como:
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A†n = (Wn(x)− ip)
An = (Wn(x) + ip)
(2.59)
e com isso, os hamiltonianos originais Hn podem ser escritos como:
Hn = A
†
nAn + E
n
0 (2.60)
Consideremos agora que H˜2 e´ o parceiro supersime´trico de H˜1, que H˜3 e´ o parceiro
supersime´trico de H˜2 e assim por diante, ou seja, consideremnos que H˜n+1 e´ o parceiro
SUSI de H˜n. Sendo assim, se H˜n = A
†
nAn, enta˜o teremos H˜n+1 = AnA
†
n Alternati-
vamente, podemos dizer que, se Hn e´ dado por (2.60), enta˜o podemos escrever Hn+1
como:
Hn+1 = AnA
†
n + E
n
0 (2.61)
Desse modo, sendo Hn e Hn+1 dados, respectivamente, por (2.60) e (2.61), sabemos,
conforme o que vimos nas sec¸o˜es 2.3.2 e 2.3.3, que o estado fundamental de Hn tera´
energia En0 e todos os outros estados tera˜o energias E
n
k = E
n+1
k−1 , k = 1, 2, 3, . . .. Na
nossa notac¸a˜o Eba e´ a energia do n´ıvel a do hamiltoniano Hb. A figura 2.3 exemplifica
isso para uma sequeˆncia de hamiltonianos.
A essa sequeˆncia de hamiltonianos, definida dessa forma, damos o nome de hierarquia
de hamiltonianos.
De acordo com a equac¸a˜o (2.37) (e conforme ilustrado na figura 2.3), sabemos que
os n´ıveis de energia se relacionam simplesmente como:
En+jk−j = E
n
k (2.62)
onde j = ±1,±2,±3, . . . e (k − j) ≥ 0.
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Figura 2.3: Hierarquia de hamiltonianos.
Ale´m disso, por meio das equac¸o˜es (2.38) e (2.39), determinamos a relac¸a˜o entre os
autoestados correspondentes a cada n´ıvel de energia como:
ψn+jk−j =
(
j∏
l=1
(
En+j−lk−j+l − En+j−l0
)−1/2
An+j−l
)
ψnk (2.63)
ψnk =
(
j∏
l=1
(
En+lk+j−l − En+l0
)−1/2
A†n+l−1
)
ψn+jk−j (2.64)
onde j > 0 e (k − j) ≥ 0.
A hierarquia de hamiltonianos pode ser constru´ıda recursivamente a partir de um
hamiltoniano Hn = p
2 + Vn(x), supondo que este possa ser escrito na forma (2.60).
Nesse caso o superpotencial Wn(x) e´ determinado pela equac¸a˜o de Riccati (2.57). Uma
vez que tenhamos determinado Wn(x), podemos utilizar (2.61) para determinar Hn+1,
cujo potencial e´ Vn+1. Conhecendo Vn+1 podemos utilizar novamente a equac¸a˜o de
Riccati (2.57) para determinar Wn+1, e assim por diante. Seguindo esse procedimento,
26 Mecaˆnica Quaˆntica Supersime´trica
podemos obter os potenciais (e consequentemente os pro´prios hamiltonianos) de j
posic¸o˜es a` direita na hierarquia como:
Vn+j = Vn + 2
d
dx
j∑
l=1
Wn+l−1 (2.65)
Alternativamente, se pudermos determinar o estado fundamental ψn0 de Hn, pode-
mos utilizar (2.58) para escrever o superpotencial Wn como:
Wn = − d
dx
ln (ψn0 )
que substitu´ıdo na equac¸a˜o (2.65) resulta em:
Vn+j = Vn − 2 d
2
dx2
ln
(
j∏
l=1
ψn+l−10
)
(2.66)
Essa construc¸a˜o pode ser utilizada para, uma vez conhecidos os k primeiros estados
de um hamiltoniano Hn, determinar os (k−j) primeiros estados de outros j hamiltoni-
anos Hn+j (j < n) a` direita de Hn na hierarquia de hamiltonianos. Tambe´m podemos
determinar k estados excitados acima do n´ıvel (j − 1) dos hamiltonianos Hn−j a` es-
querda nessa mesma sequeˆncia. Podemos ainda utilizar a hierarquia de hamiltonianos
para, uma vez conhecidos os estados fundamentais de k hamiltonianos na sequeˆncia,
determinar os k primeiros estados do primeiro hamiltoniano.
Para exemplificar isso podemos imaginar, por exemplo, o caso do OHS, cujo su-
perpotencial associado e´ W (x) ∝ x. Se considerarmos uma hierarquia formada pelos
hamiltonianos de osciladores deslocados, ou seja, de tal forma que o n-e´simo hamil-
toniano a` direita na sequeˆncia seja Hn = HOHS + nE
OHS
0 , enta˜o podemos usar o
procedimento descrito acima para construir tantos estados do OHS quantos forem os
hamiltonianos na sequeˆncia. Isso nada mais e´ do que o conhecido me´todo alge´brico
para obtenc¸a˜o das soluc¸o˜es do OHS o que, como vemos, corresponde a uma aplicac¸a˜o
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a um caso particular do procedimento mais geral que foi descrito nesta sec¸a˜o.
2.4 Invariaˆncia de Forma
2.4.1 Potenciais Invariantes de Forma
Vamos considerar um par de potenciais Vn e Vn+1 podendo depender, ale´m da co-
ordenada x, de conjuntos de paraˆmetros an e an+1, respectivamente. Se an for uma
func¸a˜o dos paraˆmetros an+1, ou seja, se an ≡ an(an+1), e se, ale´m disso, for poss´ıvel
escrever os potenciais Vn e Vn+1 respeitando uma relac¸a˜o do tipo:
Vn+1(x; an+1) = Vn(x; an(an+1)) +R(an+1) (2.67)
onde R(an+1) e´ independente de x, enta˜o dizemos que Vn e Vn+1 sa˜o potenciais inva-
riantes de forma (PIF).
A invariaˆncia de forma, juntamente com a hierarquia de hamiltonianos (que foi dis-
cutida na sec¸a˜o 2.3.5), desempenha um papel importante na determinac¸a˜o de soluc¸o˜es
em MQ SUSI. Como exemplo de invariaˆncia de forma podemos pensar, novamente, no
OHS. Conforme comentamos no u´ltimo para´grafo da sec¸a˜o 2.3.5, podemos considerar
uma hierarquia de hamiltonianos da forma Hn = HOHS +nE
OHS
0 . Para essa hierarquia
vemos que, tomando qualquer par de hamiltonianos consecutivos na sequeˆncia, os po-
tenciais correspondentes sa˜o, ale´m de parceiros SUSI, invariantes de forma. Tomando
um par de hamiltonianos na˜o consecutivos, embora estes ja´ na˜o sejam parceiros SUSI,
ainda assim sera˜o invariantes de forma.
O interesse em estudar a invariaˆncia de forma e´ encontrar um me´todo de resoluc¸a˜o
de problemas em Mecaˆnica Quaˆntica ana´logo ao me´todo alge´brico do OHS que se
estenda a sistemas cujos potenciais sejam invariantes de forma.
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2.4.2 Invariaˆncia de Forma e a Hierarquia de Hamiltonianos
Consideremos novamente o par de potenciais parceiros SUSI e PIF Vn e Vn+1 da sec¸a˜o
2.4.1 acima, respeitando a condic¸a˜o de invariaˆncia de forma (2.67). Esses potenciais
correspondem, respectivamente, a hamiltonianos parceiros Hn e Hn+1, sendo Hn tal
que:
En0 (an) = 0 e ψ
n
0 (x; an) = N exp
[
−
∫ x
W (y; an)dy
]
(2.68)
Podemos utilizar a condic¸a˜o (2.67) recursivamente para construir uma sequeˆncia de
potenciais da seguinte maneira:
Vn(x; an)
Vn+1(x; an+1) = Vn(x; an(an+1)) +Rn(an+1)
Vn+2(x; an+2) = Vn+1(x; an+1(an+2)) +Rn+1(an+2)
= Vn(x; an(an+1(an+2))) +Rn(an+1(an+2)) +Rn+1(an+2)
...
Vn+j(x; an+j) = Vn(x; an(an+1(· · · (an+j−1(an+j)) · · · ))) +Rn(an+1(an+2(· · · (an+j−1(an+j)) · · · )))
+Rn+1(an+2(an+3(· · · (an+j−1(an+j)) · · · ))) + · · ·+Rn+j−1(an+j)
...
Nessa sequeˆncia, os elementos (n+ j) e (n+ j + 1) (onde j ≥ 1) sa˜o dados, respec-
tivamente, por:
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Vn+j(x; an+j) = Vn(x; an) +
n+j−1∑
k=n
Rk(ak+1) (2.69)
Vn+j+1(x; an+j+1) = Vn(x; an) +
n+j∑
k=n
Rk(ak+1) = Vn+1(x; an+1) +
n+j−1∑
k=n
Rk+1(ak+2)
(2.70)
(aqui a dependeˆncia dos paraˆmetros em relac¸a˜o a outros paraˆmetros foi omitida).
Se, ao utilizarmos a condic¸a˜o de invariaˆncia de forma (2.67) recursivamente para
construir essa sequeˆncia, considerarmos que:
ap(aq) = f(aq) e Rp(aq) = R(aq) , ∀p, q
enta˜o os hamiltonianos correspondentes aos potenciais (2.69) e (2.70) sera˜o, respecti-
vamente:
Hn+j = Hn +
n+j−1∑
k=n
R(ak+1) (2.71)
Hn+j+1 = Hn+1 +
n+j−1∑
k=n
R(ak+1) (2.72)
e, como Hn e Hn+1 sa˜o parceiros SUSI, enta˜o Hn+j e Hn+j+1 tambe´m sa˜o, ou seja,
a sequeˆncia de hamiltonianos assim constru´ıda forma uma hierarquia de hamiltonia-
nos. Saber disso permite, utilizando os conhecimentos apresentados na sec¸a˜o 2.3.5,
encontrar os valores das energias dos diversos n´ıveis, bem como as autofunc¸o˜es corres-
pondentes, de um sistema que apresenta invariaˆncia de forma.
A partir de (2.71) e sabendo que En0 = 0, encontramos que a energia do estado
fundamental de Hn+j e´ dada por:
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En+j0 =
n+j−1∑
k=n
R(ak+1) (2.73)
e, conforme o que foi visto na sec¸a˜o 2.3.5, os valores das energias do hamiltoniano Hn
se relacionam com os valores das energias dos estados fundamentais dos hamiltonianos
Hn+j a` direita na hierarquia de modo que E
n
j = E
n+j
0 (j ≥ 1). Ale´m disso sabemos
que En0 = 0. Assim, utlizando (2.62) e substituindo (2.73), temos:
En0 (an) = 0 e E
n
j (an) =
n+j−1∑
k=n
R(ak+1) (2.74)
que sa˜o os valores de todos os n´ıveis de energia do hamiltoniano Hn, sendo estes
dependentes dos paraˆmetros an.
Os estados de Hn tambe´m podem ser determinados, a partir de ψ
n
0 (dado em (2.68)),
por meio da hierarquia de hamiltonianos. Para fazer isso devemos notar que, conforme
(2.71), o hamiltoniano Hn+j difere de Hn simplismente por uma soma de termos cons-
tantes. Essa soma e´, conforme (2.73), a energia En+j0 do estado fundamental de Hn+j.
Assim, a partir da equac¸a˜o de Schro¨dinger com o hamiltoniano Hn+j e com seu estado
fundamental, temos:
Hn+jψ
n+j
0 =
(
Hn + E
n+j
0
)
ψn+j0 = E
n+j
0 ψ
n+j
0 ⇒ Hnψn+j0 = 0
⇒ ψn+j0 = ψn0
(2.75)
Agora, utilizando (2.64), que relaciona estados de uma hierarquia de hamiltonianos,
com k = j e, de acordo com (2.75), substituindo ψn+j0 por ψ
n
0 , podemos escrever:
ψnj =
(
j∏
l=1
(
En+l2j−l − En+l0
)−1/2
A†n+l−1
)
ψn0 (2.76)
que permite determinar, a partir do estado fundamental ψn0 , todos os outros estados
por meio da aplicac¸a˜o de operadores A†. No caso particular do OHS esses operadores
sera˜o justamente os operadores de criac¸a˜o (ou operadores escada) a† apresentados na
2.4 Invariaˆncia de Forma 31
sec¸a˜o 2.1.1, expressa˜o (2.2).
Exemplo 2.2 (Problema Radial do A´tomo de Hidrogeˆnio). Um exemplo interessante
da aplicabilidade dos conceitos de invariaˆncia de forma e hierarquia de hamiltonianos
consiste em sua aplicac¸a˜o na resoluc¸a˜o da equac¸a˜o radial do problema do a´tomo de
hidrogeˆnio. Essa possibilidade e´ estudada, por exemplo, em [10].
Em Mecaˆnica Quaˆntica resolver o problema do a´tomo de Hidrogeˆnio consiste em
resolver a equac¸a˜o de Schro¨dinger em 3 dimenso˜es em coordenadas esfe´ricas com um
potencial coulombiano Vc(r) = − e2r . Para fazer isso empregamos o me´todo de separa-
c¸a˜o de varia´veis supondo soluc¸o˜es da forma u(r)
r
Y (θ, ϕ). A partir disso surgem duas
equac¸o˜es diferenciais. Uma delas, a qual chamamos equac¸a˜o angular, e´ a equac¸a˜o
diferencial parcial em θ e ϕ cujas soluc¸o˜es sa˜o os harmoˆnicos esfe´ricos Ylm(θ, ϕ). A
outra, a qual chamamos equac¸a˜o radial, e´ uma equac¸a˜o diferencial ordina´ria que tem
a mesma forma de uma equac¸a˜o de Schro¨dinger em 1 dimensa˜o (a coordenada r), mas
com potencial:
Vr(r) = −e
2
r
+
l(l + 1)
r2
(2.77)
Podemos construir uma sequeˆncia de hamiltonianos com potenciais invariantes de
forma semelhantes ao potencial Vr(r) dado em (2.77). Essa sequeˆncia invariante de
forma e´ constituida de potenciais que dependem de um paraˆmetro l de tal modo que
ir de um elemento da sequeˆncia para outro elemento consecutivo consiste em realizar
uma translac¸a˜o do tipo l → l + 1. Escolhendo o potencial do primeiro hamiltoniano
da sequeˆncia de tal modo que, para l = 0, a energia do estado fundamental desse
hamiltoniano seja zero, temos:
V1(r; l) = −e
2
r
+
l(l + 1)
r2
+
e4
4(l + 1)2
(2.78)
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Os demais potenciais da sequeˆncia devem estar relacionados com o primeiro por
meio da soma de fatores R(l). Se esses fatores forem da forma:
R(l) =
e4
4l2
− e
4
4(l + 1)2
(2.79)
enta˜o a sequeˆncia sera´:
V1(r; l) = −e
2
r
+
l(l + 1)
r2
+
e4
4(l + 1)2
+
e4
4(l + 1)2
− e
4
4(l + 1)2
V2(r; l + 1) = V1(r; l + 1)) +R(l + 1)
= −e
2
r
+
(l + 1)((l + 1) + 1)
r2
+
e4
4((l + 1) + 1)2
+
e4
4(l + 1)2
− e
4
4((l + 1) + 1)2
V3(r; l + 2) = V1(r; l + 2) +R(l + 1) +R(l + 2)
= −e
2
r
+
(l + 2)((l + 2) + 1)
r2
+
e4
4((l + 2) + 1)2
+
e4
4(l + 1)2
− e
4
4((l + 2) + 1)2
...
Vj+1(r; l + j) = V1(r; l + j) +
j∑
k=1
R(l + k)
= −e
2
r
+
(l + j)((l + j) + 1)
r2
+
e4
4((l + j) + 1)2
+
e4
4(l + 1)2
− e
4
4((l + j) + 1)2
...
Para formar uma hierarquia de hamiltonianos a partir dessa sequeˆncia de poten-
ciais, devemos determinar superpotenciais que fatorizem cada um dos hamiltonianos
correspondentes. Esses superpotenciais sa˜o:
Wj(r) =
e2
2(l + j)
− (l + j)
r
(2.80)
de modo que a sequeˆncia de potenciais invariantes de forma pode ser redefinida como:
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V˜1 = V1 −
[
e4
4(l + 1)2
− e
4
4(l + 1)2
]
= W 21 −W ′1
V˜2 = V2 −
[
e4
4(l + 1)2
− e
4
4((l + 1) + 1)2
]
= W 22 −W ′2
...
V˜j+1 = Vj+1 −
[
e4
4(l + 1)2
− e
4
4((l + j) + 1)2
]
= W 2j+1 −W ′j+1
...
que sa˜o potenciais dois a dois parceiros SUSI, isto e´, sa˜o potenciais que correspondem
aos hamiltonianos de uma hierarquia.
De acordo com (2.73), a energia do estado fundamental de um hamiltoniano na
posic¸a˜o (j + 1), j = 0, 1, 2, . . ., da sequeˆncia e´ dada por:
Ej+10 =
j∑
k=1
R(l + k) =
e4
4(l + 1)2
− e
4
4((l + j) + 1)2
(2.81)
e, levando em considerac¸a˜o o emparelhamento de n´ıveis de energia da hierarquia, de
acordo com (2.74), temos:
E1j =
e4
4(l + 1)2
− e
4
4((l + j) + 1)2
(2.82)
O estado fundamental do hamiltoniano (j + 1), conforme (2.68) e passando a expli-
citar a dependeˆncia em l, e´ dado por:
ψj+10,l = Nj+1,l exp
(
−
∫ r
drWj+1,l(r)
)
(2.83)
o que, definindo de acordo com nosso sistema de unidades a ≡ 2
e2
, resulta em:
ψj+10,l (r) = Nj+1,lrl+j+1e−
r
a(l+j+1) (2.84)
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com
Nj+1,l =
((a
2
(l + j + 1)
)2l+2(j+1)+1
Γ(2j + 2(j + 1) + 1)
)−1/2
Comparando (2.84) com as func¸o˜es de onda radiais do a´tomo de hidrogeˆnio, ou seja,
com as soluc¸o˜es u(r) da equac¸a˜o de Schro¨dinger com o potencial Vr(r) dado em (2.77)
e levando em considerac¸a˜o a forma como essas func¸o˜es dependem de l e j, temos:
ψj+10,l (r) = ψ
j+1+k
0,l−k (r) = ul+j+1,l+j(r) (2.85)
onde l, k = 0, 1, 2, . . . e k ≤ l.
Utilizando agora a expressa˜o (2.76) e escolhendo j = 0 em (2.84), podemos construir,
a partir de ψ10,l+j(r) qualquer autofunc¸a˜o ψ
1
j,l(r) de H1:
ψ1j,l(r) =
(
j∏
q=1
(
E1+q2j−q − E1+q0
)−1/2
A†q,l
)
ψ10,l+j(r) (2.86)
onde A†q,l =
(
Wq,l(r)− ddr
)
com Wq,l(r) dado em (2.80).
Escolhendo diferentes valores de l, as func¸o˜es (2.86) sera˜o as diferentes func¸o˜es
radiais do a´tomo de hidrogeˆnio. Por exemplo, a func¸a˜o ψ11,l(r), obtida por meio de
(2.86) a partir de ψ10,l+1(r), corresponde a u2+l,l(r), ou seja, u2,0(r) para l = 0, u3,1(r)
para l = 1, u4,2(r) para l = 2 e assim por diante. De modo geral encontraremos a
correspondeˆncia:
ψ1j,l(r) = ul+j+1,l(r) (2.87)
O hamiltoniano H1 difere do hamiltoniano Hr da equac¸a˜o radial apenas por um
fator extra 1
a2(l+1)2
, enta˜o, para obter os n´ıveis de energia do a´tomo de hidrogeˆnio
basta subtrair esse fator de (2.82) para obter:
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El+j+1 = − 1
a2(l + j + 1)2
(2.88)
que e´ a energia do n´ıvel (l + j + 1).
Seguindo a convenc¸a˜o, podemos definir n ≡ (l + j + 1) e κ ≡ a−1 em (2.87) e
(2.88) e obter a bem conhecida expressa˜o para o n-e´simo n´ıvel de energia do a´tomo
de hidrogeˆnio, En = −κ2n2 , correspondendo a`s autofunc¸o˜es un,l(r), com l ≤ n− 1.

3 Me´todos de Aproximac¸a˜o
3.1 Me´todo Variacional
3.1.1 O Me´todo Variacional
Em Mecaˆnica Quaˆntica o Me´todo Variacional e´ um me´todo que permite encontrar
aproximac¸o˜es para a func¸a˜o de onda e para a energia do estado fundamental e de
estados excitados do sistema.
O ponto de partida para o emprego do me´todo e´ a escolha de uma func¸a˜o tentativa
φ(x) para fazer o papel de func¸a˜o de onda do estado fundamental do sistema. Embora
essa escolha seja arbitra´ria, e´ interessante notar que e´ recomenda´vel escolher func¸o˜es
tentativa cuja forma seja ta˜o pro´xima quanto poss´ıvel da forma que se supo˜e serem
as func¸o˜es de onda reais (desconhecidas). Essa escolha pode ser guiada, por exemplo,
por caracter´ısticas que sabemos a priori que as func¸o˜es de onda de determinado tipo
de sistema devem ter. Assim a escolha de func¸o˜es tentativa com maior ou menor
semelhanc¸a com as func¸o˜es de onda reais conduz a aproximac¸o˜es, respectivamente,
melhores ou piores. A func¸a˜o tentativa deve ainda depender de um ou mais paraˆmetros
α indeterminados que sa˜o chamados paraˆmetros variacionais.
O segundo passo consiste na construc¸a˜o de um objeto chamado funcional da energia,
que e´ definido de forma semelhante ao valor esperado do hamiltoniano do sistema,
sendo esse valor esperado calculado como se a func¸a˜o de onda do sistema fosse a func¸a˜o
tentativa. Para essa finalidade a func¸a˜o tentativa deve estar devidamente normalizada,
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como seria com a func¸a˜o de onda real. O funcional da energia assim constru´ıdo e´ um
funcional dos paraˆmetros variacionais sendo denotado por E[α].
Por fim, o me´todo consiste no emprego do princ´ıpio variacional tomando como apro-
ximac¸a˜o superior para o valor da energia o valor de E[α] minimizado com respeito com
respeito aos paraˆmetros variacionais α. Enta˜o, encontrando os valores dos paraˆmetros
α que tornam E[α] mı´nimo, esse valor mı´nimo e´ a aproximac¸a˜o para a energia que o
Me´todo Variacional fornece. A aproximac¸a˜o para a func¸a˜o de onda correspondente e´
obtida substituindo esses valores dos paraˆmetros α na func¸a˜o tentativa.
Na sec¸a˜o seguinte apresentaremos um poss´ıvel meio de implementac¸a˜o do Me´todo
Variacional que sera´ particularmente u´til na resoluc¸a˜o de um dos problemas do pro´ximo
cap´ıtulo.
3.1.2 Paraˆmetros Variacionais como Coeficientes de uma Se´rie de
Func¸o˜es
Nesta sec¸a˜o apresentamos um poss´ıvel caminho para a resoluc¸a˜o de um problema
em Mecaˆnica Quaˆntica por meio do Me´todo Variacional. Mais adiante o Me´todo
Variacional assim apresentado sera´ especialmente u´til na resoluc¸a˜o de um problema
MQ SUSI envolvendo um oscilador anarmoˆnico. Vamos empregar o me´todo partindo
de uma func¸a˜o tentativa na forma:
φ(x) =
m∑
j=1
αjfj(x) (3.1)
onde j = 1, 2, . . . ,m. e os coeficientes αj ∈ C sa˜o os paraˆmetros variacionais. Aqui
as func¸o˜es fj(x) devem ser convenientemente escolhidas podendo levar a resultados
melhores ou piores dependendo da escolha feita e das caracter´ısticas do problema.
A partir da equac¸a˜o de Schro¨dinger com a func¸a˜o tentativa no lugar da func¸a˜o de
onda, definimos o funcional da energia como:
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E[α1, α2, . . . , αm] =
〈φ|H|φ〉
〈φ|φ〉 (3.2)
onde a presenc¸a do denominador do lado direito corresponde a normalizar a func¸a˜o
tentativa φ(x).
O Me´todo Variacional diz que encontrando os valores dos paraˆmetros αj, j = 1, . . . ,m.
que minimizam o funcional (3.2), esse valor mı´nimo e´ uma aproximac¸a˜o para a energia
do estado fundamental no sistema descrito pelo hamiltoniano H. Ale´m disso, substi-
tuindo os valores de αj assim encontrados, a func¸a˜o (3.1) e´ uma aproximac¸a˜o para a
func¸a˜o de onda desse estado fundamental. A forma como apresentaremos o Me´todo
Variacional aqui permite determinar na˜o somente uma aproximac¸a˜o para o estado
fundamental, mas tambe´m para os m primeiros n´ıveis (lembrando que m e´ o nu´mero
de paraˆmetros). Vejamos como isso e´ feito.
Multiplicando os dois lados de (3.2) por 〈φ|φ〉, substituindo (3.1) e derivando em
relac¸a˜o a αk, temos:
E[α1, α2, . . . , αm]
∂
∂αk
m∑
i,j=1
α∗iαj 〈fi|fj〉 =
∂
∂αk
m∑
i,j=1
α∗iαj 〈fi|H|fj〉
onde foi consirerado que ∂E
∂αk
= 0, uma vez que os paraˆmetros αk correspondem a
mı´nimos de E. Ale´m disso devemos notar que as somas duplas surgem pois as func¸o˜es
fj(x) na˜o necessariamente formam uma base ortogonal.
Com isso, omitindo a dependeˆncia de E com relac¸a˜o aos paraˆmetros αj e definindo
Sij ≡ 〈fi|fj〉 e Hij ≡ 〈fi|H|fj〉, temos:
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E
m∑
i,j=1
α∗i δjk 〈fi|fj〉 =
m∑
i,j=1
α∗i δjk 〈fi|H|fj〉
⇒ E
m∑
j=1
α∗jSjk =
m∑
j=1
α∗jHjk
⇒
m∑
j=1
(ESkj −Hkj)αj = 0
que corresponde a um sistema dem equac¸o˜es (uma para cada valor de k) em inco´gnitas
αj, j = 1, 2, . . . ,m.. Podemos representar esse sistema por um produto de matrizes
simplesmente como:
Mα = 0 (3.3)
onde α e´ uma matriz coluna m× 1 cujos elementos sa˜o os paraˆmetros αj e M e´ uma
matriz m×m com elementos dados por:
Mkj = (ESkj −Hkj) (3.4)
Para que esse sistema de equac¸o˜es tenha soluc¸a˜o na˜o trivial devemos exigir que o
determinante de M seja zero:
detM = 0 (3.5)
A equac¸a˜o (3.5) e´ uma equac¸a˜o de grau m em E e as m soluc¸o˜es dessa equac¸a˜o sa˜o,
em ordem crescente, os valores aproximados das energias Ej−1, j = 1, 2, . . . ,m. dos m
primeiros n´ıveis do sistema.
Uma vez que tenhamos encontrado os valores de E por meio de (3.5), podemos
substituir, por exemplo, o n-e´simo valor En novamente no sistema (3.3) e, juntamente
com a condic¸a˜o de normalizac¸a˜o:
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1 =
m∑
i,j=1
α∗iαjSij (3.6)
podemos enta˜o determinar os valores dos paraˆmetros αnj (onde o ı´ndice n destaca
a correspondeˆncia com o n-e´simo n´ıvel). Substituindo esses paraˆmetros αnj assim
determinados em (3.1) encontramos uma aproximac¸a˜o para a func¸a˜o de onda ψn(x)
associada a` energia En.
Vale destacar que o Me´todo Variacional conforme descrito acima e´ interessante
quando estamos procurando soluc¸o˜es da equac¸a˜o de Schro¨dinger que apresentem al-
guma evideˆncia de terem uma forma parecida com (3.1). Outras formas de func¸o˜es ten-
tativa com diferentes tipos de dependeˆncia nos paraˆmetros sa˜o perfeitamente poss´ıveis,
pore´m podem acabar tornando a resoluc¸a˜o complicada. Aumentar o nu´mero de
paraˆmetros variacionais tambe´m e´ um meio de melhorar a precisa˜o do me´todo com a
desvantagem de tornar os ca´lculos mais trabalhosos aumentando o esforc¸o computaci-
onal.
Exemplo 3.1 (Oscilador Harmoˆnico Simples). Um exemplo interessante do funci-
onamento do Me´todo Variacional conforme descrito aqui e´ utiliza´-lo para resolver o
probelma do OHS. Para o OHS podemos utilizar o me´todo com a forma de func¸a˜o ten-
tativa dada em (3.1) e, escolhendo fj(x) = x
j−1e−
1
2
x2 , encontrar inclusive as soluc¸o˜es
exatas. Nesse caso os paraˆmetros αnj determinados sera˜o, a menos da normalizac¸a˜o,
os coeficientes dos polinoˆmios de Hermite Hn(x2).
Exemplo 3.2 (Oscilador Anarmoˆnico do Tipo x4). A mesma escolha de fj(x) feita
para o OHS pode ser adotada para um oscilador anarmoˆnico com V (x) = 1
4
x4. Nesse
caso, utilizando 1 paraˆmetro, isto e´, fazendo m = 1 em (3.1), encontramos um valor
para a energia do estado fundamental E0 = 0, 6875, que difere em cerca de 2, 9% do
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valor nume´rico dado em [11], 0, 667986. Com 3 paraˆmetros, pore´m, encontramos um
valor E0 = 0, 680159, diferindo ja´ por apenas 1, 8%. Ja´ com 5 paraˆmetros, encontramos
E0 = 0, 668530, de modo que essa diferenc¸a cai para 0, 08%.
Resolvendo esse mesmo problema para func¸o˜es tentativa da forma:
φ(x) = Nβ e−βx2
e
φ(x) = Nγ,ρ exp
[
−1
2
(
x2
ρ
)γ]
sendo β, γ e ρ os paraˆmetros variacionais, encontramos, conforme [11], diferenc¸as de,
respectivamente, 2, 0% e 0, 2%, que embora correspondam a valores mais precisos com
um menor nu´mero de paraˆmetros, acabam levando (no caso de 2 paraˆmetros) a um
sistema bem mais complicado de se resolver do que (3.3).
3.2 Teoria de Perturbac¸o˜es Logar´ıtmica
3.2.1 A Teoria de Perturbac¸o˜es Logar´ıtmica
A Teoria de Perturbac¸o˜es Logar´ıtmica e´ um me´todo de aproximac¸a˜o que determina
o estado fundamental de um sistema em Mecaˆnica Quaˆntica. Embora determinar
apenas o estado fundamental parec¸a uma desvantagem inicialmente, ao contra´rio da
teoria de perturbac¸o˜es usual da Mecaˆnica Quaˆntica, que para determinar elementos de
certas ordens de correc¸a˜o necessita do conhecimento de uma base completa de autoes-
tados do caso na˜o perturbado, a teoria aqui apresentada e´ um procedimento recursivo
que na˜o impo˜e essa exigeˆncia. Ale´m disso, fazendo uso da hierarquia de hamiltonia-
nos, e´ poss´ıvel, conforme descrito na sec¸a˜o 2.3.5 do cap´ıtulo 2, converter o problema
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de determinar va´rios estados excitados em va´rios problemas de determinar estados
fundamentais e, desse modo, podemos remover a aparente limitac¸a˜o do me´todo.
Vamos considerar a equac¸a˜o de Schro¨dinger para o estado fundamental de um sis-
tema descrito pelo potencial V (x).
p2ψ0(x) + V (x)ψ0(x) = E0ψ0(x) (3.7)
Suponhamos agora que o potencial V (x) dependa de algum paraˆmetro δ de modo
que V (x) possa ser escrito como uma expansa˜o em se´rie de poteˆncias de δ, ou seja,
suponhamos que:
V (x) =
∞∑
n=0
Vn(x)δ
n (3.8)
Vamos considerar ainda que a energia do estado fundamental E0 tambe´m possa ser
escrita na forma de uma se´rie assim como o potencial V (x). Essa se´rie sera´ enta˜o 1:
E0 =
∞∑
n=0
Bnδ
n (3.9)
Da mesma forma que fizemos na sec¸a˜o 2.3.5 do cap´ıtulo 2, podemos considerar
um hamiltoniano H˜ com energia do estado fundamental E˜0 = 0 obtido a partir do
hamiltoniano original do nosso problema por meio da subtrac¸a˜o da energia E0 do
estado fundamental, ou seja, tal que:
V˜ (x) = V (x)− E0
onde V˜ (x) e´ o potencial associado ao hamiltoniano H˜. Com isso, supondo que o
hamiltoniano H˜ seja fatoriza´vel, de modo a permitir a definic¸a˜o de um superpotencial
1Vamos usar a letra B ao inve´s de E para representar os coeficiente da se´rie de modo a evitar
confusa˜o, por exemplo, entre E0, que e´ a energia do estado fundamental, e B0, que e´ o coeficiente
de ordem zero da se´rie (ou correc¸a˜o de ordem zero a` energia)
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W (x) 2 e considerando que seja poss´ıvel encontrar um estado fundamental normaliza´vel
a partir de W (x), enta˜o, conforme (2.32), a func¸a˜o de onda desse estado fundamental
sera´:
ψ0(x) = N exp
(
−
∫ x
W (y)dy
)
(3.10)
e substituindo (3.10) na equac¸a˜o de Schro¨dinger (3.7) e rearranjando devidamente os
termos, chegamos a:
V (x)− E0 = W (x)2 −W ′(x) (3.11)
que e´ simplesmente a equac¸a˜o de Riccati (2.8).
A equac¸a˜o de Riccati (3.11) que surge como consequeˆncia de substituir (3.10) na
equac¸a˜o de Schro¨dinger pode ser entendida como uma equac¸a˜o de Schro¨dinger trans-
formada que surge da escolha de trabalhar com a quantidade lnψ0 em lugar de ψ0. Essa
nova quantidade lnψ0 e´ um logaritmo e esta´ relacionada com o superpotencial W (x)
por meio de (3.10). Esse e´ o motivo do nome “teoria de perturbac¸o˜es logar´ıtmica”.
Alguns autores, entretanto, chamam esse me´todo de aproximac¸a˜o simplesmente de
“expansa˜o δ”, o que e´ uma nomenclatura talvez um pouco gene´rica demais.
Por fim, consideramos que o superpotencial W (x) tambe´m tem uma expansa˜o em
se´rie do tipo:
W (x) =
∞∑
n=0
Wn(x)δ
n (3.12)
e, ainda, que cada Wn(x) satisfaz a condic¸a˜o Wn(0) = 0.
Substituindo (3.8), (3.9) e (3.12) na equac¸a˜o (3.11), temos:
2O superpotencial W (x) na˜o precisa ser (e em geral na˜o e´) conhecido a priori. Mesmo que na˜o seja
poss´ıvel encontrar um W (x) que torne H˜ fatoriza´vel, vamos supor que W (x) existe.
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∞∑
n=0
[Vn(x)−Bn] δn =
∞∑
n,m=0
Wn(x)Wm(x)δ
n+m −
∞∑
n=0
W ′n(x)δ
n (3.13)
Colecionando um a um os termos correspondentes a poteˆncias iguais de δ, a equac¸a˜o
(3.13) fornece:
V0(x)−B0 = W0(x)2 −W ′0(x) n = 0
V1(x)−B1 = 2W0(x)W1(x)−W ′1(x) n = 1
V2(x)−B2 = 2W0(x)W2(x)−W ′2(x) +W1(x)2 n = 2
V3(x)−B3 = 2W0(x)W3(x)−W ′3(x) + 2W1(x)W2(x) n = 3
V4(x)−B4 = 2W0(x)W4(x)−W ′4(x) +W2(x)2 + 2W1(x)W3(x) n = 4
...
...
onde os diferentes valores de n sa˜o as diversas ordens de perturbac¸a˜o. Podemos suma-
rizar as equac¸o˜es para as diferentes ordens de perturbac¸a˜o como:
V0(x)−B0 = W0(x)2 −W ′0(x) , n = 0 (3.14)
V1(x)−B1 = 2W0(x)W1(x)−W ′1(x) , n = 1 (3.15)
e
Vn(x)−Bn = 2W0(x)Wn(x)−W ′n(x) +
n−1∑
k=1
Wk(x)Wn−k(x) , n = 2, 3, 4, . . . (3.16)
As equac¸o˜es para as diferentes ordens de perturbac¸a˜o podem ser resolvidas recursiva-
mente para determinar por meio de (3.9) o valor da energia E0 do estado fundamental
do sistema. A seguir veremos como isso e´ feito.
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Ordem Zero
A equac¸a˜o de ordem zero (3.14), e´ simplesmente uma equac¸a˜o de Riccati. Resolveˆ-la
para W0(x) e B0 corresponde a encontrar o valor da energia B0 do estado fundamental
de um hamiltonianoH0 cujo potencial e´ V0(x) e, em seguida, fatorizar um hamiltoniano
H˜0 = H0−B0, encontrando o superpotencial W0(x). Esse superpotencial W0(x) pode
ser usado na definic¸a˜o da func¸a˜o de onda do estado fundamental de H0 (ou de H˜0),
que, de acordo com (2.32) sera´:
ϕ0(x) = N e−
∫ xW0(y)dy (3.17)
onde N e´ o fator de normalizac¸a˜o correspondente.
Aqui B0 e ϕ0(x) sa˜o, respectivamente, as correc¸o˜es de ordem zero para a energia
e para a func¸a˜o de onda do estado fundamental do sistema. Encarando esses dois
objetos como correc¸o˜es, dizemos enta˜o que a energia e a func¸a˜o de onda do estado
fundamental do sistema em ordem zero de aproximac¸a˜o sa˜o, respectivamente:
E0 = B0 e ψ0(x) = ϕ0(x) = N e−
∫ xW0(y)dy (3.18)
que, se pensarmos em δ como a constante de acoplamento de uma “perturbac¸a˜o” ao
potencial V0(x), corresponderia a` soluc¸a˜o do caso “na˜o perturbado”.
Ordem 1
Multiplicando os dois lados da equac¸a˜o (3.15) por −|ϕ0(x)|2, sendo ϕ0(x) dado por
(3.17), temos:
B1|ϕ0(x)|2 − V1(x)|ϕ0(x)|2 = d
dx
(
W1(x)|ϕ0(x)|2
)
(3.19)
Considerando que ϕ0(x) e´ de quadrado integra´vel e esta´ normalizada, ou seja, sa-
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bendo que:
lim
x→±∞
|ϕ0(x)|2 = 0 e
∫ +∞
−∞
dx|ϕ0(x)|2 = 1
e integrando a equac¸a˜o (3.19) sobre todo o eixo encontramos:
B1 = 〈ϕ0|V1(x)|ϕ0〉 (3.20)
que e´ a correc¸a˜o de primeira ordem para a energia do estado fundamental do sistema.
Para determinar o coeficiente W1(x) da expansa˜o (3.12) de W (x), uma vez tendo
determinado B1 por meio de (3.20), fazemos uso da condic¸a˜o Wn(0) = 0 de modo que,
integrando a equac¸a˜o (3.19), encontramos:
W1(x) = |ϕ0(x)|−2
∫ x
0
dy|ϕ0(y)|2 [B1 − V1(y)] (3.21)
e com isso, a energia e a func¸a˜o de onda do estado fundamental do sistema em primeira
ordem de aproximac¸a˜o sera˜o, respectivamente:
E0 = B0 + δB1 = B0 + δ 〈ϕ0|V1(x)|ϕ0〉 (3.22)
e
ψ0(x) = e
− ∫ x dy[W0(y)+δW1(y)] = e− ∫ x dyW0(y)
[
1− δ
∫ x
dyW1(y)
]
(3.23)
Ordem n
Para encontrar a energia e a func¸a˜o de onda em n-e´sima ordem de aproximac¸a˜o,
com n ≥ 2, devemos seguir, ordem a ordem, um procedimento ideˆntico ao do caso
de primeira ordem. A cada ordem para a qual seguimos esse procedimento, devemos
encontrar a correc¸a˜o a` energia e o coeficiente da expansa˜o de W (x) correspondente a
essa ordem. Assim ao chegar a uma ordem n ≥ 2 qualquer, devemos ter em ma˜os os
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resultados de todas as ordens anteriores.
De maneira ideˆntica a`quela em que chegamos a` correc¸a˜o de primeira ordem a` energia
(3.20), mas utilizando (3.16) ao inve´s de (3.15), chegamos a:
Bn = 〈ϕ0|
[
Vn(x)−
n−1∑
k=1
Wk(x)Wn−k(x)
]
|ϕ0〉 (3.24)
que e´ a correc¸a˜o de ordem n a` energia do estado fundamental do sistema e, da mesma
forma para Wn(x):
Wn(x) = |ϕ0(x)|−2
∫ x
0
dy|ϕ0(y)|2
[
Bn − Vn(y) +
n−1∑
k=1
Wk(y)Wn−k(y)
]
(3.25)
Assim, a energia e a func¸a˜o de onda do estado fundamental do sistema em n-e´sima
ordem de aproximac¸a˜o sera˜o, respectivamente:
E0 = B0 + δB1 + δ
2B2 + . . .+ δ
nBn (3.26)
e
ψ0(x) = e
− ∫ x dy[W0(y)+δW1(y)+δ2W2(x)+...+δnWn(x)] (3.27)
3.2.2 Reparametrizac¸a˜o de Potenciais
Conforme a sec¸a˜o 3.2.1, um dos primeiros passos para aplicar a teoria de per-
turbac¸o˜es logar´ıtmica e´ escrever o potencial V (x) na forma (3.8), ou seja, na forma de
uma se´rie de poteˆncias em δ, sendo δ algum paraˆmetro do qual depende o potencial.
Nem sempre, pore´m, o potencial depende de algum paraˆmetro da forma conveniente
para a aplicac¸a˜o do me´todo. Uma possibilidade de escapar disso e´ trocar o potencial
original V (x) por um novo potencial V (x; δ) que depende de δ de modo conveniente
e de modo que, para um certo δ = δ1, tenhamos V (x; δ1) = V (x). Sendo assim, o
potencial V (x; δ) e´ chamado de potencial reparametrizado.
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Ale´m da condic¸a˜o V (x; δ1) = V (x), ha´ um outro fator a ser considerado ao se
determinar a forma, isto e´, a dependeˆncia em δ de um potencial reparametrizado.
Esse fator e´ a forma do potencial reparametrizado quando δ = δ0, onde δ0 e´ o valor
em torno do qual as expanso˜es em se´rie de poteˆncias esta˜o sendo feitas. No caso da
sec¸a˜o 3.2.1 as expanso˜es foram todas tomadas em torno de δ0 = 0, mas poder´ıamos,
e´ claro, ter considerado outro valor de δ0. Se o potencial reparametrizado for tal que
V (x; δ0) = V0(x), onde V0(x) seja um potencial para o qual conhecemos bem a soluc¸a˜o
da equac¸a˜o de Schro¨dinger para o estado fundamental, enta˜o a resoluc¸a˜o da equac¸a˜o
de ordem zero (3.14) pode se tornar muito mais simples.
Na aplicac¸a˜o da Teoria de Perturbac¸o˜es Logar´ıtmica sempre efetuamos os ca´lculos
tratando δ como um paraˆmetro pequeno (tipicamente δ  1). Isso, pore´m, na˜o
e´ necessariamente verdade. Conforme a forma da reparametrizac¸a˜o, por exemplo,
o valor de δ = δ1 para o qual V (x; δ1) = V (x) pode levar as se´ries a divergirem.
Um procedimento frequentemente sugerido [11] [19] [20] [21] [24] para contornar isso
consiste em substituir as se´ries divergentes por aproximantes de Pade´ e tomar esses
aproximantes como resultado.
Exemplo 3.3 (Oscilador Anarmoˆnico do Tipo x4). Um exemplo de aplicac¸a˜o da
Teoria de Perturbac¸o˜es Logar´ıtmica empregando a reparametrizac¸a˜o do potencial e´
apresentado em [19] e depois reapresentado no livro [11] pelo mesmo autor. Nesse
exemplo e´ resolvido o problema do potencial de oscilador anarmoˆnico V (x) = 1
4
x4
que, sendo reparametrizado como:
V (x; δ) =
[(
1
4
)1/3]2+δ (
x2
)1+δ
(3.28)
fornece, por meio do me´todo da Teoria de Perturbac¸o˜es Logar´ıtmica em primeira
ordem de aproximac¸a˜o, o seguinte resultado para a energia do estado fundamental:
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E0 =
(
1
4
)1/3 [
1 +
1
2
ψ(3/2)
]
(3.29)
onde ψ(z) ≡ Γ′(z)
Γ(z)
e´ a func¸a˜o digama.
Substituindo o valor da func¸a˜o digama em (3.29) para obter a energia do estado
fundamental, encontramos E0 = 0, 6415 que difere em cerca de 4% do resultado
nume´rico dado em [11]. Com isso, comparando esse resultado com aquele obtido para
o mesmo potencial 1
4
x4 pelo Me´todo Variacional, conforme apresentado no exemplo 3.2
da sec¸a˜o 3.1.2, vemos que, nesse caso, a aproximac¸a˜o em primeira ordem na Teoria de
Perturbac¸o˜es Logar´ıtmica e´ pior do que aquela encontrada pelo Me´todo Variacional,
mesmo quando se aplica este me´todo com apenas um u´nico paraˆmetro. Esperamos, e´
claro, melhorar esse resultado para maiores ordens de aproximac¸a˜o.
4 Aplicac¸o˜es
4.1 Superpotenciais do Tipo W (x) = gx2n+1
Vamos considerar superpotenciais do tipo:
W (x) = gx2n+1 (4.1)
isto e´, na forma de monoˆmios com poteˆncias ı´mpares de x. Utilizando a equac¸a˜o de
Riccati (2.8), sabemos que os potenciais associados a esse tipo de superpotencial sa˜o:
V±(x) = W (x)2 ±W ′(x) = g2x4n+2 ± g(2n+ 1)x2n (4.2)
O exemplo mais simples de superpotenciais da forma (4.1) ocorre para n = 0. Nesse
caso os potenciais parceiros associados sa˜o, conforme (4.2):
V±(x) = g2x2 ± g (4.3)
que sa˜o os potenciais de osciladores harmoˆnicos deslocados.
Para o caso de qualquer n ≥ 0 em superpotenciais como (4.1), e´ poss´ıvel encontrar
um estado fundamental normaliza´vel por meio de (2.32). Esse estado fundamental
normalizado, associado ao sistema definido pelo potencial V−(x), e´ dado por:
ψ−0 (x) = N e−
∫ x dyW (y) =
 g(n+ 1)2n+1
Γ
(
1
2(n+1)
)2(n+1)

1/4(n+1)
e−g(x
2)n+1/2(n+1) (4.4)
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onde o fator de normalizac¸a˜o correspondente foi calculado explicitamente.
Conforme explicado na sec¸a˜o 2.3.4 do cap´ıtulo 2, esperamos que para superpotenciais
que obedecem a` regra W (x) ≶ 0 para x ≶ 0 a SUSI se manifeste. Este e´ precisamente
o caso dos superpotenciais da forma (4.1) que sa˜o monoˆmios com poteˆncias ı´mpares de
x. Ao contra´rio, para monoˆmios com poteˆncias pares de x devemos observar a quebra
da SUSI. Para contornar isso podemos utilizar a func¸a˜o sinal ε(x) e estudar superpo-
tenciais da forma W (x) = gε(x)x2n, que e´ uma possibilidade ainda na˜o explorada na
literatura. Faremos isso nas pro´ximas sec¸o˜es para n = 0 e n = 1.
4.2 Superpotencial W (x) = gε(x)
Vamos considerar o superpotencial:
W (x) = gε(x) (4.5)
onde g e´ uma constante positiva e ε(x) = θ(x)− θ(−x) e´, em termos da func¸a˜o degrau
de Heaviside, a func¸a˜o sinal.
Para esse superpotencial a equac¸a˜o de Riccati (2.8) fornece os seguintes potenciais
parceiros supersime´tricos:
V∓(x) = W (x)2 ∓W ′(x) = g2 ∓ 2gδ(x) (4.6)
onde δ(x) e´ a func¸a˜o delta de Dirac.
A forma desses potenciais pode ser vista na figura 4.1. Um deles, V−, tem a forma
de um poc¸o delta enquanto o outro, V+, e´ uma barreira delta.
A equac¸a˜o de Schro¨dinger para os potenciais V±(x) e´:
(
p2 + g2 ± 2gδ(x))ψ±(x) = E±ψ±(x) (4.7)
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Figura 4.1: Potenciais parceiros SUSI associados ao superpotencial W (x) = gε(x).
Utilizando a representac¸a˜o do operador momento no espac¸o das posic¸o˜es, p = −i d
dx
,
e rearranjando os termos de forma conveniente, reescrevemos (4.7) como:
− ψ±′′(x)± 2gδ(x)ψ±(x) = (E± − g2)ψ±(x) (4.8)
Esse e´ o bem conhecido problema do poc¸o delta de Dirac (no caso do potencial ser
V−) e da barreira delta de Dirac (no caso do potencial ser V+). Procurando, para o
caso do poc¸o, soluc¸o˜es de (4.8) que sejam estados ligados, ou seja, com (E− − g2) ≤ 0,
encontramos:
E−0 = 0
ψ−0 =
√
ge−g|x|
(4.9)
que e´ o estado fundamental com energia zero e tambe´m o u´nico estado ligado desse
sistema.
Todos os outros estados tem a forma de ondas planas com um espectro cont´ınuo
de energia. Tanto para o caso do poc¸o quanto para o caso da barreira delta, as
soluc¸o˜es da equac¸a˜o de Schro¨dinger (4.8) que sa˜o estados de espalhamento, ou seja,
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com (E± − g2) > 0 tem a forma de ondas planas sendo dadas por:
ψ±I (x) = A±eikx + B±e−ikx , x ≤ 0 (4.10)
ψ±II(x) = C±eikx +D±e−ikx , x ≥ 0 (4.11)
onde k =
√
E± − g2 e as energias E± podem assumir qualquer valor real positivo.
Assim, percebemos que o sistema definido pelo hamiltoniano H− tem um estado
fundamental de energia E0 = 0 e infinitos estados com energias E
− > 0 tais que, para
cada um desses valores E− 6= 0 existe um valor de energia E+ de H+ satisfazendo
E+ = E−. Essas sa˜o as primeiras caracter´ısticas da manifestac¸a˜o da SUSI nesse
sistema.
Se considerarmos o caso de uma part´ıcula que se move sobre o eixo x da esquerda
para a direita de modo que na˜o possa haver nenhuma part´ıcula sendo refletida do
infinito positivo, enta˜o devemos escolher D± = 0 em (4.11). Ale´m disso, impondo a
condic¸a˜o de continuidade da soluc¸a˜o da equac¸a˜o de Schro¨dinger em x = 0, encontramos
que:
C± = A± + B± (4.12)
e, integrando a equac¸a˜o de Schro¨dinger de − ate´ + e depois tomando o limite → 0,
chegamos a:
C± =
(
1 + i
2(∓g)
k
)
A± +
(
−1 + i2(∓g)
k
)
B± (4.13)
Solucionando o sistema formado por (4.12) e (4.13) para B± e C± em func¸a˜o de A±
obtemos:
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B± = i
(∓g)
k(
1− i (∓g)
k
)A± e C± = 1(
1− i (∓g)
k
)A± (4.14)
Podemos definir os coeficientes de reflexa˜o e transmissa˜o, que sa˜o, respectivamente,
as probabilidades da part´ıcula incidente ser refletida pelo potencial ou ser transmitida
atrave´s dele, como:
R± =
|B±|2
|A±|2 =
(
g
k
)2
1 +
(
g
k
)2 = g2E (4.15)
T± =
|C±|2
|A±|2 =
1
1 +
(
g
k
)2 = E − g2E (4.16)
Substituindo (4.14) em (4.10) e (4.11), temos:
ψ±I (x) = A±
eikx + i (∓g)k(1− i (∓g)
k
)e−ikx
 , x ≤ 0 (4.17)
ψ±II(x) = A±
1(
1− i (∓g)
k
)eikx , x ≥ 0 (4.18)
Para verificar que ψ±I (x) e ψ
±
II(x) podem ser relacionados, respectivamente, com
ψ∓I (x) e ψ
∓
II(x) por meio de regras como (2.38) e (2.39), devemos aplicar sobre essas
func¸o˜es operadores A e A† e averiguar que isso converte uma func¸a˜o “+” em uma
“-” e vice-versa. Fazendo isso para, por exemplo, o operador A atuando em ψ−I (x) e
desconsiderando fatores multiplicativos constantes como A±, temos:
Aψ−I (x) ∝
(
gε(x) +
d
dx
){
eikx + i
g
k(
1− i g
k
)e−ikx}
∝
{
eikx + i
−g
k(
1− i−g
k
)e−ikx}
∝ ψ+I (x)
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o que equivale a satisfazer (2.38) para ψ−I .
Aplicando A e A† nas demais func¸o˜es verificamos que as soluc¸o˜es (4.17) e (4.18)
satisfazem relac¸o˜es do tipo (2.38) e (2.39), o que corresponde, juntamente com a
equiparac¸a˜o de n´ıveis de energia, a` manifestac¸a˜o da SUSI nesse sistema.
4.3 Superpotencial W (x) = gε(x)x2
4.3.1 Buscando Soluc¸o˜es Anal´ıticas da Equac¸a˜o de Schro¨dinger
Vamos considerar agora o superpotencial:
W (x) = gε(x)x2 (4.19)
onde g e´ uma constante positiva e ε(x) = θ(x)− θ(−x) e´, em termos da func¸a˜o degrau
de Heaviside, a func¸a˜o sinal.
Para esse superpotencial a equac¸a˜o de Riccati (2.8) fornece os seguintes potenciais
parceiros supersime´tricos:
V∓(x) = W (x)2 ∓W ′(x) = g2x4 ∓ 2g|x| (4.20)
A forma desses potenciais pode ser vista na figura 4.2. Um fato curioso aqui e´ que
o desenho de V+ forma na origem uma continuac¸a˜o suave do desenho de V−.
A equac¸a˜o de Schro¨dinger para esses potenciais e´:
(
p2 + g2x4 ± 2g|x|)ψ±(x) = E±ψ±(x) (4.21)
Do mesmo modo que foi feito em (4.8), reescrevemos (4.21), agora para o potencial
V−, como:
− ψ′′(x) + (g2x4 − 2g|x|)ψ(x) = Eψ(x) (4.22)
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Figura 4.2: Potenciais parceiros SUSI associados ao superpotencial W (x) = ε(x)x2.
onde os ı´ndices “−” foram omitidos para na˜o carregar demais a notac¸a˜o.
Procurando para a equac¸a˜o (4.22), para o casoE = 0, soluc¸o˜es da forma ψ(x) = N eα(x),
encontramos que, para α(x) = −1
3
g|x|3, temos uma soluc¸a˜o exata sem no´s, correspon-
dendo ao estado fundamental de energia zero de H−. Esse e´ o primeiro passo para
observar a manifestac¸a˜o da SUSI nesse sistema. Essa soluc¸a˜o (ja´ normalizada) e´ enta˜o:
ψ0(x) =
(
3
2
)1/3
g1/6
Γ (1/3)
1/2
e−g|x|
3/3 (4.23)
Inspirados pelo me´todo anal´ıtico de resoluc¸a˜o do problema do OHS e pela forma da
soluc¸a˜o ja´ encontrada em (4.23), vamos supor que as soluc¸o˜es gerais sejam da forma1:
ψ(x) = F (x)e−g|x|
3/3 (4.24)
Substituindo (4.24) na equac¸a˜o de Schro¨dinger (4.22), temos:
F ′′(x)− 2gε(x)x2F ′(x) + EF (x) = 0 (4.25)
1No caso do OHS, as soluc¸o˜es sa˜o consideradas da forma H(x)e−x
2/2 e a imposic¸a˜o das condic¸o˜es
de contorno acaba restringindo as func¸o˜es H(x) a serem os polinoˆmios de Hermite Hn(x2).
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No caso do OHS esse passo levaria a` equac¸a˜o de Hermite. No nosso caso levou a`
equac¸a˜o (4.25), que e´, para uma escolha particular de paraˆmetros, a equac¸a˜o tricon-
fluente de Heun.
A equac¸a˜o triconfluente de Heun e´ em geral dada por:
y′′(z) +
(−γ − 3z2) y′(z) + (α + βz − 3z) y(z) = 0 (4.26)
que, para γ = 0, α =
(
3
2g
)2/3
E, β = 3 e z =
(
2g
3
)1/3
x, se reduz a` (4.25).
Vamos tentar solucionar a equac¸a˜o (4.25) por meio do me´todo de Frobenius. Comec¸amos
supondo que as soluc¸o˜es F (x) podem ser escritas na forma de uma se´rie de poteˆncias
como:
F (x) =
∞∑
j=0
ajx
j (4.27)
Substituindo F (x) na forma (4.27) na equac¸a˜o diferencial (4.25), temos:
∞∑
j=0
j(j − 1)ajxj−2 − 2gε(x)
∞∑
j=0
jajx
j+1 + E
∞∑
j=0
ajx
j = 0
e, redefinindo os ı´ndices de soma e rearranjando os termos convenientemente nessa
expressa˜o, chegamos a:
2a2 + Ea0 +
∞∑
j=1
[(j + 2)(j + 1)aj+2 − 2gε(x)(j − 1)aj−1 + Eaj] = 0
de modo que, dados a0 e a1, a equac¸a˜o acima e´ satisfeita para coeficientes aj, j ≥ 2,
dados por:
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a2 = −E
2
a0 , j = 2 (4.28)
aj =
2gε(x)(j − 3)aj−3 − Eaj−2
j(j − 1) , j ≥ 3 (4.29)
Assim, a equac¸a˜o diferencial (4.25) e´ satisfeita por func¸o˜es F (x) na forma dada em
(4.27) com coeficientes a0 e a1 determinados por condic¸o˜es de contorno, a2 dado por
(4.28) e aj, j ≥ 3 dados por (4.29).
Se estive´ssemos resolvendo a equac¸a˜o de Hermite para o problema do OHS, ter´ıamos
chegado, no lugar de (4.28) e (4.29), na relac¸a˜o:
aj+2 =
2j + 1− E
(j + 1)(j + 2)
aj
e, para construir soluc¸o˜es que fossem func¸o˜es de onda de quadrado integra´vel, exi-
gir´ıamos, naquele caso, que a se´rie H(x) (o ana´logo de F (x)) fosse truncada para um
certo valor jma´x = n tal que tive´ssemos an+2 = 0 e an fosse o u´ltimo coeficiente na˜o
nulo da se´rie. Isso podia ser alcanc¸ado para E = 2n+1, o que determinava os poss´ıveis
valores da energia e as autofunc¸o˜es correspondentes.
Voltando ao nosso caso, notamos que a relac¸a˜o (4.29), que determina os coeficientes
da se´rie F (x), e´ uma relac¸a˜o de recorreˆncia de 3 ı´ndices e na˜o permite escolher uma
expressa˜o para E que trunque a se´rie em determinado ponto. Essa e´ a dificuldade
que encontramos ao tentar resolver o problema associado ao potencial V−(x) dado
em (4.20) e, para tentar contornar isso, partimos enta˜o para tentativas de encontrar
soluc¸o˜es aproximadas.
4.3.2 Buscando Soluc¸o˜es Aproximadas pelo Me´todo Variacional
Vamos empregar o Me´todo Variacional conforme descrito na sec¸a˜o 3.1.2 do cap´ıtulo
3. Aqui vamos utilizar uma func¸a˜o tentativa da forma (3.1) com fj(x) dado por:
60 Aplicac¸o˜es
fj(x) = x
j−1e−|x|
3/3 (4.30)
sendo que estamos, a partir de agora, considerando unidades tais que g = 1. Mais
tarde recolocaremos g nos devidos lugares.
Essa escolha de func¸a˜o tentativa e´ semelhante a`quela que leva a`s soluc¸o˜es exatas
do OHS (ver exemplo 3.1 na sec¸a˜o 3.1.2 do cap´ıtulo 3). Naquele caso os paraˆmetros
variacionais encontrados sa˜o, a menos da normalizac¸a˜o, os coeficientes dos polinoˆmios
de Hermite Hn(x2). Ao escolher uma func¸a˜o tentativa com fj(x) conforme (4.30) a
melhor situac¸a˜o poss´ıvel seria se as soluc¸o˜es da equac¸a˜o triconfluente de Heun (4.25)
que fazem com que (4.24) seja de quadrado integra´vel fossem algum polinoˆmio de grau
m, Fm(x). Se fosse assim bastaria considerar um nu´mero de paraˆmetros variacionais
maior ou igual a m e o Me´todo Variacional forneceria, com a func¸a˜o tentativa proposta,
as soluc¸o˜es exatas do problema. Nesse caso os paraˆmetros αj seriam enta˜o, a menos
da normalizac¸a˜o, os coeficientes desses polinoˆmios Fm(x).
O que ocorre em geral pore´m, e´ que as soluc¸o˜es exatas da equac¸a˜o (4.25) sa˜o,
conforme encontrado por meio do me´todo de Frobenius, uma se´rie com infinitos termos
e na˜o um polinoˆmio. Nesse caso o que o Me´todo Variacional fara´ enta˜o sera´ aproximar
essa se´rie por um polinoˆmio de grau m. Se utilizarmos um nu´mero muito grande de
paraˆmetros variacionais, devemos encontrar, a menos da normalizac¸a˜o, valores de αj
que se aproximam dos valores dos coeficientes da se´rie.
A partir da equac¸a˜o de Riccati (4.20) com g = 1 temos:
V±(x) = x4 ± 2|x| (4.31)
Uma vez que escolhemos fj(x) real , os elementos de matriz Skl e Hkl sera˜o sime´tricos
pela troca dos ı´ndices e, conforme (3.4), os elementos da matriz M para a nossa escolha
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de func¸a˜o tentativa, sera˜o dados por:
Mkl = (ESkl −Hkl) (4.32)
Para os potenciais parceiros (4.31), os elementos de matriz Skl e Hkl sa˜o dados por:
Skl = 〈fk|fl〉 =
∫ +∞
−∞
dx e−
2
3
|x|3xk+l−2 (4.33)
(H±)kl = 〈fk|H±|fl〉 =
∫ +∞
−∞
dx e−
2
3
|x|3 [−(l − 1)(l − 2)xk+l−4 + 2(l ± 1)ε(x)xk+l−1]
(4.34)
No caso de (k + l) ser um nu´mero ı´mpar, as integrais (4.33) e (4.34) acima tem
integrandos que sa˜o func¸o˜es ı´mpares e enta˜o, como a integrac¸a˜o e´ sobre um intervalo
sime´trico, encontramos que Skl = (H±)kl = 0. Caso contra´rio, se (k+l) for um nu´mero
par, encontramos:
Skl =
(
3
2
) k+l−4
3
Γ
(
k + l − 1
3
)
(4.35)
(H±)kl = −2
(
3
2
) k+l−3
3
[
(l − 1)(l − 2)− (l ± 1)(k + l − 3)
(k + l − 3)
]
Γ
(
k + l
3
)
(4.36)
e com isso determinamos, conforme (4.32) a forma da matriz M :
M± =

(M±)11 0 (M±)13 0 . . . (M±)1m
0 (M±)22 0 (M±)24 . . . (M±)2m
(M±)31 0 (M±)33 0 . . . (M±)3m
...
...
...
...
. . .
...
(M±)m1 (M±)m2 (M±)m3 (M±)m4 . . . (M±)mm

(4.37)
Nessa matriz todos os elementos nas posic¸o˜es (k, l) tais que (k+ l) e´ ı´mpar sa˜o nulos
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enquanto aqueles para os quais (k+ l) e´ par sa˜o dados por (4.32) com Skl e Hkl dados
por (4.35) e (4.36).
Para encontrar os valores das energias devemos resolver a equac¸a˜o (3.5) com a
matriz M dada em (4.37) acima. As tabelas 4.1 e 4.2 mostram alguns resultados
encontrados para diferentes nu´meros de paraˆmetros variacionais. Nessas duas tabelas
m e´ o nu´mero de paraˆmetros variacionais utilizado e os valores de energia foram
calculados para g = 1. Para diferentes valores de g, pore´m, obter´ıamos simplesmente
os mesmos valores da energia multiplicados por g2/3.
Tabela 4.1: Valores de energia associados a H− calculados com diferentes nu´meros de
paraˆmetros variacionais.
m E−0 E
−
1 E
−
2 E
−
3 E
−
4 E
−
5 E
−
6 E
−
7
1 0,00000
2 0,00000 2,04441
3 0,00000 2,04441 5,76541
4 0,00000 1,97852 5,76541 10,00191
5 0,00000 1,97852 5,54135 10,00191 14,94174
6 0,00000 1,97115 5,54135 9,49446 14,94174 20,37028
7 0,00000 1,97115 5,51302 9,49446 14,06558 20,37028 26,29953
8 0,00000 1,96991 5,51302 9,41370 14,06558 19,02962 26,29953 32,64399
9 0,00000 1,96991 5,50842 9,41370 13,90148 19,02962 24,43194 32,64399
10 0,00000 1,96963 5,50842 9,39868 13,90148 18,73498 24,43194 30,18755
Tabela 4.2: Valores de energia associados a H+ calculados com diferentes nu´meros de
paraˆmetros variacionais.
m E+0 E
+
1 E
+
2 E
+
3 E
+
4 E
+
5 E
+
6
1 2,31447
2 2,31447 6,13324
3 2,04493 6,13324 10,54940
4 2,04493 5,63655 10,54940 15,63469
5 1,99066 5,63655 9,66470 15,63469 21,21933
6 1,99066 5,53888 9,66470 14,30956 21,21933 27,28556
7 1,97666 5,53888 9,46567 14,30956 19,36916 27,28556 33,76558
8 1,97666 5,51611 9,46567 13,98107 19,36916 24,86727 33,76558
9 1,97235 5,51611 9,41524 13,98107 18,85787 24,86727 30,72924
10 1,97235 5,51007 9,41524 13,89369 18,85787 24,13659 30,72924
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As tabelas 4.1 e 4.2 indicam a manifestac¸a˜o da supersimetria do sistema no que se
refere a` equiparac¸a˜o dos n´ıveis de energia E−n e E
+
n−1, n > 0, de H− e H+. Como
esperado, a energia do estado fundamental de H− e´ zero e na˜o tem um equivalente
em H+. Ale´m disso, para n > 0, aumentando o nu´mero de paraˆmetros variacionais,
encontramos, principalmente nos primeiros n´ıveis, energias E−n cada vez mais pro´ximas
de E+n−1. Isso quer dizer que, quanto melhor for a aproximac¸a˜o que fizermos, mais
pro´ximos estaremos de satisfazer (2.37). Ale´m disso, como para o estado fundamental
de H− a func¸a˜o tentativa de um paraˆmetro tem exatamente a forma da soluc¸a˜o exata,
o valor E−0 = 0 encontrado tambe´m e´ o valor exato e (2.36) e´ naturalmente satisfeita.
Na figura 4.3 esta˜o esquematizados os primeiros n´ıveis de energia de H− e de H+.
Devemos lembrar os valores obtidos devem ser melhores quanto maior for o nu´mero de
paraˆmetros utilizado e quanto mais baixo for o n´ıvel considerado. Assim, esperamos
encontrar para o n´ıvel n = 4 uma aproximac¸a˜o muito mais pobre do que aquela feita
para o n´ıvel n = 1 ou n = 0, por exemplo.
V-HxL
V+HxL
E-1 » E+0
E-2 » E+1
E-3 » E+4
E-4 » E+5
E-0
-2 -1 1 2
x
5
10
15
Figura 4.3: Esquema dos 5 primeiros n´ıveis de energia de H− e 4 primeiros de H+
utilizando 6 paraˆmetros variacionais.
Os gra´ficos da figura 4.4 mostram as aproximac¸o˜es para as func¸o˜es de onda dos
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primeiros n´ıveis, respectivamente, de H− e H+. Essas aproximac¸o˜es foram obtidas
com 6 paraˆmetros variacionais.
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(a) Autofunc¸o˜es de H−
-2 -1 1 2
x
-2
2
4
6
8
10
12
(b) Autofunc¸o˜es de H+
Figura 4.4: Esboc¸o das autofunc¸o˜es dos primeiros n´ıveis de H− e H+ utlizando 6
paraˆmetros variacionais.
Como seria esperado, vemos que as func¸o˜es de onda obtidas apresentam paridades
bem definidas, intercalando soluc¸o˜es pares e ı´mpares e partindo de soluc¸o˜es pares para
os estados fundamentais.
A seguir, avaliamos a diferenc¸a ∆ entre o lado esquerdo e o lado direito da equac¸a˜o de
Schro¨dinger (4.21). Essa diferenc¸a ∆ e´ obtida simplesmente substituindo na equac¸a˜o
de Schro¨dinger as aproximac¸o˜es para func¸a˜o de onda e energia encontradas por meio
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do me´todo variacional e tomando a diferenc¸a entre o lado direito e o lado esquerdo,
isto e´:
∆ = Hψn(x)− Enψn(x) (4.38)
onde ψn(x) e En sa˜o, respectivamente, as aproximac¸o˜es para a func¸a˜o de onda e para
a energia do n´ıvel n do sistema descrito pelo hamiltoniano H.
A diferenc¸a ∆ foi calculada substituindo as aproximac¸o˜es para func¸a˜o de onda e
energia do primeiro estado excitado de H− e depois do estado fundamental de H+ e
fazendo isso com 3 e depois com 6 paraˆmetros variacionais, representamos as diferenc¸as
obtidas nos gra´ficos da figura 4.5.
3 parâmetros
6 parâmetros
D(x)
-10 -5 5 10
x
-0.6
-0.4
-0.2
0.2
0.4
0.6
(a) Diferenc¸a ∆ em func¸a˜o de x para o primeiro
estado excitado de H−
3 parâmetros
6 parâmetros
D(x)
-10 -5 5 10
x
-1.5
-1.0
-0.5
0.5
1.0
1.5
(b) Diferenc¸a ∆ em func¸a˜o de x para o estado
fundamental de H+
Figura 4.5: Gra´ficos das diferenc¸as entre o lado esquerdo e o lado direito da equac¸a˜o
de Schro¨dinger (4.21).
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Conforme escrito acima, um aumento no nu´mero de paraˆmetros variacionais leva a
aproximac¸o˜es melhores, o que pode ser visto nos gra´ficos da figura 4.5 pela diferenc¸a
entre os ma´ximos das curvas correspondentes a diferentes nu´meros de paraˆmetros.
Notamos ainda, que a aproximac¸a˜o melhora drasticamente para valores de x mais
distantes da origem. Isso poderia estar relacionado a` maior influeˆncia dos termos dos
potenciais que conte´m |x| sobre o termo que conte´m x4 em valores de x pro´ximos da
origem.
Os resultados para os valores de energia obtidos aqui por meio do Me´todo Variacional
podem ainda ser comparados com resultados nume´ricos. Os resultados nume´ricos
necessa´rios para essa comparac¸a˜o podem ser obtidos, por exemplo, por meio do Me´todo
do Abano do Rabo do Ca˜o (do ingleˆs, Wag the Dog Method), que e´ sugerido em [25]
como um poss´ıvel meio de determinar as autoenergias do OHS. Esse me´todo consiste
simplesmente em resolver numericamente a equac¸a˜o de Schro¨dinger para um valor de
energia escolhido arbitrariamente e observar o comportamento assinto´tico da soluc¸a˜o
encontrada. Para isso conve´m ter alguma ideia de quanto vale a energia procurada.
Enta˜o, escolhendo um certo valor de energia Ea (supostamente menor que o valor
real da energia) e observando que a func¸a˜o que satizfaz a equac¸a˜o de Schro¨dinger
diverge para +∞ quando x→ ±∞ e depois escolhendo um outro valor de energia Eb
(supostamente maior que o valor real da energia) para o qual a soluc¸a˜o diverge para
−∞ quando x → ±∞, esperamos que a energia E associada a` soluc¸a˜o normaliza´vel,
isto e´, a` soluc¸a˜o que tende a zero para x → ±∞, esteja entre Ea e Eb. Redefinindo
o valor de Ea ou Eb como a me´dia entre Ea e Eb e repetindo essa ana´lise gra´fica
ate´ atingir um intervalo suficientemente pequeno, determinamos o valor da energia E
como sendo o valor me´dio entre Ea e Eb.
Aqui a ideia que temos de quanto devem valer as energias associadas aos hamil-
tonianos H− e H+ resulta dos valores aproximados encontrados por meio do Me´todo
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Variacional e listados nas tabelas 4.1 e 4.2. Assim, tomamos esses valores como re-
fereˆncia e aplicamos o Me´todo do Abano do Rabo do Ca˜o. As tabelas 4.3 e 4.4
apresentam uma comparac¸a˜o entre os valores nume´ricos e os resultados obtidos com
10 paraˆmetros variacionais para os primeiros n´ıveis de energia de H− e H+. Ale´m
disso, como o valor E−0 = 0 e´ exato, tendo sido calculado analiticamente, na˜o nos
preocupamos em exib´ı-lo na tabela 4.3.
Tabela 4.3: Comparac¸a˜o entre os valores de energia associados a H− calcula-
dos por meio do Me´todo Variacional com 10 paraˆmetros variacionais e
numericamente.
E−1 E
−
2 E
−
3 E
−
4 E
−
5 E
−
6 E
−
7
Variacional 1,96963 5,50842 9,39868 13,90148 18,73498 24,43194 30,18755
Valor Nume´rico 1,96951 5,50718 9,39427 13,85837 18,64598 23,80719 29,23255
Desvio(%) 0,00609 0,02252 0,04694 0,31108 0,47731 2,62421 3,26691
Tabela 4.4: Comparac¸a˜o entre os valores de energia associados a H+ calcula-
dos por meio do Me´todo Variacional com 10 paraˆmetros variacionais e
numericamente.
E+0 E
+
1 E
+
2 E
+
3 E
+
4 E
+
5 E
+
6
Variacional 1,97235 5,51007 9,41524 13,89369 18,85787 24,13659 30,72924
Valor Nume´rico 1,96951 5,50718 9,39427 13,85837 18,64598 23,80719 29,23255
Desvio(%) 0,14420 0,05248 0,22322 0,25486 1,13638 1,38362 5,11994
O desvio entre os valores obtidos por meio do Me´todo Variacional e os valores
nume´ricos tende a aumentar para n´ıveis de energia mais altos. Isso mostra que, con-
forme espera´vamos, temos aproximac¸o˜es melhores para os primeiros n´ıveis de energia.
Para os 6 primeiros n´ıveis de energia de H− e para os 4 primeiros n´ıveis de H+ ve-
mos que os valores encontrados por meio do Me´todo Variacional diferem por menos
de 1% dos valores nume´ricos correspondentes. Ale´m disso, comparando os resultados
nume´ricos dados nas tabelas 4.3 e 4.4, conseguimos observar a concordaˆncia desses
valores com a equiparac¸a˜o de n´ıveis de energia em ate´ 5 casas decimais, o que esta´
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relacionado a` manifestac¸a˜o da SUSI nesse sistema.
4.3.3 Buscando Soluc¸o˜es Aproximadas pela Teoria de
Perturbac¸o˜es Logar´ıtmica
Vamos agora empregar a Teoria de Perturbac¸o˜es Logar´ıtmica conforme descrito na
sec¸a˜o 3.2 do cap´ıtulo 3.
Na Teoria de Perturbac¸o˜es Logar´ıtmica a energia E±0 do estado fundamental de H±
e o superpotencial W±(x) 2 em n-e´sima ordem de aproximac¸a˜o sa˜o, conforme (3.26) e
(3.25), escritos na forma de expanso˜es em se´rie de poteˆncias de δ como:
E±0 =
n∑
m=0
B±mδ
m (4.39)
W±(x) =
n∑
m=0
W±m(x)δ
m (4.40)
Os potenciais V±(x) com g = 1 (ver equac¸a˜o (4.31)), podem ser reparametrizados
em termos de δ como:
V±(x; δ) =
(
x2
)1+δ ± (4x2)δ/2 (4.41)
sendo que, para δ = 0, temos o caso de dois osciladores harmoˆnicos deslocados par-
ceiros SUSI e, para δ = 1, temos novamente os potenciais parceiros gerados pelo su-
perpotencial W (x) = ε(x)x2, que e´ o problema que estamos interessados em resolver.
Para outros valores de δ podemos obter potenciais de problemas diferentes, embora
a convergeˆncia das se´ries associadas a esses outros problemas deva ser verificada com
cuidado.
Expandindo os potenciais reparametrizados V±(x; δ) dados por (4.41) em se´rie de
2Aqui estamos usando ı´ndices “±” para os superpotenciais W±(x) que devem ser entendidos como os
ı´ndices dos superpotenciais em uma hierarquia formada pelos hamiltonianos H± (ver sec¸a˜o 2.3.5 do
cap´ıtulo 2), isto e´, W±(x) sa˜o tais que satisfazem uma equac¸a˜o de Riccati V± = W±(x)2−W ′±(x).
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Taylor ate´ ordem n em torno de δ0 = 0, temos
3:
V±(x; δ) =
n∑
m=0
δm
m!
{
x2
[
ln (x2)
]m ± [ln 2 + 1
2
ln (x2)
]m}
=
n∑
m=0
δm
m!
{
x2
[
ln (x2)
]m ± m∑
j=0
m!
2jj!(m− j)! [ln 2]
m−j [ln (x2)]j} (4.42)
Conforme (3.14), a equac¸a˜o da ordem zero de perturbac¸a˜o e´:
(
x2 ± 1)−B±0 = W±0 (x)2 −W±′0 (x) (4.43)
sendo satisfeita por:
W±0 (x) = x e B
±
0 = 1± 1 (4.44)
e sendo ϕ±0 (x), conforme (3.17), dado por:
ϕ±0 (x) = N e−x
2/2 (4.45)
A equac¸a˜o da primeira ordem de perturbac¸a˜o, conforme (3.15), e´ por sua vez:
(
x2 ln (x2)± 1
2
ln (x2)± ln 2
)
−B±1 = 2W±0 (x)W±1 (x)−W±′1 (x) (4.46)
e, tendo em vista (3.20) e (3.21), a correc¸a˜o de primeira ordem a` energia B±1 e o
coeficiente W±1 (x) de W±(x) que satisfazem (4.46) sa˜o, respectivamente:
B±1 =
〈ϕ±0 |V ±1 (x)|ϕ±0 〉
〈ϕ±0 |ϕ±0 〉
=
∫ +∞
−∞ dxe
−x2 [x2 ln (x2)± 1
2
ln (x2)± ln 2]∫ +∞
−∞ dxe
−x2 (4.47)
3O surgimento de fatores contendo logaritmos em expanso˜es como (4.42) seria talvez uma outra
poss´ıvel fonte de inspirac¸a˜o para o nome “teoria de perturbac¸o˜es logar´ıtmica”, mais restritiva, e´
claro, do que aquela mencionada na sec¸a˜o 3.2.1 do cap´ıtulo 3 logo apo´s a equac¸a˜o (3.11).
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(onde o denominador extra serve para garantir a normalizac¸a˜o de ϕ±0 (x)) e
W±1 (x) = |ϕ±0 (x)|−2
∫ x
0
dy|ϕ±0 (y)|2
[
B±1 − V ±1 (y)
]
= ex
2
∫ x
0
dye−y
2
[
B±1 − y2 ln (y2)∓
1
2
ln (y2)∓ ln 2
] (4.48)
Assim, calculando B±1 por meio de (4.47) e substituindo em (4.48) para encontrar
W±1 (x), chegamos a:
B±1 =
1
2
ψ (3/2)± 1
2
ψ (1/2)± ln 2 (4.49)
e
W±1 (x) = e
x2
∫ x
0
dye−y
2
[
1
2
ψ (3/2)± 1
2
ψ (1/2)− y2 ln (y2)∓ 1
2
ln (y2)
]
(4.50)
onde ψ(z) ≡ Γ′(z)
Γ(z)
e´ a func¸a˜o digama.
Fazendo n = 1, substituindo (4.49) em (4.39) e tomando δ = 1, que corresponde a
retornar ao problema original, as energias dos estados fundamentais de H± em primeira
ordem de aproximac¸a˜o sa˜o dadas por:
E±0 = (1± 1) +
(
1
2
ψ (3/2)± 1
2
ψ (1/2)± ln 2
)
(4.51)
o que resulta em E−0 = 0, 30685 e E
+
0 = 1, 72964.
Os melhores valores obtidos por meio do Me´todo Variacional, conforme as tabelas
4.1 e 4.2, foram E−0 = 0, 00000 e E
+
0 = 1, 97235. Lembramos que, no caso de E
−
0 , o
valor zero corresponde ao valor exato, tendo sido tambe´m calculado analiticamente na
sec¸a˜o 4.3.1.
Ao comparar os resultados do Me´todo Variacional com os da Teoria de Perturbac¸o˜es
Logar´ıtmica ate´ primeira ordem, notamos que esses resultados ainda diferem significa-
tivamente. Esperamos pore´m que essa diferenc¸a se torne menor ao aplicar a Teoria de
Perturbac¸o˜es Logar´ıtmica para obter resultados em maiores ordens de aproximac¸a˜o.
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Cabe tambe´m notar que a escolha da forma dos potenciais reparametrizados pode
influir no resultado obtido ate´ determinada ordem. Nesse caso poderia haver uma
escolha na forma da reparametrizac¸a˜o que levasse a um resultado mais pro´ximo daquele
encontrado pelo Me´todo Variacional ja´ na primeira ordem.

5 Considerac¸o˜es Finais
Nesse trabalho apresentamos uma introduc¸a˜o a` noc¸a˜o de SUSI e a` MQ SUSI em 1 di-
mensa˜o espacial. Para isso utilizamos o exemplo do OHS para introduzir o conceito de
fatorizac¸a˜o de hamiltonianos. Utilizando ainda o exemplo de osciladores harmoˆnicos,
o oscilador bosoˆnico e o oscilador fermioˆnico, introduzimos como um primeiro caso de
manifestac¸a˜o de SUSI na Mecaˆnica Quaˆntica o sistema do oscilador supersime´trico.
Generalizando a ide´ia do oscilador supersime´trico, desenvolvemos o formalismo da
MQ SUSI chegando a`s relac¸o˜es de comutac¸a˜o e anti-comutac¸a˜o que constituem a cha-
mada super-a´lgebra. Introduzimos os conceitos de parceiros supersime´tricos, quebra
da supersimetria, hierarquia de hamiltonianos e invariaˆncia de forma.
Em um ponto intermedia´rio desse trabalho nos dedicamos a expor dois me´todos de
aproximac¸a˜o u´teis no tratamento de problemas em Mecaˆnica Quaˆntica. Primeiramente
abordamos o bem conhecido Me´todo Variacional e discutimos uma forma particular do
seu emprego. Essa forma particular foi u´til no cap´ıtulo seguinte ao tratar o problema
do superpotencial W (x) = gε(x)x2, sendo responsa´vel pelo melhor resultado aqui
encontrado para esse problema. O segundo me´todo apresentado foi o da Teoria de
Perturbac¸o˜es Logar´ıtmica, que e´ um me´todo perturbativo intimamente relacionado
com os conceitos da MQ SUSI. Vimos que esse me´todo permite calcular recursivamente
aproximac¸o˜es para a energia e para a func¸a˜o de onda do estado fundamental de um
sistema e tambe´m para o superpotencial que fatoriza o hamiltoniano correspondente e,
por meio da hierarquia de hamiltonianos, pode permitir encontrar tambe´m os estados
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excitados do sistema estudado. A Teoria de Perturbac¸o˜es Logar´ıtmica foi tambe´m
empregada no tratamento do problema do superpotencial W (x) = gε(x)x2 com a
finalidade de comparac¸a˜o com o resultado encontrado por meio do Me´todo Variacional.
Como aplicac¸a˜o dos conhecimentos expostos ao longo do trabalho propusemos uma
nova classe de superpotenciais para os quais esperamos observar a manifestac¸a˜o de
SUSI; os superpotenciais da forma W (x) = gε(x)x2n, com n = 0, 1, 2, . . .. Estudamos
o caso mais simples do superpotencial W (x) = gε(x) que origina como potenciais
parceiros, respectivamente, os bem conhecidos potenciais do poc¸o e da barreira Delta
de Dirac. Conforme esperado, observamos que a SUSI se manifesta nesse sistema com
um estado fundamental de energia zero (o estado ligado associado ao potencial do poc¸o
Delta) e um cont´ınuo de estados de energia positiva para os dois potenciais parceiros
(os estados de espalhamento do poc¸o e da barreira).
Por fim, estudamos o problema do superpotencial W (x) = gε(x)x2. Esse super-
potencial origina como potenciais parceiros dois osciladores anarmoˆnicos. Para esse
problema encontramos analiticamente um estado fundamental de energia zero para
um dos potenciais parceiros. Demonstramos as dificuldades de se encontrar soluc¸o˜es
anal´ıticas para os estados excitados uma vez que a soluc¸a˜o via Me´todo de Frobenius
da equac¸a˜o diferencial do problema conduzia a relac¸o˜es de recorreˆncia de 3 termos
entre os coeficientes da se´rie, o que impossibilitava encontrar uma fo´rmula fechada
para os n´ıveis de energia quantizados do sistema. Com isso, empregamos o Me´todo
Variacional conforme exposto no cap´ıtulo anterior, levando a soluc¸o˜es aproximadas
que concordaram com a manifestac¸a˜o da SUSI nesse sistema. Essa conclusa˜o, pore´m,
e´ limitada pela precisa˜o do me´todo que, por sua vez, depende, entre outros fatores, do
nu´mero de paraˆmetros variacionais utilizado.
Com o intuito de empregar um caminho alternativo na resoluc¸a˜o do problema, o
que poderia eventualmente levar a um resultado melhor ou pelo menos reforc¸ar o re-
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sultado do Me´todo Variacional, empregamos a Teoria de Perturbac¸o˜es Logar´ıtmica.
O ca´lculo correspondente foi feito ate´ primeira ordem de aproximac¸a˜o adotando uma
reparametrizac¸a˜o conveniente para os potenciais parceiros. O ca´lculo de segunda or-
dem seria muito semelhante a`quele que deve ser feito para obter o resultado dado
em [19] para um potencial do tipo x4. Entretanto, embora esse resultado exista na
literatura, os detalhes do ca´lculo que leva ao mesmo na˜o sa˜o expostos e, como estamos
tratando um problema similar, entender os detalhes do ca´lculo seria essencial para
fornecer resultados em maiores ordens de aproximac¸a˜o. Assim, ate´ primeira ordem, a
Teoria de Perturbac¸o˜es Logar´ıtmica levou a resultados distantes daqueles encontrados
pelo Me´todo Variacional, mantendo esse u´ltimo como aquele que forneceu o melhor
resultado.
Como perspectivas no estudo da MQ SUSI podemos destacar a sua extensa˜o para
mais de uma dimensa˜o espacial, incluindo, por exemplo, espac¸os na˜o-comutativos.
Dois exemplos interessantes na literatura que exploram essas possibilidades sa˜o [26] e
[30]. Ambos mostram, entre outras coisas, a aplicac¸a˜o da MQ SUSI em 2 dimenso˜es
espaciais a problemas de part´ıculas se movendo em um plano sob a ac¸a˜o de um poten-
cial vetor Aµ(x) (problema de Landau e efeito Aharanov-Bohm). Outra possibilidade
seria tentar estudar a MQ SUSI no contexto da Mecaˆnica Quaˆntica Relativ´ıstica, o
que parece ser um campo ainda inexplorado.
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