ABSTRACT. Analog to the classical result of Kazdan-Warner for the existence of solutions to the prescribed Gaussian curvature equation on compact 2-manifolds without boundary, it is widely known that if (M, g 0 ) is a closed 4-manifold with zero Q-curvature and if f is any non-constant, smooth, sign-changing function with M f dµg 0 < 0, then there exists at least one solution u to the prescribed Q-curvature equation
INTRODUCTION
The problem of describing the set of curvatures that a given manifold can possess is of importance in Riemannian geometry over the last 50 years starting from a seminal paper in 1960, or even before, due to Yamabe [Yam60] for the existence of conformal metrics of constant scalar curvature on closed manifolds of dimension n 3. Without limiting to the case of constant scalar curvature, this problem is known as the prescribed scalar curvature problem and has been a main research topic in conformal geometry in recent decades. An analogue problem for manifolds of dimension 2, known as the prescribed Gaussian curvature problem, can be formulated in a similar way.
1.1. The Kazdan-Warner result for the scalar curvature equation. Let (M, g 0 ) be a compact surface without boundary. Given a smooth function f on M , the prescribed Gaussian curvature problem asks if there exists a conformal metric g such that the Gaussian curvature of g is equal to f . By writing g = e 2u g 0 , the Gaussian curvature of the metric g, denoted by K g , satisfies the transformation law Since Eq.(1.1) is conformally covariant, we obtain that if v solves
for some g 1 = e 2w g 0 , then u = v + w solves (1.1). This together with the uniformization theorem implies that we can freely choose the background metric g 0 in such a way that K g0 is a constant whose sign depends on the Euler characteristic of M . In the case that M has genus one, namely, M is the torus, Eq. A solution u to (1.2) can be obtained by minimizing the Liouville energy
in the class
M f e 2u dµ g0 = 0 .
We note that the constraint M f e 2u dµ g0 = 0 in the class C f is quite natural in view of the Gauss-Bonnet theorem. Since the energy E and the constraint in C f is left unchanged up to a constant addition, in order to show existence of a minimizer for E in the class C f , one often restricts attention to those functions with vanishing mean. To be precise, we look for minimizer of E within the set
M f e 2u dµ g0 = 0, M u dµ g0 = 0 .
However, normalizing the volume will work equally well, that is, we can also look for minimizer of E within the set
M f e 2u dµ g0 = 0, M e 2u dµ g0 = vol(M, g 0 ) .
In [Gal15] , Galimberti showed "bubbling" of the Kazdan-Warner metrics in a certain limit regime. To describe his result, we let f 0 be a non-constant and smooth function with max M f 0 = 0. Let λ > 0 be small such that f λ = f 0 + λ changes sign and satisfies (1.3). Therefore, by Theorem 1.1 there exists a solution u λ to (1.2), which can be obtained from a minizer u λ of E in the set C * f λ with f replaced by f λ . In fact, one can easily see that u λ and u λ differ by a positive constant c λ . With a delicate argument, he is able to control the total curvature of the conformal metrics g λ = e 2 u λ g 0 for suibtable λ ց 0 and hence to show that after rescaling the metrics suitably near local maximum points of f , one or more "bubbles" may be extracted from g λ ; see [Gal15, Theorem 1.1].
Recently, Struwe [Str17] improves the result in [Gal15] by obtaining a more precise characterization of the bubbling. He shows that "slow blow-up" does not occur; see [Str17, Theorem 1.2] . This is achieved with the help of a new Liouville-type result; see [Str17, Theorem 1.3] . It is remarkable that the method developed in [Str17] is flexible enough to apply also in the presence of perturbation leading to a similar "bubbling" phenomenon for a family of prescribed curvature flows for f λ with suitably chosen initial data in C f λ ; see [Str17, Theorem 1.5].
In the last paragraph of Subsection 1.5 in [Str17] , Struwe comments on future investigation of "bubbling" metrics of prescribing Q-curvature equation in arbitrary even dimensions n 4. Inspired by his interesting work and comments, we aim to study the bubbling behavior of the prescribed Q-curvature equation in the null case. In fact, we have borrowed many ideas from [Str17] in the proof of the main theorems in the paper.
1.2. A Kazdan-Warner type result for the Q-curvature equation. Let (M, g 0 ) be a closed 4-dimensional Riemannian manifold endowed with a smooth background metric g 0 . An analogue of the conformal Laplacian in dimension 2 is the Paneitz operator P g0 discovered by [Pan82] . To be more precise, it is defined in terms of the Ricci tensor Ric g0 and the scalar curvature scal g0 as
Associated to the Paneitz operator P g0 , Branson [Bra85] found the Q-curvature which enjoys many similar properties as the Gaussian curvatue in dimension 2. It is also given, in terms of the Ricci tensor Ric g0 and the scalar curvature R g0 , by
An important topic about the Q-curvature is the prescribed Q-curvature problem which is formulated as follows. Given a smooth function f on M , one may ask if there exists a conformal metric g = e 2u g 0 with Q-curvature Q g = f . To solve the geometric problem is equivalent to finding the solution to the fourth order semilinear PDE. In this paper, we consider the prescribed Q-curvature equation on 4-manifolds in the null case, that is, M Q g0 dµ g0 = 0. Due to the resolution of the constant Q-curvature problem, we may assume, w.l.o.g., that the background metric g 0 has the null Q-curvature. Then the equation (1.4) becomes P g0 u = f e 4u .
(1.5) If f ≡ 0, then it is necessary that f changes sign for the existence of a solution to (1.5), since M f e 4u dµ g0 = 0. However, unlike the two-dimensional case, M f dµ g0 < 0 is not necessary anymore. The following result shows that M f dµ g0 < 0 is still sufficient. In [GX08] , Ge and Xu proved that a solution to (1.5) may be obtained by minimizing the energy E (u) = 2 P g0 u, u under the constraint
M f e 4u dµ g0 = 0 and
Here, for u, v ∈ H 2 (M, g 0 ), the inner product P g0 u, v is defined as follows
However, similar to the case of (1.2), the authors showed, in [NZ17, Theorem A.1], that the way of searching a solution is still successful if we minimize E (u) under the following constraint
M f e 4u dµ g0 = 0 and M e 4u dµ g0 = 1 .
MAIN RESULTS
We shall study "bubbling" of the prescribed Q-curvature equation on 4-manifolds in two different contexts: the static case and the flow case.
2.1. Bubbling metrics in the static case. As in [Gal17, Str17] , we let f 0 be a smooth, non-constant function with max x∈M f (x) = 0, and let f λ = f 0 + λ for any λ ∈ R. By assuming that vol(M, g 0 ) = 1, we find that if
then f λ changes sign and M f λ dµ g0 < 0. Hence, it follows from Theorem 1.2 that there exists a solution u λ to (1.5) with f replaced by f λ . In addition, [NZ17, Theorem A.1] implies that u λ can be obtained as
. Here u λ satisfies
2) with α λ > 0 and c λ = (log α λ )/4. Moreover, by setting
we have
Then one will see from Lemma 4.1 below that β λ → +∞ as λ ց 0; Thus, one should expect the bubbling phenomenon associated with the family of metrics g λ to occur.
The purpose of this part of the paper is to characterize the bubbling behavior of g λ . First, when the function f 0 has only non-degenerate maxima, we have the following result:
Theorem 2.1. Assume that the Paneitz operator P g0 is positive with kernel consisting of constant functions. Let f 0 0 be a smooth, non-constant function with max M f 0 = 0 having only non-degenerate maximum points. Then for suitable λ k ց 0, for u k = u λ k as above and suitable I ∈ N, r (i)
, where u ∞ , up to a translation and a scaling, is given by
and it induces a spherical metric
, where u ∞ , up to a translation and a scaling, solves
5)
In addition, the metric
on R 4 has finite volume and finite total Q-curvature
and 1 I 8.
Remark 2.2. Unlike the Struwe's result in [Str17] , the "slow blow-up" case (b) is unable to be ruled out here. In fact, the limiting equation (2.5) associated with blow-up points x (i) ∞ with 1 i I may have a solution with finite energy and finite total curvature. To see this, one may apply a general existence result due to Chang and Chen [CC01] to obtain that there is a solution to and
∞ is a non-degenerate maxima of f 0 , the matrix Hess f0 (x (i) ∞ ) is negative definite. Consequently, we also have
Now, we consider the case that the function f 0 may have a degenerate maxima. To describe our next result, motivated by [Str17] , we propose the following condition on f 0 analog to Condition A in [Str17] .
There exist d 0 > 0 and A 0 > 0 such that, letting
for any x ∈ M with 0 < d(x) < d 0 there is a rotated copy K x ⊂ R 4 of K 0 with vertex at x such that in Euclidean coordinates z around x = 0 there holds
Since any function on a closed manifold with only non-degenerate maxima admits finitely many maximum points, it is then clear to see that Condition A is automatically satisfied by such functions. Let us take one example of a function f 0 satisfying Condition A. We use (r, θ 1 , θ 2 , θ 3 ) to denote the polar coordinates in the Euclidean space R 4 . Let f 0 be as follows
Then it is straightforward to verify that the function f 0 above satisfies Condition A with A 0 = 7. Furthermore, f 0 has degenerate maximum points.
Return to characterizing the bubbling behavior of g λ in the degenerate situation, our second result reads as follows. 
on R 4 of locally bounded curvature and of volume less than or equal 1.
Remark 2.4. By comparing Theorems 2.1 and 2.3, one can easily notice that in the degenerate case we made an extra assumption on the manifold (M, g 0 ) except for the Condition A, that is, we require the manifold (M, g 0 ) to be locally conformally flat. It would be interesting to investigate the bubbling phenomenon in the degenerate situation without assuming the locally conformal flatness.
2.2. Bubbling metrics along the prescribed curvature flow. In contrast to the statics case, our second goal is to obtain an analogous bubbling behavior described in Theorem 2.1 for a family of prescribed Q-curvature flows for f λ with suitably chosen initial data in X f λ , where
To describe our second result precisely, let us briefly recall the prescribed Q-curvature flow introduced in [NZ17] . Let g λ (t) = e 2u λ (t) g 0 be a family of time-dependent conformal metrics satisfying
with the initial conformal metric g λ (0) = e 2u 0λ g 0 . In terms of u λ (t), the evolution equation above becomes
with the initial data
Theorem 2.5 (see 
For any 0 < λ < λ 0 and any σ ∈ (−σ 0 , 0), with the number σ 0 = σ 0 (λ) to be determined in Lemma 5.2 below, we choose u
For such an initial data u σ 0λ , it follows from Theorem 2.5 that the flow (2.6) possesses the smooth solution u
. Unlike the case of prescribed Gaussian curvature flow in the dimension two, the sign of α ∞λ in the Q-curvature flow is unable to be determined. So, we have to assume that there exist a sequence (λ k ) k , k ∈ N with λ k ց 0 as k → +∞ such that α ∞λ k > 0 for all k large. With σ k and T k defined by (5.6) below, we let, for a suitable time sequence (t k ) k with t k T k ,
(2.10) Now, our second result reads as Theorem 2.6. Let f 0 be, respectively, as in the Theorems 2.1 and 2.3 above. Then for
In this brief section, we collect some useful facts frequently used throughout the paper. First, given a function w on M , let us denote by w the average of w over (M, g 0 ), namely,
(Keep in mind that vol(M, g 0 ) = 1.) We shall use a double bar for w, namely w, if we want to emphasize that the average of w is taking over M with any other conformal metric.
Recalling that the higher order Moser-Trudinger inequality for Paneitz operator P g0 , known as Adam's inequality; see [Ada88, Theorem 2] states that if P g0 is self-adjoint and positive with kernel consisting of constant functions, then there is some constant
As a consequence of (3.1) and Young's inequality, we obtain the following inequality
for all real number α.
Now we collect some information of Green's function, denoted by G, of the Paneitz operator P g0 . By the results in [CY95] , Green's function G is symmetric and fulfills the following properties:
for any x, y ∈ M with x = y; while for its derivatives and for 1 j 3 there holds
for any x, y ∈ M with x = y.
As clearly described in [Mal06, page 145], the higher order estimates in (P2) are not shown in [CY95] but they can be derived with the same approach, by an expansion of G at higher order using the parametrix.
It is well known that if ϕ ∈ L 1 (M, g 0 ) with ϕ = 0, then w solves
if and only if
For convenience, we cite the following lemma proved in [Mal06, Lemma 2.3].
Lemma 3.1. Let (w k ) k and (ϕ k ) k be two sequences of functions on (M, g 0 ) satisfying
α 0 for some positive constant α 0 independent of k. Then for any x ∈ M , any small r > 0, and any s ∈ [1, 4/j) with j = 1, 2, 3, there holds
where C, independent of k, is a positive constant depending only on α 0 , M , and s.
To end the section, we provide the following concentration-compactness result proved in [Mal06, Proposition 3.1].
Proposition 3.2. Let (w k ) k and (ϕ k ) k be two sequences of functions on (M, g 0 ) satisfying 
BUBBLING IN THE STATIC CASE
In this section, we are going to prove the "bubbling" phenomena in the static case, namely, Theorems 2.1 and 2.3. 4.1. Bounds for total curvature. We derive, in this subsection, the bounds for the total Q-curvature. As an initial step, we show the unboundedness of the minimum energy β λ defined in (2.4).
Lemma 4.1. As λ ց 0, there holds β λ → +∞.
Proof. Assume by contradiction that β λ C 1 for some constant C 1 . Thanks to u λ ∈ X * f λ , we can use E (u λ ) to bound exp(−4u λ ) from above by applying Adams' inequality (3.2) as follows
Keep in mind that |f 0 | = −f 0 = λ − f λ . From this together with Hölder's inequality we can estimate
, which is obviously a contradiction if λ is sufficiently small.
The following monotonicity property result is a key gradient for the uniform bound of the total Q-curvature of the metric g λ = e 4 u λ g 0 .
Lemma 4.2. The function λ → β λ is non-increasing in λ for small 0 < λ < λ 0 and
where λ 0 is given in (2.1).
Proof. Fix λ ∈ (0, λ 0 ). As always, let u λ ∈ X * f λ be a minimizer of E as above, namely M f λ e 4u λ dµ g0 = 0 and M e 4u λ dµ g0 = 1. Then for small σ ∈ R we have, by Taylor's expansion, that
Now, by (4.1), we get that
for σ < 0 sufficiently close to zero. Hence the map λ → β λ is non-increasing and
We can find the following bound on β λ .
Lemma 4.3. There holds
Proof. Let p 0 ∈ M be such that f 0 (p 0 ) = 0 and assume that λ ∈ (0, λ 0 ). By fixing a natural number N 5, we can find a smooth conformal metric g N = e 2ϕN g 0 such that
where r = |x| and x are g N -normal coordinates around p 0 which is identified as 0 in this new coordinate system. Now, letting
Since p 0 is an isolated maxima of f 0 , for a suitable constant L > 0 we have
For any A 0 > 1, we can find a smooth function
Then we define
It is easy to see that z λ ∈ C ∞ (B 1 (0)) with supp(z λ ) ⊂ B 1 (0). Finally, we define for
It follows from (2.1) that η(0) < 0. On the other hand, by the definition of w λ and the fact that f λ λ/2 on B √ λ/L (0), we conclude that
This implies that η(s) → +∞ as s ր +∞. Hence, there exists some s(λ) ∈ (0, +∞) depending on λ such that
In addition, we may find a constant c(λ) such that
Now, we provide a more precise estimate of s(λ).
, and dµ gN = e 4ϕN dµ g0 we get that
It follows from the definition of z λ and after substituting
By combining all estimates above, we obtain 1
Solving the preceding inequality for s gives
Next, following the proof of [Gal17, Lemma 3.6], we obtain that given any A 0 > 1, there exists λ ε ∈ (0, λ 0 ), independent of A 0 , such that for any 0 < λ < λ ε there holds
with s(λ) satisfying (4.3). Hence, we have
Letting ε ց 0 and A 0 ց 1 gives the assertion.
Lemma 4.4. There holds
Proof. Notice that the monotone function β λ is differentiable almost everywhere. Then by Lemma 4.2 we can easily get that
So, it remains to show that lim inf
Indeed, if we assume that for some 0 < λ * < λ 0 , some c 0 > 64π 2 and almost all 0 < λ < λ * the absolutely continuous part of the differential of β λ satisfies |β
2 + c 0 /2 > 64π 2 and any sufficiently small 0 < λ < λ * we have, by Lebesgue's theorem, that
This contradicts the bound in Lemma 4.3.
With help of this lemma, we can now obtain a bound for the total Q-curvatures of the metric g λ and the normalized metric g λ . Recall that g λ = e 2 u λ g 0 with Q g λ = f λ and g λ = e 2u λ g 0 with Q g λ = α λ f λ .
Lemma 4.5. There holds
Proof. Notice that we can estimate
Keep in mind that α λ = vol(M, g λ ) and that M f λ dµ g λ = 0. Then by (2.3), Lemma 4.4, and the fact that u λ ∈ X * f λ , we get that
we thus complete the proof.
4.2. Concentration of curvature. In the following, we consider the prescribed Q-curvature equation with an error term. To be precise, for a suitable sequence λ k ց 0 and suitable α k > 0 we let functions w k ∈ X * f λ k with corresponding metrics g k = e 2w k g 0 solve
In view of Lemma 4.4, we further assume that α k satisfies lim sup
Moreover, we let functions h k on M be such that
as k → +∞. Denote
Then the assumption (4.7) implies that
With all these assumptions, we then have the same conclusion as Lemma 4.5. To see this, we set s ± = ± max{±s, 0}
for any s ∈ R. Upon writing
and integrating (4.5) we obtain, by Hölder's inequality and the assumption (4.7), that
It is worth emphasizing that by allowing the "error term" h k in the perturbed equation (4.5), we will also be able to apply Theorems 4.7 and 4.8 below in the flow context, where w k = u(t k ) for a solution u = u(t) to (2.6) and h t = u t (t k ) for a sequence of times t k → +∞. On the other hand, by choosing
, satisfying (4.5) with h k = 0 for all k ∈ N, Theorems 2.1 and 2.3 will become the special cases of Theorems 4.7 and 4.8 below respectively.
It is worth noting that we are not interested in the existence of solutions to (4.5) in X * f λ k under the conditions (4.6) and (4.7). What we are interested in is the concentration behavior of any sequence of solutions to (4.5) in X * f λ k , if exists.
To be more precise, we prove the following concentration result. 
Proof. Our proof consists of two parts.
PART 1. We prove (4.12) for 1 i I and α k → +∞ as k → +∞.
By way of contradiction, we assume that for every x ∈ M there exists some r x > 0 such that
for some δ x > 0 and for k large enough. Since the proof presented here is rather long, we split it into several steps for clarity.
Step 1. In this step, from the contradiction assumption (4.13), we shall establish the key estimate (4.22) below. Since M is compact, we can cover M by N balls B i = B r x i /2 (x i ) with 1 i N . By the property (P2) of Green's function, we conclude that G(x, y) > 0 for any x ∈ M , y ∈ B rx (x) with r x suitably small. So, in the following, we choose the radius r x i small enough such that G(x, y) > 0 for any x, y ∈ B i = B r x i (x i ). Let
Now we let w (±) k solve the equations
on M . Since kerP g0 = {constants} and P g0 w k = Q g k e 4w k , we can decompose w k as the following
15) where d k is some constant. Integrating (4.15) with respect to the metric g 0 yields
Recall that M is covered by all balls B i with 1 i N . Hence, for each x ∈ M we can find some 1 i N such that x ∈ B i . By applying the formula (3.3) to the equations (4.14) we obtain
(4.17)
It follows from the property (P1) of Green's function and (4.10) that there exists positive constants C i independent of k such that
If we set c * = max C i : 1 i N , then the positivity of G on each B i and (4.17) imply that for any x ∈ M , we have
(4.20)
Then the relations in (4.19) imply that
k . Furthermore, it follows from (4.15) and (4.16) that
k . In view of (4.13), we may choose some real number s 0 > 4 so that
for any 1 i N . By using (4.17) and (4.18), we can bound
which then gives
thanks to the 'weighted' Jensen inequality; see [BM91, page 1227] . By integrating the inequality above and using Fubini's theorem, we obtain
By the property (P2), we know that |G(x, y)| (1/(8π 2 )) log(1/d(x, y)) + C G for any x = y, which implies that
for any x = y. From this we can estimate
The last integral in the preceding inequality is uniformly bounded because
thanks to (4.21). So we have shown that
for 1 i N . Since M is covered by finitely many B i 's, we conclude that
This completes the first step.
Step 2. In this step, we claim from the key estimate (4.22) that v
k , defined in (4.20), is uniformly bounded. To see this, we let p = 2s 0 /(s 0 + 4). Then it follows from s 0 > 4 that 1 < p < 2, 4p < s 0 .
(4.23)
With this real number p, Minkowski's inequality, and (4.14), we can estimate
Estimate of I: By Jensen's inequality and the fact w k ∈ X * f λ k , we know that
k . This together with the fact that α k λ k 64π 2 + o(1) kր+∞ , (4.22) , (4.23), and Hölder's inequality implies that
.
Estimate of II: To estimate this term, we make use of Hölder's inequality and the facts that 1 < p < 2 and s 0 = 4p/(2 − p) to get
. By (4.22) and (4.7), we deduce that
Combining the estimates of I and II gives
In addition, it follows from (4.22) that
for any q 1. Thus, by standard elliptic theory, we have shown that v
Again by Sobolev's embedding, we conclude that v
The claim is proved.
Step 3. In this step, we show that the sequence (α k ) is unbounded. Indeed, suppose that (α k ) is bounded, namely, α k = O(1) k→+∞ . Mimicking the argument used in (4.10) to get
which tells us that (4.13) holds at any point in M . From this, we repeat the arguments in Steps 1 and 2 to realize that (v
k ) is uniformly bounded. It is now possible to bound w k uniformly from above as follows
In view of the estimate se s −1 for s 0 we find that
uniformly in M . But then by multiplying (4.5) with w k we obtain the bound
provided k is large enough, which contradicts Lemma 4.1. Thus, (α k ) is unbounded as claimed.
Step 4. Now, we are in position to obtain a contradiction and show that there are finitely many points x 
Consequently, w k → −∞ uniformly on M as k → +∞. This contradicts the fact that M e 4w k dµ g0 = 1.
Case 2. Suppose that w k −C for some positive constant C. In view of (4.10), we choose γ = 1/17 so that
holds for large k. This estimate plays a similar role as that of (4.13). Therefore, we can repeat the previous argument to get that
for some s 1 > 4. This together with (4.5) and vol(M, g 0 ) = 1 implies that
This, the lower bound of w k , (4.7), (4.10), and (4.24) imply that
for some constant C > 0. For any integer m 1, thanks to (4.24) and (4.25), we do iteration to get that
This implies that
Substituting this estimate into (4.26) gives
which contradicts the fact that α k → +∞ as k → +∞ established in Step 3. This contradiction implies that there exists at least one point x ∈ M such that (4.12) holds. Moreover, the bound of total Q-curvature (4.10) shows that there can only have finitely many points in M such that (4.12) holds. Let us denote by I the number of such points and for clarity these points will be denoted by x
∞ with 1 i I. This completes PART 1.
PART 2. Proof of f 0 (x i ∞ ) = 0 for 1 i I and I 8. Suppose that, for some i ∈ {1, 2, ..., I}, we have f 0 (x (i) ∞ ) < 0. Then, on one hand, for sufficiently small ε > 0, we may find some r > 0 such that
On the other hand, again we make use of the estimate Q
thanks to Hölder's inequality and vol(M,
as k → +∞, which contradicts (4.12). Thus, (4.11) holds. Finally, the estimate I 8 follows from the inequality
in (4.10) and the inequality (4.12).
An immediate consequence of Lemma 4.6 is the following
4.3. Blow-up analysis. In this subsection, we derive the blow-up behavior for the functions w k in (4.5), namely
under the following two hypotheses
We also characterize the shape of the associated conformal metrics g k = e 2w k g 0 as k → +∞.
First we consider the non-degenerate case. 
, where w ∞ , up to a translation and a scaling, is given by w ∞ (z) = log 4 √ 6 4 √ 6 + |z| 2 and it induces a spherical metric
, where w ∞ , up to a translation and a scaling, solves
PART 1. We establish Part (i) of the theorem. Recall that
∞ : 1 i I} and let x ∈ M ∞ be arbitrary. Then it follows from Lemma 4.6 that there exists a radius r x > 0 perhaps depending on x such that for large k we have
2 .
Following the same notations defined in (4.20), we split
k . Also, we let γ = 1/17. Since the preceding estimate serves the same role as that of (4.13) in the proof of Lemma 4.6, by repeating a similar argument used in the proof of Lemma 4.6 to get (4.22), we find that
C for some s x > 4, which could also depend on x. Now, given any open subset Ω ⊂ Ω ⊂ M ∞ , our aim in this part is to show that w k → −∞ uniformly in Ω. To this purpose, we first cover Ω by finitely many balls B rj /2 (x j ), 1 j N 0 , in such a way that for each ball B j := B rj (x j ) with 1 j N 0 we still have
Set s = min 1 j N0 s xj . Then it follows from the uniform boundedness of (v
We may assume that Ω is connected and large enough so that Ω f 0 dµ g0 < 0. If there holds w k −C > −∞, then we may argue as in Case 2 of Step 4 in PART 1 of the proof of Lemma 4.6 to obtain lim inf
which contradicts the fact that α k → +∞ as k → +∞. Hence, we must have
Then it follows from the uniform boundedness of (v
This finishes the proof of Part (i).
PART 2. Starting from now to the rest of the proof, we establish Part (ii) of the theorem, namely, the blow-up behavior near each point x (i) ∞ with 1 i I. Since the proof of this part is rather long, we also divide it into several claims. Before doing so, we devote ourselves to preliminaries necessary for the blow-up analysis below. For simplicity, we denote x 0 = x (i) ∞ . Let i g be the injectivity radius of M . Clearly i g > 0 since M is compact and the restriction of exp x0 to {X ∈ T x0 M :
2 ) isometrically, one can then consider exp x0 as a local chart around the point x 0 . This allows us to select δ 0 ∈ (0, i g /2) sufficiently small such that for all x ∈ M and all y, z ∈ R 4 , if |y| δ 0 and |z| δ 0 , then
see [DER04, page 43]. Let δ < min{1, δ 0 } and denote by B δ (0) the open ball {x ∈ R 4 : |x| < δ} in R 4 . As always, we often use either a hat or a tilde to denote quantities in R 4 . We now consider the exponential map exp x0 : B δ (0) → M with exp x0 (0) = x 0 . We can also assume that δ > 0 is chosen sufficiently small in order to guarantee that the only maxima of f 0 in exp x0 ( B δ (0)) is x 0 . Since exp x0 is an isometric diffeomorphism onto B ig (x 0 ), we deduce that exp x0 ( B r (0)) = B r (x 0 )) (4.29) whenever r < δ 0 , while by (4.28) it is not hard to see that
whenever |z| + r < δ 0 and that
whenever |z| + r < δ 0 . Combining (4.30) and (4.31) gives
which is often used throughout the paper. Given a function h on M we denote
we also consider the pull-back metric
Since x 0 is a non-degenerate maxima of f 0 , up to an action of the orthogonal group, we may assume that f 0 has the following expansion
for any z = (z 1 , ..., z 4 ) ∈ B δ (0) with 0 < a 1 a 2 a 3 a 4 . If we choose δ even smaller, then we can further assume that
for all z ∈ B δ (0). From now on let us consider large k in such a way that
We also set
where h k is defined by (4.8). Clearly,
Combining (4.9) and (4.27) gives λ k + |h k |/α k (3/2)λ k . From this, the estimate − f 0 (z) (a 1 /2)|z| 2 in B δ (0), and (4.29) we conclude that
(0). 
Proof of Claim 1. It follows from Lemma 4.6 and Q
Making use of (4.9) we further obtain
On the other hand, by (4.34), (4.9), and (4.27) we can estimate
Putting all these estimates together, we eventually get
Hence, we have just shown that
Now, if we let
then τ (0) = 0 and by (4.36) we know that
By setting ρ 0 = 7/65 and by the continuity of τ , we thus have for each ρ ∈ (0, ρ 0 ), there exists some r k ∈ (0, 3λ k /a 1 ) such that τ (r k ) = ρ. Furthermore, the compactness of B δ (x 0 ) allows us to choose x k ∈ B δ (x 0 ) such that
for each k ∈ N. This finishes the proof of (4.35a) and (4.35b).
Next, let us show (4.35c). To see this, we assume by contradiction that w k (x k ) C w for some constant C w > 0. On one hand, by the estimate 
On the other hand, we have, by (4.27) and (4.9), that lim inf
We thus obtain a contradiction if we choose δ small at the beginning. Thus, we have already established the unboundedness of w k (x k ). To see why x k → x 0 as k → +∞, we assume by contradiction that
By the result in Part (i) we know that w k (x * ) → −∞ which contradicts the fact that
Finally, keep in mind that r k < 3λ k /a 1 < (δ/2) 2 . This together with the proved fact (4.35c) above immediately implies that B √ r k (x k ) ⊂ B δ (x 0 ). Hence from our choice of ρ we have
for all y ∈ B √ r k (x k ). Thus (4.35d) is proved and we complete the proof of Claim 1.
With the choice of r k and z k above, we consider in R 4 the translation-dilation
, where, given r > 0, the set D k,r is defined as follows D k,r := {z ∈ R 4 : |z k + r k z| < r}.
Clearly we may rewrite D k,r as D k,r = B r/r k (−z k /r k ). Recall that r k → 0 and z k → 0 as k → +∞ by Claim 1. This implies that z k /r k = o(r/r k ) kր+∞ . From this we deduce that, for each r > 0 fixed, the set D k,r exhausts R 4 as k → +∞. Next, we consider the scaled metrics
(4.37) Making use of (4.32) gives
In view of the conformally covariant property of P, there holds
Then by a direct computation, the function w k satisfies
where
Using the exponential map, we can rewrite the identity in (4.35b) as follows
To rewrite the inequality in (4.35d), first we make use of (4.32) to get
Therefore, the last inequality in (4.35) gives
Hence, substituting y = exp x0 (Γ k (z)) into the inequality above yields
for any z ∈ B 1/(2 √ r k ) (0). Since the set B 1/(2 √ r k ) (0) exhausts R 4 as k → +∞, we can freely use (4.41) for arbitrary z in any fixed ball provided k is suitably large. In the next step, we provide a more precise estimate on d(x k , x 0 ) in terms of λ k .
Claim 2. There exists some constant C > 0 such that
for all k large.
Proof of Claim 2. If this were not true, then we would have
From the expansion of f 0 in (4.33), the bound for α k λ k in (4.27), and the inequality r 2 k /λ k 3/a 1 we obtain for any fixed R > 2 with |z| R
This together with the fact that
Then by (4.35b), R > 2, (4.38), and (4.9), for k large enough, we have the estimate
which is impossible for k sufficiently large. This proves (4.42).
Using the expansion of f 0 in (4.33) we may write
(4.43)
It follows from (4.35) and (4.42) that
Plugging these into (4.43) and using (4.27) we can find a positive constant C R such that
for any z ∈ B R (0).
Claim 3. Let w k be given in (4.37). Then w k is bounded in W 4,s0 loc (R 4 ) for some s 0 > 1.
Thus, there exists a function w ∞ such that
Proof of Claim 3:
We borrow the method used in the proof of [Mal06, Proposition 3.4]. Let R > 8 be arbitrary but fixed. Then we define a smooth cut-off function η R with
In particular, Φ k = 0 in R 4 \ B 2R (0). Hence, Φ k has a uniform compact support. Observe
. From this and the equation satisfied by w k in (4.39), it is not hard to see that Φ k satisfies the following equation
Note that in (4.46), (L k ) k are linear operators containing derivatives of order 0, 1, 2 and 3 with uniformly bounded and smooth coefficients. Therefore, by Lemma 3.1 and some scaling argument one can easily find that
for any k ∈ N and any s ∈ [1, 4/3). Since Φ k has compact support and
for any k ∈ N and any s ∈ [1, 4/3). It follows from (4.47) and (4.48) that
for any k ∈ N and any s ∈ [1, 4/3). We now use (4.49) together with Hölder's inequality to conclude, for any z ∈ B R/4 (0) and r > 0 sufficiently small, that
On the other hand, it follows from the boundedness of h k L 2 (M,g k ) in (4.7), the boundedness of α k f λ k • Γ k in (4.44), and the estimate of e 4 w k dµ g k in (4.41) that
4.51) for any z ∈ B R/4 (0), r > 0 small, and k large. Hence, by choosing r > 0 and ρ > 0 suitably small, we obtain from (4.50) and (4.51) the following estimate
2 for all z ∈ B R/4 (0). Then, it follows from the equation solved by Φ k in (4.46), Remark 3.3 and a finite covering argument that there exists some s 1 > 1 such that
where C > 0 is a fixed constant.
Next, we show that a k is bounded. To see this, it follows from Jensen's inequality, (4.30) and the fact that M e 4w k dµ g0 = 1 that
To bound a k from below, we recall from (4.40) the following
Making use of (4.38) gives
Consequently, for k large and because R/4 > 2, we arrive at
This together with the fact that Φ k = w k in B R/4 (0), we obtain
which implies by (4.52) that a k −C R and hence we find
Using this fact, we have by (4.48) and Minkowski's inequality that
for all s ∈ [1, 4/3) and by (4.52) that
Now, we take 1 < s 2 < min{s 1 , 2} and let s 0 = 2s 2 /(1 + s 2 ). Then 1 < s 0 < min{4/3, s 1 } and
, and (4.54) we can bound
Plugging (4.55) into (4.39) gives
which together with (4.53) implies that w k is bounded in W 
e 4w k dµ g0 1.
Passing to the limit R → +∞ we find R 4 e 4 w∞ dz 1.
We thus finish the proof of Claim 3.
Claim 4. The assertions in Theorem 4.7(ii) hold true.
Proof of Claim 4. Since 0 < r k / √ λ k 3/a 1 by (4.35), we have two possibilities.
Case 1. There holds lim sup k→+∞ r k / √ λ k = 0. In this scenario, recall that the estimate
enough. This together with (4.27) and (4.43) implies that there exists some r 0 64π 2 such that, up to a subsequence,
uniformly in any fixed ball B R (0). Next we derive the equation for the limit function w ∞ in Claim 3. We multiply by a smooth function ϕ with compact support on the both sides of equation (4.39) and then do integrating by parts to obtain
we send k to infinity in the equality above to conclude that the function w ∞ solves the equation Since in this case we can obtain a very precise form for w ∞ from (4.57), we need more work by showing that r 0 > 0. Indeed, suppose that this is not true, then we are led to two cases: r 0 = 0 or r 0 < 0. When r 0 = 0, it follows from (4.57) and (4.45) that the function w ∞ solves ∆ 2 z w ∞ = 0 with the finite energy condition Now it follows from [Mar09, Theorem 3] that w ∞ is a polynomial of order exactly two, which is also bounded in R 4 . Consequently, w ∞ is at most linear. Therefore, we can make use of [ARS06, Theorem 2.4] to conclude that
Using this fact, on one hand, the strong convergence
However, on the other hand, we can estimate
Putting these facts together, we eventually obtain c 0 4
which is impossible if we let R sufficiently large. We now rule out the case r 0 < 0. Indeed, in this scenario, we apply [Mar08, Theorem 2] to (4.57) to get
uniformly in ξ ∈ K where K ⊂ S 3 is any compact set with positive Hausdorff measure. Then, for k large enough, we have the following estimates similar to the ones leading to (4.58)
which, again, is a contradiction if R is sufficiently large. Hence, we have proved that r 0 > 0. Since e 4 w∞ ∈ L 1 (R 4 ) by (4.45), the well-known classification theorem in [Lin98] then implies that either there exists a constant c 0 > 0 such that −∆ z w ∞ c 0 everywhere in R 4 or there exist some µ 0 > 0 and z 0 ∈ R 4 such that
We can rule out the first alternative in the same way as (4.58). Hence, the second alternative must occur. Now, recall by Claim 3 that we have the strong convergence w k ⇀ w ∞ in C 0,α loc (R 4 ) ∩ H 2 loc (R 4 ) for some 0 < α < 1. This together with the decomposition
(4.7) and (4.56) implies that w k → w ∞ strongly in H 4 loc (R 4 ).
Up to this point, we are ready to estimate the number of blow-up points. Recall that we have already had I 8, however, in the present case, we aim to show that indeed I 4. Clearly at each blow-up point, say x 0 as before with the same notations used up to this position for simplicity, from the explicit formula (4.59) we can compute Since e w k → e 4 w∞ strongly in L 1 loc (R 4 ) as k → +∞ and r 0 64π 2 , we have for R and k sufficiently large 15 64
Since the number of blow-up points is finite, if we choose k even larger, we deduce that the sets B 2Rr k (x k ) ⊂ B δ (x 0 ) and they are non-overlap at different blow-up points. Keep in my that M e 4w k dµ g0 = 1. From this we deduce that the number of blow-up points must less than or equal to 4, namely I 4.
Finally, we notice that, up to a translation and a scaling, w ∞ has the form w ∞ (z) = log 4 √ 6 4 √ 6 + |z| 2 .
Indeed, it suffices to substituting (4.59) into the expression
We thus obtain the alternative (ii)(a) in Theorem 4.7.
Case 2. We now suppose that lim sup k→+∞ r k / √ λ k > 0. Since r k / √ λ k is bounded from above and |z k | = O( √ λ k ) kր+∞ , we may assume that By denoting
it follows from the decomposition
and (4.7) that
Finally, by performing a translation and a scaling, equation (4.60) can be reduced as
We thus obtain the alternative (ii)(b) in Theorem 4.7.
The proof of Theorem 4.7 is complete. 
(ii) For each 1 i I, we have
Proof. For simplicity and clarity, we still use the notations in the proof of Theorem 4.7. We first notice that Lemma 4.6 and the upper bound for M |Q g k | dµ g k as in (4.10) continue to hold even if f 0 (x) has a degenerate maxima. Consequently, the bounds for α k λ k as in (4.27) also holds as well.
PART 1. The proof of statement (i) in Theorem 4.8 is then identical with that of the corresponding statement in Theorem 4.7.
PART 2. We now examine the blow-up behavior of w k near the blow-up point x 0 . Since (M, g 0 ) is locally comformally flat, we may assume that M is flat around x 0 , namely
Claim 1. There is a constant ρ 0 > 0 such that for each ρ ∈ (0, ρ 0 ) to be determined later, there exists a sequence of positive numbers (r k ) k and a sequence of points (
Proof of Claim 1. The proof of (4.61) is essentially similar to the proof of (4.35). Notice that in the degenerate case we cannot assert an upper bound for r k / √ λ k as shown in (4.35a). However, we still have the estimate r k = o(1) kր+∞ shown in (4.61a). To realize this, we first notice by Lemma 4.6, the estimate Q
(4.62) for all r > 0. In particular, we have
for k large. With the help of the above estimate, we can follow the proof of Claim 1 in Theorem 4.7 to obtain that for each ρ ∈ (0, ρ 0 ) there exists r k ∈ (0, δ) such that
This implies that
We are now ready to conclude (4.61a). Indeed, by the way of contradiction and up to a subsequence, we may assume that lim k→+∞ r k = r 0 > 0. Then, there holds B r0/2 (x 0 ) ⊂ B r k (x 0 ) provided k is sufficiently large. This together with (4.63) and the choice of ρ yields
But this contradicts with (4.62) and the proof of (4.61a) is complete. As for the other assertions in (4.61), their proofs are identical with those of Claim 1 in Theorem 4.7.
Lacking of a bound for r k / √ λ k brings us difficulty to obtain a local bound for α k f λ k • Γ k as in (4.44). However, under an additional hypothesis on the flatness of (M, g 0 ) we can proceed with some tools developed in [Mar09] together with Condition A to regain its local boundedness; see Claim 3 below. Now, since (M, g 0 ) is locally comformally flat, we may assume that M is flat around x 0 , namely (g 0 ) ij = δ ij in B δ (x 0 ) for some fixed but small δ > 0. On one hand, this helps us to conclude that
This and the relation
On the other hand, the Paneitz operator becomes the bi-Laplace operator in B δ (x 0 ). The equation (4.5) becomes
. Let w k be defined as in (4.37), then w k solves
in D k,δ , where, as before,
and, similar to (4.41), we rewrite (4.61d) to get
Claim 2. The sequence w k is bounded in W 3,s loc (R 4 ) for any 1 < s < 4/3.
Proof of Claim 2. Fix any R > 8, we let w for all s ∈ [1, 4/3). Now, it follows from Jensen's inequality, the decomposition of w k in (4.68), Hölder's inequality, and (4.70) that
(4.72) for all z ∈ B R/4 (0) and for r > 0 small. In (4.72), the symbol − Ω h denotes the average of h over Ω. Notice that the estimate (4.47) also holds in the current case. This together with (4.71) implies that
Since ∆(∆ w e 4w k dµ g0 1.
Passing to the limit as R → +∞ we find that e 4 w∞ ∈ L 1 (R 4 ) with Now, recall α k f λ k • Γ k = α k λ k + α k f 0 • Γ k and for simplicity, we denote
which is non-positive. By (4.27), we may assume, up to a subsequence, that
as k → +∞.
Claim 3. The sequence α k f 0 • Γ k is locally bounded (from below).
Proof of Claim 3. Suppose that for some sequence y k → y 0 in R 4 there holds
as k → +∞, wherez k = Γ k (y k ) = z k + r k y k . Denote p k = exp x0 (z k ). Becausez k → 0 as k → +∞, we then have p k → x 0 ∈ M 0 as k → +∞. From this we may assume from the beginning that d(p k ) < d 0 . By Condition A, there exist some A 0 > 0 and a sequence of cones K p k with vertex at p k such that
where with a suitable labeling of coordinates
= y = (y 1 , ..., y 4 ) : As in the case of Gaussian curvature flow studied by Struwe, it is unreasonable to expect that Theorem also holds for non-minimizing critical points 5.1. Bounds for total curvature along the flow. Bounds analogue to Lemma 4.5 can also be obtained for the solutions to the prescribed Q-curvature flow (2.6) for f λ .
As in the static case, let f 0 0 be a smooth, non-constant function with max M f 0 = 0. Let 0 < λ < λ 0 and let f λ = f 0 + λ as above where λ 0 > 0 is chosen in such a way that f λ0 changes sign and satisfies (1.3), namely M f λ0 dµ g0 < 0. For any 0 < λ < λ 0 and any σ ∈ (−σ 0 , 0), where the number σ 0 = σ 0 (λ) will be determined in Lemma 5.2 below, we choose u σ 0λ ∈ X * f λ such that
where, as in (2.4), we set
For such an initial data u Putting these estimates together we obtain the existence of C B . Clearly, C B is independent of α and time, however, C B depends on σ 0 and λ.
The following lemma is the key result of this section.
if we further choose |σ| sufficiently small. From this and Lemma 5.1 we deduce that there exists some positive constant c(λ, σ 0 ) depending only on λ and σ 0 such that
