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Abstract
The data of Anderson and Burr [1985. Vision Research, 25, 1147–1154] on the temporal-frequency (TF) specificity of noise
maskers indicate that the effect of TF masking is broad and varies across spatial frequency (SF) channels. One subtle but
significant feature of the data is that the TF at which the effect of masking is maximal falls continuously as the test TF falls. This
continuous shift is hard to reconcile with models of detection in the literature that relate detection to the most sensitive filter,
without resorting to a large number of temporal filters. We developed a new model, which relies on only three temporal filters and
posits that detection is the result of a threshold decision based on the compound Bayesian probability of all filter responses, not
just the most sensitive filter. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Many models of motion perception are based on the
use of spatial and temporal filters known as channels
(e.g. Mandler & Makous, 1984; Smith & Edgar, 1994;
Fredricksen & Hess, 1998; Schrater & Simoncelli,
1998). The channels used in all of these models share
three aspects: they are tuned to specific spatial and
temporal frequency bands, are often linear, and are
assumed to be the source of the information used for
detection and discrimination of motion signals. Mask-
ing is an experimental procedure that has often been
used to investigate the properties of these channels
(Legge & Foley, 1980; Graham, 1980, 1981; Anderson
& Burr, 1985). As a masking stimulus is applied, the
minimum contrast required to detect reliably another
stimulus is measured. The ratio between the contrasts
needed for detection with and without the mask helps
to determine the tuning functions of the underlying
channels.
The problem that we are addressing in this paper is
as follows: several models of temporal processing as-
sume that there are only two or three temporal chan-
nels (Mandler & Makous, 1984; Smith & Edgar, 1991).
Several detection models are based on the assumption
that detection occurs when the activity in the channel
most sensitive to the stimulus rises above a certain
threshold. If both of these assumptions are true, then
one would expect to see discrete jumps in the masking
temporal frequency (TF) at which masking is most
effective (peak masking TF), as the TF of the masking
stimulus is shifted from being close to the peak TF of
one channel to the peak TF of another channel. When
considering the data of Anderson and Burr (1985) (e.g.
their Fig. 4), however, one does not observe such
discrete jumps, but smooth transitions instead. There
are two possible explanations for such a smooth transi-
tion: First, the assumption that there are only two or
three channels could be wrong and the smooth shift in
peak masking could then reflect shifts between the
peaks of many channels. Second, the assumption that
detection is due to the suprathreshold response of the
most sensitive channel is flawed. In this paper, we
present a model of masking based on three channels
that uses a probabilistic detection scheme. This model
accounts well for the data in Anderson and Burr (1985).
Part of these results appeared in abstract form else-
where (Ascher & Grzywacz, 1999).
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2. Model
In this section, we present a conceptual overview of
the model, followed by an abbreviated mathematical
presentation.
2.1. Sketch of the model
Our model of masking is based on a general model of
motion perception (Heeger, 1987; Grzywacz & Yuille,
1990; Simoncelli & Heeger, 1998). The general structure
of the model is depicted in Fig. 1. The figure’s top panel
shows a schematic of the contour maps of the sensitiv-
ity of the spatio-temporal mechanisms used. The model
uses three temporal filter (channel) shapes, one low-pass
and two band-pass filters. The shape of the filters is
fixed, but their overall sensitivities depend on the spa-
tial frequency (SF) of the stimulus. This results in
increased sensitivity to low TFs at high SFs, and to
high TFs at low SFs, as has been shown psychophysi-
cally (e.g. Sachs, Nachmias & Robson, 1971). This
difference in sensitivities as a function of SF is indi-
cated in Fig. 1 by changes in the gray level of the
contour plots. In the simulations described below, the
relative sensitivities of the three temporal filters are
computed for each of the SFs used in the Anderson and
Burr (1985) experiments, specifically 0.1, 1.0 and 10.0
cpd. This variation of sensitivity across SF bands
is one of the key differences between our model and
that of Fredricksen and Hess (1998), as detailed in
Section 5.
The bottom panel of Fig. 1 aims to illustrate how the
model obtains the smooth shift in peak mask TF as test
TF is varied. The curved lines show the sensitivity
profiles of three temporal channels. The thin vertical
lines indicate the temporal frequencies of the test stim-
uli. The corresponding thick lines indicate the temporal
frequency at which masking is most effective (the ‘peak
masking TF’ referred to in Section 1). In Case A,
with a low test TF, the mask is most effective when it
maximally impacts the channel with the lowest
preferred frequency. Thus, the thick black line
corresponds to the peak in sensitivity of that
channel. In Case B, one filter is significantly more
sensitive to the test stimulus (thin dashed line) than the
other filters. Hence, a similar shift as in Case A occurs,
where the TF at which the masking is most pronounced
corresponds to the peak sensitivity for that filter. In
contrast, in Case C, the test TF (thin gray line)
is in a region that falls within the sensitivity areas
of two filters. As a result, the TF at which masking is
most effective is an intermediate TF between the
peaks of sensitivity of the two filters. This intermediate
solution is possible due to a probabilistic detection
process.
Fig. 2 depicts the conceptual framework underlying
the probabilistic detection scheme used in the model.
The task that the model has to perform is to determine
whether a stimulus is present (in other words, whether
the contrast of the stimulus Cs is greater than 0). To do
this, the model bases its answer on an internal estimate
Fig. 1. (A) Schematic of the general motion model. Each grayish blob
corresponds to a shaded ‘contour map’ depicting the sensitivity
profile of a given channel. Each channel has a preferred spatial
frequency and a preferred temporal frequency. The different gray
levels of similarly-shaded contours indicate that within a temporal
frequency channel, all filters have the same profile shape, but are
scaled per spatial frequency. For clarity of illustration, the channels
do not overlap in the schematic (evidence suggests that their sensitiv-
ities overlap considerably in the temporal domain at least). Such an
arrangement of channels is the core of a general model of motion
perception (Grzywacz & Yuille, 1990; Simoncelli & Heeger, 1998). (B)
Schematic of how a probabilistic detection scheme can explain
smooth transitions in peak masking temporal frequency. The sensitiv-
ity profiles of three schematic temporal filters are depicted for a given
spatial frequency band (corresponding to a vertical slice through the
contour map shown in A). The thin vertical lines correspond to the
temporal frequency of the test stimulus. The matching thick vertical
lines correspond to the temporal frequency at which the masking is
most effective in reducing sensitivity. Three different test conditions
are indicated by A, B, and C. See text for discussion.
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Fig. 2. Schematic of the Bayesian decision rule used by the model.
The top panel depicts the relationship between a given internal
neuronal response and the probability that the brain:model will,
given that internal response, determine that a nonzero contrast
stimulus was present. The left branch depicts the distribution of
responses elicited by a low contrast stimulus (second row), and the
corresponding contribution of each response to a total likelihood of
a ‘yes’ response (third row). The right branch depicts the same
quantities for a higher stimulus contrast. The shaded areas under the
curves in the third row correspond to the aggregate likelihood of a
‘yes’ response given a stimulus contrast — this is the value computed
by psychophysicists when establishing a psychometric curve, as
shown in the bottom panel. They then estimate contrast threshold
(CT) by thresholding this curve with a pre-established probability
(P0).
bilistically related to stimulus contrast. The probability
that the stimulus is present given a neural (filter) re-
sponse (P(C\0R)), is shown in the top panel of Fig.
2. As the response amplitude increases, this probability
increases monotonically.
Unfortunately, to model psychophysics, one cannot
consider the internal responses to be directly accessible
and thus cannot use them directly for detection. In
psychophysics, one performs a large number of trials
and at each trial, one records the stimulus contrast Cs
and the response, that is, whether there is a stimulus.
From these discrete ‘yes’ or ‘no’ responses, one esti-
mates the probability of a ‘yes’ answer given a stimulus
contrast. To find the aggregate probability of a yes
answer over all possible internal responses in the model,
one needs to take into account the distribution of R
given the stimulus (P(RCs)). For low or null Cs, the
internal responses will be low and variable, while for
high Cs, the internal responses will be high and vari-
able. The second row of panels in Fig. 2 shows these
distributions for a low and high Cs.
To find the probability of a ‘yes’ answer, we must
multiply the two probability distributions, that is,
P(C\0R) and P(R C), and integrate the result over
R. The third row of panels in Fig. 2 shows this multipli-
cation. The shaded area under the multiplication curve
corresponds to the integral. This area corresponds to
the probability that the estimated contrast is larger than
zero. Plotting this probability as a function of Cs yields
the standard psychometric function, depicted in the
bottom row of Fig. 2. The experimenter then chooses a
threshold probability (P0) from this function to obtain
the threshold contrast CT.
In the mathematical derivations of the model pre-
sented below, we make explicit assumptions about the
underlying distributions and use Bayes’ theorem to
perform the detection computation sketched in Fig. 2.
2.2. Mathematical presentation of the model
The model consists of M linear filters (channels)
characterized by their gain functions Ai(vx, vt), 15 i5
M, where vx and vt are the spatial and temporal
frequencies (times 2p) respectively. We want to know
what the probability that a stimulus is present is, based
on the responses of these filters R (R1, …RM), where
Ri is the response of the filter with gain Ai. This is the
probability that the estimated contrast C is greater than
0. This probability is conditional on the internal re-
sponses R. To estimate P(C\0R), we use the identity
P(C\0R)1P(C0R) (1)
In turn, to estimate P(C0R), it is convenient to use
Bayes’ theorem, which yields
of contrast (C) made from the responses (R) of the set
of filters. For simplicity, we limit Fig. 2 to a single
response R. Because of noise in the nervous system and
variability in images, the internal responses are proba-
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P(C0R)P(RC0)P(C0)
P(R)
(2)
This equation is convenient, since it says that the
critical quantity to know is P(RC0), that is, the
probability of a response given no stimulus. In other
words, the equation specifies that one must understand
how internal noise affects the responses. We assume
that each internal response Ri is distributed according
to a Gaussian distribution centered on the ith linear
filter’s output, which is CAi for sinusoidal stimuli (the
only stimulus considered in this paper except for the
mask). Moreover, we assume that the noise in different
channels is independent. The probability of a given set
of responses R is therefore
P(RC) 5
M
i1
1

2psi
e (RiCAi )
2:2si
2
(3)
where s i2 is the variance of the internal noise in the ith
filter.
To use Eq. (2), the model also needs to specify
P(C0) and P(R). The most natural choice for these
probabilities is in terms of the statistics of natural
images. The quantity P(C0) would be the probability
of zero contrast in them; an unknown constant. The
quantity P(R) would be the probability of a given set of
responses R due to natural scenes. This also unknown
probability is not likely to be constant, but we assumed
it to be so for simplicity. In other words, it is assumed
that all possible responses are equally likely.
The probability that the estimated contrast is larger
than zero for a given stimulus contrast Cs is
P(C\0Cs)&
R
dR P(C\0R)P(RCs) (4)
Based on Eqs. (1)–(3), this can be rewritten (see Ap-
pendix A) as
P(C\0Cs)1
P(C0)
P(R)
5
M
i1
1
2
psi
e(Cs
2Ai2):4si
2
(5)
This equation corresponds to the probability of detec-
tion for a given stimulus contrast, which is the psycho-
metric function. By assuming that the internal noise is
the same across channels (that is, s1s2…sms),
and viewing the effect of the mask as additional vari-
ance on the output of the filters, one can derive (see
Appendix B) the following predicted value of the effect
of masking:
CTm
CT

D
1Q %
M
j1
ln
 1

1CM2 am j2
 %Mi1 ai2
%
M
i1
ai2
1CM2 am i2
(6)
where CTm and CT are contrast thresholds with and
without the mask respectively, Q is a parameter incor-
porating several unknown constants of the model (see
Appendix B for details), CM is an experimental variable
corresponding to the contrast of the mask, ai(vx, vt)
Ai((vx, vt):s and am, i are the same values for the mask
SF and TF.
To compute Eq. (6) and thus find the effect of
masking on contrast threshold, one must make assump-
tions on the SF and TF behaviors of ai. Our model uses
a fixed sensitivity profile for each TF band, but scales
this profile depending on the SF band to account for
the co-variation of TF and SF sensitivities (see e.g.
Anderson & Burr, 1985). In other words, the ai can be
decomposed into a SF-specific scaling factor ai(vx) and
a TF-specific profile aˆi(vt), that is, ai(vx, vt)
ai(vx)aˆi(vt). Although there are more SF channels in
human vision (Wilson, McFarlane & Phillips, 1983), we
defined ai for three vx, those used in the Anderson and
Burr experiments (0.1, 1.0 and 10.0 cpd). In turn, our
model assumes that there are three underlying tempo-
ral-frequency profiles (Mandler & Makous, 1984, but
see Watson, 1986). One is the lowpass filter proposed
by Watson (1986), with the parameters he specified in
his Fig. 6.4. The other two are slight modifications of
his bandpass filter. The three filter’s impulse response
can be expressed as a subtraction of two alpha func-
tions, which, following the notation in Watson (1986),
is
hi(t)u(t)


gi1
1
ti1G(ni11)
 t
ti1
ni 11
e t:ti 1
gi2
1
ti2G(ni21)
 t
ti2
ni 21
e t:ti 2
n
(7)
where 15 i53, u(t) is the step function, gij are gain
parameters, tij are time constants, nij are power parame-
ters (which may not be integer), and G(n) is the gamma
function
G(n)
&
0
e ttn1 dt
which is the continuous-domain equivalent of the facto-
rial used by Watson (1986). The Fourier transform of hi
is aˆi, which together with the parameters aI give the ai
needed in Eq. (6).
In total, to compute Eq. (6), the model must specify
nine scaling parameters which control the gain of each
of the three temporal channels in each of the three
spatial frequency bands, six parameters for the band-
pass functions (two ts, two ns, and only two gs, since
the other two gs are absorbed by the ais and are set
without loss of generality to 1, that is, g21g311),
and the parameter Q. The values of the parameters
obtained by the fit are shown in Table 1.
Besides the effect of masking in Eq. (6), the modula-
tion transfer function of the model can be computed as
well. The sensitivity of the model (s) is the reciprocal of
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the contrast threshold. From Eq. (15) in Appendix B
and the definition of Q,
s
1
CT

Q
’ %M
i1
ai2
2
(8)
The measure of sensitivity at a given SF and TF pair is
therefore entirely determined by the parameters spe-
cified for the masking paradigm, allowing the deriva-
tion of the modulation transfer functions (MTF
curves).
3. Methods
The data being fitted here by the model are those
from subject AR of Fig. 4 in Anderson and Burr
(1985); the data for the other subject showed similar
patterns. That data were scanned and digitized using
the dataThief program (Huyser & van der Laart, Am-
sterdam, The Netherlands, 1994). We implemented Eq.
(6), and used the constrained nonlinear optimization
procedure in MATLAB (Mathworks, Inc., Natick,
MA) to minimize the absolute value of the difference
between the logarithms of the experimental masking-
amplitude data of the model’s CTm:CT. To avoid settling
into local minima, the minimization routine was run in
batches with the starting parameter values sampled
randomly around a few ‘reasonable’ configurations
(chosen after manual exploration of the model behav-
ior). Several hundred runs were performed, and the set
of parameters that yielded the lowest error between the
model output and the experimental data was chosen as
the optimal fit. Examination of the runner-up sets
showed that several yielded very similar fits to the data.
To compare quantitatively the optimal output of the
model to the experimental data, a continuous and
smooth representation of the qualitatively important
aspects of the data was needed. This representation had
to capture things like the temporal frequency at which
the masking effect was maximal and how ‘peaky’ the
masking effect was. To do this, polynomials of order
five were fit with a least-squares error metric to each
SF:test-TF data plot (Fig. 3). These polynomials were
then used instead of the discretely sampled data and
compared to the model’s output (which is also defined
continuously for all values of masking TFs). Four
measures were obtained for each test TF:SF
combination:
 the maximum amplitude of the masking effect (peak
masking amplitude — Fig. 3)
 the mask TF at which that amplitude is reached (TF
at peak — Fig. 3)
 the amplitude of the masking effect at a low TF (a
fixed TF of 0.3 Hz was used — Fig. 3).
 the peakedness of the masking effect, defined as one
minus the ratio of the low TF amplitude divided by
the peak amplitude. This measure was used rather
than the standard bandwidth, because this measure
is robust under conditions where the peak is hard to
estimate, such as the lowpass responses obtained for
low test TF.
4. Results
We developed a model of temporal frequency mask-
ing based on a general model of motion processing.
This model is based on three temporal channels. The
absolute sensitivity of each channel varies depending on
the spatial frequency of the stimulus, but the sensitivity
profile is fixed across spatial frequencies. It was as-
sumed that the visual system is using the information in
all channels optimally. The channels’ parameters,
weights on the channel responses, and a parameter
combining the noise of the filters, the statistics of
natural images, and the observer’s bias were modulated
to maximize the fit between the model and the data of
Anderson and Burr (1985). Fig. 4 shows the model’s
performance (continuous line) in each condition (vary-
ing test TF and SF) along with the data (individual
points).
The model provides a good fit to the data and
captures well their essential trends. As test TF is in-
creased, the masking effect switches from lowpass to
bandpass, becoming more sharply tuned (its peakedness
increases). As the SF of the stimulus increases, the
overall amplitude of the masking effect decreases and
the peakedness decreases. For low (0.1 cpd) and
medium (1.0) SF, as the test TF increases, the peak
amplitude increases, then falls for highest test TFs. In
contrast, for the highest SF (10.0 cpd), the peak ampli-
tude falls with increasing test TF.
Table 1
Parameters obtained by the model optimizationa
t gN
First bandpass function
7.914.34Alpha 1 1
Alpha 2 1.0014.178.25
Second bandpass function
Alpha 1 112.6 5.52
1.025Alpha 2 7.95 8.81
LowpassChannel weights Bandpass 1 Bandpass 2
Low SF band (0.1 cpd) 4823014.39
86.4Medium SF band 3951.45
(0.1 cpd)
High SF band 21.8 91.813.2
(0.1 cpd)
a The parameters in bold were set a priori to 1 as explained in the
text. Q0.0649.
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Fig. 3. Representative dataset (corresponding to SF1.0 cpd and a test TF5.0 Hz), showing the data points (dots), the fifth-order polynomial
fit (continuous line), and three of the measurements performed on the fit: the peak amplitude, the TF at which the peak is reached, and the
amplitude at a low TF.
To estimate the overall quality of the fit between the
model and the data, several statistical measures are
possible. The one we computed was the linear regres-
sion between the experimental values of the amplitude
of the masking effect and the model-derived values. The
regression coefficient for this analysis was 0.91. To
establish a measure of the scatter behind this measure,
a statistical comparison to a coefficient of 0.85 was
performed and yielded a PB0.002 (one-tailed Fisher’s
z-test — Dunn & Clark, 1987). The slope of the
regression was 0.91 and the intercept was 0.10, both of
which were statistically indistinguishable from 1 and 0,
respectively (two-tailed student’s t-test). The scatter
plot between each data point and the corresponding
model output, along with the regression line, is shown
in Fig. 5. Both this plot and the measures extracted
from it indicated that overall, the model fitted the data
well.
However, the fit is not perfect, with the model failing
to capture a few aspects of the data (Fig. 4). Most
notably, the model underestimates the magnitude of the
masking effect for low mask TFs in two conditions (test
TF2.5 Hz, SF10.0 cpd and test TF0.7 Hz,
SF1.0 cpd). It also overestimates the peak TF in the
high test TF (20 Hz), medium SF (1.0 cpd) condition.
Finally, it underestimates the amplitude of the masking
in the low (0.1 cpd) SF, medium test TF conditions (5.0
and 10.0 Hz).
Let us now concentrate on the key features of the
model and data curves in Fig. 4. We consider first the
variations in peak amplitude as the test TF varies.
Again, the model captures well the essential trends of
the data. For the low SF condition, as test TF in-
creases, the peak amplitude rises and falls. For the
medium SF condition, the same pattern is obtained,
with a somewhat less marked tuning. In contrast, for
the high SF condition, the peak amplitude falls slightly
as test TF increases. The model and data values for
peak amplitude match almost exactly, except in the low
SF condition, where the model does not reach the
values obtained in the data for test TFs of 5 and 10 Hz,
and does not fall fast enough at 20 Hz.
Examination of Fig. 4 also shows that the model
captures qualitatively the variations in the TF at which
the masking effect is maximal, as test TF is varied. In
all three SF ranges, as the test TF increases, the TF at
which the peak masking effect is observed increases
smoothly. This increase is most rapid for the lowest
spatial frequency. The absolute values and ranges of the
model output compare well with the values obtained
from the experimental data. For peak TF, the model
behavior differs from the patterns in the data in only
two respects: first, the change in TF at peak is greater
as test TF increases in the model’s output than in the
experimental data. Second, in the low SF condition, the
model’s output always underestimates the TF at peak.
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We also looked at the variations in the amplitude of
the masking effect at low TF (0.3 Hz), as test TF varies
per spatial frequency band. Although the low-TF am-
plitude is the worst measure for the model, it still
managed to account qualitatively for the behavior of
this measure. In all three SF ranges, as the test TF
increases, the magnitude of the effect at the lowest test
TF decreases with increasing test TR This decrease
starts from a low value (around 2) at the lowest SF and
increases to approximately 4.5 for the highest SF range.
The model fails most significantly in that the switch
between the low-amplitude values for low test TF oc-
curs between 0.1 and 1.0 cpd in the data, but between
1.0 and 10.0 cpd in the model. Moreover, there are
mismatches between the amplitudes in a couple of
conditions, such as for low SF, for test TF of 5 Hz, and
for high SF, for test TF of 2.5 Hz.
The variations in the peakedness of the masking
effect as test TF varies appear for the three spatial
frequency bands in a separate plot (Fig. 6). The peaked-
ness behavior is well described by the model. In the
low-SF condition, the peakedness increases with in-
creasing test TF. In the medium-SF condition, the
increase in peakedness with test TF saturates and de-
creases slightly at the highest test TFs. In the high-SF
condition, the same unimodal pattern is present, al-
though the absolute values obtained are smaller than in
the other two SF conditions. Different from the peak-
amplitude measure, the model fails to account for two
aspects of the peakedness data: In the intermediate SF
condition, the model response for low test TF is too
peaked. In the high SF condition, it is not peaked
enough at low test TF.
In an attempt to improve the fit, a variation of the
model was developed which used impulse response
functions with combinations of three alpha functions,
and thus could have sharper TF behavior. This varia-
tion involved adding six parameters and yet yielded
only minor improvements in the fits. Using the same fit
metric as above, the improvement in the best fit was
less than 10%.
How does the behavior of the model depend on the
values of its parameters? The effect of most of them is
easy to understand. Modulating the parameters con-
trolling the gain of the three temporal channels in each
of the three SF bands changes the masking’s bandpass-
lowpass balance or changes the frequency of the peak
masking amplitude. This occurs because the relative
Fig. 4. Experimental data and model output for all conditions. Each graph in this figure shows the data sampled from Anderson and Burr (dots;
subject AR; Fig. 4), along with our model fit (continuous line). Each graph plots the amount of masking (reduction in sensitivity) as a function
of mask temporal frequency for a given combination of spatial frequency (rows) and test temporal frequency (columns).
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Fig. 5. Linear regression of model versus experimental data. For each
experimental data point, the corresponding model output (for the
given SF, test TF and mask TF) was computed, and plotted against
the masking amplitude on this scatter plot. A bivariate linear regres-
sion fit was performed in logarithmic space and is plotted with the
continuous gray line. The dashed line represents the yx line
corresponding to a perfect fit. That the fit is nearly perfect indicates
that the model does a good job in capturing the data.
many published MTF curves (see, for instance, those in
Watson, 1986, Fig. 6.20). The contrast sensitivity starts
between 30 and 60, peaks at temporal frequencies be-
tween 10 and 20 Hz, and falls rapidly after 30–40 Hz.
5. Discussion
The general fit of the model is good and captures
most of the major effects seen in the data. Nevertheless,
there are a few mismatches between the model’s output
and the experimental data. What aspects of the model
Fig. 6. Variations in peakedness measured on the model output and
on the polynomial fit through the data points, as a function of SF
and test TF.
balance of the three temporal channels with this modu-
lation. In turn, modulating the bandpass-channel
parameters changes the sharpness of the masking profi-
les of the peak masking frequency.
More difficult to understand is the parameter Q,
which embodies information about the world and the
visual system. The value of Q obtained by the fit was
small (0.06). Reducing Q by a factor of 10 did not
affect the model’s output, whereas increasing Q consis-
tently reduced the masking amplitude, and flattened out
the dependence on TF (see Section 5). Fig. 7 shows the
behavior of the peak-amplitude measure for Q values 5
and 15 times the value obtained by the optimization
procedure.
Fig. 8 shows the (normalized) impulse-response func-
tions of the three temporal channels yielding the best fit
of the model to the masking data. This figure’s curves
should be compared, for example, to those in Fig. 6.6
of Watson (1986). The lowpass curve matches exactly
that in Watson, as it was not allowed to vary from it.
The two bandpass functions are different from Wat-
son’s, as they are triphasic. The time constants of our
estimated functions, however, are very similar to those
obtained by Watson.So far we have concentrated only
on masking data and their dependence on test TF and
SF. Fig. 9 shows the modulation transfer function of
the model’s channels at each SF band (Eq. (8)). These
curves show the same general behavior as evidenced in
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Fig. 7. Effect of Q on the peak masking amplitude. The filled dots
show this amplitude for the optimal fit of the model. The open
downward and upward triangles show the amplitude measures which
result when Q is increased from the optimal value by factors of 5 and
15, respectively. Whereas at high SF this increase has no effect, at low
SF, this increase reduces the peak masking amplitude, particularly at
high test TF. Another effect of increasing Q is to flatten the TF-de-
pendence of the peak masking amplitude.
tion, the scaling of the peak masking amplitude with
varying SF and test TF, and the smooth shift in the TF
at which the masking is maximal in a given condition.
These patterns are the result of the sensitivity profiles of
the underlying filters, as well as the nonlinear interac-
tions that yield the observed masking amplitude. Such
nonlinearities may appear striking, since the output of
each of the underlying filters is linearly related to the
contrast of the stimulus. However, because the decision
process uses a probabilistic (multiplicative and
thresholded) combination of the outputs of all of the
Fig. 8. Normalized impulse response functions for the three temporal
channels optimized by the model. The low-pass function in the thick
line is that given by Watson (1986). The other two are bandpass
triphasic functions obtained as subtractions of two alpha functions
(see text for discussion). The maximal positive amplitude of each
curve was normalized to a common value for display purposes.
Fig. 9. Modulation transfer function curves for the model for spatial
frequencies equal to 0.1 (squares), 1.0 (circles) and 10.0 cpd (Xs).
These curves were derived analytically with no free parameters.
are responsible for the matches and mismatches, and
what modifications would be necessary to improve the
fit?
5.1. Successes of the model
The general behavior of the model provides a good
match for all of the qualitative patterns observed in the
experimental data. Most striking among these is the
general lowpass:bandpass shape of the masking func-
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filters, varying the parameters of the model such as Q,
has very nonlinear effects on the model output (Fig. 7).
Despite the nonlinearities, the effect of the parameters
on the model can be readily understood. We already
discussed the effect of all of the parameters but Q in
Section 4. From Eq. (18) in Appendix B,
Q ln1
 P(C0)
P(R)(1P0)2n
pnsn

(9)
Here, increasing Q is equivalent to reducing the ln or its
argument. Such a reduction can happen, for instance, if
the noise (s) is relatively increased. Therefore, it should
not be surprising that increasing Q flattens the masking
dependence on TF as reported in Section 4. Further-
more, it should not be surprising that the peak effect of
masking is diminished (Fig. 7). As can be seen by
analysis of Eq. (9), this reduction and flattening of
masking is not just due to noise but also to reductions
of P0 and P(C0). This is because reduction of the
psychophysical performance threshold (P0) leads to
data that are more sensitive to chance. And lower
P(C0) increases the certainty that the stimulus is
present, reducing the impact of masking.
The model’s MTF shown in Fig. 9 displays the same
qualitative behavior as MTFs published in the litera-
ture. For an accurate comparison, we would need the
MTF data for subject AR with the stimulus conditions
used in the experiment of Anderson and Burr. The
MTF in Fig. 9 is qualitatively correct, however, and it
is worth emphasizing that this curve was produced
without a single free parameter, based on the parame-
ters optimized to fit the very different masking data.
5.2. Failures of the model
The model’s output fails to match the experimental
data well in a few cases. Most striking among these is
the model’s inability to change the ‘masking band-
width’ as fast as the data, as test TF varies within a SF
band (noticeable, for example, for SF1.0 cpd in Fig.
4). This general behavior can be characterized grossly
as saying that the model is not ‘nonlinear enough’ —
while the data pattern shifts abruptly from almost
lowpass masking to sharply tuned bandpass, the model
is not sensitive enough to the change in test TR There
are three main changes that could be implemented
which could improve the fit.
The first change that may improve the match be-
tween model and data is to modify the nonlineanity
that already exists in the model, either by changing the
noise (Eq. (3)), or by adding either early nonlinearities
(before the decision process) or late nonlinearities (at
the decision process). Early nonlinearities have been
successfully used in related work (Heeger, 1991). Such
nonlinearities allow detection models to fit detection
and discrimination data as masking contrasts are
varied. As the experimental data we were modeling
used a fixed contrast level, adding a compressive non-
linearity would probably not improve the fit sufficiently
unless perhaps the nonlinearity were at the output of
the channels. This is because response amplitudes there
vary with SF and TF, and thus, a nonlinearity could
have an effect even without contrast modulation. Mod-
ifying the late nonlinearity (the decision rule) would
also allow changes in the model’s output. However,
such modifications would be undesirable since the deci-
sion process used in this model is the optimal one, as
long as the assumptions underlying it are true.
A further alternative to improve the fit would be to
add more underlying filters (channels). We chose to use
three filters (one lowpass and two bandpass) because of
recent results indicating that at least three are required
to perform speed discrimination (Ascher, Welch &
Festa, 1996). The fit of the model could undoubtedly be
improved with additional filters, but the increase in the
number of free parameters would make the parameter
space even harder to search, as well as theoretically
weaker. As stated in Section 1, one of the aims of the
model was to test whether a probabilistic decision rule
could yield the smooth shift in peak TF as test TF
varied, with a small number of underlying filters.
Finally, the shape of the underlying filters could be
made more selective. This could be done by, for in-
stance, allowing combinations of more alpha functions
for the impulse response functions. The impulse-re-
sponse functions in the model were allowed to be
combinations of two alpha functions. In another at-
tempt at fitting the model, the bandpass functions were
allowed to be combinations of three alpha functions.
As discussed earlier, the fits obtained with such filters
were not significantly better. The impulse response
functions shown in Fig. 8 are within the ranges of
profiles obtained by other researchers. The lowpass
impulse response function is identical to that used in
Watson (1986). The two bandpass functions have simi-
larly reasonable shapes; their time constants are in the
same range as other published functions (e.g. Watson
1986) and their triphasic nature is also not unusual.
Many published models have used triphasic functions
(e.g. Stork & Falk, 1987; Tyler, 1992; Manahilov,
1995), although some of the assumptions underlying
their derivations, such as the minimum-phase assump-
tion, have been challenged (Watson, 1982; Victor,
1989). We are agnostic as to the validity of making any
particular assumption in the derivation of the impulse
response function. Our choice of a triphasic function
was simply a result of the optimization process. An
interesting alternative to alpha functions, which could
be worth considering, would be to use log Gaussians in
time and their derivatives, as used for example by
Johnston and Clifford (1995) and Fredricksen and Hess
(1998). One possible advantage of using an alternative
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functional form for the underlying filters is that this
might allow a significant reduction in the number of
free parameters of the model. The combinations of
alpha functions are ‘parameter-rich’, and in fact, this
flexibility has two costs: it increases the number of
model parameters, which reduces the statistical signifi-
cance of the fits and makes the optimization procedure
harder.
Besides changes in the filters and nonlinearities of the
model, it is possible that the model could be made to fit
the data better if the optimization procedure used to
find the best-fitting parameters was better. The proce-
dure used was a constrained nonlinear optimization
procedure which uses the Sequential Quadratic Pro-
gramming method. The constraints on the optimization
were that none of the parameters could change sign (to
avoid obtaining negative time constants for the Alpha
functions, for example). Importantly, the error metric
used to guide the optimization is based on the sum of
the absolute value of the differences of the logarithms
of the experimental and model values for the masking
effect. The logarithm was used because the data are
plotted on a logarithmic scale. The absolute value was
used; the more standard alternative, the square, tends
to be sensitive to outliers (Sprent, 1993). In other
words, the absolute value favored solutions that pro-
vided good fits over a large fraction of the range, even
if those solutions fit relatively poorly over narrow
ranges (e.g. for TFs at which the masking amplitude
peaked). We tried several metrics different from the
absolute value of the difference of the logarithms, with-
out getting subjectively better fits. As with any nonex-
haustive optimization of a nonlinear metric, there may
be numerous local minima and we cannot claim that we
always found the global minimum. However, that the
optimization started at several random places probably
placed the best fits close to this minimum.
5.3. Relationships to pre6ious work
Several other models have been presented in the
literature to account for other psychophysical data
concerning the detection process (Mandler & Makous,
1984; Watson, 1986; Waugh & Hess, 1994; Fredricksen
& Hess, 1998).
An interesting comparison can be made between our
model and the model of Fredricksen and Hess (1998).
They use a similar strategy of optimizing a computa-
tional model to fit masked detection data. Their results
are comparable to ours, with the exception that their
optimization eliminates the need for a third channel in
their model. However, the two models differ in several
fundamental ways. The first major difference is one of
general approach, namely, our model was developed in
the context of a general framework for motion percep-
tion focusing on speed discrimination (not presented in
detail here). Fredricksen and Hess instead present a
model aiming at elucidating the temporal aspects of
visual processing in a more circumscribed framework.
This difference of approach leads to the first qualitative
difference between the two models: the Fredricksen and
Hess model was used to fit data with a single spatial
frequency, while ours fits data spanning spatial frequen-
cies between 0.1 and 10.0 cpd, while enforcing that the
same temporal functions are used in all spatial-frequency
bands. This distinction could be the source of the
difference between the number of mechanisms obtained
by the optimization procedures used in the two models.
(In other words, three mechanisms may be necessary to
fit multiple spatial-frequency bands but not a single
spatial frequency band.) Alternatively, the difference in
the basis functions used could be the source of the
discrepancy in the number of mechanisms. It would be
interesting to run our optimization procedure again,
using the basis functions used in Fredricksen and Hess.
(As the main purpose of our model was not to elucidate
either the number of mechanisms or the exact shape of
their temporal impulse responses, we did not explore
this issue in depth.) It should be noted that the model
of Fredricksen and Hess obtained better fits to their
data than we obtained to Anderson and Burr’s data. It
strikes us as reasonable to assign the blame to our use
of a single set of temporal filters for all spatial frequen-
cies. An alternative strategy would have been to use
two temporal-frequency channels per spatial-frequency
band. Given the success that Fredricksen and Hess
enjoyed with a single-frequency analysis, we can expect
that such a strategy would give better fits, at the cost of
a higher number of parameters. The known variations
in flicker-fusion rates as eccentricity is varied (Waugh &
Hess, 1994) suggest that temporal-filter sensitivities
might change more radically than our model allows for
as spatial frequency is varied. Nevertheless, as our
interest was on developing the optimal formulation
rather than obtaining exact fits, we limited our simula-
tions to the three filters of a specific family.
The second major difference between the two models
is the rule used to combine information from multiple
channels. The model of Fredricksen and Hess uses the
standard probability summation rule, which can be
stated simply as the probability of detection by the
model is that corresponding to the probability of detec-
tion by at least one of the underlying mechanisms. In
contrast, the Bayesian formulation used in our model
means that in some conditions, the combination of
outputs can yield a ‘yes’ response in cases where none
of the underlying mechanisms alone would signal such
a response. The Bayesian decision rule described here is
optimal for the task of detection in noise (if the as-
sumptions we made regarding the nature of the noise
and the independence of the mechanisms hold).
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6. General discussion
Different from psychophysics, physiological records
do not give much evidence for discrete categories of
temporal responses (Holub & Morton-Gibson, 1981).
Instead, these records seem to indicate that temporal
responses of neurons fall on a continuum between
lowpass and bandpass, and on a continuum of optimal
temporal frequencies. Admittedly, the physiological re-
sults are mostly from single-unit recordings and give
poor insight into population behaviors. Nevertheless,
the psychophysical notion of discrete channels is hard
to reconcile with the physiological evidence to date. To
do so requires either assuming a large number of chan-
nels with similar tuning functions or positing that the
neurons, while having intrinsic tuning functions which
come from a broad distribution, are organized in dis-
crete sets (populations). Our model design argues that if
we wish to take the latter view and if we assume that
the process of detection is optimal with respect to the
use of channel information, then this process should be
based on all of the information available in all channels
not just on some of the information in the most sensi-
tive one.
The determination of what optimal use of physiolog-
ical information is can only be performed by knowledge
of the task at hand. The temporal filters used for
detection in the Anderson and Burr (1985) experiments
are undoubtedly multi-purpose, and their output is also
used for estimating information on direction and speed
of motion, as well as for countless other higher-level
processing tasks. It is therefore interesting that our
model, which makes optimal use of the information in
the channels for the task of detection, could be made to
perform similarly to the brain, which is not, one pre-
sumes, optimized for detection only. Beyond the ir-
refutable possibility of a coincidence or that good
performance on detection tasks is an epiphenomenon of
a more general ecological optimization strategy, this
suggests either that motion detection is a task that has
a significant role in shaping the brain’s function or that
the mechanism that processes channel-level information
changes on a per-task basis.
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Appendix A
This appendix presents in detail the derivation of Eq.
(5). By substituting Eq. (1) for P(C\0R) in Eq. (4),
one gets:
P(C\0Cs)& dR(1P(C0R))P(RCs)
The integral over all R of P(RCs) is 1 and thus
P(C\0Cs)1& dR P(C0R)P(RCs)
By substituting Eq. (2) for P(C0R) and pulling out
constants, we obtain
P(C\0Cs)1
P(C0)
P(R)
&
dR P(RC0)P(RCs)
Through Eq. (3), one can expand P(RC0) and
P(RCs), yielding
P(C\0Cs)
1
P(C0)
P(R)
&
dR
5M
j1
1

2psj
e(Rj
2):(2sj
2)
5M
j1
1

2psi
e(Ri
2CsAi )2:(2si
2)
Straightforward evaluation of this integral leads to Eq.
(5).
Appendix B
We now present the derivation of Eq. (6). Starting
from Eq. (1), if we assume that the internal noise is the
same for all channels (sis) and define
k
1
2M
pMsM
P(C0)
P(R)
(10)
we get
P(C\0Cs)1k 5
M
i1
e(Cs
2Ai2):(4si
2) (11)
Similar equations can be used in the case of masked
stimuli. The effect of the mask is modeled as additional
variance on the output of the filters, consistent with the
experimental manipulation performed by Anderson and
Burr (1985). When masks of contrast CM are used, if we
define
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km
P(C0)
P(R)
5
M
i1
1
2
p(s2sm, i2 )
(12)
where sm, i2 is the variance due to the mask in the ith
filter (sm, i is proportional to CM), then a similar deriva-
tion as above yields
P(C\0Cs,CM)1km 5
M
i1
e(Cs
2Ai2):4(s2sm, i
2 ) (13)
for the probability of detecting a stimulus of contrast
Cs when a mask of contrast CM is also present.
One must regard Eqs. (11) and (13) as the equivalent
of psychometric functions. To define sensitivity or
threshold contrast, the psychophysicist thresholds these
functions with a pre-selected probability value. Let us
call this probability P0, and the respective masked and
unmasked threshold contrasts CTm and CT. In the un-
masked case,
P01k 5
M
i1
e(CT
2 Ai2):4s
2
(14)
which, when solving for CT, yields
CT2
’
ln
 k
1P0
 D 1
%
M
i1
ai2
(15)
where aiAi:s. Similarly, in the masked case, rewriting
sm, iCMAm, i, where Am, i is the gain of the ith filter for
the mask parameters, and setting am, iAm, i:s, we
obtain
CTm2
’
ln
 k
1P0
 D 1
%
M
i1
ai2
1CM2 am, i2
(16)
We are actually interested in comparing the published
experimental values for CTm:CT to our model’s output
as expressed in Eqs. (15) and (16). By taking the ratio
between these equations, we can derive the amplitude
of the masking effect. This ratio is
CTm
CT

D
ln
 km
1P0

ln
 k
1P0

D %M
i1
ai2
%
M
i1
ai2
1CM2 am, i2
(17)
If we define Vk:(1P0), then we can rewrite the
term km:(1P0) as
km
1P0

1
1P0
P(C0)
P(R)
5
M
i1
1
2
p(s2sm, i2 )
V 5
M
i1
1

1CM2 ai, m2
(18)
Consequently, the first term in Eq. (17) can be sim-
plified to
D
ln
 km
1P0

ln
 k
1P0


D
ln

V 5
M
i1
1

1CM2 ai, m2

ln(V)

D
1
%
M
i1
ln
 1

1CM2 ai, m2

ln(V)
(19)
Defining Q1:ln V we can simplify Eq. (17) to the Eq.
(6) shown in the text. From the definition of V and Eq.
(9), the important parameter Q is
Q ln1
 P(C0)
P(R)(1P0)2n 
pnsn

(20)
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