Introduction :
Let there be a set of (empirically obtained) points Z= (z 1 , z 2 ,…,z n ) : n ≥ 3 and any z i = (x i , y i ). Let an inspection of the pattern that these points suggest or a conjecture regarding the law governing the generation of these points indicate that they resemble the trace (Buck, pp. 313-318) of a spiral. Then there may arise a need to investigate the law generating such a spiral or, to begin with, fit a spiral to the empirical data.
In the Cartesian coordinate system a spiral (of Archimedes) is described by two parametric equations, viz.
x i = r i cos( i θ + 360k ) = r i cos( i θ ) y i = r i sin( i θ + 360k ) = r i sin( i θ ) … (1) where, i =1, 2,…,n; In the polar coordinate system an Archimedean spiral is described by the relationship
where, a is a positive constant and i θ and k are specified as in the relationship (1) above (Piskunov, . In view of the relationship (2), the parametric equations of an Archimedean spiral may also be rewritten as
The usual procedure of curve-fitting by the method of Least Squares fails miserably in fitting a spiral to empirical data. The author has tried with several algorithms available for nonlinear regression and non-linear optimization, viz. (i) Gauss-Newton, (ii) Powell, (iii) NelderMeade, (iv) Hooke-Jeeves, (v) Rosenbrock, (vi) Fletcher-Powell, (vii) Fletcher-Reeves, and (viii) Box algorithms. These algorithms and their FORTRAN codes are available in Kuester and Mize (1973) . Failure of the available statistical software packages also is expected in fitting the spiral since these packages use the one or the other algorithm mentioned above.
The main reason for the failure of these algorithms is easily discernible. A spiral is a periodic function for which f (θ ) = f (θ + 360k) for any non-negative integer, k. Periodicity also results into multiple values of f (θ ) for any givenθ . The said algorithms are not designed for tackling such a situation since a good many genuine values of f (θ ) are taken for errors by the procedure adopted by these algorithms.
The objective of this paper, therefore, is to devise an algorithm to fit an Archimedean spiral to empirical data. The algorithm would also be tested on numerical data.
Empirical
Definitions : Empirical data, Z, are considered here as a sample drawn from the universe in which the relationship R = α (θ + 360k) holds. In the universe, X, Y and the related R and θ are real continuous variables. But sample (x, y) is a set of discrete points. For devising an algorithm proposed in this paper we need some empirical definitions which are facilitating ones and that is the only justification for enunciating them. These definitions are given as follows. (ii) Iso-periodic Subset of the Trace of a Spiral : A non-empty sub-set s j of set S is called an iso-periodic subset of order j if each and every point belonging to s j satisfies the equation r i = a ( i θ + 360j ) for some fixed j, where j ≤ k and j, k ∈ (0, 1, 2,…,k). All points in s j are iso-periodical. The set S is a union of all such subsets. Against this definition, one should note that in the universe each iso-periodic subset of the trace of a spiral is a collection of infinitely many points and the universe is a union of infinitely many such iso-periodic subsets. then ISO i = k. Numerically, it may be obtained as follows: Let there be two distinct points (r i , i θ ) and (r j , j θ ) in the polar co-ordinate system, then,
Now, there exist two non-negative integers, k 1 and k 2 , for which the equality (3) or its numerical approximation, ABS{(r j i θ -r i j θ ) -360(r i k 2 -r j k 1 )} ≤ e …(4) for some small (positive) e, holds. Here ABS(.) means the absolute value of (.). Iteratively, the values of k 1 and k 2 may be found out from (4). Then k 1 and k 2 are the iso-periodical indices of i th and j th points, respectively. That is to say that ISO i = k 1 and ISO j = k 2 . 3. The Algorithm : Given the data set Z = (z 1 , z 2 ,…, z n ) ; n ≥ 3 (i)
Step 1: Find r i for all i. (ii)
Step 2: Arrange r i (and associated z i ) in an ascending order of their magnitudes. Delete the observation if r i = 0. Delete the observations for which r i = r j (i≠j of course). Replace n by n-nd, where nd is the number of points thus deleted. (iii) Step 3: Find IQ i for all i as described in (iii) of section 2. (iv)
Step 4: Find i θ ∀ i by the following formula (where int(.) is integer value of (.)): Step 6: Find a i = r i /( i θ + 360*ISO i ) and â = (Σa i )/n . This â is the first approximation of α in the universe from which the sample was drawn.
(vii)
Step 7: Using Least squares principle estimate â and c in r i = â ( i θ + 360*ISO i )+ c.
It may be so that â and â are identical. Here c is the constant of displacement (of the pole of the spiral). This estimation is reliable if c is very close to zero (statistically, not significantly different from zero). When errors in x or y do not disturb the true iso-periodical index of the point, the estimator is quite reliable and c is negligibly small. 4. A Numerical Example : To test the functioning of the algorithm, a sample of 30 points was generated using a computer program (written in BASIC). The Simulated Archimedean Spiral (Table 4. 1)
The inputs given were : n=30, a = 3.1, seed for generating the random number = 3211, nr = 50 (that is, 50 uniformly distributed random numbers are generated and averaged to obtain a single normally distributed random number, using the Central Limit theorem), sdx = 1, sdy = 3, theta = 32.13, delta = 13, output file F$ = spir.rn to save the data thus generated, using FORM$ = ####### so that the nearest integral part of the generated data was stored. Then the program for fitting the spiral was run with parameters n=30; F$=spir.rn and KMAX = 100. The program ran successfully. It goes without saying that while developing the program several experiments under varying conditions were carried out. The results are: Mean alpha = 3.100045, Least Squares alpha = 3.100814 and c= -.640279. Thus the estimated alpha was very close to the parameter with which the data (sample) was generated. So, the algorithm works well. No. of points generated in each sample replicate (n) = 10, 30 and 100; No. of uniformly distributed random numbers to obtain (Gillett, pp. 518-519) normally distributed random numbers (nr) = 30; α = 3.1; delta = 13; and the angle (θ) = 32.13. The errors were normally distributed with zero mean and 1 and 3 standard deviations for x and y respectively. A perusal of these tables reveals that: (1) Bias and RMS are negligibly small for α, even for small samples, and (2) Bias and RMS of the constant of displacement, c, are larger for small samples, but become smaller for larger samples, indicating that the estimator is consistent. 6. Concluding Remarks : Although it is possible to indirectly estimate the parameters of a spiral by fitting Fourier's polynomial (Piskunov, , a direct algorithm to fit a spiral may have its own advantages. The algorithm proposed here fits an Archimedean spiral directly. It may be possible to fit other types of spiral (e.g. logarithmic, exponential, hyperbolic, etc.) by analogous procedures.
Results of a Monte Carlo Experiment
In practice, we may come across empirical data which indicate a pattern resembling a family of ellipses in the positive orthant (first quadrant). In a developing economy, technological innovations over time may push up production possibility curves generating such a pattern. In biological investigations one may find a pattern that resembles a spiral. The algorithm developed here may find its application in such instances.
