We study the emission of photons from germinating seeds. We make the assumption that the germination process is a spontaneous transition to criticality and we show that the statistical analysis of the photon emission leads to a deviation from the ordinary processes of statistical physics compatible with that assumption. The method of statistical analysis adopted has been used in the past to analyze the human brain dynamics and the music of Mozart. It is surprising that the germinating seeds share the same complexity as the human brain and the music of Mozart.
Introduction

16
An impressive revolution is occurring in biology [1, 2] . The traditional approach to 17 Darwinian evolution based on the transmission of information through genes is 18 integrated by epigenetic processes which rest instead on cell to cell communication and 19 exchange of information between complex networks of organisms where each network of 20 organisms represent a sort of social intelligence. In addition, the single cell itself is an 21 intelligent system and the brain should not be interpreted as a supercomputer but 22 rather as "an entire community of them" [3] . Gordana Dodig-Crnkovic [4] points out 23 that although until recently, intelligence has been considered as being a property of 24 human beings due to the autopoiesis of Maturana and Varela [5] cognition should be 25 extended to all biological systems. This observation has the impressive effect of marking 26 the breakdown of separation between different disciplines. There is, in fact, a growing 27 evidence about the existence of a form of collective intelligence established by the 28 dialogue between different people in the field of psychology [6] . Thus, it seems that the 29 discussion about cognition moves from the single cell of molecular biology to a set of 30 individuals, sociology and psychology going through an intermediate bridge involving 
34
As far as the origin of intelligence is concerned, we find that in literature, the 35 predominant conjecture is that of Self Organized Criticality (SOC) [1, 2] . We adopt the 36 view that criticality can be realized spontaneously by the complex systems along the 37 recent lines of the work of Ref. [7] [8] [9] , advocating Self-Organized Temporal Criticality 38 (SOTC). Criticality generates fluctuations that are not completely random. These 39 criticality-induced fluctuations generate time series that are compressible [10] . Adopting 40 the language of computational science, it is possible to reproduce these time series with 41 a number of computer instructions shorter than the length of the time series. The regions is derived from a waiting time distribution density ψ(τ ), with the inverse power 46 law structure
and the index µ fitting the condition: 1 < µ < 3. The region µ > 3 is virtually
48
indistinguishable from the condition of incompressible randomness [10] , corresponding 49 to a lack of cognition. We notice that human brain was found [11] to generate crucial 50 events locating it in the middle of the interval [1, 3] , µ = 2.
51
In this paper we discuss the important issue of cognition with an experiment on 52 biophotons. Nearly a hundred years ago the Russian biologist A. Gurwitsch [12] found 53 that a weak ultra-violet (UV) radiation comes out from the living tissues and influences 54 the mitotic activity of the neighboring tissues. However, despite the confirmation of
55
Gobor [13] , this interesting result has been forgotten by the scientific community for 56 many years. With the improvement of the methods to detect weak level of radiation 57 and the theoretical progress in quantum optics, there has been a renewed interest in this 58 phenomenon with the works of Colli and Facchini [14, 15] in the 50s and F.A. Popp [16] 59 in the 80s. These results generated the interpretation of cognition as possible 60 manifestation of quantum coherence [17, 18] . Biophotons are an endogenous production 61 of ultra-weak photon emission in and from cells and organisms, and this emission is intelligence, we analyzed the statistics of the biophoton emission and we showed that its 82 µ is very close to the condition of human cognition, i.e., µ = 2.
83
Methods
84
Description of the experiment
85
Our experimental setup is comprised of a germination chamber, a photon counting 86 system and a turnable filters wheel. See Fig. 1 germinating seed and the detector. The wheel has 8 positions. Six are used for the color 97 filters, one is empty and the last one is closed with a black cap.
98
Here, we only use and report the data coming from the empty and black cap noise. This emission tail comes from the residual luminescence of the materials which is 107 a consequence of the light exposure of the equipment while setting up the experiment. 108 The comparison between the counting in the dark condition (red points) and the signal 109 observed with the germinating seeds (green points) are reported in Fig. 2 . The data are 110 related to an acquisition time of almost three days after the closing of the chamber. To 111 clarify the behaviors of the different data sets, we also report the number of photons per 112 second coming from the raw data averaged over one minute. Residual luminescence of 113 the whole equipment goes down in few hours up to the time when the lentils start germinating and the ultra-weak (UW) biophoton emission is strong enough to be 115 detected. It is interesting to note how the UW biophoton emission changes during the 116 time showing strong oscillations perhaps due to the different conditions of the seeds 117 during the germination process. The initial behavior is dominated by the luminescence 118 generated by the humid cotton bed. After about ten hours of closing the chamber, the 119 germination-triggered UW biophoton emission emerges and becomes dominant leading 120 to a saturation effect corresponding to a virtually stationary emission. The signal is well 121 above the electronic noise for the whole time period. This evolution of the signal is related to the spontaneous evolution to criticality 123 described by Fig. 3 of Ref. [7] , where the initial mean field has the value of −1 and, as 124 an effect of self-organization moves towards the maximal value of 1 through back and 125 forth fluctuations.
126
Statistical analysis
127
We made the assumption that the germinating seeds are driven by SOTC [7] [8] [9] and that 128 the emission of photons is proportional to the mean field generated by SOTC. We 129 studied the diffusion trajectory
where n(t ) is the number of photons emitted at time t . To make the statistical 131 analysis, we had to convert this diffusional trajectory into many realizations so as to 132 make it possible to do an ensemble average. These realizations are denoted by Here we show the comparison between the signal generated by the germinating seeds and the signal in the dark condition. The raw data are the green (seeds) and red (dark) points. The black and blue curves are the raw data averaged over one minute. In other words, these curves are the countings per sec but the counting is averaged over one minute.
Note that l cannot go to infinity because we worked with time series of length M . The 134 largest value of l is M − t. These diffusion trajectories describe the departure from the 135 origin, X = 0, of random walkers sharing the property of being at the origin at time 136 l = 0. Making M very large we created a number of realizations so big as to be able to 137 evaluate the probability distribution density p(X, l) with an accuracy large enough as to 138 fit the assumed scaling equality
This is a fundamental equation of diffusional processes. Its meaning is as follows: We 140 observed the process at time l and at a larger time L. The distribution density p(X, L) 141 was expected to be broader than the distribution density p(X, l). Of course, since the 142 number of walkers is conserved, the intensity of p(X, L) is smaller than the intensity of 143 p(X, l). Let us squeeze the space X by changing the values X into X = rX, where
and let us amplify the ordinate scale by multiplying p(X, l) by 1/r. The 145 distribution density at time L, after the squeezing of the abscissa and the amplification 146 of the ordinate, turned out to be identical to the distribution density at the earlier time 147 l.
148
We have to establish a connection between the scaling δ and cognition, interpreted 149 as computational compressibility. The time distance between two crucial events, given 150 by the distribution density of Eq. (1) with the inverse power law index µ, is related to 151 the parameter
which can be used to define the Kolmogorov-Sinai entropy, h KS , given by [24] 153
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The laminar regions between two consecutive crucial events, are filled with symbols, 154 either 1 or 0, randomly selected. The sequence of these symbols generates a time series 155 with a compressibility defined by Eq. (6). The value z = 1, corresponding to µ = ∞, is 156 the condition of total incompressibility, making h KS = ln2. As discussed in [10] , moving 157 from µ = ∞ to finite values of µ has the effect of making the sequence compressibile, becomes stronger when µ < 3. Notice that at µ = 2, z = 2, h KS vanishes. Korabel and 161 Barkai [25] generalized the definition of h KS so as to explore also the region z > 2
162
(µ < 2). The computational cost, in the case µ > 2 increases linearly in time, while in 163 the case µ < 2 it increases as t α , with α = µ − 1. As a consequence, using t α rather 164 than t for the definition of h KS , Korabel and Barkai [25] proved for z > 2 h KS begins 165 increasing. Thus, the generalized h KS has its minimum value at µ = 2 signaling the 166 condition of maximal intelligence shared by the human brain [11] . The Kolmogorov 167 compressibility, implying the existence of cognition, is converted into anomalous 168 diffusion. In fact, 2 < µ < 3 is a signature of compressibility, yielding for diffusion the
with δ > 0.5. In other words, if the system is intelligent (compressible), diffusion is 171 anomalous, being super-diffusion in this case. Of course,
To find δ we evaluated the Shannon entropy of the distribution density p(X, l):
We plugged Eq. (4) into Eq. (9) . With an easy algebra we get
The explicit expression of the constant A is of no interest for this paper. The important 175 property of Eq. (10) is that the Shannon entropy S(l) expressed as a function of ln l is a 176 straight line with slope δ, with δ being the scaling of diffusion process created by 177 converting the experimental time series {n(t)} into a diffusion trajectory.
178
This technique of statistical analysis is called Diffusion Entropy Analysis (DEA). To 179 make the readers understand the reasons of the DEA efficiency to detect compressibility 180 and cognition, we make some intuitive remarks to explain why, on the basis of the 181 traditional statistical views the scaling produced by fluctuations illustrated by Fig. 2   182 should result in the ordinary prediction δ = 0.5. Let us imagine that the fluctuations of 183 Fig. 2 are obtained by evaluating the mean value < n(t) > and the width 184 ∆n ≡ √ < n 2 > − < n > 2 . Both values are finite. Let us imagine an ideal experiment of 185 diffusion based on recording all the times at which n(t) is equal to < n >. At these 186 times, the random walker makes a jump ahead by the quantity n(t)− < n >. If the 187 time distance between two consecutive events is given by 188 ψ(τ ) = Γexp(−Γτ ), (11) it is straightforward to predict that the scaling fits the ordinary prediction δ = 0.5. In 189 this case Eq. (8) would give µ = 3. This is an indication that µ = 3 is the border 190 between the anomalous and the Gaussian region [26] . Actually, the waiting time constant and equal to < τ > [27, 28] . In this case, due to the central limit theorem, the 195 pdf would be a translating Gaussian distribution which is in conflict with the 196 compressibility prediction of Eq. (7) invisible, DEA is shown [29] to be sensitive to crucial events. In the Discussion section 201 of this article, we give the readers more arguments to show that the fluctuations of Fig. 202 2 share the crucial events of Fig. 3 of Ref. [7] .
203
Results
204
The results of this Section refer to two questions: (a) Does µ change with time found the scaling δ which is given by Eq. 10 and the corresponding µ according to Eq. 211 7 reported in the Table 1 .The errors are numerical corresponding to the line of best fit 212 when determining δ. large values of l is either a region of transition to ordinary statistics [7] [8] [9] or a region 218 where the scarcity of events makes the evaluation of complexity inaccurate. The errors of 219 Table 1 measure the inaccuracy associated to determining the intermediate asymptotics. 220 The most important result of this section is illustrated in Fig. 5 . The results of this 221 figure are obtained by examining portions of different length L of the experimental 222 sequence. The starting point of these different portions is always the beginning of the 223 experimental sequence. Increasing the length L has the effect of improving the accuracy 224 of the evaluation of µ, yielding µ ≈ 2.2. We ignore the region of large values of l which 225 may be affected by either the termination of germinating process or by the the 226 inaccuracy due to the scarcity of crucial events.
227
Discussion
228
The method of DEA has been applied in the recent past to a variety of problems such 229 as the application to DNA sequences [31] . In this case, the DNA sequence is Refs. [32, 33] the crucial events hosted by the music of Mozart match the crucial events 237 of the human brain.
238
We think that this paper disclosing the crucial events emitted by the germinating 239 seeds affords an important contribution to the revolution occurring in biology [1, 3, 4] . It 240 is expected to stimulate the refinement of the tool of statistical analysis that will help 241 the experimental investigation on the communication between biological systems. In the 242 literature of biophonons, there are indications that, albeit the cell to cell communication 243 through light is a plausible communication mechanism, due to the unfavorable 244 signal-to-noise ratio the signal detection by cells is an obstacle to prove it [20] . The 245 authors of Ref. [20] discuss the limitation of the famous theory of stochastic resonance. 246 We want to stress that the complexity matching theory of [34] is a much more advanced 247 approach making it possible to establish communication through one single realization 248 rather than an average over an ensemble of realizations. This can be realized through 249 the observation of photons emitted by two or more germinating seeds rather than only 250 one. This would be equivalent to the observation of the global intelligence of a society of 251 germinating seeds.
252
It is important to remark that, in our interpretation of the information transfer from 253 one cell to another, biophotons play the role of markers of crucial events. This is 254 compatible with their extremely weak intensity. This interpretation may conflict with 255 that adopted, for instance by Fels [35] , where the belief is that the transfer of 256 information as well as the intelligence itself are based on quantum coherence [17, 18] . In 257 our perspective, the origin of cognition is a process of self-organization [7, 8] according to the principle of complexity matching [34] , is realized by the tuning between 262 the complexity indexes µ of the cells. mentioned at the end of the Statistical analysis section for the heuristic arguments 270 yielding δ = 0.5. The times at which the experimental signal n(t) moves from one bin to 271 one of the two next neighboring bins are recorded as events. These events are crucial if 272 the time evolution of n(t) is driven by SOTC and thus, the resulting scaling is the same 273 as that afforded by DEA with no stripes. However, if the events are determined by the 274 coherence-induced memory, in such case the adoption of stripes is expected to give a 275 different result than that of DEA with no stripes. This is because the method of stripes 276 annihilates [29] the contribution to anomalous scaling of memory processes. The 277 method of stripes perceives the memory events as non-crucial. We convert the sequence 278 of these events into a diffusional trajectory with the random walker making a jump 279 ahead by a fixed quantity when an event occurs [37] . The time distance between two 280 non-crucial consecutive jumps is driven by the waiting time distribution density of Eq. 281 (11) since the memory generates a correlation between the crossing times that does not 282 affect the exponential structure of the waiting time distribution density ψ(τ ) [29, 38] . If 283 the events generated by the method of stripes are a mixture of crucial and non-crucial 284 events, in the long time limit the scaling is dominated by the crucial events with the 285 scaling δ of Eq. (7) larger than the scaling δ = 0.5 of the non-crucial events. In the case 286 of biophotons, we have found that the resulting scaling δ is larger than 0.5 and 287 independent of whether stripes are used or not. For these reasons, this paper affords a 288 strong evidence that the complexity of a germinating seeds is determined by crucial germinating seeds. Here we report the data for the photon emission during 293 germination of seeds and also when no seeds are present, i.e., the emission from residual 294 luminescence(dark count).
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