A key question in human genetics is understanding the proportion of SNPs modulating 15 a particular phenotype or the proportion of susceptibility SNPs for a disease, termed polygenicity. 16 Previous studies have observed that complex traits tend to be highly polygenic, opposing the previous 17 belief that only a handful of SNPs contribute to a trait. Beyond these genome-wide estimates, the 18 distribution of polygenicity across genomic regions as well as the genomic factors that affect regional 19 polygenicity remain poorly understood. A reason for this gap is that methods for estimating polygenicity 20 utilize SNP effect sizes from GWAS. However, estimating regional polygenicity from GWAS effect sizes 21 involves untangling the correlation between SNPs due to LD, leading to intractable computations 22 for even a small number of SNPs. In this work, we propose a scalable method, BEAVR, to estimate 23 the regional polygenicity of a trait given marginal effect sizes from GWAS and LD information. We 24 implement a Gibbs sampler to estimate the posterior distribution of the regional polygenicity and 25 derive a fast, algorithmic update to circumvent the computational bottlenecks associated with LD. The 26 runtime of our algorithm is O(M K) for M SNPs and K susceptibility SNPs, where the number of 27 susceptibility SNPs is typically K << M . By modeling the full LD structure, we show that BEAVR 28 provides unbiased estimates of polygenicity compared to previous methods that only partially model 29 LD. Finally, we show how estimates of regional polygenicity for BMI, eczema, and high cholesterol 30 provide insight into the regional genetic architecture of each trait. 31 1 Introduction 33
to how genome-wide heritability can be partitioned into regional heritability, genome-wide polygenicity a variance of 1, where h 2 is the heritability of the trait. To facilitate the explanation, we denote the effect 96 sizes for susceptibility SNPs as the (M × 1) vector γ = (γ 1 , · · · , γ M ) T . If SNP m is a susceptibility SNP, the 97 true effect size β m will be γ m and 0 otherwise according to its susceptibility status c m :
We can model the conditional distribution of the GWAS effect sizes given the true effect sizes, whereβ m 99 is the estimated marginal effect size of the m th SNP from GWAS and the (M × 1) vectorβ represents the 100 estimated effect sizes for all SNPs. The covariance matrix is parameterized by the environmental error and 101 the (M × M ) LD matrix, which can be computed using genotypes from the study, V = X T X N . Here we 102 parameterize the environmental error as σ 2 e = 1−h 2 N :
We next impose a symmetric beta prior on the polygenicity parameter, p. In practice, we set θ p = 0.2, 104 but find that our model is robust to the choice of other hyper-parameter choices (see Section 3.2).
Finally, the joint distribution is given by:
2.2 Parameter inference in our model 107 The true posterior distribution of each parameter is intractable; thus, we use Markov Chain Monte Carlo 108 (MCMC) to approximate the posterior distribution of each parameter. Specifically, we derive a Gibbs sampler 109 [10] to sample from the posterior distribution for the polygenicity parameter p and latent variables c, γ.
110
In this work, we only focus on accurately estimating the polygenicity p since other quantities such as the 111 heritability can be estimated using previous methods [5] and then used as an input to our model. Although 112 our framework estimates the SNP effect sizes and susceptibility statuses (c, γ), we only report the posterior 113 distribution of p since we are interested in estimating only the polygenicity.
114
The generative model and inference for estimating genome-wide polygenicity and regional polygenicity are 115 identical under the assumption that there is no correlation between SNPs across different regions. Note that 116 the regional setting still assumes correlations between SNPs within regions. Because LD tends to diminish 117 with genomic distance, we expect this to be the case for most regions in the genome. Therefore, we can use 118 our defined model of genome-wide polygenicity and directly apply it in the regional setting under this set of 119 assumptions.
120
To summarize, as input, our method takes in marginal effect sizes from GWAS for a single trait for a 121 given region r (β r ), LD (V r ) for region r, an estimate of the SNP heritability per region (h r 2 ), and the 122 sample size of the GWAS study (N ). As output, BEAVR estimates the posterior distribution of the regional 123 polygenicity (p r ). Note that for clarity, we drop the per region notation and refer to the regional heritability 124 and regional polygenicity as h 2 and p, and LD matrix and GWAS effects for the region as V andβ since the 125 model and inference procedure do not change between the regional and genome-wide setting. Furthermore, 126 any parameters that refer to genome-wide quantities will be explicitly noted. Given the formation of the joint posterior probability, we can approximate this distribution through Gibbs 129 sampling, a type of MCMC algorithm that generates samples from the conditional distribution of each 130 parameter.
131
Transforming GWAS effect sizes First, we transform the marginal effects from GWAS by multiplying 132 by V − 1 2 to de-correlate the effects in the covariance term, which provides a diagonal covariance matrix that 133 lends itself to more straightforward derivations of conjugate distributions. However, we note that the effect 134 sizes are not fully de-correlated, as LD still affects the mean of the effect size distribution. We refer to these 135 transformed GWAS effect sizes asβ and use these throughout the rest of the derivations. The distribution 136 for the transformed effect sizes from GWAS becomes:
Here, I M is the identity matrix of size M × M . We note that this is a one-time transformation that is 138 performed before running the sampler. These transformed effects can be efficiently stored and computed for 139 each genomic region beforehand.
140
Sampling γ and c First, we recall that the true effect sizes at each SNP (β m ) assume a spike-and-slab prior 
146
By the chain rule, we have:
We are interested in the posterior distribution of the susceptibility effect size γ m when c m = 1 since 148 P (γ m | c m = 0) = 0 due to the spike-and-slab prior. This can be expressed as:
Working with the transformed GWAS effect sizes and the properties of the conjugate priors, the posterior 150 distribution of γ m becomes univariate Gaussian with the following mean and variance. Here we denote 
We must also determine the susceptibility status of each SNP at each iteration. This is computed by
Sampling p The conditional posterior distribution of p depends not only on the susceptibility status of each 157 SNP (c m ), but also on the susceptibility SNP effect sizes (γ m ) since p parameterizes the variance term of γ m . the chosen proposal distribution, Q(p * | p (t−1) ), which generates a proposed sample p * . This sample is then 162 either accepted or rejected depending on the Metropolis-Hastings ratio which depends on the ratio of the 163 posterior probability density at the proposed parameter compared to the density at the parameter from the 164 previous iteration. We define our proposal distribution as follows:
Here, C is a constant that controls the variance of the proposal distribution. In practice we found that 166 C = 10 yields effective mixing.
167
The final step in specifying the Metropolis-Hastings algorithm lies in computing the ratio of the posterior 168 probability density at the proposed parameter (p * ) to the previous parameter (p (t−1) ). Computing this ratio 169 only requires writing the posterior distribution up to a normalization constant:
The key computational bottleneck in estimating the regional polygenicity from our Gibbs sampling scheme is 172 calculating the mean of the posterior for the susceptibility SNPs' effect sizes (µ m ) in Equation 4. Calculating and calculated using the updating scheme below: 
i. Sample p * from proposal distribution:
ii. Compute Metropolis-Hastings ratio R from posterior density of proposed and previous p:
iii. Accept or reject proposed p * :
A 
BEAVR
Genesis-M2 Genesis-M3 Fig. 1 . BEAVR is relatively unbiased in simulated data: We simulated 100 regions where the genome-wide heritability was set to h 2 GW = 0.5 and the true polygenicity of the region was p = 0.005, 0.01, 0.05, 0.10. We compared BEAVR to GENESIS-M2 (2-component) and . The x-axis denotes the simulated values for polygenicity and the y-axis denotes the estimated values across 100 replicates. Dashed red lines denote the true polygenicity value in each setting. p = 0.01. When simulating the effect sizes of susceptibility SNPs, we couple the magnitude of a SNP's effect 257 size with the SNP's minor allele frequency, which is believed to be a more biologically accurate genetic 258 architecture [15] . The simulated effect sizes follow the framework outlined in previous work [16] . We then 259 perform a marginal analysis to compute the estimated effect sizes. Second, we divide the simulated data into 260 consecutive regions of 6Mb for a total of 6 regions, where on average there are 1000 SNPs in each block.
261
Third, instead of using known values for the regional heritability, we use the HESS software [5]-a software 262 that estimates the heritability within a region from GWAS marginal effects-to estimate this quantity. We 263 find that our estimates of polygenicity are unbiased across all regions as shown in Figure 2(a) . Although 264 there exists LD that spans between regions, leading to correlation between SNPs across regions, we did not 265 find this to affect the accuracy of our results. This is likely because the magnitude of correlation due to LD 266 diminishes with genomic distance. 267 We also vary the robustness of our model across different sized regions. Using a simulated GWAS with 268 genome-wide heritability h 2 GW = 0.50, sample size N = 500K, and polygenicity p = 0.01, we vary the size 269 of the region from M = 500, 1K, 5K SNPs. From Figure 2(b) , we can see that our estimates are robust 270 across regions of various sizes and demonstrates the potential utility of applying BEAVR across different 271 sized regions for a variety of biological questions, such as estimating the regional polygenicity around genes 272 or within larger LD blocks.
273
Finally, we assess the robustness of our results when using different hyper-parameters for our prior. Using 274 a simulated GWAS with genome-wide heritability h 2 GW = 0.50, sample size N = 500K, and polygenicity 275 p = 0.01 we vary our choice of hyper-parameters for our prior: θ p = 0.2, 1, 2. We find that the accuracy of 276 our results does not heavily depend on our choice of prior, as shown in Figure 2(c) , and we use continue to 277 use θ p = 0.2 for all subsequent analyses. We next assess the computational efficiency of our method. We compared two implementations of BEAVR, ceptibility SNPs. Since regional analyses can include regions of the genome that vary in size, we wanted to 284 assess the efficiency of our method across larger regions of the genome. In the first experiment, we simulated (c) Fig. 2. (a) BEAVR is unbiased in realistic study settings: Using SNP data from chromosome 22 (M=9564 array SNPs, N=337K individuals), we simulated 100 replicates where the genome-wide heritability was h 2 GW = 0.50 and p = 0.01. We divided the data into 6Mb consecutive regions for a total of 6 regions and estimated the regional heritabilities using HESS. Using BEAVR and the estimated heritabilities, we estimated the regional polygenicities to be unbiased across all regions. (b) BEAVR is robust across various region sizes: We ran 100 replicates where the genome-wide heritability is fixed h 2 GW = 0.50, polygenicity p = 0.01, sample size N = 500K, and varied the number of SNPs in the region from M = 500, 1K, 5K SNPs. We used BEAVR to estimate the polygenicity in each region and found our results to be unbiased across all regions. (c) BEAVR is robust to different priors: We ran 100 replicates where the genome-wide heritability was set to h 2 GW = 0.50, local polygenicity p = 0.01, and a sample size of N = 500K. We find that the accuracy of our results is invariant to our choice of prior hyper-parameters.
on an Intel(R) Xeon(R) CPU 2.10 GHz server with 128GB RAM and run on a single core. From Figure 3(a) , 288 we see that the runtime of BEAVR (Speedup) is approximately linear in the number of SNPs, compared 289 with the baseline implementation which is quadratic in the number of SNPs.
290
Since the runtime of the algorithm depends on K, the number of susceptibility SNPs, we perform addi-291 tional experiments to assess the role of this value in the efficiency of our algorithm. We simulated GWAS 292 data for 1000 SNPs and vary the regional polygenicity from p=0.005, 0.01, 0.02, 0.03, 0.04, 0.05. Figure 3 
shows that the efficiency of our method is robust to the regional polygenicity, lending itself to traits of 294 varying genetic architectures. 3.4 Empirical Analysis of BMI, eczema, and high cholesterol 296 We computed marginal effect sizes for BMI, eczema, and high cholesterol from the UK Biobank [8] . We 297 restrict our analyses to a subset of unrelated individuals identified as 'White British' (N = 290K individuals, 298 M=460K array SNPs). We divide the genome into a total of 470 6Mb regions where each region has on 299 average 1000 SNPs. For each region, we use HESS to compute an estimate of the regional heritability. We 300 then use BEAVR to estimate the regional polygenicities of all regions across the genome for each of the three 301 traits. We report a nonzero regional polygenicity if the posterior mean is > 2 standard deviations away from 302 0.
303
From Figure 4(a) , we can see that all traits have many susceptibility SNPs spread throughout the genome, 304 which is consistent with previous findings [6] . However, we note that BMI has susceptibility SNPs in almost 305 every region of the genome, whereas eczema and high cholesterol show more sparse architectures. From 306 Figure 4(b) , the histogram of regional polygenicities for BMI shows that the trait is mostly influenced by 307 regions with many susceptibility SNPs. This contrasts with eczema which has mostly regions with only a 308 small percentage of susceptibility SNPs. Overall, this result is consistent with previous findings that show 309 that BMI has overall more susceptibility SNPs than autoimmune traits such as eczema [6] , but provides 310 evidence that even though eczema has fewer susceptibility SNPs, these SNPs are distributed approximately 311 uniformly throughout the genome. Fig. 4 . Manhattan-style plot of regional polygenicity across the genome: We divide the genome into 6Mb regions and estimate the regional polygenicity for each region for BMI, eczema, and high cholesterol. We plot the regional polygenicity for each region across the genome versus the genomic position of the region. The x-axis denotes the corresponding chromosome. Histogram of regional polygenicity for BMI, eczema, and high cholesterol:
We visualize the distribution of regional polygenicities for each trait with a histogram of our estimates. BMI has many regions with a high fraction of susceptibility SNPs whereas eczema and high cholesterol are mostly described by many regions with only a few susceptibility SNPs in each region.
Discussion

313
We propose BEAVR, a novel, scalable method to estimate regional polygenicity that models the full correla-314 tion structure among SNPs in a Bayesian framework. We employ a fast inference procedure that leverages the 315 assumption that susceptibility SNPs for complex traits compose a small fraction of the genome, achieving an 316 almost linear runtime, O(M K), for M SNPs and K susceptibility SNPs. We show that our method achieves variety of genetic architectures. Using BEAVR, we partition polygenicity by genomic regions and show how 319 the distribution of regional polygenicity varies across complex traits.
