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Abstract
Let U = {{uin}dni=1}nn0 and V = {{vin}dni=1}nn0 , where u1n  u2n  · · ·  udn,n,
v1n  v2n  · · ·  vdn,n, n  n0, and limn→∞ dn = ∞. Let F be a set of continuous real-
valued functions on R. Then U and V are equally distributed with respect to F if
dn∑
i=1
(F (uin)− F(vin)) = o(dn), F ∈F,
or absolutely equally distributed with respect to F if
dn∑
i=1
|F(uin)− F(vin)| = o(dn), F ∈F.
We show that these definitions are equivalent if
F =
{
F ∈ C(R) | lim
x→∞F(x) and limx→−∞F(x) exist (finite)
}
,
and we give sufficient conditions for U and V to be absolutely equally distributed with respect
to
F = {F |F is bounded and uniformly continuous on R}
and F = {F ∈ C(R) |F is bounded}.
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1. Introduction
Throughout this paper n0 is a positive integer, {dn}∞n=n0 is a sequence of positive
integers such that limn→∞ dn = ∞, and F is a set of continuous functions. We
consider sequences
U = {{uin}dni=1}nn0 and V = {{vin}dni=1}nn0 ,
where
u1n  u2n  · · ·  udn,n and v1n  v2n  · · ·  vdn,n, n  n0.
Definition 1. U and V are equally distributed with respect to F if
dn∑
i=1
(F (uin)− F(vin)) = o(dn), F ∈F.
Definition 1 is equivalent to Weyl’s definition [8, p. 62] if
−∞ < a  uin, vin  b <∞, 1  i  dn, n  n0,
and F = C[a, b]. Tyrtyshnikov [22] eliminated the boundedness requirement, de-
fining
F = {F ∈ C(R)|F has bounded support}. (1)
Serra Capizzano [12] defined
F = {F ∈ C(R)∣∣ lim
x→∞F(x) = limx→−∞F(x) = 0
}
.
In [19] we defined
F = {F ∈ C(R)|F is constant on (−∞, a] and [b,∞) for some a and b}.
Henceforth
F0 =
{
F ∈ C(R)∣∣ lim
x→∞F(x) and limx→−∞F(x) exist (finite)
} (2)
F1 =
{
F |F is bounded and uniformly continuous on R},
and
F2 =
{
F ∈ C(R)|F is bounded}.
This paper is motivated by the extensive recent literature on the following problem
(see, e.g., [4,5,11–13,20–24,27] and also [2] for some analogous considerations in
the context of operator theory): if {uin}dni=1 and {vin}dni=1 are respectively the singu-
lar values of An and Bn ∈ Chn×kn , with dn = min(hn, kn), find conditions on An −
Bn such that U and V are equally distributed. We will call this the singular value
equal distribution problem. If An and Bn are hermitian, let {uin}dni=1 and {vin}dni=1 be
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the eigenvalues of An and Bn. We will call this the eigenvalue equal distribution
problem.
To our knowledge, regardless of the choice of F, conditions on An − Bn that
imply equal distribution of U and V inevitably imply that
dn∑
i=1
|F(uin)− F(vin)| = o(dn), F ∈F.
However, this is seldom stated explicitly. To focus on it, we propose the following
definition.
Definition 2. U and V are absolutely equally distributed with respect to F if
dn∑
i=1
|F(uin)− F(vin)| = o(dn), F ∈F.
We have previously proposed other definitions of absolute equal distribution [15–
19]. The following related definition is also useful.
Definition 3. If P is a collection of pairs (U,V), then P is uniformly absolutely
equally distributed with respect to F if, for each F in F,
dn∑
i=1
|F(uin)− F(vin)| = o(dn)
uniformly for all (U,V) in P.
In Section 2 we give necessary and sufficient conditions for absolute and uni-
form absolute equal distribution with respect to F0. Section 3 presents sufficient
conditions for absolute and uniform absolute equal distribution with respect to F1.
Section 5 presents a sufficient condition for absolute equal distribution with respect
to F2. Sections 6 and 7 deal with an interlacement condition that implies absolute
equal distribution with respect toF0. In Section 8 it is shown that equal and absolute
equal distribution with respect to F0 are equivalent.
2. Absolute equal distribution with respect to F0
We begin by establishing necessary and sufficient conditions for absolute and uni-
form absolute equal distribution with respect to F0. Following Gray [7], we define
mid[a, x, b] =


a, x < a,
x, a  x  b,
b, x > b.
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Note that if F ∈ C[a, b] and
F[a,b](x) = F(mid[a, x, b]), −∞ < x <∞, (3)
then F[a,b] ∈F0.
Theorem 1
(a) U and V are absolutely equally distributed with respect to F0 if and only if
dn∑
i=1
|mid[a, uin, b] − mid[a, vin, b]| = o(dn) (4)
for all [a, b].
(b) A collection P of pairs (U,V) is uniformly absolutely equally distributed with
respect to F0 if and only if, for each [a, b], (4) holds uniformly for all (U,V)
in P.
Proof. For necessity, let F(x) = mid[a, x, b]. For sufficiency, suppose F ∈F0 and
 > 0. Since
F(x)− F(mid[a, x, b]) =


F(x)− F(a), x < a,
0, a  x  b,
F (x)− F(b), x > b,
(2) implies that there is an [a, b] such that
|F(x)− F(mid[a, x, b])| < /4, −∞ < x <∞.
By the Weierstrass approximation theorem, there is a polynomial P such that
|F(mid[a, x, b])− P(x)| < /4, a  x  b.
Then
|F(uin)− F(vin)| < |P(mid[a, uin, b])− P(mid[a, vin, b])| + ,
so
dn∑
i=1
|F(uin)− F(vin)|
< dn +K
dn∑
i=1
|mid[a, uin, b] − mid[a, vin, b]|, n  n0,
with K = maxaxb |P ′(x)|. Now (4) implies the conclusion. 
3. Absolute equal distribution with respect to F1
Since |mid[a, u, b] − mid[a, v, b]|  |u− v|, Theorem 1(a) implies that if
dn∑
i=1
|uin − vin| = o(dn), (5)
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then U and V are absolutely equally distributed with respect toF0. The correspond-
ing assertion concerning uniform absolute equal distribution is also true. However,
stronger conclusions apply in this case.
Part (a) of the following theorem is essentially a reformulation of Theorem 3 in
[5] (see also [3, pp. 92–94]).
Theorem 2
(a) If (5) holds, then U and V are absolutely equally distributed with respect toF1.
(b) If (5) holds uniformly for all (U,V) inP, thenP is uniformly absolutely equally
distributed with respect to F1.
Proof. The proof is based on suggestions of Fasino and Tilli [6].
Suppose that F ∈F1 and  > 0. Following the argument in [28, p. 3], let
ζ(x) =
{
exp((x2 − 1)−1), |x| < 1,
0, |x|  1.
For δ > 0, define
γδ(x) = ζ(x/δ)∫ δ
−δ ζ(τ/δ) dτ
and
Fδ(x) =
∫ x+δ
x−δ
F (τ)γδ(x − τ) dτ.
Then Fδ ∈ C∞(R). Moreover, since F is bounded on R, there is a constant K such
that
|F ′δ(x)|  K, −∞ < x <∞.
Furthermore,
|Fδ(x)− F(x)|
∫ x+δ
x−δ
|F(x)− F(τ)|ζδ(x − τ) dτ
max
{|F(x)− F(τ)|∣∣|x − τ |  δ}.
Therefore, since F is uniformly continuous on R, we can choose δ > 0 so that
|Fδ(x)− F(x)| < /2, −∞ < x <∞.
Then
dn∑
i=1
|F(uin)− F(vin)|< dn +
dn∑
i=1
|Fδ(uin)− Fδ(vin)|
< dn +K
dn∑
i=1
|uin − vin|,
which implies the conclusions. 
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4. Schatten p-norms
If C ∈ Ch×k and d = min(h, k), then the Schatten p-norm of C is defined by
‖C‖p =
(
d∑
i=1
|win|p
)1/p
, 1  p <∞,
where {win}dni=1 are the singular values of C if C is nonhermitian, or the eigenvalues
of C if C is hermitian. For completeness, ‖C‖∞ is the spectral radius of C. We note
that ‖C‖1 is the trace norm of C, and ‖C‖2 is the Frobenius norm of C. In the context
of singular value or eigenvalue equal distribution problems, it is well known that(
dn∑
i=1
|uin − vin|p
)1/p
 ‖An − Bn‖p, 1 < p <∞
(see, e.g., [12]). From Hölder’s inequality,
1
dn
dn∑
i=1
|uin − vin|  1
d
1/p
n
(
dn∑
i=1
|uin − vin|p
)1/p
.
Hence, Theorem 2 implies that singular values (eigenvalues in the hermitian case)
of An and Bn are absolutely equally distributed with respect toF1 if ‖An − Bn‖p =
o(d
−1/p
n ) for some p in [1,∞), or if ‖An − Bn‖∞ = o(1). Of these assumptions, the
weakest is that ‖An − Bn‖1 = o(dn).
For other results obtained under assumptions on Schatten norms of An − Bn, see
[12].
5. Absolute equal distribution with respect to F2
Henceforth card S denotes the cardinality of the set S. In the setting of the singular
or eigenvalue equal distribution problems, there are situations in which U is bounded
or essentially bounded in the sense that there is an interval [α, β] such that
γn := card
{
i | uin /∈ [α, β]
} = o(dn). (6)
With this additional assumption the conclusion of Theorem 1(a) can be strengthened.
We first prove the following preliminary result.
Theorem 3. Suppose that (4) holds for all [a, b] and there is an interval [α, β] such
that (6) holds. Let F be bounded on R and continuous on [α − , β + ] for some
 > 0. Then
dn∑
i=1
|F(uin)− F(vin)| = o(dn). (7)
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Proof. Denote the left side of (7) by σn, and let a = α −  and b = β + . Then
σn  σ (1)n + σ (2)n + σ (3)n ,
where
σ (1)n =
dn∑
i=1
|F(mid[a, uin, b])− F(mid[a, vin, b])|
=
dn∑
i=1
|F[a,b](uin)− F[a,b](vin)|,
σ (2)n =
dn∑
i=1
|F(mid[a, uin, b])− F(uin)|,
and
σ (3)n =
dn∑
i=1
|F(mid[a, vin, b])− F(vin)|.
Since F[a,b] ∈F0, Theorem 1(a) implies that σ (1)n = o(dn). If M = supx∈R |F(x)|,
then σ (2)n  2Mγn = o(dn). Therefore we need only show that σ (3)n = o(dn). Let
Ln =
{
i | vin /∈ [a, b], uin /∈ [α, β]
}
and
Mn =
{
i | vin /∈ [a, b], uin ∈ [α, β]
}
.
Then
σ (3)n = τ (1)n + τ (2)n ,
where
τ (1)n =
∑
i∈Ln
|F(mid[a, vin, b])− F(vin)|  2Mγn = o(dn)
and
τ (2)n =
∑
i∈Mn
|F(mid[a, vin, b])− F(vin)|  2McardMn.
Since
|mid[a, uin, b] − mid[a, vin, b]|  , i ∈Mn,
(4) implies that cardMn = o(dn); hence, τ (2)n = o(dn). 
The following theorem is an obvious corollary of Theorem 3.
Theorem 4. If U and V satisfy the assumptions of Theorem 3, then U and V are
absolutely equally distributed with respect to F2.
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Put another way, if U and V are absolutely equally distributed with respect toF0
and U is essentially bounded in the sense defined above, then U and V are absolutely
equally distributed with respect to F2.
6. An interlacement condition
If
uin = i and vin = i + 1/2, 1  i  dn,
then (4) holds for every [a, b], but (5) does not; in fact,
dn∑
i=1
|uin − vin| = dn/2.
In this case, U and V are absolutely equally distributed with respect to F0 not be-
cause the individual differences uin − vin become small as n →∞ (they do not), but
because {uin}dni=1 and {vin}dni=1 are interlaced for all n. The following lemma enables
us to deal with this phenomenon.
Lemma 1. Suppose that
u1  u2  · · ·  ud, v1  v2  · · ·  vd,
and p and q are nonnegative integers such that p + q < d and
ui−q  vi  ui+p, q + 1  i  d − p. (8)
Then
d∑
i=1
|mid[a, ui, b] − mid[a, vi, b]|  2(p + q)(b − a) (9)
for every [a, b].
Proof. Let [a, b] be given. For convenience, we write
si = mid[a, ui, b], ti = mid[a, vi, b]. (10)
Then the left side of (9) is
d∑
i=1
|si − ti | = T1 + T2 + T3, (11)
where
T1 =
q∑
i=1
|si − ti |  q(b − a), T3 =
d∑
i=d−p+1
|si − ti |  p(b − a), (12)
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and
T2 =
d−p∑
i=q+1
|si − ti |.
Since mid[a, x, b]  mid[a, y, b] if x  y, (8) and (10) imply that
si−q  ti  si+p, q + 1  i  d − p. (13)
Since
si−q  si  si+p, q + 1  i  d − p,
(13) implies that
|si − ti |  si+p − si−q, q + 1  i  d − p.
Hence,
T2 
d−p∑
i=q+1
(si+p − si−q)  (p + q)(b − a).
This, (11) and (12) imply (9). 
Theorem 1 and Lemma 1 imply the following theorem, which is motivated by a re-
sult of Tyrtyshnikov [22, Theorem 3.1] concerning the singular value and eigenvalue
equal distribution problems.
Theorem 5
(a) Let {pn}∞n=n0 and {qn}∞n=n0 be sequences of nonnegative integers such that pn +
qn < dn and
ui−qn,n  vin  ui+pn,n, qn + 1  i  dn − pn, n  n0.
If pn + qn = o(dn), then U and V are absolutely equally distributed with respect
to F0.
(b) Let {rn}∞n=n0 be a sequence of positive integers such that rn < dn, n  n0, and
rn = o(dn). Suppose that the assumptions of (a) hold with pn + qn  rn for all
(U,V) in P. Then P is uniformly absolutely equally distributed with respect
to F0.
7. Applications of Theorem 5
If A, B ∈ Ch×k , we define the essential rank of A− B to be
R(A,B) = min {rank(A− PBQ) |P,Q unitary}.
Theorem 6. Suppose that 0 < rn < dn/2, n  n0, and rn = o(dn). Let P be the
set of pairs (U,V) where {uin}dni=1 and {vin}dni=1 are the singular values of An and
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Bn ∈ Chn×kn, with dn = min(hn, kn) and 0  R(An, Bn)  rn, n  n0. Then P is
uniformly absolutely equally distributed with respect to F0.
Proof. If
rank(An − PnBnQn)  rn,
then
rank(A∗nAn −Q∗nB∗nBnQn)  2rn.
Therefore, by a standard theorem (see, e.g., [26, pp. 94–97]), first applied by Tyr-
tyshnikov [22] to the singular value and eigenvalue equal distribution problems,
ui−qn,n  vin  ui+pn,n, qn + 1  i  dn − pn, n  n0,
with pn + qn  2rn < dn. Now Theorem 5 implies the conclusion.
Corollary 1. Let 0 < rn < dn/2, n  n0, and rn = o(dn). LetH be the set of func-
tions
H : Z × Z → C (Z = {all integers}).
Let P be the set of pairs (U,V) such that {uin}dni=1 and {vin}dni=1 are the singular
values of An and Bn, where
(An)ij = H(i, j),
(Bn)ij = H(i + µn, j + νn), 1  i  hn, 1  j  kn,
(dn = min(hn, kn)), with H ∈H and |µn| + |νn|  rn. Then P is uniformly abso-
lutely equally distributed with respect to F0.
Proof. There are permutation matrices Pn and Qn such that
(An − PnBnQn)ij = 0, i > |µn|, j > |νn|.
Hence,
R(An, Bn)  |µn| + |νn|  rn. 
Corollary 2. Let p and q be nonzero integers, and let τ1 and τ2 be integers such that
τ2 − τ1 is a multiple of gcd(p, q). LetG be the set of complex sequences {G(i)}∞i=−∞,
and let P be the set of pairs (U,V) such that {uin}dni=1 and {vin}dni=1 are the singular
values of An and Bn, where
(An)ij = G(pi + qj + τ1),
(Bn)ij = G(pi + qj + τ2), 1  i  hn, 1  j  kn,
(dn = min(hn, kn)), and G ∈ G. ThenP is uniformly absolutely equally distributed
with respect to F0.
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Proof. Since τ2 − τ1 is a multiple of gcd(p, q), there are integers µ and ν such that
τ2 − τ1 = pµ+ qν; thus,
(An)ij = G(pi + qj + τ1),
(Bn)ij = G(p(i + µ)+ q(j + ν)+ τ1).
Now apply Corollary 1 with
H(i, j) = G(pi + qj + τ1), µn = µ, νn = ν. 
With p = 1, q = 1, and τ1, τ2 arbitrary, Corollary 2 is about Hankel matrices.
With p = 1, q = −1, and τ1, τ2 arbitrary, it is about Toeplitz matrices.
If A and B are hermitian we define the essential hermitian rank of A− B to be
RH(A,B) = min
{
rank(A− PBP ∗) |P unitary}.
There is an obvious analog of Theorem 6 concerning eigenvalues, with the condition
rn < dn/2 replaced by rn < dn.
8. Equivalence of equal and absolute equal distribution with respect to F0
We justified the definition of absolute equal distribution on the grounds that it is
what actually occurs in the singular value and eigenvalue equal distribution prob-
lems. The following theorem gives a more fundamental reason for focusing on abso-
lute equal distribution.
Theorem 7. If U and V are equally distributed with respect to F0, then U and V
are absolutely equally distributed with respect to F0.
We present the main part of the proof of Theorem 7 in the following lemma. Serra
Capizzano [12] has defined U and V to be equally localized if, for every [a, b] with
−∞ < a < b <∞,
card
{
i | uin ∈ [a, b]
}− card{i | vin ∈ [a, b]} = o(dn).
He has shown (among many other things) that if U and V are equally localized, then
U and V are equally distributed with respect to F as defined in (1). The following
lemma is somewhat related to this result.
Lemma 2. Let
νn(x;U) = card
{
i | uin < x
}
and νn(x;V) = card
{
i | vin < x
}
,
and suppose that the set
G(U,V) = {x | νn(x;U)− νn(x;V) = o(dn)}
is everywhere dense. Then U and V are absolutely equally distributed with respect
to F0.
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Proof. Given [a, b], we write
sin = mid[a, uin, b] and tin = mid[a, vin, b]. (14)
Then
a  s1n  s2n  · · ·  sdn,n, a  t1n  t2n  · · ·  tdn,n  b, n  n0.
(15)
We will show that
dn∑
i=1
|sin − tin| = o(dn). (16)
Then Theorem 1(a) implies the conclusion.
If  > 0, choose a0, a1, . . . , am so that
a = a0 < a1 < · · · < am = b,
aj − aj−1 < √, 1  j  m, (17)
and
a1, a2, . . . , am−1 ∈ G(U,V). (18)
Let
Ij = [aj−1, aj ), 1  j  m− 1, Im = [am−1, am].
Define
Ujn =


νn(a1;U), j = 1,
νn(aj ;U)− νn(aj−1;U), 2  j  m− 1,
dn − νn(am−1;U), j = m,
and
Vjn =


νn(a1;V), j = 1,
νn(aj ;V)− νn(aj−1;V), 2  j  m− 1,
dn − νn(am−1;V), j = m.
Then
Ujn = card
{
i | sin ∈ Ij
}
, Vjn = card
{
i | tin ∈ Ij
}
,
and
Ujn − Vjn = o(dn), 1  j  m,
from (18). Since
min(Ujn, Vjn) = Ujn + Vjn − |Ujn − Vjn|2
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and
m∑
j=1
Ujn =
m∑
j=1
Vjn = dn,
it follows that
m∑
j=1
min(Ujn, Vjn) = dn − rn,
where
rn = 12
m∑
j=1
|Ujn − Vjn| = o(dn).
From this and (17), there is a permutation τn of {1, . . . , dn} such that (sin − tτn(i),n)2 <
 for dn − rn values of i; hence
dn∑
i=1
(sin − tτn(i),n)2 < dn + rn(b − a)2.
Since
dn∑
i=1
(sin − tin)2 
dn∑
i=1
(sin − tτn(i),n)2
because of (15) [26, p. 108], it follows that
dn∑
i=1
(sin − tin)2 < dn + rn(b − a)2.
Hence,
lim sup
n→∞
1
dn
dn∑
i=1
(sin − tin)2  ,
so
dn∑
i=1
(sin − tin)2 = o(dn).
Now Schwarz’s inequality implies (16). 
We can now complete the proof of Theorem 7.
For a given [a, b], define
ρn(x;U) =


0, x = a,
νn(x;U)/dn, a < x < b,
1, x = b.
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Define ρn(x;V) similarly. Recalling (3) and (14), we note that if F ∈ C[a, b], then
1
dn
dn∑
i=1
F[a,b](uin) = 1
dn
dn∑
i=1
F(sin) =
∫ b
a
F (x) dρn(x;U) (19)
and
1
dn
dn∑
i=1
F[a,b](vin) = 1
dn
dn∑
i=1
F(tin) =
∫ b
a
F (x) dρn(x;V).
Suppose that U and V are not absolutely equally distributed. By Theorem 1(a)
and Helly’s first theorem [9, p. 222], for some [a, b] and 0 > 0 there is a sequence
{nk}∞k=1 such that
1
dnk
dnk∑
i=1
|sink − tink |  0, k  1, (20)
while
γ (x;U) := lim
k→∞ ρnk (x;U) and γ (x;V) := limk→∞ ρnk (x;V)
both exist on [a, b]. Therefore, by (19) and Helly’s second theorem [9, p. 233],
lim
k→∞
1
dnk
dnk∑
i=1
F(sink ) =
∫ b
a
F (x) dγ (x;U), F ∈ C[a, b], (21)
and
lim
k→∞
1
dnk
dnk∑
i=1
F(tink ) =
∫ b
a
F (x) dγ (x;V), F ∈ C[a, b]. (22)
If U and V are equally distributed, then (21) and (22) imply that∫ b
a
F (x) dγ (x;U) =
∫ b
a
F (x) dγ (x;V), F ∈ C[a, b],
which implies that γ (x;U) = γ (x;V) almost everywhere in [a, b] [25, p. 111]. Ap-
plying Lemma 2 with {dn}∞n=n0 , U, and V replaced by {dnk }∞k=1,
S = {{sink}dnki=1}∞k=1, and T = {{tink}dnki=1}∞k=1,
we conclude that
dnk∑
i=1
|sink − tink | = o(dnk ), k →∞,
which contradicts (20). Hence, if U and V are equally distributed, then U and V are
absolutely equally distributed. 
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The following corollary of Theorem 7 provides additional insight into the Szegö
[8, p. 63] and Avram–Parter [1,10] distribution theorems in the case where the sym-
bol is Riemann integrable.
Corollary 3. Let g be Riemann integrable on [c, d], a = inf{g(y) | c  y  d}, and
b = sup{g(y) | c  y  d}. Let
a  u1n  u2n  · · ·  udn,n  b, n  n0,
and suppose that
lim
n→∞
1
dn
dn∑
i=1
F(uin) = 1
d − c
d∫
c
F (g(y)) dy, F ∈ C[a, b].
For n  n0, let
c + (i − 1)(d − c)/dn  yin  c + i(d − c)/dn, 1  i  dn,
and let {v1n, v2n, . . . , vdn,n} be a permutation of {g(y1n), g(y2n), . . . , g(ydn,n)} such
that v1n  v2n  · · ·  vdn,n. Then
dn∑
i=1
|F(uin)− F(vin)| = o(dn), F ∈ C[a, b].
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