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We develop circuit implementations for digital-level quantum Hamiltonian dynamics simulation
algorithms suitable for implementation on a reconfigurable quantum computer, such as the trapped
ions. Our focus is on the co-design of a problem, its solution, and quantum hardware capable of
executing the solution at the minimal cost expressed in terms of the quantum computing resources
used, while demonstrating the solution of an instance of a scientifically interesting problem that is
intractable classically. The choice for Hamiltonian dynamics simulation is due to the combination
of its usefulness in the study of equilibrium in closed quantum mechanical systems, a low cost in the
implementation by quantum algorithms, and the difficulty of classical simulation. By targeting a
specific type of quantum computer and tailoring the problem instance and solution to suit physical
constraints imposed by the hardware, we are able to reduce the resource counts by a factor of 10
in a physical-level implementation and a factor of 30 to 60 in a fault-tolerant implementation over
state of the art.
I. INTRODUCTION
Quantum supremacy is a computational experiment designed to demonstrate a computational capability of a quan-
tum machine that cannot be matched by a classical computer. It is highly relevant to this paper, since we too focus
on a quantum computation of the size that cannot be performed via classical means. Quantum supremacy is an
important milestone in the development of quantum computers. Multiple IT giants are targeting quantum supremacy
[1], and it is perhaps reasonable to anticipate that a successful demonstration may be obtained within at most a few
years.
Once quantum supremacy is demonstrated, a next step is to go beyond what the supremacy would have achieved.
The supremacy experiment proposed in [2], in particular, reduces to the execution of a random quantum circuit on
a quantum computer that is too large for a classical computer to cope with simulating. In this work, rather than
focusing on an artificial problem designed purely for demonstrating quantum supremacy [2], we focus on the selection
of a known computational problem and a specific input instance, and developing a quantum circuit computing the
answer for the selected problem/instance pair such that this quantum circuit relies on the least quantum resources
and can be suitable for the execution on near-term quantum computers, while, to the best of our knowledge, the
problem/instance pair requires a classically intractable computation. Such a computation constitutes a qualitative
step forward, where a quantum computer can now be thought of as being a tool in the solution of a problem rather
than the focus of the study. A more advanced demonstration past the one we are reporting in this work could target
the solution of a problem with a commercial value.
In the following, we introduce the problem and the specific instance of this problem that we are proposing as
satisfying the conditions outlined in the previous paragraph. We next describe our solution, including numerous
techniques used to improve quantum computing resources used. Finally, we discuss the quality of our solution,
expressed in terms of quantum circuit gate count and depth, and viewed through the lens of comparisons to prior and
similar-spirited work. We stress that we develop complete and fully specified quantum circuits as a part of this study.
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2II. PROBLEM
We consider the problem of simulating Hamiltonian dynamics for time t, accurate to within the error ε, where the
target Hamiltonian H is defined as follows:
H :=
∑
(i,j)∈E(G)
(~σix~σ
j
x + ~σ
i
y~σ
j
y + ~σ
i
z~σ
j
z) +
n∑
i=1
di~σ
i
z, (1)
where ~σix, ~σ
i
y, and ~σ
i
z denote Pauli x, y, and z matrices acting on the qubit i, di ∈ [−1, 1] are chosen uniformly at
random, G is a graph describing the two-qubit interactions, E(G) is the set of its edges, and n is the number of qubits.
Such Hamiltonian is known as the Heisenberg Hamiltonian over a graph G with a random disorder in the z direction.
It has been studied in [3–5] in the context of many-body localization.
We chose n to be in the range 50 to 100. This is because the largest quantum circuit (vector state as opposed to
full unitary) simulations demonstrated to date were achieved with dozens of qubits over a circuit depth of about 40
[6, 7]. This means that with anywhere more than 50 qubits and depth in excess of, say, 200, the problem of quantum
circuit simulation may likely become intractable for a classical computer with the simulation techniques such as [6, 7].
Note that our circuits, despite numerous optimizations applied, remain substantively deeper than those considered
in [6, 7] motivating our choice to consider reducing the number of qubits from as many as 144 for a shallow circuit
with depth 27 [6] down to 50 at the cost of significantly extending the anticipated length of the computation. We
also note that the underlying qubit-to-qubit connectivity pattern in our circuits does not appear to allow breaking
the qubit interaction graph into two components by cutting a small number of edges, which lies at the core of efficient
simulations such as [6, 7]. The smallest number of qubits we chose to consider, 50, exceeds the number 42 used in
the best high-depth state-vector type simulation [8]. Finally, we highlight that the largest numerical simulation of
the kind of Hamiltonian we consider is restricted to just 22 qubits [3], whereas our work focuses on the Hamiltonians
over at least 50 qubits.
We chose the evolution time t = 2d, where d is the diameter of graph G, similarly to [9]. The motivation behind
such choice is as follows: it takes time at most d [10] for quantum information to propagate from any node in the
underlying graph G to any other node, as such, one may expect to enter a highly entangled simulation regime by the
simulation time of d. This means that our simulation spends at least half the time evolving in the regime that we
believe is difficult to simulate classically. Note that due to the use of the product formula approach [11, 12] in our
simulations, circuits for other selection of time t can be developed as effortlessly as changing the number of times a
certain block operation is applied.
A previous study [9] showed that the product formula algorithm(s) [11, 12] for Hamiltonian simulation with a
heuristic bound yields best practical results. We note that choosing a small diameter graph G, such as what we do
next, is natural, given the discussion in the previous paragraph. However, small diameter graphs require large number
of edges, and the number of edges in the graph G is directly proportional to the circuit complexity of the single stage
of product formula. Thus, the balance between graph diameter and the number of edges has to be chosen carefully so
as to minimize quantum computational resources while maximizing the expected classical difficulty of the simulation.
We chose graph G to be a minimal distance k-regular graph over n nodes. We select k such that the effort required
to develop the individual two-qubit gates for all nk2 interactions prescribed by the graph in a technology such as
the trapped ions is not large [13], while keeping the graph distance small (resulting in a short enough time t for
the evolution before Hamiltonian dynamics simulation enters a regime that is believed to be classically difficult) and
the number of qubits as large as possible (while keeping it to between 50 and 100). In practice, we selected the
following values of k: 3, 4, 5, 6, and 7. The specific regular graphs G considered in our work can be described by
the respective degree-diameter-nodes triple (k−d−n), as follows: (3−5−70) Alegre-Fiol-Yebra graph [14], (4−4−98)
graph by Exoo [15], (5−3−72) graph by Exoo [15], and (7−2−50) Hoffman-Singleton graph [16]. The largest known
6-regular distance-2 graph has 32 nodes (less than 50 targeted in our work), and the largest known 6-regular distance-3
graph has 110 nodes (more than 100 targeted in this work) [17]. Therefore, we did not consider 6-regular graphs.
Note that our goal was to select a graph with a large number of nodes, small degree, and small distance. A plenty of
such graphs can be developed so long as one chooses degree and distance parameters above the minimums known for
a given n, selects n smaller than the known maximum for the fixed degree and diameter, and expands the attention
to graphs other than the regular kind. Our selection of graphs is very restrictive so as to narrow down the set of
specific graphs explicitly considered in our work to a few. We believe the performance of the Hamiltonian simulation
over similar graphs to those considered can be similar.
We chose the approximation error ε = 0.001, measured as the spectral norm distance between the target ideal
evolution and the evolution obtained by running our quantum simulation circuits, as in [9]. This choice of the error
value is largely arbitrary, but some choice is necessary to explicitly construct the circuits.
3Heisenberg(a) ≡
• rz(2a− pi/2) rz(pi/2)
rz(−pi/2) • ry(pi/2− 2a) ry(2a− pi/2) •
FIG. 1. cnot count optimal implementation of the Heisenberg interaction up to a global phase of e−ipi/4. This is a special case
of the circuit shown in Fig. 6 of [20]. Note that this circuit requires 3 cnot gates.
Heisenberg(a) ≡
• h • h •
z4a
FIG. 2. Implementation of the Heisenberg interaction, optimal in the number of real-valued degrees of freedom, up to a global
phase of e−ia. Implementation of the controlled-za can be substituted from Figure 3.
III. SOLUTION
Suzuki-Trotter formula based algorithms with empirical bound showed themselves as a potent candidate among
quantum algorithms that simulate Hamiltonian dynamics [9, 11, 12]. We therefore chose to focus exclusively on this
type of algorithms. Specifically, for a Hamiltonian of the form H =
∑
j αjHj , we approximate the evolution operator
according to
exp
(
−it
L∑
j=1
αjHj
)
≈ [S2k(λ)]r, (2)
where λ := −it/r and
S2(λ) :=
L∏
j=1
exp(αjHjλ/2)
1∏
j=L
exp(αjHjλ/2),
S2k(λ) := [S2k−2(pkλ)]2S2k−2((1− 4pk)λ)[S2k−2(pkλ)]2, (3)
with pk := 1/(4− 41/(2k−1)) for k > 1 [11].
We selected 4th (k=2) and 6th (k=3) order formula versions since in our case they achieved the best results. For
a given order formula, the algorithm applies the operation S4/S6 r times, where S4/S6 contains 10/50 repetitions of
the product of exponentials of the individual terms of the Hamiltonian H, and r is the number of repetitions of S4/S6
for a given selection of the evolution time t, desired accuracy ε, underlying graph G, and the selection of random
disorders di (1). We note that for a fixed ε, graph G, and a given selection of random disorders, r is proportional to
a growing function of t. Explicit bounds on the value r are O(t1+1/4) for the 4th order formula and O(t1+1/6) for the
6th order formula [12].
Since the selection of t in our implementation is t = 2d, it is important to minimize the diameter of the underlying
graph G, which explains our focus on the low-diameter graphs. The cost of S4/S6 can be described as 10X/50X, where
X is the gate cost of the implementation of a single stage of the product of individual terms in the target Hamiltonian.
In our work, we obtained physical-level implementations of the X stage with the cost of 3nk2 CNOT gates and the two-
qubit depth 3k to 3k+3, and fault-tolerant cost of k(4n+log(n/2)·Cost(rz(θ))+Const·Cost(rz(θ)))+n·Cost(rz(θ)) =
O(nk) t gates and O(nk) CNOT gates with depth O(k(log(n) + a)), where parameter a is defined as the depth of
the approximation of an rz (see below for details). This means that all figures of merit are linearly dependent on the
degree k of the graph G, and therefore to achieve the best performance, the degree k must be minimized.
To optimize the depth of our circuits, we employed a customized version of the implementation of Vizing’s theorem
[18], which guarantees circuit depth k or k+1 for the implementation of a single stage of the product of exponentials
of the target Hamiltonian. Our modification includes additional heuristic that randomly reorders the list of edges of
the graph G in an attempt to find a depth-k layout when a depth k+1 layout is found, though in practice we found
this to be of limited use. Our modification also readily accepts a manual input in case a depth-k layout is known,
4•
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•
R
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•
• •
H T T † T T † H
FIG. 3. Ancilla-aided, measurement/feedforward-based fault-tolerant controlled-za gate.
although we chose not to employ this method for the circuits we consider in this paper, since in general the problem
of finding a depth-k layout, if at all exists, is NP-complete [19] and thus it is unlikely that the appropriate manual
input would be known for a generic graph.
We implemented the Heisenberg interaction, exp[−ia(~σix~σjx + ~σiy~σjy + ~σiz~σjz)], using two different circuits, depending
on whether we focus on saving quantum resources in a pre-fault tolerant (physical-level) or a fault-tolerant implemen-
tation. In particular, for the physical-level implementation, we used the circuit shown in Figure 1 in order to minimize
the most expensive two-qubit gates, whereas for the fault-tolerant implementation, we used the circuit shown in Fig-
ure 2 in order to minimize the most expensive t gates. By directly synthesizing the Heisenberg interaction, compared
to the standard Pauli-matrix basis approach, for instance employed in [9], we save 50% of the cost in the pre-fault
tolerant implementation (evidenced through the reduction of the cnot gate count from 6 down to 3) and almost 66%
of the cost in the fault-tolerant implementation (evidenced through the reduction from 3 rz gates down to 1 rz and
4 t gates). Because our construction directly implements the Heisenberg interaction, as opposed to an approximate
implementation with XX, YY, and ZZ interactions that arise from the standard approach, our implementation also
performs better at the algorithmic level, i.e., we do not need as large value of r as in the standard approach to keep
the overall error level down that incurs from the approximate Pauli-basis implementation.
We laid out the Heisenberg interaction terms in the circuit implementation of the product formula algorithm in
alternate orders—forward and reverse—to ensure we obtain maximal gain from the application of the circuit optimizer
[21]. We furthermore modified the original optimizer [21] to ensure it can natively handle controlled-za = cza gates
and apply the merging rule cza(x, y)czb(x, y) 7→ cza+b(x, y). Also implemented was the merging of two Heisenberg
interactions as per circuit implementation in Figure 1 as an optimization rule, and the capability of being able to
handle classically controlled quantum gates. The quality of optimization by the automated optimizer ranged from
7% to 14% in the cnot gate count reduction, and 16% to 24% in the rz count reduction, with the simulations over
lower degree graphs yielding a better quality of optimization. Indeed, circuit implementations over graphs with lower
degree have a larger proportion of gates at the edges of the circuit implementation of the Hamiltonian terms, and
these are the types of gates that often admit optimizations by techniques such as [21].
For fault-tolerant implementations, we decided to break the error budget evenly between the algorithmic errors
that arise from the product formula algorithm and the approximation errors that arise from the approximation of rz
gates in the Clifford+t basis. We distributed the approximation error budget evenly across all rz gates in the given
circuit. We employed three optimization strategies for fault-tolerant implementations: the mixing unitaries approach
detailed in [22], the application of equal-angle rz rotations through computing input weight [24], and a combination of
gridsynth [26, 27] and repeat-until-success (RUS) [25] strategies for the approximation rz gates by Clifford+t circuits.
These three strategies are detailed in the next three paragraphs.
The mixing unitaries approach [22] relies on generating a set of four approximating circuits for a given rz(θ) gate,
and then applies a randomly drawn approximation from the set of four for every occurrence of the rz(θ) gate in the
circuit, subject to a certain probability distribution. We found out through simulation experiments that in practice
the mixing unitaries approach achieves less than theoretically possible quadratic improvement in the error. To study
practical performance of the mixing strategy, we chose to investigate an amenable sample case of (5−1−6) graph
in depth. We varied the per-gate error budget by tweaking the power p of (εapprox./(Nrz ))
p, where εapprox. is the
approximation error budget and Nrz is the number of rz gates in the given circuit, since the number of t gates
for an approximation sequence scales linearly in the logarithm of the inverse of per-gate error level. An extensive
numerical investigation showed that choosing p between 0.86 and 0.89 works well for the direct synthesis method and
5the values of p between 0.65 and 0.68 represent the advantage by the mixing approach. We therefore chose to use
p = (0.65 + 0.68)/2 = 0.665 as the per-gate approximation power for the mixing unitaries method, for all cases we
considered. We believe this is a safe assumption since in the larger circuits the mixing strategy is expected to give
better results as it takes more time to properly average out the errors. Employing the mixing unitaries strategy allows
an estimated t count savings of 25% to 33%, depending on whether the power p = 0.875 or p = 1 is considered as the
starting point.
In our implementation of the two-qubit Hamiltonian interaction, we lay out the respective circuitry in parallel with
the help of Vizing’s theorem. This results in the parallel application of as many as m≤n2 rz(θ) gates with equal
rotation angles [23]. Such transformation can be accomplished directly at the cost of m·Cost(rz(θ)) t gates, but
a better approach is to induce this set of gates via the calculation of the input weight sum and the application of
rz(2
blog(m)cθ), rz(2blog(m)c−1θ), ..., rz(2θ), and rz(θ), to the binary digits (qubits) of the integer number (blog(m)c+1-
qubit ket) representing the input weight of the m qubits needing the application of rz(θ) gates, at the cost of
4m + log(m)·Cost(rz(θ)) + Const (where Const is a small constant) t gates [24]. Indeed, for the implementations
we considered Cost(rz(θ)) ≈ 50 t gates, and thus the saving in the t count is substantial. To induce the input
weight calculation at the cost of at most 4m t gates, we use at most m full and half adders. The application of each
reduces the number of bits yet to be added by at least 1, and we perform lower digit summations first while doing
so in parallel. Since both half and full adder need one relative phase Toffoli gate to be computed (costing 4 t gates
each) and only Clifford gates and one measurement to be uncomputed [24], the t count in the calculation of the input
weight and proper reset of ancillae does not exceed 4m. The overall optimization of the t count from applying parallel
rz gates through the calculation of the input weight ranges from 51% to 60%, being better for simulations of higher
degree graphs. Indeed, for higher degree graphs, the product formula algorithm expels a higher fraction of resources
on implementing Hamiltonian interactions compared to the resources spent on implementing the random disorder.
We use gridsynth [26, 27] to synthesize optimal single-qubit Clifford+t circuits implementing individual rz gates.
A better strategy relies on the RUS circuits [25] that use ancilla, measurement, and feedforward to reduce the t count
in the implementation of a single rz gate by a factor of 2.5 on average. However, a fully automated implementation
of the RUS strategy is unavailable, and the implementation we have is labor-intensive. Thus, we do not compute
RUS circuits explicitly, but rather report the respective expected gate counts. The RUS implementation can be
easily included into our software as an external and independent package. The result of the overall optimization of
the Hamiltonian dynamics simulation circuits by applying the RUS approach ranges between 44% and 50%, with
optimization quality favoring smaller order graphs. Indeed, those have smaller parts composed with half and full
adders that are not optimized by the RUS.
We note that optimizations described in the last two paragraphs reduce the t count at the cost of introducing a
number of cnot gates. We keep track of the cnot gates to make sure their cost does not overwhelm that of the t
gates.
To determine the empirical bound on the number r of iterations of the product formula for our problem that aims
to address the graphs (3−5−70), (4−4−98), (5−3−72), and (7−2−50), we considered random regular graphs with
k = 3, 4, 5, and 7, generated using random matching approach [28], where the number of vertices n ranges from k+1
to 12. For the cases when nk is odd and it is impossible to generate the corresponding random k-regular graph (the
number of edge ends can only be even), we take a degree-k random graph with n+1 vertices, and remove a randomly
selected vertex as well as all edges leading to it. We then insert edges connecting bk/2c non-overlapping pairs of the
resulting k degree-(k−1) vertices, chosen at random, provided that the introduction of the new edges does not lead
to a multi-edged graph.
Figure 4 and Figure 5 show, for pre-fault tolerant and fault-tolerant implementations, respectively, the r-scaling for
the 4th and 6th order formulas for degree k = 3, 4, 5, and 7 random regular graphs. By performing least square linear
fitting on the log-log scale we determined the following scaling of r in the pre-fault tolerant case, 4th order formula
r3=116.3n
0.169, r4=66.4n
0.331, r5=30.1n
0.602, (4)
in the pre-fault tolerant case, 6th order formula
r3=12.5n
0.564, r4=7.05n
0.759, r5=4.24n
0.883, r7=7.11n
0.476, (5)
while for the fault-tolerant case, 4th order formula
r3=126n
0.215, r4=80.5n
0.328, r5=34.6n
0.620, (6)
and for the fault-tolerant case, 6th order formula
r3=15.9n
0.493, r4=7.82n
0.751, r5=5.26n
0.826, r7=7.61n
0.490, (7)
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FIG. 4. Parameter r scaling data for pre-fault tolerant implementation as a function of the system size n for 4th (left) and 6th
(right) order formulas. The black squares, orange circles, and blue triangles denote k = 3, 4, and 5 graphs, respectively. The
error bars denote one standard deviation. The solid lines are the best fit power law curves (4) and (5) for 4th and 6th orders,
respectively.
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FIG. 5. Parameter r scaling data for fault-tolerant implementation as a function of the system size n for 4th (left) and 6th
(right) order formulas. The black squares, orange circles, and blue triangles denote k = 3, 4, and 5 graphs, respectively. The
error bars denote one standard deviation. The solid lines are the best fit power law curves (6) and (7) for 4th and 6th orders,
respectively.
where rk is the empirical bound for the degree-k graph with evolution time t = 2d = 10, 8, 6, 4 for graphs with
k = 3, 4, 5, 7, respectively. We did not include the scaling for the 4th order formula and k=7, since there were too few
points to study and there did not seem to be enough stability in the data.
Detailed results showing concrete gate counts for individual cases are available in Table II and Table III for the 4th
and 6th order formulas, respectively. Also shown are the gate counts expected for RUS approach [25], where, for each
rz approximation, we expect a factor 2.5 reduction in the t count at the cost of the addition of at most (t-count+1)
cnot gates and one ancilla.
IV. RESULTS
Table I shows gate counts in the “post-supremacy” Hamiltonian dynamics simulation circuits we are proposing. We
show resource counts targeted for both physical-level and fault-tolerant implementations. We note that the counts
were obtained while optimizing the circuit depth. We found that they may be improved by about 20% if we optimize
the gate counts themselves instead.
For the purpose of comparison to prior work reporting detailed gate counts, we focus on our best result, the
Hamiltonian simulation over the (3−5−70) graph. In quantum chemistry, the simulation of FeMoco (the primary
7TABLE I. Gate counts for our proposed experiments.
Graph Pre-Fault Tolerant Fault-Tolerant (Gridsynth) Fault-Tolerant (RUS)
n cnot rz Depth n cnot t n cnot t
4th order
(3−5−70) 70 648,885 700,367 25,333 126 4,751,775 13,398,840 131 9,573,795 6,751,395
(4−4−98) 98 1,590,750 1,696,926 41,811 179 11,041,734 23,878,140 185 19,079,280 12,615,702
(5−3−72) 72 1,924,560 2,007,822 66,525 142 13,568,294 28,047,884 148 22,865,870 15,011,834
6th order
(3−5−70) 70 1,873,350 2,021,797 72,587 126 9,802,780 26,068,380 131 18,995,860 13,210,730
(4−4−98) 98 6,011,250 6,412,126 155,259 179 37,283,365 77,435,190 185 63,102,200 41,364,575
(5−3−72) 72 4,519,800 4,715,202 154,005 142 24,882,660 49,081,320 148 40,935,060 26,578,440
(7−2−50) 50 1,124,700 1,160,419 51,795 96 6,991,712 12,887,472 101 11,154,260 7,172,048
cofactor of nitrogenase, which is an enzyme used in the nitrogen fixation) required the circuit with 1014 t gates over
111 qubits [29]. In comparison, our fault-tolerant circuits with 6.8×106 and 1.3×107 t gates (4th and 6th order
product formulas, correspondingly) are significantly shorter, while relying on a comparable number of qubits, 131,
and corresponding to solving a task of a similar classical complexity. To factor a 1,024-digit integer number, [30]
constructed a circuit with 5.7×109 t gates spanning 3,132 qubits. Our circuits are orders of magnitude shorter and
operate over a much smaller number of qubits. Recent work [31] required 108 t gates to solve a problem in the study
of solid-state electronic structure, whereas our t count is only 6.8×106. Finally, the task of a very similar complexity
(70 qubits, ε = 0.001, Hamiltonian on a cycle [9]) is solved using 4×108 t gates or 7×106 cnot gates, showing the
advantage of our approach by a factor of 60 in the t count and a factor of 10 in the cnot count. In fact, the circuits
we developed to simulate the Hamiltonian evolution are so short, that we hope they may be possible to execute on
pre-fault tolerant quantum computers: indeed, all cnot counts are within less than several million.
The two-qubit depth of our quantum circuits is very small, making them particularly suitable for implementations
over QIPs with limited T1/T2 coherence times. Our shortest circuit has the two-qubit gate depth of only 25,333
(Table I).
We believe circuit implementations reported in this paper could be particularly relevant to the near-term quantum
information processors based on the trapped ions technology. This is because the low-diameter graphs, suitable
for the kinds of experiments we considered, have connectivities that require long-range interactions between qubits.
Leveraging all-to-all connectivity of the trapped ions QIP, we expect no overhead cost in shuttling quantum information
around, a serious point to consider, as has been pointed out in [32]. Naturally-provided long coherence time of ion
qubits should also be a boon for a pre-fault tolerant implementation.
V. CONCLUSION
In this paper, we synthesized short quantum circuits that aim to solve a scientifically interesting problem. Specifi-
cally, we considered the Heisenberg Hamiltonian simulation with a random disorder on a suite of graphs with small
diameter. Compared to the previous state of the art, our work shows significant gate count savings, a short circuit
depth, while natively relying on the qubit-to-qubit connectivity suitable for the implementation over a reconfigurable
quantum computer, such as the trapped ions one. Specifically, we reported a circuit for simulating Hamiltonian
dynamics over (3−5−70) graph for the time t = 10 and accurate to within the error ε = 0.001 using at most 648,885
cnot gates in depth 25,333 in a pre-fault tolerant implementation and 6,751,395 t gates in a fault-tolerant imple-
mentation. We believe the problem instance we considered is intractable for classical computers and yet the quantum
resource estimates are very low, showing the promise for solving interesting problems by a quantum computer in a
not-too-distant future.
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8TABLE II. Gate counts for different graphs using 4th order PF.
Graph (k−d−n) Pre-fault tolerant cost Fault-tolerant cost (Gridsynth) Fault-tolerant cost (RUS)
n cnot rz n cnot t n cnot t
(3−1−4) 4 21,420 22,854 6 44,546 656,999 6 312,218 288,084
(3−d−5) 5 25,740 28,606 7 56,538 1,092,171 7 404,791 373,904
(3−d−6) 6 42,030 45,774 10 105,944 1,354,329 12 654,011 595,619
(3−d−7) 7 34,527 37,921 11 109,184 1,053,768 13 533,148 470,965
(3−d−8) 8 49,014 52,915 15 190,432 1,402,834 18 743,399 640,570
(3−d−9) 9 61,776 67,404 16 272,375 1,874,968 19 1,003,682 865,932
(3−d−10) 10 65,850 71,132 18 282,579 1,970,933 21 1,053,528 906,787
(3−d−11) 11 68,364 74,287 19 297,681 1,950,765 22 1,058,286 897,899
(3−d−12) 12 81,840 88,896 22 379,351 2,151,939 25 1,213,604 1,001,577
(4−1−5) 5 31,752 33,523 7 70,338 973,842 7 464,312 428,246
(4−d−6) 6 33,894 36,054 10 101,048 917,418 12 466,553 411,243
(4−d−7) 7 47,475 50,649 11 174,643 1,154,595 13 626,252 528,012
(4−d−8) 8 56,952 60,353 15 231,522 1,493,720 18 812,052 690,186
(4−d−9) 9 70,848 75,288 16 313,316 1,832,632 19 1,019,675 857,497
(4−d−10) 10 74,445 78,713 18 330,598 1,928,493 21 1,074,228 902,955
(4−d−11) 11 88,101 93,387 19 399,603 2,128,496 22 1,217,455 1,000,280
(4−d−12) 12 89,964 95,692 22 434,945 2,220,409 25 1,282,712 1,052,963
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