Nowadays, faults and failures are increasing especially in complex systems such as Network-on-Chip (NoC) based Systems-on-a-Chip (SoC) due to the increasing susceptibility and decreasing feature sizes. On the other hand, fault-tolerant routing algorithms have an evident effect on tolerating permanent faults and improving the reliability of a NoC based system. This paper presents reliability and performance evaluation of two main kinds of fault-aware routing algorithms, deterministic and adaptive, used in NoC architectures. The investigated methods have a multi-level structure for faulttolerance and therefore, each level can be separately evaluated. To demonstrate the effectiveness of these methods, we propose an analytical approach for reliability assessment based on combinatorial reliability models to show the effect of fault-aware routing algorithms on overall NoC reliability. However, for performance evaluation, we conduct extensive simulations on different applications.
INTRODUCTION 1
The advent of complex systems such as Network-onChip (NoC) based on Multi-Processor Systems-on-aChip (MPSoC); with an increase in vulnerability of integrated circuits to environmental are essentional for manufacturing and operational phases design, analysis and evaluation of fault-tolerant complex systems.
An approach to achieve reliable NoCs is incorporated network level fault-tolerance by designing fault-tolerant routing algorithms. For this purpose, many fault-tolerant routing algorithms have been designed for NoCs. However, in this paper the basic methods, are mainly considerd the methods introduced in literature [1, 2] ; which are designed for two-dimensional (2D) mesh NoCs. The introduced method in the article [1] is a deterministic routing but the method proposed in another article [2] is an adaptive routing algorithm. However, both are distributed, reconfigurable and faultaware through the use of a small configuration register in each router to store the local fault information. In these methods, a modified built-in-self-test (BIST) mechanism such as the ones used in other works [3, 4] * Corresponding Author Email: m.valinataj@nit.ac.ir (M. Valinataj) detects the faulty links, and then, stores the fault information in the appropriate configuration registers.
It is worth mentioning that the reliability assessment is a key method for dependability evaluation which can be used to make decisions in the design of reliable systems [5] . The reliability assessment can be done in two ways, analytically or by simulation. Reliability evaluations in the literature [1, 2] are performed by simulation. Thus, in this paper we use the analytical reliability evaluation for those methods. Sajjadi-Kia and Ababei [6] proposed a new circuit level reliability evaluation methodology and applied it to a NoC router to identify the more vulnerable sub-blocks. Shafik and and Al-Hashimi [7] introduced an application-specific simulation-based reliability analysis for NoC architectures. However, a simulation framework for system reliability evaluation is discussed in the literature [8] to be used for NoC-based MPSoC designs. Bhardwaj et al. [9] proposed an analytical reliability assessment for the large computer or communication networks using neuro optimization. However, there is not much work on analytical reliability evaluation for NoCs despite simulation-based reliability evaluation and performance evaluation. The main works are presented in the literature [5, 10, 11] . In the work of Valinataj et al. [5] analytical reliability assessment of mesh and torus-based NoCs are performed with respect to different routing algorithms, traffic models and network sizes. Lehtonen et al. [10] presented a faulttolerant analysis of different mesh NoC architectures including the topology, the router structure and the number of network interfaces. A different analytical model is presented by Refan et al. [11] that estimates the effect of its proposed fault-tolerant NoC architecture on the reliability. However, this analytical model is application-specific. But in this paper, we propose an application-independent approach.
The rest of the paper is organized as follows. In Section 2 a background is described to introduce the fault-tolerant routing algorithms proposed in the literature [1, 2] . In Section 3 the proposed analytical reliability evaluation approach is explained and then, it is applied to the mentioned methods. Section 4 describes simulation-based performance evaluation, and finally, conclusions are drawn in Section 5.
BACKGROUND

1. Preliminaries
The methods introduced in the literature [1, 2] have common basic concepts. In addition, both have a multi-level or hierarchical structure, which means they are capable to tolerate more faulty components in higher levels. The work presented by Valinataj et al. [1] includes the FT_XY (FaultTolerant XY) and the FT_XY3 routing algorithms, and another work [2] includes the Basic-RAFT (Reconfigurable, Adaptive and Fault-Tolerant) and the Main-RAFT (including RAFT1 and RAFT2) routing algorithms (A modified version of the work of Valinataj et al. [1] is proposed in the other work [12] ). The FT_XY and the Basic-RAFT routing algorithms tolerate all one-faulty-link situations and single faulty links with the main difference that the first is deterministic but the second is adaptive. In the other words, FT_XY is the Fault-Tolerant version of XY routing algorithm but the Basic-RAFT is the Fault-Tolerant version of DyXY routing method introduced in the literature [13] . There are other differences between these two types of methods. To avoid deadlock condition, the method proposed by Valinataj et al. [1] uses turn model but the method introduced in another work [2] uses virtual channels (VC). Furthermore, the method in the work [2] utilizes congestion information in addition to fault information to route the packets. The next levels of both methods tolerate multiple faulty links, but RAFT2 also tolerates faulty routers. These methods have common characteristics, too. Both are scalable because they are distributed routing algorithms and do not use routing tables. It is an advantageous property since routing table based algorithms are not properly scaled with the increasing NoC size in terms of latency, area and power dissipation, thus being impractical for NoCs [14, 15] . In the following, we describe the common concepts used in both methods. Before that, it should be noted that we assume the links are bidirectional and when any type of permanent faults occurs in any direction of a link, the entire link will be considered as faulty. Figure 1 are for the nonborder links but other contours are for the links located on one of mesh borders. In Figure 1 , "×" represents a broken or faulty link. We can achieve a faulty-link tolerant routing algorithm if we route the packets through a cycle-free contour surrounding a faulty link. In turn-based method ( [1] ) the cycles of contours C1 and C2 are broken by prohibiting two turns in NE router for C1 and two turns in EN router for C2. But the method introduced by Valinataj et al. [2] uses an additional virtual channel to become deadlock free.
Path Selection Procedure by Recon iguration
To achieve fault-tolerance, the method introduced by Valinataj et al. [1] uses the reconfiguration by defining new unique and deterministic paths instead of the broken paths for all routers on a cycle-free contour around a faulty link. Other routers use the paths based on the XY routing algorithm. The old paths (P1 to P12) and new paths (NP1 to NP12) are shown in Figure 1a . The method introduced in the literature [2] operates in such a way that if there are two possible directions to move towards a destination, it selects the direction with smaller traffic load. In addition, similar to the work proposed by Valinataj et al. [1] it defines a new routing algorithm for all routers inside a contour surrounding a faulty link. This process does not comprise any message passing between adjacent routers. Other routers use the paths selected by the adaptive routing algorithm (DyXY) when no faulty link exists in the network. In Figure 1b , P1 to P10 are the old broken paths and NP1 to NP10, NP1' and NP6' are the new paths accordingly.
The first level of routing in both methods (FT_XY and Basic-RAFT) use a 4-bit configuration register in each router to store its position as the fault awareness because a given router can be in 13 different positions
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(including the position of a router which is not a neighbour of a faulty link) regarding a faulty link.
3. Other Levels of Routing to Tolerate More Faults
The next levels of routing algorithms in the pre-described works [1, 2] are the extensions of the first levels and tolerate more faulty links and routers. When the contours of two faulty links overlap, the first levels of these methods would not probably be able to handle the new situations and some of the packets may go to a wrong direction. The second level of the first method in the work [1] (FT_XY3) completely or partially tolerates most two-faulty-link situations. The second level of the second method [2] (RAFT1), tolerates all two-faultylink situations because it is a more complicated method and uses two virtual channels, too. The third level of the second method [2] (RAFT2) tolerates single faulty routers and most faulty regions, too. Each faulty router is modelled by assuming that its four surrounding links are faulty. Figure 2 shows the paths that the last levels of the pre-described methods [1, 2] may select for different source-destination pairs in the same faulty network. The path selected by both methods is the same for S3 and D3 nodes. But Main-RAFT selects a shorter path for S2 and D2 nodes. Furthermore, FT_XY3 selects only one path between S1 and D1, but Main-RAFT selects among four different paths between these nodes based on congestion factors. 
RELIABILITY ANALYSIS
In this section, we analyze the reliability enhancements for NoCs that use one of the routing algorithms on the basis of the proposed methods in the previous works [1, 2] . First, we evaluate different levels of the first method (FT_XY and FT_XY3) and then, different levels of the second method (Basic-RAFT and Main-RAFT).
The reliability evaluation method that we present here can be used for all applications. We can compute the NoC reliability in two ways; first, by multiplying the reliabilities of all paths between source-destination pairs as stated in Equation (1) (first model). It should be noted that if any path reliability (PR) in the result rises to a power greater than one, this power should be replaced by one. In Equation (1) m and n depict sourcedestination nodes pair.
Second, the NoC reliability can be computed by Equation ( 2) (second model). In this equation, all NoC components directly affect the overall reliability and thus, R x , R Li and R Sj stand for R x (t), the reliability of ith link and the reliability of jth router (or switch), respectively. Equation (2) routers. In addition, we assumed that the network interfaces are a portion of the cores and their reliabilities affect the cores reliability. We mainly use Equation (2) to evaluate the method introduced in the literature [2] . To compute PR m->n for a non-fault-tolerant deterministic routing algorithm, Equation (3) can be used in which PL is the path length or the number of links on the path and (PL+1) is the number of routers on the path:
The path reliability for each source-destination pair will have one term according to Equation (3) if the routing algorithm is XY. But, for a fault-tolerant method the path reliability will have more terms. To get more perception, we compute the path reliability for the source-destination pair shown in Figure 3 . This way, the path reliability using XY based on Equation (3) is computed by the following equation:
For simplicity, we consider only link reliabilities and therefore assume that router reliabilities equal one. Thus, the path reliability based on FT_XY can be obtained by Equation (5) 
For the last level of the method in the work [1] , FT_XY3, we can use Equation (7) because it tolerates many two-faulty-link situations in addition to single faulty links: 
Finally, we reach Equation (8) after simplifying Equation (7): It is worth mentioning that Equation (8) shows the reliability of FT_XY3 for maximum two faulty links. However, this method has fault-tolerance against some combinations of more faulty links that can be added to Equation (8) . For a numeric example, suppose that the reliability of each link equals 0.90, 0.95 and 0.99 in three specific times. Then, the path reliabilities for the path shown in Figure 3 will be according to Table 1 based on the Equations (4), (6) and (8) for deterministic routing algorithms. We use Equation (2) to evaluate the different levels of the second method. In the following equations, we assume that the incorporated adaptive routing algorithms use all NoC links and routers to route the packets based on the traffic pattern used in the application. The DyXY routing algorithm is an adaptive method. However, if a faulty link or router exists in the network, it cannot route all the packets to their destinations in all situations. Thus, the reliability of the mesh-based N× N NoC that uses this algorithm can be computed by Equation (9) which is based on Equation (2), and with the assumption that all links have the same reliability R L and all routers have the same reliability R S . 
For fault-tolerant routing algorithms, we can compute the minimum amount of the reliability. Since the Basic-RAFT routing algorithm tolerates one-faultylink situations and each link can be faulty, the lower bound of the NoC reliability is computed by the right side of the following inequality:
[ ] 
The above inequality shows the minimum amount of the NoC reliability since the Basic-RAFT routing algorithm tolerates all single faulty links (the faulty links that their contours do not overlap) not only one faulty link in a network. The Main-RAFT routing algorithm tolerates at least two concurrent faulty links with overlapping contours in addition to the Basic-RAFT fault-tolerance capability. Thus, the following inequality can be used to estimate the lower bound of the NoC reliability: (12) In the above inequality, the factor of the second term shows the number of situations that two links can be selected among all links according to conditional probability. For a numeric example, suppose that the reliabilities of all links and routers in Figure 3 are equal to 0.99 in a specific time. Then, the NoC reliability using DyXY will be 0.81 and the minimum NoC reliabilities using the Basic-RAFT and Main-RAFT routing algorithms will be 0.908 and 0.913, respectively based on the inequalities (10) and (11) . The reliability analysis for router failures can be performed similar to link failures.
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Equation (9) can be simply extended to M× N NoCs since in this equation the power of R L is the number of links and the power of R S is the number of routers in a network. Here, we report the estimated reliability of 3× 4 NoCs in which different adaptive routing algorithms are utilized. This analytical estimation can be used for real applications such as Video Object Plain Decoder (VOPD) and Multi-Window Displayer (MWD) [16] mapped on 3 × 4 mesh NoCs which will be discussed in the next section. A 3×4 mesh NoC includes 17 links and 12 routers. For simplicity, we assume that router reliabilities are equal to one and the reliabilities of all links are equal to R L . The NoC reliabilities for different amounts of R L in specific times using different routing algorithms are depicted in Table 2 . As shown in this table, the minimum effect of fault-tolerant routing algorithms on the overall reliability is evident. We can use Equation (1) for adaptive routing algorithms, too. However, there are one or more paths between any source-destination pairs even if the routing algorithm is not fault-tolerant. Thus, Equation (12) should be used for this type of routing algorithms instead of Equation (3) (12) In Equation (12), M is the number of different selectable paths between the nodes m and n, and p k is the probability of traversing kth path. In addition, R Li,k and R Sj,k are the reliabilities of ith link and jth router in the kth path, respectively. The number of selectable paths can be more than the number of shortest paths if an adaptive fault-tolerant routing algorithm is used. The number of shortest paths between two nodes is obtained by Equation ( Based on Equation (13), there are six shortest paths between the source and destination nodes depicted in Figure 3 (S1 and S9) . Thus, to compute the path reliability we can use Equation (14) based on Equation (12) for the DyXY routing algorithm: 45 6 ,,, 1 11
It is worth mentioning that only one link or router failure causes some packets do not reach the destination if the routing algorithm is not fault-tolerant, like DyXY. However, the path reliability for adaptive algorithms is more than that of non-fault-tolerant deterministic methods, like XY. For a link failure, the Basic-RAFT routing algorithm as an adaptive fault-tolerant method, may select another shortest path or a new non-shortest path. In this case, we can compute the lower bound of the path reliability. For example, in Figure 3 suppose that three selectable paths from the east direction of S1 towards S9 have p 1 to p 3 probabilities, and three selectable paths from the north direction have p 4 to p 6 probabilities. If the link L 1 fails, the first three paths cannot be selected anymore. Similarly, if L 7 fails three paths from the north direction cannot be selected. Thus, we reach Equation (15): Equation (15) will have other terms if we consider the failure of other links.
PERFORMANCE EVALUATION
1. Simulation Setup
To find the network performance of the last levels of the methods in the previous works [1, 2] (FT_XY3 and Main-RAFT) in faulty and non-faulty networks, we simulated NoCs with different sizes under the uniform traffic pattern and two real traffics used in multimedia applications, VOPD and MWD [17] . In addition, we used a VHDL-based NoC architecture with the input buffer size of four flits and the packet length of 16 flits. The traffic loads or the
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injection rates applied to different NoCs are based on the number of flits/cycle/node and thus are between 0 and 1. In addition, if the average packet latency increases unusually while the traffic load increases, the saturation point of the network is obtained.
2. Deterministic Routing Algorithm
For the FT_XY3 routing algorithm introduced in the work [1] a 3×4 NoC is simulated in three cases: a normal NoC with no fault and two examples of faulty NoCs with two and three faulty links as depicted in Figure 4b . The VOPD block diagram including the required bandwidth between sub-blocks, in mega bytes per second is depicted in Figure 4a . The VOPD application is mapped on a 3×4 NoC such that the blocks with direct data exchange lie on adjacent nodes as far as possible. It should be noted that to obtain the load-latency diagrams under VOPD, a different minimum clock frequency should be used for each traffic load so that this application works in real time. As shown in Figure 4c , the impact of faults on the average latency is much smaller under VOPD than the uniform traffic. In addition, the saturation points of the normal and faulty NoCs under VOPD are all equal to 0.24 of maximum traffic load. In other words, the FT_XY3 performance is much better under this real application than the uniform pattern.
3. Adaptive Routing Algorithm
We used different simulations to demonstrate the performance of the Main-RAFT routing algorithm introduced in the work [2] . In the first simulation, a 5×5 NoC is simulated under the uniform traffic pattern in order to compare with the FT_XY3 routing method in addition to examination in different faulty situations. In this simulation, three situations are used: a normal network with no fault and two examples of faulty networks, one with three and another with five faulty links as shown in Figure 5a . As depicted in Figure 5b , under low traffic loads, the impact of faults on the average latency is negligible for Main-RAFT. In addition, the saturation points of the normal, three-fault and five-fault NoCs using Main-RAFT are equal to 0.31, 0.25 and 0.24 of maximum traffic load, respectively. Moreover, Figure  5b shows the better performance of the adaptive method, Main-RAFT, compared to the deterministic method, FT_XY3.
In the second simulation, a 4 × 4 NoC including VOPD blocks is used in which four nodes are spare nodes (Figure 6a ). Figure 6a also shows the remapping process when two routers fail in this network. Figure 6b demonstrates the load-latency diagrams under the uniform and VOPD traffic patterns for non-faulty and faulty NoCs using the RAFT2 routing algorithm. Figure  6b shows that the network performance under VOPD does not differ so much for faulty and non-faulty networks. 
(1) In the third simulation, a 3×4 NoC is used under the uniform and MWD traffic patterns. The communication task graph (CTG) for MWD including the required bandwidth for each link in mega bytes per second is depicted in Figure 7a . In addition, Figure 7b shows a 3×4 NoC with the numbered links and MWD blocks mapped on it. In this simulation, two faulty networks are used in addition to the network with no fault. In the first faulty network, faulty links (1) include the links 2, 8 and 14, and in the second faulty network, faulty links (2) include the links 3, 5, 7 and 9. As shown in Figure  7c , the impact of faults on the average packet latency is much smaller under MWD than the uniform traffic similar to Figure 4c . In other words, the Main-RAFT performance is much better under this real application than the uniform pattern. 
CONCLUSION
In this paper, two types of low-cost routing algorithms are evaluated and compared as fault-aware methods used in NoCs. These methods are deterministic or adaptive, but both are multi-level, distributed, scalable and reconfigurable routing algorithms. The reliability and performance evaluation were the goals of this paper. For reliability evaluation, we used two analytical methods as precise approaches to estimate the NoC reliability. However, for performance evaluation we 
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used appropriate simulations to show the network performance of the mentioned methods in different faulty and non-faulty networks. Furthermore, we compared the results with that of the basic non-faulttolerant routing algorithms.
