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Úvod 
V této práci se soustřeďuji na praktické užití hlubokých zásobníkových automatů při syntaktické 
analýze. Tyto automaty definoval prof. Alexander Meduna ve svém článku „Deep pushdown 
automata“. Díky hlubokým zásobníkovým automatům můžeme dosáhnout větší síly než u klasických 
zásobníkových automatů, které jsou používány například při syntaktické analýze výpočetních vzorců. 
Díky tomu můžeme kontrolovat syntaktickou správnost většího množství pravidel a to i těch, které se 
nevztahují pouze na první načtený symbol, ale využívají i například některou formu predikce. Je toho 
dosaženo tím, že mohou provést rozvoj i v jiné hloubce zásobníku, než jen na jeho vrcholu. V této 
práci se budu následně zabývat také realizací syntaktického analyzátoru s hlubokými zásobníky a jeho 
implementaci v základní části kompilátoru, kterou je syntaxí řízený překlad. 
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1 Automaty a Gramatiky 
Gramatiky jsou základním stavebním kamenem při návrhu a realizaci syntaktických analyzátorů. Na 
jejich základě, resp. na základě jejich pravidel, se pak vytváří pravidla automatů, která rozhodují, zda 
je řetězec akceptovatelný, či nikoli v dané gramatice. 
1.1 Abeceda 
Když budeme skládat nějaký řetězec, můžeme jej složit z různých symbolů. Tyto symboly mohou být 
různé pro různé jazyky. Abychom nemuseli pro každý jazyk vyjmenovávat, které symboly mohou být 
v tomto jazyce obsaženy, byl zaveden pojem abeceda, což je množina symbolů, za kterých se posléze 
vytváří posloupnost, která představuje řetězec. Jelikož je abeceda množinou, mohou se s abecedami 
také provádět veškeré množinové operace. Nejčastěji se používá sjednocení a průnik množin. 
Názorně si toto můžeme představit na reprezentaci slov přirozeného jazyka. Symboly jsou 
písmena a do různých přirozených jazyků náleží různá písmena. Základ tvoří anglická abeceda 
s písmeny „a-z“ a „A-Z“. 
Σ =  − , 	 − 
 
Další abecedou je například česká abeceda, která vychází z abecedy anglické, ale je rozšířena o 
další symboly. 
Σ = Σ ∪ á, é, í, ó, ú, ů, ž, š, č, ř, ď, ť, ň …  
V našem případě ale nebude symbolem vždy písmeno, ale například token, který nám může 
předat lexikální analyzátor. 
Když máme abecedu, můžeme z této abecedy začít skládat řetězce. Tyto řetězce budeme 
označovat x. Každý řetězec má svou délku, která je dána počtem znaků, ze kterých se skládá. Pokud 
bude mít řetězec x délku 0, pak jej můžeme označit jako ε, což budeme nazývat prázdným řetězcem. 
Každý řetězec můžeme popsat jako posloupnost znaků z abecedy Σ. Pokud budeme mít řetězec 
délky 1, bude to znak z abecedy Σ. Toto můžeme zapsat následujícím způsobem. 
 ∈ Σ  
Pokud budeme mít řetězec délky 2, můžeme to zapsat obdobně. 
 ∈ Σ ⋅ Σ ⇒  ∈ Σ# 
Obdobným způsobem můžeme zapsat i prázdný řetězec. 
 ∈ Σ$, Σ$ = % 
Z toho můžeme odvodit vztah pro délku řetězce, kterou budeme značit pomocí zápisu 
|| 
Z toho plyne 
|Σ$| = 0, |Σ | = 1 … 
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Pokud bychom provedli sjednocení množin předchozích řetězců, můžeme zapsat některá 
sjednocení zjednodušeným zápisem. 




V tomto případě výsledná množina obsahuje všechny řetězce složené ze symbolů abecedy Σ 
jejichž délka je větší nebo rovna 1. Pokud bychom do této množiny chtěli přidat ještě i prázdný 
řetězec, který by se pak v množině řetězců odvozených z abecedy Σ mohl nacházet, můžeme 
s předchozí množinou provést sjednocení, z čehož nám vyjde následující. 
Σ+ ∪ ε = Σ+ ∪ Σ$ 
K čemuž můžeme využít zjednodušený zápis ve tvaru: 
Σ∗ 
V této množině se pak nachází všechny řetězce, které je možno sestavit ze symbolů abecedy Σ, 
jejichž délka je libovolné kladné celé číslo včetně 0. 
1.2 Gramatiky 
Pojem gramatiky vychází z jazykového pojetí řetězců. Tyto řetězce mohou, či naopak nemusí náležet 
do daného jazyka. Přestože se řetězce skládají ze symbolů abecedy, nemusí být všechny řetězce 
vytvořené z těchto symbolů plně smyslné. Z tohoto důvodu byl zaveden pojem gramatika, který 
pomocí pravidel stanovuje, zda vytvořený řetězec náleží, či nenáleží do jazyka. 
Způsob vymezení pravidel jazyka výčtem všech vět tohoto jazyka je nepoužitelný, a to zejména 
pro jazyky nekonečné, ale i pro obsáhlé jazyky konečné. Také matematické vyjádření je použitelné 
pouze pro jazyky s jednoduchou strukturou. 
Základní požadavek kladený na gramatiku je konečnost její reprezentace. Používá se dvou 
konečných disjunktních abeced. 
1) Množina nonterminálních symbolů N, tzv. nonterminálů 
2) Množina terminálních symbolů Σ, tzv. terminálů 
Nonterminální symboly jsou v roli pomocných symbolů, které se používají ke znázornění 
syntaktických celků. Terminální symboly jsou shodné s abecedou, nad kterou je definován jazyk. 
Sjednocením těchto množin získáme tzv. slovník gramatiky, což je výčet všech symbolů, které 
mohou být v gramatice použity. 
Pro gramatiku identifikátorů může mít slovník například následující podobu: 
N = {<identifikátor>, <písmeno>, <číslice>} 
Σ = {A-Z, a-z, 0–9} 
Z toho získáváme, slovník, který bude mít 65 symbolů, jež se ve větách jazyka s touto 
gramatikou mohou vyskytovat. 
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Gramatika představuje tzv. generativní systém, což znamená, že aplikací tzv. přepisovacích 
pravidel můžeme z jednoho výchozího nonterminálního symbolu generovat řetězce, které jsou 
tvořeny pouze terminálními symboly. Základem gramatiky je tedy konečná množina přepisovacích 
pravidel P. Každé toto pravidlo má tvar uspořádané dvojice řetězců (α, β), a stanovuje substituci 
řetězce α za řetězec β. Řetězec α je podřetězcem generovaného jazyka a obsahuje minimálně jeden 
neterminální symbol. 
Jestliže na řetězec x aplikujeme pravidlo (α,β), a dostaneme z něj řetězec y, říkáme, že jsme 
řetězec y odvodili, nebo také derivovali, pomocí pravidla (α,β) z řetězce x. 
Gramatika je pak dána čtveřicí 
1 = (3, Σ, 4, 5) 
N - konečná množina neterminálních symbolů 
Σ  - konečná množina terminálních symbolů, přičemž 3 ∩ Σ = ∅ 
P - konečná množina pravidel 
S - startující symbol, kde 5 : 3 
Prvek (α, β) z množiny P nazýváme přepisovacím pravidlem a zpravidla jej zapisujeme ve tvaru 
α → β. Řetězec α pak nazýváme levou a řetězec β pravou stranou přepisovacího pravidla. Jestliže 
množina pravidel P obsahuje přepisovací pravidla tvaru ; → = , ; → =#, …  ; → =- můžeme tato 
přepisovací pravidla zapsat zkráceně ; → = |=#| … |=- 
Nechť 1 = (3, Σ, 4, 5) je gramatika a x, y jsou řetězce z (3 ∪ Σ)∗. Mezi řetězci x, y platí 
relace ⇒>  nazývaná jako přímá derivace, jestliže můžeme řetězce x, y vyjádřit ve tvaru 
 = ?;@ 
A = ?=@ 
kde u, v jsou libovolné řetězce z (3 ∪ Σ)∗ a existuje přepisovací pravidlo ; → = v množině P. 
Jestliže mezi řetězci x, y platí relace přímé derivace, pak toto můžeme zapsat jako  ⇒> A a říkáme, 
že řetězec y lze přímo derivovat z řetězce x v gramatice G. Jestliže je z kontextu patrné, že se jedná o 
derivace v gramatice G, nemusíme toto pod znakem derivace ⇒ uvádět. 
Ve stejné gramatice nechť platí, že mezi řetězci x, y existuje relace ⇒+, zvaná derivace, jestliže 
existuje posloupnost přímých derivací @BC → @B kde i = 1, …, n a D ≥ 1 taková, že platí 
 ⇒ @$ ⇒ @ ⇒ ⋯ ⇒ @- ⇒ A 
Platí-li v gramatice G pro řetězce x, y relace derivace nebo relace ekvivalence, jedná se o 
tranzitivní a reflexivní uzávěr relace přímé derivace. Ten zapisujeme jako ⇒∗ 
Řetězec α nazýváme větnou formou, jestliže existuje tranzitivní a reflexivní uzávěr 5 ⇒∗ ;. To 
znamená, že řetězec α lze vygenerovat ze startujícího symbolu S. Větná forma, obsahující jen 
terminální symboly, se nazývá věta. Jazyk generovaný gramatikou G – L(G) je pak definován 
množinou všech vět 
G(1) =  H|5 ⇒∗ H ∧  H : Σ∗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1.3 Klasifikace gramatik 
Roku 1956 Noam Chomsky zavedl hierarchii rekurzivně spočetných gramatik. Chomského hierarchie 
je rozdělena do čtyř typů, v závislosti na tvaru přepisovacích pravidel obsažených v množině P. 
U jednotlivých typů je pak tvarem pravidla omezeno, jaké řetězce se v jazyce mohou objevovat. (3) 
1.3.1 Gramatiky typu 0 
Nejobecnější jsou gramatiky typu 0, které nemají žádná omezení pravidel a z toho důvodu se 
nazývají též gramatikami neomezenými. 
Příklad: 
1 = (	, J, , K, 4, 5) 
P={ S → A, 
A → AbB | a, 
AbB → baB | BAbB, 
B → b | ε } 
1.3.2 Gramatiky typu 1 
Gramatiky typu 1 obsahují pravidla v tomto tvaru 
;	= → ;L=; 	 ∈ 3;  ;, = ∈ (3 ∪ Σ)∗;  L ∈ (3 ∪ Σ)+ DNKO 5 → % 
Tyto gramatiky se nazývají gramatikami kontextovými, neboť pravidla těchto gramatik 
implikují, že nonterminální symbol A může být nahrazen řetězcem γ pouze tehdy, je-li jeho pravým 
kontextem β a levým kontextem α. 
Kontextové gramatiky neobsahují pravidla ;	= → ;=, tj. nepřipouštějí, aby byl nonterminální 
symbol nahrazen prázdným řetězcem. Jedinou výjimkou je pravidlo S→ε. V důsledku těchto pravidel 
nemůže v gramatikách typu 1 dojít při generování ke zkrácení řetězce, tudíž platí-li P ⇒ Q pak 
|P| ≤ |Q| s výjimkou pravidla S→ε, což nám může vygenerovat prázdný řetězec, pokud by měl do 
jazyka generovaného gramatikou G náležet. 
Jazyky generované gramatikou typu 1 se mohou generovat i pomocí gramatik stavových, které 
jsou rozšířením těchto gramatik a jejich snadnější implementaci. 
1.3.3 Gramatiky typu 2 
Třetím typem gramatik, které Chomsky definoval, jsou gramatiky typu 2, které se také nazývají 
bezkontextové. Tyto gramatiky mají opět menší vyjadřovací sílu než gramatiky předchozí. 
U gramatik tohoto typu jsou pravidla omezena na následující tvar 
	 → L, 	 ∈ 3, L ∈ (3 ∪ Σ)∗ 
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Nonterminál A je substituován řetězcem γ bez ohledu na kontext ve kterém se nachází. 
Bezkontextové gramatiky, na rozdíl od kontextových gramatik, mohou obsahovat pravidla 	 → %. 
Tato pravidla se dají upravit tak, aby se vyskytovalo pouze jedno pravidlo obsahující prázdný řetěz na 
pravé straně, a to 5 → %, bez toho aby se změnil jazyk gramatikou generovaný. V tomto případě se 
pak symbol S nesmí objevit na pravé straně žádného pravidla. 
Tyto gramatiky se používají k popisu například programovacích jazyků. Mohou být také 
využity k vytvoření syntaktického stromu matematických výrazů s prioritou operátorů. 
1.3.4 Gramatiky typu 3 
Tyto gramatiky obsahují pravidla ve tvaru 
	 → J|;  	, J ∈ 3;  ∈ Σ∗ 
Gramatiky generované těmito pravidly se nazývají pravé lineární gramatiky, protože 
neterminální symbol na pravé straně pravidla musí být vždy až na konci řetězce. Pomocí těchto 
gramatik se popisují vstupní řetězce lexikální analýzy. Gramatiky typu 3 mohou být vyjádřeny také 
pomocí regulárních výrazů, díky čemuž se také někdy nazývají gramatikami regulárními. 
V této práci se budeme dále soustřeďovat na gramatiky typu 1 a gramatiky typu 2. 
1.3.5 Regulární výrazy 
Regulární výraz je řetězec popisující celou množinu řetězců, konkrétně regulární jazyk. 
Regulární výrazy se nejčastěji používají v počítačových programech a skriptovacích jazycích 
pro vyhledávání a úpravu textu. V případě, že uživatel chce v textu vyhledat nějaký řetězec, který 
nezná přesně nebo který může mít více variant, může zadat regulární výraz, který postihne všechny 
chtěné varianty. Program tak nalezne všechny části textu, které danému výrazu odpovídají. 
Regulární výraz se skládá z literálů textu, které se mají shodovat, a speciálních znaků, které 
nejsou součástí hledaného textu, sloužících pro popis alternativ, množin, počtů výskytů a přepínačů. 
(15) 
Formální definice 
Mějme abecedu ∆. Regulární výraz nad abecedou ∆ a tím i jazyky popisované pomocí 
regulárních výrazů jsou rekurzívně popisovány: 
• ∅ je regulárním výrazem popisujícím prázdnou množinu 
• ε je regulárním výrazem popisujícím množinu obsahující prázdný řetězec, {ε} 
• a, pokud a ∈ ∆ je regulární výraz popisující množinu obsahující znak a, {a} 
• jestliže r a s jsou regulární výrazy popisující jazyky R, S, pak 
• (r|s) je regulární výraz popisující sjednocení jazyků R, S, - R ⋃ S 
• (rs) je regulární výraz popisující konkatenaci jazyků R, S, - RS 
• (r*) je regulární výraz popisující 0… N konkatenací regulárního výrazu r 
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V praxi se často používá zjednodušení zápisu s využitím precedence jednotlivých operátorů. 
Abychom mohli takto výrazy skládat, předpokládáme, že operátor * má vyšší prioritu než 
konkatenace a ta má vyšší prioritu než operátor sjednocení „|“. V praxi poté můžeme redukovat počet 
závorek, které nám značili, které výrazy se provedou se kterým operátorem. 
Dále se často využívá zjednodušení výrazu 
TT∗ = T+ 
Které nám značí, že regulární výraz r se bude vyskytovat alespoň jedenkrát. 
Tato zjednodušení nám regulární výrazy výrazně zkrátí. Například: 
U()∗(K. (K)∗)W = ∗K+ 
1.4 Automaty 
Automat je matematický aparát, který nám umožňuje rozhodnout, zda řetězec do některého jazyka 
náleží, či naopak. Mohou být realizovány pomocí matematických vzorců, nebo i ve výpočetním 
prostředí pomocí softwarové implementace, nebo také pomocí hardwarových implementací. 
Pro každou gramatiku lze odvodit odpovídající automat, který nám zkontroluje, zda vstupní 
řetězec náleží do jazyka generovaného gramatikou G. 
1.4.1 Konečné automaty 
Nejjednodušším typem jsou automaty bez zásobníku. Tyto nemohou kontrolovat přítomnost párových 
znaků, jako jsou nejčastěji závorky. 
 
Tyto automaty vychází z regulárních výrazů, které jsou typické pro lineární gramatiky. Na 






a1 a2 … ai … an 
Koncové stavy 
Startující stav 





Konečné stavové řízení 
Obrázek 1 
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tak, že si zkusíme vytvořit konečný automat. Pokud se nám podaří takový automat sestrojit, můžeme 
o jazyce, který je tímto automatem kontrolován, prohlásit, že je regulární. 
Běžné programovací jazyky se nedají popsat regulárními výrazy. Pomocí konečných automatů 
se nedá kontrolovat párovost značek, jelikož nemají zásobník, do kterého bychom si mohli značit, 
kolik kterých párových značek se nám již vyskytlo. Jelikož u programovacích jazyků jsou párové 
značky jedním ze základních kamenů, nemůžeme je využít pro syntaktickou kontrolu. 
Můžeme je ale využít při kontrole platnosti názvu proměnných, což je hlavním úkolem 
lexikální analýzy, která je vstupním bodem celého kompilačního procesu. U lexikální analýzy není 
třeba kontrolovat párové značky, stačí pouze rozpoznat, o jaký typ tokenu se jedná. Jednotlivé typy 
tokenů mají přesnou stavbu, která se nejčastěji zapisuje právě pomocí regulárního výrazu. 
< YTOZěDDá >= ] − , 	 − 
, __] − , 	 − 
, 0 − 9, __∗ 
< aNbé čícbO >= ]0 − 9_+ 
Konečný automat je definován jako pětice symbolů 
d = (e, Σ, f, g$, h) 
Q  - množina stavů, do kterých se může automat dostat 
Σ  - konečná vstupní abeceda 
δ  - množina přechodů automatu 
g$  - startující stav 
F  - množina koncových stavů, resp. stavů, kdy je řetězec přijat, F⊂Q 
Příklad: 
d = (g$, g , g#, gj, 0,1, f, g$, gj) 
f = (g$, 0) → g , 
(g , 1) → g#, 
(g#, 0) → g , 
(g#, 1) → gj 
Automat přijímá řetězce tvaru 
01(01)∗1 = (01)+1 
Konečný automat pracuje tak, že na vstupu má vstupní řetězec, a nachází se ve stavu q0. 
Vstupní řetězec může být složen pouze ze symbolů vstupní abecedy, kterou je množina symbolů Σ. 
Automat čte ze vstupu symbol po symbolu a podle přechodů, které jsou v množině δ, přechází do 
stavů, které jsou na pravé straně pravidel. Pravidlo se vybírá v závislosti na stavu, ve kterém se 
automat aktuálně nachází a na symbolu, který přečetl za vstupu. Jak vstupní symbol, tak stav, ve 
kterém se automat právě nachází, jsou součástí levé strany pravidla. Pokud existuje více pravidel, 
která lze použít, nazývá se tento automat nedeterministickým a rozhoduje se nedeterministicky. 
Většinou se tento automat snažíme převést na deterministický, a tím zaručit vždy stejnou posloupnost 
použitých pravidel a také jednoznačný přechod mezi stavy. Deterministický konečný automat má 
stejnou sílu jako automat nedeterministický. 
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S každým načteným symbolem se vstupní páska posune o 1 symbol. Pokud se automat po 
načtení všech symbolů ze vstupu nachází ve stavu, který je v množině koncových stavů, je řetězec 
automatem přijat, jinak nikoli. 
Pokud automat doplníme pravidly tak, aby ze všech stavů bylo možno přejít do jiného stavu, i 
přes to, že symbol nevede ke stavu konečnému a vytvoříme stav, ve kterém se bude automat nacházet, 
pokud přečte celý vstup, ale řetězec nebude automatem akceptován, můžeme automat označit jako 
úplný konečný automat. Toto se využívá tehdy, pokud chceme mít možnost vždy označit řetězec za 
akceptovaný, nebo neakceptovaný přičemž vždy jej chceme načíst celý. 
1.4.2 Postup přijímání řetězce výše uvedeným automatem. 
Každý krok budeme označovat pomocí dvojice (x, q), kde x je ještě nepřečtený vstupní řetězec 
a q je stav, ve kterém se automat nachází před použitím pravidla. Jakmile automat přečte symbol na 
vstupu, zkrátí se řetězec na vstupu o jeden symbol a automat přejde do dalšího stavu. 
Vstupní řetězec, který budeme chtít kontrolovat, bude nad abecedou Σ ={0, 1}. Vstupní řetězec 
bude 0101011 
(0101011, g$)  ⇒ (101011, g ) 
      ⇒ (01011, g#) 
      ⇒ (1011, g ) 
      ⇒ (011, g#) 
      ⇒ (11, g ) 
      ⇒ (1, g#) 
      ⇒ (%, gj) 
Řetězec je automatem přijat, jelikož automat přešel do koncového stavu a na vstupu zůstal 
prázdný řetězec ε, což značí přečtení celé vstupní pásky. Pokud by se automat dostal do stavu q1 a na 
vstupu by se nacházel symbol 0, neexistuje pravidlo, které by mělo na levé straně stav q1 a vstupní 
symbol 0. Automat by se v tuto chvíli zastavil a nebyl by schopen přijmout žádný další znak. Tímto 
můžeme říci, že automat řetězec odmítne. Lepší je ale způsob, kdy přidáme ještě další pravidla, která 
nezpůsobí zastavení automatu, ale přechod do nového stavu, ve kterém se dočte celý vstupní řetězec a 
poté automat oznámí, že řetězec není přijat. 
1.4.3 Převod regulárního výrazu na rozšířený konečný 
automat 
Pro programátora je vizuálně lepší, když vidí vizuálně konečný automat, než pouze regulární výraz. 
Z toho důvodu je třeba regulární výrazy, kterými se popisují lexikální výrazy, převést na konečný 
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automat. Existuje k tomu algoritmický postup. Regulární výrazy nejprve převedeme na tzv. rozšířené 
konečné automaty a ty pak na deterministické konečné automaty. 
Nejprve si zavedeme jednoduché operace, které se v regulárních výrazech vyskytují. 
Pro regulární výraz, který načte jeden symbol {a} ze vstupu, bude automat vypadat 
následovně. 
kl =  
 
Pokud budeme chtít spojit dva automaty do jednoho, spojíme koncový stav prvního a startovací 
stav druhého pomocí ε přechodu. Tento přechod nenačte ze vstupu žádný symbol, ale přejde ze stavu 
f1 přímo do stavu s2. V tomto stavu bude pokračovat ve čtení ze vstupu. Dále ze stavu f1 uděláme 
nekoncový stav. Nahradíme tím regulární výraz, který obsahuje konkatenaci dvou řetězců. 
kl = . K 
 
Další úpravou, kterou můžeme udělat, je nahrazení alternativy v regulárním výrazu. Tu 
nahradíme dvojicí automatů, které jsou na sobě nezávislé. Vytvoříme společný startovací stav, ze 
kterého se pomocí ε přechodu přejde do jednoho nebo do druhého automatu nedeterministicky. Stejně 
tak vytvoříme společný koncový stav, do kterého se přejde z koncových stavů obou automatů opět 
pomocí ε přechodu. Koncové stavy automatů tím přestanou být koncovými pro nový automat. 
Regulární výraz, pro který budeme chtít vytvořit automat, bude: 




























Posledním automatem, který pro nás bude důležitý, je automat, který přijímá regulární výraz 
značící 0 - n výskytů znaku či řetězce. Regulární výraz pro tento automat využívá operátor *, který 
právě zachycuje i řetězec bez výskytu znaku. 
kl = ∗ 
 
 
1.4.4 Klasické zásobníkové automaty 
Tento typ automatů již obsahuje zásobník, do kterého se může během kontroly vložit pomocný 
neterminální nebo i terminální symbol, který se nám během další kontroly může odebrat. Díky tomuto 
se již mohou kontrolovat párové značky, a jejich správný počet, a zda se všechny bloky uzavírají. 
Díky zásobníku se mohou párové značky i střídat, tudíž nejsme omezeni pouze na jeden typ párových 
značek. 
Zásobníkový automat je uspořádaná sedmice 
d = (e, Σ, Γ, k, c, 5, h) 
Q - konečná množina stavů, ve kterých se automat může nacházet 
Σ - abeceda vstupních symbolů 
Γ  - abeceda zásobníkových symbolů, kde Γ ⊃ Σ , # ∈ (Γ - Σ ), # je speciální symbol 
označující dno zásobníku 
R - množina pravidel tvaru 
   pA → qv 
   p stav, ve kterém se automat nachází 
   A neterminální symbol na vrcholu zásobníku 
   q stav, do kterého automat po rozvoji přejde, q ∈ Q 
   v řetězec, který bude vložen na vrchol zásobníku, kde v ∈ Γ* 
s - startující stav, stav, ve kterém se automat nachází před celým rozvojem, kde s ∈ Q 
S - výchozí symbol, který bude na začátku na vrcholu zásobníku, kde S ∈ Γ 
F - množina stavů, ve kterých, když se automat na konci rozvoje nachází, je vstupní řetězec 
přijat jako korektní, F ⊂ Q 
Klasický zásobníkový automat umožňuje rozvinout pouze neterminální symbol, který se 












vrchol zásobníku. Toto probíhá tehdy, jestliže se na vrcholu zásobníku objeví neterminální symbol. 
Pokud existuje více pravidel, která umožňují rozvinout stejný neterminální symbol na vrcholu 
zásobníku, může se automat podívat na vstup, jaký terminální symbol se zde nachází a podle toho 
zvolit adekvátní rozvoj. Pokud se na vrcholu zásobníku nachází terminální symbol, a na vstupu je 
totožný symbol, je odebrán symbol z vrcholu i ze vstupu a rozvoj pokračuje. Pokud se ale symboly 
neshodují, je nahlášena chyba, resp. řetězec není přijat automatem, což znamená, že řetězec na vstupu 
nenáleží do jazyka, který je automatem kontrolován. 
Zásobníkový automat můžeme znázornit obdobně jako konečný automat, pouze s rozdílem, že 
zásobníkový automat má ještě zásobník, kam si může ukládat doplňující informace, na kterých jsou 





























2 Hluboké zásobníkové automaty 
Hluboké zásobníkové automaty jsou rozšířením klasických zásobníkových automatů. Jejich rozšíření 
spočívá v možnosti rozvinout neterminální symbol i v jiné hloubce než jen na vrcholu zásobníku. 
Díky tomu se zvyšuje jejich síla. 
Zásobníkový automat je uspořádaná sedmice 
dqrrs
 = (e, Σ, Γ, k, c, 5, h) 
deep – maximální hloubka, do které může automat v zásobníku sáhnout, aby provedl rozvoj 
Q – konečná množina stavů, ve kterých se automat může nacházet 
Σ – abeceda vstupních symbolů 
Γ – abeceda zásobníkových symbolů, kde: Γ⊃Σ, #∈(Γ–Σ), # je speciální symbol označující 
dno zásobníku 
R – množina pravidel tvaru 
  mpA → qv 
  m pořadí, který nonterminál v zásobníku bude rozveden 
  p stav, ve kterém se automat nachází 
  A neterminální symbol v zásobníku 
  q stav, do kterého automat po rozvoji přejde 
  v řetězec, který bude vložen na vrchol zásobníku, kde v ∈ Γ* 
s – startující stav, stav, ve kterém se automat nachází před celým rozvojem 
F – množina stavů, ve kterých když se automat na konci rozvoje nachází, je vstupní řetězec 
přijat jako korektní. 
Pokud bychom stanovili maximální hloubku na ∞, pak bychom mohli dosáhnout i síly 
srovnatelné s Turingovým strojem. 
2.1 Výpočetní krok 
Jako výpočetní krok je brán přechod z jednoho stavu do druhého za použití jednoho z pravidel 
stanovených v konfiguraci automatu. Výběr pravidla, pomocí kterého přejde automat z jednoho stavu 
do druhého, je proveden v závislosti na aktuálním stavu automatu, aktuální maximální hloubce a 
neterminálních symbolech v jednotlivých hloubkách. 
Každý výpočetní krok můžeme zapsat pomocí dvojice stavů. Každý stav se dá prezentovat jako 




(e; Σ∗;  (Γ − #)∗#) 
Q  – stav automatu, ve kterém se nachází, nebo bude nacházet 
Σ*  – vstupní řetězec 
(Γ − #)∗# – obsah zásobníku, který je ukončen symbolem #, který znázorňuje dno 
zásobníku 
Příklad: 
(c; KKaa; 5#) 
Pokud chceme znázornit krok výpočtu, zapíšeme tento přechod pomocí relace dvojice stavů 
s naznačením, že automat přechází z prvního do druhého. Toto naznačíme pomocí šipky orientované 
od výchozího stavu do následného. 
(c; KKaa; 5#) ⇒ (Y; KKaa; 		#)  
Pokud bychom chtěli zjednodušit výpočetní krok z několika kroků na jeden, můžeme k tomu 
využít tranzitivní uzávěr relace přechodu, který nám naznačuje, že se z výchozího stavu můžeme 
dostat do následujícího a to pomocí nedefinovaného počtu přechodů, které však vychází z pravidel 
daných v konfiguraci automatu. 
(c; KKaa; 5#) ⇒∗ (u; %; #) 
Jestliže existuje posloupnost kroků, při kterých dojde k přečtení celého vstupního řetězce, 
dostaneme se do stavu, který patří do množiny koncových a podaří se nám i vyprázdnit celý obsah 
zásobníku až po symbol #, můžeme označit vstupní řetězec za platný a náležící do jazyka 
generovaného gramatikou, která je ekvivalentní našemu automatu. Pokud si budeme ukládat 
posloupnost pravidel, které jsme využili k přechodu ze startujícího stavu do stavu koncového, 
můžeme z těchto pravidel sestavit syntaktický strom, na jehož základě můžeme zpětně sestavit 
řetězec znovu. 
Někdy se může hodit sestavit syntaktický strom pro tzv. metodu zdola nahoru, která se používá 
u překladačů a interpretů k vytvoření efektivnějšího kódu. To provedeme obrácením pořadí použitých 
pravidel a záměnou pravé strany za levou a opačně. Pak nebudeme převádět nonterminály na 
terminály, ale právě naopak. 
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2.2 Příklad rozvoje 
Mějme hluboký zásobníkový automat hloubky 2 popsaný následovně 
d# = (c, Y, g, u, , K, a, , K, a, 	, 5, #, k, c, 5, u) 
R = { 1sS → qAA, 
  1qA → paAb, 
  2pA → qAc, 
  1qA → fab, 
  1fA → fc} 
Výše definovaný automat akceptuje řetězce z jazyka -K-a-. Jak je patrno, tak tento jazyk by 
nebylo možno kontrolovat pomocí klasického zásobníkového automatu, jelikož klasický zásobníkový 
automat nedokáže nahradit neterminální symbol jinde než na vrcholu zásobníku. 
V příkladu je ukázka rozvoje pomocí výše popsaného hlubokého zásobníkového automatu. 
(c; KKaa; 5#) ⇒ (g; KKaa; 		#) [1] 
 ⇒ (Y; KKaa; 	K	#) [2] 
 ⇒ (Y; KKaa; 	K	#) 
 ⇒ (g; KKaa; 	K	a#) [3] 
 ⇒ (u; KKaa; KK	a#) [4] 
 ⇒ (u; KKaa; KK	a#) 
 ⇒ (u; Kaa; K	a#) 
 ⇒ (u; aa; 	a#) 
 ⇒ (u; aa; aa#) [5] 
 ⇒ (u; a; a#) 
 ⇒ (u; %; #) 
Na příkladu je zřejmé, jak bude docházet k jednotlivým nahrazením v zásobníku automatu. 
Kroky na 3., 6., 7., 8., 10. a 11. řádku jsou pouhým zkrácením, které probíhá v případě, že na vstupu a 
na vrcholu zásobníku se nachází stejný symbol. 
Nejdůležitějším pravidlem je pravidlo [3], díky kterému je možno takovýto automat sestavit. 
V tomto pravidle se totiž nenahrazuje první nonterminál, nýbrž druhý, který se nachází hlouběji 




Kompilátory jsou pomocníkem programátora, který díky nim nemusí psát programy ve strojovém 
kódu počítače. K tomu mu slouží programovací jazyky, které umožňují vyšší úroveň abstrakce, 
možnost používání cyklů, definování funkcí apod. Kompilátor se pak postará o převod 
z programovacího jazyka do jazyka strojového. Díky tomu se můžete setkat i s označením překladač. 
Pokud budeme chtít používat kompilátory, musíme nejprve stanovit tvar, v jakém budeme program 
akceptovat.(14) 
Celý kompilátor se skládá z několika částí 
- Lexikální analyzátor 
- Syntaktický analyzátor 
- Sémantický analyzátor 
- Generátor vnitřního kódu 
- Optimalizace 
- Generátor cílového programu 
Poslední část může být nahrazena interpretem vnitřního kódu a v tomto případě se celý 
program provádí ihned po provedení všech analýz. Výhodou interpretů je nezávislost na stroji, na 
kterém bude program spouštěn. Nevýhodou je delší doba předzpracování, které se provádí při každém 
spuštění programu. 
Hlavní části překladače můžeme znázornit viz Obrázek 7. 
 




Syntaktický analyzátor Sémantický analyzátor 
Generátor vnitřního 
kódu 






3.1 Lexikální analyzátor 
Prvním článkem celého kompilátoru je lexikální analyzátor, který nám z psaného textu sestaví tokeny, 
což jsou abstraktní prvky, které nám postupují dále. To z toho důvodu, abychom mohli provést 
syntaktickou analýzu, která by mohla být obecná. Jako token budeme například brát obecné označení 
<identifikátor>, přičemž nás nezajímá jeho konkrétní jméno, datový typ, nebo další pro nás v tuto 
chvíli nepotřebné informace. 
Lexikální analyzátor je v pravé podstatě pouze konečný automat, který na základě koncového 
stavu, do kterého se v průběhu načítání symbolů, lexémů, dostane, určí, o jaký typ tokenu se jedná. 
Z tohoto důvodu jsou přesně stanoveny tvary, jak mohou například proměnné vypadat, jak mohou být 
ze znaků sestaveny.(13) 
Příklad: 
< vwNDxvuvyáxOT >= ] − , 	 − 
, __] − , 	 − , 0 − 9, __∗ 
< aNbé čícbO > =  ]0 − 9_+ 
Lexikální analyzátor však musí rozpoznávat i tzv. rezervovaná slova, která mají v programu 
speciální význam. Tato slova musí předat jako speciální typ tokenu, jelikož syntaktický analyzátor 
s těmito rezervovanými slovy počítá. Rezervovaná slova nemají pro sebe speciální popis. Jedná se 
pouze o identifikátory, které mají svůj význam. Rezervovaná slova se proto pouze definují výčtem. 
Nebývá jich většinou mnoho a je jich konečný počet. Vzhledem k tomu, že se jedná o podmnožinu 
identifikátorů, musí lexikální analyzátor před odesláním tokenu, který by mohl být identifikátorem, 
zkontrolovat, zda se nejedná o rezervované slovo. Pokud ano, předá jej jako rezervované slovo s tím, 
že určí, o které rezervované slovo se jedná, jinak s ním naloží jako s identifikátorem. 
3.2 Syntaktický analyzátor 
Syntaktický analyzátor je takový automat, který vytváří syntaktický strom na základě pravidel, která 
vymezují jazyk, který je automat schopen akceptovat. Můžeme se s ním setkat nejčastěji u 
kompilátorů programovacích jazyků, kdy právě tato část kompilátoru nás upozorňuje na chyby 
v syntaxi napsaného programu a je jeho nejdůležitější součástí. Můžeme se s ním však setkat také u 
některých aplikací pro kontrolu pravopisu. 
Syntaktický analyzátor přijímá tokeny od lexikálního analyzátoru, ze kterých podle 
syntaktických pravidel jazyka seskládá syntaktický strom, který je využit v dalších částech 
kompilátoru. Syntaktický strom vyjadřuje závislosti jednotlivých výpočtů a díky tomu můžeme 
některé části optimalizovat nebo provádět paralelně. 
U této části kompilátoru už bychom si ale nevystačili většinou pouze s konečným automatem, a 
z toho důvodu se využívají častěji zásobníkové automaty. Tyto automaty pak umožňují sestavovat 
syntaktický strom výrazů na základě priority operátorů a závorkových struktur. 
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K syntaktické kontrole jsou nejčastější dva přístupy. Prvním je syntaktická kontrola shora-dolů, 
druhým je pak kontrola zdola-nahoru.(16) 
3.2.1 Syntaktický analyzátor shora-dolů 
Jedná se o jednu z nejdůležitějších metod překladu. Analyzátor začíná největším prvkem, který je 
brán jako startovací symbol. Poté bere větší prvky programu a snaží se je postupně nahradit podle 
pravidel tak aby je rozdělil na menší, až dojde k terminálním symbolům, které může porovnat se 
vstupem, který mu posílá lexikální analyzátor. K tomuto se může používat například rekurzivní 
sestup, nebo LL gramatika. LL gramatiky jsou jedny z nejpoužívanějších. 
3.2.2 Syntaktický analyzátor zdola-nahoru 
Analyzátor bere vstupy z lexikálního analyzátoru a snaží se z nich poskládat syntaktický strom na 
základě skládání do větších nadřazených celků. Tyto celky dále skládá, dokud nedojde ke kořeni 
stromu. Tento postup prezentuje například LR gramatika. 
3.2.3 Precedenční syntaktická analýza 
Nejčastěji se provádí tento typ syntaktické analýzy, pokud potřebujeme analyzovat matematické 
výrazy. Tento typ analýzy využívá tabulku možných symbolů, které mají mezi sebou danou 
hierarchii. Některé se nacházejí na stejné úrovni jako jiné, při provádění jsou si rovny, jiné mají vyšší 
prioritu a provedou se dříve, než jiné. Klasickým příkladem jsou priority operátorů, kdy násobení má 
přednost před sčítáním. Naopak sčítání má stejnou prioritu jako odečítání a tudíž se provádí podle 
pozice, tj. podle příchodu proměnných a konstant. 
Pro precedenční syntaktickou analýzu je třeba vytvořit tabulku, ve které budeme mít 
zaznamenáno, co se může provést pro všechny možné vstupy a všechny přípustné symboly na vrcholu 
zásobníku. Pokud některé kombinace nejsou možné, je to v této tabulce naznačeno speciálním 
symbolem, který značí chybu. 
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Tabulka může vypadat následovně 
 + - * / ^ ( i ) $ 
+ > > < < < < < > > 
- > > < < < < < > > 
* > > > > < < < > > 
/ > > > > < < < > > 
^ > > > > < < < > > 
( < < < < < < < =  
I > > > > >   > > 
) > > > > >   > > 
$ < < < < < < <  SUCC 
 
V této tabulce je v prvním levém sloupci (zeleně) terminální symbol, který se nachází nejblíže 
vrcholu zásobníku. V prvním řádku (červeně) je pak symbol, který se nachází na vstupu. Pokud na 
průsečíku řádku odpovídajícího vrcholu zásobníku a sloupce odpovídajícího vstupu se nachází 
prázdné políčko, není řetězec přijat a je hlášena chyba. 
Pokud se zde nachází symbol „=“, vloží se na zásobník pouze symbol, který je na vstupu. 
Pokud se zde nachází symbol „<“, vloží se na přímo před nejvyšší terminální symbol v 
zásobníku. Nemusí být na vrcholu. Na vrchol se pak vloží symbol ze vstupu. 
Pokud se zde nachází symbol „>“ nahradí se část mezi symboly „<“ a „>“ včetně, levou 
stranou pravidla, které má na pravé straně řetězec totožný s řetězcem mezi těmito symboly. Na 
základě tohoto se jedná o syntaktickou analýzu zdola nahoru, protože se celý řetězec zkracuje až do té 
doby, než je na zásobníku pouze jeden nonterminální symbol. Pokud je tento symbol symbolem 
startujícím, jedná se o úspěch a řetězec se nám podařilo pomocí precedenční syntaktické analýzy 
zkontrolovat. 
Pokud si budeme při každém použití pravidla zaznamenávat, o jaké pravidlo se jednalo, 
můžeme zpětně vytvořit syntaktický strom. Ten ale musíme vytvořit z opačné posloupnosti pravidel. 
Tudíž pravidlo, které se při analýze použilo jako poslední, použijeme při vytváření stromu jako první. 
3.3 Sémantický analyzátor 
Sémantický analyzátor většinou úzce spolupracuje se syntaktickým analyzátorem a někdy se tyto dva 
automaty spojí do jednoho, čemuž se říká syntaxí řízený překlad. 
Sémantický analyzátor se používá k ověření správnosti použití datových typů a k ověření 
priority operátorů. 
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U některých jazyků se sémantický analyzátor může starat také o to, zda je proměnná 
definována či nikoli, a zda je proměnné přiřazena hodnota. U jazyka pascal probíhá ještě kontrola 
indexace pole. 
3.4 Generátor vnitřního kódu 
Na základě syntaktické a sémantické analýzy tento automat provede převod abstraktního 
syntaktického stromu na vnitřní pseudokód, který může být následně převeden do strojového kódu, 
nebo může být proveden, neboli interpretován. Tento kód má většinou podobu tříadresného kódu, 
nebo postfixové, či prefixové notace. 
Tříadresný kód může vypadat například takto: 
(OYNTáxOT, OYNTDw, OYNTDw, @ýcbNwNy) 
Příklad 
 =  + K ⇒ (+, , K, ) 
 =      ⇒  (=, , , ) 
Postfixový zápis má tvar: 
OYNTDw, OYNTDw, OYNTáxOT 
Postfixový zápis vrací výsledek, který se může využít dál. Z tohoto důvodu je zapotřebí na 
rozdíl od tříadresného kódu provést dva kroky k vyjádření stejného výrazu. 
 =  + K ⇒ , , K, +, = 
Nejprve se spočítá a+b a jeho výsledek je dosazen na místo tohoto výrazu. 
, , K, +, =    →    , , = 
Postfixový zápis se využívá nejčastěji k zápisu matematických výrazů, kdy s využitím 
zásobníku je jeho zpracování nejjednodušší. Na zásobník se ukládají operandy, které přichází ze 
vstupu a jakmile přijde na vstup operátor, z vrcholu zásobníku se vezmou 2 operandy a ty se nahradí 
výsledkem, který se spočítá z těchto dvou s použitím operátoru ze vstupu. 
Postfixový zápis je možno vytvořit ze syntaktického stromu jednoduchým průchodem 
postorder. Tímto průchodem vždy navštívíme v podstromě nejprve levého potomka, poté pravého 
potomka a nakonec teprve kořen. 
3.5 Optimalizace kódu 
Optimalizace kódu se provádí pro zvýšení efektivity prováděných operací. Jedná se o optimalizaci 
prostorovou, kde se operace optimalizují s ohledem na alokovanou paměť, nebo o optimalizaci 
časovou, kdy se kód optimalizuje pro rychlejší provádění kódu. 
Obě optimalizace se většinou provádí spolu, jelikož prostorová optimalizace jde ruku v ruce 
s optimalizací časovou. Časová optimalizace je většinou závislá na architektuře, na kterou se má 
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cílový kód spouštět. Některé procesory obsahují speciálně upravené a časově efektivnější funkce, a 
jiné tyto funkce naopak nemají. Pokud se provádí optimalizace na konkrétní architekturu, může dojít i 
k několikanásobnému zrychlení za použití rozšířeného souboru instrukcí. Časová optimalizace 
probíhá i spolu s prostorovou, jelikož pokud optimalizujeme kód prostorově, a budeme využívat méně 
místa, bude méně docházet k přepínání kontextu a tudíž méně často k přesouvání dat z paměti do 
procesorových registrů. Pokud minimalizujeme tato přesouvání dat, zkrátíme také dobu provádění. 
Pokud se provádí optimalizace prostorová, budeme se soustřeďovat zejména na minimalizaci 
obsazené paměti. K alokaci paměti dochází nejen při alokaci programátorem, pokud se pokouší o 
přidělení paměti pro dynamické struktury, ale také při vytváření tří adresného kódu, kdy se paměť 
alokuje pro dočasné proměnné k uložení mezivýsledků při vyčíslování výrazů. Prostorová 
optimalizace v dnešní době má již menší význam, z důvodu množství dostupné paměti v běžných 
počítačích. Optimalizace ale stále zůstává důležitá, pokud programujeme aplikaci, která bude běžet na 
některých vestavěných zařízeních, která mají omezené množství paměti. Nejčastějšími příklady jsou 
programovatelné routery, switche nebo jiná zařízení, která mají omezené množství zdrojů. 
3.6 Generátor strojového kódu 
Tato část kompilátoru převádí vnitřní kód překladače na strojový kód. Tento kód je odvislý od stroje, 
na kterém program poběží. V závislosti na architektuře jsou použity různé strojové instrukce s různou 
syntaxí. Každá architektura má svá vlastní specifika a specifické instrukce. Pokud se program převede 
do zdrojového kódu nějaké specifické architektury a využijí se instrukce, které má pouze tato 
architektura, nebude možno program korektně spustit na architektuře jiné. 
Pokud se vytváří program, který by měl být přenositelný, využívají se pouze základní 
instrukce, kterými disponují všechny procesory. I z těchto základních instrukcí lze vytvořit 
posloupnost, která nahradí provedení složitější instrukce. Její zpracování ale bude probíhat déle. 
Generátor strojového kódu je většinou uzpůsoben na cílovou architekturu. Podle cílové 
architektury generuje spustitelný soubor. Tento spustitelný soubor se může odkazovat i na jiné 
soubory, kterým se říká knihovny. 
3.7 Interpret 
Interpret může být náhradou posledního článku kompilátoru. Místo aby se vygeneroval program, 
který je závislý na architektuře, tak se celá posloupnost příkazů začne vykonávat. Provádění má 
výhodu, že není závislé na cílové architektuře, má však také nevýhodu, že se před každým 
prováděním znovu zopakují všechny kroky, které samotné interpretaci příkazů předcházely. 
Nejčastěji používaným interpretovaným jazykem je skriptovací jazyk PHP, dále pak i jiné skriptovací 
jazyky ať už na platformě UNIX, či Windows. 
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Od 90. let minulého století se začaly objevovat interprety, které neprovádějí celou analýzu při 
každém spuštění kódu, ale tato analýza se provede pouze jedenkrát, analyzátor přeloží kód do 
specializovaného mezikódu, pro který se vžil název Bytekód, a tento mezikód se distribuuje dál. Na 
cílovém stroji se spustí na specializovaném virtuálním stroji pouze mezikód, který je na architektuře 
nezávislý. Toto provádění kódu je ale o něco pomalejší než spuštění nativního kódu stroje. Je zde 
ovšem velká výhoda přenositelnosti mezi platformami a operačními systémy. 
V dnešní době nejrozšířenějšími jsou to jazyky Java s Java Virtual Machine a C# 
s frameworkem .NET. 
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4 Návrh jazyka 
4.1 Lexikální výrazy 
Každý symbol, který přichází na vstup celého překladače nebo interpretu, je analyzován pomocí 
jednoduchého konečného automatu, který se řídí podle regulárních výrazů. Podle toho, do kterého 
koncového stavu se dostane, určí na výstupu, o jaký token se jedná. 
Jsou i typy tokenů, které pro syntaktický analyzátor nejsou podstatné, tudíž je již lexikální 
analyzátor přeskakuje, resp. zpracuje je, ale nepošle o nich informace dále. Jedná se zejména o 
komentáře, ať už řádkové, nebo i blokové. 
Pokud si ale syntaktický analyzátor zažádá o token, musí se na výstupu lexikálního analyzátoru 
objevit token, o který má syntaktický analyzátor zájem. Tudíž na začátku vždy nejprve zjistíme, zda 
jsme nenarazili na komentář a následně po přečtení všech eventuelních komentářů a bílých znaků 
začneme zpracovávat regulární výrazy a zjišťovat o jaký typ tokenu se jedná. 
4.1.1 Komentáře 
Komentář je taková část zdrojového souboru, která nemá žádný vliv na provádění algoritmu. 
Většinou se vypouští již při průchodu lexikálním analyzátorem a syntaktický analyzátor se o něm ani 
nedozví. Nejčastěji se jedná o text, který je pouze pomocný pro lepší pochopení kódu a jeho 
přehlednost. Může se ale také jednat o části, které byly vypuštěny z důvodu ladění a v kódu budou 
postupem času nahrazeny jinými. 
Komentáře se dělí na dva typy. Jsou to komentáře řádkové a komentáře blokové. Řádkové 
komentáře jsou na začátku uvozeny pomocí znaků, které je oddělují od kódu, nejčastěji se jedná o 
kombinaci dvou a více znaků, mohou však být použity i jednoznakové, tehdy se použije znak, který 
nemá ve zbylém kódu žádnou jinou funkci. Komentář je ukončen znakem konce řádku, který se 
v textovém souboru při načítání po znacích může vyskytnout jako kombinace znaků s hodnotami 10, 
13, nebo pouze jako jeden znak s hodnotou 10, nebo bývá ukončen koncem souboru. 
//yOZNDxář wO yODaN řáwy? 
∕∕ ]	35}_ ∗↲, h 
Komentáře blokové jsou na začátku i na konci odděleny pomocí speciálních znaků, nebo 
kombinace znaků jinde běžně užívaných. Tyto komentáře mohou obsahovat i několik řádků, stejně 
jako mohou být pouze na jednom řádku a obsahovat pouze několik málo znaků. 
/∗  yOZNDxář KbOyO@ý ∗/ 
Obecně můžeme komentář zapsat pomocí regulárních výrazů: 
∕∗  ]	35}_∗  ∗∕ 
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V praxi, přestože se jedná o závorkové výrazy, resp. o výrazy, ve kterých je nutné mít otevírací 
a uzavírající symbol, tudíž by to svádělo k použití zásobníkových automatů, není to třeba. Zde není 
potřeba ukládat si počet otevíracích a uzavírajících znaků. Z toho důvodu se využívají jednoduché 
automaty bez zásobníku, které pracují následovně. 
 
4.1.2 Identifikátor 
Identifikátor je posloupnost znaků, která označuje proměnnou, nebo název funkce. Identifikátor musí 
začínat písmenem nebo podtržítkem a může být dále složen z písmen, číslic nebo podtržítka. 
V identifikátoru se nesmí vyskytovat znaky pro matematické operátory a jiné speciální znaky. 
Pomocí regulárních výrazů lze identifikátory zapsat takto: 
] − , 	 − 
, __] − , 	 − , 0 − 9, __∗ 
Název funkce je pak identifikátor následovaný závorkami. Obsah závorek se neřeší na této 
úrovni, o to se stará až syntaktický analyzátor. 
Abychom identifikátor rozlišili od čísla, musí identifikátor začínat písmenem, nebo 
znaménkem podtržítka, které nemá jiný speciální význam. Po prvním znaku může následovat 
libovolný znak, který je písmenem, číslicí nebo podtržítkem. 
Celý identifikátor končí načtením symbolu, který do této skupiny nepatří. Nejčastěji se setkáme 
s oddělením pomocí bílých znaků, což jsou mezery, tabulátory nebo znaky nového řádku. Dále také 






















4.1.3 Celé číslo 
Jako celé číslo se bere posloupnost číslic od ostatního textu oddělených pomocí bílých znaků, 
operátorů, či závorek. Tento token se bere jako konstanta a nemůže být na levé straně operátoru 
přiřazení. O tuto kontrolu se ale stará již syntaktický analyzátor. Čísla se využívají nejčastěji jako 
konstanty ve výpočtech, nebo k indexaci polí.  
]0 − 9_+ 
 
4.1.4 Desetinné číslo 
Jako desetinné číslo se bere posloupnost číslic, ve které se vyskytuje znak „ . “ a ten je následován 
další posloupností číslic. Druhá posloupnost se nemusí vyskytnout, pak se číslo počítá jako desetinné 
s desetinnou částí rovnou nule. Tudíž celé číslo uloženo v proměnné desetinné, resp. předáno funkci 
jako desetinné číslo. 
]0 − 9_+. ]0 − 9_∗ 
 
4.1.5 Řetězec 
Jako řetězec je brána posloupnost libovolných znaků, které jsou na začátku a na konci ohraničeny 
znakem uvozovek. Tyto posloupnosti se používají v programovacích jazycích k výpisu informací na 
zobrazovací zařízení. Řetězce je možno také využívat v proměnných a pracovat s nimi pomocí 
některých funkcí, které jsou určeny pro práce s textem. 





















Někdy je zapotřbí do textu vložit i některé speciálnější znaky. Ty se vkládají přes tzv. Escape 
sekvence, což je znak zpětného lomítka následovaný jiným znakem, který v tomto případě má 
speciální význam. Nejčastějším příkladem může být escape sekvence „\n“, která symbolizuje znak 
konce řádku. Abychom mohli i tyto escape sekvence vkládat do řetězců, je třeba automat trochu 
upravit. Musíme ošetřit vstup znaku zpětného lomítka, protože pokud by se po tomto znaku nacházel 
symbol uvozovek, neznačí to konec řetězce, ale snahu vložit uvozovky do textu. Upravený automat 
pak bude vypadat obdobně jako na Obrázek 13. 
 
V mém lexikálním analyzátoru jsem se zaměřil na tyto escape sekvence(1): 
\n nový řádek 
\t symbol tabulátoru 
\“ symbol uvozovek 
\’ symbol apostrofu 
\\ symbol zpětného lomítka 
4.1.6 Operátory 
Operátor je znak nebo skupina znaků, které se vkládají do výrazů a vyjadřují operaci, která bude 
s identifikátory provedena. Existuje několik skupin operátorů. Aritmetické operátory, které se 
používají při vyčíslování aritmetických výrazů, jsou jedny z nejpoužívanějších. Zde patří 
























matematické operace, jako je například zbytek po celočíselném dělení. V našem programovacím 
jazyce jej budu označovat znakem „%“. 
Druhou skupinou jsou operátory přiřazovací, které se používají právě v programovacích 
jazycích k přiřazení hodnoty vypočtené výrazem nebo zadané konstantně do proměnné. Tyto 
operátory mají právě hlavní význam v programovacích jazycích a obecně v programování. 
Poslední skupinou jsou operátory logické, které porovnávají dva operandy. Výsledkem je 
potom pravda nebo nepravda a to v závislosti na použitém operátoru a pravdivosti výrazu. 
4.1.7 Rezervovaná slova 
Jsou to identifikátory, které mají v programovacím jazyce speciální význam. Většinou označují 
některé vestavěné funkce, vyjadřují začátek, ev. konec cyklů, nebo datový typ proměnných. (2) 
and Logická spojka 
begin Začátek bloku 
end Konec bloku 
break Konec cyklu provádění 
continue Přeskočení zbylé části smyčky a pokračování v dalším průchodu 
mod Matematický operátor pro zbytek po celočíselném dělení 
or Logická spojka 
xor Logická spojka 
div Celočíselné dělení 
int Označení celočíselného datového typu proměnné 
float Označení datového typu v plovoucí řádové čárce 
string Označení řetězcového datového typu 
program Označení začátku programu 
var Začátek oblasti pro definici proměnných 
if Podmínková funkce 
then Označení části, která se provede, pokud je podmínka platná 
else Začátek části, která se provede, pokud podmínka nebude platná 
while Funkce cyklu s podmínkou na začátku 
do Začátek bloku, který se provede v cyklu 
4.2 Syntaktický analyzátor 
Syntaktický analyzátor je část překladače nebo interpretu, která vytváří syntaktický strom, na jehož 
základě se kontroluje správnost zadání a generuje se posloupnost příkazů, které se mají provést, aby 
byl program správně zpracován. 
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Syntaktický analyzátor je možno popsat pomocí hlubokého zásobníkového automatu, který má 
následující definici: 
d# = (e, Γ, Σ, k, c, < YTO >, h) 
Q=Y, g, T 
Γ=< YTO >, < KOwA >, < cxx >, < vwc >, < vw >, < @bc >, < @b >, 
< YTZc >, < vDx >, < @ýT >, , , (, ), ; , KNvD, NDw 
Σ=< vw >, < vDx >, , , (, ), ; , KNvD, NDw 
R =   
[1] 1s <prog> → p begin<body> 
[2] 1p <body> → p <stat> ; <body> 
[3] 1p <body> → p end 
[4] 1p <stat> → p <ids><set_op><vals> 
[5] 1p <stat> → p <id>(<params> 
[6] 1p <ids> → q <id>,<ids> 
[7] 1p <ids> → r <id> 
[8] 2q <vals> → p <vals>,<val> 
[9] 2r <vals> → p <val> 
[10] 1p <val> → p <id>(<params> 
[11] 1p <val> → p <id> 
[12] 1p <val> → p <int> 
[13] 1p <val> → p <výraz> 
[14] 1p <val> → p <string> 
[15] 1p <výraz> → p <val><op><val> 
[16] 1p <výraz> → p (<výraz>) 
[17] 1p <params> → p <val><params> 
[18] 1p <params> → p ,<val><params> 
[19] 1p <params> → p )   
F = Y 
Tato syntaktická pravidla jsou pouze výtahem a nejsou kompletní pro celý programovací jazyk. 
Pomocí těchto pravidel ale lze již sestavit základní programovací jazyk, který umožňuje počítat 
matematické výrazy se základními operacemi. 
Tento programovací jazyk je zjednodušením jazyka Pascal. Je však rozšířen o využití 
hlubokého zásobníkového automatu, díky čemuž jsou možné vícenásobné přiřazovací formule. 
x, y, z = a+b, 12, 123.4 
Toto je zajištěno pomocí tučně zvýrazněných pravidel, které obsahují přechody s využitím 
hloubky pravidla. Pokud bychom použili paralelní hluboké zásobníky, které ve své bakalářské práci 
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definoval Peter Solár, mohli bychom některé z tučně zvýrazněných pravidel zkompletovat a provést 
rozvoj v jediném kroku. 
4.3 Příklad 
begin 









4.4 Praktické využití 
Tyto navržené konvence pravděpodobně nenajdou v běžném programování příliš užití, jelikož pouze 
zkracují zápis, ale nenabízí v přiloženém příkladě žádné speciální modifikace. 
Může jich však být využito pro syntaktickou analýzu přirozeného jazyka, kde získá jistě širší 
využití. Přirozený jazyk má více možností, kde se využije hluboký zásobníkový automat. Nejlepším 





























































Dále bude možné tyto hluboké zásobníkové automaty využít v bioinformatice pro struktury 
DNA, kde jsou zjišťovány vyšší závislosti skupin, které pomocí běžných automatů nelze sestavit. 
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5 Implementace 
Implementoval jsem interpret v jazyce C# na platformě Windows s využitím frameworku .NET. 
Interpret je složen z modulů lexikálního analyzátoru, syntaktického analyzátoru a interpretu vnitřního 
kódu. 
5.1 Parser.cs 
Lexikální analyzátor se skládá z třídy Parser, která je implementována jako rozšířený 
StreamReader. Konstruktoru se předá jako parametr jméno souboru, ze kterého se bude číst. Jediná 
metoda, která se z této třídy volá, mimo konstruktoru, je funkce getNextToken(). Výsledkem této 
funkce je ukazatel na třídu Token, která obsahuje informace o načteném tokenu, jako je typ a hodnota 
načtená ze souboru. Nejprve tato funkce zkontroluje, zda je otevřen soubor pro čtení a pokud není, 
pokusí se jej otevřít. V případě, že se otevření nezdaří, vrátí hodnotu null. Pokud se soubor podaří 
otevřít, nebo byl již otevřen pro čtení, začne číst znak po znaku a zpracovávat je do tokenů. 
Čtení probíhá v nekonečném cyklu, který je realizován cyklem while(true). Tento cyklus je 
alternativně ukončen, pokud dojde k načtení celého tokenu, nebo pokud dojde k načtení konce 
souboru. 
Na začátku každého cyklu se nejprve zkontroluje, zda načtený znak nemůže být počátkem 
komentáře. Pokud je vstupní znak „/“ načte se další znak, na základě kterého se rozhodne, zda se 
jedná o komentář, či nikoli. Jestliže je následující znak rovněž „/“, jedná se o řádkový komentář, který 
se zahazuje až do konce řádku. Konec řádku je rozpoznáván podle načteného symbolu, který je 
porovnáván s „\n“, což je reprezentace znaku konce řádku bez ohledu na typ souboru Windows nebo 
Linux. 
Jestliže je následujícím znakem po znaku lomítka znak „*“ jedná se o tzv. blokový komentář, 
který je ukončen až kombinací „*/“. Tato kombinace se hledá opět ve smyčce, kde kontrolujeme 
pouze znak * a pokud se znak shoduje, zkontrolujeme ještě další symbol, zda se jedná o „/“. Toto 
zajistí o něco rychlejší zpracování, jelikož nekontrolujeme vždy dva znaky, ale pouze jeden a pokud 
se ten shoduje, teprve zkontrolujeme další. 
Definice typu tokenu a operátoru jsou definovány v souboru Definitions.cs, který obsahuje 
definici všech potřebných typů jako výčtové typy enum. Hodnoty jsou pojmenovány, aby byly 
srozumitelnější pro práci programátora. 
public C_Token getNextToken() 
{ 
 … 
 while (true) 
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 { 
  if (char.IsWhiteSpace((char)readByte) || readByte == -1) 
  { // Přeskočí bílé znaky 
   if ('\n'.CompareTo((char)readByte)==0) _line++; 
   while (char.IsWhiteSpace((char)(readByte = _tReader.Read()))); 
  } 
  // komentáře, nebo operátor? 
  if ('/'.CompareTo((char)readByte) == 0) 
  { 
   if ('*'.CompareTo((char)(readByte = _tReader.Read())) == 0) 
   { // blokový komentář 
    while (true) 
    { // dokud nenajde opačnou kombinaci „*/“ 
     while ('*'.CompareTo((char)(readByte = _tReader.Read())) != 0); 
     if ('/'.CompareTo((char)readByte) == 0) 
     { 
      readByte = _tReader.Read(); 
      // konec načítání komentáře 
      break; 
     } 
    } 
   } 
   else if ('/'.CompareTo((char)readByte) == 0) 
   … // Načítání řádkového komentáře 
   else if ('='.CompareTo((char)readByte) == 0) 
   … // Operátor přiřazení s dělením „/=“ 
   else 
   … // Operátor dělení 
  } 
  j = 0; 
  // Načteno písmeno, označuje identifikátor 
if (char.IsLetter((char)readByte) 
|| ('_'.CompareTo((char)readByte) == 0)) 
  { 
   … // Načte znaky písmen, číslic a „_“ 
   // Zkontroluje, jestli se nejedná o některé z klíčových slov 
   foreach (string i in reservedW) 
   { 
    if (i.CompareTo(word) == 0) … 
   } 
   return ret; 
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  } 
  // Číslice označuje konstantu 
  if (char.IsDigit((char)readByte)) 
  { 
   … // Načtení všech číslic 
   // tecka - desetinne cislo 
   if ('.'.CompareTo((char)readByte) == 0) 
   { 
    … // Načtení všech číslic za desetinnou čárkou 
     // vrátí token jako desetinné číslo 
   } 
   else 
   { 
    … // jedná se o celé číslo 
   } 
  } 
  // Uvozovky značí řetězec 
  if ('"'.CompareTo((char)readByte) == 0) 
  { 
   while ('"'.CompareTo((char)(readByte = _tReader.Read())) != 0) 
   { // Escape symboly začínají obráceným lommítkem 
    if ('\\'.CompareTo((char)readByte) == 0) { 
    … // Porovnání o jaký escape symbol se jedná 
    } 
    else … // přidání písmene do řetězce 
   } 
  } 
  // kontrola, jestli se nejedná o operátor 
  foreach (int i in operators) 
  { 
  … // zkontroluje o který operátor se jedná 
  } 
  if (_tReader.EndOfStream) 
  { // Vrátí token značící konec souboru 
   … 




5.2 Syntaktický analyzátor 
Syntaktická pravidla: 
Program  program_header ; block; 
Program header  program identifier 
Block      -    statement part 
   declaration part 
Declaration part  variable_declaration | function_declaration  
 
Statement_part  compound_statement 
Compound_statement  begin  statement end 
       ; 
Statement  simple_statement | structured_statement 
Simple_statement  assignment | procedure_call 
Structured_statement  compound_statement | if_statement | while_statement 
Variable_declaration  var identifier   type  ; 
       , 
Function_declaration  function_header block; 
Function_header  function identifier ( paramlist ) 
Paramlist   param 
    , 
Param  identifier type | ε  
Assignment  identifier  set_oper   expression 
 n , , 
If_statement  if ( expression ) then statement [; else statement] 
While_statement  while ( expression ) do statement 
Type  int | float | string 
(2) 
Kdykoli se na vrcholu zásobníku objeví neterminální symbol <expression> zavoláme 
precedenční syntaktický analyzátor, který je na vyčíslování matematických výrazů způsobilejší. 
Vytvoří nám podstrom pro matematický výraz a poté nám vrátí řízení. 
5.2.1 Konfigurace programu 
Všechna pravidla pro rozvoj jsou definována v souboru syntax.xml, který je rozdělen na čtyři 
základní části. Základ vychází z konfiguračního souboru, který byl použit v bakalářské práci 
k načítání základního nastavení hlubokého zásobníkového automatu. Oproti této verzi zde byla 
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vypuštěna část input, protože tuto Analyzátor načítá průběžně z externě dodaného souboru. Celý 
dokument XML se skládá z hlavní větve, která má název „deeppushdownautomaton“. 
5.2.1.1 Konfigurace stavů 
První část je sekce „states“, ve které jsou definovány stavy, ve kterých se automat může 
nacházet. Tato sekce může mít libovolný počet potomků, kteří mají tag „state“. Každý prvek má pak 
atributy, které označují, zda se jedná o stav startovací, nebo koncový. Startovací stav může být pouze 
jeden. Koncových stavů může být libovolný počet. Pokud se jedná o stav startovací, bude mít tag 
atribut start=“y“, v opačném případě nemusí být atribut definován nebo pro kompletnost může mít 
atribut hodnotu “n“. Pokud se bude jednat o stav koncový, bude v tagu atribut final s hodnotou „y“ 
v opačném případě nemusí být definován, nebo bude mít hodnotu „n“. Hodnotou tagu je pak název 
stavu. Tento stav může mít libovolné pojmenování. Může být pojmenován pomocí jednoho písmene i 
pomocí celého řetězce. 
Příklad konfigurace stavů může vypadat následovně 
<states> 
<state start="y" final="n">s</state> 
<state start="n" final="y">p</state> 
<state start="n" final="n">q</state> 
<state start="n" final="n">r</state> 
<state start="n" final="y">f</state> 
</states> 
Na příkladu je vidět pětici stavů, přičemž stav „s“ je startovací a stavy „p“ a „f“ jsou koncové. 
5.2.1.2 Konfigurace terminálních symbolů 
Aby mohl automat správně zpracovávat pravidla, musí mít nadefinovány symboly, které jsou 
v pravidlech použity. Podle toho pozná, zda se jedná o symbol terminální, nebo neterminální. Tedy, 
zda jej může rozvíjet v zásobníku, nebo pouze porovnávat se vstupem. 
Terminální symboly jsou definovány v sekci „terminals“. Terminálních symbolů může být opět 
teoreticky neomezený počet. Já jsem se však zaměřil pouze na terminální symboly, které mi může 
předat Lexikální analyzátor jako typ tokenu. Pokud se jedná o klíčová slova, tak ta jsem nadefinoval 
přímo jako terminální symboly. Tyto terminální symboly porovnávám s řetězcem, který je uložen 
v hodnotě Value proměnné typu C_Symbol. Hodnota Value se nastavuje při vytváření symbolu 
pomocí konstruktoru. Pokud se symbol vytváří předáním tokenu, postará se konstruktor o převod na 
potřebnou hodnotu Value. Klíčová slova, která jsou předávána v tokenu, jsou automaticky uložena do 
hodnoty Value, operátory jsou převáděny podle typu na základní znaky nebo na hodnotu „setop“ 
pokud se jedná o některý z operátorů přiřazení. Čísla, desetinná čísla, řetězce, ale i identifikátory se 
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převedou na řetězec „ident“ s tím, že se uloží i celý token, tudíž hodnota načtená ze souboru. Většina 
terminálních symbolů je ve výše uvedené definici rozkladu jazyka zvýrazněna podtržením. 













5.2.1.3 Konfigurace nonterminálních symbolů 
Stejně jako bylo třeba nakonfigurovat, které symboly budou terminální, je třeba předat informace, 
které symboly budou nonterminální. Všechny ostatní symboly použité v pravidlech budou 
ignorovány. 
Nastavení nonterminálních symbolů se nachází v sekci „nonterminals“. Zde může být opět 
teoreticky neomezený počet nonterminálních symbolů. Tyto symboly se používají v pravidlech 
zejména na levé straně, ale mohou být i na straně pravé. To v případě, že se nonterminál rozvine na 
jeden či více neterminálních symbolů. 
Všechny uvedené nonterminální symboly korespondují s nezvýrazněnými slovy v návrhu 
jazyka. Jelikož mohou být rozvíjeny dál. 

























5.2.1.4 Konfigurace pravidel 
Pravidla jsou také zapsána v souboru syntax.xml. Jsou obsažena v sekci „rules“. Vzhledem k tomu, že 
pravidla mohou být i pseudoparalelní, je v tagu uveden ještě parametr version, který určuje, zda se 




Podle toho se pak také zapisují pravidla do dalších větví. Množství pravidel může být 
teoreticky neomezené. Pokud ale budeme mít příliš mnoho pravidel, může se stát, že zpracování i 
relativně jednoduchého souboru bude trvat velmi dlouho. 
Pokud máme sekvenční verzi pravidel, budeme každé pravidlo zapisovat ve tvaru 
<rule d=“hloubka“ s1=“stav1“ s2=“stav_po_rozvoji“> 
  <left>levý nonterminál</left> 
 <right> 
  <r>první_pravý_symbol</r> 
  <r>druhý_pravý_symbol</r> 
  … 
 </right> 
</rule> 
Jak je vidět, tak u sekvenční verze hlubokých pravidel je zapotřebí jako atribut zadat hloubku 
rozvíjeného nonterminálu. Dále jako atributy jsou zde stav, ve kterém se automat před rozvojem 
nachází, a stav, do kterého má automat po rozvoji přejít. Část Left, označuje nonterminální symbol, 
který se bude rozvíjet. Větev Right určuje řetězec symbolů, kterým se nahradí nonterminál na levé 
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straně. Řetězec může být složen z terminálních i nonterminálních symbolů, stejně jako může být 
místo symbolu prázdný tag <r></r>, který symbolizuje epsilon řetězec. 
U paralelní verze pravidel se každé pravidlo skládá z několika subpravidel. U paralelního 
zpracování se nezadává hloubka pravidla, protože ta se bere od vrcholu (hloubka 1) pro každé 
subpravidlo o jednu úroveň vyšší. 
Pravidla budou zapsána následovně. 
<rule s1="p" s2="q"> 
 <sub> 
  <left>nonterminál_v_hloubce_1</left> 
  <right> 
   <r>první_symbol</r> 
   <r>druhý_symbol</r> 
   … 
  </right> 
 </sub> 
 <sub> 
  <left>nonterminál_v_hloubce_2</left> 
  <right> 
   <r>první_symbol</r> 
   … 




Subpravidel může být v jednom pravidle obsaženo více. Při zpracování pak záleží na tom, zda 
je na zásobníku dostatečný počet neterminálních symbolů, aby mohlo dojít k rozvinutí všech 
subpravidel. 
5.2.1.5 Převod pravidla do XML 
Pravidla převedeme do XML na základě předpisu, jak jej vidíme v návrhu jazyka. 
Mějme pravidlo 
Program  program_header ; block; 
Vzhledem k tomu, že se jedná o úplně první pravidlo, budeme předpokládat, že startovací stav 
označíme jako „s“ a hloubka pravidla bude 1. 
Záhlaví pravidla bude v tomto případě následující: 
<rule d="1" s1="s" s2="p"> 
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Na levé straně se nachází symbol „program“. Za předpokladu, že jsme tento nonterminál 
nadefinovali mezi nonterminály v části „nonterminals“ můžeme jej použít i v pravidlech. Symbol 
program se ale nachází mezi terminály, jelikož se jedná o klíčové slovo, proto jej nemůžeme použít 
na levé straně pravidla. Z toho důvodu jej nahradíme nonterminálem „program_m“. 
Na pravé straně pravidla se nachází čtyři symboly a to program_header ; block ; které stejně 
tak přepíšeme na pravou stranu. Výsledný zápis bude vypadat takto: 
<rule d="1" s1="s" s2="p"> 
 <left>program_m</left> 
 <right> 
  <r>program_header</r> 
  <r>;</r> 
  <r>block</r> 
  <r>;</r> 
 </right> 
</rule> 
Obdobně pak přepíšeme všechna pravidla, která budeme využívat. 
5.2.2 Aplikace pravidel 
Pro aplikaci pravidel je vytvořena metoda UseRule, které se předá proměnná obsahující pravidlo, 
které se má použít. Toto pravidlo je načteno z konfiguračního souboru XML na začátku provádění. 
Metoda UseRule je součástí třídy C_Config, ve které je uložena aktuální konfigurace automatu. 
Automat byl původně stavěn na simulované paralelní zpracování pravidel a z toho důvodu je každé 
pravidlo složeno z několika subpravidel. Ta se aplikují od nejnižší hloubky. Pokud by se prováděla od 
vrcholu zásobníku, docházelo by při pseudoparalelním zpracování k přepisování i nonterminálů, které 
se rozvinuly pomocí předchozího subpravidla. Pokud rozvíjíme subpravidla od největší hloubky, 
nemůže se nám stát, že se změní hloubka nonterminálů, které jsou v nižší hloubce, než ve které 
rozvíjíme nonterminál. 
public bool UseRule(C_Rule rule) 
{ 
 // zkontrolujeme zda jsme ve správném stavu, který odpovídá pravidlu 
 if (rule.State1.Name.Equals(state.Name)) 
 { 
  // Projdeme všechna subpravidla od nejnižšího 
  for (int i = rule.CountRules - 1; i >= 0; i--) 
   { 
    C_Subrule sbRule = rule.GetSubrule(i); 
   // zjistíme si odkaz na symbol, který budeme rozvíjet 
    C_Symbol tmp = zasobnik.InDeep(sbRule.Deep); 
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   // zjistíme kořen podstromu, kterému budeme přidávat potomky 
    SimpleTreeNode<C_TreeSymbol> trNode = tmp.TreeNode; 
// Pokud předtím docházelo k Backtrackingu, zrušíme všechny potomky 
ve stromě. Opět musíme postupovat od posledního prvku. 
    if (trNode.Children.Count > 0) { 
     for (int j = trNode.Children.Count -1; j>=0; j--){ 
      trNode.Children[j].DeleteNode(); 
     } 
    } 
// Zkontrolujeme, zda symbol, který budeme rozvíjet souhlasí 
s levou stranou pravidla 
    if ((tmp != null) && (tmp.Equals(sbRule.Left))) 
    { 
// Pro každý symbol z řetězce na pravé straně pravidla přidáme 
větev do stromu 
     foreach (C_Symbol sym in sbRule.Right.retezec) 
     { 
// Abychom měli odkaz do stromu, tak symbolu přidáme tento odkaz 
při vytvoření větve 
sym.TreeNode = trNode.Children.Add ( new C_TreeSymbol ( 
sym.Type, null, sym.Value ) ); 
     } 
    // Využijeme metodu Expand() třídy C_PushDown 
     if (zasobnik.Expand(sbRule.Deep, sbRule.Right.retezec) == 1) { 
      continue; 
     } 
     else return false; 
    } 
    else return false; 
   } 
  // po úspěšném provedení všech rozvojů přejde do následujícího stavu 
  state = rule.State2; 
  return true; 
 } 
 else return false; 
} 
5.2.3 Zjištění použitelných pravidel 
Ke zjištění pravidel, která se mohou použít podle levé strany pravidla, a stavu, ve kterém se automat 
nachází a obsahu zásobníku. Metoda je součástí třídy C_Config. 
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public C_Rules UseableRules(C_Rules aplicable) 
{ 
 C_Rules tmpl = new C_Rules(); 
// projdeme všechna pravidla, která nám byla předána 
 foreach (C_Rule rule in aplicable._Rules) 
 { 
// pravidlo zařadíme do seznamu použitelných pouze pokud se vztahují ke 
stavu ve kterém se nacházíme. Tento stav je privátní proměnnou třídy 
C_Config - state 
  if (rule.State1.Name.Equals(state.Name)) 
  { 
   int pocet = 0; 
// Projdeme všechna subpravidla a zkontrolujeme zda všechna vyhovují 
   for (int i = rule.CountRules - 1; i >= 0; i--) 
   { 
    C_Subrule sbRule = rule.GetSubrule(i); 
    C_Symbol tmp = zasobnik.InDeep(sbRule.Deep); 
    if ((tmp != null) && (tmp.Equals(sbRule.Left))) 
    { 
     pocet++; 
    } 
   } 
   if (pocet == rule.CountRules) tmpl.Add(rule); 
  } 
 } 
// Seznam pravidel seřadíme podle hloubky, kde se použijí, přednost mají 
pravidla s větší hloubkou 
 return tmpl.SortByDeep(); 
} 
5.2.4 Backtracking 
Backtracking se skládá ze dvou částí. První částí je zálohování aktuálního stavu a to tehdy, pokud se 
vyskytuje více než jedno použitelné pravidlo. Druhou částí je pak obnova, pokud syntaktický 
analyzátor narazí na stav, ze kterého neexistuje další krok, tak se vrátí k nejbližší situaci, kdy měl na 
výběr a mohl se rozhodnout špatně. 
Zálohování stavu je implementováno metodou BackUp, která zálohuje stavy všech potřebných 
seznamů, jako je zásobník symbolů, aktuální stav vstupní symboly. Všechny tyto informace se 
ukládají do privátních vícerozměrných seznamů. 
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public bool BackUp(int rule, string used) 
{ 
 try 
 { // do privátních proměnných typu List přidá aktuální stavy 
  _vstup.Add(new List<C_Symbol>(vstup)); 
  _zasobnik.Add(zasobnik.Export()); 
_state.Add(new C_State(this.state.Name, this.state.Finate, 
this.state.Starting)); 
  _BadRules.Add(rule); 
  _used.Add(used); 
  return true; 
 } 
 catch 
 { // Zachycení výjimek 
  return false; 
 } 
} 
Druhou funkcí, která je použita při backtrackingu je funkce GetBack, která načte ze 
zálohovaných seznamů poslední konfiguraci, která byla zálohovaná. Tato konfigurace je vyjmuta. 
Pokud existuje více než jedno další pravidlo, které by se dalo použít k přechodu ze stavu, který se 
načetl, zajistí zálohování funkce BackUp, kterou musí zavolat nadřazená funkce. 




  int last = _vstup.Count - 1; 
  if (last >= 0) 
  { // Načte konfigurace do veřejně přístupných proměnných 
   vstup = new List<C_Symbol>(_vstup[last]); 
   zasobnik.load(_zasobnik[last]); 
   state = _state[last]; 
  // Vyjme ze záložních seznamů poslední prvek, který odpovídá 
   _vstup.RemoveAt(last); 
   _zasobnik.RemoveAt(last); 
   _state.RemoveAt(last); 
   return true; 
  } 





  return false; 
 } 
} 
Aby docházelo korektně k Backtrackingu i pro načtené symboly, musíme při načtení tokenu 
zapsat tento vstupní symbol do všech zálohovaných konfigurací, aby nedošlo ke ztrátě načtených dat. 
O to se stará funkce AddInput. Tato funkce je součástí třídy C_Config, tudíž má přístup i k privátním 
proměnným. 
public void AddInput (C_Symbol symbol) 
{ 
 // přidá vstupní symbol do aktuální konfigurace 
 vstup.Add(symbol); 
 for (int i = 0; i<_vstup.Count; i++) 
 { // i do všech zálohovaných 
  _vstup[i].Add(symbol); 
 } 
} 
5.2.5 Krokování chodu 
O postupné krokování chodu celé syntaktické analýzy se stará metoda, která reaguje na stisk tlačítka 
na formuláři. Tato metoda je využita i při reakci na časovač, pokud se spustí automatické krokování 
celého procesu. 
private void nextTokenBtn_Click(object sender, EventArgs e) 
{ 
 C_Token nextTok; 
 // Zkontroluje, zda je nastaven Automat. Pokud není, je objekt prázdný 
 if (_parser == null) 
 { 
  // Nacte konfiguraci 
  _Konfigurace = new C_PDAConf(); 
  _Konfigurace.XMLinput("syntax.xml"); 




  _parser = new C_Parser(fileNameLabel.Text); 
 } 
 // Pokud je vstup prázdný, zkusí načíst další token 
 if (_Automat.vstup.Count == 0 && !EndFile) { 
  nextTok = _parser.getNextToken(); 
  if (nextTok.Type != tTokTyp.ENOF) 
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   _Automat.AddInput(new C_Symbol(nextTok)); 
  else EndFile = true; 
 } 
 else if (_Automat.vstup.Count >= 0) 
 { 
// jestlize je zasobnik prazdny, zkus jestli je v koncovem stavu a je 
precten cely retezec  
  if (_Automat.zasobnik.GetFirst() == null) 
  { 
   bool erro = true; 
   if (_Automat.state.Finate) 
   { 
    if (_Automat.vstup.Count == 0) erro = false; 
   } 
   if (erro) 
   {  
// není v koncovém stavu, nebo nepřečetl celý řetězec - backtracking 
    if (!_Automat.GetBack()) 
    { // není kam se pomocí Backtrackingu vrátit – chyba, konec 
     … 
    } 
    else 
    { // úspěšný backtracking 
    } 
   } 
   else 
   { // Je v koncovém stavu, přečetl vstup, není nic v zásobníku 
    TmpLabel.Text = "Řetězec byl přijat"; 
   } 
  } 
  else 
  { // Není prázdný zásobník, zkusí, jestli je na vrcholu terminál 
   if (_Automat.zasobnik.GetFirst().Type.Equals('T')) 
   { 
if (_Automat.vstup.Count != 0 && 
_Automat.zasobnik.GetFirst().Equals(_Automat.vstup[0])) 
    { // Přidání do stromu, vyjmutí ze zásobníku, ze vstupu 
SimpleTreeNode<C_TreeSymbol> Leaf = 
_Automat.zasobnik.GetFirst().TreeNode; 
     Leaf.Value.Value = _Automat.vstup[0].Token.ToString(); 
     _Automat.zasobnik.Pop(); 
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     _Automat.vstup.RemoveAt(0); 
 … // pokud je na zásobníku <expression> zavolá precedenční 
syntaktický analyzátor ke kontrole matematických výrazů 
    } 
    else 
    { // Na zásobníku je terminál, neshoduje se se vstupem 
     … // Backtracking 
    } 
   } 
   else 
   { // na vrcholu není terminál 
    C_Rules rul = _Automat.UseableRules(_Konfigurace.Rules); 
    if (Err) 
    { // Předcházel Backtracking, vybere omezenou množinu 
     rul = rul.GetRulesBy(BadRule); 
     Err = false; 
    } 
    // není dalš použitelné pravidlo, proveď Backtracking 
    int pocet = rul._Rules.Count; 
    if (pocet == 0) 
    { … // Backtracking 
    } 
    else if (pocet == 1) 
    { // pouze jediné pravidlo, není třeba dělat zálohu 
     if (!_Automat.UseRule(rul._Rules[0])) 
     { … // Nepodařilo se použít pravidlo 
     } 
     else { } 
    } 
    else 
{ // Více než 1 pravidlo, udělat zálohu a zkusit rozvinout podle 
1. pravidla 
     C_Rule x = rul._Rules[0]; 
     _Automat.BackUp(x.Number, l_c_used.Text); 
     _Automat.UseRule(x); 
    } 
   } 
  } 
 } 




Důkladněji jsem se seznámil s hlubokými zásobníkovými automaty, které jsem popisoval již ve své 
bakalářské práci. Tyto automaty jsou silnější než klasické zásobníkové automaty. Jejich výpočetní 
síla závisí na maximální hloubce, ve které je možno provést rozvoj nonterminálu. 
V této práci jsem navrhnul syntaktický analyzátor pro jednoduchý programovací jazyk, který je 
založen na programovacím jazyce Pascal a je rozšířen o vícenásobné přiřazení, které je možné 
kontrolovat díky hlubokým zásobníkovým automatům. Ty rozvíjí nonterminál ve větší hloubce, než 
jen na vrcholu zásobníku a tím je možno kontrolovat struktury ve tvaru. 
-K-a- 
Dále jsem naimplementoval lexikální a syntaktický analyzátor výše navrženého 
programovacího jazyka. Konečným výstupem těchto analyzátorů je syntaktický strom, který je možno 
převést na tříadresný kód pomocí průchodu postorder tímto stromem. Pokud se jedná o výrazy, jsou 
v listech vždy operandy a v kořeni je uložen operátor. 
V programovacích jazycích asi nebude mít hluboký zásobníkový automat příliš velké možnosti 
použití. Nadefinovaný jazyk má pouze jednoduché rozšíření, které nebude mít v praxi asi reálné 
uplatnění. Je však na něm vidět aplikace hlubokého zásobníkového automatu, včetně jeho 
implementace. 
Největší využití ale bude mít aplikace pravidel v bioinformatice, kde můžeme kontrolovat 
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