We extend a stochastic model of hierarchical dependencies between wavelet coefficients of still images to the spatiotemporal decomposition of video sequences, obtained by a motion-compensated 2D+t wavelet decomposition. We propose new estimators for the parameters of this model which provide better statistical performances. Based on this model, we deduce an optimal predictor of missing samples in the spatiotemporal wavelet domain and use it in two applications: quality enhancement and error concealment of scalable video transmitted over packet networks. Simulation results show significant quality improvement achieved by this technique with different packetization strategies for a scalable video bit stream.
INTRODUCTION
Video coding schemes involving motion-compensated spatiotemporal (2D + t) wavelet decompositions [1, 2, 3] have been recently shown to provide very high coding efficiency and to enable complete spatiotemporal, SNR, and complexity scalability [4, 5, 6] . Apart from the flexibility introduced by the scalability of the bit stream, an increased robustness in error-prone environments is possible. Unequal error protection of such kind of bit streams is easily achievable, due to the inherent priority of data. These features make scalable video methods desirable for video transmission over heterogeneous networks, involving, in particular, packet losses. In most cases, however, if packets are lost, an error concealment method needs to be applied. This is usually done after the inverse transformation, that is, in the spatiotemporal domain.
There exists a plethora of error concealment methods of video, most of them applying directly to the reconstructed sequences (for a comparative review, see [7] ). Approaches exploiting the redundancy along the temporal axis try to conceal the corrupted blocks in the current frame by selecting suitable substitute blocks from the previous frames. This approach can be reinforced by introducing data partitioning techniques [8] : data in the error prediction blocks are separated in motion vectors and DCT coefficients, which are unequally protected. This way, if the motion vector data are received without errors, the missing blocks are set to their corresponding motion-compensated blocks. However, the loss of a packet usually results in the loss of both the motion vectors and the DCT coefficients. So, many concealment methods first estimate the motion vectors associated with a missing block using the motion vectors of adjacent blocks [9, 10] . Spatial error concealment methods restore the missing blocks only based on the information decoded in the current frame. To restore the missing data, several methods can be used: minimization of a measure of variations (e.g., gradient or Laplacian) between adjacent pixels [11] , each pixel in the damaged block is interpolated from the corresponding pixels in its four neighboring blocks such that the total squared border error is minimized [12] , or the missing information is interpolated utilizing spatially correlated edge information from a large local neighborhood [13] . Statistical models like the Markov random fields (MRF) have also been proposed for error concealing in video [14, 15] . These methods estimate the missing pixels by exploiting spatial or spatiotemporal constraints between pixels in the original sequence. Note that such approaches can also be employed to estimate missing motion vectors [16] .
The error concealment method proposed in this paper is based on a statistical model applied in the transformed wavelet domain. It is a spatiotemporal multiscale model, exhibiting the correlation between discontinuities at different resolution levels in the error prediction (temporal detail) frames.
Hierarchical dependencies between the wavelet coefficients have been largely used for still images [17] , for coding in methods like EZW [18] and SPIHT [19] , and for denoising [20, 21] . They rely on a quadtree model which has been thoroughly investigated, leading to a joint statistical characterization of the wavelet coefficients [22, 23] . The parentoffspring relations exhibited in the wavelet domain by still images can be extended in the temporal dimension for video sequences and thus lead to an oct-tree [24] . This one can be used to model the spatial and temporal dependencies between the wavelet coefficients by taking into account a vector of spatiotemporal ancestors. The extension to motioncompensated 2D + t decompositions implies taking into account additional dependencies and provides insight into the complex nature of these representations. By extending the model proposed in [22, 23] to video sequences, we propose, in this paper, a stochastic modeling of the spatiotemporal dependencies in a motion-compensated 2D + t wavelet decomposition, in which we consider the conditional probability law of the coefficients in a given spatiotemporal subband to be Gaussian, with variance depending on the set of the spatiotemporal neighbors. Based on this model, we provide new estimators for the proposed model, showing improved statistical performances. Then we use it to build an optimal mean square predictor for missing coefficients, which is further exploited in two applications of transmitting over packet networks: a quality enhancement technique for resolutionscalable video bit streams and an error concealment method, both applied directly to the subbands of the spatiotemporal decomposition.
The paper is organized as follows. In the next section, we present the stochastic model of spatiotemporal dependencies. In Section 3, several estimators for the model parameters are proposed and tested. In Section 4, we present the prediction method based on the stochastic model. In Sections 5, 6, and 7, we demonstrate the efficiency of our model in the quality enhancement and error concealment methods of scalable video. Section 8 concludes this paper.
STOCHASTIC MODELING OF THE SPATIOTEMPORAL DEPENDENCIES BETWEEN WAVELET COEFFICIENTS
The wavelet decomposition, even though ideally decorrelating the input, presents some residual hierarchical dependencies between coefficients that have been exploited in the zerotree structures introduced by Shapiro [18] . These parent-offspring structures, in still images, highlight the exponential decay of magnitudes of wavelet coefficients from coarse to fine scales and also their persistence, meaning that spatially correlated patterns (edges, contours, and other discontinuities) propagate through scales. However, it was shown, for still images, that there is no significant (second-order) correlation between pairs of raw coefficients at adjacent spatial locations ("siblings"), orientations ("cousins"), or scales ("parent" and "aunts"). Instead, their magnitudes exhibit high statistical dependencies [22, 25] . We are interested here in exploring the statistical dependencies between the wavelet coefficients resulting from a motion-compensated spatiotemporal decomposition of a video sequence. For this 2D + t decomposition, shown in Figure 1 , an extended spatiotemporal neighborhood can be considered [26] . In addition to the spatial neighbors, we take into account additional dependencies with the spatiotemporal parent, its neighbors, and the spatiotemporal "aunts" (see Figure 1) .
In order to precise the model, we consider a spatiotemporal subband and let (c n,m ) 1≤n≤N, 1≤m≤M be the NM coefficients in this subband. For a given coefficient c n,m , we denote by p k (n, m) all its spatial and spatiotemporal "neighbors" (k being the index over the considered set of neighbors). Similar to the work in [22] on 2D signals, let the prediction of a n,m = |c n,m | 2 be
where w = (w k ) k is the vector of weights. The high-order statistical dependence involved by this relation can be illustrated via conditional histograms of coefficient magnitudes. In Figure 2 , we present such a histogram in log-log scales, conditioned to a mean square linear prediction of squared spatiotemporal neighbors, for coefficients in spatiotemporal subbands at two different temporal resolution levels.
One can observe the increase of the variance of the model with the conditioning value which leads to a double stochastic model, in which we consider the conditional probability law of the coefficients in a given subband to be Gaussian, with variance depending on the set of spatiotemporal neighbors. Figure 2 suggests considering the following model:
where z n,m is an additive noise. When l n,m takes large values, the dependence between log a n,m and log l n,m is approximately linear, which is in agreement with the right part of the plot in Figure 2 . In the meantime, the constant α is useful to describe the flat left part of the log histogram. and by reintroducing the sign, we have
where s n,m ∈ {−1, 1}. We suppose the noise to be normal, that is, β n,m = e zn,m/2 s n,m ∼ N (0, 1). This leads to a Gaussian conditional distribution for the spatiotemporal coefficients of the form
where
and p(n, m) = (p k (n, m)) k is the vector of neighbors.
MODEL ESTIMATION
In order to estimate the parameters
of the model, we use the wavelet coefficients (c n,m ) (1≤n≤N,1≤m≤M) (where N, M represent the image size) to build several criteria and compare their estimation performances. Ideally, a criterion J N,M (θ) should satisfy some nice properties, such as the following.
(1) A parameter estimator should be such that
ing almost sure (or, at least, in probability).
, with θ 0 being the vector of the true parameters;
These conditions define what is called a "contrast" in statistics [27] . However, they may be difficult to satisfy in practice, and one can therefore require slightly weaker constraints to be satisfied. In the sequel, we will check whether the following two alternative constraints are satisfied by the proposed criteria:
In the above equation, E{·} denotes the mathematical expectation. We now introduce the criteria and discuss their properties with respect to the above constraints.
(
1) Least squares (LS).
The criterion proposed in [22] is a least mean squares one, which can be written as
For the probability law of the coefficients given by (5) and (6), it can be easily shown that this criterion satisfies relation (8) (with equality if and only if θ = θ 0 ), but condition (9) holds only subject to some additional ergodicity conditions on c 2
We propose the use of an approximate ML estimator:
This amounts to minimizing the following criterion:
Again, it is easy to verify that this criterion satisfies relation (8) (with equality if and only if θ = θ 0 ) for the conditional law of interest, but condition (9) requires ergodicity conditions on log σ 2 n,m (θ 0 ). (3) Looking for a criterion satisfying (9), we introduce a more efficient criterion (EC), defined by
where γ and β are two positive real parameters. For a very large number of coefficients (N, M → ∞), according to the law of large numbers, the criterion J N,M (θ 0 ) converges in probability to the following expression:
Besides, we have E{|c
Expression (13) thus leads to
The parameter γ should be chosen so as to guarantee that E{J N,M (θ 0 )} ≤ E{J N,M (θ)} for all θ, with equality if and only if θ = θ 0 . This condition is satisfied if
is minimum for θ = θ 0 . After some simple calculations, it can be shown that by choosing γ = C c β /C c 2β , the above property is satisfied.
We can notice that due to the Gaussian assumption in the particular case β = 2, we get C 
One of the advantages of the third criterion (EC) over the former two (LS, ML) is that no additional ergodicity conditions are required for (9) to be satisfied. In the next section, we provide evidence through Monte Carlo simulations for the improved mean square estimation error achieved by the new criterion. 
Illustration examples
In order to illustrate the previous theoretical results, we consider a lifting-based motion-compensated temporal Haar decomposition [3] of a video sequence, applied on groups of 16 frames, with 4 temporal and 4 spatial resolution levels. The motion estimation/compensation in the Haar temporal decomposition uses a full search block matching algorithm with half-pel motion accuracy and the spatial multiresolution analysis (MRA) is based on the biorthogonal 9/7 filters. The spatiotemporal neighborhood consists of 12 coefficients of the current one: its Up and Left neighbors, its spatial parent, aunts, and cousins, and its spatiotemporal parent together with its Up and Left neighbors and spatiotemporal aunts. In order to check the validity of our model, the parameters estimated by least mean squares on a given subband have been used to generate a Gaussian random field having the same conditional probability density as our model. The real subband (which is, in this case, the vertical detail subband at the highest spatial resolution of the first temporal decomposition level for "hall monitor" sequence) and a typical simulated one (with the parameters estimated by MLS criterion) are shown in Figure 3 . Based on the synthetic data, the different estimators presented in Section 3 have been compared and the parameter values estimated over 50 realizations are presented in Table 1 . A critical point in the estimation is that in order to keep the variance of the model pos-itive, we need to constrain the weights to be positive. As we can notice from this table, the EC with β = 2 proves to be the most robust and of the best performance compared to the LS and ML criteria especially for the neighbors which are more significant.
In the second part of this paper, we introduce a prediction method based on our stochastic model before presenting two applications of it: the quality improvement of scalable video and error concealment when packet losses occur during video transmission.
PREDICTION STRATEGY
In a packet network without QoS (quality of service), even considering a strong channel protection for the most important parts of the bit stream, some of the packets will be lost during the transmission due to network congestion or bursts of error. In this case, an error concealment method should be applied by the decoder in order to improve the quality of the reconstructed sequence.
The stochastic model presented in the previous sections can be applied to the prediction of the subbands that are not received by the decoder. Indeed, a spatiotemporal MRA as described in Section 2 naturally provides a hierarchical subband structure, allowing to transmit information by decreasing order of importance. The decoder receives, therefore, the coarser spatiotemporal resolution levels first and then, with the help of the spatiotemporal neighbors, can predict the finest resolution ones.
The conditional law of the coefficients exhibited in (5) is used to build an optimal mean square error (MSE) estimator of the magnitude of each coefficient, given its spatiotemporal ancestors. This leads to the following predictor: After some simple calculations, we get the optimal estimator expression:
with σ n,m given in (6) and the model parameters estimated using the criterion in (14) . The choice of the spatiotemporal neighbors used by the predictor, in the context of a scalable bit stream, has been made in such a way as to avoid error propagation. Supposing the coarser spatial level of each frame is received (e.g., it can be better protected against channel errors), we restrict the choice of the coefficients p k (n, m) in our model to the spatial parent, spatial aunts, and the spatiotemporal parent, its neighbors, and the spatiotemporal aunts of the current coefficient. As the bit stream is resolution scalable, all these spatiotemporal ancestors belong to the spatiotemporal subbands that have already been received by the decoder and can therefore be used in a causal prediction.
Note that our statistical model and therefore the proposed prediction do not take into account the sign of the coefficients. As the sign of the coefficients remains an important piece of information, data partitioning can be used to separate it from the magnitude of the coefficients, in order to better protect it in the video bit stream. Efficient algorithms for encoding the sign of wavelet coefficients are already available (see, e.g., [28] ). In the sequel, we will consider therefore that the sign has been correctly decoded.
MODEL-BASED QUALITY ENHANCEMENT OF SCALABLE VIDEO
In the first application, we consider scalable video transmission over heterogeneous networks and we are interested in improving the spatial scalability properties. In this case, the adaptation of the bit stream to the available bandwidth can lead to discarding the finest spatial detail subbands during the transmission. However, if the decoder has display size and CPU capacity to decode in full resolution, the lack of the finest frequency details would result in a low-quality, oversmoothed, reconstructed sequence. We propose to use the stochastic model developed in Section 2 to improve the rendering of the spatiotemporal details in the reconstructed sequence. Thus, the decoder will receive the coarser spatial resolution levels at each temporal level and predict with the help of the spatiotemporal neighbors the finest resolution ones. We propose to use, for the prediction, the optimal MSE estimator of the magnitude of each coefficient, given its spatiotemporal ancestors presented in Section 4. Note that this strategy can also be seen as a quality scalability, since bit rate reduction is achieved by not transmitting the finest frequency details.
In order to apply this method, as we can recall from the Table 1 , it is more convenient to use the EC criterion with β = 1. Its performance in the considered neighborhood is better than that of the same criterion with β = 2.
For simulations, we have considered the spatiotemporal neighborhood consisting of the 8 coefficients mentioned above. We send the three low-resolution spatial levels of each temporal detail frame and predict the highest resolution detail subbands using our model. We compare this procedure with the reconstruction of the full resolution using the finest spatial detail subbands set to zero, which would be the reconstruction strategy of a simpler decoder.
In Figure 4 , we present the MSE of the spatial reconstruction of each temporal detail frame at different temporal resolution levels. One can observe the significant decrease in reconstruction error by using the proposed prediction strategy. Another observation is related to the MSE value in itself, which is highest at the last temporal resolution level. This is related to the higher energy of the low-resolution temporal detail subbands. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Frame number
Hall monitor Foreman Figure 5 : PSNR improvement for a GOF of 16 frames of the "foreman" and "hall monitor" CIF sequences, when we predict the finest frequency subbands at different temporal resolution levels.
In Figure 5 , we present the PSNR improvement of the reconstructed sequence obtained by predicting the finest frequency subbands at all the temporal resolution levels with our model, instead of setting them to zero. As we can see, for two different sequences, the PSNR improvement varies between 1.3 dB and 2.7 dB.
In Figure 6 , we present the reconstructed temporal detail frames of the first temporal resolution level of the "hall monitor" sequence. (a) Is the real reconstructed temporal detail frame, (b) is the reconstructed frame when we predict the finest subbands, and (c) is the reconstructed frame when we set its finest subbands to zero. As we can see, the third image proved to be more blurred than the real one and the frame reconstructed with the help of our model has sharper edges and outlines.
ERROR CONCEALMENT IN THE SPATIOTEMPORAL WAVELET DOMAIN
The application we consider in this section is the transmission of scalable video bit stream over IP networks, prone to packet losses. The packetization strategy will highly influence the error concealment methods that we need to apply. Indeed, depending on the application and on the level of protection desired (and the overhead allowed for error protection), several strategies of packetization can be envisaged for the spatiotemporal coefficients, such as:
(1) one spatial subband per packet; (2) all subbands with the same spatial resolution and orientation in one packet; (3) all subbands at the same spatial level in each temporal detail frame in one packet.
We further analyze the influence of losing a packet at different spatiotemporal levels in each one of these settings and the ability of our prediction model to provide error concealment.
(1) First, we analyze the concealment ability of our model when the packetization method consists of taking one subband per packet. In this case, if a spatiotemporal subband is lost, we predict it with the help of the neighbors of the coarser spatial and temporal resolution levels that we assume have been received by the decoder without losses. In Figure 7 , we present the MSE of the reconstruction of a detail frame when we lose a subband at different spatial and temporal resolution levels. The MSE of the reconstructed frames using the prediction based on the statistical model is better than the one obtained by setting to zero the coefficients corresponding to the lost subband. Note also that, as expected, the loss of a subband at the last temporal resolution level influences the MSE of the reconstructed frame more than at any other temporal level.
An interesting point that comes out from these results is that the spectral behavior of a temporal detail frame is different from that of still images. One can see, from Figure 7 , that the energy of the subbands at different spatial resolution levels does not decay across the scales, as observed for still images, but the medium and high frequency levels have more power than the lowest frequency one. This is due to the fact that the frames we are studying represent temporal prediction errors, therefore containing spatial patterns very similar to edges, whose energy is concentrated at rather high spatial frequencies.
Another useful point is to see how the prediction of a subband at different spatial resolution levels influences the reconstruction of a frame in the original sequence. Thus, in Prediction Set to zero Figure 7 : MSE of the spatial reconstruction of the first temporal detail frame on losing the horizontal subband at different temporal resolution levels and for three spatial resolution levels. SPi stands for the ith spatial resolution level and Tempi for the ith temporal decomposition level. Table 2 , we present the MSE of the reconstruction of a frame in the original sequence when we lose a subband of a temporal detail frame at a given temporal resolution level (numbered 1, 2, 3) and at each spatial resolution level (denoted by  Tables 1, 2, 3) . In this case, the reconstruction quality using our optimal predictor is proved to be superior to the reconstruction performed with the details corresponding to the lost subbands set to zero. We also notice that, as expected, the loss of a subband at the third temporal resolution level is more damaging for the reconstruction than at another temporal level.
In Figure 8 , we show a detail of a reconstructed frame at the first temporal resolution level, assuming that a subband at the second spatial resolution level was lost.
(2) Next, we consider the packetization technique in which all the subbands of the same spatial resolution and orientation level at the same temporal resolution level belong to a packet. In Figure 9 , we present the PSNR improvement of the reconstructed sequence assuming that we lose a packet at each temporal level. We notice here that our model leads to a higher improvement of the PSNR (up to 2.5 dB) when the lost packet is at the first temporal resolution level, where the prediction errors do not propagate through the temporal synthesis procedure.
(3) The third method of packetization considered consists of taking the subbands of the same spatial resolution level in each temporal detail frame in one packet. In Table 3 , we present the MSE of a reconstructed frame of the original sequence in case we lose a spatial resolution level (first or second) of a temporal detail frame at different temporal resolution levels. We observe that as we move to coarser temporal resolution levels, the loss of the coarser spatial resolution level becomes more significant. This could be expected, as the coefficients of a coarser temporal and spatial resolution level are bigger than those of a finer one and so even a small error at the prediction becomes important in the reconstruction of the original frames. Figure 10 compares the reconstruction of a temporal detail frame with the proposed method with the one that consists of setting to zero the coefficients corresponding to the lost packet. We observe the oversmoothing resulting from the latter method and the good visual rendering of the high frequency details obtained with the proposed method.
ERROR CONCEALMENT OF SCALABLE BITSTREAMS
In the previous simulation results, we have assumed that, except for the lost packet, all the other subbands have been correctly received by the decoder. Here, we consider an even worse scenario: bandwidth reduction during the transmission requires to cut from the bit stream the finest detail subbands, and, in addition, some packets are lost from the remaining bit stream. The main difference from the previous situation is that we need to predict not only the lost packet, but also the finest spatial resolution level. Some of the subbands in this level will be predicted based on spatiotemporal neighbors that also result from a prediction. As this procedure inherently introduces a higher error, we show by simulation results that the reconstruction of the full resolution video sequence has better quality than what we can obtaine by a "naïve" decoder (which, as in the previous section, would set to zero all the unknown coefficients). We next examine the error concealment ability of our model in the same three packetization strategies as in Section 6. (1) For the first packetization strategy (one subband per packet), the MSE of a frame in the original sequence when we lose a subband at the second spatial resolution level at different temporal resolution levels is computed. The difference in MSE when using our prediction method compared with the "naive" decoder is about 1 at the first temporal resolution level and about 1.5 for the second and the third temporal resolution level. This variation can be explained by the fact that the loss of a subband at the second and third spatial resolution levels influences more the reconstruction of the original frame as this loss affects the spatial neighbors used in the reconstruction of the finest spatial subbands at the same temporal resolution level and also the spatiotemporal neighbors of the finest spatial subbands at the next finer temporal resolution level.
(2) In the second case (a packet includes all the subbands of the same orientation and spatial resolution level, at the same temporal resolution level), Figure 11 illustrates the PSNR improvement of the original sequence in case we predict the finest resolution subbands after having predicted a lost packet at a coarser resolution level, compared to the case where all these lost subbands are set to zero.
The higher improvement of the PSNR at the finest temporal resolution level is due to the fact that in this case, the loss of the packet influences only the reconstruction of the temporal detail frame at this temporal resolution level. On the contrary, a loss at any other temporal level influences also the prediction of the subbands at finer temporal resolution.
(3) At the end, we examine the third packetization technique (a packet includes all the subbands at a given spatial resolution level for each temporal detail frame). Table 4 illustrates the MSE when, in the reconstruction of the original Figure 11 : Improvement of the PSNR of the reconstructed GOF of the original sequence "foreman" when we lose the horizontal subbands of the second spatial resolution level at each temporal resolution level and we predict them and the finest spatial resolution subbands.
sequence, we predict the lost second spatial resolution level as well as the finest ones compared to the case where both of these spatial resolution levels are considered to be lost and set to zero. We remark that even in the case where we lose the whole second spatial resolution level, our model is able to Table 4 : MSE of the reconstructed first frame of a GOF of original sequence "foreman" when we lose the second spatial resolution level of the first temporal detail frame at each temporal resolution level.
Temp1
Temp2 Temp3 successfully predict it from the received subbands and, based on this, to predict also the finer spatial resolution level. Figure 12 shows the reconstructed images when we lose the second spatial resolution level of a temporal detail frame at the first temporal resolution level. Compared to Figure 10 , the frame obtained using the prediction method keeps almost the same amount of details, while the image obtained by setting to zero all the lost subbands suffered an even worse degradation.
CONCLUSION
In this paper, we have first presented a statistical model for the spatiotemporal coefficients of a motion-compensated wavelet decomposition of a video sequence. We have deduced an optimal MSE predictor for the lost coefficients and used these theoretical results in two applications to scalable video transmission over packet networks. In the first application, we have shown significant quality improvement achieved by this technique in spatiotemporal resolution enhancement. In the second one, we have proved the error concealment properties conferred by our stochastic model on a scalable video bit stream, under different packet loss conditions and with different packetization strategies. Our future work concerns the study of sign prediction methods of the wavelet coefficients in 2D + t decompositions of video sequences.
