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Abstract
In this paper we present a framework aimed at detecting emotions and sentiments in a Twitter
stream. The approach uses the well-founded Latent Semantic Analysis technique, which can
be seen as a bio-insipred cognitive architecture, to induce a semantic space where tweets are
mapped and analysed by soft sensors. The measurements of the soft sensors are then used
by a visualisation module which exploits glyphs to graphically present them. The result is an
interactive map which makes easy the exploration of reactions and opinions in the whole globe
regarding tweets retrieved from speciﬁc queries.
Keywords: Social Sensing, LSA, Soft Sensors, Emotion analysis, Sentiment Analysis
1 Introduction
Microblogging has shown a massive growth in popularity in recent years. One of the most
representative examples of microblogging services is Twitter [19]. On the other hand, the inter-
est in social sensing, named also participatory sensing [1],[6], together with sentiment analysis
methods and techniques for recognition of emotions and opinions in social networks have be-
come a ﬁeld of great interest. Since sentiments and emotions characterize many aspects of
human living many researchers tried to identify if a text can be considered as being subjective
or objective [2] and also if an opinion expressed has a positive or negative polarity [14][13].
Moreover, understanding the emotional content expressed in social networks can help in infer-
ring and describing the emotional status of a community, a group of people, a city, or even a
country with regard to speciﬁc topics[16][9].
In this paper we illustrate a preliminary framework which tries to implement social sensing
on Twitter by exploiting a semantic space that can be automatically induced from data. The
semantic space is built by means of a Latent Semantic Analysis (LSA) [11] approach applied
to a set of tweets downloaded from the Twitter streaming. The LSA approach has been chosen
since it has been successfully used to simulate many psycholinguistic phenomena [12] and it has
also a statistical foundation[15]. Once the semantic space is built, it can be exploited to map in
it the tweets that are sensed from the Twitter stream according to given queries. The system
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uses three soft sensors on the “perceived” tweets trying to infer both sentiments and emotions
expressed in them, according to the belief that “it is possible to infer emotion properties from
the emotion words”[5]. The ﬁrst soft sensor is aimed at recognizing the sentiment orientation
(positive, neutral or negative) in a tweet; the second one is aimed at sensing the emotions in
a tweet. A third soft sensor extracts the geospatial coordinates, if they are available, of the
tweets under analysis. The general emotional content regarding the topics described by the
keywords is modeled and speciﬁed on Ekman’s emotional scale [7], which assumes that there is
a ﬁnite number of basic and discrete emotions and speciﬁes the following six human emotions:
anger, disgust, fear, happiness, sadness and surprise [3][4]. Once the sensing is completed, the
information coming from the two sensors is sent to a visualization module which graphically
illustrates in a world map, by using glyphs, the main sentiment and the emotions arising from
the people for a speciﬁc topic. This approach can help for deep understanding people’s behavior
and for providing at the same time a number of indicative factors regarding speciﬁc problems,
people, ideas, items, etc.
2 Latent Semantic Analysis
Latent Semantic Analysis (LSA) [11][15] is a paradigm to extract and characterize the meaning
of words by statistical computations applied to a large corpus of texts. LSA is based on the
vector space method: a text corpus is represented as a matrix M where rows are related to
words, and columns are associated to documents or other contexts. The LSA paradigm deﬁnes a
mapping between words and documents inducing from data a continuous vector space S, where
the i− th word wi of a dictionary is associated to a vector ui in S, and the j− th document dj
of a text corpus is associated a vector vj in S [20].
The S vector space is a “semantic space”, since semantics conveyed by the presence of the
i-th word in the j-th document can be measured by taking the dot product between the vector
representing the word and the vector representing the document. The LSA approach learns
automatically the similarity between the meanings of words, and bridges the gap between
the information available in a set of text chunks and the knowledge people acquires after a
large amount of experience. LSA has besides presented as a theory of learning, memory and
knowledge; furthermore it is roughly equivalent to a neural network model, which is a typical
bio-inspired cognitive architecture. As reported by Landauer et al, [12] it is supposed that the
mind-brain stores and reprocesses its inputs in some manner that has the same eﬀect of the
Singular Value Decomposition operation.
3 The proposed approach
The proposed framework makes use of two kind of lexicons: a) a lexicon S containing a list
of positive and negative subjective words from the Janyce Wiebe’s subjectivity lexicon [17]; b)
a lexicon E derived by Strapparava et al. in [18] containing words that are related to the six
basic emotions of Ekman: anger, disgust, fear, joy, sadness and surprise. The whole approach
consists of two phases: a training phase and an production phase, which are illustrated below.
During the training phase the two lexicons are merged together in order to obtain a unique
list of words. This list is then used by a module that, exploiting the Twitter APIs, retrieves from
the Twitter stream those tweets that are written in english language and that contain a given
word. The set of retrieved tweets constitutes a corpus, which is used to automatically induce
the semantic space by means of LSA. Once the LSA space is built, it can be used to map both
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the words that are present in the lexicons and the tweets that will be retrieved by the Twitter
stream and that are object of the speciﬁc analysis illustrated below. For the experiment run in
this paper we have used a set of 637841 unique tweets “sensed” and stored from the Twitter
stream, choosing a truncation parameter r = 300 for the creation of the semantic space through
LSA.
During the production phase the user makes a query with speciﬁc keywords regarding a
topic of interest. Tweets are therefore retrieved and their textual content is mapped into the
semantic space built during the training phase. Once the tweet text has been mapped as a
vector t, a k-nearest neighbour algorithm is run in order to catch the polarity and the emotions
carried by tweet. In particular: let w1,w2, · · · ,wN the set of vectors representing the words
in the union of the two lexicons S and E. To each wi with i = 1, 2, · · · , N it is associated a 8-
dimensional vector vi = [vi1, vi1, · · · , vi8] whose components can be either 0 or 1. The ﬁrst two
dimensions are associated to the sentiment orientation; i.e., vi1 = 1, vi2 = 0 means “positive”
orientation, while vi1 = 0, vi2 = 1 means “negative” orientation. The other 6 dimensions are
related to the “emotions” pattern; e.g: vi3 = 1, vi4 = 0, vi4 = 0, vi4 = 0, vi4 = 0, vi4 = 0 is
related to a “surprise” emotion. A k-NN algorithm is then run by computing the similarity
between t and all the vectors w1,w2, · · · ,wN . The similarity simi(t,wi) between t and wi, is
computed as the cosine between them. The K vectors wi most similar to t are then selected
and the corresponding indexes i will constitute i set I. The following vector p is then computed:
p =
∑
i∈I simivi, which represents the pattern of emotions and sentiments induced from the
Latent Semantic Space. Starting from p, two binary vectors Vs and Ve are computed.
The vector Vs is a two dimensional vector calculated by taking into account the components
[p1, p2] of p: the j − th component of Vs is set to 1 for the corresponding component in [p1, p2]
whose value is the highest; the other component is set to 0. If both components p1 and p2 have
the same value, both the components in Vs are set to 0.
The computation of Ve is slightly diﬀerent. Its dimensions are 7 and not 6 because we
consider also a “neutral” emotion. For doing this, ﬁrstly, the average value pav among the
components [p3, p4, p5, p6, p7, p8] is computed; then we set the i-th component of Ve to 1 for the
highest value of pi chosen among the pi components of [p3, p4, p5, p6, p7, p8] which are above the
20% of pav; the other components are set to 0. If none of the components [p3, p4, p5, p6, p7, p8]
is higher then the 20% of pav all the six components of Ve and its 0-th component is set to 1,
indicating a “neutral” emotional pattern.
After the computation of Vs and Ve, another 2-dimensional vector is built: it is intended to
contain the GPS co-ordinates, if they are available, of the tweet taken into account; we named
this vector as Vc.
The three vectors Vs, Vs, and Vs can be seen as the results of three “soft sensors” each
one sensing speciﬁc peculiarities of a tweet, namely the sentiment expressed in the text, the
emotions arising from the tweet and the geospatial coordinates of the tweet. All these vectors,
together with the text content of the tweet are then given to the visualisation module that
exploits glyphs and colors to visually express the sensed properties from the Twitter stream.
4 Data Visualization
According to Friedman: “Main goal of data visualization is to communicate information clearly
and eﬀectively through graphical means...” [8]. An appropriate visualization of data makes
the users able to understand and to reason about data also when they represent very complex
phenomena. In our case we manage a very large number of values concerning the sentiments
and the emotions related to a topic achieved by a sentiment analysis algorithm. Thus, an
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eﬀective visualization of this kind of data is a crucial aspect to bring down the complexity of
the phenomena under investigation. We focused on the expressive power of colors, maps and
glyphs combined all together.
The Data Visualization module of the framework acquires data coming from the soft sensors
and exploits them in order to visualise data in a user friendly manner. In order to reach this
goal, a speciﬁc color has been assigned to each kind of emotion. Considering the six base Ekman
emotions plus a neutral emotion we have to manage seven emotions overall. Moreover, with
regard to the sentiment polarity (positive or negative) we can get two integer values (zero or
one). Thus, for each tweet we get a vector of eleven parameters coming from the soft sensors:
V = [Ve;Vs;Vc] = [emotions︸ ︷︷ ︸
Ve7param.
| sentiments︸ ︷︷ ︸
Vs2param.
| coordinates︸ ︷︷ ︸
Vc2param.
] (1)
The emotions sub vector Ve is a binary vector in which only one bit at time can be equal
to one for each tweet. The position of the bit one, represents the dominant emotion associated
to this tweet. Thus, a color is assigned analyzing the ﬁrsts seven parameters of the vector in V
according to the following lookup table:
Look-up table of the colors assigned to the emotions
Ve [1000000] [0100000] [0010000] [0001000] [0000100] [0000010] [0000001]
C White Cyan Green Yellow Red Blue Violet
E Neutral Surprise Fear Joy Anger Sadness Disgust
Table 1: Lookup table of the colors (C) assigned to the emotions (E) considering the vector Ve
When geographical coordinates are available in a single tweet they are used to plot a place-
holder on a planisphere map (see ﬁg 1), which is an interactive map. Tweets which are geo-
graphically close are represented as a cluster with a superimposed number (see the orange circle
of ﬁg 1), this number indicates the quantity of tweets that the cluster represents. A zoom action
on the map makes the clusters “explode” showing either single tweets or other sub clusters.
By using of this kind of data visualization an important target is achieved. In fact, it makes
the users able to understand which countries are interested to a speciﬁc topic. In fact, just
looking at the map, the geographical distribution of the tweets concerning a speciﬁc topic is
immediately available. Moreover, the visual perception of the dominant color of the placeholder
on the map, or in a speciﬁc region, makes clear the prevalent emotion associated to the topic
under investigation. Finally, by combining the two previous concepts, the geographical distri-
bution and the dominant color, users are able also to understand which emotions arise from a
speciﬁc topic in diﬀerent regions on the maps.
A similar map is built in order to represent the sentiment associated to a speciﬁc topic. In
this case the color of the placeholder corresponding to a tweet can be black or white according
to the values of the Vs sub vector. Also the Ve sub vector is a binary vector and also in this case
only one bit at a time can be equal to one for each tweet. Thus, an high level (value 1) for the
ﬁrst bit represents a positive sentiment, otherwise an high level on the second bit represents a
negative sentiment.
Taking into account a speciﬁc topic to investigate it is crucial to return an overall repre-
sentation of the emotions and the sentiments associated with it. Thus, we need to represent in
the same “graph” the composition of all sub vectors Ve and all sub vectors Vs associated to a
speciﬁc topic. More in detail, by analyzing a topic, many tweets are associated to it: let this
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Figure 1: The tweets plotted as placeholders on a planisphere map. Orange circles with a
superimposed number represent groups of tweets.
number be n, we get n; V and then n sub vectors Ve and n sub vectors Vs. The composition of
these n vectors can be computed as:
VCe =
( ∑n
k=1 Vek
max(
∑n
k=1 Vek)
)
And VCs =
( ∑n
k=1 Vsk
max(
∑n
k=1 Vsk)
)
(2)
In doing so, two new vectors VCe and VCs are obtained, whose elements are real, subsequently
they are recomputed so that just one element is one. Each element of VCe represents the
percentage of the associated emotions and, in the same manner, each element of VCs represents
the percentage of positiveness or negativeness.
The need is to ﬁnd an eﬀective representation of eight parameters (seven emotions and a
real value representing a sentiment varying between total negativeness and total positiveness.
Data visualization in this case must return an immediate perception of the distribution of
the emotions related to a speciﬁc topic and at the same time the degree of positiveness or
negativeness.
We have chosen a parametric curve called sinusoidal spiral properly modiﬁed and enriched
with a circle. Colors, also in this case, play a fundamental role as will be shown in the following.
The sinusoidal spiral is a parametric curve studied by the Scottish mathematician Colin
Maclaurin (1698-1746) for the ﬁrst time. This curve, for some values of its parameters, resembles
to a ﬂower with several petals. The sinusoidal spiral is based on the polar equation formally
deﬁned as:
ρn = an ∗ cos(nθ) With n ∈ IR. (3)
Indeed, it is not a true spiral because its radius increases and decreases sinuously despite of
it acts as a spiral. This curve can be thought as composed by rotation of a base pattern (see
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Figure 2: The base pattern of a sinusoidal spiral. The length of the petal is proportional to
parameter a of equation (3). In this case a = 1
Figure 3: Right side: a void ﬂower composed by seven petals. Left side: a ﬁlled ﬂower
composed by seven petals, the length of the petals is given by the values ai in the vector
VCe = [0.1, 0.4, 0.3, 0.7, 1, 0.6, 0.8]. Each petal is ﬁlled with the corresponding color of the
emotion.
ﬁgure 2) whose size can be controlled by a parameter of equation (3). The base pattern of
ﬁgure 2 represents a petal of the ﬂower and it is obtained according to equation (3) by varying
θ in the range [−π/2n, π/2n]. The complete ﬂower is obtained for all rotations of angle 2kπ/n
where k ∈ IN. If n is also a rational number, n = p/q with p, q ∈ IN, the ﬂower can be achieved
performing p−1 rotations of the base pattern varying K in [1, p−1]. In our application we have
chosen q = 2, so n = p/2. Now, choosing p = 7, a seven petals ﬂower is deﬁned. Each petal of
this ﬂower is related with an emotion and it is ﬁlled by a speciﬁc color according to Table 1.
Moreover, the length (parameter a of equation 3 ) of a single petal (see the base pattern shown
in ﬁg 2) may be associated with a corresponding value in the vector VCe. In doing so a single
petal of this curve represents, at the same time, the kind of the emotions by its color and the
percentage of its occurrence for a speciﬁc topic by its length, as shown on the left side of ﬁg 3.
The ﬂower obtained by the use of the sinusoidal spiral can be modiﬁed in order to represent,
in the some glyph, the dominant sentiment related to a speciﬁc topic. To this aim, the basic
pattern is shifted along the X axis. In doing so a circle, representing the pistil of the ﬂower, can
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Figure 4: The ﬂower glyph composed by seven petals, the length of the petals is given by
the values ai of the vector VCe = [0.8, 0.2, 0.4, 0.3, 0.7, 1, 0.6, 0.2]. Each petal is ﬁlled with an
emotoion color. The pistil represents the dominant sentiment. In this case it is black and
represents a negative sentiment being the vector VCs = [1, 0].
be added among the petals. This circle can be ﬁlled by black solid color in order to represent a
negative dominant sentiment, otherwise it can be ﬁlled by white solid color in order to represent
a positive dominant sentiment. the dominant sentiment is achivied by the bits of the VCs sub
vector (see ﬁg 4.
5 Conclusions and Future Work
A preliminary work on the realization of a framework aimed at executing a social sensing task
has been presented. The approach is founded on the Latent Semantic Analysis approach, which,
thanks to its analogy with neural networks, can be seen as a bio-inspired cognitive architecture.
Besides, LSA has the strength of having many interesting cognitive and statistical properties,
being successfully used for simulating many human cognitive phenomena, and being used as a
statistical estimator [15]. LSA is therefore the ideal mean for mapping tweets in a semantic
space, where properly tuned soft sensors can detect and measure the emotional and sentimental
content. This, joined with the spatial coordinates present in tweets, allows us to realize a
glyph based interactive map, which can be very useful for exploring and analyzing in real time
the emotional reactions of people on speciﬁc topics, goods, events, etc. In the future we are
planning to test the approach with other techniques and to enhance both the retrieval and the
soft sensors, in order to make the framework more aﬀordable and eﬀective.
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