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We calculate the bipartite von Neumann and second Re´nyi entanglement entropies of the ground
states of spin-1/2 dimerized Heisenberg antiferromagnets on a square lattice. Two distinct dimer-
ization patterns are considered: columnar and staggered. In both cases, we concentrate on the
valence bond solid (VBS) phase and describe such a phase with the bond-operator representation.
Within this formalism, the original spin Hamiltonian is mapped into an effective interacting boson
model for the triplet excitations. We study the effective Hamiltonian at the harmonic approxima-
tion and determine the spectrum of the elementary triplet excitations. We then follow an analytical
procedure, which is based on a modified spin-wave theory for finite systems and was originally
employed to calculate the entanglement entropies of magnetic ordered phases, and calculate the
entanglement entropies of the VBS ground states. In particular, we consider one-dimensional (line)
subsystems within the square lattice, a choice that allows us to consider line subsystems with sizes
up to L′ = 1000. We combine such a procedure with the results of the bond-operator formalism
at the harmonic level and show that, for both dimerized Heisenberg models, the entanglement en-
tropies of the corresponding VBS ground states obey an area law as expected for gapped phases. For
both columnar-dimer and staggered-dimer models, we also show that the entanglement entropies
increase but they seem to not diverge as the dimerization decreases and the system approaches the
Ne´el–VBS quantum phase transition. Finally, the entanglement spectra associated with the VBS
ground states are presented.
I. INTRODUCTION
In the last few years, bipartite entanglement entropies
have been used to characterise many-body quantum sys-
tems [1–5]. Such quantities could offer additional infor-
mation that, in principle, could not be obtained from
correlation functions. In particular, bipartite entangle-
ment entropies have been employed to study interacting
spin systems [6–14].
The bipartite entanglement entropy for pure states is
defined as follows: Consider, for instance, the ground
state |Ψ〉 of a system S, a subsystem A (arbitrary size
and shape) and its complementary A¯ such that S = A∪A¯.
The entanglement entropy is defined, for instance, as the
von Neumann entropy [3, 5],
S = S(ρA) = −Tr (ρA ln ρA) , (1)
where ρA = TrA¯|Ψ〉〈Ψ| is the reduced density matrix of
the subsystem A. Alternatively, the entanglement en-
tropy is defined as the Re´nyi entropy
Sα = Sα(ρA) = 1
1− α ln [Tr (ρ
α
A)] , (2)
where the index α > 0 acts as a weight for the probabil-
ities. In the limit α → 1, the Re´nyi entropy (2) reduces
to the von Neumann entropy (1).
An important issue is the scaling of the T = 0 entangle-
ment entropy when the system S is in the thermodynamic
limit. For instance, for gapped systems in spatial dimen-
sions d > 1 described by local Hamiltonians, it is found
that the entanglement entropy (2) assumes the general
form [4]
Sα = aαLd−1 − γ. (3)
Here the leading term, that depends on the size Ld−1 of
the boundary between the subsystem A and its comple-
mentary A¯, is the so-called area law [2]. The coefficient
aα is a non-universal constant. The second term γ > 0
is a universal constant known as the topological entan-
glement entropy [15]. Such a quantity indicates whether
the ground state has non-trivial topological order [4]. An
example of a topologically ordered phase (a phase that
cannot be characterised by a local order parameter) is a
gapped Z2 spin liquid with γ = ln 2 [14].
The entanglement entropy has also been used to char-
acterize gapless systems. In particular, it was found
that the entanglement entropies of the ground state of
the spin-1/2 antiferromagnet (AFM) Heisenberg model
with nearest-neighbor interactions on a square lattice
obey an area law with additive logarithmic corrections
[6, 11]. Later, Metliski and Grover [13] analytically cal-
culated the Re´nyi entanglement entropy (2) of a phase
that spontaneously breaks a continuous symmetry and,
for a corner-free subsystem, it was showed that
Sα = aαLd−1 + 1
2
nG ln
(ρs
v
Ld−1
)
+ γordα , (4)
where ρs is the spin stiffness, v is the velocity of the nG
Goldstone modes, and γordα is a non-universal constant.
Interestingly, the coefficient of the additional logarith-
mic correction to the area law is equal to one-half the
number of Goldstone modes nG. Recently, the entangle-
ment entropy of the Ne´el phase of spin-1/2 square lattice
Heisenberg AFMs has been calculated within a modified
spin-wave theory for finite systems [7, 8] and the obtained
results are in good agreement with Eq. (4).
In this paper, we calculate the von Neumann (1) and
second (α = 2) Re´nyi (2) entanglement entropies of the
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2FIG. 1. (Color online) Schematic representations of the square lattice AFM Heisenberg models with (a) columnar and (b)
staggered dimerization. The thin (gray) and thick (blue) solid lines represent the nearest-neighbor exchange couplings J = 1
and J ′ > J , respectively. The black and the gray circles respectively indicate the spins S1 and S2 of the underline dimerized
lattice while τ 1 and τ 2 are the dimer nearest-neighbor vectors, see Eqs. (7) and (8). Schematic representations of the (c)
columnar and (d) staggered valence bond solids. The (blue) ellipses represent a singlet stated formed by the spins S1 and S2.
The light blue region indicates the line subsystem A (one-dimensional dimer chain of length L′) considered in the entanglement
entropy calculations.
ground states of spin-1/2 dimerized Heisenberg antiferro-
magnets on a square lattice focusing on (quantum para-
magnet) valence bond solid (VBS) phases. We describe
the VBS phases within the bond-operator representation
[16], a formalism that allow us to map the original spin
Hamiltonian into an effective interacting boson model
for the triplet (triplon) excitations. We then consider
such an effective boson Hamiltonian at the harmonic ap-
proximation and determine the bipartite entanglement
entropies via a procedure similar to the modified spin-
wave theory for finite systems [6–8] employed for sym-
metry broken phases. In particular, we consider one-
dimensional (line) subsystems of size L′ within the square
lattice and analytically calculate the bipartite entangle-
ment entropies. Such a procedure also allow us to derive
the corresponding entanglement spectra.
A. Overview of the results
In the first part of the paper (Secs. II–IV), we study
two square lattice dimerized Heisenberg AFMs with
columnar [Fig. 1(a)] and staggered [Fig. 1(b)] dimeriza-
tion patterns. We calculate the dispersion relation of the
elementary (triplon) excitations of the VBS phases of the
two dimer-models (Fig. 4) within the bond-operator for-
malism at the (mean-field) harmonic level. The triplon
energy gaps (Fig. 5) and the quantum critical points
where the Ne´el–VBS quantum phase transition (QPT)
takes place (Sec. IV A) are determined.
In the second part of the paper (Sec. V), we calculate
the bipartite von Neumann (1) and second Re´nyi (2) en-
tanglement entropies of the VBS ground states of both
dimer-models. It is shown here that the combination of
the bond-operator results at the harmonic approximation
with an approach similar to the one used in Refs. [6–8] for
magnetic ordered phases provides the area law behaviour
for the entanglement entropies, a behaviour expected for
gapped phases. This is indeed our main result. Impor-
tantly, our results are derived for line (chain) subsystems
A, a choice that allows us to determine the entanglement
entropies for very large subsystem sizes. Furthermore, we
show that the entanglement entropies seem to not diverge
as the system approaches the Ne´el–VBS quantum phase
transition, but only reaches a maximum value (Fig. 7).
Finally, we show that the corresponding entanglement
spectra for the VBS phases are gapped even when close
to the Ne´el–VBS quantum critical point (Fig. 8).
B. Outline
Our paper is organized as follows: In Sec. II, we intro-
duce the square lattice columnar and staggered dimerized
Heisenberg AFMs considered in our study. In Sec. III,
the bond-operator representation [16] for spin operators
is briefly summarized and the effective interacting boson
models corresponding to the two dimerized Heisenberg
antiferromagnets are derived. The analysis of the effec-
tive boson models within the harmonic approximation,
in particular, the determination of the triplet (triplon)
excitation spectra, is presented in Sec. IV. In Sec. V, we
briefly review the procedure employed in Refs. [6–8] for
the calculation of the entanglement entropies of magnetic
ordered phases, determine the bipartite entanglement en-
tropies for the VBS phases of the columnar-dimer and
staggered-dimer models, and discuss the corresponding
entanglement spectra. Finally, in Sec. VI, we provide a
brief summary of our main findings. A short discussion
about the classical dimerized Heisenberg AFMs and some
technical details of the scheme adopted for the calcula-
tion of the entanglement entropies are included in the
three Appendices.
3II. SQUARE LATTICE DIMERIZED
ANTIFERROMAGNETS
Let us consider the dimerized AFM Heisenberg model
on a square lattice:
H =
∑
〈i j〉
JijSi · Sj , (5)
where Si is a spin-1/2 operator at site i and the nearest-
neighbor exchange couplings Jij = J > 0 and J
′ > 0 are
arranged according to the columnar and staggered pat-
terns respectively shown in Figs. 1(a) and (b). Hereafter,
we set J = 1.
The Hamiltonian (5) is an interesting model system
to study quantum phase transitions [17] since its ground
state depends on the (intra-dimer) exchange coupling J ′:
for J ′ ∼ 1, the ground state has semiclassical Ne´el mag-
netic long-range order while, for J ′  1, a quantum
paramagnetic (disordered) phase sets in and the ground
state is given by a VBS of short singlets as illustrated in
Figs. 1(c) and (d). The Ne´el–VBS quantum phase tran-
sition takes place at the critical couplings J ′c = 1.9096(2)
(columnar) [18] and J ′c = 2.5196(2) (staggered) [19]. Ac-
cording to the quantum-to-classical mapping, this QPT
should be in the same universality class of the classi-
cal Heisenberg model in (2 + 1)-dimensions, the so-called
O(3) universality class [20]. However, quantum Monte
Carlo (QMC) results [19] indicated that such a scenario
applies only to the columnar-dimer model [Fig. 1(a)]: For
the staggered-dimer model [Fig. 1(b)], it was found that
the critical exponents showed small deviations from the
ones of the O(3) universality class, an interesting feature
that motivated further investigations [20–24]. It was then
proposed [20] that the critical exponents of the staggered-
dimer model are indeed the ones of the O(3) universality
class, but with anomalously large corrections to scaling
related to cubic triplet interactions, see Eq. (23) below.
Such a scenario was later confirmed by QMC calculations
[22–24]. This interesting feature of the critical behaviour
of the columnar-dimer and staggered-dimer models found
in finite-size QMC simulations is also a motivation for our
study. In the following, we will focus on the region J ′ > 1
of the phase diagram of the model (5).
In order to describe the VBS phases of the columnar-
dimer and staggered-dimer Heisenberg AFMs, it is useful
to rewrite the Hamiltonian (5) in terms of the underline
lattices defined by the strong couplings J ′:
H = J ′
∑
i∈D
S1i · S2i +
∑
µ ν
∑
i∈D
∑
τ
Sµi · Sνi+τ . (6)
Here i indicates a site of the dimerized lattice D, which
has two spins per unit cell labeled by the indices µ and
ν = 1, 2, see Figs. 1(a) and (b). The index τ = 1, 2
corresponds to the dimer nearest-neighbor vectors τ i: for
the columnar-dimer model [Fig. 1(a)], we have
τ 1 = 2axˆ, τ 2 = ayˆ, (7)
whereas, for the staggered-dimer model [Fig. 1(b)],
τ 1 = a(yˆ − xˆ), τ 2 = a(xˆ+ yˆ), (8)
with a being the lattice spacing of the original square
lattice (in the following we set a = 1). In terms of the
nearest-neighbor vectors (7) and (8), the Hamiltonian (6)
can be explicitly written as
H = J ′
∑
i∈D
S1i · S2i
+
∑
i∈D
(
S1i · S1i+2 + S2i · S2i+2 + S2i · S1i+1
)
, (9)
for the columnar-dimer model, and
H = J ′
∑
i∈D
S1i · S2i +
∑
i∈D
(
S1i · S2i+1
+ S2i · S1i+2 + S2i · S1i+2−1
)
(10)
for the staggered-dimer model.
III. BOND-OPERATOR REPRESENTATION
The VBS phases of the dimerized Heisenberg AFMs
(5) can be described within the bond-operator represen-
tation for spin operators [16]. In the following, we briefly
summarize this formalism.
We start by considering two spins-1/2: S1 and S2. The
Hilbert space of the system is made out of a singlet state
|s〉 and three triplet states |tα〉:
|s 〉 = 1√
2
(| ↑↓〉 − | ↓↑〉) , |tx〉 = 1√
2
(| ↓↓〉 − | ↑↑〉) ,
|ty〉 = i√
2
(| ↑↑〉+ | ↓↓〉) , |tz〉 = 1√
2
(| ↑↓〉+ | ↓↑〉) .
(11)
It is possible to define a set of boson operators s† and
t†α with α = x, y, z that creates the states (11) out of a
fictitious vacuum |0〉, namely,
|s〉 = s†|0〉, |tα〉 = t†α|0〉, α = x, y, z. (12)
The unphysical states of the enlarged Hilbert space are
removed via the introduction of the constraint
s†s+
∑
α
t†αtα = 1. (13)
We then calculate the matrix elements of each component
of the two spins operators within the basis |s〉 and |tα〉,
i.e., we determine 〈s|S1α|s〉, 〈s|S1α|tβ〉, . . ., and therefore,
based on the obtained results, conclude that the compo-
nents of the spin operators S1 and S2 can be written in
terms of the boson operators s† and t†α as
S1,2α = ±
(
s†tα + t†αs∓ i αβγ t†βtγ
)
. (14)
4Here the indices α, β, γ = x, y, z, αβγ is the completely
antisymmetric tensor with xyz = 1, and the summation
convention over repeated indices is implied.
The bond-operator representation (14) can be general-
ized to the lattice case, allowing us to express the dimer-
ized Heisenberg models (9) and (10) in terms of the boson
operators s†i and t
†
iα.
A. Effective boson models
Substituting Eq. (14) generalized to the lattice case
into the Hamiltonian (9) of the columnar-dimer model,
we find that the Hamiltonian can be written as
H = H0 +H2 +H3 +H4. (15)
Here the Hn terms have n triplet operators and are given
by
H0 =− 3
4
J ′
∑
i
s†isi,
H2 =
J ′
4
∑
i
t†iαtiα +
1
4
∑
i,τ
g2(τ)
(
sis
†
i+τ t
†
iαti+τα + H.c.+ s
†
is
†
i+τ tiαti+τα + H.c.
)
,
H3 =
i
4
αβγ
∑
i,τ
g3(τ)
[(
s†i tiα + t
†
iαsi
)
t†i+τβti+τγ − (i↔ i+ τ)
]
,
H4 =− 1
4
αβγ αβ′γ′
∑
i,τ
g4(τ)t
†
iβt
†
i+τβ′ti+τγ′tiγ , (16)
with summation convention over repeated indices im-
plied. The gi(τ) functions are defined as
g2(τ) = 2δτ,2 − δτ,1,
g3(τ) = δτ,1, (17)
g4(τ) = 2δτ,2 + δτ,1,
with the dimer nearest-neighbor vectors τ i given by
Eq. (7). A similar expression is found for the Hamil-
tonian (10) of the staggered-dimer model, but now the
gi(τ) functions read
g2(τ) = (−1) (δτ,1 + δτ,2 + δτ,2−1) ,
g3(τ) = δτ,2 − δτ,1 + δτ,2−1, (18)
g4(τ) = g2(τ),
with the τ i vectors defined as in Eq. (8). One should
note that only the last term of the Hamiltonian (9) con-
tributes to the cubic term H3 whereas, for the staggered-
dimer model, all three nonlocal terms of the Hamiltonian
(10) provide a nonvanishing contribution for H3, a fea-
ture that can be understood on symmetry grounds, see
Sec. II.C from Ref [20]. Finally, the constraint (13) is
taken into account on average via a Lagrange multiplier
µ, i.e., we add the following term to the Hamiltonian (15)
−µ
∑
i
(
s†isi + t
†
iαtiα − 1
)
.
Within the bond-operator formalism, the VBS ground
states illustrated in Figs. 1(c) and (d) can be viewed as
a condensate of the singlets si. We then set
s†i = si = 〈s†i 〉 = 〈si〉 →
√
N0 (19)
in the Hamiltonian (15) and arrive at an effective boson
Hamiltonian only in terms of the triplet tiα boson oper-
ators. Both constants N0 and µ will be self-consistently
calculated for a fixed value of the exchange coupling J ′.
Performing a Fourier transform,
t†iα =
1√
N ′
∑
k∈BZ
e−ik·Ri t†kα, (20)
where Ri is a vector of the dimerized lattice, N
′ = N/2
is the number of dimers (N is the number of sites of the
original square lattice), and the momentum sum runs
over the corresponding dimerized first Brillouin zones,
see Fig. 2, one shows that the four terms (16) of the
Hamiltonian (15) assume the form
H0 =− 3
8
J ′N0N − µN
2
(N0 − 1), (21)
H2 =
∑
k
Akt
†
kαtkα +
1
2
∑
k
Bk
(
t†kαt
†
−kα + H.c.
)
, (22)
H3 =
1
2
√
N ′
αβγ
∑
p,k
ξk−p
(
t†k−pαt
†
pβtkγ + H.c.
)
, (23)
H4 =
1
2N ′
αβγαµν
∑
p,k,q
γk t
†
p+kβt
†
q−kµtqνtpγ . (24)
For the columnar-dimer model, the coefficients Ak, Bk,
5FIG. 2. Schematic representations of the first Brillouin zones
of the (underline) dimerized lattices for the (a) columnar-
dimer and (b) staggered-dimer models. In panel (a), X =
(pi/2, 0), M = (pi/2, pi), and Y = (0, pi) while, in panel (b),
X = (pi, 0), M = (pi/2, pi/2). The lattice spacing a of the
original square lattices is set to 1.
ξk, and γk are given by
Ak =
J ′
4
+Bk − µ,
Bk =
1
2
N0 [2 cos ky − cos(2kx)] ,
ξk = −
√
N0 sin(2kx),
γk = −1
2
[2 cos(ky) + cos(2kx)] , (25)
while, for the staggered-dimer model, we have
Ak =
J ′
4
+Bk − µ,
Bk = −1
2
N0 [cos(2kx) + cos(kx + ky) + cos(kx − ky)] ,
ξk = −
√
N0 [sin(2kx) + sin(kx + ky) + sin(kx − ky)] ,
γk = −1
2
[cos(2kx) + cos(kx + ky) + cos(kx − ky)] .
(26)
It is important to mention that the bond-operator ap-
proach to VBS phases is quite similar to the Holstein–
Primakoff one to magnetic ordered phases, but while the
latter considers fluctuations (spin–waves) above a semi-
classical magnetic ordered state, the former describes ex-
citations above a quantum paramagnetic state. Such sim-
ilarity will be useful in the calculation of the entangle-
ment entropies below. Further comparisons between the
two approaches can be found in Sec. II.B from Ref. [25].
The procedure discussed above for the description of a
VBS phase within the bond-operator formalism follows
the lines of Refs. [16, 25]. Such a scheme is slightly dis-
tinct from the previous bond-operator study [20] of the
dimerized Heisenberg models (5), which is based on the
procedure discussed in Ref. [26]: in this case, it is as-
sumed that the boson operators t†iα create triplet ex-
citations out of a singlet background |Ψ0〉 =
∏
i s
†
i |0〉;
the equivalent of Eq. (19) reads s†i = si = 1 and the
constraint (13) becomes an inequality,
∑
α t
†
iαtiα ≤ 1,
which is implemented via an on-site triplet–triplet repul-
sion term added to the Hamiltonian. For both dimer-
models at the harmonic approximation, it is found that
the Ne´el–VBS QPT takes place at the critical coupling
J ′c = 3. As shown below, the procedure implement in our
work provides better results for J ′c at the (lowest-order)
harmonic approximation.
IV. HARMONIC APPROXIMATION
In this section, we consider the effective boson model
(15) in the lowest-order approximation, the so-called har-
monic approximation. In this case, we keep the terms of
the Hamiltonian (15) up to quadratic order in the triplet
boson operators tkα, namely,
H ≈ H0 +H2. (27)
Since the Hamiltonian (27) is quadratic in the triplet
operators tkα, it can be diagonalized via a Bogoliubov
transformation
bkα = uktkα − vkt†−kα,
b†kα = ukt
†
kα − vkt−kα. (28)
It is then easy to show that the Hamiltonian (27) assumes
the form
H = E˜0 +
∑
kα
Ωkb
†
kαbkα, (29)
where
E˜0 = −3
8
J ′N0N − µN
2
(N0 − 1) + 3
2
∑
k
(Ωk −Ak) (30)
is the ground state energy,
Ωk =
√
A2k −B2k (31)
is the energy of the triplet (triplon) excitations above the
VBS ground state, and the coefficients uk and vk of the
Bogoliubov transformation (28) are given by
u2k, v
2
k =
1
2
(
Ak
Ωk
± 1
)
and ukvk =
1
2
Bk
Ωk
. (32)
Finally, we would like to quote some triplet-triplet
ground state expectation values that will be useful in the
determination of the entanglement entropy, see Sec. V A
below. With the aid of Eq. (28) and using the fact that
the ground state of the Hamiltonian (29) is the vacuum
for the boson operators b, one easily shows that
〈t†kαtkα〉 = v2k and 〈tkαt−kα〉 = −ukvk. (33)
A. Self-consistent equations
The ground state energy (30) and the triplon excita-
tion spectrum (31) are fully determined once we calcu-
late the constants N0 and µ for a fixed value of the ex-
change coupling J ′. By minimizing the ground state en-
ergy (30) with respect to µ and N0, we find a system of
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FIG. 3. (Color online) The parameters (a) N0 and (b) µ as a
function of the exchange coupling J ′ determined from the so-
lutions of the system of self-consistent equations (34) within
the harmonic approximation. The dashed (magenta) and
solid (green) lines respectively correspond to the columnar-
dimer and staggered-dimer models.
self-consistent equations,
µ = −3J
′
4
+
3
NN0
∑
k
[
Bk
Ωk
(Ak −Bk − Ωk)
]
,
N0 =
3
N
∑
k
(
1− Ak
Ωk
)
+ 1, (34)
which are numerically solved.
The numerical solutions of Eq. (34), i.e., the behaviour
of N0 and µ in terms of J
′, are respectively shown
in Figs. 3(a) and (b). As expected, see discussion in
Sec. II, we find solutions for the system of self-consistent
equations (34) only for J ′ ≥ 1.70 (columnar-dimer) and
J ′ ≥ 2.00 (staggered-dimer). One sees that (i) N0 → 1
as the coupling J ′ increases (system deep in the VBS
phase) and (ii) N0 decreases as J
′ approaches the Ne´el–
VBS QPT.
Figure 4 shows the triplon excitation spectra (31) of
the columnar-dimer [Fig. 4(a)] and the staggered-dimer
[Fig. 4(b)] models for three different values of J ′. One
sees that the triplon excitation spectrum is gapped for
both models and that the triplon energy gap ∆ decreases
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FIG. 4. (Color online) Triplon dispersion relations Ωk
[Eq. (31)] along paths in the dimerized first Brillouin zone
[Fig. 2] at the harmonic level for the (a) columnar-dimer and
(b) staggered-dimer models. Results for three different val-
ues of the exchange coupling J ′ are shown: J ′ = 2.20 (dashed
blue line), J ′ = 2.70 (dotted-dashed green line), and J ′ = 3.40
(solid magenta line).
as J ′ approaches the Ne´el–VBS QPT (see details be-
low). For the columnar-dimer model, the triplon gap
∆ is located at the Y point [see Fig. 2(a)] while, for
the staggered-dimer model, the triplon gap is located at
the centre of the first Brillouin zone, the Γ point [see
Fig. 2(b)]. For both dimer-models, it is possible to show
that the momentum associated with the triplon gap ∆ is
equal to the ordering wave vector Q of the corresponding
Ne´el magnetic long-range ordered phase that sets in for
J ′ < J ′c, see Appendix A for details.
The behaviour of the triplon gaps ∆ as a function of
J ′ are displayed in Fig. 5. Again, one notices that the
triplon gaps ∆ close as the systems reach the Ne´el–VBS
quantum critical points. In order to estimate the critical
coupling J ′c, we follow the lines of Ref. [25], i.e., we as-
sume a continuous Ne´el–VBS QPT, fit the data with the
curve
∆ = a0 + a1J
′ + a2(J ′)2 + a3
1
J ′
, (35)
and then consider the condition ∆ = 0. Following such a
70
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∆
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FIG. 5. (Color online) Triplon gaps ∆ as a function of the ex-
change coupling J ′ for the columnar-dimer (orange squares)
and staggered-dimer (blue circles) models within the har-
monic approximation. The solid lines indicate the fits with
the expression (35).
procedure, within the harmonic approximation, the crit-
ical couplings are J ′c = 1.61 (columnar) and J
′
c = 1.93
(staggered), which are in quite reasonable agreement
with the ones determined via QMC calculations, namely,
J ′c = 1.9096(2) (columnar) [18] and J
′
c = 2.5196(2) (stag-
gered) [19]. Such an agreement is expected due to the
small number of triplets t in the VBS ground state,
1−N0, a quantity that could be taken as a control param-
eter within the bond-operator formalism. More accurate
results for J ′c can be obtained within the bond-operator
formalism by perturbatively including the cubic (23) and
quartic (24) terms as done, e.g., in Ref. [25]. Finally, one
should also mention that the critical couplings found here
are in better agreement with the QMC simulations than
the ones (J ′c = 3) obtained in the previous bond-operator
study [20] at the same approximation level.
V. ENTANGLEMENT ENTROPIES
In this section, we calculate the von Neumann (1) and
the second (α = 2) Re´nyi (2) entanglement entropies
for the VBS ground states of both columnar-dimer and
staggered-dimer models. Both quantities are good mea-
sures of entanglement, but the second Re´nyi entangle-
ment entropy is easier to numerically determined [3].
For instance, Helmes and Wessel calculated the second
Re´nyi entanglement entropy of a two-dimensional bilayer
Heisenberg AFM [10] based on a QMC procedure intro-
duced in Ref. [27]. Since we would like to compare our
analytical results with future numerical ones, it is in-
teresting to determined both the the von Neumann (1)
and the second (α = 2) Re´nyi (2) entanglement entropies
within our scheme.
Due to the similarities between the description of VBS
phases within the bond-operator formalism and the de-
scription of magnetic ordered phases within spin–wave
theory (see Sec. III A), we follow the lines of Refs. [6–
8], where bipartite entanglement entropies for the Ne´el
phase of two-dimensional Heisenberg AFMs are deter-
mined via a modified spin–wave theory for finite systems.
For completeness, in the following we briefly outline such
a scheme which is indeed based on Refs. [28–32].
Let us consider a d-dimensional system S described by
a generic quadratic Hamiltonian [28]
H =
N∑
n,m
[
a†nAnmam +
1
2
(
a†nBnma
†
m + H.c.
)]
, (36)
where an is a boson operator associated with the site n of
a d-dimensional hypercubic lattice with N sites and Anm
and Bnm are N × N matrices. We divide the system S
into a subsystem A with NA < N sites and its comple-
mentary A¯ such that S = A∪ A¯, see Sec. I. It is possible
to show, e.g., with the aid of coherent states [29, 30],
that the reduced density matrix ρA of the subsystem A
assumes the form [28–32]
ρA = Ke−HE , (37)
where K is a normalization constant and HE is the so-
called entanglement Hamiltonian [28]
HE =
NA∑
i,j
[
a†iAijaj +
1
2
(
a†iBija†j + H.c.
)]
, (38)
with Aij and Bij being NA ×NA matrices. Notice that
both Hamiltonians H and HE have the same quadratic
form and the latter is restricted to the sites i and j of the
subsystem A. Due to this similarity, the Hamiltonians H
andHE can then be diagonalized by the same Bogoliubov
transformation. In particular, we have
HE =
∑
k
kb
†
kbk, (39)
where the energies k define the entanglement spectrum
[5, 33] and the boson operators ai and bk are related by
a Bogoliubov transformation, see Eq. (B1). Since the
reduced density matrix ρA has the form (37), the von
Neumann entanglement entropy (1) is simply given by
the expression of the thermal entropy, i.e.,
S =
∑
k
(nk + 1) ln(nk + 1)− nk lnnk, (40)
where nk = 1/[exp(k) − 1] is the occupation of the k
mode. Therefore, once the entanglement spectrum k
is known, the bipartite von Neumann entanglement en-
tropy (1) is determined. Similar considerations hold for
fermionic systems described by Hamiltonians of the form
(36) [29, 30, 34]. For a more general expression for the
entanglement Hamiltonian, we refer the reader, e.g., to
Ref. [35], where an approximate entanglement Hamilto-
nian for a general lattice model is derived based on a
8lattice version of the so-called Bisognano-Wichmann the-
orem.
Instead of performing the partial trace described above
to calculate the matrix elements Aij and Bij and then
find the entanglement entropy (40), we can alternatively
determine S from single-particle Green’s functions asso-
ciated with the Hamiltonian (36) [29–32]. Indeed, the
entanglement spectrum k is related to the eigenvalues
of the so-called correlation matrix C, which is defined as
[29–32]
Cij = 4
∑
s∈A
(fis + gis) (fsj − gsj) . (41)
Here i, j, and s refer to sites of the subsystem A and fij
and gij are single-particle Green’s functions,
fij = 〈a†iaj〉+
1
2
δij and gij = 〈aiaj〉, (42)
As discussed in details in Appendix B, one shows that
the NA eigenvalues µ
2
k of the correlation matrix C can
be written in terms of the entanglement spectrum k as
µk = coth
(k
2
)
or k = ln
(
µk + 1
µk − 1
)
. (43)
Substituting Eq. (43) into the expression (40), one shows
that the von Neumann entanglement entropy (1) reads
S =
NA∑
k=1
∑
=±1

(
µk + 
2
)
ln
(
µk + 
2
)
. (44)
Similarly, one finds that the Re´nyi entanglement en-
tropies (2) assume the form [6–8]
Sα = 1
α− 1
NA∑
k=1
ln
[(
µk + 1
2
)α
−
(
µk − 1
2
)α]
. (45)
Therefore, the bipartite entanglement entropies are com-
pletely determined, once the eigenvalues µ2k of the corre-
lation matrix C are known.
Within linear spin–wave theory, the effective boson
model that describes the Ne´el phase of an Heisenberg
AFM has the same form as the Hamiltonian (36). Due
to such similarity, the procedure discussed above was em-
ployed to calculated bipartite entanglement entropies of
magnetic ordered phases of Heisenberg AFMs [6–8]. In
particular, the single–particle Green’s functions (42) can
be easily calculated within linear spin–wave theory. No-
tice that the same considerations hold for the description
of the VBS phases of the columnar-dimer and staggered-
dimer models within the bond-operator formalism at the
harmonic approximation, see Eq. (27). Therefore, in the
next section, we apply the scheme described above for
the VBS phases of the dimerized Heisenberg models (9)
and (10).
A. Entanglement entropies of the VBS phases
To determine the bipartite entanglement entropies for
the VBS phases of the columnar-dimer and the staggered-
dimer models, we considerer a line subsystem A, i.e., an
one-dimensional spin chain with size L′ = 2(NA − 1),
as illustrated in Fig. 1(c). Such a partition is quite in-
teresting, since it allows us to reach very large system
sizes [7] in addition to analytically determine the entan-
glement entropies [8]. Indeed, a line subsystem has been
employed to study interacting spin systems [7–9] and, in
particular, it provides [7] a prefactor for the logarithmic
term in Eq. (4) in good agreement with the analytical
results of Metliski and Grover [13].
The matrix elements (41) of the correlation matrix C
are easily calculated. From Eqs. (33) and (42), one shows
that
fij = +
1
2N ′
∑
k∈BZ
cos [k · (Ri −Rj)] Ak
Ωk
,
gij = − 1
2N ′
∑
k∈BZ
cos [k · (Ri −Rj)] Bk
Ωk
, (46)
where Ri = 2ixˆ, with i = 1, 2, . . . , NA, is a vector of
the (underline) dimerized lattice of the line subsystem
A, the coefficients Ak and Bk are given by Eqs. (25) and
(26) respectively for the columnar-dimer and staggered-
dimer models, Ωk is the triplon excitation energy (31),
and the momentum sums run over the corresponding first
Brillouin zones. Notice that the correlation matrix C is
completely determined by the coefficients Ak and Bk of
the effective boson model (27).
In principle, the eigenvalues µ2m of the correlation ma-
trix C are numerically calculated, see, e.g., Refs. [6, 8].
However, for a one-dimensional (line) subsystem A, the
eigenvalues of the correlation matrix can be analytically
determined [7, 8] since the correlation matrix C is indeed
a circulant matrix [36]: In this case, the eigenvalues µ2m
are given by the Fourier transform of the first line of the
correlation matrix C. For both dimer models, one finds
(see appendix C for details)
µ2m =
 1
Ny
∑
ky
A(m, ky)
Ω(m, ky)
2 −
 1
Ny
∑
ky
B(m, ky)
Ω(m, ky)
2 ,
(47)
where the index m = 1, 2, · · · , NA is related to the mo-
mentum kx parallel to the system-subsystem boundary,
kx = −pi
2
+
2pi(m− 1)
L′ + 2
, (48)
with N ′ = NANy and NA = (L′ + 2)/2. Therefore,
for a line subsystem A, the NA eigenvalues µ
2
m of the
correlation matrix C can be easily expressed in terms of
the coefficients Ak and Bk of the effective boson model
(27). Once the sum over the momentum component ky is
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FIG. 6. (Color online) The von Neumann S1 (solid lines)
and second Re´nyi S2 (dashed lines) entanglement entropies
as a function of the (line) subsystem size L′ [Fig. 1(c)] for
the VBS ground states of the (a) columnar-dimer and (b)
staggered-dimer models. Results for three different values of
the exchange coupling J ′ are shown: J ′ = 2.20 (blue), J ′ =
2.70 (green), and J ′ = 3.40 (magenta).
evaluated by changing it to an integral, the entanglement
entropies follow from Eqs. (44) and (45).
From Eqs. (47) and (48), one clearly sees how the
finite-size nature of the subsystem A is included in the
calculation of the entanglement entropy within our ap-
proach. Recall that the coefficients Ak and Bk are ob-
tained within the bond-operator method, a formalism
suitable to describe the VBS phases in the thermody-
namic limit. Similar considerations hold for Refs. [6–8],
where the entanglement entropies for magnetic ordered
TABLE I. Coefficients a, b, and c obtained by fitting the von
Neumann entanglement entropies S1 shown in Figs. 6(a) and
(b) with the curve (49).
Columnar Staggered
J ′ a b c a b c
3.40 0.03 7.31e-09 0.04 0.02 1.16e-05 0.04
2.70 0.04 6.18e-09 0.07 0.03 1.07e-05 0.06
2.20 0.06 3.78e-08 0.09 0.04 5.84e-05 0.08
phases are calculated via a modified spin–wave theory.
One should note that in Refs. [6–8], however, an addi-
tional information about the subsystem size is encoded
in a staggered magnetic field h that is added to restore
the spin rotational symmetry of the finite-size subsystem
A. The value of h is determined by imposing that, at
each site i of the lattice, the z-component of the spin
operator 〈Szi 〉 = 0 [see also Sec. VII from Ref. [28] for
an alternative procedure]. As discussed in Ref. [8], this
staggered magnetic field h is an important ingredient to
find the prefactor of the logarithmic correction to the
area law proportional to the number of Goldstone modes
[second term of Eq. (4)]. Here, for the VBS phases, such
an additional magnetic field is not necessary, since these
phases preserve the spin rotational symmetry.
Figure 6 shows the von Neumann S1 and second Re´nyi
S2 bipartite entanglement entropies in terms of the sub-
system size L′ for the VBS ground states of the columnar-
dimer [Fig. 6(a)] and the staggered-dimer [Fig. 6(b)]
models. We consider one-dimensional subsystems A with
sizes up to L′ = 1000 and show the results for three dif-
ferent values of the exchange coupling J ′. Notice that
S1 is larger than S2 for the same value of J ′, a feature
that has been found for the magnetic ordered phase of
Heisenberg AFMs [6–8]. Moreover, both entropies S1
and S2 are dominated by an area law as expected for
two-dimensional gapped phases [2, 4]. Indeed, we fit the
data shown in Figs. 6(a) and (b) with the curve
Sα = aL
′ + b lnL′ + c (49)
and, for the three values of the exchange coupling J ′,
we find that b < 10−5, see tables I and II for details.
Finally, one sees that the prefactor b of the logarithmic
term is smaller for the columnar-dimer model than for
the staggered-dimer one for both entanglement entropies
S1 and S2.
Although both bipartite entanglement entropies S1
and S2 increase as J ′ decreases, it seems that they do not
diverge as J ′ approaches the Ne´el–VBS quantum critical
point. We illustrated such a behaviour in Fig. 7, where
it is shown the von Neumann entanglement entropy S1
as a function of the exchange coupling J ′ for a subsys-
tem A with size L′ = 400. For both columnar-dimer
and staggered-dimer models, one sees that S1 has the
same qualitatively behaviour, although its is larger for
the columnar-dimer model than for the staggered-dimer
TABLE II. Coefficients a, b, and c obtained by fitting the
second Re´nyi entanglement entropies S2 shown in Figs. 6(a)
and (b) with the curve (49).
Columnar Staggered
J ′ a b c a b c
3.40 0.01 3.03e-09 0.02 0.01 5.82e-06 0.01
2.70 0.02 8.62e-10 0.03 0.01 6.44e-06 0.02
2.20 0.03 1.39e-08 0.04 0.02 5.08e-08 0.04
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FIG. 7. (Color online) The von Neumman entanglement
entropy S1 in terms of the exchange coupling J ′ for the
columnar-dimer (dashed magenta line) and the staggered-
dimer (solid green line) models. Data for a line subsystem
of size L′ = 400.
one. For both dimer models, S1 reaches a maximum value
at the smallest exchange coupling J ′ determined via the
numerical solutions of the self-consistent equations (34)
[J ′ = 1.70 (columnar-dimer) and J ′ = 2.00 (staggered-
dimer), see Sec. IV A], a feature that indicates a possi-
ble absence of divergence at the quantum critical point.
One should mention that such an absence of divergence
of the entanglement entropy at criticality was previously
observed in the Ne´el–VBS QPT of a two-dimensional bi-
layer Heisenberg AFM [10] and in the superfluid-Mott in-
sulator QPT of a two-dimensional Bose-Hubbard model
[37].
Finally, one also sees in Fig. 7 that, for larger values
of J ′, the entanglement entropy S1 slowly decreases. In-
deed, one finds, e.g., for the columnar-dimer model, that
S1 = 0.57, 0.27, and 0.16 respectively for J ′ = 20.0, 30.0,
and 40.0. Such a behaviour is expected since, as the
(intra-dimer) exchange coupling J ′ increases, the dimers
get more and more isolated and, therefore, S1 should
vanish in this limit.
B. Entanglement spectra for the VBS phases
In addition to the bipartite entanglement entropies S1
and S2, the procedure employed in our work allow us to
easily calculate the entanglement spectrum kx as defined
in Eq. (39). Notice that once the eigenvalues µ2m = µ
2
kx
of the correlation matrix C are known, the entanglement
spectrum kx follows from Eq. (43).
In Fig. 8, we show the entanglement spectra of
the columnar-dimer [Fig. 8(a)] and staggered-dimer
[Fig. 8(b)] models for four different values of the exchange
coupling J ′ (a line subsystem A with size L′ = 1000 is
considered). One sees that the entanglement spectra of
the two dimer models are qualitatively similar, although
the bandwidth is larger for the staggered-dimer model
than for the columnar-dimer one at the same value of
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FIG. 8. (Color online) Entanglement spectrum k [Eq. (39)]
in terms of the momentum kx parallel to the system-
subsystem boundary (48) of the (a) columnar-dimer and (b)
staggered-dimer models. Data for a line subsystem of size
L′ = 1000. Results for four different values of the exchange
coupling J ′ are displayed: J ′ = 2.20 (dashed blue line),
J ′ = 2.70 (dotted-dashed green line), J ′ = 3.40 (solid ma-
genta line), and J ′ = 10.0 (solid orange line).
the exchange coupling J ′. For both dimer models, the
energy gap of the entanglement spectra is at kx = 0 and
the gap decreases as J ′ approaches the critical coupling
J ′c. Differently from the triplon spectrum Ωk, the gap
of the entanglement spectrum does not close as the sys-
tem approaches the Ne´el–VBS quantum critical point:
we find kx=0 = 1.77 (J
′ = 1.70, columnar-dimer) and
kx=0 = 2.47 (J
′ = 2.00, staggered-dimer), compare with
Fig. 5. Such a feature is in contrast with the behaviour
of the two-dimensional Bose-Hubbard model which also
displays a QPT between a gapped (Mott-insulator) and a
gapless (superfluid) phases [37]: it was found that the gap
of the entanglement spectrum closes at the superfluid–
Mott insulator QPT driven by the ratio t/U between
the tunneling amplitude t and the on-site repulsion U at
integer (fixed) filling. Finally, for larger values of the ex-
change coupling J ′, the entanglement spectrum is almost
flat. We exemplify this feature in Fig. 8, where the en-
tanglement spectra for both dimer models with exchange
coupling J ′ = 10.0 are shown. This behaviour is indeed
in agreement with the fact that the dimers are almost
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isolated for J ′  1, see discussion at the end of Sec. V A.
After the proposal of Li and Haldane [33] that the
low-lying entanglement spectrum can be used to identify
topological order, a series of papers has been devoted
to study the entanglement properties of two-dimensional
topological phases, see, e.g., Ref. [2] from Ref. [38]. On
the other hand, the more conventional phases realized in
two-dimensional systems have been received less atten-
tion [5]. In the latter case, an interesting result is due
to Alba et al. [38] who showed that the entanglement
spectrum of the Mott-insulator phase of the square lat-
tice two-dimensional Bose-Hubbard model is dominated
by degrees of freedom located at the system-subsystem
boundary. In particular, the entanglement spectrum can
be interpreted as the spectrum of a (boundary) tight-
binding model whose sites are at the system-subsystem
boundary. Assuming that this is indeed a quite general
feature of a gapped phase, we expect that the entan-
glement spectra shown in Figs. 8(a) and (b), which are
derived for line subsystems A, might be characteristic
of the columnar-dimer and staggered-dimer models, i.e.,
such a features might be found in entanglement studies
regardless the subsystem shape.
VI. SUMMARY
In this paper, we have studied the (quantum paramag-
net) VBS phases of the columnar-dimer and staggered-
dimer Heisenberg AFMs on a square lattice within the
bond-operator formalism at the harmonic approxima-
tion. In particular, these results, combined with a pro-
cedure employed in Refs. [6–8] for magnetic ordered
phases, allowed us to calculate the bipartite von Neu-
mann and second Re´nyi entanglement entropies for the
VBS ground states of the two dimer models. Choosing
an one-dimensional (line) subsystem A, this formalism
provides the area law behaviour for the entanglement en-
tropies as expected for gapped phases.
It would be interesting to apply the bond-operator
based approach discussed here, e.g., for rectangular strip
and square subsystems A [see, e.g., Fig. 1 from Ref. [8]].
Such studies would allow us to check whether our results
for the entanglement entropies depend on the shape of
the subsystem A. In this case, however, the eigenval-
ues µ2k of the correlation matrix C should be numerically
determined. Moreover, it would be important to deter-
mine the effects of the cubic H3 [Eq. (23)] and quartic H4
[Eq. (24)] terms of the effective boson model (15) on the
entanglement entropies. These two terms could be per-
turbatively considered as done, e.g., in Ref. [25]. Recall
the role of the cubic term in the distinction between the
two dimer models as discussed in Sec. II. As expected, the
mean-field results obtained here are qualitatively similar
for both dimer models. We intend to performed these
two studies in a future publication.
Finally, it would also be interesting to compare
the entanglement spectra derived here with the ones
determined via density matrix renormalization group
(DMRG) calculations as done, e.g., for the square lattice
Bose–Hubbard model [38]. However, as far as we know,
such DMRG data for the columnar-dimer and staggered-
dimer models are not available at the moment.
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Appendix A: Classical dimerized Heisenberg models
The classical phases of the columnar-dimer [Eq. (9)]
and staggered-dimer [Eq. (10)] models can be determined
by parametrizing the spins S1i and S
2
i [see Figs. 1(a) and
(b)] as
S1i = eˆ1 cos(Q ·Ri) + eˆ2 sin(Q ·Ri),
(A1)
S2i = eˆ3 cos(Q ·Ri) + eˆ4 sin(Q ·Ri),
where Q is the ordering wave vector, Ri is a vector of
the dimerized lattice, and the set of unit vectors eˆi obeys
the following relations
eˆ1 · eˆ2 = eˆ3 · eˆ4 = 0,
eˆ1 · eˆ3 = eˆ2 · eˆ4 = cos θ, eˆ2 · eˆ3 = −eˆ1 · eˆ4 = sin θ.
Substituting Eq. (A1) into the Hamiltonian (9) of the
columnar-dimer model, we obtain the energy E as a func-
tion of the components Qx and Qy of the ordering wave
vector and the angle θ, namely
E =J ′
N
2
cos θ +
N
2
[2 cos(Qy)
+ cos θ cos(2Qx) + sin θ sin(2Qx)]. (A2)
The ground state energy follows from the minimization
of Eq. (A2) with respect to the parameters Qx, Qy, and
θ. For J ′ > 0, we find Q = (0, pi) and θ = pi, i.e.,
S1i = eˆ1 cos(piRy,i) and S
2
i = eˆ3 cos(piRy,i). (A3)
With the aid of Fig. 1(a), one easily sees that the config-
uration (A3) corresponds to a collinear Ne´el phase.
Similarly, substituting Eq. (A1) into the Hamiltonian
(10) of the staggered-dimer model, we arrive at
E =J ′
N
2
cos θ +
N
2
[cos θ
∑
τ
cos(Q · τ )
+ sin θ
∑
τ
sin(Q · τ )], (A4)
where the dimer nearest-neighbor vectors τ are given by
Eq. (8). In this case, we find that Q = (0, 0) and θ = pi,
i.e.,
S1i = eˆ1, and S
2
i = eˆ3. (A5)
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Appendix B: Entanglement spectrum and the
correlation matrix
In this section, we derive the relation (43) between
the eigenvalues µ2k of the correlation matrix C and the
entanglement spectrum k.
As mentioned in Sec. V, the generic quadratic Hamil-
tonian (36) and the corresponding entanglement Hamil-
tonian (38) can be diagonalized by the same Bogoliubov
transformation. Let us consider
bk =
1
2
∑
i
(φki + ψki)ai + (φki − ψki)a†i ,
b†k =
1
2
∑
i
(φki + ψki)a
†
i + (φki − ψki)ai, (B1)
where the coefficients φki and ψki are assumed to be real
for simplicity. Due to the bosonic algebra of the bk oper-
ators, the coefficients φki and ψki obey the relations
[bk, b
†
p] =
1
2
∑
i
φkiψpi + ψkiφpi = δkp,
[bk, bp] =
1
2
∑
i
ψkiφpi − φkiψpi = 0,
which imply that∑
i
φkiψpi =
∑
i
ψkiφpi = δkp. (B2)
For sites i and j associated with the subsystem A, we
have
〈a†iaj〉 = Tr
(
ρ a†iaj
)
=
∑
A
〈ξA|
(∑
A¯
〈ξA¯|ρ|ξA¯〉
)
a†iaj |ξA〉
= TrA
(
ρA a
†
iaj
)
, (B3)
where the states |ξA〉 and |ξA¯〉 are respectively associated
with the subsystem A and its complementary A¯ as de-
fined in Sec. I. Moreover, since the Bogoliubov transfor-
mation (B1) diagonalizes the entanglement Hamiltonian
HE [Eq. (39)] and the reduced density matriz ρA has the
form (37), we have
TrA
(
ρAb
†
kbq
)
=
1
ek − 1 δkq,
TrA
(
ρAb
†
kb
†
q
)
= 0. (B4)
Therefore, from Eqs. (B3) and (B4) and the inverse of
the transformation (B1), one shows that
〈a†iaj〉+
δij
2
=
1
4
∑
k
(φkiφkj + ψkiψkj) coth
(k
2
)
(B5)
and, similarly,
〈a†ia†j〉 = 〈aiaj〉
= −1
4
∑
k
(φkiφkj − ψkiψkj) coth
(k
2
)
. (B6)
The single-particle Green’s functions (42) assume the
form
fij + gij =
1
2
∑
k
ψkiψkj coth
(k
2
)
,
fij − gij = 1
2
∑
k
φkiφkj coth
(k
2
)
, (B7)
where i and j ∈ A. With the aid of the orthogonality
condition (B2), one shows that∑
i
2 (fij + gij)φki = coth
(k
2
)
ψkj ≡ µkψkj ,∑
i
2 (fij − gij)ψki = coth
(k
2
)
φkj ≡ µkφkj . (B8)
The above equation can be written in a matrix form
φˆk G
++ = µkψˆk,
ψˆk G
−− = µkφˆk, (B9)
where the elements of the NA × NA matrices G++ and
G−− are given by
G++ij = +〈(a†i + ai)(a†j + aj)〉 = 2fij + 2gij ,
G−−ij = −〈(a†i − ai)(a†j − aj)〉 = 2fij − 2gij ,
and the vectors ψˆk and φˆk are defined as
ψˆtk = (ψk1 ψk2 · · ·ψkNA) ,
φˆtk = (φk1 φk2 · · ·φkNA) .
From Eq. (B9), we find the eigenvalue equation for the
correlation matrix C,
φˆkG
++G−− = φˆkC = µ2kφˆk, (B10)
that provides the relation (43) between the eigenvalues µ2k
of the correlation matrix C and the entanglement spec-
trum k.
Finally, one notices that
Cij = [G
++G−−]ij = 4
∑
s∈A
(fis + gis) (fsj − gsj)
=
∑
k,p
ψki
(∑
s
ψksφps
)
φpj coth
(k
2
)
coth
(p
2
)
=
∑
k
ψkiφkj coth
2
(k
2
)
, (B11)
which is the bosonic version of Eq. (16) from Ref. [31]
written in a slightly different notation.
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Appendix C: Eigenvalues of the correlation matrix
for one-dimensional (line) subsystem
For an arbitrary subsystem A, the correlation matrix
(41) satisfies the property Cij = C|i−j|, as one can easily
see from Eq. (46), indicating that the correlation matrix
C is a Toeplitz matrix [36]. In particular, for an one-
dimensional subsystem A with periodic boundary condi-
tions, one finds that the correlation matrix C is indeed
a circulant matrix: in this case, each row of the matrix
can be obtained from the first row by a shift of the ma-
trix elements [36]. Due to this translational property,
the eigenvalues of a circulant matrix can be obtained by
a discrete Fourier transform of its first row elements.
Let us consider the one-dimensional subsystem A
shown in Fig. 1(c), i.e., a chain of size L′ and NA =
(L′+2)/2 sites. Since the vectors of the underline dimer-
ized lattice are Ri = 2ixˆ, with i = 1, 2, . . . , NA, the ex-
pression (46) for the single-particle Green’s function fij
and gij can be written as
fij = +
1
2NA
∑
kx
αkx cos[2kx(i− j)],
gij = − 1
2NA
∑
kx
βkx cos[2kx(i− j)], (C1)
where the functions αkx and βkx are defined as
αkx =
1
Ny
∑
ky
Ak
Ωk
and βkx =
1
Ny
∑
ky
Bk
Ωk
. (C2)
The eigenvalues µ2k of the correlation matrix C are
given by the discrete Fourier transform [36]
µ2m =
NA−1∑
j=0
C0j e
−2piijm/NA , (C3)
where C0j are the elements of the first row of the cor-
relation matrix (41). Using the convolution property
(f ∗ g)(x) = (g ∗ f)(x), one shows that the matrix el-
ements (41) can be written as
C0j = C(l) = 4
NA−1∑
x=0
fx fl−x − gx gl−x, (C4)
where s− i = x, j − i = l, and j − s = l − x. Therefore,
Eq. (C3) assumes the form
µ2m =
NA−1∑
j=0
C(l) e−2piilm/NA , (C5)
Finally, from Eqs. (C1), (C4), and (C5) and with the
aid of the Fourier transform property F{(f ∗ f)(x)}l =
F{(f)(x)}lF{(f)(x)}l, one shows that
µ2m = α
2
kx − β2kx (C6)
with kx given by Eq. (48).
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