In this paper we characterize the convexity of the boundary ∂S of a static (standard) Lorentzian manifold S in terms of Jacobi metrics. From this result, we also obtain: (1) a characterization of the convexity of ∂S computable from its "spacelike" part, (2) the equivalence between the variational and geometrical definitions of convexity for ∂S, and (3) a very precise result on existence of geodesics joining a point and a line on S.
Introduction
Our aim in this paper is to characterize the convexity of the boundary of a static (standard) Lorentzian manifold in terms of Jacobi metrics (Theorems 1.3 and 1.5) following the ideas in [18] . As straightforward consequences, we also obtain:
(1) Section 3. A simple characterization of the convexity of the boundary of a static Lorentzian manifold in terms of the convexity of the boundary of its "spacelike" part and the gradient of the warping function β (Definition 3.1 and Theorem 3.2). (2) Section 4. A proof of the fact that the variational and geometrical definitions of convexity for the boundary of a static Lorentzian manifold (Definitions 3.1 and 4.1) are equivalent (Theorem 4.3) even separately for each causal character (Theorem 4.4). This problem was studied in the Riemannian case by do Carmo, Warner, Bishop and others (see [6, 8, 10] ). In the Lorentzian case, it was known just that the geometrical definition implied the variational one, (see [16] ). We prove the converse and show in Appendix A that the result can be extended to the stationary case, at least when no distinction on the causal character of the geodesics is done. (3) Section 5. An accurate result on existence of geodesics joining a point and a line for a static manifold.
This problem has been recently studied in several ambient spaces by quite a few authors [1, 7, 9, 11, 13] (see also [14, 15] ), and our result is the most precise for the static case.
In the remainder of this section, we state our characterization of convexity by means of Jacobi metrics, Theorems 1.3 and 1.5 (which will be proved in Section 2), and recall the necessary definitions. In what follows, differentiability will mean C 3 .
static Lorentzian metric g on L is defined in the following way: for any z = (x, t) ∈ L and for any We recall that by the differentiability of the boundary of D, there exists a function φ on M such that
foranyx ∈ ∂D, where ∇φ(x) denotes the Riemannian gradient of φ at x. As L is static, the function Φ : L → R given by
Here ∇ L Φ(z) denotes the Lorentzian gradient of Φ at z.
On the other hand, fixed E ∈ R and set
the corresponding (possibly degenerate) Jacobi metric is
where β and ·, · are as in Definition 1.1 (the motivation for this definition is explained in Section 2; see also [18] ). We will consider this metric defined just on the open subset where it is Riemannian, i.e., where E > V . So, when S is as in Definition 1.2, fixed any x ∈ D ∪ ∂D and E > V (x), we can find a neighborhood U of x in D ∪ ∂D where the metric (1.5) is well defined. If we choose
Our main result, to be proved in the next section, is: 
is equivalent to the inequalities for the Riemannian Hessians (obtained by using the metrics (1.5)):
Remark 1.4. If we consider the previous result at every point of the boundary, we obtain a characterization of the convexity of the boundary (see Definition 3.1) by using Jacobi metrics (where these are defined).
We can also state causal versions of Theorem 1.3. To this aim we recall that, for any z ∈ L, a vector ζ ∈ T z L is said to be timelike (respectively lightlike, spacelike) if g(z)[ζ, ζ ] is negative (respectively null, positive). 
Proof of Theorems 1.3 and 1.5
We recall that the geodesic equations on a static Lorentzian manifold are given by (2.1)
When c = 0 then γ (s) = (x(s), t 0 ), for some t 0 ∈ R is essentially a geodesic on M, otherwise, we can fix a value of c and the following result holds (see [18] ).
, geodesic up to a reparameterization) for a Jacobi metric (1.5) , where E = E(γ ) is equal to the energy of γ , i.e.:
Conversely, ifx(s) is a geodesic for a Jacobi metric (1.5) then it admits a reparameterization x(s) such that (x(s), t (s)) is a geodesic of S, where t (s) is a solution of (2.2) with
This result is a combination of two variational principles. The first one, introduced in [18] , asserts that x(s) is a solution with energy E of a Lagrangian system with associated potential V given by (1.4) (see also [2] ); the second one is the classical Maupertius-Jacobi principle (see for example [4] ).
By (2.1), it is not difficult to prove that for any z = (x, t) ∈ ∂S and for any ζ
where Φ is as in ( 1.3) and φ is as in (1.2). Now, consider the metric defined in (1.5), which can be written as the conformal metric
.
By using the well-known relations between the Hessians of two conformally related metrics (see [5, p . 58]), we have, for any
is the Hessian of φ with respect to (1.5). Substituting u(x) in (2.5), we get
Now, we are ready to prove our main result.
Proof of Theorem 1.3. Assuming that (1.7) holds and evaluating (2.4) on the vectors (0, 1), (ξ, 0) ∈ T z ∂S, we get
Thus by (2.6), inequality (1.8) holds. Now we prove that (1.8) implies (1.7). By (2.4), we have just to prove that (1.8) implies the two inequalities (2.7). For the first one, choose any ξ ∈ T x ∂D such that ξ, ξ = 1, and a sequence {E m } of real numbers such that
∇φ(x), ∇β(x) 0.
Thus, taking the limit as m goes to ∞, by (2.8) we get the required inequality
For the second inequality (2.7), take a sequence {E m } of real numbers such that
For any ξ ∈ T x ∂D, by (1.8) and (2.6),
Thus, taking the limit as m goes to ∞, we get
The proof of Theorem 1.5 is straightforward by discussing, in the previous proof, the values of E according to (2.3).
A simple characterization of convexity
Given a Riemannian manifold with boundary, it is easy to check that if (2.10) holds for a function satisfying (1.2) then it holds for any function satisfying (1.2); moreover, this property holds if and only if the boundary is infinitesimally convex in the sense of [6] (this definition is made in terms of the second fundamental form, see also [3] ). For an arbitrary semi-Riemannian manifold, this last concept is more subtle (if the boundary is a degenerate hypersurface, the second fundamental form is not defined), but it is straightforward to check the previous equivalence. As any differentiable manifold with boundary admits a globally defined function satisfying (1.2), the following definition is naturally given: • Inequality (1.7) holds (i.e., the boundary is convex at z) .
• The following two conditions hold:
Geometric versus variational convexity
A second consequence of Theorem 1.3 concerns the equivalence, for the boundary of a static Lorentzian manifold, between the previous variational notion of convexity and the following geometric one. 
This definition is the natural extension to semi-Riemannian manifolds of the notion of convexity for subsets of an Euclidean space. When S is a Lorentzian manifold with differentiable boundary, the following causal versions of Definitions 4.1 and 3.1, are given: ∂S is geometrically time-convex (respectively light, space-convex), if Definition 4.1 holds when applied just to timelike (respectively lightlike, spacelike) geodesics, and ∂S is variationally time-convex (respectively light, space-convex) if (1.7) holds for any timelike (respectively lightlike, spacelike) tangent vector.
Remark 4.2.
It is worth to point out that in the Riemannian case when M is complete, Definitions 3.1 and 4.1 are equivalent; the proof of this result is given in [6] (when M has constant curvature it had been proved in [8] ) and, with a different technique and less restrictive conditions on the differentiability, in [10, Theorem 2.1]. In the Lorentzian case it is not difficult to show that Definition 4.1 implies Definition 3.1, but the converse has been proved just when inequality (1.7) (for ζ = 0) strictly holds, which considerably simplifies the problem, see [16, The results of previous sections and the technique in [10, Theorem 2.1] allow us to prove the equivalence between the two notions of convexity for static Lorentzian manifolds, even in the causal cases.
Theorem 4.3. Let S be static Lorentzian manifold with differentiable boundary. Then ∂S is variationally convex if and only if it is geometrically convex.

Proof. Assume that (1.7) holds for the function Φ globally defined by (1.3). Let γ (s) = (x(s), t (s)), s ∈ [a, b], be a geodesic in S ∪ ∂S such that γ (a), γ (b) ∈ S.
We prove that N whose existence is given by a well-known theorem of Nash (see [17] ). Setting
Then by (4.2) and (2.4)
Again as in [10] ,
for any s ∈ [r 0 , r 0 + δ]. Moreover as β and φ are C 2 , M 3 > 0 exists such that
Thus by (4.3), (4.4) and (4.5)
By (4.6), ρ(r 0 ) = 0,ρ(r 0 ) = 0 and the Gronwall Lemma we obtain ρ(s) = 0 in [r 0 , r 0 + δ]. ✷
Theorem 4.4. Let S be a static Lorentzian manifold with differentiable boundary. Then ∂S is variationally time-convex (respectively light, space-convex) if and only if it is geometrically time-convex (respectively light, space-convex).
Proof. In the timelike and in the spacelike cases we can proceed as in Theorem 4.3; we only need to observe that in the previous proof the projected curve z(s) is timelike (or spacelike) in a neighborhood of r 0 . By continuity, it is sufficient to check thatγ (r 0 ) =ż(r 0 ). Denote by η(s, x) the flow of −∇φ/|∇φ| 2 ; then
As ρ(r 0 ) = 0,ρ(r 0 ) = 0, clearlyẏ(r 0 ) =ẋ(r 0 ), which implies the required equality.
In the lightlike case this approach fails but the claim is still true. In fact, recall that if γ (s) = (x(s), t (s)) is a lightlike geodesic then x(s) is a pregeodesic of the Jacobi metric (1.5) with E = 0; thus, it is sufficient to check that ∂D is geometrically convex for this metric. But this is obvious from Theorem 1.5 and the equivalence of Definitions 3.1 and 4.1 in the Riemannian case. ✷ Remark 4.5. In the proof of the previous theorem we have seen that our first reasoning proves the result for the timelike and spacelike case, but not for the lightlike one. Analogously, the second reasoning works in the lightlike and spacelike cases, but not in the timelike case (the Jacobi metric may degenerate).
Geodesics joining a point with a line
In this section we shall discuss the existence of geodesics having a prescribed parameterization proportional to the arc length, joining a point with a line in a static Lorentzian manifold with differentiable boundary.
More Throughout this section, we consider geodesics in S satisfying (2.2) with
thus, their energies can not be trivially modified by a reparameterization. In the last years, the connectedness of a point with a line on Lorentzian manifolds has been widely studied. In [7, 9, 13] results have been obtained for manifolds without boundary and for negative or null energies. In [11] and [12] , manifolds with convex boundaries have been considered again for E 0. In [1] a wider range of variability for E has been considered and a result for geodesics on static manifolds with non differentiable boundary is presented. Finally in [14, 15] a Morse theory for this problem has been stated.
Firstly, we obtain the following result. Proof. (i) From Lemma 2.1, such a geodesic connecting w and l with energy E exists if and only if a minimizing ·, · E -geodesic connecting p and q exists. As E > sup D V , we have that D ∪ ∂D is a complete Riemannian manifold with boundary for this Jacobi metric; so, the minimizing geodesic exists if and only if the boundary is ·, · E -convex (see [3] ).
(ii) The first assertion is due to the fact that Ljusternik-Schnirelmann category of the space of the curves joining p and q is infinite. , it is clear that the convexity of ∂D with respect to ·, · E (used in Proposition 5.1) is a weaker assumption than the convexity of ∂S with respect to ·, · L (used in the above cited papers). Note that we obtain not only a sufficient but also a necessary condition for the existence of geodesics. We point out that our techniques work also for strictly positive energies, for which the intrinsic approach used in [11] [12] [13] fails and, if β is bounded from above, also negative energies can be considered.
Finally, under a convexity assumption on the original metric of D the following result can be stated; its proof is straightforward from Proposition 5.1 and the proof of Theorems 3.2 and 1.3. As ∂D is differentiable A can be smoothly extended to R N and the proof can be completed reasoning as in [10] .
