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Résumé – Motivés par des applications en inférence statistique, nous proposons deux versions stochastiques de l’algorithme Gradient Proximal
pour la maximisation de fonctions composites. Nous établissons la convergence dans le cas concave, lorsque les approximations Monte Carlo
sont biaisées avec un biais qui ne s’atténue pas au cours des itérations.
Abstract – Motivated by applications in statistical inference, we propose two versions of a Stochastic Proximal Gradient algorithm for the
maximization of composite functions. We establish the convergence in the concave case, when the Monte Carlo approximation is biased and the
bias does not vanish along iterations.
1 Introduction
Nous nous intéressons à des méthodes numériques pour la
résolution du problème d’optimisation
argmaxθ∈Rd (f(θ)− g(θ)) (1)
lorsque les fonctions f et g vérifient :
H1 La fonction g : Rd → [0,+∞] est convexe, non identique-
ment égale à +∞ et semi-continue inférieurement. La fonction
f : Rd → R ∪ {−∞} est de classe C1 sur Θ := {θ ∈ Rd :
g(θ) + |f(θ)| <∞} et de gradient L-Lipschitz.
On se restreint de plus au cas où la fonction f n’a pas d’expres-
sion explicite, et son gradient s’exprime comme une intégrale
qui n’a pas non plus d’expression explicite. La solution retenue
est de lire cette intégrale comme une espérance, et utiliser des
méthodes d’optimisation du premier ordre couplées avec des
méthodes de Monte Carlo (MC). Ce contexte est suggéré par
un certain nombre d’applications.
Comme premier exemple, citons la résolution de problèmes
d’inférence statistique dans les modèles à données cachées :
la fonction f est alors la log-vraisemblance des observations
et elle s’écrit à l’aide de la marginale de la vraisemblance des






Sous des conditions de régularité du modèle, la fonction f est




∂θ log p(z, θ) πθ(z)µ(dz),
avec πθ(z) := p(z, θ) exp(−f(θ)). Puisque f est non expli-
cite, la loi d’intégration πθdµ est connue à une constante de
normalisation près et les techniques d’approximation Monte
Carlo efficaces devront utiliser des échantillonneurs de Monte
Carlo par Chaı̂nes de Markov (MCMC) [17]- les méthodes
d’échantillonnage d’importance sont en effet particulièrement
peu recommandées lorsque Z ⊆ Rs avec s plus grand que
la dizaine. Parmi les modèles à données cachées, le cas dit
modèle exponentiel est très répandu : log p est de la forme
φ(θ) + 〈S(z), ψ(θ)〉 de sorte que le gradient de f s’écrit




où Jψ désigne la matrice jacobienne associée àψ,∇ l’opérateur
de gradient et 〈·, ·〉 le produit scalaire usuel sur Rq .
Un second exemple est donné par l’inférence de paramètres
d’une mesure de Gibbs, problème rencontré notamment dans
l’inférence d’un modèle de réseau dont les noeuds sont à va-
leur dans un alphabet fini. Dans ce contexte, on dispose de
N observations (Y (1), · · · , Y (N)), supposées indépendantes et
identiquement distribuées selon une mesure de Gibbs propor-
tionnelle à exp(〈S(y), θ〉), où Y (i) ∈ {1, · · · ,M}p collecte les











exp (〈S(z), θ〉) dµ(z),
où le dernier terme, connu sous le nom de fonction de partition,
est non explicite. Sous des conditions de régularité du modèle,








avec πθ(z) ∝ exp(〈S(z), θ〉). Là encore, πθ étant connue à une
constante de normalisation près, l’approximation stochastique
du gradient ne pourra qu’utiliser des méthodes MCMC.
Dans les applications considérées, g traduira une contrainte
sur le paramètre θ telle qu’une contrainte de parcimonie (e.g.
lorsque g(θ) = λ
∑d
i=1 |θi| avec λ > 0), ou une contrainte
d’appartenance à un sous-ensemble convexe fermé K de Rd
(e.g. g(θ) = 0 si θ ∈ K et +∞ sinon), ou une somme de telles
contraintes.
Il existe dans la littérature un certain nombre de contribu-
tions sur des versions stochastiques d’algorithmes d’optimisa-
tion de premier ordre, pour la maximisation de fonctions com-
posites (voir par exemple [4, 5, 6, 8, 9, 14] et les références
citées). Néanmoins, à quelques rares exceptions dont [8], les al-
gorithmes sont étudiés sous l’hypothèse d’approximations MC
sans biais, ce qui n’est pas vrai pour des approximations MCMC :
si {Zj , j ≥ 0} est une chaı̂ne de Markov ergodique d’unique









mais l’espérance à m fixe n’est jamais égale à la limite. Au-
trement dit, l’approximation MCMC est biaisée mais on peut
rendre ce biais arbitrairement petit en augmentant le nombre
de pointsm de l’approximation Monte Carlo. Néanmoins, pour
des questions de coût de calcul dans des méthodes itératives
qui contiendront une telle approximation à chaque itération,
on souhaite garder fixe le nombre de tirages m au cours des
itérations. Il est donc nécessaire de savoir établir le bien-fondé
d’algorithmes d’optimisation stochastiques, reposant sur des
approximations biaisées avec un biais qui ne s’évanouit pas au
cours des itérations : là est une difficulté à notre connaissance
non couverte par la littérature. Nous apportons une réponse
dans le cas d’une version stochastique de l’algorithme gradient-
proximal.
La seconde originalité de notre contribution est de fournir
une analyse de convergence sans supposer que la fonction f
est fortement concave, cette condition n’étant généralement pas
vérifiée pour les deux exemples cités ci-dessus. Nous donnons
des résultats dans le cas où f est concave, ce qui convient à
l’exemple d’inférence dans un modèle de Gibbs mais reste in-
suffisant pour le premier exemple. L’analyse de convergence
dans le cas f non concave est, à notre connaissance, un problème
ouvert lorsque l’approximation MC est biaisée (voir [13] par
exemple pour le cas non biaisé).
2 Algorithmes MCPG et SAPG
Pour la résolution du problème (1), nous proposons un al-
gorithme itératif de type Minoration-Majoration stochastique,
tel que chaque itération combine une étape de gradient stochas-
tique basée sur des algorithmes MCMC, et une étape de proxi-
mal que nous supposerons explicite (voir [2] pour des résultats
dans le cas où cette étape est approchée). Plus précisément,
chaque itération est une version bruitée de la dynamique Gradient-
Proximal (voir [7])
τn+1 = Proxγn+1,g (τn + γn+1∇f(θn)) (2)
où {γn, n ≥ 0} est une suite de pas déterministe choisie par









Compte-tenu des applications visées décrites en Section 1, nous
présentons cet algorithme dans le cas où∇f vérifie la condition
suivante
H2 ∇f(θ) = Ψ(θ) S̄(θ) où Ψ : Θ → Rd×q , et S(θ) est
l’espérance d’une fonction S : Z → Rq par rapport à une





On trouvera dans [1] des algorithmes Gradient-Proximaux per-
turbés valables pour des formes générales de ∇f , ainsi qu’une
analyse de convergence de ces schémas itératifs bruités y com-
pris dans le cas de perturbations stochastiques biaisées.
Les algorithmes. Etant donné une suite déterministe {γn, n ≥
0} à valeur dans ]0, 1/L], une suite déterministe {mn, n ≥ 0}
à valeur dans N, et une valeur initiale θ0 ∈ Θ, on considère
l’algorithme Stochastic Proximal-Gradient donné par
θn+1 = Proxγn+1,g (θn + γn+1Ψ(θn)Sn+1) (3)
où Sn+1 est une approximation Monte Carlo de la quantité in-
connue S(θn), basée sur une chaı̂ne de Markov {Zj,n, j ≤
mn+1} de noyau de transition Pθn , et d’unique mesure inva-
riante πθn dµ. Deux schémas d’approximation et donc deux
algorithmes sont proposés. Tout d’abord, l’algorithme Monte










il repose sur une approximation de S(θn) basée uniquement
sur les tirages courant {Zj,n, j ≥ 1}. Ensuite, l’algorithme
Stochastic Approximation Proximal-Gradient (SAPG), où pour
tout n, on pose Sn+1 = Ssan+1 avec




Ici, {δn, n ≥ 0} désigne une suite déterministe à valeur dans
]0, 1[ choisie par l’utilisateur. SAPG repose sur une approxi-
mation lissée de S(θn) qui, de par sa forme récursive, est une
combinaison linéaire des images par S de l’ensemble des ti-
rages effectués depuis l’initialisation de l’algorithme.
Pour les deux algorithmes, le nombre de tirages Monte Carlo
à la fin de l’itération n est
∑n
i=1mi. Néanmoins, vu la forme
récursive de Sn+1 dans SAPG, il est attendu que ce dernier
ait un meilleur comportement. Nous donnons deux résultats
pour appuyer cette intuition : la proposition 1 qui donne une





algorithmes, et une analyse numérique (voir Section 3 ; voir
aussi [12] pour une application à l’inférence pénalisée dans des
modèles à données cachées).
Dans le cas où f est la log-vraisemblance dans un modèle
à données cachées, on peut montrer (voir [12]) que (2) est un
algorithme Generalized Expectation-Maximization (GEM), de
sorte que (3) correspond à un algorithme Stochastic GEM. Les
algorithmes MCPG et SAPG sont directement inspirés des ap-
proximations stochastiques faites dans les algorithmes MCEM
et SAEM respectivement proposés par [18] et [10].
Comportement asymptotique. Nous donnons un ensemble
de conditions suffisantes pour établir la convergence presque-
sûre des trajectoires de MCPG et de celles de SAPG vers une
solution de (1). Pour ce faire, nous nous restreignons au cas
où la fonction f est concave, de sorte que f − g l’est aussi.
Nous supposons aussi que les algorithmes MCMC vérifient des
conditions d’ergodicité, afin de garantir le bien-fondé de l’ap-
proximation de S(θ) par une somme de Monte Carlo. Puisque
le long d’une trajectoire de l’algorithme, les échantillons Monte
Carlo sont simulés par des noyaux différents Pθ1 , Pθ2 , · · · où
{θn, n ≥ 0} est une suite aléatoire qui dépend de tout le passé
de l’algorithme, nous devons formuler des conditions de régularité
sur Proxγ,g , sur les noyaux markoviens {Pθ, θ ∈ Θ} et sur les
densités {πθ, θ ∈ Θ} afin de garantir que ”tous les noyaux
se ressemblent” lorsque la suite {θn, n ≥ 0} converge. En-
fin, nous imposons des conditions sur les pas {γn, n ≥ 0},
{δn, n ≥ 0} et la taille de la somme de Monte Carlo {mn, n ≥
0} - nous donnons ici ces conditions pour des formes parti-
culières de ces suites (voir [1, 12] pour le cas plus général).
Plus rigoureusement, nous établissons les résultats de conver-
gence sous les conditions suivantes :
H3 f est concave, et l’ensemble L := argmaxΘ(f − g) est
non vide. Θ est borné.
H4 Il existe une constante L telle que pour tout θ, θ′ ∈ Θ,
‖Ψ(θ) − Ψ(θ′)‖ + ‖S(θ) − S(θ′)‖ ≤ L‖θ − θ′‖. De plus,
supγ∈]0,1/L] supθ∈Θ γ
−1‖Proxγ,g(θ)− θ‖ <∞.
Ici, ‖·‖ désigne la norme euclidienne. On rappelle (voir e.g. [15])
que pour des fonctions mesurables f : Z → R et V : Z →
[1,+∞[, |f |V désigne supZ |f |/V ; et pour une mesure signée
ν sur Z, ‖ν‖V désigne supf :|f |V ≤1 |ν(f)|.
H5 Il existe λ ∈ [0, 1[, b < ∞ et une fonction mesurable W :
Z→ [1,+∞[ tels que |S|√W <∞ et supθ∈Θ PθW ≤ λW+b.
Il existe des constantes C < ∞ et ρ ∈ ]0, 1[ telles que pour
tout z ∈ Z et n ≥ 0,
sup
θ∈Θ
‖Pnθ (z, ·)− πθ‖W ≤ C ρ
nW (z).
Il existe une constante C t.q. pour tout θ, θ′ ∈ Θ,
‖πθ − πθ′‖√W +sup
z∈Z
‖Pθ(z, ·)− Pθ′(z, ·)‖√W√
W (z)
≤ C ‖θ−θ′‖.
On trouvera dans [1] des indications pour vérifier la condition
H5, et des conditions suffisantes sur g entrainant la condition
de régularité de Proxγ,g énoncée dans H4 (les pénalités elastic-
net, Lasso, et fused Lasso vérifient la condition lorsque Θ est
un compact convexe).
H6 γn = γ?n−a, δn = δ?n−b et mn = dm?nce avec γ? ∈
]0, 1/L], δ? ∈ ]0, 1[, m? > 0 et c ≥ 0, 0 ≤ b ≤ a ≤ 1.
Nous affirmons (voir [11, Proposition 2] et [12, Proposition 5])



















En particulier, lorsque le nombre de tirages Monte Carlo n’aug-
mente pas au cours des itérations (c = 0), l’erreur Smcn+1 −
S(θn) ne tend pas vers zero ; l’erreur Ssan+1 − S(θn) tend vers
zero dès que a > b > 0, même avec c = 0. Pour MCPG et
SAPG, nous prouvons le résultat de convergence suivant (voir
[1, Théorèmes 4 et 6] et [12, Théorème 6])
Théorème 2 Sous les conditions H1 à H6 et
(a ∈ ]1/2, 1] , c = 0) ou (a ∈ [0, 1] , c > 1− a) , (4)
il existe une v.a. θ∞ à valeur dans L telle que avec probabilité
un, limn θn = θ∞ où {θn, n ≥ 0} est la suite donnée par
MCPG. On a le même résultat pour SAPG en remplaçant la
condition (4) par (a ∈ ]1/2, 1] , b ∈ [0, 2a− 1[ , c = 0).
Il faut noter la convergence de MCPG même lorsque c = 0 i.e.
même lorsque l’erreur Smcn+1 − S(θn) ne s’annule pas asympo-
tiquement ; il faut néanmoins compenser cette persistance du
bruit par des pas {γn, n ≥ 0} décroissants (a ∈ ]1/2, 1]) : on
retrouve le régime de l’Approximation Stochastique [3]. Pour
SAPG, on ne reporte pas les conditions lorsque c > 0, car en
pratique, cette solution n’est jamais mise en oeuvre.
Nos hypothèses permettent de traiter le cas d’une approxi-
mation Monte Carlo biaisée ; lorsqu’elle est non biaisée, cer-
taines des conditions données dans H4 et H5 sont omises (voir
[1, 12]).
3 Estimation des paramètres d’une me-
sure de Gibbs
Puisque nos résultats théoriques concernent le cas concave,
nous concluons ce papier par un exemple numérique qui vérifie
cette condition. Nous reprenons le modèle de graphe présenté
en section 1 avec M = 5 et p = 100 ; le modèle de Gibbs com-
prend un terme d’interactions possiblement entre toute paire de










avec Sii(y) = yi et Sij(y) = 1yi=yj pour i < j. La pénalité g
porte sur la norme L1 et la positivité des éléments {θij , i ≤ j}.
Les N = 250 observations sont simulées comme la réalisation
ZJ,? d’un MCMC à l’itération J = 500, de mesure cible la me-
sure de Gibbs pour un paramètre θ? ∈ Rp(p+1)/2 contenant en-
viron 200 valeurs non nulles ; nous utilisons l’échantillonneur
de Wolff [19]. SAPG et MCPG sont implémentés avec a =
2/3, b = 1/3, mn = 50 (γn est constant pendant quelques
itérations).
La figure 1[haut] montre l’évolution de la norme L1, n 7→
‖θn‖L1 pour SAPG (trait plein) et MCPG (trait pointillé). La
figure 1[bas] représente le boxplot de la norme de θn calculé
sur 50 réalisations indépendantes de chaque algorithme ; n ∈
{50, 100, 150, 200, 250, 300}.
Ces graphes illustrent la convergence plus rapide et la va-
riabilité plus faible de SAPG. Néanmoins, la mise en oeuvre
de SAPG est plus délicate que celle de MCPG puisqu’elle re-
pose sur plus de paramètres d’implémentation (choix des pasq
{δn, n ≥ 0}).
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[1] Y. Atchadé, G. Fort, and E. Moulines. On perturbed proximal gradient
algorithms. JMLR, 18 :1–33, 2017.
[2] J.F. Aujol and C. Dossal. Stability of over-relaxations for the Forward-
Backward algorithm, application to FISTA. SIAM J. Optim., 25(4) :2408–
2433, 2015.
[3] A. Benveniste, M. Métivier, and P. Priouret. Adaptive algorithms and
stochastic approximations, volume 22 of Applications of Mathematics
(New York). Springer-Verlag, Berlin, 1990.
[4] L. Bottou, F.E. Curtis, and J. Nocedal. Optimization Methods for Large-
Scale Machine Learning. Technical report, arXiv :1606 :04838, 2016.
[5] E. Chouzenoux and J.C. Pesquet. Stochastic Majorize-Minimize Sub-
space Algorithm for Onl ine Penalized Least Squares Estimation. Tech-
nical report, arXiv :1512 :08722, 2015.
[6] P. L. Combettes and V.R. Wajs. Signal recovery by proximal forward-
backward splitting. Multiscale Model. Simul., 4(4) :1168–1200, 2005.
[7] P.L. Combettes and J.C. Pesquet. Proximal splitting methods in signal
processing. In Fixed-point algorithms for inverse problems in science
and engineering, volume 49 of Springer Optim. Appl., pages 185–212.
Springer, New York, 2011.
[8] P.L. Combettes and J.C. Pesquet. Stochastic Approximations and Pertur-
bations in Forward-Backward Splitting for Monotone Operators. Online
journal Pure and Applied Functional Analysis, 1(1) :1–37, 2016.
FIGURE 1 – Pour MCPG (MC) et SAPG (SA) : [haut] une tra-
jectoire n 7→ ‖θn‖L1 ; [bas] boxplot de ‖θn‖ pour différentes
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