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Abstract
User interest in content on a webpage is an important factor for mak-
ing business decisions and improving user experience. Explicit ratings
are often used as a measure of interest. However, obtaining explicit
ratings is problematic because it disrupts the users browsing expe-
rience. Implicit ratings allow a website to recognize indicators of
interest by observing the behaviors of a user.
This project attempted to identify implicit indicators of interest. A
social news site was deployed with specialized software to track clicks,
mouse movement, total time in addition to other metrics.
Using the data collected by the website, the explicit and implicit rat-
ings were compared and we found that time spent on page and link
clicks were the best indicators of interest.
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Chapter 1
Introduction
Today, many Internet sources are becoming integrated. That is, users are
able to utilize their Facebook accounts to endorse other independent websites, and
share favorable items via multiple networking platforms with the click of a button.
Often, social news sites and social networking sites request explicit ratings from
users. For instance, while using Facebook or Google Reader a user can click on
Like to give personal approval of the current content. This action performs two
important functions. The first is that the application used to vote will be able to
suggest new content based on expressed interest. For example, if a user selects
Like for an article about robots, the application could recommend other articles
involving, but not limited to, robots, robotic engineering, or science fiction. By
linking content with various topics, users could discover more materials of interest.
The second function helps other users obtain new content. If there is a group of
other users that have similar interests to a different user outside of this group, then
the application will be able to suggest new content based on the recommendations
of the group.
Our focus is to harness implicit indicators of web interest, to perform similar
functions. There was a study done by Sakagami and Kamba1 that measured user
interest for news articles implicitly and explicitly. At the end of their study, they
determined that it is best to use a mix of implicit and explicit means to measure
1Sakagami, Learning Personal Preferences on Online Newspaper Articles from User
Behaviors(13)
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interest. For users that tend to ignore explicit feedback requests, implicit recom-
mendation systems can still function by gathering information and monitoring
what the user does on a particular page for use as a basis of interest. However, if
confirmation in the form of explicit ratings is given and implicit indicators have
been gathered without any user input, a wider range of topics of more accurate
content suggestions is possible.
The remainder of this paper is organized as follows. Chapter 2 gives a brief
background on past research into the topic of implicit indicators of interest. In
chapter 3 we outline the design and methodology of our project. Chapter 4 is
a detailed summary of the all the technology we developed for this project. In
Chapter 5 we covered how we deployed this technology for our study. Chapter 6
gives a summary of the data we collected followed by the analysis of this data.
Chapter 7 covers the conclusions we where able to draw. Finally we end with
recommendations for future projects.
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Chapter 2
Background
Many companies are currently trying to measure user interest. The most obvi-
ous way of doing so is prompting or allowing explicit ratings, as mentioned above.
In particular, Google Analytics records information about browser, length of stay,
operating system, screen resolution, the incoming http referrer, the outgoing http
referrer, and many more1. During our research, we discovered that many com-
panies use similar methods to help drive traffic to their own sites. We intend to
use the data we gather to gauge how interested our users are in the content they
are viewing. It can be difficult to precisely determine which behaviors indicate
or dictate interest consistently.
2.1 Implicit Eye Tracking
In order to better refine their search results, Google is testing a new method
of using eye tracking to make their searches more effective2. They are able to
detect and track user eye movement over their pages search result pages. This
approach is useful because it shows Google how people parse through and decide
what search result to select, and it indicates what portions of content people are
reading. In their article, Aula and Rodden explain how difficult it is to collect this
kind of information by other means since users typically scan search results and
make a decision in seconds. While the user interest Google is seeking is different
1Google, Google Analytics — Official Website(8)
2Aula, Anne, and Rodden, Kerry. Eye-tracking Studies: More than Meets the Eye(3)
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than our own, being able to track eye movement could also greatly help us to
identify if our users are fully reading or absorbing their content. Unlike Google’s
struggle, if a user only spends seconds on a single piece of material, this may
correlate strongly to their preference or lack thereof on our site. This approach
has immense value for measuring interest implicitly. However, it could also prove
to be a major privacy problem.
2.2 Privacy Issues
There are, as with all forms of web analytics, many privacy issues to consider
when attempting to implicitly gather information about users. In the case of
Google’s eye tracking system, there is the potential that this function could be
performed in the web-cam of personal computers. If abused, this service which is
meant to help refine search engines, could observe user behavior and eye move-
ment on other websites. While some might agree to the invasion of privacy to
obtain better search results, they may not consent if all of their web usage is mon-
itored similarly. The paper ”I Didn’t Buy it for Myself” Privacy and Ecommerce
Personalization by Lorrie Faith Cranor of AT&T Labs-Research mentions several
concerns of many web users when dealing with ecommerce sites that gather im-
plicit data1. Unsolicited marketing emails are one of the greatest concerns from
users dealing with implicit systems. Others concerns center around the com-
puter’s ability to build a user profile about themselves. Inaccurate user profiles
are a source of user frustration, not only from an interface perspective, but also
from a privacy one. Some users may be concerned that other humans may see an
inaccurate profile and draw incorrect conclusions about their personality or char-
acter. Ironically, Cranor also mentions highly accurate user profiles can lead to
privacy issues if they make inferences about information people consider private.
Implicit data gathering techniques often generate a significant amount of data
about a user’s interaction with a web site, this data can be subject to subpoena
and combined with other data sources as evidence in criminal or civil litigation2.
As a result of the privacy issues surrounding implicit data gathering techniques
1Cranor, L. F., ”I didn’t Buy it for myself” Privacy and Ecommerce Personalization(5)
2Cranor 3(5)
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and online analytics there are a number of laws in place in the United States and
abroad to limit the privacy impact of such systems. Privacy laws in the United
States are sector specific; finance, children’s websites, and health related websites
have stricter privacy laws then those that apply to ecommerce or media websites1.
The European Union has stricter laws concerning online privacy. These laws
restrict secondary use of data, explicit privacy notices and strict access provision-
ing. The German Teleservices Data Protection Act is among the toughest privacy
acts in the world, and it mandates usage logs from different services cannot be
combined and are to be deleted after each session2.
2.3 Implicit Feedback in Search Engines
Many Search engines use implicit feedback as one of the many factors in
ordering search results. The effect of implicit data on search results varies by
search engine. At the time of writing the impact of implicit data on major search
engines such as Google and Bing is subtle and almost imperceivable by users
who have not researched its existence. Surf Crayon is one search engine where
implicit data play a prominent and noticeable impact on search results. Surf
Crayon attempts to identify the user’s intent using implicit data points. It then
uses this data to re-rank the search results in an effort to promote the most
relevant result3.
Microsoft published a paper in 2006 detailing the impact of using implicit feed-
back to improve search results on their MSN Search engine4. They used implicit
feedback as a variable in their ranking algorithm and used it to re-order query
results based upon click through data and time spent on page5 . They found that
queries with enough traffic to generate statistically significant data, re-ranking
results ordering based on implicit data significantly improved user satisfaction6.
1Cranor 4(5)
2AustLII, Legislation and Guidelines: Germany’s Teleservices Data Protection Act(10)
3Surf Canyon, Discovering Discovery(1)
4Agichtein, E., E. Brill, and S. Dumais, Improving Web Search Ranking by Incorporating
User Behavior Information(2)
5Agichtein et al. 3(2)
6Agichtein et al. 3(2)
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Interestingly they found implicit feedback had the greatest improvement on web-
sites that traditional search ranking algorithms returned as results set with a low
Mean Average Precision [MAP] ranking. Conversely they found implicit data
degraded results sets with high MAP rankings. This suggested to the researches
that there are ”easy” search queries with one clear best response, and implicit
data often confused the results with poor overall relevance ratings when users
had ”divergent information needs”/footnoteAgichtein et al. 7/citeAgichtein.
2.4 Curious Browsers
The Curious Browsers was a series of MQPs performed by WPI Professors
Claypool and Brown where a modified version of Internet Explorer was used to
track implicit and explicit interest indicators. The first MQP and subsequent
paper concluded time spent on page was a strong indicator of interest in a page.
This correlation was improved by removing outliers where the time spent on a
page was recorded to be less than one second or over twenty minutes. They also
found the amount of time a user spent scrolling on a web page was another good
indicator of interest. Some metrics that they tracked that did not correlate with
interest include mouse movement and mouse clicks. A second Curious Browsers
MQP was performed the following year. This MQP tracked additional data points
not collected by the first MQP1. However, their implementation of the Curious
Browser was not as stable, and it often crashed and failed to report back data.
Using their limited data set they concluded that mouse movement was the best
indicator of user interest2.
2.5 Mindful Reader
The Mindful Reader was another MQP that built off of the conclusions found
by the Curious browser MQP3. It combined predicted, implicit and explicit rating
to recommend RSS articles to the user. Mindful reader predicted the amount of
1Michael Cen, Brad Goodwin, and Steven Law. Curious Browser.(4)
2Cen et al. 116(4)
3Chris Drouin 2009
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user interest in an article based on the similarity of words with other articles a
user has previously rated. While viewing an article, the Mindful Read software
generates an implicit score based upon reading speed and mouse movements. Al-
though the MQP only had a short period to gather data it made some interesting
discoveries about analyzing implicit data. The MQP concluded that early im-
plicit data is less reliable then implicit data gather later in the experiment. The
author theorized this was because users were still learning how to operate the
Mindful Reader software and becoming familiar with its user interface.
More recently, there was a study performed using implicit ratings to build
a user-interest ontology that creates a user profile with a hierarchy of weighted
classes that represent topics of interest or of potential interest1. Users were able
to reject suggested content to have its link removed in their profiles. Since the
users could actively filter out what was unappealing, they were better able to
give accurate suggestions. They developed an algorithm to determine the user’s
interest level of given topics to assign weights to the various topics users found
enjoyable. In addition, they also implemented a way to ensure that all of the
content given or suggested was new to the users by creating innovative topic
functionality. This checked all of the content suggested or given against content
the users had already encountered. If it was the same, the aforementioned content
would not be repeated.
2.6 Summary
Business perceive the value to integrating implicit feedback into their busi-
nesses. As a result they have been the main driver of research in this area. Google
has looked into using implicit indicators like eye movement to track people’s re-
action to search results. Additionally Google and Microsoft both use implicit
metric such as return rate to re-rank search results. Academics have looked into
the potential privacy issues.
1Nakatsujia, Makoto, Makoto Yoshidab, and Toru Ishida, Detecting Innovative Topics
Based on User-interest Ontology(11)
7
Chapter 3
Design
We created a web environment for users and invite them to come to our site
and browse articles. In this environment we monitored and recorded the actions
taken by the users. We asked that they explicitly rate, on a sliding scale, their
interest of the articles they read. Then, once they have finished, we compiled
and analyzed the data we collected to see if we can find consistent indicators that
match up with the interest level they explicitly gave us. Our goal was to find
one or more interest metrics or groups of metric that are consistent and strong
indicators of user interest.
3.1 Methodology
For the project, we used an open source popular social media site known
as news.arc1. We invited users to visit and interact with a customized version
of the news.arc platform which proxied web page content and inserted tracking
JavaScript into the page. Our tracking JavaScript listened to various browser
events in addition to monitoring the time a user spent viewing the page they
where interacting with. This data was then sent back to our servers for archiving
and processing. The following items of data will be collected from each users
browsing experience:
1Graham, Paul. ”News.arc.”(9)
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Our system will track the following meta data about each request Ajax sent
back to our servers.
• URI: The URI of the website the user is currently viewing.
• Session ID: We used sessions to track an individuals path through our site.
This will allow us to identify individual users without storing any personal
information.
• Date: We recorded the date the Ajax request is received by the server.
• Time: We recorded the time the Ajax request is received by the server.
• UA String: We recorded the User Agent string of the browser users view
content with.
• Action Order: We recorded order that the Ajax request reached the server
as an auto incrementing integer that will be unique per session ID
Each time a user request a web page we record the following statics about the
page itself:
• Text selection: We recorded when and what the user selects on a page.
• Size of html file: We recorded the size of the HTML file that generates the
page being viewed.
• Words on page: We recorded the number of words on a page.
• Number of links on page visited / unvisited: We recorded the number of
previously visited and unvisited links on a page.
When a user navigates away from a particular page or closes a web page the
following data will be sent to the server to be recorded:
• Total time on page: We recorded the total amount of time a user is on a
given page.
• Idle Time: We recorded the amount of time where the user does not move
their mouse or interact in another way with the browser.
9
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• Out of focus time: We recorded the amount of time where the browser
or browser tab is not the primary item of focus on a users screen. This
allowed us to have a more accurate representation of the amount of time a
user spends interacting with a page.
• Scroll Time: We recorded the amount of time that the user spends utilizing
the scroll wheel on their mouse.
• Mouse Movement Time: We recorded the amount of time that the user is
moving their mouse on the screen.
• Total Mouse Clicks: We recorded the number of times a user clicks their
mouse on the screen.
As the user interacts with the web page and preforms the following actions,
our tracking JavaScript will record the action and send the data back to our
server using an Ajax request:
• Arrow Keys: We recorded the number of times and the duration of arrow
key presses.
• Ranking: We recorded what the user ranks an article or page through the
news.arc
• Right mouse clicks: We recorded the number of times the user utilizes the
right mouse button on their mouse. We recorded the x and y coordinates
of the mouse and what html element they clicked on.
• Left mouse clicks: We recorded the number of times the user utilizes the
left mouse button on their mouse. We recorded the x and y coordinates of
the mouse and what html element they clicked on.
• Number of times the cursor is on a link: We recorded the number of times
a user hovers their mouse on each link of a page.
• Number of times a link is clicked: We recorded the number of times a user
clicks on each link of a page.
10
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• Number of copies: We recorded the number of times a user copies content
from a page.
• Scroll Wheel: We recorded the number of times the user uses the scroll
wheel on a page.
• Form submits: We recorded whether or not a user submits a form on the
page they are viewing.
We deployed this system on a web site at implicitnews.com. After about
a month of data gathering we used the recorded data to calculate correlation
between individual data points and interest rating. We used the Weka1 data
mining software with our data set to generate a decision tree to try and calculate
weather a user will be interested in the page they are viewing based on all the
data points we had available.
3.2 Summary
We deployed a social news site to implicitnews.com where we tracked various
implicit feedback indicators. We then calculated the relevancy of various feedback
metrics and used a data mining tool to create a method for identifying interest
based on several of the most important metrics.
1University of Waikato. ”Weka 3 - Data Mining with Open Source Machine Learning
Software in Java.”(12)
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Chapter 4
Deployment
In order to gather data about implicit interest, we felt that we needed the input
of people outside of our project. We felt that it was vital to test our project a
small number of people so that any unexpected issues could be addressed.
4.1 Beta Deployment
We asked a few people to use our news-site once all of the necessary working
components were implemented. Throughout the week of January 23, 2011 outside
testing was conducted. We received feedback that occasionally the website would
go oﬄine. Despite that problem, this initial test ran smoothly. We decided to add
a small section at the top of each page so that users could submit any comments
they had. After adding additional articles to our site, we felt prepared to launch
our official deployment.
4.2 Official Deployment
In the first week of February 2011 we began to heavily publicize our website,
which can be seen in Figure 4.1. We advertised to the WPI community via email
and posters around campus. In addition to the WPI community, we asked family
and friends to take part in our experiment. In our email, we asked that users
browse our site as they would any other social news website. It was vital that
12
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our users did not alter their normal behavior patterns so that we could be sure
our data was accurate. We asked that for each article they read to explicitly rate
their interest in it on a sliding scale from 1 to 5. An example of what a user
would see when viewing a web site through our system can be seen in Figure
4.2. This data would be then used as a benchmark for interest. This would allow
us to compare the observed behavior we implicitly gathered to find correlations
with they expressed an interest in. We hoped that each user would rate every
article they read so that we would have as much data as possible to establish
reliable implicit indicators. During our official testing, we did not have reports
of any major bugs or issues with our site. However, we only received 102 explicit
ratings. This limited the amount of data that could be used for analysis.
4.3 Summary
We had two milestone deployments for implicitnews.com. The beta deploy-
ment was a limited release mainly used to identify bugs in the system we built.
After fixing bugs and making user interface improvements during the beta period
we kicked off an official deployment in February. We used the data gather during
the initial deployment period of February through March to preform the analysis
in the next section of the chapter.
Figure 4.1: A screenshot of http://www.implicitnews.com/ after its official release
in February, 2011
13
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Figure 4.2: A screenshot of an article as seen by a user on
http://www.implicitnews.com/
14
Chapter 5
Technology
Over the last fifteen-year open source infrastructure on the web has exploded.
This expansion includes the underlying infrastructure such as operating systems
and web servers to used to send text strings over established protocols to new
frameworks which allowed for the rapid development of complex web applications.
Technological progression has not been just limited to the domain of program-
mers, new systems have been designed for users to read and share web pages.
Social news sites such as Digg, or Reddit have exploded in popularity over the
last five years. These sites allow user to submit links to other pages on the In-
ternet. Users can then vote on the links they enjoy and when a link receives
enough votes it is displayed on the front page of the website for a short while.
We decided to model our user facing website after social news sites which have a
feed style because they provide a simple interface which our users will be familiar
with. Our system gathers data by displaying a page of links, identified by the
title of the underlying web page to the users. Once a user selects one of the links
by clicking on it, they are directed to our custom proxy page which tracks various
activities they perform and send back data on these activities via an ajax request
to be stored in our data warehouse. On our proxy page we display a banner at
the top which asked that user to explicitly rate the web page they were viewing
based upon their interest level.
15
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5.1 Current Technology
Our final technology stack uses various open source components to build our
final web application. The application is running on an Ubuntu Linux instance
rented out from Amazon’s Elastic Cloud Computing (EC2) service1. This service
from Amazon provides us with a cheap and easy way to host our web plat-
form. For the main social news interface, we have chosen to use Paul Graham’s
news.arc web application. This application is also used by the popular Hacker
News (news.ycombinator.com) website. This application is written in arc, Paul
Graham’s own dialect of lisp which is built on top of the mzscheme dialect.
News.arc uses a flat file structure for storing data, which means that instead of
using a database to store information like most web applications, news.arc writes
files to disk and reads them into memory as needed to make application data per-
sist. This makes it easy to deploy news.arc without needing to set up any external
databases for the system. One drawback to this design is it leads to memory leaks
which cause the application to periodically crash. We circumvented this issue by
setting up a cron job which periodically restarts the scheme server which serves
the news.arc pages to users.
In order to display web pages to the user in such a way that enables us to
include our tracking code, we needed to set up a proxy system. This is due to the
security feature implemented in all browsers known as the same origin policy. The
same origin policy sandboxes JavaScript (the programming language supported
by most browsers for light scripting) denying it access to web pages which belong
to a different domain. In order to get around this issue, we modified the news.arc
source code so that the links it generates request the target web page from our
proxy system rather than their original source. A diagram of how this proxy
system was set up can be seen in Figure 5.1. When a request is made to our
proxy system, the web server makes a request for the content from the original
source. It then modifies the received source code so that any relative links are
converted to absolute links. This allows the browser to correctly request images
and other static content from the original web server to maintain an experience
as close to the original web page as possible. Our proxy server also inserts some
1”Amazon Elastic Compute Cloud (Amazon EC2).”(14)
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JavaScript into the page which allows us to monitor the user’s behavior. Finally
the proxy server inserts a box at the top of the page which explains that the page
is part of our experiment and prompts the user for explicit feedback as part of
an empirical rating and open ended comments.
Figure 5.1: A diagram of the proxy system set up for use with
http://www.ImplicitNews.com/
5.2 Other Technological Options
The proxy is written in python, and uses components from the open source
Django framework 1 for templating of our rendered page and URL mapping. No
data is cached, so each time a request is made for a URL on our proxy a request is
1”Django Documentation.”(6)
17
5.2 Other Technological Options
made to the original server and the page is completely re-rendered. This could be
made more efficient by caching a request once it has been rendered once, however,
due to the low volume of users we did not notice a significant wait time in our
tests and the system load was usually around zero.
Our system collected the following events from the user. Keyboard arrow
presses and direction, form submits, left, middle, and right clicks, link clicks,
link hovers, text selects and explicit ”votes”. In addition to this data, we also
collected static data including the URL, the number of words on the page, the
total links on the page, total forms on the page and the number of visited links
on the page.
Our system collected this data by registering functions with various event
handlers. Two of the most important event handlers were the onload and the
onunload event handlers. They correspond to the opening and the closing of
a web page. When the onload function is called we gather various statistics
about the page including words on page, total links etc. in addition to setting
up variables to hold our timers. The onunload function is called when the user
changes web pages or closes the tab. This function sends back all of the time
tracking data we have gathered about the user.
Various other actions are tracked and send an Ajax message back to the
server. These include global listeners, such as those listening for click or arrow
press events, or local listeners (anchor tags listen for when the cursor pauses
over them for more than 500 milliseconds). This data is all sent back to the
web server as it occurs. To create all these listener functions we have leveraged
the jQuery JavaScript library. This allows us to write code once that will run
the same on all browsers despite differences in standards compliance and features
they implement. We have a unique URI target on our web server for each callback
function we register. The server uses the Django web framework to map each URI
to a specific function which collects the reported data and stores it in a SQLite
database. SQLite is a light weight database, that although not as scalable as
a traditional database, has low overhead and is easy to integrate with existing
programs. The Django web framework was selected because one of our members
has extensive experience developing with it. Django also makes it easy to create
an easy to use admin interface that supports the basic Create, Read, Update,
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Delete operations. Google analytics is used to gather statistical data on the total
number of unique visitors using our application.
We have a text field comment box which submits a POST request to a PHP
script that emails us anything typed into the comment box. We are running
nginx as a reverse proxy in front of the ”news.arc” social link aggregator and
our custom ajax targets and proxy server. User’s web browsers negotiate with
nginx on port 80 while nginx talks internally with a django process running under
fastcgi for any URL under the ”/monocle” handler and a scheme web server for
the request which should go to the ”news.arc” webapp.
In the beginning of the project, we spent a week looking at the various tech-
nologies available on which we would build our project. We had three contenders
for the platform which we ultimately passed up in favor of News.Arc. Two of the
following three technologies were used in early iterations of our project, but for
one reason or another ended up being non-viable for use in our first release. The
third technology showed a great deal of promise however was too complicated and
unwieldy to adapt to our requirements. All three of the technologies are open
source, and licensed under one or more of the Affero General Public License,
The GNU General Public License, or The MIT License, with the exception of
PHPDug which is given free of any license.
5.2.1 Elgg
One of the first social news technologies that we looked at was Elgg. Elgg
is an award-winning open source social networking engine which provides a ro-
bust framework on which to build all kinds of social environments1. We were
intrigued by the standard features of Elgg, as well as how easily it could be cus-
tomized through the plethora of plugins which are available for it. There is a
well-developed API available to developers looking to create their own plugins,
which was another reason why we were highly interested in using this software.
When we evaluated the API and how it would impact our project we decided
that while the API would allow us to easily interact with the platform, it would
be restrictive in how we would have to approach coding the project. Due to the
1Elgg, Elgg About.” Elgg - Open Source Social Networking Engine(7)
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nature of the project, it would have been much too time consuming to develop
the content on which we would be testing a users interest, and therefore we would
have to use blackhat methodology which would not fit neatly into a plugin based
on the API. We decided that interacting with the software directly would have
been difficult and time consuming to be worth our while at this point in the
project. This was due to the fact that the code itself if not well commented,
and we do not have access to the design of the software which would tell us how
the various PHP classes and scripts interact with each other. It was due to this
added complexity that we decided Elgg would not work well for our project.
Figure 5.2: The base installation of the Elgg content management system
5.2.2 Pligg
The software we based our initial tests on was Pligg. Much like Elgg, Pligg
is a well-developed social networking platform. Pligg was designed to put the
responsibility of content creation into the users hands, allowing all registered
users to create and link to articles and news stories. While Pligg does not offer as
broad of an API as Elgg, the code is much easier to understand and allowed us to
easily adapt the story page to display the content of a linked story in an iFrame
for the user. We were able to display content from several web pages on our site
and demonstrate the ability to track user interaction with these pages quickly
once development started. This was a promising start to the development of our
project. Shortly after we began development of our alpha code, we decided that
we needed more functionality that the Pligg platform could provide by itself. This
additional functionality would have allowed us to automatically generate content
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for viewers to view on a regular schedule. There are many plugins available for
Pligg, however the plugins which would meet our additional requirements are only
available at a cost and are not well documented. With the API, it was within
the skill set of our group to develop the plugins we desired, however we decided
that additional time spent extending the platform to perform actions outside our
proposed project would be wasted. At this point, we continued to develop our
alpha code while we looked for a platform which would more readily meet our
additional requirements.
Figure 5.3: The base installation of the Pligg content management system with
sample news articles displayed
5.2.3 PHPDug
The simplest of the platforms we looked at and used, PHPDug met all of the
requirements we had for a platform in the alpha stages of our project. PHPDug
did not have an API which we could refer to for development, nor did it have
much in the way of documentation. This challenge was easily overcome as the
code is rather simplistic and easy to follow. We were able to quickly transfer
our project code over and integrate it with the PHPDug software. PHPDug also
included built in functionality to gather news articles from other social news sites
and display them on our site. This made it quite easy to gather a plethora of
articles in a wide variety of topics. We soon discovered that many of the articles
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it scraped from other social news sites linked to the RSS feed on which the article
was taken from and not the actually web address of the article. This posed
a problem for our project as our method of getting the content of the article
involved posting a request to the web page through a proxy service and parsing
the resulting response. Since there were still many articles which did not break
our method, we elected to delete the posts which did and continue to develop our
code for this platform.
Unfortunately, an update to the PHP software running on our server broke
much of the PHPDug code, which forced us to abandon it as our platform. At
this point in our project, we could no longer afford for a platform to stop working
in the middle of development, and elected to use a more stable platform, which
provided the basic functionality required to run a social news site. This platform
would not have the ability to automatically gather articles, provide registered
users with blogs, or any of the other flashy features of the three software platforms
we have mentioned. We also abandoned the third party proxy service we had been
utilizing for posting requests to articles to get their content and developed an in
house proxy tailored specifically to our project.
Figure 5.4: The base installation of the PHPDug content management system
with sample news articles displayed
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5.2.4 iFrame vs Proxy
When we first started developing our system, we were displaying the content
of the web pages that we linked to in an iFrame. At the time, this appeared to
be the easiest option for displaying content from other domains while allowing
us to observe user behavior on the site. We soon discovered that this was not
the case. The same origin policy is strictly enforced in iFrames, as being able
to display another domains content in a frame on a different domain poses huge
security risks should a malicious domain have access to the content of the frame.
This restriction prevented us from applying our tracking code to the target sites,
making it impossible to gather the necessary data to run our experiment.
We quickly found a temporary solution that allowed us to pass a request
through a third party proxy and get the raw contents of a web page. Once we
had the raw contents of a target page, we were able to inject these contents into
an iFrame and apply our tracking code to the target web site. This was not an
ideal solution due to the large amount of time spent retrieving the raw contents
of the target page from the third party proxy. Once the raw content was finally
retrieved, the contents often lacked visual elements or were not displayed properly
as they were forced into a space smaller than it was designed for. The missing
visual elements were caused by relative paths in the content of the web page
which were pointing to object which did not exist on our web server. In order to
improve the rendering speed of our web pages, and reduce the visual disruption
of the content we were using from other domains, we decided to implement our
own proxy which would run directly on our web server.
We developed the proxy in such a way that it automatically fixed broken
relative paths by replacing them with an appropriate absolute path. This meant
that all images and style sheets would be correctly linked and display properly on
our version of the web page. After the proxy retrieved the content of the target
page, it injected the fixed contents directly into a web page. The benefit to this
is that unlike before when content was displayed in a frame, it would be rendered
as it was designed utilizing the full width of the browser window.
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5.3 Summary
In developing our technology we had a long exploratory period and several
prototypes. After trying several different open source social news sites we finally
settled on the news.arc code base. Our data tracking technology went through
two major stages. We used JavaScript to track the actions we where interested in.
In order to insert this JavaScript onto content pages we started with a method
of loading content into an iFrame. Although we were able to make this work we
found the experience unsatisfactory. We finally improved the experience when we
began serving pages through a custom web proxy written in python. Finally our
JavaScript would report the tracked actions back to a data warehouse we wrote
in python.
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Results and Analysis
6.1 Results
Our website had a form for receiving feedback and bug reports from our users.
Although it was placed prominently at the top of the page we did not receive any
feedback from this form. We did however receive two email responses from users
during our beta release who help us to identify bugs in different browsers and
operating systems.
Over the course of a month from late January to the end of February implic-
itnews.com received a total of 104 visits from 55 unique visitors. The average
person spent 6 minutes and twenty seconds on our site in total but only spent an
average of one minute and three seconds visiting our proxied content pages. Of
the 319 proxied content pages visited, our system recorded a total of 102 explicit
interest ratings. Ratings of five were the most prevalent as seen in the histogram
chart below.
We recorded a total of 1418 actions preformed by the users. This includes
meta data about the page in the initial page load, mouse clicks, anchor tags the
user hovers over for more then 500 milliseconds, text selection and various types
of clicks. The table in Figure 6.1 shows the total number of actions recorded for
every data point we tracked. The end of page times were found to be unreliable,
and were only recorded for a small portion of the total page views and votes.
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Actions Pages Visited Left Clicks Middle Clicks Right Clicks
1158 319 277 4 27
Links Clicked Links Hovered Text Selected Votes Arrow Keypresses
94 299 36 102 171
Figure 6.1: Total actions recorded for all tracked datapoints
6.2 Data Processing
After gathering all of the data from our official deployment, we compared
the users explicit ratings with the behavior we observed from them. For each
individual action we tracked we recorded we calculated the correlation and co-
variance in relation to the explicit ratings. Correlation is useful for detecting
when two variables have a linear relationship. The result is a number between
-1 and 1. -1 signifies a linear negative relationship and 1 signifies a leaner posi-
tive relationship. In this paper we have converted these numbers percentages to
help readability. All values between these show how close the relationship is to
linear with 0 being no linear relationship. We applied this to our data to see if
any one data point had a strong linear relationship with the explicit ratings. We
found most data points had a small correlation but insignificant correlation. We
considered a significant correlation to be anything over +- 15%. The correlation
is calculated by dividing the covariance by the product of the square root of the
variance of each of the variables in the covariance. Usually we used one action as
a variable and the explicit rating as the second variable. Covariance is a measure
of much two variables change together. Lower numbers of covariance show they
are more closely related. The covariance was calculated using the formula
cov(X, Y ) =
N∑
i=1
(xi − x)(yi − y)
N
where N is the sample size and x and y are the independent variables being
measured. Histograms of the correlations between the various metrics we gathered
and explicit user interest ratings can be seen in Figures 6.2 and 6.3.
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6.2.1 Left Clicks
Our system recorded a total of 283 left click actions. 79 of those were asso-
ciated with an explicit interest rating. We found a correlation of -3.7% with a
covariance of -0.12. This suggest the number of left clicks alone is not a good
indicator of interest.
6.2.2 Right Clicks
Our system recorded a total of 27 right clicks. Of those 7 were associated with
an explicit interest rating. We found a correlation of 5.12% with a covariance of
0.0269. This suggest the number of right clicks may be a small indicator of
interest. However, the low sample size makes it difficult to draw conclusive about
right clicks.
6.2.3 Link Hovers
Link hovers are events where a user hovers there mouse over a html anchor tag
for more then half a second. They may suggest the user is attempting to view the
absolute URL of a link. Our system recorded a total of 311 Link Hovers. Of the
total 171 Link Hovers were associated with explicit interest ratings. We found a
correlation of 11.8% with a covariance of 0.307. This suggest link hovers may be
a small indicator of interest.
6.2.4 Link Clicks
Our system recorded a total of 94 link clicks. Of the total, 7 were associated
with explicit interest ratings. We found a correlation of 27.2 % with a covariance
of 0.092. This suggested link clicks are a good indicator of interest.
6.2.5 Arrow Presses
Our system recorded a total of 173 arrow presses. Of the total, 94 were
associated with explicit interest ratings. We found a correlation of 20.1% with a
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covariance of 1.399. This suggest the number of arrow presses is a good indicator
of interest.
6.2.6 Arrow Time
Of the arrow presses in our system we recorded a total time of 41618 millisec-
onds. Of the total, 4331 milliseconds of time when an arrow key was held down
was associated with an explicit ratings. We found a 15.86% correlation with a
covariance of 67.382. This suggest arrow time is a better metric then most of our
other data points but it is a significantly less then the number of arrow presses
alone.
6.2.7 Up Arrow
Our system recorded a total of 13 up arrow presses. Of the total, 7 were
associated with explicit interest ratings. We found a correlation of 17.8% with a
covariance of 0.105. This suggest the number of arrow presses is a good indicator
of interest. However, the low sample size makes it difficult to draw significant
conclusions about the up arrow.
6.2.8 Up Arrow Time
Of the up arrow presses in our system we recorded a total time of 3684 mil-
liseconds. Of the total, 707 milliseconds of time when an arrow key was held
down was associated with an explicit ratings. We found a 16.5% correlation with
a covariance of 10.27. This suggest the number of arrow presses is a good indica-
tor of interest. However, the low sample size makes it difficult to draw significant
conclusions about the up arrow.
6.2.9 Down Arrow
Our system recorded a total of 160 down arrow presses. Of the total, 87
were associated with explicit interest ratings. We found a correlation of 20.0%
with a covariance of 1.294. This suggest the number of arrow presses is a good
indicator of interest. The correlation here is very similar to the number of total
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arrow presses because down arrow presses make up the majority of arrow presses
recorded by our system.
6.2.10 Down Arrow Time
Of the down arrow presses in our system we recorded a total time of 37934
milliseconds. Of the total, 3624 milliseconds of time when an arrow key was
held down was associated with an explicit ratings. We found a 15.6% correlation
with a covariance of 57.10. This suggest the number of arrow presses is a good
indicator of interest. However, the low sample size makes it difficult to draw
significant conclusions about the up arrow.
6.2.11 Selects
Our system recorded a total of 36 text select actions. Of the total, 25 were
associated with explicit interest ratings. We found a correlation of -5.3% with a
covariance of -0.131. This suggest the number of arrow presses is a poor indicator
of interest. However, the low sample size makes it difficult to draw significant
conclusions about the up arrow.
6.3 Timing Data
Our timing data is less reliable then our other data measures because it was
reported at the end of the session. There for we received less data points and our
conclusions are significantly less reliable. A histogram of the correlation between
time and interest can be seen in Figure 6.3.
6.3.1 Time on Page
We found a 27% correlation between the amount of time people spend on the
page and their interest level in the site. However the covariance of the time on
page is an extremely high 89,172. As with most of the timing data, although this
appears to be high we can not conclude if this is significant.
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6.3.2 Out of Focus
We found a 12.3% correlation between the amount of time people spend on
the page and their interest level in the site. However the covariance of the time
on page is an extremely high 10,220. The effect of out of focus time appears to be
negligible but the data is still suspect because of the low number of data points
for timing data.
6.3.3 Scroll Time
There was only a -0.03% correlation between scroll time and interest in a given
page. The covariance is only -24.308. As with all timing data no real conclusion
can be drawn here because of the lack of data.
6.3.4 Total Mouse Movement
There was only a 30.9% correlation between scroll time and interest in a given
page. The covariance is a high 458.08. Again this looks like it has a big influence,
however, the as with all timing data points we where unable to collect a statically
significant amount of data to validate this correlation.
6.4 Meta Data
In addition to the user actions we also recorded some meta data about the
pages the users where currently viewing.
6.4.1 Words on Page
Words on page had a 12.5% correlation with a large 1924 covariance. This
shows there is little to no correlation between interest level and the number of
words on page.
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6.4.2 Links
There was a -18.6% correlation between the number of links on a page and
the users interest level. This was accompanied by a -26.15 covariance. These
numbers could potentially suggest that the more links are present on a page the
less likely a user is to be interested in the page.
6.4.3 Visited Links
There was a -4.8% correlation between the number of visited links (Links to
sites the user has previously visited) and the users interest level. This had a -.24
covariance. The low correlation suggest there is no link between the number of
visited links and a users interest level.
6.4.4 Forms
There was a -10.9% correlation between the number of form elements on a
web page and the users interest level in the web page. The covariance for this
number was -0.33. This suggest the number of forms on a page is not a significan
indicator of a users interest in a web page.
6.5 Data Mining
The open source data analysis tool know as Weka was used to try to identify
if it was possible to reliably identify a pattern for identifying when a user is
interested in the page they are viewing. Initially the results where discouraging.
The decision trees and rules based classifiers generated by Weka would miss-
classified over 60% of the test set. We used 10-fold cross-validation to generate
training and testing data. This means in order to create each classifier we would
partition the data into 10 segments. 9 of the data segments would be used
as training data while the last segment would be used as test data to validate
the training set. This process is then repeated 9 additional times, so that each
segment received on turn as the training set. After 10 repeats the resulting
classifiers would be merged.
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We did some data processing in order to improve this number. We recorded no
form submits and few middle clicks from our users so as a first step we removed
the form submit and middle click data from our analysis to reduce noise and
workload. We also removed the words on page, links on page and forms on
page metric as they are meta data about the page being viewed and not actions
preformed by the user.
Finally we changed the interest level from a rating of 1 to 5 to a binary value
of like or dislike. We considered a like to be any interest rating greater then 3
while anything lower was considered a dislike.
We tested several other configurations of the data set but did not find any
other configuration which gave us better results. Using the Random Tree algo-
rithm, Weka constructed a decision tree which had an accuracy of over 70% while
sorting data in the test data set. We attempted to use other tree based classifiers
in addition to various rule based classifiers however, none of them where able to
match the performance of the random tree algorithm.
Further pruning of the data set, which included the removal of total right
clicks, total arrow time, total up arrow presses, total up arrow time and total
down arrow time improved Wekas accuracy to 75%, Correctly classifying 70 of
the 93 test instances. This five percent improvement is significant but due to the
limited size of our data set, we were unable to determine whether or not we were
only optimizing for our specific data.
6.6 Summary
Our system recorded a total 1418 actions and 102 explicit ratings form 55
unique visitors. We started off by looking at each type of action we tracked
individually and calculating the correlation to the explicit ratings. Finally we put
the aggregate data into the data mining tool Weka. Using Weka we generated a
decision tree which uses several of the most relevant actions to determine if a user
is interested in a page based upon implicit data. The decision tree we generated
is 75% accurate when tested against our data set.
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The decision tree generated by our weka RandomTree algorithm:
Random Tree
==========
total_arrow_presses < 6
| total_link_clicks < 0.5
| | total_hovers < 6.5
| | | total_left_clicks < 0.5
| | | | total_down_arrow < 2.5
| | | | | visited_links < 5.5
| | | | | | total_hovers < 3.5
| | | | | | | total_hovers < 1.5
| | | | | | | | visited_links < 0.5
| | | | | | | | | total_hovers < 0.5 : 1 (5/1)
| | | | | | | | | total_hovers >= 0.5 : 1 (18/4)
| | | | | | | | visited_links >= 0.5 : 0 (3/0)
| | | | | | | total_hovers >= 1.5
| | | | | | | | total_hovers < 2.5
| | | | | | | | | visited_links < 2 : 0 (9/4)
| | | | | | | | | visited_links >= 2 : 0 (1/0)
| | | | | | | | total_hovers >= 2.5 : 1 (4/1)
| | | | | | total_hovers >= 3.5 : 0 (6/0)
| | | | | visited_links >= 5.5 : 1 (3/0)
| | | | total_down_arrow >= 2.5 : 0 (1/0)
| | | total_left_clicks >= 0.5
| | | | total_arrow_presses < 2
| | | | | total_hovers < 3
| | | | | | total_hovers < 0.5 : 0 (4/1)
| | | | | | total_hovers >= 0.5
| | | | | | | total_left_clicks < 13
| | | | | | | | total_left_clicks < 9
| | | | | | | | | total_left_clicks < 4.5
| | | | | | | | | | total_left_clicks < 1.5
| | | | | | | | | | | visited_links < 0.5
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| | | | | | | | | | | | total_hovers < 1.5 : 0 (7/2)
| | | | | | | | | | | | total_hovers >= 1.5 : 0 (6/2)
| | | | | | | | | | | visited_links >= 0.5 : 0 (1/0)
| | | | | | | | | | total_left_clicks >= 1.5
| | | | | | | | | | | visited_links < 0.5
| | | | | | | | | | | | total_hovers < 1.5 : 0 (4/2)
| | | | | | | | | | | | total_hovers >= 1.5 : 0 (1/0)
| | | | | | | | | | | visited_links >= 0.5 : 1 (1/0)
| | | | | | | | | total_left_clicks >= 4.5 : 0 (1/0)
| | | | | | | | total_left_clicks >= 9 : 1 (1/0)
| | | | | | | total_left_clicks >= 13 : 0 (1/0)
| | | | | total_hovers >= 3 : 0 (2/0)
| | | | total_arrow_presses >= 2 : 1 (2/0)
| | total_hovers >= 6.5 : 1 (2/0)
| total_link_clicks >= 0.5 : 1 (5/0)
total_arrow_presses >= 6 : 1 (5/0)
Size of the tree : 47
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Figure 6.2: Two histograms showing the calculated correlations between various
actions and interest
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Figure 6.3: A histogram showing the correlation between various time values and
interest
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Final Conclusions
We found that the greatest implicit indicators for interest were the time spent
on page, number of link clicks, and arrow presses. Time on page was also found to
be an indicator of interest by the Curious Browsers MQPs previously mentioned.
However, link clicks and arrow presses were new discoveries. Link clicks refer to
a link that was clicked on a given article page.
Often, links that are present with an article have similar or somewhat related
content. These additional links have the purpose of keeping the user on a website.
It stands to reason that if a user enjoyed a particular article, they might enjoy
articles that are related to the subject matter.Therefore, it reasonable that a
predilection to view suggested content indicates that there was at least a minimal
level of interest in the original content. Our analysis demonstrated that these link
clinks had one of our stronger correlations to interest given our data.
The total arrow presses recorded were comprised primarily of down arrow
presses. This result also logically correlates to interest. If a user is interested in
reading through an entire article, there is a chance that they enjoyed the reading.
A down arrow functions as a method of navigating down a web page. Since the
English language is read left to right from top to bottom, users likely used the
down arrow key to continue reading an article. It is important to note that a
user might dislike content, and simply scroll to the bottom of the page before
leaving, so a down arrow press alone is not enough to indicate interest. Even if
we determined that a user read through an entire article, it is likely that we still
could not use a down arrow alone as a definite indicator. There may be a select
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audience that will finish an article they begin regardless of their interest in it.
However, using down arrows presses in conjunction with other implicit indicators
could prove to indicate interest in large audiences.
Finally, there was a correlation between the time users spent on the page and
their level of interest in the contents of the page. We normalized the time spent
on a page based on the number of words on the page so that the value from the
time spent was not affected by article length. This result was also present in the
Curious Browsers MQPs performed previously. Although some people may read
through content they dislike, it seems logical that if a user spends more time on
a page, they may be reading carefully through the content.
A big limitation we faced when analyzing our data was the amount of usable
data present. While we were able to find a few meaningful correlations, this
kind of experiment would require thousands or perhaps more explicit ratings are
necessary. However, the data we were able to gather still indicates that interest
is linked with user behavior on a given article.
7.1 Recommendations for Future MQPs
If future project groups were looking to further the research in implicit indi-
cators of interest, we recommend that they attempt to use all the data gathered
to attempt developing an algorithm to test if it is possible to accurately gauge
interest based on implicit measures alone. In order to do this effectively, we rec-
ommend for them to find a way to obtain a far larger audience than we were able
to. The more users that partake in the study, the more reliable the data should
be.
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