Abstract-The enhancement of small vessels in MRA imaging is an important problem. In this paper, we propose using local maximum mean (LMM) processing to enhance the detectability of small vessels. At each voxel in the original three-dimensional (3-D) data set, the LMM over the line segments in the cube centered at the voxel is taken and used to form the 3-D LMM data set. The maximum intensity projection (MIP) is then applied to the LMM data to produce the two-dimensional (2-D) LMM-MIP image. Through LMM processing, the variance of background tissue is reduced, thus increasing the detectability of small vessels. Moreover, the single bright voxels are suppressed and the disconnected small vessels can be connected. However, the LMM processing widens the larger, brighter vessels. To keep the advantages provided by both the LMM-MIP and MIP images, it is proposed that weight functions be used to combine them. The performance of the LMM-MIP algorithm is analyzed and compared with the performance of the MIP algorithm under three measures: The vessel voxel projection probability, the vessel receiver operating characteristic (ROC) curve and the vessel-tissue contrast-to-noise ratio (CNR). Closed forms of the three measures are obtained. It is shown that the LMM-MIP algorithm improves the detectability of small vessels under all three measures. The longer the projection path and the larger the CNR of the original data, then the greater the improvement. Confirming the theoretical analysis, results of an experiment utilizing practical MRA data demonstrate the improved visual quality of small vessels.
Size of a cube. Constant natural integer. Mean of random variable . Number of line segments of interest in a cube. Number of voxels on a projection path. Probability that a vessel in a cube has the LMM. Vessel detection probability. False vessel probability. Vessel voxel projection probability. Vessel voxel in the original data. Local mean on the th line segment in a cube containing a vessel. Vessel voxel in the LMM data. Vessel pixel in the LMM-MIP image. Tissue intensity. Vessel intensity Weight functions for high and low intensities. Noise intensity. Standard Gaussian random variable. Transition intensity. Vessel-to-tissue noise ratio. Probability distribution function of . Parameter of slope. Index set. Variance of random variable . Constant.
I. INTRODUCTION

M
EDICAL images play an important role in modern medical diagnosis. The performance of human observers in medical diagnosis via medical images is affected by their internal perceptual systems and the quality of the objective images [1] . Many studies of models of human observers and assessment of image quality have been presented in medical imaging literature [2] - [24] . To measure observers' sensibilities in visual signal detection, use of the receiver operating characteristic (ROC) was proposed more than twenty years ago [15] . Later, the forced choice method [16] was proposed as another measure [17] . For the objective assessment of image quality, Barrett et al. [18] - [20] derived several figures of merit based on the performance of mathematical observers performing specific tasks.
Because of its computational simplicity and efficiency, the maximum intensity projection (MIP) algorithm [25] is often used in processing three-dimensional (3-D) magnetic resonance angiography (MRA) data to selectively display the vascular data of interest [26] - [28] . The MIP algorithm can be combined with 3-D MRA preprocessing methods to enhance the detectability of vessels (see [29] and references therein). Brown et al. [30] analyzed the contrast-to-noise ratio (CNR) in the 2-D images projected by the MIP. The analysis was made under the assumption that the intensity distributions of the vessel and the tissue in the 3-D data obtained prior to the MIP did not overlap each other. Under the same assumption it was shown in [31] that the CNR of the MIP projection image is a linear function of the CNR of 3-D data. It was therefore concluded in [30] , [31] that the MIP algorithm can increase the CNR. However, the assumption that the intensity distributions of the vessel and the tissue did not overlap means that the vessels had very high CNRs, which is true only for large diameter vessels. This conclusion is invalid for small vessels. It was observed in experiments [32] that the MIP algorithm decreases the detectability of small vessels that have low CNR's and small diameters.
Meanwhile, the visualization of small vessels with diameters less than 0.5 mm has become increasingly important for a variety of diagnostic purposes. The diameter of small vessel can be narrower than one voxel in MRA data, based on the resolution provided by present MRA techniques. In order to enhance the detectability of small vessels, several algorithms were recently developed [32] - [35] . These methods consist of some method of preprocessing 3-D MRA data followed by application of the MIP algorithm, thus forming a class of the MIP based algorithms for display of MRA images. 1 In general, the preprocessing in these algorithms makes use of local characteristics of vessel and tissue to enhance certain features of the 3-D data so that the detectability of small vessels in the two-dimensional (2-D) MIP image is enhanced. Due to the lack of an adequate performance measure, the analysis and comparison of these methods has been based mostly on comparison of experimental images.
To provide a theoretical framework to analyze the performance of MIP-based algorithms, we recently proposed several performance measures and used these measures to rigorously analyze the performance of the MIP algorithm over the entire range of the CNR [36] . These measures include the vessel voxel projection probability, the vessel detection probability, the false vessel probability and the CNR of the MIP image. As side products, the vessel missing probability, the vessel ROC and the mean number of false vessels are also studied. Based on the assumptions that the intensities of vessel, tissue and noise along a projection path are independent Gaussian, these measures are derived and obtained in closed forms. All the measures are functions of explicit parameters: Vessel-to-tissue noise ratio (VTNR) and CNR of 3-D data prior to the MIP, vessel diameter and projection length. It is shown that the MIP algorithm increases the CNR of large vessels whose CNR prior to the MIP is high and whose diameters are large. In other words, the longer the projection path, the greater the increase in CNR. On the other hand, all of the measures indicate that the small vessels, for which the CNR is low and the diameter is small, considerably suffer from the MIP. The CNR decreases with increased projection path length. This result implies that although a small vessel is not shown in the MIP image, it may be seen locally in the 3-D data. Such small vessels might be enhanced by some processing prior to the MIP, which justifies the MIP based algorithms in [32] - [35] as well as the method developed here.
In this paper, we propose using the local maximum mean (LMM) for preprocessing prior to the MIP. Since the mean intensity of vessel voxels is higher than the mean intensity of tissue voxels, the average intensity of voxels along a line segment through which a small vessel passes is usually higher than in a case when only tissue is present. In other words, a local maximum average (or mean) intensity is biased by the intensity of a vessel if a vessel is present and it represents the mean intensity of the tissue if no vessel is present. In this paper, the local maximum mean (LMM) at each voxel is taken from the original 3-D data to form a 3-D LMM data set. Because the LMM has a smaller variance and is less sensitive to the fluctuation of noise and tissue, the detectability of small vessels in the LMM data set is enhanced compared with that in the original 3-D data. The MIP algorithm is then applied to the 3-D LMM data to produce a 2-D LMM-MIP image. The LMM-MIP image should provide better detection of small vessels than the MIP image does especially for vessels with small diameters. On the other hand, the LMM processing widens the diameters of large vessels. In order to keep the advantages of the LMM-MIP for the small vessels and the advantages of the MIP image for the large vessels, weight functions are proposed for combining these two images. To theoretically analyze the proposed LMM-MIP algorithm, the vessel voxel projection probability, the vessel ROC and the CNR of the LMM-MIP image are derived and obtained in closed forms. All of these measures demonstrate that the LMM-MIP algorithm performs better than the MIP algorithm does alone. An experiment on practical MRA data confirms that the visual quality of small vessels is improved by the LMM-MIP algorithm.
The rest of the paper is organized as follows. In Section II, the LMM processing is described and the weight functions are discussed. In Section III, the performance of the LMM-MIP algorithm is analyzed and compared with the performance of the MIP algorithm. In Section IV, the result of an experiment on practical MRA data is reported. Conclusions are made in Section V. All proofs are presented in the Appendix.
II. LMM PROCESSING AND WEIGHT FUNCTIONS
A. Local Maximum Mean
In this paper, if there is no ambiguity, the 3-D MRA data set to be processed is called the original data. In this paper, we assume that the intensity of a voxel in the 3-D data is given by if a vessel is present and if the background tissue is present.
is the device noise. In practical MRA data, due to such factors as the variation of vessel size, the position of the voxel on the vessel and the velocity of blood flow in the vessel, the vessel intensity is a random variable. Similarly, the background tissue intensity is also a random variable. Although the LMM process that we propose is applicable to any distribution of the vessel, tissue, and noise, to benefit the analysis in this paper we make the following assumptions:
1) is additive white Gaussian noise with zero mean and variance ; 2)
is a Gaussian random variable with mean and variance ; 3) is a Gaussian random variable with mean and variance ; 4) and are independent of ; 5) intensities of voxels are mutually independent; 6) along a projection path of voxels in the original data there are either one vessel voxel and tissue voxels for , or no vessel voxel, but tissue voxels for . A discussion of applicability of these assumptions to the practical MRA data has been presented previously [36] .
Because our goal is to enhance detectability of small vessels, in this paper we assume that the vessel diameter is equal to one voxel, which includes the vessels whose physical diameters are smaller than one voxel. When a vessel intersects with a projection path at an angle, the number of vessel voxels in the projection path is the number of voxels of the vessel intersecting the projection path. The most interesting case is when the vessel is orthogonal to the projection path, because then we can derive a better view of the vessel of interest by adjusting the projection angle so that the vessel becomes orthogonal to the projection path. In this case, the number of vessel voxels in the projection path is the diameter of this particular vessel, i.e., one. If more vessels intersect with the projection path, the number of vessel voxels in the projection path is equal to the number of the vessels. However, this rarely occurs. Hence, we assume in 6) that there is at most one vessel voxel in a projection path.
Based on these assumptions, is a Gaussian random variable with mean and variance . is a Gaussian random variable with mean and variance . We define the vessel-to-tissue noise ratio (VTNR) by and the vessel-tissue contrast-tonoise ratio (CNR) by CNR . As pointed out in [36] , and CNR are essential statistical parameters of the original data since all performance measures for the MIP algorithm depend only on the explicit parameters and CNR instead of the means and variances of the vessel, tissue and noise. For two data sets having the same and CNR but different means and variances of the vessel, tissue and noise, the MIP algorithm performs equally well. The same observation is true for the performance measures of the LMM-MIP algorithm obtained in this paper.
At each voxel of interest in the original data, we consider the cube centered at the voxel of interest. Obviously, can only be odd integers. The cube contains totally line segments whose central voxel is the voxel of interest. In this paper, we consider only the straight-line segments symmetric to the central voxel. For example, if , there is a total of such line segments in a 3 3 3 cube as shown in Fig. 1(a) . If , as shown in Fig. 1(b) , there is a total of forty nine such line segments in a 5 5 5 cube. Thirteen are five voxels in length and the other 36 are three voxels in length. The distance between adjacent voxels on a three-voxel line segment is much larger than that on a five-voxel line segment. It is ambiguous to treat a three-voxel line segment as a one contributed by a vessel. For instance, it is hard to say that the voxels labeled by 33, and 33 belong to a vessel while the voxels labeled by and closer to the central voxel do not belong to the vessel. To avoid any ambiguity, we consider only the thirteen five-voxel line segments in the 5 5 5 cube. Our experiments demonstrate that considering the 36 three-voxel line segments in 5 5 5 cubes in the LMM processing degrades the vessel detectability in the LMM-MIP image. A cube of size can be considered in the LMM processing, but we have found that the cubes of sizes 3 and 5 contain sufficient information for the discrimination between small vessels and tissue. As will be seen later, the larger the cube size, the wider the large vessels in the LMM-MIP image. Hence, we consider only the cubes of size and 5 and the total of line segments in each cube. The local mean at the voxel of interest is defined as the mean intensity of voxels on one of the line segments in the cube centered at the voxel. The local maximum mean (LMM) in the cube is defined as the maximum of the local means. The LMM processing takes the LMM at each voxel in the original data to form the LMM data.
Although there are many other cases in a cube, the following two are the most important for small vessel enhancement. As shown in Fig. 2(a) , the LMM-MIP algorithm consists of two steps: LMM processing followed by the MIP. As shown in Fig. 2(b) , the MIP algorithm takes the maximum intensity along a projection path in the 3-D data to produce a 2-D projection image. The length of the projection path is the number of slices in the 3-D data.
B. Combination of MIP and LMM-MIP Images
After the LMM processing, the statistical characteristics of the LMM data are different from the original data. The statistical changes bring out several advantages of the LMM-MIP image over the MIP image. Before the rigorous analysis in the next section, these advantages shall be qualitatively discussed.
Because the variance of tissue voxels is reduced, the vessel voxel in the LMM data has a better chance to be projected on the LMM-MIP image by the MIP, thus increasing the vessel detectability in the LMM-MIP image. Also, because the variance of tissue voxels is reduced, after the MIP, the variance of tissue voxels in the LMM-MIP image is relatively smaller than the variance in the MIP image. This implies that the CNR in the LMM-MIP becomes higher, which also suggests a better detectability of vessels in the LMM-MIP image. The LMM processing affects the visual quality of the image in several ways. First, the reduction of the vessel and tissue variances implies that single isolated bright and dim voxels are suppressed by the LMM processing. Furthermore, in the LMM-MIP image the tissue background is smoother and the area in a large vessel is smoother as well.
Because of the randomness of noise, some vessel voxels on a small vessel in the original data may be much dimmer than the vessel. In other words, the small vessel is disconnected at these voxels and its projection on the MIP image is also disconnected. By means of the LMM processing, the vessel can be successfully connected at these voxels in the LMM data and similarly, its projection in the LMM-MIP image can be connected as well. Fig. 3 demonstrates four examples of vessels that are disconnected at the central voxels in a cube in the original data. Since the mean intensity of the line segment consisting of the two vessel voxels and the central voxel is higher than other segments with high probability, the mean intensity may be the LMM which can be used to form the LMM data through LMM processing. Hence, the central voxel in the LMM data becomes much brighter than the voxel in the original data, thus connecting the vessel at the central voxel in the LMM data. The connection of the disconnected vessel makes the vessel more detectable in the LMM-MIP image. It is also possible that two vessels are sufficiently close to each other (2 to 3 voxels) that they are connected by the LMM processing. However, it appears more likely that such processing will join visually segmented parts of a single small vessel.
The disadvantage of the LMM processing is that large vessels may be widened. As shown in Fig. 4 , the voxel beside a bright vessel may be affected after the LMM processing. Its intensity becomes one third of the vessel intensity. However, if the vessel is not very bright, the affect is slight. The fact that large vessels are bright means that large vessels usually become wider by about voxels. The larger the cube size, the wider the large vessels after the LMM processing. As shown in Fig. 4 , a Y-shaped vessel may be blurred by the LMM processing even in the small vessel because the intensity of the central voxel is equal to two thirds of the vessel intensity. Similarly, two small parallel vessels with a separation of voxels may also be blurred. However, these occur rarely.
It is advantageous to combine the LMM-MIP image and the MIP image to keep their advantages and avoid their disadvantages. As we have seen, the advantages of the LMM-MIP image are concentrated on the dimmer part of the image: Disconnected small vessels are connected, background tissue is smoother and small vessels are more detectable. Its disadvantages are focused on the brighter part of the image: Large vessels are blurred and wider. In contrast, the MIP image has advantages in the brighter part of the image and disadvantages in the dimmer part [36] : large vessels with high CNR are enhanced and the detectability of small vessels with low CNR are reduced.
To keep the advantages of the LMM-MIP and the MIP images and avoid their disadvantages, we propose to sum these two images by means of weight functions based on the intensity of each voxel in the MIP image. The weight function for the MIP image is defined as follows:
The weight function for the LMM-MIP image is then defined as the complement of (2) The constants and are application-specific. is the transition intensity that divides high and low intensities. determines the slopes of and at . For any , . When is large, is close to one and is close to zero. Conversely, when is small, is close to zero and is close to one. Hence, puts more weight on the high intensity and puts more weight on the low intensity.
Denote the intensities of the LMM-MIP and the MIP images at pixel ( ) by and , respectively. The intensity of the ( )th pixel in the combined image is then (3) Note that the weights are determined by the pixel intensity in the MIP image.
As shown in (3), if the intensity of a pixel in the MIP image is larger than , the pixel is treated as a bright pixel. The weight assigned to the pixel of the MIP image is larger than , while the weight assigned to the pixel of the LMM-MIP image is smaller than . Conversely, if , the pixel is treated as a dim pixel, then and . Clearly, by means of (3) the brighter part in the combined image is mainly contributed by the MIP image, while the dimmer part is mainly contributed by the LMM-MIP image.
III. PERFORMANCE ANALYSIS
In this section, we compare the performance of the LMM-MIP algorithm to the performance of the MIP algorithm. Three of the performance measures proposed in [36] are considered: The vessel voxel projection probability, the vessel ROC and the CNR of the LMM-MIP image. Since the concern is the detectability of small vessels, the performance analysis shall be based on Cases 1 and 2, the most important scenarios for small vessel enhancement. The voxels in the LMM data are then either the vessel voxel in Case 1, or the tissue voxel in Case 2. First, we have the following lemma.
Lemma 1: In Case 1, the probability that the average intensity of the vessel is the LMM among the local means is CNR (4) where denotes a standard Gaussian random variable with a probability distribution function
In terms of assumption 6), there are two kinds of -voxel projection paths in the LMM data. One is the projection path that consists of one vessel voxel and tissue voxels for . In the LMM-MIP image, the intensity of the vessel pixel projected from this path by the MIP is a random variable . Note that although the MIP may not project the vessel voxel to the LMM-MIP image, i.e., , the vessel voxel still contributes to the pixel in a statistical sense. Hence, we call a vessel pixel in the LMM-MIP image. On the other hand, a projection path consisting of tissue voxels for contributes a tissue pixel to the LMM-MIP image, whose intensity is a random variable .
We note that because of the LMM processing, the voxels along a projection path in the LMM data are slightly correlated locally. For example, considering the projection path consisting of tissue voxels, , in the LMM data produced from 3 3 3 cubes, the correlation coefficient is between two adjacent voxels and zero otherwise. On the other hand, consider the projection path consisting of one vessel voxel and tissue voxels in the LMM data produced by 3 3 3 cubes. As discussed in the previous section, for the cube in the original data, which contains a vessel and produces , the most interesting case is that the vessel is orthogonal to the projection path. In this case, the correlation coefficient between the vessel voxel and a tissue voxel is only approximately (or if either one or both of and are small) if and are adjacent and zero otherwise. To make the analysis simpler, we ignore the small nonzero correlation coefficients between adjacent voxels in the LMM data and hence the intensities of voxels along a projection path in the LMM data are treated as mutually independent random variables. As will be shown via simulation, the difference yielded by this approximation is negligibly small.
The performance analysis of the LMM-MIP algorithm in this paper relies on the analysis of the statistics and in the LMM-MIP image. We have the following lemmas.
Lemma 2: The vessel voxel and tissue voxel in the LMM-MIP image have the probability distribution functions (5) and (6) respectively.
Lemma 3: The mean and variance of are (7) and (8) respectively. In Lemma 3, and are the mean and variance of , respectively, where for are i.i.d. standard Gaussian random variables [36] .
A. Vessel Voxel Projection Probability
The vessel voxel projection probability measures the capability of the MIP algorithm to correctly project the vessel voxel from the LMM data onto the LMM-MIP image. It is clear that the vessel voxel projection probability of the LMM-MIP algorithm is higher than that of the MIP algorithm for CNR . The increase of vessel voxel projection probability is greater as projection path is longer and CNR is higher.
B. Vessel ROC Curve
The vessel ROC curve of the LMM-MIP image is the curve of the vessel detection probability versus the false vessel probability. A larger area under the vessel ROC curve implies better performance of the LMM-MIP algorithm.
Consider a vessel consisting of vessel pixels for in the LMM-MIP image. The detection probability of this vessel is defined as the probability that at least some of the pixels among the pixels have intensities higher than the mean of the background tissue plus a constant times the deviation of the background tissue. Denote an index set where . The vessel detection probability is then defined as (10) where is a natural integer, and is the number of elements in . The choice of , and depends on the application of interest. A large corresponds to a long vessel segment of interest in the LMM-MIP image. In the statistical sense, the value means that approximates the probability that the average intensity over the vessel pixels is above the threshold. Denote . The threshold can be expressed as by means of Lemma 3.
Theorem 2: Consider a vessel consisting of vessel pixels for in the LMM-MIP image. If 's are independent, the vessel detection probability is (11) where CNR CNR (12) Due to the randomness of tissue and noise, a false vessel may appear in the LMM-MIP image when actually no vessel is present. Consider a line segment of tissue pixels for in the LMM-MIP image. Denote an index set . If the number of elements in satisfies , this line segment is called a false vessel.
Theorem 3: Consider tissue pixels for in the LMM-MIP image. If 's are independent, the false vessel probability is (13) In (11) and (13), both and are functions of . By changing , we can obtain the vessel ROC curve ( curve), which is independent of . Fig. 6 shows numerical evaluation of the ROC curve versus the CNR with , , , and . As can be seen in the figure, when the CNR is greater than one, the ROC curves of the LMM-MIP image are higher than the corresponding ROC curves of the MIP image. It is shown that the longer the projection path and the larger the CNR, then the greater the improvement of the vessel detectability by the LMM-MIP algorithm.
C. CNR in the LMM-MIP Image
Similarly to the definition of the CNR in the original image, the CNR in the LMM-MIP image can be defined as CNR (14) The CNR also measures the detectability of vessels in the LMM-MIP image. 
As the CNR approaches infinity, the asymptotic CNR of the MIP image is shown [36] to be CNR CNR
Since is a monotonically decreasing function of [36] , we can apply the derivative of (16) and (17) with respect to the CNR to obtain the following corollary.
Corollary 1: As the CNR approaches infinity, the asymptotic CNR linearly increases with the CNR at a higher rate than CNR CNR CNR CNR CNR (18) When the CNR is large enough, both CNR and CNR are linearly increasing functions of the CNR. However, Corollary 1 indicates that CNR has a faster rate of increase than CNR . Hence, the LMM-MIP algorithm performs better than the MIP algorithm alone. Fig. 7 shows the numerical evaluation of CNR and CNR versus CNR with and . The curve CNR is obtained by applying the formula in [36] . Compared with the CNR of the MIP image, the CNR of the LMM-MIP image is improved for CNR and the improvement is significant for a larger CNR. The curves with
show that the CNR of the LMM data is higher than the CNR of the original data for CNR which demonstrates the improvement of the CNR by the LMM processing over the original data. However, there is no improvement for CNR . The numerical evaluation verifies Theorem 5 and Corollary 1. In Fig. 7 , simulation results for CNR and CNR with are also shown. The assumptions about the vessels, tissue and noise in the simulation are the same as those used in theoretical analysis made in Section II. At each point,
paths of each kind were tested. The theoretical result fits perfectly to the simulation result obtained using the MIP algorithm and has some negligible difference from the LMM-MIP algorithm result because the small local correlation coefficients in the LMM data in the theoretical analysis are ignored.
To conclude this section, we point out that when and , the LMM-MIP operation is reduced to the conventional MIP. In this case all of the formulas derived in this paper become the formulas obtained in [36] with a vessel diameter . image. Also, several small vessels that are blurred in the MIP image are clearer in the LMM-MIP image. On the other hand, the large vessels in the LMM-MIP image become wider and a Y-shaped vessel is blurred.
In order to keep the advantages of the LMM-MIP image for the smaller vessels and background and the advantage of the MIP image for the larger vessels, the two images are combined by using weight functions with transition intensity and slope parameter . The combined image shown in Fig. 9 , the background tissue is even smoother. The long, small vessels are even clearer. However, larger vessels are even wider and some shorter, smaller vessels are suppressed. Fig. 10 shows that the advantages of both the LMM-MIP and MIP images are retained. The large vessels that were widened in the LMM-MIP image became narrower and the small Y-shaped vessel that was blurred in the LMM-MIP image became clearer. Fig. 11 shows the LMM-MIP image obtained using cube size and number of line segments . Compared with the LMM-MIP image using cube size , the appearance of long, narrow vessels was improved. However, short, small vessels are suppressed and large vessels became even wider. This implies that as the cube size increases, the improvement for fairly long, narrow vessels increases, but the width of large vessels increases. Finally, we note that both the tissue background and the areas within large vessels are even smoother than those images using cube size . This is because the variance of both the tissue and vessels decrease as increases.
The experimental results confirm the theoretical assertion that the LMM-MIP algorithm suppresses the fluctuations of background tissue and noise and enhances the detectability of small vessels.
V. CONCLUSIONS
In this paper, we propose applying LMM processing followed by MIP processing to enhance the detectability of small vessels in MRA images. At each voxel in the original data, the LMM over the line segments in a cube centered at the voxel is taken to form the LMM data. The MIP algorithm is then applied to the LMM data to produce an LMM-MIP image.
MIP alone has the disadvantage of small vessels with low CNR being less detectable. Small vessels may also be disconnected in the MIP image because of the randomness of vessel intensity and noise. Moreover, the variation of background tissues reduces the detectability of small vessels in the MIP image. The LMM-MIP algorithm can nullify these disadvantages. The LMM processing reduces the variance of tissue and vessels, thus increasing the CNR. The smoothness of the background tissue also increases the detectability of small vessels in the LMM-MIP image. The LMM processing may connect the small vessels that are disconnected in the original data. However, the large vessels become wider after LMM processing is performed. The combined image, via the proposed weight functions, retains the advantages of the LMM-MIP image for smaller vessels and background tissue and the advantages of the MIP image for larger vessels.
Three performance measures, the vessel voxel projection probability, the vessel ROC curve and the CNR of the LMM-MIP image are derived in closed forms and compared with those of the MIP image. The analysis shows that if the CNR of the original data is higher than 1.8 1) vessel voxel projection probability of the LMM data is higher than that of the original data; 2) ROC curves of the LMM-MIP image are obviously higher than those of the MIP image; 3) CNR of the LMM-MIP image is higher than the CNR of the MIP image. In terms of these measures, the detectability of small vessels with low CNR (as low as 1.8) is enhanced by the LMM-MIP image. The longer the projection path and the larger the CNR of the original data, the greater the enhancement. However, there is no improvement for CNRs with values below 1.8.
The experimental results obtained by application to real MRA data confirms the theoretical analysis. The tissue is smoother in the LMM-MIP image. Noise and single bright pixels are suppressed. Small vessels are clearer. Some small, disconnected vessels are connected. The drawback of the LMM-MIP algorithm is that larger vessels become slightly wider. The image combined from the LMM-MIP and the MIP images adequately retains the advantages of both images. When the cube size is larger, the detectability of long, small vessels is better but the larger vessels become even wider.
Since the computation of the additional LMM processing is simple, the LMM-MIP algorithm can be used as an alternative to the MIP algorithm to satisfy some needs of medical diagnosis.
All performance measures of the LMM-MIP algorithm depend on the explicit parameters and the CNR. It is implicit that and CNR are essential parameters of the original MRA data as pointed out in [36] . In terms of (6), the probability that is below the threshold is which implies that is a Gaussian random variable with mean . According to (14) and in terms of Lemma 3 CNR CNR (A19) (Q.E.D.)
