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Quantum machine learning seeks to exploit the underlying nature of a quantum computer to
enhance machine learning techniques. A particular framework uses the quantum property of su-
perposition to store sets of parameters, thereby creating an ensemble of quantum classifiers that
may be computed in parallel. The idea stems from classical ensemble methods where one attempts
to build a stronger model by averaging the results from many different models. In this work, we
demonstrate that a specific implementation of the quantum ensemble of quantum classifiers, called
the accuracy-weighted quantum ensemble, can be fully dequantised. On the other hand, the general
quantum ensemble framework is shown to contain the well-known Deutsch-Jozsa algorithm that
notably provides a quantum speedup and creates the potential for a useful quantum ensemble to
harness this computational advantage.
INTRODUCTION
An ensemble algorithm may be thought of as a model
whose output considers the results generated from many
models. The notion of ensembles dates as far back as
early civilisations where majority voting was employed
to make better decisions [1]. One of the first ensemble
methods proposed was Bayesian model averaging where
one integrates (i.e. averages) over all possible parameters
a model may contain to derive a solution [2]. This allows
for optimal predictive ability but an obvious problem
is integrating over a possibly infinite parameter space,
which is not always feasible [3]. This method, however,
inspired the design of a quantum algorithm created to
replicate an ensemble framework [4, 5]. An exponen-
tially large ensemble of quantum classifiers are computed
in parallel, weighed according to a specified weighing
scheme and their collective prediction is obtained through
a single qubit measurement. The general routine is out-
lined in [6] and termed the quantum ensemble of quantum
classifiers.
In a quantum machine learning setting, there is usually
interplay between classical and quantum devices such as
outsourcing difficult calculations to a quantum computer
[7–10], or classically optimising parameterised quantum
algorithms [11–14]. The quantum ensemble of quantum
classifiers, however, is intended to be executed end-to-
end on a quantum device and designed to harness the
properties of quantum computing [15]. Quantum ma-
chine learning algorithms are often under scrutiny due to
bold claims and high expectations, such as exponential
speed ups or solving classically intractable tasks. A good
first step in analysing the validity of these claims is to
check if the quantum machine learning algorithm can be
efficiently replicated on a classical computer. A specific
implementation of a quantum ensemble, also presented
in [6], proposes a routine to weigh quantum classifiers
by their accuracy on a training set. In this article, this
“accuracy-weighted” scheme is shown to efficiently trans-
late to a classical algorithm, whilst the general quantum
ensemble framework is proven to contain the Deutsch-
Jozsa algorithm and thus has the ability to compute a
classically hard problem where quantum computing may
offer an advantage [16, 17].
REVIEW OF THE QUANTUM ENSEMBLE
ALGORITHM
Consider a dataset of the form D = {(x1, y1), . . . ,
(xM , yM )} where xi ∈ Rd are ℓ2 normalised input vec-
tors and yi ∈ {±1} are their associated labels. For a new
input x˜ ∈ Rd, the objective is to find its correct label y˜.
A classifier function, f , may be written as follows
y = f(x; θ), (1)
with x ∈ X and model parameters θ. The parameters
are then “learned” by fitting the model f to the data,
D. The ensemble approach allows for multiple sets of
parameters to be learned and this forms multiple models
whose predictions are then weighed according to some
optimal weighing scheme. The ensemble prediction for y˜
is the average
y˜ = sgn
(∑
θ∈E
wθf(x˜; θ)
)
, (2)
where wθ weighs the models f(x˜; θ) in the ensemble E
which are specified by θ. The sign function ensures the
predicted class is either +1 or -1.
Formulating the quantum framework, suppose that pa-
rameter sets are represented by n-qubit states |θ〉. A su-
perposition of parameters
∑
θ |θ〉 allows for evaluation of
models in parallel, whilst a state preparation routine can
be used to weigh each model appropriately, thus creating
the quantum ensemble.
2Following the methodology in [6], a quantum routine
W is used to change the uniform weights of model pa-
rameters in superposition to a desired weighing scheme
W |x〉 1√
E
∑
θ
|θ〉 |0〉 → |x〉 1√
EX
∑
θ
√
wθ |θ〉 |0〉 , (3)
where 1√
EX
is a normalisation factor that ensures that∑
θ
wθ
EX
= 1 and wθ corresponds to classical weights as
depicted in Equation (2).
Consider a second quantum routine A which computes
a classifier function f(x; θ) such that
A |x〉 |θ〉 |0〉 → |x〉 |θ〉 |f(x; θ)〉 . (4)
The model output is stored in the last qubit f(x; θ) where
|0〉 represents class -1 and |1〉 represents class 1. A may
also be applied to a superposition of parameter states as
presented in Equation (3). Together, the quantum rou-
tines W and A form the quantum ensemble of quantum
classifiers. The final quantum state aiming to predict the
label of a new input x˜ is
|x˜〉 1√
EX
∑
θ
√
wθ |θ〉 |f(x˜; θ)〉 ,
and the measurement statistics of the last qubit contain
the necessary ensemble prediction. Since the probability
of measuring the last qubit in state |0〉 corresponds to
a class prediction of -1, the class prediction probabilities
are therefore,
p(y˜ = −1) =
∑
θ∈E+
wθ
EX
,
and
p(y˜ = 1) =
∑
θ∈E−
wθ
EX
,
where E± are subsets of E containing models only with
predictions equal to ±1.
WEIGHING MODELS BY THEIR ACCURACY
In [6], one of the proposed weighing schemes for the quan-
tum ensemble (referred to as q-ensemble from hereon)
is to use model accuracy. In other words, more accu-
rate models’ predictions should have higher weights than
those less accurate. Model accuracy aθ is defined here as
the proportion of correct classifications on the training
set and the full routine to create the accuracy-weighted
q-ensemble is described in [6]. In short, one requires an
“accuracy” register in addition to the data, parameter
and output registers
|0...0; 0〉︸ ︷︷ ︸
data
⊗ |0...0〉︸ ︷︷ ︸
parameter
⊗ |0〉︸︷︷︸
output
⊗ |0〉︸︷︷︸
accuracy
.
First, the accuracy and parameter registers are put into a
uniform superposition. Thereafter, each training pair is
loaded into the data register, their model output is com-
puted by applying the routine A and this is compared to
the actual class label contained in the data register. The
accuracy qubit is then rotated by a small amount toward
|0〉 or |1〉 depending on whether the actual and predicted
outputs are the same or not. After all the training pairs
are loaded, the accuracy register (which is entangled with
the data register) is in state
|Aθ〉 = √aθ |0〉+
√
1− aθ |1〉 . (5)
By postselecting the |0〉-branch of the accuracy qubit,
then loading the new input x˜ and computing the model
output using A, the final quantum state is
|ψ〉 = 1√
EX
∑
θ
√
aθ |θ〉 |f(x˜; θ)〉 , (6)
with measurement statistics on the output qubit corre-
sponding directly to the ensemble classifier in Equation
(2) with accuracy as weights. Furthermore, it was shown
that the q-ensemble in Equation (6) may be constructed
to contain models only with aθ > 0.5 if the assumption
of a point-symmetric parameter space holds. This is an
intriguing result as classical machine learning literature
supports that strong ensembles are built from classifiers
with aθ > 0.5 [18].
DEQUANTISING THE ACCURACY-WEIGHTED
SCHEME
It turns out that the simple “greater than 0.5 accuracy”
weighing scheme may be translated to a classical algo-
rithm, namely, rejection sampling [19].
Rejection sampling allows one to sample from a dis-
tribution p(x) that is difficult to sample from, but point
evaluations for a given x are possible. The procedure
involves choosing a distribution q(x) that is easy to sam-
ple from, such as a Gaussian distribution, and scaling
it by some finite factor G such that p(x) ≤ Gq(x) ∀ x.
Next, a new sample x′ is drawn from q(x) and a sample
u′ is drawn from a uniform distribution in the interval
[0, 1]. The new sample x′ is accepted as a sample from
the original distribution if u′Gq(x′) < p(x′) and rejected
otherwise [20]. The probability of acceptance may be
written as
paccept = 〈p(u′ < p(x
′)
Gq(x′)
)〉 = 〈 p(x
′)
Gq(x′)
〉,
which reduces to 1
G
. Returning to the accuracy-weighted
q-ensemble, before postselection and ignoring the data
3and output registers, the quantum state is of the form
n∑
θ
1√
Eθ
|θ〉
︸ ︷︷ ︸
parameters
⊗ (√aθ |0〉+√1− aθ |1〉)︸ ︷︷ ︸
accuracy
.
Measuring the |θ〉 register would be equivalent to sam-
pling from the distribution Q = { 1
E1
, 1
E2
, ..., 1
En
}. The
goal, of course, is to sample from the more complicated
distribution P = { a1
E1
, a2
E2
, ..., an
En
}.
If we associate
Q↔ q(x),
and
P ↔ p(x),
then the postselection step in the accuracy-weighted q-
ensemble mirrors the rejection decision in classical rejec-
tion sampling. The probability of selecting the accuracy
qubit in state |0〉 for state |i〉 is∑i aiEi . Comparing this to
the rejection sampling probability of success for sample i
paccept(i) = 〈p(u′ 1
Ei
<
1
Ei
ai
Ei
)〉 = 〈 ai
Ei
〉,
which reduces to
∑
i
ai
Ei
, shows that the two probabili-
ties are equivalent. More concisely, if we consider a base
distribution that is comprised of models’ accuracies and
enclose this by an easy-to-sample-from uniform distribu-
tion, by performing rejection sampling we can essentially
sample from the complicated distribution of models’ ac-
curacies and reject if the sample is less than 0.5. This
leaves us with a sample of models whose accuracies are
greater than 0.5 from which we may obtain their weighted
predictions. This directly corresponds to measurements
obtained by the accuracy-weighted q-ensemble routine
that postselects the |0〉-branch which only contains mod-
els with accuracy greater than 0.5 and computes their
weighted prediction.
Whilst rejection sampling is widely used in classical
machine learning, its success depends largely on the task
at hand and there are known issues when sampling in
very high dimensions [21–23]. As a consequence, the
accuracy-weighted q-ensemble can too encounter these
issues when the input data is very high-dimensional (i.e.
it has many features) as demonstrated in Appendix A.
That being said, this does not rule out the possibility of
finding a particular high-dimensional dataset for which
the accuracy-weighted scheme is successful [24]. More
importantly, there may be other weighing schemes that
are more robust than the accuracy-weighted q-ensemble
that cannot be translated to a classical algorithm effi-
ciently.
LINKING THE DEUTSCH-JOZSA AND
QUANTUM ENSEMBLE FRAMEWORKS
The Deutsch-Jozsa algorithm provides a simple prob-
lem that a quantum computer can solve exponentially
faster than a classical one [16, 25]. Consider a function
g : {0, 1}n → {0, 1} where g is guaranteed to be either
constant (all zeros or all ones) or balanced (half zeros and
half ones). The goal is to determine if g is constant or
balanced. This would take a classical computer at worst
2n/2+1 queries of the function g, but using the Deutsch-
Jozsa protocol on a quantum computer, one may achieve
the goal with certainty in just one measurement [26]. As-
suming a black box quantum computer is available, the
algorithm may be outlined as follows:
i. Prepare the initial state |ψ0〉 = |0〉⊗n |1〉.
ii. Apply Hadamard gates to all qubits. The quantum
state becomes
|ψ1〉 = 1√
2n
∑
x∈{0,1}n
|x〉
[
1√
2
[|0〉 − |1〉]
]
.
iii. Next, the function g is applied using a unitary
transform Ug : |x, y〉 → |x, y ⊕ g(x)〉 yielding
|ψ2〉 =
∑
x
(−1)g(x) |x〉√
2n
[ |0〉 − |1〉√
2
]
.
iv. Applying Hadamard gates to the first n qubits then
changes the quantum state to
|ψ3〉 =
∑
z
∑
x
(−1)x·z+g(x) |z〉
2n
[ |0〉 − |1〉√
2
]
,
where x · z is the bitwise inner product of x and z,
modulo 2.
v. Finally, the probability of measuring the state
|0〉⊗n is
p(0 . . . 0) =
∣∣∣∣∣ 12n ∑
x
(−1)g(x)
∣∣∣∣∣
2
,
which is equal to 1 if g(x) is constant and 0 if g(x)
is balanced.
After having reviewed the general template for the
q-ensemble, an interesting relationship between the
Deutsch-Jozsa algorithm and the q-ensemble presents it-
self. In fact, the q-ensemble framework can be shown
to contain the Deutsch-Jozsa algorithm if we choose W
from Equation (3) to implement uniform weights and
let A = (H⊗n ⊗ I)Ug (I⊗n ⊗X) (I⊗n ⊗H) where Ug is
again a unitary implementing the function g. We will
4label these specific routinesWDJ and ADJ and the func-
tion g may now be thought of as a combination of chang-
ing the uniform weights to a desired weighing scheme wθ
and computing the model function f from Equation (1).
We make this explicit in the following steps:
1. Prepare the initial state |ψ0〉 = |0〉⊗n |1〉 such that
n is equal to the bit length of the parameters θ. We
assume that the data register is empty (|x〉 = ∅).
2. Apply WDJ
|ψ1〉 = 1√
2n
∑
θ∈{0,1}n
|θ〉 1√
2
(|0〉 − |1〉),
where the computational basis states of |θ〉 repre-
sent model parameters of bit length n in a uniform
superposition.
3. Apply ADJ
|ψ2〉 = H⊗n 1√
EX
∑
θ∈{0,1}n
√
wθ |θ〉 |f〉 ,
where f is the model function output stored in the
last qubit. ADJ applies a Hadamard and X-gate to
the last qubit, putting it into state |0〉. Then Ug
implements the non-uniform weights and computes
the model function. Finally, Hadamard gates are
applied to the first n qubits - the reason for this is to
fully incorporate the q-ensemble into the Deutsch-
Jozsa framework. They will be “uncomputed” in
the next step.
4. Apply n Hadamard gates. This yields the desired
state for the q-ensemble
|ψ3〉 = 1√
EX
∑
θ∈{0,1}n
√
wθ |θ〉 |f〉 .
5. Lastly, the probability of measuring |f〉 in state |0〉
is
p(f = 0) =
∑
θ∈E+
wθ
EX
,
which corresponds to a prediction of y˜ = −1 for
the q-ensemble, where E+ is defined as before in
the review.
Through congruence of steps i. to v. with steps 1. to
5. we have demonstrated that the q-ensemble contains
a classically hard computation that is amenable to a
quantum advantage. Finding a routine that is useful for
machine learning and harnesses this quantum advantage
opens doors for further research.
CONCLUSION
Ensemble methods have established themselves firmly as
successful candidates for machine learning tasks in the
classical realm [27]. Quantum ensembles, on the other
hand, have yet to make such an affirmation. In this arti-
cle we review the notion of quantum ensembles and show
that a proposed implementation may be efficiently de-
quantised and studied. In contrast, the general quantum
ensemble framework demonstrates the ability to compute
a classically intractable task by containing the Deutsch-
Jozsa algorithm. This Deutsch-Jozsa reduction, however,
does not necessarily represent a quantum ensemble that
is useful for machine learning. As a result, the problem
of finding a meaningful quantum ensemble for machine
learning purposes that makes use of this quantum ad-
vantage is still open. This article offers insight on trans-
lating proposed schemes to classical sampling methods
and illustrates that the potential to find a classically
intractable ensemble prone to a quantum speedup ex-
ists, which brings us closer to finding meaningful ma-
chine learning applications using ensemble techniques on
quantum computers.
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APPENDIX A:
Analysis of the accuracy-weighted q-ensemble
Using the dequantised accuracy-weighted q-ensemble, we
may study the behaviour of the algorithm. A problem
occurs if it becomes difficult to select models with an
accuracy greater than 0.5 for the ensemble. In particular,
if models tend to an accuracy of 0.5 and the variance
of these accuracies vanishes exponentially fast, both
classical and quantum versions of the accuracy-weighted
q-ensemble become intractable: exponentially more
precision will be required to calculate the accuracies
for the classical rejection criteria and the probabilities
of the label in the quantum setting. Postselection
is done on the |0〉-branch of the accuracy qubit in
superposition |Aθ〉 = √aθ |0〉 +
√
1− aθ |1〉. Looking
at the probabilities, p(y˜ = −1) = ∑θ∈E+ aθEX and
p(y˜ = 1) =
∑
θ∈E−
aθ
EX
, if aθ → 0.5 ∀ θ as d → ∞
with increasing certainty, one requires increasingly more
resources to obtain the necessary precision to compute
the probabilities of the label. The resources needed are
directly dependent on the rate of convergence of models’
accuracies to 0.5 and ultimately determine the feasibility
of this strategy. In this analysis, we examine this rate of
convergence with linear, perceptron and neural network
models under specific data assumptions.
Data and model assumptions
We explicitly define the accuracy of a model with a pa-
rameter set θ as
aθ =
1
M
M∑
m=1
1
2
|f(xm; θ) + f∗(xm; θ∗)|, (7)
where f is a base model, f∗ is a specified “ground truth”
model with parameters θ∗ and aθ may be interpreted as
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Figure 1. This plot contains the average accuracy of sampled
parameter sets for linear models over increasing dimensions
d. As d increases, it becomes more noticeable that models
in the ensemble have accuracies close to 0.5 with declining
dispersion represented by one standard deviation above and
below the mean in yellow shading.
the proportion of correct classifications of M data points
in a dataset D containing d features. We can also de-
fine the average ensemble accuracy of n sampled mod-
els for a fixed dimension (i.e. a fixed number of fea-
tures) d as Aθ|d = 1n
∑n
i=1 aθi . To examine the behaviour
of model accuracy we consider base models with simple
data to provide an indication as to whether the accuracy-
weighted strategy is indeed viable. The entries of the
input vectors xm are drawn from a standard normal dis-
tribution and ℓ2 normalised. Again, for simplicity, the
labels are assigned based on the first entry of each input
vector. If the first entry of the mth input vector denoted
by x
(1)
m is positive, f∗(xm; θ∗) = 1, else f∗(xm; θ∗) = −1.
Model parameters θ contain entries drawn from a ran-
dom uniform distribution over the interval [ −1, 1] to cre-
ate the respective ensembles. This follows directly from
the accuracy-weighted q-ensemble routine in [6] which
assumes θ ∈ [a, b ] and initially encodes the parameter
sets into a uniform superposition of computational ba-
sis states. Simulations are done with M = 10000 input
vectors and labels, along with n = 100 parameter sets.
Accuracy in higher dimensions
Figure 1 plots Aθ|d for d ≤ 1000 using linear models
and Figure 3 contains the same plot for single layer per-
ceptron models and neural networks with three hidden
layers. These models all satisfy the point symmetric
property assumed in the original accuracy-weighted q-
ensemble and are commonly deployed in machine learn-
ing. For simulations in low dimensions (d < 10) the dis-
tribution of Aθ|d has a relatively high dispersion around
the mean value of 0.5 with all base models. This is de-
sirable as it allows for models with accuracy aθ > 0.5 to
be easily accepted into the ensemble. As the dimension
increases, however, the dispersion rapidly decreases and
all models tend to an accuracy of 0.5 with less deviation,
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Figure 2. Declining standard deviation of average accuracies
for linear models plotted on a log scale per dimension.
making it increasingly difficult to build a strong ensem-
ble. The sharp decline in standard deviation is plotted
on a log scale for linear models in Figure 2 and Figure
4 for the perceptron and neural network models. This
occurrence is due to the sampling method for the pa-
rameter vectors and the ℓ2 normalisation of data which
leads to “the curse of dimensionality” and “concentration
of measure” phenomena discussed in [21–23]. Put briefly,
most models become random guessers as the dimension
increases.
Since Aθ|d is an average of the sum of random vari-
ables aθ, by the central limit theorem, Aθ|d tends to a
normal distribution as more random variables are added.
The mean and standard deviation of this distribution de-
pend on aθ which depends on the dimension of the data.
We show in Appendix B that the mean of aθ is equal
to 0.5 and the standard deviation tends to 0 as d in-
creases to infinity for perceptron and linear models. Nu-
merical simulations suggest the same behaviour for three
layer neural networks as seen in Figure 3. The crucial
issue is the rate of convergence of aθ (and hence Aθ|d)
to 0.5 which depends on the statistical properties of the
input data. For i.i.d data drawn from a standard nor-
mal distribution as done so here, by the Berry–Esseen
theorem, the rate of convergence is O(d− 12 ) [28, 29].
For more realistic data, the convergence rate may dif-
fer. When data is represented as matrices, an exposi-
tory survey of rates of convergence and asymptotic ex-
pansions in the context of the multi-dimensional cen-
tral limit theorem may be found in [30]. In short, the
rates of convergence vary and are generally calculated
(or estimated) on a case by case basis unless specific as-
sumptions around the input data may be made. For the
simple models deployed in this analysis, overall the re-
sults indicate convergence rates that are polynomial in
d and hence, the accuracy-weighted q-ensemble remains
tractable. This, however, does not say anything about
whether the accuracy-weighted q-ensemble (even if com-
putationally tractable) is a useful method. As such, we
continue with the same data assumptions, making use of
the known tractability, and build the accuracy-weighted
ensemble for a high-dimensional dataset.
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Figure 3. The average accuracy of sampled parameter sets
for ensembles over increasing dimensions d is depicted. En-
sembles containing perceptron models are displayed in the
top graph and neural networks with three hidden layers are
contained in the bottom graph. The dispersion of model ac-
curacies is represented by one standard deviation above and
below the mean accuracies in the shaded orange and pink
areas for perceptrons and neural networks respectively.
Poor performance of the accuracy-weighted ensemble on
simple high-dimensional data
Using the perceptron as a base model, numerical simula-
tions of the standard deviation of accuracies indicate that
the rate of convergence is faster than the Berry-Esseen
asymptotic convergence for d 6 10000 as plotted in Fig-
ure 5. The standard deviation appears to level off for
d ≥ 8000 and the rate of decay is notably not exponen-
tial. Thus, one may build an ensemble of weak classifiers
in higher dimensions.
We construct the ensemble for d = 8000 to deter-
mine its empirical success using M = 10000 training
data points. With n = 30000 sampled models, 14903
models achieved an accuracy greater than 0.5. These
models were then selected for the ensemble and tested
on 2000 test samples. The overall test accuracy was
found to be 0.50167. Using n = 100000 sampled mod-
els did not appear to improve the result as 49580 models
passed the selection criteria and provided a test accu-
racy of 0.50165. It is interesting that even with non-
exponential convergence of the standard deviation to
zero, the accuracy-weighted ensemble strategy reveals
poor performance on a simple dataset that should be easy
to classify. On the other hand, this does not imply that
the accuracy-weighted method will perform poorly for
all high-dimensional datasets. If, for example, data actu-
ally follows a mixture of distributions where classes are
composed of natural clusters that each follow their own
Figure 4. Declining standard deviation of average accuracies
per dimension d is plotted on a log scale for perceptron models
in the top graph (in orange) and neural networks with three
hidden layers in the bottom graph (in pink).
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Figure 5. This plot contains the standard deviation of aver-
age accuracies of perceptron models in orange plotted on a
log scale per dimension. The black line is the Berry-Essen
asymptotic convergence.
distribution, the curse of dimensionality may no longer
be an issue [23, 24, 31].
APPENDIX B:
Modelling the behaviour of the perceptron ensemble
in higher dimensions
σ(Xijθj) σ(Xijθ
∗
j )
1
2
|σ(Xijθj) + σ(Xijθ
∗
j )|
+1 +1 1
+1 −1 0
−1 +1 0
−1 −1 1
Table I. Truth table for the expected outcomes of the percep-
tron model.
8The perceptron model may be written as follows
f(X, θ) = σ(Xθ), (8)
where σ is a thresholding function ensuring the prediction
is 1 if the output is positive and −1 otherwise. X is aM x
d matrix where each row represents one data point and θ
is a d x 1 column vector. The ground truth model in this
example may be formulated with θ∗ = [1, 0, ..., 0 ]T for
simplicity, although this may be any uniformly sampled
θ. One may now rewrite the accuracy of a model from
Equation (7) in terms of expectation values
E [aθ ] =
1
M
M∑
i=1
d∑
j=1
1
2
|σ(Xijθj) + σ(Xijθ∗j )|.
Since Xij ∼ N(0, 1) and θj ∼ U [−1, 1 ], σ(Xijθj) = ±1
with equal probability, and similarly for σ(Xijθ
∗). Look-
ing at all possible outcomes presented in Table I, the dis-
tribution of accuracy is 1 and 0 with approximately equal
occurrence. As d→∞, by the law of large numbers, the
distribution of accuracy contains an equal number of 0’s
and 1’s with more certainty. Taking the expectation of
this gives exactly 0.5 as confirmed by the simulated re-
sults
lim
d→∞
E [aθ ] =
1
M
M∑
i=1
d∑
j=1
1
2
|σ(Xijθj) + σ(Xijθ∗j )| (9)
=
1
M
M∑
i=1
1
2
=
1
2
. (10)
Using a similar logic, the variance of the accuracy of the
perceptron model may be formulated as follows
Var [aθ ] = E [a
2
θ ]− E [aθ ]2. (11)
The thresholding function applies to all f(X, θ) and so
we leave it out of the notation for brevity but its effect is
still present. The expectation of the squared accuracy is
E[a2θ ] =
1
M
M∑
i=1
d∑
j=1
(
1
2
|Xijθj +Xijθ∗j |
)2
,
=
1
M
M∑
i=1
d∑
j=1
(
1
4
XijθjXijθj +
1
4
Xijθ
∗
jXijθ
∗
j
+
2
4
XijθjXijθ
∗
j ).
Taking the expectation of each of the terms, it is clear
that the first and last terms equal 0 as d increases to in-
finity since Xij and θj are independent with mean values
of 0. The middle term may be further simplified using
the fact that θ∗ = [1, 0, ..., 0 ]T
lim
d→∞
E [a2θ ] =
1
M
M∑
i=1
d∑
j=1
1
4
Xijθ
∗
jXijθ
∗
j ,
=
1
M
M∑
i=1
1
4
X2i1,
=
1
M
M∑
i=1
1
4
(1),
=
1
4
.
Using this along with the result from Equation (10), the
variance from Equation (11) becomes
lim
d→∞
Var [aθ ] = E [a
2
θ ]− E [aθ ]2,
=
1
4
−
(
1
2
)2
,
= 0,
which holds for any uniformly sampled ground truth
model.
