Results are obtained for two minimization problems:
Introduction
Let Ω be an open set in Euclidean space R m (m = 2, 3, · · · ), with boundary ∂Ω, and let −∆ Ω be the Dirichlet Laplacian acting in L 2 (Ω). It is well known that if Ω has finite Lebesgue measure |Ω| then −∆ Ω has compact resolvent, and the spectrum of −∆ Ω is discrete and consists of eigenvalues λ 1 (Ω) ≤ λ 2 (Ω) ≤ · · · with λ j (Ω) → ∞ as j → ∞. The Faber-Krahn inequality (Theorem 3.2.1 in [9] ) asserts that if c > 0 then 
has a bounded minimizer [2, 15] with finite perimeter [2] . Even though the class of quasi-open sets with measure c is much larger than the class of open sets with measure c, the infima under (1) and (2) are equal. Few facts are known about these minimizers. E. Oudet has shown that the ball is not a minimizer of (1) for k = 3, m = 3. Furthermore the disc is a local minimum of the functional under (1) for k = 3, m = 2 [9] , and any minimizer of (1) or (2) for m = 2, k = 3, m = 3, k = 3, and m = 3, k = 4 is connected [18, 1] . An upper bound for the number of components of a minimizer of (1) (or (2)) has been obtained in Theorems 1 and 2 of [1] in terms of k and m.
Minimization problems for Dirichlet eigenvalues with other constraints such as torsional rigidity or perimeter have been investigated in [12, 13] and [4, 7] respectively. In [7] it was shown that if m = 2, 3, · · · , k ∈ N, and if P(Ω) denotes the perimeter of Ω then
has a minimizer with a regular boundary, and that any minimizer is connected. The situation is very simple for m = 2: taking the convex envelope of a component of a planar open set decreases both its perimeter and all of its Dirichlet eigenvalues. It follows that if m = 2 then any minimizer is convex and has diameter bounded by c/2. See, for example, Theorem 4 in [1] . Further progress was made by Bucur and Freitas [5] who proved that if m = 2, and if (Ω * k ) k∈N is a sequence of minimizers of (3) for k ∈ N respectively then there exists a sequence of translates of these minimizers again denoted by (Ω *
these authors point out in [5] it is not known whether the minimizers of (3) are convex for m > 2 or whether their diameters are bounded uniformly and independently of k, see [2, 15] .
In this paper we consider a class of constraints, which includes perimeter and moment of inertia, under the additional constraint of convexity. Let
where T satisfies the following hypotheses.
(a) T is a set function defined on the open, convex sets in R m which is (i) invariant under isometries, (ii) monotone, i.e. Ω 1 , Ω 2 convex with (c1) T * defined by
is strictly positive.
(c2) There exists an open, convex set D with |D| = 1 which is unique up to isometries such that
(d) There exist constants K < ∞ and t > 1/τ such that if Ω is open, bounded and convex then
We remark that (a) and (c2) imply (c1). Our first result is the following. (i) If T satisfies (a), (b) and (c1) then variational problem (4) has a minimizer.
(ii) If T satisfies (a), (b), (c2) and (d), and if (Ω * k ) k∈N are minimizers of (4) for k ∈ N respectively then there exists a sequence of isometries of these minimizers again denoted by (Ω * k ) k∈N such that
where the convergence is with respect to both the Hausdorff metric and the complementary Hausdorff metric.
In [10] the authors study variational problem (4) in the case where T is Lebesgue measure, and obtain properties of minimizers. Here we note that the Lebesgue measure constraint satisfies (a), (b) and (c1). Theorem 1(i) confirms the existence of a minimizer in that case. However, this constraint does not satisfy (c2) nor does it satisfy (d). So we do not obtain any information about the asymptotic behaviour of these minimizers for large k.
We remark that if T 1 and T 2 are constraints which satisfy (a), (b) and (d) with constants τ 1 , t 1 , K 1 and τ 2 , t 2 , K 2 respectively and if there exists a convex set D such that (c2) holds for both T 1 and T 2 then T 1 T 2 defined by (T 1 T 2 )Ω = T 1 (Ω)T 2 (Ω) satisfies (a), (b) with τ = τ 1 + τ 2 , (d) with t = t1t2 t1+t2 and K = max{K 1 , K 2 }, and (c2) with D.
We defer the proof of Theorem 1 to Section 2. There we also present and prove some of its corollaries.
Our second result is an interpolation between the minimization of the k'th eigenvalue with a Lebesgue measure constraint, and of the k'th eigenvalue with a perimeter constraint. Since existence of a minimizer of the former has been shown for quasi-open sets, we define
We denote by M k the collection of minimizers of M k (1), and by P k the collection of minimizers of P k (1) respectively. These collections are non-empty by the results of [2, 15] and [7] respectively. Let
We also denote by ω m the Lebesgue measure of the ball in R m with radius 1. 
(ii) If c > µ k then there exists Ω * ∈ M k which is a minimizer of (9) .
We do not have a proof of existence of a minimizer of (9) for π
However, the proof of Theorem 2 does not rely on that existence. We defer the proof of Theorem 2 to Section 3.
Proof of Theorem 1
Throughout we will denote the inradius of a set A by
where B(x; ρ) is the open ball with centre x and radius ρ. The following will be used in the proof of Theorem 1.
Lemma 3.
If Ω is an open, convex set in R m with inradius ρ(Ω) and with finite Lebesgue measure |Ω| then Ω is bounded, and
If Ω is an open, convex set in R m with finite Lebesgue measure |Ω|, then
Proof. 
This implies that Ω is bounded. Then by (13),
This proves (11).
To prove (12), we have by [16] that
Since Ω is convex and contained in a ball with radius
Inequality (12) follows from (14) and (15).
Below we obtain estimates for |T ( 
and
Proof. Define the ǫ-neighbourhood of a set by
A, where the latter homothety is with respect to the centre of an inball. Then by monotonicity and scaling we have that for ǫ ≤ ρ(A)/2,
Reversing the roles of A and B we obtain by using ρ(B) ≥ ρ(A) − ǫ, and (18) that for ǫ ≤ ρ(A)/2,
Inequality (16) follows by (18) and (19).
To prove (17) we use the scaling and monotonicity of the Dirichlet eigenvalues to obtain that
Reversing the roles of A and B we obtain that
So by (21) and (22) we obtain by using ρ(B) ≥ ρ(A) − ǫ and ǫ ≤ ρ(A)/2 that
Inequality (17) follows from (20) and (23).
In order to prove Theorem 1(i) we let c > 0, fix k ∈ N, and let (Ω k,n ) n∈N be a minimizing sequence of (4). We first show that diam(Ω k,n ) is uniformly bounded in n. It follows from (5) and hypothesis (b) that for any convex Ω with finite Lebesgue measure
Since T (Ω k,n ) = c we have that
By hypothesis (c1), T * > 0, and so the left hand side of (25) is uniformly bounded from above in n. Hence the spectrum of the Dirichlet Laplacian acting in L 2 (Ω k,n ) is discrete. We may assume without loss of generality that for all
It is well-known that for a convex set Ω in R m the spectrum of the Dirichlet Laplacian acting in L 2 (Ω) is bounded from below by (2ρ(Ω)) −2 , see [6] . It follows that
By (25), (27) and (11) we have that diam(Ω k,n ) is bounded uniformly in n and satisfies
Hence there exists a sequence of translates of (Ω k,n ), again denoted by (Ω k,n ), contained in a sufficiently large closed cube B k . Then (Ω k,n ) n∈N is a sequence of compact sets in B k . The collection of compact subsets of B k is compact in the Hausdorff metric by Theorem 2.4.10 in [11] . Hence there exists a subsequence, again denoted by (Ω k,n ) n∈N such that (Ω k,n ) converges in the Hausdorff metric to a compact set say K k . Then K k is convex (Section 2.2 in [11] ), and by (27),
We conclude that the interior of K k , denoted by Ω * k , is non-empty. Hence Ω k,n converges to Ω * k in the Hausdorff metric. Since
The first term in the right hand side of (28) tends to 0 as n → ∞, since (Ω k,n ) is a minimizing sequence. To estimate the second term in that right hand side we use (17) with A = Ω k,n and B = Ω *
and Ω * k is a minimizer. This proves 1(i).
Since, by (27), the inradius is uniformly bounded from below and since all elements of the minimizing sequence are convex the convergence is also in the complementary Hausdorff metric.
To prove part (ii) of Theorem 1 we consider the set D defined by (6) , and choose α c such that T (α c D) = c. By scaling we have that
Hence
Furthermore by Corollary 1 in [14] , we have that for any open set Ω in R m with finite Lebesgue measure,
where 
It follows by (31) and (30) that
We conclude by (32) and (33) that lim inf
Hence by (7) and (34) we have that
Hence there exists a sufficiently large cube B which contains translates of Ω * k , k = 1, 2, · · · again denoted by Ω * k , k = 1, 2, · · · . As before (Ω * k ) k∈N is a sequence of compact sets in B. The collection of compact subsets of B is compact, in the Hausdorff metric by Theorem 2.4.10 in [11] . Hence there exists a convergent subsequence (Ω * k l ) l∈N which converges to a convex, compact set K. By (12), (34) and (35) we have that
Then the interior of K, denoted by Ω * , is non-empty. We now use (16) with A = Ω * k l and B = Ω * to conclude that T (Ω * ) = c. Let ǫ > 0 be arbitrary. There (29) we have that
By uniqueness of the set D in (5) the only set which satisfies the constraint in (4) and has measure α m c is an isometry of α c D. We conclude that the subsequence Ω * k l converges in the Hausdorff metric to an isometry of α c D. This concludes the proof of (8) since the limit is independent of the subsequence.
The convergence also takes place in the complementary Hausdorff metric since the elements in the sequence are convex, and by (8) , their inradii are uniformly bounded from below. This concludes the proof Theorem 1(ii).
Corollary 5.
Let Ω * k be a minimizer of
then there exists a sequence of translates of (Ω * k ), again denoted by (Ω * k ), which converges to the ball with perimeter c in the Hausdorff metric.
Proof. It follows by the isoperimetric inequality that if P(Ω) = c then |Ω| < ∞, and so the Dirichlet Laplacian acting in L 2 (Ω) has discrete spectrum. The scaling relation under (b) holds with τ = m − 1. By [8] we have that the diameter bound under (d) holds with t = m − 1, and reads
The unique set D under (6) is the ball in R m with Lebesgue measure 1.
Note that the constant in (37) is sharp for a sequence of double sided cones with diameter increasing to infinity [8] .
Recall that the moment of inertia of an open set Ω in R m with respect to its centre of mass is defined by
Corollary 6. Let Ω * k be a minimizer of
Then there exists a sequence of translates of (Ω * k ), again denoted by (Ω * k ) which converges in the Hausdorff metric to the ball with moment of inertia c.
Proof. From (38) it is clear that the moment of inertia is invariant under isometries and monotone on the open sets. Hence (a) is satisfied. By (38) we see that the scaling under (b) holds with τ = m + 2. The isoperimetric inequality for the moment of inertia states that
with equality if and only if Ω is a ball (up to sets of measure 0). The isoperimetric inequality (39) implies that (c2) holds for the ball with Lebesgue measure 1. Below we show that the diameter bound under (d) holds with t = 1 2 , and reads
where
Note that by (11) 
By convexity we have that Ω contains the cone with base Ω x1 and vertex f . It follows by monotonicity and scaling that
By (42) and (43) we find that
where we have used that |Ω| ≤ |Ω 0 | m−1 diam(Ω). This implies (40), (41).
Corollary 7.
If T satisfies (a),(b) and (c1) then
has a minimizer which is up to isometries a homothety of the minimizer of (4) with c = 1.
The proof of this corollary is straightforward and is deferred to the Appendix.
Proof of Theorem 2
In this section we will prove Theorem 2.
This implies (10) since ǫ > 0 was arbitrary. To prove continuity we have for c 1 < c 2 by (10) and the monotonicity of c → J k (c) that
This implies left-continuity at c 2 . We have by (10) and monotonicity of c → J k (c) that
This implies right-continuity at c 1 .
(ii) Suppose that c > µ k . By the definition of µ k there exists Ω * ∈ M k with P(Ω * ) ≤ c. Hence
for c > µ k , and that Ω * is a minimizer of (9). Finally . Let P k (c) denote the collection of minimizers of P k (c), and put π k (c) = inf{|Ω| : Ω ∈ P k (c)}.
By scaling we have that
First suppose that π k (c) < 1. Then there exists a minimizerΩ ∈ P k (c) with 
For the cube Q a ∈ R m with |Q a | = a m and with P(Q a ) = 1 we have that
We have that
Since for x > 1 we have that max{n ∈ N : n < x} = ⌊x⌋ ≥ x/2, we conclude that
It follows that
We also have that P k (1) ≤ λ k (Q a ). Putting this together with (45), (46) and (47) we conclude that
Appendix
In this appendix we prove the following.
Suppose T satisfies the hypotheses (a), (b) and (c1). Then the variational problem defined under (48) has a minimizer if and only if the variational problem under (49) has a minimizer. Moreover these minimizers are hometheties of one another.
Proof. It is convenient to define
First we show that L k = N k . We have by scaling of the Dirichlet eigenvalues that
We obtain the reverse inequality by choosing t = T (Ω) −1/τ in the second line of (51). If Ω * is a minimizer of (48) then
, and the infimum in (50) is attained for Ω * . Conversely if Ω * is a minimizer of (50) then we choose α > 0 such that T (αΩ * ) = 1. Hence α = T (Ω * ) −1/τ . So αΩ * satisfies the constraint in (48), and λ k (αΩ
Hence the infimum in (48) is attained by a homothety of Ω * . We conclude that (48) has a minimizer if and only if (50) has a minimizer.
Next we show that the variational problem under (49) has a minimizer if and only if the variational problem under (50) has a minimizer. We note that .
Hence .
If Ω * is a minimizer of (50) then by (49), (52) and (53),
Hence t(Ω * )Ω * is a minimizer of (49). If Ω * is a minimizer of (49) then by (53) we have that
Hence Ω * is a minimizer of (50). We conclude that (49) has a minimizer if and only if (50) has a minimizer. This also concludes the proof of the proposition.
Proof of Corollary 7. We remark that Proposition 8 holds if the variational expressions under (48) and (49) have an additional convexity constraint. If T satisfies (a), (b) and (c1) then (4) has a minimizer. By the previous remark we have that Proposition 8 implies that the variational expression under (44) has a minimizer which is a homothety of the one corresponding to (4) .
