exclusively using sequence features.
48
Neural networks have been successfully applied in many pattern recognition tasks [10] , and 49 deep learning has become a popular tool for building DNA-sequence-based predictive models 14]. Attention-based network models were initially introduced for machine translation where they 51 considerably improve performance [15] . More generally, the attention mechanism is broadly applicable 52 to various matching problems, such a image captioning, and text comprehension.
53
Extrapolating to enhancer-promoter interaction events, given a certain enhancer segment, the 54 attention mechanism will specify a lower level correspondence between subregions of the promoter 55 and enhancer sequence.
56
In addition to predicting enhancer-promoter interactions, our model learns an attention matrix for 57 each enhancer-promoter pair. This information can be used to identify corresponding and important 58 sub-regions within the enhancer and promoter, respectively. Our method thereby highlights the parts 59 of enhancer and promoter sequence that drive predictions; it allows us to analyze feature importance 60 in the original sequence space and provides insights into the mechanism of EPI events. 
Results

62
EPIANN Accurately Predicts EPI events
63
We compared our EPIANN method to other EPI prediction approaches: TargetFinder [8] and PEP 64 [9] . TargetFinder uses functional genomic features such as transcription factor and histone ChIPseq, features. Moreover, EPIANN's EPI quantification is computed as a weighted inner product between 81 the enhancer and promoter representations in the embedding space -a relatively simple formulation.
82
This however is by design, since we would like to force higher-order complexity to be represented in 83 the embedding space of the promoter and enhancer sequences. genome-wide we find that attention regions are highly biased towards occupied sites (see Figure 3A ).
127
Moreover, intersecting motif positions with occupancy status we find that some motifs show much [17, 18] . In order to compute the normalized profile we only consider input regions that have a minimum occupancy score of 3, and among those the profile is normalized so that the maximum is equal to the median maximum among all regions. This normalization is important since the p-value depends directly on the number of reads in the region and the normalization ensures that we do not compare the read depth but only the overall association of attention regions with occupancy status. (B) Comparing fraction of all sites captured in the attention with the fraction of occupied sites within enhancer regions. Some factors are more strongly enriched if only occupied sites are considered, demonstrating that attention mechanism provides feature importance assessment that goes beyond simple motif matching. MAFK  HOXB1  E2F1  E2F4  BHLHE41  MLXIPL  BHLHE40  MAX  CLOCK  SP2  EGR1  EGR4  PATZ1  ZBTB7A  MLXIP  HEY2  HEY1  ZNF148  E2F3  WT1  KLF16  PLAGL1  HES1  TFAP2C  EGR2  MLX  INSM1  TFAP2A  RFX5  NFKB1  CREB1  TFAP2B  TCF7L2  ELF1  GABPA  ELK1  ELK3  NHLH1  FLI1   E2F2  TFAP2A  TFAP2C  FOXO3  EGR1  PLAG1  EGR2  ZNF263  MAZ  ZNF219  WT1  EGR4  ZNF740  E2F3  ZNF148  KLF16  SP3  SP2  ELK4  E2F1  E2F4  NRF1  HES1  PLAGL1  ZBTB7A  TFAP2B  HINFP  CTCFL  ZIC3  ETV3  ZBTB33  ZFX  GLI3  GLI1  TCF7L2  NFYC  HEY2  ZBTB7B  KLF15  CTCF  MAX  BHLHE40  USF1  USF2  ARNTL  BHLHE41  ATF3  TFEB  MLXIPL  CREB3L2  SREBF1 interaction is only enriched when EGR2 is in the enhancer and CTCF is in the promoter (see Figure   146 4). We also note a trend of multiple clusters of varying sizes where almost all pair-wise interactions 147 appear enriched.
CTCF CTCFL
148
We speculate that these TF-clusters participate either in direct or higher order interactions that 149 drive the formation of an enhancer-promoter interaction complex. We find that the enrichment score 150 is indeed predictive of both known first and known second-order protein-protein interactions from 
Discussion
160
The mechanism of enhancer-promoter interactions is of tremendous interest but is currently 161 poorly understood. Even though it is clear that EPI events can be predicted from sequence features, it
162
is not yet possible to use this to predict new EPIs as all the predictions are highly cell-type specific.
163
That is, it is not yet possible to accurately predict EPIs for a tissue/cell-line that is different from the 164 one used to train the model. Thus, the models do not replace the need for experimental HiC data. 
183
The inputs for the model are two extended DNA segments which contains the annotated enhancers 
Attention-Based Neural Network Model Architecture
190
We propose a neural network structure to predict enhancer-promoter interactions only using 191 sequence-based features. The overall network structure is shown in Figure 5 and there are three 
Attention Mechanism
195
The two extended DNA segments will be transformed into one-hot encoding with four channels (A, C, G and T). After embedding, enhancer and promoter sequences S E and S P are passed through separate convolutional layers which share the same k filters with outputs denoted as h E ∈ R l E ×k and h P ∈ R l P ×k . Convolutional kernels are equivalent as position specific scoring matrice [21] , by which local sequence patterns are encoded in h E and h P . The next layers r E and r P are computed as weighted sums of h E and h P correspondingly. r
The weight a PE kj and a EP ik are computed by
Weight Matrix
Enhancer coordinates Promoter coordinates
Interaction Prediction Figure 5 . Schematic overview of EPI. For visualization, the parameters are shrunk accordingly. The length of extended enhancer S E is set to be 9 and the length of extended promoter S P is set to be 6. After passing S E and S P through the convolution layer with k = 3 kernels and the max pooling layer, the corresponding dimension of h E becomes R l E ×k , where l E = 6. Similarly the dimension of h P becomes R l P ×k , where l P = 3.
where
s EP ij shows how well h E around position i align with h P at position j. U PE , W PE , U EP , W EP ∈ R k×d 196 and V PE , V EP ∈ R d×1 are all hidden variables, and d represents the hidden dimension which is a 197 hyperparameter in the model. The probability a PE ij reflects the importance of h P j· with respect to all 198 possible h P k· given h E i· . Similarly the probability a EP ij represents the importance of h E i· regarding all
199
possible h E k· given h P j· . This formulation of alignment is called soft attention [15, 22] . We denote these 200 two weight/attention matrices as A PE and A EP , and scoring matrices as S PE and S EP . They all come 201 with the same dimension R l E ×l P . 
Interaction Quantification
203
After enhancers and promoters are projected into the same embedding space as r E and r P , we 204 would like to calculate the weighted inner product between corresponding embeddings, which is a 205 similarity measure of embedding vectors. In this way, we interpret the probability of interaction event which is a free parameter in the model. We define the similarity matrix as P ∈ R l P ×l E .
Then we pass P through top K-pooling layer, a fully connected layer with ReLU activation and a 212 fully connected layer with Sigmoid activation. The final output is y which is a probability indicating 213 the chance that two sequences will interact. We define binary cross-entropy loss on y .
where y represents the true label which is 0 or 1. ReLU activations, we will get regression results of internal enhancer coordinates x E , y E and internal
228
promoter coordinates x P , y P . We define l 2 loss L coor on x E , y E , x P and y P .
where x E , y E , x P and y P are the true internal coordinates we generate when augmenting the data. Thus the overall loss function is defined as
where λ is a hyperparameter. 
