Abstract. In this paper we extend the multilevel algorithm of Atkinson and Brakhage for compact xed point problems and the projected Newton method of Bertsekas to create a fast multilevel algorithm for parabolic boundary control problems having bound constraints on the control. We also extend results from nite dimension on constraint identi cation. Our approach permits both adaptive integration in time and inexact evaluation of the cost functional.
1. Introduction. In this paper, an expanded version of 15], we consider fast algorithms for solution of nonlinear equations that can be expressed in the form u(t) = P(K(u))(t) (1.1) where K is a completely continuous map from L 1 ( ) to C( ) for some bounded R n and P is the map on C( ) given by P(u)(t) = 8 < :
u min (t); if u(t) u min (t), u(t); if u min (t) u(t) u max (t), u max (t); if u(t) u max (t), (1.2) for given u min and u max in C( ). The particular algorithm we consider is a generalization and synthesis of the Atkinson-Brakhage multi-level algorithm for compact xed point problems 3], 6], and the projected Newton method of Bertsekas 5] for bound constrained minimization problems.
A paradigm for problems of the form (1.1) is the Urysohn equation K(u)(t) = Z k(t; s; u(s)) ds: (1.3)
Maps that are not easily expressible in this way, however, are the real target. In particular we wish to develop an algorithm general enough to be applicable to boundary control problems for partial di erential equations. The algorithms and assumptions in this paper provide fast local convergence for problems with continuous controls in one space dimension.
Our methods di er from previous multi-level approaches for such problems 10] in that the smoothing requirements on the approximate Fr echet derivatives at the various levels are relaxed, the results on identi cation of active indices from 5] can be extended, and the algorithm is a direct approximation of the projected Newton method and therefore quasi-Newton methods can be used to accelerate the convergence. We are motivated by constrained parabolic optimal control problems in one space dimension. One such problem, a constrained version of the problem considered in 16] , is to minimize f(u) = 1 2
(y(u; T; x) ? z(x)) 2 dx + 2 Z T 0 u 2 (t) dt; (1.4) where > 0 is given and y(t; x) = y(u; t; x) is the solution to the nonlinear parabolic problem y t (t; x) = y xx (t; x); 0 < x < 1; 0 < t < T; y(0; x) = y 0 (x); 0 < x < 1; y x (t; 0) = 0; y x (t; 1) = g(y(t; 1)) + u(t); 0 < t < T: (1.5) In this problem u is allowed to vary over the set U = fu 2 L 1 ( 0; T]) j u min (t) u(t) u max (t); for a. e. t 2 0; T]g (1.6) and the nonlinear function g is assumed to satisfy g 2 C 2 (R); g 0 ; g 00 2 L 1 (R):
(1.7) Such problems arise in metallurgy, for example 21] .
The gradient of f in L 2 ( 0; T]) is (rf(u))(t) = u(t) + d(t; 1); (1.8) where d(t; x) is the solution of the adjoint problem ?d t (t; x) = d xx (t; x); 0 < x < 1; 0 < t < T d(T; x) = y(T; x) ? z(x); 0 < x < 1; d x (t; 0) = 0; d x (t; 1) = g 0 (y(t; 1))d(t; 1); 0 < t < T: (1.9) We let K be the map that takes u into ?d(t; 1)= . It is known 20] that K is completely continuous from L 1 ( 0; T]) to C( 0; T]), (and hence a completely continuous map on C( 0; T])), and in fact is a continuous map from L p ( 0; T]) to C( 0; T]) for p > 2. Standard techniques in optimization 4] imply that a necessary condition for u to be a solution of the problem given by (1.4), (1.5) , and (1.6), is that u = P(K(u )): In 16] we considered the unconstrained problem with U replaced by C( 0; T]) and used DASSL 7] to perform the integration in time. Use of such an adaptive time integrator required weaker smoothing assumptions than used in 10] on the maps that take discrete versions of u into those of d. Under these relaxed smoothing assumptions we showed how the Atkinson-Brakhage algorithm could be implemented with appropriate nite di erence gradients to obtain fast convergence. The purpose of this paper is to merge the work in 16] with the ideas in 5] to design a fast algorithm for constrained optimal control problems of the type described above. We extend the projected Newton method to the abstract setting of constrained compact xed point problems. We generalize the convergence results and the results on identi cation of the intervals on which u(t) attains its bounds. This latter result is an extension of some of the results in 17] . Once the analysis is complete we can apply the ideas in 16] directly to the problem given by (1.4){(1.6) and produce a fast algorithm. The algorithm here di ers from that proposed in 16] in that numerical Jacobians are not computed on coarse grids. Instead, GMRES 19] iteration is used to solve the coarse mesh linearized problems needed by the Atkinson-Brakhage iteration and a projected form of the Newton-GMRES iteration 8] is used to solve the coarse mesh problem itself. This modi cation, suggested for the rst time in 12], makes the analysis of the algorithm proposed here simpler than the one from 16]. We conclude the paper with a report on some numerical results for constrained optimal control problems.
In the remainder of this section we brie y describe the projected Newton iteration of Bertsekas and our proposed algorithm for (1.1). We do not discuss the line search used in 5] to ensure global convergence since the focus of this paper is fast algorithms for local convergence. We take the position that the method from 5] is su cient to obtain convergence from distant initial iterates on coarse meshes and that the solution so obtained can be interpolated to provide a good initial iterate on ner meshes.
The The iteration proposed in 5] is of the form u n+1 = P(u n ? n H ?1 n rf(u n )) (1.11) where H n = P A;n + P I;n r 2 f(u n )P I;n ; n is selected by an Armijo type rule, and P A;n and P I;n are approximations to P A and P I respectively. The construction of P A;n and P I;n in 5] ensures that in the iteration P A;n = P A and n = 1 for n su ciently large. After the active set has been identi ed (when P A;n = P A ) the iteration reduces to Newton's method on the inactive set and therefore local quadratic convergence holds. Crucial to the analysis in 5] is identi cation of the active set after nitely many iterations. This allows one to reduce the analysis of the limiting behavior of the iteration to that for Newton's method.
For problems with a continuum of constraints, such as the ones under consideration in this paper, identi cation of the active set after nitely many iterations is unlikely. To use the ideas of 5] one must change the the algorithm to take this into consideration and change the analysis as well. In x 2 we introduce notation and discuss the assumptions needed to make the estimate ku ? u k X Kku ? P(K(u))k X for u su ciently near u and some constant K. This estimate is trivial in thenite dimensional case if f is su ciently smooth, u is an element of the sequence of iterates, and the active set has already been identi ed. In the in nite dimensional case considered here attention must be paid to the size of sets in which activity of the constraints is unclear. In x 3 we show how the algorithm in 5] can be extented to take the continuum of constraints into account and prove a local convergence result. The results in these sections require only a modest smoothing assumption. We show how the Atkinson-Brakhage algorithm can be used to create a fast algorithm and present some numerical results in x 4. The design of the fast algorithm requires a stronger compactness assumption than the results in the earlier sections.
2. The Basic Estimate. In this section we state our assumptions on the nonlinearity and show that for continuous u the error in the solution is proportional to the size of the nonlinear residual in a neighborhood of the solution. We work in the space of continuous functions on , C = C( ) and also on X = L 1 ( ), where R d .
We assume that K is a smooth map on X and seek to solve the constrained compact xed point problem
where P is given by (1.2). We note that since K maps L p to C = C( ), the point evaluation implicit in P is de ned and therefore F is a well de ned map on X. The spaces X and C are both given the sup norm, which we denote by k k X , and C is a closed subspace of X. In keeping with the application to optimal control we will denote points in by t. For t 2 we let U be given by U(t) = fu 2 X j u min (t) u(t) u max (t)g; where u min ; u max 2 C, and de ne the two point set @U(t) = fu min (t); u max (t)g:
If S
we let S c = n S be the complement of S in . If S and T are subsets of we denote the symmetric di erence by S T = (S T) n (S \ T): 
An immediate consequence of these assumptions is Proposition 2.1. For all measurable S; T and u 2 N kK 0 (u)( S ? T )k C M K (S T) 1=p :
We de ne active and inactive sets for u by A = ft j u (t) 2 @U(t)g and I = ft j u (t) 2 int(U)(t)g: 
for all u 2 N. In Proposition 2.2, the action of G 0 I (u) on w 2 C(I) is understood to be given by extension of w to zero on 0; T]nI, application of G 0 I (u) to that extension, and restriction to I.
The next assumption is needed to make the extension of the projected Newton method described in 5] converge quadratically. 
The most simple analog of the iteration (1.11) from 5] is
where A n is an approximation of G 0
Construction of an extension of (1.11) that has good L 1 convergence properties requires a more complex iteration than that given in (2.6). Fundamental to the local convergence analysis of any Newton-like algorithm is an bound of the error in terms of the size of F. The remainder of this section is devoted to such an estimate.
Assumptions and
Results on the sets A and I . The next two lemmas are simple consequences of the Lipschitz continuity of K and the convexity of U. Before stating them we recall some more notation. If S R k for some k and t 2 R k we denote the distance from t to S by dist(t; S) = inffs 2 S j kt ? sk R k g:
For u 2 C de ne (u) = ft j jG(u)(t)j g; and = (u ) = ft j jG(u )(t)j g:
We require the following trivial lemma. A for all > 0.
Proof. Since u (t) = P(K(u ))(t) either G(u )(t) = 0 or u (t) = P(K(u ))(t) 6 = (K(u ))(t). Hence if t 2 then u (t) is the image under P of a point outside of U and therefore u (t) 2 @U. This means that t 2 A as asserted.
Recall that we denote by the Lipschitz constant for K in the set N, therefore = 1 + is the Lipschitz constant for G in N. We have Proof. Let 0 < = be small enough so that that (2.8) implies that u 2 N. Note that for t 2 (u), jG(u )(t)j jG(u)(t)j ? ? > 0: Hence t 2 ?
A and the proof is complete. The next lemma will enable us to estimate the size of R(u). Lemma 2.7. Let Assumption 2.4 hold. There is c 3 such that for all > 0
and hence, by (2.10) from Assumption 2.4, dist(t; @A ) < =c 1 . Hence S\A E =c1 .
If t 2 S \ I then (2.10) from Assumption 2.4 implies that dist(t; A ) < c ?1 1 and therefore S \ I E =c1 . Hence S E =c1 and therefore
This completes the proof with c 3 = c 0 c ?d 1 . Proof. Let t 2 2 A . Without loss of generality we may assume that u (t) = u max (t) and K(u )(t) u max (t) + 2 . Since ku ? u k < 1 K(u)(t) K(u )(t) ? 1 u max (t) + 2 ? 1 > u max (t): Hence P(K(u))(t) = u max (t) = u (t). Therefore ju(t) ? u (t)j = ju(t) ? P(K(u)(t))j = jF(u)(t)j kF(u)k X :
This completes the proof. Proof. We let 2 = 1 for now. We will reduce 2 as the proof progresses. Let = ku ? u k X 2 and let kF(u)k X = . We will estimate in terms of in the course of the proof in a way that can be applied to show = O( ). Without loss of generality we assume that < as if that is not the case the lemma holds with K = 1. We decompose the projected gradient map into three parts u ? P(K(u)) = I (u ? P(K(u))) + R(u) (u ? P(K(u))) + Recalling that We will obtain a similar estimate for ke R k X and then apply these estimates to obtain the conclusion kek X = O( ). Let = R(u) F(u). 3. The Algorithm. In this section we describe our Newton like iteration in broad terms. The details of an e cient implementation will be presented in x 4.
Our rst task is to formulate the projected Newton iteration and analyze its convergence properties. Following that it is easy to describe the class of algorithms that we implement.
Assume that the assumptions of Theorem 2.11 hold. Let u c 2 C be such that ke c k < 2 , where e c = u c ? u . We let kF(u c )k X = c : Let p 2 (0; 1). We de ne the sets A c = ft j P(K(u c ))(t) 6 = K(u c )(t); jG(u c )(t)j p c g I c = ft j P(K(u c ))(t) = K(u c )(t)g R c = ft j P(K(u c ))(t) 6 = K(u c )(t); jG(u c )(t)j < p c g (3.1) Note that the point evaluations required to to determine the sets A c , I c , and R c are well de ned since u c 2 C. Note also that I c is a closed set because u min and u max are continuous. To complete the proof, note that if t 2 A c then K(u)(t) 2 @U(t). As ju (t) ? P(K(u ))(t)j = jP(K(u))(t) ? P(K(u ))(t)j ke c k X < we must have u (t) = P(K(u))(t) = u 1=3 (t) for t 2 A c . This completes the proof.
The set R c is small. This is made precise by the following lemma. Lemma The last estimate follows from the assumption that ke c k X < 1= which implies that c < 1. Therefore R c ft j dist(K(u c )(t); @U(t)) < 2 p c g ft j dist(K(u )(t); @U(t)) < 2 p c + ke c kg ft j dist(K(u )(t); @U(t)) < 2 p c + K c g ft j dist(K(u )(t); @U(t)) < 3 p c g:
The last estimate above follows from (3.5). The conclusion of the lemma is a direct application of Lemma 2.7. A c will serve as the approximation to the active set. An immediate corollary of Lemmas 3.1 and Lemma 3.2 is a theorem on identi cation of the active set. The reader should compare the following lemma with (2.18) and (2.19), which used a similar decomposition of to obtain a similar result. Lemma The rst assertion therefore holds with
The second assertion follows from Assumption 2.2 with
This completes the proof.
The algorithms we implement replace G 0 Ic (u c ) ?1 in (3.2) with an approximation. The behavior of these algorithms is described by the next theorem, which is a direct consequence of Theorem 3.5. We incorporate an estimate of the set I c using a \coarse mesh" approximation.
We consider a sequence of approximations fK m g to K. We refer to the equation and then to use interpolation to approximate the solution to (4.2). The matrix-vector products that are required by GMRES are done with a forward di erence approximation to the action of the Fr echet derivative. As our assumptions on the family fK l g will guarantee that the condition number of I ? K 0 l (u l ) is bounded independently of l, the results in 18] guarantee that the behavior of a GMRES iteration will be mesh independent in the sense of 1].
The theory in 16] allowed for inaccuracy in the evaluation of K L , which can be introduced, say, by the control of relative and absolute errors in adaptive integration codes or ODE codes like DASSL. In 16] we showed how one should adjust this accuracy to take into account the expected error ku L ? u k X . That analysis can be incorporated here in a direct way in the evaluation of the di erence approximations to directional derivatives K(u) 0 w that are required by both the Atkinson-Brakhage algorithm in the approximation of K 0 L at the ne mesh level and the solution of (4.2) by Newton-GMRES iteration. In 16] the analysis was made complicated by the numerical Jacobian and additional accuracy was needed in the coarse mesh function evaluations. The use of GMRES eliminates some of that complexity. As in 16] the use of inaccurate function evaluations introduces an absolute error in the iteration. Making this absolute error smaller as the iteration progresses means that the convergence rate of the algorithm becomes r-linear. This leads us to the rule to thumb that h l = O(~ N l ) as a guide to selection of the accuracy required by a coarse mesh function evaluation. Also we get insight into the tolerances~ and l = O(h l ) from (4.7). If a Newton-GMRES 8] iteration is used the Theorem 3.7 and analysis above provides guidance in the choice of h c as a function of N c and c , where c is the factor in (3.11). In the computations reported below, we set c =~ = :001 with a view toward making~ N l C 1 and n small.
The overall e ect of the GMRES approximations is to introduce a relative error of O(~ N l + h l + h L ) into the approximate Newton iteration and if~ N l + h l + h L is su ciently small the overall rate of r-linear convergence will be preserved. Approximating F L will introduce an absolute error of L and accordingly L should be reduced as the grids are re ned to approximate the expected truncation error. Note that it is not necessary to approximate K L (u c ), which is used in the evaluation of F L , and the perturbations used in the approximation of K 0 L to the same accuracy. We use an accuracy of l for the perturbed evaluation since that does not change the size of the relative error in B ?1 l .
As in 16] for an example we consider maps K de ned by K(u) = ?d(t; 1)= ; In the computations we set the right hand sides and boundary conditions so that the solution to (4. Newton-GMRES and the Atkinson-Brakhage iteration, only one outer iterate was required for termination at the higher mesh levels. After that the mesh spacing was halved and the iteration continued. The initial iterate was u 0 = P(u(t) + sin(t)(t ? :5)t): controls the size of the initial iterate error and was reduced as is reduced. The number of points in the coarse mesh N l is increased as is reduced.
In the tables that follow we report the norm n of F L at each iterate n and for the nal iterate (n=1) at each level the ratio 1 = 0 and the number of GMRES iterates I G required for (3.11) to hold in the case of Newton-GMRES or needed to solve (4.2) in the case of the Atkinson-Brakhage iteration. In the header for each table we report , , l, and the computation time T C in seconds. All computations were done an the CRAY Y-MP at the North Carolina Supercomputing Center running UNICOS 6.0. All codes were written in CRAY FORTRAN cft77 version 5.0.0.0. Computation times were taken from the output of the CRAY hardware performance monitor.
We report on two methods of solution. The rst, reported in Tables 4.1, 4 .2, 4.3, and 4.4, is a direct Newton-GMRES approach which satis es (3.11) with a GMRES iteration, using c = :001.
In Tables 4.5, 4 .6, 4.7, and 4.8, we report the results of the Atkinson-Brakhage algorithm using~ = :001.
In both methods a ne mesh function evaluation was used to test for termination. A more e cient approach would be to see if the function norm at the next ner mesh has the predicted size of half the initial evaluation at the previous mesh. This would not avoid the ne mesh function evaluation to test for termination at the nest and ultimate mesh. Hence at least four ne mesh function evaluations per level were done, one to compute K(u c ), one to compute K(u 1=3 ), one to compute u + = P(K(u 2=3 )), and one to test for termination. The Newton-GMRES required one additional ne mesh evaluation for each inner iterate, while the Atkinson-Brakhage required a low accuracy (i. e. using l instead of L ) ne mesh function evaluation to compute K 0 L (u c ) via a di erence in (4.1) and at most a few coarse mesh evaluations for the GMRES iteration. This accounts for the advantage in the Atkinson-Brakhage method, which, as the tables show, executes in roughly 60% of the time of Newton-GMRES. Note that for the computations reported in the tables that required more GMRES iterations in the inner iteration of Newton-GMRES, the advantage of the Atkinson-Brakhage method was larger. Having said that, the nested iteration form of Newton-GMRES is still a fast algorithm for compact xed point problems since the number of inner iterations required at each mesh level is bounded independently of the mesh size. 
