Consider the following problem: given an upper triangular matrix A, with rational entries and distinct diagonal elements, and a tolerance 1, decide whether there exists a nonsingular matrix G, with condition number bounded by , such that G ?1 AG is 2 2 block diagonal.
Introduction
Classical (discrete) complexity tools have often been applied to the analysis of numerical problems (see, e.g., 9]). Recently, interesting results have been obtained for relevant problems in numerical linear algebra and scienti c computing 10, 11, 12] . What is especially interesting here is the tradeo which emerges between complexity and the numerical accuracy achievable.
In this paper we focus on the problem of reducing a general n n matrix A to block diagonal form by means of transformations of the type G ?1 AG, called similarity transformations. This problem has been addressed by any authors (see, e.g., 1, 3, 5] ). Actually, a block diagonal decomposition G Computing the matrix powers is in turn important to compute a number of matrix functions, such as the matrix exponential, which arise, e.g., in control theory. Also, the decomposition has many applications in the theory of linear operators (see 8] of this approach is the possibility that the transforming matrix G be ill conditioned, which would make the blocks of G ?1 AG sensitive to perturbations of A's coe cients 1 3, 6] .
It is then interesting to study the complexity of nding well conditioned similarity transformations to block diagonalize arbitrary square matrices. Unfortunately, the problem appears to be di cult. In fact 7] proves that, for matrices with rational entries, the following decision problem is NP-complete.
DICHOTOMY
Instance: An upper triangular matrix A 2 R n n with distinct diagonal elements, and a tolerance 1.
Problem: Does there exist a nonsingular matrix G with condition number less than or equal to such that G ?1 AG is 2 2 block diagonal ?
The NP-completeness of DICHOTOMY clearly implies that the general problem (i.e. when A is an arbitrary square matrix) is NP-hard. We could still argue, however, that the di culty stems in the numerical properties of the matrix A, e.g., in A having large entries or entries of very di erent magnitudes. Note, in this respect, that the proof of hardness in 7] is a reduction from SUBSET SUM. The latter is solvable in pseudopolynomial time, and hence its di culty stems in the occurrence of large numbers (that appears also in the matrix A resulting from the reduction).
In this note we show that DICHOTOMY is actually NP-complete in the strong sense, and hence that it can very well be hard even if A is a well scaled matrix with entries of small magnitudes.
2 Strong NP-completeness 
DICHOTOMY is strongly NP-complete
It is easy to see that DICHOTOMY 2 NP. We prove that it is strongly NP-complete by exhibiting a pseudopolynomial reduction from 3-PARTITION, which is a well-known strongly NP-complete problem 4]. In Section 3.1 we derive I 0 from I; in Section 3.2 we prove some technical lemmas; in Section 3.3 we show the reduction from I to I 0 is a correct pseudopolynomial reduction.
Determination of A and
Let us consider a 3-PARTITION instance I = (M; B) with M = fa 1 ; : : : ; a n g and n = 3m. Remark The explicit computation of the matrix A can be done via matrix inversion (i.e. the computation of G ?1 ) and matrix multiplication. In turn, the inversion of G involves the inversion of diagonal matrices only. Hence, it is not hard to see that the numbers generated during this computation will not exceed certain polynomials in the entries of G and the numbers 1= ; 1= , and 1=!.
Preliminary de nitions and results
Lemma 1 ( 7] ) Let A 2 R n n be an upper triangular matrix with distinct diagonal elements i , i = 1; : : : ; n, and let G be a nonsingular upper triangular matrix such that G ?1 AG = diag( 1 ; 2 ; : : : ; n ):
For some xed 1 k n ? 1, partition G as
where E 2 R k k , F 2 R k (n?k) , and K 2 R (n?k) (n?k) . For S f1; for every 1 i n.
2. x 1 + x 2 + + x n n and x i 6 = 0 for i = 1; 2; : : : ; n. Since x 6 = e, we actually have x 1 + x 2 + + x n n + 1 and hence H i ( x) ?1 + f 1 + + f n?1 + 2f n = f n > 1 ? (n ? 1)f 1 = 1 2n?1 for every 1 i n. 3. x 1 + x 2 + + x n n and x j = 0, for at least some 1 j n. It Clearly any 3-partition of M can be identi ed with a suitable subset of f1; 2; : : :; dg, which identi es triplets in T B . In the following we will say that a transformation G S corresponds to a subset P of T B , and thus, possibly, to a 3-partition, if S = f1g fi + 1 : i 2 Pg.
Due to space limitations we only prove that if 3-PARTITION has solution`yes' and P is a 3-partition of M then the transformation G S corresponding to P satis es k(G S ) . The opposite implication can be proved in a similar way (the details appear in 2]).
We partition the matrix G as To complete the rst part of the proof, we must now show that the set S which determines the similarity transformation with minimum condition number indeed corresponds to a 3-partition. 
