Surface electromyography (sEMG) signal is one of the widely applied biological signals in the research field of the force intention prediction. However, due to the severe cross-talk issue of sEMG signals during fine hand contractions, few studies have related sEMG to multiple degree-of-freedom (DoF) force prediction of individual fingers simultanously. Accordingly, this study proposed methods mainly based on neural networks: Convolutional neural Network (CNN) and Recurrent Neural Network (RNN) to achieve better prediction results. Several improvements on traditional methods are also proposed in this article such as: Common Spatial Pattern (CSP), Softmax function and several new channel selection standards to solve the cross-talk issues for the estimation of EMG-force during multiple finger contractions. High-density sEMG signals of forearm extensor muscles were obtained, and experimental data from seven able-bodied subjects were analyzed. Subjects produced 1-DoF and Multi-DoF forces up to 30% maximum voluntary contraction (MVC). Then, the root-mean-square values of sEMG were related to joint force. To realize a better practical use, the EMG-to-force models were trained with minimal numbers of trials (using 1-DoF trials only), then assessed on multi-DoF trials. Our results showed that the proposed modifications on traditional method also made an improvement on the prediction results. Our findings suggest that Multi-DoF control for individual fingers with minimal training procedure (using 1-DoF trials only) may be feasible for practical use. Furthermore, methods based on neural networks greatly outperform traditional methods and the combination of CNN and LSTM showed the best performance.
I. INTRODUCTION
Since the research of relationship between surface electromyogram (EMG) and force proposed by Inman et al. in 1952, a diversity of studies have contributed to this research field to improve the precision of the EMG-toforce model [1] , [2] , which includes: developing models to describe the non-linearity of the relationship [3] , establishing models for the joint using agonist and antagonist muscle activations [4] - [7] , decreasing the variability of the processed EMG signals [8] - [13] , removing various noises and artifacts [14] , considering the influences generated by different joint angles [15] , developing individual system identification The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan. methods for a specific subject [3] , [16] - [18] , etc. These researches have been used in wide application areas, such as: ergonomics [19] , human-robot collaboration systems [20] and motor control [21] .
However, most studies in this research field have been limited to the control of single degree-of-freedom (DoF). It may become problematic for most manipulation tasks involved with multiple joints in the daily life, which requires simultaneous force generation from multiple muscles. Accordingly, recent studies have tried to investigate the EMG-to-force relationships under multi-DoF situations [22] . These studies have succeeded in revealing that multi-DoF force prediction for the upper limb can be realized by linear models using the sEMG data collected from forearm muscles. However, they have also established the findings that the good performance of the multi-DoF force estimation can be only achieved when the EMG-to-force model was trained using the same DoF trials. For example, if only 1-DoF data were used to train the model, the prediction error would increase greatly when testing on multi-DoF contractions. The potential reason is that the EMG signals from each DoF can be influenced by cross-talk muscle signals generated from other DoFs. This issue becomes more critical when it comes to fine motor control studies (e.g. finger contractions/movements). Therefore, distinct models require to be trained to solve the specific cross-talk issues for each DoF combinations. However, since the number of DoFs for upper limb could reach up to five or even more (e.g. considering each finger as an independent DoF), the corresponding number of all possible multi-DoF combinations could be substantially large. In practical applications, it is impossible to train the models for all the combinations of possible DoFs within a short period of time. Therefore, it is significant to research on only using single DoF data to realize the multi-DoF force predictions.
To improve the multi-DoF EMG-to-force model with minimal training trials (1-DoF trials only), two techniques have been proposed in this research. First, since the high-density EMG recordings can provide spatial information of multiple muscle activations [23] , it could be a possible solution to reduce the cross-talk issue generated from different muscles. Therefore, the high-density EMG technique was also used in this research.
Second, from the results of the previous researches on traditional processing procedure, the optimal parameter selection are challenging [22] , which has benn described in Fig. 2 in the next section. For a specific subject it is difficult to optimize all the hyper-parameters (e.g. channel selection, model selection, etc) for the model training, which may cause sub-optimal learning performance. Therefore, neural networks are suitable here for performing regressions in force prediction. There has been many researches on using various nerual networks for regression problems such as: using deep CNN to make speed regression based on the acceleration data [24] ; comparing traditional joint learning methods and CNN on the tasks of clinical score regression [25] ; Applying deep RNN to on-line music mood regression [26] ; etc. Therefore, due to the powerful function of neural networks, it is promising to apply them on the multi-DoF force prediction.
Accordingly, this study has researched on using 1-DoF data for training to make predictions of 3-DoF force (index, middle, and ring combined with little). In this article, firstly two novel channel merging methods and a new channel selection standard were proposed where the Common Spatial Pattern (CSP) [27] and the Softmax function were involved. Then we proposed two neural network models based on Convolutional Neural Network (CNN) and Long-Short-Term Memory Network (LSTM) for regression. Two traditional methods [3] used in this paper are the standard approaches to the EMG-to-force studies which can be regarded as the state-of-the-art methods. Results in this article have inferred that the proposed improvements on traditional methods for the multi-DoF finger force predictions were generally more effective and the proposed two neural networks had succeeded in significantly outperforming other methods.
II. MATERIALS AND METHODS

A. EXPERIMENT 1) EXPERIMENT SETUP
After the written informed consent was provided, seven intact subjects (three females, four males; aged from 18-36 years old) participated in the experiment. The experimental protocol was approved by the Institutional Review Board of Fudan University, Shanghai.
During the experiment, subjects were asked to sit comfortably on a chair and place their dominant forearm on the table, with their hand palm parallel to the table surface. Their fingers (Index, Middle, Ring and Little finger) were cuffed by a thermo-formable plastic mold and tightly attached to four S-type load cells. Every load cell measured the force of one individual finger.
Before placing the electrodes on the subjects' forearm, the skin surface was cleaned by alcohol pads. Note that since there were no flexion contractions performed in this study, only sEMG signals from the extensor muscles were collected. A high-density electrode array with 20 × 8 = 160 channels with the inter-electrode distance of 1cm which was applied with electrode gel was placed over the extensor digitorum muscle from elbow to wrist as Fig. 1 A part shows. Then, the sEMG signals were collected by Quattrocento systems (OT Bioelettronica, Torino, Italy) with a gain of 1000, sampling rate of 2048 Hz, and a band-pass filter at 10-900 Hz.
2) DATA COLLECTION SETUP
After a short warm-up, the maximum voluntary contraction (MVC) values of finger extension were measured during which the subjects were instructed to extend each finger separately up to maximum force and maintain that force for 3-4 seconds. Then, the mean of the plateaued portion of the force data was calculated as the MVC. Note that since it is difficult for subjects to extend ring with little finger without any co-contraction, the contractions of the two fingers were combined to be one DoF. Therefore, there were three different DoFs including finger extension for index, middle, and ring with little denoted as (ring-little).
Then, subjects began to perform 1-DoF trials complying with the MVC measurement rules above. After several practice trials, the subjects were asked to extend the three fingers separately at 30% MVC and maintain the force for 10 seconds. Finally, the subjects were instructed to perform the 3-DoF contractions alternately in a sequence of index, middle, ring-little finger. Specifically, there were no time overlap between different DoFs, and each DoF lasted for 5s (see Fig. 1 B part) . During each trial, the force feedback was visually provided in real-time through a Matlab-built program. The subject was asked to minimize the co-contraction for undesigned DoFs as possible. In addition, each task included four repetitions. And there was a two-minute rest between two trials to avoid muscle fatigue. Overall, 17 trials (1-DoF trial: 12; 3-DoF trial: 5) in total were performed for each subject in the experiment. The data were analyzed on MATLAB (The MathWorks, Inc., Natick, MA), TensorFlow and Python3 (for training neural networks). The main steps of EMG estimator for the force prediction was computed as follows. Firstly, a notch filter at 50Hz was applied to remove the power line interference. Secondly, data were band-pass filtered (Butterworth, 10-900Hz) to remove high-frequency noise, motion artifacts, and DC noise. Thirdly, the root-mean-square values (RMS) values of the filtered data were calculated using a 200 ms smoothing window with a 100 ms moving step as the estimate of the EMG amplitude. Fourthly, different methods were used to predict the measured force using the EMG estimator. The methods proposed in this study were considered from two aspects: 1) how to select and merge the EMG estimator from the 160-channel EMG recordings; and 2) how to model the EMG estimator and the measured force. Only 1-DoF trials were used for training to calculate the coefficients of the models. In addition, the outliers of the training data of each trial were removed in advance by the K-means algorithm. Finally, the 3-DoF trials were used for testing to evaluate the performance of the model, where Root Mean Square Error (RMSE) between the predicted and measured force was calculated to evaluate the testing results. The models used in this study were described in the following subsections, including traditional methods, improved methods, and neural network based methods.
3) DATA PROCESSING
B. TRADITIONAL METHODS
In this article, one traditional channel selection standard and two traditional channel merging methods proposed in our previous studies were used for force estimation as references.
For the channel selection standard, the traditional standard selected the channels (from 1-DoF trials) with high RMS values stepwise. Specifically, Fig. 3 shows the RMS heat map during each DoF contraction of one subject. From Fig. 3 , the EMG signals were highly localized during single DoF finger contraction, where the channels with low signal energy usually contained background noise or cross-talk signals from other undesired DoFs. Also, this standard can effectively identify the useful data for different DoFs and decrease the computation cost. The channel with the highest signal energy was first selected. The stepping procedure proceeded until all channels with RMS values higher than 60% of the highest RMS value were selected. Using larger number of channels can obtain more data information and smooth the EMG estimate, but may also involve more cross-talk signals causing interference. Therefore, to identify the optimal number of channels, identical modeling was separately performed for each number of selected channels during stepwise procedure. This selection standard was denoted as Energy (E) in the remaining parts of this article.
Next, for the two traditional channel merging methods, the methods directly related the RMS values in each channel (from 1-DoF trials) with the measured force as the evaluation criterion. The first one is to average the windowed RMS values of all the selected channels into one time-series feature (input) to perform a one-dimensional fitting with the force (output). In the second method, the time-series feature of each selected channel was considered as an individual input to perform a multi-dimensional fitting. The two methods were denoted as AVG and Multi-dim in the remaining part of this article, respectively.
C. IMPROVEMENTS ON TRADITIONAL METHODS 1) STANDARD OF ENERGY DIFFERENCE
In terms of the channel selection standard, the article proposed one new standard using the difference of the RMS values between different DoFs in the channels combined with the forward stepwise method. The evaluation criterion in this standard used the difference between the RMS value of the target DoF and the sum of the RMS values of the other two DoFs, instead of directly using the RMS values described above.
The higher differential RMS value represented that the channel mainly contains the EMG signals from one DoF but few from the other DoFs. Therefore, through avoiding selecting the data in certain channels (mainly localized in the overlapped regions), we can expect that the new standard can outperform Energy as for the aspect of cross-talk suppression. Note that the same forward stepwise procedure was applied in this standard. This improved standard was denoted as Energy difference (Ediff) in the remaining parts. Note: in this situation, the channels were pre-selected where channels with RMS values higher than 50% of the highest RMS values were selected out first. Then the selected channels were selected stepwise by Ediff standard.
2) COMMON SPATIAL PATTERN
Next, this article also proposed two new channel merging methods to rescale the values of EMG estimator in the selected channels: Common Spatial Pattern (CSP) and the Softmax function. This section briefly introduces the CSP method which calculates spatial filters for multi-channel signal classification.
Let X be the input data in each channel with dimensions M *N . M is the number of the channels selected and N is the sampling points. Suppose that there are two classes of data presented as: {X 1 1 , X 2 1 , . . . , X n 1 1 } and {X 1 2 , X 2 2 , . . . , X n 2 2 }. X 1 represents the data of the target DoF contraction, and X 2 represents the data of other DoFs which may bring cross-talk signals. Note: The DC component of X has already been removed in each channel. Then, in order to extract the differences pattern for the target contraction from contractions of other DoFs in terms of energy, we may design the objective function as the following form:
C i is the mean autocorrelation matrix of the samples in Class i. Now the optimal spatial filter is calculated to maximize the ratio of the energy in the two classes by maximizing J . Then, through singular value decomposition of C 1C2 −1 , the filter pair can be calculated as:
λ i is the ith largest eigenvalue, and ω i contributes to the ith largest value of J . Now we can choose the filter (pairs) from the feature vectors ω i . In this study, to get the largest value of the objective function J , the ω i that contributes to the largest eigenvalue is selected as the filter. Therefore, by applying the selected filter, the calculated time series can be presented as:
where X sel is the data in the selected channels.
3) SOFTMAX FUNCTION
Softmax function applied in this article was also to calculate the weights. It can be formulated as below:
where e i are the reciprocals of the ranking of the channels based on Energy standard. The outputs P i are used as the weights. The Softmax function normalizes e i into the range (0,1).
D. NEURAL NETWORKS 1) PROPOSED NETWORK MODELS
This article proposed two types of neural networks, the structure and the hyper-parameters are displayed as the following Fig. 4 . For the high-density sEMG signals, the 20*8 arrays of signals could be regarded as images. Therefore, the commonly used CNN network in image processing can be reasonably expected to have a good performance on the research, since it shows advantages in extracting spatial features from the data. Furthermore, the contraction force at one time has the relationship with the status of the previous timings. Therefore, the LSTM network structure was applied to extract the domain features in the second network model, since it has been validated as an efficient approach for the training of time-series correlated models [28] . 2) The learning rate for both models is 0.00005 with a decaying rate of 0.995.
2) TRAINING PROCESS OF THE NEURAL NETWORKS
After the removal of the outliers, every data point in the 1-DoF trials of a certain subject was used as a training sample input to the network. Note: in each 1-DoF trial, the force data of other two DoFs were set to zeros although there might be few unconscious co-contraction from other fingers. In the training process, the RMSE of the real force values and the predicted values were minimized by a back-propagation algorithm in order to update the internal parameters of the current network. The training process contained several epochs, each of which included 10 training steps. At the end of each epoch, the current RMSE value was checked: if the error was lower than the 0.1N threshold, the training procedure was thought to be converged and then terminated. Otherwise, the process was forced to be terminated after 50 epochs (500 training steps). The main hyper-parameters and the network structure are displayed in Fig. 4 . Note that since different subjects may have different MVCs and contraction modes, the trained models in this article were customized for each subject but with the same fixed hyper-parameters for different trials of the same subject.
3) STATISTICS CALCULATION
The statistical differences of the results were tested with SPSS 21 applying multivariate repeated measures analysis of variance (RANOVA). All possible significant differences and interactions were assessed. The post hoc comparisons were also performed using paired t-tests with Bonferroni correction if necessary. Normality of the residuals was tested for each of the primary RANOVAs in Results Sections 3.1 and 3.2 (below), using the Shapiro-Wilk test. The three main factors were cross-compared, including DoFs, channel selection standards and channel merging methods. The vast majority of the tests affirmed normality (p > 0.05). To pursue one consistent set of statistical tests and because tests of normality have low statistical power when applying on smaller sample sizes [29] , the use of RANOVA was considered appropriate. In addition, the sphericity assumption was also tested. If the degree of sphericity ( ) was <0.75, degrees of freedom was adjusted by the method of Greenhouse-Geisser; and otherwise, it was adjusted by the method of Huynh-Feldt introduced by Girden in 1992. The significance level was set as p = 0.05.
III. DATA AND RESULTS
In this section, the results of a specific method were evaluated based on two metrics: 1) averaging all RMSE values across different numbers of selected channels; and 2) selecting the minimum RMSE value under a certain number of channels. The mean RMSE was used to characterize the overall performance of a method, whereas the minimum RMSE represented the best performance of the method. For example, Fig. 5 and Fig. 6 show the prediction RMSE using the two standards and the four channel merging methods under different numbers of channels selected for a representative subject. For example, in the first sub-figure (Index) of Fig. 5 , we can know that when performing prediction on index finger using CSP, the averaging results under all the channel numbers were better than those under AVG, which can be revealed in the mean RMSE; and the minimum RMSE value appeared at the channel number 9 (or second lowest: 5) is significantly lower than others, which can represent the optimal situation of the current method under suitable number of channels selected.
Furthermore, two types of RMSE results were evaluated: the overall RMSE and cross-talk RMSE. The overall RMSE was for the entire time period while the cross-talk RMSE was defined as the difference between the predicted force and the zero-force line during the time periods of contractions of other DoFs (because theoretically no contractions were supposed to exist except from mechanical linkage in there periods of time). The cross-talk RMSE aimed to represent the cross-talk suppression ability of a certain method. Fig. 7 shows an example of the force prediction performed on one test trial for Subject 7. For example, in the prediction of index finger, the first one-third time period is for the contraction of Index finger. Therefore, the cross-talk RMSE for Index finger is the value difference between the zero-force line and the predicted force in the remaining two thirds of time period.
A. RESULTS OF IMPROVEMENT ON TRADITIONAL METHODS
First, Fig. 8 shows the mean and minimum RMSE values about the comparisons of the overall testing RMSE of the VOLUME 8, 2020 two channel selection standards for each DoF of the all seven subjects (Note: the blue circles on each bar refer to the RMSE values of the trials of the seven subjects). Four two-way RANOVAs of RMSE (factors: fingers; channel selection standards) were performed for the AVG and Multi-dim methods separately under two distinct RMSE metrics. The main statistical results showed that: 1) the channel selection standard was significant (p < 0.05) for the AVG channel merging method under both metrics, 2) no significance was found (p > 0.05) for the Multi-dim method, and 3) no significance was found for fingers. The post hoc comparisons further showed the proposed Ediff channel selection method was better than E.
Second, Fig. 9 shows the results of comparing different channel merging methods under the traditional channel selection method. For the mean values, the two-way RANOVA (Factor: fingers; Channel Merging Methods) showed that the different channel merging methods was significant [F(1.709, 10.254) = 7.548, p gg = 0.002]. Specifically, the post hoc comparisons showed that: 1) the Softmax weighting can lead to significantly lower error compared to the two traditional methods (p < 0.05); 2) CSP can significantly outperform AVG (p < 0.05). For the minimum values, CSP has a significant advantage over both AVG and Multi-dim (p < 0.05).
Thirdly, as mentioned before, the cross-talk RMSE caused by contractions of other DoFs was also calculated. Similar as the presented results above, Fig. 10 shows the mean values and minimum values of the cross-talk RMSE using different channel merging methods. For the mean RMSE values, the statistical results showed that the two improved method CSP and Softmax significantly outperformed the two traditional methods AVG and Multi-dim for index and ring-little fingers (p < 0.05). For the minimum RMSE values, the RANOVA and post hoc results showed that the CSP significantly outperformed the two traditional methods for index and ring-little fingers (p < 0.05).
Fourthly, Fig. 11 shows the mean and minimum values of the cross-talk RMSE using the two channel selection standards. For the mean cross-talk RMSE, Ediff outperformed the traditional Energy standard under AVG (p < 0.05) but failed to make improvements under Multi-dim method (p < 0.05). However, when concerning about the minimum cross-talk RMSE, the statistical results showed marginal difference under AVG (p <= 0.05) but no significant difference under Multi-dim: [F(1, 6) = 2.276, p gg = 0.182].
B. RESULTS OF PROPOSED NEURAL NETWORKS
Finally, the results of using the two types of neural networks in Fig. 9 were added in the statistical comparisons. Note that since the neural networks used all 160 channels for force prediction to obtain optimal results, only minimum RMSE values of traditional methods were evaluated along with the results of neural networks. For the overall RMSE results, a significance of the methods was found [F(1.435, 8.61) = 15.000, p gg = 0.002]. Further post hoc comparisons showed that 1) the CNN+FC network had lower RMSE errors than AVG, Multi-dim and Softmax (p < 0.05), except for CSP (p = 0.135); 2) the CNN+LSTM network model exhibited a significant improvement over all the traditional and improved methods (p < 0.002). For the cross-talk RMSE results, similar conclusions were found with the significance of the method [F(1.658, 9.948) = 10.278, p gg = 0.005]. The post hoc comparisons further revealed that both networks outperformed AVG, Multi-dim and Softmax (p < 0.05) except for CSP.
IV. DISCUSSIONS A. ADVANTAGES OF USING HIGH-DENSITY EMG ELECTRODES
For the last several decades, a large number of studies and applications primarily used the conventional electrodes, since the electrodes have a simple hardware design. However, the use of conventional electrodes could generate a couple of problems when applied on the finer movement/contraction with a great number of DoFs (e.g. finger or wrist). First, each DoF of hand contraction is afforded by many small muscles in the forearm. The location of the muscles for a specific DoF varied across subjects. The optimal electrode site placement over those small muscles is challenging to achieve. Second, the conventional electrodes typically cover a large area of muscle activations. However, the activations from small muscles which control distinct finger forces are close with each other. This leads to the issue that the collected sEMG signals often consist of contributions from multiple muscles, which is also known as 'cross-talk'. The high-density EMG recordings can provide the spatial information of EMG activations during the fine hand contractions, allowing the feasibility of optimal channel selection and cross-talk reduction.
B. COMPARISONS OF PROPOSED METHODS
To improve the traditional methods used in our previous studies [3] , [22] , this study has proposed several improved methods that benefits from the use of high-density EMG signals to realize the 3-DoF force prediction trained with only 1-DoF trials.
For the channel selection standards, the proposed channel selection standard: Ediff succeeded in showing its significantly better performance for the AVG model but similar performance for the Multi-dim model. Compared with the traditional standards which used the channels based on absolute energy values, Ediff aimed to select the channels with the highest energy difference between the target DoF and the non-target DoF. Therefore, this channel selection can reduce the effects of cross-talk issue. However, on the other hand, we have also found that the effects of using this technique were different for the two traditional methods AVG and Multi-dim. One potential reason is that the absolute energy values of the selected channels based on Ediff may be low, which means those channels may not contain enough EMG information for force prediction. The AVG model could make up the shortcoming by averaging across all selected channels, whereas the Multi-dim model used each channel as an independent estimator.
For the two proposed channel merging methods, both CSP and Softmax function showed an improvement than the traditional methods generally. The CSP was proved to be able to realize better optimal results than other methods in the force prediction of index and ring-little finger but failed to make improvements on the force prediction of middle finger. During CSP weighting, the calculated spatial filter was a set of weights assigned to the selected channels by maximizing the objective function J . The weights represented different significance, which can emphasize the information from the contraction of the target DoF and suppress the interference from the signals of other DoFs. However, as Fig. 3 shown above, the activation region of middle finger was relatively independent from that of the other two fingers. Therefore, the force prediction of middle finger was less influenced by the cross-talk from the others. The remaining cross-talk between them can be reasonably regarded as mainly from mechanical linkage which is difficult to be suppressed by CSP theoretically. This can be an explanation to the worse performance of CSP during the force prediction of middle finger.
For the Softmax function, the results showed a generally good performance under all the situations (e.g. different fingers or numbers of channels). When comparing the results of AVG and Softmax, the fact can be found that under the standard E, the minimum RMSE results of AVG were slightly lower than those of Softmax, but in general, the mean values of the Softmax results were significantly lower than those of the AVG. The reason is that, just like the example in Fig. 5 , for each DoF, as the channel number increased, the RMSE of AVG firstly decreased and than increased. The optimal number of channels selected for each DoF was approximately 2 to 3 and the minimum RMSE value of AVG was usually slightly lower than the minimum RMSE of Softmax. Conclusion can also be made that the optimal channel number was 2 to 4 for the traditional method AVG.
Furthermore, the attempt of applying neural network for regression was successful as expected for the two proposed neural networks that both significantly outperformed the traditional and improved methods. Based on our results, several hyper-parameters required to be trained to obtain the optimal performance, such as channel selection, the optimal number of channels selected for each DoF and neuro-mechanical time delay. Therefore, it is difficult for a user to optimize all parameters in the practical use. However, the proposed neural networks are able to avoid the problem of complexity for the parameter selection. Furthermore, from Fig. 9 , it can be inferred that the proposed neural networks can achieve even significantly better force prediction accuracy than the optimal situation of the several traditional methods, since the CNN can capture the local correlation and spatial-invariance of the information. In addition, the weights in network are shared, and the number of parameters and complexity of the model are acceptable. Thus, CNN can extract effective network trained features. The network trained features can preserve the morphological information since the convolution kernels (filters) are 2-D tensors with a certain length (filter size), which try to match the spatial characteristics in the high-density EMG signals. Besides, the LSTM can grasp time series information in the EMG signals [30] , [31] . However, one limitation of the proposed neural networks is that the training procedure is time-consuming (approximately 30 minutes for each subject). Future work can build a subject-independent network structure to address the issue.
Lastly, the proposed methods in this study aimed to reduce the errors arisen from the cross-talk signals generated from the non-target DoF. Besides the cross-talk issue, other factors could lead to additional estimation errors. First, the force generated from the mechanical linkage cannot be estimated through the EMG signals. Therefore, the proposed methods within traditional processing methods cannot suppress this part of errors. Second, the relationship between the EMG amplitude and force is not strictly linear. The selection of regression models is also important where various models have been proposed to reduce the force prediction errors [4] , [6] , [8] , [9] .
V. CONCLUSION
In conclusion, this study made several improvements upon the traditional EMG-force prediction procedure and introduced neural network for regression into the research field of multi-DoF finger force prediction. In terms of the traditional methods, CSP has been proved to be able to gain a smaller minimum prediction error when the predicted DoF is highly influenced by the cross-talk EMG signals from the contraction of other DoFs, and Softmax function has a satisfying and stable performance among all the three DoFs. The proposed two network models both succeeded in suppressing the cross-talk from other DoFs and made great improvements to the prediction results where CNN+LSTM network has a more stable performance than CNN+FC network. Furthermore, the proposed channel selection standard: Ediff also has a significantly better effect under the channel merging method AVG. Since a great number of daily activities require simultaneous control of multiple body parts and minimal training procedures (e.g. only trained with 1-DoF trials), the results can guarantee better results in the related practical applications, e.g. in prosthesis or exoskeleton systems for fine finger force control.
Future work of this study may include the following aspects:
• Test on more subjects to make a further validation about the effectiveness of the proposed methods.
• Increase the degrees of freedom of the hand movement or test on more complex DoF contraction patterns (e.g. random force contraction).
