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Approximation with respect to what is now known as the 
Chebyshev norm was proposed by Laplace (1799) in a study of 
the approximate solution of inconsistent linear equations» 
However/ the first systematic investigation of the problem 
was carried out by Chebyshev (1854/ 1859/ 1881)0 The 
mainstream of the early theoretical investigation was the 
study of a restricted subset of an important general class 
of real linear problems. The members of this general class 
fall naturally into one of two distinct/ though related types?
(a) the discrete problem/ which can be formulated as 
a problem of solving an overdetermined set of 
linear equations/ and
(b) the continuous problem/ where a continuous 
function (of one variable) is approximated on 
the interval [a/b] of the real line by a linear 
combination of continuous functions.
The 'classical theory' imposes strong conditions of 
non-degeneracy on these problems/ and the solutions of 
this restricted subset are extremely well-defined.
Significant contributions to this theory were made by 
Young (1907), de la Vallee Poussin (1910, 1911, 1918, 1919) 
and Haar (1918)/ with most of the basic results established 
by 1920.
2Apart from the contribution by Remes (1934, 1935), 
and some interest in approximation in the complex domain 
(for example Walsh (1935), Sewell (1942)), no further 
important steps were made until the advent of electronic 
computers, when the large scale computation of Chebyshev 
approximations became possible. This led to further 
progress, in particular the development of theory for 
linear problems not satisfying the classical requirements 
(see, for example, Zuhovickii (1956), Cheney and Goldstein 
(1959, 1962, 1965), Lawson (1961) and Rivlin and Shapiro 
(1961)), although preliminary results were established by 
Kirchberger (1903) and Young (1907),
Despite the attention given to these problems, the 
classical assumptions have, until very recently (for 
example Descloux (1961), Bittner (1961), Osborne and 
Watson (1967)) continued to play an important role in 
the actual computation of Chebyshev approximations. The 
work described in Chapters 2 and 3 of this thesis is a 
contribution to the development of satisfactory techniques 
for computing these approximations free from the 
restrictions of the classical theory.
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Chapter 2, which is based on the work by Osborne 
and Watson (1967), is devoted to a study of the linear 
discrete problem» The classical theory is surveyed, and 
an algorithm due to Stiefel (1959) is introduced» This 
algorithm, which was developed within the framework of 
the classical theory, is shown to be equivalent to an 
algorithm based on a linear programming approach, the 
formulation of which is independent of the classical 
assumptions»
In Chapter 3, we consider the linear continuous 
problem» Again, the classical theory is surveyed, and 
the close connection with the classical theory for the 
discrete case is illustrated» An algorithm due to Remes 
(1935) is given which solves the general (non-classical) 
problem by considering a sequence of discrete problems»
The use of linear programming to solve the discrete 
problems appears to lead to difficulties when a certain 
case of degeneracy occurs; this situation is clarified»
Since many of the problems which occur in practice 
are nonlinear, we have also considered the problem of 
providing reliable and generally applicable algorithms 
for the computation of the corresponding nonlinear 
approximations» This is dealt with in Chapter 4» Results 
analogous to those for the classical linear case are 
presented, and an algorithm is given which is shown to
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converge under conditions which are often assumed to 
hold in practice*
The remainder of the thesis is devoted to the 
application of the theory and algorithms of Chapters 2,
3 and 4 to a large variety of problems0 Chapter 5 deals 
specifically with the approximation of explicit functions, 
while in Chapters 6 and 7 we consider an important 
application to the approximate numerical solution of 
differential equations* Two types of approach are 
considered, both of which yield a wide range of non- 
classical approximation problems* A large selection of 
differential equations, including partial differential 
equations, is covered by the method of Chapter 6, 
although the formulation of the method of Chapter 7 at 
present only embraces the solution of ordinary 
differential equations*
We begin by introducing some basic concepts and 
notation from the general theory of approximation, with a 
view to out1ining'the relevant existence and uniqueness 
theorems* We then specialise to the particular case 
with which we shall be concerned, viz* Chebyshev 
approximation on the real interval or a finite subset of 
it* Further details, together with proofs of the stated 
theorems, can be found in Cheney (1966)*
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Ini The approximation problem
Defini11 on 1 Let X be a set of elements (or points) and 
d a real-valued function defined for all elements of X In 
such a way that the following hold for all x, y, z e Xs 
(i ) dCx,x) = 0
(II) d(x,y) > 0  If x ? y
(ill) d(x,y) = d(y,x)
(I v ) d (x, y ) < d (x, z ) + d (z, y ) 0
Then the set X and the distance function or metric d 
together define a metric space.
On the basis of this concept, the basic problem of 
approximation theory can be formulated as follows^
Given a point g and a set M i n a  metric space, 
determine a point of M of minimum distance from g 0
Definit ? on 2 Such a point is called a best approximation.
A best approximation may or may not exist, and 
assuming existence, may or may not be unique0 in general, 
such closest points do not exist unless additional 
assumptions regarding the form of the metric space, or a 
subset of it, are introduced« Basic to these assumptions 
is compactness«
6 .
D e f i n i t i o n  3 A s u b s e t  K o f  a s e t  X I s  s a i d  t o  be compac t  
i f  e v e r y  sequence  o f  p o i n t s  i n  K has a subsequence  w h i c h  
c o n v e r g e s  t o  a p o i n t  o f  K 0
U s i n g  t h i s  c o n c e p t ,  we can s t a t e  a b a s i c  e x i s t e n c e  
t he o re m on t h e  b e s t  a p p r o x i m a t i o n  i n  a m e t r i c  s p a c e .
Theorem 1 . 1
L e t  K d e n o t e  a compac t  s e t  i n  a m e t r i c  s p a c e .  Then 
t o  each p o i n t  p o f  t h e  s p a c e ,  t h e r e  c o r r e s p o n d s  a p o i n t  o f  
K c l o s e s t  t o  p.
The c o n c e p t  o f  a normed l i n e a r  space i s  f u n d a m e n t a l  
t o  t h e  s t u d y  o f  many a p p r o x i m a t i o n  p r o b l e m s ,
D e f i n i t i o n  4 L e t  X be a s e t  o f  e l e m e n t s  x ,  y ,  z ,  . . .  
f o r  w h i c h  a d d i t i o n  and m u l t i p l i c a t i o n  by s c a l a r s  X, y ,  . . .  
i s  d e f i n e d .  Then X i s  a 1 i n e a r  space  i f  t h e  f o l l o w i n g  
ax ioms a r e  s a t i s f i e d :
( i ) x+y e X
( i  i ) x+y = y+x
( i  i i ) x + ( y + z )  = ( x + y )  + z
( i v ) X. x e X
( v) X . ( y . x )  = (X.  y ) . x
(Vi  ) (X + y ) . x = X. x + y . x
(Vi  i ) X. ( x + y )  s X. x + X. y
7 .
Def  t n i11 on 5 A r e a l - v a l u e d  f u n c t i o n  w h i c h  i s  d e f i n e d  on 
t h e  e l e m e n t s  x ,  y , . . .  o f  a l i n e a r  space X i s  c a l l e d  a norm 
o f  X and i s  d e n o t e d  by | | x | | ,  | | y | | ,  . . .  i f  i t  s a t i s f i e s  
t h e  c o n d i t i o n s
( i )  I I x I  I > 0 u n l e s s  x = 0
( i i )  I I x x I I = I x l  I I x | I where  \  i s  a s c a l a r
( M i )  I I x+y I I i  ! I x I I + I I y I I 0
A l i n e a r  space f o r  w h i c h  a norm i s  d e f i n e d  i s  c a l l e d  
a normed l i n e a r  s p a c e . In a normed l i n e a r  s p a c e ,  t h e  
f o r m u 1 a
d ( x , y ) = I I x - y | |  ( 1 . 1 )
d e f i n e s  a m e t r i c ,  as can e a s i l y  be shown.
An i m p o r t a n t  e x i s t e n c e  t he o re m f o r  l i n e a r  spaces  i s
Theorem 1 „ 2 R ie s z  ( 1 91 8)
A f i n i t e  d i m e n s i o n a l  l i n e a r  subspace  o f  a normed 
l i n e a r  space c o n t a i n s  a t  l e a s t  one p o i n t  o f  minimum 
d i s t a n c e  f r o m  a f i x e d  p o i n t .
Def  ? n i t i o n  b L e t  X be a normeu l i n e a r  space  w i t h  x ,  y 
e X. Then i f
I l x | I  = I I y I  I = I I  ± ( x + y )  I I ( 1 . 2 )
i m p l i e s  t h a t  x = y ,  t h e n  X i s  s a i d  t o  be s t r i c t l y  c o n v e x .
Wi t h  t h i s  c o n c e p t ,  we can now g i v e  a t h e o re m on t h e  
u n i q u e n e s s  o f  t h e  b e s t  a p p r o x i m a t i o n .
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Theorem 1 .3  K r e i n  ( 1 938 )
In a s t r i c t l y  convex normed l i n e a r  space,  a f i n i t e  
di mens i ona l  subspace c o n t a i n s  a unique p o i n t  c l o s e s t  to  
any g i ve n point . ,
1„2 Appr ox ima t i on  on the r e a l  i n t e r v a l
Let  B be a compact space and denote  by c [ bJ t he  l i n e a r  
space o f  cont inuous r e a l - v a l u e d  f u n c t i o n s  d e f i n e d  on B0
Def i n i t  i on 7 Let  f  e C [ß] . Then we d e f i n e  the  norm by
I 1 f 1 I = xm®XB l f ( x ) |  . ( 1 . 3 )
Th is  is the  Chebvshev norm (sometimes c a l l e d  the  
maximum norm or u n i f o r m  norm)»
I
We w i l l  be p a r t i c u l a r l y  concerned w i t h  a p p r o x i m a t i o n  
problems where B is t he  r e a l  i n t e r v a l  [a ,bj  or  a f i n i t e  
d i s c r e t e  subset  o f  i t .  Consider  the  problem o f  a p p r o x i m a t i n g  
to  a cont inuous  f u n c t i o n  f ( x )  in the range j a , b j  by a 
l i n e a r  c om bi na t i on  o f  p cont inuous f u n c t i o n s  <J>^(x), « ^ ( x ) , . »  
. .  <j>p ( x ) e Thi s  can be f o r m u l a t e d  as:
f i n d  a v e c t o r  a = (a. . ,  a 0, . . 0, a )"*" which mi n i mi ses
r \j ±  z. p
P
max I f  ( x ) -  E a.  <J>. ( x ) | ,  a £ x £ b 0 ( l a4)  
i = l  1 1
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(We will distinguish vector quantities throughout this thesis
by the underlining Any vector a is assumed to be a column
%
vector; the superscript ^ denotes the transpose).
This problem is called a 1inear continuous 
minimax approximation problem or (linear) continuous 
T°prob1em
If we replace the interval £a,b3 by a discrete set of 
values Xj, j=1,2,.0„,n>p, a < Xj < b, then we define the
prob 1em:
find a to minimise 
^ P
max I f (x . ) - E a <J). (x.) |, j=l,2,...,nj i=i 1 1 j (1.5)
DefInition 9 This problem is called a 1inear discrete 
minimax approximation problem or (linear) discrete T-problem 
corresponding to (1.4).
Definition 10 Solution vectors a to the problems (104) 
and (lo5) are called mini max
The discrete problem (1.5) is an approximation 
problem with respect to the vector norm defined on
x (x 2 * x 2 f
' V by
I IxI I = max Ix.I, i=1, 2 ,
n .
Remark 2 Although the existence of solutions to
these problems is guaranteed by Theorem 1,2, we cannot 
guarantee uniqueness without imposing additional 
assumptions, (It is shown in Chapters 2 and 3 that these 
are in fact the classical assumptions.)
Def ? nition 11 The minimum value of the norm defined by 
equation (1.3) is called the min max deviation.
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It is reasonable to suppose that if the discrete set 
of points Y = {yj} somehow fills out the interval A =
[a,bj , then the min max deviation of the discrete problem 
will approximate in a sense to the min max deviation of 
the continuous problem.
Definition 12 The dens ? tv of Y in A is defined by
I Y I max inf 6 e A y e Y Iy~6I .
Theorem 1.4 Motzkin and Walsh (1956)
If f (x), <f>.(x) e C [aJ , i =1, 2, . . ., p ,
min max 
a y e Y
P
I f (y ) — Z a . <J>. (y) | -► 
i “1
min max , .  * £ . , x . ,a 6 e A lf («>- E a.<t>. («) I
as IYI -*• 0 .
For nonlinear approximation problems/ the parameters 
to be determined enter nonlinearly. Consider the problem 
of approximating to a continuous function f(x) by a 
continuous function F(X/ ct^ / ot^ / •••/ ap) in the range 
j^ a/b]. This can be stated:
find a = a a )^ to minimise
%  i. C. P
max I f(x) - F(X/a) \ , a £ x £ b . (1.6)
%
This is the nonlinear problem corresponding to (1.4).
If we consider the discrete set of values x.7
J
j=l/2,00./n/ a < (x.) < b/ then the problemj
find a to minimise
'V
max I f(x.) - F(x./a) | / jssl/2/.../n (1.7)
J J *\j
is a nonlinear problem corresponding to (1.5). It is also 
a discrete problem corresponding to (1.6).
Remark 5 On the basis of Theorem 1.1/ the existence
of solutions can only be guaranteed if the set of 
approximating functions F(X/Cx) is compact. Though this is 
not generally true/ it is often assumed in practice that 




Remark 4 Further conditions on the functions F(x,a)
are required to ensure uniqueness« These are discussed in 
detail in Chapter 4.
A theorem, similar to Theorem 1.4, can be given for 
nonlinear approximation« The proof is similar to that for 
the linear case given in Cheney (1966).
Theorem 1,5
Let Y and A be defined as before 
f(x), F(x,a) e C [a^ ,
Then if
min max
a y e  %
Y I f (y) - F(y,a)| - m^n ^  A |f(6) - F(6,a)| ,a
as I Y I 0 .
Proof Let 6 e A and y e Y be such that
I 6 - y I < e.
If n (e,a) max1 6~y1 < e 1 F ( 6 / a) - F (y, a) 1 %
and W (e) = sup| 6 — y | < e 1 f (6) f (y) 1
then by the continuity of F and f,
n (e,cO - 0 a s  e + o ,
and w (e ) -*• 0 as e -*■ o .
Now let
min max 
a y e Y I f (y) “y T y lf(y) " F(y^ }|




and mi n  max | f  ( ö ) -  F ( 6 / a ) |  = max | f  (<5) -  F ( 6 , y ) |
a 6 e A % 8 e A %
= I I  f  -  F ( y ) | | A , s a y »
Then
I l f -  F ( 3 )  I I y < I l f -  F ( y ) 1 l A ( 1 . 8 )
I f  6 e A i s  such t h a t  | f ( 6 )  -  F ( 6 / B) |  i s  a maximum/
* \ j
and y e Y i s  such t h a t
16 -  y I < e /
t h e n
I l f -  F ( y )  | | =  m‘ °  I I f  -  F ( a )  I I.
% A a ^  A
< I I f  -  F ( 3 )  I l A
= I f  (6 ) -  F (6 / 3 ) I
'V
< I f ( 6 )  -  f ( y )  I + I f ( y ) -  F ( y , 3 )  I
'Xj
+ I F ( y / 3)  -  FC6 /3 )  |
'V  ^
< W(e)  + | |  f  -  F ( 3 )  I I v + n ( e / 3)
v a, * <\j
( 1 . 9 )
Thus,  f r om  ( 1 . 8 )  and ( 1 . 9 )  we have 
I l f -  F ( 3 )  I I y  -  I l f -  F ( y ) I I a as e -  0 ,
s i n c e  b o t h  W(e)  and f t ( e , 3 )  0 as e -► 0 0
T h i s  c o m p l e t e s  t h e  p r o o f 0
1 .3  I m p l i c i t  f u n c t i o n  a p p r o x i m a t i o n
In t h e  p r e c e d i n g  s e c t i o n /  we f o r m u l a t e d  c o n t i n u o u s  and 
d i s c r e t e  a p p r o x i m a t i o n  p r o b l e m s  f o r  e x p l i c i t l y  d e f i n e d  
f u n c t i o n s .  However /  we s h a l l  a l s o  be c o n c e r n e d  w i t h  
p r ob le ms  i n  w h i c h  t h e  f u n c t i o n  t o  be a p p r o x i m a t e d  i s  
d e f i n e d  i m p l i c i t l y  by an e q u a t i o n  o f  t h e  f o r m
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M( y ( x )  ) = f ( x )  , a < x < b ,  ( l o10)
w h e r e  M i s  an o p e r a t o r ,  y ( x )  i s  t h e  f u n c t i o n  t o  be 
a p p r o x i m a t e d ,  and f ( x )  e c [ a , b ] .
Though we s h a l l  n o t  assume t h a t  ( 1 . 1 0 )  has an a n a l y t i c  
s o l u t i o n ,  we s h a l l  demand t h a t  t h e  c o r  r e s p o n d i n g  p r o b l e m  i s  
w e l l - p o s e d .  O f t e n  y o r  i t s  d e r i v a t i v e s  w i l l  be r e q u i r e d  t o  
s a t i s f y  c e r t a i n  s u b s i d i a r y  c o n d i t i o n s .
D e f i n ? t i o n  13 I f  z ( x , a )  i s  an a p p r o x i m a t i o n  t o  y c o n t a i n i n g
'V.
f r e e  p a r a m e t e r s  a ^ ,  o ^ /  . . . /  a p/  t h e n  t h e  f u n c t i o n
£ ( x , a )  = y ( x )  -  z ( x , a )  ( 1 . 1 1 )
'V %
i s  c a l l e d  t h e  e r r o r  o f  t h e  a p p r o x i m a t i o n .  The f u n c t i o n
r ( x , a )  ■ M ( z )  -  M ( y )  ( 1 . 1 2 )
%
i s  c a l l e d  t h e  r e s i d u a 1 .
We w i l l  be p r i m a r i l y  c o n c e r n e d  i n  t h i s  t h e s i s ( w i t h  
t h e  e x c e p t i o n  o f  C h a p t e r  7)  w i t h  o b t a i n i n g  a p p r o x i m a t i o n s  
t o  y w h i c h  m i n i m i s e  t h e  maximum v a l u e  o f  t h e  r e s i d u a l  
r ( x , a ) .  Such a p p r o x i m a t i o n s  w i l l  be c a l l e d  m i n i  max 
r e s i d u a l  s o l u t i o n s . P r o b l e m s  o f  t h i s  t y p e  can be 
r e p r e s e n t e d  as c o n t i n u o u s  m i n i m a x  a p p r o x i m a t i o n  p r o b l e m s .  
For  e x a m p l e ,  c o n s i d e r  t h e  a p p r o x i m a t e  s o l u t i o n  o f  t h e  
F r e d h o l m  i n t e g r a l  e q u a t i o n  o f  t h e  s ec on d  k i n d .  Then  
e q u a t i o n  ( 1 . 1 0 )  t a k e s  t h e  f o r m
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f K (x,t) y(t) dt = Xy(x) + f(x), a < x < b, 
to
where X is a constant, and K, y and f are continuous in 
the region of interest.
Suppose that we wish to approximate to y(x) by 
z = z(x,a) where
p 'v
z = E a. 4>. (x), 
i =1 1 1
and where the functions 4>.(x) e C[a,b] are prescribed.
Then from equation (1.12) we have
P tn p
r(x,a) = X E a.4>.(x) + f(x) - / K(x,t) E a.<J>.(t)dt
i=l 1 1 t i =1 1o
P
= E a.ijj.(x) + f(x), (1.13)
i =1
where i|j.(x ) = X . (x) + / K(x,t) 4>.(t)dt , i=l,2,00.,p
t
More generally, we have
r(x,a) = M(z) - M(y) = F(x,a) - f(x) (1.14)
where F(x,a) is nonlinear in the elements of the vector a
%  'V
If M is a differential operator, we may restrict z to 
satisfy the prescribed boundary conditions.
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Thus, we see that the problem of obtaining a minimax 
residual solution to an operator equation of the form 
(1.10), assuming that z is suitably chosen, is a continuous 
minimax approximation problem. It will be a linear problem 
if M is a linear operator, and if the approximate solution 




In this chapter, we investigate how the restrictions 
of classical linear approximation theory affect techniques 
for computing linear discrete minimax approximations to 
functions» We establish the equivalence of the Stiefel 
exchange algorithm (Stiefel, 1959), which was developed 
largely within the framework of classical approximation 
theory, with an algorithm based on a linear programming 
approach, and show that the linear programming algorithm 
is free from the usual restrictions imposed on the 
Stiefel exchange algorithm»
Notation The following standard notation is used»
We write P.(A) and Kj(A) for the i ^  row and the column
respectively of the matrix A„ The unit vector e. is
'VJ
4- l_
defined as usual to be a vector with 1 in the j place and 
zeros elsewhere» We write e for the vector each element
of which is 1» The standard notation for partitioned
vectors and matrices is used - for example is a column 
f X ~1T
vector X extended by a scalar t , and the row vector
T
is written [xT , x
2.1 A survey of the classical theory
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The discrete T-problem can be regarded as the problem 
of finding a vector a to minimise
max |' ri 1 , i « 1,2,. . .,n
where r
'V.
* f - A a.% 'V (2.1)
Remark 1 In this chapter, we treat the general
discrete T-problem, of which (1.5) is a special case.
If the matrix A is (nxp) where p < n, then the 
classical results concerning the solution of this problem 
are based on the assumption that the matrix A satisfies 
the Haar cond ? tion.
Definition 1 If every (pxp) submatrix of A is nonsingular, 
we say that A satisfies the Haar condition. In order to 
explain the significance of this condition, it is convenient 
to introduce the following definitions.
Definition 2 Any set of (p+1) equations of (2.1) is 
called a reference. The corresponding submatrix is written 
Ag and the components of f and r associated with the 




Defini11 on 3 By the Haar condition, the rank of A° is p 0 
Therefore, there is a unique vector (up to a scalar 
multiplier) satisfying the equation
XT A° = 0 (2.2)
'V
This vector is called the X-vector for the reference,. 
It is clear that all components of X are different from'V,
zero.
Definit ? on 4 The vector a is called a reference vector
'V
if either
sgn(r.C ) 53 sgn(X.) , i =1,2, .. „, p+1 ,
or sgn(r.°) ** -sgn(X.) , ? «1,2, . . ., p+1 .
Definition 5 Let g be the vector defined by
'V
g sgn(A •) , i*1,2,...,p+1 .
Then the matrix (A |^) is nonsingular so that the
vector ßis uniquely defined by the equations 
.aA a fa, (2.3)
In this case, a is called the levelled reference
vector and h is called the reference deviation,
Theorem 2.1
The levelled reference vector solves the discrete 
T“problem for any given reference.
20 .
Proof  Let the  r e f e r e n c e ,  l e v e l l e d  r e f e r e n c e  v e c t o r  and
r e f e r e n c e  d e v i a t i o n  be d e f i n e d  by e q ua t io n  ( 2 . 3 ) .  Then i f
X is the X - v e c t o r  f o r  t h i s  r e f e r e n c e ,
<\j
XT f °  ^  %
P+1
h I  
i =1
I X. I ( 2 . 4 )
Now, l e t  a be any o t h e r  v e c t o r  such t h a t  %
.a *A a %
..a af  -  r ,
where
Then
max I r . | , i * 1 , 2 , . . . , p+1
_ p+ l  p+l
ATf a = A r £ I  I A . I I r . 0 1 £ h*  | A . |  ( 2 . 5 )
% ^ % %j K x I I i = l  1
Equat ions ( 2 . 4 )  and ( 2 . 5 )  g i v e
h * h* ,
and s i n ce  the Haar c o n d i t i o n  ensures t h a t  a l l  components  
o f  X a r e  n o n - z e r o ,  e q u a l i t y  can o n l y  hold in t h i s  e q u a t i o n  
i f
( i )  I r - ° I  a h* , i - 1 , 2 , . . . , p + l ,
and ( i i )  s g n ( r . a ) *  g. i = 1 , 2 , . . . , p + l .
ft
Thus a is a l e v e l l e d  r e f e r e n c e  v e c t o r ,  and so
*
a = a
' V  'V y
by the uniqueness r e s u l t  ( D e f i n i t i o n  5 ) .
Th is  completes the  p r o o f .
On the bas is  o f  t h i s  r e s u l t ,  we have
21 o
de la Vallee Poussin C1911)
The minimax solution of equations (201) is a levelled 
reference vector for some reference0 Further, maxlr^l * h, 
where h is the reference deviation for this reference,
The Haar condition is sufficient for the validity 
of this theoremo
Lemma 2 „1
If the matrix A satisfies the Haar condition, then a 
solution to the discrete problem is isolated»
This is the linear case of Lemma 4 03 0
Lemma 2 „2
if the matrix A satisfies the Haar condition, then 
the solution to the discrete problem is unique»
is also a solution»
This contradicts Lemma 2»1, and so the solution is 
unique»
The Haar condition is also sufficient for the 
validity of the following result»
Let a = ß and a = y be distinct solutions to the
problem C 2 01)„ I K  Then it is easily seen that
a ■ % A £ + (1-A) ^ , 0 £ X £ 1
2 2 .
Theorem 2„3 Stiefel (1959)
Given any reference and a corresponding reference 
vector, then it is possible to add to the reference any 
other equation and to drop an appropriate equation from 
the reference so that the given vector is also a reference 
vector for the new reference.
Proof (This proof is given in Watson (1966), and is
essentially an extension of the derivation given in Stiefel
(1959) for the case ps3).
If p^(A) is the row to be added to the current





has rank p. There are therefore two linearly independent
vectors v 0, v, and v 3 v0 such that 0,1 o,
V T Mo, (2.7)
(o)One such vector is where ANW/ is the
A-vector for the current reference, so that any vector 
satisfying (2.7) must be expressible in the form (to 





where v is any’ solution of equation (2.7) which is not ao,




sgn(rk ) pk(A) + z
i =1
v . p . (A ) C 2 o 9 )
but it could, for example, be chosen to be orthogonal to 
(o)T





and it can be arranged that
Ci) X.(o) (r°). > 0, i=l,2,.„.,p+l,
% 1







(ii) v p+2 rk > 0 ^see f°r example equation (209))0
If, for some value of j, we choose
(o)Y Vo / XJ J (2.11)
then u . s 0 and the remaining components of u form the 
J  'v 4.
X“ vector for the reference obtained by deleting the j row
of Mo if a is to be a reference vector for this new
reference, then we must have
u.(r°). = ((r°) . X.(o ))(y + v./X.(o)) > 0 
% %
i f j, i=1,2,0 0 «,p+1 (2.12)
This inequality is satisfied provided j is the index of 
the algebraically least among the quotients v./X.^°^, 
i =1,2,«««,p+1, and this proves the theorem« The Haar 
condition ensures that these quotients are finite«
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Remark 2 For  c o n v e n i e n c e  i n  m a k in g  c o m p a r i s o n s  w i t h






t h e n  t h e  a p p r o p r i a t e  v a l u e  o f  y i s  equa l  t o  t h e  l e a s t  i n
modu l us  among t h o s e  q u o t i e n t s  w h i c h  a r e  n e g a t i v e
T h i s  i s  o b v i o u s l y  a n o n - e mp t y  s e t  when v i s  o r t h o g o n a l  t o
%
( ° ) T  1^ w j f o l l o w  f r o m  t h e  r e s u l t s  o f  t h e  n e x t
s e c t i o n  t h a t  i t  i s  n o n - e m p t y  when v i s  d e f i n e d  by e q u a t i o n
'V
( 2 . 9 ) .
Theorem 2 . 3  p r o v i d e s  a b a s i s  f o r  t h e  c o m p u t a t i o n  o f  
t h e  m i n i m a x  s o l u t i o n 0 In an a c t u a l  c o m p u t a t i o n ,  t h e  chosen  
r e f e r e n c e  v e c t o r  w o u l d  be t h e  l e v e l l e d  r e f e r e n c e  v e c t o r  f o r  
t h e  g i v e n  r e f e r e n c e ,  and t h e  e q u a t i o n  t o  be added w o u l d  be 
t h a t  a s s o c i a t e d  w i t h  t h e  component  o f  maximum mbdu l us  o f  
I f  t h i s  e q u a t i o n  i s  i n  t h e  r e f e r e n c e ,  t h e n  t h e  c o m p u t a t i o n  
i s  c o m p l e t e d .  I t  i s  r e a d i l y  shown t h a t  t h e  m a g n i t u d e  o f  
t h e  r e f e r e n c e  d e v i a t i o n  r i s e s  m o n o t o n i c a l  1y .  L e t  t h e  
i n d i c e s  o f  t h e  e q u a t i o n s  i n  t h e  r e f e r e n c e  be °  00' Gp+ l
l e t  j  be t h e  i n d e x  o f  t h e  e q u a t i o n  t o  be added and l e t  a .
be t h e  i n d e x  o f  t h e  e q u a t i o n  t o  be d ro pp ed  










IX ( n )
> | h < 0 ) |




provided that |Tj| > |h (o) The superfixes n and o
refer to the old and new references respectivelyQ As 
there are only a finite number of references, a solution 
is found in a finite number of stepsQ This algorithm is 
called the Stiefel exchange algorithm»
near programming and the Stiefel exchange algorithm
In this section, standard results from linear 
programming theory are used.. The text followed is 
Hadley (1962), and references to this will be cited where 
appropriate in the form (H0 page no»)»
The discrete T~problem (201) can be posed as a linear 
programming problem» To see this, let
Then the solution is obtained by minimising h subject 
to
One of the first to consider the linear programming 
formulation of this problem was Zuhovickii (1950, 1951, 
1953)»
The matrix form of this linear programming problem is
h = max Ir jI , i=1,2
h - rs I 0 ,
(2.14)
h ♦ r.  ^ 0
T  a
minimise Z 88 e ^^p+1 , (2.15)
26 o
subject to h  ^ 0
' — — i i





where equation (201) has been used0
C 2 o16)
This form is not particularly suitable for the 
application of standard techniques because the matrix of 
constraints is 2n x (p+1), so that 2n slack variables 
(Ho Po 72) are required, and because the components of a 
are not constrained to be positive» This latter 
disadvantage can be circumvented by eliminating the 
elements of a in terms of the slack variables (Watson, 
1966)0 However, both these difficulties can be overcome 
by turning to the dual program (H» p» 221)0 Here, the 
dual constraints, which correspond to columns of the 
original (primal) problem associated with the 
unconstrained variables are equalities CH» P» 238), and 
all the dual variables are constrained to be positive 
(H0 p. 236)0 The advantage gained by using the dual of 
the linear programming formulation of the approximation 
problem seems to have been pointed out first by Kelley 
(1958), who gives an application to curve fitting» He 
notes that the validity of Theorem 2»2 is an immediate 
consequence of the linear programming solution»
2 7
The dual programming problem is
m a x i m i s e z = [ Y L  - f Tl WL'v % J (2.17)





8 ( 2 .18)
U T - eT ] w  £ 1, % j (2.19)
Only one slack variable has to be added to equation 
(2019) to make all constraints equalities., However, use 
of the simplex method of Dantzig (1951) to solve this 
problem requires the addition of p artificial variables to 
set up the initial basis matrix (H0 p 0 116)0
Lemma 2.3 Osborne and Watson (1967)
An optimal (feasible) solution (H0 p a 6) to the system 
(2017) - (2019) with a non-zero slack variable is possible 
only if w = 0 0
Proof 
constraints (2C18)
With the addition of the slack variable w g, the
C 2 o19) become
e e%
0% ( 2 o 2 0 )
Assume that
w f 0, and define s '
w
wa-






This vector satisfies all the constraints on the 
problem, and gives the objective function z the following 
va 1 ue
""I1 Wr T J.T n %
Z “ 2n l * ’1 ' 0
I w . —  — LO j
„  — — —
w
fT , -fT , o 'V
w
u  -J s _
because, by the last equation of ( 2 0 2 0 ) , 
2n
2 w. < 1 , if w j* Oo
i =1 1 s
This contradicts the hypothesis that 
optimal solution0
i s an
Remark 5 If w « 0 is an optimal solution, then
h = Z = z = 0 ,
so that, by equations (2014),
r » = 0, i=l,2,000,n„
This implies that the original set of equations has
an exact solution,, We specifically exclude this case
from consideration and thus assume w ■ 0 and drop the v s
last column of the matrix in ( 2 0 2 0 )0
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Lemma 2„4 Osborne and Watson (1 967 )
-  max 1f o 1 < z < max | f . | ,  i = 1 , 2 , 0» 0/ n„
P r o o f  E q u a t i o n  (2 017) g i v e s
z = f  f T , - f T ”| w < max | f .  I £ w 
L 'v 1 | =1
= max I f . I ,
s i nee | e"^, e"  ^ I w « 1 „
L'v ^ J 'v
S i m i l a r l y  -  max | f . |  < z 0
Remark 4 T h i s  shows t h a t  t h e  r e g i o n  o f  p o s s i b l e  
v a l u e s  o f  z i s  b o u n d e d 0
Lemma 2 . 5 Osborne and Watson (1 967 )
C o n s i d e r  t h e  a p p l i c a t i o n  o f  t h e  s i m p l e x  a l g o r i t h m  t o  
t h e  sy s t em (2 017) -  ( 2 01 9 ) 0 Then i f  any co lumn o f




- * \ j  '
i n  t h e  b a s i s ,  t h e  c u r r e n t  v a l u e  o f  z < 0„
P r o o f  C o n s i d e r  t h e  T ~ p r o b l e m  o b t a i n e d  by d e l e t i n g  a l l
e q u a t i o n s  e x c e p t  t h o s e  r e l a t i n g  t o  co lumns i n  t h e  d ua l
b a s i s »  The s e t  w h i c h  r ema i ns  c o n t a i n s  a t  most  p
equat ionSo Le t  t h i s  problem be solved by a p p l y i n g  the
s i m p l e x  a l g o r i t h m  t o  t h e  d ua l  p r o g r a m .  Then t h e  o p t i m a l
T
b a s i s  f o r  t h i s  p r o b l e m  c o n t a i n s  a co lumn o f  H and t h e
c o r r e s p o n d i n g  co lumn o f
3 0 0
Now if a column is in the optimal basis for the dual, 
the corresponding equation in the primal is an equality 
(H. p„ 239). Therefore, for at least one i, 
h + r. = h - r j ä 0,
whence h = 0. Therefore, the optimum of the reduced 
problem is z 6 0 and so z £ 0 for the current basis.
Remark 5 Since this case has been specifically
excluded from consideration, progress can only be made 
towards a solution by dropping one of the duplicated 
columns from the basis, and a stage must be reached where 
they are absent. We shall assume that no basis contains 
columns duplicated in this way.
We shall now demonstrate that the simplex algorithm 
applied to the dual linear program is equivalent to the 
Stiefel exchange algorithm. This result is contained in 
Stiefel (1960). However, Stiefel eliminates the 
unconstrained variables from the primal before proceeding 
to the dual, and his argument is largely geometric and 
carried out for a small number of variables. We have 
already shown that the elimination of the unconstrained 
variables is unnecessary.
A basic feasible solution (H. p. 54) to the linear 
programming problem has at most p+1 non-zero components.
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By Remark 5, the columns of equation ( 2 0 2 0 ) which form the 
basis correspond to a reference for the original T-problem. 
In the simplex algorithm each basis matrix must be 
nonsingular and for this it is both necessary and sufficient 
for the matrix AG associated with the corresponding 
reference to have rank p0 Note that the first p equations 
of (2 „ 2 0) express a relation of linear dependence between 
the rows of the reference while the last equation can be 
interpreted as imposing a scale. As Aa has rank p, this 
relation of linear dependence is unique/ and an immediate 
consequence of this is
Lemma 2.6 Osborne and Watson (1967)
The non-zero components of a basic feasible solution 
w are equal in modulus to the appropriate components of 
the A-vector for the corresponding reference. The A-vector 
is scaled so that the sum of the moduli of its components 
is one.
Remark 6 The Haar condition is sufficient for the
existence of a basis for the simplex algorithm but it is 
clearly much stronger than necessary.
Remark 7 To each reference there corresponds two
distinct bases for the dual program. Each basis determines 
the same basic feasible solution/ but the corresponding
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values of z are opposite in signQ As the optimum value of 
z is positive, this defines the basis of interesto This 
corresponds to choosing the A-vector so that A. r. \ 0o
Lemma 2„7 Osborne and Watson (1967)
The value of z given by the basic feasible solution 
is equal to the reference deviation for the corresponding 
reference»
Proof From equation (2017)
which, by Lemma 2C6
t P+i
- If XI / I |X. I' V  J = 1  1
= IhI , by equation ( 2 0 4 ) 0
Remark 8 Lemmas 206 and 207 show that the current
basic feasible solution provides a solution to the T- 
problem for the current reference,.
Lemma 2„8 Osborne and Watson (1967)
The choice of the vector to enter the basis in the 
simplex algorithm is equivalent to the choice of the 
appropriate column corresponding to that equation of (201) 
which has the residual of greatest modulus,,
33
Proof
cT fT, -f‘ a, %
let B be the basis matrix, and let cD be the vector 
obtained from c by deleting the components corresponding 
to the nonbasic vector„ Further*, let
/





(2 o 2 2)
Now, if a column is in the optimal dual basis, then 
the corresponding equation in the primal is an equality 
(Ho p 0 239), By Remark 8, the current basic feasible 
solution solves the T=problem for the corresponding 
reference and hence is optimal for this restricted problem.
Therefore (B”1 )
T
( 2 0 23 )
where a is the levelled reference vector and h is the 
reference deviation for the current reference,
+ PTherefore z 83 h - E A, a (2,24)
S q=l jq Q
where j = s and the + sign is appropriate if s £ n, 
otherwise j « s~n and the - sign is taken. By Equation 
(2,1), this is equivalent to
s h + r . + c j s (2,25)
34
The new co lumn t o  e n t e r  t h e  b a s i s  i s  t h a t  a s s o c i a t e d  
w i t h  t h e  l a r g e s t  p o s i t i v e  v a l u e  o f  c g -  z g ( H 0 p Q 1 1 1 ) 0 
Now,
c ~ z = » r .  -  h (2 o 26)s s j
so t h a t  t h e  v a l u e  o f  r» o f  maximum modul us  d e t e r m i n e s  s G
J
T h i s  c o m p l e t e s  t h e  p r o o f 0
Remark 9 From e q u a t i o n  ( 2 . 2 6 ) ,  t h e  co lumn t o  be
added t o  t h e  b a s i s  i s
sgn ( r . )  k o (AT ) 
j j
1
and t h i s  i s  e x p r e s s i b l e  i n  t h e  f o r m  (H





E y . k . ( B )  
i-i 1 1
(2 o 2 7)
Lemma 2 „ 9 Osborne  and Watson ( 19 67 )
The co lumn t o  be d r o pp e d  f r o m  t h e  b a s i s  i n  t h e  
s i m p l e x  a l g o r i t h m  c o r r e s p o n d s  t o  t h e  e q u a t i o n  t o  be 
d ro pp e d  f r o m  t h e  r e f e r e n c e  i n  t h e  S t i e f e l  exchange 
a l g o r i t h m 0
P r o o f  
b a s i s  o
t  hAssume t h a t  t h e  k co lumn o f  B i s  t o  l e a v e  t h e  
Then,  i f  t h e  new b a s i s  m a t r i x  i s  B, we have 
*  "  B ( l  ♦ ( *  -  jgk > £ k T > ( 2 0 2 8 )
so that
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B-1 s ( ! (2 o 29 )
Let W D denote the basic feasible solution for the•\,D
new basis» Then
wOjB <* - €k> ?kT) (2.30)
so that
(Wn ) (wB) , i * k
("B \ 1 yk ' i = k (2 o 31)
The column to be dropped from the basis is chosen so
that w B  ^ 0 o Clearly^ it is sufficient to take k such that
(V k • yk min (WD) / y.'X/D I I ( 2 o 3 2 )
for all i such that y. > 0
It is a standard result that there exists a k if the 
linear programming problem has a bounded optimum (H0 p 0 93)0
We now show that the test given above is equivalent 
to the second test given in the proof of Theorem 202 0
We have — _





« B y * Tg%
_
9 (2 o 33 )
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where  G is a d i a g o n a l  m a t r i x  and G.» = g i  = 1 , 2,. 08, p + 1 0 
( N o t e  t h a t  g was d e f i n e d  by D e f i n i t i o n  5 o f  S e c t i o n  2„1;  
see a l s o  Remark 7 ) 0
Thus
r “ G y 
'v
s g n ( r . )
0
%
( 2 o 34 )
By e q u a t i o n  (2 01 0 )  ^ i t  f o l l o w s  t h a t
v%- G y%s g n ( r j ) (2 o 35 )
Now t he  column t o  l e a v e  t h e  b a s i s  is g i v e n  by 
j  (wD) . / y .  = m i n ( w D) / y .  f o r  a l l  i such t h a t  y.  > 0
J J r\j D . I I
max(wD) / C — y . )' v B ' . '  ' M
max g . ( w B) ^ / ( - g .  y . )  
, ( o) .max a . / V .  .
and t h i s  i s  t h e  t e s t  g i v e n  in Remark 2
Theorem 2 . 4  Osborne and Watson ( 1 9 6 7 )
The S t i e f e l  exchange a l g o r i t h m  is e x a c t l y  e q u i v a l e n t  
to  t h e  s i m p l e x  a l g o r i t h m  a p p l i e d  t o  t he  dual  o f  t he  l i n e a r  
programming f o r m u l a t i o n  o f  t he  d i s c r e t e  T - p r o b l e m ,
P r oo f  # Jh i s  is  an i mmed ia t e  consequence o f  Lemmas 2 07 -  
2 09 wh ich  i t e m i s e  t h e  m a j o r  a s p e c t s  o f  t h e  e q u i v a l e n c e .
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The main conclusion of this section is that the 
restrictions of the classical theory can be relaxed almost 
entirely» The Haar condition was not used; all that was 
required was the nonsingularity of the successive basis 
matrices» The condition for this is that the matrix of 
constraints (2,17) has rank p+1 and for this it is 
sufficient that A has rank p„ This is much weaker than the 
Haar condition» However/ the Haar condition cannot be 
relaxed without permitting the possibility of non­
uni queness.
It is remarkable that in at least (p+1) of the 
equations (2.1)/ the residuals are equal in modulus to 
z = h. This follows from the result used before 
(H. p. 239) that if a column is in the dual basis, then 
the corresponding equation in the primal is an equality» 
Thus, the classical theorem of de la Vallee Poussin 
(Theorem 2,2) can be restated in the following more 
general form:
Theorem 2»5 Osborne and Watson (1967)
Let the matrix of the discrete T-problem have rank p0 
Then there exists a solution to this problem for which the 
residual of maximum modulus is a minimum. Further, there 
is a reference on which the residuals are equal in modulus 
to this maximum value, and there is a X-vector for this 
reference such that either
3 8 o
X . r . > 0 
' ' i
o r
X. r .  < 0 
' I .
The r a n k  o f  t h e  m a t r i x  o f  t h e  o p t i m a l  r e f e r e n c e  i s  p 0
A p r o g r a m  f o r  i m p l e m e n t i n g  t h e  s i m p l e x  me t h o d  t o  
s o l v e  t h e  d i s c r e t e  T - p r o b l e m  has been g i v e n  by B a r r o w d a l e  
and Young ( 1 9 6 6 ) 0 T h i s  p r o b l e m ,  when t h e  H a a r  c o n d i t i o n  i s  
v i o l a t e d ,  has been c o n s i d e r e d  by D e s c l o u x  ( 1 9 6 0 ,  1 9 6 1 ) ,  
B i t t n e r  ( 1 9 6 1 )  and D u r i s  ( 1 9 6 8 ) ,  who use  e x c h a n g e  m e t h o d s 0 
M e i n a r d u s  ( 1 9 6 7 )  r e f e r s  t o  a new m e t h o d ,  v a l i d  i n  t h i s  c a s e ,  
s u g g e s t e d  by T ö p f e r  ( 1 9 6 5 ) ,  w h i l e  a s o l u t i o n  t e c h n i q u e  
u s i n g  t h e  met hod  o f  l e a s t  s q u a r e s  i s  due t o  D u r i s  and  
Sr eedham ( 1 9 6 8 ) .  I f  t h e  H a a r  c o n d i t i o n  does n o t  h o l d ,  t h e n  
d e g e n e r a c y  p e r m i t s  t h e  p o s s i b i l i t y  o f  c y c l i n g  i n  t h e  s i m p l e x  
a l g o r i t h m .  T h i s  can be a v o i d e d  by f o l l o w i n g  s t a n d a r d  
p r o c e d u r e s  ( H .  p„ 1 8 1 ) .
A t h o r o u g h  n u m e r i c a l  i n v e s t i g a t i o n  o f  t h e  s i m p l e x  
met hod has been made by B a r t e l s  ( 1 9 6 8 ) ,  who has shown t h a t  
f o r  s t a n d a r d  i m p l e m e n t a t i o n s  no a p r i o r i  bound can be  
o b t a i n e d  f o r  t h e  p e r t u r b a t i o n  c a u s e d  by r o u n d i n g  e r r o r .  A 
c o m p u t a t i o n a l l y  s t a b l e  i m p l e m e n t a t i o n  o f  t h e  S t i e f e l  
e x c h a n g e  a l g o r i t h m  has been  g i v e n  by B a r t e l s  and Go l u b  
( 1 9 6 8 ) ,  who a l s o  p r o v i d e  a g e n e r a l i s a t i o n  w h i c h  p e r m i t s  
t h e  o c c a s i o n a l  e x c h a n g e  o f  two e q u a t i o n s  s i m u l t a n e o u s l y .  
F u r t h e r  c o m p u t a t i o n a l  s t u d i e s  a r e  p r e s e n t e d  i n  B a r t e l s  
and Go l ub  ( 1 9 6 7 ) .
CHAPTFR 3
THE CONTINUOUS T-PROB LEM
As in the previous chapter, our aim is to relax the 
restrictions of the classical theory0 In Section 3.1, 
we give a survey of this theory, and in particular we 
illustrate the underlying unity between the discrete and 
continuous problems. In the remainder of the chapter, 
the classical assumptions are relaxed, and in Section 3.3, 
we consider a particular case of degeneracy which is 
permissible under the relaxed assumptions.
3.1 A survey of the classical theory
The continuous T-problem can be regarded as the
problem of finding a vector a to minimise |r(x,a)|,
^  %




E a. <J). (x) , 
i =1 1 1
and f (x), (}).(x) (i =1, 2, , . ., p) e c(a,y.
Definition 1 If no linear combination of the functions
<j>.(x), i=l,2,.0.,p, has more than (p-1) zeros in £a,bj 
(with repeated zeros counted with their multiplicity), 
then the functions are said to form a Chebvshev set on
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This property of the functions (<J>.(x)} is the special 
assumption on which the classical results are based.
For the continuous T-problerri/ it is convenient to 
define a reference set.
Definition 2 A reference set {xj} is a set of (p+1) 
distinct points a £ x^ < < .... < xp+  ^ £ b.
With respect to this reference set, we can define the 
reference
P
r(xw a) = f(x.) - E a.$.(x.), j = 1,1, . . ., p+1. (301)
J ^  J i=1 i I J
Three important results can be derived in the case 
when the functions (<J>.(x)} form a Chebyshev set.
Lemma 3.1 The matrix of the reference (3.1)
satisfies the Haar condition.
This is immediate/ for if any pxp minor is singular/ 
then there is a linear combination of the <j>j(x) which 
vanishes at p points Xj .
Remark 1 This is equivalent to the possibility of
constructing an interpolation to f(x) by linear combinations 
of the <j).(x) on any set of p distinct points in [a/b~j.
Remark 2 The functions (j>.(x) are often said to
satisfy the Haar condition.
41 o
Lemma 3 . 2  The components o f  t h e  A - v e c t o r  a l t e r n a t e
in s i g n  f o r  any r e f e r e n c e  d e f i n e d  on a r e f e r e n c e  s e t  ( x j ) .
P r oo f
0 9 0 /
P
Let  4>(x) = £ o t. 4> - ( x ) v a n i s h  a t  t h e  p o i n t s
i =1 1 1
. /  x s - l / x s + 2 '  • • • '  x p + l °  Such a f u n c t i o n© •  •  /
a l ways  e x i s t s .  Then/  by d e f i n i t i o n  o f  t h e  A - v e c t o r  f o r  
t he  r e f e r e n c e
by t h e  d e f i n i t i o n  o f  4>.
Now <J>(xg ) and 4>(xs + ^)  have t h e  same s i g n 7 as o t h e r w i s e  
4> would  v a n i s h  between t h e / g i v i n g  a l i n e a r  c o m b i n a t i o n  o f  
t he  cj>. w i t h  a t  l e a s t  p z e r o s .  Thus Ag and Ag +  ^ have  
o p p o s i t e  s i g n s .
Remark 3 T h i s  r e s u l t  is a l s o  t r u e  f o r  t h e  c o r r e s p o n d i n g
d i s c r e t e  problems ( s e e /  f o r  exa mpl e /  R i c e  ( 1 9 6 4 a ) /  p.  6 5 ) .
Lemma 5 . 3  Young ( 1 9 0 7 )
The s o l u t i o n  o f  t h e  c o n t i n u o u s  T - p r o b l e m  is  u n i q u e .
The f u n d a m e n t a l  theor em f o r  t he  c o n t i n u o u s  T - p r o b l e m  




A . (j> ( x . ) = 0
J J
w i t h  t h e  theorems s t a t e d  in  C h a p t e r  2 f o r  t h e  d i s c r e t e  
T - p r o b 1em.
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Theorem 3 . 1  Young ( 19 07 )
Let  f u n c t i o n s  . . . /  <j>p form a Chebyshev s e t  on
[ a / l £ ] .  Then t he  minimax a pp ro x i m a t i o n  to the cont i nuous
f u n c t i o n  f ( x )  on £ a , b ]  by l i n e a r  combinat ions o f  t he  <t>.
is c h a r a c t e r i s e d  by the e x i s t e n c e  o f  a r e f e r e n c e  s e t  { x . } .
J
The c o e f f i c i e n t s  o f  the minimax s o l u t i o n  a r e  the
components o f  t he  l e v e l l e d  r e f e r e n c e  v e c t o r  f o r  t h i s
r e f e r e n c e /  and the maximum modulus o f  the e r r o r  f u n c t i o n
r ( X / 0t) is equal  to the  r e f e r e n c e  d e v i a t i o n »  By Lemma 3 C2/  
%
the ext rema o f  r ( X / a )  a l t e r n a t e  in s i gn  on t he  p o i n t s  of
'V
t h i s  r e f e r e n c e  s e t .
The best  a p p r o x i m a t i o n  can be found by the second 
a l g o r i t h m  o f  Remes (RemeS/ 1 9 3 4 ) /  a ls o  c a l l e d  the exchange  
a l g o r i t h m .  A search is made f o r  the p+1 p o i n t s  o f  
e xt remal  d e v i a t i o n  o f  t he  e r r o r  f u n c t i o n  r ( X / 0 t )  f o r  the
'Kj
c u r r e n t  a p p r o x i m a t i o n  which a r e  a l t e r n a t i v e l y  + and 
Thus/  the  c u r r e n t  s o l u t i o n  forms a r e f e r e n c e  v e c t o r  w i t h  
r e s p e c t  to these  p o i n t s  as a r e f e r e n c e  s e t .  This  should  
be made c l e a r  by F i g u r e  1/ where the end p o i n t s  a r e  
p o i nt s  o f  the o r i g i n a l  r e f e r e n c e /  and remain as p o i n t s  o f  
the  new r e f e r e n c e .  This  is the  usual  case.  A new 
a p p r o x i m a t i o n  is computed on t h i s  new r e f e r e n c e  s e t /  and 
t he  procedure r e p e a t e d .  I n i t i a l l y /  the r e f e r e n c e  s e t  can




The exchange algorithm has proved popular in 
computing polynomial approximations to functions. It 
has been shown to have second order convergence 
(Veidinger, I960). In this algorithm, Lemma 3.2 plays an 
important part.
3.2 The first algorithm of Remes
We will now relax the condition that the functions 
{4». (x ) } form a Chebyshev set. In this case Lemmas 3 01 -
3.3 of the previous section no longer hold, and 
consequently the exchange algorithm cannot be used in the 
above form. However, a modification of this algorithm,
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c a l l e d  t h e  f i r s t  a l g o r i t h m  o f  Remes (Remes, 1935)  i s  now 
a p p l i c a b l e »  T h i s  a l g o r i t h m ,  w h i c h  was o r i g i n a l l y  
d e v e l o p e d  w i t h i n  t h e  f r a m e w o r k  o f  t h e  c l a s s i c a l  t h e o r y  
( c f »  t h e  exchange  a l g o r i t h m  o f  S t i e f e l )  has been shown to  
be a p p l i c a b l e  i n  t h e  g e n e r a l  ( n o n - c l ä s s i c a l )  case  by 
Cheney (1966)»
A sequence o f  c o r r e s p o n d i n g  d i s c r e t e  p ro b l e ms  i s
t* h
c o n s i d e r e d «  A t  t h e  r s t a g e ,  t h e  d i s c r e t e  p r o b l e m  i s
(r) Cr*)Cr)
s o l v e d  on a s e t  ( x . )  and a p p r o x i m a t i o n s  h , a
j  'v
( r )r e s u l t .  The maximum o f  | r ( x ,  a ) |  on a $ x (  b i s  now%
c a l c u l a t e d .  Le t  t h i s  be a t t a i n e d  a t  a p o i n t  £ r . Then we 
( r+  1 ) )
s e t  { x . }  = ( x . )  U £ and r e p e a t  t h e  p r o ce du r e«
J J r
( r )In Cheney ( 1 9 6 6 ) ,  i t  i s  shown t h a t  t h e  sequence  h
( r )c o n v e r g e s .  However ,  t h e  a w i l l  n o t  n e c e s s a r i l y  c o n v e r g e%
u n l e s s  t h e  s o l u t i o n  t o  t h e  c o n t i n u o u s  p r o b l e m  i s  un ique«
A g e n e r a l i s a t i o n  o f  t h i s  a l g o r i t h m  f o r  t h e  n o n l i n e a r  case 
i s  g i v e n  i n  C h a p t e r  4,  and c o n v e r g e n c e  r e s u l t s  s i m i l a r  t o  
t h o s e  o f  C he n ey ' s  a r e  p r o v e d .
Remark 4 The f i r s t  a l g o r i t h m  o f  Remes has been
g e n e r a l i s e d  by L a u r e n t  ( 1 9 67 )  t o  s o l v e  t h e  f o l l o w i n g  
p r ob  1em:
Le t  E be a normed v e c t o r  s p ac e ,  and l e t  V be a f i n i t e
*
d i m e n s i o n a l  subspa ce  o f  E. G i ven  f  t V, f i n d  g e V such
t h a t
i n f  i I f  -  gl  I 
g e V
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I l f  “ gI I “ d 0
I t  is supposed t h a t  g is unique» An Algo l  procedure
is g i ven  f o r  a pp r ox i m a t i o n  wi t h  r e sp e c t  to the norm
I I f I  I = max _ I f ( x )  I + v max | f ' ( x ) | ,  
x e x e [ a / b ]
where v > 0 and f ( x )  is cont inuous and d i f f e r e n t i a b l e  in
[ a ,  b]  .
Now l e t
P
<j)(x,a) -  Z a.  <j>. ( x)  ,
*  l - l  1 1
and c ons id er  the m a t r i x  A d e f i n e d  on the s e t  { x j }  as 
f o 1 lows
v ( v .  = < t ) ( x . , a ) ,  j ssl / 2 / . . . / n)  -  A a
% J J %
( 3 o 2 )
D e f i n i t i o n  5 We say t h a t  t he  cont inuous problem is 
s i neu 1 ar  i f  the  min max v a l u e  o f  | f ( x )  -  d>(x,a) l  in  
a < x < b is a t t a i n e d  on a s et  o f  less than p+1 po int s«
We c a l l  t h i s  s e t  the op t i mal  s e t »
Remark 5 I f  the f u n c t i o n s  4>. (x)  form a Chebyshev
s e t /  then the cont i nuous problem cannot  be s i n g u l a r .
I f  the rank of  A is p,  we saw in Chapter  2 t h a t  
e f f e c t i v e  a l g o r i t h m s  a r e  a v a i l a b l e  f o r  s o l v i n g  the d i s c r e t e  
T- problem us ing  the s implex  method o f  l i n e a r  programming.
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It is a feature of the simplex method that the min max 
deviation is attained on at least p+1 points of the set 
{x.} (see Section 2 02)0 This implies that if thej
continuous problem is singular, there are potential 
difficulties in using linear programming to solve the 
sequence of discrete problems forming the first algorithm 
of Remes.
In the next section, we aim to clarify the situation 
by considering the solution of a discrete T-problem over a 
set of points containing the optimal set of the 
corresponding continuous problem which is assumed to be 
singular. Certain of our results are closely related to 
those of Descloux (1961). However, the emphasis is 
different, as Descloux is concerned only with the discrete 
problem.
3.5 Linear programming and singular problems
It is necessary to characterise an optimal solution 
to the continuous T-problem which we assume to be singular. 
Let X be a set of t £ p distinct points in [a,t[] and 
assume that <{>(x,a) is such that
(i ) he. = f (x. ) - <j)(x.i / oj) * x j s X, (3.3)
(i i ) 1 f ( x) - <t>(x, a) | < 
%
h, a £ x £ b, x t X, (3.4)
(i i i ) 0. « -Ii (3.5)
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Theorem 3.2 Kirchberger (1903)
<j> is an optimal approximation to f(x) if and only if 
there exists a non-trivial vector X such that
'V
(i ) a t s = 0 , (3 o 6 )
(i i ) X j 6 . > 0 , i = 1, 2, , o ., t , (3 o 7 )
where S is the matrix defined on X by
v (v. = <Kx.,a), i =1/2/. . * /1) = S a. ( 3 0 8 )
^  I I *\j %
Actually, a more precise result is possible0
Theorem 3.3 Osborne and Watson (1969a)
cj> is optimal if and only if there exists a set of 
r+1 (^t) rows of S indexed o^, ..., a r + i forming a
matrix S*, and a vector X*, such that
(i ) * T« * „X S - 0 , <\/ /
*> o C
O
(i i ) X j 0q . > 0 , i =1,2,...,r + 1 , (3.10)
(i i i ) rank (S*) = r 0 (3.11)
Remark 6 A similar result is quoted by Descloux
(1961), who assumes however that the set X is imbedded in 
a set {x.} with p+1 points such that the rank of A is p 0
Definition 4 We follow Descloux in calling the set of
icpoints corresponding to the rows of S a cadre.
Proof Since X can be extended by zeros to form the X
f \ j  %
of Theorem 3.2, sufficiency is immediate.
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Now assume t h a t  4> i s  o p t i m a l e  Then by Theorem 3 0 2 , 
t h e r e  e x i t s  a n o n t r i v i a l  v e c t o r  X s a t i s f y i n g  t h e  e q u a t i o n s
'V
( 3 o6 )  and ( 3 c 7 ) 0 Le t  us impose t he  s c a l i n g  c o n d i t i o n
t
E X. 0. = 1 o (3 o12)
Then we can combine  e q u a t i o n s  ( 3 0 6 ) and C 3 012) i n  t he
f o r m 6
% (3 o 13 )
Now, l e t  XT = XT | 0 L  where X i s  a v e c t o r  o f
% L % J %
e l e m e n t s  such t h a t
X . ? 0 , i = 1,  2, . 0 c , s,
and we have r enumbered i f  n e c e s s a r y  t h e  e l e m e n t s  o f  X
'V
Then we can w r i t e  e q u a t i o n  ( 3 013 ) a.s
[ A1 1 A2] X% ( 3 . 1 4 )
Le t  t h e  r a n k  o f  be m0 Then t h e r e  a r e  two 
p o s s i b i 1 i t i e s :
( i ) m = s o





*T 1  '
and X = X 0
a, <\,
I t  i s  c l e a r  t h a t  t h e s e  s a t i s f y  t h e  e q u a t i o n s  ( 3 09 ) ,
( 3 . 1 0 )  and ( 3 . 1 1 ) .
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( i i ) m < s ,
Let U be an (m><m) non-singular submatrix of A ^ 0 Then, 
without loss of generality, we can write
U I V *1
£2 €1 (3.15)
where A^ is the vector of m elements of A corresponding 




,-1 (e, - V A0 > (3.16)
If A^ and A2 are anv vectors which satisfy equation
(3.16), then it is clear that Ao T ■ [kl U 2 T ' 3 wi 11
satisfy equation (3013)0 Thus the value of the 
reference deviation will remain constant»
Now, keeping all elements of A0 fixed except one,
we can reduce this element to zero, or until one of the
elements of A- becomes zero» In either event, we have o 1
reduced the number of non-zero elements by one, and in so 
doing we have not moved from the optimum.
The above procedure can be repeated with the new A,%
until eventually the situation (i) is reached. This 
completes the proof.
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Remark 7 The proof of necessity is based on the
argument given in Vajda (1961) for deducing the existence 
of a basic feasible solution (to a linear programming 
problem) from the existence of a feasible solution,,
Now consider the solution by linear programming of 
the discrete T-problem on a set X containing the optimum 
set of the corresponding continuous problem which is 
assumed to be singular,, The primal problem is 
minimise h 
subject to
h  ^ 0
" h e < f - A a < h e .















'V ^p+1 (3.18)e ~e% 'V
We assume that the rank of A is p so that (in particular) 




3 n 4 Osborne and Watson (1969a)
solution r*T-9 to the continuous T-problem
, optimal^ non~basic solution to the linear
i s a
programming formulation of the discrete problem.
5 1 .
[yh]P r o o f  T h a t  | a ‘ , h i  i s  f e a s i b l e  f o l l o w s  f r o m  e q u a t i o n s
( 3 03) and ( 3 04 ) 0 To show t h a t  i t  i s  o p t i m a l ,  c o n s i d e r  any 
o t h e r  f e a s i b l e  s o l u t i o n  |^3T, g j .  From e q u a t i o n  ( 3 , 1 7 ) ,  we 
s e l e c t  i n e q u a l i t i e s  c o r r e s p o n d i n g  t o  t h e  p o i n t s  o f  t h e  
o p t i m a l  s e t  by t a k i n g ,  i f  0. > 0,
f j  ~ e. S 3 < g /I 1 %
( 3 , 1 9 )
o r  e l s e ,  i f  0. < 0,
f j  "  e. S 3 > ~g• %' %
( 3 , 2 0 )
By Theorem 3 , 2 ,  t h e r e  e x i s t s  a v e c t o r  X such t h a t'V
XT S -  0 ,
 ^j 0 I \  o , i * 1 , 2 , , . . , t ,
so t h a t ,  m u l t i p l y i n g  t h e  s e l e c t e d  i n e q u a l i t y  by X
( r e v e r s i n g  t h e  i n e q u a l i t y  when X- < 0)  and a d d i n g  g i v e sI
E f . X.. . I II =1
t
g E I X I 
i =1 1
( 3 , 2 1 )
However ,  by e q u a t i o n  ( 3 , 3 ) ,  we have 
t  t
E f . X. 
i - i  1 1
£ I x I , 
i - 1
( 3 , 2 2 )
whence h < g.
Thus h j  i s  o p t i m a l
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Finally, a basic solution can only be obtained as the 
solution of a nonsingular system of (p+1) equations in 
(p+1) unknowns. Equation ( 3 0 3 ) shows that at most t < (p+1) 
equations are available to determine the solution,,
Coro 11arv The optimum of the linear programming
formulation of the discrete T-problem depends only on the 
points of the optimal setQ
Theorem 3.5 Osborne and Watson (1969a)
Corresponding to the cadre defined in Theorem 3»3, 
there exists an optimal, degenerate, basic feasible 
solution to the dual linear program,
icProof Select columns corresponding to the rows of S
taken with the appropriate sign 0. from the matrix M of 
equation (3,18), Then this submatrix has rank r+l0 As 
M has rank p+1, there exists a nonsingular (p+1) * (p+1) 
submatrix B containing an (r+1) x (r+1) nonsingular 
submatrix formed from the selected columns (Vajda (1961)
Po 6). It is now readily seen that B is the basis matrix 
for the degenerate, basic feasible solution w D to the dualo ,d
formed by taking







t h  ^ ^where the i column of M corresponds to the s row of S
taken with the appropriate signc The other elements of
w D are zero0 
( 3 o 2 2 ) o
That wD is optimal follows from equation<\,D
Remark 8 We have shown that if the continuous
problem is singular, the dual linear programming 
formulation of the discrete problem on a set of points 
including the optimal set has a degenerate optimal basic 
feasible solution*, In Chapter 5, it is shown by an 




Apart from a few special cases, the general theory 
of nonlinear minimax approximation has only been 
investigated in recent years0 Work on this subject has 
been carried out principally by Rice (1960, 1964b) (see 
also the forthcoming Volume II of Rice (1964a) ) and 
Meinardus and Schwedt (196 4)«, The general approach of 
these authors has been to develop existence, uniqueness 
and characterisation theorems analogous to those for the 
1inear case.
In the next section, we give a survey of this theory. 
In Section 4.2, we develop an algorithm for solving the 
nonlinear discrete problem, which converges to the min max 
deviation provided only that a rank condition analogous to 
that for the linear case, together with a certain non­
degeneracy condition is satisfied. The convergence of the 
solution vector is also proved under slightly more 
restrictive conditions, which are often assumed in practice.
The extension of the above algorithm for the solution 
of the continuous problem by a device precisely 
equivalent to that for the linear case (the first algorithm 
of Remes) is given in Section 4.3, and convergence is 
proved under similar conditions.
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The discrete problem (107) can be formulated ass
find a = (a-* a «„ «„ ot )T to minimise % 1 JL p
max I f. - FjCa) | , i ■ l,2,«««,n (4«1)
with fj = f (x . ), F 6 C ot) * F(x„,a), i=l,2,000,n0
Assuming the existence of the partial derivatives 
of F(x,a) with respect to the elements of the vector a,
f \ j  f \ j
let M be the n*p matrix defined by 
9 F.(a)
M ij s — zo?" ' isl#2# o.o^n; jBl,2, ««0,p 0 (4 0 2 )
j
Remark 1 We shall have occasion to make the
assumption that the matrix M satisfies the Haar condition« 
When required it will be assumed to hold uniformly in the 
region of interest«
Now, let the domain of the parameters a be P, a
'V
subset of p-dimensiona1 Euclidean space«
Definition 1 A set of functions F(x,a) is called 
asymptotically convex provided that corresponding to each 
pair 3, Y of elements of P, and each real t, 0 £ t £ 1,0, 'V,
there exists a parameter a(t) in P and a continuous real”
5 6 o
valued function g(x,t) with g(x,0) > 0 such that 
11(l-tg(x,t)) F(x,B) + tg(x,t) F(x,Y) - F(x,a(t))|| = o(t) 
as t -► 0 o
(T - o(t) means that 1 im = 0 o)t+0 1
Assuming that F(x,a) is sufficiently smooth, we can
write
F(x,£) - F(x,^) s (£~^) VF(x,a) , (403)
where a is a mean value and VF(x,cT) is the row vector with % %
elements  ^ t i«1,2,»»»,p»
8a.
m 4 o 1 
If (i )
Meinardus and Schwedt (1964)
the functions F(x,a) are asymptotically
%
convex,
(ii) the matrix M satisfies the Haar condition,
(iii) in equation (403), 3, y e P s> a e P, 
then the solution to the discrete problem (401) is unique»
The conditions of this theorem are a 
generalisation of the Haar condition in the linear case, 
since in this case the asymptotic convexity is trivially
satisfied»
5 7 o
Meinardus and Schwedt (1964) (see also Meinardus
( 1967))give characterisation theorems analogous to those
for the classical linear case for the solution of the
continuous problem (106), i0e 0 the problem of finding a
vector a to minimise %
max I f(x) - F(x,a) | , a £ x £ b ,
%
where f(x), F(x,a) e Cja,bJ0
Similar, but slightly more general results are given 
by Rice (for example, the existence of partial derivatives 
is not essential)o Here, we state his main results0
Rice (1964b) investigated the problem of finding
what conditions on F(x,a) are both necessary anda»
sufficient for a certain combination of the following 
statements to holds
Ao f(x) possesses a best approximation F(x,a*)a
itBo The function f(x) * F(x,a ) attains with alternating
%
sign its maximum absolute value on at least p+1 
points of fa, b] 0
Co The best approximation is unique»








a n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n  f o r  S t a t e m e n t s  A, B 
and C t o  h o l d  i s  t h a t  t h e  f u n c t i o n s  { ^ > . ( x ) }  f o r m  a 
Chebyshev s e t  i n  [ a , b j 0
in  o r d e r  t o  s t a t e  t h e  th eo rems  o f  R i c e ,  we r e q u i r e  
t h e  f o l l o w i n g  d e f i n i t i o n s 0
D e f i n i t i o n  2 L e t  ß, y e
* \ z  > \ z
Then F has
d e g r e e  d i f  3 f  y i m p l i e s  t h a t  F ( x , 3 )  -  F ( x , y )  has a t  most
'Kj  * \j *\j  %
p- 1  z e r o s  i n  [ a , b ]
Def  ? n i t i o n  3 F i s  s a i d  t o  be l o c a l l y  s o l v e n t  o f  d e g r e e  p 
i f  g i v e n  { Xo }  e [ a , b j  s a t ' s f y i ng x i  < x 2 < »»» < x ,
i f  f t
a e P and e > 0,  t h e n  t h e r e  e x i s t s  a 6 ( a  , e , x . / x 0 , 0 » . , x )>\z f\j i  z p
> 0 such t h a t
I F ( x . , a * )  -  y . I < 6j % j
i m p l i e s  t h e  e x i s t e n c e  o f  a s o l u t i o n  a e P o f
F ( x . 0a)  ■ y .
J ^  J
*
w i t h  max | F ( x , a )  -  F ( x , a  ) | < e 0
% %
D e f i n i t i o n  4 F i s  s a i d  t o  be l o c a l l y  u n i s o l v e n t  o f  
d e gr e e  p i f  F i s  l o c a l l y  s o l v e n t  o f  d e g r e e  p,  and has 
P r o p e r t y  Z o f  d e g r e e  p 0
Def  ? n i t i o n  5 F i s  s a i d  t o  be c l o s e d  i f  P i s  a r c w i s e
c o n n e c t e d  and i f  F i s  c l o s e d  u nd er  p o s i t i v e  l i m i t s ;  i 0e #,
1 im 
k-*00 F(x,ak > G (x) x e
5 9 o
I F(x,cx ) | * M
implies that there is an a e P such that%o
F(x, a ) = G (x ) o'VO
On the basis of these definitions, we can state the 
following theoremso
Theorem 4„2 Rice (1964b)
Statements A and B are valid for every continuous 
function if and only if F is closed and locally unisolvent 
of degree pc
Theorem 4.3 Rice (1960)
If statement B is valid for every continuous function, 
then F has property Z of degree p 0
Theorem 4.4 Rice (1960)
If F has Property Z of degree p, then Statement C 
is valid for every continuous function,,
The simplest nonlinear approximating functions for 
which StatementsA, B and C are valid are the unisolvent 
functions (Motzkin (1949, 1959))„ These can be obtained 
from linear unisolvent functions by making a
transformation of variables»
60 o
For example, consider the best approximation to
f (x ) = 1  + 2 |x2- , 0 i x £ 1
by F i x , a )  = a (Rice (1964b)).
% 1
The solution is = ^/2U
Now, let x* = /x and F*(x*,a) = j^F(x,a)]^0 Then the
best approximation of f(x ) by the unisolvent function
3 9has the solution = / 2 0
ft
Remark 4 We note that the approximation of f(x )
by is not equivalent to the approximation of
g(x) = 5 ff(y} ) by a^.
A unisolvent function which cannot be obtained from a 






a2  ^ 1
This example is also due to Rice (1964b)0
Let us once again assume the existence of partial 
derivatives of F with respect to the elements of a» Then,
*\j
if assumption (iii) of Theorem (401) holds, we have the 
equivalence of the following statements
6 1 .
( a )  F has P r o p e r t y  Z o f  d e gr e e  p 0
3 F( b )  t h e  f u n c t i o n s  f o r m  a Chebyshev s e t 0
I
Remark 5 In t h e  l i n e a r  c a s e ,  t h i s  i s  t h e  c o n d i t i o n
t h a t  t h e  f u n c t i o n s  { 4> - ( x ) }  f o r m  a Chebyshev s e t Q
T h i s  i m p l i e s  t h a t ,  f o r  a l l  a e P, e v e r y  m a t r i x  M,
%
d e f i n e d  by e q u a t i o n  ( 4 02 ) ,  s a t i s f i e s  t h e  Haar  c o n d i t i o n «
A s u f f i c i e n t  c o n d i t i o n  f o r  t h e  c o n v e r g e n c e  o f  t h e  a l g o r i t h m
*
g i v e n  i n  t h e  n e x t  s e c t i o n  t o  a s o l u t i o n  a o f  t h e  d i s c r e t e  
p r o b l e m  ( 4» 1 )  i s  t h a t  t h e  m a t r i x  M s a t i s f i e s  t h e  Haar  
c o n d i t i o n  i n  a bounded r e g i o n  R« S t a t e m e n t  ( b )  above i s  
s u f f i c i e n t  f o r  t h i s «
4 . 2  An a l g o r i t h m  f o r  t h e  d i s c r e t e  p r o b l e m
In t h i s  s e c t i o n ,  we c o n s i d e r  t h e  g e n e r a l  n o n l i n e a r  
d i s c r e t e  p r o b l e m :
f i n d  a = ( a - , a „ , . . . , a  t o  m i n i m i s e% 1 2  p
max I f .  -  F . ( a )  | , i = l , 2 , . . . , n .  ( 4 . 4 )
I I %
We no l o n g e r  assume t h a t  t h e  v a l u e s  f .  and t h e  
f u n c t i o n s  F . ( a )  a r e  d e f i n e d  by t h e  r e l a t i o n s
I %
f .  = f ( x . ) ,  F . ( a )  = F ( x . , a ) ,  1 = 1 , 2 , 9 . 9, n
I I I 'V I 'Xj
b u t  c o n s i d e r  ( 4 01) as a s p e c i a l  case«
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Vie b e g i n  by m ak in g  t h e  f o l l o w i n g  a s s u m p t i o n s  on t h e  
a p p r o x i m a t i n g  f u n c t i o n s  F . ( a ) s
I %
A l .  F . ( a + 6 a )  = F . ( a )  + V F , ( a )  6a + 0 ( | | 6 a | | ) 2, 1 = 1 , 2 , , . . , n ,
I 'X j %  I 'X i I *Vr *Vr %
A2o The r an k  o f  t h e  m a t r i x  M d e f i n e d  by e q u a t i o n  ( 4 02) 
i s  Po
A 3 „ The s e t  o f  e q u a t i o n s
f j  -  F , ( a )  = 0,  i s l / 2 / , . 0 / n,  
i s  i neons i s t e n t 0 ( T h i s  a s s u m p t i o n  i s  a l s o  
c o n v e n i e n t  i n  t h e  l i n e a r  c a s e ) 0
The n o n l i n e a r  p r o b l e m  ( 4 04) can be f o r m u l a t e d  i n  a 
manner  a n a l o g o u s  t o  t h e  l i n e a r  p r og r ammi ng  f o r m u l a t i o n  o f  
t h e  l i n e a r  d i s c r e t e  p r o b l e m 0 The s o l u t i o n  i s  o b t a i n e d  by 
m i n i m i s i n g  h s u b j e c t  t o
I f .  -  F . ( a ) i £ h,  i = l / 2 / . o » / n 0
T h i s  p r o b l e m  i s  s o l v e d  i t e r a t i v e l y ,  as f o l l o w s :
( 1 )  C a l c u l a t e  6aJ t o  m i n i m i s e  hJ s u b j e c t  t o  t h e  
c o n s t  r a i n t s
• • • •
I f .  -  F . ( a J ) -  V F . ( a J ) 6aJ I £ hJ , 1 = 1 , 2 , . . . , n  ( 4 , 5 )
I I 'X i I 'X j  'X i
T h i s  i s  a d i s c r e t e  T - p r o b l e m ,  and can be s o l v e d  by 
l i n e a r  p r o g r a m mi n g ,  because  o f  A s s u m p t i o n  A2„ We d e n o t e  
t h e  minimum v a l u e  o f  hJ by hJ 0
( 2 )  C a l c u l a t e  y J t o  m i n i m i s e  t h e  maximum v a l u e  o f
I f .  -  F . ( a J* + y J* 6aJ* ) 1 , i = l , 2 / 0 0 . , n 0
I I * \ j  *Xt
( 4o6)
— i + l
Le t  t h e  minimum v a l u e  be h
( 3 )  Se t  a J + * = a J° + y* 6aJ* 0 
'v ^  a.
Lemma 4 „ 1 Osborne and Watson (1969b)
hJ* £ lr* o
P r o o f  We assume f o r  s i m p l i c i t y  t h a t  t h e  e q u a t i o n s
d e t e r m i n i n g  6aJ have been o r d e r e d  so t h a t  t h e  f i r s t  ( p+1)  
make up t h e  o p t i m a l  r e f e r e n c e 0 Then
/v. p+1 c . p+1 .
hJ = I  X . J ( f .  -  F . ( aJ ) )  /  Z I X . J I < hJ ( 4 , 7 )
1=1 1 1 1 ^ i = l  1
by e q u a t i o n  ( 2 04 ) ,  where  X i s  t h e  X - v e c t o r  f o r  t h e  r e f e r e n c e , ,
%
Remark 6 E q u a l i t y  can o n l y  h o l d  i f ,  f o r  each
e q u a t i o n  i n  t h e  o p t i m a l  r e f e r e n c e  f o r  w h i c h  X . J ^ 0,
( i ) I f .  -  F . ( a J ) I = h j
I I 'V
( i i )  sgnCX.-^)  = s g n ( f .  -  F . ( a J ) ) 0
I I I %
D e f i n i t  ? on 6 A u n i t  v e c t o r  t  i s  d o w n h i 11 a t  t h e  p o i n t  
i f
m®x I f .  -  F . ( a )  I > m? x I f .  -  F . ( a  + y t )  I ,
» ^
where  y > 0 i s  s u f f i c i e n t l y  s m a l l .
Lemma 4„ 2  Osborne and Watson (1969b)
I f  I I  V F . ( a J* ) | |  > 0,  i = l , 2 , 0O0/n,  t h e n  t h e r e  i s  a
I a»
• A  j
d o w n h i l l  d i r e c t i o n  a t  t h e  p o i n t  aJ i f  and o n l y  i f  n < hJ ,
<?
p
P r o o f
64ys o ©
Le t  hJ < hJ „
Then t h e  v e c t o r  6aJ i s  d o w n h i l l  by A s s u m p t i o n  A i 0 
T h i s  p r oves  s u f f i c i e n c y ,
A  ,  Q
Now l e t  hJ = hJ , and assume t h a t  t h e r e  e x i s t s  a
d o w n h i l l  d i r e c t i o n  t 0 Then s i n c e  e q u a l i t y  h o l d s  i n  t h e%
ys .
( p+1 )  e q u a t i o n s  o f  t h e  r e f e r e n c e  d e f i n i n g  hJ ( by  t h e  
l i n e a r  p rog r ammi ng  method o f  s o l u t i o n ) ,  t  mus t  s a t i s f y
’ X)
V FI ( a,j ) t  = sgn ( f  . - F . ( a j ) )  i =1,  2,  . . . , p+1,
f o r  some numbers £. > 0 e
I f  each e q u a t i o n  i s  m u l t i p l i e d  by t h e  c o r r e s p o n d i n g  
A . ,  summat ion  g i v e s
p+1 . p+1
0 = Z A, s g n ( f . -  F . ( a J >) ?.  = I  | X . |  5 , ,  
j = l  1 1 1 ^  1 i = l  1 '
wher e  Remark 6 has been u s ed .
T h i s  i s  a c o n t r a d i c t i o n ,  and so no d o w n h i l l  d i r e c t i o n  
e x i s t s .  T h i s  p r o v e s  n e c e s s i t y .
C o r o l l a r y  1 I f  hJ* < t h e n  h^ + ^ < lr* .
C o r o l l a r y  2 S i n c e  t h e  sequence  hJ i s  m o n o t o n i c a l  1y
d e c r e a s i n g  and bounded b e l o w  by z e r o ,  i t  i s  c o n v e r g e n t .
Remark 7 The c o n d i t i o n  | | V F . ( a J ) l l  > 0 ,  i * 1 , 2 , , , , , n,I <\,
i s  n e c e s s a r y ,  f o r  c o n s i d e r  t h e  exampl e
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fl - Fn (a) J* % = 1 -  a x2
1CM
4- ✓-NCM
UL E —  - a 2 1
f3 - F,(a) 5 % =  2  ”  a 2
0 ^  ©
at the point aJ = (0,0)o Here hJ = hJ and Assumptions A1 %
and A2 hold, but every direction is downhill0
Remark 8 If the matrix M(aJ) defined by equation
'Xj
(402) satisfies the Haar condition, then it is clear that 
I I V F. (ot^ ) I 1 > 0, i = 1,2 , 0 0 0 ,n, and further that al 1
I  'Xj
components of the X-vector are different from zero»
Lemma 4,5 Osborne and Watson (1969b)
A suff icient condition for the minimum-to be isolated' 
is that the matrix M satisfies the Haar conditionQ
ifProof Suppose that we have a solution a with
Ilf- F(a*) I I = h*
'Xj 'Xj 'Xj
Then if M satisfies the Haar condition, there exists a 
reference such that
f . - F.(a*) = 0 h* , i=1,2,.„o,p+1 / 
where 0j * - 1 , and Remark 8 has been used0
Let ip(a*) s - VFG (a*) t , where the suffix a means
%  'Xj  ' V
that we consider only the rows of M which form the 
reference, and we assume t to be any vector such that |jt||=l
66 0
Then A^ ^ ( a * )
%  <\j <\j
r e f e r e n c e  c
0,  wher e  A i s  t h e  A - v e c t o r  f o r  t h e
'Kj
S i n c e  t h e  Haar  c o n d i t i o n  i s  s a t i s f i e d ,  t h e r e  e x i s t s
a t  l e a s t  two o f  t h e  ij>. w h i c h  a r e  n o n ~ z e r o 0 We i n f e r  t h a t
a t  l e a s t  one o f  t h e  i s  p o s i t i v e ,  and c o n s e q u e n t l y ,
t h e  e x p r e s s i o n  m a x ( Ö . ^ . )  i s  a p o s i t i v e  f u n c t i o n  o f  t 0
1 1
S i n c e  i t  i s  a l s o  a c o n t i n u o u s  f u n c t i o n  and t h e  domain  o f  t  
i s  c ompac t ,
e
mi n
= I 111 I =1
%
max
i ( e  ji|> j ) > o .
We have
I l f  -  F ( a *  ♦ p t > l l  I  T  { M f i -  F i ( a *  + f t » ) }
= mt X { 9 1 ( f  j -  F . ( a *  ) )  + 9 j (F i ( a*  } "  F j < a *  + f t ' ) }
= | | f  -  F ( a * ) I  I + m? x { - 0 .  pVF. ( a * ) t  -  p 2K . }  ,
f \ j  f \ j  r \ j  • I • f \ j  *\, I
by A s s u m p t i o n  A l ,  where  t h e  K. a r e  a p p r o p r i a t e l y  chosen 
c o n s t a n t s „
Le t  K* = m a x | K ; |  f o r  | | a  -  a * J I  < R . 
• *\, %
Then
I l f  -  F ( a *  + p t ) | J  > h*  + pe -  p ^ K * 0
% 'V %
it
C ho o s i ng  0 < p < e / K  , we o b t a i n
I I f  -  F ( a *  + pt  ) I I > h*  ( 4 . 8 )
'V 'V
T h i s  c o m p l e t e s  t h e  p r o o f ,  as t  i s  an a r b i t r a r y  v e c t o r
%
o f  u n i t  norm
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Remark 9 Cheney (1966) p0 82 gives an example which
shows that the inequality (408) cannot be proved without 
assuming that the Haar condition holdsQ This confirms 
the necessity of this condition in the uniqueness results 
previously given0
Lemma 4„4 Osborne and Watson (1969b)
Let the equations (4a5) be ordered so that the first
^  o
(p+1) form the optimal reference defining hJ ^ and let A
'Kj
be the A-vector for the reference, scaled so that
p+1
£ I A, I = 1
i =1 1
Then if K is a suitably chosen positive constant,
(i ) I I 6aj I I £ 2K hj , (4,9)
'V/
(ii) If I X. I > 0 , X. (f. - F. (aJ ))  ^ 0, 1=1,2,.,,.,p+1,
and m = m j n  | X. | , then
I I 6aj I I * § (hj - hj) . (4.10)
Proof (i) We have
VF . (or* ) 0 6aJ° = f, - F.(aJ) - hJ* 0. ,I % *\j I I 'v i
where 0* s -1, i=1,2,„00,p+1, and 0j = sgn(Aj) If 
I A. I > Oo Further, we can arrange that the matrix formed 
by the first p rows VF» is nonsingular, and so
" 6“j 11 K i' u p  1 f, - Fi(2j) - *j ei 1 * 2 K p  •
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( i  i ) I f  i X| ! > 0 and X| ( f ,  - F. ( a J ) )  1 >\, 0 ,






1 X, 1 1 f ,  - F i ( a j ) 1! ,
whence h** . m i n .< m* i f . -  F . ( a J 1 ^ ) 1 +
( 1 - m)  h^ 9
so t h a t  hJ
*  i
-  hJ 1  m ( h j
min  j
i 1 f i - F . ( a J ) 11 Oj ) Q
This  g i ve s
I I 6aj  I I < K I P  -  m! n I f j  -  F . ( a J ) I I
r \ j  'V
& £  ( h J -  hJ K
Ipmma 4 . S Osborne and Watson (1 969 b)
Let  q . ( Y )  = I f .  -  F . ( £ J ) I -  Y<l f ,  -  F j ( a J ) I -  hJ ) .
Then
I f  -  F . ( a j +Y«“ j ) I  ^ q . ( Y ) + W | | « a j I | 2Y2 , 0 £ Y $ 1
' ^ ^ <4„11)
where W > 0 is a c o n s t a n t  independent  o f  } 0 
Proof  By Assumption A l *  we have
f  , - F .  (a-’ +Y'Sci-') = f . - F , ( a J ) - y V F . ( a J ) 6aj +W. ( y ) I  I I  I 2Y2 / i i ^ '  ^ l i ' v  i % % i 'v
where W» ( y )  is f i n i t e  in a bounded r eg io n  R0
Let  g . <Y )  = f ,  -  F . ( a J ) -  Y V F . ( a j ) 6aJ ,
and l e t  W be chosen so t h a t
I W , ( y > I $ W , 0 y $ 1.
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Then
I f ,  -  F , ( a J + y a J ) I  ^ I g I ( Y ) I + W I I 6a^ I I 2 y 2 9
and i t  o n l y  remai ns  to show t h a t  | g . ( y ^I £ Qj Cy)
0 £ Y i  lo
Now each e q u a t i o n  o f  t h e  s e t  ( 4 05)  can be w r i t t e n  as
an e q u a 1 i t y  i n  t h e fo rm*  e i t h e r
( i  ) f . -  F , ( a j > -  l a. VF, ( a J* )
o ^  o
6aJ s hJ -  <|). ,  % i (4.12)i 1
o r
( i i ) f . -  F . ( a j ) -
1 %
VF. <a J ) 
1 %







o A  o
i  hJ 0
We w i l l  on l y  c ons i de r  equat i ons  o f  the t ype ( i )  as 
t ype ( i i )  can be t r e a t e d  in a s i m i l a r  manner0 Then we have 
g j ( Y ) -  f .  -  F s( a j ) -  Y ( f . -  F . ( a j ) -  hj  + 4>. > ,
and we d i s t i n g u i s h  two p o s s i b ?1i t i e s s
( 1 )  f . -  F . ( a J ) > 0.I I f\j *
In t h i s  case
g.  ( y )  = ( 1 - y ) ( f j  -  F , ( a J" ) )  + r f ( h j  -  <j>, )  0 i n 0 .
A l s o  q . ( y ) -  g ( y ) *  Y $1 i  0 i n  0 £ y ,  and so
I g . ( Y ) i £ q , ( Y )  , 0 $ Y U .
( 2)  f . -  F. Caj ) < 0„I I 'V <$>
Here*  g , ( y ) s 0 a t  y s Y < 1  and we have
q * (Y ) “  gj(y) s 2 ( 1 - y ) I f  . ~ F * (aJ ) | + Y <f> | ^  0 (n 0 ,< y l
and
7 0 „
q , ( Y )  *  g j ( Y ) -  Y ( 2 h j  -  «(>,) I  0 i n  0 $ Y 1 .
Thus  we a g a i n  o b t a i n
1 g , ( Y )  I < q , ( Y )  , 0 (  y  1 .
T h i s  c o m p l e t e s  t h e  p r o o f s
i 4 n6 O s b o r n e  and Wat son  ( 1 9 6 9 b )
Assume t h a t  t h e  I t e r a t i o n  I s  c o n f i n e d  t o  a bounded
r e g i o n  R0 Then
I h J -  hJ | -► 0 as j  -► 00o
and l e t
L e t  q . ( y )  and W be d e f i n e d  as i n  Lemma 4 0 5,
Q j ( Y > = Q j ( Y )  + Y2 w I I <$£XJ' I I 2 ,
so t h a t Q. ( y ) i  o i n  0 £ Y £ 1 .
Then Q, ( y )  s a t i s f i e s  
( I )  Q . ( 0 )  - I f , -  F , C a j ) I ,
( i i )  m? x Q ( y ) $ m? x Q . ( 0 )  ,  f o r  s u f f i c i e n t l y  s m a l l  y > 0 .
( i i i )  Q . ( Y )  I  I f ,  -  F.  ( a j  + Y ) I , 0 £ y  1,  
w h e r e  Lemma 4 C5 has been  us ed  i n  ( i i i ) 0
L e t
Then
Q = off'll T  V Y ) ‘
h'5 ^ Q > 0" y " i  m“ x I f ;  -  F , ( « J *  Y 6« j ) l  >. Hj  + 1 .
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—  ] +1Thus, Q is an upper bound for hJ 0 Now, the curves 
Q„(y), i®l,2,ooo^n, all intersect at the point y 1, or 
are coincident Also, for at least one v = $,
1 f. - F CaJ ) I - hj .b S
Thus Q is determined by either 
dQC-y)
(a) Q * Qs(y), ..d y ™  " 0 *
which gives
2W I I 6otJ ! ( 2
or
»
(b) Q « Q (1) ,
whichever gives the smaller value of y (see Figure 2)0
If "  ^~~~~ ^  < 1 , then
2WI|6otJ I|z
(hJ -  hJV
4W||6aj Ii2
and so using Lemma 4 04
Q  < h j
(hJ - hj)2 
16K2W(h°)2
where h*^ > hJ , j > 0 , and so
(hJ" - hj)2 i 16 K2 W (h0)2 (hj - hJ+1) 
Otherwise
2WI I6aJ I I
l 1 , giving
(4.14)
7 2 o
case ( a )
F i g u r e  2o
7 3 .
w I I 6a j  I I 2 $%
• ^
J _ uJ
9 and y = 1 so t h a t
hJ + W
o ry o
6aJ | I i  hJ + hJ -  hJ
and we have/  
h
• /K
J -  hJ < 2 ( h j  -  hj + 1 ) ( 4 , 1 5 )
Thus/  i n  e i t h e r  case
I hJ' -  hJ° I -► 0 as j  -*■
by C o r o l l a r y  2 t o  Lemma 4 02 0
C o r o l l a r y  1 A t  a l i m i t  p o i n t  o f  t h e  i t e r a t i o n /  hJ* 55 hJ° 0
C or o l  1 a r v  2 I f  | | V F . ( a J* ) l l  > 0/  i = 1 / 2,  . .  . / n,  t h e n  by
1 %
Lemma 4 02 a l i m i t  p o i n t  o f  t h e  sequence  aJ i s  a
'Xj
s t a t i o n a r y  p o i n t  o f
max
f j  -  I •
Theorem 4 „5 Osborne  and Watson ( 19 69 b)
I f  M s a t i s f i e s  t h e  Haar  c o n d i t i o n  i n  t h e  r e g i o n  R/ 
t h e n  t h e  sequence  a J c o n v e r g e s  as j  -► °°0
P r o o f  I f  X i s  t h e  X - v e c t o r  f o r  t h e  o p t i m a l  r e f e r e n c e
A o
d e f i n i n g  t h e n  a l l  e l e m e n t s  X. a r e  n o n z e r o .  In t h i s
c a s e /  c o n v e r g e n c e  o f  t h e  | h J -  hJ j t o  z e r o  i m p l i e s  t h a t  
f o r  j  s u f f i c i e n t l y  l a r g e
( f ,  -  F (a-
'V
1- 1 , 2 / p+1
Thus,  f rom Lemma 4 Q4,  we have
7 4 .
6a* < ~  d r* m hJ )
F u r t h e r ,  in case  ( a )  o f  Lemma 4 06
Q -  h'
4WI I 6 a J I I 2
< h-
4WK‘
and t h i s  i m p l i e s
h j + 1  >
4WK‘
( 4 . 1 6 )
wh i ch  c o n t r a d i c t s  t h e  co n ve r g en c e  o f  t h e  sequence hJ
Thus f o r  s u f f i c i e n t l y  l a r g e  j  we must  have Q a Qs ( l )  
in Lemma 4 0 6 ,  and t h i s  g i v e s
I I 6a j  I I < 2 K ( h j  -  hj + 1 ) . ( 4 . 1 7 )
%  *
The co n ve r g en c e  o f  t he  sequence a J i s  thus  a
'Xj
consequence o f  t h e  co n ve r g en c e  o f  t h e  hJ in  t h i s  case«
4 . 3  An a l g o r i t h m  f o r  t h e  c o n t i n u o u s  prob l em
Any a l g o r i t h m  f o r  s o l v i n g  t h e  d i s c r e t e  p r ob l em ( 4 01)  
can be ada p te d  t o  s o l v e  t h e  c o r r e s p o n d i n g  c o n t i n u o u s  
prob l em in a p r o c e d u r e  e x a c t l y  a na l og ous  t o  t h e  f i r s t  
a l g o r i t h m  o f  Remes0 In o r d e r  t o  i n t r o d u c e  t h e  n o t a t i o n  
which  we s h a l l  use ,  i t  i s  c o n v e n i e n t  t o  r e s t a t e  t h i s  
a l g o r i t h m , .  The n o t a t i o n  i s  p r e c i s e l y  t h a t  o f  Cheney ( 1 9 6 6 )
and differs from that of the previous section in that 
now refers to the solution of the discrete problem at the 
Kt 1^ step.
Let X be the real interval [a/b|, and define the
residual as usual to be
r(x,a) s f(x) - F(X/a) .
t h kAt the k step/ we have a finite subset X of X.
Let minimise the function
'V
A^Ca) = max {|r(x,a)| : x e Xk} .
'v %
k kSelect x e X to maximise the expression IrCx/Ct )|.
k k kThus Ir(x , a )| = A ( a  ). The process is now repeated
'V 'Xj
k + 1 k k with the finite set XK 1 * XK U x .
At the beginning/ X* may be arbitrary/ except that 
the matrix M of partial derivatives must have rank p.
We now give a convergence theorem/ the proof of 
which parallels that for the linear case given in 
Cheney (1966).
Theorem 4.6
A^Ca^) -*■ p s inf A(a)a»




A^(a) £ A^^Ca) < A(a)'V, %
Hence
k, y *k+l. k+1. yA (a ) < A (a ) < p % ^
k kThus the sequence A (a ) is Increasing and boundeda-
above, and so for some e > 0,
Ak(ak) P - e
It remains to prove that e = 0.
Now
Ir(x,3) - r(x,a)I'V, 'V I F (x, a) - F (x, 3) I < K I a - 3 I , 'v ^ %
where K max max i x e X
3F(x,$)
where a. e (a,, 3j) , i=1,2,.,.,p,
Thus
|r(x,3)l < |r(x,a)| + K|a - 31 /
* \ j ** ^  'Kj %
and so
A( 3) < A(a) + KI a - 31 ,
f \ j  'V 'V
Suppose now that e > 0, and let jg denote any limit
I,point of the sequence {a }. For any 6 > 0, we may
* \j
f in d  an index k such tha t
>Sk -  V < a '
and an index i > k so tha t
t a 1 -  BI < a .
% %
Then |a '  -  ak | < 2a and
*b  *b
p £ A ( ß )  £ A ( c t k ) + K6
= | r ( x k , a k ) |  + Ka
'Xj
£ I r ( x k , a ' ) | + 3K6 %
* max . | r ( x , a ' ) l  + 3KA
x e X 1 ^
< A 1 ( a 1) + 3K6
K %
 ^ p -  £ + 3Ka ,
I f  3K<5 < e, t h is  is a c o n t r a d i c t i o n .
Hence e = 0, and p -  A( ( 3 )  .
%
C o r o l1arv I f  the s o l u t i o n  is unique,  the
1^
c o e f f i c i e n t  vectors a converge to the so lu t io n  vector
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MINIMAX APPROXIMATION OF EXPLICIT FUNCTIONS
In this chapter, we shall consider the application of 
the techniques of the previous chapters to the computation 
of approximations to some explicitly defined functions, 
i,e. where no operator inversion is required. We also 
consider approximation to a function defined only by a 
discrete set of values. The approximation problems are 
mainly non-classical and are meant to illustrate the 
versatility of the techniques which have been developed.
5,1 Additional constraints
Let us consider the problem of approximation, using 
n ithe polynomial E a. x , to the function
i =0 1
exp (1 - 1/x) ,
in the range 0 < x < 1. Since the functions 1, x, xn
form a Chebyshev set, the continuous T-problem Is 
classical, and the second algorithm of Remes is applicable.
Now assume that we require the error at x s 1 to be 






T h i s  r e p r e s e n t s  an a d d i t i o n a l  c o n s t r a i n t  on t h e  
unknowns o f  t h e  p r o b l e m ,  a l l o w i n g  one o f  t h e s e  unknowns 
t o  be e l i m i n a t e d »  C h o o s i n g ,  f o r  e x a mp le ,  a ^ ,  t h e  
a p p r o x i m a t i n g  f u n c t i o n  becomes i n  e f f e c t
n - 1  I _
Z ao ( x -  x n ) »
i =0 1
j p
The f u n c t i o n s  ( x  -  x n } ,  i = 0 , 1 , 0. », n - 1 ,  no l o n g e r  f o r m  
a Chebyshev s e t  i n  [ 0 , 1 ]  ( f o r  e x am pl e ,  w i t h  n = l  t h e  
f u n c t i o n  l ~ x  has a z e r o  i n  t h e  r a n g e )  and so t h e  
a p p r o x i m a t i o n  p r o b l e m  i s  no l o n g e r  c l a s s i c a l .  However ,  
t h e  s o l u t i o n  can now be o b t a i n e d  u s i n g  t h e  f i r s t  a l g o r i t h m  
o f  Remes.
Assuming t h a t  t h e  sequence  o f  d i s c r e t e  p r o b l e m s  
m ak in g  up t h i s  a l g o r i t h m  i s  s o l v e d  by l i n e a r  p r og r a m m i n g ,  
i t  i s  e v i d e n t  t h a t  an a l t e r n a t i v e  p r o c e d u r e  can be used 
f o r  d e a l i n g  w i t h  e q u a t i o n  ( 5 . 1 ) :  i n s t e a d  o f  e l i m i n a t i n g  a 
v a r i a b l e  f r o m  t h e  p r o b l e m ,  we can r e p l a c e  e q u a t i o n  ( 5 , 1 )  
by two i n e q u a l i t y  c o n s t r a i n t s  and a d j o i n  t h o s e  t o  t h e  s e t  
( 2 016)  o f  t h e  o r i g i n a l  p r o b l e m  a t  each s t a g e  o f  t h e  
c a l c u l a t i o n »
These two p r o c e d u r e s  a r e  o b v i o u s l y  e q u i v a l e n t .
However ,  i t  i s  c l e a r  t h a t  t h e  l a t t e r  a p p r o a c h  p e r m i t s  a 
w i d e r  v a r i e t y  o f  c o n s t r a i n t s  ( i n c l u d i n g  i n e q u a l i t y  
c o n s t r a i n t s )  t o  be h a nd le d»  F u r t h e r ,  t h i s  a p p r o a c h  Is
80 .
easier to implement on a computer, since it permits the 
manipulation of constraints independent of the original 
unconstrained formulation0 Consequently, all subsequent 
problems which are subject to additional constraints 
have been dealt with in this way«
In Table 1, we have tabulated the successive 
reference sets {x.} and reference deviations h for the 
solution of the constrained problem with n-4. The best 
approximation is
y « 0.01159 - 0.563 87x ♦ 3.630 22x2 - 2.401 44x3
+ 0.323 50x4 .
The continuous solution to the unconstrained (original) 
formulation is
y “ 0.011 17 - 0.544 llx + 3.487 24x2 - 2.093 20x3
+ 0.127 73x4 ,
with optimal reference points
xl s 0
x 2 = 0.085 
x3 * 0.254 
x^ = 0.528 
x5 = 0.850
x6 =
and min max deviation h ■ 0.011 17.
We note that there is one less reference point in the 
constrained problem, as there is effectively one less
Bi«
unknown« Since the two inequality constraints making up 
equation (5«1) must both hold in order to ensure the 
required equality, one of them will be represented in the 
dual basis matrix (see Section 2„2)« In general, in a 
constrained problem with r additional equality constraints, 
p+l-r reference points are required, where p is the 
number of unknowns in the original problem,
TABLE 1
reference points and reference deviations,
n = 4 (constrained problem)
X1 0 0 0 0 0 0
X2 0,2 0,087 0,087 0,087 0,087 0,085
x3 0,4 0,4 0,261 0,261 0,261 0,261
X4 0,6 0,6 0,6 0,6 0.544 0,544
X5 0,8 0,8 0,8 0,878 0,878 0,878
hxlO5 3,24 7,10 10,86 11,35 11,59 11,59
Deutch (1968) has studied the problem of minimax 
approximation with interpolatory constraints, extending 
the results of Paszkowski (1955, 1957), He has shown that 
when the approximating functions form a Chebyshev set, for 
each result valid for the unconstrained problem, there is 
a corresponding result for the constrained problem. He 
has also generalised the classical alternation theorem
82,
(Theorem 3,1), which has consequently ensured that a 
generalisation of the second algorithm of Remes can be 
used in the solution of such problems, Linear approximation 
problems subject to more general constraints have been 
studied by Jurkat and Lorentz (1961), Rice (1963a) and 
Burov (1961)o
5o2 An example of a singular problem
We will now consider the example of a
problem given by Curtis and Powell (1966),
2approximation to x in the range 0 £ x £ 2 
the form
<j>(x,a) = a^ x + a 2 eX Q
Curtis and Powell showed that there are just 2 points 
of maximum deviation of the optimal approximation. One 
of these is x * 2, and the other is the root of the 
equation
5 e2 = 2e5 . (5.2)
In the notation of Chapter 3, let A be defined on
any set (x.) such that 
J
v (v. 4> (x ., a ) , j»l/2/0#0/n) = A a  .
%  J J %  %
Further, let S be formed by the rows of A 
corresponding to the optimal points. Then equation (5,2)
singular 
Here the best 
is sought in
e x p r e s s e s  t h e  c o n d i t i o n  t h a t  t h e  r a n k  o f  S i s  one« The 
s o l u t i o n  o f  t h i s  e q u a t i o n  i s  ( t o  e i g h t  f i g u r e s )
C = 0 o 40637574,
83 ,
Now, l e t  us c o n s i d e r  t h e  s o l u t i o n  t o  t h e  d i s c r e t e  
p r o b l e m  on a s e t  o f  p o i n t s  w h i c h  i n c l u d e s  t h e  o p t i m a l  s e t c 
Such a s e t  i s  (n, £,  2 } ,  where  n i s  a r b i t r a r y /  and i n  
t h i s  case we have
( 5 , 3 )
The op t i mum b a s i s  m a t r i x  f o r  t h e  dua l  l i n e a r  
p r og r ammi ng  f o r m u l a t i o n  o f  t h e  a p p r o x i m a t i o n  p r o b l e m  can 
be e i t h e r
1 1 1 " 1 1 11
B - -n -£ 2 o r  B = n -5 2
n C 2- e  - e  e n C 2e - e  e
( 5 , 4 )
We have f o r  t h e  b a s i c  v a r i a b l e s
Sb “  '  e + 2
and f o r  t h e  min max d e v i a t i o n
£ + 2
( 5 , 5 )
2 + £ -  0 , 53 824 53 2 ( 5 , 6 )
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Computed values of and are given in Table 2, 
together with the maximum deviation on 0 ,< x 2 of the 
solutions, for various values of n 0 For comparison, the 
optimum solution to the continuous problem is
♦ = 0.1842 3256 x + 0.4186 3122 ex . C5.7)
Next, we illustrate the application of the first 
algorithm of Remes to the solution of the continuous 
problem» Two sets of results are displayed» In Table 3, 
the 3 initial points are equispaced, and in Table 4, the 
initial set includes the optimal set» Both examples show 
that the reduction in the number of points of optimal 
deviation from p+1 * 3 to 2 is achieved by two of the 
reference points coalescing as the iteration proceeds,
I
Thus, although the successive optimum basis matrices have 
rank p+1, they become increasingly singular as the 
computation proceeds. This is the motivation for adopting 
the term singu1ar to describe the continuous problem in 
this case.
It is clear that adjacent points can coales*ce only 
if the deviations at these points have the same sign.
From Equation (5,4), it will be seen that the first 
basis matrix would be appropriate as n ■+ £, and the 
second as n *+ 2, The limiting form of the solution as 
n -*■ 2 i s readily constructed. This is not an optimal 
solution, and thus, only the case n -► £ i s relevant.
Because x - 0 is not a point of maximum deviation of
85
the optimal solution to the continuous problem, this 
solution is optimal on the wider range X £ x £ 2, where 
X s -0.76860078 (to eight figures). On this wider range, 
the maximum deviation is taken at three points, so that 
the problem is no longer singular However, the solution 
to the dual of the linear programming formulation of the 
discrete problem on the pornts of maximum deviation is 
still degenerate.
The application of the Remes algorithm to this problem 
is shown in Table 50 It is important to note that the 
calculation involved is completely straightforward» This 
suggests that if the solution to the continuous problem is 
unique, then degeneracy in the solution of the discrete 
problem is a cause of difficulty in the Remes algorithm 
only when the continuous problem is singular»
dependence of the solution on n .
n a! CM
Ö maximum deviation 
In 0 £ x £ 2
0 “0.25768 0.53824 0.5659
0.375 0.14809 0.42843 0.5384
0 0 75 “5.46674 1.94819 1.9482
1.125 “2.45710 1.13356 1.1336
1.5 “1.35191 0.83443 0.8344











Progress of the Remes algorithm 
£ - 0 o40637574 h = 0o 53824532
itera tion 0 1 2 9 13 14
X1 0 0.1998 0.3022 0.4056 0.40628 0.40633
x2 S K 5 5 5 S
X3 2 2 2 2 2 2
reference 
deviation h h h h h h
ai -0.2577 -0.0463 0.0661 0.1833 0.18412 0.18416
p
1 ^
0.5382 0.4810 0.4506 0.4189 0.41866 0.41865
TABLE 5
Progress of the Remes algorithm 
X = -0.76860078
iteration 0 1 2
X1 X X X
OJ
X 0 0.3796 0.4061
x3 2 2 2
reference 
deviation 0.45395475 0.53784065 0.53824526
p »-» 0.09587406 0.18380836 0.18423252
a2 0.45395475 0.41880080 0.41863123
5o5 Opt imal  s t a r t i n g  va lues  f o r  / x
An i mp o r t a nt  a p p l i c a t i o n  o f  a p p r o x i m a t i o n  t he o r y  is to  
the  g e n e r a t i o n  o f  s u i t a b l y  p r e c i s e  s t a r t i n g  va l ue s  f o r  the  
c a l c u l a t i o n  o f  high accuracy  r e p r e s e n t a t i o n s  o f  a g iven  
f u n c t i o n  us ing i t e r a t i v e  procedures. .  As our example,  we 
c o ns id e r  the problem o f  p r o v i d i n g  s t a r t i n g  va l ue s  f o r  the  
c a l c u l a t i o n  o f  / x  by the Newton-Raphson proc edur e ,
Moursand ( 1 9 67 )  has shown t h a t  the  c on v e n t i o n a l  best  
Chebyshev a pp r ox im at io n s  to / x  do not  g i v e ,  in the sense  
d e f i n e d  below,  o p t i m al  s t a r t i n g  v a l u e s 0
8 8 ,'
Let G(x)  be the i n i t i a l  guess a t  the  v a l u e  o f / x  0 
Then the i t e r a t i v e  procedure takes  the form 
x Q = G(x)  ,
x . +  ^ = 0 o5 ex,  + x / X j )  , i = 0 , 1 , o. o , m- l  0
G ( x )
Opt imal  s t a r t i n g  va l ue s  a r e  found by c a l c u l a t i n g  
to mi ni mi se
max a < x < b 0 ( 5 08)
Moursand has shown t h a t  i f  G(x)  is a p o l y n o m i a l ,  or  a 
r a t i o n a l  f u n c t i o n ,  then the cases msal ,  2 , 0 0 0 a l l  y i e l d  the  
same minimum v a l u e  f o r  ( 5 08 ) c Thus,  i f  we c o n s i d e r  G( x)  
to be such a f u n c t i o n ,  we can g e n e r a t e  o p t i m al  s t a r t i n g  
v a lue s  by f i n d i n g  G( x)  t o m in i mi se
max
/ x  -  0 * 5 (GCx) -  x / GCx) )  
/  x




G ( x ) = Z a , x 1 ,
i=0 1
we use the a l g o r i t h m s  developed In Chapter  4 t o s o l ve  t h i s  
problem» The p o i n t s  o f  the d i s c r e t i s e d  problem a re  
equispaced in the range 1 j » In T a b l e  6,  c o e f f i c i e n t s
a r e  g i v e n ,  a long w i t h  the  min max d e v i a t i o n s  f o r  d i s c r e t e  
s o l u t i o n s  computed on 30 and 75 equispaced po int s»  For 
compar ison,  we a l s o  g i v e  the c o e f f i c i e n t s  and min max 
d e v i a t i o n  o f  the s o l u t i o n  t o t he  cont inuous problem»
TABLE 6
c o e f f i c i e n t s  o f  G ( x ) ,  ^  < x £ 1
no» o f  p o in t s cont inuous  s o l u t i o n
p
o
0 , 8 9 6  401 0 , 9 0 0  784 0 . 9 0 1 015
“ l “ 1 , 8 7 1  905 “ 1 , 87 8  202 “ 1 .878 504
CNI
a 1 , 8 4 4  491 1 , 84 6  640 1 .8 4 6 727
a 3 0 , 1 4 5  412 0 , 1 4 5  343 0 . 14 5 343
h x 104 1 , 0 2 2  076 1 , 04 5  509 1 .0 4 7 914
5 „4 Rational approximation
9 0.
As Indicated in Chapter 4, the problems of nonlinear 
minimax approximation are so diverse that it is impossible 
to develop any truly general theory to cover them a 110 
However, the particular case of rational approximation is 
well understood,, This stems from the close connection 
between rational approximation and polynomial approximation 
as can be seen from the following characterisation theorem,,
Theorem 5.1 Achieser (1930)
Let P(x) and Q(x) be polynomials of degree p and q 
respectively, and consider reference sets having p+q + 2 
points. Then P/Q is the best approximation to f(x) 
e C[a,b] if
(i) a < Xj and xp+q+2 < b
(ii) f(xs ) - P(xs >/Q(xs ) = (-l)sh, s = l,2, . . „,p+q + 2
(iii) a<x<b |f ~ P/Ql " |h| ‘
Good algorithms for the solution of the rational 
problem have been given by Ralston (1967) and Curtis and 
Osborne (1966). The former converges from any initial 
approximation; a starting algorithm (see, for example, 
Werner (1968)) is used to generate a set of reference 
points which can be used as an initial approximation for 
the second algorithm of Remes (the exchange algorithm).
The latter algorithm is an extremely efficient implement“
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ation of the exchange algorithm, but presupposes convergence 
from the initial (given) set of reference points«, In 
most practical examples, this supposition is perfectly 
adequate. However, Ralston has shown that there exists a 
class of problems requiring extremely precise starting 
values in order to ensure convergence. Such problems are 
said to be degenerate or nearly degenerate.
Definition 1 The best rational approximation is said
to be degenerate if, at the solution, P(x) and Q(x) have a 
common factor, other than a constant.
The existence of degeneracy can be determined in 
advance, on the basis of the following theorem:
Theorem 5A2 Ralston (1967)
P I d I
Let R (x) = E ou x / (1 + I 8, x') and let 
pq j =0 ' 1=1 1
ft <R pq(x) represent the corresponding best approximation to
ft
f(x)0 Then R (x) is degenerate if and only if Pd
ft ft
R ^ „ -I (x) is nondegenerate, and fCx) - R „ « „ ^(x)p-l,q-l 0 p“l,q~l
has at least p+q+1 alternating extrema of edual magnitude.
For example, consider the best approximation with 
p-0, q = 1 to the gamma function jx on the interval [2,3].
This is
8 0.496691.0 - 0 a 25086x
9 2 ,
The error in this approximation is shown In Figure 3, 
where the existence of three error extrema of magnitude 




example is that on the slightly wider range [l.9507,3] 
there are 4 alternating error extrema. Thus, by Theorem 
5,2, the best approximation on this wider range with 
p-l,q=2 will be degenerate, and the best approximation 
on [2,3] with p=l,q=2 will be nearly degenerate.
We now consider the application of the algorithm of 
Section 4.2 to the solution of these problems. In Table 7, 
we give the successive iterates for the solution on 51 
equispaced points in [2,3] using as initial approximation 
the solution for the case p=0,q=l. The exchange algorithm
f a i l s  t o  c o n v e r g e  when s t a r t e d  f r o m  t h i s  s o l u t i o n »  T a b l e s  
8 and 9 show t h e  p r o g r e s s  o f  t h e  s o l u t i o n  on [ l o9 5 0 7 , 3 ] ,  
u s i n g  101 and 201 e q u i s p a c e d  p o i n t s ,  w i t h  t h e  i n i t i a l  
a p p r o x i m a t i o n s  d e f i n e d  by t h e  s o l u t i o n s  a p p e a r i n g  i n
•  o o
T a b l e s  7 and 8, r e s p e c t i v e l y »  ( h J , y J and hJ a r e  as 
d e f i n e d  i n  C h a p t e r  4)»
9 3 »
We see t h a t  i n  t h i s  exampl e  o u r  a l g o r i t h m  f o r  
n o n l i n e a r  a p p r o x i m a t i o n  i s  n o t  a f f e c t e d  t o  any g r e a t  
e x t e n t  by t h e  d e g e n e r a c y  o f  t h e  s o l u t i o n .  Note  t h a t  use 
has been made o f  Theorem 1.5»
51 p o i n t s  i n  [ 2 , 3 ]  , p=1, q = 2
A  •
hJ hj + 1
0 . 0 0 6  431
OO
0 . 0 0 7  335




0 . 0 0 7  285
0 . 0 0 5  632 0 .1 0 . 0 0 7  112
0 .0 0 5  673 1 0 . 00 5  686
0 .0 0 5  673 0 . 9 0 . 00 5  674
0 .0 0 5  673 o o U1 0 . 0 0 5  673
TABLE 8 94.
101 points in [l. 9507,3], p=l,q=2
hj Yj P +1
0.007 463 1.1 0.011 403
0.007 464 1.2 0.009 966
0.007 464 1.1 0.007 468
0.007 465 o o CO 0.007 465
TABLE 9
201 points in [l.9507, 3] , P=l,q = 2
.A. o
hJ YJ* hj+1
0.007 468 1.5 0.007 833
0.007 470 1.2 0.007 469
5.5 Approximation to a discrete set of values
In a recent paper, Moler (1965) has considered the 
problem of finding the eigenvalues of Laplacess operator 
for an L shaped membrane by finite difference techniques.
He obtains a number of values of the first eigenvalue
for a range of discretisation parameters h, and conjectures
on theoretical grounds that the discretisation error will
have the form
95.
Xh - X = 2.2 h /5 - 5.2 h2 + 0(h2) , (5.9)
where A^ is the computed eigenvalue and A is the true 
value. The values h and corresponding values A^ obtained 
by Moler are given in Table 10o We have used these in 
an attempt to obtain better values for the parameters in 
equation (5 „ 9) 0 To do this, we solve the following 
prob 1em:
find a vector a = (a-,a0/00„,ac to minimise % i z j
a3 a5max I A ^  - h„ - h. |, i=l/2/ooo,109
Using the initial values
aT = (9, 2.2, 1.3, -5, 2) ,
'V
the progress of the computation is shown in Table 11.
The final values of the coefficients are







with min max deviation 1.11 E -7, The value of ot^  ( = A)




11/10 9 0 68829 144629
1 / 2 0 9 0 66696 983477




1 / 7 0 9.64626 725003
1 / 8 0 9.64527 693133
1 / 9 0 9.64452 301324
1/100 9.64393 241120
TABLE 11
progress of the solution
< XT YJ' p +1
1.160 E-7 1 5.684 E-4
1.106 E-7 0.94 1.403 E-6
1.107 E-7 1.04 1.620 E-7
1.107 E-7 1 1.107 E-7
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Another  d i s c r e t e  problem which arose a t  the A u s t r a l i a n  
N a t i o n a l  U n i v e r s i t y  Computer Cent re  was the f i t t i n g  of  a 
r a t i o n a l  f u n c t i o n  o f  the form
( x 2 + q^x)  
x3 + a^x +
4.
to the 12 va lues  y g i ven in T ab l e  1 2 0 The problem was 
f u r t h e r  r e s t r i c t e d  by the c o n s t r a i n t s
qj  > 0 i = l , 2 , 3 , 4  ( 5 , 1 0 ’)
which made the l i n e a r  programming t ec hn i que  o f  Chapter  2 
r a t h e r  a t t r a c t i v e  as a method o f  s o l u t i o n ,  (Of  course ,  
the c o n s t r a i n t s  ( 5 . 1 0 )  could a ls o  be s a t i s f i e d  by 
r e p l a c i n g  each v a r i a b l e  by i t s  s q u a r e ) .
The i n e q u a 1 i t i es
6q^ > - q J*
'V > 'V
were added a t  each s t ep  o f  the l i n e a r i s e d  problem,  where
aJ is the c u r r e n t  v a l u e  o f  q,  and 6qJ the c o r r e c t i o n  
% v  'v
computed a t  t h i s  s t e p .  We have assumed t h a t ,  in the  
l i m i t ,  the m u l t i p l i c a t i v e  f a c t o r  y J tends to u n i t y  ( not  
an unrea sona bl e  assumpt ion in v iew o f  the e x p e r i me n ta l  
e v i d e n c e ) .  However,  i n t e r m e d i a t e  va l ue s  o f  the parameters  
may v i o l a t e  the  c o n s t r a i n t s  ( 5 . 1 0 ) ,  as shown in T a b l e  13.  































probl em d a t a
X y
0 0 0 8 3 0 . 0 0 4 4 6
0 , 0 9 0 0 . 0 0 4 6 5
0 . 1 1 0 0 . 0 0 6 1 8
0 . 1 2 5 0 . 0 0 6 4 6
0 . 1 4 3 0 . 0 0 8 9 8
0 . 1 6 7 0 . 0 0 9 9 0
0 . 2 0 . 0 1 2 6 5
inCMo 0 . 0 1 6 9 5
0 . 3 3 0 . 0 2 3 6 1
0 . 5 0 . 0 4 0 6 6
1 0 . 0 7 7 1
2 0 . 1 5 6 6
CHAPTER 6
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MINIMISING THE MAXIMUM REST DUAL IN THE NUMERICAL
m
SOLUTION OF DIFFERENTIAL EQUATIONS
We now t u r n  t o  t h e  main  a p p l i c a t i o n  o f  t h e  t h e o r y  
d e v e l o p e d  i n  t h e  f i r s t  p a r t  o f  t h i s  t h e s i s  -  t h e  
c a l c u l a t i o n  o f  m i n i m a x  r e s i d u a l  s o l u t i o n s  o f  
d i f f e r e n t i a l  e q u a t i o n s .  T he re  a r e  i n  e x i s t e n c e  a number 
o f  methods w h i c h  g i v e  s o l u t i o n s  a p p r o x i m a t i n g  t o  m i n l m a x  
r e s i d u a l  s o l u t i o n s .  In p a r t i c u l a r ,  f o r  l i n e a r  e q u a t i o n s  
w i t h  p o l y n o m i a l  c o e f f i c i e n t s ,  t h e  T - method  o f  Lanczos 
( 1 956 )  ( se e  a l s o  Clenshaw ( 1 9 5 7 ) ,  Fox ( 1 9 6 2 ) )  p r o v i d e s  
m in im ax  r e s i d u a l s  f o r  c e r t a i n  f i r s t  o r d e r  e q u a t i o n s  
( R i v l i n  ( 1 9 6 8 ) ,  R i v l i n  and Weiss ( 1 9 6 8 ) ) ,  T h a t  t h i s  c l a s s  
i s  l i m i t e d  i s  i l l u s t r a t e d  by a s i m p l e  c o u n t e r - e x a m p l e  In 
Osborne and Watson ( 1 9 68 )  ( se e  t h e  p r o b l e m  ( 6 , 5 )  -  ( 6 , 6 )  
o f  t h e  n e x t  s e c t i o n ,  wher e  t h e  a p p r o x i m a t e  s o l u t i o n  I s  a 
p o l y n o m i a l  o f  d e g r e e  2 ) ,
O t h e r  m e t h o d s ,  w h i c h  remove t h e  l i m i t a t i o n  o f  
p o l y n o m i a l  c o e f f i c i e n t s ,  and t h e  r e s t r i c t i o n  o f  l i n e a r i t y  
o f  t h e  d i f f e r e n t i a l  e q u a t i o n ,  a r e  based on t h e  Lanczos 
' s e l e c t e d  p o i n t s '  o r  c o l l o c a t i o n  p r i n c i p l e  ( C l en sh aw  and 
N o r t o n  ( 1 9 6 3 ) ,  W r i g h t  ( 1 9 6 4 ) ,  Mason ( 1 9 6 5 ) ) ,  These 
methods  n o r m a l l y  d i f f e r  i n  t h e  s t r a t e g y  a d o p t e d  t o  
d e t e r m i n e  t h e  c o l l o c a t i o n  p o i n t s ,  and K i z n e r  ( 1 9 66 )  has 
compared v a r i o u s  c h o i c e s  f o r  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s .
lOOo
That any prescribed set of collocation points can be worst 
possible for some differential equation with a well- 
behaved solution, however, has been demonstrated by 
Osborne and Watson (1968)»
It seems reasonable, therefore, to suggest that if 
good methods are available for computing precise minimax 
residual solutions, then these methods are preferable to 
the others mentioned«,
It was shown in Chapter 1 that the problem of 
minimising the maximum residual in the equation
M (y(x)) = f(x) , a < x < b , (601)
where M is a differential operator, is a minimax 
approximation problem. We have also indicated in the last 
chapter how the constraints imposed by linear boundary 
conditions on a linear problem (6,1) can conveniently be 
handled within the framework of our linear programming 
technique. We consider the nonlinear situation in 
Section 6.2.
In Section 6.4 we consider a fairly obvious 
extension of some of our techniques to problems in two 
independent variables.
6 a 1 L i n e a r  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s
We b e g i n  by c o n s i d e r i n g  t h e  s i m p l e  f i r s t  o r d e r  
e q u a t i o n
x 2y°  -  y = 0 , 0 ^ x £ 1 , ( 6 0 2 )
s u b j e c t  t o
y ( 1 )  -  1 . C 6 o 3)
n ,
Le t  z = E ou x be an a p p r o x i m a t i o n  t o  y 0 Then 
i =0 1
t h e  r e s i d u a l  i s
r ( x , a )  = E a.  ( i  x ' + ^ -  x ' )  0 ( 6 04)
~ i =0 1
The maximum a b s o l u t e  v a l u e  o f  t h e  r e s i d u a l  i s  
t h u s  t o  be m i n i m i s e d  s u b j e c t  t o
n
E a.  = 1 ,
1=0 1
P o l y n o m i a l s  o f  d e g r e e  8 a r e  f i t t e d  w i t h  r e s p e c t  t o  
d = 25,  50 and 75 e q u i s p a c e d  p o i n t s  i n  [ 0 , l ] ,  and a 
s o l u t i o n  i s  a l s o  f o u n d  t o  t h e  c o n t i n u o u s  prob lem« The 
c o e f f i c i e n t s  and mi n  max d e v i a t i o n s  h a r e  g i v e n  i n  
T a b l e  14«
In g e n e r a l ,  i t  i s  d i f f i c u l t  t o  o b t a i n  a u s e f u l  
bound f o r  t h e  e r r o r  i n  t h e  a p p r o x i m a t e  s o l u t i o n .
However ,  a s i m p l e  e r r o r  a n a l y s i s  can be d e v e l o p e d  f o r
1010
t h i s  p r o b l e m
TABLE 14
102
coefficients and min max deviations 
for solutions to (602) - (603)
d 25 50 75 cont i nuousj
«0 -0.002 212 -0.002 302 -0.002 299 -0.002 310
a l 0 o 295 266 0.301 277 0.300 923 0.300 949
a2 *6 o 088 473 -6.140 135 "6.137 257 -6.135 091
a3 40.140 024 40.318 580 40.315 296 40.293 614
a4 -90.718 681 -91.025 509 -91.052 780 -90.966 112
a5 103.840 809 104.103 901 104.206 098 104.028 301
a6 -62.797 209 -62.877 023 -63.023 429 -62.825 495
a7 17.726 051 17.699 464 17.796 379 17.682 536
a8 "1.395 575 -1.378 253 -1.402 930 -1.376 392
h 0.002 212 0.002 302 0.002 299 0.002 310
TABLE 15
actual errors in the continuous solution
X 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
5.104 23 15 "4 -7 6 2 -3 0 1 -1 0
Then
Let £ - y - z o
x2 £8 - £ - -r(x,a) .
Now, at a maximum of |£| , either 
£ 8 = 0 £ » £(0) or £ = £(1)
103
Therefore, US < max {|r(x,a)| , |£(0)| , |£(1)|),
* %
Thus at a solution we have
Ul £ h,
where h is the min max deviation0 This is illustrated in 
Table 15, where errors at a discrete set of values of x 
are tabulated for the solution to the continuous problem.
Now consider the equation
(1 + 9x) y° - 17y * 0, 0 $ x £ 1
subject to




Let z = l ou x be the approximation to y, In this 
i-0 1
case, the minimax residual solution is of interest as the 
continuous approximation problem with n=2 is singular 
(see Osborne and Watson (1968)). In Table 16, the 
coefficients of the solutions to the continuous problem 
are listed for nsl to 7, while in Table 17, we give the 
corresponding optimal (reference) sets. The signs 
accompanying the values of the optimal points indicate 
the signs of the residuals at those points,,
The case n=l is also of interest, as the signs of 
the residual at both reference points are the same. The 
cases n=3 to 7 exhibit the usual situation, with the min 
max deviation attained with alternating sign at (n+1) 
reference points. In Figure 4, the residuals for the case
r ( x )
fa
104 o
F i g u r e  4
r e s i d u a l s  f o r  va lues  o f  n=l
Ar ( x )
f \
El^urje^ l
minimax r e s i d u a l ,  ns 2
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n=l for various values of (the initial condition 
constrains otg to be equal to 1) are plotted«, The graphs 
clearly illustrate why the min max deviation occurs for 
s 0, Figure 5 shows the minimax residual for n=2.
We note in passing that the latter approximation is valid 
on a wider range (cf0 the singular problem dealt with in 
Chapter 5).
TABLE 16
coefficients and min max deviations
of continuous solutions to (6.5) - (6.6)
n 1 2 3 4 5 6 7
a0 1.0 l o O 1.0 1.0 1.0 1.0 1.0
al 0.0 18.030 18.086 17.265 17.087 17.028 17.010
CM
Ö 50.485 62.569 64.823 66.307 67.114 67.539
“3 “3.476 "7.490 "11.355 -14.621 -17.154
a4 1.783 5.818 11.754 18.771
a5 -1.474 -6.402 -16.212
a6 1.532 8.290
a7 -1.826
h 17.0 8.24 1.086 0.265 0.0806 0.0277 0.0102
TABLE 17
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optimal (reference)sets (with residual signs) 
for continuous solution to (605) - (6,6)
n 1 2 3 4 5 6 7
xi -0,0 “0 o 42 86 + 0,0 + 0o0 + 0,0 + 0,0 + 0,0
CSI
X -1.0 +1, U -0,25 -0,1464 -0,0957 -0,0673 -0,0499
x3 + 0 o 75 + 0 o 5001 +0,3454 +0,2501 +0,1883
X4 -1.0 -0,8534 -0,6547 -0,5001 -0,3883
x5 + 1,0 +0,9043 +0,7495 +0,6112
X6 -1.0 -0,9327 -0,8116
x7 + 1,0 +0,9500
x8 -1,0
6 n 1n1 increasing the number of unknowns
One particular problem which can occur in fitting an 
approximation to the solution of a differential equation 
(or computing an approximation to an explicit function) Is 
that of finding the polynomial of least degree which gives 
less than a certain maximum residual« The question arises 
whether it is necessary to recompute a new approximation 
from the beginning, having already obtained one with too 
large a residual, or can this new approximation be 
generated on the basis of the information already obtained«.
We now show that, in any linear approximation problem, the 
theory of postoptimality in linear programming can be used 
to increase by one the number of unknowns in the problem. 
This applies to any linear approximating function, and not 
merely to polynomials.
107,
Increasing the number of unknowns by one implies 
the introduction of an extra variable into the primal 
problem. Thus, in the dual formulation, we introduce 
another equality constraint. Suppose that we have an 
optimal solution with optimal dual basis matrix B and 
basic variables wg„ If the artificial variable is 
included in the new constraint as a basic variable, we 
Immediately obtain the new basis matrix (Hadley (1962)
P. 385), 0
1
where yDT is the vector of coefficients in the new'VD
constraint of variables in the basis, and the last column 
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w h e r e  = I" 0 l") i s  t h e  o r i g i n a l  r i g h t  h and  s i d e  o f  t h e'V  L  'V  J
d u a l  p r o b l e m  ( s e e  S e c t i o n  2 02 ) 0
T h us ys
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A
T h e r e  a r e  now t h r e e  p o s s i b i l i t i e s  
(1)  wA = 0 .
The  new s o l u t i o n  i s  i m m e d i a t e l y  o p t i m a l  a nd  i d e n t i c a l  
w i t h  t h e  p r e v i o u s  o n e *  i 0e 0 t h e  new v a r i a b l e  i n t r o d u c e d  
i n t o  t h e  p r i m a l  h as  t h e  v a l u e  z e r o Q
( 2 )  wA > 0 „
I n  t h i s  c a s e *  we h a v e  a f e a s i b l e  s o l u t i o n 0 T h e  
a r t i f i c i a l  v a r i a b l e  m u s t  be r e m o v e d  f r o m  t h e  b a s i s  a nd  
r e p l a c e d  so t h a t  t h e  r e s u l t i n g  b a s i c  s o l u t i o n  i s  a l s o  
f e a s i b l e «  T h i s  r e q u i r e s  t h e  a p p l i c a t i o n  o f  t h e  f i r s t
10 9 o
phase of the 2~phase Simplex Method (Dantzig, Orden and 
Wolfe (1955)), which drives the artificial variable out of 
the basis,, The solution then proceeds as usual with the 
second phase,,
(3) wA < 0o
Here the solution is infeasi bl e, but the criterion 
for optimality is satisfied» This is an appropriate 
situation for the use of the Dual Simplex Method 
(Lemke, 1954)» This will immediately remove from the 
basis by forcing it to zero, and will then proceed to 
obtain the optimum»
As an example, we consider polynomial approximations 
to the solution of (6 0 5 ) - (6 »6) computed on 20 equispaced 
points in [0,l]o Beginning with a degree 4 approximation, 
we use postoptimality to compute approximations up to 
degree 7„ In Table 18, we give solution coefficients and 
min max deviations, which can be compared with solutions 
to the continuous problem given in Table 160 Also given 
in Table 18 are the signs of the artificial variable 
introduced at each step, and the number of iterations of 
the linear programming algorithms required to produce the 
solution from the previous one» In the first column, the 
number of iterations given is the number required to 
produce the degree 4 solution in the usual way»
iXOo
A polynomial approximation of degree 7, calculated In this 
way, requires 25 iterations.. This implies that a 
considerable saving is achieved by using postoptimality 
in the present situation.
TABLE 18
solutions using postoptimality
n 4 5 6 7
a0 1.000 1.000 1.000 1.000
al 17 o 262 17.079 17.027 17.010
CM
Ö 64.823 66.311 67.112 67.545
a3 -7.492 -11.364 -14.622 -17.180
a4 1.784 5.825 11.754 18.827
a5 -1.476 -6.402 -16.274
a6 1.532 8.325
a7 -1.833
h 0.262 0.079 0.027 0.010
sgn
(V + - +
no . of 
iterations 15 7 10 7
6„2 No n l i n e a r  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s
111 .
To i l l u s t r a t e  t he  g e n e r a l  t e c h n i q u e ,  we c o n s i d e r  
f i r s t  t he  s i mp l e  second o r d e r  e q u a t i o n
y "  + 0.49 ( y > ) 2 * 1  = 0 ,  0 $ x £ 1 ( 6 . 7 )
s u b j e c t  to
y (0)  = y (1)  = 0 o ( 6 0 8 )
Appr ox i ma t i ng  t o  y by z where
M .
z 55 Z ou x ,
i *0  1
we o b t a i n  f o r  t h e  r e s i d u a l
n i “ 2 n j - I  2
r ( x , a ) = Z i ( i - l )  a .  x 1 + 0 o49(  Z i a . x  i ) + 1,  
^ i =0 ' i =0 '
which can be w r i t t e n  in t h e  form
r ( x , a )  -  F ( x , a )  -  f ( x )  0
Let  us now c o n s i d e r  t h e  probl em of  f i t t i n g  t he  
boundary  c o n d i t i o n s  ( 6 08) t r e a t i n g  them as  ge n e r a l  
l i n e a r  c o n s t r a i n t s , ,  We must  f o r m u l a t e  them as 
i n e q u a l i t i e s  i n v o l v i n g  t he  e l e me n t s  o f  t h e  v e c t o r  6cu
'V
s i n c e  t h e s e  a r e  t h e  unknowns of  t he  l i n e a r  programming 
problem which i s  t o  be s o l v e d  a t  each s t e p  ( s e e  Cha p t e r  4 ) 0
112 ou
Suppose t h a t  we have a s o l u t i o n  v e c t o r  a such t h a t  
t he  c o r r e s p o n d i n g  a p p r o x i m a t i o n  z s a t i s f i e s  t he  boundary 
c o n d i t i o n s  e xac t l y , ,  Sf we a d j o i n  t he  c o n s t r a i n t s
6aQk = 0 *
n kE 6 cx o — 0 *
i - o  1
t o  t h e  l i n e a r  programming problem which d e t e r m i n e s  6a k*
%k+1t he n  t he  new v e c t o r  a wi l l  a l s o  s a t i s f y  ( 6 08 ) 0 Thi s
'V
t e c h n i q u e  wi l l  be used whenever  l i n e a r  boundary  c o n d i t i o n s  
a r e  a s s o c i a t e d  wi t h  a n o n l i n e a r  p r o b l e m0 Thus t h e  i n i t i a l  
a p p r o x i m a t i o n  must  a lways  be chosen  to s a t i s f y  t h e s e  
c o n d i t i o n s , ,  We n o t e  in p a s s i n g  t h a t  t he  q u e s t i o n  of  
n o n l i n e a r  boundary  c o n d i t i o n s  i s  c o n s i d e r e d  in S e c t i o n  
6 9 2 o 4 „
For t h e  above example* t h e  i n i t i a l  a p p r o x i m a t i o n  can 
be t ake n  as  z s 0 o In Tabl e  19* c o e f f i c i e n t s  and min max 
d e v i a t i o n s  h f o r  t h e  c a s e  n ® 8 a r e  g i ve n  f o r  
a p p r o x i m a t i o n s  o b t a i n e d  ove r  d = 25*50 and 100 e q u i s p a c e d  
p o i n t s  in [ 0 * l ] *  as  we l l  as f o r  t he  s o l u t i o n  t o  t he  
c o n t i n u o u s  problem, ,  The e f f o r t  r e q u i r e d  t o  compute t he  
l a t t e r  s o l u t i o n  i s  no r ma l l y  r a t h e r  e x c e s s i v e  in view of  
t h e  i n c r e a s e  in a c c u r a c y  which i s  o b t a i n e d »  Thi s  i s  
p a r t i c u l a r l y  e v i d e n t  in t he  p r e s e n t  case* where  t he  
a p p r o x i m a t i o n  on 25 d i s c r e t e  p o i n t s  r e p r e s e n t s  a d e q u a t e l y  
t he  s o l u t i o n  t o  t h e  c o n t i n u o u s  problem» Accor d i ng l y*
TABLE 19
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coefficients and min max deviations of approximations to 
the solution of (607) - (5,8)
d 25 50 100 continuous
p o
oo 0,0 o o o oo
“1 0 , 521469279 0,521469281 0,521469281 0,521469281
“2 “0 o 566622707 -0,566622700 -0,566622700 -0,566622699
“3 0 o 096513713 0,096513549 0,096513552 0,096513547
a4 -0 o 064678704 -0,064678101 -0,064678102 -0,064678093
a5 0,022239393 0,022238328 0,022238302 0,022238295
“6 -0,011635091 -0,011634003 -0,011633952 -0,011633951
a7 0 ,003618823 0,003618195 0,003618158 0,003618159
a8 -0,000904706 -0,000904549 -0,000904540 -0,000904540
h 0.000000387 0.000000403 0,000000404 -0,000000405
Solution to the Thomas-Fermi equation (6,9)-(6,ll)
f o r  t he  r ema i n i ng  n o n l i n e a r  probl ems t r e a t e d  in t h i s  t h e s i s #  
we w i l l  on l y  c o n s i d e r  a p p r o x i m a t i o n s  o b t a i n e d  wi t h  
r e s p e c t  t o  a d i s c r e t e  s e t  of  po i n t s »
We now t u r n  t o  t he  probl em of  o b t a i n i n g  a p p r o x i ma t e  
s o l u t i o n s  t o  some n o n t r i v i a l  n o n l i n e a r  d i f f e r e n t i a l  
e q u a t i o n s .
6 » 2 nl  The g e n e r a l  Thomas - Fermi Equa t i on
The g e n e r a l  Thomas -  Fermi e q u a t i o n  can be w r i t t e n  as
x ( y - ) 2 -  y3. (6 »9 )
Thi s  e q u a t i o n  i s  o f  p r a c t i c a l  v a l u e  in c a l c u l a t i n g  
t he  p o t e n t i a l  produced by an atom a t  z e r o  t e mp e r a t u r e »
For a g i ven  X e (0#°°)# t h e r e  a r e  two p h y s i c a l l y  
mean i ngf u l  b r a n c h e s  of  t he  s o l u t i o n #  y^ ( x)  in [o#x]  
and y2 (x)  in wi t h  boundary  c o n d i t i o n s  d e f i n e d  by
1 1 4 0







>IIX<w/CM> ( 6 . 1 1 )
The s o l u t i o n s  y^ and y 2 a r e  shown in F i g u r e  6 0
Here# we c o n s i d e r  t h e  problem of  o b t a i n i n g  
a p p r o x i m a t i o n s  t o  t he  s o l u t i o n  when X = 4»33# and we 
a p p r o x i ma t e  t o  y^ ( x )  f i r s t »  The c h o i c e  of  t he
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approximation is important, as we must ensure that 







which was first given by Baker (1930), As the initial 
approximation, we take
1 + 0 o 121 971 988 72
in Table 20, the successive iterates hJ, yJ and hJ 
(defined in Chapter 4) are given for the case n = 8, 
where we have discretised the problem over 30 equispaced 
points in the range. The final approximation has the 
coefficients
a0 s loO
al S “1,582 350
a2 S 1,339 110
a3 = 0,005 368
a4 — -0,715 439
a5 = 0,562 332
a6 S5 -0,214 398
CLy S 0,042 440
a8 2 “0,003 429
Approximate values of the solution have been tabulated by 
March (1952), and these agree with our values to 4 
decimal places which March gives.
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TABLE 20
successive Iterates for the approximate solutions 





0,001 125 1,28 5,08
0,008 968 1,72 0,396
0,006 549 1 0,116
0,006 765 1,28 0,017
0,000 312 o © to 0,0013
0,000 058 1 0,000 065
0,000 058 1 0,000 058
We now consider the computation of an approximation to 
y2(x) in the range 4,33 < x < 10, In order to satisfy 
the second boundary condition of equation (6.11), the 
asymptotic expansion
n
z 2 — E a. x 1 (6.13)
i -0
is used. The initial approximation is taken as
_ _ 1-166 479
z 2 x
In Table 21, successive iterates are again shown for 
the case n s 8, where the problem is again dlscretised 





al = ”0 0 626 112
CM
Ö 23 o122 008
a 3 = -262 o 341 516
a4 s 2269 o 071 926
a5 = -12045.699 608
a6 s 37994 o 882 545
a7 = “65948 o 085 699
a8 s 48688 0 923 709
Comparing the min max deviations in Tables 20 and 21, 
it is clear that this approximation is somewhat more 
accurate than that obtained for y^(x).
successive iterates for the approximate solution 
to the To-Fo equation on 4.33 £ x £ 10.
•
hj Y J hJ+1
5,286 E”7 0,68 1.7 E-3
1,762 E-6 f-* o o oo 1.04 E“4
3,049 E-6 1,06 8.96 E-6
1,294 E“6 1,06 1.306 E-6
1,236 E“6 1 1.236 E-6
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We note that for the computations of this section, the 
values yJ were computed to 2 decimal places» in general, 
we have only used values accurate to 1 decimal place, 
except when this gave yJ = 0»0 when a more accurate value 
is computed» These values are obtained by a direct 
search away from the value yJ = 1»
6»2.2 The Blasius Equation
We now consider approximating to the solution of the 
differential equation
y , 0 B + y y * " = O  (6»14)
subject to the boundary conditions
y (0) = y e(0) = 0, y”(x) -+ k as x ■* °°, (6»15)
where k is a constant» This is the original equation of 
Blasius, and arises in the consideration of the flow of a 
viscous fluid which streams past a plate placed edgeways 
in it (see, for example, Davis (I960))»
The form of approximation is particularly important 
(polynomials, for example, give very large residuals), 
and we use the form suggested by Mason (1965), where y 
is approximated by
z s A + Bx + ijj(x) , A, B constants» (6»16)
The boundary conditions in this case are best handled 
by assuming that they are satisfied by the approximation z,
and so,
A + (0 ) = 0 ,
B * if; * (0 ) = 0 ,
B + i|j0( x ) - ^ k  as x - * ° ° 0
119,  
(6 o17 )
The l a s t  c o n d i t i o n  suggests a xp( x ) o f  the form
t|i(x) » C /  ( P ( x ) ) r ,
where C and r a r e  c o n s t a n t s ,  and P(x )  is a p o l y n o m i a l .  
In f a c t ,  the c o n d i t i o n s  ( 6 017)  a re  s a t i s f i e d  i f  we s e t
\ p ( x )
k
“ i d a i x o^x
f
A kra^ B = k ;
t h a t  1s 
z + kx +
r a ^ ( l  + a^x + o^x +
( 6 o 18)
Approximate  s o l u t i o n s  a re  o b ta i n e d  f o r  the case  
k = 1 on 31 equispaced p o i n t s  in the range 0 < x < 5 0 
P(x)  has degree 11 C u e , ,  t h e r e  a re  11 unknowns) ,  and 
we c o n s i d e r  a range o f  i n t e g r a l  va lues  o f  r from 1 t o  11,  
In Tabl es  22 and 23 we t a b u l a t e  s uc ces s i ve  va l ue s  o f  h,
Y and h f o r  a p p r o x i m a t io n s  w i t h  r -  4 and r = 8,  
r e s p e c t i v e l y  0
TABLE 22
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successive iterates, r - 4
 ^o
hJ YJ h j + 1  1
0 . 0 0 0  4 4 5 0 . 0 0 8 0 . 4 2 0
0 o 0 1 7  73 8 0 . 1 0 . 3 7 9
0 o 0 5 8  3 0 4 0 . 4 0 . 2 8 6
0 0 0 1 3  6 5 9 0 . 7 0 . 1 5 6
0 o 0 0 5  4 6 3 1 0 . 0 1 8  5 3 6
0 . 0 0 3  4 5 0 1 0 . 0 0 3  9 7 5
0 . 0 0 1  3 4 3 0 . 9 0 . 0 0 1  57 4
0 a0 0 0  3 6 6 1 0 . 0 0 0  5 0 3
0 . 0 0 0  0 1 9 0 . 9 0 . 0 0 0  0 3 8
0 . 0 0 0  0 0 4  2 1 0 . 0 0 0  0 0 4  4
0 . 0 0 0  0 0 4  2 1 0 . 0 0 0  0 0 4  2
T A B L E  23
s u c c e s s i v e  i t e r a t e s , ii oo
A  ohJ YJ hj+1
0 . 0 0 0  3 4 1 o o o 1 . 2 2 7
0 . 0 0 3  0 5 3 o o 0 . 4 0 9
0 . 0 2 7  9 0 9 1 , 1 0 . 1 2 9
0 . 0 3 4  0 4 5 1 0 . 0 3 6
0 . 0 0 8  3 0 8 0 . 9 0 . 0 1 2  3 7 5
0 . 0 0 1  1 1 1 1 0 . 0 0 2  0 5 6
0 . 0 0 0  2 5 2 1 0 . 0 0 0  275
0 . 0 0 0  0 0 9  57 1 0 . 0 0 0  0 1 1
0 . 0 0 0  0 0 0  89 1 0 . 0 0 0  0 0 0  91
0 . 0 0 0  0 0 0  85 1 0 . 0 0 0  0 0 0  85
121 o
It is interesting to note that the use of different 
values of r gives a large range of corresponding min max 
deviations, as shown in Table 24e Computed approximate 
solution values z(x) for some of these values of r and a 
range of values of x are given in Table 250 The 
approximations for r - 11 are correct to about one figure 
in the last decimal place» Mason (1965) has produced a 
similar approximation using collocation methods, and in 
Table 26 we compare coefficients of approximations for the 
case r = 4 b
An equation similar to (6014) arises in the analysis 
of the problem of a dissociating (or ionizing) laminar 
boundary layer under equilibrium conditions (see, for 
example, Fay and Riddell (1958))»
In this case, the equation of conservation of 
momentum is
y,n + K y y "  = 0 (6 019)
subject to the conditions (6015), where, in general,
K = K (x) o
Under certain simplified conditions, K can be 
taken as a constant, with values ranging from 1 to 10^ 
and approximations were obtained using relevant values 
of K0 In Table 27, we give some of those values of K, 


















2 OoOOO 118 1
3 0.000 017 4
4 0.000 004 2
5 0.000 001 7
6 0.000 001 06
7 0.000 000 901
8 0.000 000 850
9 0.000 000 834
10 0.000 000 828
11 0.000 000 826
.
TABLE 26 123
comparison of coefficients, r - 4
Watson Mason j
“l 0 o 205 459 87 0,290 567 60
a2 0 0 057 292 53 0,114 587 94
“3 0 o 015 490 48 0,043 815 29
“u 0 o 003 430 83 0,013 736 44
“5 0o000 695 72 0,003 869 42
a6 0o00Q 089 01 0,000 889 98
a7 0o000 041 65 0,000 204 75
a8 ”0,000 012 17 0,000 042 57
a9 0,000 006 06 0,000 Oil 98
a10 ”0,000 001 06 0,000 002 55
all 0,000 000 12 0,000 000 63
TABLE 27
min max deviations, r * 4














where the  a p p r o x i m a t i o n  (6 018) has aga in  been used,  w i t h  
r = 4,  w i t h  d i s c r e t i s a t i o n  over  31 equispaced p o i n t s  in 
[ o , 5 ]  . Again ,  we t ak e  k -  1 0
An a l t e r n a t i v e  procedure which can be used is the  
r e p r e s e n t a t i o n  o f  K by a t a b l e  o f  e x p e r i m e n t a l l y  computed 
values, ,  For one p a r t i c u l a r  c o n f i g u r a t i o n  (Yanow, 1 9 6 8 ) ,  
the a p p r o x i m a t i o n  was computed w i t h  r e sp e c t  to 56 p o i n t s  
in [ 0 , 5 ]  d i s t r i b u t e d  a t  i n t e r v a l s  o f  0 o05 from 0 to 0 o5,  
and a t  i n t e r v a l s  o f  0 ol  f rom 0 o5 to 5 0 The va lues  of  -K 
a t  these  p o i n t s  a r e  g i ve n  in Tab l e  28,  where K is 
assumed c on s t a n t  f o r  t he  va lues  o f  x  ^ 2 06 0 The min max 
d e v i a t i o n  is 4 . 2 8  E - 3 ,  w i t h  c o e f f i c i e n t s  o f  the best  
appr ox imat  ion
II1—1
Ö 0 .492 587
IICMÖ 0 .336 048
IIa 0.230 229
a4 0.143 078
a 5 ■ 0.047 038
a6 " 0.162 679
11r^.
a - 0 . 3 5 1 508
a8 0.517 452
a9 "0 .394 220
a 10 s 0.149 314








0 o 2 3.08135
LACMo
o 3.32076
o c CM 3.61868
0 0 35 3.90806
0 0 4 4.18917
0 0 45 4.45780
0 0 5 4.70807
0 o 6 5.18112
0 o 7 5.56909
0 o 8 5.87349
0 . 9 6.09469
1.0 6.29099
l o l 6.37269
1.2 6.41429
1 o 3 6.37269
1 o 4 6.33159
1 o 5 6.29099
1 o 6 6.21109
1 o 7 6.17189












Systems of simultaneous ordinary differential 
equations usually occur as the result of the reduction of 
a high order equation» For our methods, this process is 
not necessary, as any order of equation can be dealt with» 
However, in certain cases, simultaneous equations occur 
naturally, where the dependent variables are not simply 
related. In this case, the extension of the above theory 
for one equation to allow for the application of discrete 
minimax residual techniques is straightforward.
Let the system of equations be denoted by
L. (y) » fj , i - 1 , 2 , t , (6,20)
where L^, L2, »»,, are differential operators, and 
^ = (y^/V1» •.«/yt is a vector of dependent variables.
If we approximate y. by z.(a.) (where the a, are vectors of 
unknowns, having (say) t. elements), i=l,2,0,,,t, we can 
write the equations (6,20) as
r1 ■ Lj(z) - fj, i « 1,2,,, „, t ,
or
F, (x i-1,2,
Discretising over the set of points Xj, j=l,2,00,,n, 
in the range of the solution, we obtain the residuals
(r.)j = F|(Xj,a1,a2,oo,,at)“f.(Xj),j=l,2, co.,n; i=l,2,0,o,t ,
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a s ys te m o f  t  x n e q u a t i o n s 0 For  a m i n i m a x  r e s i d u a l  
s o l u t i o n ,  we have t o  f i n d  v e c t o r s  a , , a 9, 0 . „ , ol t o  
m i n i m i s e
max | ( r . ) „ |  , j  = l , 2 ,  000, n ;  i = l , 2 , 0O0, t  0
• \ i I J
As an e x am pl e ,  we c o n s i d e r  t h e  f o l l o w i n g  p a i r  o f  
d i f f e r e n t i a l  e q u a t i o n s  w h i c h  o c c u r  i n  n o n l i n e a r  e l a s t i c i t y  
t h e o r y
(6 o 21)
s u b j e c t  t o  t h e  b o u n d a r y  c o n d i t i o n s




y 2 ' ( l )
(6 o 22 )
These e q u a t i o n s  d e s c r i b e  t h e  e q u i l i b r i u m  s t a t e  o f  
t h e  b u c k l i n g  o f  a t h i n  s h a l l o w  s p h e r i c a l  s h e l l  c l amped 
a t  t h e  edge and u nd er  u n i f o r m  e x t e r n a l  p r e s s u r e  ( f o r  
d e t a i l s  see A n s e l o n e  and Moore ( 1 9 6 6 ) ) 0 The f u n c t i o n s  
y^ and y  ^ r e p r e s e n t ,  r e s p e c t i v e l y ,  t h e  r a t i o s  o f  t h e  
s l o p e  o f  t h e  d i s p l a c e m e n t  f u n c t i o n  and o f  t h e  r a d i a l  
s t r e s s  t o  t h e  p r e s s u r e ;  y i s  a g e o m e t r i c  p a r a m e t e r  w h i c h  
i n c r e a s e s  w i t h  t h e  r a t i o  o f  t h e  c e n t r e  h e i g h t  o f  t h e  
s h e l l  t o  t h e  t h i c k n e s s ,  and u i s  an e l a s t i c  p a r a m e t e r  
( P o i s s o n ' s  r a t i o ) 0 The p a r a m e t e r  y i s  r e l a t e d  t o  t h e  
e x t e r n a l  ( d i m e n s i o n l e s s )  p r e s s u r e  p by
12 8 o
Y = p y o
The ranges of most physical interest are
0 < p < 2 , 3 < y < 10 , f < u < i ,
and we have taken the values
p = 0.4, y = 7, u = j o C6„231
Polynomial approximations of identical degree n are 
obtained to y^ and y  ^ over 30 equispaced points in the 
range 0ol £ x £ 1, in Table 29/ we list coefficients
a0'oao'an Z1 and ^0'ooo'^n z2 ^or tbe best
approximations/ along with the min max deviations h/ for
n * 3 to 7.
6„2»4, Nonlinear boundary conditions
To this point/ we have only considered the occurrence 
of linear boundary conditions, We have seen that/ because 
of the linear programming formulation of the problems 
solved/ these can be handled comparatively easily. We 
now indicate two possible procedures for dealing with 
nonlinear boundary conditions. We consider first the case
where the approximating function is linear/ and show by an
* \
example that the boundary conditions can be made to fit 




c o e f f i c i e n t s  and min max d e v i a t i o n s  
o f  a p p r o x i m a t i o n s  t o  ( 6 0 2 1) -  (6 0 2 2)
n
1
3 4 5 6 7
a 0 0 . 0 0 . 0 0 . 0 ü.O 0 . 0
a l - 0 . 0 1 1  056 - 0 . 0 0 9  004 - 0 . 0 0 1  313 - 0 . 0 0 3  826 - 0 . 0 0 2  653
a 2 0 . 0 4 8  910 0 . 0 1 4  986 - 0 . 0 1 9  895 0 . 0 1 3  691 - 0 . 0 0 0  875
a 3 - 0 . 0 3 7  853 0 . 0 2 9  146 0 . 0 7 8  582 - 0 . 0 6 9  095 0 . 0 1 7  650
a 4 - 0 . 0 3 5  128 - 0 . 0 6 0  691 0 . 2 1 2  407 - 0 . 0 3 5  199
a 5 0 . 0 0 3  317 - 0 . 2 2 2  146 0 . 1 2 9  303
a 6 0 . 0 6 8  969 - 0 . 1 7 2  259
a 7 0 . 0 6 4  032
ß0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0
ßl - 0 . 0 5 4  783 - 0 . 0 3 6  655 - 0 . 0 4 2  505 - 0 . 0 3 9  732 - 0 . 0 4 0  290
ß2 0 . 0 1 3  691 - 0 . 0 5 0  950 0 . 0 3 2  090 - 0 . 0 0 8  817 - 0 . 0 0 3  743
ß3 0 . 0 0 5  139 0 . 0 8 3  029 - 0 . 1 5 5  731 0 . 0 2 8  761 0 . 0 0 7  550
ß4 - 0 . 0 3 0  561 0 . 2 1 8  232 - 0 . 1 2 5  409 - 0 . 0 7 5  282
ß5 - 0 . 0 8 7  868 0 . 1 9 4  948 0 . 1 2 8  071
ß6 - 0 . 0 8 5  665 - 0 . 0 3 9  343
ß7 - 0 . 0 1 2  858
h 0 . 0 8 2 0 . 0 5 3 0 . 0 1 5 0 . 0 0 2  96 0 . 0 0 0  55
The example is the equation
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yB* = y5 - (cos x + l)5 - cos x , 0 £ x £ 1, C 6 0 2 4)
subject to the boundary conditions
y0(0 ) - 0 , ( 6 0 25 )
y'Cl) = C y(l)3 , (6.26)
where - sin 1 
(cos 1 + 1)^
Let us represent the solution by
n
z = E a o x 1 ,
i-0 1
and let z„ and z 9 be current values of z and z* n n
respect i vel y o If <5zn and 6zn ’ are the corrections 
computed in an iteration of the nonlinear algorithm, 
equation (6„26) can be written (in terms of 6z)
6z (1) f 3 C  z C1)21 - 6z '(1) = z (1) - C z (l)3 + 0(62) „ n i n J n n n
Thus, if we represent the condition (6026) as
6zn(l) [3C zn(l)2] - 6zn'(l) = 0 ,
which is linear in the elements of the vector 6a, it will
%
be satisfied exactly as 6z„ -► 0 (i0e o as 6a -*■ 0) if zn 'v n
satisfies equation (6 0 2 6 ) and provided also that in the 
limit y = 1, where a + y 6a is the new solution vector0
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In Table 30, the iterates h, y and h are given for an 
approximation on 31 equispaced point in [o,l] with n = 5 0 
Since, in the limit, y = 1, equation (6 0 2 6) is satisfied 
exactly0 The initial approximation is taken as
z = 1,
which satisfies both < 6 0 2 5 ) and ( 6 0 26 ) 0 The exact solution 
to the problem is
y = 1 + cos x ,
and values of the approximate solution z, with errors 
are given in Table 31 for certain values of x in [o,l]0
There is yet another possible method of dealing with 
nonlinear boundary conditions which applies to the general 
situation where the approximating function z is nonlinear.,
Let the boundary conditions be
G.(a) = g. , i=l,2,00o,b 0I i \ j I
If the residual in the differential equation is 
written
r(x,a) 3 F(x,a) - f(x) ,% 'V,
we obtain approximations by minimising h subject to 
If (x. ) - F(x.,a)| £ h , i =1, 2, «, . 0, n ,I I %
and
IK (g. - G.(a) )| £ h , i=l,2,00o,b ,
I I %
where K £ 1 is a constant.. This formulation of the
TABLE 3 Q
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progress of the computation, n = 5
•
hJ yj hj+1
0 o 002 573 0 o 5 0 o 340 615
0 0 002 121 1 0 o 0 2 2 610
0o000 303 1 0.000 310
0.000 303 1 0o000 303
TABLE 31
solution values and errors
X y z S.106
oo cCM 2.000 004 -4
0.1 1.995 004 1.995 009 -5
CMO 1.980 067 1.980 070 -3
0.3 1.955 336 1.955 337 -I
o o ■tr 1.921 061 1.921 059 2
0 0 5 1.877 583 1.877 580 3
0.6 1.825 336 1.825 334 2
0.7 1.764 842 1.764 844 -2
o CO 1.696 707 1.696 711 “4
0.9 1.621 610 1.621 615 -5
1.0 1.540 302 1.540 306 -4
TTTTWI
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problem allows it to be considered as a general 
unconstrained nonlinear discrete problem» The constant K 
can be chosen sufficiently large to enable the boundary 
conditions to be fitted to good accuracy»
In Table 32, we list the coefficients and min max 
deviations h of polynomial approximations of degree 5 to 
the solution of the problem (6 0 2 4 ) - (6 0 2 6 ) for a range of 
increasing values of K0 In the column headed K ■ «>, we 
give the corresponding values for the first method 
suggested/ where the boundary conditions are fitted 
exact 1y»
6 »3 The eigenvalue problem for ordinary differential
eauations
6.3.1 Linear eigenvalue problems
We begin by introducing the space (^[a/b] of square
summable complex valued functions defined on the real
interval a £ x £ b # I f* u and v are elements of this space,
we have the inner product and norm defined by
b _
(U/V) = / u v d x ,
and 1
I I u I I 2 = (U/U) /2 ,
where V  denotes the complex conjugate of v 0
13 5 o
Now let L and M be densely defined linear differential 
operators of orders r and s (s < r), respectively, which 
map from L^fa^b] into L^fa^b] those elements y satisfying 




0 at x ■ a ,
(6 o 2 7)
0 at x = b /
for values of p and q less than r. Then the problem of 
finding values of X such that the differential equation
L(y) - X M(y) , a < x < b , ( 6 0 28 )
subject to the r conditions (6 0 27 ) has a nontrivial 
solution is a linear eigenvalue problem« Such values of X 
are called eigenvalues and corresponding solutions y are 
called eigenfunctions«
Def ?nition 1 The operator L is seif-ad joint if
(Lu,v) = (u,Lv)
for all u,v satisfying the homogeneous boundary conditions 
(6.27)«
Defini11 on 2 The operator L is p o sitive definite if
there exists a real constant K > 0 such that
(Lu,u) > K(u,u) ,
for all u satisfying (6.27).
136
On t he  b a s i s  of  t h e s e  d e f i n i t i o n s ,  we have
Theorem 6 . 1  Brauer  (1958)
I f  L and M a r e  s e l f - a d j o i n t  and p o s i t i v e  d e f i n i t e  l i n e a r  
o p e r a t o r s ,  t hen  t he  e i g e n v a l u e  pr obl em ( 6 0 2 7 ) -  (6 0 2 8 ) has 
c o u n t a b l y  many e i g e n v a l u e s  Xj ,  j = l , 2 , 00o, which a r e  r e a l ,  
p o s i t i v e ,  and have no f i n i t e  l i m i t  p o i n t 0 There  i s a 
c o r r e s p o n d i n g  sequence  o f  e i g e n f u n c t i o n s ,  which can be 
chosen  t o  form an o r t honor ma l  s e t 0
We c o n s i d e r  a p p r o x i ma t e  s o l u t i o n s  t o  ( 6 0 2 7 ) -  ( 6 0 2 8 ) 
g e n e r a t e d  as  f o l l o w s 0 Let  z = z ( x , ß )  be an a p p r o x i m a t i o n  
t o  y,  where 3 i s  a v e c t o r  of  f r e e  p a r a m e t e r s ,  Then t he
'V
r e s i d u a l  can be w r i t t e n
r ( x , 3, X) = L( z ) -  X M( z ) (6 0 29 )
= F( x , B, X)  , s ay .
Now, i f  we c o n s i d e r  X t o be a d j o i n e d  t o  t he  v e c t o r  3/ 
w.e can t a k e





A minimax r e s i d u a l  s o l u t i o n  can t hus  be found as  
b e f o r e .  I t  i s  n e c e s s a r y  t o  i n c l u d e  a nonhomogeneous 
s c a l i n g  c o n d i t i o n  on t he  a p p r o x i m a t i o n  z t o  e x c l u d e  t he  
t r i v i a l  s o l u t i o n  a e 0,  and t h i s  removes t h e  e x t r a  d e g r e e  
o f  f r eedom i n t r o d u c e d  by t he  a d d i t i o n a l  v a r i a b l e  X,
F ( x , a ) ( 6 , 3 0 )
13 7 o
We c o ns id e r  i n i t i a l l y  a problem o f  the form
L ( y )  -  X y C6 o31)
s u b j e c t  to the boundary c o n d i t i o n s  ( 6 C2 7 ) ,  where L is 
s e l f - a d j o i n t »  Th is  is a s u f f i c i e n t  c o n d i t i o n  f o r  the  
e i g e n v a l u e s  to be r e a l ,  as is e a s i l y  shown» I f  z is an 
a p p r o x i m a t i o n  to y,  then w r i t i n g  r = r ( x , a ) ,  we o b t a i n  
f rom e qu a t i o n  ( 6 029)
L ( z ) = X z + r o
Now l e t  G be the Green°s f u n c t i o n  f o r  the problem,  
d e f i n e d  everywhere except  a t  the e i g e n v a l u e s  o f  L» Then 
we have ( s e e ,  f o r  example,  Coddington and Levinson ( 1 9 5 5 ) ) ,
z f ( G , r ) o ( 6 „32)
Using the Schwartz  i n e q u a l i t y ,  we f i n d  t h a t
I I z I  I 2 £ I I G I I 2 I I r  j I 2 . (6 »33 )
F u r t h e r ,  s i n c e  the  e i g e n v a l u e s  of  G are
X j -  X
where X», i ssl ,  2 , 0 0 0 , a r e  t he  e i g e n v a l u e s  o f  the  s e l f -  
a d j o i n t  problem ( 6 0 31 ) and (6 0 2 7 ) (Coddington and 
Levinson ( 1 9 5 5 ) ) ,  we o b t a i n
TxT^TT 11 r 112I U i  12 < 9 (6 o 34)
13 8 o
w h e r e  X.j i s  t h e  e i g e n v a l u e  n e a r e s t  t o  X 0
T h u s ,
( 6  o 35 )
g i v i n g  a bound f o r  t h e  e r r o r  I n  t h e  a p p r o x i m a t e  
e i g e n v a l u e  X.
As an e xa m p le ,  we c o n s i d e r  t h e  p ro b le m
y 9 0 + X y ” 0 , 0 < x < 1 ( 6 . 3 6 )
s u b j e c t  t o
y ( 0 )  -  y d )  -  0 . ( 6 . 3 7 )
I t  can  r e a d i l y  be v e r i f i e d  t h a t  t h e  o p e r a t o r  L i n  
t h i s  c a s e  i s  s e l f - a d j o i n t .  I n  f a c t ,  t h e  e i g e n v a l u e s  and  
e i g e n f u n c t i o n s  a r e
X.  “ i *■ TT2 , y -  s i n  i tt x , i = l , 2 , . . .
We o b t a i n  a p p r o x i m a t i o n s  t o  t h e  f u n d a m e n t a l  
e l g e n s o l u t i o n s  by f i t t i n g  p o l y n o m i a l s  o v e r  31 e q u i s p a c e d  
p o i n t s  i n  [ O ^ l ] .  As s c a l i n g  c o n d i t i o n  we t a k e  z ( y )  = lo  
i n  T a b l e  3 3 ,  t h e  p r o g r e s s  o f  a d e g r e e  5 a p p r o x i m a t i o n  
( n = 5 ) i s  shown.  The  i n i t i a l  a p p r o x i m a t i o n  i s  chosen  t o  be
2
z = 2 X “ x , X = 4 o 7
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In Table 34# the approximate eigenvalues for n - 5#
8 and 10 are shown together with calculated bounds (from 
equation (6.35)) and actual errors« The norms on the 
right hand side of (6 0 3 5 ) were calculated using Gaussian 
quadrature with 6 points« A comparison shows that in 
this case the computed bound is larger than the actual 
error by more than a factor of 10«
TABLE 33
progress of the solution of equation (6«36) - (6.37), n-5
 ^• 
hJ YJ i?+1 Aj
0.118 561 1 0.372 950 9.742
0.253 952 1 0.254 089 9.905
0.254 025 1 0.254 025 9.905
TMLILJLk
approximate first eigenvalues of equation (6.36) - (6.37)
n X
11r|l9/
l / \ Iz|l2 *2 - X
5 9.905 0.253 0.036
8 9.869 604 7 0.000 066 0.000 000 3
10 9.869 604 45 0.000 000 6 0.000 000 05
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Next we consider the problem
{(l-O^x)*4 + X(l"0o9x)^ y ■ 0 , 0 £ x £ 1 (6 0 3 8 )
subject to
y (0) y011) = 0 (6,39)
with the scaling condition y(l) = 10 Here the operators 
L and M are self-adjoint and positive definite, and so the 
results of Theorem 6 01 hold0
This problem is one of the most difficult of the 
problems considered by Wittmeyer (1958), Equation (6038) 
represents the governing equation of the torsional 
vibration of a beam clamped at one end, and free at the 
other, with varying stiffness and inertia.
The analysis which gave a bound for the error in the 
approximate eigenvalues of equation (6,36) - (6,37) is not 
valid in this case. However, we can expect a bound of the 
form
/ (6,40)
where K — |1 " - ------: || , by analogy with the analysis
(1-0 o 9x)4 2
of the solution of equations (6,38) - (6,39) by finite 
differences, where L(z) and M(z) are replaced by matrices 
(see, for example, Keller (1968)), Thus, we obtain
TABLE i S





X1 16 „ 359 198 1 6 .3 56  748 1 6 .3 57  067 1 6 .3 57  225
1 | r , | |
1 2 
i i z , i r  
1  2
0 o001 19 0 . 0 0 0  63 0 . 0 0 0  30 0 .0 0 0  18
X 2
48 . 44 9  912 4 8 .3 9 4  986 4 8 .4 0 0  569 4 8 . 40 0  801
1 I r J  |
2 2 
1 I z J  | 
z 2
0 . 00 5  03 0 . 0 0 2  46 0 . 0 0 1  18 0 . 00 0  69
X3 9 7 . 45 4  462 9 6 . 6 8 5  373 9 6 . 7 1 4  464 9 6 .7 4 6  691






0 . 0 1 6  20 0 . 0 0 5  62 0 . 0 0 2  82 0 . 0 0 1  46
K -  1260 0
;° (1-0.9x)4
Again, polynomials are fitted over 31 equispaced 
points in [0,lj. In Table 35, we give computed 
approximations for the first three eigenvalues, for 
increasing values of n (the degree of the approximation)0 
Values of ® ^ 2 / | | z | are also given. Fox (1960)
obtained the value A^ s 16 0 3 5 7 4 (correct to within one 
unit in the last figure) which is in good agreement with 
the results of Table 350
A good estimation for the accuracy of the 
approximate eigenvalues can be obtained by comparing 
values as the degree of the polynomial approximation to 
the eigenfunction is increased« The bound (6.40) tends to 
become sharper for the higher eigenvalues.
6.3.2 Generalised eigenvalue problems
The method of solution which we have been using does 
not require the linearity of the operators L and M, or for 
that matter of A. Thus we may consider the solution of 
generalised eigenvalue problems in exactly the same way. 
This class of problems, which embraces those previously 
studied, consists of boundary value problems, nonlinear in
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g e n e r a l *  which c o n t a i n  two t y p e s  o f  p a r a me t e r  (or  r a t h e r  
of  p a r a me t e r  s e t s ) ,  The f i r s t  s e t  c o r r e s p o n d s  to an 
e i g e n v a l u e *  in t h a t  i t  i s  t o  be d e t e r mi n e d  so t h a t  t he  
boundary  v a l u e  problem has a s o l u t i o n .  The second s e t  
r e p r e s e n t s  g i ve n  d a t a  on which t he  s o l u t i o n  ana 
e i g e n v a l u e  depend .
The on l y  r e q u i r e me n t  in t h i s  c a s e  i s  t h a t  t h e r e  shou l d  
e x i s t  a r e a l  e i g e n s o l u t i o n *  as t he  method a t  p r e s e n t  on l y  
a p p l i e s  in t h e  r e a l  c a s e .  Apar t  f rom a few s p e c i a l  t ypes  
o f  problem (see* f o r  example* S h i n b r o t  ( 1963) )*  t he  
n o n l i n e a r  c a s e  has v i r t u a l l y  no t h e o r e t i c a l  f o u n d a t i o n  
( compa r ab l e  wi t h  t h a t  f o r  t he  l i n e a r  c a s e ) .  However* we 
make t he  a s s umpt i on  t h a t  we can e x p e c t  r ea l  e i g e n s o 1u t 1ons 
when t he  problem a r i s e s  in an a p p r o p r i a t e  p h y s i c a l  c o n t e x t .
As an example* we c o n s i d e r  t he  probl em of  t he  
l o n g i t u d i n a l  bend i ng  of  a compressed  r od ,  ( Th i s  problem 
has been d e a l t  w i t h  in d e t a i l  by K r a s n o s e l s k i i  (1956)* 
and has a l s o  been c o n s i d e r e d  by S c h a e f e r  ( 1 9 6 3 ) ) ,  I t  i s  
assumed t h a t  a rod of  u n i t  l e n g t h  i s  f a s t e n e d  by two 
h i nge s  A and B ( t h r o u g h  which t h e  x - a x i s  o f  a p l ane  
C a r t e s i a n  sys t em of  c o - o r d i n a t e s  i s  l a i d*  wi t h  o r i g i n  a t  
A) and s u b j e c t e d  t o  a f o r c e  X a t  B in t h e  d i r e c t i o n  of  A* 
w h i l e  A i s  c l amped.  I f  t he  form of  t he  rod i s  d e s c r i b e d  
by t h e  gr aph (x*y)  o f  a t wi c e  d i f f e r e n t i a b l e  f u n c t i o n  y 
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= -X p(s) y(s) J1 - * 0 < x < 1 (6 o 41)
subject to
y(0) = y(l) = 0 * (6 o 42)
where p(s) characterises the stiffness of the rod0 If p(s) 
Is taken to be a constant* then we note that the quantity 
y = X p(s) is effectively an eigenvalue of the simplified 
system. Here we take
p(s) = 1*
and consider polynomial approximations to the eigenfunction 
over 31 equlspaced points in [o*l], Computed 
approximations to the fundamental eigenso1ution are shown 
In Table 36 (n is the degree of the approximation). It is 
clear that only the first few coefficients are converging* 
although the eigenvalue appears correct to about 6 decimal 
places with n = 14,
6,4 Partial differential equations
In this section* we consider the application of the 
techniques developed in the early chapters of this thesis 
to the computation of approximate solutions to some 
partial differential equations. Using an argument 
analogous to that of Section 1,3* it is clear that in
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g e n e r a l  t h e  probl em of  o b t a i n i n g  a minimax r e s i d u a l  
s o l u t i o n  t o  a p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  i s  a 
m u l t i v a r i a b l e  minimax a p p r o x i m a t i o n  problem» F u r t h e r ,  
much of  t he  o n e - v a r i ab 1e t h e o r y  can be ex t e nde d  wi t h  ve r y  
l i t t l e  m o d i f i c a t i o n  °. f o r  example ,  t h e  d i s c r e t i s e d  probl em 
f a l l s  i n t o  t h e  g e n e r a l  c l a s s  o f  d i s c r e t e  probl ems d e a l t  
w i t h  in Ch a p t e r s  2 and 4» However ,  t he  t h e o r y  o f  t he  
c o n t i n u o u s  problem has r e c e i v e d  ve r y  l i t t l e  a t t e n t i o n ,  
a l t h o u g h  some p r o g r e s s  has been made by C o l l a t z  ( 1956) ,  
R i v l i n  and S h a p i r o  (1960)  and Rice  ( 1 9 6 3 b ) 0
In p a r t i c u l a r ,  no a l g o r i t h m s  a r e  a v a i l a b l e  f o r  t he  
s o l u t i o n  o f  t he  g e n e r a l  m u l t i v a r i a b l e  problem» One 
r e a s o n  f o r  t h i s  i s  t he  n o n - e x i s t e n c e  o f  Chebyshev s e t s  
in many d i mens i ons»  Thus,  we r e s t r i c t  a t t e n t i o n  t o  t he  
d i s c r e t e  p r ob l em,  and we c o n s i d e r  some examples  which 
s e r v e  t o  i l l u s t r a t e  t h e  a p p l i c a t i o n  of  minimax r e s i d u a l -  
t ype  t e c h n i q u e s  t o  p a r t i c u l a r  p a r t i a l  d i f f e r e n t i a l  
e q u a t i o n s »  We have c o n s e q u e n t l y  made use  of  t he  
m u l t i v a r i a b l e  a n a l o g u e s  o f  Theorems 1 04 and 1 05„
6 »4 q1 The t o r s i o n  e q u a t i o n  in a r e c t a n g l e
We be g i n  by c o n s i d e r i n g  an e l l i p t i c  e q u a t i o n  which 
o c c u r s  in t he  t h e o r y  o f  t he  s h e a r i n g  s t r e s s  i nduced by 
t w i s t i n g  c o u p l e s  in s t r a i g h t  b a r s  o f  n o n - c i r c u l a r  c r o s s -  
s e c t i o n 0 For a r e c t a n g u l a r  c r o s s - s e c t i o n  ( s e e ,  f o r
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example, Sou th w el l  (1946)), we have to solve
(6 o 43 )
s ub j e c t  to the b o u n d a r y  c o n d i t i o n s
<£ - 0 on x = ± a, y - i b (6 o 44 )
w h e r e  R = {~a £ x £ a, -b £ y <( b} Is the relevant
c ro s s - s e e t i o n »
We i nv e s t i g a t e  the p r o b l e m  of g e n e r a t i n g  a m i n l m a x  
residual s o l u t i o n  over a d i s c r e t e  set of points in R»
T he p ro bl e ms  relat e d  to f i t t i n g  b o u n d a r y  c o n d i t i o n s  are 
no longer trivial for partial d if fe r en t ia l  equ at i on s ,  and, 
In general, the m e t h o d  of c h o o s i n g  a form of the 
a p p r o x i m a t i n g  f u n c t i o n  w h i c h  s a t i s f i e s  them seems to be 
best. For the a b o v e  problem, this is qui te  simple» A 
s u i t a b l e  a p p r o x i m a t i o n  to 4> is
w h e r e  L(x,y) is an e x p a n s i o n  in the i nd ep endent v a r i a b l e s  
c o n t a i n i n g  free p a r a m e t e r s »  In general, the f or m  of L 
is also important» Let us a s s u m e  in this case that L has 
the s i m pl e  form
<j>* = ( x 2 - a 2 ) ( y 2 - b 2 ) L(x,y), (6 0 4 5 )
n m
L( x , y ) « I E
i=0 j = 0
(6 o 46 )
w h e r e  we have used s y m m e t r y  to r es tr i ct  a t t e n t i o n  to that 
part of R in the first q ua d r a n t »  The q u a n t i t i e s  a.j are 
the free par am e te r s»
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We c a l c u l a t e  a p p r o x i ma t e  s o l u t i o n s  ove r  49 e v e n l y  
spaced  p o i n t s  in t he  f i r s t  q u a d r a n t  ( e x c l u d i n g  p o i n t s  on 
t he  boundary  ) for  t he  c a s e  a -  1, b * 1 0 C o e f f i c i e n t s  and 
min max d e v i a t i o n s  h a r e  g i ven  in Tabl e  37 f o r  t he  c a s e s  
n s l t m ® 3 and n - m - 3 0
c o e f f i c i e n t s  and min max d e v i a t i o n s  o f  a p p r o x i ma t e
s o l u t i o n s  t o  ( 6 0 4 3 ) -  ( 6 0 4 4 ) 
wi t h  a s 1, b - l o
n -  2 
m = 3
n = 3 
m = 3
a 00 0 o 599 691 0 o 589 107
a 01 0 o 090 364 0 0 086 610
a 0 2 - 0  o 006 490 OoOOO 635
a 03 0 o 003 924 - 0  0 002 333
a 10 0 . 0 6 4  918 0 o 084 116




Ö - 0 . 1 1 5  626 0 o 029 008




Ö 0 0 009 066 0 o 008 779
a 2 1 - 0 . 0 6 2  784 - 0 . 0 3 9  698






0 o 063 202 - 0 . 2 0 5  700  
- 0 . 0 0 7  012  
0 . 0 6 0  929  
- 0 . 2 3 1  499  
0 . 6 3 6  022
h 0 o 0 8 8 0 . 0 1 5
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From the tabulated values of h, it would seem that a 
large number of coefficients* and consequently a 
corresponding increase in computation is*necessary for 
reasonable accuracy« One way to improve this situation 
is to choose a more appropriate form of l(x,y) - assuming 
that this is possible« However# an alternative procedure 
exists in this particular case« We require the following 
defin11ion 0
Definition 3 „ The real and imaginary parts of
(x ♦ y) ^ , j = 0*1,2,000
are called the harmonic polynomials. (For future 
reference, the first 33 of these are listed in Table 38«)
it is clear that the exact solution of equation 
(6 Q 4 3 > can be written down as a particular integral plus 
any linear combination of harmonic polynomials« The 
boundary conditions (6«44) can then be fitted by choosing 
the coefficients of the linear combination to minimise 
the maximum error on the boundary« Although this is a 
slight departure from the concept of a minimax residual 
solution, we still require the solution to a discrete 
T-prob1em0
Use can again be made of symmetry« In Table 39* we 
list the coefficients of the square symmetric harmonic
TAB LE 38









,  2 3xy
z 2 3x y 3-  y
4
X
2 26x y + y 4
4 x 3 y -  4 x y 3
5
X 1 0 x 3y 2 + r  4 5xy
5 x 4 y -  1 0 x 2y 5 ♦  y 5
6
X
, ,  l |  2  15x y + 1 5 x 2 y 4 -  y6
6 x 3 y -  2 0 x 3 y 3 + 6 x y 3
7
X 2 1 x 5y 2 + Z r  3 4 7 635x y -  7xy
7  07x y -  3 5 x 4 y 3 +  2 l x 2y 5 -  y 7
8





cc 5 3 
-  56x y +  5 6 x 3 y 5 -  8 x y 7
9
X
7 236x y + 5 4 3126x y 4 -  84x y
9x^y -  84x y +  1 2 6 x 4 y 3 -  36x
45x y 2 8 10 ’ w -  y
1 0 x 9 y -  1 2 0 x 7 y 
x 11 -  5 5 x ' y  
l l x  y
üu 3 + 2 5 2 x 5y 5 -  1 2 0 x 3 y 7 + lOxy  
9 y 2 + 3 3 0 x 7y 4 -  4 6 2 x 3 y8 + 1 6 5 x 3 y 8 -  l l x y  
-  1 6 5 x 8 y3 + 4 6 2 x 6 y 5 -  3 3 0 x 4 y 7 + 5 5 x 2 y9 -  y
9 2 4 x 6 y 6 + 4 9 5 x 4 y 8 -  6 6 x 2 y 10
10
11
__ 10 2 , or B 466x y + 495x  y
+ y ’
( c o n t i n u e d )
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H a r m o n i c  p o l y n o m i a l s
1 2 x 1 y /  j  a  y
7 8x
220x y + 792x y 
U y2 + 7 1 5 x 9 y 4 -  1 7 1 6 x 7y 6 + 1 2 8 7 x 5 y 8
ooc 3 10 12286x y + 13xyo u a t
, ,  12 ooc 10 3 ioo-7 2 5 1-71C 6 7  - , , c 4 913x y -  286x y + 1287x y -  1716x y + 715x y
7Q 2 11 1378x y + v
n1 12 2 A 1nn1 10 4 , nnz 8 6 91x y + lOOlx  y -  3003x  y
, n n ,  6 8 m m  4 10 , di  2 12 14+ 3003x  y -  lOOlx  y + 91x y -  y
13  11  3 9 5  7 7  5 <
14x y -  3 6 4 x A y 3 + 2002x  y -  3 4 3 2 x / y / + 2 0 0 2 x y
-  364x y + 14xy
x 15 -  1 0 5 x 1 3 y 2 + 1 3 6 5 x 1 1 y4 -  5 0 0 5 x 9 y 6 + 6 4 3 5 x 7y 8
, nn,  5 10 , I „  3 12 1C 14-  3003x  y + 455x y -  15xy
-  4 5 5 x 1 2 y 3 + 3 0 0 3 x 1 0 y 5 -  6 4 3 5 x 8 y 7 + 5 0 0 5 x 5 y 9
-  1 3 6 5 x 4 y 11 + 1 0 5 x 2 y 15 -  y 15
x 16 -  1 2 0 x 1 4 y 2 + 1 8 2 0 x 1 2 y 4 -  8 0 0 8 x 1 0 y 6 + 1 2 8 7 0 x 8 y 8
-  8 0 0 8 x 6 y 10 + 1 8 2 0 x 4 y 12 -  1 2 0 x 2 y 14 + y 15
-  5 6 0 x 1 3 y 3 + 4 3 6 8 x 1 1 y 5 -  1 1 4 4 0 x 9 y 7 
7y 9 -  4 3 6 8 x 5 y U  + 5 6 0 x 3 y 13 -  1 6 x y 15
16x y
+ 1 1 4 4 0 x
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polynomials of approximations found on 41 discrete points 
evenly distributed round the relevant part of the boundary 
in the first quadrant» The approximate solution has the 
form
<j>* - £ ou H (x,y) - 4 (x2+y2), ( 6 0 4 7 )
1-0 1 ai L
where 1 H  ^# y) i — t H ^ , H g, ^16^ ^24^ ^32^ ° ° ° ^ °
The min max deviations are also given. We see that 
the coefficients of this approximation are rapidly 
convergent, and that a reasonably small value of h can be 
obtained with very few coefficients»
coefficients and min max deviations of approximate solutions
to (6»43) - (6»44) with a=1, b=1
n 1 2 3 4
00 0 » 587 505 0 » 589 402 0 » 589 377 0 » 588 856
ai -0.100 000 “0» 089 979 -0 » 091 358 “0 » 090 469
a2 0 » 003 015 0»001 495 0»001 661
a3 -0»000 320 -0.000 073
a4 0»000 001
h 0 » 012 495 0»002 438 0»000 805 0.000 024
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Mason (1965) has fitted a function of the form
(6 o 4 6) by collocating throughout the first quadrant of R
at the zeros of Chebyshev polynomials, and has tabulated
approximate values of the solution for the case a = y,
2b * jo Similar approximations have been obtained by 
Go Vaisey, and tabulated by Southwell ( 1946 ) 0 In Table 
40, we give the coefficients of approximations to the 
solution of this problem similar to those given in Table 
39a The appropriate subset of the harmonic polynomials 
now required in the approximation ( 6 0 4 7 ) is
{H (x,y) } =
0 i
{ H ^ , H ^ , (6 o 4 8 )
(The problem is now no longer symmetric in x and y) 0 
Again the coefficients a. are seen to converge, though 
not as rapidly as above in Table 390 In Table 41, values
ifof 7200 <J> (consistent with the tabulated values of Mason 
(1965) and Southwell (1946)) are given for the first 
quadrant {0 £ x £ y  / 0 £ y £ y} at intervals of yy 'n 
both directions, for the approximation with n = 7 0 The 
corresponding approximations for n = 8 are identical to 
the accuracy shown0
The values given by Mason are in agreement to within 
2 figures in the last place, except for points adjacent 
to the boundary, where there is a maximum difference of 5« 
The values given by Southwell differ by up to 5 
throughout,» The consistency of our results suggests that 
the values in Table 41 are unlikely to be in error by
more than 1 figure 154
TABLE 40
coefficients and min max deviations of approximate 
solutions to (6.43) - (6 0 4 4 ) with a - b = j .
n 5 6 7 8
p o 0 o 187 470 0.187 444 0 o 187 434 0.187 311
al -0 s191 983 -0.192 860 -0.192 807 -0.192 296
CM
Ö “0 o 238 017 -0. 243 827 “0 o 243 739 -0.241 354
a3 0 o 060 671 0 o 042 217 0 o 047 029 0.048 676
a4 0 o 050 691 0 o 009 737 0 o 019 489 0.028 837
a5 “0 o 029 203 “0 o 073 787 “0 0 037 036 “0.017 592
a6 -0.043 181 -0.011 936 0.000 889
a7 0 0 048 585 0.009 292
a8 -0.003 217
h 0.000 715 0.000 395
i_____________
0.000 226 0.000 010
TABLE 41
Values of 7200 <J>* (defined by equation ( 6 0 4 8 ))
0 0 0 0 0 0 0
383 375 351 308 242 144 0
682 666 620 539 417 242 0
910 889 824 711 544 311 0
1080 1054 974 836 635 360 0
1203 1173 1082 926 699 394 0
1286 1253 1154 985 742 416 0
1333 1299 1195 1019 766 429 0
1349 1314 1209 1030 774 433 0
The technique which we have just described is
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applicable to any equation of the form
s f(x,y) (6 o 49 )
subject to conditions on a closed boundary, provided 
only that a particular integral can be found0 The shape 
of the boundary is not important provided that we can 
find points which lie on it and are sufficiently dense 
in it to enable a reasonable approximation to be obtained0 
Thus, any boundary which can be defined by a geometric 
curve, for example, is suitable. Some examples will now 
be considered to illustrate this«
6.4.2 Laplace's Equation
Consider Laplace's equation in two independent 
variables (the particular case of equation ( 6 0 4 9 ) when 
f(x,y)= 0), io e o
This equation is to be solved in the interior of 
the ellipse
s 0 ( 6 0 50 )
s 1 (6.51)
shown in Figure 70 The boundary conditions are 
2 2<J> = x + y on the portion of the ellipse
(p = 1 on the portion of the ellipse
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This problem falls into the class defined above.
There is obvious symmetry about the axis x = 0, and so we 
can restrict attention to the boundary DAB, and use the 
approximate solution
* n4) = E ou H (x,y) (6 o 53)
i=o ' u i
where {Hq (x,y)} = {Hj, Hj, H^, H?, Hg, H^ ,  .. . }.
We compute an approximation using the first 6 
polynomials, and d i scretising the boundary BAD at 31 points, 
defined by angles 0 . in Figure 7, where
6 • s it (i-1) / 30 , 1-1,2, ooo,31 ,
The coefficients in the approximation (6,53) are
cxq = 0o700 000
olx = “0 o 716 709
a2 * 0,300 000
a3 = 0,113 326
a4 « 0,000 000
s 0,046 668 ,
with the min max deviation h s 0,003 938,
Another commonly occurring boundary is the L-shaped 
region of Figure 8, We generate an approximate solution
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F i g u r e  7
The e l l i p s e  x 2+ 4 y 2= l
F i g u r e  8 
L -sh ap ed  r e g i o n
to equation ( 6 0 5 0 ) in this region subject to the boundary 
condition
2 2 4> s x + y
In this example, there is symmetry about the line 
x = y. We need only consider the boundary ABCD, if the 
approximation is of the form
* n *<p = E a. H. (x, y) , (6.54)
i -0 ‘ 1
where { H . (x,y)} - H2+H3'H5'H6~H7'H8'“*• }0
Using the first 5 of these functions, we fit an 
approximation on 60 points on ABCD at intervals of ^/40 
on AB and BC and ^/20 on CD0 The coefficients are
158,
a0 s “0.123 146
al s 0.467 132
a2 s= 1.950 095
a3 s s 0,244 431
a4 = 0.344 595
with min max deviation h = 0o123o This value compares 
very unfavourably with the min max deviation obtained for 
the elliptical boundary. One reason for this is that 
difficulty is caused by the re-entrant corner A of the 
L-shaped region, as the derivatives of the solution can 
become unbounded there. In the next section, we indicate 
one way in which this problem can be overcome.
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These s i m p l e  examples  s e r v e  t o  i l l u s t r a t e  a method 
o f  o b t a i n i n g  a p p r o x i m a t e  s o l u t i o n s  t o  L a p l a c e ss e q u a t i o n  
( o r  i t s  e q u i v a l e n t  w i t h  c e r t a i n  f o r c i n g  f u n c t i o n s )  f o r  
any g e o m e t r i c a l l y  d e f i n e d  b o u n d a r y ,  and f o r  g e n e r a l  
b o u n d a r y  c o n d i t i o n s « ,
6 . 4 , 3  L a p l a c e ^ s  e i g e n v a l u e  p r o b l e m  f o r  an L - shaoed  r e g i o n
The p r o b l e m  o f  f i n d i n g  t h e  modes o f  v i b r a t i o n  o f  a 
membrane w i t h  f i x e d  b o u n d a r i e s  can be reduced  t o  t h e  
p r o b l e m  o f  d e t e r m i n i n g  t h e  e i g e n v a l u e s  and e i g e n f u n c t i o n s  
o f  t h e  e q u a t i o n
<f>XX + 4>yy + X 4) = 0 ( 6 o 5 5 )
f o r  t h e  r e g i o n ,  w i t h  4> a 0 on t h e  b o u n d a r i e s »  I t  i s  
known t h a t  t h e  e i g e n v a l u e s  a r e  a l l  r e a l  and p o s i t i v e ,  
and t h e  s m a l l e s t  one c o r r e s p o n d s  t o  a f u n c t i o n  
r e p r e s e n t i n g  t h e  f u n d a m e n t a l  mode o f  v i b r a t i o n  o f  t h e  
membrane.  Upper  and l o w e r  bounds f o r  t h e  e i g e n v a l u e s  have 
been g i v e n  by F o r s y t h e  and Wasow ( 1962 ) 0 The p a r t i c u l a r  
case  o f  an L -sh ap ed  r e g i o n  has been d i s c u s s e d  i n  d e t a i l  
by Reid  and Walsh ( 1 9 6 5 )  and by M o l e r  ( 1 9 6 5 ) ,  who have 
o b t a i n e d  s o l u t i o n s  by f i n i t e  d i f f e r e n c e  t e c h n i q u e s »  
S o l u t i o n s  have a l s o  been o b t a i n e d  by Mason ( 1 9 6 5 ) ,  who 
uses a method s i m i l a r  t o  t h e  one d e s c r i b e d ,  b u t  c o l l o c a t e s  
t h r o u g h o u t  t h e  r e g i o n »
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The L- shaped r e g i o n ,  which c o n s i s t s  of  3 equal  u n i t  
s q u a r e s ,  i s  shown in F i g u r e  9,  wi t h  t he  axes  in t he  
c o n v e n t i o n a l  p o s i t i o n s «  As ment i oned  in t h e  l a s t  s e c t i o n  
d i f f i c u l t i e s  a r e  caused  by t h e  r e - e n t r a n t  c o r n e r  A, s i n c e  
t h e  d e r i v a t i v e s  o f  t h e  s o l u t i o n  can become unbounded a t  A0 
To a vo i d  t h i s ,  Reid and Walsh (1965)  p r oposed  t r a n s f o r m i n g  
t h e  r e g i o n  i n t o  one which i s  convex,  by s e t t i n g
w where  z s x + iy , ts ✓ -1 0
L-shaped r e g i o n
1 6 1.
Then e q u a t i o n  ( 6 0 5 5 ) becomes
<t>xx + * yy * * f  |w|  <(. « 0 ( 6 . 5 6 )
w i t h  t h e  same boundary  c o n d i t i o n  <J> s 0 0 The t r a n s f o r m e d  
r e g i o n  i s  shown in F i g u r e  10; p o i n t s  of  t he  o l d  r e g i o n  
have been t r a n s f o r m e d  i n t o  p o i n t s  b e a r i n g  t he  same l e t t e r «  
S i n c e  a l l  c o r n e r s  have i n t e r n a l  a n g l e  71 / 2 /  a l l  d e r i v a t i v e s  
o f  t h e  s o l u t i o n  a r e  bounded«
For t h i s  example/  a n a l y t i c a l  s o l u t i o n s  o f  ( 6 , 5 5 )  a r e  
not  r e a d i l y  a v a i l a b l e /  and so we f i t  an a p p r o x i ma t e  
s o l u t i o n /  s a t i s f y i n g  t he  boundary c o n d i t i o n /  t h r o u g h o u t  
t h e  r eg i on«  For t h e  f i r s t  e i g e n v a l u e /  we use  an 
a p p r o x i ma t e  s o l u t i o n  of  t he  form
*
<p - f  (X/ y ) ip(X/ y )
where  f ( X / y )  = 0 on t h e  boundary  and \jj(X/y) i s  a g e n e r a l  
e x p a n s i o n  in x and y c o n t a i n i n g  f r e e  p a r a m e t e r s .
In F i g u r e  9/ t he  boundary  i s  r e p r e s e n t e d  by t he  
e q u a t i o n
( x 2- l )  ( y 2- l )  xy = 0 , 
and in F i g u r e  10 by t h e  e q u a t i o n
f ( x , y )  =  y [ y 2 ( 3 x 2- y 2 ) 2 -  4 ( x 2+y2 ) 3/2 + 4] = 0 ( 6 . 5 7 )




4>xx + <t>yy + t * /(x2+y2) <t> = 0 , (6.58)
and it can be verified, by substituting in equation
(6.58), that ^(x,y) can have a power series expansion
which is even in y and even or odd in x. For the
fundamental mode, we use the approximation
* n n o r o <-
<f> = f(x,y) E E a xz yz , (6 0 5 9 )
r = 0 s = 0 rs
which was given in Mason (1965), and calculate minimax 
residual solutions over a discrete set of d points in 
the region. Because of symmetry, we need only consider 
that portion in the first quadrant, and the discrete points 
form a rectangular grid in the region APQD, where
AP s exp (- y log 2 + y log 3)
16 3 o
and AD = y log 2 0
Solutions for various values of n and d are given in 
Table 42 along with the error in the calculated 
eigenvalue (assuming a correct value of \ s 906397)0 
Also shown are the eigenvalues and errors of solutions 
computed by Mason (1965) for some similar values of n 0
TABLE 42
Approximations to the first eigenvalue
n d X | e x>
Mason
X 1 e x 1
2 24 9.8641 0.2244 - -
3 24 9.6346 0.0051 -
3 30 9.5978 0.0419 - -
4 30 9.6410 0.0013 9.6417 0.0020
5 42 9.6388 0.0009 9.6413 0.0016
For the second eigenvalue/ the eigenfunction vanishes 
not only on the boundary/ but on AD also/ and an 
appropriate form of solution is thus
* n n 2 r 2 s<J) = x f(X/y) Z E a x y (6.60)
r=0 s=0 rs
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However, for the 3rd eigenvalue, the eigenfunction 
vanishes on AD, AH and AJ and we see that the problem 
reduces to that for the square AHDJ of Figure 90 Thus, 
we return to the original region and the equation (6055), 
and use an approximation of the form
4)* = xy(x-l) (y~l) 0(x,y), ( 6 0 61 )
where 0(x,y) is a symmetric double polynomial expansion 
in x and y„ We need only consider, therefore, the triangle 
AHD. Approximate eigenvalues are shown in Table 43 for 
this problem solved on a set of d points equispaced 
throughout AHD0 The functions in 0(x,y) are of maximum 
degree n, and the true value of the eigenvalue is taken 
to be X = 19.7392.
TABLE 43
Approximations to the third eigenvalue
n no. of coeffs. d X l£x'
3 6 21 19.7046 0.0346
4 9 21 19.7356 0.0036
5 12 21 19.7356 0.0036
5 12 28 19.7364 0.0028
6 16 28 19.7392 0.0000
7 20 36 19.7393 0.0001
16 5 o
T h e s e  m e t h o d s  f o r  s o l v i n g  t h e  e i g e n v a l u e  p r o b l e m ,  
a l t h o u g h  e f f e c t i v e ,  become i n c r e a s i n g l y  t i m e  c o n s u m i n g  
w i t h  t h e  i n c r e a s e  i n  t h e  n u m be r  o f  c o e f f i c i e n t s  and  
d i s c r e t e  p o i n t s  u s e d »  T h i s  i s  a c r i t i c i s m  w h i c h  h o l d s  
g e n e r a l l y  f o r  t h e  a p p l i c a t i o n  o f  s u c h  m e t h o d s  t o  p a r t i a l  
d i f f e r e n t i a l  e q u a t i o n s ,  s i n c e  a l a r g e  n u m b e r  o f  
c o e f f i c i e n t s  a r e  o f t e n  r e q u i r e d  t o  g i v e  r e a s o n a b l e  
a c c u r a c y .
T h u s ,  t h e  s t r a i g h t f o r w a r d  a p p l i c a t i o n  o f  m i n i m a x  
r e s i d u a l  t e c h n i q u e s  i s  s o m e w h a t  l i m i t e d .  M e t h o d s  o f  t h e  
t y p e  d e s c r i b e d  i n  S e c t i o n  6 . 4 . 2 ,  h o w e v e r ,  a r e  c e r t a i n l y  
u s e f u l .  I n  a r e c e n t  p a p e r ,  R a b i n o w i t z  ( 1 9 6 8 )  has  
r e v i e w e d  some o t h e r  m e t h o d s  o f  u s i n g  l i n e a r  p r o g r a m m i n g  
i n  t h e  s o l u t i o n  o f  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s .  I n  
t h e  m a i n ,  p a r t i c u l a r  t e c h n i q u e s  h a v e  b e e n  d e v e l o p e d  
f o r  s p e c i a l  t y p e s  o f  e q u a t i o n .  T h i s  a p p e a r s  t o  be  t h e  
m o s t  u s e f u l  a p p r o a c h .
CHAPTER 7
1 6 6 ,
MINIMISING THE MAXIMUM ERROR IN THE NUMERICAL 
SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS
We have c l e a r l y  i l l u s t r a t e d  in t he  l a s t  c h a p t e r  t h a t  
u s e f u l  a p p r o x i m a t i o n s  to t he  s o l u t i o n s  o f  many d i f f e r e n t i a l  
e q u a t i o n s  can be found by m i n i mi s i n g  t he  maximum r e s i d u a l e  
However / j t wo p o i n t s  a r e  wor t h  n o t i n g ,
( i )  in g e n e r a l /  no p r a c t i c a l  bound can be o b t a i n e d  f o r  
t he  e r r o r  in t he  computed s o l u t i o n /
( i i )  t he  minimum v a l u e  of  t he  maximum e r r o r  can o f t e n  be 
s i g n i f i c a n t l y  r educed by f u r t h e r  a d j u s t m e n t  of  t he  
f r e e  p a r a m e t e r s .
Thi s  s u g g e s t s  t h a t  i t  mi ght  be p r o f i t a b l e  t o  a t t e m p t  
t he  more d i f f i c u l t  t a s k  of  d e a l i n g  d i r e c t l y  wi t h  t he  
e r r o r .  In t h i s  c h a p t e r /  a new a ppr oach  t o  t he  problem 
f o r  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s  i s  p r opos e d /  where 
we mi n i mi s e  d i r e c t l y  an e s t i m a t e  f o r  t he  maximum e r r o r  
o b t a i n e d  a t  a d i s c r e t e  s e t  of  v a l u e s  o f  t he  i ndepe nden t  
v a r i a b l e  by f i n i t e  d i f f e r e n c e  t e c h n i q u e s .
In S e c t i o n s  7 . 1  and 7 , 2 /  we c o n s i d e r  t he  a p p l i c a t i o n  
of  t h i s  method t o  t he  s o l u t i o n  of  l i n e a r  and n o n l i n e a r  
e q u a t i o n s /  r e s p e c t i v e l y .  Some s i mp l e  examples  s e r v e  to 
i l l u s t r a t e  t h i s  ' minimax e r r o r '  method/  and f a v o u r a b l e  
comparisons a r e  made wi t h  t he  minimax r e s i d u a l  method.
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In particular/ when the errors of the latter method are 
predominantly one-signed, we have found (not unexpectedly) 
minimax error solutions to be much more accurate0 Finally/ 
in Section 7.3/ we give a convergence proof for the 
1inear case.
7„1 Linear equations
Consider the first order equation
y' = g(x) y + f(x) / (701)
(where we can assume without loss of generality that 
the range is 0 £ x £ 1)/ 
subject to
y (0) = yQ . (7.2)
n
Let z(X/a) = E a. 4>. (x) /
^ i=0 1 1
where the functions cj>.(x) are continuous and differentiable 
in [0/1]/ and let the error be
£(X/a) y - z(x/cx)
'V
( 7 o 3 )
Then equation (701) can be written 
n
£' - g(x) £ « E a . [ g (x) . (x) - 4>, 1 (x)] + f(x)„ (704)
Cho o s i ng  a v a l u e  o f  m > n, d e f i n e  h by
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h s 1/m ,
and l e t  Xj  53 j h ,  j B0 , l / o . o , m .  Then e q u a t i o n  ( 7 0 4) a d m i t s  
a f i n i t e  d i f f e r e n c e  r e p r e s e n t a t i o n  ( i n  m a t r i x  n o t a t i o n )
M e = A a + b , ( 7 . 5 )
'Xj 'Xj 'Xj
wher e  e ( a )  i s  an a p p r o x i m a t i o n  t o  t h e  v e c t o r  £ ( a )  where  % % % %
£.  = € ( x . / 0i ) ,  j «1,  2, o o . ,m.  I t  i s  assumed t h a t  e n ■ ® 0>j j % u u
so t h a t  t h e  c o n d i t i o n  ( 7 . 2 )  a t  x * 0 i s  s a t i s f i e d  e x a c t l y
by z ( x ,  a ) .
'v
The f i n i t e  d i f f e r e n c e  f o r m u l a e  c o n s i d e r e d  here  
( see  e q u a t i o n s  ( 7 . 8 )  and ( 7 . 9 ) )  a r e  such t h a t  M i s  l o w e r  
t r i a n g u l a r  and hence n o n s i n g u l a r .  E q u a t i o n  ( 7 . 5 )  can 
t h e r e f o r e  be s o l v e d  f o r  e g i v i n g
'Xj
e = M 1 ( A a + b ) .  ( 7 . 6 )
'Xj 'Xj 'Xj
Now t h e  p r o b l e m  o f  f i n d i n g  a t o  m i n i m i s e  | | e | |  i s
'Xi %
a l i n e a r  d i s c r e t e  T - p r o b l e m ,  and t h e r e f o r e  can be posed 
as t h e  l i n e a r  p r og ra mm in g  p r o b l e m  
m i n i m i s e  e
s u b j e c t  t o  U j l  £ e , j  = l , 2 / 0 . . , m ,  ( 7 . 7 )
and z ( 0 , a )  -  y n .
V
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A sufficient condition for a solution by the method of 
Chapter 2 is that the rank of the matrix M is (n+1), 
and this is assumed„
The accuracy of the value obtained for the minimax 
error is a function of the goodness of the finite 
difference representation (705) and the value of h0 Here 
we consider two finite difference formulae in which the 
differential equation
£1 ~ gCx) £ ■ r(x)
is replaced by (writing gj = g(Xj)/ r. * r(Xj) ) .
(A) G • * 6 • -|
J J - l
(e . g . + e . 
J J J
g . -, ) = 7 ( r .1 j-1 2 j
j =  l / ^ / o c o / m / (7.8)
with Gq = 0 (the trapezoidal rule)/
(B) (1 - *  g. 4±L6 &jg;_i (o' - o- g. )) e . 2 2 8 J J
{1 + h + JÜ1 * 1 (— + ~ g )} £11 6 gj-l 6 gj-£ 2 8 gj ; j-l
h
6 {(1 + 7 g. 1) r. t + 4r. 1 + (1 - 7 g. 1) r.} 2 j ~ 7  j - l  J “7 2 J ”7 J
j = 1/2/..o (7.9)
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with £q = 0 (a more accurate formula due to Osborne 
(1964a)).
As an example, we consider the differential equation 
y' = 17y / (1 + 9 x), 0 £ x £ 1
subject to y(0) = le
Here, we approximate to the solution by a polynomial
of degree 3, and denote by a * y the solution to the
problem (7.7). In Table 44, we give for different values
of h the values of ||e(^)|| for both the finite difference
formulae indicated above, and the value of IK(y)llo In
Table 45, values of £(x,y) are compared with errors in the
%
corresponding minimax residual solution for the same set 
of points. We see from Table 41 that the criterion of 
minimising the maximum residual is a poor one for this 
example, as the errors are all one~signed and steadily 
Increasing. The minimax error solution using finite 









h i w " W • W • w
1
2 0 2 o 0 5 E- 2 9.46 E-2 2.05 E-2 2.11 E-2
1
30 2.06 E-2 5.42 E-2
CM1LUooCM 2.08 E-2
1
100 2.08 E“2 2.38 E-2 2.08 E-2 2.08 E-2
comparison of actual errors with h /30







o 0.0 E 0 0.0 E 0 0.0 E 0
H
oo -9.75 E-3 -1.94 E-2 -2.06 E-2
CM«o -6.02 E-2 -3.98 E-3 -6.98 E-3
0.3 -1.20 E-l 1.61 E-2 1.08 E-2
0.4 -1.78 E-l 2.81 E-2 2.02 E-2
0.5 -2.27 E-l 2.88 E-2 1.77 E-2
0.6 -2.71 E-l 2.03 E-2 5.64 E-3
0.7 -3.16 E-l 8.77 E-3 -9.95 E-3
0.8 -3.68 E-l 3.02 E-3 -2.02 E-2
0.9 -4.39 E-l 1.40 E-2 -1.41 E-2




y* - f(x,y) , 0 £ x £ 1 (7.10)
subject to an appropriate boundary condition0 Let z(x,a)%
be an approximation to y, not necessarily linear in the 
free parameters ou, i =0,1, 2, „ . ,, n, and let £ be defined by 
equation ( 7.3)B
Then
£' + z 1 - f (x,z+£) = 0 ,
and so, to first order in £,
” fz  ^ = f(x,z) - z' o (7o11)
We can write equation (7 011) as
V ~ u(a) £ « v(a) , (7012) ^ a.
showing the dependence on the vector a 0 An equation
'V
analogous to equation (7„5) can now be obtained by 
applying a suitable finite difference formula, whence
M(a) e * F(a) .
• \ j  %  'X j \ I
Thus, assuming that M(a) is nonsingular, we have
M(a)_1 F(a)<\) % %e'V
s (7.13)
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The problem of minimising ||e(a)|| is now the
nonlinear minimax approximation problem analogous to (7.7), 
and this can be solved by the algorithm given in Chapter 4.
As an example, we consider the equation
subject to y(0) = 0 .
Two different approximating functions are used,
The trapezoidal rule is used to generate equation 
(7.13), and results similar to those of the previous 
section are shown in Tables 46 and 4'7. The superiority 
of the minimax error solution is less apparent in this 
example. This is to be expected, as the errors of the 
minimax residual solution exhibit the desired sign 
alternation property.
As a final example, we consider the Blasius equation, 
posed as the initial value problem
y ' = l + y 2 , 0 $ x n (7.14)
(b) z =
y l l l  + y y » i _ Q ,  Q  ^ X ^  5 (7.15)
TABLE 46
comparison of calculated and actual errors
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approximation (a) approximation (b)
n h i W " W " W
5 1 / 5 0 5 o 54 E-4 5 o 99 E-4 1o 42 E-5 1,82 E-5
8 1 / 5 0 8.12 E-6 1 0 96 E-5 1o 09 E-7 2 o 08 E-7
8 1/100 8 0 23 E-6 8 o 85 E-6 1o 09 E-7 1.31 E-7
TABLE 47
comparison of actual errors, h = ^/50
approximation (a) approximation (b)
X minimax resid- minimax error minimax resid- minimax error
ual solution solution ual solution solution
x
0 0 0 0 0
0.1 -4.40 E-4 -3.77 E-4 -2.06 E-5 2.46 E-6
0.2 -1.64 E-3 3.88 E-4 -3.38 E-5 -1.52 E-5
0.3 -1.58 E-3 5.28 E-4 -2.09 E-5 -2.80 E-6
0.4 -3.97 E-3 7.37 E-7 2.77 E-5 1.25 E-5
0.5 7.64 E-4 -4.94 E-4 1.91 E-5 6.81 E-6
0.6 8.61 E-4 -3.65 E-4 -1.82 E-5 -1.12 E-5
0.'7 -2.56 E-4 2.86 E-4 -4.01 E-5 -1.30 E-5
0.8 -1.53 E-3 5.75 E-4 -1.83 E-5 7.44 E-6
o.<3 -1.43 E-3 -2.20 E-4 2.20 E-6 2.22 E-6
1.13 -9.72 E-4 5.83 E-4 -2.57 E-5 7.53 E-6
s u b j e c t  t o
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y ( 0 )  = y 1 (0 ) a 
2 / 3w he re  A = 1 /  ( u 1 C00) )  / 
( 7 . 1 5 )  s u b j e c t  t o
0 , y ' ' ( 0  ) = A ,
wher e  u s a t i s f i e s  e q u a t i o n
u ( 0 )  = u®( 0 ) 53 0 , u , ! ( 0 )  = 1 o
E q u a t i o n  ( 7 . 1 5 )  can be w r i t t e n  i n  t h e  u s ua l  way as 
t h e  f i r s t  o r d e r  sys te m
( 7 . 1 6 )
~ y l y 2 •
Now, i f  z-^(a)  i s  an a p p r o x i m a t i o n  t o  y ^ ,  and z  ^ and 
a r e  a p p r o x i m a t i o n s  t o  y^ and y^ d e f i n e d  by
t h e n  e q u a t i o n  ( 7 . 1 6 )  can be l i n e a r i s e d  i n  t h e  same 
manner  as e q u a t i o n  ( 7 . 1 0 ) /  l e a d i n g  t o  an e q u a t i o n  e x a c t l y  
a n a l o g o u s  t o  e q u a t i o n  ( 7 . 1 1 ) .  I f  t h e  s o l u t i o n  t o  t h i s  
e q u a t i o n  i s  e s t i m a t e d  u s i n g  f i n i t e  d i f f e r e n c e  f o r m u l a  ( A ) , 
t h i s  l e a d s  t o  a s e t  o f  l i n e a r  e q u a t i o n s  h a v i n g  t h e  f o rm


















( 7 . 1 7 )
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C, D and X depend on a ,  and e v  e 9 and e ,  a re  v e c t o r s  of  
t he  e s t i m a t e d  e r r o r s  in z^,  z  ^ and r e s p e c t i v e l y ,
e v a l u a t e d  a t  the  p o i n t s  o f  the f i n i t e  d i f f e r e n c e  mesh.
From e q u a t i o n  ( 7 01 7 ) ,  we have
e,  = [ d (B_1A ) 2 + C 1 X . ( 7 . 1 8 )
L J 'v
Th is  is the form o f  e qu a t i o n  ( 7 0 1 3 ) ,  and the s o l u t i o n  
proceeds as b e f o r e .
n .
Tak ing  z 1 ■ E a.  x 1, r e s u l t s  c or r es po ndi ng  to those  
1 i =0 1
in Tabl es  46 and 47 a re  g i ve n in Tables  48 and 49 
r e s p e c t i v e l y .  The advantage o f  a minimax e r r o r  s o l u t i o n  
in t h i s  example is aga in  w e l l  i l l u s t r a t e d  by the e r r o r  
p a t t e r n s .
TABLE 48
comparison o f  c a l c u l a t e d  and a c t u a l  e r r o r s
n = 5 n = 7
h i W 1 " W " W "
1
2 0







3 . 6  E - 4
TABLE 49
1*7.
comparison of actual errors, h = yjj , n = 5






0 » 5 1.0 E-3 -6.4 E-4
1.0 8.9 E-3 -2.2 E-3
1» 5 2.9 E-2 -2.0 E-3
2 . 0 5.8 E-2 5.6 E-4
2 »5 9.1 E-2 2.5 E-3
3.0 1.2 E-l 1.3 E-3
3.5 1.4 E-l -1.5 E-3
4.0 1.6 E-l -1.8 E-3
4.5 1.7 E-l 1.7 E-3
5.0 1.9 E-l 6.0 E-4
7.3 A convergence result for the linear case
Assuming that the effect of round-off error can be 
ignored, two factors cause the difference between the 
true and calculated errors» First, the truncation error 
In the finite difference approximation can cause the 
constraints of the linear programming problem to be 
perturbed» Second, these perturbations can affect the
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subsequent calculation (so that, for example, the optimal 
basis may be different in the perturbed problem),,
Theorem 7,1 Osborne and Watson (1969c)
m' n II e ( c >  II
CL r \ j  f \ j
min max 
a 0<x<l I £(x,a) I
as h -*• 0. (There is again no loss of generality in taking 
the range of x to be [ o , l ] ) .
Proof It is convenient to remove boundary conditions
from consideration. If we write
n
z = E a. 4>. (x) ,
i =0 1 1
and the boundary condition as
n
K = E a. <t>.(0) , where K is a constant,
i =0 *
then we have
“ o = $ 0" f ö T  { K ” “ i l*’i ( 0 ) }  '
where 4>q (0) t 0 . (It is always possible to achieve this 
by re-ordering the <J>., provided that z can satisfy the 
boundary condition.)
Thus
4> 0 (0). K n 4?0 (x) cJ).(O) n■ / a  \  ^ E oc. { 4* • (x ) — . / ft \ } — p(x)+ E cl . ip . ( x ),4>0(0) i=1 I I *0(0) i=1 I Iz =
179 o
where  p ( 0 )  -  K, ip» ( 0 )  -  0, i = l , 2 , 000, n 0
Now t h e  v e c t o r  a w h i c h  m i n i m i s e s  t h e  t r u e  maximum
'V
e r r o r  i s  t h e  s o l u t i o n  t o  t h e  c o n t i n u o u s  T - p r o b l e m s
f i n d  a t o  m i n i m i s e  a» n
max I y ( x )  -  p ( x )  E a.  ip. ( x ) | , 0 < x < 1,  (7 019)
i =1 1 1
and we o b t a i n
n
£ ( x , a )  = y -  p ( x )  E a.  i p . ( x )  ( 7 0 2 0 )
~ i = l  1 1
I f  e q u a t i o n  ( 7 „ 2 0) i s  d i s c r e t i s e d  on an e q u i s p a c e d  
f i n i t e  d i f f e r e n c e  mesh,  i t  can be w r i t t e n
£ ( a )  = H a  + c
'Kj  %  % %
where
H. . = -  ^ . ( x . )
I J Y J •
c.  = y ( x . ) -  p ( x . )
i = 1 , 2 ,  o » . ,m;
j  = 1 , 2 , », n»
( 7 . 2 1 )
o f
h
Now i t  i s  known ( se e  S e c t i o n  
mesh p o i n t s  t e n d s  t o  i n f i n i t y ,  
t en d s  t o  z e r o ,




a 0 < x < l
1 02) t h a t  as t h e  number 
i ce.  as t h e  s p a c i n g
I 5 ( x , a )  I 0 ( 7 o 22 )
'v
The e r r o r  £ ( x ,a )  a l  so s a t i s f i e s  t h e  d i f f e r e n t i a l  
e q u a t i o n  ( 7 04 ) ,  and we c o n s i d e r  t h e  f i n i t e  d i f f e r e n c e  
r e p r e s e n t a t i o n  o f  t h i s  e q u a t i o n  o v e r  t h e  mesh d e f i n e d  above»
18öo
Then fc, t h e  e s t i m a t e  f o r  s a t i s f i e s  a p e r t u r b a t i o n  o f  
e q u a t i o n  ( 7 . 2 1 ) .  Thus,  we can t a k e
e -  ( H + 6H) a + c + 6 c  ( 7 0 23 )
%  f \ j  f \ j  f \ j
w he r e ,  i f  a c o n v e r g e n t  f i n i t e  d i f f e r e n c e  f o r m u l a  has been
use d,  I 16 HI I and | | 6 c | |  w i l l  t end  t o  z e r o  w i t h  h ( s e e ,  f o r%
e xa mp l e ,  Osborne ( 19 64 b )  f o r  an a p p r o p r i a t e  e r r o r  a n a l y s i s  
o f  f i n i t e  d i f f e r e n c e  m e t h o d s ) .
Now, f r o m  e q u a t i o n  ( 7 . 2 1 ) ,  we have t h a t
I ( H £ ) .  + c .  I *  I I  £ ( £ )  I I  , t - l , 2 , . . . , m ,  ( 7 . 2 4 )
where  a = J3 i s  t h e  s o l u t i o n  t o  t h e  d i s c r e t e  T - p r o b l e m  
( 7 . 1 9 ) .
T h e r e f o r e  | ( (H+6H) 3 ) .  + c .  + 6c .  -  ( ( 6 H 3 ) .  + 6 c . )  I
r\, I I I i\, I I
< I I  5 ( 6 )  I I  , i=l,2,...,m,
% %
and so
I ( (H+6H) 6 ) .  + c .  + 6c .  I
% I I I
-  I ( 6H e ) .  + 6c .  I < | |  5 ( 6 )  I I ,  1 =1 , 2 ,
% I I % %
Thus
max I ( (H+6H) j3) . + c + 6c .  I maxI + 6 c . I  * I | £ ( J 3 ) I  I
whence




a i ( ( H + 6 H ) a ) . + c .  + 6 c . I  a. I I I
m? x I ( ( H + 6 H ) y ) .  + c .  + 6 c . I  = | |  e ( y ) I I .
I f\j \ I I f\j r\,
A s i m i l a r  a r gume nt  g i v e s
I I  5 ( ß )  I I  -  m? X I ( S H y ) .  + 6c.  I < | |  € ( y ) | |  ( 7 . 2 6 )
< \ j  r \ j  I  f \ j  I  I  f \ j  f \ j
E q u a t i o n s  ( 7 . 2 5 )  and ( 7 . 2 5 )  show t h a t  
1 1 11 *  11 1 1
as h -*• 0/  and t h e  r e s u l t  ( 7 . 2 2 )  c o m p l e t e s  t h e  p r o o f  o f
c o n v e r g e n c e .
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