Given an undirected graph G = (V, E) with a set V of vertices and a set E of edges, the graph coloring problem consists of partitioning all vertices into k independent sets and the number of used colors k is minimized. This paper presents a memetic algorithm (denoted by MACOL) for solving the problem of graph coloring. The proposed MACOL algorithm integrates several distinguished features such as an adaptive multi-parent crossover (AMPaX) operator and a distance-and-quality based replacement criterion for pool updating. The proposed algorithm is evaluated on the DIMACS challenge benchmarks and computational results show that the proposed MACOL algorithm achieves highly competitive results, compared with 11 state-of-the-art algorithms. The influence of some ingredients of MACOL on its performance is also analyzed.
Introduction
Given an undirected graph G = (V, E) with a set V of vertices and a set E of edges, a legal k-coloring of G corresponds to a partition of V into k independent sets where an independent set is a subset of non-adjacent vertices of G. Graph coloring aims at finding the smallest k for a given graph G (its chromatic number χ(G)) such that G has a legal k-coloring.
Besides its theoretical significance as a canonical NP-Hard problem [19] , graph coloring arises naturally in a variety of real-world applications, such as register allocation [7] , timetabling [4] , frequency assignment [37] , crew scheduling [17] , printed circuit testing [18] , satellite range scheduling [38] as well as manufacturing [20] . Due to its NP-Hardness, heuristics and metaheuristics are Email addresses: zhipeng.lui@gmail.com, lu@info.univ-angers.fr (Zhipeng Lü), hao@info.univ-angers.fr (Jin-Kao Hao).
preferred to handle large and hard coloring problems. We briefly review below some of the most representative algorithms.
The first heuristic approaches to solving the graph coloring problem were based on greedy construction, which color the vertices of the graph one by one guided by a predefined greedy function. These algorithms are very fast by nature but their quality is generally unsatisfactory. The best known algorithms in this class are the largest saturation degree heuristic (DSATUR) [3] and the recursive largest first heuristic (RLF) [28] . In recent decades, these greedy constructive heuristics are often used to generate initial solutions for advanced metaheuristic algorithms.
On the other hand, local search based metaheuristic algorithms have been widely used to tackle the graph coloring problem in recent decades. One representative example is the so-called Tabucol algorithm which is the first application of Tabu Search to graph coloring [23] . Tabucol has been latter improved by several researchers and used as subcomponent of more elaborate coloring algorithms (see for examples [8, 11, 14] ). Other local search metaheuristic methods include Simulated Annealing [5, 25] , Iterated Local Search [6] , Reactive Partial Tabu Search [2] , GRASP [27] , Variable Neighborhood Search [1] , Variable Space Search [24] and Clustering-Guided Tabu Search [35] . Interested readers are referred to [15] for a comprehensive survey of the local search approaches for graph coloring presented in recent years.
In parallel, researchers have also proposed other different approaches for solving the graph coloring problem, especially for tackling some large random graphs. One of the most recent and very promising approaches is based upon hybridization that embeds a local search algorithm into the framework of an evolutionary algorithm in order to achieve a better tradeoff between intensification and diversification (see for examples [9, 14, 16, 29, 34] ).
Another approach for dealing with large graphs is to first extract several large independent sets and then solve the residual graph. This approach is particularly useful for very large graphs (see for example [12] ) and can be employed as a pre-processing step for other search algorithms. This paper presents MACOL, a hybrid metaheuristic algorithm integrating a tabu search procedure with an evolutionary algorithm for solving the graph coloring problem. In this algorithm, we highlight the importance of the diversity of individuals and the balance between intensification and diversification. To achieve this goal, we devise an adaptive multi-parent crossover operator, which is an extension of the greedy partition crossover (GPX) presented in [14] . Furthermore, we highlight the diversity of the population by defining a new replacement criterion for the population updating. This replacement criterion takes into account both the quality and the diversity among individuals.
Experiments are presented on the set of DIMACS challenge benchmark graphs, showing the proposed algorithm achieves very competitive results matching many and improving some previous best solutions. Furthermore, we carefully analyze the influence of some critical components of the proposed hybrid algorithm, showing the essential factors of the proposed algorithm and shedding light on the possible ways to further improve its performance.
The rest of this paper is organized as follows. Section 2 describes the general framework and each main component of the proposed MACOL algorithm. In Section 3 computational results are presented and compared with 11 stateof-the-art algorithms in the literature. Section 4 investigates several essential parts of the proposed memetic algorithm, followed by some conclusions.
Memetic Algorithm
The graph coloring problem can be solved from the point view of constraint satisfaction by solving a series of k-coloring problems [15] . We starts from an initial number of k colors (k ≤ |V |) and solve the k-coloring problem. As soon as the k-coloring problem is solved, we decrease k by setting k to k-1 and solve again the k-coloring problem. This process is repeated until no legal kcoloring can be found. Therefore, we will only consider the k-coloring problem in the rest of the paper, i.e., our MACOL algorithm aims to find a legal kcoloring from an initially conflicting (or illegal) k-coloring. It should be clear that a smaller k for a given graph leads to a harder k-coloring problem. The solution approach just described solves thus a series of k-coloring problems of increasing difficulty.
Main Scheme
Generally speaking, our MACOL algorithm can be considered as a memetic algorithm [31] . It is composed of four main components: initial population generator, tabu search procedure, multi-parent crossover operator and population updating rule. From an initial population of illegal k-coloring individuals, tabu search is used to improve each individual of the population by reducing color conflicts of adjacent vertices. The crossover operator is then used to generate new k-colorings which are also further optimized by tabu search. The population updating rule decides whether such a new offspring k-coloring should be inserted into the population and if yes, which existing individual is replaced. The general algorithm architecture is described in Algorithm 1. In the following subsections, the four components of our memetic algorithm are described in details. 
Search Space and Evaluation Function
When designing a search algorithm for solving a specific problem, one has to define the search space. For the graph coloring problem, the authors of [15] identify four different strategies for defining the search space: legal strategy, penalty strategy, k-fixed partial legal strategy, k-fixed penalty strategy.
In this paper, we adapt the k-fixed penalty strategy which is also used by many coloring algorithms. For a given graph G = (V, E), the number k of colors is fixed and the search space contains all possible (legal and illegal) k-colorings. A k-coloring will be represented by S = {V 1 , . . . , V k } such that V i is the set of vertices receiving color i. Thus, if for all {u, v} ∈ E, u ∈ V i and v ∈ V j , i ̸ = j, then S is a legal k-coloring. Otherwise, S is an illegal (or conflicting) k-coloring. The optimization objective is then to minimize the number of conflicting edges (referred to conflict number hereafter) and find a legal k-coloring in the search space.
Given a k-coloring S = {V 1 , . . . , V k }, the evaluation function f counts the conflict number induced by S such that
where
Accordingly, a coloring S with f (S) = 0 corresponds to a legal k-coloring.
Relevant examples of using other search space strategies such as legal strategy, penalty strategy, k-fixed partial legal strategy can be found in [2, 25, 29, 30] .
Initial Population
The individuals of initial population are generated with a randomized version of the DANGER coloring heuristic proposed in [21] . In the original DANGER heuristic, the choice of the next vertex to be colored is based upon a measure called "dynamic vertex dangers measure" (see [21] for more details). The color assignment uses another heuristic measure; the chosen vertex is assigned the color that is least likely to be required by neighboring vertices. In our implementation, the choices of the next vertex and its color are made in a probabilistic way according to the above heuristic measures. Thus a vertex (or color) with a higher score will have more chances to be selected.
Moreover, we take advantage of the initialization step to build a diversified population. For each new k-coloring, we observe its distance to the previous generated ones. If the new k-coloring is too close to one of the previous ones, then it is discarded and another new k-coloring is generated. The concept of the individual distance will be discussed in details in Section 2.6.
Let us mention that we also used at the beginning of this study a pure random method to generate the initial k-colorings of the population. We did not observe real difference for the final coloring results. Nevertheless, since the quality of the solutions generated using the above heuristic procedure is better than using the pure random procedure, this helps the memetic algorithm to save some computational efforts during the first generations of its search. Notice also that other popular greedy heuristics are often employed to generate initial solutions, including largest saturation degree heuristic (DSATUR) [3] and the recursive largest first (RLF) heuristic [28] .
Tabu Search Algorithm
In this paper, we employ a simple Tabu Search algorithm as our local search procedure. A neighborhood of a given k-coloring is obtained by moving a conflicting vertex u from its original color class V i to another color class V j (i ̸ = j) (denoted by (u, i, j)), called "critical one-move" neighborhood. Therefore, for a k-coloring S with cost f (S), the size of this neighborhood is bounded by O(f (S) × k). More details can be found in a similar TS in [14] .
In order to evaluate the neighborhood efficiently, we employ an incremental evaluation technique used in [11] . The main idea consists of maintaining a special data structure to record the move values for each neighborhood move. Each time a move is carried out, only the move values affected by this move are updated accordingly.
For the tabu list, once move (u, i, j) is performed, vertex u is forbidden to move back to color class V i for the next l iterations. Here, the tabu tenure l is dynamically determined by l = µ · f (S) + r(10) where r(10) takes a random number in {1, . . . , 10} [14] . In our case, µ is set to 1 (while in [14] µ = 0.6).
The stop condition of our tabu search is just the maximal number of iterations with which the best k-coloring has not been improved. We call this number depth of tabu search, denoted by α.
Adaptive Multi-Parent Crossover (AMPaX)
In a genetic algorithm, crossover is usually the main operator to generate new individuals to be added into the population, thus it is also believed to be the most important factor in a hybrid algorithm. In the literature, there are two kinds of crossover operators for graph coloring problem: assignment crossover as in [12] and partition crossover as in [9, 14, 16, 22, 34] , the latter one sharing ideas of grouping genetic algorithm [10] .
The assignment crossover is believed to be less powerful than the partition crossover for graph coloring since it cannot transmit "good properties" of the parent individuals to the offspring. In contrast, the general idea of the partition crossover is to consider a configuration of coloring as a partition of vertices into color classes and crossover operator is used to transmit color classes from one generation to another, which is much more meaningful and relevant for the coloring problem.
In this paper, we propose a new Adaptive Multi-Parent crossover (AMPaX) operator which can be considered as an extended version of the GPX crossover presented in [14] . There are two main differences between AMPaX and GPX. First, AMPaX uses two or more parents to produce an offspring while GPX are based on exactly two parents. Second, at each step of the crossover operation, AMPaX adaptively choose a parent and a color class to transmit to the offspring while these choices are done in a successive way in GPX.
Another relevant crossover operator in the literature is the "GHZ recombination operator" proposed in [16] . Both the AMPaX and GHZ operators utilize multi sources for creating solutions. However, one finds several differences between them. Notice first that in our case, the population is composed of complete k-coloring solutions, while in [16] the population contains indepen-dent sets. From this, our AMPaX operator combines, in a particular way (see Section 2.5.2), several k-coloring solutions chosen from the population, while the GHZ operator builds an offspring by considering all the independent sets in the population. In addition, at each recombination step, the GHZ operator transmits one independent set to the offspring, while our AMPaX operator retains a set of vertices, which may or may not be an independent set.
Finally, let us mention that AMPaX also shares similarities with the recombination operators described in [22, 34] for graph coloring and the recombination operator of [38] designed for a satellite range scheduling problem.
General Idea
A legal k-coloring is a collection of k independent sets. With this point of view, if we could maximize the size of the independent sets by a crossover operator as far as possible, it will in turn help to push those left vertices into independent sets. In other words, the more vertices are transmitted from parent individuals to the offspring within k steps, the less vertices are left unassigned. In this way, the obtained offspring individual has more possibility to become a legal coloring. Both GPX and AMPaX crossovers are based on this idea.
Given two parent k-colorings S 1 and S 2 , the GPX crossover in [14] buids step by step the k classes V 01 , . . . , V 0k of the offspring k-coloring S 0 . At the first step, the GPX crossover operator builds the class V 01 by choosing the class having the maximum number of vertices in parent S 1 . Similarly, the second class V 02 of S 0 is built by considering the second parent S 2 . Then, two parents S 1 and S 2 are successively considered to build the remaining color classes V 03 , . . . , V 0k of S 0 . Once k color classes are built, each left uncolored vertex is assigned a random color.
AMPaX uses m (m ≥ 2) parents to generate an offspring. At each step, AMPaX builds one color class by considering the color classes of all parents with a global view. With this strategy, AMPaX has an advantage over the GPX crossover, i.e., to build a color class, AMPaX has more choices, thus giving more chance of finding larger color class in the parent individuals. Consequently, it could transmit more vertices from parents to offspring within k steps.
The Adaptive Multi-Parent Crossover Procedure
The AMPaX operator builds one by one the color classes of the offspring. After one color class has been built, all the vertices in this color class are removed from all parents. This process is repeated until all k color classes are built. At the end of these k steps, some vertices may remain unassigned. These vertices are handled in the same way as in the GPX crossover: they are randomly assigned to a color class.
. . , V ik } where V ij is the set of vertices with color j. Then we produce an offspring S 0 = {V 01 , . . . , V 0k } using these m parents individuals as follows.
We attempt to build each color class with a global view, i.e., each time we choose the color class with the maximal cardinality in all m parent individuals.
It is aimed to transmit as more vertices as possible at each step such that the number of unassigned vertices after k transmitting steps is as small as possible. After one color class of S 0 is built, all vertices in this color class are removed from all the m parent individuals.
Furthermore, in order to diversify the offspring individual and avoid focusing on a single parent, at each step we forbid the current parent to be reconsidered within a few number of steps, denoted by q. In this paper, we set q to be ⌊m/2⌋. In other words, we build the ith color class V 0i by choosing the color class with the maximal cardinality among the parent individuals which are not used in building the previous q color classes V 0i−1 , . . . , V 0i−q . In principle, this idea is similar to the spirit of tabu search. Our Adaptive Multi-Parent crossover is presented in Algorithm 2. Indicate the non-forbidden color classes:
Find out the maximal cardinality class:
Let V 0i be the set of vertices in S u * with color v * :
Remove all the vertices in V 0i from m parent individuals:
Update forbidden length: q(S u ) = q(S u ) − 1 (q(S u ) > 0) and q(S u * ) = ⌊m/2⌋ 11: end for 12: Randomly choose a color class for each unassigned vertex. Now we consider the time complexity of the AMPaX crossover operator. It mainly consists of three phases: finding out the maximal cardinality color class (line 7), removing vertices from all m parents (line 9) and updating forbidden length (line 10). For the phase of finding out the maximal cardinality color class (line 7), its time complexity is O(
2 ) since it repeats k times and each time it has at most m 2 × k operations. For the removing vertices phase (line 9), its time complexity is O(m × n) since at most n vertices are removed and each vertex is removed from m parents. For the forbidden length updating phase (line 10), it is obvious that its time complexity is O(m × k). Therefore, the total time complexity of the AMPaX crossover is O(m × (k 2 + n)). Given that m is a parameter and the time complexity of the GPX crossover in [14] is O(k 2 + n), we can conclude that the time complexity of our AMPaX crossover is just a constant times of the GPX crossover. 
Pool Updating
In the literature, various pool updating strategies have been proposed. In [16] , the k independent sets transformed from an offspring solution replace k random color classes in the pool. In [29] , if the offspring is similar to one of the parents or to a solution in the pool, this offspring will not be inserted into the population. Instead, a completely new solution is added to avoid premature convergence. According to the definition, two solutions are similar if they have the same score and the same number of uncolored vertices. In [22, 34] , Fig. 1 . Adaptive Multi-Parent crossover illustration the pool updating is conditioned by both the solution quality and the distance between the offspring and other solutions in the population. We adopt a pool updating strategy, simultaneously taking into account the solution quality and the diversity of solutions.
When an offspring individual S 0 is obtained by the AMPaX crossover, we improve S 0 by the tabu search algorithm and then decide whether the offspring should be inserted into the population, replacing the worst parent. For this purpose, we define a distance-and-quality goodness score to judge whether the offspring S 0 should be inserted into the population. The main idea is that if the quality of S 0 is not good enough or if S 0 is similar to one of the population individuals, this offspring should not be inserted into the pool. For two kcolorings, we say that they are similar if one k-coloring can be transformed into another using a few number of one-move (Section 2.4) steps. To make things clear, we give the following definitions.
Definition 1. Distance Between two k-colorings:
It is easy to observe that we can calculate d ij by solving a bipartite matching problem [32] . Assume that share uv is the number of vertices shared by the uth color class V iu of S i and the vth color class V jv of S j , then the maximal total number of sharing vertices in the same class for S i and S j (denoted by mc ij ) is defined as a perfect matching where the sum of the numbers of the shared vertices in the matching has a maximal value. Therefore, d ij is just equal to n−mc ij , where n is the total number of vertices. In this paper, we use an exact algorithm for solving the matching problem, the augmenting path algorithm implemented in [36] .
Definition 2. Distance Between one k-coloring and a Population:
Given a population P = {S 1 , . . . , S p } and the distance d ij between any two k-colorings S i and S j (i, j = 1, . . . , p, i ̸ = j), the distance between a k-coloring S i (i = 1, . . . , p) and the population P is defined as the minimum distance between S i and any other k-coloring in P , denoted by D i,P :
Definition 3. Goodness Score of a k-coloring for a Population: Given a population P = {S 1 , . . . , S p } and the distance d ij between any two k-colorings S i and S j (i, j = 1, . . . , p, i ̸ = j), the goodness score of k-coloring S i for population P is defined as:
where f (S i ) is the conflict number of S i and β is a parameter. Since the maximum value of D i,P is n, we set β = λn and λ = 0.08 in this paper.
It is clear that the smaller the goodness score h i,P , the better k-coloring S i . This choice can be justified as follows. On the one hand, at the beginning of the search, the quality of the solutions in the population is relatively poor (i.e., f (S i ) is large) and the solutions are also very diversified (i.e., D i,P is large). Therefore, we want the solution quality to be the dominant part of this function. One easily observes that in this case the second part of the goodness score becomes trivial such that the quality f (S i ) dominates this scoring function.
On the other hand, as the algorithm progresses, both f (S i ) and D i,P values in the current population become smaller and smaller. In this situation, since all the solutions in the population have quite good quality, we have to enlarge the importance of the diversity of the solutions to avoid a premature convergence of the population. If a solution S i is too close to at least one of the solutions in the population (i.e., D i,P is small), the second part of the function in Eq. (4) should become large enough such that the goodness score of this k-coloring turns to be quite bad, thus being likely to be discarded. We observe that the function in Eq. (4) fulfills these requirements.
At this stage, let us notice that other goodness score functions are possible. For instance, the following one has also been experimented:
In practice, we observe that this non-exponential function leads to slightly worse results in terms of quality of the solutions than the one in Eq. (4) because of the above analyzed reasons.
Given an offspring S 0 optimized by tabu search and a population P = {S 1 , . . . , S p }, we use the following rule to decide whether S 0 should be inserted into the population. First of all, S 0 is temporarily inserted into the population P , i.e., P ′ = P ∪ {S 0 }. Then, the goodness score for each k-coloring S i ∈ P ′ is calculated according to Eq. 4 and the worst k-coloring (with the largest value of goodness score) is identified, denoted by S w . If S w is not the offspring k-coloring S 0 , then S 0 will be inserted into the population and replace the worst k-coloring S w , i.e., P = P ∪ {S 0 }\{S w }. Otherwise, the second worst k-coloring S sw in the population is replaced by S 0 with a probability P r = 0.2, i.e., P = P ∪ {S 0 }\{S sw }. The Pseudo-code of our pool updating strategy is presented in Algorithm 3.
Our pool updating strategy mainly consists of three phases: calculate D i,P ′ for each solution S i (line 5); identify the worst k-coloring (line 8) and update the pool (lines 9 to 15). One easily observes that both the second and the last phases can be fulfilled within O(p) time. For the first phase, in practice we use a p×p matrix to record all the one-to-one distances between any two solutions Calculate the goodness score of S i (h i,P ′ ) according to Eq. 4 7: end for 8: Identify the k-coloring with the largest value of the goodness score: S w = arg max{h i,P ′ |i = 0, . . . , p} 9: if S w ̸ = S 0 then 10:
Replace S w with S 0 : P = P ∪ {S 0 }\{S w } 11: else 12:
if rand(0, 1) < 0.2 then 13:
Identify the second worst k-coloring:
Replace the second worst k-coloring S sw with S 0 :
end if 16: end if during the initialization of the population, together with the smallest distance to other solutions (D i,P ) for each S i . Therefore, we need only to calculate the distance between the newly generated offspring S 0 and other solutions in the population. This can be achieved in O(pk 3 ), since the time complexity of the augmenting path algorithm for calculating the distance between two solutions is O(k 3 ) where k is the number of used colors and we repeat this process for p times. The process for updating all D i,P ′ requires O(p). Therefore, the time complexity of our pool updating is O(pk 3 ). Given the fact that both p and k are small numbers which will not increase with the size of the graph (p is equal to 20 and the maximum value of k is 280 in our experiments), we can say that the time complexity of our pool updating is relatively low.
Experimental Results
In this section, we report intensive experimental results of our MACOL algorithm on the well-known DIMACS coloring benchmarks. We compare the results with 11 other state-of-the-art coloring algorithms from the literature.
Problem Instances and Experimental Protocol
The DIMACS graphs constitute the recognized standard benchmarks in the literature for evaluating the performance of graph coloring algorithms [26] . Particularly, this set of instances include 12 random graphs (DSJC125.x, DSJC250.x, DSJC500.x and DSJC1000.x, x = 1, 5 and 9), 6 flat graphs (flat300 x 0, x=20, 26 and 28; flat1000 x 0, x = 50, 60 and 76), 8 Leighton graphs (le450 15x, le450 25x, x = a, b, c and d) , 12 random geometric graphs (R125.x, R250.x, DSJR500.x and R1000.x, x = 1, 1c and 5), 2 huge random graphs (C2000.5 and C4000.5), 2 class scheduling graphs (school1 and school1.nsh) and 1 latin square graph (latin square 10).
These instances can be classified into two categories 1 : Easy graphs and difficult graphs. Those instances that can be solved very easily by most modern coloring heuristics are called easy graphs, while for difficult graphs not every algorithm can reach their chromatic number or the best known results. In this section, we only report our computational results on the set of difficult graphs and the results on the easy instances are given in the Appendix.
Our MACOL algorithm is programmed in C and compiled using GNU GCC on a PC with 3.4GHz CPU and 2G RAM. To obtain our computational results, each instance is solved 20 times independently with different random seeds (few huge instances are solved 5 times). Each run is stopped when the processing time reaches its timeout limit or a legal k-coloring is found. The timeout limit is set to be 5 CPU hours except for two large graphs C2000.5 and C4000.5, for which a time limit of 120 hours is allowed. All the computational results were obtained without special tuning of the parameters, i.e., all the parameters used in our algorithm are fixed (constant) during the problem solving for all the instances considered here. Table 1 gives the descriptions and settings of the important parameters used in our MACOL algorithm, in which r [2, . . . , 6 ] denotes a random number from 2 to 6. Notice that fine-tuning these parameters might lead to improved results.
Computational Results
Our experiment aims to evaluate the MACOL algorithm on the difficult DI-MACS challenge instances, by comparing its performance with the best known results in the literature. Table 2 summarizes the computational statistics of our MACOL algorithm. Columns 2-4 give the features of the tested instance: the number of vertices (n), the number of edges (n e ) and the density of the Table 2 Computational results of MACOL algorithm on the difficult DIMACS challenge benchmarks within 5 CPU hours, except for graphs C2000. 5 [35] for graph DSJC1000. 9. graph (dens). Columns 5 and 6 present the best known results k * reported in the literature and the corresponding references. In columns 7-9, the computational statistics of our MACOL algorithm are given, including the number of colors obtained (k) 2 , the success rate (#hit) and the average number of iterations for reaching the given k (iter). If there exist multiple hits on the k-coloring with k, the values iter listed in Table 2 are the average over these multiple hits. Additionally, for indicative purpose, last column shows the average computation time in minutes for reaching the given k. Finally, for six very difficult graphs, Table 2 shows two or more k values which are generally close to our best k.
When comparing with the best known results reported in the literature (col-umn 5 in Table 2 ), one observes that the results obtained by our MACOL algorithm are quite competitive with respect to these previous best results.
For the 6 random graphs (DSJC ) and the 4 Leighton graphs (le450 ), MACOL reaches the previous best known results easily. In particular, for the graph DSJC1000.9 we get a 223 -coloring which was only reported very recently in [35] .
For the 6 geometric random graphs (R and DSJR), we obtain the previous best known results except for graph R1000.5. The result for R1000.5 is far behind the best known result. This instance is also the only one for which we obtain worse results than several algorithms. The anti-performance remains to be analyzed.
For the two large random graphs C2000.5 and C4000.5, the previous best known results are k * =153 and k * =280 respectively which were obtained by extracting several large stable sets and then solving the residual graph [12] . Without this technique, the results of [12] are even worse. For the graph C2000.5, a 151 -coloring is recently obtained by [34] . It is noteworthy to notice that MACOL significantly improves these previous results and obtains a 148 -and 272 -coloring respectively.
For the 5 flat graphs (flat), except the graph flat300 28 0 we can obtain the previous best known results very easily. In the literature, there are only two algorithms that can reach 28 -colorings for this instance. For the last graph latin square 10, we got a 99 -coloring which require one more color than the previous best known coloring. Note that only one algorithm can get 98 -coloring [30] .
To summarize, for 3 large instances DSJC1000.9, C2000.5 and C4000.5, our MACOL algorithm improves the previous best known results with colorings using respectively 1, 3 and 8 less colors. However, we have achieved worse results than the previous best known results for 3 instances (R1000.5, flat300 28 0 and latin square 10 ), for which only few algorithms can reach that results. For all the remaining 18 instances, our MACOL algorithm has no difficulty to obtain the best known results. To the best of our knowledge, our MACOL algorithm is the only algorithm that reaches such a performance, as shown in Section 3.3. Table 2 shows the average iteration number for reaching the given number of colors k (column 9). Note that this indicator is machine independent and can be directly compared with other algorithms. Now we turn our attention to the CPU time. For the majority of the tested graphs, the CPU time for reaching the smallest k-coloring is within 2.5 hours (150 minutes) although a maximum of 5 CPU hours is allocated for each instance. However, for few very hard graphs, the computation time is very long, i.e., several hours to several days. In order to accept more comparisons with other algorithms under the same stop condition, we also report in Table 2 the results on larger k (k + i, i ≥ 1). However, for the two largest graphs C2000.5 and C4000.5, our MACOL algorithm need much longer CPU time than for other instances to get a legal k-coloring, since the search space of these two instances are extremely huge. Table 2 assesses the performance of MACOL with respect to the best known results. In this section, we compare the results of our MACOL algorithm with the most effective heuristic algorithms in the literature. Table 3 gives the computational comparison of our MACOL algorithm with 11 state-of-the-art algorithms, which cover the best known results for all the tested instances. Columns 2 and 3 recall the previous best known k * and the best results found by MACOL (k best ). Columns 4 to 14 present the best results obtained by these reference algorithms in the literature, including 4 local search algorithms [2, 6, 9, 24] and 7 hybrid algorithms [12] [13] [14] 16, 29, 30, 34] . Notice that five of them ( [2, 16, 24, 29, 34] ) were published very recently in 2008 and 2009. Furthermore, the last four rows show the summary of the comparison between our MACOL algorithm and these reference algorithms. The rows better, equal, worse respectively denotes the number of instances for which our MACOL algorithm gets better, equal and worse results than the corresponding reference algorithm. The row total indicates the total number of instances for which the reference algorithm has reported the results. For example, 16 graphs are used in [24] and we get respectively better, equal and worse results than those in [24] for 4, 11 and 1 of them.
Comparison with Other Algorithms
If we compare the results of our MACOL algorithm with the 4 local search algorithms, one easily observes that MACOL dominates these local search algorithms (see last four rows of Table 3 ). For each of these four algorithms, our MACOL algorithm obtains worse results for at most one instance while better results for at least 4 instances.
When comparing with the results of the 7 hybrid algorithms, one observes that our MACOL algorithm is also very competitive. Only two algorithms ( [13] and [30] ) get better results than MACOL for more than one (actually two) instance. At the same time, our MACOL algorithm reaches better results than the algorithms in [13] and [30] for respectively 11 and 9 instances. Moreover, other five algorithms can only obtain better results than MACOL for at most one instance, while our MACOL gets better results than these algorithms for at least 4 instances.
Analysis of the AMPaX Crossover and Pool Updating Strategy
We turn now our attention to analyze the two most important features of the proposed MACOL algorithm, i.e., the adaptive multi-parent crossover operator and the goodness score function for pool updating.
Multi-Parent Crossover versus 2-Parent Crossover
As indicated in Section 2.5, the AMPaX crossover operator is an extended version of the previous 2-parent GPX crossover in [14] . In order to be sure this extension is meaningful, we carried out additional experiments to compare the performance of the AMPaX crossover operator with different number of parents.
Keeping other ingredients unchanged in our MACOL algorithm, we tested the performance of different m-parent crossover operators (with m=2, m=4 and m=r [2, . . . , 6] respectively). Notice that m=2 corresponds to the initial GPX operator of [14] . We observe the average number of iterations for reaching different k with different m. For the purpose of illustration, we choose the large instance DSJC1000.5 as our test bed. Figure 2 , one easily observes that the average number of iterations for multi-parent crossover (m=4 and m=r [2,. . . ,6] ) is much smaller than that for 2-parent crossover (m=2) for different k. We performed a 95% confidence t-test to assess this difference and found that it is statistically significant for all k < 89. These results highlight thus the importance of the multi-parent crossover strategy.
When one compares the fixed multi-parent crossover (m=4) and the random multi-parent crossover (m=r[2, . . . , 6]), one finds that when k is large (k ≥ 87) (i.e. when the problem is not too hard) both strategies performs similarly. However, when k is small (k < 87) (i.e., when the problem is harder) the random strategy performs always better than the fixed strategy. This can be explained by the fact that the random strategy provides the search with more diversifications than the fixed strategy and thus helps to find the feasible colorings more easily, especially when the problem becomes difficult (k is small). Let us mention that the same experiments have also been carried out on several other instances shown in Tables 2 and 4 , leading to similar observation.
Goodness Score Function for Pool Updating
In order to evaluate the distance-and-quality based goodness score function (denoted by DisQual ) for pool updating, we compare DisQual with previous goodness score functions proposed in the literature. The traditional goodness score function for pool updating is only based on the quality f : one is to replace the worst k-coloring in the population with the new offspring (denoted by PoolWorst), the other is to replace the worst parent (denoted by ParentWorst).
Once again we kept other ingredients unchanged in our MACOL algorithm and observe the average number of iterations for reaching a given legal k-coloring with these three different pool updating strategies. Figure 3 shows the average number of iterations for k = 85, . . . , 90 on DSJC1000.5. The experiment is also based on 10 independent runs. One easily finds that MACOL with our new goodness score function converges more quickly towards a legal k-coloring than with the tradition pool updating strategies PoolWorst and ParentWorst, which implies that considering the diversity of the population as well as the quality for pool updating is essential for our algorithm. On the other hand, PoolWost and ParentWost strategies perform similarly. Once again, this observation was also confirmed with other graphs of Tables 2 and 4.
Conclusion
In this paper, we have presented MACOL, a memetic algorithm for the graph coloring problem. The proposed algorithm integrates a number of original features. First, we have proposed an Adaptive Multi-Parent crossover operator. Second, based on the definition of the distance between two k-colorings, we introduced the distance between a k-coloring and a population. Third, we proposed a new goodness score function considering both solution quality and diversity of individuals. These strategies provide the algorithm with a good tradeoff between intensification and diversification.
We have shown that this hybrid heuristic obtains highly competitive results on a large number of DIMACS challenge benchmark graphs. Compared with a number of reference algorithms, our MACOL algorithm is quite effective and has a robust behavior on all the considered instances.
Additionally, we investigated several essential parts of our proposed algorithm. We first carried out experiments to demonstrate that the multi-parent crossover is more powerful than the traditional 2-parent crossover in this context. Moreover, we showed that the proposed distance-and-quality based goodness score function for pool updating is quite useful.
The success of the MACOL algorithm on graph coloring problem reminds us that it is essential to introduce meaningful diversification mechanisms and highlight the tradeoff between intensification and diversification in designing heuristic search algorithms. Following this spirit, we hope to design even more robust and effective heuristic algorithms for solving graph coloring problem and other optimization problems. Table 4 Computational results of MACOL algorithm on the easy DIMACS benchmarks
