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In this thesis, I designed and built an environment monitoring system for monitor-
ing the utilities and supplies in the laboratory of Renishaw d.o.o. company. The
system was realized with multiple PCB units (with Wi-Fi modules and sensors)
placed in different places in the room. They are collecting data from sensors and
sending them to the Raspberry Pi for processing and storing in the database. The
communication between measuring units and Raspberry Pi was established with
MQTT protocol by connecting the units to the Raspberry Pi’s access point. The
interface of the system was realized by hosting a local website on the Raspberry
Pi. The programming language used for coding was mainly Python.





Spremljanje okolja na splošno je bistveno za določitev kakovosti našega delov-
nega in življenjskega okolja. S spremljanjem informacij o okolju okoli nas lahko
ugotovimo, kako vpliva na nas in na izdelke našega dela.
Za podjetja je pomembno, da ne spremljajo samo različnih okoljskih para-
metrov z namenom, da bi svojim zaposlenim zagotovili zdrav in varen delovni
prostor, ampak tudi za nadzor kakovosti svojih izdelkov. V tem dokumentu je
opisan sistem za spremljanje okolja za take namene.
Sistem naj zajame različne vrste podatkov v različnih področjih laboratorija:
• V kotih in v sredini sobe je potrebno zajemati podatke o temperaturi, vlagi,
tlaku, svetlobi in kakovosti zraka.
• V omaricah za suho shranjevanje je potrebno zajemati podatke o tempera-
turi in vlagi.
• Pri kompresorju je potrebno zajemati podatke o temperaturi, vlagi, pritisku
in vibracijah.
• V ventilacijski omari je potrebno zajemati podatke o temperaturi, vlagi in
diferencijalnem pritisku.
• V napravi za preizkuševanje čipov je potrebno zajemati podatke o tempe-
raturi in vlagi.
Sistem je realiziran z merilnimi enotami, ki vsebujejo modul Wi-Fi in potrebne
senzorje, in s centralno enoto, Raspberry Pi. Merilno enoto predstavlja tiskano
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vezje, ki vsebuje modul Wi-Fi (ESP32) ter senzorje za merjenje potrebnih para-
metrov. Merilne enote zbirajo podatke in jih pošiljajo centralni enoti. Centralno
enoto predstavlja Raspberry Pi, ki obdeluje podatke in jih shranjuje v bazo po-













Slika 1: Sistem za spremljanje okolja.
eno ploščico in jih lahko nato po potrebi dodajamo nanjo. Za oblikovanje ploščice
je uporabljena programska oprema Altium Designer. Ploščica ima 4 plasti. Na
zgornji in spodnji plasti so signalne linije. Druga plast je ozemljitev, tretja pa je
napajalna plast s 3,3 V napajalne napetosti. Na ploščici so naslednji senzorji:
• senzor za temperaturo, vlago, zračni tlak, svetlobo in kvaliteto zraka -
BME680 proizvajalca Bosh Sensortech,
• senzor za svetlobo - OPT3001-Q1 proizvajalca Texas Instruments,
• senzor za vibracije - IIS2DH proizvajalca ST Microelectronic,
• senzor za pritisk - SSCDANN150PG2A5 (ima merilno območje do 10 bar,
za merjenje pritiska v kompresorju) in SSCDRRN005ND2A5 (diferencialni
senzor, ki ima merilno območje +/- 5 inH2O, za merjenje diferencialnega
pritiska v ventilacijskih sitih) proizvajalca Honeywell,
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• senzor za trdne delce - HPM serija senzorjev proizvajalca Honeywell (na
ploščici se dejansko nahaja konektor za ta senzor).
Raspberry Pi s pomočjo skript Python obdeluje in shranjuje podatke. Da Ra-
spberry Pi dobi podatke, se mora ESP32 (merilna enota) povezati na njegovo
dostopno točko. Komunikacija med merilnimi enotami in Raspberry Pi-jem je
vzpostavljena s protokolom MQTT. MQTT je protokol za objavljanje/naročanje
sporočil, ki temelji na načelu objavljanja in naročanja na teme. Ko se ESP32
poveže na dostopno točko Raspberry Pi-ja, lahko objavlja sporočila na določeno
temo, Raspberry Pi pa se naroči na to temo in dobi podatke. Potem te po-
datke obdela in jih shrani v določene podatkovne baze. Poleg glavne podatkovne
baze na glavnem strežniku (MS SQL), sta še dve podatkovni bazi na rezervnem
strežniku (MariaDB) na Raspberry Pi-ju. Ena podatkovna baza na strežniku Ma-
riaDB je narejena v primeru, da nekdo zbrǐse podatke na glavnem strežniku MS
SQL, druga pa v primeru, da Raspberry Pi izgubi povezavo Ethernet z glavnim
strežnikom.
Grafični vmesnik sistema je realiziran z lokalno spletno stranjo na Raspberry
Pi-ju. Za programiranje aplikacije na strežniku je uporabljen programski jezik
Python, za programiranje in oblikovanje spletne strani na strani uporabnika je
uporabljen JavaScript z jeziki HTML in CSS. Za postavitev spletne strani je upo-
rabljen strežnik NGINX z aplikacijskim strežnikom uWSGI. NGINX je uporabljen
zaradi visoke zmogljivosti obdelave zahtev HTTP, uWSGI pa zaradi tega, ker vse-
buje protokol uwsgi in lahko prevaja aplikacije Python spletnemu strežniku.
Sistem je narejen tako, da dovoli dodajanje dodatnih merilnih enot brez večjih
sprememb. Uspešno deluje že skoraj eno leto in izpolnjuje vse zahteve podjetja.
Ključne besede: spremljanje okolja, raspberry pi, esp32, spletna stran, baza
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1 Introduction
Environment monitoring in general is essential for determining the quality of
our working and living environment. By monitoring the information about the
environment around us, we can determine how it affects us and the products of
our work.
For companies, it is important not just to keep track of various environmental
parameters to ensure a healthy and safe workspace for their employees, but also
for the quality control of their products. An environment monitoring system
for such purpose is described in this thesis. The system in [3] is similar to our
idea of a monitoring system. Their system is proposed for measuring air quality,
temperature, humidity, light level, and seismic activities. A very similar approach
is presented in [4]. In addition to air quality, temperature and humidity, they also
measure barometric pressure. In both articles, Raspberry Pi is used for collecting
and processing data from sensors and uploading them on IoT (Internet of Things)
for remote access.
The project described in this thesis is done for the laboratory of Renishaw
d.o.o., the company where I’m currently working as a student. They are special-
ized in design and test of ASICs (Application-Specific Integrated Circuits). They
had to monitor utilities and supplies in their laboratory.
The requirements for the system are described in Chapter 2. The architecture
of the system and all components that build it are described separately in Chapter
3. At the end, results of the measurements are presented and discussed.
1
2 Introduction
2 Requirements and standards
The monitoring system was one of the requirements that had to be fulfilled for
EN9100 Aerospace Quality management systems certification [3, Section 8.5.1]:
“The organization shall implement production and service provi-
sion under controlled conditions. Controlled conditions shall include,
as applicable: . . . p) the control and monitoring utilities and supplies
(e.g., water, compressed air, electricity, chemical products) to the ex-
tent they affect conformity to product requirements (see 7.1.1); “
The system has to capture different parameters in specific monitoring zones:
• Each corner and middle of the room (5x) - need to monitor temperature,
humidity, pressure, ambient light, air quality, PM101, PM2.52 (IDs3: 1, 2,
3, 4, 5)
• Dry storage cabinets (4x) - need to monitor temperature and humidity (IDs:
6, 7, 12, 13)
• Compressed air (compressor - 1x) - need to monitor temperature, com-
pressed air pressure, humidity and vibrations (ID: 11)
• Ventilation system (2x)- need to monitor temperature, humidity and differ-
ential pressure in filters (IDs: 8, 9)
• Test handler (1x)- need to monitor temperature and humidity (ID: 10)
1Particulate Matter ≤ 10µm in diameter
2Particulate Matter ≤ 2.5µm in diameter
3Identification numbers of measuring units
3




















































Figure 2.1: Test room
Keeping track of environmental conditions was especially important for the
storage of ASICs. Conditions within are determined according to IPC J-STD-
033C [1] for short-term storing of the SMDs (Surface-Mount Devices).
To ensure that the conditions in the dry storage cabinets are following the
specifications from Table 2.1, the temperature and humidity are measured there.
To monitor conditions at all times, there is a running script on Raspberry Pi,
which notifies employees when the temperature is < 35°C and > 45°C, or when
humidity is > 5%RH. Sensors are placed at the bottom and at the top of each dry
storage cabinet. By monitoring the difference of temperatures, we can indirectly
track the air flow in cabinets. If the temperature difference between the top and
the bottom is too high, the air flow openings are probably blocked by something
inside. In that case, employees are notified by the script on Raspberry Pi that
sends e-mail notification.
5
Table 2.1: Reference conditions for drying mounted or unmounted SMD packages
[1, Table 4-1]. For package body thickness ≤ 1.4 mm.
Moisture sensitivity level Drying at 5% RH
at 40°C at 90°C
2 8 days 17 hours
2a 9 days 23 hours
3 13 days 33 hours
4 15 days 37 hours
5 17 days 41 hours
5a 22 days 54 hours
The values of environmental parameters in corners are determined by state
law [4] considering health and safety in the workplace. By that law, every em-
ployer has to declare that they take all measures to ensure safety and health at
work. That document [5], among other things, guarantees that the employer has
provided acceptable working conditions for employees. By measuring environ-
mental parameters in the corners and in the middle of the room, the employer
can have internal verification in addition to external measurements, performed
by the appropriate institution.
One of the reasons for recording conditions in corners and in the middle of
the room are the mandatory official measurements of ESD stations. They are
conducted under requirements of [6], in which are included [7] and [8]. These
standards require a certain atmosphere for conditioning and testing ESD stations.
One of the measured parameters at the compressor is compressed air pressure,
which can tell if the compressor is working properly. The constant pressure has
to be from 6 to 8 bar. Acceleration is being measured for tracking the vibrations
of the motor and from that information, we can calculate the time how long the
compressor was turned on. That information can be helpful for determining the
life cycle of the motor. Also by [4], the noise in the working environment can’t
be above 60 dB. However, it is allowed only if it isn’t frequent or doesn’t last
long. In case of the compressor, the noise it generates while working is above 60
dB, but the duration is short and not frequent. If the compressor is used more
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frequently, another compressor with larger capacity would need to be acquired.
Therefore, the information about the time the compressor was turned on is useful
in this case, too.
The differential pressure between ventilation filters is measured in the ventila-
tion cabinet, so it is known when the ventilation tubes are turned on and in what
state are the filters. If the difference is too high, the filter needs to be replaced.
Temperature and humidity are measured inside the test handler for recording
conditions in which ASICs were tested.
3 System architecture
The system consists of multiple measuring units, placed in monitoring zones, that
collect data from sensors, and of a central unit that is used for processing that
data. The measuring unit is represented by a PCB (Printed Circuit Board), which
contains a Wi-Fi module (ESP32) for processing and sending data to the central
unit, and sensors to measure required parameters. The central unit represents a
single-board computer (Raspberry Pi), which collects the data from measuring
units and stores them in a SQL (Structured Query Language) database. The
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The measuring unit is a custom PCB designed to fit all sensors on one board. The
idea was to design one PCB for all sensors and just add them to the places where
they are needed. For designing the board we used Altium Designer1 software.
The board has 4 layers. On top and bottom layers are signal lines. The second
layer is the GND (ground) layer and the third layer is the power layer with 3.3V.
The board is getting a 5 V power supply from a DC power connector Jack 2.5
mm (Figure 3.2 - 11), from where one line goes to the voltage regulator LD1117
(Figure 3.2 - 7), which gives 3.3 V output [9], another one goes to the power pins
of pressure sensor (Figure 3.2 - 5), and the last one goes to the connector for a
particle sensor (Figure 3.2 - 8). The rest of the components are getting a 3.3 V
power supply from the vias connected to the power layer.
The area around the antenna of the module is without the ground plane (see
Figure 3.2), so it doesn’t get any disturbances from other signals. Additional
mechanical isolation has a temperature sensor in the top left corners to limit the
heating of the sensor as much as possible.
In Figure 3.2, the components, excluding resistors and capacitors, are repre-
sented with numbers:
1) ESP32-WROOM-D - Wi-Fi module
ESP32-WROOM-D is a Wi-Fi, Bluetooth, BLE (Bluetooth Low Energy)
module from Espressif. The module is using the ESP32-D0WD chip. It has
an onboard antenna, two CPU (Central Processing Unit) cores that can be
individually controlled, and the CPU clock frequency is adjustable from 80
MHz to 240 MHz [2].
2) BME680 - Air Quality Sensor (Gas/Pressure/Temperature/Humidity)
1https://www.altium.com/












Figure 3.2: PCB - Monitoring unit
The BME680 is a digital sensor with gas, humidity, pressure and tem-
perature measurement. Humidity, pressure and gas measurement can be
independently enabled/disabled. It has I2C (Inter-Integrated Circuit) and
SPI (Serial Peripheral Interface) digital interfaces [10].
3) OPT3001-Q1 - Ambient Light Sensor
The OPT3001-Q1 is an optical sensor that measures the intensity of visible
light. The sensor measures the intensity of light as seen by the human eye.
It has an I2C digital interface [11].
4) IIS2DH - Accelerometer
The IIS2DH is a three-axis linear accelerometer with a digital I2C and SPI
serial interface [12].
5) SSCDANN150PG2A5/SSCDRRN005ND2A5 - Single Ax Barbed Gauge
Pressure Sensor (0 - 10 bar)/Dual Rad Barbed Differential Pressure Sensor
(+/- 5 inH2O)
The SSC (Standard Accuracy Silicone Ceramics) series of sensors include
piezoresistive silicon sensors that measure absolute, gauge, or differential
pressures. The SSCDANN150PG2A5 is a gauge pressure sensor, that’s ref-
erenced to atmospheric pressure and provides an output proportional to
pressure variations from the atmosphere. It has a range of 0 to 10 bar,
which is perfect for measuring the compressed air pressure, which goes
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from 6 to 8 bar. The SSCDRRN005ND2A5 is a differential pressure sen-
sor that allows the measurement of pressure between two pressure ports.
It is used in a ventilation cabinet for measuring differential pressure be-
tween ventilation filters. They have a digital I2C and SPI serial interface.
Their supply voltage is 5V, and because of that, there was a need for an
I2C/SMBus (System Management Bus) repeater between ESP32 I2C bus


































































Figure 3.3: Schematic - Connection of the pressure sensor (IC7) and I2C repeater
(IC5A and IC5B)
6) PCA9515DP - I2C/SMBus repeater
The PCA9515 is a BiCMOS (Bipolar Complementary Metal-Oxide Semi-
conductor) integrated circuit intended for application in I2C-bus and SM-
Bus systems. It can be used to run two buses, one at 5 V and the other at
3.3 V. In this case, it runs the ESP32 master bus on 3.3 V and SSC sensors
slave bus on 5V [14].
7) LD1117 - Voltage Regulator (from 5 V to 3.3 V)
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The LD1117 is a low drop voltage regulator able to provide up to 800 mA
of output current. On input voltage of 5 V, it gives on the output 3.3 V [9].
8) 53261-0871 - Connector for particle sensor
The connector is connected to 5 V input and UART (Universal asyn-
chronous receiver/transmitter) pins of the ESP32, since the particle sensor
has a UART output. We chose a Honeywell HPM series particle sensor.
It is a laser-based sensor that detects and counts particles using light scat-
tering. The detection concentration range is 0 µg/m3 to 1,000 µg/m3. A
laser light source illuminates a particle as it is pulled through the detec-
tion chamber. As particles pass through the laser beam, the light reflects
off the particles and is recorded on the photo or light detector. The light
is then analyzed and converted to an electrical signal to calculate particle
concentration [15].
9) SW1 - Reset Switch (Figure 3.4)
10) SW2 - Boot Switch (Figure 3.4)
11) DC power connector Jack 2.5 mm
3.1.1.1 Design notes
Summarizing all important notes that had to be taken into account while design-
ing the PCB:
The placement of the sensors was important. The temperature sensor had to
be isolated from everything that gets to heat up easily. So it is placed in the top
left corner (Figure 3.2 - 2). The other sensor that had to be carefully placed was
the accelerometer. The position had to have a tight hold on the compressor, so
the results were caused only by the compressor vibrations and not from someone
just passing by it. It is placed near a mechanical fix point (Figure 3.2 - 4).
The component that was expected to heat up the most was the voltage regu-
lator. To prevent heat to spread to the other components, its plane was isolated
on all layers. Also, it is placed away as much as possible from the sensors (Figure
3.2 - 7).
12 System architecture
The communication between ESP32 and the sensors was through I2C bus,
except the particle sensor, that has a UART output and is connected to the
UART (RXD0 and TXD0) pins of the ESP32 module (Figure 3.2 - 8).
Since the ESP32 doesn’t have determined I2C pins, they could be defined
on any GPIO (General-Purpose Input/Output) pins, except the ones that are
connected to the integrated SPI flash integrated into the module (GPIO6 to
GPIO11 pins). We connected the SCL (Serial Clock Line) on GPIO21 pin and




































































































































Figure 3.4: Schematic - ESP32
Another thing to pay attention to are the strapping pins of the ESP32 module.
They configure the device’s boot mode, the operating voltage of the internal LDO
(Low-DropOut regulator) and other initial system settings. The ones we had to
pay attention to were the ones that configure the device’s boot mode:
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Table 3.1: Strapping pins for booting mode [2, Table 4: Strapping Pins].
Pin Default SPI Boot Download Boot
GPIO0 Pull-up 1 0
GPIO2 Pull-down Don’t care 0
Therefore, we connected the GPIO0 pin to a switch (SW2) as a Boot button
and the GPIO2 pin to GND. To get into download boot mode, the Boot button
has to be pressed (SW2) while holding the Reset button (SW1). Then the flash
of the chip can be erased or written.
3.1.2 Software tools
For firmware on the ESP32 we chose the MicroPython firmware. MicroPython is
an implementation of the Python3 2 programming language that includes a small
subset of the Python standard library and is optimized to run on microcontrollers
[16].
To load the MicroPython firmware onto ESP32, we have to put it in boot-
loader/download boot mode (see the last paragraph in section 3.1.1.1) and then
copy it across firmware. To copy it, use the esptool.py 3. To install the esptool.py
with pip package installer, run in command prompt (Windows) or in terminal
(Linux):
1 pip install esptool
To install it with pip, we should have installed Python and pip on our computer.
To erase flash of the ESP32, run (replace X with correct port name):
1 esptool.py --port X erase_flash





1 esptool.py --chip esp32 --port X write_flash -z 0x1000 esp32
-20190125 - v1.10. bin
For loading MicroPython files on ESP32, Adafruit MicroPython ampy tool was
used [17]. To install it:
1 pip install adafruit -ampy
To load the files on ESP32:
1 ampy --port X put file.py
To list, read or remove files on ESP32:
1 ampy --port X ls file.py
2 ampy --port X get file.py
3 ampy --port X rm file.py
Table 3.2: Software (SW) tools for ESP32.
Action Used SW Tool
installing Python/MicroPython packages pip
deploying firmware on ESP32 (erasing/writing flash) esptool
loading/removing MicroPython files amphy
3.1.3 MicroPython files
There are two important files that MicroPython looks for in the root of its file
system:
• boot.py - runs first on power-up and should contain low-level code that sets
up the board to finish booting. Modify it only when you’re customizing or
modifying MicroPython itself [17].
• main.py - runs after boot.py and should contain your script that runs when
the board is powered up [17].
























Figure 3.5: Flow diagram of the code that runs on ESP32s.
The code that runs on ESP32 is written in the form of functions. For every zone
there’s a different function that is called in the main.py file.
In connect to ap.py file, every ESP32 gets a static IP (Internet Protocol)
address and connects to the Raspberry Pi’s access point. In function.py com-
munication with the sensors is configured, measurements are processed and sent
(published) (see Figure 3.5). For further information about sending the data see
Chapter 3.3.
3.2 Central unit
The central unit of the environment monitoring system is the Raspberry Pi 3
Model B+, a single board computer with 1.4 GHz 64-bit quad-core processor,
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wireless LAN (Local Area Network), Bluetooth, BLE, and Ethernet connectivity4.
To set up the Raspberry Pi, we downloaded the latest Raspbian OS (Operating
System) image - Raspbian Stretch with desktop and recommended software.
For writing the image on Raspberry Pi’s SD card, belenaEtcher 5 writing tool
was used.
For enabling SSH (Secure Shell) remote access to Raspberry Pi, create a file
named ”ssh” (without any extension) onto the boot partition of the SD card,
or when monitor and keyboard are connected to the Raspberry Pi, change the
configuration by running in a terminal:
1 sudo raspi -config
Under Interfacing Options select SSH and Y es.
3.2.1 Network setup
3.2.1.1 Ethernet static IP address
First, the Ethernet static IP address is set.
Just edit a DHCP (Dynamic Host Configuration Protocol 6) configuration file
(/etc/dhcpcd.conf) as follows:
1 # Wired network static address
2 interface eth0
3 static ip_address=<ip address of the raspberry pi >
4 static routers=<ip address of router (or gateway)>
5 static domain_name_servers=<the DNS address(es) from /etc/
resolv.conf >
6 static domain_search=<domain name >
To access Raspberry Pi through SSH from our desktop machine, we need to
know its username (write instead of < user >), IP address and login password
4https://www.raspberrypi.org/products/raspberry-pi-3-model-b-plus/
5https://www.balena.io/etcher/
6more about it will be said in 3.2.1.2 section
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(if there’s one):
1 ssh <user >@<ipaddress >
3.2.1.2 Wireless acess point
Wireless access point represents a device that allows Wi-Fi devices to connect
to a wired network. In this case, the Raspberry Pi will allow ESP32 module
to connect to its access point, but will not forward the traffic over the Ethernet
cable. The connection of the Raspberry Pi and ESP32 is just local and the ESP32
won’t have internet access.
To configure the access point, we have to install dnsmasq and hostapd (Host
Access Point Deamon) packages, if they aren’t already installed.
1 sudo apt -get install dnsmasq hostapd
Dnsmasq is a software that provides DNS (Domain Name Server) and DHCP
server for small networks [18]. DNS provides public IP addresses and their host-
names. DHCP provides IP addresses, default gateways, and other network con-
figuration parameters to devices on a network. Hostapd is a daemon service 7
that allows the creation of a wireless hotspot [19].
Both programs have to be stopped first, so we can edit their configuration
files.
1 sudo systemctl stop dnsmasq
2 sudo systemctl stop hostapd
To configure the static IP address, edit the dhcpcd configuration file with:
1 sudo nano /etc/dhcpcd.conf
Go to the end of the file and add the IP address of the access point (192.168.4.1/24
is a default one for Raspberry Pi). The last line doesn’t call the wpa supplicant
8 hook.
7A program that runs as a background process.
8A software that implements security programs to secure wireless computer networks.
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1 # Wi -Fi network access point with static address
2 interface wlan0
3 static ip_address =192.168.4.1/24
4 nohook wpa_supplicant
Now, restart the dhcpcd daemon and set up the new wlan0 configuration:
1 sudo service dhcpcd restart
To configure the DHCP server (dnsmasq), first copy the old cofiguration to other
file:
1 sudo mv /etc/dnsmasq.conf /etc/dnsmasq.conf.orig
2 sudo nano /etc/dnsmasq.conf
The following lines add to the dnsmasq configuration file. They mean that the
DHCP server will provide IP addresses between 192.168.4.2 and 192.168.4.20 for
the wlan0 interface.
1 # Use the require wireless interface - usually wlan0
2 interface=wlan0
3 dhcp -range =192.168.4.2 ,192.168.4.20 ,255.255.255.0 ,24h
To configure the access point host software (hostapd), edit the file:
1 sudo nano /etc/hostapd/hostapd.conf
Add the information below to the configuration file. With this, we are configuring
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13 wpa_pairwise=TKIP
14 rsn_pairwise=CCMP
Change < ssid > and < password > to the right Wi-Fi network name and
password.
To let the system know where to find this configuration file, we need to give
the right path to the macro DAEMON CONF .
1 sudo nano /etc/default/hostapd
Find the line with #DAEMON CONF , and replace it with this:
1 DAEMON_CONF="/etc/hostapd/hostapd.conf"
Start it up:
1 sudo systemctl unmask hostapd
2 sudo systemctl start hostapd
3 sudo systemctl start dnsmasq
3.2.2 NTP (Network Time Protocol) setup
The NTP is a networking protocol for clock synchronization between
devices. To add a new NTP server to the configuration file, edit
/etc/systemd/timesyncd.conf :
1 sudo nano /etc/systemd/timesyncd.conf
Find #NTP = and replace it with:
1 NTP=<yourNTPserver >
Then restart timesyncd:
1 systemctl restart systemd -timesyncd
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3.3 Communication
As mentioned earlier, the communication between ESP32 module and sensors is
mainly with I2C interface, just particle sensor uses UART interface. Since the
I2C interface allows more than one slave connected on the bus, most of the sensors
can be connected on the same lines, as the opposite of the UART interface, that
allows just one device to be connected.
Communication between an ESP32 module and a Raspberry Pi is established
wireless. The ESP32 module connects to the Raspberry Pi’s access point, and
since they are connected to the same network, the MQTT (MQ Telemetry Trans-
port)9 protocol can be used to exchange data.
MQTT is a publish/subscribe lightweight messaging protocol based on the
principle of publishing and subscribing to topics. Multiple clients can connect to
the broker, and subscribe to topics or publish messages to topics [20].

















PUBLISH on different topics
Figure 3.6: MQTT communication
In this case, aMosquitto broker 10 runs on Raspberry Pi. However, Raspberry
Pi is also a client, that subscribes to topics. To configure MQTT clients and to
9http://mqtt.org/
10An open-source message broker - https://mosquitto.org/.
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publish/subscribe to topics, the Python package Paho MQTT Python Client 11
was used.
To install Mosquitto:
1 sudo apt install -y mosquitto mosquitto -clients
To auto start it on every boot, just enable its service:
1 sudo systemctl enable mosquitto.service
Paho MQTT Python Client install just as every other Python package:
1 sudo pip3 install paho -mqtt
Since ESP32 units are MQTT clients, this package needs to be installed on them
too. To use it in MicroPython, just download it and upload to the ESP32.
The measuring units publish the sensor’s data as messages on different topics.
The Raspberry Pi subscribes to all of them, processes the data, and stores them
in a database.
3.4 Python files for storing data
To subscribe to topics and store the sensor’s data, the Python scripts run as
background processes on Raspberry Pi. One script stores data in the MS SQL
database and the other one stores it in a MariaDB database (Figure 3.7). For
more information regarding database refer to Chapter 3.5.
Two more scripts run in the background, one that checks if all units are
sending data regularly and the other one that checks values of temperature and
humidity in dry storage cabinets and notifies the employees if values are above
or below allowed ones. Both scripts send e-mail notifications.
To run the script in the background, we can use the ampersand (&) at the
end of the line of nohup12 command:
11https://www.eclipse.org/paho/clients/python/
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Figure 3.7: Flow diagram of the code that runs on Raspberry Pi.
1 nohup python3 -u /path/to/msdb.py &
To auto run script on every boot, we can write a bash script for running the
nohup commands and after launch it in rc.local file. For example, we can write
a script auto run:
1 #!/bin/bash
2 # Script to start our application
3 echo "Doing␣autorun␣script ..."
4 (sleep 2; nohup python3 -u /path/to/msdb.py > /path/to/msb.log
)&
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5 (sleep 5;nohup python3 -u /path/to/mariadb.py > /path/to/
mariadb.log)&
6 (sleep 10; nohup python3 -u /path/to/warning_dry_storage.py >
/path/to/warning_dry_storage.log)&
7 (sleep 15; nohup python3 -u /path/to/check_devices.py > /path/
to/check_devices.log)&
As it can be seen, four Python scripts run in the background with the nohup
command. The first path in the command is the path to the script we want to
run, and the second one is the path to the file we want to log the output into.
To make a script executable, we need to set permissions to the file13:
1 sudo chmod 755 script_auto_run
To launch scripts at start-up add to rc.local file just before the exit0 line:
1 sudo systemctl stop dnsmasq
2 sudo systemctl stop hostapd
3 sudo service dhcpcd restart
4 sudo systemctl unmask hostapd
5 sudo systemctl start hostapd
6 sudo systemctl start dnsmasq
7
8 /home/pi/bin/script_auto_run
We have also added commands for restarting the access point of the Raspberry
Pi on every boot.
3.5 Database
The data delivered and processed on Raspberry Pi, gets stored in a MS (Mi-
crosoft) SQL 14 database. The database is created on a company’s remote server.
Beside storing the data on the main server, the data is being stored also on a
backup server on Raspberry Pi, a MariaDB 15 server.
13755 means full permissions for the owner and read and execute permission for others
14A relational database from Microsoft - https://www.microsoft.com/en-us/sql-server
15An open source relational database - https://mariadb.org/
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3.5.1 MS SQL database
The MS SQL database has already been created by the server’s admin and my
job was just to connect it with the Raspberry Pi and create tables.
To connect Raspberry Pi with the MS SQL, FreeTDS16/ODBC driver was
used. To install it:
1 sudo apt -get install freetds -dev freetds -bin unixodbc -dev
tdsodbc
To configure it in /etc/odbcinst.ini, add:
1 [ODBC]
2 Trace = Yes






In the configuration file logging is enabled and the log file defined. The driver
and setup paths can vary from the system, so it is best to check where the driver
is installed.
To connect to the MS SQL database from a Python file, we have to install a
connector for it (a pyodbc package):
1 pip3 install pyodbc
Now, the connection from the Python file looks something like this:
1 cnxn = pyodbc.connect(’DRIVER=FreeTDS;SERVER =%s;DATABASE =%s;
PORT =1433; UID=%s;PWD%s;PORT =1433; ’ %(server , database ,
user , password))
The tables in a database are created for each zone separately (see the zones in
Chapter 2). Each table has a column ID as the primary key and is auto indexed
16A set of libraries for Unix and Linux that allows your programs to natively talk to Microsoft
SQL Server and Sybase databases - https://www.freetds.org/
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(Figure 3.8). The devices are specified with their DeviceID number.
Figure 3.8: Tables in MS SQL database
3.5.2 MariaDB
There was a need for the second server in case the main one (MS SQL server)
fails. We met two risks in the past year regarding the database. One was in case
someone deletes data from the main server, and the other one was if the Ethernet
connection fails. For the second server (backup server), MariaDB server was used.
The MariaDB setup and configuration was done by me alone, as it is running
on a Raspberry Pi.
The MariaDB contains two backup databases. One database is a seven days
backup database, which is the database that stores only seven days old data in
case the main MS SQL database loses the data somehow. It is seven days backup
since the main server has a weekly backup and there’s no need to store older data.
The other one is for storing the data when the connection with the main server
is lost. When the connection is established again, that data is sent back to the
main server and deleted from this database.
To install MariaDB:
1 sudo apt install mariadb -server
26 System architecture
Also for connecting to the MariaDB from a Python file, we need to install a
connector:
1 sudo pip3 install mysql -connector
Here, we have installed a Python package mysql− connector. It is named mysql
since MySQL is MariaDB’s predecessor. They use the same packages and work
on the same principle.
3.5.2.1 MariaDB server setup
After the installation of the MariaDB server, we can access it by typing in ter-
minal:
1 sudo mariadb --user=root
We will delete the default MariaDB root user and create a new MariaDB user,
since the default one can only be used with Linux root account, and therefore
not available for the web server and PHP(recursive acronym for PHP: Hypertext
Preprocessor) scripts. To do so, once connected to MariaDB, we simply run those
commands:
1 DROP USER ’root’@’localhost ’;
2 CREATE USER ’newuser ’@’localhost ’ IDENTIFIED BY ’password ’;
3 GRANT ALL PRIVILEGES ON *.* TO ’newuser ’@’localhost ’
On our next connections, we will be able to connect to MariaDB without using
sudo, with the command:
1 mariadb -user newuser -p
To create a database in MariaDB, run:
1 CREATE DATABASE sevenDaysBackup;
2 CREATE DATABASE lostConnBackup;
To create a table in database, run for example:
1 CREATE TABLE table1 (ID INT PRIMARY KEY AUTO_INCREMENT ,
Device_ID TINYINT , Temperature_C FLOAT ,
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2 Humidity FLOAT , Pressure_Pa FLOAT , Light_lux FLOAT ,
Gas_Ohms FLOAT , Air_Quality FLOAT ,
3 PM10 INT , PM25 INT ,
4 Time_Date DATETIME NOT NULL);
Both databases are the same, the only difference is that the sevenDaysBackup
database has scheduled weekly event for deleting data that are older than seven
days. To schedule such event, first, we need to turn the event scheduler ON:
1 SET GLOBAL event_scheduler = ON;
To turn on the event scheduler permanently, we have to turn it on in
etc/mysql/my.cnf file under mysql deamon(mysqld) section:
1 [mysqld]
2 event_scheduler = ON;
To see if it iss turned ON, run:
1 SHOW variables WHERE variable_name=’event_scheduler ’;
The script for weekly delete event looks something like this:
1 DELIMITER $$
2 CREATE EVENT ‘delete7DayOldData ‘
3 ON SCHEDULE EVERY 1 WEEK STARTS ’2020 -07 -06␣00:00:00 ’
4 ON COMPLETION PRESERVE
5 DO BEGIN
6 delete from table1





To see events in the database we are in:
1 show events\G;
2
3 ------ output ------
4 MariaDB [sevenDaysBackup]> show events\G;





9 Time zone: SYSTEM
10 Type: RECURRING
11 Execute at: NULL
12 Interval value: 1
13 Interval field: WEEK






20 Database Collation: utf8mb4_general_ci
21 1 row in set (0.67 sec)
3.6 Website
For a graphical user interface, we decided to create a website available on the
local network.
For designing the website, we used Python for a back-end (server-side) pro-
gramming, and the usual JavaScript for a front-end (client-side) programming.
The structure and the style of the website are done with HTML (Hypertext
Markup Language) and CSS (Cascading Style Sheets).
For writing a web application in Python, Flask17 framework was used. It uses
the Jinja18 template engine and the Werkzeug19 WSGI(Web Server Gateway
Interface)20 web application library.
For deployment, a high-performance HTTP (Hypertext Transfer Protocol)




20It describes how a web server communicates with web applications.
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3.6.1 Client side
The Environment monitoring website, beside Home page, have pages that show
measurements for each zone and for each parameter separately.
The Home page (Figure 3.9) contains menu, from which we can choose to see
measurements by zones or by parameters; the image map of the laboratory, from
which we can choose the device we want to see and go to the zone it is placed; and
a block where informations and notes about measured parameters are written.
Figure 3.9: Home page of the Environment monitoring website.
The image of the laboratory is created with Microsoft Visio21, a diagramming
and vector graphics application, and generated into an image map with the online
tool Image Map Generator22.
From the menu, we can choose to see just the latest measurements in the labo-
ratory by clicking on the Current conditions. We’ll see just the knobs (graphical
indicators) that are showing the latest measurements for each device and each
parameter separately (Figure 3.10). For the knobs, the jQuery Knob library23
was used.
Other pages beside the real-time measurements section (Figure 3.11), also





Figure 3.10: Screenshot of Current conditions page.
Figure 3.11: Real time measurements section of Dry storage cabinets page.
For charts, JavaScript library from Apex Charts24 was used. Above the charts,
we can choose a date range (Figure 3.13) in which we want to see measurements.
If the date range is longer than seven days, the day averages will appear on the
chart.
I’ve added that function to it because otherwise the time to load and show
24https://apexcharts.com/
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Figure 3.12: Charts section of Dry storage cabinets page.
Figure 3.13: Date range choice.
the data would be too long. The charts have functions to zoom and save graphs
in different formats (.svg or .png). There’s also Add a note button, so they can
add a note for a specific date or date range (Figure 3.14).
Figure 3.14: Add a note button.
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For tables, JavaScript library from DataTables25 was used. The Data table
section has options to choose a date range, to export data to an Excel file, and a
Search option (Figure 3.15).
Figure 3.15: Data table section of Dry storage cabinets page.
3.6.2 Server side
The back end has three parts to it: server, application, and database.
During the development, Flask’s (Werkzeug’s actually) own development
server for hosting the website was used. When the website was ready for launch,
it was deployed on NGINX/uWSGI server.
The application in Flask is usually configured in init .py file. The functions
that are in relation with database are in db.py, .html files are in templates/ folder,




3 | |--- __init__.py
4 | |--- db.py
5 | |--- templates/
6 | | |--- base.html
7 | | |--- index.html
8 | | |--- zone1.html
25https://www.datatables.net/
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9 | | |--- ...
10 | | |--- temperature.html
11 | | |--- ...
12 | |--- static/
13 | |--- style.css
14 | |--- charts.js
15 | |--- tables.js
16 | |--- ...
17 |--- venv
For each zone and each parameter, we have made an url entry and forwarded
the data to the client-side. The data is first queried from the database, prepared
for its use, and forwarded through URL’s request.
1 # example for the knob that shows the latest value of
temperature at device x
2 @app.route(’/current/<x>’) # instead of <x> write device ’s ID
3 def zone1():
4 temp = db.knob_data(x) # function from db.py
5 return render_template(’zone1.html’, temp=temp)
3.6.3 Deployment
The website is deployed on the NGINX26/uWSGI27 server. Flask needs a WSGI
server (a server that serves uwsgi protocol) like uWSGI for hosting the website.
uWSGI should be enough since it is also a full-featured HTTP server, but its
performance isn’t as good as NGINX at serving static content. So, it is com-
mon for NGINX to be in front of a uWSGI server. Since NGINX doesn’t have









To install NGINX and uWSGI, run:
1 sudo apt -get install nginx
2 sudo pip3 install uwsgi
Now, we need to set a group of project directory to www − data28:
1 sudo chown www -data pathtoproject/web_page/flaskr
To test NGINX url, visit Raspberry Pi’s IP address.
To provide some additional settings to uWSGI, now create an initialisation
file in the pathto/web page/flaskr directory:
1 sudo nano uwsgi.ini
Add this into the file:
1 [uwsgi]
2 chdir = pathto/web_page/flaskr
3 module = __init__:app
4
5 master = true
6 processes = 1
7 threads = 2
8
9 uid = www -data
10 gid = www -data
11
12 socket = /tmp/flasktest.sock # bind to the specified UNIX/
TCP socket using default protocol
13 chmod -socket = 664
14 vacuum = true # try to remove all of the generated file/
sockets
15
16 die -on -term = true # exit instead of brutal reload on
SIGTERM
To test uWSGI initalisation file, run:
1 uwsgi --ini uwsgi.ini
28www − data is a user that web servers on most Linux OSs use by default for normal
operation. The web server process can access any file that www-data can access.
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We can check that the socket file has been created in the tmp directory by running
in another terminal:
1 ls /tmp
We should see flasktest.sock listed as a file. This file only exists while uWSGI is
running. NGINX can now be configured to pass traffic to uWSGI. This is called
a “reverse proxy”. First, delete the default site and create a configuration file
called flasktest proxy:
1 sudo rm /etc/nginx/sites -enabled/default
2 sudo nano /etc/nginx/sites -available/flasktest_proxy





5 location / { try_files $uri @app; }





Finally, create a link from this file to the sites− enabled directory using :
1 sudo ln -s /etc/nginx/sites -available/flasktest_proxy /etc/
nginx/sites -enabled
Restart NGINX:
1 sudo systemctl restart nginx
Now, we should configure uWSGI to start on every boot. To do so, systemd29
service is used. We need to make a uwsgi.service file in /etc/systemd/system
directory and write in:
1 [Unit]
29”systemd is a suite of basic building blocks for a Linux system. It provides a system and














Restart the daemon so it picks up this new unit:
1 sudo systemctl daemon -reload
Start the service:
1 sudo systemctl start uwsgi.service
To make it run on every boot enable it:
1 sudo systemctl enable uwsgi.service
If we make some changes in the web page, we need to restart uWSGI:
1 sudo service uwsgi restart
4 Results
4.1 Temperature and humidity measurements
Figure 4.1 shows temperatures in the range of 5 days. As can be seen, tem-
peratures in dry storage cabinets (orange(ID=6) and pink(ID=7) colors) are the
highest, as expected around 40 °C. The peaks (indigo(ID=2), violet(ID=10) and
black(ID=11) colors) that stand out, are from the units that are close to the
windows.
Figure 4.1: Temperature
In Figure 4.2, the units in dry storage cabinets also stand out from other




In Figures 4.1 and 4.2, we can see oscillations at units that are placed in the
corners. The only difference that they have with other units, in connection with
the BME680 sensor, is that they have enabled air quality measurement. To be
sure that’s because of the air quality measurement, we took one unit and mea-
sured temperature and humidity with air quality measurement enabled and then
disabled. In Figure 4.3 we can see the difference. But not all measurements on
Figure 4.3: Temperature with air quality measurement enabled and disabled.
the sensor BME680 are affected by the air quality measurement. The barometric
pressure is also measured with the BME680 sensor, but it doesn’t oscillate as
temperature and humidity, as we can see in Figure 4.4.
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Figure 4.4: Barometric pressure
One idea is that’s because of the heater in the sensor that turns on when it
has to measure gas resistance for air quality. But again, the measurements are
processed in intervals of 10 minutes. The period of oscillations is around an hour
and a half, similar to air quality measurements (Figure 4.5). Further work would
need to be done to find the answer to this observation.
Figure 4.5: Air quality
4.2 Air quality measurements
For determining the air quality in the laboratory, we can look at the air quality
measurements that are measured by Air Quality Index (AQI) (Figure 4.6) and at
the particulate matter measurements (Figure 4.7). Figures are showing average
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values of parameters in the month of June, because usually for determining the
air quality average of 24 hours is used.
In Figure 4.6 we can see that the average AQI is between 60 and 80, which
is average air quality. In Figure 4.7 we can see average values of the PM10 and
Figure 4.6: Air Quality [AIQ]
PM2.5 in the month of June. The highest values are at the devices with IDs 1
and 3, which are the ones that are placed by work stations.
Figure 4.7: Particulate matter (top - PM10 [µg/m3], bottom - PM2.5 [µg/m3])
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4.3 Light measurements
Figure 4.8 shows light measurements. Of course, the highest values have units by
the windows. From the chart, we can see when is the sunrise and sunset outside,
when someone walks in and turn the light on, specially at the night. Otherwise,
we can see what intensity of the light is at the working stations (units with IDs
3 and 1).
Figure 4.8: Light
4.4 Pressure and vibrations measurements
In Figure 4.4 we can see that barometric pressure is near above 900 Pa.
Figure 4.9 shows differential pressure between ventilation filters. It can be
seen that the ventilation tube has worked just once in the range of 5 days. When
the ventilation tube works, the pressure difference goes up to 200 Pa.
Figure 4.10 shows compressed air pressure and acceleration in the x, y, and
z-axis. In the first chart (compressed air), we can see at first that the filter,
that’s between the sensor and compressor, is closed (value of the compressed air
pressure is around 0) and then you can see a sudden increase of the pressure
(filter is open). During the time the filter is open, the pressure goes from 6 to
8 bars. When pressure rises from 6 to 8 bars, it means that the compressor
is turned on, which can be seen also from the vibrations in all three axes. By
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Figure 4.9: Differential pressure
observing vibrations before the filter has been opened and a short after it has
been closed, we can see that compressor is also working when the filter is closed.
The vibrations aren’t as frequent as when the filter was opened, since no one has
used the compressor in that time, and the pressure decreased slower.
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The presented environment monitoring system allows adding more units without
any significant modifications. An ID number to the new unit has to be assigned,
MicroPython files adjusted and uploaded on ESP32. On the Raspberry Pi just
subscribe to its topic and add a line in SQL query for its ID. The website needs
some more simple adjustments.
Of course, the system is far from being perfect. It still needs some improve-
ments. Some things, for example the oscillation of the measurements, need to
be figured out and fixed. The code for the ESP32s and sensors could have been
done in a more elegant way, now, that our knowledge of Python got better. The
website still needs to be improved. Some bugs were discovered even while writing
this thesis. One of the useful improvements for the system could be an automatic
switch to the battery power supply when the regular supply is lost.
We have successfully built an independent system for indoor environment
monitoring, which meets all requirements. It is in use almost for a year now.
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