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Abstract
In this paper, several new theorems on the stability of impulsive control systems are presented. These
theorems are then used to 0nd the conditions under which the nuclear spin generator can be asymptotically
controlled to the equilibrium point by using impulsive control. Given the parameters of the nuclear spin
generator and the impulsive control law, we also present a theory of impulsive synchronization of two nuclear
spin generators. Moreover, a larger upper bound of impulsive intervals for the stabilization and synchronization
can be obtained.
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1. Introduction
There are many practical examples of impulsive control systems. Three typical examples are the
insect population control system whose state variables are the number of insects and their natural
enemies, a chemical reactor system with the quantities of di8erent chemicals server as states variables,
and a 0nancial system with two state variables of the amount of money in the market and the saving
rates of a centralbank [24]. Some other practical examples are given in [7] and [11]. Many researchers
have studied impulsive systems and impulsive control in recent years [1–11,13–17,19–27]. However,
the study of the stability of an impulsive di8erential equation is much more di>cult than that of
its “corresponding” di8erential equation [16]. Li [12] and Sherman [18] have studied the third-order
nonlinear system arising from a nuclear spin generator and obtained some qualitative analytic results.
In this paper, we 0rst investigate the stability of an impulsively controlled nuclear spin generator
with varying impulse intervals, an estimate of the large upper bound of the impulsive interval is
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presented. Second, we show that the solutions of the nuclear spin generator are bounded, and the
impulsive synchronization problem of two nuclear spin generators is an impulsive control problem,
a theorem is given for guaranteeing the asymptotic stability of impulsive synchronization.
The organization of this paper is as follows. In Section 2, we introduce some de0nitions and a
theory on the stability of impulsive di8erential equations. In Section 3, the stability criterions for
impulsive control and synchronization of nuclear spin generator are presented.
2. Preliminaries
An impulsive di8erential system with impulses at 0xed times is described by
X˙ (t) =f(t; X (t)); t = k ;
KX (t) =X (t+)− X (t−) = U (k; X ); t = k ; k = 1; 2; : : : ; (1)
where f :R+× Rn → Rn is continuous; U :Rn× Rn → Rn is continuous; X ∈Rn is the state variable;
0¡1¡2¡ · · ·¡k ¡k+1¡: : : ; k →∞ as k →∞.
Denition 1 (Lakshmikantham et al. [11]): Let V :R+ × Rn → R+, then V is said to belong to class
V0 if
1. V is continuous in (k−1; k]×Rn and for each X ∈Rn; k=1; 2; : : : ; lim(t;Y )→(+k ;X )V (t; Y )=V (
+
k ; X )
exists;
2. V is locally Lipschitzian in X .
Denition 2 (Lakshmikantham et al. [11]): For (t; X )∈ (i−1; i]× Rn,we de0ne
D+V (t; x) = lim
h→0+
sup
1
h
[V (t + h; x + hf(t; x))− V (t; x)]
as the upper derivative of the function V ∈V0.
Denition 3 (Lakshmikantham et al. [11]): Comparison system: Let V ∈V0 and assume that
D+V (t; X )6 g(t; V (t; X )); t = k ;
V (t; X + U (k; X ))6k(V (t; X )); t = k ;
where g :R+ × R+ → R is continuous and k :R+ → R+ is nondecreasing. Then the following
system:
!˙ = g(t; !); t = k ;
!(+k ) = k(!(k));
!(t+0 ) = !0¿ 0
(2)
is the comparison system of (1).
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Theorem 4 (Sun et al. [21]). Assume that the following three conditions
1. V :R+×Rn → R+; V ∈V0; K(t)D+V (t; X )+D+K(t)V (t; X )6 g(t; K(t)V (t; X )); t = k , where g
is continuous in (k−1; k]×Rn for each x∈Rn; k=1; 2; : : : ; lim(t;y)→(+k ; x) g(t; y)=g(
+
k ; x) exists.
K(t)¿m¿ 0; limt→−k K(t)=K(k); limt→+k K(t) exists, k=1; 2; : : : ; D
+K(t)=limh→0+ 1h [K(t+
h)− K(t)];
2. K(k + 0)V (k + 0; X + U (k; X ))6k(K(k)V (k ; X )); k = 1; 2; : : : ;
3. V (t; 0) = 0 and (‖X ‖)6V (t; X ) on R+ × Rn, where (·)∈ℵ (class of continuous strictly in-
creasing functions  :R+ → R+ such that (0) = 0)
are satis7ed. Then, the global asymptotic stability of the trivial solution ! = 0 of comparison
system imply global asymptotic stability of the trivial solution of impulsive system (1).
Theorem 5 (Sun et al. [21]). Let g(t; !) = ˙(t)!; k(!) = dk!; dk¿ 0 for all k¿ 1, then the
origin of system (1) is global asymptotically stable if the conditions of Theorem 4 and the following
conditions hold:
1. (t) is nondecreasing, limt→−k (t) = (k); limt→+k (t) = (
+
k ) exists, for all k = 1; 2; : : : ;
2. supi {diexp((i+1)− (+i ))}= 0¡∞;
3. there exists an r ¿ 1 such that (2k+3)+ (2k+2)+ ln(rd2k+2d2k+1)6 (+2k+2)+ (
+
2k+1) holds
for all d2k+2d2k+1 = 0; k=1; 2; : : :, or there exists an r ¿ 1 such that (k+1)+ ln(rdk)6 (+k )
for all k;
4. V (t; 0) = 0 and there exists (·) in class ℵ such that (‖X ‖)6V (t; X ).
3. Main results
In this section, we 0rst study the impulsive control of a nuclear spin generator [18] by applying
the theory presented in the previous section. The form of a nuclear spin generator is given by [18]
x˙ = −x + y;
y˙ = −x − y(1−  z);
z˙ = [(1− z)−  y2];
(3)
where ∈ (0; 1];  and  ∈R+:(0; 0; 1) is an equilibrium point of system (3).
Let X1=x; X2=y; X3=z−1, and X T=(X1; X2; X3), then we can rewrite the nuclear spin generator
into the form
X˙ = AX + #(X ); (4)
where
A=


− 1 0
−1 ( − 1) 0
0 0 −

 ; #(X ) =  


0
−X2X3
X 22

 : (5)
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The impulsive control of a nuclear spin generator is then given by
X˙ = AX + #(X );
KX |t=i = BX; (6)
where {i: i = 1; 2; : : : ;∞} are varying but satisfy
1 = sup
16j¡∞
{2j+1 − 2j}¡∞; (7)
2 = sup
16j¡∞
{2j − 2j−1}¡∞ (8)
and for a given constant ¿ 0,
2j+1 − 2j6 (2j − 2j−1); ∀j∈{1; 2; : : : ;∞}: (9)
Remark 6. Conditions (7) and (8) imply that the number of switchings is in0nite, while conditions
(9) imply that impulsive intervals may not be equidistant.
Theorem 7. Let q be the largest eigenvalue of (A+A); d='2(I+B) and '(A) denote the spectral
radius of A, then origin of the impulsively controlled nuclear spin generator (6) is asymptotically
stable if there exist a )¿ 1 and a nonincreasing function K(t)¿m¿ 0, which is di9erentiable at
t = i, such that
− K
′(t)
K(t)
6 q6
1
(1 + )2
ln
K(+2i)K(
+
2i−1)
K(2i+1)K(2i))d2
(10)
or
− K
′(t)
K(t)
6 q6
1
max{1; 2} ln
K(+i )
K(i+1))d
(11)
holds.
Proof. Let us construct the Lyapunov function V (t; X )=X TX . For t = i, we have K(t)D+V (t; X )+
K ′(t)V = K(t)[XAX + XAX + X#(X ) + #(X )X ] + K ′(t)V 6 qK(t)XX + K ′(t)V 6 (q +
K ′(t)=K(t))K(t)V (t; X ).
When t = i, we have K(i + 0)V (i + 0; X + BX )6K(i)(X + BX )(X + BX ) =K(i)X(I +
B)(I + B)X 6 dK(i)V (i; X ).
We can get the following comparison system
!˙=
(
q+
K ′(t)
K(t)
)
!;
!(+i ) = d!(i);
!(t+0 ) = !0¿ 0:
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We now consider the conditions in Theorem 5. Since
sup
i
{
d exp
[
q(i+1 − i) + ln K(i+1)K(+i )
]}
6d exp[qmax(1; 2)]¡∞
condition 2 in Theorem 5 is satis0ed. Furthermore
q(2i+1 − 2i−1) + ln K(2i+1)K(+2i)
+ ln
K(2i)
K(+2i−1)
= q(2i+1 − 2i + 2i − 2i−1) + ln K(2i+1)K(+2i)
+ ln
K(2i)
K(+2i−1)
6 q(1 + 2) + ln
K(2i+1)
K(+2i)
+ ln
K(2i)
K(+2i−1)
6 q(1 + )2 + ln
K(2i+1)
K(+2i)
+ ln
K(2i)
K(+2i−1)
6− ln()d2)
or q(i+1−i)+ln K(i+1)K(+i ) 6 qmax{1; 2}+ln
K(i+1)
K(+i )
6− ln()d) where the last inequality holds from
(10) and (11), respectively. Thus, condition 3 in Theorem 5 is also satis0ed. Therefore, it follows
from Theorem 5 that the origin of system (6) is asymptotically stable.
Since q(2i+3−2i+1)=q(2i+3−2i+2+2i+2−2i+1)6 q(1+2)6 q(1+)2, the above Theorem 6
also gives an estimate of the upper bound of 2; N2 and N′2; N2 = 1=q(1 + ) supi lnK(
+
2i)K(
+
2i−1)=
K(2i+1)K(2i))d2, N1 =  N2; N′2 =
1
q supi lnK(
+
i )=K(i+1))d, N
′
1 =  N
′
2.
Remark 2. We do not require that B is symmetric. Moreover, we do not require that ‖I + B‖6 1.
Thus, our result can be used for a wide class of nonlinear systems.
Remark 3. Condition (10) implies that V (t; X ) is only required to be non-increasing along an odd
subsequence of switchings, instead of the whole sequence of switchings when K(+2i)=K(2i). Thus,
our result is less conservative.
Example 1. We choose = 0:5 and for all j = 1; 2; : : :
2j+1 − 2j = 1 =− ln()d)1:5q ; 2j − 2j−1 = 2 =−
2 ln()d)
1:5q
(12)
We know that the origin of system (6) with above parameters is asymptotically stable from
Theorem 6.
Now, we study the impulsive synchronization of two nuclear spin generators. One of the nuclear
spin generators is called the driving system and the other is called the driven system. In an impulsive
synchronization con0guration, the driving system is given by (4). The driven system is given by
˙˜X = AX˜ + #(X˜ ); (13)
where X˜ T = (X˜1; X˜2; X˜3) is the state variables of the driven system.
At discrete instants, i; i = 1; 2; : : : , the state variable of the driven system are transmitted to the
driven system and then the state variables of the driven system are subject to jumps at these instants.
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In this sense, the driven system is described by the impulsive di8erential equation
˙˜X =AX˜ + #(X˜ ); t = i
KX˜ |t=i =−Be; i = 1; 2; : : : (14)
where B is a 3× 3 matrix, and eT = (ex; ey; ez) = (X1 − X˜1; X2 − X˜2; X3 − X˜3) is the synchronization
error. If we de0ne
(X; X˜ ) = #(X )− #(X˜ ) =  


0
X˜ 2X˜ 3 − X2X3
X 22 − X˜ 22


then the error system of the impulsive synchronization is given by
e˙ = Ae +(X; X˜ )t = i
Ke|t=i = Bei = 1; 2; : : : (15)
In order to study impulsive synchronization of two nuclear spin generators, we give the following
lemma.
Lemma. The solutions of system (4) are bounded, moreover |X1|6 1; |X2|6 1; 06X36 2 when
t → +∞.
Proof. We rewrite system (4) into the following form by using circular cylindrical coordinates
r˙ = −r[1−  (1− X3)sin2 ,]
,˙ = 1 + 12  (1− X3)sin 2,
X˙ 3 = (−X3 + kr2sin2 ,)
(16)
Let s2 = X 21 + X
2
2 + (X3 − 1)2 = r2 + (X3 − 1)2, then ss˙|(16) =−[r2 + X3(X3 − 1)], we have s˙¡ 0
when X3¿ 1 or X36 0. We can rewrite ss˙ = −[s2 − (1 − X3)2 − X3(1 − X3)] when 0¡X3¡ 1.
Since 06 (1− X3)2 + X3(1− X3)6 1 when 0¡X3¡ 1, hence for s¿ 1; s˙¡ 0, i.e., the positive
semitrajectory of (16) will enter {(X1; X2; X3)∈R3|X 21 + X 22 + (X3 − 1)26 1} when t → +∞.
Theorem 7. Let q be the largest eigenvalue of (A + A); d = '2(I + B) and '(A) denote the
spectral radius of A, the origin of the impulsive synchronization of two nuclear spin generators is
asymptotically stable if there exist a )¿ 1 and a non-increasing function K(t)¿m¿ 0, which is
di9erentiable at t = i, such that
−K
′(t)
K(t)
6 q+ 5 6
1
(1 + )2
ln
K(+2i)K(
+
2i−1)
K(2i+1)K(2i))d2
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or
K ′(t)
K(t)
6 q+ 5 6
1
max{1; 2} ln
K(+i )
K(i+1))d
holds.
Proof. Observe that the error system in (15) is almost the same as the system in (6) except
for (X; X˜ ). Similarly, let us construct the Lyapunov function V (t; e) = ee. For t = i, we
have K(t)D+V (t; e) + K ′(t)V = K(t)[eAe+ eAe+ e(e) +(e)e] + K ′(t)V 6K(t)[qee+
2 ey(X˜ 2X˜ 3−X2X3)+2ez (X 22 −X˜ 22)]+K ′(t)V=K(t)[qee+2 ey(X˜ 2X3−X2X˜ 3+X2X3−X2X3)]+
K ′(t)V 6K(t)(qee + 5 ee) + K ′(t)V = (q+ 5 + K ′(t)=K(t))K(t)V (t; e).
Hence, condition 1 of Theorem 4 is satis0ed with g(t; !) = (q+ 5 + K ′(t)=K(t))!. The rest of
this proof is the same as that of Theorem 6.
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