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Abstract: We establish a correspondence between a class of Wilson–’t Hooft lines in
four-dimensional N = 2 supersymmetric gauge theories described by circular quivers and
transfer matrices constructed from dynamical L-operators for trigonometric quantum in-
tegrable systems. We compute the vacuum expectation values of the Wilson–’t Hooft lines
in a twisted product space S1 ×ǫ R
2 × R by supersymmetric localization and show that
they are equal to the Wigner transforms of the transfer matrices. A variant of the AGT
correspondence implies an identification of the transfer matrices with Verlinde operators
in Toda theory, which we also verify. We explain how these field theory setups are related
to four-dimensional Chern–Simons theory via embedding into string theory and dualities.
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1 Introduction
Supersymmetric gauge theories in four dimensions have various interrelated connections
to quantum integrable systems. One such connection involves a family of surface defects
in a class of N = 1 supersymmetric gauge theories, described by planer quivers. These
surface defects act on the supersymmetric indices of the theories as commuting difference
operators shifting flavor fugacities. It turns out that the difference operators coincide with
transfer matrices of elliptic quantum integrable systems [1–3].
In this paper we present a similar correspondence. This correspondence, however, is
between line defects in N = 2 supersymmetric gauge theories, described by circular quivers,
and transfer matrices of trigonometric quantum integrable systems.
N = 2 supersymmetric gauge theories possess Wilson–’t Hooft lines which preserve
half of the eight supercharges and carry both electric and magnetic charges [4]. The line
defects that appear on the gauge theory side of the correspondence are such dyonic Wilson–
’t Hooft lines. Roughly speaking, the statement of the correspondence is that the vacuum
expectation values (vevs) of certain Wilson–’t Hooft lines are equal to classical values of
transfer matrices of certain quantum integrable systems.
A more precise statement is as follows. Consider the theory described by an n-node
circular quiver whose gauge group is the product of n copies of SU(N). Let m1, . . . , mn
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be the mass parameters of the n bifundamental hypermultiplets. We place the theory
on S1 ×ǫ R
2 × R and wind a Wilson–’t Hooft line T,σ around S
1, where ǫ is a twist
parameter. The line operator T,σ is magnetically charged uniformly under the SU(N)
factors; it transforms in the vector representation of the Langlands dual of each SU(N).
The electric charge is specified by an n-tuple of signs σ = (σ1, . . . , σn). On the Coulomb
branch of vacua, the vev 〈T,σ〉 of T,σ can be expressed in terms of trigonometric functions
of the vevs of some vector multiplet fields. With respect to an appropriate holomorphic
symplectic structure, the Weyl quantization of 〈T,σ〉 gives a transfer matrix Tσ,m of a
quantum integrable system, constructed from n L-operators Lσ1,m1 , . . . , Lσn,mn .
In section 2, we introduce the L-operators L±,m, which are the basic ingredients of
the integrable systems side, as particular trigonometric limits of the elliptic L-operator
found in [5]. The elliptic L-operator satisfies the RLL relation with the elliptic dynamical
R-matrix [6–8]. Consequently, its transfer matrix defines a quantum integrable system
according to the standard procedure, as we review in this section. The key result of this
section is the expression (2.43) for the Wigner transform 〈Tσ,m〉 of the transfer matrix Tσ,m,
which is the inverse of the Weyl quantization 〈Tσ,m〉 7→ Tσ,m.
We will establish the correspondence by supersymmetric localization [9], a technique
to exactly compute the path integral for supersymmetric observables in theories with suffi-
ciently large supersymmetry, placed on specific spacetime geometries. In the present setup,
the relevant computation was carried out by Ito, Okuda and Taki [10].
In section 3, we apply the formula obtained in [10] to the Wilson–’t Hooft line T,σ
and show that its vev reproduces the Wigner transform of the transfer matrix Tσ,m:
〈T,σ〉 = 〈Tσ,m〉 . (1.1)
This is the main result of the paper. We will also explain how to recover L-operators and
monodromy matrices from theories described by linear quivers. Moreover, we will propose
a generalization of the correspondence to a broader class of Wilson–’t Hooft lines, in which
the vector representation  is replaced by other representations.
Another route to compute the Wilson–’t Hooft line vev is via the AGT correspon-
dence [11, 12]. For a large class of N = 2 supersymmetric field theories, which includes
the circular quiver theory, the AGT correspondence states that the partition function on
an ellipsoid is equal to a correlation function in a two-dimensional conformal field the-
ory (CFT), namely Toda theory. Under this correspondence, Wilson–’t Hooft lines in the
former are mapped to line defects in the latter [13–15]. These line defects are known as
Verlinde operators [16].
In section 4, we give an alternative derivation of the correspondence between Wilson–
’t Hooft lines and transfer matrices that utilizes a variant of the AGT correspondence,
proposed in [10], relating Verlinde operators to Wilson–’t Hooft lines in S1 ×ǫ R
2 × R,
rather than in an ellipsoid. We consider the Verlinde operator corresponding to the Wilson–
’t Hooft line in question, and verify that its action on conformal blocks matches the action
of the transfer matrix in the quantum integrable system.
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While the correspondence between Wilson–’t Hooft lines and transfer matrices can be
established by comparison of concrete calculations, mere matching does not explain why
the correspondence exists in the first place.
In section 5, we provide an explanation using string theory. We will realize the circular
quiver theory and the Wilson–’t Hooft line by branes, and apply string dualities to map the
brane configuration to another one that realizes Costello’s four-dimensional Chern–Simons
theory [17, 18] and line defects in it. Four-dimensional Chern–Simons theory depends
topologically on two directions, which form a cylinder in our case, and holomorphically on
the remaining two directions. From this property it follows that line defects extending in
the periodic topological direction produce transfer matrices of quantum integrable systems.
The embedding into string theory puts the correspondence treated in this paper in a
bigger context. As discussed in [19], by brane realization and dualities, four-dimensional
Chern–Simons theory is related to other field theory setups in which the same kind of
integrability was found to arise. In particular, there is a duality frame that realizes the
trigonometric limit of the setup of [2, 3], thus connecting to the correspondence mentioned
at the beginning.
2 Transfer matrices for Wilson–’t Hooft lines
In this section we discuss the integrable system side of the correspondence. After review-
ing L-operators, transfer matrices and their relation to quantum integrable systems, we
introduce an L-operator for the elliptic dynamical R-matrix. Then we define fundamental
trigonometric L-operators as certain limits of the elliptic L-operator. These fundamental
L-operators are building blocks of transfer matrices that correspond to Wilson–’t Hooft
lines in N = 2 supersymmetric circular quiver theories.
2.1 L-operators and quantum integrable systems
Let h be a finite-dimensional commutative complex Lie algebra and V a finite-dimensional
diagonalizable h-module. Choosing a basis {vi} of V that is homogeneous with respect to
weight decomposition, we denote the weight of vi by hi and the (i, j)th entry of a matrix
M ∈ End(V ) by M ij . We write Mh∗ for the field of meromorphic functions on the dual
space h∗ of h.
Let R : C × h∗ → End(V ⊗ V ) be an End(V ⊗ V )-valued meromorphic function on
C × h∗ that is invertible at a generic point (z, a) ∈ C × h∗. The coordinate z is called the
spectral parameter and a is called the dynamical parameter.
In the discussions that follow, fundamental roles will be played by L-operators. By an
L-operator for R, we mean a map L : C→ End(V ⊗Mh∗ ⊗Mh∗), which we think of as a
matrix whose entries are linear operators on meromorphic functions on h∗ × h∗. It must
satisfy two conditions.
First, its matrix elements act on f ∈ Mh∗ ⊗Mh∗ as
L(z)jif(a
1, a2) = L(z; a1, a2)ji∆
1
i∆
2
jf(a
1, a2) , (2.1)
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where L(z; a1, a2)ji is a meromorphic function on C × h
∗ × h∗ and ∆1i , ∆
2
j are difference
operators such that
∆1i f(a
1, a2) = f(a1 − ǫhi, a
2) , ∆2jf(a
1, a2) = f(a1, a2 − ǫhj) . (2.2)
Here ǫ is a fixed complex parameter.
Second, the L-operator satisfies the RLL relation∑
k,l
R(z − z′, a2)mnkl L(z; a
1, a2)ki L(z
′; a1 − ǫhi, a
2 − ǫhk)
l
j
=
∑
k,l
L(z′; a1, a2)nl L(z; a
1 − ǫhl, a
2 − ǫhn)
m
k R(z − z
′, a1)klij . (2.3)
Equivalently, the operator relation∑
k,l
R(z − z′, a2)mnkl L(z)
k
i L(z
′)lj =
∑
k,l
R(z − z′, a1)klijL(z
′)nl L(z)
m
k (2.4)
holds on any meromorphic function f(a1, a2).
It is helpful, and will turn out to be physically meaningful, to represent the L-operator
graphically as two crossing oriented line segments:
L(z) = z . (2.5)
The solid line extending in the horizontal direction has a spectral parameter. The graphical
representation of a matrix element of the L-operator is
L(z; a1, a2)ji = z
a1 a2
a1 − ǫhi a
2 − ǫhj
i j . (2.6)
Each edge of a solid line carries a state in V , and the state may change when the line
crosses another line. To each region separated by lines, a dynamical parameter is assigned.
The values of dynamical parameters on the two sides of a solid line carrying state vi differ
by ǫhi.
We also represent the operator R as two crossing solid lines:
R(z − z′, a)klij = z
z′
a
i k
j
l
. (2.7)
Then, the RLL relation (2.3) simply means an equality between two configurations involving
two solid and one double lines:
z′
z a1
a2
=
z′
z a
1 a
2
. (2.8)
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The states carried by the internal solid edges are summed over.
By comparing the values of the dynamical parameter assigned to the lower right regions
of the two sides, we see that for R to satisfy the RLL relation, it must commute with
h ⊗ 1 + 1 ⊗ h for all h ∈ h; in other words, R(z, a)klij = 0 unless hi + hj = hk + hl. This
is a consistency condition for the rule that determines how dynamical parameters change
across solid lines.
Associated with an L-operator, there is an integrable quantum mechanical system
consisting of particles moving in the space h∗. The Hilbert space of each particle is Mh∗ .
(This is quantum mechanics in which real variables are analytically continued to complex
ones.) The Hilbert space of the system is M⊗nh∗ if n is the number of particles.
To construct this system, define the monodromy matrix M : C → End(V ⊗M⊗n+1h∗ )
by the product of n copies of the L-operator: its matrix elements are given by
M(z)i
n+1
i1 =
∑
i2,...,in
n∏
r=1
L(z; ar, ar+1)i
r+1
ir
n+1∏
s=1
∆sis , (2.9)
acting on any meromorphic function f(a1, . . . , an+1). (The superscript on ∆i specifies the
variable on which the difference operator acts.) This is a solid line crossing n double lines:
M(z) = z . (2.10)
Identifying an+1 = a1 and taking the trace, one obtains the transfer matrix T : C →
End(M⊗nh∗ ):
T (z) =
∑
i1,...,in
n∏
r=1
L(z; ar, ar+1)i
r+1
ir
n∏
s=1
∆sis , i
n+1 = i1 . (2.11)
Graphically, T (z) is represented by the same picture as above but with the horizontal
direction made periodic.
By construction, T is an End(M⊗nh∗ )-valued meromorphic function. As such, each
coefficient Tm in the Laurent expansion T (z) =
∑
m∈Z Tmz
m is an operator acting on
the Hilbert space M⊗nh∗ . Then, one may pick a particular linear combination of these
coefficients and declare that it is the Hamiltonian of the quantum mechanical system. The
Hamiltonian thus obtained is a difference operator, which is typical of relativistic systems.
Alternatively, one may think of this system as a one-dimensional periodic quantum
spin chain. This spin chain is constructed from n double lines extending in the longitudinal
direction of a cylinder, as shown in figure 1(a). The dynamical parameter ar resides in the
region sandwiched by the rth and the (r+1)th double lines. One regards the n dynamical
parameters a1, . . . , an as continuous spin variables; see figure 1(b). Thinking of the
longitudinal direction as the time direction, the Hilbert space of the spin chain is again
M⊗nh∗ . An action of T (z) on the Hilbert space is induced by an insertion of a solid line with
spectral parameter z in the circumferential direction of the cylinder, as in figure 1(c).
– 5 –
(a)
a3
a4
a5a6
a7
a8
a1 a
2
(b) (c)
Figure 1. (a) Double lines in the longitudinal direction of a cylinder. (b) The corresponding
quantum spin chain with continuous spin variables. (c) A solid line winding around the cylinder
acts on the spin chain by the transfer matrix.
The integrability of the system is a consequence of the RLL relation. By repeated use
of the RLL relation, one deduces that the monodromy matrix satisfies a similar relation:∑
k,l
R(z − z′, an+1)mnkl M(z)
k
iM(z
′)lj =
∑
k,l
R(z − z′, a1)klijM(z
′)nl M(z)
m
k . (2.12)
Multiplying both sides by R−1(z − z′, a1)ijmn, setting an+1 = a1 and summing over i, j, m,
n, one finds
T (z)T (z′) = T (z′)T (z) . (2.13)
In other words, transfer matrices at different values of the spectral parameter commute. It
follows that the Laurent coefficients {Tm} mutually commute and, in particular, commute
with the Hamiltonian. Hence, the system has a series of commuting conserved charges.
There is a slight generalization of the above construction of commuting transfer ma-
trices. Suppose that g ∈ End(V ) satisfies
(g ⊗ g)R(z, a) = R(z, a)(g ⊗ g) (2.14)
and a subspace W of V is invariant under R, R−1, L and g. (For instance, the invariance
of W under R means that R(z, a)(W ⊗ V ) ⊂W ⊗ V and R(z, a)(V ⊗W ) ⊂ V ⊗W for all
z, a.) Then, the trace can be twisted by g and restricted to W :
Tg,W = TrW (gM) . (2.15)
If W1, W2 are such invariant subspaces, then
[Tg,W1(z), Tg,W2(z
′)] = 0 . (2.16)
Thus, we get different kinds of transfer matrices labeled by invariant subspaces, and they
commute with each other. A typical situation in which this construction applies is when
h is a Cartan subalgebra of a complex Lie algebra gC, V is a direct sum of irreducible
representations of gC, and g is an element of gC.
Algebraically, L-operators give representations of dynamical quantum groups [20–22].
As an algebra, the dynamical quantum group corresponding to R is generated by the
meromorphic functions on C× h∗ × h∗, together with additional generators l(z)ij , l
−1(z)ij .
The generators l(z)ij are to be understood as the matrix elements of an abstract L-operator
and satisfy the same relations as above; l−1(z)ij are the elements of the inverse matrix. This
algebra has further structures (coproduct and counit) which make it an h-bialgebroid.
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2.2 Elliptic L-operator
An important example of an L-operator is one for the elliptic dynamical R-matrix [6–8],
which is a representation of the elliptic quantum group for slN . In this example, h is the
Cartan subalgebra of slN and V = C
N is the vector representation of slN .
The Lie algebra slN consists of the traceless complex N × N matrices and h is the
subalgebra of diagonal elements. We denote by Eij ∈ glN the matrix that has 1 in the
(i, j)th entry and 0 elsewhere, and by E∗ij the element of gl
∗
N = Hom(glN ,C) such that
〈Eij , E
∗
kl〉 = δikδjl. (The bilinear map 〈−,−〉 : glN × gl
∗
N → C is the natural pairing.) The
elements of h are matrices of the form
∑N
i=1 biEii, with
∑N
i=1 bi = 0. Since h is isomorphic
to the quotient of the subspace of glN consisting of the diagonal matrices by the subspace
spanned by the identity matrix I =
∑N
i=1Eii, the dual space h
∗ is isomorphic to the
subspace of gl∗N consisting of elements of the form
∑N
i=1 aiE
∗
ii such that 〈I,
∑N
i=1 aiE
∗
ii〉 =∑N
i=1 ai = 0. Thus, h
∗ may also be identified with the space of traceless diagonal matrices.
The natural action of slN on C
N defines the vector representation of slN . In terms of
the standard basis {e1, . . . , eN} of C
N , we have
∑N
j=1 ajEjjei = aiei. The weight of ei is
therefore
hi = E
∗
ii −
1
N
N∑
j=1
E∗jj . (2.17)
For a ∈ h∗, we write ai = 〈Eii, a〉. Then,
∑N
i=1 ai = 0 and a =
∑N
i=1 aiE
∗
ii =
∑N
i=1 aihi.
Fix a point τ in the upper half plane, Im τ > 0, and let
θ1(z) = −
∑
j∈Z+ 1
2
eπij
2τ+2πij(z+ 1
2
) (2.18)
be Jacobi’s first theta function. The elliptic dynamical R-matrix Rell is defined by [20–22]
Rell(z, a) =
N∑
i=1
Eii ⊗ Eii +
∑
i 6=j
α(z, aij)Eii ⊗ Ejj +
∑
i 6=j
β(z, aij)Eji ⊗ Eij , (2.19)
where aij = ai − aj and
α(z, a) =
θ1(a+ ǫ)θ1(−z)
θ1(a)θ1(ǫ− z)
, β(z, a) =
θ1(a− z)θ1(ǫ)
θ1(a)θ1(ǫ− z)
. (2.20)
The elliptic L-operator Lell, which satisfies the RLL relation with Rell, has the matrix
elements given by [5]
Lellw,y(z; a
1, a2)ji =
θ1(z − w + a
2
j − a
1
i )
θ1(z − w)
∏
k(6=i)
θ1(a
1
k − a
2
j − y)
θ1(a1ki)
. (2.21)
The complex numbers w, y may be thought of as spectral parameters for the corresponding
double line. The presence of the two parameters is a consequence of the fact that Rell(z, a) is
invariant under shift of a by a multiple of the identity matrix I and in the RLL relation (2.3)
the spectral parameters z, z′ enter the R-matrix only through the difference z − z′; note
also that the L-operator can be multiplied by any function of the spectral parameter.
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The elliptic dynamical R-matrix and the elliptic L-operator have many more properties
than just that they satisfy the RLL relation. Most importantly, the R-matrix is a solution
of the dynamical Yang–Baxter equation and encodes the Boltzmann weights for a two-
dimensional integrable lattice model. This model is equivalent to the eight-vertex model
(or more precisely, the Belavin model [23] which is an slN generalization of the eight-
vertex model [24, 25]) in the sense that the transfer matrices of the two models are related
by a similarity transformation. The elliptic L-operator, on the other hand, satisfies the
RLL relation with another R-matrix which describes an integrable lattice model called the
Bazhanov–Sergeev model [26, 27], whose spins variables take values in h∗. We will not
discuss these aspects in this paper. The interested reader is referred to [3] for more details.
2.3 Trigonometric L-operators
The L-operators that appear in the correspondence with Wilson–’t Hooft lines are obtained
from the elliptic L-operator Lell via the trigonometric limit τ → i∞. For comparison with
gauge theory results, we actually need to express these L-operators in somewhat different
forms.
First, we describe L-operators in a quantum mechanical language. Let us explain this
description in the case in which h is the Cartan subalgebra of slN . Recall that slN has
simple coroots
α∨i = Eii − Ei+1,i+1 , i = 1, . . . , N − 1 , (2.22)
and the fundamental weights
ωi = (α
∨
i )
∗ =
i∑
j=1
hj . (2.23)
Consider quantum mechanics of a particle living in h∗ × h∗, with Planck constant
~ = −
ǫ
2π
. (2.24)
If (a1, a2) ∈ h∗ × h∗ is the position of the particle, we write ar =
∑N−1
i=1 q
r
i ωi, r = 1, 2.
Similarly, we write the momenta (b1, b2) ∈ h × h of the particle as br =
∑N−1
i=1 p
r
iα
∨
i . The
corresponding position and momentum operators qˆri , pˆ
s
i satisfy the canonical commutation
relations:
[qˆri , pˆ
s
j ] = i~δ
rsδij , i, j = 1, . . . , N − 1 . (2.25)
(As before, we are treating qri , p
r
i as analytically continued variables.)
To rewrite the commutation relations in a form that is invariant under the action of
the Weyl group, we make a change of basis
ar =
N∑
i=1
ariE
∗
ii , b
r =
N∑
i=1
briEii . (2.26)
Then, the corresponding observables aˆri , bˆ
r
i obey the traceless condition,
∑N
i=1 aˆ
r
i =
∑N
i=1 bˆ
r
i =
0, and satisfy the commutation relations
[aˆri , bˆ
s
j ] = i~δ
rs
(
δij −
1
N
)
, i, j = 1, . . . , N . (2.27)
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Using these observables we can identify the matrix elements of an L-operator L with an
operator in the Hilbert space of this quantum mechanical system:
L(z)ji = L(z; aˆ
1, aˆ2)ji e
2πi(bˆ1i+bˆ
2
j ) . (2.28)
In quantum mechanics, there is an invertible map from functions on the classical
phase space to operators in the Hilbert space, known as the Weyl transform: if q and p are
canonically conjugate variables, it maps
f(q, p) 7→ fˆ(qˆ, pˆ) =
∫
R4
dxdy dp dq f(q, p)ei(x(qˆ−q)+y(pˆ−p)) . (2.29)
The inverse map is the Wigner transform, which we denote by 〈−〉:
f(qˆ, pˆ) 7→ 〈f(qˆ, pˆ)〉 =
∫
R
dx eipx/~
〈
q +
1
2
x
∣∣∣fˆ(qˆ, pˆ)∣∣∣q − 1
2
x
〉
. (2.30)
In the situation at hand, if we rewrite the expression (2.28) as
L(z)ji = e
πi(bˆ1i+bˆ
2
j )L˜(z; aˆ1, aˆ2)ji e
πi(bˆ1i+bˆ
2
j ) , (2.31)
then we have
〈L(z)ji 〉 = e
2πi(b1i+b
2
j )L˜(z; a1, a2)ji . (2.32)
Next, we apply a similarity transformation to the elliptic L-operator. Assume Im ǫ > 0
and let
Γ(z, τ, ǫ) =
∞∏
m,n=0
1− e2πi((m+1)τ+(n+1)ǫ−z)
1− e2πi(mτ+nǫ+z)
(2.33)
be the elliptic gamma function. Then, Γ(z) = eπiz
2/2ǫΓ(z, τ, ǫ) has the property that
Γ(z + ǫ, τ, ǫ) = g(τ, ǫ)θ1(z)Γ(z, τ, ǫ) for some function g(τ, ǫ). We define the conjugated
L-operator Lellw,m(z) by
Lellw,m(z)
j
i = Φm− 1
2
ǫL
ell
w,m− 1
2
ǫ
(z)jiΦ
−1
m− 1
2
ǫ
, (2.34)
where
Φy =
N∏
k,l=1
Γ(aˆ1k − aˆ
2
l − y)
1
2
∏
k 6=l
Γ(aˆ1kl)
− 1
2 . (2.35)
It has the Wigner transform
〈Lellw,m(z)
j
i 〉 = e
2πi(b1i+b
2
j )
θ1(z − w + a
2
j − a
1
i )
θ1(z − w)
×
(∏
k(6=i) θ1(a
1
k − a
2
j −m)
∏
l(6=j) θ1(a
1
i − a
2
l −m)∏
k(6=i) θ1(a
1
ki −
1
2ǫ)θ1(a
1
ik −
1
2ǫ)
) 1
2
. (2.36)
With these preparations, let us finally take the trigonometric limit to define the trigono-
metric L-operator:
Lw,m = lim
τ→i∞
Lellw,m . (2.37)
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The trigonometric L-operator satisfies the RLL relation with the trigonometric limit Rtrig.
of the elliptic R-matrix Rell. Concretely, Lw,m and R
trig are obtained from Lellw,m and R
ell
by the replacement θ1(z)→ sin(πz).
Once we are in the trigonometric setup, the quasi-periodicity in z → z + τ is lost and
we can further take the limits w → ±i∞. This allows us to introduce more fundamental
L-operators:
L±,m = lim
w→±i∞
Lw,m . (2.38)
These L-operators do not depend on the spectral parameters z, w, and their matrix elements
have the Wigner transforms
〈(L±,m)
j
i 〉 = e
2πi(b1i+b
2
j )e±πi(a
2
j−a
1
i )ℓm(a
1, a2)ji , (2.39)
with
ℓm(a
1, a2)ji =
(∏
k(6=i) sinπ(a
1
k − a
2
j −m)
∏
l(6=j) sinπ(a
1
i − a
2
l −m)∏
k(6=i) sinπ(a
1
ki −
1
2ǫ) sinπ(a
1
ik −
1
2ǫ)
) 1
2
. (2.40)
The L-operator for arbitrary parameters z, w can be realized as a linear combination of
L±,m:
Lw,m(z) =
eπi(z−w)L+,m − e
−πi(z−w)L−,m
sinπ(z − w)
. (2.41)
The monodromy matrixMσ,m constructed from L±,m is labeled by an n-tuple of signs
σ = (σ1, . . . , σn) ∈ {±}n and an n-tuple of complex numbers m = (m1, . . . ,mn):
〈(Mσ,m)
in+1
i1 〉 =
∑
i2,...,in
n+1∏
s=1
e2πib
s
is
n∏
r=1
eσ
rπi(ar+1
ir+1
−ar
ir
)ℓmr(a
r, ar+1)i
r+1
ir . (2.42)
The corresponding transfer matrix Tσ,m has the Wigner transform
〈Tσ,m〉 =
∑
i1,...,in
n∏
r=1
e2πib
r
ir eσ
rπi(ar+1
ir+1
−ar
ir
)ℓmr(a
r, ar+1)i
r+1
ir , (2.43)
with an+1 = a1, in+1 = i1. Our claim is that these quantities equal the vevs of Wilson–’t
Hooft lines in N = 2 supersymmetric gauge theories.
3 Wilson–’t Hooft lines as transfer matrices
In the previous section we defined the fundamental trigonometric L-operators (2.38) and
calculated transfer matrices constructed from them. As explained in section 1, these trans-
fer matrices are expected to have interpretations as Wilson–’t Hooft lines in N = 2 su-
persymmetric gauge theories described by a circular quiver. In this section we verify this
expectation by computing the vevs of the corresponding Wilson–’t Hooft lines.
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3.1 Wilson–’t Hooft lines in S1 ×ǫ R
2 ×R
Consider a four-dimensional gauge theory whose gauge group is a compact Lie group G
with Lie algebra g. Choosing a maximal torus T ⊂ G with Lie algebra t, we let Λr(g) ⊂ t
∗
and Λcr(g) ⊂ t be the root lattice and the coroot lattice of g, respectively. Their duals are
the coweight lattice Λcw(g) = Λr(g)
∨ ⊂ t and the weight lattice Λw(g) = Λcr(g)
∨ ⊂ t∗.
An ’t Hooft line is the worldline of a very heavy monopole, that is, a nondynamical
magnetically charged particle. In the presence of an ’t Hooft line, the gauge field of the
theory has a singularity at the location of the monopole: in terms of the polar angle θ and
the azimuthal angle φ of the spherical coordinates centered at the monopole, the gauge
field behaves as
A =
m
2
(1− cos θ)dφ+ · · · , (3.1)
where · · · represents less singular terms. (For simplicity we are setting the gauge theory
theta angles to zero.) The coefficient m is the magnetic charge of the monopole. Different
singular gauge field configurations of the above form describe the same monopole if their
magnetic charges are related by gauge transformation. It follows that m can be chosen
from t, and the choice is meaningful only up to the action of the Weyl group W (G) of G.
The above expression of A is valid in a trivialization over a coordinate patch that
contains the point θ = 0 of a two-sphere surrounding the monopole. At θ = π, there is
a “Dirac string” which supports an unphysical magnetic flux. For the Dirac string to be
invisible, we must have
〈m, w〉 ∈ Z (3.2)
for every weight w ∈ t∗ of the representation of every field in the theory. This is simply the
condition that the holonomy of A around the point θ = π is trivial in the bundles of which
the fields are sections. The theory always contains fields in the adjoint representation, so
m belongs to the coweight lattice:1
m ∈ Λcw(g)/W (G) . (3.3)
Equivalently, m is specified by an irreducible representation of the Langlands dual Lg of
g. In general, m lies in a sublattice of Λcw(g)/W (G) determined by the matter content.
We can also consider heavy particles that carry both magnetic and electric charges.
The worldline of such a dyon is called aWilson–’t Hooft line. In the path integral formalism,
a Wilson–’t Hooft line is realized by an insertion of a Wilson line
TrR P exp
(
i
∫
L
A
)
(3.4)
and a singular boundary condition on the support L of the line as specified by the magnetic
charge. The prescribed singularity (3.1) breaks the gauge symmetry to the stabilizer Gm
of m, so R is an irreducible representation of Gm. (More precisely, R is an irreducible
representation of the stabilizer of m in the universal cover G˜ of G [4].)
1Further, m belongs to the cocharacter lattice {v ∈ t | exp(2πiv) = idG}, which is a sublattice of Λcw(g).
If we take G to be the adjoint group, the cocharacter lattice coincides with Λcw(g).
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The data specifying such a pair (m, R) is actually the same as a pair (m, e) of coweight
m and weight e modulo the Weyl group action:
(m, e) ∈
(
Λcw(g)× Λw(g)
)/
W (G) . (3.5)
As emphasized in [4], this data has more information than a pair of irreducible represen-
tations of g and Lg.
In [10], the vevs of Wilson–’t Hooft lines in N = 2 supersymmetric gauge theories on
S1 ×ǫ R
2 × R in the Coulomb phase were computed via localization of the path integral.
The geometry S1×ǫR
2 is a twisted product of S1 and R2, constructed from [0, 2πr]×R2 by
the identification (2πr, z) ∼ (0, e2πiǫz), where z is the complex coordinate of R2 ∼= C. These
Wilson–’t Hooft lines wind around S1, and are located at the origin of R2 and a point in
R. In order to preserve half of the eight supercharges, they require the complex scalar field
φ in the vector multiplet to also have a singular behavior and replace the gauge field in the
Wilson line (3.4) with A+ iReφ. The vevs depend holomorphically on parameters
a ∈ tC , b ∈ t
∗
C , (3.6)
which are set by the values of the gauge field and the vector multiplet scalar at spatial
infinity. Essentially, a is given by the holonomy around S1 at infinity of the gauge field,
while b is that of the dual gauge field. We refer the reader to [10] for the precise definitions.
The vev of a Wilson line WR in representation R is simply given by the classical value
of the holonomy:
〈WR〉 = TrR e
2πia . (3.7)
The vevs of ’t Hooft lines are much more involved. For an ’t Hooft line Tm with
magnetic charge m, the vev takes the form
〈Tm〉 =
∑
v∈Λcr(g)+m
‖v‖≤‖m‖
e2πi〈v,b〉Z1-loop(a,m, ǫ; v)Zmono(a,m, ǫ;m, v) , (3.8)
wherem collectively denotes complex mass parameters. The summation over the coweights
v in the shifted coroot lattice Λcr +m accounts for the so-called “monopole bubbling,” a
phenomenon in which smooth monopoles are absorbed by the ’t Hooft line and screen the
magnetic charge. The norm ‖v‖ with respect to a Killing form is bounded by ‖m‖, so
this is a finite sum. The first two factors in the summand are the classical action and the
one-loop determinant in the screened monopole background, respectively. The last factor is
the nonperturbative contributions coming from degrees of freedom trapped on the ’t Hooft
line due to monopole bubbling.
Suppose that the theory under consideration consists of a vector multiplet and NF
hypermultiplets in representations Rf with mass parameters mf , f = 1, . . . , NF . The one-
loop determinant Z1-loop is then the product of the contributions from the vector multiplet
and the hypermultiplets:
Z1-loop(a,m, ǫ; v) = Z
vm
1-loop(a, ǫ; v)
NF∏
f=1
Z
hm,Rf
1-loop (a,mf , ǫ; v) . (3.9)
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The two functions are given by
Zvm1-loop(a, ǫ; v) =
∏
α∈Φ(g)
|〈v,α〉|−1∏
k=0
sin−
1
2
(
π〈a, α〉 + π
(1
2
|〈v, α〉| − k
)
ǫ
)
, (3.10)
Zhm,R1-loop(a,m, ǫ; v) =
∏
w∈P (R)
|〈v,w〉|−1∏
k=0
sin
1
2
(
π〈a,w〉 − πm+ π
(1
2
|〈v,w〉| −
1
2
− k
)
ǫ
)
. (3.11)
Here, Φ(g) is the set of roots of g and P (R) is the set of weights of R.
The factor Zmono is subtle. The original computation in [10] did not give an answer
that completely matches predictions from the AGT correspondence. The subtleties have
been addressed in subsequent works [28–31] but not resolved in full generality.
Fortunately, for Wilson–’t Hooft lines that are of interest to us, the screened magnetic
charges are in the same W (G)-orbit as m. The corresponding contributions are therefore
obtained by theW (G)-action from the perturbative term, for which v = m and Zmono = 1.
To our knowledge, a formula for the vevs of dyonic Wilson–’t Hooft lines generalizing
the expressions (3.7) and (3.8) has not been derived. Nevertheless, for the same reason
as mentioned, we can calculate the vev of a relevant Wilson–’t Hooft line by first writing
down its perturbative contribution, which is simply the product of the perturbative vevs
of the corresponding purely electric and purely magnetic lines, and then summing over the
contributions from the nonperturbative sectors related by the W (G)-action.
3.2 Transfer matrices from circular quiver theories
The Wilson–’t Hooft line that corresponds to the transfer matrix (2.43) is one in an N = 2
supersymmetric gauge theory that is described by a circular quiver with n nodes:
N
NN
N N
. (3.12)
Each node represents a vector multiplet for an SU(N) gauge group,2 and each edge a
hypermultiplet that transforms in the bifundamental representation under the gauge groups
of the nodes it connects.
Let us first consider the case in which the quiver consists of a single node and a single
edge. In this case, the gauge group G = SU(N) and the only hypermultiplet is in the
adjoint representation. This theory is known as N = 2∗ theory.
The roots of g = suN are αij = E
∗
ii − E
∗
jj = hi − hj , i 6= j. The positive roots are αij ,
i < j, and the simple roots are αi = αi,i+1, i = 1, , . . . , N − 1. The fundamental coweights
are ω∨i = (α
∨
i )
∗ =
∑i
j=1 h
∨
j , with
h∨i = Eii −
1
N
N∑
j=1
Ejj . (3.13)
2More precisely, the gauge group is a product of PSU(N).
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The various lattices are
Λr =
N−1⊕
i=1
Zαi , Λcr =
N−1⊕
i=1
Zα∨i , Λw =
N−1⊕
i=1
Zωi , Λcw =
N−1⊕
i=1
Zω∨i . (3.14)
We recall that α∨i are the simple coroots and ωi = (α
∨
i )
∗ are the fundamental weights.
For N = 2∗ theory with G = SU(N), minimal magnetic charges are m = ω∨1 = h
∨
1 and
m = ω∨N−1 = −h
∨
N . These magnetic charges are the highest weights of the fundamental
representation and the antifundamental representation of LsuN ∼= suN , respectively.
Let us consider the ’t Hooft line with m = h∨1 . The vev of this ’t Hooft line is expressed
as a sum over the screened magnetic charges v = h∨1 , h
∨
2 , . . . , h
∨
N . The term for v = h
∨
1 is
the perturbative contribution and given by
e2πib1
N∏
j=2
sin−
1
2
(
πa1j +
1
2
πǫ
)
sin−
1
2
(
πaj1+
1
2
πǫ
)
sin
1
2 (πa1j −πm) sin
1
2 (πaj1−πm) , (3.15)
where ai = 〈a, hi〉, bi = 〈h
∨
i , b〉, aij = ai−aj andm is the mass of the adjoint hypermultiplet.
The other terms are related to this perturbative term by the Weyl group action which
permutes (h∨1 , . . . , h
∨
N ), so we find
〈Th∨
1
〉 =
N∑
i=1
e2πibi
∏
j(6=i)
(
sinπ(aij −m) sinπ(aji −m)
sinπ(aij −
1
2ǫ) sinπ(aji −
1
2ǫ)
) 1
2
. (3.16)
The vev of T−h∨
N
is obtained from 〈Th∨
1
〉 by the replacement bi → −bi.
Now, let us turn to a circular quiver with n nodes. For this theory, we have G =
SU(N)n and Λcw(g) = Λcw(suN )
⊕n. We consider the ’t Hooft line with
m = h∨1 ⊕ · · · ⊕ h
∨
1 , (3.17)
charged equally under the SU(N) factors of G. This time, the summation is over all
coweights of the form v = h∨i1⊕· · ·⊕h
∨
in . The perturbative term, for which i
1 = · · · = in = 1,
is given by
n∏
r=1
e2πib
r
1
N∏
j=2
sin−
1
2
(
πar1j +
1
2
πǫ
)
sin−
1
2
(
πarj1 +
1
2
πǫ
)
× sin
1
2
(
π(arj − a
r+1
1 )− πm
r
)
sin
1
2
(
π(ar1 − a
r+1
j )− πm
r
)
. (3.18)
The superscript r refers to the rth SU(N) factor of G, with an+1 = a1. Collecting the
contributions from the other coweights, we get
〈Th∨
1
⊕···⊕h∨
1
〉 =
∑
i1,...,in
n∏
r=1
e2πib
r
ir ℓmr(a
r, ar+1)i
r+1
ir , (3.19)
where we have used the functions (2.40).
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Comparing this expression with the Wigner transform (2.43) of the trigonometric trans-
fer matrix Tσ,m, we see
〈Th∨
1
⊕···⊕h∨
1
〉 = 〈T(+,...,+),m〉 = 〈T(−,...,−),m〉 (3.20)
under the obvious identification of parameters.
In order to reproduce 〈Tσ,m〉 for a general choice of the signs σ, we add to the ’t Hooft
line the electric charge
e =
n∑
r=1
σr
1
2
(hr+11 − h
r
1) =
n∑
r=1
(σr1− σr+11)
1
2
hr+11 . (3.21)
This electric charge is in a sense a minimal one that is compatible with the Dirac–
Schwinger–Zwanziger quantization condition for locality: the charges (m, e) and (m′, e′)
of two dyons must satisfy 〈m, e′〉 − 〈m′, e〉 ∈ Z. In section 4, we will see the geometric
meaning of this “minimality” in connection with the AGT correspondence.
The magnetic charge (3.17) breaks the gauge group to S(U(1)×U(N−1))n, and we are
turning on a Wilson line that is charged under the U(1) factors with charges proportional
to (σr1− σr+11)/2. The Wilson line multiplies the perturbative term (3.18) by the phase
factor
n∏
r=1
eσ
rπi〈a,hr+1
1
−hr1〉 =
n∏
r=1
eσ
rπi(ar+1
1
−ar1) . (3.22)
Hence, the term with v = h∨i1 ⊕ · · · ⊕ h
∨
in gets the phase factor e
σrπi(ar+1
ir+1
−ar
ir
), and the vev
of this Wilson–’t Hooft line matches the Wigner transform of Tσ,m.
3.3 Monodromy matrices from linear quiver theories
We have considered the Wilson–’t Hooft lines in the circular quiver theory and showed
that their vevs match the Wigner transforms of the trigonometric transfer matrices. What
correspond to the monodromy matrices then? In view of the fact that summing over the
weights of the representation V = CN in the integrable model amounts to summing over
the different screened magnetic charges, natural candidates are Wilson–’t Hooft lines in a
theory described by a linear quiver with n+ 1 nodes:
N N N N N . (3.23)
The leftmost and the rightmost nodes represent SU(N) flavor groups, which are not gauged.
In particular, we expect that the fundamental trigonometric L-operators (2.38) arise
from the vevs of Wilson–’t Hooft lines of the theory of a bifundamental hypermultiplet:
N N . (3.24)
Let us see if this is the case.
We introduce nondynamical vector multiplets for the SU(N) flavor groups, and con-
sider the Wilson–’t Hooft lines with magnetic charge
m = h∨i ⊕ h
∨
j (3.25)
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and electric charges
e = ∓
1
2
hi ⊕±
1
2
hj . (3.26)
Note that the electric charges are fractional. The vevs of these Wilson–’t Hooft lines are
e2πi(b
1
i+b
2
j )e±πi(a
2
j−a
1
i )
∏
k(6=i)
∏
l(6=j)
(
sinπ(a1k − a
2
j −m) sinπ(a
1
i − a
2
l −m)
) 1
2 . (3.27)
The vevs do not quite match the Wigner transforms (2.39) of (L±,m)
j
i . They differ by the
factor in the denominator of the function (2.40).
This factor is the one-loop determinant associated with the first node; it would have
been present had the SU(N) flavor group been gauged and the vector multiplet been
dynamical. From the gauge theory point of view, it is natural to think of this factor as a
weight accompanying the summation over the screened magnetic charges. On the integrable
system side, we could as well omit the denominator in question from the definitions of the
L-operators and adopt the convention that the same weight is included when operators are
multiplied within V . The L-operators would still satisfy the RLL relation.
To get the monodromy matrix (2.42), we take n L-operators and multiply them inside
V . The gauge theory counterpart of this operation is to connect n copies of the two-node
quiver (3.24), in the presence of appropriate Wilson–’t Hooft lines of the type considered
above, by identifying and gauging flavor nodes. This produces the n + 1 node linear
quiver (3.23) and the Wilson–’t Hooft lines with magnetic charge
m = h∨i1 ⊕ h
∨
1 ⊕ h
∨
1 ⊕ · · · ⊕ h
∨
1 ⊕ h
∨
in+1 (3.28)
and electric charge
e = σ1
1
2
(h21 − h
1
i1) +
n−1∑
r=2
σr
1
2
(hr+11 − h
r
1) + σ
n 1
2
(hn+1
in+1
− hn1 ) . (3.29)
The vev of this Wilson–’t Hooft line reproduces the Wigner transform (2.42), except that
a factor corresponding to the one-loop determinant for the vector multiplet for the first
node is missing.
3.4 Other representations
The magnetic charge (3.17) of the above Wilson–’t Hooft lines is the highest weight of the
representation (CN )⊕n of the Langlands dual LgC ∼= sl
⊕n
N of gC. The corresponding transfer
matrix (2.43) is represented graphically as n double lines intersected by a single solid loop
carrying the representation V = CN , as shown in figure 1(c). The n regions sandwiched
between double lines correspond to the n copies of slN .
Both sides of the correspondence have a generalization in which the vector represen-
tation CN is replaced by another representation R of slN . On the gauge theory side, we
can change the magnetic charge of the Wilson–’t Hooft lines to the highest weight λR of
R⊕n while keeping the electric charges intact. On the integrable system side, the counter-
part of this operation is the fusion procedure, which allows one to construct a solid line in
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an arbitrary finite-dimensional representation of slN from a collection of solid lines in the
vector representation, with the spectral parameters suitably adjusted.
We naturally expect that the vev of the Wilson–’t Hooft line with magnetic charge
m = λ⊕nR is equal to the Wigner transform of a transfer matrix constructed from L-
operators in representation R, obtained by fusion from the L-operators (2.38) in the vector
representation.
For n = 1 and R = ∧kCN , this equality can be verified from known results. In this
case, the transfer matrix is the trigonometric limit of Ruijsenaars’ difference operator [32]∑
I⊂{1,...,N}
|I|=k
∆
1
2
I
∏
i∈I
j /∈I
√
θ1(aji −m)θ1(aij −m)
θ1(aji −
1
2ǫ)θ1(aij −
1
2ǫ)
∆
1
2
I , ∆I =
∏
i∈I
∆i , (3.30)
and is related to the Macdonald operator by a similarity transformation [5]. On the other
hand, the exterior power ∧kCN being a minuscule representation (that is, all weights are
related by the action of the Weyl group), the vev of the ’t Hooft line with m = ω∨k =
h∨1 + · · ·+ h
∨
k in N = 2
∗ theory can be computed from the perturbative term:
〈Tω∨
k
〉 =
∑
I⊂{1,...,N}
|I|=k
∏
i∈I
j /∈I
e2πibi
(
sinπ(aij −m) sinπ(aji −m)
sinπ(aij −
1
2ǫ) sinπ(aji −
1
2ǫ)
) 1
2
. (3.31)
(For N = 2∗ theory the choice of the signs σ = ± is irrelevant.) The vev matches the
Wigner transform of the trigonometric Ruijsenaars operator.
In the case of symmetric powers, we find a discrepancy between this proposal and the
formula (3.8). The vev of the ’t Hooft line with m = kh∨1 in N = 2
∗ theory, as computed
by that formula, can be expressed as the Moyal product of k copies of the vev for the vector
representation [10, 33]:
〈Tkh∨
1
〉 = 〈Th∨
1
〉 ⋆ · · · ⋆〈Th∨
1
〉 . (3.32)
The Moyal product ⋆ has the property that 〈f〉 ⋆〈g〉 = 〈fg〉 with respect to the Wigner
transform, so this equation means that we have
〈Tkh∨
1
〉 = 〈T km〉 . (3.33)
However, T km is the transfer matrix in the tensor product representation (C
N )⊗k, not the
kth symmetric power of CN . The discrepancy might be ascribed to subtle monopole con-
tributions to the vev of the ’t Hooft line.
4 Transfer matrices from Verlinde operators
We have computed the vevs of a class of Wilson–’t Hooft lines in N = 2 supersymmetric
gauge theories described by a circular quiver, and found that they match the Wigner trans-
forms of transfer matrices constructed from the fundamental trigonometric L-operators. In
this section, we show that these transfer matrices can also be identified with Verlinde op-
erators in Toda theory on a punctured torus. The result is in keeping with the relation
proposed in [10] based on the AGT correspondence [11] between Toda theory and N = 2
supersymmetric field theories.
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4.1 Verlinde operators and Wilson–’t Hooft lines
The AGT correspondence originates from six-dimensional N = (2, 0) supersymmetric field
theory, of type AN−1 in our case, placed on S
4
b
× Cg,n. Here, S
4
b
is an ellipsoid, defined as
a submanifold of R5 by the equation
(x1)2 + b−2
(
(x2)2 + (x3)2
)
+ b2
(
(x4)2 + (x5)2
)
= r2 , (4.1)
and Cg,n is a Riemann surface of genus g with n punctures. With partial topological
twisting along Cg,n, this system preserves eight of the sixteen supercharges of N = (2, 0)
supersymmetry in six dimensions.
In the limit in which Cg,n shrinks to a point, the six-dimensional theory reduces to
a four-dimensional N = 2 supersymmetric field theory on S4
b
, whose gauge and matter
contents are determined by the choice of a pants decomposition of Cg,n and boundary
conditions at the punctures [34, 35]. The theories discussed in section 3 can all be obtained
in this way. If one instead integrates out the modes along S4
b
, one is left with AN−1 Toda
theory on Cg,n with central charge
c = 1 + 6q2 , q = b+ b−1 , (4.2)
with vertex operators Vβr , r = 1, . . . , n, inserted at the punctures. According to the AGT
correspondence, the partition function of the theory on S4
b
equals the correlation function
of Toda theory on Cg,n:
〈1〉S4
b
=
〈∏
r
Vβr
〉
Cg,n
. (4.3)
Let the vertex operators at the punctures be primary fields Vβr , r = 1, . . . , n, labeled
by momenta βr ∈ h∗ valued in the dual of the Cartan subalgebra h of slN . Given a pants
decomposition of Cg,n, the Toda correlation function takes the form〈∏
r
Vβr
〉
Cg,n
=
∫
[dα] C(α;β)F(α;β)F(α;β) , (4.4)
where [dα] is a measure of integration over the set α = {α1, . . . , α3g−3+n} of momenta
assigned to the internal edges of the pants decomposition, β = {β1, . . . , βn} is the set of
momenta assigned to the external edges, C(α;β) is the product of relevant three-point func-
tions, and F(α;β) is the corresponding conformal block which is a meromorphic function
of α and β.
On the gauge theory side, C(α;β) is interpreted as the product of the classical and
the one-loop contributions to the partition function on S4
b
, whereas F(α;β) and F(α;β)
represent the nonperturbative contributions from instantons localized at the two poles at
x2 = x3 = x4 = x5 = 0. The internal momenta α are related to the zero modes a of scalar
fields in the vector multiplets by
α = Q+ ia , (4.5)
and the external momenta β are identified with mass parameters for matter multiplets.
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To incorporate Wilson–’t Hooft lines in the gauge theory, one introduces Verlinde
loop operators in the Toda theory. We will explain the construction of relevant Verlinde
operators in concrete examples. For the moment, it suffices to say that they are specified
by a momentum of the form µ = −bλ and a one-cycle γ in Cg,n, where λ is the highest
weight of a representation of slN .
3 In the presence of a Verlinde operator Φµ(γ), the Toda
correlation function is modified to〈
Φµ(γ)
∏
r
Vβr
〉
Cg,n
=
∫
[dα] C(α;β)F(α;β)
(
Φµ(γ) · F(α;β)
)
. (4.6)
The AGT correspondence asserts [13, 14] that this is equal to the vev of a Wilson–’t Hooft
line Tµ,γ winding around a circle S
1
b
where x4 = x5 = 0 (at x1 = 0, say):
〈Tµ,γ〉S4
b
=
〈
Φµ(γ)
∏
r
Vβr
〉
Cg,n
. (4.7)
It turns out that Φµ(γ) acts on conformal blocks as a difference operator shifting the
internal momenta α, just as Wilson–’t Hooft lines in N = 2 supersymmetric gauge theories
on S1 ×ǫ R
2 × R shift Coulomb branch parameters. Indeed, it was argued in [10] that if
one defines the modified Verlinde operator
Lµ(γ) = C(α;β)
1
2Φµ(γ)C(α;β)
− 1
2 , (4.8)
then its Wigner transform is equal to the vev of the Wilson–’t Hooft line in the theory on
S1 ×ǫ R
2 × R, up to an appropriate identification of parameters:
〈Tµ,γ〉S1×ǫR2×R = 〈Lµ(γ)〉 . (4.9)
Therefore, we expect that for suitable choices of Cg,n, β, µ and γ, the modified Verlinde
operator Lµ(γ) coincides with a transfer matrix constructed from the trigonometric L-
operator.
4.2 Verlinde operators on a punctured torus
To reproduce the transfer matrix (2.43), we consider Toda theory on an n-punctured torus
C1,n and insert vertex operators Vβr with
βr = −N
(q
2
+ imr
)
hN . (4.10)
The corresponding four-dimensional theory on S4
b
is the one described by an n-node circular
quiver, which we studied in section 3.2. The parameter mr is the mass of the bifundamental
hypermultiplet between the rth and (r + 1)th nodes.
To this setup we introduce the Verlinde operator Φµ(γ) with
µ = −bω1 = −bh1 (4.11)
3More generally, the momentum takes the form µ = −bλ1−b
−1λ2, where λ1, λ2 are the highest weights
of a pair of representations of slN . The corresponding Wilson–’t Hooft line is a superposition of lines
wrapping S1b and another circle S
1
b−1
where x2 = x3 = 0.
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b
a
••
• c1
c2 c
3
Figure 2. One-cycles on a punctured torus. The cycle cr goes around the rth puncture.
and γ being a cycle γσ specified by an n-tuple of signs σ ∈ {±}
n. If b and cr are the cycles
shown in figure 2, then
γσ = b+
∑
r
1− σr1
2
cr . (4.12)
In other words, the curve γσ passes “above” or “below” the rth puncture depending on
whether σr = + or −. In the gauge theory, this operator corresponds to the Wilson–’t
Hooft line with magnetic charge (3.17) and electric charge (3.21).
Let us explain the construction of this Verlinde operator step by step, following the
treatment in [15]. To this end, it is convenient to represent the conformal block graphically
as
β1
β2
β3β4
βn
α1
α2
α3
α4
. (4.13)
The internal momenta are αr, r = 1, . . . , n+ 1, with αn+1 = α1.
The first step is to insert the identity operator between βn and β1, and resolve it into
the chiral vertex operators V−bh1 and VbhN by fusion. This step gives the equality
β1
β2
βn
0
−bh1
bhN
α1
α2
αn+1 =
∑
i1
Fi1
β1
β2
βn
−bh1
bhN
∆i1α
1
α1
α2
αn+1
. (4.14)
The difference operator ∆i acts on internal momenta by
∆iα = α− bhi . (4.15)
The function Fi1 is given by
Fi1 =
Γ(Nbq)
Γ(bq)
∏
j1(6=i1)
Γ(iba1j1i1)
Γ(bq + iba1
j1i1
)
, (4.16)
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with
Q = qρ , ρ =
N−1∑
i=1
ωi . (4.17)
Next, we transport V−bh1 along γσ. Graphically, we move the external edge labeled
−bh1 clockwise. Every time the line passes another external edge we get a braiding factor:
β1
β2
βn
−bh1
bhN
∆i1α
1
α1
α2
αn+1
=
∑
i2
Bσ
2
i1i2
β1
β2
βn
−bh1
bhN
∆i1α
1
∆i2α
2
α2
αn+1
=
∑
i2,...,in+1
(
n∏
r=1
Bσ
r
irir+1
) β
1
β2
βn
bhN
−bh1
∆i1α
1
∆i2α
2
∆in+1α
n+1
αn+1
.
(4.18)
The function Bσ
r
irir+1 depends on the sign σ
r, which specifies the direction of the braiding
moves:
Bσ
r
irir+1 = e
−σrπb(ar
ir
−ar+1
ir+1
)
∏
jr(6=ir)
Γ(b(q + iarjrir))
Γ(b(12q + ia
r
jr − ia
r+1
ir+1
− imr))
×
∏
jr+1(6=ir+1)
Γ(ibar+1
jr+1ir+1
)
Γ(b(12q + ia
r+1
jr+1
− iarir + im
r))
. (4.19)
Finally, we fuse V−bh1 and VbhN and project the result to the channel in which the
intermediate state is the identity operator:
β1
β2
βn
bhN
−bh1
∆i1α
1
∆i2α
2
∆in+1α
n+1
αn+1
−→
sin(πbq)
sin(πNbq)
F−1
i1
β1
β2
βn
0
bhN
−bh1
∆i1α
1
∆i2α
2
∆in+1α
n+1
. (4.20)
Note that the right-hand side vanishes unless in+1 = i1 since αn+1 = α1.
Thus, dropping the overall factor sin(πbq)/ sin(πNbq), we find that the Verlinde op-
erator is the difference operator
Φ−bh1(γσ) =
∑
i1,...,in
(∏
r
Bσ
r
irir+1
)
∆{i1,...,in} , (4.21)
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where in+1 = i1 and
∆{i1,...,in} =
∏
r
∆rir . (4.22)
Before we compare the Verlinde operator with the transfer matrix, we must perform a
change of basis and find the modified Verlinde operator (4.8). For the correlation function
at hand, the product of three-point function factors is
C(α;β) =
∏
r
∏
i<j Υ(ia
r
ij)Υ(−ia
r+1
ij )∏
i,j Υ(
1
2q + im
r − iari + ia
r+1
j )
. (4.23)
The precise definition of the function Υ is not important for us; we just need to know that
it satisfies the identity
Υ(x+ b)
Υ(x)
=
Γ(bx)
Γ(1− bx)
b
1−2bx , (4.24)
where Γ is the gamma function.
Let us calculate C(α;β)∆{i1 ,...,in}C(α;β)
−1. The only nontrivial contributions come
from the Υ-factors in which either of i or j (but not both) in arij is equal to i
r:
C(α;β)∆{i1,...,in}C(α;β)
−1
=
∏
r
∏
(ir<)j
Υ(iarirj)
Υ(iarirj − b)
∏
i(<ir)
Υ(iariir)
Υ(iariir + b)
×
∏
(ir+1<)j
Υ(−iar+1
ir+1j
)
Υ(−iar+1
ir+1j
+ b)
∏
i(<ir+1)
Υ(−iar+1
iir+1
)
Υ(−iar+1
iir+1
− b)
×
∏
i(6=ir)
Υ(12q + im
r − iari + ia
r+1
ir+1
− b)
Υ(12q + im
r − iari + ia
r+1
ir+1
)
∏
j(6=ir+1)
Υ(12q + im
r − iarir + ia
r+1
j + b)
Υ(12q + im
r − iarir + ia
r+1
j )
.
(4.25)
Combining the first two lines and using the aforementioned identity, we can rewrite this
quantity as
C(α;β)∆{i1 ,...,in}C(α;β)
−1
=
∏
r
∏
jr(6=ir)
Γ(1− b(q + iarjrir))Γ(b(
1
2q + ia
r
jr − ia
r+1
ir+1
− imr))
Γ(b(q + iarjrir))Γ(1 − b(
1
2q + ia
r
jr − ia
r+1
ir+1
− imr))
×
∏
jr+1(6=ir+1)
Γ(1− ibar+1
jr+1ir+1
)Γ(b(12q + ia
r+1
jr+1
− iarir + im
r))
Γ(ibar+1
jr+1ir+1
)Γ(1− b(12q + ia
r+1
jr+1
− iarir + im
r))
.
(4.26)
Plugging this expression into the formula for the modified Verlinde operator, we see
that the various factors of gamma functions combine nicely into sine functions via Euler’s
reflection formula
Γ(x)Γ(1− x) =
π
sin(πx)
. (4.27)
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The final result is
L−bh1(γσ) =
∑
i1,...,in
(∏
r
e
−σrπb(ar
ir
−ar+1
ir+1
)
∏
jr(6=ir)
(
sinπb(12q + ia
r
jr − ia
r+1
ir+1
− imr)
sinπb(q + iarjrir)
) 1
2
×
∏
jr+1(6=ir+1)
(
sinπb(12q + ia
r+1
jr+1
− iarir + im
r)
sinπibar+1
jr+1ir+1
) 1
2
)
∆{i1,...,in} . (4.28)
The above expression can be written in terms of the functions (2.40) as
L−bh1(γσ)
=
∑
i1,...,in
∆
1
2
{i1,...,in}
(∏
r
ℓibmr+ 1
2
(ibar, ibar+1)i
r+1
ir e
σrπi(ibar
ir
−ibar+1
ir+1
)
)
∆
1
2
{i1,...,in}
. (4.29)
Comparing this expression with the Wigner transform (2.43) of the trigonometric transfer
matrix, we deduce that the modified Verlinde operator coincides with the transfer matrix,
L−bh1(γσ) = Tσ,m , (4.30)
under the identification
ǫ = b2 , ar = ibar , mr = ibmr +
1
2
. (4.31)
It has been proposed in [10] that precisely under this identification of parameters, a
modified Verlinde operator in Toda theory corresponding to a Wilson–’t Hooft line in the
AGT-dual theory on S4
b
reproduces the Weyl quantization of the same Wilson–’t Hooft line
in the same theory, but placed in the spacetime S1 ×ǫ R
2 × R. Therefore, we again reach
the conclusion that the vev of the Wilson–’t Hooft line with charge (3.17) and (3.21) are
equal to the Wigner transform of the trigonometric transfer matrix (2.43).
5 Brane realization
The AGT correspondence between Wilson–’t Hooft lines and Verlinde operators, which we
exploited in section 4, can be realized in terms of branes in string theory. String dualities
relate the brane configuration for the AGT correspondence to another configuration that
realizes four-dimensional Chern–Simons theory, and in the latter setup the emergence of
quantum integrability can be seen more transparently. Another chain of dualities relate
these setups to the one studied in [2, 3], which provided the initial motivation for the
present work. In this last section we discuss these brane constructions.
As explained in section 4, the field theoretic origin of the AGT correspondence is six-
dimensional N = (2, 0) superconformal field theory, which in our context is of type AN−1
and compactified on an n-punctured torus C1,n. This theory describes the low-energy
dynamics of a stack of N M5-branes (modulo the center-of-mass degrees of freedom),
intersected by n M5-branes.
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Consider M-theory in the eleven-dimensional spacetime
M11 = R0 × R
2
12 ×ǫ S
1
3 ×−ǫ R
2
45 × S
1
6 × R7 × R8 × R9 × S
1
10 . (5.1)
(The subscripts indicate the directions in which the spaces extend.) We put N M5-branes
M5i, i = 1, . . . , N , on
MM5i = R0 × R
2
12 ×ǫ S
1
3 × {0} × S
1
6 × {0} × {0} × {0} × S
1
10 . (5.2)
They realize N = (2, 0) superconformal field theory on R0 × R
2
12 ×ǫ S
1
3 × C1, with
C1 = S
1
6 × S
1
10 . (5.3)
Further, we introduce n M5-branes M5r, r = 1, . . . , n, with worldvolumes
MM5r = R0 × R
2
12 ×ǫ S
1
3 × {0} × {l
r} × {0} × R8 × R9 × {θ
r} . (5.4)
These M5-branes create codimension-two defects in the six-dimensional theory, located at
n points (lr, θr) on C1, making C1 an n-punctured torus C1,n.
The two sets of M5-branes share a four-dimensional part of the spacetime, R0×R
2
12×ǫ
S13 , and on this four-dimensional spacetime we get an N = 2 supersymmetric gauge theory
with gauge group G = SU(N)n, described by the circular quiver with n nodes. (More
precisely, the gauge group is SU(N)n × U(1) but the U(1) factor is associated with the
center-of-mass and decoupled from the rest of the theory.) In fact, reduction on S110 turns
M5i into D4-branes D4i on
MD4i = R0 × R
2
12 ×ǫ S
1
3 × {0} × S
1
6 × {0} × {0} × {0} (5.5)
and M5r into NS5-branes NS5r on
MNS5r = R0 × R
2
12 ×ǫ S
1
3 × {0} × {l
r} × {0} × R8 × R9 , (5.6)
and the above brane configuration becomes the well-known D4–NS5 brane configuration
for the circular quiver theory [36]. The difference lr+1 − lr in the x6-coordinate between
NS5r+1 and NS5r is inversely proportional to the square of the gauge coupling for the rth
gauge group, whereas the difference θr+1 − θr in the x10-coordinate is the θ-angle for the
rth gauge group.4
A Wilson–’t Hooft line in this four-dimensional theory is realized by an M2-brane on
MM2 = {t0} × {0} × S
1
3 × {0} × S
1
6 × {0} × R
≥0
8 × {x0} × {θ0} , (5.7)
4To realize nonzero values for the parameters ar and br, we break each D4-brane D4i into n segments D4
r
i
suspended between neighboring NS5-branes and allow these segments to be located anywhere on R8 × R9.
Then, ari is a complex linear combination of the x
9-coordinate of D4ri and the background holonomy of
the U(1) gauge field on D4ri around S
1
3 . The definition of b
r
i is similar, but involves both the x
8- and
x9-coordinates as well as a chemical potential for the magnetic charge at infinity which does not have a
simple interpretation in this brane system.
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where R≥08 is the nonnegative part of R8. Upon reduction on S
1
10, this M2-brane becomes
a D2-brane on
MD2 = {t0} × {0} × S
1
3 × {0} × S
1
6 × {0} × R
≥0
8 × {x0} (5.8)
and creates a Wilson–’t Hooft line of the type considered in section 3. It corresponds to a
Verlinde operator in Toda theory on C1,n, constructed from a vertex operator transported
along the path S16 × {θ0}. We will explain in a moment how to get the other relevant
Verlinde operators.
To understand the relation to quantum integrable systems, let us compactify R9 to a
circle S19 of radius R9. By doing so, we are uplifting the four-dimensional gauge theory
to a five-dimensional one, compactified on a circle. Indeed, by T-duality on S19 we get
D5-branes Dˇ5i, NS5-branes ˇNS5
r
and a D3-brane Dˇ3 with worldvolumes
MDˇ5i = R0 ×R
2
12 ×ǫ S
1
3 × {0} × S
1
6 × {0} × {0} × Sˇ
1
9 , (5.9)
M ˇNS5r = R0 ×R
2
12 ×ǫ S
1
3 × {0} × {l
r} × {0} × R8 × Sˇ
1
9 , (5.10)
MDˇ3 = {t0} × {0} × S
1
3 × {0} × S
1
6 × {0} × R
≥0
8 × Sˇ
1
9 . (5.11)
The D5- and NS5-branes intersect along R0 × R
2
12 ×ǫ S
1
3 × Sˇ
1
9 , where a five-dimensional
circular quiver theory arises. Recall that the radius Rˇ9 of the dual circle Sˇ
1
9 is inversely
proportional to the original radius, Rˇ9 = α
′/R9.
Going back to the M-theory setup, we reduce it on S13 and apply T-duality on S
1
9 .
Then, M5i become D5-branes D˜5i on
M
D˜5i
= R0 × R
2
12 × {0} × S
1
6 × {0} × {0} × Sˇ
1
9 × S
1
10 , (5.12)
M5r become D3-branes D˜3
r
on
M
D˜3
r = R0 × R
2
12 × {0} × {l
r} × {0} × R8 × {φ
r} × {θr} , (5.13)
and M2 becomes a fundamental string F˜1 on
M
F˜1
= {t0} × {0} × {0} × S
1
6 × {0} × R
≥0
8 × {φ0} × {θ0} . (5.14)
The N D5-branes D˜5i support N = (1, 1) super Yang–Mills theory with gauge group
SU(N) on R0×R
2
12× S
1
6 × Sˇ
1
9 × S
1
10. Crucially, this theory is deformed in the present case
due to the fact that the product of S13 and R
2
12 was twisted. This is a deformation of the
type studied in [37], and in the sector in which the relevant supersymmetry is preserved,
the deformed theory is actually equivalent to a four-dimensional variant of Chern–Simons
theory, with Planck constant ~ ∝ ǫ [19]. Four-dimensional Chern–Simons theory, here
placed on R0 × S
1
6 × Sˇ
1
9 × S
1
10, depends topologically on the cylinder
Σ = R0 × S
1
6 (5.15)
and holomorphically on the torus
E = Sˇ19 × S
1
10 . (5.16)
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The D3-branes D˜3
r
create line defects extending in the longitudinal direction of Σ and
located at the points
wr = φr + iθr (5.17)
on E. The fundamental string F˜1, on the other hand, creates a Wilson line in the vector
representation that winds around the circumferential direction and is located at
z0 = φ0 + iθ0 (5.18)
on E. Thus, on the cylinder Σ, we have the same situation as in figure 1(c), in which a
quantum spin chain was described in terms of lines on a cylinder.
Indeed, a quantum integrable system emerges from such a configuration of line oper-
ators in four-dimensional Chern–Simons theory [17]. The Hilbert space of the integrable
system is the space of states of the field theory on a time slice (where the x0-coordinate is
constant) intersected by line operators extending in the time direction. The integrability is
a consequence of the topological–holomorphic nature of the theory: by the topological in-
variance on Σ, one can slide line operators winding around the cylinder continuously along
the longitudinal direction; and if two such line operators are located at different points on
E, one can move them past each other without encountering a phase transition, thereby
establishing the commutativity of transfer matrices.
It was argued in [19], based on the earlier work [2, 3], that a crossing of line defects
created by a D3-brane and a fundamental string produces the elliptic L-operator (2.21)
with z = z0, w = w
r and y = 05 (up to shifts by constants). The parameter τ is the
modulus of E:
τ = i
R10
Rˇ9
. (5.19)
Now, take the limit Rˇ9 → 0, in which Sˇ
1
9 shrinks to a point, S
1
9 decompactifies, and
the five-dimensional circular quiver theory reduces to the four-dimensional one. This is
the trigonometric limit τ → i∞, so we conclude that the transfer matrix constructed from
the trigonometric L-operator arises from a Wilson–’t Hooft line in the four-dimensional
circular quiver theory.
In the previous sections we studied the transfer matrix Tσ,m associated with the cycle
γσ in C1,n specified by an n-tuples of signs σ. The Wilson–’t Hooft line considered above
corresponds to a specific choice of σ. Those corresponding to the other choices can also
be constructed in a similar manner, but the construction is a little more subtle. Let us
explain how this construction works from the point of view of four-dimensional Chern–
Simons theory.
For simplicity, let us set all θr = θ0. (Since Tσ,m is independent of the spectral param-
eters z0 and w
r, we do not lose anything by this specialization.) According to the analysis
of [18], framing anomaly requires that if a Wilson line curves by an angle ϕ, its coordinate
5More generally, D3r can be split into two semi-infinite D3-branes D3r+ and D3
r
−, each ending on the
stack of D5-branes at x8 = 0. The parameter y is given by the separation of these two halves in E. In the
five-dimensional circular quiver theory, the separation is proportional to the complex mass parameter mr
for the bifundamental hypermultiplet charged under the rth and (r + 1)th gauge groups.
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Σx0
x6
φ0
lr lr+1
(a)
• •
C1,n
x10
x6
θ0
lr lr+1
(b)
Figure 3. (a) A path in Σ bending near double lines. (b) The corresponding path in C1,n detours
around the punctures.
on S110 must be shifted by −ǫNϕ/2π. We can make use of this property to get a Wilson
line supported on the cycle γσ: fix a small value ϕ0 and let the Wilson line bends by the
angle σrϕ0 right before it crosses the rth double line, as illustrated in figure 3.
The trigonometric limit Rˇ9 → 0 is equivalent to the limit R10 → ∞. In this limit,
C1,n is elongated by an infinite factor in the x
10-direction and the solid line is located at
z = lr − σri∞ when it crosses the rth double line. This is precisely the limit that appears
in the definitions of the fundamental L-operators (2.38), from which Tσ,m is constructed.
The D5–NS5–D3 brane system (5.9)–(5.11) is another interesting duality frame. It is
actually possible to introduce an additional set of NS5-branes so that the 5-brane system
realizes a four-dimensional N = 1 supersymmetric gauge theory on R212 ×ǫ S
1
3 × Sˇ
1
9 . The
D3-brane creates a surface defect in this theory. As expected, it acts on the partition
function of the theory as an elliptic transfer matrix [2, 3].
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