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ABSTRACT 
Establishing an energy monitoring and management methodology is a quintessential milestone for informed 
energy savings decision making as well as for effectively reducing the cost and the environmental impact of 
shipping operations. In this study, a novel systematic methodology is proposed for the energy management of the 
ship propulsion engine, which is the largest ship energy producer. The methodology employs a combination of 
tools including statistical analysis, predicting the engine air flow via compressor modelling and energy and exergy 
analyses, whereas its output includes the engine operating profile, the most frequently occurring propeller curves 
and the engine most frequent operating points, the key performance indicators for quantitatively assessing the 
recorded parameters quality as well as the energy and exergy flows and exergy destruction of the engine 
components. The methodology is implemented for three case studies for a very large crude carrier, a container 
ship and a bulk carrier, for which recorded data were available by using different monitoring techniques from 
either noon reports of automatic data acquisition systems. The derived results provide the engine operating profile 
demonstrating that the investigated vessels were operating in slow steaming conditions with a lower engine 
efficiency associated with a greater exhaust gas wasted energy. The measured data analysis demonstrates the 
better quality of the data recorded by automated monitoring systems and pinpoint maintenance issues of the engine 
components. Lastly, the exergy analysis results demonstrate that the exhaust gas and jacket cooling water provide 
the greater exergy flows rendering them attractive for energy saving initiatives, whereas the engine block, 
compressor and turbine are the engine components with the greater exergy destruction, thus requiring closing 
monitoring for timely identifying mitigating measures.  
 
Keywords: Systematic methodology, Energy Management, Ship propulsion engine, statistical analysis, 
quantification of measurements quality, energy and exergy analyses 
 
Highlights 
 A systematic methodology for ship engines energy management was developed 
 Employs statistical analysis, compressor modelling and energy/exergy analyses 
 Engine operating profile is identified and measured parameters quality is quantified 
 Automatically recorded data exhibits better quality versus noon reports data 
 Deviations in the actual engine operation from baseline conditions were identified 
 Energy saving initiatives are proposed based on the developed methodology results  
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1 INTRODUCTION 
Due to their large efficiency, marine diesel engines represented 65% of the marine propulsion market in 
2016, with a 4.3% growth forecast by 2024 (GMI, 2017). However, international shipping, although it is the most 
efficient mode of transportation, is still responsible for over 10% of anthropogenic NOx and SOx emissions as 
well as 3% of CO2 emissions (IMO, 2015). Within that context, considerable efforts have been dedicated by both 
international and national regulatory authorities in setting stringent efficiency standards for ships as well as 
implementing energy and emissions monitoring. For controlling the CO2 emissions from ships, the International 
Maritime Organisation (IMO) introduced the energy efficiency design index (EEDI) regulation along with the 
energy efficiency operational indicator (EEOI) and the Ship Energy Efficiency Management Plan (SEEMP) 
regulations, whereas EU introduced legislation for the CO2 emissions monitoring reporting and verification 
(MRV) (EC, 2013; IMO, 2014; IMO, 2012; Blanco-Davis & Zhou, 2016). As the emissions reduction is directly 
related to the fuel consumption and the fuel cost is one of the most significant contributors to the ship operational 
expenditure (OPEX), fuel saving initiatives have become requisite (Abadie, et al., 2017; Adland, et al., 2018; 
Brynolf, et al., 2014; Deniz & Zincir, 2016). 
Due to its influence on both the economic and environmental indicators, the ship energy efficiency has 
been a subject attracting the interest of the academia as well as the maritime industry stakeholders (Johnson, et 
al., 2013; Chi, et al., 2018; Lützen, et al., 2017; Wang, et al., 2016; Jensen, et al., 2018; Baldi, et al., 2016). 
Previous studies proposed new technologies, policies and measures as well as investigated approaches and 
benchmarking practices for the vessel efficiency improvement (Cichowicz, et al., 2015; Blanco-Davis & Zhou, 
2016; Jeong, et al., 2018). In addition, methodologies for studying the exergy and energy flows of the ship energy 
systems have been proposed (Baldi, et al., 2015; Dimopoulos & Kakalis, 2014) mostly focusing on the main 
engine as the major ship energy producer. However, realistic operating profiles for the ship navigation and engine 
performance parameters corresponding to the ship life cycle are required for implementing these approaches. 
Furthermore, the multiple operating points of the engine operating profile have not been examined separately as 
the estimated energy flows are usually aggregated over the entire engine operating envelope. In addition to the 
above, the ISO 50001 was introduced in 2011 as one of the most prominent energy assessment methodologies 
(Kanneganti, et al., 2017); however, it is not tailored for marine power plants and its general description of energy 
management leaves much room for interpretation (Dörr, et al., 2013). 
As an outcome of the pertinent literature review, the shipboard measurements and data collection was 
identified as requisite for the understanding of the ship and her systems performance as well as for pursuing 
appropriate energy saving initiatives. In this respect, the vessel performance parameters monitoring (Deligiannis, 
2017), which entails the measurement of primarily the navigational parameters and the main engine operational 
parameters (such as draft, weather conditions, speed through water, torque, propeller rotational speed and fuel 
consumption), has been employed in order to comprehend the trade-offs between the vessel speed, the engine 
load, and the fuel consumption. Difficulties associated with this approach include the sheer complexity between 
the ship hull, propeller and machinery interactions (Mizythras, et al., 2018), the considerable inaccuracies of 
measuring a number of critical parameters (e.g. ship speed and fuel consumption etc.) and the greatly varying 
environmental conditions, which introduce large uncertainties in the calculated trade-offs and require 
sophisticated statistical analyses to reject outliers (Aldous, et al., 2015; Galli, et al., 2014; Perera & Mo, 2017). 
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As a more effective approach for the vessel energy systems management, (Dimopoulos & Kakalis, 2014) proposed 
the combination of energy and exergy analyses based on collected engine/systems performance parameters 
(including working media temperatures and pressures, shafts rotational speed and torque, etc.). In this respect, the 
exergy analysis provides the engine and its components additional parameters including the energy quality and its 
degradation, the associated performance indicators and the inefficiencies sources, (Dimopoulos & Kakalis, 2014; 
Kotas, 1985; Baldi, et al., 2015) . Although the above approaches were used in a number of studies, there is a lack 
of an approach that can address systematically the ship energy management (Cichowicz, et al., 2015; Meng, et 
al., 2016).  
To support these approaches, different data collection practices employed in the shipping industry for 
acquiring data on-board ships (Armstrong & Banks, 2015; Aldous, et al., 2015), in specific: (a) Noon Reports 
(NR), where the crew is responsible of recording one data entry every 24 hours, and (b) Automatic Data Logging 
Monitoring (ADLM) systems, which can record a number of parameters at any specified sampling rate that usually 
results in a vast amount of high-quality data (Nielsen, et al., 2012; Lajic, et al., 2009; Perera & Mo, 2016). By 
employing the NR method, the data parameters recorded are limited and the data quality may be doubtable owing 
to the involvement of the human element. However, despite of the potential advantages of ADLM systems, ship 
owners/operators have been sceptical with regard to their implementation on-board ships due to the associated 
costs and the additionally imposed challenges for the crew (Armstrong & Banks, 2015; Jafarzadeh & Utne, 2014; 
Logan, 2011; Poulsen & Johnson, 2016; Petersen, et al., 2012; Johnson & Styhre, 2015). Therefore, the largest 
portion of the world fleet is not equipped with appropriate monitoring equipment (Poulsen & Johnson, 2016), 
resulting in a major lack of sufficient quality data, which acts as a barrier in implementing strategies for improving 
the ship energy efficiency (Jafarzadeh & Utne, 2014; Rehmatulla & Smith, 2015).  
Due to the lack of high-quality operational data, the wide operating envelope of the propulsion system, the 
varying environmental conditions and the propulsion system components degradation, as well as the fact that a 
number of critical parameters cannot be measured with a feasible monitoring system (e.g. air flow), vessel energy 
systems modelling approaches have been extensively used for well over a decade (Dimopoulos, et al., 2014; 
Dimopoulos, et al., 2012; Duarte, et al., 2004; Guan, et al., 2014). However, a concept of implementing an 
integrated approach, which combines (a) measuring data, (b) modelling techniques, and (c) energy/exergy 
analyses of the system and its components, is emerging as takes advantage of the insight to the system gained by 
modelling and the more accurate representation of system components provided by the measured data (Baldi, et 
al., 2015; Dimopoulos & Kakalis, 2014; Duarte, et al., 2004; Dimopoulos, et al., 2014). However, with the current 
model-based approaches, inconsistencies and concerns arise regarding the realism and accuracy of the results 
(Baldi, et al., 2015), as real-time data usage is quite limited, and the energy flows are aggregated over the entire 
operating envelope. For obtaining a better insight into the state of the system, the integration of an energetic and 
exergetic analyses with a data-oriented approach, which employs specific operating engine points obtained by 
analysing a realistic operating profile is requisite. A way to accommodate this is by employing statistical analysis 
(Perera & Mo, 2016; Perera & Mo, 2017) for identifying the main engine Most Frequently Occurring (MFO) 
operating points and the most frequently occurring propeller curves as an additional metric associated with the 
ship propulsion plant operational conditions, which has not proposed in previous studies. 
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In summary, from the preceding literature review, the following gaps are identified: (a) the lack of a 
systematic, technically-oriented energy monitoring methodology tailored to the marine industry needs, (b) the 
need to identify and more accurately represent the actual operating profile of the ship propulsion, (c) the lack of 
a data-oriented approach for conducting the energy and exergy analyses, and (d) the need for employing statistical 
analysis to firstly filter the data (reject outliers) and secondly determine the propulsion system most frequent 
propeller curves and subsequently the main engine Most Frequently Occurring (MFO) operating points, for each 
MFO propeller curve.  
For addressing these gaps, the present study focuses on the development of a novel systematic methodology 
for the vessel propulsion engine energy management. It is the first time that such a study is presented in the 
pertinent literature aiming to be used as a framework to drive the energy management analysis of the ship 
propulsion systems, leading to the identification of energy fuel saving initiatives with expected benefits for both 
academia and industry. The developed methodology is implemented for the cases of three different oceangoing 
cargo vessels, in specific a very large crude carrier (VLCC), a container ship and a bulk carrier, as these vessel 
types represent the 84.7% of the world fleet (UNTAD, 2017).  
The remaining text is structured as follows. The investigated system description is provided in Section 2. 
Section 3 includes the description of the proposed systematic methodology. Section 4 discusses the results of the 
developed systematic methodology and summarises the proposed energy saving initiatives. Finally, Section 5 
includes the conclusions drawn from this study. 
 
2 SYSTEM DESCRIPTION  
The major components of a typical energy system of oceangoing cargo vessels include the main (propulsion) 
engine, the diesel-generator sets and the boilers (auxiliary and/or exhaust gas waste heat recovery) as illustrated 
in Fig. 1. The propulsion engine can be of either the two-stroke type, which directly drives the ship propeller, or 
the four-stroke type that drives the propeller by the use of a gearbox (Wood & Stapersma, 2002). The ship 
electrical energy is generated by the use of two to four generator sets, whereas the thermal energy demand is 
typically covered by producing saturated steam by using either a waste heat recovery (WHR) exhaust gas boiler, 
which recovers thermal energy from the main engine exhaust gas, or an oil-fired auxiliary boiler.  
The propulsion (mechanical) energy corresponds to approximately 85% of the total ship energy demand 
(Baldi, et al., 2015; Dimopoulos & Kakalis, 2014; Trivyza, et al., 2018), which justifies the focus of this study on 
the ship propulsion engine as, in this respect, more considerable energy savings are expected. The engine 
subsystems, components and their interconnections as well as the employed working media are also schematically 
illustrated in Fig. 1. The main engine components (Woodyard, 2003) include the engine cylinders block, the 
turbocharger (T/C), which consist of the compressor (C) and the turbine (T) connected in a common turbocharger 
shaft, the scavenge air cooler, the scavenge air receiver and the exhaust gas receiver. The engine service systems 
include the scavenge air cooler (SAC) cooling water system for the cooling hot air exiting the T/C compressor 
jacket cooling water (JCW) systems for the cooling of the cylinder block metallic parts, and lubricating oil (LO) 
system for reducing the friction and removing the heat due to friction from the engine moving/rotating 
components.    
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Figure 1: Typical marine system and main engine schematic 
3 METHODOLOGY DESCRIPTION 
3.1 Methodology Steps  
The proposed in this study methodology was developed for systematically addressing the vessels main engine 
energy management by integrating a number of state-of-the-art tools including statistical analysis, compressor 
modelling and energy/exergy analysis. This methodology consists of five phases (listed in numerical order), each 
of which includes several stages (listed in alphabetical order). In additionally, each stage includes its own steps. 
The methodology phases and stages, which are graphically shown in Fig. 2, are listed as follows. 
1. Data collection 
A. Required Monitored Parameters (RMPs) recorded on-board are collected. 
B. Baseline data is used to establish a basis for comparing the results of the exergy and energy 
analyses (in phase 4).  
C. Miscellaneous data is acquired by using documents that provide information on the vessel main 
engine. 
2. Preliminary analysis of data 
A. Identification of the missing RMPs. 
B. Correction of RMPs according to ISO standards and/or manufacturer guidelines whenever 
applicable. 
3. Data analysis 
A. Statistical analysis is employed using the engine power and speed, to identify the data in steady 
state, the MFO propeller curves and the MFO engine operating points. 
B. Quality assessment of the RMPs is performed through a set of Key Performance Indicators 
(KPIs). 
C. Prediction of the air mass flow rate by modelling the turbocharger compressor.  
D. Derivation of the energy and exergy analyses required input data. 
4. Energy and Exergy analyses 
A. Derivation of the energy flows and the energy analysis KPI. 
B. Derivation of the exergy flows, the exergy destruction and the exergy analysis KPI. 
5. Energy saving initiatives 
A. Evaluation and discussion of the derived results. 
B. Evaluation of the vessel energy and fuel savings initiatives. 
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6.  
7. Figure 2: Ship propulsion engine energy management methodology outline 
 
3.2 Data Collection 
3.2.1 Required Monitored Parameters 
The data collection stage includes the collection of the Required Monitored Parameters (RMPs) listed in Table 1, 
which need to be recorded on-board the vessel. Each RMP is associated with a rating, being characterised as either 
essential (denoted by E) or non-essential (denoted by N). The essential RMPs are absolutely necessary for 
implementing the systematic methodology proposed herein; however in the case where the non-essential RMPs 
are not available, they can be approximated by employing basic assumptions, so that the methodology can still be 
implemented. 
 
3.2.2 Baseline Data 
 The Baseline Data stage refers to data that are processed in tandem with the RMPs and will be used in 
the Energy and Exergy Analyses phase for providing the baseline for comparison. The required data includes the 
parameters listed in Table 2, which can be collected from the following sources: (a) manufacturer look up tables 
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(e.g. MAN Diesel & Turbo CEAS (MAN Diesel & Turbo, 2017) or WinGD GTD (WinGD, 2018)), (b) engine 
shop tests or sea trials, (c) RMPs previously collected (e.g. after the vessel drydock or the main engine overhaul), 
and (d) computer simulation results.  
Table 1: Required Monitored Parameters 
Component Required Monitored Parameters Rating 
Engine 
Fuel Lower Heating Value (LHV) [kJ/kg] N 
Engine Rotational Speed [r/min] E 
Engine Power [kW] E 
Fuel Flow Rate [kg/h] E 
Ambient Conditions 
Engine Room Temperature [oC] E 
Engine Room Pressure [bar] N 
Scavenge Air Cooler(s) Cooling Fresh Water inlet Temperature [oC] E 
Lubricating Oil Cooler 
Lubricating Oil Inlet Temperature [oC] N 
Lubricating Oil Outlet Temperature [oC] N 
Jacket Water Jacket Water Inlet Temperature [oC] N 
Turbocharger(s) 
Rotational Speed [r/min] E 
Compressor Air Outlet Temperature [oC] E 
Turbine Exhaust Gas Inlet Temperature [oC] E 
Turbine Exhaust Gas Outlet Temperature [oC] E 
Turbine Back Pressure [mm WC] N 
Air Filter Pressure Drop [mm WC] N 
Scavenge Air Cooler(s) 
Air Outlet Temperature [oC] E 
Cooling Fresh Water Outlet [oC] N 
Air Pressure Drop [mm WC] N 
Scavenge Air Receiver Scavenge Air Pressure [bar] E 
Table 2: Baseline Data parameters 
Component/Category Baseline Data Parameters 
Ambient Conditions 
Engine Room Temperature [oC] 
Engine Room Pressure [bar] 
SAC(s) Cooling FW inlet temperature [oC] 
Engine 
Fuel Lower Heating Value [kJ/kg] 
Engine Rotational Speed [r/min] 
Specific Fuel Oil Consumption [g/kWh] 
Turbine Exhaust Gas Temperature [oC] 
Engine Air Flow Rate [kg/s] 
Engine Coolers 
Scavenge Air Cooler Heat Dissipation [kW] 
Jacket Water Cooler Heat Dissipation [kW] 
Main Lubrication Oil Heat Dissipation [kW] 
 
3.2.3. Miscellaneous Data 
The Miscellaneous Data stage includes the derivation of information for (a) the sensors installed on-
board the vessel to record the RMPs, (b) the turbocharger compressor map, and (c) the engine service systems 
pumps flows and operating parameters. Specifically, the vessel engine operational manual provides information 
about the shipboard sensors based on which, the uncertainties of the recording equipment can be determined. The 
compressor map is often not available, however alternative modelling approaches for estimating the performance 
map of the marine engines turbocharger compressors can be employed (Llamas & Eriksson, 2015; Llamas & 
Eriksson, 2018; Guan, et al., 2014). The engine auxiliary systems (cooling water, lubricating oil) parameters 
including flow rates and temperatures can be estimated form the engine Project Guide and the engine Operation 
and Data Manual.  
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3.3 Preliminary Analysis  
 The objective of the preliminary analysis phase is two-fold; firstly, the missing RMPs are identified, and 
secondly specific RMPs are corrected, when required, according to the corresponding ISO standards and/or the 
manufacturer guidelines to provide a common basis for comparison. In specific, the latter stage includes correcting 
the RMPs according to the guidelines of the engine Project Guide (MAN Diesel & Turbo, 2010), the engine 
Operation & Data Manual (MAN B&W, 2007) and the ISO 3046-1:2002 (ISO 3016-1:2002, 2002) as indicated 
in Table 3.  
As also noted in Table 1, the ambient pressure and turbine back pressure are non-essential parameters, 
meaning that their non-availability results in insignificant errors for the RMPs correction. Based on the correction 
formulae and the expected variation of the controlling parameters, the maximum errors were estimated; it was 
inferred that among the non-essential parameters, the back pressure is deemed as the most important and needs to 
be measured as it can provide useful information with regard to the fouling condition of the exhaust gas system 
and additionally, it adversely affects the engine performance (MAN Diesel & Turbo, 2014).  
Table 3: RMPs correction 
Corrected RMPs Reference Document RMPs used for correction  
Engine Power ISO 3046-1:2002 
Ambient temperature 
Ambient pressure 
SAC(s) inlet Cooling FW temperature  
Fuel Flow Rate (or Specific Fuel 
Oil Consumption) 
ISO 3046-1:2002 
Ambient temperature 
Ambient pressure 
SAC(s) inlet Cooling FW temperature  
T/C Turbine Exhaust Gas Outlet 
Temperature 
Project Guide / Operation 
& Data Manual 
Ambient temperature 
Ambient pressure 
SAC(s) inlet Cooling FW temperature  
Turbine back pressure 
Scavenge Air Pressure Operation & Data Manual 
Ambient temperature 
SAC(s) inlet Cooling FW temperature  
T/C Rotational Speed 
SAE J1826 (SAE J1826, 
1995) 
Ambient temperature 
T/C Compressor Outlet 
Temperature 
Operation & Data Manual 
Ambient temperature 
Compressor outlet air temperature 
T/C Turbine Inlet Temperature Operation & Data Manual 
Turbine exhaust gas inlet temperature 
Turbine exhaust gas outlet temperature 
 
3.4 Data Analysis 
 The objectives of the Data Analysis phase are: (a) to identify the MFO propeller curves and the MFO 
engine operating points, (b) to quantitatively evaluate the RMPs quality, and (c) to derive the input parameters 
required for the energy and exergy analyses. As illustrated in Fig. 2, these objectives are achieved by: (a) 
developing and implementing a statistical analysis approach to identify the steady state operating periods, and 
subsequently determine the MFO propeller curves as well as the MFO engine operating points for each MFO 
propeller curve, thus estimating the actual engine operating profile, (b) assessing the RMPs quality whilst 
considering the uncertainties of the sensors used for the data acquisition, (c) filtering and smoothing the RMPs, 
(d) predicting the engine airflow by employing a T/C compressor model, and (e) providing the required input to 
the energy and exergy analyses. 
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The stages of this phase can be implemented for all the acquired data or for various data sets corresponding to 
consecutive time periods. In the latter case, the derived results can provide the evolution of the temporal variations 
of the MFO propeller curves, the acquired data assessment KPIs as well as the energy and exergy analyses 
parameters. These trends can be subsequently used for supporting decisions on required energy saving initiatives. 
 
3.4.1 Statistical Analysis 
 The statistical analysis uses as input the engine speed and the corrected power along with additional user 
input data which includes (a) the maximum engine load rate of change (in percentage of the maximum continuous 
rating (MCR) load per hour) above of which, the engine is considered to operate in transient conditions, (b) the 
minimum value of R2 for accepting the fit of each voyage propeller curve (below of which, the fit is rejected), (c) 
the power and rotational speed at the engine MCR operational point, and (d) the data sampling rate (in number of 
measurements per day). 
The steps of this phase, which are also illustrated in Fig. 3, are the following. 
i. The data entries corresponding to the engine steady state operation are identified. 
ii. The engine power versus speed data set is split into individual data sets corresponding to each vessel 
voyage. One voyage is defined as the travel from the origin to the destination port (i.e. the one leg of a 
round voyage).  
iii. The data from each voyage is then fitted with a propeller curve function, which is parametrised by using 
two parameters. 
iv. The propeller curve parameters derived from the previous step are treated as random variables, and their 
MFO values are calculated based on which, the MFO propeller curve(s) are determined.  
v. The engine power versus engine speed data sets are categorised according to their respective propeller 
curve. 
vi. Using the categorised engine power data, the probability distribution of the engine power for every MFO 
propeller curve is derived, the MFO engine operating points are determined and the engine operating 
profile is estimated. 
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Figure 3: Statistical analysis flowchart 
 
Identification of Data in Steady State Conditions 
The procedure firstly includes the identification of the steady state and transient engine operating 
conditions by employing the engine load time derivative as provided by the following equation:  
100 Δ𝑃𝐸
𝑃𝐸,MCRΔ𝑡
>  𝑐𝑢𝑠𝑒𝑟  (1) 
where ΔPE denotes the change of the engine power, PE,MCR denotes the engine power at MCR, and Δ𝑡 denotes the 
time step. 
The engine operating points with load below 10% of MCR are also considered to correspond to transient 
conditions (MAN Diesel & Turbo, 2010). This procedure is carried out only in the cases where the data sampling 
rate exceeds four entries per day. For smaller sampling rate values, all data are assumed to correspond to steady 
state conditions as not enough information is available for categorising the data sets. As proposed by the engine 
manufacturer (MAN Diesel & Turbo, 2010), typical load changes occur with a slope of 5% of MCR power per 
hour; therefore this value was taken into account for the case studies presented in the following sections. The 
number of data entries at transient operating conditions is used as a KPI to determine the percentage of the engine 
operation in steady state conditions. 
 
Split of Engine Power & Engine Speed to Smaller Data Sets 
The second step includes the split of the engine power and rotational speed data set into smaller data sets on 
a per-voyage basis and fitting one propeller curve function for each data set. Each voyage is identified by 
considering the periods where the measured engine power and engine speed are zero.  
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Determination of Best-Fit Propeller Curves & Propeller Curve Parameters  
In the third step, a propeller curve function, which is determined by the following equation (Carlton, 2007) 
(MAN Diesel & Turbo, 2011), is fitted for every data set corresponding to the 𝑖𝑡ℎ voyage: 
𝑃𝐸(𝑁𝐸)𝑖 = 𝛼𝑖𝑁𝐸
𝑒𝑖   (2) 
where the coefficient 𝛼𝑖 and the exponent 𝑒𝑖 are the two parameters of each propeller curve function. 
The minimum R2 value for accepting a propeller curve fit needs to be provided by the user. In this study, the 
R2 threshold was set to be 0.5, as the engine power versus engine speed data plots tend to exhibit a large scattering 
below this value. In this respect, the propeller law (eq. (2) with the value of exponent equal to 3) does not always 
provides the best fit, however the exponent values are expected to be very close to 3 (MAN Diesel & Turbo, 
2011), and therefore, the exponent 𝑒𝑖 is considered to vary in the range from 2.8 to 3.2. For rendering the propeller 
curve function algebraic manipulation easier,  eq. (2) is transformed to a first order polynomial (linear function) 
by considering the natural logarithms of the two terms of eq. (2) (Heer & Maussner, 2005). Thus, the following 
equation is derived: 
yi = ai + 𝑒𝑖x (3) 
where ai = ln𝛼𝑖 and x = ln𝑁𝐸 . 
The number of the rejected propeller curves with values of R2 lower than the considered threshold for 
rejecting the data fit and the number of the rejected data entries corresponding to these propeller curves are used 
as KPIs to quantify the dispersion of the data, and subsequently the quality of the on-board data recording 
procedure. 
 
Estimation of MFO Propeller Curve Functions  
 In the fourth step, the propeller curve function of eq. (3) is parametrised by considering the integral and 
the distance parameters. The former is determined by considering the definite integral of the engine power 
evaluated using two specific values of the engine rotational speed (namely 𝑁ℎ𝑖 and 𝑁𝑙𝑜) and represents the area 
under each propeller curve, whilst the latter represents the power difference evaluated using the same values of 
the engine rotational speed. The integral and the distance propeller curve parameters are estimated by using the 
following equations, respectively: 
𝑃𝐼,𝑖 = ∫ ( ai + 𝑒𝑖x) 𝑑x
ln 𝑁ℎ𝑖
ln 𝑁𝑙𝑜
= ai (ln
𝑁ℎ𝑖
𝑁𝑙𝑜
) + 𝑒𝑖
(ln𝑁ℎ𝑖)
2 − (ln𝑁𝑙𝑜)
2
2
 (4) 
𝑃𝐷,𝑖 = ai + 𝑒𝑖x|ln 𝑁𝑙𝑜
ln 𝑁ℎ𝑖 = ai + 𝑒𝑖 (ln
𝑁ℎ𝑖
𝑁𝑙𝑜
) (5) 
These propeller curve parameters are calculated for the propeller curve of every voyage. Furthermore, the 
limits of evaluation (𝑁ℎ𝑖 and 𝑁𝑙𝑜 , respectively) are of great importance, as their selection affects the consistency 
of the probability distribution function (PDF) that the propeller curve parameters are fitted with, as explained 
below. In this respect, they were chosen to be a standard deviation away from the mean engine rotational speed 
of the whole data set, and calculated according to the following equations: 
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𝑁ℎ𝑖 = 𝜇𝑁𝐸 + 𝜎𝑁𝐸  𝑎𝑛𝑑 𝑁𝑙𝑜 = 𝜇𝑁𝐸 − 𝜎𝑁𝐸  (6) 
where the 𝜇 and 𝜎 are the mean and standard deviation of the engine rotational speed data points, respectively. 
The integral and distance propeller curve parameters are treated as random variables, with their PDFs 
being approximated by a Gaussian Kernel Density Estimation (KDE) (Sheather, 2004), which is a non-parametric 
way to estimate the PDF of random variables that cannot be readily described by other conventional PDFs. The 
selection of this distribution was based on the fact that the integral and distance parameters PDFs are expected to 
be multimodal; hence, the Gaussian KDE is calculated by superimposing a number of Gaussian Distributions 
(Gramacki, 2018). The following equation are used to calculate the integral parameter PDF, (𝑓ℎ): 
𝑓ℎ(𝐏𝐼) =
1
Vℎ𝐼
∑
1
√2𝜋
exp {−
1
2
(
𝑃𝐼 − 𝑃𝐼,𝑖
ℎ𝐼
)
2
}
V
𝑖=1
 (7) 
where 𝐏𝐼 = [𝑃𝐼,1, 𝑃𝐼,2, … , 𝑃𝐼,𝑖 , …𝑃𝐼,𝑉] is the integral parameter vector consisting of all integral parameter values 
calculated from the first voyage to the last voyage 𝑉.  
It comes as an inherit drawback of the KDE that the value of the bandwidth, ℎ𝐼, has to be optimal, as a large 
bandwidth would cause the KDE being over-smoothed, thus hiding features or maxima of the distribution, 
whereas choosing a small bandwidth value would result in a PDF with noise. For obtaining a sufficient 
performance of the distribution for a wide range of data sets, the Silverman’s reference bandwidth (Sheather, 
2004) was considered, which is estimated according to the following equation: 
ℎ𝐼 = 0.9 [ min ( 
IQR(𝐏𝐼)
1.34
, std(𝐏𝐼) ) ]
−1/5
  (8) 
where IQR is the interquartile range of the random variable 𝐏𝐈. Having determined a bandwidth and fitted the 
integral propeller curve parameter with the KDE, the 𝑘 most frequently occurring values corresponding to the 
local maxima of the KDE can subsequently be determined by using the following equation:  
𝑃𝐼 
𝑘 = argmax(𝑓ℎ𝐼(𝐏𝐼)) (9) 
Equations (7) – (9) are also employed for the calculation of the distance parameter of the propeller curve, by 
substituting 𝐏𝐼 with 𝐏𝐷.  
 Having obtained the MFO integral and distance propeller curve parameter values, the MFO propeller 
curve coefficients and exponents can be subsequently estimated by using the following equation, which was 
derived by manipulating eq. (4)-(5): 
[
ln( 𝛼 
𝑘 )
 
 
𝑒 
𝑘
] =
[
 
 
 ln
𝑁ℎ𝑖
𝑁𝑙𝑜
0.5[( ln𝑁ℎ𝑖  )
2 − (ln𝑁𝑙𝑜)
2]  
1 ln
𝑁ℎ𝑖
𝑁𝑙𝑜 ]
 
 
 
−1
[
𝑃𝐼 
𝑘
 
 
𝑃𝐷 
𝑘
] (10) 
where 𝑘 denotes the kth MFO propeller curve.  
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Solving the above system 𝑘 times, the propeller curve coefficient 𝛼 
𝑘  and exponent 𝑒 
𝑘  are obtained. In case 
where the difference between the power of two adjacent MFO propeller curves for the whole engine speed range 
is lower than 5% of the MCR power, the two data sets are merged and a single MFO propeller curve is fitted. 
 
Categorisation of Engine Power Data According to the MFO Propeller Curves 
The fifth step includes the categorisation of the engine power (𝑃𝐸) and engine speed (𝑁𝐸) to subsets, 𝐏𝐸 
𝑘 , 
each of them corresponding to the respective MFO propeller curves such that: 𝑃𝐸 = { 𝐏𝐸 , 
𝟏 𝐏𝐸 , 
𝟐 … 𝐏𝐸 
𝑘 } and 𝑁𝐸 =
{ 𝐍𝐸, 
𝟏 𝐍𝐸 , 
𝟐 … 𝐍𝐸 
𝑘 }. In this way, the most frequently occurring main engine loads per MFO propeller curve can be 
identified. 
In order for the data set of the engine power versus rotational speed to be categorised, the midpoint of 
the power difference between the adjacent propeller curve equations is calculated, as shown in Fig. 2 (step v). For 
example, if the 1st and 2nd MFO propeller curves are adjacent (i.e. there is no other MFO propeller curve in 
between), then the midpoint line between those would be defined according to the following equation: 
𝑀1~2 =
𝑃𝐸(𝑁𝐸) 
1 − 𝑃𝐸(𝑁𝐸) 
2
2
 (11) 
The midpoint line is then used as the boundary between adjacent propeller curves, and thus the data can be 
linked to their respective MFO propeller curve as shown in Fig. 2. The electronic address (index) of the engine 
power data set belonging to each MFO propeller curve is saved and used to characterise the rest of the RMPs for 
each MFO propeller curve.  
Finally in this step, the quality of fit vector, 𝑞𝑜𝑓,⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   that denotes the normalised distance of each point of the 
split data sets (engine power versus speed) from their corresponding MFO propeller curve, is calculated by using 
the following equation: 
𝑞𝑜𝑓⃗⃗⃗⃗ ⃗⃗  ⃗ =
𝑃𝐸( 𝐍𝐄 
𝑘 ) − 𝐏𝐄 
𝑘
 
𝑘
𝑃𝐸( 𝐍𝐄 𝑘 ) 𝑘
 (12) 
The quality of fit, 𝑄𝑜𝐹, which consists of the mean and standard deviation of the quality of fit vector, is 
subsequently calculated using the following equation and employed for characterising the obtained data fit quality: 
QoF = mean(𝑞𝑜𝑓⃗⃗⃗⃗ ⃗⃗  ⃗) ± std(𝑞𝑜𝑓⃗⃗⃗⃗ ⃗⃗  ⃗) (13) 
In summary, the output from this stage of the methodology include (a) the number of the identified data 
entries in steady state conditions, (b) the number of the rejected voyages and their corresponding data entries, (c) 
the MFO propeller curve equations, (d) the quality of fit of the MFO propeller curves, and (e) the indices (or 
electronic address) of the RMPs corresponding to each distinct MFO propeller curve. 
 
Determination of the Engine MFO Operating Points  
 The first step of this stage is similar to the MFO propeller curves estimation step, as the engine power of 
the split data set corresponding to each MFO propeller curve 𝑃𝐸 = { 𝐏𝐸 , 
𝟏 𝐏𝐸 , 
𝟐 … 𝐏𝐸 
𝑘 }, are treated individually as 
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random variables: 𝐏𝐸 = [ 𝑃𝐸,1, 𝑃𝐸,2, … 𝑃𝐸,𝑣 
𝑘
 
𝑘
 
𝑘 ] 
𝑘 . For each of these random variables, a Gaussian KDE is fitted 
using eq. (7)-(9) to define the most frequently occurring engine power values, which correspond to the MFO 
engine operating points. 
 In the second step, the ranges of the engine power values that include each MFO operating point are 
selected, as illustrated in Fig. 3. The range 𝑅𝑛 
𝑘 , corresponding to the 𝑛𝑡ℎ MFO operating point, are derived by 
considering the standard deviation of the values of 𝐏𝐸 
𝑘  between adjacent minima of the KDE using the following 
equation:  
𝑅𝑛 = 
𝑘 std (argmin
𝑗
[𝑓ℎ̂( 𝐏𝐸 
𝑘 )] ≤ 𝐏𝐸 
𝑘 ≤ argmin
𝑗+1
[𝑓ℎ̂( 𝐏𝐸 
𝑘 )]) (14) 
 
Figure 4: Range of engine power values inclusive of the MFO operation points 
 
3.4.2 Quality Assessment of Required Measured Parameters 
 This stage includes the five steps illustrated in Fig. 5. The required input parameters include (a) all the 
RMPs corresponding to the steady state engine operation, except for the engine rotational speed and the ambient 
conditions, (b) the indices of the engine power data corresponding to each MFO propeller curve, (c) the 
uncertainties of the sensors used to record the RMPs, and (d) the load for activating/deactivating the engine 
auxiliary blower(s).  
The first step includes splitting each RMP set in to two smaller data sets corresponding to engine loads 
below and above the auxiliary blower activation/deactivation load. In the second step, the index of the engine 
power data is used to further split the RPM data sets in accordance with the MFO propeller curves. In the third 
step, each individual set is smoothed using the robust local weighted scatterplot smoothing (RLOWESS) method 
(Siegmund, 1999). The optimum smoothing window is determined by using a variant of the sum of the absolute 
squares method. Multiple smoothing windows from 10% to 80% of the data are tested in increments of 5% and 
the smoothing window, in which the rate of change of the mean square error is minimised, is selected (Du & 
Swamy, 2014). In the fourth step, the smoothed RMPs corresponding to each MFO propeller curve are derived. 
These will be further processed as described in the subsequent parts of the methodology to derive the input data 
for the energy and exergy analyses. The uncertainties of the measuring equipment are used to define the certainty 
zones as illustrated in Fig. 5, by considering a constant uncertainty zone or a percentage of uncertainty. The quality 
of each RMP is assessed by calculating the mean square error (MSE) between the RLOWESS fit and the scattered 
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data points. In addition, the percentage of points outside the certainty zone is also calculated. These parameters 
are used as KPIs to quantitatively assess the dispersion of the data and the quality of the recorded RMPs.  
  
Figure 5: Quality Assessment of RMPs procedure for one sample RMP 
3.4.3 Prediction of Engine Air Flow 
For predicting the engine air flow, the following smoothed RMPs are used: (a) the air filter pressure drop, 
(b) the SAC pressure drop, (c) the scavenge air pressure, (d) the T/C rotational speed, and (e) the compressor 
outlet temperature. In addition, the compressor map needs to be provided or estimated (Llamas & Eriksson, 2018; 
Llamas & Eriksson, 2015), or alternatively, the compressor characteristic curve function (flow rate as a function 
of T/C rotational speed, or pressure ratio) can be used. 
In the first step of this stage, the T/C compressor is modelled by considering its compressor map. It must 
be noted that the compressor degradation was not considered in this study. The compressor map is provided in a 
digitised form, which includes the data points of pressure ratio, volumetric air flow rate and efficiency for a series 
of T/C shaft rotational speed values. The compressor volumetric air flow, pressure ratio and rotational speed data 
points are fitted with a regression surface (𝐶𝑀,𝑎𝑖𝑟), which correlates the volumetric air flow rate as a function of 
the compressor pressure ratio and the T/C shaft rotational speed. A regression surface (𝐶𝑀,𝜂) is also fitted to 
correlate the compressor map efficiency, the compressor pressure ratio and the T/C shaft rotational speed data 
points. 
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In the second step, the engine air mass flow rate is predicted. The pressure ratio is calculated using the 
appropriate RMPs according to the following equation: 
𝑝𝑟𝐶 =
𝑝𝑠𝑐𝑎𝑣 + Δ𝑝𝑆𝐴𝐶
𝑝𝑎𝑚𝑏,𝐼𝑆𝑂 − Δ𝑝𝑓𝑖𝑙𝑡
≈
𝑝𝑠𝑐𝑎𝑣,𝐶𝑜𝑟
𝑝𝑎𝑚𝑏,𝐼𝑆𝑂
 (15) 
Subsequently, the calculated pressure ratio and the measured T/C shaft rotational speed are used as input to 
the regression surface function (𝐶𝑀,𝑎𝑖𝑟) for calculating the compressor air flow rate according to the following 
equation: 
?̇?𝑎𝑖𝑟 = 𝜌𝑎𝑖𝑟𝐶𝑀,𝑎𝑖𝑟(𝑁𝑇/𝐶 , 𝑝𝑟𝐶)  (16) 
In case where the engine includes more than one turbochargers, the engine air flow rate is calculated by 
summing the calculated air flows for each compressor. 
By analysing the engine shop trials and typical values from the data available for a VLCC, it can be inferred 
that the compressor filter and scavenge air cooler pressure drops never exceed 3% of the standard atmospheric 
pressure. Consequently, their effect on the calculation of the pressure ratio is considered to be insignificant. 
However, the above assumption is valid only in the case where the compressor filter or the scavenge air coolers 
are not considerably fouled. Nonetheless the above, assuming that such operating conditions are not encountered 
for the majority of the vessel operation, these two parameters may be excluded by the next stages of the 
methodology. 
In the third step, the compressor efficiency values calculated from the compressor map fitted surface (𝐶𝑀,𝜂) 
using the calculated pressure ratio and the smoothed T/C rotational speed is compared with the respective values 
calculated by employing the following equation, which was derived using the compressor isentropic efficiency 
definition equation (Eriksson & Nielsen, 2014) by using the measured compressor air outlet temperature and the 
calculated pressure ratio:  
𝜂𝐶,𝑐𝑎𝑙𝑐 =
𝑝𝑟𝐶
𝛾−1
𝛾 − 1
(𝑇𝐶/𝑇𝑎𝑚𝑏,𝐼𝑆𝑂) − 1
 
(17) 
The mean square error between the predicted and the calculated efficiency values is then estimated, as well 
as the percentage of points that exceed the compressor map maximum efficiency. These parameters are used as 
KPIs to evaluate the quality of the respective measured data. For the cases where the calculated compressor 
efficiency exceeds the maximum compressor map efficiency, the compressor air outlet temperature is estimated 
by employing eq. (17) taking into account the predicted (by using the compressor map) efficiency and the 
calculated pressure ratio. 
 
3.4.4 Derivation of Filtered Data for the MFO Operating Points 
The objectives of this stage include: (a) to derive the filtered data that lie within the range 𝑅𝑛 
𝑘  for each 
MFO operating point (shown in Fig. 4), and (b) to calculate their averaged values for each MFO operating point 
as shown in Fig. 6, which are used as the input for the energy and exergy analyses.  
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In case where only a few data entries are available and thus a considerable data scattering is expected 
(e.g. noon reports), calculating the energy and exergy flows over the engine entire operating envelope introduces 
large uncertainties, as no data may be recorded for some engine load regions. For ensuring that a consistent cluster 
of data points is used for the calculation of the energy and exergy flows for each MFO engine operating point, the 
data points within the selected load ranges (for which a large number of measured data points are typically 
expected) are used.  
The input for this stage calculations includes the smoothed and fitted RMPs (all measured temperatures 
and engine power) for each MFO propeller curve as well as the predicted engine air flow rate, whereas the 
calulations output parameters include the averages of the input parameters for each MFO engine operating point 
(within the considered load ranges). 
In cases where the RMPs exhibit a uniform spread throughout the whole engine operating envelope, the 
user can choose to skip this stage of the methodology, thus calculating the energy and exergy flows along the 
whole engine operating envelope (and not only for the MFO operating points).  
 
Figure 6: Filtered RMP within the considered range of the MFO engine operating points used for deriving the 
energy and exergy analyses input parameters 
 
3.5 Energy & Exergy Analyses 
3.5.1 Energy Analysis  
 The scope of this stage is to derive the engine energy balance, the engine efficiency and the engine 
components heat flows as well as to provide the input parameters for the exergy analysis. Due to inaccuracies in 
the recorded RMPs, the difference between the calculated engine energy inflow and outflow is used as a KPI to 
characterise the accuracy of the energy analysis calculations. 
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The input of the energy and exergy analyses include: (a) the averaged parameters within the selected 
range of every MFO operating point (obtained from phase 3-stage D), or the smoothed parameters for the whole 
envelope operating, (b) the main lubricating oil pump and jacket water pump capacities, and (c) the jacket water 
cooling thermostat setting. 
Considering the first law of thermodynamics (Eriksson & Nielsen, 2014), the total energy inflow (the 
fuel  power) should be equal to the sum of thermal energy flows in the engine components, the radiation heat flow 
and the engine power output, as denoted by the following equation:  
?̇?𝑓𝑢𝑒𝑙 = ?̇?𝑓𝑢𝑒𝑙𝐿𝐻𝑉 = ?̇?𝑅𝑎𝑑 + ?̇?𝑆𝐴𝐶 + ?̇?𝐸𝑥ℎ + ?̇?𝐽𝐶𝑊 + ?̇?𝐿𝑂 + 𝑃𝐸   (18) 
As the fuel LHV is considered as a non-essential parameter, in cases where it is not available it can be taken 
as 40.8 MJ/kg for HFO and 42.7 MJ/kg for MDO (BEIS, 2016). Even if measured, the fuel LHV has a large 
uncertainty that can reach values up to 10% (Francesco Di & Lazagni, 2017), which significantly impacts the 
accuracy of the energy balance calculations. However, an uncertainty analysis is not within the context of this 
study. The radiation heat flow ?̇?𝑅𝑎𝑑 is assumed to be 0.5% of the fuel power (Marty, et al., 2016). 
By applying the first law of thermodynamics in the engine coolers (SAC, jacket water cooler and lubricating 
oil cooler), the following equation is derived for calculating the respective flow rates: 
?̇?𝑖 = ?̇?𝑖𝑐𝑝,𝑖𝛥𝑇𝑖 (19) 
where 𝑖 denotes the scavenge air cooler (SAC), the jacket water cooler (𝐽𝐶𝑊) and the lubricating oil cooler (𝐿𝑂), 
?̇?𝑖 denotes the respective cooler working medium mass flow rate, and 𝛥𝑇𝑖  denote the respective cooler working 
medium temperature difference. In the case where the engine is equipped with more than one turbochargers the 
sum of the individual SAC heat flows is considered for calculating the total SAC heat flow. 
The exhaust gas heat flow is calculated by the following equation: 
?̇?𝐸𝑥ℎ = (∑ ?̇?𝑎𝑖𝑟,𝑞 + ?̇?𝑓𝑢𝑒𝑙
𝑛
𝑞=1
)𝑐𝑝,𝐸𝑥ℎ(𝑇𝐸𝑥ℎ − 𝑇𝑎𝑚𝑏,𝐼𝑆𝑂) (20) 
where 𝑇𝐸𝑥ℎ denotes the average temperature of the gas exiting the turbochargers turbines, 𝑐𝑝,𝐸𝑥ℎis the exhaust gas 
specific heat at constant pressure and n denotes the number of turbochargers. 
The specific heats at constant pressure of the air and the exhaust gas are calculated by considering the 
empirical formulas as reported by Keenan and Kaye (Marty, 2014). For calculating the jacket water cooling heat 
flow, the jacket cooling water thermostat temperature setting obtained from the Project Guide and the measured 
jacket cooling water inlet temperature are used, whereas for calculating the lubricating oil cooling heat flow, the 
measured lubricating oil inlet and outlet temperatures are employed. The volumetric flow rates of the jacket 
cooling water and main lubricating oil pumps are estimated using the figures provided in the engine Project Guide. 
It is then converted into the mass flow rate using the respective densities. Given that the jacket water cooling and 
lubricating oil energy flows represent less than 7% of the fuel power (Marty, 2014), the error from the above 
assumption is expected to have a small impact. The specific heat capacity of the lubricating oil and cooling water 
and density are taken from (Torbacke, et al., 2014) and (IAPWS, 2007), respectively. 
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 Having calculated all the energy flows of eq. (18), the energy flows ratios for each term on the right-
hand side of eq. (18) are calculated as percentage of the fuel power. The energy analysis KPI is subsequently 
calculated using the following equation: 
KPIEnergy = 1 −
( ?̇?𝑅𝑎𝑑 + ?̇?𝐸𝑥ℎ + ?̇?𝑆𝐴𝐶 + ?̇?𝐽𝐶𝑊 + ?̇?𝐿𝑂 + 𝑃𝐸  )
?̇?𝑓𝑢𝑒𝑙
  (21) 
This KPI characterises the error between the calculated energy flow input and output. In cases where the 
jacket water and lubricating oil cooling heat flows cannot be determined as their respective RMPs are not available 
(Table 1), their sum is instead calculated by using eq. (18). In this case, the KPI of the energy balance cannot be 
calculated, and thus the accuracy of the energy analysis cannot be quantitatively assessed. 
 
3.5.2 Exergy Analysis  
The scope of this stage is to calculate the exergy flows and the engine components exergy destruction 
including the T/C compressor, the scavenge air cooler, the engine block and the T/C turbine in order to rank these 
components according to their share in the exergy destruction. The exergy destroyed is of key importance, as it 
represents the degradation of the energy quality of a working medium undergoing a thermodynamic process, thus 
indicating the sources of inefficiencies and the engine components losses, which the energy analysis fails to 
identify (Kotas, 1985) (Dimopoulos & Kakalis, 2014). The input for this stage includes (a) all derived heat flows 
calculated in the energy analysis stage and, (b) all the energy analysis input parameters.   
The total exergy destroyed in the engine is provided by the following equation, which can be derived by 
considering the exergy balance of the flows entering and exiting the control volume surrounding the engine as 
shown in Fig. 7: 
𝐼?̇? = 𝐸?̇?𝐸,𝑖𝑛 − 𝐸?̇?𝐸,𝑜𝑢𝑡 (22) 
where: 
𝐸?̇?𝐸,𝑖𝑛 = 𝐸?̇?𝑓𝑢𝑒𝑙 + 𝐸?̇?𝐽𝐶𝑊,𝑖𝑛 + 𝐸?̇?𝐿𝑂,𝑖𝑛 + 𝐸?̇?𝐶𝑊,𝑖𝑛 + 𝐸?̇?𝑎𝑖𝑟  (23) 
𝐸?̇?𝐸,𝑜𝑢𝑡 = 𝐸?̇?𝐶𝑊,𝑜𝑢𝑡 + 𝐸?̇?𝐽𝐶𝑊,𝑜𝑢𝑡 + 𝐸?̇?𝐿𝑂,𝑜𝑢𝑡 + 𝐸?̇?𝐸𝑥ℎ,𝑜𝑢𝑡 + ∑ 𝑃𝑇/𝐶,𝑙𝑜𝑠𝑠,𝑞
𝑛
𝑞=1
+ 𝐸?̇?𝑅𝑎𝑑 + 𝑃𝐸   (24) 
The fuel exergy flow is calculated according to the following equation as reported in (Kaushik & Singh, 
2013): 
𝐸?̇?𝑓𝑢𝑒𝑙 = ?̇?𝑓𝑢𝑒𝑙 [ 1.0401 + 0.1728
ℎ
𝑐
+ 0.216
𝑠
𝑐
(1 − 2.0628
ℎ
𝑐
) ]   (25) 
where ℎ, 𝑐, and 𝑠 denote the fuel mass fraction in hydrogen, carbon and sulphur respectively. The following mass 
fractions are considered for the HFO fuel: ℎ = 0.11 kg hydrogen per kg of fuel, 𝑐 = 0.86 kg carbon per kg of 
fuel and 𝑠 = 0.03 kg sulphur per kg of fuel (Kaushik & Singh, 2013). The radiation of exergy is assumed to be 
2% of the radiation heat flow according to (Dimopoulos & Kakalis, 2014). 
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Figure 7: Exergy flows in the marine diesel engine and its components 
The mechanical losses power for each turbocharger is calculated by using the energy balance of the 
turbocharger. The power of the turbocharger components (compressor, turbine) is calculated by using the 
following equation, which is derived by applying the first law of thermodynamics: 
𝑃𝑗 = ?̇?𝑗𝑐𝑝,𝑗𝛥𝑇𝑗 (26) 
where 𝑗 denotes the T/C compressor (C) and the T/C turbine (T), ?̇?𝑗 denotes the respective air or exhaust gas 
mass flow rates, and 𝛥𝑇𝑗 denote the respective working medium temperature difference. 
The remaining exergy flows of eq. (23)-(24) are calculated by using the following equation (Kotas, 1985): 
𝐸?̇?𝑖 = ?̇?𝑖Δℎ𝑖 ( 1 −
𝑇𝑎𝑚𝑏,𝐼𝑆𝑂
𝑇𝐿𝑀,𝑖
) (27) 
where Δℎ𝑖 denotes the specific enthalpy change of the working fluid, and 𝑇𝐿𝑀,𝑖 is the average entropic temperature 
that is calculated using the following equation (Stewart & Shelton, 2004):  
𝑇𝐿𝑀,𝑖 =
𝑇𝑖 − 𝑇𝑎𝑚𝑏,𝐼𝑆𝑂
ln(𝑇𝑖  /𝑇𝑎𝑚𝑏,𝐼𝑆𝑂)
 (28) 
Based on the fact that the reference temperature for the exergy analysis was assumed to be the ISO standard 
temperature and all input to the exergy analysis is corrected according to the ISO conditions, it can be deduced 
that the scavenge air cooler cooling water exergy inflow (𝐸?̇?𝐶𝑊,𝑖𝑛) and the T/C compressor air exergy inflow 
(𝐸?̇?𝑎𝑖𝑟) are equal to zero (the corresponding mean entropic temperature values calculated by eq. (28) approach 
the value of 1 and thus, these exergy inflows calculated from eq. (27) approach the value of 0). This is expected 
as in such cases the second thermodynamic law dictates that no useful energy can be generated from this flow and 
hence, its exergy flow is zero (Kotas, 1985). 
 To calculate the exergy destruction in each component, the exergy balance (eq. (22) applied for each 
engine component) is employed by considering the exergy inflows and outflows from the individual control 
volumes of compressor, turbine, SAC, and engine block (not shown in Fig. 7). For the case where the data for 
calculating the exergy flows of the jacket water cooling and the lubricating oil cooling are not available, then the 
eq. (23) – (24) can be considered without the respective terms. Due to the low temperatures involved in the jacket 
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water and lubricating oil cooling systems, the exergy content of these flows is extremely low, usually in the order 
of less than 3% (Marty, et al., 2016). 
The exergy flows ratios and the exergy destruction share are calculated by using the following equations, 
respectively (Kotas, 1985):  
𝜓𝑖 =
𝐸?̇?𝑖
𝐸?̇?𝑓𝑢𝑒𝑙
 𝑎𝑛𝑑 𝜒𝑗 =
𝐼?̇?
𝐸?̇?𝑓𝑢𝑒𝑙
 (29) 
where the subscript 𝑖 refers to the radiation (𝑅𝑎𝑑), cooling water outlet (𝐶𝑊, 𝑜𝑢𝑡), exhaust gas (𝐸𝑥ℎ), jacket 
cooling water outlet (𝐽𝐶𝑊, 𝑜𝑢𝑡) and lubricating oil outlet (𝐿𝑂, 𝑜𝑢𝑡), whereas the subscript 𝑗 refers to the 
compressor, scavenge air cooler, engine block and turbine.  
The exergy analysis calculation KPI is subsequently calculated according to the following equation and 
used for characterising the consistency of the performed calculations: 
𝐾𝑃𝐼𝐸𝑥𝑒𝑟𝑔𝑦 = 1 − ∑ 𝜓𝑖
𝑖
− ∑𝜒𝑗
𝑗
 (30) 
4 RESULTS AND DISCUSSION 
4.1 Case Studies  
The developed methodology was implemented for three case studies, corresponding to three different vessel types, 
in specific for a very large crude carrier (VLCC), a container ship and a bulk carrier, based on the collected data 
employing two different data acquisition methods (noon reports and ADLM systems). As not all essential 
parameters were available for the case of the container ship and the bulk carrier, the methodology was 
implemented up to the Quality Assessment of RMPs and Statistical Analysis stages, respectively. The specific 
characteristics of the collected data are listed in Table 4. 
Table 4: Characteristics of the vessels and the data collected for the 3 investigated case studies 
Vessel Type VLCC Container Ship Bulk Carrier 
Engine type 2-Stroke Diesel 2-Stroke Diesel 2-Stroke Diesel 
Engine MCR power (kW) 29,300 51,100 18,700 
Data logging system Noon reports ADLM ADLM 
Frequency of data collection 
(entries per day) 
1 4 144 
Data collection period (voyages) 49 30 5 
Total number of data entries 654 734 13,608 
Data availability All data is available 
Some essential (E-
rated) RMPs are 
unavailable 
Shaft power and 
engine rotational 
speed 
Stage of the methodology that can 
be performed with the available 
data  
Energy and Exergy 
Analyses 
Quality Assessment 
of RMPs 
Statistical Analysis 
 
4.2 Most Frequently Occurring Propeller Curves 
 The best-fit propeller curves per voyage are plotted for the three investigated vessel types as shown in 
Fig. 8. As mentioned in the preceding sections, the acceptable fitted curves correspond to R2 values above 0.5. In 
specific, the following R2 ranges were obtained for the three investigated vessels presented in Fig. 8. For the 
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VLCC vessel, 0.58-0.995 with an average of 0.81; for the containership, 0.864-0.998 with an average of 0.958; 
and for the bulk carrier, 0.731-0.907 with an average of 0.82. The greater R2 values for the case of the 
containership denote a better quality of the recorded data, whereas the VLCC exhibited the lowest R2 values and 
the largest data fits percentage with R2 values lower that the set threshold for the fit rejection. 
 
Figure 8: Best-fit propeller curves per voyage 
 
Figure 9: KDE plots and MFO integral and distance parameter values for the investigated vessels 
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Figure 10: Estimated MFO propeller curves and MFO engine operating points (the coloured patches indicate 
the most frequent engine operating points from the 1st to the 20th) 
For the case of the VLCC, two distinct clusters of propeller curves were derived, contrary to the other 
two vessels where one cluster of propeller curves was derived, indicating the differences in the operational profiles 
of the three investigated vessels. The MFO propeller curves were subsequently estimated, by calculating the MFO 
values of the integral and distance propeller curve parameters, which are shown in Fig. 9. For all the investigated 
vessels, the propeller curve parameters KDEs exhibit two distinct MFO values each, which demonstrates that two 
MFO propeller curves are expected. However, for the case of the container ship and bulk carrier, the MFO 
propeller curves derived are closer than 5% of the MCR power to each other for all engine speed values, hence 
their average is considered for the estimation of the resultant MFO propeller curve. 
The calculated MFO propeller curves and the propeller curve passing through the engine MCR point 
superimposed on the engine load layout diagram for each investigated vessel are shown in Fig. 10. In the VLCC 
case, two distinct MFO propeller curves were estimated, which is attributed to the fact that the VLCC sails in 
either laden (transporting crude oil) or ballast conditions with a significant difference in the resistance of the vessel 
due to the variation in her draft. Consequently, the 1st MFO propeller curve which is steeper, corresponds to the 
laden conditions, whilst the 2nd MFO propeller curve corresponds to the ballast conditions where the propeller 
runs in lighter conditions. In this case, the VLCC most frequently operates in laden conditions, which is closer to 
the propeller curve that passes through the MCR. However, referring to Fig. 9, the small differences in the peaks 
of the plotted KDEs denote that the operational time between the ballast and the laden conditions is almost evenly 
split. 
For the container ship and the bulk carrier cases, only one MFO propeller curve was estimated. As the 
the container ship typically sails on regular round voyages at laden conditions, the only significant changes in 
resistance might be due to fouling or weather conditions that vary in a stochastic basis. For the case of the bulk 
carrier, it is deduced from the data analysis that the ship sails in both laden and ballast conditions; however there 
is no significant change in the propeller curve steepness. It is therefore inferred that the bulk carrier transports 
cargo of light specific gravity resulting in only slight draft variation between the laden and ballast conditions; 
thus, there is no considerable change in the ship resistance and as a consequence, in the estimated MFO propeller 
curve.  
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 The derived propeller curve parameters are given in Table 5. For all of the estimated MFO propeller 
curves, it is observed that the derived equations sufficiently follow the propeller law, with the calculated exponents 
being very close to or equal to 3. 
Table 5: Parameters of propeller curves derived for the three case studies.  
Vessel 
VLCC 
1st MFO Prop. 
Curve 
VLCC 
2nd MFO Prop. 
Curve 
Container Ship Bulk Carrier 
Coefficient 0.10 0.03 0.07 0.03 
Exponent 2.9 3.1 3.0 2.9 
 
4.3 Most Frequently Occurring Operating Points 
 The derived main engine operating profiles (KDEs) of each MFO propeller curve for the investigated 
vessel types are plotted in Fig. 11. The VLCC main engine most frequently experiences loads of 42% and 56% of 
its MCR when operating in the 1st MFO propeller curve (laden conditions), whereas the operating point at 37% 
load is the MFO, corresponding to the 2nd MFO propeller curve (ballast conditions). This can be also deduced 
from the coloured grid patches shown in Fig. 10, which indicate the most frequent occurring operating points 
(from the first to the twentieth). A similar trend is also observed for the container ship and the bulk carrier 
operating profiles, indicating that in most cases, their engines operate at loads much lower than 50%. Therefore, 
it can be inferred that these vessels operators have implemented slow steaming (to reduce fuel consumption). 
However, even if the direct fuel savings might be significant, the engines operate in the region of low efficiency 
as typically the highest engine efficiency is obtained at much higher loads (75%-85%) (Theotokatos & Tzelepis, 
2015) (Guan, et al., 2014).  
 
Figure 11: MFO operating points per MFO propeller curve for the investigated vessels 
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4.4 Statistical Analysis Key Performance Indicators 
The statistical analysis KPIs derived for the three investigated vessels shaft power versus engine speed 
data (referred to as the data in this section) are presented in Table 6. These KPIs indicate a better data quality for 
the cases of the container ship and the bulk carrier as compared to the case of the VLCC. It can be observed that 
a considerable percentage of data points was rejected in the case of the VLCC, which indicates that there is a 
larger scattering effect of the VLCC data contrary to the data of the other two vessels. 
For the VLCC case, the transient conditions time percentage cannot be identified as the sampling rate is 
one data point per day. However, for the other two vessels, 6% and 9% of the data points correspond to the 
transient operation respectively, as the load change limit of 5% MCR per hour is exceeded. Hence, this KPI 
demonstrates that for the largest part of their voyage, these vessels sail with their engines operating at steady state 
as expected for ocean going vessels, for which the steady state operation is the dominant mode of their engine 
operating profile. 
In addition, a better quality of fit (QoF) was obtained for the MFO propeller curves in the cases of the 
container ship and the bulk carrier. This KPI characterises the performance of the statistical analysis itself and 
quantifies the data scattering. For example, for the case of the bulk carrier, the first term of QoF is calculated as 
−0.5%, which denotes that the data lies on average 0.5% underneath the fitted MFO propeller curve. The second 
term of the QoF was calculated as 2%, which implies that 34.1% (1 standard deviation) of all the measured data 
lies within 2% distance from the MFO propeller curve. 
The above differences are attributed to the fact that noon-reports were used for recording the data 
manually for the VLCC case, whilst an ADLM system with no human intervention was employed in the other 
two vessels. As expected the manual recording of the propulsion engine parameters resulted in the deterioration 
of the collected data quality. Overall the statistical analysis derived KPIs seem to be a useful tool for the 
characterisation of the recorded data quality as well as for revealing the attributes of the main engine operating 
profile. 
Table 6: Statistical analysis KPIs 
Vessel Type VLCC Container Ship Bulk Carrier 
Rejected voyages number / ( Total voyages number) 29/(49) 12/(30) 1/(5) 
Percentage of rejected data points number 
corresponding to voyages 
26% 10% 14% 
Data points in transient condition; engine load 
variation > 5% MCR/h 
N/A 6% 9% 
1st MFO propeller curve Quality of fit (QoF)  ‒2.5%±6.5% 1.1%±3.1% ‒0.5%±2.0% 
2nd MFO propeller curve Quality of fit (QoF) ‒0.8%±5.4% N/A N/A 
 
4.5 Quality Assessment of RMPs 
Having assessed the quality of the shaft power versus engine speed data, the quality of the other RMPs 
is subsequently assessed considering the uncertainties/errors of the sensors employed to record these parameters. 
Data from the VLCC and the container ship are only available and thus analysed in this section. The derived KPIs 
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including the normalised root mean square error (MSE) and the percentage of points outside the certainty zone 
for a number of the available RMPs are presented in Fig. 12. The latter was estimated taking into account the 
uncertainties of the employed sensors (MAN Diesel & Turbo, 2010; MAN B&W, 2007). A number of the recorded 
RMPs with the largest MSE and percentage of points outside the certainty zone along with the derived averaged 
(smoothed) values and the parameters uncertainty zones are presented in Fig. 13. Based on these results, the 
quality of the RMPs recorded for the cases of the VLCC (from noon reports) and the containership (employing 
an ADLM system) can be evaluated. 
The scavenge air pressure, the T/C compressors outlet temperature and the scavenge air coolers cooling 
water outlet temperature exhibited the largest values of root mean square error for the VLCC case (in specific, 
16.3%, 8.0% and 7.9%, respectively), whereas the second T/C compressor outlet temperature, the fuel mass flow, 
the scavenge air pressure and exhibited the largest mean square error values for the container ship case (in specific, 
16.0%, 5.2% and 4.8%, respectively). This indicates that a larger data dispersion must be expected for these 
RMPs. For the VLCC case, the T/Cs rotational speed and both T/Cs compressors air outlet temperature 
measurements exhibited the largest percentage of data points lying outside the certainty zone, in specific 45.4% 
and 44.9%, respectively. This KPI indicates that the data dispersion exceeds the uncertainty limits of the 
equipment used to record the given RMPs. Most importantly for both cases, a large number of points outside the 
certainty zone indicates a considerable inaccuracy of the sensors and/or the recording system used to measure the 
respective RMP. However, the present analysis does not account for systematic errors or offsets that could 
uniformly shift the trend of a given RMP. It should be noted that uncertainty analysis is out of the scope of this 
study, and the uncertainties should be provided as a user input to the methodology. 
 
Figure 12: Recorded RMPs quality assessment KPIs for the VLCC and the container ship 
For the container ship case, the T/C No. 2 compressor air outlet temperature exhibits a completely 
different behaviour (the root mean square error was 16%, whereas the percentage of points outside the certainty 
zone was 66.3%) compared with the respective parameters of T/C No. 1 compressor, whilst the other T/C 
parameters exhibit similar behaviour (although some small differences are observed). For the T/C No. 2 
compressor air outlet temperature, neither the smoothed average nor the certainty zone have superimposed in the 
respective plot shown in Fig. 13. This is because two different trends can be distinguished; one at higher 
temperature values and another at lower temperature values. As the pressure ratio is almost the same in all the 
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engine turbochargers (which are connected in parallel) and additionally the recorded values of T/Cs shafts speed 
are similar, a change in the compressor efficiency (due to compressor fouling or wear) can only justify the different 
values of the compressor outlet temperatures (assuming that there are not issues with the temperature sensor). It 
is reported in the literature that due to the strict schedule of ship, only a number of the engine turbochargers is 
often maintained during the ship staying at the port, resulting in engine operation with a number of turbochargers 
fouled (Livanos, et al., 2003), which coincides with the findings for the present study. Further analysis, of this 
parameter percentage error from the average value corresponding to the engine load as function of time (not shown 
herein) indicated periods of maintenance actions (inferred from the error sign changes) possibly compressor 
washing/cleaning. In this case, the derived KPIs as well as the estimated compressor efficiency can be used for 
identifying initiatives related with maintenance actions or faulty sensors. 
With the exception of the T/C No. 2 compressor air outlet temperature, all the other parameters exhibited 
lower values in the derived KPIs for the case of the containership. This indicated that the quality of the recorded 
parameters is much more improved in case where an ADLM system is used instead of the manually recorded noon 
report practices. In both data acquisition cases, the proposed methodology and the derived KPIs are capable of 
providing the required information for the quantitative assessment of the recorded parameters leading to 
identification of sensors faults (in cases where large data dispersion) or engine components with degraded 
performance (in cases of deviation of the parameters from their baseline or average values). 
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Figure 13: Plots of recorded RMPs with the largest MSE and percentage of points outside the certainty zone for 
the VLCC (top) and container ship (bottom) 
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4.6 Engine Air Flow Prediction 
 The engine airflow is an essential parameter for the implementation of the proposed systematic 
methodology; hence, it is predicted for the case of the VLCC as all the required data is available, in specific, the 
compressor map, the T/C shaft speed and the pressure ratio for both the engine turbochargers. It must be noted 
that change of the compressor map due to fouling was not considered in this study. Using the VLCC main engine 
shop trials as the baseline data for comparison, the compressor characteristic curves for both trial and operational 
conditions were derived and compared as illustrated in Fig. 14.  
 
Figure 14: VLCC predicted airflow for both T/C compressors 
It is inferred from Fig. 14 that both turbochargers compressors operate in a similar mode as their pressure 
ratio versus airflow data points almost overlap. This is expected as the pressure ratio and T/C shaft rotational 
speed data sets for each compressor almost coincide. The predicted compressor operating points exhibit very good 
agreement with the compressor operating points estimated from the engine shop trials. As expected for the 
operation of the turbocharger compressors of two-stroke diesel engines (Theotokatos & Tzelepis, 2015), the 
compressor operating points lie in a single curve since the engine flow rate is a function of the engine cylinders 
pressure difference and effective flow area.  
 The percentage of points exceeding the compressor map maximum efficiency was calculated 55.2% for 
the T/C No. 2 and 61.3% for the T/C No. 2. In addition, the mean square error between predicted and measured 
efficiency was found to be 9.6% and 10.8% for the T/Cs No.1 and 2, respectively. The calculated compressor 
efficiency appears to exceed the compressor map maximum efficiency value in a large percentage of the data, 
which denotes inconsistencies or inaccuracies of the respective RMPs, mainly in the compressor outlet air 
temperature and, in a lesser extent, the T/C shaft speed and the pressure used for the calculation of the compressor 
temperature ratio and pressure ratio, respectively. The larger percentage value of this KPI for the case of the T/C 
No. 2 is also be related to the slightly largest dispersion observed in this T/C compressor air outlet temperature 
(42.7% and 40.9% were the percentage of points outside the certainty zone for T/C No.1 and 2 compressor outlet 
temperature respectively as shown in Fig. 12).  
 
4.7 Energy & Exergy Analyses 
To provide a basis for comparison, the baseline data parameters of the investigated VLCC propulsion engine 
corresponding to the engine operating region from 10% to 100% load were obtained by using the engine 
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manufacturer web application (MAN Diesel & Turbo, 2017) and used to calculate the respective parameters of 
the energy and exergy analyses. It must be noted that the manufacturer provides results for the engine operation 
in the propeller curve passing through the engine MCR point, the engine specific fuel consumption (which 
corresponds to the reciprocal of the engine efficiency) is given with a tolerance of 5% (higher values were 
suggested for the low load region), and the exhaust gas temperature exiting the T/C turbine is provided with a 
tolerance of 10-15oC. Therefore, greater uncertainty is expected for the results derived at the lower loads and the 
propeller curves that are not close to the propeller curve passing through the engine MCR point. The engine shop 
trials were also available and could be employed for the energy balance calculations; however, the derived results 
do not facilitate the comparison with the energy balance calculations in the MFO engine operating points as only 
measurements in a limited number of operating points were available (25%, 50%, 75% and 100% loads). On the 
above basis, it was decided to use the manufacturer data for the comparisons presented in this section. 
The results of the energy analysis are presented in Table 7, based on which the following observations can 
be made. The engine almost retains its efficiency in the two MFO operating points with the grater load (42% and 
46% loads) of the 1st MFO propeller curve, although a slight engine efficiency reduction in the range 2−3.6 
percentile points was estimated, which however lays within the tolerance of 5% provided by the engine 
manufacturer. For the other MFO operating points of the 1st and the 2nd MFO propeller curves a notable reduction 
of the engine efficiency in the range 8−9.7 percentile points was estimated. The greater engine efficiency 
reductions estimated for all the MFO points of the 2nd MFO propeller curve are attributed to the fact that the 2nd 
MFO propeller curve corresponds to the ship ballast sailing conditions and is further away from the propeller 
curve passing through the engine MCR point; as a result, the respective MFO operating points lie in regions of 
lower efficiency (Theotokatos & Tzelepis, 2015). For all the examined MFO engine operating points, the derived 
engine efficiency reduction is associated with a corresponding increase of the exhaust gas energy flow ratio in 
comparison to the respective baseline data; increases in the range of 4−7 percentile points were estimated for the 
MFO operating points above 37% load whilst increases in the range of 20−23% were derived for the lower load 
points (22% and 14% loads). These differences are attributed to (a) the usage of heavy fuel oil (ABS, 1984), (b) 
operating the engine at different engine speeds (in comparison with the baseline data), (c) the engine components 
degradation, and (d) the baseline data tolerance. The heavy fuel oil combustion takes place in a slower burning 
rate, which results in a lower cycle efficiency and a greater exhaust gas temperature at the end of the cylinders 
expansion process; thus, increasing the exhaust gas energy flow ratio. In addition, according to the prevailing 
correction practices, the engine efficiency is corrected to correspond to the ISO standard fuel and ambient 
conditions, however there is not correction procedure for the exhaust gas temperature based on the fuel quality. 
As the oceangoing vessels main engines mostly operate by using HFO, the energy analysis of the recorded PMPs 
operating data according to the methodology presented herein is quite useful tool for providing a more 
representative figure of the engine components operation under actual operating conditions. 
The calculated jacket cooling water energy flow ratio for the case of the measured RMPs considerably 
reduced (by 3−4.5 percentile points for the MFO operating points with loads above 37% and 9.6−11 percentile 
points for the MFO operating points with 22% and 14% loads). Similarly, the calculated lubricating oil energy 
flow ratio for the case of the measured RMPs is considerably reduced (4−4.5 percentile points for the MFO 
operating points with loads above 37%; 6.6−8 percentile points for the MFO operating points with 22% and 14% 
loads). The above findings indicate that both the cooling water and lubricating oil systems operation (actual flow 
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rates and temperatures) is considerably different from these systems respective baseline operation, which is 
expected in the engine design phase. Both systems are essential for the engine safe and reliable operation, therefore 
their appropriate monitoring and maintenance are important for the engine healthy function. However considering 
an energy management perspective, it can be inferred that these systems as well as heat recovery alternatives for 
these systems must be designed based on actual performance data instead of the expected (baseline) performance 
data, as in the latter case may result in an under-utilised non-optimal system design. 
Table 7: Energy analysis results 
1st MFO Propeller Curve 
Engine load (% MCR) 22 42 56 
Calculated Parameters 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
Fuel Input Power (kW) 13,896 15,376 25,608 25,021 33,212 33,145 
Brake Efficiency (%) 51.3 42.5 51.9 50.0 53.7 50.1 
Exhaust Gas Energy 
Flow Ratio (%) 
32.0 51.7 29.9 35.3 26.9 30.9 
Jacket Cooling Energy 
Flow Ratio (%) 
11.6 2.0 8.4 5.3 7.7 4.7 
L.O. Cooling Energy 
Flow Ratio (%) 
9.6 1.6 7.1 1.9 6.2 1.7 
Scavenge Air Coolers 
Energy Flow Ratio (%) 
5.3 3.1 9.9 8.3 13.5 13.1 
Radiation Energy Flow 
Ratio (%) 
0.6 0.5 0.5 0.5 0.5 0.5 
KPIEnergy (%) ‒10.3 ‒1.7 ‒7.8 ‒1.5 ‒8.5 ‒1.1 
2nd MFO Propeller Curve 
% MCR 14 37 50 
Calculated Parameters 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
Fuel Input Power (kW) 9,293 13,250 22,806 25,977 29,757 33,802 
Brake Efficiency (%) 40.8 32.1 51.3 42.0 52.7 44.5 
Exhaust Gas Energy 
Flow Ratio (%) 
31.6 59.2 30.9 37.6 28.0 33.4 
Jacket Cooling Energy 
Flow Ratio (%) 
14.8 3.6 8.9 4.4 8.0 4.1 
L.O. Cooling Energy 
Flow Ratio (%) 
11.3 4.7 7.6 2.9 6.6 2.5 
Scavenge Air Cooler 
Energy Flow Ratio (%) 
1.9 3.4 8.8 13.1 12.0 17.4 
Radiation Energy Flow 
Ratio (%) 
0.5 0.5 0.5 0.5 0.5 0.5 
KPIEnergy (%) ‒7.8 ‒3.4 ‒8.1 ‒0.5 ‒7.7 ‒2.6 
 
The calculated scavenge air cooler energy flow ratio based on the measured RMPs sufficiently matches the 
respective results based on the baseline data for the MFO operating points at the two higher loads of the first MFO 
propeller curve (reductions of 1.6 and 0.4 percentile points were estimated). A greater reduction (2.2 percentile 
points) was derived for the lowest load MFO operating point of the first MFO propeller curve. For the second 
MFO propeller curve, increase of the SAC energy flow ratio in the range 1.5−5.4 percentile points were calculated 
by using the measured RMPs in comparison with the baseline data. The SAC energy flow is a function of the air 
flow rate (predicted herein), the compressor outlet temperature (that depends on the compressor efficiency and 
pressure ratio) and the SAC effectiveness (that depends on the SAC condition). It must also be noted that the 
baseline data correspond to the propeller curve passing through the engine MCR point, which partially justifies 
the observed deviations. From an energy management perspective, the calculated results indicate that the SAC 
energy flow is a considerable percentage of the total fuel energy; the results also point out the deviations from the 
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baseline respective results. However, conclusions on the SAC energy quality cannot be drawn prior to examining 
the exergy analysis results. 
The calculated energy analysis KPI values for the MFO engine operating points for the VLCC case are also 
shown in Table 7 and indicate that the energy balance error is smaller in the case of the measured data calculations 
compared to the calculations based on the baseline data for all operating points. This denotes that the performance 
of the overall energy analysis is satisfactory. In the case of the baseline data, the energy analysis KPI for the 
investigated MFO engine operating points (considering the propeller curve passing through the MCR point) was 
calculated to be in the range from ‒7.7% to ‒10.3%, which denotes that the fuel power input is less than the sum 
of all heat flows and the engine brake power. In this respect, it appears that the use of the manufacturer data results 
in an underestimation of the engine fuel consumption, thus overestimating the engine efficiency. However, when 
considering the manufacturer tolerances for the engine specific fuel consumption and the exhaust gas temperature 
exiting the engine (both being in the range from 5% to 15% (MAN Diesel & Turbo, 2017)), the absolute energy 
KPI values become close to 0. Notwithstanding the above, these tolerances were not considered for the 
calculations presented in this study. Based on the preceding analysis, it can be inferred that the energy analysis 
does provide insight into the engine actual operation, however the energy analysis results need to be meticulously 
examined. 
The derived exergy analysis results including the exergy flows ratios and the exergy destruction shares 
in the various engine components for the MFO engine operating points and their comparison with the 
corresponding baseline data are presented in Table 8 and Fig. 15. The exergy analysis can provide a better insight 
to the source of inefficiencies. From these results, it can be inferred that the largest exergy flow leaving the engine 
control volume is associated with the exhaust gas. The other exergy flows account for less than 1.6% of the total 
fuel exergy input, excluding the shaft power. The exhaust gas, due to its high temperature in comparison to the 
ambient, contains energy of high quality, which justifies the installation of exhaust gas waste heat recovery 
systems that use an exhaust gas boiler to produce either saturated steam or both saturated and superheated steam; 
in the latter case, the superheated steam is used for electric energy generation. The jacket cooling water exergy 
outflow also amounts to approximately 30–60% of the exergy flow of the exhaust gas depending on the operating 
point of the engine, which denotes that there is high quality energy being wasted from the engine cooling system 
that can potentially be recovered. This is not observed in the baseline case where the jacket cooling water exergy 
outflow is much lower, thus indicating that the engine parameters are well-adjusted and the engine operates 
without significant degradation of its components, as expected for a new engine. However, as it was also 
commented in the preceding paragraphs of the energy analysis discussion, the actual operation of the engine 
cooling systems (water and lubricating oil) substantially differentiates than the expected one in the design phase. 
The SAC exergy flow (incorporated in the sum of other exergy flow ratios) is very low, due to the low temperature 
of the SAC cooling water. In this respect, systems for recovering the SAC cooling water energy are not expected 
to result in substantial benefits unless the system utilises directly the high temperature air exiting the compressor. 
Considering the results for the exergy destruction share of the engine main components presented in 
Table 8 and Fig. 15, it is inferred that less exergy amount is destroyed in the baseline case in comparison to the 
actual engine operation, which is attributed to the degradation of the engine and its components. The engine block 
is responsible for the greatest share of exergy destruction; on this basis, measures to obtain a better understanding 
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on the involved processes and phenomena resulting in irreversibility include the closer monitoring or/and the 
more detailed modelling of the engine cylinders block. However, it must be noted that for the engine block case, 
most of the exergy destroyed is related to the combustion process; thus, for pursuing significant improvements, 
optimisation of the engine settings to improve cycle efficiency needs to be considered. The following engine 
components follow in the exergy destruction share: the turbocharger compressor, the T/C turbine, and the 
scavenge air cooler. For the case of the 2nd MFO propeller curve, the exergy destroyed in the compressor for the 
actual engine operation is considerably greater that the baseline one. This indicates that measures such as regular 
maintenance and compressor cleaning/washing can be implemented in order to decrease the compressor destroyed 
exergy thus improving its performance. 
Table 8: Exergy analysis results 
1st MFO Propeller Curve 
Engine load (% MCR) 22 42 56 
Calculated parameters 
From 
Baseline 
From RMPs 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
Fuel Exergy Inflow (kW) 14,838 16,418 27,344 26,711 35,463 35,392 
Shaft Exergy ratio (%) 48.5 40.7 48.9 41.6 50.4 43.2 
Exhaust Gas Exergy Flow 
Ratio (%) 
6.7 13.3 6.9 8.1 5.9 6.6 
Jacket Cooling Water 
Exergy Flow Ratio (%) 
0.9 7.4 0.7 4.1 0.6 3.1 
Compressors Exergy 
Destruction Share (%) 
5.3 3.6 8.0 6.9 10.8 10.7 
Scavenge Air Cooling 
Exergy Destruction Share 
(%) 
0.2 0.1 0.5 0.6 0.7 1.4 
Engine Block Exergy 
Destruction Share (%) 
33.3 36.1 26.7 34.5 22.0 26.2 
Turbines Exergy 
Destruction Share (%) 
4.6 3.4 6.2 4.9 8.2 7.9 
Sum of other* exergy flows 
ratios (%) 
0.4 1.6 0.7 0.9 1.2 1.0 
KPIExergy (%) ‒0.03 ‒6.3 1.8 ‒1.4 1.6 0.01 
2nd MFO Propeller Curve 
Engine load (% MCR) 14 37 50 
Calculated Parameters 
From 
Baseline 
From RMPs 
From 
Baseline 
From 
RMPs 
From 
Baseline 
From 
RMPs 
Fuel Exergy Inflow (kW) 9,923 14,148 24,352 27,738 31,774 36,093 
Shaft Exergy Flow Ratio 
(%) 
44.9 37.9 48.5 41.2 49.6 43.4 
Exhaust Gas Exergy Flow 
Ratio (%) 
6.1 18.7 7.5 9.5 6.3 7.8 
Jacket Cooling Water 
Exergy Flow 
1.2 10.9 0.7 4.5 0.6 3.5 
Compressors Exergy 
Destruction Share (%) 
2.6 5.2 7.5 12.5 9.7 16.1 
Scavenge Air Coolers 
Exergy Destruction Share 
(%) 
0.1 0.1 0.5 1.5 0.6 2.4 
Engine Block Exergy 
Destruction Share (%) 
41.5 27.5 27.7 20.4 23.8 14.0 
Engine Turbines Exergy 
Destruction Share (%) 
2.5 4.7 5.7 9.3 7.4 11.7 
Sum of other* exergy flows 
ratios (%)  
0.4 1.5 0.6 1.0 1.0 1.0 
KPIExergy (%) 0.8 ‒6.5 1.9 0.3 1.9 0.2 
*Other include the lubricating oil exergy outflow, the SAC cooling water exergy outflow and the radiation exergy 
flow. 
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Figure 15: Exergy destruction in the engine components 
The maximum potential for the exergy destruction reduction is estimated based on the differences between 
the actual and baseline figures shown in Fig. 15. The baseline calculations correspond to the best engine condition 
(new engine) and thus set the target to be achieved by readjusting the engine settings or performing maintenance 
tasks (cleaning, repairing or replacing engine components) throughout the engine lifetime. In the case of a new 
engine, the exergy destruction is attributed purely to the engine design and thus it is referred as intrinsic or 
unavoidable (Kotas, 1985). On the contrary, the exergy destruction is characterised as avoidable and 
improvements can be sought to reduce the destroyed exergy in the following cases: (a) the engine suffers from 
degradation or fouling of its components, (b) deviation from the optimally adjusted engine settings takes place, 
(c) the engine operates with fuels of bad quality, and (d) the engine operating point corresponds to low efficiency.  
The exergy analysis KPI values were found to be in the range of ‒0.03% to 1.9% for the baseline data, whereas 
values in the region ‒6.5 to 0.22 were calculated for the measured RMPs (the lower values correspond to the 
calculations of the MFO operating points with the lower loads). These numbers demonstrate the consistency of 
the carried out analysis, as well as the whole methodology proposed in this study, as the precious phases provided 
the input for in implementation of the energy/exergy analyses.  
In conclusion, from the preceding discussion, it is verified that the exergy analysis provided additional insight 
on the engine components condition and the energy flows quality and therefore, it is considered as an important 
stage of the developed methodology. 
4.8 Energy Saving Initiatives 
Based on the results and discussion presented in the preceding section, the following energy saving initiatives 
are proposed for the investigated VLCC vessel.  
 Acquisition of RMPs by using an automated monitoring system with variable sampling rate for 
capturing both the engine steady state and transient periods. 
 Analysis of the acquired data according to the methodology proposed in this study to obtain the 
better understanding on the actual operation of the ship propulsion system and its components. 
 Identification of the components with considerable deviations from the baseline conditions with 
regard to the energy losses and exergy losses and their closer monitoring.  
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 Monitor and readjust the engine settings to provide the maximum engine efficiency. 
 Perform maintenance tasks based on the results of the energy and exergy analysis including cleaning, 
repairing and replacing underperforming engine components.  
 Retrofitting of WHR system for recovering the exhaust gas and scavenge air cooling water wasted 
heat; the system should be designed to match the engine operating profile as estimated with the 
proposed methodology of this study. 
 Model the engine by using a detailed approach (first principles) to obtain a better understanding on 
the engine behaviour and evaluate the required actions to improve the engine performance. 
 Enhancing crew awareness by taking initiatives on informing the crew and ship operator for 
deviations from the baseline data. 
 Develop a decision support system based on the proposed method herein to rank alternative actions 
for the propulsion system energy efficiency improvement. 
 
5 CONCLUSIONS 
In this work, a systematic methodology for the ship propulsion engine energy monitoring was developed 
and tested using data from three case study vessels covering a broad range of data recording methods. The 
methodology integrates a number of methods to analyse the recorded data including statistical analysis to derive 
the MFO propeller curves and the MFO operating points as well as to quantify the quality of measured data, 
performing energy and exergy analyses and identifying appropriate energy saving initiatives. 
The main findings of this work are as follows:  
 The methodology was fully implemented for the VLCC, and partially implemented for other two 
ships (containership and bulk carrier) up to the data analysis phase; it was therefore demonstrated 
that the methodology can be applied to a wide spectrum of oceangoing ship types.  
 The systematic methodology is capable of providing consistent results as it is deduced from the 
adequate estimation of the MFO propeller curves as well as the energy and exergy analyses KPIs 
despite the questionable quality of the used data (from the vessel noon reports). 
 The results analysis showed that for all of the investigated ships, slow steaming was used with their 
most frequently occurring main engine loads ranging from a minimum of 24% to 56% of the MCR. 
 The data quality assessment KPIs indicated that the data recorded with ADLM systems (for the cases 
of the container ship and bulk carrier) exhibited a significantly improved quality in comparison with 
the VLCC manually recorded data (noon report). This emphasises the need to use ADLM systems 
in order to obtain reliable data and subsequently conducting consistent energy monitoring, which is 
needed for developing an effective energy management strategy.  
 Considering the measurements accuracy/uncertainty, the proposed statistical analysis of the acquired 
data supplemented by the engine air flow prediction is requisite for reliably estimating the input 
parameters and the successful implementation of the energy and exergy analyses phase. Using raw 
data as a direct input to energy and exergy analysis calculations may result in considerable errors 
and inconsistent results. 
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 The energy analysis KPI for the VLCC measured data was calculated to be in the range −3.6% to 
−0.5%, whereas the respective results for the baseline data were in the range −7.7 to −10.3%. This 
relatively small percentage error proves the consistency of the energy analysis calculations for the 
measured RMPs, the employed air flow modelling and the considered assumptions for estimating 
the missing RMPS. However, further improvements must be sought in the ADLM systems 
components (hardware and software) for improving the reliability and accuracy of the acquired data, 
as an effective energy management typically considers savings in the order of 0.5% to 2% (Bal 
Beşikçi, et al., 2016). 
 The energy analysis results revealed that the actual operation of the engine cooling systems 
considerably deviates for the one expected in the design phase. In this respect, the design of the 
engine cooling systems must be designed based on actual performance data instead of the expected 
performance data, as in the latter case may result in an under-utilised non-optimal system design. 
 The exergy analysis indicated that the actual exhaust gas exergy flow ratio is greater than what 
expected from the baseline data pinpointing the engine actual operation differences. The exhaust gas 
and the jacket cooling water energy flows were identified as considerable allowing for potential 
energy saving initiatives employing heat recovery systems. On the contrary, the SAC exergy flow 
was found to be very low, rendering initiatives to install systems for recovering the SAC cooling 
water energy unfeasible unless the system utilises directly the high temperature air exiting the 
compressor. 
 For the VLCC propulsion system, the exergy analysis indicated a number of components with either 
considerable deviation from the baseline case or significant energy destruction, in specific the engine 
block, the compressor and the turbine. This means that close monitoring of these components is 
required for identifying large deviations and implement mitigating measures, which include the 
readjustment of the engine settings and maintenance tasks such as cleaning, repairing or replacing 
engine components. 
 Based on the proposed methodology, the most appropriate energy saving initiatives can be identified 
and pursued.  
In summary, based on the derived results and the comparison between the three investigated cases, a 
better understanding for the ship operational practices are obtained, the recorded data quality is quantified and the 
engine components with considerable performance variation from the baseline as well as components with large 
exergy destruction are identified. It is inferred that the method provides consistent results, whilst emphasising the 
benefits from better data collection practices in the maritime industry. It is expected that the proposed 
methodology herein will become a valuable tool for the energy management of ship propulsion systems and future 
work should focus on the development of a decision support system for the propulsion system energy efficiency 
improvement. 
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Abbreviations 
ADLM: Automatic Data Logging Monitoring 
CEAS: Computerised Engine Application System 
CO2: Carbon Dioxide 
EEOI: Energy Efficiency Operational Indicator 
E/R: Engine Room 
FW: Fresh Water 
IMO: International Maritime Organisation 
KDE: Kernel Density Estimator 
LHV: Lower Heating Value 
M/E: Main Engine 
MCR: Maximum Continuous Rating 
HFO: Heavy Fuel Oil 
MDO: Marine Diesel Oil 
MFO: Most Frequently Occurring 
MRV: Monitoring, Reporting and Verification 
NOx: Nitrogen Oxides 
PDF: Probability Density Function 
RLOWESS: Robust Local-Weighted Scatterplot 
Smoothing 
RMP: Required Monitored Parameter 
SAC: Scavenge Air Cooler 
SEEMP: Ship Energy Efficiency Management Plan 
SFOC: Specific Fuel Oil Consumption 
SOx: Sulphur Oxides 
T/C: Turbocharger 
VLCC: Very Large Crude Carrier 
 
Nomenclature List 
Symbols 
𝑐: Constant 
𝑐𝑝: Specific heat capacity at constant pressure 
(J/kg/K) 
𝑒: Propeller curve equation exponent (-) 
𝐸?̇?: Exergy flow (W) 
ℎ: Bandwidth (-) or specific enthalpy (J/kg) 
𝐼:̇ Rate of exergy destruction (W) 
𝐿𝐻𝑉: Lower heating value of fuel (J/kg) 
?̇?: Mass flow rate (kg/s) 
𝑃: Power (W)  
𝑝: Pressure (Pa) 
𝑝𝑟: Pressure ratio (-) 
𝑁: Rotational speed (r/min) 
?̇?: Heat flow (W) 
𝑇: Temperature (K) 
V: Total number of voyages (-) 
 
Greek Symbols: 
𝛼: Propeller curve equation coefficient 
𝛾: Ratio of specific heats (-) 
𝛥: Difference 
𝜂: Efficiency (-) 
𝜇: Mean (-) 
𝜌: Density (kg/m3) 
𝜎: Standard deviation  
𝜙: Energy flow ratio (-) 
𝜒: Exergy destruction share (-) 
𝜓: Exergy loss ratio (-) 
 
 
 
Subscripts 
𝑎𝑚𝑏: Ambient 
𝐶: Turbocharger compressor 
𝐶𝑜𝑟: Corrected value of the parameter 
𝐶𝑊: Scavenge air cooler cooling water 
𝐸𝐵: Engine Block 
𝐷: distance propeller curve parameter 
𝐸: Engine  
𝐸𝑥ℎ: Turbocharger turbine outlet 
𝑓𝑖𝑙𝑡: Engine air filter 
ℎ𝑖: Upper limit of evaluation 
𝐼: Integral propeller curve parameter  
𝐼𝑆𝑂: ISO value 
𝐽𝐶𝑊: Jacket cooling water 
 
 
 
 
𝐿𝑀: Logarithmic mean temperature 
𝐿𝑂: lubricating oil 
𝑙𝑜: Lower limit of evaluation 
MCR: Maximum continuous rating 
𝑀/𝐸: Main Engine 
𝑅𝑎𝑑: Radiation 
𝑇/𝐶: Turbocharger 
𝑇: Turbocharger turbine 
𝑆𝐴𝐶: Scavenge air cooler  
𝑠𝑐𝑎𝑣: Scavenge air 
𝑢𝑠𝑒𝑟: User defined input 
V: Total number of voyages  
𝑣: Number of voyages of a most frequently 
occurring propeller curve 
 
 
Operators and Functions 
argmin(𝑓(𝑥)): The abscissa of 𝑥 where 𝑓(𝑥) is minimum 
argmax(𝑓(𝑥)): The abscissa of 𝑥 where 𝑓(𝑥) is maximum 
𝑓ℎ(𝐗): Gaussian Kernel Density function of bandwidth ℎ of a random variable 𝐗 
IQR(𝐗): Interquartile range of a random variable 𝐗 
mean(𝑥 ): Mean of a vector 𝑥  
?̅?: mean of a variable 𝑥 
std(𝑥 ): Standard deviation of a vector 𝑥   
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