Abstract. This paper is concerned with maximizing the square integral over certain classes of periodic positive-definite functions. The question arose at Jet Propulsion Laboratory in connection with maximizing the average power of the received signal in radar exploration of the planets. We present computational evidence that the maximizing function exists and, in most but not all cases, is unique. Upper and lower bounds for the maximum square integral are computed, and formulas are conjectured for the maximizing functions in several cases.
Introduction.
Let 6S be the set of periodic, real-valued functions on the real line which are continuous, have period 2zr and satisfy A better lower bound is computed in a paper [3] by Garsia, Rodemich and Rumsey, in which the corresponding problem for nonperiodic functions on the real line is solved. They show that there is a function A maximizing Ji4 | A(jc)| 2 dx where the maximum ranges over the class íFa of continuous, positive-definite functions on the real line which vanish outside the interval [-5, 5] and take the value one at zero. Of course, for any value of 5 i£ it, the class SFj can be embedded in 6S merely by constructing a periodic version of each function in $FS. For any function A in JFS, the Fourier integral js_s A(x)e~,IU dx is nonnegative for all real values of zz. This means that the corresponding periodic function A*(x) = A(x mod(-zr, zr]) must be in es, since, in 6S, we only require that the Fourier integral be nonnegative for integer values of u. Therefore, the maximum square integral in the class í5, which Garsia, et al. [3, p. 833] showed to be .686981293033114600949413. . . X 8, must be a lower bound on Ds. One would like to compute better bounds for Ds and, perhaps, find a formula for the maximizing function, if one exists.
As stated, the problem is computationally intractable. A feasible computational approach is to consider an analogous class of discrete functions.
Given two integers N and A (A ^ N/2), let ß(Af, A) be the set of periodic (period 27r) real-valued functions, a, defined on the Nth roots of unity, that is the set The sum here, and elsewhere in this paper, is taken over any set of N consecutive values of the integer k. Any such set gives the same sum because of the periodicity of the functions involved. We use the normalization 2r/N here to make the measure of the roots of unity group the same as the measure of the circle group over which the class Gs is defined. £>" = (2tt/A0 Z ai2irk/N) exp i~2trikn/N).
Then, the requirement that the function a be real-valued is equivalent to the requirement that/7" = p-n for all integers zz. Furthermore, by the Fourier inversion formula, conditions (1.4), (1.5), and (1.6) of Section 1 are equivalent to the following constraints on the sequence pn:
pn ^ 0 for all integers zz, Since the constraints are linear, they describe the surface of a polyhedron in (Af + l)-dimensional Euclidean space. The function we are trying to maximize on this surface has the property that, on any line segment, it assumes its maximum on one of the endpoints. (The square root of the function is a norm; the property follows from the triangle inequality.) Hence, on a polyhedron, it must assume its maximum on a vertex. The fundamental theorem of linear programming [2, p. 5] says that these vertices are the vectors (p0, • • • , Pm) in the polyhedron which have at least A zerovalued coordinates. It turns out that specifying A zero-valued coordinates in a vector (Po, ■ ■ ■ , Pm) in the polyhedron described by (2.4), (2.5), and (2.6) completely determines the vector.
One can see this by considering the rational function
where a is the function in a(N, A) whose Fourier coefficients are p0, ■ ■ • , pM-Since a(2wk/N) = a(-2irk/N), p must be real-valued on the unit circle and symmetric in the sense tha.tp(e":) = /z(e~,a). In addition, sincep(e2"k/N) = pk, k = 0, 1, • • ■ , M, p must be nonnegative at each of the roots of unity and take the value zero at 2 A of them. All the roots are simple because the degree of p indicates that it has only 2 A roots. (The only exception to this is the case in which roots occur at +1 or -1; these must be double roots and the number of distinct roots of p is diminished.) The rational function p is determined, up to a constant factor, by its 2A roots. Thus, (Po, • ■ • s Pm) is determined as soon as one chooses A of its coordinates to be zero. Actually, we get a little more out of this argument: The zero coordinates of (Po, Pu • * * , Pm) must occur in adjacent pairs. This is so because p(e") must change sign at each of its simple zeroes, yet must remain positive at all the roots of unity. Therefore, if N = 2M is even and A is odd, the set of zero coordinates of in the bounds on Ds ranged between 1.6 percent and .01 percent of the estimated size of Ds. The difference tended to get smaller as 5 got larger possibly because the number of nonzero mesh points of the extremal sequences was larger for large 8, thus making the sequence a better approximation to the extremal function in es. A graph of the computed approximations to D s appears in Fig. 1 .
In the same manner, we plotted D¡/8 and the integral of the extremal function, which we denote by Is. It is interesting that the value of I6 seems to be independent of the manner in which 8 = 2zr(A + l)/N is represented. That is, as long as the ratio (A + \)/N remains the same, the extremal function in the class 9£(N, A) has the same integral.
It appears that I¡ is discontinuous and D¡/8 is a sequence of humps. The endpoints of these humps correspond to the discontinuities in I¡. A possible explanation for this is that, at the points of discontinuity in Is, the extremal function is not unique. This would give (at least) two possible values for Is at these points.
This explanation fits with the information given by the graphs of the extremal functions in the classes (?£(N, A) . in the behavior of A, in the intervals between the points of discontinuity of 7S. As S approaches a point of discontinuity of I¡ from the left, A6 takes on a bell shape.
When 8 approaches such a point from the right, As takes on a ski jump shape, as if the bell were reflected through the line from its top to its base. This phenomenon is illustrated in Fig. 2 .
If the graphs of A¡ are all decreasing, which appears to be the case, then one can take a limit of the functions A¡ as 5 approaches a point of discontinuity of Is through some sequence of values. Suppose 5n |" 50 and A8n ->" A(r) pointwise, where S0 is a point of discontinuity of I¡. Then, A<r) E Cs" and D,. ^ f |A(r>(;t)|2 dx = lim f \ASn(x)\2 dx = lim DK ^ Z)So.
Thus, A(r) is an extremal function in eSo.
Note that the existence of such a limit implies that Ds is a right-continuous function of 5. Suppose Ds is also left-continuous and suppose 5" j 60 and ASn -* A(<) pointwise. Then A<0 E eto, It is tempting to conjecture, from the observation on the periodicity of the zeroes of the Fourier transform, that if 5 is a rational multiple of 2zr, say 8 = 2irp/q where p and q are integers with no common divisor, then the zeroes of the Fourier transform of the extremal function in 6 ¡ must occur at the integers and must be periodic in the sense that if zz > 0 is a zero, then so is « + q.
In any case, by the Hadamard factorization theorem [1] , the Fourier transform íAjíz) = f Aixy*" dx The square integral of this function, to fourteen decimal places, is 1.12504202380751. By computing the extremal elements in the classes (P£(40, 9) and ft(40, 9), one finds that 1.12213 < D,/2 < 1.12785. Thus, the square integral falls in the proper range.
A graph of the function A"/2 is bell shaped, as one would expect from solutions to the discrete problem with 5 near zr/2.
Even though this evidence tends to verify the conjecture about the periodicity of the zeroes for the case 8 = x/2, the author has an argument (not presented here) which shows that the conjecture cannot be true for some (very small) values of 8.
Other cases, where the maximal function A« seems to have the form A{ = const xs * a8 where xs is the indicator function for the interval [-8, 8 J-s For 8 = x/2, the integral (4.1) is x -2, which fits with computational data giving upper and lower bounds on the maximum in this case.
5.
Conclusion. The problems discussed in this paper are easy to state, yet very hard to solve analytically. Nevertheless, some analysis leads to a feasible computational approach. Results from the computations lead to some nice formulae for functions which, with some confidence, one can conjecture to be solutions. 6 . Acknowledgment.
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