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PREFACE 
This t he s i s en t i t l ed " O p t i m i z a t i o n T e c h n i q u e s In Sample 
S u r v e y s " is submi t t ed to the Al igarh M u s l i m U n i v e r s i t y , 
A l i g a r h , Ind ia , to supp l i ca t e the deg ree of D o c t o r of 
P h i l o s o p h y in S ta t i s t i c s . It cons i s t s of the r e s e a r c h work 
c a r r i e d out by me in the Depa r tmen t of S t a t i s t i c s and 
O p e r a t i o n s Resea rch , A l iga rh Mus l im U n i v e r s i t y , A l i g a r h , 
I nd i a . 
T h e r e are two gene r a l l y accep ted o p t i o n s f o r s t u d y i n g the 
c h a r a c t e r i s t i c s of a f i n i t e popu la t i on . The f i r s t is to s t udy each 
and e v e r y uni t of the p o p u l a t i o n . This is c a l l e d c e n s u s or 
c o m p l e t e e n u m e r a t i o n . The o ther is t h rough the s t u d y of on ly a 
s e l e c t e d p o r t i o n of the p o p u l a t i o n . This s e l e c t e d p o r t i o n is 
c a l l e d a sample and this me thod is ca l led s a m p l i n g or s ample 
s u r v e y . C e n s u s is t ime c o n s u m i n g , e x p e n s i v e , even i m p o s s i b l e 
in some s i t u a t i o n s and o f t en in accura te . On the o t h e r hand a 
s a m p l e s u r v e y cos t s less in te rms of t ime and m o n e y b o t h and 
u s u a l l y is more accu ra t e then census . A good s u r v e y f r e e f r o m 
e r r o r s and b iases , can r ende r a very u s e f u l s e r v i c e in the 
s o l u t i o n of m a n y s o c i o - e c o n o m i c p r o b l e m s of a c o u n t r y by 
a c c e l e r a t i n g the t ime ly f l o w of a d e q u a t e and r e l i a b l e 
i n f o r m a t i o n . 
The tool of m a t h e m a t i c a l p r o g r a m m i n g is c o n c e r n e d 
wi th the d e t e r m i n a t i o n of the min imum or m a x i m u m of a 
f u n c t i o n of severa l va r i ab l e s , which are s u b j e c t to a n u m b e r of 
c o n s t r a i n t s . Many p r o b l e m s in sample s u r v e y s , s p e c i a l l y 
m u l t i v a r i a t e cases can be hand led by us ing the t e c h n i q u e s of 
M a t h e m a t i c a l p r o g r a m m i n g . 
Th is thes i s is an a t t empt to f o r m u l a t e some p r o b l e m s 
a r i s i n g in un iva r i a t e and m u l t i v a r i a t e s t r a t i f i e d s a m p l e s u r v e y s 
as m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m s and v a r i o u s t e c h n i q u e s 
are d e v e l o p e d for the i r so lu t ion . 
The work con ta ined in th is thes i s is s p r e a d over in s ix 
c h a p t e r s . Chap te r I p rov ides a h i s to r i ca l b a c k g r o u n d of su rvey 
s a m p l i n g . Some p r o m i n e n t su rvey s t a t i s t i c i a n s , who p l a y e d the 
i m p o r t a n t rol l to make the survey s a m p l i n g as a d i f f e r e n t 
d i s c i p l i n e of s t a t i s t i c s , have been i n t r o d u c e d . A br ie f 
h i s t o r i c a l ske tch of m a t h e m a t i c a l p r o g r a m m i n g t e c h n i q u e s and 
i ts a p p l i c a t i o n to va r ious f i e l d s i n c l u d i n g s a m p l i n g are 
p r e s e n t e d . Also n o n - r e s p o n s e in sample su rveys is d i s c u s s e d . 
IV 
In chapter II of this thesis the mul t ivar ia te a l locat ion 
problem is formula ted as a non-l inear programming problem with 
l inear constra ints where the non-l ineari ty occurs only in the 
objec t ive func t ion , which is of separable nature and is convex. We 
obtain an approximate solution of this problem by us ing separable 
p rogramming technique and it is shown that the p rocedure 
developed is appl icable to various problems ar is ing in sample 
surveys, such as mult is tage, double sampling and response errors . 
In chapter III, we consider the problem of de te rmin ing the 
init ial sample size and sub sampling propor t ion in two var ia te 
surveys when some subjects re fuse to reply a part of the ques t ions 
i,e, their responses are partial . The populat ion is d iv ided into three 
groups; one of those who respond to the quest ions of both the 
categories , second with response to only quest ions of category I 
and third of complete non-respondents . It is assumed that the 
respondents of the quest ions of category II a lways reply the 
quest ions of category I but not necessar i ly the vice versa . 
In chapter IV, we consider the problem of a l locat ion in 
presence of part ial non-response. Using Hansen and Hurwi tz 
(1946) technique, we determine the sample sizes and the sub 
sampl ing propor t ions for the various strata. 
In chapter V, the mult ivariate al locat ion problem in two-
stage sampling is formulated as a non-l inear p rogramming problem 
f i rs t with non-l inear object ive funct ion and several l inear 
constra ints . An analytical procedure has been given for its 
solut ion. Secondly we t ransform it to the problem with l inear 
object ive func t ion and non-l inear constraints and then use the 
geometr ic programming for its solution. 
In chapter VI, we consider the s trat i f ied sampl ing problem 
with l inear and non-l inear sampling costs. We use the branch and 
bound approach of Land and Doig (1960) for obta in ing the integer 
solut ion. A numerical i l lustrat ion is also presented . When the 
optimal (non-integer) solution requires more than 100% sampling, 
it is shown that this si tuation can also be tackled by us ing branch 
and bound technique. 
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C H A P T E R I 
INTRODUCTION 
1.1 H i s t o r i c a l B a c k g r o u n d of Survey S a m p l i n g 
The need for s t a t i s t i c a l i n f o r m a t i o n s e e m s e n d l e s s in 
m o d e r n soc i e ty . In p a r t i c u l a r , da ta are r e g u l a r l y c o l l e c t e d to 
s a t i s f y the need for i n f o r m a t i o n abou t s p e c i f i e d se ts of 
e l e m e n t s , ca l l ed f i n i t e p o p u l a t i o n s . One of the mos t i m p o r t a n t 
m o d e s of da ta co l l e c t i on for s a t i s f y i n g such need is a s a m p l e 
s u r v e y . Over the last f ew decades , s u r v e y s a m p l i n g has 
e v o l v e d in to an e x t e n s i v e body of t h e o r y , m e t h o d s , and 
o p e r a t i o n s used dai ly all over the w o r l d . As Ross i et al. 
( 1 9 8 3 ) Po in t out , it is a p p r o p r i a t e to speak of a w o r l d w i d e 
s u r v e y indus t ry with d i f f e r e n t s e c t o r s ; a g o v e r n m e n t s ec to r , an 
a c a d e m i c sec to r , a p r i v a t e and mass med ia s e c t o r , a r e s i d u a l 
s ec to r c o n s i s t i n g of adhoc and in house s u r v e y s . 
Seve ra l a t t empt s , have so fa r been m a d e t o w a r d s 
d e p i c t i n g the h i s to ry of the d e v e l o p m e n t of s u r v e y s a m p l i n g , 
the i m p o r t a n t b ranch of s t a t i s t i c s , by m a n y r e n o w n e d 
S t a t i s t i c i a n s among them are Ya tes ( 1946 ) , S u k h a t m e ( 1 9 6 8 ) , 
C h a n g ( 1 9 7 6 ) , Kruska l and M o s t e l l e r ( 1 9 8 0 ) , H a n s e n et al. 
(1983 ) , S t ig l e r (1986) , Hansen (1987) , Olk in (1987 ) , 
B e l l h o u s e (1988) , Smith (1976 , 1984, 1994, 2 0 0 1 ) , Rao , J . 
( 1 9 9 0 ) , R a o , T . ( 1 9 9 1 ) , M u k h o p a d h y a y (1998) and B run t ( 2 0 0 1 ) . 
A r t h u r Lyon Bowley b rough t r a n d o m i z a t i o n in su rvey 
s a m p l i n g to the f o r e and at the same t ime he d e v e l o p e d a 
theory of p u r p o s i v e s e l e c t i o n . Bowley ' s bes t r e m e m b e r e d 
c o n t r i b u t i o n to s a m p l i n g theory was t h rough the c o m m i s s i o n 
a p p o i n t e d in 1924 by the I n t e r n a t i o n a l S t a t i s t i c a l I n s t i t u t e to 
s tudy the a p p l i c a t i o n of the r e p r e s e n t a t i v e m e t h o d . B o w l e y 
p r o v i d e d a t h e o r e t i c a l m o n o g r a p h s u m m a r i z i n g the known 
r e su l t s in r a n d o m and p u r p o s i v e s e l ec t i on , see B o w l e y ( 1 9 2 6 ) 
and J e s sen ( 1 9 2 6 a ) . In add i t i on to severa l o the r ideas , the 
m o n o g r a p h c o n t a i n s a d e v e l o p m e n t of s t r a t i f i e d s a m p l i n g with 
p r o p o r t i o n a l a l l o c a t i o n , s o m e t i m e s , r e f e r r e d to as B o w l e y 
a l l o c a t i o n , and a t h e o r e t i c a l d e v e l o p m e n t of p u r p o s i v e 
s e l e c t i o n t h r o u g h c o r r e l a t i o n ' s be tween con t ro l v a r i a b l e s and 
the v a r i a b l e of i n t e r e s t . The la ter d e v e l o p m e n t i nc luded 
f o r m u l a e fo r the m e a s u r e m e n t of the p r e c i s i o n of the e s t i m a t e 
u n d e r a p u r p o s i v e s a m p l i n g de s ign . The work on p r o p o r t i o n a l 
a l l o c a t i o n r e f l e c t s B o w l e y ' s c o n t i n u e d des i re to m a i n t a i n equa l 
i n c l u s i o n p r o b a b i l i t i e s for all un i t s in a r a n d o m i z e d s a m p l i n g 
de s ign . The two m e t h o d s of s amp l ing , r a n d o m i z a t i o n and 
p u r p o s i v e s e l e c t i o n , both under ce r t a in r u l e s of o p e r a t i o n , 
r e m a i n e d the s t a n d a r d a c c e p t a b l e m e t h o d s of s a m p l i n g for nex t 
d e c a d e . A p u r p o s i v e l y s e l ec t ed ba l anced s a m p l e , w h i c h gave 
r e a s o n a b l e r e su l t s , had been de s c r i be d by l e s s e n (1926b , 
1928) . 
N e y m a n ' s 1934 pape r on s a m p l i n g w a s i m m e d i a t e l y 
r e c o g n i z e d as an impor t an t c o n t r i b u t i o n to the f i e ld of 
s t a t i s t i c s . K r u s k a l and M o s t e l l e r (1980) d e s c r i b e d the work as 
" The N e y m a n w a t e r s h e d " and Hansen et al. ( 1 9 8 5 ) c o m m e n t e d 
tha t the pape r p l ayed a p a r a m o u n t ro l e in p r o m o t i n g 
t h e o r e t i c a l r e s e a r c h , m e t h o d o l o g i c a l d e v e l o p m e n t s and 
a p p l i c a t i o n s of p r o b a b i l i t y s a m p l i n g . The m a i n p o i n t of 
N e y m a n ' s p a p e r was the c o m p a r i s o n of s t r a t i f i e d r a n d o m 
s a m p l i n g wi th p u r p o s i v e s amp l ing , h i s n e w m e t h o d of 
c o n f i d e n c e i n t e r v a l s and the second l ine of a t t a ck was 
e m p i r i c a l . 
Smi th ( 1 9 7 6 ) c o m m e n t e d : 
By modern standards any one of the Neyman's ideas 
would have been worthy of publication but in one paper he 
develops a new theory of inference, introduces the ideas of 
efficiency and of optimum allocation, provides a framework 
for inferences from cluster samples, and presents a powerful 
case for rejecting purposive sampling. In a latter paper he 
develops two phase sampling. The only major features of 
current survey design that he failed to introduce were multi-
stage sampling and variable probability sampling, but these 
followed logically from his work. 
The s a m p l i n g seeds sown by Neyman in the U n i t e d S ta tes 
soon bore f r u i t in the U.S . Bureau of census t h r o u g h the work 
of M o r r i s H a n s e n and Wi l l i am Hurwi t z and the i r c o l l e a g u e s . 
T h e r e were many c o n t r i b u t i o n s by o thers to su rvey s a m p l i n g in 
the pe r iod up to 1945 .One big gap is the i n f l u e n c e of 
R . A . F i s h e r and the work on sampl ing at R o t h a m s t e d by Ya tes 
and the o the r r e s e a r c h e r s p roduced such as W. G. C o c h r a n . 
T h e i r c o n t r i b u t i o n s are de s c r i b e d in Yates ( 1 9 6 0 ) . 
R a t i o and R e g r e s s i o n e s t ima t ion were i n t r o d u c e d du r ing 
the 1930 's w i th a c o m p r e h e n s i v e accoun t of the t heo ry be ing 
p r o v i d e d by C o c h r a n (1 9 42 ) . The theory fo r s y s t e m a t i c 
s a m p l i n g was g iven by M a d o w and M a d o w ( 1 9 4 4 ) . C o c h r a n 
( 1 9 4 6 ) e x a m i n e s the a c c u r a c y of s y s t e ma t i c s a m p l i n g u n d e r 
s p e c i f i c a s s u m p t i o n s abou t the p o p u l a t i o n . Th is p a p e r is of 
p a r t i c u l a r i n t e r e s t due to its use of s u p e r - p o p u l a t i o n m o d e l s 
fo r e f f i c i e n c y c o m p a r i s o n s , fo r liere was one of the e a r l i e s t 
i n d i c a t i o n s that N e y m a n ' s app roach , be ing f r e e of p o p u l a t i o n 
a s s u m p t i o n s , was in fac t too genera l fo r e s t a b l i s h i n g u s e f u l 
r e s u l t s abou t e f f i c i e n c i e s . 
The Ind ian S ta t i s t i ca l I n s t i t u t e , se t up in 1931 by 
M a h a l a n o b i s , p layed a m a j o r role in the d e v e l o p m e n t of 
s a m p l e survey theory and p r ac t i c e . For e x a m p l e , the p r o b l e m 
of e s t i m a t i o n of crop y ie lds was a p r i m a r y s t i m u l u s to the use 
of s a m p l i n g t e c h n i q u e s in Ind ia . The t r e m e n d o u s g r o w t h in 
Ind ia of the use of s a m p l i n g t e c h n i q u e s , and of r e s e a r c h in to 
s a m p l i n g theory and m e t h o d s , may be c r e d i t e d to P .C . 
M a h a l a n o b i s . A fu l l l a rge sca le survey was c a r r i e d out in 1941 
and that was in c o n n e c t i o n wi th t h e s e s u r v e y s tha t 
M a h a l a n o b i s b rough t to fu l l d e v e l o p m e n t t he m e t h o d of 
i n t e r p e n e t r a t i n g sub samples for v a r i a n c e e s t i m a t i o n , wh ich 
has led to the ideas of r e p l i c a t e d s a m p l i n g and t e c h n i q u e s such 
as the J a c k n i f e . 
The c ove rage of s t anda rd survey d e s i g n w a s v i r t u a l l y 
c o m p l e t e d by Pa t t e r son (1950) g iv ing a t h e o r y f o r the des ign 
and a n a l y s i s of r epea t ed su rveys . The t ime w a s r i gh t fo r 
c o n s o l i d a t i o n of all th is ma te r i a l and the f i r s t e d i t i o n of a 
se r i e s of t ex t s devo ted so le ly to su rveys began to a p p e a r . 
Ya tes ( 1 9 4 6 ) and D e m i n g (1950) were f o l l o w e d qu ick ly by 
C o c h r a n (1953) , Hansen et al. ( 1953) and S u k h a t m e (1954 ) . 
H o r v i t z and T h o m p s o n (1952) p r e s e n t e d a f u n d a m e n t a l 
p a p e r in the d e v e l o p m e n t of s ample survey t h e o r y . The i r work 
was i n c o r p o r a t e d in the second ed i t ion of the a b o v e tex t and in 
the l a te r books by, S a m p f o r d (1962) , Kish ( 1 9 6 5 ) , Mur thy 
( 1 9 6 7 ) and Ra j (1968) . 
M o r e o v e r in n a r r o w i n g the focus of the h i s t o ry some 
i n s i g h t s in to the d e v e l o p m e n t of s ampl ing t e c h n i q u e b e c a m e 
a p p a r e n t . A m a j o r m o t i v a t i n g fo rce beh ind s o - c a l l e d c l a s s i c a l 
s a m p l i n g m e t h o d s is the e x e c u t i o n of l a r g e - s c a l e soc i a l and 
e c o n o m i c su rveys . V. P. G o d a m b e in 1955 f i r s t c h a l l e n g e d the 
d e s i g n ba sed app roach to su rvey s amp l ing and may be c r e d i t e d 
w i th c r e a t i n g a new p a r a d i g m in the f i e ld , tha t of e s t a b l i s h i n g 
the log ica l f o u n d a t i o n s of e s t ima t ion t h e o r y in su rvey 
s a m p l i n g . 
T h e r e are a number of r e s e a r c h e r s who have been d rawn 
away f r o m o ther p o s s i b l e a reas of ac t iv i ty to f o l l o w the 
m o d e l - b a s e d a p p r o a c h . M o d e l s are e s sen t i a l d e a l i n g wi th all 
f o rms of n o n - s a m p l i n g e r ro r s , i nc lud ing c o v e r a g e e r ro r s , N o n -
r e s p o n s e , r e s p o n s e e r ro r s and p r o c e s s i n g e r ro r s , and it is a l so 
a c c e p t e d tha t mode l s he lp in the cho ice of e s t i m a t o r s , 
e s p e c i a l l y when cova r i a t e s are a v a i l a b l e . B r e w e r ( 1 9 7 9 ) , 
S a r n d a l ( 1 9 8 0 ) , I saki and Fu l le r (1982) , H a n s e n et al. ( 1 9 8 3 ) , 
and many o the r s advoca t e a model a s s i s t ed a p p r o a c h in some 
f o r m . 
The m a j o r t h e o r e t i c a l r e sea rch e f f o r t in s a m p l e s u r v e y s 
over last t w e n t y - f i v e years has been d e v o t e d to s o l v i n g 
i m p o r t a n t practicall p r o b l e m s ra ther than to the f o u n d a t i o n s of 
i n f e r e n c e . The c o m m i t t e e on Na t iona l S t a t i s t i c s e s t a b l i s h e d 
the p a n e l on I n c o m p l e t e Data in 1977 unde r the c h a i r m a n s h i p 
of I n g r a m Olk in . This r e su l t ed in a t h r e e - v o l u m e r e p o r t . 
Incomplete Data in sample surveys by M a d o w and Olk in 
( 1 9 8 3 ) . One m a j o r advance r epor t ed was in t he a rea of 
i m p u t a t i o n fo r m i s s ing va lues , see Rub in ( 1 9 8 7 ) . The book by 
G r o v e s ( 1 9 8 9 ) is exce l l en t on the i n d i v i d u a l c o m p o n e n t s of 
e r ro r but f a i l s to i n t e g r a t e them in to a m e a s u r e of t o t a l 
s u r v e y s e r ro r and to ta l cos t wi th in a s ing le s u r v e y . 
1.2 N o n - R e s p o n s e in Sample Surveys 
N o n - r e s p o n s e is b e c o m i n g a g r o o m i n g c o n c e r n in su rvey 
r e s e a r c h . The p h e n o m e n o n of n o n - r e s p o n s e when p e o p l e are 
not ab le or w i l l i ng to answer q u e s t i o n s a sked by the 
i n t e r v i e w e r can appea r in sample su rveys as we l l as in c e n s u s . 
The ex ten t and the e f f e c t of the n o n - r e s p o n s e can vary g rea t ly 
f r o m one type of survey to a n o t h e r . It a f f e c t s the qua l i t y of 
su rvey in two ways . F i r s t ly , due to the r e d u c t i o n in a v a i l a b l e 
a m o u n t of da ta , the e s t ima te s of p o p u l a t i o n p a r a m e t e r s wi l l be 
less p r e c i s e . Second ly , if a r e l a t i o n s h i p ex i s t s b e t w e e n the 
v a r i a b l e unde r i nves t i ga t i on and r e s p o n s e b e h a v i o r s , 
s t a t e m e n t s made on the bas i s of the r e s p o n s e are not va l id for 
the to ta l p o p u l a t i o n . 
It is obv ious that the ex ten t of n o n - r e s p o n s e mus t be kept 
as smal l as p o s s i b l e . In sp i te of much e f f o r t s , t h e r e s t i l l 
r e m a i n s a c o n s i d e r a b l e amoun t of non r e s p o n s e . M e a s u r e s 
s h o u l d be t aken to p r e v e n t f o r m a t i o n of w r o n g s t a t e m e n t s 
a b o u t the p o p u l a t i o n . C o m b i n a t i o n of a d j u s t m e n t p r o c e d u r e s 
and usua l e s t ima t ion t e c h n i q u e s is n e c e s s a r y to y i e ld va l id 
p o p u l a t i o n e s t i m a t e s . 
In s a m p l e su rveys , the popu l a t i on may be a s s u m e d to be 
c o m p o s e d of two par t s , ( i) Response g roup and ( i i ) N o n -
r e s p o n s e g r o u p . In case when the uni t s of the n o n - r e s p o n s e 
g r o u p are such tha t a f t e r some add i t iona l e f f o r t s it is p o s s i b l e 
to get the i n f o r m a t i o n we r e f e r such n o n - r e s p o n d i n g g roup of 
un i t s as " S o f t Core" . In some cases a pa r t of non r e s p o n s e 
un i t s are such tha t it is imposs ib l e to get any i n f o r m a t i o n , the 
set of t he se un i t s are r e f e r e e d as "Hard C o r e " . Whi l e 
e s t i m a t i n g the p o p u l a t i o n mean of the s tudy c h a r a c t e r , the 
r e p r e s e n t a t i o n o f r e s p o n d i n g and non r e s p o n d i n g un i t s is 
r e q u i r e d to g ive the r e p r e s e n t a t i v e va lue of the p o p u l a t i o n 
m e a n . In case of " S o f t Core" , the p rob l em is to m i n i m i z e the 
e f f e c t of n o n - r e s p o n s e and make some a d j u s t m e n t w h i c h may 
p r o v i d e the e f f i c i e n t e s t ima te . In case of mai l s u r v e y s , H a n s e n 
and H u r w i t z ( 1 9 4 6 ) have sugges t ed the m e t h o d of sub 
s a m p l i n g f r o m the n o n - r e s p o n d i n g un i t s of the s a m p l e and 
p r o p o s e d the e s t i m a t o r for p o p u l a t i o n mean wi th its s t a n d a r d 
e r r o r s . In case of s t r a t i f i e d p o p u l a t i o n , the p r o b l e m of 
d e t e r m i n i n g the in i t i a l s ample s ize to be d r a w n and the v a l u e 
of sub s a m p l i n g p r o p o r t i o n for each s t r a tum was c o n s i d e r e d by 
K h a r e ( 1 9 8 7 ) . O p t i m a l s ample des igns in case of n o n - r e s p o n s e 
h a v e a l s o been cons ide r ed by E l -Badry ( 1 9 5 6 ) , E r i c s o n ( 1 9 6 7 ) 
and S r i n a t h (1971) . 
F u r t h e r i m p r o v e m e n t in the e s t i m a t i o n of p o p u l a t i o n 
mean in p r e s e n c e of n o n - r e s p o n s e has been m a d e by us ing 
i n f o r m a t i o n on aux i l i a ry c h a r a c t e r . In th i s d i r e c t i o n some 
c o n v e n t i o n a l and a l t e rna t e r a t io , p roduc t and r e g r e s s i o n type 
e s t i m a t o r s have been p r o p o s e d when the p o p u l a t i o n mean of 
a u x i l i a r y c h a r a c t e r is known or u n k n o w n ( s ee R a o ( 1 9 8 6 , 
1987, 1990) , Kha re and S r i v a s l a v a (1993 , 2 0 0 0 ) , T r i p a t h i and 
K h a r e ( 1 9 9 7 ) . Fab ian and H y u n s h i k ( 2 0 0 0 ) p r o p o s e d some 
r a t i o and r e g r e s s i o n e s t i m a t o r s when p o p u l a t i o n mean of 
a u x i l i a r y c h a r a c t e r is not known in a d v a n c e . They use doub l e 
s a m p l i n g and also compared r e l a t i v e p e r f o r m a n c e s of the 
p r o p o s e d e s t i m a t o r s wi th the e s t i m a t o r by H a n s e n and H u r w i t z 
( 1 9 4 6 ) . 
In case of e s t ima t ion of ce r t a in p a r a m e t e r s on some 
s e n s i t i v e c h a r a c t e r , one may not ob ta in t he i n f o r m a t i o n 
t h r o u g h d i r ec t q u e s t i o n s su rvey m e t h o d . The i n f o r m a t i o n on 
t h e s e type of ques t i ons are co l l ec t ed by a p p l y i n g r a n d o m i z e d 
r e s p o n s e t e c h n i q u e wi th some m e c h a n i c a l d e v i s e , w h i c h has no 
d i r ec t r e l a t i o n wi th the c h a r a c t e r under s tudy . S e v e r a l m o d e l s 
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for r a n d o m i z e d r e s p o n s e t e c h n i q u e iiave been d e v e l o p e d by 
W a r n e r (1965) , Kim and F lueck (1978) . F r a n k l i n ( 1 9 8 9 ) , S ingh 
and Singh (1992 , 1993) use c o n t i n u o u s r a n d o m i z e d dev i ce 
i n s t ead of d i s c r e t e one . Manga t (1994) and M a n g a t et al. 
( 1 9 9 5 ) have p r o p o s e d some o ther va r i an t s of W a r n e r ' s m o d e l . 
C h a u b e y and Cr i sa l l i ( 1997) have g iven the a d j u s t m e n t of the 
i n c l u s i o n p r o b a b i l i t i e s in case of non r e s p o n s e . 
In o rde r to e n h a n c e the c o n f i d e n c e of the r e s p o n d e n t s to 
the s t i g m a t i z e d c h a r a c t e r i s t i c s , H o r v i t z et al. ( 1 9 6 7 ) 
d e v e l o p e d a p r o c e d u r e and ca l led it u n r e l a t e d q u e s t i o n 
r a n d o m i z e d r e s p o n s e mode l or in shor t " U - m o d e l " . M i s h r a and 
S inha ( 1 9 9 9 ) d e v e l o p Warne r ' s (1965) and M a n g a t and S ingh ' s 
( 1990 , 1991) S c h e m e s to cover mu l t i p l e type of s t a t e m e n t and 
d e r i v e d the m a x i m u m l i k e l i h o o d e s t ima te s fo r t he p r o p o r t i o n 
a l o n g wi th i ts v a r i a n c e . A l so Grewal et al. ( 1 9 9 9 ) c o n s i d e r e d 
the s i t u a t i o n of m u l t i - c h a r a c t e r su rveys u s i n g r a n d o m i z e d 
r e s p o n s e t e c h n i q u e in PPS s a m p l i n g s , w h e r e the s tudy 
v a r i a b l e , b e s i d e be ing poo r ly co r r e l a t ed w i th the s e l e c t i o n 
p r o b a b i l i t i e s are a lso s e n s i t i v e in na tu re . 
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1 .3 O p t i m i z a t i o n 
I n v e s t i g a t i n g for and a r r i v ing at the bes t p o s s i b l e 
d e c i s i o n in any g iven c i r c u m s t a n c e is ca l l ed o p t i m i z a t i o n . The 
u l t i m a t e aim of all such dec i s ions is to m a x i m i z e the gain or 
p r o f i t , or m i n i m i z e the cos t or loss i ncu r r ed in c e r t a i n p r o c e s s . 
The f i r s t s tep towards o p t i m i z a t i o n is to e x p r e s s the des i r ed 
b e n e f i t s , the r equ i r ed e f f o r t s and o ther r e l e v a n t i n f o r m a t i o n as 
a f u n c t i o n of ce r t a in v a r i a b l e s that may be c a l l e d "dec i s i on 
v a r i a b l e s " . Thus o p t i m i z a t i o n can be d e f i n e d as the 
m a x i m i z a t i o n or m i n i m i z a t i o n of a f u n c t i o n of s eve ra l 
v a r i a b l e s . Th is f u n c t i o n may be u n c o n s t r a i n e d or it may be 
s u b j e c t e d to ce r t a in c o n s t r a i n t s on the v a r i a b l e s in the fo rm of 
e q u a t i o n s or i n e q u a l i t i e s . 
The e x i s t e n c e of o p t i m i z a t i o n p r o b l e m can be t r a c e d back 
to the m i d d l e of e igh t een th cen tu ry . The w o r k of N e w t o n , 
L a g r a n g e and Cauchy in so lv ing ce r t a in t ypes of o p t i m i z a t i o n 
p r o b l e m s a r i s i n g in geomet ry and p h y s i c s by u s i n g d i f f e r e n t i a l 
c a l c u l u s m e t h o d s and ca l cu lu s of v a r i a t i o n s is p i o n e e r i n g . 
T h e s e o p t i m i z a t i o n me thods be t t e r k n o w n as c l a s s i c a l 
o p t i m i z a t i o n m e t h o d s have the i r own l i m i t a t i o n s and can not 
be app l i ed s u c c e s s f u l l y to every o p t i m i z a t i o n p r o b l e m . These 
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t e c h n i q u e s are main ly of t h e o r e t i c a l i n t e r e s t . H o w e v e r , in 
some s imple s i t u a t i o n s they can p rov ide s o l u t i o n s , wh ich are 
p r a c t i c a l l y a c c e p t a b l e . 
The c lass of real l i f e o p t i m i z a t i o n p r o b l e m s that are 
u sua l ly not s o l v a b l e by c l a s s i ca l o p t i m i z a t i o n m e t h o d s a re 
known as m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m s . In the last f i ve 
d e c a d e s t he re has been a p h e n o m e n a l a d v a n c e m e n t t o w a r d s the 
d e v e l o p m e n t of the theory and a l g o r i t h m s for s o l v i n g va r ious 
t ypes of m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m s . 
In the next sec t ion we g ive a b r i e f h i s t o r i c a l ske tch of 
m a t h e m a t i c a l p r o g r a m m i n g . 
1.4 M a t h e m a t i c a l P r o g r a m m i n g : A Br ie f H i s t o r i c a l Sketch 
The f i r s t ever m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m (MPP) 
was p e r h a p s the p r o b l e m of op t ima l a l l o c a t i o n of l imi ted 
r e s o u r c e s r e c o g n i z e d by e c o n o m i s t s in ea r ly 1930s . A f t e r 
Wor ld War II in 1947 the U n i t e d S ta tes air f o r c e t eam S C O O P 
( s c i e n t i f i c c o m p u t a t i o n of op t imum p r o g r a m s ) s t a r t ed 
i n t e n s i v e r e s e a r c h on some op t imum r e s o u r c e a l l o c a t i o n 
p r o b l e m wh ich le^ to the d e v e l o p m e n t of the f a m o u s s imp lex 
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m e t h o d by George B. Dan tz ig for s o l v i n g a l inea r 
p r o g r a m m i n g p rob l em (LPP) . 
In mos t of the p r a c t i c a l s i t ua t i ons the i n t e g e r v a l u e s of 
the d e c i s i o n v a r i a b l e s are r e q u i r e d . D a n t z i g et al. ( 1 9 5 4 ) , 
M a r k o w i t z and M a n n e (1957) , Dan t z ig ( 1 9 5 8 , 1959) , e tc . 
d i s c u s s e d the in t ege r s o l u t i o n s to some s p e c i a l p u r p o s e L P P s . 
G o m o r y (1960 , 1963) d e v e l o p e d the C u t t i n g p l a n e m e t h o d s , 
fo r w h o l e and mixed in t ege r p r o g r a m m i n g p r o b l e m s . L a n d and 
D o i g ( 1 9 6 0 ) d e v e l o p e d the p o w e r f u l b r a n c h and bound 
t e c h n i q u e for so lv ing in t ege r l inear p r o g r a m m i n g p r o b l e m s . 
La t e r D a k i n (1965) p r o p o s e d ano the r i n t e r e s t i n g v a r i a t i o n of 
Land and Doig a l g o r i t h m . Hi l l i e r ( 1 9 6 9 ) g a v e a b o u n d and 
scan a l g o r i t h m . B o w m a n and N e m h a u s e n ( 1 9 7 0 ) gave a 
m o d i f i e d c u t t i n g P lane m e t h o d , Aus t in and G r a n d ( 1 9 8 3 ) 
d e v e l o p e d an a d v a n c e d dual a l go r i t hm and S a l t z m a n and 
H i l l i e r ( 1988 , 1991) p r e s e n t e d the exac t c e i l i n g po in t 
a l g o r i t h m for so lv ing in t ege r p r o g r a m s . A c h u t h a n and Hi l l 
( 1 9 9 8 ) p r e s e n t e d e igh t new cu t t ing p l a n e s w h i c h p r o v i d e an 
i m p r o v e d d e s c r i p t i o n of the so lu t i on s p a c e and they 
d e m o n s t r a t e d the u s e f u l n e s s of these cu ts by g e n e r a t i n g good 
lower b o u n d s fo r 14 l a rge l i t e r a tu r e b e n c h m a r k p r o b l e m s . 
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D e v e l o p m e n t of new t e c h n i q u e s fo r so lv ing l inear 
p r o g r a m m i n g p r o b l e m s are s t i l l go ing on. D e c a d e s of work on 
D a n t z i g ' s s imp lex me thod had fa i l ed to y ie ld a p o l y n o m i a l -
t ime v a r i a n t . The f i r s t p o l y n o m i a l - t i m e l inea r p r o g r a m m i n g 
a l g o r i t h m ca l led E l l i p so i d A l g o r i t h m , d e v e l o p e d by K h a c h i y a n 
(1979 ) , opened up the p o s s i b i l i t y that n o n - c o m b i n a t o r i a l 
m e t h o d s migh t beat c o m b i n a t o r i a l one for l i nea r p r o g r a m m i n g . 
A new p o l y n o m i a l - t i m e a l g o r i t h m which g e n e r a t e d much 
e x c i t e m e n t in the m a t h e m a t i c a l c o m m u n i t y was d e v e l o p e d by 
K a r m a k a r (1984) . (An a l g o r i t h m for wh ich the r u n n i n g t ime on 
c o m p u t e r is a lways less than aL'', w h e r e L is the n u m b e r of 
b i t s r e q u i r e d to r e p r e s e n t the da ta in a c o m p u t e r and b some 
p o s i t i v e n u m b e r , is ca l l ed a p o l y n o m i a l t ime a l g o r i t h m . On the 
o the r hand , if the r u n n i n g t ime is at the mos t C2' fo r some 
p o s i t i v e C, we say that it is an e x p o n e n t i a l t ime a l g o r i t h m ) . 
It is c l a imed tha t K a r m a k a r ' s a l g o r i t h m o f t e n 
o u t p e r f o r m s s imp lex m e t h o d by a f a c t o r of 50 on rea l wor ld 
p r o b l e m s . Some recen t p o l y n o m i a l t ime a l g o r i t h m s d e v e l o p e d 
by R e n e g a r (198'8), G o n z a g a (1989) , M o n t e i r o and Ad le r 
( 1 9 8 9 ) , Va idya (1990) , Reha ( 2 0 0 0 ) are f a s t e r t han K a r m a k a r ' s 
a l g o r i t h m . 
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Kuhn and T u c k e r (1951) d e v e l o p e d the n e c e s s a r y 
c o n d i t i o n s (wh ich b e c a m e s u f f i c i e n t a l so u n d e r spec ia l 
c i r c u m s t a n c e s ) to be s a t i s f i e d by an op t ima l s o l u t i o n of a non-
l inea r p r o g r a m m i n g p r o b l e m (NLPP) . These c o n d i t i o n s , known 
as K-T c o n d i t i o n s , la id the f o u n d a t i o n for g r ea t dea l of la ter 
r e s e a r c h and d e v e l o p m e n t in n o n l i n e a r p r o g r a m m i n g 
t e c h n i q u e s . Ti l l da te no s ing le t e c h n i q u e is a v a i l a b l e wh ich 
can p r o v i d e an op t ima l so lu t i on to every N L P P l ike s i m p l e x 
m e t h o d for LPP . H o w e v e r d i f f e r e n t m e t h o d s are a v a i l a b l e for 
some spec ia l types of N L P P s . Bea le (1959) g a v e a m e t h o d for 
s o l v i n g c o n v e x q u a d r a t i c p r o g r a m m i n g p r o b l e m ( C Q P P ) . One 
of the p o w e r f u l l t e c h n i q u e s for so lv ing a N L P P is to 
t r a n s f o r m it by some means , into a fo rm, w h i c h p e r m i t s the 
use of s i m p l e x m e t h o d of LPP . Us ing K-T c o n d i t i o n s W o l f e I 
( 1 9 5 9 ) t r a n s f o r m e d the convex quad ra t i c p r o g r a m m i n g p r o b l e m 
in to an e q u i v a l e n t LPP to wh ich s imp lex m e t h o d cou ld be 
a p p l i e d wi th some a d d i t i o n a l r e s t r i c t i on on the v e c t o r s 
e n t e r i n g the bas i s at v a r i o u s i t e r a t i o n s . Some o t h e r t e c h n i q u e s 
for s o l v i n g q u a d r a t i c p r o g r a m m i n g p r o b l e m s a l so ex i s t in the 
l i t e r a t u r e . 
A m o n g othe;" N L P P m e t h o d s the re are g r a d i e n t m e t h o d s 
and g r a d i e n t p r o j e c t i o n m e t h o d s . Like s i m p l e x m e t h o d of LPP 
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t h e s e a re i t e r a t i ve p r o c e d u r e s in which at e ach s t ep we move 
f r o m one f ea s ib l e , so lu t ion to ano the r in such a way tha t the 
v a l u e of the o b j e c t i v e f u n c t i o n is i m p r o v e d . R o s e n (1960 , 
1961) , Ke l l ey (1960) , G o l d f a r b (1969) , Du and Z h a n g (1990) , 
La i et al. ( 1993) etc. gave g rad ien t p r o j e c t i o n m e t h o d s for non 
l i nea r p r o g r a m m i n g with l inear and non l inea r c o n s t r a i n t s . 
G e o m e t r i c p r o g r a m m i n g (GP) , a s y s t e m a t i c m e t h o d for 
s o l v i n g the c lass of m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m s that 
t e n d s to appea r mainly in e n g i n e e r i n g d e s i g n , was f i r s t 
d e v e l o p e d by D u f f i n and Zene r in the ea r ly 1960s and f u r t h e r 
e x t e n d e d by D u f f i n et al. ( 1967) . Dav i s and R u d o l p h (1987) 
use GP to op t imal a l loca t ion of i n t eg ra t ed s a m p l e s in qua l i ty 
c o n t r o l . A l s o Dev i s and Finch (1989) a p p l i e d GP to the 
o p t i m a l a l l o c a t i o n of S t r a t i f i e d samples wi th s e v e r a l v a r i a n c e 
c o n s t r a i n t s a r i s i ng f rom severa l e s t ima te s of d e f i c i e n c y ra tes 
in the qua l i t y con t ro l of a d m i n i s t r a t i v e d e c i s i o n s . 
Goa l p r o g r a m m i n g , a wel l known t e c h n i q u e fo r so lv ing 
mu l t i o b j e c t i v e p r o g r a m m i n g p rob l ems was d e v e l o p e d by 
C h a r n e s and Coope r (1977) . The shor t c o m i n g s and the m e r i t s 
of the so lu t i on of the goal p r o g r a m m i n g w e r e d i s c u s s e d by 
I g n i z i o (1984 ) , K h o r r a m s h a h g o l and H o o s h i a r i ( 1 9 9 1 ) , I g n i z i o 
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and Tom (1994 ) , C h a k r a b o r t y and Sinha (1995 ) , N e e l a m and 
A r o r a (1999) , C h a k r a b o r t y and Dubey ( 2 0 0 1 ) , The r ecen t 
d e v e l o p m e n t s in a l g o r i t h m s for so lv ing mul t i o b j e c t i v e l i nea r 
and n o n - l i n e a r p r o g r a m m i n g p r o b l e m s are due to She ra l i 
( 1982 ) , Roy and W a l l e n i u s (1992) , Arbe l ( 1993 , 1994) , Bit et 
al . ( 1993) , Okada (1993) , Thoudam and Ad i l ( 1 9 9 9 ) , e tc . 
Gup ta and C h a k r a b o r t y (1997 ) , use the f u z z y p r o g r a m m i n g 
a p p r o a c h to mul t i o b j e c t i v e l inear p r o g r a m m i n g p r o b l e m . 
Seve ra l NLP p r o b l e m s cons i s t of the f u n c t i o n s , w h i c h 
are s e p a r a b l e in n a t u r e . A f u n c t i o n tha t can be d e c o m p o s e d 
a d d i t i v e l y in t e rms of s ing le va r i ab l e f u n c t i o n is ca l l ed a 
s e p a r a b l e f u n c t i o n . The m e t h o d s for the a p p r o x i m a t e s o l u t i o n 
to the s e p a r a b l e p r o g r a m m i n g p rob lem are f o u n d in the works 
of C h a r n e s and Coope r ( 1957 ) , M a r k o w i t z and M a n n e (1957 ) , 
D a n t z i g et al. ( 1958 ) , M i l l e r (1963) , F l eu ry ( 1 9 9 1 ) , M e g i d d o 
and Tami r ( 1 9 9 3 ) e tc . The t e c h n i q u e a p p l i e s to p r o b l e m s in 
w h i c h all the n o n - l i n e a r f u n c t i o n s are s e p a r a b l e . The idea is to 
c o n s t r u c t a c o n s t r a i n e d o p t i m i z a t i o n mode l t ha t l i nea r ly 
a p p r o x i m a t e s the o r i g i n a l p r o b l e m . The a p p r o x i m a t i o n s 
e n l a r g e the s ize of the m o d e l , but s ince a v e r s i o n of the 
s i m p l e x me thod can be a pp l i ed as a s o l u t i o n t e c h n i q u e , the 
me thod has c o n s i d e r a b l e p r a c t i c a l s i g n i f i c a n c e . The a p p r o a c h 
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can be used equa l ly wel l to a p p r o x i m a t e a n o n - l i n e a r o b j e c t i v e 
f u n c t i o n and non l inear cons t r a in t s . 
The p r i n c i p l e of op t ima l i ty e n u n c i a t e d by B e l l m a n 
( 1 9 5 7 ) paved the way for the d e v e l o p m e n t of d y n a m i c 
p r o g r a m m i n g t e c h n i q u e , which has been a p p l i e d s u c c e s s f u l l y 
fo r s o l v i n g ce r t a in spec ia l types of MPPs . The p r o b l e m s in 
wh ich d e c i s i o n s are to be made s equen t i a l l y at d i f f e r e n t s t ages 
of s o l u t i o n s are ca l led mul t i s tage dec i s ion p r o b l e m s . Many 
m u l t i s t a g e dec i s i on p rob l ems can be f o r m u l a t e d as M P P . The 
d y n a m i c p r o g r a m m i n g t e c h n i q u e is a c o m p u t a t i o n a l p r o c e d u r e , 
w h i c h is wel l su i ted for so lv ing MPPs . that may be t r e a t e d as a 
m u l t i s t a g e dec i s ion p rob l em. The main h u r d l e in u s ing 
d y n a m i c p r o g r a m m i n g t e c h n i q u e to MPPs a r i s i n g in p r a c t i c a l 
s i t u a t i o n is the " p rob l em of D i m e n s i o n a l i t y . " The 
c o m p u t a t i o n a l e f f o r t s invo lved inc rease i n c r e d i b l y f a s t wi th 
the i n c r e a s e in the number of s ta te p a r a m e t e r s . H o w e v e r , in 
some p r o b l e m s of s p e c i f i e d na tu re the p r o b l e m of 
d i m e n s i o n a l i t y could be hand led e f f i c i e n t l y . The d y n a m i c 
p r o g r a m m i n g became r ich and more a p p l i c a b l e by the 
c o n t r i b u t i o n s of severa l au thor s l ike B e l l m a n and D r e y f u s 
( 1 9 6 2 ) , W a c h s (1989) , Li (1990) , Li and H a i m e s ( 1 9 9 0 ) , L in , 
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( 1 9 9 4 ) , O d a n a k a (1994 ) , S tephen et a / . ( 1 9 9 8 ) , I rv ine and 
S n i e d o v i c h (2000) . 
1.5 A p p l i c a t i o n s of M a t h e m a t i c a l P r o g r a m m i n g 
The ear ly a p p l i c a t i o n s of m a t h e m a t i c a l p r o g r a m m i n g 
( M P ) were c o n c e r n e d wi th mi l i t a ry p l a n n i n g and c o o r d i n a t i o n 
a m o n g v a r i o u s p r o j e c t s and the e f f i c i e n t u t i l i z a t i o n of s c a r c e 
r e s o u r c e s . Dur ing the last f i ve decades MP t e c h n i q u e s are 
app l i ed s u c c e s s f u l l y to a lmost every sphe re of h u m a n ac t iv i t y , 
such as i n d u s t r i e s , a g r i c u l t u r e , e n g i n e e r i n g and s c i e n t i f i c 
r e s e a r c h e tc . 
An impor t an t a p p l i c a t i o n of MP t e c h n i q u e s is seen 
in v a r i o u s s t a t i s t i ca l p r o b l e m s . The need of us ing t he se 
t e c h n i q u e s in o p t i m i z a t i o n p r o b l e m s a r i s i n g in s t a t i s t i c s is 
e x c e l l e n t l y de sc r i bed by P r o f . C .R. Rao in A r t h a n a r i and 
D o d g e (1981 ) , wh ich is r e p r o d u c e d he r e : All statistical 
procedures are, in the ultimate analysis, solutions to suitably 
formulated optimization problems "mathematical programming 
problems". W h e t h e r it is d e s i g n i n g a s p e c i f i c e x p e r i m e n t , or 
p l a n n i n g a l a rge sca le su rvey for c o l l e c t i o n of da ta , or 
c h o o s i n g a s t o c h a s t i c mode l to c h a r a c t e r i z e o b s e r v e d da ta , or 
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d r a w i n g i n f e r e n c e f rom ava i l ab l e da ta , such as e s t i m a t i o n , 
t e s t i n g of h y p o t h e s i s and dec i s ion m a k i n g , one has to c h o o s e 
an o b j e c t i v e f u n c t i o n and min imize or m a x i m i z e it s u b j e c t to 
g iven c o n s t r a i n t s or u n k n o w n p a r a m e t e r s and i n p u t s such as 
the cos t i n v o l v e d . The c l a s s i ca l o p t i m i z a t i o n m e t h o d s based on 
d i f f e r e n t i a l c a l c u l u s are too r e s t r i c t i v e , and are e i the r 
i n a p p l i c a b l e or d i f f i c u l t to apply in many s i t u a t i o n s tha t a r i se 
in s t a t i s t i c a l w o r k . This , t oge the r wi th the lack of s u i t a b l e 
n u m e r i c a l a l g o r i t h m s for so lv ing o p t i m i z i n g e q u a t i o n s , has 
p l aced seve re l i m i t a t i o n s on the cho ice of o b j e c t i v e f u n c t i o n s 
and c o n s t r a i n t s and led to the d e v e l o p m e n t and use of some 
i n e f f i c i e n t s t a t i s t i c a l p r o c e d u r e s . A t t e m p t s h a v e t h e r e f o r e 
been made du r ing the last th ree d e c a d e s to f i nd o the r 
o p t i m i z a t i o n t e c h n i q u e s that have wide r a p p l i c a b i l i t y and can 
be eas i ly i m p l e m e n t e d wi th the a v a i l a b l e c o m p u t i n g p o w e r . 
One such t e c h n i q u e tha t has the p o t e n t i a l f o r i n c r e a s i n g the 
s cope for a p p l i c a t i o n of e f f i c i e n t s t a t i s t i c a l m e t h o d o l o g y is 
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MP. 
The f u n d a m e n t a l pape r by C h a r n e s et a / . ( 1 9 5 5 ) 
i n t r o d u c e d the a p p l i c a t i o n of MP t e c h n i q u e to s t a t i s t i c s . In 
l i nea r r e g r e s s i o n they c h o o s e an a p p r o a c h to m i n i m i z e the sum 
the a b s o l u t e d e v i a t i o n s ( M I N A D ) which is an a l t e r n a t i v e to the 
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l eas t squa re app roach and f o r m u l a t e d the M I N A D p r o b l e m as 
an LPP . An e f f i c i e n t m o d i f i c a t i o n of the s i m p l e x me thod 
i n t r o d u c e d by B a r r o d a t e and R o b e r t s ( 1 9 7 3 ) i n c r e a s e d the 
p o s s i b i l i t y of us ing M I N A D r e g r e s s i o n as an a l t e r n a t i v e to 
c l a s s i ca l r e g r e s s i o n . 
Some o the r a p p l i c a t i o n s of MP t e c h n i q u e s to p r o b l e m s 
a r i s ing in s t a t i s t i ca l ana lys i s are found in C l u s t e r ana ly s i s , 
c o n s t r u c t i o n of BIBD and o the r d e s i g n s , R e l i a b i l i t y and 
Qua l i t y c o n t r o l . 
M a t h e m a t i c a l p r o g r a m m i n g mode l s and t e c h n i q u e s are so 
w ide ly used to a va r i e ty of d i s c i p l i n e s e m e r g i n g f r o m a lmos t 
every b r anch of s c i ence , i ndu s t ry , a g r i c u l t u r e , e n g i n e e r i n g , 
m a n a g e m e n t , p l a n n i n g , soc ia l and e c o n o m i c p r o b l e m s , med ica l 
s c i e n c e , b u s i n e s s , m i l i t a ry , s t a t i s t i c a l a n a l y s i s e tc . , tha t it is 
d i f f i c u l t to p r o v i d e a c o m p l e t e l is t of all a p p l i c a t i o n s of MP 
t e c h n i q u e s . 
1.6 M a t h e m a t i c a l P r o g r a m m i n g in S a m p l i n g 
S a m p l i n g theory dea l s wi th the p r o b l e m s a s s o c i a t e d w i th 
the s e l e c t i o n of s amp le s f r o m a p o p u l a t i o n a c c o r d i n g to 
ce r t a in p r o b a b i l i t y m e c h a n i s m . The p u r p o s e of s a m p l e su rvey 
is to ob ta in i n f o r m a t i o n abou t the p o p u l a t i o n w h i c h is d e f i n e d 
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a c c o r d i n g to the a ims and ob j ec t s of the s u r v e y . S ince the 
i n f o r m a t i o n on p o p u l a t i o n is based on sample da t a , in p l a n n i n g 
of s a m p l e su rvey , a s t age is a lways r e a c h e d at w h i c h a 
d e c i s i o n mus t be made abou t the s ize of the s a m p l e , s ize of the 
s a m p l i n g un i t , the s a m p l i n g scheme , the s cope of the su rvey , 
n u m b e r of s t r a ta and s t r a tum b o u n d a r i e s ( in ca se s t r a t i f i e d 
r a n d o m s a m p l i n g is used) e tc . These d e c i s i o n s are very 
i m p o r t a n t . For example the dec i s ion r e g a r d i n g the s ize of 
s a m p l e to be s e l ec t ed is impor t an t because too l a r g e a s a m p l e 
imp l i e s a w a s t e of r e s o u r c e s and too smal l a s a m p l e d i m i n i s h e s 
the u t i l i t y of the r e su l t s o b t a i n e d . T h e r e f o r e , the p r o b l e m of 
d e r i v i n g the s t a t i s t i ca l i n f o r m a t i o n on p o p u l a t i o n 
c h a r a c t e r i s t i c s can be f o r m u l a t e d as an o p t i m i z a t i o n p r o b l e m 
by m i n i m i z i n g the cost of the survey s u b j e c t to the r e s t r i c t i o n 
tha t the loss of p r e c i s i o n is w i th in a ce r t a in p r e s c r i b e d l imi t or 
a l t e r n a t e l y m i n i m i z i n g the loss in p r e c i s i o n s u b j e c t to the 
r e s t r i c t i o n tha t cost of the survey r ema ins w i t h i n the g iven 
b u d g e t . 
S t r a t i f i e d s a m p l i n g is the most p o p u l a r a m o n g v a r i o u s 
s a m p l i n g d e s i g n s that are e x t e n s i v e l y used in s a m p l e s u r v e y s . 
The p r o b l e m of d e t e r m i n i n g the number of s t r a t a , the p r o b l e m 
of c u t t i n g the s t r a tum b o u n d a r i e s , the p r o b l e m of o p t i m u m 
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a l l o c a t i o n of s ample s izes to va r i ous s t ra ta a re t r ea t ed as 
M P P s and so lved by us ing MP t e c h n i q u e s by s eve ra l a u t h o r s . 
In m u l t i v a r i a t e s t r a t i f i e d s amp l ing where more than one 
c h a r a c t e r i s t i c s are to be m e a s u r e d on every s e l e c t e d un i t , the 
a b o v e p r o b l e m s become more c o m p l i c a t e d b e c a u s e of the non 
a v a i l a b i l i t y of a s ing le op t ima l i t y c r i t e r ion wh ich is su i t ab l e 
fo r all c h a r a c t e r i s t i c s . In such s i t u a t i o n s , c o m p r o m i s e is 
e s s e n t i a l and one has to dev i se a c r i t e r ion wh ich is o p t i m a l in 
some sense for all c h a r a c t e r i s t i c s under s tudy . 
Seve ra l au tho r s have s tud ied v a r i o u s c r i t e r i a for 
o b t a i n i n g a u s a b l e c o m p r o m i s e a l l o c a t i o n . A m o n g them are 
N e y m a n (1934 ) , Pe te r and Buche r (1940) , D a l e n i u s (1957) , 
G h o s h (1958 ) , Ya tes (1960) , A o y a m a (1963) , F o l k s and Ant l e 
( 1 9 6 5 ) , K o k a n and Khan (1967 ) , C h a t t e r j e e ( 1 9 6 7 , 1968), 
A h s a n and Khan (1977 , 1982) , J ahan et al. ( 1 9 9 4 ) , Dona ld 
( 1 9 9 5 ) , Khan et al. ( 1997) and many o the r s . 
The f i r s t au thor to g ive a convex p r o g r a m m i n g (CP) 
f o r m u l a t i o n to the a l l o c a t i o n p r o b l e m in m u l t i v a r i a t e s t r a t i f i e d 
s a m p l i n g was Kokan (196 3 ) . An ana ly t i ca l s o l u t i o n t h r o u g h 
th i s CPP mode l was p r o v i d e d by Kokan and K h a n ( 1 9 6 7 ) . They 
a l so s h o w e d how the s ample a l l o c a t i o n p r o b l e m in o ther 
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d e s i g n s , such as t w o - s t a g e sampl ing or doub l e s a m p l i n g can be 
v i e w e d as a CPP . In the p r e s e n c e of p r io r i n f o r m a t i o n and an 
o v e r h e a d cos t in each s t r a tum, the cost f u n c t i o n to be 
m i n i m i z e d b e c o m e s c o n c a v e . A so lu t ion to th i s a l l o c a t i o n 
p r o b l e m in th is s i t ua t i on was by Ahsan and K h a n ( 1 9 7 7 ) . The 
p r o b l e m of d e t e r m i n i n g s t ra ta b o u n d a r i e s in m u l t i v a r i a t e 
su rveys was c o n s i d e r e d by Ahsan et al. ( 1983 ) . 
C h a d h a et al. ( 1971) used d y n a m i c p r o g r a m m i n g 
t e c h n i q u e to f ind the op t imum a l loca t ion in u n i v a r i a t e case . 
La te r O m u l e ( 1 9 8 5 ) used the same t e c h n i q u e for the 
m u l t i v a r i a t e s a m p l i n g . Khan (1995) and Khan ( 1 9 9 7 ) have a l so 
m i n i m i z e d the w e i g h t e d sum of the v a r i a n c e s of the e s t i m a t e s 
of d i f f e r e n t c h a r a c t e r i s t i c s us ing dynamic p r o g r a m m i n g . 
Be tha l ( 1 9 8 9 ) e x p r e s s e s the op t ima l m u l t i - c h a r a c t e r 
s t r a t i f i e d s a m p l e a l l o c a t i o n as a c losed e x p r e s s i o n in t e rms of 
n o r m a l i z e d L a g r a n g i a n m u l t i p l i e r s w h e r e a s R a h i m ( 1 9 9 4 ) 
p r o p o s e d an a l t e r n a t i v e p r o c e d u r e based on d i s t a n c e f u n c t i o n 
of the s a m p l i n g e r ro r s of all the e s t i m a t e s . V a r i o u s a u t h o r s 
l ike A r m s t r o n g and Wu (1992 ) , K r e i e n b r o c k ( 1 9 9 3 ) , N a n d i 
and A i c h ( 1 9 9 5 ) , C h e r n y a k and S ta ry t skyy ( 1 9 9 8 ) , C h e r n y a k 
( 1 9 9 9 ) , C h e r n y a k and C h o r n o u s (2000) e i the r s u g g e s t e d new 
c r i t e r i a or e x p l o r e d f u r t h e r the a l ready e x i s t i n g c r i t e r i a . 
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C H A P T E R II 
USE OF SEPARABLE PROGRAMMING IN 
MULTIVARIATE ALLOCATION PROBLEM 
2.1 Introduction 
In Mult ivariate surveys where more than one-populat ion 
character is t ics are to be estimated, usually these character is t ics 
are of conf l ic t ing nature. When Stratified sampling is to be used, 
the sampler, before drawing a sample has to decide about the 
individual sample sizes to be drawn from d i f fe ren t strata. These 
individual sizes are called sample al locat ions. An optimum 
allocat ion is that which minimizes the variance of the est imate 
constructed on the basis of the stratif ied sample for f ixed cost or 
minimizes the cost to achieve the required precis ion. 
The problem of sample allocation in mul t ivar ia te s t ra t i f ied 
sampling has drawn the attention of researchers for a long t ime 
star t ing apparently with Neyman (1934). It is felt that unless the 
strata var iances for various characters are dis t r ibuted in the same 
way, the classical Neyman allocation based on the var iances of a 
single character is of no use because an a l locat ion which is 
optimum for one characterist ics may not be acceptable for another. 
Due to this fact there is no unique or even widely accepted 
solut ion to the problem of optimum allocation in mul t ivar ia te 
s t ra t i f ied sampling. One way to resolve this problem is to search 
for a compromise al location, which is in some sense opt imum for 
all the characters . 
Several authors have studied various criteria for obtaining a 
usable compromise allocation. Chat ter jee (1967) worked out a 
compromise al location by minimizing the sum of the proport ional 
increases in var iances due to the use of non-opt imal a l locat ions. 
Cochran (1977) suggested to use the average of individual 
opt imum allocation for the various characterist ics as a compromise 
al locat ion Both the above authors have assumed that the 
measurement cost for various characterist ics in a par t icular 
s tratum is constant and varies from stratum to stratum only. 
Kokan and Khan (1967), Chat ter jee (1968), Huddles ton et al. 
(1970), Bethel (1985,1989), Chromy (1987) all discuss the use of 
convex programming in relation to mult ivariate optimal a l locat ion 
problem. Each approach has its advantages and d isadvantages . The 
"weighted average" method is computat ionally s imple, intui t ively 
appeal ing and can be solved under a fixed cost assumption, but the 
choice of the weights is arbitrary and the optimali ty proper t ies are 
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not clear. The "convex programming " approach of Kokan and 
Khan (1967) gives the optimal solution to the def ined problem but 
the procedure becomes involved if the number of characters to be 
est imated is large. 
Omule (1985) used dynamic programming technique to 
obtain compromise allocation for multivariate case by minimizing 
the total cost of the survey when the sampling var iances of the 
est imates of various characterist ics are subjected to specif ied 
to lerances limits. Khan (1995) and Khan (1997) t reated the 
mul t ivar ia te problem as a multi-stage decision problem, in which 
the k"" stage of the solution provides the sample size for the k"" 
stratum. 
In this chapter the multivariate al locat ion problem is 
formula ted as a non-linear programming problem with linear 
const ra ints . The non-linearity occurs in the objec t ive funct ion, 
which is of separable nature and is convex. An approximate 
solut ion of this problem is obtained by using separable 
p rogramming technique. Various procedures are avai lable for 
deal ing with separable programming problems as discussed in 1.4. 
One of them is to use the simplex method with res t r ic ted basis 
entry rule (see Hadley (1964)). The convex separable object ive 
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funct ions are approximated by piece wise linear funct ions and then 
the restr icted basis entry simplex method is used. The 
approximat ions enlarge the size of the problem as the number of 
var iables increases rapidly if the number of strata increases. But 
good computer codes are available for solving even very large 
LPPs. It is also shown in this chapter that some problems of 
sample surveys arising in the areas such as Mul t i -Stage Sampling, 
Double Sampling and Response Errors can also be t ransformed as 
non linear programming problems with a convex and separable 
object ive funct ion (see section 2.3). 
2.2 Allocation in Mult ivariate Stratified Sampling 
We consider the situation where p character is t ics are 
measured on each unit of a populat ion, which is par t i t ioned into L 
strata. Suppose that the sampling scheme within each stratum is 
that of simple random sampling without replacement (SRSWOR). 
Let n^ be the number of units to be drawn without rep lacement 
f rom the h'^ stratum of size N,,, /? = (1,2,...,Z). Let y,,|j be the value 
obtained for i"' unit on j''' character . For j''^ character an unbiased 
est imate of the populat ion mean Yj is 
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"h y 
Yj^ , w h e r e y | , j = ^ — - = Sample mean in the h'^ stratum. 
h = l .=1 "h 
Let the populat ion mean in the h'^  stratum be given by Y^  . 
Def ine Sl - - Y, and a,^ = W^Sl 





For large strata sizes it may be approximated by 
(2.2.1) 
General ly in multivariate surveys the upper to lerance limits on the 
var iances of various characters are required to be achieved by the 
sample. In certain cases, however, the limits on the relat ive 
s tandard errors of the estimates of various characters may be 
given. In such cases the constants a. will be taken as 
V K y 
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Let c,,j be the cost of enumerat ing j'^ character on a unit in the h"" 
stratum and let Then the total cost of the survey is 
j=i 
usually of the linear form 
C = (2.2.2) 
h=\ 
Now our aim is to determine the sample al location nf,,h = \,...,L so 
that the total cost of the survey is minimized subject to the 
condit ions that the upper tolerance limits given on the var iances or 
upon the relat ive standard errors for the various characters are 
sa t isf ied. The sample al locat ion problem can be stated as to 
minimiz;e the cost 
h = l 
under the cons tyf l ih^ 
/,=! "a 
and the limits 
,h = \,....,L. 
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Subst i tut ing X;, for — , the problem reduces to 
"h 
L, 
Minimize C = ^ 
L 





As both the object ive funct ion and the constraints are separable , it 
is possible to write the problem (2.2.3) in the form of a separable 
programming problem as follows, 
L. 
Minimize J ^ ^ f c ) 
h=\ 
L 
Subject to ^g,,{x,)< VJ, j^ 1,2,...,P 
h=\ 
(2.2.4) 
where = ^ and g,j{x,) = a.^x,. 
2.3 Other Sampling Designs 
In this section it is shown how the problems ar is ing in the 
areas of Mult i -s tage sampling, Double sampling and Response 
errors can also be viewed as non-linear p rogramming problems 
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with a convex and separable object ive funct ion and linear 
constraints and thus can be solved by the procedure described in 
section 2.4. 
2.3.1 Two Stage Sampling 
Let us consider a populat ion consist ing of NM elements 
grouped into N f i rs t-stage units each consis t ing of M second-
stage units. Let n and m be the corresponding sample sizes 
selected with equal probabil i t ies and without replacement at the 
two stages. 
Let y^rj be the value in the populat ion of the r'^ secondary stage 
unit (r = 1,2,...,M) in the //"'primary stage unit (/z = for the 
j"" character {j = 1,2,...,/?). 
Def ine 
r = l 
I ^ 
A=1 
— N ' M 
Where a n d Y, • 
h=\ r=\ ^ 
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= _ " y -C ^ y 
An unbiased estimate of Yj is y^ ' '^here y^j 
h=\ n m 
The sampling variance of y^  is given by 
V(y — Va,- + ( — - — > J^ Iv, P J ' \T 0 XJlt WJ' J 
r 1 n 
nm NM 
Let the upper limits on the variances of various characters be 
given by vj, j = \,2,.-,p-
The total cost of the survey may be assumed to be of the form 
C = C^n + Cj^nm 
where 
c i=The cost of approaching in the survey to a s ingle primary 
stage unit. 
c2=The cost of enumerating all the p characters on a second 
Stage unit. 
Suppose that it is required to find the values of n and m so that 
the total cost C is minimized subject to the given upper l imits on 
the var iances . If N and M are large, then the l imits on the 
var iances may be expressed as 
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n nm 
Making the t ransformat ions - = and — = ^2 , the problem of 
n nm 
f inding n and m becomes equivalent to f inding X^ and X2 which 
c c 
Minimize C - — + ^ 
Subject to Y^^hj^h ^ ^r j = ^'- 'P 
h=\ 
and 
' N ^ NM 
(2.3.1) 
where a,^  = Sl , a^ ^ = S^ 
(2.3.1) is in the form of al locat ion problem (2.2.3) and thus can be 
solved by the procedure described for it. 
2.3.2 Double Sampling 
Consider the est imation of certain characters of a populat ion 
of size N to be strat if ied into L strata by using the technique of 
double sampling. The first sample is a simple random sample and 
is used to s trat i fy the populat ion by observing a character X, 
which is highly correlated with each of the other characters under 
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study. Let the size of the first sample be n' and let be the 
L , 
number of elements fal l ing in stratum h, where 
h=\ 
Def ine = 
N n 
where A^ /, is the number of elements of the popula t ion fal l ing in 
h''^  s tratum. The populat ion proport ions of the strata W^  being 
/ 
unknown are estimated by W^, . Let the second sample be a 
s t ra t i f ied random sample of size n in which p characters >'],... ,yp 
are observed. In al locat ing the sample size n to d i f f e ren t strata we 
L 
use Neyman al locat ion where n = "h being the sample size in 
h=\ 
the /?"'stratum. The cost funct ion is of the form 
C = c,n + c2n' 
where q i s generally smaller than C2. 
The problem is to choose n and n' in such a way that the 
total cost is minimum subject to the tolerance l imits on the 
var iances of various characters . 
Let the sample means be def ined as 
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L , 
= Z — Xh = \,2,...,L,j = \,...,py, y^ - ,{J = 1,..., p) 
~ "a /i=i 
The populat ion means are given by 
r = l ^ h h=\ 
The variance of y^  is given by 
v ( y j ) - i l { + (1 - )/"'} s i jn, + W, (Y, - Y^  f jn ' 
/i=i 
Where Sl I ( N , - \ \ h = \,2,...,L-j = \,2,...,P • 
If we neglect the finite populat ion correct ions on the 
popula t ion as well as in the individual strata and fur ther as the 
term 0 ~ ^^) jg negligibly small in comparison to w^ ^ (see 
n' 
Cochran (1963)), we obtain 
L 
\h=\ / ^ h=\ 
n n 
Denoting by a^ ^ = 
we obtain 
y 
VA=i y h = l 
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Using the t ransformat ions 
- = X, and ~ = 
n n' 
The problem of the choice of n and n' reduces to the form 
Minimize ^ 
Subject to X^LjXi, ^ v^  J = l,2,...,p 
ii=i 
and - < X, < Xj < 1 , 
N ' ' 
(2.3.2) 
where Vj's are upper limits on the variances. 
2.3.3 Response Errors 
Suppose a populat ion of M interviewers is avai lable to 
enumerate a populat ion of N units on each of which p characters 
are def ined. A SRS of m interviewers out of M is selected to 
interview a SRS of n units f rom N, so that the number of units 





be the mean value of the character, where y^yj is the value 
obtained for the sample unit by h"" interviewer. Assuming N 
and M to be large relative to n and m, we have 
where a'^j represents the "total variance" of individual responses 
around the mean of all individual responses in the populat ion for 
character and Uyjj is the covariance between responses obtained 
f rom di f fe rent individuals by the same interviewer for the j''" 
character (see Hansen and Hurwitz (1951)). Suppose that some 
upper limits v j , j==\,2,-p are given on the var iances of the mean 
values for various characters. 
The cost funct ion is of the form 
C = C,« + C2/72 
where 
I 
ci =Cost per individual, 
C2 =Cost per interviewer employed in the survey. 
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The problem is to find the values of n and m which minimize the 
total sampling cost C subject to the bounds v^  on the var iances . 
Denot ing by ^[alj-<Jyi,), ajj^cTyji and using the t ransformat ions 
- = and— = X2, the problem becomes 
n m 
2 
Minimize ^ —— 
h=\ ^h 
L 
Subject to j = \,2,-,p 
h=\ 
N ' ' 
(2.3.3) 
2.4 Solution Using Separable Programming 
The non-l inear f u n c t i o n s / ^ ( x j can be approximated by piece wise 
l inear funct ions . Denote i/ = {l,2,..,L}; For each h&H, let the feasible 
range of the variables x^  be given by the interval [ah,bh] and 
choose a set of n^  grid points (r = 1,2,...,«;,) such that 
a/, <ah2 <-<ahnf, =bh. 
Every point x^in the grid [a/,^,fl;,^+i]interval can be expressed as 
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^h - Kr^hr + ^A.r+l.^ V+l ' 
(2.4.1) 
where A,, = 1, > 0 and > 0. 
A l inear approximat ion for a function/^(jcJ,/? g / / i n the grid 
in terval is f = K f X ^ h r ) ^ K . j X ^ K r ^ ) • 
In genera l for the complete interval x^ , e the p iecewise 
l inear approx imat ion can be writ ten as 
"h 
= ^ (2.4.2) 
r = l 
^ A 
wi th r = \,2,...,nh, 
p rov ided for each h, at the most two adjacent ;i/,^are pos i t ive . 
An approx imat ing linear program to the non- l inea r separable 
p rog ram (2 .2 .4) is thus obtained as 
MinimizeZ= ^ ^ hrfh\"hr) 
heHr=\ 
Subject to Z Z ^^agJ^J^""^' J=l2,...,p (2 .4 .3) 
/ l eW r = l 
r=\ 
4 1 
Problem (2.4.3) is a linear programming problem in variables 
/i=i 
and can be solved by simplex method using restr ic ted basis 
entry rule for separable funct ions (see Hadley (1964)) . 
The optimal values (r = 1,2,...,«;,,Ae//) obtained by solving the 
problem (2.4.3) yields an approximate optimal solut ion to the 
original problem (2.2.4) by the substat ion. 
"h 
MH 
2.5 Numerical Il lustration 
We consider the example due to Jessan (1942) with respect to 
three characteris t ics , except for the costs of measurement C^ in 
var ious strata which we have assumed in the last column of the 
fo l lowing table: 
Table 2.1 
h NH WH i^h sL CH 
1 39552 1.197 12 56 41.3 2 
2 38347 '1.191 80 2132 23.1 3 
3 43347 0.291 1113 565 10.9 4 
4 36942 0.184 84 355 11.5 5 
5 41760 0.208 247 68 38.8 6 
It is required to find the sample al locat ion among the 5 
strata so as to minimize the cost of the sample. The upper limits 
given on the variances of the three characters are assumed to be 
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5,10 and 2 respect ively. Using the above data the NLPP (2.2.3) 
takes the fol lowing form: 
• • ^ 2 3 4 5 6 Minimize C = — + — + — + — + • 
^ 1 •^A 
Subject to 0A6X, +2.19X, +53.38X, +2.84X, +10.68^^ <5 
2.17X| +77.7X2 +27.09X3+12.01X4+2.94X5 <10 
1.60X, + 0.84X2 + 0-52X3 + 0.38X4 +1.66X5 < 2 
0.00002 < X, < 1 
0.00002 <X2 <1 
0.00002 < X3 < 1 
0.00002 < X4 < 1 
0.00002 < X5 < 1 
The lower limits on the X,, given by — have been taken all equal 
^ h 
to .00002 for s impl i fying the choice of grid points. 
The various funct ions for separable programming are given as 
Y ' JV-J/ Y ' 4V--4I/ Y '^V V A| Aj A3 A4 Aj 
g„(X,)=0.46X,,g,2(Xj=2.91X2,g,3(X3) = 53.38X3,g,4(xJ = 2.84X4,g,3(xJ=10.68X5, 
g2,(X,)=2.17X„g22(xJ=77.7X2,g„(X3)=27.09X3,g2,(X,)=12.01X4,g25(xJ = 2.94X5 
g3,(X,) = 1.60X„g3,(xJ = 0.84X2,g33(X3)=0.52X3,g3,(xJ = 0.38X4,g33(X5) = 1.66X3. 
For wri t ing the linear approximations to the non-l inear func t ions , 
let us f ix the grid points as fol lows: 
X. =0.0000^ a,^ =0.05, 0,3 =0.15, a.^ =0.30, a,, =0.50, =0.75, a,, =1,/ = 1,2,...^. 
The various funct ions of the approximated l inear program 
(2.4.3) are obtained as fol lows: 
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f,(x,) = 200A.,, +13.33?t|3 +6.66^,, + 4 ^ , 5 +2.661,6 +2X,7 
f2(X2) = 300X2| +60^22 +20^23 +10^24 +6?L 25 +4^26 +3^27 
f 3 ( x 3 ) = 4 0 0 X 3 , + 8 0 ? t 3 2 + 2 6 . 6 6 ? . 3 3 +13 .33?L34 
f^CxJ-500X4, +100X42 +33.33X43 +16.66X44 +10X45+6.66X46+5X47 
f j (X5) = 6OOX5, +120X52 + 40X53 + 20X54 + 12X55 + 8X56 + 6X57 
g , , ( x , ) = 0.046X,, +0.023X,2 + 0.069X,3 + 0.130X,4 +0.23X,5 +0.345X,6 +0.46X,7 
g,2(x2) = 0.0219X2, +0.1095X22+0.3285X23 +0.657X24+1.095X25 +1.64X26+2.19X27 
g,3(x3) = 0.53X3, +2.66X32 +8.007X33+16.01X34+26.69X35 +40.03X36+53.38X37 
g , 4 ( X 4 ) = 0 . 0 2 8 X 4 , + 0 . 1 4 2 X 4 2 + 0 . 4 2 X 4 3 + 0 . 8 5 X 4 4 + 1 . 4 2 X 4 5 + 2 . 1 3 X 4 6 + 2 . 8 4 X 4 7 
g , 5 ( X 5 ) = 0 . 1 0 6 X 5 , + 0 . 5 3 X 5 2 + 1 . 6 0 X 5 3 + 3 . 2 0 X 5 4 + 5 . 3 4 X 5 5 + 8 . 0 1 X 5 6 + 1 0 . 6 8 X 5 7 
g 2 , ( x , ) = 0.021X,, +0.108X,2 +0.32X,3 +0.65X,4 +1.08X,5 +1.62X,6 +2.17X,7 
g22(x2) = 0 . 7 7 X 2 , + 3 . 8 8 X 2 2 + 1 1 . 6 5 X 2 3 +23.31X24 + 3 8 . 8 5 X 2 5 + 5 8 . 2 7 X 2 6 + 7 7 . 1 X 2 7 
g 2 3 ( X 3 ) = 0 . 2 7 X 3 , +1.35X32 +4.O6X33 +8.12X34 +13.54X35 + 2 0 . 3 1 X 3 6 + 2 7 . 0 9 X 3 7 
g 2 4 ( X 4 ) = 0 . 1 2 X 4 , + O . 6 O X 4 2 + 1 . 8 0 X 4 3 + 3 . 6 O X 4 4 + 6 . 0 X 4 5 + 9 . 0 0 X 4 6 + 1 2 . 0 1 X 4 7 
g25(X5) = 0.02X5, +0.14X52 +0.44X53+0.88X54 +1.47X55 +2.20X56 +2.94X57 
g 3 , ( x , ) = 0.01X„ +0.08X,2 +0.24X,3 +0.48X,4 +.08X,5 + 1.2X,6 + 1.6X,7 
g 3 2 ( X 2 ) = 0 . 0 0 8 4 X 2 , +0.04X22 + 0 . 1 2 X 2 3 + 0 . 2 5 X 2 4 + 0 . 4 2 X 2 5 + 0 . 6 3 X 2 6 + 0 . 8 4 X 2 7 
g33(X3) = 0.0052X3, +0.026X32 +0.078X33+0.156X34 +0.26X35 +0.39X36 +0.52X37 
g34(X4) = 0.0038X4, +0.019X42+0.057X43+0.11X44+0.19X45 +0.285X46+0.38X47 
g35 (X5 ) = O.OI6X5, + O.O8X52 + 0.24X53 + 0.48X54 + 0.8X55 + 1 -2^56 + 1 -66X57 
Solving the linear programming problem (2.4.3) on M A T L A B , we 
f ind 
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A.,, =0,1,3 =0,A.„ =0,1,, =0 
2^1 =0,^22 =0.7805,123 =0.2195,124 =0,l25 =0,l26 =0,l27 =0 
I3, =0,132 =1,133 =0,134 =0,133 =0,l36 =0,13, =0 
1„ =0,1,2 =0^43 =0.9030,1,, =0.0970,1,5 =0,1,, =0,1, , =0 
i j i =0,152 =0,153 =^'^54 =0,155 =0,15, =0,157 =0 
which in turn give 
X, = 0.3 ,X2 = 0.06724 ,^3 = 0.05900 ,X, = 0.1986 ,^5 =0.15. 
The optimal sample numbers rounded to the nearest integers are 
thus obtained as 
n, =3,n2 =15,Hj =20,n, =6,n5 =7, with minimum of C* =184. 
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C H A P T E R III 
OPTIMAL SAMPLE VALUES IN TWO VARIATE 
SURVEYS WITH PARTIAL RESPONSES 
3.1 Introduction 
Non-response refers to the sources of fa i lure in obtaining the 
observat ions or information on the pre assigned units of the 
sample. The non-response occurs in d i f ferent forms in sample 
surveys. So it is important to sort out the sources of non-response 
into few classes. A good class i f icat ion of non-response depends 
upon the survey si tuations. These si tuations may be broadly 
categorized into two classes, 1: Problems of in terview surveys 
related with social or psychological researchers, 2: The problems 
related to experimental or field surveys in the f ield of science, 
medical and agricultural research. In case of interview surveys, 
the sources of non-response are "Not at homes" , denial of 
respondents , re fusa l , inability of the subject to response, loss of 
schedule etc. 
The problem of non-response (in case of mail surveys) was 
first considered by Hansen and Hurwitz (1946). El-Badry (1956) 
has extended Hansen and Hurwitz 's technique. Further optimal 
sample designs in case of non-respondents have been considered 
by Foradari (1961), Ericson (1967) and Srinath (1971). 
In spite of sub sampling the non-respondents and a number 
of cal lbacks, it has been observed that a s igni f icant proport ion of 
sampled units do not respond to the item. In such cases the 
populat ion may be assumed to be composed on response group, 
soft core and hard core. Rao and Jackson (1984) have suggested a 
number of est imators in this situation without using auxil iary 
character . Rao (1986) has suggested some est imators in this 
connect ion using auxiliary character without s tudying its 
proper t ies . 
Cochran (1977), using Hansen and Hurwi tz (1946) 
procedure , proposed ratio and regression es t imators of the 
popula t ion mean of the study variable in which informat ion on the 
auxil iary variable is obtained from all the sample units, whi le 
some sample units fai led to supply informat ion on the study 
var iable . In addi t ion, the populat ion mean of the auxil iary var iab le 
is known. Fabian and Hyunshik (2000) proposed some double 
sampling ratio and regression est imators when there is non-
response on the main character and the populat ion mean of the 
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auxil iary variable is not known. They eliminated the non-response 
bias by sub sampling the non-respondents and derived the optimum 
sample sizes for a given set of unit cost and compared 
theoret ical ly and empirically the performances of es t imators with 
that of the Hansen and Hurwitz estimator. They also suggested that 
their procedure could be useful when there is a ser ious concern 
about the non-response bias, which is d i f f icul t to handle with the 
usual weight ing adjustment or imputation. 
For simplici ty, sampling methods are developed around the 
f r amework of univariate theory. However, many-perhaps , most 
samples have mult iple objectives, because mul t ipurpose surveys 
have overwhelming advantages along several d imensions . First, 
several character is t ics (survey variables), of ten many of them, 
may be measured on the same set of sample elements el ici ted from 
the same respondents on one visit . 
In mult ivar ia te surveys, it is experienced that the data may 
not be obtained in the first attempt on all the characters , 
somet imes due to absentism and sometimes due to re fusa l of the 
subject for replying some (or all) of the quest ions. The problem of 
incomplete samples has received considerable a t tent ion, and 
several methods for recovering information f rom the non-
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respondents are available. This problem too was first considered 
by Hansen and Hurwitz (1946), in which the populat ion was 
divided into two groups, one of respondents and the other of 
complete non-respondents . They determined the sample size to be 
a t tempted at the first occasion and the proport ion of non-
respondents ( f rom the remaining sample) to be repeated on second 
occas ion. El-Badry (1956) extended Hansen and Hurwi tz technique 
based on the experience that an appreciable increase in response 
rates to mail quest ionnaires can be secured by sending waves of 
quest ionnaires to the non-responding units. Foradari (1961) 
general ized El-Badry's approach and also studied the uses of 
Hansen and Hurwitz 's techniques under d i f fe ren t designs. Srinath 
(1971) suggested the selection of subsamples by making several 
a t tempts in the non- respondent group. 
In this chapter we consider the problem of determining the 
init ial sample size and sub sampling proport ion in two variate 
surveys when some subjects re fuse to reply a part of the quest ions 
i.e. their responses are partial . The populat ion is divided into three 
groups: one of complete non- respondents , the second with 
response to only questions of category I and third with response to 
quest ions of both the categories. It is assumed that the respondents 
of the quest ions of category II always reply the quest ions of 
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category I but not necessari ly the vice versa. Tiiat is, there may be 
some subjects who agree to reply the questions of category I but 
do not provide the information on the questions of category II 
unless some addit ional e f for t s are made. As an example we may 
consider an opinion survey where the subjects immediately 
respond to the quest ions related to their l ikings and disl ikings 
(category I) but they avoid to respond to such quest ions as the 
total income or the various sources of income etc. (category II). 
3.2 Sampling scheme 
Let yj, be the measurement of j'^ character on i"' individual 
of the popula t ion , (y = 1,.2, i-\,...,N.). The ques t ionnai re is 
assumed to posses the quest ions of two categories. The quest ions 
of category I are designed to measure the character I and those of 
category II to measure the character II. Thus the y''' category 
represents the character . 
i. Select a random sample of size n in phase one. 
ii. Send a mail quest ionnaire to all of the selected units. 
iii. Ident i fy the partial respondents (those who reply the 
quest ions of category I only) and denote their number by 
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Also ident i fy .the complete respondents ( those who reply the 
questions of category I and II both) and denote their number 
by nj"'^'. 
iv. Collect data f rom the selected non-respondents and the 
part ial respondents in the sub sample by personnel interview 
(or through some additional ef for ts ) . We are assuming here 
that the data on the quest ions of category I is obtained with 
less e f for t s (result ing in less expenses) as compared to that 
on the quest ions of category II. Further we assume that a 
respondent to questions of category II a lways responds to 
quest ions of category I. The whole popula t ion is thus divided 
into three groups; one with non response, the second with 
partial response (those who respond to quest ions of category 
I only) and the third with complete response ( those who 
respond to questions of category I and II both) . We collect 
the informat ion from non-respondents and part ial 
respondents through extra e f for t s in second at tempt and we 
assume that in the second attempt each unit of the sub 
sample yields information on both the categor ies (i.e. 
quest ions of category I and II). This is possible due to higher 
expenditure on a unit in the second attempt. 
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We designate the stages (attempts 1 and 2) by subscripts and 
the characters (categories I and II) by superscr ipts . The 
superscr ipts with bar will stand for the character under study 
corresponding to non-respondents 
In our sampling scheme a random sample of size n is being 
selected using ordinary field method from the populat ion, which is 
par t i t ioned as « = where is the number of 
respondents to quest ions of category I only, is the number of 
respondents to quest ions of categories I and II both and is the 
number of complete non-respondents . 
By personal interviews or using other extensive method in 
phase 2, we collect the information from the complete non-
respondents and part ial respondents to questions of category I and 
II. A sampling scheme in which the information at the second 
at tempt is col lected only from the total non-respondents group is 
t reated in Tripathi and Khare (1997). 
A sub-sample of size is attempted out of non-
respondent units at second attempt all of whom are supposed to 
respond to quest ions of both the categories due to addi t ional 
e f for t s . Let K be the ratio to be sub sampled in the non-response 
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class. The value of K depends upon the amount of addit ional 
expenses needed to convince the non-respondents for provid ing the 
^0.2) 
required informat ion. Then = Next a sub-sample of size 
n\ 
„0) 
rtf is also attempted out of 
K 
(part ial respondents at first attempt, i.e. non- respondents to 
quest ions of category II at first attempt), all of whom now respond 
to quest ions of category II at second attempt. Note that we have 
assumed that the same proportion ( K ) of units is selected in the 
second at tempt out of both- the partial non-respondents and the 




PHASE I HI (1) 
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The number of units who responds to quest ions of category I 
at f i rs t attempt is n* = n | ' ' A l s o the number of units who 
respond to quest ions of category I at second at tempt is 
So the number of respondents to the quest ions of category I is 
The number of respondents to questions of category H at 
f i rs t at tempt is and those at second attempt is whi le 
5 4 
UnivcC? 
the number of non-respondents to questions of category II only at 
f i rs t a t tempt is 
3.3 Est imation Procedure 
Let us denote the populat ion means of charac ters I and II 







(Total sample size) 
y^  = mean of respondents to questions of category I (character I) 
based on units at first a t tempt. 
sub sample mean of respondents to quest ions of ca tegory I 
at second attempt based on units taken out of 
non respondents at first at tempt. 
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y2= mean of respondent to questions of category II (character II) 
based on at first attempt. 
= sub sample mean of respondents to quest ions of category II 
Then 
at second attempt based on units. 
E,E, 
n, _ 





n, + E, 
n 
i - E , ( y n n r ) 
n 
Now = 
where mean of non- respondents to quest ions of category I 
based on units at first at tempt. 
Thus 





' — y r 
XT(1) _ XT(1.2) _ _ 
= Y '^' + —J Y '^'^ ' = Y '^' 











where y^^ " mean of non-respondents to question of category II at 




+ E, r ; ( 2 ) 
n •yi 
Hence we get 
^(2) _ (^1,2) _ _ 
= ^ Y ^ ^ ' + ^ Y(1,2) _ Y ( 2 ) 
N ' N ' 
E(yO))=YO) J . 1,2. 
We there fore f ind that the est imators def ined in (3.3.1) and (3.3.2) 
are unbiased. 
Theorem 3.3.1: The variances of the two est imators and y^ ^^  






where are the population variances, are the variances 
of the non-response classes, W^W^ are the propor t ions of 
respondents and W3,W4 are the proport ion of non-respondents for 
the characters I and II respectively such that W,+W3=1 and 
W2+W4=l . We assume that the populat ion propor t ions W,,W2,W3 
and W4 are known from the past data or experience. 
Proof : 
V(y<") = ( l - f )^E , |v< ' ) (y< '>) |n ; ,Hr 
n 
n J -(1,2)' 
n y. 
n 






S? K - 1 
( l - f ) - i - + E, 
n n n 




( l - f ) ^ E , — y ^ l n j " 
n v"2 J 
-2 
S? K - 1 
+ E, 
n n -Sj in; 
where s^ is the var iance based on units. 
Thus 
s! ^ - 1 
n n 
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3.4 Derivation of optimal values 
We def ine the cost funct ion as 
n (1.2) ' + 
where Cg = overhead cost. 
C= Cost of including a unit in the sample. 
C,*" = cost incurred per unit in enumerat ing quest ions of 
category I in first attempt. 
Cp^ = cost incurred per unit in enumera t ing quest ions of 
category II in first attempt, 
and Cj = Cost incurred per unit in enumera t ing both the 
characters in second attempt. 
As C varies from sample to sample, the expected cost is used in 
p lanning the sample. The expected values of and n^ ^^  
nW nW 
are respect ively — ^ and — ~ 
K K 
The total expected cost is given by 
EiC') = C = C,+ Cn+ C,'" E + C, (2) ,(1.2) + C. 
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Co + Cn + n W, + n W^  + C^ 
n W3 nW, 
K ^ K 
C = Co+rt 
/ \ 
4 
K L K V / V / _ 
(3.4.1) 
To determine the optimal values of n and the sub sampling 
proport ion k for a fixed budget, we consider the funct ion. 
(j, =[v(y<'>) + V(y">)]+l(C), (3.4.2) 
where A, is the lagrangian multiplier. 
Dif ferent ia t ing ^ with respect to k and equating to zero, we get 
n = K (3.4.3) 
Again di f ferent ia t ing (j) with respect to n and equating to zero, we 
get 
d^ 1 
an n ' 
"(1 - f + (1 - + (K -1) W3 S,^  + (K - l)w, S^ ' 








Eliminating A, from (3.4.3) and (3.4.4), we obtain 
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K = (1 - / ) 4- ) - + f V X )l C, (fv, + w,) 
V + ) ( c + + ) 
(3.4.5) 
Now subst i tut ing the value of n from (3.4.3) in (3.4.1) , we have 
V^ (c + c!% + cPfV, 
' K 
(3.4.6) 
El iminat ing -1= from (3.4.3) and (3.4.6), we obtain the expression 
v i 
for the total sample size as 
n = 
(C-CJ 
c + C K 
(3.4.7) 
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C H A P T E R IV 
ALLOCATION TO RESPONSE AND NON-
RESPONSE GROUPS IN TWO VARIATE 
STRATIFIED SAMPLING 
4.1 Introduction 
During the past several years, the number of surveys, as a 
means of collect ing variety of data, has greatly increased in most 
countr ies . Any survey, whatever its type and whatever the method 
of col lect ion, will suf fe r f rom some non-response. Most pract ic ing 
s tat is t ic ians or data analysts recognize non-response as an 
important measure of quality of data since it a f fec t s the est imates 
by int roducing both a possible bias and an increase in sampling 
var iance . 
In case of s t ra t i f ied populat ion, the problem of determining 
the init ial sample size to be drawn and the value of sub sampling 
propor t ion for each stratum to be drawn on the second occas ion 
was considered by Khare (1987) in case of f ixed cost as well as in 
case of speci f ied precis ion. Further improvement in the es t imat ion 
of populat ion mean in presence of non-response has been made by 
using informat ion on auxil iary character . In this direct ion some 
convent ional and al ternate ratio, product and regress ion type 
es t imators have been proposed by Rao (1986, 1987, 1990) and 
Khare and Srivastava (1993, 2000), when the popula t ion mean of 
the auxil iary character is known or unknown. 
In this chapter we consider the problem of sample al location 
in s t ra t i f ied sampling for two characters in the presence of partial 
non-response . The populat ion in each stratum is divided into three 
groups: one of complete non-respondents , the second with 
response to questions of category I (which measure the character 
I) and third with response to questions of both the categor ies . It is 
assumed that the respondents of the quest ions of category II 
(which measure the character II) always reply the quest ions of 
category I but not necessari ly the vice versa. That is, there may be 
some subjects who agree to reply the quest ions of category I but 
do not provide the information on the quest ions of category II 
unless some addit ional e f for t s are made. Using the Hansen and 
Hurwi tz (1946) technique, we determine the sample sizes and the 
sub sampling proport ion for the various strata. 
4.2 Sampling Scheme 
Let y,j\,y,j2,-,y,jN, be the measurements on N, units who respond to 
character in f s t ra tum,( i = 1,...,L, j = l,2). It is assumed that the 
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quest ions of category I provide the information on character I and 
the quest ions of category II measure the second character . 
The sampling scheme is as fol lows: 
i) Select a simple random sample of size f rom each stratum 
in phase one. 
ii) Send a mail quest ionnaire to all of the selected units in each 
stratum. 
iii) Ident i fy the partial respondents in each stratum (those who 
reply the quest ions of category I only) and the complete 
respondents in each stratum (those who reply the questions 
of category I and II both). 
iv) Collect data f rom the selected non-respondents and the 
part ia l respondents f rom each stratum in the sub sample by 
personnel interview. We assume that due to extra e f for t s in 
the second attempt each unit of the sub samples in the 
various strata yield information on both the categories (i.e. 
quest ions of categories I and II). 
The random sample of size n, (/ = 1,...,Z) f rom stratum is 
par t i t ioned as 
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n, where 
^0,2) ^ number of (complete) respondents to quest ions of 
category I & II both in i"' stratum at first phase. 
= the number of respondents to only the quest ions of category 
I in stratum at f irst phase (that is, non-respondents to quest ions 
of category II). 
= the number of complete non-respondents to the quest ions of 
both the categories in f stratum at first phase. 
the sub sample size at second attempt in the i"' s t ratum out 
of the complete non-respondents all of whom respond to 
quest ions of both the categories. 
(4.2.1) 
The value of k^  will depend upon the amount of addi t ional 
expenses needed to convince the non-respondents for provid ing the 
required informat ion in f stratum. 





all of whom are assumed to respond to the quest ions of category 
II at the second attempt. 
S A M P L E P A R T I T I O N 
Figure (4.1) 
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In the /"' stratum the number of units who respond to 
quest ions of category I at first phase are + ^ ^ y the 
number of units who respond to questions of category I at second 
phase are Number of units who are non-respondents to 
quest ions of category I at first phase are 
The number of respondents to questions of category II at 
f i rs t phase are and those at second phase are while 
the number of non-respondents to question of category II only at 
f i rs t phase are =«,2, say. 
4.3 Estimation procedure 
Let us def ine the populat ion means of Character I and II 
respect ively by f^" and Y^ '^ K The estimators of and are 
def ined by 
( 4 . 3 . D 
t r n, 
(4 .3 .2) 
where 
p = popula t ion proport ion in the i stratum and 
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= Mean of respondents to quest ions of category I for 
character I based on nj^ ^^  units at f irst at tempt. 
= sub sample mean of respondents to quest ion of category 
I at second attempt based on units taken out of 
non respondents . 
= mean of respondents to questions of category II based 
on nll'^ '* units at first at tempt. 
yll'^ '^ = Sub sample mean of respondents to quest ions of category 
1 




n , _ , 
— y , i |n„ 
n. 
+ E, E, 
n (1,2) I -(1,2) 
Jil I "il n. 
= E, 
n. 
n. •Ej (y,i |n;,) 
+ E, ^ E , ( y r i s r ) 
n, 
Now E , ( y n i i r ) = y r 
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where, y^ }'^ ^ = mean of non-respondents to quest ions of category I 
based on units at first attempt. 
Thus, 


















where , = mean of non -respondents to quest ions of category II 
at second attempt. 
/ m^ \ 
Thus 
n. ,(1.2) 517.(2) 
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We therefore find that the estimators defined in (4 .3 .1) and (4.3.2) 
are unbiased. 
Theorem 4.3.1: The variances of two est imators y^ ^^  and y^ ^^  
corresponding to the character I and II are given by 
1=1 
1 1 + 
[ N.n, J . J 
p, (4.3.3) 
(=1 
k. - 1 
w. 
V y 
P, S,2, (4.3.4) 
where and Sf^  are the variances of the non- response classes for 
the characters I and II respectively and w,, ,w,2 are the proport ion 
of respondents in the first attempt to questions of ca tegor ies I and 
II, 11',,. m',4 are the proportion of non respondents to quest ions of 
category I & II in the first at tempt, such that 
=1 
+W,,=l 
Thew,^ are assumed to be known from the past data. 
Here we assume that in each stratum the respondents and 
non-respondents population has population mean square error 
equal to the stratum mean square. 
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where , s^ , is the variance based on units in f s t ra tum. 
Thus we get 
1=1 
+ 









where, s\ is the variance based on n\ units in /"' s t ratum 
Thus, 




4.4 Definit ion of the Cost Function 







C„ Overhead cost. 
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and for stratum 
C, = cost of including a unit in the sample. 
C'l" = Cost incurred per unit in enumerat ing quest ions of 
category I at f irst at tempt. 
= Cost incurred per unit in enumerat ing questions of 
category II at first at tempt. 
C,2 = Cost incurred per unit in enumerat ing a unit 
completely in the second attempt (whether he answered 
the questions of category I at the f irst a t tempt or not). 
Since the values of and are not known until the first 
a t tempt is made, the expected cost is used in p lanning the sample. 
The expected values of and n^ ^^  are respect ively 
- V ^ and 
Thus the expected cost is given by 
C = n, w, + n, 
(=1 (=1 ;=1 
L ' (4.4.1) 
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4.5 Determination of and k^  
For determining the optimum values of and k, for the cost 
func t ion given by (4.4.1), we consider the funct ion. 
(4.5.1) 
where is a Lagrange's multiplier. 
Di f fe ren t ia t ing (j) with respect to k, and equating to zero, we get 
= kp, 1 
(4.5.2) 
Again d i f ferent ia t ing (j) with respect to n, and equat ing to zero, we 
get 




Eliminat ing X from (4.5.2) and (4.5.3), we have 
(4.5.4) 
Now subst i tut ing the value of n, f rom (4.5.2) in (4.4.1) , we get 
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;=l 
Again el iminat ing 
VI 
(4.5.5) 
from (4.5.2) and (4.5.5) , we get the 




4.6 Numerical Il lustration 
Suppose a populat ion is divided into four strata having 
fo l lowing values: 
Stratum 
I II III IV 
Pi 0.2 0.3 0.4 0.1 
Si, 3.5 » 5.5 6.5 5.5 
Si2 3.2 4.8 6.2 5.3 
C, 0.5 0.7 0.4 0.6 
CT 8.5 7.4 7.0 9.0 
8.7 7.6 7.2 9.2 
C/2 25.0 20.0 18.0 25.0 
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The solut ions obtained for the total cost C = 3000 with an overhead 
cost Cg =1000 are obtained by using (4.5.4) and (4.5.6) are given in 
the fo l lowing table: 
Stratum Known response rate K (approx.) 
W.2 
1. 0.4 0.3 1.65 12 
2. 0.4 0.3 1.55 27 
3. 0.4 0.3 1.54 43 
4. 0.4 0.3 1.59 10 
/r , . 
V 
r - 6 0 0 7 \ } 
^ aj 
' ' m U nvei-' 
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C H A P T E R V 
OPTIMUM ALLOCATION IN MULTIVARIATE 
TWO- STAGE SAMPLING 
5.1 I n t r o d u c t i o n 
We c o n s i d e r a popu l a t i on in which each uni t can be 
d i v i d e d in to a n u m b e r of smal le r uni ts , or sub u n i t s . A s a m p l e 
of n un i t s is s e l e c t e d . If sub uni ts wi th in a s e l e c t e d un i t g ive 
s i m i l a r r e s u l t s , it seems u n e c o n o m i c a l to m e a s u r e t h e m a l l . A 
c o m m o n p r a c t i c e is to se lec t and m e a s u r e a s a m p l e of the sub 
un i t s in any chosen uni t . This t e c h n i q u e is c a l l e d sub 
s a m p l i n g , s ince the uni t is not measu red c o m p l e t e l y but is 
i t s e l f s a m p l e d . A n o t h e r name, due to M a h a l a n o b i s , is two-
s t a g e s a m p l i n g , b e c a u s e the sample is t aken in two s t e p s . The 
f i r s t s t ep is to se lec t a s ample of un i t s , o f t e n c a l l e d the 
p r i m a r y un i t s , and the second is to se lec t a s a m p l e of s e c o n d -
s t age un i t s or sub un i t s f r om each chosen p r i m a r y u n i t . Th is 
p r o c e d u r e can be g e n e r a l i z e d to th ree or more s t a g e s and is 
t e r m e d as m u l t i - s t a g e s a m p l i n g . For e x a m p l e , in c rop s u r v e y s 
fo r e s t i m a t i n g y ie ld of a crop in a d i s t r i c t , a b l o c k may be 
c o n s i d e r e d a p r i m a r y s amp l ing uni t , the v i l l a g e s the s econd 
s t age u n i t s , the c rop f i e ld the th i rd s t age un i t , and a p lo t of 
f i x e d s ize the u l t ima te uni t of s a m p l i n g . 
M u l t i - s t a g e s a m p l i n g has been f o u n d to be ve ry u s e f u l in 
p r a c t i c e and th is p r o c e d u r e is be ing c o m m o n l y used in l a rge -
sca l e su rveys . M a h a l a n o b i s (1940) used th is p r o c e d u r e in c rop 
s u r v e y s and Gangu l i (1941) has t e rmed it n e s t e d s a m p l i n g . 
C o c h r a n (1939 ) , Hansen and H u r w i t z ( 1 9 4 3 ) , S u k h a t m e et al. 
( 1 9 5 4 ) and Lah i r i ( 1954) have d i s cus sed its use in a g r i c u l t u r e 
and p o p u l a t i o n su rveys . 
The m u l t i s t a g e s a m p l i n g p r o c e d u r e may be t aken to be a 
b e t t e r c o m b i n a t i o n of r a n d o m s a m p l i n g and c l u s t e r s a m p l i n g 
p r o c e d u r e s . It can be e x p e c t e d to be ( i ) less e f f i c i e n t than 
s i n g l e s t age r a n d o m s a m p l i n g and more e f f i c i e n t t h a n c lu s t e r 
s a m p l i n g f r o m the s a m p l i n g v a r i a b i l i t y p o i n t of v i e w , and ( i i ) 
m o r e e f f i c i e n t than s ing le s t age r a n d o m s a m p l i n g and less 
e f f i c i e n t than c lus t e r s a m p l i n g f rom the cos t and o p e r a t i o n a l 
p o i n t of v i ew . The main a d v a n t a g e of th i s s a m p l i n g p r o c e d u r e 
is t h a t , at the f i r s t s t age , the f r a m e of f i r s t s t a g e u n i t s is 
r e q u i r e d , wh ich can be p r e p a r e d eas i ly . At the s e c o n d s t age , 
the f r a m e of s econda ry s t age un i t s is r e q u i r e d on ly fo r the 
s e l e c t e d f i r s t s t age un i t s and so on. Th i s d e s i g n is more 
79 
f l e x i b l e as it p e r m i t s the use of d i f f e r e n t s e l e c t i o n p r o c e d u r e s 
in d i f f e r e n t s t ages . It shou ld also be m e n t i o n e d tha t mu l t i -
s t age s a m p l i n g may be the only cho ice in a n u m b e r of 
p r a c t i c a l s i t u a t i o n s w h e r e a s a t i s f a c t o r y s a m p l i n g f r a m e of 
u l t i m a t e s tage un i t s is not readi ly a v a i l a b l e and the cos t of 
o b t a i n i n g such a f r a m e is l a rge . 
The p r o b l e m of op t imum a l l o c a t i o n in t w o - s t a g e 
s a m p l i n g wi th a s ing le c h a r a c t e r is de s c r i be d in s t a n d a r d t e x t s 
on s a m p l i n g (see C o c h r a n (1977) ) . H o w e v e r , a s i m p l e 
t e c h n i q u e for o p t i m u m a l loca t ion in m u l t i v a r i a t e two- s t age 
s a m p l i n g has not been a v a i l a b l e . 
In th is chap t e r , the p rob lem of a l l o c a t i o n in f i r s t s t age 
and s econd s tage un i t s in mu l t i va r i a t e two- s t a g e s a m p l i n g is 
c o n s i d e r e d . Two m e t h o d s are p r e sen t ed fo r i ts s o l u t i o n . The 
f i r s t m e t h o d is the a n a l y t i c a l app roach due to K o k a n and K h a n 
( 1 9 6 7 ) . The f o r m u l a t i o n of the p rob lem is d o n e as a c o n v e x 
p r o g r a m m i n g p r o b l e m wi th s ing le convex o b j e c t i v e f u n c t i o n 
and l i nea r c o n s t r a i n t s . The c o n v e r g e n c e of the m e t h o d is r ap id 
due to the p r e s e n c e of only two v a r i a b l e s in i t . A n o t h e r 
t e c h n i q u e , wh ich s i m p l i f i e s th is complex p r o b l e m and u t i l i z e s 
s i m p l e a r i t h m e t i c , is the t e c h n i q u e of g e o m e t r i c p r o g r a m m i n g 
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G e o m e t r i c p r o g r a m m i n g , a s y s t e m a t i c m e t h o d fo r s o l v i n g 
the c l a s s of m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m s tha t tend to 
a p p e a r ma in ly in e n g i n e e r i n g des ign , was f i r s t d e v e l o p e d by 
D u f f i n and Z e n e r . i n the ear ly 1960s, and f u r t h e r e x t e n d e d by 
D u f f i n et al. ( 1967) . Dav i s and R u d o l p h ( 1 9 8 7 ) use g e o m e t r i c 
p r o g r a m m i n g to op t ima l a l l oca t i on of i n t e g r a t e d s a m p l e s in 
qua l i t y c o n t r o l . Also Dav i s and Finch ( 1 9 8 9 ) a p p l i e d GP to the 
o p t i m a l a l l o c a t i o n of S t r a t i f i e d s amples wi th s e v e r a l v a r i a n c e 
c o n s t r a i n t s a r i s i n g f rom severa l e s t i m a t e s of d e f i c i e n c y ra t e s 
in the qua l i t y con t ro l of a d m i n i s t r a t i v e d e c i s i o n s . 
5.2 F o r m u l a t i o n of the Prob lem 
Let us a s sume that the p o p u l a t i o n c o n s i s t s of NM 
e l e m e n t s g r o u p e d in to N f i r s t - s t a g e un i t s of M s e c o n d - s t a g c 
un i t s each . Let n and m be the c o r r e s p o n d i n g s a m p l e s izes 
s e l e c t e d wi th equa l p r o b a b i l i t y and w i t h o u t r e p l a c e m e n t at 
each s t a g e . 
Le t y^rj be the va lue in the p o p u l a t i o n of r ^ ' s e c o n d a r y 
s t age un i t in the //''^primary s tage uni t f o r ^ ' ' ' cha rac te r 
(h = l,2,...,N,r = l,2,....,M, j = l, ,p) 
We d e f i n e for f c h a r a c t e r 
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m y 
Sample mean per sub unit in the h" 'p r imary s t age 
r = l m 
un i t . 
— " y 
y^ - = y — = Overa l l s ample mean per sub u n i t ( e l e m e n t ) . 
/,=i n 
M 
Mean per e l emen t in the h"' f i r s t s t age un i t . 
r = l M 
= A' f 
y = y — = Mean per e l emen t in the p o p u l a t i o n . 
' t t N 
h=\ 
V -Y 
' ' ' ' ••-= True v a r i a n c e be tween f i r s t s t age un i t m e a n s . 
N M (y - K y 
si = y y y ^ T rue v a r i a n c e wi th in f i r s t s t a g e u n i t s . 
' ^ t r NiM-i) ^ /l=l 
We are c o n s i d e r i n g here only the case of equa l f i r s t - s t a g e 
un i t s . An u n b i a s e d e s t i m a t e of Yj is y j wi th i ts s a m p l i n g 
v a r i a n c e as, 
n N \ ' * ^ * • nm NM ^  
( 5 . 2 . 1 ) 
Let the uppe r l imi t s on the v a r i a n c e s of v a r i o u s c h a r a c t e r s be 
g iven by v^, j = l,2,....,p. 
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Let us d e n o t e 
C, = T h e cos t of the survey in a p p r o a c h i n g a s i n g l e p r i m a r y 
s t a g e uni t 
Cj^ = The cos t of e n u m e r a t i n g the j"' c h a r a c t e r pe r e l e m e n t . 
C 2 = ^ C 2 ^ = The cost of e n u m e r a t i n g all the p c h a r a c t e r s per 
e l e m e n t . 
Then the to ta l cost of the survey may be a s s u m e d to be of the 
f o r m C = + ( 5 . 2 . 2 ) 
S u p p o s e tha t it is r equ i r ed to f ind the va lues of n and m so 
tha t the cost C is m i n i m i z e d , sub jec t to the u p p e r l im i t s on the 
v a r i a n c e s . If n and m arc la rge , then f rom ( 5 . 2 . 1 ) , the l imi t s 
on the v a r i a n c e s may be exp re s sed as 
^ + y = ( 5 . 2 . 3 ) 
n n m 
The p r o b l e m than r educes to f ind n and m w h i c h 
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Minimize C = CM + Cj^nm (5.2.4) 
C2 c2 
Subject to + ^ <v,, j = \,...,p ( 5 . 2 . 5 ) 
n nm 
n>\, m>\ ( 5 . 2 . 6 ) 
The l o w e r b o u n d s (5 .2 .6 ) are r equ i r ed , as t h e r e s h o u l d be at 
l eas t one p r i m a r y s tage uni t in the sample and in each p r i m a r y 
s t a g e uni t one shou ld e n u m e r a t e at least one s e c o n d a r y s tage 
un i t . 
Le t us s u b s t i t u t e x,=- and x, = — , Sl=a,, and 
n nm ^ 
Then the p r o b l e m ( 5 . 2 . 4 ) - ( 5 . 2 . 6 ) t akes the f o l l o w i n g f o r m . 
Find X = {x^,xj) 
L r 
tha t m i n i m i z e C = ( 5 . 2 . 7 ) 
s u c h t h a t ( 5 . 2 . 8 ) 
x ,> l , / = 1,2 ( 5 . 2 . 9 ) 
5.3 An A n a l y t i c a l So lu t ion p r o c e d u r e 
Let Jo = {!,...,/>}, 
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the p r o b l e m to be so lved is to 
M i n i m i z e C = ( 5 . 3 . 1 ) 
2 
S u b j e c t to ( 5 . 3 . 2 ) 
(=1 
0<x, <1, ( 5 . 3 . 3 ) 
S ince the p rob l em cons i s t s of only two v a r i a b l e s , an 
a n a l y t i c a l p r o c e d u r e d e s c r i b e d be low can be used s u c c e s s f u l l y 
( see K o k a n and Khan ( 1 9 6 7 ) ) . 
The f e a s i b l e r eg ion F d e f i n e d by (5 .3 .2 ) and ( 5 . 3 . 3 ) is 
c o n v e x and the o b j e c t i v e f u n c t i o n (5 .3 .1 ) is a l so c o n v e x . Thus 
the s o l u t i o n of the c o n v e x p r o g r a m m i n g p r o b l e m ( 5 . 3 . 1 ) -
( 5 . 3 . 3 ) wi l l l ie on the b o u n d a r y of F. As the p r o b l e m ( 5 . 3 . 1 ) -
( 5 . 3 . 3 ) is in two v a r i a b l e s , the b o u n d a r y of F wi l l c o n s i s t of 
e i t h e r the l ine ' s e g m e n t s c o r r e s p o n d i n g to t he b i n d i n g 
c o n s t r a i n t s in (5 .3 .2 ) and (5 . 3 .3 ) or the p o i n t s of t he i r 
i n t e r s e c t i o n . 
Some of the c o n s t r a i n t s of (5 .3 .2 ) may be s a f e l y 
e l i m i n a t e d f r o m c o n s i d e r a t i o n if t he se are s t r i c t l y d o m i n a t e d 
a a 
by the o t h e r s . So if fo r any j and K, we have — < — , then the 
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K"' c o n s t r a i n t is d o m i n a t e d by j"' one and thus the K* 
c o n s t r a i n t can be e l i m i n a t e d f rom the p r o b l e m . Let the 
r e m a i n i n g set of i nd ices be J, . This is i l l u s t r a t e d in the 
f o l l o w i n g f i g u r e . The c o n s t r a i n t (V) is d o m i n a t e d by all the 
c o n s t r a i n t s ( i) to ( iv) and thus can not be ac t i ve at the op t ima l 
s o l u t i o n . 
1 II 
F i g u r e 5.1 . D o m i n a t e d and D o m i n a t i n g c o n s t r a i n t s 
The p r o c e d u r e for f i n d i n g the op t ima l po in t fo r p r o b l e m 
(5 .3 .1 ) - (5 .3 .3 ) is as f o l l o w s : 
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S t e p l : F ind the po in t of con tac t of ( 5 . 3 . 1 ) wi th each of the 
c o n s t r a i n t s y e y , in (5 .3 .2 ) g iven by 
X.. = / = 1,2 ( 5 . 3 . 4 ) 
1=1 
2 I 2 
S t e p 2: Let eJ^ such that ^ — is m a x i m u m i - e . ^ x . is 
m i n i m u m . 
S t e p 3 : The c o n s t r a i n t s "^o^jX^^ e J, ( 5 . 3 . 5 ) 
at the p o i n t x.{i = \,2) have the form 
c.a ., 
t ^ J 
. '=1 
c.a ., ij ' 
< 
V . J 
J, 
fo r j =j\ over the set y e J, 
A l s o t e s t the i n e q u a l i t i e s 
0< , , <1 fo r , = 1,2. 
• v i ^ 
( 5 . 3 . 6 ) 
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If al l are s a t i s f i e d then the op t imum s o l u t i o n is g iven by 
S t e p 4 : If ( 5 .3 .5 ) is v i o l a t e d for some sub set J, of J , t hen 
c h o o s e that J f r om J, fo r wh ich the d i f f e r e n c e b e t w e e n the 
two s ides of i nequa l i t y ( 5 . 3 . 5 ) is m a x i m u m . Le t it be j^. 
R e p e a t s tep 3 for ] * = ] [ • 
S t e p 5: It migh t happen tha t the i nequa l i t y ( 5 . 3 . 5 ) when t e s t ed 
fo r j* - j'l is v io l a t ed for j = jl• If the d i f f e r e n c e b e t w e e n the 
two s ides of ( 5 . 3 . 5 ) as c a l c u l a t e d in s tep 4, is a l so m a x i m u m 
for the same 7 ' = ; , ' , then the op t ima l wi l l be on the po in t of 
i n t e r s e c t i o n of the c o n s t r a i n t s ( s t r a i gh t l ines ) c o r r e s p o n d i n g to 
h and y;. 
S t e p 6: If all the i n e q u a l i t i e s (5 .3 .5 ) are s a t i s f i e d fo r some j ' 
but the R . H . S . of ( 5 . 3 . 6 ) is v i o l a t e d for any of the i = l ,2,then 
we mus t obv ious ly f i x e x, and as at l eas t one p r i m a r y 
uni t and one second s t age un i t are n e c e s s a r y w i th s a m p l i n g 
s c h e m e c o n s i d e r e d . The L . H . S . i nequa l i t y of ( 5 . 3 . 6 ) can not be 
v i o l a t e d as in (5 .3 .4 ) we ob t a in only p o s i t i v e v a l u e s of x,j. 
5.4 Solution using geometric programming 
Let us substi tute x^ = n = nm = a,^ = a^^ forq = \,...,p 
in (5 .2 .4 ) to (5 .2 .6 ) , then the p rob lem takes the f o l l o w i n g 
f o r m : 
Find x=(x, ,x2) 
2 
which m i n i m i z e s C(x) ( 5 . 4 . 1 ) 
1=1 
such tha t g ( x ) = X — 9 = ( 5 . 4 . 2 ) 
and ;c, >0, / = 1,2 ( 5 . 4 . 3 ) 
The o b j e c t i v e f u n c t i o n (5 .4 .1 ) is l i nea r and the 
c o n s t r a i n t s (5 .4 .2 ) are non l inear . We wil l use the g e o m e t r i c 
p r o g r a m m i n g a p p r o a c h of D u f f i n et al. ( 1967) . A GP is one in 
w h i c h the o b j e c t i v e f u n c t i o n and the cons t r a in t s are e x p r e s s e d 
as p o s y n o m i a l s i .e . in the fo rm of 
f ( x ) = 2 : < <=i 
« 
•^J ,d, >0,Xj>0, 
w h e r e K d eno t e s the number of p o s y n o m i a l t e r m s in the 
f u n c t i o n , n is the number of va r i ab l e s and the e x p o n e n t s p,j 
are rea l c o n s t a n t s . 
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For our a l l o c a t i o n p r o b l e m , the o b j e c t i v e f u n c t i o n C(x) g iven 
in 5 .4 .1 has K = 2, n = 2 = p^^ = \ = p^^ = 0, d, = C, ,i = \,2 , and 
the q"' c o n s t r a i n t has K = 2, n = 2 = P22 =-l ,Pi2 = P2] =0 and 
d, =a,^,i = \,2. 
A c c o r d i n g to the ru les de s c r i be d for a GP by W o o l s e y and 
S w a n s o n (1975 ) , the a l l o c a t i o n p r o b l e m ( 5 . 4 . 1 - 5 . 4 . 2 ) wi l l 
be so lved in fou r s teps as f o l l o w s : 
Step l ; T h e Op t imum va lue of the o b j e c t i v e f u n c t i o n is a lways 
of the fo rm 
Coeff. of first term 
f 
X X 
Coeff. of Second term 




^ w'sin the first constraints 
^ Vi' in the last constraints 
Y, h-'a m the last conslraxuX s 
For our p r o b l e m the o b j e c t i v e f u n c t i o n is 
Cost = 
C, 
\ 1 / 
C, ( 5 . 4 . 4 ) 
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w h e r e 
V, V j 
S t e p 2: The equa t i ons g e n e r a t e d for g e o m e t r i c p r o g r a m for the 
w e i g h t s are 
"^w's in the objective function =1 (5.4.5) 
and for each p r ima l v a r i a b l e x^ g iven n v a r i a b l e s and K t e rms 
^(v)^, for each term)x {exponent on x^ in that term) =Q (5.4.6) 
/=i 
In our case 
(5 .4 .7 ) 
(l)w,+(0)^2+(-1)^3+(0)w, =0 (5 .4 .8 ) 
(0)VV,+(1)M^2+(0)M^3+(-1)M', =0 (5 .4 .9 ) 
N o w c o m b i n i n g (5 .4 .7 ) , ( 5 .4 .8 ) and ( 5 . 4 . 9 ) , we get 
W, + Wj = 1 
w, - vf, = 0 
Wj - =0 
w h i c h is a set of t h r ee l inea r e q u a t i o n s in f o u r u n k n o w n s . 
The a b o v e set of e q u a t i o n s may be so lved in t e r m s of one w, 
say M^ ,. 
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- 1 - W, 
= Wj = 1 - W, 
S t e p 3: The c o n t r i b u t i o n of t e rms in the c o n s t r a i n t s to op t ima l 
s o l u t i o n is a lways p r o p o r t i o n a l to thei r w e i g h t s . In th i s case 
= w, ( 5 . 4 . 1 0 ) 
X| Wj + W4 
^ = = ( 5 . 4 . 1 1 ) 
Xj W3 + W4 
From the above e q u a t i o n s , we get 
X 2 X, 
( 5 . 4 . 1 2 ) 
X , 
S t e p 4: The p r ima l v a r i a b l e s may be f o u n d by 
/irst term in objective function second term in objective function 
c j x ) = 
last term in objective function 
In th i s case 
1 -
( 5 . 4 . 1 3 ) 
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Since w, and Xj are a l ready known f rom ( 5 . 4 . 1 0 ) and ( 5 . 4 . 1 2 ) , 
the a b o v e equa t ion can be so lved for x, in t e r m s of the 
c o n s t a n t s C and K to obta in 
( 5 . 4 . 1 4 ) 
'I 
5 .5 N u m e r i c a l i l l u s t r a t i o n 
The cost of enumerat ing a Psu is estimated as 8.7 and that of Ssu 
as 2.5. The values of n and m are not known, they may be 
assumed to be infini te. Also the data may be taken as derived from 
a pilot survey and a similar survey is to be planned for which we 
require the best values of na.nd m which minimizes the total cost. 
Consider the fol lowing problem ( U f ^ C o s i ^ C^'^^V 
Minimize C = 8.7X,+2.5A'2 (5.5.1) 
Subject to ^^ ^ 2) 
X, Xj 




(5 .5 .5) 
A, A2 
Let us take the constraint (5.5.5) as active. Then ^,=16.41 and 
K^ =44.08. Substi tuting the values of and Cj in equation 
(5.4.14) and (5.4.12), we get 
X, -16.41 + 2.5x16.41x44.08 
8.7 
X, = 30.82 s 31 
x; = 93.27 s 93, 
using the values of x 'and xj , we get the total cost as 
C = 8.7x31 + 2.5x93 
= 502.2 
Therefore , the optimum values are « = 31 and nm = 93 which give 
m = 3. 
Thus, we require a sample of 31 primary stage units and 3 
secondary stage units in each primary stage unit giving us a total 
of nm = 93 elementary units for the sample. 
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C H A P T E R VI 
INTEGER SOLUTION TO THE ALLOCATION 
PROBLEM IN STRATIFIED SAMPLING 
6.1 I n t r o d u c t i o n 
For practical applicat ions of any a l locat ions , integer 
values of the sample sizes are required. This could be done by simply 
rounding off the non integer sample sizes to the neares t integral 
values. When the sample sizes are large enough or the measurement 
cost in various strata are not too high, the rounded off sample 
al locat ion may work well. However for small samples in some 
si tuat ions the rounding off al locations may become in feas ib le and 
non-opt imal . This means that rounded off values may viola te some of 
the const ra in ts of the problem or there may exist other sets of integer 
sample a l locat ions with a lesser value of the objec t ive func t ion . In 
such s i tuat ions we have to use some integer p rogramming technique 
to obtain an optimum integer solution. The dynamic p rogramming 
approach to obtain an integer solution is used by several authors such 
as, Ar thanar i and Dodge (1981) and Khan (1997). However , the 
dynamic programming approach is too inef f ic ien t as is ev ident by tiie 
numerical examples solved in these references . 
In this chapter, we use the branch and bound technique for 
obtaining the integer solution to the al locat ion problems in s t rat i f ied 
sampl ing with linear and nonlinear sampling costs fo rmula ted as non-
linear integer programming problems. The basic idea of branch and 
bound is to part i t ion a given problem into a number of sub problems. 
This process of par t i t ioning is usually called branching and its 
purpose is to establish sub problems that are easier to solve than the 
original problem beqause of their smaller size or amenable structure. 
A numer ica l i l lustrat ion is also presented and it is seen that the 
opt imal (non-integer) solution requires more than 100% sampling. 
This s i tuat ion is then tackled by using branch and bound technique. 
6.2 P r o b l e m f o r m u l a t i o n 
The fo l lowing notat ion will be used to def ine the sample 
al locat ion problem. The decision variable of in teres t is the sample 
size for each stratum. The su f f ix h stands for h*^  s t ratum, /j = 1,2,. ..,L, 
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where L denotes the total number of strata into which the popula t ion 
has been divided 
N^ = Total number of units in the stratum h. 
n. - Number of units selected in the sample f rom the s tratum h. 
N 
W^  = Proport ion of populat ion units fa l l ing in the s t ra tum h 
y^ ^ = h"' Stratum mean. 
S]; = h*^  Stratum variance. 
Q = Cost of surveying one unit in stratum >0, /? = 1,2,...X) 
The s t ra t i f ied sample mean is defined as 
- _ 
and the var iance of is given by 
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For large strata sizes the second term on the r ight may be ignored 
and we get 
h = l " h 
The problem of optimal sample al locat ion involves determining 
the sample sizes n,,n2,...,nh that minimize the var iance subject 
to a given sampling budget C, or determining that 
minimize the sampling cost subject to an upper bound on the 
L 
variance. The simplest cost funct ion is of the form Y^C^n^ . Within 
h=\ 
any stratum the cost is proport ional to the size of sample, but the 
cost per unit C^ may vary f rom stratum to stratum. This cost funct ion 
is appropr ia te when the major item of cost is that of taking the 
measurements on each unit. If travel costs between uni ts in a given 
stratum are substantial , empirical and mathemat ica l s tudies indicate 
that costs are better represented by the express ion , where t^  
is the t ravel cost per sample unit within the s t ratum h. 
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Below we consider the integer allocation problems for both the 
types of costs. Both the problems are non-l inear integer p rogramming 
problems and are solved by using branch and bound approach of Land 
and Doig (1960). 
For linear cost func t ion and f ixed budget the problem of sample 
al location is formulated as 
I 
Minimize (6.2.1) 
t ^ fh 
Subject to^C,n^<C (6.2.2) 
l < n , < N , (6.2.3) 
n^ integers, (6.2.4) 
For the non l inear cost func t ion considered above the budget 
constraints (6.2.2) takes the form 
(6.2.5) 
h = l 
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6.3 So lu t ion p r o c e d u r e 
Let us f i rs t derive the solution of problem (6.2.1) to (6.2.2), 
i.e. by ignoring the upper and lower bounds (6.2.3) and the integer 
requi rements (6.2.4). 




and d i f fe ren t i ta t ing with respect to n^ and x, we get 
dftu th 
d x t t 
which on s impl i f ica t ion give the initial solution 
= (6.3.1) 
h = l 
Now the Land and Doig approach of the branch and bound 
technique will require the solution of subproblems in which some of 
100 
the n^  are f ixed. Suppose that at K"" node, the f ixed values of «;,are 
for h&I^. Then at K*^  node we form the lagrangian 
hxlx "h 
- C 
Equat ing to zero the d i f fe rent ia l s of (j) with respect to n^^ and A, we 
obtain the solution at node K as 
"h = 
C - Z c a 
V 'S'k y 
WhSH/V^  
E W h S H V ^ 
(6.3.2) 
Next we derive the solution of the subproblem of minimiz ing 
(6.2.1) subject to nonl inear constraint (6.2.5). 
The corresponding lagrangian is given by 
h = l 
Z t h A t - c 
h = l 












Now f rom (6.3.3) we have 




combining (6.3.4) and (6.3.5), we get 
C = 
L 




Subst i tu t ing the value of — in (6.3.3), we obtain the ini t ial 






The formula for the K*^  node solution is obtained in a paral lel 
manner to the linear cost case as 
N 2 
IGlv-
/ -7 T / \ 2 / 3 
L 
i t j " 
(6.3.7) 
For branching f rom each node of the (Land & Doig Branch and 
Bound) tree we will choose an n^ at the current node which either 
violates the integer requi rements (6.2.4) or which voi la tes the upper 
or lower boundas (6.2.3). Whenever the branching is done on the 
bounds then one branch will f ix the corresponding n^ on the voi la ted 
bound and the other on the next feasible integer value. 
In the fo l lowing we give numerical example which i l lus t ra te the 
branching for the two types of si tuations. 
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6.4 Numerical I l lustration 
Problem 6,1 
The data in table below is related to the number of inhabi tents 
of 64 large cities in the U.S., in thousands for the year 1930 
Arthanar i and Dodge (1981). The cities are grouped into three strata. 
There are 16,20 and 28 cities respect ively in the f i rs t , second and 
third stratum. Suppose that the total budget avai lable for the sample 
survey is 80 ( in hundred dollars) . 
Table 6.1 
Stratum Nh Sh^ Wh Ch 
1. • 16 540.0625 0.25 3.5 
2. 20 14.6737 0.3125 1.5 
3. 28 7.2540 0.4375 01 
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It is required to f ind the sample numbers for the three strata so 
as minimize the variance of the est imate while remaining wi thin the 
budgetary limits. 
The al locat ion problem may be stated as fol lows. 
. . ^ 33.75 1.43 1.39 
Mmimize Z = + + 
n, n^ Hj 
Subject to 3.5ni+1.5 n2+n3<80 




using (6.3.1) we get the infeasible solution as 
n, =18.39, n^ =5.78, Z* = 2.28. 
The solut ion does not sa t i s fy the upper bound on n,. This requires 
more than 100% sampling in the f i rs t s tratum. We create two 
branches-one leading to node 2 by f ixing n, =16 and other leading to 
node 3 by f ix ing n, =15. By using (6.3.2) we obtain 
node 2: n, = 16, n, = 8.88, n3= 10.68, Z '=2 .404 . 
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node 3: n, := 15, n^ = 10.18, Dj =12.24, Z3*=2.50. 
As Z\<Z\ , next we branch f rom node 2 by f ix ing n2 =8 leading to 
node 4 and by f ix ing xi^-9 leading to node 5. 
The f i rs t integer solution is obtained at node 4 as 
n, =16, n, =8, n, =12, Z* =2.404. 
This solut ion also happens to be the optimal solut ion of our 
a l locat ion problem as can be seen in the fo l lowing branch and bound 


















(Fathomed) (Infeasible) (Fathomed) 
Figure 6.1: Various nodes of branch and bound method for the 
problem with data in table 6.1. 
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The optimal non-integer solution requires more than 100% 
sampling in stratum 1. The integer solution obtained by branch and 
bound method (16,8,12) has an object ive value as 2.404. The 
solut ion (16,6,7) obtained f rom node 1 by rounding to the nearest 
in tegers in stratum 2 and 3 and f ix ing n, at the upper limit 16 in 
stratum 1 gives the object ive funct ion value as 2.546. We thus 
obtain 106% eff ic iency, remaining within given budge tory limits, by 
usuing the branch and bound technique. 
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