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Abstract
Dansk
Vi har i nærværende speciale undersøgt muligheden for en simpel modtagersty-
ret løsningsmodel til on-demand streaming af media via Peer-to-Peer-netværk
(P2P-netværk), med det formål at mindske belastningen af en central media-
servers netværksressourcer i form af båndbredde. Streaming af media stiller sær-
lige krav til korrekt og rettidig levering af data, da kvaliteten af den streamede
udsendelse ellers vil falde. Denne problemstilling kompliceres yderligere ved on-
demand streaming, idet ikke alle seere nødvendigvis er nået til samme tidspunkt
i en udsendelse, og derfor ikke kan benytte en og samme datastrøm. Belastningen
af en central media-server stiger derved, hvorfor vi opstiller modellen WeStream,
baseret på et P2P-netværk og en planlægningsalgoritme, hvor seere downloader
data fra flere samtidige kilder. Seerne distribuerer derved udsendelser gennem
et samarbejde, hvormed belastningen af en central media-servers netværksres-
sourcer minimeres.
Modellen WeStream viser ved simulering indikationer på at fungere efter hen-
sigten, det vil sige den er i stand til at mindske belastningen af den centrale
media-servers netværksressourcer. Der er dog stor variation i resultaterne, hvor
modellen i visse situationer, særligt hvor seerne har asymmetriske båndbredde-
sammensætninger med stor forskel i down- og upload-kapacitet, ikke er særlig
effektiv, idet der forekommer et stort datatab. Dette kan forklares med plan-
lægningsalgoritmens funktionsmåde, hvorfor vi til sidst i specialet kommer med
en række forslag til forbedringer heraf.
English
We have examined the possibility of using a simple receiver driven solution for
on-demand streaming of media based on a Peer-to-Peer-network (P2P-network)
with the purpose of reducing the network load of a central media-server. Strea-
ming media have special requirements of the delivery of data, which are to be
in correct order and on time, or the quality of the broadcasted show is reduced.
This problem increase when doing on-demand streaming due to the viewers in-
dividual progression in the broadcasted show, for which reason the viewers are
not able to share the same data stream. Hence the network load of the central
media-server will increase, which is why we suggest the model WeStream based
on a P2P-network and a scheduling algorithm, where viewers download data
from several sources at once. The viewers then co-operate in distributing the
broadcasted show, reducing the network load of the central media-server.
Simulation shows that WeStream is somewhat capable of reducing the network
iv
load of the central media-server. Although there is some variation in the results,
specifically when each viewer have asymmetric bandwidth combinations with
great difference in down- and upload-capacity, which results in big loss of data.
This can be explained by the functionality of the schedule algorithm, for which
reason we suggest some improvements to further optimize the model, in the end
of the report.
Forord
Nærværende speciale er blevet til i forbilledligt samarbejde mellem de to forfat-
tere Ronni Feldt og Teis Valhøj Kleffel Nielsen.
Vi undersøger i dette speciale en simpel løsningsmodel kaldet WeStream til on-
demand streaming af media via Peer-to-Peer-netværk, også omtalt P2P-netværk,
og evaluerer ydelsen af denne ved simulering. Rapporten har til formål at afspej-
le vores arbejde og overvejelser, der ligger til grund for designet af WeStream
samt afdække vores simulering og resultater heraf. Vi vil således søge at give
et indblik i den aktuelle forskning på området, og ud fra dette en forståelse
af problemstillingen og løsningsmodellen. Rapporten henvender sig til personer
med interesse for emnet og forudsætter nogen grundlæggende datalogisk viden.
Rapporten er struktureret som følge:
Kapitlerne Indledning og Problemidentifikation giver en beskrivelse af de
problemstillinger, der generelt er i forbindelse med streaming af media via P2P-
netværk og med on-demand streaming i særdeleshed. Denne beskrivelse leder
frem til vores egentlige problemformulering i kapitlet Problemformulering.
I den efterfølgende Problemanalyse søger vi at anskueliggøre, hvorledes pro-
blemstillingerne i problemformuleringen løses. Aspekterne i en komplet løsnings-
model er mange, hvorfor kapitlet Afgrænsning benyttes til at udpege netop
de aspekter, vi har valgt at fokusere på.
Med henblik på at give indblik i de grundlæggende teknologier, der benyttes
ved on-demand streaming af media via P2P-netværk, behandler vi i kapitlet
Grundlæggende teknologier teknologierne, der ligger til grund for de valg,
som vi har foretaget i designfasen af WeStream og den efterfølgende simulering.
Vi beskriver derfor grundlæggende netværk, peer-to-peer og media, med henblik
på at give læseren en grundlæggende forståelse for de emner og detaljer, vi finder
relevante, for at en simulering kan give en korrekt afbildning af en tilsvarende
implementering på Internettet.
Kapitlet WeStream har til formål at beskrive vores løsningsmodel, og der-
ved give læseren et overblik over de dele, der udgør modellen. Ligeledes vil
kapitlet belyse og begrunde de valg, vi har truffet i forbindelse med designet af
WeStream.
Med udgangspunkt i vores løsningsmodel og de anvendte teknologier gennem-
vi
går vi i kapitlet Evaluering af WeStream, hvorledes vi har valgt at evaluere
WeStream. Således introducerer vi til den valgte simuleringsmetode, ligesom e-
valueringens design, udførsel og resultater beskrives.
I kapitlet Diskussion behandler vi simuleringens resultater, og vurderer hvor-
vidt WeStream er brugbar som løsning til vores problemformulering.
I Konklusionen giver vi, ud fra simuleringens resultater, en afsluttende vur-
dering af løsningsmodellens anvendelighed i forhold til on-demand streaming af
media.
Efter konklusionen giver vi i Perspektiveringen forslag til forbedringer af
WeStream, der kan optimere ydelsen.
I Bilag findes kildekoden (bilag B) til implementeringen af simuleringen samt
skema med resultater herfra (bilag A).
På vedlagte CD-rom findes desuden:
• weStream.pdf: Rapporten i PDF-format.
• weStreamSimulation.java: Kildekode til den implementerede simula-
tion.
• Fodnoter: Mappe indeholdende print i PDF-format af de internetsider
vi henviser til i fodnoter.
• Internetreferencer: Mappe indeholdende print i PDF-format af de in-
ternetreferencer vi har benyttet.
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Kapitel 1
Indledning
Internettet har i mange år været anvendt til distribution af media som billeder,
lyd og video. I begyndelsen var udbredelsen og anvendelsen af sådanne media-
filer via Internettet begrænset af den tilgængelige teknologi, der medførte, at
mediafiler måtte downloades helt, før de kunne afspilles, hvilket var en langsom
og tidskrævende proces [21]. Internettet og den teknologiske udvikling har siden
hen muliggjort metoden kaldet streaming, der tillader en seer at afspille media-
filer samtidig med, at de downloades [21], [33]. Streaming af media kan derfor
sammenlignes med det traditionelle TV, hvor udsendelser, bestående af lyd og
video, opleves øjeblikkeligt af en seer samtidig med, at det sendes fra udbyderen.
Hvor et TV anvendes til visning af det traditionelle TV-signal, anvender se-
ere af streaming-media digitale enheder, som f.eks. computere med programmer
kaldet mediaafspillere. På figur 1.1 er det traditionelle TV og TV via Internet-
tet, streaming-media, illustreret.
Der findes overordnet to former for streaming af media; Live og On-demand,
der adskiller sig fra hinanden ved måden at distribuere udsendelser på.
Live-streaming er en metode, hvor media, ofte udsendelser som f.eks. TV-avisen,
streames på faste tidspunkter, evt. samtidig med, at optagelsen finder sted [21],
[33]. Fleksibiliteten for seerne er dermed ikke særlig stor, idet en bestemt ud-
sendelse måske kun sendes én gang, eller kun har værdi, mens den finder sted,
som f.eks. en sportsbegivenhed.
On-demand streaming er en metode, hvor udsendelser streames til seerne på
baggrund af forespørgsler [21], [33]. Det giver seerne en meget stor frihed i for-
hold til tilgængeligheden af udsendelser, idet de ikke er bundet af tid og sted,
men kan forespørge en udsendelse, f.eks. et bestemt afsnit af The Simpsons, når
de har tid og lyst. Samtidig har seerne fuld kontrol over afspilningen af den valgte
udsendelse, hvormed de kan springe frem og tilbage i hele udsendelsens spilletid.
I den stadigt mere individualiserede verden, hvor seere ønsker muligheden for
at kunne se bestemte udsendelser på ikke fastsatte tidspunkter, som det tradi-
tionelle TV-medie ellers er bundet af, vil populariteten af on-demand streaming
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Figur 1.1: En udsendelse optages og distribueres ved alment TV-signal og
streaming-media.
ydelser, som f.eks. DR NetTV1 og TV2 Sputnik2, med stor sandsynlighed stige
de kommende år. Dette vil medføre et enormt pres på især serviceudbyder-
nes netværksressourcer, hvilket skyldes, at de i dag ofte benytter klient-server-
modellen, hvor den enkelte seer streamer udsendelser direkte fra en eller flere
centrale media-servere. Netværksbelastningen vil på disse centrale media-servere
stige lineært med antallet af seere, hvilket kan medføre et fald i kvaliteten af
den udbudte service i form af f.eks. dårligere lyd- og videokvalitet eller ringere
tilgængelighed. Netop tilgængeligheden er en parameter, som f.eks. DR NetTV
justerer på, hvor de kun tillader ca. 2.000 samtidige seere3, for at sikre en til-
strækkelig høj kvalitet.
Vi vil i dette speciale udvikle og undersøge en simpel model til on-demand strea-
ming af media, med henblik på at nedbringe de nødvendige netværksressourcer
for serviceudbyderen, ved et stigende antal seere. Her er distributionsmetoder,
der benytter peer-to-peer-netværk, herefter også omtalt P2P-netværk, særligt
interessante, idet seerne kan inddrages i et samarbejde om at udbyde stream-
ing af media. Derved kan netværksbelastningen mindskes hos serviceudbyderen,
hvilket projektet Joost4 er et eksempel på. Denne metode kan derfor bevirke en
stigning i kvaliteten og tilgængeligheden af udsendelser for seerne.
1http://dr.dk/tv/
2http://sputnik.tv2.dk/
3http://www.dr.dk/hjaelp/drdktv/20070207114438.htm#mange_seere_
4http://www.joost.com/
Kapitel 2
Problemidentifikation
Der opstår i forbindelse med on-demand streaming af media via P2P-netværk
en række problemstillinger, hvilke vi her vil søge at identificere.
2.1 Mediadata
Media i digital form fylder relativt meget, hvorfor en grundlæggende problem-
stilling i on-demand streaming af media er distributionen af store datamængder.
Yderligere stiller datamængdernes art, værende lyd og video, krav til rækkeføl-
gen, i hvilken de distribueres til den enkelte seer. Mediadata skal downloades
korrekt og rettidigt, så de er tilgængelige i rækkefølgen, hvormed de skal afspilles
[16].
2.2 Distributionskanalen
I forhold til at downloade data korrekt og rettidigt, er det vigtigt at tage høj-
de for de problemstillinger anvendelsen af netværk, herunder Internettet, kan
medføre. De primære problemkilder er her forsinkelse og pakketab [16]. Ved for-
sinkelse er data længere tid om at nå frem til modtageren end estimeret, og
ved pakketab, når data slet ikke frem, men går tabt i netværket på rejsen mel-
lem afsender og modtager. Da data ved streaming afspilles samtidig med, at de
downloades, kan forekomster af sådanne netværksfænomener medføre, at data
ikke er tilgængelige på afspilningstidspunktet. Dette kan bevirke en forringelse i
kvaliteten af lyd og video eller i værste fald brud i afspilningen, hvorfor sådanne
forsinkelser og pakketab skal håndteres [16].
2.3 Serviceudbyderen
Ved brug af klient-server-modellen tvinges serviceudbydere til at investere kraf-
tigt i mængden af netværksressourcer, for at opretholde en tilfredsstillende ser-
vice med en fornuftig kvalitet. Et forsøg på at mindske netværksbelastningen
af en enkelt central media-server i klient-server-modellen, og dermed mindske
risikoen for forsinkelse og pakketab, er Content Delivery Network (CDN) mo-
dellen [23], [16]. I denne model duplikeres media-serverens indhold, i form af
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udsendelser, til flere CDN-servere, der er placeret geografisk i forhold til seerne.
Den enkelte seer streamer da media fra den nærmeste CDN-server, hvormed
belastningen fordeles, og den enkelte seer får en bedre service. Denne løsning
kræver dog fortsat flere ressourcer, i form af flere CDN-servere og større net-
værkskapacitet, ved et stigende antal samtidige seere.
I forhold hertil har anvendelsen af P2P-netværk til distribution af udsendel-
ser flere fordele, herunder at mængden af netværksressourcer stiger i takt med
antallet af seere, hvormed netværksbelastningen af serviceudbyderens centrale
media-servere samlet set kan reduceres. Den enkelte seers begrænsede ressourcer
og uforudsigelige adfærd i et P2P-netværk medfører dog en række problemstillin-
ger, idet seere pludselig kan forsvinde og begrænse distributionen af udsendelser.
2.4 Streaming via P2P-netværk
Teknikker til streaming af media via P2P-netværk inddeles, ligesom generel
streaming, typisk i to kategorier, bestemt ved deres formål, enten live-streaming
eller on-demand streaming.
Ved Live-streaming sendes udsendelser i en kontinuerlig datastrøm synkront
til alle seere til samme tid. Problemstillingerne her ligger i opstilling af distribu-
tionsmetoder, der sikrer korrekt og rettidig forsyning af den samme datastrøm,
indeholdende lyd og video, til hver seer. Det betyder, at der skal være en for-
holdsvis lav forsinkelse mellem afsendelse og modtagelse af datastrømmen, samt
at P2P-netværket skal være robust og kunne håndtere fejl uden at seerne be-
mærker et fald i kvaliteten af udsendelsen. Løsningsforslag til live-streaming
fokuserer typisk på brugen af forskellige netværkstopologier, hvor f.eks. Coop-
net [4] og ZIGZAG [15] fokuserer på at arrangere seerne i selvvedligeholdende
træstrukturer til distribution af datastrømmen.
Anderledes er det ved on-demand streaming, hvor den enkelte seer forespør-
ger en udsendelse uafhængigt af andre seere, hvilket betyder, at en seer selv
bestemmer til hvilket tidspunkt og sted i en udsendelse afspilningen skal be-
gynde. Det betyder, at udsendelser skal streames asynkront til mange seere i
individuelle og kontinuerlige datastrømme. I P2P-netværk giver dette særlige
udfordringer i forhold til live-streaming, da flere seere ikke nødvendigvis er nået
til samme sted i en udsendelse, og derfor ikke kan benytte den samme data-
strøm. Det er derfor, modsat live-streaming, nødvendigt at gemme udsendelsen
i P2P-netværket, hos den enkelte seer, hvorfra udsendelsen efterfølgende bliver
gjort tilgængelig for andre seere, en teknik kaldet caching1.
For at lette distributionen af data opdeles en udsendelse ofte i mindre dele,
hvilke kan distribueres enkeltvis, frem for at distribuere udsendelsen som hele.
De største udfordringer bliver derfor at planlægge, hvorfra de enkelte dele kan
downloades korrekt og rettidigt, så de er tilgængelige på afspilningstidspunktet.
For at den enkelte seer kan finde de ønskede dele af en udsendelse, og planlægge
korrekt og rettidig download af disse, anvendes ofte specielle planlægningsal-
goritmer i kombination med forskellige services, som f.eks. indeksservere, der
har et register over en udsendelses forskellige dele og tilgængelighed af disse i
1http://en.wikipedia.org/wiki/Cache
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netværket.
Overordnet kan problemstillingerne ved on-demand streaming af media via P2P-
netværk kategoriseres under følgende punkter:
• Distribution af store datamængder.
• Distribution af data i korrekt rækkefølge og til rette tid.
• Serviceudbyderens netværksressourcer ved et stigende antal seere.
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Kapitel 3
Problemformulering
Problemidentifikationen har klarlagt en række problemstillinger i forbindelse
med on-demand streaming af media via et P2P-netværk, og vi kan på baggrund
heraf opstille følgende problemformulering:
Hvorledes kan en simpel løsningsmodel til on-demand streaming af
media via et internetbaseret P2P-netværk
• effektivt distribuere store datamængder?
• mindske kravene til en serviceudbyders netværksressourcer i for-
hold til klient-server-modellen?
• sikre korrekt og rettidig levering af en udsendelses dele?
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Kapitel 4
Problemanalyse
Vi har i vores søgen efter en løsning på problemformuleringen studeret eksiste-
rende løsningsforslag fra forskningsmiljøet. Opmærksomheden herfra har tidli-
gere primært været på design af P2P-netværk i forhold til søge- og indekserings-
metoder, og teknikker til selvvedligeholdelse, som f.eks. Chord [1] og Pastry [9],
mens streaming af media nu også kræver fokus på P2P-netværksdesign med hen-
blik på den egentlige dataudveksling. Dette område har tidligere ikke modtaget
meget opmærksomhed, idet den mest populære brug af P2P-netværk har været
udveksling af filer uden særligt strenge krav til korrekt og rettidig levering af
data [8]. Det er især med introduktionen til streaming af media, at udveksling
af data i P2P-netværk har fået opmærksomhed, grundet de særlige krav media-
data stiller til tilgængelighed samt korrekt og rettidig download, hvor en simpel
filoverførsel ikke er anvendelig.
I forhold til on-demand streaming af media synes mange eksisterende løsnings-
forslag at fokusere på avancerede algoritmer til konstruktion og vedligeholdelse
af forskellige netværkstopologier, der kombineret med komplicerede distribu-
tionsalgoritmer forsøger at sikre korrekt og rettidig download af data. Således
foreslås i Providing Video-on-Demand using Peer-to-Peer Networks [12] en Bit-
torent1-lignende tilgang, hvor seere grupperes i såkaldte sværme, på baggrund
af deres progression i afspilningen af en udsendelse. Seere i sværmen finder i
samarbejde med en central media-server frem til en fornuftig distribution af
en udsendelses dele til de enkelte seere, hvorefter delene udveksles sværmens
medlemmer imellem. Et andet eksempel er metoden i P2VoD: Providing Fault
Tolerant Video-on-Demand Streaming in Peer-to-Peer Environment [7], hvor
seere arrangeres i kædelignende træstrukturer på baggrund af den enkelte seers
progression i udsendelsen. Kæden har rod ved en central media-server, hvorfra
udsendelsen streames til det første led, der løbende gemmer et udsnit, som kan
videresendes til næste led, osv. Nye kæder oprettes løbende, hvis det udsnit, som
sidste led i en kæde har gemt, ikke tilfredsstiller behovet for en nytilkommen seer.
Modellen i LEMP: Lightweight Efficient Multicast Protocol for Video on De-
mand [5] kombinerer brugen af træstrukturer og sværme, hvor seere grupperes i
sværme, bestemt ved deres progression i udsendelsen, og disse sværme arrangeres
1http://www.bittorrent.com/
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i kæder med rod i en central media-server. Foruden at udveksle en udsendelses
dele indbyrdes i sværmene, udveksler seerne også en udsendelses dele på tværs
af sværmene i de enkelte kæder, hvormed der dannes noget, der minder om en
net-struktur.
Fælles for de ovenfor nævnte og lignende løsninger er, at en seer har et be-
stemt tilhørsforhold, ofte styret fra centralt hold, hvilket kræver en avanceret
logik til kontrol af den enkelte seers position i P2P-netværket. Vi vil derimod
undersøge muligheden for en modtagerstyret model, hvor seeren selv bestemmer
sit tilhørsforhold og brug af P2P-netværket. Dette med inspiration fra blandt
andet Performance Analysis of A Hybrid Media Streaming System [11], hvor
seere udgør et P2P-netværk omkring et centralt CDN-netværk, og i særdeles-
hed Peer-to-peer Streaming of Stored Media: The Indirect Approach [10], der
fokuserer på download af data fra flere samtidige kilder. Vi mener, at en sådan
modtagerstyret model vil være en fornuftig løsning, der kan mindske belastnin-
gen på en serviceudbyders netværksressourcer ved et stigende antal seere. Dette
ved at fokusere på hurtig spredning af data i P2P-netværket, hvormed tilgæn-
geligheden må antages at stige. Nytilkomne seere kan herefter downloade de
nødvendige data fra andre seere i P2P-netværket frem for hos en central media-
server. Vi mener således ikke, at det er nødvendigt med avancerede modeller,
der gør brug af ressourcekrævende algoritmer, til at arrangere og fastholde se-
ere i bestemte netværkstopologier, eller finde bedst mulige kilde til download
af data. I stedet tror vi, at en modtagerstyret, fleksibel og simpel net-struktur,
hvor alle seere, efter behov, selv planlægger download af data fra hinanden, kan
være tilstrækkelig.
Kapitel 5
Afgrænsning
Vi vil med udgangspunkt i vores problemanalyse fokusere på udarbejdelse og
evaluering af en simpel model til distribution af mediadata i et P2P-netværk,
med det formål at mindske netværksbelastningen på en central media-server.
Vores fokus er således at nedbringe mængden af data, der downloades fra denne
centrale media-server.
Vi vælger derfor at afgrænse os fra at lave avancerede, distribuerede løsninger
til selve indekseringen af indhold i P2P-netværket, og vil blot nøjes med en
simpel central indekseringsenhed, hvor vi ikke tager yderligere højde for ska-
lerbarhed. Dette ud fra den antagelse, at måden hvorpå indholdet indekseres i
P2P-netværket, ikke har nævneværdig betydning for aflastningen af den centra-
le media-server, ligesom skalerbarhed ikke er i umiddelbar fokus.
Ligeledes fokuserer vi ikke på ressourceforbrug i form af regnekraft og lager-
plads hos hverken den centrale media-server eller den enkelte seer. Regnekraft
og lagerplads har selvfølgelig betydning for, hvor hurtigt en seer kan behandle
forespørgsler, og hvor meget data en seer kan lagre, men i forhold til, at det
er aflastningen af en central media-servers netværksressourcer, der er i fokus,
mener vi ikke, at disse parametre har særlig stor betydning.
I behandlingen af de anvendte teknologier; netværk, P2P og streaming-media,
vil vi således kun beskæftige os med aspekter og detaljer, der enten er rele-
vante i forhold til den opstillede problemformulering, eller kan øge validiteten
af vores resultater, det vil sige, underbygge vores løsningsmodels funktionsmåde.
Anvendelsen af netværksapplikationer, herunder til streaming-media, medfører
en række problemstillinger, der særligt relaterer sig til Internettet, der omfatter
sikkerhed, firewalls1, NAT2 mv. Disse kan have betydning for, om endesystemer
på Internettet kan kommunikere med hinanden, om end der findes metoder,
som muliggør kommunikation mellem endesystemer, hvad enten de anvender fi-
rewalls, NAT eller andet34. Vi antager derfor, at alle kan kommunikere direkte
med hinanden.
1http://en.wikipedia.org/wiki/Firewall_(networking)
2http://en.wikipedia.org/wiki/Network_address_translation
3http://en.wikipedia.org/wiki/STUN
4http://en.wikipedia.org/wiki/TURN
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Kapitel 6
Metode
Vi har valgt en udforskende ad hoc tilgang, hvor vi først har søgt at få ind-
sigt i teknologierne, der ligger til grund for on-demand streaming af media via
P2P-netværk, det vil sige grundlæggende netværksteori, P2P-netværk og media.
Med disse som grundlag har vi efterfølgende opstillet et forslag til løsningsmo-
dellen WeStream med henblik på aflastning af netværksressourcerne hos en cen-
tral media-server. Ydelsen af denne har vi evalueret i forhold til klient-server-
modellen ved simulering, og dermed undersøgt om den lever op til kravende
opstillet i vores problemformulering.
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Kapitel 7
Grundlæggende Teknologier
Vores løsningsmodel, WeStream, bygger på eksisterende og grundlæggende tek-
nologier. Idet løsningsmodellen er ment at skulle fungere på Internettet, afgræn-
ses den tilgængelige teknologi til et lille udsnit, som vi i det følgende gennemgår
teoretisk. Formålet er at give læseren et indblik i den valgte teknologis funktion,
samt et teoretisk grundlag at implementere løsning- og simuleringsmodellen ud
fra, sådan at dens resultater kan siges at afspejle resultaterne fra en fuldt im-
plementeret version på Internettet.
7.1 Netværk
WeStream er tænkt at skulle fungere på Internettet, der i kraft af sin struktur
og virkemåde påvirker modellens funktion, hvorfor denne virkemåde skal indgå
i simulationen. Vi vil i det følgende derfor beskrive Internettets bestanddele og
funktionalitet, med henblik på at belyse de indvirkninger et sådan netværk vil
have på modellen.
Internettet kan bedst beskrives som et netværk af netværk, der består af di-
gitale enheder, som via fysiske forbindelser kan kommunikere med hinanden og
dele ressourcer [22], [16]. De digitale enheder kan antage mange former og være
alt fra en almindelig PC og kraftige servere til små enheder som PDA’er og mo-
biltelefoner. I netværkssammenhæng kaldes disse endesystemer [16], men vi vil
også referere til dem som computere. De fysiske forbindelser kan ligeledes være
af forskellige karakter, og findes som kablet og trådløse udgaver med forskellige
kapaciteter. En fysisk forbindelses kapacitet, kaldet båndbredde, er en parame-
ter for, hvor hurtigt data kan sendes mellem to endesystemer, det vil sige, hvor
hurtigt kommunikation kan udføres, hvilket angives i enheden bits pr. sekund.
Internettet består foruden af computere også af netværksenheder kaldet rou-
tere og switches. Disse netværksenheder binder endesystemerne sammen og til-
lader flere endesystemer at dele en fysisk forbindelse, sådan at store netværk,
som Internettet, ikke behøver en fysisk forbindelse direkte mellem hver enkelt
endesystem. For at dele en fysisk forbindelse mellem flere endesystemer gør In-
ternettet brug af teknikken kaldet packet-switching, hvor data sendes mellem
endesystemer i mindre pakker [29] [16]. Idet fysiske forbindelser deles mellem
16 Grundlæggende Teknologier
flere endesystemer, og da Internettet anvender packet-switching, er det ikke
muligt at reservere båndbredde i en fysisk forbindelse mellem to endesystemer,
hvilket ellers er muligt i circuit-switched netværk [16], som f.eks. telefonnettet
PSTN1. En forbindelse eksisterer dermed kun i kraft af endesystemernes viden
herom, og data sendes mellem dem, når der er ressourcer til det i Internettet,
hvilket er et problem i forhold til streaming af media. Data i streaming-media
skal leveres korrekt og rettidigt, men Internettet kan hverken prioritere data af
en bestemt type eller se hvor mange ressourcer, der er tilgængelige i netværket.
I kombination med, at et endesystem kan sende mere data end netværket, eller
et modtagende endesystem kan håndtere, betyder det, at data kan gå tabt i net-
værket, kaldet pakketab, hvormed Internettet ikke kan garantere, at data når sin
destination, eller leveres korrekt og rettidigt. Af denne grund kaldes Internettet
ofte et best-effort netværk [16].
7.1.1 Pakker
En pakkes format specificeres efter regelsæt kaldet protokoller, hvormed indhol-
det af en pakke kan variere alt efter hvilken protokol, der udgør grundlaget for
kommunikationen. Typisk indeholder en pakke foruden data, der skal udveksles
mellem endesystemerne, en række protokolafhængige informationer [16].
7.1.2 Protokoller
Protokollerne, der udgør grundlaget for kommunikationen mellem endesyste-
mer, kan være meget forskellige i udformning og detaljeringsgrad alt efter deres
formål. En protokol kan beskrives som et sæt regler, der foreskriver, hvorledes
kommunikationen mellem endesystemer skal foregå [16]. Det kan være meget
simpelt og blot omfatte, hvordan pakker skal udformes, sendes og modtages,
eller mere avanceret ved også at foreskrive, hvordan forbindelser etableres, og
pakker rutes i netværket mm.
Protokoller tilføjer en række informationer til pakker kaldet headerinformatio-
ner, f.eks. afsender- og modtageradresse, informationer til fejlkorrektion mm.
Headerinformationer anvendes ofte kun af netværket, og har sjældent en funk-
tionsmæssig betydning for en applikation, hvorfor denne betragter dem som
overhead [16]. Dog påvirker headerinformationerne applikationen, idet størrel-
sen på disse har betydning for, hvor meget data applikationen kan sende i en
pakke.
7.1.3 Protokolstakken
Protokoller i netværkskommunikation er arrangeret i en lagdelt struktur kaldet
protokolstakken, der fungerer ved, at pakker sendes ned gennem protokolstak-
ken. På hvert lag tilføjer en protokol headerinformationer, og sender til sidst
pakken til det modtagne endesystem. Det modtagne endesystem sender pakken
op gennem protokolstakken, hvor protokoller fjerner headerinformationerne, og
data til sidst leveres til en applikation [16]. Protokolstakken kaldes OSI-modellen
1http://en.wikipedia.org/wiki/PSTN
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OSI-model lag Typiske protokoller Data enhed
Applikationslaget RTP, RTCP Data
Transportlaget TCP, UDP Segment
Netværkslaget IP Datagram
Linklaget Ethernet Frame
Fysiske lag DSL Bit
Tabel 7.1: OSI-modellens illustreret ved fem lag [16].
(Open Systems Interconnection Basic Reference Model), som illustreret ved ta-
bel 7.1 [27], [16]. I forhold til de påvirkninger Internettet har på vores løs-
ningsmodel, er det de tre øverste lag kaldet applikationslaget, transportlaget og
netværkslaget, der er relevante, idet efterfølgende lag er hardwareafhængige.
Applikationslaget
På applikationslaget anvender applikationer protokoller til at konstruere pak-
ker med data kaldet beskeder. I streaming-media er en af de mest anvendte
protokoller RTP-protokollen [16].
RTP-protokollen
RTP-protokollen (Real-time Transport Protocol)2, definerer standardformatet
til udveksling af lyd og video over et netværk. Den kan anvendes i realtime-
applikationer, som f.eks. streaming af media, hvor den er praktisk, idet den
indeholder information om typen af media, rækkefølgen pakkerne skal afspilles
i, information til synkronisering mellem afsender og modtager mm. [16].
Typisk er applikationer, der anvender RTP-protokollen, ikke særligt følsomme
overfor pakketab, men mere forsinkelsen mellem afsendelse og modtagelse af
data mellem endesystemer [16], [31]. RTP-protokollen bygger derfor oven på
UDP-protokollen frem for TCP-protokollen på transportlaget [16].
RTP-protokollen anvendes ofte sammen med RTCP-protokollen (Real Time
Control Protocol)3, for at optimere overførslen af data mellem endesystemer.
Her udveksler endesystemerne med mellemrum rapporter om sendt og modta-
get data, hvormed de kan danne et overblik over netværkets status, og derved
optimere overførslen af data [16].
Transportlaget
Transportlaget er ansvarlig for at transportere beskeder fra applikationer på
applikationslaget til den rette applikation på endesystemet, i form af pakker
kaldet segmenter. I forbindelse med Internettet er de to mest anvendte pro-
tokoller på transportlaget TCP-protokollen (Transmission Control Protocol)4,
og UDP-protokollen (User Datagram Protocol)5, hvor UDP-protokollen er den
mest anvendte i forbindelse med streaming af media [16].
2RFC3550
3RFC3550
4RFC793
5RFC768
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UDP-protokollen
UDP-protokollen er den mest simple protokol i forbindelse med Internettet. Den
gør det mindst mulige krævet af en protokol på transportlaget [16], [35], og tilby-
der ingen avancerede services ligesom TCP-protokollen [35], hvorfor anvendelsen
af UDP-protokollen næsten er som at bruge IP-protokollen direkte.
UDP-protokollen etablerer ikke en forbindelse mellem to endesystemer på sam-
me måde som TCP-protokollen, og siges at være forbindelsesløs [16]. Den sender
i stedet data med det samme, og glemmer efterfølgende alt om det, hvilket be-
tyder, at UDP-protokollen er meget hurtig [35] og ressourcevenlig, idet der ikke
skal reserveres ressourcer til forbindelsen, og udføres procedurer for oprettelsen
heraf, før data kan sendes [16].
I forhold til realtime-applikationer, som f.eks. streaming-media, er UDP-proto-
kollen mere egnet frem for TCP-protokollen. Dette fordi TCP-protokollen til-
byder mange services, som f.eks. fejlfri og pålidelig dataoverførsel, forstoppelses-
kontrol mm. [34], der alle kan sløve leveringen af data, og dermed hindre korrekt
og rettidig levering. UDP-protokollen tilbyder ikke disse services, hvorfor den
heller ikke garanterer, at sendt data når sin destination [16]. Omvendt giver
UDP-protokollen mulighed for korrekt og rettidig levering af data, idet data
sendes med det samme, og da den er ressourcevenlig, kan f.eks. en media-server
håndtere flere samtidige seere.
UDP-protokollens simple service giver større kontrol over hvornår og hvordan
data sendes, hvilket dog i nogle sammenhænge ikke er uden problemer. Grun-
det UDP-protokollen ikke anvender nogen form for kontrolpakker, kan den ikke
tilbyde f.eks. pålidelige datatransport, hvor det garanteres, at afsendte pakker
når deres destination, eller forstoppelseskontrol, hvor det sikres, at et netværk
ikke bliver overbelastet.
Idet UDP-protokollen tilbyder en meget simpel service, er mængden af hea-
derinformationer også meget lille. Således er størrelsen på et UDP-segments
headerinformationer kun 8 bytes mod et TCP-segments 20 bytes [16], hvilket
giver en mere effektiv udnyttelse af et endesystems fysiske forbindelse.
Netværkslaget
Netværkslaget er ansvarlig for at transportere segmenter fra transportlaget mel-
lem to endesystemer på et netværk, som f.eks. Internettet, i form af data-
grammer. I forbindelse med Internettet anvendes kun en protokol kaldet IP-
protokollen (Internet Protocol)6, [16].
IP-protokollen
Internettet bygger på IP-protokollen og dens services. Foruden at transportere
datagrammer mellem endesystemer, specificerer IP-protokollen også et endesy-
stems entydige og unikke identitet på Internettet, ved en såkaldt IP-adresse
[16], [24]. Servicen som IP-protokollen tilbyder, er upålidelig, det vil sige, den
ikke garanterer, at et datagram når sin destination, hvorfor Internettet kaldes et
best-effort netværk. Mængden af headerinformationer er derfor også forholdsvis
6RFC791
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lille, og udgør 20 bytes af et datagram, der kan have en maksimal størrelse på
65.535 bytes [16]. Normalt er størrelsen på et datagram dog 576 til 1.500 bytes
for at undgå opdeling af et datagram i de nedre lag af OSI-modellen, hvor en
protokol som f.eks. Ethernet-protokollen på linklaget, har en maksimal størrelse
på 1.500 bytes, hvor et stort datagram må deles og sendes i flere pakker [16].
Opdeling af pakker på netværk
Protokoller har en grænseværdi kaldet Maximum Transmission Unit (MTU),
der angiver, hvor store pakker de kan overføre mellem to endesystemer [16]. Er
en pakke for stor, deles den i mindre dele, der sendes til det modtagende ende-
system, som efterfølgende samler delene til den oprindelige pakke. Denne proces
hedder noget forskelligt på de forskellige lag i OSI-modellen. På transportlaget
hedder opdeling af pakker message segmenting [16], mens det på netværkslaget
hedder fragmentering. Fælles for begge er, at de er forholdsvis komplicerede,
men medfører en bedre udnyttelse af et netværks kapacitet, herunder bånd-
bredde, da dele af en pakke på sin vis kan sendes parallelt. I en simulation af
et netværk betyder opdeling af store pakker blot mere og avancerede funktio-
nalitet [16], hvorfor vi vælger at abstrahere herfra samt fra MTU. Vi anvender
i stedet, hvad der minder om message switching, hvilket på transportlaget er
det modsatte af message segmenting. Ved message switching sendes pakker som
hele entiteter uanset størrelse [16], hvorfor vi benytter en pakke større end den
normalt anvendte på netværkslaget og Internettet.
7.2 Peer-to-Peer
Peer-to-Peer (P2P) er et begreb, der er blevet anvendt i mange forskellige sam-
menhænge, og har ikke en entydig definition.
Grundlæggende betyder Peer-to-Peer lige kommunikation mellem ligemænd [18],
hvilket beskriver det vi kalder P2P-filosofien, der dækker over grundlæggende
principper og egenskaber i P2P-netværk.
Ifølge P2P-filosofien er peers digitale enheder, som f.eks. almene PC’er eller
PDA’er [2], hvilke vi i forhold til streaming-media refererer til som seere. Disse
indgår i et P2P-netværks fællesskab som ligeværdige medlemmer, heraf lige-
mænd. De kommunikerer med hinanden på lige vilkår, heraf lige kommunika-
tion, hvilket betyder, at ingen peer besidder større autoritet eller funktionalitet,
og alle er fuldstændig ligeværdige medlemmer af P2P-netværket [20]. Det med-
fører en decentraliseret netværksmodel [19], hvor peers kommunikerer direkte
med hinanden uden mellemled, som f.eks. en central server.
En anden vigtig del af P2P-filosofien er, at de enkelte peers selv kontrollerer
egne ressourcer som f.eks. lagerplads, båndbredde mv. [19], og hvor mange res-
sourcer de ønsker at bidrage med til P2P-netværkets fællesskab.
Det betyder, at P2P-netværk er fundamentalt forskellige fra netværk, der an-
vender klient-server-modellen, som netop ofte anvendes til streaming af media.
Hvor klient-server-modellen bygger på en eller flere centrale enheder, der kon-
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trollerer netværket og udbyder services, som f.eks. streaming af media, tager
P2P-netværk i stedet udgangspunkt i deltagende peers og deres ressourcer [30].
Begrebet klient-server forsvinder dermed i P2P-netværk, idet peers simultant
agerer både klient og server [30], og servicen ikke længere kun udbydes af én
eller flere centrale servere, men udbydes gennem samarbejde i P2P-netværket,
hvilket er en vigtig egenskab i P2P-filosofien [19].
Samarbejdet mellem peers, hvor den enkelte peer stiller ressourcer til rådighed
for fællesskabet, medfører også, at P2P-netværk bliver meget ressourcestær-
ke i takt med tilgangen af flere peers [30], hvilket, ifølge Metcalftes lov, gør
P2P-netværket mere værdifuldt [18]. P2P-netværk kan med tilgangen af flere
peers i teorien vokse uendeligt, og udvikler sig oftest anarkistisk grundet den
decentraliserede netværksmodel, hvor peers hovedsageligt forbinder via ad-hoc
forbindelser [30], [18]. Dette fordi P2P-netværk ikke nødvendigvis er afhængige
eller begrænset af en central server til at kontrollere netværkets vækst og udvik-
ling. I stedet tillades peers at forbinde til eller forlade P2P-netværket, som de
vil, hvorfor de er meget dynamiske, og kan være selvorganiserende [19], hvilket
er en vigtig egenskab i P2P-filosofien.
For at opsummere hvad vores P2P-filosofi dækker over, hvilket beskriver vores
definition af begrebet peer-to-peer, sammenfatter vi her kort et P2P-netværks
egenskaber:
• Alle peers er lige, og ingen besidder større autoritet eller funktionalitet.
• Kommunikation foregår direkte mellem peers.
• P2P-netværk er decentraliserede.
• Den enkelte peer har kontrol over egne ressourcer, og hvor mange af disse
ressourcer de ønsker at bidrage med til P2P-netværkets fællesskab.
• Peers samarbejder om at skabe en service.
• P2P-netværk er fleksible og kan vedligeholde sig selv (selvorganiserende).
I P2P-netværk beskrives kommunikationen mellem peers som direkte. Internet-
tet gør dog brug af mellemled som f.eks. routere og switches, hvorfor direkte
forbindelser ikke er mulige. I stedet simulerer P2P-netværk direkte forbindelser
ved hjælp af et såkaldt overlay-netværk. Vores simulation af et P2P-netværk
implementerer et ustruktureret overlay-netværk.
7.2.1 Overlay-netværk
Et overlay-netværk er et abstrakt virtuelt netværk, der konstrueres oven på et
allerede eksisterende netværk [28]. Det består af peers og logiske forbindelser
[16], der fremstår direkte mellem to peers, selv om de på det underliggende
netværk kan bestå af forbindelser gennem flere netværksenheder [28], som illu-
streret ved figur 7.1. En peer kan således forbinde direkte til enhver anden peer i
et overlay-netværk [18], og derved skabe virtuelle naboskaber, der er uafhængige
af den enkelte peers fysiske placering på det underliggende netværk [14].
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Figur 7.1: Nederst et fysisk netværk med routere og switche, samt fysiske forbin-
delser, og øverst et tilsvarende virtuelt overlay-netværk med logiske forbindelser
mellem peers.
Peers kan arrangeres i forskellige netværkstopologier afhængig af formål og i
forhold til parametre som båndbredde, IP-adresse, indhold mv. [14]. Et overlay-
netværk er derfor meget fleksibelt, og giver mulighed for at implementere e-
genskaber og funktionalitet, som det underliggende netværk ikke tilbyder f.eks.
fejltolerance, optimerede dataoverførsler mv.
Et overlay-netværks egenskaber og funktionalitet er begrænset af det under-
liggende netværk, hvis services de bygger på. Det kan derfor ikke tilbyde mere,
end det underliggende netværk kan præstere og garantere, som f.eks. en garanti
for at data leveres til modtager, idet overlay-netværket ingen kontrol har over
det underliggende netværk [28].
7.2.2 P2P-netværkstopologier
En netværkstopologi beskriver et netværks udformning [26]. I et overlay-netværk
beskriver netværkstopologien P2P-netværkets virtuelle udformning på det logi-
ske lag i forhold til, hvordan udveksling af data finder sted, som f.eks. fore-
spørgsler eller download af filer [26].
I P2P-netværk findes tre kategorier af netværkstopologier nemlig centraliserede,
decentraliserede og hybridbaserede P2P-netværk, der adskiller sig fra hinanden
ved, hvorledes de udbyder deres service. I centraliserede P2P-netværk udbydes
servicen af centrale servere, mens den i decentraliserede P2P-netværk udby-
des som et samarbejde mellem P2P-netværkets medlemmer. Et hybridbaserede
P2P-netværk kombinerer centraliserede og decentraliserede P2P-netværk, hvor
få almene peers påtager sig rollen som midlertidige centrale servere. De tre net-
værkstopologier har forskellige egenskaber, fordele og ulemper [2], hvilket har
betydning for funktionaliteten og mulighederne i en P2P-applikation, hvor f.eks.
Napster7 fungerer godt ved en centraliseret netværkstopologi, og Freenet8 funge-
rer godt ved en decentraliseret netværkstopologi, gælder det ikke nødvendigvis
omvendt [2]. I forhold til streaming af media er en central netværkstopologi at
foretrække, idet udsendelser må distribueres fra centralt hold, hvilket en fuldt
7http://free.napster.com/
8http://freenetproject.org/
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Figur 7.2: Et centraliseret P2P-netværk med et centralt forbindelsespunkt, il-
lustreret ved cirklen, her bestående af tre servere. Peers kommunikerer stadig
direkte illustreret ved de grønne linier.
decentraliseret eller hybridbaseret model ikke tilbyder. I det følgende behandler
vi derfor kun centraliserede P2P-netværk.
Centraliserede P2P-netværk
Et centraliseret P2P-netværk gør brug af en eller flere centrale enheder [18],
kaldet servere, der i rollen som netværksadministratorer udgør kernen i netvær-
ket, hvorfor det i forhold til P2P-filosofien ikke er et ægte P2P-netværk [18]. De
centrale servere er ansvarlige for P2P-netværket og den udbudte service, og be-
sidder derfor en hvis autoritet og funktionalitet, som er vital for P2P-netværkets
funktion og udvikling. I et centraliseret P2P-netværk arrangeres peers omkring
centrale servere, som f.eks. Napster, illustreret ved figur 7.2.
Den eller de centrale servere i et P2P-netværk kan have forskellige opgaver,
hvilke kan bestå i at kontrollere netværket og dets udvikling, vedligeholde et
centralt indeks over peers, med deres indhold og ressourcer, eller streame media
mv. Foruden disse opgaver fungerer centrale servere også som et fast forbindel-
sespunkt til P2P-netværket, og som mellemled i kommunikationen mellem de
enkelte peers, hvis kommunikationen ikke kan ske direkte.
En peer forbinder til P2P-netværket via en central server [18], hvormed den
kan findes af andre peers. Når en peer forbinder til den centrale server, sender
den en række oplysninger, f.eks. identitet og indhold den stiller til rådighed for
andre peers [18]. Processen er illustreret ved figur 7.3, hvor en peer sender en
forespørgsel til en central server, der fra dens indeks returnerer en liste af peers,
som opfylder forespørgslen, og som den forespørgende peer efterfølgende kan
kontakte.
P2P-netværkets status og den enkelte peers tilgængelige indhold og ressourcer
opdateres løbende hos den centrale server via såkaldte heartbeats eller pings [18],
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Figur 7.3: En peer forespørger en central server (1), der svarer med en liste af
peers (2), illustreret ved grønne linier, som den forespørgende peers kan kontakte
(3), illustreret ved en blå linie.
[16]. Disse er specielle beskeder, som peers sender til den centrale server med
jævne mellemrum for at gøre opmærksom på sin tilstedeværelse [18]. Modtager
serveren ikke et heartbeat fra en peer, kan den antage, at den ikke længere er
til stede og fjerne den fra listen over peers i netværket.
Et centraliseret P2P-netværk har en væsentlig svaghed, der relaterer sig til an-
vendelsen af centrale servere. Den eller de centrale servere besidder nemlig kun
en begrænset mængde ressourcer, som f.eks. netværkskapacitet, hvilke bliver
mindre i takt med, at antallet af peers i P2P-netværket stiger, hvorfor centra-
liserede P2P-netværk skalerer dårligt. Dette kan i værste fald medføre at P2P-
netværket bryder sammen, hvis den eller de centrale servere bliver overbelastet
[26], idet P2P-netværket og dets service kun eksisterer i kraft af den eller de
centrale servere [16], [26]. Det er derfor at foretrække, hvis man kan udnytte de
enkelte peers netværksressourcer, og i f.eks. streaming af media, få den enkelte
peer til at hjælpe med distributionen af data.
7.3 Streaming-Media
Der stilles ved streaming af media nogle særlige krav til distribution af data.
Dette skyldes datas art, her udsendelser, indeholdende lyd og video, hvor de
enkelte dele skal være tilgængelig for afspilning til bestemte tider.
7.3.1 Digitalisering af lyd og video
En typisk film eller udsendelse består af en billed- og en lydside. Billedsiden, også
kaldet video, er en scene med bevægelse over tid, f.eks. en scene fra den virkelige
verden, der er affotograferet i en serie af stillbilleder kun adskilt af et sådan
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tidsinterval, at de igen ved afspilning kan opfattes som den oprindelige scene
med samme flydende bevægelse. I forhold til den menneskelige opfattelsesevne
kræves 24 billeder pr. sekund, for at give en oplevelse flydende bevægelse [21].
7.3.2 Rå data og komprimmering
Hvert enkelt billede i en video består af et gitter af pixels, hvor hver pixel har
en farve defineret indenfor et farverum, som f.eks. RGB. I netop dette farve-
rum beskrives en farve, som en blanding af farverne Rød, Grøn og Blå, hvor
mængden af hver af disse tre farver angives med en talværdi, typisk mellem 0 og
255. Antallet af pixels, også kaldet opløsningen, bestemmer detaljeringsgraden
af et billede og dermed, sammen med det benyttede farverum, også den samlede
datastørrelse. Ved den standardiserede høje opløsning, High Definition (HD),
deles billedet i et gitter af 720 rækker og 1280 kolonner, det vil sige 921.600
pixels. Med brug af RGB-farverummet og herunder værdier mellem 0 og 255,
det vil sige 8 bit til at repræsentere hver af de tre farver, vil datastørrelsen for
et enkelt billede blive relativ stor:
(8+8+8) bit/pixel * 921.600 pixel = 22.118.400 bit
22.118.400 bit / 1024 bit/Kbit = 21.600 Kbit = 2,7MB
En videosekvens med brug af samme opløsning og farverum vil således resultere
i følgende datastørrelse:
21.600 Kbit/billede * 24 billede/s = 518.400 Kbit/s = 63,28 MB/s
Lyddata, der er en detaljeret beskrivelse af lydbølger på digital form, fylder
ligeledes meget, hvor f.eks. en normal lyd-CD typisk bruger 1.378 Kbit/s, til at
lagre lyddata. Et enkelt sekund af en udsendelse i HD-opløsning og med CD
lydkvalitet fylder i et råt format dermed:
1 sekunds udsendelse:
Video: 24 billeder * 21.600 Kbit / billede = 518.400 Kbit
Lyd: 1.378 Kbit/s * 1 s = 1.378 Kbit
I alt: 518.400 Kbit + 1.378 Kbit = 519.778 Kbit = 63,45 MB
Sådanne datamængder er naturligvis alt for store til at blive distribueret på
fornuftig vis via Internettet, hvor den enkelte seers forbindelse ofte har en bånd-
bredde på mindre end 10 Mbit/s, hvorfor der anvendes komprimeringsalgorit-
mer til at mindske datas størrelse. Disse algoritmer inddeles i typerne lossless
og lossy, hvor en lossless algoritme garanterer, at det komprimerede data kan de-
komprimeres til dets oprindelige form uden tab af informationer. Dette sker ved
f.eks. at erstatte hyppigt forekommende sekvenser af tegn i en fil, med kortere
kodeord, eller ved at sammenskrive redundante data til en mere kompakt form,
f.eks. omskrivning fra “kkkkk” til “5k” [21]. Sådan komprimering kan bruges til
billed- og lyddata, om end komprimeringsraten sjælden er særlig stor grundet
diversiteten i de originale data. Anderledes effektiv er lossy algoritmer, hvilke
kun garanterer dekomprimering af data til noget, som tilnærmelsesvis ligner de
originale data. Disse algoritmer er særligt effektive til komprimering af billed-
og lyddata, hvor de typisk sorterer i dataene ud fra kendskab til menneskets
perceptuelle evne, hvormed store mængder data kan betragtes, som værende
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Figur 7.4: Kun få ændringer de to billeder imellem.
H.264: God kvalitet ved enhver størrelse
Brugssituation Opløsning og billeder Eksempler på
pr. sekund (fps) datastørrelser
Mobilt indhold (3G) 176 * 144, 10-24 fps 50-160 Kbps
Internet/Standard opløsning (SD) 640 * 480, 24 fps 1-2 Mbps
Høj opløsning (HD) 1280 * 720, 24 fps 5-6 Mbps
Fuld høj opløsning (Fuld HD) 1920 * 1080, 24 fps 7-8 Mbps
Tabel 7.2: Eksempel på H.264 standardens komprimeringsevne. Oversigten viser
hvilke datastørrelser H.264-, eller AVC-standarden er i stand til at komprimere
video til ved forskellige opløsninger [13].
overflødige [21].
Til komprimering af billedsiden i en videosekvens udnytter komprimeringsalgo-
ritmerne yderligere det faktum, at der ofte er stor redundans af data de enkelte
billeder imellem, illustreret ved figur 7.4. Man kan således begrænse antallet af
fuldt beskrevne billeder, kaldet nøglebilleder, og genskabe de øvrige billeder, kal-
det mellembilleder, ud fra informationer om ændringer i forhold til nøglebilleder
[17].
Antallet af nøglebilleder, der bruges til at beskrive et mellembillede, kan end-
videre variere således, at et mellembillede i sekvensen kan kalkuleres, som et
mellemprodukt af flere nøglebilleder, ligesom det også kan have referencer til
andre mellembilleder. I nyere teknikker kan et mellembillede være et mellem-
produkt af op til 32 andre billeder [13], hvormed flere informationer og mere data
kan genbruges. En standard for effektiv videokomprimering er Advanced Video
Codec, også kendt som AVC eller H.264. Denne er en del af MPEG4 -pakken9,
og er i stand til at komprimere video i HD-opløsning ned til en datarate på ca.
5-6 Mbit/s [13].
Som vi tidligere har set fylder de rå data for ét sekund video i denne opløsning
med 24bit farver 518.400 Kbit, hvilket betyder en datarate på:
518.400 Kbit/s = 518.400 Kbit/s / 1024 Kbit/Mbit = 506,25 Mbit/s
9MPEG4 er en samlet pakke med avancerede standarder til komprimering af såvel video
som lyd, og indeholder således både AVC (MPEG4 part 10) og AAC (MPEG4 part 3) [25].
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Figur 7.5: lyd og billedsiden arrangeret hhv. sideløbende og parvis i mindre dele.
Komprimering med AVC giver dermed ca. hundrede gange mindre datarate.
Algoritmerne til komprimmering af lyddata er ligeledes effektive, hvor den popu-
lære standard MPEG-1 Audio Layer 3, også kaldet MP3, kan komprimmere lyd
i nær CD-kvalitet til 128 Kbit/s mod den originale lyd-CDs 1.378 Kbit/s [21].
MP3 formår således at komprimere lyddata til en tiendedel af dets oprindelige
størrelse uden markant tab af perceptuel information. MPEG4-pakken inklude-
rer en nyere standard ved navn Advanced Audio Codec, kaldet AAC, der yder
bedre komprimering end MP3, og således giver bedre lydkvalitet ved tilsvarende
bitrate [36].
7.3.3 Media via netværk
Komprimering giver dog visse problemer ved streaming via netværk som Inter-
nettet. Ved distribution af udsendelser via netværk med henblik på samtidig
afspilning er det nødvendigt, at data for udsendelsens to sider, henholdsvis bil-
lede og lyd, er arrangeret på en sådan måde, at de kan downloades og afpilles
simultant. For kun at benytte en enkelt datastrøm deles billed- og lydsiden i ens
antal dele, der flettes med hinanden parvis. Således flettes lyddata svarende til
f.eks. sekund 20 i en udsendelse, med den tilsvarende del af billeddata illustreret
ved figur 7.5 [17]. Derved kan små dele af en udsendelse downloades og afspilles
sideløbende med, at de næste dele downloades.
Dette bevirker også, at pakketab ved distribution via Internettet medfører, at
en afgrænset del af lydsiden mistes. Anderledes er det med billedsiden, hvor
komprimeringen kan betyde, at data i en tabt pakke er nødvendige for korrekt
dekomprimering af efterfølgende billeder, f.eks. hvis det tabte data er et nøgle-
billede, hvorfor udfaldet kan være større.
MPEG-4 pakken inkluderer teknikkerne synkronisering, genskabelse af data og
skjul af fejl til at modvirke fejl i afspilningen af en udsendelse forårsaget af f.eks.
pakketab [6]. Synkroniseringsmarkører spredt med faste intervaller benyttes til
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at afgrænse fejlbehæftet data fra øvrige data således, at fejlen kun påvirker et
afgrænset område [6]. Data er yderligere struktureret på en sådan måde, at de
kan læses både forfra og bagfra således, at et fejlbehæftet område kan indsnæv-
res fra begge sider [6]. Når en fejl er fundet og afgrænset forsøges den rettet
eller skjult f.eks. ved at kopiere dele fra et tidligere billede, hvis fejlen bevirker
mangler i billedsiden [6], hvormed enkelte pakketab kan accepteres.
Disse teknikker kan således afgrænse skaden foresaget af et pakketab, omend
et sådan vil medføre forringelse i kvaliteten.
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Kapitel 8
WeStream
WeStream er vores løsningsmodel til on-demand streaming af media. Formålet
med modellen er at levere udsendelser til seere uden afbrydelser, og samtidig
mindske presset på en serviceudbyders netværksressourcer, hvor fokus er på den
centrale media-servers forbrugte båndbredde.
8.1 Modellens design
Modellen i WeStream er baseret på et centraliseret og ustruktureret P2P-netværk,
der har følgende bestanddele:
• En media-server, der besidder alle dele af den udbudte udsendelse.
• En tracker-server, der vedligeholder et centralt indeks over tilgængelige
udsendelser, deres dele og hvor de kan downloades.
• En peer, der repræsenterer en seer.
• En planlægningsalgoritme, placeret hos den enkelte seer, planlægger down-
load af en udsendelses dele fra forskellige kilder.
Fundamentet i modellen er det centraliserede og ustrukturerede P2P-netværk,
hvor kernen er serviceudbyderens media- og tracker-servere, omkring hvilke seere
arrangeres tilfældigt. Medlemmerne af P2P-netværket kan alle udveksle data
med hinanden, og en seer er således ikke bundet til kun at modtage en udsendelse
fra en central media-server, men kan få den fra flere samtidige kilder, hvilket
giver en mere effektiv download [32].
Når en ny seer ønsker at se en udsendelse, starter en planlægningsalgoritme
downloadprocessen, hvor den forespørger udsendelsen i flere mindre dele hos en
tracker-server. Denne tracker-server vedligeholder det centrale indeks over en
udsendelses dele, og hvilke seere i P2P-netværket der har dem. Den besvarer
således forespørgsler fra den nye seer og henviser denne til andre seere i P2P-
netværket, der har udsendelsens dele tilgængelige. Hvis den forespurgte del ikke
er tilgængelig hos andre seere, henviser tracker-serveren i stedet den nye seer til
serviceudbyderens media-server, der har alle dele af en udsendelse. Modellen er
skitseret på figurerne 8.1 og 8.2.
Udvekslingen af mediadata mellem seere i P2P-netværket sker via RTP-protokol-
len, der bygger på UDP-protokollen. Valget er faldet på denne kombination af
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Figur 8.1: En seer forespørger først tracker-serveren, om hvor den kan finde en
del af en udsendelse (1), der svarer med identiteten på en seer (2), illustreret ved
de grønne linier. Seeren forespørger efterfølgende seeren om delen af udsendelsen
(3).
Figur 8.2: En seer forespørger først tracker-serveren, om hvor den kan finde en
del af en udsendelse (1), der svarer med identiteten på media-serveren (2), idet
ingen anden seer besidder den forespurgte del, illustreret ved de grønne linier.
Seeren forespørger efterfølgende media-serveren om delen af udsendelsen (3).
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protokoller, idet RTP-protokollen er beregnet til udveksling af mediadata, og
UDP-protokollen er forbindelsesløs. At UDP-protokollen er forbindelsesløs be-
tyder, at den kræver færre ressourcer at anvende, og derfor er at foretrække
i applikationer, hvor store mængder data skal udveksles hurtigt, idet data kan
blive ubrugelige ved forsinkelser. Valget af et centraliseret og ustruktureret P2P-
netværk, som grundlag for modellen, hænger sammen med, at udsendelser skal
distribueres fra centralt hold af serviceudbyderen, som har alle dele tilgængelige.
Den ustrukturerede egenskab medfører ligeledes, at serviceudbyderen ikke skal
koncentrere sig om at konstruere og vedligeholde avancerede netværkstopologier,
som f.eks. træer og sværme, som seere arrangeres efter. Dette minimere samtidig
mængden af kontrolinformationer, der skal udveksles mellem P2P-netværkets
medlemmer, hvormed disse ressourcer i stedet kan benyttes til at streame media.
Modellen er modtagerstyret, hvilket betyder, at den fungerer på den enkelte
seers præmisser. Denne tilgang har vi valgt, idet den giver den enkelte seer
størst mulig kontrol over egne ressourcer. Seeren bestemmer dermed selv hvor-
når, hvilke dele af en udsendelse skal downloades, frem for at være styret af en
central server. Til downloadprocessen anvendes en planlægningsalgoritme, der
bygger på, det vi vælger at kalde, et egoistisk grådighedsprincip. Planlægnings-
algoritmen kontrollerer løbende progressionen i udsendelsen, og er egoistisk og
grådig på den måde, at den hele tiden søger at downloade så mange dele af
udsendelsen frem i tiden, som dens egne netværksressourcer, i form af internet-
forbindelsens kapacitet, tillader, så de er klar ved afspilningstidspunktet. Dette
gør den uden at tage højde for kildens leveringsdygtighed. Her gør planlæg-
ningsalgoritmen brug af pull -metoden, hvor kun ønskede data hives fra andre,
modsat push-metoden, der skubber data til seeren på afsenders præmisser. Ved
brug af pull-metoden ligger kontrollen med distributionen af data derfor hos den
enkelte seer, mens den ved brug af push-metoden er styret fra centralt hold, det
vil sige af serviceudbyderen. Foruden, at den enkelte seer overtager kontrollen
over egne ressourcer og distributionen af data, sikrer grådighedsprincippet, at
tilgængeligheden af en udsendelses enkelte dele i P2P-netværket øges hurtigt,
hvormed presset på en central media-server kan minimeres.
Planlægningsalgoritmens fremgangsmåde medfører dog en problemstilling i for-
hold til, at progressionen i en udsendelse, det vil sige, hvor langt seerens af-
spiller er kommet i udsendelsens spilletid, sker kontinuerligt og uafhængigt af
download-processen. Derfor downloader planlægningsalgoritmen dele af en ud-
sendelse i forhold til afspillerens progression, ved at downloade mest muligt frem
i tiden fra afspillerens nuværende progression i udsendelsen. Det betyder, at e-
ventuelt manglende dele af en udsendelse, placeret før afspillerens nuværende
progression, ikke vil blive forsøgt downloadet. Seeren vil i tilfælde af manglende
dele af udsendelsen opleve et kortvarigt fald i kvaliteten, i modellen kaldet en
glitch. Hvis antallet af manglende dele er for stort, eller hvis afspillerens pro-
gression når til et punkt, hvor det ikke er lykkedes planlægningsalgoritmen at
downloade nogle af udsendelsens dele rettidigt, vil afspilleren stoppe midlerti-
digt, i modellen kaldet catchup. Dette vil seeren opleve som et midlertidigt stop
i afspilningen af udsendelsen, hvilket er nødvendigt, for at planlægningsalgo-
ritmen kan downloade tilstrækkeligt med dele af udsendelsen, og igen sikre en
glidende og kontinuerlig afspilning.
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Figur 8.3: Pilen angiver afspillerens position.
På figur 8.3 er illustreret en afspiller, hvor pilen angiver afspillerens progres-
sion. Blokkene er en udsendelse i 10 dele, hvor hvide er downloadet, og grå
mangler. Afspilleren oplever derfor a) et glitch i kraft af, at et mindre antal dele
af udsendelsen, her del 3 og 4, har manglet til afspilningstidspunktet, og b) et
catchup, da ingen af de fremtidige dele er downloadet til afspilningstidspunktet,
her del 7, 8 og 9.
Ovenstående problemstilling opstår, når det ikke lykkedes planlægningsalgorit-
men at downloade dele af en udsendelse rettidigt. Grunden til dette kan være,
at delene går tabt, hvis f.eks. den seer, som forespørgslen blev sendt til, er
overbelastet, ikke længere er tilgængelig i P2P-netværket, eller at planlægnings-
algoritmen har planlagt at downloade for meget i forhold til egen båndbredde.
For at registrere tabte dele af en udsendelse, og derved sikre rettidig download,
registrerer planlægningsalgoritmen derfor løbende tidspunktet for afsendte fo-
respørgsler og beregner, ved modtagelse af svar, en gennemsnitlig svartid, inden
for hvilken den forventer at modtage efterfølgende forespurgte dele. Modtager
planlægningsalgoritmen ikke den forespurgte del i løbet af denne gennemsnitlige
svartid, antager den, at forespørgslen eller afsendte dele af udsendelsen, er gået
tabt. Idet planlægningsalgoritmen ikke kender årsagen til et manglende svar, og
da den skal have udsendelsens dele rettidigt, forespørger den kun den enkelte
del hos en anden seer én gang. Får den ikke svar fra den anden seer sendes
forespørgslen til den centrale media-server, da sandsynligheden for svar herfra
er større. Yderligere foretager planlægningsalgoritmen, ved sådan registrering
af pakketab, en nedjustering af den mængde data den planlægger download af,
i forsøg på at undgå yderligere datatab grundet for stort antal forespørgsler.
Ligeledes opjusteres denne mængde af data når planlægningsalgoritmen, ved
behandling af en del af udsendelsen, ikke registrerer pakketab.
Planlægningsalgoritmen er her skitseret i pseudokode:
Tag næste del af udsendelsen, som skal bruges af afspilleren i
fremtiden, og som ikke er lokalt tilgængelig
{
hvis ( ingen forespørgsel tidligere er sendt til tracker-serveren )
{
send forespørgsel til tracker-server;
}
ellers hvis (
( ingen forespørgsel er sendt til en seer eller media-server,
men en forespørgsel er sendt til tracker-serveren,
og svaret herpå har været for længe undervejs )
eller
( der er sendt en forespørgsel til en seer eller media-serveren,
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og svaret herpå har været for længe undervejs )
)
{
registrer pakketab;
send ny forespørgsel direkte til media-serveren;
}
}
hvis ( pakketab er registreret )
{
nedjuster mængden af data for planlagt download;
}
ellers
{
opjuster mængden af data for planlagt download;
}
Start forfra efter den tid det tager at downloade det forespurgte data;
Når et svar fra tracker-serveren modtages, med henvisning til en kilde, sendes en
forespørgsel til denne kilde med det samme. Derfor medregner planlægningsalgo-
ritmen både modtagelse af svar fra tracker-serveren og svar på den efterfølgende
forespørgsel til kilden, ved beregning af tidsforbrug for download af den aktuelle
del af udsendelsen, når den sender forespørgsler til tracker-serveren.
Når en seer har modtaget en del af en udsendelse, gøres delen tilgængelig for an-
dre seere, ved at seeren sender en opdatering til det centrale indeks hos tracker-
serveren. Tracker-serveren kan nu sende denne seers kontaktoplysninger til andre
seere, der måtte forespørge den givne del af udsendelsen. For at tracker-serveren
ikke skal bruge unødigt mange ressourcer på et meget stort centralt indeks,
gemmer den for hver del kun de sidste f.eks. 20 seere, der har stillet den del
af en udsendelse tilgængelig. Dette fordeler også belastningen i P2P-netværket
således, at en enkelt seer ikke bare overtager belastningen fra en central media-
server. Samtidig øger det sandsynligheden for, at en seer er tilgængelig, når dens
kontaktoplysninger udleveres som svar på en forespørgsel, idet den formentlig
ikke har været registreret i indekset i særlig lang tid. Det kan dog alligevel ske,
at en seer ikke er tilgængelig, men stadig er registreret i det centrale indeks. For
at mindske chancen herfor, og for at tracker-serveren ikke sender identiteten på
en seer, der ikke er tilgængelig, rydder den med jævne mellemrum op i det cen-
trale indeks og fjerner inaktive seere. Tracker-serveren kan finde inaktive seere
ved at tjekke, hvornår den sidst har modtaget et heartbeat fra en seer, som den
skal modtage regelmæssigt for, at seeren anses for værende aktiv.
Dermed har vi opstillet vores forslag til en løsningsmodel for on-demand strea-
ming af media.
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Kapitel 9
Evaluering af WeStream
For at evaluere WeStream har vi valgt at udføre en simulation, hvormed vi kan
afprøve modellen uden at implementere og eksekvere den i stor skala. Formå-
let med evalueringen er at finde indikationer på, om WeStream kan aflaste en
central media-server, i forhold til brugen af klient-server-modellen. Til simula-
tionen benytter vi java-pakken javaSimulation, der er et simuleringsværktøj
til Java udarbejdet af Keld Helsgaun. Denne pakke er baseret på funktionali-
teten fra SIMULATION-klassen fra programmeringssproget SIMULA og muliggør
diskret-hændelse-simulering [3]. Her skrider den simulerede tid frem, når hæn-
delser indtræffer, og tilstanden i simuleringsmodellen ændres. Således adskiller
denne type simulering sig fra kontinuerlig simulering, hvor simuleringsmodellens
tilstand varierer kontinuert med tiden [3].
Diskret-hændelse-simulering inddeles overordnet i tre forskellige tilgange: hæn-
delsesbaseret, aktivitetsbaseret og processbaseret. Disse adskiller sig primært
ved måden, hvorpå verden afspejles i simuleringsmodellen, og ved deres krav
til systemressourcer. Vi har til evaluering af WeStream valgt den hændelsesba-
serede tilgang, hvor simuleringsmodellen består af en samling hændelser, f.eks.
modtagelse af en pakke. Hver hændelse ændrer tilstanden i simuleringsmodel-
len, f.eks. registrering af en pakkes indhold, og planlægger nye hændelser, f.eks.
svar på en modtaget pakke ved afsendelse af en ny pakke.
9.1 Implementering
Vores simuleringsmodel er implementeret efter det hændelsesbaserede princip
og afspejler samtidig løsningsmodellen beskrevet i afsnittet WeStream. Simu-
leringsprogrammet er implemnteret i Java, og vedlagt i bilag B. Hovedklassen
med main-metoden er weStreamSimulation, hvilken udvider Keld Helsgauns
Simulation-klasse til hændelsesbaseret simulering, der i sig selv er en mindre
udvidelse af hans abstrakte Event-klasse fra simulation.event-pakken. Alle
entiteter og hændelser har vi implementeret som indlejrede klasser i hovedklas-
sen, for at lette overblikket over koden.
public class weStreamSimulation extends Simulation {
...
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public weStreamSimulation() ...
public void report() ...
public static void main(String[] args) {
new weStreamSimulation();
}
/* Hændelser */
class PeerArrival extends Event {...}
class PacketDispatch extends Event {...}
class PacketTravel extends Event {...}
class PacketArrival extends Event {...}
class MaintainTrackerIndex extends Event {...}
class PlayMovie extends Event {...}
class ScheduleDownload extends Event {...}
/* Entiteter */
abstract class NetNode {...}
class Peer extends NetNode {...}
class Tracker extends NetNode {...}
class MediaServer extends NetNode {...}
class Packet {...}
}
Simuleringsmodellen består af følgende entiteter og hændelser:
Entiteter Hændelser
MediaServer PeerArrival
Tracker PacketDispatch
Peer PacketTravel
Packet PacketArrival
PlayMovie
ScheduleDownload
MaintainTrackerIndex
Alle syv hændelser udvider Event-klassen og implementere således den abstrak-
te actions-metode fra denne klasse, med den funktionalitet som den enkelte
hændelse skal udføre, når den finder sted.
Vi har i implementeringen simplificeret simuleringsmodellen i forhold til ud-
buddet af udsendelser. Dermed tilbyder simuleringsmodellen kun udbud af en
enkelt udsendelse, hvormed vi i de udvekslede pakker kan nøjes med at angive
nummeret på udsendelsens del, frem for også at skulle holde styr på, hvilken
udsendelse delen hører til.
Ligeledes anvender vi i simuleringen objektreferencer til at identificere og adres-
sere det enkelte medlem af P2P-netværket. Vi abstraherer således fra IP-adresser,
hvormed vi undgår at skulle holde styr på endnu et opslagsregister, og konvertere
IP-adresser til tilsvarende objekter. Ligeledes giver anvendelsen af objektreferen-
cer mulighed for at abstrahere fra heartbeats, idet vi kan tjekke på objekternes
eksistens.
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9.1.1 Entiteterne
De fire entiteter i simuleringsmodellen kan inddeles i to grupper. Packet-entiteten,
der repræsenterer de enkelte pakker, som udveksles mellem de øvrige entiteter,
og kan være en af fem forskellige typer. De øvrige tre entiteter: MediaServer,
Tracker og Peer er alle entiteter, der kan kommunikere med hinanden, og har
ens grundstruktur, hvilken er defineret i den abstrakte klasse NetNode:
abstract class NetNode {
boolean isAlive = true;
double bwUp;
double bwDown;
double reservedDownUntil;
double reservedUpUntil;
double bufferUpLength;
double bufferDownLength;
abstract public void processPacket(Packet p);
}
En netværkskommunikerende entitet har således en størrelsesangivelse af down-
og upload-båndbredden i enheden Kbit/s, en angivelse af forbrugt down- og
upload-båndbredde målt i tid og en angivelse af en bufferstørrelse for down- og
upload-båndbredde målt i tid.
Når en pakke sendes, reserveres upload-båndbredden i det tidsrum, det tager at
sende pakken, det vil sige pakkens størrelse divideret med upload-båndbredden.
Hvis upload-båndbredden allerede er reserveret, lægges tidsrummet til den ek-
sisterende reservation, så længe den samlede reserverede tid ikke overstiger buf-
ferstørrelsen for upload-båndbredde, ellers droppes pakken. Samme funktiona-
litet gælder for download-båndbredden. Derved kan en sådan entitet udjævne
overlappende pakker over tid inden for bufferens rammer, når de afsendes eller
modtages.
NetNode-klassen definerer yderligere den abstrakte funktion processPacket, der
tager en instans af klassen Packet som parameter. Denne funktion implemente-
res af hver af de tre netværkskommunikerende entiteter, med funktionalitet til
at håndtere modtagne pakker.
Packet
Packet-klassen repræsenterer en pakke, der udveksles mellem netværkskommu-
nikerende entitet. Vi har søgt at simplificere pakken i simuleringen uden at gå
på kompromis med egenskaber og funktionalitet, som henholdsvis IP-, UDP-
og RTP-protokollerne tilbyder. Dette er for at lette implementeringen i simule-
ringsmodellen, og stadig opnå, at udvekslingen af pakker i simuleringsmodellen
stemmer overens med udveksling af pakker på Internettet. Således implemente-
rer pakken kun egenskaber og funktionalitet, vi finder nødvendige i forhold til
simuleringen, det vil sige, at vi f.eks. implementerer størrelse og datafelt, men
ikke informationer til fejlkorrektion eller funktionalitet til fragmentering af store
pakker.
public class Packet {
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/* Pakketyper */
final static int PEER_REQUEST = 0;
final static int PEER_RESPONSE = 1;
final static int MOVIEPART_REQUEST = 2;
final static int MOVIEPART_RESPONSE = 3;
final static int MOVIEPART_UPDATE = 4;
final static double REQUEST_SIZE = 0.240;
final static double MOVIEPART_RESPONSE_SIZE = 256.320;
NetNode source;
NetNode destination;
int type;
double size;
int data;
Packet(int type, NetNode source, NetNode destination, int data) {...}
}
Vi har således følgende fem typer af pakker med følgende fælles information:
Pakker
PEER_REQUEST
PEER_RESPONSE
MOVIEPART_REQUEST
MOVIEPART_RESPONSE
MOVIEPART_UPDATE
Fælles pakkeinformation
Kildeadresse
Destinationsadresse
Typeangivelse
Størrelse
Datafelt
Typeangivelsen fortæller hvilken af de fem pakketyper, den aktuelle pakke er.
Størrelsen angives ved en talværdi i enheden Kbit, og benyttes i simuleringen til
at beregne forbruget af båndbredde hos en netværkskommunikerende entitet.
Datafeltet angiver, med en talværdi, nummeret på delen af udsendelsen, der
enten forespørges eller modtages. Da vi antager, at udsendelsen deles i et antal
lige store dele, der hver udgør samme tidsinterval af udsendelsen, afspejler da-
tafeltet således timestamp-feltet fra RTP-protokollen.
De fem pakketyper har forskellige formål, beskrevet herunder:
PEER_REQUEST-pakken benyttes af seere, der ønsker at finde en kilde, hvorfra de
kan downloade en bestemt del af udsendelsen. Seeren sender en PEER_REQUEST-
pakke til tracker-serveren, hvor datafeltet sættes til nummeret på den ønskede
del af udsendelsen.
PEER_RESPONSE-pakken benyttes af tracker-serveren til at besvare en PEER_RE-
QUEST-pakke. Datafeltet sættes til nummeret på den forespurgte del af udsen-
delsen, og afsenderadressen sættes til adressen på den netværkskommunikerende
entitet, hvorfra den forespørgende seer kan downloade delen, værende enten en
anden seer eller media-serveren.
MOVIEPART_REQUEST-pakken benyttes når en seer sender en forespørgsel på en
del af udsendelsen til et medlem i P2P-netværket eller media-serveren, og sættes
således til nummeret på den ønskede del.
MOVIEPART_RESPONSE-pakken er et svar på en MOVIEPART_REQUEST-pakke, og
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har til formål at repræsentere udvekslingen af en del af udsendelsen. Den eneste
forskel på denne pakke i forhold til MOVIEPART_REQUEST-pakken er størrelsen.
MOVIEPART_UPDATE-pakken benyttes af seere, der netop har modtaget en MOVIE-
PART_RESPONSE-pakke. Seeren sender da en MOVIEPART_UPDATE-pakke til tracker-
serveren for at fortælle, at den nu stiller delen af udsendelsen tilgængelig. Da-
tafeltet i MOVIEPART_UPDATE-pakken er således nummeret på den modtagne del
af udsendelsen.
MediaServer
MediaServer-entiteten har alle dele af udsendelsen tilgængelig, og besidder sim-
pel funktionalitet i sin implementering af NetNode-klassens abstrakte process-
Packet-funktion, til håndtering af modtagne pakker af typen MOVIEPART_RE-
QUEST. Sådanne forespørgsler besvarer MediaServer-entiteten ved at sende den
forespurgte del til seeren i en MOVIEPART_RESPONSE-pakke.
class MediaServer extends NetNode{
MediaServer() {... }
public void processPacket(Packet p) {
new PacketDispatch(
new Packet(Packet.MOVIEPART_RESPONSE, this,
p.source, p.data)).schedule(time());
}
}
Tracker
Tracker-entiteten har et indeks over hvilke seere i P2P-netværket, der har hvilke
dele af udsendelsen.
class Tracker extends NetNode {
ArrayList[] moviePartIndex;
Tracker() {
moviePartIndex = new <NetNode> ArrayList[numMovieParts];
...
}
public void processPacket(Packet packet) {... }
}
Den har funktionalitet til håndtering af to typer modtagne pakker, henholdsvis
PEER_REQUEST og MOVIEPART_UPDATE.
Ved modtagelse af en PEER_REQUEST-pakke har tracker-serveren til opgave at
oplyse seeren, om hvilke andre seere der har delen. Dette gør tracker-serveren
ved at slå den forespurgte del op i sit indeks og returnerer adressen på en
tilfældig seer, der har delen tilgængelig. I tilfælde, hvor tracker-serveren ikke
har kendskab til andre seere med delen, henviser den i stedet den forespørgende
seer direkte til media-serveren.
public void processPacket(Packet packet) {
switch(packet.type) {
...
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case Packet.PEER_REQUEST:
NetNode moviePartPeer;
if(moviePartIndex[packet.data].size() > 0) {
moviePartPeer = (NetNode) moviePartIndex[packet.data]
.get( random.randInt( 0,
moviePartIndex[packet.data].size()-1));
}
else {
moviePartPeer = server;
}
new PacketDispatch(
new Packet(Packet.PEER_RESPONSE,
moviePartPeer,
packet.source,
packet.data )).schedule(time());
break;
}
}
Når tracker-serveren modtager en MOVIEPART_UPDATE-pakke fra en seer, tilføjer
den informationerne om seeren og delen af udsendelsen til indekset, hvorefter
andre seere kan henvises til denne seer. Hvis der allerede er registreret det maksi-
male antal seere med den aktuelle del tilgængelig, fjernes den ældste registrering,
for at gøre plads til den nytilkomne.
public void processPacket(Packet packet) {
switch(packet.type) {
case Packet.MOVIEPART_UPDATE:
if(moviePartIndex[packet.data].size() > trackerMaxPeerPrPart) {
moviePartIndex[packet.data].remove(0);
}
moviePartIndex[packet.data].add(packet.source);
break;
...
}
}
Peer
Peer-entiteten repræsenterer en seer, som medlem af P2P-netværket. Denne en-
titet har funktionalitet til at håndtere tre pakketyper: MOVIEPART_RESPONSE,
PEER_RESPONSE og MOVIEPART_REQUEST.
class Peer extends NetNode {
double scheduleDownload;
int playerPosition = 0;
BitSet movieParts;
double[] moviePartRequestTime;
double[] peerRequestTime;
int numPackets = 0;
double sumResponseTime = 0.0;
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Peer() {... }
public void processPacket(Packet p) {... }
public boolean hasAllMovieParts() {... }
public double averageResponseTime() {... }
}
Når en seer modtager en MOVIEPART_RESPONSE-pakke registreres den modtag-
ne del af udsendelsen, og der sendes en MOVIEPART_UPDATE-pakke til tracker-
serveren, med information om tilgængeligheden af delen hos denne seer.
public void processPacket(Packet p) {
switch(p.type) {
case Packet.MOVIEPART_RESPONSE:
totalPeerDownload += Packet.MOVIEPART_RESPONSE_SIZE;
if(p.data >= 0 && p.data < numMovieParts) {
numPackets++;
sumResponseTime += time() - moviePartRequestTime[p.data];
movieParts.set(p.data);
new PacketDispatch(
new Packet(Packet.MOVIEPART_UPDATE,
this, tracker, p.data)).schedule(time());
}
break;
...
}
}
Ved modtagelse af en PEER_RESPONSE-pakke registrerer seeren kontaktoplysnin-
gerne på det medlem af P2P-netværket, som tracker-serveren har henvist til.
public void processPacket(Packet p) {
switch(p.type) {
case Packet.PEER_RESPONSE:
if(p.data > 0) {
numPackets++;
sumResponseTime += time() - peerRequestTime[p.data];
numMoviePartPeerRequest++;
this.moviePartRequestTime[p.data] = time();
new PacketDispatch(
new Packet(Packet.MOVIEPART_REQUEST,
this, p.source, p.data)).schedule(time());
}
break;
....
}
}
Hvis seeren modtager en MOVIEPART_REQUEST-pakke, og den selv har den fore-
spurgte del, sendes delen til den forespørgende seer i en MOVIEPART_RESPONSE-
pakke.
public void processPacket(Packet p) {
switch(p.type) {
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...
case Packet.MOVIEPART_REQUEST:
if(movieParts.get(p.data)) {
new PacketDispatch(
new Packet(Packet.MOVIEPART_RESPONSE,
this, p.source, p.data)).schedule(time());
}
break;
}
}
9.1.2 Hændelser
Simuleringsmodellen består af de tidligere nævnte syv hændelser, der fungerer
som følge:
PeerArrival-hændelsen indtræffer, når en ny seer tilgår P2P-netværket med
henblik på at streame udsendelsen. Hændelsen planlægger en ScheduleDownload-
hændelse for den aktuelle seer, med øjeblikkelig start, og planlægger yderligere
en PlayMovie-hændelse til at finde sted efter et tidsrum bestemt ved variablen
playDelay. Denne forsinkelse er nødvendig, for at seeren kan nå at downloa-
de dele af udsendelsen, inden afspilningen går i gang, og derved opnå glidende
og kontinuerlig afspilning uden catchup og glitches. Derefter planlægges en ny
PeerArrival-hændelse at finde sted, efter et tilfældigt interval, af en størrelse
bestemt ud fra det ønskede antal samtlige seere.
class PeerArrival extends Event {
public void actions() {
if (time() <= simPeriod) {
Peer peer = new Peer();
new ScheduleDownload(peer).schedule(time());
new PlayMovie(peer).schedule(time() + playDelay);
new PeerArrival().schedule(time() + random.negexp(1/2.4));
}
}
}
PacketDispatch-hændelsen finder sted, når en netværkskommunikerende enti-
tet, det være sig en seer, tracker-serveren eller media-serveren, sender en pakke
til en anden netværkskommunikerende entitet. Hvis afsenderen har ledig upload-
båndbredde og bufferen ikke er fuld, planlægges en PacketTravel-hændelse
til øjeblikkeligt at finde sted. Samtidig registreres reservationen af afsenderens
upload-båndbredde.
class PacketDispatch extends Event {
Packet packet;
PacketDispatch(Packet packet)
{
this.packet = packet;
}
public void actions() {
boolean travel = false;
double dispatchTime = 0;
if(packet.source.reservedUpUntil < time()) {
registerUpload(packet);
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dispatchTime = time() + packet.size/packet.source.bwUp;
packet.source.reservedUpUntil = dispatchTime;
travel = true;
}
else if( ( packet.size/packet.source.bwUp
+ packet.source.reservedUpUntil - time() )
< packet.source.bufferUpLength) {
registerUpload(packet);
dispatchTime = packet.source.reservedUpUntil
+ packet.size/packet.source.bwUp;
packet.source.reservedUpUntil = dispatchTime;
travel = true;
}
if( travel )
new PacketTravel(packet, dispatchTime).schedule(time());
...
}
...
}
PacketTravel-hændelsen finder sted, når en pakke har forladt afsender, og har
funktionalitet svarende til PacketDispatch-hændelsen, blot i forhold til mod-
tagers download-båndbredde. En PacketArrival-hændelse planlægges at finde
sted til det seneste tidspunkt af de to båndbredde-reservationer, som pakken har
foretaget på sin rejse, det vil sige af afsenderens upload-båndbredde og modta-
gerens download-båndbredde. Således bliver rejsetiden for en pakke bestemt af
den tidsmæssigt langsomste ende af forbindelsen mellem afsender og modtager.
class PacketTravel extends Event {
Packet packet;
double dispatchTime;
PacketTravel(Packet packet, double dispatchTime) {
this.packet = packet;
this.dispatchTime = dispatchTime;
}
public void actions() {
boolean arrive = false;
double arrivalTime = 0;
if(packet.destination.reservedDownUntil < time()) {
arrivalTime = time() + packet.size/packet.destination.bwDown;
arrive = true;
}
else if( ( packet.size/packet.destination.bwDown
+ packet.destination.reservedDownUntil - time() )
<= packet.destination.bufferDownLength) {
arrivalTime = packet.destination.reservedDownUntil
+ packet.size/packet.destination.bwDown;
arrive = true;
}
if( arrive ) {
packet.destination.reservedDownUntil = arrivalTime;
arrivalTime = (dispatchTime > arrivalTime
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? dispatchTime : arrivalTime);
new PacketArrival(packet).schedule( arrivalTime );
}
...
}
}
PacketArrival-hændelsen finder sted, når en pakke ankommer til et medlem
af P2P-netværket. Hændelsen kalder modtagerens processPacket-funktion med
pakken som argument.
class PacketArrival extends Event {
Packet packet;
PacketArrival(Packet packet) {
this.packet = packet;
}
public void actions() {
if(packet.destination!=null && packet.destination.isAlive)
packet.destination.processPacket(packet);
}
}
PlayMovie-hændelsen, der planlægges af PeerArrival-hændelsen, sørger for at
fremrykke progressionen i afspilningen af udsendelsen hos seeren, ved at tæl-
le seerens registrering af aktuelt afspillet del af udsendelsen én op. Hændelsen
tjekker desuden, om den aktuelle del af udsendelsen er tilgængelig, og tæller på
baggrund heraf glitch og catchup. Hvis seeren oplever et catchup standses afspil-
ningen midlertidigt ved at udskyde næste PlayMovie-hændelse med et tidsrum
svarende til playDelay-variablen. Hvis der ikke registreres catchup eller glitch
planlægges næste PlayMovie-hændelse at finde sted, efter den tid det tager at
afspille den aktuelle del, bestemt ud fra delens størrelse og udsendelsens bitrate.
class PlayMovie extends Event {
Peer peer;
int glitchLimit = 6;
PlayMovie(Peer peer) {
this.peer = peer;
}
public void actions() {
if(peer.isAlive) {
double nextPlayTime = time() + (moviePartSize+0.0)/movieBitrate;
if(!peer.movieParts.get(peer.playerPosition)) {
int numMissing = 0;
for(int i = peer.playerPosition; i < numMovieParts; i++) {
if(!peer.movieParts.get(i)) numMissing++;
else break;
if(numMissing > glitchLimit) break;
}
if(numMissing <= glitchLimit
&& numMissing > (numMovieParts - peer.playerPosition) ) {
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numGlitch++;
peer.playerPosition = peer.playerPosition + numMissing;
}
else {
numCatchup++;
nextPlayTime += playDelay;
}
}
else {
peer.playerPosition++;
}
if(peer.playerPosition < numMovieParts) {
new PlayMovie(peer).schedule(nextPlayTime);
}
else {
peer.isAlive = false;
System.out.println(time() + ": done playing");
}
}
}
}
ScheduleDownload-hændelsen sørger for at downloade udsendelsens dele og fin-
der sted første gang øjeblikkeligt efter PeerArrival-hændelsen. Den behandler
løbende næste manglende del af udsendelsen, som enten ikke er forespurgt tidli-
gere, eller hvis eventuelt tidligere afsendte PEER_REQUEST eller MOVIEPART_RE-
QUEST er antaget gået tabt. Hvis der ikke tidligere er sendt forespørgsler ef-
ter den aktuelle del, forespørger ScheduleDownload-hændelsen tracker-serveren
om en adresse, hvorfra seeren kan downloade delen. Er delen derimod tidligere
forespurgt, men endnu ikke modtaget og et svar på dens PEER_REQUEST eller
MOVIEPART_REQUEST antaget gået tabt, sendes en ny forespørgsel på udsendel-
sens del direkte til media-serveren. Denne hændelse justerer yderligere mængden
af data, som den søger at downloade frem i tiden, ud fra registrering af tabte
svar på forespørgsler.
class ScheduleDownload extends Event {
Peer peer;
ScheduleDownload(Peer peer) {
this.peer = peer;
}
public void actions() {
if(peer.isAlive && !peer.hasAllMovieParts() ) {
boolean packetLoss = false;
boolean download = false;
Packet dispatchPacket = null;
double scheduledDownload = 0;
for(int i = peer.playerPosition; i < numMovieParts; i++) {
if(!peer.movieParts.get(i)) {
if( peer.peerRequestTime[i] < 0 ) {
peer.peerRequestTime[i] = time();
dispatchPacket = new Packet(Packet.PEER_REQUEST,
peer, tracker, i);
scheduledDownload = Packet.REQUEST_SIZE
/ peer.scheduleDownload
+ Packet.MOVIEPART_RESPONSE_SIZE
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/ peer.scheduleDownload;
download = true;
}
else if( ( peer.moviePartRequestTime[i] < 0
&& time() - peer.peerRequestTime[i]
> peer.averageResponseTime() )
|| (peer.moviePartRequestTime[i] > 0
&& time() - peer.moviePartRequestTime[i]
> peer.averageResponseTime() )
) {
numMoviePartServerRequest++;
peer.moviePartRequestTime[i] = time();
dispatchPacket = new Packet(Packet.MOVIEPART_REQUEST,
peer, server, i);
scheduledDownload = Packet.MOVIEPART_RESPONSE_SIZE
/ peer.scheduleDownload;
download = true;
packetLoss = true;
}
if(download && dispatchPacket!=null) {
new PacketDispatch(dispatchPacket).schedule(time());
break;
}
}
}
if(packetLoss && peer.scheduleDownload - Packet.MOVIEPART_RESPONSE_SIZE
>= movieBitrate+Packet.MOVIEPART_RESPONSE_SIZE) {
peer.scheduleDownload -= Packet.MOVIEPART_RESPONSE_SIZE;
}
else if(peer.scheduleDownload + Packet.MOVIEPART_RESPONSE_SIZE
<= peer.bwDown-Packet.MOVIEPART_RESPONSE_SIZE) {
peer.scheduleDownload += Packet.MOVIEPART_RESPONSE_SIZE;
}
if(scheduledDownload <= 0 ) scheduledDownload = 0.01;
new ScheduleDownload(peer).schedule(time() + scheduledDownload);
}
}
}
MaintainTrackerIndex-hændelsen planlægges ved simuleringens start til at fin-
de sted efter kort tid. Når hændelsen finder sted, gennemgår tracker-serveren sit
indeks og fjerner de seere, der ikke længere er tilgængelige i P2P-netværket. Der-
efter planlægges endnu en MaintainTrackerIndex-hændelse at finde sted efter
et tidsrum bestemt af trackerCleanupInterval variablen. Således ryddes der
løbende op i tracker-serverens indeks.
class MaintainTrackerIndex extends Event {
Tracker tracker;
MaintainTrackerIndex(Tracker tracker) {
this.tracker = tracker;
}
public void actions() {
for(int j=0; j<tracker.moviePartIndex.length; j++)
{
Iterator i = tracker.moviePartIndex[j].iterator();
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ArrayList <Peer> deadPeers = new ArrayList();
while(i.hasNext()) {
Peer currentPeer = (Peer) i.next();
if(!currentPeer.isAlive)
deadPeers.add(currentPeer);
}
tracker.moviePartIndex[j].removeAll(deadPeers);
}
new MaintainTrackerIndex(tracker).schedule(time()
+ trackerCleanupInterval);
}
}
9.1.3 Parametre
Der er i forbindelse med WeStream en række parametre, der har betydning for
modellens ydelse, og som kan justeres i simuleringen.
For at evaluere løsningsmodellen og finde om den kan afhjælpe de i problemfor-
muleringen opstillede problemstillinger, har vi gennemført i alt otte simulerin-
ger. Vi ændrer i den enkelte simulering en parameters værdi for at undersøge
løsningsmodellens dynamik, og under hvilke forudsætninger den yder bedst.
I nedenstående tabeller er parametre og de valgte værdier listet. I forbindel-
se med valg af parametres værdier, har vi foretaget en række antagelser, for at
afspejle en tilsvarende virkelig situation. Disse antagelser er også delvist gjort
på baggrund af simulationens implementering, der til eksekvering kræver en del
computermæssige ressourcer, i form af stort forbrug af hukommelse og regne-
kraft, herfra kaldet simulationens udformning.
Udsendelse
Parameter Værdi
Længde 20 minutter (20 * 60 = 1.200 sekunder)
Kvalitet Internet Standard jf. tabel 7.2
Bitrate 1.536 Kbit/s
Opløsning, frame rate 640 x 480, 24 fps.
Størrelse af del 256 Kbit
P2P-netværk
Parameter Værdi 1 Værdi 2
Cirka antal samtidige pe-
ers (seere) i netværket
100 500
Peer (seer) livslængde Lig udsendelsens længde
Tilføjelse af peers (seere) Peers (seere) tilføjes negativt eksponenti-
elt i forhold til hvor mange samtidige pe-
ers, der ønskes i P2P-netværket.
Båndbredde: Download 2.048 Kbit/s 20.480 Kbit/s
Båndbredde: Upload 512 Kbit/s 2.048 Kbit/s
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Simulering
Parameter Værdi
Simuleringstid 3 * udsendelsens længde + tid til at sikre af-
sluttet download og afspilning
(3 * 1.200 = 3.600 sekunder) + 10.000
Andre antagelser, parametre og værdier
Parameter Værdi
Pakkestørrelser Pakken MoviePacket (størrelsen del af udsen-
delse + headerinformationer): 256.320 bit.
Andre pakker (data og headerinformationer):
240 bit.
Bufferstørrelse 1.024 Kbit
Afspilningsforsinkelse 30 sekunder
Antal peers i tracker-
serverens register pr. ud-
sendelsesdel
20
Glitch-grænse 6
Udsendelse
Længde: Angiver hvor lang spilletiden er for udsendelsen, hvilken vi har vi sat
til 20 minutter, altså 1.200 sekunder. Dette er en relativ lille udsendelse,
hvilket skyldes simulationens udformning, som kræver en balance mellem
udsendelsens længde, bitrate og en dels størrelse, for at holde antallet af
dele en udsendelse splittes i, på et niveau, der ikke sløver tracker-serveren
for meget i simuleringen.
Kvalitet: Angiver kvaliteten af udsendelsen, hvilken afhænger af udsendelsens
encoding, herunder opløsning, frames pr. sekund og farvedybde. Disse be-
stemmer i sidste ende udsendelsens bitrate, der sammen med udsendelsens
længde afgør udsendelsens samlede datamængde. Vi har valgt at anven-
de Internet Standard fra tabel 7.2, idet denne kan distribueres ved 1-2
Mbit/s, der er tilgængelig for den almindelige internetbruger.
Bitrate: Bitraten er afhængig af den valgte kvalitet, som ved Internet Standard
er 1-2 Mbit/s, hvor vi har valgt et gennemsnit heraf det vil sige, 1.5 Mbit/s.
Opløsning, frame rate: Udsendelsens opløsning og frame rate afhængig af
den valgte kvalitet, som ved Internet Standard er 640 x 480 ved 24 frames
pr. sekund, hvilket vi anser for en rimelig kvalitet.
Størrelse af del: Angiver størrelsen af de dele udsendelsen splittes op i. Denne
har vi valgt til 256 Kbit, hvilket, sammen med den valgte længde og bitrate
for udsendelsen, resulterer i 7.200 dele.
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P2P-netværk
Antal samtidige peers (seere) i netværket: Angiver hvor mange samtidi-
ge peers (seere), der er i P2P-netværket. Denne er afhængig af tilføjelsen
af peers (seere), samt af modellens ydelse, hvilket påvirker, hvor længe den
enkelte seer er aktiv. Oplever en seer f.eks. mange catchups, vil den være
aktiv i længere tid for at se udsendelsen færdig. Grundet simulationens
udformning har det været nødvendigt, at vælge et relativt lille antal peers
(seere). Vi har derfor valgt henholdsvis ca. 100 og 500 samtidige peers
(seere) i P2P-netværket, idet vi har en formodning om, at flere samtidige
peers kan mindske netværksbelastningen på den centrale media-server.
Peer (seer) livslængde: Angiver hvor længe en peer (seer) lever, det vil sige,
hvor lang tid den er medlem af P2P-netværket, og kan udveksle data med
andre. Idet vi ikke har kunnet finde statistikker, i forhold til seeres adfærd
i forbindelse med udsendelser via det almene TV, streaming eller andet,
har vi gjort den antagelse, at en seer ser udsendelsen fra start til slut.
Vi mener, at dette er en rimelig antagelse, idet vi simulerer on-demand
streaming af media, hvor en seer selv forespørger udsendelsen, hvilket kan
sammenlignes med en biograf, hvor personer sjældent forlader biografen
før filmens slutning.
Tilføjelse af peers (seere): Angiver med hvilken rate peers (seere) tilføjes
til P2P-netværket. Vi tilføjer peers (seere) med intervaller givet ved en
tilfældighedsgenerator, der sikrer negativt eksponentiel fordeling, hvormed
intervallet mellem seeres tilføjelse ikke er ens, om end gennemsnitsværdien
kan bestemmes på forhånd. Da en seer har en livslængde ca. svarende
til udsendelsens varighed, vil antallet af seere i netværket stabilisere sig
omkring tiden svarende til én udsendelse, hvorefter nye seere vil tilkomme
med nogenlunde samme hastighed, som aktive seere forlader netværket.
Båndbredde: Download: Angiver hvor meget data en peer (seer) kan down-
loade pr. sekund. Vi har valgt forskellige download-kapaciteter for at un-
dersøge, hvilken betydning download-båndbredden har i løsningsmodellen.
Download-båndbredden skal som minimum være større end bitraten på
udsendelsen, da det ellers ikke kan lade sig gøre at streame udsendelsen
til seere uden catchups.
2.048 Kbit/s: Er valgt idet det er den mindste ADSL-internetforbind-
else, som ligger over bitraten på udsendelsen.
20.480 Kbit/s: Er valgt idet det er den størst mulige ADSL-internet-
forbindelse mht. download-kapacitet, som en almindelig forbruger kan
erhverve sig1.
Båndbredde: Upload: Angiver hvor meget data en peer (seer) kan uploade
pr. sekund. Vi har valgt forskellige upload-kapaciteter, for at undersøge,
hvilken betydning upload-båndbredden har i løsningsmodellen.
512 Kbit/s: Er valgt for at undersøge løsningsmodellens ydelse, når den
enkelte peer (seer) ikke er i stand til at levere en udsendelses dele til
1http://www.fullrate.dk/
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andre peers (seere) med en hastighed svarende til, eller højere end
udsendelsens bitrate.
2.048 Kbit/s: Er valgt idet det er den størst mulige ADSL-internet-
forbindelse mht. upload-kapacitet, som en almindelig forbruger kan
erhverve sig2.
Simulering
Simuleringstid: Angiver tidsrummet som simuleringen afspejler. Vi har valgt
en simuleringstid svarende til 3 gange udsendelsens længde. Denne tilla-
der, at P2P-netværket kan stabilisere sig, det vil sige, at antallet af aktive
peers (seere) bliver nogenlunde konstant, hvilket, som nævnt, sker om-
kring tiden svarende til en udsendelsens længde. De ekstra 10.000 enheder
der lægges til, sikre at alle peers får gennemført download og afspilning
af udsendelsen. Der tilkommer således kun nye peers (seere) indenfor de
første 3 gange udsendelsens længde.
Andre antagelser, parametre og værdier
Pakkestørrelse: Angiver størrelsen på en pakke, det vil sige, hvor meget data
en pakke kan indeholde inkl. headerinformationer, og som to peers (seere)
kan udveksle ad gangen. Vi anvender i simuleringen to pakkestørrelser:
Pakken MoviePacket: Grundet simulationens udformning er det nød-
vendigt, at lave pakker der, i internetsammenhæng, er relativt store,
så antallet af pakker en udsendelse sendes i holdes nede. Således har
vi valgt, at en del af udsendelsen fylder 256 Kbit, hvilket sammen
med 320 bit headerinformationer giver en pakkestørrelse på 256.320
bit.
Headerinformationerne består her af RTP-headeren på 12 bytes, UDP-
headeren på 8 bytes og IP-headeren på 20 bytes, altså i alt 320 bit.
Andre pakker: Der udveksles i data-feltet kun informationer om num-
meret på dele af udsendelsen, hvilket kan repræsenteres ved en 16-bit
værdi. Pakker, der udveksler informationer herom, har således en fast
størrelse på 240 bit, det vil sige 224 bit headerinformationer og 16
bit information i data-feltet.
Headerinformationerne består her af UDP-headeren på 8 bytes og
IP-headeren på 20 bytes, altså i alt 224 bit.
Rejsetid: Vi har valgt at se bort fra den tid, som en pakke bruger på at rejse
mellem to peers (seere). På Internettet vil rejsetiden lokalt f.eks. inden
for Danmarks grænser, være relativt lille og uden større betydning, mens
den i globalt perspektiv f.eks. mellem Danmark og USA, kan have stor
betydning.
Bufferstørrelse: Bufferen, som udjævner overlap ved afsendelse og modtagelse
af pakker, har vi sat til 1.024 Kbit, hvormed f.eks. næsten fire pakker med
dele af udsendelsen kan overlappe hinanden, og blive udjævnet over tid i
stedet for at blive droppet.
2http://www.fullrate.dk/
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Afspilningsforsinkelse (playDelay): Angiver hvor længe, der skal gå inden
afspilleren startes efter peeren (seeren) er startet med at streame. Den
samme værdi benyttes også til at angive, hvor længe afspilningen midler-
tidigt skal stoppe ved catchups. Vi har sat denne til 30 sekunder, hvilket
giver den enkelte peer (seer) god mulighed for at downloade dele frem i
tiden, uden at blive for langvarig.
Antal peers i tracker-serverens register pr. udsendelsesdel: Vi har valgt
at lade tracker-serveren registrere op til 20 peers (seere) pr. udsendelses-
del. Når registeret er fyldt bliver gamle registreringer fjernet løbende med,
at nye registreringer kommer til. Således vil tracker-serveren ikke henvise
alle forespørgende seer til en enkelt peer (seer).
Glitch-grænse: Angiver hvor stor en mangel på mellemliggende udsendelses-
dele der tillades, før det istedet opfattes som catchup. Denne har vi sat til
6 dele, hvilket da svare til 1 sekund af udsendelsen.
9.2 Simuleringens output
For at finde indikationer på, om WeStream kan aflaste en central media-server,
i forhold til brugen af klient-server-modellen, gemmer vi informationer om P2P-
netværkets ydelse.
Vi gemmer følgende informationer:
Antal peers: Det samlede antal peers i simuleringen.
Antal Glitch: Det samlede antal glitches for alle seere.
Antal Catchup: Det samlede antal catchups for alle seere.
Peer download-mængde: Den samlede mængde udsendelses-data, i enheden
MB, downloadet af alle seere.
Peer upload-mængde: Den samlede mængde udsendelses-data, i enheden MB,
uploadet af alle seere.
Media-server upload-mængde: Den samlede mængde udsendelses-data, i
enheden MB, uploadet af media-serveren.
Antal forespørgsler på udsendelsesdele til peers: Det samlede antal fo-
respørgsler på dele af udsendelsen sendt fra seere til andre seere i P2P-
netværket.
Antal forespørgsler på udsendelsesdele til media-serveren: Det samle-
de antal forespørgsler på dele af udsendelsen sendt fra seere til media-
serveren.
Antal tabte indgående pakker: Det samlede antal pakker tabt på den ind-
gående forbindelse hos seere, media- og tracker-serveren i P2P-netværket.
Antal tabte udgående pakker: Det samlede antal pakker tabt på den udgå-
ende forbindelse hos seere, media- og tracker-serveren i P2P-netværket.
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Antal tabte udgående MOVEPART_UPDATE-pakker til trackeren: Det sam-
lede antal tabte pakker på den udgående forbindelse hos alle seere, indehol-
dende opdatering af hvilke dele af udsendelsen en seer stiller til rådighed
for P2P-netværket.
Antal tabte udgående MOPVIEPART_RESPONSE-pakker hos seere: Det sam-
lede antal tabte pakker på den udgående forbindelse hos alle seere, inde-
holdende en del af udsendelsen.
Antal tabte udgående MOVIEPART_RESPONSE-pakker hos media-serveren:
Det samlede antal tabte pakker på den udgående forbindelse hos media-
serveren, indeholdende en del af udsendelsen.
Antal tabte udgående MOVIEPART_REQUEST-pakker: Det samlede antal tab-
te pakker på den udgående forbindelse hos alle seere, indeholdende fore-
spørgsler på en del af udsendelsen.
Antal tabte udgående PEER_REQUEST-pakker: Det samlede antal tabte pak-
ker på den udgående forbindelse hos alle seere, indeholdende forespørgsler
på hvilke seere, der har en given del af udsendelsen.
Antal tabte indkommende MOVIEPART_UPDATE-pakker: Det samlede antal
tabte pakker på den indgående forbindelse hos tracker-serveren, indehol-
dende opdatering af hvilke dele af udsendelsen en seer stiller til rådighed
for P2P-netværket.
Antal tabte indkommende MOVIEPART_RESPONSE-pakker: Det samlede an-
tal tabte pakker på den indgående forbindelse hos alle seere indeholdende
en del af udsendelsen.
Antal tabte indkomne MOVIEPART_REQUEST-pakker hos seere: Det samle-
de antal tabte pakker på den indgående forbindelse hos alle seere, inde-
holdende forespørgsler på en del af udsendelsen.
Antal tabte indkommende MOVIEPART_REQUEST-pakker hos media-serveren:
Det samlede antal tabte pakker på den indgående forbindelse hos media-
servern, indeholdende forespørgsler på en del af udsendelsen.
Antal tabte indkommende PEER_REQUEST-pakker: Det samlede antal tab-
te pakker på den indgående forbindelse hos tracker-serveren, indeholdende
forespørgsler på hvilke seere, der har en given del af udsendelsen.
Via ovenstående informationer kan vi efterfølgende beregne, hvor mange glitches
og catchups den enkelte seere oplever i gennemsnit, og dermed om WeStream
formår at downloade udsendelsens dele korrekt og rettidigt. Samtidig giver in-
formationerne mulighed for at beregne, hvor meget data alle seere downl- og
uploader i gennemsnit, og således hvor meget P2P-netværket som hele, og den
enkelte seer bidrager med, og dermed hvor meget media-serveren bliver aflastet
i forhold til brugen af klient-server-modellen. Resultaterne vil selvfølig variere
efter antallet af seere og sammensætningen i deres internetforbindelsers bånd-
bredde, om de er symmetriske eller asymmetriske.
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9.3 Simuleringens validitet
Vi har løbende under implementering af simuleringen udført white-box-testing
af programmet, ved løbende at lade det udskrive værdier af entiternes tilstands-
variable, hvilke vi har kontrolleret ved et lavt antal samtidige seere, kort udsen-
delseslængde og deraf relativt lavt antal entiteter og hændelser. Vi har dermed
kontrolleret, at hver enkelt hændelse har ændret tilstandene i entiteterne, og
handlet som de skulle, i henhold til løsningsmodellens funktionalitet og den an-
vendte teori. Hertil har vi også brugt outputtet for pakketab til at lokalisere fejl
i de enkelte entiteter.
9.4 Simuleringsresultater
Vi har i simulationen valgt at fokusere på afsendelse og modtagelse af pakkerne
indeholdende data for dele af udsendelsen, idet korrekt og rettidig modtagelse
af disse er essentiel for den enkelte seer, ligesom de, grundet deres størrelse og
mængde, udgør den største belastning på netværket. Resultaterne er sammenfat-
tet i skemaet i bilag A, hvor en kolonne angiver båndbredde-sammensætningen
og tilhørende resultater for den enkelte simulation. Nedenfor er listet et udsnit
af skemaet, hvilket her viser den gennemsnitlige datamæssige belastning af hver
enkelt peer i P2P-netværket, samt belastningen af media-serveren.
20.480 / 512 2.048 / 512
1.493 seere 1.512 seere
780 catchups (0,52 pr. seer) 31.422 catchups (20,78 pr. seer)
0 glitches (0 pr. seer) 0 glitches (0 pr. seer)
Download pr. seer: 225,41 MB Download pr. seer: 225,38 MB
Upload fra seer pr. seer: 61,07 MB Upload fra seer pr. seer: 94,23 MB
Upload fra media-server pr seer: 312,07 MB Upload fra media-server pr seer: 176,23 MB
2.048 / 2.048 20.480 / 2.048
1.467 seere 1.419 seere
1.703 catchups (1,16 pr. seer) 0 catchups (0 pr. seer)
0 glitches (0 pr. seer) 0 glitches (0 pr. seer)
Download pr. seer: 225,28 MB Download pr. seer: 225,28 MB
Upload fra seer pr. seer: 197,12 MB Upload fra seer pr. seer: 126,85 MB
Upload fra media-server pr seer: 31,17 MB Upload fra media-server pr seer: 188,44 MB
20.480 / 512 2.048 / 512
287 seere 295 seere
89 catchups (0,31 pr. seer) 6.254 (21,20)
0 glitches (0 pr. seer) 0 glitches (0 pr. seer)
Download pr. seer: 225,61 MB Download pr. seer: 225,70 MB
Upload fra seer pr. seer: 60,87 MB Upload fra seer pr. seer: 104,37 MB
Upload fra media-server pr seer: 314,60 MB Upload fra media-server pr seer: 179,56 MB
2.048 / 2.048 20.480 / 2.048
305 seere 267 seere
304 catchups (1 pr. seer) 0 catchups (0 pr. seer)
0 glitches (0 pr. seer) 0 glitches (0 pr. seer)
Download pr. seer: 225,28 MB Download pr. seer: 225,28 MB
Upload fra seer pr. seer: 193,06 MB Upload fra seer pr. seer: 139,96 MB
Upload fra media-server pr seer: 34,97 MB Upload fra media-server pr seer: 173,07 MB
Der er to vinkler at betragte resultaterne fra, henholdsvis serviceudbyderens og
seernes. Serviceudbyderen er primært interesseret i aflastning af sine netværks-
ressourcer hos den centrale media-server, og seerne er primært interesseret i god
kvalitet af den leverede service, hvilket i dette tilfælde betyder få glitches og
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catchups.
Generelt viser resultaterne fra simulationerne med ca. 300 seere samme tenden-
ser, som simulationerne med ca. 1.500 seere. Løsningsmodellen synes dermed
ikke voldsomt påvirket af antallet af seere. Anderledes forholder det sig ved for-
skellige sammensætninger af den enkelte seers down- og upload-båndbredde.
Set fra serviceudbyderens side opnås den dårligste ydelse for løsningsmodellen
ved down- og upload-båndbredde på henholdsvis 20 og 0,5 Mbit/s. Ved en sådan
forbindelse hos den enkelte seer, ender media-serveren med at uploade langt me-
re data pr. seer, end den enkelte seer formår at downloade. Der er med andre ord
stort tab af data ved denne sammensætning, hvilket også tydeligt ses i skemaet
i bilag A, hvor ca. 15,6 millioner pakker med udsendelsesdata går tabt. Cirka
halvdelen af tabene forekommer på grund af for lidt båndbredde på afsenderens
udgående forbindelse, og den anden halvdel på grund af for lidt båndbredde
på modtagerens indgående forbindelse. Ved så stor en forskel mellem down- og
upload-båndbredde, vil planlægningsalgoritmens funktionsmåde resultere i en
overflod af forespørgsler hos relativt få seere, som ikke er i stand til at besvare
dem på grund af deres lave upload-båndbredde, hvorfor de går tabt ved forsøg
på besvarelse. Disse mange pakketab til trods, formår planlægningsalgoritmen
dog at sende forespørgsler til media-serveren i stedet, hvormed seerne i gennem-
snit kun oplever 0,31-0,52 catchups ved henholdsvis få og mange seere.
Set fra seernes side er den mindst foretrukne sammensætning af båndbredder
den med down- og upload-båndbredde på henholdsvis 2 og 0,5 Mbit/s, hvil-
ket ved simulering har resulteret i mellem 21,20 og 20,78 catchups pr. seer.
Dette betyder, jf. bilag A, at det vil tage over 30 minutter at se udsendel-
sen, der kun varer 20 minutter. Disse mange catchups kan forklares ved seernes
download-båndbredde på 2 Mbit/s, hvilket ikke giver meget overskud til down-
load af pakker frem i tiden, da udsendelsen afspilles med 1.536 Kbit/s. Dette
forværres yderligere af planlægningsalgoritmen, der forsøger at tilpasse mæng-
den af planlagt download til et sted mellem udsendelsens bitrate plus størrel-
sen af én MOVIEPART_RESPONSE og den egentlige download-båndbredde minus
størrelsen af én MOVIEPART_RESPONSE. Det vil sige, at der ved en download-
båndbredde på 2 Mbit/s kun vil blive planlagt download af ca. 1,8 Mbit/s.
Selvom dette ikke er særligt brugbart for den enkelte seer, er denne båndbredde-
sammensætning trods alt bedre til at aflaste media-serveren, end ved down- og
upload-båndbredde på henholdsvis 20 og 0,5 Mbit/s, idet media-serveren uplo-
ader mindre end hele udsendelsens samlede datamængde til hver enkelt seer.
Sammensætninger med høj upload-båndbredde er naturligt nok bedre til at
aflaste media-serveren, da hver enkelt seer har flere ressourcer til at besvare
forespørgsler fra andre seere. Det er dog interessant at den mest effektive af
de to, set fra media-serverens side, er sammensætninger med lille download-
båndbredde, altså ved down- og upload-båndbredde på 2 Mbit/s. Med denne
sammensætning uploader media-serveren kun mellem 13,8 og 15,5 pct. af den
samlede udsendelse til hver seer, der downloader resten af udsendelsen fra an-
dre seere. Denne sammensætning resulterer yderligere i det laveste antal tabte
pakker på kun en brøkdel af de øvrige sammensætningers pakketab.
Ved down- og upload-båndbredde på henholdsvis 20 og 2 Mbit/s, formår We-
Stream ikke at aflaste media-serveren meget bedre end ved down- og upload-
båndbredde på henholdsvis 2 Kbit/s og 0,5 Mbit/s, om end seeren slipper for
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catchups. Årsagen til den fortsatte belastning af serveren er igen den store forskel
mellem down- og upload-båndbredde, hvilket betyder, at der bliver forespurgt
langt mere hos de enkelte seere, end de er i stand til at uploade.
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Kapitel 10
Diskussion
Evalueringen af WeStream har givet indblik i dens ydelse ved forskellige antal
seere og båndbredde-sammensætninger for disse i P2P-netværket. Resultaterne
viser, at løsningsmodellen er i stand til at aflaste media-serveren ved tre af de
fire sammensætninger af seernes båndbredder.
10.1 Simulering af netværkskommunikation
Vi har i simuleringen designet og implementeret en netværksmodel, der har til
formål, at simulere netværkskommunikation svarende til den Internettet tilby-
der. Der er i forbindelse med modellen foretaget simplificeringer, hvor vi har
valgt at implementere funktionalitet, som vi finder tilstrækkelig i forhold til si-
muleringens formål.
Internettet anvender fragmentering af store pakker og sender derved relativt
små pakker ved udveksling af data. Vi har dog valgt at implementere funktio-
nalitet, der minder om message switching, hvor udsendelsens dele sendes som
hele pakker. Samtidig anvender vi en simpel pakke, med relevante egenskaber
fra RTP- UDP- og IP-protokollen, og en størrelse svarende til Internettets teo-
retiske maksimum frem for den normale MTU. Den message switching-lignende
funktionalitet bevirker, ved udveksling af pakker, at internetforbindelsen for-
bruges fuldt af den ene pakke i hele det tidsrum det tager at overføre den.
Andre pakker kan således ikke overføres via forbindelsen i samme tidsrum, hvil-
ket fragmentering ellers tillader, ved at dele pakkerne i mindre segmenter, og
flette disse ind mellem hinanden, hvormed de enkelte fulde pakker blot er længe-
re tid undervejs. For at opveje denne forskel mellem vores model og Internettets
virkemåde og undgå pakketab i tidsrum, hvor en forbindelse er opbrugt i for-
bindelse med overførsel af en pakke, har vi implementeret en buffer af en hvis
størrelse, der muliggør at tilkomne pakker sættes i kø. Med en bufferstørrelse på
1.024 Kbit kan overlap af lige under 4 hele pakker med udsendelsesdata blive
udjævnet over tid. Bufferen kan dermed have indvirkning på den tid, det tager
at få svar på en forespørgsel. Ved en næsten fyldt buffer på en udgående for-
bindelse på 0,5 Mbit/s kan forespørgselspakken alene være næsten to sekunder
om at blive afsendt og modtaget. Således kan næsten fyldte buffere medføre, at
den samlede tid fra afsendelse af forespørgsel til modtagelse af response mellem
to medlemmer i P2P-netværket, begge med upload-båndbredde på 0,5 Mbit/s,
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bliver næsten fire sekunder. Dette kan påvirke resultatet, hvis den gennemsnit-
lige rejsetid er for lav.
En faktor vi har set bort fra, der kan have betydning for de endelige resultater,
er tiden en pakke er om at rejse mellem to endesystemer. Idet data søges hen-
tet fra tilfældige kilder, kan rejsetider fra forskellige endesystemer besværliggøre
estimeringen for, hvor lang tid data er undervejs, og dermed korrekt og rettidig
levering. Dette kan f.eks. resultere i kollision mellem data sendt tidligt fra et
langsomt endesystem og data sendt senere fra et hurtigt endesystem, hvormed
data går tabt.
10.2 Båndbreddesammensætninger
Vi har til evaluering af WeStream brugt fire forskellige sammensætninger af hen-
holdsvis down- og upload-båndbredder, hvilke har vist at resultere i forskellige
ydelser i forhold til aflastning af media-serveren.
Den bedst ydende af de fire sammensætninger er den symmetriske med en
down- og upload-båndbredde på 2 Mbit/s. Ved denne sammensætning er P2P-
netværkets samlede upload-kapacitet, værende summen af seernes upload-bånd-
bredde, på niveau med download-kapaciteten, hvormed netværket som hele er
godt i stand til at besvare forespørgslerne. Den samlede mængde uploadet data
fra media-serveren og P2P-netværk er dog en smule større end den mængde
data, som seerne downloader, hvilket indikerer et relativt lille pakketab. Dette
pakketab kan skyldes tracker-serverens funktionsmåde, der til trods for netvær-
kets upload-kapacitet kan bevirke, at et medlem af P2P-netværket modtager
flere forespørgsler, end det kan besvare.
Ved de asymmetriske båndbredde-sammensætninger er der generelt mere data-
tab. Dette kan forklares med, at den grådige planlægningsalgoritme bevirker en
efterspørgsel af data i P2P-netværket, der er for stor i forhold til medlemmernes
samlede upload-kapacitet. Algoritmen søger således at downloade udsendelsens
data på kortere tid, end netværket ellers er i stand til at uploade det. Til trods
for, at overfloden af forespørgsel vil falde i takt med, at planlægningsalgoritmen
nedjusterer den mængde data, den planlægger at downloade, synes resultaterne
at vise, at der fortsat bliver sendt for mange forespørgsler til P2P-netværket i
forhold til den samlede upload-kapacitet for medlemmerne.
Af de asymmetriske sammensætninger formår to, ligesom den symmetriske sam-
mensætning, at aflaste media-serveren, dog i mindre grad. Udover overfloden
af forespørgsler forsaget af den grådige planlægningsalgoritme, lider sammen-
sætningen med down- og upload-båndbredde på henholdsvis 2 og 0,5 Mbit/s
yderligere under, at dens relativt lave download-båndbredde, set i forhold til
udsendelsens bitrate, ikke tillader stort pakketab. Når sådanne alligevel fore-
kommer, resulterer dette i mange catchups, idet data ikke når frem rettidigt.
Ved en down- og upload-båndbredde på henholdsvis 20 og 0,5 Mbit/s, formår
WeStream ikke at aflaste media-serverens netværksforbrug, men belaster den
derimod yderligere. Seernes store download-båndbredde tillader her, at seerne
sender forespørgsler på tabte pakker hurtigt nok til media-serveren, hvormed de
kan downloades korrekt og rettidigt. De mange forgæves forespørgsler til med-
lemmer i P2P-netværket kan dog bevirke, at planlægningsalgoritmen får sendt
forespørgsler til media-serveren på en sådan måde, at response-pakkerne fra
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media-serveren overlapper hinanden og overskrider netværksbuffernes kapacitet,
hvorfor flere af dem droppes hos seeren. Dette resulterer i, at media-serveren
sender mere data til hver enkelt seer, end det ville have været tilfældet ved brug
af en ren klient-server-model.
Resultaterne fra de asymmetriske sammensætninger taler for bedre justering
af download-planlægningen, for at undgå det forstoppende efterspørgselsniveau,
hvilket igen taler for bedre detektering af overfloden af forespørgsler.
10.3 Planlægningsalgoritmen
I vores løsningsmodel søger planlægningsalgoritmen at detektere overflod af fo-
respørgsler, ved løbende at vurdere, om der forekommer pakketab ud fra en øvre
grænse for svartiden for en forespørgsel på den enkelte pakke. Hvis en pakke har
været for længe undervejs nedjusteres den planlagte download-datamængde, idet
den anses for tabt, og det antages, at der er forespurgt mere end der kan down-
loades. Opjustering af den planlagte download-datamængde finder sted ved nye
forespørgsler på pakker, der ikke er forsøgt downloadet tidligere. Vores løsnings-
model holder således ingen historik over tidligere op- og nedjusteringer af den
planlagte download-datamængde, og der foretages dermed ingen længerevarende
analyse af upload-kapaciteten i netværket. Vi mener en sådan analyse vil kunne
medføre, at planlægningsalgoritmen bedre kan finde frem til, hvor meget der
kan forespørges. Yderligere bestemmer vores løsningsmodel, at alle pakker først
forespørges i P2P-netværket, hvormed seer-sammensætninger, hvor det samlede
P2P-netværks download-kapacitet overstiger upload-kapaciteten, umiddelbart
vil resultere i en overflod af forespørgsler til netværket. Nedjusteringen hjælper
til dels, men i kraft af, at den kræver, at den planlagte download-datamængde er
større end den streamede udsendelses bitrate, vil båndbredde-sammensætninger
med upload-båndbredder på mindre end udsendelsens bitrate bevirke en over-
flod af forespørgsler til i P2P-netværket.
Simuleringerne har vist os, at løsningsmodellen giver det bedste resultat ved
brug af symmetrisk down- og upload-båndbredde hos den enkelte seer. Det kan
umiddelbart virke logisk, at media-serveren aflastes bedst, hvis seerne er i stand
til at uploade med samme hastighed, som de selv downloader, hvormed de selv
bidrager lige så meget, som de forbruger, men man skal netop her have fokus
på udsendelsen. Den streamede udsendelse er af en bestemt varighed og består
af en afgrænset mængde data. I vores simuleringer forbliver den enkelte seer
tilgængelig i netværket, indtil den er færdig med afspilning af udsendelsen. Det
vil sige, at seeren med en høj download-båndbredde vil kunne downloade alt
data, længe inden den er færdig med at afspille. Da seeren er tilgængelig i P2P-
netværket i hele udsendelsens varighed, kunne man fristes til at tro, at netværket
ville kunne håndtere alle forespørgsler, hvis blot hver enkelt seer gjorde data til-
gængelig med en upload-båndbredde svarende til, eller større end udsendelsens
bitrate, her 1.536 Kbit/s. Men her viser planlægningsalgoritmens grådige tilgang
sig ineffektiv, da andre seere også vil søge at downloade hele udsendelsen langt
hurtigere end dens varighed. Da hvert medlem i netværket kun er i stand til at
uploade hele udsendelsens datamængde over en tidsperiode svarende til udsen-
delsens varighed, ved upload-båndbredde svarende til udsendelsens bitrate, vil
de nye seeres mange forespørgsler ikke kunne besvares tids nok.
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10.4 Gennemsnitlige svartider
Vi har implementeret en metode til at vurdere, om pakker er for lang tid under-
vejs, og dermed kan antages at være gået tabt i netværket på grund af forstop-
pelse. Metoden gemmer løbende tiden, der går fra en forespørgsel er sendt, til
et svar modtages, og tager gennemsnittet af disse tider plus en konstant, som et
estimat for, hvor lang tid der i gennemsnit må gå for svar på en forespørgsel. En
pakke behøver dermed ikke at være tabt, selv om den er længere tid undervejs
end metoden angiver, og kan derfor ankomme efter en ny forespørgsel er sendt.
Idet vi ikke anvender sekvensnumre på pakker i forbindelse med forespørgsler,
kan denne metode medføre et forkert estimat af svartiden på en forespørgsel.
Dette skyldes, at vi anvender nummeret på delen af en udsendelse, som iden-
tifikation på en pakke. Hvis vi sender en forespørgsel med afrejse til tiden 2,
hvilken registreres, og metodens gennemsnit siger, at vi skal have svar efter se-
nest 4 tidsenheder, det vil sige til tiden 6, og vi ikke modtager et svar inden
da, sender vi en ny forespørgsel. Afrejsen for denne til tiden 6 registreres, og
overskriver værdien 2, som tiden for afsendelse af den givne pakke. Modtager vi
da til tiden 7 svaret på forespørgslen, der er afsendt til tiden 2, beregnes dens
rejsetid ikke i forhold til værdien 2, men værdien 6, idet denne har overskrevet
værdien 2 for afsendelse af den givne pakke. Det vil sige, at svaret, fejlagtigt
registreres til én tidsenhed frem for de korrekte fem tidsenheder.
Metoden her medfører, at pakketab bliver talt op, selv om der reelt ikke er et
pakketab, ligesom den bevirker, at en seer downloader det samme data flere
gange, hvis svaret på forespørgsel to også modtages.
10.5 Tracker-serveren
En entitet i løsningsmodellen, vi har valgt ikke at fokusere yderligere på, er
tracker-serveren. Denne har vi designet simpelt med funktionalitet, der tillader
tilfredsstillende ydelse. Vi har således sat en øvre grænse for, hvor mange re-
gistreringer af pakketilgængelighed hos seerne i P2P-netværket tracker-severen
gemmer, for at sikre en fornuftig hastighed ved søgning i tracker-serverens in-
deks. Denne grænse kan påvirke resultatet af simuleringen ved et stort antal
seere, hvor sandsynligheden for at tracker-serveren henviser flere seere til et
enkelt medlem med for lav upload-kapacitet i P2P-netværket stiger, og belast-
ningen faktisk blot flyttes fra media-serveren til en enkelt seer. En lignende
tracker-server vil dog i en virkelig implementering også kræve en øvre grænse
for antallet af registreringer, for at kunne udføre sin opgave tilfredsstillende,
hvorfor vi mener, at vores tracker-server ikke forværrer resultaterne betydeligt.
10.6 Catchups og glitches
Ser vi på resultaterne fra evalueringen af WeStream fra den enkelte seers syns-
punkt, vil fokus typisk være på en flydende og kontinuerlig afspilning af ud-
sendelsen, det vil sige så få catchups og glitches som muligt. Med fokus på
dette er sammensætningen med down- og upload-båndbredde på henholdsvis 20
og 2 Mbit/s at foretrække, idet simuleringen ved brug af denne sammensæt-
ning resulterede i 0 catchups og glitches. Som nævnt tidligere bevirker denne
sammensætning til gengæld, at meget data går tabt. Det må antages, at den
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enkelte seer har en interesse i god udnyttelse af sin egen internetforbindelse,
hvilket denne sammensætning ikke giver, da den enkelte seer selv er med til
at sende de data, som går tabt. Vi vil derfor mene at sammensætningen med
down- og upload-båndbredde begge på 2 Mbit/s, hvilken giver mindst datatab,
er at foretrække, til trods for at denne giver ca. 1 catchup pr. seer.
10.7 Seeradfærd
Vi har søgt, at finde indikationer på hvorledes WeStream yder ved forskellige
antal seere, og om P2P-netværket ved et stigende antal seere bliver mere selv-
forsynende. Det har derfor ikke været nødvendigt for os at søge at afspejle seeres
adfærd i den virkelige verden, idet vi evaluerer løsningsmodellens ydelse i for-
hold til en ren klient-server-model.
Antallet af seere i simuleringerne har, ligesom de forskellige båndbredde-sammen-
sætninger, vist at have indvirkning på belastningen af media-serveren, hvor den
samlede mængde uploadet data fra media-serveren stiger i takt med antallet af
seere. I tre ud af fire tilfælde uploader media-serveren dog mindre data pr. seer,
ved et stigende antal seere, hvilket antyder, at P2P-netværket bliver mere selv-
forsynende, jo flere medlemmer der er. Indikationerne herpå er dog for små til at
kunne konkludere, hvor skalerbar løsningsmodellen er, og den generelle stigning
i upload fra media-serveren i takt med et stigende antal seere peger mod, at en
fortsat stigning stadig vil kræve yderlige investeringer i netværksressourcer fra
serviceudbyderens side.
10.8 Vurdering
Det er svært at sammenligne vores resultater med resultater fra andre løsnings-
modeller, da flere af disse ikke gør samme antagelser som os, f.eks. vedrørende
seeres levetid i P2P-netværket, hvor vi antager, at en seer forlader netværket, når
udsendelsen er set færdig. Et eksempel er hybrid-løsningen i Performance Analy-
sis of A Hybrid Media Streaming System [J], hvor seere danner et P2P-netværk
omkring et CDN-netværk. I denne artikel viser simuleringer en eksponentiel
vækst i kapacitet i P2P-netværket, hvormed netværket efter nogen tid bliver i
stand til at aflaste media-serveren fuldt. De gør i den simulering brug af 200.000
medlemmer i P2P-netværket, der hver streamer en af 100 forskellige udsendel-
ser, der alle har en bitrate på 800 Kbit/s. Medlemmernes upload-båndbredde er
varierende og ligger på enten 100 Kbit/s, 200 Kbit/s, 400 Kbit/s og 800 Kbit/s
fordelt med en gennemsnits-upload-båndbredde på 220 Kbit/s. Med en sådan
gennemsnitlig upload-båndbredde i forhold til udsendelsernes bitrate, må den
enkelte seer forblive i netværket, selv efter afspilningen af udsendelsen er færdig,
for at netværket kan blive selvforsynende.
Vurderer vi derimod WeStream mod klient-server-modellen, hvor media-serveren
uploader hele udsendelsen til hver enkelt seer, kan vi se, at løsningsmodel-
len formår at aflaste media-serveren med 84 og 86 pct. Dette ved henholdsvis
få og mange seere, ved sammensætningen med symmetrisk down- og upload-
båndbredde på 2 Mbit/s, altså den bedst ydende båndbredde-sammensætning
set fra media-serverens side. En sådan aflastning muliggør en markant større til-
slutning til serviceudbyderens media-server, uden at serviceudbyderen behøver
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at investere i mere netværkskapacitet.
De asymmetriske sammensætninger af båndbredder yder markant dårligere,
hvor to dog formår at aflaste media-serveren og én belaster den yderligere. Ge-
nerelt yder de alle tre dårligt, idet den samlede mængde af uploadet data fra
seere og media-server er større end den samlede download-mængde hos seerene.
Løsningsmodellen er således ikke skalerbar, da et fortsat stigende antal see-
re, ved selv den bedst ydende båndbredde-sammensætning, på længere sigt vil
kræve mere netværkskapacitet, idet P2P-netværket aldrig bliver selvforsynende,
hvilket vi også anser for svært opnåeligt ved on-demand streaming, da seernes
adfærd i netværket er uforudsigelig.
Kapitel 11
Konklusion
Vi har i nærværende speciale designet, implementeret og ved en simulering un-
dersøgt muligheden for at udbyde on-demand streaming af media via et P2P-
netværk med det formål at mindske belastningen på en central media-servers
netværksressourcer.
Vores løsningsmodel bygger på et decentralt og ustruktureret P2P-netværk, hvor
seere ikke arrangeres efter en bestemt netværkstopologi, men kommunikerer di-
rekte med hinanden og med centrale servere. I forbindelse med P2P-netværket
anvender hver enkelt seer en planlægningsalgoritme til download af en udsen-
delses mange dele fra flere samtidige kilder. Planlægningsalgoritmen er baseret
på et egoistisk grådighedsprincip, der favoriserer egne ressourcer, og samtidig
kan justere anvendelsen af egen internetforbindelses båndbredde på baggrund
af forstoppelse i P2P-netværket.
11.1 Aflastning af media-serveren
Løsningsmodellen har ved simuleringer vist indikationer på, at den under de
rette omstændigheder kan aflaste en central media-servers forbrug af netværks-
ressourcer med helt op til 84 og 86 pct., i forhold til den hyppigt anvendte
klient-server-model.
Resultaterne varierer dog meget ved forskellige sammensætninger i seernes for-
bindelser med hensyn til down- og upload-båndbredde, hvor asymmetriske for-
bindelser generelt har vist sig at medføre pakketab. Dette skyldes, at den enkelte
seer søger at udnytte sin download-båndbredde til fulde og dermed downloade
hele udsendelsen på kortere tid, end tidligere seere er i stand til at uploade den.
Bliver forskellen mellem en seeres down- og upload-båndbredde således meget
stor, f.eks. en down- og upload-båndbredde på henholdsvis 20 og 0,5 Mbit/s bli-
ver pakketabet ligeledes stort, her i en sådan grad, at media-serveren uploader
mere end ved brug af klient-server-modellen.
Omvendt viser simuleringerne ved symmetriske forbindelser, at seerne i P2P-
netværket har en samlet upload-kapacitet, der, i forhold til deres download-
kapacitet, giver bedre mulighed for at besvare forespørgsler sendt fra andre
seere, hvormed media-serveren aflastes mere og mængden af tabt data er min-
dre.
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Planlægningsalgoritmens grådighedsprincip har således vist sig ineffektivt, idet
den ved spredningen af data i P2P-netværket samtidig medfører efterspørgs-
ler af data, der kræver højere hastigheder, end P2P-netværket kan imødekom-
me, hvorved der opstår et stort pakketab, og data må gensendes flere gange.
Et eksempel herpå er et P2P-netværk bestående af seere, hver med down- og
upload-båndbredde på henholdsvis 20 og 2 Mbit/s. Alle seere vil hver især søge
at udnytte sin fulde download-båndbredde, og således downloade 20 Mbit til
et enkelt sekund. P2P-netværket er i dette eksempel kun i stand til at levere 2
Mbit til hver seer pr. sekund, grundet deres upload-båndbredde, hvormed den
forespørgende seer vil rette henvendelse til media-serveren. I dette tilfælde ville
seeren kunne gøre bedre brug af P2P-netværket ved at acceptere at få de 20
Mbit i løbet af 10 sekunder, hvilket netværket er i stand til at tilbyde, hvor
data stadig vil kunne nå frem rettidigt, da udsendelsen afspilles med bitraten
på 1.536 Kbit/s.
11.2 Korrekt og rettidig levering af data
Løsningsmodellen viser også gode resultater i forhold til korrekt og rettidig leve-
ring af data og dermed den kvalitet en seer oplever ved streaming af en udsendel-
se. Således oplever ingen seere glitches i nogen af simuleringerne, mens antallet
af catchups er relativt lavt i størstedelen af simuleringerne, og er i omegnen
af 0 til 1,16 pr. seer, med undtagelse af én sammensætning med asymmetrisk
båndbredde, hvor der er helt op til 21,20 catchups pr. seer. Dette skyldes igen
asymmetrien mellem down- og upload-båndbredden, der resulterer i pakketab,
i kombination med en lille download-båndbredde, der ikke muliggør download
af tabt data rettidigt.
11.3 Afrunding
Generelt har løsningsmodellen således vist sig at kunne distribuere store data-
mængder effektivt, aflaste media-serverens netværksressourcer og sikre korrekt
og rettidig levering af data under bestemte omstændigheder i form af symme-
triske forbindelser, om end den ved asymmetriske forbindelser kræver yderligere
arbejde, herunder planlægningsalgoritmens funktionalitet.
Kapitel 12
Perspektivering
Selv om simuleringernes resultater har vist, at løsningsmodellen er i stand til at
aflaste media-serveren, har de også afsløret områder, der med fordel kan arbejdes
videre på.
12.1 Planlægningsalgoritmen
Planlægningsalgoritmen er generelt for uintelligent, og kan med fordel udvides
med funktionalitet til bedre analyse af P2P-netværkets kapacitet, herunder bed-
re analyse af forstoppelse i P2P-netværket. Hvis netværket kun er i stand til at
levere data ved en hastighed, der er lavere end udsendelsens bitrate skal planlæg-
ningsalgoritmen f.eks. kunne sende en del af forespørgslerne direkte til media-
serveren i stedet for andre seere, og derved undgå en overflod af forespørgsler.
Tillader P2P-netværkets kapacitet til gengæld højere download-hastighed end
udsendelsens bitrate, men lavere end seerens download-båndbredde, skal plan-
lægningsalgoritmen kunne acceptere, kun at downloade med den hastighed, som
netværket tillader, hvormed alt data vil kunne forespørges og downloades fra
P2P-netværket. Dermed vil muligheden for, at P2P-netværket bliver selvforsy-
nende stige, og media-serveren vil blive yderligere aflastet.
12.2 Datainddeling
Vores tracker-server holder i vores løsning styr på tilgængeligheden af hver af de
7.200 pakker (1.200s * 1.536 Kbit/s / 256 Kbit/pakke). I en virkelig implemen-
tering skal tracker-serveren kunne registrere tilgængelighed af pakker for mere
end kun én udsendelse, hvorfor det vil være nyttigt at finde andre metoder at
registrere data på. Et forslag hertil er at inddele udsendelsen i færre og større
dele end dem i vores simulering, hvilke er valgt for at tage hensyn til simulerin-
gen af netværkskommunikation. Udsendelsen kan således inddeles i dele på flere
MB, ligesom det typisk er tilfældet i Bittorent.
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12.3 Kontrolheader
Pakketab registreres i vores løsningsmodel, når svar på en forespørgsel har været
for lang tid undervejs. Derved behøver pakken med delen af udsendelsen, der
er for lang tid undervejs, reelt ikke at være gået tabt, og kan derfor ankomme
efter en ny forespørgsel på delen er sendt. Da vi vurderer rejsetiden ved løbende
at registrere tidspunkt for afsendelse af forespørgsel på delen, og efterfølgende
måle rejsetiden når svarpakken ankommer, kan vores kalkulerede gennemsnitlige
rejsetid, som tidligere nævnt, være fejlbehæftet. For at afhjælpe dette kan der
med fordel implementeres kontrolpakker og sekvensnumre.
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Kildekode
1 package westream ;
2
3 import javaSimulation . ∗ ;
4 import simulation . event . ∗ ;
5 import java . util . BitSet ;
6 import java . util . ArrayList ;
7 import java . util . Iterator ;
8
9 public class weStreamSimulation extends Simulation {
10
11 /∗ PARAMETRE ∗/
12
13 double simPeriod = 3600 ; /∗ s imu l e r i n g s t i d ∗/
14
15 int movieLength = 1200 ; /∗ f i l m l n g d e ∗/
16 int movieBitrate = 1536 ; /∗ f i lmens b i t r a t e ∗/
17 int moviePartSize = 256 ; /∗ s t r r e l s e a f d e l ∗/
18 int numMovieParts ;
19 int numMoviePartsPrTimeUnit ;
20
21 int nicBufferSize = 1024 ; /∗ b u f f e r s t r r e l s e ∗/
22
23 int peerBwUp = 2048 ; /∗ seerens upload−b ndb r edd e ←↩
∗/
24 int peerBwDown = 20480; /∗ seerens download−b ndb r edd e ←↩
∗/
25 int serverBwUp = 1024000000; /∗ media−serverens upload− ←↩
b ndb r edd e ∗/
26 int serverBwDown = 1024000000; /∗ media−serverens ←↩
download−b ndb r edd e ∗/
27 int trackerBwUp = 1024000000; /∗ t racker−serverens ←↩
upload−b ndb r edd e ∗/
28 int trackerBwDown = 1024000000; /∗ t racker−serverens ←↩
download−b ndb r edd e ∗/
29
30 double playDelay = 30 . 0 ; /∗ A f s p i l n i n g s f o r s i n k e l s e ←↩
∗/
31
32 int trackerMaxPeerPrPart = 20 ; /∗ Antal peers i ←↩
t racker−serverens r e g i s t e r pr . ud s ende l s e s d e l ∗/
33 int trackerCleanupInterval = 100 ; /∗ I n t e r v a l med ←↩
h v i l k e t der ryddes op i t racker−serverens r e g i s t e r ∗/
34 int glitchLimit = 6 ; /∗ g l i t c h−g r n s e ∗/
35
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36 /∗ LOGNING ( t i l output ) ∗/
37
38 int numPeers = 0 ; /∗ samlet an ta l seere ←↩
∗/
39 int numGlitch = 0 ; /∗ samlet an ta l ←↩
g l i t c h e s ∗/
40 int numCatchup = 0 ; /∗ samlet an ta l ←↩
catchups ∗/
41 double totalServerUpload = 0 . 0 ; /∗ m ngde data ←↩
up loade t a f s e r ve r ∗/
42 double totalPeerUpload = 0 . 0 ; /∗ m ngde data ←↩
up loade t a f seere ∗/
43 double totalPeerDownload = 0 . 0 ; /∗ m ngde data ←↩
downloadet a f seere ∗/
44 int numMoviePartPeerRequest = 0 ; /∗ an ta l ←↩
f o r e s p r g s l e r p ud s ende l s e s d e l e t i l s eere ∗/
45 int numMoviePartServerRequest = 0 ; /∗ an ta l ←↩
f o r e s p r g s l e r p ud s ende l s e s d e l e t i l media−serveren ∗/
46 int numPacketLostOnIn = 0 ; /∗ an ta l t a b t e ←↩
i n d g end e pakker ∗/
47 int numPacketLostOnOut = 0 ; /∗ an ta l t a b t e ←↩
udg ende pakker ∗/
48 int outmpupdate = 0 ; /∗ an ta l t a b t e ←↩
udg ende MOVIEPART_UPDATE−pakker hos seere ∗/
49 int outmpresponse = 0 ; /∗ an ta l t a b t e ←↩
udg ende MOVIEPART_RESPONSE−pakker hos seere ∗/
50 int msoutmpresponse = 0 ; /∗ an ta l t a b t e ←↩
udg ende MOVIEPART_RESPONSE−pakker hos media−serveren ∗/
51 int outmprequest = 0 ; /∗ an ta l t a b t e ←↩
udg ende MOVIEPART_REQUEST−pakker hos seere ∗/
52 int outprequest = 0 ; /∗ an ta l t a b t e ←↩
udg ende PEER_REQUEST−pakker hose seere ∗/
53 int inmpupdate = 0 ; /∗ an ta l t a b t e ←↩
i n d g end e MOVIEPART_UPDATE−pakker hos tracker−serveren ←↩
∗/
54 int inmpresponse = 0 ; /∗ an ta l t a b t e ←↩
i n d g end e MOVIEPART_RESPONSE−pakker hos seere ∗/
55 int inmprequest = 0 ; /∗ an ta l t a b t e ←↩
i n g e n d e MOVIEPART_REQUEST−pakker hos seere ∗/
56 int msinmprequest = 0 ; /∗ an ta l t a b t e ←↩
i n g e n d e MOVIEPART_REQUEST−pakker hos media−serveren ∗/
57 int inprequest = 0 ; /∗ an ta l t a b t e ←↩
i n d g end e PEER_REQUEST−pakker hos tracker−serveren ∗/
58
59
60 Random random = new Random (5 ) ;
61
62 Tracker tracker ;
63 MediaServer server ;
64
65 /∗∗ Ny ins tans a f weStreamSimulation ∗/
66 public weStreamSimulation ( ) {
67 numMoviePartsPrTimeUnit = movieBitrate / moviePartSize ;
68 numMovieParts = movieLength ∗ ←↩
numMoviePartsPrTimeUnit ;
69
70 tracker = new Tracker ( ) ;
71 server = new MediaServer ( ) ;
72
73 new MaintainTrackerIndex ( tracker ) . schedule ( time ( ) + ←↩
trackerCleanupInterval ) ;
74
77
75 new PeerArrival ( ) . schedule ( time ( ) ) ; /∗ p l a n l g g e r den ←↩
f r s t e seer−ankomst ∗/
76
77 runSimulation ( simPeriod + 10000) ;
78 report ( ) ;
79 }
80
81
82 /∗ f unk t ion t i l a t udskr i ve ou t pu t t e t ved endt s imu le r ing ∗/
83 public void report ( ) {
84 System . out . println ( "Peers : ␣␣␣␣␣" + numPeers ) ;
85 System . out . println ( "Gl i t ch : ␣␣␣␣" + numGlitch ) ;
86 System . out . println ( "Catchup : ␣␣␣" + numCatchup ) ;
87 System . out . println ( "Peer␣Down : ␣" + totalPeerDownload ←↩
/1024/8 + "␣MB" ) ;
88 System . out . println ( "Peer␣up : ␣␣␣" + totalPeerUpload ←↩
/1024/8 + "␣MB" ) ;
89 System . out . println ( " Server ␣up : ␣" + totalServerUpload ←↩
/1024/8 + "␣MB" ) ;
90
91 System . out . println ( "numMoviePartPeerRequest : ␣" + ←↩
numMoviePartPeerRequest ) ;
92 System . out . println ( "numMoviePartServerRequest : ␣" + ←↩
numMoviePartServerRequest ) ;
93 System . out . println ( "numPacketLostOnIn : ␣" + ←↩
numPacketLostOnIn ) ;
94 System . out . println ( "numPacketLostOnOut : ␣" + ←↩
numPacketLostOnOut ) ;
95 System . out . println ( " l o s t ␣out␣mpupdate : ␣" + outmpupdate ) ;
96 System . out . println ( " l o s t ␣out␣mpresponse : ␣" + ←↩
outmpresponse ) ;
97 System . out . println ( " l o s t ␣out␣mprequest : ␣" + outmprequest ←↩
) ;
98 System . out . println ( " l o s t ␣out␣ prequest : ␣" + outprequest ) ;
99 System . out . println ( " l o s t ␣ in ␣mpupdate : ␣" + inmpupdate ) ;
100 System . out . println ( " l o s t ␣ in ␣mpresponse : ␣" + inmpresponse ←↩
) ;
101 System . out . println ( " l o s t ␣ in ␣mprequest : ␣" + inmprequest ) ;
102 System . out . println ( " l o s t ␣ in ␣ prequest : ␣" + inprequest ) ;
103 System . out . println ( " l o s t ␣out␣msoutmpresponse : ␣" + ←↩
msoutmpresponse ) ;
104 System . out . println ( " l o s t ␣ i n t ␣msinmprequest : ␣" + ←↩
msinmprequest ) ;
105 System . out . println ( "" ) ;
106 System . out . println ( "PeerBwUp : ␣␣␣␣␣␣" + peerBwUp ) ;
107 System . out . println ( "PeerBwDown : ␣␣␣␣" + peerBwDown ) ;
108 System . out . println ( "ServerBwUp : ␣␣␣␣" + serverBwUp ) ;
109 System . out . println ( "ServerBwDown : ␣␣" + serverBwDown ) ;
110 System . out . println ( "TrackerBwUp : ␣␣␣" + trackerBwUp ) ;
111 System . out . println ( "TrackerBwDown : ␣" + trackerBwDown ) ;
112 }
113
114
115 public stat ic void main ( String [ ] args ) {
116 /∗ STARTER SIMULERINGEN ∗/
117 new weStreamSimulation ( ) ;
118 }
119
120
121
122
123 /∗ HNDELSER ∗/
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124
125 class PeerArrival extends Event {
126 public void actions ( ) {
127 i f ( time ( ) <= simPeriod ) {
128 Peer peer = new Peer ( ) ;
129
130 System . out . println ( time ( ) + " : ␣ peer ␣ankommer" ) ;
131
132 new ScheduleDownload ( peer ) . schedule ( time ( ) ) ;
133 new PlayMovie ( peer ) . schedule ( time ( ) + playDelay ) ←↩
;
134
135 new PeerArrival ( ) . schedule ( time ( ) + random . ←↩
negexp ( 1 /2 . 4 ) ) ;
136 }
137 }
138 }
139
140
141 class PacketDispatch extends Event {
142 Packet packet ;
143
144 PacketDispatch ( Packet packet )
145 {
146 this . packet = packet ;
147 }
148
149 public void actions ( ) {
150 boolean travel = fa l se ;
151 double dispatchTime = 0 ;
152 i f ( packet . source . reservedUpUntil < time ( ) ) {
153 /∗ bu f f e r en var tom ∗/
154 registerUpload ( packet ) ;
155 dispatchTime = time ( ) + packet . size/packet . ←↩
source . bwUp ;
156 packet . source . reservedUpUntil = dispatchTime ;
157 travel = true ;
158 }
159 else i f ( ( packet . size/packet . source . bwUp + packet . ←↩
source . reservedUpUntil − time ( ) ) < packet . ←↩
source . bufferUpLength ) {
160 /∗ der var noget i bu f f e r en (men i k k e f o r meget ) ←↩
∗/
161 registerUpload ( packet ) ;
162 dispatchTime = packet . source . reservedUpUntil + ←↩
packet . size/packet . source . bwUp ;
163 packet . source . reservedUpUntil = dispatchTime ;
164 travel = true ;
165 }
166
167 i f ( travel )
168 new PacketTravel ( packet , dispatchTime ) . schedule ( ←↩
time ( ) ) ;
169
170 else {
171 /∗ t l l e r pakketab ∗/
172 numPacketLostOnOut++;
173 switch ( packet . type ) {
174 case Packet . MOVIEPART_UPDATE :
175 outmpupdate++;
176 break ;
177 case Packet . MOVIEPART_RESPONSE :
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178 i f ( packet . source instanceof MediaServer )
179 msoutmpresponse++;
180 else
181 outmpresponse++;
182 break ;
183 case Packet . MOVIEPART_REQUEST :
184 outmprequest++;
185 break ;
186 case Packet . PEER_REQUEST :
187 outprequest++;
188 break ;
189 }
190 }
191 }
192
193 public void registerUpload ( Packet p ) {
194 i f ( p . type == packet . MOVIEPART_RESPONSE && p . source ←↩
instanceof MediaServer )
195 totalServerUpload += Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
196 else i f ( p . type == packet . MOVIEPART_RESPONSE && p . ←↩
source instanceof Peer )
197 totalPeerUpload += Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
198 }
199 }
200
201
202 class PacketTravel extends Event {
203 Packet packet ;
204 double dispatchTime ;
205
206 PacketTravel ( Packet packet , double dispatchTime ) {
207 this . packet = packet ;
208 this . dispatchTime = dispatchTime ;
209 }
210
211 public void actions ( ) {
212
213 boolean arrive = fa l se ;
214 double arrivalTime = 0 ;
215
216 i f ( packet . destination . reservedDownUntil < time ( ) ) {
217 /∗ bu f f e r en var tom ∗/
218 arrivalTime = time ( ) + packet . size/packet . ←↩
destination . bwDown ;
219 arrive = true ;
220 }
221 else i f ( ( packet . size/packet . destination . bwDown + ←↩
packet . destination . reservedDownUntil − time ( ) ) ←↩
<= packet . destination . bufferDownLength ) {
222 /∗ der var noget i bu f f e r en (men i k k e f o r meget ) ←↩
∗/
223 arrivalTime = packet . destination . ←↩
reservedDownUntil + packet . size/packet . ←↩
destination . bwDown ;
224 arrive = true ;
225 }
226
227 i f ( arrive ) {
228 packet . destination . reservedDownUntil = ←↩
arrivalTime ;
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229 arrivalTime = ( dispatchTime > arrivalTime ? ←↩
dispatchTime : arrivalTime ) ;
230 new PacketArrival ( packet ) . schedule ( arrivalTime ←↩
) ;
231 }
232 else {
233 /∗ t l l e r pakketab ∗/
234 numPacketLostOnIn++;
235 switch ( packet . type ) {
236 case Packet . MOVIEPART_UPDATE :
237 inmpupdate++;
238 break ;
239 case Packet . MOVIEPART_RESPONSE :
240 inmpresponse++;
241 break ;
242 case Packet . MOVIEPART_REQUEST :
243 i f ( packet . destination instanceof ←↩
MediaServer )
244 msinmprequest++;
245 else
246 inmprequest++;
247 break ;
248 case Packet . PEER_REQUEST :
249 inprequest++;
250 break ;
251 }
252 }
253 }
254 }
255
256
257 class PacketArrival extends Event {
258 Packet packet ;
259
260 PacketArrival ( Packet packet ) {
261 this . packet = packet ;
262 }
263
264 public void actions ( ) {
265 i f ( packet . destination !=null && packet . destination . ←↩
isAlive )
266 packet . destination . processPacket ( packet ) ;
267 }
268 }
269
270
271 class MaintainTrackerIndex extends Event {
272 Tracker tracker ;
273
274 MaintainTrackerIndex ( Tracker tracker ) {
275 this . tracker = tracker ;
276 }
277
278 public void actions ( ) {
279 for ( int j=0; j<tracker . moviePartIndex . length ; j++)
280 {
281 Iterator i = tracker . moviePartIndex [ j ] . iterator ←↩
( ) ;
282 ArrayList <Peer> deadPeers = new ArrayList ( ) ;
283 while ( i . hasNext ( ) ) {
284 Peer currentPeer = ( Peer ) i . next ( ) ;
285 i f ( ! currentPeer . isAlive )
81
286 deadPeers . add ( currentPeer ) ;
287 }
288
289 tracker . moviePartIndex [ j ] . removeAll ( deadPeers ) ;
290 }
291
292 new MaintainTrackerIndex ( tracker ) . schedule ( time ( ) + ←↩
trackerCleanupInterval ) ;
293 }
294 }
295
296
297 class PlayMovie extends Event {
298 Peer peer ;
299
300 PlayMovie ( Peer peer ) {
301 this . peer = peer ;
302 }
303
304 public void actions ( ) {
305 i f ( peer . isAlive ) {
306
307 double nextPlayTime = time ( ) + ( moviePartSize ←↩
+0.0) /movieBitrate ;
308
309 /∗ Den a k t u e l l e pakke er i k k e hen te t − t j e k om ←↩
det er g l i t c h e l l e r catchup ∗/
310 i f ( ! peer . movieParts . get ( peer . playerPosition ) ) {
311
312 /∗ t l l e r an ta l manglende pakker sammen ∗/
313 int numMissing = 0 ;
314 for ( int i = peer . playerPosition ; i < ←↩
numMovieParts ; i++) {
315 i f ( ! peer . movieParts . get ( i ) )
316 numMissing++;
317 else
318 break ;
319
320 /∗ hv i s der mangler f l e r e end ←↩
g l i t c hL im i t : ingen grund t i l a t ←↩
f o r t s t t e t j e k ∗/
321 i f ( numMissing > glitchLimit ) break ;
322 }
323
324
325 /∗ hv i s der mangler f r r e end g l i t c hL im i t , ←↩
og der er endnu f l e r e pakker inden s l u t ←↩
a f udsende lsen ∗/
326 i f ( numMissing <= glitchLimit && numMissing ←↩
> ( numMovieParts − peer . playerPosition ) ←↩
) {
327 numGlitch++; /∗ t l g l i t c h op ∗/
328 /∗ sp r inge r frem t i l den n s t e ←↩
t i l g n g e l i g e ∗/
329 peer . playerPosition = peer . ←↩
playerPosition + numMissing ;
330 }
331 /∗ der mangler f l e r e end g l i t c hL im i t , e l l e r ←↩
v i er ved s l u tn ingen hvor de s i d s t e ←↩
mangler ∗/
332 else {
333 numCatchup++; /∗ t l catchup op∗/
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334 /∗ pauser a f s p i l n i n g , og f o r s g e r da ←↩
i gen ∗/
335 nextPlayTime += playDelay ;
336 }
337 }
338 /∗ den a k t u e l l e pakke er t i l g n g e l i g , s ←↩
f o r t s t t i l n s t e ∗/
339 else {
340 peer . playerPosition++;
341 }
342
343 i f ( peer . playerPosition < numMovieParts ) {
344 new PlayMovie ( peer ) . schedule ( nextPlayTime ) ;
345 }
346 else {
347 peer . isAlive = fa l se ;
348 System . out . println ( time ( ) + " : ␣done␣ p lay ing ←↩
" ) ;
349 }
350 }
351 }
352 }
353
354
355
356 class ScheduleDownload extends Event {
357 Peer peer ;
358
359 ScheduleDownload ( Peer peer ) {
360 this . peer = peer ;
361 }
362
363 public void actions ( ) {
364
365 i f ( peer . isAlive && ! peer . hasAllMovieParts ( ) ) {
366
367 boolean packetLoss = fa l se ;
368 boolean download = fa l se ;
369 Packet dispatchPacket = null ;
370 double scheduledDownload = 0 ;
371
372 for ( int i = peer . playerPosition ; i < ←↩
numMovieParts ; i++) {
373
374 /∗ v i har i k k e " i " , s g i k r i g med denne . ←↩
∗/
375 i f ( ! peer . movieParts . get ( i ) ) {
376 /∗ har i k k e sendt r e que s t t i l t r a cke r ∗/
377 i f ( peer . peerRequestTime [ i ] < 0 ) {
378 peer . peerRequestTime [ i ] = time ( ) ;
379 dispatchPacket = new Packet ( Packet . ←↩
PEER_REQUEST , peer , tracker , i ) ;
380 scheduledDownload = Packet . ←↩
REQUEST_SIZE/peer . ←↩
scheduleDownload + Packet . ←↩
MOVIEPART_RESPONSE_SIZE/peer . ←↩
scheduleDownload ;
381 download = true ;
382 }
383 /∗ t r a cke r r eque s t er u d l b e t − send ←↩
r eque s t t i l s e r ve r ∗/
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384 /∗ e l l e r f o r e s p r g s e l p moviepart er ←↩
u d l b e t => f o r e s p r g se rve r ∗/
385 else i f ( ( peer . moviePartRequestTime [ i ] ←↩
< 0 && time ( ) − peer . peerRequestTime ←↩
[ i ] > peer . averageResponseTime ( ) )
386 | | ( peer . moviePartRequestTime [ i ] ←↩
> 0 && time ( ) − peer . ←↩
moviePartRequestTime [ i ] > ←↩
peer . averageResponseTime ( ) )
387 ) {
388 numMoviePartServerRequest++;
389 peer . moviePartRequestTime [ i ] = time ←↩
( ) ;
390 dispatchPacket = new Packet ( Packet . ←↩
MOVIEPART_REQUEST , peer , server , ←↩
i ) ;
391 scheduledDownload = Packet . ←↩
MOVIEPART_RESPONSE_SIZE/peer . ←↩
scheduleDownload ; // ←↩
scheduleDownload ;
392 download = true ;
393 packetLoss = true ;
394 }
395
396 i f ( download && dispatchPacket !=null ) {
397 new PacketDispatch ( dispatchPacket ) . ←↩
schedule ( time ( ) ) ;
398 break ;
399 }
400 }
401 }
402
403
404
405
406 i f ( packetLoss && peer . scheduleDownload − Packet . ←↩
MOVIEPART_RESPONSE_SIZE >= movieBitrate+ ←↩
Packet . MOVIEPART_RESPONSE_SIZE ) {
407 /∗ Antager pakketab : ned ju s t e r e r m ngde ←↩
p l an l a g t data ∗/
408 peer . scheduleDownload −= Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
409 }
410 else i f ( peer . scheduleDownload + Packet . ←↩
MOVIEPART_RESPONSE_SIZE <= peer . bwDown− ←↩
Packet . MOVIEPART_RESPONSE_SIZE ) {
411 /∗ Opjus terer . . . ∗/
412 peer . scheduleDownload += Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
413 }
414
415 i f ( scheduledDownload <= 0 ) scheduledDownload = ←↩
0 . 0 1 ;
416 new ScheduleDownload ( peer ) . schedule ( time ( ) + ←↩
scheduledDownload ) ;
417 }
418 }
419 }
420
421
422
423
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424 /∗ ENTITETER ∗/
425
426 abstract class NetNode {
427 boolean isAlive = true ;
428
429 double bwUp ;
430 double bwDown ;
431 double reservedDownUntil ;
432 double reservedUpUntil ;
433
434 double bufferUpLength ;
435 double bufferDownLength ;
436
437 abstract public void processPacket ( Packet p ) ;
438 }
439
440
441 class Peer extends NetNode {
442
443 double scheduleDownload ; /∗ p l an l a g t download−m ngde ∗/
444
445 int playerPosition = 0 ; /∗ a f s p i l l e r e n s po s i t i on ( nr p ←↩
ud s ende l s e s d e l ) ∗/
446
447 BitSet movieParts ; /∗ l o k a l t r e g i s t e r over ←↩
udsende l sens de l e ∗/
448
449 double [ ] moviePartRequestTime ;
450 double [ ] peerRequestTime ;
451
452 int numPackets = 0 ; /∗ t i l k a l k u l e r i n g a f ←↩
gennemsni t l i g r e j s e t i d ∗/
453 double sumResponseTime = 0 . 0 ; /∗ t i l k a l k u l e r i n g a f ←↩
gennemsni t l i g r e j s e t i d ∗/
454
455 Peer ( ) {
456 bwUp = peerBwUp ;
457 bwDown = peerBwDown ;
458 reservedDownUntil = time ( ) ;
459 reservedUpUntil = time ( ) ;
460
461 scheduleDownload = bwDown−Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
462
463 bufferUpLength = nicBufferSize/bwUp ;
464 bufferDownLength = nicBufferSize/bwDown ;
465
466 movieParts = new BitSet ( numMovieParts ) ;
467
468 moviePartRequestTime = new double [ numMovieParts ] ;
469 for ( int i = 0 ; i < moviePartRequestTime . length ; i++)
470 moviePartRequestTime [ i ] = −1.0;
471
472 peerRequestTime = new double [ numMovieParts ] ;
473 for ( int i = 0 ; i < peerRequestTime . length ; i++)
474 peerRequestTime [ i ] = −1.0;
475
476 numPeers++;
477 numPeersInNetwork++;
478 numStreamingPeers++;
479
480 }
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481
482 public void processPacket ( Packet p ) {
483 switch ( p . type ) {
484 case Packet . MOVIEPART_RESPONSE :
485 totalPeerDownload += Packet . ←↩
MOVIEPART_RESPONSE_SIZE ;
486 i f ( p . data >= 0 && p . data < numMovieParts ) {
487 numPackets++;
488 sumResponseTime += time ( ) − ←↩
moviePartRequestTime [ p . data ] ;
489 movieParts . set ( p . data ) ;
490 new PacketDispatch (new Packet ( Packet . ←↩
MOVIEPART_UPDATE , this , tracker , p . ←↩
data ) ) . schedule ( time ( ) ) ;
491 }
492 break ;
493 case Packet . PEER_RESPONSE :
494 i f ( p . data > 0) {
495 numPackets++;
496 sumResponseTime += time ( ) − ←↩
peerRequestTime [ p . data ] ;
497 numMoviePartPeerRequest++;
498 this . moviePartRequestTime [ p . data ] = time ←↩
( ) ;
499 new PacketDispatch (new Packet ( Packet . ←↩
MOVIEPART_REQUEST , this , p . source , p ←↩
. data ) ) . schedule ( time ( ) ) ;
500
501 }
502 break ;
503 case Packet . MOVIEPART_REQUEST :
504 i f ( movieParts . get ( p . data ) ) {
505 new PacketDispatch (new Packet ( Packet . ←↩
MOVIEPART_RESPONSE , this , p . source , ←↩
p . data ) ) . schedule ( time ( ) ) ;
506 }
507 break ;
508 }
509 }
510
511 public boolean hasAllMovieParts ( ) {
512 boolean hasAll = true ;
513 for ( int i=0; i < numMovieParts ; i++)
514 i f ( ! movieParts . get ( i ) ) {
515 hasAll = fa l se ;
516 break ;
517 }
518
519 return hasAll ;
520 }
521
522 public double averageResponseTime ( ) {
523 i f ( numPackets > 0 && sumResponseTime > 0) {
524 return 2.0+ sumResponseTime/numPackets ;
525
526 }
527 else {
528 return 1 0 . 0 ;
529 }
530 }
531
532 }
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533
534
535
536 class Tracker extends NetNode {
537 ArrayList [ ] moviePartIndex ;
538
539 Tracker ( ) {
540 moviePartIndex = new <NetNode> ArrayList [ ←↩
numMovieParts ] ;
541
542 for ( int i=0; i < moviePartIndex . length ; i++)
543 moviePartIndex [ i ] = new ArrayList ( ) ;
544
545 bwUp = trackerBwUp ;
546 bwDown = trackerBwDown ;
547 reservedDownUntil = time ( ) ;
548 reservedUpUntil = time ( ) ;
549
550 bufferUpLength = nicBufferSize/bwUp ;
551 bufferDownLength = nicBufferSize/bwDown ;
552 }
553
554 public void processPacket ( Packet packet ) {
555 switch ( packet . type ) {
556 case Packet . MOVIEPART_UPDATE :
557 i f ( moviePartIndex [ packet . data ] . size ( ) > ←↩
trackerMaxPeerPrPart ) {
558 moviePartIndex [ packet . data ] . remove (0 ) ;
559 }
560 moviePartIndex [ packet . data ] . add ( packet . ←↩
source ) ;
561 break ;
562
563 case Packet . PEER_REQUEST :
564 NetNode moviePartPeer ;
565
566 i f ( moviePartIndex [ packet . data ] . size ( ) > 0) {
567 /∗ Returnere en t i l f l d i g peer f ra ←↩
i ndexe t ∗/
568 moviePartPeer = ( NetNode ) moviePartIndex [ ←↩
packet . data ] . get ( random . randInt (0 , ←↩
moviePartIndex [ packet . data ] . size ( ) ←↩
−1) ) ;
569 }
570 else {
571 /∗ Hvis ingen peer er r e g i s t r e r e t sendes ←↩
en po in t e r p media−serveren t i l ←↩
seeren ∗/
572 moviePartPeer = server ;
573 }
574
575 new PacketDispatch (new Packet ( Packet . ←↩
PEER_RESPONSE , moviePartPeer , packet . ←↩
source , packet . data ) ) . schedule ( time ( ) ) ;
576 break ;
577
578 }
579 }
580
581
582 }
583
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584
585
586 class MediaServer extends NetNode{
587
588 MediaServer ( ) {
589 bwUp = serverBwUp ;
590 bwDown = serverBwDown ;
591 reservedDownUntil = time ( ) ;
592 reservedUpUntil = time ( ) ;
593
594 bufferUpLength = nicBufferSize/bwUp ;
595 bufferDownLength = nicBufferSize/bwDown ;
596 }
597
598 public void processPacket ( Packet p ) {
599 new PacketDispatch (new Packet ( Packet . ←↩
MOVIEPART_RESPONSE , this , p . source , p . data ) ) . ←↩
schedule ( time ( ) ) ;
600 }
601 }
602
603
604
605 public class Packet {
606 /∗ Pakketyper ∗/
607 f ina l stat ic int PEER_REQUEST = 0 ;
608 f ina l stat ic int PEER_RESPONSE = 1 ;
609 f ina l stat ic int MOVIEPART_REQUEST = 2 ;
610 f ina l stat ic int MOVIEPART_RESPONSE = 3 ;
611 f ina l stat ic int MOVIEPART_UPDATE = 4 ;
612 f ina l stat ic int HEARTBEAT = 5 ;
613
614 f ina l stat ic double REQUEST_SIZE = 0 . 2 4 0 ;
615 f ina l stat ic double MOVIEPART_RESPONSE_SIZE = 256 . 320 ;
616
617 NetNode source ;
618 NetNode destination ;
619 int type ;
620 double size ;
621
622 int data ;
623
624 Packet ( int type , NetNode source , NetNode destination , ←↩
int data ) {
625
626 this . source = source ;
627 this . destination = destination ;
628 this . data = data ;
629
630 this . type = type ;
631
632 switch ( type ) {
633 case PEER_REQUEST :
634 case MOVIEPART_REQUEST :
635 case MOVIEPART_UPDATE :
636 case HEARTBEAT :
637 case PEER_RESPONSE :
638 this . size = Packet . REQUEST_SIZE ;
639 break ;
640 case MOVIEPART_RESPONSE :
641 this . size = Packet . MOVIEPART_RESPONSE_SIZE ;
642 break ;
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643 }
644 }
645
646 }
647 }
