We show that any lower-dimensional marginal density obtained from truncating dependent multivariate normal distributions to the positive orthant exhibits a mass-shifting phenomenon. Despite the truncated multivariate normal having a mode at the origin, the marginal density assigns increasingly small mass near the origin as the dimension increases. The phenomenon is accentuated as the correlation between the random variables increases; in particular we show that the univariate marginal assigns vanishingly small mass near zero as the dimension increases provided the correlation between any two variables is greater than 0.8. En-route, we develop precise comparison inequalities to estimate the probability near the origin under the marginal distribution of the truncated multivariate normal. This surprising behavior has serious repercussions in the context of Bayesian constrained estimation and inference, where the prior, in addition to having a full support, is required to assign a substantial probability near the origin to capture flat parts of the true function of interest. Without further modifications, we show that commonly used tMVN priors are not suitable for modeling flat regions and propose a novel alternative strategy based on shrinking the coordinates using a multiplicative scale parameter. The proposed shrinkage prior guards against the mass shifting phenomenon while retaining computational efficiency.
Introduction
A natural way to define a prior distribution on a constrained parameter space is to consider the restriction of a standard unrestricted prior to the said space; see Sun and Berger [1998] for theoretical justification for such choices from the point of view of reference priors. In this article, we draw attention to a surprising and unintended feature of such truncated priors in high-dimensional parameter spaces, where the geometry of the constrained prior may force the posterior to bias away from certain truth classes. While we illustrate this phenomenon in the context of truncated multivariate normal (tMVN) distributions subject to linear inequality constraints, we expect this behavior to be prevalent in more general constrained parameter spaces. Specifically, let p(·) denote the density of a zero-mean N N (0, Σ) distribution truncated to the non-negative orthant in R N , i.e., p(θ) ∝ e −θ Σ −1 θ/2 1 C (θ), C = θ ∈ R N : θ 1 ≥ 0, . . . , θ N ≥ 0 .
(1) * shuang@stat.tamu.edu † pallaviray@stat.tamu.edu ‡ debdeep@stat.tamu.edu § anirbanb@stat.tamu.edu Although p is clearly unimodal with its mode at the origin, we show that for non-diagonal Σ, the modes of all lower dimensional marginals of p shift away from the origin. We additionally show that the marginal distributions as a whole increasingly shift mass away from the origin as N increases. Overall, our suite of results imply that "corner regions" of the parameter space where a subset of the coordinates take values close to zero increasingly become low-probability regions under a tMVN distribution as dimension increases. This behavior has important implications towards the usage of tMVN distributions as priors for Bayesian inference in constrained parameter spaces, as we discuss below.
Estimating a function subject to constraints is necessitated in diverse application domains, motivating the development of a rich statistical literature; refer to the special issue in Statistical Science [Samworth and Sen, 2018] for a survey of recent frequentist nonparametric approaches. Bayesian methods enjoy their share of popularity due to their ability to translate the constraints into prior knowledge which are reflected in the posterior. This is typically achieved by expanding the function in a flexible basis which facilitates representation of the functional constraints in terms of simple constraints on the coefficient space, and then specifying a prior distribution on the coefficients obeying the said constraints. In this context, the tMVN distribution subject to linear constraints arises as a natural (conditionally) conjugate prior in Gaussian models and beyond. As a concrete example, Maatouk and Bay [2017] represented various restrictions such as boundedness, monotonicity, convexity, etc as non-negativity constraints on the coefficients of an appropriate basis, and placed a dependent tMVN prior restricted to the non-negative orthant as in (1) on the coefficient vector. Their choice of Σ was motivated by relating the basis coefficients to the function evaluations/derivatives on a grid of points, and deriving a Gaussian prior on the set of grid points induced from a parent GP on the regression function. Various other basis, such as Bernstein polynomials [Curtis and Ghosh, 2011] , regression splines [Cai and Dunson, 2007, Meyer et al., 2011] , penalized spines [Brezger and Steiner, 2008] , cumulative distribution functions [Bornkamp and Ickstadt, 2009] , and restricted splines [Shively et al., 2011] have also been employed in the literature.
As a key motivation towards our theoretical investigations, the two panels in Figure 1 depict the estimation of two different monotone smooth functions based on 100 samples using the basis of Maatouk and Bay [2017] and a tMVN prior on the N = 50 dimensional basis coefficients induced from a GP with a Matérn covariance kernel. The specifics are deferred to § 4; we only stress here that the exact same prior specification as well as choice of basis are employed in either case. While the point estimate (posterior mean) as well as the credible intervals look reasonable for the function in the left panel, the situation is significantly worse for the function in the right panel. The posterior mean incurs a large bias, and the pointwise 95% credible intervals fail to capture the true function for a substantial part of the input domain, suggesting that the entire posterior distribution is biased away from the truth. There is nothing particularly special about the basis employed and a similar phenomenon is observed with other basis as well. This behavior should seem rather perplexing; we are fitting a well-specified model with a prior that has full support 1 on the parameter space, which under mild conditions implies good first-order asymptotic properties [Ghosal et al., 2000] such as posterior consistency. However, the finite sample behavior of the posterior under the second scenario clearly suggests otherwise.
To understand the cause of this discrepancy and relate it to the behavior of tMVN distributions, observe that the function in the right panel of Figure 1 is relatively flat over a region. Such examples arise naturally in many real scenarios; for example, dose-response models are assumed to be non-decreasing with the possibility that the dose-response relationship is flat over certain regions [Neelon and Dunson, 2004] . Under the basis representation of Maatouk and Bay [2017] , a subset of the basis coefficients are required to shrink close to zero to accurately approximate functions with such flat regions. However, our results indicate that the tMVN prior forces mass away from such "corner regions" of the parameter space, resulting in meagre prior mass assigned to the corner regions and as a result, biasing the posterior away from the truth. Importantly, the problem does not disappear and rather gets accentuated in the large sample scenario if one follows standard practice of scaling up the number of basis functions with increasing sample size, since the mass-shifting gets more pronounced with increasing dimension. To illustrate this point, Figure 2 shows the estimation of the same function in the right panel of Figure 1 , now based on 500 samples and N = 50 and N = 250 basis functions in the left and right panel respectively. Increasing the number of basis functions actually results in a noticeable increase in the bias as clearly seen from the insets which zoom into two disjoint regions of the covariate domain. We aim to offer theoretical justifications to the empirical observations above by undertaking a thorough study of various features of the tMVN distribution in (1). As part of our theoretical results, we initially consider a compound-symmetry covariance structure, Σ = (1 − ρ)I N + ρ11 , to simplify the analysis. For any N ≥ 2, we obtain an expression for the univariate marginals which are shown to be unimodal with a strictly positive mode. We also show that the same is true for every k-dimensional marginal with k < N . Next, we obtain an expression for the marginal density at the origin which is expressed as the ratio of two quantities which are both expectations with respect to a univariate standard normal density. This makes it possible to accurately estimate the marginal density at the origin using numerical procedures and show that it gets increasingly smaller with dimension. Even more surprisingly, we show as part of our main result that the marginal probability assigned to any fixed small interval containing the origin decreases to zero under certain conditions as dimension increases. We extend this result to general Σ by developing appropriate Gaussian comparison inequalities, which may be of independent interest. This helps substantiates our claim that the tMVN distribution places negligible mass near corner regions of the parameter space. Maatouk and Bay [2017] and a tMVN prior on the coefficients. Red solid curve corresponds to the true function, blue solid curve is the posterior mean, the region within two dotted blue curves represent a pointwise 95% credible interval, and the green dots are observed data points corresponding to N = 50 (left panel) and N = 250 (right panel).
The marginal probability of a neighborhood of the origin can be expressed as the ratio of two probabilities under a multivariate Gaussian distribution, with the denominator appearing due to the truncation. Accordingly, precise estimation of these probabilities is required to bound this ratio. While there is a large literature on estimating tail probabilities under correlated multivariate normals using multivariate extensions of the Mill's ratio [Savage, 1962 , Ruben, 1964 , Sidák, 1968 , Steck, 1979 , Hashorva and Hüsler, 2003 , Lu, 2016 , these bounds are more suited for numerical evaluation and pose analytic difficulties due to their complicated forms. Moreover, the current bounds usually lose their accuracy when the region boundary is close to the origin [Gasull and Utzet, 2014] , which is precisely our object of interest. Instead of using existing Mill's ratio type bounds, our strategy is to use a coupling technique along with tail bounds for the maxima of univariate Gaussian random variables to bound the ratio of probabilities for Σ having a compound-symmetry structure. To extend the result to general Σ, we develop a generalization of Slepian's inequality Shao, 2001, Vershynin, 2018] to compare the difference of rectangular probabilities under two different multivariate normal distributions.
Despite the lack of a precise quantification, there appears to be some cognizance regarding the issues with truncated normal priors in the literature. Neelon and Dunson [2004] used a piecewise linear model for isotonic regression with the slopes for the respective pieces satisfying a non-decreasing constraint θ 1 ≤ θ 2 . . . ≤ θ N , and strict equality of contiguous pieces accounting for flat regions. They developed an autoregressive priors on the θ i s allowing the possibility of θ i to equal θ i−1 through a point mass mixture prior, implying a positive probability of their prior draws to contain a flat region. See also Curtis and Ghosh [2011] for a similar usage of point mass priors on the coefficients under a Bernstein polynomial basis obeying the same non-decreasing constraint. We vindicate their prescription by showing that a tMVN distribution under the non-decreasing constraint once again pushes mass away from the corner regions, and its sole usage as a prior can once again lead to biased behavior as in Figure 1 .
When the coefficients have a natural order as in case of the non-decreasing constraint above, the point-mass priors arise as a natural candidate to model functions with potentially flat regions. However, their introduction becomes somewhat more cumbersome under the nonnegativity constraint in (1). A second contribution of this article is to introduce a new class of distributions on the non-negative orthant which places substantially more mass near the corner regions compared to the tMVN distribution. This is achieved by introducing a multiplicative scale parameter for each coordinate of a tMVN which are then assigned independent half-Cauchy mixing distributions. The half-Cauchy density is a natural candidate [Polson and Scott, 2012] as the mixing distribution for a scale parameter due to its positive density at the origin and heavy tails. Through simulations and theory, we show that the resulting distribution does not suffer from the aforesaid issues with the tMVN. Used as a prior on the coefficients corresponding to the basis of Maatouk and Bay [2017] , we resort to an efficient sampling algorithm [Ray et al., 2019] to sample from the posterior distribution using a combination of Gibbs sampling and elliptical slice sampling [Murray et al., 2010] , and exploiting efficient embedding techniques for sampling Gaussians with a Toeplitz covariance structure [Wood and Chan, 1994] . In addition to the tMVN prior of Maatouk and Bay [2017] , we compared our approach with Lenk and Choi [2017] , which models non-negative functions using the square of a Gaussian process. The proposed procedure is shown to be robust and adaptive across functions with or without flat regions. The R code is available at https://github.com/raypallavi/BNP-Computations.
The rest of the paper is organized as follows. In Section 2, we state our main theorems for tMVN distributions subject to order restrictions and non-negativity restrictions, respectively. In Section 3, we introduce a new shrinkage prior that alleviates the mass-shifting behavior present in the above two priors. Section 4 illustrates the new shrinkage prior and compares its performance with currently available Bayesian methods for constrained parameter spaces. We conclude with a discussion in Section 5. Appendix A-Appendix G contain proofs of all the technical results and Appendix H contains the posterior computation steps for our method.
Theoretical results
We first introduce some notations. Let R + = [0, ∞) denote the non-negative half-line and R N + the non-negative orthant in R N as defined in (1). We shall use 0 d and 1 d to denote the d-dimensional vectors consisting of all zeros and ones, respectively, and I d to denote the d × d identity matrix. Let 1 A (·) denote the indicator function of a set A. For two vectors a and b of the same length, let a ≥ b (a ≤ b) denote the event a i ≥ b i (a i ≤ b i ) for all i.
We shall use N d (γ, Ω) to denote the d-dimensional normal distribution with mean γ ∈ R d and positive definite covariance matrix Ω; also let N d (x; γ, Ω) denote its density (with respect to the d-dimensional Lebesgue measure) evaluated at x ∈ R d . We reserve the notation Σ d (ρ) to denote the d × d equicorrelation matrix with diagonal elements equal to 1 and all other elements equal to ρ:
For C ⊂ R d with positive Lebesgue measure, let N C (γ, Ω) denote a N (γ, Ω) distribution truncated to C, with density
where m C = P (X ∈ C) for X ∼ N (γ, Ω) denotes the normalizing constant. For θ ∼ N C (γ, Ω) and S ⊂ {1, . . . , d} with |S| = k, let p S denote the marginal density of θ S = (θ j : j ∈ S). In particular, if S = {1, . . . , k}, we shall simplify notation to denote p S simply by p k,d . Throughout this paper, we focus on tMVNs with the truncation region C determined by multiple linear restrictions motivated by applications in Bayesian monotone regression. To set ideas, consider the Gaussian regression model
where x i ∈ [0, 1], and the regression function f is constrained to lie in some space C f , a subset of the space of all continuous functions on [0, 1], determined by linear restrictions on f and possibly its higher-order derivatives. Common examples include bounded, monotone, convex, and concave functions. As discussed in the introduction, a general approach is to expand f in some basis {b j } as f (·) = N j=1 θ j b j (·) so that the restrictions on f can be posed as linear restrictions on the vector of basis coefficients θ ∈ R N . Different choices of the basis lead to different regions C as the parameter space for the basis coefficients. We provide concrete examples below.
tMVNs under order restriction
As an initial example, consider expanding f in a Bernstein polynomial basis,
which allows one to represent various constraints in terms of linear restrictions on the coefficients θ [Curtis and Ghosh, 2011 , Chak et al., 2005 , Chang et al., 2007 . For example, if one imposes the restriction θ 1 ≤ θ 2 ≤ . . . θ N , then the resulting f is monotone non-decreasing. Similarly, under the second-order difference condition θ j+2 + θ j − 2θ j+1 ≥ 0 for all j = 1, . . . , N − 2, f is convex non-decreasing. Various other constraints including unimodality and non-negativity can also be imposed by linear restrictions. Curtis and Ghosh [2011] empirically demonstrated a bias 2 similar to Figure 1 when estimating a monotone function with a flat region and the prior on θ as in Chang et al. [2007] given by
∼ N (0, 1) and U (j) their jth order statistic. The joint prior on θ is
which is a tMVN subject to order-restriction. In particular, the marginal density of θ 1 is
Figure 3 plots the above marginal density of θ 1 with different choices of N . Observe the mode increasingly shifting towards the left as N increases, a pattern we shall see in more generality in the next subsection. The following proposition provides a two-sided bound to the mode of p 1,N . The proof is deferred to §G.
A standard result about order statistic of independent Gaussians (see Lemma A.3, for example) implies that that E(θ 1 ) is in the order of − √ log N , and the above result shows that the mode shifts in the same order. Notice additionally that the entire distribution increasingly places exponentially smaller mass to neighborhoods of the origin, since for any δ > 0, 
tMVNs on the non-negative orthant
As our next example which motivates the main results of this paper, we consider the more recent approach of Maatouk and Bay [2017] . Let u j = j/(N − 1), j = 0, 1, . . . , N − 1 be equally spaced points on [0, 1], with spacing δ N = 1/(N − 1). Let,
approximates f by linearly interpolating between the function values at the knots {u j }, with the quality of the approximation improving with increasing N . With no additional smoothness assumption, this suggests a model for f as f (·) = N −1 j=0 θ j+1 h j (·). The basis {ψ j } and {φ j } take advantage of higher-order smoothness. If f is once or twice continuously differentiable respectively, then by the fundamental theorem of calculus,
Expanding f and f in the interpolation basis as in the previous paragraph respectively imply the models
Under the above, the coefficients have a natural interpretation as evaluations of the function or its derivatives at the grid points. For example, under (M), f (u j ) = θ j+1 for j = 0, 1, . . . , N − 1, while under (C), f (u j ) = θ j+1 for j = 0, 1, . . . , N − 1. Maatouk and Bay [2017] showed that under the representation (M) in (8), f is monotone non-decreasing if and only if θ i ≥ 0 for all i = 1, . . . , N . Similarly, under (C), f is convex non-decreasing if and only if θ i ≥ 0 for all i = 1, . . . , N . The ability to equivalently express various constraints in terms of linear restrictions on the vector θ = (θ 1 , . . . , θ N ) T is an attractive feature of this basis not necessarily shared by other basis.
In either case, the parameter space C for θ is the non-negative orthant R + N . If f were unrestricted, a GP prior on f would induce a dependent Gaussian prior on θ. The approach of Maatouk and Bay [2017] is to restrict this dependent prior subject to the linear restrictions, resulting in a tMVN prior. Since this tMVN prior results in the biased behavior depicted in Figure 1 , we now conduct a careful study of N C (0, Σ) with C = R + N . We initially focus on the case where Σ = Σ N (ρ), defined in (2), for ρ ∈ (0, 1). If X ∼ N N (0, Σ N (ρ)) for ρ ∈ (0, 1), then
with W ∼ N N (0, I N ) and w ∼ N (0, 1) with W ⊥ w. This offers important analytic simplifications to simplify a number of multi-dimensional integrals. A treatment for more general Σ is provided later on in this section. We first focus on the marginal distribution p 1,N of θ 1 ; by symmetry, all the θ i s have the same marginal distribution. As a recurring point of reference, we shall refer to Figure 4 which plots p 1,N for N ∈ {2, 5, 30} and ρ ∈ {0.5, 0.9} using the R package tmvtnorm based on the algorithm proposed in Genz [1992 Genz [ , 1993 ] & Genz and Bretz for the numerical computation of the tMVN marginal densities. Several interesting observations can be made from Figure 4 , and we attempt to provide theoretical justifications to these below. For all six cases, p 1,N is a unimodal density with a strictly positive mode. For a given ρ, the mode increasingly shifts away from zero with increasing N . Moreover, the density at the origin as well as the mass assigned to a fixed small neighborhood containing the origin decreases with N . The correlation parameter ρ dictates the rate at which the mode shifts away and the density decreases near the origin. The left panel is with ρ = 0.5 and the right with ρ = 0.9. In each panel, the black line shows the marginal density for p = 2, the red line for p = 5, and the blue line for p = 30.
We begin by obtaining a simplified expression for p 1,N . For N = 2, a direct marginalization shows that
where m is a constant of normalization and Φ denotes the N (0, 1) cumulative distribution function. This is a skew-normal distribution truncated to the positive half-line whose mode is strictly positive for all values of ρ ∈ (0, 1). We generalize this result to arbitrary dimensions N in Proposition 2.2 below.
The marginal density of θ 1 is given by
. This in particular implies that that p 1,N (·) is unimodal with a strictly positive mode for any N ≥ 2.
The last assertion of Proposition 2.2 immediately follows from the expression for p 1,N (·), since θ 1 → e −θ 2 1 /2 and θ 1 → P X N −1 ≤ ρ θ 1 1 N −1 are strictly decreasing and increasing functions for θ 1 ≥ 0, respectively. In particular, the mode is the unique positive solution to the equation
Figure 5: Mode of p 1,N (·) as a function of N . The blue line is for ρ = 0.3, the red line for ρ = 0.5, and the black line for ρ = 0.9.
In Figure 5 , we plot the mode of p 1,N (·) as a function of N for three different choices of ρ, numerically solving (11) for each (N, ρ) combination. Clearly, the mode is strictly positive in all cases and has an overall increasing trend with N , albeit at a slow rate. For a given N , the mode for ρ = 0.9 takes on smaller values compared to ρ = 0.5, which is seen in Figure 4 as well. However, note also from Figure 4 that p 1,N (·) concentrates more sharply around its mode for larger ρ, placing lesser mass near the origin. Thus, the shifting pattern of the mode in itself doesn't completely capture the structural features of p 1,N (·), and it is also important to study the behavior near the origin, which we conduct below.
First, we obtain a compact expression for the marginal density at the origin as a corollary to Proposition 2.2. Corollary 2.1. We have, for any N ≥ 2 and ρ ∈ (0, 1),
where Z ∼ N (0, 1) and Φ the N (0, 1) cdf. The denominator in the above ratio is the normalizing constant m C and the numerator is the probability P( X N −1 ≤ 0).
Since p 1,N (0) is conveniently expressed as the ratio of two univariate expectations, we can precisely estimate it by evaluating the numerator and denominator via numerical integration. Figure 6 shows a log-log scatter plot of p 1,N (0) versus N for three different values of ρ, overlaid with quadratic least-squares fits,
The coefficients a i s for the three cases are reported in Table 1 . We next provide an expression for k-dimensional marginals for k ≥ 2 in Theorem 2.3 below.
Proposition 2.3. Let θ ∼ N C (0, Σ N (ρ)) with ρ ∈ (0, 1) and C = R + N . The marginal density p k,N of θ (k) = (θ 1 , . . . , θ k ) is given by
An argument similar to the one after Proposition 2.2 shows that for any k ≥ 2, the joint mode of the k-dimensional marginal p k,N has all coordinates strictly positive. Figure 7 shows a contour plot of the bivariate marginal for two different values of N . 
This density can be recognized as a multivariate skew-normal distribution [Azzalini and Valle, 1996] truncated to the non-negative orthant, which provides a partial extension to (10).
We now state our main result that the entire marginal distribution shifts away from the origin by showing that the probability assigned to a fixed neighborhood around the origin increasingly gets smaller with N .
Theorem 2.1. Recall p 1,N from Proposition 2.2. Fix ∈ (0, 1) and δ > 0. For any ρ > 0.8, there exists N 0 large enough (depending on ρ, and δ) such that for any N ≥ N 0 ,
Moreover, this can be used to show that lim N →∞ p 1,N (0) = 0.
Theorem 2.1 helps quantify our central claim that tMVNs place negligible mass around corner regions of the parameter space in large dimensions. As a point of comparison, for θ ∼ N (0, Σ(ρ)) without the truncation, the marginal probability P(θ 1 ≤ δ) is a fixed constant for any N . Theorem 2.1 however tells us that this probability gets increasingly small with the dimension for θ ∼ N C (0, Σ(ρ)), implying the entire marginal distribution keeps shifting to the right with N . This in particular also implies that marginal probabilities assigned to corner regions are small for large N , since P(θ 1 ≤ δ, . . . , θ k ≤ δ) ≤ P(θ 1 ≤ δ). The condition ρ > 0.8 is likely an artifact of our current proof techniques, and we believe the result to be true for a wider range of ρ values. Figure 8 shows P(θ 1 ≤ δ) as a function of N for ρ = 0.5 and three different values of δ, where we again see an overall decreasing trend with N . The mass shifting phenomenon however weakens as ρ approaches the origin. In particular, it completely disappears when ρ = 0, since in that case the marginal distribution of θ 1 is a N (0, 1) distribution truncated to (0, ∞).
A key ingredient of the previous result is the following two-sided bounds on the normalizing constant m C . Proposition 2.4. Recall m C = P (X 1 ≥ 0, . . . , X N ≥ 0) for X ∼ N N (0 N , Σ N (ρ)). We have the following two-sided bound on m C ,
where K 1 < K 2 are positive constants from Lemma A.2.
It is evident from Proposition 2.4 that m C has a polynomial decay in N , with the exponent depending on the correlarion ρ. Since there are 2 N orthants in an N -dimensional space, it is no surprise that m C , which is the probability of one of the orthants under a N (0 N , Σ N (ρ)) distribution, will decay with increasing N . The key message from Proposition 2.4 is that when ρ is positive, the mass assigned to the non-negative orthant decays polynomially (and not exponentially) in N .
In the final result of this section, we extend Theorem 2.1 to a wider class of covariance matrices beyond the equicorrelation structure. This presents additional technical difficulties as the simplifications ensuing from (9) for Σ N (ρ) become unavailable.
Define ρ min : = min i =j Σ i,j , ρ max : = max i =j Σ i,j , and assume 1 > ρ max > ρ min > 0.8. Fix ∈ (0, 1) and δ > 0. There exists N 0 large enough such that for any N ≥ N 0 ,
The proof can be found in §D.
Proof-sketch for Theorem 2.1 & 2.2:
We provide a sketch of the essential ingredients of the proofs of the two theorems here; the details are deferred to the Appendix.
for X ∼ N N (0, Σ). To bound the marginal probability P(θ 1 ≤ δ), we separately bound the numerator and denominator of (14). When Σ = Σ N (ρ), the denominator of (14) can be bounded from below using one-half of Proposition 2.4. To obtain an upper bound on the numerator turns out to be more challenging due to the complicated dependence pattern between the coordinates, and a naive upper bound turns out to be of the same order as the lower bound. To address this, we make use of the representation (9) for X ∼ N N (0, Σ N (ρ)) to define a related random vector X as
where W = (W 1 , . . . , W N ) T is an independent copy of W . Observe that marginally X has the same N N (0, Σ N (ρ)) distribution. Moreover, since W is an independent copy of W , the only source of dependence between X and X is driven by the common scalar standard normal variate w. We then show in Lemma A.7 that
The quantity in the right hand side is now relatively easier to bound due to the simpler dependence structure between X and X . We carefully estimate this quantity in the proof of Theorem 2.1.
Moving on to a general Σ, the representation (9) is no longer available and hence Proposition 2.4 and Lemma A.7 do not admit immediate generalizations. Instead, our strategy is to bound the numerator and denominator of (14) using Gaussian comparison inequalities. The quantity in the denominator of (14)
where the second equality uses X d = −X for a centered Gaussian vector. Using Slepian's lemma (see Lemma A.5), we can bound
). The right hand side of the above display can now be bounded from below using Proposition 2.4.
To tackle the numerator of (14), we prove the following comparison inequality
where Z ∼ N N (0, Σ N (ρ max )). The right hand side can then be bounded from above as in the proof of Theorem 2.1. Combining the two bounds delivers the desired result.
As discussed in the introduction, there is a large literature on obtaining bounds for P(X ≥ t) for X ∼ N N (0, Σ) using multivariate extensions of the Mill's ratio. [Savage, 1962] derived a twosided bound under the assumption that Σ −1 t > 0 N . Under the same assumption, Ruben [1964] expanded the Gaussian kernel using a power series and eventually converted the probability integral to a summation of high-order moments. Steck [1979] relaxed the condition by expressing the tail probability in terms of univariate Mill's ratio, and gave an iterative approximation and a lower bound. Hashorva and Hüsler [2003] also relaxed the condition and provided a two-sided bound; however the region boundary is still restricted to be strictly positive. Recently, Lu [2016] approximated the Mill's ratio with rational functions based on the results of univariate Mill's ratio in Lu and Li [2009] . In the proof of Proposition 2.4, we instead use (9) for Σ N (ρ) to reduce the probability P(X ≥ 0 N ) to a univariate expectation with respect to the distribution of the maxima of iid standard normal variables, and use a concentration inequality for the maxima.
A shrinkage prior for Bayesian monotone function estimation
In this section, we show that a simple modification to the tMVN prior can alleviate the aforementioned issues. Under the order-restricted parameterization in § 2.1, Curtis and Ghosh [2011] proposed a shrinkage prior as an alternative to the tMVN prior (6) which first reparameterizes u 0 = θ 1 and u k = θ k+1 − θ k for k ≥ 1, and then assigns independent priors to the u k s given by a mixture of a point-mass at zero and a univariate normal distribution truncated to the positive real line,
Similar mixture priors were also previously used by Neelon and Dunson [2004] and Dunson [2005] . The mass at zero allows positive prior probability to functions having exactly flat regions. Although possible in principle, introduction of such point-masses while retaining the dependence structure between the coefficients becomes somewhat cumbersome in addition to being computationally burdensome. With such motivation and the additional consideration that in most real scenarios a function is approximately flat in certain regions, we propose a shrinkage procedure to replace the coefficients θ ∈ C by ξ = (ξ 1 , . . . , ξ N ) , where ξ j = τ λ j θ j , j = 1, . . . , N.
The parameter τ provides global shrinkage towards the origin while the λ j s provide coefficientspecific deviation. We consider default [Polson and Scott, 2012] half-Cauchy priors C + (0, 1) on τ and the λ j s independently. The C + (0, 1) distribution has a density proportional to (1 + t 2 ) −1 1 (0,∞) (t). We continue to use a dependent tMVN prior θ ∼ N C (0, Σ) which in turn induces dependence among the ξ j s. Our prior on ξ can thus be considered as a dependent extension of the "global-local" shrinkage priors [Polson and Scott, 2012] widely used in the high-dimensional regression context. Figure 9 shows prior draws for the first and third components of both θ and ξ. The marginal distribution of the ξ j s is clearly seen to place more mass near the origin, while retaining heavy tails. We provide an illustration of the proposed shrinkage procedure in the context of estimating monotone functions as described in (8). The procedure can be readily adapted to include various other constraints. Replacing θ by ξ in (M) in (8), we can write (4) in vector notation as Y = ξ 0 1 n + ΨΛθ + ε, ε ∼ N n (0, σ 2 I n ).
Here, Ψ is an n × N basis matrix with i th row Ψ T i where Ψ i = (ψ 0 (x i ), . . . , ψ N −1 (x i )) T and the basis functions ψ j are as in (8). Also, Y = (y 1 , . . . , y n ) T , Λ = diag(λ 1 , . . . , λ N ) and ε = ( 1 , . . . , n ) T .
The model is parametrized by ξ 0 ∈ R, θ = (θ 1 , . . . , θ N ) T ∈ C, λ = (λ 1 , . . . , λ N ) T ∈ C, σ ∈ R + and τ ∈ R + . We place a flat prior π(ξ 0 ) ∝ 1 on ξ 0 . We place a tMVN prior N C (0, Σ) on θ independently of ξ 0 , τ and λ with Σ = (Σ jj ), Σ jj = k(u j − u j ), u j = j/(N − 1), j = 0, 1, . . . , N − 1, and k(·) the stationary Mátern kernel with smoothness parameter ν > 0 and length-scale parameter > 0. To complete the prior specification, we place improper prior π(σ 2 ) ∝ 1/σ 2 on σ 2 and compactly supported priors ν ∼ U(0.5, 1) and ∼ U(0.1, 1) on ν and . We develop a data-augmentation Gibbs sampler which combined with the embedding technique of Ray et al. [2019] results in an efficient MCMC algorithm to sample from the joint posterior of (ξ 0 , θ, λ, σ 2 , τ 2 , ν, ); the details are deferred to Appendix H.
Simulation
We conduct a small-scale simulation study to illustration the efficacy of the proposed shrinkage procedure. We consider model (4) with true σ = 0.5 and two different choices of the true f , namely,
The function f 1 , which is non-decreasing and flat between 0 and 0.6, was used as the motivating example in the introduction . The function f 2 is also approximately flat between 0.7 and 1, although it is not strictly non-decreasing in this region, which allows us to evaluate the performance under slight model misspecifiction.
To showcase the necessity of the shrinkage, we consider a cascading sequence of priors beginning with only a tMVN prior and gradually adding more structure to eventually arrive at the proposed shrinkage prior. Specifically, the variants considered are
• No shrinkage and fixed hyperparameters: Here, we set Λ = I N and τ = 1 in (17), and also fix ν and , so that we have a tMVN prior on the coefficients. This was implemented as part of the motivating examples in the introduction. We fix ν = 0.75 and so that the correlation k(1) between the maximum separated points in the covariate domain equals 0.05.
• No shrinkage with hyperparameter updates: The only difference from the previous case is that ν and are both assigned priors described previously and updated within the MCMC algorithm.
• Global shrinkage: We continue with Λ = I N and place a half-Cauchy prior on the global shrinkage parameter τ . The hyperparameters ν and are updated.
• Global-local shrinkage: This is the proposed procedure where the λ j s are also assigned half-Cauchy priors and the hyperparameters are updated.
We generate 500 pairs of response and covariates and randomly divide the data into 300 training samples and 200 test samples. For all of the variants above, we set the number of knots N = 150. We provide plots of the function fit along with pointwise 95% credible intervals in Figures 10  and 11 respectively, and also report the mean squared prediction error (MSPE) at the bottom of the sub-plots. As expected, only using the tMVN prior leads to a large bias in the flat region. Adding some global structure to the tMVN prior, e.g., updating the GP hyerpramaters and adding a global shrinkage term improves estimation around the flat region, which however still lacks the flexibility to transition from the flat region to the strictly increasing region. The global-local shrinkage performs the best, both visually and also in terms of MSPE. Finally, we provide a comparison with a very recent state-of-the-art method called bsar, developed by Lenk and Choi [2017] , and implemented in the R package bsamGP. Based on Figure 12 , it is clear that performance of global-local shrinkage is comparable with that of bsar. It is important to point out the bsar is also a shrinkage based method that allows for exact zeros in the coefficients in a transformed Gaussian process prior through a spike and slab specification. Figure 10 : Out-of-sample prediction accuracy for f 1 using the four variants. Red solid curve corresponds to the true function, black solid curve is the mean prediction, the region within two dotted blue curves represent 95% pointwise prediction Interval and the green dots are 200 test data points. MSPE values corresponding to each of the method are also shown in the plots. Red solid curve corresponds to the true function, black solid curve is the mean prediction, the region within two dotted blue curves represent 95% pointwise prediction Interval and the green dots are 200 test data points. MSPE values corresponding to each of the method are also shown in the plots.
Discussion
The findings of this paper pose a caveat towards routine truncation of priors in moderate to high-dimensional parameter spaces, and suggests a careful study of the geometry of truncated priors. While we have identified and characterized this issue for multivariate normal distributions subject to linear constraints, we believe the phenomenon to be more widespread. Understanding the cause of the biased behavior also suggests natural shrinkage procedures that can guard against such unintended consequences. Future work will involve exploring similar situations in other constrained problems and develop methodological improvements, as well as relaxing the assumptions in our theory.
Appendices Appendix A Preliminaries and Auxiliary results
We begin with a few preliminaries required to prove the main results. Consider the Ndimensional random vector X = [X 1 , . . . , X N ] T ∼ N N (0, Σ N (ρ)), with Σ N (ρ) defined in (2) for some ρ ∈ (0, 1). We frequently use the expression of X defined in (9),
where W i iid ∼ N (0, 1), and w is independent of W i for i = 1, . . . , N . We denote the joint density function of X by p(x 1 , . . . , x N ), the k-dimensional marginalized random vector X k of the truncated random vector X, associated with the marginal density p k,N (θ 1 , . . . , θ k ),
for k = 1, . . . , N − 1. We first state several lemmata which are useful to derive the Propositions 2.2-2.1 and Theorem 2.1-2.2. These are listed below in Lemmata A.1-A.7 respectively. Lemma A.7 is an intermediate result for proving the main Theorem 2.1. We prove Lemma A.7 in §A.2. Lemmata A.1 and A.2 re-state well-known properties of the expectation and tail bounds of the maximum of independent normal random variables; refer to Vershynin [2018] . These are used to to estimate both the lower and upper bounds of the marginal density functionp k (x 1 , . . . , x k ). Lemmata A.4 and A.5 are again well-known Gaussian comparison theorems used to extend the results to multivariate normal distribution with general covariance matrix; refer to Li and Shao [2001] , Vershynin [2018] . We prove Theorem 2.3 in §C, Theorem 2.2 in §D, Corollary 2.1 in §E, Proposition 2.2 in §C, Proposition 2.4 in §F, Proposition 2.1 in §G and Posterior Computations in §H.
Lemma A.1. For any fixed number of independent centered gaussian random variables z i , i = 1, . . . , n with finite variance, we have for t > 0,
where σ 2 z = max i E(z 2 i ).
Lemma A.2. For any N ≥ 1, for independent standard gaussian random variables z 1 , . . . , z N , there exist constants 0 < K 1 ≤ K 2 such that,
It is well-known that we can take K 2 = 1, and based on Theorem 3 in Orabona and Pál [2015] , N (0, 1) , denoting the c.d.f. by Φ(x), we have for x > 0,
To state the next lemma, we define a function f : R n → R has subgaussian growth if for each > 0 there is C( ) such that |f (x)| ≤ C( )e − |x| 2 for all x ∈ R n . Lemma A.4. (Kahane's inequality) Let X, Z be centered Gaussian vectors on R N and consider the function f ∈ C 2 (R N ) whose second derivatives have subgaussian growth.
for all i, j = 1, . . . , n, then for any x,
Lemma A.6. (Multivariate Stein's lemma) Let X ∼ N N (µ, Σ) and let f : R N → R be a differentiable function satisfying that E|∂f (X)/∂x i | < ∞, i = 1, . . . , N .
Then
where ∇f (X) = (∂f (X)/∂x 1 , . . . , ∂f (X)/∂x N ) .
A.1 The upper bound of numerator of ratio in equation (14) Lemma A.7. Construct the random vector X ,
where w is same as in (18), and W i is an independent random copy of W i defined in (18). Then,
A.2 Proof of Lemma A.7
For X defined in (18), P(0 ≤ X 1 < δ, X 1 ≥ 0, . . . , X N ≥ 0) = P(0 ≤ X 1 < δ | X 2 ≥ 0, . . . , X N ≥ 0) · P(X 2 ≥ 0, . . . , X N ≥ 0).
Using the expression (18), the conditional probability
The last inequality holds since conditioning on w, the set
For any arbitrary w * , define
Then,
Now consider X defined in Lemma A.7. We have,
Similarly, by the expression (18) and the independence between W 1 and W i s given w,
Easy to see that conditioning on w = w * and by (21),
Thus,
This completes the proof.
Appendix B Proof of Theorem 2.1
To prove Theorem 2.1, we first bound the numerator from above and the denominator from below in equation (14), and show that the ratio of two bounds converges to 0 as N → ∞. To find the upper bound we use the expression (18) of X and recall the random vector X constructed with random copies of W i , for i = 1, . . . , N , applying Lemma A.7, we have
Define the set A = (w, W 1 ) :
(i) holds for I w (B) | w, W = 1 and w | w
Choosing t = αK 1 √ 2 log N for some α ∈ (0, 1), and define the set
From Lemma A.2 and A.3, we have P(C) ≥ 1 − 2 exp{−(αK 1 √ 2 log N ) 2 /2}. Then,
For any fixed δ and α we can choose N large enough such that δ/
(23) Next, we lower-bound the denominator P(X 1 ≥ 0, . . . , X N ≥ 0). We apply Proposition 2.4,
Combining (23) and (24) together, we upper bound the probability
where
For any fixed δ, to guarantee the probability P(θ 1 < δ) → 0 , we need to choose α and ρ such that as N → ∞,
For large enough N and by choosing α = 1/2, it suffices to choose ρ such that
which in turn implies ρ > 4K 2 2 /(K 2 1 + 4K 2 2 ). Finally we show p 1,N (0) → 0 as N → ∞. By elementary calculus,
The main idea is to demonstrate a subsequence δ depending on dimension N and any fixed α > 0 such that P(θ 1 < δ) δ 1+α , as δ → 0. Based on the above result, fixing ρ > 4K 2 2 /(K 2 1 + 4K 2 2 ), we choose δ → 0 such that
One such choice is given by δ N −C α,N where C α,N = (2K 2 2 (1 − ρ)/ρ − K 2 1 /2)/(1 + α) > 0. Since the existence of the limit is already guaranteed, it follows that p 1,N (0) → 0 as N → ∞.
Appendix C Proof of Theorem 2.3
First we derive the k-dimensional marginal density function. Denote θ (k) = (θ 1 , . . . , θ k ) and θ (N −k) = (θ k+1 , . . . , θ N ). Partition Σ into appropriate blocks as,
Also define,
From (19),
The determinant terms get cancelled. And,
. With simple calculations we obtain the explicite form,
To show the second part of result in the theorem just note that P(θ 1 ≤ δ 1 , . . . , θ k ≤ δ k ) ≤ P(θ 1 ≤ δ 1 ). Combining with results in Theorem 2.1 yields the result that P(θ 1 ≤ δ 1 , . . . , θ k ≤ δ k ) → 0 as N → ∞. The proof of Proposition 2.2 is obtained by taking k = 1.
Appendix D Proof of Theorem 2.2
To prove Theorem 2.2 we first introduce some new notations. We let the N -dimensional random vector X ∼ N N (0, Σ) where the variance covariance matrix Σ satisfies Σ i,i = 1 and Σ i,j = ρ ij with ρ ij ∈ (0, 1) for all i, j. Let ρ max = max 1≤i,j≤N ρ ij and ρ min = min 1≤i,j≤N ρ ij . Consider the majorizing random vector Z ∼ N N (0, Σ ) with Σ i,i = 1 and Σ i,j = ρ max , and Y ∼ N N (0, Σ ) with Σ i,i = 1 and Σ i,j = ρ min .
By the definition in equation (19),
The idea is to upper bound the ratio in (26) with an analogous ratio involving Z using a majorization-minorization technique and to lower bound the P(X ≥ 0) by P(Y ≥ 0) using Slepian's inequality in Lemma A.5. First we show P(0 ≤ X 1 ≤ δ, X 2 ≥ 0, . . . , X N ≥ 0) ≤ P(0 ≤ Z 1 ≤ δ, Z 2 ≥ 0, . . . , Z N ≥ 0). It suffices to show the following inequality,
Letting G(x) = 1 x 1 ≥δ (x 1 ) N j=2 1 (0,∞) (x j ) and F (x) = N j=1 1 (0,∞) (x j ), it is equivalent to showing the following:
We begin by constructing non-decreasing approximating functions g and f with continuous second derivatives for G and F respectively. Consider m(x) = ν(ψ(x − t)) for some large ψ > 0, and non-decreasing function ν ∈ C 2 (R) and ν ∞ < C for some universal constant C > 0, and ν(t) = 0, for t ≤ 0, ν(t) ∈ [0, 1] for t ∈ [0, 1] and ν(t) = 1, for t ≥ 1. Finally let the approximating functions be
with g j = ν(ψx j ) for j = 2, . . . , N , and g 1 = ν(ψ(x − δ)) and f j = ν(ψx j ) for j = 1, . . . , N .
Construct an interpolating random variable based on the independent random variables X, Z,
Then for function f defined above,
One can simplify the integral using the identity (derived using Lemma A.6 as in the proof of Lemmata A.4 and A.5)
First to show ∆ 2 ≥ 0. Define
Since (f 1 − g 1 )(x) ≥ 0 for x ∈ R, we have D 2 ≥ 0 and thus we show ∆ 2 ≥ 0. Now we show ∆ 1 ≥ 0. It suffices to show that for any fixed t ∈ [0, 1] and for any j = 2, . . . , N ,
Recall that S t ∼ N 0, (1 − t 2 )Σ + t 2 Σ max , let φ(s 1 , . . . , s N ) denote its N -dimensional joint probability density function. Then we have
{f 1 (s 1 ) − g 1 (s 1 )} φ(s 1 , . . . , s N ) ds 1 f j (s j ) Π l =1,j f l (s l ) ds 2 . . . ds N .
To guarantee D 1 is non-negative we need the integral regarding s 1 to be non-negative. Based on the definition of f 1 and g 1 , the integral regarding s 1 can be simplified to To check the non negativity of D 1 , we estimate the term φ(s 1 , . . . , s N ) φ(s 1 + δ, . . . , s p ) = e 0.5(δ 2 +2s 1 δ) Σ −1 11 + δ Σ −1 12s 2 , wheres 2 = (s 2 , . . . , s N ) . Note that s j ∈ [0, 1/ψ] and denoteρ = max{ Σ −1 12 } the largest element of Σ −1 12 . For any fixed δ > 0, to guarantee D ≥ 0, one can choose ψ large enough so that δ Σ −1 11 − 2(p − 1)ρ/ψ ≥ 0.
For example ψ = 4(N −1)ρ Σ 11 /δ satisfies the above inequality. Thus we show the non-negativity of D 1 and ∆ 1 ≥ 0, which establishes the inequality (27). Combining the non-negativity of ∆ 2 completes the proof. Then applying Theorem 2.1 completes the proof of Theorem 2.2.
Appendix E Proof of Corollary 2.1
Applying Proposition 2.2, p 1,N (0) = (2π) −1/2 P X N −1 ≤ 0 N −1 P X N ≥ 0 N .
With the representation in (18) for w ∼ N (0, 1), P X N ≤ 0 N = P √ ρw + 1 − ρW i ≥ 0, i = 1, . . . , N = P W i ≥ − √ ρ/ 1 − ρ w, i = 1, . . . , N
Since X is symmetric about 0 N −1 , and X N −1 / √ 1 − ρ ∼ N N −1 (0, Σ N −1 (ρ)), we have P X N −1 ≤ 0 N −1 = P X N −1 ≥ 0 N −1 = P X N −1 / 1 − ρ ≥ 0 N −1 = P ρ w + ρ W i ≥ 0, i = 1, . . . , N − 1 = P W i ≥ − ρ/ 1 −ρ w, i = 1, . . . , N − 1
Appendix F Proof of Proposition 2.4
We establish a more general result than Proposition 2.4. We show that for any scalar a ≥ 0 and X ∼ N N (0, Σ N (ρ)) we have the two-side bounds for probability P(X ≥ a1 N ), with the lower bound,
and the upper bound,
where K 1 , K 2 are same as in Lemma A.2. Taking a = 0 leads to the conclusion of Proposition 2.4.
To bound this, observe P(X ≥ a1 N ) = P √ ρ w + 1 − ρ W i ≥ a, for i = 1, . . . , N = E W P w ≥ (a − 1 − ρ W i )/ √ ρ, i = 1, . . . , N | W N that g is convex function of both a, b for b > 0. Now it suffices to estimate both lower and upper bounds of g(a, max i Y i ). It is easy to see that g(a, max i Y i ) is non-increasing as a function of max i Y i , then we have g(a, max i W i ) ≥ g(a, max i |W i |). Note that the function 1−Φ(u) is convex for u > 0, thus for any fixed a > 0, the defined function g(a, max i |W i |) is convex function of max i |W i |, therefore by Jensen's inequality and apply the upper bound in Lemma A.2 , we have E g(a, max i |W i |) ≥ g(a, E max i |W i |) ≥ g(a, K 2 2 log N ).
Further, we apply Lemma A.3 to the last quantity in (28) to obtain the lower bound of can be approximated by
where η is a large valued constant, Y = Y − ξ 0 1 n and Ψ λ = ΨΛ. Note that the above is same as eqn (5) of Ray et al. [2019] and thus falls under the framework of their sampling scheme. For more details on the sampling scheme and the approximation, one can refer to Ray et al. [2019] .
Note that λ j ∼ C + (0, 1), j = 1, . . . , N , can be equivalently given by λ j | w j ∼ N (0, w −1 j )1(λ j > 0) , w j ∼ G(0.5, 0.5) , j = 1, . . . , N . Thus the full conditional distribution of λ can be approximated by:
where ζ plays the same role as η, w = (w 1 , . . . , w N ) T , W = diagw 1 , . . . , w N ), Ψ θ = ΨΘ and Θ = diagθ 1 , . . . , θ N ). Thus, λ can be sampled efficiently using algorithm proposed in Ray et al. [2019] .
