In this paper and talk we present a short proof of a theorem of Naranan stating that if sources grow exponentially and if items in sources also grow exponentially, then the system is Lotkaian, i.e. its size-frequency function is the law of Lotka.
Introduction
Information Production Processes (IPPs) can be generally described by sources that have (or produce) items. Many examples (in informetrics and beyond) can be given. To measure these IPPs we use two related functions.
(i) The size-frequency function f:
for each   1 ,2 ,3 ,. . . , n f n  is the number of sources with n items.
If we rank the sources in decreasing order of the number of items they have, we can define the second function:
(ii) The rank-frequency function g:
g r is the number of items in the source on rank r (T = total number of sources).
In informetric models we use continuous variables. Here, for 1 j  ,   f j is the density of the sources with item density j and, for
g r is the item density in the source density r. In this context, the size-frequency function f and the rank-frequency function g are related as
in (1) 
where 1 g  is the inverse function of the (injective) function g (g is injective since it strictly decreases, by (1)) and g' is the derivative of g.
Obviously (1) implies (2) and (2) implies (1) given that  
. For these introductory results, we refer to Egghe (2005) .
General shape-relations between f and g can be proved, based on (1) and (2). They are given in Egghe and Waltman (2011) :
f is decreasing if and only if g is convex.
(B) f is first increasing and then decreasing if and only if g has an S-shape: first convex and then concave. The most classical examples of size-and rank-frequency functions are the laws of Lotka and Zipf, respectively, being decreasing power laws:
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We have the following well-known result (see Egghe (2005) , Egghe and Rousseau (2006) where a proof is available in the Appendix).
Proposition 2:
The following assertions are equivalent:
(i) We have Lotka's law (3) (ii) We have Zipf's law (4) In this case the exponents α and β relate as in (5) 1 1
In Naranan (1970) there is the following rationale for Lotka's law given: 
( 12 ,0 cc , 12 ,1 aa ). Then this IPP satisfies Lotka's law (3) and we have formula (8) for the relation between Lotka's exponent α and the growth rates 1 a and 2 a :
The proof is long and clarified in Egghe (2005) . In Egghe (2010) we presented a short proof of this result whereby we prove Zipf's law. Hence, by Proposition 2 we have also shown Lotka's law. In the next section we will present this short proof in the even shorter version as given in Egghe (2012b) .
The third section deals with an important variant of Naranan's result: we assume that the growth function  and  are power laws (instead of exponential laws in Naranan) -see Egghe (2012a) . Now we receive other laws for the size-and rank-frequency functions   f j and   g r . Contrary to the Naranan case we do not only have case (A) in Proposition 1 (for f being Lotka's law and g being Zipf's law) but we can also have case (B) in Proposition 1 (and we also have two other possibilities but for which we have no empirical evidence).
In this case we can also give a proof of Heaps' law (or Herdan's law) (see Heaps (1978) , Herdan (1960 Herdan ( ,1964 , Egghe (2007) ) relating the total number T of sources to the total number A of items as in formula (9):
where 0 K  is a constant and 0 1    is a fixed exponent (independent of time) -see also Egghe (2012a) . Such a result is not valid in the Lotkaian case.
In the last section we further generalise the Naranan formalism by assuming general growth functions   
for 1   (by (6)).
By (7) we have for the item density on rank density r:
Combining (10) and (11), using that 
Hence we have shown that Zipf's law is valid. By Proposition 2 we hence have proved Lotka's law and, using (5) and (16) (18)). By (19) we have for the item density on rank density r:
From (21) we have In this framework of power law growth of sources and items, we can give a proof of the famous law of Herdan, also called Heaps' law (Heaps 1978 , Herdan (1960 ,1964 
by (20) and (27) . But, by (21), (28) 
Formula (27) implies
