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We study the lattice dynamics of iron superconductor FeSe, and address the fundamental ques-
tion of how important is proper description of fluctuating magnetic moments in metallic systems for
phonon dispersion and phonon density of states. We show that Density Functional Theory (DFT)+
embedded Dynamical Mean-Field Theory (eDMFT) functional approach, which truly captures the
fluctuating local moments, largely eliminates the deficiency of DFT for description of lattice dy-
namics in correlated metallic systems, and predicts phonon dispersion and phonon density of states
in very good agreement with available X-ray data and nuclear inelastic scattering. This benchmark
between eDMFT and experiment will be important for data science driven material design, in which
DFT is being replaced by beyond DFT methods.
Introduction: The unconventional superconductivity
discovered in iron-based superconductors (FeSC) more
than a decade ago1 has been mostly interpreted in terms
of an unconventional pairing due to electron-electron in-
teractions2–4, and spin-fluctuations mechanism5,6. How-
ever, it was also pointed out that the electron-phonon
coupling (EPC) in these superconductors is substan-
tial7–9, and plays an important role in boosting supercon-
ducting temperature7–11, as well as boosting nematicity
scale in FeSe. FeSe is one of the simplest FeSC with
the superconducting Tc of 8 K in the bulk
12, which is in-
creased to 37 K under pressure13,14, and when the mono-
layer FeSe is grown on top of SrTiO3, the transition tem-
perature increases further to 65 K15.
Theoretically, FeSe is one of the most correlated
FeSC16 in particular the xy orbital shows very strong
mass enhancement and incoherence16–19. Consequently
FeSe was categorized as one of the best examples of
Hund’s metals20 with strongest orbital differentiation16,
sometimes called orbital selectivity17,21. Namely, in these
systems the Hund’s coupling slows down the electrons,
such that low temperature quasiparticles have substan-
tial mass enhancement16, and different orbitals show dif-
ferent correlation strength and different coherence scale,
hence the appearance of orbital differentiation16,22. At
finite temperature, some orbitals that have coherence
scale larger than the temperature of measurement ap-
pear metallic, and others appear incoherent at the same
temperature. Consequently, the temperature at which
orbital fluctuations are arrested is much higher than the
temperature at which spin fluctuations are screened, and
the latter are responsible for low energy and low temper-
ature anomalous properties.
The chalcogen height and/or bond angle between Se-
Fe-Se plays an important role in determining the strength
of the correlations16,23,24, magnetic excitation spectra23,
and Tc
25. Conversely correlations due to Hund’s cou-
pling substantially increase the chalcogen height, as com-
pared to Density Functional Theory (DFT) prediction,
they also substantially enhance the electron-phonon cou-
pling, and make the A1g phonon mode, associated with
chalcogen height, softer than appears in DFT, as was
predicted in Ref. 7 by embedded Dynamical Mean Field
Theory (eDMFT) method. This was later confirmed by
pioneering measurement of the electron-phonon coupling,
utilizing photoemission spectroscopy in lock with x-ray
diffraction.8. While eDMFT predicts very accurate crys-
tal structure of FeSe7,26, it was pointed out quite early
on27–30 that simpler DFT calculation in magnetically or-
dered state can give almost as good crystal structure
as eDMFT. Hence static magnetic moments give simi-
lar crystal structure as fluctuating moments. However,
the electronic structure and the Fermi surface of the
magnetic DFT is very different from the measured pho-
toemission data31, which is in much better agreement
with non-magnetic DFT, and in even better agreement
with DMFT18,31. Hence, in order to properly predict
the structural degrees of freedom one needs magnetism
in DFT, while prediction of electronic band-structure re-
quires absence of magnetism. Several DFT-based works
studied phonon spectra in the presence and absence of
long range magnetism32–37, and tried to answer the ques-
tion whether phonon spectra is better predicted in the
magnetic or non-magnetic state. However, both results
significantly deviate from measured phonon-spectra38,39.
Here we want to answer more fundamental question,
namely, can methods that rely on static magnetic mo-
ments mimic fluctuating moments for the purpose of pre-
dicting phonon spectra? To address this question, one
needs a method that truly captures fluctuating local mo-
ments, like the eDMFT method.
The correlations that allow local moments on iron to
coexist with metallic bands, make the iron atom larger
than it would be if electrons were very itinerant7. The
larger Fe atoms push Se away from the Fe-plane, and
consequently the Fe-Se distance increases, which there-
fore reduces the hybridization between Fe and Se, and
increases the correlation strength on Fe even further, be-
cause smaller hybridization makes screening of local mo-
ments less efficient. Consequently, this positive feedback
loop makes A1g phonon frequency very strongly coupled
with degree of correlations on Fe atom, and the phonon
mode is much softer in eDMFT than in DFT7,8. The
important question that we would like to address in this
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2work is how are the other phonon frequencies affected by
correlations, and whether predominantly Fe or Se modes
are affected more by the presence of fluctuating moments.
Finally, we will address the difference between the static
versus fluctuating moments and its difference with the
itinerant electrons.
Computational Details: In this study we use sta-
tionary and charge self consistent implementation of
DFT+eDMFT40–42, which properly captures local spin
fluctuations, and has previously been shown to pre-
dict well the electronic properties of FeSC3,7,16,19,23,43–49.
The forces on atoms are calculated by the analytical
derivative of the free energy functional with respect to
the displacement of each atom26,50, hence the electronic
entropy of a spin fluctuating moments is included in the
free energy and the force, as opposed to the DFT zero
temperature method. This has significant impact on sta-
bilizing phonon spectra, as shown for paramagnetic bcc
phase of elemental iron in Ref. 51. Continuous time quan-
tum Monte Carlo (CTQMC)52 was used as the impu-
rity solver for the quantum impurity problem, in which
the Coulomb interaction (U) and Hund’s exchange in-
teraction (J) take the value 5.0 eV and 0.8 eV, as previ-
ously established in numerous works3,7,16,19,23,43–49. As
in these previous works, the nominal double counting was
used, which was shown to be very close to exact double
counting53. The DFT Kohn-Sham orbitals are computed
within the Wien2k package54, and we use the Local Den-
sity Approximation (LDA) functional for the exchange
correlation part in DFT part of DFT+eDMFT. All cal-
culations are performed at T = 116K.
FeSe crystallizes in tetragonal structure (space group
P4/nmm, no. 139) with the lattice constants a =
3.7685 A˚ and c = 5.5194 A˚. The Fe-layers share the edge
with Se-layers at a distance zSe above and below the
Fe-plane. This internal parameter (zSe ) was optimized
within eDMFT method using a mesh of 2000 k-points
in the full BZ. The Se atomic position was relaxed un-
til the forces on atoms were smaller than 0.001 eV/A˚.
For the phonon calculation the 2 × 2 × 2 supercell was
constructed with the atoms displaced from their equilib-
rium position, as allowed by the symmetry of the sys-
tem. Once the forces on each atom are calculated within
the eDMFT framework26, the phonon dispersion and the
phonon density of states are calculated using the first
principle finite displacement method, as implemented in
Phonopy package55. For the comparison with previous
DFT calculations we use Generalized Gradient Approxi-
mation (GGA) with PBE functional as DFT method, to
be consistent with previous DFT works.
Results: The optimization of the Se height zSe is not
only essential for calculating the phonon properties, but
it also determines the correlation strength7, and was even
linked to the value of Tc
14. Because of the overbinding
between Fe and Se, the LDA method predicts zSe =0.232
wheres GGA gives zSe =0.243, which are both well be-
low the experimental value of 0.265-0.2688,56. The cor-
relations on iron make the iron ion larger, and hence
FIG. 1: The phonon band dispersion in FeSe predicted by
DFT+eDMFT. The black dots correspond to the inelastic x-
ray scattering digitized from Ref. 38, and the pink star is from
X-ray data in Ref. 8.
FIG. 2: Fe partial density of states calculated with DFT and
eDMFT compared with Fe nuclear inelastic scattering digi-
tized from Ref. 39.
zSe increases to value of 0.270 within eDMFT, as was pre-
viously reported in Refs. 7,26. This is extremely close to
the experimental value from Gerber et.al.8 of 0.268, hence
we expect this remarkable improvement of the structure
going from DFT to eDMFT will have significant impact
on vibrational properties.
The phonon dispersion computed by DFT+eDMFT is
displayed in Fig. 1. The black dots are digitized from
experimental data of Ref. 38, and the pink star corre-
sponds to A1g phonon measurements in Ref. 8. At Γ
point we display the irreducible representations of all op-
tical vibrations within the FeSe space group. We also
mark the longitudinal (L) and transverse (T) acoustic
modes in the figure. The phonon branches along the high
symmetry path in the Brillouin zone are colored accord-
ing to their character of vibration. Predominantly iron
(selenium) modes are red (blue). On the right we also
show the partial density of states of phonon vibrations
with the same color scheme. The longitudinal and trans-
verse branches are degenerate between X = (1/2, 0, 0)
and M = (1/2, 1/2, 0) point, while the two transverse
branches are degenerate between Γ to Z = (0, 0, 1/2)
point. All acoustic modes are roughly equal mixture of
Fe and Se vibrations, as their color is purple. We no-
tice that all acoustic branches along high symmetry lines
agree very well with the experiment of Ref. 38.
In Ref. 39 nuclear inelastic scattering was used to mea-
sure iron partial phonon-dos, which corresponds to our
3red curve on the right of Fig. 1. Fig. 2 shows again
eDMFT and DFT calculated partial Fe-dos, and com-
pares it to measurements from Ref. 39. We notice a
small peak around 5 meV in both eDMFT theory and
experiment, which was assigned to the transverse mode
around the Z point in Ref. 39. As can be seen in Fig. 1
the theoretical transverse mode appears around 2.5 meV,
but does not lead to any peak in the dos, while the longi-
tudinal branches around Z have frequency close to 5 meV
and lead to first peak in the dos. DFT predicts the same
peak at slightly lower energy, around 3 meV. This soft
mode appears because the structure is highly anisotropic
and layered with van der Walls inter-layer bonding along
the c axis, and large c-axis compressibility.
The second large peak around 9 meV was also assigned
to transversal acoustic mode in Ref. 39. Within eDMFT
this mode is only a fraction of a meV higher than ex-
periment (see Fig. 2) and can be assigned to the sad-
dle point around X point of all three acoustic modes.
Within DFT this mode appears at substantially higher
energy around 12 meV. Hence, spin fluctuations stabilize
the c-axis vibration and increase the acoustic frequency
at the Z point, but make the in plane vibration at X
point softer, even though both modes are equal mixture
of Fe and Se vibrations.
The next two peaks in Fe-dos appear around 14 meV
and 17 meV. The first comes from the flat predominantly
Se optical mode between Γ − Z, while the second comes
from the top of acoustic modes at M and A point,
also dominated by Se vibrations. The latter appears at
slightly higher energy in experiment of Ref. 38 (less than
1 meV higher), as the black dots have slightly higher max-
imum. Comparing to Ref. 39, we also see a broad hump
of spectra between 15 and 18 meV, which was assigned to
longitudinal acoustic modes in Ref. 39. While the largest
peak around 17 meV is indeed from longitudinal vibra-
tions around the M point, the smaller peak in our calcu-
lation is due to optical mode. We notice that both peaks
appear stronger in Se-partial dos, hence these vibrations
involve strong Se-movement.
Next there is substantial dip in the dos between 21 −
22 meV both in theory and experiment, which comes from
a small gap of the optical modes at M point, where the
lower and upper branch is predominantly of Fe and Se
character. This is followed by a large peak, which appears
around 24 meV in experiment, and 26 meV in eDMFT.
This peak shows the largest discrepancy between eDMFT
and experiment. However, we note that in DFT the same
peak appears around 29 meV, similarly to all other op-
tical modes, which appear at much higher in energy in
DFT calculation. This peak comes from Fe-optical mode,
which has a saddle point in-between Γ − X point, and
becomes B1g at Γ. Indeed the black dots correspond-
ing to inelastic X-ray scattering38 around that point also
show similar 2 meV downshift compared to eDMFT the-
ory, hence we can assign the 24 meV peak to this in-plane
optical mode half-way between Γ−X of Fe-origin. Sim-
ilar assignment was made in Ref. 39.
Phonon Modes DFT DFT+eDMFT Experiment
Eg 19.4 13.8 -
A1g 27.5 22.5 21.9
8, 21.857, 20.537,58, 20.639
B1g 30.5 27.7 27.1
57, 25.637, 24.558, 25.539
Eu 37.2 29.7 -
Eg 39.4 33.6 35.1
57
A2u 42.0 37.3 38.7
39, 4037, 3958
TABLE I: Γ point phonon frequencies of different phonon
modes calculated by DFT and DFT+eDMFT compared with
various experiments.
Finally, the last three peaks between 30 and 40 meV in
the partial dos in Fig. 2 are in excellent agreement be-
tween experiment and eDMFT theory, therefore we can
assign their origin. They are predominantly of iron ori-
gin. The largest 30 meV peak comes from a very flat
optical mode, which has Eu character at Γ-point. The
saddle point and largest contribution to dos appears in
the midpoint between Γ-M . Second, the shoulder around
34 meV comes from a flat Eg band, predominantly in the
Γ − Z direction. Third, the highest 37 meV peak comes
from A2u optical mode, mostly from the saddle point at
M and A point, while A2u mode at Γ point is higher
in energy and contributes to the upper tail of the peak.
The assignment in Ref. 39 was different: The 30 meV,
34 meV and 37 meV were assigned as Eu, A2u, and Eg,
respectively. On the basis of this theoretical calculation
we can confidently claim that the right order should be
Eu, Eg, A2u.
At the Γ point we can decompose phonon modes into
A1g + A2u + B1g + Eu + 2Eg and we tabulated the-
oretical and experimental phonon frequencies in table I.
The DFT values are taken from the literature32–35,37 and
are consistent with our DFT calculation. The experi-
mental values are determined by Raman scattering57, in-
elastic neutron-scattering39,58 electron energy-loss spec-
troscopy37, and time-domain X-ray scattering8. At the Γ
point all optical modes are softer in eDMFT and experi-
ment compared to the DFT predictions, hence fluctuat-
ing moments tend to reduce the high-energy part of the
phonon spectra. As pointed out above, this is not neces-
sary the case for some acoustic modes. As can be seen
in table I, eDMFT frequencies compare very well with
experiments, and the disagreement between the two is
at most 1.5 meV. On the other hand, the DFT values
are considerably larger (up to 5 meV) deteriorating the
agreement with experiments.
Finally, in Fig. 3 we compare the results of magnetic
and non-magnetic DFT with the eDMFT and experi-
mental results. Fig. 3(a) shows dispersion within non-
magnetic DFT (GGA) and eDMFT. We notice that the
topology of bands is similar in the two theories, however,
most of optical modes are shifted to higher energy in
DFT theory, in particular the first two optical modes (Eg
and A1g) which are shifted for almost 5 meV throughout
4FIG. 3: a) Calculated phonon band dispersion using
DFT(PBE) and eDMFT. (b) Comparison of density of
states between DFT stripe-antiferromagnetic state (SAF)
(see Ref. 59 for details), and experiment, eDMFT and non-
magnetic DFT.
the Brillouin zone. We notice that these are predomi-
nantly of Se character. However, even the higher energy
modes, which are predominantly of Fe character, shift to
higher frequency for a few meV. Contrary to most opti-
cal modes, the transverse acoustic modes are at similar
frequency, and the longitudinal mode around Z point is
even shifted to lower energy, as pointed out above. The
fluctuating moment on iron thus not only affects the iron
modes, but surprisingly, it affects the predominantly Se
modes even stronger. This is somewhat counterintuitive,
as local correlations on Fe atom, as included in eDMFT,
would be naively expected to modify Fe vibrations more
than Se.
To understand if static magnetic moments incorpo-
rated in magnetic DFT calculation can mimic fluctuat-
ing moments, we compare in Fig. 3(b) the results of the
stripe-antiferromagnetic state (orange curve) with DFT,
eDMFT results and experiment. This stripe state is the
competing magnetic state in most iron superconductors.
We notice that some peak positions are greatly improved
in magnetic DFT as compared to non-magnetic DFT, for
example the 9 meV acoustic peak is correctly softened,
and appears very close to experimental position. On the
other hand, the 5 meV peak is hardened, and appears at
too high energy (around 7 meV). The acoustic modes be-
tween 20 meV and 40 meV all appear at much too high
frequency, similar to DFT results, and are barely changed
from DFT. The only exception is the Fe-optical mode
from the saddle point between Γ−X. This peak appears
in experiment at around 24 meV, in DFT around 30 meV
and in spin-polarized DFT around 28 meV, and finally
in eDMFT around 26 meV. Hence, with the exception of
a few acoustic modes, the majority of the vibrations are
not much better predicted by static magnetic calculation
as compared to non-magnetic DFT. Hence, the fluctuat-
ing magnetic moments in such metallic environment show
very different phonon spectra than static analogs, even
though the equilibrium structures are very similar.
Summary: In summary, proper description of fluc-
tuating moments on Fe atoms in FeSe, as described
by DFT+eDMFT theory, gives phonon dispersion and
phonon density of states in very good agreement with ex-
periments, and largely eliminates the deficiency of DFT.
The inclusion of static magnetic moments on Fe, as op-
posed to dynamic moments, does not appreciably im-
prove DFT results, because the electronic band structure
in these metallic system is not correctly predicted within
theories with static moments. We also show that vibra-
tions with mostly Se-character are modified even stronger
than those of Fe-character, even though fluctuating mo-
ments appear on Fe atoms only. The electronic correla-
tions in metallic systems have a major effect on lattice
dynamics, and proper inclusion of fluctuating moments
local to the correlated atoms, as described by Dynamical
Mean Field Theory, substantially improves accuracy of
the lattice dynamics. This will be important in database
and data science driven material design, which is cur-
rently based mostly on DFT engine, but has recently
been integrated with DMFT as well60,61.
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