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An infmite family of distance-regular edge transitive digraphs of girth 4 is con- 
structed using cyclotomic extensions of the integers modulo 4. Automorphism 
groups are computed and it is shown that nonisomorphic digraphs with the same 
parameters occur in some cases. (1 1988 Academic Press, Inc 
1. INTRODUCTION 
A (loopless) digraph $9 with vertices the set V and edges Ec Vx V is 
said to be distance-regular if for any vertices a, /? E V, the number of ver- 
tices at distance i from a and distance 1 from fi depends only on i and the 
distance from a to /?. (Distance is the shortest length of a (directed) path 
from one vertex to the other, and we assume the digraph is connected.) 
These digraphs were introduced in [S] and have been studied in 
[ 1, 5, 63. They are equivalent to P-polynomial commutative association 
schemes (see [2,5, 67 for the relevant definitions, especially [2]). We are 
interested in the nonsymmetric case of girth 4 and diameter 3; hence, we 
want 3-class association schemes (of, say, u x v matrices) where the 
* This author’s research was done while visiting the Department of Mathematics at 
Colorado State University, and he wishes to express his appreciation. 
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Bose-Mesner algebra & is the span of the matrices Z, A, B, AT (with 
I+ A + B + AT = J) so that for some nonnegative integers k, a, 6, p, q: 
A’=aA+bB, AAT = kZ+ pA + qB + pAT 
and 
AJ=JA=kJ. 
It follows then that AB is also a nonnegative integral linear combination of 
Z, A, B and AT. For more details, cf. [S, 63. 
In [6], it was shown that only two one-parameter families of such 
digraphs could possibly exist, one of them having the following parameters: 
v = 4p4, 
k = p( 211’ - 1 ), 
a=%L(p- 11, 
b=p’, 
P=2Ac(-1), 
q=#a- 1). 
(1.1) 
The 4-cycle is an example with p = 1. An example with p = 2 was 
exhibited in [6]. In Section 3 we construct examples for each p that is a 
power of 2. The digraphs that we construct are edge-transitive but not dis- 
tance transitive (cf. [ 11). Section 4 shows that these digraphs admit no 
automorphisms that are not obvious from the construction but presume 
the classification of finite simple groups. It would, of course, be of interest 
to have a more elementary argument. 
Oddly enough, the set of squares in certain rings of characteristic 4 
(introduced in Section 2) are the starting point of our difference set con- 
struction and there is a curious analogy with familiar constructions in odd 
characteristic that was quite unanticipated. 
Using results in [S] one can show that if p = 3, such a digraph cannot 
have a regular abelian automorphism group; hence any construction of 
such a digraph would have to be radically different from ours. 
We acknowledge useful discussions with W. G. Bridges and D. Orr. 
2. THE RINGS 
We first review some facts about finite lields of characteristic 2. We let 9 
denote GF(2”), the field with 2” elements; 8* will be its multiplicative 
group. 
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For a~%-, one defines the trace of a by 
tra=a+a*+ ... +a*‘-‘~ (0, l} 
Observe that tr a = tr u* and tr(u + b) = tr a + tr 6. Regard % as a GF(2) 
vector space and consider the bilinear form 
(a, b) = tr ub; a, bEF:. 
This form is symmetric and nondegenerate on % and alternate on 
X = tr-‘(0). A subspace X is totally isotropic if 2 cX1. If .# is a 
maximal totally isotropic subspace then 2 = &‘I when n = 2t, and 
2 = 2’ n ~47’ when n = 2t + 1. In each case the maximal totally isotropic 
subspaces have dimension t, and every element of X is contained in a 
maximal totally isotropic subspace. 
LEMMA 2.1. Suppose a, b, c E F*. Then the equation 
ux2+bx+c=0 
has distinct roots in F ij’und only if tr(uc/b2) = 0. 
ProoJ By a classical result of Hilbert, tr u = 0 if and only if u = z* + z 
has a solution I E %. Moreover u = b - ’ E %* if and only if z # 0, 1, so 
trb-*=trb-‘=O if and only if bE’=z+z* has a solution z#O, 1 in 9. 
Set A= 1 -z-l. Then AE%* and 
This shows that tr b- ’ = 0 if and only if b = J ~ ’ + ,4 has a solution d # 0, 1 
in % and establishes the case a = c = 1. 
In general, ax2 + bx + c =0 has distinct roots in % if and only if 
ua*x* + bAx + c = 0, i, # 0, has distinct roots in %. Choosing A2 = c/u, this 
reduces to x2 + (bA/c)x + 1 = 0 having distinct roots in %. By the preceding 
paragraph, this is equivalent to the condition 
0 = tr(c/bJ”) = tr(uc/b*). 
Let n be a positive integer. The kernel of the natural map of GL(n, Z,) 
onto GL(n, Z,) (reduction modulo 2) is elementary abelian. Consequently, 
there exists an element (r E GL(n, Z,) of order 2” - 1. Consider the algebra 
9 = &[a] (or 9n if necessary) over Z, that is generated by 0. The natural 
(ring) homomorphism (reduction modulo 2) from W to % will be denoted 
by : 
58?a,‘47/1-8 
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LEMMA 2.2 (The structure of ~8). (i) The radical f of 9 is 
(2) = (0, 2, 20, 2a2, . ..) 2cr2”-2). 
(ii) 4 = W - 4 is the group of (multiplicative) units in 9. 
(iii) 2a = 0 if and only if a E f. 
(iv) a z /I (mod f) if and only ij” a’ = /?‘. 
(v) S= (rs) is the set of nonzero squares in 9 and s=.F*. 
Proof The radical f contains (2) because (2)2 = 0, and is contained in 
(2) because g/(2) =5 is a field. Now (i) follows from the fact that the 
listed elements are all distinct and If/ = IWl/l5/ =4”/2”. Assertion (ii) 
amounts to the claim that 9 is a local ring and follows from (i). Assertion 
(iii) follows from (i), (ii), and the fact that 9 has characteristic 4. If 
a = /3 (mod f), then (i) implies a = /? + 2x for some x E %?. The fact that W 
has characteristic 4 implies that a2 = /I’. Conversely, if a* = /I*, then 
a2 = /12 (mod $), and (iii) follows from the fact that squaring is an 
automorphism of 9. By (iv), 1$Z2/ = 191//~1 = 191 =2”, from which (v) 
follows. 
For a E 9 and a E 9, with oi = a. Define 
Cal= {PC1 +2a)IBES). 
By Lemma 2.2(iii), [a] is well defined. Moreover, 
PI = s, [l] = -S, -[a]=[a+l] 
and 
if a,bEF, aE[a], pE[h],thenajlE[a+h]. (2.3) 
It is convenient to include two additional classes, 
cm1 = lo> and Cel=Y- (01 
(even though cc and e are not elements of 9). Set X= 9 u {co, e}. 
LEMMA 2.4. The 2” + 2 subsets [xl, x E X, partition 9, and this partition 
corresponds to the equivalence relation 
a- P if and only if aS = /L9. 
Proof. Omitted. 
For a, 6, c E X, define n(a, 6; c) to be the num,ber of times a fixed element 
of [c] occurs in (the Cayley table of) [a] + [b]. By Lemma 2.4, this num- 
ber does not depend on the element of [c] that is chosen. The fact that 
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addition in $9 is commutative implies that n(a, b; c) = n(b, a; c). The 
remainder of this section is devoted to the computation of these structure 
constants. The easiest cases are those in which at least one of the 
arguments is not in 8. 
LEMMA 2.5. 
(i) n(co, w; x) = 
i 
0 if w#x 
1 if w=x. 
i 
0, if x#e,co 
(ii) n(e, e; x)= 2” - 1 if x=00 
2”- 2 if x=e. 
(iii) n(e, a; x) = 1 0 if x=a,eor a3 foranyaE% 1 otherwise for any a E 9. 
(iv) n(a, 6; co) = 
2”- 1 ifb=a+ 1 foranya, bE% 
0 otherwise for any a, b E %. 
(v) n(a, b; e) = 
0 z$b=a+ 1 foranya, bE% 
1 otherwise for any a, b E 8. 
Proof: Assertion (i) is trivial and (ii) follows from the fact that $? 
is an ideal. Assertion (iii) follows from Lemma 2.2(i), (v), and the fact 
that {2ak+fl(1+2cr):p~S, k=0.~.2”-2}={fl(1+2(cr+ak/fl)):/?~S, 
k = 0.. .2” - 2). Equations (2.3) imply (iv) and (v). 
LEMMA 2.6. n(0, 0; 0) = 0. 
ProoJ This is equivalent to the sum of two (nonzero) squares never 
being a square. Suppose a2 + b2= 1. Then ci2+h2=T, so ci+6=T, and 
b2 = (1 + a)‘. Lemma 2.2(iii) implies a(a + 1) E 8. Either a E 2 (and a2 = 0) 
or a + 1 E f (and b* = 0), since a/$ is a field. 
LEMMA 2.7. If a, 6, c, dE %, then 
(i) n(a,b;c)=n(a+d,b+d;c+d). 
(ii) Let a, bE %. Then 
ifb=a,a+l 
otherwise. 
Proof Assertion (i) follows from (2.3). In view of (i), Lemma 2.5(iv) 
and the pigeonhole principle, it sufftces to show that n(0, 1; 6) > 1 for any 
b # 0, 1. Let a= b. We want to show a2 - y2 = 1 + 2j? has a solution, i.e., 
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every unit that is neither a square nor the negative of a square is (uniquely, 
then) the difference of two nonzero squares. Observe that a = 1 +/I, 
y=2+p work. 
LEMMA 2.8. Let a, b E S, a # b. Then 
n(a, a; b) = 
2 if tr b = tr a 
0 
otherwise. 
Proof: By Lemma 2.7(i), we can assume a = 0. Let @ = b. We need to 
count the number of times 1 + 28 occurs in S + S. It is clear that it occurs 
an even number since 2Sc [e] by Lemma 2.2(i). By Lemma 2.7(ii), an 
element cannot occur more than twice. Suppose now a* + y* = 1 + 28. Then 
oi+f= 1 as before; hence, a*+arfi (mod ,f), so a*+a=b, where a=& 
Thus, tr b = 0. Counting does the rest. 
PROPOSITION 2.9. Let a, 6, c E F, a # b, b + 1. Then 
1 if c=a, b 
n(a, 6; c) = 2 if c # a, b, tr(ab + ac + bc) = tr c 
0 otherwise. 
ProoJ By Lemma 2.7(i) we can assume a= 0, so b #O, 1. Let us start 
with c = 0, and let /? = b. We are looking for the nonzero squares a*, y* 
that solve 1 =a* + y*(l +2/3). By taking “, a* = y* + 27 + 1, hence 
y* + y + Y*/?E~, so y + 1 + Y/?E 9 and, since /3 # 1, this has a unique 
solution. Suppose c # 0, b. Let /? = b, f = c. We need the number of nonzero 
squares 6*, a* such that 1 + 2y = 6* + a’( 1 + 28), but as before 6* = (1 + a)*; 
hence, y E a + a* + a’/? (mod %) and thus we want the number of solutions 
in 9 to (1 + b) x2 +x+ c=O. By Lemma 2.1, this has a solution (and then 
2, since 1 + b # 0) if and only if tr(c( 1 + b)) = 0, equivalently tr c = tr bc. 
That the other coeflicients are 0 follows by counting, and by Lemma 2.7(i). 
3. THE DIGRAPHS 
The construction of our distance-regular digraph 9, with parameters 
(1.1) and p = 2’ begins with the association scheme based on the classes 
[xl, XE A’, introduced in Section 2. The points of the scheme are the 
elements of 9%‘; and a, p E 9, are xth-associates for x E X if a-p E [xl. In 
view of Lemma 2.4 this scheme may also be described as a subalgebra of 
the class algebra of the group that is the split extension of the additive 
group of 9 by its group of automorphisms induced by elements of S. The 
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numbers n(a, b; c) are the intersection numbers of the scheme: 
4~ b; c) = P:, b and the adjacency matrices are Z, E (corresponding to 
[co], [e], respectively), and A, for each a~9 (corresponding to [a]). 
The formulas obtained by counting in Section 2 translate into matrix 
equations in the Bose-Mesner algebra of the association scheme. 
LEMMA 3.1. For each a E 9 
(i) -C=Aatl, E= ET, EJ= JE= A,J= JA,= (2”- l)J. 
(ii) E2 = (2” - l)Z+ (2” - 2)E, 
(iii) A,E= J-Z- E- A,, 
(iv) A,A%=(2”-2)Z+J-E-A,-A;f 
(v) A~=E+2C,+b,tro=trbAb. 
ProoJ Assertion (i) follows from Eqs. (2.3) and Lemma 2.4. The 
remaining assertions are (in order) translations of Lemma 2.5(ii); 
Lemma 2.5(iii); Lemma 2.5(iv) and Lemma 2.7(ii); Lemma 2.5(v) and 
Lemma 2.8, respectively. 
COROLLARY 3.2. Let A(M) denote the spectrum of the matrix M with 
multiplicities appearing as superscripts. Zf n = 2t + 1 is odd, then 
(i) A(E): (2” - 1)(2n), - lC4”-*“). 
(ii) A(A,): (2” - l)(r), - lC2”-‘), ,?jml),x(;ll), ,I$Q), @Q) where 
d,=(2’-1+2’i), m,=2’-‘(2’+1)(2”-l), and I,=(-2’-1+2’i), 
m,=2’-‘(2’-1)(2”-1). 
Proof: Assertion (i) follows from Lemma 3.1(i), since tr E= 0. From 
Lemma 3.l(ii) we see that in the eigenspace for E corresponding to 2” - 1, 
A (I has 2”- 1, -1’2”-1) for its spectrum. From (3.3), 
A, + A;f + A,A;f = J- E + (2" - 2)Z, 
and from (3.4) and its transpose 
A; + (A;)* +- 2A, + 2A;f = 2( J - I). 
If 1= a + bi is another eigenvalue of A,, then 
2a+a2+b2=2”- 1 and 2(a2 - b2) + 4a = -2. 
The result follows. 
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THEOREM 3.3. Assume n = 2t + 1 is odd and let R be a maximal 
isotropic subspace of 3 (see the second paragraph of Section 2). Then 
is the adjacency matrix of a distance regular digraph 59* = C&(X) having 
parameters given by (1.1) with ,a = 2’. 
Proof Recall that Z = X’ c X = tr-‘(0) and IA?[ = 2’ and note that 
for any a E 3, exactly one of a and a + 1 is in X. We write 
B=J-I-A-AT=E+B1+B;, 
where Bl =CrrEXJ~ A,. It suffices to show 
A* = 2’+ ‘(2’- l)A + 2*‘B 
and 
AAT=2’(2”-1)1+2’+‘(2’- l)(A+A’)+2’(2’-l)B. 
By Lemma 3.1(v), 
A2=xA:+ 1 A,Ab=2’E+(2’+‘-2)A+2’+‘B1+ c A,A,, 
o#b a#b 
where the summation indices range over all elements of 2 subject to the 
indicated conditions. By the first paragraph of this section, we can write 
1 A,A, = iZ+eE+ 1 mCAC 
u#b L.E.9 
for some nonnegative integers i, e, mC satisfying 
(3.4) 
by Lemma 3.1(i). In view of Lemma 2S(iv) and (v), i=O and e = 2’(2’- 1). 
For c E 2, the coefficient of A, in A, Ab is 1 if c = a or c = b and is 2 
otherwise by Proposition 2.9. Hence 
mC= 1(2’- l)+ 1(2’- 1)+2((2’- 1)(2’-2)) 
= 2(2’ - 1)‘. 
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For c E X\&, cl n %’ has dimension t - 1 and the coeffkient of A, in 
A,Ab is 2 if I {a, 6) n c’ 1 is even and 0 otherwise by Proposition 2.9. Hence 
m,.=2){{a,b}: (f&b} cc~}l+2){{a,b}: {a,b}ncL=@>l 
=2(2’-L(2’-‘-1))+2(2’~‘(2’~‘-1))=2’+’(2’~’-1). 
For CEF\X and c+ 14 S’, the coeffkient of A,. in A,Ab is 2 if 
) {a, b} n c’l = 1 and 0 otherwise by Proposition 2.9. Hence 
mc= 2((2’-‘)(2’-‘)) + 2((2’-‘)(2(-l)) = 2*‘. 
The remaining coeflicients m,. are zero by Eq. (3.4). Consequently, 
A2 = 2’E+ (2’+’ - 2)A + Z’+‘B, 
+2’(2’- l)E+2(2’- 1)2 1 A, 
L.E% 
+2’+‘(2’-‘-1) 1 A,+22’ 1 A, 
CE;Y\X CEF\.x 
c+l#JY 
=(2’+2’(2’-l))E+(2’+‘-2+2(2’-1)2)/t 
+ (2’+ I + 2’+ l (2’- ’ - 1)) B, + 2*‘B; 
as desired. 
By Lemma 3.l(iv), (v) 
=2’(2”-1)1+(2’-1)(A+AT)+2’B,+2’B:+ c ArrAb+,. 
a#b 
As before. 
c -%A ,+,=iZ+eE+ c mrAc 
a+b CEF 
for some nonnegative integers i, e, m, satisfying (3.4) also. As before i = 0 
and e = 2’(2’ - 1). 
For c E X, Proposition 2.9 implies 
mc= 1(2’- 1)+2(2’- 1)+2((2’- 1)(2’-2)) 
=(2’-1)(2’+‘-1). 
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For c E X \X, Proposition 2.9 implies 
m,=21{(a,6):cE(a+6)1}1=2I{(a,6):a+bECI)I 
=,‘+1(,‘-1- 1). 
SinceCa.d.4+, is symmetric, m,. = m,. + 1 for all CE~. Thus we have 
shown 
AA==2’(2”- l)Z+ (2’- l)(A+ AT)+2’B1 +2’BT 
+2’(2’-l)E+(2’-1)(2’+‘-l)A+2’+‘(2’-’-l)B, 
+ (2’- 1)(2’+ l -1)AT+2’+1(2’+1-1)B: 
=2’(2”- 1)1+2’+‘(2’- l)(A+A=)+2’(2’- l)B. 
We explicitly record the first two nontrivial cases together with 
appropriate priority claims. 
EXAMPLE 3.5. For n = 3, c can be chosen to satisfy g3 = (cr + l)*, over 
E,. Then X = (0, e3, c5, 06}, and Z may be taken to be any subgroup of 
order 2, say 2 = (0, rr”}. Then our difference set is 
[O] u [u”] = {d} u {CJi(1+2Cr6)} = {c+} u {r$(l+0)}. 
This is the digraph on 64 vertices appearing in [6]. 
For n = 5, CJ can be chosen so that a5 = (a + 1 )*. Now X is 
10, 0, a*, u4, CP, d6, u’, d4, uL9, u25, u28, d5, u23, CT*‘, u29, u30}. 
A suitable L% is (0, e, a*‘, g*‘}. So our difference set is 
[O] u [a] u [o”] u [d’] 
={a’)u{a’(1+2a)}u{0’(1+2a*‘)}u{a’(1+2a*9)) 
={,~}u{O~(l+O1O)}u{a’(l+a*)}u{o’(l+a)}. 
This digraph on 1024 vertices was first constructed by a personal computer. 
4. THE AUTOMORPHISMS 
The construction of the digraph gt makes it clear that the digraph 
admits a certain group of automorphisms. Unfortunately our computation 
of the full automorphism group requires the classification of finite simple 
groups to ensure that finite simple groups having a subgroup of a 2-power 
index are rare. 
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The notation C@(X) is actually more appropriate because different 
choices of ~8 can result in nonisomorphic digraphs. The first such instance 
of which we are certain occurs when t = 3. If (r E GF(2’) satisfies 
C’ + CT + 1 = 0, then ;X; = (0, cr’: r E Aut(F)} is an Aut(F))-invariant 
maximal totally isotropic subspace of 9 while X2 = ( CJ, CJ*, a’) is a 
maximal totally isotropic subspace of 4 that is not Aut(g)-invariant. The 
major result of this section implies that the digraphs g3(Z1) and gX(Xz) 
are not isomorphic. It seems that the number of distinct automorphism 
groups Aut(z&) grows at least as fast as the number of primes congruent to 
+ 1 modulo 8 that divide 2t + 1. Thus we are confident of the existence of 
arbitrarily large numbers of essentially nonisomorphic digraphs 9t arising 
as in Theorem 3.3 and all having the same parameters. 
LEMMA 4.1. Each of the following is an automorphism group of L@,(X): 
(i) The additive group of 9 induces a group R that acts sharply 
transitively on the vertices and is homocyclic of order 4*‘+ I. 
(ii) The multiplicative subgroup of 9 consisting of elements of X 
induces a group H that fixes 0 and acts sharply transitively on the vertices 
adjacent to 0. 
(iii) The subgroup A of the Aut(9) that Ieaves ~9 invariant. 
Proof Statement (i) follows from Lemma 2.7(i) while (ii) follows from 
2.3 and the construction. Statement (iii) is easy to check. 
LEMMA 4.2. The group RH supports exactly one system of imprimitivity 
52 = L&?/R’ on the vertices of Qt(X). Moreover, 
(if the group RH acts sharply doubly transitively on fz with kernel 
R’P, where P is a Sylow 2-subgroup of H; 
(ii) the group R2H acts sharply doubly transitively on the block 0 of 0; 
(iii) any H-invariant subgroup of R2P contains R2; 
(iv) for each p E P, C,(p) = R2. 
Proof Omitted. 
LEMMA 4.3. Suppose E is an elementary abelian 2-group of 
automorphisms of Zig and X is an E-orbit of vertices with cardinality 
greater than 1. Then X is a coclique in the digraph. 
Proof The elements of X are related by a symmetric relation in the 
scheme and the only basic nonidentity symmetric relation is B. 
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PROPOSITION 4.4. The full automorphism group G of 22,(Z) is 
imprimitive. 
ProoJ: Otherwise a minimal normal subgroup A4 of G acts transitively 
on the vertices and is a product of simple groups S. By Lemma 4.3, S is 
nonabelian and [4, Theorem 4.11 implies that S is the socle of a primitive 
group G, of degree n, G < S wr S, (product action), and nm = 19) = 2“‘+ 2. 
But Lemma 4.2 shows that H does not support a nontrivial product action, 
so m = 1, and the simple group S has a subgroup of index 24’+2. The 
classification of finite simple groups implies that S= A, is the alternating, 
cf. [9, Theorem 3.21, which is already doubly transitive. This contradiction 
completes the proof. 
PROPOSITION 4.5. Let A denote the group of permutations of 0~ Sz 
induced by Go and let B be the group of permutations of Q induced by G. 
Then both A and B have regular normal subgroups. Moreover, the groups R*, 
R*P, RP, and R are normal in G. 
Proof By Proposition 4.4 and Lemma 4.2, G d A wr B and both A and 
B are doubly transitive of degree n = 22’+ ‘. Cameron’s list [4, 
Theorem 5.3 S] shows that each of these groups is either local or contains 
A “. 
Suppose A 2 A,, and let K be the kernel of the action of G0 on 0. Then 
Go, 1 K/K is of index less than or equal to ITGo < IQ - (O}l = n - 1 in A,. 
But A, has no proper subgroups of index less than n. It follows that the 
kernel L of the action of G on 52 induces A,z on 0. By Lemma 4.2(i), each 
element of Q contains 2’ vertices adjacent to 0 and they fall into an L orbit. 
This implies that L, has a subgroup of index 2’ and since A,-, does not 
have this property, it means that L, has a subgroup fixing all vertices 
adjacent to 0 and inducing A,_ i on 0. It follows that there is a subgroup 
inducing A,- 1 on b and fixing all other vertices, which contradicts the fact 
that 1 is adjacent to 2’ vertices in 0. 
Let V be the regular normal subgroup of A. The group A wr B has a self- 
centralizing abelian normal subgroup V* of order n” that acts regularly on 
each element of S2 while acting trivially on Q, and G n V* is normal in G. 
The 2-group R2P normalizes the 2-group I/*, and so C,+( V*) # 1. Now 
1 # R’Pn V* is H-invariant, so Lemma 4.2(iii) implies R2 < V*. But P acts 
on each element of Q just as a subgroup of R*, so R*Pd V*. By Lem- 
ma 4.2(i) G n V* has order at most n2’. It follows that G n V* = R*P. It is 
easy to check that the nontrivial elements of R* are exactly the elements of 
R*P that fix no vertex, and so R* is normal in G. 
Observe that C,(R’P) < L because it must stabilize the set of vertices 
fixed by each element of R*P and R*P contains elements having fixed ver- 
tices X, for each X E Q. By the structure of B, C,(R*) < V* n G, which 
DISTANCE-REGULAR DIGRAPHS 123 
equals R’P. It follows that B= G/L is a subgroup of Aut(R*P) = 
GL(3t + 1, 2). Because R2 is normal in G this representation is reducible 
with a constituent of dimension 2t + 1. This is impossible if B contains A, 
(recall n = 2” + ’ ). Therefore B contains a self-centralizing abelian regular 
normal subgroup W. The 2-group RL/L normalizes the 2-group W, so 
CRLIL( W) # 1. This group is H-invariant, and W= RL/L by Lemma 4.2(i). 
It follows that RP is normal in G. In view of Lemma 4.2(iv) R is the unique 
abelian subgroup of RP of order 1 RI, and so R is also normal in G. 
THEOREM 4.6. The group RH is normal in G and GIRH < Aut(g)). 
Proof. Since R is a regular normal subgroup of G, the point stabilizer 
GO is a subgroup of Aut(R) = GL(2t + 1,4). Moreover, the kernel of the 
reduction modulo 2 is P and the image is Bo. The matrix equations: 
(I$2x)(Z+2y)=(I+2x+2y) and g-‘(z+2x)g=(z+2g-‘xg) 
in GL(2t + 1,4) imply that elements of P have the form (I+ 2m), where 
m E M is a BO-submodule of Mat ?,+ i(2) with the conjugation action. A 
theorem of Kantor [S] implies that GL(a, 2’) is a normal subgroup of BO 
for some a, b such that ab = 2t + 1, and the possible minimal BO- 
submodules of Mat2t+ i(2) are well known to have order 2’ and 
(2b)a(Up l)“. The first is too small and the second is too big unless a = 1. It 
follows that G/RH d Aut(,%). Any W automorphism centralizing 9 must 
centralize the subring of B generated by the squares which by Lemma 2.2 is 
all of 9. 
Thus G has the structure outlined in Lemma 4.1 and digraphs arising 
from choices of X having different automorphisms are indeed non- 
isomorphic. 
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