Methods that learn representations of graph nodes play a critical role in network analysis since they enable many downstream learning tasks. We propose Graph2Gauss -an approach that can efficiently learn versatile node embeddings on large scale (attributed) graphs that show strong performance on tasks such as link prediction and node classification. Unlike most approaches that represent nodes as (point) vectors in a lower-dimensional continuous space, we embed each node as a Gaussian distribution, allowing us to capture uncertainty about the representation. Furthermore, in contrast to previous approaches we propose a completely unsupervised method that is also able to handle inductive learning scenarios and is applicable to different types of graphs (plain, attributed, directed, undirected). By leveraging both the topological network structure and the associated node attributes, we are able to generalize to unseen nodes without additional training. To learn the embeddings we adopt a personalized ranking formulation w.r.t. the node distances that exploits the natural ordering between the nodes imposed by the network structure. Experiments on real world networks demonstrate the high performance of our approach, outperforming state-of-the-art network embedding methods on several different tasks.
Introduction
Attributed graphs are a natural representation of a wide variety of real-life data such as biological networks (gene/protein interaction networks), sensor networks (smart homes/cities), social and information networks (Facebook friendship networks, Amazon/Epinions rating networks), and coauthor and citation networks (DBLP, Arxiv). For analyzing such data, node embedding approaches have become highly popular. By operating in the embedding space, one can employ proved learning techniques and bypass the difficulty of incorporating the complex node interactions. Tasks such as link prediction, node classification, clustering, community detection, and visualization all greatly benefit from these latent node representations. Furthermore, as shown in [25, 30, 5] , by leveraging both sources of information (the network structure and attributes) one is able to learn more useful representations compared to approaches that only consider the graph.
All existing attributed graph embedding approaches represent the nodes by a single point in some lower-dimensional continuous vector space. Representing the nodes simply as points, however, has a crucial limitation: we do not obtain information about the uncertainty of that representation. Nonetheless, uncertainty is inherent when describing a node in a complex graph by a single point only. Imagine a user for which the different sources of information are conflicting with each other, e.g. pointing to different communities or even reveal contradicting underlaying patterns. This should be reflected in the uncertainty of its embedding. As a solution to this problem, we introduce a novel embedding approach that represents nodes as Gaussian distributions: each node becomes a full distribution and not a single point only. Thereby, we capture uncertainty about their representations.
To effectively represent the complex interactions between the nodes and the non-i.i.d. nature of the data, we further propose a novel personalized ranking formulation to learn the embedding in a fully unsupervised way. Intuitively, from the point of view of a single node, we want nodes in its immediate neighborhood to be closest in the embedding space, while nodes multiple hops away should become increasingly more distant. This ordering between the nodes imposed by the network structure w.r.t the distances between their embeddings naturally leads to our novel ranking formulation and is in contrast to most methods that only consider first hop neighborhood of the nodes. By taking into account this natural ranking from each node's point of view we incorporate information about the networks structure beyond first and second order proximity, thus learning more powerful embeddings.
The main contributions of our approach are summarized as follows: a) We embed nodes as Gaussian distributions allowing us to capture uncertainty. b) We take into the account the network structure at multiple scales by exploiting the natural ordering of nodes via a ranking formulation on the embedding distances.
c) We propose a completely unsupervised general method applicable to different types of graphs (plain, attributed, directed, undirected) able to handle inductive learning scenariosembedding unseen nodes that were not part of the initial network without additional training.
Related work
In line with the focus of the paper, we describe here mainly works with the following aspects: plain graph embedding, attributed graph approaches, and distribution embeddings. While we also mention some semi-supervised approaches, the focus of this paper is unsupervised learning.
Different approaches have been proposed for unsupervised learning of node embeddings. For a recent survey the reader is referred to [7] . Approaches such as DeepWalk [22] and node2vec [8] look at plain graphs and learn an embedding based on random walk procedures by extending or adapting the Skip-gram [18] architecture. LINE [27] uses both first-order and second-order proximity and trains the embedding via negative sampling. SDNE [29] similarly has an unsupervised component that preserves second-order proximity and a supervised component that exploits first-order proximity as to refine the representations in the latent space. GraRep [1] is a factorization based method that considers local and global structural information.
Tri-Party Deep Network Representation (TRIDNR) [21] considers node attributes, network structure and potentially node labels but maps the points into a vector space failing to account for uncertainty. CENE [25] treats the attributes as special kinds of nodes (similarly to [5] ) and learns embeddings on the augmented network. Text-Associated DeepWalk (TADW) [30] learns node representations considering network structure and text features by using a low-rank matrix factorization. Heterogeneous networks are consider in [26, 2] , while [11] simiarly to [21] considers labels.
Graph convolutional networks represent another family of approaches that seek to adapt conventional CNNs to graph data. Most of these approaches [13, 3, 10, 19, 20, 23] utilize the graph Laplacian and the spectral definition of a convolution and boil down to some form of aggregation over neighbors such as averaging. They can be thought of as implicitly learning an embedding (e.g. by taking the output of the last layer before the supervised component). See [19] for a detailed overview. In contrast to this paper, most of these methods are (semi-)supervised. The graph variational autoencoder (GAE) [14] is a notable exception that can learn node embeddings in an unsupervised manner.
Few approaches so far consider the idea of learning an embedding that is a distribution to account for uncertainty. In the domain of natural language processing [28] learn Gaussian embeddings for word representation. Closest to our work are the approaches by [9] where the authors propose Gaussian embedding to represent knowledge graphs and [4] that similarly learn Gaussian embeddings on heterogeneous graphs for node classification. Both approaches are not applicable for the context of unsupervised learning of attributed graphs that we are interested in. The method in [9] learns an embedding for each component of the triplets (head, tail, relation) in the knowledge graph. Note that we cannot naively employ this method by considering a single relation "connects to" and a single entity "node", since given their approach all nodes would have to be similar to the embedding for the single relation. Similarly, considering the semi-supervised approach proposed in [4] , we cannot simply "turn off" the supervised component to adapt their method for unsupervised learning, since
given the defined loss we would trivially map all nodes to the same Gaussian. Additionally, both of these approaches do not consider node attributes.
Deep Gaussian embedding
In this section we introduce our method Graph2Gauss (G2G) and detail how both the attributes and the network structure influence the learning of node representations. The embedding is carried out in two steps: (i) the node attributes are passed through a non-linear transformation via a deep neural network and yield the parameters associated with the node's embedding distribution, (ii) we formulate an unsupervised loss function that incorporates the natural ranking of the nodes as given by the network structure w.r.t. a similarity measure on the embedding distributions.
Problem definition
Let G = (A, X) be a directed attributed graph, where
is an adjacency matrix representing the connections between N nodes and X ∈ R N ×D collects the attribute information for each node where x i is a D dimensional attribute vector of the i th node. We aim to find a lower-dimensional Gaussian distribution embedding
with L N, D, such that nodes similar w.r.t. attributes and network structure are also similar in the embedding space given some similarity measure ∆(h i , h j ). In Fig.3 (a) for example we show nodes that are embedded as two dimensional Gaussians.
Network structure representation via personalized ranking
To capture the structural information of the network in the embeddings space, we propose a personalized ranking approach. That is, locally per node i we impose a ranking of all remaining nodes w.r.t. their distance to i in the embedding space. More precisely, in this paper we exploit the k-hop neighborhoods of each node: Given some anchor node i, we define N ik = {j ∈ V |i = j, min(sp(i, j), K) = k} to be the set of nodes who are exactly k hops away from node i, where V is the set of all nodes, K is a hyper-parameter denoting the maximum hoppness we are wiling to consider, and sp(i, j) returns either the length of the shortest path starting between node i and j or ∞ if the node is not reachable.
Intuitively, we want all nodes belonging to the 1-hop neighborhood of i to be closer to i w.r.t. their embedding, compared to the all nodes in its 2-hop neighborhood, which in turn are closer than the nodes in its 3-hop neighborhood and so on up to K. Thus, the ranking we want to ensure from the perspective of node i is
Or equivalently, we aim to satisfy the following pairwise constraints:
Going beyond mere first-order and second-order proximity, as used in other approaches, this enables us to capture the network structure at multiple scales incorporating local and global structure.
Similarity measure
To solve the above ranking task we have to define a suitable similarity measure between the latent representation of any two nodes. Since our latent representations are distributions similarly to [4, 9] we employ the KL divergence as an asymmetric similarity measure -this gives the additional benefit of handling directed graphs in a sound way. More specifically, given the latent Gaussian distribution representation of two nodes h i , h j we define:
Here we use the notation µ i , Σ i to denote the outputs of some functions µ θ (x i ) and Σ θ (x i ) applied to the attributes x i of node i respectively and tr(.) denotes the trace of a matrix.
The asymmetric KL divergence also applies to the case of an undirected graph with the caveat that we have to process both directions of the edge. We could alternatively define a symmetric similarity measure such as the Jensen-Shannon divergence or the inner product between the distributions themselves.
Deep encoder
We pick the functions µ θ (x i ) and Σ θ (x i ) to be deep feed-forward non-linear neural networks parametrized by some parameters θ. It is important to note that these parameters are shared across instances and enjoy the typical statistical strength benefits. Additionally, we design µ θ (x i ) and Σ θ (x i ) such that they share parameters as well. More specifically, a deep nonlinear encoder f θ processes the node's attributes and outputs an intermediated hidden representation, which is then in turn used to output µ i and Σ i in the final layer of the architecture.
Given our setting, we have to make sure the parameters yielded by the encoder are in valid range, i.e. for the case of Gaussian distribution we have to make sure the covariance matrices Σ i are kept positive definite. To ensure this, we focus on diagonal covariance matrices; here, the positivity of the variance terms can easily be achieved by letting the encoder generate log-variances. The final covariance matrix is obtained by exponentiating and arranging the elements on the diagonal. As noted in [28] the choice of diagonal covariance coupled with the KL divergence as a similarity measure allows us to easily obtain the gradients w.r.t. the distribution parameters needed to apply backpropagation and learn the parameters of the encoder.
Learning via energy-based loss
Since it is intractable to find a solution that satisfies all of the pairwise constraints defined in Sec. 3.2 we turn to energy based learning approaches. The idea is to define a max-margin like objective function that penalizes ranking errors given the energy of the pairs. More specifically, denoting the negative KL divergence between two nodes as the respective energy,
we define the following loss to be optimized:
In the terminology of energy based learning, the E ij terms are considered as positive examples whose energy should be higher compared to the energy of the negative terms E ij . Here, we employed the so called square-exponential loss [15] which unlike other typically used losses (e.g. hinge loss) does not have a fixed margin and pushes the energy of the negative terms to infinity with exponentially decreasing force. In other words, for a given anchor node i, the energy E ij should be highest for nodes j in his 1-hop neighborhood, followed by a lower energy for nodes in his 2-hop neighborhood and so on. Finally, we can optimize the parameters θ of the deep non-linear neural network mapping f θ such that the loss L is minimized and the pairwise rankings are satisfied. For large graphs, the complete loss is intractable to compute, confirming the need for a stochastic variant. Randomly sampling triplets (i, j, j ) however, is likely to fail due the sparsity of real world networks making it unlikely that for a random j, j we obtain the required property sp(i, j) < sp(i, j ). It is widely known that such losses are highly dependent on a good sampling strategy. We therefore propose the following stochastic mini-batch variant of the loss:
where j 1 , . . . , j K are sampled uniformly at random from N i1 , . . . , N iK respectively for some node i, and |N i * | are upscaling terms making sure that we obtain unbiased estimates of the gradient. Intuitively, this means that for every node i, we randomly sample one other node from each of his neighborhoods (1-hop, 2-hop, etc.) and then optimize over all the implied pairwise constraints (E i1 < E i2 , E i1 < E 13 , . . . , E i1 < E iK , E i2 < E i3 , . . . E i2 < E iK , . . . , E iK−1 < E iK ). For cases where the number of nodes N is particularly large we can further subsample mini-batches, by selecting anchor nodes i at random.
Note again that the parameters θ are shared across all instances, meaning that we share statistical strength and can learn them more easily in comparison to treating the distribution parameters (e.g. µ i , Σ i ) independently. The parameters are optimized using Adam [12] .
Discussion
Link prediction. To evaluate our method w.r.t. a link prediction task it is desirable to obtain the probability p ij of forming a directed edge from any node i to any node j. We define this probability simply as p ij = exp(−E(h i , h j )).
New nodes. Note that once the learning procedure concludes, the embedding for a particular node depends solely on its attributes. This enables our method to easily handle the issue of obtaining a representation for new nodes that were not part of the network during learning. Most approaches cannot handle this issue at all, with a notable exception being [29] . They can utilize the adjacency vector of the new node and feed it into their deep model to get the node's representation, but cannot handle nodes that have no existing connections. In contrast, our method can handle even such nodes since we rely on the attribute information.
Types of attributes. Depending on the type of the node attributes (e.g. text or images) we could use in principle CNNs/RNNs to process them. We could also easily incorporate any of the proposed graph convolutional layers. However, we observe that in practice using simple feed-forward architecture with rectifier units is sufficient, while being much faster and easier to train.
Plain graph embedding. Even though attributed graphs are often found in the real-world, sometimes it is desirable to analyze plain graphs. Our method can also be easily applied for embedding graphs that don't have any attributes. To achieve this we simply pass one-hot encoding of the nodes through our deep encoder instead of the attributes. As we later show in the experiments we able to learn useful representations in this scenario, even outperforming some attributed approaches. Naturally, in this case we lose the ability to handle new nodes. We compare the one-hot encoding version, termed G2G_oh, with our full method G2G that utilizes the attributes and all remaining competitors.
Embedding evaluation
We compare G2G to several competitors namely: TRIDNR [21] and TADW [30] as representatives that consider attributed graphs, and GAE [14] as a representative of the convolutional neural network approaches since it can be trained in an unsupervised manner. TRIDNR can use but does not require labels. Thus, to have fair evaluation we disable its supervised component and train all methods completely unsupervised. Furthermore, TRIDNR can only process raw text as node attributes so we exclude it from comparison for datasets with other types of attributes. Note that for all competing methods the graph needs to be transformed to an undirected graph -giving them a substantial advantage specifically in the link prediction tasks. Moreover, in all experiments if the competing techniques use an embedding of dimensionality L, G2G's embedding is actually only half of this dimensionality so that the overall number of 'parameters' per node (mean vector + variance terms) matches L.
Dataset description We used several attributed graph datasets. Cora [17] is a well-known citation network of machine learning papers divided into classes based on the topic. While most approaches report on a small subset of this dataset we additionally extract from the original data the entire network and name these two datasets CORA (N = 
Link prediction
One of the most common task that is used to demonstrate that a method is able to learn meaningful embeddings is the task of link prediction. Since we do not require any ground-truth classes/clusters we evaluate this task on all real-world datasets.
Setup. The models are trained on incomplete datasets where we are only allowed to train on part of the edges/non-edges, while keeping all node features. More specifically, similarly to [14, 29] we create validation and test sets that contain 5% and 10% randomly selected edges and equal number of randomly selected non-edges respectively, with the rest of edges/non-edges in the train set. We used the validation set for tuning any hyper-parameters and the test set only to report the performance. As by convention for this link prediction task we report area under the ROC curve (AUC) score and the area under the precision-recall curve also known as average precision (AP) score for each method. We use a simple MLP for the encoder with a single hidden layer of size 512 and relu activation.
Performance on real-world datasets. Table 1 shows the performance of the methods w.r.t. to the link prediction task for different datasets and embedding size L = 128. As we can see our method significantly outperforms the competitors across all datasets which is a strong sign that the learned embeddings are useful. Furthermore, even the constrained version of our method G2G_oh that does not consider attributes at all outperforms the competitors on some datasets. In the table NTA indicates that the method is not able to process non-textual attributes, highlighting the disadvantages of the respective method. While GAE achieves comparable performance on some of the datasets, their approach doesn't scale to large graphs. In fact, for graphs beyond 15K nodes we had to revert to slow training on the CPU since the data did not fit in the GPU memory (12GB). Additionally, we show in Figs.1(a) and 1(b) the performance w.r.t. the dimensionality of the embedding. G2G is able to learn useful embeddings with strong performance even for relatively small embedding sizes. Even for the case L = 2, where we embed the points as one dimensional Gaussian distributions (L = 1 + 1 for the mean and the sigma of the Gaussian), G2G still outperforms all of the competitors irrespective of their much higher embedding sizes. Finally, we evaluate the performance w.r.t. the percentage of training edges varying from 10% to 85%. We can see in Figs.1(c) and 1(d) that while for small percentages some of the methods can achieve comparable performance, as the percentage increases our method is able to learn much more useful embeddings as reflected by the scores. This is despite the fact that they get an unfair advantage in the link prediction task, since they all learn on an undirected version of the graph.
Node classification
Node classification is another task that is commonly used to showcase the strength of the learned embeddings -after they have been trained in an unsupervised manner. Setup. We evaluate the node classification performance for two datasets (Cora and Citeseer) that have ground-truth classes. Similar results hold for the rest omitted due to space limitations. First, we train the embeddings on the entire training data in an unsupervised manner (excluding the class labels). Then, following [22] we use varying percentage of randomly selected nodes and their learned embeddings along with their labels as training data for a logistic regression, while evaluating the performance on the rest of the nodes as test-data. We also optimize the regularization strength for each method/dataset via cross-validation.
Performance on real-world datasets. We can see that our method clearly outperforms the competitors. Again, the constrained version of our method that does not consider attributes is able to outperform some of the competing approaches. Additionally, we can conclude that in general our method shows stable performance regardless of the percentage of labeled nodes. This is a highly desirable property since it shows that should we need to perform classification it is sufficient to train on a small percentage of labeled nodes only.
Node classification and homophily. The concept of homophily captures the idea that similar users/entities tend to associate and link to each other, as in the proverb "birds of a feather flock together". In the context of attributed graphs and node classification this translates into: "the neighbors of some node should have the same class as the node itself, since they tend to have similar attributes and share similar connections". Of course this is not always true in real-world networks. If we compute for each node the percentage of neighbors sharing the same class -here called the homophily ratio of the node -we obtain in average over all nodes: 80% for Cora, 97% for Citeseer, 81% for DBLP and 80% for Pubmed.
Most methods aim to embed nodes with similar network structure close together. In the case of perfect homophily this would result into an embedding with nicely separable classes that any (linear) classifier can handle. However, as we have seen above homophily in the real world is not perfect. Therefore, to examine the node classification more carefully we compute the classification performance w.r.t. the homophily ratio. More specifically, we train a logistic regression on 5% of the nodes and test the performance on the test set for all nodes whose homophily ratio is above a certain threshold. In Fig.2(c) we can clearly see that for all methods, as the threshold of the homophily ratio increases their performance increases as well, meaning we can classify nodes with higher homophily ratio better.
Network visualization
One key application of network representation is creating meaningful visualizations of a network in 2D/3D that support tasks such as data exploration and understanding. Following [27, 21] we first learn a lower-dimensional L = 128 embedding for each node and then map those representations in 2D with TSNE [16] . Additionally, since our method is able to learn useful representations even in low dimension we embed the nodes as 2D Gaussians and visualize the resulting embedding. Fig. 3 shows the visualization for the Cora-ML dataset. We see that our method is able to learn an embedding in which the different classes are clearly separated from each other. 
Embedding uncertainty
Learning an embedding that is a distribution rather than a point-vector allows us to capture uncertainty about the representation. The uncertainty already proved to be useful in the link predication task since the probability of forming an edge was based on the energy score which in turn already incorporates the distribution uncertainty. The nodes with high uncertainty additionally reveal interesting patterns. For example in the Cora dataset, one of the highly uncertain nodes was the paper "The use of word shape information for cursive script recognition" by R.J. Whitrow -surprisingly, all citations (edges) of that paper (as extracted from the dataset) were towards other papers by the same author.
Inductive learning: Generalization to unseen nodes
As discussed in Sec. 3.6 G2G is able to learn embeddings even for nodes that were not part of the networks structure during training time. Thus, it not only supports transductive but also inductive learning. To evaluate how our approach generalizes to unseen nodes we perform the following experiment: (i) first we completely hide 10% of nodes from the network at random; (ii) we proceed to learn the node embeddings for the rest of the nodes; (iii) after learning is complete we pass the (new) unseen test nodes through our deep encoder to obtain their embedding; (iv) we evaluate by calculating the link prediction performance (AUC and AP scores) using all their edges and same number of non-edges.
We obtain the following results (AUC/AP scores) for different datasets: Cora As the results clearly show, since we are utilizing the rich attribute information, we are able to achieve strong performance for unseen nodes. This makes our method applicable in the context of large graphs where training on the entire network is not feasible.
Conclusion
We proposed Graph2Gauss -the first unsupervised approach that represents nodes in attributed graphs as Gaussian distributions and is therefore able to capture uncertainty. Since we exploit the attribute information of the nodes we can effortlessly generalize to unseen nodes, enabling inductive reasoning. Graph2Gauss leverages the natural ordering of the nodes w.r.t. their neighborhoods via a personalized ranking formulation. The strength of the learned embeddings have been demonstrated on several tasks -specifically achieving high link prediction performance even in the case of low dimensional embeddings. As future work we aim to study personalized rankings beyond the ones imposed by hoppness.
