Abstract. We present a method to compute enclosures of the local invariant manifolds of a hyperbolic saddle of an analytic vector eld. By considering parametrisations of the invariant manifolds, instead of describing them as graphs of functions from the corresponding tangent spaces, we nd simple recursive formulae for their Taylor coecients. In addition to this, we obtain rigorous bounds on the remainder terms of the Taylor series.
Introduction
The invariant manifolds of a saddle of a vector eld are very important objects for the understanding of the global dynamics of the ow generated by the vector eld. The invariant manifolds divide the phase space into regions with dierent behaviour. The simplest picture is in the plane, where the invariant manifolds, the separatrices, of the saddles of the system, together with the limit cycles, decompose the phase plane into connected components where the trajectories have similar α and ω limit sets. A standard reference on invariant manifold theory is [7] . In higher dimensions the structure of the invariant manifolds is, typically, much more complicated. The fundamental theorem about hyperbolic saddles is the stable (unstable) manifold theorem, see e.g. [7, 18] , which states that locally at a hyperbolic xed point there exist manifolds of dimensions d s and d u , denoting the number of negative and positive eigenvalues of the linearisation of the vector eld at the xed point, such that the tangent spaces of the stable and unstable manifolds at the xed point are the negative and positive eigenspaces, respectively, of the linearisation. In addition, these manifolds can locally be described as graphs of functions from the negative eigenspace to the positive eigenspace, and vice verse.
To compute global invariant manifolds, one typically starts with an approximation of the local invariant manifolds lying in the corresponding eigenspace of the linearisation, and expand the global invariant manifolds step by step from the local one. For a review of a plethora of such methods see [9] .
Few methods exist, however, that can accurately approximate the invariant manifolds locally. Some such methods are [16, 17, 23] . In [16] a method is constructed to compute quantitative estimates on the sizes of the neighbourhoods, where the local invariant manifolds can be expressed as graphs. In addition to this, cone enclosures of those graphs are provided. The idea of the method in [17] is to iterate the xed point equation from Irwin's proof, see e.g. [18] , of the stable (unstable) manifold theorem, to describe the local invariant manifolds as graphs. The method in [23] describes how to compute cones that enclose the local stable and unstable manifolds. All of the above methods for the computation of local invariant manifolds are constructed for discrete dynamical systems; continuous dynamical systems are studied by considering the ow generated by the vector eld as a discrete dynamical system.
Our approach is to compute Taylor expansions, together with explicit error estimates, of the parametrisations of the invariant manifolds; for a review of Taylor-type arithmetic see e.g. [12] . Our parametrisations are constructed such that the negative and positive eigenspaces of the linearisation at the xed point are invariants of the ow of the vector eld. This is a much weaker requirement than to completely linearise the vector eld, as can be done, according to Siegel's theorem [19] , under certain Diophantine conditions on the eigenvalues. The idea to compute a close to identity transformation that removes all terms necessary for the transformed equation to have this property has appeared in [21] ; in [22] the resulting vector eld, after this close to identity transformation, was named a robust normal form.
We consider parametrisations from the negative or positive eigenspaces into the entire phase space, instead of into the other eigenspace. A benet of our approach is that the parametrisations are much easier to compute, and their convergence radii are typically relatively large, so that a large part of the phase space in a neighbourhood of the xed point is inside of the range of the parametrisation. Another advantage of our approach is that it allows for an ecient, fully automated implementation on a computer. The drawback of our approach is that we loose control of the size of the projection of the domain in phase space, where the description of the local invariant manifold is valid, onto the corresponding eigenspace. When computing the invariant manifolds as graphs, these projections are the identity on the coordinates corresponding to the negative and positive eigenspaces, respectively. In practice, however, our convergence radii are large enough, so this problem is negligible.
We should also emphasise that the method is completely rigorous, since a part of the algorithm proves the convergence of the power series of the parametrisation. Simultaneously, bounds on the remainder are automatically computed, and are used to compute error estimates of the computed parametrisations.
There are many possible applications of the method; two important such applications are: to increase the accuracy of the local-global step of a computation of a global invariant manifold, and to prove the existence of homoclinic and heteroclinic trajectories. One can use our method as a precalculation to improve the accuracy of an approximate scheme to calculate invariant manifolds, such as one of the methods in [9] . The main improvement would probably occur already from one iteration of the recursive formulae for the calculation of the parametrisations, ignoring their convergence properties. To prove the existence of a homoclinic or heteroclinic trajectory of the ow of a vector eld, one typically needs some kind of estimate on the location of the local invariant manifolds; from that location one can compute the ow by e.g. a Lohner-type algorithm [10] . Our method can be used to choose such initial enclosures of the invariant manifolds in a neighbourhood of the xed point. This paper is organised as follows: in Section 2 we introduce the necessary notation, recall the necessary concepts about robust normal forms from [22] , and state our main result on the existence of analytic parametrisations. In Section 3 we prove the main theorem, and in Section 4 we calculate the local invariant manifolds in two examples: one planar system, similar to the discrete system studied in [16, 17, 23] , and the Lorenz system [11] .
Statement of the results
Consider a vector eld in R d of the following form:
with Λ ∈ S, where S := {diag(λ ds , . . . ,
and where F is an analytic function, with F (z) = O(z 2 ). We decompose z in the stable and unstable coordinates, z = (x, y) ∈ R ds × R du . Note that any vector eld with a saddle xed point, with distinct real eigenvalues, can (locally) be brought into this form by an ane change of variables.
The structure of the parametrisation of the invariant manifolds that we are computing is based on the close to identity change of parameters associated with the robust normal forms studied in [8, 21, 22] . In order to simplify the formulae, we use vector and multi-index notation. In this section we revise and adapt the necessary notation and results from [8, 21] , and state our main result.
The structure of (1) implies that the stable and unstable manifolds at the origin are tangent to the coordinate axes. As discussed in the introduction, we seek a parametrisation of the stable and unstable manifolds, i.e., we want to compute maps φ and ψ such that:
We require that φ = O(ξ 2 ) and ψ = O(η 2 ). The maps φ and ψ determine a close to identity change of coordinates in R d :
The idea of the parametrisation is that in (ξ, η)-coordinates the local stable and unstable manifolds should be given by E s and E u , the stable and unstable tangent spaces at the xed point. ξ should be interpreted as the nominally stable, and η as the nominally unstable coordinates. Since φ and ψ do not have any constant or linear parts we have that the pullback of the original vector eld using Θ has the following form:
In order for the local invariant manifolds to be of the forms (2) and (3) G must be of order O(min(|ξ|, |η|)). This means that if g m is a non-zero coecient in the formal power series of G, then |m s | ≥ 1 and |m u | ≥ 1. We call the non-negative number |m| = |m u | + |m s | the order of m, and dene the setÑ 2 = {m ∈ N 2 : |m| ≥ 2}. We split the space of multi-indices into the sets
We can now dene the set of admissible linear parts of (1) that we consider:
We will often use the notion of lters of a (formal) power-series: if
Also, we let f d denote the partial sum of the rst d terms of f . We use the norms |z| = max 1≤i≤d {|z i |} and ||f || r = max{|f (z)| : |z| < r}. The r-disc is denoted by B r . If X is a set and r ∈ R, we denote by rX the set {rx : x ∈ X}.
Let α = (α 1 , . . . , α k ) ∈ R k , we say that α is A-nitely rationally independent if
We will use the following lemma, which essentially is a reformulation of [21, Lemma 5.1].
Lemma 2.1. Assume that λ is λ ds λ1 -nitely rationally independent and µ is µ du µ1 -nitely rationally independent. Then, Λ ∈ F. Furthermore, for all multiindices m ∈ V with orders |m| ≥ max
we have the following sharp lower bound: (6) |m · (λ, µ) − ν| ≥ Ω(|m|), for all ν ∈ {λ i } ∪ {µ i }.
From this lemma it clearly follows that F is open. In addition F has full Lebesgue measure in S, since it is constructed by removing countably many lines from S.
We are now ready to state our main theorem :
Theorem 2.2. Given a systemż = Λ(z) + F (z) and a natural number n 1 , where
m is an analytic function, Λ ∈ F, and n 1 ≥ max
, there exists analytic parametrisations of the stable and unstable manifolds of the forms (2) and (3), converging on the disk B rΘ , with
for some positive real numbers C and r Θ . Furthermore, φ and ψ are computable with the complexities O n , respectively.
To prove the convergence of Θ we proceed as in e.g. [6, 20] , and use the method of majorants. If f, g : C d → C d are two formal power series, and |f m | < g m for all multi-indices m, and all the coecients of g are real and positive, we say that g majorises f , denoted by f ≺ g. Thus, the convergence radius of f is at least as large as g's. We will majorise in two steps; given some f :
Proof of the main theorem
Let z = (x, y) be the original coordinates, and ζ = (ξ, η) the coordinates in the domain of Θ. By inserting z = Θ(ζ) into (1), dierentiating, and comparing the sides, we get:
DΘζ =ż = Λ(Θ(ζ)) + F (Θ(ζ)). Inserting this expression into (5) yields:
we reorder the terms and get:
Let L Λ and K Λ be the operators
where we note that
. Recall, we want to compute a normal form (5) such that G = O(min(|ξ|, |η|)). The terms in (1), which we want to cancel with Θ, come from F . To be able to simplify (9) by decoupling the various terms into groups, we note that V s and V u are invariant under F . Therefore, by ltering on the component level, we get the following two functional equations for φ i and ψ i :
Since Λ ∈ F, and [φ] V = φ and [ψ] V = ψ by construction, we can solve (14) and (15) recursively.
To bound the solutions of (14) and (15) we proceed as in [8, 21] , and prove the convergence of the change of variables using majorants and induction. A heuristic constant n 0 , such that n 1 > 2n 0 , is needed. The two constants n 0 and n 1 determine the range of coecients of the formal power series of Θ that should be used in the induction proof. Let
be the constant from Lemma 2.1 from which the explicit lower bound holds. Recall that we have assumed that n 1 ≥ N .
Let φ i (ξ) = ∞ |ms|=2 α i,ms ξ ms and ψ i (η) = ∞ |mu|=2 β i,mu η mu be the sought change of variables. To majorise the functions φ and ψ we construct two one dimensional functionsφ andψ. Put
Theα k 's andβ k 's will be used as the rst terms in the majorants of φ and ψ, respectively. Although the convergence of the parametrisations of the local stable and unstable manifolds can be proved separately, for simplicity of the exposition, we henceforth study their convergence simultaneously. Therefore, let γ k =α k +β k , and dene the joint majorant
To calculate α i,m and β i,m , with |m| = k, we use the operators L Λ and K Λ dened by (10) and (11), respectively. Their evaluation reduces by (14) and (15) to the evaluation of k-Taylor models of F i ((ξ, 0) + φ(ξ)) and F i ((0, η) + ψ(η)), respectively. The action of L Λ and K Λ on monomials are given by (12) and (13), and yield the following formulae for α i,m and β i,m , respectively:
Note that the coecients at a certain level only depend on the previous levels. The reason is that F does not contain constant or linear terms. This in turn allows for a recursive solution scheme of (14) and (15), given by (16) and (17), respectively.
If n 1 is suciently large, then the rst n 1 terms of φ and ψ, computed as above, produce a good approximation of a majorant χ, and we use this to determine an approximate radius of convergence for χ. The validity of this radius of convergence will now proved. As a rst step we determine, using a least squares estimator, constants C and M such that
The equation (18) claries the introduction of the constant n 0 . It should be large enough to capture transient phenomena in the sizes of the coecients of χ, so that the estimate from (18) is a tight bound on the coecients in the tail of the power series of χ. The least squares estimation is done in two steps: rst a standard least squares approximation is computed, then we assume that M has been well approximated and increase C until (18) holds. Thus, a candidate radius of convergence is
which needs to be veried.
We will consider a slightly larger majorant of χ. If
we deneĉ
and setF
F is clearly a majorant of F i . In the rest of the proof we will assume that F is polynomial of order ρ. This is done in order to simplify the presentation, and because our present implementation only allows for polynomial F . For a general analytic function with convergence radius s, one has to choose two other radii 0 < s < s < s, and use Cauchy-type estimates on the ρ-tail of F on B s valid on B s , and then require that r Θ < s . If the computed estimates are added to the bound A rΘ in (20) below, then the proof goes through.
We dene
Clearly,F (z) ≤ A|z| 2 , on B rΘ . In [8] , based on an idea from [21] , the following proposition is proved for a similar majorisation process of a dierent problem.
then Θ is analytic on B rΘ .
The remainder terms in Theorem 2.2 are found by using the geometric bounds given by C and M . Since we use the supremum norm, the uncertainties can appear in any component simultaneously. Therefore, the remainders are added as B 1 scaled with geometric bounds given by the bound on the growth of the γ k 's.
What remains of the proof of Theorem 2.2, are the proofs of the computational complexities. To prove them we note that the computationally intensive step of the algorithm is the recursive solution of the equations (14) and (15) using the formulae (16) and (17) . To compute the kth order Taylor-series we need to compute O(k ds ) and O(k du ) partial derivatives, respectively. Because of the denominators appearing in (16) and (17), we cannot simply continue to generate the entire series at once; instead we must stop the calculation and rescale the coecients at level k, and then reinsert the kth order Taylor series in (16) and (17) . That is, we have to compute
) and
coecients, respectively, which yields the result in the statement of the theorem.
Examples
An algorithm proving the conditions of Lemma 2.1 and Theorem 2.2 has been implemented in a C++ program using the C-XSC package [3, 5] for interval arithmetic [1, 13, 14, 15] . For automatic dierentiation [4] we use a modied version of the Taylor arithmetic package [2] . The computation times are for computations performed on a 2.0 GHz Intel Xeon processor.
4.1. A Planar System. There are several methods to compute local invariant manifolds of discrete dynamical systems, see e.g. [16, 17, 23] . In principle, these methods can also be used for continuous dynamical systems by studying the timet map of the ow for some t. To compare with the method in [23] , which is also able to treat ows, we study a vector eld of the same form as the discrete dynamical system studied in [16, 17, 23] .
Using n 0 = 40, and n 1 = 81, we compute (the computation takes a few seconds) r Θ = 0.30 and C = 1.65 × 10 −4 . These values yield the following bound on the error terms in Theorem 2.2:
, for ζ ∈ B 0.30 .
The image Θ(B 0.30 ) is shown in Figure 1 . By inspection we see that the image contains the ball B 0.16 ; this can be compared with the convergence radius 0.18 with the bound 0.241138 on the Lipschitz constant [24] for the cone enclosures of the local invariant manifolds using the method from [23] . For the convergence radius 0.16, contained in Θ(B 0.30 ), that method yields the Lipschitz constant 0.117195. This indicates that a method to enclose local invariant manifolds on a larger domain could be to use the method [23] outside of the Θ-image of the result of our method. To illustrate how the sizes of the enclosures grow as we approach the convergence radius of Θ, we zoom in on the upper branch of the local unstable manifold in Figure 2. 4.2. The Lorenz System. A standard example for testing methods to compute stable and unstable manifolds is the Lorenz system, see e.g. [9] . We study the diagonalised form of the Lorenz system [21] :
where the constants are approximately λ 1 = 11.8, λ 2 = −22.8, λ 3 = −2.67, k 1 = 0.29, k 2 = 2.2, and k 3 = −1.3. To use our algorithm on this system, we have to start and end the calculation with a permutation of the coordinates, in order for the eigenvalues to be in increasing order.
We compute Θ up to order 100 (the computation takes less than a minute) which yields the convergence radius 6.36, and the value of the constant C = 4.2 × 10 −22 . The image Θ (B 6.36 ) is illustrated in Figure 3 . In Figure 4 we plot Θ (B 6.36 ) together with a numerical approximation of a long trajectory, to see how the local stable manifold cuts the attractor, and the local unstable manifold bends around it.
The values of r Θ and C imply that the error bound on the parametrisations of the local stable and unstable manifolds is , for ζ ∈ B 6.36 .
To illustrate the dierence in phase space between our method and one computing the local stable manifold as a graph, we plot the projection of the local stable manifold onto the stable tangent space at the origin, see Figure 5 . To emphasize that our method is useful as the initial step of a local-global estimation of the stable manifold, we plot the local stable manifold in Figure 6 . One can clearly see how the manifold is twisting close to the xed point at the origin, which is a strong indication that initialising a local-global computation using our method, instead of taking a small circle in E s , could improve the result of such a computation.
To illustrate how transient eects among the magnitudes of the γ k 's inuence the convergence radius, we compute the convergence radii for several orders of expansion, with n 1 ≥ λ2 λ3 = 9, see Table 1 . As a nal example, we restrict ourselves to computation of the local unstable manifold, meaning that we put χ =ψ in the proof of Theorem 2.2. The unstable manifold is one-dimensional, hence the computations are much faster, allowing us to compute a Taylor expansion of ψ of order 191 in a few seconds. These computations yield r Θ = 14.13 and C = 6.9 × 10 −43 . The image of (0, [−14.13, 14.13]) + ψ([−14.13, 14.13) contains the piece of the local unstable manifold with |x 1 | ≤ 11.67. 
