Abstract-Regular inspection for corrosion of the pipes used in Liquified Natural Gas (LNG) processing facilities is critical for safety. We argue that a visual perception system equipped on a pipe crawling robot can improve on existing techniques (Magnetic Flux Leakage, radiography, ultrasound) by producing high resolution registered appearance maps of the internal surface. To achieve this capability, it is necessary to estimate the pose of sensors as the robot traverses the pipes. We have explored two monocular visual odometry algorithms (dense and sparse) that can be used to estimate sensor pose. Both algorithms use a single easily made measurement of the scene structure to resolve the monocular scale ambiguity in their visual odometry estimates. We have obtained pose estimates using these algorithms with image sequences captured from cameras mounted on different robots as they moved through two pipes having diameters of 152mm (6") and 406mm (16"), and lengths of 6 and 4 meters respectively. Accurate pose estimates were obtained whose errors were consistently less than 1 percent for distance traveled down the pipe.
I. INTRODUCTION
Corrosion of the pipes used in the sour gas processing stages of Liquified Natural Gas (LNG) facilities can lead to failures that result in significant damage to the infrastructure, loss of product, and most importantly fatalities and serious injuries to humans. Detailed inspection of these pipes to monitor corrosion rates is therefore a high priority.
In current industry practice, inspection is performed using Non-Destructive sensors located external to the pipe to measure wall thickness, and/or by inserting sacrificial metal samples into the pipe and measuring their loss of material rate. Example sensors include Magnetic Flux Leakage (MFL), ultrasound, and radiography (e.g. [1] ). In either case, measurements can only be made in reachable locations. Pipes in LNG facilities are often densely packed and difficult to access, making complete coverage of the pipe network expensive and time consuming.
An alternative approach is to use a pipe crawling robot to measure all of the pipe surface thereby avoiding the need for extensive, and potentially unreliable, predictive models. This approach has proven highly successful for inspecting gas pipelines, e.g. Pipe Inspection Guages (PIGs) 1 and downstream networks [2] , where wheel odometry and/or expensive Inertial Motion Units (IMUs) are used when pose estimates are needed.
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In our work, we aim to improve on the current technologies used for pipe inspection. Our goal is to produce a reliable, and low-cost, visual perception system that can support building high resolution registered appearance maps of the interior pipe wall which can later be used for corrosion detection and/or augmenting existing sensors. Concretely, our current system operates with a monocular camera mounted on a vehicle which moves through a pipe network. The output of the system is a multiple degree of freedom estimate of the vehicle pose at each time step. A second output of the system is a 2D metric appearance map of the inner pipe surface. Figure 1 illustrates a small section of the appearance map (stitched image) generated for two different pipes using the algorithms developed in this work. Single degree of freedom pose estimation methods (e.g. wheel odometry) would not be sufficient for producing consistent appearance maps.
In this paper, we explore and evaluate two classes of monocular visual odometry algorithms, dense and sparse, which can be used to achieve high accuracy position estimates. To date, both algorithms are designed for use only with straight cylindrical pipes (i.e. having no longitudinal curvature) with a constant radius. As with all visual odometry algorithms (e.g. [3] , [4] , [5] ), the positions are found relative to a starting position by integrating incremental changes in camera pose. The dense algorithm estimates a change in pose using a translational motion model (image space), which is converted to a change in translation in the pipe coordinate frame using a measured scale factor ζ. The image translation between adjacent images is estimated using all overlapping pixels. The sparse algorithm measures camera egomotion using sparse scene point correspondences found between key-frames, and their estimated position on the interior surface of the pipe. This estimated position is found using the manually measured radius of the pipe. Unlike most visual odometry algorithms, the sparse method estimates the six degree of freedom camera poses incrementally to obtain robust estimates. This approach is suited for our constrained operating environment, as discussed in more detail in the following sections. The reference scale measurement ζ and the measured radius provide the mechanism for removing the monocular scale ambiguity in the egomotion estimates. We demonstrate through experiments that both can provide accurate visual odometry estimates with errors for distance traveled in a pipe consistently less than 1 percent. This paper is organized as follows. In section 2 we provide an overview of our datasets and coordinate conventions. This information is used when describing the dense and sparse visual odometery algorithms in sections 3 and 4 respectively. In section 5 we present our results and discussion, and in section 6 we detail our conclusions and future work. table I ). The x, y image coordinates correspond, respectively, to axial and circumferential distances in each pipe. Low resolution versions are shown which cover a small region of each pipe (approximately 0.4 meters in length down the axis of the pipe). The right image illustrates the 3D rendering of the pipe 1 stitched image with a subset of the camera frustums displayed. 
II. DATASETS AND COORDINATE CONVENTIONS
We have collected datasets using two pipes; pipe 1 (located in Pittsburgh), and pipe 2 (located in Qatar). A summary of the datasets is given in Table I . For each pipe, we retrofitted a small robotic platform with a camera and lens assembly and four high intensity Light Emitting Diodes (LEDs). Figure 2 shows the robot platforms and an example image. Each camera was positioned so that the uppermost interior surface of each pipe, directly above the robot, was observed. This configuration enables high resolution images of the surface to be obtained, which are necessary for both estimating motion and producing the appearance maps. Robot motion in each pipe is primarily along the h direction (see figure 3) , although non-negligible high frequency motion occurs in all other dimensions. Images from each camera are logged and processed off-line.
A. Gain-mask correction
High intensity LEDs provide the only light source in each pipe. To account for their non-uniform lighting distribution and vignetting, we pre-process each image by dividing it with a gain mask. The gain mask is the mean of 50 images taken by the camera observing a white piece of card affixed to the interior surface of the pipe with the LEDs operating at their specified power. Figure 4 shows the gain mask for pipe 1, and the gain corrected version of the image in figure 2 .
B. Ground truth
For each pipe, we manually augment the uppermost interior surface at each end with a fine mark. The ground truth measurement for each pipe is the measured distance δ h between the two marks. Since these marks are visible in the first and last image in each dataset, we can compare visual odometry estimates for distance traveled in the h direction (see figure 3 ) to the ground truth measurement.
C. Reference Measurements: Monocular Scale Ambiguity
Without any prior knowledge, monocular visual odometry algorithms are unable to estimate translational motion with metric units. The dense and sparse algorithms both use a reference scale measurement to resolve this ambiguity. The dense algorithm uses a scale measurement ζ (pixels/meter), which relates a change in pixel coordinates in undistorted 2 perspective images to a metric change in position in the pipe coordinate frame. The scale factor ζ is obtained by imaging a reference pattern fixed to the surface of the pipe, and then finding the ratio of the pixel distance between points in the pattern to their known metric distance. This process is completed before collecting datasets. The reference scale measurements that were obtained for pipe 1 and pipe 2 are ζ = 10.47 × 10 3 and ζ = 7.16 × 10 3 respectively. The sparse monocular algorithm enforces that all world points observed in the images lie on the interior surface of a straight cylindrical pipe with constant radius. Hence, we manually measure the inner diameters of each pipe (see Table I , and [6] for details).
D. Coordinate Conventions
Referring to figure 3, we define
as the coordinate of a world point in the pipe's coordinate frame. The coordinate of a scene point, constrained to lie on the interior surface of the pipe, can be parameterized as:
where
The pose P t of the camera relative to the pipe at time t is written as:
where R is a 3×3 rotation matrix, and C is a 3×1 Euclidean position vector of the camera with respect to the origin of the pipe. The pose P t defines the transform of a world point with coordinate X i , in the pipe coordinate frame, to coordinate Y i in the camera coordinate frame:
III. DENSE MONOCULAR The dense monocular algorithm uses direct, or pixel-based, image registration (alignment) to estimate camera egomotion [7] , [8] . We use a two degrees of freedom parametric model [9] , whereby adjacent images I t−1 , I t are related by a single δx = (δx, δy)
T pixel shift (image translation):
We set the initial camera pose P 0 as 3 :
The change in pose Q = P −1 between adjacent images, measured in the pipe coordinate frame of reference, is
The scale factor ζ discussed in section 2 allows the image translation δx to be converted to a change in camera pose δC, in the pipe coordinate frame, with metric units. The unknown offsets C X and C Y in (5) could be manually measured if desired. However, they have no influence on the estimate of the distance the robot travels in the h direction down the pipe. To estimate the image translation δx, we use a full-search method followed by an iterative model-based refinement.
A. Full-search An initial integer estimate of the image translation δx is obtained by sliding one of the images over the other on a 2D grid in image space. The objective is to find the alignment (image translation δx) that minimizes a function of image dissimilarity. In this work, we use the Sum of Absolute Difference (SAD) normalized by the area of overlap to measure the quality of registration.
B. Iterative model-based refinement
In an attempt to improve upon the initial integer estimate of δx obtained using full-search, we proceed to use the iterative model-based registration framework proposed by [9] for sub-pixel refinement. The translational motion δx between image pairs is approximated iteratively using a GaussNewton refinement process to minimize the Sum of Squared Differences (SSD) between adjacent images, normalized by the area of overlap (see [9] for details). Iteration continues until convergence, or an empirically selected maximum number of times is exceeded.
Iterative registration schemes are prone to converge in a local minima if the overlap between images is small. Obtaining an initial estimate for δx using the full search method guarantees, in most cases, that the iterative refinement will converge to a more accurate estimate of the correct motion.
IV. SPARSE MONOCULAR The sparse monocular algorithm estimates camera egomotion based on the changes in positions of sparse keypoint correspondences in adjacent images. These changes are typically referred to as the sparse optical flow, and are used as the basis for many monocular visual odometry algorithms [3] , [10] . However, most visual odometry algorithms are designed to operate in unstructured environments where the relative Euclidean coordinates of scene points cannot be derived from a single image; they must be triangulated from pairs or sequences of images [11] . As discussed, we constrain the camera to lie within a straight cylindrical pipe with a fixed, and known, radius r. The Euclidean coordinate X i of any pixel in an image can therefore be derived given the radius r and camera pose P n . Camera egomotion is estimated using the derived world point coordinates X of the sparse keypoint correspondences. Using the world point coordinates enables the camera egomotion to be estimated with metric units of translation. Hence, the monocular scale ambiguity is avoided.
A. Obtaining Scene Point Correspondences
A region-based Harris corner detector [12] is used to identify keypoints in the original (distorted) gain-corrected gray-scale images 4 . Each image is divided into an equally spaced 6 × 8 grid, and the 20 most salient keypoints in each cell retained after non-maxima suppression of the saliency values using a 7 × 7 pixel wide window -the saliency is the Harris 'cornerness' score. A region-based scheme is used to ensure that there is a uniform distribution of keypoints throughout the image. Sub-pixel keypoint positions are obtained using a two-dimensional quadratic interpolation of the Harris cornerness score based on the scheme developed in [13] . A 128-dimensional SIFT descriptor [13] is then evaluated for each keypoint from the gray-scale intensity values within a fixed sized region surrounding it. Since the cameras used have been calibrated, the pixel position x i of each keypoint is mapped to a spherical coordinate η i , x i → η i , which defines a ray in space originating from the camera center. Given any two images, corresponding keypoints are found using the ambiguity metric [13] for the SIFT descriptors with a mutual consistency check. However, the correspondence between every adjacent pair of images are not used to estimate motion since many are separated by only a few pixels difference. We use a method similar to that of Mouragnon et al [14] and Tardif et al [10] to automatically select only key frames (images) that are used to obtain the visual odometry estimates. Starting with the first image I 0 in the sequence, we keep finding the correspondences between image I 0 and I j , where I j is the j th image in the sequence. When the number of correspondences between image I 0 and I j falls below a threshold, or the median magnitude of the sparse optical flow vectors is above some threshold, the set of correspondences between images I 0 and I j−1 are kept, and images I 0 and I j−1 are assigned a camera pose P n=0 and P n=1 respectively. This process is then repeated starting at image I j−1 , and continued for the remainder of the sequence. The images I n used to compute the camera egomotion are the key-frames. We attempt to remove any outliers in the set of correspondences between key frames using RANSAC [15] and the five-point algorithm in [16] .
B. Euclidean coordinates of scene points
Recall that the image coordinate x i of any keypoint can be mapped to a spherical coordinate η i using the camera calibration parameters. We parameterize a world point in the camera coordinate frame, which is constrained to lie on the interior surface of a pipe with radius r, as Y i = κ i η i , where κ i is a scalar. From (3), X i = R −1 Y i + C, which is the coordinate of the point in the world (pipe) coordinate frame. Letting R = [R 1 R 2 R 3 ], and referring to figure 3 and (1) , the coordinate X i = (X, Y, h)
T must satisfy the constraint:
Expanding (8) produces a quadratic in κ i , which has one positive and one negative solution if the camera is inside the pipe. The positive solution is correct since the point must be in front of the perspective camera, and defines the Euclidean scene point coordinate Y i = κ i η i , where
C. Visual Odometry Estimation
Six degree of freedom (6-DOF) motion estimates are obtained using a number of steps: 1) Initial one degree of freedom (1-DOF) estimation. 2) Optimization of initial camera position. 3) Six degree of freedom (6-DOF) refinement. Before discussing each of these steps, it is important to introduce the global index g for each world point. Assume that the same world point is detected in multiple images, and the keypoint correspondences found between key frames enables us to identify that these keypoints do in fact belong to the same world point. If the pose P is know for each of the images, then the coordinate X of this point could be derived from any of the images using the procedure described in the previous section. We assign this world point a global index g, X g , and store each of the j estimates of its position obtained from different images, X g j . 1) Initial one degree of freedom estimation: Since the camera motion in a straight cylindrical pipes was constrained primarily to a change in translation δh down the pipe, the initial estimate of each camera pose P n+1 is
where δ C = (0, 0, δh) T , which has only a single degree of freedom δ h. The estimate for δh is obtained using all relevant prior information in the sequence, here the coordinates X of all the world points derived before key-frame n + 1.
For an estimate of P n+1 , we derive the coordinates of the world points using the method described previously. Denote these pointsX. A non-linear optimization (LevenbergMarquardt) is used to find the estimate of δ h in equation 9 which minimizes the error
where j is the summation for all j estimates of the world point with global index g. We could have projected the images coordinates X to the current image, and then minimized the distance to their observed (detected) pixel positions. However, the derived positions X,X all have an approximately equal uncertainty 5 , and we have found the method used to provide satisfactory results.
2) Optimization of initial camera position: We perform a batch optimization, using the first ten key-frames, to improve upon the initial manually measured estimate for C n=0 (we keep C h = 0 for the first key-frame).
The optimization used does not minimize the errors between the scene point coordinates X. The reason is that the coordinates of all of these points change during a batch optimization, and it is not clear how a suitable normalization factor can be selected -moving the camera closer to the pipe surface minimizes the dispersion of the scene points and the magnitude of the errors. For this reason, the error minimized is defined in image space with respect to the coordinates of the keypoints detected in the original images.
The estimate for P 0 is set to the same initial pose used by the dense algorithm, see (5) , using the manually measured values for C X and C Y . For each iteration, a 1-DOF estimate for each of the ten cameras P 0,··· ,9 is obtained, and the world coordinates X of all the corresponding keypoints are found from their image coordinates x. These points can then be mapped to image coordinatesx in any of the other images where they were found. The error minimized is defined in image space as
where, again, j is the summation for all j estimates of the world point with global index g. Note that x g andx g may appear in two or more images in the set.
3) Six degree of freedom refinement: The initial 1-DOF estimate is used to obtain a reasonably accurate initial estimate of camera pose. We refine the pose estimates using a 6-DOF model and a sliding window scheme. After each a = τ N key frames, where τ is any integer and N = 50 is a constant, the 6-DOF refinement for the previous 2N frames is implemented. This implementation is performed separately for each frame in the window, and no 'batch' optimization of all the frames is used.
For frame P k , where 1 ≤ k ≤ a, the coordinatesX for each of the correspondences in the image are found for a given six degrees of freedom estimate of P kthese points are no longer assumed to belong to the set of world points X. The optimized 6-DOF estimate is the one which minimizes (10). The non-linear optimization is implemented using Levenberg-Marquardt, where the camera rotation R is parameterized using quaternions. This process is implemented sequentially from the first to last image in the window. Since this method limits the degree by which the pose can change, it is run for an empirically selected number of times, which in the following experiments is two.
D. Selection of incremental addition of degrees of freedom
When an initial estimate of a camera's pose P n is obtained, only information from the previous frames can be used. However, during the 6-DOF sliding window optimization, a camera's pose P n is optimized using information from all frames. Attempting to estimate a camera's 6-DOF pose using only information from previous frames proved unreliable and inaccurate -this is the same reason why we don't use the five-point algorithm to obtain an initial egomotion estimate. One reason for this is the difficulty in reliably decoupling rotational and translational motion when using narrow field of view (i.e. typical perspective) cameras [17] , particularly when: there are minimal depth discontinuities in the scene [18] ; there are small changes in camera rotation and/or translation [19] , [20] ; the focus of expansion or contraction is outside the camera's field of view [17] . The last two factors in particular exist for our camera configuration (see [6] for details). Using information from all frames to estimate the 6-DOF motion enabled significantly more reliable and accurate results to be obtained.
V. RESULTS AND DISCUSSION

A. Results
Visual odometry results were obtained, for the datasets summarized in table I, using the dense and sparse algorithms. The estimates of the distance traveled down the axis of the Pipe 2) where the robot moves forward down the pipe, and then reverses in the opposite direction, the total ('loop closure') error is = fwd. err − rev. err. The total absolute percentage error is then (%) = 100×|fwd. err−rev. err|/ (2 × ground truth) . (12)
B. Discussion
The results in table II show that the dense and sparse algorithms are capable of finding accurate visual odometry estimates with respect to distance traveled down the pipe, with errors consistently less than 1 percent. Note that neither of the pipes used contained any significant geometric deviations from the straight cylindrical, uniform radius pipe assumption used by both the dense and sparse algorithms (e.g. longitudinal curvature, change in radius, non-circular profile). We would expect less accurate visual odometry results to be obtained if they were introduced and the experiments repeated. Overall, the sparse algorithm performs marginally better than the dense algorithm. A number of factors which influence the accuracy of the visual odometry estimates are discussed here.
1) Gain-correction: Non-uniform light distribution in the images severely impacts the accuracy of the dense egomotion estimates since the pixels themselves (intensity and gradient) are used to estimate the image translation δx. When using the original (not gain-corrected) images, we observed the full search estimates of δx incorrectly converging on solutions which align the non-uniform light patterns in the images. Our gain correction procedure is only approximate, and cannot account for specularities in the images -we only observed small specularities in some of the images, and have since used polarizing materials to limit them. As a result the gain corrected images may contain some non-uniform lighting which limits the accuracy of the dense egomotion estimates. Any remaining non-uniform lighting in the gain corrected images will negatively impact the accuracy of keypoint localization, and as a result the accuracy of the sparse egomotion estimates. However, non-uniform lighting effects the sparse egomotion estimates far less than that by which it effects the dense egomotion estimates.
2) Inherent motion model assumptions: The dense monocular algorithm assumes that image pairs are related by an image shift δx, which corresponds to a 2-DOF change in camera position (i.e. translation) in the pipe. Referring to figure 5, the Y coordinate of the camera changes significantly when traveling in the reverse direction -the robot 'climbed' up the side of the pipe by rotating about the pipe's axis. The dense monocular algorithm is unable to correctly model this motion. As a result, the pose estimates for pipe 2 (rev) obtained using the dense algorithm are poor in comparison to the 6-DOF estimate found using the sparse algorithm.
3) Pipe diameter and camera angle of view: Referring to table I, pipe 1 has a smaller diameter than pipe 2, and the horizontal angle of view of the lens used with pipe 1 is greater than that for pipe 2. This means that, compared to pipe 2, the images in the pipe 1 datasets exhibit a greater degree of foreshortening, and the distance of the world points from the camera in pipe 1 are less.
Foreshortening negatively impacts the dense monocular egomotion estimates since the algorithm assumes that the camera is observing a planar scene (translational model). Although foreshortening presents challenges during keypoint detection and matching using the sparse algorithm, it has little impact when finding the sparse egomotion estimates.
The ability to image scene points at a small distance from a high resolution camera, using a large angle of view lens, is desirable for visual odometry applications [17] , [18] , [20] . Therefore, we would expect the accuracy of the sparse visual odometry estimates obtained for pipe 1 to be better than those obtained for pipe 2. The results obtained support this claim.
VI. CONCLUSIONS AND FUTURE WORK
We have investigated two monocular visual odometry algorithms, dense and sparse, that are designed to estimate camera pose in a straight cylindrical pipe. This is a first step towards a visual perception system for LNG pipes inspection. Importantly, knowledge of the scene structure (i.e. a straight cylindrical pipe with constant radius) is used by both to resolve the monocular scale ambiguity in their visual odometry estimates. The algorithms were evaluated on different datasets taken in different pipes. In the experiments presented, both were able to estimate camera pose within 1% accuracy of the ground truth. However, the more sophisticated sparse algorithm was able the outperform the dense algorithm due to its ability to model 6-DOF motion, and its relative invariance to non-uniform image lighting. In ongoing work we are exploring different stereo camera camera configurations which may be used to produce high resolution, and high accuracy, estimates of the internal 3D structure of pipes.
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