Theta-nested gamma oscillations have been reported in many areas of the brain and are 3 believed to represent a fundamental mechanism to transfer information across spatial and 4 temporal scales. In a series of recent experiments in vitro it has been possible to replicate with 5 an optogenetic theta frequency stimulation several features of cross-frequency coupling (CFC) 6 among theta and gamma rhythms observed in behaving animals. In order to reproduce the main 7 findings of these experiments we have considered a new class of neural mass models able to 8 reproduce exactly the macroscopic dynamics of spiking neural networks. In this framework, we 9 have examined two set-ups able to support collective gamma oscillations: namely, the pyramidal 10 interneuronal network gamma (PING) and the interneuronal network gamma (ING). In both set-11 ups we observe the emergence of theta-nested gamma oscillations by driving the system with a 12 sinusoidal theta-forcing in proximity of a Hopf bifurcation. These mixed rhythms display always 13 phase amplitude coupling. However two different types of nested oscillations can be identified: 14 one characterized by a perfect phase locking between theta and gamma rhythms, corresponding 15 to an overall periodic behaviour; another one where the locking is imperfect and the dynamics 16 is quasi-periodic or even chaotic. From our analysis it emerges that the locked states are more 17 frequent in the ING set-up. In agreement with the experiments, we find theta-nested gamma 18 oscillations for forcing frequencies in the range [1:10] Hz, whose amplitudes grow proportionally 19 to the forcing one and which are clearly modulated by the theta phase. Furthermore, analogously 20 to the experiments, the gamma power and the frequency of the gamma-power peak increase 21 with the forcing amplitude. At variance with experimental findings, the gamma-power peak does 22 not shift to higher frequencies by increasing the theta frequency. This effect can be obtained, in 23 or model, only by incrementing, at the same time, also the noise or the forcing amplitude. On 24 the basis of our analysis both the PING and ING mechanisms give rise to theta-nested gamma 25 oscillations with almost identical features.
MODELS AND BIFURCATION ANALYSIS
. Network topologies Two different network configurations have been investigated: on the left side, an excitatory population (E) and an inhibitory population (I) form a circuit that can generate oscillatory output (PING set-up); on the right side one inhibitory population (I) is coupled to itself with an inhibitory coupling (ING set-up). In both cases an external current I (l) impinging one single population has been considered.
Network Models 114
In this paper we want to compare the two principal mechanism at the basis of the emergence of collective 115 oscillatory dynamics in neural networks: namely, the PING and ING mechanisms. Therefore we will 116 consider QIF neurons in the two following set-ups: namely, an excitatory and an inhibitory population Fig. 1 . Moreover the neurons are assumed to be fully coupled. As we will 120 show in the following, both these two configurations support the emergence of COs. 121 In particular, the dynamics of the membrane potentials of the QIF neurons in the PING configuration is 
where the super-scripts e (i) denotes the excitatory (inhibitory) population, τ represent a time dependent external current applied to the population l; usually we have considered the external drive to be applied to the excitatory population only, i.e. I (e) (t) = 0 and I (i) (t) = 0. The i.e. V The most part of our analysis of the PING set-up will be devoted to networks with self-activation only 135 (i.e. where J (ii) = 0), a configuration which is known to favour the emergence of collective oscillations 136 (Wilson and Cowan, 1972; Kilpatrick, 2014; Onslow et al., 2014) . However, as discussed in Appendix B, 137 we have found that COs can arise in different PING set-ups: namely, in presence of self-inhibition only (i.e. 138 with J (ii) = 0 and J (ee) = 0) and in absence of both self-activation and inhibition (i.e. J (ee) = J (ii) = 0).
139
For what concerns the purely inhibitory network, the membrane potential dynamics of the j-th neuron 140 is ruled by the following equations:
where τ (i) m = 10 ms. In this case the synaptic field s (i) (t) is the super-position of the exponential IPSPs 142 p(t) = e −t/τ d /τ d emitted in the past, where we set τ d = 10 ms. 143 For reasons that will be clarified in the next paragraph, we assume that the neuron excitabilities η 
where H (l) is the median and ∆ (l) is the half-width half-maximum (HWHM) of the PDF. Therefore each 146 population will be composed by neurons supra-(with η In order to characterize the macroscopic dynamics we employ for instantaneous synapses the following 158 indicators:
which represent the average population activity and the average membrane potential of a population l, 160 respectively. In particular the average population activity of the l−network r (l) (t) is given by the number 161 of spikes emitted in a time window ∆t, divided by the total number of neurons. For finite IPSPs we 162 also consider the synaptic field s (l) (t). Furthermore, the emergence of COs in the dynamical evolution, 163 corresponding to periodic motions of r (l) (t) and v (l) (t), are characterized in terms of their frequencies 164 ν (l) .
165
We assume that the driving current, mimicking the θ-stimulation in the optogenetic experiments, is a 166 purely sinusoidal excitatory current of the following form
where ν θ is the forcing frequency, usually considered within the θ-range, i.e. ν θ ∈ [1 : 10] Hz. In this 168 context a theta phase associated to the forcing field can be defined as θ(t) = M od(2πν θ t, 2π). For the 169 PING configuration we set I (e) (t) = I θ (t) and I (i) (t) ≡ 0 and for the ING set-up I (i) (t) = I θ (t). distributed neuronal excitabilities. In this case the macroscopic neural dynamics of a population l is 174 described by two collective variables: the mean field potential v (l) (t) and the instantaneous firing rate 175 r (l) (t). In this context, the neural mass model for two coupled E − I populations with instantaneous 176 synapses, corresponding to the microscopic model reported in Eq. (1), can be written as
In the equations for the evolution of the average membrane potentials we have also inserted an additive 178 noise term of amplitude A, employed in some of the analysis to mimic the many noise sources present 179 in the brain dynamics. In particular the noise terms ξ (e) and ξ (i) are both δ-correlated and uniformly 180 distributed in the interval [−1 : 1].
181
In case of finite synapses, the exact derivation of the corresponding neural mass model is still feasible 182 for QIF neurons, but the macroscopic evolution now contains further equations describing the dynamics of 183 the synaptic field characterizing the considered synapses (Devalle et al., 2017; Coombes and Byrne, 2019).
184
In particular, for a single inhibitory population with exponential synapses, the corresponding neural mass 185 model reads as:
In the present case the equation for the average membrane potential contains, as already shown before in 187 Eqs. (6), an additive noise term of amplitude A.
188
To analyse the stability of the macroscopic solutions of Eqs. (6) and (7) 
For the ING set-up the tangent vector is three dimensional, namely δ = δr (i) , δv (i) , δs (i) , and its time evolution can be obtained by the linearization of the Eqs. (7), which reads as
The LS is composed by 4 (3) Lyapunov exponents (LEs) {λ i } for the PING (ING) set-ups, which 196 quantify the average growth rates of infinitesimal perturbations along the orthogonal manifolds. In details,
197
LEs are estimated as follows For the excitatory-inhibitory set-up, as already mentioned, we usually fix H (i) = −5 and we vary H (e) . In this case the inhibitory neurons are mostly below threshold (apart a 6-7 % of them) and they 230 can be driven supra-threshold from the activity of the excitatory population for sufficiently large values (Tiesinga and Sejnowski, 2009). Secondly, the bursts of the excitatory population have a temporal width 241 (≃ 8 ms) which is two or three times larger than those of the inhibitory ones (≃ 2 − 3 ms). This is also due 242 to the fact that a large part of the inhibitory neurons is sub-threshold, therefore most of them fire within a 
we have the coexistence of a stable focus with a stable limit cycle. In summary,
254
COs are clearly observable as long as H (i) is negative or sufficiently small. If the inhibitory neurons 255 become mostly supra-threshold, this destroys the collective behaviour associated to the PING mechanism. 
262
For what concerns the delay T a between the excitatory and inhibitory bursts, we observe a decrease of 263 T a with the increase of the excitatory drive H (e) , from T a ≃ 10 ms at the Hopf bifurcation, towards 2 ms For the PING set-up we can observe also sub-crtical Hopf bifurcations: a specific example is discussed 272 in Appendix A in some details. Hz definitely slower than those of the COs (ν (e) and ν (i) ), which lay in the γ-range. 
DYNAMICS UNDER θ-FORCING
As a first step, we have verified that the reduced mean-field models are able to well reproduce the 290 macroscopic evolution of the spiking network in both considered set-ups, under the external forcing (5). , it is clear that λ 1 is always zero, apart from some limited intervals where it is negative. This 330 means that the dynamics is usually quasi-periodic, apart from some Arnold tongues where there is perfect 331 locking between the external forcing and the forced system. 332 We notice that for small amplitudes the forcing entrains the system in a 1 : 1 periodic locking, therefore 333 the istantaneous firing rate displays one peak for each θ-period with the same frequency as the forcing ν θ . where exactly m maxima in the population activity appear for every n θ-oscillations. In the examined 341 cases we have identified locked patterns with n up to four. Moreover, for the ING case, we have observed 342 even a chaotic region (see Fig. 6 (b) ), which emerges at quite large forcing amplitude I 0 ≃ 19. On the 343 basis of our analysis we cannot exclude that chaos could emerge also in the PING set-up, for sufficiently 344 strong forcing. analysis clearly reveals that the minimal CO frequency is essentially independent from I 0 and its value is 362 around 20 Hz, while the maximal and the average ones grow with I 0 . However all the frequencies stay 363 within the γ-range for the examined forcing amplitudes.
364
To better understand the mechanism underlying the emergence of θ-nested γ-oscillations, we have 365 reported in Figs. 7 (c) and (d) the COs' frequencies ν (e) (ν (i) ) (green solid lines) obtained from the 366 adiabatic bifurcation analysis of the neural mass models (these frequencies are also shown in the insets 367 of Figs. 2 (a) and 3 (a) ). The very good agreement between ν (e) and ν (i) and the maximal frequency To get a more detailed information about the dynamics in the two set-ups, we will now consider the 396 features of the power spectra P Let us first consider, as an example of the obtained power spectra, the case corresponding to the PING 401 set-up with a forcing characterized by ν θ = 5 Hz and amplitude I 0 = 10, shown in Fig. 9 (a) . In the 402 spectrum we observe very well defined spectral lines located at frequencies which can be obtained as a 403 linear combination of the forcing frequency ν θ = 5 Hz and of the frequency F r = 45 Hz. In particular F r 404 is associated to the main peak and should correspond to the intrinsic frequency of the forced system. In the 405 present case, the adiabatic bifurcation diagram reported in Fig. 2 (a) and this is due to the fact that the interaction with the forcing system can induce a locking phenomenon at a frequency that is exactly a multiple of ν θ , as it happens in the present case. However, in general, a spectrum as the one shown in Fig. 9 (a) is the emblem of a quasi-periodic motion characterized by two 410 uncommensurate frequencies. This can be easily observable in most of the cases in our system, where ν θ 411 and F r are usually uncommensurate.
412
The spectra obtained from optogenetic stimulation, reported in (Butler et al., 2016, 2018) , do not 413 resemble the one shown in Fig. 9 (a) ; indeed they present only two peaks: one corresponding to the 414 stimulation frequency and one, quite broad, associated to the γ oscillations. We can expect that the 415 difference is due to the multiple noise sources that are always present in an experimental analyis (and in 416 particular for neurophysiological data), but that are absent in our model. Indeed, by considering the neural 417 mass model for the PING set-up with additive noise on the membrane potentials of suitable amplitude, 418 namely A = 1.4, we get a power spectrum resembling the experimental ones, as shown in Fig. 9 (b) .
419
The presence of noise induces the merging of the principal peaks in an unique broad one and the shift of 
426
It is clear that, for both set-ups, the position of the main peak F r (green squares) has a value ≃ 50 Hz and 427 it does not show any clear dependence on ν θ . This is in contrast with the experimental data, which reveals 428 an increase proportional to ν θ from 49 Hz to 60 Hz. The same trend is displayed in our simulation from 429 the subsidiary peak located at F r + ν θ (black stars), that somehow obviously increases with ν θ . 
433
On the other hand, the experimental results (red circles) reveal a similar decrease at frequencies ν θ > 5
Hz, but they also reveal an increase at low frequencies, not present in our numerical data, thus suggesting a sort of resonance at 5 Hz. For what concerns the dependence of P γ on the forcing amplitude, we have 2016). Therefore, in order to cope with this problem, we will now investigate how a similar trend can 441 emerge in our data. In particular, in the remaining part of the paper we consider noisy dynamics, to have 442 a better match with experiments where it is unavoidable. In Fig. 11 (a) we report, for the PING set-up, the 443 estimated power spectra for different noise levels, under constant external sinusoidal forcing. The effect 444 of noise is to render the spectrum more flat and to shift the position of the peak in the γ range towards 445 higher frequencies. As shown in the inset of Fig. 11 (a) , the frequency F r is almost insensitive to the noise up to amplitudes A ≃ 1.0, then it increases steadily with A from ≃ 45 hz to ≃ 62 Hz. The effect of varying the forcing amplitude I 0 , for constant forcing frequency ν θ = 5 Hz and noise amplitude A = 1.4, 448 is shown in Fig. 11 (b) . In this case the amplitude increase of the forcing leads to more defined peaks 449 in the γ range and to an almost linear increase with I 0 of F r , as reported in the inset. In the same inset 450 we have reported also the results related to two optogenetic experiments for the CA1 region of the mice 451 hippocampus. In particular the data sets refer to two successive experiments performed by the same group 
DISCUSSION AND CONCLUSIONS
In this paper we have analyzed the dynamics of a new class of neural mass models arranged in two been obliged to assume that the noise (or the forcing amplitude) increases proportionally to ν θ . On one side, further experiments are required to clarify if, during optogenetic experiments, the forcing (or noise 533 amplitude) affecting the neural dynamics is indeed dependent on ν θ . This could be due to a reinforcement 534 of the synaptic strenghts for increasing forcing frequencies, or to the fact that higher θ frequencies can 535 favour neural discharges in regions different from CA1, that can be assimilated to external noise. On 
