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Abstract
We analyze the well-posedness of the initial value problem for the generalized micropolar fluid system
in a space of tempered distributions and also prove the existence of the stationary solutions. The asymptotic
stability of solutions is showed in this space, and as a consequence, a criterium for vanishing small pertur-
bations of initial data (stationary solution) at large time is obtained. A fast decay of the solutions is obtained
when we assume more regularity on the initial data.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study the well-posedness of the generalized micropolar system in R3
(3DGMP) in a tempered distributions spaces and analyze the asymptotic stability of solutions
in these spaces. This model is given by the following equations system
∂u
∂t
+ (χ + ν)(−)γ u+ u · ∇u+ ∇π − 2χ∇ ×ω = f, x ∈ R3, t > 0, (1)
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∂ω
∂t
+μ(−)βω + u · ∇ω + 4χω − κ∇ divω − 2χ∇ × u = g, x ∈ R3, t > 0, (3)
u(0, x) = u0(x), ω(0, x) = ω0(x), x ∈ R3, (4)
with β,γ > 0. The unknowns are u(x, t) = (u1(x, t), u2(x, t), u3(x, t)), ω(x, t) = (ω1(x, t),
ω2(x, t),ω3(x, t)) ∈ R3 and π(x, t) ∈ R, representing, respectively, the linear velocity and the
velocity field of rotation of the fluid particles and the pressure of fluid. The fields f and g are
external forces and moments, respectively. The constants κ = (c0 + cd − ca), χ,ν,μ = ca + cd
represent viscosity coefficients, which determine fluid physical characteristics, in particular, χ is
the Newtonian viscosity and ν, c0, ca , cd, are new viscosities related to the structure of the ex-
ternal rotation field ω. These constants satisfy c0 + cd > ca. It is assumed that the density of the
fluid is equal to one. u0 and ω0 represent the initial velocities and we assume that divu0 = 0.
When γ = β = 1, we obtain the standard micropolar system developed by A.C. Eringen [2] that
enables us to consider some physical phenomena which cannot be analyzed using the classi-
cal Navier–Stokes model for the incompressible fluid. In fact, the micropolar fluid model are
non-Newtonian fluids with nonsymmetric stress tensor and it may represent fluids consisting of
randomly oriented particles suspended in a viscous medium, when the deformation of fluid par-
ticles is ignored. Observe that if the microrotation viscosity χ equals zero, the system (1)–(4)
reduces to the Navier–Stokes system, describing a purely viscous fluid, which has been greatly
analyzed, and the velocity field is independent of the microrotation field (see for instance, the
classical books by Ladyzhenskaya [4], Temam [10]).
We use the standard notations ∇ , , div and ∇× for the gradient, Laplacian, divergence
and rotational operators, respectively. The ith component of (u · ∇)u and (u · ∇)ω in Cartesian
coordinates is given, respectively, by
[
(u · ∇)u]
i
=
3∑
j=1
uj
∂ui
∂xj
; [(u · ∇)ω]
i
=
3∑
j=1
uj
∂ωi
∂xj
.
Several papers are devoted to the existence and uniqueness of solutions to stationary and nonsta-
tionary problems for micropolar fluids system (1)–(4) (in the case β = γ = 1); see for instance
[7] and the references therein and [8,9] for a coupled system of the micropolar fluid (1)–(4) with
the Maxwell’s equations and Ohm’s law. In the last decades, the study of singularities, global
existence and long time behavior for some models in fluid mechanics have become a holy grail
in the mathematical community. However, some results are not known from the point of view
of existence, uniqueness, asymptotic stability, behavior at infinity for the system (1)–(4) neither
cases β = γ = 1 nor β = γ = 1 in the space of temperate distributions which we will denote by
PMa-spaces whose precise definition will be given later.
New aspects of the study on the micropolar fluid problems are considered in this paper. In fact,
firstly our aim is to show the existence and uniqueness of mild solutions, asymptotic stability
results for the micropolar system (1)–(4) at PMa-spaces and, as a consequence, a criterium for
vanishing small perturbations of initial data at large time is obtained. Moreover, we will show
that if the initial data lies on the closure of the intersection of two PMa-spaces, the solution
vanishes when time is large. Our approach to study global solutions to system (1)–(4), as well
as the large time behavior, can be applied to the case of stationary solutions, and in this way we
give an integral formulation satisfied by stationary solutions and describe some consequences of
the results of well-posedness in the PMa-spaces.
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solutions. These solutions are instantaneously smoothed out if initially they are small enough.
However, we show the existence of global solutions at PMa-space with a = 4− 2γ for which we
do not know whether or not the singularity persists.
The existence of solutions for the Navier–Stokes equations has been treated at the space of
tempered distributions PMa in [1]. In the same work, the authors study the asymptotic stability
of small solutions.
Without loss of generality, from this line onwards, we will take κ = μ = 1 and ν = χ = 12 . The
basic properties of PMa-spaces will be reviewed in the next section. Section 3 will be devoted to
show well-posedness theorems and existence of stationary solutions. The decay rates when we
take more regular initial data will be discussed in Section 4. Finally, in Section 5 we analyze the
asymptotic stability of solutions and we give a criterium of vanishing small perturbation of initial
data at large time.
2. Function spaces and definitions
In this section we introduce the relevant functional spaces to our study of solutions regarding
the Cauchy problem for system (1)–(4). We list some facts about convolution and we discuss the
notion of solution at these spaces.
2.1. PMa-space and the Leray projector
We define the space PMa as
PMa ≡
{
v ∈ S ′: vˆ ∈ L1loc
(
Rn
)
, ‖v‖a ≡ ess sup
ξ∈Rn
|ξ |a∣∣vˆ(ξ)∣∣< ∞},
where a ∈ R is a given parameter.
The Riesz potential operator (−)r is defined as usual through the Fourier transform as(
(−)rf )∧(ξ) = |ξ |2r fˆ (ξ),
with the convention
fˆ (ξ) =
∫
Rn
e−ix·ξ f (x) dx.
The lemma below deals with the continuity of Riesz transform at PMa-spaces. We recall that the
Leray projector on solenoidal vector fields is given by
Pu = u− ∇−1(∇ · u),
for sufficiently smooth field u = (u1(x), u2(x), u3(x)). Moreover, we recall that P is a matrix
n× n with elements
Pk,j = δkj +RkRj ,
where Rj (j = 1,2,3) are the Riesz transforms which are pseudodifferential operators defined
in the Fourier variable as R̂j f (ξ) = iξj|ξ | fˆ (ξ). Furthermore P̂(ξ) is a matrix n× n with elements
P̂k,j (ξ) = δkj − ξiξj2 .|ξ |
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to prove the continuity of Riesz transform Rj , j = 1, . . . , n. We prove the following lemma.
Lemma 2.1. The Riesz transform Rj = ∂j (−)− 12 , j = 1,2, . . . , n, is continuous at PMa-
spaces, a ∈ R.
Proof. The Riesz transform is a bounded operator in PMa , because
‖Rjv‖a = ess sup
ξ∈Rn
|ξ |a∣∣R̂j v(ξ)∣∣= ess sup
ξ∈Rn
|ξ |a
∣∣∣∣ ξj|ξ | vˆ(ξ)
∣∣∣∣
 ess sup
ξ∈Rn
|ξ |a∣∣vˆ(ξ)∣∣= ‖v‖a, (5)
which proves the lemma. 
Now, we recall a fact about convolution that will be useful to perform some estimates at
PMa-spaces:
Proposition 2.2 (Convolution of singular kernels [6]). Let 0 < α < n, 0 < β < n and 0 <
α + β < n. Then we have(|x|α−n ∗ |x|β−n)(y) = ∫
Rn
|z|α−n|y − z|β−n dz = C(α,β,n)|y|α+β−n. (6)
3. Well-posedness in PMa
The aim of this section is to describe the results of existence, uniqueness and continuity of
solutions for the system (1)–(4) with respect to initial data at PMa-spaces.
We start with the definition of time dependent functional spaces required for the study of
the initial value problem (1)–(4). Spaces of scalar-value and vector-value distributions will be
abusively denoted in same way. If X represents a Banach space, we will denote the set of all
functions u ∈ C((t1, t2);X) such that supt1<t<t2 ‖u(t)‖X < ∞, by BC((t1, t2);X).
Definition 3.1. Let us define for all a  0 and 0 < T ∞, Fa,T the space of all time-dependent
distributions h(t, x) ∈ BC((0, T );PMa) with norm
‖h‖Fa,T = sup
0<t<T
∥∥h(t)∥∥
a
,
which are weakly continuous in the distributions sense at t = 0, i.e., there exists h0 ∈ PMa such
that ∣∣〈h(t)− h0, ϕ〉∣∣→ 0
when t → 0+ for all ϕ in the Schwartz space S .
If T = ∞, we denote Fa,∞ ≡ Fa . Let us also define Fq,a by
Fq,a =
{
h ∈ Fa: t α2 h(t, x) ∈ BC
(
(0,∞);PMq)} where α = q − a
γ
, γ > 0.
The norm in Fq,a is naturally defined by
‖ · ‖Fq,a = sup
t>0
t
α
2 ‖ · ‖q + sup
t>0
‖ · ‖a.
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For exposition simplicity we will take momentarily, external sources of particle linear and
angular momentum as equal to zero, and χ = ν = 12 and κ = μ = 1. For general cases, our
arguments remain valid with a slight modification. Hence, applying the Leray projector to Eq. (1),
the system (1)–(4) is expressed as
∂u
∂t
+ (−)γ u− ∇ ×ω + P( u · ∇u) = 0, (7)
∂ω
∂t
+ (−)βω + u · ∇ω + 2ω − ∇ divω − ∇ × u = 0, (8)
u(0, x) = u0(x), ω(0, x) = ω0(x). (9)
We recall that applying the divergence operator to Eq. (1), as usual, we obtain the term
π = −div(u · ∇u),
and therefore the pressure force π may be recovered by
∇π = −∇−1 div(u · ∇u) = (P − I )(u · ∇u).
Now, consider the linearized system associated to system (7)–(9)
∂u
∂t
+ (−)γ u = ∇ ×ω, x ∈ R3, t > 0, (10)
∂ω
∂t
+ (−)βω + 2ω − ∇ divω = ∇ × u, x ∈ R3, t > 0. (11)
Applying the Fourier transform to the system (10)–(11), we obtain
∂uˆ
∂t
+ |ξ |2γ uˆ = ̂(∇ ×ω), x ∈ R3, t > 0, (12)
∂ωˆ
∂t
+ |ξ |2βωˆ + 2ωˆ − ̂(∇ divω) = ̂(∇ × u), x ∈ R3, t > 0. (13)
Using the notation y = (u,ω), we can write the system (12)–(13) in a more compact form as
∂yˆ
∂t
+A(ξ)yˆ = 0,
where
A(ξ) =
[ |ξ |2γ I B(ξ)
B(ξ) R(ξ)+ (|ξ |2β + 2)I
]
= A1(ξ)+A2(ξ)+A3(ξ), (14)
A1(ξ) =
[ |ξ |2γ I 0
0 (|ξ |2β + 2)I
]
, A2(ξ) =
[
0 B(ξ)
B(ξ) 0
]
,
A3(ξ) =
[
0 0
0 R(ξ)
]
,
with
R(ξ) =
⎡⎣ ξ21 ξ1ξ2 ξ1ξ3ξ1ξ2 ξ22 ξ2ξ3
ξ1ξ3 ξ2ξ3 ξ23
⎤⎦ and B(ξ) = i
⎡⎣ 0 ξ3 −ξ2−ξ3 0 ξ1
ξ2 −ξ1 0
⎤⎦ .
Note that A1(ξ),A2(ξ) and A3(ξ) are Hermitian matrices.
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̂(G(t)y0)(ξ) = e−A(ξ)t yˆ0,
where A(ξ) has been defined in (14). Equivalently, the matrix (e−A(ξ)t )∨ is the fundamental
solution of the linear system (10)–(11). Note also that {G(t)}t0 is a semi-group on PMa-spaces.
3.1.1. Eigenvalues of A(ξ) and semi-group estimates
From now on, given a matrix M , let us denote by σ(M) the set of eigenvalues of M . It is not
difficult to prove that σ(R(ξ)) = {0,0, |ξ |2}. Indeed, note that all minors of R(ξ) are zero and
consequently the characteristic polynomial must be
P(λ) = λ3 − (Tr(R(ξ)))λ2 = λ3 − |ξ |2λ2,
which has roots {0,0, |ξ |2}.
A simple computation shows that σ(B(ξ)) = {−|ξ |,0, |ξ |} with respective eigenvectors
{v1, v2, v3} which are an orthogonal base in C3. Consequently, it is easy to show that σ(A2(ξ)) =
{−|ξ |,−|ξ |,0,0, |ξ |, |ξ |}. Hence, we have the decomposition
C6 = V1 ⊕ V2 ⊕ V3, (15)
with
V1 = Ker
(
A2(ξ)+ |ξ |I
)= Span〈(v1, v1), (v3,−v3)〉,
V2 = Ker
(
A2(ξ)
)= Span〈(v2, v2), (v2,−v2)〉,
V3 = Ker
(
A2(ξ)− |ξ |I
)= Span〈(v3, v3), (v1,−v1)〉. (16)
Since A2(ξ) is a Hermitian matrix, we can consider the base {(vi,±vi)}3i=1 as an orthonormal
base in C6.
For ξ = 0, note that A1(ξ) is positive definite (all eigenvalues are positive) and A3(ξ) is
semipositive definite (because R(ξ) has also this property), i.e.,
vA3(ξ)v  0, for all v ∈ C3.
Note that if hi ⊥ di in C3 for i = 1,2, then
(h1, h2)A1(ξ)(d1, d2) = 0.
Now, let w ∈ C6. By the orthogonal decomposition (15)–(16), we can state w = w1 + w2 + w3
with wi = hi,1(vi, vi) + hi,2(vj ,−vj ) for i, j = 2, i = j , and w2 = (h2,1v2, h2,2v2), where
hi,j ∈ C. Based on those considerations, we estimate the Hermitian product wA(ξ)w as
wA(ξ)w = wA1(ξ)w +wA2(ξ)w +wA3(ξ)w
wA1(ξ)w +wA2(ξ)w =
3∑
i
(
wiA1(ξ)wi +wiA2(ξ)wi
)
= (|h11|2 + |h12|2 + |h21|2 + |h31|2 + |h32|2)|ξ |2γ
+ (|h11|2 + |h12|2 + |h22|2 + |h31|2 + |h32|2)(|ξ |2β + 2)
− |ξ ||w1|2 + |ξ ||w3|2
= (|w1|2 + |h21|2 + |w3|2)|ξ |2γ + (|w1|2 + |h22|2 + |w3|2)(|ξ |2β + 2)
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= |w1|2
(|ξ |2γ + |ξ |2β + 2 − |ξ |)+ |w3|2(|ξ |2γ + |ξ |2β + 2 + |ξ |)
+ |h21|2|ξ |2γ + |h22|2
(|ξ |2β + 2)
 |w|2 min{|ξ |2γ , |ξ |2β + 2, |ξ |2γ + |ξ |2β + 2 − |ξ |}≡ |w|2T (ξ).
Now, letting δ = min{γ,β} > 12 , we have that
T (ξ)
{ |ξ |2γ if |ξ | 1,
C|ξ |2δ if |ξ | > 1. (17)
Therefore we get the following estimate for the eigenvalues of matrix A(ξ):{
|ξ |2γ < minλi∈σ(A) λi if |ξ | 1,
C|ξ |2δ < minλi∈σ(A) λi if |ξ | > 1.
(18)
Now, we are going to prove the estimates for the expression e−A(ξ)t . Next, we recall a fact
about exponential Hermitian matrix with all positive eigenvalues.
Proposition 3.2. Let M be a Hermitian matrix with all eigenvalues {λi}ni=1 positive. Then, for
all t  0,∥∥e−Mt∥∥ e−(mini λi )t . (19)
Proof. Being M a Hermitian matrix, it is diagonalizable. Let BS = {v1, v2, . . . , vn} be a base of
the eigenvectors for M with eigenvalues {λ1, λ2, . . . , λn}. Then BS is also a base of the eigenvec-
tors for e−Mt with eigenvalues {e−λ1t , e−λ2t , . . . , e−λnt }. Let w ∈ Cn, w =∑n1 αivi , with αi ∈ C.
Since all norms in Cn are equivalent, without loss of generality, we take ‖w‖ = maxi |αi |, which
is the maximum norm with respect to the base BS. Here, | · | denotes the standard norm in C.
Then for t  0, we have∥∥e−Mtw∥∥= ∥∥∥∥∥
n∑
i=1
αke
−λkt vk
∥∥∥∥∥ ‖w‖( maxi=1,...,n∣∣e−λi t ∣∣)= ‖w‖e−(mini λi )t ,
and this implies that∥∥e−Mt∥∥ e−(mini λi )t . 
As from this line onwards, C will denote generic constants that may change from line to line
and are independent of ξ ∈ R3.
Let δ = min{γ,β} > 12 . Therefore, by using (18) and (19), it follows that for t  0 and |ξ | = 0,
there exists C = C(γ,β) > 0 (independent of ξ ) such that∥∥e−tA(ξ)∥∥ e−(mini λi (ξ))t  { e−|ξ |2γ t if |ξ | 1,
e−C|ξ |2δ t if |ξ | > 1.
(20)
Let y = (u,ω). For a field v ∈ R3, we will consider the notation v ⊗ y = (v ⊗ u,v ⊗ ω),
where ⊗ denotes the tensorial product in R3. Furthermore, we will denote, abusively P(v⊗ y) =
(P(v ⊗ u), v ⊗ω). Hence, we define
P̂ ̂(v ⊗ y) = ( ̂P(v ⊗ u), v̂ ⊗ω)= (̂P(ξ)(v̂ ⊗ u), v̂ ⊗ω).
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help of Duhamel’s principle.
Definition 3.3. Let 0 < T ∞. A mild solution to system (7)–(9) with initial data y0 = (u0,ω0),
divu0 = 0, in PMa-space, is a time-dependent distribution y = (u,ω) ∈ Fa,T such that
yˆ(t, ξ) = (uˆ, ωˆ) = e−tA(ξ)yˆ0 −
t∫
0
e−(t−s)A(ξ)iξ P̂(ξ)(û⊗ y)(s, ξ) ds, (21)
for all 0 < t < T and which satisfies
divu = 0 and y(t)⇀ y0 when t → 0+,
in the distributional sense.
Our main results are the following.
Theorem 3.4. Let a = 4 − 2γ with 12 < γ = min{β,γ } < 54 . Let u0 and ω0 ∈ PMa with
divu0 = 0. There exists ε > 0 such that if ‖u0‖PMa ,‖ω0‖PMa < ε, then the initial value problem
(7)–(9) has a global mild solution y = (u,ω) ∈ Fa . Moreover, if ‖y‖Fa  2ε then the solution is
unique in this class of functional spaces.
Furthermore, if we assume y0 ∈ PMa ∩ PMp , with 2γ − 1 < p < 3, then there exists εp > 0,
0 < εp  ε, such that if ‖u0‖PMa ,‖ω0‖PMa < εp , then the previous solution y(t) = (u(t),ω(t))
verifies the additional property:
(u,ω) ∈ Fp = BC
(
(0,∞);PMp).
Theorem 3.5 (Regularization). Under the assumptions of the previous theorem, for any a <
q < 3, there exists 0 < εq < ε such that if ‖u0‖PMa ,‖ω0‖PMa < εq , then the solution y = (u,ω)
given by Theorem 3.4 belongs to Fq and satisfies ‖y‖Fq  2εq .
Theorem 3.6. Let 12 < min{β,γ } < 54 . Let a = 4 − 2 min{β,γ } when γ > min{β,γ } or let
4 − 2 min{β,γ } < a < 3. If the initial data (u0,ω0) ∈ PMa with divu0 = 0, then there exists
0 < T < ∞ such that the initial value problem (7)–(9) has a unique mild solution y = (u,ω) ∈
Fa,T .
Remark 3.7 (Smoothness).
• Adapting the arguments of T. Kato in [3], we can prove that the solutions of Theorem 3.5
are C∞-smooth instantly and are solutions of system (7)–(9) for t > 0, in classical sense.
However, we do not know if this property is true for solutions of Theorem 3.4 (it is possible
that they are singular, see Section 3.3). The essential point is that, for t > 0, the solutions
given by Theorem 3.5 lie in PMa ∩ PMq ⊂ Lr (a = 4 − 2γ < q < 3 and 33−a < r < 33−q )
and this fact does not hold for the solutions of Theorem 3.4.
• An analogous version of the results of Theorem 3.5 can be obtained for the solutions given
by Theorem 3.6 and, therefore, if the initial data is small enough, then the solutions are also
C∞-smooth instantly and are solutions of system (7)–(9) when 0 < t < T, in classical sense.
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nal moment g and an external force f to be nonnull with suitable smallness conditions on the
respective norms.
3.2. Proofs of the well-posedness theorems
Well-posedness theorems will be a consequence of the following lemma for generic Banach
spaces:
Lemma 3.9. (See [5].) Let X be a Banach space with norm ‖ · ‖X , and B :X × X → X be a
continuous bilinear map, i.e., there exists K > 0 such that for all x1, x2 ∈ X we have∥∥B(x1, x2)∥∥X K‖x1‖X‖x2‖X.
Given 0 < ε < 14K and y ∈ X, y = 0, such that ‖y‖X < ε, there exists a solution x ∈ X for the
equation x = y + B(x, x) such that ‖x‖X  2ε. The solution x is unique in the ball B(0,2ε).
Moreover, the solution depends continuously on y in the following sense: If ‖y˜‖X  ε, x˜ =
y˜ +B(x˜, x˜), and ‖x˜‖X  2ε, then
‖x − x˜‖X  11 − 4Kε ‖y − y˜‖X.
As a consequence of the above lemma, we need to verify the continuity of the bilinear terms in
the integral form of the 3DGMP equation to obtain the well-posedness theorems for the solutions
of the integral equation (21).
3.2.1. Proof of Theorems 3.4 and 3.6
We first show the continuity of the bilinear form B(y1, y2), y1 = (u1,ω1), y2 = (u2,ω2) in
the mild formulation (21) defined as
̂B(y1, y2) = −
t∫
0
e−(t−s)A(ξ)iξ · P̂(ξ)(û1 ⊗ y2)(s, ξ) ds. (22)
Lemma 3.10. Let 12 < δ = min{β,γ } < 54 . Let a = 4 − 2γ and γ = δ. Then there exists a
constant KFa such that∥∥B(y1, y2)∥∥Fa KFa‖y1‖Fa‖y2‖Fa , (23)
for all y1 = (u1,ω1) and y2 = (u2,ω2) ∈ Fa . Moreover, if y1 ∈ Fp and y2 ∈ Fa with 2γ − 1 <
p < 3, then∥∥B(y1, y2)∥∥Fp KFp‖y1‖Fp‖y2‖Fa . (24)
Furthermore, let a = 4 − 2δ when γ > δ or 4 − 2δ < a < 3. If 0 < T < ∞, then∥∥B(y1, y2)∥∥Fa,T KFa,T ‖y1‖Fa,T ‖y2‖Fa,T , (25)
for all y1 = (u1,ω1) and y2 = (u2,ω2) ∈ Fa,T , where KFa,T = C max(T τ1 , T τ2) for some
τ1, τ2 > 0.
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inequality (23); therefore, we just need to prove the inequalities (23) and (25).
For this, since 32 < a < 3, using elementary properties of the Fourier transform and Proposi-
tion 2.2, we obtain∣∣(û1 ⊗ y2)(s, ξ)∣∣
 C
( ∫
R3
1
|ξ − z|a
1
|z|a dz‖u1‖Fa‖u2‖Fa +
∫
R3
1
|ξ − z|a
1
|z|a dz‖u1‖Fa‖ω2‖Fa
)
 KFa|ξ |2a−3 ‖u1‖Fa‖y2‖Fa . (26)
Using the estimate (20), we have that
|ξ |a∣∣ ̂B(y1, y2)∣∣KFa t∫
0
∥∥e−(t−s)A(ξ)∥∥|ξ |a+1( 1|ξ |2a−3
)
ds ‖u1‖Fa‖y2‖Fa
KFa
t∫
0
∥∥e−(t−s)A(ξ)∥∥|ξ |4−a ds ‖u1‖Fa‖y2‖Fa .
Therefore,∥∥ ̂B(y1, y2)∥∥Fa KFa sup
t0, ξ∈R3
(
I (t, ξ)
)‖u1‖Fa‖y2‖Fa ,
where
I (t, ξ) =
t∫
0
∥∥e−(t−s)A(ξ)∥∥|ξ |4−a ds.
Let 1Ω denote the characteristic function on Ω . In order to estimate I , we separate it in two parts
I = I1 + I2, where I1 = I ·1{|ξ |1} and I2 = I · 1{|ξ |1}. Now, we consider two cases: a = 4− 2δ
and a > 4 − 2δ. In the estimates below, we will use the estimate (20) in the respective cases.
We recall that the constant C below denotes generic constants that may change from line to
line.
First case (a = 4 − 2δ)
(i) If γ = δ, then
I (t, ξ)
t∫
0
e−C(t−s)|ξ |2γ |ξ |2γ ds = C(1 − e−C|ξ |2γ ) C.
(ii) If γ > δ, then
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t∫
0
1{|ξ |1}e−(t−s)|ξ |
2γ ∣∣ξ(t − s) 12γ ∣∣2δ(t − s)− δγ ds
 sup
s>0
(
s2δe−s2γ
)× T∫
0
(t − s)− δγ ds = CT 1− δγ and
I2(t, ξ)
t∫
0
1{|ξ |>1}e−C(t−s)|ξ |
2δ |ξ |2δ ds = C(1 − e−C|ξ |2γ ) C.
Second case (a > 4 − 2δ)
(i) If γ > δ, then
I1(t, ξ)
t∫
0
1{|ξ |1}e−(t−s)|ξ |
2γ ∣∣ξ(t − s) 12δ ∣∣4−a(t − s)− 4−a2δ ds
 sup
s>0
(
s4−ae−s2γ
)× T 1− 4−a2δ = CT 1− 4−a2δ ,
I2(t, ξ)
t∫
0
1{|ξ |>1}e−C(t−s)|ξ |
2δ ∣∣ξ(t − s) 12δ ∣∣4−a(t − s)− 4−a2δ ds = CT 1− 4−a2δ .
(ii) If γ = δ, then
I (t, ξ)
t∫
0
e−C(t−s)|ξ |2γ
∣∣ξ(t − s) 12γ ∣∣4−a(t − s)− 4−a2γ ds  CT 1− 4−a2γ . 
In order to use Lemma 3.9, to prove well-posedness theorems, we need to obtain estimates
for the linear part of the integral equation (21). This is the contents of the next lemma.
Lemma 3.11. Let 0 < T ∞ and 0 < a < 3. If y0 = (u0,ω0) ∈ PMa then
sup
0<t<T
∥∥G(t)y0∥∥a  ‖y0‖a.
Moreover,
G(t)y0 ⇀y0 when t → 0+,
in the distribution sense.
Proof. By (20) note that ‖e−tA(ξ)‖  1 for all ξ ∈ R3. Thus, by definition of PMa-spaces, we
have that∥∥G(t)y0∥∥a  |ξ |a∣∣e−tA(ξ)yˆ0(ξ)∣∣ |ξ |a∥∥e−tA(ξ)∥∥∣∣yˆ0(ξ)∣∣
 ‖y0‖a.
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C(|ξ |2 max{γ,β,1} + 1). Then, for ϕ ∈ S(R3) we obtain
∣∣〈G(t)y0 − y0, ϕ〉∣∣= ∣∣∣∣ ∫ (e−A(ξ)t − I)yˆ0ϕˆ dξ ∣∣∣∣=
∣∣∣∣∣
∫ ( t∫
0
−A(ξ)e−A(ξ)s yˆ0 ds
)
ϕˆ dξ
∣∣∣∣∣
 t‖y0‖PMa
(
sup
ξ∈R3
sup
s>0
∥∥e−A(ξ)s∥∥)∥∥∥∥ ϕˆ‖A(ξ)‖|ξ |a
∥∥∥∥
L1(R3)
. (27)
Using the inequality (20), we have
sup
ξ∈R3
sup
s>0
∥∥e−A(ξ)s∥∥ 1.
Note that, if R > 0 and a < 3, then∥∥∥∥ 1|ξ |a
∥∥∥∥
L1(B(0,R))
< ∞.
As ϕˆ ∈ S(R3), we obtain∥∥∥∥ ϕˆ‖A(ξ)‖|ξ |a
∥∥∥∥
L1(R3)
 C
∥∥ϕˆ|ξ |2 max{γ,β,1}−a + ϕˆ|ξ |−a∥∥
L1(R3) < ∞.
Finally, using the last inequality and (27), we get∣∣〈G(t)y0 − y0, ϕ〉∣∣→ 0, when t → 0+. 
A direct application of Lemma 3.9 in Fa and Fa,T spaces completes the proof of well-
posedness of the integral equation (21). For this, note that in case of Theorem 3.4 we can take
the initial data sufficiently small, in a way that the hypothesis of Lemma 3.9 is verified.
In case of Theorem 3.6, we have that
KFT,a = C max
(
T τ1, T τ2
)→ 0, when T → 0,
and therefore, we can take T > 0 sufficiently small such that∥∥G(t)y0∥∥Fa,T KFa,T  ‖y0‖aKFa,T < 14 .
On the other hand, we need to show that B(y1, y2)(t) ⇀ 0 as t → 0+ in the distributional
sense, but we omit the proof because this follows a similar form at the second part of the proof
corresponding to Lemma 3.11.
The final part of the theorem, i.e., y(t) = (u(t),ω(t)) ∈ Fp for initial data y0 ∈ PMp ∩ PMa
with 2γ − 1 < p < 3, can be proven as follows. Since the solution given by Lemma 3.9 is
obtained by recursion:
y1(t, x) = G(t)y0,
yk+1(t, x) = y1(t, x)−B(yk, yk),
where k ∈ N, we can use Lemmas 3.10 and 3.11 in order to obtain
sup
∥∥y1(t)∥∥p  ‖y0‖p
t>0
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sup
t>0
∥∥yk+1(t)∥∥p  ‖y0‖p +KFp sup
t>0
∥∥yk(t)∥∥a sup
t>0
∥∥yk(t)∥∥p.
Now, let us choose 0 < εp  ε such that 2Kpεp < 1 and assume that ‖y0‖a < εp . The first part
of Theorem 3.4 shows that supt>0 ‖yk(t)‖a  2εp . Therefore, we can estimate
sup
t>0
∥∥yk+1(t)∥∥p  ‖y0‖p + 2Kpεp sup
t>0
∥∥yk(t)∥∥p.
Let us denote M0 = ‖y0(t)‖p and Mk = supt>0 ‖yk(t)‖p , then the sequence {Mk} satisfies
Mk+1 M0 + 2KpεpMk.
Taking R = 2Kpεp < 1, we can write
Mk 
(
1 +R +R2 + · · · +Rk)M0  11 −RM0,
and thus,
wk+1 = yk+1 − yk = −B(yk, yk)+B(yk−1, yk−1) = −B(wk, yk)−B(yk−1,wk).
Finally, Lemma 3.10 implies
sup
t>0
‖wk+1‖p  2 sup
t>0
∥∥yk(t)∥∥p sup
t>0
∥∥wk(t)∥∥a.
Since limk→∞ ‖wk‖Fa = limn→∞ ‖yk+1 − yk‖Fa = 0, then the sequence {yk} is a Cauchy se-
quence in BC((0,∞);PMp) and thus, it converges to some y˜(t, x) ∈ BC((0,∞);PMp). The
uniqueness of limit in distributional sense gets the desired conclusion.
3.2.2. Proof of Theorem 3.5
Let α = q−a
γ
with a = 4 − 2γ < q < 3. First, note that we can estimate supt>0 t
α
2 ‖ · ‖q of the
linear part of the integral equation as∥∥G(t)y0∥∥q  |ξ |q ∣∣e−tA(ξ)yˆ0(ξ)∣∣
 |ξ |q−ae−Ct |ξ |2γ |ξ |a∣∣yˆ0(ξ)∣∣
 t−
q−a
2γ
(
sup
s>0
sq−ae−Cs2γ
)
‖y0‖a
 Ct− α2 ‖y0‖4−2γ .
Now, in order to prove Theorem 3.5, applying Lemma 3.9, we just need to show the continuity
of the bilinear form at Fq space. Since we already have the continuity of bilinear term (22) at Fa
space, the continuity in the norm supt>0 t
α
2 ‖ · ‖q remains to be proven.
For this, using the inequalities (26) with a = q , we get∣∣(û1 ⊗ y2)(s, ξ)∣∣ C|ξ |2q−3 ∥∥u1(s)∥∥q∥∥y2(s)∥∥q,
and then, we estimate
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0
∥∥e−(t−s)A(ξ)∥∥|ξ |4−q∥∥u1(s)∥∥q∥∥y2(s)∥∥q ds
 CI (ξ, t) sup
t>0
t
α
2
∥∥u1(t)∥∥q sup
t>0
t
α
2
∥∥y2(t)∥∥q
 C sup
t>0
t
α
2
∥∥u1(t)∥∥q sup
t>0
t
α
2
∥∥y2(t)∥∥q,
where
I (ξ, t) =
t∫
0
∥∥e−(t−s)A(ξ)∥∥|ξ |4−qs−α ds.
Since γ = δ and q > 4 − 2γ , using the estimate (20), we conclude that
I (ξ, t)
t∫
0
e−C(t−s)|ξ |2γ |ξ |4−qs−α ds
 sup
s>0
(
s4−qe−Cs2γ
) t∫
0
(t − s)− 4−q2γ s−α ds
= Ct− 4−q2γ −α+1 = Ct− α2 ,
and the theorem proof is finished in this way.
3.3. Stationary solutions
The aim of this section is to prove the existence of stationary mild solutions for the sys-
tem (7)–(9) in PMa-spaces. In this section, we consider external forces f (t, x) = f (x) = 0 and
g(t, x) = g(x) = 0.
Let γ = δ = min{γ,β} and y = (u,ω) be a stationary solution of integral equation (21), i.e.,
(u,ω) = e−tA(ξ)(uˆ, ωˆ)−
t∫
0
e−(t−s)A(ξ)iξ P̂(ξ)(û⊗ y)(ξ) ds
+
t∫
0
e−(t−s)A(ξ)P̂(ξ)
(
fˆ (ξ), gˆ(ξ)
)
ds,
for every t > 0.
Since A(ξ) is a Hermitian matrix, we can decompose the matrix as
A(ξ) = M(ξ)J (ξ)M−1(ξ),
where J (ξ) denotes the diagonal matrix with diagonal (λi)6i=1 and σ(A) = {λi}6i=1. By consid-
erations of Section 3.1 about matrix A(ξ), we know that λ > 0 for all λ ∈ σ(A), where σ(A)
denotes the set of eigenvalues of matrix A. By estimate (20) and letting t → ∞, we obtain that
lim
∥∥e−A(ξ)t∥∥ lim e−C|ξ |2δ t = 0, for all fixed ξ = 0. (28)t→∞ t→∞
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e−tJ (ξ) =
⎡⎢⎢⎣
e−tλ1 0 0 0
0 . 0 0
0 0 . 0
0 0 0 e−tλn
⎤⎥⎥⎦ , (29)
where λk ∈ σ(A) for all k = 1, . . . ,6. Moreover, using that λi > 0 for all i = 1, . . . ,6,
lim
t→∞
( t∫
0
e−sJ (ξ) ds
)
= lim
t→∞
((
I − e−tJ (ξ))D6i=1(λ−1i ))= D6i=1(λ−1i ), (30)
where D6i=1(λ
−1
i ) denotes the 6 × 6 diagonal matrix with diagonal ( 1λ1 , 1λ2 , 1λ3 , 1λ4 , 1λ5 , 1λ6 ).
The last integral means to integrate each element of matrix esJ (ξ). We remember the notation
P̂(ξ)(fˆ , gˆ) = (̂P(ξ)fˆ , gˆ). On the other hand, since we are assuming that (u,ω) is a stationary
solution, then using (28)–(30), we have
(uˆ, ωˆ)
= lim
t→∞
(
e−tA(ξ)(uˆ, ωˆ)−M(ξ)
t∫
0
e−(t−s)J (ξ) ds M−1(ξ)
(
iξ P̂(ξ)(û⊗y)− P̂(ξ)(fˆ , gˆ)))
= − lim
t→∞M
((
I − e−tJ (ξ))D6i=1(λ−1i ))M−1(iξ P̂(ξ)(û⊗ y)− P̂(ξ)(fˆ , gˆ))
= −M(ξ)D6i=1
(
λ−1i
)
M−1(ξ)
(
iξ P̂(ξ)(û⊗ y)− P̂(ξ)(fˆ , gˆ))
= −M(ξ)
∞∫
0
e−sJ (ξ) ds M−1(ξ)
(
iξ P̂(ξ)(û⊗ y)− P̂(ξ)(fˆ , gˆ))
= −
∞∫
0
e−sA(ξ)iξ P̂(ξ)(û⊗ y)(ξ) ds +
∞∫
0
e−sA(ξ)P̂(ξ)(fˆ , gˆ) ds. (31)
In short, we have proven that if (u,ω) is a stationary solution of integral equation (21), then
(u,ω) satisfies the integral equation (31). Let us remark that by proceeding in a contrary order,
we can obtain the equivalence.
Therefore, in order to prove the existence and uniqueness of the stationary solution for the
system (7)–(9), it is sufficient to study the existence and uniqueness of the integral equation (31).
For the last, we have the following theorem.
Theorem 3.12. Let γ = δ = min{β,γ } and a = 4 − 2γ with 12 < γ < 54 . Let (f, g) ∈ PMa−2γ .
There exist η > 0 and ε > 0 such that if ‖(f, g)‖a−2γ < η, then the system (7)–(9) has a sta-
tionary mild solution y = (u,ω) ∈ PMa . Moreover, (u,ω) is the unique solution which satisfies
‖(u,ω)‖a  2ε.
Proof. Note that all the estimates for the bilinear form (22) in BC((0,∞);PMa) also hold for
the bilinear term in (31)
−
∞∫
e−sA(ξ)iξ P̂(ξ)(û⊗ y)(ξ) ds.0
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lemma.
Lemma 3.13. Under the assumptions of Theorem 3.12, let H ∈ S′, such that Ĥ (ξ) =∫∞
0 e
−sA(ξ)P̂(ξ)(fˆ , gˆ) ds. Then,
‖H‖a  C
∥∥(f, g)∥∥
a−2γ .
Proof.
|ξ |a∣∣Ĥ (ξ)∣∣ ∞∫
0
∥∥e−sA(ξ)∥∥|ξ |a−(a−2γ ) ds∥∥(f, g)∥∥
a−2γ
 C
∞∫
0
e−sC|ξ |2γ |ξ |2γ ds∥∥(f, g)∥∥
a−2γ
= 1
C
∥∥(f, g)∥∥
a−2γ . 
Remark 3.14 (Singular solutions).
• Theorem 3.12 shows that the unique small stationary mild solution of system (1)–(4), with
f = 0 and g = 0 is the null solution.
• We can consider versions of Theorems 3.4 and 3.5 with f = f (t, x) and g = g(t, x) as non-
nulls (see Remark 3.8). Theorem 3.12 assures the existence of singular solutions to system
(1)–(4). Indeed, it is sufficient to take convenient (f, g) ∈ PMa−2γ which is singular. There-
fore, in the view point of singular solutions, the last observation shows the importance of
choosing the space Fa .
4. Decay estimates
The aim of this section is to prove some results of decaying when we take more regular initial
data, and particularly we state that the solutions vanish at the infinity for some initial data.
Theorem 4.1. Let us consider the assumptions of Theorem 3.4, let a = 4 − 2γ , 2γ − 1 < p < 3
and suppose that y0 ∈ PMp ∩ PMa . Given p < r  a satisfying r−p2γ < q−a2γ = α2 , then the solu-
tion provided by Theorem 3.4 satisfies
t
r−p
2γ y(t) ∈ BC((0,∞);PMr).
Corollary 4.2. Let E = PMp ∩ PMa be the closure of PMp∩PMa in PMa . If y0 = (u0,ω0) ∈ E,
then the corresponding solution given by Theorem 4.1 satisfies
lim
t→∞
∥∥u(t)∥∥
a
= 0 and lim
t→∞
∥∥ω(t)∥∥
a
= 0.
Remark 4.3. The previous corollary proves that mild solutions with initial data in the E =
PMp ∩ PMa space have a simple long-time diffusive behavior since all the solutions decay to 0
as t → ∞.
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However, this property is not true for PMa-spaces. Thus, mild solutions with initial data that lie
in PMa∩ Ec have a more complex long-time diffusive behavior. A class of initial data with such
regularity is the set of functions of type C|x|3−a . Here E
c denotes the complement of E.
4.1. Proof of Theorem 4.1
Let y0 = (u0,ω0) and a = 4 − 2γ . Proceeding analogously as in the proof of Theorem 3.5,
we get
sup
t>0
t
r−p
2γ ∥∥G(t)y0∥∥r C‖y0‖p.
Now, by second part of Theorem 3.4, we already know that if y0 ∈ PMp ∩ PMa then the
solution y(t) = (u(t),ω(t)) satisfies
sup
t>0
∥∥y(t)∥∥
p
< ∞.
Thus, in order to conclude the proof of Theorem 4.1, we need a result where we estimate the norm
supt>0 t
r−p
2γ ‖ · ‖r of bilinear form, using the norm ‖ · ‖Fa + supt>0 ‖ · ‖p of y, where ‖ · ‖Fa =
supt>0 ‖ · ‖a . For this, we prove the following lemma.
Lemma 4.4. Let y1(t) = (u1(t),ω1(t)) ∈ Fp and y2(t) = (u2(t),ω2(t)) ∈ Fq,a . Under the as-
sumptions of Theorem 4.1, we have
sup
t>0
t
r−p
2γ
∥∥B(y1, y2)∥∥r C‖u1‖Fp‖y2‖Fq,a .
Proof. Firstly, we remind the reader that we are in the case a = 4 − 2γ , α = q−a
γ
and that
‖ · ‖Fq,a = sup
t>0
‖ · ‖a + t α2 ‖ · ‖q .
Now, working analogously as in the proof of estimate (26), we obtain∣∣(û1 ⊗ y2)(s, ξ)∣∣ C|ξ |p+q−3 ∥∥u1(s)∥∥p∥∥y2(s)∥∥q .
Note that 0 < k = r+4−q−p2γ = r−p2γ − α2 + 1 < 1. Therefore, we estimate
|ξ |r ∣∣ ̂B(y1, y2)(ξ, t)∣∣ C t∫
0
e−(t−s)|ξ |2γ |ξ |r+1+3−q−ps− α2 s α2 ∥∥u1(s)∥∥p∥∥y2(s)∥∥q ds
 C
t∫
0
e−C(t−s)|ξ |2γ |ξ |2γ ks− α2 ds ‖u1‖Fp‖y2‖Fq,a
 C
t∫
0
(t − s)−ks− α2 ds sup
s>0
(
s2γ ke−s2γ
)‖u1‖Fp‖y2‖Fq,a
 Ct1− α2 −k‖u1‖Fp‖y2‖Fq,a = Ct−
r−p
2γ ‖u1‖Fp‖y2‖Fq,a .
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t
r−p
2γ
∥∥B(y1, y2)∥∥PMr  C‖u1‖Fp‖y2‖Fq . 
4.2. Proof of Corollary 4.2
We recall that δ = min{β,γ } and a = 4 − 2γ . Since a < q < 3 and 12 < γ = δ < 54 , we have
that 2a − q > a = 4 − 2γ > 2γ − 1. Thus, we can choose p such that
2γ − 1 <p < 2a − q < a and a − p > q − a.
Applying Theorem 4.1 with r = a, we get that for any y0,k = (u0,k,ω0,k) ∈ PMa ∩ PMp ,
lim
t→∞
∥∥yk(t)∥∥a = 0.
We denote by BC0 the closed subspace of BC consisting of functions that vanish as t → ∞.
Given y0 = (u0,ω0) ∈ PMa ∩ PMp , by density, it can be approximated in PMa-norm by
functions y0,k ∈ PMa ∩ PMp. Taking into account the continuity with respect to the initial data
contained in Theorems 3.4 and 3.5, we deduce that yk(t) converges in BC((0,∞);PMa) towards
y(t). Since the corresponding solutions yk belong to BC0((0,∞);PMa), it follows by closedness
of the subspace BC0 that
lim
t→∞
∥∥y(t)∥∥
a
= 0,
concluding the proof of the corollary.
5. Asymptotic stability
We analyze the large time behavior of solutions of Section 3. In short, we will show that small
perturbations of the linear equation (10)–(11) are negligible for large times. We make precise this
statement in the following results.
Theorem 5.1. Assume that y(t) = (u(t),ω(t)) and z(t) = (u˜(t), ω˜(t)) are solutions of sys-
tem (7)–(9) given by Theorem 3.4 corresponding to initial conditions y0 = (u0,ω0) and z0 =
(u˜0, ω˜0) ∈ PMa , respectively, satisfying
lim
t→∞
∥∥G(t)(y0 − z0)∥∥a = 0,
then
lim
t→∞
∥∥y(t)− z(t)∥∥
a
= 0
holds.
Moreover, if we assume y(t) and z(t) are solutions of system (7)–(9) given by Theorem 3.5
corresponding to initial conditions y0 and z0 ∈ PMa satisfying
lim
t→∞ t
α
2
∥∥G(t)(y0 − z0)∥∥q = 0,
then
lim
t→∞ t
α
2
∥∥y(t)− z(t)∥∥
q
= 0
holds.
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solution is stationary (see Theorems 3.12 and 3.4) imply the existence of a basin of attraction for
each stationary solution. This basin of attraction is characterized completely by the fact that the
linear part of the solutions has to match for the large times. This complicated dynamical picture
was already shown for the Navier–Stokes system in 3D in [1] recently.
Remark 5.3.
• Under the hypotheses of Theorem 5.1, the asymptotic stability can also be obtained in the
norm ‖ · ‖p by assuming limt→∞ ‖G(t)(y0 − z0)‖p = 0, where 2γ − 1 <p < a = 4 − 2γ .
• Let 2γ − 1 < p < a and z0 = 0. If limt→∞ ‖G(t)y0‖p = 0 (example: y0 ∈ PMp ∩ PMa or
in particular C∞c (R3)), a consequence of the previous theorem is that
lim
t→∞
∥∥y(t)∥∥
p
= 0,
a decay that does not follow from Theorem 4.1.
5.1. Proof of Theorem 5.1
By subtracting the integral equation in (21) for y(t) from the analogous expression for z(t)
and taking the norm ‖.‖a of the resulting equation we obtain∥∥y(t)− z(t)∥∥
a

∥∥G(t)(y0 − z0)∥∥a +KFa (‖y‖Fa + ‖z‖Fa )I1(t)
+KFa
(‖y‖Fa + ‖z‖Fa )I2(t), (32)
where
I1(t) = sup
ξ∈R3
ρt∫
0
|ξ |2γ e−C(t−s)|ξ |2γ ∥∥y(s)− z(s)∥∥
a
ds
and
I2(t) = sup
ξ∈R3
t∫
ρt
|ξ |2γ e−(t−s)|ξ |2γ ∥∥y(s)− z(s)∥∥
a
ds,
for a small constant ρ > 0 that will be chosen later.
Changing variables s = tz in I1(t) and noting that
sup
ξ∈R3
(t − s)|ξ |2γ e−(t−s)|ξ |2γ  sup
s>0
ses < ∞,
we estimate
I1(t)C sup
ξ∈R3
ρt∫
0
(t − s)−1∥∥y(s)− z(s)∥∥
a
ds
C
ρ∫
(1 − s)−1∥∥y(ts)− z(ts)∥∥
a
ds. (33)0
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I2(t)
(
sup
ξ∈R3
t∫
ρt
|ξ |2γ e−(t−s)|ξ |2γ ds
)(
sup
ρtst
∥∥y(s)− z(s)∥∥
a
)
=
(
sup
ξ∈R3
(
1 − e−t (1−ρ)|ξ |2γ )) sup
ρtst
∥∥y(s)− z(s)∥∥
a
= sup
ρtst
∥∥y(s)− z(s)∥∥
a
, (34)
since supξ∈R3(1 − e−t (1−ρ)|ξ |2γ ) = 1. We remember that the solutions of Theorem 3.4 satisfy
‖y‖Fa  2ε and ‖z‖Fa  2ε, (35)
therefore, by last inequalities (32)–(35), we get
∥∥y(t)− z(t)∥∥
a

∥∥G(t)(y0 − z0)∥∥a + 4CεKFa
ρ∫
0
(1 − s)−1∥∥y(ts)− z(ts)∥∥
a
ds
+ 4εKFa sup
ρtst
∥∥y(s)− z(s)∥∥
a
, (36)
for all t > 0.
Now, let us define
Γ = lim sup
t→∞
∥∥y(t)− z(t)∥∥
a
= lim
k∈N, k→∞ suptk
∥∥y(t)− z(t)∥∥
a
.
We will show that Γ = 0. The inequality
sup
tk
ρ∫
0
(1 − s)−1∥∥y(ts)− z(ts)∥∥
a
ds 
ρ∫
0
(1 − s)−1 sup
tk
∥∥y(ts)− z(ts)∥∥
a
ds
implies that
lim sup
t→∞
ρ∫
0
(1 − s)−1∥∥y(ts)− z(ts)∥∥
a
ds  Γ log
(
1
1 − ρ
)
.
Since for all k,
sup
tk
sup
ρtst
∥∥y(s)− z(s)∥∥
a
 sup
ρks<∞
∥∥y(s)− z(s)∥∥
a
,
we obtain
lim sup
t→∞
sup
ρtst
∥∥y(s)− z(s)∥∥
a
 Γ.
Computing lim supt→∞ in (36) and using the last inequalities, we have
Γ  4εKFa
(
C log
(
1
1 − ρ
)
+ 1
)
Γ.
If we take ρ > 0 sufficiently small, since 4εKFa < 1 and Γ is nonnegative, then Γ = 0.
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