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dloge in vse nasvete, ki so me uspešno vodili pri izdelavi diplomskega dela.
Zahvale gredo tudi Borji Bovconu za pomoč s podatkovnimi zbirkami in eval-
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Povzetek
Naslov: Detekcija objektov na vodni gladini na podlagi zaznavanja anomalij
Avtor: Damjan Kaľsan
Zaznavanje ovir v avtonomnih sistemih je ključnega pomena za primeren
odziv na nepredvidljive okolǐsčine. Na pomorski domeni so se v preteklosti
raziskovalci detekcije lotili z uporabo različnih senzorjev in pogosto ome-
nili smiselnost uporabe naprednih tehnik računalnǐskega vida. Zaradi ne-
skončnega števila možnih ovir v tej nalogi problem obravnavamo v kontekstu
detekcije anomalij. Tovrstne izbrane klasične metode delujejo na osnovi arhi-
tekture koder-dekoder in se poslužujejo polnadzorovanega učenja nad slikami
brez anomalij. V diplomski nalogi jih najprej primerno nadgradimo tako, da
so se sposobne učiti tudi iz slik z anomalijami in nato njihovo delovanje
preverimo na pomorski domeni. Za ta namen predlagamo dve prilagojeni
cenilni funkciji, ki strmita k maksimizaciji rekonstrukcijske napake anomalij
in minimizaciji napake morja. Predlagamo konvolucijsko nevronsko mrežo,
ki na podlagi napake rekonstrukcije napoveduje segmentacijsko masko in v
okviru nje primerjamo predlagani cenilni funkciji na štirih podatkovnih zbir-
kah. Predlagane metode se lahko uporabljajo tako na razburkani, kot tudi
mirni vodni površini, vendar so zanje značilne pogoste fantomske detekcije
ovir, ki za sedaj omejujejo njihovo uporabo v avtonomnem sistemu. Kljub
temu metode delujejo neodvisno od bližine obale ali velikih objektov.
Ključne besede: avtonomna plovila, konvolucijske nevronske mreže, detek-
cija anomalij, semantična segmentacija, strojno učenje.

Abstract
Title: Object detection on water surface by anomaly detection
Author: Damjan Kaľsan
Obstacle detection in autonomous systems is of key importance for an ap-
propriate response to unpredictable circumstances. A great portion of ob-
ject detection research in the maritime domain so far has employed different
sensors and concluded that there is a need for advanced computer vision
techniques. Due to an infinite number of potential obstacles we focused on
reconstruction based anomaly detection methods which utilize autoencoders
for semi-supervised learning on nonanomalous images. We have assessed
these methods in the maritime domain and upgraded them in a way that
they are also able to learn from anomalous images. In this paper we propose
two modified loss functions which strive to maximize the reconstruction error
of anomalies and minimize the error introduced by the sea. We also propose
a convolutional neural network which predicts a segmentation mask based
on the reconstruction error using the aforementioned loss functions and test
it on four different datasets. The proposed methods can be used in the case
of an agitated as well as the calm sea, however due to a high number of false
detections they are not yet fit for use in an autonomous system. Nonetheless
the methods work in the proximity of the shore and large objects.
Keywords: autonomous surface vehicles, convolutional neural networks,
anomaly detection, semantic segmentation, machine learning.
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Uvod
Dandanes je avtomatizacija v polnem zagonu na najrazličneǰsih področjih,
iz dneva v dan pa je vedno več govora o avtonomnih agentih. Slednji po-
stajajo del našega vsakdana in predstavljajo ključen del prihodnosti. Večina
medijske pozornosti je trenutno usmerjena v avtonomna vozila, ki pa so le
del celotnega spektra avtonomne mobilnosti.
V diplomskem delu naslovimo problematiko detekcije ovir za namen av-
tonomnih plovil. Slednja se uporabljajo za najrazličneǰse namene, na primer
batimerijo, vojaško uporabo in patruljiranje obale [13, 16]. Njihova uporab-
nost se pokaže tudi v situacijah, ko je ljudem dostop do nekega dela vodne
površine otežen ali celo ni mogoč. Pomorsko okolje je zelo dinamično in ra-
znoliko, ovire pa lahko predstavljajo vse od drugih plovil, plavajočega kosa
lesa do potapljača, pomola ali dela obale [13]. Pravočasna detekcija ovir v
neposrednem okolju plovila je zato ključnega pomena in predstavlja izhodǐsče
za sprejemanje nadaljnjih akcij. Posledično je zelo pomembno, da so detek-
cije hitre, natančne in konsistentne, saj v nasprotnem primeru lahko pride
do nastale škode ali pa nepotrebnih akcij plovila, ki porabljajo omejene vire
sistema.
Za zaznavo okolja so na voljo najrazličneǰsi senzorji. V preteklosti so
se v okviru raziskav za analizo okolice najpogosteje uporabljale stereo ka-
mere, LiDAR in radarska tehnologija [9]. Raziskovalci se običajno poslužujejo
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združitve različnih tipov senzorjev, ki so si med seboj komplementarni. Tako
izkoristijo prednosti posameznega senzorja, njegove slabosti pa naslovijo s
preostalimi. Podrobneǰse opise prednosti, slabosti in karakteristik posame-
znih senzorskih tehnologij lahko najdemo v ostalih sorodnih delih [24].
V praksi so se zaradi lastnosti pasivnega delovanja zelo dobro uveljavile
tudi videokamere, ki ne povzročajo interferenčnih motenj pri drugih sistemih,
poleg tega pa so cenovno ugodne in lahke, kar pozitivno vpliva na stabilnost
plovila [3]. Zaznava ovir na podlagi slikovnih točk izključno ene videokamere
v pomorskem okolju s seboj prinese vrsto težav, ki jih je potrebno ustrezno
nasloviti (glej Sliko 1.1). Pozornost usmerimo v modeliranje specifičnega dela
okolja in sicer vodne površine. Skupna lastnost vsem oviram je to, da od-
stopajo od običajnega izgleda okolja v katerem nastopajo. Posledično lahko
problematiko zaznavanja ovir na vodni gladini obravnavamo kot zaznavo ano-
malij. Na nekaterih drugih področjih so se že pojavile tovrstne metode, ki
so dosegle bolǰse rezultate od dotedanjih najbolǰsih metod [18, 2, 32]. Obe-
tavnost teh metod sloni na napredku na področju strojnega učenja in na
velikih količinah neoznačenih podatkovnih zbirk, katerih pridobivanje je eno-
stavno in cenovno ugodno. Zaradi narave podatkovnih zbirk, se omenjene
metode poslužujejo polnadzorovanega učenja, vsaka pa se problematike loti
malo drugače. Skupna lastnost je to, da se učijo na učni množici, ki vsebuje
izključno slike brez anomalij in zavržejo slike z anomalijami, ki pa bi lahko
pozitivno pripomogle pri učenju modela.
Cilj diplomske naloge je nadgraditi omenjene metode tako, da bolje iz-
koristijo učno množico, in sicer da se lahko učijo tudi iz učnih primerov na
katerih se nahajajo anomalije, v kolikor so te označene. Na ta način bi ohra-
nili generativno naravo izbranih metod in jim hkrati omogočili dostop do
diskriminativnih informacij v podatkih. Končni cilj je preveriti uspešnost
predlaganih metod na pomorski domeni.
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(a) Izguba fokusa (b) Meglica (c) Nagib plovila
(d) Nočni pogled (e) Blesk sončnih žarkov (f) Zrcaljenje struktur
(g) Valovi (h) Močan odboj svetlobe (i) Brazde
Slika 1.1: Primeri nekaterih pojavov na vodni gladini iz podatkovnih zbirk
MODD [13], SMD [24] in MaSTr1325 [4].
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1.1 Pregled sorodnih del
Področje zaznavanja ovir na pomorski domeni je veliko manj priljubljeno iz
vidika računalnǐskega vida kot na primer sorodno področje na domeni avto-
nomnih vozil. Veliko dosedanjih metod se je problematike zaznave lotilo iz
vidika modeliranja okolice na podlagi globinskih informacij. Avtorji Alme-
ida idr. so v okviru avtonomnega plovila Roaz II združili podatke radarske
tehnologije in GPS enote [1]. Glavna težava na katero so naleteli je bilo
zaznavanje majhnih objektov v neposredni okolici plovila. Zapisali so, da je
za detekcijo slednjih potrebna uporaba videokamer v kombinaciji z napre-
dnimi tehnikami računalnǐskega vida. Avtorji Muhovič idr. ocenijo ravnino
morja na podlagi podatkov iz stereo sistema dveh kamer in inercialne me-
rilne enote [20]. Zaznani objekti se pokažejo kot odstopanja od izračunane
ravnine. Predpostavijo, da je vodna površina glavna ravnina v opazovanem
okolju, kar pa ne drži v bližini obale ali večjih objektov. Implementacijo
kasneje nadgradijo tako, da omejijo vhodne podatke točkovnega oblaka na
podlagi ocene roba morja s pomočjo semantične segmentacije slike ene izmed
kamer [19]. S tem omilijo prej opisano pomanjkljivost, vendar je ne odpravijo
v popolnosti. Dodatna težava, ki jo navedejo, je problem ocene ravnine v pri-
meru mirne vodne površine. Predlagajo uporabo vnaprej naučene nevronske
mreže za detekcijo pogostih objektov. Avtorji Lee idr. prilagodijo nevronsko
mrežo YOLO9000 [25] in jo preizkusijo na podatkovni zbirki SMD [15]. Na-
vedejo, da detekcije dobro delujejo tudi v primerih z omejeno vidljivostjo, na
katerih se model sicer ni učil. Podobnih pristopov je v literaturi veliko, sku-
pna omejitev pa je to, da zaznajo zgolj določen nabor objektov nad katerimi
so naučeni.
V enem stareǰsih člankov avtorji Halterman idr. izvedejo kvalitativno
analizo detekcij za specifičen LiDAR in predlagajo enostaven detektor ovir
na podlagi 3 metrske kvadratne mreže [9]. Ugotovijo, da senzor dobro za-
znava ovire na približni razdalji 90 metrov, z izjemo manǰsih objektov kot so
pasti za lovljenje rakov in delno potopljenih skal. Slednja težava nastopi ker
analizirani LiDAR ne prodira skozi vodno gladino. Omenijo tudi težave inter-
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ference zaradi elektromagnetnega valovanja, omrežja in težavnost kalibracije
večsenzorskih sistemov. Avtorji Thompson idr. z uporabo štirih senzorjev
LiDAR zgradijo trorazsežno mrežo, ki vsebuje detektirane objekte [29].
Nekateri raziskovalci se detekcije lotijo s pomočjo video toka pridobljenega
iz videokamere nameščene na plovilu. Tovrstni pristopi so posebej koristni
v primeru majhnega plovila ali težnje po nizkocenovni in energijsko varčni
strojni opremi. Avtorji Wang idr. predlagajo detektor na podlagi zaznave
horizonta in predpostavijo, da ovire izstopajo iz vodne površine [30]. De-
tektiranim objektom sledijo tekom video toka in predpostavijo, da imajo
ovire konsistentno smer gibanja in tako zavržejo napačne detekcije. To-
vrsten pristop je omejen na delovanje v odprtih vodah. Avtorji Kristan
idr. izpostavijo semantično strukturo pomorskega okolja in ga razdelijo na
tri komponente [13]. Na podlagi slike izračunajo segmentacijsko masko s
pomočjo mešanice Gaussov in Markovih naključnih polj. Avtorji omenijo
določene omejitve predlaganega detektorja v primeru zrcaljenja struktur na
vodni površini, močnega odboja sončne svetlobe in slabše vidnega prehoda
med morjem in nebom. Nedavno so avtorji Bovcon idr. na pomorski domeni
preizkusili delovanje nekaterih najbolǰsih segmentacijskih metod, kjer se je
najbolje odrezala variacija mreže DeepLabv2 [4].
Z uveljavitvijo globokih nevronskih mrež so se na drugih področjih po-
javile metode, ki se poslužujejo arhitekture koder-dekoder in problematiko
detekcije obravnavajo kot zaznavo anomalij. Temeljijo na ideji, da naučeni
model iz vhodne slike ne bo zmožen rekonstruirati anomalij in bo posledično
vrnil veliko napako rekonstrukcije pripadajočih slikovnih točk. S tem poskr-
bijo tako za detekcijo kot tudi za lokalizacijo. Velja omeniti, da za delovanje
tovrstnih struktur ne potrebujemo posebnih vnaprej pripravljenih značilk.
Avtorji Mei idr. obravnavajo problematiko detekcije defektov tekstila [18].
Predlagajo detekcijo na podlagi tristopenjske Gaussove piramide, v okviru
katere se na vsaki stopnji nahaja konvolucijska arhitektura koder-dekoder
z razšumljanjem (angl. convolutional denoising autoencoder), napake re-
konstrukcije pa so na koncu združene v segmentacijsko masko. Pozitivnega
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vpliva uporabe Gaussovih piramid avtorji v članku ne potrdijo, čeprav ta
negativno vpliva na čas obdelave posamezne slike. Isto domeno obravna-
vajo avtorji Bergmann idr., ki navedejo, da uporaba napredneǰsih variacij
arhitektur koder-dekoder ni zadostna za namen segmentacije defektov [2].
Za primerjavo rekonstrukcije in vhodne slike predlagajo mero SSIM [31], ki
upošteva prostorske povezave med sosednimi slikovnimi točkami. Navedejo,
da izbrana metoda zelo izbolǰsa detekcijo defektov v primerjavi z drugimi
obstoječimi metodami. Odličen pregled metod na podlagi globokega učenja
za namen zaznave anomalij opǐsejo avtorji Kiran idr. in jih primerjajo na
osnovi posnetkov nadzornih kamer [12].
1.2 Prispevki
V okviru diplomske naloge izvedemo študijo izvedljivosti uporabe detektorjev
anomalij na pomorski domeni. Problematiko zaznavanja ovir obravnavamo
kot semantično segmentacijo dveh razredov, kjer vse razen morja spada v
razred anomalije. Predstavimo dve nadgradnji in sicer prva je posplošitev ce-
nilnih funkcij detekcije anomalij tako, da delujejo na učnih primerih, ki lahko
vsebujejo anomalije ali pa ne. S tem omogočimo enostaven prehod med nad-
zorovanim in polnadzorovanim učenjem in bolje izkoristimo učno množico.
Druga nadgradnja se odraža v predlogu arhitekture nevronske mreže, kjer
običajni arhitekturi koder-dekoder, katere namen je rekonstrukcija vhodne
slike, zaporedno dodamo še dodatno arhitekturo enakega tipa. Slednja pre-
vzame nalogo segmentacije na podlagi izhoda prve in tako omogoči celosten
pristop k učenju (angl. end-to-end learning). Obe arhitekturi temeljita na
prilagojeni konvolucijski nevronski mreži U-Net [26]. Predlagamo dve različni
cenilni funkciji, ki za namen segmentacije uporabita križno entropijo, razli-
kujeta pa se v izboru mere razdalje za namen rekonstrukcije, kjer izbiramo
med evklidsko razdaljo ali mero SSIM. Predlagano nevronsko mrežo v kombi-
naciji s cenilnima funkcijama nato primerjamo na podlagi podatkovnih zbirk
MODD [13], MODD2 [3], SMD [24] in MaSTr1325 [4].
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1.3 Struktura dela
Diplomska naloga sestoji iz 5 poglavij. V Poglavju 2 predstavimo relevantno
metodologijo konvolucijskih nevronskih mrež. V Poglavju 3 predlagamo našo
rešitev in definiramo dve prilagojeni cenilni funkciji. Nato v Poglavju 4 izve-
demo eksperimentalno analizo in predlagano rešitev primerjamo s sorodnimi
metodami. Nazadnje v Poglavju 5 zapǐsemo sklepne ugotovitve in navedemo
nadaljnje delo.
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Poglavje 2
Konvolucijske nevronske mreže
Konvolucijske nevronske mreže so posebna vrsta nevronskih mrež, ki te-
meljijo na operaciji konvolucije. Njihova uporaba je zelo priljubljena na
področju računalnǐskega vida, saj z uporabo učljivih konvolucijskih filtrov
omogočijo mreži, da pridobi znanje o lokalnih relacijah med slikovnimi toč-
kami. Te relacije so običajno prostorske narave, zanimiva pa je tudi razširitev
v časovno dimenzijo v primeru učenja na videoposnetkih. Porast njihove pri-
ljubljenosti lahko pripǐsemo tudi pojavitvi večjih podatkovnih zbirk in bolǰsi
strojni opremi, ki omogoča delo s tovrstnimi visokodimenzionalnimi podatki.
V Poglavju 2.1 opǐsemo bistvene sloje konvolucijskih nevronskih mrež,
aktivacijske funkcije in paketno normalizacijo. Nato v Poglavju 2.2 predsta-
vimo kako poteka učenje tovrstnih mrež, navedemo nekatere cenilne funkcije
in nazadnje v Poglavju 2.3 opǐsemo arhitekturi koder-dekoder in U-Net.
2.1 Gradniki in operacije
Poglavitna značilnost nevronskih mrež je to, da so zgrajene iz slojev, ki iz-
vajajo matematične operacije nad vhodnimi podatki. V osnovnem primeru
zgradbe konvolucijskih nevronskih mrež je govora o konvolucijskih slojih, ka-
terih naloga je agregacija lokalnih informacij in detekcija vzorcev, zaporedno
pa jim sledijo različni aktivacijski sloji.
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2.1.1 Konvolucijski sloj
Konvolucijski sloj sloni na matematični operaciji konvolucije, ki je na domeni
računalnǐskega vida najpogosteje uporabljena v dvodimenzionalni diskretni
izvedbi. Za poljubno slikovno točko na lokaciji (x, y) je matematično defini-
rana z enačbo
(I ∗ k)(x, y) =
Hk−1∑
i=0
Wk−1∑
j=0
I[x− i, y − j]k[i, j], (2.1)
kjer I predstavlja sliko nad katero izvedemo operacijo konvolucije z jedrom
k vǐsine Hk in širine Wk. Opisano operacijo lahko intuitivno predstavimo
kot enostaven produkt vhodne slike s poljubnim jedrom na več zaporednih
lokacijah glede na izbrani korak (glej Sliki 2.1a in 2.1b). Opazimo, da je
velikost izhodne slike odvisna od velikosti jedra in koraka, v obeh primerih
pa je izhod manǰsi od vhoda. Ta pojav je lahko nezaželen, odpravimo pa
ga tako, da vhodno sliko primerno obdamo z ničlami, kot je prikazano na
Sliki 2.1c. Za namen konvolucijskih slojev pojem konvolucije razširimo v
dimenzijo kanalov in jo definiramo z enačbo
(I ∗ f)(x, y) =
C−1∑
c=0
Hf−1∑
i=0
Wf−1∑
j=0
Ic[x− i, y − j]fc[i, j], (2.2)
kjer Ic in fc predstavljata vhod in jedro filtra na c-tem kanalu, vǐsina Hf
in širina Wf filtra pa sta enaki vǐsini in širini jedra. Velja omeniti, da filter
in jedro nista sinonima temveč en filter predstavlja skupek C jeder, število
filtrov pa narekuje število izhodnih kanalov konvolucije. Enostaven primer
trokanalnega vhoda je barvna slika kjer imamo rdeči, zeleni in modri kanal,
v splošnem pa jih je lahko poljubno mnogo. Poleg filtrov lahko konvoluciji
vhoda dodamo tudi pristranskost (angl. bias) in tako vplivamo na končni
rezultat. Primer procesiranja barvne slike s pristranskostjo je predstavljen
na Sliki 2.2. Tako filtri kot tudi pristranskost so učljivi parametri konvolu-
cijskega sloja.
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(a) Brez obrobe s korakom 1.
(b) Brez obrobe s korakom 2. (c) Enojna obroba s korakom 1.
Slika 2.1: Primeri konvolucije matrike modre barve z jedrom dimenzij 3× 3,
kjer oranžne številke predstavljajo vrednosti jedra s katerimi množimo
vhodno matriko. Zelena matrika predstavlja izhod konvolucije. Slike
povzete po [7].
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Slika 2.2: Konvolucija barvne slike s filtrom dimenzij 3× 3 in
pristranskostjo. Slika povzeta po [27].
2.1.2 Združevalni sloj
Pogosto želimo v okviru konvolucijske nevronske mreže zmanǰsati prostor-
ske dimenzije in število učljivih parametrov ter tako preprečiti pojav preti-
ranega prilagajanja (angl. overfitting). Uporabimo lahko združevalni sloj,
kjer izbiramo med več različicami izmed katerih je najpogosteje uporabljeno
združevanje na podlagi maksimuma (angl. max-pooling). Deluje tako, da
zaporedno glede na določen korak in velikost lokalnega okna izbere element z
največjo vrednostjo, ki predstavlja izhod na tistem mestu. Okno je funkcij-
sko podobno jedru pri konvoluciji, zgolj da nima uteži. Posledično je število
kanalov pred in po operaciji združevanja enako. Združevalni nivo lahko nado-
mestimo tudi s konvolucijo, ki uporabi korak večji od 1 in funkcijsko zmanǰsa
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dimenzije vhoda ter tako poenostavi strukturo mreže, brez da bi pri tem ne-
gativno vplivala na učinkovitost [28].
2.1.3 Povečevalni sloj
Za namen detekcije anomalij želimo na izhodu mreže generirati rekonstrukcijo
originalne slike in segmentacijsko masko, zato se pojavi potreba po povečanju
prostorske dimenzionalnosti podatkov tekom procesiranja. To dosežemo z
uporabo povečevalnega sloja, ki spremeni dimenzionalnost vhoda na želeno
vrednost z uporabo ene izmed tehnik interpolacije. Interpolacija razširi in-
formacije podane na vhodu v vǐsjo prostorsko dimenzionalnost tako, da vhod
primerno razdruži, manjkajoče vmesne vrednosti pa izračuna na podlagi spe-
cifične matematične funkcije. Vhod lahko povečamo tudi z uporabo transpo-
nirane konvolucije, vendar se pri tem lahko pojavi nezaželen vzorec šahovnice
zaradi neenakomernega prekrivanja vhoda in jedra [21]. Avtorji v navedenem
članku dokažejo, da lahko enak učinek povečevanja dosežemo s konvolucijo
in povečevalnim slojem, brez da bi se pri tem pojavil omenjeni vzorec.
2.1.4 Aktivacijske funkcije
Pomembno vlogo v nevronskih mrežah odigrajo tudi aktivacijske funkcije, ki
določajo izhodno vrednost nevrona na podlagi izbrane matematične funkcije.
Njihova uporaba nevronski mreži omogoči modeliranje kompleksnih neline-
arnih povezav med vhodnimi podatki in aproksimacijo poljubne funkcije v
visokodimenzionalnem prostoru. Poznamo več vrst aktivacijskih funkcij, ki
se razlikujejo glede na namen in so definirane na intervalu (−∞,∞). V
nadaljevanju opǐsemo nekaj pogostih aktivacijskih funkcij.
Tanh
Funkcija Tanh je definirana z enačbo
f(x) =
2
1 + e−2x
− 1; f(x) ∈ (−1, 1) (2.3)
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in je najbolj občutljiva na intervalu (−2, 2). Zaznamuje jo težava izginjajoče-
ga gradienta (angl. vanishing gradient), kar se zgodi, ko se izhod funkcije ne
spremeni veliko kljub velikim spremembam na vhodu. Posledično je gradi-
ent zelo majhen in nevronska mreža ni zmožna primerno prilagoditi učljivih
parametrov. Pomen in vpliv gradienta podrobneje opǐsemo v Poglavju 2.2.
ReLU
Funkcija ReLU (angl. rectifying linear unit) rešuje težavo izginjajočega gra-
dienta in velja za odličen aproksimator poljubne funkcije. Posledično je zelo
priljubljena v konvolucijskih nevronskih mrežah in je večinoma prva aktiva-
cijska funkcija, ki jo raziskovalci preizkusijo v okviru svoje mreže. Definirana
je z enačbo
f(x) =
0, x < 0x, x ≥ 0 ; f(x) ∈ [0,∞). (2.4)
V primeru negativnega vhoda govorimo o izpadu nevrona (angl. dying
ReLU). Tako izhod kot tudi gradient tovrstnega nevrona sta vedno enaka
0, kar je problematično, saj nevron iz vhoda ne izvleče nobene koristne in-
formacije, poleg tega pa zaradi gradienta obtiči v omenjenem stanju.
Parametrični ReLU
Funkcija parametričnega ReLU (angl. parametric ReLU) naslovi težavo iz-
pada nevrona in je definirana z enačbo
f(x) =
ax, x < 0x, x ≥ 0 ; f(x) ∈ (−∞,∞), (2.5)
kjer a predstavlja koeficient nagiba premice na negativnem delu intervala.
Vrednost tega koeficienta je ponavadi zelo majhna. Funkcijo označimo z
okraǰsavo PReLU.
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Softmax
Funkcija Softmax je definirana z enačbo
σ(x)i =
exi∑K
j=1 e
xj
; σ(x)i ∈ (0, 1) (2.6)
in se ponavadi nahaja v okviru zadnjega sloja nevronske mreže. Uporablja se
za namen klasifikacije na K razredov, v okviru katere dodeli vsakemu razredu
verjetnost na intervalu (0, 1), ki se skupaj seštejejo v 1.
2.1.5 Paketna normalizacija
Operacija paketne normalizacije (angl. batch normalization) se pojavi kot del
arhitekture nevronskih mrež in pozitivno vpliva na učenje. Glavne prednosti
so možnost uporabe vǐsje stopnje učenja in posledično hitreǰsa konvergenca
mreže, manǰsa potreba po pazljivosti pri inicializaciji in preprečevanje pre-
tiranega prilagajanja učnim podatkom [10]. Paketna normalizacija naslovi
numerično težavo spreminjajoče se porazdelitve podatkov na posameznih slo-
jih, ki omejuje zmožnost učenja mreže. Pri nekaterih aktivacijskih slojih, kot
je denimo Tanh, se ta težava odraža v obliki izginjajočih gradientov. Opera-
cija se izvaja nad paketom podatkov (angl. batch) pred vsakim nelinearnim
aktivacijskim slojem. Paket B je definiran kot skupek m procesiranih vho-
dnih podatkov
B = {x1, x2, ..., xm} (2.7)
na določenem nivoju mreže. Algoritem uvede dva učljiva parametra β in γ,
ki parametrizirata linearno transformacijo normaliziranih podatkov in tako
omogoči mreži, da podatke skalira na interval, ki najbolj pozitivno vpliva na
učenje. Za namen paketne normalizacije najprej izračunamo srednjo vrednost
µB =
1
m
m∑
i=1
xi (2.8)
in varianco celotnega paketa B
σ2B =
1
m
m∑
i=1
(xi − µB)2. (2.9)
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Nato normaliziramo podatke
x̂i =
xi − µB√
σ2B + ε
(2.10)
tako, da je srednja vrednost x̂i enaka 0 in standardni odklon enak 1 in rezultat
ustrezno linearno transformiramo
yi = γx̂i + β. (2.11)
Pri tem uporabimo majhno konstanto ε za računsko stabilnost. Končna
vrednost yi je rezultat paketne normalizacije in predstavlja vhod v nelinearni
aktivacijski sloj.
2.2 Učenje
Učenje nevronskih mrež v grobem sestoji iz dveh ponavljajočih zaporednih
korakov. Prvi korak imenujemo
”
prehod naprej“ (angl. forwardpropagation)
in predstavlja procesiranje vhodnega paketa slik, ki jih predhodno primerno
obdelamo. Paket potuje skozi mrežo po definiranih povezavah med sloji,
ki nad njegovimi podatki izvajajo transformacije na podlagi internih para-
metrov. Izhod zadnjega sloja predstavlja rezultat procesiranja. Slednjega
lahko primerjamo z želenim izhodom na podlagi izbrane cenilne funkcije in
tako ocenimo kakovost rezultata mreže. Drugi korak je propagiranje storjene
napake mreže v nasprotni smeri povezav in prilagajanje internih parame-
trov z namenom zmanǰsanja napake. Ta korak imenujemo
”
prehod nazaj“
(angl. backpropagation) in temelji na algoritmu gradientnega spusta v NW -
dimenzionalnem prostoru, kjerNW predstavlja število internih parametrov. S
ponavljanjem omenjenih dveh korakov iterativno zmanǰsujemo napako mreže
na podlagi izbranega optimizacijskega algoritma, dokler ta ne skonvergira.
Pri tem lahko naletimo na težavo pretiranega prilagajanja učnim podatkom,
kar negativno vpliva na izhod naučene nevronske mreže na še nevidenih po-
datkih. Za preprečevanje tega pojava je na voljo več različnih tehnik. Ena
izmed njih je upadanje vrednosti uteži (angl. weight decay), ki prilagodi
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enačbo za spremembo internih parametrov tekom prehoda nazaj in tako pri-
pomore h generalizaciji mreže [14].
2.2.1 Cenilne funkcije
Poznamo več vrst cenilnih funkcij, ki jih med seboj razlikujemo po namenu
uporabe. Njihova izbira je ključnega pomena za učenje, saj predstavlja pro-
stor v katerem mreža minimizira napako. Računamo jih na podlagi izhoda
mreže Ores = {o1, o2, ..., on} in želenih izhodov Ogt = {ô1, ô2, ..., ôn}.
Povprečna napaka
Povprečna napaka (angl. mean squared error) je ena izmed pogosteje upora-
bljenih cenilnih funkcij in je računsko nezahtevna, kar pripomore h zmoglji-
vosti nevronske mreže. Temelji na evklidski meri razdalje in je definirana z
enačbo
MSE =
∑n
i=1(oi − ôi)2
n
, (2.12)
njen rezultat pa je enostaven za razumevanje in vizualizacijo. Ena izmed
pomanjkljivosti tega pristopa na domeni slik je to, da ignorira prostorske
povezave med slikovnimi točkami.
Povprečna strukturna podobnost
Strukturna podobnost (angl. structural similarity) je metoda za primerjavo
strukturne podobnosti dveh slik [31]. Temelji na zakonitostih človeškega
vizualnega sistema, ki narekujejo, da je človeško oko bolj občutljivo na spre-
membe v strukturi kot pa v svetlosti ali kontrastu. Primerjava dveh slik
poteka na podlagi primerjave lokalne okolice (angl. patch) okna poljubne
velikosti K × K. V sliki izhoda Ores to okolico označimo s p, v želenem
izhodu Ogt pa s q. Sliki primerjamo tako, da okno hkrati pomikamo po obeh
slikah in izračunamo vrednost strukturne podobnosti okolice na vseh možnih
lokacijah. V sklopu primerjave uporabimo tri komponente in sicer kompo-
nento svetlosti (2.13), kontrasta (2.14) in strukture (2.15), ki so definirane z
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enačbami
l(p, q) =
2µpµq + C1
µ2p + µ
2
q + C1
(2.13)
c(p, q) =
2σpσq + C2
σ2p + σ
2
q + C2
(2.14)
s(p, q) =
2σpq + C2
2σpσq + C2
, (2.15)
kjer µp in µq predstavljata srednji vrednosti okolic p in q, σp in σq standar-
dni odklon, σ2p in σ
2
q varianco, σpq pa kovarianco med njima. C1 in C2 sta
konstanti, ki zagotavljata numerično stabilnost in ju ponavadi nastavimo na
vrednosti 0.01 in 0.03. Zgornje enačbe skupaj tvorijo mero SSIM, ki nor-
malizira svetlost in kontrast slikovnih točk in primerja njihovo strukturo.
Definirana je z enačbo
SSIM(p, q) = l(p, q)αc(p, q)βs(p, q)γ, (2.16)
kjer lahko z nastavitvijo številskih parametrov α, β in γ poljubno vplivamo
na pomembnost posamezne komponente. Po vzoru avtorjev jih enakomerno
utežimo z vrednostjo 1 in enačbo (2.16) prepǐsemo v
SSIM(p, q) =
(2µpµq + C1)(2σpq + C2)
(µ2p + µ
2
q + C1)(σ
2
p + σ
2
q + C2)
. (2.17)
Na podlagi opisanih enačb lahko izračunamo rezultat v obliki zemljevida
vrednosti SSIM. Mera SSIM je odvedljiva, zato jo lahko uporabimo kot mero
razdalje v cenilni funkciji povprečne strukturne podobnosti, ki jo izračunamo
po enačbi
MSSIM(Ores, Ogt) =
1
L
L∑
j=1
SSIM(pj, qj). (2.18)
V zgornji enačbi L predstavlja število lokalnih oken, pj in qj pa lokalno
okolico j-tega okna. Pri tem moramo biti pazljivi, da rezultat pravilno pred-
značimo tekom optimizacijskega koraka, saj so izhodne vrednosti mere SSIM
na intervalu [−1, 1], kjer 1 predstavlja ekvivalenco primerjanih slik.
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Križna entropija
Križna entropija (angl. cross entropy) se uporablja za namen klasifikacije.
Njena značilnost je visoka vrednost za vhode oi, ki močno odstopajo od
ciljnega razreda ôi. V primeru binarne klasifikacije je definirana z enačbo
CE =
−log(oi), ôi = 1−log(1− oi), ôi 6= 1 . (2.19)
Izhod mreže oi v kontekstu klasifikacije predstavlja verjetnost njegove pripa-
dnosti diskretnemu razredu ôi.
2.2.2 Konvergenca mreže
Pri učenju nevronskih mrež naletimo na vrsto hiperparametrov, ki vplivajo
na konvergenco mreže in jih moramo pravilno nastaviti. Eden izmed naj-
pomembneǰsih je stopnja učenja (angl. learning rate) oziroma korak, ki ga
optimizacijski algoritem naredi v smeri izračunanega gradienta. Gradient
opisuje smer najstrmeǰsega spusta v trenutni točki prostora cenilne funkcije
brez obzira na vrednost izbranega koraka. Posledično se lahko v primeru
prevelikega koraka zgodi, da se optimizacijski algoritem zagozdi še preden
doseže dno lokalnega minimuma funkcije, kot je prikazano na Sliki 2.3a ali pa
skonvergira v drug lokalni minimum. V takem primeru je smiselna uporaba
dinamičnega koraka, ki se spremeni ob izpolnitvi izbranega pogoja. Pogoj
je med drugim lahko število preteklih iteracij (angl. epoch) ali pa denimo
konvergenca mreže s trenutnim korakom, kar v praksi ne zahteva težavneǰse
eksperimentalne nastavitve. Primer delovanja algoritma z drugim opisanim
pogojem je predstavljen na Sliki 2.3b, kjer postopno zmanǰsujemo korak do
končne konvergence. Pomembno je tudi, da koraka ne nastavimo prenizko,
saj to podalǰsa čas učenja.
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(a) Statični korak (b) Dinamični korak
Slika 2.3: Simbolična primerjava konvergence mreže v enodimenzionalnem
prostoru. Modra črta predstavlja cenilno funkcijo C v odvisnosti od uteži
w. Zelena in oranžna črta nakazujeta potek konvergence nevronske mreže.
2.3 Arhitektura koder-dekoder
Koder-dekoder je vrsta nevronske mreže, ki sestoji iz dveh delov, in sicer
združevalne poti (angl. encoder), ki kodira vhodne podatke in razširjevalne
poti (angl. decoder), ki iz kodiranih podatkov poskuša rekonstruirati vhod,
kot je prikazano na Sliki 2.4. Kodirani podatki predstavljajo ozko grlo mreže
in jo prisilijo, da iz vhodnih podatkov razbere zgolj najpomembneǰse infor-
macije in zavrže preostale. Tovrstna arhitektura torej deluje kot projekcija
vhoda v d-dimenzionalen prostor in nazaj na podlagi kompleksne nelinearne
funkcije, kjer d predstavlja dimenzijo kodiranih podatkov. Število skritih slo-
jev in izhodnih kanalov arhitekture je poljubno, vendar jih je smiselno izbrati
na podlagi kompleksnosti porazdelitve podatkov, ki jih želimo modelirati [8].
S tem preprečimo, da bi mreža podatke enostavno kopirala na izhod brez da
bi pri tem razbrala kakršnekoli uporabne informacije.
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Slika 2.4: Arhitektura koder-dekoder, ki prikazuje izgubo informacij pri
rekonstrukciji vhodne slike. Slika povzeta po [6].
2.3.1 Arhitektura U-Net
U-Net [26] je nevronska mreža, ki temelji na arhitekturi koder-dekoder in je
bila predlagana za namen segmentacije biomedicinskih slik. Mreža sestoji iz
simetrične združevalne in razširjevalne poti in uporablja konvolucijske sloje.
Pomembno vlogo imajo tudi preskočne povezave (angl. skip connections), ki
povezujejo različne nivoje arhitekture. Tovrstne povezave omogočajo prenos
manj obdelanih vhodnih podatkov na drug del mreže, kar pozitivno vpliva
na rekonstrukcijo, saj bi se v nasprotnem primeru podrobnosti najverjetneje
porazgubile tekom konvolucije. Na izhodu posledično dobimo natančno loka-
lizacijo želenih razredov v visoki ločljivosti. Mrežo U-Net odlikuje enostavna
zgradba, ki je prikazana na Sliki 2.5 in hitrost procesiranja podatkov. Sloji,
ki jo sestavljajo so sledeči:
• Konvolucijski sloj s filtrom velikosti 3× 3, ki mu sledi aktivacijski sloj
ReLU.
• Konvolucijski sloj s filtrom velikosti 2×2, ki sledi povečevalnemu sloju.
• Konvolucijski sloj s filtrom velikosti 1 × 1, katerega namen je prilago-
ditev števila kanalov številu izhodnih razredov.
• Združevalni sloj na podlagi maksimuma okna velikosti 2× 2 s korakom
2.
Vse opisane konvolucijske operacije uporabljajo korak velikosti 1 in podatkov
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ne obdajajo z ničlami. Preskočne povezave so realizirane s pomočjo izreza
podatkov primerne velikosti in združevanja s ciljnimi podatki povezave.
Slika 2.5: Arhitektura U-Net. Modre škatle predstavljajo izhodne podatke
predhodnega sloja, bele pa kopirane podatke preko preskočne povezave. Z
modro črtkano škatlo je nakazana velikost izreza. V levem spodnjem kotu
škatel so zapisane dimenzije podatkov, nad njimi pa število kanalov. Slika
povzeta po [26].
Poglavje 3
Naš pristop
Tekom tega poglavja predstavimo našo metodo na pomorski domeni, velja
pa omeniti, da jo lahko zaradi splošnosti zlahka apliciramo tudi na drugih
domenah. V Poglavju 3.1 opǐsemo osnovno idejo za delovanjem nevronske
mreže in nato v Poglavju 3.2 opǐsemo izbrano arhitekturo. Nazadnje v Po-
glavjih 3.3 in 3.4 v okviru predlaganih mrež definiramo prilagojeni cenilni
funkciji EMSE in EMSSIM.
3.1 Osnovna ideja
Detekcijo objektov na vodni gladini obravnavamo kot semantično segmenta-
cijo slike na dva razreda. Prvi razred predstavlja morje, drugi pa vse ostalo in
ga označimo kot razred anomalije. To razdelitev si najlažje predstavljamo na
podlagi Slike 3.1, kjer je slika anotirana na osnovi segmentacijske maske G,
ki predstavlja resnično porazdelitev (angl. ground truth). Predlagamo kon-
volucijsko nevronsko mrežo, ki se iz učne množice nauči minimizirati napako
rekonstrukcije morja in hkrati maksimirati napako anomalij. Mreža sestoji iz
dveh prilagojenih podmrež tipa U-Net, ki imata ločeni funkciji in ju označimo
z AE1 in AE2. AE1 skrbi za rekonstrukcijo vhoda in jo primerja z vhodno
sliko na podlagi mere razdalje D tako, da izračuna zemljevid odvečnih vre-
dnosti Mres (angl. residual map). Slednji prikazuje rekonstrukcijsko napako
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(a) (b) (c) (d)
Slika 3.1: Primer delitve izvorne slike (a) glede na segmentacijsko masko
(b), kjer (d) prikazuje anomalije in (c) morje. Vir slik je podatkovna zbirka
MaSTr1325.
na vsaki posamezni lokaciji slike in predstavlja vhod v mrežo AE2. Naloga
mreže AE2 je napoved končne segmentacijske maske Mseg, katere kako-
vost ocenjujemo na podlagi cenilne funkcije L2. S tem se izognemo ročnemu
nastavljanju mejne vrednosti (angl. threshold), kar je značilno za ostale me-
tode detekcije na podlagi anomalij in to raje prepustimo mreži. Poleg tega
se običajne metode ponavadi učijo izključno na podlagi učnih primerov brez
anomalij, naša mreža pa omogoča učenje na vseh vzorcih, v kolikor so ano-
tirani. S tem izkoristi vse podane informacije učne množice in se na podlagi
podanega konteksta bolje nauči razločevati med razredoma. Opisano delo-
vanje dosežemo s prilagoditvijo izbrane cenilne funkcije tako, da maskiramo
zemljevid izračunanih odvečnih vrednosti na podlagi podane segmentacijske
maske. Napako rekonstrukcije razreda morja definiramo z enačbo
E0 =Mres · (1− G), (3.1)
napako rekonstrukcije razreda anomalij pa z enačbo
E1 =Mres · G. (3.2)
Za delovanje metode moramo vrednosti segmentacijske maske G nastaviti na
1 za slikovne točke, ki predstavljajo anomalije in 0 za morje. Z združitvijo
enačb (3.1) in (3.2) definiramo prilagojeno cenilno funkcijo z enačbo
L1 = E0 − λ1E1, (3.3)
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kjer lahko pomembnost posamezne napake poljubno prilagodimo s konstanto
λ1. Na ta način mreža minimizira vrednost E0 in maksimira vrednost E1.
Končna napaka mreže je definirana kot kombinacija cenilnih funkcij L1 in L2
z enačbo
L = L1 + λ2L2, (3.4)
kjer razmerje pomembnosti cenilnih funkcij določimo s konstanto λ2. V di-
plomski nalogi predlagamo cenilni funkciji EMSE in EMSSIM, ki prevzameta
vlogo cenilne funkcije L1. Obe funkciji sta podrobneje definirani v Poglavjih
3.3 in 3.4. Cenilno funkcijo L2 nadomestimo s križno entropijo.
3.2 Arhitektura
Arhitektura predlagane mreže je neodvisna od izbrane mere razdalje in je she-
matično predstavljena na Sliki 3.2. Mreža na vhodu predpostavi sivinsko sliko
Slika 3.2: Shematični prikaz predlagane arhitekture. S številko 1 je
označena segmentacijska maska resnične porazdelitve, z 2 vhodna slika in s
3 rekonstrukcija. Številka 4 predstavlja operacijo računanja napake
rekonstrukcije na podlagi izbrane mere razdalje in zgenerira zemljevid
odvečnih vrednosti, ki je označen s 5. Število 6 označuje napovedano
segmentacijsko masko.
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velikosti 128×128 slikovnih točk. Podmreža AE1 sestoji iz štirih nivojev, kjer
na vsakem izvedemo dve operaciji konvolucije s filtrom velikosti 3× 3. Vsaki
izmed omenjenih konvolucij sledi paketna normalizacija izhoda in njegova
aktivacija z uporabo PReLU. Za namen obeh konvolucij uporabimo korak
velikosti 1 in enojno obrobo ničel. Konvolucijama na združevalni poti sledi
združevanje na podlagi maksimuma okna velikosti 2× 2, ki zmanǰsa vhodne
dimenzije slike za polovico. Četrti nivo predstavlja ozko grlo podmreže, kjer
konvolucijama zaporedno sledijo povečevalni sloj, neobrobljena konvolucija s
korakom 1 in filtrom velikosti 1× 1, paketna normalizacija in združevanje z
izhodnimi podatki istega nivoja na združevalni poti. Povečevalni sloj poveča
dimenzije slike za faktor 2 na podlagi interpolacijskega algoritma najbližjega
soseda (angl. nearest neighbour). Opisani postopek povečevanja ponavljamo
tekom celotne razširjevalne poti. Na koncu podmreže AE1 dvema konvolu-
cijama sledi še dodatna neobrobljena konvolucija s filtrom velikosti 1× 1 in
korakom 1, ki podatke preslika v en kanal. Sledita še paketna normalizacija
in aktivacija Tanh. Izhod opisanega cevovoda je rekonstrukcija vhodne slike.
Slednjo nato primerjamo z vhodno sliko na podlagi izbrane mere razdalje in
zgeneriramo zemljevid odvečnih vrednosti, ki predstavlja vhod v mrežo AE2.
Slednja sestoji iz treh nivojev in ne vsebuje preskočnih povezav. Operacije
podmreže so analogne podmreži AE1 z dvema izjemama. Prva se pojavi pri
povečevanju slike, kjer uporabimo izključno povečevalni sloj okna velikosti
2×2. Druga je zamenjava paketne normalizacije in aktivacije Tanh na koncu
mreže z aktivacijskim slojem Softmax. Izhod slednjega je napovedana se-
gmentacijska maska dveh razredov. Podroben prikaz arhitekture s številom
vhodnih in izhodnih kanalov vsake stopnje je prikazan na Sliki 3.3.
3.3 EMSE-Net
Predlagamo prvo variacijo mreže, ki cenilno funkcijo L1 nadomesti z raz-
širjeno povprečno napako in jo poimenujemo EMSE (angl. extended mean
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Slika 3.3: Prikaz arhitekture predlagane mreže za vhodno sivinsko sliko. Pri
vrhu vsake škatle je zapisano število kanalov, v levem spodnjem kotu pa se
nahaja številka, ki opisuje širino in vǐsino slike.
squared error). Napako rekonstrukcije razreda morja zapǐsemo z enačbo
E0 =
1
Q
Q∑
i=1
(Irec,i − Iorig,i)2, (3.5)
kjer Q predstavlja število slikovnih točk razreda morja v G, Iorig,i in Irec,i pa
predstavljata i-to slikovno točko tega razreda v vhodni sliki in rekonstrukciji.
Nato definiramo napako rekonstrukcije razreda anomalij z enačbo
E1 =
1
R
R∑
j=1
(Irec,j − Iorig,j)2, (3.6)
kjer R predstavlja število slikovnih točk razreda anomalij, Irec,j in Iorig,j
pa sta analogna Irec,i in Iorig,i. Enačbi (3.5) in (3.6) združimo v razširjeno
povprečno napako rekonstrukcije vhodne slike, ki jo definiramo kot
EMSE =
1
Q
Q∑
i=1
(Irec,i − Iorig,i)2 − λ1 ·
1
R
R∑
j=1
(Irec,j − Iorig,j)2. (3.7)
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Končna cenilna funkcija mreže EMSE-Net je definirana z enačbo
LEMSE =
1
Q
Q∑
i=1
(Irec,i − Iorig,i)2
− λ1 ·
1
R
R∑
j=1
(Irec,j − Iorig,j)2
+ λ2 · CE(Mseg,G).
(3.8)
V primeru slike na intervalu [0, 1] so izhodne vrednosti E0 in E1 definirane na
intervalu [0, 1], EMSE na intervalu [−λ1, 1] in LEMSE na intervalu [−λ1,∞].
3.4 EMSSIM-Net
Predlagamo drugo variacijo mreže, kjer cenilno funkcijo L1 nadomestimo z
razširjeno povprečno strukturno podobnostjo in jo poimenujemo EMSSIM
(angl. extended mean structural similarity). Napako rekonstrukcije razreda
morja definiramo kot
E0 = −
1
Q
Q∑
i=1
SSIM(pi, qi), (3.9)
kjer je Q število lokalnih oken centriranih na slikovni točki razreda morja,
pi in qi pa predstavljata lokalno okolico i-tega okna vhodne slike Iorig in
rekonstrukcije Irec. Napako rekonstrukcije razreda anomalij definiramo z
enačbo
E1 = −
1
R
R∑
j=1
SSIM(pj, qj), (3.10)
kjer je R število lokalnih oken centriranih na slikovni točki razreda anomalije,
pomen pj in qj pa je analogen pi in qi. Obe napaki smo negativno pred-
značili, saj SSIM vrača večjo vrednost za bolǰso kakovost rekonstrukcije, kar
pa je v nasprotju z našo težnjo po minimizaciji napake. Razširjeno povprečno
strukturno podobnost rekonstrukcije definiramo z enačbo
EMSSIM = − 1
Q
Q∑
i=1
SSIM(pi, qi) + λ1 ·
1
R
R∑
j=1
SSIM(pj, qj) (3.11)
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in zapǐsemo končno cenilno funkcijo mreže EMSSIM-Net kot
LEMSSIM = −
1
Q
Q∑
i=1
SSIM(pi, qi)
+ λ1 ·
1
R
R∑
j=1
SSIM(pj, qj)
+ λ2 · CE(Mseg,G).
(3.12)
Pri uporabi cenilne funkcije LEMSSIM moramo biti pazljivi na interval Iorig
in Irec, saj mera SSIM predpostavi da sta nenegativna [2]. Predlagamo
prilagoditev vrednosti vhodne slike in rekonstrukcije na interval [0, 1] tik
pred izračunom zemljevida odvečnih vrednosti. Sliki prilagodimo na podlagi
linearne transformacije definirane z enačbo
Îi =
Ii − Imin
Imax − Imin
, (3.13)
kjer Ii in Îi predstavljata izvorno in prilagojeno vrednost i-te slikovne točke
slike I, Imin in Imax pa najmanǰso in največjo možno vrednost, ki jo posame-
zna slikovna točka lahko ima. V primeru slike na intervalu [0, 1] so izhodne
vrednosti E0 in E1 definirane na intervalu [−1, 1], EMSSIM na intervalu
[−λ1 − 1, λ1 + 1] in LEMSSIM na intervalu [−λ1 − 1,∞].
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Poglavje 4
Eksperimentalna evalvacija
4.1 Evalvacijsko okolje
4.1.1 Podatkovne zbirke
Za namen evalvacije smo izbrali 4 podatkovne zbirke, in sicer MODD [13],
MODD2 [3], SMD [24] in najnoveǰso podatkovno zbirko MaSTr1325 [4].
Objekti vseh podatkovnih zbirk razen MaSTr1325 so anotirani z omejeval-
nim poljem (angl. bounding box), poleg tega pa vsebujejo še anotacije roba
morja. Pri SMD je slednji označen kot ravna, pri MODD in MODD2 pa
kot lomljena črta. V primeru omenjenih treh podatkovnih zbirk smo na
podlagi podanih anotacij zgenerirali segmentacijske maske dveh razredov, v
primeru MaSTr1325 pa so bile že predhodno zgenerirane za vsako slikovno
točko posebej. Izmed naštetih podatkovnih zbirk je največja SMD, kjer za
računsko evalvacijo uporabimo 19370 slik. Preostanek slik te zbirke je po-
manjkljivo anotiran, zato jih uporabimo zgolj za kvalitativno analizo pojava
brazd, izgube fokusa in usmeritve pogleda kamere v nebo. Slike zbirke SMD
so zajete iz treh različnih kamer, in sicer statične kamere montirane na obali
in dveh vrst kamer na plovilu, izmed katerih slik zajetih z infrardečo kamero
ne uporabimo. Večino objektov v tej podatkovni zbirki predstavljajo druga
plovila, izrazit pa je pojav brazd na vodni gladini in zibanje. Podatkovna
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zbirka MODD sestoji iz 4454 slik, MODD2 pa iz 11675 slik, ki so razdeljene
na 28 video sekvenc. Obe zbirki sta zajeti v bližini obale in predstavljata
zahtevneǰso problematiko detekcije kot SMD, saj vsebujeta različne pojave
kot je odboj svetlobe, bleščanje in zrcaljenje struktur. Prav tako se poja-
vijo primeri direktne izpostavitve kamere soncu v večernih urah in delno
potopljeni objekti. Podatkovna zbirka MaSTr1325 vsebuje izvorne in barvno
obogatene slike (angl. color augmentation), in sicer vsaka izvorna slika ima
7 pripadajočih barvnih obogatitev. Podatkovna zbirka posledično sestoji iz
10600 slik zajetih v bližini obale in občasno tudi v neposredni bližini objek-
tov. Vsebuje primere, ko je horizont slabo viden zaradi meglice, zelo izrazito
pa je tudi zrcaljenje struktur zaradi mirne vodne površine. Ta podatkovna
zbirka izmed vseh štirih zaradi vrste anotacije predstavlja najbolǰse evalva-
cijsko okolje predlagane metode. Slike vseh podatkovnih zbirk so barvne.
Tekom eksperimentalnega dela vsako posamezno zbirko, v kolikor ni drugače
navedeno, naključno razdelimo na tri množice, in sicer 80% slik predstavlja
učno, 10% validacijsko in 10% testno množico.
4.1.2 Mere uspešnosti
Uporabili smo sedem različnih mer uspešnosti, izmed katerih jih pet temelji
na pravilno (angl. true positive) in nepravilno (angl. false positive) označenih
pozitivnih primerih ter pravilno (angl. true negative) in nepravilno (false ne-
gative) označenih negativnih primerih. V Poglavjih od 4.3.1 do vključno
4.3.5 so pozitivni primeri predstavljeni s slikovnimi točkami anomalij in ne-
gativni s slikovnimi točkami morja. V Poglavju 4.3.6 se držimo konvencije
primerjane sorodne metode, kjer pozitivne primere predstavljajo ovire na vo-
dni gladini, ki ne segajo čez rob morja. Preciznost (angl. precision) izraža
odstotek pravilno označenih pozitivnih primerov in je definirana z enačbo
Pr =
TP
TP + FP
, (4.1)
kjer TP in FP predstavljata pravilno in nepravilno označene pozitivne pri-
mere. Priklic (angl. recall) pove kolikšen delež vseh dejanskih pozitivnih
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primerov je model pravilno označil in ga zapǐsemo z enačbo
Re =
TP
TP + FN
, (4.2)
kjer FN predstavlja nepravilno označene negativne primere. F-mera (angl.
F-score) uravnoteži preciznost in priklic v enačbi
F1 = 2 ·
Pr ·Re
Pr +Re
. (4.3)
Pri problematiki semantične segmentacije je smiselno vrednotiti tudi presek
čez unijo (angl. intersection over union), ki pove delež prekrivanja napove-
dane in resnične segmentacijske maske. Definiran je z enačbo
IoU =
P ∩G
P ∪G
, (4.4)
kjer P predstavlja napovedano in G dejansko masko. Iz napovedane se-
gmentacijske maske lahko izločimo rob morja in kakovost napovedi ocenimo
na podlagi korena povprečne napake, ki je definirana z enačbo
RMSE =
√∑n
i=1(oi − ôi)2
n
, (4.5)
kjer oi predstavlja i-to slikovno točko napovedanega in ôi dejanskega roba
morja. Za enoto izberemo slikovno točko in vrednosti predhodno skali-
ramo na interval [0, 1], z namenom izločitve vpliva resolucije. Sposobnost
ločevanja med razredi ocenimo na podlagi mere AUC (angl. area under
the curve) in krivulje ROC (angl. receiver operating characteristic). Mera
AUC je številska ocena učinkovitosti ločevanja modela in predstavlja ploščino
pod krivuljo ROC, ki jo predstavimo v dvodimenzionalnem prostoru. Kri-
vuljo ROC prikažemo na podlagi izračunanih relacij med stopnjo pravilno
označenih pozitivnih primerov (angl. true positive rate), ki je enaka vredno-
sti priklica in stopnjo nepravilno označenih pozitivnih primerov definirano z
enačbo
FP
TN + FP
, (4.6)
za več različnih nastavitev mejne vrednosti. Učinkovitost modela merimo
tudi na podlagi povprečnega časa prehoda naprej nad celotno testno množico.
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Test ponovimo petkrat zapored, končni rezultat povprečimo in zapǐsemo čas
prehoda enega vhodnega primera t v milisekundah. Pri tem ne upoštevamo
časa porabljenega za namen predprocesiranja vhodne slike.
4.2 Implementacijske podrobnosti
Učenje in evalvacijske teste smo izvajali na fakultetnem računalniku s proce-
sorjem Intel Xeon E5-1650 v3 (6C/12T), pomnilnǐsko enoto velikosti 64 GB
in grafično kartico GeForce GTX 980 4 GB. Predlagano mrežo smo imple-
mentirali z uporabo knjižnice Pytorch [22] in programskega jezika Python3,
evalvacijske metrike pa s knjižnico Scikit-learn [23]. Končno primerjavo s so-
rodnima metodama smo izvedli z uporabo programskega jezika Matlab [17].
Zaradi omejitev strojne opreme pri učenju mreže uporabimo paket 32 slik, ki
jih skaliramo na velikost 128× 128 slikovnih točk. Pretvorimo jih v sivinske
slike na intervalu [0, 1] in jih normaliziramo na interval [−1, 1] tako, da vsaki
slikovni točki najprej odštejemo vrednost 0.5 in jo nato delimo s številom
0.5. Parameter λ1 nastavimo tako, da je izbrana vrednost vedno pomnožena
z odstotkom števila slikovnih točk razreda anomalije. V nadaljevanju, ko go-
vorimo o parametru λ1 navajamo zgolj izbrano vrednost. Za namen učenja
mreže uporabimo optimizacijski algoritem Adam [11] z vrednostjo upadanja
uteži 1e−6 in dinamični korak na osnovi pogoja konvergence mreže s trenu-
tno stopnjo učenja. Slednjega nastavimo tako, da stopnjo učenja pomnoži
z 0.1, v kolikor se vrednost končne cenilne funkcije mreže nad validacijsko
množico ni zmanǰsala v zadnjih desetih iteracijah. Preostali hiperparametri
predlaganih mrež si niso enotni.
4.2.1 EMSE-Net
Izberemo stopnjo učenja 2e−4, koeficient a aktivacijske funckije PReLU na-
stavimo na 0.1, za vrednosti spremenljivk λ1 in λ2 pa izberemo 1.0 in 0.4.
Zemljevid odvečnih vrednosti normaliziramo preden ga posredujemo v pod-
mrežo AE2, saj naj bi to pripomoglo k učenju modela. Pozitiven vpliv nor-
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malizacije nismo eksplicitno preverili tekom naših evalvacijskih testov.
4.2.2 EMSSIM-Net
Izberemo stopnjo učenja 2e−5 in uporabimo navadno aktivacijsko funkcijo
ReLU. Vrednosti λ1 in λ2 nastavimo na 1.0 in 0.6. Vhodne slike in rekon-
strukcije paketa normaliziramo na interval [0, 1] tik pred izračunom zemlje-
vida odvečnih vrednosti. Za namen izračuna cenilne funkcije L1 po vzoru
avtorjev izvornega članka [31] določimo lokalno okolico velikosti 11×11 in jo
utežimo s simetrično Gaussovo razporeditvijo.
4.3 Rezultati
4.3.1 Izbira mejne vrednosti
Izbiro mejne vrednosti nad napovedano segmentacijsko masko smo ekspe-
rimentalno določili tako, da smo preizkusili kako dobro posamezna mreža
ločuje med razredoma. Eksperiment smo izvedli na podatkovni zbirki MODD
in ugotovili, da distribuciji napovedi razredov izrazito divergirata in zato
določitev mejne vrednosti ne predstavlja težav. Posledično smo jo v vseh
nadaljnjih eksperimentih nastavili na vrednost 0.5, kjer vse slikovne točke
z napovedano verjetnostjo manǰso ali enako 0.5 pripadajo razredu morja,
preostale pa razredu anomalij.
4.3.2 Vpliv vrednosti parametrov λ1 in λ2
V okviru drugega izvedenega eksperimenta smo primerjali vpliv vrednosti
parametrov λ1 in λ2 na učinkovitost in konvergenco mreže. V nadaljevanju
izbor parametrov za lažje sklicevanje navajamo v formatu λ1/λ2. Predlagani
mreži smo učili in evalvirali na podatkovni zbirki MODD in rezultate konfi-
guracij mreže EMSE-Net zapisali v Tabelo 4.1, rezultate konfiguracij mreže
EMSSIM-Net pa v Tabelo 4.2. Vsak model smo učili 300 iteracij ne glede
na to ali je skonvergiral ali če se je tekom učenja začel pretirano prilagajati
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λ1
λ2 Preciznost Priklic F-mera IoU
0.4 0.5 0.6 0.4 0.5 0.6 0.4 0.5 0.6 0.4 0.5 0.6
0.5 / / 0.9975 / / 0.9972 / / 0.9974 / / 0.9948
1.0 0.9976 0.9975 0.9973 0.9975 0.9974 0.9977 0.9976 0.9974 0.9975 0.9951 0.9949 0.9950
2.0 / 0.9975 / / 0.9974 / / 0.9975 / / 0.9950 /
Tabela 4.1: Primerjava različnih parametrov mreže EMSE-Net na
podatkovni zbirki MODD.
λ1
λ2 Preciznost Priklic F-mera IoU
0.4 0.5 0.6 0.4 0.5 0.6 0.4 0.5 0.6 0.4 0.5 0.6
0.5 / / 0.9970 / / 0.9964 / / 0.9967 / / 0.9934
1.0 0.9961 0.9972 0.9968 0.9975 0.9967 0.9969 0.9968 0.9970 0.9969 0.9936 0.9940 0.9937
2.0 / 0.9972 / / 0.9960 / / 0.9966 / / 0.9933 /
Tabela 4.2: Primerjava različnih parametrov mreže EMSSIM-Net na
podatkovni zbirki MODD.
učnim podatkom. Pri določitvi pozitivnega in negativnega primera za namen
izračuna mer uspešnosti se držimo konvencije opisane v Poglavju 4.1.2. Ugo-
tovili smo, da se spremembe v merah uspešnosti večinoma odražajo šele na
četrtem decimalnem mestu kot zelo majhna vrednost. Izjema je konfiguracija
vrednosti parametrov 1.0/0.4 mreže EMSSIM-Net, ki večjo pomembnost na-
meni meri priklica, kar se odraža v manǰsi preciznosti, vendar vseeno doseže
F-mero primerljivo ostalim konfiguracijam. Posledično smo sklenili, da je
omenjena varianca posledica naključne razdelitve na učno, validacijsko in te-
stno množico ter da izbrani parametri nimajo večjega vpliva na učinkovitost
mreže. Na podlagi omenjene ugotovitve smo pozornost usmerili še v število
iteracij, ki jih je posamezna konfiguracija mreže potrebovala do konvergence.
Rezultate obeh mrež smo predstavili v Tabeli 4.3. V primeru mreže EMSE-
Net smo ugotovili, da vse konfiguracije dokaj hitro skonvergirajo in pri večini
nismo zasledili pojava pretiranega prilagajanja učnim podatkom. Izjema je
mreža konfiguracije 2.0/0.5, ki se je v 190. iteraciji začela pretirano pri-
lagajati učnim podatkom, zato to točko označimo kot konvergenco mreže.
Najhitreje je skonvergirala mreža s konfiguracijo 0.5/0.6. V primeru mreže
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λ1
λ2 EMSE-Net EMSSIM-Net
0.4 0.5 0.6 0.4 0.5 0.6
0.5 / / 160 / / 300
1.0 190 225 175 300 300 300
2.0 / 190 / / 300 /
Tabela 4.3: Število iteracij do konvergence predlaganih mrež na podatkovni
zbirki MODD.
EMSSIM-Net smo ugotovili, da noben izmed modelov ni uspel skonvergirati
v 300 iteracijah, kljub temu pa lahko trdimo, da bi zagotovo skonvergirali
tekom dodatnih 100 iteracij. Sklenemo, da bi bilo potrebno stopnjo učenja
povečati. Pri tej mreži nismo opazili težav pretiranega prilagajanja učnim
podatkom. Zaradi pomanjkanja časa smo eksperiment predčasno prekinili
in posledično nismo uspeli preizkusiti vseh konfiguracij ali različnih stopenj
učenja.
4.3.3 Analiza rekonstrukcije in zemljevida odvečnih
vrednosti
V tem eksperimentu smo analizirali način rekonstrukcije in izračuna zemlje-
vida odvečnih vrednosti predlaganih nevronskih mrež in jih prikazali na Sliki
4.1. Ugotovili smo, da sta se obe metodi naučili podrobno rekonstruirati po-
dročje morja tudi v prisotnosti zahtevneǰsih pojavov na vodni gladini. Razlika
se je kot pričakovano pojavila na področju slike, ki prikazuje anomalije, kjer
sta predlagani mreži maksimirali napako rekonstrukcije. Ugotovili smo, da
EMSE-Net napako anomalij maksimira na podlagi obrisa strukture objek-
tov tako, da poǐsče inverz svetlosti lokalnega področja in slikovnim točkam v
večini primerov dodeli črno ali belo barvo. Posledično je zemljevid odvečnih
vrednosti lahek za interpretacijo, saj so v njem razločne izvorne strukture
anomalij, kar pa je priročna lastnost za potencialno klasifikacijo objektov v
razrede z izločitvijo irelevantnih informacij. Rekonstrukcija anomalij mreže
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Slika 4.1: Primeri izhodov tekom cevovoda predlaganih mrež. V prvih dveh
stolpcih so predstavljeni izhodi mreže EMSE-Net in v preostalih dveh
izhodi mreže EMSSIM-Net. Prva slika vsakega stolpca predstavlja vhodno
sliko, druga rekonstrukcijo in tretja zemljevid odvečnih vrednosti.
EMSSIM-Net je težja za interpretacijo, vendar ohranja obliko struktur iz-
vorne slike in spominja na negativ. Na področju površin konsistentne obar-
vanosti ali gradientov zasledimo različne vzorce v obliki izmeničnih črt črne
in bele barve. Ob robovih slike je pogost pojav črne obrobe, ki je odvisen
od izbire velikosti lokalne okolice v kateri računamo napako rekonstrukcije.
Obroba znaša navzgor zaokroženo polovico širine lokalne okolice. Zemljevid
odvečnih vrednosti v primeru mreže EMSSIM-Net ne ohranja izgleda izvor-
nih struktur temveč zgolj njihov obris, kjer je poudarjen rob prehoda med
prevladujočimi strukturami. Nekatere manǰse anomalije na področju morja
so v zemljevidu odvečnih vrednosti komaj razločne, saj so prikazane z zelo
nizko sivinsko vrednostjo. Kljub temu jih podmreža AE2 pravilno uvrsti med
Diplomska naloga 39
anomalije, kar sicer ne bi bilo možno z enostavno določitvijo mejne vrednosti.
4.3.4 Kvalitativna analiza detekcije
Tekom tega eksperimenta smo kvalitativno primerjali detekcijo anomalij obeh
predlaganih mrež nad vhodnimi sivinskimi slikami. Ugotovili smo, da detek-
tor zelo dobro deluje v večini primerov in da je detekcija neodvisna od nagiba
plovila. Težave so nastopile zgolj v nekaterih ekstremnih pogojih. Mreži smo
učili in testirali na vsaki posamezni podatkovni zbirki v skladu z razdelitve-
nim protokolom opisanim v Poglavju 4.1.1. V primeru podatkovne zbirke
MaSTr1325 smo uporabili zgolj 1325 slik, ki niso barvno obogatene, saj bi v
nasprotnem primeru prǐslo do pojava identičnih slik v učni in testni množici.
Za prikaz večine primerov smo uporabili rezultate testne množice slednje po-
datkovne zbirke, kjer se zaznane anomalije zelo prilagajajo dejanskim ano-
malijam na slikah. Kljub temu smo za določene pojave morali uporabiti
rezultate testnih množic drugih podatkovnih zbirk, kjer se je detektor učil
detekcije z omejevalnimi polji, kar se tudi odraža na napovedanih maskah.
Slike od 4.2 do 4.10 prikazujejo detekcije predlaganih mrež in sestojijo iz
dveh vrstic, kjer prva predstavlja izvorne slike pred pretvorbo v sivinske, v
drugi pa smo jih obložili z napovedano segmentacijsko masko rdeče barve.
V prvem primeru smo se osredotočili na detekcijo horizonta in obale.
Ugotovili smo, da se zaznave obeh mrež primerno prilagajajo anomalijam
tudi v zahtevneǰsem okolju in rezultate prikazali na Sliki 4.2.
Sledila je analiza detekcije v primeru valov in mirnega morja (glej Sliki
4.3 in 4.4). Mreži sta se kljub kompleksni strukturi valov te večinoma dobro
naučili razlikovati od potencialnih ovir. Segmentacija je primerno delovala
tudi na primeru mirnega morja, kar sicer predstavlja težave metodam, ki
za detekcijo uporabljajo stereo kamere. Kljub temu so se pojavile nekatere
fantomske detekcije, ki so bile pogosteǰse v primeru mreže EMSE-Net in
so ranga velikosti nekaj slikovnih točk. Na Sliki 4.3 smo prikazali pravilne
detekcije obeh mrež in jih komplementirali z delno nepravilnimi detekcijami
mreže EMSE-Net, ki so prikazane na Sliki 4.4.
40 Damjan Kalšan
Slika 4.2: Primeri pravilne detekcije horizonta in obale. V prvih dveh
stolpcih je predstavljena detekcija mreže EMSE-Net in v preostalih dveh
mreže EMSSIM-Net.
Slika 4.3: Primeri pravilne detekcije v prisotnosti valov ali mirnega morja.
V prvih dveh stolpcih je predstavljena detekcija mreže EMSE-Net in v
preostalih dveh mreže EMSSIM-Net.
Tekom analize detekcije različnih objektov smo ugotovili, da se lahko v
primeru manǰsih objektov velikosti nekaj slikovnih točk zgodi, da jih mreža
sprva ne zazna. Slednja problematika se je večinoma pojavila, ko so se objekti
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Slika 4.4: Primeri fantomskih detekcij mreže EMSE-Net v prisotnosti valov
ali mirnega morja.
nahajali v neposredni bližini linije horizonta ali obale in je hitro izginila s pri-
bliževanjem plovila. Posledično smo sklenili, da obe mreži robustno zazna-
vata vse vrste objektov. Velja omeniti, da je detekcija delovala tudi na delno
potopljenih objektih, kar smo preverili na primeru potapljača podatkovne
zbirke MODD.
Nadaljevali smo z analizo detekcije v primeru megle, ki zabrǐse linijo
horizonta. Ugotovili smo, da predlagani mreži dobro ocenita tako horizont
kot tudi vidne objekte in kopno ter rezultate prikazali na Sliki 4.5.
Sledila je analiza robustnosti detekcije na podlagi različnih pojavov, ki so
posledica sončne svetlobe (glej Sliko 4.6). Mreži sta primerno delovali kljub
močnemu odboju svetlobe od vodne površine in direktni izpostavitvi kamere
soncu. Preizkusili smo tudi njuno delovanje v primeru pojava bleščanja in
ugotovili, da sta se obe metodi dobro naučili rekonstruirati tovrsten pojav
na podatkovni zbirki MODD in relativno slabo na podatkovni zbirki Ma-
STr1325. Mreži naučeni na slednji zbirki sta manǰsi odstotek slikovnih točk
pripadajočih sončnemu blesku napačno dodelile razredu anomalij. Sklepamo,
da je to posledica majhnosti podatkovne zbirke in da tovrsten pojav ni bil
zadostno predstavljen v učni množici. Kljub temu nismo zasledili, da bi ta
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Slika 4.5: Primeri pravilne detekcije v prisotnosti megle. V prvih dveh
stolpcih je predstavljena detekcija mreže EMSE-Net in v preostalih dveh
mreže EMSSIM-Net.
negativno vplival na detekcijo drugih objektov.
Slika 4.6: Primeri pravilne detekcije v prisotnosti pojava bleščanja in
odboja sončne svetlobe pri direktni izpostavitvi kamere soncu. V prvih
dveh stolpcih je predstavljena detekcija mreže EMSE-Net in v preostalih
dveh mreže EMSSIM-Net.
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Zanimiv je tudi pojav zrcaljenja struktur na mirni morski površini. Za
slednjega smo ugotovili, da ga predlagani mreži sicer znata rekonstruirati,
vendar se lahko zgodi, da pri tem spregledata dejanske objekte. To je nazorno
prikazano na Sliki 4.7 v tretjem stolpcu, kjer mreža EMSSIM-Net odlično re-
konstruira odsev oblakov, vendar pri tem spregleda bojo v spodnjem desnem
kotu slike. Prav tako se pojavijo primeri, ko je del odseva zaznan kot ano-
malija, nikoli pa ne v celoti. Slednja težava je prikazana na Sliki 4.7 v prvem
stolpcu, ki sicer predstavlja izredno kompleksno težavo zaznave, zato lahko
navkljub nekaterim napačnim detekcijam trdimo, da sta mreži do neke mere
odporni na tovrsten pojav.
Slika 4.7: Primeri detekcije v prisotnosti odseva struktur na vodni gladini.
V prvih dveh stolpcih je predstavljena detekcija mreže EMSE-Net in v
preostalih dveh mreže EMSSIM-Net.
Tekom analize pojava brazd smo ugotovili, da sta jih mreži sposobni pra-
vilno klasificirati, v kolikor so zadostno prisotne v učni množici. Slednjo
trditev smo preverili na podlagi podatkovne zbirke SMD, kjer sta mreži do-
bro delovali na testni množici, ki je vsebovala brazde podobne tistim v učni
množici, vendar malce slabše na nikoli videnih primerih izvzetega pomanj-
kljivo anotiranega dela zbirke. Težava je bila veliko bolj izrazita pri detekcijah
mreže EMSE-Net in komaj opazna pri EMSSIM-Net, kar je razvidno iz dru-
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gega in četrtega stolpca Slike 4.8. Obe sta se odlično odrezali pri klasifikaciji
brazd na podlagi preostalih podatkovnih zbirk, kjer ta pojav ni tako izrazit.
Na osnovi primerov prikazanih na Sliki 4.8 smo sklenili, da mreži zadovoljivo
delujeta tudi v primeru ekstremnega pojava brazd.
Slika 4.8: Primeri detekcije v prisotnosti pojava brazd na vodni gladini. V
prvih dveh stolpcih je predstavljena detekcija mreže EMSE-Net in v
preostalih dveh mreže EMSSIM-Net.
Delovanje mrež smo dodatno preizkusili v nekaterih manj pogostih oko-
lǐsčinah in rezultate kot zanimivost predstavili na Sliki 4.9. Preverili smo
zaznavo v primeru usmeritve kamere v nebo, kar sta mreži pravilno klasifici-
rali kot popolno anomalijo. Prav tako sta dobro zaznali mimoidoče v primeru
statične kamere podatkovne zbirke SMD in primerno ocenili robove anomalij,
kljub izgubi fokusa kamere. V slednjem primeru je zopet malce slabše rezul-
tate dosegla mreža EMSE-Net, ki je objekte na horizontu napačno pripisala
razredu morja. Mreži sta se obnesli tudi v temneǰsih pogojih in pravilno
zaznali tankerje na horizontu.
Nazadnje smo analizirali še najslabše detekcije in jih prikazali na Sliki
4.10. V prvem stolpcu je prikazan primer zelo slabe detekcije horizonta,
ki je pogost pri obeh mrežah in je značilen za določeno teksturo morja z
močneǰsimi valovi. Mreži prav tako na trenutke pomanjkljivo klasificirata
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Slika 4.9: Detekcije mreže EMSSIM-Net v primeru temneǰsih pogojev,
izgube fokusa, popolne anomalije in mimoidočega.
površino večjih objektov, kar je prikazano v drugem stolpcu. V okviru mreže
EMSSIM-Net smo zasledili izoliran primer pomanjkanja detekcije boje v
neposredni bližini plovila, kar bi lahko predstavljalo veliko nevarnost. Po-
manjkljiva je bila tudi detekcija mejne vrvi, ki omejuje plavalno območje,
vendar bi se ji v tem primeru plovilo najverjetneje lahko pravilno izognilo.
Omenjeni pomanjkljivosti sta prikazani v tretjem in četrtem stolpcu. V za-
dnjem stolpcu smo prikazali slabo ocenitev horizonta mreže EMSE-Net, za-
radi slabše vidnega prehoda med morjem in nebom, kar je posledica močnega
odboja sonca.
Pri obeh mrežah smo opazili, da se od časa do časa na področju morja
pojavijo fantomske detekcije anomalij ranga nekaj slikovnih točk, ki so sicer
nekonsistentne in bi jih posledično lahko na podlagi zaporednih slik označili
kot šum. Velja omeniti, da so bile vse opisane težave redkeǰse na podatkov-
nih zbirkah, ki imajo objekte označene z omejevalnimi polji. To je najver-
jetneje posledica kompleksnosti in velikosti podatkovnih zbirk, vendar ne iz-
ključujemo možnosti, da sta mreži morda bolje prilagojeni detekciji na osnovi
tovrstnih anotacij.
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Slika 4.10: V prvih dveh stolpcih sta prikazani pomanjkljivi detekciji
značilni za obe mreži. V tretjem in četrtem stolpcu sta prikazani
pomanjkljivi detekciji mreže EMSSIM-Net in v zadnjem mreže EMSE-Net.
4.3.5 Primerjava na vseh podatkovnih zbirkah
Tekom tega eksperimenta smo primerjali uspešnost predlaganih mrež na
vsaki posamezni podatkovni zbirki in rezultate zapisali v pripadajoče tabele.
V primeru podatkovne zbirke MaSTr1325 smo zopet uporabili zgolj 1325 slik,
ki niso barvno obogatene, zaradi enakih razlogov, kot smo jih že predhodno
omenili v Poglavju 4.3.4. Velja poudariti, da so visoke vrednosti izračunanih
mer uspešnosti med drugim posledica izbora slikovne točke kot osnove za
pozitiven in negativen primer v kontekstu izračuna. Vsak model smo učili
dokler ni skonvergiral, se začel pretirano prilagajati učni množici ali pa so
bile spremembe v končni cenilni funkciji izredno majhne. Rezultati testov
mreže EMSE-Net so prikazani v Tabeli 4.4, rezultati testov mreže EMSSIM-
Net pa v Tabeli 4.5. Mreža EMSE-Net je dosegla bolǰse rezultate kot mreža
EMSSIM-Net na podatkovnih zbirkah MODD, MODD2 in MaSTr1325, kjer
se je izbolǰsanje F-mere gibalo v rangu od 0.0702 do 0.1108 % in IoU v rangu
od 0.1105 do 0.2232 %. V primeru podatkovne zbirke SMD je bolǰse rezultate
dosegla mreža EMSSIM-Net, ki je v primerjavi z mrežo EMSE-Net izbolǰsala
F-mero za 0.0501 % in IoU za 0.1104 %. Razlika v spremembi mere AUC med
primerjanima mrežama je bila zanemarljiva ne glede na izbrano podatkovno
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Pod. zbirka Preciznost Priklic F-mera IoU AUC t
MODD 0.9976 0.9975 0.9976 0.9951 0.9998 5.5210
MODD2 0.9983 0.9983 0.9983 0.9965 0.9998 5.8275
SMD 0.9989 0.9978 0.9984 0.9967 0.9998 6.4055
MaSTr1325 0.9936 0.9942 0.9939 0.9879 0.9986 5.6797
Tabela 4.4: Primerjava mer uspešnosti mreže EMSE-Net na izbranih
podatkovnih zbirkah.
Pod. zbirka Preciznost Priklic F-mera IoU AUC t
MODD 0.9968 0.9969 0.9969 0.9937 0.9999 17.7886
MODD2 0.9985 0.9970 0.9977 0.9954 1.0000 17.8429
SMD 0.9990 0.9988 0.9989 0.9978 0.9999 18.4574
MaSTr1325 0.9938 0.9918 0.9928 0.9857 0.9986 17.9481
Tabela 4.5: Primerjava mer uspešnosti mreže EMSSIM-Net na izbranih
podatkovnih zbirkah.
zbirko. Najbolj očitna je bila razlika na osnovi povprečnega časa prehoda na-
prej, ki je približno trikrat dalǰsi v primeru mreže EMSSIM-Net. Za mrežo
EMSE-Net smo izračunali, da v povprečju lahko obdela 171 sličic na sekundo
(angl. frames per second), medtem ko lahko mreža EMSSIM-Net obdela 56
sličic na sekundo. V obeh primerih nismo všteli časa predprocesiranja slike,
vendar kljub temu lahko trdimo, da obe mreži delujeta v realnem času. Na
podlagi rezultatov smo sklenili, da je ideja razširitve cenilne funkcije odigrala
pomembneǰso vlogo kot izbrana mera razdalje.
4.3.6 Primerjava s sorodno metodo
V tem eksperimentu smo predlagani mreži primerjali z metodami opisanimi
v članku [4], ki v času pisanja dosegajo najbolǰse rezultate detekcije ovir na
pomorski domeni. Prva primerjana metoda je označena z DL\CRF in pred-
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stavlja variacijo izvorne mreže DeepLabv2 [5] brez komponente pogojnega
naključnega polja (angl. conditional random field). Slednja se je izkazala za
najuspešneǰso v evalvacijskih testih članka [4]. Kot drugo primerjano metodo
smo uporabili mrežo U-Net [26], saj se ta pojavi v arhitekturi naših mrež.
Delovanje metod smo primerjali na celotni podatkovni zbirki MODD2 tako,
da smo jih predhodno naučili na celotni podatkovni zbirki MaSTr1325. Za
namen učenja mrež predlaganih v diplomski nalogi smo uporabili 10600 slik,
kjer je 90% slik predstavljalo učno in 10% validacijsko množico. Učenje in
napovedovanje segmentacijskih mask je potekalo nad distorziranimi slikami,
napovedane maske pa smo pred evalvacijo naknadno rektificirali. S tem smo
odpravili nastale distorzije zaradi leče kamere in jih projicirali v koordinatni
sistem skupen vsem primerjanim metodam.
Za namen objektivne primerjave smo uporabili enak evalvacijski proto-
kol kot avtorji članka [4], ki uspešnost vrednoti na podlagi napake napo-
vedanega roba morja in števila zaznanih objektov. Objekte, ki nastopijo v
testni množici, obravnavamo glede na to ali segajo čez označeni rob morja
ali ne in jih naslavljamo kot velike in majhne objekte. Veliki objekti sku-
paj z označenim robom morja tvorijo dejanski rob morja, ki ga primerjamo
z napovedanim in uspešnost zapǐsemo kot povprečno napako RMSE vseh
slik, ki jo označimo z µedg. Napovedani rob morja izločimo kot največjo
krivuljo glavne vodne komponente napovedane segmentacijske maske, za-
znane majhne objekte pa predstavljajo anomalije, ki se pojavijo na omenjeni
komponenti in so povsem obdane z vodo. Kot pravilno označen pozitiven
primer štejemo zaznani majhni objekt, ki doseže vsaj 20% prekrivanje z
označevalnim poljem dejanskega objekta. Za izračun prekrivanja uporabimo
mero IoU. Pri tem ignoriramo vse majhne objekte, ki so od označenega roba
morja oddaljeni manj kot 10 slikovnih točk ali katerih ploščina ne presega
vrednosti 15× 15 slikovnih točk.
Tekom prvega dela eksperimenta smo ugotovili, da obe predlagani mreži
dosegata zelo slabo F-mero, kar je posledica velikega števila detekcij fantom-
skih objektov. Te so veliko pogosteǰsi pri mreži EMSE-Net, ki sicer bolje
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Arhitektura µedg TP FP FN F-mera
DL\CRF 16.0 436 98 243 71.9
U-Net 18.8 592 3706 87 23.8
EMSE-Net 20.6 503 5215 176 15.7
EMSSIM-Net 25.6 387 3695 292 16.3
Tabela 4.6: Primerjava predlaganih nevronskih mrež s sorodnima
metodama.
ocenjuje rob morja. Rezultate primerjave metod na podlagi opisanega pro-
tokola smo prikazali v Tabeli 4.6. Vizualna evalvacija je pokazala, da so
poglaviten razlog za fantomske detekcije odsevi na vodni gladini, kar je še
posebej izrazito v prisotnosti valov. Odsevi imajo tudi negativen vpliv na
določitev roba morja v neposredni bližine obale v primeru, ko so prisotni
na celotni vodni površini. Mreža EMSSIM-Net je občutljiva na anomalije z
večjo površino, kar se odraža v vseh merah uspešnosti in pozitivno vpliva
na zmanǰsanje števila detekcij fantomskih objektov. Omenjena mreža zaradi
opisane lastnosti pogosto spregleda dejanske objekte, kar se ponekod zgodi
tudi v neposredni bližini plovila in predstavlja veliko nevarnost. V primeru
slabo vidnega prehoda med morjem in nebom je slabše rezultate dosegla
mreža EMSSIM-Net, kar je najverjetneje posledica pomanjkanja strukturne
razlike na tovrstnem delu slike. Težavo predstavlja tudi pojav brazdenja
na vodni gladini, ki vpliva na določitev roba morja in poleg tega skupaj s
peno prispeva k deležu fantomskih detekcij. Mreži ponekod tudi napačno
segmentirata bleščanje in močan odboj svetlobe. Slednja problematika je
zelo izrazita v primeru, ko se odboj manifestira kot nasičena bela barva in
predstavlja večji odstotek vodne površine. V prisotnosti objektov, ki zavze-
majo celotno vidno polje se pojavi neodločna dodelitev slikovnih točk razredu
morja, ki se delno pojavljajo tudi na omenjenih objektih in nebu. Slednje
je večinoma lahko odstraniti tekom dodatne obdelave segmentacijske maske,
vendar ponekod izkrivijo napovedani rob morja. Na sekvencah, ki vsebujejo
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nenadne premike plovila, nismo opazili vpliva na učinkovitost zaznave, zasle-
dili pa smo problematiko pretiranega prilagajanja učni množici. To je opazno
na spodnjem desnem delu slike, kjer se v nekaterih učnih in testnih primerih
pojavi del plovila (glej Sliko 4.11). Na tem mestu sta metodi bili veliko bolj
občutljivi na anomalije, kar je pogosto vodilo v fantomske detekcije.
Slika 4.11: Primer slike iz podatkovne zbirke MaSTr1325, kjer je v
spodnjem desnem delu slike viden del plovila.
Zaradi slabih rezultatov smo mreži nadgradili tako, da sta na vhodu na-
mesto sivinske slike sprejeli barvno in jo poskusili rekonstruirati. Izračunani
zemljevid odvečnih vrednosti je odražal napako rekonstrukcije na vsakem
posameznem barvnem kanalu. Preostalih delov mreže nismo prilagajali. V
primeru obeh mrež smo dosegli izbolǰsanje F-mere, vendar pri tem poslabšali
napovedani rob morja, kar je med drugim prikazano v Tabeli 4.7. Izmed
primerjanih metrik je najizraziteǰse zmanǰsanje števila zaznanih fantomskih
objektov. Kljub temu so vse metode dosegle slabše rezultate kot mreža U-
Net, kar je morda posledica manǰsega števila učljivih parametrov naših mrež
in predstavlja izhodǐsče za nadaljnje raziskovanje.
Tekom podrobneǰse evalvacije posameznih sekvenc mreže EMSE-NetRGB
smo ugotovili, da je v bistvu prǐslo do poslabšanja kakovosti segmentacije. Na
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Arhitektura µedg TP FP FN F-mera
EMSE-NetGS 20.6 503 5215 176 15.7
EMSE-NetRGB 22.7 494 4948 185 16.1
EMSSIM-NetGS 25.6 387 3695 292 16.3
EMSSIM-NetRGB 31.1 359 2478 320 20.4
Tabela 4.7: Primerjava mer uspešnosti barvnih različic predlaganih
nevronskih mrež.
eni izmed sekvenc je mreža EMSE-NetRGB napačno zaznala 809 fantomskih
objektov manj kot sivinska variacija istovrstne mreže EMSE-NetGS, vendar
je to posledica združitve večjega števila anomalij v eno samo, ki zavzema
celotno vodno površino. Mreža EMSE-NetRGB tudi veliko slabše določi rob
morja v primeru slabo vidnega prehoda med morjem in nebom, kjer se poleg
tega pojavijo še dodatni fantomski objekti na vodni gladini. V primeru mreže
EMSSIM-NetRGB je uporaba barvnih slik zelo izbolǰsala rezultate. Mreža je
zmanǰsala število zaznanih fantomskih objektov, ki so bili posledica odsevov,
vendar je bolj občutljiva na pojav močnega odboja svetlobe na vodni površini
kot mreža EMSSIM-NetGS. Poleg tega mreža EMSSIM-NetRGB slabše oceni
rob morja v primeru slabo vidnega prehoda med morjem in nebom tako, da
napovedani rob morja postavi bližje plovila. Večjih izbolǰsav ali poslabšanj
preostalih problematik, opisanih v prvem delu eksperimenta, nismo opazili.
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Poglavje 5
Sklepne ugotovitve
V diplomski nalogi smo naslovili problematiko detekcije ovir na vodni gla-
dini z uporabo izključno ene barvne kamere. Poslužili smo se metod detekcije
anomalij na podlagi arhitekture koder-dekoder, ki so predhodno dosegle do-
bre rezultate na drugih domenah in njihovo delovanje preverili na pomorski
domeni. Pri tem smo definirali razred anomalij kot vse, kar ne predstavlja
morja.
Predlagali smo dve konvolucijski nevronski mreži, ki si delita skupno ar-
hitekturo in sicer sestojita iz dveh zaporednih prilagojenih mrež U-Net [26],
ki ločeno skrbita za rekonstrukcijo vhodne slike in napovedovanje segmen-
tacijske maske. Predlagani mreži se funkcijsko razlikujeta v izbiri mere raz-
dalje za izračun napake rekonstrukcije prve podmreže. Za ta namen smo
razširili cenilni funkciji MSE in MSSIM tako, da mrežo usmerita k minimiza-
ciji rekonstrukcijske napake morja in maksimizaciji napake anomalij. S tem
smo nadgradili osnovno idejo sorodnih metod detekcije anomalij in omogočili
učenje na podlagi slik z ali brez anomalij, v kolikor so te primerno anotirane.
Mreži sta posledično na osnovi podanega konteksta lahko bolje razlikovali
med izbranima razredoma, vendar tekom primerjave s sorodnima metodama
nista dosegli dobrih rezultatov na testni množici, kar sklepamo da je po-
sledica uporabe mreže U-Net [4] in slabe generalizacije nad učno množico.
Tekom evalvacije smo analizirali vpliv novo uvedenih parametrov cenilnih
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funkcij in sklenili, da je delovanje mreže robustno na njihov izbor. Ugotovili
smo, da predlagani mreži delujeta v realnem času in sta primerni za uporabo
v avtonomnih plovilih tekom dnevne svetlobe. Delovanje predlaganih me-
tod je v prisotnosti različnih pojavov na vodni gladini, kot so močan odboj
sončne svetlobe, bleščanje, odsev struktur in brazde omejeno, zaradi pogostih
fantomskih detekcij.
Detekcija je primerljivo delovala tako na razburkani kot tudi na mirni vo-
dni gladini, kar predstavlja prednost pred metodami, ki uporabljajo izključno
stereo kamere. Preverili smo vpliv uporabe sivinskih in barvnih slik in ugoto-
vili, da slednje poslabšajo delovanje mreže EMSE-Net in izbolǰsajo delovanje
mreže EMSSIM-Net. Tekom primerjave s sorodnimi metodami smo ugoto-
vili, da so rezultati predlaganih metod slabši celo od navadne arhitekture
U-Net, kar pa je morda posledica njene prilagoditve v okviru naših mrež.
5.1 Nadaljnje delo
Smiselna bi bila optimizacija hiperparametrov mrež s poudarkom na prilago-
ditvi stopnje učenja mreže EMSSIM-Net, saj ta trenutno potrebuje relativno
veliko število iteracij do konvergence. Dobrodošla bi bila tudi analiza delo-
vanja metod pri različnih konfiguracijah nagiba premice aktivacijske funk-
cije PReLU. Večino raziskovalnega časa je v prihodnje potrebno usmeriti
predvsem v zmanǰsanje števila fantomskih detekcij, ki omejujejo uporabnost
predlaganih metod in so na podlagi ugotovitev članka [4] značilne za mrežo
U-Net. Na osnovi teh informacij je smiselno iskanje primernega nadomestila
tovrstne podmreže. Odprave nekonsistentnih fantomskih detekcij, ki smo jih
zasledili na vodni površini, bi se lahko lotili tudi z detekcijo nad izbranim
številom zaporednih slik videotoka kamere. S tem bi preverili ali je nepra-
vilne detekcije možno odstraniti tako, da bi mreži še vedno delovali v realnem
času.
Dodatno bi lahko preizkusili detekcijo na podlagi Gaussove piramide, ki
bi najverjetneje izbolǰsala zaznavo majhnih objektov na račun hitrosti pro-
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cesiranja. Obe omenjeni optimizaciji bi lažje dodali mreži EMSE-Net zaradi
njene računske nezahtevnosti. Delovanje predlaganih mrež bi bilo smiselno
preveriti tudi na domenah sorodnih del, ki so predstavljale podlago za njuno
izdelavo. S tem bi potrdili ali zavrgli hipotezo splošnosti uporabe. Smiselna
bi bila tudi primerjava delovanja mrež na domeni avtonomnih vozil, kjer bi
mrežo nadgradili tako, da bi poleg detekcije anomalij te tudi klasificirala v
različne razrede. Domnevamo, da bi lahko izbolǰsali učinkovitost klasifikacije
tako, da bi jo izvajali nad zemljevidom odvečnih vrednosti mreže EMSE-Net,
saj ta odstrani informacije razreda brez anomalij in pri tem ohranja strukturo
objektov.
Predlagani mreži sta do tedaj bili preizkušeni zgolj na podlagi slik prido-
bljenih tekom dneva, zato bi v bodoče bilo smiselno preveriti njuno delovanje
tudi ponoči. To bi lahko storili na podlagi slik infrardeče kamere tako, da
bi sprva testirali enako arhitekturo mrež in jo po potrebi prilagodili. Glede
na to, da sta mreži delovali nad sivinskimi slikami sklepamo, da tovrstna
nadgradnja ne bi predstavljala večjih težav.
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