Positive solutions of a nonlinear boundary-value problem of parabolic type  by Pao, C.V
JOURNAL OF DIFFERENTIAL EQUATIONS 22, 145-163 (1976) 
Positive Solutions of a Nonlinear Boundary-Value Problem 
of Parabolic Type 
c. v. PA0 
Department of Mathematics, North Carolina State University, 
Raleigh, North Carolina 27607 
Received March 5, 1975 
1. IN~~DUCTION 
Let Sz be a bounded or unbounded domain in the n-dimensional Euclidean 
space R” and let as2 be the boundary of 9. Consider the semilinear parabolic 
equation 
Ut - Lu = ut - 
( 
i a,&, 2) u,*,, + 2 qt, x) I&‘ - c(t, x)u = f(t, x, u) 
i&l i=l ) 
(ts(O, T],XEQ) (1.1) 
under the nonlinear boundary condition 
B(Waq - At, x, u) = h(4 x> (tE(0, T],xEaq 
,hr& u(t, x) = 0 (t E (0, TI) 
(1.2) 
and the initial condition 
where f, g are, in general, nonlinear functions of u, Y is the outward unit 
normal vector on asZ and /3 >, 0 is a constant. The consideration of fi = 0 
in (1.2) includes the possibility of Dirichlet-type boundary condition. The 
spatial domain D under consideration can be either bounded or the whole 
space Rn. In this situation, only one of the conditions in (1.2) appears. The 
general consideration includes many special cases such as a half-space or the 
exterior of a bounded domain. The purpose of this paper is to study the 
existence and uniqueness of a positive solution to the problem (1 . l)-( 1.3) and 
to give some qualitative analysis of the solution. We also discuss the instability 
of a solution for certain nonlinear systems. The instability is in the sense 
that the solution of the system has a “finite escape time.” 
145 
Copyright Q 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
146 C. V. PA0 
The problem (l.l)-(1.3) is a direct generalization of the one-dimensional 
system 
% = %T +f(t, x, 4 (t > 0, x > 0) (1.4) 
P%& 0) + g(4 0, @, 0)) = --h(t) 
lim u(t, X) = 0 
(t > 0) (1.5) 
x-)00 
Here D is considered as the semi-infinite interval (0, co). In case Sz is a 
bounded interval (0, I) the second condition in (1.5) should be replaced by 
B*%(t, 4 - g*(t, 1, u(t, I)) = h*(t) (t > 0). (1.5)’ 
As is well-known that many physical systems are governed by the above 
one-dimensional diffusion problem. These include, for example, the classical 
diffusion and heat-conduction problems (cf. [3,4, 10, 12, 16, 19,21,22,251), 
biochemical reactions (cf. [24]), population growth (cf. [2, 23, 27]), active 
transmission lines (cf. [20]), and excitation in a nerve axon (cf. [6, 131). In the 
classical theory of heat-conduction in a semi-infinite rod, for example, the 
newtons cooling law leads to the nonlinear boundary condition (1.5) with 
(cf. [16, 19, 21, 251) 
g(t, 0, 24) = --bu”(t, 0) (b > 0, ?z 3 1) (1.7) 
while in the biochemical reaction in fermentation and waste treatment the 
boundary function is given by (cf. [24]) 
At, 0, 4 = MC w% + 46 0)) VI , b, > 0). U-8) 
An interesting distinction between these two boundary conditions is that 
in the former case the physical problem follows the law of radiation and there 
is an existence-uniqueness theorem while in the latter case it is actually an 
absorption and we have an existence theorem but not uniqueness. On the 
other hand, the work of [6,23,27] treats a linear boundary condition but 
with a nonlinear function f in the form of 
f (t, x, u) = bu(u - e)(l - U) - E j-o’ ~(7, x) dr 
(6>0,0<6<1,EZO). (1.9) 
We shall also discuss the existence and uniqueness of these special cases. 
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The existence and uniqueness problem of the general semilinear equation 
(1.1) under a linear boundary condition was discussed in [22,26] while a 
similar nonlinear problem in a bounded domain was treated in [7, 81. The 
work in [22] also includes a discussion on the stability of a steady-state 
solution. The instability problem was discussed in [ll, 141 for a nonlinear 
equation under a linear boundary condition using comparison arguments 
and more recently in [18] for a linear equation under a nonlinear boundary 
condition using concavity arguments. In this paper, we treat the existence 
problem for the more general system (l.l)-(1.3) so that our results extends 
those of [7,8, 10,22,26] to unbounded domains and in the meantime weakens 
the conditions on the nonlinear functions f, g. The weakened condition on g 
makes possible the treatment of the boundary function in the form of (1.8). 
We also discuss the instability problem of a one-dimensional semilinear 
equation under a nonlinear boundary condition for certain simple nonlinear 
functions. The choice of this special model is to demonstrate the fact that 
our conditions imposed on the boundary function are essential to insuring 
the existence of a global solution rather than to obtain the best criteria for 
the instability problem. 
The plan of this paper is as follows. In Section 2 we discuss the existence 
problem by constructing two monotone sequences and show that these 
sequences converge from above and below, respectively, to a maximal and a 
minimal solution. This monotone method has been used by many authors 
in the study of both elliptic and parabolic type boundary-value problems 
(cf. [l, 5, 15, 261). Under an additional assumption we show that the maxi- 
mal and the minimal solution coincide which leads to the uniqueness of 
the solution. In Section 3, we study the instability problem for a simple 
nonlinear model and Section 4 is devoted to the stability and the boundedness 
of the solution. Our treatment for the instability problem is along the line 
of the work in [18] while the stability problem follows the approach of [22]. 
Finally, we give some concrete examples from various physical problems in 
Section 5 as applications of the general system. In fact, it is this kind of 
physical systems which motivates our consideration of the general problem 
(1.1)-(1.3). 
2. MAXIMAL AND MINIMAL SOLUTIONS 
Let D = (0, T] x Q, D = [0, T] x D and S = [0, T] x %Q, where 0 is 
the closure of 9. Throughout the paper we assume that the coefficients of L 
and &z,,/&, are Holder continuous in D (of exponent OL, 0 < OL < l), the 
matrix (a*#) is symmetric positive definite in D, f, g are Holder continuous 
in (t, x, u) in every bounded subset of Rf x D x Rf and Rf x 8f2 x R+, 
148 C. V. PA0 
respectively (R+ = [0, cc)), the boundary i?R is of class C2+&, h E P+ti(S), 
U, E P+“(o) and finally u,, satisfies the boundary condition (1.2) at t = 0, 
where Hl+a(S), P+*(o) are the function spaces in the sense of [17] (see 
also [9]). In addition, we assume the existence of a bounded differentiable 
function ii(t, x) satisfying the following conditions: 
A bounded nonnegative function zi satisfying the above conditions is called 
an upper solution (cf. [l, 15,261). Th us any nonnegative solution of the 
problem (l.l)-( 1.3) is also an upper solution. Let Ez be an upper solution 
and let u be a nonnegative solution of (1.1)-( 1.3) satisfying u < 17. We say 
that u is a maximal (resp., minimal) solution with respect to zi if any 
nonnegative solution v of (l.l)-(1.3) with v < zl’ satisfies the condition 
v < 24 (resp., v 3 24). 
To insure the existence of a positive solution on the whole interval [0, T] 
for every finite T we impose the following assumptions: 
(H,): (i) f(t, x, 0) > 0 and q,(x) > 0 Kt, 4 E D) 
(ii) g(t, X, 0) = 0 and h(t, x) > 0 (0, 4 E 4 
(iii) There exist constants cr , cs such that 
f(t, xv 72) -f(t, x,71) 3 -4712 - 711) (0 < 71 d% G/z (64E4 (2.1) 
g(t, x, 72) - gk -% 771) 3 -Cab?2 - 71) (0 G 771 G'z <P, (t, X>ES), (2.2) 
where p = sup{ll(t, x); (t, x) E D}. 
Remark 2.1. (a) Iff(t, x, u) (resp., g(t, X, u)) is monotone nondecreasing 
in u for u 2 0 the condition (2.1) is satisfied with c, = 0 (resp., (2.2) is 
satisfied with c2 = 0). In particular, these conditions are respectively satisfied 
iff, g are either independent of u or linear in u. (b) The conditions (2.1), (2.2) 
also hold when fU , g, exist and fu > -c, , g, > -ca or when f, g satisfy 
the respective Lipschitz condition: 
If& % ??2) -f@, x, %)I G Cl1 72 - %I h Y 172 E P, PI, (4 4 ED), (2.3) 
I& x3 72) - & x9 41 d c-2 172 - Tl I h> 7I2E DFI, (t9 4 E 9, (2.4) 
where c r , ca are nonnegative constants. Notice that the functions given in 
(1.7), (1 .S) satisfy the condition (2.2) with c2 = bnj?-l and c2 = 0, respectively. 
PARABOLIC NONLINEAR BOUNDARY-VALUE PROBLEM 149 
Let c* = sup{/ c(t, x)1 ; (t, x) E D} and let M, M’ be positive constants 
such that M > 1 cr 1 + c*, M’ > cs , where cr , cs are the constants in (2.1), 
(2.2). Consider the following equivalent system of (l.l)-(1.3): 
ut - (L - M)u = F(t, x, u) (0, 4 E 9 (2-5) 
B[u] 3 /‘3(&+) + M’u = G(t, x, u) 
,li-ll u(t, x) = 0 
(0, 4 E S) (2.6) 
NO, 4 = zig(x) (XEQ) (2.7) 
where 
W, x, u) = f(t, x, u> + Mu, 
G(t, x, u) = g(t, x, u) + M’u + h(t, x). 
(2.8) 
Given a suitable function U(O) we construct a sequence (0) successively 
from the linear system 
up) - (L - M) .(‘) = F(t, x, u(“-l)) ((t, EC) E 0) 
B[u(“‘] = G(t, x, dk-l)) 
,fIr& uyt, x) = 0 
k = 1, 2 ,... . (2.9) 
uyo, x) = uo(x) 
The hypotheses described at the beginning of this section insure that the 
sequence {zJk)} is well-defined (cf. [9, 171). By letting U(O) = ii and U(O) = 0 
in (2.9) independently, we obtain two sequences {J(~)}, {zJk)} which are called 
maximal and minimal sequences, respectively. The following lemmas give 
some properties of these sequences. 
LEMMA 2.1. Let the hypothesis (H,) hold. Then the minimal sequence 
{zJk)} is monotone nondecreasing. 
Proof. In view of (H,) the function w = g(l) determined from (2.9) 
satisfies the relations 
w,-LwfMw>O ((4 4 E D), (2.10) 
B[w] > 0, ,liim w(t, x) = 0 ((4 4 E S), (2.11) 
w(O, x) 3 0 (x E Q). (2.12) 
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The above relations imply that w > 0. For otherwise, there would exist 
to E (0, T], x0 E Q such that ro(t s, x,,) is a negative minimum in D which 
implies that (cf. [22]) 
This leads to a contradiction. (Notice by (2.11), (2.12) that x0 $ asZ and 
t, # 0). We complete the proof by induction. Assume that #-l) < ,fk). 
Then by (2.1), (2.2), and (2.8) 
F(t, x, g(k)) - F(t, x, p-1)) > (M - cl)(g”L’ - p-l)) 2 0 
G(t, x, @)) - G(t, x, zJk--l)) > (M’ - c2)(_u’“’ - ,-)) > 0. 
(2 13) 
. 
It follows from (2.9), (2.13) that the function w = (_~(~+l) - ,ck)) satisfies the 
relations (2.10)-(2.12). Therefore ,(Iz+l) - ,ca) > 0 which proves the 
monotone nondecreasing property of {@)}. 
LEMMA 2.2. Let ii be an upper solution and let the hypothesis (H,) be 
satisjed. Then the maxim& sequence is monotone nonincresing. Moreover, 
0 < g(l) < *.* _ u(k) < _Ucw) < gvc+l) < ,-UC, < . . . < ,-(I, < c 
h = 1, 2,...: (2.14) 
Proof. We first show that @) < @) for every k = 1, 2,.... It is obvious 
that this is true for k = 0 since 22 2 0. Assume, by induction, that @-r) < 
tick--l). Then (2.13) holds when _U(~) is replaced by S-l). It follows from (2.9) 
that the inequalities (2.10)-(2.12) hold for the function w z g(k) - z(k) 
and hence zP) > @. To show the nonincreasing property of (rP)} we observe 
from the definition of Iz that the function 6 = @to) - zP) z 22 - $1) 
satisfies the relations (2.10)-(2.12) except with lim zZ(t, X) 3 0 as 1 x 1 -+ co. 
By the same argument as in the proof of Lemma 2.1, C > 0, that is, 
~(1) < $0). Using the nonnegative property of P, which is obtained from 
ti(fi) 2 0) > 0, an inductive argument as in the proof of Lemma 2.1 shows 
that @+I) < @. This completes the proof of the lemma. 
We now show the existence problem for the system (l.l)-(1.3). 
THEOREM 2.1. Let there exist an upper solution ?z and let the hypothesis 
(H,) be satisfied. Then the minimal sequence {zJR)} converges from below to a 
minimal solution u of (l.l)-(1.3) and the maxim& sequence (19) converges 
from above to a maximal solution C. Furthermore, the convergence of these 
sequences are uniform on every bounded subdomain of D und 
0 < g(1) < g(2) < ... <g < a < ‘.. < 222) < ,-(I) < 2-j. (2.15) 
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Proof. By Lemmas 2.1 and 2.2 the sequence {zJk)} is monotone non- 
decreasing and is bounded from above while the sequence {ctk)} is monotone 
nonincreasing and is bounded from below. Hence the pointwise limits 
F-2 zpyt, x) = _u(t, x) and p2 tiy, x) = qt, x) (2.16) 
exist and the relations in (2.15) hold. It is clear from (2.15) and lim @(t, x) = 
0 as 1 x j + co that 
lim _u(t, X) = lim @(t, X) = 0 as 1 x 1 -+ c-0 (t~(0, T]). (2.17) 
To show that g and zi are solutions of (2.5)-(2.7) (and thus of (l.l)-(1.3)) we 
need only to prove that for any x E Sz, x’ E 8Q, the functions g and ii satisfy 
(2.5) and the first condition in (2.6). We show this for @ since the case for _u 
is similar. 
Let B, be an increasing sequence of bounded domains in P such that 
(i) (J,“=, B, = Rn and (ii) the boundary S, of Qr = B, n Q is of class c2+~. 
For any given x E SJ!, x’ E aQ we choose r sufficiently large such that x, x’ E B, . 
Consider the following linear system in the bounded domain D, = (0, T] x Sz,: 
ol”) - (L - M) dk) = F(t, x, id’-‘)(t, x)) ((t, x) E 0,) 
B[vtk’] = @“/&) + M’u(“) = G’“‘(t, x) 
(t E (0, q x E ST) 
1 
k = 1, 2,... . 
wyo, x) = z&)(x) (x E J&> (2.18) 
where v is considered as the unit outward normal vector on S, and 
(G(t, x, idk-l’(t, x)) 
G(k’(t, ‘1 = 1@(k)]@, x) 
(t E (0, T], x E S, n X2, 
t E (0, T], x E S, , x $ ali’. 
Since from (2.9), B[g@)](t, x) = G(t, x, ii(k--l)(t, x)) for t E (0, T], x E iX2, 
and since u_(~) -+ u as k --+ co, the function G(k)(t, x) is continuous on 
(0, T] X S, and converges to some function G,(t, x) as k -+ co. Hence for 
the case fl # 0 (say, /I = 1) the solution u(k) of the problem (2.18) may be 
written as the equivalent form 
v(“(t, x) = jot jar r(t, x; T, I) F(T, 5‘; ii-+, 5)) dt d7 
+ jot jsv r(t, x; T> f)#(k)(T, t) dl-dT 
+ s,, WY x; 0, 5) q,(E) d5, k = 1, 2,..., (2.19) 
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where r is the fundamental solution of 7.1~ - (L - M)E = 0 (cf. [9, p. 1441 
or [17, p. 3951). The second integral in (2.19) is a single layer potential with 
the density $P) which can be determined from the following Volterra-type 
integral equation 
ap”‘(t, x) = 2 t 
ss [ 0 S, 
$- (t, x; T, [) + M’r(t, x; T, f)] $fk)(,, 8) dS dr 
+ 2F*(t, x; IF-yt, x)) (2.20) 
where F* is given by 
F*(c xi u(t, 4) = s,, g (f, x; 0, 5) 43 de 
In fact, I,W is given by (cf. [9, p. 1451): 
z,lk’(t, x) = 2F*(t, x; Gk--l)(t, x)) 
+ 2 jot s,, W, x; 7, 0 F*(T, 5; cfk-‘)(~, 0) df dT 
(2.21) 
where R is the resolvent of the function 2(ar/& + M’T). Since tick) + E 
and G(“) + G, as k + co, the dominated convergence theorem insures that 
F*(t, x; @(t, CC)) -+ F*(t, x; ~(t, CC)) which, in turn, implies that #fk)(t, x) + 
#(t, x) for some function # as k -+ co. On the other hand, in view of (2.9), 
(2.18) and the uniqueness property of the linear system we have zP) = &Iz) 
on D,. for each k. Hence by letting R + cc in (2.19) we obtain 
The above equation shows that c is continuous on B, and thus by the Dini’s 
theorem {zW} converges uniformly on DV. Furthermore, the continuity 
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of a(t, X) implies that F(t, X; E) and z&t, ) x are continuous. It follows by a 
ladder argument and the usual line for regularity that E is a solution of (2.5) 
and satisfies the first condition in (2.6). In the case of fl = 0, the system 
(2.18) becomes a first initial boundary-value problem and the integral 
representation for o(~) is given by 
+ s,, g( t, x; 0, 0 uo(t) @, k = 1, 2,..., (2.22) 
where 9 is the Green’s function of the linear problem (2.18) and aI’/&, 
denotes the conormal derivative of r on S, . The first integral in (2.22) is a 
double layer potential with the density #fk) which satisfies the integral 
equation 
#“)(t, X) = 2 jot 11, dj$ (t, X; 7, 5) #(‘)(T, f) dS dT - 2Gtk)(t, x) 
(cf. [17, pp. 406-4131). As in the previous case we can solve for #(“I and show 
that 4(k) converges to some function # as K -+ co. Letting K -+ cc in (2.22), 
a similar argument as for the case j? # 0 shows that a is indeed a solution of 
(2.5), (2.6) for the case ,3 = 0. Finally we show that ti is a maximal solution. 
Consider the sequence {z@} with rue) = tifk) - u, where u is any solution 
of (2.5)-(2.7) satisfying the relation u < 12. Then w(O) = ii. - u > 0 and an 
inductive argument shows that w N) 3 0 on D for all k. This shows that 
u > u which completes the proof of the theorem. 
Remark 2.2. (a) The results of Theorem 2.1 extends the work in [22,26] 
to nonlinear boundary conditions and the conditions on f, g are weaker than 
those required in [7, 81. It is to be noted that Theorem 2.1 gives only the 
existence of a solution but not necessarily the uniqueness problem. (b) In 
Theorem 2.1 it is assumed that there exists an upper solution. In some 
situations, an upper solution can be explicitly chosen. Consider, for example, 
the case 
f (t, x, rl) < K’, g(t, x, 4 + h(t, 4 < 0 when 77 > K” (2.23) 
where K’, K” are some constants. Then by choosing h, K sufficiently large, 
the function 5 = KeA’ is obviously an upper solution. 
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Since, by definition, any nonnegative solution is also an upper solution, 
the minimal sequence {@r} must converge to a minimal solution of (l.l)-( 1.3) 
unless the problem has no nonnegative solution. Furthermore, from the 
monotone property of {z-P)} this sequence converges if and only if it is 
bounded. This observation leads to the following conclusion. 
THEOREM 2.2. Under the hypothesis (Hi) the problem (1.1~( 1.3) has a 
nonnegative solution ;f and only if the minimal sequence {@)} converges, or 
equivalently, if and only if {g(“)) is bounded. 
The maximal and the minimal solution obtained in Theorem 2.1 are not 
necessarily the same. However, if f, g satisfy the condition 
(HJ : f (t, X, ~2) - f (t, X, 71) e ~(t, x)(72 - 71) 
g(t, x, 72,) - g(t, x, 71) < 0 I 
(0 < 71 < 7z < p) (2 24) 
where ca is a bounded function on D then we have the following uniqueness 
conclusion: 
THEOREM 2.3. Let there exist an upper solution C and let the hypotheses 
(Hi), (H,) hold. Then the maximal and the minimal solution coincide. Furthermore, 
;f (2.24) holds for every F < 00 then the problem (1 .l)-(1.3) has a unique 
nonnegative solution. 
Proof. The uniqueness result is somewhat well-known. Nevertheless, 
we give a different proof based on the maximal and the minimal solution. 
Let X be a constant satisfying A > c + .?s and let w = e-At(ti - _u), where c, 
us are upper bounds of the functions 1 c 1 and 1 cs 1, respectively. Then 
~(0, x) = 0, w(t, x) -+ 0 as / x I + co and by (l.l), (2.24) 
wt - Lw + (A - E,)w = e-At[ f(t, x, U) - f (t, x, g)] - Zw < 0, 
(2.25) 
B 
8W 
- = eWAt[g(t, x, ii) - g(t, x, g)] < 0. av (2.26) 
It follows from (2.24)-(2.26) and the maximum principle that w E 0, that is, 
u = g. Let u be any nonnegative solution of (1.1)-(1.3) .Then u is also an 
upper solution and thus by Theorem 2.1 with 2? = II we have g < u. By 
replacing in by u in the above definition of w the same argument leads im- 
mediately to u = u. Hence the problem (1.1)-(1.3) can not have more than 
one nonnegative solution. This proves the theorem. 
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3. THE INSTABILITY PROBLEM 
It is seen from Theorem 2.1 that if f, g satisfy the conditions (2.1) and (2.2), 
respectively, then the system (1.1)<1.3) h as a positive solution u(t, X) on 
[0, T] x Q for every finite T. However, iff, g are functions of higher order 
in u then for certain initial functions u,, the solution u(t, X) may be unbounded 
in [0, T] x D for some finite T. In this section we discuss this possibility 
by a simple nonlinear model as a demonstration. Consider the one-dimen- 
sional system 
Ut = uzz - c(x)u + &gum (0 < t d T, 0 < x < Z), (3.1) 
u,(t, 0) + byyt, 0) = 0, U& I) - b2uQ(t, I) = 0 0 > oh (3.2) 
u(O, x) = %I(4 (0 < x < I), (3.3) 
where b, , b, , (m - l), (p - l), (q - 1) are positive constants and c, cr , u,, 
are continuous nonnegative functions on 0 = [0, 11. We assume that u, 
satisfies the boundary condition (3.2) for t = 0. Define 
G(u,) = j-” [(l + c#& + (1 + a) c’“02 - 2(m + 1)-l (1 + a> c&+rl dx, 
0 
(3.4) 
A, = a(1 - 2(1 + 4 +P)-‘), A2 = 2b,(l - w + 41 + d-9, 
Bl = 4b,(l + 4(l + PF’, B, = 4b2U + 4(l + W, (3.5) 
where LY. > 0 is a sufficiently small constant such that cr(m - 1 - 2a) 3 0, 
Ai > 0, Bi > 0 for i = 1,2. We show that if u, satisfies the condition 
G(uo) < W,ul,+W + B2ul,+QV)l (3.6) 
then there exists a finite T, which depends on u, , such that the solution of 
(3.1)-(3.3) is unbounded in [0, I] for some to E (0, T]. In fact, if we choose 
positive constants S, y such that 
6 < (401 + 2)-l [B&+‘(O) + B,&+Q(Z) - 2G(uo)l, 
(3.7) 
y > (2aS)-l jo‘ uo2(x) dx, 
then the value of T may be determined from the relation 
T > &y2 (2a 6y - Jb” uo2(x) dx)-I. 
Specifically, we have the following: 
(3.8) 
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THEOREM 3.1. Let u(t, x) be a nonnegative solution ofthepvoblem (3.1)-(3.3) 
and let uO, T satisfy the conditions (3.6) and (3.8), respecke&. Then there 
exists t, E (0, T] such that 
lim sup( max u(t, X)) = c0. 
tit0 OCX<l 
(3.9) 
Proof. We follow the approach of [ 181 by defining a function F on [0, T] 
by: 
F(t) = jot joz ~~(7, x) dx dr + (T - t) jot uo2(x) dx + s(t + #, (3.10) 
where 6, y and T are chosen as described above. Then 
F’(t) = f u2(t, x) dx - j’ uo2(x) dx + 26(t + y) 
0 
= 2 jot joz 
uu, dx dT + 26(t + y). (3.11) 
Using (3.1) and performing integration by parts for the integral term in (3.11) 
lead to 
F’(t) = 2 jot [b2u1+“(~, I) + blul+‘(q 0)] dr 
- 2 jot joz (ux2 + cu2 - c~u~+~) dx dT + 26(t + y) (3.12) 
where we have used the boundary condition (3.2). Differentiation of F’ yields 
F”(t) = 2[b,u l+q(t, 2) + bld+“(t, 0)] - 2 jot joz f (us2 + cu2 - c#+~) dx dT 
- 2 j’ [ua2(0, x) + cu2(0, x) - c#+m(O, x)] dx + 26. 
0 
(3.13) 
It is easily seen by an elementary calculation, using the relations (3.1)-(3.3), 
that 
t ss z 2 (uz2 + cu2 - c,u”‘+~) dx dr 0 0 
= 2b,( 1 + q)-l [ul+q(t, Z) - z&+‘(l)] + 2b,( 1 + p)-’ [U1+V, 0) - 4+“(o)] 
- 2 jot joL u,2 dx dr - (m -*l)(m + 1)-l 1,’ cl(ul+nz(t, x) - u;“(~)) dx 
(3.14) 
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and 
t 1 
SC UT2 ax dT = [b,(l + 4)-r P(t, I) + zQ( 1 + p)-’ u1+9(t, O)] 0 0 
- [b,(l + 4)-l u?(l) + b,(l + p)-’ u;+“(O)] 
- g oz [z&yt, x) + Cl& x) - 2c,(m + 1)-l zLt+m(t, x)] dx 
s 
+ 4 IO’ [(uo): + cu; - 2c,(m + 1)-l u;+“] dx. (3.15) 
Substitution of (3.14), (3.15) into (3.13) yields 
F”(t) = A2ul+*(t, 1) + AIUl+*(t, 0) + B2u;+*(z) + By”uo(0) 
+ 4(” + 1) (jot IO2 uT2 dx dT + 8) + 201 IO2 (un2(t, x) + cu2(t, x)) dx 
+ 2 j-’ cl@ + 1)-r (nz - 1 - 201) ~l+~(t, LX) dx - (4a + 2)s - 2G(u,), 
0 
(3.16) 
where G(u,) and A,, B, (i = 1,2) are defined in (3.4), (3.5), respectively. 
Using the relations (3.10), (3.11), and (3.16) we obtain 
FF” - (a + 1)(F’)2 
> 4(a + 1)K + F[B,u;+‘(O) + B,*(Z) - (401 + 2)6 - 2G(u,,)] (3.17) 
where 
K = (jot lo2 u2 dx dT + 8(t + Y)~) (I lo2 u,2 dx dT + 6) 
- (I IO2 uu, dx dT + s(t + y,)‘. 
It is readily seen from the Schwarz’s inequality that K 3 0, and thus by (3.7), 
(3.17), 
FF” - (a + 1)(F’)2 >, 0. (3.18) 
In view of the relation (F+)” = --LYF--(~+~)[FF” - (a + l)(F)*] we have 
(F-a)” & 0 which implies that 
(F-a)‘(t) < (F*)‘(O) = -,F-(d+“(O) F’(0). 
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Integration from 0 to t yields 
(F-s)(t) <(F-“(o)) - c&F-yo)F’(o) = (F--‘“+y(O)[F(O) - dF’(O)]. (3.19) 
It follows from the above inequality that (Pa) vanishes at some t, <F(O) 
(&J’(O))-l which is equivalent to that lim,,, W) = CD. By the definition II 
of F we conclude that 
t 2 
lim 
Li 
~~(7, x) dx dr = co (3.20) 
t-do 0 0 
and consequently, (3.9) holds. Finally, by (3.10), (3.11), 
F(O)(&‘(O))-’ = (2&)-l (T joz uo2 dx + Sy’) . 
The choice of T in (3.8) insures that F(O)(&‘(O))-l < T. This shows that 
to E (0, T] which completes the proof of the theorem. 
Although the choice of 01 depends on the value of m, the result in Theorem 
3.1 remains valid if Q(X) = 0. Hence as a direct consequence of Theorem 3.1 
we have the following conclusion for the linear equation (3.1) subjecting 
the nonlinear boundary condition (3.2). 
COROLLARY. Let u. , T satisfr the respective condition (3.6) and (3.8) and 
let u be a nonnegative solution of the problem (3.1)-(3.3) when Q(X) = 0. 
Then (3.9) holds for some to E (0, T]. 
Remark 3.1. The particular functions f, g considered in (3.1), (3.2) 
satisfy the conditions in (Hi) for any finite i;. Hence by Theorems 2.1 and 3.1 
the problem (3.1)-(3.3) can not have an upper solution, for otherwise there 
would exist a nonnegative solution on every finite interval [0, T]. 
4. THE BOUNDEDNESS AND STABILITY PROBLEM 
In this section we discuss the boundedness of the solution of (l.l)-(1.3) 
and the stability problem of a steady state solution of the corresponding 
boundary-value problem. The boundedness property is quite useful in the 
discussion of some specific examples in the following section. For convenience, 
we set /j w(t)/] = sup{1 w(t, x)1; x E J2> for any continuous function on 
[0, co) x J?. Our first result gives some sufficient conditions to insure the 
boundedness of a solution on [0, co) x 0. 
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THEOREM 4.1. Let there exist a constant Y > 0 such that 
yf(t, x, 77) G 44 +? (t > 0, x E Q, 0 < 71 < Y), (4.1) 
g(t, 3, 4 + W, 4 -=c 0 (t > 0, x E aJ-4 7) > y), (4.2) 
and let 0 < u,,(x) < Y in 0. Then any nonnegative solution u(t, x) of (1. I)-( 1.3) 
is bounded by Y on [0, co) x 0. Furthermore, if h = 0 and g(t, x, 7) < 0 for 
7 > 0 then 
II 49 G II uo II G y (t > 0). (4.3) 
Proof. Let to > 0 be fixed and let x0 E Q u S2 such that u(t, , x0) = 
I/ u(t,)lj. In view of (4.2), u(to, o , x ) < Y when x0 E XJ. For otherwise, we 
would have -g(t, , x0 , u(t, , x0)) = h(tO , x0) when /I = 0 which contradicts 
(4.2). When fl > 0, the condition (4.2) would imply that (8u/%)(to, x0) < 0 
contradicting the positive maximum property of u(t, , x0). In the case of 
x0 E Q we have by a lemma of [22], 
I UP, , xo)I (d+ldtK UP, 9 xoN < 4to , xo) Go > xo> 
< 40 7 x0> I eo , %Y + Go 9 x0) f (to > x0 , UP0 1 x0)) (4.4) 
where (d+/dt) denotes right-derivative. In view of (4.1), the function 1 u(t, , x0)\ 
is nonincreasing at t = to whenever I u(t, x0)] < Y. Since ~(0, X) = uo(x) < T 
and since this is true for every to > 0 we conclude by starting from to = 0 
that 1 u(t, x)1 can not be greater than Y at any point (t, x) E [0, co) x a. This 
shows that u(t, X) & Y. Finally, if h = 0 and g(t, x, 7) < 0 when 71 > 0 the 
above argument shows that x0 $ 8Q. It follows from (4.1), (4.4) that u(t, x0) is 
nonincreasing at t = to. The arbitrariness of to (and a corresponding point 
x0) insures that (4.3) holds. This completes the proof of the theorem. 
Remark 4.1. The result in Theorem 4.1 remains true if (4.1) holds for 
7 > r instead of 0 < q < r. This also follows from (4.4) since in this case 
II u(t)11 can not increase beyond the value of r. 
The arguments in the proof of Theorem 2.1 can also be used to study 
the stability of an unperturbed solution such as steady-state solution of the 
corresponding boundary-value problem. The definition of stability and 
asymptotic stability is in the sense of Lyapunov. We recall that a steady-state 
solution u*(x) may be considered as a solution of (1. I)-( 1.3) with uo(x) = U*(X). 
THEOREM 4.2. Assume that the condition (2.24) holdsfor 0 < 71 < Q < w 
and that for some E > 0 and To > 0, 
c,(t, x) < c(t, x) - 6 (t > To, x E Sz). (4.5) 
505/22/I-11 
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Then any unperturbed nonnegative solution u*(t, x), including steady-state 
solution, is stable if E =-= 0; and is asymptotically stable if E > 0. 
Proof. Let u(t, x) be any solution of (l.l)-(1.3) and let w = u - u*. 
Then ~(0, x) = U,,(X) - u*(O, x), lim w(t, X) = 0 as j x / + 00 and 
wt = Lw + f (t, x, u) - f (t, x, u*) (t > 0, x E Q), (4.6) 
p(aw/av) = g(t, x, u) - g(t, x, u*) (t > 0, x E 22). (4.7) 
For each fixed t, > 0 we let x,, E Q u aQ such that I/ w(to)lj = 1 w(t, , x,)1. 
Then by (4.7) and the second condition in (2.24), x,, E Q. Applying the first 
inequality in (4.4) for w and using the relations (4.6), (2.24) and (4.5) we have 
I w(to 7 xdl (d+ldt) (I 44, > xd) G (&o > 4 - c(to, 4) I 44, v xo)12 
< -c ! w&-l , x,)l” (to 2 To) (4.8) 
The last inequality implies that 
11 w(t,)lj < e--E(‘o-To) II wV’o)I/ (to 3 Tt,). 
For t, E (0, T,] the first inequality in (4.8) holds and hence 
(4.9) 
II +Jll G M II ww t E LO, Tt,l (4.10) 
for some constant M. The stability and asymptotic stability of u* follow 
immediately from (4.9), (4.10). 
4. SOME EXAMPLES 
We now give some examples from various physical problems. For simplicity, 
we limit our discussion to the one-dimensional system (1.4)-(1.6) (or (1.4), 
(1.5)‘, (1.6)). 
(a) Heat-conduction problem: The temperature in a semiinfinite rod 
with a simultaneous linear and nonlinear radiation boundary condition and 
an internal source q(t, X) > 0 is governed by the system (1.4)-(1.6) with 
f = q, g = -b,u - b,un and h > 0, where b, > 0, b, > 0, n >, 1. This 
model with b, = 0 was considered by many authors (cf. [16, 19, 21, 251) 
and the case b, # 0 was recently discussed in [12]. Since the hypotheses 
(H,), (Ha) and the condition (2.23) are all satisfied with c1 = c, = 0, 
cs = b, + b2n(K@T)n-1, where Z = I&+ is an upper solution, we see from 
Theorems 2.1 and 2.3 that the system (1.4)-(1.6) has a unique nonnegative 
solution u which can be constructed from (2.9) by successive approximations. 
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Furthermore; if Q E 0 then the conditions (4.1), (4.2) and (4.5) are satisfied 
with c := ca = E = 0, r > (t;lbJll”, where I; is an upper bound of h. It 
follows from Theorems 4.1 and 4.2 that the solution u is bounded by r and 
any unperturbed solution of the system is stable. 
(b) Biochemical reactions: In some biochemical processes such as 
waste treatment and fermentation in a batch system, the mathematical 
problem is also in the form of (1.4)-( 1.6) with f = h = 0 and g = b,u/(b, + u) 
(cf. [24]). Assume that either u0 has a compact support in [0, 00) or uO(x) = 
~(e+~) for some 6 > 0 as x -+ co. Then by a suitable choice of h, K, the 
function ii = KeAtec6” is an upper solution. Specifically, it suffices to choose 
X 2 as2 and K 3 I/ u,, // ess~ + S-lb,, where x,, > 0 is chosen such that 
C(O, X) ,s z+,(x) on [0, co). Since the hypothesis (Hi) holds, Theorem 2.1 
insures the existence of a maximal and a minimal solution. However, the 
condition (2.24) does not hold for g so that we do not have a uniqueness 
theorem. This seems to be the case according to the work of [24]. 
(c) Population growth and transmission lines: In the process of combined 
population growth and diffusion considered in [27] the population density 
u(t, X) in a one-dimensional spatial domain satisfies the equation (1.4), the 
initial condition (1.6) and the linear boundary condition 
&.(t, 0) + u(t, 0) = 0, l& u(t, x) = 0 (B B 0). (5.1) 
The function f = f,(u) in (1.4) is given by 
f&4) = bu(u - e)(l - U) (b > 0, 0 < e < 1) (5.2) 
(cf. [6, 271). The same mathematical system also describes the bistable 
transmission lines treated in [20]. In order to apply the results in the previous 
sections we define a modified function & such that fO(v) =fO(q) when 
0 < 17 < 1, Jb(7) = 0 when 7 3 1 + 6 or 7 < -8 and Jo(~) is smooth when 
--6 < 77 < 0 and 1 < r) < 1 + 6, where 6 > 0. With this definition the 
functionsf, and g = --u satisfy the condition (2.23) and all the requirements 
in Theorems 2.1 and 2.3. Hence the modified problem (1.4)-(1.6), that is, 
with f0 replaced by Jo , has a unique nonnegative solution zl(t, x). However, 
since T&(T) < 0 for 7 3 1 and the condition (4.2) holds for g(u) = -u, 
h E 0 where r = 1, we have from Remark 4.1 that if 0 < us(x) < 1 the 
“modified solution” 12 satisfies the relation 0 < l?(t, X) < 1 for all t > 0, 
x > 0. But j&C) coincides with fO(C) when 0 < 3 < 1 we conclude that 22 
is the solution of the original problem (1.4)-( 1.6) and satisfies the relation (4.3). 
(d) Nerve propagation: In the Hodgkin-Huxley model for the propa- 
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gation of a voltage pulse through a nerve axon the voltage u satisfies the 
system (1.4)-(1.6) with g(u) = -u and 
f(u) = bu(u - @)(l - U) - E Jbt ~(7, X) dr 
(cf. [6, 131). To show the existence of a positive solution we define a modified 
function by J = &u) - E si ~(7, X) d 7, where fi is defined as in the previous 
example. Thenjsatisfies the hypotheses (H,), (Ha) and the condition (2.23). 
Hence by Theorems 2.1 and 2.3 the modified problem (1.4)-( 1.6) (i.e., with 
f replaced byf) has a unique nonnegative solution n(t, x). Since the conditions 
(4.1), (4.2) (with h z 0) are satisfied by J and g for 7 >, 1, Theorem 4.1 
and Remark 4.1 insure that 0 < zZ(t, X) < 1 when 0 < us(x) < 1. It follows 
by the definition of & that f((21) = f (Iz) and th ere fore S is the unique solution 
of the original problem (1.4H1.6). 
(e) Chemical diffusion: In the diffusion process of a tubular chemical 
reactor, the concentration u satisfies the system (1.4)-( 1.6), where the function 
f, which represents the reaction rate, is given by 
f (24) = a(1 - U) exp[--6/( 1 + u)] (a > 0, b > 0) (5.3) 
(cf. [4, 221). In case the reactor is considered having finite length 1, the 
boundary condition (1.5) is replaced by: 
where ,tJ 3 0, bi 3 0 and pi + bi > 0, i = 1,2. By defining a modified 
function similar to the previous two examples it is easily seen that the problem 
(1.4)-(1.6) (or (1.4), (5.4), (1.6)) has a unique nonnegative solution u(t, X) 
satisfying 0 < u(t, X) < 1 provided that 0 < U,,(X) < 1. (See [22] for a 
detailed discussion.) 
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