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HOCHSCHILD COHOMOLOGY AND DEFORMATION
QUANTIZATION OF AFFINE TORIC VARIETIES
MATEJ FILIP
Abstract. For an affine toric variety Spec(A), we give a convex geometric
description of the Hodge decomposition of its Hochschild cohomology. Un-
der certain assumptions we compute the dimensions of the Hodge summands
T
1
(i)
(A), generalizing the existing results about the André-Quillen cohomology
group T 1
(1)
(A). We prove that every Poisson structure on a possibly singular
affine toric variety can be quantized in the sense of deformation quantization.
1. Introduction
The concept of deformation quantization has been appearing in the literature
for many years and was established by Bayen, Flato, Frønsdal, Lichnerowicz and
Sternheimer in [5]. A major result, concerning the existence of deformation quan-
tization is Kontsevich’s formality theorem [20, Theorem 4.6.2] which implies that
every Poisson structure on a real manifold can be quantized, i.e., admits a star
product. Kontsevich also extended the notion of deformation quantization into the
algebro-geometric setting [19]. From Yekutieli’s results [32], [33] it follows that
on a smooth algebraic variety X (under certain cohomological restrictions) every
Poisson structure admits a star product. As in Kontsevich’s case, the construction
is canonical and induces a bijection between the set of formal Poisson structures
modulo gauge equivalence and the set of star products modulo gauge equivalence
(see also Van den Bergh’s paper [31]).
When X = Spec(A) is a smooth affine variety, we have the following formality
theorem: there exists an L∞-quasi-isomorphism between the Hochschild differen-
tial graded Lie algebra C•(A)[1] and the formal differential graded Lie algebra
H•(A)[1] (i.e., the graded Lie algebra H•(A)[1] with trivial differential), extend-
ing the Hochschild-Kostant-Rosenberg quasi-isomorphism of the above complexes.
Dolgushev, Tamarkin and Tsygan [14] proved even a stronger statement by showing
that the Hochschild complex C•(A) is formal as a homotopy Gerstenhaber algebra.
Consequently, every Poisson structure on a smooth affine variety can be quantized.
Studying non-commutative deformations (also called quantizations) of toric va-
rieties is important for constructing and enumerating noncommutative instantons
(see [9], [10]), which is closely related to the computation of Donaldson-Thomas
invariants on toric threefolds (see [18], [13]).
In the paper we drop the smoothness assumption and consider the deformation
quantization problem for possibly singular affine toric varieties. In the singular case
the Hochschild-Konstant-Rosenberg map is no longer a quasi-isomorphism and thus
also the n-th Hochschild cohomology group is no longer isomorphic to the Hodge
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summand Hn(n)(A)
∼= HomA(ΩnA|k, A). Therefore, other components of the Hodge
decomposition come into play, making the problem of deformation quantization
interesting from the cohomological point of view. In general many parts of the
Hodge decomposition are still unknown. The case of complete intersections has
been settled in [15], where Frønsdal and Kontsevich also motivated the problem
of deformation quantization on singular varieties. In the toric case Altmann and
Sletsjøe [4] computed the Harrison parts of the Hodge decomposition.
Deformation quantization of singular Poisson algebras does not exist in general;
see Mathieu [23] for counterexamples. For known results about quantizing singular
Poisson algebras we refer the reader to [29] and references therein. The associative
deformation theory for complex analytic spaces was developed by Palamodov in
[25] and [26]. For recent developments concerning the problem of deformation
quantization in derived geometry, see [8].
The paper is organized as follows: in Section 2 and 3 we recall definitions
and some techniques for computing Hochschild cohomology. We compute the
Hochschild cohomology of a reduced isolated hypersurface singularity in Propo-
sition 3.3. Section 4 contains computations of Hochschild cohomology for toric
varieties. In Theorem 4.9 we give a convex geometric description of the Hodge
decomposition of the Hochschild cohomology for affine toric varieties. As an ap-
plication we explicitly calculate T 1(i)(A) for all i ∈ N in the case of two and three
dimensional affine toric varieties (see Propositions 4.12, 4.14). In higher dimensions
we compute T 1(i)(A) for affine cones over smooth toric Fano varieties (see Theorem
4.18). In Section 5 we prove that every Poisson structure on an affine toric variety
can be quantized in the sense of deformation quantization.
2. Preliminaries
Let k be a field of characteristic 0 (in Section 5 we assume additionally that
k is algebraically closed) and let A be an associative commutative k-algebra. We
denote by A the category of local Artin k-algebras with the residue field k (with
local homomorphisms as morphisms) and by S we denote the category of sets.
We consider the following deformation problem: a deformation of A over an
Artin ring B is a pair (A′, pi), where A′ is a B-algebra and pi : A′ ⊗B k → A is
an isomorphism of k-algebras. Two such deformations (A′, pi1) and (A
′′, pi2) are
equivalent if there exists an isomorphism of B-algebras φ : A′ → A′′ such that it
is compatible with pi1 and pi2, i.e., such that pi1 = pi2 ◦ (φ ⊗B k). A functor that
encodes this deformation problem is
DefA : A → S
B 7→ {deformations of A over B}/ ∼ .
It is well-known that the differential graded Lie algebra (dgla for short) that controls
this deformation problem is the Hochschild dgla C•(A)[1], where C•(A) is the
Hochschild cochain complex, i.e., Cn(A) is the space of k-linear maps f : A⊗n → A
(or A-module homomorphisms A⊗A⊗n → A) with the differential given by
(df)(a1 ⊗ · · · ⊗ an) := a1f(a2 ⊗ · · · ⊗ an)+∑n−1
i=1 (−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an)+
(−1)nf(a1 ⊗ · · · ⊗ an−1)an.
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The n-th cohomology groups of this complex is called the n-th Hochschild cohomol-
ogy group, denoted by HHn(A). The Lie bracket on C•(A)[1] is coming from the
Gerstenhaber bracket [f, g] of f ∈ Cm(A), g ∈ Cn(A), which is defined as
[f, g] := f ◦ g − (−1)(m+1)(n+1)g ◦ f ∈ Cm+n−1(A),
where
(f ◦ g)(a1 ⊗ · · · ⊗ am+n−1) :=
m∑
i=1
(−1)(i−1)(n+1)f(a1 ⊗ · · · ⊗ ai−1 ⊗ g(ai ⊗ · · · ⊗ ai+n−1)⊗ ai+n ⊗ · · · ⊗ am+n−1).
The Gerstenhaber bracket equips C•(A)[1] with the structure of a dgla.
Gerstenhaber and Schack described the Hodge decomposition of the Hochschild
(co-)homology that we will briefly recall (see [16] for more details). In the group ring
of the permutation group Sn one defines the shuffle si,n−i to be
∑
(sgnpi)pi, where
the sum is taken over those permutations pi ∈ Sn such that pi(1) < pi(2) < · · · < pi(i)
and pi(i+1) < pi(i+2) < · · · < pi(n). Let sn =
∑n−1
i=1 si,n−i. There exists orthogonal
idempotents en(i) ∈ Sn[Q] for i = 1, ..., n, whose sum is the unit element. Moreover,
for λi = 2
i − 2 it holds that
sn = λ1en(1) + λ2en(2) + · · ·+ λnen(n),
which gives subcomplexes C•(i)(A), with C
n
(i)(A) = {f ∈ Cn(A) | f ◦sn = (2i−2)f}.
We have
HHn(A) ∼= Hn(1)(A) ⊕ · · · ⊕Hn(n)(A),
whereHn(i)(A) is the n-th cohomology of C
•
(i)(A) (the part of HH
n(A) corresponding
to en(i)).
It holds that H
(n)
n (A) ∼= ΩnA|k, the n-th exterior power of the module of Kähler
differentials. If A is smooth, we have HHn(A) ∼= Hn(n)(A) ∼= HomA(ΩnA|k, A).
Definition 1. The complex C•(1)(A) is called the Harrison complex and we will
write Harn(A) := Hn(1)(A) for the Harrison cohomology groups.
Definition 2. A skew-symmetric Hochschild 2-cocycle p that satisfies the Jacobi
identity
p(a⊗ p(b⊗ c)) + p(b⊗ p(c⊗ a)) + p(c⊗ p(a⊗ b)) = 0
is called an (algebraic) Poisson structure (or a Poisson bracket). A commutative
algebra together with a Poisson bracket that also satisfies Leibniz’s law is called a
Poisson algebra. Its spectrum is called an affine Poisson variety.
Using the Hodge decomposition we can equivalently define the Poisson structure
as an element p ∈ H2(2)(A) with e3(3)[p, p] = 0, where e3(3) is the orthogonal
idempotent projecting C3(A) on C3(3)(A) (see e.g. [25]).
Definition 3. A one-parameter formal deformation of A is an associative algebra
(A[[ℏ]], ∗), such that
a ∗ b = ab(modℏ),
for each a, b ∈ A. We require that ∗ is associative, k[[ℏ]]-bilinear and continuous,
which means that( ∑
m≥0
bmℏ
m
) ∗ (∑
n≥0
cnℏ
n
)
=
∑
m,n≥0
(bm ∗ cn)ℏm+n.
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Definition 4. We say that a Poisson structure p ∈ H2(2)(A) can be quantized if
there exist γ2, γ3,... in C
2(A), such that
a ∗ b := ab+ 1
2
p(a⊗ b)ℏ+ γ2(a⊗ b)ℏ2 + γ3(a⊗ b)ℏ3 + · · ·
is a one-parameter formal deformation.
Note that when Har3(A) = 0, every Poisson structure can be extended to a sec-
ond order deformation (i.e. γ2 always exists (mod ℏ
3) since e3(3)[p, p] = e2(3)[p, p] =
0).
Now we recall the standard notation in the toric setting from [4]. Let M,N be
mutually dual, finitely generated, free Abelian groups. We denote by MR, NR the
associated real vector spaces obtained via base change with R. Given a rational,
polyhedral cone σ = 〈a1, ..., aN 〉 ⊂ NR with apex in 0 and with a1, ..., aN ∈ N de-
noting its primitive fundamental generators (i.e. none of the aj is a proper multiple
of an element of N). We define the dual cone σ∨ := {r ∈ MR | 〈σ, r〉 ≥ 0} ⊂ MR
and denote by Λ := σ∨∩M the resulting semi-group of lattice points. Its spectrum
Spec(k[Λ]) is called an affine toric variety. For λ ∈ Λ we denote by xλ the mono-
mial corresponding to λ. Since Λ is saturated, Spec(k[Λ]) is normal (see e.g. [11,
Theorem 1.3.5]).
Definition 5. A variety X is called Q-Gorenstein if the double dual of some tensor
product of ωX is an invertible sheaf on X .
The following facts about toric Q-Gorenstein varieties can be found in [1, Section
6.1]. For an affine toric variety given by the cone σ = 〈a1, ..., aN〉 we have that X is
Q-Gorenstein if and only if there exists a primitive element R∗ ∈M and a natural
number g ∈ N such that 〈aj , R∗〉 = g for each j = 1, ..., N . X is Gorenstein if
and only if additionally g = 1. In particular, toric Q-Gorenstein singularities are
obtained by putting a lattice polytope P ⊂ A into the affine hyperplane A×{g} ⊂
NR := A × R and defining σ := Cone(P ), the cone over P . Then the canonical
degree R∗ equals (0, 1).
3. André-Quillen cohomology
In this section we recall the geometric approach (using the cotangent complex)
for computing the Hochschild cohomology. As an application we compute the
Hochschild cohomology of a reduced isolated hypersurface singularity, which will
give a more complete view on the results that we will obtain in the next section
(see Example 3).
We will briefly recall the construction of the cotangent complex (for more details
see [22]).
Definition 6. A dg-algebra R with differential s is called semifree if:
• The underlying graded algebra is a polynomial algebra k[xi | i ∈ I], where
the degree of xi may vary.
• There exists a filtration
∅ = I(0) ⊂ I(1) ⊂ · · · ,∪n∈NI(n) = I,
such that s(xi) ∈ k[xj | j ∈ I(n)] for every i ∈ I(n+ 1).
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A k-semifree resolution of an algebraA is a surjective quasi-isomorphismR→ A,
where R is a semifree k-dg-algebra. Note that a k-semifree resolution always exists.
The corresponding complex of the A-dg module ΩR|k ⊗R A gives us the element
LA|k in the derived category D(ModA). We call LA|k the cotangent complex. It is
independent of the choice of the k-semifree resolution.
We have a quasi-isomorphism between (LA|k)[1] and C
(1)
• (A) (see e.g. [21, Propo-
sition 4.5.13]). Moreover, the derived exterior powers ∧iLA|k (see [21, Section 3.5.4]
for definitions) give us the following proposition.
Proposition 3.1. There exists a quasi-isomorphism between ∧i(LA|k)[i] and C(i)• (A).
Proof. See [21, Proposition 4.5.13]. 
Example 1. Let X = Spec(A) be a reduced hypersurface, where
A = k[x1, ..., xN ]/(f(x1, ..., xN )).
Let us denote S = k[x1, ..., xN ]. The i-th derived exterior power ∧iLA|k is isomor-
phic to the complex
(1) 0→ A ∧df−−→ Ω1S|k ⊗S A
∧df−−→ · · · ∧df−−→ ΩiS|k ⊗S A→ 0,
where ΩiS|k ⊗S A is the degree 0 term. We can prove (1) by first computing the
cotangent complex and since it has only two non-zero terms, we can use [28, Chapter
4] (see also [17]) to compute the derived exterior powers.
Definition 7. The n-th homology group of ∧iLA|k is called the n-th (higher)André-
Quillen homology group and denoted by T
(i)
n (A). The n-th cohomology group of
HomA(∧iLA|k, A) is called the n-th (higher) André-Quillen cohomology group and
denoted by T n(i)(A).
In particular, from Proposition 3.1 we have an isomorphism of groups
T n−1(1) (A)
∼= Hn(1)(A) = Harn(A),
or more generally T n−i(i) (A)
∼= Hn(i)(A), for each i = 1, ..., n. For a smooth algebra
A we have
HHn(A) ∼= Hn(n)(A) ∼= T 0(n)(A)
and thus we see that for j > 0 the modules T j(i)(A) (and similarly for T
(i)
j (A)) have
support on the singular locus.
The next result relates André-Quillen cohomology groups with Ext groups.
Lemma 3.2. Let X = Spec(A) be smooth in codimension d. For each i ≥ 1 and
0 ≤ j ≤ d+ 1, we have T j(i)(A) ∼= ExtjA(ΩiA|k, A).
Proof. Since each term of ∧iLA|k is a projective A-module for each i ≥ 1, we have
a Künneth spectral sequence:
Ep,q2 = Ext
p
A(T
(i)
q (A), A)⇒ T p+q(i) (A).
The modules T
(i)
q (A) have support on the singular locus for q ≥ 1. Since A
is smooth in codimension d, we have ExtpA(T
(i)
q (A), A) = 0 for q ≥ 1 and p =
0, 1, ..., d. 
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Proposition 3.3. Let A be a reduced isolated hypersurface singularity in AN . We
have
HHn(A) ∼=
{
HomA(Ω
n
A|k, A)⊕A/( ∂f∂x1 ,
∂f
∂x2
, ..., ∂f
∂xN
) if n < N
A/( ∂f
∂x1
, ∂f
∂x2
, ..., ∂f
∂xN
) if n ≥ N
Proof. We use Example 1. The perfect pairing Ωj
S|k ⊗S ΩN−jS|k → ΩNS|k ∼= S induces
an isomorphism of complexes HomA(∧NLA|k, A)[−N ] ∼= ∧NLA|k. By Michler’s re-
sult in [24] the only nonzero homology groups of ∧NLA|k are the zeroth and first,
both isomorphic to A/( ∂f
∂x1
, ∂f
∂x2
, ..., ∂f
∂xN
). Note that Ωl
S|k = 0 holds for l ≥ N + 1
and thus for i ≥ N we have that
T j(i)(A)
∼=
{
A/( ∂f
∂x1
, ∂f
∂x2
, ..., ∂f
∂xN
) if j = i− 1, i
0 otherwise.
By [24] we also know that ∧kLA|k is quasi-isomorphic to ΩkA|k for k ≤ N − 1.
Thus we can easily see that ExtjA(Ω
k
A|k, A) = 0, if k ≤ N − 1 and j 6= 0, k − 1, k.
Moreover, in the decomposition Ext1A(Ω
n−1
A|k , A) ⊕ · · · ⊕ Extn−1A (Ω1A|k, A) only one
direct summand is nonzero and isomorphic to ΩNA|k
∼= A/( ∂f∂x1 ,
∂f
∂x2
, ..., ∂f
∂xN
). Lemma
3.2 and the Hodge decomposition conclude the proof. 
4. Hochschild cohomology of toric varieties
From now on we will restrict ourself in the case of toric varieties and try to
simplify the results using the lattice grading that comes with toric varieties. The
convex geometric description of Harrison cohomology groups of an affine toric vari-
ety was given in [4]. We generalize this result to the case of Hochschild cohomology
groups.
Let A = ⊕i∈ZAi be a graded k-algebra. If a0, ..., ap are homogenous elements,
define the weight of a0 ⊗ · · · ⊗ ap ∈ A⊗p+1 to be w =
∑ |ai|, where |ai| = j means
that ai ∈ Aj . This makes the tensor product A⊗p+1 into a graded k-module. Since
differentials preserve the weight, this equip both HHp(A) and HH
p(A) with the
structure of graded k-modules.
4.1. The Hochschild complex in the toric case. Definitions and statements
in this subsection already appeared in [4] for i = 1. We give a generalization for
arbitrary i ≥ 1.
In the case when Spec(A) is an affine toric variety there exists M -grading on A.
Let A = k[Λ] = k[σ∨ ∩M ].
Definition 8. We say that an element f ∈ Cn(A) has degree R ∈M if f maps an
element with weight w to an element of degree R+w in A. This means that f is of
the form f(xλ1 ⊗ · · ·⊗xλn) = f0(λ1, .., λn)xR+λ1+···+λn . We need to take care that
the expression is well defined, i.e., that f0(λ1, ..., λn) = 0 for R + λ1 + · · ·λn 6∈ Λ
(in the following we will also use R + λ1 + · · ·λn 6≥ 0 since we can look on M as a
partially ordered set where positive elements lie in the cone Λ). Let Cn,R(A) denote
the degree R elements of Cn(A) and let Cn,R(i) (A) denote the degree R elements of
Cn(i)(A).
We would like to understand the space Cn,R(A) better and the following defini-
tion will be useful.
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Definition 9. L ⊂ Λ is said to be monoid-like if for all elements λ1, λ2 ∈ L the
relation λ1−λ2 ∈ Λ implies λ1−λ2 ∈ L. Moreover, a subset L0 ⊂ L of a monoid-like
set is called full if (L0 + Λ) ∩ L = L0.
For any subset P ⊂ Λ and n ≥ 1 we introduce Sn(P ) := {(λ1, ..., λn) ∈
Pn | ∑nv=1 λv ∈ P}. If L0 ⊂ L are as in the previous definition, then this gives
rise to the following vector spaces (1 ≤ i ≤ n):
Cn(i)(L,L\L0; k) := {ϕ : Sn(L)→ k | ϕ◦sn = (2i−2)ϕ, ϕ vanishes on Sn(L\L0)},
which turn into a complex with the differential
dn : Cn−1(i) (L,L \ L0; k)→ Cn(i)(L,L \ L0; k),
(dnϕ)(λ1, ..., λn) :=
ϕ(λ2, ..., λn) +
n−1∑
i=1
(−1)iϕ(λ1, ..., λi + λi+1, ..., λn) + (−1)nϕ(λ1, ..., λn−1).
We will see that this complexes will give us a description of a degree −R ∈ M
part of Hn(i)(A).
Definition 10. By Hn(i)(L,L\L0; k) we denote the cohomology groups of the above
complex C•(i)(L,L \ L0; k).
Lemma 4.1.
Cn,−R(i) (A)
∼= Cn(i)(Λ,Λ \ (R + Λ); k).
Proof. For f ∈ Cn,−R(i) (A), we have f(xλ1 ⊗ · · · ⊗ xλn) = f0(λ1, .., λn)xλ1+···+λn−R
and then the isomorphism is given by f 7→ f0. 
It is a trivial check that Hochschild differentials respect the grading given by the
degrees R ∈M . Thus we get the Hochschild subcomplex C•,−R(i) and we denote the
corresponding cohomology groups by Hn,−R(i) (A)
∼= T n−i,−R(i) (A).
From definitions it follows that Cn(i)(A) = ⊕RCn,−R(i) (A), Cn(A) = ⊕RCn,−R(A)
and Hn(i)(A) = ⊕RHn,−R(i) (A), HHn(A) = ⊕RHHn,−R(A).
Proposition 4.2. Let R ∈M and let A = k[Λ]. We have
(2) T n−i,−R(i) (A)
∼= Hn(i)(Λ,Λ \ (R+ Λ); k).
Proof. We use Lemma 4.1 and the decomposition of the Hochschild cohomology. 
Remark 1. We will also use the positive grading
T n−i,R(i) (A)
∼= Hn(i)(Λ,Λ \ (−R+ Λ); k).
Poisson structures lie in T 0(2)(A), which is non-zero for positive degrees.
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4.2. A double complex of convex sets. In this subsection we follow the paper
[4] verbatim. Arguments mention in [4] in the case i = 1 work also for arbitrary
i ≥ 1 using the definitions from Subsection 4.1.
Let σ = 〈a1, ..., aN 〉. For τ ⊂ σ let us define the convex sets introduced in [4]:
(3) KRτ := Λ ∩ (R− intτ∨).
The above convex sets admit the following properties:
• KR0 = Λ and KRaj = {r ∈ Λ | 〈aj , r〉 < 〈aj , R〉} for j = 1, ..., N .
• For τ 6= 0 the equality KRτ = ∩aj∈τKRaj holds.
• Λ \ (R + Λ) = ∪Nj=1KRaj .
We have the following double complexes C•(i)(K
R
•
; k) for each i ≥ 1. We define
Cq(i)(K
R
τ ; k) := C
q
(i)(K
R
τ , ∅; k) and
Cq(i)(K
R
p ; k) := ⊕τ≤σ,dim τ=pCq(i)(KRτ ; k) (0 ≤ p ≤ dimσ).
The differentials δp : Cq(i)(K
R
p ) → Cq(i)(KRp+1; k) are defined in the following way:
we are summing (up to a sign) the images of the restriction map Cq(i)(K
R
τ ; k) →
Cq(i)(K
R
τ ′ ; k), for any pair τ ≤ τ ′ of p and (p + 1)-dimensional faces, respectively.
The sign arises from the comparison of the (pre-fixed) orientations of τ and τ ′ (see
also [11, pg. 580] for more details).
Example 2. The map δ : ⊕Nj=1Cq(i)(KRaj ; k) → ⊕〈aj,ak〉≤σCq(i)(KRaj ∩ KRak ; k) is
simply given by: (f1, ...., fN) gets mapped to fj − fk ∈ Cq(i)(KRaj ∩KRak ; k).
The following results (obtained in [4] for i = 1) can also be generalized to i > 1:
Lemma 4.3. The canonical k-linear map Cq(i)(Λ,Λ \ (R+Λ); k)→ Cq(i)(KR• ; k) is
a quasi-isomorphism, i.e., a resolution of the first vector space.
Proof. For r ∈ Λ ⊂M we define the k-vector space
V q(i)(r) := {ϕ : {(λ1, ..., λq) ∈ Λq |
q∑
v=1
λv = r} → k | ϕ ◦ sn = (2i − 2)ϕ}.
and the rest follows as in [4]. 
Proposition 4.4. T n−i,−R(i) (A) = H
n
(
tot•(C•(i)(K
R
•
; k))
)
for 1 ≤ i ≤ n.
Proof. We prove the Proposition using first the differentials dn and Lemma 4.3 and
then the differentials δp. 
Corollary 4.5. Let i ≥ 1 be a fixed integer. For q ≥ i and p ≥ 0 there is a spectral
sequence
Ep,q1 = ⊕τ≤σ,dim τ=pHq(i)(KRτ ; k)⇒ T p+q−i,−R(i) (A) = Hp+q,−R(i) (A).
Proof. We use first the differentials δp and then the differentials dn. 
Proposition 4.6. If τ ≤ σ is a smooth face, then Hq(i)(KRτ ; k) = 0 for q ≥ i+ 1.
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Proof. Let r(τ) be an arbitrary element of int(σ∨ ∩ τ⊥) ∩M , i.e., τ = σ ∩ r(τ)⊥.
We define Rg := R − g · r(τ), where g ∈ Z and we show (with the same idea as in
[4]) that
(4) T q+dim τ−i(i) (−Rg) = Hq(i)(KRτ ; k) for g ≫ 0,
for q ≥ i+ 1.
Let T n(i)(τ) := T
n
(i)(Spec(k[τ
∨ ∩M ])) and similarly T n(i)(σ) := T n(i)(A). We have
(5) T n(i)(σ)⊗k[σ∨∩M ] k[σ∨ ∩M ]xr(τ) = T n(i)(τ) = 0 for n ≥ 1,
since k[τ∨ ∩M ] equals the localization of k[σ∨ ∩M ] by the element xr(τ). The last
equality holds because τ is a smooth face. From (5) we see that any element of
T q+dim τ−i(i) (−Rg) ⊂ T q+dim τ−i(i) will be killed by some power of xr(τ), which implies
that Hq(i)(K
R
τ ; k) = 0 by (4). 
4.3. The Hochschild cohomology in degree R ∈ M . The results in this sub-
section do not follow immediately from [4] as in Subsection 4.2. Quasi-linear func-
tions (see [4, Definition 4.1]) defined on the convex sets KRτ play an important role
in describing T 1(1)(−R). In this subsection we show that multi-additive functions
(see Definition 11) are the right generalization for describing T 1(i)(−R) for i ≥ 1.
The main result in this subsection is Theorem 4.9, which is a generalization of [4,
Proposition 5.2].
We would like to better understand Hn(n)(K
R
τ ; k) for τ ≤ σ. These computations
are easier then computations for Hn(i)(K
R
τ ; k), i 6= n, because in the case i = n we
do not have coboundaries.
Definition 11. We say that f ∈ Cn(n)(L,L \L0; k) is multi-additive if it is additive
on every component, provided that the sum of all entries lies in L. Being additive
in the first component means f(a+ b, λ2, ..., λn) = f(a, λ2, ..., λn) + f(b, λ2, ..., λn),
with a+ b+ λ1 + · · ·+ λn ∈ L. We denote
C¯n(n)(L,L \ L0; k) := {f ∈ Cn(n)(L,L \ L0; k) | f is multi-additive}.
In the case n = 1 it holds trivially that H1(1)(L,L \ L0; k) = C¯1(1)(L,L \ L0; k).
Some additional effort is necessary to show this for n > 1.
Proposition 4.7. We have
Hn(n)(L,L \ L0; k) = C¯n(n)(L,L \ L0; k)
for all n ≥ 1.
Proof. That every multi-additive function f ∈ Cn(n)(L,L \ L0; k) satisfies df = 0 is
obvious by definition of d. For the other direction we use the following computation:∑
σ df(λσ−1(1), ..., λσ−1(n+1)) =
n!
(
f(λ1, λ3, λ4, ..., λn+1) + f(λ2, λ3, λ4, ..., λn+1)− f(λ1 + λ2, λ3, λ4, ..., λn+1)
)
,
where the sum is taken over all permutations σ ∈ Sn+1 such that σ(1) < σ(2)
(similarly as in the proof of Loday [21, Proposition 1.3.12]). 
The next Proposition will give us very useful formulas for Hn(n)(K
R
τ ; k).
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Proposition 4.8. Let τ ≤ σ be a smooth face. The injections C¯n(n)(SpankKRτ ; k)→
C¯n(n)(K
R
τ ; k) are isomorphisms. Moreover, SpankK
R
τ = ∩aj∈τ SpankKRaj , and we
have
SpankK
R
aj
=

0 if 〈aj , R〉 ≤ 0
(aj)
⊥ if 〈aj , R〉 = 1
M ⊗Z k if 〈aj , R〉 ≥ 2
Proof. The case n = 1 was proved in [4, Proposition 4.2]. We will generalize it to
the case n = 2. The generalization to other n is then immediate.
Let f ∈ C¯2(2)(KRτ ; k). We want to show that f ∈ C¯2(2)(SpankKRτ ; k). Without loss
of generality we can assume that τ = 〈a1, ..., am〉, with 〈ai, R〉 ≥ 2 for i = 1, ..., l
and 〈aj , R〉 = 1 for j = l + 1, ...,m, since if R was non-positive on any of the
generators of τ , then KRτ would be empty.
By the smoothness of τ there exist elements r1, ..., rl such that 〈ri, ak〉 = δik for
1 ≤ i ≤ l and 1 ≤ k ≤ m. Hence it holds that
f(sv, sw) =
l∑
i=1
l∑
u=1
〈ai, sv〉〈au, sw〉f(ri, ru) + f(pv, pw),
for sv, sw ∈ KRτ , pv := sv−
∑l
i=1〈ai, sv〉ri ∈ τ⊥∩M and pw := sw−
∑l
i=1〈ai, sw〉ri ∈
τ⊥∩M . We can easily show that∑v∑w f(sv, sw) does depend only on s1 :=∑v sv
and s2 :=
∑
w sw, and not on the summands themselves. Then, f(s1, s2) may be
defined as this value. The second claim follows as in [4] by ∩ai∈τ SpankKRai =
∩kj=l+1(aj)⊥ = Spank(τ⊥, r1, ..., rl) = SpankKRτ . 
We write shortly Mk (resp. Nk) for M ⊗Z k (resp. N ⊗Z k).
Remark 2. Note that 0 and 1-dimensional faces are always smooth. For τ = 0 we
obtain that C¯i(i)(Λ; k)
∼= C¯i(i)(Spank Λ; k) ∼= C¯i(i)(Mk; k). Thus if σ = 〈a1, ..., aN 〉 ⊂
Mk ∼= kn, then f ∈ C¯i(i)(Λ; k) is completely determined by the values f(sk1 , ..., ski),
for 1 ≤ k1 < · · · < ki ≤ n, where s1, ..., sn ∈ Λ are linearly independent (k-basis in
kn).
Let E be the minimal set that generates the semigroup Λ := σ∨ ∩M . We write
ERj := E∩KRaj , ERjk := E∩KRaj ∩KRak for a 2-face 〈aj , ak〉 ≤ σ and ERτ := ∩aj∈τERj
for faces τ ≤ σ.
Theorem 4.9. Let X = Spec(A) be an affine toric variety that is smooth in codi-
mension d. Let i ≥ 1 be a fixed integer. Then k-th cohomology group of the complex
0→ C¯i(i)(Mk; k)→ ⊕jC¯i(i)(Spank ERj ; k)→ · · · → ⊕τ≤σ,dimτ=d+1C¯i(i)(Spank ERτ ; k)
equals T k,−R(i) (A), for k = 0, ..., d (C¯
i
(i)(Mk; k) is the degree 0 term).
Moreover, if X is an isolated singularity (i.e. dim(X) = d+ 1), then
T k,−R(i) (A) =
{
Coker
(⊕τ≤σ,dim τ=d C¯i(i)(KRτ ; k)→ C¯i(i)(KRσ ; k)) if k = dim(X)
H
k−dim(X)+i
(i) (K
R
σ ; k) if k ≥ dim(X) + 1
Proof. By Corollary 4.5 we have
Ep,q1 = ⊕τ≤σ,dim τ=pHq(i)(KRτ ; k)⇒ T p+q−i,−R(i) (A) = Hp+q,−R(i) (A),
for q ≥ i and p ≥ 0. By the assumption j-dimensional faces are smooth for j ≤ d.
From Proposition 4.6 it follows that E0,q1 = E
1,q
1 = · · · = Ed,q1 = 0, for q ≥ i + 1.
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Thus Ep,i2 = E
p,i
∞ = ⊕τ≤σ,dim τ=pHi(i)(KRτ ; k) for d + 1 ≥ p ≥ 1. It follows that
T k,−R(i) (A) is the k-th cohomology group of the complex
Hi(i)(Λ; k)→ ⊕jHi(i)(KRaj ; k)→ · · · → ⊕τ≤σ,dim τ=d+1Hi(i)(KRτ ; k).
We conclude the first part using the equality KRτ = ∩aj∈τKRaj and Proposition 4.8.
If X is an isolated singularity then we also have Ep,q1 = 0 for p ≥ d + 2. Thus
Ed+1,q2 = E
d+1,q
∞ = H
q
(i)(K
R
σ ; k) for q ≥ i+ 1, which finishes the proof. 
Corollary 4.10. Since toric varieties are normal and thus smooth in codimension
1, we obtain that T 1(i)(−R) equals the cohomology group of the complex
(6) C¯i(i)(Mk; k)→ ⊕jC¯i(i)(Spank ERj ; k)→ ⊕〈aj,ak〉<σC¯i(i)(Spank ERjk; k).
4.4. Toric surfaces. We want to obtain the dimension of k-vector spaces T 1,−R(i) (A),
for all i ∈ N, in the case when A is a two-dimensional cyclic quotient singu-
larity (a two-dimensional affine toric variety). Let X(n, q) denote the quotient
by the Z/nZ-action ξ →
(
ξ 0
0 ξq
)
, (ξ = n
√
1). X(n, q) is given by the cone
σ = 〈a1, a2〉 = 〈(1, 0), (−q, n)〉. We can develop nn−q into a continued fraction
[b1; b2, ..., br], bi ≥ 2. Then E is given as the set E = {w0, ..., wr+1}, with elements
wi ∈ Z2 and
(1) w0 = (0, 1), w1 = (1, 1), wr+1 = (n, q),
(2) wi−1 + wi+1 = bi · wi (i=1,...,r).
Now we compute T 1,−R(i) (A) for toric surfaces A = A(n, q) := k[〈w0, wr+1〉 ∩M ].
Proposition 4.11. For i > 2 we have dimT 1,−R(i) (A) = 0. Otherwise we have
dimk T
1,−R
(i) (A) =
dimk C¯
i
(i)(Spank E
R
1 ; k) + dimk C¯
i
(i)(Spank E
R
2 ; k)− dimk C¯i(i)(Spank ER12; k)− ci,
where
ci :=
{
2 = dimk C¯
1
(1)(Mk; k) if i = 1
1 = dimk C¯
2
(2)(Mk; k) if i = 2
Proof. Follows immediately from (6), where in this case the last map is surjective.

Corollary 4.12. For T 1(1)(A) we obtain the same results as Pinkham [27]. Focusing
on T 1,−R(2) (A), there are four different cases for the multidegree R ∈M ∼= Z2:
• R = w1 (or analogously R = wr). We obtain E1 = {w0} and E2 =
{w2, ..., wr+1}. We have
dimk C¯
2
(2)(Spank E
R
1 ; k) = dimk C¯
2
(2)(Spank E
R
12; k) = 0
and thus Proposition 4.11 yields T 1,−R(2) (A) = 0.
• R = wi (2 ≤ i ≤ r − 1). We obtain E1 = {w0, ..., wi−1} and E2 =
{wi+1, ..., wr+1}. We have dimk C¯2(2)(Spank ER12; k) = 0,
dimk C¯
2
(2)(Spank E
R
1 ; k) = dimk C¯
2
(2)(Spank E
R
2 ; k) = 1
and Proposition 4.11 yields dimk T
1,−R
(2) (A) = 1.
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• R = l · wi(1 ≤ i ≤ r, 2 ≤ l ≤ bi for r ≥ 2, or i = 1, 2 ≤ l ≤ b1 for
r = 1). We obtain E1 = {w0, ..., wi} and E2 = {wi, ..., wr+1}. We have
dimk C¯
2
(2)(Spank E
R
12; k) = 0,
dimk C¯
2
(2)(Spank E
R
1 ; k) = dimk C¯
2
(2)(Spank E
R
2 ; k) = 1
and thus Proposition 4.11 yields dimk T
1,−R
(2) = 1.
• For the remaining R ∈M , either E1 ⊂ E2 or E2 ⊂ E1 or #(E1 ∩E2) ≥ 2.
In these cases it holds that either dimk C¯
2
(2)(Spank E
R
i ; k) = 0 for some i, or
we have dimk C¯
2
(2)(Spank E
R
12; k) 6= 0. Thus in all these cases Proposition
4.11 yields dimk T
1,−R
(2) (A) = 0.
The following example shows that in the case of Gorenstein toric surfaces (An-
singularities) the computations in this section agree with the computations in the
previous section.
Example 3. Let A = A(n + 1, n) be a Gorenstein toric surface, given by the
polynomial f(x, y, z) = xy − zn+1 in A3. From Proposition 3.3 we know that
HH3(A) ∼= A/(∂f∂x , ∂f∂y , ∂f∂z ), which has dimension equal to n (Milnor number of
the hypersurface). From Lemma 3.2 we have HH3(A) ∼= ⊕2i=0 Exti(Ω3−iA|k , A) and
since Ext2A(ΩA|k, A) = Hom(Ω
3
A|k, A) = 0, we see that HH
3(A) ∼= T 1(2)(A) ∼=
Ext1(Ω2
A|k, A) and thus dimk T
1
(2)(A) = n. Using Corollary 4.12 we can be even
more precise: the cone for A is given by σ = 〈(1, 0), (−n, n + 1)〉. Its continued
fraction has r = 1, b1 = n+1 and thus we have dimk T
1,−R
(2) (A) = 1 for the degrees
R = (2, 2), ..., (n+ 1, n+ 1) and dimk T
1,−R
(2) (A) = 0 for the other degrees.
4.5. Higher dimensions. Let the cone σ = 〈a1, ..., aN 〉 represent an n-dimensional
toric variety Xσ = Spec(A), n ≥ 3. For R ∈M we define the affine space
A(R) := {a ∈ NR | 〈a,R〉 = 1} ⊂ NR
and consider the polyhedron Q(R) := σ ∩ A(R) ⊂ A(R). Vertices of Q(R) are
a¯j := aj/〈aj , R〉, for all j satisfying 〈aj , R〉 ≥ 1. We denote T 1(i)(−R) := T 1,−R(i) (A).
Altmann [2], [3] relates the computation of T 1(1)(−R) with the convex geometry
of Q(R) (using Minkowski summands of Q(R)). We will develop another approach
that will also allow us to compute T 1(i)(−R) for i > 1. At the end we will obtain
explicit formulas for 3-dimensional toric varieties (see Proposition 4.14). As far as
we know the techniques that we use to obtain this calculations are new even in the
case i = 1. In this subsection we also obtain a formula for T 1(i)(−R) for affine cones
over smooth toric Fano varieties in arbitrary dimension (see Theorem 4.18).
The following lemma will be useful.
Lemma 4.13. Let Y be a toric surface given by σ = 〈a1, a2〉 ⊂ NR ∼= R2. We have
dimk Spank E
R
12 = max{0,W1(R) +W2(R)− 2− dimk T 1,−R(1) (Y )}, where
Wj(R) :=

2 if 〈aj , R〉 > 1
1 if 〈aj , R〉 = 1
0 if 〈aj , R〉 ≤ 0,
Proof. It follows immediately by Proposition 4.11. 
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Let djk := a¯j a¯k denote the compact edges of Q(R) (for 〈aj , ak〉 ≤ σ, 〈aj , R〉 ≥ 1,
〈ak, R〉 ≥ 1). We denote the lattice N ∩ Spank〈aj , ak〉 by N¯jk and its dual with
M¯jk. Let R¯jk denote the projection of R to M¯jk.
Proposition 4.14. If the compact part of Q(R) lies in a two-dimensional affine
space we have
dimk T
1
(i)(−R) = max
{
0,
N∑
j=1
V ij (R)−
∑
djk∈Q(R)
Qijk(R)−
(
n
i
)
+ siQ(R)
}
,
where
V ij (R) :=

(
n
i
)
if 〈aj , R〉 > 1(
n−1
i
)
if 〈aj , R〉 = 1
0 if 〈aj , R〉 ≤ 0,
Qijk(R) :=
{ (Wj(R)+Wk(R)+n−4−dimk T 1〈aj,ak〉(−R¯jk)
i
)
if 〈aj , R〉, 〈ak, R〉 6= 0
0 otherwise
siQ(R) :=
{
dimk ∧i
(⋂
djk∈Q(R)
Spank E
R
jk
)
if Q(R) is compact
0 otherwise
Proof. From Theorem 4.9 we know that T 1(i)(−R) is the cohomology group of the
complex
C¯i(i)(Mk; k)→ ⊕jC¯i(i)(SpankERj ; k)→ ⊕〈aj,ak〉≤σC¯i(i)(Spank(ERjk); k).
Let f := (f1, ..., fN ) ∈ ⊕jC¯i(i)(SpankERj ). We see that V ij (R) = dimk(∧iSpankERj ).
Assume now that SpankE
R
j , SpankE
R
k 6= ∅, otherwise we have SpankERjk = ∅. We
can easily verify that Qijk(R) = dimk(∧iSpankERjk):
we have dimk(SpankE
R
jk) = n − 2 + dimk(SpankE¯R¯jkjk ), where E¯jk is the gener-
ating set of 〈aj , ak〉∨ ∩ M¯jk. From Lemma 4.13 we know that dimk(SpankE¯R¯jk) =
max{0,Wj(R) +Wk(R)− 2− dimk T 1〈aj ,ak〉(−R¯jk)}. Thus we have
dimk T
1
(i)(−R) = max
{
0,
N∑
j=1
V ij (R)−
∑
djk
Qijk(R)−
(
n
i
)
+ si},
where si equals the dimension of the domain of restrictions (that we get with
restricting fj = fk on SpankEjk) that repeats. We can easily verify that s
i =
siQ(R). 
Using Proposition 4.14 we can easily compute T 1(i)(−R) for three-dimensional
affine toric varieties. From straightforward computation of the formula in Proposi-
tion 4.14 we obtain the following corollary.
Corollary 4.15. Let X be an isolated 3-dimensional toric singularity. Without
loss of generality we can assume that generators a1, ..., aN are arranged in a cycle.
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We have the following formulas:
dimk T
1
(1)(−R) =
=
{
max
{
0,#{a¯j | a¯j ∈ N, i.e. 〈aj , R〉 = 1} − 3
}
if R > 0
max
{
0,#{a¯j | a¯j ∈ N, not contained in a non-compact edge
}
if R 6> 0,
dimk T
1
(2)(−R) =
{
max
{
0,#{a¯j | a¯j ∈ N}+ C(R)− 3
}
if R > 0
max
{
0,#{a¯j | a¯j ∈ N}+ C(R)− 2
}
if R 6> 0,
dimk T
1
(3)(−R) = max{0, C(R)− 1}
dimk T
1
(i)(−R) = 0 for i ≥ 4,
where C(R) := #{chambers with 〈aj , R〉 > 1} and a chamber with 〈aj , R〉 > 1
means 〈aj , R〉 > 1 for j = j0, j0 + 1, ..., j0 + k for some j0, k ∈ N and 〈aj , R〉 6> 1
for j = j0 − 1 and j = j0 + k + 1.
Proof. We use Theorem 4.14 with n = 3. We also have T 1〈aj ,aj+1〉(−R¯j,j+1) = 0 for
all j since X is smooth in codimension 2. Letm1 be a number of aj with 〈aj , R〉 = 1
(i.e. m1 is the number of lattice vertices of the polytope Q(R)) and m2 be a number
of vertices aj with 〈aj , R〉 > 1.
If R > 0 we have N = m1 +m2 and thus we can easily compute that
siQ(R) = dimk ∧i
⋂
j
SpankE
R
j,j+1 =
(
max{0, 3−m1}
i
)
.
For i = 1 we have
∑N
j=1 V
1
j (R) = 3m2 + 2m1,
∑N
j=1Wj(R) = 2m1 +m2 and
thus
∑
dj
Q1j,j+1(R) = 2
∑N
j=1(Wj(R))−N = 4m2 + 2m1 −m1 −m2 = 3m2 +m1.
Thus we see that T 1(1)(−R) = max{0,m1 − 3}.
For i = 2 we have
Q2j,j+1(R) =

3 if V 2j (R) = V
2
j+1(R) = 3
1 if V 2j (R) = 2, V
2
j+1(R) = 3 or V
2
j (R) = 3, V
2
j+1(R) = 2
0 otherwise
and thus
V 2j (R)−Q2j,j+1(R) =

1 if 〈aj , R〉 = 1 and 〈aj+1, R〉 = 1
0 if 〈aj , R〉 = 1 and 〈aj+1, R〉 = 2
2 if 〈aj , R〉 = 2 and 〈aj+1, R〉 = 1
0 if 〈aj , R〉 = 2 and 〈aj+1, R〉 = 2
0 otherwise
from which we easily obtain the formula that we want. For i = 3 we have∑N
j=1 V
3
j (R) = m2,
Q3j,j+1(R) =
{
1 if V 3j (R) = V
3
j+1(R) = 3
0 otherwise
and the formula follows.
If R 6> 0 we do not have any compact 2-faces in Q(R). The only nontrivial
case is when we have two vertices that lie on the unbounded edges. We skip this
computations since they are similar as in the case R > 0. 
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Remark 3. When Q(R) is not contained in a two-dimensional affine space, we can
still follow the proof of Proposition 4.14 and we obtain that
(7) dimk T
1
(i)(−R) ≥
N∑
j=1
V ij (R)−
∑
djk∈Q(R)
Qijk(R)−
(
n
i
)
.
The cycles in Q(R) give us some repetitions on the restrictions (fj = fk on
SpankE
R
jk) and thus it is hard to obtain a formula for dimk T
1
(i)(−R) in higher
dimensions. For every tree T in Q(R) we obtain also upper bounds:
(8) dimk T
1
(i)(−R) ≤
N∑
j=1
V ij (R)−
∑
djk∈T
Qijk(R)−
(
n
i
)
,
since no cycles appear in T .
We focus now on higher dimensional toric varieties. We will analyse the case of
Q-Gorenstein toric varieties that are smooth in codimension two.
Lemma 4.16. Let Y be a Q-Gorenstein variety which is smooth in codimension
two. If R ∈ M is a degree such that 〈aj , R〉 ≥ 2 for some j ∈ {1, ..., N}, then
T 1(i)(−R) = 0 for all i ≥ 1.
Proof. The hyperplane H := {a ∈ NR | 〈a, gR − R∗〉 = 0} subdivides the set
of generators of σ: HR≤0 := {aj | 〈aj , R〉 ≤ 0}, HR1 = {aj | 〈aj , R〉 = 1} and
HR≥2 = {aj | 〈aj , R〉 ≥ 2}. We fix a vertex a¯j0 of Q(R) with 〈aj0 , R〉 ≥ 2. Skipping
some of the edges, we can arrange Q(R) into a tree T with the main vertex a¯j0 , the
set of leaves equal to HR1 and the set of inner vertices equal to H
R
≥2 \ a¯j0 . From the
equation (8) we see that dimk T
1
(i)(−R) ≤
∑N
j=1 V
i
j (R)−
∑
djk∈T
Qijk(R)−
(
n
i
)
and
we can easily verify that this is ≤ 0. 
Deformation theory of affine varieties is closely related to the Hodge theory of
smooth projective varieties. We will use the following recent result.
Theorem 4.17. Let X = Spec(A) be an affine cone over a projective variety Y .
On T q(i)(A) we have a natural Z grading and if Y is arithmetically Cohen-Macaulay
and ωY ∼= OY (m), then
T q(i)(A)m =
{
Hn−i,qprim (Y ) if i > q
Hn−q−1,iprim (Y ) if i ≤ q,
where T q(i)(A)m denotes the degree m ∈ Z elements of T q(i)(A) and Hp,qprim(Y ) is the
primitive cohomology, namely the kernel of the Lefschetz maps
Hp,q(Y )→ Hp+1,q+1(Y ).
Proof. See [12, Corollary 3.14]. 
We will apply Theorem 4.17 to the case of Fano toric varieties, where reflexive
polytopes come into the play.
Definition 12. A full dimensional lattice polytope P ⊂ MR is called reflexive if
0 ∈ int(P ) and, moreover, its dual
P∨ := {a ∈ NR | 〈a, P 〉 ≥ −1}
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is also a lattice polytope. Here the expression 〈a, P 〉 means the minimum over the
set {〈a, r〉 | r ∈ P}.
Reflexive polytopes lead to interesting toric varieties that are important for mir-
ror symmetry. There is a one-to-one correspondence between Gorenstein toric Fano
varieties and reflexive polytopes (see [11, Theorem 8.3.4]).
If X is a Gorenstein affine toric variety given by σ = Cone(P ), where P is a
reflexive polytope, then X is an affine cone over a smooth Fano toric variety Y ,
embedded in some Pn by the anticanonical line bundle.
Theorem 4.18. Let X = Spec(A) be an n-dimensional affine cone over a smooth
toric Fano variety Y (n ≥ 3). Then T 1(i)(A) = 0 for n ≥ 4 and i = 2, ..., n − 2.
Moreover, dimk T
1
(n−1)(A) = N − n and T 1(k)(A) = 0 for k ≥ n ≥ 3. Furthermore,
dimk T
1
(1)(A) = N − 3 for n = 3 and T 1(1)(A) = 0 for n > 3.
Proof. It holds that Hp,q(Y ) = 0 for p 6= q (see e.g. [7]) and thus alsoHp,qprim(Y ) = 0.
By Theorem 4.17 we have T 1(i)(A)−1 = 0 for n ≥ 4 and i = 2, ..., n− 2. Following
the proof of Lemma 4.16, we see that if R 6= R∗ = (0, 1) we have the following
options:
(1) there exists aj , such that 〈aj , R〉 ≥ 2, which implies that T 1,−R(i) (A) = 0 for
all i ≥ 1 by Lemma 4.16.
(2) HR≥2 = 0 and H
R
1 = {aj ∈ F} for a facet F . There exists s ∈ M
such that 〈s, aj〉 = 0 for all aj ∈ F . If T 1,−R(i) (A) 6= 0 for some i, then
dimk T
1,−R+αs
(i) (A) 6= 0 for infinitely many α ∈ Z. Thus dimk T 1(i)(A) =∞,
which is a contradiction since T 1(i)(A) is supported on the singular locus
and A is an isolated singularity. Thus T 1,−R(i) (A) = 0 for all i ≥ 1.
(3) HR≥2 = H
R
1 = 0, which trivially implies that T
1,−R
(i) (A) = 0.
Now we focus in the case i = n− 1. Above we saw that T 1,−R(n−1)(A) = 0 if R 6= R∗.
The inequality (7) is in the case R = R∗, i = n− 1 an equality since no restrictions
repeat and thus we obtain
dimk T
1,−R∗
(n−1) (A) = max
{
0,
N∑
j=1
V n−1j (R
∗)−
∑
djk∈Q(R∗)
Qn−1jk (R
∗)−
(
n
n− 1
)}
.
Since V n−1j (R
∗) =
(
n−1
n−1
)
= 1 and Qn−1jk (R
∗) =
(
n−2
n−1
)
= 0 we obtain T 1,−R
∗
(n−1) (A) =
N − n. With the same procedure we immediately see that T 1(k)(A) = 0 for k ≥ n.
Finally we focus on the case i = 1. With the same computations as above we see
that dimk T
1
(1)(A) = 0 if n > 3. If n = 3, then dimk T
1
(1)(A)−1 = dimk T
1
(1)(A) as
above and T 1(1)(A) = H
1,1
prim(Y ) by Theorem 4.17. We have dimkH
1,1
prim(Y ) = N − 3
by [11, Theorem 9.4.11] and thus we conclude the proof. 
Remark 4. From Theorem 4.18 and Theorem 4.17 it follows that
dimkH
1,1
prim(Y ) = N − n = rk(Pic(Y ))− 1.
For i = n− 2 we can generalize Theorem 4.18 to the following:
Proposition 4.19. Let X = Spec(A) be n-dimensional Q-Gorenstein variety given
by σ = Cone(P ), where P is a simplicial polytope. Then T 1(n−2)(A) = 0.
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Proof. The only non-clear part is when X is Gorenstein and we consider the degree
R = R∗. Again following the proof of Proposition 4.14 we see that
dimk T
1,−R∗
(n−2) (A) = max
{
0,
N∑
j=1
V n−2j (R
∗)−
∑
djk∈Q(R∗)
Qn−2jk (R
∗)−
(
n
n− 2
)}
,
since no restrictions repeat. Let e denote the number of edges in Q(R∗). Since
V n−2j (R
∗) =
(
n−1
n−2
)
= n−1 andQn−2jk (R∗) =
(
n−2
n−2
)
= 1, we obtain dimk T
1
(i)(−R∗) =
max{0, N(n − 1) − e − n(n − 1)/2}. For simplicial polytopes it holds that e ≥
N(n − 1) − n(n − 1)/2 by the lower bound conjecture proved in [6] and thus
dimk T
1
(i)(−R∗) = 0. 
Remark 5. For i = 1 we can generalize Theorem 4.18 to the following: Q-
Gorenstein toric varieties that are smooth in codimension 2 and Q-factorial (or
equivalently simplicial) in codimension 3 are globally rigid (see [30] or [1] for the
affine case).
5. Deformation quantization of affine toric varieties
In this section we prove that every Poisson structure on an affine toric variety
can be quantized. We will use the Maurer-Cartan formalism, Kontsevich’s formality
theorem (or more precisely its corollary 5.3) and the GIT quotient construction for
an affine toric variety Spec(A) without torus factors: we can write Spec(A) =
AN//G for some group G. This construction works over an algebraically closed field
k of characteristic 0. The proof of deformation quantization works also in the case
of affine toric varieties with torus factors.
Definition 13. Let g be a differential graded Lie algebra. The Maurer-Cartan
equation is
dξ +
1
2
[ξ, ξ] = 0, ξ ∈ g1,
where g1 denotes the set of degree 1 elements in g. A solution of this equation is
called a Maurer-Cartan (an MC) element.
Lemma 5.1. One parameter formal deformations (A[[ℏ]], ∗) of A are in bijection
with MC elements of a dgla g :=
(
ℏC•(A)[1]
)
[[ℏ]].
Proof. See [29, Proposition 4.3.1]. 
Theorem 5.2 (Formality theorem [20], [14]). Let X = Spec(A) be a smooth
affine variety. There exists an L∞-quasi-isomorphism between the Hochschild dgla
C•(A)[1] and the formal dgla H•(A)[1] (i.e. the graded Lie algebra H•(A)[1] with
trivial differential).
Corollary 5.3. Every Poisson structure pi on a smooth affine variety Spec(A) can
be quantized.
Now we focus to the case of (singular) toric varieties. Using the lattice grading
the Gerstenhaber bracket can be simplified as follows.
Lemma 5.4. Let A = k[Λ], f(xλ1 , ..., xλm) =
∑p
i=0 fi(λ1, ..., λm)x
−Ri+λ1+···+λm ∈
Cm(A) and g(xλ1 , ..., xλn) =
∑r
j=0 gj(λ1, ..., λn)x
−Sj+λ1+···λn ∈ Cn(A), where fi ∈
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Cm(Λ,Λ\ (Ri+Λ); k), for i = 0, .., p and gj ∈ Cn(Λ,Λ\ (Sj+Λ); k) for j = 0, ..., r.
Then
[f, g](xλ1 , ..., xλm+n−1) =
∑
i,j
[fi, gj]x
−Ri−Sj+λ1+···λm+n−1 ,
where
[fi, gj ] := fi ◦ gj − (−1)(m+1)(n+1)gj ◦ fi ∈ Cm+n−1(Λ,Λ \ (Ri + Sj + Λ); k),
where fi ◦ gj(λ1, ..., λm+n−1) :=
m∑
u=1
knu ·fi(λ1, ..., λu−1,−Sj+λu+· · ·+λu+n−1, λu+n, ..., λm+n−1)gj(λu, ..., λu+n−1),
where knu = (−1)(u−1)(n+1).
Proof. It follows from the isomorphism in Lemma 4.1. 
Proposition 5.5. Every Poisson structure p on an affine toric variety Spec(k[Λ])
is of the form
(9) p(xλ1 , xλ2 ) =
d∑
i=0
fi(λ1, λ2)x
Ri+λ1+λ2 ,
where fi ∈ C¯2(2)(Λ,Λ\(−Ri+Λ); k), Ri ∈M . We call fi(λ1, λ2)xRi+λ1+λ2 the Pois-
son structure of degree Ri and we call p a Poisson structure of index (R0, ..., Rd).
Proof. A Poisson structure p is an element of H2(2)(k[Λ]) such that e3(3)[p, p] = 0.
From Proposition 4.2 and 4.7 we know that
Hn,R(n) (k[Λ]) = H
n
(n)(Λ,Λ \ (−R+ Λ); k) = C¯n(n)(Λ,Λ \ (−R+ Λ); k),
thus p is of the form (9), and e3(3)[p, p] = 0 gives us additional restrictions on fi,
i = 0, .., d. 
Example 4. For every hypersurface given by the polynomial g(x, y, z) in A3, we
can define a Poisson structure pig on the quotient k[x, y, z]/g, namely:
pig := ∂x(g)∂y ∧ ∂z + ∂y(g)∂z ∧ ∂x + ∂z(g)∂x ∧ ∂y,
i.e., we contract the differential 1-form dg to ∂x∧∂y∧∂z . Consider the toric surface
An given by g(x, y, z) = xy−zn+1. We would like to express pig in the form (9). We
see that it holds pig(x, y) = −(n+ 1)zn, pig(z, x) = x and pig(y, z) = y. In this case
Λ is generated by S1 := (0, 1), S2 := (1, 1) and S3 := (n + 1, n), with the relation
S1 + S3 = (n + 1)S2. We would like to find p of the form (9), such that p = pig.
With a simple computation, we see that p is of degree −S2:
p(xλ1 , xλ2) = f0(λ1, λ2)x
−S2+λ1+λ2 ,
where f0(S1, S3) = −(n + 1). The function f0 is with this completely determined
by skew-symmetry and bi-additivity.
Let us now briefly recall the GIT quotient construction An//G of an affine toric
variety (see e.g. [11, Chapter 5]). Let X be an affine toric variety without torus
factors, i.e., given by the full-dimensional cone σ = 〈a1, ..., aN 〉 ⊂ NR. We have a
short exact sequence
0→M g−→ Zσ(1) → Cl(X)→ 0,
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where Cl(X) is the class group of X , σ(1) = N is the number of ray generators and
g is an injection map g(R) = 〈R, a1〉e1 + · · ·+ 〈R, aN 〉eN , where ej , j = 1, ..., N is
the standard basis for ZN . We have X = An//G, where G = HomZ(Cl(X), k
∗).
Remark 6. In the above GIT quotient construction we need the assumption that
k is algebraically closed. Moreover, the construction can be generalized to semi-
projective toric varieties, if we take the GIT quotient of An\Z for some exceptional
set Z, which is ∅ in the case of affine toric varieties.
The map g induce a semi-group isomorphism between Λ ⊂ M and its image
ΛG := g(Λ). This map determines the isomorphism map of k-algebras
G′ : k[Λ]→ k[x1, ..., xN ]G,
with G′(xR) = xg(R) := x
〈R,a1〉
1 · · ·x〈R,aN 〉N . Elements that lie in ΛG are G-invariant
elements. Thus we have X = Spec(k[x1, ..., xN ]//G) = Spec(k[x1, ..., xN ]
G).
Proposition 5.6. For λ,R ∈M it holds that
λ ∈ ∪j∈IKRaj if and only if g(λ) ∈ ∪j∈IKg(R)ej ,
where I = {1, ..., N} and Kg(R)ej are the convex sets (3) of the cone 〈e1, ..., eN〉 ⊂
RN .
Proof. By the definition of g we know that 〈g(λ), ej〉 = 〈λ, aj〉 and 〈g(R), ej〉 =
〈R, aj〉. For g(λ) ∈ ∪jKg(R)ej there exists j such that 〈g(λ), ej〉 < 〈g(R), ej〉 which
means that there exists j such that 〈λ, aj〉 < 〈R, aj〉, which is equivalent to λ ∈
∪jKRaj . 
Let A = k[σ∨ ∩M ] and X = Spec(A) be a toric variety without torus factors.
Let Tk = Spec(k[Z
k]) and Ak = k[Λ × Zk] (A0 ∼= A). Every affine toric variety
is of the form Xk = Spec(Ak) = X × Tk. Let Yk = AN × Tk = Spec(Bk), where
Bk = k[N
N
0 × Zk] and N0 is the set of natural numbers with 0. We define lattices
M˜ := M × Zk, N˜ := N × Zk and a map g′ : Λ× Zk → NN0 × Zk with
g′(λ, µ) = (g(λ), µ).
Definition 14. Let (V, {·, ·}) be an affine Poisson variety and let p : V → W be
a dominant map, where W is an affine variety. If there exists a Poisson structure
{·, ·}W on W , such that for every x ∈ V ,
{F,G}W (p(x)) = {F¯ , G¯}(x),
for all F,G ∈ O(W ) and for all extensions F¯ , G¯ of F ◦ p and G ◦ p, we call {·, ·}W
a reduced Poisson structure.
Proposition 5.7. Every Poisson structure p on Xk can be seen as a reduced Pois-
son structure P on Yk.
Proof. From Proposition 5.5 we know that every Poisson structure on Xk is of the
form
p(xλ1 , xλ2 ) =
d∑
i=0
fi(λ1, λ2)x
Ri+λ1+λ2 ,
where fi ∈ C¯2(2)(Λ× Zk, (Λ × Zk) \ (−Ri + (Λ× Zk)); k), Ri ∈ M˜ .
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Now we construct a Poisson structure P on a smooth affine variety Yk:
P (xλ, xµ) =
d∑
i=0
Fi(λ, µ)x
g′(Ri)+λ+µ,
where Fi has the property that Fi(g
′(λ1), g
′(λ2)) = fi(λ1, λ2), for each i.
STEP 1: Functions Fi with the above property exist for each i:
We choose k + n linearly independent vectors s1, ..., sk+n ∈ Λ × Zk such that
s1, ..., sk ∈ 0 × Zk and sk+1, ..., sk+n ∈ Λ × 0. Note also that fi are completely
determined by the values fi(sj , sl), for 1 ≤ j < l ≤ k + n by Remark 2. Since
g′ is injective we can choose Fi ∈ C¯2(2)(NN0 × Zk; k), such that Fi(g′(sj), g′(sl)) =
fi(sj , sl), for 1 ≤ j < l ≤ k + n.
Let t1, ..., tN−n ∈ NN0 be chosen such that sk+1, ..., sk+n, t1, ..., tN−n determine
R-basis of RN . We choose Fi such that Fi(tj , tl) = 0 for 1 ≤ j, l ≤ N − n and
Fi(sj , tl) = 0 for j = 1, ..., k+n and l = 1, ..., N−n (this will be important to prove
the Jacobi identity for P in Step 3). We easily see that it holds Fi(g
′(λ1), g
′(λ2)) =
fi(λ1, λ2).
STEP 2: P is well defined:
That P (xλ1 , xλ2 ) is well defined it must for each i hold that Fi(λ, µ) = 0
for g′(R) + λ + µ 6≥ 0. We need to check that this agrees with the property
Fi(g
′(λ1), g
′(λ2)) = fi(λ1, λ2): without loss of generality λ1, λ2 ∈ Λ × 0. We
have Fi(g(λ1), g(λ2)) = 0 for g(R) + g(λ1) + g(λ2) 6≥ 0 or equivalently for g(λ1 +
λ2) ∈ NN0 \ NN0 (−g(R)) = ∪j∈IK−g(R)ej , where I = {1, ..., N}. By Proposition 5.6
this is equivalent to λ1 + λ2 ∈ ∪j∈IK−Raj and we indeed have fi(λ1, λ2) = 0 for
R+ λ1 + λ2 6≥ 0.
STEP 3: P satisfies the Jacobi identity:
We have e3(3)([p, p])(x
λ1 , xλ2 , xλ3) = 0, since p is a Poisson structure. Using
Lemma 5.4 and the equalities Fi(g
′(λ1), g
′(λ2)) = fi(λ1, λ2) from Step 1, we see
that e3(3)([P, P ])(x
g′(λ1), xg
′(λ2), xg
′(λ3)) = 0. Since e3(3)[P, P ] ∈ H3(3)(Yk) we can
use Proposition 4.7 and thus from the construction of Fi in Step 1 (Fi(tj , tl) = 0 and
Fi(sj , tl) = 0) we immediately see that e3(3)[P, P ] = 0. Thus the Jacobi identity is
satisfied. 
Let g denote the differential graded Lie algebra
(
ℏC•(Ak)[1]
)
[[ℏ]] and let h denote
the differential graded Lie algebra
(
ℏC•(Bk)[1]
)
[[ℏ]].
Proposition 5.8. Let γ(xλ1 , xλ2) :=
∑
m≥1 ℏ
mγm(x
λ1 , xλ2 ) ∈ h1 be an MC ele-
ment of a dgla h, where γ1 is a Poisson structure on Yk of index (g
′(R0), ..., g
′(Rd)).
Then γ induces an MC element γ˜(xλ1 , xλ2) :=
∑
m≥1 ℏ
mγ˜m(x
λ1 , xλ2 ) ∈ g1 of the
dgla g, where γ˜1 is a reduced Poisson structure on Xk of index (R0, ..., Rd).
Proof. We prove it just for d = 0 and k = 0 (i.e. for γ1 of degree R0 on a toric
variety X = X0 without torus factors). The rest follows easily, just the notation is
more tedious.
We know that γm(x
λ1 , xλ2 ) = γ0m(λ1, λ2)x
mg(R)+λ1+λ2 , where
γ0m ∈ C2(NN0 ,NN0 \ NN0 (−mg(R)); k).
We define γ˜0m(λ, µ) := γ0m(g(λ), g(µ)) and γ˜ :=
∑
m≥1 ℏ
mγ˜m(x
λ, xµ), where
γ˜m(x
λ, xµ) = γ˜0m(λ, µ)x
mR+λ+µ.
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First we need to check that γ˜(xλ, xµ) =
∑
m≥1 ℏ
mγ˜m(x
λ, xµ) is well defined, i.e.,
if mR + λ + µ 6≥ 0, then γ0m(g(λ), g(µ)) = 0. This can be done as in Step 2 of
Proposition 5.7.
Looking only at G-invariant elements (i.e. λ = g(λ′) and µ = g(µ′) for some
λ′, µ′ ∈ Λ) in the MC equation for γ and using Lemma 5.4, we see that the MC
equation also holds for γ˜. 
Theorem 5.9. Every Poisson structure p on an affine toric variety can be quan-
tized.
Proof. As above let Xk denote an arbitrary affine toric variety. By Proposition 5.5,
p is of the form p(xλ1 , xλ2) =
∑d
i=0 fi(λ1, λ2)x
Ri+λ1+λ2 for some Ri ∈ Λ× Zk. By
the construction in the proof of Proposition 5.7 this Poisson structure can be seen
as a reduced Poisson structure of P on Yk:
P (xλ, xµ) =
d∑
i=0
Fi(λ, µ)x
g′(Ri)+λ+µ,
where the functions Fi have the property that Fi(g
′(λ1), g
′(λ2)) = fi(λ1, λ2). Since
P is a Poisson structure on a smooth affine variety Yk, we know by Corollary
5.3 that P can be quantized. In other words there exists a one parameter de-
formation and by Lemma 5.1 we know that this correspond to an MC element
γ(xλ1 , xλ2) :=
∑
m≥1 ℏ
mγm(x
λ1 , xλ2 ) ∈ h1, where γ1 is of index (g′(R0), ..., g′(Rd)).
By Proposition 5.8 we know that this give us an MC element
γ˜(xλ1 , xλ2) :=
∑
m≥1
ℏmγ˜m(x
λ1 , xλ2 ) ∈ g1,
where γ˜1 is a reduced Poisson structure onXk of index (R0, ..., Rd). By the construc-
tion we have γ˜1 = p. Using again Lemma 5.1 we see that p can be quantized. 
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