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Abstract
We continue the analysis of P systems with gemmation of mobile membranes. We solve
an open problem from Besozzi et al. (Proc. Italian Conf. on Theoretical Computer Science
2001, Lecture Notes in Computer Science, Vol. 2202, Springer, Berlin, 2001, pp. 136–153),
showing that the hierarchy on the number of membranes collapses: systems with eight membranes
characterize the recursively enumerable languages (seven membranes are enough in the case of
extended systems). We also prove that P systems, which use only gemmation, but neither classical
rewriting rules nor in/out communications, can generate the same family of languages. In this
case, the hierarchy on the number of membranes collapses to level nine.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The P systems were recently introduced in [8] as a class of distributed parallel
computing devices of a biochemical type. The basic model consists of a membrane
structure composed by several cell membranes, hierarchically embedded in a main
membrane called skin membrane. The membranes delimit regions and can contain
objects, which evolve according to given evolution rules associated with the regions.
Such rules are applied in a non-deterministic and maximally parallel manner: at each
step, all the objects which can evolve should evolve. A computation device is obtained:
we start from an initial conAguration and we let the system evolve. A computation halts
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when no further rule can be applied. The objects expelled through the skin membrane
(or collected inside a speciAed output membrane) are the result of the computation.
Many variants have been deAned (see, e.g., [2]). A survey and an up-to-date bibli-
ography can be found at the web address
http://psystems.disco.unimib.it.
With this paper we continue the analysis of P systems with gemmation of mobile
membranes, deAned in [1] with the aim of introducing a new kind of communication
between membranes and keeping the deAnition of P systems closer to the real structure
of cells. The notion of mobility was Arst introduced into P systems area for security
purposes in [11], where a link was established between P systems and Ambient Calculus
(see, e.g., [3]). We will consider here a diEerent deAnition of mobile membranes, based
upon a biological process of living cells. Cellular membranes are selectively permeable
to many small substances such as water and ions, but not to bigger ones such as proteins
(see, e.g., [14]). Such substances are communicated inside or outside the cell by means
of vesicles, which are little parts of a membrane, encased on their cytosolic face by a
speciAc protein that causes their budding from the membrane. When the vesicle fuses
with its target membrane, the carried proteins are introduced inside it, where they can
be modiAed by other chemical reactions. Many cellular compartments use this kind
of communication, in particular this is the case of the Golgi apparatus [12], a stack
of distinct elementary membranes (i.e. membranes without other membranes inside)
where, in sequence, many proteins are stepwise modiAed and then sent to another
Golgi region. SpeciAcally, only the substances that have completed their “maturation
path” inside the current region can be communicated by a vesicle to the next destination
(at each step, proteins must reach a speciAc conformation by folding before entering
a budding vesicle).
In order to simulate all these natural features, we consider P systems with simple
membrane structures (the skin membrane can only contain elementary membranes) and
with operations on strings of a biochemical inspiration, such as mutation, replication
and splitting rules. Moreover, we deAne a meta-priority between the set of classical
evolution rules and the set of pre-dynamical rules, which are the rules that give rise
to the gemmation of mobile membranes (that is, the budding of vesicles in the cell).
The meta-priority is needed to the aim of simulating the completion of the maturation
path of an object. After a pre-dynamical rule has been used, the phases of gemmation
and fusion of mobile membranes take place. In particular, the output of the system
is due to the fusion of a mobile membrane with the skin membrane: this process
causes the release of the objects outside the system. The set of strings that exit the
skin membrane is the language generated by the system, as usual in P systems with
external output [10].
In [1] we showed that gemmating P systems are able to generate every recursively
enumerable language and that they can be used to solve NP-complete problems in
polynomial time. In particular, we proved that the Hamiltonian path problem can be
solved in a quadratic time with respect to the input length.
In this paper we will analyze gemmating P systems with either features of gemmation
of mobile membranes and of in/out communications. We improve a result from [1]
by showing that systems with only eight membranes can characterize the recursively
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enumerable languages. The degree of the system collapses to level seven in the case of
extended systems. Moreover, we consider the case when we make use of pre-dynamical
rules only, that is, as said before, those rules needed to communicate objects by means
of mobile membranes. This variant is still very powerful; the computational universality
is obtained also in this case, even if we make use neither of features such as classical
rewriting rules, nor in/out rules, nor features considered in other papers (see, e.g., [8]),
such as priority relations among rules. In this case, the hierarchy on the number of
membranes collapses to level nine.
2. Language theory prerequisites
We brieJy introduce some notions and notations of formal language theory, for
further details we refer to [13]. We denote by V ∗ the set of all strings over a given
alphabet V , including the empty word .
In the next proofs we will need the notion of a matrix grammar with appear-
ance checking; such a grammar is a construct G=(N; T; S;M; F), where N and T
are disjoint alphabets of non-terminal and terminal symbols, S ∈N is the axiom, M
is a Anite set of matrices and F is a set of occurrences of rules in M . A matrix
is a sequence of context-free rules of the form (A1→ x1; : : : ; An→ xn); n¿1, with
Ai ∈N; xi ∈ (N ∪T )∗, in all cases. For w; z ∈ (N ∪T )∗ we write w⇒ z if there are
a matrix (A1→ x1; : : : ; An→ xn) in M and strings wi ∈ (N ∪T )∗; 16i6n + 1, such
that w=w1; z=wn+1, and, for all 16i6n, either wi =w′i Aiw
′′
i ; wi+1 =w
′
i xiw
′′
i , for some
w′i ; w
′′
i ∈ (N ∪T )∗, or wi =wi+1; Ai does not appear in wi, and the rule Ai→ xi appears
in F . (The rules of a matrix are applied in order, possibly skipping the rules in F
if they cannot be applied—one says that these rules are applied in the appearance
checking mode).
The language generated by G is deAned by L(G)= {w∈T ∗ | S⇒∗ w}. The family
of languages of this form is denoted by MATac. When F = ∅ (hence we do not use the
appearance checking feature), the generated family is denoted by MAT .
A matrix grammar with appearance checking G=(N; T; S;M; F) is said to be in the
binary normal form if N =N1 ∪N2 ∪{S; #} is the union of mutually disjoint sets, and
the matrices in M are of one of the following forms:
(1) (S→XA) with X ∈N1; A∈N2;
(2) (X →Y; A→ x) with X; Y ∈N1; A∈N2; x∈ (N2 ∪T )∗;
(3) (X →Y; A→ #) with X; Y ∈N1; A∈N2;
(4) (X → ; A→ x) with X ∈N1; A∈N2; x∈T ∗.
Moreover, there exists only one matrix of type 1, F exactly consists of all rules A→ #
appearing in matrices of type 3 and # is a trap-symbol (once introduced, it can never
be removed). Finally, each matrix of type 4 is used only once at the last step of a
derivation. According to Lemma 1.3.7 in [5], for each matrix grammar there exists an
equivalent one in the binary normal form.
We denote by CF and RE the families of context-free and recursively enumerable
languages. The following proper inclusions hold:
CF ⊂MAT ⊂MATac=RE.
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For an arbitrary matrix grammar G=(N; T; S;M; F), we denote by ac(G) the car-
dinality of the set {A∈N |A→ ∈F}. From the construction in the proof of Lemma
1.3.7 in [5] one can see that if we start from a matrix grammar G and we get the
grammar G′ in the binary normal form, then ac(G′)= ac(G).
In [6] it is also proved that each recursively enumerable language can be generated
by a matrix grammar G such that ac(G)63. Consequently, to the properties of a
grammar G in the binary normal form we can add the fact that ac(G)63. We will
say that this is the strong binary normal form for matrix grammars. Further details
about matrix grammars can be found in [13,7].
In this paper we will also need the notion of Ge=ert normal form for type-0 gram-
mars. In [13] it is proved that each recursively enumerable language can be generated
by a grammar G=(N; T; S; P), where N = {S; A; B; C}, the rules in P are of the forms
S→ uSv; S→ x, with u; v; x∈ (T ∪{A; B; C})∗, and ABC→  (which is the only one
non-context-free rule in P).
3. Gemmating P systems
Here we report the deAnition of P systems with gemmation of mobile membranes,
as introduced in [1].
A membrane structure  is a construct consisting of several membranes hierarchically
embedded in a unique membrane, called skin membrane. We identify a membrane
structure with a string of correctly matching square parentheses, placed in a unique pair
of matching parentheses; each pair of matching parentheses corresponds to a membrane.
We can also associate a tree with the structure, in a natural way; the height of the tree
is the depth of the structure itself.
We remind that, in order to stay close to the structure of a real cell, we consider
only membrane structures of depth 2, with the skin membrane always labeled with 0
and the inner membranes injectively labeled with numbers in the set {1; : : : ; n}. Each
membrane identiAes a region, delimited by it and the membranes (if any) immediately
inside it. If we place multisets of objects in the region from a speciAed Anite set V ,
we get a super cell. A super-cell system (or P system) is a super cell provided with
evolution rules for its objects.
With every region i=0; 1; : : : ; n of  we associate a multiset of Anite support over V ,
i.e. a map Mi :V ∗→N where Mi = {(x1; Mi(x1)); : : : ; (xp;Mi(xp))}, for some xk ∈V+
such that Mi(xk)¿0 ∀k =1; : : : ; p.
We will use three types of operations on strings over V , which were Arst considered
in [4]: mutation, replication and splitting. In this paper we will make use only of
mutation rules.
A mutation rule is a context-free rewriting rule rm : a→ u, where a∈V and u∈V ∗.
For strings w1; w2 ∈V+ we write w1⇒rm w2 if w1 = x1ax2 and w2 = x1ux2 for some
x1; x2 ∈V ∗.
When using such operations in P systems, we will add target indications to rules,
indicating the regions where the resulting strings will be communicated at the next
step.
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With each region i=0; 1; : : : ; n of the membrane structure we associate two distinct
sets of rules:
(1) A set Ci of classical evolution rules, that is a set of mutation rules of the form
a→ (u; tar), where u is a string over V (as deAned above) and tar ∈{here; out}
if i=1; : : : ; n; tar ∈{here; out}∪ {in1; : : : ; inn} if i=0.
(2) A set Di of pre-dynamical evolution rules, that is a set of mutation rules of the
form a→ (u; here) where, following the above notations for strings and substrings,
it holds that x1 =  (or x2 = ), and u belongs to {@j}·V ∗ (respectively, V ∗·{@j}),
where @j is a special symbol not in V and j∈{0; 1; : : : ; n}; j = i.
We point out that a pre-dynamical rule can introduce the special symbol @j only
at one end of the string, that is the reason why we ask for x1 or x2 to be empty
words. Note that if i=0, then the set D0 is empty, that is no pre-dynamical rule
is deAned inside the skin membrane.
Once the symbol @j has been introduced by a pre-dynamical rule in membrane i,
for j = i, inside the P system we have two sequential and dynamical communication
processes carried out by a mobile membrane, which we write as a couple of well-
matching round brackets (i; j : : :)i; j, where i is the label of the originating membrane
and j is the label of the target membrane. The communication steps are deAned by
means of the following rules:
(1) Gemmation of a mobile membrane:
[0: : : [i : : : ; w@j; : : :]i : : :]0 →G [0: : : [i : : :]i(i;j w)i;j : : :]0
for some i∈{1; : : : ; n}; j∈{0; 1; : : : ; n}; j = i; w∈V+.
During this Arst phase the symbol @j is removed, its subscript becomes the second
label of the mobile membrane, the string w leaves membrane i and enters the
freshly created mobile membrane.
If there are more than one string as w1@j; : : : ; wk@j inside membrane i, all of
which directed to the same target membrane j, then a single common mobile
membrane will be budded oE from membrane i:
[0: : : [i : : : ; w1@j; : : : ; wk@j; : : :]i : : :]0 →G [0: : : [i : : :]i(i;jw1; : : : ; wk)i;j : : :]0:
On the contrary, if inside membrane i there are strings w1@j1 ; : : : ; wh@jk (h¿k)
such that j1; : : : ; jk are pairwise distinct, then k distinct mobile membranes will be
gemmated, each one containing the strings directed to the speciAed membrane:
[0: : : [i : : : ; w1@j1 ; : : : ; wh1@j1 ; : : : ; whk@jk ; : : : ; wh@jk ; : : :]i : : :]0 →G
[0: : : [i : : :]i(i;j1w1; : : : ; wh1 )i;j1 : : : (i;jk whk ; : : : ; wh)i;jk : : :]0:
Exactly analogous is the symmetrical case when a membrane i, for some i∈{1; : : : ;
n}, contains one or more strings of the form @jw, for some j∈{0; 1; : : : ; n}.
Obviously, the same holds when a membrane i contains some strings of both
forms.
(2) Fusion of the mobile membrane:
[0: : : (i;jw)i;j[j: : :]j : : :]0 →F [0: : : [j: : : ; w; : : :]j : : :]0
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for some i∈{1; : : : ; n}; j∈{1; : : : ; n}; j = i; w∈V+.
During this second phase the mobile membrane becomes a part of the target mem-
brane, leaving its contents inside it.
In particular, if j=0 the mobile membrane fuses with the skin membrane and
the objects exit the system. In this way we simulate the biological process of
exocytosis and hence we have the (external) output of the string:
[0: : : (i;0w)i;0 : : :]0 →F [0: : :]0w:
The processes of gemmation and fusion of a mobile membrane are illustrated in Fig. 1,
where Euler–Venn diagrams of two types are used: rectangular boxes represent mem-
branes in the membrane structure , while a circle box represents a mobile membrane.
One more theoretical feature has to be introduced to the aim of keeping this variant
closer to the functioning of real cells. We deAne a meta-priority between the whole set
Ci and the whole set Di; ∀i=1; : : : ; n, meaning that all applicable classical rules in Ci
must be used before any other applicable pre-dynamical rule in Di. The meta-priority
is used to simulate the completion of the maturation path of a substance inside the
Golgi apparatus.
Anyway, we do not deAne any priority relation between rules in the set Ci neither
between rules in the set Di, as it has been previously done in [8] in the form of a
partial order relation between evolution rules.
Finally, a P system (of degree n + 1) with gemmation of mobile membranes
(or gemmating P system, in short) is deAned by the construct
* = (V; T; ;M0; : : : ; Mn; (C0; ∅); (C1; D1); : : : ; (Cn; Dn);∞)
with the following components:
(i) V is an alphabet such that V ∩{@j}= ∅; ∀j=0; 1; : : : ; n;
(ii) T ⊆V is the output alphabet;
(iii) = [0[1]1[2]2 : : : [n−1]n−1[n]n]0 is a membrane structure of depth 2 and degree n+1;
(iv) M0; : : : ; Mn are multisets of Anite support over V ;
(v) (Ci; Di); ∀i=0; 1; : : : ; n, are the set of classical evolution rules and the set of
pre-dynamical evolution rules, respectively. Ci has a meta-priority above Di as
far as the application of all of its rules is concerned ∀i=1; : : : ; n. The set D0 is
empty;
(vi) ∞ means that the system has external output (that is, we collect the terminal
strings expelled through the skin membrane).
The application of the rules is done as usual in P system area: in one step all regions
are processed simultaneously by using the rules in a non-deterministic and maximally
parallel manner. This means that in each region the objects to be evolved and the
rules to be applied to them are non-deterministically chosen, but all objects which
can evolve should evolve. SpeciAcally, at each step of a computation a string can be
processed by one rule only, and its multiplicity is decreased by one. The string resulting
after the application of a rule is communicated by a mobile membrane or by in/out
communication to the region speciAed by the target indication (the target indication
here will often be omitted).
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Fig. 1. Gemmation of a single mobile membrane from membrane i and fusion with target membrane j.
The membrane structure at a given time, together with all multisets of objects asso-
ciated with the regions deAned by the membrane structure, is the con?guration of the
system at that time. The (n+1)-tuple (;M1; : : : ; Mn) constitutes the initial con?guration
of the system. For two conAgurations C1 = (;M ′1; : : : ; M
′
n) and C2 = (;M
′′
1 ; : : : ; M
′′
n )
of * we say that we have a transition from C1 to C2 by applying the rules present in
the sets (Ci; Di); 06i6n, according to the meta-priority relation. A sequence of tran-
sitions forms a computation. A computation halts when there is no rule which can be
260 D. Besozzi et al. / Theoretical Computer Science 296 (2003) 253–267
further applied in the current conAguration. On the contrary, we say that a computation
is non-halting if there is at least one rule which can be applied forever. The output is
the set of strings over T sent out of the system during the computation. The language
generated in this way by a P system * is denoted by L(*). By deAnition, non-halting
computations provide no output.
In this paper we will consider both extended and non-extended systems. In the Arst
case, a string which exits the system but contains symbols not in T does not contribute
to the generated language while, for non-extended systems, all strings sent out of the
system are accepted.
We denote by GemPm(M Pri; ), for ∈{(in=out); n(in=out)}, the family of lan-
guages generated by non-extended gemmating P systems of degree m, for m¿1, with
relation of meta-priority and with the use (if =(in=out)) or without the use (if
= n(in=out)) of communication rules of type in/out. We denote by E GemPm(M Pri; )
the family of languages generated by extended gemmating P systems of degree m, for
m¿1. In both cases, if the number of membranes is not limited, then the subscript m
is replaced by ∗.
Directly from the deAnitions, we have ([E] means that the relation is true both with
E in both its member and with E in none of them):
Lemma 1. (i) GemPm(M Pri; )⊆E GemPm(M Pri; ); m¿1.
(ii) [E]GemPm(M Pri; )⊆ [E]GemPm+1(M Pri; ); m¿1.
4. Collapsing hierarchies
We improve the result GemP∗(M Pri; (in=out))=RE [1], showing that for the case
of non-extended gemmating P systems the hierarchy on the number of membranes
collapses: systems with eight membranes characterize the recursively enumerable lan-
guages.
Theorem 2. GemP8(M Pri; (in=out))=RE.
Proof. The inclusion GemP8(M Pri; (in=out))⊆RE directly follows from Church–
Turing thesis. So, we only have to prove the opposite inclusion; to this aim, we
make use of the equality RE=MATac and we consider a matrix grammar with ap-
pearance checking G=(N; T; S;M; F), in the strong binary normal form previously
described. We denote by B(1); B(2); B(3) the three symbols in N2 for which we have
rules B(h)→ # in matrices of M , for h=1; 2; 3. Each matrix of type 4 of the form
(X → ; A→ x); X ∈N1; A∈N2; x∈T ∗, is replaced by (X →f; A→ x), where f is a
new symbol.
Let us assume that we have k matrices of types 2 and 4 (without rules which can be
used in the appearance checking mode), that is matrices of the form mi : (X → ; A→ x);
X ∈N1; ∈N1 ∪{f}; A∈N2, and x∈ (N2 ∪T )∗; 16i6k. We denote by lab0 =
{1; 2; : : : ; k} the set of the labels of such matrices. The matrices of type 3 (with rules to
be used in the appearance checking mode) of the form (X →Y; B(h)→ #); X; Y ∈N1;
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B(h)∈N2, are labeled by mi, with i∈ labh; h=1; 2; 3, such that lab1 = {k + 1; : : : ; k1};
lab2 = {k1 + 1; : : : ; k2}; lab3 = {k2 + 1; : : : ; k3} and lab0 are mutually disjoint sets.
We show how to construct a gemmating P system of degree 8 that generates the
same language as G:
* = (V; ;M0; : : : ; M7; (C0; ∅); (C1; D1); : : : ; (C7; D7);∞)
with
V = N1 ∪ N2 ∪ T ∪ {(Xi; j) |X ∈ N1; 16 i 6 k; 06 j 6 k}
∪{Xi |X ∈ N1; i ∈ lab1 ∪ lab2 ∪ lab3}
∪{(Ai; j) |A ∈ N2; 16 i 6 k; 06 j 6 k}
∪{f; †};
 = [0[1]1[2]2[3]3[4]4[5]5[6]6[7]7]0;
M1 = {XA | S→XA is the rule of the matrix of type 1 in G};
Mi = ∅; for all i = 0; 2; 3; : : : ; 7;
and with the following non-empty sets of rules:
C0: {(Xi; j)→ ((Xi; j + 1); in3) |X ∈N1; 06j¡i6k}
∪ {(Xi; i)→ (; in3) |mi : (X → ; A→ x); 16i6k; ∈N1 ∪{f}};
D1: {X →@2(Xi; 0) |mi : (X → ; A→ x); 16i6k; ∈N1 ∪{f}}
∪ {X →@4+hXi |mi : (X →Y; B(h)→ #); i∈ labh; 16h63};
C2: {A→ ((Ai; 0); out) |mi : (X → ; A→ x); 16i6k; ∈N1 ∪{f}};
C3: {(Ai; j)→ ((Ai; j + 1); out) |A∈N2; 06j¡i6k}
∪ {(Ai; i)→ (x; here) |mi : (X → ; A→ x); 16i6k; ∈N1
∪{f}};
D3: {Y →@1Y |Y ∈N1}∪ {f→@4f};
C4: {A→ (†; here) |A∈N2}∪ {†→ (†; here)};
D4: {f→@0}
and for h=1; 2; 3:
C4+h: {B(h)→ (†; here); †→ (†; here)};
D4+h: {Xi→@1Y |mi : (X →Y; B(h)→ #); i∈ labh}.
Let us examine how the system works. Membranes 0–3 are used to simulate the
matrices in G without rules to be applied in the appearance checking mode, while
membranes 5–7 are used to simulate the matrices of type 3 in G. Membrane 4 is used
to check that no symbols A∈N2 are present in the Anal strings (as the system is not
extended, we have to control that all output strings contain only those symbols which
are terminal in the matrix grammar G).
The new symbols (Xi; j); (Ai; j), with 16i6k and 06j6k, are used to assure that
the rules of a same matrix mi; i∈ lab0, are correctly applied. In order to coordinate
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the application of both rules of a matrix, we use a counter j which is increased by
one, step by step. We point out that each matrix mi is correctly simulated if and only
if, at the beginning of a computation, we non-deterministically choose one rule deAned
over the symbol X and one deAned over A, for X; A both belonging to the same matrix
in G.
Consider now the string Xw in membrane 1, with X ∈N1 and w∈ (N2 ∪T )∗; initially,
we have w=A for (S→XA) matrix of type 1 in G.
If we apply a pre-dynamical rule X →@2(Xi; 0), then we start the simulation of
a matrix of type 2 or 4. The string (Xi; 0)w is carried to membrane 2 where we
can non-deterministically choose a rule between those of the form A→ ((Aj; 0); out).
The string (Xi; 0)w1(Aj; 0)w2, with w1; w2 ∈ (N2 ∪T )∗ such that w=w1Aw2, enters the
skin membrane, where we can only apply (Xi; j)→ ((Xi; j+ 1); in3) (for j=0), which
increases the value of j and sends the string to membrane 3. Here, we have to apply
one of the similar rules (Aj; i)→ ((Aj; i + 1); out) (for i=0), which sends the string
(Xi; 1)w1(Aj; 1)w2 back to the skin membrane. The counter increment is iterated until
we apply a rule (Xi; i)→ (; in3) in membrane 0 or a rule (Aj; j)→ x in membrane 3.
We can distinguish three cases:
Case 1: i¿j. At some moment we have the string (Xi; j)w1(Aj; j)w2 in mem-
brane 3. Here we can only apply the rule (Aj; j)→ x and we produce the string
(Xi; j)w1xw2, which remains inside membrane 3. Observe that in this case the rule
(Xi; i)→ (; in3) can never be applied in the skin membrane. It follows that the com-
putation stops in membrane 3 because all pre-dynamical rules in D3 are deAned over
symbols ∈N1 ∪{f}, which can be introduced only in membrane 0 by the rule
(Xi; i)→ (; in3). Hence in this case no string is generated.
Case 2: i¡j. In membrane 3 we produce the string (Xi; i)w1(Aj; i)w2 which enters the
skin membrane. Here we can only apply the rule (Xi; i)→ (; in3), with ∈N1 ∪{f},
which sends the string w1(Aj; i)w2 back to membrane 3. Because of the meta-priority
relation, in membrane 3 we cannot apply any pre-dynamical rule but we have to use the
classical rule (Aj; i)→ ((Aj; i+1); out). The string returns again to the skin membrane,
where no other rules can be used. The computation stops and no string is generated.
Case 3: i= j. In the last case, after i increases of the counters we obtain the
string (Xi; i)w1(Ai; i)w2 in the skin membrane. Here we apply the rule (Xi; i)→ (; in3),
with ∈N1 ∪{f}, and the string w1(Ai; i)w2 enters membrane 3. The classical rule
(Ai; i)→ x must be used before any other pre-dynamical rule can be applied inside
membrane 3. Hence we produce the string w1xw2, with x∈ (N2 ∪T )∗, and only now
we can apply one rule in D3. If ∈N1 (it means that we are simulating a matrix of type
2), the string w1xw2 returns to membrane 1 and a similar process can be repeated.
If =f (it means that we are simulating a matrix of type 4) then the simulation
has to be ended, the string w1xw2 is thus sent to the control membrane 4. We will
explain later in the proof how the control and the output processes are performed in
membrane 4.
Consequently, we correctly simulate each matrix mi; 16i6k, if and only if we
choose a rule X →@2(Xi; 0) in membrane 1 and a rule A→ ((Aj; 0); out) in membrane
2 for j= i, that is for X and A corresponding to the same matrix mi in G. The process
can be iterated.
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If in membrane 1 we rewrite the string Xw by means of the pre-dynamical rule
X →@4+hXi, for i∈ labh; 16h63, then we start the simulation of a matrix of type 3.
The string Xiw is sent to the corresponding membrane 4+h. If the symbol B(h) is in w
then we have to apply the classical rule B(h)→†, which introduces the trap symbol †.
The computation will never stop because the other classical rule †→† will be applied
forever. On the contrary, if B(h) is not in w, then we apply the pre-dynamical rule
Xi→@1Y and the string Yw returns to membrane 1. Thus we correctly simulate the
application in the appearance checking mode of each matrix of type 3 in G. Again,
the process can be iterated.
Finally, we have seen that after we have Anished the simulation of a matrix mi : (X →
f; A→ x) of type 4, the current string is sent to the control membrane 4. Here we check
that the string does not contain any non-terminal symbol in N2 (and it suQces to check
for this alphabet only, because all the symbols in N1 have been previously erased). If
the string is a terminal one, then the classical rules A→†; †→† cannot be applied and
the string exits the system. Otherwise, the computation will never halt and no strings
will be generated.
In conclusion, we exactly generate the terminal strings that can be generated by G,
that is L(*)=L(G).
From Theorem 1 it directly follows that if we consider extended P systems, then the
hierarchy on the number of membranes collapses to level seven. In fact in this case
there is no need to check that all the output strings are terminal.
Corollary 1. E GemP7(M Pri; (in=out))=E GemP∗(M Pri; (in=out))=RE.
Proof. It suQces to remove membrane 4 from the system * deAned in Theorem 1,
and to substitute the rule f→@4 in D3 with the new rule f→@0.
We show now that gemmation of mobile membranes is a very powerful type of
communication. In fact, if we use only pre-dynamical rules and neither rewriting clas-
sical rules nor in/out communications (as in the previous cases), nor other features
such as priority relation among evolution rules, then we still obtain systems with a full
computational power. We denote by (E)GemPm(Dyn) the family of languages gener-
ated by (extended) gemmating P systems of degree m, for m¿1, which make use of
pre-dynamical rules only.
As for the previous systems, directly from the deAnitions we have:
Lemma 1. (i) GemPm(Dyn)⊆E GemPm(Dyn); m¿1.
(ii) [E]GemPm(Dyn)⊆ [E]GemPm+1(Dyn); m¿1.
We remind that a pre-dynamical rule can only be applied at the left end or at the right
end of the string. Nonetheless, in order to simulate a production in a grammar G, we
could have the need to replace a symbol which is in the middle of the string. For this
reason, the construction used in the next proof is based on the “rotate-and-simulate”
technique, typical in H systems area (see [9]): to simulate a production on a symbol
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A which is in the middle of the string, we move (we will say “rotate”) one symbol at
a time from the right end to the left end of the string, until the symbol A appears on
the right end of the string. Then we simulate the production on A. A special symbol
$ always marks the position where the string begins; a string will be sent out of the
skin membrane only if this symbol is on the left end of the string, that is we have
executed one (or more) complete rotation.
Theorem 2. E GemP9(Dyn)=E GemP∗(Dyn)=RE.
Proof. According to the Turing–Church thesis and to the previous lemma we have
E GemP9(Dyn)⊆E GemP∗(Dyn)⊆RE. We only have to prove the inclusion RE⊆
E GemP9(Dyn). To this aim, we consider a type-0 grammar G=(N; T; S; P) in the
GeEert normal form previously described.
For the sake of simplicity, we denote by N ′ the set N\{S} and we formally denote
the elements in N ′ ∪T by the symbols E1; : : : ; En. We will also use two support symbols
$; X ∈ (N ∪T ); the symbol $ will also be denoted by En+1.
We construct the extended gemmating P system of degree 9
* = (V; T; ;M0; : : : ; M8; ∅; D1; : : : ; D8;∞)
with
V = N ∪ T ∪ {X; $}
∪{(Ei; j) |Ei ∈ N ′ ∪ T ∪ {$}; 16 i 6 n+ 1; 06 j 6 n+ 1}
∪{(Xi; j) | 16 i 6 n+ 1; 06 j 6 n+ 1};
 = [0[1]1[2]2[3]3[4]4[5]5[6]6[7]7[8]8]0;
M1 = {X $S | S is the axiom in G};
Mi = ∅; for all i = 0; 2; 3; : : : ; 8;
and with the following sets of pre-dynamical rules:
D1: {S→w@2, for S→w in P, with w= uSv or w= x,
for u; v; x∈ (N ′ ∪T )∗}
∪ {C→ @3|ABC→  is the non-context-free production in G}
∪ {$→ @8}
∪ {Ei→ (Ei; 0)@5; for all Ei ∈N ′ ∪T ∪{$}; 16i6n+ 1};
D2: {X →@1X };
D3: {B→ @4};
D4: {A→ @1};
D5: {X →@6(Xi; 0); 16i6n+ 1}
∪ {(Xi; j)→@6(Xi; j + 1); 06j ¡ i6n+ 1};
D6: {(Ei; j)→ (Ei; j + 1)@5; 06j ¡ i6n+ 1}
∪ {(Ei; i)→ @7; 16i6n+ 1};
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D7: {(Xi; i)→@1XEi; 16i6n+ 1};
D8: {X →@0}.
The system works as follows. Membranes 1–4 are used to simulate the productions
in P, membranes 5–7 are used to make the rotation of the rightmost symbol in the
current string, while membrane 8 sends all received strings outside the system. No
rules are deAned inside the skin membrane.
The new symbols (Ei; j) and (Xi; j) are needed in order to make each symbol
Ei ∈N ′ ∪T ∪{$} rotate from the right end to the left end of the string. The counter j
is used, as we will see, to assure that we delete (Ei; i) from the right end of the string
and we correctly rewrite the corresponding symbol Ei at its left end. We point out that
the process of symbol rotation is easily performed by means of pre-dynamical rules,
in fact we know that they can introduce the special symbol @j (j being the label of
a membrane) only at one end of the string.
Let us assume now that at some moment we have a string X$z in membrane 1,
for ∈ (N ′ ∪T )∗ and z= z1Sz2 or z= z3, with z1; z2; z3 ∈ (N ′ ∪T )∗. Initially, we have
=  and z= S, that is we start the computation from the axiom S (plus the support
symbols X; $ not in N ∪T ).
In membrane 1, we can apply only a pre-dynamical rule deAned on the rightmost
symbol r of the current string. We may have the following cases:
1. r= S: We have to use a rule S→w@2, which simulates the corresponding pro-
duction S→w in P and sends the string to membrane 2. Here, we can only apply
the rule X →@1X , which sends the string back to membrane 1. The process can be
repeated. The support symbol X is thus used only to communicate the string from an
inner membrane to another one.
2. r=Ei, for Ei ∈N ′ ∪T . In this case we produce the string X$z′(Ei; 0), with z′
such that z= z′r, and we send it to membrane 5, where we start the process of rotation
on its rightmost symbol.
As a special subcase we have r=C. In this case we could choose to use the other
rule for the symbol Ei =C, that is C→ @3, which simulates the only non-context-
free production ABC→  in P. If z′= z′′AB then in sequence we erase the symbol B by
means of B→ @4 in membrane 3 and then the symbol A by A→ @1 in membrane 4.
Note that we correctly simulate the corresponding production in G if both symbols are
present in the string and they are in the right order. In this case, the string returns to
membrane 1, where another rule can be used. On the contrary, if the order of symbols
A; B is not correct or if one of them is absent, then the computation stops and no
strings will be generated.
3. r=$ (which means that z=  in the current string X$z): In this case, it is
possible to choose between two rules. If we use the rule $→ @8, then we stop
the simulation of any production in P. In this case, the support symbol $ is erased
and the string is sent to membrane 8, where also the communication symbol X is
erased and the string is expelled from the system. Otherwise, if we apply the rule
En+1→ (En+1; 0)@5, then we start the process of symbol rotation, the string may
eventually return to membrane 1 and the simulation of a production of G can be
repeated.
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Let us now analyze in detail the process of symbols rotation. Assume that at some
moment we have the string X$z′(Ei; 0) inside membrane 5. Here we can only apply a
rule X →@6(Xj; 0) which sends the string (Xj; 0)$z′(Ei; 0) to membrane 6, where we
can only apply the rule (Ei; j)→ (Ei; j + 1)@5. The modiAed string (Xj; 0)$z′(Ei; 1)
returns to membrane 5 where we increment the counter in (Xj; 0), then the string
(Xj; 1)$z′(Ei; 1) goes back to membrane 6. The process of counter increment goes on
as the string passes from membrane 5 to membrane 6 and viceversa.
We distinguish three cases:
Case 1: i¿j. When the string (Xj; j)$z′(Ei; j) reaches membrane 5, then the com-
putation stops because the local rule (Xj; i)→@6(Xj; i + 1) can be applied only if
i ¡ j. Hence in this case no string is generated.
Case 2: i¡j. When the string (Xj; i)$z′(Ei; i) reaches membrane 6, we erase the
symbol (Ei; i) by means of the rule (Ei; i)→ @7 and we send the string (Xj; i)$z′
to membrane 7. Here no rule can be applied because j = i and again the computation
halts without any output.
Case 3: i= j: At some moment in membrane 6 the string (Xi; i)$z′(Ei; i) occurs.
We can only apply the rule (Ei; i)→ @7 which erases the rightmost symbol and
sends the string (Xi; i)$z′ to membrane 7. In this membrane, the rule (Xi; i)→@1XEi
introduces the support symbol X and the symbol Ei (corresponding to the previously
erased symbol (Ei; i)) at the leftmost side of the string, and then XEi$z′ is sent to
membrane 1.
The process can be iterated. When a string X; ∈ (N ′ ∪T )∗, eventually reaches
membrane 8 (it means that we have used the rule $→ @8 on the string X$ in
membrane 1), then the support symbol X is erased and the string exits the system.
If such string is a terminal one, that is ∈T ∗, then it contributes to the generated
language, otherwise it is ignored. It follows that L(*)=L(G).
5. Final remarks
We have solved an open problem from [1], showing that for both non-extended
and extended gemmating P systems the hierarchy on the number of membranes col-
lapses: systems with eight and seven membranes, respectively, characterize the family
of recursively enumerable languages. We have investigated the power of gemmating
P systems which use only pre-dynamical rules, but neither classical rewriting rules
nor in/out communications. We have proved that also in this case the computational
universality can be obtained by using systems of degree nine. We still do not know if
such results are optimal or if the number of used membranes can be decreased.
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