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COMPLETION OF PERIOD MAPPINGS AND AMPLENESS OF THE
HODGE BUNDLE
MARK GREEN, PHILLIP GRIFFITHS, RADU LAZA, AND COLLEEN ROBLES
Abstract. Let M ⊆ Γ\D be the image of a period map. We construct a canonical
completion M of M as a compact complex analytic variety. We then prove that the
augmented Hodge line bundle Λˆ extends to an ample line bundle on M . In particular, M
is a projective algebraic variety that compactifies M . This is a Hodge theoretic analogue
of the Satake-Baily-Borel compactification.
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1. Introduction
1.1. Overview. Let M be the moduli space for smooth varieties X of general type and with
given numerical characters. In a sweeping generalization of the Deligne–Mumford compact-
ification Mg of the moduli space of curves, Kolla´r, Shepherd-Barron and Alexeev (KSBA),
with contributions of many others, have constructed a canonical projective completion M
with geometric meaning (see [Kol13] and the references therein). Similarly to the case of
stable curves, the singular varieties X0 corresponding to points of the boundary ∂M = M\M
are defined by two natural requirements: X0 has only semi-log-canonical singularities (the
higher dimensional analogue of nodal singularities) and KX0 is ample. However, even in
the case of surfaces of general type with small invariants, very little is known towards a
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2 GREEN, GRIFFITHS, LAZA, AND ROBLES
classification of the boundary varieties X0, and about the global structure of ∂M. A natural
invariant of M is the period mapping Φ : M→ Γ\D whose image Φ(M) is a quasi-projective
algebraic subvariety of the complex analytic variety Γ\D. Since Γ\D has a rich structure
given by representation theory and arithmetic, it is natural to try to use the period map as
a tool for understanding the structure of the KSBA compactification M for some moduli
spaces.
The period map has been very successfully used for the study of moduli spaces of
abelian varieties and K3 surfaces. Beyond these classical cases, to our knowledge, very
little is known. (In current work in progress, we are exploring the relationship between the
KSBA compactification and periods for the so called H-surfaces, surfaces of general type
with pg = 2, q = 0, K
2 = 2; this is one of the simplest non-classical cases.) As a first
step towards using the period map to study compactified moduli, it is natural to seek a
canonical completion Φ(M)eof the image M := Φ(M) of the period map and an extension
Φe : M → Φ(M)e of the period mapping. We note that except the classical cases (abelian
varieties, and K3 type), Γ\D is never an algebraic variety ([GRT14]) so that both analytic
and algebraic methods will be required for the study of Φ and Φe.
Concretely, in this paper, we shall be concerned with the study of a period mapping
(1.1.1) Φ : B → Γ\D
with B a smooth, quasi-projective variety having a smooth projective completion B where
Z = B\B is a reduced normal crossing divisor. We assume that the local monodromies Ti
around the irreducible branches Zi of Z are unipotent. For example, this situation might
arise starting with a period map Φ : M → Γ\D of geometric origin as above and then
passing to a finite covering B of a desingularization of M and completing B to a B as
described. Under these assumptions we will show that the image M = Φ(B) is a quasi-
projective algebraic subvariety M ⊂ Γ\D of the moduli space of Γ-equivalence classes of
polarized Hodge structures parametrized by the period domain D.1 The main result of
this paper the construction of a (canonical) projective compactification M(= Φ(M)e) of
M (see Theorems 1.2.2 and 1.3.8 below), which to a large extent generalizes the Satake–
Baily–Borel compactification in the classical case2 (N.B. if M = Γ\D, our completion M
will coincide with the SBB compactification). We will refer to M as the Hodge theoretic
Satake–Baily–Borel (HT-SBB) completion of the image M of the period map (1.1.1).3
1For some earlier results in this direction see Sommese [Som78].
2We will repeatedly refer to “the classical case”. This is the case when the period domain D is Hermitian
symmetric (or more generally, D is an unconstrained Mumford-Tate domain), and Γ is an arithmetic group.
Geometrically, this corresponds to period maps for abelian varieties or K3 type objects (e.g. K3’s, hyper-
Ka¨hler manifolds, cubic 4-folds). Occasionally, when we say classical case, we implicitly assume also M =
Γ\D.
3While the construction of the Satake–Baily–Borel (SBB) compactification of a locally Hermitian sym-
metric Γ\D is group theoretic [BB66], it admits a robust Hodge theoretic interpretation (e.g. see [Laz16,
§2] and the references therein). When D is not Hermitian symmetric these two perspectives (the Hodge
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The HT-SBB completion provides a canonical, projective Hodge-theoretic object that
may be used to study moduli of varieties of general type. Some early examples suggest that
it can give a very effective tool for this study. For instance, this HT-SBB completion can
be a very effective way to organize the boundary structure of some surfaces of general type
(an informal overview of some aspects of this is given in [Gri16]).
1.2. Completion of M as an analytic variety. Given a period mapping (1.1.1) and
completion B ⊂ B as described above, we set ZI =
⋂
i∈I Zi where Zi are the irreducible
components of the divisor at infinity Z = B\B. We denote by Z∗I ⊂ ZI the open strata
obtained by removing from ZI the lower dimensional sub-strata. It is a consequence of
[CKS86] that there is over each open stratum Z∗I a polarizable variation of mixed Hodge
structure (VMHS) with weight filtration W (NI). (In the literature this VMHS is frequently
referred to as the limiting mixed Hodge structures (LMHS) associated to the VHS over B.
For the general theory of variations of mixed Hodge structures we refer to [SZ85].) Passing
to the graded parts (which will be pure Hodge structures) of this variation of mixed Hodge
structure gives period mappings
(1.2.1) ΦI : Z
∗
I → ΓI\DI .
(see §2.1.2 for details). We set
MI = ΦI(Z
∗
I )
◦.
Here the exponent ◦ refers to a covering space of the image ΦI(Z∗I ) obtained by a Stein
factorization of the map (1.2.1) (In particular, note M∅ is a finite cover of M). Basically,
MI is obtained by taking the limiting mixed Hodge structures along the open strata Z
∗
I ,
throwing out the extension data in the mixed Hodge structures, and passing to a finite
covering of what is left.
With these preliminaries, we can state our first main result, which gives a completion
of M as a complex analytic variety.
Theorem 1.2.2. There exists a canonical extension M of M , which is a compact complex
analytic variety and where there is an extension
Φe : B →M
of the period mapping (1.1.1). As a set, M is the quotient by a finite equivalence relation of
M˜ = M∅ q
(∐
I
MI
)
.
The theorem is proved in Section 3.
theoretic and group theoretic) no longer align: very roughly because they require different boundary compo-
nents. Theorem 1.2.2 is a generalization of SBB, from the Hodge theoretic perspective, that compactifies the
image of a period map. A group theoretic generalization of SBB that yields a “horizontal completion” Γ\Dh
of the full Γ\D is forthcoming [GGLR17]. The horizontal completion is a sort of meta/universal object that
captures structure universal to all M arising from period maps Φ : B → Γ\D.
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Remark 1.2.3. The simplest instance of this result is the classical case when D is Hermitian
symmetric. In that situation Γ\D is a quasi-projective variety, with a projective compactifi-
cation (Γ\D)∗ [Sat60, BB66], and the Borel Extension Theorem [Bor72] yields an extension
Φe : B → (Γ\D)∗ of the period map (1.1.1) to an algebraic map. In this situation, we can
take M to be the closure of M . In general, such an argument would not work: the quotient
Γ\D is not algebraic, and no meaningful compactification is known. Kato-Nakayama-Usui
[KU09] have constructed an analogue of the toroidal compactification in the horizontal
directions (though the existence of a compatible fan is still open in general). Our com-
pletion M could be obtained by taking closure in this toroidal type compactification, and
“forgetting” the extension data.
In first approximation, M is obtained from M by attaching the associated graded
PHS’s to the limiting mixed Hodge structures arising from the period mapping (1.1.1) and
describing how these fit together. The precise statement differs in that we pass to the
Γ-equivalence classes of the set-theoretic mapping described above, and then we pass to a
finite covering arising from a Stein factorization in the construction. See §3.1 for a detailed
outline of the proof. Briefly, we first assume Φ is a local VHS over a neighborhood at
infinity. Here we make use of the fact that Φ may be approximated by a nilpotent orbit.
The most subtle part of the operation is showing that the MI may be glued together to
give a complex analytic space. The difficulty here essentially stems from the singularities
that arise as b→ b0 ∈ B\B, and so is captured by the approximating nilpotent orbit. The
relative weight filtration property plays a key role in establishing necessary “compatibility
statements.” We think of this local construction as giving us “local charts” for M . (They
are not local coordinates in the traditional sense, but operationally serve a similar function.)
The passage to the global case requires showing that certain identifications are finite: we
will see that this is a consequence of the Cattani–Deligne–Kaplan result on the algebraicity
of Hodge loci.
1.3. Ampleness of the extended augmented Hodge bundle. We now turn our at-
tention to proving that M carries a natural ample line bundle, and thus it is a projective
variety. This line bundle is an extended augmented Hodge bundle, which is essentially
obtained by gluing the augmented Hodge bundles on the strata MI .
To start, we recall that the period domain D is a homogeneous domain D = GR/H that
parametrizes effective, weight n, Q–polarized Hodge structure (PHS) F • = {Fn ⊂ · · · ⊂ F 0}
(as usual viewed as filtrations) with fixed Hodge numbers.
Definition 1.3.1. The Hodge vector bundle F → D is the homogeneous vector bundle whose
fibre at F • ∈ D is Fn. The Hodge line bundle is
Λ = detF.
We shall frequently refer to Λ as simply the Hodge bundle, but we will always use “vector”
when discussing the Hodge vector bundle Fn.
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Remark 1.3.2. Other vector bundles of interest include those with fibers GrpF := F p/F p+1,
but for application to moduli of varieties of general type the Hodge vector and line bundles
are especially important due to the identification Fn = Hn,0(X) = H0(KX), where X is
a smooth projective variety of dimension n and Hn(X) = ⊕p+q=nHp,q(X) is the Hodge
decomposition of its nth cohomology group.
Definition 1.3.3. The augmented Hodge (line) bundle is
Λˆ :=
b(n−1)/2c⊗
p=0
det
(
Fn−p/Fn−p+1
)np
, np := b(n− p+ 1)/2c .
The Hodge bundle and augmented Hodge bundle agree when n = 1, 2. (Weight n = 2 is
the case in which we are primarily interested.) Very roughly, the difference between the
between the two is that positivity of the augmented Hodge bundle corresponds to injectivity
of the differential of the period map, while positivity of the Hodge bundle corresponds to
injectivity of only a component of the period map; this is made precise in (1.3.4). Let
Φ∗ : TB →
b(n−1)/2c⊕
p=0
Hom
(
Grn−pF,Grn−p−1F
)
denote the differential of the period map, and let
Φ∗,n : TB → Hom(Fn, Fn−1/Fn)
denote the component taking value in the first summand. Notice that Φ∗ = Φ∗,n when
n = 1, 2. The Hodge metrics on the F p induce metrics on Λ and Λˆ; let Ω and Ωˆ denote the
corresponding curvature forms. For ξ ∈ TB we have
(1.3.4)
Ω(ξ) = ‖Φ∗,n(ξ)‖2
Ωˆ(ξ) = ‖Φ∗(ξ)‖2 .
The form Ωˆ descends to the image M , and the discussion above implies Ωˆ is positive on the
smooth points of the image M of the period mapping, while Ω is only non-negative there.
Remark 1.3.5. It is standard that the data of a period mapping (1.1.1) is equivalent to that
of a (polarized) variation of Hodge structures (VHS) (V,F•, Q,∇) over B. Here V is a local
system with Gauss-Manin connection ∇ : OB(V) → Ω1B(V) where OB(V) = V ⊗ OB, the
Fp ⊂ OB(V) are holomorphic sub-bundles, Q : V⊗V→ Q is a horizontal bilinear form and
where this data induces at each point of B a polarized Hodge structure. The infinitesimal
period relation (IPR) is ∇Fp ⊆ Ω1B ⊗ Fp−1. In this context the Hodge vector bundle Fn is
the pull-back of F = Fn under the period map. We shall use interchangeably the data of
period mappings and of variations of Hodge structure.
Under the assumption that the local monodromies around the branches Zi of Z are
unipotent with logarithms Ni, it is well known ([CKS86] and [PS08]) that there are canon-
ical extensions of the Hodge filtration bundles Fp to vector bundles Fpe → B where the
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infinitesimal period relation becomes ∇Fpe ⊆ Ω1B(logZ) ⊗ F
p−1
e , and where ResZi ∇ = Ni
(up to a factor of 2pi
√−1).
Definition 1.3.6. We denote by Fe or Fe the canonical extension of the Hodge vector bundle,
by Λe = detFe the canonically extended Hodge (line) bundle, and by Λˆe the canonically
extended augmented Hodge (line) bundle.
The precise relationship between the canonical extensions of the line bundles over B, and
the analogous line bundles over the open strata of Z = B\B is given by
(1.3.7) Λe|Z∗I = ΛI and Λˆe
∣∣∣
Z∗I
= ΛˆI .
Here the left-hand sides of these two expressions are the restrictions to Z∗I ; and the right-
hand sides are the Hodge line bundle and augmented Hodge line bundle, respectively, asso-
ciated to the period mapping ΦI .
The second main result in this paper is the ampleness of the extended Hodge bundle.
Theorem 1.3.8. The augmented Hodge bundle extends to a holomorphic Hodge line bundle
on M , and there Λˆe →M is ample.
Corollary 1.3.9. The completion M = ProjR(M, Λˆe). (As usual, R(M, Λˆe) denotes the
ring of sections.)
Theorem 1.3.8 is proved in Section 6.
In the classical case Λe = Λˆe and this result is a consequence of the properties of the
Satake-Baily-Borel construction. It is a global one in that sections of Λ⊗me that give a
projective embedding of Γ\D are constructed using modular forms. As explained above,
such an approach is not possible in the non-classical case. Our proof of Theorem 1.3.8
is in spirit analogous to the one used by Kodaira to show that over a compact, complex
manifold a line bundle with positive Chern class in the differential-geometric sense is ample.
The proof of the result here depends on some rather subtle properties of the Chern form
Ωˆ of the augmented Hodge bundle. From (1.3.4) we see that the augmented Hodge bundle
has positivity properties. It is due to [CKS86] with an important amplification in [Kol87]
that Ωˆ defines a closed (1, 1) current Ωˆe on B. For the proof of Theorem 1.3.8 we need to
significantly refine this in several ways.
First, since currents are differential forms with distribution coefficients, the singular
support sing Ωˆe of Ωˆe is defined, and assuming (as we may) that all monodromy logarithms
Ni 6= 0 we have
(a) The singular support is sing Ωˆe = Z. (In general, sing Ωˆe ⊆ Z.)
Next, it is well known that distributions and currents cannot in general be restricted to
submanifolds. To get around this one needs a more subtle notion than just the singular
support. Associated to a current Ψ on a manifold Y is its wave front set WF(Ψ) ⊂ T ∗Y .
If W ⊂ Y is a submanifold whose tangent spaces are transverse to the wave front set in the
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sense that TW ⊂WF(Ψ)⊥, then the restriction Ψ∣∣
W
is a well-defined current on W . This
suggests that one should think of a refined notion of the singularities of Ωˆe as being in T
∗B;
in particular, one would like to assert that
(b) There exists a well-defined way of defining a restriction Ωˆe
∣∣
Z∗I
as a smooth (1, 1) form
on the open strata Z∗I .
That this is possible will be part of the content of Theorem 1.3.10 stated below. Morally,
we may think of this result as having WF (Ωˆe) ⊆ ∪IN∗Z∗I /B, at least so far as the restriction
property (b) is concerned. Finally, given (b), the last property that we would like is
(c) Ωˆe
∣∣
Z∗I
= ΩˆI is the Chern form of the Hodge bundle ΛˆI → Z∗I .
With this understanding we may summarize the above by the following
Theorem 1.3.10. The Chern form Ωˆ of the Hodge bundle Λˆ → B extends to a current
Ωˆe on the completion B of B. There it has singularities as described above. In particular,
(b) and (c) hold, so that in a precise sense Ωˆe represents the Chern class of the augmented
Hodge bundle Λˆe → B.
Remark 1.3.11. Regarding the positivity of the extended Chern form Ωˆe, an interpretation
of the analysis behind the properties (a) and the proof of (b) above may be informally
expressed as saying that the more singular the extended period mapping is, the more positive
Ωˆe is. This heuristic will be further explained and used in work-in-progress where we discuss
curvature properties of the extended Hodge vector bundle.
Remark 1.3.12. It is well known that distributions cannot in general be multiplied, and
similarly for the wedge product of currents. Although not required for our purposes, the
methods used to prove Theorem 1.3.10 may be used to show: The currents defined by the
Chern forms of the Hodge bundle may be multiplied. More precisely, the Chern forms are
given by differential forms whose coefficients are locally L1 functions on B. Then the usual
formal expressions for the wedge product of forms are used with the result being again
a differential form with locally L1 functions as coefficients. The resulting current is then
closed and its cohomology class is given by cup product of the corresponding Chern classes.
Remark 1.3.13. As will be discussed in §1.4, and motivated by the Iitaka conjecture, clas-
sically interest has been focused primarily on the positivity properties of the Hodge vector
and line bundles (cf. [Kol87, Vie83b] and the references therein). However for the general
study of moduli it is the augmented Hodge bundle that is relevant. In this regard and
interesting question is: Does either the Hodge bundle or the augmented Hodge bundle live
on the KSBA completion M? As will be discussed elsewhere, and using the fact that slc
singularities are du Bois [KK10], one may show that the Hodge bundle lives over M. The
argument for this does not work for the augmented Hodge bundle when n ≥ 3. Thus it may
be that the HT-SBB completion of the image of a KSBA moduli space under the period
map is especially relevant in the case of surfaces. (Recall that the Hodge and augmented
Hodge line bundles agree in the surface case (n = 2).)
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We will give two arguments for Theorem 1.3.10. The first, in Section 4, will be geo-
metric, applies to the case that of algebraic surfaces (n = 2) and essentially deals with
the case of 1-parameter degenerations. An additional aspect of the argument is that it
displays the estimates on the Hodge norms and the resulting connection and curvature
forms giving descriptions that are more precise than the existing ones in the literature. We
will show that in the geometric case the Hodge theoretically defined polarizations on the
limiting mixed Hodge structure coincide, up to constants, with standard ones derived from
geometry (Proposition 4.3.5).
The second proof given in Section 5 establishes the result in full generality and exhibits
in detail how the very special and subtle general properties of several variable degenerations
of polarized Hodge structures come into play: the argument is based on an extension of
the analysis underlying the Cattani–Kaplan–Schmid estimates of the Hodge metric [CKS86,
§5].
Returning to the proof of Theorem 1.3.8, using the properties of the Chern form, in
Section 6, we will prove successively that the extended augmented Hodge bundle Λˆe → M
is (a) strictly nef; (b) big; and then (c) free. Here “strictly nef” means that the restriction
of Λˆe to any curve C ⊂ B is positive (i.e. Λˆe · C > 0), unless C lies in a fibre of the map
B → M in Theorem 1.2.2. These three properties will combine to give that Λˆe → M is
ample. Of the three the most difficult is the third. In fact, we shall show that Λˆe → B is
free, and since Λˆe is trivial on the connected fibres of B →M this will give that Λˆe is free
on M as well.
1.4. Historical comments. We conclude this introduction with a brief historical discus-
sion on the positivity of the curvature of the Hodge bundles up through the period (roughly
the late 1980s) when the two basic properties — the sign and the nature of the singularities
— were developed in the form most relevant to this paper4. Since that period the positivity
and singularity structure of the Hodge and related bundles has been and continues to be a
very active and interesting area of research and there are excellent survey articles on this
topic (cf. [Pau16] and the references cited there). As discussed above, for a variation of
Hodge structure the Hodge vector bundle is almost never positive and the understanding
of just how positive it actually is under geometrical assumptions on the differential of the
period mapping seems to be still incomplete.
We now turn to the evolution of our understanding of the positivity of the Hodge
bundles up to the period when the papers [Vie83a, Vie83b, Kol87] appeared; these works
are the ones most relevant to the current work. Early computations of the curvature of
homogeneous vector bundles over flag domains appeared in the 1960s and showed that
their behavior in the Hermitian symmetric and non-Hermitian symmetric cases were quite
4For us most relevant means that the curvature of the extended Hodge line bundle exactly detects the
variation of the associated graded to the limiting mixed Hodge structures along and in the normal directions
to the strata of the completed period mapping. It is this geometric property that underlies Theorem 1.3.8
above.
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different (cf. [GS69]). The computations of the curvature for the Hodge bundles and tangent
bundles over period domains given in [Gri70a, GS69, GS75] then made the point that
when restricted to integral manifolds of the infinitesimal period relation the curvatures
had positivity properties analogous to those in the classical Hermitian symmetric domain
setting. In particular the Hodge vector bundle was semi-positive and the Hodge line bundle
had positive curvature if the differential of the period mapping had suitable injectivity
properties. The paper [Fuj78] was an important development here.
The next stage was understanding the behavior of the Hodge metrics and curvature
forms when a variation of Hodge structure degenerates along a normal crossing divisor.
Here the works [Sch73, CKS86, Kol87] played a major role; it is worth noting that both
[CKS86, Kol87] were in part motivated by algebro-geometric questions related to the Iitaka
conjecture and where the singularities of the Chern form of the Hodge line bundle entered in
a crucial way (cf. [Kaw81, Kaw83, Kaw85, Uen75, Uen78, Vie83a, Vie83b] and the references
cited in those works).
Remark 1.4.1. As a historical note, the indication that the curvature forms had Poincare´
metric singularities may have originally come from the regularity of the Gauss-Manin con-
nection (cf. [Del70]). Briefly, the difference between periods having logarithmic singularities
and having poles (essentially the difference between ∂∂ log(− log |t|) and ∂∂ log |t|), suggests
the mild singularity behavior of the curvatures of these bundles.
Our main result (Theorem 1.3.8) may be viewed as an extension of the earlier positivity-
type results, a main point being that Proj(Λe) exists and may be exactly described as the
general analogue of the Satake-Baily-Borel compactification in the classical cases. From
an exterior differential system perspective, the maximal integral varieties Ωˆe = 0 of the
extended Chern form define a foliation of B by complex subvarieties whose quotient by
contracting the connected leaves of the foliation exactly captures identifying the limiting
mixed Hodge structures that have the same associated graded. The main issue here is to
make sense out of the exterior equation Ωˆe = 0 when Ωˆe has singularities.
Finally we note that the curvatures of the Hodge bundles and their singularities is
currently an extremely active and interesting topic; we refer to Pa˘un [Pau16] for a recent
survey paper with references to some of the current work in this area.
In the Appendix B we discuss properties of the canonically extended Hodge vector
bundle Fe. As noted in the historical comments the positivity properties of Fe have classi-
cally played an important role in the applications of Hodge theory to interesting issues in
algebraic geometry. We discuss and provide a conjectural answer to the question: Just how
positive is Fe and the bundles natural constructed from it? We also discuss and illustrate by
example the question: What information does Fe have beyond that in the Hodge line bundle
detFe?
Acknowledgements. We are indebted to Joseph Ostroy for telling us about Farkas’ The-
orem, and to Wushi Goldring for bringing [Bru16a] to our attention.
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2. Background
2.1. Asymptotics of the period map. Let Zi denote the irreducible components of the
normal crossing divisor
Z := B\B = Z1 ∪ · · · ∪ Zν .
Given I ⊂ {1, . . . , ν}, let Ic denote the complement. The closed strata of Z are the
ZI :=
⋂
i∈I
Zi ,
and the open strata of Z are the
Z∗I := ZI −
⋃
j∈Ic
Zj .
We briefly review the behavior of the period map Φ in a (punctured) neighborhood of a
point b0 ∈ Z “at infinity.” References for the definitions and properties that follow include
[CKS86, Sch73].
2.1.1. Nilpotent Orbits. Recollect that D parameterizes weight n, Q–polarized Hodge struc-
tures on a rational vector space V . We assume without loss of generality that the mon-
odromy operator Ti ∈ Aut(V,Q) about Z∗i is unipotent, and let Ni := log(Ti) ∈ End(V,Q)
denote the nilpotent logarithm. Then NI =
∑
i∈I Ni is the nilpotent monodromy operator
about Z∗I .
Let
∆ := {ζ ∈ C : |ζ| < 1}
denote the unit disc, and
∆∗ := {ζ ∈ C : 0 < |ζ| < 1}
the punctured unit disc. Fix a point b0 ∈ Z∗I . Let U ' ∆r be a neighborhood of b0 in B so
that
U := U ∩B ' (∆∗)k ×∆` ;
here r = k + ` and k = |I|. Let H ⊂ C denote the upper-half plane, and let
Φ˜U : H
k ×∆` → D
be a lift of Φ|U. Fix coordinates (z, w) ∈ Hk×∆`. Then (z, w) 7→ (exp(2pi
√−1z), w) defines
the covering map Hk×∆` → (∆∗)k×∆`. Here we are writing exp(2pi√−1 z) as short-hand
for the (∆∗)k–valued (exp(2pi
√−1 z1), . . . , exp(2pi
√−1 zk)).
Let Dˇ ⊃ D denote the compact dual of the period domain. Schmid [Sch73] showed
that there exists a holomorphic map
F : ∆r = ∆k × ∆` → Dˇ
so that the lifted period map factors as
(2.1.1) Φ˜U(z, w) = exp
(∑
i∈I ziNi
) · F (exp(2pi√−1z), w) .
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Let
`(tj) :=
log tj
2pi
√−1 .
Observe that
(2.1.2a) ΦU(t, z) := exp
(∑
i∈I `(ti)Ni
) · F (t, w)
defines a local variation of Hodge structure
(2.1.2b) ΦU : U = (∆
∗)k ×∆` → ΓU\D ,
where ΓU ⊂ Γ is the local monodromy group generated by the unipotent monodromy oper-
ators {Ti}i∈I . Notice that (2.1.2) recovers Φ|U after quotienting ΓU\D → Γ\D by the full
monodromy group Γ.
The (lifted) period map Φ˜U is approximated by the nilpotent orbit
(2.1.3) ϑ˜U(z, w) := exp
(∑
i∈I ziNi
) · F (0, w)
as Im zj → 0, with Re zj bounded. The nilpotent orbit is horizontal, and Nj F p(0, w) ⊂
F p−1(0, w). Setting
ϑU(t, w) := exp
(∑
i∈I `(ti)Ni
) · F (0, w)
yields a well-defined map
ϑU : U → ΓU\D .
Note that the nilpotent orbit (2.1.3) is the lift of ϑU.
2.1.2. Limiting mixed Hodge structures. Let
NI :=
∑
i∈I
Ni
denote the monodromy operator about Z∗I . Let
W0(NI) ⊂ W1(NI) ⊂ · · · ⊂ W2n(NI)
denote the monodromy (shifted) weight filtration.5 The triple (V,W (NI), F (0, w)) is a
limiting mixed Hodge structure. Let
GrW (NI)a := Wa(NI)/Wa−1(NI) .
Recall that NI ∈ End(V,Q) maps Wa(NI) ⊂ V into Wa−2(NI). Consequently there is a
well-defined map NI : Gr
W (NI)
a → GrW (NI)a−2 . The flag F (0, w) ∈ Dˇ induces a weight n + a
Hodge structure on the the primitive spaces
(2.1.4) Hn−aI (−a) := ker{Na+1I : GrW (NI)a+n → GrW (NI)n−a−2} ,
5Typically, “W (N)” denotes a representation-theoretic filtration with indexing that is centered at 0. In
this paper, we are letting “W (N)” denote the shifted geometric filtration W (N)[−n], with indexing that
centered at n. The reasons for this mild abuse of notation is that (i) this is the only filtration we will work
with and (ii) the abuse significantly reduces notational clutter.
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0 ≤ a ≤ n, that is polarized by
(2.1.5) QIa(u, v) := Q(u,N
a
I v) .
In this way we obtain a (local) variation of polarized Hodge structures over ∆`. Note that
the latter is an open neighborhood of b0 in Z
∗
I . And this leads to a (global) variation of
polarized Hodge structures
(2.1.6) ΦI : Z
∗
I → ΓI\DI .
In general, DI will be a product of period domains.
6
2.1.3. Relative weight filtration property. The relative weight filtration property (RWFP)
is a compatibility statement for W (NI) and W (NI′) when I ⊂ I ′. We will be interested in
applying the RWFP to the induced filtrations of g. Given N ∈ g let adN : g → g denote
the adjoint action. Then adN is nilpotent if and only if N is; assume this is the case. Let
W (adN) denote the associated weight filtration of g.7 In §3 & 5 we will make frequent use
of
(2.1.7) ker(adN) ⊂ W0(adN) ⊂ g .
Since NI′ and NI commute, we have NI′ ∈W0(adNI), and an induced nilpotent action
adIaNI′ : Gr
W (adNI)
a → GrW (adNI)a
Let W (adIaNI′) be the corresponding filtration of Gr
W (adNI)
a . At the same time W (adNI′)
also induces a filtration W′a,• of Gr
W (NI)
a by
W′a,b :=
Wb(adNI′) ∩ Wa(adNI)
Wb(adNI′) ∩ Wa−1(adNI) .
The relative weight filtration property (RWFP) asserts that
(2.1.8) W′a,a+b = Wb(ad
I
aNI′) .
For the arguments of §3 it will be convenient to describe the filtrations above in terms
of a (simultaneous) eigenspace decomposition of gR. It follows from the several variable
SL(2)–orbit theorem [CKS86] that there exist commuting semisimple elements Y, Y ′ ∈ gR
that split the weight filtrations W (adNI) and W (adNI′) in the following sense: we have a
simultaneous eigenspace decomposition
gR = ⊕ gi,j , with gi,j := {ξ ∈ gR | [Y, ξ] = i ξ , [Y ′, ξ] = (i+ j) ξ} ,
6Some care must be taken in passing from the local to the global case: the lift Φ˜U is defined only up to
the action of Γ. However, given a second lift Φ˜′U, there is a canonical identification of the period domain D
′
I
with DI . The global (2.1.6) is defined by fixing one DI and making this identification.
7Any polarized, weight n Hodge structure on V induces a polarized, weight 0 Hodge structure on g. For
this reason, the filtration W (adN) is centered at 0, cf. Footnote 5.
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that splits the weight filtrations in the sense that
(2.1.9) Wa(adNI) =
⊕
i≤a
gi,• and Wb(adNI′) =
⊕
i+j≤b
gi,j .
Moreover, if we write NI =
∑
Ni,j and NI′ =
∑
N ′i,j with Ni,j , N
′
i,j ∈ gi,j , then
(2.1.10) NI = N−2,0 and NI′ =
∑
i≥0
N ′−i,i−2 ;
the latter implies
(2.1.11)
∑
j
N ′0,j = N
′
0,−2 .
The first equation of (2.1.9) yields an identification
(2.1.12) GrW (adNI)a ' ga,• := ⊕j ga,j
of the graded spaces with the YI–eigenspaces. It follows from (2.1.8) and (2.1.9) that this
identification yields
(2.1.13) Wb(ad
I
aNI′) '
⊕
j≤b
ga,j .
Remark 2.1.14. We have NI′ ∈W−1(adNI) if and only if adIaNI′ = 0 for all a. Equivalently,
the filtration W (adIaNI′) is trivial for all a: W−1(ad
I
aNI′) = 0 and W0(ad
I
aNI′) = Gr
W (adNI)
a .
In this case (2.1.13) implies ga,b = 0 for all b 6= 0. Then (2.1.9) implies W (adNI) =
W (adNI′); equivalently, W (NI) = W (NI′).
Finally we note that the Jacobi identity implies
(2.1.15) [gi,j , ga,b] ⊂ gi+a,j+b .
It follows from (2.1.11), (2.1.12) and (2.1.15) that
(2.1.16) adIaNI′ = adN
′
0,−2 : ga,• → ga,• .
3. Completion of the image of a period mapping
3.1. Definition and properties. Recall the maps ΦI : Z
∗
I → ΓI\DI of (2.1.6). (Note
that B = Z∗∅ , D = D∅ and Φ = Φ∅.) Define
M := Φ(B) and MI := ΦI(Z
∗
I )
◦ (including the case I = ∅).
We let
(3.1.1) M˜ :=
⋃
I
MI ,
and then the Hodge-theoretic Satake-Baily-Borel completion M of M is the natural (finite)
quotient of M˜ . The set theoretic extension Φe : B →M of Φ is defined by
Φe|ZI := ΦI .
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We will show (Theorem 3.1.5 below) that M has a complex analytic structure and that the
extended period map Φe is holomorphic.
First note that the DI need not be pairwise distinct: it may be the case that there is a
canonical isomorphism DI ' DI′ when I 6= I ′. When such an identification exists, MI and
MI′ will be understood as lying in the same space. The existence of such identifications is
encoded in the set K introduced in §3.2.5. What is important here is the following: let I be
the collection of all subsets I ⊂ {1, . . . , ν}. (That is, I indexes the open strata Z∗I .) There
is a surjective map I → K, denoted I 7→ KI , so that KI = KI′ implies that we have the
aforementioned identification DI ' DI′ . Given K ∈ K, let
Z?K :=
⋃
KI=K
Z∗I .
That is, Z?K is a (disjoint) union of open strata Z
∗
I of the same “Hodge type”. We have
K ⊂ I, and KKI = KI . So given K = KI ∈ K, the corresponding (product of) period
domain(s) DK := DKI ' DI is well-defined. Consequently,
Φ?K |Z∗I := ΦI
defines a horizontal, holomorphic map
(3.1.2) Φ?K : Z
?
K → ΓK\DK .
For example, ZK∅ ⊃ B is the maximal subset to which the period map Φ : B → Γ\D
extends. The image Φ?K(Z
?
K) is a closed analytic subvariety of ΓK\DK [Gri70b, Theorem
9.6]. Let
Z?K M˜K Φ
?
K(Z
?
K) =
⋃
KI=K
MI
Φ◦K Φ
[
K
be the Stein factorization of Φ?K . (The Φ
◦
K–fibres are the connected components of the
Φ?K–fibres, and the Φ
[
K–fibres are finite.) Set
(3.1.3) M˜ :=
⋃
K∈K
M˜K ,
and define maps
(3.1.4a) B M˜ MΦ
◦ Φ[
by specifying
(3.1.4b) Φ◦|Z?K := Φ
◦
K and Φ
[
∣∣∣
M˜K
:= Φ[K ,
K ∈ K. This yields the commutative diagram
B B
M˜ .
M M
Φ Φe
Φ◦
Φ[
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Theorem 3.1.5. The set M˜ is a complex analytic space, and Φ◦ is a holomorphic map.
The proof proceeds in two steps:
Step 1: the local construction. To begin we localize at a point b0 ∈ Z∗I by choosing a
coordinate neighborhood U ' ∆r centered at b0 in B so that
U := U ∩B ' (∆∗)k ×∆` .
Let ΓU = {TZ1 , . . . , TZk } be the the local monodromy group. (Recall that Ti = exp(Ni) is
the unipotent monodromy about Zi. So it is implicit in the notation of (2.1.1) that, having
fixed b0, we index the irreducible components Zi so that b0 ∈ Z1∩ · · ·∩Zk. This convention
is in effect throughout the local construction §§3.2–3.4.)
The local version of the HT-SBB completion is defined by replacing Φ : B ⊂ B → Γ\D
with the local VHS ΦU : U ⊂ U → ΓU\D of (2.1.2) in the construction above. We run
through this quickly to set notation. Let IU ⊂ I be those subsets that are contained in
{1, . . . , k}, and let KU = K ∩ IU. Given I ∈ IU, define
(3.1.6) ∆∗I := {(t1, . . . , tk) ∈ ∆k | ti = 0 if and only if i ∈ I} ,
so that U ∩ Z∗I = ∆∗I ×∆`. Let
(3.1.7) ΦU,I : ∆
∗
I ×∆` → ΓU,I\DI
be the VHS induced by ΦU, cf. (2.1.6). Given K ∈ KU, and setting
(3.1.8) ∆?K :=
⋃
KI=K
∆∗I ,
we have the local analog of (3.1.2): a holomorphic map
(3.1.9a) Φ?U,K : ∆
?
K ×∆` → ΓU,K\DK .
specified by
(3.1.9b) Φ?U,K
∣∣
∆∗I×∆`
= ΦU,I .
The (local) HT-SBB completion of MU := ΦU(U) is
(3.1.10) MU :=
⋃
K∈KU
Φ?U,K(∆
?
K ×∆`) =
⋃
I∈IU
ΦU,I(∆
∗
I ×∆`) .
Let
(3.1.11) ∆?K ×∆`
Φ◦
U,K−→ M˜U,K
Φ[
U,K−→ Φ?K(∆?K ×∆`)
be the Stein factorization of Φ?U,K . Set
(3.1.12) M˜U :=
∐
K∈KU
M˜U,K ,
and define maps
(3.1.13a) U M˜U MU
Φ◦
U
Φ[
U
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by specifying
(3.1.13b) Φ◦U|∆?K×∆` := Φ
◦
U,K and Φ
[
U
∣∣∣
M˜U,K
:= Φ[U,K ,
K ∈ K. This yields the commutative diagram
U U
M˜U .
MU MU
ΦU ΦU,e
Φ◦
U
Φ[
U
The local version of Theorem 3.1.5 asserts that M˜U is a complex analytic space and Φ
◦
U is
a holomorphic map. The theorem is proved in to steps: first, the case that (the lift of) ΦU
is a nilpotent orbit (Theorem 3.2.39); and second the general case (Theorem 3.4.8).
Step 1.a: local construction for nilpotent orbits (§3.2). Assume that F (t, w) = F0 is con-
stant. Then ΦU is independent of w ∈ ∆`. For notational convenience, we regard ΦU as a
map (∆∗)k → ΓU\D. We will construct a monomial map
µ : ∆k → Cm
with the following property: if
∆k
µ◦−→ Sµ µ
[
−→ Cm
is the Stein factorization of µ, then the set of µ◦–fibres is precisely the set of Φ◦
U
–fibres.
Consequently, there is a canonical identification M˜U ' Sµ as sets. Since Sµ has the structure
of a toric variety (or more precisely an open subset in a toric variety), this gives M˜U a natural
analytic structure. Furthermore, µ◦ = Φ◦
U
under the identification M˜U = Sµ, so that Φ◦U
is holomorphic (see Theorem 3.2.39). Finally, we note that MU is obtained from M˜U by a
finite, set-theoretic equivalence relation (see [Kol12]). In particular, MU gets the structure
of an analytic variety (or even algebraic space).
Step 1.b: local construction for arbitrary VHS (§3.4). In this case we will see that the
monomial map µ may be augmented by a vector-valued holomorphic map ν on ∆r =
∆k ×∆`: if
∆r
τ◦−→ Sτ τ
[−→ Cm
is the Stein factorization of τ = (µ,ν), then the set of τ ◦–fibres is precisely the set of Φ◦
U
–
fibres. Consequently, we have a canonical identification M˜U ' Sτ as sets. This gives M˜U
the structure of a complex analytic space. Furthermore, τ ◦ = Φ◦
U
under the identification
M˜U = Sτ , so that Φ◦U is holomorphic. See Theorem 3.4.8.
Perhaps surprisingly, the most technically intricate part of Step 1 is in Step 1a; essen-
tially this is where one deals with singularities that arise as a VHS degenerates asymptot-
ically. The sine qua non here is the relative weight filtration property; it ensures that the
monomial maps satisfy necessary compatibility conditions.
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Step 2: the global construction (§3.5). Consider a global VHS Φ : B → Γ\D. The basic
idea is to glue the local completions together and show that one obtains an analytic space
M after quotienting by the full monodromy group Γ. The sine qua non here is the Cattani–
Deligne–Kaplan result on the algebraicity of Hodge loci; it implies that the passage from
the local construction to the global construction is a finite quotient. Consequently, the
difference between working locally and globally (i.e. taking into account the monodromy
action) is only a finite ambiguity, which allows us to conclude that M is an analytic space.
3.2. Step 1.a: F (t, w) = F0 is constant. Here we assume that the factor F (t, w) in
(2.1.2) is constant. In particular, Φ˜U is a nilpotent orbit. Then (2.1.2) implies ΦU depends
on t ∈ (∆∗)k alone; for the duration of §3.2 we will suppress w and ∆`.
3.2.1. Fibres of ΦU. Given t = (t1, . . . , tk) ∈ (∆∗)k, we wish to determine which monomials
tc11 · · · tckk are constant on the connected fibres of
(3.2.1) ΦU : (∆
∗)k → ΓU\D .
Lemma 3.2.2. The vector field v(t) =
∑
aiti∂/∂ti on (∆
∗)k is tangent to the ΦU–fibre
through t ∈ (∆∗)k if and only if ∑i aiNi = 0.
Proof. The vector field is tangent to the fibres if and only if ΦU,∗(v(t)) = 0.
Recall that a nonzero nilpotent ξ ∈ gR induces a vector field X on Dˇ by XF =
∂
∂z exp(zξ) · F
∣∣
z=0
, F ∈ Dˇ. Since D ∼= GR/H, where H is a compact subgroup of GR,
the vector field X is nonvanishing on D so long as ξ 6= 0. It follows from this discussion
that ΦU,∗(v(t)) = 0 if and only if
∑
i aiNi = 0. 
Let
(3.2.3) S∅ :=
{
a = (ai) ∈ Rk :
∑
aiNi = 0
}
denote the set of linear relations on the Ni.
8
Remark 3.2.4. Lemma 3.2.2 implies that the set of connected components of the ΦU–fibres
is precisely the set of maximal, connected integral manifolds of the Frobenius distribution
spanned by the
∑
i aiti∂i, with (a1, . . . , ak) ∈ S∅.
Let S⊥∅ denote the orthogonal complement of S∅ with respect to the standard inner product
on Rk. Note that both S∅ and S⊥∅ admit bases in Q
k; clearing denominators we may assume
that the bases lie in Zk. Fix a basis C∅ := {c1, . . . , cs} ⊂ Zk of S⊥∅ . Define a monomial map
µ∅ : (∆∗)k → Cs by µ∅(t) = (tc1 , . . . , tcs).
Proposition 3.2.5. The set of connected components of the µ∅–fibres is precisely the set
of connected components of the ΦU–fibres.
8The subscript ∅ is used in order to be consistent notation introduced later in the section.
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Proof. Given c = (c1, . . . , ck) ∈ Zk, note that
(3.2.6) (
∑
i aiti∂/∂ti) t
c1
1 · · · tckk = (
∑
i aici) t
c1
1 · · · tckk .
Consequently, the vector field va(t) =
∑
aiti∂/∂ti on (∆
∗)k is tangent to the µ∅–fibre
through t ∈ (∆∗)k if and only if a = (a1, . . . , ak) ∈ S∅. The proposition now follows from
Lemma 3.2.2 and Remark 3.2.4. 
A priori the monomials tc are Laurent monomials: some of the ci may be negative. We
next show that the basis C∅ = {c1, . . . , cs} may be chosen so that the ci ≥ 0 (Lemma 3.2.7).
Let
Rk+ := {(x1, . . . , xk) ∈ Rk : xi > 0}
be the open positive “quadrant” of Rk, and let
Rk+ := {(x1, . . . , xk) ∈ Rk : xi ≥ 0}
denote the closure.
Lemma 3.2.7. The orthogonal complement S⊥∅ admits a basis C∅ ⊂ Rk+ ∩ Zk.
3.2.2. Proof of Lemma 3.2.7. It suffices to show that
(3.2.8) there exists c = (c1, . . . , ck) ∈ Rk+ ∩ S⊥∅ .
To see this suppose that such a c is given. Since S⊥∅ ∩ Qk is dense in S⊥∅ ⊂ Rk, we may
assume c ∈ Qk. Again, clearing denominators we may assume that c ∈ Zk. Without loss of
generality we may suppose that the first basis element c1 ∈ C∅ is c. There exists 0 ≤ n ∈ Z
so that cj + nc ∈ Rk+ for 2 ≤ j ≤ s. This yields a basis {c1, c2 + nc, . . . , cs + nc} of S⊥∅
lying in Rk+ ∩ Zk, and establishes Lemma 3.2.7.
The assertion (3.2.8) is a consequence of the following two lemmas.
Lemma 3.2.9. Fix a linear subspace S ⊂ Rk and let S⊥ be the orthogonal complement with
respect to the standard inner product on Rk. There is a unique subset K of {1, . . . , k} for
which there exist
v = (v1, . . . , vk) ∈ Rk+ ∩ S with vi > 0 if and only if i ∈ K ,
v˜ = (v˜1, . . . , v˜k) ∈ Rk+ ∩ S⊥ with v˜i > 0 if and only if i ∈ Kc .
Lemma 3.2.10. The intersection Rk+ ∩ S∅ is trivial.
Proof. Given I ⊂ {1, . . . , k}, let
σI := {
∑
i∈I
aiNi | 0 < ai}
denote the associated cone. The independence of the weight filtration W (N) on the choice
of N ∈ σI yields the lemma. 
The proof of Lemma 3.2.9 is a consequence of the following result from classical linear
programming.
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Farkas Alternative Lemma 3.2.11. Given a real r × k matrix A and b ∈ Rr, of the
following two problems exactly one has a solution:
(i) there exists x ∈ Rk+ such that Ax = b; or
(ii) there exists y ∈ Rr such that At y ∈ Rk+ and yt b < 0.
Proof of Lemma 3.2.9. Fix an orthonormal basis {e1, . . . , ek} of Rk, and let {µ1, . . . , µs} ⊂
Rk be any basis of S⊥. Regard the µa as row vectors of length k; fix 1 ≤ i ≤ k and define
an (s+ 1)× k matrix
Ai :=

µ1
...
µs
ei
 .
Set b = (0, . . . , 0, 1) ∈ Rs+1. According to Lemma 3.2.11 either
(a) there exists xi = (xi,1, . . . , xi,k) ∈ Rk+ ∩ S so that xi,i = 1,
or
(b) there exists y = (y1, . . . , ys+1) ∈ Rs+1 so that x˜i = (x˜i,1, . . . , x˜i,k) :=
∑s
a=1 yaµa ∈
Rk+ ∩ S⊥ and x˜i,i > 0.
Define K := {i | (a) holds}. Then the complement Kc = {i | (b) holds}. Define
v :=
∑
i∈K
xi ∈ S ∩ Rk+ ,
v˜ :=
∑
i∈Kc
x˜i ∈ S⊥ ∩ Rk+ .
Then 0 = 〈v, v˜〉 implies that vi > 0 if and only if i ∈ K, and v˜i > 0 if and only if i ∈ Kc.
It remains to establish uniqueness. If K and K ′ both satisfy the conditions in the
lemma, then we have quartets {v, v˜;K,Kc} and {v′, v˜′;K ′, (K ′)c}. If K ∩ (K ′)c 6= ∅, then
〈v, v˜′〉 > 0 contradicting v ∈ S, v˜′ ∈ S⊥. Therefore K ∩ (K ′)c = ∅. Likewise, Kc ∩K ′ = ∅.
Whence uniqueness. 
3.2.3. Induced nilpotent orbits on strata. For each index set I ⊂ {1, . . . , k} recall the stratum
(3.1.6) in the natural stratification of ∆k. For example, ∆∗∅ = (∆
∗)k, and ∆∗{1,...,k} = 0 ∈ ∆k.
More generally, I ⊂ I ′ implies
∆∗I′ ⊂ ∆I := {t ∈ ∆k | ti = 0 , ∀ i ∈ I} .
Let
(3.2.12) ΦU,I : ∆
∗
I → ΓU,I\DI .
be the analog of (2.1.6) for the degeneration of ΦU(t) as tI → 0. To be explicit, let tI be
the restriction of the coordinates t on ∆k to ∆∗I (so that t
i
I = 0 if and only if i ∈ I). The
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flag
∑
j 6∈I exp(`(tj)Nj)F0 determines a Hodge structure
(3.2.13) Φ˜U,I,a(tI) = exp
∑
j 6∈I
`(tj)N
I
a,j
 · Fa
on Gr
W (NI)
a that is polarized by (2.1.5). Here N Ia,j : Gr
W (NI)
a → GrW (NI)a is the endo-
morphism induced by Nj ; and, if DI,a is the period domain that Φ˜I,a takes value in, then
Fa ∈ DˇI,a. In particular, Φ˜I,a is a nilpotent orbit on DI,a. Finally, DI =
∏
aDI,a and
Φ˜U,I = (Φ˜U,I,a)a is a lift of (3.2.12). Write
(3.2.14) Φ˜U,I(tI) = exp
∑
j 6∈I
`(tj)N
I
j
 · FI
Note that ΦU = Φ∅.
3.2.4. Fibres of ΦU,I . We develop a characterization of the connected components of the
ΦU,I–fibres by monomial maps: this section generalizes the results of §§3.2.1–3.2.2, and this
material will be used to construct the monomial map in §3.2.6.
We leave it to the reader to verify the following analogue of Lemma 3.2.2 for the map
(3.2.12).
Lemma 3.2.15. The vector v(t) =
∑
j∈Ic ajtj∂/∂tj on ∆
∗
I is tangent to the ΦU,I–fibre
through tI = (tj)j∈Ic ∈ ∆∗I if and only if
∑
j∈Ic ajNj ∈ W−1(adNI).
We note that both sums in Lemma 3.2.15 may be taken over all j ∈ {1, . . . , k}: in the first
sum we have ti = 0 on ∆
∗
I for i ∈ I; and in the second sum Ni ∈W−2(adNI) ⊂W−1(adNI).
Define
SI :=
{
a = (ai) ∈ Rk :
∑
aiNi ∈W−1(adNI)
}
.
Remark 3.2.16. The analog of Remark 3.2.4 holds: the set of connected components of
the ΦU,I–fibres are the maximal, connected integral manifolds of the Frobenius distribution
spanned by the
∑
aiti∂i, with (ai) ∈ SI .
Since the Ni commute, (2.1.7) yields σI ⊂W−2(NI) ⊂W−1(NI). So{
(ai) ∈ Rk
∣∣∣ ai > 0 , ∀ i ∈ I ; aj = 0 , ∀ j 6∈ I} ⊂ SI ;
therefore {
(ai) ∈ Rk
∣∣∣ aj = 0 , ∀ j 6∈ I} ⊂ SI .
Let
(3.2.17) S⊥I ⊂
{
(ci) ∈ Rk
∣∣∣ ci = 0 , ∀ i ∈ I}
denote the orthogonal complement of SI with respect to the standard inner product on Rk.
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Example. The containment Ni ∈W−2(σ{1,...,k}) ⊂W−1(σ{1,...,k}), for all i, implies
S{1,...,k} = Rk and S⊥{1,...,k} = 0 .
Let KI ⊂ {1, . . . , k} be the subset associated to SI by Lemma 3.2.9. The containment
(3.2.17) implies
(3.2.18) I ⊂ KI .
Example. From Lemma 3.2.10 we see that K∅ = ∅.
Define
Rk+,I := {(x1, . . . , xk) ∈ Rk | xi = 0 , ∀ i ∈ I ; xi > 0 , ∀ i 6∈ KI} ,
so that
(3.2.19) Rk+,I := {(x1, . . . , xk) ∈ Rk | xi = 0 , ∀ i ∈ I ; xi ≥ 0 , ∀ i 6∈ KI} .
The following lemma is an analog of Lemma 3.2.7.
Lemma 3.2.20. The vector space S⊥I admits a basis CI ⊂ Zk ∩ Rk+,I .
The proof (which is a straightforward generalization of that establishing Lemma 3.2.7) is
left to the reader.
Remark 3.2.21. Note that, Rk+,I ⊂ Rk+ if and only if I = KI . In particular, Lemma 3.2.20
alone does not suffice to ensure that we can choose a basis CI so that the monomials
{tc | c ∈ CI} have nonnegative exponents. That such choice is possible will follow from
Corollary 3.2.31, cf. (3.2.32).
Define a monomial map
(3.2.22) µI : ∆
∗
I → C|CI | by µI(t) := (tc)c∈CI .
We have the following analog of Proposition 3.2.5.
Proposition 3.2.23. The set of connected components of µI–fibres is precisely the set of
connected components of ΦU,I–fibres.
The proof (which is a straightforward generalization of that establishing Proposition 3.2.5)
is left to the reader.
3.2.5. Compatibility.
Lemma 3.2.24. If I ⊂ I ′, then SI ⊆ SI′. In particular, S⊥I′ ⊂ S⊥I .
Remark 3.2.25. It is a consequence of this lemma and Proposition 3.2.23, that the monomials
{tc | c ∈ S⊥I′} are locally constant on the ΦU,I–fibres.
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Proof. We follow the notation of §2.1.3. Suppose (a1, . . . , ak) ∈ SI . Set N˜ =
∑
aiNi ∈
W−1(adNI). Because the Ni’s commute, it is immediate that
(3.2.26) N˜ ∈ W0(adNI) ∩ W0(adNI′) (2.1.9)=
⊕
i ≤ 0
i+ j ≤ 0
gi,j .
Write N˜ =
∑
i,j N˜i,j with N˜i,j ∈ gi,j . The hypothesis N˜ ∈W−1(adNI) implies
(3.2.27) N˜0,j = 0 for all j .
We want to prove N˜ ∈W−1(adNI′); equivalently, N˜i,j = 0 for all i+ j = 0. Given (3.2.26),
this is equivalent to showing that
(3.2.28) N˜i,−i = 0 for all i ≤ 0 .
We will argue by induction on i. As noted in (3.2.27), (3.2.28) holds for i = 0. Fix io < 0
and suppose (3.2.28) holds for io < i ≤ 0; we will show (3.2.28) holds for i = io. This will
complete the induction and the proof of the lemma.
Since the Nj all commute, we have adNI′(N˜) = [NI′ , N˜ ] = 0. The inductive hypothesis,
the Jacobi identity (2.1.15), and the identifications (2.1.12) and (2.1.16) imply N˜io,−io lies
in the kernel of adIio NI′ . Since this kernel lies in W0(ad
I
io NI′), it follows from (2.1.13) that
N˜io,−io = 0; that is, (3.2.28) holds for i = io. 
Conversely, suppose that c = (c1, . . . , ck) ∈ S⊥I . If I ⊂ I ′ but I ( I ′ ∩ KI , then (as
noted in Remark 3.2.21) a priori we may have j ∈ I ′ with cj < 0. In this case, the monomial
tc will not restrict to ∆∗I′ . In particular the monomial map µI of (3.2.22) may not extend
to all of ∆k. The following lemma is the key to showing that this situation can be avoided,
cf. (3.2.32).
Lemma 3.2.29. If I ⊂ I ′ ⊂ KI , then SI = SI′.
Proof. By the defining property of KI there exist ai > 0, i ∈ KI , so that
(3.2.30a)
∑
i∈KI
aiNi ∈ W−1(adNI) .
Then Remark 2.1.14 yields
(3.2.30b) W (NI) = W (NKI ) .
So SI = SKI . Lemma 3.2.24 completes the proof. 
Corollary 3.2.31. (a) If I ⊂ I ′ ⊂ KI , then KI = KI′.
(b) SI = SKI and KKI = KI .
There are a number of significant implications of the corollary: First, it enables us to choose
the bases CI in Lemma 3.2.20 so that
(3.2.32) CI = CKI ⊂ Zk ∩ Rk+,KI ⊂ Zk ∩ Rk+ .
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(This addresses the point raised in Remark 3.2.21.) As a consequence,
(3.2.33) the monomial map µI of (3.2.22) extends to ∆
k.
Second, and recalling (3.2.30), the corollary implies that DI ' DKI , and we may regard
(3.2.12) as a map
(3.2.34) ΦU,I : ∆
∗
I → ΓU,KI\DKI .
Let
KU := {KI | I ⊂ {1, . . . , k}}
be the collection of all subsets K ⊂ {1, . . . , k} of the form K = KI for some I ⊂ {1, . . . , k}.
Given K ∈ KU, recall the definitions (3.1.8) and (3.1.9). We have the following analog of
Proposition 3.2.23.
Proposition 3.2.35. Given K ∈ KU, the set of connected components of Φ?U,K–fibres is
precisely the set of connected components of the fibres of the monomial map
µK : ∆
?
K → C|CK | sending t 7→ (tc)c∈CK .
Proof. This follows from Proposition 3.2.23, (3.2.32), (3.2.30) (which implies that Nj ∈
W−2(NI) ⊂ W−1(Ni), for all j ∈ K = KI , so that N Ia,j = 0 for all a) and (3.2.13). Details
are left to the reader. 
3.2.6. Definition of the monomial map. We are now ready to define the monomial map
µ : ∆k → Cm. Define
C =
⋃
K∈KU
CK .
Set m = |C| and write C = {c1, . . . , cm}. Define the monomial map
(3.2.36a) µ = (µK)K∈KU : ∆
k → Cm
of (??) by
(3.2.36b) µ(t) = (tc1 , . . . , tcm) ∈ Cm .
Remark 3.2.37. The basic idea behind the monomial maps is that in the case of nilpotent
orbits the period map is determined by a morphism of groups, in particular algebraic mor-
phisms. Thus, viewing the punctured disks ∆∗K as open subsets in the tori (C∗)K
c
, the
period map will be given by a monomial map (again in the nilpotent orbit case), and the
images will be included in the image tori. The relative weight filtration property allows us to
glue these image tori in a consistent way. Thus, in this situation, (locally) the compactified
period map is nothing but a map of toric varieties.
Proposition 3.2.35 asserts that the monomial map µ distinguishes the (connected com-
ponents) of the fibres of Φ?U,K . The monomial map also distinguishes the distinct ∆
?
K , in
the following sense.
Lemma 3.2.38. If K 6= K ′ ∈ KU, then µ(∆?K) ∩ µ(∆?K′) = ∅.
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Proof. The monomials tc of µK will vanish on ∆
∗
J if and only if J 6⊂ K (equivalently,
Kc ∩ J 6= ∅). And if J ⊂ K, then tc is nonconstant (unless K = {1, . . . , k}) and nowhere
vanishing on ∆∗J . So to prove the lemma, it suffices to show that if KI = K and KJ = K
′,
then either J 6⊂ KI or I 6⊂ KJ . Suppose the converse holds: both J ⊂ KI and I ⊂ KJ .
Then Lemma 3.2.24 and Corollary 3.2.31(b) imply SJ ⊂ SK = SI and SI ⊂ SK′ = SJ ; that
is, SJ = SI , forcing KI = KJ , a contradiction. 
3.2.7. Completion of ΦU. Given K ∈ KU, recall (3.1.11), (3.1.12), and (3.1.13). Let
∆k Sµ Cmµ
◦ µ[
be the Stein factorization of the monomial map µ. Then Proposition 3.2.35 and Lemma
3.2.38 imply the set of Φ◦U–fibres is precisely the set of µ
◦–fibres. This establishes
Theorem 3.2.39 (Local completion of nilpotent orbit). There is a canonical identification
M˜U ' Sµ as sets, under which Φ◦U = τ ◦. This gives M˜U the structure of a toric variety,
and Φ◦U is holomorphic with respect to this structure.
3.3. Example. We will illustrate, with our “favorite example”, how one might anticipate
Theorem 3.2.39. Let Mg denote the Deligne-Mumford compactification of the moduli of
genus g curves. The maximal degeneration in M2 of a genus 2 curve is the nodal curve
consisting of two components meeting in 3 points (aka as the $ curve)
Fix a neighborhood U ' ∆3 of this curve in M2. We will (i) describe the corresponding
nilpotent orbit, and (ii) illustrate how the above proof works in this case. The picture is
 
 
t1
t2.
t3
The maximally degenerate curve corresponding to the origin is the $ curve above, the curves
on the axes outside the origin will be
,
COMPLETION OF PERIOD MAPPINGS 25
those on the 2-planes outside the axes will be
and those in the interior will be smooth. We will see, by inspection of this example and
without reference to the theory developed in §3.2, that the monomial mapping characterizing
the (connected components) of the fibres of the VHS ΦU,I is
9
∆3 C4
(t1, t2, t3) (t1t2, t1t3, t2t3, t1t2t3) .
µ
We note that
(1) The axes all map to a point.
The curves on the axes have moduli; their normalizations are (P1, 4 points) and the cross
ratio of the 4 points gives the modulus. But this parameter is in the extension data of the
limiting mixed Hodge structure and it disappears when we pass to the associated graded.
(2) The level sets on the faces are parabolas t1t2 = c, etc.
The curves on the faces have two moduli; their normalizations are (E, 2 points) where E
is an elliptic curve. The 2 points are in the extension data of the limiting mixed Hodge
structure; the associated graded is the Hodge structure of E. Note that as c→ 0 the level
sets tend to the two axes; this is the compatibility result (§3.2.5) in this case.
For the computation, we may choose a symplectic basis for V = Z4 with the standard
alternating form so that
Ni =
(
0 Si
0 0
)
where
S1 =
(
1 0
0 0
)
, S2 =
(
0 0
0 1
)
, S3 =
(
1 1
1 1
)
.
9The alert reader will notice that, while it carries the same information, this monomial map is not the
same as that constructed in §3.2. Specifically, that section yields the following:
• Since the Ni are linearly independent, we have S∅ = 0, so that S⊥∅ = R3. This would contribute three
monomials of the form (say) t1t2t3, t
2
1t2t3, t1t2t
2
3.
• For I = {1}, we have N1, N2 − N3 ∈ W−1(adNI) and SI = span{(1, 0, 0), (0, 1,−1)}, so that S⊥I =
span{(0, 1, 1)}. This contributes the monomial t2t3.
• For I = {1, 2}, we have N1, N2, N3 ∈ W−1(adNI), so that SI = R3 and S⊥I = 0. This contributes no
monomials.
So that µ(t) = (t1t2, t2t3, t3t1, t1t2t3, t
2
1t2t3, t1t2t
2
3) ∈ C6.
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For example we may take for the vanishing cycles δ1, δ2, δ3 giving rise to the Picard-Lefschetz
transformations corresponding to the Ni to be those in the picture
δ2
δ3 .
δ1
Here the standard basis for Z4 is e1, e2, f1, f2, where ei corresponds to δi for i = 1, 2 and fi
is the dual 1-cycle to δi. The period matrix for the nilpotent orbit is
1 0
0 1
`(t1t3) `(t3)
`(t3) `(t2t3)
 .
The Ni are linearly independent so that the period mapping has no positive dimensional
fibres in (∆∗)3. On the face corresponding to t1 = 0 which corresponds to the monodromy
logarithm N1, we have e1 ∈W1(N1), f1 ∈W−1(N1) and e2, f2 ∈W0(N1). Thus W−1(adN1)
takes e1 → Zf2 and e2 → Zf1. And so it is the set of endomorphisms
(
0 S
0 0
) ∈ End(V )
where S = ( 0 ∗∗ 0 ) . This gives N3 − N2 − N1 ∈ W−1(adN1) and the monomial constant on
the fibres is t2t3.
As a final comment we note that
(3) The image of the monomial mapping ∆3 → C4 lies in the toroidal algebraic variety
z24 = z1z2z3.
As one sees from the construction of (3.2.36), this is a general feature of monomial mappings
associated to nilpotent orbits.
3.4. Step 1.b: local construction for arbitrary VHS. We now consider the general
case, dropping our assumption that the function F (t, w) in (2.1.2) is constant.
3.4.1. Fibres of ΦU. Shrinking the neighborhood U ' ∆r if necessary, there exists a canon-
ical choice of holomorphic map X : ∆r → gC so that
(3.4.1) F (t, w) = exp(X(t, w)) · F (0) .
The map X is determined as follows. (See [Cat14] for further discussion.) The pair
(W (N), F (0)), where N := N1 + · · ·+Nk is the sum of the logarithms of the local unipotent
monodromies about b0, is a MHS. Let gC = ⊕gp,q be the Deligne splitting, and define
gp,• :=
⊕
q
gp,q , n := g<0,• =
⊕
p<0
gp,• and p := g≥0,• =
⊕
p≥0
gp,• .
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Then gC = p ⊕ n, p is the Lie algebra of the stabilizer of F (0) in GC, and n is a nilpotent
Lie algebra. Consequently, there exists a unique holomorphic map
X : ∆r → n
such that X(0) = 0 and (3.4.1) holds. Define holomorphic
X−p : ∆r → g−p,•
by X(t, w) = X−1(t, w) +X−2(t, w) + · · · . Horizontality of (3.4.1) implies that:
(i) The subspace E(t, w) ⊂ g−1 spanned by {Ni + 2pi√−1ti∂tiX−1(t, w) | 1 ≤ i ≤ k} ∪
{∂wjX−1(t, w) | 1 ≤ j ≤ `} is abelian. In particular, X(tI , w), with tI ∈ ∆∗I , commutes
with {Ni | i ∈ I}.
(ii) The functions X−p(t, w), with p ≥ 2, are functions of ∑ki=1 `(ti)Ni + X−1(t, w). In
particular, X−p(t, w) is constant for all p ≥ 2 if and only if ∑ki=1 `(ti)Ni +X−1(t, w)
is constant.
The second implies that the vector field
v(t, w) :=
k∑
i=1
aiti∂ti +
∑`
j=1
bj∂wj ,
on U ' (∆∗)k ×∆` is tangent to the ΦU–fibre through (t, w) if and only if
(3.4.2)
0 = d
(
k∑
i=1
`(ti)Ni + X
−1(t, w)
)
(v(t, w))
=
1
2pi
√−1
k∑
i=1
aiNi + v(t, w)X
−1(t, w) .
A change of variable will allow us to decouple this equation into two, one involving the Ni,
and the second terms independent of the Ni; cf. (3.4.4).
3.4.2. Change of coordinates. Let s = dimσI ≤ k, and write I = {i1, . . . , ik} so that
{Ni1 , . . . , Nis} is a maximal set of linearly independent vectors in {Ni | i ∈ I}. It will
simplify notation, and cause no loss of generality, to assume ij = j, for all 1 ≤ j ≤ k.
Fix a basis {N1, . . . , Ns , ξ1, . . . , ξt} of g−1,•, and define holomorphic functions fα(t, w) and
gβ(t, w) by
X−1(t, w) =
s∑
α=1
fα(t, w)Nα +
t∑
β=1
gβ(t, w) ξβ .
Now consider the coordinates (τ, w) on ∆k ×∆` given by
τi := exp(2pi
√−1 fi(t, w)) ti , ∀ 1 ≤ i ≤ s ,
τi := ti , ∀ s+ 1 ≤ i ≤ k .
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Then
`(τi) := fi(t, w) + `(ti) , ∀ 1 ≤ i ≤ s ,
`(τi) := `(ti) , ∀ s+ 1 ≤ i ≤ k ,
so that
(3.4.3)
k∑
i=1
`(ti)Ni + X
−1(t, w) =
k∑
i=1
`(τi)Ni + X˜
−1(τ, w) , where
X˜−1(τ, w) :=
t∑
β=1
gβ(τ, w) ξβ , with gβ(τ, w) = gβ(t(τ), w) .
Notice that X˜−1(τ, w) is linearly independent of span{N1, . . . , Nk} whenever X˜−1(τ, w) 6= 0.
The new coordinates have the properties:
(i) The sets ∆∗I = {ti = 0 , i ∈ I ; tj 6= 0 , j 6∈ I} and ∆˜∗I := {τi = 0 , i ∈ I ; τj 6= 0 , j 6∈ I}
agree.
(ii) There exists a holomorphic map X˜ : ∆r → n, with X˜(0, 0) = 0 and g−1,•–valued
component equal to X˜−1(τ, w), so that the expression for (2.1.2) in the coordinates
(τ, w) is
ΦU(`(τ), w) = exp
(
k∑
i=1
`(τi)Ni
)
· F˜ (τ, w) ,
with F˜ (τ, w) = exp(X˜(τ, w)) · F0.
Therefore, there is no loss of generality in assuming that the (τ, w) were our initial choice
of coordinates (t, w). That is, we may suppose that the coordinates (t, w) where chosen so
that fα(t, w) = 0. Then (3.4.2) holds if and only if
(3.4.4) 0 =
k∑
i=1
aiNi and 0 = v(t, w)X
−1(t, w) .
Recall the monomial map µ∅(τ) = (tc)c∈S∅ of §3.2.1, and regard (µ∅, X−1) as a map
(∆∗)k ×∆` → C|C∅| ⊕ spanC{ξ1, . . . , ξt} ⊂ C|C∅| ⊕ g−1. The discussion above yields
Proposition 3.4.5. The set of connected components of the ΦU–fibres is precisely the set
of connected components of the (µ∅, X−1)–fibres.
3.4.3. Induced nilpotent orbits on strata. Now suppose that I ⊂ {1, . . . , k}. Let tI =
(t1, . . . , tk) ∈ ∆∗I (that is, ti = 0 if and only if i ∈ I). Recalling (2.1.2), the induced
VHS (2.1.6)
(3.4.6a) ΦU,I : ∆
∗
I ×∆` ⊂ ∆k ×∆` → ΓU,I\DI
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is given by
(3.4.6b) ΦU,I(tI , w) = exp
∑
j 6∈I
`(tj)N
I
j
 · FI(tI , w) ,
where (as discussed in §§2.1.1–2.1.2) the flag FI(tI , w) ∈ DˇI is induced by F (tI , w) =
exp(X(tI , w)) · F (0) ∈ Dˇ, and N Ij : GrW (NI)a → GrW (NI)a is the endomorphism induced by
Nj ∈ W0(adNI), j 6∈ I. As in §3.4.1, we have FI(tI , w) = exp(XI(tI , w)) · FI(0), where
the holomorphic, Lie algebra valued XI(tI , w) is a “quotient” of X(tI , w) that is defined
as follows. From (2.1.7) and §3.4.1(i) we see that X(tI , w) ∈ W0(adNI). Consequently,
X(tI , w) induces XI,a(tI , w) : Gr
W (NI)
a → GrW (NI)a . Write XI(tI , w) = (XI,a(tI , w)). More-
over, the fact that X(tI , w) commutes with the Ni, i ∈ I, implies that XI(tI , w) preserves
the primitive subspaces (2.1.4), and is an infinitesimal isometry of the polarization (2.1.5).
Consequently, exp(XI(tI , w)) is an automorphism of the (product of) period domain(s) DI .
Let X−1I (tI , w) : Gr
W (NI)
a → GrW (NI)a be the endomorphism induced by X−1(tI , w).
Given K ∈ KU define
νK(tI , w) := (X
−1
I (tI , w))K=KI .
We leave it an exercise for the reader to show that the argument of §3.4.1 may be adapted
(in a straightforward manner) to prove:
Proposition 3.4.7. Given K ∈ KU, the set of connected components of the Φ?U,K–fibres is
precisely the set of connected components of the (µK ,νK)–fibres.
3.4.4. Completion of ΦU. Given K ∈ KU, , recall (3.1.11), (3.1.12), and (3.1.13). Define
ν := (νK)K∈KU ,
and set
τ := (µ,ν) .
Let
∆r Sτ τ (∆r)τ
◦ τ [
be the Stein factorization of τ . Then Proposition 3.4.7 and Lemma 3.2.38 imply the set of
Φ◦U–fibres is precisely the set of τ
◦–fibres. This establishes
Theorem 3.4.8 (Local completion of VHS). There is a canonical identification M˜U ' Sµ
as sets, under which Φ◦U = τ
◦. This gives M˜U (and then MU) the structure of a complex
analytic variety, and Φ◦U is holomorphic with respect to this structure.
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3.5. Step 2: global construction. Recall the notations/definitions of §3.1. We have a
commutative diagram
(3.5.1)
U M˜U MU
B M˜ M .
Φ◦
U
Φ[
U
ρ
Φ◦
Φe
Φ[
The surjection ρ : MU →M is given by passing from the quotient by the local monodromy
to the quotient by the full monodromy. Specifically, when restricted to strata U ∩ Z?K =
∆?K ×∆`, the diagram (3.5.1) becomes
U ∩ Z?K M˜U,K MU ΓU,K\DK
Z?K M˜K MK ΓK\DK .
Φ◦
U,K
Φ?
U,K
Φ[
U,K
ρK
⊂
Φ◦K
Φ?K
Φ[K ⊂
with ρK : ΓU,K\DK → ΓK\DK the obvious projection. We have seen that M˜U has the
the structure of a complex analytic variety (Theorem 3.4.8). We claim that M˜U is a local
coordinate chart for Φe(U) ⊂M in the sense that the fibres of ρ◦Φ[U are finite. Equivalently,
it suffices to show that the fibres of ρK ◦Φ[U,K are finite. We will prove this for K = ∅; the
argument will obviously apply to all strata. For K = ∅ the diagram is
U M˜U,∅ MU ΓU\D
B M˜∅ M Γ\D .
Φ◦
U,∅
ΦU
Φ[
U,∅
ρ∅
⊂
Φ◦∅
Φ
Φ[∅ ⊂
Proposition 3.5.2. The fibres of ρ∅ ◦ Φ[U,∅ : M˜U,∅ →M are finite.
We shall derive this proposition in §3.5.1 as a consequence of Cattani–Deligne–Kaplan’s
result on the algebraicity of Hodge loci.
3.5.1. Cattani–Deligne–Kaplan. We consider the global VHS given by the product
(3.5.3) Φ× Φ : B ×B → (Γ\D)× (Γ\D) .
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In terms of local systems (Remark 1.3.5), we think of Φ as given by a local system VZ → B
with V = VZ⊗Q satisfying the usual conditions, and using the bilinear form Q we identify
the fibre Vb1  Vb2 over (b1, b2) ∈ B × B with Hom(Vb1 ,Vb2). The condition to have a
morphism of Hodge structures
ζ : Vb1 → Vb2
preserving the integral structure is then equivalent to having an integral Hodge class ζ ∈
Hom(VZ,b1 ,VZ,b2). The condition that under parallel transport ζ remain a Hodge class in
a neighborhood of (b1, b2) in B×B defines a local analytic subvariety in the neighborhood.
Cattani, Deligne and Kaplan’s result on the algebraicity of Hodge loci [CDK95, Theorem
1.1]10 has the following immediate consequence:
Theorem 3.5.4 (Cattani–Deligne–Kaplan). The locus Hc := {(b1, b2) ∈ B × B | ∃ an
integral Hodge class ζ ∈ Hom(VZ,b1 ,VZ,b2) with Hodge length ‖ζ‖ ≤ c} is a global algebraic
subvariety in B ×B.
By a determination V ' VZ we mean an identification of V with VZ up to the action of
the global monodromy group Γ ⊂ Aut(VZ, Q).11
Corollary 3.5.5. The locus I := {(b1, b2) ∈ B × B | ∃ ξ ∈ Hom(VZ,b1 ,VZ,b2) such that ∃
determinations VZ,b1 ' VZ,VZ,b2 ' VZ with respect to which ξ is the identity} is a global
algebraic subvariety in B ×B.
Proof of Corollary 3.5.5. Let ‖id‖ denote the Hodge length of the identity id : VZ → VZ.
Then I is a subvariety of H‖id‖ and the corollary follows from Theorem 3.5.4. 
Proof of Proposition 3.5.2. Let Ui ' (∆∗)ki×∆`i , i = 1, 2, be two neighborhoods at infinity
in B, and let ΦUi : Ui → ΓUi\D be the local variations of Hodge structure (2.1.2). Then
the restriction of (3.5.3) to U1 × U2 factors
U1 × U2 (ΓU1\D)× (ΓU2\D) (Γ\D)× (Γ\D) .
ΦU1×ΦU2
(Φ×Φ)|U1×U2
ρ∅×ρ∅
Recall the Stein factorization ΦUi = Φ
[
Ui,∅ ◦ Φ◦Ui,∅. This gives us a factorization
(Φ× Φ)|U1×U2 = (ρ∅ × ρ∅) ◦ (Φ[U1,∅ × Φ[U2,∅) ◦ (Φ◦U1,∅ × Φ◦U2,∅) .
The fibres of Φ◦
U1,∅ × Φ◦U2,∅ are connected, while the fibres of (ρ∅ × ρ∅) ◦ (Φ[U1,∅ × Φ[U2,∅)
are discrete. We wish to see that these discrete fibres are finite over the diagonal Γ\D ↪→
Γ\D × Γ\D. If we define
R := {(b1, b2) ∈ B ×B | Φ(b1) = Φ(b2)} ,
10See also [CK14] for a clear summary and discussion.
11The issue of whether or not Γ is an arithmetic group does not enter (so that e.g. Γ could be a thin
matrix group).
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then this is equivalent to showing that R∩ (U1 ×U2) consists of only finitely many compo-
nents.
(i) If Γ = Aut(VZ, Q), then R = I and the desired result follows from Corollary 3.5.5.
However, if Γ ( Aut(VZ, Q), then we have only R ⊂ I. Recall that M = Φ(B) has finite
volume [Gri70b, Theorem 9.6]. This implies that
(ii) the fibres of the projection of M = Φ(B) ⊂ Γ\D to Aut(VZ, Q)\D are finite.
The proposition now follows from (i) and (ii). 
Remark 3.5.6. It is instructive to review the essential (for us) implication of Theorem 3.5.4
in the case that dimB = 1. For this we localize around a point p ∈ B\B where we have
the picture
tn
t′n
Here we identify the slit disc with the strip |Re z| < 1/2 in the upper-half-plane and
think of tn, t
′
n as being points (t˜n, t˜
′
n) in this strip with Im t˜n, Im t˜
′
n → ∞. Then Φ(tn) =
Φ(t′n) in Γ\D is equivalent to γnΦ˜(t˜n) = Φ˜(t˜′n). By restricting to the strip |Re z| < 1/2 we
have eliminated the local monodromy around the puncture. Therefore, if tn, t
′
n are infinite
sequences of points tending to the origin in ∆∗ and that are identified by Φ in Γ\D, then
we conclude that Φ is constant. What this means is that the image of ∆∗ in Γ\D cannot
look like
. . . . . . . .
(The idea in the picture is that the ’s should be approaching the origin.) A similar
argument shows that we cannot localize around two different points p, p′ in B\B to have a
picture
∆∗
tn
p p′
t′n
∆
′∗
where Φ(tn) = Φ(t
′
n) in Γ\D.
4. Curvature properties of the extended Hodge bundle: the surface case
Theorem 1.3.10 is a central ingredient in the proof of Theorem 1.3.8. We give two
proofs of Theorem 1.3.10. The first, given in this section, will be inductive on the singular
strata of the boundary divisor. Moreover, it will be restricted to the geometric case arising
from a family of varieties, one of the points being that in this situation the singularities of
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the Hodge norms are localizable and visible analytically in a way that is suggestive of the
general case. The second argument is given in §5; it provides a proof of the general result.
(Finally, Theorem 1.3.8 is proved in §6.)
Throughout this section we assume that n = 2; in particular, the Hodge bundle and
the augmented Hodge bundle coincide (Λ = Λˆ).
4.1. Currents. We begin by discussing two general properties of currents that will arise.12
On an n-dimensional complex manifold Y , we denote by Ap,qc (Y ) the compactly supported
smooth (p, q) forms. A current T of type (p, q) gives a linear function
An−p,n−qc (Y )→ C.
The currents we shall encounter will be differential (p, q) forms ψ with coefficients in the
space of locally L1 functions, and the corresponding current Tψ is given by
Tψ(α) =
∫
Y
ψ ∧ α.
The differential ∂Tψ(α) is defined as usual by
∂Tψ(β) = ±
∫
Y
ψ ∧ ∂β ,
where the sign is determined by the condition that ∂Tψ = T∂ψ when ψ is smooth. Similarly
we may define ∂Tψ and ∂∂Tψ.
For the ψ’s we shall use, we will also be able to define ∂ψ by applying the formal rules
of calculus to the coefficient functions of ψ. The equality
(4.1.1) ∂Tψ = T∂ψ
shall mean: first the coefficients ∂ψ computed formally are locally L1 functions; and secondly
that the currents satisfy (4.1.1). Similar notions hold for ∂ψ and ∂∂ψ.
Definition 4.1.2. We shall say that the current represented by a locally L1 differential form
ψ has the property NR if ∂ψ, ∂ψ, ∂∂ψ computed formally have L1 coefficients, and if (4.1.1)
holds for ∂ψ, ∂ψ and ∂∂ψ. The term “NR” is meant to suggest “no residues.”
Remark 4.1.3. The property NR implies that the currents defined by ψ, ∂ψ, ∂∂ψ have van-
ishing Lelong numbers (cf. [Dem12]).
Example 4.1.4. In C, we have ∂∂ log |z| = 0 formally, while up to a constant the equation
of currents
∂∂Tlog |z| = δ0dz ∧ dz¯
holds. On the other hand, again up to a constant,
∂∂ log (− log |z|) = dz ∧ dz¯|z|2(log |z|)2
12Cf. [Dem12] for a general account and references to the literature.
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holds both formally and in the sense of currents, so log (− log |z|) has the property NR while
log |z| does not.
In both these examples the coefficients of the derivatives computed formally are in L1;
the difference is that for log |z| we pick up a residue term in ∂∂Tlog |z|, while no such term
arises in ∂∂Tlog(− log |z|).13
For the second property we first recall that a current T on Y has a singular support
sing T ⊂ Y , defined to be the smallest closed subset such that on the complement Y \ sing T ,
the current T is represented by a smooth differential form.
Remark 4.1.5. In this work we will want to restrict singular differential forms to subman-
ifolds. Our approach here is motived by the notion the wave front set WF(T ) ⊂ T ∗Y . If
W ⊂ Y is a submanifold, then in general the restriction to W of a distribution or current
T given on Y is not defined.14 However if W ⊂ Y is a submanifold whose tangent spaces
are transverse to the wave front set in the sense that
(4.1.6) TW ⊂WF(T )⊥
then the restriction T
∣∣
W
is valid. The singular differential forms that we work with will
satisfy an analogous (and essential) restriction property.
Example 4.1.7. As an illustration of what will occur, we note as above that the currents
we shall be interested in will be constructed from locally L1-functions. It may or may not
be possible to simply restrict such a function in the usual sense and obtain a well-defined
function. As a simple example of what will be done below, on ∆×∆ with coordinates (t, w),
the current given by 1/ log 1|t| + f(w) where f(w) is smooth may be restricted to {0} ×∆
to give f(w).
4.2. Singularity structure.
Definition 4.2.1. A positive function h defined in U ∼= ∆∗k ×∆` is said to have logarithmic
singularities if it is of the form
h = P
(
log |t1|−1, . . . , log |tk|−1
)
+R
(
log |t1|−1, . . . , log |tk|−1
)
.15
Here P (x1, . . . , xk) a homogeneous polynomial whose coefficients are real, take value in
C∞(U), and are positive in the sense that
P (x1, . . . , xk) > 0 if all xi > 0 .
The polynomial R is real, has C∞(U) coefficients, and is of lower order than P in the sense
to be explained below. Finally h satisfies the following conditions:
(i) log h has the property NR;
13Note that “∂ log |z| computed formally in in L1” means that ∂ log |z| ∧ α is in L1 for any C∞ form α.
14A good discussion of this with illustrative examples and references may be found on Wikipedia.
15To be precise, the notation log |t|a indicates log(|t|a); we drop the parentheses to streamline notation.
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(ii) the current Ωh := (i/2)∂∂ log h is positive and has the property that the restriction to
∆∗I ×∆` is well-defined. (Note that the last is the analog of (4.1.6) that we require.)
Because of (i) the current Ωh is defined on ∆
k ×∆` so that (ii) makes sense.
(4.2.2)
For the remainder of this section, and for all of §4.3, we
will restrict to the case k = 1, so that U ∼= ∆∗ ×∆`.
Remark 4.2.3. This is essentially the case of 1-parameter degenerations with dependence on
holomorphic parameters. In fact, for notational simplicity, we shall also assume that ` = 1,
so that we are working in ∆∗ ×∆ with coordinates (t, w).
The functions h we shall consider will be of the form
(4.2.4) h = A(t, w)
(
log |t|−1)m(1 + B1(t, w)
log |t|−1 + · · ·+
Bm(t, w)
(log |t|−1)m
)
where A(t, w) and the Bi(t, w) are C
∞ functions on ∆×∆ and A(0, w) > 0. We note that
the expression (4.2.4) is invariant under holomorphic coordinate changes
(4.2.5)
{
t′ = tf(t, w) f(t, w) 6= 0
w′ = g(t, w) gw(0, u) 6= 0.
As will be seen below, the motivation for considering functions of this form arises from the
periods of holomorphic differentials in a degenerating family of algebraic varieties.
Proposition 4.2.6. The function (4.2.4) has logarithmic singularities.
Proof. Denoting by C the term in parentheses, since log h = logA+ log(m log |t|−1) + logC
the only issue concerns the logC term. In
∂∂ logC =
∂C
C
∧ ∂C
C
− ∂∂C
C2
we shall separately examine the singularities in each term. For the first the most singular
terms arise from:
• ∂
[
1
(log |t|−1)a
]
∧ ∂
[
1
(log |t|−1)b
]
, with a, b > 0. This is of the order
dt ∧ dt¯
|t|2 (log |t|−1)c ,
with c ≥ 4, and hence is o(PM), where
PM :=
dt ∧ dt¯
|t|2 (log |t|−1)2
is the Poincare´ metric.
• ∂
[
1
(log |t|−1)a
]
∧α, with a > 0 and α smooth (C∞). This is of the order dt|t| (log |t|−1)c ∧
β, with c ≥ 2 and β smooth, and is again o(PM).
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The terms ∂ logC and ∂ logC may be estimated by those above. For ∂∂C/C2, the most
singular terms are of the order ∂∂
[
1
(log |t|−1)a
]
∼ dt ∧ dt¯|t|2 (log |t|−1)a+2 , with a ≥ 1, which is
again o(PM).
Note that the estimates in this argument have no room to spare. 
4.3. Proof of Theorem 1.3.10 in the weight n = 2 case. We denote by
Ωh =
√−1
2 ∂∂ log h
the curvature form associated to the function h in (4.2.4). Then
(4.3.1) Ωh = m
√−1
2 A(v, w)
dt ∧ dt¯
|t|2(log |t|)2 + o(PM)
and, assuming that m > 0, it is positive with
sing Ωh = {0} ×∆.
It defines a closed, positive (1, 1) current on ∆ × ∆ (cf. [CKS86] and [Kol87]). As for
WF(Ωh), the terms in Ωh not containing a dt or dt¯ are of the form γ(log |t|)−a, where γ is
a smooth (1, 1) form and a > 0. Thus although it is not the case that WF(Ωh) = N
∗
{0}×∆/U
is the co-normal bundle of {0} ×∆ in ∆ ×∆ in the usual sense, the restriction Ωh|{0}×∆
is a well-defined smooth (1, 1) form. Indeed, the above calculation shows that to define
restriction we may use the prescription:
• In the formula for ∂∂ log h first set dt = dt¯ = 0.
• Then the limit as t→ 0 of the remaining terms exists (i.e., set 1/ log |t|−1 = 0).
The calculation in the proof of Proposition 4.2.6 gives
(4.3.2) Ωe
∣∣
{0}×∆ =
√−1
2 ∂∂ logA(0, w) .
The point in (ii) is that in what remains after (i), the term log |t|−1 only appears in the
denominator and with positive powers. We note that the above prescription is invariant
under the coordinate changes (4.2.5).
We now apply the above to a weight n = 2 variation of Hodge structure over ∆∗ ×∆.
Denote the canonically extended Hodge bundle by Fe → ∆×∆ and let σ(t, w) be a nowhere
vanishing holomorphic section of this bundle. We assume that m is maximal with σ ∈
Wn+m(N)∩ Fe, and denote by σm(w) the projection of σ(0, w) in GrW (N)n+m Fe. Then σm(w)
is a non-zero section of Gr
W (N)
n+m V ∩ Fne over {0} ×∆.
Proposition 4.3.3. The Hodge norm ‖σ(t, w)‖2 is of the form (4.2.4), and
∂∂ log ‖σ(t, w)‖2
∣∣∣
{0}×∆
= ∂∂ log ‖σm(w)‖2 .
A consequence of the proposition is the following special case of Theorem 1.3.10.
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Corollary 4.3.4. If Ωe is the Chern form of the extended Hodge line bundle Λe → ∆×∆,
and if Ω{0}×∆ is the Chern form of the gradeds to the associated variation of mixed Hodge
structure along {0} ×∆, then the restriction Ωe|{0}×∆ is defined agrees with Ω{0}×∆.
Proof of Proposition 4.3.3. We shall prove the proposition in the weight n = 2 geometric
case of a family X∗ pi−→ ∆∗ ×∆ of smooth surfaces where σ(t, w) is a section of pi∗ωX/∆∗×∆
given by a family
ψ(t, w) ∈ H0(Ω2X(t,w))
of holomorphic 2-forms along the smooth fibres X(t,w) = pi
−1(t, w). By base change and
semi-stable reduction we may assume that we have a smooth completion X
pi−→ ∆×∆ of the
family where the singular fibres X(0,w) have normal crossings. The local models are
(a) X(0,w) is smooth and the mapping pi is locally given by (x1, x2, x3, w) → (x1, w); i.e.,
t = x1;
(b) X(0,w) has a smooth double curve and the mapping pi is given by (x1, x2, x3, w) →
(x1x2, w); i.e., t = x1x2;
(c) X(0,w) has a double curve with triple points and the mapping pi is locally given by
(x1, x2, x3, w)→ (x1x2x3, w); i.e., t = x1x2x3.
By a standard property of the canonical extension, the 2-forms giving sections of pi∗ωX/∆×∆
are locally Poincare´ residues
ψ(t, w) = Res
[
g(x1, x2, x3, w)dx1 ∧ dx2 ∧ dx3
f(x1, x2, x3, w)
]
where g is holomorphic and f is given by
(a) f = x1 − t,
(b) f = x1x2 − t,
(c) f = x1x2x3 − t
in the three cases listed above. The properties of the extension ψ(0, w) to a section of
Fe → {0} ×∆ relative to the weight fibration are, for each of the cases above:
(a) The double and single residues of ψ(0, w) are zero. Then ψ(0, w) induces a non-zero
section of Gr
W (N)
2 and ψ(0, w) is a holomorphic 2-form on the desingularization X˜(0,w)
of X(0,w).
(b) The double residues of Ψ(0, w) are zero. Then ψ(0, w) ∈ W3(N) and ψ(0, w) induces
a non-zero section in Gr
W (N)
3 if the single residues of ψ(0, w) along the double curve
are non-zero; ie., if g(0, 0, 0, w) = 0 but g(x1, 0, x3, w) 6= 0.
(c) The form ψ(0, w) induces a non-zero section in Gr
W (N)
4 if, and only if, the double
residues of ψ(0, w) at the triple points are not all zero; ie., if g(0, 0, 0, w) 6= 0.
The Hodge norm is, up to a constant, the L2-norm
‖ψ(t, w)‖2 =
∫
X(t,w)
ψ(t, w) ∧ ψ(t, w)
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of the holomorphic 2-forms ψ(t, w). Then ‖ψ(t, w)‖2 has an expansion in terms of powers
of log |t|−1, and the local contributions to the expansion in each of the above cases are
respectively
(a) ‖ψ(t, w)‖2 =
∫
|g(0, x2, x3, w)|2dx2 ∧ dx¯2 ∧ dx3 ∧ dx¯3,
(b) ‖ψ(t, w)‖2 =
(∫
|g(x1, 0, 0, w)|2dx1 ∧ dx¯1
)
log |t|−1 + C(t, w),
(c) ‖ψ(t, w)‖2 = |g(0, 0, 0, w)|2(log |t|−1)2 + B1(t, w) log |t|−1 + B2(t, w),
where B1, B2, C are smooth functions. This establishes the first part of the proposition:
namely, that the Hodge norms are of the form (4.2.4).
For the second part we will discuss the above three cases. In case (a) the 2-form ψ(0, w)
is holomorphic on the desingularization X˜(0,w) and the polarizing form is just the usual one
given by
∫
X˜(0,w)
ψ(0, w) ∧ ψ(0, w).
In case (b) σ3(w) is a section of Gr
W (N)
3 (LMHS), which is a Tate twist of a variation of
Hodge structure of weight one. Geometrically, the double residues of ψ(0, w) are zero and
the single residues induce holomorphic 1-forms Resψ(0, w) on the normalization D˜w of the
double curve of X(0,w). In this case there are two potential polarizing forms
(i) Q(Nu, v) on Gr
W (N)
3 (LMHS) (Hodge-theoretic one);
(ii)
∫
D˜w
Resψ(0, w) ∧ Resψ(0, w) (algebro-geometric one).
Up to a constant these polarizations agree; in §4.4 we will prove
Proposition 4.3.5. On Gr
W (N)
3 (LMHS) the polarizing form arising from the limiting
mixed Hodge structure coincides with the natural polarizing form on sub-Hodge structures
of H1,0(D˜w). (This result holds in full generality for pi∗ωX/(∆∗)k×∆` .)
In case (c), σ4(w) is a section of Gr
W (N)
4 (LMHS), which is a family of polarized Hodge-
Tate structures along {0}×∆. The period domain is 0-dimensional and its curvature form√−1
2 ∂∂ logA(0, w), where A(0, w) = |h(w)|2 with h(w) holomorphic, is zero.16 However,
it is of interest to observe that the polarizing form on Gr
W (N)
4 (LMHS) is by definition
Q(N2u, v¯). On the other hand
h(w) =
∑
double residues of ψ(0, w) ,
where the sum is over a subset of the double residues at the triple points of X(0,w). The
identifications of the polarizing form on Gr
W (N)
4 (LMHS) with |h(w)|2 will be discussed in
§4.4. 
16More precisely, one has a family of Hodge metrics on a single Hodge structure (this one being Hodge-
Tate). This defines a Hermitian line bundle on the parameter space, and the associated curvature form is
zero.
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Proof of Corollary 4.3.4. We take a section
σ(t, w) = ψ1(t, w) ∧ · · · ∧ ψpg(t, w)
of detFe where the ψi(t, w) give a framing of the canonically extended Hodge vector bundle
Fa → ∆ × ∆ that is adapted to the weight filtration W (N) ∩ Fe. As previously noted,
that means that we filter the sections of Fe → ∆ × ∆ by their logarithmic growth along
{0} ×∆. Setting h0 = dim I0,0 and h1,0 = dim I1,0, where we recall the Ip,q are the Hodge
decomposition of Gr(LMHS) along {0} ×∆, the calculation in the proof of the proposition
gives that up to a constant
Ωe = (2h
0 + h1,0)PM + LOT
where LOT are lower order terms in the sense that that the ratio LOT/PM tends to zero as
t→ 0. Moreover the restriction Ωe|{0}×∆ of the current Ωe is defined and there it coincides
with the Chern form of the Hodge line bundle for the VHS over {0} × ∆ given by the
associated graded to the LMHS defined there.17 
Remark 4.3.6. As noted in Remark 4.2.3, the assumption ` = 1 was made only for notational
convenience. It is straightforward to see that both Proposition 4.3.3 and Corollary 4.3.4
hold for the general case w ∈ ∆`.
At this point we may complete the argument for Theorem 1.3.10 in the introduction
in the special case where we consider only the weight n = 2 case, and we restrict to
the geometric situation where the period mapping (1.1.1) arises from a projective family
X∗ → ∆∗k ×∆` of smooth algebraic surfaces.
Proof of Theorem 1.3.10 in the weight n = 2 case. Given Remark 4.2.3, Corollary 4.3.4 es-
tablishes the result for k = 1. To complete the argument we now consider the case of a
period mapping (1.1.1) for arbitrary k and `. It suffices to prove
Claim 4.3.7. The general case may be reduced to the case k = 1 by a succession of 1–
parameter degenerations.
The claim is a consequence of the several-variable SL(2) orbit theorem [CKS86]. We will
prove the claim in the case that k = 2, the argument extends in a straightforward fashion.
Recall (§2.1.2) that the nilpotent orbit approximating the degeneration limt1→0 Φ(t1, t2;w)
induces a variation of polarized Hodge structure (VPHS) Φ1(t2, w) over ∆
∗ ×∆`. Likewise
the degeneration limt1,t2→0 Φ1(t2, w) induces a VPHS Φ12(w) over ∆`. Similarly, the degen-
eration limt2→0 Φ1(t2, w) induces a VPHS Φˇ(w) over ∆`. It is a consequence of the SL(2)
orbit theorem that Φˇ(w) = Φ12(w), and this establishes the claim. 
17This required the non-vanishing of A(0, w) in (4.2.4).
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4.4. Proof of Proposition 4.3.5. We will describe the limiting mixed Hodge structure
and its polarization for a family of surfaces X
pi−→ ∆ with central fibre X = ∪i∈I Xi, with I
and ordered index set, a reduced normal crossing divisor in a smooth 3-fold X.18 The usual
notations
X [1] =
∐
i
Xi , X
[2] =
∐
i<j
Xi ∩Xj , X [3] =
∐
i<j<k
Xi ∩Xj ∩Xk
will be used for the desingularized strata of X.
4.4.1. The limiting mixed Hodge structure. The groups that appear in the complex whose
cohomology gives the associated graded to the LMHS are Ha(X [b])(−c), 0 ≤ c ≤ b−1. The
I` = Gr
W (N)
` (LMHS) =
⊕
p+q=`
Ip,q , 0 ≤ ` ≤ 4.
are the E2-terms of a spectral sequence, where the E1-terms and differential d1, E1 → E1
will now be described in dual pairs.
Letting G and R denote the Gysin and restriction maps, respectively, for Gr
W (N)
4 and
Gr
W (N)
0 we have the dual complexes
H0(X [3])(−2) H2(X [2])(−1) H4(X [1])G G(4.4.1a)
H0(X [1]) H0(X [2]) H0(X [3]) .R R(4.4.1b)
The initial and terminal cohomology groups are
I4 = I
2,2 = ker {G : H0(X [3])(−2) → H2(X [2])(−1)}(4.4.2a)
I0 = I
0,0 = coker {R : H0(X [2]) → H0(X [3])} .(4.4.2b)
Here N2 : I2,2 → I0,0 is the “identity” under the composition
kerG → H0(X [3])(−2) → H0(X [3]) → cokerR ,
where “identity” means the usual identity mapping that ignores Tate twists.
Next Gr
W (N)
2 is the cohomology in the middle of the complex
(4.4.3)
H2(X [1])
H0(X [2])(−1) H2(X [2])
H0(X [3])(−1)
R′G′
R G
18A general reference for this discussion is Chapter 11 in [PS08]. Here we will use the setting and notations
developed in [GG16].
COMPLETION OF PERIOD MAPPINGS 41
As noted in [GG16], it is a consequence of the Friedman condition for smoothability [Fri83]
that the above is actually a complex; i.e., that the composition (R′⊕G)◦ (G′⊕R) = 0. We
will explain this in more detail §4.4.3.
The monodromy maps are induced by
kerG H0(X [3])(−2) cf. (4.4.1a)
coker R ∩ kerG H0(X [3])(−1) cf. (4.4.3)
coker R H0(X [3]) cf. (4.4.1b) ,
⊂
N id
⊂
N id
⊂
and the iteration N2 is (4.4.2).
For the odd weights for GrW (N)(LMHS) the analogue of (4.4.1) is the pair of dual
complexes
H1(X [2])(−1) G−→ H3(X [1])(4.4.4a)
H1(X [2])
R−→ H1(X [2]) ,(4.4.4b)
and we have
I3 = ker (4.4.4a) and I1 = coker (4.4.4b) .
Monodromy is given by
kerG ⊂ H1(X [2])(−1) “identity”−−−−−−−−→ H1(X [2]) → cokerR .
Replacing X by Xw we then have the descriptions
◦ F 2a ∩ GrW (N)4 = I2,2 ⊂ H1(X [2]w )(−1) is represented by the double residues of forms
ψ(0, w);
◦ F 2a ∩GrW (N)3 = I2,1 ⊂ H0(Ω1X[2]w )(−1) is represented by single residues of forms ψ(0, w)
whose double residues are zero;
◦ F 2a ∩GrW (N)2 = I2,0 ⊂ H0(Ω2X[1]) is represented by the holomorphic 2-forms ψ(0, w) both
whose double and single residues vanish.
4.4.2. Polarizations. We now turn to the issue of polarizations. There are two polarizing
forms on the groups
I2,k = F 2a ∩GrW (N)2+k (LMHS), k = 2, 1.
One is the Hodge-theoretic one arising from
Q˜(u, v¯) = Q(Nku, v¯).
The other is the geometric one obtained by:
◦ First taking limits, we realize the elements in I2,k as singular differential forms on X(0,w).
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◦ Then by taking sequential residues of these forms we obtain holomorphic differentials on
the desingularized strata X
[1+k]
w of X(0,w).
◦ Finally we take the usual polarizing forms ∫ α ∧ β¯ of holomorphic forms on smooth
varieties.19
Proposition 4.3.5 asserts: The Hodge-theoretic and geometric polarizing forms coincide.
Proof of Proposition 4.3.5. We shall give the argument for this in the critical case k = 1.
The situation is this:
◦ We have a family Xt of smooth surfaces specializing to a singular surface X0 that has a
double curve D0 ⊂ X0.
◦ The ψt are holomorphic 2-forms in H0(Ω2Xt) that specialize to ψ0 ∈ H0(Ω2X˜0(D˜0)), which
is a 2-form on the normalization X˜0 of X0 having a log pole on the inverse image D˜0 of
the double curve on X0.
As we have seen (§4.3), there is an expansion
∫
Xt
ψt ∧ψt = C log
1
|t| + LOT . On the other
hand we have the 1-form Res(ψ˜0) =: ψ0 ∈ H0
(
Ω1
D˜0
)
, and the assertion is that up to a
universal constant
C =
∫
D˜0
Resψ0 ∧ Resψ0 .
By localizing along D˜0 and iterating the integral, this essentially amounts to the following
1-variable result: In C2 we consider the analytic curve Ct given by xy = t. On Ct we take
the Poincare´ residue
ϕt = Res
[
g(x, y)dx ∧ dy
xy − t
]
.
Then locally ∫
Ct
ϕt ∧ ϕ¯t = |g(0, 0)|2 log |t|−1 + LOT .

4.4.3. Friedman condition for smoothability. We conclude this section with a brief discussion
of some of how parts of [Fri83] apply to complexes constructed from an abstract normal
crossing divisor X = ∪Xi to give conditions on complexes constructed from the cohomology
group Ha(X [b])(−c) to be the E1-term of a spectral sequence whose abutment is a limiting
mixed Hodge structure. If D = qi<jDij is the double locus of X, then as in [Fri83] in
terms of X above there is defined the infinitesimal normal bundle OD(X), and a necessary
condition for the smoothability of X is
(4.4.5) OD(X) ∼= OD.
If X is smoothable to be the central fibre in X → ∆, then OD(X) = OD ⊗ OX(X). The
cohomological implications of (4.4.5) then give conditions that diagrams such as (4.4.3)
19For 0-dimensional varieties this is just the usual product of complex numbers.
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actually be complexes whose cohomology is then the associated graded to a limiting mixed
Hodge structure.20 In other words, the condition (4.4.5) is sufficient to construct as in
[PS08] the spectral sequence that would arise from X→ ∆. To keep the notation as simple
as possible we shall do the case where X = X1 ∪ X2 ∪ X3 where Xi is locally given by
xi = 0 in C3. If X is smoothable so that along the double locus the smoothing is given by
x1x2 = t, then the relation dt = x2dx1 + x1dx2 translates away from the triple points into
OD12(X1)⊗OD12(X2) ∼= OD12 .
For a smoothable triple point p given by x1x2x3 = t we have dt = x2x3dx1 + x1x3dx2 +
x1x2dx3, which at x1x2 = 0, x3 = 0 gives
OD12(X2)⊗OD12(X2)⊗OD12(p) ∼= OD12 .
From this we obtain the triple point formula
(4.4.6) D212
∣∣
X1
+D212
∣∣
X2
+ 1 = 0 ,
where D212
∣∣
Xi
is the self intersection of D12 in Xi.
We now explain how (4.4.6) enters into (4.4.3). In
H2(X [1])
H0(X [2])(−1)
H0(X [3])(−1)
G′
R
the map is
[D12]|X1 − [D12]|X2
1D12
1p ,
20This discussion may be extended to the case when X is locally a product of normal crossing divisors
(such as arise from stable nodal curves), and also to the several parameter case where X is locally a product
of normal crossing divisors such as arise in the semi-stable reduction constructed in [AK00]. The details and
applications of this will appear elsewhere.
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where [D12]
∣∣
Xi
is the class of D12 in H
2(Xi). For
H2(X [1])
H2(X [2]) = H2(X12) ⊕ H2(X13) ⊕ H2(X23)
H0(X [3])(−1)
R′
G
the maps are induced by
(4.4.7) [D12]
∣∣
X1
− [D12]
∣∣
X2
→
(
D212
∣∣
X2
+ D221
∣∣
X1
)
[X12] ⊕ (−[X13]) ⊕ (−[X23])
where as above D212
∣∣
X2
is the self-intersection of D12 in X2 and similarly for D
2
21
∣∣
X1
, and
where [Xij ] is the fundamental class of Xij . The points here are:
(a) If C is a smooth, irreducible curve on a surface Y , then the restriction H2(Y )→ H2(C)
maps the class [C] ∈ H2(Y ) of C to the self-intersection number C2 times the generator
of H2(C); this accounts for the first term in (4.4.7).
(b) If C,C ′ are smooth, irreducible curves in Y meeting a point, then H2(Y ) → H2(C ′)
maps [C] to a generator of H2(C ′); this accounts for the last two terms in (4.4.7).
Using the above to compute the maps G′, R′, G,R in (4.4.3) we may draw the conclusion
The triple point formula for each pair of components of X implies that
(4.4.3) is a complex.
Appendix to §4: Extension of the geometric argument to the general case. In
this section we discuss some of the issues are that arise in trying to extend the above
geometric argument to the case of an arbitrary VPHS.
The setting is a projective family X∗ pi−→ ∆∗k×∆` of smooth varieties X(t,w) = pi−1(t, w)
where (t, w) = (t1, . . . , tk;w1, . . . , w`) are coordinates in ∆
∗k×∆`. According to Abramovich–
Karu [AK00], after successive modifications and base changes the above family may be
completed to X
pi−→ ∆k ⊗∆`, where X is smooth and the singular fibres Xw = pi−1(0, w) are
locally a product of reduced normal crossing varieties. For the purposes of illustration we
take the case k = 2, ` = 1 of a degenerating family of surfaces. The strata of Xw together
with local coordinates on X and the mapping pi are
X [1]w (x1, x2, x3, x4) → (t1 = x3, t2 = x4),
X [2,1]w (x1, x2, x3, x4) → (t1 = x1x2, t2 = x4),
X [3,1]w (x1, x2, x3, x4) → (t1 = x1x2x3, t2 = x4),
X [2,2]w (x1, x2, x3, x4) → (t1 = x1x2, t2 = x3x4) ,
and similarly for X
[1,2]
w and X
[1,3]
w . The sections ψ(t, w) of the direct image of the relative
dualizing sheaf are locally double Poincare´ residues of 4-forms where the two functions in
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the denominator are the defining equations of the graph of pi. For example, for X
[2,2]
w
ψ(t, w) = Res Res
[
f(x1, x2, x3, x4)dx1 ∧ dx2 ∧ dx3 ∧ dx4
(x1x2 − t1)(x3x4 − t2)
]
.
The highest order terms in the expansion of the Hodge norm
‖ψ(t, w)‖2 =
∫
X(t,w)
ψ(t, w) ∧ ψ(t, w)
are of the form
A1(w)(log |t1|−1)2 + B(w) log |t1|−1 log |t2|−1 + A2(w)(log |t2|−1)2 .
The lower order terms are of the form
C1(w) log |t1|−1 + C2(w) log |t2|−1 + D(w) .
When we compute ∂∂ log ‖ψ(t, w)‖2 and set dt1 = dt¯1 = dt2 = dt¯2 = 0 it is possible that
we could be left with a term like
log |t1|−1 + log |t2|−1
log |t1|−1 log |t2|−1 , which does not have a limit as
t1, t2 → 0.21 Consequently we need some control of what can appear in ∂∂ log ‖ψ(t, w)‖2.
As we will see in §5, the several-variable SL(2) orbit theorem gives us this control.
5. Curvature properties of the extended augmented Hodge bundle
In this section we will give a proof of Theorem 1.3.10 for an arbitrary variation of Hodge
structure.
5.1. Preliminaries. Recall the notations of §1.3. Given b0 ∈ B\B, we will show that
limb→b0 Ωˆb = ΩˆI,b0 , in a suitably interpreted sense (Theorem 5.1.1). This is essentially a local
statement about b0. So we may assume that Φ is a local VHS (2.1.2) over U ' (∆∗)k ×∆`,
where U = U ∩ B with U ' ∆r = ∆k ×∆` 3 (t, w) a local coordinate chart on B centered
at b0. Suppose that b0 ∈ Z∗I , and let ΦI denote the induced (local) VHS (3.4.6) over
U∩Z∗I ' ∆`. We may assume, without loss of generality, that I = {1, . . . , k}. Recall (§1.3)
our notations Fe → U for the canonically extended Hodge vector bundle, and Λˆe → ∆r
for the augmented Hodge (line) bundle. Likewise, over (∆∗)k ×∆` we have the augmented
Hodge (line) bundle ΛˆI . The bundles Λˆe, ΛˆI have metrics induced by the polarizing forms
(2.1.5),22 and we denote by Ωˆe, ΩˆI the corresponding Chern forms.
Theorem 1.3.10 may be reformulated as
Theorem 5.1.1. The curvature forms satisfy
lim
b→b0
Ωˆb ≡ ΩˆI,b0 modulo {dti, dt¯i | 1 ≤ i ≤ k} .
Implicit in the statement of the theorem is the assertion that the limit exists. Theorem
5.1.1 is a consequence of
21The term log |t1|−1 corresponds to N1, the term log |t2|−1 to N2, and log |t1|−1 + log |t2|−1 to N1 +N2.
22These metrics are nondegenerate but will generally be indefinite. (The metric on Fn is definite.)
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Theorem 5.1.2. Let Ωp and Ωp,I be the Chern forms of the line bundles detF
p and detF pI .
Then
lim
b→b0
Ωp,b ≡ Ωp,I,b0 modulo {dti, dt¯i | 1 ≤ i ≤ k} .
We will prove Theorem 5.1.2 in the case that p = n. The general argument for Theorem
5.1.2 is the same, with a change in the notations. And our main application will be to the
moduli of surfaces of general type, in which case Λˆ = Λ (and it suffices to consider p = n).
Proof of Theorem 5.1.1. This follows directly from Theorem 5.1.2 and the fact that Λˆ is
expressed as a tensor product of the powers of the detF p’s (Definition 1.3.3). 
When specialized to the case that p = n, Theorem 5.1.2 becomes
Theorem 5.1.3. Let Ω := Ωn and ΩI := Ωn,I be the Chern forms of the line bundles
Λ = detFn and ΛI = detF
n
I . Then
lim
b→b0
Ωb ≡ ΩI,b0 modulo {dti, dt¯i | 1 ≤ i ≤ k} .
The remainder of §5 is devoted to the proof of Theorem 5.1.3. In outline, the argument
proceeds as follows:
◦ After giving a coordinate reformulation of the theorem (§5.1.4), we review some proper-
ties and results that will be invoked in the proof (§5.1.5–5.1.7).
◦ The behavior of log |ti|/ log |tj | as t→ 0 determines a set of commuting horizontal SL(2)’s
that is well-suited to studying Ω as t → ∞ (§5.2). Such SL(2)’s were first utilized by
Cattani–Kaplan–Schmid in their estimates of the Hodge metric [CKS86, §5]. (The CKS
analysis assumed that ` = 0 (so that w ∈ ∆` plays no role). Those results extend to the
setting that we are interested in a straight-forward manner, as we will sketch.) Those
SL(2)’s determine a semisimple endomorphism ε(s, u;w). The property (5.2.11) of the
ε(s, u;w), and the several-variable nilpotent orbit theorem yield Lemma 5.2.17, which is
the key to showing that limt→0 Ω exists.
◦ The material in §5.2 (specifically, Lemma 5.2.17) is applied in §5.3 to prove Theorem
5.1.3.
5.1.1. Deligne’s R–split PMHS. Set
N := N1 + · · ·+Nk and W := W (N) .
Recall the notation (2.1.2) for the local variation of Hodge structure Φ(t, w) = exp
(∑
i∈I `(ti)Ni
)·
F (t, w). In general, the LMHS (W,F (0, w)) will not be R–split. It will be convenient
to work with Deligne’s associated R–split MHS (W (N), F˜w), cf. [CKS86, (2.20)]; here
F˜w = exp(−√−1 δw) · F (0, w). The element δw ∈ gR commutes with the Ni, and w 7→ δw is
a real analytic map ∆` → gR. Let
(5.1.4) VC =
⊕
I˜p,qw and gC =
⊕
g˜p,qw
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be the associated Deligne splittings. Set
n˜w :=
⊕
p < 0
q
g˜p,qw = g˜
−,•
w .
Note that
(5.1.5) gC = n˜w ⊕ p˜w ,
where p˜w is the Lie algebra of StabGC(F˜w). There exists a unique holomorphic map
X : U → n˜0
so that X(0, 0) = 0 and
(5.1.6a) Φ(t, w) = exp
(√−1 δ0 + ∑ki=1 `(ti)Ni) ζ(t, w) · F˜0 ,
where
(5.1.6b) ζ(t, w) := expX(t, w) .
See [CKS86, §5] for details. Set
ν0 := exp
(√−1 δ0 + ∑ki=1 `(ti)Ni) .
5.1.2. The metric hΛ(t, w) on Λ. Given u, v ∈ F˜n0 , u(t, w) = ν0(t)ζ(t, w) · u and v(t, w) =
ν0(t)ζ(t, w) · v are local sections of Fn → (∆∗)k × ∆`, and the Hermitian metric on the
Hodge bundle Fn → (∆∗)k ×∆` is given by
(5.1.7) hFn(u(t, w), v(t, w)) = (
√−1)nQ
(
ν0(t)ζ(t, w) · u , ν0(t)ζ(t, w) · v
)
.
If we fix a basis {va} of F˜n0 , then {va(t, w)} is a framing of Fn → U, and the metric on
Λ = detFn is
(5.1.8) hΛ(t, w) = det (hFn(va(t, w), vb(t, w))) .
5.1.3. The metric hΛI (w) on ΛI . Let X
p,q
0 denote the component of X taking value in g˜
p,q
0 .
Define XI(w) = ⊕X−p,p0 (0, w), and set
(5.1.9) ζI(w) := exp XI(w) .
Refine the basis {va} so that va ∈ I˜n,q0 for some q = q(a). Define
vI,a(w) := ζI(w) va .
Then {vI,a(w)} may be canonically identified with a framing of FnI → ∆`. The Hermitian
metric on FnI is given by
hFnI (w)ab := hF
n
I
(vI,a(w) , vI,b(w))
=
 (
√−1)n−q Q
(
vI,a(w) , N
q vI,b(w)
)
, if q = q(a) = q(b) ,
0 otherwise.
(5.1.10)
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And the metric on ΛI = detF
n
I is
(5.1.11) hΛI (w) = det
(
hFnI (vI,a(w), vI,b(w))
)
.
We will further assume that the basis {va} has been chosen so that
√−1n−q Q(N qva , vb) = δab ,
for q = q(a) = q(b). Then hFnI (w) is a block-diagonal matrix, with diagonal blocks h
q
FnI
(w) =
(hFnI (w)ab)q(a)=q(b)=q, and
hΛI (w) =
n∏
q=0
hqΛI (w) ,
where hqΛI (w) := det h
q
FnI
(w).
5.1.4. Local coordinate reformulation of Theorem 5.1.3. Comparing (5.1.8) and (5.1.11), we
see that the local coordinate formulation of Theorem 5.1.3 is
(5.1.12a) lim
t→0
∂wi∂wj log hΛ(t, w) = ∂wi∂wj log hΛI (w) ;
equivalently, given a sequence mt = (mt1, . . . ,mtk) ∈ (∆∗)k converging to 0, we wish to
show that
(5.1.12b) lim
m→∞ ∂wi∂wj log hΛ(mt, w) = ∂wi∂wj log hΛI (w) .
Writing `(tj) = zj = xj +
√−1yj , we have yj = − 1pi log |tj |. Restricting to a subsequence
if necessary (and dropping the subscript m), we may assume without loss of generality that
either yi/yj → 0, yi/yj → ∞, or yi/yj is bounded (away from both 0 and ∞). Reordering
indices if necessary, we may assume that there exists K = {k1, . . . , kρ} ⊂ {1, . . . , k} = I
so that 1 ≤ k1 < · · · < kρ = k so that ykα/ykα+1 → ∞ and yj/ykα is bounded for all
kα−1 < j < kα. In §5.2.1 we will employ a collection of commuting SL(2)’s that is well-
suited to studying the asymptotic behavior of ∂wi∂wj log hΛ(t, w) under such a sequence.
5.1.5. A simplifying property. If A(t) and B(t, w) are two real-analytic, functions, then
(5.1.13) ∂wi∂wj log(A(t)B(t, w)) = ∂wi∂wj logB(t, w) .
We will apply this in the case that A(t) and B(t, w) are the determinants of two matrix-
valued functions. For example, for the purposes of computing the right-hand side of (5.1.12),
we may replace hΛI (w) with
(5.1.14a) h′ΛI (w) := det(h
′
FnI
(w)ab) ,
where
(5.1.14b) h′FnI (w)ab :=
 Q
(
N qζI(w) va , ζI(w) vb
)
, if q = q(a) = q(b) ,
0 otherwise.
That is, (5.1.13) implies
(5.1.15) ∂wi∂wj log hΛI (w) = ∂wi∂wj log h
′
ΛI
(w) .
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5.1.6. Horizontality. Horizontality implies thatX(0, w) also commutes with theNi (cf. §3.4.1(i)).
That is, X(0, w) lies in the Lie algebra
(5.1.16) zC := {Z ∈ gC | [Z,Nj ] = 0 , ∀j} =
k⋂
j=1
ker (adNj)
of the centralizer
ZC := {g ∈ GC | AdgNi = Ni , ∀i} .
Notice that ZC is defined over Q, preserves the weight filtration W (N), and that the Lie
algebra inherits the Deligne splitting
zC =
⊕
p+q≤0
zp,qw , with z
p,q
w := zC ∩ g˜p,qw .
The function XI(w) of §5.1.3 is the component of X(0, w) taking value in
g˜0,0 :=
⊕
p+q=0
g˜p,q0 .
In particular, ζI(w) commutes with the {Nj}kj=1.
5.1.7. Relationship between the R–split F˜w. The Hodge filtrations F˜w are all congruent to
F˜0 under the action of ZR [KP16]. In particular, we may choose a real analytic function
ψ : ∆` → exp(zR) ⊂ ZR so that ψ(0) is the identity and
(5.1.17) ψ(w) · F˜w = F˜0 .23
5.2. The Cattani-Kaplan-Schmid asymptotics. Here we briefly review the necessary
results from [CKS86, §5].24
5.2.1. The CKS coordinates. Fix K = {k1, . . . , kρ} ⊂ {1, . . . , k} so that 1 ≤ k1 < · · · <
kρ = k. Define
sα := ykα/ykα+1 , for α < ρ , and sρ := yk ;
ujα := yj/ykα , for kα−1 < j < kα .
Define
Rk+ := {y = (yj) ∈ Rk | yj > 0}
Rρ+ := {s = (sα) ∈ Rρ | sα > 0}
Rk−ρ+ := {u = (ujα) ∈ Rk−ρ | ujα > 0} .
23This choice of ψ(w) is not unique. There is a unique choice of ψC : ∆
` → exp(zC ∩ n˜0) ⊂ ZC so that
ψC(0) is the identity and ψC(w) · F˜w = F˜0. Nonetheless it is better to work with the ZR–value ψ(w), because
the Hermitian metric hFn is GR–invariant, but not GC–invariant. And ultimately the argument and result
are independent of our choice.
24The arguments of [CKS86, §5] assume that ` = 0, so that the holomorphic parameter w does not play a
role. However, the proofs there (up to and including that of [CKS86, (5.14)]) all apply, in a straightforward
manner, in our more general setting to yield the assertions below.
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Let
A := (real) analytic functions of (u,w) ∈ Rk−ρ+ ×∆` ,
L := Laurent polys. in {s1/2α } with coef. in A ,
O := pullback to Hk ×∆` of the ring of holo. germs at 0 ∈ ∆r = ∆k ×∆`
via Hk → (∆∗)k ↪→ ∆k ,
L[ := polys. in s−1/2α with coef. in A ,
(O⊗ L)[ := subring of O⊗ L gen. by O, L[, and all monomials of the form
tjs
m1/2
1 · · · smρ/2ρ with mα ∈ Z and mα 6= 0 only if j ≤ iα.
We identify Rk+ with R
ρ
+ × Rk−ρ+ by y 7→ (s, u). Recall that H ⊂ C denotes the upper-half
plane. Given c > 0 define
(Rk+)Kc :=
{
y ∈ Rk+ | sα > c , 1/c < ujα < c
}
(Hk+)
K
c :=
{
z ∈ Hk | z = x+ √−1y , y ∈ (Rk+)Kc
}
(∆∗k)Kc :=
{
t ∈ (∆∗)k | `(tj) ∈ (Hk)Kc
}
.
Lemma 5.2.1 ([CKS86, (5.7)]). (a) For any c > 1, the regions (∆∗k)Kc corresponding to the
various permutations of the variables and choices of K ⊂ {1, . . . , k} cover the intersection
of (∆∗)k with a neighborhood of 0 ∈ ∆k. (b) The set (O ⊗ L)[ consists of precisely those
elements in O⊗ L that are bounded on (Hk)Kc for some (any) c.
Remark 5.2.2. The coordinates y = (s, u) are well-adapted to study the asymptotic behav-
ior of the Hodge metric and Chern form for the sequence mt of §5.1.4. Throughout the
remainder of §5, the notation
f(x, s, u;w) −ˆ→ g(x, u;w) (or f(t, w) −ˆ→ g(x, u;w))
will indicate that f(x, s, u;w) converges to g(x, u;w) as s1, . . . , sρ → ∞, and that this
convergence is uniform on compact subsets of {x ∈ Rk} × {ujα ∈ Rk−ρ+ } × {w ∈ ∆`}.
5.2.2. Commuting SL(2)’s. Define
Nα(u) := Nkα +
∑
kα−1<j<kα
ujαNj =
1
ykα
∑
kα−1<j≤kα
yjNj .
Note that
k∑
j=1
yjNj =
ρ∑
α=1
(sαsα+1 · · · sρ)Nα(u) .
Since each exp(
∑
zjNj)·F˜w is a nilpotent orbit, it follows that exp(
∑
α zkαNα(u))·F˜w is also
a nilpotent orbit. The several-variable SL(2)–orbit theorem [CKS86, (4.20)] associates to
this nilpotent orbit a collection {να : SL(2,C)→ GC}ρα=1 of commuting horizontal SL(2)’s.
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Let {Nˆα(u,w) , Yˆα(u,w) , Nˆ+α (u,w)}ρα=1 denote the να–images of the standard generators
of sl(2,R). Each of Nˆα, Yˆα and Nˆ+α are gR–valued members of A. Furthermore,
(5.2.3)
{
Nˆα(u,w) , Yˆα(u,w) , Nˆ
+
α (u,w)
}
= Ad−1ψ(w)
{
Nˆα(u, 0) , Yˆα(u, 0) , Nˆ
+
α (u, 0)
}
,
for all 1 ≤ α ≤ ρ.
Proof of (5.2.3). This is a consequence of (5.1.17) and [CKS86, (4.75)]: note that the func-
tions T = T (W,F ) and Φ = Φ(Y, F ) of [CKS86, p. 506] are GR–equivariant. 
Define
(5.2.4) Yα(u,w) :=
α∑
β=1
Yˆβ(u,w)
(5.2.3)
= Ad−1ψ(w)Y
α(u, 0) .
It follows directly from the CKS–construction that
(5.2.5) Yρ(u,w) is the element of gR acting on g˜w,` by ` ∈ Z;
in particular, Yρw := Yρ(u,w) is independent of u.
5.2.3. Eigenspace decompositions. Set
ε(y, w) = ε(s, u;w) := exp
(
1
2
∑
α
log sαY
α(u,w)
)
= Ad−1ψ(w)ε(s, u; 0) .
Recall that the eigenvalues of Yα(u,w) are integers. Both the eigenvalues and their multi-
plicities are independent of (u,w), while the eigenspaces depend real-analytically on (u,w).
If Yα(u,w) acts by the eigenvalue eα ∈ Z, then ε(s, u;w) acts by the eigenvalue
∏
α s
eα/2
α .
So ε(s, u;w) is a GR–valued function in L. Additionally Y
α(u,w) ∈ g˜0,0w,R, so that Yα(u,w)
preserves the Deligne splittings (5.1.4). Since the {Yα(u,w)}ρα=1 are commuting semisimple
endomorphisms, it follows that each
(5.2.6)
I˜p,qw decomposes into a direct sum of simultaneous
eigenspaces for the Yα(u,w), 1 ≤ α ≤ ρ.
Therefore
(5.2.7) I˜p,qw decomposes into a direct sum of ε(s, u;w)–eigenspaces.
Consequently, both ε and ε−1 preserve the Deligne splittings; in particular,
(5.2.8) ε(s, u;w) · F˜w = F˜w .
Since the {Yα(u,w)}ρα=1 are commuting semisimple endomorphisms, the Lie algebra
admits a simultaneous eigenspace decomposition
gR =
⊕
e1,...,eρ∈Z
ge1,...,eρ(u,w) ,
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with ad Yα acting on ge1,...,eρ by the scalar eα ∈ Z. In particular,
(5.2.9) Adε(s,u;w) acts on ge1,...,eρ(u,w) by the scalar
∏
α
seα/2α .
The eigenspaces ge1,...,eρ(u,w) depend real-analytically on (u,w), and (5.2.4) implies
ge1,...,eρ(u,w) = Ad
−1
ψ(w)ge1,...,eρ(u, 0) .
Recollect that the common intersection of the weight filtrations
(5.2.10) w :=
ρ⋂
α=1
W0 (ad(N1 + · · ·+Nα)) =
⊕
e1,...,eρ≥0
g−e1,...,−eρ(u,w)
is the direct sum of the eigenspaces for the nonpositive eigenvalues. Suppose that U(u,w) ∈
w depends real-analytically on (u,w). Let U ′(u,w) denote the component of U(u,w) taking
value in
g0,...,0(u,w) = {X ∈ g | [Yα(u,w), X] = 0 , ∀ α} ,
with respect to the decomposition (5.2.10). Then (5.2.9) yields
(5.2.11) ε(s, u;w) exp(U(u,w)) ε(s, u;w)−1 −ˆ→ exp(U ′(u,w)) ,
cf. Remark 5.2.2.
5.2.4. Asymptotic behavior. We will find it useful to rewrite (5.1.6) as
(5.2.12a) Φ(t, w) = ψ(w) exp(
∑
xjNj)νw(y)ξ(t, w) · F˜w ,
where
(5.2.12b)
νw(y) := exp
√−1
(
Ad−1ψ(w)δ0 +
∑k
i=1 yiNi
)
ξ(t, w) := ψ(w)−1ζ(t, w)ψ(w) = exp Ad−1ψ(w)X(t, w) .
Define
µ(s, u;w) := ε(s, u;w)ξ(0, w)ε(s, u;w)−1 .
Recall that X(0, w) = log ζ(0, w) takes value in the centralizer z = ∩j ker(adNj) of the
{Nj}kj=1 (§5.1.6). Notice that
(5.2.13) z ⊂
ρ⋂
α=1
ker (ad(N1 + · · ·+Nα)) ⊂
ρ⋂
α=1
W0 (ad(N1 + · · ·+Nα)) = w .
Let Xu(w) denote the component of X(0, w) taking value in g0,...,0(u, 0) with respect to the
decomposition gC = ⊕ ge1,...,eρ(u, 0), and set ζu(w) := exp(Xu(w)). Then (5.2.4) implies
U ′(u,w) = Ad−1ψ(w)Xu(w).
Lemma 5.2.14. Both µ and µ−1 belong to L[, and
µ(s, u;w) −ˆ→ exp Ad−1ψ(w)Xu(w) = ψ(w)−1ζu(w)ψ(w) .
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Proof. Write ξ(0, w) = exp(U(w)) with U(w) = Ad−1ψ(w)X(0, w). The lemma follows from
(5.2.11). 
Define λ = λ1 · λ2 by
λ1(t, w) := ε(s, u;w) νw(y) ε(s, u;w)
−1
λ2(t, w) := ε(s, u;w) ξ(t, w) ε(s, u;w)
−1 ,
so that
(5.2.15) Φ(t, w) = ψ(w) exp (
∑
xjNj) ε(t, w)
−1λ(t, w)ε(t, w) · F˜w .
Set
(5.2.16) N(u,w) :=
∑
α
Nˆα(u,w)
(5.2.3)
= Ad−1ψ(w)N(u, 0) .
Lemma 5.2.17 ([CKS86, §5]). Both λ and λ−1 belong to (O⊗ L)[, and
λ(t, w) −ˆ→ ψ(w)−1 exp (√−1 N(u, 0)) ζu(w)ψ(w) .
When ` = 0, the lemma is proved by Cattani–Kaplan–Schmid in [CKS86, pp. 511–512].
Their argument extends to the general case with only minor modification; we sketch the
proof here for completeness.
Proof. The proof of [CKS86, (5.12)] applies here to yield
Adε(s,u;w)Ad
−1
ψ(w)δ0 −ˆ→ 0 ,
Adε(s,u;w)
∑k
i=1 yiNi −ˆ→ N(u,w) ,(5.2.18)
so that
(5.2.19) λ1(t, w) −ˆ→ exp(√−1 N(u,w)) .
From (5.1.6) and (5.2.12) we see that the nilpotent orbit asymptotically approximating
Φ(t, w) is
θ(t, w) =
(√−1 δ0 + ∑ki=1 `(ti)Ni) ζ(0, w) · F˜0
= ψ(w) exp(
∑
xjNj)νw(y)ξ(0, w) · F˜w
= ψ(w) exp(
∑
xjNj) ε(s, u;w)
−1λ1(s, u;w)ε(s, u;w) ξ(0, w) · F˜w .
Fix a GR–invariant distance d on D. Keeping (5.2.8) and (5.2.15) in mind, the nilpotent
orbit theorem [CKS86, (1.15.iii)] implies
d (Φ(t, w) , θ(t, w)) = d
(
λ(t, w) · F˜w , λ1(t, w)µ(s, u;w) · F˜w
)
−ˆ→ 0 .
It then follows from Lemma 5.2.14 and (5.2.19) that
λ(t, w) · F˜w −ˆ→ exp(√−1 N(u,w)) · ψ(w)−1ζu(w)ψ(w) · F˜w .
Therefore
λ2(t, w) · F˜w −ˆ→ ψ(w)−1ζu(w)ψ(w) · F˜w .
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Since both λ2(t, w) and ψ(w)
−1ζu(w)ψ(w) take value in exp(n˜w), it follows from (5.1.5) that
(5.2.20) λ2(t, w) −ˆ→ ψ(w)−1ζu(w)ψ(w) .
The lemma now follows from (5.2.16), (5.2.19) and (5.2.20). 
5.3. Computing the limit. First we show that the limit on the left-hand side of (5.1.12)
exists, and then we show that equality holds.
Define
(5.3.1) h1ab = h
1
ab(u,w) := Q
(
exp(2
√−1 N(u, 0))ζu(w) va , ζu(w) vb
)
,
and h1(u,w) := det(h1ab(u,w)).
Lemma 5.3.2. Suppose that t ∈ (∆∗k)Kc . Then
∂wi∂wj log hΛ(t, w) −ˆ→ ∂wi∂wj log h1(u,w) .
Proof. Setting
(5.3.3) v˜a(w) := ψ(w)
−1va ,
we have
va(t, w) = ψ(w) exp(
∑
xjNj)ε(s, u;w)
−1λ(t, w)ε(s, u;w) · v˜a(w) .
Since v˜a(w) ∈ I˜n,qw , for some q = q(a), it follows from (5.2.6) that we may choose real analytic
functions Aca(u,w) so that A
c
a(u,w)v˜c(w) is an eigenvector of Y
α(u,w) with eigenvalue
eαa ∈ Z, 1 ≤ α ≤ ρ, and that In,qw is spanned by these eigenvectors. Furthermore, it follows
from (5.2.3) and (5.3.3) that we may assume that Aca(u,w) = A
a
c (u) is independent of w.
The matrix A(u) = (Aca(u)) is nonsingular; let A
−1(u) = (Bca(u)) denote the inverse. Then
ε(s, u;w) · v˜a(w) =
∑
b,c
Bca(u)
(∏
α
seαc/2α
)
Abc(u) v˜b(w) .
So, setting
Cba(s, u) :=
∑
c
Bca(u)
(∏
α
seαc/2α
)
Abc(u) ,
we have
hab(t, w) := hFn (va(t, w) , vb(t, w))
= (
√−1)nQ
(
λ(t, w) ε(s, u;w) · v˜a(w) , λ(t, w) ε(s, u;w) · v˜b(w)
)
= (
√−1)n
∑
c,d
Q
(
λ(t, w) · v˜c(w) , λ(t, w) · v˜d(w)
)
Cca(s, u)C
d
b (s, u) .
This yields
hΛ(t, w) = det (hab(t, w))
= det(C) det
[
(
√−1)nQ
(
λ(t, w) · v˜a(w) , λ(t, w) · v˜b(w)
)]
det(C) .
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Notice that
detC =
∏
α,c
seαc/2α .
So (5.1.13) yields
(5.3.4) ∂wi∂wj log hΛ(t, w) = ∂wi∂wj log det
[
Q
(
λ(t, w) · v˜a(w) , λ(t, w) · v˜b(w)
)]
.
By Lemma 5.2.17 and (5.3.3) we have
(5.3.5)
λ(t, w) · v˜a(w) −ˆ→ ψ(w)−1 exp (√−1 N(u, 0)) ζu(w)ψ(w)v˜a(w)
= ψ(w)−1 exp (
√−1 N(u, 0)) ζu(w)va .
The G–invariance of Q (and the fact that ψ(w) is GR–valued), yields
(5.3.6)
Q
(
ψ(w)−1 exp(
√−1 N(u, 0))ζu(w)va , ψ(w)−1 exp(
√−1 N(u, 0))ζu(w)vb
)
= Q
(
exp(2
√−1 N(u, 0))ζu(w)va , ζu(w)vb
)
.
The lemma now follows from (5.3.4), (5.3.5) and (5.3.6). 
From the lemma we see that in order to prove (5.1.12), and establish Theorem 5.1.3, it
remains to show that
(5.3.7) ∂wi∂wj log h
1(u,w) = ∂wi∂wj log hΛI (w) .
Proof of (5.3.7). First recall that
∑
yjNj commutes with ξ(0, w). Consequently, Adε(s,u;w)
∑
yjNj
commutes with µ(s, u;w). It follows from Lemma 5.2.14 and (5.2.18) that N(u,w) and
ψ(w)−1ζu(w)ψ(w) commute. Then (5.2.16) implies N(u, 0) and ζu(w) commute. Finally,
we note that (5.2.5) implies that ζu(w) preserves the I˜0,` = ⊕p+q=`I˜p,q0 , for all `. These
observations, along with the fact that N(u, 0) polarizes the MHS (W, F˜0), implies
h1ab(u,w) :=
 (2
√−1)q Q
(
ζu(w)N(u, 0)
q va , ζu(w) vb
)
, q = q(a) = q(b) ;
0 , otherwise.
The observation (5.1.13) implies
(5.3.8) ∂wi∂wj log h
1(u,w) = ∂wi∂wj log h
2(u,w) ,
where h2(u,w) = det(h2ab(u,w)) is given by
h2ab(u,w) :=
 Q
(
ζu(w)N(u, 0)
q va , ζu(w) vb
)
, q = q(a) = q(b) ;
0 , otherwise.
Each of the cones
σ := spanR>0{N1, . . . , Nk} and σˆu := spanR>0{Nˆ1(u, 0), . . . , Nˆρ(u, 0)}
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is contained in an Ad(G0,00,R)–orbit, where
G0,00,R :=
{
g ∈ GR | Adg I˜p,q0 = I˜p,q0 , ∀ p, q
}
,
is the real group preserving the Deligne splitting, cf. [Rob16, Corollary 4.9]. Additionally,
[CKS86, (4.20.vi)] implies they lie in the same orbit. In particular, there exists g(u) ∈ G0,00,R
so that N(u, 0) = Adg(u)N . Therefore N(u, 0)
qva = g(u)N
qg(u)−1va. Since g(u) preserves
both I˜n,q and N q(I˜n,q) = I˜n−q,0, there exist functions g(u)ab , q = q(a) = q(b), so that
(5.3.9) N(u, 0)qva = g(u)N
qg(u)−1va = g(u)baN
qvb .
So we have
h2ab(u,w) :=
{
g(u)cag(u)
d
b h
3
cd(u,w) , q = q(a) = q(b) ;
0 , otherwise.
where
(5.3.10) h3cd(u,w) :=
 Q
(
ζu(w)N
q vc , ζu(w) vd
)
, q = q(a) = q(b) ;
0 , otherwise.
Setting h3(u,w) = det(h3ab(u,w)), (5.1.13) and (5.3.8) yield
(5.3.11) ∂wi∂wj log h
1(u,w) = ∂wi∂wj log h
3(u,w) .
From (5.1.15) and (5.3.11) we see that in order to complete the proof of (5.3.7) it
remains to show that
(5.3.12) ∂wi∂wj log h
3(u,w) = ∂wi∂wj log h
′
ΛI
(w) .
Recall that ζI(w) = exp(XI(w)), with XI(w) taking value in
z ⊂ w =
⊕
e1,...,eρ≥0
g−e1,...,−eρ(u, 0) .
(cf. §5.1.6, (5.1.9), (5.2.10) and (5.2.13)). In fact, (5.2.5) implies that XI(w) is the compo-
nent of X(0, w) ∈ z taking value in
z ∩ ker Yρ0 = z ∩
⊕
e1,...,eρ−1≥0
g−e1,...,−eρ−1,0(u, 0) ,
and that this intersection is independent of u. Consequently, ζu(w) = expXu(w), with
Xu(w) the component of XI(w) (or X(0, w)) taking value in g0,...,0(u, 0). It follows from
(5.2.11) that
(5.3.13) ε(s, u; 0)ζI(w)ε(s, u; 0)
−1 = exp Adε(s,u;0)XI(w) −ˆ→ expXu(w) = ζu(w) .
Since Q is G–invariant, and ε(s, u; 0) is GR–valued, we have
(5.3.14)
Q
(
ε(s, u; 0)ζI(w)ε(s, u; 0)
−1N q va , ε(s, u; 0)ζI(w)ε(s, u; 0)−1 vb
)
= Q
(
ζI(w)ε(s, u; 0)
−1N q va , ζI(w)ε(s, u; 0)−1 vb
)
.
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Setting
h′′ab(s, u;w) :=
 Q
(
ζI(w)ε(s, u; 0)
−1N q va , ζI(w)ε(s, u; 0)−1 vb
)
, q = q(a) = q(b)
0 q(a) 6= q(b) ,
and recalling the definition (5.3.10), (5.3.13) and (5.3.14) yield h′′(s, u;w) := det (h′′ab(s, u;w))
−ˆ→ h3(u,w) and
(5.3.15) ∂wi∂wjh
′′(s, u;w) −ˆ→ ∂wi∂wjh3(u,w) .
On the other hand, as noted after (5.2.7), ε(s, u; 0) preserves both I˜n,q0 = span{va}q=q(a)
and I˜n−q,00 = span{N qva}q=q(a). In particular, there exist invertible matrices A(s, u)ca and
B(s, u)db so that ε(s, u; 0)
−1N q vc = A(s, u)caN q va and ε(s, u; 0)−1 vb = B(s, u)db vd. Conse-
quently,
(5.3.16)
h′′ab(s, u;w) =
∑
q=q(c)=q(d)
A(s, u)caQ
(
ζI(w)N
q vc , ζI(w) vd
)
B(s, u)db
=
∑
q=q(c)=q(d)
A(s, u)ca h
′
FnI
(w)cdB(s, u)
d
b ,
where the last equality is due to (5.1.14b). Then (5.1.13), (5.1.14) and (5.3.16) yield
(5.3.17) ∂wi∂wj log h
′′(s, u;w) = ∂wi∂wj log h
′
ΛI
(w) .
The desired (5.3.12) now follows from (5.3.15) and (5.3.17). 
6. Proof that the extended augmented Hodge bundle is ample
In this section we will prove Theorem 1.3.8: the extended augmented Hodge bundle
Λˆe →M is ample. The proof will be given in two steps, the first of which is a general result
– not related to Hodge theory – and is an extension to singular varieties of the classical
Kodaira theorem. The second step will extend the proof of the first to the case where the
metric and curvature have singularities of the type described in Sections 4 and 5.
6.1. Extension of Kodaira’s theorem. In this step it will be convenient to change our
notation to better reflect the general nature of the result being proved. Thus we assume
• X is a compact, complex analytic variety;
• L → X is a holomorphic line bundle having a Hermitian metric whose Chern form Ω
is positive in the Zariski tangent spaces to X.
We further assume that X is covered by open neighborhoods U which are realized as analytic
subvarieties in CN , and that the restrictions L
∣∣
U
∼= OU are trivialized and the metric in
L
∣∣
U
is the restriction to U of a positive smooth function defined on an open set in CN .
• X˜
pi−→ X is a desingularization of X with connected fibres; we set L˜ = pi∗L.
Although it is probably not necessary, we also assume that X˜ is a smooth projective variety,
as this will be the case for our application to Hodge theory.
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Definition 6.1.1. The line bundle L is:
• ample if for any coherent analytic sheaf F → X, we have hq(F⊗Lm) = 0 for q > 0 and
m ≥ m0(F);
• strictly nef if for any analytic curve C ⊂ X we have L · C = deg
(
L
∣∣
Cred
)
> 0.
Theorem 6.1.2. The line bundle L→ X is ample.
Finally we shall relax the first assumption above in that we allow X to be a complex
analytic scheme; i.e., we do not assume that the analytic space (X,OX) is reduced. This is
necessary as the proof will be given by induction on dimX, and even if X itself is reduced
we shall see that in the intermediate steps of the argument the analytic varieties that arise
may not be reduced. The second assumption above should then be that Lred → Xred has a
Hermitian metric with a positive Chern form as described there.
The argument establishing Theorem 6.1.2 is an adaptation of the standard one in al-
gebraic geometry; e.g. [KM98, pages 31ff]. The building blocks are the following three
lemmas. (It is really the Lemmas 6.1.3 and 6.1.4 that are needed for the argument.)
Lemma 6.1.3. The line bundle L→ X is strictly nef.
Proof. For any k-dimensional analytic subvariety Z ⊂ X we have
Lk · Z := c1(L)k[Zred] > 0.
The reason for this is that for C˜ = pi−1(C) ⊂ X˜ we first have
c1(L)[Cred] = c1(L˜)[C˜red].
Then Ω˜ = pi∗(Ω) is non-negative (1, 1) form on X˜ with the property that for ξ ∈ TX˜,
Ω˜(ξ) = 0 ⇐⇒ pi∗(ξ) = 0.
It follows that
c1(L˜)[C˜red] =
∫
C˜red
Ω˜ > 0.

Lemma 6.1.4. The line bundle L→ X is big.
Proof. This is a direct consequence of results of Demailly [Dem12], specifically his holo-
morphic Morse inequalities. It also follows from the work of Siu [Si] on the Grauert-
Riemenschneider conjecture. If dimX = d, then since Ω˜ ≥ 0 and Ω˜d > 0 on a Zariski
open set in X˜, it follows from the Riemann-Roch theorem that the Euler characteristic
χ[L˜m] = cmd + · · · , c > 0.
By Demailly (loc. cit.)
hq(L˜m) = o(md), q > 0
which gives that L˜→ X˜ is big.
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We next have
0→ OX → pi∗OX˜ → F → 0 ,
where F is supported on a proper subvariety of X. Since L˜ is trivial on the connected fibres
of X˜
pi−→ X, we have
0→ Lm → pi∗L˜m → F ⊗ Lm → 0 .
The lemma now follows from
H0(X˜, L˜m) ∼= H0(X,pi∗L˜m)
and the big-ness of L˜→ X˜. 
The key step in the proof of Theorem 6.1.2 is
Lemma 6.1.5. The line bundle L→ X is free.
Proof. We allow the case thatX is not reduced, and follow the classical argument. Replacing
L by a high power, we use (6.1.3) to give that there exists a possibly non-reduced effective
divisor Y ∈ |L|. By the induction assumption, LY = OY (L) is ample. From the cohomology
sequence of
0→ Lm−1X → LmX → LmY → 0
and h1(LmY ) = for m 0, we obtain
H1(Lm−1X )→ H1(LmX)→ 0, m ≥ m0.
Thus the h1(Lm) are non-increasing for m ≥ m0, and for m ≥ m1 we will have
H1(Lm−1X )
∼−→ H1(LmX).
This gives
H0(LmX)→ H0(LmY )→ 0.
Then since LY → Y is free the same will be true for LX → X. 
Proof of Theorem 6.1.2. In the case that X is reduced the linear systems |mL| for m  0
give holomorphic — not just meromorphic — maps
ϕm : X → PNm
with
ϕ∗mOPNm (1) = Lm.
By Lemma 6.1.3 no positive-dimensional subvariety of X is contracted by ϕm, so that ϕm
is a finite map and this gives the result in this case.
To give the argument when X may not be reduced we proceed by induction on dimX.
If dimX = 1 the result follows from
deg
(
L
∣∣
Xα,red
)
> 0
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where Xα are the irreducible components of X. If dimX is arbitrary, assuming as we may
that X is irreducible, in the exact sequence
(6.1.6) 0→ F → OX → OXred → 0
the sheaf F has a filtration whose associated graded sheaves Gr• F are OXred-modules.
Tensoring (6.1.6) with Lm and using the result h1(OXred ,Gr• F ⊗ Lm) = 0 for m  0 in
the reduced case leads, by the usual spectral sequence argument, to h1(X,F ⊗ Lm) = 0 for
m 0. 
6.2. Proof of Theorem 1.3.8. The proof of Theorem 1.3.8 now may be completed by
combining the argument just given with Theorem 1.3.10 as stated in the introduction. We
first note that for any irreducible curve C ⊂M we have
(6.2.1) deg
(
Λˆe
∣∣
C
)
=
∫
C
Ωˆe > 0.
Indeed, for some index set I the intersection C∗ =: C ∩ Z∗I will be a Zariski open set in
C. From the analysis of the singularities of Ωˆe given in Section 4 (cf. Proposition 4.3.3), it
follows that the integral in (6.2.1) is defined. By the construction of M , the image ΦI(C
∗) ⊂
ΓI\DI is a (possibly non-complete) curve, and consequently the integral is positive.
We next show that if dimM = d, then the integral
(6.2.2)
∫
M
Ωˆde > 0
is defined and is positive. This result is proved in [CKS86] with important amplifications
in [Kol87]. It also follows from the calculation in Sections 4 and 5. In a neighborhood of a
point in a codimension one stratum Z∗i the calculations in Section 4 easily give the result.
In general one needs to consider possible cross-terms of the form
dti ∧ dt¯i
|ti|2(log |ti|)2 ∧
dtj ∧ α
|tj |
(
log 1|tj |
)a
where α is either C∞ or has a dtj/|tj |
(
log 1|tj |
)b
term. The first case is easy, since dt¯j must
appear elsewhere in Ωˆde . In the second case, since both a, b are positive any such term will
not cause the integral to diverge.
Once we have (6.2.1) and (6.2.2) we need to adapt the argument used in §6.1 to complete
the proof. Let Y ⊂M be the divisor of a nonzero section of Λˆ⊗me →M . If the restriction of
Λˆe to each irreducible component of Y is ample, then Λˆe → Y is ample; so we may assume
without loss of generality that Y is irreducible. If the intersection Y ∩M is Zariski open in
Y , then after a standard modification to BY := pi
−1(Y ) ⊂ B we may suppose that BY is
smooth and the complement of BY := pi
−1(Y ∩M) in BY is a normal crossing divisor. In
general, there will be a stratum Z∗I of Z with the property that Z
∗
I ∩BY is Zariski open in
BY . Then we may use the period mapping ΦI : Z
∗
I → ΓI\DI to obtain the desired result.
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The approach above may be summarized as follows. If the restriction Ωˆe
∣∣
Yred
is defined,
then we just use the argument that was given for L → X in §6.1. In general there will be
a Zariski open Y 0red ⊂ Y with the property that Ωˆe,I
∣∣
Y 0red
is defined. The argument then
proceeds as above.
Appendix A. The Siegel property
A.1. The one–variable case: Schmid’s work. Schmid [Sch73, (5.29)] proved the fol-
lowing:
Theorem A.1.1 (Schmid). Let Φ˜ : H → D be a lift of a one-variable period map Φ :
∆∗ → Γ\D. Given c1, c2 > 0, there exists a Siegel domain D ⊂ D so that Φ˜(z) ∈ D when
|Re z| < c1 and Im z > c2.
This result is a consequence of the Nilpotent Orbit Theorem and Schmid’s [Sch73, (5.25)].
The latter basically asserts
Proposition A.1.2 (Schmid). Given a one-variable nilpotent orbit θ(z) := θ(zN) · F , the
point θ(
√−1y) lies in a Siegel domain when y  0.
So to generalize Theorem A.1.1 to the several-variable case, it appears that it would suffice
to generalize this result of nilpotent orbits to the several-variable case. Unfortunately it
does not.
A.2. Feasibility of generalizing Schmid. The definition (§A.3) of a Siegel domain DP,K
depends on a choice of parabolic subgroup P ⊂ G and maximal compact subgroup K ⊂ G.
Schmid’s statements in [Sch73, §5] are for the case that P is a minimal (rational) parabolic
subgroup P0. These do not generalize:
There exist several–variable nilpotent orbits θ(z1, . . . , zs) on the period do-
main D for Hodge numbers h = (2, 2) for which there exist no (P0,K)–
Siegel domain so that θ(
√−1y1, . . . ,
√−1ys) ∈ DP0,K when yj  0 (Claim
A.5.8).
This is the sense in which Schmid’s Proposition A.1.2 does not generalize. However, there
is another parabolic that, unlike the minimal parabolic, is canonically associated with the
nilpotent orbit: if P is the (in general, non-minimal) parabolic stabilizing the weight filtra-
tion of θ, then one might imagine that the answer to the following question is “yes”.
Given any several–variable nilpotent orbit θ(z1, . . . , zs) on the period do-
main D for Hodge numbers h = (2, 2), are the points θ(z1, . . . , zs) con-
tained in a (P,K)–Siegel domain when |Re zj | is bounded and Im zj  0?
An affirmative answer to this questions seems to us to be the most natural and plausible
generalization of Schmid’s one-variable result. If it fails, then it seems extremely unlikely
that any generalization of Schmid’s one-variable result will hold (i.e., that it might hold
for another choice of parabolic). Unfortunately, we will see that the answer is indeed “no”
(Claims A.5.8 and A.5.9).
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A.3. Siegel domains. Let D be any period domain with automorphism group G. The
definition of a Siegel domain depends on a choice of parabolic subgroup P ⊂ G and maximal
compact subgroup K. Briefly: Let P = UAM ' U×A×M be the Langlands decomposition
of P ; here
• U is the unipotent radical of P ,
• A = exp(a), with a ⊂ p a diagonalizable (abelian) subalgebra,
• Z(A) = A×M is a Levi subgroup,
• both A and M are invariant under the Cartan involution θK determined by K.
Together G = PK and the Langlands decomposition yield the horospherical decomposition
D = U ×A× (MZ)
where Z = K · ϕ, with ϕ ∈ D satisfying StabG(ϕ) ⊂ K.
Let Σ(u, a) ⊂ a∗ be a choice of simple roots for the action of a on u. We may identify
Σ(u, a) with characters Σ(U,A) on A as follows: given a = exp(ξ) ∈ A, define aα = eα(ξ).
Given t > 0, define
At := {a ∈ A | aα > t , ∀ α ∈ Σ} .
A Siegel domain is any set of the form
DP,Kω,t,µ := ωAtµ · Z ⊂ D ,
where ω ⊂ U and µ ⊂M are open pre-compact sets. Note that ωAtµ ⊂ UAM = P is open,
so that DP,Kω,t,µ is open in D.
A.4. Nilpotent orbits. Fix a several variable nilpotent orbit
θ(z) = exp(
∑
zjNj) · F ;
here z = (z1, . . . , zs) ∈ Cs. Let (W,F ) be the associated MHS. Let (W, F˜ = e
√−1δF ) be
Deligne’s associated R–split MHS, with Deligne splittings
VC = ⊕ Ip,q and gC = ⊕ gp,q ,
and R–split nilpotent orbit
θ˜(z) := exp(
∑
zjNj) · F˜ .
Set
N :=
∑
Nj ,
and
ϕ := exp(
√−1N) · F˜ ∈ D .
Let K ⊂ G be the maximal compact subgroup containing the stabilizer of ϕ. Let P ⊂ G
be the parabolic subgroup stabilizing the filtration W . If the Na ∈ gQ, then W and P are
defined over Q. Assume this is the case.
Set
G0,0 = {g ∈ G | g(Ip,q) = Ip,q , ∀ p, q} .
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Let
N := Ad(G0,0) ·N ⊂ g−1,−1R
be the G0,0–orbit of N . Then
Lemma A.4.1 ([BPR16]). The nilpotent cone σ is contained in the orbit N . Conversely,
any nilpotent cone τ = spanR>0{M1, . . . ,Mr} ⊂ N generated by commuting nilpotents Mj
underlies a nilpotent orbit through F˜ .
A.5. The counter-example: h = (2, 2). There are two types of MHS on the period
domain D for h = (2, 2); that is, there are two types of Hodge diamonds. One is Hodge–
Tate. For the other, the polarizing nilpotent cones are necessarily one dimensional, so that
the associated nilpotent orbits are one-variable. Here Schmid’s Proposition A.1.2 applies:
“eventually” the nilpotent orbit lies in a Siegel domain. We will show that the several-
variable nilpotent orbits of Hodge–Tate type fail to “eventually” lie in Siegel domains
(Claims A.5.8 and A.5.9).
A.5.1. Set-up. Suppose
V = Q4 = spanQ{e1, . . . , e4} .
Define a skew–symmetric bilinear form Q on V by Q(u, v) = utqv, where
q :=

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 .
Let D be the period domain parameterizing Q–polarized Hodge structures on D with Hodge
numbers h = (2, 2). Fix point ϕ ∈ D by
H1,0ϕ := spanC{ζ1 = e1 +
√−1e4 , ζ2 = e2 +
√−1e3} .
Note that the maximal compact subgroup of G containing the stabilizer of ϕ is the group
K of §A.5.1. Then
G = Aut(R4, Q) = Sp(4,R) and K = StabGϕ = U(2) .
The Lie algebras are
g =


a b s t
c d u s
x y −d −b
z x −c −a

∣∣∣∣∣∣∣∣∣∣∣
a, b, c, . . . , z ∈ R

.
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and
k = g ∩ so(4) = {X ∈ g | X +Xt = 0}
=


0 b s t
−b 0 u s
−s −u 0 −b
−t −s b 0

∣∣∣∣∣∣∣∣∣∣∣
b, s, t, u ∈ R

.
A.5.2. A minimal parabolic. Let p0 ⊂ g be the minimal parabolic subalgebra of upper–
triangular matrices. Then p0 = a0 ⊕ u0, where
a0 =

diag(a, d,−d,−a) :=

a 0 0 0
0 d 0 0
0 0 −d 0
0 0 0 −a

∣∣∣∣∣∣∣∣∣∣∣
a, d ∈ R

is the maximal abelian subalgebra of diagonal matrices, and
u0 =


0 b s t
0 0 u s
0 0 0 −b
0 0 0 0

∣∣∣∣∣∣∣∣∣∣∣
b, s, t, u ∈ R

are the strictly upper-triangular matrices. Note that the real rank of g is 2 = dim a0.
Remark A.5.1 (Siegel domains). In this example M0 is the set of diagonal matrices of
the form diag(1, 2,−2,−1), with j = ±1. These matrices all act trivially on ϕ. So
U0A0M0 · ϕ = U0A0 · ϕ. Therefore, the (P0,K)–Siegel domains in D are of the form
DP0,Kω,t = ωA0,t · ϕ ,
with ω ⊂ exp(u0) = U0 an open pre-compact set, and
A0,t := {diag(ea, ed, e−d, e−a) | a, d ∈ R , a− d, 2d > ln t}(A.5.2)
⊂ A0 := exp(a0) ,
with t > 0. Here we are using the simple roots {ε1 − ε2, 2ε2} = Σ(a0, u0) where {ε1, ε2} is
the basis of a∗0 dual to {e11 − e44, e22 − e33} ⊂ a0.
A.5.3. A maximal parabolic. Let p ⊂ g be the maximal parabolic subalgebra stabilizing
spanR{e1, e2}. Then p = u⊕ a⊕m, where
a = spanR{Y = diag(−1,−1, 1, 1)} ,
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m =


a b 0 0
c −a 0 0
0 0 a −b
0 0 −c −a

∣∣∣∣∣∣∣∣∣∣∣
a, b, c ∈ R

' sl(2,R) .
and
u =


0 0 s t
0 0 u s
0 0 0 0
0 0 0 0

∣∣∣∣∣∣∣∣∣∣∣
s, t, u ∈ R

.
Remark A.5.3 (Siegel domains). In this example M = SL(2,R). We have Σ(a, u) = {ε1 +
ε2 = 2ε2}, so that
At = {diag(ea, ea, e−a, e−a) | 2a > ln t} .
A.5.4. Commuting SL(2)’s. Let {e1, . . . , e4} denote the dual basis of V ∗, and set
eji := ei ⊗ ej .
The following two commuting standard triples {Nˆ+j , Yj , Nˆj} ⊂ g
Nˆ1 = −e41 , Y1 = e44 − e11 , Nˆ+1 = e14 ,
Nˆ2 = −e32 , Y2 = e33 − e22 , Nˆ+2 = e23 .
determine horizontal SL(2)’s at the point ϕ ∈ D given by
H2,0ϕ = spanC{e3 −
√−1e2 , e4 − √−1e1} .
The filtration
Wˆ := W (Nˆ)[−1]
is independent of our choice of Nˆ in the cone
σˆ := spanR>0{Nˆ1, Nˆ2} .
To be explicit
Wˆ0 = Wˆ1 = spanR{e1, e2} and Wˆ2 = VR .
Set
Fˆ := spanC{e3, e4} ∈ Dˇ .
Then (Wˆ , Fˆ ) is a MHS polarized by σˆ.25 Modulo the action of G we may assume that
(W, F˜ ) = (Wˆ , Fˆ ) ,
25If we define Fj ∈ Dˇ ⊂ Gr(2,C4) by
F1 = spanC{e4 , e2 +
√−1e3} ,
F2 = spanC{e3 , e1 +
√−1e4} ,
then the (W (Nj)[−1], Fj) are R–split PMHS.
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and σˆ ⊂ N . We make this assumption.
A.5.5. Details for G0,0 and N . Any element g ∈ G0,0 is of the form
(A.5.4a) g =
(
B 0
0 B′
)
,
with
(A.5.4b) B =
(
b1 b2
b3 b4
)
and B′ =
1
detP
(
b1 −b2
−b3 b4
)
invertible 2× 2 matrices. We have
Adg(λ1Nˆ1 + λ2Nˆ2) =
(
0 η
0 0
)
,
with
η = B
(
0 −λ1
−λ2 0
)
(B′)−1 = −λ1
(
b1b3 b1b1
b3b3 b3b1
)
− λ2
(
b2b4 b2b2
b4b4 b4b2
)
.
Remark A.5.5. We have
g−1,−1R = spanR{e41 , e32 , e31 + e42} .
The boundary of N is the G0,0 orbit of Nˆ1 = −e41. Moreover, the orbit is convex. So our
given nilpotent cone σ ⊂ N , is contained in a nilpotent cone
σ′ = spanR>0{N ′1, . . . , N ′s} ⊂ N
with N ′j ∈ ∂N . Without loss of generality, we will assume that σ = σ′ and Nj = N ′j . In
particular,
Nj = −rj(e31 + e42)− pje32 − qje41 ,
with
(A.5.6a) pj , qj ≥ 0 and r2j = pjqj .
Moreover, we may assume that Nˆ1 + Nˆ2 = −e41 − e32 ∈ σ. In fact, we assume that
Nˆ1 + Nˆ2 =
∑
Nj ;
equivalently,
(A.5.6b)
∑
rj = 0 and
∑
pj = 1 =
∑
qj .
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A.5.6. Nilpotent orbits and Siegel sets. It will be convenient to introduce the following
notation. Define
‖y‖2 :=
∑
y2j and λj :=
yj
‖y‖ ,
so that
(A.5.7) yj = ‖y‖λj .
Set
λ = (λ1, . . . , λs) ,
and
Nλ :=
∑
λjNj ,
so that θ˜(
√−1y1, . . . ,
√−1ys) = exp(
√−1‖y‖Nλ) · F˜ . For fixed λ, Schmid’s Proposition A.1.2
asserts that exp(
√−1‖y‖Nλ) lies in a (P0,K)–Siegel domain if ‖y‖  0. (From here it is
straightforward to show that exp(ζNλ) lies in a (P0,K)–Siegel domain if Re ζ is bounded
and Im ζ  0.) Claim A.5.8 asserts that this fails (when s > 1) if we allow λ to vary.
Likewise, Claim A.5.9 asserts that θ˜(z1, . . . , zs) fails to lie in a (P,K)–Siegel domain when
the Re zj are bounded and Im zj  0 (Claim A.5.9).
Claim A.5.8. If s > 1, then there exist no bounds c1, c2 > 0 so that θ˜(z1, . . . , zs) is
contained a (P0,K)–Siegel domain when Re zj bounded and Im zj  0.
Claim A.5.9. If s > 1, then there exist no bounds c1, c2 > 0 so that θ˜(z1, . . . , zs) is
contained a (P,K)–Siegel domain when Re zj bounded and Im zj  0.
Proof of Claim A.5.8. We will show that, for all T > 0, there exists no (P0,K)–Siegel
domain containing θ˜(
√−1y1, . . . ,
√−1ys) for all yj > T . On the one hand we have
(A.5.10)
θ˜(
√−1y1, . . . ,
√−1ys) = exp
√−1(y1N1 + · · ·+ ysNs) · F˜
= spanC{e3 −
√−1(
∑
rjyj)e1 − √−1(
∑
pjyj)e2 ,
e4 − √−1(
∑
qjyj)e1 − √−1(
∑
rjyj)e2} .
Set
r(y) :=
∑
rjyj , p(y) :=
∑
pjyj and q(y) :=
∑
qjyj .
On the other hand, elements of U0 = exp(u0) are of the form
ν =

1 β u1 u3
0 1 u0 u2
0 0 1 −β
0 0 0 1

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with u1−u2 = βu0. Elements of A0 are of the form γ = diag(ea, ed, e−d, e−a) with a, d ∈ R.
So elements of U0A0 · ϕ are of the form
(A.5.11)
νγ ·H1,0ϕ = ν · spanC{e3 −
√−1e2de2 , e4 − √−1e2ae1}
= spanC{e3 + (u1 −
√−1βe2d)e1 + (u0 − √−1e2d)e2 ,
e4 + (u3 + βu1 − √−1(e2a + β2e2d))e1
+ (u2 + βu0 − √−1βe2d)e2} .
Comparing (A.5.10) and (A.5.11), we see that we see that θ˜(
√−1y1, . . . ,
√−1ys) will lie in
U0A0 · ϕ if and only if it lies in (U0 ∩G0,0)A0 · ϕ. (That is, ui = 0.) Elements of the latter
are of the form
(A.5.12) νδ ·H1,0ϕ = spanC
{
e3 − √−1βe2de1 − √−1e2de2 ,
e4 − √−1(e2a + β2e2d)e1 − √−1βe2de2
}
.
Comparing (A.5.10) and (A.5.12), we see that
(A.5.13) r(y) = βe2d , p(y) = e2d and q(y) = e2a + β2e2d ,
and θ˜(
√−1y1, . . . ,
√−1ys) will lie in a (P0,K)–Siegel domain when yj  0 if and only if β is
bounded and there exists t > 0 so that e2a/e2d, e2d > t for yj  0. Solving (A.5.13) yields
e2d = p(y) → ∞ as yj →∞ (assuming some pi 6= 0) ,
β =
r(y)
p(y)
is bounded ,
e2a/e2d =
q(y)
p(y)
−
(
r(y)
p(y)
)2
.
(Note some pi is necessarily nonzero, else σ = spanR>0{Nˆ1} ⊂ ∂N .) The third expression
is a problem. Substituting with (A.5.7), the equations above become
e2d = ‖y‖ p(λ) → ∞ as yj →∞ (some pi 6= 0) ,
β =
r(λ)
p(λ)
is bounded ,
e2a/e2d =
q(λ)
p(λ)
−
(
r(λ)
p(λ)
)2
.
To see the problem with the third equation, consider the case that σ = σˆ; that is, s = 2
and p1 = 1, p2 = 0, q1 = 0, q2 = 1, so that ri = 0. We have r(λ) = 0 and q(λ)/p(λ) =
λ2/λ1 = y2/y1, which may be arbitrarily close to zero regardless of the size of yj . 
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Proof of Claim A.5.9. In this case elements of U = exp(u) are of the form
ν =

1 0 u1 u2
0 1 u0 u1
0 0 1 0
0 0 0 1
 .
Elements of A are of the form γ = diag(ea, ea, e−a, e−a) with a ∈ R. And elements g ∈ M
are of the form (A.5.4) with B ∈ SL(2,R). So elements of UAM · ϕ are of the form
(A.5.14)
νγg ·H1,0ϕ = spanC
{
e3 + u1e1 + u0e2 − √−1e2a(B1 ·B2 e1 + B2 ·B2 e2) ,
spanC
{
e4 + u2e1 + u1e2 − √−1e2a(B1 ·B1 e1 + B1 ·B2 e2)
}
.
Here B1 and B2 are the first and second rows of B, respectively, and Bi · Bj denotes the
dot product. As in the proof of Claim A.5.8, comparing (A.5.14) with (A.5.11) we see that
θ˜(
√−1y1, . . . ,
√−1ys) will lie in UAM · ϕ if and only if it lies in AM · ϕ. (That is, ui = 0.)
Equivalently, if we can solve
(A.5.15) r(y) = e2aB1 ·B2 , p(y) = e2aB2 ·B2 and q(y) = e2aB1 ·B1
for a and B (in terms of y). Moreover, θ˜(
√−1y1, . . . ,
√−1ys) will lie in a (P,K)–Siegel
domain when yj  0 if and only if B(y) is bounded (for this will then force e2a(y) →∞ as
yj →∞).
To see that this will fail in general, consider the case that σ = spanR>0{Nˆ1, Nˆ2}. That
is, p = (p1, p2) = (0, 1) and q = (q1, q2) = (1, 0), and r1 = r2 = 0. Then r(y) = 0 implies
B1(y) and B2(y) are orthogonal, and detB(y) = 1 implies 1 = ‖B1(y)‖ · ‖B2(y)‖. Then
‖B1(y)‖4 = ‖B1(y)‖
2
‖B2(y)‖2 =
q(y)
p(y)
=
y1
y2
may be arbitrarily large regardless of a lower bound on the yj . That is, there exists no
lower bound c > 0 so that θ(
√−1y1,
√−1y2) lies in a (P,K)–Siegel domain when yj > c.
This example extends to the general case that s > 1 and some ri = 0. 
Appendix B. Positivity of the Hodge vector bundle
B.1. Introduction. The purpose of this appendix is to give, without formal proofs which
will appear elsewhere, three properties of the canonically extended Hodge vector bundle
Fe → B, and to formulate some interesting questions related to these results. The underly-
ing issues are these:
The Hodge vector bundle is semi-positive, but almost never positive. Just
how much positivity does it have? What positivity is there for bundles
naturally constructed from it? What information does the Hodge vector
bundle carry beyond that in the Hodge line bundle?
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One measure of the positivity of the Hodge vector bundle is its curvature form. Another
is its numerical dimension n(Fe). This is a quantity defined purely in terms of its Chern
classes; it may be computed from Fe’s curvature forms. In general the word “positivity”
suggests “sections,” so yet another measure of positivity is its Kodaira dimension κ(Fe).
All these quantities will be defined below. Informally stated, one result is
Theorem B.1.1. We have κ(Fe) ≤ n(Fe). (And we conjecture that equality holds under
the assumption of finite monodromy in (B.6.2) below. This assumption is satisfied if Fe → B
is globally generated.)
The theorem and conjecture are discussed in §§B.5–B.6.
For the second result, we assume that the end piece Φ∗,n of the differential of the VHS
is generically injective. Then we have
Theorem B.1.2. (i) Proj(Λe ⊗ Fe) exists and has dimension equal to dimPFe.
(ii) The bundle Fe captures some of the extension data of the limiting mixed Hodge
structures over B\B.
The precise meaning of (ii) will be explained in §B.8.
Metric positivity often arises as follows: There is a Hermitian vector bundle G → X
and a holomorphic bundle mapping
(B.1.3a) A : TX → Hom(E,G)
such that the curvature form is given by
(B.1.3b) ΘE(e, ξ) = ‖A(ξ)e‖2 ,
where ‖ ‖2 is the metric in G.26 When (B.1.3) holds we have ΘE ≥ 0, and the linear algebra
properties of (B.1.3a) translate into positivity properties of the curvature form.
Remark B.1.4. The property (B.1.3) is functorial. If it is satisfied for triples (E1, G1, A1)
and (E2, G2, A2), then it is also holds for the triple (E,G,A) given by E = E1 ⊗ E2,
G = (G1 ⊗E2)⊕ (E1 ⊗G2) and A(ξ)(e1 ⊗ e2) = (A1(ξ)e1 ⊗ e2) + (e1 ⊗A2(ξ)e2). It follows
that
A(ξ)(e1 ⊗ e2) = ΘE1(e1, ξ)‖e2‖2 + ‖e1‖2ΘE2(e2, ξ)
= ‖A1(ξ)e1‖2‖e2‖2 + ‖e1‖2‖A2(ξ)e2‖2 .
In this case, the condition that there exists x ∈ X and e ∈ Ex so that Ax(e) : TxX → Gx
is injective (cf. the hypothesis of Theorem B.1.5(b)) is the statement that
(A1,x(e1)⊗ IdE2) ⊕ (IdE1 ⊗A2,x(e2)) : TxX → (G1,x ⊗ E2,x) ⊕ (E1,x ⊗G2,x)
is injective. This suggests that passing to tensor products, or direct summands of such,
may make semi-positive bundles “more positive”. As illustrations of this principle, we have
the following result.
26As noted in (1.3.4), the curvature of the Hodge vector bundle has the form (B.1.3) where A is the end
piece Φ∗,n of the differential of the period mapping.
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Theorem B.1.5. Assume that the curvature of E → X is of the form (B.1.3).
(a) If there exists x ∈ X so that Ax : TxX → Hom(Ex, Gx) is injective, then det E = ∧rE
is big.
(b) If there exists x ∈ X and e1, . . . , er ∈ Ex so that
Ax(e1, . . . , er) : TxX → ⊕Symr−1Ex ⊗Gx → Gx
is injective, then SrE is big.
We note the obvious symmetry: In (B.1.3a) we may consider A as a map TX⊗E → G, and
(a) and (b) of the theorem correspond to injectivity assumptions on each of the two factors
TX and E, respectively. The proof of the theorem is sketched in §B.2. A consequence of
Theorem B.1.5(b) is
Theorem B.1.6. When the weight n = 1, 2, the HT-SBB completion M is log canonical.
In §B.9 we will indicate an argument for the weaker (than Theorem B.1.6) result
Theorem B.1.7. If Φ∗,n is injective at one point, then ΩdB(logZ) is big, where d = dimB.
Theorem B.1.6 can be extended to higher weights, but we shall not take this up here. There
are are number of similar, stronger results in the literature (cf. [Bru16b] and the references
cited there; cf. also [Bru16a, BKT13, Zuo00]). Our main points are (1) to give a result
describing a property of the HT-SBB completion, and (2) to indicate that the property
that the curvature matrix be of the form ΘE = −tA∧A, with A given by (B.1.3a), suggests
that the measure of positivity of E → X be expressed by the linear algebra properties of A.
As will be discussed elsewhere, this can lead to alternative, and perhaps simpler, arguments
of how “positivity produces sections.”
For a holomorphic vector bundle E → X over a smooth projective variety there are
three main notions of positivity: metric, numerical and cohomological. We shall review the
first two in §§B.2 & B.4, respectively. The last one is equivalent to weak positivity, a notion
that is due to Vieweg and has been used extensively by him and others in connection with
the Iitaka conjecture and related questions (cf. [Vie83a, Vie83b, Kol87] for some classical
references); we shall not discuss this topic here.
B.2. Metric positivity. Given a holomorphic vector bundle E → X over a complex man-
ifold, uniquely associated to a Hermitian metric in the bundle is the Chern connection with
associated curvature
ΘE ∈ A1,1(EndE)
(cf. [Dem12]). The associated curvature form is defined for x ∈ X and e ∈ Ex, ξ ∈ TxX by
ΘE(e, ξ) =
〈
(ΘE(e), e), ξ ∧ ξ
〉
.
The vector bundle E → X is positive if there exists a metric whose curvature form
satisfies
ΘE(e, ξ) > 0
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for e, ξ non-zero. We should say “E → X is metrically positive,” but will omit the “metri-
cally” since this is the main form of positivity we shall be concerned with.
We shall say that E → X is semi-positive if we have
ΘE(e, ξ) ≥ 0 .
We sometimes write ΘE > 0 and ΘE ≥ 0 for positivity and semi-positivity, respectively.
A central issue is: For Hodge-theoretic purposes positivity is often too strong and semi-
positivity is too weak. One desires a notion that is computationally useful and which has
significant geometric consequences.
Sketch of the proof of Theorem B.1.5(a). Assume that the curvature of E → X is of the
form (B.1.3). If there exists x ∈ X so that Ax : TxX → Hom(Ex, Gx) is injective, then
ΘdetE = Tr ΘE is positive on a Zariski open set. The result then follows from [Dem12]. 
Sketch of the proof of Theorem B.1.5(b). Let ωr represent c1(OP SrE(1)). At [e1 · · · er] ∈
(P SrE)x and for ξ ∈ TxX, we have
〈ω , ξ ∧ ξ〉 = ∑j ‖A(ξ ⊗ ej)‖2 ‖e1 . . . êj . . . er‖2 > 0 ,
The result then again follows from [Dem12]. 
Remark B.2.1. To prove Theorem B.1.6 we need to extend the above argument to take into
account the singularities of A along Z. This is similar to, but simpler than, the singularity
analysis given in §5.
B.3. Interpretation of the curvature form. Associated to E → X is the projective
bundle PE pi−→ X with fibres (PE)x = PE∗x = 1-dimensional quotients of Ex. Points in
(PE)x will be denoted by (x, [`]) where ` ∈ E∗x. The tautological bundle OPE(1) has fibres
OPE(1)(x,[`]) = Ex/`⊥. For all m ≥ 0 we have
pi∗OPE(m) = SmE.
A metric in E → X induces one in OPE(1), and we denote by ω the corresponding
curvature form. Then restriction of ω to a fibre is the Fubini-Study form which is positive.
Using this property of ω the vertical tangent space to the fibres
V(x,[`]) := ker{pi∗ : T(x,[`])PE → TxX}
has a horizontal complement
V ⊥(x,[`]) = H(x,[`])
∼
pi∗
// TxX.
Decomposing
ω = ωV + ωH
into its vertical and horizontal components we may identify ωH with the curvature form.
More precisely, using the metric to identify E∗x ∼= Ex and letting [e] ∈ PEx correspond to
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[`] ∈ PE∗x normalized to have ‖e‖ = 1, we have for the value ω(ξ) =
〈
ω, ξ ∧ ξ〉 of ω on
ξ ∈ H(x,[`]) the formula
(B.3.1) ω(ξ) = ΘE(e, ξ).
As a consequence
ΘE > 0 =⇒ OPE(1) is ample.
B.4. Numerical positivity. We will consider polynomials P (c1, . . . , cr) ∈ Q[c1, . . . , cr]
that are weighted by setting deg ci = i. The cone C of positive polynomials in Q[c1, . . . , cr]
is defined in [Gri69] and [Laz04], page 119.
Definition B.4.1. A rank r holomorphic vector bundle E → X over a smooth projective
variety is numerically positive if
P (c1(E), . . . , cr(E)) > 0
for all P ∈ C with degP 5 dimX. E → X is numerically semi-positive if we have
P (c1(E), . . . , cr(E)) ≥ 0.
The strict inequality means∫
Z
P (c1(E), . . . , cr(E)) > 0
for all subvarieties Z ⊂ X with dimZ = degP , and similarly for the inequality ≥ 0. From
8.39 in [Laz04] we have
(B.4.2) ΘE > 0 =⇒ E is numerically positive.
For our purposes we will use the result [Gri69]
(B.4.3)
If ΘE has the form (B.1.3b), then E is numerically semi-
positive.
B.5. Numerical dimension and Kodaira dimension.
Definition B.5.1. Suppose that ΘE ≥ 0. Then the numerical dimension n(E) of E → X is
defined by ωn(E)+1 ≡ 0 and
ωn(E) 6= 0
on an open set.
Then ω ≥ 0 and n(E) is equal to the numerical dimension of OPE(1) in the sense of
[Dem12, Bru16b]. We note that if r = rankE, then
• n(E) ≥ r − 1;
• n(E) = dimX + r − 1 if and only if OPE(1) is big.
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The numerical dimension n(E) may be defined in terms of the Chern classes of E → X
in the following way (cf. [Gri69, BKT13, Bru16b]). Noting that in de Rham cohomology
we have
c1(OPE(1)) = (i/2pi)ω,
there are weighted degree k Segre polynomials Sk(c1, . . . , ck) ∈ C such that
pi∗c1(OPE(1))r−1+k = Sk(c1(E), . . . , cr(E)) ≥ 0.
Then n(E) is defined by Sk(c1(E), . . . , cr(E)) = 0 for k > n(E)− r + 1 and
Sn(E)−r+1(c1(E), . . . , cr(E)) 6= 0.
Assume now that ΘE is given by (B.1.3b) and define
ρ(E) =
{
dim Im{ξ → A(ξ) · e} for general
x ∈ X, e ∈ Ex and variable ξ ∈ TxX
}
.
Proposition B.5.2. n(E) = r − 1 + ρ(E).
Proof. This follows from (B.3.1) and
ωr−1+k = ωr−1V ∧ ωkH + (terms involving ω`V for ` < r − 1). 
As previously noted, one wants an implication “positivity implies sections.” For line
bundles L→ X over a compact complex manifold Y a standard measure of the amount of
sections of powers of L is given by the Kodaira dimension κ(L). It is known ([Dem12]) that
(B.5.3) κ(L) 5 n(L)
and that in general equality does not hold (loc. cit.). The examples where equality fails of
which we are aware involve some aspect of flat bundles; we will return to this below.
Definition B.5.4. Assuming OPE(1) ≥ 0, the Kodaira dimension of E → X is defined by
κ(E) = κ(OPE(1)).
From (B.5.3) we have
κ(E) 5 n(E).
However, there is no general lower bound on κ(E); there exist E with any n(E) < r − 1 +
dimX and with κ(E) = −∞.
Ideally one would like numerical criteria that imply a lower bound on κ(E).27 One
general result of this sort is the following that is essentially due to Vieweg.
Proposition B.5.5. Suppose that we have f : Y → X and a line bundle L → Y with
E = f∗L. Let r = rankE and define
E(r) = f∗(Lr).
27We note that by a result of Fulton there is no numerical criterion for ampleness of E (cf. [Laz04]).
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Then if dimX = d we have
c1(E)
d > 0 =⇒ κ(L(mr)) ≥ d for m 0.
Idea of the proof. We have detE ⊂ ⊗rE giving
(detE)m ⊂ Sm(⊗rE) = Sm(f∗L⊗ · · · ⊗ f∗L︸ ︷︷ ︸
r
)
µ−→ f∗Lmr
where µ is the point-wise multiplication map of sections along the fibres of Y
f−→ X. The
map is non-trivial because it is non-zero on decomposable tensors in Sm(f∗L⊗· · ·⊗f∗L). 
B.6. Foliation defined by a semi-positive bundle. The question is:
Given a semi-positive holomorphic vector bundle E → X, how is one going
to produce sections of OPE(m)→ PE?
Suppose there are sections that give a regular map f : PE → PN with f∗OPN (1) =
OPE(m). Then dim f(PE) = n(E), and on any fibre f−1(p) the restriction
ω
∣∣
f−1(p) = 0.
This suggests that we consider the integral varieties of the exterior differential system (EDS)
ω = 0.
Given a non-negative (1,1) form ϕ on a complex manifold Y the EDS ϕ = 0 was studied
by Bedford-Kalka [BK77] and Sommer [Som59] and used by Kolla´r in [Kol87]. They showed
that on an open set ϕ = 0 defines a foliation whose leaves are complex analytic subvarieties.
In general this foliation is only C∞. In our situation we have the
Proposition B.6.1. Assume that the curvature of E → X has the form (B.1.3b). Then
(i) the EDS ω = 0 defines a complex analytic foliation F;
(ii) over the open set where F is a sub-bundle of TPE the leaves W ⊂ PE of F are
e´tale` over X; and
(iii) along any such leaf the corresponding line sub-bundle of pi∗E →W is flat.
Sketch of the argument. Let (x, [η]) ∈ (PE)x = PE∗x. Since ω > 0 in the fibres of PE → X,
the null space ω = 0 projects isomorphically to the subspace
Ker{TxX → [η]⊗Gx} ⊂ TxX
which implies (i) and (ii). For (iii), since the curvature form ω
∣∣
W
= 0 the line bundle
OPE(1)
∣∣
W
is flat. 
It follows that locally W projects isomorphically to a closed subvariety pi(W ) ⊂ X.
Analytic continuation around a closed path in pi(W ) induces a monodromy action on W .
Definition B.6.2. We shall say that the monodromy of E → W is finite if the above mon-
odromy action is finite on connected components of the leaves W of F.
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The examples in [Dem12] where ΘE ≥ 0 and κ(E) = −∞ do not have finite monodromy.
In the case of finite monodromy a plausibility argument may be given that the quotient
PE/F is a compact analytic variety and someOPE(m) is trivial on the connected components
of PE → PE/F. Using a Stein factorization would then lead to Theorem B.1.1.
B.7. Examples.
Example B.7.1. We will take X = G(k, n) = Grassmanian of k-planes and E = S∗ the dual
of the universal sub-bundle. For a k-plane Λ ⊂ Cn the fibre
S∗Λ = Λ
∗.
Points of PE are (Λ, [v]) where v ∈ Λ, and the fibre OPE(1)(Λ,[v]) is Cv. The global sections
of E → G(k, n) span the fibres. The same is true of OPE(1)→ PE, and the resulting map
f : PE → Pn−1
is the tautological one
f(Λ, [v]) = [v] ∈ Pn−1.
For p ∈ Pn−1, the fibre
f−1(p) = {k-planes Λ with p ∈ Λ} ∼= G(k − 1, n− 1).
The Kodaira dimension
κ(E) = n− 1.
Remark B.7.2. The analysis in this example extends to any globally generated vector bundle
E → X. The monodromy in the leaves of ω = 0 is trivial in this case.
Example B.7.3. We consider the Hodge vector bundle F → B for a VHS of weight n = 2.
We leave aside the issue of the singularities that arise over B\B for the canonical extension.
Then
F ⊂ V
where V → B is the local system with flat metric given by (v, w) = Q(v, w) for local
sections v, w of OB(V). If the metric were positive definite, then F would have negative
curvature and the (1, 1) form ω on PF would be positive along the fibres and negative in
the horizontal direction. But due to the alteration of signs in the second Hodge-Riemann
bilinear relations, the usual sign rules are reversed and ωH is also positive.
Example B.7.4. In the geometric case of a VHS the differential Φ∗ may be computed co-
homologically via the usual Kodaira-Spencer type mechanism. For families of curves the
relevant map is
TbB → Hom(H0(Ω1Cb), H1(OCb)).
For example, for B = Mg one obtains the estimate
κ(Fe) 5 2g − 1.
We suspect that equality holds, but this seems to require dealing with the monodromy issue.
(The same estimate holds for the Hodge bundle over Ag.)
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B.8. The Hodge vector bundle may detect discrete extension data.
Proposition B.8.1. On a subvariety Y ⊂ Z∗I along which the period mapping ΦI is con-
stant, the extended Hodge bundle Fe,I → Y is flat. It may however have non-trivial mon-
odromy.
Proof. Fe,I is filtered by W•(NI) ∩ Fe,I . The Gauss-Manin connection ∇ acting on Vm
preserves W•(NI), and on the associated graded to W•(NI)V it preserves the associated
graded to W•(NI) ∩ Fe,I . It follows that ∇ preserves Fe,I ⊂ OY (V). 
Example B.8.2. On an algebraic surface S suppose we have a smooth curve C˜ of genus
g(C˜) ≥ 2, and that through each pair of distinct points p, q ∈ C˜ there is a unique rational
curve meeting C˜ at two points.
C˜
P1
p
q
Suppose moreover that along the diagonal D ⊂ C˜×C˜ the P1 becomes simply tangent. Then
C˜+P1 is a nodal curve, and for m 0 the pluricanonical map given by |mω
C˜+P1 | contracts
the P1 and we obtain an irreducible stable curve Cp,q with arithmetic genus pa(Cp,q) = 3.
p = q
As P1 becomes tangent we obtain a cusp.
The extension data for the MHS is given (cf. [Car80]) by
AJ
C˜
(p− q) ∈ J(C˜).
When we turn around p = q we interchange p, q; after base change t → t2 the extension
class is well defined locally. Globally, it is another story.
The vector spaceH0(ωCp,q), which is the fibre of the canonically extended Hodge bundle,
has the 2-dimensional fixed subspace H0(Ω1
C˜
) and variable 1-dimensional quotient repre-
sented by a differential of the third kind ϕp,q ∈ H0(Ω1C˜(p + q)). As p → q the differential
ϕp,q tends to a differential of the second kind ϕ2p ∈ H0(ΩC˜(2p)). For the global monodromy
over Y = C˜ × C˜\D, the extension class is given for ψ ∈ H0(Ω1
C˜
) by
ψ →
∫ q
p
ψ (modulo periods).
The action of pi1(Y ) on H1(C˜, {p, q}) may be shown to give an infinite subgroup of H1(C˜,Z),
which implies the assertion.
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Claim B.8.3. The Hodge vector bundle may detect continuous extension data.
Here continuous extension data means the extension classes that arise in the induced filtra-
tion of Fe → Y where there is a VLMHS over Y with Fe the Hodge vector bundle.
Example B.8.4. We let C˜ be a smooth curve with g(C˜) ≥ 2 and p ∈ C˜ a fixed point. We
construct a family Cq, p ∈ C˜, of stable curves as follows.
• For q 6= p we identify p, q
p
q
C˜
-
Cq
• For p = q, we obtain a curve
E
p
r
C˜
(B.8.5)
In this way we obtain a VMHS parametrized by C˜ and with trivial monodromy.
For the filtration on the canonically extended Hodge bundle there is a fixed part
W1(N) ∩ F 1e ∼= H0(Ω1C˜),
and a variable part whose quotient is
W2(N) ∩ F 1e /W1(N) ∩ F 1e =
{
Cϕp,q for q 6= p
CϕE,r for q = p.
The notation means that ϕE,r is the differential of the third kind on the normalization of
E and with residues at ±1 at the two points over the node. Since there is no monodromy
we may normalize the ϕp,q and ϕE,r.
Combining we have over C˜ an exact sequence
0→ H0(Ω1
C˜
)⊗O
C˜
→ Fe → OC˜ → 0
with non-trivial extension class
e = “Identity” ∈ H1(O
C˜
)⊗H0(Ω1
C˜
).
COMPLETION OF PERIOD MAPPINGS 79
B.9. Idea underlying proof of Theorem B.1.7. There are two aspects of the argument.
One is a positivity property over B, where the necessary positivity is obtained by passing
to summands of the tensor products of semi-positive bundles as indicated in Remark B.1.4.
The second involves the singularities of the curvature along B\B. Here we shall only deal
with the first; the second will be treated elsewhere using [CKS86] and arguments from the
literature and from Section 5 above that are based on that reference.
We shall sketch the argument in the cases of weights n = 1, 2. In both cases the triple
(E,G,A) in (B.1.3) may be taken to be
E = Fn =: F , G = Fn−1/Fn and A = Φn,∗ .
Starting from this we shall pass to summands of tensor products.
The case n = 1. We have
A : TB → Homs(F, F ∗) = S2F ∗ .
For B = Ag, this mapping is an isomorphism and we shall make this identification. Using
the notation from Theorem B.1.5, we have
Lemma B.9.1. For X = Ag and E = T
∗X, let ω be the (1, 1)–form representing c1(OPE(1)).
At a general point of PE we have ωdimPE 6= 0.
As an application of the lemma, we have the following.
Lemma B.9.2. For B ⊂ Ag, EB := T ∗B and ωB = c1(OPEB (1)), we have (ωB)dimPEB 6= 0
at a general point of PEB.
This may be used to prove the following result.
Proposition B.9.3 (Brunebarbe [Bru16b]). The bundle S2Fe ' Ω1B(logZ) is big.
Arguments that are by now fairly standard (cf. [Zuo00], [Bru16a, BKT13]) may be used
to deduce Theorem B.1.7 from Proposition B.9.3.
Proof of Lemma B.9.2. Assume that Lemma B.9.1 holds. Then Lemma B.9.2 follows from
the fact that curvatures increase on quotient bundles, and Ω1
B
is a quotient of Ω1Ag
∣∣∣
B
. 
Sketch of the proof of Lemma B.9.1. The point is to have the situation (B.1.3), and to use
linear algebra to infer the result following the heuristic of Remark B.1.4.
The general linear algebraic situation is as follows: We are given a vector space W with
a non-degenerate alternating bilinear form that is used to identify W ' W ∗. There is a
natural map
σ : S2W ∗ → Hom(S2W , W ∗ ⊗W )
obtained from the symmetrization of the contraction mapping (W ∗ ⊗W ∗) ⊗ (W ⊗W ) →
W ∗ ⊗W . We want to show that for a general Q ∈ S2W ∗, σ(Q) ∈ Hom(S2W,W ∗ ⊗W )
is injective. Using Proposition B.5.2, this is what is needed to show that ω > 0 at a
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general point of PT ∗Ag. As may be checked in coordinates, σ(Q) is injective when Q is a
nonsingular quadric. 
Remark B.9.4. From the argument we see that ω has some degeneracy, which implies that
S2Ω1
B
(logZ) is not, in general, ample over B
The case n = 2.
Lemma B.9.5. For the canonically extended Hodge bundle Fe → B, S2Fe is big.
Sketch of proof. As before, the crucial point is to show that for ω, the (1, 1)–form repre-
senting c1(OP S2F (1)), we have
(B.9.6) ωdimP S
2F 6= 0 at a general point.
The argument is then completed by showing that ω extends from P S2F to a closed (1, 1)–
current on P S2Fe that represents c1(OP S2Fe(1)) and for which the exterior power ωdimP S
2Fe
is integrable (cf. [Kol87]). Again, as before, this comes down to a linear algebra property
that we now isolate.
Let T,W,U be vector spaces for which we have an injective linear map A : T →
Hom(W,U). Suppose that there is on U a non-degenerate, symmetric bilinear form; this
yields an identification U ' U∗. Thinking of A as a T ∗–valued element of Hom(W,U),
we then have tA : U → W ∗ and tA ∧ A ∈ Hom(W,W ∗). We assume the integrability
condition tA ∧ A = 0 is satisfied.28 For such A ∈ Hom(T ⊗W,U) we have the induced
S2A ∈ Hom(T ⊗ S2W , W ⊗U) (cf. Remark B.1.4). The linear algebra condition needed to
establish (B.9.6) is: For general Q ∈ S2W , the composite map σ(Q) : T → T ⊗Q A→W ⊗U
is injective. In fact the composite map is obtained from
T W ⊗ U
W ∗ ⊗ U
σ(Q)
yQ
by contracting with Q in the first factor. Therefore it is injective when Q is a nonsingular
quadric. 
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