Numerical Methods in engineering may be implemented well using Excel/VBA. Undergraduate and graduate mechanical, aerospace and chemical engineers are benefiting from the development, use and application of numerical methods to solve hitherto unsolvable problems related to energy engineering. The widespread availability of Excel and its inbuilt visual basic for applications VBA computer programming feature make readily available the techniques for everyone, including engineers in industry. Coverage included the solution of sets of equations, curve fitting, interpolation, differentiation and integration, ODEs and PDEs of elliptic, parabolic and hyperbolic form. The intent of the present paper is to provide information and discussion about an extensive array of applied problems and corresponding Excel/VBA codes. The computer codes are very user-friendly with application directly to the solution of applied engineering problems, for which some useful results are generated and discussed. These codes can be modified and used by engineers for their own applied projects.
Regarding the specific coverage of material, the first step is to become familiar with Excel and VBA for setting up and solving problems. This is illustrated first with simple programming of Cramer's rule for 2 equations in 2 unknowns, which feeds directly into the very important and useful applied realm of curve fitting. Second, the simple iterative scheme for solution of a single nonlinear equation by Newton's method is attacked, with more VBA concepts introduced. Then, more generally, the text delves into the topic of nonlinear equations and their numerical solution. Methods are iterative, using half-interval search HIS techniques and Newton's (or Newton-Raphson's) method, and it is simple to understand and prepare computer codes for solution, whether or not an analytical solution is available. Yet when an answer is found, as the final answer to which the iteration sequence converges, it is easy to confirm its correctness by way of substitution in the original equation. Then sets of nonlinear equations may be attempted.
Sets of linear algebraic equations may be solved by direct and iterative methods. Direct methods involve a definite number of steps to get the solution via a well-known mathematical formula. Iterative methods are not always applicable, but when they are they are easy to understand, simple to program, and converge on to the solution. Many problems across engineering can be reduced to a set of linear algebraic equations, so the methods here provide a useful vehicle with wide scope of application. Numerical linear algebra topics are covered like solutions of linear matrix systems AX = B, eigenvalues and eigenvectors, and matrix inversion. This work has direct application to a very important topic in applied engineering, that of curve fitting to a set of points that may represent experimentally determined values of stress vs strain, temperature vs time, displacement vs force, etc. The fitted curve may be linear (straight line) or nonlinear (polynomial through the original data or a straight line through transformed data); in all cases the ability to characterize the data trends, and interpolate and extrapolate from the data, is extremely useful.
Interpolation and extrapolation of tabular data is done via the traditional interpolating polynomial approach, though abbreviated here to the Newton-Gregory forward difference polynomial through a select number of points. Since an n th order polynomial through (n + 1) points is unique, it is clear that any other fitted polynomial curve through the same points gives the same curve when plotted, so that other well-known polynomial expressions are just a different way of writing the same y = f(x) function. Many formulas are deducible form this fitted curve, including various expressions for first and second derivatives, and integration over a range that may lie within the base-points (called closed formulas), or extend beyond them (open formulas). This provides a vehicle for the introduction of a very important numerical topic in science and engineering, the topic of finite difference equations FDEs. Later, the use of a set of FDEs to represent an ordinary differential equation ODE or a partial differential equation PDE over a range will prove to be an invaluable tool.
Ordinary differential equations ODEs arise in control theory, optimization, electric circuits, dynamics, chemical kinetics, stability, and other fields. Numerical solutions involve time-stepping from initial conditions forward in the time-direction, although with boundary layers in fluid dynamics and convection heat transfer this may well be the main flow direction and not time. This area abounds with the whole range of simple but less accurate approaches, versus more complicated but more accurate approaches. Single step and multi-step methods are discussed.
Partial differential equations PDEs arise in heat transfer, fluid dynamics, chemical dispersion, electrostatic and electromagnetic field theory, and other fields. Solution of these problems is often iterative, and the wealth of information and techniques from earlier study on sets of linear equations finds application here, although not in the same form. For example, in a 3-D problem with 5 x 5 x 5 unknowns, we typically do not set up and specify the values of the coefficients of 125 equations with 125 unknowns. The left hand side matrix would have over 10,000 elements and, apart from the difficulty of specifying the coefficients, solution techniques would be very inefficient since the sparseness cannot be utilized. Instead we make use of "nested" loops and a simple update equation centered in it. In this way a very short computer code can solve the problem, for which analytic solution is impossible, or at best very cumbersome with infinite series to evaluate.
Permeated throughout is the emphasis on the methods and applications, using Excel as the interface for data input and output, tables and figures, and Visual Basic for Applications VBA as the programming language for computations. At this level of study, this approach is highly recommended. Later, in specialized areas of engineering, it may well be appropriate and beneficial to introduce and use other computer languages, each with their own special benefits and drawbacks.
II. Objectives
The main goal is to develop the skills required to use the computer effectively in solving engineering problems, which may or may not possess analytical solutions. These skills include the use of a structured programming language, techniques for program development, knowledge of commonly used numerical methods in a wide range of topics, the use of tables and graphics for efficient data presentation and interpretation, and copying these over to Word and PowerPoint for additional incorporation of descriptions, background, methodology, and discussion of the results, and its meaning.
• Represent and analyze data sets using appropriate graphical methods, descriptive statistics, linear and nonlinear regression and interpolation techniques • Apply iterative methods to solve engineering problems • Development of programs which use loops and other flow control features • Use Excel/VBA as the programming interface and computer language • To solve engineering problems which include finding roots of equations, using finite difference methods, solving systems of linear and nonlinear sets of equations, and ability to solve ordinary and partial differential equations,.
III. Why Use Excel and VBA?
The advantages of using VBA for numerical methods and calculations are plentiful. This includes the user-friendly nature of the Excel interface itself, and the ease with which tables and figures developed on it may be copied rapidly to a word document and amalgamated with the paragraphs that describe a problem and its solution. The VBA coding methodology itself is very easy to grasp and understand after an initial familiarization with its special nuances. This computer language lurking behind the Excel spreadsheet (one click away) gives you the ability to directly do what needs to be done to solve your particular problem, and you see it through every step of the way, including the basic coding in VBA. This ability is immensely useful in later use of the methods for real-world problems. Some of the main advantages and disadvantages of using Excel/VBA are:
• Excel and VBA interface well and the user becomes expert at analyzing and setting up for solution of his particular problem -he does not become just a preparer of input data to a packaged program
• Everyone who has Excel on their computer (and who doesn't?) automatically has the VBA computer programming capability lurking in the background -it's just an "Alt F11" click away -there is no need to purchase any other computer compiler
• Excel has excellent table and graphics capability, and these tables and figures can be easily and quickly copied over to Word and PowerPoint
• There is no need to purchase any special graphics package, as Excel itself has a rich variety of 2-D and 3-D graphic capabilities -except for any specialized presentation of, for example, streamlines, velocity vectors, color-coded lines with temperature or pressure magnitudes, etc
• The spreadsheet is the interface itself, you do not need to design and create an input form -although you can create one within Excel
• Debugging capability is excellent because of "watch" and "debug" windows within the "program" window, and the line by line nature of the compiler
• Many mathematical and non-mathematical functions, which are available in Excel but not directly in VBA, are accessible in the VBA code via special commands using the "Worksheetfunction" command
• Excel provides 2-D and 3-D graphics which are relatively easy to manipulate, have a wealth of choices for style, color, fonts, symbols, etc, which can be easily customized
• Excel provides easy generation of tabular data, which can be easily customized
• Any tables and figures which are generated on the Excel spreadsheet can be easily copied directly into a Word document or PowerPoint document
• Simplify tasks for non-experts -create the macro/routine with a "Run" button that will allow a user with little Excel skill to perform complex tasks in an unseen VBA computer program that lurks in the background 
IV. Prerequisites
General background includes basic undergraduate study of:
• Any area of engineering • Computer programming -in any language • Algebraic and differential equations • Use of personal computers -Windows, Word, and Excel to some degree Some knowledge of Windows, Excel spreadsheets (with graphics), and (preferably but not actually needed as a prerequisite) the VBA programming language is required. Some familiarity with the algorithmic structured programming approach to computer code development in any language is expected.
The student is expected to have a basic knowledge of integration and differentiation, and basic solution methods for first and second order ordinary differential equations. Knowledge of basic mathematics and mathematical identities is expected from previous courses. Fundamental concepts in calculus like differentiation and integration, Taylor's series expansion, and the mean value theorem are expected to have been studied previously. Not necessary, but some knowledge and experience with matrix algebra, determinants, and solution of sets of linear equations would be helpful. Prior computer programming knowledge is not assumed and the basics of VBA are dealt with in the initial hours. The student has to be well versed in producing graphics, plotting points etc. in Excel.
V. Course Content
The course is designed for engineers to develop the skills required to use the personal computer, laptop, etc effectively in solving engineering problems. Those skills include the use of Windows, Excel Spreadsheet, and Structured programming/VBA computer coding language. Then, specific content related to computer methods in analysis and design related to engineering is developed with theory, worked out examples, problems and projects for the student. Excel and VBA are emphasized throughout. Also emphasized is the tabular and graphic portrayal of the computations, and their further copying over into Word and PowerPoint documents to be accompanied with useful descriptions. The aim now is to provide more detail and a "users guide" companion to some of the computer programs. This will be a valuable addition to easily understand the contents of the programs, so as to develop expertise and ability to modify the programs as needed for similar but different problems. Several Excel/VBA programs are given in each chapter, and brief information is given about each program: its spreadsheet for input and output, and the methods employed in the VBA program. Although about 50 Excel/VBA computer programs are currently being used by the author on his Numerical Methods in Engineering courses, well over 100 are available with the text, see Lilley (2008) .
Introduction to Excel/VBA
Cramer's Rule is a method for solving simultaneous linear equations The basic algorithm of performing Cramer's rule calculations for a set of 2 linear equations is very simple to deduce, and its coding into a VBA program is illustrated in several forms. The opportunity is taken to show the range of VBA features, as one sequentially visits the six programs in this preliminary Chapter 0. In this paper, these preliminary programs are not described. Taking ax 1 + bx 2 = e cx 1 + dx 2 = f with the obvious solution (simple to deduce via eliminating one of the variables, then eliminating the second variable)
provided the denominator (ad -bc) is not equal to zero. Notice that this denominator is the so-called determinant of the left hand side coefficient matrix of coefficients, see Chapter 2. In the programs, three different ways are shown on how to refer to cells on the spreadsheet, internally generate the values, use input and output boxes, dimension statements, Run and Clear buttons, etc.
Solution of Nonlinear Equations
An important topic in science and engineering is the subject of nonlinear equations and various methods for their numerical solution, that is, finding the root or solution. Methods are iterative, using half-interval search HIS techniques and Newton's (also called Newton-Raphson's) method, and it is simple to understand and prepare computer codes for solution, whether or not an analytical solution is available. Yet when an answer is found, as the final answer to which the iteration sequence converges, it is easy to confirm its correctness by way of substitution in the original equation. Simple rearrangement of the equation to be solved can also provide a successful update expression for iterative solution, sometime requiring under-relaxation to procure convergence. Then sets of nonlinear equations may be attempted. Six programs sequentially take one through more Excel/VBA activity, however, in this paper, these preliminary programs are not described in detail.
In many cases, iteration methods are supplemented with relaxation techniques. For example, over relaxation is often used to accelerate the convergence of iteration methods when it is known that the iteration procedure is converging. Under relaxation is sometimes used to achieve numerically stable converging results when results are oscillating and/or otherwise not forming a convergent sequence. In sets of equations, sometimes the equations are implicitly coupled together, and coefficients vary too wildly to assure convergence. The amount of over or under relaxation used can be critical. Too much over relation leads to numerical instabilities, while too little a value of over relaxation factor slows down convergence. Similarly, a poorly chosen convergence criteria can lead to either poor results (when too loose) or excessive computational times (when too tight).
An illustration of the under-relaxation method now given. It is used to make convergent an iterative sequence that otherwise does not converge. The example is of solving
with the rearranged update expression in the form
You can easily see that the series of estimates just oscillates about the correct solution without converging. If you start with 2, the next estimate is 1, then the next is 2, then 1, then 2, etc. With an under relaxation factor URF requested from the user via a message box after the program begins, an iterative solution is obtained, printed and graphed on the sheet. Inside the loop structure is the sequence of steps
that performs just that same action as the re-arranged equation if URF = 1 and the values generated oscillate and fail to converge. However, with URF given a value between 0 and 1 convergence occurs, but still with oscillations at the higher values of URF just less than one. The Excel sheet shows a graph of the convergence of under-relaxed equation with the re-arranged equation. This is plotted between the square root of the given equation and the iteration number. The program also requires that the user put an initial guess into the equation.
Later, use will be made of similar updating of a variable (like x here) in a procedure that is known to be converging. Then similar updating expressions will be used with an over relaxation factor ORF being used in place of URF. It will be given a value between 1 and 2 in order to speed up the rate of convergence.
One of the most well-known root-finding procedures is Newton's method, also called the Newton-Raphson method. This is a root-finding algorithm that uses the truncated Taylor series expansion of a function f(x) in the vicinity of a suspected root. Actually, it is the first mean value theorem relating changes in the function value to the value of the derivative (the obvious one that defines the derivative in elementary calculus), and an iterative sequence follows from
placed inside a For and Next loop structure. Current values are used on the right of the equal sign in the expression and the result is placed in (and over writes the current value of) x on the left of the equal sign. This new value of x is a better approximation to the root of f(x) = 0. The first program here is the most basic, and improvements for generality, convergence, etc are illustrated in subsequent programs. Now, simply the update expression is coded into the program with f(x) and f '(x) written in place. The derivative needs to be deduced mathematically by the user in advance from the form of f(x). Output on the spreadsheet includes a graph showing convergence towards the correct value. The Newton's method converges faster than the HIS method.
Introduced also is the idea of a subprogram for each of the two things: the function value and its derivative to be calculated at the current value of x. This allows several lines of calculation if needed to build up to the final specification of the value of what is being calculated, in this case the value of funct and derive (that is, the names used as the subprogram names). The subprogram concept thus segregates these parts of the calculations away from the main routine, keeping things clearer and less error prone. In the main program statements like
occur, and as soon as these lines of code are acted upon, the function subprograms are appealed to and their newly calculated values of funct and deriv are used from here onward. The syntax for the subprograms is as follows
Whenever the items funct( ) and derive( ) occur in the main program, current values are calculated immediately from the expressions in these routines, using the current value of the variable x which is passed to the routine inside the parentheses.
The idea of a subroutine is introduced. This is similar to the subprogram concept in the previous program, except that now several things can be calculated within the routine. From the main routine a 'call' has to be made to the subroutine via an expression like Call FandD (x) where FandD is the chosen name for the subprogram, and the current value of x is utilized and passed to the subroutine within the parentheses. The syntax for the subroutine is as follows
and several lines of coding can be used to finally get the values of F and D.
Sets of Linear Equations
Sets of linear algebraic equations may be solved by direct and iterative methods. Direct methods involve a definite number of steps to get the solution via well-known mathematical expressions, like the Gauss elimination procedure, the Gauss-Jordan method, and special methods that exploit the sparseness of a tri-diagonal set of equations, specifically the tri-diagonal matrix algorithm TDMA. The basic Cramer's rule algorithm is also discussed as well as Matrix inversion techniques. Sometimes iterative methods are possible, and when they are applicable, they are they are easy to understand, simple to program, and converge on to the solution. Detailed discussion is given about the Gauss-Seidel iterative process, with under-relaxation and over-relaxation modifications to enhance and improve the rapidity of convergence. Many problems across engineering can be reduced to a set of linear algebraic equations, so the methods here provide a useful vehicle with wide scope of application. Numerical linear algebra topics are covered like solutions of linear matrix systems AX = B, eigenvalues and eigenvectors, and matrix inversion. This work has direct application to a very important topic in applied engineering, that of curve fitting to a set of points that may represent experimentally determined values of stress vs strain, temperature vs time, displacement vs force, etc. The fitted curve may be linear (straight line) or nonlinear (polynomial through the original data or a straight line through transformed data); in all cases the ability to characterize the data trends, and interpolate and extrapolate from the data, is extremely useful.
Gauss Elimination. Gaussian elimination is a method of solving a set of linear algebraic equations wherein row operations are performed that reduce a matrix to upper triangular form -that is, not all the way to the identity matrix, but only halfway, to a matrix whose nonzero components are on the diagonal and above. This helps in obtaining the solution to the given set of equations.
Cramer's Rule. This is a very famous and widely used method for solving a set of linear algebraic equations, when there are just a very few equations (up to 3 for hand calculation, up to 10 or so for computerization). This method makes use of the determinant concept and presents the required solution set via a specific mathematical formula, although the number of multiplication and subtraction operations is formidable as the number of equations increases. It is a handy way to solve for just one of the variables without having to solve the whole system of equations. The method is simple and quick, provided the number of equations is low, especially for only 2 equations in 2 unknowns. The method involves working out the determinant of the left hand side coefficient matrix, and similar with just one of its columns replaced by the values from the right hand side. Specific ratios of the calculated determinants give the solution of specific variables. When coefficient determinant is zero then the system of equations cannot be solved by Cramer's rule and is said to have no unique solution.
Gauss-Seidel Iterative Procedure. This is the basic method of iterative solution of a set of linear algebraic equations. The equations are rearranged into "update" equations, in which for each equation the dominant term only is retained on the left, and other parts are transferred to the right hand side. In a loop arrangement, the main variables on the left are updated, using the latest available values of the variables on the right. One converges on to the solution after many "tours" through the field of variables, provided that the terms on the left of the update equations are dominant as compared with the terms that have been transferred to the right. The convergence rate may be improved via "over-relaxing", and sometimes iterations that would otherwise diverge can be encouraged to converge via the use of "under-relaxing".
Z2.1_Matrix_Inv_Sol_3x3.xls
This problem shows the solution for solving a 3x3 set of linear equations. It also prints out the inverse of the left hand side matrix LHS of the set of the linear equation. For the equation set of the kind A*X = B where A is a square matrix, and X and B are column vectors, it is known that the solution vector X for any given column vector B is given by
The inverse matrix A -1 and the solution vector X are computed and printed in the output on the spreadsheet. This solution is unique and exists if and only if the inverse matrix does in fact exist, the requirement for this being that its determinant is nonzero.
The Excel Spreadsheet functions "MInverse" (location of matrix whose inverse needs to be determined) and "MMult" (information giving the exact locations in the Excel sheets of the matrices that need to be multiplied) are being used to find out the inverse and do the matrix multiplication respectively. Option explicit declaration is used, this being a feature that prevents undefined variables from being inadvertently used by mistake in the program. The corresponding inputs required for this program are the LHS matrix (this for a set of linear equations is the coefficient matrix) and the B column vector values. The Excel sheet has colored locations of cells where the inverse matrix and the solution for the given problem are to be printed when calculated by the VBA program. Also, a button to run the program and a button to clear in preparation for another problem are included.
Z2.2_TDMA.xls
This is a method of Gauss elimination where the coefficient matrix is tridiagonal and the solution algorithm is known as the tridiagonal matrix algorithm TDMA. The uniqueness of the TDMA setup is that the only nonzero elements in the coefficient matrix are along the primary diagonal, just above the diagonal and just below the diagonal with the rest of the elements being zero. The code thus compress the storage so that only the nonzero coefficients of the LHS and the RHS values are stored, the other coefficients being implicitly zero. The computation is very rapid by Gauss elimination since so many of the values are zero and this gives the matrix sparseness, the very property exploited by the computer program.
This program shows an illustration of TDMA to calculate the temperatures given by 4 equations in 4 unknowns. All the required variables are dimensioned accordingly. The program determines the number of equations to solve based on the corresponding value entered in the spreadsheet by the user. When the program is run, a message box is output to the screen which asks for the number of equations to be solved. There are two buttons with the program: one activates the calculation to run, while the second one clears the output. The Excel sheet can accommodate 4 equations with 4 unknowns, but this can easily be modified for any reasonable number of equations.
Z2.3_Iteration_General_Set_Linear_Equ.xls
This program generalizes the concept of Gauss-Seidel iterative solution of a set on n equations in n unknowns. The spreadsheet has locations for specifying the coefficients of AX = B and they must be supplied in dominant diagonal form. The program is used to solve these equations iteratively, and the illustration shows this for a small number of equations, just 3 equations in 3 unknowns. As it stands, the program can take up to 10 equations in 10 unknowns, and with some modification can be extended to any reasonable size. It gives us an illustration of the Gauss-Seidel iterative solution when the complete matrix of coefficients is supplied. No advantage is taken of anything special about this matrix, and it can be as general as one wishes. After supplying the data, one button runs the program and another button clears the results in preparation for a new problem. A Dynamic chart is being displayed and after every specific number of iterations (5 in this case) a message box is displayed. Since the equations are in dominant diagonal form, convergence of the iteration process is assured. However, over relaxation is used to speed up convergence with a reasonable choice of the variable for the over relaxation factor ORF. This is supplied by the user during code operation, following a request via an input box.
Interpolating Polynomials
Interpolation and extrapolation of tabular data is done via the traditional interpolating polynomial approach, though abbreviated here to the Newton-Gregory forward difference polynomial through a select number of points. Since an n th order polynomial through (n + 1) points is unique, it is clear that any other fitted polynomial curve through the same points gives the same curve when plotted, so that other well-known polynomial expressions are just a different way of writing the same y = f(x) function. Many formulas are deducible from this fitted curve, and these are revisited in the next chapter. When the base-points are not equally spaced, other methods like the Lagrange interpolation formula are applicable. Cubic splines are also considered; this provides a lower order polynomial fitted separately over sequential sets of points, typically using cubic polynomials over pairs of points matching values and derivatives on each side of every point.
Z3.1_Lagrange_Interpolation_Curve.xls
The Lagrange interpolating polynomial y = P(x) is the polynomial of degree (n -1) that passes through n points (x 1 , y 1 ), (x 2 , y 2 ), …, (x n , y n ). It is given by 
Notice carefully that the (x -x j ) is omitted from the numerator, and the (x j -x j ) is omitted from the denominator, of the multiplier of the y i term. The given program dimensions all the required variables and then reads in from the spreadsheet the values of the (x, y) points through which the curve is to be fitted.
This program calculates and graphs a fitted curve through a specified number of points N. A range is requested from the user (x min to x max ) from which a set of x in values are determined, typically this range is specified to cover a greater range than the original points. For each x in value, a corresponding y out value is calculated from the Lagrange polynomial. Equipped with all these fitted (x, y) points, the values are printed to the spreadsheet, and a graph is automatically drawn showing the fitted curve covering the x-range previously specified, and showing the original points. The coding is similar to the previous program but repeated many times so as to cover a series of x-values. In this program, the user specifies which given points are to be used, and the range of x-values over which the interpolated curve is to be computed. A table is also given of the polynomial fitted y-values corresponding to each of the x-values in the range.
Z3.2_Cubic_Spline_Uniform_Spacing.xls
After studying nth-order polynomials and interpolating between data points, the question now arises: is deriving an nth-order polynomial the best way to illustrate the way the data really is between the points? The answer is, not always. There may be times, for example, when using a 7 th order polynomial to interpolate between 8 data points will give flawed results when interpolating between the points. Therefore, it is often beneficial to apply lower order polynomials to subsets of the larger data set by using so-called spline functions. A cubic spline uses a third-order curve to connect each pair of data points. One example of when using a cubic spline can be very beneficial is when there are sets of data that at one point have an abrupt change. Many time areas of sudden change in data result in wild unrealistic oscillations before and after the area of abrupt change. By using a cubic spline in each interval, the oscillations are kept to a minimum and one will get a better approximation to the actual behavior of the function. Often with cubic splines the second derivative is set to zero at the endpoints of the range, that is, at the first and last points. This leads to what is called a natural cubic spline.
The illustration is now of a cubic polynomial y = P(x) of degree 3 that connects each pair of points, and specifically for five equi-spaced points, with four intervals. Each interval has its own particular set of coefficients, and each curve must pass through the two end points, and at each intermediate point, its slope must match the slope of the adjacent curve on the other side of the point. Again, the curve passes through n points (x 1 , y 1 ), (x 2 , y 2 ), …, (x n , y n ) where n = 5 for the example. The theory yields a tri-diagonal matrix to be solved for the values of the 2 nd derivatives (notation is S i at the i th point) at the intermediate points, together with S 1 = S 5 = 0 for the natural spline case. So, one generates a set of 3 equations for S 2 , S 3 and S 4 which has coefficients that are specified from the given point ordinate values and the x-spacing h. After the coefficients are calculated at each interval then the y value is interpolated using the appropriate interpolating cubic for the i th interval:
Based on input data and the interval distance (h) the LHS
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Numerical Differentiation and Integration
Many formulas are deducible from the fitted curves of the previous chapter, including various expressions for first and second derivatives, and integration over a range that may lie within the base-points (called closed formulas), or extend beyond them (open formulas). The simple Trapezoidal rule and Simpson's 1/3 rd and 3/8 th rules are deduced and applied, and the concept of a Gaussian quadrature is presented. Some of the formulas are deducible from intuitive derivative estimates, the ideas of which extend easily to nonuniformly spaced base-points. The results of this chapter provide a vehicle for the introduction of a very important numerical topic in science and engineering, the topic of finite difference equations FDEs. Later, the use of a set of FDEs to represent an ordinary differential equation ODE or a partial differential equation PDE over a range will prove to be an invaluable tool.
Z4.1_First_and_Second_Derivatives.xls
This program is used to calculate the first and second derivatives for a particular function y = sin(x) at each point of a set of given equi-spaced x values. It can be easily modified for different functions or extended for data simply of y versus x. The abscissa can be a series of points in time or space and are equidistant from each other. The corresponding y values are obtained by simple mathematical formula or can be otherwise simply any given values with the x-values. The first and second derivative values are calculated with the y values and the spacing (distance between x values) using the 3-point central formulas where possible, but at the endpoints the 3-point one-sided formulas are used. The visual display consists of tabular form with the values of x, y, first derivative and the second derivative in consecutive columns and a button for output and another for clearing are provided. This program finds its application in calculating the velocity and acceleration for a particular body moving with respect to time and distance. Since velocity = distance/ time and acceleration = velocity/time the first derivative gives the velocity and the second derivative gives the acceleration at a given instance of time.
Z4.2_Simpsons_1.3_Rule.xls
This program calculates the value of the function y = integral (sin 2 x) at various equally spaced x values using Simpson's 1/3 rd rule and the results are then sent to a spread sheet chart. The function y is integrated with respect to the x values using the 1/3 rd Simpson's rule. It is used for approximating the integral of a function using quadratic polynomials (i.e., parabolic arcs instead of the straight line segments as used in the other methods and gives accurate results of up to cubic degree. Thus the area inside the particular region can be calculated. Corresponding to the minimum and the maximum x values in the range of the particular integral, coarse and a fine estimates are made. These two values can be used to interpolate to a more accurate value of the integral, called the extrapolated value. The main application is that the distance (equal to the integral of velocity versus time) can be calculated at a given time from a set of velocity versus time values.
Ordinary Differential Equations
ation that is being solved. The concepts and differences that exist between the various m thods are elucidated.
ram uses the very simple Euler method which generates an approximate solution to an initial value roblem: dy/dx = f(x, y) and the percentage error curred in this method. As an example, take the problem of the ODE with BC given by Ordinary differential equations ODEs arise in control theory, optimization, electric circuits, dynamics, chemical kinetics, stability, and other fields. Numerical solutions involve time-stepping from initial conditions forward in the time-direction, although with boundary layers in fluid dynamics and convection heat transfer this may well be the main flow direction and not time. This area abounds with the whole range of simple but less accurate approaches, versus more complicated but more accurate approaches. Single step and multi-step methods are discussed. Concepts of the series solution are followed by single-step (like Euler, and various Runge-Kutta methods) and multistep methods (various predictor-corrector methods like those of Milne-Simpson and Adams-Moulton) for solving a single first-order ODE. These methods march out the solution over time starting from some given boundary condition BC at the initial starting point. The sets of first-order ODEs are considered, along with the reduction of a higher-order ODE into several first-order ODEs to be solved simultaneously. Then several BCs are required at the starting point, one for each equ e x -x -1 ct nd the approximate value and an error of 11 percent is observed, for this particular problem, grid size and range.
Z5.1_Euler_Method.xls
vely easy to program. This ethod is also called classical fourth-order RK method and is defined by the formulas:
with which the calculations may be compared. According to this method, at every step of the march, the new value of the independent variable y is the sum of the y-value on the left of the interval plus an estimate of the y-increment, simply taken as the gradient evaluated on the left multiplied by the x-spacing h. Thus the solution is repeatedly obtained and printed on the spreadsheet in tabular form. The exact value is also calculated and printed, and the percentage difference between the analytical value and the value obtained is displayed. The error obtained is quite significant and thus an improved method is often preferred over this simple method. A graph is drawn for the exa a
Z5.2_RK4.xls This Runge-Kutta 4
th order method is very popular because of its good efficiency, and is used in many computer programs for solution of ordinary differential equations. It uses a weighted average of four estimates of gradients multiplied by the x-spacing h to deduce the y-increment. Fourth-order Runge-Kutta method is widely used in computer solutions to differential equations because it is accurate, stable, and relati m with which the calculations may be compared. This RK4 gives results that are vastly superior to the Euler and RK2 methods. The error is 0.0002 percent at x = 2 versus 11 percent with the Euler method. One inputs the values of the independent variables x, and get out new values which are stepped by a step size h. In the first column the equidistant spacing of x values are displayed followed by the y values from the RK4 method. It is followed by the display of the analytical solution and the percentage of error obtained for this method. A careful observation of this method reveals that the results are accurate to three decimal spaces for this problem over this range of x = 0 to 2. A graph is drawn for calculated y and the exact analytical solution for y versus x; the percentage of error is very small.
Z5.3_RK4_Two_First_Order_ODEs.xls
The RK4 method can easily be modified to solve two simultaneous ODEs:
with given initial conditions. The example is for the following problem with the given BCs at t = 0:
This program is again Runge-Kutta method of the fourth order global accuracy, with the significant difference between this and the previous being that in this two independent functions f and g are evaluated at the same value of independent variable time t. Subprograms are used and hence the two first order ordinary differential equations are solved simultaneously. The differential equations are in terms of x and y as functions of the independent variable time t. The procedure is the same as the standard Runge-Kutta method for one variable, but this time two equations are being solved instead of one. The Excel sheet display consists of a column with the equispaced values of t followed by the calculated x and y values. Two graphs are drawn to show the variation of x with time and the variation of y with time.
Z5.4_RK4_Matrix_Form_ODEs.xls
The principal of two simultaneous ODEs being solved by the RK4 method extends to n simultaneous first-order ODEs in n unknowns, in this program, currently set to handle up to n = 12 equations. The equations may just be a set of simultaneous ODEs or may be the simulation of an n th order ODE. The method just described for two simultaneous ODEs extends to systems of ODEs. Often in applications one encounters a collection of equations which contain the relevant functions of the problem. These equations could be represented as follows with n initial conditions:
Alternatively, a set of ODEs may represent a single higher order ODE, n equations representing an nth order ODE. A basic ordinary differential equation is a relation involving an independent variable x, a dependent variable y, and certain derivatives of the dependent variable y with respect to x. This can be expressed as
The order of an ordinary differential equation is a positive integer n which represents the highest derivative involved in the equation. 
In this program the coefficient matrix is entered in locations C7 up to N18 on the spreadsheet. The case illustrated has k = 0 and µ = 6, representing oscillations with no damping and one oscillation in a time of 2π/6 seconds. In this case the problem specification is
which is simply observed on the spreadsheet. The time range is given as π seconds, representing three oscillations, and with a time-step of π /30 this takes 30 forward steps; you can see the slight departure from exact undamped oscillations over the answers, but if the time-step is reduced by a factor of 10 answers are correct to several decimal places. It is a simple matter to specify more than 2 coupled ODEs which are then automatically solved from their initial values through the specified range of the independent variable, usually time t.
Boundary Value ODE problems
This category of problems is exemplifies by a second-order or higher ODE, for which some BCs are given at one end of the range of solution, whilst some are given at the other end of the range. These problems can also be considered to be 1-D versions of Elliptic PDEs and require BCs at each end of the range. The outcome is the steady state value of the variable being sought at all internal points of the region. In practical terms, steady state 1-D heat conduction is a prime example. These problems can be solved as initial value problems, with a guessed BC at the starting point and shooting toward the required BC at the other end of the range. Alternatively, and perhaps more meaningful and extendable to partial differential equations PDEs, it is convenient to divide up the range into a certain number of intervals, and deduce a FDE at each point. The resulting set of FDEs can be solved by the methods of Chapter 2, specifically direct solution (application of TDMA) or more likely iterative solution (application of the Gauss-Seidel method). Known values at the boundaries are simply picked up and used as needed, and if derivative values are known at the boundaries they can be handled by the external fictitious point method. 
Z6.1_1D_Steady State with Heat Generation.xls
where h is the uniform spacing Δx between sequential x-values. Using the method of Chapter 2 for iterative solution of a set of linear algebraic equations, the program performs a large number of iterative sweeps of the field, each sweep visiting each of the points P from left to right and updating the values, using each new value as soon as available, called the Gauss-Seidel iteration method. Since the FDEs are dominant at the point being updated (dominant diagonal if one were to write out the entire set of equations) convergence of the iteration process is assured. However, over relaxation is used to speed up convergence with a reasonable choice of the over relaxation factor ORF. This is supplied by the user during code operation, following a request via an input box.
This program is a one-dimensional steady state type with heat generation and is used to calculate the temperature along the length of the plate when the temperature at the initial point and the final point, and the boundary conditions are known. It gives the temperature values distributed intermediately when the two temperatures in the corners are maintained at different levels. It also takes into consideration the heat generation rate and the thermal conductivity of the material. Thus it gives an idea of how the temperature gets distributed along the surface of different materials when maintained at different conditions. By putting the values of a second derivative function of temperature in terms of the temperatures to the east and west of it, a series of equations for different temperatures are developed. The display or the output of the program consists of the temperatures at the intermediate points and shows how the temperatures converge to the final solution using Gauss-Seidel method. The user is prompted for an over relaxation factor ORF, and depending on its value, convergence will be faster or slower than the standard Gauss-Seidel method. 
Z6.2_1D_TDMA_ Heat Generation.xls

Partial Differential Equations -Elliptic
Partial differential equations PDEs arise in heat transfer, fluid dynamics, chemical dispersion, electrostatic and electromagnetic field theory, and other fields. Solution of these problems is often iterative, and the wealth of information and techniques from earlier study on sets of linear equations finds application here, although not in the same form. For example, in a 3-D problem with 5 x 5 x 5 unknowns, we typically do not set up and specify the values 125 equations with 125 unknowns. The left hand side matrix would have over 10,000 elements and, apart from the difficulty of specifying the coefficients, solution techniques would be very inefficient since the sparseness cannot be utilized. Instead we make use of "nested" loops and a simple update equation centered in it. In this way a very short computer code can solve the problem, for which analytic solution is impossible, or at best very cumbersome with infinite series to evaluate.
Partial differential equations PDEs are divided into three types depending on the value of the discriminant of the equations and the existence or not of characteristics, and the amount of boundary conditions BCs that need specifying in order to have a solution. Basically, elliptic PDEs need BCs on all sides of the domain, either the value of the variable or its outward normal derivative. These problems have second-order derivatives in all spatial directions, represent steady state situations, and can be solved using either direct solution or iterative solution of the associated set of FDEs, although iterative methods are preferred. Prime examples of such problems are Laplace's equation and Poisson's equation, representing steady state heat conduction, without and with internal heat generation, respectively. Different iterative procedures in combination with relaxation parameters can be used for obtaining solutions. Elliptic PDEs in plane, cylindrical and spherical coordinate systems are discussed.
Z7.1_2D_Laplace_Coarse_Grid.xls
One-dimensional problems give ODEs (with 2 nd order derivatives) for function values of the independent variable x, for example temperature versus distance T = T(x). Solution methods parallel those of 2-D Laplace problems with second-order derivatives in both x and y directions. Iterative solution methods are applicable, as one is still essentially solving a set of linear algebraic equations, even if they are not actually written as such. The solution is for temperature distribution within a medium as a steady state problem. The inputs consist of the end boundary temperatures and the number of points in the x-direction. With this information one calculates the intermediate temperatures at each point P based on explicit input from the East and West points to determine the temperature at point P. The East and west boundary values are brought in as the adjacent points are updated. Methods generally use a Gauss-Seidel iterative solution to converge on the steady state solution. As the number of points increases the calculation will require more arithmetic to converge on the solution.
When temperature is a function of 2-D position, then T = T(x, y) and the problem is that of Laplace's equation, a certain type of Partial Differential Equation PDE of elliptic form. This program generates the solution for temperature distribution within a medium as a steady state problem. These are steady state problems for which iterative solution techniques are applicable. The inputs consist of the end boundary temperatures and the number of points in the 2D direction. With this information the program then calculates the intermediate temperatures based on explicit input from the North/South/East/West points to determine the temperature at point P. The program performs a Gauss-Seidel iterative solution to converge on the steady state solution. As the number of points increases the program will require more computer time (more calculations) to converge on the solution. Not incorporated here is over relaxation though it can easily be added by the user, following the methodology shown earlier in iterative computer codes in Chapters 2 and 6
Z7.2_2D_Laplace_Fine_Grid.xls
This solves the same problem for temperature as a function T = T(x, y) and the problem is that of Laplace's equation, a certain type of Partial Differential Equation PDE of elliptic form. This program generates the solution for temperature distribution within a medium as a steady state problem. Now the grid sspacing has been halved, resulting in a finer grid representation of the problem. One expects that a converged solution now will take longer, that is more iterations to converge, and of course there are more calculations at each step of the iteration procedure. However, one expects a more accurate answer at corresponding physical locations. In fact, one can extrapolate to the limit at corresponding points via formulas like T exact = T fine + (T fine -T coarse ) / 3 using coarse and fine converged values on the right, and generating a more exact value on the left.
Partial Differential Equations -Parabolic
Transient or unsteady state heat conduction problems result in parabolic PDEs which possess a first derivative with respect to time and second derivatives in the spatial directions. Concept of finite difference Fourier and Biot numbers become important in determining the maximum time step for calculations to be within stability requirements, with explicit methods. Implicit methods can avoid the stability restriction on the time step, at the cost of greater complexity in setting up the FDEs to use at each step of the march, typically needing the TDMA for matrix inversion for each forward step. These concepts also extend to 2-D and 3-D transient problems, requiring the use of the alternative direction implicit ADI technique. This technique can also be favorably used with elliptic steady state problems of the previous chapter.
Z8.1_1D_Transient.xls
Here the transient temperature response of a 1-D region is computed, based on a sudden change in boundary temperatures. This is known as a parabolic partial differential equation PDE. The program reads in the number of points to be used across the domain, and the left and right side boundary temperatures, and initial temperature across the layer. Use is made of the simple explicit update expression, consistent with stability of the calculations and a Fourier number equal to 0.5 for the maximum possible time-step Δt. The results are printed to the spreadsheet at the completion of each time-step of the march.
Z8.2_2D_Transient.xls
A 2-D region subjected to a sudden change in the boundary values presents a transient problem, which can be handled by an extended version of the 1-D analysis. The program contains the input data to be analyzed for a 1/4 th of a rectangular region, this being possible by virtue of horizontal and vertical symmetry. Two sides of the domain have known boundary temperatures, and two sides have adiabatic boundaries, this zero outward normal derivative condition being applied via the external fictitious point method. The explicit formulation is used, with maximum possible forward time-step Δt, hence forward steps of the march are made with Fourier number equal to 0.25. Note that there is no further restriction (of the Δt maximum deduced at internal points) of the maximum time step because of the zero gradient adiabatic boundaries. Were they to be convective or radiative conditions, there would be a further restriction of maximum Δt.
Partial Differential Equations -Hyperbolic
Vibration problems in one or more spatial directions give rise to hyperbolic PDEs. These have second-order derivatives in all spatial directions as well as a second-order time derivative. Forward marching in the time direction is again the method of solution, and the techniques parallel those used with parabolic transient problems. Concepts of using an amended finite difference update equations for the very first forward step, as opposed to the all other subsequent steps, are explained and illustrated, in both 1-D and 2-D situations. Similar hyperbolic-type PDEs arise in transient advection-diffusion problems, with only first derivative in time but first and second derivatives in distance, and similar marching solution methodologies are applicable. This program has an easily specified initial displaced position. Here, one can input on the spreadsheet the initial displacement on the first line, or press the reset button to generate an initial displacement to be that of a plucked string, plucked at a noncentral location. If this default "reset" initial position needs to be changed, it can easily be done via amending the VBA code.
Z9.1_1D_Hyperbolic_Wave_General.xls
Z9.2_2D_Hyperbolic_Wave.xls
This program is a 2-D version of the wave equation with several new features. The initial displaced position is specified in the code and is currently that of half sine waves in both directions. This can easily be changed as needed. During calculations, a dynamic 3-D graphic view is generated with color coding of the altitudes being attained as time proceeds.
Curve Fitting
This chapter deals with curve fitting, the study of ways of constructing functions whose graphs are curves that "best" approximate a given collection of points. Numerical linear algebra topics for solving 2 equations in 2 unknowns has direct application to this very important topic in applied engineering, that of curve fitting to a set of points that may represent experimentally determined values of stress vs strain, temperature vs time, displacement vs force, etc. The fitted curve may be linear (straight line) or nonlinear (polynomial through the original data or a straight line through transformed data); in all cases the ability to characterize the data trends, and interpolate and extrapolate from the data, is extremely useful. The method of fitting a nonlinear curve through transformed data is demonstrated, including the determination of which particular nonlinear curve (y = αx β , y = αe βx , logarithmic or sinusoid) is most appropriate.
Zten10.1_Least_Square_Straight_Line.xls
The equation of the straight line using the least squares method is fitted through a set of (x, y) points. For any line the standard equation is considered as y = ax + b. In other words this program consists of a mathematical procedure for finding the best-fitting curve to a given set of points by minimizing the sum of the squares of the vertical offsets ("the residuals") of the points from the curve. The sum of the squares of the offsets is used instead of the offset absolute values because this allows the residuals to be treated as a continuous differentiable quantity. Once the various sums of combinations of the x and the y values are found they are substituted in the two equations for the two unknowns a and b. These two simultaneous equations are solved using Cramer's Rule (see Chapters 0 and 2) and a graph is drawn of the straight line fitted, together with the original points. The Excel display also contains an area for entering the specified 'x' and 'y' values. A graph of the fitted equation is generated and drawn, along with the original points.
Zten10.2_Graphic_Analysis for y equals AxB.xls
When the values of x and y for a series of points are specified and it is anticipated that the points are such that the curve y = αx β passes roughly through the points, this program is applicable. This is indeed the case if the transformed data X = log x Y = log y are such that plotting Y versus X results in roughly a straight line. To solve this problem the given line equation is written in form of Y = aX + b and a and b are found by the method of the above program Zten10.1 and then α and β are found from simple algebraic equations. The Excel display sheet consists of the input for original x and y values and the generated y values when the best-fit line equation is found. The values of α and β are also output.
Zten10.3_Graphic_Choice.xls
This program is used to show the trends of the given x and y data points, via plotting variously their value or their log transforms. The input parameters are a set of specified x and y values. The logarithmic values for these x and y values are calculated via X = log x and Y = log y. Four difference graphs are plotted for points of y vs x, y vs X, Y vs x, and Y vs X; that is: y versus x y versus log x log y versus x log y versus log x The corresponding points are plotted for these four graphs. Visual examination now permits the operator to see which, if any, of these looks to be roughly linearly related and therefore amenable to a straight line through the data. According to which, one chooses the most appropriate form of transformed data to fit with a straight line. One can then fit the line with constants a and b, and deduces the two parameters α and β of the most appropriate curve through the original data.
VI. Closure
Computational methods using Excel/VBA for engineers have been described, for application to analysis and design, and the simulation and solution of engineering problems. Emphasis was on the methods and applications, using Excel as the interface for data input and output, tables and figures, and Visual Basic for Applications VBA as the programming language for computations. Connections were emphasized between each topic, and a variety of engineering problems and applications that can be solved with the computer codes
