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On Some Classes of Z2Z4−Linear Codes and their
Covering Radius
K. Chatouh, K. Guenda, T.A.Gulliver and L. Noui
Abstract
In this paper we define Z2Z4−Simplex and MacDonald Codes of type α and β and
we give the covering radius of these codes.
Keywords Simplex codes, MacDonald codes, Covering radius, Gray map.
1 Introduction
Much research has concerned the construction of the additive codes especially, Delsarte in
1973, who put the first definition of this codes [12]. For more information concerning the
Z2Z4-additive code the reader is invited to consult (see [3], [4], [5], [6] and [16]). The simplex
and MacDonald codes over a finite fields and a finite rings are studied in several version of
those articles. (see [1], [7], [9] and [14]). We will use these codes to define a new family of
simplex and MacDonald codes is a concatenation of a binary and quaternary simplex and
MacDonald codes.
The subject of this paper is the construction of simplex and MacDonald codes over Z2Z4
of type α and β is also their covering radius. The paper is organized as follows. In Section
2, we recall some properties related to Z2Z4-additive codes. In Section 3, we calculated the
covering radius of Z2Z4- repetition codes. In Section 4 and 5, we describe the construction
of Z2Z4- simplex, MacDonald codes and we estimated theirs covering radius. In Section 6,
We concluded a relation between the first order of Reed Muller codes and simplex codes
over Z2Z4. Finally in section 7, we give the binary version of these codes.
2 Preliminaries
In this section based on some articles (see [3], [4] and [6]) to select General preliminaries
which serve this search.
Denote by Z2 and Z4 the rings of integers modulo 2 and modulo 4, respectively. Let Z
n
2
and Zn4 denote the space of n−tuples over these rings. We say that a binary code is any
1
nonempty subset C of Zn2 , and if that subcode is a vector space then we say that it is a
linear code. Similarly, any nonempty subset C of Zn4 is called a linear quaternary code.
The codes considered here are subgroups of the space Zγ2×Z
δ
4. A code C is Z2Z4-additive
if the set of coordinates can be partitioned into two subsets X and Y such that the punctured
code of C by deleting the coordinates outside X (respectively, Y ) is a binary linear code
(respectively, a quaternary linear code). Let Cb be the subcode of C which contains all
order two codewords and let be the dimension of (Cb)X , which is a binary linear code.
For the case γ = 0, we will write k = 0. Considering all these parameters, we will say
that C (or equivalently C = Φ(C) is of type (γ, δ;λ, µ; k). The structure of these codes
is given as follows. We write v = (v1, v2) ∈ Z
γ
2 × Z
δ
4 where v1 = (x1, · · · , xγ) ∈ Z
γ
2 and
v2 = (y1, · · · , yδ) ∈ Z
δ
4.
The code C is a subgroup of Zγ2 ×Z
δ
4, as such it is isomorphic to Z
λ
2 ×Z
µ
4 for some λ and
µ. We say that C is of type 2λ4µ as a group. It follows that it has |C| = 2λ+2µ codewords
and the number of order two codewords in C is 2λ+µ. We will take an extension of the usual
Gray map Φ : Zγ2 × Z
δ
4 → Z
n
2 , where n = γ + 2δ given by
Φ(u, v) = (u, φ(v1), ..., φ(vδ)), ∀u ∈ Z
γ
2 , ∀(v1, ..., vδ) ∈ Z
δ
4
where φ : Z4 → Z
2
2 is the usual Gray map that is φ(0) = (0, 0), φ(1) = (0, 1), φ(2) =
(1, 1), φ(3) = (1, 0). This Gray map is an isometry which transforms Lee distances defined
in Zγ2 × Z
δ
4 to Hamming distances defined in Z
n
2 , where n = γ + 2δ.
Let v1 ∈ Z
γ
2 and v2 ∈ Z
δ
4. Denote by wtH(v1) the Hamming weight of v1 and wtL(v2) the
Lee weight of v2. For a vector v = (v1, v2) ∈ Z
γ
2 × Z
δ
4, define the weight of v, denoted by
wt(v), as wtH(v1) + wtL(v2), or equivalently, the Hamming weight of Φ(v).The Euclidean
weight is given by the relation wt(v) = wtH(v1) + wtE(v2), where the Euclidean weight
wE (u) of a vector u is
n∑
i=1
min
{
ui, (4− ui)
2}.
Definition 2.1 Let C be a Z2Z4− additive code, which is a sub group of Z
γ
2 × Z
δ
4. We say
that the binary image Φ (C) is a Z2Z4− additive code of binary length n = γ + 2δ and type
(γ, δ, λ, µ; k), where λ, µ and k are defined as above.
Let C be a Z2Z4−additive code. A Z2Z4−additive code C is not a free module, every
codeword is uniquely expressible in the form
λ∑
i=1
λiui +
µ∑
j=1
µivj
where, λi ∈ Z2, µj ∈ Z4 and for 1 ≤ i ≤ λ and 1 ≤ j ≤ µ , ui, vj ∈ Z
γ
2 ×Z
δ
4
of order two and order four, respectively. Vectors ui, vj gives as a generator matrix G of size
(λ+ µ)× (γ + δ) for the code C. Moreover, we can write G as
2
G =
[
B1 2B3
B2 Q
]
where B1, B2 are matrices over Z of size λ× γ and µ× γ, respectively; B3 is a matrix over
Z4 of size λ× δ with all entries in {0, 1} ⊂ Z4; and Q is a matrix over Z4 of size µ× δ with
quaternary row vectors of order four.
In [5], it is shown that a Z2Z4− additive code is permutation equivalent to a Z2Z4−
additive code with standard generator matrix of the form
GS =

 Ik T
′ 2T1 0 0
0 0 T2 2Iλ−k 0
0 S ′ S R Iλ

 (1)
where T ′, T1, T2, R, S
′ are a matrix over Z2 and S is a matrix over Z4.
We define the inner product of vector u, v ∈ Zγ2 × Z
δ
4 as
〈u, v〉
Z2Z4
= 2
(
γ∑
i=1
uivi
)
+
γ+δ∑
j=γ+1
ujvj ∈ Z4
The Z2Z4− additive dual code of C, denoted by C
⊥, is defined in the standard way
C⊥ =
{
v ∈ Zγ2 × Z
δ
4
∣∣〈u, v〉
Z2Z4
= 0 for all u ∈ C
}
.
We will also call C⊥ the additive dual code of C. We use the canonical generator matrix as
in 1 to construct a canonical generator matrix of C⊥ , to get a parity-check matrix
HS =

 T
′ Iγ−k 0 0 2S
′t
0 0 0 Iλ−k 2R
t
T t1 0 Iδ+k−λ−µ T
t
2 − (S +RT2)
t

 (1)
where T ′, T1, T2, R, S
′ are a matrix over Z2 and S is a matrix over Z4.
2.1 Covering Radius of Codes
In this section, we introduce the basic notions of the covering radius of codes over Z2Z4.
The covering radius of a code C, denoted r(C), is the smallest number r such that the
spheres covering radius of radius r around the codewords of C cover the sets (Z2 × Z4)
n .
The covering radius of a code C over Z2Z4 with respect to the Lee and Euclidien distances
is given by
rL(C) = maxu∈(Z2×Z4)n {minc∈C dL(u, c)}
and
3
rE(C) = maxu∈(Z2×Z4)n {minc∈C dE(u, c)}
respectively. It is easy to see that rL(C), rE(C) are the minimum values rL, rE such that
(Z2 × Z4)
n = ∪c∈CSrL(c) and (Z2 × Z4)
n = ∪c∈CSrE(c)
respectively, where
SrL(u) = {v ∈ (Z2 × Z4)
n |d(u, v) ≤ rL}
and
SrE(u) = {v ∈ (Z2 × Z4)
n |d(u, v) ≤ rE }
for any element u ∈ (Z2 × Z4)
n .
Proposition 2.2 Let C be a code over (Z2 × Z4)
n and Φ(C) the Gray map images of C.
Then rL (C) = r (Φ(C)) .
The lower and upper bounds on the covering radius of codes over Z2Z4 is given in several
theorems and proposition (see, [13], [17] and [18]).
Proposition 2.3 For any code C of length n over Z2Z4,
22n
|C|
6
∑rL(C)
i=0
(
2n
i
)
22n
|C|
6
∑rE(C)
i=0 (Vi), where
∑5n
i=0 Vix
i = (1 + 3x+ 2x2 + x4 + x5)
n
Proof. The proof of inequality over Z2Z4 is similar to the proof over Z4 given in [2].
Let C be a code over Z2Z4 and
s
(
C⊥
)
= |
{
i|Ai
(
C⊥
)
6= 0, i 6= 0
}
|
where Ai
(
C⊥
)
is the number of codewords of weight i in C⊥. Delsarte in [11] proved that
the covering radius r (C) of C is given by r (C) 6 s
(
C⊥
)
. This is known as the Delsarte
bound. Before to define the bound of Delsarte we give the following Lemma
Lemma 2.4 [2] For a code C over Z2Z4, rL (C) ≤ rE (C) ≤ 3rL (C).
Theorem 2.5 (Delesarte Bound) [2] Let C be a code over Z2Z4 then rL (C) ≤ s
(
C⊥
)
and
rE (C) ≤ 3s
(
C⊥
)
.
A coset of the code C defined by the vector u ∈ (Z2 × Z4)
n is the set
4
u+ C = {u+ v |v ∈ C }
A coset leader of C is a vector in u + C of smallest weight. When the code is linear
its covering radius is equal to the weight of the heaviest coset leader. Hence we have the
following proposition
Proposition 2.6 [13] The covering radius of the linear code C is equal to the maximum
weight of a coset leader.
The following result of Mattson is useful for computing covering radii of codes over rings
generalized easily from codes over finite fields.
Proposition 2.7 If C0 and C1 are codes over Z2Z4 generated by matrices G0 and G1 re-
spectively and if C is the code generated by
G =
[
0 G1
G0 A
]
then rd(C) ≤ rd(C0)+ rd(C1) and the covering radius of D (concatenation of C0 and C1)
satisfy the following rd(D) ≥ rd(C0) + rd(C1) for all distances d over Z2Z4.
3 The Covering Radius of Z2Z4−Repetition Codes
The repetition code C over a finite field Fq = {α0, α1, · · · , αq−2} is an [n, 1, n]− code such
as C = {(αα · · ·α)/α ∈ Fq} . The covering radius of every [n, 1, n]− code is ⌈
(
q−1
q
)
n⌉. In
particular, this holds for the binary repetition code. In [13], various classes of repetition
codes over Z4 have been studied and their covering radius has been obtained. Now we
generalize those results for codes over Z2Z4. Consider the repetition codes over Z2Z4. One
can define seven basic repetition codes Cαi , (1 ≤ i ≤ 7) of length n over Z2Z4 generated
by Gα1 = [0101 · · ·01] , Gα2 = [0202 · · ·02] , Gα3 = [0303 · · ·03] , Gα4 = [1010 · · ·10] , Gα5 =
[1111 · · ·11] , Gα6 = [1212 · · ·12] , Gα7 = [1313 · · ·13] . So the repetition codes are Cα1 =
Cα3 = {(00 · · ·00) , (01 · · ·01) , (02 · · ·02) , (03 · · ·03)}, Cα2 =
{(00 · · ·00) , (02 · · ·02)}, Cα4 = {(00 · · ·00) , (10 · · ·10)}, Cα5 = Cα7 =
{(00 · · ·00) , (01 · · ·01) , (02 · · ·02) , (03 · · ·03) , (10 · · ·10) , (11 · · ·11) , (12 · · ·12) , (13 · · ·13)} ,
following Cα6 = {(00 · · ·00) , (02 · · ·02) , (10 · · ·10) , (12 · · ·12)}. The theorems determine
the covering radius of Cαi for (1 ≤ i ≤ 7) .
Theorem 3.1 rE (Cα1) = rE (Cα3) =
3n
4
and rL (Cα1) = rL (Cα3) =
3n
2
.
5
Proof. We know that rE (Cαi) = maxx∈(Z2Z4)n {dE (x, Cαi)}. Let x ∈ (Z2Z4)
n . If x has com-
position of (t0, t1, t2, t3, t4, t5, t6, t7), where
7∑
j=0
ti = n then dE
(
x, 00
)
= n−t0+3t2+t5+4t6+t7,
dE
(
x, 01
)
= n− t1 +3t3 + t6 +4t7, dE
(
x, 02
)
= n− t2 +4t0 + t1 +3t4 + t7 and dE
(
x, 03
)
=
n − t3 + t0 + 4t1 + t2 + 3t5. Thus dE (x, Cα1) = min (n − t0 + 3t2 + t5 + 4t6 + t7) ,
(n− t1 + 3t3 + t6 + 4t7) ,(n− t2 + 4t0 + t1 + 3t4 + t7), (n− t3 + t0 + 4t1 + t2 + 3t5) ≤
3n
4
. If
x = x1x2x3x4 =
n
4︷ ︸︸ ︷
00 · · ·00
n
4︷ ︸︸ ︷
01 · · ·01
n
4︷ ︸︸ ︷
02 · · ·02
n
4︷ ︸︸ ︷
03 · · ·03 ∈ (Z2Z4)
n, then dE
(
x, 00
)
= dE
(
x, 02
)
=
dE
(
x, 03
)
= n
8
+ 4
(
n
8
)
+ n
8
= 3n
4
. Thus rE (Cα1) ≥
3n
4
. Hence rE (Cα1) = rE (Cα3) =
3n
4
. The
gray map Φ(Cα1) is a binary repetition code of length 3n hence rL (Cα1) = rL (Cα3) =
3n
2
. 
Theorem 3.2 rE (Cα5) = rE (Cα7) = n and rL (Cα5) = rL (Cα7) =
3n
2
.
Proof.
See the first part of Theorem 3.1 is to that rE (Cα5) ≤ n. If
x =
n
8︷ ︸︸ ︷
00 · · ·00
n
8︷ ︸︸ ︷
01 · · ·01
n
8︷ ︸︸ ︷
02 · · ·02
n
8︷ ︸︸ ︷
03 · · ·03
n
8︷ ︸︸ ︷
10 · · ·10
n
8︷ ︸︸ ︷
11 · · ·11
n
8︷ ︸︸ ︷
12 · · ·12
n
8︷ ︸︸ ︷
13 · · ·13 ∈ (Z2Z4)
n, then
dE
(
x, 00
)
= dE
(
x, 01
)
= dE
(
x, 02
)
= dE
(
x, 03
)
= dE
(
x, 10
)
= dE
(
x, 11
)
= dE
(
x, 12
)
=
dE
(
x, 13
)
= n
16
+ 4
(
n
16
)
+ n
16
+ n
16
+ n
8
+ n
16
+ 4
(
n
16
)
+ n
8
= n. Thus rE (Cα5) ≥ n. Hence
rE (Cα5) = rE (Cα7) = n. 
Theorem 3.3 rE (Cα2) = n, rE (Cα4) =
n
4
, rE (Cα6) =
5n
4
and rL (Cα2) = rL (Cα4) =
rL (Cα6) =
3n
2
.
Proof. The proof is similar to proof of Theorem 3.1 and 3.2, hence omitted. 
In order to determine the covering radius of Simplex code of type α and β over Z2Z4, we
have to define a block repetition code over Z2Z4 and find its covering radius. Thus the cover-
ing radius of the block repetition code BRepn : (n = n1+n2+n3+n4+n5+n6+n7, 2
3, dL =
6n, dE = min{(n1 + 4n2 + n3 + n4 + 2n5 + 5n6 + 2n7), (n1 + 4n2 + n3 + n5 + 4n6 + n7) ,
(4n1 + n2 + 4n3 + 4n5 + n6 + 4n7) , (n4 + n5 + n6 + n7) , (4n1 + 4n3 + n4 + 5n5 + n6 + 5n7)}
generated by
G =
( n1︷ ︸︸ ︷
01 · · ·01
n2︷ ︸︸ ︷
02 · · ·02
n3︷ ︸︸ ︷
03 · · ·03
n4︷ ︸︸ ︷
10 · · ·10
n5︷ ︸︸ ︷
11 · · ·11
n6︷ ︸︸ ︷
12 · · ·12
n7︷ ︸︸ ︷
13 · · ·13
)
is given in the following theorems.
Theorem 3.4 rE (BRep
n1+n2+n3+n4+n5+n6+n7) = 1
4
[3 (n1 + n3) + n4 + 5n6]+(n2 + n5 + n7)
and rE (BRep
7n
α ) = 6n
6
Proof. By proposition 2.7 and Theorem 3.1, 3.2 and 3.3 we have
rE (BRep
n1+n2+n3+n4+n5+n6+n7) ≥ 1
4
[3 (n1 + n3) + n4 + 5n6] + (n2 + n5 + n7). Let
x = x1x2x3x4x5x6x7 ∈ (Z2Z4)
n1+n2+n3+n4+n5+n6+n7 with x1, x2, x3, x4, x5, x6, x7 have compo-
sitions of (a0, a1, a2, a3, a4, a5, a6, a7) , (b0, b1, b2, b3, b4, b5, b6, b7) , (c0, c1, c2, c3, c4, c5, c6, c7) ,
(d0, d1, d2, d3, d4, d5, d6, d7), (e0, e1, e2, e3, e4, e5, e6, e7) , (f0, f1, f2, f3, f4, f5, f6, f7) ,
(g0, g1, g2, g3, g4, g5, g6, g7) such that n1 =
7∑
j=0
ai, n2 =
7∑
j=0
bi, n3 =
7∑
j=0
ci, n4 =
7∑
j=0
di, n5 =
7∑
j=0
ei, n6 =
7∑
j=0
fi, n7 =
7∑
j=0
gi.
dE
(
x, 00
)
= n1 − a0 + 3a2 + a5 + 4a6 + a7 + n2 − b0 + 3b2 + b5 + 4b6 + b7 + n3 − c0 +
3c2 + c5 +4c6 + c7 + n4 − d0 +3d2 + d5 +4d6 + d7 + n5− e0 +3e2 + e5 + 4e6 + e7 + n6− f0 +
3f + f5 + 4f6 + f7 + n7 − g0 + 3g2 + g5 + 4g6 + g7, where 00 = 0000 · · ·00 is the first vector
of BRepn1+n2+n3+n4+n5+n6+n7 .
dE (x, y1) = n1−a1+3a3+a6+4a7+n2−b2+4b0+b1+3b4+b7+n3−c3+c0+4c1+c2+
3c5+n4−d4+d1+4d2+d3+3d6+n5−e5+e2+4e3+3e7+n6−f6+3f0+f3+4f4+f5+n7−
g7+3g1+g4+4g5+g6, where y1 =
n1︷ ︸︸ ︷
01 · · ·01
n2︷ ︸︸ ︷
02 · · ·02
n3︷ ︸︸ ︷
03 · · ·03
n4︷ ︸︸ ︷
10 · · ·10
n5︷ ︸︸ ︷
11 · · ·11
n6︷ ︸︸ ︷
12 · · ·12
n7︷ ︸︸ ︷
13 · · ·13
is the second vector of BRepn1+n2+n3+n4+n5+n6+n7.
dE (x, y2) = n1−a1+3a3+a6+4a7+n2−b2+4b0+b1+3b4+b7+n3−c3+c0+4c1+c2+
3c5+n4−d0+3d2+d5+4d6+d7+n5−e1+3e3+e6+4e7+n6−f2+4f0+f1+3f4+f7+n7−
g3+g0+4g1+g2+3g5, where y2 =
n1︷ ︸︸ ︷
01 · · ·01
n2︷ ︸︸ ︷
02 · · ·02
n3︷ ︸︸ ︷
03 · · ·03
n4︷ ︸︸ ︷
00 · · ·00
n5︷ ︸︸ ︷
01 · · ·01
n6︷ ︸︸ ︷
02 · · ·02
n7︷ ︸︸ ︷
03 · · ·03
is the third vector of BRepn1+n2+n3+n4+n5+n6+n7.
dE (x, y3) = n1−a2+4a0+a1+3a4+a7+n2−b1+3b3+b6+4b7+n3−c2+4c0+c1+3c4+
c7+n4−d0+3d2+d5+4d6+d7+n5−e2+4e0+e1+3e4+e7+n6−f1+3f3+f6+4f7+n7−
g2+4g0+g1+3g4+g7, where y3 =
n1︷ ︸︸ ︷
02 · · ·02
n2︷ ︸︸ ︷
01 · · ·01
n3︷ ︸︸ ︷
02 · · ·02
n4︷ ︸︸ ︷
00 · · ·00
n5︷ ︸︸ ︷
02 · · ·02
n6︷ ︸︸ ︷
01 · · ·01
n7︷ ︸︸ ︷
02 · · ·02
is the fourth vector of BRepn1+n2+n3+n4+n5+n6+n7 .
dE (x, y4) = n1−a3+a0+4a1+a2+3a5+n2−b2+4b0+b1+3b4+b7+n3−c1+3c3+c6+
4c7+n4−d0+3d2+d5+4d6+d7+n5−e3+e0+4e1+e2+3e5+n6−f2+4f0+f1+3f4+f7+n7−
g1 + 3g3 + g6 + 4g7+, where y4 =
n1︷ ︸︸ ︷
03 · · ·03
n2︷ ︸︸ ︷
02 · · ·02
n3︷ ︸︸ ︷
01 · · ·01
n4︷ ︸︸ ︷
00 · · ·00
n5︷ ︸︸ ︷
03 · · ·03
n6︷ ︸︸ ︷
10 · · ·10
n7︷ ︸︸ ︷
01 · · ·01
is the fifth vector of BRepn1+n2+n3+n4+n5+n6+n7.
dE (x, y5) = n1−a0+3a2+a5+4a6+a7+n2−b0+3b2+b5+4b6+b7+n3−c0+3c2+c5+4c6+
c7+n4−d4+d1+4d2+d3+3d6+n5−e4+e1+4e2+e3+3e6+n6−f4+df1+4f2+f3+3f6+n4−
g4+g1+4g2+g3+3g6, where y5 =
n1︷ ︸︸ ︷
00 · · ·00
n2︷ ︸︸ ︷
00 · · ·00
n3︷ ︸︸ ︷
00 · · ·00
n4︷ ︸︸ ︷
10 · · ·10
n5︷ ︸︸ ︷
10 · · ·10
n6︷ ︸︸ ︷
10 · · ·10
n7︷ ︸︸ ︷
10 · · ·10
is the sixth vector of BRepn1+n2+n3+n4+n5+n6+n7.
dE (x, y6) = n1−a2+4a0+a1+3a4+a7+n2−b0+3b2+b5+4b6+b7+n3−c2+4c0+c1+3c4+
c7+n4−d4+d1+4d2+d3+3d6+n6−e6+3e0+e3+4e4+e5+n6−f4+f1+4f2+f3+3f6+n7−g6+
3g0 + g3 + 4g4 + g5+, where y6 =
n1︷ ︸︸ ︷
02 · · ·02
n2︷ ︸︸ ︷
00 · · ·00
n3︷ ︸︸ ︷
02 · · ·02
n4︷ ︸︸ ︷
10 · · ·10
n5︷ ︸︸ ︷
12 · · ·12
n6︷ ︸︸ ︷
10 · · ·10
n7︷ ︸︸ ︷
12 · · ·12
7
is the seventh vector of BRepn1+n2+n3+n4+n5+n6+n7 .
dE (x, y7) = n1−a3+a0+4a1+a2+3a5+n2−b2+4b0+b1+3b4+b7+n3−c1+3c3+c6+
4c7+n4−d4+d1+4d2+d3+3d6+n7−e3+e0+4e1+e2+3e5+n2−f2+4f0+f1+3f4+f7+n5−
g5 + g2 + 4g3 + 3g7, where y7 =
n1︷ ︸︸ ︷
03 · · ·02
n2︷ ︸︸ ︷
302 · · ·02
n3︷ ︸︸ ︷
01 · · ·01
n4︷ ︸︸ ︷
10 · · ·10
n5︷ ︸︸ ︷
13 · · ·13
n6︷ ︸︸ ︷
12 · · ·12
n7︷ ︸︸ ︷
11 · · ·11
is the eighth vector of BRepn1+n2+n3+n4+n5+n6+n7α . Thus rE (BRep
n1+n2+n3+n4+n5+n6+n7) ≤
1
4
[3 (n1 + n3) + n4 + 5n6] + (n2 + n5 + n7) .
The code has constant Lee weight 6n. Thus for x = 1111 · · ·11 ∈ (Z2Z4)
7n, we have
dL (x,BRep
7n) = 6n. 
4 Z2Z4-Simplex Code of Type α and β
In this part, we have going to study the simplex code over Z2 Z4 of type α and β we will
discuss the properties of these codes. Type α simplex code Sαk is linear code over Z2 Z4 with
parameters
[
23k+1, 2k, dL, dE
]
has a generator matrix which after a suitable permutation of
coordinates can be written in the form
Θαk =
[
mαk m
α
k · · · m
α
k G
α
k G
α
k · · · G
α
k
]
, for k ≥ 1 (1)
where mαk is a generator matrix of binary simplex code S
α
2,k of type α repeat 2
2k times in Θαk
and Gαk is a generator matrix of simplex code S
α
4,k over Z4 of type α repeat 2
k times in Θαk
Type β simplex code Sβk is a punctured version of S
α
k with the parameters[
23(k−1)(2k − 1), 2k, dL, dE
]
and has a generator matrix Θβk of the form
Θβk =
[
mβk m
β
k · · · m
β
k G
β
k · · · G
β
k
]
, for k ≥ 3 (2)
where mβk is a generator matrix of binary simplex code of type β repeat 2
k times in Θβk and
Gβk is a generator matrix of simplex code over Z4 of type β repeat 2
k−1 times in Θβk .
4.1 The Covering Radius of Z2Z4-Simplex Codes of Type α and β
The following two results are two upper bounds of the covering radius of codes over Z2Z4
with respect to Lee and Euclidean weight.
Theorem 4.1 rL(S
α
k ) = 2
3k+1 and rE(S
α
k ) ≤ 2
k ·
(
17·22k−2
6
)
.
Proof. Z2Z4-Simplex code of type α is of constant Lee weight equal 2
3k+1. Hence by
definition,rL(S
α
k ) ≥ 2
3k+1. On the other hand by the matrix 1, the result of Mastton (see
Proposition 2.7) for finite rings and Theorem 3.4, we get
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rL(S
α
k ) ≤ rL(2
2kSα2,k) + rL(2
kSα4,k)
≤ 22krL(S
α
2,k) + 2
krL(S
α
4,k)
≤ 22krH(S
α
2,k) + 2
krL(S
α
4,k)
≤ 22k
[(
2k + 2k−1 + · · ·+ 21
)
+ rL(S
α
2,1)
]
+2k
[(
3 · 22(k−1) + 3 · 22(k−2) + · · ·+ 3 · 22·1
)
+ rL(S
α
4,1)
]
≤ 22k
[(
2k − 1
)
+ 1
]
+ 2k
[(
22k − 2
)
+ 1
]
≤ 22k · 2k + 2k · 22k
23k+1
Thus rL(S
α
k ) = 2
3k+1.
Similar arguments can be used to show that (using Theorem 3.4)
rE(S
α
k ) ≤ rE(2
2kSα2,k) + rE(2
kSα4,k)
≤ 22krE(S
α
2,k) + 2
krE(S
α
4,k)
≤ 22krH(S
α
2,k) + 2
krE(S
α
4,k)
≤ 22k · 2k + 2k ·
11(22k−1)+9
6
≤ 2k ·
(
17·22k−2
6
)
.

Similar arguments will compute the covering radius of Z2Z4-Simplex code of type β.
Theorem 4.2 The covering radius of Z2Z4-Simplex code of type β is given by
1. rL(S
β
k ) ≤ 2
2k
(
2k − 1
)
+ 2k
(
2k−1 − 2
)
2. rE(S
β
k ) ≤ 2
k
(
17
6
· 22k − 2 · 2k − 443
6
)
Proof. By the matrix 2, proposition 2.7 and theorem 3.4, we get
rL(S
β
k ) ≤ rL(2
2kSβ2,k) + rL(2
kSβ4,k)
≤ 22krL(S
β
2,k) + 2
krL(S
β
4,k)
≤ 22krH(S
β
2,k) + 2
krL(S
β
4,k)
≤ 22k
(
2k−1 − 1
)
+ 2k
(
2k−1
(
2k − 1
)
− 2
)
22k
(
2k − 1
)
+ 2k
(
2k−1 − 2
)
Similar arguments can be used to show that (using Theorem 3.4)
rE(S
β
k ) ≤ rE(2
2kSβ2,k) + rE(2
kSβ4,k)
≤ 22krE(S
β
2,k) + 2
krE(S
β
4,k)
≤ 22krH(S
β
2,k) + 2
krE(S
β
4,k)
≤ 22k
(
2k−1 − 1
)
+ 2k
[
2k
(
2k+1 − 1
)
+ 1
3
(
4k − 1
)
− 147
2
]
≤ 2k
(
17
6
· 22k − 2 · 2k − 443
6
)
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Theorem 4.3 rL(S
α⊥
k ) = rL(S
β⊥
k ) = 1, rE(S
α⊥
k ) ≤ 3 and rL(S
β⊥
k ) ≤ 3
Proof. The bound of Delsarte gives, rL(S
α⊥
k ) ≤ 1 and rL(S
β⊥
k ) ≤ 1. So equality is satisfied.
Lemma 2.4 show that rE(S
α⊥
k ) ≤ 3 and rL(S
β⊥
k ) ≤ 3. 
5 Z2Z4-MacDonald Code of Type α and β and their
Covering Radius
The MacDonald codeMk,u(q) over the finite field Fq is a unique
[
qk−qu
q−1
, k, qk−1 − qu−1
]
code
in which every nonzero codeword has weight either qk−1 or qk−1 − qu−1. Let 1 ≤ u ≤ k − 1,
mαk,u(resp.,m
β
k,u) be the matrix obtained from the matrix of binary simplex code m
α
k (resp.,
mβk) by deleting columns corresponding to the columns of the matrixm
α
u and 022u×(k−u)(resp.,
mβu and 022u×(k−u)). i.e,
mαk,u =
[
mαk \
0
22
u
×(k−u)
mαu
]
(3)
and
for k ≥ 3
mβk,u =
[
mβk \
0
22
u
×(k−u)
m
β
u
]
(4)
In [9] authors have defined the MacDonald codes over Z4 using the generator matrices of
simplex codes. For 1 ≤ u ≤ k − 1, let Gαk,u (resp., G
β
k,u) be the matrix obtained from
Gαk (resp., G
β
k) by deleting columns corresponding to the columns of the matrix G
α
u and
022u×(k−u) (resp., G
β
u
and 022u×(k−u)) i.e,
Gαk,u =
[
Gαk \
0
22
u
×(k−u)
Gαu
]
(5)
and
for k ≥ 3
Gβk,u =
[
Gβk \
0
22
u
×(k−u)
G
β
u
]
(6)
Now, we will construct the MacDonald codes over Z2Z4 of type α and β by using the
generator matrix of the Z2Z4−simplex codes of type α and β. If 1 ≤ u ≤ k − 1, let
Θαk,u( resp., Θ
β
k,u) be the matrix of MacDonald codes M
α
k,u (resp.,M
β
k,u) with parametrs[
23k+1 − 2k+u
(
2k − 2u
)]
(resp.,
[
22k−1
(
22k−1 + 1
) (
2k − 1
)
− 2k+u−1 (22u−3 + 1) (2u − 1)
]
) ob-
tained from Θαk (resp., Θ
β
k) by deleting columns corresponding to the columns of the matrix
Θαu and 022u×(k−u) (resp., Θ
β
u and 022u×(k−u)). i.e,
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for k ≥ 1
Θαk,u =
[
mαk,u · · · m
α
k,u G
α
k,u · · · G
α
k,u
]
, (7)
where mαk,u (resp., G
α
k,u) repeat 2
2k (resp., 2k)times in Θαk,u.
and for k ≥ 3
Θβk,u =
[
mβk,u · · · m
β
k,u G
β
k,u · · · G
β
k,u
]
, (8)
where mβk,u (resp., G
β
k,u) repeat 2
k (resp., 2k−1)times in Θβk,u.
Next theorems provides basic bounds on the covering radius of MacDonald codes over
Z2Z4 of type α .
Theorem 5.1 for u ≤ r ≤ k
1. rL(M
α
k,u) ≤
[
23·k+1 − 2k+r
(
2r + 2k
)]
+
[
22·krH(M
α,2
r,u ) + 2
krL(M
α,4
r,u )
]
2. rE(M
α
k,u) ≤
11
6
[
23·k+2 − 2k+r
(
2r + 3 · 2k
)]
+
[
22·krH(M
α,2
r,u ) + 2
krE(M
α,4
r,u )
]
Proof.
rL(M
α
k,u) ≤ rL(2
2·kMα,2k,u) + rL(2
kMα,4k,u)
≤ 22·krL(M
α,2
k,u) + 2
krL(M
α,4
k,u)
≤ 22·krH(M
α,2
k,u) + 2
krL(M
α,4
k,u)
≤ 2k
(
22·k − 22·r
)
+ 2krL(M
α,4
r,u ) + 2
2·k
(
2k − 2r
)
+ 22·krH(M
α,2
r,u )
≤
[
23·k+1 − 2k+r
(
2r + 2k
)]
+
[
22·krH(M
α,2
r,u ) + 2
krL(M
α,4
r,u )
]

Similar arguments holds for rE(M
α
k,u). Similarly using the matrix 7, Proposition 2.7 and
Theorem 3.4 following bounds can be obtained MacDonald code of type β.
Theorem 5.2 for u ≤ r ≤ k
1. rL(M
β
k,u) ≤ 2
2·k−1
(
3 · 2k − 1
)
− 2k+r−1
(
2k−1 + 2r − 1
)
+
[
22·krH(M
β,2
r,u) + 2
krL(M
β,4
r,u)
]
2. rE(M
α
k,u) ≤
11
6
[
23·k+2 − 2k+r
(
2r + 3 · 2k
)]
+
[
22·krH(M
α,2
r,u ) + 2
krE(M
α,4
r,u )
]
Proof. ByTheorem 3.4
rL(M
β
k,u) ≤ rL(2
2·kMβ,2k,u) + rL(2
kMβ,4k,u)
≤ 22·krL(M
β,2
k,u) + 2
krL(M
β,4
k,u)
≤ 22·krH(M
β,2
k,u) + 2
krL(M
β,4
k,u)
≤
2k
[
2k−1
(
2k − 1
)
− 2r−1 (2r − 1)
]
+ 2krL(M
β,4
r,u)
+2k
(
2k − 2u
)
+ 22·krH(M
β,2
r,u)
≤
[
22·k−1
(
3 · 2k − 1
)
− 2k+r−1
(
2k−1 + 2r − 1
)]
+
[
22·krH(M
β,2
r,u) + 2
krL(M
β,4
r,u)
]

Similar arguments holds for rE(M
β
k,u).
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Theorem 5.3 rL(M
α⊥
k,u) = rL(M
β⊥
k,u) = 2, rE(M
α⊥
k,u) ≤ 6 and rE(M
β⊥
k,u) ≤ 6
Proof. The same proof such as the theorem 4.3. 
6 Z2Z4−Reed-Muller Code
In [19] and [20] the additive Reed-Muller codes over Z2Z4 is known by ARM (r,m). Just
as there is only one RM (r,m) family in the binary case, in the Z2Z4− additive case there
are ⌊
m+ 2
2
⌋ families for each value of m. Each one of these families will contain any of the
⌊
m+ 2
2
⌋ non-isomorphic Z2Z4−linear extended perfect codes which are known to exist for
anym (see [8]). We will identify each family ARMs (r,m) by a subindex s ∈
{
0, · · · , ⌊
m
2
⌋
}
.
As in linear case we have the generator matrix for the code ARM (r,m) is given by
G (r,m) =
[
G (r,m− 1) G (r,m− 1)
0 G (r − 1, m− 1)
]
Proposition 6.1 [20] The additive Reed-Muller Code ARM (r,m) of order r has the fol-
lowing properties
1 Minimum distance d = 2m−r
2 If k =
∑r
i=0
(
m
i
)
then |ARM (r,m) | = 2k
3 There exists a coordinate permutation σr such that σr (ARM (r − 1, m)) ⊂ ARM (r,m),
for r > 0
In this section we give the covering radius of first order Reed Muller code over Z2Z4. Let
2 ≤ i ≤ m− 1. Let vi be a vector of length 2
m−1 consisting of successive blocks of 00’s and
11’s each of size 2(m−1)−i and if 11 = (11 11 · · ·11) ∈ (Z2Z4)
2m−1 . Let G be a 2m−1× (m− 1)
matrix given by
G (1, m− 1) =


00 00 · · · 00 00 02 02 · · · 02 02
...
...
. . .
...
...
...
...
. . .
...
...
00 02 · · · 00 02 00 02 · · · 00 02
11 11 · · · 11 11 11 11 · · · 11 11


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The matrix G (1, m− 1) is also takes the form
 02m−2×(m−2) 2 · S
α
2,m−2
11 · · · 11 11 · · · 11

 ,
where Sα2,m−2 is a binary simplex code of type α.
The code generated by G (1, m− 1) is called the first order Reed-Muller code over Z2Z4,
denoted ARM (1, m− 1). It is a linear code over Z2Z4 [14].
Theorem 6.2 If C is the code generated by G then rL (C) = rE (C) = 2
m−1.
Proof. Let x = 1111 · · ·11 ∈ (Z2Z4)
2m−1 , then dL (x, C) = dE (x, C) = 2
m−1. 
7 The Binary Gray Images of Simplex and MacDonald
Codes over Z2Z4
The binary version of Sαk a simplex Codes over Z2Z4 is given by the following theorem.
Theorem 7.1 Let Sαk is a Z2Z4−simplex code of type α of minimum Lee weight dL, then
ΦL(S
α
k ) is a concatenation of 2
2k
(
2k + 1
)
binary simplex code with parameters
[23k
(
2k + 1
)
; k; dH].
Proof. If Θαk is generator matrix of Z2Z4−simplex Codes S
α
k . Then ΦL(Θ
α
k ) is in the form
ΦL(Θ
α
k ) =


22k(2k+1)︷ ︸︸ ︷
mk mk · · · mk


where mk is generator matrix of binary simplex code Sk. The result follows obtained by
induction on k. 
The binary version of Sβk a simplex Codes over Z2Z4 is given by the following theorem.
Theorem 7.2 Let Sβk is a Z2Z4−simplex code of type β of minimum Lee weight dL, then
ΦL(S
β
k ) is a concatenation of 2
k
(
2k−1 + 1
)
binary simplex code with parameters
[2k
(
2k−1 + 1
) (
2k − 1
)
; k; dH].
Proof. Same as the proof in theorem 7.1 
By analogy the binary images of Mαk,u (resp., M
β
k,u) a MacDonald and Reed-Muller Codes
over Z2Z4 is given by the following theorem.
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Theorem 7.3 Let Mαk,u (resp.,M
β
k,u) are a Z2Z4−simplex code of type α and β of mini-
mum Lee weight dL, then ΦL(M
α
k,u) (resp.,ΦL(M
β
k,u)) is a concatenation of 2
2(k−1)
(
2k−1 + 1
)
(resp., 22(k−1)
(
2k − 1
)
) binary simplex code with parameters [22(k−1)
(
2k−1 + 1
) (
2k − 2u
)
; k; dH]
(resp.,[22(k−1)
(
2k − 1
) (
2k − 2u
)
; k; dH]).
Proof. by Theorems 7.1 and 7.2 the results are easy. 
Theorem 7.4 The additive first order Reed-Muller code ARM (1, m− 1) over Z2Z4of min-
imum Lee weight dL, to a binary image ΦL(ARM (1, m− 1)) is a code with parameters
[3 · 2m−1;m− 1; dH = 2
m−2]
Proof. If G (1, m− 1) is the matrix of the additive first order Reed-Muller code
ARM (1, m− 1) over Z2Z4, then the image under the Gray map is a binary code of gener-
ator matrix given by
ΦL(G (1, m− 1)) =
 02m−2×(m−2) G (1, m− 2) G (1, m− 2)
11 · · · 11 00 · · · 00 11 · · · 11


, where G (1, m− 2) is a matrix of binary first order Reed-Muller code. For the minimum
distance if takes two vectors u and v in ARM (1, m− 1), we have dH = 2
m−2.

Conclusion In this paper, we have computed bounds on the covering radius of Simplex
and MacDonald codes of type α and β over Z2Z4 and also provided exact values in some
cases.Of course, another direction and interesting research in this topic is the computed
bounds on the covering radius of Simplex and MacDonald codes of type α and β over other
ring.
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