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Introduction

Origin and Definition of System Identification
The system identification (Sys-ID) concept, defined as the estimation of a system based on the correlation of inputs and outputs, originated in electrical engineering in relation to circuit and control theory. Over the past few decades, the Sys-ID concept has flourished as numerous engineering disciplines have recognized its value. Today, Sys-ID serves as a fundamental prerequisite for addressing systems problems in mathematics, physics, economics, social sciences, and throughout engineering (Kossiakoff and Sweet, 2002) .
To illustrate the origins of Sys-ID, the view put forth by Penrose (2005) that reality is composed of three worldsPhysical, Mental and Platonic-Mathematical (Figure 1 ) -is adopted. The crux of this view is that the establishment of reality requires that mathematical models be hypothesized and validated based on observations of the physical world. According to Eves (1990) , this concept dates back to Plato, who claimed that "the reality which scientific thought is seeking must be expressible in mathematical terms, mathematics being the most precise and definite kind of thinking of which we are capable". These ideas embody the scientific method and also provide the foundation for the concept of Sys-ID. In its most general form, Sys-ID aims to establish the relationship between the Physical, Mental and PlatonicMathematical worlds.
To provide a mathematical definition of Sys-ID, consider a dynamic mechanical system . The Sys-ID process begins by hypothesizing a mathematical representation of the system, such as a state-space model:
x(t) = F(x(τ), τ < t; u(τ), τ ≤ t)
( 1 )
y(t) = G(x(τ), τ ≤ t; v(τ), τ ≤ t)
where x(t) represents the various states of the system, u(t) denotes the external inputs to the system, y(t) denotes the outputs of the system, and v(t) denotes observation uncertainty (all at time instant t), F( ) is the functional relation of state transition, and G( ) is the functional relation of outputs F.L. Moon, Department of Civil, Architectural and Environmental Engineering, Drexel University, Philadelphia, PA. A.E. Aktan, Drexel Intelligent Infrastructure and Transportation Safety Institute, Drexel University, Philadelphia, PA and states. In general, the states which define the system are not directly observable. As a result, Sys-ID aims to infer the states x(t) from the output y(t), and in some cases the input u(t) and measurement uncertainty v(t), by finding an appropriate estimator H( ), such that: H(y(τ) , τ ≤ t; u(τ), τ ≤ t; v(τ), τ ≤ t)
Structural Identification
Structural identification (St-ID) is a subset of Sys-ID which has been adapted to mechanical (manufactured) and civil (constructed) structural systems, and may be defined as "the parametric correlation of structural response characteristics predicted by a mathematical model with analogous quantities derived from experimental measurements" . This paradigm was first introduced to engineering mechanics researchers by Hart and Yao (1977) and to civil-structural engineering researchers by Liu and Yao (1978) . These seminal papers have inspired many researchers to investigate various aspects of St-ID, and nearly 30 years later St-ID remains an active research area in both engineering mechanics and civil-structural engineering. Figure 2 provides an illustration of the St-ID process, which is a specialization of the general Sys-ID concept.
Perhaps the most relevant distinction between St-ID applications is related to the type of structural system (manufactured or constructed) that is being identified. In the case of manufactured systems, the concept of St-ID has matured over the past three decades and is widely and reliably applied to various systems. In contrast, while hundreds of investigations into the St-ID of constructed systems have been performed (see the Appendix), the use of St-ID for constructed systems remains in its infancy and has enjoyed only sparse implementation in practice, and (generally) only for signature structures. While several researchers have argued this is primarily due to a lack of practical sensing and networking technology, recent advances in these areas have not been accompanied by widespread implementation of St-ID. Rather, it is becoming increasingly clear that the lack of implementation (and also the skepticism towards St-ID held by many owners/stewards of constructed systems) stems from an inability to interpret measurements reliably enough to influence management decisions. This is compounded by the problem that in many cases irrelevant and unreliable data, especially erroneous identification of deterioration or damage, become a liability for managers.
The authors believe that this difficulty principally results from a lack of appreciation for the inherent distinctions between constructed systems and their manufactured counterparts. Overcoming this challenge requires that the recent advances in St-ID, control and monitoring of manufactured systems be adapted to explicitly recognize and address the unique attributes of constructed systems. An example of this type of development is the recent progress associated with operational (or output-only) modal analysis, which recognizes the cost and difficulty of performing forced vibration tests on large constructed systems (see, for example, Brownjohn et al., 1992; Fujino et al., 1999; Wenzel and Pichler, 2005) . In addition, several researchers have developed St-ID approaches that explicitly address aleatory uncertainty (uncertainty due to natural randomness), which can be significant for constructed systems (Bucher et al., 2003; Yuen and Katafygiotis, 2002; Beck and Katafygiotis, 1998; Beck, 1990) . However, while these advances are relevant, the distinctions they address are far from exhaustive, and thus a wider, more sustained effort is necessary. In particular, the challenges associated with epistemic uncertainty (due to our inability to correctly understand, model or predict the behavior of constructed systems) have to be recognized and addressed. As a first step, civil-structural engineers must identify the principal distinctions that lead to the unique challenges associated with the St-ID of constructed systems and communicate them to the wider community.
Scope and Objectives
To that end, the goal of this paper is to discuss the stateof-the-art related to the St-ID of constructed systems, and point out the most pressing needs for research and applications. The authors hope to clearly convey the unique challenges associated with the St-ID of constructed systems and motivate researchers from engineering mechanics to join in the investigation of these issues and ultimately aid in advancing the state-of-the-art. The paper begins with a general discussion of the primary distinctions between manufactured and constructed systems. This is followed by a description of suggested definitions and classifications related to St-ID that may help initiate discussions in the community with the aim of establishing a universal nomenclature in this area. To illustrate the significant potential of St-ID to provide knowledge related to the performance of constructed systems, an overview of a few selected studies is presented. Next various challenges that continue to hinder the reliable implementation of current St-ID approaches are discussed and illustrated through the use of past studies. The paper concludes with a discussion of the authors' vision of the direction of future research on this topic.
Distinctions Between Manufactured and Constructed Systems
The authors believe that the most fundamental distinction between the St-ID of manufactured and constructed systems is related to the level of uncertainty, both aleatory and epistemic, that must be managed (Ang and De Leon, 2005) . While the general definition of Sys-ID (Equations 1-3) does recognize measurement uncertainty, this uncertainty has traditionally been taken as random noise. In the case of constructed systems, however, measured data and a priori models are also frequently subjected to significant epistemic uncertainty, which may be deterministic, and is often many times larger than the uncertainty due to natural randomness. Table 1 provides some unique attributes of constructed systems that have been observed during St-ID studies over the past decades (see the Appendix). While attributes contributing to aleatory uncertainty (including heterogeneity, sensor/ cable noise, etc.) have been widely recognized, the considerable epistemic uncertainty that affects response measurements of constructed systems has not. Consider that most of the attributes listed in Table 1 violate common fundamental assumptions of many St-ID techniques, i.e., that structures are linear, stationary, and observable. Depending on the severity with which these implicit assumptions are violated, epistemic uncertainty is introduced into the results. We note that various researchers have investigated non-physics-based (NPB) approaches to St-ID to mitigate these challenges. However, these approaches are not without their shortcomings, as the nature of their output does not easily facilitate the use of heuristic knowledge and thus considerable uncertainty may be associated with the interpretation and decision-making processes.
In addition to the increased complexities listed in Table 1 , constructed systems (unlike manufactured systems) cannot be isolated from sources of uncertainty during the St-ID process. For example, a Boeing 747 can be removed from service and tested with controlled boundary conditions in a controlled laboratory environment. In contrast, because of their size and fusion with their operating environment (e.g., soil-structure-interaction, temperature, etc.), constructed systems must be tested with their in-service, nebulous boundary conditions and in their non-stationary environments. To compound this type of direct uncertainty, the St-ID of a constructed system is also plagued by many sources of indirect uncertainty. For example, human constraints imposed by owners/stewards, Table 1 . Some of the unique attributes of constructed systems.
Heterogeneity
Materials, member proportions, detailing, etc. can vary considerably from member to member, and within a member. Deterioration and damage compounds these variations and makes discretization difficult and sometimes unmanageable without heuristics.
Boundaries
Constructed systems have unobservable soil-foundation interfaces that are often non-stationary in their contact properties. Soil and even rock properties change with pressure, moisture, temperature and time.
Continuity
Most constructed systems, and especially bridge systems, are designed with movement systems and/or force releases. These systems are usually unobservable and behave differently under different levels of force and temperature.
Redundancy
Constructed systems have many types of local, regional and global/external redundancies. These redundancies are highly affected by temperature changes and temperature gradients, which results in intrinsic forces and changes in element properties.
Intrinsic forces Constructed systems maintain complex and non-stationary intrinsic forces due to dead weight, construction loads/staging, temperature effects, deterioration, damage, overloads, etc. These intrinsic forces are nearly impossible to measure in an absolute sense and even their changes often overwhelm the forces due to transient live loads.
Types of nonlinearity
Element, connection and global behavior of real constructed systems exhibit many different types of nonlinearity that change at different limit-states. Cracking, material yielding, local instability, connection slip, interface friction, etc. are all associated with both hardening and softening behaviors that are also frequently visco-elastic and/or visco-plastic.
Non-stationary nature
Constructed systems are non-stationary due to the non-stationary nature of inputs (temperature, radiation, traffic, wind, etc). Temperature and humidity effects are highly complex: changes and variations in the rate of change in ambient, regional and local temperatures and humidity of the structure and the soil may lead to intrinsic forces and also induce changes in boundary and continuity conditions.
Uniqueness
Nearly all constructed systems are custom-designed for specific applications and their mechanical characteristics are strongly affected by events during and immediately following their construction. While types of constructed systems may be grouped based on their primary structural system, size, materials, etc., applying results from a single structure to a larger population of structures is challenging due to their inherent uniqueness.
Geometric, temporal scale, cost, lifecycle Constructed systems such as major highway bridges or combinations of several bridges and tunnels within regional transportation networks may be several miles or more in length, cost several billions of dollars (~15 Billion for the Big Dig in Boston), and be expected to remain in service for well over 100 years. The size and lifecycle impedes our ability to view such systems in a holistic manner over a sufficient proportion of their lifecycles and further compounds the natural variability and uncertainty in their mechanical characteristics.
research funding mechanisms, legal issues, and user demands severely limit both the number of studies, and the rigor with which and limit states at which they can be performed. As a result, St-ID studies to date have been performed in something of an ad hoc manner aimed at gaining detailed information about specific structures. Due to the uniqueness of constructed systems and the targeted aim of these studies, only a very limited amount of generalized knowledge about the behavior of such systems has been developed.
Classifications of Analytical Models and Experimental Methods
As apparent from Figure 2 , St-ID requires the integration of analytical, experimental and information technologies. Although information technology (IT) is already embedded in both the analytical and experimental steps, the execution of Steps 4 and 5 may require specialized IT applications related to data visualization, archival and warehousing of the multi-scale, multi-modal and multi-bandwidth data. Experimental technologies include excitation systems, those related to the measuring and monitoring of local and global response quantities, and equipment for nondestructive evaluation (NDE) techniques. Analytical technologies include forward and reverse applications of computer-aided drafting (CAD), analytical modeling, and various forms of linear and nonlinear analysis including numerical and computational aspects as well as pre-and post-processing tool requirements. While all aspects of the St-ID process are critical to the overall success of the effort, it is important to recognize that analytical modeling is perhaps the most significant step. By the time an engineer has conceptualized and constructed an analytical model of a constructed system, the utility of the St-ID effort is largely defined. The following sections provide a brief discussion of common analytical modeling approaches (both physics-based and non-physics-based; see Table 2 ) and experimental technologies that have been developed or employed for the St-ID of constructed systems.
Physics-based Approaches
Since the 1970s numerous researchers have investigated the use of physics-based (PB) St-ID approaches to actual constructed systems (see, e.g., Hornbuckle et al., 1973; Douglas and Reid, 1982; Yao, 1986, 1989; Brownjohn et al., 1987 Brownjohn et al., , 2003 Biswas et al., 1989; Agbabian et al., 1990; Stubbs et al., 1992; Kou and DeWolf, 1997; Doebling et al., 1998; Farrar and Doebling, 1998; Fujino and Abe, 2002; Teughels and De Roeck, 2004; Maeck and De Roeck, 2003; and Aktan et al., 1997a, 1998a) . The primary benefit of PB approaches is that the identified model facilitates the use of heuristics and can be used to explicitly simulate behavior under various critical loading conditions. While several researchers have investigated the use of nonlinear models (Jayakumar and Beck, 1988; Chassiakos et al., 1995; Kapania and Park, 1997; Smyth et al., 1999; Naghavi and Aktan, 2003) , currently the most commonly employed PB St-ID approach relies on modal analysis algorithms and linear(ized) finite element (FE) models. Depending on how severely the structure being identified violates the implicit assumptions of this approach (i.e., linearity, stationarity, and observability), significant errors can occur. Worse still, unless independent experimental approaches are employed (e.g., comparison of static and modal flexibility) it may be very difficult to assess whether an identification has been sufficiently complete and reliable.
Over the past decade, there has been a growing awareness of the importance of incorporating uncertainty within the St-ID process for constructed systems. In response, several researchers have developed methods that explicitly incorporate the uncertainties associated with the identified modal parameters within the model updating process (Bucher et al., 2003; Yuen and Katafygiotis, 2002; Beck and Katafygiotis, 1998; Beck, 1990) . In addition, several tools have been developed for system identification with special emphasis on uncertainty analysis and quantification. For example, tools such as NESSUS (developed by the Southwest Research Corporation [www.swri.org]) and DAKOTA (developed by Sandia National Laboratories [endo.sandia.gov/DAKOTA]) can be used in conjunction with commercially available FE packages to quantify uncertainty or perform sensitivity analyses, among other capabilities. However, while these developments are quite relevant, they are geared towards addressing aleatory uncertainty and do not provide insight into the effects of epistemic uncertainty (e.g., the appropriateness of a priori models). To the authors' knowledge, there has not been any 
Non-physics-based Approaches
The most common non-physics based (NPB) St-ID techniques employed in civil and mechanical engineering include artificial neural networks (ANNs) (Chang et al., 2001; Masri et al., 1996; Nakamura et al., 1998; Zapico et al., 2003) , wavelet decomposition (Al-Khalidy et al., 1997; Gurley and Kareem, 1999; Hou et al., 2000) , auto-regressive moving average vector (ARMAV) models (Shinozuka and Ghanem, 1995; Andersen and Kirkegaard, 1998; Bodeux and Golinval 2001) , and empirical mode decomposition (EMD) in conjunction with the Hilbert-Huang Transform (Huang et al., 1998; Vincent et al., 1999; Yang et al., 2001 ). In addition, Table 2 includes some more novel forms of NPB models such as agents, input-output, ontology and semiotic models that are beginning to find use for modeling complex systems such as infrastructures involving human, natural and engineered elements. We would also note that there are many innovative approaches to NPB modeling in medicine, economics, social sciences, communications, etc.
The main advantage of the NPB techniques is that they are data-driven, i.e., the construction of NPB models is dependent entirely on the data provided. This data driven nature makes them attractive for modeling complex phenomena, automation, real-time St-ID, continuous monitoring, and minimizing errors caused by user interaction. While these benefits cannot be ignored, it is equally important to recognize that they may not be effective in the absence of PB models and heuristics. While NPB approaches may be able to track and identify changes or detect outliers in a structure's response, relating this change to its root mechanism is not possible with NPB models alone. For example, consider the non-stationary behavior of constructed systems caused by temperature fluctuations. While several NPB models have successfully captured this phenomenon Zhao and DeWolf, 2000; ) they were not able to identify the exact mechanisms, i.e., whether ambient temperature, temperature gradients within the structure, temperature shocks or the effect of temperature on boundary conditions and movement systems, etc., were the root causes of the changes in mechanical characteristics. Thus NPB models cannot, in isolation, distinguish natural changes in the structural state from damage.
Experimental Technologies
Most of the common experimental technologies that have been explored for St-ID are classified in Table 3 . Measuring and monitoring geometry (local or global), nondestructive evaluation (NDE) for characterizing localized conditions and/or material properties, short-term and long-term structural testing (monitoring) are first differentiated by whether measurements are focused on capturing local or global properties, and by the duration of measurements. Specific experimental techniques that are listed under each broader class of experiment require highly specialized skills, knowledge and experience. The common elements intersecting all of the experimental techniques are sensing, data acquisition, communication and computing.
We note that various classes of experiments (such as modal analysis) and many of the specific technologies within each class have developed along distinct paths under the auspices of professional organizations such as ASTM, ASNDT, SEM, SPIE, IMAC, various TRB Committees, AWS, etc. However, classification of the entire spectrum of experimental technologies and how these may be integrated for synergistic applications for the St-ID of a constructed system have not yet been addressed by any organization. Further, the challenges in integrating experiment, analysis and information technology within the framework of St-ID are not universally acknowledged or addressed.
We note that there is no unique procedure for developing and calibrating an experimental technology. Various NDE tools have been developed by empirical approaches based on statistical regression, such as the impact hammer for measuring in-situ concrete properties. However, as a technology becomes more complex, the importance of first carrying out a rigorous theoretical formulation and a sensitivity analysis cannot be ignored. In the case of complex NDE probes whose fundamentals are best understood by physics experts, the success of a technology becomes contingent upon the success of interdisciplinary collaborations between scientists who are knowledgeable about the theoretical basis of the technology and the application engineers who establish the application parameters. Even once this challenge is overcome, there still remain further challenges related to prototyping, commercialization and proper marketing and implementations of a technology.
Similar issues exist for global structural testing approaches such as modal analysis and instrumented monitoring. Although these technologies have been extensively used for mechanical systems such as automobiles and airplanes, their application to constructed systems requires technology transfer research and calibration through large numbers of applications. In addition, many civil engineers are unaware of the requirements and challenges related to obtaining reliable data and are led to believe that making measurements is only a matter of purchasing and installing a sensor. As a result, hands-on training that addresses the formulation of experimental goals, design of experiments, sensor selection/implementation, and, most importantly, interpretation of measured data, is also needed.
Motivations for the St-Id of Constructed Systems
While the recent advent of the structural health monitoring (SHM) paradigm, coupled with innovations and advances in related technologies, has greatly increased interest in St-ID, it is interesting to note that applying this concept to constructed systems is far from new. In fact, some of the most prolific structural engineers since the industrial revolution have recognized and exploited some form of St-ID to aid in their understanding of structural performance. For example, Robert Maillart argued in 1907 that the testing of completed structures should be widespread and is required to conceptualize three-dimensional behavior and to check design assumptions through comparing deflections (Billington, 1983) . Many technical committees within the ASCE, ACI and AISC, as well as many workshops and conferences held by geotechnical and structural engineers, have reiterated the importance of controlled testing of full-scale soil-foundation-constructed systems to understand their kinematics and load distribution paths at various limit states. From the first application of St-ID, such studies have been motivated by our incomplete understanding of constructed system behavior and aimed at reducing such epistemic uncertainty. In this regard, civil engineers are distinguished as the oldest engineering discipline, with the least understanding of the actual mechanical characteristics, behaviors and performances of the systems they design. Unless civil engineers make an effort to better know their products, the transformation of their discipline to a performance-based one will be difficult. The following sections provide some examples that demonstrate the potential of St-ID to manage epistemic uncertainty in order to transform civil engineering practice to a performance-based one.
Interactions with Operating Environment
One of the most widely investigated and reported sources of uncertainty in making measurements on constructed systems involves their observed non-stationary behavior caused by environmental inputs such as temperature and humidity. For example, past monitoring studies have identified significant fluctuations in modal frequencies and mode shapes; as large as 40% over a 24 hour period (Alampalli, 1998) . However, the majority of the reports indicate impacts of around 5-20% (Farrar et al., 1994; Cornwell et al., 1999; Lenett, 1998; Roberts and Pearson, 1998; Rohrmann et al., 2000; Fu and DeWolf, 2001; ). In addition to affecting modal parameters, several researchers have shown that temperature fluctuations significantly affect the intrinsic forces and structural properties of constructed systems (Aktan, 1995; Lenett, 1998; Aktan et al., 2000a) . In some cases, temperature shocks, associated with fast-moving weather fronts, have been observed to permanently alter the intrinsic force distribution and move constructed systems to a new state of equilibrium . This implies that for some structures the variation of temperatures within the constructed system and the history of temperature changes may be more critical parameters than the current ambient temperature. While the impacts of temperature on structural behavior have long been recognized, they must still be considered sources of epistemic uncertainty, as their accurate a priori modeling remains problematic. Consider that while several monitoring studies have indicated that temperature-induced stresses on bridges may exceed those caused by permitted vehicles (Lenett, 1998), we remain unable to accurately represent them in the design, evaluation, and management process.
Over the last decade, however, the use of St-ID has successfully reduced the level of epistemic uncertainty associated with damage detection due to the non-stationary nature of constructed systems. This issue was discussed by Farrar et al. (1994) in the report of forced and ambient vibration tests conducted on the I-40 Bridge over the Rio Grande. The authors noted a 5-10% difference in modal frequencies and mode shapes over a 24-hour period, which was attributed largely to temperature effects. Following initial testing, the bridge was intentionally damaged by introducing four levels of cuts in one of the two primary plate girders. Results indicated that only when the plate girder was cut halfway through (i.e., the largest damage case) was there an appreciable change in natural frequencies. However, even in this case the change was comparable to that attributed to temperature changes. Similarly, Peeters and De Roeck (2000) , Lenett (1998) , and Alampalli (1998) also report that environmental influences cause changes in modal parameters that can mask the changes caused by damage.
To investigate this phenomenon, some researchers have examined the dependence of modal properties on temperature fluctuations using St-ID. One of the more interesting examples of this type of investigation was reported by (Figure 3) . The authors traced this bilinear dependence to the influence of the wearing surface. Specifically, during warm periods the asphalt stiffness was such that it did not contribute to the response, but during colder periods (<0ºC) the stiffness of the wearing surface increased and thus participated in the response of the bridge. As an aside, from Figure 3 it is clear that the large variation in eigenfrequencies observed around 0ºC would introduce significant uncertainty into the St-ID of the structure in this region. Other researchers have traced non-stationary behavior to stiffening of expansion bearings that introduce longitudinal forces into the bridge (Fu and DeWolf, 2001; Alampalli, 1998) , temperature gradients (Cornwell et al., 1999) , and internal redundancies Rohrmann et al., 2000) .
While the root mechanisms of this non-stationarity have been identified in many cases, the complex nature of this phenomenon makes modeling its behavior with physicsbased models difficult (Catbas et al., 2003) . As a result, most modeling approaches employed have been non-physics-based. Using data from the Alamosa Canyon Bridge, Sohn et al. (1999) developed and validated the effectiveness of a linear four input (two time and two spatial) adaptive filter to reproduce the non-stationary behavior of the first two modal frequencies. Using this filter, the authors were able to separate non-stationary behaviors due to temperature changes from those likely to have been caused by water absorption (increased mass) following heavy rains. In addition, used ARX models to distinguish the effects of temperature fluctuations from real damage events on the modal frequencies of the Z-24 Bridge. The authors conclude that a single temperature measurement was sufficient to identify an accurate model, and that ARX models that include the thermal dynamics of the bridge are superior to simple 'static' regression models. It should be pointed out, however, that this study only considered the linear portion of the temperature versus eigenfrequency plots shown in Figure 3 (i.e., > 0ºC).
System-Level Structural Behavior
Due to difficulties conducting experimental studies on complete structural systems, the vast majority of structural behavior investigations conducted over the past half century have focused on components and idealized subassemblies (e.g., beams, columns, connections). While this research has developed a wealth of knowledge about component behavior, such knowledge has proved difficult to extrapolate to the system-level and thus considerable epistemic uncertainty associated with system-level behavior still exists. This arises primarily due to system-level mechanisms that cannot be established by exclusively investigating component-level behavior, since they result from continuity conditions between the various elements and global boundary conditions of the complete structure. The effects of this uncertainty are most apparent when examining the results of destructive tests of constructed systems, which have typically revealed failure mechanisms that come as a surprise to even the most experienced investigator and system capacities that vary considerably from predictions (>100%). The following sub-sections provide examples of how St-ID has been leveraged to uncover system-level boundary and continuity condition.
Boundary Conditions
One of the principle motivations for performing field tests of constructed systems is the significant influence actual boundary conditions can have on constructed system performance. In general, this issue must be studied in the field as it represents the interaction between constructed and natural systems. To investigate the boundary conditions of the Millikan Library Building on Cal Tech's campus, Foutch et al. (1975) , Luco et al. (1988) , and Wong et al. (1988) performed forced vibration tests designed to isolate the effects of soil-structure interaction. Results indicated modal parameters of the structure-foundation-soil system varied considerably from those associated with fixed-base conditions. For example, it was found that the rigid-body motion associated with the translation and rotation of the base accounts for more than 30% of the total roof response. Similar observations were made by Foutch et al. (1989) during forcedvibration tests of buildings in Mexico-City following the 1985 earthquake. Aktan et al. (1995b) reported the results of quasi-static destructive tests (using hydraulic actuators with rock anchors) of an aged steel truss bridge. The authors report that as the bridge was loaded past the proportional limit, the bottom chord came into contact with the back wall of the abutment. The stiffness of the abutment restrained the horizontal displacement of the supports and resulted in an increase in vertical stiffness of the bridge due to archingaction. As a result, the authors concluded that definitions of damage that rely on global stiffness reduction are too simplistic to be applied reliably to real-life structures. Eberhard and Marsh (1997a,b) imposed quasi-static loads on a threespan continuous reinforced concrete bridge and isolated reinforced concrete bridge bents. Results indicated that approximately 90% of the lateral bridge stiffness was due to arching-action of the deck enabled by the longitudinal confinement supplied by the abutments. In addition, the testing Figure 3 . The first eigenfrequency of the Z-24 Bridge versus temperature .
of individual bridge bents revealed ductile behavior, despite 1960-era, pre-seismic design, details. This ductility was attributed to the rotational flexibility of the soil, which alleviated high rotational demands on poorly detailed portions of the bents.
Continuity Conditions
In addition to global boundary conditions, mechanisms that may arise due to continuity conditions between various components are a principle source of uncertainty related to system-level behavior. However, since the mechanisms that affect these conditions are contained within the structural systems, they can be investigated either in the field or in the laboratory as long as complete structural systems are employed. Perhaps the most remarkable example was observed during the US-Japan Coordinated Research Program on RC Buildings. In this research program, leading earthquake engineering researchers in Japan and the US predicted the responses of a 7-story prototype building that was designed with an idealized structural wall-frame system and was laterally loaded in the laboratory in one plane (Bertero et al., 1985) . The predicted shear and overturning capacities of the building, based on pseudo-3D modeling of the building, were found to be in error by more than 300% after the tests were conducted and the actual capacities of the building were measured. Through the use of St-ID, it was revealed that mechanisms of global rocking and outrigger-action had resulted in the vast differences between the predicted and measured responses. However, the identification of these mechanisms required St-ID, as none of the earthquake engineering experts, including many of the best academic and practicing structural engineers, anticipated them. Catbas and Aktan (2002) and Lenett (1998) report the St-ID of a deteriorated steel stringer-concrete slab bridge using impact and crawl-speed truck testing procedures. Results indicated that although no shear connections were present between the slab and stringers the bridge was behaving in a composite manner due to chemical bonding. Because of this continuity, the bridge was able to withstand 1.2 times the bridge rating load with live load stresses less than 2,500 psi. Yi et al. (2006) and Moon et al. (2006) performed quasi-static tests of a full-scale unreinforced masonry (URM) building to investigate seismic performance. Results indicated that the continuity between primary in-plane components as well as the continuity between in-plane and outof-plane walls provided lateral stiffness and capacities up to 100% greater than obtained from the currently accepted analysis approach. By including the flange participation and overturning effects that resulted from the identified continuity conditions, errors between experimental and simulation results were reduced to less than 20%.
Uncertainties that Continue to Challenge Reliable St-Id
Although St-ID is principally motivated by the need to quantify and reduce uncertainty, its reliable implementation is also plagued by uncertainty. For example, aleatory uncertainty is introduced by various sources throughout the St-ID process and must be properly addressed and quantified to provide accurate estimates of the reliability of the identified model. In addition, significant epistemic uncertainty is also introduced into the St-ID process, especially through violation of the underlying assumptions of the selected St-ID procedure. To organize the discussion of how uncertainties impact St-ID, a framework that categorizes some of the more common sources of uncertainty based on the step at which they enter into the St-ID process was assembled (Figure 4) . Although perhaps outside the domain of engineering study, it is also important to recognize that the impact of these uncertainties is further compounded by human errors due to inattention, thoughtlessness, inexperience, omission or commission. To provide some tangible examples of how the uncertainties listed in Figure 4 have hampered St-ID, the following sections provide selected examples from past research studies. While each of the uncertainties listed in Figure 4 can potentially impede reliable St-ID, for the sake of brevity and due to the authors' experience, the following discussion is limited to the uncertainties associated with controlled experimentation (Step 3).
Structural Complexity
A primary source of epistemic uncertainty is related to the relatively high level of structural complexity typical of constructed systems. Such complexities can be classified loosely as either internal or external. For example, internal complexities that introduce significant uncertainty include high degrees of redundancy, potentially large and unknown intrinsic stresses, local nonlinearities, and shakedown phenomena. Sources of complexity such as soil-foundation-substructure-superstructure interaction as well as the interaction between the structure and its operating environment in general are classified as external complexities. Admittedly, this distinction is somewhat muddled as significant coupling between external and internal complexities clearly exist (e.g., redundancy and temperature effects). In general, these issues have affected both the identification of structures and the approaches used for interpreting response data (e.g., damage detection). The following subsections illustrate some common sources of epistemic uncertainty associated with structural complexity.
Intrinsic Stresses
Due to many parameters, including dead weight, construction loads/staging, temperature effects, deterioration, damage, overloads, etc., constructed systems maintain complex and non-stationary intrinsic forces. While these intrinsic forces, in an absolute sense, are nearly unobservable, they are perhaps the most critical parameter affecting structural capacity as their magnitudes often overwhelm the forces due to transient live loads . As a result, even the most rigorous St-ID cannot be expected to produce a model that can accurately predict the response of the structure at more advanced post-damage limit states, as such predictions require accurate identification of intrinsic forces. For example, Aktan et al. (1995b; 1995c) report the results of destructive tests on two aged steel truss bridges using hydraulic actuators with rock anchors. At each successive limit state a rigorous St-ID of each bridge was carried out using data from a series of nondestructive tests that excited the bridges with a rotating weight shaker, crawl-speed truck, and a linear-mass shaker. Results indicated that due to non-uniform stress distributions and unobservable intrinsic forces, analytical models, identified at each limit state, were unable to accurately predict the bridges response at more advanced limit states. As a result, it is clear that considerable epistemic uncertainty exists for all identified models, due to their inability to properly capture such an influential parameter.
Nebulous Boundary and Continuity Conditions
In many cases, constructed systems have boundary or continuity conditions that are either non-stationary or nonlinear even at operating limit states. Depending on how severe these complexities are, significant uncertainty can be introduced into the results of experimental modal analysis. For example, due to intrinsic forces, several bearings of the Seymour Bridge displayed only intermittent contact at the operating limit state (Lenett, 1998) . As a result of these contact problems, the initial attempts to identify global modal parameters were unsuccessful. However, once the bridge was welded to the supports to prevent lift off and contact problems (i.e., once the supports were idealized), the identification was successful. It is important to note that the detection of erroneous modal identification results was principally facilitated by comparisons with the independently determined static flexibility.
Interaction between Primary Sub-Structural Components
For constructed systems composed of structural components with very large differences in stiffness, such as the rigidly designed towers and flexible superstructures of many suspension bridges, the eigenproblem becomes weakly-coupled. As a result, the vibration "modes" measured from one portion of the structure may be completely unrelated to that portion of the structure's mass, stiffness, and damping properties. Rather, the modes or spikes in the response may simply be a reflection (or echo) of the modes in the other portion of the structure. Grimmelsman and Aktan (2005) identified this issue during the St-ID of the Brooklyn Bridge carried out as part of a seismic assessment study focused on the masonry towers. Due to the difficulty and cost associated with providing forced excitation, the study relied on ambient excitation to obtain response data. Results indicated that the ambient excitation was dominated by traffic which entered the towers only after being filtered by the flexible spans. That is, the towers were essentially being excited by a small number of harmonic signals associated with the dominate modes of the spans. Obviously, this violates assumptions of broadband excitation (and spatially distributed excitation) and thus introduces considerable uncertainty into the St-ID process and the identified tower modes. As a result, utilizing the identified tower modes to provide insight into seismic response, characterized by base excitation with higher frequency content, is highly questionable.
Excitation Issues
Experimental studies of constructed systems have been carried out using a wide range of excitation sources including ambient excitation sources (McLamore et al., 1971; AbdelGhaffar and Housner, 1978) , test vehicles (Oehler, 1957; Billing, 1984) , eccentric mass vibrators (Hudson, 1970; Kuribayashi and Iwasaki, 1973; Shepard and Charleson, 1971; Ibanez et al., 1981) , linear mass shakers (Galambos and Mayes, 1978; Salane et al., 1981) , step-relaxation techniques (Douglas, 1976; Buckle et al., 1986; Gundy et al., 1981) , instrumented impact hammers/drop weight devices (Lee et al., 1987; Miller et al., 1992; Raghavendrachar and Aktan, 1992) , rocket engines (Iwasaki et al., 1972; Srinivasan et al., 1981) , and weighted pendulums (Buckland et al., 1979) . While several of these excitation systems, such as impact/drop weight devices and eccentric mass vibrators, are essentially scaled up versions of excitation systems previously applied to mechanical systems, others were developed specifically for constructed systems either for convenience or to better approximate service loading (e.g., test vehicle, ambient excitation). The following sections discuss some sources of uncertainty associated with the more popular excitation methods.
Amplitude of Input
A principal source of uncertainty is related to the amplitude of the selected excitation. For very large structures it becomes very difficult to supply sufficient forced excitation to overcome the ambient vibration. This is particularly the case for very flexible structures such as cabled-stayed or suspension bridges (Wenzel and Pichler, 2005) . In addition, it is important to realize that although modal frequencies and mode shapes tend to be independent of excitation level, (up to the proportional limit of the structure) this is not the case for damping. Farrar et al. (2000) report the results of vibration tests conducted on the Alamosa Canyon Bridge in which several excitation sources were investigated including multiple impact, single impact, ambient traffic (from an adjacent bridge), test vehicle, and electro-dynamic shakers. While the authors noted that the modal frequencies and mode shapes extracted from the data of each test were consistent (i.e., not statistically different), significant changes were observed in the damping ratios which were correlated with excitation amplitude.
Frequency Band of Input
Another source of epistemic uncertainty is related to the frequency band of the input, or more correctly, incorrect assumptions about the frequency band of the input. For example, during an ambient test of the Alamosa Canyon Bridge using truck traffic on an adjacent bridge, Farrar et al. (2000) reported that some modes, identified through impact testing, could not be identified. The authors examined the PSD calculated from the ground motion (measured halfway between the two bridges) and noted relatively small amplitude at the particular frequency missed. As a result, it seems that either this frequency was not excited by the truck traffic on the adjacent bridge or this frequency was attenuated by the soil properties. In either case the assumption of broadband input was violated. It is important to point out that in many cases the data that allowed the authors to identify this gap would not be readily available (i.e., impact test results or suitable characterization of the input).
Spatial Characteristics of Input
In addition to frequency and amplitude, significant epistemic uncertainty can stem from the spatial characteristics and directionality of the excitation. This is particularly important for ambient vibration testing of large bridges where traffic-induced excitation on the deck may overwhelm other ambient sources. A lack of transmissibility between the deck and the remaining structural sub-systems often limit the bandwidth and direction of excitation throughout a structure. In the case of forced vibration tests, shakers suitable for constructed facilities tend be very large, expensive, and time consuming to move and anchor to the structure. For example, during testing of the Seymour Bridge, the linear-mass shaker was located on the shoulder of the bridge so as to not impede the crawl-speed truck tests (Lenett, 1998) . However, due to this location being at (or near) nodal points for several modes, only 4 of the first 13 modes of the structure were identified. Comparing the resulting modal flexibilities with static flexibilities (determined through crawl-speed truck tests), it was apparent that the modal flexibilities did not properly represent the structure due to modal truncation errors. Again, without an independent test to validate these results the user would be hard pressed to confidently and consistently identify such errors.
Time Requirement for Excitation
A principle problem with any forced multiple input test is related to the time required to complete the test. As discussed previously, all structures in the field are non-stationary to a certain degree and if the test duration is such that appreciable changes in a structure's properties occur, unreliable results can be expected. Lenett (1998) provides a very complete discussion of this issue related to the testing of the Seymour Bridge. During preliminary testing it was noted that this bridge had many closely spaced modes and thus a fine spatial resolution was selected for the impact testing. This resulted in 74 input locations which took over 35 hours to test completely (note that the Seymour Bridge is a relatively small bridge with a total length of 130 feet). Due to the non-stationary nature of the bridge, during this testing period the resulting modal flexibilities did not correlate well with the static flexibilities measured during a crawl-speed truck test. As a result, the investigators developed a more rapid test method that drastically reduced the time of testing and thus minimized the issues associated with non-stationarity due to ambient environmental conditions. Again, only through an independent check of the results (modal flexibility versus static flexibility) was this significant error identified
Sensors, Data Acquisition, and Cabling
In contrast to the previously discussed issues related to structural complexity and excitation, epistemic uncertainty associated with sensors, data acquisition and cabling plagues applications of St-ID for both constructed and manufactured systems. The following sections present a brief discussion of some sources of epistemic uncertainty associated with these systems.
Sensors
Perhaps the most recognized source of epistemic uncertainty is associated with sensitivity bias errors resulting from improper sensor calibration. While standard procedures exist for characterizing and minimizing such uncertainty, it is important to point out that these calibration procedures are often carried out in environments very different from the application environment. In addition, due to the severe time limitations, access restrictions, and budget constraints typical of field testing investigations, several other sources of epistemic uncertainty exist. For example, in many cases these constraints only allow for so-called sensor-lite investigations, which can lead to spatial aliasing problems. In addition, sensor placement is often limited to convenient locations, which can lead to incomplete characterization if unmeasured portions of the structure dominate in modes captured from the accessible portion of the structure. As with all sources of epistemic uncertainty, it is often very difficult to identify the significance of the resulting errors associated with sensor issues.
Data Acquisition
A typical data acquisition process consists of signal amplification, anti-alias filtering, analog-to-digital conversion, and time-windowing. Although some of these steps are used to eliminate or alleviate noises in measurements, they also introduce other types of errors in the measurements. For instance, the application of anti-alias filtering removes frequency contents above the Nyquist frequency (half of the sampling frequency) in order to prevent these higher frequencies from appearing as aliased lower frequency components. Because the anti-alias filtering has to be done before digitization, analog RC circuits are often used to implement the anti-alias filtering. The circuits are often modeled as second-order dynamic systems and they introduce amplitude and phase distortion of signals. While many researchers characterize data acquisition errors as "noise", in fact most data acquisition problems in the field are due to spurious data spikes and energy at select harmonics that infiltrate the data (Zhang and Aktan, 2005) . Such spurious signals should be considered a form of epistemic uncertainty.
Cabling
The widespread use of electronic devices for measurements, communication, and computing results in interaction between these various systems that can adversely affect performance. Cables are particularly susceptible to electromagnetic interference because they are the longest parts of a system and act as antennas, picking up and radiating noise. Typically, three types of coupling (crosstalk) are considered for cabling. The first is capacitive or electric coupling, which results from the interaction of electric fields between cables.
The second is inductive or magnetic coupling, which is produced by the interaction between the magnetic fields of two cables. The last is a combination of electric and magnetic fields and is often called electromagnetic coupling or radiation. Depending on the type of error sources, they can produce either epistemic or aleatory uncertainties. They can often be minimized by proper grounding or shielding, but never removed completely.
Discussion
While several examples of influential studies focused on the St-ID of constructed systems exist, the envisioned widespread use has not been realized as the development of St-ID techniques for constructed systems has lagged behind those associated with manufactured systems. Certainly the significant sources of uncertainty identified in the previous section have contributed to this; however, the fact that these uncertainties continue to persist more than 30 years after the first applications is indicative of a more fundamental problem. Specifically, that many researchers have discounted the value of conducting investigations into the behavior of actual constructed systems, and thus overcoming the identified uncertainties has not received the attention that it deserves.
This position, often supported by pointing to the difficulty associated with acquiring reliable data in the field, has served as a self-fulfilling prophecy -insuring that the impact of field research, taken as a whole, falls well short of what the level of investment would suggest. The result has been a fragmented and cautious use of field research, and a recasting of such studies as a means to simply gain detailed information about isolated structures. In this context, researchers have been able to claim success without facing the critically important and fundamental question of 'how can the results obtained from a specific structure be generalized to provide information applicable to other structures?' In fact, many reject the possibility that results from field tests can be broadly applicable even though they provide the only objective link to actual constructed systems.
In the case of laboratory experiments, the important question of generalization is addressed by claims that specimens and testing configurations represent some type of nominal conditions. What is often overlooked by these studies however, is that laboratory experiments tend to focus on fragmented portions of structures whose similitude (both in terms of behavior and levels of uncertainty) has not be established. Even for the exceedingly rare cases where complete full-scale structures have been tested in the laboratory, the exclusion of soil-structure interaction issues renders these studies unable to provide information on boundary conditions and global response quantities. This argument is not meant to imply that these tests are not valuable, but simply to point out their inherent limitations.
In short, laboratory experiments must simply demonstrate a generalized specimen and testing configuration without rigorously illustrating both the similitude of behavior and the similitude of uncertainty to be viewed as broadly applicable. However, field experiments, for which similitude is guaranteed, are largely discounted in terms of their wider applicability because they are conducted on specific structures.
Although this type of double standard may seem inexplicable, it is precisely the difficulty in establishing the reliability of field data and overcoming the identified uncertainties that furthers this position. Consider that in cases where similar structures are tested and compared or where modelbased simulations are used, the testing results rarely display strong correlations, which leads the community to either conclude significant errors have occurred or that the test structure is not representative of "nominal" conditions. In reality however, the authors believe that these differences are not representative of anomalies, but rather realistic and important behavior mechanisms. As a result, they should not be discounted as overly specific, but they should be embraced and examined in the hopes of shedding light on actual structural behavior. If civil engineers are ever to shed the undesirable distinction as the oldest engineering discipline, with the least understanding of the actual mechanical characteristics, behaviors and performances of the systems they design, St-ID of actual constructed systems must become commonplace.
In recognition of the importance of furthering this view, which was also recently articulated by the ASCE Performance-Based Design Committee (Aktan, et al, 2006) , the ASCE-SEI has recently re-established the St-ID of Constructed Facilities Committee. From 1997 , the elder writer founded and co-chaired this committee together with Dr. J. Yao. This committee developed a draft state-of-the-art report but became inactive in 2002 and could not disseminate the report. The primary goal of the re-established committee is to invite engineers from all engineering subdisciplines to develop a consensus terminology in conjunction with minimum quality standards for integrating the entire St-ID cycle (Figure 2 ). The authors would like to invite colleagues from all disciplines interested in further the art of St-ID of constructed facilities to consider joining this committee.
found to cause variations in modal frequencies of up to 6% over a 24-hour period Cornwell et al., 1999) . To investigate the impact of this variability on damage detection, Doebling et al. (1997) developed 95% confidence intervals of the modal properties based on measured data and used an identified finite element model to investigate the impact of several damage scenarios on modal parameters. The authors concluded that modes to be used for damage detection should be carefully selected based on the inherent uncertainty caused by environmental effects as well as their sensitivity to structural deterioration. Sohn et al. (1999) developed a linear adaptive model to distinguish changes in modal parameters caused by temperature gradients from those caused by other effects. This model was then used to establish confidence intervals of modal parameters based on new temperature profiles.
As part of an island-wide bridge upgrading in Singapore, Moyo et al. (2004) conducted forced vibration testing (shaker excitation) and ambient vibration monitoring to assess the effect of upgrading measures on an 18 meter span bridge. The primary upgrading procedure involved replacing nominally pinned supports with nominally fixed supports, which resulted in a very large increase in bridge stiffness (Brownjohn et al., 2002) . By employed structural identification procedures to develop calibrated finite element models from data obtained before and after retrofit, Brownjohn et al. (2003) showed that the alteration of boundary conditions was the principal cause of increases (of up to 50%) in modal frequency. The authors note that combining the experimental and analytical processes by direct identification of structural properties is required to obtain such results (and confidence) and point out that this procedure, in general, can be applied to other structures.
The studies discussed above represent perhaps the most influential controlled, nondestructive investigations since the early 1990s that have specifically demonstrated the benefits of employing structural identification in conjunction with field experimentation. However, several other experimental studies of constructed facilities have been carried out and merit mentioning. Green and Cebon (1993) discussed the results of a multiple reference impact test of a four-span continuous prestressed concrete box girder bridge. Using a servo-hydraulic shaker, Cantieni and Pietrzko (1993) conducted forced vibration testing of a timber footbridge to investigate potential vibration problems. Kohoutek (1993) reported the results of static and dynamic testing of the Talbragar River Bridge. Through testing of the Colquitz River Bridge, Ventura et al. (1996) showed the consistency of modal parameters identified through step-relaxation excitation and ambient testing. Wahab and De Roeck (1998) investigated the correlation between finite element models and experimental vibration testing using drop weight, test vehicle, and ambient excitation of three bridges in Belgium. Christensen et al. (2001) and Halling et al. (2004) conducted forced and ambient excitation tests of bridges along the I-15 corridor in Salt Lake City, Utah. These studies investigated the influence of forcing amplitude/ direction and temperature on the modal parameters. Using a structural identification procedure, Xia and Brownjohn (2003) were able to determine the residual stiffness distribution along a "failed" reinforced concrete beam structure. Finally, Culmo et al. (2004) compared strain gage data taken during the crossing of a 1,000,000 lb permit vehicle with estimates of live load stresses produced using structural analysis.
A.1.2 Long-Span Bridges
Compared to mid-and short-span bridges, controlled testing is far less frequently utilized for testing long span bridges due to their higher flexibility, which presents two general challenges. First, the ambient vibrations of these structures tend to have relatively large amplitudes and thus it is difficult to overcome these vibrations with controlled excitation. Second, the modal frequencies of long-span bridges can be quite low (~1 Hz) and as a result it is difficult to supply forced excitation (e.g., through the use of a shaker) that has sufficient energy at such low frequencies. However, despite these challenges, several researchers have employed controlled testing for long-span bridges. Buckland et al. (1979) reported the vibration testing of a suspension bridge using a weighted pendulum, vehicle braking, and a vehicle driving over timber boards for excitation. Experimental results compared well with analytical predictions (except for torsional modes) and the authors noted strong coupling between vertical and horizontal modes. Using both step-relaxation and ambient excitation Muria-Vila et al. (1991) conducted vibration testing on a three-span cable-stayed bridge. Results indicated good agreement between controlled and ambient excitation tests. Filiatrault et al. (1993a Filiatrault et al. ( , 1993b tested the earthquake-damaged Shipshaw cable-stayed bridge using test vehicles at constant speed and through vehicle braking. The authors point out difficulties identifying damping ratios, but report good correlation with a finite element model. Finally, Fujino et al. (1999 Fujino et al. ( , 2000a report the forced and ambient vibration testing of the Hakucho suspension bridge. Forced excitation was supplied by two vibrating machines placed at a quarter-point and mid-point of the main span. Results indicated that the fundamental frequency and mode shape (first bending mode) were dependant on wind speed. The authors conclude that this dependency may be related to friction in the bearings at the towers.
A.2. Controlled, Destructive Experiments
While the contributions of nondestructive field tests are undeniable, as early as the 1970s researchers began to explicitly identify the need for destructive testing (Hudson, 1977) . The following sections present a brief discussion of this type of testing for short-to moderate-span bridges, as no destructive tests of long-span bridges were identified. Jorgenson and Larson (1972) tested a reinforced concrete bridge to collapse using hydraulic rams. The authors noted that the measured response compared well to design calculations at the proportional limit and ultimate loads. In addition, Burdette and Goodpasture (1972) tested four highway bridges to failure and noted that the AASHTO specifications provided lower bounds of bridge ultimate capacity. McClure and West (1984) and Scalon and Mikhailovsky (1987) report the results of full-scale tests of a prestressed concrete bridge and a three-span continuous reinforced concrete bridge, respectively. Following the Loma Prieta earthquake, Bollo et al. (1990) conducted forced vibration and destructive tests, before and after retrofit, of the I-880 Cypress Viaduct in Oakland, CA. These tests quantitatively demonstrated the effectiveness of the retrofits and illustrated that accurate predictions of frequencies, mode shapes, and damping depended to a large degree on proper modeling of the foundation. The nondestructive and destructive testing of a decommissioned, skewed reinforced concrete flat slab bridge and associated analytical studies was reported Miller et al. (1992 Miller et al. ( , 1994 , Aktan et al. (1993b) , Toksoy and Aktan (1994) , and Sharooz et al. (1994) . The goal of this study was to investigate the use of nondestructive evaluation procedures to assess bridge condition. Multiple reference impact testing was carried out at various levels of damage induced through the application of static vertical loads. Damage was located and quantified through the use of both modal flexibility coefficients and FE models calibrated through the use of a structural identification procedure. Results indicated the excessive conservatism of current bridge rating models, as the ultimate capacity of the bridge was approximately four times greater than predicted by such models (equivalent to 22 rating trucks).
To investigate the performance of historic truss bridges, Aktan et al. (1993b Aktan et al. ( , 1995b tested two 80-year old through truss bridges to failure using hydraulic jacks supported by rock anchors. During intermediate stages each bridge was evaluated nondestructively using an eccentric mass shaker, linear shaker, and crawl-speed truck tests. To obviate local failures, the trusses were retrofitted by welding steel plates to strengthen certain critical connections. The authors concluded that both bridges displayed adequate performance at the various limit states investigated and possessed sufficient deformability to allow for extensive force redistribution. Lauzon and DeWolf (1995) monitored bridge vibrations during incrementally induced cuts of the bottom flange and web of a decommissioned bridge and concluded that "major defects" cause changes in a bridge's dynamic signature. Eberhard and Marsh (1997a,b) imposed quasi-static loads on a three-span continuous reinforced concrete bridge and isolated reinforced concrete bridge bents, respectively. Results indicated that approximately 90% of the lateral bridge stiffness was due to longitudinal confinement supplied by the abutments. In addition, despite the 1960-era, pre-seismic design, details, the bridge bents exhibited ductile behavior, which was attributed to the rotational flexibility of the soil. To assess shear capacity of reinforced concrete T-beam bridges, a decommissioned bridge was loaded to failure by Al-Mahaidi et al. (2000) . Finally, Halling et al. (2001) performed several forced vibration tests on a single-span of a freeway overpass in conjunction with a series of intentionally induced damage states and repairs. Through the use of a structural identification procedure, the authors calibrated analytical models and demonstrated that such models are capable of successfully identifying and estimating the location and extent of damage.
Aside from the studies outlined thus far, a small group of destructive tests deserve special attention due to their extensive documentation, and, in some cases, the participation of a large portion of the health monitoring community. The first such investigations involved the destructive and nondestructive testing of the I-40 Bridge over the Rio Grande and associated numerical studies (Farrar et al., 1994 Mayes and Nusser, 1994) . The investigation began with a series of ambient vibration tests using traffic (both on the I-40 Bridge and on an adjacent bridge) for excitation and forced vibration tests using a vertical linear mass shaker. The authors report that the results from these tests compared well. However, it was noted that the various ambient vibration tests showed a 5-10% variation in frequencies and mode shapes, which was attributed to temperature fluctuations. Following this initial testing, the bridge was intentionally damaged by introducing four levels of cuts in one of the two plate girders. Following each level of damage the bridge was subjected to additional vibration tests to determine any changes in modal properties. Results indicated that only during the largest damage case (when one of the two plate girders was cut halfway through) was there an appreciable change in natural frequencies, and this change was comparable to that observed during the various ambient tests and attributed to temperature changes. In addition to demonstrating the difficulty of assessing damage in a real civil structure, the data from the I-40 Bridge was exploited by several investigators to investigate the efficacy of the various damage detection algorithms (Mayes, 1995; Stubbs et al., 1995; Jauregui, 1996, 1998a,b) and statistical approaches .
To investigate vibration-based damage detection and to compare objective and subjective methods of bridge condition evaluation, a steel stringer/reinforced concrete bridge (the Seymour Avenue Bridge) in Cincinnati, OH was subjected to a series of nondestructive tests in which several damage scenarios were induced (Aktan et al., 1997b; Catbas et al., 1998 Catbas et al., , 2004 Lenett et al., 1999; Catbas and Aktan, 2002) . The damage scenarios included jammed bearings, removal of a bearing, cuts to various supporting members, and delaminating a portion of the slab from the girders. Following each damage scenario, the bridge was subjected to multi-reference impact testing and crawl-speed truck tests. The results of these tests were compared to evaluate the consistency of modal flexibility and static flexibility. Results indicated that modal flexibility is an accurate measure of in-situ flexibility and a reliable index for bridge condition and damage assessment. Although the bridge was not loaded to failure, the results indicated that bridge's capacity was much greater than indicated by current bridge rating models. The authors concluded that subjective methods of bridge evaluation and assessment are not able to characterize intrinsic bridge mechanisms and their influence on bridge behavior.
To study the effects on the dynamic properties of environmental effects and damage, a three-span post-tensioned box girder bridge (Z24 Bridge) in Canton Bern, Switzerland was tested by EMPA (Swiss Federal Laboratories for Materials Testing and Research) (DeRoeck et al., 2000; DeRoeck, 2003) . The testing consisted of a one-year monitoring study to quantify the effect of environmental influences and series of nondestructive tests carried out as the structure was progressively damaged. Damage scenarios included foundation settlement, a landslide, failure of concrete hinges, and rupture of post-tensioning tendons, among others. Following the introduction of each damage scenario, the bridge was subjected to both ambient and forced vibration testing to determine its dynamic properties and assess if the observed changes were statistically significant. Based on the results, the authors concluded that reliable modal information can be obtained from output only tests, and that damage has a selective influence on modes. Numerous damage detection studies have been carried out using the data obtained from this experiment both by researchers involved in the project (e.g., Abdel Wahab and DeRoeck, 1999; Maeck et al., 2001; Maeck and DeRoeck, 2003; Teughels and De Roeck, 2004) , and by many others. In addition, this data was made available as a benchmark study aimed at
