ABSTRACT. This paper is devoted to characterizing the analytic Campanato spaces AL p,η (including the analytic Morrey spaces, the analytic John-Nirenberg space, and the analytic Lipschitz/Hölder spaces) on the complex unit disk D in terms of the Möbius mappings and the Littlewood-Paley forms, and consequently their compositions with the analytic self-maps of D.
1. INTRODUCTION 1.1. Background. In partial differential equations and harmonic analysis over the unit circle T of the complex plane C, the Campanato spaces (named after S. Campanato, cf. [2, 3] ) L p,η (T) exist as an important family of spaces that are determined via certain oscillations on T and hence generalize the John-Nirenberg space (named after F. John and L. Nirenberg, cf. [12] ) BMO(T) (bounded mean oscillation on T) and the Lipschitz spaces (named after R. Lipschitz) or the Hölder spaces (named after O. Hölder) Lip α (T).
To see this picture clearly, referring to [24, p. 215] we adapt the following definition of the Campanato spaces. |dζ|; f I = (2π|I|)
It is easy to get that L p,η is a Banach space with the norm
and enjoys the following space monotonicity
Moreover, the following table shows the well-known relationship among the abovementioned function spaces (cf. [10, pp. 65-70] or [2, 3, 14, 22, 15, 12] ):
Lebesgue space L p (T) η ∈ (0, 1)
Morrey space L p,1−η (T) η = 1
John-Nirenberg space BMO(T) η ∈ (1, 1 + p] Lipschitz/Hölder space Lip (η−1)/p (T) η ∈ (1 + p, ∞) Space of constants C 1.2. Overview. From the point of view of complex analysis in one variable, it is very natural to study the analytic extensions Analytic Lipschitz/Hölder space
As far as we know, the following papers [25, 27, 28, 4] have touched some aspects of these analytic Campanato spaces. Thus, such an area deserves in the highest degree to be developed further. In this paper, we will establish the following assertion: 
(ii) For 0 < η ≤ 1 + p < ∞, 1 < p < ∞ and α = (p + 1 − η)/p, AL p,η is contained in the Bloch type space
In particular, for p = 2 and f ∈ B α , one has (iii) For 0 < η, λ < 2 = q ≤ p < ∞, an analytic self-map ϕ of D, and the analytic composition C ϕ f = f • ϕ, one has:
if and only if
Notation. As we go along with proving Theorem 1 in §2- §3- §4, we will introduce the required notation. But here, we only use U V (or V U) as U ≤ cV for a positive constant c, and moreover write U ≈ V for both U V and V U.
HARMONIC EXTENSIONS
2 )/|ζ − z| 2 be the Poisson kernel at z and P f be the Poisson extension of f , that is
As an extension of Theorem 3.2.1 in [27] , we have the following Möbius type representation of a Campanato space, whence reaching the first part of Theorem 1 (i).
For each nonzero w ∈ D, let I w be the subarc of T with center w/|w| and length 1 − |w|; and for w = 0, let I w = T. Moreover, for j = 0, 1, ..., n − 1, let J j = 2 j I w , where n is the smallest natural number such that 2 n |I w | ≥ 1. Obviously, we may assume J n = T. Under this circumstance, we have that for a given point w ∈ D,
Using Hölder's inequality and f ∈ L p,η , we get
whence reaching
Accordingly,
Putting the above estimates together, we obtain
Since 0 < η < 2 ≤ 1 + p, we have f p,η, * f p,η . Conversely, if f p,η, * < ∞, then for any subarc I ⊆ T, we take such a w ∈ D that w/|w| is the center of I and |w| = 1 − |I|, to get
(ii) This follows from (i) and the fact that that P f = f holds for all f ∈ H p .
Given z ∈ D and 1 < p < ∞. Upon writing the Szegö projection S of f ∈ L p (T):
andf the conjugate operator of f :
Closely related to Peetre's [17, Theorem 1.1] (cf.
[18]), the following result extends the BMO space case (see [30, p. 272] ) and the Lipschitz space case (Privalov's theorem, see [24, p. 214] ).
write the Szegö projection of f as S(f ) = u + iv, where u and v are the real and imaginary parts respectively. Then
This means that u is the Poisson extension of f . According to the well known result:
Note that u| T = f , then Sf ∈ AL p,η thanks to Theorem 1 (i). So one gets 
be the space of all functions
where
The following result is known; see also [31, Proposition 5] and its references including [8] .
Inspired by [6, 23, 16, 7] we have the following equivalent characterization of the Campanato-Morrey spaces, thereby arriving at the second part of Theorem 1 (i).
Proof. It suffices to verify (i). We first prove the "only if" part. If f ∈ L p,η , then any given subarc I ⊆ T is used to decompose f via
where χ J is the characteristic function of J ⊆ T, 2I ⊆ T is the concentric double of I.
In sake of convenience, suppose that u j = P f j is the Poisson extension of f j . Then, we control |∇u j |.
For u 1 , we have ∇u 1 = 0 since u 1 is a constant. For u 2 , we ultilize the Littlewood-Paley estimate for L p to derive
For u 3 , we have that if z = re iθ then
Clearly, the Hölder's inequality has been used in the above estimation. As a further result, we get
Putting the previous estimates for |∇u j | together, we obtain
Conversely, suppose f p,η,⋆ < ∞. To prove f ∈ L p,η , we are required to consider the three cases:
The first and second cases are based on a dual-related formula below:
However, the third case follows from a mean value estimate for the harmonic functions. Case 1: 0 < η < 1. For simplicity, set P f = F and P g = G. It suffices to handle the convergence of the pair:
To do so, thanks to Lemma 4 (i) we may assume that f ∈ L p,η and g is a (p ′ , η)-atom generated by a subarc I ⊆ T with |I| ≪ 1. Then, we estimate
For S(2I) , we use the Hölder's inequality twice and the L p ′ -bound of the LittlewoodPaley G-function to obtain
For D\S(2I) , recalling that g is a (p ′ , η)-atom associated to I centered at ζ 0 = e iθ 0 , we get
whence deriving
To proceed, let
be the line segment connecting ζ ∈ I and ζ 0 ∈ I. Since |ζ| = |ζ 0 | = 1, we can use the mean value theorem for derivatives to obtain some t 0 ∈ [0, 1] such that
A direct calculation gives
we compute
and
and hence
Similarly, we have
Therefore, we employ g p ′ |I| − η p and Hölder's inequality to obtain
Upon writing
we have two types of estimates as follows. The first type is:
In the above we have used the Hölder's inequality twice, the estimate for |∇G| on S(2 j+1 I) \ S(2 j I) and the assumption 0 < η < 1. The second type is:
which may be verfied in a way similar to the first type. As a result, we have
This in turn implies f ∈ L p,η . Case 2: η = 1. Regarding this situation, we apply (∞, 1)-atoms (due to Lemma 4 (ii)) to the previous discussion, and then obtain
which yields f ∈ BMO. Case 3: 1 < η < 1 + p. Suppose f p,η,⋆ < ∞ and set u = P f . For a given z = re iθ ∈ D, let S(I) be the Carleson box with |I| = (1 − |z|) and e iθ be the center of I. Then
Since u is harmonic in D, ∇u is harmonic overthere as well. Consequently, there exists some number ρ > 0 such that B(z, . This implies the following mean value inequality:
So, it follows from the Hölder's inequality that
This means that
and thus 
is the Carleson square based on a subarc I ⊆ T. For a, b > 0 we define an integral operator T a,b as
Below is a re-statement of Lemma 3.1.2 in [27] .
and f be Lebesgue measurable on
3.2. Distance estimates. Importantly, Theorem 5 (ii) and the mean value inequality for the subharmonic functions (see also the treatment for Case 3: 1 < η < 1 + p in the proof of Theorem 5) are employed to derive the following optimal inclusion:
This embedding, along with the P. Jone's distance estimation from the Bloch functions to BMOA (cf. [9, 29, 27] ), suggests us to consider the distance of an B (p+1−η)/p function f to AL p,η . Such a distance is defined by
Motivated by Theorem 3.1.3 in [27] , we get the following characterization of the above-defined distance, approaching the second part of Theorem 1 (ii).
Theorem 7.
For ε > 0, η ∈ (0, 2) and f ∈ B (3−η)/2 , let
Proof. For f ∈ B (3−η)/2 and z ∈ D, one has the following representation formula (see, for example, [ 
w(1−wz) 1+(3−η)/2 dA(w); with C being a constant depending only on η. Then
is in CM η , Lemma 6 (with a = (3 − η)/2 and b = 2) implies that
belongs to CM η . This means f 1 ∈ AL 2,η . Meanwhile, we have
This gives
In order to prove that the last inequality is actually an equality, we may assume that ε 0 equals the right-hand quantity of the last inequality and
It is enough to consider the case ε 0 > 0. Under ε 0 > 0 there exists an ε 1 such that
Hence, by definition, we can find a function g ∈ AL 2,η such that
Now for any ε ∈ (ε 1 , ε 0 ) we have that
and so
This implies that
does not belong to CM η . However,
Since g ∈ AL 2,η means that
is in CM η , and consequently
is in CM η . Now, a contradiction occurs. Thus we must have
as required. (ii) The proof of Theorem 7 depends on an important fact that f ∈ AL 2,η if and only if |f 
where log + x = max{log x, 0}, and then set
be the Nevanlinna counting function of φ. The importance of such a counting function in
Proof. If f ∈ AL p,η and 2 = q ≤ p, then an application of Theorem 11, plus Hölder's inequality, derives
and hence the forward implication holds.
To verify the backward implication, for and hence the desired implication follows.
Actions between analytic Campanato and Bloch type spaces.
The previous discussion leads to a consideration of the actions of C ϕ sending AL p,η to B α and its converse. To do so, we need the following existence result.
Lemma 13. For 0 < α < ∞, there are two functions f 1 , f 2 in B α such that
Proof. This follows immediately from the inequalities (2.2) and (2.4) in the argument for [26, Theorem 2.1.1].
Below is an alternative to Theorem 1 (iv). 
