Since its development, ingestible wireless endoscopy is considered to be a painless diagnostic method to detect a number of diseases inside GI tract. Medical related engineering companies have made significant improvements in this technology in last decade; however, some major limitations still residue. Localization of the next generation steerable endoscopic capsule robot in six degreeof-freedom (DoF) and active motion control are some of these limitations. The significance of localization capability concerns with the doctors correct diagnosis of the disease area. This paper presents a very robust 6-DoF localization method based on supervised training of an architecture consisting of recurrent networks (RNN) embedded into a convolutional neural network (CNN) to make use of both just-in-moment information obtained by CNN and correlative information across frames obtained by RNN. To our knowledge, our idea of embedding RNNs into a CNN architecture is for the first time proposed in literature. The experimental results show that the proposed RNN-in-CNN architecture performs very well for endoscopic capsule robot localization in cases vignetting, reflection distortions, noise, sudden camera movements and lack of distinguishable features.
Introduction
The confinement of present day robot frameworks to make the best use of visual information obstructs their advancement and execution for therapeutic purposes. Conquering this failure would allow robots to execute a countless assortment of crucial roles in human life. However, an essential information required for fulfillment of such tasks is the robot's ability to reliably determine its position in the 3D world. Due to design incompatibility or cost contemplations there arise certain situations where further sensor integration for localization is not possible. Apart from size and cost considerations, the confines also include biocompatibility issues, interference with activation system and limited power availability (Mettin, S., et al., 2015) . In such circumstances, vision based methods are a major tool to be used for localization of the robot. The usage of only a monocular endoscope has proved challenging in surgical operations due to the non-rigid deformations. Grasa information while RNN is able to remember the correlation between previously occurred and currently occurring patterns makes it useful to combine both concepts for self repeatingly textured areas such as human body inner organs. A dataset consisting of 16000 frames of endoscopic videos was produced using three different endoscopic cameras. The dataset was labeled using OptiTrack, a state-of-the-art optical tracking system for 6 DoF. The setup for the experiment is shown in Figure 2 .
ALGORITHM ANALYSIS
The algorithm consists of three stages. The first stage addresses the preprocessing of the endoscopic frames and 3D surface reconstruction using shape form shading technique. The second stage implements the scene flow between the 3D maps and the final stage trains the RNN-in-CNN neural network by the estimated scene flow information. 
Extraction of the Scene Flow
In this paper the method proposed by Jaimez et al., 2015, is employed to extract the real-time scene flow between the depth images of consecutive frames.
In this method the data in the depth images normalizes the flow field that is enforced on the 3D scene surface instead of on the 2D image. The procedure leads to an accurate flow field with geometrically dependable results. Interpolation of the estimated rigid motions is employed to compute velocity of any point as inference in a conditional random field (CRF). For achieving the task, these steps should be followed:
• The image is partitioned into a set of super-pixels, denoted by S. And the set of objects in the image is denoted by O.
• The super-pixel is associated with a plane variable n describing its 3D geometry and object index is marked with k. This could be written as:
where normal is n i (n T i x = 1) and object index is k i
• The second set of variables are defined to capture the rigid motion parameters of all the objects in the scene. This could be written as: 
Structured rigidity is completely captured by binding the scene to be described by only a few objects and max product particle belief propagation is leveraged to approximately minimize the energy. 
To determine the weights of the CNN during backpropagation, stochastic gradient was used. In the above equation, β is a representation of the balance between weights and position. For tracking and achieving optimal results, a value for β is essential to be computed. Since the network is capable of learning the orientation and position simultaneously, these parameters are interrelated and strongly affect the regression of each other.
Architecture
The neural network architecture implemented in this paper is inspired by The network was trained with the following parameters:
• GPU: Nvidia K10
• Learning rate: 0.0001
• batch size: 64
• momentum: 0.9
• curve: 90% every 60 epochs
• learning method: stochastic gradient descent 7 
DATASET
The dataset used for testing was recorded in a controlled environment at Max Planck Institute for Intelligent Systems. It was obtained by utilizing esophagus gastro duodenoscopy (EGD) surgical simulator hardware LM-103. EGD is a non-rigid GI Tract model on which paraffin oil had to be applied to imitate the mucosal coat of a real stomach. To prove the fact that the algorithm was not specifically tuned to a single endoscopic camera three different camera models were utilized for video record procedure. The first camera model used was AWAIBA NanEye (see Table 1 and Figure 6 ). The second camera employed was POTENSIC inspection model (see Table 2 and Figure 6 ) on the MASCE system. Finally, the last sub-dataset was captured using VOYAGER inspection camera (see Table 3 and Figure 6 ).The dataset consists of a total of 5 hours long stomach video. 
Computational performance
To analyze the computational performance of the system we observed the av- with an overall average of 30ms per frame scaling to a peak average of 45ms implying a worst case processing frequency of 22Hz.
CONCLUSION
Endoscopic capsule robots are one of the most exiting novel technological developments in the area of medical devices in the last decade. In that paper, we have presented to our knowledge for the rst time in literature a deep learning based 6 DoF localization approach for endoscopic capsule robots. The proposed architecture is unique in its kind by embedding RNN layers into the CNN architecture. The proposed system was able to stay close to the ground truth endoscopic capsule robot trajectory even for very challenge datasets confronted with sharp rotations and fast translations, heavy specular reections and noise.
Our system proved qualitatively and quantitatively its eectiveness in occasionally looping capsule robot motions and comprehensive inner organ scanning tasks. In future, we aim to extend our work into the stereo capsule endoscopy applications to achieve even more accurate localization and mapping results.
