.no, url: http://www.item.ntnu.no/~poulh Simulation is the most flexible means for assessment of quality of service in complex, tightly coupled distributed systems such as telecommunication systems. A major problem with simulation is that it is inefficient when the quantity of interest depend on the occurrence of rare events, such as ATM cell losses or system failure.
INTRODUCTION
For performance evaluation of large, tightly coupled, distributed systems, simulation is the most favourable evaluation means due to its modelling flexibility, compared to the analytic and the measurement approaches. However, under extreme quality of service requirements, the performance measure of interest depends on occurrence of rare events, which results in very long simulation experiments. Hence, a simulation speed-up technique are strongly recommended, see e.g. [1] and the references therein for an overview of the most popular ones. Rare event provoking techniques are considered as the most efficient, and, among these, importance sampling is recommended, see [2] for a comparison. Note that speed-up techniques are not necessary mutual exclusive and should, whenever possible, be combined. The importance sampling estimates are observed to be very sensitive to the choice of parameters governing the sampling, see [3] for an empirical study. Obtaining good parameters is essential for the success of importance sampling in evaluation. Hence, these parameters should by optimised, and a lot of work has been done in this field, see [4] for an excellent survey. These simulation parameters will in the following be denoted BIAS-parameters.
To the author's knowledge, no good heuristics or optimal solutions exist to obtain the BIASparameters in a balanced multi-dimensional problem. Balanced means that e.g. the queuing network has nearly the same load on all its queues. Some work has been done on Jackson networks and tandem queues where unbalanced loads are assumed, and hence the estimated loss probability is dominated by one single queue, see e.g. [5, 6] . Furthermore, in systems with balanced loads, it is so far assumed that separate studies of each queue are possible [7] . Importance sampling can not be considered ready for practical use without being able to set efficient and robust simulation parameters for general balanced multi-dimensional problems.
In this paper, an adaptive parameter optimisation strategy for importance sampling is proposed. It was first presented in a simple form in [8] , and later further developed in [9] . This strategy adopt heuristics from the large deviation theory [5] and combines this with ideas used by Carrasco in his failure distance biasing, which advise stressing always towards the nearest system failure state [10] . Unlike previous optimisation strategies, the new adaptive strategy is not limited to systems with a single queue or with unbalanced loads, but is generally applicable to system with several queues with nearly the same load.
This paper focuses on the application of the adaptive strategy, and illustrates its flexibility. A network example is evaluated with respect to both traffic (blocking probability) and dependability (function unavailability) performance. The same modelling framework is applied to describe both the traffic and dependability models.
Section 2 introduces concepts and terminology essential to describe the adaptive parameter optimisation strategy in section 3. Section 4 presents the details of the two simulation models, and the results from the network performance study. Some closing remarks are given in section 5.
BASIC CONCEPTS AND SIMULATION FRAMEWORK
In this paper, focus is on discrete event simulation of balanced, multi-dimensional systems. The simulation is conducted on imbedded, discrete time (semi) Markov processes. Figure 1 shows an example of such a system.
The basic building blocks of the modelling framework and the adaptive strategy are modifications and extensions of the definitions found in [11] : Resource pool: a finite set of identical and interchangeable resources. The capacity of the pools are , (e.g. a link in a network is considered as a pool of channels). Entity, ,
: an item that holds resources from each pool in a fixed set of pools, (e.g. a connection between A and B parties holds channels from each link along the route between A and B). resources from a number of these resource pools. Changes in the system state are caused by the events. The set contains all generators which request resources from pool . Hence, a target can be expressed as . In this paper, the arrival and departure rates of entity generator , are denoted and respectively. For simplicity, these are either constant or dependent on the local system state, i.e. number of entities of its own kind, and not on the global system state.
ADAPTIVE OPTIMISATION OF IMPORTANCE SAMPLING

3.1
Basics of importance sampling Importance sampling is a technique for variance reduction in computer simulation. The sampling of the outcome is made in proportion to their relative importance on the result. For a general introduction, see e.g. [12, 13] . Importance sampling in simulation of an imbedded (semi) Markov chain, as described in [14] , is used in this paper.
Importance sampling changes the underlying distribution to increase the frequency of the rare events of importance to the performance measure. The observations, (e.g. duration of a visit to a target), made under this new distribution, , are corrected to what it would have been under the original distribution, . The correction factor is the likelihood ratio, , between and . The expected value of under is the same as the expected value of the corrected value under , i.e. . Hence, an unbiased estimator for after samples from the distribution is
In Markov simulation, changing the sampling distribution means that the state transitions probabilities are changed by, for instance, a scaling of the transition rates, see [9] . The arrival rates are changed to and the departure rates to . The efficiency of importance sampling depends on this BIAS-parameters. Unfortunately, the optimal parameter which minimise the variance of (1), is not easily obtained.
General idea of the adaptive parameter optimisation
The objective of the adaptive optimisation scheme is to provide good BIAS-parameters for scaling the arrival-and departure rates in a multi-dimensional problem to produce robust estimates of (1) with low variance.
In a balanced multi-dimensional system, a number of different targets with significant contributions exist. However, according to [15] , an (approximately) optimal BIAS can only be established with respect to only one target at the time. Hence, a decomposition of the global state model with respect to each target should be done as illustrated in figure 2.
The adaptive optimisation strategy may be outlined as follows (It is referred to [9] for the complete algorithm): Obviously, the target distribution is state dependent. Hence, this is why all steps in 1-4 above must be repeated for every new system state visited as long as importance sampling is active. Note that the original parameters are reinstated when at least 1 rare event has occurred. 
3.3
Heuristic scaling in a multi-dimensional state space It is well known from the literature that the optimal change of arrival ( ) and departure ( ) rates in single dimensional problems, is an interchange of these, i.e.
, Two different approaches are described leading to the same result, see [5] and [16] . Furthermore, according to slow random walk [15] , even with state dependent arrival and/or departure rates, the optimal simulation parameters results form an interchange of the arrival and departure rates at each state. Hence, the scaling factor become , with and . These well known results are extended to yield systems with generators, with only one target. This is done by a rough, but good approximation, which makes a superposition of all generators and ignores the boundary conditions. Generally, the interchange of the arrival and departure rates at state for the superposition of all generators in , can be expressed by:
; where
In a well-balanced system, several targets exist, each having their own "optimal" BIAS-parameter expressed by (2) . The optimal BIAS-parameter are implicitly chosen by randomly sampling a target, using the target distribution as described in the following section.
3.4
The target distribution The target distribution is a stochastic vector containing elements which reflects the relative importance of each target. The target importance is the product of its likelihood and its contribution to the quantity of interest: -Target likelihood, this is obtained by substituting the optimal BIAS-parameters from section 3.3 into the cost-function of [5] . In [9] this was proven to be approximately the same as calculating the probability of reaching the target before returning to the current state. The likelihood depends on the minimum number of events from to , and hence it depends on the current state. -Target contribution: this is independent of and, for simplicity, it is assumed to be equal to 1 for all targets, even if the contributions from each target generally are not equal. The following heuristics has been successfully applied as the target distribution, :
where is the probability of reaching state before returning to state . See [15] for the details in the derivation of . Generally, (3) is rather computer intensive to determine, particularly when no explicit expression of exists. However, for the constant rates, , and for (linearly) state dependent arrival and departure rates,
. Further simplifications of (3) to increase the computational efficiency can be made for the constant rate case. This results in where is the minimum distance from current state and up to target . This approximation is exact with equal loads, i.e.
are equal for all generators in .
3.5
Observations A series of simulation experiments of the proposed adaptive strategy are reported in [9] . The main findings are summarized in the following:
• the effectiveness is insensitive to changes in the arrival and departure rates, i.e. the probability of the rare event(s).
• the variance increases as the number of entity generators increases.
• the variance increases as the capacity of a resource pool increases.
NETWORK SIMULATION
To illustrate the efficiency and flexibility of importance sampling with adaptive parameters optimisation, two simulation experiments are conducted on a network example. The network illustrated in figure 3 is evaluated both with respect to the probability of blocking (traffic simulation) and the unavailability of some network functions (dependability simulation), described by the modelling framework of section 2. The network consists of 8 nodes connected by 12 links. Table 1 summarises the mapping between the concepts of discrete event models from section 2, and the traffic-and dependability simulation models described in the following.
4.1
Traffic model A circuit switched network with fixed routing is considered. A connection attempt from traffic source requests channels from all links along its specified, fixed route . The connection is blocked if either of the links along this route does not contain at least available channels. The complete network is offered Poisson traffic from 10 different source types, all with different routes. Figure 4 includes the detailed description of the traffic source model. Note that the state variable is the current number of connections of each source type. All attributes of the traffic source types are given in table 2, and the resource pool capacities, in table 3. The quantities of interest in this study are the time blocking of each traffic source. Figure 3 The network example 
The exact blocking probabilities are obtained by Prof. V. B. Iversen with his convolution method [17] . This method is rather computer intensive for large networks, and the computation effort increases exponentially when new links or source types are added. The exact solution required more than 9 hours CPU time on a HP735 (100 Mhz) WS, and 55 Mbytes of memory. The simulation experiment required less than 1 Mbytes of memory and 17 minutes of CPU-time on Axil320 (120 Mhz) WS for each replication consisting of 300,000 regenerative cycles. For a fixed number of regeneration cycles, the computation effort of the simulations increase linearly when new links or source types are added.
The results plotted in figure 5 show the relative difference between the estimated, X, and the exact, θ, values of the time blocking probabilities, enclosed by 95% confidence intervals. The most important observations made from this study are: 1. The estimated loss probabilities show fairly good agreement with the exact values for all source types in the network example. 2. In accordance to the objective, the targets with the largest contributions, i.e. the links with the largest blocking probabilities, (link 1,3 and 8) have the best precision. 3. Calculation of exact values are rather computer intensive compared to simulation. 4. All estimated means are within ~10% relative to the exact values. Note that these are in the order of 10 -9 . The 95% confidence interval includes the exact values for all source types, except source type 6 and 9. Traffic source model
Dependability model
The connection handling in the network example depends on 5 available functions. These functions are made tolerant to processor failures by distributing replica on several of the processing units (PU). Each of the 8 nodes contains one PU. The PUs consists of 4 parallel processors with load sharing. Each processor is either intact or defect. Figure 7 shows the dependability model with a detailed description of the state model for a PU. Observe that the system state represents the number of defect processors. Each processor is assumed to fail independent of all other. The complete list of attributes for the PUs are given in table 4. The quantity of interest in this simu- Figure 5 The relative error of the estimated blocking probability, and its 95%-confidence for all 10 source types. Figure 6 The relative error of the estimated unavailability, X, and its 95%-confidence for all 5 functions. Figure 7 Dependability simulation model. The model has product form solution, and hence the exact values are easily obtained in a few seconds for the current example (it has (#proc+1) #PUs = 5 8 = 390,625 states). However, the computational effort increases exponentially as the number of processors, or processing units increases. The simulation experiment required approximately 38 minutes CPU-time on Axil320 (120 Mhz) WS for each replication of 300,000 regenerative cycles. The results are plotted in figure 6 , and the main observations are: 1. The largest contributions have the lowest variance, i.e. the unavailability of function 3 and the system failure. 2. The 95% confidence intervals does no include the exact values. This is expected to be because only a small part of the defect space (totally 363,883 states) is sampled.
NETWORK DIMENSIONING NETWORK DEPENDABILITY
CLOSING REMARKS
Importance sampling is an efficient speed-up simulation technique when direct simulation fails due to dependence of rare events in the performance evaluation. Heuristics for obtaining good simulation parameters are essential for the success of importance sampling in practical application. In this paper an adaptive parameter optimisation strategy is proposed, applicable to balanced multi-dimensional problems with several resource capacity restrictions. In a simulation study of a network example comprising 12 links and 8 nodes, the efficiency of this adaptive strategy is demonstrated. This paper defines a modelling framework in which importance sampling with the proposed parameter setting can operate. The flexibility of this framework is demonstrated by development of both a traffic and dependability model for the network example.
The results from the simulation studies showed that the largest contributions to the quantity of interest have the lowest variance, which is exactly what importance sampling strive to achieve. The blocking probabilities (traffic simulations) showed fairly good agreement with the exact values, while the function unavailabilities (dependability simulation) were slightly below the exact values (at most 10%) because only a limited set of the defect space was sampled. For a fixed number of replications, the computer effort for the simulator increase linearly with an increase in either the number of entity generators or in the resource capacity, as opposed to the exact calculations where the effort increases exponentially. The adaptive strategy and the modelling framework should be extended to allow arrival and departure rates to be dependent on the global system state, e.g. to include an error propagation model between the processing units in the dependability model. Furthermore, to improve the efficiency of importance sampling when the target spaces are large (e.g. large defect space), a combination of RESTART [18] and importance sampling is under considerations.
