Abstract: This paper presents the results of determination of selected characteristics (anions, cations, formaldehyde, hydrogen peroxide, phenols, TC, TIC, TOC and metals) in dew samples collected in six different sites in Poland. The influence of local parameters (e.g. wind speed, humidity) was investigated. Discriminant analysis was applied to the study of several dew samples collected from different sampling sites covering six agglomerations in Poland. Discriminant function analysis was used not only for classifying samples into different groups with a better than chance accuracy, but also for detecting the most important variables that discern between the groups of samples considered. In this way it was possible to identify which ions or other physicochemical features are responsible for the similarities or differences observed between different groups of dew samples. A good agreement with their origin and location was observed. It is interesting to note that the classification of all samples was dominated by pH, wind direction, pressure and temperature with a significant contribution of Na + and Cl -ions.
Introduction
Dust, gases, particles and aerosols are removed from the atmosphere both by dry and wet deposition (rain, snow, drizzle snow pellets, hail, cloud, fog, dew, rime, hoarfrost). The wet deposition process is a major way for pollutants to be transfered from the atmosphere to the biosphere; it plays an important role in controlling the pollutants concentration [1] .
There are some problems connected with the chemistry of wet deposition. The chosen technique of collecting such specific environmental samples has a strong influence on the whole analytical procedure. Analytical errors made at this stage are difficult to evaluate, and minimization their influence on the final result is very hard. The choice of a proper sampler mostly depends on the type of atmospheric precipitation. Such problems as: specific composition and heterogenous character of the samples, small volumes of the collected samples, Application of linear discriminant analysis to the study of dew chemistry on the basis of samples collected in Poland (2004 Poland ( -2005 low concentrations of the analytes determined in the samples, interactions between pollutants present in the samples are also important in the studies of atmospheric deposition processes.
Recently, an increased interest is being observed in the chemistry of dew -one of form of wet deposition. Dew is a local phenomenon, significantly influenced by microclimatic ambiance, land profile, and favourable meteorological conditions. Studies revealed that concentrations of the chemical species in the dew samples were much higher than in the rain samples collected in the same areas [2] [3] [4] [5] [6] . The dew settles can be good indicators of the level of atmospheric pollution in a geographical region of interest, because of the types and quantities of the chemicals and materials transported by them and the range of their interactions. This study presents the results of determination of selected characteristics (anions, cations, formaldehyde, hydrogen peroxide, phenols, TC, TIC, TOC and metals) in dew samples collected in six different agglomerations in Poland. The influence of local parameters (e.g., wind speed, humidity) has been investigated. Discriminant function analysis was used not only for classifying samples into different groups with a better than chance accuracy, but also for detecting the most important variables that differ for the groups of samples considered. In this way it was possible to identify which ions or other physicochemical features are responsible for the similarities or differences observed between different groups of dew samples in a good agreement with their origin and location.
Experimental Procedures

Sampling
Samples of dew were collected using dedicated samplers of known geometry exposed to the atmosphere. Design of the sampler was based on one described by Muselli et al. [6] . The collecting surface of this sampler (2000 mm by 2000 mm) was made of rigid polyethylene mounted on a wooden frame. The sampler was ascended at a 30-degree angle to promote the flow of condensation droplets to a collector (groove) and subsequently to a collection vessel (50 cm 3 flask). Droplets remaining on the collection surface were transferred to the collector using a polyethylene scraper. The dew samples were collected early in the morning. Before the expected appearance of dew, the collecting surface was flushed with deionized water and subsequently dried. Atmospheric deposition samples were collected during or immediately after a precipitation event. Dew collection took place only on rainless nights to eliminate any influence of rain droplets on collected samples. They were stored at low temperature (4-7ºC) without chemical preservatives, since the analysis was performed either directly on-site, or immediately after the samples were delivered to the laboratory. Due to the high contents of solid particles (sand, dust, etc.) in the samples, inclusion of a filtration stage was necessary in some analyses (0.45 mm, Millex ® -HV). Dew samples were collected in Gdynia, Gdańsk 
Laboratory analysis work
Once collected, samples were analyzed immediately for pH, volume and conductivity. Selected anions and cations were determined by using ion suppressed chromatography (Dionex Corporation, USA) and quantified against synthetic rain standards (RAIN-97, CRM 409). Formaldehyde was determined spectrophotometrically (Merck, Germany) based on the reaction with chromotropic acid. In a solution acidified with sulphuric acid, formaldehyde reacted with chromotropic acid to form a violet dye that was measured [7] . Hydrogen peroxide was measured using a photometric technique based on the reaction with titanic acid ester. In a solution acidified with sulphuric acid, hydrogen peroxide and compounds containing hydrogen peroxide reacted with titanic acid ester to form yellow peroxotitanic acids, the concentration of which was determined photometrically. In buffered solution, in the presence of an oxidizing agent phenol and its ortho-and meta-substituted compounds reacted with 4-aminoantipyrine and formed a red compound that is determined photometrically. Total carbon was determined in the samples by converting all carbon compounds into CO 2 (mineralization) and determining its amount coulometrically. Total organic carbon was determined as the difference between the total carbon and the total inorganic carbon. Total carbon was determined by using CM 5300 Furnace Apparatus Version 1.0 (UIC INC.COULOMETRICS) and a coulometric detector (CM 5014 CO 2 Coulometer). Total inorganic carbon was determined by using CM 5130 Acidification Module (UIC INC.COULOMETRICS) and the coulometric detector. Metals were determined by using mass spectrometry with the ICP ionisation (ICP-MS, Elan DRC, PerkinElmer). Determination of metals was performed in the Central Chemical Laboratory of Polish Geological Institute in Warsaw. The analytical techniques usedin this study are summarized in Table 2 . of the site of the area 1 Gdynia N = 54°29', E = 18°32' 100 m from main street, high traffic intensity, areas of small houses Tricity area is a large municipality in the eastern part of the Baltic coast in Poland. The population of the region is about 500,000 in the three cities of Gdańsk, Gdynia and Sopot. Major point sources of pollution in the region include harbours, shipyards, oil refinery, power plants and phosphate fertilizer plant. Traffic and combustion of coal and oil in small residential furnaces are the main diffuse sources of air pollution in the region. 
Discriminant function analysis
Discriminant function analysis or discriminant analysis (DA) is based on the extraction of the linear discriminant functions of the independent variables by means of the qualitative dependent variables and several quantitative independent variables [8] [9] [10] [11] . DA can be formulated as follows: let X = {x 1 , ..., x n } ⊂ R p be a finite set of characteristic vectors, where n is the number of the samples (measurements) and p is the number of the original variables (predictors);
T and k be a nominal characteristic (grouping variable) each of which characterizes one of the k partition composing the partition substructure of the data set. The partition of X into k groups is computationally very similar to analysis of variance (ANOVA/MANOVA), sharing many of the same assumptions and tests; the most important variables are selected, and variables contributing only marginally to the differentiation of groups will be removed. In a similar way as with principal component analysis [12] [13] [14] , first the total variance/covariance matrix is calculated according to the following expression:
where X is the centered data matrix, T X is the transpose matrix, D is the diagonal matrix (in most cases is the unity matrix). Considering a new characteristic defined as c = Xu, one can calculate its variance by applying the relation (2).
The total variance V can be divided into two components: the between-group variance B and within-group variance W, namely
and, as a consequence, the variance of the characteristic c becomes
In this case, it is very easy to observe that eq. (4) can be rewritten in the following form
and because any term from the left side is positive, equivalent results will be obtained indifferent of the maximum/minimum condition. However, in practice the first ratio in eq. (5) is maximized
and finally a similar matrix equation to that obtained in the case principal component analysis results in
where λ and u represent the eigenvalues (characteristic roots) and eigenvectors of the matrix V -1 B. The vector u 1 , the first discriminant factor, corresponds to the highest value of λ; the higher this value the higher will be the discriminant power of this factor. After obtaining the first discriminant characteristic c 1 = Xu 1 , in a similar way can be obtained the discriminant characteristic c 2 = Xu 2 , uncorrelated with the first one and so on. It appears clearly that eigenvectors corresponding to the matrix V -1 B namely u 1 , u 2 , .., u k-1 , ranked in decreasing order of the positive values λ 1 , …, λ 2 , …, λ k-1 , are successive solutions of the above matrix equation. If the vector of the discriminant function is u = (u 1 , …, u 2 , …, u p ), then the projection of sample i on this axis represents the distance to the origin:
The vector u is called the discriminant factor and the vector c represents the discriminant scores. The linear function described by eq. (8) is called discrimination function. Finally, we have to emphasize that even if the power of discrimination does not depend on standardization of data, generally standardized data are used. The quality of discrimination and the selection of the most discriminant independent variables can be evaluated by applying different criteria. A F test (Wilks' lambda) is used to check if the discriminant model as a whole is significant; the larger the lambda, the more likely it is. In the same order λ * statistic defined by the eq. (8) can be used.
The smaller the value of λ * , the more the model is discriminating.
Concerning the contribution of the independent variables to the discrimination of groups, this can be appreciated either by the assay of the classes homogeneity using [2004] [2005] statistic F like in the case of ANOVA/MANOVA method, or by using Wilks' lambda (λ) for each variable. Wilks' lambda is the standard statistic used to express the significance of the overall discriminatory power of the variables in the model. The value 1.0 indicates no discriminatory power, whereas 0 indicates a perfect one. The partial Wilks' lambda (λ * ) describes the unique contribution of each variable to the discriminatory power of the model. The closer the partial lambda is to 0, the better the discriminatory force of the variable is. In addition, the tolerance value gives information about redundancy of the respective variable in the model, and is computed as 1 minus R-squares of the respective variable, with all other variables included in the model. In other words, it is the proportion of the variance contributed by respective variable. If variable is completely redundant, the squared tolerance value approaches zero. This kind of information can be obtained from value of the discriminant coefficients associated to the descriptive variables x i , and also from the correlation coefficients between each variable x i and the vector score. The higher the discriminant coefficient (absolute value) and the closer the correlation coefficient is to one, the more the variable importance for the samples separation in defined groups. Also, the standardized discriminant coefficients, like beta weights in regression, are used to asses the relative classifying importance of the independent variables.
Results and discussion
At the beginning it should be mentioned that the results obtained by classical PCA and the cluster analysis were unsatisfactory concerning, for example, the classification of samples by comparing with their origin and location of sampling sites.
The forward stepwise discriminant function analysis [15] [16] [17] Table 3 shows the basic statistical parameters and illustrates a large variation in data. After application of the forward stepwise DA to the matrix data (160 × 30) the variables presented in Table 4 were retained in the model. Clearly the greatest observable contribution comes from pH (λ * = 0.553; F = 21.36), followed by wind direction (λ * = 0.652; F = 14.11), pressure (λ * = 0.689; F = 11.89), Cl -(λ * = 0.752; F = 8.72), Na + (λ * = 0.756; F = 8.48), and ambient temperature II (λ * = 0.750; F = 8.77). Interestingly, the contributions of some characteristics are quite similar: Mg 2+ , SO 4 2-, TOC, and wind speed, for instance. The similar behavior of the variables indicates a high correlation and suggests the same origin/source. The smallest contributor is F -(λ* = 0.961; F = 1.06), followed by TIC, humidity, NH 4 + , HCO 3 -, and ambient temperature I. The values of tolerance (R 2 ) and 1 minus R-square ( 2+ have also the most contribution along the root 4 and root 5. The two-dimensional scatter plot using the discriminant scores of the samples along root 1, root 2, root 3 and root 4, as can be seen in Fig. 1 , indicates a satisfactory separation of samples according to their origin. The group of samples from Gdansk, for example, showed about 97% of well classified samples. Only one sample was erroneously included in the group from Mława. The poorest classification was obtained for samples from Gdynia. A subsequent analysis was carried out using the groups of samples from Gdynia 1, Gdynia 2 and Sopot as the qualitative (dependent) variables and all characteristics already mentioned above as the quantitative (independent) variables. By applying a forward stepwise algorithm to the matrix (83 × 30), the variables presented in Table 5 were retained in the model. In this case the greatest contributor is pressure (λ* = 0.542; F = 27.49), followed by Na + (λ* = 0.789; F = 9.14) and wind speed (λ* = 0.835; F = 6.39). Again, we observe very similar contributions from several characteristics: Mg 2+ and Cl -, and also wind direction and rainfall. The smallest contributors were humidity (λ* = 0.978; F = 0.73), ambient temperature II (λ* = 0.973; F = 0.91), and
-(λ* = 0.968; F = 1.07). From Table 5 it is also evident that the most redundant variable is humidity (R 2 = 0.665) and the most informative variable is Na + (R 2 = 0.003). The results concerning the discriminant functions and the canonical roots are depicted in Table 5 . The eigenvalue of the first axis is 1.609 and explains more than 83% of the variation in sample distribution along this axis. The eigenvalue drops to 0.322 for the second axis, and the variation explained is less than 17%. The highest discriminant coefficients correspond to Na + and Mg 2+ in both roots (-10.693 and 6.492 in root 1 and 6.672 and -3.549 in root 2, correspondingly). The two-dimensional scatter plot using the discriminant scores of the samples along root 1 and root 2 presented in Fig. 2 indicates a highly satisfactory separation of samples with regard to their origin. It is interesting to mention that the separation of these samples is very similar to the separation obtained by computing all samples.
The third computed data set included samples collected in Gdansk, Mława and Krakow, and many more characteristics. The following metals were added to the characteristics mentioned above: Li, Be, B, Al, Ca, V, Cr, Fe, Mn, Co, Ni, Cu, Zn, As, Se, Rb, Sr, Mo, Ag, Cd, Sn, Sb, Cs, Ba, Tl, Pb, Bi, U. Consequently, a 77 × 58 matrix was obtained. The variables retained in the model using the stepwise DA are presented in Table 6 . The eigenvalue for the second axis is 5.004 and represents less than 43% (Table 5) in root 2. A graphic representation of the two discriminant functions is shown in Fig. 3 . The samples belonging to the group from Gdansk were well separated from samples originating in Mława and Krakow (100.00%).
The graph clearly illustrates that some samples from Krakow and Mława appear as outliers. All the samples from Gdansk (100.00%) were well classified. Only one sample from Mława and two from Krakow seem to be erroneously classified. Figure 3 . Scatterplot of canonical scores on the plan described by root 1 1
Conclusions
