An alternative approach for the parameterization of the air-sea momentum flux in the marine surface boundary layer was implemented into a regional coupled atmosphere-wave model. The sensitivity of the atmospheric circulation to this new parameterization was assessed and compared to two different approaches using Monte Carlo simulations. Two approaches explicitly use the sea state in the computation of the sea surface roughness, the third approach is the standard Charnock relation. It was found that parameters of the atmospheric circulation, such as 500 hPa gepotential height or monthly means of sea level pressure, show no substantial differences between all three parameterizations. This suggests that so far the computationally more economical Charnock relation represents a sufficiently reasonable parameterization of the momentum flux in regional climate models.
Introduction
Atmospheric general circulation models (AGCMs) and regional climate models (RCMs) are important tools for investigations in environmental and climate studies. Computational requirements limit the scales and therefore the processes that can be explicitly resolved in such models. A major focus is thus to develop reliable parameterizations which may treat these sub-grid scale processes adequately.
An important process parameterized in AGCMs and RCMs is the surface flux of momentum. In both types of models the roughness of the sea surface ¢ ¡ is commonly parameterized by means of the Charnock relation (Charnock 1955) where represents the friction velocity and the acceleration of gravity. The parameter ¦ is a dimensionless constant called the Charnock parameter.
In atmospheric models the Charnock parameter is usually treated as a constant. The presence of a spatially and time varying wave field at the sea surface, which introduces an additional stress (wave induced stress) to the air flow, is not accounted for in the computation of the surface momentum flux. Within the atmospheric surface layer the wave induced stress represents a considerable fraction of the total stress (Janssen 1989) . Theories which explicitly account for the sea state dependence of the momentum flux have been developed and tested by e.g., Janssen (1989 Janssen ( , 1991 , Chalikov and Makin (1991) , Makin et al. (1995) , and more recently by Makin and Kudryavtsev (1999) .
In atmospheric and other numerical models the Charnock parameter is usually chosen in a way that it represents the best fit to a large number of available data sets, i.e., it represents the mean value over a wide range of different sea states (Wu 1982) . However, there is considerable scatter within the data around this mean value. The scatter may be attributed to a combination of several factors: a possibly existing sea state dependence of the Charnock parameter, observational uncertainties, and various local processes not accounted for.
For climate simulations there has been a long and ongoing debate on whether or not the sea state dependence of the air-sea momentum flux is crucial for such applications (e.g., Weber et al. 1993; Weber 1994; Janssen and Viterbo 1996; Weisse et al. 2000) . So far all studies treating this problem use the parameterization suggested by Janssen (1989 Janssen ( , 1991 to assess the atmospheric sensitivity to a sea state dependent roughness relative to the Charnock relation. A similar complex and sophisticated parameterization suggested in a series of papers by Makin and co-workers (for a list see Makin and Kudryavtsev 1999) has not been incorporated and was therefore not investigated in similar complex model configurations. Only recently this parameterization was implemented into the wave model WAM (WAMDI 1988) by Doortmont and Makin (2000) .
The present study is the first that uses the parameterization of Makin and co-workers in a coupled atmospherewave model. It aims at assessing and comparing the sensitivity of the atmospheric circulation to two different sea state dependent momentum flux parameterizations: (i) the parameterization of Janssen (1989 Janssen ( , 1991 which represents the standard parameterization in the wave model WAM (WAMDI 1988) and (ii) the parameterization suggested in a series of papers by Makin and co-workers (e.g., Makin and Kudryavtsev 1999) . The sensitivity is assessed relative to the Charnock relation (1) which is commonly used in uncoupled atmosphere models. The three parameterizations differ with respect to their dependence on the sea state, their complexity and their computational demands. Computationally, the parameterization suggested by Makin and Kudryavtsev (1999) is by far the most expensive while the Charnock relation represents the most economical approach. The purpose of this study was to investigate to what extent the use of more complex parameterizations is important for regional climate simulations and whether there are differences between the atmospheric responses to the two sea state dependent parameterizations. Our study follows closely that of Weisse et al. (2000) , who investigated the sensitivity of a regional atmosphere-wave model to one sea state dependent momentum flux parameterization [that suggested by Janssen (1989 Janssen ( , 1991 ]. In our study additional experiments have been included in which this parameterization was replaced by the theory of Makin and Kudryavtsev (1999) in order compare the differences in atmospheric response that may emerge from the application of both theories.
Section 2 briefly describes the regional atmospherewave model and the experiments that were performed. A few remarks on the implementation of the parameterization suggested by Makin and Kudryavtsev (1999) into our model are given in section 3. The results are presented and discussed in section 4. A summary and discussion are given in section 5.
Model and Experiments a. Model and model set-up
For our study we used the coupled limited area atmospherewave-ocean model ECAWOM (Weisse and Alvarez 1997) .
It consists of the atmosphere limited area model HIRLAM (Källén 1996) , the third generation wave model WAM (WAMDI 1988 ) and the ocean model HAMSOM (Backhaus 1985) . In order to be able to allocate differences between our experiments either to the internal dynamics of the atmosphere model or to the different formulations of the air-sea momentum flux, the ocean model was switched off in our experiments. For further model details we refer to Weisse and Alvarez (1997) and to Weisse et al. (2000) .
We use exactly the same model set-up and domain as described in Weisse et al. (2000) (cf. their Figure 1) (Weber 1994) , and where a large atmospheric sensitivity to a sea state dependent roughness could therefore be expected (e.g., Doyle 1995; Lionello et al. 1998 (Davies 1976 ) along the lateral boundaries, the ECMWF re-analyses (Gibson et al. 1996) are forced upon the regional atmospheric model. At the lower boundary sea surface temperatures which were obtained from ECMWF were updated every month. The wave model was initialized with a wind independent spectrum.
b. Experiments
Three sets of experiments were performed. In the first set, hereafter referred to as "control" (CTR), the sea surface roughness is obtained from the standard Charnock relation (1). In the second and third set, the impact of waves is explicitly accounted for in the calculation of the sea surface roughness. These two sets are hereafter referred to as "explicitly sea state dependent" (ESD). In the second set, the wind over waves coupling theory of Janssen (1989 Janssen ( , 1991 is used (ESD1), while in the third set the newly implemented theory of Makin and Kudryavtsev (1999) is applied (ESD2). For each set the following realizations were computed: a continuous integration from 1 January 1993 to 30 December 1993, six integrations for January 1993 with initial conditions varying from 1 to 6 January, and six integrations for June 1993 with initial conditions varying from 2 to 6 June.
Since we are interested only in the response of the large-scale atmospheric circulation we investigated standard meteorological fields such as sea level pressure (SLP), 500 hPa and 850 hPa geopotential height and temperature, or relative humidity at 700 hPa. Since the results for all these variables remain principally the same, the discussion presented in section 4 focuses exemplarily on sea level pressure (SLP). Some results for 500 hPa geopotential height ( " ! ¡ ¡ ) are shown additionally. Before presenting these results, a few remarks on the implementation of the momentum flux parameterization of Makin and Kudryavtsev in our coupled atmosphere-wave model are given. Makin and Kudryavtsev (1999) proposed a theory to derive the roughness parameter and/or the drag from the present sea state and the friction velocity. The approach allows the coupling of waves of all scales directly to the wind and avoids the use of a Charnock-type relation (1) for the computation of a "background roughness", an approach taken by the earlier theories of Janssen (1989) and Chalikov and Makin (1991) . Makin and Kudryavtsev (1999) assume a local balance between the production of the turbulent kinetic energy (by both, mean and wave induced motions) and its dissipation to calculate the eddy viscosity above waves and to derive an explicit relation for the drag coefficient. The theory was recently implemented into the wave model WAM and has been tested and validated by Doortmont and Makin (2000) .
Implementation of the new parameterization into ECAWOM
The implementation of this scheme in ECAWOM follows closely that described by Doortmont and Makin (2000) for the uncoupled WAM model but additionaly includes the interaction with the coupled atmosphere model. A remarkable change compared to the standard WAM model occurred in the treatment of the discretization in the frequency range. Following Doortmont and Makin (2000) the number of frequency bins was extended to 65 such that wave lengths down to 3 mm are considered in the computation of the wave induced stress in order to account for the fact that waves with frequencies larger than the WAM cutoff frequency contribute considerably to the wave induced stress (e.g., Makin et al. 1995) . However, the increased discretization in the frequency range is only applied to the computation of the wave induced stress while for the remaining source terms the original frequency discretization is retained. For details we refer to Doortmont and Makin (2000) . The spectrum for waves with frequencies larger than the cut-off frequency was parameterized using the parameterization of Elfouhaily et al. (1997) as suggested by Makin and Kudryavtsev (1999) . An optimal set of tuning parameters for this scheme was obtained from Doortmont and Makin (2000) .
Sensitivity of ECAWOM to different formulations of the air-sea momentum flux a. Comparing the one-year integrations
As a first step we investigated the typical size and the frequency of large deviations between the two one-year integrations using explicitly sea state dependent parameterizations (ESD1 and ESD2) and the control run (CTR). As a measure of the instantaneous difference between two atmospheric fields from the control run (
) and the experiments with explicitly sea state dependent momentum fluxes ( §
) we used the spatial root-mean-square distance¨defined bÿ Figure 1 . Most of the time deviations between the ESD1/ESD2 and the CTR integration are small. However, occasionally larger deviations occur (e.g., in January and June/July). Here, local SLP differences in the order of % 10 hPa can be found among the simulations at some grid points (not shown). The synoptic situation is simulated fairly similar in all realizations. However, details differ. For instance, at 13 January the strongest low pressure system in the model domain (centered approximately half way between Ireland and Island) is about 4 hPa deeper in the ESD1 realization compared to the control realization while two days later the successor of this depression is about 4 hPa shallower in the ESD1 simulation. Additionally, the exact positions of the depressions differ slightly as well. Due to the large SLP gradients in this area, both effects accumulate to large differences at a few grid points. Locally, the largest differences found were about % 12 hPa at 13 and 15 January (not shown). Furthermore, it can be inferred from Figure 1 that ESD1 and ESD2 share a common behavior: The deviations between ESD2 and the control run are large whenever the deviations between ESD1 and CTR are large too. In the following we will show that these differences, although large, do not necessarily represent the atmospheric response to the sea state dependent roughness. We demonstrate that the internal variability of the atmosphere model was large, too, whenever large differences between the simulations with different momentum flux parameterizations occurred. Statistically, an eventually existing atmospheric response to the sea state dependent roughnesses could therefore not be separated from the atmospheric background variability for these periods.
b. Ensemble calculations
We want to assess to what extend the large differences between the ESD1/ESD2 and the CTR experiment presented in Figure 1 are caused by the models sensitivity to the modifications in the momentum flux parameterization or are a result of the internal model variability. Therefore, ensemble calculations for those months were carried out in which the deviations between the one-year integrations ESD1/ESD2 and CTR were largest (cf. section 2.b). The principal idea behind these computations is the following: Differences between several realizations of the CTR experiment can only arise as a result of internal atmosphere model variability. On the other hand, the changes in the atmospheric circulation obtained in the ESD1/ESD2 experiments generally consist of two constituents, namely the response of the atmosphere to the different representations of the air-sea momentum flux (signal) and the inherent internal variability of the atmosphere model itself (noise). To separate between both effects, noise levels were estimated by means of ensemble calculations.
The idea that also in regional simulations noise can emerge became acknowledged only recently. So far, in many sensitivity studies which studied e.g., the impact of a modified parameterization or boundary condition, the difference between a control and a sensitivity simulation was taken as being entirely caused by model sensitivity. Recently, more authors used ensemble simulations with regional models to characterize the degree of inherent uncertainties originating from internal chaotic dynamical processes (e.g., Ji and Vernekar 1997; Rinke and Dethloff 2000; Weisse et al. 2000) . They showed that also for regional (atmosphere) models assessment of the internal variability is crucial to validate the conclusions drawn from experiments with e.g., a modified parameterization.
The results of the ensemble calculations for SLP in January are shown in Figure 2 . The analysis of the June experiments and other variables such as geopotential height in 500 hPa or 850 hPa yields essentially the same results. The upper panel of Figure 2 shows the root-mean-square distance (2) of each simulation from their own ensemble mean and provides a measure of the internal variability within each ensemble (CTR, ESD1, ESD2). It can be inferred that all three ensembles share a common behavior. For instance, the ensemble variability is small after 19 January while largest variability occurs around 15 January. The latter coincides with the period of large deviations between the ESD1/ESD2 and the CTR one-year simulations (Figure 1 ). In addition, compared with the other ensembles the CTR ensemble variability was found to be largest (Figure 2) .
The lower panel of Figure 2 provides the deviations of the individual integrations of the CTR, the ESD1, and the ESD2 ensemble from the ensemble mean of the control simulations. For the CTR simulations this again represents the ensemble variability, but for the ESD1/ESD2 integrations these deviations consist of both, the sensitivity of the model to the modified momentum flux parameterization and the internal model variability. It can be inferred that the large deviations between ESD1/ESD2 and CTR around 15 January are associated with a period of large internal model variability. The deviations between individual realizations of the control ensemble are in the same order of magnitude as the differences between the ESD1/ESD2 and the CTR experiments. It is therefore concluded that these differences do not solely represent the models sensitivity to the modified momentum flux parameterization but hold a significant contribution from internal model variability. We applied a local t-test to the SLP fields (e.g., von Storch and Zwiers 1999). It reveals that due to the high internal model variability around 15 January the large SLP differences found between the ESD1/ESD2 and CTR experiments could not be attributed to model sensitivity at a statistically significant level. At the end of January where the internal variability was small statistically significant SLP differences were found. However, these differences were only in the order of 0.1 hPa.
Monthly means and monthly standard deviations have been computed for SLP and ! ¡ ¡ for all experiments in order to assess potential changes in the models climatological mean state. Subsequently, ensemble averaging was performed. The results for ! ¡ ¡ are shown in Figure 3 . Both, the ensemble means of the monthly means and the monthly standard deviations are only slightly affected by the modified momentum flux parameterization. Also the variability within and between the ensembles is sufficiently small to have negligible effects on the climatological conclusions that could be drawn from an analysis of the different ensembles (Figure 4) . The largest differences occur near Greenland and are in the order of 4 gpm for ESD2 and 1 gpm for ESD1 compared to the ensemble mean of the CTR experiments (not shown). Similar results were obtained for SLP and geopotential height in 850 hPa.
Summary and Conclusions
An alternative approach to parameterize the momentum flux in the marine surface boundary layer (Makin and Kudryavtsev 1999) was implemented into a regional coupled atmosphere-wave model. The approach makes explicit use of the sea state in the computation of the sea surface roughness. The impact of this parameterization on the atmospheric circulation relative to the Charnock relation was assessed and compared with that of another existing explicitly sea state dependent approach (Janssen 1989 (Janssen , 1991 using ensemble simulations.
The regional model was set-up to cover most of the North Atlantic storm track. In this area wind and wave height variability is high and to a large fraction associated with baroclinic instabilities (Bauer and Staabs 1998) . Furthermore, the frequency of the occurrence of undersaturated waves is highest in the storm tracks (Weber 1994) and the largest atmospheric sensitivity to a sea state dependent roughness may therefore be expected in these areas (e.g., Doyle 1995; Lionello et al. 1998; Janssen and Viterbo 1996) .
A number of ensemble runs with and without sea state dependent momentum fluxes was carried out. It was found that occasionally larger deviations between the individual realizations of the different ensembles may occur. It was shown, however, that the times at which these differences occur usually coincide with times in which the variability within each ensemble was large too, i.e., similar deviations also occurred for two different realizations using the same momentum flux parameterization. Therefore, it was concluded that differences between individual realizations of different ensembles (using different parameterizations of the momentum flux) can not necessarily be considered as being entirely induced by the models sensitivity to the modified parameterization.
Comparing two ensembles with and without an explicitly sea state dependent momentum flux Weisse et al. (2000) found that for SLP the largest deviations between the two ensembles as well as within each ensemble usually occurred simultaneously. We showed that using the same model configuration also for the third newly implemented approach periods of large ensemble variability occur simultaneously. This further emphasizes the need of estimating noise levels and shows that individual realizations may not be compared in order to obtain an estimate of the models sensitivity to the modified parameterization.
Waves play an important role in the air-sea interaction and they determine the stress at the air-sea interface to a large extent (e.g., Janssen 1989; Makin et al. 1995) . The explicit account for waves in the calculation of the sea surface roughness may have implications for a number of research areas such as wave, storm surge or atmospheric modeling. In this study we focused exclusively on the consequences for climate simulations with regional atmospheric modeles. Consequences for wave and storm surge modeling were not considered. The implications for the atmospheric circulation were assessed using a rather pragmatic approach. Rather than discussing physical aspects of the different momentum flux parameterizations we limit ourselves to a statistical analysis of the atmospheric response. Comparing two different state-of-theart approaches, which make explicit use of the sea state in the computation of the air-sea momentum flux, and the Charnock relation we found no substantial differences for regional climate simulations. The reason for this may be twofold: Either there is indeed no substantial difference in the mean state of the atmosphere or the true signal is obscured by internal model variability.
In both theories applied in this study the exact knowledge of the wave induced stress at the sea surface is crucial for the computation of the drag and eventually the momentum flux. Waves with wave lengths shorter than 10 m contribute significantly to the wave induces stress (e.g., Makin et al. 1995; Makin and Kudryavtsev 1999) . However, for typical WAM applications (including the present study) waves with wave lengths shorter than about 10 m are parameterized by a simple function that is patched to the prognostic part of the spectrum. Although the patching frequency is not constant and the prognostic part affects the diagnostic tail (although differently in both theories), a large fraction of the wave induced stress is determined by the diagnostic rather than the prognostic part of the spectrum. The consequences for the momentum flux in coupled atmosphere-wave models are not clear and need further consideration. In this study we did not concentracte on this particular problem but investigated whether present day state-of-the-art parameterizations and model set-ups favor a sufficiently large atmospheric response to a sea state dependent roughness in regional climate simulations to justify the use of the computationally more demanding coupled atmosphere-wave models. We conclude that so far (using existing theories for sea state dependent momentum fluxes in present day numerical models) the changes appear to be too small compared to the computationally less demanding Charnock relation to justify the use of the numerically more complex and expensive momentum flux schemes in regional climate simulations. Therefore, we suggest that up to now the Charnock relation provides a sufficiently reasonable parameterization of the air-sea momentum flux in regional climate models. 
