Abstract-The problems of stability and optimal control for stochastic difference equations are receiving important attention now (see, for example, [l-3]). In this paper, the optimal control in final form is obtained for optimal control problem of stochastic linear difference equation with unknown parameters and square cost functional. For stochastic functional differential equations, analogous result are obtained in [4].
THE STATEMENT OF THE PROBLEM
Consider the optimal control problem for the stochastic difference equation 
j=O Here, E is the mathematical expectation, &, . . . , <N are Gaussian mutually independent random vectors ti E R", E<i = 0, E<if,: = I, I is identity matrix, q is unknown Gaussian vector, xi E Rn, 17 E RT, ui E R' matrices F, Gj, Hj are positive semidefinite, Ai-j, Di, Bi, gi are arbitrary matrices with corresponding dimensions. In this paper, our concern with respect to the optimal control problem (l),(2) is to find a control v for which the cost, functional J(u) is minimal: J(V) = inf,,u J(u), U is the set of admissible controls. 
where Ti = E{(q -mi)(q -mi)'/ff}, A + is the pseudoinverse of the matrix A. We remark that if the matrix A has the inverse matrix A-', then A+ = A-'.
In this way, the optimal control problem (l),(2) re d uces to the optimal control problem (l)-(4 
Vn@o,...
where xp and rn: is the solution of the system (l),(3),(4) with the control u = ui, Av, (x;, . . . , xr,my) = I/+1 (x:,U,. . . ,xy+l,my+;,) -Vi (Xs,. . . , X~,m~) .
Then vj is the optimal control of the problem (l),(2), and J(v) = EVi(xo, mo).
PROOF.
From ( (2), (6), we obtain J(u) 2 E&(x0, mo) = J(v). This completes the proof.
In the following sections, we will construct the functional Vi = K(xo, . . . , xi, yi), and the optimal control Vi = Vi(XO, , . . , Xi, yi) in final form.
THE OPTIMAL CONTROL
We will construct the functional
Here it is assumed that PO(~), 9 (i), and Pz(i) are matrices of dimensions n x n, n x T, and T x r respectively, Ps(i) 2 0, the matrix 
j=O k=O j=O
Similarly, we obtain = E 9 k X;&kQO(i + l,j)Xj + ~m~L$Qo(i + l,j)xj Combining (12) with (9), we get 
PI(~) = A~P~(i+l)+A~Po(i+l)~~+Q~(i+l,i)D~+Q;(i+l,i)-Z~(i,i)B,oZo(i),
P2 ( 
Here, i=N-&N-2 )..., l,O, j,Ic=0,1,..., i-l.
By virtue of (8), (lo), and (13)-(19), the functions PO(~), Pi(i), Pg(i), Ps(i), R(i,j,Ic), Qo(i,j),
and Qi(i, j) can be calculated for all i = 0, 1, . . , N, j, k = 0, 1, . . . , i -1. From this the optimal control and the optimal cost of the optimal control problem (l),(2) can be obtained by virtue of (11) (lo), and (7).
THE SPECIAL CASE
Let Di = 0. This means that unknown parameter is absent in the system (1). It is easy to see that in this case Pi(i) = 0, Pg(i) = 0, Qi(i,j) = 0, and the system (13) 
