The Joint Optimization of Fidelity and Commensurability (JOFC) manifold matching methodology embeds an omnibus dissimilarity matrix consisting of multiple dissimilarities on the same set of objects. One approach to this embedding optimizes the preservation of fidelity to each individual dissimilarity matrix together with commensurability of each given observation across modalities via iterative majorizations of a raw stress error criterion by successive Guttman transforms. In this paper, we exploit the special structure inherent to JOFC to exactly and efficiently compute the successive Guttman transforms, and as a result we are able to greatly speed up and parallelize the JOFC procedure. We demonstrate the scalability of our implementation on both real and simulated data examples.
data). This approach embeds ∆ by minimizing Kruskal's raw stress criterion for metric multidimensional scaling via successive Guttman transforms [2] (see Algorithm 1) .
In this paper, we exploit the special structure of the JOFC weight matrix to exactly and efficiently compute these successive Guttman transforms. Employing this and further computational simplifications, we are able to dramatically speed up and parallelize the JOFC procedure (see Algorithm 2) . Lastly, in Section 3 we demonstrate these speed-ups on real and synthetic data examples.
Background
Manifold matching-embedding multiple modality data sets into a common low-dimensional space wherein joint inference can be investigated-is an important inference task in statistical pattern recognition, with applications in computer vision (see, for example, [19, 11, 8, 29] ), text and language processing (see, for example, [14, 26, 22] ), and machine learning (see, for example, [27, 28, 16] ), to name a few; for a survey of the literature on manifold matching and the broader problem of transfer learning, see [20] . JOFC has proven to be an effective and flexible manifold matching procedure, with numerous applications and extensions in the literature [18, 24, 17, 1, 23] .
The JOFC algorithm
Assuming that the entire cross-modality correspondence is known a priori between the n objects, the JOFC we consider proceeds by embedding the omnibus dissimilarity matrix represents the assumption that the inter-object, cross-modality dissimilarites are not available, and so are treated as missing data (NA representing "Not Available") in the embedding procedure.
In this missing data setting, the associated weight matrix used in the embedding is (where
T n ∈ R n×n and 1 n is the column vector of all one's in R n ) given by
Note that the parameter w appearing above allows us to weight the commensurability versus the fidelity of the embedding (see Eq.
(1) for detail).
Remark 1. In [21] , the missing cross-modality dissimilarity between modality i and modality j was imputed as (∆ i + ∆ j )/2, and ∆ was embedded using classical multidimensional scaling.
Here we choose not to impute the missing data for two main reasons: imputing the cross-modality dissimilarities potentially increases the variance in our embedded points; and the special structure of W in the missing data setting allows us to greatly speed up and parallelize the JOFC procedure (see Section 2.1). In addition, in many real data settings (see Section 3.2) the n objects originate from disparate data sources and are not simply repeated measurements of the same objects in a single space, which further complicates the very concept of cross-modality dissimilarities.
where for i = 1, 2, . . . , m,
the JOFC routine attempts to find a configuration X ∈ R mn×d of mn points that minimizes the raw stress error criterion
where d i,j (X) is the Euclidean distance between the ith and jth rows of X. Note that the form of W allows us to write σ(X) in a form more amenable to fast computation,
where d(·, ·) is the Euclidean distance function.
Remark 2. Note that Eq. (1) emphasizes the role of w in weighting the fidelity versus the commensurability of the embedding. If w 1, then the optimal embedding will preserve the within-modality dissimilarities at the expense of the cross-modality correspondence. If w 1, then the optimal embedding will preserve the cross-modality correspondence at the expense of the within-modality dissimilarities. Choosing an optimal w is the subject of active research, see [1] for detail. We also note that setting w = 0 would be equivalent to separately embedding the ∆ i s via raw stress MDS, which would optimize fidelity without regard for commensurability. At the other extreme, setting w = ∞ would be akin to CCA (canonical correlation analysis), which optimizes embedding commensurability without regard for fidelity. Furthermore, the fidelity can be written as
and each of the
F can be computed in parallel. The commensurability requires m 2 paired distance calculations amongst the n points across the m modalities, each of which can be computed in parallel.
Letting L be the combinatorial Laplacian of the weight matrix W and defining 
. Notice
Algorithm 1 JOFC Algorithm for Manifold Matching (see Section 2 for detail)
Require: Omnibus dissimilarity matrix ∆, weight matrix W, embedding dimension d, tol= Ensure: X ∈ R mn×d , a configuration of points in R
Compute σ(X (i) ) 6: end while 7: Output the final iteration X (final) that X (i) is centered at zero if X (i−1) is centered at zero. For JOFC, the resulting iterative algorithm is summarized in Algorithm 1. The sequence of steps generated by successive Guttman transforms can also be derived via majorization; hence, Algorithm 1 is closely related to the popular SMACOF algorithm for metric multidimensional scaling [5, 4] .
In general, L † must be calculated by singular value or QR decomposition, which may be prohibitively expensive if mn is large, with computational complexity of order O(m 3 n 3 ). Fortunately, there are many applications in which the special structure of the weight matrix W allows for direct calculation of L † , sometimes with subsequent simplification of L † B(X (i−1) )X (i−1) . Examples include the familiar case of unit weights and the case of symmetric block-circulant matrices [10, 9] . In Section 2.1, we demonstrate that the special structure of JOFC also permits the direct calculation of L † which then results in a much simplified calculation of L † B(X (i−1) )X (i−1) .
Fast JOFC
We next provide the necessary details for our fast implementation of Algorithm 1, which we present in Algorithm 2. First, we demonstrate that the form of our weight matrix W allows us to algebraically compute L † .
Proposition 4. With notation as above,
where
Proof. We first note that J mn L = LJ mn = 0, so that
We then calculate
and L + Set ξ i to be the configuration obtained via cMDS of ∆ i
4:
Set X (i) (0) to be the orthogonal Procrustes fit (with translation) of ξ i onto ξ 0 5: end parfor
parfor j=1,2,. . . ,m do We first note that B(X (i−1) ) is block diagonal, with m diagonal blocks each of size n × n. We will denote the diagonal blocks of B(X (i−1) ) by B 1 , B 2 , . . . , B m . By construction,
and therefore 1 n B j = B j 1 n = 0 for all j = 1, 2, . . . , m. It follows that B j J n = J n B j = 0 for all j = 1, 2, . . . , m. Defining A := n + w n(n + mw) I n , and B := w n(n + mw) I n , the resulting calculation of L † B(X (i−1) )X (i−1) is computationally very simple:
If we write X (i−1) as
Combined with a fast initialization, we get the Fast JOFC (fJOFC) algorithm, Algorithm 2. 
Results
In this section we demonstrate the dramatic efficiency increase achievable by fJOFC versus JOFC over a variety of real and simulated data examples. In all examples, the algorithms were implemented on a MacBook Pro with a 2.6 GHz Intel Core i5 processor and 4GB 1600 MHz DDR3 memory.
Simulations
Let Y ∈ R 400×2 have rows which are independent 2-dimensional Gaussian , we embed ∆ ∈ R nm×nm via fJOFC and JOFC using identical initial configurations X (0) =cMDS(∆ (m) ). We then plot the average run time per iteration (±2s.e.) versus m for both JOFC and fJOFC, averaged over 50 Monte Carlo replicates.
E i being independent Uniform(−z/50, z/50) random variables, which are also independent across i, and we set ∆ i to be the interpoint distance matrix of Y i . These {Y i } represent our n = 400 objects measured under m = 6 modalities. For m = 2, 3, . . . , 6, we embed into R 2 (with η defined as in Section 2)
with both fJOFC (in serial) and JOFC using identical initial configurations
(classical MDS, see [25, 2] ) and we plot the average run time per iteration versus m for both fJOFC and JOFC in Figure 1 , averaged over 50 MC replicates. Even in this relatively small simulation, the increased runtime speed is dramatically illustrated in Figure 1 We next consider the case of fixed m = 3 and varying n = (200, 400, 600, 800, 1000). With Y and ∆ defined as above, we again embed ∆ ∈ R nm×nm into R 2 via fJOFC (in serial) and JOFC using identical initial configurations X (0) =cMDS(∆ (m) ). In Figure 2 , we plot the average run time per iteration versus n for both JOFC and fJOFC, averaged over 50 MC replicates. Again, 
Wikipedia
We further demonstrate the utility of our algorithm on a multimodal Wikipedia data set. We collect the n =1382 articles {y 1i } 1382 i=1 from English Wikipedia which compose the 2-hop neighborhood of the article entitled "Algebraic Geometry" (where articles are linked if there exists a hyperlink in one article to the other, and these links are considered undirected). There is a natural 1-1 correspondence between these articles and their versions in French Wikipedia, and we will denote the associated French articles by {y 2i } 1382 i=1 . As in [23] , each {y ji } 1382 i=1 for j = 1, 2, further gives rise to two measures of inter-article dissimilarity: ∆ j1 , the shortest path distance in the undirected hyperlink graph; and ∆ j2 , the cosine dissimilarities between text feature vectors (provided by latent semantic indexing [7] ) associated with each article. We use fJOFC (with w = 10) to embed these n = 1382 points across m = 4 modalities into R 10 . Note that implementing our fJOFC algorithm in serial ran in ≈42.2 minutes while the JOFC algorithm with the same settings ran in ≈10.37
hours (a factor of ≈14.7 speed-up).
In together, then this article's relationship to all of the other articles is preserved across modality.
To explore this, we hierarchically cluster (using Ward's method [13] ) the 5528 points and compute the pairwise cophenetic distance (the height in the resulting dendrogram at which the two points are first clustered together) between each of the points. If the dissimilarities are well preserved across modality, then the maximum cophenetic distance between two embedded versions of the same article (we call this the Dendrogram Merge Height or DMH) should be small.
In Figure 3 (a), we plot a histogram of the DMH's for the 1382 articles, and note that over 76% of the articles have DMH less than 100. In Figure 3 (b) we see that over 63% of the articles have DMH less than 10. To further confirm that the dissimilarities are well preserved across modality, we calculated cluster labels given by the hierarchical clustering dendrogram at height h ∈ [0, 2]. We then compute the adjusted Rand index [12] (ARI) between these clusterings and the ground truth clustering (given by the 1382 size 4 clusters each composed of a single article across modalities), and plot this in Figure 4 . From the figure, we see that the clustering is not only grossly clustering the article 4-tuples together, but is also capturing the fine-grain differences between the different articles as well.
If the ARI between the hierarchical clustering and the ground truth clustering was equal to 1, then the structure of the four dissimilarities would be nearly identical, and joint inference across modality would yield minimal gain over separately embedding the ∆ i 's and then applying subsequent inference methodologies. From Figures 3(a)-3(b) and 4, we see this is not the case.
Indeed, we see that for some articles the relative geometry in the four modality-specific embeddings is not commensurate. We illustrate this in Figure 5 , where we plot a branch of the hierarchical clustering dendrogram when the tree is cut at height 20. Note that although the four modalityspecific embeddings of many articles (article 454 is highlighted here in blue as an example) are very similar, some of the articles' embeddings are not preserved well across modality (article 366 is highlighted here in red as an example; note that the English graph with shortest path distance differs significantly from the other three modalities for this article). These misclustered articles inform both how and why the modalities differ, and by studying these pathologies further, we hope to better understand the data features that are emphasized by graph-based versus text-featurebased methodologies.
Note that had we set w 10, these misclusterings would have been corrected in the embedding and the embedding would not have been as informative about the different topologies in the different ∆ i 's. Had we set w 10, we would have been unable to identify articles across modality and the embedding would not be as informative about the matchedness of the different ∆ i 's.
This illustrates a key feature of the JOFC algorithm, as a well-chosen weighting w allows for the preservation of cross-modality matchedness while not forcing incommensurate versions of the data points to be artificially embedded close to one another.
Conclusion
The JOFC algorithm has proven to be a valuable and adaptable tool for a variety of inference tasks ((e.g., graph matching [17] ; hypothesis testing [21] ; joint classification [24] ). The key capability enabled by our fJOFC algorithm versus the JOFC algorithm is enhanced scalability in m and n;
indeed, for a fixed n, we see a factor of m speed-up over the JOFC algorithm, and for a fixed m we see a factor of n speed up achieved by fJOFC. Combined with sparse dissimilarity representations of very large data sets, this capability to simultaneously embed many different large dissimilarities enables the complex structure of the data to more easily be interrogated, leading to potentially significant discoveries heretofore beyond our grasp.
While the sequential Guttman transforms computed in Algorithm 1 are globally convergent to a set of local minimizers of σ(X), in most cases, the local convergence rate of the iterative Guttman transforms is linear [4] . However, in practice the sequential Guttman transforms often exhibit good global properties, and only a few iterations are required to obtain a sufficiently good suboptimal embedding [15] . Analyzing these global properties and/or modifying fJOFC to accelerate the linear convergence (for example, by adding a step-size procedure into the successive Guttman transforms as in [5, 6] , or by applying Newton's method to optimize σ(X) as in [15] ) are essential next steps for further scaling fJOFC to very big data.
A Proof that L † has the desired block matrix form 
is a block matrix with α = [n + w(m − 1)]I n + 1 mn − 1 J n , β = −wI n + 1 mn J n .
We will next find α and β such that 
