This paper presents the computation of the singular-value decomposition of a matrix on the ILLIAC IV computer. The architecture of the machme is described and it is explained why the standard Golub-Remsch algorithm is not apphcable to this problem. Then a one-sided orthogonalization method is presented. This method makes very efficmnt use of the parallel-computing abilities of the [LLIAC machine The method is shown to be Jacobi-hke and numerically stable. Finally, a comparison of the method on the ILLIAC IV computer with the Golub-Reinsch algorithm on a conventional machme demonstrates the great potentml of parallel computers m the important area of matrLx computations
INTRODUCTION
We study the computation of the singular-value decomposition ( The singular-value decomposition is a very useful matrix decomposition [7] . Various methods have been proposed for its computation. The standard method was introduced by Golub and Kahan in 1965 [6] . They use first the Householder transformation to bidiagonalize the given matrix and then the QR method to compute the singular values of the resultant bidiagonal form. Their method superseded a one-sided orthogonalization method given by Hestenes in 1958 [10] . Hestenes ' method is easily adapted, however, to special-purpose computations. It was suggested by Chartres [2] for a computer with a magnetic backing store and was implemented on a minicomputer by Nash [12] . In this paper we study the implementation of Hestenes' method on the ILLIAC IV computer and show that the method makes very efficient use of the parallel-computing abilities of the ILLIAC machine.
Our new algorithm is likely to be highly beneficial for problems with large values of rn and n that must be solved repeatedly. In fact, our project was launched because a seismologist at the United States Geological Survey wanted to solve his least-squares problems on the ILLIAC computer. He was interested in the machine because of its large main memory and potential high-execution speed. A nice exposition on least-squares problems arising from earthquake studies is given in [17] .
We are going to use the Frobenius norm for matrices, 
THE ILLIAC IV COMPUTER
The ILLIAC IV computer was built by the Burroughs Corporation and is located at NASA/Ames Research Center, Moffett Field, California. The computer consists of 64 synchronous processing elements (PEs) under the direction of a single control unit (CU). Each PE has 2048 words of 64-bit memory with an access time of 188 nanoseconds and is capable of performing a general floating-point operation in about 1.7 microseconds and a typical bookkeeping operation in about 1.2 microseconds. The PE instruction set is similar to that of conventional machines, with two exceptions: First, each PE can communicate data to four other PEs through routing instructions. Second, the PEs can set their own mode registers to disable or enable themselves effectively. The CU takes about 0.7 microsecond to perform a bookkeeping operation.
The main memory of the ILLIAC is logically a 16-million word drum, which is ACM Transactions on Mathematmal Sottware, VoL 6, No 4, December 1980.
• Franklin T. Luk divided into 52 bands and has a 40-millisecond rotation period. Data transfers to or from the PE memory are program-initiated and are performed in blocks of 1024 words. The transfer time for 1024 words is about 66 microseconds; it takes about 4.2 milliseconds to refresh half the PE memory. A floating-point number of the ILLIAC consists of a 1-bit sign, a 15-bit exponent to the radix 2, and a normalized 48-bit mantissa. The machine precision e is thus about 3.55 x 10 -15. A fixed-point number has a 1-bit sign and a 48-bit mantissa.
PROGRAMMING LANGUAGES FOR THE ILLIAC
Three languages are available for programming the ILLIAC: its assembly language ASK, a Fortran-like language CFD [15] , and an Algol-60-1ike language GLYPNIR [11] . Both CFD and GLYPNIR do not hide the basic 64-wide architecture of the ILLIAC. We must restructure our data and algorithm so that the computation can be done in parallel in "strips" of width 64 or less.
Let us briefly describe the data declarations in GLYPNIR. The PE memory of the ILLIAC can be viewed as a two-dimensional structure in which each word can be addressed by an order pair that specifies the PE memory module and the address within that module. A group of 64 words, each in a different module but each having the same address within its module, is called a superword or sword. We can divide the variable types in GLYPNIR into two major categories. The first represents words or vectors of words; they are called the CU variables. The second represents swords or vectors of swords; they are called the PE variables. There are also the Boolean variables and the so-called ADB variables.
A sword vector of length n represents an indexable vector of swords. It is thus in some sense an n × 64 array. A GLYPNIR program cannot directly handle twodimensional arrays whose row and column dimensions exceed 64.
A ROW-ORTHOGONALIZATION METHOD
There are three reasons why the standard SVD method of Golub and others [6, 8] may be undesirable on a parallel processor. First, although the Householder transformation is inherently parallel, the effective vector length decreases at each step, causing inefficiencies. Second, the parallel QR method of Sameh and Kuck may be numerically unstable [9, 14] . By contrast, the one-sided orthogonalization method of Hestenes [10] is easily adapted to computation on a parallel machine. Third, data movement across the PE memories can be very expensive. The Computing Singular-Value Decompositton
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Consequently,
where Vr is an n × r matrix consisting of the first r columns of V. Nash [12] followed Hestenes' approach, but Chartres [2] chose to orthogonalize the rows of the given matrix A. We have decided on the row orthogonalization scheme, for it is easily adapted to solving overdetermined linear equations.
We aim to generate an orthogonal matrix U t so that the nonnull row vectors of the matrix K = UtA are mutually orthogonal and nonincreasing in norm. We then normalize the nonzero rows of K to obtain 
II a, II II a~ I[
where ~ is a previously chosen tolerance. We do not transform orthogonal rows, but we would p e r m u t e t h e m if
H a, i[ < [[ aj JJ.
Suppose now t h a t the two given rows do not satisfy the orthogonality condition In (4.4) we could use the Fast Givens transformation [4] , which requires only 2n multiplications, an apparent 50 percent work reduction. But a heavy overhead in maintaining the scaling factors eats up the savings, unless the row length n is moderately large [16] .
As in the traditional Jacobi algorithm, the plane rotations are performed in a The iteratwe procedure terminates if one complete sweep occurs in whmh all rows are orthogonal and no rows are interchanged. Our orthogonalization method is in essence the Jacobi method implicitly applied to the matrix AA t to compute its eigenvalues. We can refer to the literature [18] for the convergence properties of our method. We see that the convergence is quadratic and takes the order of six to ten sweeps, that is, from 3m 2 to 5m 2 plane rotations; see [13] .
We now present our method in its entirety. Two Boolean variables are introduced:
withu: true if matrix U is desired, false otherwise withv: true if matrix V is desired, false otherwise 
II at I1"
We wish to compare the required work of Algorithm 1 and the Golub-Reinsch method [8] . One sweep of Algorithm 1 takes about (5n + 4rn)m2/2 multiplications, if the U matrix is desired, and 5nm2/2 multiplications otherwise. We assume that rn <_ n, for we can compute the SVD of A t if m > n. We further suppose that our Jacobilike method takes eight sweeps to converge and that only two QR steps are required per singular value for the Golub-Reinsch algorithm; cf. [1] . Table I gives the number of multiplications required by the two methods in four different cases. 
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We see that Algorithm 1 is about three times slower than the standard SVD algorithm in computing the full singular-value decomposition. However, the special architecture of the ILLIAC IV computer can reduce the number of required multiplications by an asymptotic factor of 64. Our Jacobi-like algorithm is therefore very efficient on a parallel computer. We should mention that Chan [1] described a modified Golub-Reinsch algorithm that could save up to 50 percent of machine execution time if m << n.
LEAST-SQUARES SOLUTIONS
We have defined the singular-value decomposition of an m x n matrix A as The solution matrix X is not unique unless the matrix A is of full rank. We therefore impose the condition that we want the matrix X of minimum norm in the solution space. It is well known (see, e.g., Golub and Kahan [6] ) that X is unique and is given by 
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The matrix C can be generated by applying to the rows of B those plane rotations that we use to orthogonalize the rows of A. It is unnecessary to accumulate the plane rotations.
We now present an algorithm based on Algorithm 1 (SVD) for computing the minimum-norm solution to the overdetermined system {5.3). There is an input parameter "cutoff. One sweep of Algorithm 2 takes about 5m2n/2 multiplications. We neglect the terms involving s because s << n in most applications. With the same assumptions on convergence rates as in the last section, the required work for our MINFIT algorithm is about 20m2n multiplications, while that for a similar method based on the Golub-Reinsch algorithm [8] is about 2ran 2 + 4n 3 multiplications. If m >>-n, it saves work to first reduce the regression matrix A to upper triangular form, using Householder transformations, before applying the MINFIT algorithm; cf. Chan [1] . Such a two-stage scheme requires about 3ran = + 11n3/3 multiplications. Fortunately, the parallel-computing abilities of the ILLIAC machine reduce the work of our algorithm by an asymptotic factor of 64. Thus, our MINFIT algorithm is an effective solver for least-squares problems.
DATA STRUCTURES
Let us first assume that n _< 64. As our algorithms access A by rows, we lay out the rows of the matrix across the processing elements of the ILLIAC. We thus represent the matrix by a sword vector A[ * ] of order m.
We work with the rows of A to compute (a) the pairwise inner product and (b) the new rows after a plane rotation. The GLYPNIR language provides a built-in function ROWSUM that sums the 64 numbers of a sword in six additions. The GLYPNIR expression
ROWSUM(A[I] * A[J])
computes the inner product of the ith and jth rows of A. If n < 64, we must disable the last 64 -n processing elements when we call the ROWSUM function. An alternative is to apply our algorithms to an m × 64 matrix fi~, given by at the end of a plane rotation:
T := A [ I ] * C O S P H I + A [ J ] * S I N P H I ,

A [ J ] := -A [ I ] * S I N P H I + A [ J ] * C O S P H I ,
where T is a sword used for temporary storage. We now consider the case when n > 64. Let
T h a t is, l equals the smallest integer _ n/64. We construct an m x 64l matrix .4, given by A = (AI0).
The rows of.4 are then divided into I equal segments: A major shortcoming of this approach is that we must write a separate program for each value of I. A better alternative is to store row i of Aj in sword
, and we have to write just one program.
Since the columns of the matrix U are transformed in the same m a n n e r as the rows of A, we lay out U so that its columns lie across the processing elements. Thus we represent the matrix by a sword vector U[* ] of dimension m. For the two different cases of m _< 64 and m > 64 we apply techniques similar to those discussed in the previous paragraphs.
The rows of the data matrix B are modified in an identical fashion as the rows of A. Therefore we lay out the rows of B across the processing elements. The two cases of column dimension s <_ 64 and s > 64 for B are dealt with in the same manner as are the corresponding cases for the matrix A.
The execution time of Algorithm MINFIT is independent of s, for s _< 64. If s is much greater than m, then the execution time will be proportional to rs/64].
NUMERICAL PROPERTIES
Let us examine the question of numerical stability. An error analysis of the action of plane rotations on a matrix was given by Wilkinson in his classic text [19] . His error bounds were later improved by Gentleman [5] . We use their results to study the effects of the plane rotations in one sweep of our algorithm.
Let
and let Rj represent the jth plane rotation for j = 1, 2 .... , M. We can show that the computed matrix AM after one sweep of rotations satisfies the inequality
2)
The right-hand side of the inequality (7.2) is an extreme upper bound. We expect the statistical distribution of the rounding errors to reduce the error to well below the level of the bound; for this reason alone a factor of the order of (m + n -2) ~/2 in place of (m + n -2) might be more realistic. We see that our algorithm is extremely stable.
As the matrix U is formed as a product of plane rotations, we examine here the deviation from orthogonality of such a product. Let OM represent the computed product of the plane rotations in one sweep. We have the inequality that 
TEST RESULTS
We have written GLYPNIR programs implementing Algorithms SVD and MIN-FIT. Tests were carried out on the ILLIAC IV computer. The singular values of A are lvfi-~'8, 20, 3x/-~-4, 0, and 0. Our SVD program computed those values to machine precision. The minimum-norm solution to the overdetermined system is given by
Our MINFIT program returned a solution accurate to 14 decimal digits.
Let us compute the full singular-value decomposition of the n x E x a m p l e 2.
n matrix [6] A = l l -1
which is ill-conditioned, as it has a very small singular value. The matrix becomes singular if we add -2 -~+2 to its (n, 1) position. We applied our SVD program to this choice of A for different values of n. For comparison we have chosen the SVD subroutine in the EISPACK eigenvalue package from the Argonne National Laboratory [3] . The EISPACK routine implements the method of Golub and Reinsch [8] and has been coded for high execution efficiency. We applied the routine to the same matrix on an IBM 370/ 168 computer at the Stanford Linear Accelerator Center. The code was compiled by the FORTRAN H E X T E N D E D compiler with optimization level 2; see Table II . It should be pointed out that the GLYPNIR compiler produces very inefficient code. We had the experience that a CFD program implementing the same algorithm gave a saving of 41 percent in execution time over the GLYPNIR code.
We must admit that in most applications one is interested in minimizing the overall cost of solving a problem rather than in the time required to solve it. However, it is not easy to determine the costs of solving the problem on the two machines. They both use complicated algorithms, taking into account factors such as storage, priority, time of day, etc. We can only say that for our examples one second of ILLIAC time is about ten times as expensive as one second of IBM time at the Stanford Linear Accelerator Center.
We were unable to run examples with larger values of n on the ILLIAC because of storage limitations placed on our account by the ILLIAC TENEX system. Nonetheless, we observe that our ILLIAC routine becomes more efficient relative to the EISPACK routine with increasing values of n. The execution time of the former is crudely proportional to (iter x [~4] x n2 ) and that of the latter, to n ~. There is thus a good potential in matrix computations of a parallel computer with many processors.
The ILLIAC IV computer is still the only machine of its kind. A PHOENIX project has been proposed, and it calls for building a parallel computer consisting of 1024 processors. The cost was estimated at 35 million dollars in 1977. It was suggested that such a machine could eliminate the need for a new wind tunnel at the NASA/Ames Research Center, which might cost ten times as much.
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