In this paper, we propose a novel hybrid global optimization method to solve constrained optimization problems. An exact penalty function is first applied to approximate the original constrained optimization problem by a sequence of optimization problems with bound constraints. To solve each of these box constrained optimization problems, two hybrid methods are introduced, where two different strategies are used to combine limited memory BFGS (L-BFGS) with Greedy Diffusion Search (GDS). The convergence issue of the two hybrid methods is addressed. To evaluate the effectiveness of the proposed algorithm, 18 box constrained and 4 general constrained problems from the literature are tested. Numerical results obtained show that our proposed hybrid algorithm is more effective in obtaining more accurate solutions than those compared to.
Introduction
Many practical problems can be formulated as optimization problems [1, 2] . A general optimization problem can be stated as follows:
where x ∈ R n , f, h i , i = 1, · · · , l, and g j , j = 1, · · · , m, are continuously differentiable functions, L = [L 1 , L 2 , · · · , L n ] and U = [U 1 , U 2 , · · · , U n ] are, respectively, the lower and upper bounds. Let this problem 5 be referred to as Problem (P ). To proceed further, we suppose that this problem has at least one feasible solution.
In many real world applications, Problem (P ) is non-convex, either due to the non-convexity of the objective function or the constraint functions. For such a case, Problem (P ) may admit many local minima.
In practice, local minima are useless if their corresponding objective function values are far away from the global minimum [3] . Thus, it is important to develop methods for finding a global minimum of Problem (P ).
In the past several decades, there have been extensive efforts dedicated to global optimization. In general, global optimization methods can be classified into three main categories: deterministic methods, stochastic methods and hybrid methods. For the methods belonging to the first category, they are developed based on deterministic search strategies in which only deterministic information is involved for both local and global 15 searches. In particular, for each of these methods, it relies heavily on the construction of an auxiliary function to escape from local minima, such as tunnelling function [4] and filled function [5, 6] , where there are several parameters to be adjusted. Tuning these parameters is computationally expensive. For the methods belonging to the second category, probabilistic techniques are utilized to escape from local minima, such as Genetic
Algorithm [7, 8, 9] , Ant Colony Optimization [10, 11] , Simulated Annealing algorithm [12] , Artificial Bee
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Colony algorithm [13, 14, 15] , Particle Swarm Optimization [16, 17] , Collective neuro-dynamic optimization
[18], Artificial algae algorithm [19] and Differential search algorithm [20, 21] . However, these methods tend to obtain solution with low accuracy and are computationally expensive due to lack of guidance by gradient during the searching process [22] . Their performances are poor in terms of convergence [23] .
The methods belonging to the third category are known as hybrid methods, where some stochastic schemes 25 are combined together or population based search methods are combined with deterministic methods so as to speed up convergence process. In [24] , Harmony Search (HS) and Artificial Bee Colony (ABC) algorithm are combined together to solve a class of box-constrained optimization problems in which ABC is incorporated to improve the local convergence of HS. In [23] , a hybrid optimization technique is proposed through combining a genetic algorithm with a local search strategy based on the interior point method. In [25] , an improved 30 genetic algorithm (IGA) and an improved particle swarm optimization (IPSO) algorithm are combined and applied to optimize the amplitude of the current excitation of the spherical conformal array. In [26, 3] , Simulated Annealing method is used to escape from local optima obtained by gradient-based deterministic method. In [27] , ABC algorithm is combined with a modified pattern search method to improve success rate and solution accuracy for box constrained optimization problems. In [28] , Particle Swarm Optimizer is 35 combined with BFGS to solve box-constrained optimization problems, where BFGS is for the local search.
In [22] , this hybrid method is further developed to solve general constrained optimization problems. In [29] , evolutionary computation (EC) algorithms are combined with a sequential quadratic programming (SQP) algorithm to solve constrained global optimization problems. The hybrid methods mentioned above have better numerical performances when compared with pure stochastic search methods. In these hybrid 40 methods, the stochastic methods are mainly utilized to help obtain a better initial condition for further local minimizing which means that only exploration search is used. Note that the original stochastic methods are designed not only for exploration search, but also for exploitation search. For a hybrid algorithm, if a gradient-based method is embedded for local search, the exploration would be strengthened at the expense of weakening exploitation. However, the performance of these algorithms depends heavily on tuning parameters 45 in the stochastic algorithms. If the parameters are not tuned appropriately, the solution obtained will still be trapped into local minimum. To overcome this drawback, Dynamically Dimensioned Search Algorithm is developed in [30] where no parameters tuning is requred. However, that method is a single-solution based heuristic global search algorithm.
Stochastic based search methods are applicable only to unconstrained or box-constrained optimization 50 methods, and hence are not directly applicable to solve Problem (P ) which is a constrained optimization problem involving both equality and inequality constraints. In the literature, a constrained optimization problem is often transformed into a box constrained optimization problem by augmenting the constraint functions to the cost function using the augmented Lagrangian penalty method [22] . However, the penalty parameter is required to go to infinity for achieving feasibility. In this paper, the exact penalty function 55 method (EPM) (see [31, 32] ) will be applied to convert the constrained optimization problem (P) into a box constrained optimization problem. A major advantage of this approach is that the penalty parameter needs only to be greater than or equal to some finite value for achieving feasiblity. Then, a new population-based stochastic search method, called the Greedy Diffusion Search (GDS), is proposed to solve the box constrained optimization problems where two parameters are included. In our extensive experimental experiences, both of 60 the two parameters can be pre-set without affecting performance and thus, no parameters tuning is required in GDS. In addition, the convergence issue is addressed. However, this method is strong in exploration but suffers from poor exploitation. Thus, the limited memory BFGS is embedded into GDS in two different strategies to improve its exploitation. An effective new hybrid search method is thus obtained for solving Problem (P).
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The rest of this paper is organized as follows. In Section 2, an exact penalty method is introduced to tackle the constraints. In Section 3, two hybrid methods are proposed. Numerical results and comparisons between different methods are reported in Section 4. Section 5 concludes the paper.
Exact Penalty Function Method (EPM)
Nonlinear constrained optimization problems can be solved through solving a sequence of box-constrained 70 optimization problems by augmenting the constraint functions to the objective function using the penalty function method [6, 33] , to form an augmented objective function. For optimization problems with equality and inequality constraints, the penalty parameter in the augmented objective function is, in principle, required to go to infinity for achieving feasibility of the solution obtained. Let us first define the constraint violation function on X as follows:
It is clear that G(x) = 0 if and only if x satisfies the equality constraints (2) and the inequality constraints (3). Furthermore, G(x) is a continuously differentiable function [31] .
80
For a given¯ > 0, we define the following penalty function on X × [0,¯ ]:
where σ > 0 is a penalty parameter, α and β are two positive constants satisfying 1 ≤ β ≤ α.
Instead of solving Problem (P ) directly, let us consider the following optimization problem:
Let this problem be referred to as Problem (P σ ). For a given σ, minimizing F σ (x, ) with respect to (x, ) ∈ X × [0,¯ ] is equivalent to minimizing f (x) + −α G(x) + σ β . Thus, if σ is increased, β will be decreased.
85
Hence, the constraint violation G(x) will be decreased. Therefore, the increase of the penalty parameter σ will eventually yield a feasible solution.
The two theorems in Appendix A reveal the relationship between Problem (P ) and Problem (P σ ).
Theorem 2 in Appendix A shows that there exists a thresholdσ, such that for all σ ≥σ, any local solution of Problem (P σ ) is also a local solution of Problem (P ). This important property is not shared by the
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augmented Lagrangian penalty method [28] , for which the penalty parameter is, in principle, required to go to infinity ensuring feasibility of the solution obtained. Since global solutions are included in local solutions, a global solution of Problem (P σ k ) will yield a global solution of Problem (P ). From this observation together with Theorem 1 and Theorem 2 in Appendix A, the exact penalty method (EPM) is utilized to convert Problem (P ) into Problem (P σ ). In Section 3, an algorithm is proposed to solve Problem (P ) through solving 95 a sequence of Problem (P σ ). This algorithm is referred to as Algorithm 1.
To continue, we denote, for notational simplicity, z = (x, ) and Ω = X × [0,¯ ]. Then, Problem (P σ ) can be written as:
3. Two Hybrid Methods For Problem (P σ ) Algorithm 1 Exact Penalty Method (EPM) for Problem (P )
Initialization:
Initialize σ 0 > 0, maximum penalty parameter σ max , scale factor ς > 1 and tolerance ε 1 > 0; Set k = 0.
Iteration:
1: Use Algorithm L-GDS or L-RGDS to solve Problem (P σ k ) and output the optimal solution (x k, * , k, * ).
2:
If k, * ≤ ε 1 , then stop and output x k, * as the optimal solution of Problem (P ); otherwise, set σ k+1 = ςσ k .
3: If σ k+1 ≤ σ max , set k = k + 1 and go to Step 1. Otherwise, stop and output "algorithm cannot find a solution of Problem (P )".
Note: Algorithm L-GDS and Algorithm L-RGDS in Algorithm 1 will be defined in Section 3.3.
Two hybrid methods will be introduced to solve Problem (P σ ). These two hybrid methods are constructed based on two different strategies of combining limited memory BFGS (L-BFGS) and a novel stochastic search method. Let us briefly introduce L-BFGS as reported in [34] .
Limited Memory BFGS method
L-BFGS is an adaptation of the BFGS method for large-scale problems. For the box-constrained optimization problem, we define the following projection.
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P
where z i is the i-th element of z,
L-BFGS has superlinear convergence, and requires less storage than BFGS. Thus, L-BFGS has attracted considerable attention and has been used to solve many practical problems. For further information, see [35, 36, 37] for general methods and [38, 39] for applications.
As the original BFGS, L-BFGS uses an approximation to the Hessian matrix to steer its search through 
, where p (k) is the direction vector and λ k ≥ 0 is a step-length, usually chosen in such 115 a way that it satisfies the Wolfe inexact line search conditions (see [1] )
where 0 < ζ <
, and p (k) = −H k g k with a symmetric positive definite matrix H k . Usually H 0 is a multiple of I and H k+1 is obtained from H k by a variable metric update to satisfy the quasi-Newton condition
where
with
Therefore, H k+1 in L-BFGS can be updated as follows:
Now, we modify the L-BFGS method for unconstrained optimization in [34] to box-constrained optimization problem as given in Algorithm 2 below.
Algorithm 2 Limited memory BFGS (L-BFGS) for box-constrained problem
Initialization:
Iteration:
: If λ k = 1 satisfies Eq. (10), go to the next step. Otherwise, run the Wolfe line search to find λ k such that Eq. (10) is satisfied.
5: Run the projection operator given by Eq. (9).
6: Let m = min{k + 1, m}. Update H 0 for m times to get H k+1 according to Eq. (13).
It is worth mentioning that Algorithm 2 is as simple as L-BFGS for unconstrained optimization problem as described in [34] since the computation of the projection operation (9) is simple.
A new stochastic search strategy -Greedy Diffusion Search
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Although L-BFGS has excellent performance for local search, the solution obtained is often a local optimal solution for multimodal functions. To escape from the local optimal basin, we propose a new stochastic search strategy, called Greedy Diffusion Search (GDS ), as described below:
After an initial point z (0) ∈ Ω is chosen, q 1 additional points, which constitute a generation, will be generated according to the formulas given below:
where the search direction ξ i is randomly generated with a uniform distribution in the box Ω, and θ l,i is the step-length determined by Eq. (15) . l and N are the current generation number and the maximum generation number, respectively. Since z (l) ∈ Ω and ξ
∈ Ω. To ensure that the algorithm is having the descent property, we further choose z (l+1) according to the following greedy rule:
i.e., z (l+1) is the best point among the current z
To maintain exploration capability at a later stage, we choose q 2 points randomly with a uniform distribution in Ω, denoted by z
∈ Ω, j = 1, 2, · · · , q 2 , and integrate them with the current generation in the lth iteration by Eq. (14) . Generally, q 2 is chosen such that q 2 < q 1 . Based on the greedy rule, (16) becomes:
There are two parameters in (15): the translation parameter t and the accuracy parameter a.
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Translation parameter (t): This parameter reflects the relationship between step-length and iteration number. According to Eq. (15), if a is fixed, the step-length θ l,i will vary with respect to t, l and the constant N . In particular, t acts as a translation scalar. Figure 1 plots the curve of θ l,i with a = 20 for t = Figure 2 demonstrates that if the value of a is large, then the step-length is small in earlier stage of the iteration process but becomes larger in the later stage, and vice versa. It can be preset as a constant relating to the tolerance ε 2 ≥ 0 (for example, a = 2 log 1 ε2 ). The two main features of any stochastic algorithm are exploration and exploitation. Exploration is to 150 generate diverse solutions and exploitation is to focus on the search in a local region. At the initial stage, the step-length θ l,i is large. The diffusion points z
q1 from the current points as well as z l 1 , · · · , z l q2 will explore the search space. As the generation increases, the step-length θ l,i will decrease. The first q 1 diffusion points z
q1 will play the role of exploitation, while the last q 2 points z Based on the above analysis, we now formally stated GDS in Algorithm 3.
Algorithm 3 Greedy Diffusion Search (GDS)
Generate the step-lengths θ l,i satisfying Eq. (15), i = 1, · · · , q 1 .
3:
Calculate z 
4:
Choose z
, randomly in Ω.
5:
Output the elitist solution according to Eq. (17).
6:
Set l = l + 1.
7: end while
The updating rule (14) in GDS is simpler than most of the existing population-based stochastic search methods, such as Genetic Algorithm, Particle Swarm Optimization, Firefly Algorithm and Artificial Bee
Colony. Intuitively, the performance of GDS may be inferior to these existing methods. Through our 160 extensive experiments, we observe that GDS is good at exploration, but weak in exploitation. To improve its exploitation, we will propose two different strategies to combine L-BFGS with GDs. Thus, two hybrid algorithms are obtained to solve Problem (P σ ).
Two hybrid algorithms
The first hybrid algorithm which is referred to as L-GDS, is to combine L-BFGS with GDS such that the 165 exploitation capability is strengthened. This algorithm is formally stated as Algorithm 4.
In Algorithm L-GDS, GDS is used to obtain a good local minimizer z (k) . Then, L-BFGS is carried out to refine the local search around this local minimizer z (k) . To jump out the current local minimizer, Algorithm GDS is carried out to obtain a better initial point for L-BFGS to be executed again. This process is repeated until the convergence is achieved.
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Algorithm 4 Hybridizing L-BFGS with GDS (L-GDS)
, the tolerance ε 4 > 0 and the maximum iteration number K ∈ N + . Set parameters in Algorithms L-BFGS and GDS. Set k = 1.
Run Algorithm GDS and output z (k) .
3:
Take z (k) as an initial point and run Algorithm L-BFGS, output y (k) .
4:
if
Return 6:
end if
7:
Set k = k + 1.
8: end while 9: Output result.
To avoid excessive local search, the tolerance ε in L-BFGS should not be set too small. However, in some applications, an accurate solution is required. Thus, to increase accuracy while maintaining low computational burden, we propose the following algorithm, which is referred as Algorithm L-RGDS, in which GDS is triggered by a random number. If this random number is smaller than a given threshold, GDS will be skipped and L-BFGS will be in action. This algorithm is stated as Algorithm 5. 
Convergence of the two algorithms
Based on some appropriate assumptions, the sequence
converges with probability one to the region Ω ε for any ε > 0, where
Moreover, Algorithm L-GDS (respectively, L-RGDS) converges with probability one to a global minimum.
Several convergence theorems and proofs are given in Appendix B. 
Numerical experiments
In this section, we will investigate numerical performances of our algorithms and compare them with those obtained by other methods. Numerical comparison will be conducted with reference to the following three aspects:
• Comparing performances of GDS, L-GDS and L-RGDS on box-constrained problems;
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• Comparing performances of L-GDS, L-RGDS, the filled function methods in [40, 41] , HPSO in [42] and HABC (ABC in [27] + L-BFGS) on box-constrained problems;
• Comparing performances of L-GDS, L-RGDS and smoothing penalty methods in [43, 44, 45] for general constrained problems.
Algorithm 5 L-BFGS with random exploration search (L-RGDS) Initialization:
Choose z (0) ∈ Ω, the tolerance ε 4 > 0, the maximum iteration number K ∈ N + and a random constant r 0 ∈ [0, 1]; Set parameters in Algorithms L-BFGS and GDS. set k = 1.
Generate a random number 0 < r < 1.
3:
if r > r 0 then
4:
5:
9:
if ||F σ (y
Return 11:
12:
Set k = k + 1. 
Comparison between GDS, L-GDS and L-RGDS for box-constrained optimization problems
We first apply Algorithms GDS, L-GDS and L-RGDS to solve some box-constrained optimization problems. Since Algorithm GDS can be applied directly to solve these problems, F σ (z) is replaced by f (x) in Algorithm GDS. For Test A8, the search routes generated by L-BFGS, GDS, L-GDS and L-RGDS from 205 the same initial point are depicted in Figure 3 . Within the feasible region, this test problem has four local minima and two global minima. Figure 3 (a) shows that L-BFGS is trapped at a local minimizer. Figure 3 (b) shows that GDS has the capability to steer the search direction towards global minimizer. However, it suffers from slow local convergence. Figure 3 We depict a typical convergence trajectory for the test problems set B in a particular trial in Figure 4 .
Here, the algorithm is said to have successfully captured a global solution in this trial if the error between the optimal objective function value and that at the solution obtained by the algorithm is smaller than the tolerance ε = 10 −6 .
215 Table 1 shows that GDS, L-GDS and L-RGDS have the capability for global optimization. However, GDS suffers from slow convergence. Through incorporating L-BFGS to L-GDS and L-RGDS, their convergence rates are improved significantly. For example, for the test problem A2, GDS can only achieves the accuracy of 10 −2 . After speed-up by L-BFGS, L-GDS can achieve the accuracy of 10 −8 and L-RGDS can achieve the accuracy of 10 −9 . Figure 4 shows that GDS has the capability to help L-BFGS jump out from local basin.
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Taking B6 in Figure 4 as an example, we can observe that after three runs of GDS, L-GDS captures a global solution.
To evaluate the numerical performances of GDS, L-GDS as well as L-RGDS for higher dimensional optimization problems, we apply GDS, L-GDS and L-RGDS to solve the test problems A4, A5 and A6 with three different dimensions 10, 50 and 100, respectively. All the experiments are run 50 times independently.
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From the numerical results, we can compare the performance of these algorithms in terms of the mean of the optimal objective function values obtained and the successful rate for finding a global minimizer. The Test Dim. numerical results are reported in Table 2 . number k of executions of L-BFGS. The larger the k, the better the chance for L-GDS to capture a global solution. However, during the execution of L-RGDS, the search space is controlled by a random variable r and the parameter r 0 . If r < r 0 , the exploration search is skipped and the local search is continued from the previous iteration. This explains why L-RGDS has lower success rate but with less function evaluations. In applications, if an accurate solution is not required, L-RGDS is a good option. Table 2 shows the numbers 240 of function evaluations for GDS, L-GDS and L-RGDS in which we can see that L-GDS requires the largest number of function evaluations, while GDS requires the least. Meanwhile, we can also observe that GDS has the worst success rate and L-GDS has the best success rate. Test Dim. 
Mean of f (x
* ) Mean Eval. GDS L-GDS L-RGDS GDS L-GDS L-
* ) Mean Eval. Success rate (%) GDS L-GDS L-RGDS GDS L-GDS L-RGDS GDS L-GDS L-
Comparison of L-GDS and L-RGDS with existing algorithms for box-constrained optimization problems
In this subsection, we will apply L-GDS and L-RGDS to solve some box-constrained optimization problems and compare their performance with some existing algorithms. Seven test problems chosen from the literature are solved by using our proposed hybrid algorithms. We then compare our results with those obtained by other existing methods which are the hybrid PSO algorithm (HPSO) in [42] , hybrid original ABC with L-BFGS (denoted by HABC), and two filled function methods in [40, 41] . In HPSO, simplex search and PSO are integrated together to solve global optimization problems. HABC is the integration of ABC in [27] with L-BFGS. The population size of ABC is set as 10 and the maximal iteration number is set as q 2 = 10 for inner cycle (i.e. ABC cycle) in HABC. For the filled function method, an auxiliary function, referred to as filled function, is defined by
where sign(t) =
, and x * is the current minimizer (i.e. local minimizer). Then, minimize P (x, x * ) along several directions d j , j = 1, 2, · · · , from the iteration point x k by the iterative formula
with step size λ and search direction d j (see [40, 41] for details). The corresponding numerical results are 245 presented in Tables 3 and 5 . In addition, we apply statistical significance test, which is a meaningful way to study the difference between any two stochastic algorithms, to do comparison among five algorithms. Wilcoxon signed rank test is applied to determine the difference between paired scores. Based on the data from Tables 1 -3, the statistical results based on the mean function values are presented in Table 4 , where R = R − or R + is the 250 sum of ranks based on the absolute value of the difference between two test algorithms. The sign of the difference between two independent samples is used to classify the two samples: the differences is above zero (positive rank R + ), or the difference is below zero (negative rank R − ).
Based on the statistical results in Table 1, Table 2 and Table 3 , we introduce Wilcoxon Sign Rank with a statistical significance value α = 0.05 to compare the statistical numerical performances of the algorithms. where Wilcoxon sign rank test for L-GDS vs GDS, L-RGDS vs GDS is based on Table 1 and Table 2 , and the others are based on The null hypothesis is "there is no significant difference between the best or the mean values of the two samples". We use the well-known statistical software packages SPSS 19 to compute the p-value for these tests. Based on the test results/rankings, we assign one of the three signs (+, − and ≈), where the sign "+" (respectively, "−") means that the first algorithm is significantly better (respectively, worse) than the second algorithm and the sign ≈ means no significant difference between the two algorithms. The comparison 260 results in Table 4 show that compared L-GDS with GDS, L-RGDS, HPSO and HABC, the null hypothesis is rejected. That is to say, the alternative hypothesis is accepted and the performance of L-GDS is better than the others. Comparing with the hybrid method in [42], we can clearly observe from Table 3 that L-GDS and L-RGDS achieve higher accuracy for all the test problems. For the test problems A4 and A5, L-GDS and L-RGDS
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achieves better performances at the expense of the larger mean number of function and gradient evaluations.
For the filled function methods in [40, 41] , all the methods have good chance to capture global solution.
However, the computational complexity of the filled function methods is much higher than that of L-GDS or L-RGDS. For example, for the test problem B1, the number of function evaluations of the filled function method in [40] is 11435. However, the numbers of function evaluations for L-GDS and L-RGDS are 1853 and 1074, respectively. This indicates a reduction of 83% on the number of function evaluations for L-GDS, while the reduction for L-RGDS is about 90%. However, we should point that in every execution, each of the filled function methods has captured a global solution, while L-GDS and L-RGDS can only capture global solution in the sense of probability one.
Integrating EPM and L-GDS or L-RGDS for general constrained optimization problems
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We will evaluate the numerical performance of the two algorithms through solving constrained optimization problems. Let us consider four optimization problems listed in Appendix D. These optimization problems have been studied in some existing literature. During the implementation process, we set α = 2, β = 2 and = 1. All the results for each problem presented in Tables 6 -9 are the best results achieved by L-GDS and L-RGDS among 5 independent trials.
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The smoothing l 1 exact penalty function method (SOPFA) proposed in [43] is used to solve Example 1 in Appendix D. The main idea of SOPFA is to transform Problem (P ) into the minimization of a continuously differentiable function on R n defined by:
Let the initial point x 0 be generated randomly in the feasible region Ω, σ 0 = 10, σ max = 10 2 and ς = 3 in 285 our Algorithm 1. Numerical results obtained by L-GDS and L-RGDS are presented in Table 6 . This table
shows that the solution obtained by L-GDS is better than that obtained by SOPFA. However, for only one run of L-RGDS, it cannot obtain a better solution than that in [43] . This is partly caused by the random nature in the running of GDS in L-RGDS. If we increase to 5 runs, L-RGDS can capture a solution better than that in [43] in most of the trials. and Algorithm I in [45] are shown in Table 7 . From this table, we can observe that both Algorithm I in [44] and Algorithm I in [45] cannot find a feasible solution even the penalty parameter is increased to 1000. On the other hand, all solutions obtained by L-GDS and L-RGDS are feasible even when the penalty parameter is only set as σ = 10. [46] by using the same values of the parameters for those given in Example 2. The numerical results obtained are reported in Table 7 and Table 8 , respectively.
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From the four tables above, we can clearly observe that our algorithm, L-GDS and L-RGDS, achieve more accurate solutions than those obtained in the existing literature in terms of satisfying feasibility tolerance of the constraints. 
300
Conclusion
Deterministic optimization methods, such as BFGS method, are known for their fast convergence for solving convex optimization problems. However, they tend to be trapped in local minima for non-convex problems. In this paper, we proposed two hybrid algorithms for constrained global optimization. Based 
is bounded. Then, for all sufficiently large k, x k, * is also a local solution of Problem (P ).
Proof. The proof is similar to that given for Theorem 4 in [31] .
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Appendix B. Theorems for Section 3.4
In this appendix we will establish the convergence of Algorithm L-GDS and Algorithm L-RGDS. To achieve this task, we first need to establish the convergence of Algorithm GDS with probability one. More specifically, we will show that the sequence z (k) obtained by either L-GDS or L-RGDS converges with probability one to the region Ω ε for any given ε > 0, where
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To proceed further, we require the following assumptions:
• A1: The function F σ (z) is continuously differentiable with respect to z for any given σ > 0.
• A2:
Let z (k) , k = 1, 2, · · · , be the sequence generated by Algorithm GDS. By virtue of the greedy rule given
exists. Now the convergence with probability one is defined formally in the following definition:
, · · · , be the minimizing sequence obtained by Algorithm GDS. Suppose that z * is one of the global optimal solutions of Problem (P σ ). If
then the algorithm is said to converge with probability one to a global minimum. Lemma 1. Let z (k) be generated by Algorithm GDS and let z * be one of the global optimal solutions of 445 Problem (P σ ). Then, (18) holds if and only if for any given ε > 0,
Proof: Note that
and hence
, Ω ε ) = 0, for any ε > 0.
The result follows readily.
For Algorithm GDS, we have the following convergence theorem.
Proof: We will adapt the proof given for the main theorem in [47] to prove this theorem. In light of Definition 1 and Lemma 1, we only need to prove that for any given ε > 0 and δ > 0,
By virtue of Assumption (A1), F σ (z) is continuously differentiable in the box set Ω. Thus, F σ (z) is uniformly continuous. This means that there exists a δ, such that for anyz ∈ Ω, if z satisfies z −z ≤ δ,
∈ Ω, j = 1, · · · , q 2 , are generated randomly with the uniform distribution in Ω, we have
where m B δ (z * ) is the volume of the set B δ (z * ) and m(Ω) is the volume of the set Ω. The last inequality
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in (20) is valid due to the independency ofẑ
and z (l) . Through choosing δ appropriately, we have
Now we introduce the auxiliary variable y (l) defined by:
Denote K = 2(F σ (z(0)) − F σ (z * ))/ + 1, where · is the floor function. Through direct verification, we
The above inequality is equivalent to P y (l) = 0|z (l−1) ∈ Ω, z (l−1) / ∈ Ω ≤ 1 − γ.
For any δ > 0,
Similar to the proof given in [47] , we can show that
where C j l = j! l!(l−j)! . Substituting (24) into (23), we obtain for any given ε > 0 and δ > 0, lim l→∞ P ρ(z (l) , Ω ε ) ≥ δ = 0.
For Algorithm L-GDS and Algorithm L-RGDS, we have the following convergence theorem.
Theorem 4. Algorithm L-GDS (respectively, Algorithm L-RGDS) converges with probability one to a global minimum.
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Proof. The results follow readily from the local convergence of Algorithm L-BFGS and Theorem 3.
Appendix C. List of test functions for box constrained optimization
Separability: A function of p variables is called separable, if it can written as a sum of p functions of just one variable [48] . Otherwise, a function is called nonseparable. In general, separable functions are relatively easy to solve, when compared with nonseparable (for short, Insep.) functions. 
