Extreme lattices and vexillar designs  by Meyer, Bertrand
Journal of Algebra 322 (2009) 4368–4381Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Extreme lattices and vexillar designs
Bertrand Meyer
Institut de mathématiques de Bordeaux - UMR 5251, Université Bordeaux 1 - 351, cours de la libération, 33 405 Talence Cedex, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 12 December 2008
Available online 15 October 2009
Communicated by Eva Bayer-Fluckiger
Keywords:
Design
Extreme lattice
Hermite constant
We deﬁne a notion of vexillar design for the ﬂag variety in the
spirit of the already known spherical designs. We explain how
the orbits of any ﬂag under the action of a ﬁnite group can be
a design. We show that a lattice is locally optimal for the general
Hermite constant when its minima form a 4-design. The reasoning
proves useful to show the extremality of many new expected
examples (E8, Λ24, Barnes–Wall lattices, Thompson–Smith lattice
for instance) that were out of reach until now.
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A very general form of Hermite constant associated with an algebraic group over some number
ﬁeld and a strongly rational irreducible representation was introduced in [16]. The framework of
this constant is large enough to encompass all the previously studied generalisations of the Hermite
constant, for instance the Rankin constant or the Humbert constant. Furthermore, this new deﬁnition
provides a good point of view to tackle number theoretic issues such as looking for rational points of
minimal height on the ﬂag variety or writing results in the spirit of Siegel lemmas. Yet to that day,
very few is known about explicit structures achieving these constants.
In this article, we shall stay on the ﬁeld of rational numbers and escape any number theoretical
background. We choose once for all an integer n and a sequence of non-increasing natural integers
(λ˘i)1is˘ less than n. The Hermite constant associated with the general linear group and the polyno-
mial representation of weight λ can be expressed after reformulation as follows:
Deﬁnition 0.1. The Hermite invariant of a full-rank lattice L contained in Rn is deﬁned by
γλ,n(L) = inf
Λ⊂L
det(Λ1) · · ·det(Λs˘)
(det(L))
|λ|
n
, (0.1)
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all 1 i  s˘.
Deﬁnition 0.2. The Hermite constant γλ,n is deﬁned by
γλ,n = sup
L
γλ,n(L), (0.2)
where the supremum is taken over all the full-rank lattices L of Rn .
A lattice L is called λ-extreme when it achieves a local maximum of γλ,n(L). A complete theory
to characterise λ-extreme forms has been issued in [13]. Yet, to that day, very few examples of λ-
extreme lattices have been displayed in the general case: one of the goal of this paper is to prove
that lattices such as for instance the Leech lattice, some of the root lattices, the Barnes–Wall lattices
or the Thompson–Smith lattice are indeed extreme for any weight λ. Considering the ubiquity in
the literature of these examples, some of them (e.g. E8 or the Leech lattice) provide also good lower
bounds for the general Hermite constant and serious candidates to be actually the global maxima
of γλ,n(L).
A notion of spherical design was introduced by Delsarte, Goethals and Seidel in the paper [7]. Later,
Venkov [15] showed that the so-called strongly perfect lattices, the minimal vectors of which carry
a 4-design, are extreme lattices. Lempken, Schröder and Tiep [12] explored designs arising as orbits
of ﬁnite groups. By using the automorphism groups of lattices, they concluded that some lattices
carry 4-designs and are therefore extreme in the usual sense. This procedure was further used by
Bachoc, Coulangeon and Nebe in [3] for Grassmannians in relation with the Rankin invariant and the
method of Delsarte, Goethals and Seidel was further expanded in [2]. Besides the groups that provide
Grassmannian 4-designs by orbits were classiﬁed in [14]. Whenever the automorphism group of a
lattice occurs in that classiﬁcation, this lattice is extreme for the Rankin invariant.
We recall some notions on the ﬂag variety in Section 1, and how the space of regular functions
on it decomposes into orthogonal irreducible components under the action of the orthogonal group
in Section 2. This can be explicitly performed by using determinantal monomials and Young tableaux.
Then in Section 3, we construct and explicit some zonal functions of low degree. This enables us to
deﬁne in Section 4 a notion of vexillar design, which suits our needs for the general Hermite constant.
In particular, we show some equivalent conditions for a ﬁnite set to be a design. If a subgroup G
of O(n) has no harmonic invariant of degree d for 1  d  t , then any ﬁnite G-orbit is a t-design.
In Section 5, we exhibit the link between 4-designs and extreme lattices. In the last section, we
describe some examples which beneﬁt from this theory and show for instance that the root lattice E8,
the Leech lattice Λ24, the Barnes–Wall lattices, and the Thompson–Smith lattice are new λ-extreme
lattices for all λ.
1. Prolegomena
Deﬁnition 1.1. Let us call ﬂag of the vector space Rn of shape d = (d1, . . . ,d) and let us denote 
any sequence of embedded subspaces
: {0}  V  · · ·  Vi  · · ·  V1  Rn, (1.1)
the dimension di = dim Vi of which has been ﬁxed once for all.
Let us take m = d1, m1 = d , m2 = d−1 −d, . . . ,mi = d+1−i −d+2−i when i lies between 2 and 
and m+1 = n − d1. The set of all ﬂags of shape d constitutes a variety, denoted Dd; it identiﬁes with
the quotient O(n)/O(m1) × · · · × O(m+1). We shall mark in the sequel a ﬂag  by a matrix with
orthonormal columns X ∈ Mn,m(R) the di ﬁrst column vectors of which span the space Vi ; the
matrix X is not unique but these matrices deduce one from the other by a right multiplication of
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canonical basis of Rm .
Deﬁnition 1.2. Let us call partition any non-increasing ﬁnite sequence of natural integer μ =
(μ1, . . . ,μu). The degree, denoted |μ|, of a partition is the sum of its parts; the depth, denoted μ,
is the number of its parts. The transpose partition of μ is denoted μ˘ = (μ˘1, . . . , μ˘u˘).
A partition μ can be represented by its Ferrer diagram, which is a drawing in the ﬁrst quadrant of
u rows of boxes of lengths (μi)1iu or else of u˘ columns of lengths (μ˘i)1iu˘ .
Deﬁnition 1.3. A tableau T is the data of a Ferrer diagram inscribed with natural integers, T (i, j)
referring to the entry located at the abscissa i and the ordinate j. A tableau is said standard when the
integers written in the diagram are increasing along the columns and non-decreasing along the rows.
The content CT of a tableau T is the count for any integer of its number of occurrence in T .
Example 1.4. We call initial tableau and write T0 or Θ0 the standard tableau
t
:
2 2 · · · 2
1 1 1 · · · 1
.
Its content CT0 is equal to the shape of T0.
Deﬁnition 1.5. We call bitableau B any ordered pair of tableaux {T ,Θ} of equal shape. A bitableau is
said standard if the two tableaux that compound it are standard. The content of a bitableau B is the
pair of its contents (CT ,CΘ).
In this article, we shall only consider bitableaux with entries between 1 and n on the left and
entries between 1 and m on the right.
The letter X will always indicate the matrix
X =
⎛
⎜⎝
x1,1 · · · x1,m
...
...
xn,1 · · · xn,m
⎞
⎟⎠
the entries (xi, j)1in,1 jm of which are the unknowns and Reg(Mn,m(R)) the space of regular
functions in the n ·m variables. This space is equipped with the Euclidean scalar product [·,·] deﬁned
by [xα, xα] = α!/|α|! for xα = xα1,11,1 · · · xαn,mn,m , α! = α1,1! · · ·αn,m! and by [xα, xβ ] = 0 if α = β .
Deﬁnition 1.6. Of a bitableau {T ,Θ} we can form a determinantal monomial, said of shape μ,
M{T ,Θ} =
u˘∏
i=1
det(xT (i, j),Θ(i, j′))1 j, j′μ˘i (1.2)
which is a product of minors of X , where the choice of the excerpted rows is commanded by the
column from the left tableau T and the choice of the columns by the concomitant column from the
right tableau Θ .
As a consequence of the straightening law by Doubilet et al. [8], we have:
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bitableau, sets up a basis of the Hilbert space of regular functions Reg(Mn,m(R)).
Deﬁnition 1.8. We denote by It(X) the ideal of Reg(Mn,m(R)) spanned by the minors of size t of X .
For a partition μ, I(μ)(X) denotes the product of ideals I(μ)(X) = Iμ˘1 (X) · · · Iμ˘u˘ (X).
A criterion makes it easy to check the membership to this ideal. Let us call, for any partition μ,
t(μ) =∑+∞k=t μk the number of boxes of μ above the tth column.
Proposition 1.9. A monomial M of shape σ belongs to the ideal I(μ)(X) if and only if, for any integer t, the
inequality t(σ ) t(μ) holds (see [5], read also Chapter 11 of [4]).
Deﬁnition 1.10. We shall also denote I(μ)> (X) the ideal spanned by the ideals I(σ )(X) indexed by the
partitions σ which strictly contain μ in the sense of the inclusion of Ferrer diagram.
We recall that the polynomial representations of GLn(R) are parametrised by the set of all parti-
tions μ with less than n parts (see [9] for more details).
Deﬁnition 1.11. We denote by Sμ the Schur functor: the space Sμ(Rn) is the irreducible polynomial
representation of GLn(R) of weight μ.
Any irreducible polynomial representation appears like that.
Remark 1.12. We recall that the Schur module Sμ(Rn) is simply the symmetric power Sym|μ|(Rn)
when μ = 1 and the exterior power ∧|μ|(Rn) when μ˘ = 1.
Proposition 1.13. When T runs through the set of standard tableaux, the monomials M{T ,Θ0} are linearly
independant and span a GLn(R)-module for left multiplication that is isomorphic to Sμ(Rn).
We shall simply write eT to denote the image of M{T ,Θ0} . By linearity, any formal sum of tableaux
inscribed with vectors of Rn can be seen as an element of Sμ(Rn).
The space of regular functions on Mn,m(R) ∼= Rn ⊗Rm naturally possesses a structure of GLn(R)×
GLm(R)-module under the action of the left multiplication of the variable by an element of GLn(R)
and right multiplication by an element of GLm(R). The ideals I(μ)(X) are invariant under this action;
the scalar product [·,·] is invariant under the action of the subgroup O(n) ×O(m).
Theorem 1.14. The decomposition of the space of regular functions into irreducible GLn(R) × GLm(R)-
modules Mμ is given by
Reg
(Mn,m(R))= ⊥⊕
μ
Mμ ∼=
⊥⊕
μ
Sμ
(
Rn
)⊗ Sμ(Rm), (1.3)
where μ runs through the partitions with less than m and n parts and the isomorphism holds componentwise
(see [4]).
We shall write φ for the isomorphism from Sμ(Rn)⊗ Sμ(Rm) to Mμ of Eq. (1.3). It can be further
demonstrated that:
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1. Mμ is the unique GLn(R) × GLm(R)-invariant complement of the ideal I(μ)> (X) in I(μ)(X) (see Section 3
of [5]).
2. The isomorphism φ satisﬁes
φ(eT ⊗ eΘ) =M{T ,Θ} + Iμ>(X) ∈ I(μ)/I(μ)>
for any pair of vectors eT ∈ Sμ(Rn) and eΘ ∈ Sμ(Rm).
If in one of the tableaux of {T ,Θ} all the indices of any column repeat themselves among all the
longer columns, then the monomial M{T ,Θ} belongs to Mμ . Nevertheless in general, M{T ,Θ} does
not necessarily belong to Mμ .
Remark 1.16. The homogeneous polynomials of degree k of Reg(Mn,m(R)) correspond to the sum of
the spaces indexed by a partition μ of degree |μ| = k.
2. Square integrable functions on the ﬂag variety
Deﬁnition 2.1. Let L 2(Dd) be the space of square integrable functions on the ﬂag variety Dd equipped
with the Haar measure of total measure 1.
We shall deduce the structure of L 2(Dd) from Reg(Mn,m(R)). Any regular function of
Reg(Mn,m(R)) stable under the action on the right by O(m) affords a function of L 2(Dd) by restric-
tion. The space L 2(Dd) is equipped with the scalar product 〈 f , g〉 =
∫
Dd
f · g , which is proportional
to the scalar product [·,·] on any irreducible sub-O(n) ×O(m)-module of L 2(Dd).
Deﬁnition 2.2. We denote by S[μ] the irreducible representation of weight μ of O(n).
S[μ] vanishes unless μ has less than n/2 parts.
Proposition 2.3. As an O(n)-module, the space Sμ(Rn) decomposes into a sum
Sμ
(
Rn
)= S[μ](R) ⊥⊕ Jμ,
where Jμ is a sum of irreducible representations of O(n) of weight σ with t(σ ) t(μ) for any integer t.
Let us denote [eT ] the orthogonal projection on S[μ](Rn) of eT . Suppose that the same integer v
appears in two distinct columns, and that there are more indices less than v repeated in both columns
than there are indices less than v absent of the two columns, then we say that T contains a violation.
Lemma 2.4. The set of vectors [eT ] without violation provides a basis of S[μ](Rn) (see [11]).
The space Jλ is spanned (see Section 8 in [11]) by the set of the sums V in Sμ(Rn) of tableaux
inscribed with vectors constructed as follows: we start from a tableau vector V0 of Sμ(Rn), we se-
lect r boxes in each of two distinct columns, then V is the sum of the tableaux V0 in which the
inscriptions of the selected boxes have been substituted respecting the order by the sequence of vec-
tors ei1 , . . . , eir for any multi-index (i1 < · · · < ir) ⊂ [[1,n]]. Let Cr1 and Cr2 be the r selected boxes in
two different columns of V0. It is clear from the description of Jμ that the polynomial φ(V ⊗ eΘ)
comprises the following factor
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I=i1<···<ir
det
(
(xi, j) i∈I
j∈Cr1
)
det
(
(xi, j) i∈I
j∈Cr2
)
mod I(μ)>
which is quite simply the expression of the scalar product in
∧r Rn of ∧ j∈Cr1 u j and ∧ j∈Cr2 u j where
u j denotes the jth column vector of X . This expression is invariant under the action of O(n) (see
Section 5 of [6]). Evaluated in the orthonormalised matrix X which represents the ﬂag , this ex-
pression even equals to 1 when Cr1 = Cr2 and to 0 otherwise. Thus the polynomials of Jμ⊗Sμ(Rm)O(m)
identify, as polynomial functions on Dd , with polynomials of lower degree and we get
Theorem 2.5. The decomposition ofL 2(Dd) is given by
L 2(Dd) ∼=
⊕
μ
S[μ]
(
Rn
)⊗ Nμ ∼=⊕
μ
S[μ]
(
Rn
)⊕nμ
, (2.1)
where μ runs through the partitions with less than m parts and nμ is the dimension, possibly zero, of the
invariant subspace Nμ = Sμ(Rm)O(m) .
Let us eventually describe some of the stable subspaces Nμ . To that end, we introduce the averag-
ing map ϕ : V ∈ S[μ](Rm) → ∫O(m) τ · V dτ and calculate its image for degμ 4.
• Let Θ be a standard tableau and suppose that its content is not even for some integer v .
Then, swapping in eΘ the vector ev with its opposite leads to the equality ϕ(eT ) = ϕ(−eT ).
So ϕ(eT ) = 0. Thus n , n , n , n , n , n all vanish since any of the standard tableaux of those
shapes must have an odd number among its content.
• N is of dimension n =  and is spanned by the vectors∑div<di−1 εv εv for i between 1 and .
Indeed, the vectors εv εv and εv ′εv ′ are in the same orbit under O(m) if di  v, v ′ < di−1, thus
ϕ( εv εv ) = ϕ( εv ′εv ′ ). So, ϕ( εv εv ) = 1di−1−di
∑
div<di−1 εv εv . But
∑
div<di−1 εv εv is invariant
under O(m), which completes the justiﬁcation.
• N is of dimension n = (+1)2 and is spanned by the vectors
∑
div<di−1,diw<d j−1 εv εv εwεw
for i  j between 1 and .
• N is of dimension n =  and is spanned by the vectors∑div<w<di−1 εv εvεwεw for i  j between 1
and .
To summon up, we have
Theorem 2.6. The space of polynomial functions of degree less than 4 is reduced to
R ⊕ S[ ](Rn)⊗ N ⊕ S[ ](Rn)⊗ N ⊕ S[ ](Rn)⊗ N .
We set for the rest of the text Υdι =
∑
vdι εv εv ∈ N for 1  ι  s; these vectors form a basis
of N .
In the sequel, we shall always suppose that μ possesses less than m/2 parts.
3. Zonal functions
Deﬁnition 3.1. For any non-zero sub-O(n)-module V of L 2(Dd), we call zonal function of V a func-
tion Z :Dd ×Dd → R which satisﬁes that
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2. for τ ∈ O(n), we have Z(τ,τ′) = Z(,′).
We denote by Z(V ) the set of zonal functions of V .
Let (hi)1iN be an orthonormal basis of S[μ](Rn).
Deﬁnition 3.2. For any Ξ and Ξ ′ in Nμ , we deﬁne the map ZΞ,Ξ ′ (,′) by
ZΞ,Ξ ′(,
′) = 1
N
N∑
i=1
φ(hi ⊗ Ξ)() · φ(hi ⊗ Ξ ′)(′). (3.1)
The expression ZΞ,Ξ ′ is bilinear in Ξ and Ξ ′ .
Proposition 3.3. Let Ξ and Ξ ′ be two elements of Nμ ,
1. ZΞ,Ξ ′ (,′) does not depend on the choice of the orthonormal basis (hi)1iN .
2. The application ZΞ,Ξ ′ belongs to Z(L 2(Dd)) and bijectively sends φ(S[μ] ⊗ Ξ) onto φ(S[μ] ⊗ Ξ ′) by
convolution.
Proof. Let (h′i)1iN be an other orthonormal basis of S
[μ](Rn), which we express in terms of the
ﬁrst one by h′i =
∑N
j=1 α j,ihi for all i. Then, by linearity of the morphism φ and by orthogonality of
the coeﬃcients ((α j,i))1 j,iN ,
N∑
i=1
φ
(
h′i ⊗ Ξ
)
() · φ(h′i ⊗ Ξ ′)(′) = ∑
1i, j, j′N
α j,iα j′,iφ(h j ⊗ Ξ)() · φ(h j′ ⊗ Ξ ′)(′)
=
∑
1 j, j′N
(
N∑
i=1
α j,iα j′,i
)
φ(h j ⊗ Ξ)() · φ(h j′ ⊗ Ξ ′)(′)
= ZΞ,Ξ ′(,′).
The second point is nothing more than a rephrasing of the ﬁrst, taking into account that the scalar
product is O(n)-invariant. 
Lemma 3.4. Let V be a sub-O(n)-module of L 2(Dd). If the dimension of Z(V ) is less than 1, then V is
irreducible.
Proof. This lemma is quite classic (see [15]). As a consequence, Z(L 2(Dd)) is fully described by the
functions (ZΞ,Ξ ′ )Ξ,Ξ ′∈Nμ when μ varies. 
Calculations
In the case of the Grassmannians, i.e. when  = 1, the multiplicities of the isotypic spaces never
exceed 1; the zonal functions have been calculated in [10]. We compute some zonal functions for
μ = , Ξ = Υdι and Ξ ′ = Υdι′ .
According to what we have recollected, the space J is spanned by
∑n
i=1 ei ei on the one hand.
On the other hand, the violation-free vectors are the ( ei e j )1i< jn , which are already orthogonal
to J , and the ( ei ei )2in . The projection on S[ ](Rn) of these latters are the vectors ( ei ei −
e1 e1 )2in , the (dimension (n − 1) × (n − 1)) Gram matrix of which has for inverse
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⎜⎜⎜⎜⎝
2 1 · · · 1
1 2
. . .
...
...
. . .
. . . 1
1 · · · 1 2
⎞
⎟⎟⎟⎟⎠
−1
=
⎛
⎜⎜⎜⎜⎜⎜⎝
n−1
n − 1n · · · − 1n
− 1n n−1n
. . .
...
...
. . .
. . . − 1n
− 1n · · · − 1n n−1n
⎞
⎟⎟⎟⎟⎟⎟⎠
.
In full generality Z ε j ε j ,ε j′ε j′
(X, X′ ) is equal to
∑
2in
(
x2i, j − x21, j
)(
x′2i, j′ − x′21, j′
)− 1
n
∑
2i,i′n
(
x2i, j − x21, j
)(
x′2i′, j′ − x′21, j′
)+ ∑
1i =i′n
xi, j xi′, jx
′
i, j′x
′
i′, j′ .
Since the orthogonal group O(n) acts transitively on the set of all ﬂags, we can content ourselves in
computing ZΥdι ,Υdι′
(0,) where 0 is the ﬂag of shape λ spanned by the vectors (ei)1is . This
amounts to substitute the xi, j by the Kronecker symbol δi, j . At the end we get
ZΥdι ,Υdι′
(0,) =
∑
1idι
1 jdι′
x2i, j −
dι
n
∑
dι<in
1 jdι′
x2i, j .
The ﬁrst sum identiﬁes with the sum of the square norms of the projection of the dι′ ﬁrst vectors
of X on (0)ι the ιth space of 0, in other words with the trace Tr(pr(0)ι ◦ pr()ι′ ) or equivalently
with the sum of the square cosines of the principle angles deﬁned between (0)ι and ι′ . The second
sum equals dι′ since X is a matrix with orthonormal columns.
In general we have thus
Proposition 3.5. The zonal function ZΥdι ,Υdι′
is given by
∀,′ ∈Dd, ZΥdι ,Υdι′ (,
′) = Tr(prι ◦ pr′ι′ ) −
dιdι′
n
. (3.2)
4. Vexillar designs
We shall use in the sequel the Haar measure d on the ﬂag variety Dd normalised to one.
Deﬁnition 4.1. We call vexillar t-design any ﬁnite subset D of the ﬂag manifold Dd such that
for any polynomial function f of degree less than or equal to t , i.e. a function belonging to⊕
|μ|t, μm S[μ](Rn)⊕nμ , the following formula holds
∫
Dd
f ()d = 1|D|
∑
∈D
f (). (4.1)
The following result generalises Theorem 3.2 of [15] and Theorem 4.2 of [3].
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1. The set D is a t-design.
2. For any homogeneous polynomial of degree d t, for any τ ∈ O(n), we have
∑
∈D
f () =
∑
∈D
f (τ .).
3. For any partition μ of degree 0 < |μ|  t, for any Ξ ∈ Nμ = Sμ(Rm)O(m) and for any function f of
φ(S[μ] ⊗ Ξ), the sum∑∈D f () is zero.
4. For any partition μ of degree 0< |μ| t, for any Ξ and Ξ ′ ∈ Nμ and for any ′ ∈Dd,
∑
∈D
ZΞ,Ξ ′(,
′) = 0.
Proof. We organise the proof as follows.
1.
a. 3.
e.
c.
4.
d.
2.
b.
a. Since the measure d is invariant under the variable change  → τ ., we have, using Eq. (4.1)
twice,
∑
∈D
f () = |D|
∫
Dd
f ()d = |D|
∫
Dd
f (τ .)d =
∑
∈D
f (τ .).
b. The map φ(S[μ] ⊗ Ξ) → R deﬁned by f →∑∈D f () is a linear application. Its kernel is an
O(n)-irreducible subspace which is non-trivial because of the rank theorem. It cannot be but the
whole space φ(S[μ] ⊗ Ξ), which accounts for the vanishing of the sum for any f .
c. This comes from ZΞ,Ξ ′ (·,′) belonging to the space φ(S[μ] ⊗ Ξ).
d. The set of the functions ZΞ,Ξ ′ (·,′) spans under the action of O(n) an irreducible non-zero space,
which as a consequence can only be φ(S[μ] ⊗ Ξ). Thus the vanishing of the sum extends to the
whole space.
e. Let f be a function of degree less than or equal to t , which we decompose by projection on the
isotypic component into f =∑degμt fμ . The integral can be computed as follows
∫
Dd
f ()d = 〈 f ,1〉 = 〈 f0,1〉 = 1|D|
∑
∈D
f0() = 1|D|
∑
∈D
f ()
taking into account the hypothesis and the pairwise orthogonality of the spaces S[μ](Rn)⊕nμ . 
As in [12] and [3], we have the following theorem, which connects t-designs with group theory.
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equivalent:
1. The decomposition of the vector space
⊕
|μ|t, μm S[μ](Rn)⊕nμ as invariant G-modules contains the
trivial representation 1G only once.
2. For any ﬂag 0 , the orbit G · 0 of 0 under the action of G forms a t-design.
Proof. For any partition μ of degree 0 < |μ|  t and elements Ξ and Ξ ′ of Nμ , we consider
the application  →∑g∈G ZΞ,Ξ ′ (g.,′), where ′ ∈ Dd is ﬁxed. This is a G-invariant map of
φ(S[μ](Rn) ⊗ Ξ). But because of 1., only the constant functions can be G-invariant and non-zero at
the same time. Thus
∑
∈G·0 ZΞ,Ξ ′ (,
′) = 0, which is a necessary and suﬃcient condition (cf. 4.
of Theorem 4.2) for G · 0 to be t-design.
Conversely, if the trivial representation 1G appears more than once among⊕
|μ|t, μm S[μ](Rn)⊕nμ , it is because there is a non-zero G-invariant function that belongs to some
subspace φ(S[μ] ⊗ Ξ) with 0 < |μ|  t . For some ﬂag 0, f (0) is non-zero and ∑∈G·0 f () =|G| · f (0) does not vanish neither. Thus G · 0 is not a t-design. 
Corollary 4.4. For the orbit G · 0 of a ﬂag 0 under the action of a ﬁnite subgroup G of the orthogonal
groupO(n) to constitute vexillar t-design, it is necessary and suﬃcient that the orbit of the subspace of maximal
dimension (0)1 be a Grassmannian t-design.
Proof. Up to multiplicities, the non-empty isotypic components which appear in the decomposition
of
⊕
|μ|t, μm S[μ](Rn)⊕nμ remain the same when we restrict to the Grassmannians of dimen-
sion m. 
Remark 4.5. Many Grassmannian designs were constructed in [3,1,14] as orbits of a given subspace.
5. Strongly perfect lattices
We ﬁx in this section a partition λ with less than n parts. We suppose that the parts (λ˘i)1is˘
of λ˘ exactly take all the values (di)1i but can possibly be repeated. The determinant of a lattice
is the determinant of the Gram matrix of one of its basis. To any lattice L contained in Rn , we recall
that the Hermite invariant γλ,n(L) is given by
γλ,n(L) = inf
Λ⊂L
det(Λ1) · · ·det(Λs˘)
(det(L))
|λ|
n
, (5.1)
where Λ = (Λ1, . . . ,Λλ˘) is a chain of nested sub-lattices of L satisfying the condition rk(Λi) = λ˘i for
all 1  i  s˘. In the setting of [16], the partition λ is actually the weight of a representation of the
general linear group.
A minimal ﬂag of L is a chain of nested sublattices that achieves the minimum γλ,n(L). The set of
minimal ﬂag is denoted Sλ(L). The set Sλ(L) is ﬁnite; its cardinal is denoted sλ .
With a ﬂag of lattices Λ = (Λ1, . . . ,Λλ˘), we associate the sum of the orthogonal projections prΛi on
the vector space spanned by Λi ,
ΠΛ =
s˘∑
i=1
prΛi ,
which is a symmetric endomorphism.
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1. A lattice is called λ-perfect if the endomorphisms (ΠΛ)Λ∈Sλ(L) span the space of symmetric
endomorphisms.
2. A lattice is called λ-eutactic if the identity is a linear combination with only positive coeﬃcients
of all the sums of projections (ΠΛ)Λ∈Sλ(L) .
3. A lattice is called λ-extreme if it achieves a local maximum of γλ,n(L).
The relevance of these deﬁnitions is rooted in the following à la Voronoi result.
Theorem 5.2. A lattice is λ-extreme if and only if it is λ-perfect and λ-eutactic [13].
Deﬁnition 5.3.
1. We say that a lattice is λ-strongly perfect if the set of all its minimal ﬂags of shape λ carries a
4-design.
2. We say that a lattice is λ-strongly eutactic if it is λ-eutactic and all the eutaxy coeﬃcients are
identical.
Proposition 5.4. A lattice the minimal ﬂags of which form a 2-design is λ-strongly eutactic.
Proof. We shall show that the sum S =∑Λ∈Sλ(L) ΠΛ is equal to |λ|·sλn Id. Since the collection of the
sums of projections Π0 spans the space of symmetric endomorphisms when 0 runs through the
set of ﬂags Dd , it suﬃces to check that 〈S,Π0 〉 = sλ·|λ|
2
n for any 0. This equality is fulﬁlled since
on the one hand,
〈ΠΛ,Π0〉 =
∑
1i, js
(
ZΥ
λ˘i
,Υ
λ˘i
(Λ,0) + λ˘ j λ˘ j
n
)
according to calculation (3.2) and on the other hand according to the Theorem 4.2 of characterisation
of designs the sum
∑
Λ∈Sλ(L) ZΥλ˘i ,Υλ˘i (Λ,0) vanishes. 
Theorem 5.5. A λ-strongly perfect lattice is λ-extreme.
This result extends a classical theorem by Venkov (Theorems 6.4 of [15]) and Theorem 6.2 of [3];
its proof follows the ideas of [15].
Proof. Taking into account Theorem 5.2 and Proposition 5.4, we are still left to prove that a strongly
perfect lattice is perfect.
To that end, we show that the matrix C = (〈Π,Π′ 〉),′∈Sλ(L) has rank n(n + 1)/2. Let us
denote PΥ
λ˘ι1
,Υ
λ˘ι2
the matrix whose entry at (,′) is (ZΥ
λ˘ι1
,Υ
λ˘ι2
(,′)),′∈Sλ(L) and compute the
matrix product PΥ
λ˘ι1
,Υ
λ˘ι2
· PΥ
λ˘ι3
,Υ
λ˘ι4∑
′′∈Sλ(L)
ZΥ
λ˘ι1
,Υ
λ˘ι2
(,′′)ZΥ
λ˘ι3
,Υ
λ˘ι4
(′′,′)
= 1
N2
∑
′′∈Sλ(L)
∑
1i, jN
(hi ⊗ Υλ˘ι1 )()(hi ⊗ Υλ˘ι2 )(
′′)(h j ⊗ Υλ˘ι3 )(
′′)(h j ⊗ Υλ˘ι4 )(
′)
= 1
N2
∑
1i, jN
(hi ⊗ Υλ˘ι1 )()(h j ⊗ Υλ˘ι4 )(
′)
∑
′′∈S (L)
(hi ⊗ Υλ˘ι2 )(
′′)(h j ⊗ Υλ˘ι3 )(
′′).
λ
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′′)(h j ⊗ Υλ˘ι3 )(
′′) is of degree 4 and can decompose
into a sum on its isotypic components
f = f0 + f + f + f .
Since Sλ(L) is a 4-design, the sum
∑
′′∈Sλ(L) f (
′′) + f (′′) + f (′′) vanishes. Besides,
f0 = 〈 f ,1〉1 = 〈hi ⊗ Υλ˘ι2 ,h j ⊗ Υλ˘ι3 〉1 =
κi, j
n δi, j1, where δi, j is the Kronecker symbol and κi, j =
n ·min(λ˘i, λ˘ j) − λ˘i λ˘ j .
∑
′′∈Sλ(L)
(hi ⊗ Υλ˘ι2 )(
′′)(h j ⊗ Υλ˘ι3 )(
′′) =
∑
′′∈Sλ(L)
f0(
′′)
= sλ · κι2,ι3
n
δi, j.
Eventually,
PΥ
λ˘ι1
,Υ
λ˘ι2
· PΥ
λ˘ι3
,Υ
λ˘ι4
= sλ · κι2,ι3
Nn
PΥ
λ˘ι1
,Υ
λ˘ι4
.
Then, denoting J the matrix with entries all equal to 1,
C =
∑
1i, js
PΥ
λ˘i
,Υ
λ˘ j
+ |λ|
2
n
J (5.2)
and, using the relations J PΥ
λ˘ι1
,Υ
λ˘ι2
= PΥ
λ˘ι1
,Υ
λ˘ι2
J = 0, which stem from Sλ(L) being a 2-design, and
posing κ =∑1i, js κλi ,λ j , so that
( ∑
1i, js
PΥ
λ˘i
,Υ
λ˘ j
)2
= sλ · κ
Nn
∑
1i, js
PΥ
λ˘i
,Υ
λ˘ j
, (5.3)
we end up by squaring with the relation
C2 = sλκ
Nn
∑
1i, js
PΥ
λ˘i
,Υ
λ˘ j
+ |λ|
4
n2
sλ J = sλκ
Nn
C + sλ
n2
(
|λ|4 − κ |λ|
2
N
)
J .
Finally,
C2 = sλκ
nN
C + sλ|λ|
2
n2
(
|λ|2 − κ
N
)
J . (5.4)
Since the matrices C2, C and J commute and are symmetric, they can be simultaneously diagonalised.
The matrix J has two eigenvalues which are sλ with multiplicity 1 and 0 with multiplicity sλ − 1. Let
us call (ωi)1is the eigenvalues of C , where ω1 is the eigenvalue associated with (1, . . . ,1). Since
nC J = |λ|2sλ J holds by multiplying (5.2) by J we have ω1 = |λ|2sλn . Next, using (5.4), for any i  2,
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the multiplicity of this eigenvalue, we obtain by a trace computation
Tr(C) = sλ
s∑
i=1
(2i − 1)λ˘i = |λ|
2sλ
n
+ α sλκ
nN
.
We get for α
α = nN
κ
(
s∑
i=1
(2i − 1)λ˘i − |λ|
2
n
)
= N = n(n + 1)
2
− 1.
Since the (κi, j) and κ itself are positive, the rank of C is exactly equal to
n(n+1)
2 and the lattice L is
perfect. 
6. Examples
In each of the following cases, we apply the criterion of Theorem 4.3 or its corollary to the au-
tomorphism group the lattices to show that any orbit is at least a 4-design. As a consequence, the
lattices are λ-strongly perfect and thus λ-extreme.
This method applies especially well to higher dimensional lattices, where even computing the
usual minimum is sometimes out of reach, or inﬁnite families of lattices. We name just a few of
them: some of the following lattices were already mentioned in [12] for the classical case and are
actually λ-extreme for any λ.
Theorem 6.1.We suppose in each case that the partition λ satisﬁes λ < n/2.
1. The root lattices D4 , E6 , E7 , E8 are λ-extreme for any λ.
2. The Thompson–Smith 248-dimensional lattice, the Fisher 78-dimensional lattice constructed by Schröder,
the 52-dimensional lattice related to the group 2 · F4(2) or the Leech lattice are λ-extreme.
3. The Barnes–Wall lattices are λ-extreme.
Proof. 1. As it was done in [3], to check that the trivial representation of a group G in⊕
|μ|2t, μm S[μ](Rn)⊕nμ occurs only once is equivalent to compare its number of occurrence in
Symt(Sym2(Rn)) with the one of O(n) since the irreducible component that are involved are the
same. Character theory provides a good tool to achieve the comparison.
Under the automorphism group of D4, E6 and E8, a ﬂag of the corresponding space is always a
2-design. Under the automorphism group of E8, a ﬂag of R8 is a 6-design. Under the automorphism
group of the Leech lattice, a ﬂag of R24 is a 10-design. At any rate, in all the cases the design is acute
enough for the lattice to be strongly perfect and thus extreme. This was already checked in [1] for
the Grassmannian case.
2. These lattices are related to particular groups. It was proven in [14] that their automorphism
groups afford Grassmannian 4-designs. Thus they also give rise to vexillar 4-designs and the associ-
ated lattices are extreme.
3. Let us denote Gk the automorphism group of the Barnes–Wall lattice of dimension n = 2k .
According to Theorem 5.1 of [1], we know that for any k  3 and d  6, the following invariants are
equal
((
Rn
)⊗d)Gk = ((Rn)⊗d)O(n).
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product, we can derive from Theorem 4.3 that the minimal ﬂag of the Barnes–Wall lattices are 6-
designs. As a consequence, they are λ-strongly perfect and λ-extreme. 
Proposition 6.2. The lattices K ′10 , K ′10
∗ and the Coxeter–Todd lattice K12 are λ-strongly perfect that has just
one part but not in general.
Proof. The same manipulations as for Theorem 6.1 can be performed. Yet, it turns out that there exist
an invariant polynomial relative to the partition . Thus the minimal vectors and their symmetric
powers are 4-designs but it is not the case for any other shape of λ (see [1]). 
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