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INVARIANTS OF THE ORTHOSYMPLECTIC LIE
SUPERALGEBRA AND SUPER PFAFFIANS
G.I. LEHRER AND R.B. ZHANG
Abstract. Given a complex orthosymplectic superspace V , the orthosymplectic
Lie superalgebra osp(V ) and general linear algebra glN both act naturally on
the coordinate super-ring S(N) of the dual space of V ⊗ CN , and their actions
commute. Hence the subalgebra S(N)osp(V ) of osp(V )-invariants in S(N) has a
glN -module structure. We introduce the space of super Pfaffians as a simple glN -
submodule of S(N)osp(V ), give an explicit formula for its highest weight vector, and
show that the super Pfaffians and the elementary (or ‘Brauer’) OSp(V )-invariants
together generate S(N)osp(V ) as an algebra. The decomposition of S(N)osp(V ) as a
direct sum of simple glN -submodules is obtained and shown to be multiplicity free.
Using Howe’s (gl(V ), glN )-duality on S(N), we deduce from the decomposition
that the subspace of osp(V )-invariants in any simple gl(V )-tensor module is either
0 or 1-dimensional. These results also enable us to determine the osp(V )-invariants
in the tensor powers V ⊗r for all r.
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1. Introduction
In [8, 9], we established the first and second fundamental theorems (FFT and
SFT) of invariant theory for the orthosymplectic supergroup. The FFT in particular
tells us that the invariants of the orthosymplectic supergroup all arise, in some
appropriate sense, from the bilinear form defining the supergroup. We continue the
study here to develop the invariant theory for the orthosymplectic Lie superalgebra.
This research was supported by the Australian Research Council.
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It is well-known that the invariant theory of the orthogonal Lie algebra, or special
orthogonal group, is more intricate than that of the orthogonal group. Consider
for example the actions of the complex orthogonal group O(m) and its Lie algebra
so(m) on the m-th tensor power of M = Cm. There exists an so(m)-module ho-
momorphism det : C −→ M⊗m where C is the trivial so(m)-module, given by the
composition C
∼−→ ∧mM →֒ M⊗m. This determinant map is also an O(m)-module
homomorphism, but C then needs to be thought of as the non-trivial 1 dimensional
O(m)-representation. The image of det is then not an O(m)-invariant, but a pseudo
O(m)-invariant in the sense that g(det) = det(g) det for any g ∈ O(m), where det(g)
is the determinant of g as an m×m matrix. Then for all r(≥ m), the subspace of
so(m)-invariants in M⊗r is “generated” by the determinant map and the pull-back
of the bilinear form defining O(m) (see e.g., [1, Appendix F]).
We study here the analogous question for the orthosymplectic Lie superalgebra.
The main issue is to understand those invariants of the orthosymplectic Lie super-
algebra, which are not invariants of the orthosymplectic supergroup. We show in
this work that to generate all osp-invariants, just one invariant of osp is required,
which is not an invariant of the orthosymplectic supergroup OSp. This is the super
Pfaffan. In references [13, 14], Sergeev anticipated the existence of a super Pfaf-
fian, which is such an invariant. However, the super Pfaffian remained somewhat
mysterious, as the arguments for its existence in [13, 14] were abstract.
By using integration over the supergroup in the Hopf superalgebraic setting [11,
12], we described in [9] a construction for the super Pfaffian, which is quite appealing
conceptually. In principle the construction allows one to compute the super Pfaffian,
but even in small dimensions, it is quite nontrivial to derive an explicit expression
for it this way, see Example 3.10 below. The aims of the present paper are to gain a
better understanding of the super Pfaffian, and to present a proof of its sufficiency
for generation of all invariants of osp.
We now briefly describe the main results of the paper.
Let V be a complex superspace with sdim (V ) = (m|2n), regarded as the natural
module for the orthosymplectic Lie algebra osp(V ) (see [9, §2.4] for details), and
let S(N) be the coordinate ring of the dual space of V ⊕N ≃ V ⊗C CN , the sum
of N copies of V . Then S(N) admits commuting actions of osp(V ) and glN , and
hence the subalgebra S(N)osp(V ) of osp(V )-invariants is a glN -module. Theorems
2.5 and 4.3 describe the decomposition of S(N)osp(V ) as a glN -module; specifically,
we determine the simple submodules and show that they all have unit multiplicity.
The highest weight vector of each simple submodule is obtained. These theorems
imply Corollary 5.3, which shows that dim(V λ)osp(V ) ≤ 1 for any simple tensorial
gl(V )- module V λ, and gives the necessary and sufficient conditions on the highest
weight λ for equality to hold.
We introduce the space Γ(N) of super Pfaffians in S(N)osp(V ) (see Definition
4.2); this is a simple glN -submodule. Theorem 3.5 proves the formula (3.5) for the
highest weight vector of Γ(N), which generates the entire space of super Pfaffians
as glN -module. The formula is simple and explicit, which renders transparent the
invariance properties of the super Pfaffians under the action of the orthosymplectic
Lie superalgebra. It plays a crucial role in the proof of Theorem 4.5.
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Theorem 4.5 is the first fundamental theorem (FFT) of invariant theory for the
orthosymplectic Lie superalgebra osp(V ). It states that the super Pfaffians and the
elementary invariants of the orthosymplectic supergroup (see Remark 2.2) generate
all invariants of the orthosymplectic Lie superalgebra acting on the superalgebra
S(N). This is analogous to the case of the orthogonal Lie algebra, but the super
Pfaffians in the current context are more complicated than the determinant.
The results on S(N) may be interpreted in terms of the tensor powers V ⊗N , lead-
ing to a thorough understanding of the subspace
(
V ⊗N
)osp(V )
of osp(V )-invariants
in V ⊗N for any N . The key results are given in Theorem 5.2 and Corollary 5.7.
There has been much interest in recent years in studying endomorphism alge-
bras of Lie superalgebras and Lie supergroups, and our results may also be in-
terpreted in terms of these associative algebras of endomorphisms. The FFT for
OSp(V ) asserts [8] that the endomorphism algebra EndOSp(V )(V
⊗r) is a quotient of
the Brauer algebra of degree r with parameter m − 2n, where sdim (V ) = (m|2n).
Now EndOSp(V )(V
⊗r) is contained as a proper subalgebra in Endosp(V )(V
⊗r). One
can deduce from Corollary 5.7 the additional endomorphisms needed. It would be
very worthwhile to better understand the structure of Endosp(V )(V
⊗r).
2. Invariants of the orthosymplectic supergroup
2.1. Preliminaries. Let V = Cm|2n = Cm⊕C2n, where Cm (resp. C2n) is the even
(resp. odd) subspace. Let (e1, e2, . . . , em) and (em+1, . . . , em+2n) be the standard
bases for Cm and Cn respectively and call B = (e1, e2, . . . , em; em+1, . . . , em+2n) the
standard basis of V . Endow V with an even non-degenerate supersymmetric bilinear
form ( , ), and write κ = (κij) with (ei, ej) = κij for all i, j. We shall choose the
basis B so that κ =
(
Im 0
0 η
)
with η =
(
0 In
−In 0
)
and Ir being the r×r identity
matrix. Then we have the evaluation map Cˆ : V ⊗ V −→ C, v ⊗ w 7→ (v, w), and
co-evaluation map Cˇ : C −→ V ⊗ V, defined by
(idV ⊗ Cˆ)(Cˇ(1)⊗ v) = (Cˆ ⊗ idV )(v ⊗ Cˇ(1)) = v, ∀v ∈ V.
In terms of the basis elements, we have
Cˇ(1) =
m+2n∑
a=1
ea ⊗ (κ−1)abeb.(2.1)
Denote by osp(V ) the orthosymplectic Lie superalgebra on V defined with re-
spect to this bilinear form. The restriction of the bilinear form to V0¯ (resp. V1¯)
is symmetric (resp. skew symmetric), thus we have the corresponding orthogonal
group O(V0¯) and symplectic group Sp(V1¯). Let OSp(V ) be the Harish-Chandra su-
per pair (OSp(V )0, osp(V )), where OSp(V )0 = O(V0¯) × Sp(V1¯). Then OSp(V ) can
be regarded as the orthosymplectic supergroup, as explained in [3].
It is clear that both the evaluation and co-evaluation maps are OSp(V )-invariant.
Fix a positive integer N . Let V N = V ⊗ CN , where CN is purely even. Denote
by S(N) the coordinate ring of (V N )∗ = HomC(V N ,C). Then S(N) is the complex
symmetric superalgebra over V N (cf. [9, §3.2]), and we have
S(N) = S((V N )0¯)⊗ ∧((V N )1¯).
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Clearly, S(N) = S(1)⊗ · · · ⊗ S(1)︸ ︷︷ ︸
N
. The Z+-grading of S(1) = ⊕k≥0Sk(1) with
S1(1) = V gives rise to a ZN+ -grading for S(N) = ⊕k1,...,kN≥0Sk1,...,kN (N) with
Sk1,...,kN (N) = Sk1(1)⊗· · ·⊗SkN (1). This provides a Z+-grading S(N) = ⊕k≥0Sk(N)
with Sk(N) = ⊕k1+···+kN=kSk1,...,kN (N), and we have a surjective homomorphism of
ZN+ -graded associative superalgebras
(2.2) π : S(N) −→ S((V N)0¯),
which is the identity on S((V N)0¯) and is the projection to the constant term (or
augmentation map) on ∧((V N)1¯). For any f ∈ S(N), we call π(f) its leading term.
There are commuting actions of gl(V ) and glN (and also of GL(V ) and GLN) on
V N = V ⊗CN , which naturally extend to S(N). A version of Howe duality [4] (also
see [2]) states that as a gl(V )× glN - module,
S(N) = ⊕µV µ ⊗ Lµ,(2.3)
where Lµ (resp. V
µ) is the simple module for glN (resp. gl(V )) with highest weight
µ = (µ1, µ2, . . . ), and the sum is over all partitions µ of length ≤ N lying in the
(m, 2n)-hook. The length of a partition µ is the largest integer k such that µk 6= 0,
and µ is within the (m, 2n)-hook if µm+1 ≤ 2n. Note that the decomposition (2.3)
is multiplicity free, that is, the multiplicity of each simple gl(V )× glN -submodule is
one. This result will be used repeatedly.
The gl(V ) (resp. GL(V )) action restricts to an action of the orthosymplectic Lie
superalgebra osp(V ) (resp. orthosymplectic supergroup OSp(V )) on S(N). It is
easy to see that S((V N )0¯) is an OSp(V )0-module with trivial Sp((V )1¯)-action, and
π is an OSp(V )0-module homomorphism.
To explain our computations explicitly, we take cordinates as follows: let f1 =
(1 0 0 . . . 0), f2 = (0 1 0 . . . 0), . . . , fN = (0 0 . . . 0 1) be the standard basis of C
N .
Then S(N) is the tensor product of the polynomial algebra in the even variables
xit = ei ⊗ ft (1 ≤ i ≤ m and 1 ≤ t ≤ N) and the Grassmann (i.e. exterior) algebra
generated by the odd variables θµt = em+µ ⊗ fj for 1 ≤ µ ≤ 2n, 1 ≤ t ≤ N .
Remark 2.1. In this notation, the ‘leading term map’ π satisfies π(xit) = x
i
t and
π(θµt ) = 0, for all i, t, µ.
2.1.1. Some notation. For t = 1, . . . , N , write
Xt := (X
1
t , . . . , X
m+2n
t ) = (x
1
t , . . . , x
m
t , θ
1
t , . . . , θ
2n
t );
this is an ordered basis of the subspace Vt := V ⊗ ft of V ⊗C CN .
Each Xat defines a complex valued linear function on (V
N )∗ = V ∗ ⊗ (CN )∗ in
the standard way, namely Xat (v¯ ⊗ f¯) = (−1)[ea][v¯]v¯(ea)f¯(ft) for any v¯ ∈ V ∗ and
f¯ ∈ (CN)∗. A monomial function Xa1t1 Xa2t2 . . .Xaktk then satisfies
Xa1t1 X
a2
t2 . . .X
ak
tk
(v¯ ⊗ f¯) = (−1)[ea1 ][v¯]
k∏
i=1
v¯(eai)f¯(fti).
We remark that for any supercommutative superalgebra Λ (e.g., the infinite Grass-
mann algebra in [9]), Λ⊗CS(N) may be regarded as the ring of polynomial functions
(V N)∗ −→ Λ.
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Let Q(N) = (qij) be the N ×N matrix with the (t, s)-entry given by
(2.4) qts := Xtκ
−1(Xs)
tr,
where tr denotes the transpose of a matrix. This definition is equivalent to
(2.5) Q(N) = Xκ−1Xtr,
where X =

X1
X2
.
.
.
XN
.
For any v¯⊗ f¯ ∈ (V N )∗, we have qst(v¯⊗ f¯) = (v¯⊗ v¯)(Cˇ(1))f¯(fs)f¯(ft), where Cˇ is
the co-evaluation map and Cˇ(1) is given by (2.1). As Cˇ(1) is OSp(V )-invariant, qst
is an OSp(V )-invariant in S(N) for any s, t.
For a = 1, . . . , m + 2n, let Xat =
∑m+2n
c=1 (κ
−1)acX
c
t and ∂at =
∂
∂Xa
t
. With this
notation, the actions of osp(V ) and of glN on S(N) may be described as follows.
The action of the orthosymplectic Lie superalgebra ospm|2n on S(N) is realised
by the differential operators Jab, defined as follows [16]:
Jab =
N∑
t=1
(
Xat∂bt − (−1)[a][b]Xbt∂at
)
, 1 ≤ a, b ≤ m+ 2n,(2.6)
where [ ] : {1, 2, . . . , m+ 2n} −→ {0, 1} with [a] = 0 if a ≤ m and [a] = 1 if a > m.
Let {Eij | 1 ≤ i, j ≤ N} be the standard basis of glN with the commutation relations
[Eij , Ekℓ] = δjkEiℓ − δℓiEkj. Then glN can be realised on S(N) by
Est =
m+2n∑
a=1
Xas ∂at, 1 ≤ s, t ≤ N.(2.7)
Note that since the Ett are just Euler operators, the subspaces Sk1,...,kN (N), which
are the homogeneous components of S(N) with respect to the ZN+ -grading of S(N),
are the weight spaces of this glN module, and the homogeneous Z+-graded subspaces
are eigenspaces of E =
∑N
t=1Ett. Evidently, the glN -action on S(N) preserves the
Z+-grading.
It is easy to show that the Laplacian operators ∂2st =
∑m+2n
a,b=1 κab∂bs∂at commute
with the generators Jab of osp(V ). Write (∂0¯)
2
st =
∑m
a,b=1 κab∂bs∂at and (∂1¯)
2
st =∑m+2n
a,b=m+1 κab∂bs∂at. Then ∂
2
st = (∂0¯)
2
st + (∂1¯)
2
st.
2.2. Invariants of the orthosymplectic supergroup. In this section, we study
the subalgebra of OSp(V )-invariants in S(N) from the above point of view. Denote
by S(N)osp(V ) the subalgebra of osp(V )-invariants in S(N), and by S(N)OSp(V ) that
of the OSp(V )-invariants. Then S(N)osp(V ) is stable under the action of OSp(V )0.
Further, the kernel of det : OSp(V )0 → {±1}, which is just SOSp(V )0 := SO(V0¯)×
Sp(V1¯) is contained in the enveloping algebra of the osp(V )-action on S(N), and
therefore acts trivially on S(N)osp(V ).
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It follows [1, Appendix F] that OSp(V )0 acts on the invariants of osp(V ), and we
have
S(N)osp(V ) = S(N)OSp(V ) ⊕ S(N)OSp(V ),det,(2.8)
where S(N)OSp(V ),det = {f ∈ S(N)osp(V ) | g(f) = det(g)f, ∀g ∈ OSp(V )0}; this
space will be referred to as the space of pseudo invariants of OSp(V ). Note that
both S(N)OSp(V ) and S(N)OSp(V ),det are semi-simple glN -submodules of S(N).
Remark 2.2. For i, j = 1, 2, . . . , N , we have defined in (2.4) the quadratic elements
qij of S(N). It follows from the FFT of invariant theory for the orthosymplec-
tic supergroup [9] that the subalgebra S(N)OSp(V ) is generated as superalgebra by
these quadratic elements qij , which will be referred to as the elementary OSp(V )-
invariants.
It follows from the block nature of κ and (2.4) that the quadratic OSp(V )-
invariants qij may be expressed as qij = pij + φij, where
pij =
m∑
k=1
xki x
k
j , φij =
2n∑
µ,ν=1
θµi (η
−1)µνθ
ν
j .(2.9)
A simple computation shows that pij and φij are OSp(V )0-invariant, and that
Jab(qij) = 0 when [a] = [b] (i.e. for the even operators Jab).
Fix N > 0, and for each k with 1 ≤ k ≤ N , we form the k × k-matrices
P (k) = (pij)
k
i,j=1, Φ(k) = (φij)
k
i,j=1, Q(k) = P (k) + Φ(k),
and define D(k) = detQ(k). Let Q˜(k) be the adjugate matrix of Q(k), that is,
(−1)i+jQ˜(k)ji is the determinant of the matrix obtained by removing the i-th row
and j-th column from Q(k).
Lemma 2.3. Assume that 1 ≤ k ≤ N and 1 ≤ j ≤ k. Then
∂aj(D(k)) = 2
k∑
r=1
XarQ˜(k)rj , 1 ≤ a ≤ m+ 2n,(2.10)
∂2jj(D(k)) = 2(m− 2n− k + 1)Q˜jj,(2.11)
∂2kk(D(k)
ℓ) = 2ℓ(m− 2n− k + 2ℓ− 1)D(k)ℓ−1D(k − 1),(2.12)
Eij(D(k)) = 2
k∑
r=1
qirQ˜(k)rj, 1 ≤ i ≤ N,(2.13)
D(k + 1) = qk+1,k+1D(k)− 1
2
k∑
r=1
qr,k+1Ek+1,r(D(k)).(2.14)
Proof. The proof of these formulae is straightforward, so we provide a sketch, leav-
ing details to the reader. Equation (2.10) is easily verified by direct computation.
Applying
∑m+2n
b=1 κab∂bj to (2.10) and summing over a from 1 to m+ 2n, we obtain
∂2jj(D(k)) = 2(m− 2n)Q˜jj + 2
k∑
r=1
Erj(Q˜(k)rj).
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This leads to (2.11) taking into account the following formulae:
Ejj(Q˜(k)jj) = 0, Erj(Q˜(k)rj) = −Q˜(k)jj, ∀r 6= j.(2.15)
Equation (2.10) gives
∑m+2n
a,b=1 κba∂ak(D(k))∂bk(D(k)) = 4D(k)D(k−1).This together
with (2.11) yields (2.12). Equation (2.13) follows from (2.10) immediately. For any
r ≤ k, we have Q˜(k+1)r,k+1 = −
∑k
s=1 qk+1,sQ˜(k)sr, and it then follows from (2.13)
that Q˜(k+1)r,k+1 = −12Ek+1,r(D(k)). Using this in the Laplace expansion ofD(k+1)
along its last column, we arrive at (2.14). 
It follows from (2.13) that
Eij(D(k)) =
 0, 1 ≤ i < j ≤ N,2D(k), 1 ≤ i = j ≤ k,
0, i = j > k.
Therefore, each D(k) is a glN -highest weight vector with weight 2ωk, where ωr =
(1, . . . , 1︸ ︷︷ ︸
r
, 0, . . . , 0) is the rth fundamental weight of glN .
Given any N -tuple of nonnegative integers (ℓ1, ℓ2, . . . , ℓN), we let
λ = (λ1, . . . , λN) = 2
N∑
i=1
ℓiωi.
It is clear that such λ comprise all even partitions of length ≤ N (i.e., those where
all rows have even length). Define
Dλ :=
N∏
i=1
D(i)ℓi .(2.16)
Since the operators Eij are derivations of S(N), the element Dλ, if nonzero, is a
highest weight vector of glN with weight λ. We next have
Lemma 2.4. If λm+1 ≤ 2n, then Dλ 6= 0.
Proof. The superalgebra S(N) is freely generated as supercommutative superalgebra
by the even generators X it (1 ≤ i ≤ m) and the odd generators X it (m + 1 ≤
i ≤ m + 2n). We may therefore consider the homomorphism of supercommutative
superalgebras
R : S(N) −→ ΛN−m := 〈{θjt | 1 ≤ j ≤ 2n, m+ 1 ≤ t ≤ N}〉(2.17)
defined by sending the generators, arranged in the matrix X, (see (2.5)) to the
elements of the matrix ( m 2n
m Im 0
N −m 0 Θ
)
,
where
Θ =

θ1m+1 . . . θ
2n
m+1
θ1m+2 . . . θ
2n
m+2
. . .
. . .
θ1N . . . θ
2n
N
 .
8 G.I. LEHRER AND R.B. ZHANG
To investigate the image of the matrix Q(k) under R, set
Ψ(s) =

φm+1,m+1 φm+1,m+2 . . . φm+1,s
φm+2,m+1 φm+2,m+2 . . . φm+2,s
. . . . . . . . . . . .
φs,m+1 φs,m+2 . . . φss
 .(2.18)
Then R(Q(k)) = Ik if k ≤ m, and R(Q(s)) =
(
Im 0
0 Ψ(s)
)
if s > m. In particular,
R(D(k)) = 1 for k ≤ m. We will prove the theorem by examining properties of Dλ
under the map R.
Let d be the length of λ (i.e., the largest i such that ℓi > 0). If d ≤ m, we have
R(Dλ) = 1. If d > m, let us consider ∇(λ)(Dλ), where
∇(λ) =
N∏
k=m+1
(
∂2kk
)λk/2 .(2.19)
By iterating (2.12), we obtain the formula
(∂2kk)
ℓ(D(k)ℓ) = C(k, ℓ)D(k − 1)ℓ,(2.20)
where
C(k, ℓ) =
ℓ∏
j=1
2j(m− 2n− k + 2j − 1), with C(k, 0) = 1.(2.21)
This leads to
∇(λ)(Dλ) = C(λ)D(m)
λm
2
m−1∏
i=1
D(i)ℓi, C(λ) =
N∏
k=m+1
C(k,
λk
2
).(2.22)
We note crucially that C(k, ℓ) 6= 0, if k > m and ℓ ≤ n. Thus
C(λ) 6= 0, as λk/2 ≤ λm/2 ≤ n for all k > m.(2.23)
Now R(∇(λ)(Dλ)) = C(λ), and hence Dλ 6= 0.
This completes the proof. 
With the help of Lemma 2.4, we can decompose S(N)OSp(V ) with respect to the
glN -action.
Theorem 2.5. The subalgebra of OSp(V )-invariants in S(N) has the following
multiplicity free decomposition as a glN -module
S(N)OSp(V ) =
⊕
λ
Lλ,
where Lλ is the simple glN -module with highest weight λ, and the sum is over all
partitions λ of length ≤ N all of whose parts are even and satisfy the condition
λm+1 ≤ 2n. Furthermore, for each λ, the element Dλ defined in (2.16) is a highest
weight vector of Lλ.
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Proof. It follows from (2.3) that S(N)OSp(V ) = ⊕µ(V µ)OSp(V ) ⊗ Lµ. By the FFT for
OSp(V ) [9], S(N)OSp(V ) is generated as superalgebra by the elementary invariants
qij (1 ≤ i, j ≤ N). Then the linear span of the elementary invariants is a simple
glN -module isomorphic to S
2(CN). Thus S(N)OSp(V ) is a quotient of S(S2(CN )), the
symmetric algebra over S2(CN). It is well known (see, e.g., [6, §7.8, Example (c)])
that S(S2(CN)) is multiplicity free and contains all the simple modules associated
with even partitions of length ≤ N . But it follows from Lemma 2.4 that if µ is an
even partition such that V µ appears as a submodule of S(N), then dim(V µ)OSp(V ) =
1. This proves the first assertion, while the second one has already been proved. 
Having understood the invariants of OSp(V ), we now turn to the study of the
space of pseudo invariants of the orthosymplectic supergroup.
3. Constructions of a super Pfaffian
Throughout this section, we take N of the last section to be equal to m, and
write S = S(m), P = P (m), Q = Q(m) and Φ = Φ(m). In this case, we have the
m×m-matrix X = (xij), and it is clear that P = X tX . Let ∆ = detX .
3.1. First definition of a super Pfaffian. Let S[∆−1] be the localisation of S at
∆. The leading term homomorphism π (see (2.2), Remark 2.1) extends uniquely to
a superalgebra homomorphism π : S[∆−1] −→ S((V m)0¯)[∆−1], which we still denote
by π, and which respects the OSp(V )0-action defined below.
Lemma 3.1. The OSp(V ) action on S extends uniquely to the localisation S[∆−1].
The action is described explicitly as follows. Let Y ∈ osp(V ), g ∈ OSp(V )0 and
f
∆k
∈ S[∆−1], with f ∈ S. Then
Y
(
f
∆k
)
=
Y (f)
∆k
− kY (∆)f
∆k+1
,(3.1)
g
(
f
∆k
)
= det(g)−k
g(f)
∆k
.(3.2)
Proof. The elements of the Lie superalgebra osp(V ) as realised by (2.6) act natu-
rally on S[∆−1] as Z2-graded derivations, and formula (3.1) follows. The extended
OSp(V )0-action must satisfy g(fh) = g(f)g(h), for f, h ∈ S[∆−1]. Thus
g(f) = g
(
∆k
f
∆k
)
= g(∆k)g
(
f
∆k
)
= det(g)k∆kg
(
f
∆k
)
,
which yields (3.2). 
Since π(det(Q)) = ∆2, π
(
detQ
∆2
)
= 1. Hence there is an element ζ ∈ ker(π) such
that detQ = ∆2 + ζ, and ζ is nilpotent. Therefore, we may define an element
F ∈ S[∆−1] such that F 2 = detQ
∆2
as a Taylor polynomial in ζ
∆2
:
F :=
√
detQ
∆2
=
√
1 +
ζ
∆2
.(3.3)
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An elementary computation leads to
F = 1 +
∑
k≥1
1
k!
k−1∏
j=0
(
1
2
− j
)
·
(
ζ
∆2
)k
.
Lemma 3.2. The element ∆F is a pseudo invariant for OSp(V ). Specifically, for
any Y ∈ osp(V ) and g ∈ OSp(V )0, we have
Y (∆F ) = 0, and g(∆F ) = det(g)∆F.
Proof. Since detQ is in SOSp(V ), it follows from the Z2-graded derivation property
of any Y ∈ osp(V ) that Y ((∆F )2) = (2∆F )Y (∆F ) = Y (detQ) = 0; since ∆F is
invertible in S[∆−1], it follows that Y (∆F ) = 0 in S[∆−1], i.e. that ∆F is osp(V )-
invariant.
¿From the formula for F given above, clearly gF = F . It follows from (3.2) that
g(∆F ) = det(g)∆F for any g ∈ OSp(V )0. 
We note that ∆F 6∈ S unless n = 0. In fact,
Lemma 3.3. If k < n, then ∆F (detQ)k does not belong to S. However, there exists
a smallest positive integer N0 such that ∆F (detQ)
N0+j belongs to S for all j ∈ Z≥0.
Proof. Let W be the superspace C1|2n with basis t, θ1, . . . , θ2n, where t is even and
the θµ are arbitrary Grassmann variables. Consider the surjective homomorphism
of superalgebras ξ : S −→ S(W ), where the free generators X it of S are mapped as
follows.
With Xi as in 2.1.1, we have ξ(Xi) = (0, . . . , 0, 1︸︷︷︸
i
, 0, . . . , 0) for i < m and
ξ(Xm) = (0, . . . , 0, t, θ
1 . . . , θ2n).
Then ξ(Q) =

1 0 ...
0 1 0 ...
...
1 0
0 t2 + ν
 , where ν = ξ(φm,m).
Thus ξ(∆) = t, and we may extend ξ to ξ : S[∆−1] −→ S(W )[t−1].
Evidently, ξ(detQ) = t2 + ν. Moreover a simple calculation shows that
ξ(φm,m) = ν = 2
n∑
j=1
θ2j−1θ2j .
Hence
(3.4) ξ(∆F (detQ)k) =t2k+1
(
1 +
∑
ℓ≥1
1
ℓ!
ℓ−1∏
j=0
(
1
2
+ k − j
)
·
( ν
t2
)ℓ)
.
Now S(W )[t−1] ≃ C[t, t−1]⊗Λ(θ1, . . . , θ2n), where Λ = Λ(θ1, . . . , θ2n) is the exterior
algebra on
∑
j Cθ
j . Thus each of its elements has a unique expansion
∑
i∈Z t
iξi, with
ξi ∈ Λ. But from the right hand side of equation (3.4) the coefficient of t2(k−n)+1 in
the expansion of ξ(∆F (detQ)k) is
νn
1
n!
n−1∏
j=0
(
1
2
+ k − j
)
.
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Moreover from the explicit formula for ν given above, νn 6= 0. Hence if k < n,
ξ(∆F (detQ)k) is not in S(W ). It follows that ∆F (detQ)k 6∈ S, proving the first
statement.
As for the second, note that since ζ = detQ−∆2 is nilpotent, there is a positive
integer N such that ζN+1 = 0. Then
∆F (detQ)N = ∆2N+1 +
∑
k≥1
1
k!
k−1∏
j=0
(
1
2
+N − j
)
·∆2(N−k)+1ζk.
If k ≤ N , then ∆2(N−k)+1ζk belongs to S; if k > N , we have ∆2(N−k)+1ζk = 0. Hence
∆F (detQ)N ∈ S. This proves the existence of the desired N0. 
We shall see in Section 3.2 that the N0 in Lemma 3.3 is equal to n.
Definition 3.4. Define the element Ω by
Ω = ∆F (detQ)n.(3.5)
This Ω will be referred to as a super Pfaffian.
For the moment, we know only that Ω ∈ S[∆−1], but subject to the above assertion
about N0, we now have the following result.
Theorem 3.5. The super Pfaffian Ω belongs to Sosp(V ). It is even, homogeneous
of degree m(2n + 1), and has leading term π(Ω) = ∆2n+1. Furthermore, Ω satisfies
g(Ω) = det(g)Ω for any g ∈ OSp(V )0, hence is a pseudo OSp(V )-invariant.
Proof. All the statements of the theorem follow directly from the definition of Ω
and Lemma 3.2, except the claim that Ω ∈ S. This will be shown after we establish
Theorem 3.11. 
Remark 3.6. When n = 0, we have V = Cm, and osp(V ) and OSp(V ) become so(m)
and O(m) respectively. In this case Ω reduces to ∆. Thus the super Pfaffian is a
generalisation of the determinant.
Example 3.7. If m = 1, we have q = x2 + φ with φ :=
∑2n
µ,ν=1 θ
µ(κ−1)µνθ
ν . The
super Pfaffian is given by
Ω =x2n+1 +
n∑
ℓ=1
1
ℓ!
ℓ−1∏
j=0
(
1
2
+ n− j
)
· x2(n−ℓ)+1φℓ.
Note that this is indeed an element of S.
3.2. A second construction of the super Pfaffian. We review the construction
of a pseudo invariant given in [9], and show that it coincides with Ω up to a sign.
We write G = OSp(V ), G0 = OSp(V )0, and g = osp(V ), and denote by U(g) the
universal enveloping superalgebra of g. Any unexplained notation appearing in this
subsection can be found in [9, 11, 12].
Let U(g)0 be the finite dual Hopf superalgebra of U(g). Any locally finite U(g)-
module M may be regarded as a right U(g)0-comodule with the structure map
ω : M −→ M ⊗U(g)0, m 7→∑(m)m(0) ⊗m(1), defined by∑
(m)
m(0)〈m(1), x〉 = (−1)[m][x]xm, ∀x ∈ U(g).
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Here m,m0 ∈M , m1 ∈ U(g)0, and 〈 , 〉 is the pairing between U(g)0 and U(g).
It was shown in [12] (also see [11]) that there exists a nontrivial left and right
g-invariant integral
∫
: U(g)0 −→ C. Let IM := (idM ⊗
∫
)ω. Then IM(M) ⊆Mg.
Next observe that in the gl(V ) × glN Howe duality (2.3) on S(N), the simple
highest weight gl(V )-module V λ may be taken to be defined with respect to the
standard Borel subalgebra b of gl(V ) spanned by the matrix units Eab (1 ≤ a ≤ b ≤
m+ 2n) relative to the basis B. Given V λ ⊂ S(N), let
V λ0 = {v ∈ V λ | gl(V )+1(v) = 0}, V λb = {v ∈ V λ | gl(V )−1(v) = 0};
these are respectively the top and bottom components of V λ with respect to the
Z-grading of U(gl(V )) defined by deg(gl(V )±1) = ±1. Both subspaces are gl(V )0¯-
modules, so we may consider their respective subspaces (V λ0 )
osp(V )0¯ and (V λb )
osp(V )0¯
of osp(V )0¯-invariants.
The following result is [9, Lemma 7.2] stated slightly more generally. Its proof
remains the same. Let IS(N) be the map IM defined earlier for M = S(N).
Lemma 3.8. (1) Let V λ ⊂ S(N) be a simple gl(V )-submodule which is typical,
and assume that there exists a nonzero δ0 that belongs to either (V
λ
0 )
osp(V )0¯
or (V λb )
osp(V )0¯ . Then δ := IS(N)(δ0) is a nonzero element of (V λ)osp(V ) ⊂
S(N)osp(V ).
(2) If the osp(V )0¯-invariant δ0 satisfies g(δ0) = det(g)δ0 for all g ∈ OSp(V )0,
then δ is a pseudo OSp(V )-invariant satisfying g(δ) = det(g)δ.
Now we return to the special case S = S(m). Fix some order of the elements
θµj , and form the product Π =
∏
µ,j θ
µ
j according to the chosen order. Then Π is
uniquely defined up to a sign. It is in the top degree component of the Grassmann
algebra.
Theorem 3.9. Let δ0 = ∆Π. Then δ0 is a lowest weight vector, which satisfies
the properties required by both parts of Lemma 3.8, and hence IS(δ0) is a nonzero
pseudo invariant of OSp(V ).
The integral on U(g)0 can be described more explicitly [11, 12]. Let p : U(g)0 −→
U(g0¯)
0 be the restriction map induced by the natural Hopf superalgebra embedding
U(g0¯) −→ U(g). There exists a unique (left and right) g0¯-invariant integral
∫
0
:
U(g0¯)
0 −→ C such that ∫
0
1 = 1, thus we have the composition map
∫
0
p : U(g)0 −→
C, which can be regarded as an element of (U(g)0)∗. Consider Z = U(g)/U(g)g0¯
as a g-module, and let Zg be its invariant submodule. It was shown in [12] (and
in [11] for various cases) that dimZg = 1. Fix a generator z + U(g)g0¯ of Z
g. Let
ν : U(g) −→ (U(g)0)∗ be the superalgebra embedding defined for any x ∈ U(g) by
ν(x)(a) = (−1)[a][x]a(x) for all a ∈ U(g)0. Then ∫ := ν(z) ∫
0
p, which is independent
of the representative z chosen for z + U(g)g0¯. This leads to the following formula
(see [8, Definition 7.3])
IS(δ0) = z(∆Π).(3.6)
Let us take a PBW basis for U(g) such that generators of g0¯ appear to the right
of those of g1¯. Then the representative z of z + U(g)g0¯ can be expressed as a sum
of basis elements involving only elements of g1¯. We regard z as in U(gl(V )) via the
embedding g ⊂ gl(V ), and decompose it into a sum of elements which are weight
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vectors with respect to the adjoint action of gl(V )0¯ ∼= glm(C)⊕gl2n(C). If we denote
by z+ the element with the highest weight in the decomposition of z as a sum of
weight vectors, we have z+ ∈ ∧2mngl(V )1¯, where gl(V )1¯ is the span of Ei,m+ν with
1 ≤ i ≤ m and 1 ≤ ν ≤ 2n. Then z+ is equal to the product of all Ei,m+ν in any
given order, up to a nonzero scalar multiple c. We shall choose z so as to make
c = ±1. Note that gz+ = det(g)2nz+ for all g ∈ GL((V )0¯)×GL((V )1¯). The leading
term π(IS(δ0)) of IS(δ0) is z+(δ0), which is a highest weight vector of the simple
gl(V )-submodule of S containing δ0. Up to a sign, it is given by
π(IS(δ0)) = ∆1+2n.(3.7)
Note that IS(δ0) is even and homogeneous of degree m(2n+ 1).
Example 3.10. We consider IS(δ0) for the Lie superalgebra osp2|2. Now S =
C[xit, θ
µ
t | i, µ, t = 1, 2], where xit are ordinary variables and θµt are Grassmann
variables. Then osp2|2 is realised by the following differential operators on S:
J12 =
2∑
t=1
(
x1t
∂
∂x2t
− x2t
∂
∂x1t
)
,
J i3 =
2∑
t=1
(
xit
∂
∂θ2t
− θ1t
∂
∂xit
)
, J i4 =
2∑
t=1
(
−xit
∂
∂θ1t
− θ2t
∂
∂xit
)
, i = 1, 2,
J33 =
2∑
t=1
θ1t
∂
∂θ2t
, J44 = −
2∑
t=1
θ2t
∂
∂θ1t
, J34 =
2∑
t=1
(
−θ1t
∂
∂θ1t
+ θ2t
∂
∂θ2t
)
.
It is much more convenient to work with the variables zt = x
1
t +
√−1x2t and z¯t =
x1t −
√−1x2t . We have J12 =
√−1∑2t=1 (zt ∂∂zt − z¯t ∂∂z¯t). Let Jα = J1α +√−1J2α
and J¯α = J1α −√−1J2α, then
J3 =
2∑
t=1
(
zt
∂
∂θ2t
− 2θ1t
∂
∂z¯t
)
, J4 =
2∑
t=1
(
−zt ∂
∂θ1t
− 2θ2t
∂
∂z¯t
)
,
J¯3 =
2∑
t=1
(
z¯t
∂
∂θ2t
− 2θ1t
∂
∂zt
)
, J¯4 =
2∑
t=1
(
−z¯t ∂
∂θ1t
− 2θ2t
∂
∂zt
)
.
In view of [11, Theorem 4], we let γ = J3J4J¯4J¯3, then IS(δ0) = −γ(δ0) with
δ0 = (z1z¯2 − z¯1z2)θ11θ21θ12θ22.
We now work out the explicit expression of IS(δ0) as an element of S. Let ∆ =
z1z¯2 − z¯1z2, Πi = θi1θi2. Then δ0 = −∆Π1Π2. We have
J¯3(δ0) =
∑
i
z¯i
∂
∂θ2i
δ0, J¯
4J¯3(δ0) = −
∑
i,j
z¯j z¯i
∂
∂θ1j
∂
∂θ2i
δ0,
J4J¯4J¯3(δ0) = ∆
2
∑
j
z¯j
∂
∂θ2j
Π2 − 8
∑
j
z¯j
∂
∂θ1j
δ0,
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and −IS(δ0) = J3J4J¯4J¯3(δ0) = Ω0 + Ω′2 + Ω′′2 + Ω4, with
Ω0 = ∆
2
∑
i,j
ziz¯j
∂
∂θ2i
∂
∂θ2j
Π2, Ω4 = 16
∑
i,j
θ1i
∂
∂z¯i
(
z¯j
∂
∂θ1j
δ0
)
,
Ω′2 = −2
∑
i,j
θ1i
∂
∂z¯i
(
∆2z¯j
∂
∂θ2j
Π2
)
, Ω′′2 = −8
∑
i,j
zi
∂
∂θ2i
(
z¯j
∂
∂θ1j
δ0
)
.
We have
Ω0 = −∆3, Ω4 = 48δ0.(3.8)
It is a matter of putting up with the pain of doing the tedious and lengthy compu-
tations to show that
Ω′2 =− 2∆2(θ11θ22 − θ12θ21)− 4∆(z1z¯1θ12θ22 + z2z¯2θ11θ21)
+ 4∆(z1z¯2θ
1
2θ
2
1 − z2z¯1θ11θ22),
Ω′′2 =− 8∆(z1z¯1θ12θ22 + z2z¯2θ11θ21) + 8∆(z1z¯2θ11θ22 + z2z¯1θ12θ21).
Let Ω2 := Ω
′
2 + Ω
′′
2. Then
Ω2 =− 12∆(z1z¯1θ12θ22 + z2z¯2θ11θ21) + 6∆(z1z¯2 + z2z¯1)(θ11θ22 + θ12θ21).(3.9)
Combining (3.8) and (3.9), we obtain
IS(δ0) =∆3 + 12∆(z1z¯1θ12θ22 + z2z¯2θ11θ21)
− 6∆(z1z¯2 + z2z¯1)(θ11θ22 + θ12θ21)− 48δ0.
(3.10)
Note that all the four terms on the right hand side are invariant with respect to
the even subalgebra g0¯ = so2 ⊕ sp2. In fact, z1z¯1, θ11θ21, z2z¯2, θ12θ22, z1z¯2 + z2z¯1 and
θ11θ
2
2 + θ
1
2θ
2
1 are all g0¯-invariant.
The following result relates Theorem 3.9 to the super Pfaffian Ω.
Theorem 3.11. The element IS(δ0) ∈ S defined in Theorem 3.9 coincides with the
super Pfaffian Ω up to a sign.
Proof. By the first fundamental theorem of invariant theory for the orthosymplectic
supergroup G proved in [9], the subalgebra SG of G-invariants is generated by the
elements qij (i ≤ j). Let 〈pij | i ≤ j〉 be the subalgebra of S generated by pij with
i ≤ j. Note that this in fact is the polynomial algebra C[pij | i ≤ j], as can be seen
in many ways , e.g., by using the second fundamental theorem of invariant theory
for O(V0¯). We have π(SG) = C[pij | i ≤ j]. This implies that SG is the polynomial
algebra C[qij | i ≤ j], and we have the algebra isomorphism
ι = π|SG : SG −→ C[pij | i ≤ j], qij 7→ pij .
Consider Ω˜ = IS(δ0) given in Theorem 3.9. We have Ω˜2 ∈ C[qij | i ≤ j], and by
(3.7), ι(Ω˜2) = (∆2)1+2n = (detP )1+2n. Thus we conclude that Ω˜2 = (detQ)1+2n =
Ω2. Therefore,
(
Ω˜
Ω
)2
= 1 in S[∆−1], and this implies that Ω˜
Ω
is either 1 or −1. Hence
Ω˜ is equal to Ω = ∆F (detQ)n up to sign, completing the proof. 
Proof of Theorem 3.5. Since IS(δ0) belongs to S by construction, and coincides with
Ω up to a sign by the above theorem, we immediately arrive at Theorem 3.5. 
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The following theorem will be generalised to S(N) for arbitrary N in Theorem
4.5. Its proof is much easier than that of the general case.
Theorem 3.12. Let S = S(m) = S(V ⊗ Cm). The subalgebra Sosp(V ) of osp(V )-
invariants in S is generated by Ω and the elementary invariants qij (i, j = 1, 2, . . .m).
Proof. Consider a highest weight vector A ∈ SOSp(V ),det. Then by the invariant
theory of SO(V0¯), there exists Dλ such that π(A) = ∆π(Dλ). Thus
π(ΩA) = ∆2π(Dλ+2nωm) = π(Dλ+(2n+1)ωm),
and hence ΩA = Dλ+(2n+1)ωm . This leads to A = ∆FDλ. Now apply the arguments
in the proof of part (2) of Lemma 3.3 to A. Setting pij = δij for i, j < m, and
pkm = pmk = t
2δkm for all k, we easily see that A is non-singular as t → 0 only
if Dλ satisfies ℓm ≥ n. In this case, A = ΩDµ with µi = λi − 2n. Since Ω is an
gl(V0¯)-invariant, every vector in the gl(V0¯)-submodule generated by A = ΩDµ is of
the form Ωf for some f in the submodule generated by Dµ. This completes the
proof. 
It follows that Sosp(V ) = SOSp(V ) ⊕ ΩSOSp(V ) as an SOSp(V )-module.
4. Pseudo invariants of the orthosymplectic supergroup
The following result is an easy consequence of the invariant theory of the orthog-
onal and symplectic Lie algebras [1].
Lemma 4.1. If k < m, then S(k)osp(V ) = S(k)OSp(V ).
Proof. By the invariant theory of osp(V )0¯ = so(V0¯) × sp(V1¯) [1], the subspace of
osp(V )0¯-invariants in S(k) for k < m is generated by the elements pij and φij. It
follows that there exist no pseudo OSp(V )-invariants in this case, and the lemma is
proved. 
4.1. Decomposition of the space of pseudo invariants. Now we fix N ≥ m.
Then the super Pfaffian Ω = ∆FD(m)n belongs to S(N), and is a highest weight
vector of glN with weight (2n + 1)ωm. Let Γ(N) be the simple glN -submodule
of S(N) generated by Ω; this is a direct summand in S(N) and is of dimension∏N
j=m+1
∏m
i=1
2n+1+j−i
j−i
.
Definition 4.2. The module Γ(N) will be called the space of super Pfaffians, and
each weight vector of Γ(N) will be referred to as a super Pfaffian.
It is an immediate consequence of Theorem 3.5 that Γ(N) consists of pseudo in-
variants of the orthosymplectic supergroup, that is, it is a subspace of S(N)OSp(V ),det.
Hence from the Howe decomposition (2.3), we have
S(N)OSp(V ),det = ⊕λ(V λ)OSp(V ),det ⊗ Lλ.
Theorem 4.3. For any N ≥ m, the subspace of pseudo OSp(V )-invariants in S(N)
has the following multiplicity free decomposition as a glN -module:
S(N)OSp(V ),det =
⊕
λ
Lλ,
where the sum is over all weights λ = ωm +
∑N
i=1 2ℓiωi with ℓi ∈ Z+ such that
λm+1 ≤ 2n and λm ≥ 2n+ 1.
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Proof. The Howe duality decomposition (2.3) requires that λ be a partition of length
≤ N within the (m, 2n)-hook. Let A be a glN highest weight vector in S(N)OSp(V ),det.
Then ΩA is a highest weight vector in S(N)OSp(V ), and by weight considerations, it
must be equal to a nonzero scalar multiple of D(m)n+1Dµ for some
Dµ =
N∏
i=1
D(i)ji, ji ∈ Z+.(4.1)
Hence A = c∆FDµ for some scalar c 6= 0. This shows that S(N)OSp(V ),det is multi-
plicity free as a glN -module.
The weight λ of A automatically satisfies all the conditions of the theorem, except
for λm = µm+1 ≥ 2n+1. We claim that if µm < 2n, then A can not be an element
of S(N). To prove this, we apply the method used in the proof of Lemma 2.4. Using
(2.22), we obtain ∇(µ)(∆FDµ) = C(µ)A˜ with
A˜ = ∆FD(m)ℓm
m−1∏
i=1
D(i)ji,
where ℓm = µm/2. The scalar C(µ) is nonzero by reasoning like that which leads to
(2.23). The claim now follows if we can show that A˜ 6∈ S(N).
To see this, consider the superalgebra homomorphism ξ : S[∆−1] −→ S(W )[t−1]
introduced in the proof of Lemma 3.3. It yields
ξ(∆F ) = (t2 + φmm)
1/2 = t
(
1 +
φmm
t2
)1/2
,
where the square root is understood as a Taylor polynomial in φmm
t2
. We now have
ξ(A˜) = (t2 + φmm)
1/2+ℓm = t1+µm
(
1 +
φmm
t2
)1/2+ℓm
.(4.2)
The expansion of ξ(A˜) in S(W )[t−1] ≃ ⊕i∈Zti ⊗ 〈θµj 〉 includes the nonzero term
t1+µm(φmm
t2
)n = t1−2n+2ℓm(φmm)
n, which does not belong to S(W ) if µn < 2n.
This proves the necessity of the condition µm ≥ 2n.
If λ = (λ1, λ2, . . . , λN) satisfies all the given conditions in the theorem, V
λ is
typical as a gl(V )-module as λm ≥ 2n + 1. Consider its top component (V λ)0
as a gl(V )0¯-module. It is isomorphic to the tensor product of the simple gl(V0¯)-
module with highest weight µ = (λ1, λ2, . . . , λm) and the simple gl(V1¯)-module with
highest weight ν, where ν is the transpose partition of (λm+1, λ2, . . . , λN). Here
µ = (1, 1, . . . , 1)+even partition, and all columns of ν are even. Using the invariant
theory of osp(V )0¯ = so(V0¯)×sp(V1¯), we see that (V λ)0 contains a 1-dimensional sub-
space of osp(V )0¯-invariants, which are pseudo invariants of OSp(V )0. Now invoking
Lemma 3.8, we see that (V λ)OSp(V ),det 6= 0. This completes the proof. 
The proof above also establishes the following fact.
Corollary 4.4. The set Ξ := {∆FDµ | µm ≥ 2n ≥ µm+1} contains a nonzero
highest weight vector of every simple glN -submodule of S(N)OSp(V ),det.
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4.2. Generators of osp(V )-invariants. Finally we show that the space Γ(N) of
super Pfaffians together with the elementary invariants qij (i, j = 1, 2, . . . , N) gen-
erate all the osp(V )-invariants in S(N).
Theorem 4.5. As a S(N)OSp(V )-module, S(N)OSp(V ),det = Γ(N)S(N)OSp(V ).
Let us make some preparations for the proof of this theorem. We claim that the
highest weight vectors in Corollary 4.4 can all be expressed in terms of elements of
Γ(N) and qij . This claim clearly implies the theorem. Let
Ξ′ := {∆FDµ | µ1 = · · · = µm = 2n ≥ µm+1}.
The following fact is straightforward.
Assertion 4.6. For any A ∈ Ξ with weight λ such that λ1 > 2n + 1, there exist a
product D of powers of D(i) with i ≤ m, and an element B of Ξ′ such that A = BD.
Thus our problem reduces to proving the above claim for the elements of Ξ′. This
will be done by further reducing the problem to one in the skew invariant theory of
sp(V1¯), that is, invariant theory in the setting of Grassmann algebras ∧(V1¯⊗Cs). The
main facts of the theory are collected in [15, §3], which can also be easily deduced
from Theorem 2.5. Consider S(N) for N = s + m, and recall the specialisation
homomorphism R : S(N) −→ Λs defined by (2.17). The following result is a special
case of Theorem 2.5.
Corollary 4.7. The subalgebra (Λs)
sp(V1¯) of invariants is generated by the elements
φij = R(qij) with m+ 1 ≤ i, j ≤ N . As a gls-module,
(Λs)
sp(V1¯) =
⊕
λ
L˜λ,
where L˜λ is the simple gls-module with highest weight λ, and the sum is over all
even partitions λ of lengths ≤ s satisfying the condition λ1 ≤ 2n. Furthermore, the
highest weight vector of L˜λ is
∏s
i=1R(D(m+ i))
ℓi with λ = 2
∑s
i=1 ℓiωi.
Denote by L(B) the simple glN -module generated by the highest weight vector
B ∈ Ξ′, and let Q be the liner span of the elements qij (1 ≤ i, j ≤ N). Then L(B)Q
is a semi-simple glN -module. We let Tr(L(B)Q) be the minimal submodule which
contains every simple submodule of L(B)Q that is isomorphic to some L(A) with
A ∈ Ξ′. Recall from (2.18) that the matrix Ψ(N) has entries φij (m+1 ≤ i, j ≤ N).
We shall also denote the span of its entries by Ψ(N).
For any A ∈ Ξ′, its specialisation R(A) ∈ Λs is an sp(V1¯) highest weight vector.
We denote by L˜(R(A)) the sp(V1¯)-submodule of Λs generated by R(A).
Assertion 4.8. For any A,B ∈ Ξ′, if L˜(R(A)) ⊂ L˜(R(B))Ψ(N), then L(A) ⊂
Tr(L(B)Q).
Proof. Consider the set of simple glN -submodules in L(B)⊗Q defined by
K = {Lλ ⊂ L(B)⊗Q | λ1 = 2n + 1, λm+1 ≤ 2n}
and the set of simple gls-submodules in L˜(R(B))⊗Ψ(N) given by
K˜ = {L˜ν ⊂ L˜(R(B))⊗Ψ(N) | ν1 ≤ 2n}.
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It follows from the Littlewood-Richardson rules for glN and gls that K and K˜ are
in canonical bijection via the map Lλ 7→ L˜ν with ν = (λm+1, . . . , λN). The highest
weight vector of any simple module in K is of the form
C := B ⊗ qkk +
∑
1≤i<k
biEki(B)⊗ qik +
∑
1≤i≤j<k
bijEkiEkj(B)⊗ qij
for some k > m, and scalars bi and bij (depending on k). The corresponding simple
gls-module in K˜ has highest weight vector
C˜ := R(B)⊗ φkk +
∑
m+1≤i<k
biEki(R(B))⊗ φik +
∑
m+1≤i≤j<k
bijEkiEkj(R(B))⊗ φij.
Let
A := Bqkk +
∑
1≤i<k
biEki(B)qik +
∑
1≤i≤j<k
bijEkiEkj(B)qij ,
A˜ := R(B)φkk +
∑
m+1≤i<k
biEki(R(B))φik +
∑
m+1≤i≤j<k
bijEkiEkj(R(B))φij.
that is, A = M(C) and A˜ = MΛs(C˜), where M and MΛs denote the products in
S(N) and Λs respectively of the highest weight vectors. Then A˜ = R(A) as all
R(qir) = 0 if i ≤ m < r. Hence A 6= 0 if A˜ 6= 0. 
With the above preparations, we now prove the theorem.
Proof of Theorem 4.5. It remains only to show that the highest weight vectors given
by Corollary 4.4 can all be expressed in terms of elements of Γ(N) and qij. We will
do this by induction on the size of the highest weights, where the size of a partition
µ = (µ1, µ2, . . . ) is |µ| =
∑
i µi.
The size of any weight of Ξ is not less than m(2n+1). If the size of the weight is
m(2n+1), the corresponding vector in Ξ is Ω (see Definition 3.5). If the size of the
weight ism(2n+2)+2, the corresponding vector in Ξ′ is A = ∆FD(m+1)D(m)n−1.
Using (2.14), we obtain
A = qm+1,m+1Ω− 1
2n+ 1
m∑
r=1
qr,m+1Em+1,r(Ω) ∈ Γ(N)Q.
There is also one vector in Ξ\Ξ′ with a weight of size m(2n + 1) + 2, which is in
Γ(N)S(N)OSp(V ) by Assertion 4.6. This starts the induction.
For any integer ℓ ≥ 0, let W2ℓ be the homogeneous subspace of S(N)OSp(V ),det of
degree m(2n+1)+2ℓ. Similarly, let W˜2ℓ be the homogeneous subspace of (Λs)
sp(V1¯) of
degree 2ℓ. Then W˜2ℓ+2 = W˜2ℓΨ(N) since it follows from Corollary 4.7 that (Λs)
sp(V1¯)
is generated by Ψ(N). By Assertion 4.8, corresponding to each gls-highest weight
vector A˜ in W˜2ℓ+2 with weight ν = (ν1, ν2, . . . , νs) (which must be even), there exists
a glN - highest weight vector A ∈ W2ℓQ such that A˜ = R(A), where the weight of A
is given by λ = (2n+ 1, . . . , 2n+ 1︸ ︷︷ ︸
m
, ν1, ν2, . . . , νs). By Corollary 4.7 and Theorem
4.3, these weights λ exhaust all the weights of Ξ′ of size m(2n + 1) + 2ℓ + 2, and
so all vectors of Ξ′ with weights of this size are contained in W2ℓQ. By Assertion
4.6, all elements in Ξ\Ξ′ which have weight of this size are also in W2ℓQ, thus all
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glN highest weight vectors in W2ℓ+2 belong to W2ℓQ. This implies W2ℓQ = W2ℓ+2.
By the induction hypothesis, all vectors in Ξ with weight of size m(2n+ 1)+ 2ℓ are
contained in Γ(N)S(N)OSp(V ). Hence W2ℓ is a subspace of Γ(N)S(N)OSp(V ), and so
also is W2ℓ+2. 
5. Invariants of osp(V ) in tensor powers of V
The above results on osp(V )-invariants in S(N) enable one to understand the
osp(V )-invariants in all tensor powers of V . Recall that the ZN+ -gradation of S(N)
corresponds to the decomposition into common eigenspaces of all the operators Err
with 1 ≤ r ≤ N defined by (2.7), that is, the weight spaces in S(N) of the glN -
algebra. In particular, the space of weight (1, 1, . . . , 1) will be called the zero glN -
weight space, which is given by
S(1,1,...,1)(N) = V ⊗N .(5.1)
Denote by Dµ the zero glN -weight space of the simple glN -module Lµ. By consid-
ering the zero glN -weight spaces of (2.3), we obtain the following multiplicity free
decomposition
S(1,1,...,1)(N) = V ⊗N = ⊕µV µ ⊗Dµ.(5.2)
Recall the Schur-Weyl duality between the general linear superalgebra gl(V ) and
the symmetric group SymN on V
⊗N . By decomposing V ⊗N into direct sum of simple
U(gl(V )) ⊗ CSymN -submodules, and comparing the decomposition with (5.2), we
see that Dµ is the simple SymN -module associated with the partition µ of N , and
the sum in (5.2) is over all such µ that µm+1 ≤ 2n.
Remark 5.1. This implies the known fact [5] that the zero glN -weight space of the
simple glN -module Lµ forms a simple SymN -module isomorphic to that associated
with the partition µ of N .
Consider the osp(V )-invariants on the right hand side of (5.2). The following
result is an immediate consequence of Theorems 2.5 and 4.3 .
Theorem 5.2. As a CSymN -module, the subspace
(
V ⊗N
)osp(V )
of osp(V )-invariants
in V ⊗N decomposes into the direct sum of two submodules,(
V ⊗N
)osp(V )
=
(
V ⊗N
)OSp(V ) ⊕ (V ⊗N)OSp(V ),det ,
which have the following multiplicity free decompositions:
(1)
(
V ⊗N
)OSp(V )
=
⊕
µDµ, where the sum is over all partitions µ of N which
are even and satisfy µm+1 ≤ 2n; and
(2)
(
V ⊗N
)OSp(V ),det
=
⊕
λDλ, where the sum is over all partitions λ of N of the
form λ = ωm +
∑N
i=1 2ℓiωi with ℓi ∈ Z+ such that λm+1 ≤ 2n < λm.
There is another description of
(
V ⊗N
)OSp(V )
which arises from the tensor version of
the FFT. Let Cˇ be the canonical invariant in V⊗V , that is, if we write Cˇ =∑i vi⊗v¯i,
then
∑
i vi(v¯i, w) = w for all w ∈ V . The FFT for OSp(V ) [9] may be stated as
follows. For any N ∈ Z+,
(V ⊗N)OSp(V ) =
{
CSymN(Cˇ
⊗N
2 ) if N is even,
0 otherwise.
(5.3)
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Call any simple gl(V )-submodule of ⊕r≥0V ⊗r a simple tensor module. The fol-
lowing result is clear from the above theorem.
Corollary 5.3. Let V µ be a simple tensor module for gl(V ). Then dim(V µ)osp(V ) ≤
1, and equality holds if and only if
• either λ is an even partition satisfying λm+1 ≤ 2n;
• or λ = (1, . . . , 1︸ ︷︷ ︸
m
, 0, 0, . . . ) + µ for some even partition µ such that µm+1 ≤
2n ≤ µm.
Recall that in Definition 4.2 we define the space of super Pfaffians Γ(N) for any
N ≥ m(2n+ 1).
Definition 5.4. Let rc = m(2n + 1), and denote by Γ
0 the zero glrc-weight space
of Γ = Γ(rc). Call Γ
0 the space of super Pfaffians in V ⊗rc .
Lemma 5.5. The space Γ0 of super Pfaffians is the simple Symrc-submodule in V
⊗rc
associated with the partition of rectangular shape with m rows and 2n+ 1 columns.
We have the following result.
Theorem 5.6. (1) If N < rc then
(
V ⊗N
)OSp(V ),det
= 0.
(2) If N ≥ rc, then
(
V ⊗N
)OSp(V ),det
= CSymN
(
Γ0 ⊗ (V ⊗(N−rc))OSp(V )).
Proof. This is immediate from Theorem 4.5. Note that part (1) follows more directly
from the condition λm > 2n in Theorem 5.2. 
Let Cˆij : V
⊗r −→ V ⊗(r−2) be the map given by contracting the i-th and j-th
copies in V ⊗r using the bilinear form on V . For example, Cˆ12 : v1 ⊗ v2 ⊗ v3 ⊗ · · · ⊗
vr 7→ (v1, v2)v3 ⊗ · · · ⊗ vr. Clearly all Cˆij (1 ≤ i < j ≤ r) are OSp(V )-module
homomorphisms. The harmonic subspace of V ⊗r is the intersection of the kernels of
all Cˆij.
Corollary 5.7. We have
(
V ⊗N
)OSp(V ),det 6= 0 if and only if N−rc is a non-negative
even integer, and in this case(
V ⊗N
)OSp(V ),det
= CSymN
(
Γ0 ⊗ Cˇ⊗N−rc2
)
.
Furthermore, Γ0 is contained in the harmonic subspace of V ⊗rc.
Proof. The first part of the corollary follows from part (2) of Theorem 5.6 and
equation (5.3). For any i 6= j, we have Cˆij(Γ0) ⊂
(
V ⊗(rc−2)
)OSp(V ),det
= 0 by part
(1) of Theorem 5.6. Hence Γ0 is harmonic. 
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