In this paper, we consider an interior point method for nonlinear semidefinite programming. Yamashita, Yabe and Harada presented a primal-dual interior point method in which a nondifferentiable merit function was used. By using shifted barrier KKT conditions, we propose a differentiable primal-dual merit function within the framework of the line search strategy, and prove the global convergence property of our method.
Introduction
In this paper, we consider the following nonlinear semidefinite programming (SDP) problem: { min ( ), ∈ R , s.t.
( ) = 0, ( ) ર 0, (1.1) [15] proposed an interior point trust region algorithm. Huang, Yang and Teo [9] transformed a nonlinear SDP into a mathematical program with a matrix equality constraint and proposed the sequential quadratic penalty method. Correa and Ramirez [3] presented the sequentially semidefinite programming local method which is based on the sequential quadratic programming method with a line search strategy. Kanzow, Nagel, Kato and Fukushima [12] proposed the trust region-type method. This method solves the subproblem which can be converted to a linear semidefinite program at each iteration. Yamashita, Yabe and Harada [21] proposed a primal-dual interior point method with a line search strategy. Huang, Teo and Yang [10] introduced an approximate augmented Lagrangian function for nonlinear SDP. Huang, Yang and Teo [11] considered a nonlinear SDP with a matrix equality constraint and proposed the penalty method. Gomez and Ramirez [7] proposed a filter method for nonlinear SDP. Though Yamashita, Yabe and Harada [21] derived a primal-dual merit function, their function was not differentiable. Thus it is significant to consider a differentiable primaldual merit function. In this paper, following the idea of Yamashita and Yabe [20] for nonlinear programming problems, we propose a primal-dual interior point method whose merit function is differentiable for nonlinear SDP problems. Our primal-dual interior point method can obtain the global convergence property under weaker assumptions than those in [21] .
This paper is organized as follows. In Section 2, we introduce the optimality conditions for problem (1.1) and some notations, and briefly review the primal-dual interior point method of Yamashita et al. [21] . In Section 3, we describe how to get a search direction and a step size. We prove the global convergence of the proposed method in for ( , , ) ∈ R × R × S . The superscript denotes the transpose of a vector or a matrix. denotes the identity matrix. tr( ) denotes the trace of the matrix . We define the inner product ⟨ 1 , 2 ⟩ by ⟨ 1 , 2 ⟩ = tr( 1 2 ) for any matrices 1 and 2 in R × .
Optimality conditions and algorithm for finding a KKT point
In this section, we introduce the optimality conditions for problem (1.1) and Algorithm SDPIP that finds a KKT point. At first, we confirm the optimality conditions for problem (1.1). Define the Lagrangian function of problem (1.1) as follows.
where = ( , , ), and ∈ R and ∈ S are the Lagrange multiplier vector and matrix which correspond to the equality and positive semidefiniteness constraints. The first-order necessary conditions for optimality of problem (1.1), which is called the KarushKuhn-Tucker (KKT) conditions, are given by (see [2] ):
where ∇ ( ) is a gradient vector of the Lagrangian function given by
Here the matrix ∇ ( ) is given by
and * ( ) is an operator such that for ,
where matrices ( ) ∈ S are defined by
Given a positive barrier parameter , interior point methods usually replace the complementarity condition ( ) = 0 by ( ) = and deal with the barrier KKT conditions ⎛
instead of conditions (2.1) and (2.2). These conditions are derived from the necessary condition for optimality of the following problem:
where is a given positive penalty parameter (see [19] ). In connection with (1.1), we consider the following problem:
The necessary conditions for the optimality of this problem are given by
and ( ) ≻ 0. We define the variables and by = − ( )/ and = ( ) −1 . Then the above conditions are written as
We call these conditions the shifted barrier KKT (SBKKT) conditions, the point which satisfies SBKKT conditions the SBKKT point and the point which satisfies conditions (2.7) the interior point. It should be noted that we deal with , and as independent variables and that condition (2.6) reduces to condition (2.1) when = 0, i.e., 0 ( ) = ( , 0). In order to obtain a KKT point, we propose the following algorithm, which uses the SBKKT conditions.
Algorithm SDPIP
Step 0. (Initialization) Set > 0, > 0 and = 0. Let a positive decreasing sequence { } , → 0 be given.
Step 1. (Approximate SBKKT point) Find an interior point +1 that satisfies
Step 3. (Update) Set := + 1 and go to Step 1.
In contrast to the interior point method in [21] , stopping criterion (2.8) contains ( ) + . We should note that the global convergence property of Algorithm SDPIP can be shown in the same way as Theorem 1 of [21] .
How to obtain an approximate SBKKT point
Algorithm SDPIP given in the previous section needs to find an approximate SBKKT point at each iteration. In this section, we propose an algorithm to obtain such a point, which will be described as Algorithm SDPLS at the end of this section. Algorithm SDPLS uses the following iterative scheme:
where the subscript denotes an iteration count of Algorithm SDPLS, Δ = (Δ , Δ , Δ ) ∈ R × R × S is the -th search direction and > 0 is the -th step size. In what follows, we denote ( ) simply by if it is not confusing. Note that an initial interior point 0 and a fixed barrier parameter > 0 are taken over from Algorithm SDPIP.
This section is organized as follows. In Section 3.1, we introduce a Newton-like method to calculate a search direction Δ . In Section 3.2, we propose our merit function. In Section 3.3, we introduce how to obtain a suitable step size which guarantees that the new point +1 is an interior point. In Section 3.4, we give Algorithm SDPLS.
How to obtain a Newton direction
In this subsection, we omit the subscript and we assume that ≻ 0 and ≻ 0. To obtain a search direction Δ , we apply a Newton-like method to the system of equations (2.6). However, it is difficult to express the Newton direction explicitly because = generally dose not hold. To overcome this matter, we introduce a nonsingular matrix ∈ S and scale and bỹ
respectively, so that˜˜=˜˜holds. We replace the equation = by a form ∘˜= , where the multiplication˜∘˜is defined bỹ
∘˜=˜˜+˜2
.
Instead of (2.6), we consider the following scaled symmetrized residual:
Remark 3.1. To achieve˜˜=˜˜, the scaling matrix can be chosen as follows.
(i) If we set = −1/2 , then we have˜= and˜= [8, 14, 16] .
which correspond to the HRVW/KSH/M direction for linear SDP problems
(ii) If we set
, then we have˜=
1/2 =˜, which correspond to the NT direction for linear SDP problems [18] . Now we apply the Newton method to the nonlinear equations (3.1) and we can obtain the Newton step Δ by solving the following linear system of equations:
where denotes the Hessian matrix of the Lagrangian function ∇ 2 ( ) or its approximation, Δ = ∑ =1 Δ ( ) ∈ S and Δ˜= Δ and Δ˜= − Δ −1 .
Remark 3.2. In practice, the matrix approximates the Hessian matrix ∇ 2 ( ) by the Levenberg-Marquardt type modification or the quasi-Newton updating formula (see Remarks 2 and 3 of [21]).
The explicit form of Newton directions are given by (see [21] )
where the elements of the matrix ∈ S are represented by the form
with˜( ) = ( ) and the operator ⊙ means that
for ∈ S , nonsingular ∈ R × and ∈ R × . Therefore, the equations (3.2) -(3.4) are rewritten by
When the matrices ( ) ( = 1, . . . , ) are linearly independent, the matrix is positive definite (see [21] ). Note that we can calculate easily a direction Δ and a matrix from Remark 3.1.
The following lemma is obtained directly from the relationships (3.5) -(3.7).
Lemma 3.1. If the matrix
To obtain an unique direction, the interior point method in [21] needs the assumption that ∇ ( ) is of full rank, while our interior point method do not need such an assumption.
Differentiable primal-dual merit function
Yamashita et al. [21] proposed a primal-dual interior point method which consists of the outer iteration that finds a KKT point and the inner iteration that calculates an approximate barrier KKT point. To globalize the algorithm, they introduced the primaldual merit function, which is defined by
where is a positive parameter, the function 1 ( , ) is defined by (2.3) and 1 ( , , ) is defined by
However this merit function is not differentiable and a dual variable is not contained. By taking account of these issues, we propose the following differentiable merit function in the whole primal-dual space:
where 2 ( , ) is defined by (2.4) and 2 ( , ) is the primal-dual barrier function which is given by
Let and for = 1, ⋅ ⋅ ⋅ , denote the eigenvalues of the matrices˜and˜, respectively. Since˜˜=˜˜holds, the matrices˜and˜share the same eigensystem. Therefore, the matrix˜˜has eigenvalues , = 1, ⋅ ⋅ ⋅ , . i.e., the following holds
The function 2 ( , ) has the following properties.
Lemma 3.2. The following relationships hold:
(ii) 2 ( , ) = 0 if and only if ( ) + = 0 and
Proof. To show this lemma, we separate 2 ( , ) in (3.9) into the two functions ( , , ) and ( , , ). They are given by
(i) The following obviously holds
The equations (3.11) and arithmetic and geometric means yield
Thus we have ( , , ) ≥ log 1 = 0.
( The equality ( ) + = 0 clearly holds. It follows from (3.11) and arithmetic and geometric means that
We obtain − = 0. Therefore, the proof is complete. □
The next lemma helps derive the derivative of ℓ2 ( , ).
Lemma 3.3.
The following holds for = 1, ⋅ ⋅ ⋅ , :
Proof. From the definition of the matrix ( ) ∈ S , we obtain
Therefore, the lemma is proven. □ From Lemma 3.2, (3.8) and (3.10), we calculate the derivative of the merit function which is given by
where
14)
Note that ∇ 2 ( , ) is given in (2.5) and that ∇ 2 ( , ) and ∇ 2 ( , ) are derivatives of 2 ( , ) with respect to vectors and , respectively. ∇ 2 ( , ) is a derivative of 2 ( , ) with respect to a matrix (see [1] ). The following lemma shows that an SBKKT point is equivalent to a stationary point of the function ℓ2 ( , ). 
By (3.13), the expressions ( ) + = 0 and − = 0 also yield
Therefore, (c) holds by (3.12). Conversely assume that (c) is satisfied. By the assumption ∇ 2 ( , ) = 0, ( ) + = 0 is obvious. From ∇ 2 ( , ) = 0, we get
Multiplying both sides of the above equation by −1 from the right, we have
Multiplying both sides of the above equation by 
Multiplying both sides of the above equation by (   1  2   1 2 − ) from the right, we obtain 2(
Considering the trace of the above equation, we have
Then it follows from arithmetic and geometric means that
Because tr{ (   1  2   1 2 ) −1 } > 0 holds, we obtain − = 0. From ( ) + = 0 and − = 0, we get
∇ ℓ2 ( , ) = 0 and ∇ 2 ( , ) = 0 imply ∇ 2 ( , ) = 0. Therefore, the proof is complete. □ Now we introduce the directional derivative ( ℓ2 ( , ); Δ ) of the merit function ℓ2 ( , ) at a point in the search direction Δ which is defined by
The next two lemmas evaluate the directional derivatives ( 2 ( , ); Δ ) and ( ℓ2 ( , ); Δ ) in the search direction Δ .
Lemma 3.5. The Newton direction Δ satisfies
Proof. From (3.13) -(3.15) and the definition of Δ , we have
and 2 )}.
Thus we obtain that
By (3.4), (3.11) and (3.21), we get
We have from (3.6) that
For simplicity, we define the function ℎ( , , ) by
It follows from (3.17) -(3.20) and (3.22) -(3.25) that
From arithmetic and geometric means, we obtain
Therefore, the proof is complete. □ Lemma 3.6. The Newton direction Δ satisfies
Proof. From Lemma 3.5, (3.5) and (3.16), we obtain
Therefore, the proof is complete.
□
The following lemma claims that an SBKKT point is obtained if Δ = 0, ( )+ = 0 and − = 0 hold.
Lemma 3.7.
If the matrix + + 1 ∇ ( )∇ ( ) is positive definite, then the following hold: Newton direction Δ is a descent direction for the merit function ℓ2 ( , ) .
(ii) If ( ℓ2 ( , ); Δ ) = 0 holds, then the point is an SBKKT point.
Proof. (i) It is obvious from Lemma 3.6.
(ii) By Lemma 3.5 and the assumption, we obtain that
which implies that Δ = 0, ( ) + = 0 and − = 0 hold. Δ = 0 means ∇ 2 ( , ) = 0 from (3.5). Thus from Lemma 3.4, ( , ) = 0 follows. □
Algorithm SDPLS
To globalize our interior point method and guarantee that the new point +1 is an interior point, we use the line search strategy to obtain a suitable step size . At first, we introduce the algorithm which finds a step size by using the backtracking at the -th iteration.
Algorithm LS
Step 0. (Initialization) Choose the parameters > 0, ∈ (0, 1), ∈ (0, 1) and 0 ∈ (0, 1). Calculate an initial step size¯bȳ = min {¯,¯, 1} ,
Here, min ( ) means the minimum eigenvalue of the matrix . Set ℓ = 0.
Step 1. (Backtracking) If the integer ℓ satisfies the conditions
and ( +¯ℓ Δ ) ≻ 0, (3.27) then we set =¯ℓ and stop.
Step 2. (Update) Set ℓ := ℓ + 1 and return to Step 1.
Since the functions , and are sufficiently smooth, there exists a step size ∕ = 0 which satisfies (3.26) and (3.27) at each . Thus, Algorithm LS is terminated in a finite number of iteration counts. Now we propose Algorithm SDPLS that finds an approximate SBKKT point.
Algorithm SDPLS
Step 0. (Initialization) Give an initial interior point 0 , the fixed barrier parameter > 0 and a parameter > 0. Set = 0.
Step
Step 2. (Newton direction) Calculate the matrix and the scaling matrix . Determine a search direction Δ by (3.5) -(3.7).
Step 3. (Step size) Find a step size by Algorithm LS.
Step 4 It is notable that we can use a common step size for all variables ( , , ) in Step 4 differently from the interior point method in [21] .
Global convergence to an SBKKT point
This section shows the global convergence property of Algorithm SDPLS. Since ( ℓ2 ( , ); Δ ) = 0 means that is an SBKKT point from Lemma 3.7 (ii), we assume Algorithm SDPLS generates an infinite sequence { } i.e., we assume ( ℓ2 ( , ); Δ ) ∕ = 0 for any ≥ 0. To prove global convergence, we make the following assumptions.
Assumptions (A1)
The functions , , = 1, ..., , and are twice continuously differentiable.
(A2) The sequence { } generated by Algorithm SDPLS remains in a compact set Ω of R .
(A3) The matrix + + 1 ∇ ( )∇ ( ) is uniformly positive definite and the matrix + is uniformly bounded.
(A4) The scaling matrix is chosen such that˜and˜commute, and both of the sequences { } and { −1 } are bounded.
Assumption (A3) means that there exists a positive constant such that
holds for all ≥ 0 and any ∈ R . The interior point method in [21] assumed that the matrix + was uniformly positive definite and bounded and that for all in Ω, the matrix ∇ ( ) was of full rank and the matrices 1 ( ), . . . , ( ) were linearly independent. However assumption (A3) is much weaker than that. Moreover, the interior point method in [21] supposed that the penalty parameter was sufficiently large so that > ∥ + Δ ∥ ∞ held for all , while our method dose not need such an assumption.
The following lemma shows the boundedness of the sequence {Δ }. (ii) The sequence { } is bounded.
Moreover, if assumption (A4) is satisfied, the following holds.
(iii) The sequence {Δ } is bounded.
Proof. (i) The logarithmic function term in (3.8) guarantees that all eigenvalues ( ) and ( ) ( = 1, ⋅ ⋅ ⋅ , ) are bounded away from zero at each .
(ii) Lemma 3.7 (i) and the condition (3.26) imply that the sequence { ℓ2 ( , )} is monotonically decreasing, i.e., ℓ2 ( 0 , ) ≥ ℓ2 ( , ). Since assumptions (A1) and (A2) hold, there exists a constant such that 2 ( , ) ≥ for all ≥ 0. Then, we obtain
which implies that the sequences { } and { ℓ2 ( , )} are bounded. Next we prove the boundedness of { } by contradiction. We suppose that there exists the sequence {( ) } of the maximum eigenvalue of such that
It follows from (3.9), (3.11) and arithmetic and geometric means that
Dividing the functions¯1( , ) and¯2( , ) by ( ) and taking limit as → ∞, we have from the assumption (A2)
which imply by (4.1) that ℓ2 ( , ) → ∞. This contradicts the boundedness of { ℓ2 ( , )}. Therefore, { } is bounded.
(iii) By assumptions (A2) and (A3), the matrix + + 1 ∇ ( )∇ ( ) is uniformly bounded. Thus we conclude that Δ is uniformly bounded by the result (ii), (3.5) , (3.6) and (3.7) . □ Now we prove the global convergence property of an infinite sequence { } generated by Algorithm SDPLS. Proof. By Lemma 4.1 (ii), the sequence { } has at least one accumulation point. From Lemma 3.6 and assumption (A3), we have
and from Lemma 3.4 and (3.26), 
Concluding remarks
In this paper, we have proposed a new merit function of a primal-dual interior point method for nonlinear SDP problems and have proved the global convergence of our method. Yamashita et al [21] considered a nondifferentiable merit function in ( , )-space, while we have dealt with a differentiable primal-dual merit function in the whole space by using the shifted barrier KKT conditions. The global convergence of the present method have been shown under the weaker assumptions than those in [21] .
