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ON THE STABILITY OF SOME LINEAR NONAUTONOMOUS SYSTEMS 
E. F. Infan te  
The s t a b i l i t y  of systems described by d i f f e r e n t i a l  equa- 
t i o n s  w i t h  time varying coe f f i c i en t s  has been t h e  subject  of  numerous 
mathematical studies,  see  f o r  example [l]; however very l imited 
sucess has been achieved from the  p r a c t i c a l  viewpoint w i t h  t h e  
exception of  t h e  case i n  which the  coe f f i c i en t s  a r e  periodic.  
Recently Kozin [2], Caughey and Gray [3] and Ariaratnam [4]  among 
o t h e r s  have studied t h e  s t a b i l i t y  of l i n e a r  systems with s tochas t i c  
c o e f f i c i e n t s ;  i n  these  s tud ies  the  p r i n c i p a l  t o o l s  used have been 
Gronwall's inequal i ty  and a norm used t o  reduck t h e  vector  d i f -  
f e r e n t i a l  equation t o  a sca l a r  equation. Kozin [2]  used t h e  so- 
ca l l ed  tax icab  norm, Caughey and Gray [31 used a very spec ia l  quad- 
r a t i c  norm and obtained r e s u l t s  superior  t o  those of  Kozin. A 
n a t u r a l  problem within t h i s  context i s  t o  determine t h e  optimum 
norm, among a c e r t a i n  c lass ,  fo r  a s p e c i f i c  problem. 
The s t a b i l i t y  theorems given i n  [2]  and [3] depend on t h e  
s p e c i f i c  norms used i n  t h e i r  proofs. The objec t  of t h i s  paper i s  
t o  extend these  theorems so t h a t  they  a r e  appl icable  f o r  any quad- 
r a t i c  norm. This can be e a s i l y  done through the  use of.wel1 known 
r e s u l t s  on penci l s  of quadrat ic  forms [-I, an appl ica t ion  which 
seems t o  have been overlooked. The theorem obtained i n  t h i s  manner, 
and two co ro l l a r i e s ,  a r e  then applied t o  t h e  determination of con- 
2 
. 
d i t i o n s  for  t h e  s t a b i l i t y  of  second order  equations, f o r  which it 
i s  possible t o  obta in  t h e  optimum quadrat ic  norm. The s t a b i l i t y  
r e s u l t s  obtained i n  t h i s  manner, which as expected represent  s u f f i c i e n t  
but  not necessary conditions, cons t i t u t e  a considerable improve- 
ment over those presented i n  [2]  and [3],and a r e  believed t o  be 
new. The examples a r e  l imited t o  second order  systems s ince problems 
of  t h i s  type- a r e  of ten  reduced t o  them. 
The notat ion used here follows t h a t  of  [2 ]  and [ 3 ] ,  and 
emphasizes t h e  appl ica t ion  t o  s tochas t ic  processes. Naturally, 
t h e  r e s u l t s  a r e  equal ly  appl icable  t o  de te rminis t ic  systems which 
s a t i s f y  t h e  condition of Equation ( 2 ) .  
A STABILITY THEOREM 
Consider t h e  d i f f e r e n t i a l  equation 
2 = [A + F ( t ) ] x  , 
where x i s  an n vector, A i s  a constant  matr ix  and F ( t )  i s  
a matrix whose nonzero elements f . . ( t )  a r e  s tochas t i c  processes, 
1J  
measurable, s t r i c t l y  s ta t ionary,  and t h a t  they  s a t i s f y  an ergodic 
property ensuring t h e  equa l i ty  of time averages and ensemble averages. 
I f  G i s  a measurable, integrable ,  func t ion  defined on f .  . ( t)  
then 
1 J  
3 
- .  1 
E { G ( f .  . ( t ) ) }  = E{G(f .  .(O))} = l i m  - t-to t + m  1 J  =J 
exists with p robab i l i t y  one. For s impl i c i ty  l e t ,  in (l), E{F( t )}  = 0 
and denote by 
Q1 t h e  t ranspose of  Q. 
[Q] t h e  l a r g e s t  eigenvalue of  t h e  matr ix  Q, 'max 
THEOREM: If, f o r  some pos i t i ve  d e f i n i t e  matrix B and some E > 0 
[A' + F 1 ( t )  + B(A+F(t))B-'] 5 -E E{ 'max ( 3 )  
then (1) i s  almost su re ly  asymptotically s t a b l e  i n  t h e  large.  
Proof: Consider t h e  quadra t ic  (Liapunov) funct ion V(x) = xlBx. 
Then, along t h e  t r a j e c t o r i e s  of  (l), def ine  
-
From t h e  extrema1 p rope r t i e s  of  penc i l s  of quadra t ic  forms [3]  t h e  
i n e q u a l i t y  
'min [(A+F)l+B(A+F)B-l] 5 A ( % )  5 Amax [ ( A+F) +B( A+F) B - l ]  ( 5 )  
i s  obtained, where X and Amin, being t h e  maximum and minimum max 
eigenvalues of a pencil ,  a r e  rea l .  It follows from ( 4 )  and ( 5 )  t h a t  
4 
from which it follows t h a t ,  if E(X(t)} 5 -E  f o r  some E > 0, 
V(x ( t ) )  i s  bounded and t h a t  V(x ( t ) )  4 0  as t +a. This  i s  t h e  
condition imposed by ( 3 ) ,  which proves t h e  r e s u l t .  
It i s  remarked t h a t  a necessary condi t ion fo r  (3) t o  
hold i s  t h a t  t h e  eigenvalues of matr ix  A 
The eigenvalue computation specif ied by (3)  i s  far simple. 
possible  t o  obta in  a r e s u l t  which i s  eas i e r  t o  compute, bu t  not as 
sharp. 
have negat ive r e a l  par t s .  
It i s  
COROLLARY 1: If, f o r  some pos i t i ve  d e f i n i t e  mat r ix  B and some 
E > o  
[F'(t)+BF(t)B-']} 5 -Xmax[A1+BAB-l]-~ , (7)  
E(  ' m a  
then (1) i s  almost su re ly  asymptot ical ly  s t a b l e  i n  t h e  large.  
Proof: 
t h a t  
The proof foliows immediately from t h e  theorem by not ing  -
[ (A+F)' +B(A+F)B-l] 5 X [A' +BAB-l]+Xmax [ F1 +BFB-I], (8) '(t) Xmax max 
from which it follows upon t h e  app l i ca t ion  of (7),  t h a t  
t h e  desired r e su l t .  
It i s  obvious t h a t  unless t h e  second inequa l i ty  i n  (8) 
i s  an equa l i ty  t h e  s t a b i l i t y  r e s u l t s  obtained w i l l  not be a s  good 
as those given by t h e  theorem. For computational purposes, it i s  
des i r ab le  t o  f u r t h e r  s implify t h e  theorem. 
(1) be wr i t t en  as 
For t h i s  purpose l e t  
R 
2 = AX + c f i ( t ) C i  , 
i=l 
2 where R 5 n , and r e c a l l  t h a t  E ( f i ( t ) ]  = 0. 
COROLLClRY 2: If,  fo r  some pos i t i ve  d e f i n i t e  matrix B and some 
e > o  
R 
then  (10) i s  almost su re ly  asymptotically s t a b l e  i n  t h e  la rge .  
Proof: I n  t h i s  case equation ( 4 )  of t h e  theorem becomes -
R X* ( C;B+BC~)X 
+ c fi(t) X) (A' B+BA) x U t )  = x'Bx 
i =1 x' Bx 
L .  
6 
Since E ( f i ( t ) )  = 0 by assumption, def ine  t h e  two funct ions 
It then follows t h a t  
and Equation ( 12) y i e l d s  
R 
id 
E{ A( t)] 5 )",[A +BAB-l] + $E( I fi( t )  I 1 ( A  max [ Ci+BCiB-l] 
(15) 
-A [Ci+BCiB-']) , max 
from which, through appl ica t ion  of  condi t ion ( ll), 
E ( A ( t ) )  5 -E 
i s  obtained, proving t h e  corol lary.  
It i s  again t o  be expected t h a t  t h e  r e s u l t s  obtained from 
t h i s  coro l la ry  w i l l  seldom be a s  good as those  given by e i t h e r  t h e  
Theorem or Corollary 1, since t h e  majorizat ions used a r e  rougher 
. I  
7 
than t h e  previous ones. 
The above theorem and c o r o l l a r i e s  say nothing regarding 
how t h e  matrix B should be chosen. If t h i s  matrix i s  chosen, 
as i n  [ 3 ] ,  as t h e  so lu t ion  o f  the  matrix equation AtB+BA = -I 
then  t h e  s t a b i l i t y  condition o f  t h e  Theorem, Equation (3), becomes 
E( 'ma, [-B'l+Fc(t)+BF(t)B-l]} 5 -E , (3') 
Corol la ry  1 y ie lds  t h e  s t a b i l i t y  condition 
[F'(t)+BF(t)B-l]] 5 ~[BJ' 1 - E  , 
max E( 'max 
and t h e  condition of  Corollary 2 becomes 
R 
i=l 
c +E( I fi(t) I 1 (Amax[ C:+BCiB-l]-hmin[ Ci+BCiB -1 3 )  
-E . 1 5 
(7 ' )  
The conditions implied by (7') and (11') 
i f  we majorize f u r t h e r  i n  these  equations by not ing  t h a t ,  i f  
a r e  c l e a r l y  s a t i s f i e d  
Q( t )  = F'( t)+BF( t)B-', 
and f u r t h e r  t h a t  
8 
i i s  t h e  l a r g e s t  eigenvalue, i n  absolute  value, of 1 ’  Imax where 
C: + BCiBml. With these  majorizations equations (7’) and (11’) 
become 
and 
( 11’’ ) 
t h e  s t a b i l i t y  condi t ions given by Caughey and Gray [3]. 
It i s  then seen t h a t  t h e  use o f  wel l  known r e s u l t s  on 
penci ls  of quadrat ic  forms y i e lds  s t a b i l i t y  theorems of  time varying 
systems tha t  include those  of [ 3 ] .  
juncture  i s  t c  demand a theorem which y i e l d s  t h e  optimal matr ix  
t o  be used. Unfortunately, t h i s  problem does not  appear amenable 
t o  analysis,  as t h e  t h i r d  example of  t h e  next s ec t ion  ind ica tes .  
The purpose of t h e  following sec t ion  i s  t o  ob ta in  t h e  optimal matr ix  
B o f  t h e  Theorem and Corol la r ies  1 and 2 f o r  t h e  two most common 
second order equations of  type (1). 
i s  analyzed t o  show t h a t  an optimal matr ix  B does not  exis t ;  f i n a l l y  
an appl icat ion of  t h e  theorem of  t h i s  s ec t ion  t o  t h e  study of t h e  
s t a b i l i t y  o f  a nuclear r eac to r  i s  shown. The s t a b i l i t y  r e s u l t s  
The n a t u r a l  quest ion a t  t h i s  
B 
A t h i r d  second order  equation 
9 
t hus  obtained a r e  compared w i t h  those given i n  [ 2 ]  and [ 3 ] ,  and 
ind ica t e  t h a t  t h e  matrix of Caughey and Gray is ,  i n  general, not 
optimal. 
SOME EXAMPUS 
EXAMPLE 1: Consider t h e  d i f f e r e n t i a l  equation 
( 17) Y + 25% + ( l + f ( t ) ) x  = 0 , 
studied by Kozin [ 2 ] ,  Caughey and Gray [ 3 ]  and Ariaratnam [4]. It 
i s  assumed t h a t  E ( f ( t ) )  = 0, and t h e  equation i s  r ewr i t t en  as 
or, 5 = Ax + F ( t ) x .  
quadra t ic  p o s i t i v e  d e f i n i t e  form 
Consider, for t h e  matrix B, t h e  most genera l  
I where al and a2 a r e  numbers t o  be determined. 
Simple computations immediately y ie ld  t h a t  
10 
and that 
I 
At + F*(t) + B(A+F(t))B-' = 
The maximum eigenvalue of this expression i s  computed as 
2 1  2 2 
h [A'+F'+B(A+F)B-l] = -25 +d4( -al) + +a2+al-l-f(t)+2al( 5-a1)] ' 
a2 max 
and setting f = 0 in this equation 
max ( 2 3 )  
is obtained. Finally, 
from which t h e  eigenvalue expression 
h [Ft(t) + BF(t)B-'] = - I 1 f ( t ) l  
% max 
is i m e d  iat e ly computed. 
11 
I n  t h i s  p a r t i c u l a r  example, then, t h e  conditions f o r  
almost sure  asymptotic s t a b i l i t y  given by t h e  previous sect ion 
become, f o r  t h e  theorem 
([-a1) 2 1  + ---[a2w1-1-f(t)+2a1(5-a 2 ) I  2 ‘  1 5 -E (26) a2 1 
and from e i t h e r  of t h e  two co ro l l a r i e s  
f o r  some a and some a2 > 0 and E > 0. If t h e  s t a b i l i t y  con- 
d i t i o n s  a re  desired i n  terms of 
al and a2 f o r  equations (26) and (27) coincide and a r e  e a s i l y  
computed as 
1’ 
E( I f (  t)l 1, t h e  optimum values of  
2 J 2  
2 f i  
a2 = 1-5 , i f  5 S - 
2 ’  
2 ’  
Q = E ,  1 
Q 2 = 6  , if 5 2 -  Q 1 = 5 ,  
upon which t h e  s t a b i l i t y  conditions (26) become 
E{I f ( t ) l  } 25 41-62’- E , 
2 2 
E{ I f ( t ) + l - 2 5  I } 5 25 - E , 
d 2  6 5 -  
2 ’  
(29) 
112 
6 4 -  
2 ’  
12 
w h i l e  conditions (27) y ie ld  
42 e z - .  
2 E ( / f ( t ) ( )  S 1 - E , 
A s  expected, condi t ions ( 2 9 )  a r e  weaker than condi t ions ( 3 0 ) ;  t h i s  
i s  s t rongly emphasized by obta in ing  s t a b i l i t y  condi t ions from (29) 
and (30 )  i n  terms of E ( f  ( t ) }  through t h e  use o f  Schwarz's in-  
equality,  remembering t h a t  E ( f ( t ) )  = 0. This  process y i e lds  t h e  
s t a b i l i t y  conditions 
2 
2 2 
E(f  ( t ) )  S 45 -1 - E Y d2 5 2 -  2 '  
from (29) and, from (30) 
2 2  E ( f 2 ( t ) )  5 45 ( 1 - 5  - E, 
2 
E ( f  ( t ) )  5 1 - E 
, 212 5 s -  2 
, 4-5 5 8 -  
2 
a much more meager r e s u l t .  
If, a t  t h e  outse t ,  i t  i s  des i r ed  t o  ob ta in  s t a b i l i t y  con- 
2 d i t i o n s  as  a funct ion of E ( f  ( t ) ) ,  then  t h e  va lues  
a 1 = 5 ,  a2 = E2 + 1 
a r e  optimal f o r  equation (26) which y i e lds  
These r e s u l t s  a r e  a considerable improvement over those 
of [2] and [ 3 ] .  Figure 1 displays these  r e s u l t s  and those of these  
two references i n  a p i c t o r i a l  form. It i s  of i n t e r e s t  t o  note  t h a t  
e i t h e r  (29') or (32) show t h a t ,  f o r  almost sure asymptotic s t a b i l i t y ,  
it i s  possible  t o  l e t  E ( f 2 ( t ) )  + m  as t h e  damping 5 increases ;  
t h i s  r e s u l t  therefore  answers a question raised by Mehr and Wang 
[ 6 ]  i n  t h e i r  discussion of [2]. 
EXAMPI& 2: A s  a second example consider t h e  equation 
Y + ( 2 t t g ( t ) ) k  + x = 0, E{g(t))  = 0 , ( 3 3 )  
which i s  rewr i t ten  i n  t h e  usua l  companion form yielding, i n  t h e  
no ta t ion  of  (I), 
Using again t h e  matr ix  B given by (19) a simple computation y i e lds  
14 
2 1  2 2 
+ J (  g( t )  +25-2a1) + - [a2+a1-1+a1g(t) +2a1( !-a1) 1 
a2 
and 
( Lmax[ F' ( t )  +BF( t)B-']-Finin[ Ft ( t )  +BF( t ) B - l ] }  = 
Hence, i n  t h i s  case, t h e  theorem o f  t h e  previous sec t ion  y ie lds ,  
f o r  s t a b i l t y  
2 2 '  
E{-2(+ J( g(t)+25-2al)2+ r, [ap+C1I1-1+a1g(t)+2a1( 5-a)] 5 -E ; ( 3 7 )  
a2 
e i th i . r  of the two c o r o l l a r i e s  give ins tead  t h e  condi t ion 
I i 2 
u1 2 1  2 2 
a2 a2 
E(I g ( t ) \ ) /  1 + - 6 25 - J4( (-al) + ---[a2ml-l+2al( !-a1)] - E. 
A straightforward computation y ie lds ,  i n  t h e  case t h a t  
s t a b i l i t y  conditions a r e  desired a s  func t ions  of 
t he  optimum values f o r  a1 and a2 for  equations (37) and ( 3 8 )  
coincide and a r e  
E(  I g( t )  I }, t h a t  
. 
a1 = 5 , 
2 a2 = 1-5 , 
2nd t h e  conditions of s t a b i l i t y  become, for t h e  theorem, equation 
(371, 
and for e i t h e r  of t h e  co ro l l a r i e s ,  equation (38), 
It i s  noted t h a t  equation (40) gives weaker conditions for s t a b i l i t y ,  
s ince  app l i ca t ion  of Schwarz’s i nequa l i ty  t o  t h i s  equation gives t h e  
s t  a b i l i t y  conditions 
16 
I f  s t a b i l i t y  condi t ions a r e  desired as a funct ion of 
E{ fL( t ) } ,  the optimum values  
9 
applied t o  equation (37) yield,  a f t e r  appl ica t ion  of Schwarz' s 
inequal i ty ,  t h e  s t a b i l i t y  condi t ion 
2 4 t2 E(g ( t ) )  5 -- E (43) 
These s t a b i l i t y  r e s u l t s  a r e  shown i n  a p i c t o r i a l  representa t ion  i n  
Figure 2. 
EXAMPLE 3:  Consider, i n  t h i s  case, t h e  d i f f e r e n t i a l  equation 
Y + [25  + g(t)]jr  + [ 1 + f ( t ) ] x  = 0 Y ( 44) 
a general izat ion of t h e  t w o  previous d i f f e r e n t i a l .  equations. Using 
the  same matrix 
indicated i n  the  previous examples t h e  fol lowing condi t ions f o r  
B o f  equation (19) and repea t ing  t h e  computations 
almost sure s t a b i l i t y  i n  t h e  la rge  a r e  obtained: from t h e  theorem 
E[->?(+ J(g(t)+25-2a1) 2 1  + +a2+a1-ltcr1g(t)-f(t)+2Cq 2 k-al)l 2 '  )
a2 
. .  
from Corollary 1 
arid from Corollary 2 
Inspec t ion  o f  t hese  l a s t  t h r e e  equations shows tha t ,  i n  
general, unless f ( t )  and g ( t )  a r e  r e l a t e d  no optimum matrix B 
e x i s t s .  
and E( g2( t ) )  
o f  t h e  Schwarz' s inequality,  the  condition 
Indeed, i f  s t a b i l i t y  conditions as a func t ion  of E ( f 2 ( t ) )  
a r e  desired,  equation (4.7) yie lds ,  upon appl ica t ion  
and it i s  immediately seen tha t ,  f o r  f ixed  values of a and a2 > 0, 
it i s  not poss ib le  t o  ob ta in  simultaneously r e s u l t s  which coincide 
w i t h  those  given by equation ( 3 2 ) ,  i n  t h e  event t h a t  g ( t )  0, and 
w i t h  equation (43), i f  f ( t )  E 0. 
a2 depends on t h e  r e l a t i v e  magnitudes of  E ( f 2 ( t ) )  and E(g2( t )} .  
1 
Hence, t h e  choice of  a1 and 
18 
The two extreme choices f o r  a and a2 a r e  given by equations 
(31) and (42), i n  which cases  we obta in  t h e  s t a b i l i t y  condi t ions 
1 
2 1 
( 5 2 + l ) E ( $ ( t ) ] + [  5E(g2(t)]’+E(f2(t))’]2 5 45 -E, 
The f i r s t  of these  equations y i e lds  equation (32) i f  g ( t )  = 0, 
while t he  second becomes equation (43) for f ( t )  = 0. Appropriate 
choices of a, and a2 > 0 w i l l  give r e s u l t s  bounded by these  
two extremes. 
L 
If r e s u l t s  a r e  desired a s  funct ions o f  E(  I f ( t ) l  } and 
E( I g( t)l ), equation (47) can be optimized by t h e  values 
i n  which case t h e  s t a b i l i t y  condition becomes 
<&-l For 
one i s  again forced t o  consider t he  r e l a t i v e  magnitudes of  
5 -2 it i s  not poss ib le  t o  optimize simultaneously, and 
E[\ f ( t ) l  } 
and E( I g(t)l ) . To obta in  extreme values  t h e  va lues  f o r  a and 1 
cy2 of equations (28)  and (39) a r e  used y i e l d i n g  
" .  
Y 
215 -1 if 52- 2 -  
Again, appropriate  choices of  a and a2 > 0 w i l l  y ie ld  r e s u l t s  1 
between these  extremes. 
A s  indicated previously, t h e  r e s u l t s  of t h i s  example a r e  
r a t h e r  disappoint ing s ince  they  ind ica t e  t h a t  an optimum quadrat ic  
norm does not ex is t .  On t h e  o ther  hand, it appears t h a t  i f  a d i f -  
f e r e n t i a l  equation has only  one time varying coe f f i c i en t  then t h e  
determination of such a norm does not appear amenable t o  simple 
ana lys i s  . 
EXAMPLX 4: An Application. Consider t h e  appl ica t ion  of t h e  theorem 
of  t h e  previous sec t ion  t o  t h e  study of t h e  s t a b i l i t y  of t h e  solu- 
t i o n s  of  t h e  d i f f e r e n t i a l  equations of t h e  k i n e t i c s  of  a simple 
nuclear  r eac to r  problem. 
such a system i s  
A s e t  of d i f f e r e n t i a l  equations modeling 
P ( t ) - B n + h c  , n =  
R 
* B  c = -  n - h c  Y I 
where 
c = concentrat ion o f  total delayed neutron precursors  ( G O )  
I 
- .  
1 = neutron e f f ec t ive  l i f e t ime  ( I  > 0) 
n = neutron dens i ty  ( n  2 0) 
p ( t )  = r eac t iv i ty ,  a funct ion of time 
f3 = t o t a l  delayed neutron f r a c t i o n  (p  > 0) 
X = mean decay constant o f  delayed neutron precursors.  ( h  > 0) 
This s e t  of equations and i t s  va r i an t s  have been t h e  subject  of  
numerous s tudies  [T I .  
p ( t )  
of t he  parameters, t h e  so lu t ions  of (52) a r e  unstable. 
I n  [ 8 ] ,  f o r  example, it was proved t h a t  i f  
i s  sinusoidal,  f o r  every frequency of  t h e  sinusoid and values  
For no ta t iona l  s implici ty ,  l e t  
and def ine 
Equations ( 5 2 )  then becomes 
x =  
-m-b 0 
b -x 0 
x ,  ( 5 %  
i n  the> same form a s  given by (1). 
givrn by (1-9) yields ,  a f t e r  some computations and app l i ca t ion  of 
Schwarz's inequality,  t h a t  t h e  theorem of t h e  previou:: sec t ion  w i l l  
Appl icat ion of t h e  matr ix  R 
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predict  s t a b i l i t y  f o r  some al, a2 > 0 and E > 0 if 
E( f 2 ( t))  ( a 2 y )  2 5 ~2h[m+b+Acxl]-(b+h(al+a2)-al(m+b+~l)} 2 -E. (36) 
The optimum values of a1 and a2 a r e  immediately found 
t o  be, 
a1 = 0, 
upon which (56) becomes 
2 
E ( f  ( t ) )  5 4mh ; 
b 
a2 = x 9 (57 )  
or, i n  t h e  notat ion of equation (32), t h e  condition f o r  almost sure 
asymptotic s t a b i l i t y  i n  t h e  large becomes 
It i s  evident from t h i s  expression t h a t  
f o r  s t a b i l i t y .  I n  t h e  spec i f ic  case t h a t  t h e  r e a c t i v i t y  v a r i e s  
s inusoida l ly  as 
E ( p ( t ) )  must be negative 
p ( t )  = -m + h s i n  cut 
s t a b i l i t y  condition (59) becomes 
h 2 5 8 m m l X - ~ ,  
for some E > 0. 
CONCLUSIONS 
A simple theorem t h a t  gives su f f i c i en t  condi t ions f o r  
t h e  almost sure  s t a b i l i t y  of l i n e a r  time varying systems has been 
presented. A s  t h e  appl ica t ions  of  t h i s  theorem and i t s  c o r o l l a r i e s  
t o  examples show, t h e  s t a b i l i t y  r e s u l t s  obtained a r e  q u i t e  good 
and simple t o  use. 
quadrat ic  norm fo r  a system of  d i f f e r e n t i a l  equation with only one 
time varying coe f f i c i en t  has not been resolved, and remains an 
open problem. 
The question o f  determination of t he  optimum 
.. . .  
, 
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