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Abstract
Visible light communication (VLC) has the potential to supplement the growing demand for wireless con-
nectivity. In order to realise the full potential of VLC, channel models are required Discrete channel models
based on semi-hidden Markov models (Fritchman model) for indoor VLC using low data rate LEDs are
presented. Each channel considered includes background noise and differing types of interference from flu-
orescent lights and pulse-width modulated (PWM) LEDs, which could be part of an indoor smart lighting
system. Models were developed based on experimental error sequences from a VLC system using an on-off
keying (OOK) modulation scheme. The error sequences were input into the Baum-Welch algorithm to de-
termine the model parameters by expectation maximisation. Simulated error sequences generated by the
models are compared to and, in most cases, perform better than simpler models with a single bit error rate.
The models closely approximate the experimental errors sequences in terms of error distribution. The models
performed better in channels where there is less interference. It was also found that periodic errors were
introduced as a results of the PWM modulated smart lighting LEDs. These models have use for designing
error control codes and simulating indoor VLC environments with different types of interference.
Keywords: Baum-Welch algorithm, Fritchman model, pulse width modulation (PWM), semi-hidden
Markov models, smart lighting, visible light communication (VLC)
1. Introduction
The demand for wireless connectivity is growing at an increasing rate. However, the current radio
frequency bandwidth is limited and expensive. Visible light communication (VLC) utilising light-emitting
diodes (LEDs) has drawn increasing attention as it has the potential to be part of the next generation of wire-
less connectivity to help meet this demand [1]. The ubiquitous nature of LEDs provides a major advantage
for VLC to be employed in the indoor environment for both illumination and wireless connectivity, as part
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of technologies such as Li-Fi [2] or smart lighting systems [3, 4]. The other potential applications for VLC
include indoor localisation [5], vehicle-to-vehicle (V2V) communication [6] and underwater communication
[7].
One of the challenges with indoor VLC is dealing with noise and interference. This comes from both
natural light as well as indoor lighting, both modulated and unmodulated. The transition to LED technology
for all indoor lighting is still taking place. Therefore, early VLC systems may be deployed in environments
where lighting other than LEDs exist. Furthermore, the potential co-existence of VLC with smart lighting
systems presents a unique challenge where non-transmitting lighting levels become more dynamic, such as
with pulse-width modulated (PWM) LED lights.
In [8], artificial light interference from fluorescent and incandescent lights were characterised and modelled
using experimental measurements in optical wireless channels. It was found that fluorescent lights with their
wider band have higher potential to degrade the channel. The authors also showed that other sources of light
can potentially cause errors in transmission, particularly in narrowband applications with low data rates.
The work in [9] proposed a method to mitigate the interference caused by a second LED based luminary in
an orthogonal frequency division multiplexing (OFDM) VLC system. The interference was caused during
the pulse transitions of the PWM signal. This was despite having an FFT at the receiver which filtered out
the DC component of the PWM signal. The overlapping PWM pulse transitions degraded the useful OFDM
signals.
In order to mitigate these errors, a better understanding of the VLC channel errors is required. One way
to achieve this is through channel modelling. Existing work include into VLC channel modelling include
optical power [10, 11], multipath [12, 13], and ray tracing [14, 15, 16] channel models. However, research
into VLC channel models have been sporadic and few works derive their channel models from experimental
data which contribute to channel models that are more practical. Furthermore, there has been little work
done on modelling the effects of noise or PWM interference.
One approach in modelling channel errors is to use a discrete channel model which models the channel at
a symbol leve [17]. A semi-hidden Markov model (SHMM) proposed by Fritchman can be used for discrete
channel modelling of a digital channel [18]. The Fritchman model has been used in the past to provide a
statistical distribution of errors in wireless channels, particularly channels with bursty errors [19]. These
models are also able to simulate error sequences with error patterns similar to real channels. In [20], the
authors used a three-state Fritchman model to model an frequency shift keying, on-off keying (FSK-OOK)
PLC and VLC integrated system. Results showed a distribution of errors introduced from both the VLC and
PLC channels for first and second order Markov models. In [21], a frequency hopped very high frequency
(VHF) model based on the Fritchman model was developed using real time measurements from different
modulation schemes. Similar work is reported in [22] where the Fritchman model was used in modelling
digital radio channels where the model parameter estimation was achieved using the gradient method.
This paper presents Fritchman models that have been developed for several low bit rate indoor VLC
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cases with differing types of noise and interference. One such source of interference are PWM modulated
LEDs which can operate at frequencies of less than 1 kHz [23]. Not all VLC applications may require high
frequency transmission, such as for indoor localisation. As such, the interest is in low bit rate transmission
where the impact of interfering PWM signals could be more significant. The parameters of the channel
models were found by expectation maximisation using the Baum-Welch algorithm [24]. Error sequences
obtained from transmissions run on a VLC test-bed were used as input data for the Baum-Welch algorithm
to train the models. Once the parameters for the models were found, the models were used to simulate
channel error sequences. A statistical model for channel errors can help in the design of error control codes,
interference avoidance and mitigation in future smart lighting systems, and as part of indoor channel VLC
system software simulations. Additionally, the Fritchman model can potentially provide a better distribution
of channel errors than a single bit error rate (BER) value.
The rest of the paper is organised as follows. Section 2 provides a theoretical background on the modelling
techniques used. Section 3 gives a description of the system that was used to collect the experimental data.
Section 4 explains the experimental procedure. Section 5 presents the results along with discussions, followed
by a conclusion in Section 6.
2. Channel Modelling
2.1. Modelling Approach
There are two approaches modelling a channel behaviour. The first is applying a signal level approach
where the channel is modelled in terms of signal parameters. These are defined as waveform-level channel
models and would typically include models for the signal-to-noise-ratio (SNR), signal-to-interference-plus-
noise ratio (SINR), multipath, optical power and the Lambertian model. The other approach to channel
modelling is using a statistical or probabilistic model, such as the one proposed for this research, which gives
a statistical distribution of channel errors. This type of channel model is different to the other types of
models because it provides a high level model of how errors are distributed in a channel. Thus, the model is
considered discrete due to the fact that individual channel states are considered.
Modelling the errors on a channel using a single error probability is simple, yet it cannot describe more
complex error distributions and patterns. The Fritchman model has multiple states and error probabilities.
This means that the Fritchman model can potentially provide a better overall model for channel error
distributions and patterns [25]. Channel modelling for VLC in general has not been studied considerably.
The application of the Fritchman model in modelling a VLC channel errors from noise as well as PWM
interference is not evident in literature either. There have been several efforts to determine physical channel
models where a signal approach has been taken [26]. A statistical or probabilistic approach in determining
channel error distributions have been applied in other communication fields.
Discrete channel models are different from waveform (signal level) models in that they abstract out the
waveform signal. A waveform signal consists of a sampled combination of the transmitted signal as well as
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disturbances such as noise and interference, whereas a discrete channel model is in terms of symbols only.
The noise and interference are not modelled directly, but rather the resultant combination of these with the
signal is modelled. Discrete channel models are favourable because they are computationally more efficient
when compared to waveform channel models. The model can be characterised in terms of a small set of
parameters because the many physical aspects of the channel are abstracted out. An important part of the
modelling process is determining these parameters. This can be accomplished by physical measurements on
the actual channel.
2.2. Fritchman Model
For the case of binary channels, the Fritchman model framework partitions the channel state space into
good and bad states. Fritchman defined k good states representing error-free transmissions and N − k bad
states representing a transmission where an error always occurs. Fig. 1 shows a three-state Fritchman model
with two good states and one bad state. Each state has a set of transition probabilities which are used as
part of the model. They form part of the state transition matrix:
A =

a11 0 a13
0 a22 a23
a31 a32 a33
 (1)
Note that for a Fitchman model, there are no transitions between good states, making the elements a12
and a21 zero. Another parameter used in the model is the error generation matrix, B. It describes the
probability of generating an error within a specific state at a discrete point in time. Bearing in mind the
fact that good states are error-free and bad states always produce an error, the error generation matrix for
a three-state model is thus:
B =
1 1 0
0 0 1
 (2)
This describes how the model is semi-hidden. Even though one can observe whether the channel is in a
good or a bad state, based on the error output, one cannot observe as to which of the good states produced
the error-free transmission. The third parameter of the model is the initial state probability for any of the
three states:
Π =
[
pi1 pi2 pi3
]
(3)
2.3. Baum-Welch Algorithm
The Baum-Welch algorithm is a robust method for fitting a SHMM. Using this algorithm, the parameters
for the channel model, Γ = (A,B,Π), can be estimated. This is an iterative algorithm that uses either a
measured or simulated error sequence, O = {O1, O2, ...Ot, ...OT }, to converge to the maximum likelihood
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Figure 1: A three-state Fritchman model with two good states and one bad state.
estimator for the model parameters that maximizes Pr(O|Γ). The number of iterations depends on the
desired level of accuracy for the model [25].
2.4. Model Scenarios
Some examples of light that can add noise and interference to VLC channels include light from the sun
and other indoor lighting such as fluorescent and incandescent lights. Another source of interference are
other LED lights. These include LEDs that are not transmitting data, but are instead PWM modulated
to support dimming of the smart lighting. Models were developed for two different indoor channels with
different noise and interference present, including:
I Background noise from sunlight passing through windows and from fluorescent indoor lighting
II The same background noise as case I as well as an interfering PWM modulated LED. This case includes
three sub-cases for different PWM duty cycles or dimming levels, namely 25%, 50% and 75%.
Experiments for each of these cases took place in a lab environment that includes a number of windows
and fluorescent lights.
3. System Description
3.1. Hardware
Fig. 2 shows a photograph of the experimental setup with the transmitter and receiver boxes in an indoor
environment. Additional information about the LED used for the experiments is found in Table 1. Fig. 3
shows a detailed block diagram of the system, which includes transmitter, interferer and receiver modules.
The transmitter’s Arduino Nano outputs an OOK signal to the MOSFET circuit which then drives the
white LED. The OOK signal is received at the photodiode and then converted from a current signal to a
voltage signal by means of a transimpedance amplifier (TIA). The analog-to-digital converter (ADC) at the
receiver’s Nano samples the signal and determines whether the received bit is a 1 or a 0 based on a decision
threshold. Due to the low bit rate transmission, the receiver does not include a DC filter. Communication
between the transmitter and receiver is synchronised by a clock line. This clock line is necessary so that no
synchronisation errors occur. The only errors we are interested in should come as a result of the channel.
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(a) Setup with adjustable height.
(b) Transmitter circuit.
(c) Receiver circuit.
Figure 2: Pictures of the full test-bed and hardware.
Table 1: Experimental hardware parameters.
LED make Cree R© XLamp R© XP-G
Transmitter viewing angle 125◦
Separation distance 1 m
Photodiode make OSRAM SFH 213
Receiver half angle ±10◦
The interferer transmits a signal in the same manner as the transmitter. The transmitter module controls
when the interferer should be activated as part of the experimental procedure.
3.2. Decision Threshold
At the receiver, the ADC threshold value is different for each experimental case. For case I, there is a
single threshold value. Fig. 4 shows an example of the two thresholds used for case II at the receiver. Vth1
is used when the interfering PWM signal is on and Vth2 for when it is off. This is because when the PWM
signal is on, it simply adds a DC offset to the received signal. Note that the PWM signal has an additional
DC offset as a result of background noise. The interferer informs the receiver when it needs to change its
threshold value while a transmission is taking place. The justification for this approach is that a PWM
signal is deterministic and it is possible to change threshold without a connection between the interferer
and receiver. However, the implementation of this is beyond the scope of the work presented in this paper.
These approaches result in an optimal threshold detections for cases I and II.
6
NANO
MOSFET 
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MOSFET 
driver
LED
Clock
Threshold change control
Interference control TIA NANO
Transmitter
Interferer
Receiver
Optical
channel PD
LED
Figure 3: Block diagram of VLC system used to obtain error sequences. PD, photodiode; TIA, transimpedance amplifier.
Vth1
Vth2
Figure 4: Voltage waveform with random bit sequence, PWM interference, and background noise DC offset measured at the
receiver, showing two decision thresholds.
Threshold values are determined at the beginning of each transmission by sending pilot bit sequences.
The pilot bits are sent once for case I. For case II, the pilot bits are sent twice, once for when the PWM
signal is on, and again for when the PWM signal is off. The same pilot bits are also sent at the end of a
transmission.
4. Experimental Procedure
For each case, 100 000 pseudo-random bits were transmitted at a rate of 6.25 kbit/s in 10 000 bit chunks.
The interfering PWM signal has a frequency of 600 Hz with duty cycle values as per the case II description
(see Section 2.4). Transmissions were run for all three of these case II duty cycles. Transmission distance
was fixed at 1 m. In order to get a variety of modelling results, a number of transmissions took place for
each case within a range of SNR in case I, or SINR in case II. This was done by varying the optical power
of the transmitter.
The SNR and SINR range was chosen based on the number of errors in the error sequence which was be-
tween approximately 1% and 10%. The received binary sequence was compared with the known transmitted
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sequence to obtain an error sequence. A 1 in the error sequence denotes an error and a 0 denotes no error.
This was then used as the input to the Baum-Welch algorithm.
Along with the error sequences collected for each case, initial values for the model parameters were used
as the input for the Baum-Welch algorithm, which include:
A =

0.9 0 0.1
0 0.8 0.2
0.1 0.7 0.2
 (4)
B =
1 1 0
0 0 1
 (5)
Π =
[
0.4 0.4 0.2
]
(6)
For case I, the SNR was calculated using:
SNR =
σ2S
σ2B
(7)
The σ2B term includes the background, thermal and shot noises as well (σ
2
shot + σ
2
thermal). This mea-
surement was taken in single readings for each test. For case II, the SINR was calculated using three
measurements. A description of each is followed by the relevant equation below. The first and second mea-
surements are used to get the signal component while the third measurement is used to get the noise and
interference components.
1. PWM signal is active:
σ21 = σ
2
B + σ
2
PWM (8)
2. PWM signal is active and the source is transmitting a random signal:
σ22 = σ
2
B + σ
2
PWM + σ
2
S (9)
3. PWM signal is active with measurements Xi grouped based on whether the PWM signal is high or
low.
σ23 ⇒ {Xi} : Tlow (10)
σ24 ⇒ {Xi} : Thigh (11)
σ23 + σ
2
4
2
= σ2PWM + σ
2
B (12)
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Figure 5: Channel with background noise from indoor lighting and windows at 6.66 dB SNR case I.
Using the above measurements, the final SINR is then calculated by:
SINR =
2(σ22 − σ21)
σ23 + σ
2
4
(13)
5. Results and Discussion
5.1. Model Derivation and Comparison
The Baum-Welch algorithm was used to generate three-state Fritchman models. The resultant state
transition probabilities of the models were used to generate new error sequences of 100 000 bits for the
different channels at each SNR/SINR. In order to determine how well the models describe the channel, a
comparison is made between a single BER value and the Fritchman model with its multiple states. Indepen-
dent and identically distributed (IID) error sequences were generated using each sequence error probability,
Pe, obtained from the experimental error sequence. The measured, modelled and IID error sequences were
then compared using error-free run distribution (EFRD) plots, expressed as Pr(0m|1). This is described
as the probability of transitioning to m or more consecutive error-free states following the occurrence of
an error. The EFRD from the measured sequence is compared to the modelled and IID EFRD using the
chi-squared (χ2) test and mean-squared error (MSE) to determine goodness of fit, as these are widely used
for determining how well curves match. The log-likelihood function has also been used to determine the
Baum-Welch algorithm convergence, as well as to determine how well the model fits the error sequence used
to train the model.
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5.2. Case I
Table 2 shows the modelling results for case I along with comparisons of the models and IID χ2 and
MSE values. Each of the models for this case have lower MSE and χ2 values compared to the IID. This
indicates that the Fritchman model provides a more accurate way to model errors in VLC channel with
background noise, compared to a single BER value. Fig. 5 shows one of the EFRD comparisons where the
model follows the distribution of the measured sequence. The main difference between the IID and and the
measured sequence is that the IID value gives an error distribution based on the BER and does not take
into consideration the memory of the channel. Although the percentage of errors of the measured and IDD
sequences are the same, the errors patterns are different. The Fritchman model takes into consideration the
memory of the channel.
5.3. Case II
5.3.1. Scenario Results
Tables 3, 4 and 5 show the case II modelling results for the 25%, 50% and 75% duty cycles respectively.
The first half of the tables show that the models generated for case II have a33 = 0. This represents the
probability of having two or more consecutive errors in the error sequence, forming error clusters. This
means there are no error clusters. The χ2 and MSE values show that the models do not always provide a
better fit than the IID sequences in tests for case II. The error sequence produced by the model is unable to
follow the measured error sequence with significant improvement compared to the IID error sequence. It is
evident that Fritchman models are better suited to channels that have error clusters.
At higher SINR tests, the majority of errors appear to be caused by the interfering PWM signal. Between
about 5 dB and -10 dB, the tests show Pe values that are consistently around 0.05. This is also around
the region where a33 = 0. Thus, errors caused within this region are almost exclusively as a results of the
interfering PWM signal. As the SINR decreases, errors are introduced from background noise as well, which
increases the Pe and gives a33 > 0.
5.3.2. SINR Measurement Error
The SINR values that were calculated and included as part of the results for case II are lower than
expected. This is as a result of limitations in the SINR measurements. SINR and SNR values were calculated
using variance from ADC readings. Inaccuracies in the ADC readings led to variance values for the noise term
being much being higher than anticipated. Figure 6 shows some of the ADC samples from the measurements
used in case II as part of the dataset for the calculation of the background noise power. Samples were
supposed to be grouped into readings of the background noise only. However, because the grouping had to
take place in the presence of the interfering PWM signal, some samples that were supposed to be put into
the interference dataset were put into the noise dataset. These are evidenced by the spikes in ADC samples
in Figure 6. In other words, interference readings were unintentionally added to the noise readings. This
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Figure 6: Samples of ADC readings used for SINR calculations.
invariably led to a higher denominator term the SINR calculation, thus, reducing the SINR values. This
highlights the need for more robust methods in determining the interference levels from PWM signals.
5.4. Log-likelihood
For the generation of the models, the Baum-Welch algorithm was run 20 times. In order to test for the
algorithm convergence, the log-likelihood ratios were plotted for cases I and II, calculated using:
Pr[O|Γ] =
T∏
t=1
Ct
log10Pr[O|Γ] =
T∑
t=1
log10Ct
The log-likelihood plots for four models are shown in Fig. 7 for 10 iterations. Each of algorithms converged
by the fifth iteration. The log-likelihood plots are also used to show how well the model fits the data the
was used to train the models; in this case, it is the measured sequence. The closer the value is to 0, the
better the fit. Fig. 7 shows that the resulting model for case I matched the measured sequence better than
for case II and their respective measured sequences.
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Figure 7: Log-likelihoods for 10 iterations of the Baum-Welch algorithm, cases I and II.
5.5. Discussion
Error sequences generated from the models in case I for different SNR values were all able to fit the
measured error sequence. The models also provided a better fit compared to IID sequences. Results show
that as the SNR values increase and Pe increase for each test, the simulated error sequences (the models) are
able to provide a more significant improvement in goodness of fit compared to the IID sequences. In other
words, the models perform better in channels with less background noise. For example at the highest SNR
(7.68 dB), the difference between the IID and model χ2 values is 13.91; whereas, at the lowest SNR (4.28 dB)
the difference is 0.122. This observation shows that as channel errors from background noise increase, the
distribution of the errors becomes more uniform and less bursty.
The SINR values are significantly different for case II compared to tests with similar Pe values from
case I. This is due to the dominance of the interfering PWM signal which adds a Pe increase of about 0.05.
The errors from interference are also periodic in nature. This is due to the periodic interfering PWM signal.
However, the periodic errors are not the same for different interference duty cycles. Fig. 8 shows the EFRD
for the measured sequences for tests from each of the three duty cycles. The 25% and 75% duty cycle
interference EFRD show very similar distributions. This is because the signals are 180◦ out of phase. Upon
closer observation, Fig. 8 also shows evidence that the PWM transitions are also the source of errors, even
with the optimal threshold detection. The gaps between these errors are dependant upon the gaps of the
duty cycles. The PWM frequency is an order of magnitude higher than the transmission frequency. Thus,
for a 50% duty cycle interference, there is a higher probability of errors every 10 bits. On the other hand,
for 25% and 75% there is a similar error probability, except it is every 8 bits. Thus, the channel with the
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Figure 8: Comparison of EFRD from the different PWM interference scenarios.
50% duty cycle interference performs better that the 25% and the 75% scenarios.
These finding highlight the impact that PWM signals can have on low data rate VLC channels. It also
justifies the need for error mitigation techniques. Future work can include developing models in a wider
variety of scenarios, including non-line-of-sight and blockage conditions. There is also scope for research into
mitigation techniques for co-existing VLC and smart lighting systems.
6. Conclusion
Discrete channel models for different, low data rate indoor VLC scenarios have been presented, including
different of types background noise and interference from other light sources. This interference included
light from a nearby PWM modulated LEDs, such as those which would be part of an indoor smart lighting
system at different PWM duty cycles. The models are based on Fritchman’s SHMM and were developed
by the Baum-Welch algorithm expectation maximisation using experimental data from OOK transmissions.
Channel models are able to simulate binary error sequences with error distributions similar to the experi-
mental error sequences and performed better than IID sequences. The models also highlighted the memory
in the channel error sequences. In the presence of noise only, the models performed better at higher SNR
values. These models also performed better than those without the presence of PWM interference. Yet,
experiments did show that periodic errors are introduced from PWM interference. The 25% and 75% duty
cycle interferences gave a similar error pattern, whilst the 50% had the best performance. The models can
be used for designing interference mitigation techniques for VLC smart lighting systems, error control codes
17
and software simulations of indoor VLC channels with different types of interference.
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