Abstract. In the case of multiple nonstationary independent source signals and linear instantaneous time-varying mixing systems, it is difficult to adaptively separate the multiple source signals. Therefore, the adaptive blind source separation (BSS) problem is firstly formally expressed and compared with tradition BSS problem. Then, we propose an adaptive blind identification and separation method based on the variable learning rate equivariant adaptive source separation via independence (EASI) algorithm. Furthermore, we analyze the scope and conditions of variable-learning rate EASI algorithm. The adaptive BSS simulation results also show that the variable learning rate EASI algorithm provides better separation effect than the fixed learning rate EASI and recursive least-squares algorithms.
Introduction
There is an increasing demand for dynamic systems to be safer and more reliable [1] . In mechanical fault diagnosis, the extraction of fault characteristic information is indispensable [2] , although the complexity of mechanical devices means that mechanical vibration signals usually have mixed and multipath effects. Furthermore, there may be some frequency superposition in the signals, so it is challenging to extract feature information. When multiple signals are statistically independent, the technique of blind source separation (BSS) can identify the original signals through the use of sensors, regardless of the location information, signal quantity, and so on [3] .
Recently, BSS has attracted considerable attention. It has been widely used in many practical applications, such as telecommunications [4] , biomedical signal processing [5] , vibration source enumeration and identification [6] , image processing [7] , voice signal classification [8] , fault diagnosis [9] , and structural health monitoring [10, 11] . The earliest application of BSS was in the failure analysis of a gearbox [12] . BSS can be conducted through two popular approaches, namely second-order blind identification [13] and independent component analysis (ICA) [8] . Traditional BSS methods have two main disadvantages [14] : they operate offline, and require the entire signal to perform separation and identification. The use of offline BSS methods for online problems is time-consuming and inefficient.
The first adaptive form of BSS was proposed by Jutten and Herault [15] . Cardoso and Laheld developed a different adaptive approach [16] , using the 'relative gradient' adaptive algorithm based on serial updating, whereby the separating matrix is updated in each step when a new sample is received. These adaptive algorithms are known as equivariant adaptive source separation via independence (EASI). However, because of their constant learning rate (step-size), typical EASI algorithms face a trade-off between stability and convergence speed [17] .
Methods with adaptive learning rate have been widely studied, as the variable learning rate makes the algorithm effective in non-stationary environments. Xie et al. [18] adjusted the learning rate using mutual information, and Zhang et al. [19] changed the learning rate by estimating a performance index. For time-varying mixing channels, the variable learning rate sign natural gradient algorithm was proposed by Yuan et al. [20] . Shifeng et al. [21] developed a variable leaning rate composed of two adaptive separation systems, while Gao et al. [22] designed a performance-index-based EASI method for direct sequence code division multiple access (DS-CDMA) systems. Chambers et al. presented a method for dealing with abrupt changes in the mixing matrix [23] , and an adaptive algorithm that can separate noisy time varying mixtures has been reported by Enescu et al. [24] . DeYoung et al. [25] applied BSS techniques to mixtures of digital communication signals in which the sources are mobile or the environment is changing, and the mixing matrix will vary with time. Their results indicate that the main difficulty in the separation phase is the ill-conditioned nature of the channel matrix. Chen et al. [26] used a retrospective online EASI method to deal with the problem of sudden changes in the time-varying environment. A time-varying mixing matrix with stationary source signals was investigated by Bulek et al. [27] . In an earlier article, we proposed two algorithms (recursive least-squares (RLS) and Recursive-EASI) [28] to solve the problem of time-varying source signals and time-varying systems simultaneously. However, all of the above research work did not describe the adaptive BSS problem in detail. Furthermore, these previous methods focus on algorithm performance and do not evaluate the separation results. In this paper, we formally describe the adaptive BSS problem and propose the use of a variable learning rate EASI-based method to solve the problem of nonstationary source signals in a different slowly time-varying environment. Compared with our earlier algorithms [28] , the variable learning rate EASI method described in this paper is totally different (R-EASI selects a reference point, and the method proposed in this paper uses a variable learning rate), and we present a detailed theoretical derivation. In the simulation section, we describe the parameter settings, evaluation index, and simulation analysis.
The primary contributions of this paper can be summarized as follows:
1) The problem of online real-time BSS under a time-varying system and nonstationary source signals is formally expressed and compared with the traditional BSS problem. The differences between the two problem types are explained in detail.
2) This paper applies a variable learning rate EASI algorithm for the problem of adaptive BSS for a mixing matrix that varies slowly with time and a nonstationary environment. In addition, the scope and conditions of the method are identified.
3) The similarity coefficient and Vestigial Quadratic Mismatch (VQM) are used as quantitative evaluation indexes of the waveform similarity of the separated source signals.
4) We design a simulation to verify the correctness of our method. The fixed learning rate EASI and RLS algorithms are used for comparison.
The remainder of this article is arranged as follows. Section 2 introduces the model and the concept of adaptive BSS. Section 3 describes the process of our EASI method in detail. Section 4 presents the simulation verification procedure and results. Finally, we state the conclusions to this study and ideas for future research in Section 5.
Adaptive BSS model for linear instantaneous mixing systems and nonstationary source signals

Description of adaptive BSS
In traditional BSS, the mixing matrix is constant. However, in reality, the way in which signals mix varies with time. We call the linear instantaneous mixing matrix . The model can be described as [25, 27, 28] :
where ( 
In our setting, the separation matrix ∈ × is unknown but should vary with time, and the separated multiple nonstationary independent signals ( ) = [ ⃗ ( ), ⃗ ( ), . . . , ⃗ ( )] ∈ × can be got by:
and the separated signals latest value
We hope that the ( ) and ( ) are as similar as possible. Fig. 1 illustrates the adaptive BSS model for linear instantaneous mixing systems and nonstationary source signals.
The separating matrix is constructed using either a one-stage or two-stage separation system [16, 29] . In the one-stage method, is obtained directly by minimizing/maximizing some contrast function. In this paper, we focus on the two-stage approach, in which the observations are first preprocessed by an × whitening matrix , and then an orthogonal matrix ∈ × is used to separate the source signals. Finally, we obtain the total separating matrix = . 
Model assumptions of adaptive BSS
BSS problems have multiple solutions [28] . To identify the optimal solution, five basic assumptions are proposed, which are slightly different from those used in traditional BSS [14] : 1) ∈ × satisfies ( ) = . 2) ⃗( ) is a nonstationary random process. 3) ⃗( ) is statistically independent at each time, and at most one component in ( ) obeys a Gaussian distribution.
4) The number of observed signals ( ) is greater than or equal to the number of source signals ( ).
5) ( ) is linearly mixed and the system is slowly time-varying. 
Comparison of adaptive BSS and traditional BSS
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Theoretical derivation of linear time-varying mixed BSS using EASI
Notion of equivariance
The EASI algorithm was first proposed by Cardoso, who used the notion of equivariance to prove that the performance of EASI is independent of the mixing matrix [29] when the mixing matrix is constant. In the same way, a blind estimate of is simply a function of ( ). This can be expressed as:
where is the estimator of and (⋅) represents this functional relationship. In equivariance theory, when the data conversion is equivalent to some parameter conversion, both and ( ) are multiplied on the left by a matrix ∈ × . In this case, is equivariant when it satisfies:
Eq. (6) shows that ( ) is given by ( ) = ( ( )) ( ), which means that it is only related to ( ) and is independent of : this is also called uniform performance.
Serial matrix updating
The core concept of EASI is serial updating [16] . Serial updating involves choosing a × matrix-valued function → ( ) , which is used to update the separating matrix according to:
where is the learning rate and is fixed in traditional EASI algorithm. Fig. 3 illustrates this update process of separation matrix. The global system can be similarly updated by:
Eq. (8) also shows that the overall system is not dependent on . 
EASI algorithm
Using the notion of 'relative gradient' [16] , the function ( ) in Eq. (7) can be considered as: 
Let ∈ × be the unit matrix. Exactly as in Eq. (10), according to [16] , the serial whitening matrix can be updated by:
where ⃗( ) = ⃗( ) and ⃗( ) = ⃗( ) is the signal after whitening. The orthogonal matrix can also be updated by:
The purpose of Eq. (11) and Eq. (12) is to obtain the updated . Then, according to Eq. (11), Eq. (12), and = , we have:
In this equation, ( ′( ⃗( )) ⃗ ( ) − ⃗( ) ′( ⃗( )) + ⃗( ) ⃗ ( ) − )
= 0, and so for ≠ , ⃗( ) and ⃗( ) are independent of each other. For arbitrary nonlinear functions ( ), we define:
The EASI algorithm for adaptive source separation is based on Eq. (7) and Eq. (15):
To maintain uniform performance, which means that can take any values, we adjust ( ⃗( )) to preserve stability. Eq. (17) describes the normalized form [16] :
Advantages of EASI algorithm
EASI is a gradient-based algorithm that uses nonlinear decorrelation to estimate the independent components. It has several advantages over other ICA algorithms [30] . 1) EASI is an adaptive and online algorithm, which makes it suitable for problems in which the underlying distributions of input characteristics vary over time.
2) EASI is equivariant, and the convergence speeds, interference suppression levels, and other properties are only related to the signals' normalized distributions and are independent of the mixing matrix.
3) EASI offers improved parallelism by combining whitening with separation, because other methods whiten the input features during a preprocessing step. 4) EASI is computationally efficient, as its basic operations only require addition and multiplication.
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Variable learning rate EASI algorithm
In the EASI algorithm, the learning rate is closely related to the convergence speed and steady-state error. When the learning rate is fixed, values that are too large will make the algorithm unstable, whereas values that are too small will increase the convergence time [17] .
Given the limitations of a fixed learning rate, we use a typical time-descending learning rate given by [31, 32] :
where , , and are constants.
Scope and conditions of variable learning rate EASI algorithm
1) The sources are statistically independent.
2) The source signals are non-stationary and the mixing matrix represents slow instantaneous linear mixing.
3) The number of observed signals is greater than or equal to the number of source signals, and the number of signals cannot be changed.
Simulation verification
Simulation dataset and parameter settings
We design simulations to demonstrate the performance of our variable learning rate EASI-based adaptive BSS method. We choose three different signals, a nonstationary wave ⃗ ( ), square wave ⃗ ( ), and a triangular wave ⃗ ( ). These are specified as follows: 
Then, we allow the first element of to vary slowly:
.
Therefore, we have designed nonstationary sources and a slowly time-varying mixing matrix. The nonlinear functions ⃗( ⃗( )) are related to the signal distributions. When ⃗( ) is a sup-Gaussian signal, the choice may be ⃗( ⃗( )) = ⃗( ) . When ⃗( ) is a super-Gaussian signal, our choice is usually ⃗( ⃗( )) = tanh( ⃗( )) [17] . In this paper, ⃗( ⃗( )) = ⃗( ) . The sampling length = 2000 s.
For comparison, we designed a fixed learning rate EASI, RLS method, and variable learning rate EASI. For the fixed learning rate algorithm, after a lot of experiments, we set the EASI learning rate to 0.0017 and the RLS learning rate to 0.982. For the variable learning rate parameters, we set = 0.014, = 200, and = 0.025.
Source separation evaluation index
Similarity coefficient
We wish to consider the similarity, and completely eliminate the uncertainty of the order and amplitude of the output components. Most existing algorithms use the performance index (PI) as an evaluation metric, representing the closeness between and the mixing matrix [33] . The similarity coefficient between the th separated signal source ⃗ ( ) after normalization and the th real random fault source ⃗ ( ) is given by:
when the only difference in ⃗ ( ) and ⃗ ( ) is in their amplitudes, , = 1. When ⃗ ( ) is independent of ⃗ ( ), , = 0. Therefore, we expect to achieve values close to 1. The similarity coefficient between the th separated signal source ⃗ ( ) and the th separated signal source ⃗ ( ) after normalization is defined as:
when ⃗ ( ) is independent of ⃗ ( ), , = 0. We therefore hope to achieve values close to 0.
Vestigial quadratic mismatch
The Vestigial Quadratic Mismatch (VQM) between the separated signals and the real random fault source can be used as a performance index [34] . This metric is calculated as:
where:
when the value of VQM is less than −23 dB, the effect of adaptive BSS can be considered to be very good.
Simulation results
The source signals used in this simulation are shown in Fig. 4 . From top to bottom, they are a non-stationary wave ⃗ ( ) , a square wave ⃗ ( ) , and a triangular wave ⃗ ( ) . After linear instantaneous mixing, the observed signals are shown in Fig. 5. Figs. 6-9 show the separation results of the fixed learning rate EASI, the fixed learning rate RLS, and the variable learning rate EASI method. Table 2 presents the separation results achieved by EASI, RLS, and variable learning rate EASI. Table 3 demonstrates the independence of the source signals. Table 4 lists the similarity between the separated signals given by EASI, RLS, and variable learning rate EASI. Fig. 9 shows the variation of the first element of the mixing matrix over time. 
Simulation results analysis
The simulation results can be analyzed as follows:
1) The first separation signal in Fig. 6 corresponds to the first source signal in Fig. 4 , the second separation signal ⃗ ( ) corresponds to the third source signal ⃗ ( ), and ⃗ ( ) corresponds to ⃗ ( ). The sequence of the separated signals is uncertain, which is a problem with the adaptive BSS algorithm.
2) From Fig. 4 , we can see that ⃗ ( ) is nonstationary. In Table 3 , if the -value is close to 0, the source signals are not independent. Therefore, the sources are nonstationary and independent, and can be used to verity the algorithm.
3) The shapes of the identified signals are similar to those of the source signals (see Fig. 4 and Figs. [6] [7] [8] in the different methods. This result is confirmed by Table 2 . The fixed learning rate EASI and RLS are not as good as variable learning rate EASI in the case of nonstationary environments and time-varying mixing.
4) In Table 4 , the similarity coefficient between separated signals is less than 6 % in variable learning rate EASI, demonstrating that the correlation between the separated signals is not high and the separation is very good. 5) Fig. 9 illustrates the exponential increase of (1,1). Though was chosen at random, the selection of the initial value (1,1) has a significant influence on the simulation results. The reason for this requires further study. 6) In Tables 2 and 4 , the variable learning rate has a significant impact on the results. The variable learning rate EASI achieves better results than the other algorithms, and RLS outperforms EASI. The separation signals obtained by all methods are similar to the source signals, and the correlation between the separated signals is not high.
7) Similarity coefficients and VQM can both be used to evaluate the separation results. In Table 2 , when the similarity coefficients are the same, VQM can still distinguish the results.
Conclusions
In this paper, we have described a variable learning rate EASI algorithm for adaptive BSS with a nonstationary source and slowly time-varying environment. This algorithm achieves good accuracy in terms of source separation.
However, the accuracy of the algorithm is closely related to the choice of parameters. The current learning rate and initial value are selected in advance based on experience, rather than using the degree of non-stationarity of the system response signal. In future work, we will identify more complex time-varying situations, such as changing the number of sources or the mixing matrix dimensions, explore the effects of parameter values on the results, and present experimental verifications of actual scenarios.
