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In this paper we classify the centers, the cyclicity of their Hopf bifurcation and the
isochronicity of the polynomial differential systems in R2 of degree d that in complex
notation z = x+ iy can be written as
z˙ = (λ + i)z + (zz) d−22 (Az2 + Bzz + Cz2),
where d 2 is an arbitrary even positive integer, λ ∈ R and A, B,C ∈ C. Note that if d = 2
we obtain the well-known class of quadratic polynomial differential systems which can
have a center at the origin.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
In the qualitative theory of real planar polynomial differential systems two of the main problems are the determination
of limit cycles and the center-focus problem; i.e. to distinguish when a singular point is either a focus or a center. The
notion of center goes back at least to Poincaré in [17]. He deﬁned it for a vector ﬁeld on the real plane; i.e. a singular point
surrounded by a neighborhood fulﬁlled of closed orbits with the unique exception of the singular point.
This paper deals with the classiﬁcation of the centers for a class of polynomial differential systems which generalizes the
quadratic polynomial differential systems to polynomial vector ﬁelds of arbitrary degree. The classiﬁcation of the centers of
the polynomial differential systems started with the quadratic ones with the works of Dulac [7], Kapteyn [11,12], Bautin [2],
Zoladek [20], . . . see Schlomiuk [19] for an update on the quadratic centers. There are many partial results for the centers
of polynomial differential systems of degree larger than 2, but we are very far to obtain a complete classiﬁcation of the
centers for the polynomial differential systems of degree  3.
In this paper we consider the polynomial differential systems in the real (x, y)-plane that have a singular point at the
origin with eigenvalues λ ± i and that can be written as
z˙ = (λ + i)z + (zz) d−22 (Az2 + Bzz + Cz2), (1)
where z = x+ iy, d 2 is an arbitrary even positive integer, λ ∈ R and A, B,C ∈ C. The vector ﬁeld associated to this system
is formed by the linear part (λ + i)z and by a homogeneous polynomial of degree d formed by three monomials. For such
systems, we want to determine the conditions that ensure that the origin of (1) is a center. Of course these systems for
d = 2 coincide with the class of all quadratic polynomial differential systems. So we call the class of polynomial differential
systems (1) of degree d 2 the generalized quadratic systems.
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A = a1 + ia2, B = b1 + ib2, and C = c1 + ic2.
The resolution of this problem implies the effective computation of the Liapunov constants. Indeed writing (1) in polar
coordinates, i.e. doing the change of variables r2 = zz and θ = arctan(Im z/Re z), system (1) becomes
dr
dθ
= λr + F (θ)r
d
1+ G(θ)rd−1 , (2)
where
F (θ) = (a1 + b1) cos θ − (a2 − b2) sin θ + c1 cos3θ + c2 sin3θ,
G(θ) = (a2 + b2) cos θ + (a1 − b1) sin θ + c2 cos3θ − c1 sin3θ. (3)
Note that Eq. (2) is well deﬁned in a suﬃciently small neighborhood of the origin. Therefore if system (1) has a center,
then Eq. (2) deﬁned in the plane (r, θ) when θ˙ > 0 also has a center at the origin.
The transformation (r, θ) → (ρ, θ) deﬁned by
ρ = r
d−1
1+ G(θ)rd−1 (4)
is a diffeomorphism from the region θ˙ > 0 into its image. As far as we know the ﬁrst in use this transformation was Cherkas
in [4]. If we write Eq. (2) in the variable ρ , we obtain the following Abel differential equation
dρ
dθ
= (d − 1)G(θ)[λG(θ) − F (θ)]ρ3 + [(d − 1)(F (θ) − 2λG(θ))− G ′(θ)]ρ2 + (d − 1)λρ
= U (θ)ρ3 + V (θ)ρ2 + (d − 1)λρ. (5)
This kind of differential equations appeared in the studies of Abel on the theory of elliptic functions. For more details on
Abel differential equations see [10], or [9].
The solution ρ(θ,γ ) of (5) satisfying that ρ(0, γ ) = γ can be expanded in a convergent power series of γ  0 suﬃciently
small. Thus
ρ(θ,γ ) = ρ1(θ)γ + ρ2(θ)γ 2 + ρ3(θ)γ 3 + · · · (6)
with ρ1(θ) = 1 and ρk(0) = 0 for k  2. Let P : [0, γ0] → R be the Poincaré map deﬁned by P (γ ) = ρ(2π,γ ) and for a
convenient γ0 > 0. Then the values of ρk(2π) for k  2 control the behavior of the Poincaré map in a neighborhood of
ρ = 0. Therefore clearly system (1) has a center at the origin if and only if ρ1(2π) = 1 and ρk(2π) = 0 for every k  2.
Assuming that ρ2(2π) = · · · = ρm−1(2π) = 0 we say that vm = ρm(2π) is the mth Liapunov or Liapunov–Abel constant of
system (1). The problem of computing the Liapunov constants for determining a center goes back to Poincaré [17] and
Liapunov [13]. It is well known that the Liapunov–Abel constants vm are homogeneous polynomials of degree m − 1 in the
coeﬃcients of ai , bi and ci for i = 1,2, see for instance [6,16].
The set of coeﬃcients for which all the Liapunov constants vanish is called the center variety of the family of polynomial
differential systems. By the Hilbert Basis Theorem, the center variety is an algebraic set. Now a natural question arises:
is that one can characterize the center variety of a given family of polynomial differential systems? In other words, can one ﬁnd
necessary and suﬃcient conditions such that a given system of the family has a center at the origin?
The problem of studying the centers and the foci is in general very diﬃcult since to do it requires a good knowledge, not
only of the common zeros of the Liapunov constants, but also of the ﬁnite generated ideal that they generate in the ring of
polynomials taking as variables the coeﬃcients of the polynomial differential system. Furthermore in general the calculation
of the Liapunov constants is not easy, and the computational complexity of ﬁnding their common zeros grows very quickly.
A number of algorithms have been developed to compute them automatically up to a certain order (see [6,15,16] and the
references therein). We also want to mention that even if we are able to obtain the Liapunov constants it is in general
extremely diﬃcult to decompose the resulting variety into irreducible components. If this can be done we have necessary
conditions to have a center at the origin. Usually, the suﬃciency conditions will follow either from proving the existence of
a ﬁrst integral deﬁned in a neighborhood of the origin, or from the existence of a symmetry through the origin.
The ﬁrst objective of this paper is to determine the conditions on the parameters λ, A, B and C in order that the origin
of (1) be a center.
The ﬁrst main result of this paper is the following.
Theorem 1. For d 2 even, system (1) has a center at the origin if and only if one of the following conditions holds:
(c.1) λ = 2A + B = 0,
(c.2) λ = Im(AB) = Im(A3C) = Im(B3C) = 0,
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(c.4) λ = A − 2B = |C | − |B| = 0, Im(A3C) = 0 and d = 2.
We note that in the particular case d = 2 we obtain the well-known characterization of the centers for the quadratic
polynomial differential systems (see for instance [2,20]). Therefore in this paper we will consider systems (1) with d  4
even.
The proof of Theorem 1 follows immediately from the next four propositions.
Proposition 2. For d 4 even if one of the conditions (c.1) or (c.2) holds, then system (1) has a center at the origin.
Proposition 3. For d 4 even the independent Liapunov constants of system (1) are
V1 = e2π(d−1)λ,
V3 = − Im(AB),
V5 = − Im
(
C(2A + B)[(4− d)A − (2+ d)B][(d − 2)A + dB]),
and if d = 4 then
V7 = − Im
(
C(2A + B)[A2(5|A|2 − 6|C |2)− 20B2|A|2]),
or if d 6 even then
V7 = Im
(
C(2A + B)[(d − 2)A2u − B2v]),
with
u = 120(d − 2)d(d + 8)(d − 1)2|A|2 + (d + 2)2(d5 − 4d4 − 74d3 − 20d2 + 384d + 64)|C |2,
v = 120(d − 1)2(d + 8)d3|A|2 + (d + 2)2(d6 + 2d5 − 58d4 − 160d3 − 40d2 − 64d − 32)|C |2.
Furthermore,
V9 = Im
(
C(2A + B¯)
[
A2 −
(
d
d − 2
)2
B¯2
]
|C |4
)
.
We remark that V1 ≡ ρ1(2π), V2k+1 ≡ ρ2k+1(2π) (mod {λ, V2 j+1} j=1,...,k−1) for k = 1, . . . ,4, and also modulo a positive constant.
Proposition 4. If d 16 even and V1 = 1, V3 = V5 = V7 = 0, then either condition (c.1) or (c.2) holds.
Proposition 5. If d ∈ {4, . . . ,14} even and V1 = 1, V3 = V5 = V7 = V9 = 0, then either condition (c.1) or (c.2) holds.
The eigenvalues at the singular point located at the origin of system (1) are λ ± i. Therefore the origin is either a weak
focus or a center if λ = 0, see for instance [1,16].
From Propositions 3–5 and Theorem 1 it follows that system (1) with d 4 even has, by deﬁnition,
(a) a strong focus at the origin if λ = 0, stable if λ < 0, otherwise unstable;
(b) a weak focus of ﬁrst order at the origin if λ = 0 and V3 = 0, stable if V3 < 0, otherwise unstable;
(c) a weak focus of kth order (for k = 2,3) at the origin in λ = V3 = · · · = V2k−1 = 0 and V2k+1 = 0, stable if V2k+1 < 0,
otherwise unstable;
(d) a center at the origin if and only if λ = V3 = V5 = V7 = 0 and d 16 even;
(e) a weak focus of fourth order at the origin if λ = V3 = V5 = V7 = 0, and V9 = 0 for d ∈ {4,6, . . . ,14} even, stable if V9 < 0,
otherwise unstable; and
(f) a center at the origin if and only if λ = V3 = V5 = V7 = V9 = 0 and d ∈ {4,6, . . . ,14}.
Now we want to study the maximum number of limit cycles bifurcating from the origin of the class of polynomial
differential systems (1). This has been studied for some classes of polynomial differential systems and this information
allows us to obtain estimates on the number of limit cycles of the system. In particular it was proved in [2,20] that quadratic
systems of the form (1) have at most cyclicity three. More precisely if we denote by Ed the class of all systems of degree d of
the form (1) we say that the origin of any system z˙ = w(z, z¯) with w ∈ Ed has cyclicity k with respect to Ed if any perturbation
of this system inside the class Ed has at most k limit cycles in a small neighborhood of the origin, and k is reached for
some perturbation. The second main theorem in this paper is the following.
Theorem 6. The cyclicity of the singular point z = 0 of system (1) with respect to Ed is  3 for d  16 even, and  4 for
d ∈ {4,6, . . . ,14}. More precisely the cyclicity is
430 J. Llibre, C. Valls / J. Math. Anal. Appl. 357 (2009) 427–437(a) 0 for λ = 0;
(b) 1 for λ = 0 and Im(AB) = 0;
(c) 2 for either λ = Im(AB) = 0 and (4− d)A − (2+ d)B¯ = 0, or λ = Im(AB) = 0 and (d − 2)A + dB¯ = 0;
(d) 3 for (c.1) λ = (4 − d)A − (2 + d)B = 0 and either A2(5|A|2 − 6|C |2) − 20B¯2|A|2 = 0 if d = 4, or (d − 2)A2u − d2 B¯2v = 0 if
d 6 even (where u and v are given in the statement of Proposition 3); and for (c.2), λ = (d − 2)A + dB = 0 and C = 0;
(e) 4 for λ = Im(AB) = (4−d)A− (2+d)B = 0 and either A2(5|A|2 −6|C |2)−20B¯2|A|2 = 0 and C = 0 if d = 4; or (d−2)A2u−
d2 B¯2v = 0 and C = 0 if d ∈ {6,8, . . . ,14}.
Once we have proven the existence of the so-called center variety of system (1) we also want to determine which of the
centers described by Theorem 1 are isochronous. With this objective let z = 0 be a center (that is, we assume that we are
under some of the hypotheses of Theorem 1 that guarantee that z = 0 is a center) and let V be a neighborhood of z = 0
covered with periodic orbits surrounding z = 0. We can deﬁne a function, the period function of z = 0 by associating to every
point z of V the minimal period of the periodic orbit passing through z. The center z = 0 of system (1) is isochronous if the
period of all periodic orbits in V \ {z = 0} is constant. The study of the isochronous centers started when Huygens studied
the cycloidal pendulum (see for instance [8]). This pendulum has isochronous oscillations in opposition to the monotonicity
of the period for the usual pendulum. The existence of isochronous centers for several classes of systems has been done
in [3].
If we take the equation of θ ′ and we apply the change of variables in (4) we obtain
T =
2π∫
0
1
1+ G(θ)rd−1 dθ =
2π∫
0
(
1− G(θ)ρ)dθ = 2π −
2π∫
0
G(θ)ρ dθ,
where ρ(θ,γ ) =∑ j1 ρ j(θ)γ j is given in (6) and ρ j(θ) are the terms giving rise to the Liapunov–Abel constants when we
evaluate them at θ = 2π . Then system (1) has an isochronous center at the origin if it is a center and satisﬁes
2π∫
0
G(θ)ρ(θ,γ )dθ =
∑
j1
( 2π∫
0
G(θ)ρ j(θ)dθ
)
γ j = 0.
That is, if
T = 2π −
∑
j1
T jγ
j = 2π,
with
T j =
2π∫
0
G(θ)ρ j(θ)dθ = 0, for j  1. (7)
The constants T j will be called the period Abel constants or simply the period constants.
In general it is very diﬃcult to study the isochronous centers, since to do it requires ﬁrst the knowledge of the conditions
to be a center, and second a good knowledge, not only of the common zeros of the period Abel constants, but also of the
ﬁnite generated ideal that they generate in the ring of polynomials taking as variables the coeﬃcients of the polynomial
differential system. Furthermore, in general the calculation of the period Abel constants is not easy, and the computational
complexity of ﬁnding their common zeros grows very quickly.
The problem now is to determine which of the centers described by Theorem 1 are isochronous. This is the last main
objective of this paper.
When d = 2 the isochronous centers are well studied (see for instance [3,5,14,18]) and then we just state the result. Note
that we do not consider the case λ = A = B = C = 0 because such a system is linear and in this paper we are interested in
non-linear homogeneous systems of degree d 2 even.
Proposition 7. If d = 2 system (1) has an isochronous center at the origin if and only if one of the following conditions holds.
(a) λ = 0, B = C = 0;
(b) λ = 0, B = A¯, C = 0;
(c) λ = 0, B = 2A/5, C = −3A2/(5A), A = 0;
(d) λ = 0, B = 6A/7, C = 3A2/(7A), A = 0.
Now we only consider systems with d 4 even. The last main result of this paper is the following.
Theorem 8. System (1) with d 4 even has an isochronous center at the origin if and only if one of the following conditions
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(d.2) λ = 0, B = (2− d) A¯/d, C = 0;
(d.3) λ = 0, B = 0, C = −A2/A, A = 0 and d = 4;
holds.
The paper has been organized as follows. Propositions 2 and 3 are proved in Sections 2 and 3, respectively. Propositions 4
and 5 are proved in Section 4. Theorem 6 is proved in Section 5, and Theorem 8 is proved in Section 6.
2. Proof of Proposition 2
Now we shall prove that if condition (c.1) holds, then system (1) has a center at the origin. Under condition (c.1) if we
rescale system (1) by |z|d−2 it becomes
z˙ = iz|z|2−d + Az2 − 2 A¯zz¯ + C z¯2 = i ∂H
∂ z¯
,
where
H = 2
4− d |z|
4−d − i Az2 z¯ + i A¯zz¯2 + i
3
(
C¯ z3 − C z¯3) for d 6,
and
H = log |z|2 − i Az2 z¯ + i A¯zz¯2 + i
3
(
C¯ z3 − C z¯3) for d = 4.
Note that the integral H for d 6 and exp(H) for d = 4 are well deﬁned at the origin. Therefore the origin is a center.
We recall that systems (1) are reversible with respect to a straight line if they are invariant under the change of variables
w = eiγ z, τ = −t for some γ real. For systems (1) we have the following result.
Proposition 9. System (1) is reversible if and only if A = −Aeiγ , B = −Be−iγ and C = −Ce−3iγ for some γ ∈ R. Furthermore in this
situation the origin of system (1) is a center.
Proof. The proof follows directly from its deﬁnition. For more details see [6]. 
Now we shall show that if condition (c.2) holds, then system (1) has a center at the origin. From the conditions Im(AB) =
Im(A3C) = Im(B¯3C) = 0, we get AB = A¯ B¯ , A3C = A¯3C¯ and B¯3C = B3C¯ , that is,(
− A¯
A
)3
=
(
− B
B¯
)3
= −C
C¯
. (8)
Now let θ1 and θ2 be such that eiθ1 = − A¯/A and eiθ2 = −B/B¯ . Then Eq. (8) yields that
θ1 = θ2 (mod 2π). (9)
Set γ = −θ1. Then using (9) we get
eiγ = e−iθ1 = − A
A¯
, e−iγ = eiθ2 = − B
B¯
and e−3iγ = e3iθ2 = −C
C¯
,
and system (1) has a reversible center at the origin.
3. Proof of Proposition 3
Substituting (6) into (5) we get ρ ′1 = (d − 1)λρ1. Solving this equation we get that v1 = ρ1(2π) = e2π(d−1)λ . Then V1 =
e2π(d−1)λ . In what follows we take λ = 0. Now the substitution of (6) into (5) provides
ρ ′2 = Vρ21 ,
ρ ′3 = Uρ31 + 2Vρ1ρ2,
ρ ′4 = 3Uρ21ρ2 + V
(
ρ22 + 2ρ1ρ3
)
,
ρ ′5 = 3U
(
ρ1ρ
2
2 + ρ21ρ3
)+ 2V (ρ2ρ3 + ρ1ρ4),
ρ ′6 = U
(
ρ32 + 6ρ1ρ2ρ3 + 3ρ21ρ4
)+ V (ρ23 + 2ρ2ρ4 + 2ρ1ρ5),
ρ ′7 = 3U
(
ρ22ρ3 + ρ1ρ23 + 2ρ1ρ2ρ4 + ρ21ρ5
)+ 2V (ρ3ρ4 + ρ2ρ5 + ρ1ρ6),
ρ ′8 = 3U
(
ρ2ρ
2
3 + ρ22ρ4 + 2ρ1ρ3ρ4 + 2ρ1ρ2ρ5 + ρ21ρ6
)+ V (ρ24 + 2ρ3ρ5 + 2ρ2ρ6 + 2ρ1ρ7),
ρ ′9 = U
[
ρ33 + ρ2ρ3ρ4 + 3ρ1ρ24 + 3ρ22ρ5 + 6ρ1ρ3ρ5 + 6ρ1ρ2ρ6 + 3ρ21ρ7
]+ 2V [ρ4ρ5 + ρ3ρ6 + ρ2ρ7 + ρ1ρ8],
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recursively doing an integral between 0 and θ , and recalling that ρk(0) = 0 for k 2. We have done all the computations of
this paper with the help of the algebraic manipulator Mathematica. These computations are not diﬃcult but are long and
tedious.
Solving the equation ρ ′2 = Vρ21 we get ρ2(θ) and in particular ρ2(2π) = 0.
Now we compute the solution ρ3(θ) of ρ ′3 = Uρ31 + 2Vρ1ρ2, and we get that
ρ3(2π) = 2π(1− d) Im(AB).
Then V3 = − Im(AB).
Solving the differential equation for ρ4(θ) we get ρ4(θ), and in particular ρ4(2π) = 0 when ρ3(2π) = 0.
Compute the solution ρ5(θ) from the differential equation for ρ5(θ), we get ρ5(θ) and in particular we obtain from the
expression of v5 = ρ5(2π) the value of V5 given in the statement of Theorem 3 modulo ρ3(2π) = 0 and a positive constant.
More precisely, one can check that
v5 = V5 + V3
((
216− 198d + 45d2)a22 + (36+ 180d − 90d2)a2b2
+ (18d + 45d2)b22 + (96− 24d2)a2c2 + (48d + 24d2)b2c2
+ (48+ 36d + 6d2)c22 + 108π(1− d)V3 + (72− 54d + 9d2)a21
− (36+ 36d − 18d2)a1b1 + (18d + 9d2)b21 + (32+ 20d + 2d2)c21).
Solving the differential equation for ρ6(θ) we get ρ6(θ), and in particular ρ6(2π) = 0 when ρ3(2π) = ρ5(2π) = 0.
We compute the solution ρ7(θ) from the differential equation for ρ7(θ), we get ρ7(θ), and in particular we obtain the
expression for v7 = ρ7(2π) given in the statement of Theorem 3 modulo ρ3(2π) = ρ5(2π) = 0 and a positive constant. The
computations of V7 follow again a similar way to the case V5.
Furthermore we compute the solution ρ8(θ) and in particular we obtain the expression for v8 = ρ8(2π) modulo λ =
ρ j(2π) = 0 for j = 2, . . . ,7, and a positive constant. We get that V8 = 0.
We compute the solution ρ9(θ) from the differential equation for ρ9(θ) and in particular we obtain the expression V9
given in the proposition that corresponds to ρ9(2π) modulo λ = ρ j(2π) = 0 for j = 2, . . . ,8, and modulo a positive con-
stant. This concludes the proof of the proposition.
4. Proof of Propositions 4 and 5
We do the proof of the two propositions simultaneously. We set
Kd(A,C) = 240(d − 1)2|A|2 + (d + 1)2
(
d2 − 12d − 40)|C |2. (10)
From the fact that V1 = 1 we get that λ = 0. Furthermore to make V3 = 0 we will consider two different cases: B = 0 and
B = 0. In this last case we have that A = μB¯ with μ ∈ R.
Case 1: B = 0. In this case
V5 = −2(4− d)(d − 2) Im
(
A3C
)
.
In view of the factors of V5 and since d 4 even, we need to consider two different cases.
Case 1.1: Im(A3C) = 0. In this case we are under the hypotheses of condition (c.2).
Case 1.2: Im(A3C) = 0 and d = 4. In this case we have
V7 = −2
(
5|A|2 − 6|C |2) Im(A3C).
To have V7 = 0 we must impose |A|2 = 6|C |2/5. Then
V9 = 2|C |4 Im
(
A3C
)
.
Since Im(A3C) = 0 (and thus in particular C = 0) we have that V9 = 0 and this case does not yield any center.
Case 2: A = μB¯ , μ ∈ R. In this case
V5 = −(2μ + 1)
(
(4− d)μ − (d + 2))((d − 2)μ + d) Im(B¯3C).
In view of the factors of V5 we need to consider four different cases.
Case 2.1: μ = −1/2. In this case we are under the hypotheses of condition (c.1).
Case 2.2: Im(B3C) = 0. In this case we are under the hypotheses of condition (c.2).
Case 2.3: μ = −d/(d − 2) and Im(B3C) = 0. In this case, if d = 4 then
V7 = −72|C |2 Im
(
B¯3C
)
.
Then V7 = 0 if and only if C = 0, a contradiction with the fact that Im(B¯3C) = 0. Thus this case does not give any center.
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V7 = 4(d − 1)(d + 2)
6(d2 − 2d − 2)
(d − 2)2 |C |
2 Im
(
B¯3C
)
.
Then V7 = 0 if and only if C = 0, a contradiction with the fact that Im(B¯3C) = 0. Thus this case does not give any center.
Case 2.4: μ = (d + 2)/(4− d), d = 4 and Im(B¯3C) = 0. In this case,
V7 = −4(d − 1)d(d + 8)
2(d2 − 2d − 2)
(d − 4)3 Kd(A,C) Im
(
B¯3C
)
,
with Kd(A,C) introduced in (10). Then V7 = 0 if and only if d2 − 12d − 40 < 0 (see (10)). We note that if d 16 even, this
is not possible and thus it does not yield a center. This completes the proof of Proposition 4.
If d ∈ {6,8, . . . ,14} even, then we impose Kd(A,C) = 0. We have
V9 = 8(1− d)(d + 8)(d
2 − 2d − 2)
(d − 4)3(d − 2)2 |C |
4 Im
(
B¯3C
)
.
Then V9 = 0 if and only if C = 0, a contradiction with the fact that Im(B¯3C) = 0, and thus V9 = 0 does not yield a center.
This completes the proof of Proposition 5.
5. Proof of Theorem 6
Due to the relation between the Liapunov constants and the coeﬃcients of the Poincaré map near the origin of sys-
tem (1) (see the Introduction and the references quoted there) in order to prove Theorem 6 it is well known that if we can
choose d = 2 with the four values satisfying |V1| 	 |V3| 	 |V5| 	 |V7| and V2 j+1V2 j+3 < 0 for j = 0, . . . ,2 the cyclicity
is three. Moreover if we can choose for d even, d  4, the ﬁve focal values satisfying |V1| 	 |V3| 	 |V5| 	 |V7| 	 |V9|
and V2 j+1V2 j+3 < 0 for j = 0, . . . ,3 then the cyclicity is four. From the expressions of the Liapunov constants given in
Propositions 3 it follows easily that the previous inequalities hold. Therefore Theorem 6 is proved.
6. Proof of Theorem 8
To prove Theorem 8 we will prove two propositions.
Proposition 10. Let d 4 be even. If one of the conditions (d.k) for k = 1,2,3 holds, then system (1) has an isochronous center at the
origin.
Proposition 11. Let d 4 be even. If system (1) has an isochronous center at the origin then one of the conditions (d.k) for k = 1,2,3
holds.
Proof of Proposition 10. System (1) with hypotheses (d.k) with k = 1,2,3 has always A = 0 since otherwise we are con-
sidering the linear system. Furthermore, we can consider that B = μA with μ = 1, μ = (2 − d)/d and μ = 0, respectively.
Therefore, we can make the change of variables
ω = ξ z where ξ = A
d/(2(d−1))
A(d−2)/(2(d−1))
, (11)
and system (1) under these assumptions becomes
w ′ = iw + (ww)(d−2)/2[w2 + μww + C˜ w2], with C˜ = C A
A2
. (12)
System (1) with hypotheses (d.1) and after the change of variables (11) (see (12)) becomes
w ′ = iw + (ww¯)(d−2)/2(w2 + ww), (13)
while system (1) with hypotheses (d.2) and after the change of variables (11) (see (12)) becomes
w ′ = iw + (ww¯)(d−2)/2
(
w2 + 2− d
d
ww
)
, (14)
and system (1) with hypotheses (d.3) and after the change of variables (11) (see (12)) becomes
w ′ = iw + ww¯(w2 − w2). (15)
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2π∫
0
dθ
θ ′
= 2π (16)
where θ ′ = 1+ G(θ)rd−1 (see (2)) under conditions (d.1), or (d.2), or (d.3) and after the change of variables (11).
The proof of Proposition 10 will come straightforward from the following three auxiliary lemmas.
Lemma 12. System (13) has an isochronous center at the origin.
Proof. We write system (13) in polar coordinates and we obtain
r′ = 2rd cos θ, θ ′ = 1.
Then
2π∫
0
dt
θ ′
=
2π∫
0
dt = 2π. 
Lemma 13. System (14) has an isochronous center at the origin.
Proof. We write system (14) in polar coordinates and we obtain
r′ = 2r
d
d
cos θ, θ ′ = 1+ 2(d − 1)
d
rd−1 sin θ. (17)
Therefore
dr
dθ
= 2r
d cos θ
d + 2(d − 1)rd−1 sin θ with r(0) = r0.
Then integrating it and since r(θ) 0 for any θ we get that
r(θ) =
(−4(d − 1) sin θ +√4d2r2−2d0 + 16(d − 1)2 sin2 θ
2d
)1/(1−d)
. (18)
Note that√
4d2r2−2d0 + 16(d − 1)2 sin2 θ >
∣∣4(d − 1) sin θ ∣∣,
and thus r(θ) given in (18) is positive. Therefore, introducing (18) into (17) we have that
2π∫
0
dθ
θ ′
=
2π∫
0
(
1− 2(d − 1) sin θ√
4(d − 1)2 sin2 θ + d2r2−2d0
)
dθ = 2π, (19)
because the function 2(d − 1) sin θ/
√
4(d − 1)2 sin2 θ + d2r2−2d0 is odd in θ . 
Lemma 14. System (15) has an isochronous center at the origin.
Proof. We rewrite (15) in polar coordinates to obtain
r′ = 4r4 cos θ sin2 θ, θ ′ = 1+ 4r3 cos2 θ sin θ. (20)
We note that system (20) has an invariant of the form
3θ + 4r3 cos3 θ − 3t = C (21)
where C is an arbitrary real constant. Indeed, we have
3θ ′ + 12r2r′ cos3 θ − 12r3 cos2 θ sin θθ ′ − 3 = 0.
Then from (21) we can express the time in function of the variables (r, θ) as
t = θ + 4 r3 cos3 θ − C . (22)
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from (22) that the period T is given by
T = t(2π) − t(0) =
[
2π + 4
3
r3(2π) − C
3
]
−
[
4
3
r3(0) − C
3
]
= 2π. 
The proof of Proposition 10 is completed. 
Proof of Proposition 11. We note that since ρ1(θ) = 1, then from (7) and (3) we have T1 = 0.
Now we compute T2 using ρ2(θ), the solution of ρ ′2 = Bρ21 with ρ2(0) = 0 (see the proof of Proposition 3). Again
from (7) we get
T2 = −π
3
(−3(d − 2)|A|2 − 6Re(AB) + (d + 2)|C |2 + 3d|B|2).
We distinguish two different cases.
Case 1: A = 0. In this case T2 becomes
T2 = −π
3
(
(d + 2)|C |2 + 3d|B|2).
In order that T2 = 0 we must impose B = C = 0. Then A = B = C = 0, which is not possible because system (1) would
become linear. Therefore this case does not provide an isochronous center.
Case 2: A = 0. Since we have a center at the origin, from Propositions 4 and 5, V3 = 0 so Im(AB) = 0, i.e. B = μA with
μ ∈ R. We will consider two different subcases.
Subcase 2.1: μ = −2. Then B = −2A and we are under the hypothesis (c.1). Then T2 becomes
T2 = −π(d + 2)
3
(|C |2 + 9|A|2).
In order that T2 = 0 we must impose A = C = 0. Then A = B = C = 0, which is not possible as in the proof of Case 1.
Therefore this case does not provide an isochronous center.
Subcase 2.2: μ ∈ R \ {−2}. In this case B = μA with μ = −2 and since we have a center at the origin, from Theo-
rem 1, we are under hypotheses (c.2). Doing the change of variables (11) we obtain (12). Furthermore since we are under
hypotheses (c.2) we have that Im(A3C) = 0. From (12) we have that
c˜2 = Im(C˜) = Im
(
C A
A2
)
= 1
A2A2
Im
(
A3C
)= 0.
Therefore, C˜ = c˜1. Computing the period constants of system (12) using (7) we get
T2 = −π
3
(
(d + 2)c˜21 + 3(μ − 1)(μd + d − 2)
)
,
T4 = π
6(d + 2) (μd + d − 2)
(
3(μ − 1)(2μd + d + μ − 4)(μd2 + d2 + 3μd − 2d − μ − 2)
+ (d + 2)(μd + d + 2μ − 4)(3dμ − μ − 2)c˜1
)
,
T6 = (2− μd − d)uπ
5040(d + 2)2(μd + d + 2μ − 4)(3dμ − μ − 2) ,
where
u = (1− μ)(16800μ6d8 + 60900μ5d8 + 76650μ4d8 + 29400μ3d8 − 14700μ2d8 − 14700μd8 − 3150d8 + 109900μ6d7
− 37626μ5d7 − 678135μ4d7 − 733146μ3d7 − 70620μ2d7 + 193188μd7 + 61271d7 + 208072μ6d6 − 1380376μ5d6
− 851576μ4d6 + 3158159μ3d6 + 2394553μ2d6 − 450247μd6 − 423513d6 + 138295μ6d5 − 2154232μ5d5
+ 7219082μ4d5 + 4018554μ3d5 − 8125169μ2d5 − 2414762μd5 + 1179128d5 + 279926μ6d4 − 18031μ5d4
+ 7765694μ4d4 − 21468126μ3d4 − 5170418μ2d4 + 9848377μd4 − 521102d4 + 140606μ6d3 − 1006100μ5d3
− 4035720μ4d3 − 9145636μ3d3 + 35388146μ2d3 − 1087080μd3 − 2866216d3 − 135043μ6d2 − 392819μ5d2
+ 1953037μ4d2 + 11759151μ3d2 − 6192874μ2d2 − 23792020μd2 + 1928536d2 + 2106μ6d + 377848μ5d
+ 167926μ4d − 2945952μ3d − 8220136μ2d + 12164864μd + 4809792d + 4788μ6 − 42264μ5 − 135208μ4
+ 18596μ3 + 1492968μ2 + 959680μ − 3399296).
Here the constants T4 and T6 have been computed modulo the previous ones.
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do this later on.
Now doing the resultant R of T2 and T4 with respect to the variable c˜1 we obtain R = π3(1 − μ)(μd + d − 2)2w/
(36(d + 2)) where
w = 21μ5d6 + 51μ4d6 + 30μ3d6 − 12μ2d6 − 15μd6 − 3d6 + 132μ5d5 − 324μ3d5 − 144μ2d5 + 84μd5 + 36d5
+ 232μ5d4 − 842μ4d4 − 275μ3d4 + 907μ2d4 + 118μd4 − 140d4 + 36μ5d3 − 1250μ4d3 + 2508μ3d3 + 370μ2d3
− 1080μd3 + 136d3 − 75μ5d2 + 105μ4d2 + 2241μ3d2 − 3915μ2d2 + 336μd2 + 228d2 + 2μ5d + 212μ4d
− 646μ3d − 976μ2d + 2216μd − 160d + 3μ5 − 31μ4 − 24μ3 + 260μ2 + 96μ − 448.
In order to have an isochronous center at the origin μ must be a zero of (1 − μ)(μd + d − 2)w . We consider different
subcases.
Subcase 2.2.1: μ = 1. Then, B = A and T4 = 2π(d − 1)3c˜1. Therefore c˜1 = 0, i.e., C˜ = 0. By (11) we get C = 0. Hence we
obtain the conditions (d.1).
Subcase 2.2.2: μd + d − 2 = 0. So μ = (2− d)/d, i.e., B = (2− d)A/d, T4 = T6 = 0 and T2 = −(2+ d)π c˜21/3. Therefore in
order to have an isochronous center we must take c˜1 = 0. By (11) we get C = 0. Hence we obtain the conditions (d.2).
Subcase 2.2.3: μ is a zero of w . Since T6 = π(μ− 1)(μd+ d− 2)s/(5040(d+ 2)2(μd+ d+ 2μ− 4)(3dμ−μ− 2)) we do
the resultant between w and s = u/(1− μ) with respect to μ and we obtain
5668704(d − 4)3(d − 2)4(d − 1)30d3(d + 2)6(d + 8)2(3d − 2)3(1166321079000000d19 − 5587703227260000d18
+ 413450489715933600d17 − 1587324478640190808d16 + 30492864702987830640d15
− 113680251215591126772d14 − 281824074348470462137d13 + 1280832206757615613726d12
+ 117379881616620983974d11 − 4001365494144427586220d10 + 6145593629330335089039d9
− 6691395886494134136006d8 − 12292327222605621317492d7 + 59732991467599451025864d6
− 40513183518302858740080d5 − 77096333902821824231840d4 + 139585964249673629940800d3
− 90479725009927000028800d2 + 26489433945841679232000d − 3100934792155173120000).
The unique even positive integer d  4 which is a zero of the previous polynomial is d = 4. Then for this particular value
of d we get again the conditions (d.1).
Now we consider the case μd + d + 2μ − 4 = 0. Then μ = (4 − d)/(2 + d) and T4 = 4π(d − 4)(d − 1)4(d + 8)/(d + 2)5.
So d = 4 and thus μ = 0, i.e., B = 0. Therefore T2 = 2π(1 − c˜21). Since the expression μd + d + 2μ − 4 appears in the
denominator of T6 we recompute this period constant and we obtain that T6 = −4π(1 + c˜1) modulo T2. Hence c˜1 = −1
and thus C˜ = −1. In view of (11) we get that C = −A2/A. In short we get the conditions (d.3).
Finally we analyze the case 3dμ − μ − 2 = 0. Then T4 = −9π(d − 2)(d − 1)4d(3d − 2)2/(2(d + 2)(3d − 1)4). Since there
are no values of d 4 even which are zeros of T4, in this case the origin cannot be an isochronous center. 
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