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Abstract—In the context of active distribution networks, AC 
Optimal Power Flow (OPF) has shown great potential to calcu-
late setpoints for controllable devices. Although considerable 
literature exists, temporal aspects that may affect the actual exe-
cution of these setpoints are rarely investigated. Due to the di-
verse operating characteristics of controllable devices (i.e., de-
lays, ramp rates and deadbands), when these setpoints are exe-
cuted by multiple devices without adequate considerations, the 
resulting outcome can differ drastically from what is expected; 
leading to violations of network constraints and excessive control 
actions. Therefore, this work proposes a series of necessary adap-
tations within the controllers of existing devices as well as in the 
OPF formulation to cater for the diversity in operating charac-
teristics, ensuring that calculated setpoints are adequately im-
plemented by controllable devices. This involves the direct con-
trol of conventional devices and enforcing a new ramping behav-
ior for inverter-interfaced devices. Furthermore, a linear, mixed-
integer formulation is proposed to handle discrete devices and 
improve scalability in large networks. Co-simulation results (us-
ing a UK test network with the objective of maximizing renewa-
ble energy production and considering 1s time-step) demonstrate 
that, by catering for the operating characteristics of controllable 
devices, the expected outcome from OPF-based setpoints can be 
achieved. 
Index Terms—Active distribution network, distributed gener-
ation, optimal power flow (OPF), implementation 
NOMENCLATURE 
Sets 
𝐺  DG plants. 
𝑁  Buses/nodes. 
𝛷  Phases (electrical). 
𝑆 ⊂ 𝑁  Sources. 
𝐿  Lines. 
𝑇  OLTC-fitted transformers. 
Π  Tap positions of OLTCs. 
 
Constants/Parameters 
?̅?  Rated capacity of DG plants.  
𝒑avail  Renewable resource availability. 
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𝒑𝟎  Current active power output of DG plants. 
𝚫?̅?  Power ramp limit of DG plants. 
𝑷𝑭̅̅ ̅̅   Power factor capability of DG plants. 
𝑽+, 𝑽−  Upper/lower nodal voltage limits. 
?⃑?   Estimated nodal voltage phasor. 
𝒑𝑫, 𝒒𝑫  Nodal active/reactive power demands. 
𝑹, 𝑿  Physical impedance of lines. 
𝑹′, 𝑿′  Equivalent impedance of lines due to unbalances. 
𝑰+  Ampacity of lines. 
𝝆, ?̅?, 𝚲  
Approximation constants to model the thermal 
capacity of lines. 
𝝉  Tap ratio of a given tap position.  
𝝉+, 𝝉− Upper/lower limits of feasible tap ratios.  
𝝅𝟎  Current tap position of OLCT-fitted transformers. 
𝑴  Big M in disjunctive constraints. 
𝒄  Scaling factors in the objective function. 
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Variables 
𝑝, 𝑞 Active/reactive power output of DG plants.  
𝑣  Squared, line-to-neutral voltage magnitudes. 
𝑝𝑆, 𝑞𝑆 Active/reactive power exchange with sources. 
𝑃, 𝑄 
Active/reactive power flow into the start/end of 
lines/transformers.  
𝑃+, 𝑃−,  
𝑄+, 𝑄−,  
Δ𝑃, Δ𝑄, 𝜆 
Approximation variables to model the thermal 
capacity of lines. 
𝜋∗  Tap position of OLTC-fitted transformers. 
𝑘  Binary state (active/inactive) of tap positions. 
𝜅, 𝐻  Auxiliary terms introduced (for compactness). 
𝑢  Control effort/volume of control actions.  
I.  INTRODUCTION 
HE uptake of renewable Distributed Generation (DG) in 
distribution networks is creating significant challenges for 
Distribution Network Operators (DNOs) to cope with steady-
state network issues such as voltage rise and congestion. An 
alternative to the otherwise required network reinforcements is 
the use of active network management; a concept that has al-
ready been demonstrated to be viable and cost-effective in 
early trials [1]. In this context, operators of these active distri-
bution networks will need to determine, on a minute scale, 
appropriate setpoints for the controllable devices to achieve 
the desired objective without violating network constraints.  
In recent literature, many works (e.g., [2-5]) have shown 
the potential of using AC Optimal Power Flow (OPF), a wide-
ly-known mathematical optimization problem, to calculate 
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optimal setpoints for controllable devices in constrained dis-
tribution networks. There are also efforts in tailoring the OPF 
for specific scenarios, such as dealing with the uncertainty in 
renewable resources [6-8]. However, since these studies typi-
cally focus on the calculation of setpoints (and use minute-
ly/hourly time-steps), temporal aspects in the sub-minute scale 
that may affect the outcomes when these setpoints are imple-
mented in actual networks are rarely investigated.  
As the execution of setpoints do not happen instantaneous-
ly, the diversity in operating characteristics (i.e., delays, ramp 
rates and deadbands) of different controllable devices may 
lead to outcomes that differ drastically from what is expected 
by the OPF; potentially leading to network constraint viola-
tions and excessive control actions. This aspect is of particu-
larly relevance in the context of voltage management schemes 
given that there are often multiple avenues to address voltage 
issues (e.g., [9-11]), such as voltage regulation assets—on-
load tap changers (OLTCs) and capacitor banks—as well as 
the reactive power capability of inverter-interfaced DG plants.  
For instance, the delay of conventional OLTC controllers 
(typically over a minute) may cause temporal coordination 
issues with faster acting devices (e.g., inverter-interfaced DG 
plants), resulting in temporary voltages spikes before all the 
requested setpoints are reached. In fact, the coordination issue 
between wind farms and OLTCs has already been identified in 
the UK-based Flexible Plug and Play (FPP) project [12]. As a 
result, the maximum ramp rate of wind farms was limited in 
the FPP project to cater for the delay of conventional OLTC 
controllers. At the same time, following this principle, if the 
response of DG plants is restricted (e.g., due to a ramp rate 
limit), this may lead to similar coordination issues with other 
devices that have much faster responses to new setpoints. 
Lastly, since an OLTC controller is unable to strictly follow a 
voltage target calculated by the OPF due to its deadbands, they 
become less compatible with OPF-based schemes—an im-
portant aspect that, to the best of the authors’ knowledge, is 
yet to be investigated in the existing literature.  
Since the adoption of OPF-based schemes are increasingly 
being considered by DNOs [13, 14], ensuring that the calcu-
lated setpoints are adequately implemented by controllable 
devices is crucial. Consequently, their delays, ramp rates and 
deadbands must be accounted for. Furthermore, the above also 
highlights that, to fully investigate any potential issues, a co-
simulation environment with high time resolution (i.e., using a 
sub-minute time-step [15]) is necessary to distinguish the sep-
aration between the calculation of setpoints and the implemen-
tation of setpoints.  
To this end, techniques to perform OPF in the seconds 
scale have been proposed in [16, 17]. However, the general 
focus was on solution algorithms and their speed; challenges 
associated with the implementation of setpoints were not ad-
dressed. The need for a co-simulation environment was high-
lighted in [18], where, using a 5-second time-step, the authors 
showed that delays and deadbands of controllable devices can 
result in voltage issues when setpoints (calculated by OPF) are 
implemented. To mitigate such issues, a small penalty factor 
was used in the objective function to find setpoints that steer 
voltages away from the statutory limits; effectively creating a 
margin to accommodate any voltage fluctuations. However, 
this solution is mostly effective when reverse power flows 
(and, thus, voltage rise) are not significant. With large reverse 
power flows, voltages are closer to the limit and, thus, this 
solution is not able to create further margin. 
A key contribution of this work is highlighting 1) the need 
for practical considerations when OPF-based setpoints are to 
be implemented by the DNO; and, 2) the limitations of con-
ventional device controllers in the context of active distribu-
tion networks. To address these practical challenges, this work 
also proposes a series of necessary adaptations within the con-
trollers of existing devices and the OPF formulation. For con-
ventional voltage regulation devices (e.g., OLTCs), direct con-
trol is adopted to address the limitations of autonomous con-
trollers (i.e., prolonged delays and large deadbands). For in-
verter-interfaced DG plants, a new ramping strategy is pro-
posed to achieve better temporal coordination with conven-
tional devices. As for the OPF, a linear, mixed-integer formu-
lation is proposed to cater for discrete devices and improve 
scalability for large networks. The operating limits of control-
lable devices (e.g., the ramp rate) are also incorporated as con-
straints to ensure the calculated setpoints are feasible within 
the considered timeframe. 
II.  IMPLEMENTATION ISSUES OF OPF-BASED SETPOINTS  
AND PROPOSED ADAPTATIONS 
Fig. 1 shows the control architecture for an active distribu-
tion network using minute-scale control cycles. There are four 
key steps in each control cycle, which are indicated by ① to 
④ in Fig. 1. The first step, i.e., ①, involves collecting the 
necessary measurements to assess constraint violations (e.g., 
demands, output and setpoints of DG plants, and setpoints of 
conventional devices) through the SCADA infrastructure. 
These measurements are used in combination with the net-
work model to check for voltage and/or congestion issues by 
running a three-phase power flow, this is indicated by ②. The 
power flow results are then used to determine whether an OPF 
calculation is needed, as indicated by ③. If so, a three-phase 
AC OPF (presented in Section III) is solved to determine the 
most adequate setpoints, as indicated by ④. Once calculated, 
the new setpoints are dispatched to the controllable devices 
and maintained throughout the corresponding control cycle. 
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Since the implementation of setpoints is handled by the de-
vices, their diverse delays, ramp rates and deadbands may af-
fect how these setpoints are achieved, and thus, the overall 
performance. The following subsections first discuss the oper-
ating characteristics of the controllable devices and the poten-
tial issues. Based on this, the proposed adaptations to cater for 
delays, ramp rates and deadbands are described. 
A.  Operating Characteristics 
In general, conventional voltage regulation devices are de-
signed to operate autonomously. For instance, an OLTC is 
designed to regulate the voltage of a specific node/bus by 
changing its taps. To prevent excessive tap changes due to 
temporary voltage fluctuations, tap changes are only triggered 
if the voltage deviates outside a deadband (typically 1-2% 
from the voltage target) for a period longer than the delay 
(typically 1-2 minutes). After this initial delay, the physical 
movement of taps to restore the voltage (i.e., the ramp rate, 
although discrete in nature) is much faster, only a few seconds 
per tap. Voltage-based controllers for capacitor banks also 
exhibit similar characteristics.  
In contrast, these operating characteristics are drastically 
different for modern DG plants. Upon receiving the requested 
setpoints, the initial delay is often negligible (e.g., mere sec-
onds). However, there are often restrictions on their ramp rates 
to prevent extreme fluctuations in active power outputs. Con-
sequently, the requested setpoint may require minutes to 
reach. Though less common, similar restrictions on ramp rates 
can also be applied to the reactive power/power factor. Lastly, 
due to the continuous nature, deadbands (like those found in 
conventional devices) are typically not needed. 
B.  Potential Issues 
The first issue relates to temporal coordination among con-
trollable devices; particularly in terms of their delays and ramp 
rates. To demonstrate this, a timing diagram of the critical 
events during a control cycle (not necessarily to scale) are 
shown for two scenarios: uncoordinated (Fig. 2.a) and coordi-
nated (Fig. 2.b). The start and end of a control cycle are denot-
ed by 𝟎 and 𝑻CC, respectively. The computation time (to run 
the power flow and solve the OPF) and communication delay 
are represented by Δ𝑇OPF and Δ𝑇COM, respectively. The remain-
ing Δ terms represent the times required for each controllable 
device to fully reach the requested setpoints, henceforth re-
ferred to as their execution times. Here, the execution times of 
DG plants (Δ𝑇𝐷𝐺
𝑃  for active power and Δ𝑇𝐷𝐺
𝑃𝐹 for power factor) 
and OLTCs (Δ𝑇𝑂𝐿𝑇𝐶  for tap changes) are shown. Within each 
execution time, the delay component is highlighted by the 
shaded region; it refers to the period before a physical re-
sponse is initiated after receiving the setpoints. Similarly, the 
duration of the physical response to reach the new setpoint, 
considering the applicable ramp rate, is highlighted by the 
solid region.  
The uncoordinated scenario (Fig. 2.a) happens when the 
execution times of different devices are significantly out of 
alignment. Despite receiving the setpoint at the same time 
(i.e., after Δ𝑇OPF + Δ𝑇COM), there is a noticeable delay before 
all calculated setpoints are reached (as indicated by 𝑇∗). Con-
sequently, unexpected outcomes differ to that expected by the 
OPF may arise during this transition period (before 𝑇∗). In 
contrast, Fig. 2.b illustrates a more desirable scenario where 
all execution times are aligned (i.e., coordinated) to mitigate 
adverse impacts during the transition period.  
In addition to causing coordination issues, significantly 
long execution times are also undesirable when control cycles 
are used given that the requested setpoint for a control cycle 
may not be achieved. For instance, if the delay of an OLTC is 
longer than the control cycle, the requested actions will not 
happen within that control cycle. 
The last issue arises from the deadband of conventional de-
vices. While a decision-making algorithm can calculate the 
optimal voltage target, due to the presence of a deadband, 
these devices are unable to strictly follow the precise voltage 
target calculated by the OPF. Instead, the actual voltage meas-
ured at the regulated node/bus may drift around the requested 
target (albeit still within the deadband). Consequently, this 
voltage drift may lead to unintended behaviors at downstream 
sections of the network. The severity is further exacerbated if 
there are multiple devices with deadbands along the path.  
C.  Adaptations to Cater for Delays, Ramps and Deadbands 
For OLTCs, the direct control method is proposed to reduce 
the delays and achieve more swift responses. This approach 
bypasses the existing voltage target-based OLTC controller by 
commanding the require tap position directly. As such, the tap 
positions are also considered as variables in the OPF. Since 
the problematic delays (associated with existing OLTC con-
trollers) are eliminated, both OLTCs and DG plants can re-
spond immediately after receiving the setpoints.  
Due to ramp rate restrictions on DG plants, there is an in-
herent limit on how quickly the setpoints can be achieved, and 
thus, resulting in undesirably longer execution times (despite 
having negligible delay). In terms of active power, since the 
ramp rate is often specified in MW/min, how it is enforced in 
the sub-minute scale can be exploited to achieve the desirable 
execution time. Fig. 3 illustrates two ways of achieving the 
same ramp rate on the minute scale but very different execu-
tion times on the sub-minute scale: a linear and constant ramp 
(solid line) and a faster initial ramp (dashed line). In this work, 
the latter approach is adopted where an initial fast ramp is 
tuned to achieve the desirable execution time while respecting 





Fig. 2.  Timing of critical control events in a control cycle  
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also consider both the connection agreement ramp rate and the 
full ramping capability as constraints to ensure that the re-
quested setpoint is technically feasible. If needed, the same 
approach can also be applied to the reactive power. 
Finally, the proposed direct control method (of OLTCs) al-
so eliminates the associated deadbands, as it allows the precise 
tap positions (calculated by the OPF) to be implemented in 
practice. Therefore, no additional changes are required.  
D.  Remarks on the Proposed Adaptations 
Although the direct control of OLTCs—i.e., setting the tap 
position directly instead of commanding a voltage target—is 
an uncommon practice in existing distribution networks, its 
technical feasibility has already been demonstrated (e.g., in the 
Customer Load Active System Services project [19]). None-
theless, this may entail infrastructure upgrades to incompatible 
OLTC controllers. Furthermore, while the proposed scheme 
commands the precise tap position, existing voltage-based 
control mechanism can still be retained as a fail-safe mode to 
cater for unexpected events (e.g., extreme voltages or loss of 
communication). As for DG plants, the ability to receive ex-
ternal signals has also been demonstrated (e.g., in [1]). Fur-
thermore, the technical feasibility of the proposed ramping 
behavior (i.e., in Fig. 3) is ensured through both constraint 
(22) and the fact that inverter-interfaced devices typically can 
fully ramp up/down in the seconds scale [20].  
III.  THREE-PHASE AC OPF 
The three-phase AC OPF is formulated as a mixed-integer 
linear program (MILP). It is adapted from the authors’ previ-
ous works [21, 22], which uses the branch flow model (BFM) 
[23] for the power flow equations. Specifically, the three-
phase formulation presented in [22] is extended with addition-
al constraints to cater for the operating characteristics of con-
trollable devices. For completeness, the linearization process 
and the usage of estimated values is outlined in the Appendix. 
Integer variables are introduced to cater for the discrete nature 
of OLTCs. Numerical constants are highlighted in bold (to 
differentiate from optimization variables) and per unit (p.u.) 
values are used where applicable. Complex vectors/phasors 
are denoted by the accent    . 
The objective of maximizing renewable energy production 
while minimizing the control actions is given by (1), where the 
active power output of a DG plant 𝑔 in phase 𝜙 is denoted by 
𝑝𝑔,𝜙. The control effort (i.e., volume of control actions) asso-
ciated with OLTCs and DG plants are given by 𝑢𝑡 and 𝑢𝑔, 
respectively. The scaling factors, 𝒄𝟏, 𝒄𝟐 and 𝒄𝟑, are deter-
mined based on priorities from a technical perspective to re-
flect the primary objective of maximizing energy production. 
Hence, they are selected such that the maximum value of 
𝒄𝟐∑𝑢𝑡 + 𝒄𝟑 ∑𝑢𝑔 will have minimal impact on 𝒄𝟏 ∑∑𝑝𝑔,𝜙, 
while still within the tolerances of the solver to penalize an 
increase in control effort for negligible benefits. This can be 
done by assigning values to the scaling factors that normalize 
each summation (considering their ceilings) and are of differ-
ent order of magnitudes (based on their priorities).  
max (𝒄𝟏 ∑ ∑ 𝑝𝑔,𝜙𝜙∈Φ𝑔∈𝐺 ) − (𝒄𝟐 ∑ 𝑢𝑡𝑡∈𝑇 + 𝒄𝟑 ∑ 𝑢𝑔𝑔∈𝐺 )  (1)   
A.  Distribution Network Modelling 
Voltage constraints for the set of nodes 𝑁 (indexed by 𝑛) 
are given in (2). The squared, line-to-neutral voltage magni-
tudes (denoted by 𝑣𝑛,𝜙) are considered as the optimization 
variable. The upper and lower limits are denoted by 𝑽𝒏
+ and 
𝑽𝒏
−, respectively. The phases are represented in Φ = {A, B, C}. 
(𝑽𝒏
−)2 ≤ 𝑣𝑛,𝜙 ≤ (𝑽𝒏
+)2, ∀𝑛 ∈ 𝑁, 𝜙 ∈ Φ  (2) 
The power flows into the set of lines 𝐿 (indexed by 𝑙) from 
the start node and end node are given by the function in (3)-
(5). Here, 𝑙𝑥 ∈ 𝑁 and 𝑙𝑦 ∈ 𝑁 denote the start node and end 
node of line 𝑙, respectively. The convention of 𝑃 for active 
power and 𝑄 for reactive power is used. Repeated expressions 
are represented by auxiliary terms “𝜅” for compactness. Esti-
mate values of the variables (denoted by accent   ̃) are used to 
linearize the quadratic terms in the BFM, as proposed in [21]. 
For instance, the estimated terms ?̃?𝟏 and ?̃?𝟐 can be obtained 
from the corresponding variables 𝜅1 and 𝜅2, respectively, by 
substituting (?̃?𝒍𝒙,𝝍, ?̃?𝒍𝒙,𝝍) for (𝑃𝑙𝑥,𝜓, 𝑄𝑙𝑥,𝜓).  
𝑣𝑙𝑥,𝜙 − 𝑣𝑙𝑦 ,𝜙 = 2𝜅1 − (𝜅1?̃?𝟏 + 𝜅2?̃?𝟐) ?̃?𝒍𝒙,𝝓⁄   (3) 
𝑃𝑙𝑦,𝜙 = −(𝑃𝑙𝑥,𝜙 − (𝑃𝑙𝑥,𝜙?̃?𝟑 − 𝑄𝑙𝑥,𝜙?̃?𝟒) ?̃?𝒍𝒙,𝝓⁄ )  (4) 
𝑄𝑙𝑦,𝜙 = −(𝑄𝑙𝑥,𝜙 − (𝑃𝑙𝑥,𝜙?̃?𝟒 + 𝑄𝑙𝑥,𝜙?̃?𝟑) ?̃?𝒍𝒙,𝝓⁄ )  (5) 
∀𝑙 ∈ 𝐿, ∀𝜙 ∈ Φ  
𝜅1 = ∑ (𝑹𝒍,𝝓,𝝍
′ 𝑃𝑙𝑥,𝜓 + 𝑿𝒍,𝝓,𝝍
′ 𝑄𝑙𝑥,𝜓)𝜓∈𝛷    
𝜅2 = ∑ (𝑿𝒍,𝝓,𝝍
′ 𝑃𝑙𝑥,𝜓 − 𝑹𝒍,𝝓,𝝍
′ 𝑄𝑙𝑥,𝜓)𝜓∈𝛷    
?̃?𝟑 = ∑ (𝑹𝒍,𝝓,𝝍
′ ?̃?𝒍𝒙,𝝍 + 𝑿𝒍,𝝓,𝝍
′ ?̃?𝒍𝒙,𝝍)𝜓∈𝛷    
?̃?𝟒 = ∑ (𝑿𝒍,𝝓,𝝍
′ ?̃?𝒍𝒙,𝝍 − 𝑹𝒍,𝝓,𝝍
′ ?̃?𝒍𝒙,𝝍)𝜓∈𝛷    
The equivalent impedance 𝒁𝒍,𝝓,𝝍
′ = 𝑹𝒍,𝝓,𝝍
′ + 𝑗𝑿𝒍,𝝓,𝝍
′  can be 
approximated per (6) and (7) using the physical impedance 
𝒁𝒍,𝝓,𝝍 = 𝑹𝒍,𝝓,𝝍 + 𝑗𝑿𝒍,𝝓,𝝍 and estimated voltage magnitudes 
and angles. These values come from the power flow results as 
shown in Fig. 1.  
𝑹𝒍,𝝓,𝝍
′ = [𝑹𝒍,𝝓,𝝍 𝑐𝑜𝑠(?̃?𝟓) − 𝑿𝒍,𝝓,𝝍 𝑠𝑖𝑛(?̃?𝟓)] ?̃?𝒍𝒙,𝝓 ?̃?𝒍𝒙,𝝍⁄  (6) 
𝑿𝒍,𝝓,𝝍
′ = [𝑹𝒍,𝝓,𝝍 𝑠𝑖𝑛(?̃?𝟓) + 𝑿𝒍,𝝓,𝝍 𝑐𝑜𝑠(?̃?𝟓)] ?̃?𝒍𝒙,𝝓 ?̃?𝒍𝒙,𝝍⁄  (7) 
∀𝑙 ∈ 𝐿, ∀𝜙 ∈ Φ, ∀𝜓 ∈ Φ  
?̃?𝟓 = ∠?⃑? 𝒍𝒙,𝝍 − ∠?⃑?
 
𝒍𝒙,𝝓  





+)2, is approximated using the piece-
wise linearization technique in [21], as shown in (8)-(14). 
∑ 𝝆𝒍,𝝓,𝝀(Δ𝑙𝑥,𝜙,𝜆
𝑃 + Δ𝑙𝑥,𝜙,𝜆
𝑄 )𝜆 ≤ 𝑣𝑙𝑥,𝜙(𝑰𝒍
+)2  (8) 
𝑃𝑙𝑥,𝜙 = 𝑃𝑙𝑥,𝜙
+ − 𝑃𝑙𝑥,𝜙
−   𝑄𝑙𝑥,𝜙 = 𝑄𝑙𝑥,𝜙
+ − 𝑄𝑙𝑥,𝜙
−  (9) 
𝑃𝑙𝑥,𝜙
+ + 𝑃𝑙𝑥,𝜙
− = ∑ Δ𝑙𝑥,𝜙,𝜆
𝑃
𝜆   𝑄𝑙𝑥,𝜙
+ − 𝑄𝑙𝑥,𝜙
− = ∑ Δ𝑙𝑥,𝜙,𝜆
𝑄
𝜆   (10) 
0 ≤ Δ𝑙𝑥,𝜙,𝜆
𝑃 ≤ ?̅?𝒍,𝝓  0 ≤ Δ𝑙𝑥,𝜙,𝜆





− ≥ 0  (12) 
𝝆𝒍,𝝓,𝝀 = (2𝝀 − 1)?̅?𝒍,𝝓  (13) 
?̅?𝒍,𝝓 = 𝑽𝒏,𝝓
+ 𝑰𝒍
+/𝚲  (14) 
∀𝑙 ∈ 𝐿, ∀𝜙 ∈ Φ, ∀𝜆 ∈ {1,2, … , 𝚲}   
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A three-phase, OLTC-fitted, delta-wye-connected trans-
former 𝑡 (in the set 𝑇) is modelled by a lossless transformer 
connected in series with three single-phase lines at the end of 
each secondary winding, as shown in Fig. 4. The OLTC is 
assumed to be installed on the primary winding of the trans-
former. Using the same nomenclature as distribution lines, the 
start node and end node voltages for phase 𝜙 are 𝑣𝑡𝑥,𝜙 and 
𝑣𝑡𝑦,𝜙, respectively. Similarly, the power flow terms are 𝑃𝑡𝑥,𝜙, 
𝑃𝑡𝑦,𝜙, 𝑄𝑡𝑥,𝜙 and 𝑄𝑡𝑦,𝜙. Since line segments are needed to mod-
el the losses, additional terms for the lossless transformer 
(ones with superscripts  𝑝𝑟𝑖 and  𝑠𝑒𝑐) are introduced for better 
clarity in (15)-(17). Their relationships with respect to the 
physical transformer are illustrated in Fig. 4 for phase 𝐴.  
The power relationships for the lossless transformer are de-





















































































∀𝑡 ∈ 𝑇  
Voltage regulation constraints for the lossless transformer 
are shown in (17) where 𝝉𝒕
− and 𝝉𝒕
+ corresponds to the mini-
mum and maximum tap ratio, respectively. The auxiliary term 
Η𝑡 is introduced for compactness and the superscript  
𝑡𝑟 repre-
sents the matrix transpose. In a perfectly balanced system, the 
second column vector on the right side of Η𝑡 equals 
[0 0 0]𝑡𝑟. On the other hand, this is no longer true for un-





 and ?⃑? 𝒕,𝑪
𝒑𝒓𝒊
) can be used to improve the accu-




































































   
The losses and thermal limit of the transformer are mod-
elled by the single-phase line segments (as shown in Fig. 4) 
with impedance values matching the transformer’s [25]. The 
corresponding power flow equations can be extracted from 
(3)-(14) by only considering a single phase in Φ and are omit-
ted for compactness.  
The interconnections (e.g., upstream network) are repre-
sented by the set 𝑆 ⊂ 𝑁, indexed by 𝑠. These interconnections 
can import or export both active and reactive power as re-
quired, i.e. 𝑝𝑠,𝜙
𝑆 ∈ ℝ and 𝑞𝑠,𝜙
𝑆 ∈ ℝ. Additionally, one of these 
buses is selected as the slack bus.  
The overall power balance at each bus in the network is de-
scribed by Kirchhoff’s Current Law, as shown in (18) and 
(19). Here, 𝒑𝒏,𝝓
𝑫  and 𝒑𝒏,𝝓
𝑫  are the active and reactive demand 
at node 𝑛, respectively. The term 𝑔𝑥 ∈ 𝑁 represents the nodal 
connection of DG plant 𝑔. 
∑ 𝑝𝑔,𝜙(𝑔∈𝐺 | 𝑔𝑥=𝑛) + ∑ 𝑝𝑠,𝜙
𝑆
(𝑠∈𝑆 | 𝑠=𝑛) = 𝒑𝒏,𝝓
𝑫 +
∑ 𝑃𝑙𝑥,𝜙(𝑙∈𝐿 | 𝑙𝑥=𝑛) + ∑ 𝑃𝑙𝑦,𝜙(𝑙∈𝐿 | 𝑙𝑦=𝑛) +
∑ 𝑃𝑡𝑥,𝜙(𝑡∈𝑇 | 𝑡𝑥=𝑛) + ∑ 𝑃𝑡𝑦,𝜙(𝑡∈𝑇 | 𝑡𝑦=𝑛)   
(18) 
∑ 𝑞𝑔,𝜙(𝑔∈𝐺 | 𝑔𝑥=𝑛) + ∑ 𝑞𝑠,𝜙
𝑆
(𝑠∈𝑆 | 𝑠=𝑛) = 𝒒𝒏,𝝓
𝑫 +
∑ 𝑄𝑙𝑥,𝜙(𝑙∈𝐿 | 𝑙𝑥=𝑛) + ∑ 𝑄𝑙𝑦,𝜙(𝑙∈𝐿 | 𝑙𝑦=𝑛) +
∑ 𝑄𝑡𝑥,𝜙(𝑡∈𝑇 | 𝑡𝑥=𝑛) + ∑ 𝑄𝑡𝑦,𝜙(𝑡∈𝑇 | 𝑡𝑦=𝑛)   
(19) 
∀𝑛 ∈ 𝑁, 𝜙 ∈ Φ  
B.  Controllable Devices 
Both the active (𝑝𝑔,𝜙) and reactive (𝑞𝑔,𝜙) power of a DG 
plant 𝑔 are considered as controllable. The active power is 
limited by its rated capacity (?̅?𝒈,𝝓) and the resource availabil-
ity (𝒑𝒈,𝝓
avail), as shown in (20). The reactive power (absorbing or 
injecting) is constrained by the power factor limit 𝑷𝑭̅̅ ̅̅ 𝒈, as 
shown in (21). Although the power factor is not explicitly 
modelled as a variable; it can be recovered using the relation-
ship 𝑃𝐹𝑔,𝜙 = tan
−1(𝑞𝑔,𝜙 𝑝𝑔,𝜙⁄ ).  
𝟎 ≤ 𝑝𝑔,𝜙 ≤ 𝒑𝒈,𝝓
avail ≤ ?̅?𝒈,𝝓, ∀𝑔 ∈ 𝐺,𝜙 ∈ Φ   (20) 
|𝑞𝑔,𝜙| ≤ 𝑝𝑔,𝜙 𝑡𝑎𝑛(cos
−1 𝑷𝑭̅̅ ̅̅ 𝒈) , ∀𝑔 ∈ 𝐺, 𝜙 ∈ Φ   (21) 
Limits on the ramp rate is constrained by (22), where 𝒑𝒈,𝝓
𝟎  
is the active power being injected and 𝚫?̅?𝒈,𝝓 is the maximum 
change allowed (considering local regulations, connection 
agreements and the full ramping capability of the DG plant).  
|𝑝𝑔,𝜙 − 𝒑𝒈,𝝓
𝟎 | ≤ 𝚫?̅?𝒈,𝝓, ∀𝑔 ∈ 𝐺, 𝜙 ∈ Φ   (22) 
Lastly, the control effort of DG plants is given by (23). 
𝑢𝑔 = ∑ |𝑞𝑔,𝜙|𝜙∈Φ , ∀𝑔 ∈ 𝐺, 𝜙 ∈ Φ    (23) 
The set of feasible tap positions of the OLTC is represented 
by Π (indexed by 𝜋) and the tap ratio responding to each phys-
ical tap position is denoted by 𝝉𝒕,𝝅. A binary variable 𝑘𝑡,𝜋 ∈
[0,1] is introduced to determine whether tap 𝜋 is active. 
Equation (24) ensures that only one tap can be active at any 
time and the voltage regulation capability can be modelled 
using (25) and (26). The Big M method is used in (25) and 
(26) where 𝑴 is a relatively large constant; if p.u. values are 
used for voltages, 𝑴 ≥ 10 is sufficient. 












𝑠𝑒𝑐]𝑡𝑟 + (1 − 𝑘𝑡,𝜋)𝑴 (26) 
∀𝑡 ∈ 𝑇, ∀𝜋 ∈ Π  
The maximum number of tap changes allowed for each 
transformer 𝑡 (from its last tap position 𝝉𝒕
𝟎) can be limited by 
reducing the feasible values of 𝜋 in Π. This also helps to re-
 








𝑣𝑡 ,𝐴 / 𝑣𝑡,𝐴
𝑝𝑟𝑖 𝑣𝑡 ,𝐴
Lossless Transformer Line
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duce the number of integer variables 𝑘𝑡,𝜋. The number of ac-
tual tap changes (i.e., the control effort 𝑢𝑡) can be calculated 
by finding the difference between the indices of the previous 
tap position 𝝅𝒕
𝟎 and new tap position 𝜋𝑡
∗, as shown in (27).  
𝑢𝑡 = |𝜋𝑡
∗ − 𝝅𝒕
𝟎|, ∀𝑡 ∈ 𝑇  (27) 
C.  Solution Process 
The two-iteration approach (first discussed in [21]) is used 
to solve the proposed OPF problem in every control cycle. For 
the first iteration (first OPF run), the power flow results that 
are used to check for constraint violations (shown in Fig. 1) 
are also used as the estimated terms (i.e., the bolded terms 
with the   ̃ accent). For the second iteration (second OPF run), 
the values of the estimated terms are replaced with the results 
from the first iteration. Finally, the results from the second 
iteration are used to extract the corresponding setpoints for 
controllable devices (e.g., tap positions for OLTCs).  
The purpose of the second iteration is to improve the accu-
racy of the estimated terms, and thus the accuracy of the line-
arised OPF formulation. However, it is also possible to stop 
after the first iteration and extract the setpoints. Nonetheless, 
as demonstrated by our prior work in [22], the two-iteration 
approach offers accuracy improvements. This is because the 
linearisation point in the first iteration is based on recent 
measurements while the linearisation point in the second itera-
tion considers the changes in network state due to the new 
setpoints (from the first iteration). 
IV.  CASE STUDY 
The performance of the proposed control scheme (which 
includes the adaptations discussed in Section II.  is assessed 
using the generic UK distribution network EHV1. The analy-
sis is carried out for a period of 24-hours using a realistic co-
simulation platform and 1s time-step. Network simulation is 
carried out in OpenDSS [26] and the OPF problem is solved in 
AIMMS [27] using CPLEX 12.8. A Python [28] script is used 
to facilitate data exchanges between OpenDSS (i.e., the net-
work) and AIMMS (i.e., the decision-making engine).  
It is worth highlighting that this co-simulation environment 
allows the setpoints (calculated by the OPF) to be implement-
ed in a network simulator (a proxy of a real distribution net-
work), and thus realistically assess its adequacy. Furthermore, 
since the accuracy of the proposed linearizations has already 
been demonstrated in the authors’ prior work [22], further 
discussions are omitted. Therefore, the assessment in this case 
study will focus on voltage compliance, congestion manage-
ment, energy production, and the volume of control actions. 
A.  EHV1 Network 
The EHV1 network, a UK-style rural distribution network, 
is selected for this case study. A simplified diagram is shown 
in Fig. 5 and its data is available from [29]. It is designed to 
receive bulk power from the Grid Supply Point (GSP, also the 
slack bus) at 132kV, distributing it through 33kV lines and, 
finally, arriving at 33/11kV primary substations. The aggre-
gated peak demand (at 11kV) is approximately 38MW. All 
transformers, 132/33kV, 33/11kV and the voltage regulator 
(VR), are fitted with OLTCs. Each OLTC has 20 taps, with 
𝝉𝒕,𝝅 ∈ [0.85, 1.05] in steps of 0.01. There is also a delay of 3s 
per tap change to account for the mechanical movements of 
contacts. The statutory steady-state voltage limits are ±6% 
from the nominal for 11 and 33kV buses.  
It is assumed that buses 1105, 1106, 1108, 1113, 1114 and 
1115 have been chosen as sites for wind farm connections. 
The investigated installed capacities are 8, 12, 4.5, 1.5, 7 and 
12 MW, respectively, based on a previous planning study (al-
beit with hourly control actions) in the same context [9]. All 
wind farms are assumed to have reactive power capabilities of 
up to 0.95 power factor (inductive/capacitive).  
Real wind (minute resolution) and demand (hourly) profiles 
are used, as shown in Fig. 6. Generation profile 1 is used for 
the first three wind farms and profile 2 is used for the latter 
three. To account for the geographical separations, the availa-
ble profile used by one wind farm is shifted by 30 and 60 
minutes to create two other profiles. The values of these de-
mand and generation profiles are then linearly interpolated to 
achieve the 1s resolution used in this analysis. Lastly, for sim-
plicity, generation and demand are allocated equally among 
the three phases of the corresponding 11kV buses. 
B.  Modelling Considerations 
Instead of the statutory voltage limits, more conservative 
values (±5.5% from the nominal) are used in (2) to account for 
numerical error due to the linear approximations. Furthermore, 
it is assumed desirable to keep voltages at the busbars after the 
primary substations above the nominal to compensate for volt-
age drops in the corresponding 11kV feeders (not explicitly 
modelled). Therefore, the lower voltage limit in (2) for buses 
1101 to 1118 is then increased to +0.5% from the nominal. 
The sampling interval is set to 1s (to match the simulation 
time-step). The length of the control cycles (𝑇𝐶𝐶), the compu-
 
Fig. 5.  EHV1 network diagram  
 
Fig. 6.  Normalized demand and generation profiles 
100











































   
 
        
          
      
      
      
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on January 29,2021 at 19:51:44 UTC from IEEE Xplore.  Restrictions apply. 
1949-3053 (c) 2020 Crown Copyright. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSG.2021.3054387, IEEE
Transactions on Smart Grid
 7 
tation time (Δ𝑇OPF) and the communication delay (Δ𝑇COM) are 
set to 120, 5 and 5s, respectively. The desired execution time 
from each control action is set to 10s.  
For wind farms, the transition to a new setpoint (both the 
active power and power factor) is executed linearly over 10s, 
in line with characteristics of wind turbine controllers [20]. 
The active power setpoint is implemented as an export limit 
that the wind farm operator must adhere to during each control 
cycle. The ramp rate restrictions (per connection agreement) is 
assumed to be 10% of the installed capacity per minute. The 
required ramping capability (from the wind farm) to achieve 
the desired response (dashed line in Fig. 3) is also assumed; 
typical inverter-interfaced wind farms have significantly high-
er ramping capability than the adopted connection agreement 
[30]. Hence, 𝚫?̅?𝒈,𝝓 = 0.1 × ?̅?𝒈,𝝓 is used in (22). For OLTCs 
under direct control, a limit of 3 taps per control cycle is im-
posed to match the execution time of DG Plants (i.e., 
Δ𝑇𝑂𝐿𝑇𝐶 ≈ Δ𝑇𝐷𝐺) and prevent large step changes in voltages by 
limiting the feasible values of Π𝑡 each time the OPF is solved. 
The optimization engine uses the average SCADA readings 
from the last minute as the level of demand (𝑷𝒃 and 𝑸𝒃) and 
wind resource availability (𝒑𝒏
𝒂𝒗𝒂𝒊𝒍), i.e. persistent forecast. 
The scaling factors used in the objective function are 𝒄𝟏 =
1/( ∑ ∑ 𝒑𝒈,𝝓
avail
𝜙𝑔 ), 𝒄𝟐 = 1/(10∑ 3𝑡 ) and 𝒄𝟑 = 1/
(100∑ ∑ ?̅?𝒈,𝝓 𝑡𝑎𝑛(cos
−1 𝑷𝑭̅̅ ̅̅ 𝒈,𝝓)𝜙𝑔 ), which gives each term 
the range of [0, 1], [0, 0.1] and [0, 0.01], respectively; i.e., it 
prioritizes the energy production (over control actions) and 
reactive power is preferred (over changing OLTCs’ taps).  
C.  Cases Investigated 
Two cases are considered to demonstrate the need of con-
sidering operating characteristics of controllable devices and 
the benefits of directly controlling OLTCs’ taps. Case 1 
adopts the conventional OLTC controller and corresponds to 
the typical setup in existing distribution networks. Conse-
quently, since the proposed adaptations are not considered 
when implementing OPF-based setpoints, issues are expected 
in Case 1. For Case 1, the modelling of tap positions in (24)-
(27) is removed and the settings for each conventional OLTC 
controllers are shown in Table I. In contrast, the proposed 
adaptations are adopted in Case 2, and thus improvements are 
expected.  
At the start of the simulation for both cases, the export limit 
and power factor of each DG plant are set to 5% of the in-
stalled capacity and unity, respectively. Similarly, the initial 
tap ratio is set to 1.00 for all OLTCs. 
D.  Results 
The performance of each case is discussed below, focusing 
on critical areas of the network, i.e., near the vicinity of the 
DG plants. Selected metrics are presented in Table II. 
    1)  Voltage Management 
Being a UK network, the BS EN50160 is used to assess 
voltage compliance, which states that 95% of the 10-min RMS 
values must be within [0.94, 1.06] p.u. For simplicity, the as-
sessment is done daily instead of weekly. 
When only considering the 10-min RMS values, voltage 
compliance is achieved 100% of the time for all the buses in 
both cases (results omitted). However, potential voltage issues 
become more apparent at 1s resolution, as shown by the time-
series plots in Fig. 7. Here, the voltage profiles (at 1s granular-
ity) of each bus is shown in grey, the envelope that encom-
passes all voltage profiles are shown in black, and the statuto-
ry limits are shown in red. Additionally, voltages above the 
statutory limit are emphasized in orange. From Fig. 7, frequent 
 
Fig. 7.  Time-series voltage profiles  
 
Fig. 8.  Uncoordinated execution of setpoints (Case 1) 
 
Fig. 9.  Coordinated execution of setpoints (Case 2) 
TABLE I 
SETTINGS FOR CONVENTIONAL OLTC CONTROLLERS 
Transformer Target Delay Deadband 
132kV/33kV (SS) Variable 60s 2.00% 
VR Variable 75s 1.75% 
33kV/11kV Variable 90s 1.50% 
TABLE II 
NETWORK-LEVEL PERFORMANCE 
 Case 1 Case 2 
Maximum voltage (p.u.) 1.075 1.06 
Active power generated (MWh) 408.6 408.6 
Number of tap changes 105 71 
Reactive power absorbed (Mvarh) 39.5 36.2 
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voltage spikes above the statutory limit (up to 1.075 p.u. as 
shown in Table II) are seen in Case 1. In reality, these excur-
sions above the statutory limit may damage voltage sensitive 
equipment and interfere with other network devices with a 
voltage dependent response (e.g., having a Volt-Var curve). 
The severity of this will also depend on how restrictive the 
local standard is with respect to instantaneous voltages. On the 
other hand, the same issue is not observed in Case 2; voltages 
across the network are always kept within the statutory limits. 
By examining the behaviors of OLTCs and DG plants in 
real-time, it is possible to demonstrate the importance of align-
ing their execution times. To illustrate this, Fig. 8 and Fig. 9 
present the plots of a control cycle from 9:30:00 to 9:32:00 for 
Case 1 and Case 2, respectively. The upper plot shows the 
voltages at the secondary side of the 132kV/33kV transformer 
100-302 (in blue), the 33kV/33kV transformer 304-321 (in 
green) and 33kV/11kV transformer 326-1115 (in black). For 
Case 1, their corresponding voltage targets (considering the 
adopted deadbands using conventional OLTC controller) are 
also shown as shaded regions. The middle plot shows the ac-
tual tap positions. Lastly, the lower plot shows the real-time 
power factor (solid line) and the requested setpoint (dotted 
line) for the wind farm at bus 1115 (in black) and a nearby 
wind farm at bus 1114 (in grey). 
Fig. 8 highlights how the uncoordinated execution of set-
points defined for this control cycle results in voltage spikes 
lasing over a minute. Since the transition to the new power 
factor is initiated immediately at 9:30:10 (after the 10s delay 
for Δ𝑇OPF + Δ𝑇COM), a sharp rise in bus voltage is observed 
from 9:30:10 to 9:30:20 due to a noticeably less inductive 
power factor being requested from wind farm 1114. Although 
lower voltage targets are also requested from the OLTCs of 
Tx. 100-302 and Tx. 304-321 to compensate for the rise in 
voltage, due to their delay (as per Table I), the responses did 
not occur for a further minute (Δ𝑇𝑂𝐿𝑇𝐶 > 60𝑠). As a result, 
voltage at bus 1115 spiked to over 1.075 p.u. (emphasized by 
the region in orange) until the responses from both Tx. 100-
302 and Tx. 304-321 are triggered (as shown in Fig. 8 starting 
from 9:31:10). Eventually, after both requested voltage targets 
are reached around 9:31:25, voltage at bus 1115 finally re-
turned within the statutory limits.  
In contrast, Case 2 recorded much better voltage profiles, 
as shown in Fig. 9. While the execution of setpoints also starts 
at 9:30:10 (same as Case 1) and the power factor has the same 
behavior (i.e., ΔT𝐷𝐺
𝑃𝐹  is still at 10s), the over 1-min delay of the 
OLTCs is eliminated by controlling their taps directly. Given 
that the OPF requested one tap change from both Tx. 100-302 
and Tx. 304-321, the new tap position is achieved by 9:30:13 
(3s per tap, i.e., Δ𝑇𝑂𝐿𝑇𝐶 = 3𝑠). Therefore, by enforcing similar 
execution times (Δ𝑇𝑂𝐿𝑇𝐶 ≈ ΔT𝐷𝐺
𝑃𝐹), Case 2 successfully avoids 
the undesirable voltage spikes; the less inductive power factor 
is compensated for by the simultaneous decrease in voltage 
due to the OLTC, as originally intended. 
    2)  Congestion Management 
The utilization (as a percentage of the ampacity) of all lines 
and transformers is shown as grey lines in Fig. 10, along with 
the network-wide maximum (black line). Since OPF inherent-
ly considers the power flows within the network, each case 
manages to enforce appropriate export limits (based on the 
demand of the network) and, thus, ensure that the thermal con-
straint defined by 𝑰𝒍
+ in (8) is not violated throughout the day.  
    3)  Energy Production 
As expected, since the same primary objective is the same 
for both cases, the total energy produced from the wind farms 
(shown in Table II) has negligible differences; both are at 
408.6 MWh for the simulated period. 
    4)  Volume of Control Actions 
As shown in Table II, the overall control effort of Case 1 is 
noticeably higher than Case 2. In summary, Case 2 achieved a 
significant reduction of 33% in tap changes (from 105 to 71) 
and a moderate reduction of 8.5% in reactive power absorp-
tion (from 39.5 Mvarh to 36.2 Mvarh).  
There are two main contributing factors for the extra tap 
changes in Case 1: the relatively small deadband of conven-
tional OLTC controllers and voltage drifts from an OLTC 
closer to the head of a feeder affecting downstream OLTCs. 
Due to these factors, conventional OLTCs controllers can be 
very ineffective when dealing with variable renewable re-
sources. To this end, the differences in both cases are further 
examined by analyzing the time-series plots.  
The generation and demand levels at bus 1115 are shown in 
Fig. 11. The behavior of each control scheme, in terms of the 
recorded control actions, are shown in Fig. 12 and Fig. 13, for 
Case 1 and Case 2, respectively. The voltage profiles (solid 
lines) at bus 321 (after Tx. 304-321) and 1115 (after Tx. 326-
1115) are shown in the upper and middle plots, respectively. 
For Case 1, the voltage targets of the corresponding trans-
formers (shaded area) and the exact middle point of the dead-
band (dotted line) are also shown. The tap position of Tx. 326-
1115 is shown in the lower plot. 
Due to a steadily decrease of wind resources for the wind 
farm at bus 1115 (Fig. 11), the control scheme in Case 1 at-
tempted to reduce the number of tap changes by exploiting the 
available voltage headroom. Theoretically, this can be 
achieved by setting a voltage target that tracks the busbar volt-
age at the secondary side of each OLTC-fitted transformer. 
However, in practice, voltage variations (from the requested 
value) due to the deadband of up-stream OLTCs (e.g., Tx. 
304-321) will make this approach less effective for any down-
stream OLTCs (e.g., Tx. 325-1115). This can be seen by ex-
amining the voltages at bus 321 in Fig. 12; albeit still within 
the deadband, the actual voltage is consistently lower than 
requested (below the dotted line). This, in turn, makes voltag-
es downstream, such as at bus 1115, to be lower from what the 
optimization engine expects (i.e., middle of the deadband). 
Therefore, although the voltage target is continuously adjusted 
for Tx. 326-1115 (as shown by the step changes of the shaded 
area in Fig. 12), it is rather ineffective. The relatively small 
deadband of Tx. 326-1115 further exacerbates the issue. Over-
all, three tap changes are recorded (between 6:45 and 7:05) 
despite an attempt to minimize control actions.  
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On the other hand, in Case 2 (Fig. 13), the exact tap posi-
tion is requested to eliminate the issues associated with the 
OLTCs’ deadbands (as seen in previous cases). Consequently, 
the available voltage headroom is effectively exploited to 
eliminate unnecessary tap changes for Tx. 326-1115; during 
the same period (from 6:45 to 7:05), no tap changes are need-
ed. As presented in Table II, the overall improvement is also 
quite substantial, a 33% reduction compared with Case 1. 
E.  Remarks on Solution Speed 
The barrier method is used to solve the LP relaxation at the 
root node (due to the sparsity of the matrix passed on to the 
solver) whereas the simplex method is used during the branch-
and-cut stage (to take advantage of advanced basis).  
Overall, the OPF problem (formulated as a MILP) is solved 
to optimal with an average computation time of 0.46s (for the 
adopted two iterations) on a typical PC with an Intel i5 proces-
sor. The maximum recorded is 1.2s. 
V.  DISCUSSION 
The availability of network modelling data and communi-
cation infrastructure is assumed in this work. Furthermore, 
state-estimation may be needed in the absence of full network 
observability. However, this is beyond the scope of this work.  
The use of control cycles lasting a few minutes has been 
adopted as an effective way to mitigate violations of network 
constraints [6, 18] thanks to limited variations of minute-to-
minute outputs from typical renewable DG plants [6, 31]. 
Nonetheless, variations are still expected within each control 
cycle which, in turn, can cause constraint violations. To this 
end, the probability and the extent of these variations as well 
as the need for additional modelling to cater for the uncertain-
ties should be assessed (e.g., based on historical data). At the 
same time, this also entails the need for more granular data 
(e.g., time resolution of seconds) to realistically capture this 
phenomenon as the averaging effect of lower resolutions data 
(e.g., minutes) will mask such spikes or fluctuations. Lastly, 
apart from using control cycles, alternative approaches to trig-
ger the decision-making process can be adopted, such as the 
problem persistency mechanism used in [32]. 
This work has focused on two common avenues of tackling 
voltage issues in distribution networks, i.e., OLTCs and reac-
tive power from DG plants. While beyond the scope of this 
work, it is worth highlighting that other sources of flexibility 
also exist (or starting to emerge) such as demand response, 
battery storage and network-interacting microgrids. To this 
end, this work serves as a starting point to further investigate 
the necessary practical considerations when other sources of 
flexibility are to be considered by DNOs in the future, particu-
larly when different types of technologies are being leveraged 
at the same time. 
In this work, the wind farms are modelled as PQ sources, a 
common practice in distribution network studies and is typi-
cally sufficient for quasi-static time-series simulations that 
focuses on the control aspect in the second-scale [33]. If need-
ed, more detailed modelling of the electromechanical charac-
teristics (e.g., wind turbines or inverters) can be incorporated. 
Nonetheless, regardless of the modelling details of wind 
farms, the coordination issue investigated in this work (i.e., 
between wind farms and OLTCs) will still apply.  
An extension of this work is to consider other emerging 
sources of flexibility in distribution networks, such as battery 
storage and real-time network reconfiguration. Since these 
sources of flexibility can exhibit different operating character-
istics to the devices investigated in this work, the proposed 
methodology can help to ensure the OPF-based setpoints are 
adequately implemented in practice. It is also worth mention-
ing that, while an OPF formulated using the branch flow mod-
el has limitations when dealing with a meshed network (e.g., 
required when catering for network reconfiguration), an alter-
native formulation (e.g., as in [32]) can be used without affect-
ing the validity of the proposed adaptations. This is because 
these adaptations focus on the behavior of devices, not the 
power flow equations. 
The terms related to control actions in the objective func-
tion, i.e., in (1), mainly serve as penalty factors to prevent un-
necessary control actions of OLTCs and DG reactive power 
 
Fig. 10.  Utilization of lines and transformers 
 
Fig. 11.  Generation and demand at bus 1115 
 
Fig. 12.  OLTC behavior with conventional controller (Case 1) 
 
Fig. 13.  OLTC behavior with direct tap control (Case 2) 
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while not affecting the objective of maximizing renewable 
energy harvesting. This is needed because there are often mul-
tiple sets of control actions to achieve the same volume of 
energy harvesting. Nonetheless, in terms of the adopted 
weighting factors, a sensitivity analysis would be prudent for 
each case study as inadequate values can lead to undesirable 
outcomes. Furthermore, there are alternative ways of formulat-
ing the objective function (such as based on costs). This also 
introduces opportunities to explore other approaches that con-
sider the trade-offs among multiple objectives (such as a Pare-
to optimal approaches).  
Finally, the analysis in the case study has focused on tech-
nical metrics only (e.g., kWh and volume of control actions). 
While a cost-benefit analysis is another important aspect, it is 
worth highlighting that the cost associated with curtailment 
and the technologies involved (e.g., direct control of OLTCs) 
will depend on how a DNO values them. This, in turn, de-
pends on local prices, policies and regulation. Nonetheless, for 
a given scenario where accurate cost data is available, an eco-
nomic assessment is also prudent to achieve a more complete 
assessment for that scenario. 
VI.  CONCLUSION 
Although considerable literature exists on AC Optimal 
Power Flow (in the context of active distribution networks), 
issues arising from how the calculated setpoints are actually 
implemented by controllable devices have not been adequately 
investigated. As demonstrated here, the uncoordinated control 
of on-load tap changers (OLTCs) and Distributed Generation 
(DG) plants to mitigate voltage issues may cause voltage 
spikes instead, due to a mismatch in their execution times. 
Furthermore, the deadbands of conventional OLTCs introduce 
voltage drifts around the requested voltage target and renders 
OPF-based setpoints less effective in attempting to minimize 
control actions. 
To this end, this work has proposed a series of necessary 
adaptations within existing device controllers and the OPF 
formulation to ensure the centrally dispatched setpoints are 
adequately executed locally by controllable devices. From the 
device perspective, this requires understanding and modifying 
their operating characteristics (i.e., delay, ramp rate and dead-
band) to ensure better temporal coordination among devices. 
Particularly, the direct control of conventional devices and a 
new ramping behavior for inverter-interfaced devices are pro-
posed. Furthermore, a linear, mixed-integer OPF formulation 
is adopted to handle discrete devices and improve scalability 
in large networks.  
The effectiveness of the proposed changes is demonstrated 
using a realistic co-simulation platform and 1s time-resolution 
to capture the intricate interactions among controllable devices 
in the sub-minute scale. Results (using a UK test network with 
the objective of maximizing renewable energy production) 
have shown that, by catering for the diverse operating charac-
teristics of controllable devices, the expected outcome from 
OPF-based setpoints can be achieved. These findings will al-
low Distribution Network Operators to better understand the 
different aspects that advanced, centralized approaches need to 
cater for when implemented in their networks. 
VII.  APPENDIX 
The linearized voltage drop equation in (3) is derived from 
the complex three-phase voltage drop equation in (28) [25].  
?⃑? 𝑙𝑥,𝜙 − ?⃑?
 




∗⁄𝜓∈𝛷    (28) 
By taking the magnitude of both sides of (28) and rearrang-
ing terms as necessary, the quadratic voltage drop equation, 
i.e., (29), and equivalent impedance, i.e., (30) and (31), can be 




introduced for compactness and the superscript  # is used to 
differentiate these auxiliary terms from the ones in (3). 
𝑣𝑙𝑥,𝜙 − 𝑣𝑙𝑦 ,𝜙 = 2𝜅1
# − [(𝜅1
#)2 + (𝜅2
#)2] 𝑣𝑙𝑥,𝜙⁄   (29) 
𝜅1
# = ∑ (𝑅𝑙,𝜙,𝜓
# 𝑃𝑙𝑥,𝜓 + 𝑋𝑙,𝜙,𝜓
# 𝑄𝑙𝑥,𝜓)𝜓∈𝛷    
𝜅2
# = ∑ (𝑋𝑙,𝜙,𝜓
# 𝑃𝑙𝑥,𝜓 − 𝑅𝑙,𝜙,𝜓
# 𝑄𝑙𝑥,𝜓)𝜓∈𝛷    
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# = [𝑹𝒍,𝝓,𝝍 cos(𝜅3
#) − 𝑿𝒍,𝝓,𝝍 sin(𝜅3
#)] 𝑉𝑙𝑥,𝜙 𝑉𝑙𝑥,𝜓⁄  (30) 
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#)] 𝑉𝑙𝑥,𝜙 𝑉𝑙𝑥,𝜓⁄   (31) 
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(e.g., the power flow results per Fig. 1), (30) and (31) become 
the constants as shown in (6) and (7), respectively. The final 
non-linear term in (29), i.e., [(𝜅1
#)2 + (𝜅2
#)2] 𝑣𝑙𝑥,𝜙⁄ , can be 
linearized using estimated values for 𝜅1
#, 𝜅2
# and 𝑣𝑙𝑥,𝜙 to obtain 
the final form shown in (3). Since [(𝜅1
#)2 + (𝜅2
#)2] 𝑣𝑙𝑥,𝜙⁄  is 
related to the losses and is much smaller in magnitude than the 
other terms, the overall impact on accuracy is insignificant.  
The power flow expressions in (4) and (5) are derived from 
the losses equation in (32) [25]. By extracting the active and 
reactive components as well as applying the same technique of 
using estimated terms, (4) and (5) can be obtained. 
𝑆 𝑙𝑥,𝜙 − 𝑆
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𝑙𝑥,𝜙⁄   
(32) 
The power relationships of delta-wye transformers in (15) 
and (16) are derived from the phasor power balance equation; 
an example is shown in (33) for phase A [24]. The matrix 
form in (15) and (16) can be obtained by separating the real 
and imaginary components and the following approximations: 
|?⃑? 𝑡,𝐴
𝑝𝑟𝑖
| ≈ |?⃑? 𝑡,𝐶
𝑝𝑟𝑖














)⁄   (33) 
Finally, the linearised voltage relationships of delta-wye 
transformers in (17) is derived from the phasor relationships 
between the primary and secondary terminals; an example is 
shown in (34) for phase A [25]. For a balanced system, equa-
tion (17) without the second column vector in 𝐻𝑡  can be ob-







= 0. While this does not hold due to phase 








 can be 
introduced to derive the full equation in (17). Particularly, the 
second column vector in 𝐻𝑡  is used to approximate the magni-
tude of ?⃑? 𝑡,𝑂
𝑝𝑟𝑖
, and thus increases the overall accuracy.  
√3𝜏𝑡?⃑? 𝑡,𝐴




  (34) 
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