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Resumo
Neste trabalho propomos testes na˜o-parame´tricos para classes de distribuic¸o˜es
de cauda pesada, que incluem as α-esta´veis e as extremais de Fre´chet. As estat´ısticas
apresentadas, funcionais do processo quantil emp´ırico, permitem testar a pertineˆncia da
distribuic¸a˜o F a` famı´lia de escala-locac¸a˜o gerada por uma distribuic¸a˜o de cauda pesada
G, F ∈ GG, bem como a ε-similaridade, d(F,GG) ≤ ε, em que d e´ uma me´trica apropri-
ada. Mediante o uso da distaˆncia Mallows-Wasserstein ponderada, determinamos, sob
a hipo´tese nula, as distribuic¸o˜es assinto´ticas e mostramos que essas distribuic¸o˜es sa˜o
os correspondentes funcionais das pontes Brownianas. Os resultados constituem uma
extensa˜o de similares, baseados na distaˆncia Wasserstein, aplica´veis a distribuic¸o˜es com
segundo momento finito.
Palavras-chave: testes de similaridade; leis esta´veis; cauda pesada; distaˆncia Mallows-
Wasserstein; processo quantil emp´ırico; pontes Brownianas.
Abstract
In this work we derive the asymptotic null distribution of weighted quantile corre-
lation tests statistics for the Fre´chet family and the stable laws. This extends previous
results for light-tailed distributions and is achieved by considering a special class of
weight functions along with the use of weighted Mallows-Wasserstein distance. The
test statistics for the location-scale family GG, generated by a heavy-tailed distribu-
tion G, when analyzed in the context of similarity of the distributions, shows that the
distance between trimmed distributions according to the weight function is efficient in
measuring the dissimilarity between heavy-tailed distributions.
Keywords: Similarity test; Stable laws; Heavy tail; Mallows-Wasserstein distance;
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Introduc¸a˜o
Nesta tese estudamos a problema´tica de formular testes na˜o parame´tricos para
distribuic¸o˜es de cauda pesada, tais como: as α-esta´veis, a famı´lia das distribuic¸o˜es
extremais de Fre´chet e aquelas com caudas tipo Pareto. Mais especificamente, para a
famı´lia de escala-locac¸a˜o GG, gerada por uma distribuic¸a˜o de cauda pesadaG, propomos
testes de ajuste de bondade para F ∈ GG, bem como testes de ε-similaridade para
avaliar a dissimilaridade entre as distribuic¸o˜es F e G atrave´s da d2(F,GG) ≤ ε, em que
d2 e´ a distaˆncia-2 de Mallows-Wasserstein.
O interesse primordial deste trabalho sa˜o as distribuic¸o˜es esta´veis Sα(σ, β, µ), com
0 < α ≤ 2, dada a sua importaˆncia central para ana´lise estat´ıstica, ja´ que representam
os u´nicos limites assinto´ticos poss´ıveis para somas parciais normalizadas de varia´veis
aleato´rias independentes. Isso se deve a sua propriedade de infinita divisibilidade,
isto e´, a soma de co´pias independentes de varia´veis aleato´rias esta´veis ajustadas tem
novamente a mesma distribuic¸a˜o esta´vel. Trataremos do caso α < 2, pois quando
α = 2, temos o caso da distribuic¸a˜o Gaussiana, ja´ amplamente estudado. Como a
nossa abordagem se baseia, essencialmente, no comportamento regularmente variante
das caudas, os resultados com pequenas modificac¸o˜es tambe´m contemplam a famı´lia
das extremais de Fre´chet e outras distribuic¸o˜es com cauda tipo Pareto.













onde Fn e´ a distribuic¸a˜o emp´ırica de uma amostra de F . Para ambos os casos, a distri-
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buic¸a˜o limite pode ser expressa como funcionais da ponte Browniana {B(t) : 0 ≤ t ≤ 1},
lim
n
















Uma ana´lise mais refinada, envolvendo o processo quantil emp´ırico ajustado da




permite provar que, sob condic¸o˜es de regularidade, temos uma aproximac¸a˜o precisa de












O(log n) se ν = 0
O(1) se 0 < ν ≤ 1
2
.
Essa aproximac¸a˜o bem como a identidade da distaˆncia Wasserstein
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, serviram como base para
os trabalhos [11] e [12], em que foram formulados testes de ajuste de bondade para
avaliar a proximidade de uma dada distribuic¸a˜o F , relativa a` famı´lia gerada pela dis-
tribuic¸a˜o normal padra˜o Φ,
GΦ =
{





, µ ∈ R, σ > 0
}
,
e estendida, sob condic¸o˜es de regularidade, para distribuic¸o˜es com segundo momento









em que S2n e´ a variaˆncia amostral. A estat´ıstica Rn mede o desvio da normalidade e
pode ser interpretada como uma medida de correlac¸a˜o. Em [11], nota-se que existe
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onde φ e´ a densidade da distribuic¸a˜o normal padra˜o.
A distaˆncia de Wasserstein (1970) e´, de fato, um caso particular, r = 1, da distaˆncia
de Mallows (1972) dada por:
dr(F,G) = inf
(X,Y )
{E(|X − Y |r)}1/r , r > 0,
onde o ı´nfimo e´ tomado sobre todos os vetores aleato´rios (X, Y ), com distribuic¸o˜es
marginais F eG respectivamente. Denominaremos esta distaˆncia por Mallows-Wassers-
tein (M-W). A nossa tentativa de utilizar a distaˆncia dα para desenvolver estat´ısticas
ana´logas a Rn para distribuic¸o˜es α-esta´veis apresentou dificuldades que na˜o pudemos
contornar pois temos resultados equivalentes aos do Teorema do Limite Central para
distribuic¸o˜es esta´veis que precisariam ser estendidos para incluir resultados quanto a`
convergeˆncia ao movimento de Le´vy, e que seriam semelhantes ao Teorema de Donsker
para o movimento Browniano. Ale´m disso, seriam necessa´rios resultados assinto´ticos
semelhantes aos das pontes Brownianas (possivelmente, pontes de Levy).
Por outro lado, em [17] foi introduzida a noc¸a˜o de distaˆncia M-W ponderada e
mostrada a aplicabilidade de testes de correlac¸a˜o ponderados para a famı´lia Weibull
de escala. Tambe´m em [6], [8] e, mais recentemente em 2009, constatamos em ([9])
que estes testes ponderados podem ser utilizados para outras famı´lias de distribuic¸o˜es,
incluindo a famı´lia Gamma, Lognormal e Gumbel de escala. Os me´todos propostos
sa˜o muito restritivos e seu uso na˜o se estende a importantes classes de distribuic¸a˜o de
cauda pesada, tal como as esta´veis e as demais distribuic¸o˜es no domı´nio de atrac¸a˜o
para as extremais de Fre´chet.
Diferentemente desses trabalhos, pore´m inspiradas neles, optaremos por trabalhar
com distribuic¸o˜es ponderadas para contornar as dificuldades encontradas. O nosso
Lema 2.2 exibe a equivaleˆncia destes procedimentos e permitira´ a extensa˜o destas es-
tat´ısticas para distribuic¸o˜es esta´veis e extremais de Fre´chet. Exploraremos na Sec¸a˜o
2.3 as propriedades das distribuic¸o˜es ponderadas e determinaremos o comportamento
caudal (variac¸a˜o regular) das func¸o˜es de distribuic¸o˜es ponderadas, associadas a distri-
buic¸o˜es α-esta´veis e extremais. Nosso Lema 2.1 ilustra o efeito da func¸a˜o peso sobre o
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Apresentaremos na Condic¸a˜o 2.2 uma classe geral de func¸o˜es peso w. Para essa
classe, o Lema 2.2 mostrara´ a conexa˜o entre distribuic¸o˜es ponderadas e a distaˆncia de
M-W ponderada. Na Sec¸a˜o 2.5, propomos testes de ajuste de bondade para as distri-
buic¸o˜es α-esta´veis e extremais de Fre´chet. Os principais resultados sa˜o os Teoremas 2.3
e 2.4, que estabelecem resultados assinto´ticos e constituem uma extensa˜o de resultados
anteriores.
No Cap´ıtulo 3, apresentaremos a estat´ıstica para testar a similaridade entre duas
distribuic¸o˜es F e G, que possuem caudas pesadas. Uma me´trica intuitiva para avaliar
a similaridade e´ a da variac¸a˜o total
dTV (PF , PG) = sup
B
|PF (B)− PG(B)|,
onde PF e PG sa˜o, respectivamente, as medidas de probabilidade associadas a`s distri-
buic¸o˜es F e G. Na busca de similaridade, podemos utilizar procedimentos e testes que
possam avaliar, para dado 0 ≤ ε < 1, a condic¸a˜o
dTV (PF , PG) ≤ ε (ε− similaridade).
A nossa abordagem tem como base os trabalhos [12], [14], [15] e [19]. Assim,
motivadas por aplicac¸o˜es em que na˜o sa˜o necessa´rias que as distribuic¸o˜es avaliadas
coincidam, foram introduzidos va´rios conceitos de similaridade e ajustes parciais de
medidas de probabilidade para possibilitar testar hipo´teses do tipo:
H0 : τγ(F,G) > δ > 0 vs H1 : τγ(F,G) ≤ δ,













A hipo´tese do quarto momento finito inviabiliza o uso de τγ(Fn, G) para distri-
buic¸o˜es α-esta´veis, pois se X
d
= Sα(σ, β, µ) temos E|X|α′ = ∞ para todo α′ > α. Na
Sec¸a˜o 3.2, apresentaremos va´rios conceitos e resultados relacionados a` similaridade de
distribuic¸o˜es e que motivaram a escolha da estat´ıstica que vai desempenhar o papel
de τγ(Fn, G) para distribuic¸o˜es com caudas regularmente variantes. Apresentaremos
na Condic¸a˜o 3.2 uma classe adequada de func¸o˜es pesos, que garantira˜o a obtenc¸a˜o, no






Os testes de ajuste de bondade e similaridade para distribuic¸o˜es α-esta´veis e extre-
mais de Fre´chet, a serem propostos nesta tese, teˆm estat´ısticas baseadas em processos
emp´ıricos e fazem uso da distaˆncia de Mallows-Wasserstein (M-W), que constitui uma
me´trica no espac¸o das func¸o˜es de distribuic¸a˜o.
Na Sec¸a˜o 1.2, apresentaremos as distribuic¸o˜es assinto´ticas de funcionais apropriados
dos quantis de processos emp´ıricos. Veremos que estas distribuic¸o˜es sa˜o funcionais das
pontes Brownianas. Fato este e´ preponderante e fundamental para motivar a escolha
das nossas estat´ısticas. Como refereˆncia ba´sica sugerimos [41].
Na Sec¸a˜o 1.3, citaremos algumas propriedades da distaˆncia de M-W e o teorema
de representac¸a˜o, que permite o ca´lculo dessa distaˆncia para distribuic¸o˜es que possuem
me´dia finita (ver, por exemplo, [3] ou [20]). Ale´m disso, veremos que a distaˆncia de
M-W, entre a func¸a˜o de distribuic¸a˜o emp´ırica e a sua respectiva func¸a˜o de distribuic¸a˜o,
pode ser expressa como um funcional do processo quantil emp´ırico ([5]).
Na Sec¸a˜o 1.4, introduziremos as func¸o˜es de variac¸a˜o regular, que sa˜o fundamentais
para caracterizar as caudas das distribuic¸o˜es esta´veis e extremais de Fre´chet, e o Te-
orema de Karamata, que estabelece propriedades das integrais de func¸a˜o de variac¸a˜o
regular. Apresentaremos tambe´m a relac¸a˜o assinto´tica envolvendo a cauda de distri-
buic¸o˜es regularmente variantes e a sua densidade correspondente. Como refereˆncias,
citamos os textos [4] e [39].
A Sec¸a˜o 1.5 e´ dedicada a` apresentac¸a˜o dos principais conceitos, propriedades e
resultados cla´ssicos das distribuic¸o˜es esta´veis, tais como: a estabilidade ou invariaˆncia
sob a adic¸a˜o, a natureza assinto´tica Pareto das caudas e o fato dessas distribuic¸o˜es
1
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serem os u´nicos limites assinto´ticos poss´ıveis para soma de varia´veis aleato´rias. As
principais refereˆncias bibliogra´ficas utilizadas foram [21] e [40].
Na Sec¸a˜o 1.6, destacaremos alguns resultados referentes ao domı´nio de atrac¸a˜o
das distribuic¸o˜es extremais, em especial, da distribuic¸a˜o extremal Fre´chet, que sera´
explorada em maior detalhe no Cap´ıtulo 2 (Sec¸a˜o 2.5). Veremos que existe uma estreita
relac¸a˜o entre os domı´nios de atrac¸a˜o de uma distribuic¸a˜o esta´vel e de uma distribuic¸a˜o
extremal Fre´chet. Como refereˆncias, podemos citar [28], [35] e [39].
1.2 Processo Quantil Emp´ırico
Sejam X1, ..., Xn varia´veis aleato´rias (v.a.’s) independentes e identicamente dis-
tribu´ıdas (i.i.d) com func¸a˜o de distribuic¸a˜o (f.d) base F e considere a sua inversa
generalizada (ou func¸a˜o quantil) F−1, bem como a sua correspondente func¸a˜o de dis-
tribuic¸a˜o emp´ırica Fn, dadas respectivamente por








onde IA denota a func¸a˜o indicadora de A. Naturalmente, se X(1,n) ≤ X(2,n) ≤ ... ≤




0 se X(1,n) > x
k
n
se X(k,n) ≤ x < X(k+1,n), k = 1, 2, ..., n− 1
1 se X(n,n) ≤ x.
E, similarmente, temos tambe´m a func¸a˜o quantil emp´ırica (ou amostral)
F−1n (t) = X(k,n) se
k − 1
n
< t ≤ k
n
, k = 1, 2, ..., n.























n reside no fato de serem livres da
distribuic¸a˜o base F . Pois, por exemplo, se F for uma distribuic¸a˜o cont´ınua e U(1,n) ≤
U(2,n) ≤ ... ≤ U(n,n) forem as estat´ısticas de ordem de uma amostra da distribuic¸a˜o
uniforme em [0, 1] temos



























A u´ltima igualdade segue do fato de F (Xi) ter distribuic¸a˜o uniforme para todo i. Note
que, se Un representa a distribuic¸a˜o emp´ırica da distribuic¸a˜o uniforme U , temos pela
Lei dos Grandes Numeros e pelo Teorema do Limite Central que
√
n(Un(t)− t) d−→ N(0, t(1− t)),
onde
d−→ representa convergeˆncia em distribuic¸a˜o e √n(Un(t)−t) e´ o processo emp´ırico
associado a` distribuic¸a˜o U (processo emp´ırico uniforme). Por outro lado, a ponte
Browniana B(t) tem distribuic¸a˜o N(0, t(1− t)).
Definic¸a˜o 1.1. Um processo Gaussiano {B(t) : 0 ≤ t ≤ 1} e´ chamado de uma
ponte Browniana se a covariaˆncia e´ dada por cov{B(t), B(s)} = min{s, t} − st. Ou,
equivalentemente, {B(t) d= W (t) − tW (1) : 0 ≤ t ≤ 1}, onde {W (t) : t ≥ 0} e´ o
movimento Browniano padra˜o.
As considerac¸o˜es acima nos levam a fazer uso do processo quantil emp´ırico da
distribuic¸a˜o F , convenientemente ajustado, e “justificam” a aproximac¸a˜o dos processos
emp´ıricos por pontes Brownianas.
Definic¸a˜o 1.2. Dada uma func¸a˜o de distribuic¸a˜o F com func¸a˜o de densidade f , o
processo quantil emp´ırico ajustado e´ definido por
ρn,F (t) =
√
n(F−1n (t)− F−1(t))f(F−1(t)), 0 ≤ t ≤ 1. (1.1)
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Enunciaremos a seguir os resultados de [5], que garantem a aproximac¸a˜o e fornecem
taxas de convergeˆncia de processos quantis emp´ıricos por pontes Brownianas.
Condic¸a˜o 1.1. Seja F uma f.d. com aF e bF definidos por
aF = sup{x : F (x) = 0} e bF = inf{x : F (x) = 1}. (1.2)
Assuma que:
(a) F e´ duas vezes diferencia´vel em (aF , bF ).
(b) F
′
(x) = f(x) > 0, ∀ x ∈ (aF , bF ), onde ′ := d
dx
.





≤ γ <∞. (1.3)
Teorema 1.1. (Csorgo (1983) ([5]) Assuma que F satisfac¸a Condic¸a˜o 1.1 e seja
ρn,F (t) definido por (1.1). Enta˜o existe uma sequeˆncia de pontes Brownianas {Bn(t) :












O(log n) se ν = 0
O(1) se 0 < ν ≤ 1
2
.




Corola´rio 1.1. Suponha que as hipo´teses do Teorema 1.1 estejam satisfeitas, enta˜o
existe uma sequeˆncia de pontes Brownianas {Bn(t) : 0 ≤ t ≤ 1}, tal que se F e´ uma
f.d com suporte limitado enta˜o
sup
0≤t≤1







|ρn,F (t)−Bn(t)| p−→ 0,
onde
p−→ simboliza a convergeˆncia em probabilidade.
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Teorema 1.2. (Csorgo (1983) ([5]) Suponha que as hipo´teses do Teorema 1.1 esta˜o




















1.3 Distaˆncia de Mallows-Wasserstein
A distaˆncia de Mallows (1972) entre duas func¸o˜es de distribuic¸o˜es F e G generaliza
a considerada por Wasserstein em 1970 (caso: r = 1). Assim, na literatura, o nome
distaˆncia de Wasserstein tambe´m tem sido usado ao inve´s de Mallows. Neste texto
usaremos a denominac¸a˜o distaˆncia de M-W (Mallows-Wasserstein).




{E(|X − Y |r)}1/r , X d= F, Y d= G, (1.4)
onde
d
= simboliza igualdade em distribuic¸a˜o, isto e´, o ı´nfimo e´ tomado sobre todos os
vetores aleato´rios, tais que as distribuic¸o˜es marginais sa˜o F e G.
Esta distaˆncia constitui uma me´trica para o espac¸o das distribuic¸o˜es de probabili-
dade, pois valem as seguintes relac¸o˜es me´tricas
dr(F,G) ≤ dr(F, F ′) + dr(F ′, G), r ≥ 1
e
drr(F,G) ≤ drr(F, F ′) + drr(F ′, G), 0 < r < 1.
O teorema a seguir mostra que o ca´lculo desta distaˆncia e´ simples quando r ≥ 1.
Teorema 1.3. (Teorema da Representac¸a˜o da Distaˆncia de M-W) Seja r ≥ 1 e
assuma que
∫




onde U e´ a distribuic¸a˜o uniforme no intervalo (0, 1).
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(F−1(t)−G−1(t))2dt = E|F−1(U)−G−1(U))|2. (1.6)
Note que d2(Fn, F ), distaˆncia entre a func¸a˜o de distribuic¸a˜o emp´ırica e a func¸a˜o de
distribuic¸a˜o base F, pode ser expressa por
√























As estat´ısticas que analisaremos nos pro´ximos cap´ıtulos teˆm
√
nd2(Fn, F ) como sua
principal componente e o Corola´rio 1.1 nos permite inferir que a distribuic¸a˜o assinto´tica
de
√
nd2(Fn, F ) seja dada em termos de pontes Brownianas, mais precisamente, de









De acordo com o Teorema de Donsker, a distribuic¸a˜o de um funcional cont´ınuo de
um processo emp´ırico uniforme converge para o correspondente funcional de uma ponte
Browniana, para mais detalhes vide [41].
Para os nossos testes de ajuste de bondade faremos uso de famı´lias de escala-locac¸a˜o,
geradas pela distribuic¸a˜o base G0
GG0 =
{





, µ ∈ R, σ > 0
}
.
E podemos definir a distaˆncia-2 de M-W por:
Definic¸a˜o 1.4. A distaˆncia-2 de M-W entre uma func¸a˜o de distribuic¸a˜o F e uma
famı´lia de escala-locac¸a˜o de distribuic¸o˜es gerada por G0 e´ dada por:
d2(F,GG0) = inf{d2(F,G) : G ∈ GG0}. (1.8)
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1.4 Variac¸a˜o Regular
A teoria de func¸o˜es de variac¸a˜o regular e´ a principal ferramenta anal´ıtica para o es-
tudo de distribuic¸o˜es esta´veis, pois essas distribuic¸o˜es teˆm caudas cujo comportamento
pode ser descrito com o uso dessas func¸o˜es. Ale´m disso, o Teorema de Karamata e
similares teˆm papel preponderante para provar os nossos resultados relacionados aos
testes de ajuste de bondade para dados emp´ıricos, com respeito a uma famı´lia de escala-
locac¸a˜o de distribuic¸o˜es geradas por uma v.a. α-esta´vel e por extremais de Fre´chet.
Definic¸a˜o 1.5. Dizemos que uma func¸a˜o ` : R+ 7−→ R+ varia lentamente no





= 1, x > 0.
Por exemplo, toda func¸a˜o de distribuic¸a˜o varia lentamente no infinito. Pela pro´xima
definic¸a˜o, vemos que as func¸o˜es de variac¸a˜o lenta sa˜o func¸o˜es de variac¸a˜o regular com
expoente ρ = 0.
Definic¸a˜o 1.6. Dizemos que uma func¸a˜o U : R+ 7−→ R+ varia regularmente no





= xρ, x > 0.
Neste caso, escrevemos U ∈ RVρ.
Similarmente, podemos definir variac¸a˜o regular no zero substituindo t → ∞ por






variac¸a˜o regular no infinito (t→ 0). Para qualquer outro ponto a > 0, podemos definir





for de variac¸a˜o regular no infinito
(t→ a).
Nas proposic¸o˜es a seguir sera˜o apresentadas propriedades operacionais das func¸o˜es
regularmente variantes e tambe´m relac¸o˜es entre a monotonicidade e o expoente de
variac¸a˜o.
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Proposic¸a˜o 1.1. Sejam U1 : R+ 7−→ R+ ρ1-variante e U2 : R+ 7−→ R+ ρ2-variante.
Enta˜o temos:




e´ (ρ1 − ρ2)-variante.
(iii) Se lim
x→∞
U2(x) =∞ enta˜o U1oU2 e´ ρ1.ρ2-variante.
(iv) U1 + U2 e´ max{ρ1, ρ2}-variante.
(v) U1 − U2 e´ min{ρ1, ρ2}-variante.
Proposic¸a˜o 1.2. Seja U : R+ 7−→ R+ρ-variante. Temos:
(i) Se U e´ crescente enta˜o ρ ≥ 0.
(ii) Se U e´ decrescente enta˜o ρ ≤ 0.
(iii) Se U e´ na˜o decrescente e ρ ∈ [0,∞) enta˜o U∗ e´ 1
ρ
-variante, onde
U∗(x) := inf{y|U(y) ≥ x}. (1.9)















∞ se ρ > 0
0 se ρ < 0.
Os teoremas sobre integrais e derivadas de func¸o˜es de variac¸a˜o regular sa˜o centrais
para deduzir os nossos resultados. A seguinte notac¸a˜o sera´ utilizada: para func¸o˜es g e
h





Teorema 1.4. (Teorema de Karamata) Seja U : R+ 7−→ R+ uma func¸a˜o ρ-variante













U(t)dt ∈ RVρ+1. (1.12)
De acordo com o pro´ximo resultado, toda func¸a˜o regularmente variante admite uma
representac¸a˜o em termos de uma func¸a˜o lentamente variante.
Proposic¸a˜o 1.3. Seja U : R+ 7−→ R+ ρ-variante no infinito enta˜o para alguma
func¸a˜o lentamente variante ` temos que
U(x) = xρ`(x), x > 0. (1.13)
O resultado a seguir e´ crucial para a diferenciabilidade de func¸o˜es regularmente
variantes.










onde u(.) e´ mono´tona
em (z,∞) para algum z > 0. Se para algum c ≥ 0, ρ ∈ R e ` ∈ RV0 temos
U(x) ∼ cxρ`(x) quando x→∞,
enta˜o
u(x) ∼ cρxρ−1`(x) quando x→∞,
com ∼ no sentido de (1.11).
Como aplicac¸a˜o do Teorema de Karamata (Teorema 1.4), obtemos a relac¸a˜o as-
sinto´tica entre caudas regularmente variantes de distribuic¸o˜es e suas respectivas densi-
dades.
Proposic¸a˜o 1.4. Seja U positiva e limitada com U ∈ RVρ e seja γ uma constante












O uso de distribuic¸o˜es esta´veis na˜o Gaussianas na modelagem de dados financeiros
foi, pioneiramente, apresentado por Mandelbrot em 1963. Constatou-se que distri-
buic¸o˜es α-esta´veis com 0 < α < 2 se ajustam melhor a dados financeiros que apresen-
tam alta variabilidade do que o modelo normal, comumente usado. Em [22], observamos
que a mudanc¸a de prec¸o dos ativos em qualquer intervalo de tempo pode ser consi-
derada como a soma das mudanc¸as de prec¸o ocorridas de transac¸a˜o para transac¸a˜o
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durante aquele intervalo de tempo. Se as transac¸o˜es consideradas ocorrem uniforme-
mente ao longo de qualquer intervalo de tempo e se as mudanc¸as de prec¸o entre uma
transac¸a˜o e outra podem ser consideradas independentes e identicamente distribu´ıdas,
temos que a mudanc¸a de prec¸o dia´ria, semanal ou mensal sera´ a mesma. Veremos
que as distribuic¸o˜es esta´veis teˆm esta caracter´ıstica da estabilidade, isto e´, a soma de
co´pias independentes de varia´veis aleato´rias esta´veis, feita alguma correc¸a˜o de escala
e locac¸a˜o, e´ novamente a mesma distribuic¸a˜o esta´vel. Em suma, as distribuic¸o˜es α-
esta´veis, Sα(σ, β, µ) com 0 < α ≤ 2, possuem a propriedade de divisibilidade infinita.
Veremos que as treˆs caracter´ısticas mais importantes das distribuic¸o˜es α-esta´veis
sa˜o a estabilidade ou invariaˆncia sob a adic¸a˜o, a natureza assinto´tica Pareto das caudas
(0 < α < 2) e o fato dessas distribuic¸o˜es serem os u´nicos limites poss´ıveis para soma
de varia´veis aleato´rias.
Definic¸a˜o 1.7. Para 0 < α ≤ 2, dizemos que X ∼ Sα(σ, β, µ) e´ uma distribuic¸a˜o
α-esta´vel com ı´ndice de estabilidade α, paraˆmetro de escala σ > 0, paraˆmetro de assi-
metria |β| ≤ 1 e paraˆmetro de locac¸a˜o µ ∈ R, se para qualquer n ≥ 2 temos que
X1 +X2 + ...+Xn
d
= n1/αX + µ(n− n1/α),
se α 6= 1, e






se α = 1, onde X1, ..., Xn sa˜o co´pias independentes da v.a. X. Neste caso, dizemos
que X e´ α-esta´vel.
Note que, se β = 0 e α = 2, temos o caso Gaussiano com me´dia µ e variaˆncia
σ2. Outras distribuic¸o˜es familiares que sa˜o esta´veis: S1(σ, 0, 0) que e´ a distribuic¸a˜o
de Cauchy e S1/2(σ, 0, 0), que e´ a distribuic¸a˜o de Le´vy. Outra definic¸a˜o de varia´vel
α-esta´vel e´ dada pela sua func¸a˜o caracter´ıstica.
Definic¸a˜o 1.8. A v.a. X e´ α-esta´vel se a sua func¸a˜o caracter´ıstica ΦX(t) e´ dada
por:
ΦX(t) = exp{itµ− σ|t|α(1− iβsinal(t)z(t, α))}, (1.14)






se α 6= 1
−2ln|t|
pi
se α = 1.
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Proposic¸a˜o 1.5. Seja X uma v.a. com distribuic¸a˜o Sα(σ, β, µ).
(i) Se β = µ = 0. Enta˜o a v.a. X tem distribuic¸a˜o sime´trica em torno do zero
(α-esta´vel sime´trica). Nesse caso, escrevemos SαS.
(ii) Se 0 < α < 2 enta˜o a distribuic¸a˜o tem cauda pesada, pois E(|X|α′) < ∞ para
0 < α′ < α e E(|X|α′) =∞ para α′ ≥ α.
(iii) A distribuic¸a˜o α-esta´vel possui func¸a˜o densidade infinitamente diferencia´vel.
Conforme a proposic¸a˜o a seguir, as distribuic¸o˜es α-esta´veis com 0 < α < 2 teˆm um
comportamento assinto´tico caudal do tipo Pareto que dependem dos paraˆmetros α e
β.
Proposic¸a˜o 1.6. Seja Fα = Sα(σ, β, µ) e assuma que 0 < α < 2. Enta˜o existem
uma func¸a˜o lentamente variante ` e 0 ≤ p, q ≤ 1 com p+ q = 1, tais que para x→∞




Fα(−x) ∼ q2− α
α
x−α`(x). (1.16)
Ou alternativamente, existem constantes Cα e C
′
α, tais que para x→∞
F¯α(x) = 1− Fα(x) ∼ Cαx−α
e
Fα(−x) ∼ C ′αx−α,
com ∼ no sentido de (1.11).
Teorema 1.6. Uma varia´vel aleato´ria X tem distribuic¸a˜o α-esta´vel se e somente se
X for o limite em distribuic¸a˜o de somas normalizadas de v.a.’s i.i.d, ou seja, existem
v.a.’s X1, ..., Xn i.i.d e sequeˆncias de constantes an > 0 e bn ∈ R, tais que
X1 + ...+Xn − bn
an
d−→ X.
Definic¸a˜o 1.9. Dizemos que uma func¸a˜o de distribuic¸ao F pertence ao domı´nio de
atrac¸a˜o de uma distribuic¸a˜o α-esta´vel Gα se existirem sequeˆncias de constantes an ∈ R
e bn > 0, tais que
(X1 + ...+Xn)− bn
an
d−→ Y,
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onde Y
d
= Gα e X1, ..., Xn sa˜o co´pias independentes de X
d
= F . Nesse caso, usamos a
notac¸a˜o F ∈ D(Gα) (ou X ∈ D(Gα)).
A noc¸a˜o de domı´nio de atrac¸a˜o nos permite formular um novo enunciado para
o Teorema 1.6 e tambe´m explicitar o comportamento caudal das distribuic¸o˜es que
pertencem ao domı´nio de atrac¸a˜o das esta´veis.
Teorema 1.7. Uma func¸a˜o de distribuic¸a˜o possui domı´nio de atrac¸a˜o na˜o vazio se
e somente se for uma distribuic¸a˜o esta´vel.
Teorema 1.8. Para 0 < α < 2, seja Gα uma distribuic¸a˜o α-esta´vel e assuma que
G ∈ D(Gα). Enta˜o
G(−x) ∼ x−α`(x) para x→∞ (1.17)
e
G¯(x) ∼ x−α`(x) para x→∞, (1.18)
em que ∼ esta´ no sentido de (1.11) e `(.) e´ uma func¸a˜o lentamente variante. Ale´m
disso, se X
d
= G enta˜o {
E|X|α′ <∞ se α′ < α
E|X|α′ =∞ se α′ > α.
Em particular, temos 
V arX =∞ se α < 2
E|X| <∞ se α > 1
E|X| =∞ se α < 1.
1.6 Distribuic¸o˜es Extremais
A Teoria dos Valores Extremos nos fornece uma classe importante de distribuic¸o˜es
de probabilidade, a saber, as distribuic¸o˜es assinto´ticas das varia´veis
X(n,n) := max{X1, ..., Xn} e X(1,n) := min{X1, ..., Xn},
onde {X1, ..., Xn} e´ uma amostra da distribuic¸a˜o base F . Para o ma´ximo, o estudo
anal´ıtico da expressa˜o (1 − F¯ )n nos permite concluir que existem apenas treˆs tipos
de distribuic¸o˜es maximais. Os estudos pioneiros deste tema pertencem ao matema´tico
Maurice´ Fre´chet(1878 - 1973) e aos estat´ısticos Ronald Fischer(1890 - 1962) e Leonard
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Tippet, seguidos pelas contribuic¸o˜es devidas a Boris Gnedenko(1912 - 1995) e a conso-
lidac¸a˜o teo´rica por parte de Emil Gumbel(1891 - 1966) e podem ser encontrados em
[25], [27] e [30].
Definic¸a˜o 1.10. Sejam X1, ..., Xn v.a.’s i.i.d com distribuic¸a˜o comum F e assuma











F n(anx+ bn) = H(x), (1.19)
onde H e´ uma distribuic¸a˜o na˜o degenerada. Enta˜o H e´ chamada de distribuic¸a˜o
maximal e dizemos que F pertence ao domı´nio de atrac¸a˜o maximal da distribuic¸a˜o H











{1− [1− F (anx+ bn)]n} = H(x),
enta˜o H e´ chamada de distribuic¸a˜o minimal e dizemos que F pertence ao domı´nio de
atrac¸a˜o minimal da distribuic¸a˜o H (notac¸a˜o: F ∈ Dmin(H)).
Como o tratamento do mı´nimo e´ sime´trico ao do ma´ximo, enunciamos os pro´ximos
resultados apenas para as extremais maximais.
Teorema 1.9. (Tippet-Fischer) Existem apenas treˆs classes de distribuic¸o˜es maxi-
mais: sejam X1, ..., Xn v.a.’s i.i.d e assuma que H(x) satisfac¸a (1.19). Enta˜o H(x) e´
uma das seguintes distribuic¸o˜es:
Tipo Gumbel:
λ(x) = e−e






se x ≥ 0






se x ≤ 0
1 se x > 0;
onde α e´ uma constante positiva.
O pro´ximo teorema caracteriza o domı´nio de atrac¸a˜o maximal de Fre´chet quanto
a` variac¸a˜o regular e essa caracterizac¸a˜o nos permitira´, no Cap´ıtulo 2, estabelecer a
conexa˜o com as distribuic¸o˜es esta´veis.
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Teorema 1.10. Seja Φα a distribuic¸a˜o maximal de Fre´chet e seja Dmax(Φα) seu
domı´nio de atrac¸a˜o maximal. Enta˜o F ∈ Dmax(Φα) se e somente se 1 − F ∈ RV−α,















se x ≥ 0
0 se x < 0,









nF¯ (anx) = x
−α, ∀x > 0. (1.21)
Cap´ıtulo 2
Testes de Ajuste de Bondade
2.1 Introduc¸a˜o
Considere a classe das distribuic¸o˜es α-esta´veis com variaˆncia infinita {Sα(σ, 0, µ), µ ∈
R, σ > 0, 0 < α < 2} e a classe das distribuic¸o˜es extremais de Fre´chet, {Φα, α > 0}.
Buscamos formular testes de ajuste de bondade para avaliar a proximidade de uma dada
distribuic¸a˜o F relativa a essas classes. Veremos que, para dado ı´ndice α e fazendo-se uso
da distaˆncia de Mallows-Wasserstein, podemos avaliar esta proximidade com relac¸a˜o a`
famı´lia de escala-locac¸a˜o gerada por Gα = Sα(σ, 0, µ) ou Φα dada por:
GGα =
{





, µ ∈ R, σ > 0
}
. (2.1)
Para o caso α = 2, isto e´ S2(1, 0, 0) = G2 = Φ, foi proposto em [11] um teste de
ajuste de bondade para avaliar a normalidade dos dados emp´ıricos e a distaˆncia-2 de
M-W foi utilizada com sucesso para derivar funcionais de processos quantis emp´ıricos
e determinar as correspondentes distribuic¸o˜es assinto´ticas. A relac¸a˜o fundamental















Aqui F−1n e´ a inversa generalizada da func¸a˜o de distribuic¸a˜o emp´ırica, Φ e´ a func¸a˜o
de distribuic¸a˜o da normal padra˜o, S2n e´ a variaˆncia amostral. A estat´ıstica Rn mede o
desvio da normalidade e pode ser interpretada como uma medida de correlac¸a˜o. Em
15
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[11], mostra-se que existe uma sequeˆncia de constantes {an} tal que, assintoticamente,

















onde {B(t)| 0 ≤ t ≤ 1} e´ uma ponte Browniana e φ e´ a densidade da distribuic¸a˜o
normal padra˜o.
A estat´ıstica resultante da substituic¸a˜o em (2.3) da distribuic¸a˜o Gaussiana Φ por
uma distribuic¸a˜o G0 ∈ L2, isto e´, com segundo momento finito, foi apresentada em [12]
como um teste de correlac¸a˜o com propriedades assinto´ticas ideˆnticas ao do caso Gaus-
siano. De Wet, em uma discussa˜o intitulada “Testing Weibull as a case of correlation
test”, introduziu a noc¸a˜o de distaˆncia de M-W ponderada e mostrou a aplicabilidade
de testes de correlac¸a˜o ponderados para a famı´lia Weibull de escala (vide [17]). Em [6],
[8] e, mais recentemente, em 2009, em ([9]), onstatou-se que estes testes ponderados
poderiam ser utilizados para outras famı´lias de distribuic¸a˜o que inclu´ıam as famı´lias
Gamma, Lognormal e Gumbel de escala com a func¸a˜o de Wet como peso. Para estender
a aplicabilidade do teste a` famı´lia Pareto, outras escolhas de func¸a˜o peso foram ne-
cessa´rias, vide [6]. Outras discusso˜es relacionadas a esses testes podem ser encontradas
em [32] e [34].
Os me´todos propostos sa˜o muito restritivos e seu uso na˜o se estende a importantes
classes de distribuic¸a˜o de cauda pesada, tal como as esta´veis e as demais distribuic¸o˜es
no domı´nio de atrac¸a˜o para ma´ximos da distribuic¸a˜o Fre´chet. Vale ressaltar que as dis-
tribuic¸o˜es α-esta´veis, Sα(σ, β, µ), devido a propriedade de infinita divisibilidade, teˆm
um papel fundamental no estudo do comportamento assinto´tico de somas parciais es-
tabilizadas. Para contornar as dificuldades encontradas, proporemos o uso da distaˆncia
de M-W entre distribuic¸o˜es ponderadas ao inve´s da distaˆncia de M-W ponderada usada
por Csorgo e de Wet. O nosso Lema 2.2 exibe a equivaleˆncia desses procedimentos e
permite a extensa˜o dessas estat´ısticas para distribuic¸o˜es esta´veis e extremais de Fre´chet.
A Sec¸a˜o 2.2 e´ dedicada a` citac¸a˜o de resultados anteriores, que motivaram a nossa
abordagem. Para as distribuic¸o˜es α-esta´veis, a alternativa de se fazer uso da distaˆncia-
α de M-W apresentou dificuldades que na˜o pudemos contornar, visto que ainda na˜o
dispomos de estudos sobre “pontes de Le´vy”, correspondentes a`s pontes Brownianas.
Exploramos na Sec¸a˜o 2.3 as propriedades das distribuic¸o˜es ponderadas e determinamos
o comportamento caudal (variac¸a˜o regular) das func¸o˜es de distribuic¸o˜es ponderadas
associadas a distribuic¸o˜es α-esta´veis e extremais de Fre´chet. Nosso Lema 2.1 ilustra o
efeito da func¸a˜o peso sobre o comportamento caudal da distribuic¸a˜o. Apresentamos na
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Condic¸a˜o 2.2 uma classe geral de func¸o˜es peso. Para essa classe, o Lema 2.2 mostra a
conexa˜o entre distribuic¸o˜es ponderadas e a distaˆncia de M-W ponderada. O Lema 2.3
mostra que a relac¸a˜o em (2.2) pode ser obtida para distribuic¸o˜es com segundo momento
ponderado finito. Na Sec¸ao 2.4, apresentamos alguns exemplos ilustrativos dos nossos
procedimentos.
Na Sec¸a˜o 2.5, propomos testes de ajuste de bondade, similares a (2.3), para as
distribuic¸o˜es α-esta´veis e extremais de Fre´chet. Os principais resultados sa˜o os Teore-
mas 2.3 e 2.4, que estabelecem resultados assinto´ticos e constituem uma extensa˜o do
uso da metodologia apresentada na Sec¸a˜o 2.2. Ainda nessa sec¸a˜o, apresentamos va´rios
resultados preliminares, de interesse matema´tico, que sa˜o necessa´rios para a prova dos
teoremas, vide Lema 2.4 a Lema 2.8.
2.2 Preliminares e Motivac¸a˜o
A estat´ıstica Rn, definida em (2.3), foi introduzida em [11] com a finalidade de
testar F ∈ GΦ, onde Φ e´ a func¸a˜o de distribuic¸a˜o da normal padra˜o e
GΦ =
{





, µ ∈ R, σ > 0
}
.
Como medida de desvio da normalidade foi proposto o uso da distaˆncia de Wasserstein
(equivalentemente distaˆncia de M-W de ordem 2),
d2(F,GΦ) = inf{d2(F,G) : G ∈ GΦ}.






. Nesse caso, temos






o que justifica o uso de (2.3) como a estat´ıstica de teste. Os mesmos autores estenderam
esses resultados para a famı´lia de escala-locac¸a˜o, GG0 , gerada por um distribuic¸a˜o G0
de me´dia zero e variaˆncia unita´ria, que enunciaremos a seguir. Para tanto considere a
seguinte condic¸a˜o:
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(F−1n (t)− F−1(t))2dt p−→ 0. (2.7)
Teorema 2.1. (Cuesta et al, (2000))([12]) Seja G0 uma f.d. com me´dia zero,
variaˆncia unita´ria e func¸a˜o densidade g0 positiva em (aG0 , bG0), aG0 e bG0, definidos




























onde {B(t) : 0 ≤ t ≤ 1} e´ uma ponte Browniana e f e´ a func¸a˜o densidade de F .
Claramente, a restric¸a˜o G0 ∈ L2 reduz a aplicac¸a˜o desses testes ao caso F versus
distribuic¸o˜es de cauda leve. Para contornar essa restric¸a˜o e estender essas te´cnicas para
distribuic¸o˜es de cauda pesada, em [16], de Wet propoˆs o uso da seguinte func¸a˜o peso:
Definic¸a˜o 2.1. Seja F uma f.d. com densidade f(x) > 0 em (aF , bF ), assuma que
F e´ duas vezes diferencia´vel e que
lim
x↓aF




















, 0 < t < 1. (2.9)
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Nos trabalhos [6], [7], [8], [9], [16] e [17], a func¸a˜o peso wF foi usada com sucesso
para as famı´lias Weibull, Gamma, Lognormal e Gumbel. Para a Pareto, a escolha da
func¸a˜o de de Wet na˜o pode ser feita, mas sa˜o exibidas em [6] duas func¸o˜es peso para
a famı´lia de escala Pareto. Os casos Gamma e Lognormal sa˜o tratados em [8], e, em
[9], sa˜o apresentados os casos relativos a`s famı´lias Gumbel, Weibull e Pareto. Em [7],
estes resultados foram estendidos para a famı´lia escala-locac¸a˜o. Nessas abordagens e




temos que a distaˆncia-2 de M-W ponderada foi utilizada como a me´trica para o desvio
















(F−1n (t)− F−1(t))2w(t)dt p−→ 0. (2.12)
Enunciamos abaixo resultados quanto a` convergeˆncia das estat´ısticas ponderadas e
recortadas associadas a Rn, adaptados a nossa necessidade e que sera˜o utilizados adi-
ante. Para dada distribuic¸a˜o F , denotamos por µ2,F (w) o segundo momento ponderado













n (w) aparada a` esquerda, a` direita e em ambos os lados, com os segundos
momentos aparados ponderados por w sendo denotados respectivamente por µn,l2,F (w),
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Teorema 2.2. (Csorgo, (2002, 2003)([6], [7])) Seja G0 uma f.d. com me´dia zero e
assuma que temos func¸a˜o densidade g0 positiva em (aG0 , bG0), aG0 e bG0, definidos por
(1.2). Seja F uma f.d que satisfac¸a a Condic¸a˜o 1.1 e as condic¸o˜es em (2.10), (2.11) e



















onde {B(t)|0 ≤ t ≤ 1} e´ uma ponte Browniana e f e´ a densidade de F .
Com base nas te´cnicas acima, introduzimos na pro´xima sec¸a˜o uma famı´lia de func¸o˜es
peso sem a dependeˆncia intr´ınseca que a func¸a˜o wF de de Wet tem da distribuic¸a˜o F ,
que e´ justamente o elemento desconhecido. Isso permitira´ a extensa˜o dos resultados de
[11] para as distribuic¸o˜es α-esta´veis e extremais de Fre´chet.
2.3 Distribuic¸o˜es Ponderadas








para distribuic¸o˜es α-esta´veis, a alternativa de se fazer uso da distaˆncia-α de M-W
apresentou dificuldades que na˜o pudemos contornar, pois temos resultados equivalentes
ao do Teorema do Limite Central para distribuic¸o˜es esta´veis ([1] e [33]) que preci-
sariam ser estendidos para incluir resultados quanto a` convergeˆncia ao movimento de
Le´vy e que seriam semelhantes ao Teorema de Donsker para o movimento Brownia-
no. Ale´m disso, seriam necessa´rios resultados assinto´ticos semelhantes aos das pontes
Brownianas.
Diferentemente dos trabalhos [6], [8] e [9], pore´m inspiradas neles, optamos por
trabalhar com distribuic¸o˜es ponderadas.
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w(t)dt = 1, isto e´, w e´ uma func¸a˜o densidade em (0,1). E dada uma func¸a˜o de




w(F (y))dF (y). (2.15)






x2w(F (x))dF (x) <∞
}
. (2.16)
Naturalmente, se F ∈ L2(w) enta˜o Fw ∈ L2 (espac¸o de distribuic¸o˜es com segundo












x2w(F (x))dF (x)− µ2F (w) =
∫ ∞
−∞
x2dFw(x)− µ2Fw = σ2Fw .
Mais ainda, tomando u = F (y) em (2.15) podemos provar a proposic¸a˜o:
Proposic¸a˜o 2.1. Seja F ∈ L2(w) enta˜o Fw ∈ L2,
Fw(x) = W (F (x)) e F
−1







Iremos considerar f.d.’s F , que possuem variaˆncia infinita, e procurar condic¸o˜es
sobre a func¸a˜o peso w que assegurem que F ∈ L2(w). O seguinte exemplo ilustra o
nosso procedimento.





se x < −1




se x ≥ 1.
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Um ca´lculo direto nos mostra que
∫
|x|dF (x) =∞. No entanto, para β < 1− 2
α
,
podemos definir a func¸a˜o peso wβ(.) :
wβ(u) =

(1− β)2−βu−β se 0 < u < 1
2
(1− β)2−β(1− u)−β se 1
2












w(F (x)) = (1− β)|x|αβI(|x|≥1).
E e´ fa´cil verificar que∫ −1
−∞









desde que β <
−2
α
. De onde segue que F ∈ L2(wβ).
O exemplo acima mostra que, com a devida ponderac¸a˜o, distribuic¸o˜es com caudas
regularmente variantes podem ter segundo momento finito. Por outro lado, as func¸o˜es
de variac¸a˜o regular caracterizam as caudas das distribuic¸o˜es α-esta´veis (Proposic¸a˜o
1.6). Assim, motivados pelo Exemplo 2.1, vamos estabelecer a seguinte condic¸a˜o sobre
a func¸a˜o peso.
Condic¸a˜o 2.2. Para algum β < − 2
α
, 0 < α < 2, a func¸a˜o peso w satisfaz,
(a) para distribuic¸o˜es com caudas pesadas do mesmo tipo em ambos os lados:
w(u) =

k∗u−β se 0 < u < u∗
k∗(1− u)−β se u∗ ≤ u < 1 (2.18)
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onde 0 < u∗ < 1 e k∗ =
1− β
u1−β∗ + (1− u∗)1−β
;
(b) para distribuic¸o˜es com cauda pesada apenas a direita:
w(u) =

1 se 0 < u < u∗
k∗(1− u)−β se u∗ ≤ u < 1, (2.19)
onde 0 < u∗ < 1 e k∗ = (1− β)(1− u∗)β;
(c) para distribuic¸o˜es com cauda pesada apenas a esquerda:
w(u) =

k∗u−β se 0 < u < u∗
1 se u∗ ≤ u < 1 (2.20)
onde 0 < u∗ < 1 e k∗ = (1− β)uβ∗ .
Observac¸a˜o 2.1. Note que a nossa Condic¸a˜o 2.2 e´ muito menos restritiva do que
a proposta por de Wet (Definic¸a˜o 2.1), que foi definida em termos da distribuic¸a˜o des-
conhecida F . De fato, para F conhecida e pela prova do Lema 2.1 abaixo, poder´ıamos
ter simplificado a nossa condic¸a˜o tomando w como sendo qualquer func¸a˜o satisfazendo
w(F (x)) ∼ |x|γ para γ ≤ −3 . Naturalmente, se a distribuic¸a˜o em considerac¸a˜o possuir
o segundo momento finito, isto e´, caudas leves, a func¸a˜o peso sera´ a constante 1.
Lema 2.1. Seja F uma f.d. e assuma que as caudas F¯ (x) = 1 − F (x), F (−x) ∈
RV−α. Considere w uma func¸a˜o peso satisfazendo a Condic¸a˜o 2.2. Enta˜o,
(i) F¯w(x), Fw(−x) ∈ RVα(β−1).
(ii) F ∈ L2(w) e Fw ∈ L2.
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= k∗xβ e v−(y) ∈ RVβ−2 e,
portanto, ja´ que β − 2 < −3 < −1, usando o Teorema de Karamata (Teorema 1.4)
aplicado a (2.22) temos que V−(x) ∈ RVβ−1.
Com esta informac¸a˜o e aplicando em (2.21) a Proposic¸a˜o 1.1 (ii) e (iii) e a Pro-
posic¸a˜o 1.2 (v), segue que Fw(−x) ∈ RVα(β−1).





























= k∗xβ. Este fato e o uso do Teorema de
Karamata em (2.24) assegura que V+(x) ∈ RVβ−1. Aplicando-se as Proposic¸o˜es 1.1 e
1.2 em (2.23), temos F¯w(x) ∈ RVα(β−1).
(ii) Dos argumentos acima e do Teorema 1.5 e novamente do Teorema de Karamata






Logo, Fw ∈ L2 e F ∈ L2(w).

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Tambe´m, para a famı´lia de escala-locac¸a˜o gerada por G0
GG0 :=
{





, µ ∈ R, σ > 0
}
comparamos as distaˆncias
d2,w(F,GG0) = inf{d2,w(F,G) : G ∈ GG0}
e
d2(Fw,GG0,w) = inf{d2(Fw, G) : G ∈ GG0,w},





Lema 2.2. Sejam F e G distribuic¸o˜es com segundo momento ponderado finito, isto
e´, F ∈ L2(w) e G ∈ L2(w). Assuma que a func¸a˜o peso w satisfac¸a a Condic¸a˜o 2.2,
enta˜o
(i) d2,w(F,G) = d2(Fw, Gw);
(ii) GGw ≡ GGw,0 ≡ GG0,w onde G0,w e´ a distribuic¸a˜o ponderada por w de G0 e
G0(x) = G(σG(w)x + µG(w)) com σG(w) e µG(w) sendo, respectivamente, o desvio
padra˜o ponderado e a me´dia ponderada de G;
(iii) d2,w(F,GG) = d2(Fw,GGw).





= σ2F (w) + µ
2








= σ2Fw + µ
2
Fw













= σ2Fw + µ
2
Fw













w(u)du, 0 < v < 1
















E o item (i) esta´ provado.
(ii) Se G0 ∈ GG enta˜o G0 e´ uma versa˜o escalada e locada de G, e, portanto, temos
que GG = GG0 ou equivalentemente
G0(x) = G(σx+ µ) (2.27)
para algum σ > 0 e µ ∈ R. Sem perda de generalidade, como G ∈ L2(w), suponha G0
com µG0(w) = 0 e σ
2
G0




Assim pela Proposic¸a˜o 2.1, podemos reescrever (2.27) como:
G0(x) = G (xσG(w) + µG(w)) = G(σGwx+ µGw). (2.28)
Similarmente, considere Gw,0 ∈ GGw , da mesma forma, tomando µGw,0 = 0 e σ2Gw,0 =
1, obtemos
Gw,0(x) = Gw(σGwx+ µGw). (2.29)
Considere a func¸a˜o de distribuic¸a˜o ponderada G0,w de G0. Substituindo (2.28) em
(2.26), obteremos da definic¸a˜o de func¸a˜o de distribuic¸a˜o ponderada e da relac¸a˜o em
(2.29) que Gw,0 = G0,w e com este argumento esta´ demonstrado que o gerador Gw,0 da
famı´lia GGw e´ a versa˜o ponderada G0,w do gerador G0 da famı´lia GG e, portanto, temos
GGw = GGw,0 = GG0,w . (2.30)
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{d2(Fw, Hw)} = inf
H∈GG0
{d2,w(F,H)}. (2.32)
A u´ltima igualdade segue de (i), de onde temos que d2(Fw, Hw) = d2,w(F,H), con-
cluindo a prova do item (iii).

A seguir, mostraremos a validade da relac¸a˜o fundamental em (2.2) para distribuic¸o˜es
com segundo momento ponderado finito. Vale ressaltar que a nossa demonstrac¸a˜o e´
muito mais simples e direta que a apresentada em [6] para a distaˆncia ponderada
d2,w(., .).
Lema 2.3. Assuma que as hipo´teses do Lema 2.2 sejam satisfeitas e seja
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. Enta˜o H−1(t) = σG−10 (t) + µ para















(σG−10 (t) + µ)
2w(t)dt = σ2 + µ2. (2.35)





F (w) + µ
2
F (w) + σ
2 + µ2 − 2
∫ 1
0































Minimizando com respeito a µ e a σ, temos:
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onde a u´ltima igualdade segue do fato da relac¸a˜o em (2.28) ter como consequeˆncia que







Nos exemplos abaixo, apresentaremos o uso da func¸a˜o peso w da Condic¸a˜o 2.2 para
diversas distribuic¸o˜es de cauda pesada. Propomos tambe´m uma adaptac¸a˜o de w a ser





≤ γ <∞. (2.36)





A condic¸a˜o em (2.36), que esta´ inclu´ıda na Condic¸a˜o 1.1, e´ nada mais do que
a condic¸a˜o de Von Mises para processos emp´ıricos. E a condic¸a˜o em (2.37) impo˜e
certa uniformidade no controle das variaˆncias do processo limite, pois sabemos que a
distribuic¸a˜o emp´ırica Fn satisfaz
√












Veremos na pro´xima sec¸a˜o que, para a obtenc¸a˜o do limite assinto´tico de Rn(w), sera´
tambe´m necessa´rio um controle mais refinado do comportamento caudal (2.6) e (2.7).
Cap´ıtulo 2. Testes de Ajuste de Bondade 30
Estas condic¸o˜es sera˜o verificadas para a classe de distribuic¸o˜es esta´veis e Fre´chet, nas
provas dos Teoremas 2.3 e 2.4.
Nos Exemplos 2.5 e 2.6, discutimos o uso da func¸a˜o peso de de Wet para as distri-
buic¸o˜es Weibull ([6]) e Gamma ([8]) respectivamente, e apresentamos uma func¸a˜o peso
alternativa e mais simples.
Exemplo 2.2. Considere a distribuic¸a˜o esta´vel S1(0, 0, 1), isto e´, a Cauchy padra˜o




, x ∈ R.
Temos µG = ∞, no entanto, a Condic¸a˜o 1.1 e´ satisfeita, pois, aG = ∞, bG = ∞,











Como o supremo ocorre quando x → ±∞ e g′(x) = −2x
pi(1 + x2)2
, podemos aplicar a
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Esta dificuldade pode ser contornada pela func¸a˜o peso
w(t) =

32t3 se 0 < t <
1
2
32(1− t)3 se 1
2




















Como as provas sa˜o ana´logas, mostraremos que B <∞. Pela Proposic¸a˜o 1.6, existe






















< ∞ pela Proposic¸a˜o 1.5, item (iii).
E assim a condic¸a˜o em (2.5) e´ satisfeita.
Para testar F ∈ G onde
G =








, µ ∈ R, σ > 0
 ,









Nesse caso, o Teorema 2.3, que apresentaremos adiante, determina a distribuic¸a˜o
assinto´tica de nRn(w), que sera´ dada por (2.48).
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Exemplo 2.3. Considere a distribuic¸a˜o maximal da Fre´chet. Para α > 0,
Φα(x) =
e
−x−α se x ≥ 0
0 se x < 0.




, x > 0.











se uma das integrais for finita, e isto ocorre se 2 − (α + 1) < −1 ou α > 2. E para
0 < α < 2, temos o segundo momento infinito (cauda pesada).
Assim, como no exemplo anterior, verifica-se a Condic¸a˜o 1.1. Mostraremos que,








































Para a situac¸a˜o de cauda pesada, 0 < α < 2, podemos usar a func¸a˜o da Condic¸a˜o





1 se 0 < t < u∗
k∗(1− t)−β se u∗ ≤ t < 1.
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E o Teorema 2.4, que apresentaremos adiante, assegurara´ a convergeˆncia em dis-
tribuic¸a˜o de nRn(w) para esse caso.
Observac¸a˜o 2.1. Muito embora a Condic¸a˜o 2.2 proponha func¸a˜o peso w para dis-
tribuic¸o˜es de cauda pesada, podemos formular o equivalente para distribuic¸o˜es com
segundo momento finito (cauda leve), conforme veremos nos Exemplos 2.4, 2.5 e 2.6.
Para tanto, basta tomar β < −1 na Condic¸a˜o 2.2.
Exemplo 2.4. Considere no Exemplo 2.3 a situac¸a˜o de cauda leve, Φα ∈ L2 com
α > 2. Vimos que a condic¸a˜o em (2.5) na˜o e´ satisfeita. Definindo a func¸a˜o peso de
acordo com a Observac¸a˜o 2.1, por exemplo, seja β = −2
w(t) =

1 se 0 < t < u∗
k∗(1− t)2 se u∗ ≤ t < 1.
































Para mostrar que B < ∞, note que, do Exemplo 2.3, temos φα(x) ∼ αx−(α+1) e



































e´ cont´ınua. Novamente, o Teorema 2.4
determina a distribuic¸a˜o limite de nRn(w) para esse caso.
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Exemplo 2.5. Considere a classe de distribuic¸o˜es Weibull dada pela densidade
g(x) = αe−x
α
xα−1, x > 0, α > 0
















. Trata-se da classe das distribuic¸o˜es
minimais de Weibull. Nesse exemplo, vamos analisar o caso α = 1, isto e´, a exp(1).
A Condic¸a˜o 1.1 e´ trivialmente satisfeita (vide [12], pg 60 para detalhes) e quanto a`













Usando a Observac¸a˜o 2.1, podemos tomar a mesma func¸a˜o peso w do Exemplo 2.4













Nesse caso, sem a verificac¸a˜o das condic¸o˜es refinadas sobre as caudas, (2.6) e (2.7),
podemos determinar o limite assinto´tico para a variante recortada R˜r,ln (wG) de Rn(w)












atrave´s do Teorema 2.2. Onde µn,r,l2,Fn(w) e µ
n,l,r
2,G (w) sa˜o, respectivamente, o segundo
momento recortado ponderado da medida emp´ırica Fn e da G.










onde α > 0. Como µG = σ
2
G = α temos o segundo momento finito (cauda leve).
Novamente a condic¸a˜o em (2.5) na˜o e´ satisfeita.
Em [8], faz-se o uso da func¸a˜o de Wet dada pela Definic¸a˜o 2.1:





















x2g′(x) = 0 = lim
x↑bG
x2g′(x)dx. (2.40)
Para a distribuic¸a˜o Gamma, temos (aG, bG) = (0,∞) e ca´lculo direto mostra (2.40).
Temos LG(x) = x−α e IG = α. Segue que wG(t) = 1
αG−1(t)
. Com o uso dessa func¸a˜o









(s ∧ t− st)2
g2((G−1(s))g2((G−1(t))
wG(s)wG(t)dsdt <∞, (2.41)


















As verificac¸o˜es de (2.41) e (2.42) podem ser encontradas em [8], pa´ginas: 344-347. E
isso possibilitou a determinac¸a˜o do limite assinto´tico para a variante recortada R˜r,ln (wG)
de Rn(w) onde R˜
r,l
n (wG) e´ a estat´ıstica recortada de ambos os lados












onde µn,r,l2,Fn(w) e µ
n,l,r
2,G (w) sa˜o, respectivamente, o segundo momento recortado ponderado
da medida emp´ırica Fn e da G.
Alternativamente, em func¸a˜o da Observac¸a˜o 2.1, podemos tomar a func¸a˜o peso
w(u) =

1 se 0 < u <
1
2
k∗(1− u)−β se 1
2
≤ u < 1,
(2.44)
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onde β < −1 e k∗ uma constante apropriada.




























pois, por integrac¸a˜o por partes, temos para y grande∫ ∞
y













Nesse caso, sem a verificac¸a˜o das condic¸o˜es refinadas sobre as caudas, (2.6) e (2.7),
podemos tambe´m concluir a convergeˆncia de R˜r,ln (w) atrave´s do Teorema 2.2. Vale
ressaltar que o uso de func¸a˜o peso w, satisfazendo a Condic¸a˜o 2.2 para β < −1 ao
inve´s da func¸a˜o de de Wet, simplifica bastante as verificac¸o˜es das hipo´teses necessa´rias
a` existeˆncia de distribuic¸a˜o assinto´tica. Fato similar obtivemos para a Weibull no
Exemplo 2.5 quando substitu´ımos a func¸a˜o peso de de Wet tambe´m pela func¸a˜o peso
satisfazendo a Condic¸a˜o 2.2 para β = −2.
2.5 Testes de Ajuste de Bondade
Baseado na amostra {X1, . . . , Xn} da distribuic¸a˜o F , estamos interessadas em testar
a hipo´tese nula F ∈ GG, onde a famı´lia escala-locac¸a˜o GG e´ gerada ou pelas distribuic¸o˜es
esta´veis G = Gα = Sα(σ, 0, µ) com 0 < α < 2 ou pelas distribuic¸o˜es extremais de
Fre´chet G = Φα com α > 0. Por simplicidade de notac¸a˜o, usaremos Φα para denotar





se x ≥ 0
0 se x < 0,
(2.46)
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quanto a distribuic¸a˜o minimal, caso em que temos Φα(x) = e
−(−x)−α para x ≤ 0. Assim,
GGα =
{





, µ′ ∈ R, σ′ > 0
}
e, similarmente, GΦα .
Vimos pelo Lema 2.2 que d2,w(F,GG) = d2(Fw,GGw). Mais ainda, o Lema 2.3 e



















onde G0(x) = G(σG(w)x + µG(w)) com µG0(w) = 0 e σ
2
G0
(w) = 1. Usaremos como




















onde Fn e´ a distribuic¸a˜o emp´ırica e S
2
Fn











Teorema 2.3. Seja a distribuic¸a˜o esta´vel Gα = Sα(σ, 0, µ) para algum 0 < α ≤ 2
e assuma que a func¸a˜o peso w satisfac¸a a Condic¸a˜o 2.2. Enta˜o, sob a hipo´tese nula,
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onde gα e´ a func¸a˜o densidade de Gα e {B(t) : 0 ≤ t ≤ 1} e´ a ponte Browniana.
Teorema 2.4. Para α > 0 seja Φα a distribuic¸a˜o extremal de Fre´chet e assuma
que a func¸a˜o peso w satisfac¸a a Condic¸a˜o 2.2. Enta˜o, sob a hipo´tese nula, F ∈ GΦα,
temos (2.48) substituindo Gα por Φα e a densidade gα pela densidade φα de Φα.
Observac¸a˜o 2.2. (a) As demonstrac¸o˜es dos teoremas acima sera˜o feitas por meio
de va´rios resultados complementares, do Lema 2.4 ao Lema 2.8. Provaremos, por exem-
plo, que as hipo´teses do Teorema 1.1 esta˜o satisfeitas, o que permitira´ a aproximac¸a˜o
dos processos quantis emp´ıricos por sequeˆncias de pontes Brownianas. Verificaremos
tambe´m que temos o comportamento caudal em (2.6) e em (2.7) se estas integrais
forem ponderadas por w satisfazendo a Condic¸a˜o 2.2 e, aplicando-se o Teorema 2.2,
concluiremos as demonstrac¸o˜es dos nossos teoremas. Para o Teorema 2.3, exclu´ımos,
nos lemas abaixo, as discusso˜es sobre o caso α = 2, pois e´ justamente o Teorema 2 de
[11].
(b) As nossas provas sugerem a possibilidade de formular um teorema mais geral
baseado no comportamento caudal das distribuic¸o˜es. Grande parte dos argumentos
utilizados diz respeito a`s caudas regularmente variantes das distribuic¸o˜es esta´veis e
distribuic¸o˜es no domı´nio de atrac¸a˜o de extremais do tipo Fre´chet. Essa possibilidade
sera´ explorada em um trabalho futuro.
Lema 2.4. Assuma que w satisfac¸a a Condic¸a˜o 2.1.
(i) Seja F ∈ D(Gα). Enta˜o, σ2Gα(w) <∞ e σ2F (w) <∞.
(ii) σ2Φα(w) <∞.
Demonstrac¸a˜o. (i) Seja F ∈ D(Gα), enta˜o, pelo Teorema 1.8, temos F¯ (x) ∈ RV−α
e F (−x) ∈ RV−α. Pelo Lema 2.1 (i), temos F¯w(x) ∈ RVα(β−1) e Fw(−x) ∈ RVα(β−1).
Como F¯w e Fw sa˜o func¸o˜es positivas, limitadas e α(β − 1) < −2, podemos utilizar a











2 + α(β − 1)x
α(β−1)+2, quando x→∞.








usando Fw(−x). Portanto, Fw ∈ L2 e σ2F (w) <∞. Como Gα ∈ D(Gα), temos tambe´m
σ2Gα(w) <∞.
(ii) Uma das formas de argumentar que Φ¯ ∈ RV−α e´ notar que Φ ∈ Dmax(Φα), pois
seguira´ do Teorema 1.10 (outra alternativa, a expansa˜o de Taylor de Φ¯α). Os mesmos
argumentos que (i) mostram que
∫ ∞
x
y2φα(y)w(y)dy < ∞. Como Φα(x) = 0 para
x < 0 segue que σ2Φα(w) <∞.

O pro´ximo lema visa mostrar que as hipo´teses do Teorema 1.1 esta˜o satisfeitas.






Lema 2.5. Assuma que F ∈ GGα (ou F ∈ GΦα) enta˜o F satisfac¸a a Condic¸a˜o 1.1.
Demonstrac¸a˜o. (i) Seja F ∈ GGα . Observe que para algum µ ∈ R e algum
σ > 0 temos F = Sα(σ, 0, µ). Como pela Proposic¸a˜o 1.5 as distribuic¸o˜es α-esta´veis sa˜o
infinitamente diferencia´veis (vide [37] para detalhes), temos a existeˆncia da densidade
f e da sua derivada f ′. Alem disso, f(x) > 0,∀x ∈ R. Como consequeˆncia desses fatos,




F (x)(1− F (x))|f ′(x)|
f 2(x)
≤ γ.
























Segue da Proposic¸a˜o 1.6 que F¯ (x) ∈ RV−α e F (−x) ∈ RV−α. Como f e f ′ sa˜o
derivadas de uma distribuic¸a˜o α-esta´vel satisfazem as condic¸o˜es de monotonicidade do
Teorema 1.5, segue que f ∈ RV−(α+1) e f ′ ∈ RV−(α+2). Como −(α+2) < −1, podemos
aplicar o Teorema de Karamata (Teorema 1.4) para f
′

































Temos, enta˜o, (2.50) provado.



































para algum µ ∈ R e algum
σ > 0. Assumindo que Φα e´ distribuic¸a˜o maximal, o seu suporte e´ dado por (aF , bF ) =
(µ,∞). Nesse caso, basta mostrar
sup
x>0













Por (2.46), temos que f(x) > 0,∀x ∈ R e ambos f e f ′ mono´tonas. Os mesmos tipos
de argumentos de (i) completam a prova.

Como vimos na Sec¸a˜o 1.3, a distaˆncia-2 de M-W entre a distribuic¸a˜o emp´ırica e a
distribuic¸a˜o base pode ser expressa em termos do processo quantil emp´ırico ajustado
ρn,F (t) =
√
n(F−1n (t)− F−1(t))f(F−1(t)) e satisfaz a relac¸a˜o
√
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Precisamos assegurar que a distribuic¸a˜o assinto´tica de
√








Como E{B2(t)} = t(1 − t), uma das condic¸o˜es necessa´rias e´ a finitude da integral
ponderada em ((2.52) ou (2.5)).
Lema 2.6. Seja F ∈ GGα (ou F ∈ GΦα) e assuma que a func¸a˜o peso w satisfac¸a a





Demonstrac¸a˜o. (i) Segue da Proposic¸a˜o 1.5 que F e´ cont´ınua e possui densidade













F (x)F¯ (x)w(F (x))
f(x)
dx.
Para u∗ e k∗ definidos na Condic¸a˜o 2.2, tomamos x∗ = F−1(u∗) e temos
w(F (x)) =
k∗(F (x))
−β se x ≤ x∗
k∗(F¯ (x))−β se x > x∗.














Como as provas sa˜o ana´logas, mostraremos que B <∞.
(ii) Assuma que F ∈ GGα . Pela Proposic¸a˜o 1.6 e do fato da densidade f da dis-
tribuic¸a˜o α-esta´vel ser mono´tona, temos as hipo´teses do Teorema 1.5 satisfeitas, logo
ale´m de F¯ (x) ∈ RV−α, temos tambe´m f ∈ RV−(α+1). Segue que existem constantes C1
e C2, tais que
F¯ (x) ∼ C1x−α e f(x) ∼ C2x−(α+1) quando x→∞.
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Assim, usando a Proposic¸a˜o 1.1 (i), temos (F¯ (x))−β+1 ∈ RVα(β−1). Pelo fato de 0 ≤















xαβ+1dx e´ consequeˆncia do Teorema 1.4, que pode ser aplicado pelo
fato de αβ + 1 < −1, ja´ que de acordo com a Condic¸a˜o 2.2, temos β < −2/α.





dx e´ consequeˆncia da Proposic¸a˜o
1.5 (iii).
(iii) Assuma que F ∈ GΦα . Com os mesmos argumentos do passo (ii) do Lema 2.4
conclu´ımos que F¯ (x) ∈ RV−α. Como Φα possui densidade φα mono´tona, segue pelo
Teorema 1.5 que φα ∈ RV−(α+1). O restante da demonstrac¸a˜o e´ ana´loga ao caso (ii).

O pro´ximo lema estabelece um resultado auxiliar sobre func¸o˜es de distribuic¸a˜o com
cauda ρ-variantes para algum ρ < 0, que sera´ necessa´rio para as nossas demonstrac¸o˜es
adiante.
Lema 2.7. Seja F uma f.d. com F (x) < 1, ∀x ∈ R. Assuma que para algum ρ < 0
temos F¯ ∈ RVρ. Defina
an = inf
{










xγdF¯ (x) = 0. (2.55)
Demonstrac¸a˜o. Seja V (x) = ax, x > 0. Como F¯ e´ na˜o crescente e ρ < 0, temos,
pela Proposic¸a˜o 1.2 (iv), V ∈ RV−1/ρ. Segue da Proposic¸a˜o 1.2 (v) que
lim
n→∞
V (n) = an =∞. (2.56)
Como γ + r < 0, temos
lim
n→∞
aγ+rn = 0. (2.57)
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segue da relac¸a˜o (1.21) tambe´m do Teorema 1.10 que
lim
n→∞
nF¯ (an) = 1. (2.58)




























Finalmente, de (2.57), (2.58) e (2.59) temos (2.55).

Sabemos que




Os resultados do lema abaixo mostram que podemos controlar o comportamento das











(F−1n (t)− F−1(t))2w(t)dt p−→ 0. (2.61)
Lema 2.8. Assuma que F ∈ GGα (ou F ∈ GΦα) e que w satisfac¸a a Condic¸a˜o 2.2.
Enta˜o temos (2.60) e (2.61).
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Demonstrac¸a˜o. (i) Para F ∈ GGα ou F ∈ GΦα , provaremos (2.60) por meio dos
passos de (ii) a (v). Quanto a (2.61), provaremos a sua validade para F ∈ GGα atrave´s
dos passos (ii) e de (vi) a (viii). Para o caso F ∈ GΦα , a prova de (2.61) e´ bem mais






Assim, por (2.46), temos aF = inf{x : F (x) > 0} = µ e para 0 ≤ t ≤ 1/n com n
suficientemente grande, com probabilidade 1 (q.c.),
































(ii) Usaremos a notac¸a˜o




mn se 0 ≤ t < 1n























(Mn − an + an − F−1(t))2w(t)dt
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(mn − bn)(bn − F−1(t))w(t)dt p−→ 0. (2.67)











Se F ∈ GGα , vimos no passo (ii) da prova do Lema 2.6 que F¯ (x) ∈ RV−α. Natu-
ralmente, se F ∈ GΦα , temos tambe´m F¯ (x) ∈ RV−α; e, pelo Teorema 1.10, temos que






converge para uma distribuic¸a˜o na˜o degenerada.
Como F (x) < 1 e F¯ (x) ∈ RV−α com α > 0, temos satisfeitas as hipo´teses do Lema
2.7, onde tomaremos γ = αβ, r = 2, ρ = −α, ρ+γ = α(β−1) < 0 e γ+r = αβ+2 < 0.
Como F¯ (x) ∈ RV−α para alguma constante c temos F¯ (x) ∼ cx−α. Pela Condic¸a˜o 2.2,
temos para n grande an > F
−1(u∗) e tambe´m
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∫ ∞
an













w(F (x))dF (x) ∼ narn
∫ ∞
an
xγdF¯ (x)→ 0, quando n→∞,
devido ao lema mencionado acima. E isso completa a prova de (2.62).


























Pelos mesmos argumentos do passo (iii), temos satisfeitas as hipo´teses do Lema 2.7
para cada um dos treˆs termos acima com ρ = −α. Mas agora tomando no primeiro
termo γ = αβ, r = 2, depois considerando γ = αβ + 1, r = 1 no segundo termo e,
por u´ltimo, fazendo γ = αβ + 2, r = 0. Note que usando o fato de β < −2/α, temos
ρ + γ < 0 e γ + r < 0 para qualquer uma das escolhas de γ e r feitas acima. E isso
completa a prova de (2.63).
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convergindo para uma distribuic¸a˜o na˜o degenerada. Assim, temos
(2.64).











Logo, os mesmos argumentos do passo (iii) sa˜o va´lidos se substituirmos F¯ e an por
F (−x) e bn, respectivamente. Usando a Condic¸a˜o 2.2, conclu´ımos a prova de (2.64).














Logo, os mesmos argumentos do passo (iv) sa˜o va´lidos se substituirmos F¯ e an por
F (−x) e bn, respectivamente. Usando a Condic¸a˜o 2.2, conclu´ımos a prova de (2.66).



















E a demonstrac¸a˜o pode ser feita exatamente com os mesmos argumentos do passo (v)
se substituirmos F¯ e an por F (−x) e bn. Usando a Condic¸a˜o 2.2, conclu´ımos a prova
de (2.67).

Demonstrac¸a˜o do Teorema 2.3. O Lema 2.5 mostra que temos a Condic¸a˜o 1.1
satisfeita; o Lema 2.4 mostra que F ∈ L2(w); o Lema 2.6 mostra que temos (2.10);
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o Lema 2.8 assegura que temos (2.11) e (2.12). Segue que temos a Condic¸a˜o 2.1 e o
Teorema 2.2, que completam a demonstrac¸a˜o.

Similarmente,
Demonstrac¸a˜o do Teorema 2.4. O Lema 2.5 mostra que temos a Condic¸a˜o 1.1
satisfeita; o Lema 2.4 mostra que Φα ∈ L2(w); o Lema 2.6 mostra que temos (2.10);
o Lema 2.8 assegura que temos (2.11) e (2.12). Segue que temos a Condic¸a˜o 2.1 e o





No Cap´ıtulo 2, apresentamos estat´ısticas para testar F ∈ GG e, para incluir as
distribuic¸o˜es esta´veis e as extremais de Fre´chet, introduzimos uma func¸a˜o peso w na
me´trica de M-W. Neste cap´ıtulo, o nosso interesse e´ testar a similaridade entre duas
distribuic¸o˜es F e G, que possuem cauda(s) pesada(s). Uma das me´tricas intuitivas
para avaliar a similaridade e´ a da variac¸a˜o total
dTV (PF , PG) = sup
B∈B(R)
|PF (B)− PG(B)|,
onde PF e PG sa˜o, respectivamente, as medidas de probabilidade na reta associadas
a`s distribuic¸o˜es F e G. Na busca de similaridade, podemos utilizar procedimentos e
testes que possam avaliar para dado 0 ≤ ε < 1, a condic¸a˜o
dTV (PF , PG) ≤ ε.
A nossa abordagem tem como base os trabalhos [12], [14], [15] e [19], em que, moti-
vadas por aplicac¸o˜es em que na˜o eram necessa´rias que as distribuic¸o˜es a serem avaliadas
coincidissem, foram propostas verso˜es robustas para os testes de ajuste/correlac¸a˜o tra-
tados no Cap´ıtulo 2. Para tanto, va´rios conceitos de similaridade e ajustes parciais de
medidas de probabilidade foram introduzidos para possibilitar testar hipo´teses do tipo
H0 : τγ(F,G) > δ > 0 vs H1 : τγ(F,G) ≤ δ,
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Em [14], sob condic¸o˜es que incluem o quarto momento finito, foi obtida no Teorema
2.2 a distribuic¸a˜o assinto´tica de
√
n(τγ(Fn, G)− τγ(F,G)).
A hipo´tese do quarto momento finito inviabiliza o uso de τγ(Fn, G) para distri-
buic¸o˜es α-esta´veis, pois se X
d
= Sα(σ, β, µ), temos E|X|α′ = ∞ para todo α′ > α.
Neste cap´ıtulo, temos como objetivo obter um resultado similar ao Teorema 2.2 de
[14] que inclua as distribuic¸o˜es α-esta´veis de cauda pesada e extremais de Fre´chet. Na
Sec¸a˜o 3.2, apresentaremos va´rios conceitos e resultados relacionados a` similaridade de
distribuic¸o˜es que motivaram a escolha do teste que vai desempenhar o papel da es-
tat´ıstica H0 : τγ(F,G) > δ > 0 vs H1 : τγ(F,G) ≤ δ, para distribuic¸o˜es com caudas
regularmente variantes.
Veremos na Sec¸a˜o 3.3 que a distribuic¸a˜o ponderada Fw e´ uma distribuic¸a˜o ajustada
de F e que w, apropriadamente escolhida, podera´ desempenhar o papel da func¸a˜o de
ajuste. Esse fato e o nosso Lema 2.1 indicam que a estat´ıstica d2,w(F,GG) dos testes de
ajuste/correlac¸a˜o, obtida para as esta´veis e extremais no Cap´ıtulo 2, e´ nada mais que
uma distaˆncia entre distribuic¸o˜es ajustadas. Ainda nesta sec¸a˜o, apresentaremos a classe
adequada de func¸o˜es peso w, Condic¸a˜o 3.2, que garantira´ a distribuic¸a˜o assinto´tica de
√
n(d2,w(Fn, G)− d2,w(F,G))
Mais precisamente, mostraremos no Teorema 3.2 que para distribuic¸o˜es com caudas
regularmente variantes e pesadas temos
√






Podemos utilizar essa convergeˆncia acima na construc¸a˜o de testes para distribuic¸o˜es
de caudas regularmente variantes e pesadas, sob a hipo´tese nula d2,w(F,G) > ε vs
d2,w(F,G) ≤ ε, para os quais usaremos a terminologia testes de ε-similaridade, 0 ≤  <
1.
3.2 Motivac¸a˜o
A melhor maneira de tornar um modelo robusto e´ o ajuste. Procedimentos de
ajuste sa˜o de uso frequente na estat´ıstica robusta como um caminho para diminuir a
influeˆncia de dados contaminados nas infereˆncias. A maneira usual de ajustar amos-
tras e´ de forma sime´trica e restrita aos dados pertencentes a`s caudas. Pressupo˜e-se,
como condic¸a˜o impl´ıcita, que no ajuste sime´trico a contaminac¸a˜o seja somente por
“outliers”(observac¸o˜es na˜o desprez´ıveis de uma varia´vel aleato´ria, com valores bas-
tante distantes da me´dia). Esse pressuposto levou a` introduc¸a˜o de verso˜es de ajuste de
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dados dependentes que permitem sanar algumas limitac¸o˜es de verso˜es anteriores que
simplesmente removem observac¸o˜es extremas nas caudas. Va´rias alternativas ao ajuste
sime´trico teˆm sido propostas na literatura estat´ıstica, dentre elas, o ajuste imparcial. A
consequeˆncia do uso do me´todo do ajuste imparcial (ajuste dirigido dos dados) no lugar
de procedimentos de ajuste cla´ssicos e´ maximizar a similaridade entre as distribuic¸o˜es
retirando os dados que mais contribuem para a dissimilaridade estando nas caudas ou
na˜o. Por um ponto de vista descritivo, o ajuste imparcial e´ uma ferramenta interes-
sante para a comparac¸a˜o de dados amostrais, pois ale´m da robustez que tal ajuste da´
ao modelo, ele permite uma ana´lise descritiva pela determinac¸a˜o dos subconjuntos dos
dados que melhoram o modelo. Reside nisso a raza˜o pelo qual o ajuste imparcial e´
preterido em detrimento de outros modelos de ajuste cla´ssicos.
Ao remover ou diminuir, ate´ um certo grau, a importaˆncia de alguns dados ao
assinalar pesos a uma probabilidade original P, obtemos novas distribuic¸o˜es chama-
das medidas ajustadas de P ou γ-ajustes de P. Como exemplo, veremos quais sa˜o as
medidas ajustadas da medida emp´ırica em duas situac¸o˜es, no caso em que dados sa˜o re-
movidos e no caso em que se muda o peso atribu´ıdo aos dados. Esse exemplo servira´ de
motivac¸a˜o para a definic¸a˜o formal de medidas ajustadas. Suponha que seja necessa´rio
retirar k dentre os dados {x1, ..., xn} de uma amostra para eliminar a contaminac¸a˜o.
Quando e´ atribu´ıdo peso zero aos pontos que mais contribuem para a dissimilaridade
e e´ feita a redistribuic¸a˜o de massa aos restantes, uma nova distribuic¸a˜o para os dados









, onde bi = 0, para as observac¸o˜es no





n− k para as observac¸o˜es remanescentes. Note
que quando a frac¸a˜o de dados a ser retirada da amostra e´ limitada por 0 ≤ γ < 1,
surgem limitantes tanto para o nu´mero de dados que podem ser retirados como para
os pesos que podem ser atribu´ıdos aos dados remanescentes, pois os k dados retirados












apo´s o ajuste por





, 0 ≤ bi ≤ 1
1− γ .
A distribuic¸a˜o resultante do ajuste na medida emp´ırica motiva os va´rios conceitos,
introduzidos em [14] e em [15], de γ-ajuste de uma medida de probabilidade P. Suma-
rizamos alguns desses conceitos e resultados que estabelecem as va´rias equivaleˆncias.
Definic¸a˜o 3.1. (a) Seja P uma medida de probabilidade e seja 0 ≤ γ < 1. Dizemos
que uma medida de probabilidade P∗ e´ uma γ-ajuste de P se P∗ e´ absolutamente cont´ınua





(b) Dizemos que duas medidas de probabilidade P1 e P2 sobre o mesmo espac¸o





P1 = (1− ε1)P0 + ε1P′1
P2 = (1− ε2)P0 + ε1P′2,
onde 0 ≤ εi ≤ γ < 1, i = 1, 2.
O teorema abaixo apresenta a relac¸a˜o entre os conceitos acima e a norma da variac¸a˜o
total. Seja T γ(P) o conjunto das γ-ajustes de uma medida P, isto e´, para 0 ≤ γ < 1
T γ(P) =
{







Teorema 3.1. (Cuesta et al (2009)([15]) Seja 0 ≤ γ < 1 e sejam P1 e P2 medidas
de probabilidade. Enta˜o sa˜o equivalentes:
(i) P1 e P2 sa˜o γ-similares;
(ii) T γ(P1) ∩ T γ(P2) 6= ∅;
(iii) dTV (P1,P2) = sup
B∈B(R)
|P1(B)− P2(B)| ≤ γ.
Mais ainda, se P1 ∈ L2 e P2 ∈ L2, enta˜o, (i) e (ii) sa˜o equivalentes a
d2(T γ(P1), T γ(P2)) = 0,
onde d2 e´ a distaˆncia M-W de ordem 2 e L2 e´ o espac¸o definido em (1.5).
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Note que a equivaleˆncia entre os itens (i) e (iii) do teorema acima nos diz que
dTV (P1,P2) e´ a menor frac¸a˜o a ser retirada da amostra para obter similaridade entre
as distribuic¸o˜es.
As verso˜es robustas propostas em [14] para os testes de correlac¸a˜o de [12] foram
utilizadas em testes de bioequivaleˆncia e apresentaram melhores resultados do que os ja´
obtidos em [19]. Nesse trabalho, os autores propuseram uma medida de dissimilaridade





onde d2 e´ a distaˆncia-2 de M-W e γ ∈ [0, 1) e´ o n´ıvel ma´ximo de ajuste.
Para o problema de duas amostras, dada uma medida de probabilidade P desco-
nhecida e uma medida de probabilidade Q conhecida, assuma X1, ..., Xn i.i.d’s P, o
interesse em [14] e´ o seguinte teste que assume dissimilaridade sob a hipo´tese nula
H0 : τγ(P,Q) > δ versus H1 : τγ(P,Q) ≤ δ,
onde δ > 0. Para tal, o comportamento assinto´tico da varia´vel
√
n(τγ(Pn,Q)−τγ(P,Q))
foi determinado sob a hipo´tese da existeˆncia do quarto momento no Teorema 2.2 do
referido artigo. E isso inviabiliza o uso dessa medida de dissimilaridade para distri-
buic¸o˜es de cauda pesada. Na pro´xima sec¸a˜o veremos o uso alternativo da distaˆncia de
M-W para testar ε-similaridade entre distribuic¸o˜es de cauda pesada.
3.3 ε-Similaridade para Cauda Pesada
Note que se w for uma func¸a˜o peso satisfazendo w(t) ≤ 1






e´ nada mais que a distribuic¸a˜o associada a` ε-ajuste da probabilidade associada a` dis-
tribuic¸a˜o F . Mais especificamente, se PFw e´ a probabilidade associada a Fw, enta˜o
PFw ∈ T ε(PF ) =
{







onde PF e´ a probabilidade associada a F e T ε(PF ) e´ definido por (3.1).
As discusso˜es da sec¸a˜o anterior e o fato de d2,w(F,G) = d2(Fw, Gw), garantido
pelo Lema 2.1, justificam a importaˆncia de se analisar o comportamento assinto´tico da
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sequeˆncia
√
n(d2,w(Fn, G)− d2,w(F,G)) para testes de ε-similaridade.
Condic¸a˜o 3.1. Seja F uma distribuic¸a˜o com densidade estritamente positiva e
cont´ınua no seu suporte (aF , bF ). Assuma que, para 1 < α < 2, as caudas de F sa˜o
regularmente variantes satisfazendo uma das condic¸o˜es:
(a) F¯ (x) ∈ RV−α e F (−x) ∈ RV−α;
(b) F¯ (x) ∈ RV−α e F (−x) e´ lentamente variante;
(c) F¯ (x) e´ lentamente variante e F (−x) ∈ RV−α.
Motivadas pelo Teorema 3.1, propomos uma classe de func¸o˜es peso que, ale´m de
controlar as caudas pesadas, satisfazem w(·) ≤ 1
1− ε .
Condic¸a˜o 3.2. Seja β < − 2
α
− 1. Dado 0 ≤ ε < 1, assuma que a func¸a˜o peso
w satisfac¸a uma das condic¸o˜es abaixo, onde k∗, k−∗ k
+




∗ sa˜o constantes e
escolhidas de tal forma a assegurar w(t) ≤ 1
1− ε .




−β se 0 < u < u−∗
k∗ se u−∗ ≤ u < u+∗
k+∗ (1− u)−β se u+∗ ≤ u < 1,
(3.2)
onde 0 < u−∗ < u
+
∗ < 1;
(b) Para distribuic¸o˜es com cauda pesada apenas a direita:
w(u) =

k−∗ se 0 < u < u∗
k+∗ (1− u)−β se u∗ ≤ u < 1, (3.3)
onde 0 < u∗ < 1;




−β se 0 < u < u∗
k+∗ se u∗ ≤ u < 1, (3.4)
onde 0 < u∗ < 1.
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Observac¸a˜o 3.1. Esta nova restric¸a˜o sobre β na Condic¸a˜o 3.2 em relac¸a˜o a Condic¸a˜o
2.2 se deve ao Lema 3.3.








, u+∗ = 1−
1
m




Com estas escolhas, teremos uma func¸a˜o peso w satisfazendo a Condic¸a˜o 3.2. Como
para as distribuic¸o˜es α-esta´veis, ambas as caudas sa˜o regularmente variantes, w satisfaz






































< 1. De (3.5) e (3.6), conclu´ımos que∫ 1
0
w(t)dt = 1. Podemos verificar que w(u) ≤ 1
1− ε . Se 0 < u < u
−
∗ temos






= 1 ≤ 1
1− ε.
Por argumentos similares, para u+∗ ≤ u < 1 temos w(u) ≤
1
1− ε . E para u
−
∗ ≤ u < u+∗
note que




< 1 ≤ 1
1− ε.
O Teorema 3.2 propo˜e para distribuic¸o˜es com caudas regularmente variantes um
resultado similar ao Teorema 2.2 de [14] va´lido para distribuic¸o˜es com quarto momento
finito que foi mencionado na Sec¸a˜o 3.2. A convergeˆncia em (3.7) constitui um resultado
auxiliar para testes de ε-similaridade que envolvem distribuic¸o˜es de cauda pesada.
Teorema 3.2. Sejam F e G func¸o˜es de distribuic¸a˜o com caudas do mesmo tipo em
que ambas satisfazem a Condic¸a˜o 3.1 para ı´ndices de variac¸a˜o regular α e γ, respecti-
vamente. Considere ainda que G−1(F )f ∈ RVρ, para algum ρ < −1. Dado 0 ≤ ε < 1,
assuma que w satisfac¸a a Condic¸a˜o 3.2. Enta˜o,
√






em que f e´ a densidade de F e {B(t) : 0 ≤ t ≤ 1} e´ a ponte Browniana.
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A demonstrac¸a˜o do teorema acima sera´ feita por meio de va´rios resultados auxilia-
res, alguns obtidos no Cap´ıtulo 2 (Lema 2.4 ao Lema 2.8), e os demais apresentaremos
adiante. Os lemas abaixo teˆm cara´ter um pouco mais geral, mas incluem os casos de
G ser uma distribuic¸a˜o α-esta´vel de cauda pesada, bem com as extremais de Fre´chet
com 0 < α < 2. Vale ressaltar que as distribuic¸o˜es esta´veis e as extremais de Fre´chet
satisfazem as hipo´teses do teorema acima referido, ja´ que tal teorema decorre dos lemas
mencionados.
Observac¸a˜o 3.2. O Lema 3.1 e´ va´lido para func¸o˜es de distribuic¸a˜o com caudas
regularmente variantes de ı´ndice 0 < α < 2, pois e´ corola´rio da Prova do Lema 2.8.
No entanto, optamos por enuncia´-lo conforme o seguinte: 1 < α < 2. Isso se justifica
porque esse lema tem como func¸a˜o subsidiar a prova do Teorema 3.2, para o qual essa
restric¸a˜o, sobre o expoente de variac¸a˜o regular, e´ necessa´ria.
Lema 3.1. Seja Fn a distribuic¸a˜o emp´ırica de F em que F satisfaz a Condic¸a˜o
















































A prova do Lema 3.1 para o caso em que a func¸a˜o peso w e´ definida por (3.2) e´
ana´loga a prova feita para o Lema 2.8 no caso em que F ∈ Gα = Sα(σ, 0, µ). Mas




∗ , k∗ e k
+
∗ como no exemplo 3.2,
assumimos que w e´ definida por (3.3), a prova do Lema 3.1 e´ ana´loga a feita para o
Lema 2.8 no caso em que F ∈ GΦα . Ale´m disso, os mesmos argumentos aplicados para
a Fre´chet no Lema 2.8 podem ser aplicados quando a cauda regularmente variante e´ a
esquerda.
Enta˜o, utilizando-se dos mesmos argumentos do Lema 2.8, com a devida modi-
ficac¸a˜o na func¸a˜o peso w, a conclusa˜o da prova e´ imediata.
Cap´ıtulo 3. Testes de ε-Similaridade 57








Caso 1): suponha que w satisfac¸a (3.2) na Condic¸a˜o 3.2.












Para obter (3.9), basta repetir os passos da prova do Lema 2.6 que a demonstrac¸a˜o
e´ ana´loga.
Considere x+∗ = F
−1(u+∗ ), u
+












F¯ (x)F (−x)G−1(F (x))dx <∞,
(3.11)






w(t)dt < ∞ e´ ana´loga. Desse fato e da
variac¸a˜o regular da cauda F¯ , como F e´ limitada, conclu´ımos que e´ suficiente mostrar






F¯ (x)G−1(F (x))dx <∞, (3.12)





F¯ (x)G−1(F (x))dx e´ garantida pela conti-
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nuidade de F,G e f .

























(αβ + 1)g(G−1(F (x)))
dx.
Segue da Proposic¸a˜o 1.1 que
√
F¯ (x) e´ RV−α
2
. Desse fato e das hipo´teses de






∼ xρ+αβ+2+α2 , x→∞
e, portanto, como ρ+ αβ + 2 + α
2







Recorrendo novamente aos comportamento assinto´ticos polinomiais conhecidos, se-
gue do fato de G−1(F )f ∈ RVρ, F¯ ∈ RV−α e
√







∼ xρ+αβ+1+α2 , x→∞,
onde ρ+ αβ + 1 +
α
2






F¯ (x)(αβ + 1)
dx <∞. (3.14)
Do Teorema 1.4, temos que
g−1(G−1(F (x)))G−1(F (x)) ∼ G¯(G−1(F (x))) = F¯ (x).
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onde αβ + ρ+ α
2
< −2.





(αβ + 1)g−1(G(F (x)))
dx <∞. (3.15)
De (3.13), (3.14) e (3.15), obtemos (3.12). Isso completa a prova de (3.10) para o caso
1. As demonstrac¸o˜es para os demais casos seguem de argumentos similares.


































Caso 1): suponha que w satisfac¸a (3.2) na Condic¸a˜o 3.2.








F−1(t)G−1(t)w(t)dt = 0, (3.16)







F−1(t)G−1(t)w(t)dt = 0 pode ser feita de maneira
ana´loga. Vimos na prova do Lema 2.7 que
an,F = inf
{
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E que temos limn→∞ an,F =∞ e limn→∞ an,G =∞.
Sejam k+∗ e u
+
∗ definidos na Condic¸a˜o 3.2. Para obter (3.16), note que temos para
n grande an,F > F















































Por hipo´tese, G−1(F )f ∈ RVρ com ρ < −1, segue do Teorema de Karamata (Te-
orema 1.4) que U ∈ RVρ+1 e que U e´ limitada, assim, as hipo´teses da Proposic¸a˜o 1.4









αβ + 1 + ρ
. (3.18)
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onde c∗ = k∗
( −ρ
αβ + ρ+ 1
)









−γ + 1 .





. Ale´m disso, vimos na prova
do Lema 2.7 que an ∈ RV 1
α
e an,G¯ ∈ RV 1
γ














< 0, ja´ que β <
−2
α
− 1 e 1 < α, γ < 2. E (3.16) esta´ provado para
o caso 1. Para os demais casos, a prova do item (i) e´ ana´loga.
(ii)
Caso 1): suponha que w satisfac¸a (3.2) na Condic¸a˜o 3.2.
Seja {X1, ..., Xn} uma amostra de F . Note que F ∈ Dmax(Φα), logo max{X1, ..., Xn}
an,F
tem distribuic¸a˜o limite na˜o degenerada pelo Teorema 1.10. Ale´m disto,
F−1n (t) = max{X1, ..., Xn}, para 1−
1
n
< t ≤ 1.















A continuac¸a˜o da prova pode ser omitida. Isto se justifica, pois a demonstrac¸a˜o e´,
essencialmente, similar a do item (i) feita para o caso 1. A demonstrac¸a˜o dos demais
casos segue ideias similares.
Dispomos de todos os resultados auxiliares necessa´rios a` prova do Teorema 3.2,
enta˜o, daremos continuidade com a prova do teorema.
Demonstrac¸a˜o do Teorema 3.2. Note que temos
√
n(d2,w(Fn, G)− d2,w(F,G)) =












































(F−1n (t)− F−1(t))(F−1(t)−G−1(t))w(t)dt =
= An,1 + An,2 + An,3 + An,4 + An,5 + An,6.
Pelo Lema 3.1, An,1
p−→ 0 e An,2 p−→ 0. Usando o Lema 3.3 e novamente o Lema
3.1, temos que An,3










































em que ρn,F (t) :=
√
n(F−1n (t)− F−1(t))f(F−1(t)).
O Teorema 1.1 nos garante a existeˆncia de uma sequeˆncia de pontes Brownianas













O(log n), se ν = 0;




































































dt < ∞ e isso completa a prova de que o
lim
n→∞
Dn,1 = 0. Por argumentos similares, temos que o lim
n→∞
Dn,2 = 0. Novamente do
Teorema 1.1 para ν =
1
2
, obtemos que o lim
n→∞
Dn,3 = 0 pelo Lema 2.6.



























o que completa a prova.
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Conseguimos concluir, dessa forma, os objetivos propostos nesta tese. Apresenta-
mos testes de similaridade para as distribuic¸o˜es esta´veis. Esses testes de correlac¸a˜o para
esta´veis obtidos estendem o uso da metodologia de testes de correlac¸a˜o na distaˆncia
Mallows-Wasserstein para distribuic¸o˜es cont´ınuas regularmente variantes com cauda
pesada. O nosso Teorema 2.3 surgiu da necessidade de obter uma versa˜o do Teorema
2.1, apresentado em [11] para a distribuic¸a˜o gaussiana, que fosse va´lido para essas dis-
tribuic¸o˜es. Ja´ o nosso Teorema 3.2, por sua vez, foi a alternativa encontrada para obter
um resultado ana´logo ao que foi apresentado em [14] no Teorema 2.2, que possui uma
exigeˆncia muito forte sobre os momentos.
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