Stochasticity plays important roles in reaction systems. Vector fields of probability flux and velocity characterize time-varying and steady-state properties of these systems, including high probability paths, barriers, checkpoints among different stable regions, as well as mechanisms of dynamic switching among them. However, conventional fluxes on continuous space are ill-defined and are problematic when at boundaries of the state space or when copy numbers are small. By re-defining the derivative and divergence operators based on the discrete nature of reactions, we introduce new formulations of discrete fluxes. Our flux model fully accounts for the discreetness of both the state space and the jump processes of reactions. The reactional discrete flux satisfies the continuity equation and describes the behavior of the system evolving along directions of reactions. The species discrete flux directly describes the dynamic behavior in the state space of the reactants such as the transfer of probability mass. With the relationship between these two fluxes specified, we show how to construct time-evolving and steady-state global flow-maps of probability flux and velocity in the directions of every species at every microstate, and how they are related to the outflow and inflow of probability fluxes when tracing out reaction trajectories. We also describe how to impose proper conditions enabling exact quantification of flux and velocity in the boundary regions, without the difficulty of enforcing artificial reflecting conditions. We illustrate the computation of probability flux and velocity using three model systems, namely, the birth-death process, the bistable Schlögl model, and the oscillating Schnakenberg model.
oscillating Schnakenberg system [18, 47, 48] .
Models and Methods

Microstates, Probability, Reaction and Probability Vector
Microstate and state space. We consider a well-mixed biochemical system with constant volume and temperature. It has n molecular species X i , i = 1, . . . , n, which participate in m reactions R k , k = 1, . . . , m.
The microstate x(t) of the system at time t is a column vector of copy numbers of the molecular species: x(t) ≡ (x 1 (t), x 2 (t), . . . , x n (t))
T ∈ Z n + , where all values are non-negative integers. All the microstates that the system can reach form the state space Ω = {x(t)|t ∈ (0, ∞)}. The size of the state space is denoted as |Ω|.
Probability and probability landscapes. The probability of the system to be at a particular microstate x at time t is denoted as p(x, t) ∈ R [0, 1] . The probability surface or landscape p(t) over the state space Ω is denoted as p(t) = {p(x, t)|x ∈ Ω)}.
Reaction, discrete increment, and reaction direction. A reaction R k takes the general form of
so that R k brings the system from a microstate x to x + s k , where the stoichiometry vector
′ n k − c n k ) gives the unit vector of the discrete increment of reaction R k . s k also defines the direction of the reaction R k . In a well-mixed mesoscopic system, the reaction propensity function A k (x) is determined by the product of the intrinsic reaction rate r k and the combinations of relevant reactants in the current microstate x:
Discrete Chemical Master Equation and boundary states. The discrete Chemical Master Equation (dCME) is a set of linear ordinary differential equations describing the changes of probability over time at each miscrostate of the system [8, [49] [50] [51] . The dCME for an arbitrary microstate x = x(t) can be written in the general form as:
It is possible that only a subset or none of the permissible reactions can occur at a particular state x if it is at the boundary of the state space Ω, where the number of reactants is inadequate. Specifically, we define the boundary states ∂Ω k for reaction k as the states where reaction R k cannot happen:
∂Ω k ≡ {x = (x 1 , . . . , x i , . . . , x n )| there exist i :
We define the overall boundary states as ∂Ω ≡ m k=1 ∂Ω k .
Reactional probability vector and its time-derivative. We can consider each of the k-th reactions separately and decompose the right hand side of Eq. (1) into m components, one for each reaction, k = 1 . . . m:
∂p(x, t)/∂t in Eq.(1) therefore can also be written as:
∂p(x, t) ∂t = m k=1 ∂p k (x, t) ∂t .
Any of the m reactions can alter the value of p(x, t) as specified by Eq. (3) . While the probability p(x, t) is a scalar, we define the reactional probability vector p(x, t) such that p(x, t) = (p 1 (x, t), . . . , p m (x, t)) ∈ R m ,
with p(x, t) = p(x, t)·1 = (p 1 (x, t), . . . , p m (x, t))·(1, . . . , 1) T = m k=1 p k (x, t). We also define the time-derivative of the probability vector ∂p(x, t)/∂t as:
∂p(x, t) ∂t ≡ ∂p 1 (x, t) ∂t , . . . , ∂p m (x, t) ∂t , and we have:
∂p(x, t) ∂t = ∂p 1 (x, t) ∂t , . . . , ∂p m (x, t) ∂t · (1, . . . , 1) T = ∂p(x, t) ∂t
∂p k (x, t) ∂t .
Ordering Microstates, Directional Derivative, and Discrete Divergence
Ordering Microstates. As the microstates are discrete and the stochastic jumps are dictated by the discrete increments {s k } of reactions, we introduce discrete partial derivative and discrete divergence to describe effect of specific reactions.
Figure 1: Ordering of microstates: a) when the order of the state preceeding the reaction R k and the state after the reaction coincides with the imposed ascending order of microstates, we have x − s k ≺ x ≺ x + s k ; b) when the order of the state preceding the reaction R k and the state after the reaction is in the opposite direction to the ascending order of the microstates, we have
First, we imposed an unambiguous order relationship ′′ ≺ ′′ over all microstates. We impose an ascending order on the microstates x 0 ≺ x 1 ≺ . . . ≺ x |Ω| that is maintained at all time, such that for each pair of states
holds, but not both. There are many ways to impose such an ordering. Without loss of generality, we can first use the lexicographic order so the microstates are initially sorted by species alphabetically, and then by increasing number of molecules of the species. Other ordering schemes are also possible.
Discrete Partial Derivative. We now consider reactional component p k (x, t) of the probability of the state x (see Eq.(4)). For reaction R k , the only possible change in x is determined by its discrete increment of s k .
We first consider the case when the state x − s k preceding the reaction R k and the state x after the reaction have the order x − s k ≺ x. This also implies x ≺ x + s k . In this case, the direction of the reaction coincides with the direction of the imposed ordering of the microstates (Figure 1a) . We define the discrete partial derivative ∆p k (x, t)/∆x k of p k (x, t) over the discrete states in the direction s k of reaction R k as:
We now consider the case when x ≺ x − s k , namely, when the state x − s k preceding reaction R k and the state x after R k are ordered such that the after-reaction state x is placed prior to the before-reaction state x − s k . This also implies x + s k ≺ x (Figure 1b) . In this case, the discrete partial derivative ∆p k (x, t)/∆x k is defined as:
The negative sign "-" indicates that the direction of the reaction R k is opposite to the direction of the imposed order of the states. Discrete Divergence. We now introduce the discrete divergence ∇ d · p(x, t) ∈ R for the probability vector p(x, t) over the m discrete increments {s k } of the reactions. Applying Eq.(5)-(6) to each reactional component p i (x, t) of p(x, t) defined in Eq.(4), the discrete divergence ∇ d · p(x, t) at x is the sum of all discrete partial derivatives along the directions of reactions:
Discrete Flux and Velocity at a Fixed Microstate
Single-Reactional Flux. There are two types of reaction events affecting flux between two states x and x + s k : reactions generating flux flowing from x to x + s k , and reactions generating flux flowing from x + s k to x. The ordering of the microstates enables unique definition of the type of events that the firing of a reaction R k belongs to. For any two states x and x + s k , only one of the two orderings is possible: we have either x ≺ x + s k , or x + s k ≺ x. We define the single-reactional flux of probability J k (x, t) ∈ R for reaction R k at microstate x ∈ Ω as:
J k (x, t) depicts the change in p(x, t) at the state x due to one firing of reaction
depicts the outward flux (outflux) of probability due to one firing of reaction R k at x to bring the system from x to x + s k . If x ≺ x − s k , J k (x, t) depicts the inward flux (influx) of probabability due to one firing of reaction R k at x − s k to bring the system from x − s k to x. For any two states connected by a reaction R k , only one of two orderings is possible as the imposed ordering of the states is unique. Therefore, the singlereactional flux can be applied to all microstates in a self-consistent manner. It also accounts for all reactions, as J k (x, t) can be defined for every reaction R k . The single-reactional R k velocity is defined correspondingly as:
Flux at Boundary States. No reactions are possible if any of the reactant molecules is unavailable, or if its copy number is inadequate. If x ≺ x + s k (Figure 1a) , but x ∈ ∂Ω k ( Eq.(2)), reaction R k cannot happen, and we have J k (x, t) = 0. If x ≺ x − s k (Figure 1b) , but x − s k ∈ ∂Ω k (Eq.(2)), reaction R k cannot happen, and we have J k (x, t) = 0. We therefore have the following boundary conditions for J k (x, t):
Discrete Derivative of J k . Similar to Eq. (5-6), the directional derivative of single-reactional flux ∆J k (x, t)/∆x k of J k (x, t) along the direction s k of reaction R k is defined as follows:
With simplifications from the trivial identity −s k + s k = 0, the two expressions of ∆J k (x, t)/∆x k can be combined into one:
Total Reactional Flux, Divergence and Continuity Equation.
We now define the total reactional flux or r-flux J r (x, t), which describes the probability flux at a microstate x at time t:
Intuitively, the r-flux J r (x, t) is the vector of rate change of the probability mass at x in directions of all reactions. Similar to Eq. (7), we have the discrete divergence of J r (x) at microstate x :
From Eq. (9) we have:
Similar to its continuous version [31, 52] the discrete continuity equation for the probability mass insists that:
From Eqs. (11), (13) and (1), it is clear that r-flux J r (x, t) satisfies the continuity equation. The probability mass flows simultaneously along all m directions, with the continuity equation satisfied at all time.
Single-Reactional Species Flux and Stoichiometric Projection. The reactional probability flux J k (x, t) along the direction of reaction R k defined in Eq. (8) can be further decomposed into components of individual species. With the predetermined stoichiometry s k = (s
The single-reaction species velocity of probability is defined correspondingly as v k (x, t) ≡ J k (x, t)/p(x, t). Total Species Flux and Velocity. The total species flux or s-flux J s (x, t) ∈ R n is the sum of all k single-reaction species flux vectors at a microstate x ∈ R n :
The total species velocity for probability is defined accordingly as:
The s-flux J s (x, t) is different from the r-flux J r (x, t) defined in Eq. (12) . Reaction-centric J r (x, t) ∈ R m characterizes the total probability flux at current state in the directions of all reactions, while species-centric J s (x, t) ∈ R n sums up the contributions of every reaction to the probability flux at state x in the directions of all species.
Flux of reversible reaction
Flux of reversible reactions system. We now discuss probability flux in reversible reaction systems that has been previously studied [16, 53] , and how they are related to fluxes formulated here. For a pair of the reactions, its directionality needs to be specified upfront, namely, which reaction is the forward reaction R + , and which is the reversed reaction R − :
′ n − c n ) be the stoichiometry of reaction R + , −s the stoichiometry of reaction R − . The flux J described in [16, 53] is the net flux between x and x + s. It is specified as the difference between the forward flux at
p(x, t) generated by the forward reaction R + and the reverse flux
p(x + s, t) generated by the reverse reaction R − , both connecting x and x + s [16, 53] :
Conversion between single-reactional species flux and flux in a pair of reversible reaction system. The flux J(x, t) for a pair of reversible reactions above can be related to the s-flux J s (x, t) of Eq. (14) by examining the projection of the J(x, t) in Eq. (16) to individual species. Specifically, with the stoichiometry s, the projection of the flux of Eq. (16) to the component of the j−th species X j is:
When the direction of the forward reaction R + coincides with the ascending order of the states, one firing of R + with the stoichiometry vector s at the state x brings the system to the state x + s in the direction of the ascending order. From Eq. (14), the s-flux
. In this case, the projection of the reversible reaction flux by Eq. (17) is identical to the s-flux by Eq. (14) at the state x. When the direction of the forward reaction R + is opposite to the ascending order of the states, one firing of R − with the stoichiometry vector −s at the state x + s brings the system to the state x in the direction of the ascending order. From Eq. (14), the s-flux
. In this case, the projection of the reversible reaction flux by Eq. (17) is identical to s-flux by Eq. (14) at the state x + s.
Results
Below we illustrate how time-evolving and steady-state flux and velocity fields of the probability mass can be computed for three model systems, namely, the birth-death process, the bistable Schlögl model, and the oscillating Schnakenberg system. The underlying discrete Chemical Master Equation (dCME) (Eq. (1)) of these models are solved using the recently developed ACME method [12, 43] . The resulting exact probability landscapes of these models are used to compute the flux and the velocity fields.
The Birth and Death Process
The birth-death process is a simple, but ubiquitous process of the synthesis and degradation of molecule of a single specie [12, 45] . The reaction schemes and rate constants examined in this study are specified as follows:
Below we use k as the index of the two reactions.
Ordering Microstates. The microstate in this system is defined by the copy number x of the molecular specie X. We order the microstates in the direction of increasing copy numbers of x, namely, (
Discrete Increment and Reaction Direction. Reaction R 1 brings the system from the state x to the state x + 1, in the direction of increasing order of the microstates. Its discrete increment is s 1 = 1. Reaction R 2 brings the system from the state x to the state x − 1, in the direction of decreasing order of the microstates. Its discrete increment is therefore s 2 = −1.
Discrete Chemical Master Equation. Following Eq.(1), the discrete Chemical Master Equation for this system can be written as:
Single-Reactional Flux, Velocity and Boundary Conditions. The single-reactional flux J k (x, t) ∈ R can be written as:
Here x = 0, 1, .... No special boundary conditions are required for this system, as J 1 (x, t) and J 2 (x, t) at the boundary x = 0 take the values specified by Eq. (19) . The single-reactional velocity v k (x, t) ∈ R can be written as:
Discrete Partial Derivative. The imposed ordering of the microstates implies x ≺ x + s 1 , as s 1 = 1 and x ≺ x + 1. By Eq. (5), the derivative ∆J 1 (x, t)/∆x 1 of the single-reactional flux function J 1 is:
The imposed ordering of the microstates also has x ≺ x − s 2 , as s 2 = −1 and x ≺ x + 1. By Eq. (6), the derivative ∆J 2 (x, t)/∆x 2 of the single-reactional flux function J 2 is:
Total Reactional Flux, Discrete Divergence, and Continuity Equation. Following Eq. (10), the total reactional flux J r (x, t) ∈ R 2 is:
The total reactional velocity v r (x, t) ∈ R 2 is: v r (x, t) = J r (x, t)/p(x, t).
Following Eq. (7), the discrete divergence ∇ d · J r (x, t) of J r (x, t) ∈ R 2 over the discrete increments s 1 and s 2 can be written as:
Here the r-flux J r (x, t) indeed satisfies the continuity equation, as we have ∇ d · J r (x, t) = −∂p(x, t)/∂t from Eqs. (13), (18) , and (20) .
Stoichiometry projection and single-reactional species flux. Since there is only one specie in this system, the stoichiometry projection of J k (x, t) to the specie X equals to the single-reactional species flux J k (x, t) ∈ R, which can be written as:
The single-reactional species velocity v k (x, t) ∈ R can be written as follows:
Total Species Flux and Velocity. Following Eqs. (14)- (15), the s-flux J s (x, t) and the total velocity v s (x, t) are:
When J s (x, t) > 0 and v s (x, t) > 0, the probability mass moves in the direction of increasing copy number of X. This is the direction of the ascending order of microstates we imposed. When J s (x, t) < 0 and v s (x, t) < 0, the probability mass moves in the direction of the decreasing copy number of X. We will further use just simple flux instead of s-flux.
Overall Behavior of the Birth and Death System. We examine the behavior of the birth and death process under the initial conditions p(x = 0)| t=0 = 1 (Figure 2a, backside) and that of the uniform distribution (Figure 2d, backside) .
For the initial condition of p(x = 0)| t=0 = 1, the probability landscape changes from that with a peak at x = 0 to that with a peak at x = 40 ( Figure 2a) . Figure 2b shows the heatmap of the flux J s (x, t), and Figure 2c the heatmap of the velocity v s (x, t). Yellow and red areas represent locations where the probability moves in the positive direction, while white areas represents locations where the flux and velocity both are close to be zero. The flux and velocity of probability mass (Figure 2b-2c ) are positive at all time, indicating that the probability mass is moving only in the direction of increasing copy number of x. Moreover, when the probability is non-zero, the probability velocity remains constant at any fixed time t across different microstates. The blue line in Figure 2b -2c corresponds to the peak of the system, that changes its location from x = 0 to x = 40.
For the initial condition of the uniform distribution, the probability landscape changes from the constant line to that with a peak at x = 40 ( Figure 2d ). Figure 2e shows the heatmap of the flux J s (x, t), and Figure 2f the heatmap of the velocity v s (x, t). Blue areas represent locations where the probability mass moves in the negative direction, yellow and red areas represent locations where the probability moves in the positive direction, while white areas represents locations where the flux and velocity both are equal to zero. Specifically, when x < 40, we have J s (x, t) > 0 and v s (x, t) > 0, namely, the probability mass moves in the direction of increasing copy number of x. In contrast, when x > 40, we have J s (x, t) < 0 and v s (x, t) < 0, indicating that the probability mass moves in the direction of decreasing copy number of x. When x = 40, we have J s (x, t) = 0 and v s (x, t) = 0. Furthermore, the probability velocity at a specific time t is different for different microstates, with the highest velocities located at the boundary of x = 0. The blue line in Figure 2e -2f x = 40 corresponds to the peak of the system, which appears starting at about t = 5.
To solve this problem using the ACME method, we introduced the buffer of capacity x = 92. At the state x = 92 when the buffer is exhausted, no synthesis reaction can occur. Therefore, the flux at the boundary x = 92 is set to zero.
Our birth and death system eventually reaches to a steady state. As expected, the same steady state probability distribution is reached from both initial conditions (shown in different scale in Figure 2a and 2d) . At the steady state, the probability landscape has a peak at x = 40. Both the velocity v s (x, t) and the flux J s (x, t) converge to zero at steady state. Figure 2 : The time-evolving probability landscape, flux and velocity of the probability mass of the birth and death system starting from the initial conditions of p(x = 0)| t=0 = 1 (a-c) and from the initial conditions of the uniform distribution (d-f). a) and d): the probability landscape in p(x, t); b) and e): the corresponding value of flux J s (x, t); c) and f): the value of velocity v s (x, t).
Bistable Schlögl model
The Schlögl model is a one-dimensional bistable system consisting of an auto-catalytic network involving one molecular specie X and four reactions [46] . It is a canonical model for studying bistability and stateswitching [13, 54] . The reaction schemes and kinetic constants examined in this study are specified as follows:
→ X, k 3 = 0.25;
Here A and B have constant concentrations a and b, which are set to a = 1 and b = 2, respectively. We set the volume of the system to V = 25 [46] . The rate of reactions are specified as
Ordering Microstates. We define the microstates of this system using the copy number x of the molecular specie X. We order the microstates in the direction of increasing copy numbers of X, namely, (x = 0) ≺ (x = 1) ≺ (x = 2) · · · .
Discrete Increment and Reaction Direction.
Reactions R 1 and R 3 bring the system from the state x to the state x + 1, in the direction of increasing order of the microstates. Their discrete increments s 1 and s 3 are s 1 = 1 and s 3 = 1. Reactions R 2 and R 4 bring the system from the state x to the state x − 1, in the direction of decreasing order of the microstates. Their discrete increments s 2 and s 4 are therefore s 2 = −1 and s 4 = −1.
We compute the probability landscape p(x, t) underlying Eq. (22) using the ACME method [12, 43] . Single-Reactional Flux, Velocity and Boundary Conditions. Following Eq. (8), the single-reactional flux J k (x, t) ∈ R can be written as:
We have the single-reactional fluxes J 1 (x, t) = 0 and J 2 (x, t) = 0 on the boundary with either x = 0 or x = 1, where reactions R 1 and R 2 cannot happen. The single-reactional fluxes J 3 (x, t) and J 4 (x, t) are as given above and do not vanish at the boundaries. The single-reactional velocity v k ∈ R can be written as:
Discrete Partial Derivative. The imposed ordering of the microstates has x ≺ x + 1, therefore, x ≺ x + s 1 , x ≺ x − s 2 , x ≺ x + s 3 , and x ≺ x − s 4 , as s 1 = 1, s 2 = −1, s 3 = 1, and s 4 = −1. According to Eqs. (5) -(6), the derivatives ∆J k (x, t)/∆x k of the single-reactional fluxes {J k } are:
Total Reactional Flux and Velocity, Discrete Divergence, and Continuity Equation.
Following Eq. (10), the total reactional flux J r (x, t) ∈ R 4 is:
The total reactional velocity v r (x, t) ∈ R 4 is: v r (x, t) = J r (x, t)/p(x, t).
4 over the discrete increments s 1 , s 2 , s 3 , and s 4 can be written as:
− r 4 (x + 1)p(x + 1, t) + r 4 xp(x, t).
The flux J R (x, t) indeed satisfies the continuity equation, as we have: ∇ d · J r (x, t) = −∂p(x, t)/∂t from Eqs. (13), (22) , and (23) .
Stoichiometry projection and single-reactional species flux.
Since there is only one specie x in this system, the stoichiometry projection of single-reactional flux J k (x, t) to x equals to the single-reactional species flux J k (x, t) ∈ R, which can be written as:
The single-reactional species velocities
Total Species Flux and Velocity. Following Eqs. (14)- (15), the total species flux J s (x, t) and velocity v s (x, t) for the four reactions are :
and v s (x, t) = J s (x, t)/p(x, t).
Overall Behavior of the Schlögl System. For the set of parameter values used in Eqs. (21), Schlögl model is bistable. It has two peaks at x = 4 and x = 92. In order to study how switching between the two peaks occur, we examine the behavior of the model under the initial conditions of p(x = 4)| t=0 = 1 (Figure 3a) and the initial condition of p(x = 92)| t=0 = 1 (Figure 3d ).
For the initial distribution of p(x = 4)| t=0 = 1, the probability landscape changes from that with a single peak at x = 4 to that with two maximum peaks at x = 4 and x = 92 (Figure 3a) . Figure 3b shows the heatmap of the flux J s (x, t), and Figure 3c the heatmap of the velocity v s (x, t). Yellow and red areas represent locations where the probability moves in the positive direction, while white areas represents locations where the flux and velocity both are close to be zero. The lower blue lines in Figure 3b -3c correspond to the peak at x = 4. They are straight lines as the location of the peak does not change over time. Another blue line starts to appear at x = 92 at about t = 3 and corresponds to the second peak. At the same time, at around t = 3, we observe the appearance of a minimum of the probability landscape (red line), separating the two maximum peaks. We have J s (x, t) > 0 and v s (x, t) > 0, indicating that the probability moves in the direction of increasing copy number of molecules (Figure 3b-3c ) in the majority of the states. In the white region, we have J s (x, t) = 0 and v s (x, t) = 0.
For the first initial condition of p(x = 92)| t=0 = 1, the probability landscape changes from that with a single peak at x = 92 to that of two peaks at x = 92 and x = 4 ( Figure 3d ). Figure 3e shows the heatmap of the flux J s (x, t), and Figure 3f the heatmap of the velocity v s (x, t). Blue areas represent locations where the probability mass moves in the negative direction, while white areas represents locations where the flux and velocity both are equal to zero. The top blue lines in Figure 3e -3f correspond to the peak at x = 92. These are straight lines as the location of this peak does not change over time. Another blue line starting to appear at x = 4 at around t = 3 and corresponds to the second peak. At around t = 3, we also observe the appearance of a minimum on the probability landscape (red line) separating the two maximum peaks. In the blue region, we have J s (x, t) < 0 and v s (x, t) < 0, and the probability moves in the direction of increasing copy number of molecules (Figure 3e-3f ) in the majority of states. In the white region, we have J s (x, t) = 0 and v s (x, t) = 0.
In both cases (Figure 3) , the second peak appears after about t = 3. We also observe that the absolute values of the flux driving the system from the system with one peak at x = 4 to the emergence of the second peak at x = 92, and from the system with one peak at x = 92 to the emergence of the second peak at x = 4 are of the same scale.
The Schlögl process eventually reaches to a steady state. As expected, the same steady state probability distribution is reached from both initial conditions. At the steady state, the probability landscape has two Figure 3 : The time-evolving probability landscape, flux and velocity of the probability mass in the Schlögl system starting from the initial conditions of p(x = 4)| t=0 = 1 (a-c) and from the initial conditions of p(x = 92)| t=0 = 1 (d-f). a) and d): the probability landscape in p(x, t) ; b) and e): the corresponding value of flux in J s (x, t); c) and f): the value of velocity v s (x, t).
peaks at x = 4 and x = 92. Both the velocity v s (x, t) and the flux J s (x, t) converge to zero at the steady state.
Schnakenberg Model
The Schnakenberg model is a simple chemical reaction system originally constructed to study the behavior of limit cycle [55] . It provides an important model for analyzing oscillating behavior in reaction systems [18, 47, 48] . The reaction scheme and rate constants examined in this study are specified as follows:
Here X 1 and X 2 are molecular species whose copy numbers x 1 and x 2 oscillate, A and B are reactants of fixed copy numbers of a and b, respectively. The volume of the system V is set to V = 10 −2 [55] . The rate of reactions are specified as
Ordering Microstates. The microstate x = (x 1 , x 2 ) in this system is defined by the ordered pair of copy numbers x 1 and x 2 of the molecular species X 1 and X 2 . We impose the ascending order of the microstates first in the direction of the increasing copies of X 1 . At fixed value of X 1 , we then sort the states in the order of increasing copy number of X 2 . We therefore have ( 
Discrete Increment and Reaction Direction. The discrete increments s 1 , s 3 , and s 5 of reactions R 1 , R 3 , and R 5 that bring the system in the direction of increasing order of the microstates and the discrete increments s 2 , s 4 , and s 6 of reactions R 2 , R 4 , and R 6 that bring the system in the direction of the decreasing order of the microstates are listed in Table 1 .
Discrete Chemical Master Equation. Following Eq.(1), the discrete Chemical Master Equation for the system can be written as:
We compute the probability landscape p(x, t) underlying Eq. (22) using the ACME method [12, 43] .
We have the single-reactional fluxes J 5 (x, t) = 0 and J 6 (x, t) = 0 on the boundary with either x = (0, 0) or x = (1, 0), where reactions R 5 and R 6 cannot happen. The other single-reactional fluxes are as given above and do not vanish at the boundaries.
The single-reactional velocity v k (x, t) ∈ R can be written as:
Discrete Partial Derivative. The imposed ordering of the microstates has
, and x ≺ x − s 6 . According to Eqs. (5)- (6), the derivatives 
∆J k (x, t)/∆x k of the single-reactional fluxes J k can be written as:
Total Reactional Flux and Velocity, Discrete Divergence, and Continuity Equation. Following Eq. (10), the total reactional flux J r (x, t) ∈ R 6 is:
where {J k (x, t)} are as specified in Eq. (25) . The total reactional velocity v r (x, t) ∈ R 6 is: v r (x, t) = J r (x, t)/p(x, t).
The discrete divergence ∇ d · J r (x, t) of the r-flux J r (x, t) ∈ R 6 over the discrete increments s k can be written as:
The r-flux J r (x, t) indeed satisfies the continuity equation, as we have ∇ d · J r (x, t) = −∂p(x, t)/∂t from Eqs. (13), (24) , and (26) Stoichiometry projection and single-reactional species flux. The single-reactional flux J k (x, t) along the direction of reaction R k can be decomposed into components of individual species using the predetermined stoichiometry s k = (s 1 k , s 2 k ). The x 1 and x 2 components of stoichiometric projections of J k (x, t) are listed in Table 2 . The single-reactional species flux is formed as follows:
where Table 2 . The single-reactional species velocity
Total Species Flux and Velocity. Following Eqs. (14)- (15), the total flux
, where {J k } as specified in Eq. (27) . The total species velocity v s (x, t) ∈ R 2 is:
Overall Behavior of Schnakenberg System. We examine the behavior of the Schnakenberg system with (a, b) = (10, 50) under two initial conditions, namely, that of the uniform distribution and p(x = (0, 0))| t=0 = 1. We computed the time-evolving probability landscape p = p(x, t) using the ACME method [12, 43] . Figure 4 : The time-evolving probability landscape, flux, and velocity of probability mass in the Schnakenberg system with (a, b) = (10, 50) at t = 0.5, starting from the uniform distribution (a-c) and from the initial conditions of p(x = (0, 0))| t=0 = 1 (d-f). a) and d): the probability landscape in − log(p(x, t)); b) and e): the corresponding value of flux in log |J s (x, t)|; c) and f): the log absolute value of velocity log |v s (x, t)|.
For the uniform distribution, the probability landscape in − log p(x, t) at time t = 0.5 is shown in Figure 4a , where high probability regions are in blue. Its overall shape takes the form of closed valley, which is similar to an earlier study based on a Fokker-Planck model [18] . The trajectories of the flux field J s (x, t) at time t = 0.5 in the space of the copy-numbers from different starting locations (marked by black arrows at top and bottom) are shown in blue on Fig. 4-5 . These trajectories depict the directions of the movement of the probability mass at different locations after traveling from the starting points. The heatmaps of the flux in log |J s (x, t)| and the velocity in log |v s (x, t)| are shown in Fig. 4b and Fig. 4c , respectively. The flux lines are closed curves and are overall smooth. These closed flux lines reflect the oscillatory nature of the reaction system. The velocity has larger values at locations where the flux trajectories are straight lines (green and yellow region in the upper right corner, Figure 4c ), but drops significantly when the trajectories make down-right turns (light and dark blue in the lower right corner, marked with an yellow arrow).
For the initial conditions of p(x = (0, 0))| t=0 = 1, − log p(x, t) at time t = 0.5 is shown in Figure 4d , where high probability regions (blue) is located at a small neighborhood around x = (0, 250). The heatmaps of the flux in log |J s (x, t)| and the velocity in log |v s (x, t)| are shown in Fig. 4e and Fig. 4f , respectively. The flux lines are closed curves and are overall smooth. The oscillating flux lines appear again (Figs 4d-4f ), but not all form closed curves. Specifically, all flux lines which start at the upper region (x 2 = 500) Figure 5 : The steady-state probability landscape, flux, and velocity of probability mass in the Schnakenberg system with (a, b) = (10, 50) (a-c) and (a, b) = (20, 40) (d-f). a) and d): the probability landscape in − log(p(x, t)) ; b) and e): the corresponding values of flux in log |J s (x, t)|; c) and f): the log absolute value of velocity log |v s (x, t)|.
become broken-off in the mid-region, where the probability mass becomes negligible, resulting in negligible flux as well, with its absolute value close to be zero. The maximum of the flux is reached at the peak of the probability landscape (Figure 4e ). The heatmap of the probability velocity exhibits a similar pattern as that of uniform distribution (Figure 4f vs. Figure 4c) . The color palettes encoding the values of the velocity log |v s (x, t)| are not-smooth (Figure 4f ). This is likely due to small numerical values of probability in this region.
We then examined the steady state behavior of the system at two conditions of the copy numbers of species A and B: (a, b) = (10, 50) and (a, b) = (20, 40) . The probability landscape in − log(p(x, t)) for (a, b) = (10, 50) shown in Fig. 5a exhibits similar shape to that of Fig 4. The probability values are higher in locations near the left (x 1 = 0) and lower (x 2 = 0) boundaries. The flux lines (Fig. 5a-5c ) move from the upper left corner to the lower right corner, and then make sharp right turns until reaching the neighborhood near the origin. Subsequently, they make right turns again and move upward, until the cycles are closed. These closed flux curves move along the contours on the probability landscape. The absolute values of the flux (Fig. 5b) are largest near the boundaries of the probability surfaces (x 1 = 0 and x 2 = 0, red/orange colored ridge) and nextly along the flux lines on the diagonal. The flux has small values in the region above the diagonal (cyan and blue). The heatmap of the velocity (Fig. 5c ) exhibit a different pattern, with its value dropping significantly in the small blue arch (see region pointed by the yellow arrow), where flux lines make turns in the lower region.
The probability landscape in − log(p(x, t)) for (a, b) = (20, 40) is shown in Fig. 5d . While exhibiting overall similar pattern to that of (a, b) = (10, 50), the high probability regions is more concentrated in locations near the lower-left (Fig. 5d) . The flux lines (Fig. 5d-f ) are similar to those of (a, b) = (10, 50) corner, but oscillate around much smaller contour, where x 1 ≤ 200 and x 2 ≤ 300. The close cycles of flux lines also move along the contours on the probability landscape.
The results obtained here are generally consistent with that obtained using a Fokker-Planck flux model computed from a landscape constructed using Gillespie simulations [8, 18] . For example, the directions of the flux lines are the same. However, there are some differences. While the flux lines from the Fokker-Planck model exhibit oscillating behavior even in the boundary regions where x 1 < 2 or x 2 < 2, where reactions R 5 and R 6 cannot occur hence no oscillating flux are physically possible. No such inconsistency exist in our model. Furthermore, the system considered here is much larger, with hundreds of copies of X 1 and X 2 involed, whereas < 10 copies of X 1 and X 2 were considered in [18] .
Conclusion
In this study, we introduce new formulations of discrete flux and discrete velocity for an arbitrary mesoscopic reaction system. Specifically, we redefine the derivative and divergence operators based on the discrete nature of chemical reactions. We then introduce the discrete form of continuity equation for the systems of reactions. We define two types of discrete flux, with their relationship specified. The reactional discrete flux satisfies the continuity equation and describes the behavior of the system evolving along directions of reactions. The species flux directly describes the dynamic behavior of the reactions such as the transfer of probability mass in the state space. Our discrete flux model enables the construction of the global time-evolving and steady-state flow-maps of fluxes in all directions at every microstate. Furthermore, it can be used to tag the fluxes of outflow and inflow of probability mass as reactions proceeds. In addition, we can now impose boundary conditions, allowing exact quantification of vector fields of the discrete flux and discrete velocity anywhere in the discrete state space, without the difficulty of enforcing artificial reflecting conditions at the boundaries [42] . We note that the accurate construction of the discrete probability flux, velocity, and their global flow-maps requires the accurate calculation of the time-evolving probability landscape of the reaction network. This is made possible by using the recently developed ACME method [12, 43] .
As a demonstration, we computed the time-evolving probability flux and velocity fields for three model systems, namely, the birth-death process, the bistable Schlögl model, and the oscillating Schnakenberg system. We showed how flux and velocities converge to zero when the system reaches the steady-state in the birth-death process and the Schlögl models. We also showed that the flux and velocity trajectories in the Schnakenberg system converge to the oscillating contours of the steady-state probability landscape, similar to an earlier study [18] , although there are important differences. Overall, the general framework of discrete flux and velocity and the methods introduced here can be applied to other networks and dynamical processes involving stochastic reactions. These applications can be useful in quantification of dynamic changes of probability mass, identification as well as characterization of mechanism where movement of probability mass drives the system towards the steady-state. They may also aid in our understanding of the mechanisms that determined the non-equilibrium steady state of many reaction systems.
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