Several studies have compared visual perception, tactile (haptic) perception, and visualhaptic perception of stimuli. Often, performance in tasks involving unimodal visual perception exceeds performance in both unimodal haptic and cross-modal tasks. However unimodal haptic comparisons of natural three-dimensional shapes could be as good as visual-haptic and haptic-visual comparisons. Therefore vision and touch may have functionally overlapping, though not equivalent, representations of 3-D space. The present manuscript argues that vision and touch cannot be equated because the sensitivity and the processes involved in the attainment of information differ between the modalities. Further, vision is useful for haptics only so long as it provides relevant information. The hand is an important source of information in haptic touch. Evidence shows that though one may have a hand preference, the ability of the non preferred hand cannot be undermined as compared to that of the preferred hand. Research indicates that the hands do not differ in tactile ability, and the seemingly lower performance of the non preferred hand is a consequence of its spatial orientation during performance and not an absence of ability.
In this regard, research has shown that very young infants not only show cross-modal transfer of object properties such as texture and hardness (e.g., Meltzoff & Borton, 1979; Gibson and Walker 1984) , but also can recognize by sight objects previously presented to touch (Streri, 1987; Streri & Gentaz 2003) . These results challenge the empiricist philosophy and modern connectionist models (McClelland & Rumelhart, 1986; Elman, 1996) that assume independent sensory modalities at birth. Presumably, the capacity found in older children and adults to make crossmodal as well as intramodal comparisons evolve from intrinsic capabilities in infants. Often, studies of cross-modal perception use a sequential design, which places demands on memory, and demands on memory may matter more to unimodal haptic tasks and crossmodal haptic-visual tasks than to visual tasks (Woods, O'Modhrain, & Newell, 2004) . Whether simultaneous presentations of stimuli with lesser demands on memory affect processing differently from sequential presentations was a question of interest. Ittyerah and Marks (2008) therefore compared visual, haptic, and visual-haptic discrimination of curvature stimuli when the two stimuli within each pair were presented simultaneously. Figure 1 depicts each of the six stimuli, which differ only in curvature. Stimulus 1 has a difference of 3.81 mm between its midpoint and its height at the ends. Stimulus 2 has a difference of 5.08 mm between its midpoint and the height at its ends and, therefore, has greater curvature than stimulus 1. The remaining stimuli vary similarly, such that stimulus 6 has the greatest curvature and stimulus 1 the least curvature. The findings of Ittyerah and Marks (2008) indicated that when two object surfaces, either the same or different in curvature, were presented simultaneously for comparison, unimodal visual performance exceeded cross-modal performance, which in turn exceeded unimodal haptic performance. Figure 2 shows that the accuracy of responses to same pairs of stimuli is much smaller with haptic comparison than with intramodal visual or with cross-modal comparison. And accuracy of responses to different pairs is also smallest, by and large, with intramodal haptic comparison. As Figure 3 shows, over the three smallest physical differences, where the measures of d' are most reliable and least susceptible to variability associated with extreme proportions, unimodal visual performance exceeds cross-modal performance by about one d' unit, essentially, one standard deviation unit, and cross-modal performance similarly exceeds unimodal haptic performance by about one d' unit.
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Vision-Vision Vision-Touch Touch-Touch Haptic perception of form takes place largely by inspection of shapes by the palm and fingers of the hand as they move over the surface of an object. The property of shape or form refers to the spatial layout of the object, which may be specified in terms of contours. An isolated contour may itself be described with respect to its extent and orientation, and interactions among contours, or patterns, may in turn be described in terms of component contours or as combinations of angles, straight or curved surfaces, and other distinctive features. The shapes of many objects may be adequately described in terms of angles and curvatures of various degrees and proportion. In haptic exploration of shapes, the fingers move over the various angles or bend over the curves. The main question of interest is: How do haptic touch and vision compare with regard to people's ability to perceive and remember three-dimensional objects? A large body of literature concerned with the haptic and visual memory systems has provided two broad accounts. The first is that object memory is multisensory and object representations are shared across modalities if the same object properties are encoded. The second is that objects are stored as modality specific representations that require a recoding from one memory system to another. Such recoding is costly, in time and errors, to crossmodal performance relative to intra-modal performance. Many recent findings support the idea that visual and haptic memory for objects is shared. For example neuroimaging evidence suggests that the cortical area involved in visual object recognition is also involved in haptic object recognition (Grill-Spector, Kourtzi & Kanwisheri, 2001 ). Amedi, Malach, Hendler, Peled and Zohary (2001) reported that activation in the lateral occipital complex (LOC) is not specific to the visual modality. The LOC is also activated during haptic object recognition, though not by auditory information about objects (Amedi, Jacobson, Hendler, Malach & Zohary, 2002) . These studies suggest that the LOC is involved in recovering the geometrical shapes of objects (James, Humphery, Gati, Servos, Menon & Goodale, 2002) , and behavioural evidence suggests that object representations are shared across modalities (Easton, Greene & Srinivas, 1997; Newell, 2004) . Other studies indicate, however, that tactile memory is not equivalent to visual memory and that information is modality specific. For example, in tests of tactile memory, when a delay intervenes between the presentation of the test stimulus and the test of memory, tactile memory is adversely affected by verbal tasks (counting backwards) interpolated during a 15 sec delay (Gilson & Baddeley, 1969) and by arithmetic tasks after a 5 sec delay (Sullivan & Turvey, 1972) . In a study on 3-dimensional object recognition in children, Millar (1974) found that haptic matching performance for nonsense objects was better with an inter stimulus interval (ISI) of 1 sec, than with intervals of 5 and 30 sec, suggesting that haptic memory starts to decay immediately after the exploration of an object. Other studies report that tactile memory can be sustained for 15 sec (Kiphart, Hughes, Simmons & Cross, 1992) and is vulnerable to articulatory suppression (Mahrer & Miles, 2002) . However, performance can also be affected by the task demands or stimulus complexity and the degree of familiarity with the objects being explored (Millar 1981) . For example Norman, Norman, Clayton, Lianekhammy and Zielke (2004) observed that accuracy of tactile-visual matching differed across different stimuli, though tactile performance improved with exploration time. Norman et al concluded that observers can match objects known only through touch with other objects known only through vision. Recently, Wood, O' Modhrain and Newell (2004) suggested that tactile-visual object recognition may rely on modality specific representations. Although the effect of delay between cross-modal presentations was the same whether the initial object was coded visually or haptically, recall was better after a 0 sec than a 30 sec delay, indicating delayinduced decay in memory. In view of the different interpretations, Ittyerah and Marks (2007) tested for inter-modal and intra-modal processes involved in memory for concave curved surfaces that are first presented (perceived) haptically or visually and then later compared to surfaces presented either haptically/visually (unimodal comparison) or visually/haptically (cross-modal comparison). Furthermore, by varying the characteristics of the subjects' activity during a 30-second retention interval (dual task design), we sought to illuminate the underlying mnemonic representation mediating the discrimination. Dual task paradigms have been used to test for the demands of attention on the primary task (Brown 1958; Peterson & Peterson 1959) . The paradigm tests the nature of coding in short term memory by interpolating a secondary task during the delay interval between presentation and recall. Dual task paradigms that test visuo-spatial coding often require movement outputs. For example, tracing, pointing or other gestures are used as secondary tasks. Imagining the task during a delay interval instead of actually performing the task produces similar effects. Millar and Ittyerah (1991) for example, showed modality-specific motor memory in blind conditions not only in actual performance but also in imagined conditions, which excluded any influence of visual knowledge. Thus, it is possible to use movement imagery in the recall of guided movements, as imagined movements biased recall as much as actual movements did. Further, articulatory suppression had no effect on performance, implying little or no role for translation of extent of movement into a verbal format. However, the nature of this modality-specific motor memory is still not well understood. The question arises, for example, whether motor memory is represented spatially in terms of spatial extent or extent of movement. Studies of movement have shown that extent of movement is encoded differently from spatial location in short-term memory (Laabs, 1973; Laabs & Simmons, 1981) . Short-term memory could rely, therefore, on kinesthesis even when inputs are not coded spatially, although memory for extent of movement is not very accurate. Are differences between haptic and visual perception of curvature evident in memory? We (Ittyerah and Marks, 2007) expected that haptic, visual, and cross-modal memory will differ in their sensitivity to the activities in which subjects engage during the interference period. During a delay period of 30 seconds between the presentation of a test stimulus and its recall we introduced any one of the four following activities, such as counting aloud, rehearsing the test stimulus visually or haptically, spacing paper clips in equal distances or moving books from one hand to the other, as well as an unfilled delay that served as a control. We expected that tasks requiring spatial processing may have deleterious effects on performance in both modalities, whereas tasks requiring movement should exert greater effects on haptic memory. The findings indicated that performance was not only better in haptic than visual conditions, but also that the intervening activities exerted greater effects with haptic than visual presentations. Prior evidence has shown that vision improves shape matching and seems to dominate over touch and haptic inputs that involve touch and movement (Held, 1963 (Held, , 1965 Rock and Victor 1964) . It is also generally agreed that vision is most important in spatial tasks (Sendon 1932, Attneave and Benson 1969) . Furthermore, two recent studies suggested that noninformative vision can improve perception by touch (Kennett, TaylorClarke and Haggard, 2001; Newport, Rabb and Jackson, 2002) . These findings are not consistent, however, with the evidence that people who are totally blind from birth can be equally or more proficient than the sighted on spatial tasks (Hollins 1968; Millar 1994 ). This evidence implies that proficiency varies with the spatial information that is available from other sources. For example, in a spatial location task of six landmarks, Millar and Al-Attar (2005) found that vision affects haptic processing only if vision adds task relevant information. Touch with diffuse light perception that excluded spatial cues and touch without vision did not differ in accuracy of performance. Millar and Al-Attar concluded that the differences between performance with spatially relevant and spatially irrelevant visual information provide new evidence against the hypothesis that vision affects haptic processing even if it does not add task-relevant information. Therefore, the relatively better performance of tactile compared to visual judgments (Ittyerah and Marks 2007 ) may reflect differences in the relevance of the delay tasks used to probe the tactile and visual systems. It is conceivable that the differences in mnemonic representations for haptic and visual curvature are related to differences in haptic and visual perceptual processing. Haptic processing depends on movements of the hand or finger over the stimulus and therefore is subject to spatial constraints on motion, whereas visual processing is often global (Navon, 1977) and the sensory detection and discrimination are limited by the physical properties of the stimuli themselves, such as photon counting at low intensities (De Vries, 1943) . In linear movement tasks the demands on memory involve the starting and ending locations of the movement (Laabs & Simmons 1981; Millar 1994) . For haptically felt curvature the demands on memory seem to be confined to the slope differences over the far ends of the stimulus (Gordon & Morison 1982; Pont et al, 1998; Pont et al, 1997) for both static and dynamic touch of curved strips (Pont et al 1999) . The findings of Ittyerah and Marks (2007) suggest, in turn, that memory for haptic and perhaps for visual representations of curvature, perhaps representations of slope, may be particularly disrupted by tasks that involve spatial processing and movement -as assessed with the dual task paradigm used to test for the demands of attention on the primary task (Brown 1958; Peterson & Peterson 1959) . Filling the delay interval with a spatial or a movement task in the haptic and visual modalities produces modality-specific interference (e.g., Logie1986). These results, though specific to the present tasks, may be generalized as being important characteristics in the perception of the curvature of objects. Besides, memory for information from touch and movement has been demonstrated by showing effects of coding texture for unfamiliar shapes and kinesthetic coding for unfamiliar movements (Millar, 1999) . This indicates distinct effects for tactile memory. Coding can also involve the mental rehearsal of movements (Millar & Ittyerah, 1991) showing modality specific aspects of the input information. However the informational conditions in which such coding depends differ from those in which visual cues are present. Nevertheless, haptic representations are not recoded into visual coordinates, since impaired memory for recognition in one modality is generally dissociated from performance in the other modality (Farah 1990; Reed, Caselli & Farah, 1996) .
Role of vision in tactile tasks
The predominance of studies in reaching and grasping attribute successful performance to the ability of the visual modality for aligning the hand and arm to the size and orientation of the object (Halverson1931, 1932 , 1937 , Caster 1932 , McGraw 1945 , Bower 1972 , von Hofsten 1982 , Jeannerod, 1994 1997a, b) . The role of vision is undoubtedly facilitating, but speculations as to whether it is a necessary modality in the attainment of these specific behaviours can only be examined by comparing congenitally blind children with sighted cohorts. Fraiberg (1968) in extensive work with eight blind infants found that these infants first reached for objects only at the age of ten months, whereas sighted infants on an average reach at the age of five months. Fraiberg (1968) observed that developmental delays in other behaviours of locomotion such as crawling suggested that reaching is the critical skill to locomotion. According to Fraiberg, reaching in blind infants is a two stage process where the initial reaches are to sounding objects pulled from the children's hands and this is followed by reaching to sounding objects held directly before them. Whereas sighted infants spontaneously reach for objects they see, blind infants need to be prompted by sound. If sounding objects are not present, the blind infant may not reach. Therefore reaching is dependent on the awareness of spatial information about the object. Subsequently, Adelson and Fraiberg (1974) , Fraiberg (1977) observed that tasks requiring postural control are unaffected, whereas those requiring selfinitiation and mobility are delayed in blind children. Indeed Hatwell (1987) has cogently argued that in instances when blind infants do not use their hands as a perceptual information seeking device (e g. Fraigberg 1977), the reaching behaviour of these infants is mainly a motor executive one where for example the hand is usually used for putting objects in the mouth, and the deficit if any is non-modality specific www.intechopen.com
Advances in Haptics 470
(e.g. Friedman, 1971) . When blind infants reach, this behaviour may be related to their conceptual development (Bigelow 1986 ). For example, the ear hand coordination for reaching objects in blind children is attained at eight months, whereas eye hand coordination in sighted children is attained by four months. Nevertheless sighted children are not able to reach a hidden object they hear until they are about eight or nine months of age and this is at par with the ages of the attainment of object permanence in blind children. Therefore blind and sighted children do not differ in their understanding of the object concept and vision is neither a necessary modality for the attainment of object permanence and subsequent cognitive development. Bigelow (1986) found that in instances in which touch and sound are used in analogous tasks, the touch tasks are easier. The infant would rather reach for a toy placed on its chest than for a rattle held before her/him. Children respond to continuous touch before they respond to continuous sound and children reach to cues of previous touch before they reach to cues of previous sound. When touch and sound cues are in conflict, children initially respond to touch cues. Fraiberg (1968; observed that blind children reached at the body mid-line such as the chest for sounding objects taken from their hands before they reached at mid-line for objects on sound cues alone. Fraiberg concluded that the mid-line is the first space to have subjective reality for blind infants. There is some evidence that Fraiberg's findings of reaching in blind infants may be operational in sighted infants as well. Wishart, Bower & Dunkheld (1978) studied reaching in sighted infants in dark conditions so that though infants heard the object, they were unable to see the object or know the direction of their reach. Wishart et al (1978) observed that as in the case of blind infants, directional reaches to objects as in off centre positions were more difficult than reaches to objects at the mid-line for sighted infants as well. Therefore there are no fundamental differences in reaching with or without vision. Blind children attain comparable performance with the sighted by relying on self referent cues (Millar, 1981) and self referent cues have been found to be reliable (Stelmach & Larish, 1980) . Fraiberg (1968) has shown that this is evident in early infancy when infants reach to their body mid-line for objects they have not seen. Thus the difference between the blind and sighted children may be in the strategies for attaining information and is not a function of visuo-motor control (Jeannrod, 1984 (Jeannrod, , 1994 . The fact that blind children between the ages of 6 and 15 years are able to perform acts of reaching, grasping and assessing objects of various sizes using the precision grip (Ittyerah, 1993 (Ittyerah, , 2000 (Ittyerah, , 2009 both with the preferred and nonpreferred hands indicates that though vision may provide complementary information the visual modality is not necessary to perform tactile hand ability tasks because convergent information may be attained from other sources (Millar, 1994) . Hatwell (1987) has argued that early in development infants rely on tactile information and perceive objects held in their hands without much assistance from vision. It is only after the age of five or six months that vision dominates and infants become dependent on eye hand coordination. For example when the hands of the infants were occluded by a screen (Streri & Pecheux, 1986 a & b) so that they could not see objects held in their hands, infants displayed a haptic habituation to the familiar stimulus and a novelty response to a new shape as early as four months of age. After five months, there seemed to be an increased synchronization between manual and visual inspection of objects (Rochat 1985) . Hatwell (1987) reported that infants aged five to six months displayed suppression in their grasping response when a screen was placed on their shoulders to prevent them from seeing their hands. Although these children did not display any signs of distress nor try to remove the screen, they did not close their hands on the object the experimenter tried to put in it and their hands tended to avoid contact with the object. Over 60% of the infants failed to perform similar unimodal haptic tasks after five months of age or above whereas only 20 % failed to perform unimodal haptic tasks at ages less than four months. Therefore vision clearly dominates at older ages and infant's haptic perceptual abilities begin to be underutilized. Thus early in development, the tactile-haptic system takes precedence over visuo-motor channels for object perception and action.
The relation between hand preference and hand ability
Early reaching behaviours are an indication of hand preference. The difference between handedness and hand ability is that handedness refers to a consistent preference for one hand for executing fairly skilled actions such as writing or sewing. Hand ability refers to the potential capability of each hand in executing the same or different actions and the tacit understanding is that ability for a particular hand action does not differ between the hands. For example, one could write with either hand if encouraged early during development, and differences if any between the hands may be in hand orientation during performance and not in ability (Ittyerah 1996; ). The right and left hands of children were able to point at proprioceptive memorized targets, but differed in orientation, in that the right preferred hand was more context oriented and therefore supple, whereas the left nonpreferred hand was more egocentrically oriented and consequently less supple. It may be useful to clarify the notions of hand skill and ability, in order to argue that there is equipotentiality between the hands. The literature on hand skills may be grouped into three domains of explanation. One view asserts that the preferred hand is the skilled hand (Annett 1972 , Annet et al 1979 , Honda 1984 . Another opinion is that handedness is not a unidimensional variable and hand actions may be grouped according to the muscle groups involved in performing the tasks (Plato et al 1984 , Healey et al 1986 , Steinhuis and Bryden 1989 . A third opinion holds that the hands may not differ in skill for any action. The performance of both hands may be as good as each other and may depend upon conditions of task demands (Millar 1984 , Ittyerah 1993 , 2000 , 2009 , Millar 2008 . It is of interest in this manuscript to examine these differing explanations of hand skill in order to conclude that there is equipotentiality between the hands, although studies of equal ability in the hands may be out numbered by studies that relate hand preference with hand skill.
Is the preferred hand the skilled hand?
Explanations of handedness have indicated a relation between hand preference and hand ability (Annett et. al, 1979 , Peters, 1980 . They believed that if hand preferences can be coordinated with an independent measure of hand skill, then the understanding of what is handedness can be clarified. Annett (1970b) indicated that the difference between the hands for the peg moving times was highest for the right handers and decreases linearly for the mixed and left handers. Attempts to train the non preferred hand to equal the skill of the preferred hand have not been successful for peg moving (Annett, Hudson & Turner, 1974) nor for finger tapping (Peters, 1976) . Annett and Kilshaw (1983) found that degrees of mixed hand preferences between consistent right and consistent left are systematically related to www.intechopen.com
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degrees of L-R skill in the peg moving task, and Peters and Durding (1978) found a linear relationship between L-R mean tapping rates and hand preference. These findings led Annett (1985) to conclude that although practice can improve the performance of the non preferred hand, it does not alter the underlying natural asymmetry between the hands. A related notion to the above conclusion is that hand preferences are an out come of eye hand coordination and that eye hand coordination is more efficient on the right than the left side of the body (Woodworth1889, Annett et al, 1979; Peters 1976 Peters , 1980 Honda 1984) .
Is handedness task specific?
A second group of studies do not consider handedness to be a unidimensional variable, but claim that hand actions may be controlled by groups of muscles that perform various actions and that the more skilled actions such as writing are more lateralized than less skilled actions such as picking up objects Bryden 1989, 1990 ). Reviews of studies on the origin of handedness (Hopkins, 1993) indicate that the earliest signs of hand preference appear to be task specific, in that hand actions are dependent on whether the task involves control of the proximal muscles as for reaching or the control of the distal segments of the hand, as for grasping. Subsequently, Ittyerah (1996) indicated that during development hand preferences may group together into a single category of skill for each hand; the right hand being better at actions of accuracy as in writing or throwing (Healey et al, 1986) , and the left hand being more able for acts of strength as in lifting objects (Healey et al, 1986; Peters, 1990) .Therefore task demands may dictate hand actions, though the general ability of the hands may not differ.
Do the hands differ in skill?
The question as to whether a particular hand is more skilled than another has not been satisfactorily answered. In nonprehensile tasks such as Braille reading, type writing or piano playing or for prehensile actions of juggling, the hands have a complementary role in task performance. This indicates that the skill is not lateralized, but rather, that task requirements dictate hand actions. For example, there was some initial confusion as to whether Braille is predominantly read by one hand. Superior Braille performance was reported for the left hand (Hermelin & O'Connor, 1971; Rudel, Denckla & Hirsch, 1977) , at other times for the right hand (Fertsch, 1947) , or for neither hand (Bradshaw, Nettleton & Spehr, 1982; Millar, 1977) and for two handed reading (Foulke, 1982) . Millar (1984) has argued that in so far as reading levels are reported, the discrepant findings indicate a pattern that conforms to the notion that highly proficient reading depends mainly on verbal strategies and skill (right hand / left hemisphere advantage); less proficient reading demands attention to spatial coding of the physical characters (left hand / right hemisphere advantage), while early in learning subjects rely on dot density or texture features of Braille characters. The finding that the general lateralization does not affect ability (Ittyerah 1993 , Ittyerah 2000 , 2009 indicates, that although one may have a hand preference, there is equipotentiality between the hands. In nonprehensile tasks such as braille reading, Millar (1987) found that fluent braillists use both hands in intermittent alternation for processing text. As to whether this is also true for prehensile actions can be known by testing for hand ability. Studies in which blind and sighted children were required to match tactile stimuli separately with the left and right hands have indicated that the hands do not differ in tactile ability. Sighted blindfolded and congenitally blind children between the ages of 6 and 15 years were able to match the length, breadth, height and volume of three dimensional bricks of varying sizes with the left and right hands. Results indicated that performance improved with age, though the hands did not differ (Ittyerah, 1993) while performing different manual dexterity tasks such as sorting, finger dexterity and the Minnesota rate of manipulation test. Although there were differences between the groups and ages, the left and right hands of the blind and sighted children did not differ in speed or accuracy (Ittyerah, 2000) . However one might argue that the lack of performance differences between the hands for the sighted children may have been a consequence of their temporary blind fold condition that may have interfered with performance, or the lack of differences in the blind children may have been due to a lack of familiarity with the tasks. In a follow up study congenitally blind and sighted blind folded children (Ittyerah 2009 ) were tested using a sorting task, a stacking task, the finger dexterity test and the Minnesota rate of manipulation test. Performance was assessed for the left and right hands, both before and after a four months practice period. Results indicated an increasing post test gain for all the groups on the tasks with age, though the hands did not differ in performance neither before nor after practice. The consistent results indicate that even if there is a hand preference (Ittyerah, 1993 (Ittyerah, , 1996 (Ittyerah, , 2000 (Ittyerah, , 2009 , the general ability of the hands in most tactile tasks does not differ. Thus there is no effect of hand on ability in prehensile tasks as well. The systematic data indicate no significant performance differences between the hands, thus lending support to the present theoretical notion of equipotentiality between the hands. Furthermore, lack of sight does not affect hand ability, just as vision does not determine the direction or the degree of hand preference (Ittyerah, 1993 (Ittyerah, , 2000 (Ittyerah, , 2009 .
Visuo-spatial proficiency in the absence of vision
Even if speculations about lack of differences between the hands in the sighted children may be attributed to their temporary blindfold conditions which can be expected to hamper the performance of the preferred hand, there is no reason to expect a similar decline among the blind children who are also mostly right handed. Therefore though vision may provide external references for the sighted, the blind are found to use self reference cues during performance and visuo-spatial proficiency is found to improve under blind conditions as well (Liben, 1988; Millar, 1994) . Body centred coding is not confined to the position of the limbs relative to each other or to other body parts. Body centred frames can also be used to code object locations, for example, by coding the hand position which is touching an object by reference to the body midline. When subjects are stationary in blindfold conditions, information is restricted to personal space that is, to spatial locations within the arms reach without moving bodily to another place. Such conditions are of particular interest in studying both short and long term effects of modes of perception on coding. An absence of differences between the hands both with and without practice, indicates an equally good performance with both hands in the total absence of vision for prehensile movements that involve sorting and stacking of objects, the finer coordination of the thumb and forefinger as in finger dexterity tasks and the general ability of the fingers of both hands in the manipulation tasks. Therefore vision does not affect the general maturation of the child since the blind can gain in proficiency with practice of visuo spatial tasks in the total absence of vision. This proficiency is not only confined to the preferred hand but is also to the same extent in the nonpreferred hand. Findings indicate no effect of hand on ability and suggest equipotentiality between the hands for both prehensile and nonprehensile actions.
www.intechopen.com

Advances in Haptics 474
The reference hypothesis
The hands are most often used to perceive and discriminate objects by touch. The tactile perception of an object is more accurate with systematic than unsystematic exploration. Accurate haptic coding of information is dependent upon reference frames. The importance of reference frames for accurate coding of movements was emphasized by Jeannerod (1988) , Paillard (1991) and Berthoz (1993) . Systematic exploration of stimulus characteristics with the hand or fingers requires an anchor or reference point that can be recognized as the end and starting point of the exploratory movement. To know what is to count as spatial processes independent of hand effects, Millar and Al-Attar (2003b) tested two hypotheses. The first hypothesis that the left hand is better for spatial tasks, predicts a left hand advantage for performance in all conditions. The alternate reference hypothesis predicts significantly greater accuracy in haptic recall with explicit additional reference information than in conditions that do not provide additional reference information. The reference hypothesis assumes that distance and location judgments are spatial tasks. Haptic distance judgments are not solely kinesthetic inputs. Movement distances should be coded spatially if they can be related to reference information (Millar 2008 ). Millar and AlAttar (2003a) found that haptic distance judgments do involve spatial coding. Recall of a repeated small distance was disturbed not only by a movement task, but also by a spatial task that required no movements. In a subsequent study (Millar and Al-Attar 2003b) required subjects to recall distance or locations of hapically felt extents. The control condition consisted of scanning the critical distances or locations in presentation and recall without touching any other part of the display or surround. In the experimental or reference conditions, subjects were instructed to use an actual external frame around the stimuli, and also their body midline for reference. The results showed that the added reference information reduced errors very significantly compared to the normal conditions, regardless of whether the left hand scanned the distance in control and frame conditions and right hand was used for the frame, or whether the right hand scanned the distance in control and frame conditions and the left hand was used for the frame. The left and right hands did not differ from each other in accuracy in either control conditions or in reference instruction conditions. The results supported the hypothesis that the use of external frame and body centred reference cues make haptic distance judgments more accurate. The fact that the accuracy of recall with the left hand did not interact differentially with the increase in accuracy with the instructions to use reference cues showed that scanning the distance would involve left hemisphere processing of the movements as well as the spatial aspects of relocating the end position from the new (guided) starting point, and therefore right hemisphere processes also. Cross lateral effects from both right and left hemisphere processes that inhibit or counterbalance each other would explain why the left hand did not perform better than the right and why it did not relate differentially to the advantage in accuracy from instructions to use spatial reference cues. The important finding was that instructions to use body centred and external frame cues for reference improved recall accuracy for both distance and locations, independently of hand performance, task differences and movement effects. Thus reference information can be used as a reliable test of spatial coding. Millar and Al-Attar (2004) further tested how egocentric and allocentric coding relate to each other. The hypothesis that haptic targets can only be coded spatially in relation to body centred cues would predict that providing haptic cues explicitly from an external surround would not improve recall accuracy beyond the level found with body centred reference cues alone. If on the other hand the difference in spatial coding is due solely to the lack of external reference information that is normally available in haptic task conditions, providing external haptic cues explicitly for reference in a spatial task should improve recall significantly.
Millar and Al-Attar tested subjects with a spatial task that people might actually encounter in daily living. The task was to remember the precise location of five shape symbols as landmarks that had been positioned randomly as raised symbols along an irregular, but easily felt raised line route. This map like layout had an actual tangible rectangular surrounding frame. Each subject was presented with the map like layout placed on the table and aligned to the subject's body midline. The subjects placed the fingertip of their preferred right hand at the start of the route and scanned the route from left to right in all presentation conditions and briefly stopped on each landmark symbol they encountered on the route, in order that they be remembered for the recall tests. Millar and Al-Attar (2004) found that disrupting body centred cues by rotation increased errors significantly compared to intact body centred coding in the body aligned condition. The critical results were a significant decrease in positioning errors with added external reference information when body centred coding was disrupted by rotation, compared to the rotation condition that lacked external reference information. The condition with intact body centred cues and added external reference information was more accurate in comparison to the body aligned condition without external cues, and more accurate also than the condition with added external information, when body centred coding was disturbed by rotation. Further, accuracy with added external reference information but disrupted body centred coding did not differ from intact body centred coding without external reference information. The experimental manipulation of separating and combining external and body centred reference showed that external reference cues can also be used with purely haptic information and this seems to be as equally effective for spatial coding as is body centred reference information (Millar and Al-Attar 2004) . In summary haptic touch and hand ability are related. The preferred hand is not necessarily the skilled hand and performance of the left and right hands indicate near equal hand ability. The hands differ in their orientation of performance though haptic perception and identification of objects rely on a frame of reference. Identification of differences in shapes and sizes of objects by touch rely on different reference information. Object identification is possible with either hand early in development in both blind and sighted blindfolded conditions and there is no effect of hand on ability.
