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THE “GOOD” BOUSSINESQ EQUATION:
LONG-TIME ASYMPTOTICS
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Abstract. We consider the initial-value problem for the “good” Boussinesq equation on
the line. Using inverse scattering techniques, the solution can be expressed in terms of the
solution of a 3× 3-matrix Riemann-Hilbert problem. We establish formulas for the long-
time asymptotics of the solution by performing a Deift-Zhou steepest descent analysis of
a regularized version of this Riemann-Hilbert problem.
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1. Introduction
When investigating the bidirectional propagation of small amplitude and long wavelength
capillary-gravity waves on the surface of shallow water, J. Boussinesq derived the classical
Boussinesq equation
ηtt − gh0ηxx = gh0
(
3
2
η2
h0
+
h20
3
ηxx
)
xx
, (1.1)
where η(x, t) is the perturbation free surface, h0 is the mean depth, and g is the gravitational
constant [2]. This equation was later rediscovered by Keulegan and Patterson [19]. In
nondimensional units, equation (1.1) can be written as
utt − uxx − (u2)xx − uxxxx = 0, (1.2)
where u(x, t) is a real-valued function and subscripts denote partial derivatives. Equation
(1.2) is often referred to as the “bad” Boussinesq equation in contrast to the so-called
“good” Boussinesq equation
utt − uxx + (u2)xx + uxxxx = 0, (1.3)
in which the utt and uxxxx terms have the same sign, thus making the equation linearly
well-posed (see e.g. [1, 6, 14, 16, 23] for well-posedness results for (1.3)). Equation (1.3)
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governs small nonlinear oscillations in an elastic beam and is also known as the “nonlinear
string equation” [13].
In the 1990s, Deift and Zhou proposed a steepest descent method for the asymptotic anal-
ysis of Riemann-Hilbert (RH) problems [12]. The Deift-Zhou approach has been successfully
utilized to determine long-time asymptotics for a large number of integrable equations such
as the modified KdV equation [12], the KdV equation [11], the nonlinear Schro¨dinger (NLS)
equation [9, 18, 25], the Camassa-Holm equation [3], the Degasperis-Procesi equation [4],
and the Toda lattice [8]. At his 60th birthday conference in 2005, P. Deift [7] presented a
list of sixteen open problems, among which he pointed out that “The long-time behavior
of the solutions of the Boussinesq equation with general initial data is a very interesting
problem with many challenges. Even in the case with generic initial data the situation is
only partially understood.” The purpose of this paper is to take a step towards the solution
of this problem.
Following [10, 24], we consider the following version of the “good” Boussinesq equation:
utt +
4
3
(u2)xx +
1
3
uxxxx = 0, (1.4)
which can be obtained from (1.3) by a simple shift u → u + 1/2 followed by a trivial
rescaling. Our main result provides explicit formulas for the long-time asymptotics of the
solution u(x, t) of equation (1.4) in a sector in the right half-plane {x > 0, t > 0} under the
assumption that the initial data lie in the Schwartz class and satisfy the physically natural
assumption that ut(x, 0) has zero mean. The proof is based on a Deift-Zhou steepest descent
analysis of a 3×3-matrix RH problem, which is parametrized by x and t. This RH problem
was derived in [5] by performing a spectral analysis of a Lax pair associated to (1.4); it
is formulated in the complex plane of the spectral parameter k and has a jump contour
consisting of the three lines R ∪ ωR ∪ ω2R where ω = e2pii/3. Although the fundamental
idea behind the steepest descent analysis of this RH problem is the same in the context
of other integrable equations such as the KdV and NLS equations, the analysis is severely
complicated by the fact that the RH problem involves 3×3 matrices. Another complication
stems from the fact that the RH problem associated with (1.4) is singular at the origin.
Therefore, instead of performing the steepest descent analysis of this RH problem directly,
we will analyze a regularized version of the RH problem and then transfer the results to
the singular problem.
The paper is organized as follows. The main result is stated in Section 2. An overview
of the rather involved proof, which also contains a statement of the relevant RH problem,
is presented in Section 3. The steepest descent analysis begins in Section 4 where several
transformations of the RH problem are implemented. Local parametrices at the three
critical points are constructed in Section 5 and the resulting small-norm RH problem is
estimated in Section 6. Finally, the asymptotic behavior of u(x, t) is obtained in Section 7.
2. Main result
Equation (1.4) can be rewritten as the system [26]{
vt +
1
3uxxx +
4
3(u
2)x = 0,
ut = vx,
(2.1)
which is equivalent to (1.4) provided that u1(x) := ut(x, 0) satisfies∫
R
u1(x)dx = 0. (2.2)
Instead of analyzing (1.4) with initial data u(x, 0) and ut(x, 0) directly, we will consider
the system (2.1) with initial data u0(x) = u(x, 0) and v0(x) = v(x, 0).
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2.1. Definition of s(k) and sA(k). The formulation of our main result involves two spec-
tral functions s(k) and sA(k) which are defined as follows (see [5] for details). Suppose
u0(x) and v0(x) are real-valued functions in S(R), where S(R) denotes the Schwartz class
of rapidly decaying functions on the real line. Let ω := e
2pii
3 and let, for j = 1, 2, 3,
lj(k) = ω
jk. Define U(x, k) by
U(x, k) = P (k)−1
 0 0 00 0 0
−v0(x)− u0x −2u0(x) 0
P (k), (2.3)
where
P (k) =
 ω ω2 1ω2k ωk k
k2 k2 k2
 . (2.4)
Let X(x, k) and XA(x, k) be the 3 × 3-matrix valued eigenfunctions defined by the linear
Volterra integral equations
X(x, k) = I −
∫ ∞
x
e(x−x
′)L̂(k)(UX)(x′, k)dx′, (2.5a)
XA(x, k) = I +
∫ ∞
x
e−(x−x
′)L̂(k)(UTXA)(x′, k)dx′, (2.5b)
where L = diag (l1, l2, l3), L̂ denotes the operator which acts on a 3 × 3 matrix A by
L̂A = [L, A] (i.e. eL̂A = eLAe−L), and UT denotes the transpose of U. The 3 × 3-matrix
valued functions s(k) and sA(k) are defined by
s(k) = I −
∫
R
e−xL̂(k)(UX)(x, k)dx, (2.6)
sA(k) = I +
∫
R
exL̂(k)(UTXA)(x, k)dx. (2.7)
2.2. Statement of the main result. We first state our main result for the system (2.1);
the formulation for (1.4) is given as a corollary. For simplicity, we only consider solutions
in the Schwartz class.
Definition 2.1. We call {u(x, t), v(x, t)} a Schwartz class solution of (2.1) with initial data
u0, v0 ∈ S(R) if
(i) u, v are smooth real-valued functions of (x, t) ∈ R× [0,∞).
(ii) u, v satisfy (2.1) for (x, t) ∈ R× [0,∞) and
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R.
(iii) u, v have rapid decay as |x| → ∞ in the sense that, for each integer N ≥ 1 and each
T > 0,
sup
x∈R
t∈[0,T )
N∑
i=0
(1 + |x|)N (|∂ixu|+ |∂ixv|) <∞.
Let {Dn}6n=1 denote the sectors shown in Figure 1. We make the following two assump-
tions.
Assumption 2.2 (Absence of solitons). Assume that (s(k))11 and (s
A(k))11 are nonzero
for k ∈ D¯1 \ {0} and k ∈ D¯4 \ {0}, respectively.
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Figure 1. The contour Γ and the open sets Dn, n = 1, . . . , 6, which decompose the complex
k-plane.
Assumption 2.3 (Generic behavior at k = 0). Assume that
lim
k→0
k2(s(k))11 6= 0, lim
k→0
k2(sA(k))11 6= 0.
Assumption 2.2 ensures that no solitons are present (the case when s11 and s
A
11 have a
finite number of simple poles off the contour can be treated by standard methods, see e.g.
[15], or [20] for a 3× 3 matrix case). Assumption 2.3 ensures that s11 and sA11 have double
poles at k = 0, which is the case for generic initial data [5].
Define the reflection coefficient r1(k) by
r1(k) =
(s(k))12
(s(k))11
, k ∈ (0,∞). (2.8)
If u0, v0 ∈ S(R) are such that Assumptions 2.2 and 2.3 hold, then r1(k) extends to a
smooth function of k ∈ [0,∞) which satisfies r1(0) = ω and which has rapid decay as
k → ∞, see [5]. In particular, |r1(k)| < 1 for all large enough k > 0 and |r1(0)| = 1. Let
ζ0 ≡ ζ0(u0, v0) ≥ 0 be the largest nonnegative number such that |r1(ζ0/2)| = 1, i.e.,
ζ0 = 2 max{k ≥ 0 | |r1(k)| = 1}. (2.9)
We can now state our main result, which establishes the long-time behavior of u(x, t) in
the asymptotic sector x/t > ζ0, see Figures 2 and 3.
Theorem 2.4 (Long-time asymptotics for (2.1)). Suppose {u(x, t), v(x, t)} is a Schwartz
class solution of (2.1) with initial data u0, v0 ∈ S(R) such that Assumptions 2.2 and 2.3
hold. Define ζ0 ≥ 0 by (2.9). Then the following asymptotic formula holds uniformly for
ζ = x/t in compact subsets of (ζ0,∞) as t→∞:
u(x, t) =− 3
5/4k0
√
ν√
2t
sin
(
19pi
12
+ ν ln
(
6
√
3tk20
)−√3k20t− arg r1(k0)− arg Γ(iν)
+
1
pi
∫ ∞
k0
ln
∣∣∣∣ s− k0s− ωk0
∣∣∣∣ d ln(1− |r1(s)|2))+O( ln tt
)
, (2.10)
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Figure 2. Numerical example showing |r1(k)| as a function of k ≥ 0 (left) and the corre-
sponding asymptotic sector in the (x, t)-plane (right) for a choice of initial data such that
ζ0 = 0.
k
ζ0
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t
ζ
=
ζ 0
asymptotic sector
Figure 3. Numerical example showing |r1(k)| as a function of k ≥ 0 (left) and the corre-
sponding asymptotic sector in the (x, t)-plane (right) for a choice of initial data such that
ζ0 > 0.
where Γ denotes the Gamma function, k0 ≡ k0(ζ) = ζ/2, and ν ≡ ν(ζ) ≥ 0 is defined by
ν = − 1
2pi
ln(1− |r1(k0)|2).
The proof of Theorem 2.4 is presented in Sections 3-7; Section 3 contains an overview of
the proof.
As a corollary, we obtain asymptotics of the solution of (1.4) with initial data u0(x) =
u(x, 0) and u1(x) = ut(x, 0).
Corollary 2.5 (Long-time asymptotics for (1.4)). Suppose u(x, t) is a Schwartz class so-
lution of the “good” Boussinesq equation (1.4) with initial data u0, u1 ∈ S(R) such that∫
R u1dx = 0. Let v0(x) =
∫ x
−∞ u1(x
′)dx′ and define r1 : (0,∞) → C by (2.8). Suppose
Assumptions 2.2 and 2.3 hold. Then u obeys the asymptotic formula (2.10) as t → ∞
uniformly for ζ = x/t in compact subsets of (ζ0,∞), where ζ0 ≥ 0 is given by (2.9).
Remark 2.6 (The asymptotic sector). Theorem 2.4 provides information on the solution
of (2.1) in the asymptotic sector x/t > ζ0, where ζ0 is defined in (2.9). For a large class
of initial data, it holds that ζ0 = 0 and in that case the asymptotic formula (2.10) applies
to any subsector of the right half-plane {x > 0, t > 0}, see Figure 2. But there are other
choices of the initial data for which |r1(k)| > 1 for some k > 0, and then the asymptotic
formula (2.10) applies only in subsectors of x/t > ζ0 where ζ0 > 0, see Figure 3.
Remark 2.7 (Comparison with KdV). The fact that the reflection coefficient r1(k) may
have absolute value greater than 1 is an interesting feature of the Boussinesq equation,
which sets it apart from for example the KdV equation. For the KdV equation, the reflection
coefficient can be defined by rKdV = s12/s11 where the scattering matrix s(k) satisfies
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det s = 1, s21 = s12, and s22 = s11; thus |rKdV (k)|2 = 1 − |s11(k)|−2 ≤ 1 for real k and
equality can hold only at k = 0; in fact, |rKdV (0)| = 1 for generic initial data, cf. [11]. The
definition (2.8) of the reflection coefficient r1(k) associated with the Boussinesq equation
(1.4) also satisfies |r1(0)| = 1 generically. However, since r1(k) is defined in terms of the
entries of a 3 × 3 matrix, the unit determinant condition det s = 1 is, in general, not
sufficient to force |r1| ≤ 1. In fact, it is easy to construct numerical examples for which
this inequality fails, see e.g. Figure 3.
Remark 2.8 (Asymptotics in the left half-plane). In Theorem 2.4, we have, for conciseness,
only presented asymptotics of u(x, t) in a subsector of the right-half plane x > 0. A similar
formula can be derived by the same methods for a subsector of the left half-plane, except
that the formulas there involve r2 := s
A
12/s
A
11 instead of r1. Alternatively, asymptotics in
the left half-plane can be obtained directly from Theorem 2.4 and the invariance of the
Boussinesq equation under space inversion.
Remark 2.9 (Asymptotics of v). Theorem 2.4 provides a formula for the asymptotics of
u. Our methods can be used to derive an analogous asymptotic formula for v, but since
this requires somewhat lengthy estimates of t-derivatives (see (3.6)), we have decided to
not include this.
2.3. Notation. We summarize some notation that will be used throughout the paper. In
what follows, γ ⊂ C denotes an oriented (piecewise smooth) contour.
− If A is an n × m matrix, then |A| ≥ 0 is defined by |A|2 = ∑i,j |Aij |2. Note that
|A+B| ≤ |A|+ |B| and |AB| ≤ |A||B|.
− c and C will denote generic positive constant which may change within a computation.
− We write R+ = (0,∞) and R− = (−∞, 0).
− For 1 ≤ p ≤ ∞, we write A ∈ Lp(γ) if |A| belongs to Lp(γ). Then A ∈ Lp(γ) iff each
entry Aij belongs to L
p(γ). We write ‖A‖Lp(γ) := ‖|A|‖Lp(γ).
− We define L˙3(γ) as the space of all functions f : γ → C such that (1+ |k|) 13 f(k) ∈ L3(γ).
If γ is bounded, L˙3(γ) = L3(γ), but in general it only holds that L˙3(γ) ⊂ L3(γ). We
turn L˙3(γ) into a Banach space with the norm ‖f‖L˙3(γ) := ‖(1 + |k|)1/3f‖L3(γ).
− We let E˙3(C \ γ) denote the space of all analytic functions f : C \ γ → C with the
property that for each component D of C \ γ there exist curves {Cn}∞1 in D such that
the Cn eventually surround each compact subset of D and
sup
n≥1
∫
Cn
(1 + |k|) |f(k)|3|dk| <∞.
− For a function f defined in C\γ, we let f± denote the nontangential boundary values of
f from the left and right sides of γ, respectively, whenever they exist. If f ∈ E˙3(C \ γ),
then f± exist a.e. on γ and f± ∈ L˙3(γ) (see [22, Theorem 4.1]).
3. Overview of the proof
The proof of Theorem 2.4 consists of a Deift–Zhou steepest descent analysis of a 3 × 3
matrix RH problem. The jump contour Γ of this RH problem consists of the three lines
R ∪ ωR ∪ ω2R, see Figure 1, and the jump matrix v is given explicitly in terms of r1(k)
defined in (2.8) and the function r2(k) defined by
r2(k) =
(sA(k))12
(sA(k))11
, k ∈ (−∞, 0). (3.1)
More precisely, v is defined as follows. Define {lj(k), zj(k)}3j=1 by
lj(k) = ω
jk, zj(k) = ω
2jk2, k ∈ C, (3.2)
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and define the complex-valued functions Φij(ζ, k) for 1 ≤ i 6= j ≤ 3 by
Φij(ζ, k) = (li − lj)ζ + (zi − zj),
where ζ := x/t. By symmetry, it is enough to consider Φ21,Φ31, and Φ32, which are
explicitly given by
Φ21(ζ, k) = ω(ω − 1)k(ζ − k),
Φ31(ζ, k) = (1− ω)k(ζ − ω2k),
Φ32(ζ, k) = (1− ω2)k(ζ − ωk).
Given a function f(k) of k ∈ C, we let f∗ denote the Schwartz conjugate of f , i.e.,
f∗(k) = f(k¯).
The jump matrix v(x, t, k) is defined for k ∈ Γ by
v1 =
 1 −r1(k)e−tΦ21 0r∗1(k)etΦ21 1− |r1(k)|2 0
0 0 1
 , v2 =
1 0 00 1− |r2(ωk)|2 −r∗2(ωk)e−tΦ32
0 r2(ωk)e
tΦ32 1
 ,
v3 =
1− |r1(ω2k)|2 0 r∗1(ω2k)e−tΦ310 1 0
−r1(ω2k)etΦ31 0 1
 , v4 =
1− |r2(k)|2 −r∗2(k)e−tΦ21 0r2(k)etΦ21 1 0
0 0 1
 ,
v5 =
1 0 00 1 −r1(ωk)e−tΦ32
0 r∗1(ωk)etΦ32 1− |r1(ωk)|2
 , v6 =
 1 0 r2(ω2k)e−tΦ310 1 0
−r∗2(ω2k)etΦ31 0 1− |r2(ω2k)|2
 ,
(3.3)
where vj denotes the restriction of v to the subcontour of Γ labeled by j in Figure 1.
We consider the following RH problem, which is formulated in the L3-setting to ensure
uniqueness (the solution of an n × n-matrix Lp-RH problem is unique whenever it exists
provided that 1 ≤ n ≤ p, see [22, Theorem 5.6]).
RH problem 3.1 (L3-RH problem for m). Find a 3×3-matrix valued function m(x, t, ·) ∈
I + E˙3(C \ Γ) such that m+(x, t, k) = m−(x, t, k)v(x, t, k) for a.e. k ∈ Γ.
By introducing the row-vector-valued function n by
n(x, t, k) =
(
ω ω2 1
)
m(x, t, k), (3.4)
we can transform the RH problem for m into the following vector RH problem for n.
RH problem 3.2 (L3-RH problem for n). Find a 1×3-row-vector valued function n(x, t, ·) ∈
(ω, ω2, 1) + E˙3(C \ Γ) such that n+(x, t, k) = n−(x, t, k)v(x, t, k) for a.e. k ∈ Γ.
For technical reasons, we also need the classical version of this RH problem.
RH problem 3.3 (Classical RH problem for n). Find a 1× 3-row-vector valued function
n(x, t, k) with the following properties:
(a) n(x, t, ·) : C \ Γ→ C1×3 is analytic.
(b) The limits of n(x, t, k) as k approaches Γ \ {0} from the left and right exist, are con-
tinuous on Γ \ {0}, and are denoted by n+ and n−, respectively. Furthermore, they are
related by
n+(x, t, k) = n−(x, t, k)v(x, t, k), k ∈ Γ \ {0}. (3.5)
(c) n(x, t, k) = (ω, ω2, 1) +O(k−1) as k →∞.
(d) n(x, t, k) = O(1) as k → 0.
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The following result was proved in [5].
Proposition 3.4. [5] Suppose the assumptions of Theorem 2.4 hold. Let U be an open
subset of R × [0,∞) and suppose for each (x, t) ∈ U that the solution of the classical RH
problem 3.3 for n is unique whenever it exists. Then RH problem 3.3 has a unique solution
n(x, t, k) for each (x, t) ∈ U and the solution {u(x, t), v(x, t)} of (2.1) can be expressed in
terms of n = (n1, n2, n3) by{
u(x, t) = −32 ∂∂x limk→∞ k(n3(x, t, k)− 1),
v(x, t) = −32 ∂∂t limk→∞ k(n3(x, t, k)− 1),
(x, t) ∈ U. (3.6)
To use Proposition 3.4, we need the following lemma.
Lemma 3.5. Suppose RH problem 3.1 has a solution m(x, t, ·) at some point (x, t) ∈ R×
[0,∞). Then n = (ω, ω2, 1)m is the unique solution of RH problem 3.2 at (x, t). Moreover,
if the solution of RH problem 3.3 exists, then it is unique and is given by n = (ω, ω2, 1)m.
Proof. The assertion for n = (ω, ω2, 1)m follows as in [4, Lemma A.5]. The last claim
follows because every solution of RH problem 3.3 is also a solution of RH problem 3.2. 
It will follow from the steepest descent analysis that RH problem 3.1 has a unique
solution m for t ≥ T and x/t in a compact subset of (ζ0,∞). Thus Proposition 3.4 and
Lemma 3.5 imply that the formulas (3.6) for u, v are valid for all t ≥ T and x/t in compact
subsets of (ζ0,∞) if n is defined by n = (ω, ω2, 1)m. Therefore it is enough to determine
the large t asymptotics of m.
3.1. Steepest descent analysis. The large t behavior of m can be obtained by performing
a Deift–Zhou steepest descent analysis of RH problem 3.1. The first step in this analysis is
to define analytic approximations of the functions r1 and r2 appearing in the jump matrix
v, as well as of the combination r1/(1− |r1|2). Once these approximations are in place, we
can deform the contour in such a way that the new jump is close to the identity matrix
everywhere except near three critical points (see Section 4). The critical points are the
solutions of the stationary phase equations ∂Φ21/∂k = 0, ∂Φ31/∂k = 0, and ∂Φ32/∂k = 0.
For each choice of 1 ≤ j < i ≤ 3, ∂Φij/∂k = 0 has a single zero kij given by
k21 =
ζ
2
, k31 =
ωζ
2
, k32 =
ω2ζ
2
.
Writing k0 ≡ k21, these three critical points can be expressed as k0, ωk0, and ω2k0, see
Figure 4. The signature tables for Φ21, Φ31, and Φ32 are shown in Figures 5-7.
Near each of the three critical points, the RH problem can be approximated by a local
parametrix which is constructed in Section 5. In fact, since the jump matrix v obeys the
symmetries
v(x, t, k) = Av(x, t, ωk)A−1 = Bv(x, t, k¯)−1B, k ∈ Γ, (3.7)
where
A =
0 0 11 0 0
0 1 0
 and B =
0 1 01 0 0
0 0 1
 , (3.8)
the solution m obeys the symmetries
m(x, t, k) = Am(x, t, ωk)A−1 = Bm(x, t, k¯)B, k ∈ C \ Γ. (3.9)
It is therefore sufficient to construct the local parametrix mk0 at k0, because then the local
parametrices at ωk0 and ω
2k0 can be obtained by symmetry. In the end, we arrive at a
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R
ω2RωR
ωk0
k0
ω2k0
Figure 4. The three critical points k0, ωk0, ω
2k0 in the complex k-plane for ζ > 0.
R
Re Φ21 > 0
Re Φ21 < 0ωk0
k0
ω2k0
Figure 5. The regions where Re Φ21 > 0 (shaded) and Re Φ21 < 0 (white).
small-norm RH problem whose solution is estimated in Section 6. Finally, the asymptotics
of u(x, t) is obtained in Section 7.
3.2. Assumptions for the remainder of the paper. For the remainder of the paper, we
assume that {u(x, t), v(x, t)} is a Schwartz class solution of (2.1) with initial data u0, v0 ∈
S(R) such that Assumptions 2.2 and 2.3 hold. We also assume that r1(k) and r2(k) are
defined by (2.8) and (3.1) and that ζ0 ≥ 0 is defined by (2.9). We let I denote a fixed
compact subset of (ζ0,∞).
4. Transformations of the RH problem
By performing a number of transformations, we can bring the RH problem 3.1 to a form
suitable for determining the long-time asymptotics. More precisely, starting with m, we
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R
Re Φ31 < 0
Re Φ31 > 0
ωk0
k0
ω2k0
Figure 6. The regions where Re Φ31 > 0 (shaded) and Re Φ31 < 0 (white).
R
Re Φ32 < 0
Re Φ32 > 0
ωk0
k0
ω2k0
Figure 7. The regions where Re Φ32 > 0 (shaded) and Re Φ32 < 0 (white).
will define functions m(j)(x, t, k), j = 1, 2, 3, such that the RH problem satisfied by m(j) is
equivalent to the original RH problem 3.1. The RH problem for m(j) can be formulated as
follows, where the contours Γ(j) and the jump matrices v(j) are specified below.
RH problem 4.1 (RH problem for m(j)). Find a 3×3-matrix valued function m(j)(x, t, ·) ∈
I + E˙3(C \ Γ(j)) such that m(j)+ (x, t, k) = m(j)− (x, t, k)v(j)(x, t, k) for a.e. k ∈ Γ(j).
The jump matrix v(3) obtained after the third transformation has the property that it
approaches the identity matrix as t→∞ everywhere on the contour except near the three
critical point {k0, ωk0, ω2k0}. This means that we can find the long-time asymptotics of
m(3) by computing the contribution from three small crosses centered at these points.
The symmetries (3.7) and (3.9) will be preserved at each stage of the transformations,
so that, for j = 1, 2, 3,
v(j)(x, t, k) = Av(j)(x, t, ωk)A−1 = Bv(j)(x, t, k¯)−1B, k ∈ Γ(j), (4.1)
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Re k
U1U2
U3 U4
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Figure 8. The open sets {Uj}41 in the complex k-plane.
m(j)(x, t, k) = Am(j)(x, t, ωk)A−1 = Bm(j)(x, t, k¯)B, k ∈ C \ Γ(j). (4.2)
4.1. First transformation. The purpose of the first transformation is to remove (except
for a small remainder) the jumps across the subcontours e
pii
3 R+, R−, and e−
pii
3 R+ of Γ. To
implement this transformation, we need analytic approximations of the functions r∗2, r1,
and rˆ∗1, where rˆ1(k) is defined by
rˆ1(k) =
r1(k)
1− r1(k)r∗1(k)
.
We introduce open sets Uj = Uj(ζ) ⊂ C, j = 1, . . . , 4, as in Figure 8 such that
U1 ∪ U3 = {k |Re Φ21(ζ, k) < 0}, U2 ∪ U4 = {k |Re Φ21(ζ, k) > 0}.
Lemma 4.2. There exist decompositions
r∗2(k) = r
∗
2,a(x, t, k) + r
∗
2,r(x, t, k), k ∈ (−∞, 0],
r1(k) = r1,a(x, t, k) + r1,r(x, t, k), k ∈ [0, k0],
rˆ∗1(k) = rˆ
∗
1,a(x, t, k) + rˆ
∗
1,r(x, t, k), k ∈ [k0,∞), (4.3)
where the functions r∗2,a, r∗2,r, r1,a, r1,r, rˆ∗1,a, rˆ∗1,r have the following properties:
(a) For each ζ ∈ I and each t > 0, r∗2,a(x, t, k) and r1,a(x, t, k) are defined and continuous
for k ∈ U¯2 and analytic for k ∈ U2, and rˆ∗1,a(x, t, k) is defined and continuous for k ∈ U¯1
and analytic for k ∈ U1.
(b) For each ζ ∈ I and t > 0, the functions r∗2,a, r1,a, and rˆ∗1,a satisfy
|r∗2,a(x, t, k)| ≤
C|k − ωk0|
1 + |k|2 e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯2, (4.4a)
|∂lx(r∗2,a(x, t, k)− r∗2(0))| ≤ C|k|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯2, (4.4b)
|∂lx(r1,a(x, t, k)− r1(0))| ≤ C|k|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯2, (4.4c)
|∂lx(r1,a(x, t, k)− r1(k0))| ≤ C|k − k0|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯2, (4.4d)
|∂lx(rˆ∗1,a(x, t, k)− rˆ∗1(k0))| ≤ C|k − k0|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯1, (4.4e)
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|∂lxrˆ∗1,a(x, t, k)| ≤
C
1 + |k|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯1, (4.4f)
where l = 0, 1 and the constant C is independent of ζ, t, k.
(c) For each 1 ≤ p ≤ ∞ and l = 0, 1,
the Lp-norm of (1 + | · |)∂lxr∗2,r(x, t, ·) on (−∞, 0) is O(t−3/2), (4.5)
the Lp-norms of ∂lxr1,r(x, t, ·) and r1,r(x,t,·)·−k0 on (0, k0) are O(t−3/2), (4.6)
the Lp-norms of (1 + | · |)∂lxrˆ∗1,r(x, t, ·) and
rˆ∗1,r(x,t,·)
·−k0 on (k0,∞) are O(t−3/2), (4.7)
uniformly for ζ ∈ I as t→∞.
Proof. The proof uses the techniques of [12]. Since these techniques are rather standard by
now, we omit details; see [21, Lemma 4.8] for a proof of a similar lemma. 
In the sequel, we often write rj,a(k) and rj,r(k) instead of rj,a(x, t, k) and rj,r(x, t, k),
respectively, for notational convenience.
Recalling that r2 = r2,a + r2,r, we can factorize v2, v4, v6 as follows:
v2 = v
U
2,av2,rv
L
2,a, v4 = v
U
4,av4,rv
L
4,a, v6 = v
L
6,av6,rv
U
6,a,
where the analytic factors are given by
vU2,a =
1 0 00 1 −r∗2,a(ωk)e−tΦ32
0 0 1
 , vL2,a =
1 0 00 1 0
0 r2,a(ωk)e
tΦ32 1
 ,
vU4,a =
1 −r∗2,a(k)e−tΦ21 00 1 0
0 0 1
 , vL4,a =
 1 0 0r2,a(k)etΦ21 1 0
0 0 1
 ,
vL6,a =
 1 0 00 1 0
−r∗2,a(ω2k)etΦ31 0 1
 , vU6,a =
1 0 r2,a(ω2k)e−tΦ310 1 0
0 0 1
 ,
and the small remainders vj,r, j = 2, 4, 6, are given by the expressions obtained by replacing
rj with rj,r in the definition (3.3) of vj , i.e.,
v2,r =
1 0 00 1− r2,r(ωk)r∗2,r(ωk) −r∗2,r(ωk)e−tΦ32
0 r2,r(ωk)e
tΦ32 1
 ,
v4,r =
1− |r2,r(k)|2 −r∗2,r(k)e−tΦ21 0r2,r(k)etΦ21 1 0
0 0 1
 ,
v6,r =
 1 0 r2,r(ω2k)e−tΦ310 1 0
−r∗2,r(ω2k)etΦ31 0 1− r2,r(ω2k)r∗2,r(ω2k)
 .
Define the sectionally analytic function m(1) by
m(1)(x, t, k) = m(x, t, k)G(x, t, k),
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where G is defined by
G(x, t, k) =

vU2,a, k ∈ D1,
(vL2,a)
−1, k ∈ D2,
vU4,a, k ∈ D3,
(vL4,a)
−1, k ∈ D4,
vL6,a, k ∈ D5,
(vU6,a)
−1, k ∈ D6.
(4.8)
Lemma 4.3. G(x, t, k) and G(x, t, k)−1 are uniformly bounded for k ∈ C \ Γ, t > 0, and
ζ ∈ I. Moreover, G = I +O(k−1) as k →∞.
Proof. We have Re Φ21(ζ, k) > 0 for k ∈ D3 (see Figure 5). Therefore, by virtue of (4.4a),
|vU4,a(x, t, k)− I| ≤
C
1 + |k|e
−ct|Re Φ21(ζ,k)|, k ∈ D3,
uniformly for ζ ∈ I. Since Re Φ21(ζ, k) < 0 for ζ ∈ D4 (see Figure 5 again), we deduce
similarly that
|r2,a(x, t, k)| ≤ C
1 + |k|e
t
4
|Re Φ21(ζ,k)|, k ∈ U¯3,
and hence
|(vL4,a)−1(x, t, k)− I| ≤
C
1 + |k|e
−ct|Re Φ21(ζ,k)|, k ∈ D4.
We appeal to the A-symmetry of (4.1) to extend these bounds to the other sectors. 
It follows from Lemma 4.3 that m satisfies RH problem 3.1 if and only if m(1) satisfies
RH problem 4.1 with j = 1, where Γ(1) = Γ and the jump matrix v(1) is given on Γ1∪Γ3∪Γ5
by
v
(1)
1 = v
U
6,av1v
U
2,a, v
(1)
3 = v
L
2,av3v
U
4,a, v
(1)
5 = v
L
4,av5v
L
6,a,
and the small jumps remaining on Γ2 ∪ Γ4 ∪ Γ6 are given by
v
(1)
j = vj,r, j = 2, 4, 6.
Here Γj denotes the subcontour of Γ labeled by j in Figure 1. More explicitly, the jump
matrices v
(1)
j , j = 1, 3, 5, can be expressed as
v
(1)
1 =
 1 −r1(k)e−tΦ21 β(k)e−tΦ31r∗1(k)etΦ21 1− r1(k)r∗1(k) α(k)e−tΦ32
0 0 1
 ,
v
(1)
3 =
1− r1(ω2k)r∗1(ω2k) α(ω2k)e−tΦ21 r∗1(ω2k)e−tΦ310 1 0
−r1(ω2k)etΦ31 β(ω2k)etΦ32 1
 ,
v
(1)
5 =
 1 0 0β(ωk)etΦ21 1 −r1(ωk)e−tΦ32
α(ωk)etΦ31 r∗1(ωk)etΦ32 1− r1(ωk)r∗1(ωk)
 ,
where the functions α(k) ≡ α(x, t, k) and β(k) ≡ β(x, t, k) are defined by
α(k) = −r∗2,a(ωk)(1− r1(k)r∗1(k)), k ∈ R+,
β(k) = r2,a(ω
2k) + r1(k)r
∗
2,a(ωk), k ∈ R+.
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Figure 9. The contour Γ(2) in the complex k-plane.
4.2. Second transformation. Let Γ(2) = ∪9j=1Γ(2)j denote the contour displayed in Figure
9, where Γ
(2)
1 = [k0,∞) etc. For each ζ ∈ I, we choose δ1(ζ, k) such that δ1 is analytic
except for the following jump across Γ
(2)
1 :
δ1+(ζ, k) = δ1−(ζ, k)(1− |r1(k)|2), k ∈ Γ(2)1 ,
and such that
δ1(ζ, k) = 1 +O(k
−1), k →∞. (4.9)
The definition (2.9) of ζ0 together with the relation k0 = ζ/2 implies that there exists an
 > 0 such that
|r(k0)| ≤ 1−  for all k ∈ [k0,∞) and all ζ ∈ I. (4.10)
Hence, by the Plemelj formulas, we find
δ1(ζ, k) = exp
{
1
2pii
∫
[k0,∞)
ln(1− |r1(s)|2)
s− k ds
}
, k ∈ C \ Γ(2)1 . (4.11)
Let ln0(k) denote the logarithm of k with branch cut along arg k = 0, i.e., ln0(k) =
ln |k|+ i arg0 k with arg0 k ∈ (0, 2pi).
Lemma 4.4. The function δ1(ζ, k) has the following properties:
(a) δ1 can be written as
δ1(ζ, k) = e
−iν ln0(k−k0)e−χ1(ζ,k), (4.12)
where ν ≡ ν(ζ) ≥ 0 is defined by
ν = − 1
2pi
ln(1− |r1(k0)|2), ζ ∈ I,
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and
χ1(ζ, k) =
1
2pii
∫ ∞
k0
ln0(k − s)d ln(1− |r1(s)|2). (4.13)
(b) For each ζ ∈ I, δ1(ζ, k) and δ1(ζ, k)−1 are analytic functions of k ∈ C \ Γ(2)1 with
continuous boundary values on Γ
(2)
1 \ {k0}. Moreover,
sup
ζ∈I
sup
k∈C\Γ(2)1
|δ1(ζ, k)±1| <∞. (4.14)
(c) δ1 obeys the symmetry
δ1(ζ, k) = δ1(ζ, k¯)
−1
, ζ ∈ I, k ∈ C \ Γ(2)1 . (4.15)
(d) As k → k0 along a path which is nontangential to (k0,∞), we have
|χ1(ζ, k)− χ1(ζ, k0)| ≤ C|k − k0|(1 + | ln |k − k0||), (4.16)
|∂x(χ1(ζ, k)− χ1(ζ, k0))| ≤ C
t
(1 + | ln |k − k0||), (4.17)
where C is independent of ζ ∈ I. Furthermore,
|∂xχ1(ζ, k0)| = 1
t
∣∣∣∂uχ1(u, v)∣∣(u,v)=(ζ,k0) + 12∂vχ1(u, v)∣∣(u,v)=(ζ,k0)∣∣∣ ≤ Ct (4.18)
and
∂x(δ1(ζ, k)
±1) =
±iν
2t(k − k0)δ1(ζ, k)
±1. (4.19)
Proof. The lemma follows from (4.11) and relatively straightforward estimates. 
The functions δ3 and δ5 defined by
δ3(ζ, k) = δ1(ζ, ω
2k), k ∈ C \ Γ(2)3 ,
δ5(ζ, k) = δ1(ζ, ωk), k ∈ C \ Γ(2)5 ,
satisfy the jump relations
δ3+(ζ, k) = δ3−(ζ, k)(1− |r1(ω2k)|2), k ∈ Γ(2)3 ,
δ5+(ζ, k) = δ5−(ζ, k)(1− |r1(ωk)|2), k ∈ Γ(2)5 .
The jump matrix v(1) cannot be appropriately factorized on the subcontour Γ
(2)
1 ∪Γ(2)3 ∪Γ(2)5
of Γ(2). Hence we introduce m(2) by
m(2)(x, t, k) = m(1)(x, t, k)∆(ζ, k),
where the 3× 3-matrix valued function ∆(ζ, k) is defined by
∆(ζ, k) =

δ1(ζ,k)
δ3(ζ,k)
0 0
0 δ5(ζ,k)δ1(ζ,k) 0
0 0 δ3(ζ,k)δ5(ζ,k)
 . (4.20)
From (4.14) and (4.9), we infer that ∆ and ∆−1 are uniformly bounded for ζ ∈ I and
k ∈ C \ (Γ(2)1 ∪ Γ(2)3 ∪ Γ(2)5 ) and that
∆(ζ, k) = I +O(k−1) as k →∞. (4.21)
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It follows that m satisfies RH problem 3.1 if and only if m(2) satisfies RH problem 4.1 with
j = 2, where the jump matrix v(2) is given by v(2) = ∆−1− v(1)∆+. A computation gives
v
(2)
1 =

δ1+
δ1− − δ3δ5δ1−δ1+ r1(k)e−tΦ21
δ23
δ1−δ5β(k)e
−tΦ31
δ1−δ1+
δ3δ5
r∗1(k)etΦ21
δ1−
δ1+
(1− r1(k)r∗1(k)) δ1−δ3δ25 α(k)e
−tΦ32
0 0 1

=

1− r1(k)r∗1(k) − δ3δ5δ21−
r1(k)
1−r1(k)r∗1(k)e
−tΦ21 δ23
δ1−δ5β(k)e
−tΦ31
δ21+
δ3δ5
r∗1(k)
1−r1(k)r∗1(k)e
tΦ21 1 −r∗2,a(ωk) δ1+δ3δ25 e
−tΦ32
0 0 1
 ,
v
(2)
2 =
1 0 00 1− r2,r(ωk)r∗2,r(ωk) − δ1δ3δ25 r∗2,r(ωk)e−tΦ32
0
δ25
δ1δ3
r2,r(ωk)e
tΦ32 1
 ,
v
(2)
7 =

1 − δ3δ5
δ21
r1(k)e
−tΦ21 δ23
δ1δ5
β(k)e−tΦ31
δ21
δ3δ5
r∗1(k)etΦ21 1− r1(k)r∗1(k) δ1δ3δ25 α(k)e
−tΦ32
0 0 1
 .
The remaining jumps v
(2)
j can be obtained from these matrices together with the Z3 sym-
metry (4.1) and are given by
v
(2)
3 =

1 − δ3+δ5
δ21
r∗2,a(k)e−tΦ21
δ23+
δ1δ5
r∗1(ω
2k)e−tΦ31
1−r1(ω2k)r∗1(ω2k)
0 1 0
− δ1δ5
δ23−
r1(ω2k)etΦ31
1−r1(ω2k)r∗1(ω2k)
δ25
δ1δ3−β(ω
2k)etΦ32 1− r1(ω2k)r∗1(ω2k)
 ,
v
(2)
4 =
1− r2,r(k)r
∗
2,r(k) − δ3δ5δ21 r
∗
2,r(k)e
−tΦ21 0
δ21
δ3δ5
r2,r(k)e
tΦ21 1 0
0 0 1
 ,
v
(2)
5 =

1 0 0
δ21
δ3δ5−β(ωk)e
tΦ21 1− r1(ωk)r∗1(ωk) − δ3δ1δ25−
r1(ωk)e−tΦ32
1−r1(ωk)r∗1(ωk)
− δ1δ5+
δ23
r∗2,a(ω2k)etΦ31
δ25+
δ1δ3
r∗1(ωk)e
tΦ32
1−r1(ωk)r∗1(ωk) 1
 ,
v
(2)
6 =
 1 0
δ23
δ1δ5
r2,r(ω
2k)e−tΦ31
0 1 0
− δ1δ5
δ23
r∗2,r(ω2k)etΦ31 0 1− r2,r(ω2k)r∗2,r(ω2k)
 ,
v
(2)
8 =

1− r1(ω2k)r∗1(ω2k) δ3δ5δ21 α(ω
2k)e−tΦ21 δ
2
3
δ1δ5
r∗1(ω2k)e−tΦ31
0 1 0
− δ1δ5
δ23
r1(ω
2k)etΦ31
δ25
δ1δ3
β(ω2k)etΦ32 1
 ,
v
(2)
9 =

1 0 0
δ21
δ3δ5
β(ωk)etΦ21 1 − δ1δ3
δ25
r1(ωk)e
−tΦ32
δ1δ5
δ23
α(ωk)etΦ31
δ25
δ1δ3
r∗1(ωk)etΦ32 1− r1(ωk)r∗1(ωk)
 .
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4.3. Third transformation. The (11)-entry of v
(2)
1 can be rewritten as follows:
(v
(2)
1 )11 = 1− r1(k)r∗1(k) = 1−
δ1+
δ1−
rˆ1(k)
δ1+
δ1−
rˆ∗1(k).
Therefore, using the general identity1 + f1f3 f1 f2f3 1 f4
0 0 1
 =
1 f1,a f2 − f1f40 1 0
0 0 1
1 + f1,rf3,r f1,r 0f3,r 1 0
0 0 1
 1 0 0f3,a 1 f4
0 0 1
 ,
where fj = fj,a + fj,r, as well as the relation
β(k)− r∗2,a(ωk)r1(k) = r2,a(ω2k), k ∈ R+,
we can factorize v
(2)
1 for k ∈ Γ(2)1 as follows:
v
(2)
1 =

1− δ
2
1+
δ21−
rˆ1(k)rˆ
∗
1(k) − δ3δ5δ21− rˆ1(k)e
−tΦ21 δ23
δ1−δ5β(k)e
−tΦ31
δ21+
δ3δ5
rˆ∗1(k)etΦ21 1 −r∗2(ωk) δ1+δ3δ25 e
−tΦ32
0 0 1
 = v(2)A1 v(2)1,rv(2)B1 ,
(4.22)
where
v
(2)A
1 =
1 − δ3δ5δ21− rˆ1,a(k)e−tΦ21 δ
2
3
δ1−δ5 r2,a(ω
2k)e−tΦ31
0 1 0
0 0 1
 ,
v
(2)
1,r =
1−
δ21+
δ21−
rˆ∗1,r(k)rˆ1,r(k) − δ3δ5δ21− rˆ1,r(k)e
−tΦ21 0
δ21+
δ3δ5
rˆ∗1,r(k)etΦ21 1 0
0 0 1
 ,
v
(2)B
1 =
 1 0 0δ21+δ3δ5 rˆ∗1,a(k)etΦ21 1 − δ1+δ3δ25 r∗2,a(ωk)e−tΦ32
0 0 1
 .
Similarly, using the general identity 1 f1 f2f3 1 + f1f3 f4
0 0 1
 =
 1 0 0f3,a 1 f4,a − f2,af3,a
0 0 1

×
 1 f1,r f2,rf3,r 1 + f1,rf3,r f4,r − f2,af3,r − f2,rf3,a
0 0 1
1 f1,a f2,a0 1 0
0 0 1
 ,
where fj = fj,a + fj,r, as well as the relation
α(k)− r∗1(k)β(k) = −r∗2,a(ωk)− r∗1(k)r2,a(ω2k), k ∈ R+,
we can factorize v
(2)
7 for k ∈ Γ(2)7 as follows:
v
(2)
7 =

1 − δ3δ5
δ21
r1(k)e
−tΦ21 δ23
δ1δ5
β(k)e−tΦ31
δ21
δ3δ5
r∗1(k)etΦ21 1− r1(k)r∗1(k) δ1δ3δ25 α(k)e
−tΦ32
0 0 1
 = v(2)A7 v(2)7,rv(2)B7 ,
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Figure 10. The open sets {Vj}41 in the complex k-plane.
where
v
(2)A
7 =
 1 0 0δ21δ3δ5 r∗1,a(k)etΦ21 1 − δ1δ3δ25 (r∗2,a(ωk) + r∗1,a(k)r2,a(ω2k))e−tΦ32
0 0 1
 ,
v
(2)
7,r =

1 − δ3δ5
δ21
r1,r(k)e
−tΦ21 δ23
δ1δ5
βr(k)e
−tΦ31
δ21
δ3δ5
r∗1,r(k)etΦ21 1− |r1,r(k)|2 δ1δ3δ25 r
∗
1,r(k)
(
r1,r(k)r
∗
2,a(ωk)− r2,a(ω2k)
)
e−tΦ32
0 0 1
 ,
v
(2)B
7 =
1 − δ3δ5δ21 r1,a(k)e−tΦ21 δ
2
3
δ1δ5
βa(k)e
−tΦ31
0 1 0
0 0 1
 ,
and
βr(k) := r1,r(k)r
∗
2,a(ωk), βa(k) := r2,a(ω
2k) + r1,a(k)r
∗
2,a(ωk).
Let Vj ≡ Vj(ζ) ⊂ C, j = 1, . . . , 4, denote the open subsets of the complex k-plane
displayed in Figure 10. Define the sectionally analytic function m(3) by
m(3)(x, t, k) = m(2)(x, t, k)H(x, t, k),
where H is defined for k ∈ D1 ∪D6 by
H(x, t, k) =

(v
(2)B
1 )
−1, k ∈ V1,
(v
(2)B
7 )
−1, k ∈ V2,
v
(2)A
7 , k ∈ V3,
v
(2)A
1 , k ∈ V4,
I, elsewhere in D1 ∪D6,
(4.23)
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Figure 11. The contour Γ(3) in the complex k-plane.
and extended to all of C \ Γ by means of the symmetry H(x, t, k) = AH(x, t, ωk)A−1. Let
Γ(3) be the contour displayed in Figure 11.
Lemma 4.5. H(x, t, k) is uniformly bounded for k ∈ C \Γ(3), t > 0, and ζ ∈ I. Moreover,
H = I +O(k−1) as k →∞.
Proof. We present the proof for k ∈ V1 ∪ V2; the proof for k ∈ V3 ∪ V4 is similar. Note that
Vj ⊂ Uj , j = 1, ..., 4 (see Figures 8 and 10). Note also the identities
Φ21(ζ, ωk) = Φ32(ζ, k), Φ21(ζ, ω
2k) = −Φ31(ζ, k), Φ21 + Φ32 = Φ31. (4.24)
If k ∈ V¯1, then ωk ∈ U¯2 and (see Figures 5 and 7)
Re Φ21(ζ, k) ≤ 0, Re Φ32(ζ, k) ≥ 0.
Therefore, using (4.24), (4.4a), (4.4f), and (4.14), we find
|((v(2)B1 )−1)21| =
∣∣∣∣ δ21δ3δ5 rˆ∗1,a(k)etΦ21
∣∣∣∣ ≤ C1 + |k|e−ct|Re Φ21|, k ∈ V1,
|((v(2)B1 )−1)23| =
∣∣∣∣δ1δ3δ25 r∗2,a(ωk)e−tΦ32
∣∣∣∣ ≤ C1 + |k|e−ct|Re Φ32|, k ∈ V1.
This proves the claim for k ∈ V1. All entries of (v(2)B7 )−1 are continuous functions on V¯2.
Since V¯2 is compact, the claim follows also for k ∈ V2. 
It follows from Lemma 4.5 that m satisfies RH problem 3.1 if and only if m(3) satisfies
RH problem 4.1 with j = 3, where Γ(3) is the contour displayed in Figure 11 and the jump
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matrix v(3) is given for −pi/3 < arg k ≤ pi/3 by
v
(3)
1 = v
(2)B
1 =
 1 0 0δ21δ3δ5 rˆ∗1,a(k)etΦ21 1 − δ1δ3δ25 r∗2,a(ωk)e−tΦ32
0 0 1
 ,
v
(3)
2 = (v
(2)B
7 )
−1 =
1 δ3δ5δ21 r1,a(k)e−tΦ21 − δ
2
3
δ1δ5
(
r2,a(ω
2k) + r1,a(k)r
∗
2,a(ωk)
)
e−tΦ31
0 1 0
0 0 1
 ,
v
(3)
3 = (v
(2)A
7 )
−1 =
 1 0 0− δ21δ3δ5 r∗1,a(k)etΦ21 1 δ1δ3δ25 (r∗2,a(ωk) + r∗1,a(k)r2,a(ω2k))e−tΦ32
0 0 1
 ,
v
(3)
4 = v
(2)A
1 =
1 − δ3δ5δ21 rˆ1,a(k)e−tΦ21 δ
2
3
δ1δ5
r2,a(ω
2k)e−tΦ31
0 1 0
0 0 1
 ,
v
(3)
5 = v
(2)
2 =
1 0 00 1− r2,r(ωk)r∗2,r(ωk) − δ1δ3δ25 r∗2,r(ωk)e−tΦ32
0
δ25
δ1δ3
r2,r(ωk)e
tΦ32 1
 ,
v
(3)
6 = v
(2)B
7 v
(2)
2 A−1v(2)A7 (x, t, ω2k)A =

1 δ3δ5
δ21
g(k)e−tΦ21 δ
2
3
δ1δ5
f(k)e−tΦ31
0 1− r2,r(ωk)r∗2,r(ωk) − δ1δ3δ25 r
∗
2,r(ωk)e
−tΦ32
0
δ25
δ1δ3
r2,r(ωk)e
tΦ32 1
 ,
v
(3)
7 = v
(2)
7,r =

1 − δ3δ5
δ21
r1,r(k)e
−tΦ21 δ23
δ1δ5
r1,r(k)r
∗
2,a(ωk)e
−tΦ31
δ21
δ3δ5
r∗1,r(k)etΦ21 1− r1,r(k)r∗1,r(k) δ1δ3δ25 r
∗
1,r(k)h(k)e
−tΦ32
0 0 1
 ,
v
(3)
8 = v
(2)
1,r =
1−
δ21+
δ21−
rˆ1,r(k)rˆ
∗
1,r(k) − δ3δ5δ21− rˆ1,r(k)e
−tΦ21 0
δ21+
δ3δ5
rˆ∗1,r(k)etΦ21 1 0
0 0 1
 ,
and extended to the remainder of Γ(3) by means of the first symmetry in (4.1). Here the
functions f(k) ≡ f(x, t, k), g(k) ≡ g(x, t, k), and h(k) ≡ h(x, t, k) are defined by
f(k) = r2,a(ω
2k) + r1,a(k)r
∗
2(ωk) + r
∗
1,a(ω
2k),
g(k) = r2,r(ωk)
(
r2,a(ω
2k) + r1,a(k)r
∗
2,a(ωk)
)− r1,a(k)(1− r2,r(ωk)r∗2,r(ωk))
− r∗2,a(k)− r∗1,a(ω2k)r2,a(ωk),
h(k) = r1,r(k)r
∗
2,a(ωk)− r2,a(ω2k).
The next lemma establishes bounds on f and g and their x-derivatives.
Lemma 4.6. For k ∈ Γ3, and l = 0, 1, we have
|∂lxf(k)| ≤ C|k|e
t
4
|Re Φ21(ζ,k)|, |∂lxg(k)| ≤ C|k|e
t
4
|Re Φ21(ζ,k)|. (4.25)
Proof. By (4.4b) and (4.4c), we have r∗2,r(0) = 0, r∗2,a(0) = r∗2(0), r1,r(0) = 0, and r1,a(0) =
r1(0). Since r1(0) = ω and r2(0) = 1 (see [5]), we deduce that
r∗2,a(0) = r
∗
2(0) = 1 and r1,a(0) = r1(0) = ω.
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In particular,
r1,a(0)r
∗
2(0) + r
∗
1,a(0) + r2,a(0) = ω + ω¯ + 1 = 0, (4.26)
To derive the estimate for f , we write
f(k) = r∗1,a(ω
2k) + r2,a(ω
2k) + r1,a(k)r
∗
2(ωk)
= r∗1,a(ω
2k)− r∗1,a(0) + r2,a(ω2k)− r2,a(0) + (r1,a(k)− r1,a(0))r∗2(ωk)
+ r1,a(0)(r
∗
2(ωk)− r∗2(0)) + r1,a(0)r∗2(0) + r∗1,a(0) + r2,a(0).
Using (4.26) and the fact that Γ
(6)
3 ⊂ (ω2R− ∩U2), the inequalities (4.4b) and (4.4c) imply
|f(k)| ≤ |r∗1,a(ω2k)− r∗1,a(0)|+ |r2,a(ω2k)− r2,a(0)|+ C|r1,a(k)− r1,a(0)|+ C|k|
≤ C|k|(e t4 |Re Φ21(ζ,ωk¯)| + e t4 |Re Φ21(ζ,ωk¯)| + e t4 |Re Φ21(ζ,k)|)
≤ C|k|e t4 |Re Φ21(ζ,k)|, k ∈ Γ(6)3 .
The estimate for ∂xf is derived in a similar way. Writing
g(k) = r2,r(ωk)
(
r2,a(ω
2k) + r1,a(k)r
∗
2,a(ωk)
)
+ r1,a(k)r2,r(ωk)r
∗
2,r(ωk)− f∗(ω2k),
and using that r2,r and ∂xr2,r vanish at k = 0, the estimates for g and ∂xg follow from the
estimates for f and ∂xf . 
Lemma 4.7. The jump matrix v(3) (resp. ∂xv
(3)) converges to the identity matrix I (resp.
to the zero matrix 0) as t → ∞ uniformly for ζ ∈ I and k ∈ Γ(3) except near the three
critical points {k0, ωk0, ω2k0}. Moreover, the jump matrices v(3)j , j = 5, 6, 7, 8, satisfy
‖(1 + | · |)∂lx(v(3) − I)‖(L1∩L∞)(Γ(3)5 ) ≤ Ct
−3/2, (4.27a)
‖(1 + | · |)∂lx(v(3) − I)‖L1(Γ(3)6 ) ≤ Ct
−3/2, (4.27b)
‖(1 + | · |)∂lx(v(3) − I)‖L∞(Γ(3)6 ) ≤ Ct
−1, (4.27c)
‖(1 + | · |)∂lx(v(3) − I)‖(L1∩L∞)(Γ(3)7 ∪Γ(3)8 ) ≤ Ct
−3/2, (4.27d)
uniformly for ζ ∈ I and l = 0, 1.
Proof. Consider first the jump matrix v
(3)
1 . Since Re Φ32 ≥ c > 0 and Re Φ21 ≤ 0 for
k ∈ Γ(3)1 , v(3)1 (resp. ∂xv(3)1 ) converges to I (resp. to the zero matrix) as t → ∞ by (4.24),
(4.4), and (4.14). Note however that the convergence to 0 of the (21) entry is not uniform
for k near k0, because Re Φ21(ζ, k0) = 0. Analogous statements for v
(3)
2 , v
(3)
3 , and v
(3)
4 can
be proved in a similar way.
Since Re Φ32 = 0 for k ∈ Γ(3)5 , (4.27a) follows from (4.5), and (4.14).
We next show (4.27b) and (4.27c). We parametrize Γ
(3)
6 by ue
pii
3 , 0 ≤ u ≤ 2k0
1+
√
3
, and
note that
Re Φ31(ζ, ue
pii
3 ) = Re Φ21(ζ, ue
pii
3 ) =
3
2
u(2k0 − u), u ∈ R.
It follows that {
Re Φ31(ζ, k) ≥ 43k0|k|,
Re Φ21(ζ, k) ≥ 43k0|k|,
k ∈ Γ(3)6 .
Using (4.25), (4.14), (4.19), and the fact that ∂x(tΦ31) = (1− ω)k, we thus find
|(v(3)6 − I)13| ≤ C|f(k)|e−tRe Φ31 ≤ C|k|e−tk0|k|, k ∈ Γ(3)6 ,
|∂x(v(3)6 )13| ≤ C|k|e−tk0|k|, k ∈ Γ(3)6 .
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Hence, for l = 0, 1, we have
‖(1 + | · |)∂lx(v(3)6 − I)13‖L1(Γ(3)6 ) ≤
C
(k0t)2
, ‖(1 + | · |)∂lx(v(3)6 − I)13‖L∞(Γ(3)6 ) ≤
C
k0t
,
and similar estimates apply to the (12)-entry. On the other hand, Re Φ32 = 0 for k ∈ Γ(3)6 ,
and hence we can estimate the (23)-entry using (4.14) as follows:
|(v(3)6 − I)23| = | δ1δ3δ25 r
∗
2,r(ωk)| ≤ C|r∗2,r(ωk)|, k ∈ Γ(3)6 .
By (4.5), this implies that the L1 and L∞ norms of (1+ | · |)(v(3)−I)23 on Γ(3)6 are O(t−3/2)
as t→∞. Using also (4.19) and (4.5), we conclude similarly that the L1 and L∞ norms of
(1 + | · |)∂xv(3)23 on Γ(3)6 are O(t−3/2) as t→∞. A similar estimate applies to the (32)-entry
and its x-derivative. The (22)-entry is even smaller. This proves (4.27b) and (4.27c).
We finally show (4.27d). Note that Re Φ32 > 0 and Re Φ31 > 0 for k ∈ R+. We
conclude from (4.4a) that |(v(3)7 −I)23| and |(v(3)7 −I)13| decay to zero as t→∞ faster than
|(v(3)7 − I)12| and |(v(3)7 − I)21|. Moreover, since Re Φ21 = 0 for k ∈ R+, (4.6) and (4.14)
imply
|(v(3)7 − I)21| = | δ
2
1
δ3δ5
r∗1,r| ≤ Ct−3/2, |(v(3)7 − I)12| = | δ3δ5δ21 r1,r| ≤ Ct
−3/2,
while |(v(3)7 − I)22| is even smaller. Thus,
‖v(3) − I‖
(L1∩L∞)(Γ(3)7 )
≤ Ct−3/2.
To estimate ∂x(v
(3)
7 )21, we use (4.6) and (4.19). This gives
|∂x(v(3)7 )21| ≤
∣∣∣∂x( δ3δ5δ21 )r1,r∣∣∣+ ∣∣∣ δ3δ5δ21 ∂xr1,r∣∣∣ ≤ Ct−3/2.
The entries ∂x(v
(3)
7 )12 and ∂x(v
(3)
7 )22 are estimated in a similar way.
The matrix v
(3)
8 can be estimated in the same way as v
(3)
7 , except that now we need to
use (4.7) and to note that Re Φ21 = 0 for k ∈ (k0,∞). This proves (4.27d). 
5. Local parametrix at k0
In Section 4.3, we arrived at a RH problem for m(3) with the property that the ma-
trix v(3) − I decays to zero as t → ∞ everywhere except near the three critical points
{k0, ωk0, ω2k0}. This means that we only have to consider neighborhoods of these three
points when computing the long-time asymptotics of m(3). In this section, we find a local
solution mk0 which approximates m(3) near k0. The basic idea is that in the large t limit,
the RH problem for m(3) near k0 reduces to an RH problem on a cross which can be solved
exactly in terms of parabolic cylinder functions [12, 17].
Let  ≡ (ζ) = k0/2. Let D(k0) denote an open disk of radius  centered at k0. Let
D = D(k0) ∪ ωD(k0) ∪ ω2D(k0). Let X = k0 + X, where X is the contour defined in
(A.1). We will also use the notations X  = X ∩ D(k0) and X j = (k0 + Xj) ∩ D(k0),
j = 1, ..., 4, where Xj is defined in (A.1).
In order to relate m(3) to the solution mX of Lemma A.2, we make a local change of
variables for k near k0 and introduce the new variable z ≡ z(ζ, k) by
z = 31/4
√
2t(k − k0). (5.1)
For each ζ ∈ I, the map k 7→ z is a biholomorphism from D(k0) onto the open disk of
radius 31/4
√
2t centered at the origin. Using that
Φ21(ζ, k) = Φ21(ζ, k0) + i
√
3(k − k0)2,
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where Φ21(ζ, k0) = −i
√
3k20, we see that
t(Φ21(ζ, k)− Φ21(ζ, k0)) = i
2
z2.
Equations (4.12) and (5.1) imply that, for ζ ∈ I and k ∈ D(k0) \ [k0,∞),
δ3δ5
δ21
= e2iν ln0(z)(2
√
3t)−iνe2χ1(ζ,k)δ3δ5 = e2iν ln0(z)d0(ζ, t)d1(ζ, k),
where the functions d0(ζ, t) and d1(ζ, k) are defined for ζ ∈ I and k ∈ D(k0) \ [k0,∞) by
d0(ζ, t) = (2
√
3t)−iνe2χ1(ζ,k0)δ3(ζ, k0)δ5(ζ, k0), (5.2)
d1(ζ, k) = e
2χ1(ζ,k)−2χ1(ζ,k0) δ3(ζ, k)δ5(ζ, k)
δ3(ζ, k0)δ5(ζ, k0)
. (5.3)
Defining m˜ for k near k0 by
m˜(x, t, k) = m(3)(x, t, k)Y (ζ, t), k ∈ D(k0),
where
Y (ζ, t) =
d1/20 (ζ, t)e−
t
2
Φ21(ζ,k0) 0 0
0 d
−1/2
0 (ζ, t)e
t
2
Φ21(ζ,k0) 0
0 0 1
 ,
we find that the jump v˜(x, t, k) of m˜ across X  is given by
v˜1 =
 1 0 0e−2iν ln0(z)d−11 rˆ∗1,a(k)e iz22 1 − δ1δ3δ25 d1/20 r∗2,a(ωk)e−tΦ32e− t2 Φ21(ζ,k0)
0 0 1
 ,
v˜2 =
1 e2iν ln0(z)d1r1,a(k)e− iz
2
2 − δ23δ1δ5d
−1/2
0 Ω1(k)e
−tΦ31e
t
2
Φ21(ζ,k0)
0 1 0
0 0 1
 ,
v˜3 =
 1 0 0−e−2iν ln0(z)d−11 r∗1,a(k)e iz22 1 δ1δ3δ25 d1/20 Ω2(k)e−tΦ32e− t2 Φ21(ζ,k0)
0 0 1
 ,
v˜4 =
1 −e2iν ln0(z)d1rˆ1,a(k)e− iz
2
2
δ23
δ1δ5
d
−1/2
0 r2,a(ω
2k)e−tΦ31e
t
2
Φ21(ζ,k0)
0 1 0
0 0 1
 ,
where v˜j denotes the restriction of v˜ to X j , j = 1, 2, 3, 4, and Ω1(k) ≡ Ω1(x, t, k) and
Ω2(k) ≡ Ω2(x, t, k) are given by
Ω1(k) = r2,a(ω
2k) + r1,a(k)r
∗
2,a(ωk), Ω2(k) = r
∗
2,a(ωk) + r
∗
1,a(k)r2,a(ω
2k).
Define q ≡ q(ζ) by
q = r1(k0).
For a fixed z, r1,a(k)→ q, rˆ∗1,a(k)→ q¯1−|q|2 , and d1(ζ, k)→ 1 as t→∞. This suggests that
v˜(x, t, k) tends to the jump matrix vX(x, t, z) defined in (A.2) for large t. In other words,
that the jumps of m(3) for k near k0 approach those of the function m
XY −1 as t→∞. This
suggests that we approximate m(3) in the neighborhood D(k0) of k0 by the 3 × 3-matrix
valued function mk0 defined by
mk0(x, t, k) = Y (ζ, t)mX(q(ζ), z(ζ, k))Y (ζ, t)−1, k ∈ D(k0). (5.4)
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The prefactor Y (ζ, t) on the right-hand side of (5.4) is included so that mk0 → I on ∂D(k0)
as t→∞; this ensures that mk0 is a good approximation of m(3) in D(k0) for large t.
Lemma 5.1. The function Y (ζ, t) is uniformly bounded:
sup
ζ∈I
sup
t≥2
|∂lxY (ζ, t)±1| < C, l = 0, 1. (5.5)
Moreover, the functions d0(ζ, t) and d1(ζ, k) satisfy
|d0(ζ, t)| = e2piν , ζ ∈ I, t ≥ 2, (5.6a)
|∂xd0(ζ, t)| ≤ C ln t
t
, ζ ∈ I, t ≥ 2, (5.6b)
and
|d1(ζ, k)− 1| ≤ C|k − k0|(1 + | ln |k − k0||), ζ ∈ I, k ∈ X , (5.7a)
|∂xd1(ζ, k)| ≤ C
t
| ln |k − k0||, ζ ∈ I, k ∈ X . (5.7b)
Proof. The symmetry (4.15) implies
|δ3(ζ, k0)δ5(ζ, k0)| = |δ1(ζ, ω2k0)δ1(ζ, ωk0)| = 1,
and hence (5.6a) follows because
Reχ1(ζ, k0) =
1
2pi
∫ ∞
k0
pid ln
(
1− |r1(s)|2
)
= −1
2
ln
(
1− |r1(k0)|2
)
= piν.
Using (5.6a), we obtain
|∂xd0(ζ, t)| = |d0(ζ, t)∂x ln d0(ζ, t)| = e2piν |∂x ln d0(ζ, t)|
≤ C(| ln t ∂xν|+ |∂xχ1(ζ, k0)|+ |∂x ln(δ3(ζ, k0)δ5(ζ, k0))|)
and thus (5.6b) follows from (4.18) and the fact that ∂x =
1
t ∂ζ . Observing that δ3 and δ5
are analytic for k ∈ X , (5.7a) follows from (4.16). Finally, we have
∂xd1(ζ, k) = d1(ζ, k)∂x log d1(ζ, k).
Since ∂ζ log
δ3(ζ,k)δ5(ζ,k)
δ3(ζ,k0)δ5(ζ,k0)
is analytic and |d1(ζ, k)| ≤ C for k ∈ X , it follows that
|∂xd1(ζ, k)| ≤ C
(
|∂x(χ1(ζ, k)− χ1(ζ, k0))|+ 1
t
∣∣∣∣∂ζ log δ3(ζ, k)δ5(ζ, k)δ3(ζ, k0)δ5(ζ, k0)
∣∣∣∣),
and so (5.7b) follows from (4.17). 
Lemma 5.2. For each (x, t), the function mk0(x, t, k) defined in (5.4) is an analytic and
bounded function of k ∈ D(k0) \ X . Across X , mk0 obeys the jump condition mk0+ =
mk0− vk0, where the jump matrix vk0 satisfies{
‖∂lx(v(3) − vk0)‖L1(X ) ≤ Ct−1 ln t,
‖∂lx(v(3) − vk0)‖L∞(X ) ≤ Ct−1/2 ln t,
ζ ∈ I, t ≥ 2, l = 0, 1. (5.8)
Furthermore, as t→∞,
‖∂lx(mk0(x, t, ·)−1 − I)‖L∞(∂D(k0)) = O(t−1/2), l = 0, 1, (5.9)
1
2pii
∫
∂D(k0)
(mk0(x, t, k)−1 − I)dk = −Y (ζ, t)m
X
1 (q(ζ))Y (ζ, t)
−1
31/4
√
2
√
t
+O(t−1), (5.10)
uniformly for ζ ∈ I, and (5.10) can be differentiated with respect to x without increasing
the error term.
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Proof. We have
v(3) − vk0 = Y (ζ, t)(v˜ − vX)Y (ζ, t)−1.
Thus, recalling (5.5), the bounds (5.8) follow if we can show that
‖∂lx[v˜(x, t, ·)− vX(x, t, z(ζ, ·))]‖L1(X j ) ≤ Ct
−1 ln t, (5.11a)
‖∂lx[v˜(x, t, ·)− vX(x, t, z(ζ, ·))]‖L∞(X j ) ≤ Ct−1/2 ln t, (5.11b)
for j = 1, . . . , 4 and l = 0, 1. We give the proof of (5.11) for j = 1; similar arguments apply
when j = 2, 3, 4.
For k ∈ X 1 , only the (21) and (23) elements of the matrix v˜ − vX are nonzero. Using
(4.4a), (4.14), (5.6a), and the facts that Φ21(ζ, ωk) = Φ32(ζ, k) and v
X
23(q(ζ), z(ζ, k)) = 0
for k ∈ X 1 , |(v˜ − vX)23| can be estimated as follows:
|(v˜ − vX)23| = | δ1δ3δ25 d
1/2
0 r
∗
2,a(ωk)e
−tΦ32e−
t
2
Φ21(ζ,k0)| ≤ |r∗2,a(ωk)|e−tRe Φ32
≤ Ce t4 |Re Φ21(ζ,ωk)|e−tRe Φ32 = Ce− 3t4 |Re Φ32(ζ,k)|, k ∈ X 1 .
For k = k0 + ue
pii
4 and u ≥ 0, we have
Re Φ32(ζ, k0 + ue
pii
4 ) =
1
2
(
9k20 + 6
√
2k0u+
√
3u2
)
≥ c(k0 + u)2. (5.12)
Hence
‖(v˜ − vX)23‖L1(X 1 ) ≤ C
∫ k0
2
0
e−ct(k0+u)
2
du = C
∫ 3k0
2
k0
e−ctv
2
dv ≤ Ce−ctk20
and
‖(v˜ − vX)23‖L∞(X 1 ) ≤ C sup
u≥0
e−ct(k0+u)
2 ≤ Ce−ctk20 .
To estimate ∂x(v˜ − vX)23, we first note that
∂x(v˜ − vX)23 = a1 + a2 + a3 + a4 + a5,
where
a1 = −∂x
(
δ1δ3
δ25
)
d
1/2
0 r
∗
2,a(ωk)e
−tΦ32e−
t
2
Φ21(ζ,k0),
a2 = − δ1δ3δ25 ∂x
(
d
1/2
0
)
r∗2,a(ωk)e
−tΦ32e−
t
2
Φ21(ζ,k0),
a3 = − δ1δ3δ25 d
1/2
0 ∂x
(
r∗2,a(ωk)
)
e−tΦ32e−
t
2
Φ21(ζ,k0),
a4 = − δ1δ3δ25 d
1/2
0 r
∗
2,a(ωk)∂x
(
e−tΦ32
)
e−
t
2
Φ21(ζ,k0),
a5 = − δ1δ3δ25 d
1/2
0 r
∗
2,a(ωk)e
−tΦ32∂x
(
e−
t
2
Φ21(ζ,k0)
)
.
We claim that ‖aj‖(L1∩L∞)(X 1 ) ≤ Ce−ctk
2
0 for j = 1, ..., 5. These bounds follow from
arguments which are similar to those given for (v˜−vX)23, but more estimates are required.
For a1, we note that ∂x
(
δ1δ3
δ25
)
has a pole at k = k0 (see (4.19)) which is cancelled by the
zero of r∗2,a(ωk) (see (4.4a)). For a2 and a3, we use (5.6b) and (4.4b), respectively. For a4,
we note that ∂x(tΦ32) = ∂ζ(Φ32) = (1− ω)k, and for a5, we observe that ∂x(tΦ21(ζ, k0)) =
1
2∂k0Φ21(ζ, k0) = ω(ω − 1)k0. Therefore, we arrive at
‖∂x(v˜ − vX)23‖(L1∩L∞)(X 1 ) ≤ Ce−ctk
2
0 .
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We next consider the (21)-entry of v˜ − vX . Since q = r1(k0), from (4.4e) it follows
rˆ∗1,a(k0) = rˆ∗1(k0) =
q¯
1−|q|2 . Furthermore,
e
t
4
|Re Φ21(ζ,k)| = e
t
4
|Re (Φ21(ζ,k)−Φ21(ζ,k0))| = e
1
4
|Re ( iz2
2
)| ≤ e |z|
2
8 .
Thus |(v˜ − vX)21| can be estimated as follows:
|(v˜ − vX)21| =
∣∣∣∣e−2iν ln0(z)d−11 rˆ∗1,a(k)e iz22 − rˆ∗1,a(k0)e−2iν ln0(z)e iz22 ∣∣∣∣
=
∣∣∣e−2iν ln0(z)∣∣∣∣∣∣(d−11 − 1)rˆ∗1,a(k) + (rˆ∗1,a(k)− rˆ∗1,a(k0))∣∣∣∣∣e iz22 ∣∣
≤ C
(
|d−11 − 1||rˆ∗1,a(k)|+ |rˆ∗1,a(k)− rˆ∗1(k0)|
)
e−
|z|2
2 .
≤ C
(
|d−11 − 1|+ |k − k0|
)
e
t
4
|Re Φ21(ζ,k)|e−
|z|2
2 .
≤ C
(
|d−11 − 1|+ |k − k0|
)
e−ct|k−k0|
2
, k ∈ X 1 ,
where we have used (4.4e) and (4.4f). Utilizing (5.7a), this gives
|(v˜ − vX)21| ≤ C|k − k0|(1 + | ln |k − k0||)e−ct|k−k0|2 , k ∈ X 1 .
Hence
‖(v˜ − vX)21‖L1(X 1 ) ≤ C
∫ ∞
0
u(1 + | lnu|)e−ctu2du ≤ Ct−1 ln t
and
‖(v˜ − vX)21‖L∞(X 1 ) ≤ C sup
u≥0
u(1 + | lnu|)e−ctu2 ≤ Ct−1/2 ln t.
To analyze ∂x(v˜ − vX)21, we split it into three parts as follows:
∂x(v˜ − vX)21 = b1 + b2 + b3,
where
b1 = ∂x(e
−2iν ln0(z))
(
(d−11 − 1)rˆ∗1,a(k) +
(
rˆ∗1,a(k)− rˆ∗1,a(k0)
))
e
iz2
2 ,
b2 = e
−2iν ln0(z)∂x
(
(d−11 − 1)rˆ∗1,a(k) +
(
rˆ∗1,a(k)− rˆ∗1,a(k0)
))
e
iz2
2 ,
b3 = e
−2iν ln0(z)
(
(d−11 − 1)rˆ∗1,a(k) +
(
rˆ∗1,a(k)− rˆ∗1,a(k0)
))
∂xe
iz2
2 .
For b1, we use that |∂x(e−2iν ln0(z))| ≤ Ct(k−k0) for k ∈ X 1 , and thus, by (4.4),
‖b1‖L1(X 1 ) ≤ C t−1
∫ ∞
0
(1 + lnu)e−ctu
2
du ≤ Ct−3/2 ln t,
‖b1‖L∞(X 1 ) ≤ C t−1 sup
u≥0
(1 + lnu)e−ctu
2 ≤ Ct−1 ln t.
The norms of b2 and b3 are estimated in a similar way. This completes the proof of (5.8).
The variable z goes to infinity as t→∞ if k ∈ ∂D(k0), because
|z| = 31/4
√
2t|k − k0|.
Thus equation (A.3) yields
mX(q(ζ), z(ζ, k)) = I +
mX1 (q(ζ))
31/4
√
2t(k − k0)
+O(t−1), t→∞,
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uniformly with respect to k ∈ ∂D(k0) and ζ ∈ I, and this asymptotic formula can be
differentiated with respect to x without increasing the error term. Recalling the definition
(5.4) of mk0 , this gives
(mk0)−1 − I = −Y (ζ, t)m
X
1 (q(ζ))Y (ζ, t)
−1
31/4
√
2t(k − k0)
+O(t−1), t→∞, (5.13)
uniformly for k ∈ ∂D(k0) and ζ ∈ I. In view of (5.5), the asymptotics (5.13) can be
differentiated with respect to x. This proves (5.9). Equation (5.10) follows from (5.13) and
Cauchy’s formula. 
6. A small-norm RH problem
We use the symmetry
mk0(x, t, k) = Amk0(x, t, ωk)A−1
to extend the domain of definition of mk0 from D(k0) to D, where we recall that D =
D(k0) ∪ ωD(k0) ∪ ω2D(k0). We will show that the solution mˆ(x, t, k) defined by
mˆ =
{
m(3)(mk0)−1, k ∈ D,
m(3), elsewhere,
is small for large t. Let Γˆ = Γ(3) ∪ ∂D be the contour displayed in Figure 12 and define the
jump matrix vˆ by
vˆ =

v(3), k ∈ Γˆ \ D¯,
(mk0)−1, k ∈ ∂D,
mk0− v(3)(m
k0
+ )
−1, k ∈ Γˆ ∩ D.
The function mˆ satisfies the following RH problem.
RH problem 6.1 (RH problem for mˆ). Find a 3 × 3-matrix valued function mˆ(x, t, ·) ∈
I + E˙3(C \ Γˆ) such that mˆ+(x, t, k) = mˆ−(x, t, k)vˆ(x, t, k) for a.e. k ∈ Γˆ.
Let Xˆ  denote the union of the cross X  and its images under the maps k 7→ ωk and
k 7→ ω2k, i.e., Xˆ  = X  ∪ ωX  ∪ ω2X . Define the contour Γ′ by
Γ′ = Γˆ \ (Γ ∪ Xˆ  ∪ ∂D).
Lemma 6.2. Let wˆ = vˆ− I. The following estimates hold uniformly for t ≥ 2 and ζ ∈ I:
‖(1 + | · |)∂lxwˆ‖(L1∩L∞)(Γ) ≤
C
k0t
, (6.1a)
‖(1 + | · |)∂lxwˆ‖(L1∩L∞)(Γ′) ≤ Ce−ct, (6.1b)
‖∂lxwˆ‖(L1∩L∞)(∂D) ≤ Ct−1/2, (6.1c)
‖∂lxwˆ‖L1(Xˆ ) ≤ Ct−1 ln t, (6.1d)
‖∂lxwˆ‖L∞(Xˆ ) ≤ Ct−1/2 ln t, (6.1e)
with l = 0, 1.
Proof. Using that ∂lζm
k0± and its inverse are uniformly bounded for k ∈ Γˆ ∩D and l = 0, 1,
the estimate (6.1a) follows from Lemma 4.7.
The contour Γ′ consists of the set (∪4j=1Γ(3)j ) \ D¯ and the images of this set under the
rotations k 7→ ωk and k 7→ ω2k. We estimate the L1 and L∞ norms of (1 + | · |)∂lxwˆ on
Γ
(3)
j \ D¯ for j = 1; similar arguments apply when j = 2, 3, 4, and (6.1b) then follows by
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Γˆ
1
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5
6
7 8k0
ωk0
ω2k0
Figure 12. The contour Γˆ = Γ(3) ∪ ∂D in the complex k-plane.
symmetry. We parametrize Γ
(3)
1 \ D¯ by k = k0 + ue
pii
4 , u > k0/2. Only the (21) and (23)
elements of wˆ = v
(3)
1 − I are nonzero. Using (4.4a), (4.14), and (5.12), the (23)-entry can
be estimated as
|wˆ23(x, t, k0 + uepii4 )| ≤ C|r∗2,a(ωk)|e−tΦ32 ≤ Ce−
3t
4
Φ32 ≤ Ce−ct(k0+u)2 .
The analysis of |∂xwˆ23| is similar. Using (4.4e), (4.14), and the identity
Re Φ21(ζ, k0 + ue
pii
4 ) = −
√
3u2, u ≥ 0, (6.2)
the (21)-entry can be estimated as
|wˆ21(x, t, k0 + uepii4 )| ≤ C|rˆ∗1,a|etΦ21 ≤ CectΦ21 ≤ Ce−ctu
2
, u ≥ 0.
Using in addition (4.4f) and (4.19), we conclude that |∂xwˆ21(x, t, k0 + uepii4 )| ≤ Ce−ctu2 .
Hence
|∂lxwˆ(x, t, k0 + ue
pii
4 )| ≤ Ce−ctu2 , u > k0/2, l = 0, 1.
It follows that the L1 and L∞ norms of (1 + | · |)∂lxwˆ, l = 0, 1, are O(e−ct) as t → ∞ on
Γ
(3)
1 \ D¯. This proves (6.1b).
The estimates in (6.1c) are immediate from (5.9).
For k ∈ X , we have wˆ = mk0− (v(3) − vk0)(mk0+ )−1, so (6.1d) and (6.1e) follow from (5.8)
combined with the fact that ∂lζm
k0± and its inverse are uniformly bounded for k ∈ Γˆ ∩ D
and l = 0, 1. 
For a function h defined on Γˆ, the Cauchy transform Cˆh is defined by
(Cˆh)(z) = 1
2pii
∫
Γˆ
h(z′)dz′
z′ − z , z ∈ C \ Γˆ.
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If h ∈ L˙3(Γˆ), then Cˆh ∈ E˙3(C \ Γˆ), and the left and right nontangential boundary values
of Cˆh, which we denote by Cˆ+h and Cˆ−h respectively, exist a.e. on Γˆ and belong to L˙3(Γˆ);
furthermore, Cˆ± ∈ B(L˙3(Γˆ)) and Cˆ+−Cˆ− = I, where B(L˙3(Γˆ)) denotes the space of bounded
linear operators on L˙3(Γˆ), see [22, Theorems 4.1 and 4.2].
The estimates in Lemma 6.2 show that{
‖(1 + | · |)∂lxwˆ‖L1(Γˆ) ≤ Ct−1/2,
‖(1 + | · |)∂lxwˆ‖L∞(Γˆ) ≤ Ct−1/2 ln t,
t ≥ 2, ζ ∈ I, l = 0, 1, (6.3)
and hence, employing the general identity ‖f‖Lp ≤ ‖f‖1/pL1 ‖f‖
(p−1)/p
L∞ ,
‖(1 + | · |)∂lxwˆ‖Lp(Γˆ) ≤ Ct−
1
2 (ln t)
p−1
p , t ≥ 2, ζ ∈ I, l = 0, 1, (6.4)
for each 1 ≤ p ≤ ∞. The estimates (6.4) imply that wˆ ∈ L˙3(Γˆ) ∩ L∞(Γˆ). We define
Cˆwˆ = Cˆwˆ(x,t,·) : L˙3(Γˆ) + L∞(Γˆ)→ L˙3(Γˆ) by Cˆwˆh := Cˆ−(hwˆ).
Lemma 6.3. There exists a T > 0 such that I−Cˆwˆ(x,t,·) ∈ B(L˙3(Γˆ)) is invertible whenever
t ≥ T and ζ ∈ I.
Proof. LetK := ‖Cˆ−‖B(L˙3(Γˆ)). For each h ∈ L˙3(Γˆ), we have ‖Cˆwˆh‖L˙3(Γˆ) ≤ K‖wˆ‖L∞(Γˆ)‖h‖L˙3(Γˆ),
and thus ‖Cˆwˆ‖B(L˙3(Γˆ)) ≤ K‖wˆ‖L∞(Γˆ). By (6.3), there exists a T > 0 such that ‖wˆ‖L∞(Γˆ) <
K−1 for t ≥ T . 
In view of Lemma 6.3, we may define µˆ(x, t, k) for k ∈ Γˆ, t ≥ T , and ζ = xt ∈ I by
µˆ = I + (I − Cˆwˆ)−1CˆwˆI ∈ I + L˙3(Γˆ). (6.5)
Lemma 6.4. For t ≥ T and ζ ∈ I, there exists a unique solution mˆ ∈ I + E˙3(C \ Γˆ) of
RH problem 3.1. This solution is given by
mˆ(x, t, k) = I + Cˆ(µˆwˆ) = I + 1
2pii
∫
Γˆ
µˆ(x, t, s)wˆ(x, t, s)
ds
s− k . (6.6)
Proof. Since wˆ ∈ L˙3(Γˆ) ∩ L∞(Γˆ), this follows from [22, Proposition 5.8]. 
Lemma 6.5. Let 1 ≤ p <∞. For all sufficiently large t, we have
‖∂lx(µˆ− I)‖Lp(Γˆ) ≤ Ct−
1
2 (ln t)
p−1
p , l = 0, 1, ζ ∈ I.
Proof. Let Kp := ‖Cˆ−‖B(Lp(Γˆ)) < ∞ and assume t is so large that ‖wˆ‖L∞(Γˆ) < K−1p .
Standard estimates using the Neumann series show that
‖µˆ− I‖Lp(Γˆ) ≤
∞∑
j=1
‖Cˆwˆ‖j−1B(Lp(Γˆ))‖CˆwˆI‖Lp(Γˆ) ≤
∞∑
j=1
Kjp‖wˆ‖j−1L∞(Γˆ)‖wˆ‖Lp(Γˆ) =
Kp‖wˆ‖Lp(Γˆ)
1−Kp‖wˆ‖L∞(Γˆ)
.
The claim for l = 0 now follows from (6.3) and (6.4). Using that
∂x(µˆ− I) = ∂x
∞∑
j=1
(Cˆwˆ)jI =
∞∑
j=1
[
(∂xCˆwˆ)Cˆwˆ · · · Cˆwˆ + . . .+ Cˆwˆ · · · Cˆwˆ(∂xCˆwˆ)
]
I,
we find
‖∂x(µˆ− I)‖Lp(Γˆ) ≤
∞∑
j=2
(j − 1)‖Cˆwˆ‖j−2B(Lp(Γˆ))‖∂xCˆwˆ‖B(Lp(Γˆ))‖CˆwˆI‖Lp(Γˆ)
+
∞∑
j=1
‖Cˆwˆ‖j−1B(Lp(Γˆ))‖∂xCˆwˆI‖Lp(Γˆ)
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≤ C
∞∑
j=2
jKj−2p ‖wˆ‖j−2L∞(Γˆ)‖∂xwˆ‖L∞(Γˆ)‖wˆ‖Lp(Γˆ) +
∞∑
j=1
Kjp‖wˆ‖j−1L∞(Γˆ)‖∂xwˆ‖Lp(Γˆ)
≤ C
‖∂xwˆ‖L∞(Γˆ)‖wˆ‖Lp(Γˆ) + ‖∂xwˆ‖Lp(Γˆ)
1−Kp‖wˆ‖L∞(Γˆ)
and the claim for l = 1 follows from another application of (6.3) and (6.4). 
6.1. Asymptotics of mˆ. The following nontangential limit exists as k →∞:
L(x, t) :=
∠
lim
k→∞
k(mˆ(x, t, k)− I) = − 1
2pii
∫
Γˆ
µˆ(x, t, k)wˆ(x, t, k)dk.
Lemma 6.6. As t→∞,
L(x, t) = − 1
2pii
∫
∂D
wˆ(x, t, k)dk +O(t−1 ln t) (6.7)
and (6.7) can be differentiated termwise with respect to x without increasing the error term.
Proof. Since
L(x, t) = − 1
2pii
∫
∂D
wˆ(x, t, k)dk + L1(x, t) + L2(x, t),
where
L1(x, t) = − 1
2pii
∫
Γˆ\∂D
wˆ(x, t, k)dk, L2(x, t) = − 1
2pii
∫
Γˆ
(µˆ(x, t, k)− I)wˆ(x, t, k)dk,
the lemma follows from Lemmas 6.2 and 6.5 and straightforward estimates. 
We infer from (5.10) that the function F defined by
F (ζ, t) =− 1
2pii
∫
∂D(k0)
wˆ(x, t, k)dk = − 1
2pii
∫
∂D(k0)
((mk0)−1 − I)dk
satisfies
F (ζ, t) =
Y (ζ, t)mX1 (q(ζ))Y (ζ, t)
−1
31/4
√
2
√
t
+O(t−1 ln t) as t→∞.
The symmetry properties of vˆ imply that both Amˆ(x, t, ωk)A−1 and mˆ(x, t, k) satisfy RH
problem 6.1; by uniqueness they must be equal, i.e.,
mˆ(x, t, k) = Amˆ(x, t, ωk)A−1, k ∈ C \ Γˆ.
It follows that µˆ and wˆ also obey this symmetry. Using this in (6.7), we find that the
leading contribution from ∂D to the right-hand side of (6.7) is
− 1
2pii
∫
∂D
wˆ(x, t, k)dk =− 1
2pii
(∫
∂D(k0)
+
∫
ω∂D(k0)
+
∫
ω2∂D(k0)
)
wˆ(x, t, k)dk
= F (ζ, t) + ωA−1F (ζ, t)A+ ω2A−2F (ζ, t)A2.
Therefore, (6.7) implies that
∂lx lim
k→∞
k(mˆ(x, t, k)− I) = ∂lx
(∑2
j=0 ω
jA−jY (ζ, t)mX1 (q(ζ))Y (ζ, t)−1Aj
31/4
√
2
√
t
)
+O(t−1 ln t), t→∞, l = 0, 1, (6.8)
uniformly for ζ ∈ I.
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7. Asymptotics of u(x, t)
Recall from the discussion in Section 3 (see Proposition 3.4 and Lemma 3.5) that
u(x, t) = −3
2
∂x
(
lim
k→∞
k(n3(x, t, k)− 1)
)
,
where n = (ω, ω2, 1)m. Taking the transformations of Section 4 into account, we can write
m = mˆH−1∆−1G−1
for all k ∈ C \ D¯, where G, ∆, H are defined in (4.8), (4.20), and (4.23), respectively. It
follows from Lemma 4.3, equation (4.21), and Lemma 4.5 that
u(x, t) = −3
2
∂
∂x
lim
k→∞
k(nˆ3(x, t, k)− 1), (7.1)
where nˆ = (ω, ω2, 1)mˆ. Thus, utilizing (6.8) and the fact that Γ(iν) = Γ(−iν),
u(x, t) =− 3
2
d
dx
((
ω ω2 1
) ∑2j=0 ωjA−jY (ζ, t)mX1 (q(ζ))Y (ζ, t)−1Aj
31/4
√
2
√
t
)
3
+O(t−1 ln t)
=− 3
2
d
dx
(
ω2d−10 e
tΦ21(ζ,k0)β21 + ωd0e
−tΦ21(ζ,k0)β12
31/4
√
2
√
t
)
+O(t−1 ln t)
=− 3× 2
2× 31/4√2t
d
dx
Re
(
ω2d−10 e
tΦ21(ζ,k0)β21
)
+O(t−1 ln t), t→∞.
Using the identities
|Γ(iν)| =
√
2pi√
ν
√
epiν − e−piν =
√
2pi√
νe
piν
2 |q| ,
δ−13 (ζ, k0)δ
−1
5 (ζ, k0) = exp
[
iν log(3k20) +
1
pii
∫ ∞
k0
log |ωk0 − s|d ln(1− |r1(s)|2)
]
,
we conclude that, as t→∞,
u(x, t) =− 3
3/4
√
2t
d
dx
Re
{√
ν exp
[
4pii
3
+ iν ln(6
√
3tk20)− i
√
3k20t
− 1
pii
∫ ∞
k0
ln
|s− k0|
|s− ωk0|d ln(1− |r1(s)|
2) + i
(pi
4
− arg q − arg Γ(iν)
)]}
+O(t−1 ln t)
=− 3
3/4√ν√
2t
d
dx
cos
(
19pi
12
+ ν ln(6
√
3tk20)−
√
3k20t− arg q
− arg Γ(iν) + 1
pi
∫ ∞
k0
ln
|s− k0|
|s− ωk0|d ln(1− |r1(s)|
2)
)
+O(t−1 ln t)
=− 3
5/4k0
√
ν√
2t
sin
(
19pi
12
+ ν ln(6
√
3tk20)−
√
3k20t− arg q
− arg Γ(iν) + 1
pi
∫ ∞
k0
ln
|s− k0|
|s− ωk0|d ln(1− |r1(s)|
2)
)
+O(t−1 ln t)
uniformly for ζ ∈ I. This proves (2.10) and completes the proof of Theorem 2.4.
Appendix A. Exact solution on a cross
Let X = X1 ∪ · · · ∪X4 ⊂ C be the cross defined by
X1 =
{
se
ipi
4
∣∣ 0 ≤ s <∞}, X2 = {se 3ipi4 ∣∣ 0 ≤ s <∞},
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X1X2
X3 X4
0
Figure 13. The contour X = X1 ∪X2 ∪X3 ∪X4 defined in (A.1).
X3 =
{
se−
3ipi
4
∣∣ 0 ≤ s <∞}, X4 = {se− ipi4 ∣∣ 0 ≤ s <∞}, (A.1)
and oriented away from the origin, see Figure 13. Let D ⊂ C denote the open unit disk and
define the function ν : D → (0,∞) by ν(q) = − 12pi ln(1 − |q|2). We consider the following
family of RH problems parametrized by q ∈ D.
RH problem A.1 (RH problem for mX). Find a 3 × 3-matrix valued function mX(q, z)
with the following properties:
(a) mX(q, ·) : C \X → C3×3 is analytic.
(b) The limits of mX(q, z) as z approaches X \ {0} from the left and right exist, are con-
tinuous on X \ {0}, and related by
mX+ (q, z) = m
X
− (q, z)v
X(q, z), k ∈ X \ {0},
where the jump matrix vX(q, z) is defined by 1 0 0q¯
1−|q|2 z
−2iν(q)e
iz2
2 1 0
0 0 1
 if z ∈ X1,
1 qz2iν(q)e− iz
2
2 0
0 1 0
0 0 1
 if z ∈ X2,
 1 0 0−q¯z−2iν(q)e iz22 1 0
0 0 1
 if z ∈ X3,
1 −q1−|q|2 z2iν(q)e− iz
2
2 0
0 1 0
0 0 1
 if z ∈ X4, (A.2)
with the branch cut running along the positive real axis, i.e., z2iν(q) = e2iν(q) ln0(z).
(c) mX(q, z) = I +O(z−1) as z →∞.
(d) mX(q, z) = O(1) as z → 0.
The proof of the following lemma is standard and relies on deriving an explicit formula
for the solution mX in terms of parabolic cylinder functions [17].
Lemma A.2 (The solution mX). The RH problem A.1 has a unique solution mX(q, z) for
each q ∈ D. This solution satisfies
mX(q, z) = I +
mX1 (q)
z
+O
(
1
z2
)
, z →∞, q ∈ D, (A.3)
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where the error term is uniform with respect to arg z ∈ [0, 2pi] and q in compact subsets of
D, and the function mX1 (q) is defined by
mX1 (q) =
 0 β12 0β21 0 0
0 0 0
 , q ∈ D, (A.4)
where β12 and β21 are defined by
β12 =
√
2pie−
pii
4 e−
5piν
2
q¯Γ(−iν) , β21 =
√
2pie
pii
4 e
3piν
2
qΓ(iν)
, q ∈ D.
Moreover, for each compact subset K of D,
sup
q∈K
sup
z∈C\X
|∂lqmX(q, z)| <∞, l = 0, 1.
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