Predicting current and future states of rail infrastructure based on existing data and measurements is essential for optimal maintenance and operation of railway systems. Mathematical models are helpful tools for detecting failures and extrapolating current states into the future. This, however, inherently gives rise to uncertainties in the model response that must be analyzed carefully to avoid misleading results and conclusions. Commonly, Monte Carlo simulations are used for such analyses which often require a large number of sample points to be evaluated for convergence. Moreover, even if quite close to the exact distributions, the Monte Carlo approach necessarily provides approximate results only. In contrast to that, the present contribution reviews an alternative way of computing important statistical quantities of the model response. The so-called point estimate method, which can be shown to be exact under certain constraints, usually (i.e. depending on the number of input variables) works with only a few specific sample points. Thus, the point estimate method helps to reduce the computational load for model evaluation considerably in the case of complex models or large-scale applications. To demonstrate the point estimate method, five academic but typical examples of railway asset management are analyzed in more detail: (a) track degradation, (b) reliability analysis of composite systems, (c) terminal reliability in rail networks, (d) failure detection/identification using decision trees, and (e) track condition modeling incorporating maintenance. Advantages as well as limitations of the point estimate method in comparison with common Monte Carlo simulations are discussed.
Introduction
Prognostics and health management (PHM) aims at increasing the reliability of technical systems and fostering their availability and safety with adequate and costefficient maintenance. 1 This, in particular, requires suitable models for diagnosing (i.e. fault detection, isolation, and failure mode identification 1, 2 ) and predicting degradation and potential failures of the system components based on available data and measurements which very often are uncertain. Due to the universality of the approach and not least because of its (financial) relevance for the industry, PHM has been applied in many technical disciplines thus far, including health management for batteries, 3 wind turbines, 4 nuclear power plants, 5 as well as bridges 6 or other infrastructures.
Regarding railway systems, preventive and condition-based maintenance of the tracks, as well as of the control and signaling equipment, is a crucial aspect in reducing interruptions and delays in train operations. Given its optimal implementation, it helps 1 to lower maintenance costs by avoiding expensive instant repairs when sudden failures, including possible incidental damages, occur. To be effective in this context, asset managers not only need to estimate the current health state of the rail infrastructure and its components, but they also need to predict future conditions based on available knowledge.
For instance, there is a significant interest in modeling track conditions and their temporal evolution [7] [8] [9] because track geometry directly influences comfort and safety in train operations potentially making immediate maintenance inevitable. Furthermore, predictions of the remaining useful life (RUL) of rail infrastructure components are very helpful or even necessary to derive optimal maintenance strategies. 10 In this context, system redundancies in terms of routes (or parallel tracks) in the overall network (macroscopic view) as well as with regard to the technical layout of a given infrastructure element (microscopic view) are an essential feature that allows keeping on operation also in case of individual failures. As a consequence, asset managers have to consider not only the reliability of single components but also composite systems. 11 Finally, automatic failure detection and identification helps to prioritize necessary repair activities and allocate related resources effectively. Besides some rule-based approaches, 12 decision trees, 13 as well as more advanced expert systems (e.g. based on big data and artificial intelligence), 14 have shown to be useful tools in this context.
Note that nearly all above-mentioned tasks usually require probabilistic elements in the models used because of the stochastic nature of failures, RUL, and asset degradation, for instance. This, of course, means that the resulting stochastics in the output of such models need to be taken into account as well. That is, quantifying the uncertainty in the model results essentially helps to make better decisions in maintenance planning. 1, 8 Commonly, Monte Carlo (MC) simulations are used to analyze the stochastic distribution of the model response whenever analytical solutions are not available or are difficult to obtain. 15 In contrast to that, an interesting alternative for numerically deriving important statistical quantities related to the model results (such as the mean or standard deviation) is given by the so-called point estimate method (PEM). 16, 17 Given a model f : R n ! R l with uncertain inputs and/or parameters X (where X is a random variable with values in R n ), the basic idea of the PEM is to consider very specific realizations x (1) , . . . , x (N) 2 R n of X instead of random samples (as in the standard MC approach) and then suitably weighting the model outputs y (i) = f(x (i) ) or proper variants of it in order to obtain the requested assessment of the uncertainty in the model response Y = f(X). By that, usually a substantial reduction of the number (i.e. N) of sample points to be evaluated is achieved which consequently means that-depending on the model under consideration-the PEM has the potential to considerably speed up the calculation of relevant basic statistics of the model response in case of large-scale applications, in particular. Moreover, note that the PEM results are easily reproducible (and sometimes even exact) because of deterministic sampling. In contrast to that, the convergence-based approach of MC simulations refers to (typically non-reproducible) finite random samples and thus necessarily yields more or less accurate, but approximate results on a random basis only. A detailed description of the proposed methodology follows in the next section before several numerical examples related to railway asset management are discussed.
Methodology
Let f : R n ! R l be a mathematical function (or model) mapping an n-dimensional probabilistic input vector X = (X 1 , . . . , X n )
T with given distribution P X on the l-dimensional model response Y = f(X), where the X i for i = 1, . . . , n are stochastically independent random variables. Thus, Y is a random variable, too, whose distribution P Y usually is unknown. Without loss of generality, let l = 1 in the following as analyzing
T at large is equivalent to analyzing its one-dimensional components f 1 , . . . , f l separately instead. Then, the PEM can be used for estimating the most important statistical quantities of P Y , such as mean or variance as a representation of the uncertainty in the model response, that is
and
where pdf X : R n ! R is the probability density function of X. Of course, other quantities that are described by similar integrals such as higher order (centralized) moments, for instance, can be considered as well.
Needless to say, depending on f and the distribution of X, it can be very difficult or even impossible to solve these integrals analytically. This, in particular, holds whenever f is given as a simulation or black box model only without any tractable analytical representation. For that reason, the PEM tries to find suitable approximations based on a small set of sample points that are defined by so-called generator functions GF½Á. For instance, when X is a three-dimensional standard Gaussian random variable with stochastically independent components (i.e. X i ; N (0, 1) for i = 1, 2, 3), the first three generator functions are defined by
where q 2 R is a suitable scalar parameter. Further generator functions for arbitrary n 2 N follow the same pattern. Let now g : R n ! R be an arbitrary function and let X = (X 1 , . . . , X n )
T consist of n stochastically independent standard Gaussian components first. Then, the PEM rests upon the following approximation scheme with suitable weights w 0 , . . . , w m 2 R that are derived later in detail where m4n ð
The total number of sample points, thus, is given by
which often is much fewer than the hundreds or thousands of sample points needed by standard MC simulations in order to converge. The case of general distributions of X, by the way, can usually be handled with component-wise transformations of the generator functions in equation (6) . For, if X i for any i 2 f1, . . . , ng has an arbitrary continuous distribution with a strictly monotone cumulative distribution function F X i , one obtains that (F Table 1 explicitly lists (approximate) component-related transformations for the most common types of distributions, including some that do not have a strictly monotone distribution function.
The general PEM scheme then reads
where t : R n ! R n denotes the component-wise transformation of the original generator function values as described above. Obviously, choosing g :¼ f yields the original integral from equation (1) and
2 refers to equation (2) . The remaining question is how to determine the weights w j for j = 0, . . . , m and parameter q in equations (6) and (8) .
For this purpose, let X = (X 1 , . . . , X n ) T consist of n stochastically independent standard Gaussian components again (i.e. X i ;N (0, 1) for i = 1, . . . , n) in order to avoid the need to take account of a specific transformation as discussed above. Then, replace the general function g in equation (6) with the monomial functions
This finally yields the following (over-determined) system of partly (i.e. with regard to i and odd k) redundant equations as reasonable conditions for the weights w 0 , . . . , w m 2 R based on the corresponding raw moments of the N (0, 1) distribution
Taking only the first three raw moments into account (i.e. k = 0, 1, 2, 3) and choosing m = 1, equation (9) becomes w 0 + 2nw 1 = 1 and 2q 2 w 1 = 1 ð10Þ Table 1 . Transformation functions 16, 18 with erf( Á ) being the Gauss error function.
Distribution of X i
Transformation function
after the elimination of all redundancies. The resulting PEM scheme (cf. equation (6)) reads ð
Note that the corresponding scheme for arbitrary distributions of X (cf. equation (8)) uses the same weights. For some reason, 16 by the way, a common value of the remaining parameter is q = ffiffi ffi 3 p . Moreover, it can be shown easily that the scheme from equation (11) is exact whenever the function g is a polynomial of degree not greater than 3. The same naturally holds for the more general scheme with the additional transformation t : R n ! R n if the composite function g 8 t has such a form in this case.
In order to increase the accuracy of the PEM for polynomials of higher degrees, one may choose larger values of k and m, but at the cost of additional sample points that need to be evaluated, of course. Consider the first five raw moments in equation (9), for instance, where m = 2. Moreover, in order to finally guarantee exact precision for polynomials of degree not greater than 5, join further equations based on the non-monomial functions g i, 2jl, 2 :
l for i, l = 1, . . . , n and i 6 ¼ l to the conditions from equation (9) when determining the corresponding weights w 0 , w 1 and w 2 as well as parameter q. Namely
for stochastically independent X i ; N (0, 1) and X l ; N (0, 1). The resulting (improved) PEM scheme for standard Gaussian inputs X then reads ð
where necessarily q = ffiffi ffi 3 p . As already suggested, this scheme is exact up to polynomials of degree not greater than 5. That is, whenever the function g or g 8 t, respectively, is well-approximated by such a polynomial, the PEM can be expected to provide highly accurate results. However, it is very difficult to say in advance how well the PEM performs when g or g 8 t become more complex. The section ''Applications'', therefore, discusses some of these examples using the PEM scheme from equation (13) as default.
In this context, the PEM becomes a simple step-bystep procedure that can easily be applied to nearly any given model f with input variables given by the vector
T . Here, n is the number of uncertain input variables with distributions that are expected to be known. With regard to the model response Y = f(X), the PEM workflow (cf. Figure 1 ) reads as follows:
i.
Make a list of the n-dimensional tuples
T based on the pattern from equations (3) to (5) where q = ffiffi ffi 3 p . ii.
Compute the actual PEM sample by element-wise transformations of the tuples from step (i) using Table 1 . This results in a set of transformed tuples j = (j 1 , . . . , j n ) T . (Note that in case of standard Gaussian components such a transformation is not necessary.) iii.
Depending on the quantity of interest, choose one of the following functions g for the further computations:
2 where E(Y) is the previously derived PEM estimate for the mean using the function from step (iii-a).
(Note that the variance can also be com-
2 where E(Y) and E(Y 2 ) are the PEM estimates for the mean and the second moment using the functions from step (iii-a and b.)) (d) For E(Y k ) (=kth moment), consider the function g : j 7 ! f(j) k . (Note that other statistical quantities are possible as well. Each one corresponds to a specific definition of the function g in the PEM scheme from equation (13) .) iv.
Compute the model response values using the function g from step (iii) based on the transformed tuples j = (j 1 , . . . , j n ) T from step (ii). v.
Compute the weighted sum according to the PEM scheme from equation (13) based on the specific model response values from step (iv) which yields the PEM estimate for the quantity of interest.
Applications
Railway asset management usually requires tools for monitoring and predicting the health states of the rail infrastructure. These tools can rely on physical (i.e. modelbased) and/or statistical (i.e. data-driven) approaches, for instance. 1 Moreover, causes of failure need to be identified effectively (diagnosis) in order to optimize maintenance processes whenever malfunctions occur.
Track degradation
Regarding railway track sections, Andrews and colleagues 19, 20 proposed a quite complex Petri net model for simulating the interaction between all relevant processes in track asset management. Their model includes parts for deterioration, inspection, intervention, and renewal. A similar Petri net model, by the way, is available for bridge maintenance, 21 for instance. Figure 2 shows the degradation part of the model in an extended version with five instead of four health states (i.e. P 0 , . . . , P 4 ). In this context, the transitions T 1 , . . . , T 4 describe the durations in time (in days) after which the system switches to the corresponding next health state. They are considered to be stochastically independent random variables having Weibull distributions W(b r , h r ) for r = 1, . . . , 4 (see Figure 3 ) with parameters as in Table 2 .
Starting from state P 0 (i.e. directly after renewal or new construction), the duration before the system reaches the state P s for s = 1, . . . , 4 is defined then bỹ
Thus, the expectation and standard deviation ofT s (in days) are given by
In comparison with these analytical solutions, Table 3 shows the numerical results obtained by standard MC simulations with 10,000 samples and PEM approximations using equation (13) (15) and (16) are given in Table 4 .
The full (approximate) distributions ofT s for s = 1, . . . , 4-as derived from the MC simulationsare depicted in Figure 4 (a) in the form of the corresponding reliability functions t 7 ! RT Figure 4(b) shows the simulated probabilities for the states P 0 , . . . , P 4 depending on the time since renewal.
As can be seen, the PEM and the MC simulations both provide good results for the degradation model. In fact, the PEM approximations are even nearly exact (cf.
which is used for computing the variances via the PEM is quadratic then. Consequently, as the PEM scheme from equation (13) is exact for polynomials of degree not greater than 5, the only source of error results from the (more or less) exact Weibull transformation in Table 1 . In contrast, the MC approach shows relative errors up to 61% despite a large sample size (i.e. 10,000 evaluations). This result is quite striking when noting that the (nearly exact) PEM in this case requires 33 distinguished sample points only. Effectively, even just 25 (!) sample points need to be considered because the second weight in equation (13) equals zero when n = 4. However, note that the PEM is not directly able to reconstruct the full distributions ofT s in Figure 4 . Because of its small sample size, the direct empirical computation of the cumulative distribution functions analogously to the MC approach is not possible with sufficient quality. That is, the model response forT s , for instance, takes merely 33 (or even fewer) different discrete values in case of the PEM sampling while the true distributions are continuous. Consequently, the PEM usually provides statistical moments (e.g. mean or variance) only. Of course, if the shape of the output distribution is known in some rare situations, the Table 4 . Relative errors of the MC approach and PEM for E(T s ) and s(T s ). statistical moments computed by the PEM might be used to estimate the full distribution via common statistical techniques nonetheless.
Reliability of composite systems
Rail infrastructures are commonly characterized by a complex interaction of many elements (e.g. tracks, signaling, switches, and crossings). Moreover, note that each such element can be composed of several redundant and/or non-redundant components itself. Consequently, assessing reliability in this context naturally means also to analyze composite systems instead of single components only. As a simple generic example, consider a (technical) system that consists of three independent components X 1 , X 2 , X 3 each having an exponential life distribution, that is, X i ; Exp(b i ) with scale parameters b i . 0 for i = 1, 2, 3. Let the first two components (X 1 , X 2 ) be connected in series, while the third component (X 3 ) is connected in parallel (cf. Figure 5 ). The system is considered as ready for service whenever all components of at least one of the branches in Figure 5 are available. In reliability theory, 23 it is common then-similar to the previous degradation example-to ask for the probability that the considered system survives until time t. In this context, the survival functions R X i : ½0, ') ! R for the single components are defined by
where F X i : ½0, ') ! R for i = 1, 2, 3 is the cumulative distribution function of X i . Moreover, the system survival function R sys : ½0, ') ! R can be derived easily 23 from the system structure in Figure 5 because of the assumption of independent X i . Namely
Obviously, this is a deterministic function given fixed scale parameters b i for i = 1, 2, 3. From an uncertainty perspective, however, b i for i = 1, 2, 3 in equation (17) usually (i.e. for most practical purposes) is an estimated value only and thus must finally be considered a random variable as well. In such a way, R sys (t) as defined in equation (18) T . In order to demonstrate that the PEM really is able to cope with various combinations of input distributions, the following (artificial) assumptions on the variables b i for i = 1, 2, 3 were made Applying the PEM scheme from equation (13) to the function R sys (t) with uncertain b i , together with the appropriate transformations from Table 1 , yields approximate values of E(R sys (t)) as well as Var(R sys (t)) for any given t. Figure 7 depicts these PEM resultscomputed for several values of t-as a time series where standard MC simulations were performed as reference.
As can be seen, the PEM is able to provide highly accurate estimates for E(R sys (t)) and Var(R sys (t)) in this example while requiring only 19 (!) sample points to be evaluated per value of t. In contrast to that, the MC results are based on the evaluation of 10,000 sample points per value of t as in previous examples. In other words, the uncertainty of R sys (t)-depending on the distributions of the input parameters b 1 , b 2 , b 3 -is figured out very well by the PEM. It seems that (also after the transformation according to Table 1 ) the nonpolynomial function R sys (t) from equation (18) is sufficiently approximated by a polynomial with a degree not greater than 5 for which the PEM scheme from equation (13) would provide even exact results.
Terminal reliability in rail networks
The concept of system reliability, which is based on the analysis of corresponding survival functions as in the previous example, is not only relevant to technical elements but can also be applied to study the availability of operational connections between given locations in transportation networks (i.e. terminal reliability 24 ) when links randomly fail. Fecarotti, 10 for instance, used such a system reliability approach in the context of optimizing maintenance strategies for railway networks in order to take account of the effect that maintenanceinduced temporary link closures have on the overall network connectivity.
As a simple example, consider the rail network from Figure 8 and ask for the reliability of the connection between the stations A and B when the links degrade according to the Petri net model from Figure 2 . In other words, how likely is it that there is a connection available at time t when every single link may fail (i.e. requires to be closed) due to degradation as modeled previously in the first presented example (see section ''Track degradation'')?
According to equation (14) , the survival timeT (i) of link X i is the sum of four Weibull variables. For the sake of simplicity, however, assume that it is a Weibull variable directly; that is,T (i) ; W(b (i) , h (i) ) for i = 1, . . . , 6. The parameters b (i) and h (i) are defined via a maximum likelihood estimation in a first step based Table 3 corresponds to a mean survival time of E(T (i) ) = 1567:3 (in days) for all i = 1, . . . , 6. Note that degradation characteristics may differ from one link to another, of course, meaning that the Weibull parameters above are typically uncertain to some extent. In particular, the scale parameters h (i) can be expected to vary considerably among the links, while b (i) for i = 1, . . . , 6 is finally considered as deterministic. In the following, the parameters h (i) for i = 1, . . . , 6 are modeled as stochastically independent and identically distributed Log-normal random variables. Note that even if there is no specific (i.e. empirically motivated) reason for choosing this type of distribution for h (i) in this academic example, the Log-normal distribution-instead of a Gaussian distribution, for instance-ensures that h (i) never gets negative and thus W(b (i) , h (i) ) always is a valid distribution forT (i) . More precisely, let h (i) ; LogN (m, s) with m = 6:96977 and s = 1:0 which means that the expectation of the survival timeT (i) remains the same as before despite the additional stochasticity of h (i) . In fact
for all i = 1, . . . , 6.
Because
, the survival functions R X i : ½0, ') ! R for the links X 1 , . . . , X 6 are given as time-dependent random variables according to
Furthermore, the system survival function R sys : ½0, ') ! R, which corresponds to the rail network from Figure 8 , reads
In this context, note that the network from Figure 8 can also be depicted as a standard block diagram (see Figure 9 ).
Estimates of E(R sys (t)) are finally derived by using the PEM based on 73 sample points and MC simulations with 10,000 sample points for each considered value of t. Figure 10 shows the results. As can be seen, the PEM does not provide sufficiently accurate results in this case even if the asymptotic trends of the depicted curves have some similarity.
It turns out that the lack of accuracy is mostly because of the non-polynomial structure of the survival functions from equation (23) which is induced by the shape parameters b (i) 6 ¼ 1. If, for instance, b (i) = 1 for all i = 1, . . . , 6, the PEM results become much better. In fact, there is hardly any difference between the estimates as generated by the PEM and the MC simulations in that situation (see Figure 11) . Obviously, exponentially distributed survival timesT (i) with b (i) = 1 (instead of Weibull distributions with b (i) 6 ¼ 1) are more accessible for polynomial approximations which turns out to be a crucial requirement for obtaining highly accurate PEM results based on the scheme from equation (13) .
Failure mode identification using decision trees
Consider a technical system or component-this could be a track element or a switch component, for instance-that usually adopts one of the following three possible operating states Z: ''No failure'' (z 0 ), ''Failure type 1'' (z 1 ), or ''Failure type 2'' (z 2 ). Assume further that the system is monitored based on three (conditionally) independent feature values X 1 , X 2 , X 3 having Gaussian (conditional) distributions given Z as listed in Table 5 . It is possible then to derive a suitable decision tree (model) for identifying the operating states from (measured) feature values. Applications and discussions of decision tree modeling in the context of railway asset management, for instance, can be found in the literature. 13, 25, 26 With regard to the features and distributions from Table 5 , Figure 12(a) shows the decision tree that was automatically built from an artificial training data set using state-of-the-art algorithms. 27 Given the realization of the three feature values X 1 , X 2 , X 3 , a corresponding estimate of the operating state is easily obtained by simply finding the related branch in the decision tree. Figure 12(b) , for instance, shows this branch for a virtual measurement, where X 1 = 0:65, X 2 = 0:5, and X 3 = 0:3. Obviously, the model yields ''Failure type 1'' as result in this case.
The question is how likely the diagnostic outcome of the model is correct. That is, what is the uncertainty in the model output? For this purpose, let 
be the formula-based representation of the decision tree model from Figure 12 (a) where f i : R ! f0, 1g for i = 0, 1, 2 is the indicator function whether the model ''predicts'' z i as operating state (i.e. f i X 1 , X 2 , X 3 ð Þ= 1) or not (i.e. f i X 1 , X 2 , X 3 ð Þ= 0). As now X 1 , X 2 , X 3 are random variables given Z, one directly obtains that f i X 1 , X 2 , X 3 ð Þfor i = 1, 2, 3 are random variables as well. More precisely
for all i, j = 0, 1, 2 with unknown parameters p ij 2 ½0, 1 for the appearing Bernoulli distributions B(1, p). Thus, p ij is the probability that the decision tree model from Figure 12 (a) yields the operating state z i given that the true operating state is z j . Moreover, for all j = 0, 1, 2, the expected value and variance of f(X 1 , X 2 , X 3 ) given Z = z j are finally defined by
respectively. Needless to say, it is very easy then to apply the PEM scheme from equation (13) together with the Table 5 . Conditional distributions of the feature values X 1 , X 2 , X 3 . appropriate transformations from Table 1 in order to compute explicit estimates for the unknown values in equations (30) and (31) . The only thing one has to be careful with is that the input variables X 1 , X 2 , X 3 have different (conditional) distributions depending on the current operating state (see Table 5 ). Figure 13 shows the resulting estimates for E(f(X 1 , X 2 , X 3 )jZ = z j ) in comparison with MC simulations, as well as exact results which are obtained by directly solving the conditional equations
for p ij where i, j = 0, 1, 2 (see Appendix 1). The estimates for Var(f(X 1 , X 2 , X 3 )jZ = z j ) are displayed in Figure 14 .
As can be seen, the PEM yields almost correct trends for all the values in equations (30) and (31) . That is, whenever E(f i (X 1 , X 2 , X 3 )jZ = z j ) or Var(f i (X 1 , X 2 , X 3 )jZ = z j ) attains its maximum for any fixed j, the PEM yields the highest value among all i, too. The bar charts in Figures 13 and 14 , however, also imply that the accuracy of the PEM is much lower than that of the MC approach in this example. Obviously, the discontinuity and step structure of the model function f from equation (28) (which, of course, is far from being polynomial) prevent the PEM from generating sufficiently accurate results. Consequently, in contrast to the previous examples, the PEM turns out to be not well-suited for analyzing uncertainty propagation in the case of decision tree models as in Figure  12 .
Track condition modeling incorporating maintenance
Consider a track section that deteriorates according to the degradation model as given in Figure 2 . Furthermore, assume that maintenance (e.g. tamping) brings the track conditions back to the (new) state P 0 whenever a specific health state P i with i ø 1 is detected (and repaired) before the track section degrades to the next worse state. The extended model with added transitions M r for r = 1, . . . , 4 (see Figure 15 ) is very similar to the original Petri net presented by Andrews and colleagues. 19, 20 Although, for simplicity, it does not consider that the degradation parameters of the track section may change after each maintenance intervention. 28 Note that every M r in the proposed model is composed of a random time D r until the health state P r (if present) is detected via inspection and the related stochastic repair time R r . In other words, M r = D r + R r for r = 1, . . . , 4 where the repair times also include a certain potential of postponing the related maintenance interventions depending on their urgency. In case of state P 1 , for instance, that means that the values of E(R 1 ) and Var(R 1 ) may be very different from those related to the other health states because of a much lower priority of opportunistic maintenance compared to routine or even emergency interventions. Given that there is a fixed inspection interval T inspect , the detection delays D r can be modeled then as (independent) uniformly distributed random variables for all r, namely, D r ; U(0, T inspect ). Moreover, repair times are considered having Log-normal distributions with parameters as in Table 6 , that is, R r ; LogN (m r , s r ) for r = 1, . . . , 4. Table 7 lists the corresponding mean repair times and their standard deviations, respectively. Based on this model, an asset manager could now be interested in the expected time of sojourning in a state that requires line restrictions (i.e. speed restriction or line closure) between two maintenance interventions. Thus, consider the related functions
as derived from the model above and compute their expectation values. Again, MC simulations (with 100,000 sample points) and the PEM (with 163 sample points in case of T SpeedRestriction and 243 sample points in case of T LineClosure ) were applied. Figure 16 shows the results for several values of the inspection interval T inspect .
As can be seen, the PEM reproduces correct trends compared to the MC results. But yet, the accuracy lacks behind that of the MC approach which mostly is because of the obvious discontinuity of the model functions from equations (33) and (34), as in the decision tree example from above. Nevertheless, remember the large difference concerning the number of sample points processed by the MC simulations in comparison with the PEM for generating the plots from Figure 16 . Hence, if rough results are sufficient, the PEM still might be an appropriate approach in the context of models such as in Figure 15 .
Conclusion
The examples from above show that the PEM is a very flexible approach that can successfully be applied to various (but not all) types of models from railway asset management in order to analyze uncertainties in the model response in terms of the mean, variance, or even higher (centralized) moments. In contrast to common MC simulations, the described method usually (i.e. at least for small n) also requires the evaluation of only very few sample points. Thus, the computational load when assessing uncertainties in the model response can be considerably reduced in many cases, namely, if running the model under consideration for given realizations of its input vector is computationally expensive because of potentially complex calculations needed or simply because of large modeling scales. Moreover, the PEM provides exact results whenever it is applied to polynomial functions (with a given maximum degree), whereas the MC approach necessarily yields approximate numbers only. On the contrary, MC simulations always converge toward the exact solution whenever the sample used is sufficiently large-whatever ''sufficiently large'' means depending on the specific situation-while there is no such guarantee or indicator for the accuracy of the PEM, in general. Thus, PEM results always have to be analyzed carefully-perhaps even more carefully than standard MC results-in order to avoid misinterpretations of the findings as well as wrong or at least inefficient decisions in practical applications. Consequently, a reasonable procedure in practice could be validating the accuracy of the PEM for the specific model under consideration once in a first step using more or less extensive MC simulations as a reference. Next, if successful, apply it to similar models on a larger scale usually without the need of further computationally expensive MC simulations.
Note that another critical aspect of the PEM (as described above) is that it requires stochastically independent input variables X 1 , . . . X n . That means if some X i for i = 1, . . . , n are correlated, one has to try out other tools 29 or make suitable adjustments to the present approach by, for example, using alternative transformation functions 30, 31 (cf. Table 1 ) before applying the general PEM scheme from equation (8) . Moreover, further approaches in combination with the PEM (e.g. polynomial chaos expansion 16, 32 ) are able to produce approximations for the complete cumulative distribution functions of the model response instead of basic statistics (i.e. mean, variance, etc.) only. Thus, overall, the PEM becomes an interesting and efficient alternative to standard MC simulations in various situations when it is applied carefully with awareness of the natural limitations of the approach.
