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1. Introduction
A Gauss sum is called pure if some non-zero, integral power of it is real ([11], [9]). To
be more precise, we define some notation. Let m > 1 be an integer and p a prime number
which does not divide m. Let K = Q(ζm) be the m-th cyclotomic field and p a prime ideal
of K lying above p. Let q = Np be the norm of p. If we denote by f the order of p
in (Z/mZ)×, then q = pf . We denote by Fp and F  the residue field Z/pZ and OK/p,
respectively, where OK denotes the integer ring of K . Let
(
x
 
)
m
denote the m-th power
residue symbol. We define the Gauss sum G(m, p) by
G(m, p) =
∑
x∈F×
 
(
x
p
)
m
ζTr(x)p , (1)
where ζp = e
2πi
p and Tr : F
 
→ Fp denotes the trace map.
(
This notation is not standard;
for example, in the notation of [5] G(m, p) is denoted by Gf
((
 
)
m
)
.
)
If m = 2, then K = Q and p = (p). The exact value of G(2, (p)) was first determined
by Gauss:
G(2, (p)) =
{ √
p p ≡ 1 (mod 4) ,
i
√
p p ≡ 3 (mod 4) .
Therefore the Gauss sum G(2, (p)) is always pure for any odd prime p.
It is well known that the following is a sufficient condition for the Gauss sum G(m, p)
to be pure:
pi ≡ −1 (mod m) for some i ∈ Z . (2)
Indeed, if Condition (2) is satisfied, then f is even and pf/2 ≡ −1 (mod m), and Stickel-
berger ([14]) has shown that
G(m, p) =
{
−√q if m is even and pf/2+1
m
is odd ,√
q otherwise .
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Conversely, if m is a prime power, then Condition (2) is necessary for the Gauss sum
G(m, p) to be pure ([9], see Theorem 4.1). This is, however, false in general. Thus it is
natural to ask how often a Gauss sum can be pure when Condition (2) does not holds.
In order to state our main result, we introduce further notation. Let (m, p) denote
a pair of positive integer m and a prime number p not dividing m. We call (m, p) an
exceptional pair if the Gauss sum G(m, p) is pure and Condition (2) does not hold. For a
positive integer f , let Ef be the set of exceptional pairs (m, p) such that the order of p in
(Z/mZ)× is f . It should be remarked that the set Ef is infinite if it is not empty. Indeed,
for any two primes p and p′, the Gauss sum G(m, p) is pure if and only if so is G(m, p′)
(see Remark 2.4). For this reason we consider the set
Ef = {(m, p) | (m, p) ∈ Ef } ,
where p denotes the residue class of p modulo m. In [9] Evans has shown that Ef is not
empty for infinitely many f . In his examples, however, only finitely many exceptional pairs
in Ef have been constructed if f is fixed, and he asks whether Ef can be infinite for some
f . For f ≤ 4 it is proved that the set Ef is finite; |E1| = |E2| = 0, |E3| = 6 and |E4| = 8
(see §2 for more detail). The following theorem gives a negative answer to his question.
THEOREM 1.1. The set Ef is finite for any positive integer f .
Actually we shall prove a quantitative version of this theorem. Suppose that m > 2.
Let r be the number of the prime factors of m and let
m =
{
m1 · · ·mr (ord2m = 1) ,
2m1 · · ·mr (ord2m = 1)
be its prime power factorization. For any non-empty subset J of {1, . . . , r}, let
mJ =
∏
j∈J
mj ,
m(J ) = m/mJ ,
D(mJ , f ) = GCD{lfj − 1; j ∈ J } .
Then Theorem 1.1 is an immediate consequence of the following theorem, whose proof
will be the main object of this paper.
THEOREM 1.2. Suppose that (m, p) ∈ Ef . If f is odd, then ord2m = 1 and
m/2|24f − 1. On the other hand, if f is even, then there exists a non-empty subset J
of {1, . . . , r} with the following properties.
(i) If ord2m = 0 or 2, then ϕ(mj )|f for any j ∈ J and m(J )|D(mJ , f ).
(ii) If ord2m > 2, then ϕ(mj )|2f for any j ∈ J and m(J )|D(mJ , f ).
(iii) If ord2m = 1, then mJ |22f − 1 and m(J )|(22f − 1)D(mJ , f ).
The proof of the first statement will be given in Section 5, and the proof of (i), (ii) and
(iii) of the second statement will be given in Section 9, 10 and 11, respectively. In each
case of Theorem 1.2, the condition on mJ shows that there are only finite possibility for
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mJ , and the condition on m(J ) shows that m is bounded by a constant depending only on
f . This proves Theorem 1.1.
2. Review of some basic results
In this section we recall some basic results on Gauss sums. We begin with the follow-
ing well-known fact.
LEMMA 2.1. |G(m, p)| = √q .
Proof. See [10, Proposition 8.2]. 
The following proposition is also well known.
LEMMA 2.2. G(m, p)m ∈ Q(ζm).
Proof. It is clear from the definition that the Gauss sum G(m, p) belongs to Q(ζmp).
Let σ be any element of Gal(Q(ζmp)/Q(ζm). Then σ(ζp) = ζ tp for some integer t prime to
p. Letting σ operate on the both sides of (1), we obtain
σ(G(m, p)) =
∑
x∈F×
 
(
x
p
)
m
ζ tTr(x)p
=
∑
x∈F×
 
(
x
p
)
m
ζTr(tx)p
=
∑
x∈F×
 
(
t−1x
p
)
m
ζTr(x)p
=
(
t
p
)−1
m
∑
x∈F×
 
(
x
p
)
m
ζTr(x)p
=
(
t
p
)−1
m
G(m, p) .
It follows that σ(G(m, p)m) = G(m, p)m for any σ ∈ Gal(Q(ζmp)/Q(ζm)). This implies
that G(m, p)m ∈ Q(ζm). 
Now we are in a position to give a characterization of pure Gauss sums. To state it, for
a real number x, we denote by 〈x〉 the real number such that 0 ≤ 〈x〉 < 1 and x − 〈x〉 ∈ Z.
PROPOSITION 2.3. The Gauss sum G(m, p) is pure if and only if
f−1∑
i=0
〈
tpi
m
〉
= f
2
(3)
for any integer t prime to m.
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Proof. See [8, Theorem 4] or [11]. We present an outline of the proof of this lemma
since it is fundamental in studying pure Gauss sums in this paper.
By Lemma 2.2 G(m, p) belongs to Q(ζm). We consider the principal ideal (G(m, p)m)
of K . A celebrated work of Stickelberger shows that the prime ideal decomposition of the
ideal (G(m, p)m) is given as follows
(G(m, p)m) =
∏
t∈( /m )×/〈p〉
(
pσ
−1
t
)m∑f−1
i=0
〈
tpi
m
〉
, (4)
where for any t ∈ (Z/mZ)×, σt denotes the element of Gal(Q(ζm)/Q) which sends ζm to
ζ tm.
If G(m, p) is pure, then there exists a positive integer k such that G(m, p)k = √qk .
Replacing k with 2k if necessary, we may assume that G(m, p)k ∈ Z. Therefore, the prime
ideal decomposition (4) shows that the integers
f−1∑
i=0
〈
tpi
m
〉
are independent of t ∈ (Z/mZ)×. But this means that Equation (3) holds for any t ∈
(Z/mZ)×.
Conversely, if Equation (3) holds for any t ∈ (Z/mZ)×, then
(G(m, p)2m) = (NK/pσt
)2m
= (pmf )
= (qm)
Therefore there exists a unit ε of K such that
G(m, p)2 = εqm .
But, since |G(m, p)| = q1/2, this implies that |ε| = 1. It follows that ε is a root of unity in
K . This means that G(m, p) is pure. 
REMARK 2.4. This lemma, in particular, implies that the purity problem of the
Gauss sums for a fixed m depends only upon the residue class of p modulo m.
PROPOSITION 2.5 [Stickelberger [14]]. If Condition (2) holds, then G(m, p) is pure.
Proof. Suppose that Condition (2) holds. Then f is even and pf/2 ≡ −1 (mod m).
It follows that 〈
tpi
m
〉
+
〈
tpf/2+i
m
〉
=
〈
tpi
m
〉
+
〈
− tp
i
m
〉
= 1
for any i ∈ Z and for any t ∈ Z prime to m. Therefore the condition of Proposition 2.3
holds. 
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Note that if Condition (2) is satisfied, then pi ≡ −1 (mod d) for any divisor d of m,
and so G(d, p) is pure as well. As we shall see below, the converse of this implication also
holds.
PROPOSITION 2.6. If G(d, p) is pure for any divisor d of m, then Condition (2)
holds.
Proof. See [9, Theorem 1]. 
The set Ef has been determined so far for f = 1, 2, 3 and 4.
PROPOSITION 2.7 [Chowla [6]]. If f = 1 and G(m, p) is pure, then m = 2. In
particular, p ≡ −1 (mod m).
Proof. If f = 1 and G(m, p) is pure, then Proposition 2.3 with t = 1 implies that〈
1
m
〉
= 1
2
,
and hence m = 2. 
PROPOSITION 2.8 [Evans [8, p.346]]. If f = 2 and G(m, p) is pure, then p ≡ −1
(mod m).
Proof. If f = 2 and G(m, p) is pure, then〈
1
m
〉
+
〈p
m
〉
= 1 .
Therefore p ≡ −1 (mod m). 
COROLLARY 2.9. Both E1 and E2 are empty sets.
Proof. This is an immediate consequence of Proposition 2.7 and Proposition 2.8. 
As for the cases f = 3 and 4, we have shown the following result in our previous
paper [3].
PROPOSITION 2.10. Both E3 and E4 are finite sets. More explicitly they are given
as follows.
E3 = {(14, 9), (14, 11), (42, 25), (42, 37), (78, 55), (78, 71)},
E4 = {(20, 13), (20, 17), (30, 17), (30, 23), (60, 17), (60, 53), (120, 83), (120, 107)} .
Proof. See [3, Theorem 2.2, Theorem 2.5]. 
The following proposition will be used in Section 5.
PROPOSITION 2.11 [Evans [8, Corollary 3]]. If f is odd and G(m, p) is pure, then
ord2m = 1.
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Proof. Suppose that G(m, p) is pure. Then Proposition 2.3 implies that
f−1∑
i=0
〈
pi
m
〉
= f
2
. (5)
If f is odd, then this shows that m is even. Therefore p is an odd prime. Moreover, Equation
(5) implies that
2
f−1∑
i=0
pi ≡ 0 (mod m) .
But, since
∑f−1
i=0 pi ≡ f ≡ 1 (mod 2), we have ord2m = 1. 
3. An interpretation of Condition (3)
Let C(m) be the set of Dirichlet characters modulo m, and let
X(m) = {χ ∈ C(m) | the conductor of χ is divisible by every prime divisor of m} .
We denote by C−(m) (resp. C+(m)) the subset of C(m) consisting of odd (resp. even)
characters. Let X−(m) = X(m) ∩ C−(m) and X+(m) = X(m) ∩ C+(m). Further, let
C(m,p) = {χ ∈ C(m) | χ(p) = 1} .
We define subsets C−(m, p), C+(m, p), X−(m, p) and X+(m, p) of C(m) as follows:
C−(m, p) = C(m,p) ∩ C−(m)
C+(m, p) = C(m,p) ∩ C+(m)
X−(m, p) = X(m) ∩ C−(m, p)
X+(m, p) = X(m) ∩ C+(m, p)
Now we can give a characterization of pure Gauss sums in terms of Dirichlet characters.
PROPOSITION 3.1. The Gauss sum G(m, p) is pure if and only if∏
l|m
(1 − χ(l)) = 0 (∀χ ∈ C−(m, p)) , (6)
where l runs over the prime divisors of m not dividing the conductor of χ .
Proof. Suppose that G(m, p) is pure. Then by Proposition 2.3 we have
∑
t
f−1∑
i=0
(〈
tpi
m
〉
− 1
2
)
χ(t) = 0 (∀χ ∈ C(m)) , (7)
where the first summation is over the integers t such that 0 < t < m and (t,m) = 1.
Conversely, if (7) holds, then the orthogonal relation of the characters shows that (3) holds.
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Now, let B1,χ be the generalized Bernoulli number. Then
∑
t
(〈
tpi
m
〉
− 1
2
)
χ(t) = χ(p)i
∏
l|m
(1 − χ(l)) · B1,χ .
Substituting this into (7), we see that G(m, p) is pure if and only if
( f−1∑
i=0
χ(p)i
)∏
l|m
(1 − χ(l)) · B1,χ = 0 (∀χ ∈ C−(m, p)) .
If χ is even, then B1,χ = 0 and the equality also holds. On the other hand, if χ is odd, then
B1,χ = 0, so the above equality is equivalent to the equality
( f−1∑
i=0
χ(p)i
)∏
l|m
(1 − χ(l)) = 0 . (8)
If χ = C−(m, p), then the first factor vanishes, and (8) holds. Therefore, G(m, p) is pure
if and only if ∏
l|m
(1 − χ(l)) = 0 (∀χ ∈ C−(m, p)) .
This proves the proposition. 
COROLLARY 3.2. Suppose that ord2m = 1 and G(m, p) is pure. Then χ(2) = 1 for
any χ ∈ X−(m/2, p).
Proof. This is a special case of Proposition 3.1 . 
COROLLARY 3.3. The following statements hold.
(i) If the Gauss sum G(m, p) is pure, then X−(m, p) = ∅.
(ii) C−(m, p) = ∅, then G(m, p) is pure.
Proof. (i) Suppose that G(m, p) is pure. If χ ∈ X−(m, p), then Proposition 3.1
implies that χ(1) = 0, which is impossible.
(ii) If C−(m, p) = ∅, then Condition (6) is empty. Hence G(m, p) is pure. 
As an application of Corollary 3.3 we give another proof of Proposition 2.5. If Condi-
tion (2) holds, then f is even and pf/2 ≡ −1 (mod m). Let χ ∈ C(m,p). Then
χ(−1) = χ(pf/2) = χ(p)f/2 = 1 .
Therefore, C−(m, p) = ∅, and hence the proposition follows from Corollary 3.3, (ii). 
4. Evans’ examples
We give a proof of the following theorem due to Evans [9, Theorem 2] as another
application of Corollary 3.3.
THEOREM 4.1. Suppose that m is a prime power. Then G(m, p) is pure if and only
if Condition (2) holds.
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Proof. It suffices to prove that Condition (2) is necessary for the Gauss sum G(m, p)
to be pure. As we have already seen, this is true for m = 2. Suppose that m is a power of
a prime number l and that m > 2. Then ord2m = 1. Suppose that G(m, p) is pure. It then
follows from Proposition 2.11 that f is even. Therefore, if l > 2, then pi ≡ −1 (mod m).
Suppose that l = 2. Then (Z/mZ)× is generated by −1 and 5. Let χ0, χ1 ∈ C(m) be
generators of C(〈5〉), C(〈−1〉), respectively. Let α, β be integers such that α ∈ {0, 1}, 0 ≤
β ≤ m/8 and that
p ≡ (−1)α5β (mod m)
If α = 0, then χ1 ∈ X−(m, p), which contradicts Corollary 3.3 (i). Hence we may assume
that α = 1. If β > 0, then χ1χm/8β0 ∈ X−(m, p), a contradiction again. If β = 0, then
p ≡ −1 (mod m). This proves the theorem. 
Before going further, we should remark that that Evans [9] constructed some examples
of exceptional pairs. For any divisor d of m, we denote by od(p) the order of p in (Z/dZ)×
and let 〈p〉(mod d) denote the subgroup of (Z/dZ)× generated by the class of p. Then
Evans proved the following.
THEOREM 4.2. Suppose m = DE with (D,E) = 1 and (oD(p), oE(p)) = 1. Then
G(m, p) is pure, if any of the following three conditions is satisfied.
(i) oD(p) = ϕ(D) and l ∈ 〈p〉(mod E) for some prime l|D.
(ii) −1 ∈ 〈p〉(mod D), 2oD(p) = ϕ(D), l ∈ 〈p〉(mod E) for some prime l|D,
and all of this holds with D and E interchanged.
(iii) ord2m = 1, 2 + m/2 ∈ 〈p〉(mod D), 2oD(p) = ϕ(D), −1 or l is in 〈p〉
(mod E) for some prime l|D, and all of this holds with D and E interchanged.
Proof. See [9, Theorem 3]. 
REMARK 4.3. We shall see in Section 7 that, if r = 2, then any exceptional pair
(m, p) satisfies one of the three conditions of Theorem 4.2. If r ≥ 3, however, there exist
exceptional pairs which do not satisfy the conditions of Theorem 4.2. We present here one
of such examples.
Let m = 15l, where l is a prime number such that
l ≡
⎧
⎨
⎩
1 (mod 8) ,
2 (mod 3) ,
3 (mod 5) ,
and that ol(3) = l − 1. Although the last condition is very restrictive, the generalized
Artin conjecture asserts that there exist infinitely many such primes. For example, l =
113, 233, 353, 593, 953, . . . satisfy the conditions. Let p be a prime number such that
p ≡
⎧⎨
⎩
2 (mod 3) ,
3 (mod 5) ,
3 (mod l) .
Then o3(p) = 2, o5(p) = 4 and ol(p) = l − 1, and so the condition (oD(p), oE(p)) = 1
cannot be satisfied for any factorization m = DE. However, one can prove that G(m, p)
is pure. To see this, note that X−(d, p) = ∅ for d = 3, 5, l and m. Therefore, in order
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to show that the pair (m, p) is exceptional, we have only to show that χ(3) = 1 for any
χ ∈ X−(5l, p), χ(5) = 1 for any χ ∈ X−(3l, p) and χ(l) = 1 for any χ ∈ X−(15, p).
First, since p ≡ 3 (mod 5l), we have χ(3) = χ(p) = 1 for any χ ∈ X−(5l, p). Next,
note that X−(3l, p) = {( ∗3l
)}. We have
(
5
3l
)
=
(
5
3
)(
5
l
)
= −
(
l
5
)
= 1 .
Finally, we have X−(15, p) = {( ∗15
)}, and
(
l
15
)
=
(
2
3
)(
3
5
)
= 1 .
Consequently, (m, p) is an exceptional pair by Proposition 3.1.
5. The case when f is odd
Suppose that f is odd and G(m, p) is pure. Then by Proposition 2.11 we have
ord2m = 1. Suppose that m > 2 and let
m = 2m′ = 2m1 · · ·mr ,
be the prime power decomposition of m, where mi = leii is a power of odd prime number
li . Then χ(2) = 1 for any χ ∈ X−(m, p) by Corollary 3.2.
THEOREM 5.1. Suppose that f is odd and G(m, p) is pure. Then for each i =
1, . . . , r , we have either ϕ(mi)|4f or mi |22f − 1.
Proof. For each i, C(mi) is a cyclic group. Let χ denote a generator of C(mi).
Consider the character
θ =
r∏
i=1
χ
fi
i ∈ X(m′) .
Note that χfii (p) = 1 and χfii (−1) = −1 since fi is odd. Therefore θ ∈ X(m′, p) and
θ(−1) = (−1)r .
First, suppose that r is odd. Then θ ∈ X−(m′, p). Hence θ(2) = 1 by Corollary 3.2.
For each j = 1, . . . , r , let
θj = χ−2fjj θ = χ
−fj
j
∏
i =j
χ
fi
i .
Then θj is also in X−(m′, p), and θj (2) = 1 by Corollary 3.2 again. Therefore, we have
χj (2)2fj = 1 .
This implies that 22fj ≡ 1 (mod mj) for all j . Since 22fj − 1 divides 22f − 1, it follows
that mj divides 22f − 1 for all j . Thus the assertion of the theorem holds.
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Next, suppose that r is even. Then θ ∈ X+(m′, p). If 4fi ≥ ϕ(mi) for all i =
1, . . . , r , then ϕ(mi) = 2fi or ϕ(mi) = 4fi since 2fi is a divisor of ϕ(mi). Hence ϕ(mi)
divides 4f .
On the other hand, suppose that 4fi < ϕ(mi) for some i. Let us consider two charac-
ters
θj = χfij θ = χ2fij
r∏
j =i
χ
fj
j ,
θ ′j = χ3fij θ = χ4fij
r∏
j =i
χ
fj
j .
Then both θj and θ ′j belong to X−(m′, p). Hence θi(2) = θ ′i (2) = 1 by Corollary 3.2. It
follows that
χi(2)2fi = 1 .
This implies that mi is a divisor of 22f − 1. 
COROLLARY 5.2. If f is odd and G(m, p) is pure, then m′|24f − 1.
Proof. If ϕ(mi)|4f , then mi |24f − 1 by Euler’s theorem. Therefore m′|24f − 1. 
COROLLARY 5.3. If f is odd, then Ef is finite.
Proof. This is clear from Corollary 5.3. 
EXAMPLE 5.4. Let us consider the case of f = 3. Let m = 2m1 · · ·mr be as above
and suppose that G(m, p) is pure. Then Theorem 5.1 implies that m′|212 −1 = 32 ·5 ·7 ·13.
Consequently m is a divisor of 2 ·32 ·5 ·7 ·13. This gives a relatively good estimate in view
of Proposition 2.10.
6. Reduction to a Diophantine equation
Let m,p and f be as above. We assume that ord2m = 0 or 2 and m = 12. By
Corollary 3.3 in order that G(m, p) is pure it is necessary that X−(m, p) = ∅. The purpose
of this section is to investigate when X−(m, p) = ∅.
Now, we fix a primitive f -th root of unity ζ . Let m = m1 · · ·mr be the prime power
factorization of m. Thus for each i, mi = leii is a power of a prime number li . Let fi be the
order of p in (Z/miZ)×. Then f = LCM(f1, . . . , fr ).
First, we assume that ord2m = 0 or 2. Then (Z/miZ)× is a cyclic group. Choose and
fix a generator χi of C(mi) such that
χi(p) = ζ f/fi .
Let χ ∈ C(m). If χ = χa11 · · ·χarr with some integers ai , then
χ(p) = ζ f
∑r
i=1
ai
fi , χ(−1) = (−1)
∑r
i=1 ai .
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Let us investigate when the character χ belongs to X−(m, p).
First, it is clear from the definition that χ ∈ C(m,p) if and only if (a1, . . . , ar) is an
integral solution of the Diophantine equation
a1
f1
+ · · · + ar
fr
≡ 0 (mod 1) . (9)
Here, for any x ∈ Q, the congruence x ≡ 0 (mod 1) means that x ∈ Z.
Next, we have χ ∈ X(m) if and only if
ai ≡ 0 (mod ϕ(mi))
for all i = 1, . . . , r .
For an r-tuple of integers  = (d1, . . . , dr) with di > 1 for all i we denote by A()
the subset of Zr defined by
A() =
{
(a1, . . . , ar ) ∈ Zr
∣∣∣∣ 0 < ai < di (∀i) ,
a1
d1
+ · · · + ar
dr
≡ 0 (mod 1)
}
.
Then the above discussion shows that χ ∈ X(m,p) if and only if (a1, . . . , ar ) ∈
A(f1, . . . , fr ).
Finally, we have χ(−1) = −1 if and only if (a1, . . . , ar) satisfies the parity condition
a1 + . . . + ar ≡ 1 (mod 2) .
This naturally leads us to define two subsets A0() and A1() of A() by
Aε() =
{
(a1, . . . , ar ) ∈ A()
∣∣∣∣
r∑
i=1
ai ≡ ε (mod 2)
}
(ε = 0, 1) .
In particular, A() = A0()∐A1().
REMARK 6.1. The set A() has been studied by several authors in connection with
the number of the solutions of equations of the form
α1x
d1
1 + · · · + αrxdrr = α
over finite fields. For more detail, see [5] and the references there.
Now, for the moment we write X1(m, p) (resp. X0(m, p)) for X−(m, p) (resp.
X+(m, p)). For any a = (a1, . . . , ar) ∈ Aε(), we define a character χ(a) ∈ C(m)
by
χ(a) = χa11 · · ·χarr .
Then it can be easily seen from the definition that χ(a) ∈ Xε(m,p). Hence we get an
injection Aε() ↪→ Xε(m,p). However, it is easier to consider the case where di’s are all
even.
Given a positive integer n, let
n# =
{
n if n is even ,
2n if n is odd .
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PROPOSITION 6.2. For each ε = 0, 1, there is an injection Aε(f #1 , . . . , f #r ) ↪→
Xε(m,p). In particular, if Xε(m,p) = ∅, then Aε(f #1 , . . . , f #r ) = ∅.
Proof. Let s be the number of indices i such that fi is odd. Let α be an integer such
that 2α ≡ 1 (mod fi) for all i = 1, . . . , s. Then
α
fi
≡ 1
2fi
(mod 1) (i = 1, . . . , s) .
Let a = (a1, . . . , ar) ∈ Aε(f #1 , . . . , f #r ). We let
α′i =
{
〈αai〉2fi (1 ≤ i ≤ s) ,
ai (s + 1 ≤ i ≤ r) ,
where for any positive integers x and n, we denote by 〈a〉n the residue of a divided by n.
Then we have
r∑
i=1
a′i
fi
≡
s∑
i=1
αai
f #i
+
r∑
i=s+1
ai
f #i
≡
r∑
i=1
ai
fi
≡ 0 (mod 1) .
Moreover we have
s∑
i=1
αa′i ≡
r∑
i=1
ai ≡ ε (mod 2) .
Therefore, the r-tuple a′ := (a′1, . . . , a′r ) belongs to Aε(f1, . . . , fr ). Hence, if we put
χ(a
′) = χa′11 · · ·χa
′
r
r ∈ Xε(m,p) ,
then the correspondence a → χ(a′) defines an injective map from Aε(f1, . . . , fr ) to
Xε(m,p). Thus the proposition holds. 
7. The case of r = 2
In this section we consider the case where m = m1m2 is a product of powers m1,m2
of odd prime numbers. Suppose that G(m, p) is pure. Then, as we will see below, either
Condition (2) holds or G(m, p) is of type that Evans [8] studied. Therefore there is nothing
new in this case. However to consider this case separately may help reader to understand
how the results in the previous section will be used in the general cases.
We begin with the following lemma.
LEMMA 7.1. Let d1, d2 be positive integers, and let d = GCD(d1, d2). Then the
following statements hold.
(i) Suppose that d is even. Then
A1(d1, d2) = ∅ ⇐⇒ ord2d1 = ord2d2 .
(ii) Suppose that d is odd. Then
A1(d1, d2) = ∅ ⇐⇒ d = 1 .
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Proof. Suppose that A1(d1, d2) = ∅ and let (a1, a2) be any element of A1(d1, d2).
Then
a1
d1
+ a2
d2
≡ 0 (mod 1) . (10)
Let d ′1 = d1/d, d ′2 = d2/d . Multiplying the both sides of (10) by LCM(d1, d2) = d ′1d ′2d ,
we obtain
a1d
′
2 + a2d ′1 ≡ 0 (mod d ′1d ′2d) . (11)
It follows that
a1 ≡ 0 (mod d ′1) , a2 ≡ 0 (mod d ′2) .
Let b1, b2 be integers such that a1 = b1d ′1 and a2 = b2d ′2. Then Congruence (11) is
equivalent to
b1 + b2 ≡ 0 (mod d) . (12)
Since 0 < ai < di (i = 1, 2), we have 0 < bid ′i < di (i = 1, 2). Hence 0 < bi < d (i =
1, 2). (Here we should notice that this implies that d > 1.) Therefore it follows from (12)
that
b1 + b2 = d . (13)
On the other hand, from the parity condition a1 + a2 ≡ 1 (mod 2) we obtain the
congruence
b1d
′
1 + b2d ′2 ≡ 1 (mod 2) . (14)
If both d ′1 and d ′2 are odd, then (14) implies that
b1 + b2 ≡ 1 (mod 2) .
It follows from this and (13) that d is even. Hence one of d ′1, d ′2 is odd and the other is even,
say d ′1 is odd and d ′2 is even. Then from (13) and (14) we conclude that both b1 and b2 are
odd. Conversely, if one of d ′1, d ′2 is odd and the other is even, then one can choose positive
odd integers b1, b2 such that
b1 + b2 = d .
Thus we obtain an element (b1d ′1, b2d ′2) of A1(d1, d2). This shows that, if d is even, then
A1(d1, d2) = ∅ ⇐⇒ ord2d1 = ord2d2 .
On the other hand, suppose d is odd and d > 1. This, in particular, implies that at
least one of d ′1, d ′2 is odd, say d ′1 is odd. Let b1, b2 be integers such that
b1 + b2 = d, b1 ≡ 1 (mod 2) .
Then we have
b1d
′
1 + b2d ′2 ≡ 1 (mod 2) .
Therefore the pair (b1d ′1, b2d ′2) belongs to A1(d1, d2). This shows that, if d is odd, then
A1(d1, d2) = ∅ ⇐⇒ d > 1 .
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This completes the proof. 
THEOREM 7.2. Suppose that m = m1m2, where m1 = le11 ,m2 = le22 are powers of
odd prime numbers l1, l2. Then f is even and one of the following assertions holds:
(i) pi ≡ −1 (mod m) for some integer i.
(ii) We have GCD(f1, f2) = 1. Hence one of f1, f2 is odd and the other is even, say
f1 is odd and f2 is even. Then f2 = ϕ(m2) and l2 ∈ 〈p〉 (mod m1).
Proof. Suppose G(m, p) is pure. Then X−(m, p) = ∅ by Corollary 3.3. Let  =
(f1, f2). Then A1() = ∅. If both f1 and f2 are even, then f is also even and the above
lemma shows that ord2f1 = ord2f2 = ord2f . This implies that pf/2 ≡ −1 (mod m).
On the other hand, if at least one of f1 and f2 is odd, then GCD(f1, f2) = 1. By
Proposition 2.11, f must be even since ord2m = 0. Hence one of f1 and f2 is even.
Suppose that f1 is odd and f2 is even. If f2 < ϕ(m2), then the character
θ := χf11 χf22
is an element of X−(m, p), which is a contradiction. Therefore f2 = ϕ(m2). In this case,
θ belongs to X−(m1, p). Hence θ(l2) = 1 by Proposition 3.1. Since θ = χf11 , this implies
that
l
f1
2 ≡ 1 (mod m1) .
But this occur if and only if l2 ∈ 〈p〉 (mod m1). This completes the proof. 
8. A necessary condition for Aε() to be empty
The purpose of this section is to give a necessary condition for Aε() to be non-empty.
We start with an easier case. We say that  = (d1, . . . , dr) is reduced if d1 < d2 < · · · <
dr .
THEOREM 8.1. Suppose that d1, . . . , dr (> 1) are powers of 2 and that  =
(d1, . . . , dr) is reduced. Then the following statements hold:
(i) A0() = ∅ if and only if either  = (d) or  = (2, d) for some d .
(ii) A1() = ∅ if and only if either  = (d) or  = (2, 4, d) for some d .
In particular, for a reduced r-tuple  the set A() is empty if and only if  = (d) for some
d .
Proof. Let  = (d1, . . . , dr ). If r = 1, then clearly both A0() and A1() are
always empty. Let us consider the case where r ≥ 2.
(i) First we consider A0(). If r = 2 and d1 > 2, then(
d1
2
,
d1
2
)
∈ A0() ,
hence A0() = ∅. On the other hand, it is clear that A0(2, d) = for any d > 4.
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Suppose that r ≥ 3. In this case A0() is always non-empty. Indeed, if r is odd and
r ≥ 3, then (
1, 1, d3 − d3
d1
− d3
d2
,
d4
2
, . . . ,
dr
2
)
∈ A0() .
If r is even and r ≥ 4, then(
1, 1, d3 − d3
d1
, d4 − d4
d2
,
d5
2
, . . . ,
dr
2
)
∈ A0() .
Therefore A0() = ∅ whenever r ≥ 3.
(ii) Next we consider A1(). If r = 2, then(
1, d2 − d2
d1
)
∈ A1() ,
hence A1() = ∅.
Suppose that r = 3. In this case, if 1/d1 + 2/d2 < 1, then(
1, 2, d3 − d3
d1
− 2d3
d2
)
∈ A1() ,
hence A1() = ∅. On the other hand, the inequality 1/d1 + 2/d2 ≥ 1 holds if and only if
d1 = 2 and d2 = 4. In this case we can show that A1(2, 4, d) = ∅ for any d > 4. Indeed,
if (a1, a2, a3) ∈ A1(), then a1 = 1 and
1
2
+ a2
4
+ a3
d
≡ 0 (mod 1) , a2 + a3 ≡ 0 (mod 2) .
From the first congruence, we see that a3 must be even, and the second one implies that
a2 is also even. Since 0 < a2 < 4, we have a2 = 2. Then the first congruence show that
a3 ≡ 0 (mod d3), which is a contradiction. Therefore A1(2, 4, d) = ∅.
Finally suppose that r ≥ 4. If r is even, then(
1, d2 − d2
d1
,
d3
2
, . . . ,
dr
2
)
∈ A1() .
If r is odd, then (
1,
d2
2
, . . . ,
dr−2
2
, 2, dr − dr
d1
− 2dr
dr−1
,
)
∈ A1() .
Therefore A1() = ∅ whenever r ≥ 4. This completes the proof. 
We generalize the above theorem to non-reduced cases. For this, given positive inte-
gers a, s, let
({a; s}) = (
s︷ ︸︸ ︷
a, . . . , a) .
For two r-tuples  = (d1, . . . , dr),′ = (d ′1, . . . , d ′r ) we write  ∼ ′ if after renumber-
ing appropriately we have di = d ′i for i = 1, . . . , r .
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Let  be an r-tuple of positive integers such that  = (2, . . . , 2) if r is even. Without
loss of generality we may (and do) assume that  is of the form
 = ({d1; s1}, {d2; s2}, . . . , {dn; sn})
with d1 < d2 < · · · < dn. We define the reduced n-tuple red by
red =
{
(d1, d2, . . . , dn) if either d1 > 2 or d1 = 2 and s1 is odd ,
(d2, . . . , dn) if d1 = 2 and s1 is even .
For example, if  = (d, . . . , d) with d > 2, then red = (d).
LEMMA 8.2. If Aε() = ∅, then Aε(red) = ∅.
Proof. Suppose that Aε(red) = ∅ and let b = (b1, . . . , br ) ∈ Aε(red). Note that,
if d > 2 and s > 1, then the summation map
sum : (Z/dZ − {0})s −→ Z/dZ
is surjective and that, if d = 2 and s is odd, then the image of the summation map
sum : (Z/2Z − {0})s −→ Z/2Z
is {1}. Therefore for each i = 1, . . . , n we can take ai ∈ (Z/diZ − {0})si such that
sum(ai ) = bi . Then the r-tuple a = (a1, . . . , an) belongs to Aε(). It follows that
Aε() = ∅. This completes the proof. 
THEOREM 8.3. Suppose that  is an r-tuple of powers of 2 greater than one. Then
the following statements hold:
(i) The set A0() is empty if and only if
 ∼
{
({2; r}) (r : odd) ,
({2; r − 1}, d) (d > 2) .
(ii) The set A1() is empty if and only if
 ∼
⎧
⎪⎨
⎪⎩
({d; r}) (d ≥ 2) ,
({2; s}, {d; r − s}) (s : even, 0 < s < r, d > 2) ,
({2; r − 2}, 4, d) (r : odd, d > 4) .
Proof. First we note that, if  is any of elements listed in the theorem, then Aε() =
∅. Thus we have only to prove the converse.
(i) First we consider the case of A0(). Suppose that A0() = ∅. Then A0(red) =
∅ by Lemma 8.2. Hence Theorem 8.1 implies that red must be either (d) or (2, 4) for some
d .
If red = (2), then  = ({2; r}) with r odd. In this case A0() = ∅.
On the other hand, if red = (d) with d > 2, then
 = ({2; s}, {d; t})
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with s even and t > 0. If t > 1, then Lemma 8.2 shows that there exists an element
b ∈ (Z/dZ − {0})t such that sum(b) = 0. Then ({1; s}, b) ∈ A0(), hence A0() = ∅.
Therefore  = ({2; r}, d) with r even and d > 2.
If red = (2, 4), then
 = ({2; s}, {4; t})
with s odd and t > 0. If t > 1, then there exists a vector b ∈ (Z/4Z − {0})t such that
sum(b) = 1. Then ({1; s}, b) ∈ A0(), hence A0() = ∅, which is a contradiction. Hence
t = 1.
(ii) Next we consider the case of A1(). Suppose A1() = ∅. Then by Theorem
8.1 red must be either (d) or (2, 4, d) for some d .
If red = (2), then
 = ({2; r})
with r odd.
If red = (d) with d > 2, then
 = ({2; s}, {d; t}) ,
where s is even and t > 0.
If red = (2, 4, d) with d > 4, then
 = ({2; s}, {4; t}, {d; u}) ,
where s is odd and t > 0, u > 0. If u > 1, then choosing a ∈ (Z/4Z − {0})t and
b ∈ (Z/dZ − {0})u such that
sum(a) ≡ 2 (mod 4) , sum(b) ≡ 0 (mod d) ,
we have ({1; s}, a, b) ∈ A1(), which is a contradiction. Similarly, if t > 1, then choosing
a ∈ (Z/4Z − {0})t and b ∈ (Z/dZ − {0})u such that
sum(a) ≡ 0 (mod 4) , sum(b) ≡ d
2
(mod d) ,
we have ({1; s}, a, b) ∈ A1(), which is a contradiction. Therefore both t and u must be
1, that is,  = ({2; r − 2}, 4, d). This completes the proof. 
Now, we consider the case where di’s are not necessarily powers of 2. First, suppose
that every di is even. For any positive integer d , let
d(0) = 2ord2(d) , d(1) = d/d(0) .
Then we have a natural ring isomorphism
Z/d1Z × · · · × Z/drZ ∼= (Z/d(0)1 Z × · · · × Z/d(0)r Z) × (Z/d(1)1 Z × · · · × Z/d(1)r Z) .
For  = (d1, . . . , dr ) we let
(0) = (d(0)1 , . . . , d(0)r ) , (1) = (d(1)1 , . . . , d(1)r ) .
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Let us define a non-empty subset A() by
A() =
{
(a1, . . . , ar ) ∈ Zr
∣∣∣∣ 0 ≤ bi < di ,
a1
d1
+ · · · + ar
dr
≡ 0 (mod 1)
}
.
It is easy to see that the above isomorphism induces an injection
Aε(
(0)) × A((1)) ↪→ Aε() .
Therefore, if Aε() = ∅, then Aε((0)) = ∅. The following theorem is an immediate
consequence of Theorem 8.3.
THEOREM 8.4. Let  be an r-tuple of positive even integers.
(i) If A0() = ∅, then
(0) ∼
{
({2; r}) (r : odd) ,
({2; r − 1}, d) (d > 2) .
(ii) If A1() = ∅, then
(0) ∼
⎧
⎪⎨
⎪⎩
({d; r}) (d ≥ 2) ,
({2; s}, {d; r − s}) (s : even, 0 < s < r, d > 2)
({2; r − 2}, 4, d) (r : odd, d > 4) .
REMARK 8.5. If A() is empty, then this theorem says that r is odd and  satisfies
the following condition:
(0) ∼
{
({2; r}),
({2; r − 1}, d) (d > 2) .
This follows from a theorem of Sun and Wan [15]. They have given a necessary and suffi-
cient condition for A() to be empty.
9. Proof of Theorem 1.2: the case when ord2m = 0 or 2
In this section we consider the case when ord2m = 0 or 2. Let r be the number of
prime factor of m. As we have seen in Section 4, there is no exceptional pair when r = 1.
Therefore we may assume that r ≥ 2. We write m as
m = m1m2 · · ·mr ,
where mi is a power of a prime number li , and m1 = 4 if ord2m = 2. For any subset J of
I := {1, . . . , r}, we let
mJ =
∏
i∈J
mi, m
(J ) =
∏
i∈I−J
mi .
Moreover, let
D(mJ , f ) = GCD(lfj − 1; j ∈ J )
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be the greatest common divisor of lfj − 1’s with j ∈ J .
THEOREM 9.1. Suppose that ord2m = 0 or 2, pi ≡ −1 (mod m) for any i ∈ Z
and that G(m, p) is pure. Then there is a non-empty subset J of I with the following two
properties.
(i) ϕ(mj )|f for any j ∈ J .
(ii) m(J )|D(mJ , f ).
Proof. If G(m, p) is pure, then X−(m, p) = ∅ by Corollary 3.3. Let
 = (f #1 , . . . , f #r ) .
Then A1() = ∅ by Proposition 6.2. If (0) ∼ ({d; r}) with d > 2, then ord2fi = ord2d
for all i ∈ I . This implies that pf/2 ≡ −1 (mod mi) for all i ∈ I , hence pf/2 ≡ −1
(mod m), which contradicts the assumption. Thus we may exclude this case. It then follows
from Theorem 8.4 that
(0) ∼
⎧
⎪⎨
⎪⎩
({2; r})
({2; s}, {d; r − s}) (s : even, 0 < s < r, d > 2)
({2; r − 2}, 4, d) (r : odd, d > 4) .
First suppose that
(0) ∼ ({2; s}, {d; r − s})
with s even, 0 < s < r and d > 2. Let
J = {i ∈ I | ord2fi ≤ 1} .
Then |J | = s. We claim that
f #j = ϕ(mj ) (∀j ∈ J ) . (15)
To see this, for any j ∈ J , let j be the (r − 1)-tuple obtained from  with the j -th
component removed. Then
j ∼ ({2; s − 1}, {d; r − s}) ,
hence Theorem 8.4 shows that A1(j ) = ∅. It follows that X−(m/mj, p) = ∅. Let θj be
any element of X−(m/mj , p). If fj < ϕ(mj), then
θjχ
f #j
j ∈ X−(m, p) ,
which is a contradiction. Therefore Claim (15) holds.
Now, by Proposition 3.1 we have θj (lj ) = 1. For any i ∈ I − J , let
θij = χfji θj .
Then θij ∈ X−(m/mj, p), hence θij (lj ) = 1. It follows that χi(lfij ) = 1. This implies that
l
f
j ≡ 1 (mod mi). Therefore mi |lfj − 1 for any i ∈ I − J, j ∈ J .
Next, suppose that
(0) ∼ ({2; r − 2}, 4, d) ,
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where r is odd and d > 4. Let i be any index in I , and let i be as above. Then A1(i) = ∅
by Theorem 8.4. Hence X−(m/mi, p) = ∅. By the same argument as above, we conclude
that f #i = ϕ(mi). Therefore ϕ(mi)|f for any i ∈ I .
Finally, suppose that
(0) ∼ ({2; r}) .
Without loss of generality we may assume that
f1 ≡ · · · ≡ fs ≡ 1 (mod 2) , fs+1 ≡ · · · ≡ fr ≡ 0 (mod 2) .
Then ord2fi = 1 for i = s + 1, . . . , r . If s = 0, then pf/2 ≡ −1 (mod m). On the other
hand, if s = r , then f is odd. But this is impossible by Proposition 2.11. Therefore we
may assume that 0 < s < r . Consider the character
θ := χf11 · · ·χfss χfs+1/2s+1 · · ·χfr/2r .
Set t = r − s. Then
θ(−1) = (−1)s, θ(p) = (−1)t .
We consider the following four cases separately.
(a) Both s and t are even.
(b) s is even and t is odd.
(c) s is odd and t is even.
(d) Both s and t are odd.
In the case of (a), we have θ ∈ X+(m, p). Let
J = {1, . . . , s} .
If 2fj < ϕ(mj ) for some j ∈ J , then
θj := θχ2fjj ∈ X−(m, p) ,
which is a contradiction. Therefore 2fj = ϕ(mj ) for any j ∈ J . Then θj ∈ X−(m/mj, p),
hence θj (lj ) = 1 by Proposition 3.1.
In the case of (b), if there exist i ∈ {1, . . . , s} and j ∈ {s + 1, . . . , r} such that
2fi < ϕ(mi) and fj < ϕ(mj), then
θij := θχfii χ
fj /2
j ∈ X−(m, p) ,
which is a contradiction. Therefore either 2fi = ϕ(mi) for any i ∈ {1, . . . , s} or fj =
ϕ(mj ) for any j ∈ {s + 1, . . . , r}. Hence, if we put
J =
{
{1, . . . , s} (in the former case) ,
{s + 1, . . . , r} (in the latter case) ,
then Condition (i) of the theorem holds.
In the case of (c), θ ∈ X−(m, p), which is a contradiction. Thus this case cannot
occur.
Finally, in the case of (d), let
J = {s + 1, . . . , r} .
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If fj < ϕ(mj ) for some j ∈ J , then
θj := θχfjj ∈ X−(m, p) ,
which is a contradiction. Therefore fj = ϕ(mj ) for any j ∈ J .
Now, it remains to prove that mi divides D(mJ , f ) for any i ∈ I − J . We prove it
only in the case of (a) since the proofs of other cases are quite similar. We continue to use
the notation in the case of (a). Let i ∈ I − J . Considering θij = θjχ−fii instead of θj , we
find that θij (ji) = 1. This implies that χi(lj )fi = 1, hence lfij ≡ 1 (mod mi). It follows
that mi divides lfj − 1. This completes the proof. 
10. Proof of Theorem 1.2: the case when ord2m > 2
In this section we consider the case when e := ord2m > 2. Let r be the number of
prime factor of m. Thus we may assume that r ≥ 2. We write m as
m = m1m2 · · ·mr = m1m′ ,
where m1 = 2e and for i = 2, . . . , r mi is a power of a prime number li .
THEOREM 10.1. Suppose that e = ord2m > 2, pi ≡ −1 (mod m) for all i ∈ Z
and G(m, p) is pure. Then there exists a non-empty subset J of {1, . . . , r} satisfying the
following conditions.
(i) ϕ(mj )|f for any j ∈ J − {1}, and ϕ(m1)|2f if 1 ∈ J .
(ii) m(J )|D(mJ , f ).
We need a lemma. To state it we define two integers f0, f1 as follows. Let f0 be the
order of p in (Z/4Z)×, and f1 the order of p in (Z/2eZ)×/〈−1〉. Recall that (Z/2eZ)×
is generated by the classes of −1 and 5, and their orders are 2 and 2e−2 respectively. Let
χ0 and χ1 be generators of C(2e) such that χ0(−1) = χ1(5) = 1. We choose χ0 so that
χ0(p) = ζ f/f0 .
LEMMA 10.2. Suppose ord2m > 2. If f0 > 1, at least one of the following two
statements holds
(i) X−(m, p) = ∅.
(ii) e ≤ ord2f + 2 and X−(m′, p) = ∅.
Proof. For any positive integer n, let
n =
{
n n is odd ,
n/2 n is even .
We define a character θ by
θ =
r∏
i=2
χ
f

i
i .
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Then θ ∈ X(m′) and θ(p) = ±1. If f0 = 2e−2, then
e = ord2f0 + 2 ≤ ord2f + 2 .
Hence, if X−(m′, p) = ∅, then we may assume that f0 < 2e−2.
If f1 = 1, let
χ =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
χ1θ (θ(p) = θ(−1) = 1) ,
χ
f0
0 θ (θ(p) = 1, θ(−1) = −1) ,
χ
f0/2
0 χ1θ (θ(p) = −1, θ(−1) = 1) ,
χ
f0/2
0 θ (θ(p) = θ(−1) = −1) .
If f1 = 2, let
χ =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
χ
f0/2
0 χ1θ (θ(p) = θ(−1) = 1) ,
χ
f0
0 θ (θ(p) = 1, θ(−1) = −1) ,
χ1θ (θ(p) = −1, θ(−1) = 1) ,
χ
f0/2
0 θ (θ(p) = θ(−1) = −1) .
Then χ ∈ X−(m, p) and so X−(m, p) = ∅. 
Proof of Theorem 10.1. If f0 > 1, then Lemma 10.2 shows that ϕ(m1)|2f and
X−(m′, p) = ∅. Let θ ∈ X−(m′, p). Then θ(2) = 1. Moreover, θχfii ∈ X−(m′, p)
for any i ∈ {2, . . . , r}. Hence
χi(2)fi = 1 ,
which is equivalent to
2fi ≡ 1 (mod mi) .
Since fi is a divisor of f , it follows that
2f ≡ 1 (mod mi) (∀i ∈ {2, . . . , r}) .
This implies that m′ divides 2f − 1. The theorem then holds for J = {1}.
On the other hand, if f0 = 1, then the situation is almost same as in the case of
ord2m = 2, and we have only to repeat the proof there to get the theorem. This completes
the proof. 
11. Proof of Theorem 1.2: the case when ord2m = 1
In this section we consider the case when ord2m = 1 and G(m, p) is pure. Let
m = 2m1 . . . mr = 2m′ ,
where mi is a power of an odd prime number li . Then χ(2) = 1 for any χ ∈ X−(m′, p).
THEOREM 11.1. Suppose ord2m = 1, pi ≡ −1 (mod m) for any i ∈ Z and
G(m, p) is pure. Then there exists a non-empty subset J of I satisfying the following
conditions.
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(i) mJ |22f − 1.
(ii) m(J )|(22f − 1)DJ (m, f ).
Proof. First suppose that X−(m′, p) = ∅. Let χ ∈ X−(m, p). Then χ(2) = 1. For
any i ∈ I , we have χχf #ii ∈ X−(m′, p). Hence
χχ
f #i
i (2) = 1 .
Therefore χi(2f
#
i ) = 1, which implies that
2f ≡ 1 (mod mi) .
Next suppose that X−(m′, p) = ∅. Let
 = (f #1 , . . . , f #r ) .
Then A1() = ∅ by Proposition 6.2. As we have seen before, we may exclude the case
when (0) ∼ ({d; r}) with d > 2. It then follows from Theorem 8.4 that
(0) ∼
⎧
⎪⎨
⎪⎩
({2; r})
({2; s}, {d; r − s}) (s : even, 0 < s < r, d > 2)
({2; r − 2}, 4, d) (r : odd, d > 4) .
In the second case, let
J = {i ∈ I | ord2fi ≤ 1} .
Then |J | = s > 0 and A1(j ) = ∅ for any j ∈ J . Let θj ∈ X−(m/mj , p). If f #j <
ϕ(mj ), then θjχ
f #j
j ∈ X−(m′, p), which is a contradiction. Therefore f #j = ϕ(mj ) for any
j ∈ J .
Now, by Proposition 3.1 either θj (jj ) = 1 or θj (2) = 1. Let i ∈ I − J . If
2fi < ϕ(mi), then θj , θjχfii , θjχ
−fi
i are distinct characters in X−(m/mj , p). Hence,
either θjχfi (lj ) = 1 or θjχfi (2) = 1, and either θjχ−fi (lj ) = 1 or θjχ−fi (2) = 1. It fol-
lows that either χi(22fi ) = 1 or χi(l2fij ) = 1. This implies that mi divides either mi |22f −1
or l
2f
j − 1.
On the other hand, if 2fi = ϕ(mi), then mi divides 22fi −1 by Fermat’s little theorem,
hence mi divides 22f − 1. This completes the proof. 
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