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 ABSTRAK 
Pneumonia adalah penyakit infeksi yang sangat umum disebabkan oleh bakteri, virus, 
atau jamur. Penyakit ini dapat mengakibatkan hingga kematian khususnya pada anak-
anak dibawah 5 tahun, orang dewasa, hingga tua. Dalam melakukan deteksi pneumonia 
dokter dapat melakukan dengan analisa foto rontgen tetapi 22% diantaranya 
mengalami ketidakjelasan diagnosa. Penelitian ini bertujuan untuk meningkatkan nilai 
akurasi dari hasil klasifikasi penyakit pneumonia menggunakan metode convolutional 
neural network. Convolutional neural network merupakan salah satu jenis jaringan 
saraf yang digunakan dalam klasifikasi gambar. Jaringan saraf tersebut cocok dalam 
pengenalan fitur pada sebuah gambar dan dapat klasifikasi gambar yang banyak dan 
terdiri dari banyak kelas. Metode ini dapat klasifikasi gambar X-ray dada hingga 
akurasi 95% 
 
Kata Kunci: Pneumonia, convolutional neural network. 
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 ABSTRACT 
Pneumonia is a very common infectious disease caused by bacteria, viruses, or fungi. 
This disease can lead to death, especially in children under 5 years, adults, to the 
elderly. In detecting pneumonia, doctors can perform photo analysis, but 22% of them 
experience unclear diagnosis. This study aims to increase the assessment value of the 
classification results of pneumonia using the convolutional neural network method. 
Convolutional neural networks are one type of neural network used in image 
classification. The neural network is suitable for recognition of features in an image 
and can classify multiple images consisting of many classes. This method can classify 
chest X-ray images up to 95% accuracy. 
 
Keywords: Pneumonia, convolutional neural network. 
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