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Abstract
The Cauchy problem of the Euler equations in the whole space is considered with non-decaying initial
velocity in the frame work of B1∞,1. It is proved that if the initial velocity is real analytic then the solution is
also real analytic in spatial variables. Furthermore, a new estimate for the size of the radius of convergence
of Taylor’s expansion is established. The key of the proof is to derive the suitable estimates for the higher
order derivatives of the bilinear terms. It is also shown the propagation of the almost periodicity in spatial
variables.
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Let us consider the Euler equations in Rn with n 2, describing the motion of perfect incom-
pressible fluids, ⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
+ (u · ∇)u+ ∇p = 0 in Rn × (0, T ),
divu = 0 in Rn × (0, T ),
u(x,0) = u0(x) in Rn,
(E)
where the unknown functions u = u(x, t) = (u1(x, t), . . . , un(x, t)) and p = p(x, t) denote the
velocity field and the pressure of the fluid, respectively, while u0 = u0(x) = (u10(x), . . . , un0(x))
denotes the given initial velocity field.
The purpose of this paper is to show the propagation properties of the analyticity and the
almost periodicity in spatial variables for the solution of (E) with non-decaying initial velocity.
For the local-in-time existence and uniqueness of solutions for (E), Kato [5] proved that for the
given initial velocity field u0 ∈ Hm(Rn)n with m > n/2 + 1, there exist T = T (‖u0‖Hm) and a
unique solution u of (E) in the class C([0, T ];Hm(Rn)n). Kato and Ponce [6] extended this result
to the fractional-ordered Sobolev spaces Ws,p(Rn)n = (1 − )−s/2Lp(Rn)n for s > n/p + 1,
1 < p < ∞. In order to treat the initial velocity with the minimal regularity, Pak and Park [8]
studied in the framework of B1∞,1(Rn) and obtained the following result.
Theorem 1.1. (See Pak and Park [8].) For every u0 ∈ B1∞,1(Rn)n with divu0 = 0, there exists
a T > 0 such that (E) possesses a unique solution u ∈ C([0, T ];B1∞,1(Rn)n) with the pressure
∇p =∑ni,j=1 ∇(−)−1∂xi uj ∂xj ui .
The definition of the Besov space B1∞,1(Rn) and its properties will be explained in Section 2.
The reader can find the other results concerning the local-in-time existence and uniqueness of
solutions to (E) in the reference of [8].
It has already been known that Kato’s solution is real analytic in spatial variables if u0 ∈
Cω(Rn)n; see Alinhac and Métivier [2], Kukavica and Vicol [7] and the references therein. In
this paper, we prove the propagation of analyticity of Pak–Park’s solutions. In particular, we give
an improvement for the estimate for the size of the radius of convergence of Taylor’s expansion.
Before stating our result about the analyticity, we set some notation. Let N0 := N∪{0}, where
N is the set of all positive integers. For k ∈ N0, put
mk := c k!
(k + 1)2 ,
where c is a positive constant such that one has
∑
0βα
(
α
β
)
m|β|m|α−β| m|α|, α ∈ Nn0,
∑ (α
β
)
m|β|−1m|α−β|+1  |α|m|α|, α ∈ Nn0 \ {0}n.0<βα
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tivier [1]. Our result on the propagation of the analyticity now reads:
Theorem 1.2. Let u0 ∈ B1∞,1(Rn)n with divu0 = 0, and let u ∈ C([0, T ];B1∞,1(Rn)n) be the
solution of (E). Suppose that u0 ∈ Cω(Rn)n in the following sense: there exist positive constants
K0 and ρ0 such that ∥∥∂αx u0∥∥B1∞,1 K0ρ−|α|0 m|α|
for all α ∈ Nn0 . Then, u(·, t) ∈ Cω(Rn)n for all t ∈ [0, T ] and satisfies the following estimate:
there exist positive constants K := K(n,K0), L := L(n,K0) and λ := λ(n) such that
∥∥∂αx u(·, t)∥∥B1∞,1 K
(
ρ0
L
)−|α|
m|α|(1 + t)max{|α|−1,0} exp
{
λ|α|
t∫
0
∥∥u(·, τ )∥∥
B1∞,1
dτ
}
(1.1)
for all α ∈ Nn0 and t ∈ [0, T ].
Remark 1.3. (i) Since K,L and λ do not depend on T , (1.1) gives a grow-rate estimate for
large time behavior of Pak–Park’s solutions provided
∫ t
0 ‖u(τ)‖B1∞,1 dτ is uniformly bounded in
time. When u0 ∈ (B˙0∞,1 ∩ B˙1∞,1)(Rn)n, we may obtain the similar estimates of (1.1) replaced∫ t
0 ‖u(τ)‖B1∞,1 dτ by
∫ t
0 ‖∇u(τ)‖L∞ dτ or
∫ t
0 ‖ rotu(τ)‖B˙0∞,1 dτ .
(ii) From (1.1), one can derive the estimate for the size of the uniform analyticity radius of the
solutions as follows:
lim inf|α|→∞
(‖∂αx u(t)‖L∞
α!
)− 1|α|
 ρ0
L
(1 + t)−1 exp
{
−λ
t∫
0
∥∥u(τ)∥∥
B1∞,1
dτ
}
.
Recently, Kukavica and Vicol [7] considered the vorticity equations of (E) in Hs(T3)3 with
s > 7/2, and obtained the following estimate for uniform analyticity radius:
lim inf|α|→∞
(‖∂αx rotu(t)‖L∞
α!
)− 1|α|
 ρ
(
1 + t2)−1 exp{−λ t∫
0
∥∥∇u(τ)∥∥
L∞ dτ
}
with some ρ := ρ(s, rotu0) and λ = λ(s). Hence our result is an improvement of the previous
analyticity-rate in the sense that (1 + t2)−1 is replaced by (1 + t)−1, and clarifies that ρ = ρ0/L.
The proof of Theorem 1.2 is based on the inductive argument with respect to |α|. The key
of the proof is to derive the suitable estimates for the higher order derivatives of the nonlinear
term of (E). To this end, we appeal to the technique due to [4], and use the commutator type
estimates, the bilinear estimates (see Lemma 2.2 and Lemma 2.3 below) and the trajectory flow
argument.
We next consider the almost periodicity in spatial variables. We recall the definition of the
almost periodicity in the sense of Bohr.
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Σf :=
{
τξf
∣∣ ξ ∈ Rn}(⊂ L∞(Rn)), τξ f := f (· + ξ).
Then, f is called almost periodic in Rn if Σf is relatively compact in L∞(Rn).
We now state the second result of this paper.
Theorem 1.5. Let u0 ∈ B1∞,1(Rn)n with divu0 = 0 and let u ∈ C([0, T ];B1∞,1(Rn)n) be the
solution of (E). Suppose that u0 is almost-periodic in Rn, then the solution u(·, t) of (E) is
almost-periodic in Rn for all t ∈ [0, T ].
The same assertion is known for the solutions to the Navier–Stokes equations by Giga,
Mahalov and Nicolaenko [3]. Recently, Taniuchi, Tashiro and Yoneda [9] proved the almost
periodicity of weak solutions to (E) in the whole plane R2 when u0 ∈ L∞(R2)2. On the other
hand, in the Theorem 1.5, we treat the classical solutions and all space-dimensions n  2. The
proof of Theorem 1.5 is based on the argument given by [3]. The key of the proof is to use the
estimate concerning the continuity with respect to the initial velocities, see Lemma 4.1 below.
This paper is organized as follows. In Section 2, we introduce the notation that will be used
throughout the paper, and recall the key lemmas which play important roles in our proof. In
Sections 3 and 4, we present the proof of Theorems 1.2 and 1.5, respectively.
2. Preliminaries
In this section, we introduce some notation and the function spaces. Let S (Rn) be the
Schwartz class of all rapidly decreasing functions, and let S ′(Rn) be the space of all tempered
distributions. We first recall the definition of the Littlewood–Paley operators. Let Φ and ϕ be the
functions inS (Rn) satisfying the following properties:
supp Φ̂ ⊂ {ξ ∈ Rn ∣∣ |ξ | 5/6}, supp ϕ̂ ⊂ {ξ ∈ Rn ∣∣ 3/5 |ξ | 5/3},
Φ̂(ξ)+
∞∑
j=0
ϕ̂j (ξ) = 1, ξ ∈ Rn,
where ϕj (x) = 2jnϕ(2j x) and f̂ denotes the Fourier transform of f ∈ S (Rn) on Rn. Given
f ∈S ′(Rn), we denote
jf :=
⎧⎨⎩
Φ ∗ f, j = −1,
ϕj ∗ f, j  0,
0, j −2,
Skf :=
∑
jk
jf, k ∈ Z,
where ∗ denotes the convolution operator. Then, we define the Besov spaces Bsp,q(Rn) by the
following definition.
Definition 2.1. For s ∈ R and 1 p,q ∞, the Besov space Bsp,q(Rn) is defined to be the set
of all tempered distributions f ∈S ′(Rn) such that the norm
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∥∥{2sj‖jf ‖Lp}j∈Z∥∥q
is finite.
Note that Bsp,q(Rn) is a Banach space with its norm ‖ · ‖Bsp,q . It is easy to see that
‖f ‖L∞ =
∥∥∥∥∑
j∈Z
jf
∥∥∥∥
L∞

∑
j∈Z
‖jf ‖L∞ = ‖f ‖B0∞,1 .
Therefore B0∞,1(Rn) ⊂ L∞(Rn), and this embedding is continuous. It is also easily obtained
that B0∞,1(Rn) ⊂ BUC(Rn), where BUC(Rn) is the space of all bounded uniformly continu-
ous functions on Rn. Analogously, we can prove that B1∞,1(Rn) ⊂ W 1,∞(Rn), which is con-
tinuous embedding. Moreover, B1∞,1(R) contains some non-decaying functions, for example,
[x → sinx], [x → cosx] and [x → tanhx = ex−e−x
ex+e−x ]. For more details, see Triebel [10].
We now prepare the commutator type estimates and the bilinear estimates for nonlinear terms
of (E).
Lemma 2.2. (See Pak and Park [8].) There exists a positive constant C = C(n) such that∑
j∈Z
2j
∥∥(Sj−2u · ∇)jf −j ((u · ∇)f )∥∥L∞  C‖u‖B1∞,1‖f ‖B1∞,1
holds for all (u,f ) ∈ B1∞,1(Rn)n+1 with divu = 0.
Lemma 2.3. There exists a positive constant C = C(n) such that
‖fg‖B1∞,1  C
(‖f ‖L∞‖g‖B1∞,1 + ‖g‖L∞‖f ‖B1∞,1)
holds for all f,g ∈ B1∞,1(Rn).
The proof of Lemma 2.3 follows from the characterization by differences of Besov norm,
easily; see [10]. Hence we skip the detail of the proof. Next, we give the estimate for the gradient
of pressure π = ∇p.
Lemma 2.4. (See Pak and Park [8].) There exists a positive constant C = C(n) such that∥∥π(u, v)∥∥
B1∞,1
 C‖u‖B1∞,1‖v‖B1∞,1
holds for all u,v ∈ B1∞,1(Rn)n with divu = divv = 0, where
π(u, v) =
n∑
j,k=1
∇(−)−1∂xj uk∂xk vj = ∇(−)−1 div
{
(u · ∇)v}.
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Lemma 2.5 (The Gronwall inequality). Let A 0, and let f,g and h be non-negative, continuous
functions on [0, T ] satisfying
f (t)A+
t∫
0
g(s) ds +
t∫
0
h(s)f (s) ds
for all t ∈ [0, T ]. Then it holds that
f (t)Ae
∫ t
0 h(τ) dτ +
t∫
0
e
∫ t
s h(τ ) dτ g(s) ds
for all t ∈ [0, T ].
3. Proof of Theorem 1.2
Proof of Theorem 1.2. We first notice that u ∈ C([0, T ];Bs∞,1(Rn)n) for all s  1, if u0 ∈
Bs∞,1(Rn)n for all s  1. Hence u(·, t) ∈ C∞(Rn)n for all t ∈ [0, T ] and then u ∈ C∞(Rn ×[0, T ])n, if u0 ∈ C∞(Rn)n. Moreover, the time-interval in which the solution exists does not
depend on s. Indeed, T  C/‖u0‖B1∞,1 with some constant C depending only on n, and the
solution u satisfies
sup
t∈[0,T ]
∥∥u(t)∥∥
B1∞,1
 C0‖u0‖B1∞,1 (3.1)
with some positive constant C0 depending only on n.
Now let u0 satisfy the assumption of Theorem 1.2. We discuss with the induction argument.
In the case α = 0, (1.1) follows from (3.1) with K = C0K0. Next, we consider the case |α| 1.
We first introduce some notation. For l ∈ N and λ,L > 0, we put
Xl(t) := max|α|=l
∥∥∂αx u(t)∥∥B1∞,1 , t ∈ [0, T ],
Yl = Yλ,Ll := max1kl supt∈[0,T ]
{
Mk(t)
mk
Xk(t)
}
,
where
Mk(t) = Mλ,Lk (t) := ρk0L−(k−1)(1 + t)−(k−1)e
−λk ∫ t0 ‖u(τ)‖B1∞,1 dτ .
The similar notation were used in [1] and [2]. In what follows, we shall show that Y|α|  2K0 for
all α ∈ Nn0 with |α| 1 when λ and L are sufficiently large. We now consider the case |α| = 1.
Let k be an integer with 1  k  n. Taking the differential operation ∂xk to the first equation
of (E), we have
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where
∇p = π(u,u) =
n∑
j,k=1
∇(−)−1∂xj uk∂xkuj = ∇(−)−1 div
{
(u · ∇)u}.
Applying the Littlewood–Paley operator j and adding the term (Sj−2u · ∇)j (∂xku) to the
both sides of (3.2), we have
∂tj (∂xku)+ (Sj−2u · ∇)j (∂xku)
= (Sj−2u · ∇)j (∂xku)−j
(
(u · ∇)∂xku
)−j ((∂xku · ∇)u)−j (∂xkπ(u,u)). (3.3)
Here we consider the family of trajectory flows {Zj (y, t)} defined by the solution of the ordinary
differential equations ⎧⎨⎩
∂
∂t
Zj (y, t) = Sj−2u
(
Zj (y, t), t
)
,
Zj (y,0) = y.
(3.4)
Note that Zj ∈ C1(Rn × [0, T ])n, and divSj−2u = 0 implies that each y → Zj (y, t) is a volume
preserving mapping from Rn onto itself. From (3.3) and (3.4), we see that
∂tj (∂xku)+ (Sj−2u · ∇)j (∂xku)|(x,t)=(Zj (y,t),t) =
∂
∂t
{
j(∂xku)
(
Zj(y, t), t
)}
,
which yields that
j(∂xku)
(
Zj (y, t), t
)= j(∂xku0)(y)− t∫
0
j
(
(∂xku · ∇)u
)(
Zj (y, s), s
)
ds
+
t∫
0
{
(Sj−2u · ∇)j (∂xku)−j
(
(u · ∇)∂xku
)}(
Zj (y, s), s
)
ds
−
t∫
0
j
(
∂xkπ(u,u)
)(
Zj (y, s), s
)
ds. (3.5)
Since the map y → Zj (y, t) is bijective and volume-preserving for all t ∈ [0, T ], by taking the
L∞-norm with respect to y to both sides of (3.5), we have
∥∥j(∂xku)(t)∥∥L∞  ∥∥j(∂xku0)∥∥L∞ +
t∫ ∥∥j ((∂xku · ∇)u)(s)∥∥L∞ ds0
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t∫
0
∥∥{(Sj−2u · ∇)j (∂xku)−j ((u · ∇)∂xku)}(s)∥∥L∞ ds
+
t∫
0
∥∥j (∂xkπ(u,u))(s)∥∥L∞ ds. (3.6)
Multiplying both sides of (3.6) by 2j and then taking the 1-norm in j , we obtain that
∥∥∂xku(t)∥∥B1∞,1  ‖∂xku0‖B1∞,1 +
t∫
0
∥∥(∂xku · ∇)u(s)∥∥B1∞,1 ds +
t∫
0
∥∥∂xkπ(u,u)(s)∥∥B1∞,1 ds
+
t∫
0
∑
j∈Z
2j
∥∥{(Sj−2u · ∇)j (∂xku)−j ((u · ∇)∂xku)}(s)∥∥L∞ ds
=: I1 + I2 + I3 + I4. (3.7)
It follows from the assumption on u0 that
I1 K0ρ−10 m1. (3.8)
From Lemma 2.3, we see that
I2  C
t∫
0
∥∥∇u(s)∥∥
L∞
∥∥∇u(s)∥∥
B1∞,1
ds  C
t∫
0
∥∥u(s)∥∥
B1∞,1
X1(s) ds, (3.9)
where we used the continuous embedding ‖∇f ‖L∞  C‖f ‖B1∞,1 . For the pressure term I3, it
follow from Lemma 2.4 that
I3  2
t∫
0
∥∥π(∂xku,u)(s)∥∥B1∞,1 ds  C
t∫
0
∥∥u(s)∥∥
B1∞,1
X1(s) ds. (3.10)
For the estimate of I4, we have from Lemma 2.2 that
I4  C
t∫
0
∥∥u(s)∥∥
B1∞,1
∥∥∂xku(s)∥∥B1∞,1 ds  C
t∫
0
∥∥u(s)∥∥
B1∞,1
X1(s) ds. (3.11)
Substituting (3.8), (3.9), (3.10) and (3.11) into (3.7), we have
∥∥∂xku(t)∥∥B1∞,1 K0ρ−10 m1 +C1
t∫ ∥∥u(s)∥∥
B1∞,1
X1(s) ds (3.12)0
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from (3.12) that
X1(t)K0ρ−10 m1 +C1
t∫
0
∥∥u(s)∥∥
B1∞,1
X1(s) ds,
which implies by Lemma 2.5 that
X1(t)K0ρ−10 m1e
C1
∫ t
0 ‖u(τ)‖B1∞,1 dτ . (3.13)
By choosing λ C1, we obtain from (3.13) that
M1(t)
m1
X1(t)K0e
(C1−λ)
∫ t
0 ‖u(τ)‖B1∞,1 dτ K0,
which yields that
Y1 K0. (3.14)
Next, we consider the case |α| 2. Let α be a multi-index with |α| 2. Taking the differential
operation ∂αx to the first equation of (E), we have
∂t
(
∂αx u
)+ ∑
0βα
(
α
β
)(
∂βx u · ∇
)
∂α−βx u+ ∂αx π(u,u) = 0. (3.15)
Applying the Littlewood–Paley operator j and adding the term (Sj−2u ·∇)j (∂αx u) to the both
sides of (3.15), we have
∂tj
(
∂αx u
)+ (Sj−2u · ∇)j (∂αx u)
= (Sj−2u · ∇)j
(
∂αx u
)−j ((u · ∇)∂αx u)
−
∑
0<βα
(
α
β
)
j
((
∂βx u · ∇
)
∂α−βx u
)−j (∂αx π(u,u)). (3.16)
Similarly to the case of |α| = 1, we have from (3.16) that
∥∥j (∂αx u)(t)∥∥L∞  ∥∥j (∂αx u0)∥∥L∞ + ∑
0<βα
(
α
β
) t∫ ∥∥j ((∂βx u · ∇)∂α−βx u)(s)∥∥L∞ ds
0
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t∫
0
∥∥j (∂αx π(u,u))(s)∥∥L∞ ds
+
t∫
0
∥∥{(Sj−2u · ∇)j (∂αx u)−j ((u · ∇)∂αx u)}(s)∥∥L∞ ds. (3.17)
Multiplying both sides of (3.17) by 2j and then taking the 1-norm in j , we obtain that
∥∥∂αx u(t)∥∥B1∞,1  ∥∥∂αx u0∥∥B1∞,1 + ∑
0<βα
(
α
β
) t∫
0
∥∥(∂βx u · ∇)∂α−βx u(s)∥∥B1∞,1 ds
+
t∫
0
∥∥∂αx π(u,u)(s)∥∥B1∞,1 ds
+
t∫
0
∑
j∈Z
2j
∥∥{(Sj−2u · ∇)j (∂αx u)−j ((u · ∇)∂αx u)}(s)∥∥L∞ ds
=: J1 + J2 + J3 + J4. (3.18)
It follows from the assumption on u0 that
J1 K0ρ−|α|0 m|α|. (3.19)
For the estimate of J2, we have from Lemma 2.3 and the continuous embedding that
J2  C
∑
0<βα
(
α
β
) t∫
0
(∥∥∂βx u(s)∥∥L∞∥∥∇∂α−βx u(s)∥∥B1∞,1 + ∥∥∇∂α−βx u(s)∥∥L∞∥∥∂βx u(s)∥∥B1∞,1)ds
= C
n∑
j=1
(
α
ej
) t∫
0
∥∥∂xj u(s)∥∥L∞∥∥∇∂α−ejx u(s)∥∥B1∞,1 ds
+C
∑
0<βα
|β|2
(
α
β
) t∫
0
∥∥∂βx u(s)∥∥L∞∥∥∇∂α−βx u(s)∥∥B1∞,1 ds
+C
t∫
0
∥∥∇u(s)∥∥
L∞
∥∥∂αx u(s)∥∥B1∞,1 ds
+C
∑
0<β<α
(
α
β
) t∫ ∥∥∇∂α−βx u(s)∥∥L∞∥∥∂βx u(s)∥∥B1∞,1 ds
0
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t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds +C
∑
0<βα
|β|2
(
α
β
) t∫
0
X|β|−1(s)X|α−β|+1(s) ds
+C
∑
0<β<α
(
α
β
) t∫
0
X|β|(s)X|α−β|(s) ds. (3.20)
For the pressure term J3, from Lemma 2.4, we have
J3 
∑
0βα
(
α
β
) t∫
0
∥∥π(∂βx u, ∂α−βx u)(s)∥∥B1∞,1 ds
 C
∑
0βα
(
α
β
) t∫
0
∥∥∂βx u(s)∥∥B1∞,1∥∥∂α−βx u(s)∥∥B1∞,1 ds
 C
t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds +C
∑
0<β<α
(
α
β
) t∫
0
X|β|(s)X|α−β|(s) ds. (3.21)
For the estimate of J4, it follows from Lemma 2.2 that
J4  C
t∫
0
∥∥u(s)∥∥
B1∞,1
∥∥∂αx u(s)∥∥B1∞,1 ds
 C
t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds. (3.22)
Substituting (3.19), (3.20), (3.21) and (3.22) to (3.18), we have
∥∥∂αx u(t)∥∥B1∞,1 K0ρ−|α|0 m|α| +C|α|
t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds
+C
∑
0<βα
|β|2
(
α
β
) t∫
0
X|β|−1(s)X|α−β|+1(s) ds
+C
∑
0<β<α
(
α
β
) t∫
X|β|(s)X|α−β|(s) ds. (3.23)0
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∑
0<βα
|β|2
(
α
β
) t∫
0
X|β|−1(s)X|α−β|+1(s) ds
=
∑
0<βα
|β|2
(
α
β
) t∫
0
M|β|−1(s)
m|β|−1
X|β|−1(s)
M|α−β|+1(s)
m|α−β|+1
X|α−β|+1(s)
m|β|−1
M|β|−1(s)
m|α−β|+1
M|α−β|+1(s)
ds

∑
0<βα
|β|2
(
α
β
)
m|β|−1m|α−β|+1ρ−|α|0 L
|α|−2(Y|α|−1)2
t∫
0
(1 + s)|α|−2eλ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds
 |α|m|α|ρ−|α|0 L|α|−2(Y|α|−1)2
t∫
0
(1 + s)|α|−2eλ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds. (3.24)
Similarly, for the fourth term of the right-hand side of (3.23), we have
∑
0<β<α
(
α
β
) t∫
0
X|β|(s)X|α−β|(s) ds
m|α|ρ−|α|0 L
|α|−2(Y|α|−1)2
t∫
0
(1 + s)|α|−2eλ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds. (3.25)
Substituting (3.24) and (3.25) to (3.23), we have
∥∥∂αx u(t)∥∥B1∞,1 K0ρ−|α|0 m|α| +C|α|
t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds
+C|α|m|α|ρ−|α|0 L|α|−2(Y|α|−1)2
t∫
0
(1 + s)|α|−2eλ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds,
which implies that
X|α|(t)K0ρ−|α|0 m|α| +C|α|
t∫
0
∥∥u(s)∥∥
B1∞,1
X|α|(s) ds
+C|α|m|α|ρ−|α|0 L|α|−2(Y|α|−1)2
t∫
(1 + s)|α|−2eλ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds. (3.26)0
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X|α|(t)K0ρ−|α|0 m|α|e
C2|α|
∫ t
0 ‖u(τ)‖B1∞,1 dτ +C2|α|m|α|ρ−|α|0 L|α|−2(Y|α|−1)2
×
t∫
0
(1 + s)|α|−2eC2|α|
∫ t
s ‖u(τ)‖B1∞,1 dτ+λ|α|
∫ s
0 ‖u(τ)‖B1∞,1 dτ ds
with some positive constant C2 depending only on n. By choosing λ  C2 and L  1, we thus
have
M|α|(t)
m|α|
X|α|(t)K0L−(|α|−1)(1 + t)−(|α|−1)e
(C2−λ)|α|
∫ t
0 ‖u(τ)‖B1∞,1 dτ
+C2|α|L−1(1 + t)−(|α|−1)(Y|α|−1)2
t∫
0
(1 + s)|α|−2e(C2−λ)|α|
∫ t
s ‖u(τ)‖B1∞,1 dτ ds
K0 +C2|α|L−1(1 + t)−(|α|−1)(Y|α|−1)2
t∫
0
(1 + s)|α|−2 ds
K0 + 2C2
L
(Y|α|−1)2.
The above estimate with (3.14) implies that
Y|α| K0 + 2C2
L
(Y|α|−1)2 (3.27)
for all α ∈ Nn0 with |α| 2. From (3.14) and (3.27), we obtain by the standard inductive argument
that
Y|α|  2K0 (3.28)
for all α ∈ Nn0 with |α|  1, provided λ  max{C1,C2} and L  max{1,8C2K0}. Therefore, it
follows from (3.28) that
∥∥∂αx u(t)∥∥B1∞,1  2K0L
(
ρ0
L
)−|α|
m|α|(1 + t)|α|−1e
λ|α|∫ t0 ‖u(τ)‖B1∞,1 dτ (3.29)
for all t ∈ [0, T ] and α ∈ Nn0 with |α| 1. From (3.1) and (3.29) with K = K0 max{C0, 2L }, we
complete the proof of Theorem 1.2. 
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In this section, we present the proof of Theorem 1.5. To this end, we will use the following
lemmas.
Lemma 4.1. (See Pak and Park [8].) Let u0, v0 ∈ B1∞,1(Rn)n with divu0 = divv0 = 0, and let
u,v ∈ C([0, T ];B1∞,1(Rn)n) be the solutions of (E) with u(x,0) = u0(x) and v(x,0) = v0(x).
Then, there exists a positive constant C = C(n) such that
∥∥u(t)− v(t)∥∥
B0∞,1
 ‖u0 − v0‖B0∞,1 exp
{
C
t∫
0
(∥∥u(s)∥∥
B1∞,1
+ ∥∥v(s)∥∥
B1∞,1
)
ds
}
holds for all t ∈ [0, T ].
Lemma 4.2. Let f ∈ B0∞,1(Rn). Then, f is almost periodic in Rn if and only if Σf is relatively
compact in B0∞,1(Rn).
Note that Σf ⊂ B0∞,1(Rn) if f ∈ B0∞,1(Rn). We can prove Lemma 4.2 by the similar argu-
ment in Giga, Mahalov and Nicolaenko [3], where they proved the case of B˙0∞,1(Rn). Hence we
omit the proof.
Proof of Theorem 1.5. Let {S(t)}0tT be the solution maps, that is, S(t) : B1∞,1(Rn) →
B1∞,1(Rn) is defined by S(t)u0 = u(·, t). Since (E) is translation invariant with respect to the
space variables, it follows from the uniqueness that S(t)τηu0 = τηu(·, t). Hence the map S(t) is
surjective from Σu0 onto Σu(·,t).
Let {uj (·, t)}∞j=1 be an arbitrary sequence in Σu(·,t). Note that uj can be written as uj (·, t) =
τηj u(·, t) with some ηj ∈ Rn. Moreover, it holds that uj (·, t) = S(t)τηj u0 by the surjectivity
of S(t). Since u0 ∈ B1∞,1(Rn) is almost periodic, by Lemma 4.2, there exists a subsequence of{τηj u0}∞j=1, again denoted by {τηj u0}∞j=1, such that
‖τηj u0 − τηku0‖B0∞,1 → 0 (4.1)
as j, k → ∞. We remark that the norm of B1∞,1(Rn) is invariant under the translation. Hence
from Lemma 4.1 and (4.1), we obtain that
∥∥uj (t)− uk(t)∥∥B0∞,1  ‖τηj u0 − τηku0‖B0∞,1 exp
{
C
T∫
0
(∥∥uj (s)∥∥B1∞,1 + ∥∥uk(s)∥∥B1∞,1)ds
}
= ‖τηj u0 − τηku0‖B0∞,1 exp
{
2C
T∫
0
∥∥u(s)∥∥
B1∞,1
ds
}
→ 0
as j, k → ∞, which implies that u(·, t) is almost periodic in Rn for all t ∈ [0, T ]. 
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