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ABSTRACT
We verified the validity of the empirical method to derive the 4He abundance used in our previous papers by applying it to CLOUDY
(v13.01) models. Using newly published He i emissivities, for which we present convenient fits as well as the output CLOUDY case
B hydrogen and He i line intensities, we found that the empirical method is able to reproduce the input CLOUDY 4He abundance
with an accuracy of better than 1%. The CLOUDY output data also allowed us to derive the non-recombination contribution to the
intensities of the strongest Balmer hydrogen Hα, Hβ, Hγ, and Hδ emission lines and the ionisation correction factors for He. With
these improvements we used our updated empirical method to derive the 4He abundances and to test corrections for several systematic
effects in a sample of 1610 spectra of low-metallicity extragalactic H ii regions, the largest sample used so far. From this sample
we extracted a subsample of 111 H ii regions with Hβ equivalent width EW(Hβ) ≥ 150Å, with excitation parameter x = O2+/O ≥
0.8, and with helium mass fraction Y derived with an accuracy better than 3%. With this subsample we derived the primordial 4He
mass fraction Yp = 0.254 ± 0.003 from linear regression Y – O/H. The derived value of Yp is higher at the 68% confidence level
(CL) than that predicted by the standard big bang nucleosynthesis (SBBN) model, possibly implying the existence of different types
of neutrino species in addition to the three known types of active neutrinos. Using the most recently derived primordial abundances
D/H = (2.60±0.12)×10−5 and Yp = 0.254 ± 0.003 and the χ2 technique, we found that the best agreement between abundances of
these light elements is achieved in a cosmological model with baryon mass density Ωbh2 = 0.0234±0.0019 (68% CL) and an effective
number of the neutrino species Neff = 3.51±0.35 (68% CL).
Key words. galaxies: abundances — galaxies: irregular — galaxies: evolution — galaxies: formation — galaxies: ISM — H ii regions
— ISM: abundances
1. Introduction
In the standard theory of big bang nucleosynthesis (SBBN),
given the number of light neutrino species, the abundances
of light elements D, 3He, 4He and 7Li depend only on one
cosmological parameter, the baryon-to-photon number ratio η,
which is related to the baryon density parameter Ωb, the present
ratio of the baryon mass density to the critical density of
the Universe, by the expression 1010η = 273.9 Ωbh2, where
h = H0/100 km s−1 Mpc−1 and H0 is the present value of the
Hubble parameter (Steigman 2005, 2012).
Because of the strong dependence of the D/H abundance
ratio on Ωbh2, deuterium is the best-suited light element for
determining the baryon mass fraction. Its abundance can ac-
curately be measured in high-redshift low-metallicity QSO
Send offprint requests to: Y. I. Izotov, izotov@mao.kiev.ua
⋆ Based on observations collected at the European Southern
Observatory, Chile, programs 073.B-0283(A), 081.C-0113(A), 65.N-
0642(A), 68.B-0310(A), 69.C-0203(A), 69.D-0174(A), 70.B-0717(A),
70.C-0008(A), 71.B-0055(A).
⋆⋆ Based on observations at the Kitt Peak National Observatory,
National Optical Astronomical Observatory, operated by the
Association of Universities for Research in Astronomy, Inc., un-
der contract with the National Science Foundation.
⋆⋆⋆ Tables 2 and 3 are available only in the electronic edition.
Lyα absorption systems. Although the data are still scarce
– there are only ten absorption systems for which such a
D/H measurement has been carried out (Pettini & Cooke 2012)
– the measurements appear to converge to a mean primor-
dial value D/H ∼ (2.5 - 2.9) × 10−5, which corresponds to
Ωbh2 ∼ 0.0222 - 0.0223 (Iocco et al. 2009; Noterdaeme et al.
2012; Pettini & Cooke 2012). This estimate of Ωbh2 agrees ex-
cellently with the value of 0.0221 - 0.0222 obtained from studies
of the fluctuations of the cosmic microwave background (CMB)
with WMAP and Planck (Keisler et al. 2011; Ade et al. 2013).
While deuterium is sufficient to derive the baryonic mass
density from BBN, accurate measurements of the primordial
abundances of at least two different relic elements are required
to verify the consistency of SBBN. The primordial abundance
of 4He can in principle be derived accurately from observa-
tions of the helium and hydrogen emission lines from low-
metallicity blue compact dwarf (BCD) galaxies, which have
undergone little chemical evolution. Several groups have used
this technique to derive the primordial 4He mass fraction Yp.
The most recent determinations of Yp have resulted in high
values of 0.2565 ± 0.0060 (2σ) (Izotov & Thuan 2010) and
0.2534 ± 0.0083 (1σ) (Aver et al. 2012), implying deviations
from the SBBN and existence of additional types of neutrino
species such as sterile neutrinos. However, taking into account
large statistical and systematic errors in the Yp determination,
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one can conclude that these latest determinations of Yp are
broadly (at the 3σ level) consistent with the prediction of SBBN,
Yp = 0.2477 ± 0.0001 (Ade et al. 2013). Although 4He is not
a sensitive baryometer (Yp depends only logarithmically on the
baryon density), its primordial abundance depends much more
sensitively on the expansion rate of the Universe and thus on
any small deviation from SBBN, than that of the other primor-
dial light elements (Steigman 2006).
However, to detect small deviations from SBBN and make
cosmological inferences, Yp has to be determined to a level of ac-
curacy of less than one percent. This is not an easy task. While
it is relatively straightforward to derive the helium abundance
in an H ii region with an accuracy of 10 percent if the spec-
trum is adequate, gaining a factor of several in accuracy re-
quires many conditions to be met. First, the observational data
have to be of good quality and should constitute a large sam-
ple to reduce statistical uncertainties in the determination of Yp.
This has been the concern of studies conducted for instance
by Izotov, Thuan & Lipovetsky (1994, 1997), Izotov & Thuan
(1998b, 2004), who obtained 93 high signal-to-noise spectra of
low-metallicity extragalactic H ii regions, which includes a to-
tal of 86 H ii regions in 77 galaxies (the HeBCD sample, see
Izotov & Thuan 2004). Furthermore, Izotov et al. (2009, 2011b)
and Guseva et al. (2011) collected a sample of 75 spectra of
low-metallicity H ii regions in different galaxies observed with
the Very Large Telescope (VLT) (VLT sample). Finally, 1442
high-quality spectra of low-metallicity H ii regions were ex-
tracted from the Sloan Digital Sky Survey (SDSS) (SDSS sam-
ple). They were selected from the SDSS Data Release 7 (DR7),
as were those with the [O iii] λ4363 emission line measured
with an accuracy better than 25%. Additionally, all strongest
He i emission lines in the optical range, λ3889, λ4471, λ5876,
λ6678, and λ7065, had to be present in the spectrum and mea-
sured with good accuracy. Part of the SDSS sample containing ∼
800 galaxies with the highest Hβ luminosities, was discussed by
Izotov et al. (2011b). In total, the HeBCD, VLT and SDSS sam-
ples together constitute by far the largest sample of high-quality
spectra assembled to investigate the problem of the primordial
helium abundance. Because of greatly increased samples it turns
out that the accuracy of the determination of the primordial 4He
abundance is limited at present more by systematic uncertainties
and biases than by statistical errors.
Different empirical methods have been used to derive phys-
ical conditions and element abundances and to convert the ob-
served He i emission line intensities to a 4He abundance (e.g.
Izotov, Thuan & Lipovetsky 1994, 1997; Izotov & Thuan 2010;
Peimbert et al. 2007; Aver et al. 2010, 2011, 2012). All of them
use fits of different processes (e.g. Izotov et al. 2006), includ-
ing the fits of He i and H emissivities and different effects that
result in observed line intensities that are different from their re-
combination values. There are many known effects we need to
correct for to transform the observed He i line intensities into
a 4He abundance. Neglecting or misestimating them may lead
to systematic errors in the Yp determination that are larger than
the statistical errors. These effects are (1) reddening, (2) under-
lying stellar absorption in the He i lines, (3) collisional excita-
tion of the He i lines that result in intensities different from their
recombination values, (4) fluorescence of the He i lines, which
also result in intensities different from their recombination val-
ues, (5) collisional excitation of the hydrogen lines, (6) possible
departures from case B in the emissivities of H and He i lines,
(7) the temperature structure of the H ii region, and (8) its ioni-
sation structure. The role of each of these effects is discussed for
instance by Izotov et al. (2007).
Most of the systematic effects are taken into account in
the most recent papers (e.g. Izotov et al. 2007; Izotov & Thuan
2010; Peimbert et al. 2007; Aver et al. 2010, 2012). However,
one important problem remains. While corrections for many ef-
fects were obtained with photoionised H ii region models (e.g.
with CLOUDY, Ferland et al. 1998, 2013), the overall proce-
dure for determining the 4He abundance has never been tested
on photoionisation models. Since a photoionisation code such as
CLOUDY takes into account all the processes affecting the He i
line intensities (radiation transfer, ionisation and recombination
processes, heating and cooling, collisional and fluorescence ex-
citation, etc.), it produces in principle model H ii regions that
should be close to real H ii regions. Of course, the gas den-
sity distributions, the distribution of the ionising stars and their
spectral energy distributions are simplified with respect to real-
ity, but how could one trust a method that does not recover the
correct helium abundance used to compute these models when
treating the models in the same way as observations are treated?
Of course, such an exercise needs to be made using exactly the
same atomic ingredients as are implied in CLOUDY calcula-
tions, since the objective is to judge the method itself and, if
necessary, improve it.
In the present paper we test the empirical method developed
in a number of our papers (e.g. Izotov, Thuan & Lipovetsky
1994, 1997; Izotov et al. 2007; Izotov & Thuan 2010) using a
grid of photoionised H ii region models calculated with version
v13.01 of the CLOUDY code (Ferland et al. 2013). In Sect. 2
we describe our grid of CLOUDY photoionisation models. The
fits of new emissivities for 32 He i emission lines tabulated by
Porter et al. (2013) are discussed in Sect. 3. Ionisation correc-
tion factors for He and their fits are obtained in Sect. 4. We con-
sider the non-recombination excitation of hydrogen in Sect. 5.
In Sect. 6 we examine how well our empirical method recovers
the 4He abundance with which the photoionisation models were
constructed, and update it to improve the results. In Sect. 7 we
discuss the additional systematic effects that appear in real H ii
regions, describe our sample of low-metallicity H ii regions, ap-
ply our updated empirical method to determine the 4He abun-
dance in these objects and justify the linear regressions used
for the primordial 4He abundance determination. In Sect. 8 we
present the linear regressions Y – O/H and derive the primordial
4He mass fraction Yp. Cosmological implications of the derived
Yp are discussed in Sect. 9. In particular, we derive the effec-
tive number of neutrino species Neff . Section 10 summarises our
main results.
2. Grid of photoionisation CLOUDY models
Using version v13.01 of CLOUDY code (Ferland et al. 2013),
we calculated a grid of 576 homogeneous spherical ionisation-
bounded H ii region models with parameters shown in Table
1, which cover the entire range of parameters in real low-
metallicity H ii regions used for the 4He abundance deter-
mination. In particular, the range of oxygen abundances is
12 + log O/H = 7.3 – 8.3. The abundances of other heavy el-
ements relative to oxygen are kept constant corresponding to
typical values obtained for low-metallicity emission-line galax-
ies (e.g. Izotov et al. 2006). The 4He abundance in all models,
however, is the same with Y = 0.254. We also included dust,
scaling it according to the oxygen abundance. The characteris-
tics adopted for the dust are those offered by CLOUDY as “Orion
nebula dust”. For all the models we used the ”iterate” option.
We adopted three values of the number of ionising photons Q
and the shape of the ionising radiation spectrum corresponding
2
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Table 1. Input parameters for the grid of the photoionised H ii
region models
Parameter Value
log Q(H)a 52, 53, 54
Starburst age, Myr 1.0, 2.0, 3.5, 4.0
Neb 10, 102, 103, var
log f c −0.5, −1.0, −1.5, −2.0
Oxygen abundance 12+logO/H 7.3, 7.6, 8.0, 8.3
4He mass fraction Y 0.254
alog of the number of ionising photons in units s−1.
bThe electron number density in units cm−3. The electron number den-
sity in models labelled “var” is varied along the radius according to
Eq. 1.
clog of volume-filling factor.
to the Starburst99 model with the ages of 1.0, 2.0, 3.5, and 4.0
Myr and different metallicities Thus, for 12+logO/H = 7.3 and
7.6 we adopted Starburst99 models with a heavy-element mass
fraction Z = 0.001, for those with 12+logO/H = 8.0 models with
Z = 0.004, and for those with 12+logO/H = 8.3 models with Z
= 0.008. All Starburst99 models were calculated with the stellar
tracks from Meynet et al. (1994) and the Hillier & Miller (1998)
and Pauldrach et al. (2001) stellar atmosphere set. We also var-
ied the log of the volume-filling factor f between −0.5 and −2.0
to obtain CLOUDY models with different ionisation parameters.
For the subsequent analysis, out of the 576 H ii region models we
selected the 363 that had a volume-averaged ionisation parame-
ter of log U between −3 and −2. This range of log U is typical
for the real high-excitation low-metallicity H ii regions used for
the 4He abundance determination.
Our range of the number density Ne = 10 – 103 cm−3, which
was kept constant along the H ii region radius, covers the whole
range expected for the extragalactic H ii regions used for the 4He
abundance determination.
Additionally, to study the effect of density inhomogeneities,
we calculated two sets of models, each consisting of the 192 H ii
region models with parameters from Table 1 (excluding Ne). The
density in the first set of inhomogeneous models has a Gaussian
distribution along the radius r according to
Ne(r) = Ne(0) exp
[
− r
2
(30 pc)2
]
, (1)
where Ne(0) = 103 cm−3. The volume-averaged log U in 86 H ii
region models out of 192 H ii region models with Gaussian den-
sity distribution is in the range −3 - −2.
The density in the second set of 192 inhomogeneous models
was varied periodically with radius in the range Ne= 10 – 102
cm−3. A volume-averaged log U in 117 H ii region models out
of 192 H ii region models with periodic density distribution is in
the range −3 - −2. Thus, the total number of the models we used
for our analysis is 363 + 86 + 117 = 566.
In our comparison, we used CLOUDY-calculated emission-
line intensities as the input parameters for our empirical method.
3. He i emissivities
3.1. Emissivity fits
In our empirical method we used the latest set of He i emissivi-
ties tabulated by Porter et al. (2013) for a wide range of the elec-
tron temperature Te and the electron number density Ne. Similar
to Porter et al. (2007), we first fitted tabulated data for 32 He i
emission lines in the low-density limit with negligible collisional
excitation,
4π jλ
NeNHe+
=
[
a + b(ln Te)2 + c ln Te + dln Te
]
T−1e × 10−25, (2)
where the emissivity 4π jλ/NeNHe+ is in ergs cm3 s−1. The coef-
ficients of the fits for the electron temperature range Te = 5000
– 25000K are shown in Table 2 (available only in the electronic
edition). These fits reproduce tabulated data for low Ne = 10
cm−3 with an accuracy of better than 0.1%.
To fit the ratio of collisional to recombination excitation of
He i emission lines we used the equation (Kingdon & Ferland
1995)
C
R
=
(
1 +
3552t−0.55e
Ne
)−1 ∑
i
aitbie exp
(
ci
te
)
, (3)
where te is Te/10000, and i is an index that varies from 1 to 9.
The coefficients of the fits for 32 He i emission lines are given in
Table 3 (available only in the electronic edition). We note, how-
ever, that we use nine terms in Eq. 3, while Porter et al. (2007)
used six terms at most. To find the total emissivity of a given
line, we simply multiplied the result obtained from Eq. 2 by the
quantity 1 + C/R obtained in Eq. 3. In Fig. 1 we compare our
fits of emissivities including collisional excitation for some of
the brightest He i emission lines for the electron number densi-
ties Ne = 10, 102, and 103 cm−3 and the entire range of electron
temperatures Te with those tabulated by Porter et al. (2013). It is
seen that the accuracy of our fits is similar to or better than 1%
for the electron temperatures Te = 10000 – 20000K and entire
range of Ne, which are the ranges of Te and Ne in H ii regions
used for the 4He abundance determination.
3.2. Calculating the He i emission-line intensities in CLOUDY
Now we analyse the calculation of He i line intensities in
CLOUDY with respect to the He i emissivities. CLOUDY out-
puts include H and He i emission-line intensities calculated
under different assumptions: 1) case A; 2) case A, including
collisional contribution; 3) case B; 4) case B, including colli-
sional contribution, etc. One of the CLOUDY outputs are the
He i line intensities calculated taking into account all detailed
physics regarding collisional transitions, radiative transfer, etc.
This is the “predicted line intensity with all processes included”
in the CLOUDY output. One would expect that for a low-density
ionisation-bounded H ii region these calculated He i emission-
line intensities would be close to the CLOUDY output recom-
bination case B intensities. In Fig. 2 we show the ratios of
CLOUDY line intensities calculated with taking into account
all processes to CLOUDY case B intensities for some impor-
tant He i emission lines in the models with the electron number
density Ne = 10 cm−3. The collisional excitation of He i emis-
sion lines at this low Ne is very low. It is highest for the λ7065
emission line and does not exceed 1.5% of the recombination
intensity.
The only known mechanism that may cause line intensities
to deviate from their recombination values in Fig. 2 is the flu-
orescent excitation due to the non-negligible optical depth for
the He i λ3889 emission line. Two emission lines, He i λ3889
and λ7065, are the most sensitive to the fluorescent excitation.
However, the optical depth of the He i λ3889 emission line in
the models considered in Fig. 2 is small, <∼ 0.1. Therefore, the
effect of fluorescent excitation is low in the considered models
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Fig. 1. Comparison of calculated and fitted emissivities of the
strongest He i emission lines for three values of the electron
number densities Ne = 10, 102, and 103 cm−3. Collisional ex-
citation is taken into account.
with Ne = 10 cm−3. It is seen in Fig. 2 that the intensities of He i
λ3889 and λ7065 emission lines with “all processes included”
are close to the case B intensities.
Similarly, the calculated intensity of the singlet He i λ5016
emission line is close to the case B value, indicating that the con-
sidered models have high optical depths in the resonance transi-
tions from the ground level of the singlet He i state (e.g., the
optical depth of the λ584 line in the CLOUDY output is >∼ 105),
closely corresponding to the case B.
On the other hand, the intensities of two important lines,
λ5876 and λ6678, calculated with “all processes included” are
higher by ∼ 6% – 7% than the case B values, which is diffi-
cult to understand, because both lines are less affected by colli-
sional and fluorescent excitation than the λ3889 and λ7065 lines.
The same effect to a lesser extent is also present for the λ4471
line. It is likely that there is a problem in the computation of the
He i emission line intensities in version v13.01 of the CLOUDY
code. Therefore, we did not use the CLOUDY He i intensities
with “all processes included” in our subsequent analysis for all
He i emission lines. Instead, we adopted the CLOUDY He i case
B intensities enhanced by collisions.
4. Ionisation correction factors for He
For our comparison of the empirical method with the CLOUDY
models we also needed to take into account the ionisation
structure of the H ii region in the empirical method. The He+
zone can be slightly larger or slightly smaller than the H+ zone,
depending on the spectral energy distribution of the ionising
radiation. This effect was taken into account in our previous
work (e.g. Izotov et al. 2007) by introducing the ionisation
correction factor ICF(He) as a function of the excitation
parameter x=O2+/(O++O2+). The CLOUDY output allows
us to obtain the exact value of ICF(He), which is equal to
x(H+)/(x(He+)+x(He2+)), where x stands for volume-integrated
ionic fractions. We fitted these ICF(He) (colour symbols in Fig.
3) for four values of 12 + logO/H = 7.3, 7.6, 8.0 and 8.3 and for
four values of the starburst age 1.0, 2.0, 3.5 and 4.0 Myr by the
expressions (we note that expressions for 1.0 Myr and 2.0 Myr
Fig. 2. Ratio of the CLOUDY-calculated intensities with all
processes included to CLOUDY case B intensities for several
brightest He i emission lines as a function of the oxygen abun-
dance for the models with low electron number density Ne = 10
cm−3. For clarity only models with log Q(H) = 53 are shown.
Fig. 3. Ionisation correction factors ICF(He) vs. excitation pa-
rameter x = O2+/O from the CLOUDY models with various oxy-
gen abundances 12+logO/H and starburst ages. Red dashed, blue
solid, and green dotted lines correspond to the starburst ages
of 1.0-2.0, 3.5, 4.0 Myr, respectively. Symbols are CLOUDY-
modelled data.
are identical)
a) for 12 + logO/H = 7.3
ICF(1.0, 2.0 Myr) = 0.07289× x + 0.90898+ 0.01628/x, (4)
ICF(3.5 Myr) = 0.03663× x + 0.95204+ 0.00959/x, (5)
ICF(4.0 Myr) = −0.01986× x + 1.01744− 0.00017/x, (6)
b) for 12 + logO/H = 7.6
ICF(1.0, 2.0 Myr) = 0.07844× x + 0.90076+ 0.01896/x, (7)
ICF(3.5 Myr) = 0.04144× x + 0.94511+ 0.01176/x, (8)
ICF(4.0 Myr) = −0.01640× x + 1.01232+ 0.00144/x, (9)
4
Y. I. Izotov et al.: Primordial 4He abundance
c) for 12 + logO/H = 8.0
ICF(1.0, 2.0 Myr) = 0.04555× x + 0.93531+ 0.01740/x, (10)
ICF(3.5 Myr) = 0.02508× x + 0.96411+ 0.00915/x, (11)
ICF(4.0 Myr) = 0.00158× x + 0.98968+ 0.00620/x, (12)
d) for 12 + logO/H = 8.3
ICF(1.0, 2.0 Myr) = 0.00812× x + 0.98390+ 0.00593/x, (13)
ICF(3.5 Myr) = −0.01228× x + 1.00508+ 0.00390/x, (14)
ICF(4.0 Myr) = −0.05020× x + 1.04383+ 0.00011/x, (15)
which are applicable for x >∼ 0.4, corresponding to the case for
high-excitation H ii regions used for the 4He abundance deter-
mination. These fits are shown in Fig. 3 by red dashed, blue
solid and green dotted lines for starburst ages of 1.0-2.0, 3.5,
and 4.0 Myr, respectively. ICFs are lower for models with lower
oxygen abundance 12 + logO/H = 7.3 and harder ionising ra-
diation. They are higher for the highest metallicity models with
12 + logO/H = 8.3, because the spectral energy distribution of
the ionising radiation is softer. ICFs derived from Eqs. 4 – 15,
which we use below, are close to those used by e.g. Izotov et al.
(2007). We found that ICF values are not sensitive to the as-
sumption on the density distribution. Ionisation correction fac-
tors ICF(He) for all CLOUDY models (colour symbols in Fig.
3) are reproduced by the same fits for the homogeneous and in-
homogeneous models.
5. Non-recombination excitation of hydrogen
All element abundances in H ii regions are commonly derived
relative to that of hydrogen. In particular, the 4He abundance is
derived from the ratio of the recombination He i line intensity
and the recombination intensity of the hydrogen Hβ emission
line. Additionally, the observed Balmer decrement in real H ii
regions is used for dust-reddening corrections. Therefore, prior
to the reddening correction and abundance determination, hydro-
gen line intensities should be corrected for collisional and fluo-
rescent excitation, which cause them to deviate from the recom-
bination values. Much work has been done in previous studies to
take these effects into account (see discussion and references in
Izotov et al. 2007; Izotov & Thuan 2010).
CLOUDY outputs allow one to obtain the fraction of
non-recombination contribution (C + F)/I to intensities of
hydrogen lines, where C and F are collisional and fluorescent
contribution to the intensity, and I is the intensity. In particular,
this contribution for the Hβ emission line is defined as a ratio
[I(Hβ) – caseB(Hβ)]/I(Hβ), where I(Hβ) is the Hβ intensity
calculated with “all processes included” and caseB(Hβ) is the
case B recombination value. Similar expressions can be applied
for other hydrogen lines. We used our grid of CLOUDY models
to fit (C + F)/I for the four strongest Balmer hydrogen Hα, Hβ,
Hγ, and Hδ emission lines as follows:
a) for the ages of 1.0 Myr and 2.0 Myr
C + F
I
(Hα) = −48.3963+ 19.0348A(O)− 2.4792A(O)2
+0.1071A(O)3, (16)
C + F
I
(Hβ) = −28.3279+ 11.1685A(O)− 1.4571A(O)2
+0.0629A(O)3, (17)
C + F
I
(Hγ) = −24.3327+ 9.6403A(O)− 1.2631A(O)2
+0.0548A(O)3, (18)
C + F
I
(Hδ) = −8.6082 + 3.5564A(O)− 0.4814A(O)2
+0.0215A(O)3, (19)
b) for the age of 3.5 Myr
C + F
I
(Hα) = −14.0001+ 5.7342A(O)− 0.7696A(O)2
+0.0340A(O)3, (20)
C + F
I
(Hβ) = −7.6283+ 3.1765A(O)− 0.4315A(O)2
+0.0192A(O)3, (21)
C + F
I
(Hγ) = 3.2205− 1.0250A(O)+ 0.1099A(O)2
−0.0040A(O)3, (22)
C + F
I
(Hδ) = 20.6912− 7.7845A(O)+ 0.9793A(O)2
−0.0411A(O)3, (23)
c) for the age of 4.0 Myr
C + F
I
(Hα) = 22.4758− 8.4465A(O)+ 1.0630A(O)2 (24)
−0.0447A(O)3,
C + F
I
(Hβ) = 21.3317− 8.0875A(O)+ 1.0252A(O)2
−0.0434A(O)3, (25)
C + F
I
(Hγ) = 33.8930− 12.9456A(O)+ 1.6505A(O)2
−0.0702A(O)3, (26)
C + F
I
(Hδ) = 50.5361− 19.3833A(O)+ 2.4787A(O)2
−0.1056A(O)3, (27)
where A(O) = 12 + log O/H.
These fits are shown in Fig. 4 by red dashed, blue solid, and
green dotted lines for models with starburst ages of 2.0, 3.5, and
4.0 Myr, respectively. It is seen from the figure that the non-
recombination contribution in low-metallicity H ii regions can be
as high as 9% and 6% for the Hα and other hydrogen lines, re-
spectively. Neglecting this effect would result in appreciable un-
derestimation of the 4He/H abundance ratio. Recently, Luridiana
(2009) considered collisional excitation of hydrogen lines based
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Fig. 4. Non-recombination contribution of Balmer hydrogen line
intensities as a function of the oxygen abundance. The red
dashed, blue solid, and green dotted lines show fits for starburst
ages of 2.0, 3.5, and 4.0 Myr, respectively. The dependences
for starburst age of 1.0 Myr are identical to those for 2.0 Myr.
Symbols are CLOUDY-modelled data.
on calculations with an earlier version of the CLOUDY code
and probably with earlier set of the atomic data for hydrogen.
She found that collisional contribution could be as high as 5%
for the Hα emission line, or about twice as low as the non-
recombination contribution in Fig. 4. In the following, we do not
specify the collisional contribution and use the CLOUDY out-
put values that include all processes that cause the hydrogen line
intensities to deviate from the recombination values. In particu-
lar, fluorescent excitation may play a role, as was suggested by
Luridiana et al. (2009). To derive the helium abundance we used
the non-recombination contribution to the hydrogen line intensi-
ties obtained in the present paper.
6. Comparing the CLOUDY input and empirically
derived values of the 4He abundance
Now we examine how well our empirical method described
in Izotov & Thuan (2004) and Izotov et al. (2007) for deter-
mining the 4He abundance recovers the input 4He abundance
in CLOUDY models. For this we first updated our empirical
code so that its atomic ingredients were compatible with those
used in CLOUDY: we incorporated the He i emissivities from
Porter et al. (2013), the new data on the non-recombination ex-
citation of hydrogen emission lines, and the new values of the
ionisation correction factors for He obtained in the previous sec-
tions. Then we applied our updated empirical code to our 566
CLOUDY models, treating the CLOUDY output line intensities
as if they were observed ones.
We used hydrogen line intensities calculated with CLOUDY,
which include the non-recombination contribution. Furthermore,
we used CLOUDY case B He i line intensities enhanced only
by collisions. The latter was done because of the problems with
CLOUDY He i line intensities for “all processes included” that
we discussed in Sect. 3.2. Therefore, the fluorescent excitation
of He i emission lines in the empirical method was set to zero
when comparing with CLOUDY He i case B emission-line in-
tensities. However, we note that in real H ii regions discussed
below fluorescent excitation is taken into account to correct the
observed intensities of He i emission lines. The CLOUDY for-
bidden line intensities of heavy elements were used to derive the
electron temperature and heavy element abundances.
Then, we derived the 4He+ abundance y+i = 4He+i /H+ from a
number of strongest He i emission lines.
The weighted mean of the y+i , y+wm, is defined by
y+wm =
∑n
i y+i /σ
2(y+i )∑n
i 1/σ2(y+i )
, (28)
where y+i is the
4He+ abundance derived from the intensity of the
He i emission line labelled i, and σ(y+i ) is the statistical error of
y+i .
We applied the Monte Carlo procedure described in
Izotov & Thuan (2004) and Izotov et al. (2007), randomly vary-
ing the electron temperature Te(He+) and the electron number
density Ne(He+) within a specified range, to minimise the quan-
tity
χ2 =
n∑
i
(y+i − y+wm)2
σ2(y+i )
. (29)
The resulting y+wm is the value representing the empirically de-
rived 4He+ abundance in each model.
In our comparison analysis we used y+i successively with
equal weights and with weights proportional to the He i emis-
sion line intensity. The latter case is appropriate to the observa-
tional data because the intensities of weaker emission lines are
more uncertain and therefore should be considered with lower
weights.
Additionally, in cases with the nebular He ii λ4686 emission
line, we added the abundance of doubly ionised helium y2+ ≡
He2+/H+ to y+. Although the He2+ zone is hotter than the He+
zone, we adopted Te(He2+) = Te(He+). The last assumption has
only a minor effect on the y value, because y2+ is small (≤ 0.5%
of y+) in CLOUDY models.
The total 4He abundance y is obtained from the expression
y = ICF(He)×(y++y2+) and is converted to the 4He mass fraction
using equation
Y =
4y(1 − Z)
1 + 4y
, (30)
where Z = B×O/H is the heavy-element mass fraction. The coef-
ficient B depends on O/Z, where O is the oxygen mass fraction.
Maeder (1992) derived O/Z = 0.66 and 0.41 for Z = 0.001 and
0.02, respectively. The latter value is close to the most recent
one in the Sun (0.43 using the abundances from Asplund et al.
2009). Adopting the Maeder (1992) values, we obtain B = 18.2
and 27.7 for Z = 0.001 and 0.02, respectively. In our calculations
for every H ii region we used a value of B that linearly scales with
A(O) (= 12 + log O/H) as follows:
B = 8.64A(O)− 47.44. (31)
For comparison, Pagel et al. (1992) and Izotov et al. (2007), for
example, used constant B of 20 and 18.2, respectively. We note,
however, that neglecting the B – A(O) dependence would result
in tiny uncertainties in Y, not exceeding 0.1% in the whole range
of A(O) considered in this paper.
In Fig. 5 we show the empirically derived oxygen abun-
dances 12+log O/H, 4He mass fractions Y and the electron tem-
peratures Te(He+) from the CLOUDY-predicted emission-line
intensities for all 566 models and the electron number densi-
ties Ne for 363 models with spatially constant number density.
Here we adopted the Porter et al. (2013) He i emissivities de-
fined by Eqs. 2 and 3 with coefficients from Tables 2 and 3.
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Fig. 5. Distribution with the oxygen abundance of the empirically derived weighted mean Y (a) and Ne (b) values calculated with the
Porter et al. (2013) He i emissivities. Nine He i λ3889, λ4026, λ4388, λ4471, λ4922, λ5876, λ6678, λ7065, and λ10830 emission
lines are used for χ2 minimisation and determination of Y. In the lower parts of the panels showing Y as a function of O/H we
indicate the mean of all Y values derived from the models, together with the dispersion. Top The electron temperature Te(He+) is
randomly varied in the range (0.95 – 1.05)× T˜e(He+) where T˜e(He+) is defined by Eq. 32, and the best derived values of Te(He+) for
every model are shown in (c). The solid line in (a) shows the input CLOUDY Y value of 0.254, the dotted lines are 1% deviations,
and <Y> is the average value of Ys shown by filled circles. Middle The same as in the top panel, but Te(He+) = T˜e(He+). Bottom
The same as in the top panel, but Te(He+) = Te(O iii).
We used the nine strongest He i λ3889, λ4026, λ4388, λ4471,
λ4922, λ5876, λ6678, λ7065, and λ10830 emission lines both
for χ2 minimisation and determination of the weighted mean
Y. Equal weights for different lines were adopted. We varied
Ne(He+) in our Monte Carlo simulations in the range 10 – 2×103
cm−3. The electron temperature Te(O iii) was derived in our em-
pirical routine from the [O iii]λ4363/(λ4959+λ5007) emission
line intensity ratio prior to determining Y and is very close to
the volume-emissivity-averaged value of the electron tempera-
ture in the O2+ zone calculated with CLOUDY grid models for
the whole range of metallicities. For variations of the electron
temperature Te(He+) we adopted three cases:
1) the electron temperature Te(He+) was randomly varied in
the range (0.95 – 1.05) of the temperature derived from the re-
lation between volume-averaged temperatures in our CLOUDY
models, which can be fitted by the expression
T˜e(He+) = 2.51 × 10−6Te(O iii) + 0.8756 + 1152/Te(O iii). (32)
This relation predicts T˜e(He+) < Te(O iii) for hotter H ii regions
and T˜e(He+) > Te(O iii) for cooler H ii regions;
2) Te(He+) = T˜e(He+);
3) Te(He+) = Te(O iii).
The results of our tests for the above three choices of Te(He+)
variations and randomly varying Ne(He+) are shown in Figs. 5a
- 5c, 5d - 5e, and 5g - 5i, respectively. In panels a, d, and g
we indicate the mean of all Y values derived from the models,
together with the dispersion. It is seen that empirically derived
oxygen abundances 12+log O/H (dots) agree well with the in-
put CLOUDY values of 7.3, 7.6, 8.0, and 8.3 and deviate from
them by not more than ∼ 0.03 dex for 12 + log O/H = 7.3 - 8.0
and by ∼ 0.06 dex for 12 + log O/H = 8.3. It is also seen from
Figs. 5a, 5d, and 5g that the empirically derived 4He mass frac-
tions Y (dots) agree well with the input CLOUDY value (solid
line) and deviate from it by not more than at most 0.5% in most
cases and only occasionally by up to 1.5%. The dispersion of the
empirically derived Ys is slightly lower when the electron tem-
perature Te(He+) is varied in the range (0.95 – 1.05) × T˜e(He+)
(Fig. 5c). The input CLOUDY number densities of 10, 102, and
103 cm−3 in models with spatially constant Ne are also very well
reproduced (Figs. 5b, 5e, and 5h). We also note that despite the
broad adopted range of Te(He+) variations of (0.95 – 1.05) ×
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T˜e(He+) for the models in the top panel of Fig. 5, its best de-
rived values behave in Fig. 5c similar to values calculated with
CLOUDY (Fig. 5f), suggesting that empirically derived Te(He+)
is also reproduced quite well.
In Fig. 6 (left panel) we show the 4He mass fractions Y em-
pirically derived from the case B intensities of individual He i
emission lines. These Y values correspond to the same empiri-
cal models as those in Fig. 5. Again, the empirically derived Ys
(dots) broadly agree with the input CLOUDY value (solid lines).
The poorest agreement is for the He i λ5876 and λ6678 emis-
sion lines in models with 12+logO/H = 7.3. But even in these
cases the empirical Y values on average do not deviate from the
CLOUDY input value by more than 1%. We note that the most
deviant points correspond to the models with Gaussian density
distribution. These differences are mainly due to the larger un-
certainties in the analytical fits of the He i emissivities at Ne ∼
103 cm−3 (dotted lines in Fig. 1). In any case, it is better to rely
on several lines for an accurate derivation of Y, not only because
of possible observational errors in line intensities, but also be-
cause of uncertainties in emissivities, their analytical fits, etc.
For comparison, in Fig. 6 (right panel) are shown the 4He mass
fractions Y empirically derived from the CLOUDY intensities
of individual He i emission lines with all processes included.
Note that in this case the correction for fluorescent excitation of
He i emission lines is taken into account using the expressions
given by Benjamin et al. (1999, 2002). The agreement between
the CLOUDY input value of Y and empirically derived values is
very poor, especially for He i λ5876 and λ6678 emission lines.
This stems from the fact that, as noted in Sect. 3.2, the intensities
of the lines calculated by CLOUDY with all processes included
are not compatible with what we understand of the emission the-
ory of these lines.
The above analysis is based on empirical Y values, de-
rived from the nine He i emission lines. However, in practice,
a smaller number of He i emission lines is used for determin-
ing the 4He abundance. This is because He i emission lines
λ4026, λ4388, λ4922 are several times weaker than the remain-
ing He i emission lines and therefore their intensities are mea-
sured with lower accuracy. Furthermore, these emission lines
are more subject to the uncertainties in correcting for under-
lying stellar He i absorption lines because of their low equiv-
alent widths. Additionally, observations of the strongest near-
infrared He i λ10830 emission line need facilities different from
those used for the visible range. Therefore, this line is rarely
observed in the low-metallicity emission-line galaxies. In partic-
ular, Izotov, Thuan & Lipovetsky (1994, 1997), Izotov & Thuan
(1998b, 2004, 2010), and Izotov et al. (2007) used only the five
He i emission lines λ3889, λ4471, λ5876, λ6678, and λ7065 in
the visible range for χ2 minimisation in Eq. 29 (i.e. n = 5).
In Figs. 7a, 7d, and 7g we compare the empirically de-
rived Ys for three choices of Te(He+) variations with the input
CLOUDY Y value in the case when the five He i emission lines
λ3889, λ4471, λ5876, λ6678, and λ7065 are used for χ2 minimi-
sation in Eq. 29 and for determining the weighted mean value of
Y. However, at variance with the case of the models with nine
lines, we adopted weights for He i lines proportional to their in-
tensity. This makes our comparison closer to real observations
when stronger lines can be measured with better accuracy and
therefore should be taken with heavier weights. Similarly to Fig.
5, we also compared the derived values of Ne and Te(He+).
It is seen from Fig. 7c that the empirically derived electron
temperature Te(He+) has the same trend as the value calculated
with CLOUDY (compare with Fig. 7f). Similarly, the empiri-
cally derived electron number density reproduces the CLOUDY
input value fairly well (Fig. 7b). As a consequence, the empir-
ical Ys are derived with accuracy similar to that in the case of
nine lines. The accuracy of the Y determination is not as good
when the electron temperature Te(He+) is not varied, but is de-
rived from Eq. 32 (middle panel of Fig. 7) or is equal to Te(O iii)
(bottom panel of Fig. 7). Ys in models with 12+log O/H = 7.3
and 7.6 are overestimated and show a high dispersion.
The above analysis indicates that five He i emission lines are
quite enough to reproduce the input CLOUDY Y value with the
desired accuracy; additional He i emission lines are needed if one
wishes to reduce the dispersion of Ys at low oxygen abundances
and to reduce trends seen in Figs. 7a, 7d, and 7g. Furthermore,
we note that the most problematic emission line in the He abun-
dance determination is the He i λ3889 line. This is because this
line is blended with the hydrogen H8 λ3889 emission line and its
intensity is subject to uncertainties of the subtraction of hydro-
gen emission and correction for underlying absorption not only
of He i line, but also of H8 line. Therefore, the use of more He i
emission lines would reduce the effect of these uncertainties. The
most promising line for that is the strongest line, He i λ10830.
This line is subject to a large extent to collisional excitation and
therefore its intensity is sensitive to the electron number den-
sity Ne and electron temperature, and consequently, including it
would better constrain both Te and Ne.
In Fig. 8a, 8d, and 8g we show the empirical Ys derived by
minimising χ2 with the use of the six He i λ3889, λ4471, λ5876,
λ6678, λ7065, and λ10830 emission lines. All these lines were
used to determine the weighted mean Y with weights propor-
tional to their intensities. The empirical Y values very well repro-
duce the input CLOUDY value, similar to the case of nine emis-
sion lines. The electron number density Ne is also reproduced
very well (Figs. 8b, 8e, and 8h). The empirically derived Te(He+)
(Fig. 8c) follows the trend with Te(O iii), similarly to that in the
case of nine He i emission lines (Fig. 5c). Summarising, we con-
clude that our empirical technique satisfactorily reproduces the
input CLOUDY Y values and can be used for the 4He abundance
determination in real H ii regions.
7. Determining the 4He abundance in real H ii
regions
7.1. Method for determining the 4He abundance in real H ii
regions
While testing our empirical method on CLOUDY models calcu-
lated with the most recent v13.01 code, we took into account the
new set of He i emissivities by Porter et al. (2013), the collisional
excitation of He i emission lines, the non-recombination contri-
bution to hydrogen emission-line intensities, and the correction
for the ionisation structure of the H ii region.
To apply our empirical method to real H ii regions several
other effects should be taken into account. First, the Balmer
decrement corrected for the non-recombination contribution was
used to simultaneously determine the dust extinction and equiv-
alent widths of underlying stellar hydrogen absorption lines, as
described for example by Izotov, Thuan & Lipovetsky (1994),
and to correct line intensities for both effects. Second, since the
spectra of the extragalactic H ii regions include both the ionised
gas and the stellar emission, the underlying stellar He i absorp-
tion lines should be taken into account (see e.g. Izotov et al.
2007). Third, the He i emission lines should be corrected for
fluorescent excitation that is parametrised by the optical depth
τ(λ3889) of the He i λ3889 emission line. We used the correc-
tion factors for fluorescent excitation derived by Benjamin et al.
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Fig. 6. Left Distribution with the oxygen abundance of the empirical Y values calculated from the case B intensities for individual
He i emission lines. The best values of Ys in every model are derived by varying Te(He+) in the range (0.95 – 1.05)× T˜e(He+). The
definition of solid and dotted lines, and <Y> is the same as in Fig. 5. The mean value of Y is indicated at the bottom of each plot.
Right: The same as in the left panel, but empirical Y values are calculated from the intensities for individual He i emission lines
with all processes included.
(1999, 2002). The fluorescent excitation was not considered in
test calculations because of the problems with the CLOUDY He i
intensities when all processes are included (see Fig. 2 and dis-
cussion in Sect. 3).
Finally, the oxygen abundance should be corrected for its
fraction locked in dust grains. Izotov et al. (2006) found that the
Ne/O abundance ratio in low-metallicity emission-line galaxies
increases with increasing oxygen abundance. They interpreted
this trend by a larger fraction of oxygen locked in dust grains in
galaxies with higher O/H. We used the relation of Izotov et al.
(2006) between log Ne/O and 12 + logO/H to derive the fraction
of oxygen confined in dust:
∆
(
O
H
)
dust
= 100.088(12+log O/H)−0.616. (33)
The equivalent width of the He i λ4471 absorption
line was chosen to be EWabs(λ4471) = 0.4Å, following
Gonza´lez Delgado et al. (2005) and Izotov & Thuan (2010). The
equivalent widths of the other absorption lines were fixed ac-
cording to the ratios
EWabs(λ3889)/EWabs(λ4471) = 1.0,
EWabs(λ5876)/EWabs(λ4471) = 0.8,
EWabs(λ6678)/EWabs(λ4471) = 0.4,
EWabs(λ7065)/EWabs(λ4471) = 0.4. (34)
The EWabs(λ5876) / EWabs(λ4471) and EWabs(λ6678) /
EWabs(λ4471) ratios were set equal to the values predicted for
these ratios by a Starburst99 (Leitherer et al. 1999) instanta-
neous burst model with an age of 3 – 4 Myr and a heavy-
element mass fraction Z = 0.001 – 0.008. These values are sig-
nificantly higher than the corresponding ratios of 0.3 and 0.1
adopted by Izotov et al. (2007). We note that the value cho-
sen for the EWabs(λ5876)/ EWabs(λ4471) ratio is also consis-
tent with the one given by Gonza´lez Delgado et al. (2005). Since
the output high-resolution spectra in Starburst99 are calculated
only for wavelengths < 7000 Å, we do not have a prediction
for the EWabs(λ7065)/ EWabs(λ4471) ratio. We set it to be equal
to 0.4, the value of the EWabs(λ6678)/ EWabs(λ4471) ratio. As
for He i λ3889, this line is blended with the hydrogen H8 λ3889
line. Therefore, EWabs(He i λ3889) cannot be estimated from the
Starburst99 models. We assumed the value shown in Eq. 34.
Finally, the age tburst of a starburst should be derived. This
is because ionisation correction factors ICF(He) and the non-
recombination contribution to hydrogen lines both depend on the
starburst age (see Sect. 4 and 5). As a first approximation, we
used the relation between tburst and EW(Hβ) from the Starburst99
instantaneous burst models with a heavy-element mass fraction
Z = 0.004 (Leitherer et al. 1999). We fitted this relation by the
expression
tburst = 167.6w3 − 2296w2 + 12603w− 35651
+ 54976/w− 43884/w2 + 14208/w3, (35)
where tburst is in Myr, w = log EW(Hβ) and EW(Hβ) is in Å.
Eq. 35 does not take into account the contribution of old stellar
populations in the underlying galaxy. The effect of an underlying
galaxy is discussed in Sect. 8. Since the relations for Z = 0.001,
Z = 0.004, and Z = 0.008 are similar at EW(Hβ) >∼ 100Å, corre-
sponding to tburst <∼ 4 Myr, we adopted Eq. 35 for the entire range
of oxygen abundances in our sample galaxies. We also adopted
tburst = 1 Myr and 4 Myr, when the derived starburst age was < 1
Myr or > 4 Myr. For tburst in the range of 1 – 4 Myr we used the
linear interpolation to derive ICF(He) (Eqs. 4 - 15) and the non-
recombination contribution to the intensities of hydrogen lines
Hα, Hβ, Hγ, and Hδ (Eqs. 16 - 27).
One caveat with the ionisation correction factors that we ob-
tained from CLOUDY models is that they all have negligible y2+.
However, in real H ii regions, the He ii λ4686 line is often mea-
sured but not explained (see Stasin´ska & Izotov 2003), and may
give y2+ as large as 3% that of y+. In particular, the He ii λ4686
line is measured in ∼58% of spectra from our sample with an av-
erage intensity of ∼1% that of Hβ, corresponding to ∼1% of He
in He2+ form. It tends to be stronger in H ii regions with lower
metallicity. Thuan & Izotov (2005) and Izotov et al. (2012) pro-
posed that a small fraction (a few percent) of ionising radiation
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Fig. 7. Same as in Fig. 5, but the five He i λ3889, λ4471, λ5876, λ6678, and λ7065 emission lines are used for χ2 minimisation and
determination of Y.
could be produced by shocks. This radiation is harder than the
stellar one and is responsible for He ii λ4686 emission, but only
weakly influences the He i and H line intensities. However, we
cannot quantify contribution of shocks using CLOUDY, and to
estimate how ICF(He) changes when the small fraction of ion-
ising radiation from shocks is present.
On the other hand, we can add some small fraction of harder
non-thermal AGN-like ionising radiation to obtain the intensity
of He ii λ4686 emission line of ∼ 1% – 3% that of the Hβ emis-
sion line. For this we assumed that the number of ionising pho-
tons due to the harder radiation is 5% - 10% of the stellar number
of ionising photons Q(H). Modelling with CLOUDY shows that
the difference between ICF(He)’s with and without harder radi-
ation is very small, not exceeding 0.2%.
7.2. Sample of low-metallicity emission-line galaxies
We determined Yp and dY/d(O/H) for a large sample of low-
metallicity emission-line galaxies, consisting of three subsam-
ples. Most of our galaxies were compact. The spectra of these
galaxies are obtained within apertures that are similar to or larger
than the angular sizes. Therefore, these spectra are characteris-
tics of the integrated galaxy properties averaged over their vol-
ume, not along the line of sight, and the above test analysis can
be applied since it was made for volume-averaged characteris-
tics.
The HeBCD subsample is composed of 93 different obser-
vations of 86 H ii regions in 77 galaxies. The majority of these
galaxies are low-metallicity BCD galaxies. This sample is the
same as the one described in Izotov & Thuan (2004, 2010).
The VLT subsample (Guseva et al. 2011) is composed of 75
VLT spectra of low-metallicity H ii regions selected from the
ESO data archive.
The third subsample is composed of spectra of low-
metallicity H ii regions selected from the SDSS DR7. The SDSS
(York et al. 2000) offers a gigantic data base of galaxies with
well-defined selection criteria and observed in a homogeneous
way. In addition, the spectral resolution is much better than that
of most previous data bases on emission-line galaxies including
all the spectra in the HeBCD sample. First, we extracted∼ 15000
spectra with strong emission lines from the whole data base of
∼ 800000 galaxy spectra. We measured the emission line inten-
sities and determined the element abundances for the SDSS sub-
sample following the same procedures as for the HeBCD and
VLT subsamples. Then, for the 4He abundance determination,
we selected 1442 spectra (SDSS subsample) in which the inten-
sity of the temperature-sensitive emission line [O iii] λ4363 was
measured with accuracy better than ∼ 25%, allowing a reliable
abundance determination. Part of the SDSS subsample was dis-
cussed for instance by Izotov et al. (2006, 2011a). In total, our
sample consists of 1610 spectra, which we used to determine Yp.
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Fig. 8. Same as in Fig. 5 but six He i λ3889, λ4471, λ5876, λ6678, λ7065, and λ10830 emission lines are used for the χ2 minimisation
and the determination of Y.
7.3. Linear regressions for determining the primordial 4He
abundance
As in previous work (see Izotov et al. 2007; Izotov & Thuan
2010, and references therein), we determined the primor-
dial 4He mass fraction Yp by fitting the data points in the
Y – O/H plane with a linear regression line of the form
(Peimbert & Torres-Peimbert 1974, 1976; Pagel et al. 1992)
Y = Yp +
dY
d(O/H)(O/H). (36)
Assuming a linear dependence of Y on O/H appears to be
reasonable because there are no evident non-linear trends in the
distributions of the data points in the Y vs O/H diagram (e.g.,
Izotov & Thuan 2004). The linear regression (Eq. 36) implies
that the initial mass function (IMF) averaged stellar yields for
different elements do not depend on metallicity. It has been sug-
gested in the past (e.g., Bond et al. 1983) that, at low metallic-
ities, the IMF may be top-heavy, that is, that there are relatively
more massive stars than lower mass stars than at high metallic-
ities. If this is the case, the IMF-averaged yields would be sig-
nificantly different for low-metallicity stars than those for more
metal-enriched stars, resulting in a non-linear relationship be-
tween Y and O/H (Salvaterra & Ferrara 2003). However, until
now, no persuasive evidence has been presented for a metallicity
dependence of the IMF. Furthermore, the properties of extremely
metal-deficient stars remain poorly known, excluding quantita-
tive estimates of possible non-linear effects in the Y – O/H rela-
tion. Therefore, we continue to use the linear regression (Eq. 36)
to fit the data in the following analysis. However, for the sake of
comparison we also consider non-linear fits.
To derive the parameters of the linear regressions, we used
the maximum-likelihood method (Press et al. 1992), which takes
into account the errors in Y and O/H for each object.
8. Primordial 4He mass fraction Yp
We considered linear regressions Y – O/H for the entire
HeBCD+VLT+SDSS sample, adopting that the electron tem-
perature Te(He+) is randomly varied in the range (0.95 –
1.05)T˜e(He+) to minimise χ2, where T˜e(He+) is defined by
Eq. 32. This regression is shown in Fig. 9a.
The most notable feature in the figure is that the SDSS
H ii regions are offset relative to the HeBCD and VLT H ii re-
gions. This suggests that HeBCD+VLT and SDSS H ii samples
have different properties. First, the SDSS spectra are in gen-
eral of lower quality, therefore the line intensities have much
higher statistical errors. Second, SDSS galaxies have on aver-
age higher oxygen abundances. The temperature-sensitive [O iii]
λ4363 emission line is weaker in their spectra and the electron
temperature is derived with larger uncertainties. To study the
sources of differences we show in Fig. 10 the dependences of
the weighted mean 4He mass fraction Y and Ys derived from
individual lines on the equivalent width EW(Hβ). It is clearly
seen that the SDSS galaxies have on average lower EW(Hβ) and
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Fig. 9. (a) Y - O/H for the sample of 1610 H ii regions. The five He i emission lines λ3889, λ4471, λ5876, λ6678, and λ7065 are
used for the χ2 minimisation and the determination of Y. Large blue and green filled circles are for the HeBCD and VLT samples,
small red filled circles are SDSS galaxies. We chose to let Te(He+) vary freely in the range 0.95 – 1.05 of the T˜e(He+) value. The
continuous line represents the linear regression (whose equation is given at the bottom of the panel). (b) Same as (a), but only H ii
regions with EW(Hβ) ≥ 100Å are shown, with the excitation parameter x = O2+/O ≥ 0.7 and with 1σ error in Y ≤3%. The dotted
line is the quadratic maximum-likelihood fit to the data. (c) Distribution of the best derived values Te(He+)/Te(O iii) versus Te(O iii)
for the case shown in (b). (d) Distribution of the best derived values Ne(He+) versus Ne(S ii) for the case shown in (b).
consequently lower EWs of He i emission lines. Therefore, the
corrections for underlying stellar absorption in these objects are
on average higher than those in HeBCD and VLT H ii regions,
implying larger uncertainties caused by this effect.
We note the broad spread of Ys derived from the weakest
He i λ4471, 6678, and 7065 emission lines in the SDSS spectra,
implying that they have a lower quality than HeBCD and VLT
spectra. As for the strongest λ3889 and λ5876 lines, the spread
of Ys derived from the SDSS spectra is similar to that derived
from the HeBCD and VLT spectra. However, the spread of Ys
derived from the λ3889 emission line is much broader than that
derived from the λ5876 emission line. Furthermore, it is much
broader than that derived from faintest He i lines in the HeBCD
and VLT samples. This line is blended with the hydrogen H8 line
and therefore the determination of its intensity is more uncertain.
This also implies that including an additional strong He i λ10830
emission line and its use instead of the He i λ3889 line is highly
important to improve the determination of the He abundance.
The clear offset of the SDSS galaxies to higher Y values
is seen in Fig. 10, with the possible exception for the λ6678
line. One of the likely reasons for this offset is that the SDSS
spectra are obtained with a lower signal-to-noise ratio (S/N).
Measurements with low S/Ns tend to be dominated by objects
whose true value, for instance, the flux of the [O iii] λ4363 emis-
sion line, is slightly lower than the cutoff, and the uncertainties
push them above the threshold (Malmquist-type bias). This ef-
fect is stronger for H ii regions with low EW(Hβ) where [O iii]
λ4363 emission line in general is weaker, and it would poten-
tially overestimate the electron temperature and He abundance.
It can be decreased by selecting only spectra with highest S/N,
for example, by selecting spectra whose He abundance is derived
with an accuracy of better than 3%.
A similar offset of the SDSS H ii regions is seen in Fig. 11,
where we show the dependence of the weighted mean Y on the
excitation parameter x. The SDSS H ii regions are on average of
lower excitation.
Summarising, we conclude that the 4He mass fractions Y in
spectra of H ii regions with low EW(Hβ), low x and low S/N
may be derived incorrectly. Therefore, in Fig. 9b we show the
linear regression only for 182 high-excitation H ii regions with
EW(Hβ) ≥ 100Å, x ≥ 0.7 and with the 1σ error in Y value not
exceeding 3%. There is no offset between H ii regions from dif-
ferent subsamples. We may further decrease the sample for in-
stance by selecting objects with EW(Hβ) > 200Å or/and select-
ing objects with σ(Y)/Y < 1%. However, in this case, the sample
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Fig. 10. Distribution of helium mass fraction Y with Hβ equivalent width EW(Hβ) for the entire sample of 1610 H ii regions. Y
values are the same as in Fig. 9a.
may become small and the Yp value and the slope dY/d(O/H) de-
rived from the maximum-likelihood regressions may not be very
certain. We prefer to use a sample as large as possible.
The best derived values of the electron temperature Te(He+)
(Fig. 9c) are distributed within the entire range of the Monte
Carlo variations, concentrating at the upper and lower values
of 1.05T˜e(He+) and 0.95T˜e(He+), respectively, and do not fol-
low the relation Eq. 32 between Te(He+) and Te(O iii) obtained
from our CLOUDY models. This is somewhat surprising, and
we do not have a good explanation for it. Note, however, that
the reason cannot be the “temperature fluctuations” first stud-
ied by Peimbert (1967) and advocated by Peimbert et al. (2007),
since in that case Te(He+) is expected to be systematically lower
than Te(O iii). Furthermore, uncertainties of the He i line inten-
sities may play a role. The best derived electron number density
Ne(He+) does not correlate with the number density Ne(S ii) ob-
tained from the [S ii] λ6717/λ6731 emission-line ratio (Fig. 9d).
Of course, one does not expect this to be the case if the region of
He i emission is not spatially coextensive with the region of [S ii]
emission. However, for young and bright H ii regions one instead
expects the inner zones to be denser than the outer ones, and this
is not what Fig. 9d shows. A good test, but requiring very high
S/N data, would be to compare Ne(He+) with the density derived
from the [Cl iii] doublet.
Because we used a large sample of H ii regions, the statis-
tical errors in the Yp determination are small (e.g., Fig. 9b). On
the other hand, other uncertainties can be significantly higher.
These are uncertainties in the He i emissivities and their analyt-
Fig. 11. Distribution of helium mass fraction Y with the exci-
tation parameter x = O2+/O for the entire sample of 1610 H ii
regions. Y values are the same as in Fig. 9a.
ical fits (∼1%, Fig. 1)1, the uncertainties in ICF(He) (∼ 0.25%,
Fig. 3), and correction for the non-recombination contribution to
hydrogen-line intensities (∼ 0.5%, Fig. 4).
1 In particular, Porter et al. (2009) and Porter et al. (2012) suggested
0.06% – 0.8% standard deviations of He i emissivities for extragalactic
H ii regions.
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Fig. 12. (a) Dependence of ∆ICF(He) = ICF(EW(Hβ)) – ICF(SED) on the oxygen abundance 12+logO/H for 64 SDSS galaxies
with EW(Hβ) ≥ 100Å, with the excitation parameter x = O2+/O ≥ 0.7 and with 1σ error in Y ≤3% (dots) and for 32 SDSS
galaxies with EW(Hβ) ≥ 150Å, with the excitation parameter x = O2+/O ≥ 0.8 and with 1σ error in Y ≤3% (encircled dots).
Here ICF(EW(Hβ)) is the ionisation correction factor derived for a starburst age estimated from EW(Hβ), while ICF(SED) is the
ionisation correction factor for the starburst age, which is derived from the spectral energy distribution (SED) fitting. Horizontal
solid and dashed lines are average values of ∆ICF(He) for dots and encircled dots, respectively. (b) The dependence of ∆ICF(He)
= ICF(EW(Hβ)) – ICF(SED) on the Hβ equivalent width EW(Hβ). Symbols and lines have the same meaning as in (a). (c) The
dependence of ∆ICF(He) = ICF(EW(Hβ)) – ICF(SED) on the excitation parameter x. Symbols and lines have the same meaning
as in (a).
One of the systematic uncertainties is caused by the pres-
ence of the underlying galaxy. Owing to this effect, the EW(Hβ)
is decreased and the starburst age is overestimated, resulting
in overestimated ICF(He) and Y. To estimate the effect of the
underlying galaxy we show in Fig. 12 the dependence of the
difference ∆ICF(He) = ICF(EW(Hβ)) – ICF(SED) for SDSS
galaxies from Fig. 9b on the oxygen abundance 12+logO/H, Hβ
equivalent width EW(Hβ), and excitation parameter x = O2+/O.
Here, ICF(EW(Hβ)) is the ionisation correction factor derived
for a starburst age estimated from EW(Hβ), while ICF(SED) is
the ionisation correction factor for the starburst age, which was
derived from the spectral energy distribution (SED) fitting. To
fit the SED we followed the technique described by Izotov et al.
(2011a). Briefly, it takes into account the emission of the young
and old stellar populations as well as the ionised gas emission.
It is evident that ICF(EW(Hβ)) > ICF(SED) because the
starburst age derived from the SED fitting is always younger than
that derived from EW(Hβ). The effect of the underlying galaxy
on ICF in galaxies with EW(Hβ) ≥ 100Å, x ≥ 0.7 and ∆Y/Y
≤ 3% (dots in Fig. 12) is small, ∼0.4% on average (horizontal
solid line). We note that there is no clear trend of ∆ICF(He) on
12+logO/H (Fig. 12a). On the other hand, there is an increase of
∆ICF(He) with decreasing EW(Hβ) (Fig. 12b) and x (Fig. 12c),
suggesting that the effect of an underlying galaxy is higher for
lower-excitation H ii regions that are older.
However, if only H ii regions with EW(Hβ) ≥ 150Å and x ≥
0.8 are considered (encircled dots in Fig. 12), no dependence on
EW(Hβ) and x is detected with a very low average ∆ICF(He) =
0.25% (horizontal dashed line). Thus, from the above discussion
of Yp systematic errors (1% due to the uncertainties in the He
i emissivities and their analytical fits, 0.25% due to the uncer-
tainties in ICF fits, 0.5% due to the uncertainties in correction
for the non-recombination contribution to hydrogen-line intensi-
ties and 0.25% due to the contribution of the underlying galaxy),
we adopted the value
√
12 + 0.52 + 0.252 + 0.252% = 1.17% or
σ(Yp) =0.003.
As a final sample for determining Yp we adopted the sample
of 111 H ii regions satisfying conditions EW(Hβ) ≥ 150Å, x
≥ 0.8 and ∆Y/Y ≤ 3%. The linear regression for this sample is
shown in Fig. 13 with the primordial value Yp = 0.2542.
Since the statistical error of Yp (±0.0006) is much lower than
the systematic error, we finally adopted
Yp = 0.254 ± 0.003. (37)
This new Yp agrees with the Yps derived by Izotov & Thuan
(2010) and Aver et al. (2012). However, this agreement is in fact
accidental because different He i emissivities and corrections for
non-recombination excitation of hydrogen lines were used in dif-
ferent studies.
The linear dependence Y – O/H in Fig. 13 is not steep. The
weighted mean of all 111 data points in the figure is Y = 0.255
with χ2 = 6.13 per degree of freedom. These values are slightly
higher than Yp = 0.254 and χ2=6.12 per degree of freedom re-
turned by the linear maximum-likelihood technique, implying
only weak linear dependence. Additionally, we calculated the
quadratic maximum-likelihood regression (dotted line in Fig.
13) and obtained a primordial value of 0.255 with χ2 = 5.39
per degree of freedom. We preferred to use the Yp value de-
rived from the linear regression over the weighted mean value
because chemical evolution models predict a general increase of
the He abundance with O/H. The same chemical evolution ar-
gument does not favour the quadratic regression because the He
abundance at low oxygen abundances is lower with increasing
O/H.
9. Cosmological implications
We have derived the primordial 4He mass fraction Yp =
0.254±0.003 (Fig. 13), which is higher than the SBBN value
of 0.2477±0.0001 inferred from the analysis of the temperature
fluctuations of the microwave background radiation (Ade et al.
2013), indicating deviations from the standard rate of Hubble
expansion in the early Universe. These deviations can be caused
by an extra contribution to the total energy density (for example
by additional species of neutrinos), which can be parameterised
by an equivalent number of neutrino species Neff .
To derive Neff we used the statistical χ2 technique with the
code described by Fiorentini et al. (1998) and Lisi et al. (1999)
to analyse the constraints that the measured 4He and D abun-
dances put on η and Neff . The joint fits of η and Neff are shown
in Figure 14. With the two freedoms of degree (η10 and Neff), the
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Fig. 13. Y - O/H for the sample of 111 H ii regions with EW(Hβ)
≥ 150Å, with the excitation parameter x = O2+/O ≥ 0.8 and
with 1σ error in Y ≤3%. The five He i emission lines λ3889,
λ4471, λ5876, λ6678, and λ7065 are used for χ2 minimisation
and determination of Y. Large blue and green filled circles are
for HeBCD and VLT samples, respectively, small red filled cir-
cles are SDSS galaxies. We chose to let Te(He+) vary freely in
the range 0.95 – 1.05 of the T˜e(He+) value. The continuous line
represents the linear regression (whose equation is given at the
bottom of the panel) and the dashed lines are 1σ alternatives of
the linear regression. The dotted line is the quadratic maximum-
likelihood fit to the data.
deviations at the 68.3% confidence level (CL) corresponding to
χ2 – χ2
min = 2.30, at the 95.4% CL corresponding to χ2 – χ2min =
6.17, and at the 99.0% CL corresponding to χ2 – χ2
min = 9.21 are
shown (from the inside out) by solid lines.
We adopted the most recently published value for neutron
lifetimes τn = 880.1 ± 1.1 s (Beringer et al. 2012). With Yp
= 0.254±0.003, (D/H)p = (2.60±0.12)×10−5 (Pettini & Cooke
2012), the minimum χ2
min = 0 is obtained for η10 = 6.42, corre-
sponding to Ωbh2 = 0.0234±0.0019 and Neff = 3.51±0.35 (68%
CL) (Fig. 14). This value of Neff at the 68% CL is higher than
the SBBN value Nν = 3.
We note that the primordial helium abundance sets a tight
constraint on the effective number of neutrino species. These
constraints are similar to or are tighter than those derived us-
ing the CMB and galaxy clustering power spectra. For exam-
ple, using these two sets of data, Komatsu et al. (2011) derived
Neff = 4.34+0.86−0.88 at the 68% confidence level. On the other hand,
Keisler et al. (2011) analysed joint WMAP7 data and South Pole
Telescope (SPT) data, both on the microwave background tem-
perature fluctuations, and derived Neff = 3.85 ± 0.62 (68% CL).
Adding low-redshift measurements of the Hubble constant H0
using the Hubble Space Telescope and the baryon acoustic os-
cillations (BAO) using SDSS and 2dFGRS, Keisler et al. (2011)
obtained Neff = 3.86 ± 0.42 (68% CL).
On the other hand, Ade et al. (2013) using the data of the
Planck mission derived Neff = 3.30± 0.27 (68% CL). Thus, there
is a general agreement between Neff obtained in this paper and
by other researchers with other methods. However, uncertainties
are too high to make definite conclusions about the deviations
of the BBN from the standard model. Tighter constraints can be
obtained by including the additional He i λ10830 emission line
in the consideration, which requires new observations. This work
is in progress.
Fig. 14. Joint fits to the baryon-to-photon number ratio,
η10=1010η, and the equivalent number of light neutrino
species Neff , using a χ2 analysis with the code developed by
Fiorentini et al. (1998) and Lisi et al. (1999). The value of the
primordial 4He abundance has been set to Yp = 0.254 (Fig. 13)
and that of (D/H)p is taken from Pettini & Cooke (2012). The
neutron lifetime of τn = 880.1± 1.1s from Beringer et al. (2012)
has been adopted. The filled circle corresponds to χ2 = χ2
min = 0.
Solid lines from the inside out correspond to confidence levels of
68.3% (χ2 – χ2
min = 2.30), 95.4% (χ2 – χ2min = 6.17) and 99.0%
(χ2 – χ2
min = 9.21), respectively. The SBBN value Neff = 3.046 is
shown with a dashed line.
Our baryon mass density Ωbh2 = 0.0234±0.0019 (68% CL)
(Fig. 14) agrees with the values of 0.0222±0.0004 (Keisler et al.
2011) and 0.0221±0.0003 (Ade et al. 2013) from fluctuation
studies of the CMB radiation. Arbey (2012) developed the most
recent code AlterBBN for calculating BBN abundances of the el-
ements in alternative cosmologies. Adopting a neutron lifetime
of τn = 880.1 s (Beringer et al. 2012), our derived Neff = 3.51
and η10 = 6.42, it returns the predicted primordial abundances
Yp = 0.253 and (D/H)p = 2.53×10−5, which agree well with the
values obtained from observations.
10. Conclusions
We have rederived the pregalactic helium abundance, improv-
ing on several aspects with respect to our previous estimates.
First, we used the updated He i emissivities published by
Porter et al. (2013), tested our overall procedure on a grid of
CLOUDY models built with the most recent version of the code,
v13.01 (Ferland et al. 2013), using the same atomic data. Most
importantly, we used the largest possible set of suitable ob-
servational data, which significantly enhance the set used by
Izotov & Thuan (2010), thus reducing the statistical error in de-
termining Yp and allowing a more comprehensive analysis of
systematic effects.
Before proceeding to determine Y in real objects, we pro-
duced analytical fits to the grid of He i emissivities published by
Porter et al. (2013); then we tested and refined our procedure to
derive the helium mass fraction in H ii regions using an appro-
priate grid of photoionisation models built with CLOUDY.
Finally, we applied our updated empirical code for the deter-
mination of the primordial 4He abundance from the largest sam-
ple of low-metallicity extragalactic H ii regions ever used (1610
spectra). It consists of three subsamples: a) the HeBCD subsam-
ple of low-metallicity and high-excitation H ii regions used for
instance by Izotov et al. (2007) and Izotov & Thuan (2010) for
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the primordial 4He abundance determination (93 spectra), b) the
VLT subsample of low-metallicity and high-excitation H ii re-
gions collected by Guseva et al. (2011) and Izotov et al. (2009,
2011b) from the European Southern Observatory (ESO) archive
(75 spectra), and c) the SDSS subsample of generally lower-
excitation H ii regions (1442 spectra). Our main results are sum-
marised below.
1. We fitted the new tabulated He i emissivities by
Porter et al. (2013). Our fits reproduced the tabulated emissivi-
ties of 32 He i emission lines with an accuracy of better than 1%
in a wide range of electron temperatures Te = 10000 – 20000K
and electron number densities Ne = 10 – 103 cm−3.
2. We obtained ionisation correction factors for He from
CLOUDY-photoionised H ii region models and produced fits to
them as a function of the starburst age and the excitation param-
eter x = O2+/O, where O and O2+ are the total oxygen abun-
dance and the abundance of the doubly ionised oxygen, respec-
tively. The new ionisation correction factors agree well with pre-
viously published ones, used for instance by Izotov et al. (2007)
and Izotov & Thuan (2010).
3. We derived from CLOUDY models the non-
recombination contribution to the strongest hydrogen Balmer
emission line intensities, which includes both the collisional
and fluorescent excitation. For that we compared the hydrogen
line intensities calculated including all processes with their case
B values. We found that the non-recombination contribution
to the Hα and Hβ line intensities can be as high as ∼ 9% and
∼ 6%, respectively, in the hot lowest-metallicity H ii regions.
We produced the fits of these contributions as a function of the
oxygen abundance and starburst age.
4. We used the CLOUDY-predicted emission-line intensi-
ties to recover the physical conditions and chemical composition
of the H ii region models using our updated empirical method.
We found that our method reproduces the electron number den-
sity Ne(He+) and the emissivity-weighted electron temperature
Te(He+). Most importantly, the empirical method reproduces the
CLOUDY input value of the 4He mass fraction with an accuracy
of better than 1%, independently of the number of He i emission
lines used for the χ2 minimisation. This gives confidence in our
method for determining the 4He abundance in real H ii regions.
5. We applied our updated empirical method for determining
the 4He mass fraction Y to a large sample of 1610 low-metallicity
extragalactic H ii regions. This is the largest sample used for such
a study. We found a systematic offset between Ys derived for the
HeBCD+VLT and SDSS subsamples, indicating problems in the
Y determination in most of SDSS H ii regions. However, the off-
set is not present when only spectra with the highest S/N of the
highest-excitation HeBCD+VLT+SDSS H ii regions are used.
Using linear relation Y – O/H for 111 highest-excitation H ii re-
gions we derived the primordial 4He mass fraction Yp = 0.254 ±
0.003, which is higher than the standard big bang nucleosynthe-
sis (SBBN) value of 0.2477 ± 0.0001 inferred from the temper-
ature fluctuations of the microwave background radiation. This
difference possibly indicates the existence of additional types of
neutrino species.
6. Using the most recently derived primordial abundances of
light elements D and 4He and the χ2 technique, we found that
the best agreement between abundances of these light elements
is achieved in the BBN model with the baryon mass fraction
Ωbh2 = 0.0234±0.0019 (68% CL) and the effective number of
the neutrino species Neff = 3.51±0.35 (68% CL). Both the Ωbh2
and Neff values nicely agree with those inferred from the temper-
ature fluctuations of the microwave background radiation.
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Table 2. Parameters for fits to He i emissivities
Wavelength (Å) a b c d
2945 −1.0931E+5 −3.9252E+2 1.1960E+4 3.2375E+5
3188 −2.1034E+5 −7.5620E+2 2.3088E+4 6.2101E+5
3614 −3.4279E+4 −1.4370E+2 3.9750E+3 9.7188E+4
3889 −4.2407E+5 −1.5736E+3 4.7538E+4 1.2306E+6
3965 −6.3941E+4 −2.6903E+2 7.4458E+3 1.8049E+5
4026 −4.4499E+4 −3.2773E+2 7.1902E+3 8.2717E+4
4121 2.0303E+4 1.1227E+2 −2.5696E+3 −5.4463E+4
4388 −9.4928E+3 −7.9846E+1 1.6784E+3 1.4537E+4
4471 −2.6190E+4 −4.1379E+2 7.5212E+3 −1.7296E+3
4713 4.2872E+4 2.4107E+2 −5.4550E+3 −1.1461E+5
4922 −2.1899E+3 −9.6239E+1 1.5392E+3 −2.0020E+4
5016 −1.3257E+5 −5.7648E+2 1.5752E+4 3.6784E+5
5048 6.3687E+3 4.3534E+2 −8.7839E+2 −1.5904E+4
5876 2.8913E+5 4.6114E+2 −2.1977E+4 −1.0040E+6
6678 1.0873E+5 2.3872E+2 −9.2029E+3 −3.6316E+5
7065 1.0249E+5 6.1473E+2 −1.3275E+4 −2.7178E+5
7281 1.1356E+4 9.3912E+1 −1.6876E+3 −2.6681E+4
9464 −6.0453E+3 −2.1708E+1 6.6141E+2 −1.7905E+4
10830 −5.5328E+5 −2.4749E+3 6.7852E+4 1.5265E+6
11969 −4.4839E+3 −3.3036E+1 7.2471E+2 8.3299E+3
12527 −6.7370E+3 −2.4221E+1 7.3950E+2 1.9891E+4
12785 3.9452E+4 1.0969E+2 −3.6899E+3 −1.2739E+5
12790 1.4119E+4 4.0926E+1 −1.3426E+3 −4.5241E+4
12968 −1.2751E+3 −1.0404E+1 2.2055E+2 2.0622E+3
15084 −3.5046E+3 −1.4759E−1 4.0785E+2 9.9031E+3
17002 −1.8707E+3 −2.9335E+1 5.3390E+2 −1.1660E+3
18685 9.8299E+4 3.2753E+2 −1.0026E+4 −2.9046E+5
18697 3.9198E+4 1.3734E+2 −4.0786E+3 −1.1555E+5
19089 −2.0601E+2 −8.9043E+0 1.4258E+2 −1.8379E+3
19543 −3.9284E+3 −1.4127E+1 4.3125E+2 1.1597E+4
20580 −5.7214E+4 −3.0719E−2 7.7903E+3 1.4348E+5
21118 6.5439E+3 3.6798E+1 −8.3265E+2 −1.7494E+4
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Table 3. Fit parameters for the relative collisional contributions, C/R, to the He i line emissivities
Wavelength (Å) i ai bi ci
2945 1 0.237599 1.283664 −0.492275
2 0.018249 −2.537098 −0.280238
3 −0.074595 −0.100902 −0.275109
4 −0.034749 −0.129213 −0.575391
5 −0.012696 0.187311 −0.703736
6 0.000781 3.290271 −3.038961
7 −0.000120 7.670289 −0.484230
8 −0.000038 −5.633697 0.244857
9 −0.000010 5.791438 −0.890583
3188 1 0.728281 0.981482 −1.474760
2 0.003620 −2.737075 0.014362
3 −0.050690 0.501912 −0.272824
4 −0.005385 4.458482 0.095771
5 0.003062 −1.251756 0.159231
6 −0.000188 3.382599 −1.159856
7 −0.000077 3.574946 −0.579868
8 −0.000055 0.044420 −0.322935
9 −0.000002 5.191432 −1.828550
3614 1 0.376504 1.443660 −0.852351
2 0.014185 −2.418831 −0.167465
3 −0.072682 0.327648 −0.180120
4 −0.017533 0.670556 −0.492422
5 −0.010484 0.418788 −0.789364
6 0.001705 −2.704035 −0.622900
7 −0.000176 7.902544 0.151241
8 0.000064 6.131473 3.450867
9 −0.000037 5.368607 −5.579913
3889 1 2.256542 0.511307 −1.742707
2 −0.034717 2.949781 1.041676
3 0.010993 −2.484143 −0.173011
4 −0.045348 0.647284 −0.155018
5 0.002098 −1.517937 0.058988
6 0.000026 −2.918819 −0.503535
7 −0.000005 2.675449 0.913041
8 0.000002 8.872791 0.077254
9 −0.000001 −8.450243 −1.355353
3965 1 0.456770 1.654674 −1.158531
2 0.015196 −2.045893 −0.252967
3 −0.067550 0.652662 −0.248281
4 −0.007843 4.496742 −0.262929
5 −0.000781 4.890201 1.464717
6 0.002827 −1.450538 −0.069850
7 0.001110 −2.004124 −0.325267
8 0.000194 −2.716613 −0.724557
9 −0.000004 4.371841 0.663073
4026 1 0.185064 1.943657 −0.648145
2 0.008751 −2.724192 −0.097890
3 −0.045073 0.510649 −0.102190
4 −0.008680 0.471088 −0.270234
5 −0.002879 0.286899 −0.525890
6 −0.000016 −11.687314 −0.818941
7 −0.000117 7.491152 1.297731
8 −0.000010 6.109163 0.682963
9 0.000002 −3.088925 0.277057
4121 1 12.796716 −0.490913 −3.214825
2 −0.512153 1.066279 −0.652840
3 0.057334 −1.384667 −0.408928
4 0.013453 −3.178046 −0.847815
5 −0.003661 −2.663920 0.154191
6 0.000411 −1.371718 0.083031
7 0.000241 −2.062889 −0.282061
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Table 3. continued.
Wavelength (Å) i ai bi ci
8 0.000176 −1.443159 0.046880
9 0.000126 −0.715603 0.040848
4388 1 0.592415 1.479889 −1.575477
2 0.009681 −2.014916 −0.241845
3 −0.048354 0.783922 −0.135038
4 −0.012120 0.153999 −0.391060
5 0.004329 −2.227663 −0.307074
6 0.003904 −2.413184 −0.373145
7 −0.000044 7.482763 5.477369
8 0.002504 −1.897203 −0.129707
9 0.000659 −2.299944 −0.179990
4471 1 2.074758 0.871883 −2.773291
2 0.000427 −2.791796 −0.254427
3 −0.038291 2.548854 0.190174
4 0.001975 −2.134139 0.291631
5 −0.006131 3.477982 0.217477
6 0.000150 1.070168 −0.221179
7 −0.000673 0.587419 0.291429
8 −0.000052 −2.436785 −0.073254
9 0.000008 2.435703 −0.125751
4713 1 3.052470 0.998766 −1.464257
2 −0.128327 2.958524 0.620627
3 −0.001934 3.647304 2.052811
4 0.003193 −3.733573 0.215077
5 −0.049904 0.299277 −0.126395
6 −0.012788 0.169174 −0.273934
7 −0.002769 2.825847 0.529843
8 −0.000770 −0.102838 −0.729419
9 0.000005 −1.845712 0.144187
4922 1 2.073767 0.939984 −2.661237
2 0.000474 −3.111335 −0.032107
3 −0.040763 1.978845 0.118798
4 0.002338 −1.921872 0.245616
5 −0.003455 4.486010 0.486895
6 −0.000375 5.351461 2.114852
7 0.000760 −1.654804 0.082870
8 0.000080 −1.016341 0.093812
9 0.000004 −2.045578 0.247970
5016 1 0.702161 1.240150 −1.231985
2 0.015156 −2.139900 −0.193653
3 −0.078849 0.478302 −0.287219
4 −0.032381 −0.224821 −0.744900
5 −0.003822 4.922654 0.471553
6 0.003009 −1.216575 0.104354
7 0.003016 −1.564262 −0.030637
8 0.001328 −2.090390 −0.294729
9 0.000080 −1.088301 −0.425798
5048 1 3.867902 0.451594 −2.209071
2 0.005663 −2.715737 −0.232676
3 −0.124564 2.431123 0.149969
4 −0.020914 2.037531 0.386945
5 0.006407 −2.191700 0.008098
6 −0.004000 2.140291 0.555353
7 0.001913 −2.719687 −0.279718
8 −0.002026 0.764487 −0.136685
9 0.000031 −1.340548 0.068556
5876 1 0.765684 2.031295 −0.800207
2 −0.120951 0.665641 −0.115064
3 0.002838 −2.899645 −0.128681
4 −0.020210 1.163158 −0.280858
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Table 3. continued.
Wavelength (Å) i ai bi ci
5 −0.011974 0.567921 −0.702161
6 0.000941 −1.814439 0.143205
7 −0.000084 8.290851 4.956775
8 0.001916 −1.626788 0.081847
9 0.000330 −0.574927 0.049323
6678 1 −0.142778 0.002216 −0.345017
2 0.194029 2.957312 1.012852
3 −0.161264 0.049074 −0.242204
4 −0.111315 0.027608 −0.434800
5 −0.071360 0.104060 −0.491709
6 −0.028272 −0.212975 −0.564984
7 −0.001836 7.009674 0.788004
8 −0.000203 −4.712255 0.361104
9 −0.000004 −1.776468 −0.004734
7065 1 7.407207 0.039764 −1.194215
2 −0.832559 −0.209824 −0.057477
3 0.014316 −3.462613 0.299767
4 −0.098030 −0.380680 −0.821184
5 −0.027901 −0.193571 −0.691501
6 −0.000820 6.151002 2.800949
7 0.010872 −2.082732 0.174198
8 0.004095 −2.451380 0.145223
9 0.003886 −1.095082 0.105919
7281 1 4.009749 0.349820 −1.559434
2 −0.169962 2.247969 0.103872
3 −0.207715 −1.420517 −1.142405
4 0.002292 −2.893220 0.460167
5 −0.047401 −0.341306 −0.537341
6 −0.078960 −1.463006 −1.127866
7 −0.012757 2.051007 −0.007594
8 0.011432 −1.438304 0.173748
9 0.000589 −0.996816 0.128812
9464 1 0.065617 1.801141 1.222155
2 −0.211779 −0.373572 −0.349116
3 0.025911 2.079864 0.079155
4 −0.002505 −1.090156 0.819827
5 −0.019108 −0.117144 −0.799836
6 −0.005019 0.120752 −0.712156
7 −0.000013 9.761829 0.920806
8 −0.002696 −0.979003 −0.735566
9 0.000375 −2.324543 −0.000464
10830 1 39.752766 −0.298983 −1.655744
2 0.160380 −2.503047 0.999384
3 −0.343303 −2.567812 0.383924
4 −0.179840 −4.593626 −0.093260
5 0.376525 −2.098506 −0.275385
6 0.229901 −1.132494 0.071783
7 0.120023 −1.277745 0.063845
8 0.085351 −2.359180 −0.635813
9 0.013747 −0.348160 0.010280
11969 1 0.169269 2.142598 −0.481203
2 0.010005 −2.379077 −0.229726
3 −0.051812 0.593835 −0.113468
4 −0.014826 0.334608 −0.308218
5 0.001950 −1.694416 −0.008706
6 −0.000103 7.060107 3.687421
7 0.001868 −2.097287 −0.190160
8 0.000478 −2.327992 −0.222428
9 −0.000017 5.173059 0.222140
12527 1 0.682182 0.898860 −1.200630
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Table 3. continued.
Wavelength (Å) i ai bi ci
2 0.018834 −2.134930 −0.211498
3 −0.085191 0.177796 −0.377210
4 −0.046766 −0.434677 −0.889978
5 −0.027952 −0.977738 −1.300571
6 −0.000271 6.298621 2.435816
7 0.003779 −2.256166 −0.401394
8 0.001858 −2.210664 −0.382732
9 0.001313 −1.753759 −0.049094
12785 1 −0.017363 0.732726 0.414940
2 0.051895 3.220740 0.976371
3 −0.047197 0.036961 −0.018628
4 −0.016052 −0.065403 −0.125076
5 −0.008674 −0.448546 −0.227839
6 −0.004627 −0.189011 −0.147199
7 −0.000752 0.008037 −0.125717
8 −0.000015 6.817896 0.285434
9 −0.000001 5.052590 −0.254754
12790 1 0.034784 4.153957 1.861917
2 −0.034996 0.291587 0.200122
3 −0.024853 0.472719 0.306223
4 −0.029037 −0.016732 −0.028320
5 −0.016854 0.008265 −0.080113
6 −0.012192 0.006807 −0.139773
7 −0.007873 −0.413797 −0.273093
8 −0.005301 0.032505 −0.204200
9 −0.001220 9.140628 −2.456817
12968 1 0.469864 1.857833 −1.238283
2 0.014293 −2.206397 −0.234544
3 −0.063890 0.715108 −0.133062
4 −0.007740 4.548513 0.702111
5 0.003757 −1.363295 0.021378
6 −0.000520 0.354133 −0.411930
7 −0.000007 0.867989 −0.382254
8 0.000000 −0.312655 −1.229920
9 0.000000 −1.321470 0.001483
15084 1 0.370078 1.313424 −0.211504
2 0.121869 −2.898463 −0.760698
3 −0.175005 −0.277672 −0.356154
4 −0.231416 −0.688087 −0.921995
5 −0.035201 0.001357 −0.092017
6 −0.001294 −3.457917 0.600536
7 −0.000318 6.265059 1.835816
8 −0.000655 0.001848 −0.253604
9 −0.000015 4.188363 −0.168791
17002 1 2.084653 0.874461 −2.772676
2 0.000431 −2.798307 −0.252522
3 −0.038638 2.593246 0.193422
4 0.001978 −2.132807 0.291096
5 −0.006182 3.386596 0.229511
6 0.000117 1.312846 −0.134606
7 −0.000664 0.329870 0.245240
8 −0.000057 −2.384770 −0.048070
9 −0.000003 −1.271340 0.074656
18685 1 −0.664639 0.446721 −0.336584
2 0.321034 2.361666 0.631961
3 −0.048314 −0.032944 0.471416
4 −0.007661 0.822514 −0.347149
5 −0.000196 8.385674 1.098974
6 0.000501 −1.010528 −0.159621
7 0.000028 3.757360 0.211017
8 0.000005 4.581320 −0.254349
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Table 3. continued.
Wavelength (Å) i ai bi ci
9 0.000000 1.087205 −0.289278
18697 1 −0.479959 −0.397439 −0.551253
2 0.287592 2.875301 0.778442
3 −0.142753 0.215541 −0.072482
4 −0.054167 −0.107174 −0.312201
5 −0.010114 0.237588 −0.170092
6 −0.000601 −0.069410 −0.212051
7 −0.000044 1.161615 −0.595412
8 0.000002 −7.642257 1.130464
9 −0.000002 13.444530 0.322168
19089 1 2.067268 0.938927 −2.659532
2 0.000467 −3.128493 −0.028876
3 −0.040632 1.966949 0.117632
4 0.002336 −1.925862 0.246575
5 −0.003439 4.477894 0.477374
6 −0.000371 5.378613 2.119313
7 0.000746 −1.660655 0.083380
8 0.000077 −1.020796 0.094426
9 0.000004 −2.059014 0.250287
19543 1 0.693183 0.929526 −1.195240
2 0.020944 −2.058396 −0.255067
3 −0.084119 0.174134 −0.420265
4 −0.051351 −0.608595 −0.995168
5 −0.059494 −1.207560 −1.453542
6 −0.000305 5.981650 3.333056
7 0.005404 −1.748600 −0.203026
8 0.002988 −1.787902 −0.251321
9 0.000925 −1.827335 −0.035773
20580 1 2.893238 0.202500 −1.175161
2 −0.005668 4.825179 −4.401486
3 0.005762 −0.564630 0.608410
4 −0.011124 −0.689134 0.077485
5 −0.000787 −1.690374 −0.029622
6 −0.000428 −2.496137 −0.278228
7 −0.000150 −3.959460 −0.871990
8 −0.000007 4.354130 −2.055856
9 0.000000 −4.576949 0.433552
21118 1 4.140184 0.730139 −1.671074
2 −0.155361 2.629962 0.543211
3 −0.008976 3.021516 1.896211
4 0.015029 −2.092910 0.202714
5 −0.088831 0.684846 −0.150858
6 0.004902 −1.603460 0.130640
7 0.000382 −2.561481 −0.197627
8 0.000048 −2.856426 −0.128358
9 −0.000002 −5.382045 0.626686
