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Übersicht
In der Grundlagenforschung der Physik steht eine Voraussetzung für die Gültigkeit der
allgemeinen Relativitätstheorie immer wieder auf dem Prüfstand: das schwache Äquiva-
lenzprinzip. Mit der Satellitenmission MICROSCOPE (Micro-Satellite â Trainée Com-
pensé pour l’Observation du Principe Equivalence) soll ein neuer Meilenstein gesetzt
werden, bei dem ein Messergebnis mit einer Genauigkeit von 10−15 angestrebt wird und
damit bisherige Ergebnisse um zwei Größenordnungen verbessern soll. Das Experiment
wird mit einem Differentialbeschleunigungsmesser durchgeführt, in dem zwei Testmas-
sen aus unterschiedlichem Material mittels elektrostatischer Kräfte auf derselben Flug-
bahn gehalten werden. Dafür müssen die Massenmittelpunkte der Testmassen, welche
konzentrische Hohlzylinder sind, in Übereinstimmung gebracht werden. Sollte die da-
für benötigte Kraft für beide Testmassen unterschiedlich sein, so wäre dies ein Hinweis
auf eine Verletzung des schwachen Äquivalenzprinzips. Die angestrebte Messgenauigkeit
stellt nicht nur hohe Anforderungen an das Messinstrument, sondern auch an den Satelli-
ten, der für möglichst ungestörte Umgebungsbedingungen des Experiments sorgen muss.
Neben einer hohen Temperaturstabilität, um z. B. Materialverformungen zu vermeiden,
soll der Satellit das Experiment auch vor externen Störkräften schützen, die sich aus der
Wechselwirkung mit den Umgebungsbedingungen im Weltall ergeben. Zu diesem Zweck
wird ein spezielles Lageregelungssystem eingesetzt, das diese nicht-gravitativen Kräfte
kompensiert und somit für eine rein gravitative Flugbahn sorgt.
Die Analyse der von MICROSCOPE aufgenommenen Messdaten ist ein sehr komple-
xer Prozess, bei dem eine große Anzahl möglicher Fehler- und Störquellen berücksichtigt
werden muss. Dazu gehört auch die genaue Kenntnis der angreifenden nicht-gravitativen
Kräfte, deren möglicher Einfluss auf das Messergebnis trotz Kompensation durch das
Lageregelungssystem nicht vollständig ausgeschlossen werden können. Die Modellierung
dieser Störkräfte ist ein zentrales Thema dieser Arbeit. Dazu ist eine Berechnungsme-
thode implementiert worden, die komplexe Satellitengeometrien berücksichtigen kann,
indem die Oberfläche mithilfe von Finiten Elementen zerlegt wird. Auf diese Weise lassen
sich zum einen unterschiedliche Materialeigenschaften abbilden, zum anderen können die
von Störkräften betroffenen Flächen sehr gut bestimmt werden. Voraussetzung für die
Berechnung der Störkräfte ist die zeitabhängige Berechnung der Satellitenbahn und der
Satellitenlage. Dafür wird ein Simulationstool eingesetzt, an dessen Entwicklung eben-
falls im Rahmen dieser Arbeit mitgewirkt wurde. Ein weiteres Element dieser Arbeit
umfasst die Entwicklung eines Analysetools, das zur Verarbeitung und Untersuchung der
Messdaten von MICROSCOPE genutzt wird. Dieses wird in Verbindung mit der Stör-
kraftsimulation und -analyse eingesetzt, um den Auswerteprozess der MICROSCOPE-
III
Daten zu unterstützen. Außerdem wird das Analysetool zur Validierung von Simulati-
onsergebnissen verwendet.
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1. Einleitung
Anfang des 20. Jahrhunderts formulierte Einstein die allgemeine Relativitätstheorie
(ART), die zum heutigen Zeitpunkt die beste bekannte Gravitationstheorie darstellt.
Die Satellitenmission MICROSCOPE hat das Ziel, das schwache Äquivalenzprinzip und
damit einen der Eckpfeiler der ART zu überprüfen. Das schwache Äquivalenzprinzip
besagt, dass zwei unterschiedliche Körper in einem Gravitationsfeld mit der gleichen
Beschleunigung fallen, unabhängig von deren innerer Struktur und Zusammensetzung.
Dies wird auch als Universalität des freien Falls bezeichnet [63]. In Bezug auf die New-
tonsche Mechanik bedeutet es, dass die träge Masse mi und die gravitative Masse mg
identisch sind. Erstere ist in der Formulierung des zweiten Newtonschen Gesetzes ent-
halten, letztere ist Bestandteil des Newtonschen Gravitationsgesetzes [60].
Das schwache Äquivalenzprinzip ist eins von drei Prinzipien, die zusammen das Einstein-
sche Äquivalenzprinzip bilden (engl. Einstein Equivalence Principle, EEP) [63], welches
besagt dass
1. das schwache Äquivalenzprinzip (engl. Weak Equivalence Principle, WEP) gilt,
2. das Ergebnis eines beliebigen lokalen nicht-gravitativen Experiments unabhängig
von der Geschwindigkeit des frei fallenden Bezugssystems ist, in dem es durchge-
führt wird (engl. Local Lorentz Invariance, LLI),
3. das Ergebnis eines lokalen nicht-gravitativen Experiments unabhängig von Zeit-
punkt der Durchführung und des Orts der Durchführung im Universum ist (engl.
Local Position Invariance, LPI).
Das EEP bildet eine Grundlage der allgemeinen Relativitätstheorie, welche bisher we-
der durch ein Experiment noch durch eine Beobachtung widerlegt wurde. Allerdings ist
noch kein Quantisierungsmodell für die gravitativen Wechselwirkungen bekannt, so dass
es noch nicht gelungen ist, eine Theorie der Quantengravitation herzuleiten. Diese ist je-
doch notwendig, um die ART mit dem Standardmodell der Teilchenphysik verbinden zu
können. Kandidaten für eine Theorie der Quantengravitation sind z. B. die Stringtheo-
rie oder die Schleifenquantengravitation [15]. Bei vielen Kandidaten einer Quantengra-
vitationstheorie wird eine Verletzung des schwachen Äquivalenzprinzips auf einem sehr
kleinen Maßstab vorhergesagt. Ein Test des WEP ist somit nicht nur die Überprüfung
eines Pfeilers des EEP, sondern kann auch Grenzen neuer Theorien aufzeigen.
Eine Verletzung des WEP würde sich darin äußeren, dass zwei aus verschiedenem Ma-
terial bestehende Testmassen 1 und 2 eine unterschiedliche Beschleunigung aj im selben
Gravitationsfeld erfahren. Für die Beschreibung einer möglichen Verletzung des WEP
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Abbildung 1.1.: Die Mission MICROSCOPE im Vergleich zu einigen ausgewählten Ex-
perimenten zur Bestimmung des Eötvös-Parameters η.
wurde der Eötvös-Parameter η definiert, der im Newtonschen Zusammenhang auch in
Abhängigkeit von mg
mi
geschrieben werden kann [31] :
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)
1
+
(
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] (1.1)
Gilt das WEP, ergibt sich η zu null, was experimentell mit unterschiedlichen Metho-
den überprüft werden kann. Abbildung 1.1 zeigt eine Auswahl an Experimenten, die in
den letzten hundert Jahren zum Test des WEP erfolgten [51]. Die höchste Genauigkeit,
mit der η bisher bestimmt werden konnte liegt bei η ≤ 10−13. Dieses Ergebnis wur-
de zum einen durch Torsionswaagenexperimente erzielt [60] und zum anderen mithilfe
eines Lunar Laser Ranging (LLR) Experiments, das die relative Bewegung von Erde
und Mond im Gravitationsfeld der Sonne bestimmt [64]. MICROSCOPE wird das erste
Weltraumexperiment zur Überprüfung des WEP durchführen. Ziel der Mission ist es, η
um zwei Größenordnungen genauer, d.h. im Bereich von 10−15 zu bestimmen [59]. Das
MICROSCOPE-Experiment zählt zu den Freifallexperimenten, da die Bewegung zweier
Testmassen im Gravitationsfeld der Erde beobachtet wird. Aufgrund der Durchführung
im Weltraum profitiert MICROSCOPE von der Tatsache, dass im Gegensatz zu erd-
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gebundenen Experimenten lange Freifallzeiten realisiert werden können. Außerdem sind
die Testmassen der vollen Erdgravitation ausgesetzt im Gegensatz zu Experimenten mit
Torsionswaagen, bei denen auf die Testmassen die deutlich schwächere Sonnengravita-
tion wirkt. Darüber hinaus werden die Messungen nicht durch erdgebundene Effekte
gestört, wie z. B. seismisches Rauschen. Im Fall von MICROSCOPE bewegen sich die
Testmassen allerdings nicht frei innerhalb des Satelliten, sondern sind Teil eines elektro-
statischen Differential-Beschleunigungsmessers. Darin werden die Testmassen mithilfe
elektrostatischer Kräfte relativ zueinander bewegungslos gehalten. Die Größe der dafür
angelegten elektrischen Spannung ist ein Maß für die Bewegungen der Testmassen und
damit auch für die Messung einer möglichen Verletzung des WEP [5].
Das Extrahieren des Eötvös-Parameters aus den Messdaten des Differential-Beschleu-
nigungsmessers ist aufwendig und erfordert den Einsatz unterschiedlichster Methoden.
So werden z. B. während des Flugs aufwendig geplante Kalibrierungen des Instruments
durchgeführt [18, 26], sowie unterschiedliche Methoden zur Auffüllung von Lücken in
den Messdaten angewandt [3, 42], die z. B. durch fehlerhafte Datenübertragungen von
Satellit zur Bodenstation entstehen können. Ein entscheidender Faktor für die erfolg-
reiche Umsetzung des Missionsziels ist allerdings das Lageregelungssystem, das äußere
nicht-gravitative Kräfte kompensiert, so dass die Testmassen im Inneren des Satelliten
einer rein gravitativen Bahn folgen können. Ein detaillierter Überblick über den Auf-
bau des Experiments, den Missionsablauf und den Prozess zur Datenauswertung ist in
Kapitel 2 gegeben.
Die Untersuchung der nicht-gravitativen Störkräfte, die während der Mission auftreten,
ist ein zentraler Aspekt dieser Arbeit. Dabei liegt der Fokus auf jenen, die durch Wech-
selwirkungen der Satellitenoberfläche mit dem umgebenden Weltraum entstehen. Die
Störkraftmodellierung ist eingebettet in ein umfangreiches Simulationstool, den High
Performance Satellite Dynamics Simulator (HPS), dessen Entwicklung im Rahmen die-
ser Arbeit vorangetrieben wird. Der HPS stellt eine Vielzahl an Modulen bereit, die
individuell zur Simulation einer Satellitenmission zusammengestellt werden können. Ka-
pitel 3 enthält eine ausführliche Beschreibung des HPS wobei insbesondere das Modul
zur Störkraftberechnung mithilfe von Finiten Elementen (FE) detailliert vorgestellt wird.
In Kapitel 4 wird mit der Entwicklung des Flight Data Evaluation Tools (FDET) das
zweite zentrale Thema dieser Arbeit behandelt. Das FDET ist zur Vorbereitung auf die
Datenanalyse von MICROSCOPE entstanden. Es wird, neben einer Reihe von Datenver-
waltungsaufgaben, primär die Datenauswertung und deren Dokumentation übernehmen.
In diesem Zusammenhang wird ein Teilelement des FDET, und zwar die Wavelet-Analyse
der MICROSCOPE-Daten, näher vorgestellt.
Das FDET stellt außerdem das Bindeglied zum HPS dar, indem es Referenzdaten aus den
Messdaten von MICROSCOPE bereitstellt und somit die Möglichkeit bietet, die Simu-
lationsergebnisse des HPS zu validieren. Dafür wird in Kapitel 5 eine Simulation für die
MICROSCOPE-Mission aufgebaut, die aus Modulen des HPS besteht. Zusätzlich müssen
Module, die spezifisch für die Mission MICROSCOPE sind, entwickelt werden. Anhand
einer ausführlichen Analyse der Störkräfte durch solaren und thermalen Strahlungsdruck
3
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mithilfe der Methode vernetzter Oberflächen wird der Einfluss unterschiedlicher Fakto-
ren, wie z. B. Materialverteilung auf der Satellitenoberfläche, herausgearbeitet. Anhand
der Gesamtsimulation wird schließlich gezeigt, inwieweit nicht-gravitative Störkräfte die
Bestimmung des Eötvös-Parameters beeinflussen können.
Eine Zusammenfassung und ein Ausblick auf weitere Arbeiten sowie zukünftige Anwen-
dungsbeispiele der in dieser Arbeit vorgestellten Methoden wird in Kapitel 6 gegeben.
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MICROSCOPE
Am 25. April 2016 wurde mit MICROSCOPE eine Satellitenmission gestartet, deren
Aufgabe der erste Test des schwachen Äquivalenzprinzips im Weltraum ist. Ziel ist es,
die Überprüfung mit einem hundertmal besserem Ergebnis abzuschließen, als dies bei
bisherigen Versuchen auf der Erde der Fall war. Das Experiment wird mithilfe des Twin
Space Accelerometer for Gravity Experiment (T-SAGE) durchgeführt. Das Instrument
wurde am französischen Office National d’Etudes et de Recherches Aérospatiales (ONE-
RA) entwickelt und gebaut. Satellitenentwicklung und -bau übernahm die französische
Raumfahrtagentur, das Centre National d’Etudes Spatiales (CNES).
Jahrelange Konzeptions- und Entwicklungsarbeit, sowie Konstruktion und ausgiebige
Testkampagnen sind dem Start vorausgegangen. Hierzu zählen unter anderem die am
Bremer Fallturm des Zentrums für angewandte Raumfahrttechnologie und Mikrogravita-
tion (ZARM) der Universität Bremen durchgeführten Freifallversuche des Instrumentes
[11, 49]. MICROSCOPE ist mit einem Lageregelungssystem zur Kompensation exter-
nen Störbeschleunigungen ausgestattet, das in dieser Form erstmalig umgesetzt wird.
Bis Mitte 2018 soll MICROSCOPE Messkampagnen durchführen. Parallel hat die Da-
tenauswertung der bereits aufgenommenen Messwerte begonnen, die Veröffentlichung
erster Ergebnisse wird bis Ende 2017 erwartet.
In den folgenden Unterkapiteln wird das Experiment detailliert beschrieben und der
Missionsablauf geschildert. Außerdem wird die Organisationsstruktur zum Management
der Datenauswertung von MICROSCOPE dargestellt und auf die Zusammensetzung der
für die Auswertung verwendeten Daten eingegangen.
2.1. Das MICROSCOPE-Experiment
Abbildung 2.1 (a) zeigt das Kernstück des MICROSCOPE-Experiments: die Sensor Unit
(SU) bestehend aus zwei elektrostatischen Differential-Beschleunigungssensoren. Zusam-
men mit der Front End Electronics Unit (FEEU) und der Interface Control Unit (ICU)
bildet die SU die Nutzlast T-SAGE [54, 55]. Die ICU ist für die Energieversorgung der
Nutzlast zuständig und stellt die Schnittstelle zum Satellitendatenbus dar, wobei sie
zum einen die aufgezeichneten Nutzlastdaten weitergibt und zum anderen empfangene
Telekommandos an die Nutzlast übermittelt. Die FEEU ist für die Steuerung der SU
5
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© CNES/GIRARD Sébastien, 2014
(a) Das Flugmodell der SU
© CNES/GIRARD Sébastien, 2015
(b) MICROSCOPE aufgeklappt im Reinraum
Abbildung 2.1.: Montage von MICROSCOPE im CNES Reinraum, die komplette Nutz-
last (SU, FEEU und ICU) befindet sich in der Mitte des Satelliten.
zuständig. Sowohl FEEU als auch SU müssen bei möglichst konstanter Temperatur be-
trieben werden (Schwankungen im Bereich von mK), um die hohen Anforderungen in
Bezug auf Form- und Elektronikstabilität einhalten zu können, die sich aus dem An-
spruch an die Messgenauigkeit von MICROSCOPE ergeben. Daher sind beide Einheiten
in einer Titanstruktur montiert, die gesondert mehrlagig isoliert ist. Die komplette Nutz-
last ist schließlich in der Mitte des Satelliten platziert (s. Abbildung 2.1 (b)).
2.1.1. Messprinzip
Die Arbeitsweise der beiden Differential-Beschleunigungssensoren der SU basiert auf ka-
pazitiver Positionsbestimmung und elektrostatischer Steuerung zweier Testmassen [58].
Die Testmassen sind Hohlzylinder (vgl. Abbildung 2.2) und konzentrisch innerhalb ei-
nes Sensors angeordnet. Der Sensor SUEP (Sensor Unit for Equivalence Principle Test)
ist für den Test des Äquivalenzprinzips vorgesehen. Dessen innere Testmasse besteht
aus einer Platin-Rhodium Legierung (PtRh10), die äußere aus einer Titan-Aluminium-
Vanadium Legierung (TiAl6V4). Der Referenzsensor SUREF (Reference Sensor Unit)
wird zur Abschätzung systematischer und stochastischer Effekte eingesetzt. Dessen Test-
massen sind beide aus der PtRh10 Legierung gefertigt. Alle vier Testmassen wurden bei
der Physikalisch Technische Bundesanstalt (PTB) in Braunschweig hergestellt [20].
Jeder Sensor enthält außerdem Elektroden, die zur Positionsmessung und -steuerung der
Testmassen benötigt werden. Die Elektroden sind auf mit Gold beschichteten Hohlzy-
lindern eingraviert. Die Zylinder bestehen aus Quarzglas und garantieren eine sehr hohe
Formstabilität [54]. In Abbildung 2.3 ist schematisch die Anordnung der Elektroden dar-
gestellt. Der innen liegende Quarzglaszylinder ist mit jeweils vier Y – und Z–Elektroden
6
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Abbildung 2.2.: Schematische Darstellung einer MICROSCOPE-Testmasse.
bestückt, welche dunkel- und hellblau in Abbildung 2.3 (a) dargestellt sind. Diese können
jeweils paarweise die Bewegungen der Testmasse in y– und z–Richtung sowie Verkip-
pungen um diese beiden Achsen detektieren und steuern. Die Testmasse wird von einem
zweiten Zylinder umgeben, der die beiden X– und acht Φ–Elektroden enthält (rot und
braun in Abbildung 2.3 (b)). Mithilfe dieser Elektroden wird die Bewegung entlang der
x–Achse und die Rotation um diese gemessen und gesteuert. Damit letzteres gelingt ist
die Außenseite des Testmassenzylinders an vier Seiten abgeflacht, deutlich zu erkennen
in Abbildung 2.2. Die Kombination aus einer Testmasse mit ihren umgebenden Elektro-
den wird auch als Inertial Sensor (IS) bezeichnet. Die einzige Verbindung zwischen den
Testmassen und dem Gehäuse besteht über jeweils einen 7 µm dünnen Golddraht, über
den die Referenzspannung zur Positionsbestimmung an die Testmasse angelegt wird.
Die Stirnseiten der Testmassen sind mit jeweils sechs Senkbohrungen versehen (nicht
auf Abbildung 2.2 dargestellt). In diese greifen pneumatisch gesteuerte Finger, die die
Testmassen u. a. während des Raketenstarts fixieren können. Die gesamte Anordnung
aus Testmassen, Quarzglaszylindern und Blockierungsmechanismus befindet sich in ei-
nem vakuumdichten Gehäuse. In diesem sorgt eine Getterpumpe während der gesamten
Mission für einen Restdruck von weniger als 10−5 Pa.
Jede einzelne Elektrode bildet mit der entsprechend gegenüberliegenden Fläche der Test-
masse einen Plattenkondensator, dessen Kapazität im Vakuum mit
C = ε0
A
d
(2.1)
gegeben ist. Darin ist ε0 die elektrische Feldkonstante, A die gemeinsam überlappte Flä-
che und d der Abstand zwischen beiden Flächen. Im Fall von MICROSCOPE beträgt
der Abstand 600 µm wenn sich die Testmasse zentriert zwischen den Quarzglaszylin-
der befindet. Bewegt sich der Satellit durch Einwirkung äußerer Kräfte relativ zur frei
im Gravitationsfeld fliegenden Testmasse, ändert sich die Kapazität im Vergleich zum
7
2. Die Satellitenmission MICROSCOPE
(a) Innen liegende Elektroden (b) Gesamtkonfiguration der Elektroden
Abbildung 2.3.: Anordnung aller Elektroden zur Detektion und Steuerung der Position
einer Testmasse.
Gleichgewichtszustand durch die Änderung von d und/oder A. Dies ist für zwei einfache
Beispiele in Abbildung 2.4 dargestellt. Ausgehend vom gestrichelten Gleichgewichtszu-
stand kommt es zu einer Abstands- bzw. Flächenvariation. Zwischen den zusammen-
gehörenden Elektrodenpaaren ändert sich proportional zum Kapazitätsunterschied die
Detektionsspannung [22]. Der Regelalgorithmus bestimmt simultan eine Kontrollspan-
nung, die an dieselben Elektroden angelegt wird. Dadurch wird eine elektrostatische
Kraft erzeugt, die die Testmasse wieder in die Ausgangslage zurückregelt. Dafür kom-
men pro Testmasse sechs Regelkreise zum Einsatz, einer für jeden Freiheitsgrad. Auf
diese Weise verbleibt jede der vier Testmassen zentriert und bewegungslos im Vergleich
zu den umgebenden Quarzglaszylindern. Wie bereits in Abschnitt 1 dargelegt, liegt hier-
in ein entscheidender Unterschied zu einem klassischen Freifallexperiment, bei dem sich
die Testmassen tatsächlich frei bewegen. Bei MICROSCOPE wurde bewusst eine feste
Positionierung der Testmassen gewählt, da auf diese Weise Unterschiede durch den Gra-
vitationsgradienten minimiert werden können und somit eine Störgröße des Messsignals
verringert wird.
Abbildung 2.4.: Veranschaulichung der Abstands- und Flächenvariation [28].
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Die gemessene Detektionsspannung wird pro Testmasse im Datenverarbeitungsprozess
(s. Abschnitt 2.3) in eine gemessene Beschleunigung ~Γmeas,k umgerechnet, mit k = 1 für
die innere Testmasse (IS1) und k = 2 für die äußerer Testmasse (IS2). Hierin sind nicht
nur die tatsächlich wirkende Beschleunigung, sondern auch Bestandteile wie Instrumen-
tenrauschen oder indirekte Auswirkungen enthalten, wie sie durch Abweichungen der
nominal geforderten Ausrichtung einzelner Komponenten entstehen können. Eine aus-
führliche Herleitung für die Bestimmung von ~Γmeas,k ist in [26] gegeben. Die Beschleuni-
gungsmessungen von IS1 und IS2 werden auf zwei unterschiedliche Weisen kombiniert.
Das Signal des sogenannten Common Mode wird als Eingangssignal für das Lagerege-
lungssystem (s. Abschnitt 2.1.2) verwendet:
~Γmeas,c =
1
2
(
~Γmeas,1 + ~Γmeas,2
)
(2.2)
Die Bestimmung des Eötvös-Parameters erfolgt im sogenannten Differential Mode über
die differentielle Beschleunigung [18]:
~Γmeas,d =
1
2
(
~Γmeas,1 − ~Γmeas,2
)
(2.3)
Um η aus der differentiellen Beschleunigung ~Γmeas,d extrahieren zu können, muss diese
genau modelliert werden [26]. Für MICROSCOPE wird dafür folgende Gleichung ver-
wendet [7]:
~Γmeas,d = ~K0,d +Mc
(
η~g + (T− I) ~∆− 2~Ω× ~˙∆− ~¨∆
)
+Md~Γappl,c + ~Γmeas,quad,d + ~Γn,d +Cd ~˙Ω (2.4)
Darin bezeichnet ~∆ den Abstand zwischen den Mittelpunkten der beiden Testmassen ei-
nes Sensors und ~g die Gravitationsbeschleunigung im Massenmittelpunkt des Satelliten.
T bezeichnet den Gravitationsgradiententensor, I den Trägheitstensor des Instruments
und ~Ω die Winkelgeschwindigkeit des Satelliten. ~Γappl,c enthält alle nicht-gravitativen
Kräfte und ergibt sich aus der Halbsumme der Beschleunigungen beider Testmassen. Mit
~Γmeas,quad,d werden alle gemessenen differentiellen Beschleunigungen zweiter Ordnung zu-
sammengefasst. ~Γn,d bezeichnet das Instrumentenrauschen, ~K0,d den Instrumentenbias
undCd die differentielle Kopplungsmatrix. Die SensitivitätsmatrizenMc undMd enthal-
ten Kombinationen aus Instrumentenparametern wie Skalierungsfaktoren, falsche Aus-
richtungen der Achsen zueinander und Kopplungsterme zwischen den einzelnen Achsen.
Die beiden Matrizen sind für die Halbsumme (Common Mode) und die Halbdifferenz
(Differential Mode) definiert. Alle Komponenten der Gleichung 2.4 werden entweder
modelliert (z. B. Gravitationsgradiententensor T), durch das Design minimiert (z. B.
Instrumentenrauschen) oder im Orbit kalibriert (z. B. Instrumentenbias), um η best-
möglich extrahieren zu können.
Die empfindlichste Achse der MICROSCOPE-Sensoreinheiten ist die x–Achse der Test-
massen (roter Pfeil in Abbildung 2.5). Daher erfolgt der Test des WEP entlang dieser
9
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g
Messachse
fEP = forbit fEP = forbit + fspin
Abbildung 2.5.: Bewegung der Testmassen in Bezug auf die Erde in fester Ausrichtung
(Inertial Mode) und in der Rotationsbewegung (Spinning Mode).
Achse. Deren Ausrichtung mit Bezug auf die Erde hängt von dem gewählten Messmodus
ab. Sollte eine Verletzung des WEP vorliegen, müssten beide Testmassen unterschiedlich
entlang des Gravitationsfeldvektors ~g beschleunigt werden. Für die Zentrierung beider
Testmassen müssten entsprechend unterschiedliche Kontrollspannungen angelegt wer-
den. Die resultierende differentielle Beschleunigung bzw. das WEP-Verletzungssignal
wäre entsprechend der Ausrichtung der x-Achse mit einer Frequenz fEP moduliert. Im
sogenannten Inertial Mode zeigt die y–Achse des Instruments (s. Anhang A) in Richtung
der Orbitnormalen, die x–Achse der Testmassen liegt in der Orbitebene. Dadurch wird
das Verletzungssignal mit der Orbitfrequenz forbit moduliert. Wird der Satellit hingegen
mit einer Frequenz fspin um die Orbitnormale gedreht (Spinning Mode), so ergibt sich als
Frequenz fEP = forbit + fspin. Beide Modi sind in Abbildung 2.5 schematisch dargestellt.
Durch die Tatsache, dass eine mögliche WEP-Verletzung bei einer bestimmten Frequenz
erwartet wird, erfolgt die Bestimmung von η im Frequenzbereich, wobei die Methode
der kleinsten Quadrate Anwendung findet [24].
2.1.2. Das Lageregelungssystem
Das MICROCSOPE-Experiment stellt nicht nur hohe Anforderungen an die Nutzlast,
sondern auch an den Satelliten, auf dem diese betrieben wird. Der Satellit basiert auf
der CNES Mikrosatellitenreihe Myriade, deren Design an vielen Stellen auf die Mission
MICROSCOPE zugeschnitten werden musste.
Eine der wichtigsten Aufgaben des Satelliten besteht darin, die Nutzlast von äußeren
nicht-gravitativen Kräften abzuschirmen, damit die Testmassen einem rein gravitativen
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Orbit folgen können. Dafür muss der Satellit mit einer aktiven Lageregelung ausgestattet
werden, die den äußeren nicht-gravitativen Kräften und Momenten entgegenwirkt. Ein
solches System wird als Drag-Free Attitude Control System (DFACS) bezeichnet. Dabei
wird in der Regel zwischen Systemen unterschieden, bei denen frei bewegliche Testmas-
sen zum Einsatz kommen und solchen wie MICROSCOPE, bei denen Beschleunigungs-
sensoren verwendet werden, deren Testmassen in einer definierten Position festgehalten
werden. Letzteres wird als Acceleration and Attitude Control System (AACS) bezeich-
net. In der Literatur zu MICROSCOPE werden beide Begriffe synonym verwendet.
Der Entwurf des AACS muss den Missionsanforderungen genügen, die eine Restbe-
schleunigung im Drag-Free-Betrieb von 1 · 10−12 m/s2 bei der Testfrequenz fEP und
eine Lagestabilität von 1 · 10−9 rad/s verlangen [43]. Dafür muss das System mit ent-
sprechenden Sensoren und Aktuatoren ausgestattet werden. Da sich mit der Nutzlast
T-SAGE bereits ein präziser Beschleunigungssensor für alle sechs Freiheitsgrade an Bord
des Satelliten befindet, musste kein zusätzlicher Initialsensor hinzugefügt werden. Statt-
dessen werden die Beschleunigungsmessungen eines Sensors direkt als Eingabe für den
Drag-Free-Kontrollalgorithmus verwendet. Dafür wird das Signal des Common Mode
verwendet, das die mittlere gemeinsame Beschleunigung beider Testmassen enthält (s.
Gleichung 2.2). Die Lageinformation wird im Wesentlichen über zwei Sternensensoren
ermittelt. Die Steuerung des Satelliten erfolgt schließlich über acht Kaltgastriebwerke,
die einen Schub im Bereich von 1 µN bis 300 µN aufbringen können. Insgesamt umfasst
das Lageregelungssystem von MICROCSOPE damit 38 Regelkreise: 24 für die sechs Frei-
heitsgrade der vier Testmassen, sechs für die Freiheitsgrade des Satelliten und schließlich
acht für die Ansteuerung der Kaltgastriebwerke. Eine vereinfachte Darstellung des Ge-
samtsystems ist in Abbildung 2.6 zu sehen.
Beschleunigungsmesser 
Testmassen-
dynamik 
Sternensensoren 
Lageregelungs-
system (AACS) 
Vorgabe der 
Satellitenlage 
Kommandos 
des AACS 
Kaltgastriebwerke 
Umwelt-
einflüsse 
Satellitendynamik 
Messung interne 
Testmasse 
Messung externe 
Testmasse 
+ 
+ 
+ 
+ 
© CNES/ill./DUCROS David, 2016  
cmeas,a
sata
exta
dista
propa
satq
measq
Abbildung 2.6.: Vereinfachte Darstellung des Lageregelungssystems [22, 43].
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Modus Konfiguration Kurzbeschreibung T-SAGE
Sonnensensoren,
Safe Magnetometer, bei Fehlfunktionen AUS
Reaktionsschwungrad
entspricht Safe-Modus Standby-Modus AUS
Coarse zusätzlich Vorgabe zwischen den oder
der Lageausrichtung Messphasen An
Sternensensoren Überführungsmodus AUS
Nominal Kaltgastriebwerke zwischen dem Coarse Modus oder
und dem Science Modus AN
entspricht Nominal, Drag-Free ist aktiviert,
Science zusätzlich T-SAGE Messungen für Test des WEP und AN
Kalibrierungen
Tabelle 2.1.: Lageregelungsmodi von MICROSCOPE [17].
Für MICROSCOPE sind insgesamt vier Hauptmodi des Lageregelungssystems vorgese-
hen, die in Tabelle 2.1 zusammengefasst sind. Anhand des vorgegebenen Missionsablaufs
wechselt das System automatisch zwischen den einzelnen Modi.
2.2. Missionsablauf
MICROSCOPE wurde als Sekundärnutzlast mit dem Sojus Flug VS14 am 25. April
2016 vom Weltraumbahnhof Kourou in Französisch-Guyana ins All gebracht (s. Abbil-
dung 2.7 (b)). Zuerst wurde die Hauptnutzlast Sentinal 1-B auf ihrem Orbit ausgesetzt.
Als weitere Nutzlast befanden sich drei Satelliten aus dem Projekt der ESA “Fly-your
satellite” an Bord der Rakete, die als nächstes auf ihre Bahn gebracht wurden. Rund vier
Stunden nach dem Raketenstart wurde als letzter Satellit MICROSCOPE auf seinem
Zielorbit ausgesetzt. Der Einschuss in die Umlaufbahn gelang wie geplant.
In Abbildung 2.7 (a) ist ein Foto von MICROSCOPE mit angeklappten Solarpanelen
zu sehen. In dieser Konfiguration konnte der Satellit von Toulouse nach Kourou trans-
portiert und in die Rakete integriert werden. Nach dem erfolgreichen Orbiteinschuss
wurde der Ausklappmechanismus aktiviert, um die Solarpanele in die Orbitkonfigurati-
on zu überführen. Diese ist in Abbildung 2.8 illustriert. Die +X–Seite ist mit Solarzel-
len ausgestattet und zeigt Richtung Sonne. Auf der -X–Seite befinden sich die beiden
Sternensensoren sowie der Hauptradiator, der durch den konischen Ring von der Erdal-
bedostrahlung abgeschirmt wird.
MICROSCOPE umkreist die Erde in 710 km Höhe mit einer Inklination von ca. 98o auf
einem sonnensynchronen Orbit (SSO). Die Orbithöhe stellt dabei einen Kompromiss dar
zwischen erforderlicher Stärke des Erdgravitationsfelds (möglichst nah an der Erde) und
wenig Störung der Bahn durch die Restatmosphäre (möglichst weit weg von der Erde).
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© CNES, Twitter Account April 2016
(a) MICROSCOPE in der Trägerstruktur.
© CNES/ESA/Arianespace/
Optique Vidéo CSG, 2016
(b) Start, 25.04.2016
Abbildung 2.7.: MICROSCOPE auf seinen Weg in den Weltraum.
Die Umlaufbahn hat ihren aufsteigenden Knoten bei einer Lokalzeit von 18:00 Uhr. Der
Satellit fliegt somit entlang der Tag-Nacht-Grenze und hat dadurch nahezu identische
Beleuchtungsverhältnisse während der meisten Zeit seiner Mission. Dies hat den Vorteil,
dass keine Nachführung der Solarpanele von Nöten ist, da sie immer dem Sonnenlicht
ausgesetzt sind. Darüber hinaus sind die Temperaturverhältnisse innerhalb des Satelliten
relativ konstant, was wiederum der geforderten hohen Temperaturstabilität zuträglich
ist. Die Umlaufzeit von MICROSCOPE beträgt fast 100 Minuten was einer Orbitfre-
quenz forbit von ca. 1, 68 · 10−4 Hz entspricht. In Abbildung 2.9 ist die Subsatellitenspur
von MICROSCOPE dargestellt. Der rote Punkt markiert den Startpunkt der Orbitsi-
mulation, die den Darstellungen zugrunde liegt. Die Beleuchtungsverhältnisse (hell =
Tag, dunkel = Nacht) sind genau für diesen Zeitpunkt (18.01.2017, 17:25 Uhr UTC1)
wiedergegeben. Auch wenn der Eindruck entsteht, dass der Satellit über dem Nordpol
in den Erdschatten (Eklipse) eintaucht, so ist dies aufgrund der Bahnhöhe während der
meisten Zeit des Jahres nicht der Fall. Lediglich im Sommer ist die Konstellation von
Ekliptik und Inklination der Satellitenbahn derart, dass MICROSCOPE während sei-
nes Umlaufs jeweils für kurze Zeit in die Eklipse eintritt (vgl. Kapitel 5.2.3). In diesem
Zeitraum werden keine wissenschaftlichen Messungen vorgenommen, da zum einen die
Temperaturkonstanz nicht gegeben ist, zum anderen ändert sich die Summe der angrei-
fenden Störkräfte stark beim Ein- und Austritt des Satelliten aus dem Erdschatten (vgl.
Kapitel 5.1). Dies wäre durch das AACS nur unzureichend zu kompensieren.
Nach dem erfolgreichen Start des Satelliten wurde die Nutzlast am 2. Mai 2016 schließ-
lich in Betrieb genommen. Die bis zu diesem Zeitpunkt blockierten Testmassen wurden
frei gelassen und die Regelkreisläufe übernahmen für alle vier Testmassen erfolgreich die
1Coordinated Universal Time
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© CNES/Mira Productions/PAROT
(a) +X–Seite
© CNES/ill./DUCROS David, 2016
(b) -X–Seite
Abbildung 2.8.: Illustration von MICRSCOPE im Orbit mit ausgeklappten Solarpane-
len.
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Abbildung 2.9.: Subsatellitenspur von MICROSCOPE in 2D und 3D Darstellung.
Positionierung. Die folgenden drei Monate, in denen aufgrund der Eklipsephasen keine
Messungen zum Test des WEP möglich waren, konnten genutzt werden, um alle Sub-
systeme des Satelliten ausführlich zu testen. So wurde am 7. Juni 2016 MICROSCOPE
das erste Mal im Science-Modus mit aktivierter Störkraftkompensation geflogen [43].
Ab September 2016 wurde der Wissenschaftsbetrieb aufgenommen und erste Probemes-
sungen durchgeführt. Die erste Phase der regulären Messkampagnen startete im Dezem-
ber 2016 und lief bis Mai 2017. Anschließend mussten die Messungen erneut aufgrund
der Eklipsephasen unterbrochen werden. Die Wiederaufnahme erfolgte im September
2017. Einmal in jedem Monat sind ebenfalls keine Messungen möglich. In dieser Zeit
werden die Sternensensoren vom Mond geblendet und der Satellit schaltet automatisch
in den Coarse-Modus.
Im Wissenschaftsbetrieb wird ein zuvor festgelegter Plan abgearbeitet (s. Abschnitt 2.3).
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Darin sind sogenannte Sessions definiert, die die Art der Messung, die Satellitenausrich-
tung und den verwendeten Sensor vorgeben. Wie bereits in Abschnitt 2.1.1 kurz an-
gesprochen, sind Kalibrierungsmessungen erforderlich, um die Instrumentenparameter
richtig abschätzen zu können, die in Gleichung 2.4 enthalten sind. Die Kalibrierungsses-
sions vor jeder Messkampagne werden in der inertialen Ausrichtung von MICROSCOPE
ausgeführt und dauern in der Regel fünf Orbits. Die Konzeptionierung der Kalibrierung
von MICROSCOPE wird unter anderem in den Arbeiten [18] und [22] ausführlich be-
handelt.
In den Sessions zum Test des schwachen Äquivalenzprinzips wird entweder 20 Orbits im
Spinning Mode oder 120 Orbits im Inertial Mode gemessen. Da die beiden Sensoreinhei-
ten von T-SAGE mit einem gewissen Abstand zueinander im Satelliten untergebracht
sind, kann in jeder Session nur eine vom Drag-Free-System profitieren. Für jede Session
muss daher festgelegt werden, welche Sensoreinheit verwendet wird und welche ihrer
Testmassen als Referenz für den sogenannten Drag-Free-Punkt dient. Somit wird defi-
niert, welcher Testmasse der Satellit folgen soll. Die spätere Datenauswertung erfolgt
dann entsprechend entweder für den Wissenschaftssensor SUEP oder den Referenzsen-
sor SUREF. Die hier aufgezählten Merkmale spiegeln sich auch in der Benennung der
Sessions wieder:
Session_Nr_Art_ModusDragFreePunkt_Kennung_Sensoreinheit
So handelt es sich z. B. bei der
Session_120_EPR_V2DFIS2_01_SUREF
mit laufender Nummer 120 um eine Session zum Äquivalenzprinziptest (EP) im Spinning
Mode (R). Der Satellit wird mit fspin2 gedreht (V2) und der Drag-Free-Punkt liegt bei
der äußeren Testmasse (IS2) des Referenzsensors SUREF.
2.3. Management der laufenden Mission
An der Durchführung der Mission MICROSCOPE sind eine Reihe von Organisationsein-
heiten beteiligt, die schematisch in Abbildung 2.10 dargestellt sind. Deren wichtigsten
Aufgaben sind im Folgenden zusammenfassend beschrieben [57, 16].
In der obersten Reihe in Abbildung 2.10 sind diejenigen Einrichtungen aufgeführt, wel-
che täglich für den reibungslosen Ablauf der Mission verantwortlich sind. So wird der
Satellitenbetrieb vom Kommandozentrum (CCC, Command Control Centre) ausgeführt,
das am Standort des CNES in Toulouse für alle Satelliten der Myriade Reihe zuständig
ist. Das CCC ist mit verschiedenen Bodenstationen verbunden und sammelt darüber
die vom Satelliten gesendeten Daten. Von hier werden Kommandos an den Satelliten
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SWG 
Satellitenbetrieb 
Missions- und 
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Abbildung 2.10.: Organigramm der verschiedenen Gruppen, die bei der MICROSCOPE
Mission zusammenarbeiten.
übertragen, wie z. B. Änderungen im zuvor festgelegten Programmablauf oder Upda-
tes einzelner Softwarekomponenten. In Toulouse ist ebenfalls das Expertenzentrum für
den Drag-Free-Betrieb beheimatet (CECT, Centre d’Expertise de la Compensation de
Trainée). Am CECT erfolgt die Bahnbestimmung und Lagerekonstruktion von MICROS-
COPE sowie die Überwachung des Drag-Free-Systems. Außerdem erfüllt das CECT eine
Reihe an Routineaufgaben. Dazu gehören zum Beispiel die erste Datenverarbeitung der
Satellitendaten, d. h. die Übersetzung der gesammelten Telemetriedaten in das für MI-
CROSCOPE definierte Format N0 (s. Abschnitt 2.3.1). Der Austausch zwischen dem
CECT und dem CCC erfolgt über die Gruppe zur Koordination aller MICROSCOPE
Operationen (GCO, Group for Coordination of the Operations).
Die dritte Organisation in der obersten Reihe in Abbildung 2.10 ist das Wissenschafts-
zentrum (CMS oder CMS-M, Scientific Mission Centre (MICROSCOPE)), das bei ONE-
RA angesiedelt und für den Betrieb der Nutzlast verantwortlich ist. Zu den Aufgaben
des CMS gehört unter anderem die Überwachung von T-SAGE während der kompletten
Mission. Außerdem werden am CMS die wissenschaftlichen Missionsszenarien definiert
oder bereits geplante Abläufe nach Bedarf geändert. Die daraus resultierenden Aufga-
ben (z. B. Treibstoffverbrauch neu kalkulieren) werden innerhalb einer weiteren Gruppe
(GPOM, Group for Preparation of the Operations of the Mission) definiert und zu ei-
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nem Arbeitsplan zusammengestellt. Die GPOM übernimmt auch die Validierung neuer
Flugsoftware sowie entsprechender Implementierungsprozesse. Das CMS ist neben dem
eigentlich Betrieb der Nutzlast auch für das Datenmanagement, die Archivierung der
Daten und die Datenanalyse verantwortlich.
Eine Expertengruppe (GEX, Group of Experts) des CNES unterstützt das Team des
CECT, indem es Maßnahmen vorschlägt und durchführt, die zur Verbesserung der Um-
gebungsbedingungen der Nutzlast führen. Es besteht aus CNES-Spezialisten für alle
Bereiche des Satelliten (Thermalkontrolle, Triebwerke,...). Sowohl das GEX als auch das
CECT stellen eine Besonderheit der Mission MICROSCOPE dar. Da die Nutzlast Teil
des Lageregelungssystems ist, kann die Bewertung der Messergebnisse nur im Kontext
mit dem Gesamtsystem erfolgen. Eine enge Zusammenarbeit von Nutzlast- und Satelli-
tenspezialisten ist daher unabdingbar.
Die Arbeit des CMS wird im Wesentlichen von den Wissenschaftlerinnen und Wissen-
schaftlern in der Science and Performance Group (SPG) unterstützt. Die SPG überwacht
und optimiert den Missionsablauf während der Kalibrierungs- und Wissenschaftssessi-
ons. Sie führt die Datenverarbeitung ab N0-Level durch (s. Abschnitt 2.3.1). Dazu gehört
auch die Bewertung aller Systeme, die einen Einfluss auf das Messergebnis haben könn-
ten. Außerdem werden in der SPG alle eingesetzten Methoden und Prozesse verifiziert,
die verwendet werden, um Resultate des Äquivalenzprinziptests zu erhalten. Die SPG ar-
beitet im Austausch mit der Science Working Group (SWG). Zum einen kontrolliert und
bewertet dieses Gremium die Arbeit der SPG, zum anderen ist es für den Austausch mit
der wissenschaftlichen Gemeinschaft zuständig. Es organisiert die Zusammenarbeit mit
Wissenschaftlerinnen und Wissenschaftlern, die außerhalb des MICROSCOPE-Teams
an der Verwertung der Daten interessiert sind. Diese externen Teams können Anträge
an die SWG stellen, auf deren Basis über die Freigabe einzelner Datensätze entschie-
den wird. Eine vollständige Veröffentlichung der verarbeiteten Datensätze ist erst mit
einer zeitlichen Verzögerung nach Abschluss der Mission geplant. Somit haben alle be-
teiligten Instituten und Organisation (CNES, ESA2, ONERA, CNRS3, OCA4, DLR5,
ZARM) die Möglichkeit, die Datenauswertung abzuschließen und entsprechend zu ver-
öffentlichen. Der Datenaustausch erfolgt dabei über einen vom CMS betriebenen Server.
Die bereitgestellten Datensätze liegen in unterschiedlichen Level vor, die im folgenden
Abschnitt näher erläutert werden.
2.3.1. Datenlevel
Die Hauptebene der für MICROSCOPE definierten Datenlevel [23] ist in Abbildung 2.11
dargestellt. Zusätzlich gibt es noch weitere Sublevel, die über die zeitliche Zusammen-
stellung (pro Tag/komplette Session) oder zum Beispiel über die Datenverarbeitungs-
2European Space Agency
3Centre National de la Recherche Scientifique
4Observatoire de la Côte d’Azur
5Deutsches Zentrum für Luft- und Raumfahrt
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Abbildung 2.11.: Schematische Übersicht über die Datenlevel, in denen die MICROS-
COPE Daten zur Verfügung gestellt werden.
methode Auskunft geben. Eine vollständige Übersicht über die Sublevel wird erst mit
Missionsabschluss vorliegen, da während der Datenanalyse auch neu entwickelte bzw.
modifizierte Methoden zum Einsatz kommen können. Daher wird im Folgenden nur die
Hauptstruktur beschrieben.
Alle Datensätze werden jeweils pro Session verarbeitet und bereitgestellt. Die erste Ebene
bilden die operativen Daten des N0-Levels, die am CECT erstellt werden. Darin enthal-
ten sind u. a. der rekonstruierte Orbit und die Satellitenlage, Messdaten der im Satelliten
eingebauten Temperatursensoren sowie Informationen über die Triebwerkkommandos.
Außerdem sind alle Daten der Sensoreinheit enthalten, die in der jeweiligen Session
verwendet worden ist. Alle Messwerte auf N0-Level sind entsprechend der Instrumen-
tenausgaben in V angegeben. Insgesamt umfasst ein vollständiger Satz N0-Daten rund
300 Dateien. Unabhängig vom Datenlevel sind für jede Session Zeitreihen hinterlegt, so
dass eine Zuordnung von Datum und Zeitpunkt der Messpunktaufnahme möglich ist.
Ebenfalls unabhängig vom Datenlevel werden in jeder Session die Messreihen durch zu-
gehörige Masken ergänzt, in denen für jeden Zeitschritt festgehalten ist, ob ein Messwert
vorliegt (1) oder nicht (0). Eine Datenlücke kann z. B. durch eine fehlerhafte Datenüber-
tragung vom Satelliten zu einer Bodenstation entstehen. Die Masken werden im weiteren
Verfahren benötigt, um die Fehlstellen zu ergänzen.
Die N1-Datensätze werden am CMS erstellt. Sie enthalten nur einen Bruchteil der Da-
ten, die auf N0-Level vorliegen. ImWesentlichen umfassen sie die konvertierten Positions-
und Beschleunigungsdaten für beide Testmassen der verwendeten Sensoreinheit. Bei der
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Konvertierung werden die Daten in die entsprechende physikalische Einheit überführt (V
→ m, V→ rad, V→ m/s2 und V→ rad/s2). Dabei werden die bereits in Abschnitt 2.1.1
angesprochenen Kalibrierungsparameter berücksichtigt, die z. B. Fehlausrichtungen der
eingebauten Quarzglaszylinder zueinander charakterisieren. Für die Kalibrierungspara-
meter sind drei Kategorien definiert:
• a: Kalibrierungsparameter, die vor dem Satellitenstart bereits durch Messungen
am Boden geschätzt worden sind,
• b: Kalibrierungsparameter, die mit der zuletzt vor der Session durchgeführten In-
Orbit-Kalibrierung ermittelt worden sind,
• c: Kalibrierungsparameter, die sich bei Betrachtung der Gesamtmission als beste
Annahmen herauskristallisiert haben.
Datensätze der letzten Kategorie können entsprechend erst nach Missionsende erstellt
werden. Neben der Einbeziehung der Kalibrierungsparameter werden außerdem auf Grund-
lage der bereitgestellten Masken die Datenlücken mithilfe unterschiedlicher Verfahren
befüllt [3, 42]. Die Benennung des fertigen Datensatzes gibt Auskunft über den verwen-
deten Parametersatz x und das Verfahren V zum Auffüllen der Datenlücken: N1x_V.
Das letzte Level bilden die N2-Daten, die ebenfalls am CMS aus den N1-Daten erstellt
werden. In den N2-Daten werden die Positions- und Beschleunigungsdaten der beiden
Testmassen jeweils für die einzelnen Freiheitsgrade kombiniert. Dies geschieht wie bereits
in Abschnitt 2.1.1 beschrieben für den Common Mode (Halbsumme aus zwei Messwer-
ten) und den Differential Mode (Halbdifferenz aus zwei Messwerten). Zusätzlich werden
für jeden Zeitpunkt der Datenaufnahme die zugehörige berechnete Gravitationsbeschleu-
nigung ~g und die Komponenten des Gravitationsgradiententensors T bereitgestellt (s.
Gleichung 2.4). N2-Datensätze bilden die Grundlage für die Bestimmung des Eötvös-
Parameters. Sämtliche N1- und N2-Datensätze werden mit zeitlicher Verzögerung nach
Missionsende veröffentlicht.
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3. Das modulare Simulationstool HPS
Die Durchführung einer wissenschaftlichen Satellitenmission erfordert die Einbeziehung
einer Vielzahl von Simulationen. Dabei unterstützen Simulationen die Planung der Mis-
sion, deren Durchführung und den Auswerteprozess der gewonnen Messdaten. Simula-
tionen werden insbesondere eingesetzt, um das Bahn- und Lageregelungssystem eines
Satelliten zu entwerfen. Die Auslegung dieses Systems erfolgt auf Basis der Nutzlastan-
forderungen. Es müssen geeignete Sensoren ausgewählt, Aktuatoren dimensioniert und
Regler entworfen werden. Mithilfe von Simulationen kann die Performance getestet und
das System qualifiziert werden. Sollten während der Mission z. B. Änderungen im Ab-
lauf von Lageregelungsmanövern notwendig werden, verifizieren Simulationen die geän-
derten Prozeduren. Auch für die Auswertung von Missionsdaten werden Simulationen
eingesetzt, z. B. um die Größe von Störungen abzuschätzen, die ein Messergebnis beein-
flussen.
Um die beschriebenen Aufgaben erfüllen zu können, müssen die entsprechenden Simula-
tionen nicht nur die grundlegenden Komponenten eines Lageregelungssystems, bestehend
aus Sensoren, Reglern und Aktuatoren enthalten, sondern auch die korrekte Beschrei-
bung des Satellitenorbits, d. h. dessen korrekte Vorhersage und insbesondere der auf
diesem Orbit auftretenden Störkräfte bereitstellen. Diese Problemstellung wird bereits
von kommerziellen Anbietern entsprechender Software behandelt. Ein prominentes Bei-
spiel ist das Systems Tool Kit (STK)1. Softwarelösungen dieser Art gehen in der Regel
mit hohen Kosten einher. Außerdem stellen derartige Simulationstools eine Blackbox dar,
deren innere Funktionen weder einsehbar noch für wissenschaftliche Zwecke validierbar
sind. Zudem kann die Software nicht modifiziert werden. Anders als in der kommerziellen
Raumfahrt sind für wissenschaftliche Raumfahrtmissionen in der Regel Entwicklungen
von speziellen Sensoren notwendig, die unter Umständen angepasste Lageregelungssy-
steme und natürlich deren Simulationen erfordern.
An dieser Stelle setzt der High Performance Satellite Dynamics Simulator (HPS) an.
Das modulare Simulationstool wird seit 2001 am ZARM der Universität Bremen auf
Basis der Arbeiten, die im Rahmen der geplanten Satellitenmission STEP2 entstanden
sind [53], entwickelt. Seit 2008 wird die Weiterentwicklung des HPS als Kooperations-
projekt zusammen mit dem Institut für Raumfahrtsysteme des DLR in Bremen fort-
geführt. In dieser Zeit ist eine umfangreiche Sammlung an Funktionen entstanden, die
zur Modellierung eines breiten Spektrums von wissenschaftlichen Raumfahrtmissionen
1AGI, http://www.agi.com/products/engineering-tools, eingesehen am 18.07.2017.
2Satellite Test of the Equivalence Principle
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mit ihren speziellen Anforderungen eingesetzt werden kann. Im Einzelnen stellt der HPS
Komponenten bereit, die für die Erstellung einer Orbitsimulation, der Berechnung der
auftretenden Störungen auf diesem Orbit und die Auslegung eines Lageregelungssystems
notwendig sind.
Der HPS bildet den Rahmen für der Störkraftsimulationen, welche für die Mission
MICROSCOPE in der vorliegenden Arbeit durchgeführt werden (s. Kapitel 5). Für diese
Simulationen werden zum einen Komponenten des HPS verwendet. Zum anderen wurde
der HPS in diesem Zusammenhang um ein Modul erweitert. Im Folgenden wird in Ab-
schnitt 3.1 daher zunächst detailliert der modulare Aufbau des HPS beschrieben und die
Anforderungen erläutert, die an neue Module gestellt werden, um in den HPS integriert
werden zu können. Die Abschnitte 3.2 und 3.3 geben einen Überblick über die für die vor-
liegende Arbeit wichtigsten Bereiche des HPS; die Dynamik- und Umweltsimulation für
Satelliten. Abschließend wird in Abschnitt 3.4 das im Rahmen dieser Arbeit entstandene
HPS-Modul vorgestellt. Das Modul stellt alle Komponenten bereit, die zur Modellierung
von Kräften auf Satellitenoberflächen mit Hilfe von Finiten Elementen benötigt werden
und bildet die Grundlage für die in Kapitel 5 analysierten Störkraftsimulationen.
3.1. Aufbau des HPS
Für die Simulation von Bahn- und Lageregelungssystemen ist u.a. Matlab/Simulink3 als
Simulationsumgebung weit verbreitet. Der HPS ist als Erweiterung von Matlab/Simu-
link entwickelt worden und stellt Schnittstellen zu beiden Teilsystemen bereit. Für die
Einbindung von Funktionen, die in einer anderen Programmiersprache wie z. B. C++
oder Fortran geschrieben sind, stellt Simulink eine spezielle Funktion bereit, so dass die
Entwicklung von HPS-Modulen nicht auf Matlab/Simulink-Modelle beschränkt ist.
Abgesehen von der weiten Verbreitung von Matlab/Simulink, basiert die Entscheidung
für die Nutzung dieser kommerziellen Software auf der Tatsache, dass Simulink modular
aufgebaut ist und damit die Möglichkeit bietet, HPS-Komponenten mit Standardsimu-
lationsbausteinen oder auch mit an anderen Stellen entwickelten Bausteinen zu verknüp-
fen. Weiterhin gestattet Matlab/Simulink die Durchführung von Simulationen mit echter
Hardware, sogenannte Hardware-in-the-Loop-Simulationen.
Abbildung 3.1 zeigt das HPS Main Graphical User Interface (GUI), d.h. die grafische
Benutzeroberfläche, die nach dem Starten des HPS in Matlab erscheint. Von hier wird
die Anwenderin oder der Anwender auf zwei weitere GUIs, die in den Bereich der Vor-
verarbeitung fallen (vgl. Abschnitt 3.3.4 und 3.4), sowie auf die zentrale HPS-Simulink-
Bibliothek weitergeleitet. Diese Bibliothek ist in Abbildung 3.2 dargestellt. Hierin sind
thematisch geordnet Funktionen in Unterbibliotheken abgelegt, die zum Aufbau einer
Satellitensimulation verwendet werden können. Im Einzelnen werden die folgenden Be-
reiche abgedeckt:
3https://de.mathworks.com/products/simulink.html, eingesehen am 22.04.2017
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Load HPS library
Surface Forces Albedo Data
EXIT
(c) copyright 2001 - 2008 ZARM, University of Bremen
(c) copyright 2008 - 2012 ZARM, University of Bremen and 
Institute of Space Systems, DLR e.V.
Abbildung 3.1.: HPS Main GUI.
• Dynamics: Berechnung von Satelliten- und Testmassendynamik
• Transformation: Koordinaten- und Zeittransformationen
• Mathematics: Vektor-, Matrizen-, und Quaternionenoperationen
• Gravity Field: unterschiedliche Modelle zur Gravitationsfeldberechnung
• Atmosphere: verschiedene Atmosphärenmodelle
• Magnetic Field: Modelle zur Beschreibung des Erdmagnetfeldes
• Ephemerides: Positionsberechnung von Planeten im Sonnensystem
• Illumination: Beleuchtungssimulation des Satelliten (Sonne, Schatten, etc.)
• Surface Forces: Oberflächenkräften modelliert mithilfe von Finiten Elementen
• Actuators: Modelle für unterschiedliche Aktuatoren
• Sensors: Modelle für unterschiedliche Sensoren
Jeder einzelne Block innerhalb dieser Unterbibliotheken stellt ein HPS-Modul dar. Die
gesamte Software des HPS wird mithilfe der Versionsverwaltungssoftware Apache Sub-
version4 (SVN) verwaltet. Die zugrundeliegende Struktur hat sich im Laufe der HPS-
Entwicklung mehrfach geändert. Im Folgenden wird kurz beschrieben, wie der Aufbau
eines HPS-Moduls aktuell definiert ist.
4Apache Subversion, https://subversion.apache.org/, eingesehen am 26.07.2017
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High	Performance	Satellite
Dynamics	Simulator	(HPS)
Copyright	(c)		2001	-	2008	ZARM,	University	of	Bremen
Copyright	(c)		2008	-	2012	ZARM,	University	of	Bremen	and	Institute	of	Space	Systems,	DLR	e.V.
Version:	3.0	
Date:	2012-01-11
Transformation Surface	Forces
Sensors
Mathematics
Magnetic	Field
Illumination
Gravity	Field
Ephemerides
Dynamics Atmosphere
Actuators
Abbildung 3.2.: Simulink-Bibliothek des HPS als zentrale Nutzeroberfläche.
3.1.1. Aufbau eines HPS-Moduls
Abbildung 3.3 zeigt die Ordnerstruktur eines HPS-Moduls. Der <Modulename> soll
dabei möglichst genau die Funktionalität des Moduls beschreiben, z. B. computeEarth-
MagneticField_IGRF (s. Abschnitt 3.3.5). Auf der ersten Ebene existieren parallel drei
Ordner: Im trunk liegt die aktuellste, lauffähige Version des Moduls. In branches können
beliebige Versionen des Moduls zu Entwicklungszwecken liegen. Der Ordner tags enthält
alle bisher veröffentlichten Versionen des Moduls. Das Verzeichnis trunk enthält sechs
feste Unterordner: Im Ordner src wird der gesamte entwickelte Quellcode abgelegt. Es
steht dem Entwickler oder der Entwicklerin frei, ob und wie dieser Ordner strukturiert
werden soll. Fremder Quellcode wird im Verzeichnis contrib platziert. Alle Modultests
sind parallel im Ordner tests untergebracht. Die Dokumentation soll sowohl eine Be-
dienungsanleitung als auch die Modellbeschreibung des Moduls beinhalten und wird im
Verzeichnis documentation abgelegt. Der Ordner var bietet die Möglichkeit, zusätzliches
Material abzulegen, z. B. verwendete Literatur oder ergänzende Erläuterungen zum Pro-
grammcode. Der Ordner build ist im SVN leer, er wird erst durch einen sogenannten
Build-Prozess befüllt, bei dem alle ausführbaren Dateien erzeugt werden. Änderungen
an der Codebasis im SVN sowie die Ergänzung neuer Funktionen unterliegen einem
definierten Qualitätssicherungsprozess.
Neben den einzelnen Modulen stellt der HPS Core die Implementierung der Grundfunk-
tionalität des HPS dar. Dazu gehören u. a. die notwendigen Programme für die Ver-
waltung der Module, deren Kompilation und Programme zur Abhängigkeitsverwaltung.
Für die Verwaltung der Module müssen Meta-Informationen über diese zur Verfügung
gestellt werden. Im HPS werden die Meta-Informationen über XML-Dateien gesammelt.
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module.xml 
<Modulname> 
branches 
tags 
trunk 
build 
contrib 
doc 
src 
tests 
var 
aktuellste Version des Moduls 
bisherige Versionen des Moduls 
Entwicklerversionen des Moduls 
bei einem Build  
erzeugte Dateien 
Dateien aus externen Quellen 
Moduldokumentation 
Quellcode für das Modul 
Testfälle für das Modul 
weiteres Begleitmaterial 
Abbildung 3.3.: Ordnerstruktur von HPS-Modulen.
Jedes Modul ist daher mit einer Datei module.xml gemäß Abbildung 3.4 ausgestattet.
Diese Datei enthält alle Informationen, die benötigt werden um das entsprechende Mo-
dul korrekt zu kompilieren, zu testen und in seiner Binärform zu veröffentlichen. Hierin
werden auch Informationen zu gegebenen Abhängigkeiten aufgeführt.
3.1.2. HPS-Versionen
Das Technical Management Board (TMB) des HPS, welches sich aus jeweils zwei Perso-
nen vom DLR und vom ZARM zusammensetzt, betreut die gesamte HPS-Entwicklung.
Es entscheidet u. a. über die Veröffentlichung einer HPS-Version. Eine Veröffentlichung
erfolgt in der Regel, wenn zuvor geplante Entwicklungsschritte abgeschlossen worden
sind. Große Änderungen werden als Basisversionen X.0 veröffentlicht. Aktuell steht der
HPS in der Version 3.0 zur Verfügung, die zeitnah durch eine neue Basisversion 4.0
abgelöst werden soll. Die im vorherigen Abschnitt vorgestellten Strukturen beziehen
sich bereits auf die zukünftige HPS-Version 4.0. Sie sind im Zuge einer umfassenden
Neustrukturierung der gesamten Codebasis des HPS entstanden. In der vorliegenden
Arbeit wird im Wesentlichen noch die HPS-Version 3.0 eingesetzt. Alle neu oder wei-
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<?xml version ="1.0" encoding ="UTF -8"?>
<HPSmodule xmlns="https ://gnc.dlr.de/projects/hps/xmlns/module.xml /1.0">
<Authors >
<Author >
<Name > Stefanie Bremer </Name>
<Organization > ZARM </Organization >
<E-Mail > stefanie.bremer@zarm.uni -bremen.de </E-Mail>
</Author >
</Authors >
<Name > computeMJD </Name>
<Description > Simulation of MJD for a given start date. </Description >
<License > Proprietary </License >
<Dependencies > </Dependencies >
<Tests > runTestMJD.m </Tests>
<Documents > HPS_transformation_lib -computeMJD.tex </Documents >
<Tasks >
<Task name="build">
<Steps >
<Group platform="Windows">
<Display > No build operation required ... </Display >
</Group>
</Steps>
</Task>
<Task name="release">
<Steps >
<Release to="bin/computeMJD.mdl" file="src/computeMJD.mdl"/>
</Steps>
</Task>
</Tasks>
</HPSmodule >
Abbildung 3.4.: Beispiel für die Datei module.xml.
terentwickelten Module, die in Verbindung mit dieser Arbeit entstanden, sind bereits
kompatibel zur geplanten HPS-Version 4.0.
Der HPS wird außerdem im Rahmen des Sonderforschungsbereichs geo-Q5 weiterent-
wickelt, und zwar mit der Bezeichnung eXtended HPS (XHPS). Basierend auf der HPS-
Version 3.0 werden einzelne Bibliotheken ergänzt und Funktionen aktualisiert [65]. Der
Fokus des XHPS liegt auf der Modellierung von aktuellen und zukünftigen Gravimetrie-
missionen6. Nach Veröffentlichung der HPS-Version 4.0 sollen die im Zuge der XHPS-
Entwicklung entstandenen Funktionen in den HPS integriert werden. In dieser Arbeit
werden auch Module des XHPS verwendet.
5SFB 1128 geo-Q, https://www.geoq.uni-hannover.de/b05.html, eingesehen am 18.04.2017
6XHPS Design Document, ZARM - Zentrum für angewandte Raumfahrttechnologie und Mikrogravi-
tation, Universität Bremen, DLR - Deutsches Zentrum fur Luft- und Raumfahrt, Bremen, interne
Projektdokumentation, Stand April 2017
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3.2. Simulation eines Satellitenorbits
Die zentrale Aufgabe des HPS ist die Simulation eines Satellitenorbits. Die dafür notwen-
digen Grundelemente werden in diesem Abschnitt behandelt, d.h. die Modellierung der
Satellitenbewegung aufgrund des Erdgravitationsfeldes. Dabei ist zunächst festzuhalten,
dass die Beschreibung der Bewegung eines Satelliten im Raum die Definition geeigneter
Koordinatensysteme bedarf. Für Satelliten, die sich in einer Erdumlaufbahn befinden
wird dafür in der Regel das Earth-Centered Interial (ECI, auch Index i) verwendet. Die-
ses System ist rotationsfrei und hat seinen Ursprung imMassenmittelpunkt der Erde. Für
die Implementierung des Gravitationsfeldes wird hingegen ein erdfestes System benötigt,
und zwar das Earth-Centered Earth Fixed (ECEF, auch Index e) Koordinatensystem.
Eine Kurzdarstellung dieser beiden sowie weiterer verwendeter Koordinatensysteme ist
im Anhang A zu finden.
3.2.1. Dynamik des Satelliten
Für die Berechnung der Satellitendynamik stehen mehrere Module innerhalb der HPS-
Dynamikbibliothek zur Verfügung.
Einfache Dynamikberechnung
Eine reine Simulink-Implementierung enthält der Block computeSimpleOrbitDynamics
[27]. Hier werden die Position ~r ii,b und die Geschwindigkeit ~v ii,b des Satellitenschwerpunk-
tes (b) gegenüber des inertialen Systems (i) bestimmt, indem innerhalb von Simulink
die folgenden Bewegungsgleichungen gelöst werden:
~˙v ii,b = −
µErde
|~r ii,b|3
· ~r ii,b +
~F i
msat
(3.1)
~˙r ii,b = ~v ii,b (3.2)
Dabei beschreibt µErde die spezifische Gravitationskonstante der Erde, ~F i die Summe
aller auf den Satelliten einwirkenden externen Kräfte (gegeben im inertialen System)
und msat die Masse des Satelliten. Diese Funktion ist für einen einfachen Zugang im
Bereich Satellitensimulation gedacht und berücksichtigt keinerlei Testmassen innerhalb
des Satelliten oder strukturelle Änderungen am Satelliten. Außerdem wird lediglich ein
kugelsymmetrisches Gravitationsfeld verwendet. Das Modell ist allerdings nicht auf die
Erde beschränkt, es können durch entsprechende Wahl der spezifischen Gravitationskon-
stanten auch andere Zentralkörper eingesetzt werden.
Das Modul wird durch ein Weiteres ergänzt, um nicht nur die Bewegung im Raum
beschreiben zu können, sondern auch die Lage des Satelliten gegenüber dem inertia-
len System, und zwar in der Quaternionendarstellung qbi (s. Anhang B). Dieser Block,
computeSimpleAttitudeDynamics, ist ebenfalls eine reine Simulink-Implementierung. Der
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Satellit wird dabei als starrer Körper angenommen, allerdings können bei Bedarf auch
Reaktionsschwungräder in die Simulation mit eingebunden werden. Gelöst werden die
folgenden Differentialgleichungen, die sich aus Drallsatz und Quaternionendefinition er-
geben (s. auch [61] und Anhang B):
~˙ω bi,b =
(
Ibb
)−1 [~T b − ~ω bi,b × (Ibb · ~ω bi,b)− ~ω bi,b × ~L brw − ~˙L brw] , (3.3)
q˙bi =
1
2 ~ˆω
b
i,b  qbi mit ~ˆω bi,b =

ω bi,bx
ω bi,by
ω bi,bz
0
 (3.4)
Darin ist die Rotationsgeschwindigkeit des Satelliten durch ~ω bi,b und seine Trägheitsma-
trix durch Ibb gegeben. Externe Momente werden im körperfesten System beschrieben und
in ~T b zusammengefasst. Schließlich wird der Drehimpuls der Reaktionsschwungräder in
~L brw kombiniert.
Mit computeSimpleSatelliteDynamics steht zusätzlich noch ein aus beiden Modulen kom-
binierter Block zur Verfügung, der als Einstieg in eine Satellitensimulation eine hervor-
ragende Basis liefert.
Mehrkörperdynamik
Das ursprüngliche Kernstück des gesamten Simulators ist allerdings der Block compu-
teDynamics, der für die Simulation eines Drag-Free-Satelliten verwendet werden kann,
welcher bis zu acht Testmassen enthält, die paarweise in Beschleunigungssensoren ange-
ordnet sein können. Die benötigten Bewegungsgleichungen dieser Mehrkörperdynamik
sind in [53] ausführlich hergeleitet, an dieser Stelle sind davon die wichtigsten Gleichun-
gen zusammengefasst. Die Grundgleichung für die Bewegung des Satelliten entlang des
Orbits wird dabei etwas anders als in Gleichung 3.1 notiert:
~˙v ii,b = ~¨r
i
i,b = ~g ii,b (~r ii,b) +
~F icontrol + ~F idist + ~F icoupl,sat
msat
(3.5)
Die wirkenden Kräfte sind dabei drei Gruppen zugeordnet:
1. ~F icontrol: Kräfte zur Kontrolle der Satellitenbahn, die z. B. durch Triebwerke aufge-
bracht werden,
2. ~F idist: Störkräfte durch die Wechselwirkungen mit der Umgebung (s. Kapitel 3.3),
3. ~F icoupl,sat: Kräfte, die durch Kopplungen zwischen dem Satelliten und den darin
befindlichen Testmassen entstehen.
Hier wird außerdem nicht ausschließlich ein kugelsymmetrisches Erdgravitationsfeld an-
genommen, sondern die Ortsabhängigkeit des Gravitationsfeldvektor ~g ii,b berücksichtigt
(s. Abschnitt 3.2.3).
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Entsprechend werden auch bei der Beschreibung der Rotationsgeschwindigkeit ~ω bi,b die
wirkenden Momente in Kontroll-, Stör- und Kopplungsmomente aufgeteilt:
~˙ω bi,b =
(
Ibb
)−1 [~T bcontrol + ~T bdist + ~T bcoupl,sat − ~ω bi,b × (Ibb · ~ω bi,b)] (3.6)
Die zuvor gegebene Gleichung 3.3 kann somit als Spezialfall dieser Beschreibung hier auf-
gefasst werden, da explizit nur Reaktionsschwungräder mit eingebunden worden sind.
Da der Satellit in der Realität keine Punktmasse, sondern einen ausgedehnten Körper
darstellt, bietet die Funktion computeDynamics mehrere Optionen, auch das resultie-
rende Gravitationsgradientenmoment für den Satelliten zu bestimmen. Es wird in Glei-
chung 3.6 in der Bilanz der Störmomente ~T bdist berücksichtigt. Die Formulierung für die
Bewegungsgleichung 3.4 zur Beschreibung der Lage des Satelliten qbi gilt auch für die
Mehrkörperdynamik.
Die Funktion computeDynamics ist mit einer Vielzahl von Optionen ausgestattet. So
kann zum Beispiel zwischen verschiedenen Gravitationsfeldmodellen zur Bahnberech-
nung gewählt oder unterschiedliche Einstellungen im Bereich der Integrationsmethode
vorgenommen werden.
Dynamikberechnung im XHPS
Ein Schwerpunkt bei der Entwicklung des XHPS liegt auf der Bestimmung der Satel-
litenbahn mit höchster Genauigkeit. In [65] führen die Autoren detailliert aus, welche
Integrationsverfahren und Datentypen genutzt werden sollten, um dieses Ziel erreichen
zu können. Angelehnt an die ursprüngliche Funktion computeDynamics ist dabei eine
komplett neue Implementierung in C++ entstanden, die neben neuen Integrationsmetho-
den auch die Verwendung von Variablen mit beliebiger Genauigkeit erlaubt. Zu diesem
Zeitpunkt beschränkt sich die Neuimplementierung auf die Satellitendynamik. Daran
gekoppelte Testmassenbewegungen sind bisher noch nicht berücksichtigt. Die Gleichun-
gen 3.5 und 3.6 gelten entsprechend ohne die Terme ~F icoupl,sat und ~T bcoupl,sat.
Untersuchung unterschiedlicher Integrationsmethoden
Im Folgenden soll gezeigt werden, wie sich die Wahl unterschiedlicher Integrationsver-
fahren und Schrittweiten auf die Vorhersage des Satellitenorbits auswirkt. Es soll ein
Kreisorbit in Höhe von 700 km in der Äquatorebene simuliert werden, und zwar unter
Einsatz eines kugelsymmetrischen Gravitationsfeldes. Diese einfachen Annahmen ermög-
lichen die Bestimmung einer analytischen Referenzlösung:
~rref =
xrefyref
zref
 =
a cos (ω¯t)a sin (ω¯t)
0
 mit ω¯ = 2pi
Tu
(3.7)
Darin ist a die große Halbachse der Satellitenbahn (Summe aus Erdradius und Orbit-
höhe), t die Zeit und Tu die Gesamtzeit für einen Umlauf. In Abbildung 3.5 sind die
Komponenten des Referenzorbits für 14 Umläufe dargestellt. Dies entspricht ungefähr
einem Tag. Es werden vier verschiedene Orbitsimulationen miteinander verglichen:
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Abbildung 3.5.: Komponenten des Positionsvektors des Referenzorbits für eine Kreis-
bahn mit einer Höhe von 700 km.
1. simple: einfache Dynamiksimulation mit Simulink,
2. rk: Runge-Kutta-Integrator der Funktion für die Mehrkörperdynamik,
3. dopri87 : Dormand-Prince(8)7, eingebettetes Runge-Kutta-Verfahren der Dyna-
mikfunktion des XHPS,
4. ABM : Adams-Bashforth-Moulton-Mehrschrittverfahren der Dynamikfunktion des
XHPS.
Die Simulationen wurden dabei mit vier unterschiedlichen Schrittweiten durchgeführt.
Abbildung 3.6 zeigt exemplarisch die Abweichung der x-Komponente des Referenzorbits
von der des simulierten Orbits. Zur besseren Übersicht sind in Abbildung 3.7 die jeweils
schlechtesten Ergebnisse ausgeblendet. Es ist eindeutig zu erkennen, dass die Wahl der
Integrationsmethode in Abhängigkeit des verwendeten Zeitschritts erfolgen muss. Das
einfache Modell mit Simulink Integrator hat seine Stärken eindeutig bei kurzen Schritt-
weiten, hier wächst der Fehler proportional mit der Länge eines Simulationsschrittes.
Anders sieht es hingegen beim ABM-Mehrschrittverfahren aus: Das schlechteste Er-
gebnis wird für die kleinste gewählte Schrittweite erzielt. Im Vergleich zu den anderen
Verfahren werden hier pro Zeitschritt mehr Gleichungen gelöst und dadurch potentiell
mehr Fehler aufaddiert. In einer sehr kleinschrittigen Simulation ist der Gesamtfehler
am Anfang daher deutlich größer als bei den übrigen Methoden.
Vor dem Aufbau einer größerer Simulation muss daher anhand der gestellten Anforde-
rungen die Wahl des Integrationsverfahrens und damit die Wahl des Dynamikmoduls
erfolgen. Unter Umständen muss, selbst wenn nicht benötigt, die Schrittweite reduziert
werden, um ausreichend gute Ergebnisse zu erzielen. Im Zweifel bietet es sich an, als
ersten Schritt eine Referenzsimulation wie hier gezeigt durchzuführen.
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Abbildung 3.6.: Abweichung der x-Komponente des Positionsvektors von der des Refe-
renzorbits für unterschiedliche Zeitschritte ts.
3.2.2. Bewegung der Testmassen
Der Block computeDynamics bietet auch die Möglichkeit, Testmassen (tm) innerhalb
eines Satellitenkörpers zu simulieren. Die Bewegungsgleichungen für die Translation
~¨r ii,tm = ~g ii,rm (~r ii,rm) +
~F icoupl,tm
mtm
(3.8)
und die Rotation
~˙ω tmi,tm =
(
Itmtm
)−1 [~T tmgg,tm + ~T tmcoupl,tm − ~ω tmi,tm × (Itmtm · ~ω tmi,tm)] (3.9)
q˙tmi =
1
2 ~ˆω
tm
i,tm  qtmi mit ~ˆω tmi,tm =

ω tmi,tmx
ω tmi,tmy
ω tmi,tmz
0
 (3.10)
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Abbildung 3.7.: Abweichung der x-Komponente des Positionsvektors von der des Re-
ferenzorbits für unterschiedliche Zeitschritte ts unter Vernachlässigung
der jeweils schlechtesten Ergebnisse.
werden analog zu denen des Satelliten aufgestellt (s. auch [32]). Bei der Formulierung
der Gleichungen wird vorausgesetzt, dass die Testmassen durch den Satelliten von äuße-
ren Einflüssen abgeschirmt sind und somit einen rein gravitativen Orbit fliegen können.
Dabei werden sie lediglich durch die Kopplung zum Satelliten gestört. Die beiden Kopp-
lungsterme ~F icoupl,tm und ~T tmcoupl,tm entsprechen nur jenen aus den Gleichungen 3.5 und
3.6, falls der Satellit mit nur einer Testmasse simuliert wird. Mit ~T tmgg,tm wird das Gra-
vitationsgradientenmoment berücksichtigt, das entsteht, wenn der Massenmittelpunkt
von Satellit und Testmasse nicht übereinstimmen.
Wird die Testmassenbewegung wie hier gegenüber dem inertialen System beschrieben,
ergeben sich allerdings numerische Schwierigkeiten für die Beschreibung der relativen
Bewegungen der Testmassen innerhalb des Satelliten. Diese werden im Bereich von µm
angenommen, während die Positionsvektoren zu den jeweiligen Massenmittelpunkten
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~rmm,b
Abbildung 3.8.: Koordinatensysteme: Earth-Centered Inertial (ECI), körperfestes Sy-
stem im Massenmittelpunkt des Satelliten (b), mechanisches System
(m), Koordinatensystem des Beschleunigungssensors (a), Testmassen-
system (tm), Sensorsystem (sens)
im Bereich 106 m liegen. Daher ist für die Implementierung in einer Simulation eine
Formulierung der Testmassenbewegung relativ zum Satelliten notwendig. Dazu ist die
Einführung mehrerer Koordinatensysteme notwendig, die in Abbildung 3.8 gezeigt sind.
Während das körperfeste System (b) im Massenmittelpunkt des Satelliten seinen Ur-
sprung hat, dient das mechanische System (m), das direkt an die Struktur des Satelliten
angelehnt ist, zur Verortung aller eingebauten Beschleunigungssensoren (a). Diese neh-
men jeweils ein bis zwei Testmassen auf. Für jede Testmasse ist ein eigenes Sensorsystem
(sens) definiert, gegenüber dem die Bewegung des Testmassensystems (tm) beschrieben
werden kann. Dieses befindet sich wiederum im Massenmittelpunkt der jeweiligen Test-
masse. Ausgehend vom mechanischen System werden die Beziehungen untereinander
über Verbindungsvektoren der einzelnen Koordinatensystemursprünge beschrieben. In
Abbildung 3.8 ist beispielhaft mit ~rmm,b die Lage des körperfesten Systems beschrieben
im mechanischen System eingezeichnet. Analog gibt z. B.l der Vektor ~rmm,a1 die Lage des
ersten Beschleunigungssensors im mechanischen System an. Die Vielzahl an Koordina-
tensystemen ist notwendig, um die relativen Lagen der einzelnen Körper und potentielle
Fehler, die zum Beispiel beim Einbau eines Sensors entstehen können, modellieren zu
können. Zusätzlich sind Transformationsmatrizen definiert, die sukzessive die Transfor-
mation vom mechanischen bis zum Testmassensystem beschreiben. Darüber können die
Ausrichtungen der Systeme untereinander berücksichtigt werden.
In [53] wird an dieser Stelle ausführlich die Formulierung der Testmassenbewegung ge-
genüber des Satelliten hergeleitet, und zwar beschrieben im Sensorsystem. Dabei wird
weiterhin vorausgesetzt, dass der Satellit alle äußeren Störeinflüsse von den Testmassen
abschirmt und dass sowohl Satellit als auch Testmassen als starre Körper behandelt wer-
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den können. Die Herleitung der Translationsbewegung ergibt sich aus der Differenz von
Gleichung 3.8 und 3.5 und liefert folgendes Ergebnis:
~¨r senssens,tm =∆~g sensb,tm −
~F senscontrol + ~F sensdist + ~F senscoupl,sat
msat
+
~F senscoupl,tm
mtm
− 2 ~ω sensi,b × ~˙r senssens,tm − ~˙ω sensi,b ×
(
~r sensb,sens + ~r senssens,tm
)
− ~ω sensi,b ×
[
~ω sensi,b ×
(
~r sensb,sens + ~r senssens,tm
)] (3.11)
Der Unterschied in der Gravitationsbeschleunigung, den die Testmasse im Vergleich
zum Satelliten erfährt, ist durch ∆~g sensb,tm gegeben. Ferner tauchen alle zuvor genannten
Kräfte in der ersten Zeile von Gleichung 3.11 erneut auf, hier allerdings ins Sensorsystem
transformiert. Die zusätzlichen Terme in der zweiten und dritten Zeile entstehen, da sich
das Sensorsystem gegenüber dem inertialen System mit ~ω sensi,b dreht. Dies muss bei der
Bildung der zeitlichen Ableitung des Positionsvektors berücksichtigt werden.
Die Erhaltung des Drehimpulses muss für die Herleitung der Testmassenrotation be-
rücksichtigt werden. Diese ist ebenfalls ausführlich in [53] nachzulesen und mündet in
folgender Bewegungsgleichung für die Drehgeschwindigkeit ~ω tmsens,tm einer Testmasse ge-
genüber dem Sensorsystem:
~˙ω tmsens,tm =
(
Itmtm
)−1 [~T tmgg,tm + ~T tmcoupl,tm − (~ω tmi,b + ~ω tmsens,tm)× (Itmtm (~ω tmi,b + ~ω tmsens,tm))]− ~˙ω tmi,b
(3.12)
Die Lage der Testmasse gegenüber dem Sensorsystem wird wie zuvor mithilfe von Qua-
ternionen angegeben:
q˙tmsens =
1
2 ~ˆω
tm
sens,tm  qtmsens mit ~ˆω tmsens,tm =

ω tmsens,tmx
ω tmsens,tmy
ω tmsens,tmz
0
 (3.13)
3.2.3. Gravitationsmodell
Die gravitative Beschleunigung ~g ii,b an einem Punkt ~r ii,b wird für Satelliten in Umlauf-
bahnen um die Erde durch das Gravitationsfeld der Erde dominiert und ergibt sich als
Gradient des Erdgravitationspotentials Φ:
~g ei,b
(
~r ei,b
)
= ∇Φ
(
~r ei,b
)
=

∂Φ(~r ei,b)
∂xe
∂Φ(~r ei,b)
∂ye
∂Φ(~r ei,b)
∂ze
 (3.14)
Im HPS stehen verschiedene Module bereit, in denen die Berechnung von ~g ei,b auf dieser
Grundlage unterschiedlich implementiert ist (zum Beispiel nach [13]). Dabei wird Φ in
34
3.2. Simulation eines Satellitenorbits
Abbildung 3.9.: Betrag des Gravitationsfeldvektors (Modell EGM2008) dargestellt über
der Erdoberfläche, n = m = 360.
folgender Form beschrieben [4]:
Φ(r, λ, φ, n,m) = GMErde
r
 n∑
i=0
m∑
j=0
(
RErde
r
)i
Pij(sinϕ) (Cij cos jλ+ Sij sin jλ)
 (3.15)
Die Position des zu berechnenden Punktes ist mit r, λ und ϕ in geozentrischen Koordina-
ten gegeben (vgl. Anhang A). Des Weiteren ist G die Gravitationskonstante, MErde und
RErde sind Masse und Radius der Erde, Pij sind die vollständig normalisierten Legendre
Polynome und Cij sowie Sij die vollständig normalisierten Harmonischen Koeffizienten,
auch Stokes-Koeffizienten genannt, welche bis zum Grad n und zur Ordnung m einge-
bunden werden.
An dieser Stelle sei noch darauf hingewiesen, dass die Satellitenbewegung im interialen
System beschrieben wird (vgl. Gleichung 3.5) und der Positionsvektor für die Bestim-
mung von ~g ei,b zunächst in das erdfeste System (e) transformiert werden muss (s. Anhang
A) und dieser anschließend zurück in das inertiale System.
Für das beschriebene Gravitationspotential gibt es eine Vielzahl an Modellen, die Stokes-
Koeffizienten zur Verfügung stellen. Die Koeffizienten ergeben sich aus erd- und satelli-
tengestützten Messungen zur Bestimmung des Erdgravitationsfeldes. Das International
Centre for Global Earth Models (ICGEM) sammelt und veröffentlicht auf seiner Ho-
mepage7 die existierenden Modelle. Aus dieser Sammlung ist das EGM2008 [38] als
Standardmodell im HPS integriert, und zwar bis Grad und Ordnung n = m = 720. Ab-
bildung 3.9 zeigt den Betrag des Gravitationsfeldvektors g, wie er sich für das EGM2008
in einer Höhe von 700 km über der Erdoberfläche ergibt, hier mit n = m = 360.
Die Abplattung der Erde, beschrieben durch die Stokes-Koeffizienten für n = 2 und
m = 0, ist der dominanteste Effekt, der in der Abbildung durch die Querstreifen sichtbar
7http://icgem.gfz-potsdam.de/home, eingesehen am 04.07.2017
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Abbildung 3.10.: Differenz der Gravitationsfeldmodelle: ∆g = g(n = m = 360)− g(n =
2,m = 0).
wird. Bei dieser Art der Darstellung ist der Einfluss von höheren Graden und Ordnungen
nicht erkennbar. Daher ist in Abbildung 3.10 die Differenz von g(n = m = 360) und
g(n = 2,m = 0) gezeigt. Darin sind deutlich die regionalen Unterschiede im Betrag des
Gravitationsfeldvektor zu erkennen, bedingt durch die inhomogene Masseverteilung der
Erde.
An dieser Stelle soll untersucht werden, inwiefern sich die Änderung von Grad und Ord-
nung auf die simulierte Bahn des Satelliten auswirkt. Dafür wird für vier verschiedene
Höhen ein Kreisorbit mit unterschiedlichen Einstellungen für n und m simuliert. Abbil-
dung 3.11 zeigt das Ergebnis dieser Simulationen. Dabei ist jeweils die Abweichung des
Betrags des Positionsvektors rnm von rn=720,m=720 dargestellt. Als Trend ist zu erken-
nen, dass sich die Ergebnisse mit steigendem Grad und Ordnung annähern. Außerdem
ist festzuhalten, dass die Maximalwerte für die Abweichung mit steigender Orbithöhe
abnehmen. Dies liegt darin begründet, dass bei größerer Höhe die kleinen lokalen Än-
derungen im Gravitationsfeld entsprechend Gleichung 3.15 immer weniger ins Gewicht
fallen. Anders ausgedrückt: Je weiter die Erde vom Satelliten entfernt ist, desto “runder”
wirkt sie.
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(a) h = 200 km (b) h = 500 km
(c) h = 700 km (d) h = 900 km
Abbildung 3.11.: Abweichung des Betrags des Positionsvektors rnm vom Referenzwert
rn=720,m=720 für unterschiedliche Orbithöhen h
37
3. Das modulare Simulationstool HPS
 10  20  40  60  80 100 120 140 160 200 240 280 320
Grad und Ordnung des Gravitationsfeldes
10-10
10-8
10-6
10-4
10-2
100
102
M
itt
el
w
er
t (
r m
n 
- r
72
0)
 [m
]
0
10
20
30
40
50
60
70
80
90
R
ec
he
nz
ei
t [
s]
900 km
700 km
500 km
200 km
Abbildung 3.12.: Gegenüberstellung von Mittelwert der Abweichungen des Betrags des
Positionsvektors rnm vom Referenzwert rn=720,m=720 und der benötigten
Simulationszeit.
In Abbildung 3.12 sind die Simulationsergebnisse noch einmal in anderer Form aufberei-
tet. Hier ist der Mittelwert der zuvor präsentierten Abweichungen über dem Grad und
der Ordnung des Gravitationsfeldes aufgetragen und der für die jeweilige Simulation
benötigte Rechenzeit8 gegenübergestellt. Hier ist zusätzlich deutlich zu erkennen, dass
in Abhängigkeit der Orbithöhe auch unterschiedliche Rechenzeiten benötigt werden, um
im gleichen Genauigkeitsbereich zu liegen. Außerdem ist klar zu sehen, dass Grad und
Ordnung mit steigender Orbithöhe eine immer geringere Bedeutung spielen. Hier treten
bereits keine numerischen Unterschiede mehr für rn=720,m=720 und rn=320,m=320 in einer
Höhe von 700 km bzw. rn=280,m=280 in einer Höhe von 900 km auf. Dass alle vier Kurven
nicht konsequent fallen ist der Tatsache geschuldet, dass bei der Berechnung des Mit-
telwertes kleine lokale Unterschiede zum Teil überproportional ins Gewicht fallen. Am
allgemeinen Trend ändert sich dadurch allerdings nichts.
Gravitativer Einfluss weiterer Körper des Sonnensystems
Neben der Beschleunigung, die der Satellit durch das Erdgravitationsfeld erfährt, wird
seine Bahn auch durch andere Körper (k) des Sonnensystems beeinflusst. Im HPS können
wahlweise die zusätzlich wirkende Beschleunigung ~g ii,k durch Sonne, Mond oder einen der
anderen Planeten mit simuliert werden. Diese ist wie folgt modelliert[61]:
~g ii,k = GMk ·
(
~r ii,k − ~r ii,b
|~r ii,k − ~r ii,b|3
− ~r
i
i,k
|~r ii,k|3
)
(3.16)
8Rechencluster mit acht Knoten, jeweils zwei Prozessoren mit acht Kernen und 64 GB Arbeitsspeicher
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Abbildung 3.13.: Differenz des Betrags des Positionsvektors von Simulationen ohne (rref)
und mit (rsim) Einfluss von Sonne und Mond, dargestellt für einen Tag.
Darin bezeichnet Mk die Masse des jeweiligen Himmelskörpers und ~r ii,k dessen Position
mit Bezug auf die Erde. Abbildung 3.13 zeigt beispielhaft die Differenz, die sich für den
Betrag des Positionsvektors ergibt, wenn eine äquatoriale Kreisbahn ohne (rref) und mit
(rsim) Einfluss von Sonne und Mond simuliert wird. Hier ist der Effekt gegenteilig zu
dem zuvor diskutierten: Mit steigender Orbithöhe wirkt sich die Hinzunahme anderer
Körper stärker auf, da die Dominanz des Erdgravitationsfeldes entsprechend abnimmt.
Relativistische Korrektur
Im Rahmen des XHPS ist noch ein weiteres Modul entstanden, das in diesem Zusammen-
hang erwähnt werden soll: Die Berechnung relativistischer Effekte zur Korrektur der rein
Newtonschen Formulierung der Gravitationsfeldmodelle. Die zusätzliche Beschleunigung
∆~a, die auf den Satelliten wirkt ist dabei nach [40] wie folgt gegeben:
∆~a =GMErde
c2r3
[(
2(β + γ)GMErde
r
− γ~˙r ii,b · ~˙r ii,b
)
~r ii,b + 2(1 + γ)(~r ii,b · ~˙r ii,b)~˙r ii,b
]
+ (1 + γ)GMErde
c2r3
[ 3
r2
(~r ii,b × ~˙r ii,b)(~r ii,b · ~J) + (~˙r ii,b × ~J)
]
+
[
(1 + 2γ)
[
~˙r iS ×
(−GMS~r iS
c2r3S
)]
× ~˙r ii,b
] (3.17)
Dabei ist c die Lichtgeschwindigkeit, β und γ sind post-newtonsche Parameter und ~J der
Drehimpuls der Erde pro Masseneinheit. Außerdem beschreibt ~r ii,b den Positionsvektor
des Satelliten, r dessen Betrag, ~r iS die Position der Erde in Bezug auf die Sonne, rS den
Betrag von ~r iS undMS die Masse der Sonne. Dieser zusätzliche Beschleunigungsterm wird
39
3. Das modulare Simulationstool HPS
0 2 4 6 8
Zeit [s] 104
4
4.5
5
|F
| S
ch
w
 [N
]
10-6
500 km 700 km 900 km
(a) Schwarzschild Term
0 2 4 6 8
Zeit [s] 104
5
5.5
6
6.5
|F
| L
T
 [N
]
10-8
500 km 700 km 900 km
(b) Lense-Thirring-Effekt
0 2 4 6 8
Zeit [s] 104
2
2.1
2.2
2.3
|F
| d
S
 [N
]
10-27
500 km 700 km 900 km
(c) De Sitter Term
Abbildung 3.14.: Betrag der auf den Satelliten wirkenden Kraft durch relativistische
Effekte.
zurzeit nicht in das bestehende Gravitationsfeldmodell eingebettet sondern in einem ei-
genständigen Modul berechnet. Die berechnete Beschleunigung wird anschließend durch
die Satellitenmasse geteilt und kann somit in Form einer zusätzlichen Kraft auf die Dyna-
mik des Satelliten einwirken. In Abbildung 3.14 ist der Betrag dieser Kraft exemplarisch
für einen Kreisorbit in drei unterschiedlichen Höhen dargestellt. Dabei zeigt Teil (a) den
Schwarzschild-Term (1. Zeile von Gleichung 3.17), Teil (b) den Lense-Thirring-Effekt (2.
Zeile) und schließlich Teil (c) den de Sitter-Term (3. Zeile). Hier wird deutlich, dass diese
letzte Komponente aufgrund ihrer geringen Größenordnung für praktische Anwendungen
vernachlässigt werden kann.
3.3. Umwelteinflüsse auf niedrigen Erdumlaufbahnen
Auf ihrer Bahn sind Satelliten verschiedenen Umgebungsbedingungen ausgesetzt, insbe-
sondere auf niedrigen Erdumlaufbahnen, den sogenannten Low Earth Orbits (LEO). Hier
interagieren sie z. B. mit der Restatmosphäre der Erde, wodurch Kräfte und Momente
entstehen, die Bahn und Lage des Satelliten beeinflussen. Je nach Größe und Anfor-
derung der Mission müssen diese Störungen vom Bahn- und Lageregelungssystem des
Satelliten ausgeglichen werden. Ganz allgemein kann eine Störkraft ~Fdist mit folgender
Gleichung beschrieben werden:
~Fdist = cFArefP~eF (3.18)
Darin ist cF als Platzhalter für dimensionslose Koeffizienten zu verstehen, wie z. B. der
Widerstandsbeiwert im Zusammenhang mit der Störkraft durch die Restatmosphäre.
Der Einheitsvektor ~eF zeigt in Richtung der angreifenden Störung, die hier als Druck
P (z. B. Luftwiderstand oder Solardruck) auf die Referenzfläche Aref wirkt. Greift diese
Störkraft nicht im Massenmittelpunkt des Satelliten an, sondern mit dem Hebelarm ~rT ,
resultiert daraus ebenfalls ein Störmoment:
~Tdist = ~rT × ~Fdist (3.19)
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Die wichtigsten Umwelteinflüsse auf niedrigen Erdumlaufbahnen, sowie die daraus re-
sultierenden Störkräfte werden in den folgenden Unterkapiteln kurz vorgestellt.
3.3.1. Restatmosphäre
Auf niedrigen Erdumlaufbahnen müssen auf jeden Fall Störungen der rein gravitativen
Bahn durch die Restatmosphäre berücksichtigt werden. Dazu ist es zunächst notwen-
dig, die Atmosphäre in geeigneter Weise zu modellieren. Im HPS sind dafür mehrere
Module eingebunden. Lange Zeit war das NRLMSISE-00 [41] das Standardmodell in
HPS-Simulationen. Es ist ein empirisches Modell, das Messdaten aus unterschiedlichen
Quellen verwendet. Zwar zeichnet sich das NRLMSISE-00 durch eine hohe globale Auf-
lösung aus, ist allerdings nur für den Einsatz sehr niedriger Erdumlaufbahnen empfoh-
len. Daher wird es zukünftig in den meisten Fällen vom Modell Jacchia-Bowman 2008
(JB2008) [9] abgelöst werden. Dabei handelt es sich ebenfalls um ein empirisches Modell,
das allerdings bis zu einer Höhe von 1000 km validiert wurde.
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Abbildung 3.15.: Höhenprofil der Dichteverteilung als Funktion der Ortszeit ausgewertet
für das Harris-Priester Modell.
Im Gegensatz dazu ist das Harris-Priester-Modell ein statisches Modell, das im HPS
nach [36] implementiert ist. Dieses Modell berücksichtigt bei der Dichteberechnung kei-
ne saisonalen Schwankungen, sondern lediglich die Änderung im Verlauf eines Tages in
Abhängigkeit von Satelliten- und Sonnenposition. Dieses Modell eignet sich besonders,
wenn erste Abschätzungen für zukünftige Missionen getroffen werden sollen. Die Dichte
als Funktion der lokalen Ortszeit ist für verschiedene Höhen in Abbildung 3.15 darge-
stellt. Es ist deutlich zu erkennen, dass sich die Atmosphäre im Laufe des Tages aufgrund
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Abbildung 3.16.: Verteilung der Dichte am 1. Januar als Funktion der Geographischen
Länge und Breite um 12:00 Uhr UTC.
der Sonneneinstrahlung ausdehnt. Das Maximum dieser Ausdehnung wird im Gegensatz
zur maximalen Sonneneinstrahlung dabei mit zwei Stunden Verzögerung gegen 14:00
Uhr erreicht. Diese “Dichtebeule” ist auch klar in Abbildung 3.16 zu sehen. Hier ist für
eine Ortszeit von 12:00 Uhr UTC die Dichteverteilung in Abhängigkeit der Geographi-
schen Länge und Breite gezeigt, wie sie für den 1. Januar berechnet wird. Das Maximum
ist entsprechend des zweistündigen Versatzes bei 30o östlicher Länge und aufgrund der
Jahreszeit südlich des Äquators zu finden.
Abgeleitet von Gleichung 3.18 entsteht durch die Restatmosphäre folgende Störkraft:
~Fdist,aero = −12ρv
2
relcDAref,aero~v
i
rel (3.20)
Darin bezeichnet ρ die Dichte, cD den Widerstandskoeffizienten und Aref,aero die ange-
strömte Referenzfläche des Satelliten. Außerdem ist v2rel der Betrag der relativen Ge-
schwindigkeit ~v irel des Satelliten gegenüber der Atmosphäre:
~v irel =
~v ii,b − ~ω iErde × ~r ii,b
|~v ii,b − ~ω iErde × ~r ii,b|
(3.21)
Die relative Geschwindigkeit hängt von der Satellitenposition ~r ii,b, dessen Geschwindig-
keit ~v ii,b und der Winkelgeschwindigkeit der Erde ~ω iErde ab.
3.3.2. Solarer Strahlungsdruck
Neben der Restatmosphäre hat auch die Sonneneinstrahlung, die den Satelliten erreicht
einen Anteil an den auftretenden Störkräften und -momenten. Diese entstehen durch
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die Interaktion der Satellitenoberfläche mit von der Sonne emittierten Photonen, welche
entweder absorbiert oder spiegelnd bzw. diffus reflektiert werden. Diese Art des Austau-
sches verursacht eine Impulsänderung beim Satelliten. Die resultierende Kraft, die auf
eine Fläche dA wirkt, setzt sich dabei aus drei Teilen zusammen [61]:
d~Fα = −Psolar α cos(θ)~eSundA (3.22)
d~FγS = −2Psolar γS cos2(θ)~eNdA (3.23)
d~FγD = Psolar γD
(
−23~eN − ~eSun
)
cos(θ)dA (3.24)
Dabei beschreibt ~eN den Normaleneinheitsvektor des Fläche dA, ~eSun den Einheitsvektor
in Sonnenrichtung und θ den Winkel zwischen beiden. Die Oberflächeneigenschaften
werden durch die die Koeffizienten für Absorption α, für spiegelnde Reflexion γS und
für diffuse Reflexion γD wiedergegeben. Es wird vorausgesetzt, dass keine transparenten
Materialien zu Einsatz kommen, daher gilt:
α + γS + γD = 1 (3.25)
Damit lässt sich die Gesamtkraft wie folgt formulieren:∫
d~Fdist,solar = −Psolar
∫ [
(1− γS)~eSun + 2
(
γS cos(θ) +
1
3γD
)
~eN
]
cos(θ)dA (3.26)
Für die Bestimmung der Störkraft ~Fdist,solar kann im einfachsten Fall eine Referenzfläche
Aref,solar mit gemittelten Koeffizienten für die Oberflächeneigenschaften definiert werden,
die der Sonnenstrahlung ausgesetzt ist (z. B. die Satellitenseite mit den Solarpanelen).
Damit ergibt sich Gleichung 3.26 zu:
~Fdist,solar = −Psolar
[
(1− γS)~eSun + 2
(
γS cos(θ) +
1
3γD
)
~eN
]
cos(θ)Aref,solar (3.27)
In Abschnitt 3.4 wird ausführlich beschrieben, wie anstelle einer Referenzfläche voll-
ständige Geometriemodelle eines Satelliten zur Modellierung der Störkraft ~Fdist,solar ver-
wendet werden können, um die Genauigkeit der Störkraftberechnung zu verbessern.
Unabhängig davon muss für die Berechnung der Störkraft zunächst der solare Strah-
lungsdruck bestimmt werden, der den Satelliten erreicht. Ein Beispiel dafür ist das HPS-
Modul, das nach [35] die Sonne als punktförmige Energiequelle modelliert. Damit kann
der Solardruck Psolar in Abhängigkeit von Satellitenposition ~r ii,b und der Position der
Sonne ~r iS wie folgt bestimmt werden:
Psolar =
Wmean
c
(
rmean
|~r ii,b − ~r iS|
)2
(3.28)
Darin bezeichnet c die Lichtgeschwindigkeit, Wmean = 1368 W/m2 die mittlere Solar-
konstante und rmean den mittleren Abstand zwischen Sonne und Erde von einer Astro-
nomischen Einheit (AE). In Abbildung 3.17 ist der für ein Jahr simulierte Solardruck
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dargestellt. Im großen Bild ist dabei deutlich das Maximum im Januar zu erkennen, bei
dem die Erde der Sonne am nächsten kommt. Entsprechend wird im Juli am sonnen-
fernsten Punkt das Minimum erreicht. Das kleine Bild zeigt als Ausschnitt einen Tag
im Januar. Hier sind die Schwankungen zu erkennen, die sich durch die Bewegung des
Satelliten selbst und damit der Abstandsvariation zwischen Satellit und Sonne ergeben.
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Abbildung 3.17.: Strahlungsdruck der Sonne, großes Bild: Verlauf über ein Jahr, kleines
Bild: Verlauf über einen Tag.
3.3.3. Schattenphase
Abhängig vom Orbittyp taucht der Satellit während seines Umlaufs um die Erde in de-
ren Schatten ein, was auch als Eklipse bezeichnet wird. Während dieser Phasen wird der
Satellit nicht von der Sonne beschienen, was sich direkt auf die wirkenden Störkräfte
und -momente auswirkt. Daher ist die Modellierung dieser Schattenbereiche ebenfalls
notwendig. Im HPS ist dazu ein Modul basierend auf [61] implementiert, das in Abhän-
gigkeit von Satelliten- und Sonnenposition ermittelt, ob sich der Satellit im Erdschatten
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Abbildung 3.18.: Darstellung der unterschiedlichen Schattenbereiche durch die ein Sa-
tellit auf seiner Umlaufbahn fliegen kann.
oder nicht befindet. In Abbildung 3.18 ist schematisch dargestellt, welche Schattenbe-
reiche unterschieden werden. Im Bereich des partiellen und ringförmigen Schattens wird
der Solardruck nicht komplett unterdrückt, sondern entsprechend der aktuellen Konstel-
lation reduziert.
Wie sich der Bereich der Eklipse für eine Satelliten darstellen kann, zeigt Abbildung 3.19
am Beispiel eines Kreisorbits in einer Höhe von 710 km mit einer Inklination von 60o.
Hier sind die Beleuchtungsverhältnisse auf der Erde gezeigt, dabei entspricht der hell-
ste Bereich der Tagseite, etwas dunkler ist die Nachtseite gekennzeichnet, der dunkelste
Bereich ist das Gebiet, über dem sich der Satellit im Erdschatten befindet. In Abbil-
dung 3.19 (a) ist dabei illustriert, wie der Satellit im Januar durch den Erdschatten
fliegt. In Teil (b) ist hingegen eine Simulation im Juli dargestellt, bei der Satellit durch
die geänderte Stellung der Erde im Vergleich zur Sonne den Schattenbereich lediglich
am Rande berührt.
3.3.4. Erdalbedo
Neben der direkten Sonneneinstrahlung erreicht den Satelliten auch jene, die von der
Erde reflektiert wird, die sogenannte Erdalbedo. Diese hängt insbesondere von den Re-
flexionseigenschaften der Erdoberfläche ab, die sich lokal und saisonal ändern. Das im
HPS eingebundene Modul zur Albedobestimmung basiert auf [8]. Hierfür werden Re-
flexionsdaten als Grundlage genommen, die mithilfe des Projektes Total Ozone Map-
ping Spectrometer (TOMS)9 gemessen worden sind. Diese, sowie im Rahmen anderer
Missionen gemessene Reflexionsdaten stehen online10 zur Verfügung und können für Si-
mulationen vergangener Missionen eingesetzt werden. Für den HPS steht zusätzlich ein
Datensatz aus gemittelten Werten für jeden Monat zur Verfügung, der auf Basis der
TOMS-Daten angelegt wurde. Ergänzend können über ein GUI individuelle Datensätze
aus der Albedo-Datenbasis zusammengestellt werden.
9https://science.nasa.gov/missions/toms, eingesehen am 10.07.2017
10ftp://toms.gsfc.nasa.gov/pub/, eingesehen am 10.07.2017
45
3. Das modulare Simulationstool HPS
XECEF
YECEF
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XECEF
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ZECEF
(b) Juli
Abbildung 3.19.: Beleuchtungsverhältnisse auf der Erde aus Sicht eines Satelliten (hell
= Tag, dunkler = Nacht, sehr dunkel = Eklipse). Die rote Linie kenn-
zeichnet die Satellitenbahn.
Die Reflexionsdaten sind einzelnen Zellen auf der Erde zugeordnet. Typische Auflösun-
gen dieses Netzes auf der Erde sind dabei 288 x 180 bzw. 360 x 180 Zellen. Die Leistung
Q albedo, die eine Referenzfläche Aref,albedo des Satelliten erreicht, ergibt sich aus der Sum-
me der Leistungen Qalbedo,ij aller Zellen ij, die im Sichtbereich des Satelliten liegen. Die
Leistung jeder Zelle wird dabei in Abhängigkeit von Satellitenposition, Sonnenposition
und den zeitabhängigen Reflexionsdaten bestimmt. Damit lässt sich ähnlich zur Störkraft
durch den Solardruck, die Störkraft durch die Albeodstrahlung formulieren [30]:
~Fdist,albedo = −
∑
ij
Qalbedo,ij
c
cos(δij)
[
(1− γS)~egrid,ij + 2
(
γS cos(δij) +
1
3γD
)
~eN
]
Aref,albedo
(3.29)
Entlang der Verbindungslinie zwischen dem Mittelpunkt der Fläche Aref,albedo und dem
der Zelle ij ist der Einheitsvektor ~egrid,ij definiert. Er bildet mit dem Normalenvektor
~eN der Referenzfläche den Winkel δij. Die optischen Eigenschaften der Fläche sind mit
den Koeffizienten für spiegelnde und diffuse Reflexion γS und γD gegeben, c ist die
Lichtgeschwindigkeit.
In Abbildung 3.20 ist für einen Orbit mit einer Bahnhöhe von 710 km dargestellt, wie viel
Leistung bei einer Satellitenfläche ankommen würde, deren Normalenvektor ~eN Richtung
Erdmittelpunkt zeigt. Dazu wurde jeweils für 12:00 Uhr UTC die gesamte Erdoberfläche
in 1o Schritten in Längen- und Breitenrichtung abgetastet. Die Gegenüberstellung von
(a) Januar und (b) Juli zeigt dabei deutlich die Polarnacht auf der Nord- bzw. Südhalb-
kugel, sowie den Tag- und Nachtbereich. Außerdem sind die höchsten Leistungswerte
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(a) 1. Januar
(b) 1. Juli
Abbildung 3.20.: Durch Albedo am Satelliten ankommende Strahlungsleistung in Ab-
hängigkeit von Längen- und Breitengrad um 12 Uhr UTC auf einem
Orbit mit einer Bahnhöhe von 710 km.
47
3. Das modulare Simulationstool HPS
wie zu erwarten in den Eisregionen zu erkennen. Der jahreszeitliche Effekt wird noch an
anderer Stelle deutlich: Durch den größeren Abstand der Erde zur Sonne im Juli, liegt
der Maximalwert deutlich unter jenem für Januar.
3.3.5. Wechselwirkung mit dem Erdmagnetfeld
Nicht nur im Hinblick auf die Bestimmung etwaiger Störmomente, sondern auch in Bezug
auf die Lageregelung eines Satelliten ist die Modellierung des Erdmagnetfeldes notwen-
dig. Sind es im ersten Fall unerwünschte Wechselwirkungen des Erdmagnetfeldes mit an
Bord erzeugten Magnetfeldern, wird im zweiten Fall genau diese Interaktion genutzt, um
mithilfe gezielt erzeugter Felder, eine Lageänderung des Satelliten zu bewirken. Dafür
kommen an Bord befindliche Magnetspulen zum Einsatz.
Die IAGA stellt auf ihrer Homepage11 eine Software zur Berechnung des Erdmagnetfel-
des zur Verfügung. Hier wird auch im Abstand von fünf Jahren die neuste Version des
IGRF veröffentlicht. Es handelt sich dabei um die mathematische Beschreibung des Erd-
hauptmagnetfeldes sowie dessen jährlicher Änderungsrate. Zur Erstellung des Modells
tragen die Mitglieder der IAGA-Arbeitsgruppe V-MOD bei, die Informationen aus un-
terschiedliche Quellen zur Magnetfeldmessung zusammentragen. Die aktuellste Version
ist die 12. Generation des IGRF (IGRF12) [52].
Aufgrund der Abwesenheit elektrischer Ströme auf der Erdoberfläche kann der Magnet-
feldvektor ~B in dem Modell abhängig von Position in geozentrischen Koordinaten (Länge
λ, geozentrische Ko-Breite θ, Abstand vom Erdmittelpunkt r, s. Anhang A) und Zeit t
als negative Ableitung des magnetischen Potentials V beschrieben [61, 52]:
~B(r, θ, λ, t) = −∇V (3.30)
V wird dabei durch eine endliche Reihe angenähert:
V (r, θ, λ, t) = RErde
nmax∑
n=1
n∑
m=0
(
RErde
r
)n+1
[gmn (t) cos(mλ) + hmn (t) sin(mλ)Pmn (cos θ)]
(3.31)
Darin sind Pmn (cos θ) die Schmidt-normalisierten assoziierten Legendrepolynome von
Grad n und Ordnung m. Die Gauss Koeffizienten gmn und hmn (Einheit nT) sind zeitab-
hängig und werden mit jeder neuen Generation des IGRF für den letzten abgelaufenen
5-Jahres-Abschnitt aktualisiert und für die kommenden fünf Jahre vorhergesagt.
Das Modul computeEarthMagneticField_IGRF führt die Berechnung von ~B nach den
oben genannten Formel aus. Abbildung 3.21 zeigt den Betrag des Magnetfeldvektors
als Ergebnis einer Simulation, bei der die Erde in einer Höhe von 700 km mit einer
Auflösung von einem Grad in Länge und Breite abgetastet wurde.
11 www.ngdc.noaa.gov/IAGA/vmod/igrf.html, eingesehen am 10.07.2017
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Abbildung 3.21.: Betrag des Magnetfeldvektors in einer Höhe von 700 km bestimmt mit
dem IGRF-Modell.
Das Drehmoment ~TB, das auf den Satelliten im Erdmagnetfeld wirkt, berechnet sich zu:
~Tdist,B = ~m× ~B (3.32)
Darin ist ~m das magnetische Moment des Satelliten, das zum Teil für Lageregelungs-
zwecke gezielt erzeugt wird. Andernfalls entsteht eine unerwünschte Satellitendrehung,
die je nach Missionsprofil durch das Lageregelungssystem ausgeglichen werden muss.
3.4. Einsatz von Finiten Elementen zur Modellierung
von Oberflächenkräften
Die im vorherigen Abschnitt eingeführten Formulierungen zur Störkraftberechnung bein-
halten jeweils eine Referenzfläche, die bei der Kraftbestimmung berücksichtigt wird. Dies
ist eine Vereinfachung, die die Form des Satelliten nicht wiedergibt, sondern ihn als ein-
faches Plattenmodell annähert. Zudem kann das Referenzmodell die Oberflächeneigen-
schaften des Satelliten nur bedingt darstellen. Außerdem ist durch die Bewegung des
Satelliten nicht mit einer konstanten Richtung der angreifenden Störung zu rechnen wo-
durch auch deren Angriffsfläche variiert. Wird die Oberfläche eines Satelliten allerdings
vernetzt, d. h. in viele kleine Platten aufgeteilt, so kann nach Gleichung 3.18 für jede
einzelne Platte die spezifische Störkraft ermittelt werden, deren Summe die Gesamtkraft
liefert. Die Erstellung eines Oberflächennetzes für eine Satellitengeometrie kann mithilfe
von Programmen erfolgen, welche die Finite-Element-Methode (FE-Methode) verwen-
den. Daher wird im Folgenden der Begriff FE-Modell verwendet, auch wenn lediglich
die Geometriedaten des Oberflächennetzes verwendet werden, nicht aber die eigentliche
Funktionalität von Finiten Elementen.
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3.4.1. Berechnung der Störkraft durch solaren Strahlungsdruck für
ein vernetztes Oberflächenmodell
Ausgehend von einem Satellitenmodell, dessen Oberfläche aus einem Netz einzelner Ele-
mente besteht, kann Gleichung 3.27 für jedes Element i formuliert werden:
~Fi = −Psolar
[
(1− γSi)~eSun + 2
(
γSi cos(θi) +
1
3γDi
)
~eNi
]
cos(θi)Ai (3.33)
Die Gesamtkraft berechnet sich anschließend als Summe über alle Elemente:
~Fdist,solar =
∑
i
~Fi (3.34)
Daraus abgeleitet wird auch das angreifende Störmoment ~Tsolar elementweise bestimmt.
Mit dem Abstand des Elementmittelpunktes vom Satellitenmassenmittelpunkt ~ri = ~ci−
~rCoM ergibt sich:
~Tdist,solar =
∑
i
~ri × ~Fi (3.35)
Je nach Sonnenstand in Bezug auf den betrachteten Satelliten tragen allerdings nicht
alle Elemente der Satellitenoberfläche zur Gesamtkraft bei, da sie entweder gar nicht
von der Sonne beschienen oder durch andere Teile des Satelliten abgeschattet werden.
Während einer Simulation ändern sich zudem mit jedem Zeitschritt die Position und die
Lage des Satelliten in Bezug auf die Sonne, so dass eine Überprüfung der Beleuchtungs-
verhältnisse zum aktuellen Simulationszeitpunkt erfolgen muss, bevor Gleichung 3.33 für
jedes beleuchtete Element ausgewertet werden kann. Es ist leicht nachvollziehbar, dass
diese Art der Überprüfung, die darauf folgende elementweise Berechnung der Teilkräfte
und schließlich deren Aufsummierung erhebliche Rechenzeit bedarf, die mit steigender
Komplexität eines Satellitenmodells und damit dessen Elementzahl wächst. Die direkte
Berechnung der Störkräfte innerhalb einer Simulation ist somit ineffizient. Daher wurde
ein Algorithmus entworfen, der für gewählte Beleuchtungsverhältnisse die resultierende
Gesamtkraft und das Gesamtmoment bestimmt und in tabellarischer Form für Simula-
tionen zur Verfügung stellt [14]. Die Tabellen lassen sich in der Simulationsumgebung
Simulink mittels Lookup Tables importieren. In Abhängigkeit der aktuellen Beleuch-
tungssituation des Satelliten werden daraus passende Ausgaben für Kraft und Moment
generiert.
Im Rahmen dieser Arbeit wurde der zugrundeliegende Algorithmus weiterentwickelt und
zu einem HPS-Modul ausgebaut (s. auch [12]). Abbildung 3.22 gibt eine Übersicht über
die Abfolge der einzelnen Schritte des Algorithmus.
Der Prozess startet zunächst mit der Erstellung eines FE-Modells des Satelliten. Da-
für ist der Einsatz eines entsprechenden Programms notwendig (z. B. ANSYS12). In
diesem Programm wird ein dreidimensionales Modell des Satelliten generiert und die
12ANSYS, http://www.cadfem.de/produkte/ansys.html, eingesehen am 18.07.2017
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Inputs 
Schleife über θ und ϕ 
d) Zwischenlösung  
a) Sonnenvektor bestimmen b) Normalenvektorbestimmung 
e) Transformation ins Sonnenvektorsystem  
c) Identifikation der Rückseitenelemente 
g) Baryzentrische Koordinaten  
f) Schattenalgorithmus 
θ 
ϕ 
Zb 
Xb 
Yb 
esun 
N1 N2 
N4 N3 eN 
α 
α 
α 
α 
zb 
xb 
yb 
esun = zb 
 
yb 
xb 
^ 
^ 
^ yb 
^ 
xb 
^ 
zb 
 
^ 
yb 
^ 
xb 
^ 
N4 
^ N1(a1,b1)  
^ 
N2(a2,b2) 
^ N3(a3,b3) 
^ 
P 
c1 
c2 
c3 
θ [0° ... 180°] 
ϕ [0 °... 360°] 
h) Lösung für θi und ϕi  
Outputs 
Look-up Table  
FX, FY, FZ,     TX, TY, TZ,    A ,    PX,PY,PZ 
(3.36)
~eSun =
 sin θ cosϕsin θ sinϕ
cos θ

(3.37)
~eN =
( ~N2 − ~N1)× ( ~N3 − ~N1)
|( ~N2 − ~N1)× ( ~N3 − ~N1)|
(3.38)
~esun·~eN =

> 0 ⇐⇒ 0 ≤ α < pi2
= 0 ⇐⇒ α = pi2
< 0 ⇐⇒ pi2 < α ≤ pi
(3.39)
A =

~ˆx · ~x ~ˆx · ~y ~ˆx · ~z
~ˆy · ~x ~ˆy · ~y ~ˆy · ~z
~ˆz · ~x ~ˆz · ~y ~ˆz · ~z

(3.40)
~a1 =
(
xNˆ1 , xNˆ2 , xNˆ3
)
~b1 =
(
yNˆ1 , yNˆ2 , yNˆ3
)
Abbildung 3.22.: Überblick über die wichtigsten Schritte innerhalb des Algorithmus zur
Bestimmung der Oberflächenkräfte durch solaren Strahlungsdruck.
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Oberfläche vernetzt. Den entstandenen einzelnen Elementen werden anschließend Mate-
rialeigenschaften zugewiesen. Die im weiteren Verlauf benötigten Informationen werden
exportiert und in drei Tabellen in Form von Textdateien gespeichert:
1. Elementtabelle: Liste aller Elemente, die Informationen über Elementgröße, Po-
sition im Satellitenkoordinatensystem, sowie die Zuordnung der Elementknoten
enthält.
2. Knotentabelle: Koordinaten aller im Modell verwendeten Knoten (ein Element
wird in der Regel durch vier Knoten beschrieben).
3. Koeffiziententabelle: Liste, die für jedes Element die Materialkoeffizienten γD und
γS enthält.
Bevor der Solardruckalgorithmus gestartet werden kann, muss der Beleuchtungsbereich
gewählt werden, für den die Kraft- und Momentenbestimmung erfolgen soll. Dazu wird
die Richtung zur Sonne in Form von Kugelkoordinaten ϕ [0o . . . 360o] und θ [0o . . . 180o]
angegeben. Ursprung ist dabei das im FE-Programm gewählte Satellitenkoordinaten-
system, da sich darauf auch alle Angaben in den exportierten Tabellen beziehen. Für
beide Winkel wird ebenfalls je eine Tabelle angelegt. Ist bereits vor der Simulation be-
kannt welcher Bereich des Satelliten von der Sonne beschienen wird, ist es sinnvoll ein
passendes Minimum und Maximum beider Winkel zu wählen. Auf diese Weise werden
die Ausgabetabellen nicht unnötig groß. Typischerweise werden zwischen Minimum und
Maximum äquidistante Schritte für die Winkel dazwischen gewählt. Es ist aber auch die
Eingabe beliebiger Winkelabstände möglich. An dieser Stelle ist die Vorbereitung der
Eingaben für den Solardruckalgorithmus abgeschlossen.
Der Algorithmus berechnet für jede Kombination der gewählten Winkel ϕ und θ die Ge-
samtkraft und das Gesamtmoment. Zuerst wird nach Gleichung 3.36 die aktuelle Rich-
tung zur Sonne bestimmt (s. Abbildung 3.22 a)). Anschließend erfolgt für jedes Element
die Bestimmung dessen Normaleneinheitsvektors mithilfe der Koordinaten der Knoten-
tabelle ~N1 bis ~N4 (Gleichung 3.37, Abbildung 3.22 b)). Anhand des Skalarproduktes von
~eSun und ~eN (Gleichung 3.38, Abbildung 3.22 c)) wird pro Element ermittelt, ob dieses
von der Sonne beleuchtet wird oder sich auf einer von der Sonne abgewandten Seite
befindet. In Abbildung 3.22 d) ist die danach entstandene Zwischenlösung illustriert.
Alle gelb eingefärbten Elemente werden prinzipiell von der Sonne beleuchtet, alle blauen
Elemente nicht.
Bei dieser Art der Betrachtung ist die Abschattung einzelner Elemente durch andere
Bauteile des Satelliten noch nicht berücksichtigt, dafür ist der anschließende Schattenal-
gorithmus zuständig. Dieser wird nur auf die beleuchteten Elemente angewendet. Die
Knotenkoordinaten und die Koordinaten der Mittelpunkte dieser Elemente werden zu-
nächst in ein neues Koordinatensystem transformiert. Die Transformationsmatrix A wird
dabei gemäß Gleichung 3.39 (s. Abbildung 3.22 e)) gebildet. Die Basisvektoren des ver-
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wendeten Satellitenkoordinatensystems (b) sind dabei gegeben durch:
~x =
 10
0
 , ~y =
 01
0
 , ~z =
 00
1
 (3.41)
Die Basisvektoren des neuen Koordinatensystems werden so gewählt, dass dessen zˆ–
Achse in Richtung Sonne zeigt:
~ˆz = ~eSun (3.42)
Die Ergänzung zu einem orthogonalen System kann relativ beliebig erfolgen. Hier wird
die neue xˆ–Achse zunächst entgegen der Richtung der ursprünglichen z–Achse festgelegt,
es sei denn diese entspricht der Sonnenrichtung:
~ˆx∗ =

(
1 0 0
)
falls ~ˆz =
(
0 0 1
)(
−1 0 0
)
falls ~ˆz =
(
0 0 −1
)
−~z ansonsten
(3.43)
Anschließend ergibt sich die yˆ–Achse zu:
~ˆy = ~ˆz × ~ˆx∗ (3.44)
Die vorläufige xˆ∗–Achse wird abschließend noch korrigiert:
~ˆx = ~ˆy × ~ˆz (3.45)
Nach der Transformation können alle Elemente entlang der zˆ–Koordinate sortiert wer-
den, und zwar mit absteigendem Wert, so dass das erste Element der Sonne am nächsten
ist. Wie in Abbildung 3.22 f) illustriert, kann für jedes Element, beginnend mit dem ober-
sten, untersucht werden, ob es ein darunterliegendes Element abschattet. Ausgehend vom
Mittelpunkt des Startelementes werden nur Elemente betrachtet, deren Mittelpunkte in-
nerhalb des Referenzradius rref = 1.5 lmax liegen. Dabei ist lmax die im Modell größte,
vorkommende Kantenlänge, abgeleitet aus der Elementtabelle. Die Vorgabe des Refe-
renzradius schränkt sinnvoll die Anzahl der im aktuellen Schritt betrachteten Elemente
ein, die sogenannten Schattenkandidaten, und spart deutlich Rechenzeit.
Um zu entscheiden, ob ein Schattenkandidat abgeschattet wird oder nicht, kommen
baryzentrische Koordinaten ci zum Einsatz, wie sie in Abbildung 3.22 g) definiert sind.
Dafür muss das Startelement zunächst in zwei Dreiecke aufgeteilt werden, der Punkt P
stellt den Mittelpunkt eines Schattenkandidaten dar. Die baryzentrischen Koordinaten
ci werden für beide Dreiecke mithilfe des folgenden Gleichungssystems bestimmt:
c1 + c2 + c3 = 1
a1c1 + a2c2 + a3c3 = xP
b1c1 + b2c2 + b3c3 = yP (3.46)
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Ergeben sich positive Werte für alle ci, so bedeutet dies, dass der Mittelpunkt des Schat-
tenkandidaten P innerhalb des jeweils betrachteten Dreiecks liegt. Wird dieses Kriterium
für eines der Dreiecke erfüllt, gilt das Element als abgeschattet und wird in den weite-
ren Berechnungen nicht mehr betrachtet. Das Ergebnis des Schattenalgorithmus ist in
Abbildung 3.22 h) illustriert, die abgeschatteten Elemente sind rot dargestellt. Da ele-
mentweise gearbeitet wird, entsteht entlang der Schattenkante automatisch ein Fehler,
da Elemente immer komplett als abgeschattet oder beleuchtet betrachtet werden. Dieser
Fehler lässt sich durch geeignete Wahl der Elementgröße minimieren (vgl. auch Kapitel
5.2).
Nach Abschluss des Schattenalgorithmus steht eine Liste aller beleuchteten Elemente zur
Verfügung, für die die Kraft und anschließend das Moment in normierter Form berechnet
wird:
~fi =
~Fi
Psolar
(3.47)
~ti = ~ri × ~fi (3.48)
Aufsummiert ergeben sich die normierte Gesamtkraft und das normierte Gesamtmoment.
Diese werden komponentenweise in einer Matrix abgelegt, die entsprechend 3.1 aufgebaut
ist.
ϕ1 ϕ2 ϕ3 ϕ4
θ1 FX11 FX12 FX13 FX14
θ2 FX21 FX22 FX23 FX24
θ3 FX31 FX32 FX33 FX34
θ4 FX41 FX42 FX43 FX44
θ5 FX51 FX52 FX53 FX54
Tabelle 3.1.: Aufbau der Komponentenmatrix am Beispiel von der x–Komponente der
Störkraft.
Die Matrizen werden exportiert und als Textdateien gespeichert. Die Simulink-Bibliothek
des HPS in Abbildung 3.23 (a) stellt die Lookup Tables (s. Abbildung 3.23 (b)) zur
Verfügung, die die erzeugten Tabellen in einer Simulation verwenden. Die korrekten
Störgrößen zu jedem Simulationszeitpunkt ergeben sich aus der Multiplikation des si-
mulierten Solardrucks mit den Ausgaben des Blocks lookupSurfaceForcesAndTorques.
Die Ausgabewerte werden in Abhängigkeit der eingehenden Winkel θ und ϕ bestimmt.
Der beschriebene Algorithmus ist in C implementiert und kann in einer Linux-Konsole
gestartet werden. Die Bedienung des Programms ist allerdings wenig benutzerfreundlich.
Aus diesem Grund wurde im Rahmen der vorliegenden Arbeit für die Erzeugung der Ta-
bellen für die Störkräfte und -momente ein GUI in Matlab erstellt (s. Abbildung 3.24).
Hier können über Dialoge alle erforderlichen Einstellungen vorgenommen werden, was
insbesondere die Erstellung der Winkeltabellen komfortabel gestaltet. Das GUI bietet
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(a) Vollständige Bibliothek
(b) Detaillansicht
Abbildung 3.23.: Simulink-Bibliothek des HPS zur Bestimmung von Oberflächenkräften
und Momenten.
Abbildung 3.24.: GUI zur Bestimmung von normierten Oberflächenkräften und resultie-
renden Momenten.
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(a) Eingangsmodell (b) θ = 0o (c) θ = 30o (d) θ = 60o
Abbildung 3.25.: Gegenüberstellung eines Modells, das mit vier bzw. drei Knoten pro
Element vernetzt ist.
zudem das Feature einer Visualisierung des Satelliten sowie in Abbildung 3.22 h) dar-
gestellt. Dies kann insbesondere zur Überprüfung genutzt werden, ob der Export des
Modells aus dem FE-Programm richtig erfolgt ist. Ein häufiger Fehler sind falsch orien-
tierte Normalenvektoren einzelner Elemente, die durch eine optische Überprüfung relativ
leicht identifiziert und anschließend korrigiert werden können.
Wie alle HPS Module unterliegt auch dieses Modul einer ständigen Weiterentwicklung.
So wurde nachträglich die Möglichkeit eingebaut, auch Elemente mit drei Knoten verwen-
den zu können, anstatt wie zuvor nur solche mit vier Knoten. Diese Anpassung erfolgte
um komplexe Strukturen leichter vernetzen zu können. Wie in Abbildung 3.25 zu sehen
ist, birgt die Verwendung von Dreiknotenelementen allerdings die Gefahr fehlerhafter
Schattendarstellung.
Eine weitere Entwicklung ist bereits im Abschnitt Outputs von Abbildung 3.22 zu se-
hen. Hier werden neben den Tabellen für Kraft und Moment auch eine Tabelle für
die beleuchtete Referenzfläche A und den resultierende Kraftangriffspunkt (PX, PY,
PZ) ausgegeben, die wiederum vom zweiten Block der beschriebenen HPS-Bibliothek
verwendet werden. Dieses zusätzliche Feature inklusive entsprechender Erweiterung des
GUIs ist im Rahmen von [39] entstanden. Die Ausgaben des ergänzenden Moduls können
dazu verwendet werden, die konstanten Werte für Aref aus Gleichung 3.18 und ~rT aus
Gleichung 3.32 zu ersetzen. Damit kann eine Simulation anderer Störkräfte realistischer
gestaltet werden (vgl. Kapitel 5.3).
Bisher sind bei der Störkraftberechnung keine Mehrfachreflexionen berücksichtigt, d. h.
die von einem Element reflektierten Sonnenstrahlen, die ein anderes Element treffen
könnten, werden nicht weiter betrachtet. Eine Untersuchung ist geplant, um den Beitrag
dieses Effekts auf das Ergebnis der Störkraftberechnung abschätzen zu können.
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3.4.2. Betrachtung der Oberflächenvernetzung im Hinblick auf
andere Umwelteinflüsse
Der vorgestellte Algorithmus kann grundsätzlich auch für die Modellierung von Störun-
gen durch andere Umwelteinflüsse eingesetzt werden. Wie für den Solardruck gezeigt,
müssen die entsprechenden Gleichungen für Kraft und Moment hergeleitet und der Quell-
code ggf. angepasst werden.
Als ein Beispiel ist im Rahmen der Entwicklung des XHPS die Verwendung der Oberflä-
chenvernetzung in Zusammenhang mit dem Albedomodell zu nennen. Anders als in Ka-
pitel 3.3.4 beschrieben, wird hier keine einzelne Referenzfläche des Satelliten verwendet,
um die Störkräfte durch die empfangene Strahlung zu berechnen. Es wird ähnlich dem
oben präsentierten Modul ein FE-Modell des Satellit erstellt und die Kraftberechnung
für jedes einzelne Element ausgeführt. Es sei noch einmal daran erinnert, dass im Ge-
gensatz zum Solardruck die Albedostrahlung nicht aus einer einzigen Richtung kommt.
Dadurch ist das Modul deutlich komplexer. Eine Aufnahme als reguläres HPS-Modul ist
geplant, aber noch nicht umgesetzt.
Ein weiteres Anwendungsbeispiel ist die Berechnung von Störkräften durch thermalen
Strahlungsdruck. Eine sehr präzise Modellierung dieses Effekts und der daraus resultie-
renden Störkraft wird in [46] und [45] präsentiert. Dabei werden Wärmeleitung, Wär-
meübertragung durch Wärmestrahlung zwischen einzelnen Teilen des Satelliten sowie
Mehrfachreflexion von Wärmestrahlung berücksichtigt. Durch den Einsatz von Raytra-
cing können resultierenden Kräfte sehr genau berechnet werden. Aufgrund seiner hohen
Komplexität und des damit verbundenem hohen Bedarf an Rechenzeit, ist dieses Ver-
fahren ungeeignet für den Einsatz in einer Orbitsimulation. Deshalb sind in Abhängig-
keit des gewählten Simulationsszenarios geeignete Vereinfachungen notwendig, die eine
sinnvolle Modellierung der abgestrahlten Wärmeleistung erlauben. Dieses wurde in [47]
durchgeführt und ermöglichte schließlich eine Simulink-Implementierung des Thermal-
druckmodells. Dazu musste das in Abschnitt 3.4.1 vorgestellte Verfahren an mehreren
Stellen modifiziert werden. Außer den bisher verwendeten Eingabetabellen, muss mithil-
fe des FE-Programms eine zusätzliche Tabelle bereitgestellt werden, die die abgestrahlte
Wärmeleistung aufgrund interner Wärmequellen pro Element Pi enthält. Außerdem wer-
den für die Bestimmung des thermalen Strahlungsdruck weitere Materialeigenschaften
benötigt, und zwar der Absorptionskoeffizient αi und der mittlere Emissionsgrad εi für
jedes Element. Die bereits bestehende Koeffiziententabelle wurde entsprechend um zwei
Spalten erweitert. Innerhalb des Quellcodes ersetzt folgende Formulierung die bestehen-
de Kraftgleichung 3.33:
~Fthermali = −
2
3~eNi εiAi
Psolari + Pi
c
(3.49)
Darin ist ~eNi der Normaleneinheitsvektor der Fläche Ai und c die Lichtgeschwindigkeit.
Abgesehen von internen Wärmequellen wird auch der solare Strahlungsdruck, der das
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Element erreicht Psolari berücksichtigt:
Psolari =
Wmean
r2S
αi cos θi (3.50)
Dieser ist abhängig von der mittleren Solarkonstante bei einer astronomischen Einheit
Wmean , dem Abstand zur Sonne rS, dem Absorptionskoeffizient αi und vom Winkel θi
zwischen der Richtung zur Sonne ~eSun und dem Normaleneinheitsvektor ~eNi.
Anders als in Gleichung 3.33, kann in diesem Modell der orts- und zeitabhängige Solar-
druck nicht als Faktor aus der Kraftgleichung herausgezogen werden. Daher wurde der
gesamte Prozess um eine Instanz erweitert. Neben der Vorgabe von ϕ und θ wird als
dritte Eingabe die Distanz zur Sonne rS benötigt. Dabei kann eine beliebige Anzahl an
Punkten gewählt werden, die typischerweise zwischen Perihel und Aphel liegen. Diese
dritte Instanz ändert das Aussehen der resultierend Textdateien ebenfalls (s. Tabelle 3.2).
rS1 rS2
ϕ1 ϕ2 ϕ3 ϕ4 ϕ1 ϕ2 ϕ3 ϕ4
θ1 FX11 FX12 FX13 FX14 FX11 FX12 FX13 FX14
θ2 FX21 FX22 FX23 FX24 FX21 FX22 FX23 FX24
θ3 FX31 FX32 FX33 FX34 FX31 FX32 FX33 FX34
θ4 FX41 FX42 FX43 FX44 FX41 FX42 FX43 FX44
θ5 FX51 FX52 FX53 FX54 FX51 FX52 FX53 FX54
Tabelle 3.2.: Aufbau der Komponentenmatrix am Beispiel von der x–Komponente der
Störkraft für den thermalen Strahlungsdruck.
In Simulink kommt dadurch ebenfalls eine andere Art von Lookup Table zum Einsatz,
die in Abbildung 3.26 dargestellt ist. In dieser dreidimensionalen Lookup Table werden
parallel Matrizen als sogenannte Seiten abgelegt. Jeder Seite ist ein Distanzwert zur
Sonne zugeordnet. Um die nach Tabelle 3.2 formatierten Textdateien innerhalb dieser
Lookup Table verwenden zu können, musste zusätzlich eine Einleseroutine bereitgestellt
werden.
Das hier beschriebene Modell zur Berechnung des thermalen Strahlungsdrucks soll eben-
falls als Modul in den HPS aufgenommen werden. Dafür ist auch die Anpassung des
Matlab-GUIs geplant.
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Abbildung 3.26.: Lookup Table zur Bestimmung des thermalen Strahlungsdrucks.
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4. Vorbereitung der Datenanalyse von
MICROSCOPE
Bereits während des Baus und der umfangreichen Tests aller MICROSCOPE-Kompo-
nenten wurde mit der Vorbereitung der Datenanalyse begonnen. Ein wesentlicher Be-
standteil war dabei der Aufbau des in Kapitel 2.3 vorgestellten CMS. Unter dessen Ver-
antwortung wurden bei ONERA die Missionsszenarien entworfen und die Kalibrierungs-
phasen geplant [26, 25, 22, 19, 18]. Zusätzlich mussten Methoden zur Datenauswertung
entwickelt, implementiert und validiert werden [24, 2, 6, 5, 42, 3]. Vor dem Start von
MICROSCOPE standen somit zunächst alle benötigten Prozesse und Analysemethoden
bereit, die allerdings bei Bedarf noch im Laufe der Mission angepasst werden können.
Das ZARM beteiligt sich ebenfalls an der Datenauswertung von MICROSCOPE, u. a.
durch die Mitarbeit in der SPG. Das ZARM Team setzt dabei zum Teil redundante Ver-
fahren ein, um unabhängig ein vergleichbares Ergebnis erzielen zu können. Außerdem
werden ergänzende Auswerteverfahren beigesteuert. Im Rahmen dieser Arbeit ist dazu
das Flight Data Evaluation Tool entstanden. Dabei handelt es sich um eine Sammlung
unterschiedlicher Softwarekomponenten, die für die Bearbeitung der N1- und N2-Daten
(s. Kapitel 2.3.1) erforderlich ist. Im Folgenden werden die einzelnen Bestandteile aus-
führlich dargestellt und deren Verwendung im Rahmen der MICROSCOPE Datenana-
lyse exemplarisch beschrieben.
4.1. Das Flight Data Evaluation Tool
Das Flight Data Evaluation Tool (FDET) wurde speziell für die Datenauswertung am
ZARM entwickelt. Es erfüllt im Wesentlichen zwei Aufgaben:
1. Verwaltung und Bereitstellung der MICROSCOPE-Daten für die Arbeiten am
ZARM (vgl. Abschnitt 4.1.1)
2. Datenanalyse und deren Visualisierung (vgl. Abschnitt 4.1.2)
Das FDET ist eine Softwaresammlung, die Funktionen in unterschiedlichen Program-
miersprachen enthält. Als Entwicklungsumgebung wurde Matlab festgelegt, da auf diese
Weise direkte Schnittstellen zum HPS generiert werden können. Das schafft zum einen
optimale Voraussetzungen für den Vergleich von Satellitendaten mit simulierten Daten.
Zum anderen können Simulationsergebnisse eingesetzt werden, um die Bestimmung des
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Eötvös-Parameters zu verbessern. Dieser Prozess ist schematisch in Abbildung 4.1 dar-
gestellt.
FDET
Datenauswertung
HPS
Simulationen
Missionsdaten
Vergleich
Missionsdaten –
Simulationsdaten
(a) Validierung
Bestimmung
von η
FDET
Datenauswertung
HPS
Simulationen
Missionsdaten
(b) Datenauswertung
Abbildung 4.1.: Nutzung des FDET in Verbindung mit dem HPS.
Für die Produktion der in Kapitel 2.3.1 vorgestellten MICROSCOPE-Datensätze wird
anstelle von Matlab die Python-Programmbibliothek NumPy1 verwendet. Die Datensät-
ze werden als Binärdateien abgelegt, die in dieser Form nicht direkt in Matlab verarbei-
tet werden können. Daher muss zunächst eine Konvertierung in ein von Matlab lesbares
Format erfolgen. Die Entscheidung fiel zu Gunsten eines einfachen Textformats. Daraus
ergibt sich der Vorteil, dass die konvertierten Daten auch über einen Editor oder ein
anderes Datenverarbeitungsprogramm eingelesen werden können. Eine breite Wieder-
verwendbarkeit ist damit sichergestellt. Der Aufbereitungsprozess der Daten von ihrer
Konvertierung bis zur finalen Visualisierung wird nachfolgend genauer erläutert. Die
Prozeduren und Programme sind anhand der von ONERA vor Missionsbeginn bereitge-
stellten Probedatensätzen entwickelt worden. Allerdings mussten aufgrund kurzfristiger
Strukturänderungen im Laufe der Mission im Detail mehrfach Anpassungen erfolgen.
4.1.1. Datenmanagement
Die Daten von MICROSCOPE werden auf einem vom CMS betriebenen Server archi-
viert (vgl. Kapitel 2.3). Dieser ist regulär seit Mai 2017 online; zuvor wurde mit einer
provisorischen Datenserverlösung gearbeitet. Der Server ist nicht öffentlich zugänglich
und steht im Wesentlichen den Mitgliedern der SPG zum Datenaustausch zur Verfü-
gung. Auf diesem Server sind die Datensätze in allen drei definierten Level abgelegt
(s. Kapitel 2.3.1). Bereits Anfang 2016 wurden von der SWG weitere Wissenschaftler-
teams ausgewählt, die bereits vorzeitig selektiv Zugriff auf MICROSCOPE-Datensätze
1NumPy, www.numpy.org, eingesehen am 14.08.2017
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erhalten. Die Teams hatten nach einem entsprechendem Aufruf der SWG Anträge für
die Verwertung von MICROSCOPE-Daten unabhängig vom eigentlichen Missionsziel
gestellt. Erste Testdatensätze (N1- und N2-Level) stehen über den Server seit Juni 2017
auch diesen Wissenschaftlerinnen und Wissenschaftlern zur Verfügung.
Innerhalb der SPG werden alle Mitglieder via E-Mail informiert, sobald neue Datensätze
auf dem Sever zur Verfügung stehen. Dabei sind alle einer Session zugehörigen Dateien
in einer Zipdatei Session.zip zusammengefasst. Am ZARM wird diese Datei zunächst
über einen Arbeitsrechner heruntergeladen und anschließend auf einem zentralen, speziell
für MICROSCOPE am ZARM eingerichteten Datenspeicher archiviert. Für die weitere
Verarbeitung wird eine Kopie der Zipdatei gesondert auf dem Datenspeicher abgelegt.
Ein Shellskript führt danach folgende Aufgaben aus:
1. Session.zip entpacken.
2. Alle Binärdateien *.bin in Textdateien *.csv konvertieren. Der Prozess wird in
einer Logdatei protokolliert.
3. Anlegen der Datei Session.csv. Diese enthält eine Liste aller Dateien, die im ent-
packten Verzeichnis Session vorliegen.
Der Kopf der erzeugten Textdateien enthält dabei Informationen über Dateinamen und
Speicherort der jeweiligen Datei und der entsprechenden Originaldatei. Außer der ei-
gentlichen Datenreihe enthalten die Binärdateien noch zusätzliche Angaben, die für die
weitere Verwendung wichtig sind. Die Informationen wurden ebenfalls in den Dateikopf
mit aufgenommen, der in Abbildung 4.2 dargestellt ist. Darin gibt die Zeile mit *da-
tation* den relativen Pfad zur Datei mit der passenden Zeitskala an. Ebenso ist die
Information zur *mask* Datei hinterlegt. Darin werden die Lücken des Datensatzes do-
kumentiert (1 = Messwert, 0 = Datenlücke), s. Kapitel 2.3.1. Schließlich wird in der
letzten Zeile auf N0-Level die Sensorkennung angegeben, ansonsten mittels computed
vermerkt, dass der Datensatz bereits bearbeitet wurde. In diesem Beispiel erfolgte be-
reits die Konvertierung von N0- in das N1-Level. Nach dem Dateikopf folgen einspaltig
die Messwerte.
##############################################################
Session_34_EPI_0_01_SUEP/N1a_01/SUEP/IS1/AccelerationXscaa.csv
from
Session_34_EPI_0_01_SUEP/N1a_01/SUEP/IS1/AccelerationXscaa.bin
##############################################################
../../../DatesAndMasks_01/datation411.bin
../../../DatesAndMasks_01/mask411.bin
computed
Abbildung 4.2.: Kopf der erzeugten Textdateien.
Neben der automatisierten Konvertierung auf dem Datenspeicher ist diese auch individu-
ell auf einem PCmöglich. Dafür steht eine gesondertes Python-Programm zur Verfügung,
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das auf unterschiedliche Weise verwendet werden kann. So ist es möglich, zunächst nur
eine Liste der Binärdateien in einem gewählten Verzeichnis zu erstellen. Diese kann dann
nach Bedarf gekürzt werden und die Übersetzung erfolgt anschließend nur für die geli-
steten Dateien. Dieses Vorgehen ist von Interesse, wenn nur einige wenige Datenreihen
einer Session Verwendung finden sollen. Alternativ kann das Programm auch genau wie
im automatisierten Prozess eingesetzt werden, und zwar durch Eingabe des Verzeich-
nisses, in dem alle Dateien konvertiert werden sollen. Das individuelle Programm bietet
für beide Varianten noch ein weitere Option: Die Ausgabe kann auch als zweispaltige
Version erfolgen, wobei die erste Spalte die Zeitachse der zugehörigen Datei *datation*
enthält und die zweite die eigentliche Messreihe. Diese Form der Ausgabe ist beson-
ders dann von Vorteil, wenn Datenreihen aus der Ordnerstruktur herausgenommen und
einzeln weiterverwendet werden.
Nachdem die übersetzten Dateien auf dem Datenspeicher abgelegt sind, müssen sie zur
weiteren Verarbeitung auf einen anderen PC übertragen werden. Es ist erforderlich die
Dateistruktur beizubehalten, wenn die Dateien mit den im folgenden Abschnitt 4.1.2
beschriebenen FDET-Funktionen verwendet werden sollen. Im Rahmen des FDET sind
in diesem Zusammenhang Shellskripte entstanden, die die Datenübertragung vom Spei-
cher zu einem PC unterstützen. Auch hier ist es oft sinnvoll, nur Teile der gesamten
Datenbasis zu übertragen. Zu diesem Zweck wurde ein Matlab-GUI erstellt, das anhand
der Inhaltsdatei einer Session (Session.csv) eine Liste generiert, in der die gewünschten
Dateien ausgewählt werden können. Mithilfe eines Shellskripts werden anschließend nur
die ausgewählten Dateien kopiert, wobei die erforderliche Verzeichnisstruktur angelegt
wird.
4.1.2. Analyse und Visualisierung
Das Kernstück des FDETs bilden zwei Matlab-GUIs, in denen die Visualisierung und
Analyse der Daten kombiniert wird. Dabei sind alle Funktionen, die zur Bedienung der
GUIs entstanden sind, so entworfen, dass sie auch für sich genommen in einem anderen
Kontext (wie z. B. in Abschnitt 4.2) verwendet werden können.
Abbildung 4.3 (a) zeigt das GUI, welches die vom CECT bestimmten Orbit- und Lage-
daten verarbeitet und darstellt. In diesem Beispiel ist der Probedatensatz der Session 34
zu sehen. Dabei handelt es sich um simulierte Daten einer Wissenschaftssession, in der
der Äquivalenzprinziptest für die Sensoreinheit SUEP im Inertial Mode durchgeführt
wurde. In diesem GUI können keinerlei Analysen durchgeführt werden, denn sie dient in
erster Linie der Visualisierung der Satellitenbewegung. Zusätzlich verfügt das GUI über
die Option, eingelesene Orbit- und Lagedaten in Matlab-Strukturen zu speichern, um
sie für weitere Analysen bereitzustellen.
In Abbildung 4.3 (b) ist das GUI zur Verarbeitung der Daten von T-SAGE zu sehen. Hier
ist für die oben genannte Session das Zeitsignal der simulierten Beschleunigungsdaten der
inneren und äußeren Testmasse des Sensors SUEP entlang der x-Achse dargestellt. Wird
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Select mission directory:
D:\MicroscopeDaten\Session_34_EPI_0_01_SUEP\Mission\
Select orbit file: File name Save orbit data
MIC_CECT_PRECISE_ORBIT_20151120T141453_20151202T102949_34
Select attitude file: File name Save attitude data
MIC_CECT_PRECISE_ATTITUDE_20151120T141453_20151202T102949_34
POSITION VELOCITY Orbits
QRAT WRAT
ACCRAT FLAG
s
Save setup
(a) Matlab-GUI zur Visualisierung des Satellitenorbits und der Satellitenlage.
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Select data directory:
D:\MicroscopeDaten\Session_34_EPI_0_01_SUEP\N1a_01\
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IS1
Select 1. data file:
SUEP\IS1\AccelerationXsci.csv
../../../DatesAndMasks_01/datation411.bin ../../../DatesAndMasks_01/mask411.bin
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(b) Matlab-GUI zur Darstellung und Analyse der Nutzlastdaten.
Abbildung 4.3.: Matlab-GUIs des Flight Data Evaluation Tools.
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ein Datensatz ausgewählt, erfolgt für die Darstellung automatisch die direkte Zuordnung
der passenden Zeitskala (aus der Datei *datation*). Anders als bei dem GUI für die
Satellitendaten können hier direkt Analysen durchgeführt und deren Ergebnis dargestellt
werden.
Eine mögliche Verletzung des Äquivalenzprinzips kann bei einer genau definierten Fre-
quenz detektiert werden. Im FDET sind daher Frequenzanalysen implementiert, um ein
mögliches Verletzungssignal identifizieren zu können. Außerdem lassen sich darüber Stö-
rungen im Frequenzbereich abbilden und deren Einfluss auf die Bestimmung des Eötvös-
Parameters abschätzen. Das FDET verwendet für die Frequenzanalyse der Messdaten
eine in Matlab implementierte diskrete Fourier-Transformation (fft), die einen “Fast
Fourier Transform”-Algorithmus verwendet2. Die Fouriertransformierte X eines Signals
S mit n Datenpunkten wird dabei wie folgt berechnet:
X(k) =
n∑
j=1
S(j)e− 2piin (j−1)(k−1) (4.1)
Vom komplexwertigem Ergebnis der Fourier-Transformation wird der Betrag betrach-
tet, um die Signalstärken bei einzelnen Frequenzen abschätzen zu können. Bei dieser Art
der Darstellung werden in der Regel Normierungen verwendet. Im Rahmen des FDET
werden davon zwei Darstellungsformen realisiert, und zwar das Amplitudenspektrum
und die Wurzel der spektrale Leistungsdichte (engl. Power Spectral Density, PSD). Die
Unterschiede beider Varianten werden anhand der Beschleunigungsmesswerte einer Ka-
librierungssession demonstriert. Wie in Abbildung 4.4 (a) zu sehen ist, fliegt der Satellit
im Inertial Mode, die Lage ändert sich innerhalb der zehn dargestellten Orbits nicht. Bei-
de Testmassen erfahren allerdings eine sinusförmige Beschleunigung (Abbildung 4.4 (b)),
da sie durch eine definierte elektrostatische Kraft mit vorgegebener Amplitude angeregt
werden.
In Abbildung 4.5 (a) ist das Amplitudenspektrum für die innere Testmasse dargestellt.
Dazu wird zunächst das zweiseitige Amplitudenspektrum A2 bestimmt, das sich aus dem
Betrag von X normiert auf die Gesamtzahl der Datenpunkte n ergibt:
A2(k) =
√
X(k) ·X∗(k)
n
(4.2)
Darin ist X∗ die konjugiert komplexe Zahl von X. Anschließend erfolgt die Zuordnung
der zugrunde liegenden Frequenzen. Dabei muss zunächst beachtet werden, dass die
höchste Frequenz, die aufgelöst werden kann an die Abtastfrequenz Fs gekoppelt ist.
Diese wird als Nyquist- Frequenz bezeichnet und beträgt:
fNyquist =
Fs
2 (4.3)
2Matlab Dokumentation, https://de.mathworks.com/help/matlab/ref/fft.html, eingesehen am
18.08.2017.
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(b) Beschleunigungsdaten der Testmassen des Sensors SUEP entlang der x-Achse.
Abbildung 4.4.: Beispielhafte Ausgaben der GUIs für eine Kalibrierungssession im Iner-
tial Mode.
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Abbildung 4.5.: Gegenüberstellung verschiedener Spektren am Beispiel einer Kalibrie-
rungssession.
Die Frequenzauflösung zwischen f = 0 Hz und der Nyquist-Frequenz hängt hingegen
von der Länge der Abtastzeit T ab:
∆f = 1
T
(4.4)
In der zweiseitigen Form des Spektrums sind alle Frequenzen zwischen f = 0 Hz und der
Nyquist-Frequenz doppelt vertreten, d.h. die Einträge der zweiten Hälfte von A2 müssen
auf die erste Hälfte addiert werden. In der Matlab-Implementierung sieht dies wie folgt
aus:
A1(1) = A2(1)
A1(k) = 2A2(k) für k = 2, ...,
n
2 (4.5)
A1(n/2 + 1) = A2(n/2 + 1)
In Abbildung 4.5 (a) kann damit genau die eingestellte Amplitude von 5 · 10−8 m/s2 bei
der Kalibrierungsfrequenz von fcal ≈ 1, 23 · 10−3 Hz (senkrechte, rot gestrichelte Linie)
abgelesen werden.
Im Gegensatz dazu ist in Abbildung 4.5 (b) die Wurzel der spektrale Leistungsdichte
aufgetragen. Auch hier ist bei der Kalibrierungsfrequenz ein Peak klar zu erkennen. Die
Amplitude der Eingangsbeschleunigung kann allerdings nicht direkt abgelesen werden.
Dies ist auch anhand der auf der y-Achse eingetragen Einheit zu erkennen: [m/s2/
√
Hz].
Diese ergibt sich aus der gewählten Normierung für die PSD:
PSD2(k) =
1
Fs
√
X(k) ·X∗(k)
n
[
m2/s4
Hz
]
(4.6)
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Die Berechnung der einseitigen PSD1 erfolgt analog zu A1. Als letzter Schritt wird die
Wurzel daraus bestimmt. Neben der Gesamtanzahl der betrachteten Datenpunkte n wird
bei der PSD auch die Abtastfrequenz Fs in die Normierung mit aufgenommen. Dadurch
lassen sich verrauschte Signale unterschiedlicher Messungen oder auch unterschiedlicher
Sensoren besser miteinander vergleichen.
So wie diese hier exemplarisch vorgestellten Funktionen können beliebige andere Matlab-
Funktionen in das GUI eingebunden werden. Für die Verwendung des FDET ist ein
Handbuch entstanden, in dem auch die in Abschnitt 4.1.1 beschriebenen Abläufe doku-
mentiert sind. Ein Auszug des Handbuchs ist als Anhang D beigefügt. Darin sind alle
Funktionalitäten der beiden vorgestellten GUIs beschrieben und Informationen zu den
verwendeten Speicherstrukturen hinterlegt.
4.2. Automatisierter Datenreport
Am ZARM wird von jeder Session ein Datenreport in einem automatisierten Prozess
erstellt. Der Report beinhaltet Analysen der Beschleunigungsdaten sämtlicher Freiheits-
grade beider Testmassen des in der Session betrachteten Sensors. Zusätzlich wird das
Differenzsignal für die x- und z-Achse ausgewertet. Der Datenreport ist so gestaltet,
dass bei der Durchsicht ein erster Überblick entsteht, ob Anomalien aufgetreten sind
oder alle Ergebnisse in Übereinstimmung mit den Erwartungen sind. Für diesen Über-
blick werden der zeitliche Verlauf des untersuchten Datensatzes, dessen Wavelet-Analyse
(s. Kapitel 4.3) und dessen Frequenzanalyse auf einer Seite zusammenfassend dargestellt.
Abbildung 4.6 zeigt exemplarisch eine Seite für die Analyse des Differenzsignals entlang
der x-Achse.
Für die Erstellung eines Reports werden bereits vorgestellte Teile des FDETs verwen-
det, die um einige weitere Programme ergänzt worden sind. Abbildung 4.7 gibt einen
Überblick über die durchzuführenden Schritte. Die ersten beiden Bereiche (mit PC und
Datenspeicher bezeichnet) sind bereits in Abschnitt 4.1.1 beschrieben worden. Anschlie-
ßend erfolgt die weitere Bearbeitung auf einem Cluster am ZARM. Für diesen haben die
SPG-Mitglieder am ZARM einen Sammelaccount, so dass unabhängig von der Person,
die die Berichterstellung durchführt, immer dieselben Versionen aller benötigten Funk-
tionen und Programme (Matlab eingeschlossen) verwendet werden. Abgesehen davon
wird der Arbeitsspeicherbedarf für die Wavelet-Analysen von den Arbeitsplatzrechnern
nicht gedeckt; für diese muss in jedem Fall auf den Cluster ausgewichen werden.
Als erster Schritt muss auf dem Cluster die Datei Session.csv aktualisiert werden. Darin
sind alle Sessions aufgeführt, für die ein Datenreport gewünscht ist. Es ist selbstver-
ständlich auch möglich für eine Session mehrere Datenreports zu erstellen, zum Beispiel
mit Datensätzen unterschiedlicher Level. Die Auswahlmöglichkeiten sind zeilenweise ge-
listet, so dass anhand der Zeilennummer im Anschluss festgelegt werden kann, welche
Datenreports im nächsten Durchlauf erstellt werden sollen. Diese Auswahl erfolgt über
eine Skriptdatei (FDET_automatedDataReport.pbs). Falls Datenreports in einer älteren
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Abbildung 4.6.: Beispielseite eines ZARM Datenreports.
70
4.2. Automatisierter Datenreport
Version erstellt werden sollen, kann dies auch über die Skriptdatei gesteuert werden. An-
schließend erfolgt der Start des automatischem Clusterjobs. Dieser führt in einer Schleife
für jeden angeforderten Datenreport folgende Aufgaben durch:
1. Kopie der benötigten Daten (Beschleunigung beider Testmassen in allen Freiheits-
graden und passende Zeitskala) vom Archiv auf dem Datenspeicher auf den Clu-
ster.
2. Frequenzanalyse und Wavelet-Analyse mithilfe der FDET-Funktionen sowie die
Erstellung aller Grafiken.
3. Erzeugung des Reports aus einer Latex-Hauptdatei und mehreren Unterdateien,
die vom Skript erzeugt werden bzw. im Matlab-Prozess entstehen. Die Berichter-
stellung erfolgt mittels pdflatex. Der Bericht wird auf dem Cluster archiviert.
Cluster 
Datenspeicher 
PC 
Download vom 
Datenserver 
Datenreport 
Ankündigung 
neuer Daten 
Ablage auf Datenarchiv 
Übersetzung der *.bin in 
*.csv Dateien 
Aktualisierung der 
Session.csv 
Aktualisierung *.pbs 
Datei 
Start des Clusterjobs 
Kopie aller benötigten 
Daten vom Archiv 
Matlab Analysen der 
Daten 
Reporterzeugung mit 
pdflatex 
Abbildung 4.7.: Ablaufschema zur Erstellung eines Datareports.
Inhalt und Aussehen des Berichts sind in einem iterativen Prozess entstanden, der noch
nicht abgeschlossen ist, da eine Validierung durch die SPG noch aussteht. Eine der
letzten Änderungen war z. B. die Markierung der EP-Frequenz (rote, gestrichelte Linie)
und der doppelten EP-Frequenz (rote, durchgezogene Linie). Die Frequenzen werden in
Abhängigkeit von Orbit- und Rotationsfrequenz bestimmt, wobei die Rotationsfrequenz
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direkt aus dem Namen der Session abgeleitet werden kann (vgl. Kapitel 2.3). Durch den
automatisierten Prozess kann ohne großen Aufwand nach jeder Änderung ein komplett
neuer Satz von Datenreports erstellt werden. Die Bedienung aller Tools zur Erstellung
der Datenreports sind ebenfalls im Handbuch dokumentiert.
4.3. Verwendung des FDET zur Bewertung der
MICROSCOPE-Daten
Die Datenanalyse am ZARM bedient sich weitestgehend redundanter Methoden im Ver-
gleich zu denen in der SPG vertretenen Instituten. Auf diese Weise können Aussagen von
unterschiedlicher Seite bewertet und verifiziert werden. Über das FDET und die auto-
matisierten Datenreports steht allerdings mit der Wavelet-Analyse eine weitere Methode
zur Bewertung der Daten zur Verfügung, die in dieser Form bisher an keiner anderen
Stelle realisiert wird. Die Wavelet-Analysen unterstützen die Interpretation der durch
die Fourier-Transformation gefundenen Ergebnisse.
Anders als bei der Fourier-Transformation, enthält das Ergebnis einer Wavelet-Transfor-
mation nicht nur Informationen über die Frequenzen, die dem analysierten Signal zugrun-
de liegen, sondern auch eine zeitliche Zuordnung dieser. Bei der Wavelet-Transformation
wird ein Signal x(t) in Basisfunktionen Ψa,b(t) zerlegt [34]:
WT (a, b) =
∫ ∞
−∞
x(t)Ψa,b(t)dt =
1√
|a|
∫ ∞
−∞
x(t)Ψ
(
t− b
a
)
dt (4.7)
mit ∫ ∞
−∞
Ψa,b(t)dt = 0 (4.8)
Die Basisfunktion (engl. Mother Wavelet) Ψa,b(t) entspricht dabei einer schmalen, wel-
lenförmigen Oszillation, die beidseitig zu Null konvergiert. Mithilfe der Parameter a und
b lässt sich die Frequenz- und die Zeitauflösung des Mother Wavelets beeinflussen [50].
Je nach Verwendung können verschiedene Mother Wavelets zum Einsatz kommen, die
sich in der Form ihrer Schwingung unterscheiden.
Im Rahmen des FDET wird die Matlab-Implementierung einer kontinuierlichen Wavelet
Transformation (cwt) verwendet3. In den Datenreport wird das sogenannte Scalogram
eingebunden. In dieser grafischen Darstellung wird der Betrag von WT (a, b) in Abhän-
gigkeit von Zeit und Frequenz abgebildet. Für die Datenreports wird die Standardeinstel-
lungen der cwt mit einem Morse-Wavelet verwendet. In Abbildung 4.8 (a) ist das damit
erzeugte Scalogram eines Differenzsignals entlang der x-Achse zu sehen. Bei der doppel-
ten Orbitfrequenz (rote, durchgezogene Linie) ist als konstantes gelbes Band das Signal
3Matlab Dokumentation, https://de.mathworks.com/help/wavelet/ref/cwt.html, eingesehen am
21.08.2017.
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des Gravitationsgradienten zu erkennen. Im Gegensatz zur Fourier-Transformation er-
gibt sich keine scharfe Linie bei einer bestimmten Frequenz (vgl. Abbildung 4.6). Das
Signal ist sozusagen über mehrere Frequenzen verschmiert. Entsprechend eignet sich die
Wavelet-Transformation nicht zur Identifikation exakter Frequenzen, die in einem Signal
enthalten sind, sondern kann vielmehr dafür eingesetzt werden, die Konstanz bestimmter
Signale zu beurteilen. Dabei muss immer ein Kompromiss aus Frequenz- und Zeitauf-
lösung getroffen werden. Dafür ist Teil (b) der Abbildung 4.8 ein gutes Beispiel. Für
dieses Scalogram wurde ein Bump-Wavelet als Mother Wavelet eingesetzt. Die Frequen-
zauflösung ist hier höher als beim Morse-Wavelet was durch das schmalere Band um die
Referenzfrequenz zum Ausdruck kommt. Bei Betrachtung des niederfrequenten Bereichs
fällt hingegen auf, dass im Vergleich zum Morse-Scalogram die einzelnen Blöcke deutlich
verschmierter sind, d.h. die zeitliche Auflösung ist für das Bump-Wavelet schlechter.
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Abbildung 4.8.: Scalogram für Differenzsignal entlang der x-Achse für unterschiedliche
Mother Wavelets.
Wie in dem Beispiel gezeigt, kann die Wavelet-Transformation ergänzend zur Fourier-
Analyse bestätigen, dass ein Signal bei konstanter Frequenz über den gesamten abgeta-
steten Zeitbereich vorhanden oder eben nicht vorhanden ist. Dies ist bei MICROSCOPE
besonders interessant im Hinblick auf die EP-Frequenz. Bei einer Verletzung des Äquiva-
lenzprinzips müsste bei dieser Frequenz ein Band zu sehen sein. Aufgrund der erwarteten
geringen Amplitude wäre es allerdings deutlich schwächer ausgeprägt, als das des Gra-
vitationsgradienten.
Die Wavelet-Analyse eignet sich auch hervorragend zur Identifikation von Kurzzeitereig-
nissen, wie z. B. den Einschlag eines Staubkorns auf der Satellitenoberfläche, wodurch
eine Beschleunigungsspitze in den Sensordaten entstehen würde. Diese Art von Ereignis
wird in der Fourier-Analyse als Breitbandsignal repräsentiert und bewirkt den Anstieg
des allgemeinen Rauschlevels. Im Scalogram sind solche Ereignisse an senkrechten Linien
zu erkennen, die klar zeitlich zugeordnet werden können. Ein Beispiel dafür ist in Abbil-
dung 4.9 zu sehen. Die senkrechten pinken Linien markieren zwei Datenlücken, die im
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Zeitsignal so nicht zu erkennen sind. Datenlücken wirken sich genau wie andere Kurz-
zeitereignisse auf Fourier- und Wavelet-Transformation aus. Im Scalogram sind beide
Datenlücken deutlich zu erkennen. Außerdem ist klar zu erkennen, dass die Zeitauflö-
sung in Richtung niedriger Frequenzen immer schlechter wird. In diesem Beispiel treten
neben den markierten Datenlücken keine weiteren Ereignisse im Scalogram auf. Sollte
dies jedoch der Fall sein, muss unter Berücksichtigung weiterer Messdaten geklärt wer-
den, welche Form von Ereignis vorliegen kann. Die zeitliche Eingrenzung erleichtert an
dieser Stelle die Arbeit. Außerdem können Zeiträume vor oder nach einem Ereignis ge-
sondert analysiert werden. In Bezug auf MICROSCOPE ergibt sich über das Scalogram
eine zusätzliche Möglichkeit, gefundene Ergebnisse zu untermauern und den gesamten
Analyseprozess zu unterstützen.
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Abbildung 4.9.: Identifikation von Datenlücken im Scalogram.
75

5. Die Mission MICROSCOPE als
Anwendungsbeispiel für den HPS
Nach der ausführlichen Einführung des HPS als Simulationstool in Kapitel 3 wird in
diesem Kapitel der HPS für Simulationen der Mission MICROSCOPE eingesetzt. Ziel
dabei ist es, den realen Orbit von MICROSCOPE so genau wie möglich nachzubilden,
um anschließend eine Störkraftanalyse auf diesem Orbit durchführen zu können. Eine
Vorstellung der Grundeinstellungen, die für die Orbitsimulation verwendet werden, ist
in Abschnitt 5.1 gegeben. Außerdem wird die Implementierung einer vereinfachten Re-
gelung für die Simulationen der Satellitenlage dargestellt. Auf dieser Basis lassen sich
Störungssimulationen umsetzen, welche zunächst für die Restatmosphäre und das Erd-
magnetfeld betrachten werden. In Abschnitt 5.2 erfolgt anschließend eine ausführliche
Diskussion über die Entwicklung des solaren und thermalen Strahlungsdrucks in Be-
zug auf MICROSCOPE, wobei unterschiedliche Geometriemodelle des Satelliten zum
Einsatz kommen. Im letzten Abschnitt 5.3 wird schließlich eine Gesamtsimulation kon-
zipiert, die alle zuvor betrachteten Themen verbindet. Die Simulation der Satellitenbahn
wird mit Positionsdaten von MICROSCOPE verglichen, welche über das FDET bereit-
gestellt werden. Abschließend erfolgt eine ausführliche Diskussion der Störkrafteinflüsse
auf dem Orbit von MICROSCOPE.
5.1. Aufbau einer Orbitsimulation für MICROSCOPE
aus Modulen des HPS
Um Umweltbedingungen und die daraus resultierenden Störeinflüsse berechnen zu kön-
nen, muss als Ausgangspunkt die Simulation der Satellitenposition erfolgen. Eine ge-
nerelle Aussage über die Größe der Störkräfte, denen MICROSCOPE während seiner
Mission ausgesetzt ist, kann eine Simulation geben, die ein vollständiges Jahr abbildet.
Dafür wird der Zeitraum Mai 2016, d. h. kurz nach dem Satellitenstart, bis Mai 2017
gewählt. Damit sind sowohl der erste Zeitraum mit Eklipsephasen als auch die komplette
erste Wissenschaftsphase abgedeckt.
Als erster Schritt muss die Wahl des Dynamikmoduls erfolgen. Die Analysen in Ka-
pitel 3.2 zum Thema Integrationsverhalten der unterschiedlichen Dynamikimplemen-
tierungen haben gezeigt, dass diese Wahl u. a. in Abhängigkeit der gewünschten bzw.
benötigten Integrationsschrittweite getroffen werden sollte. Für die Durchführung einer
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Jahressimulation wird in der Regel mit möglichst großen Schrittweiten gearbeitet, um
die Rechenzeit der Simulation gering zu halten. Sie darf allerdings nicht zu groß ge-
wählt werden, damit der Orbit noch ausreichend gut bestimmt werden kann. Aufgrund
der in Abbildung 3.7 gezeigten Ergebnisse, wird für die Jahressimulationen von MI-
CROSCOPE das Dormand-Prince(8)7 Verfahren des XHPS-Dynamikmoduls mit einer
Schrittweite von 100 s eingesetzt. Bei der Untersuchung von Details, die lediglich eine
Simulation einzelner Orbits erfordern, wird hingegen eine geringere Schrittweite von 1
s gewählt, um eine höhere Auflösung der simulierten Einflüsse entlang des Orbits zu
erhalten. Entsprechend kommt mit dem Adams-Bashforth-Moulton auch ein anderes
Integrationsverfahren des XHPS-Dynamikmoduls zum Einsatz (vgl. Abbildung 3.7).
Vor dem Start einer Simulation müssen auch die Anfangswerte der Position ~r ii,b und
Geschwindigkeit ~v ii,b des Satelliten festgelegt werden. Wird eine bereits erfolgte Mission
mithilfe einer Simulation nachgebildet, können diese Informationen den Missionsdaten
entnommen werden. In jedem anderen Fall bietet es sich an, den geplanten Satellite-
norbit über seine sechs Bahnelemente zu beschreiben. Der HPS stellt eine Funktion
bereit, mit der diese anschließend in Position und Geschwindigkeit umgerechnet wer-
den können. Für die Simulation der MICROSCOPE-Mission wird in Abhängigkeit des
betrachteten Szenarios mit beiden Varianten gearbeitet. Missionsdaten kommen immer
dann zum Einsatz, wenn für eine geplante Untersuchung entsprechende Informationen
vorliegen. Andernfalls wird ein idealisierter Orbit angenommen, dessen Bahnelemente
auf Grundlage der in Kapitel 2 vorgestellten tatsächlichen Satellitenbahn basieren. Die
Bahn wird dabei als Kreisorbit angenommen, d.h. die Exzentrizität ist ε = 0. Die große
Halbachse ergibt sich aus der Summe von Bahnhöhe und Erdradius zu a = 7088 km.
Mit der Inklination i = 98.2284o sind bereits alle notwendigen Elemente festgelegt, um
einen sonnensynchronen Orbit zu beschreiben. Das Argument des Perigäums ω spielt auf
einer Kreisbahn nur insofern eine Rolle, als das davon ausgehend die Satellitenposition
über die wahre Anomalie ν beschrieben wird. Für die Simulation von MICROSCOPE
werden beide Parameter in der Regel auf 0o gesetzt. Die Rektaszension des aufsteigen-
den Knotens Ω muss so gewählt werden, dass die Bahn ihren aufsteigenden Knoten bei
einer Lokalzeit von 18 Uhr hat. Diese Einstellung hängt von Datum und Uhrzeit des Si-
mulationsstarts ab. In Abschnitt 5.1.2 wird ausführlich behandelt, wie diese Einstellung
erreicht werden kann.
5.1.1. Wahl des Gravitationsfeldmodelles
In Kapitel 3.2.3 wurden am Beispiel äquatorialer Kreisorbits unterschiedlicher Höhe
bereits verschiedene gravitative Einflüsse diskutiert, die die Bahn eines Satelliten be-
stimmen. Analog dazu wird auch für den MICROSCOPE-Orbit der Grad n und die
Ordnung m des Standardgravitationsfelds EGM2008 variiert und die Differenz aus Be-
trag des Positionsvektors rnm und rn=720,m=720 gebildet. Das Ziel dieser Simulation ist es,
eine sinnvolle Einstellung für n undm für die Jahressimulation zu finden. Den Ausgangs-
punkt bildet die Berechnung zweier Orbits, und zwar mit einer Integrationsschrittweite
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Abbildung 5.1.: Abweichung des Betrags des Positionsvektors rnm vom Referenzwert
rn=720,m=720 für den MICROSCOPE Orbit.
von 1 s. Dadurch wird eine deutlich feinere Abtastung des Gravitationsfelds erreicht
und die Auflösung lokaler Unterschiede ist besser. Die Startwerte für Position und Ge-
schwindigkeit werden den Daten einer Messkampagne aus Januar 2017 entnommen. Das
Simulationsergebnis ist in Abbildung 5.1 (a) dargestellt. In Teil (b) der Abbildung ist
die entsprechende Gegenüberstellung von Mittelwert der Abweichungen und der benötig-
ten Simulationszeit auf dem Rechencluster am ZARM gezeigt. Beide Grafiken spiegeln
das Ergebnis wider, das für den äquatorialen Orbit mit einer Bahnhöhe von 700 km
in Kapitel 3.2.3 erzielt wurde. Bereits für ein Gravitationsfeld mit Grad und Ordnung
n = m = 20 ergeben sich lediglich Unterschiede in der Größenordnung von 1 m. Bezo-
gen auf den Bahnradius von 7088 km errechnet sich aus der Höhenvariation von 1 m
eine Änderung der Orbitfrequenz im Bereich von 10−11 Hz. Die Frequenzauflösung ∆f
für die Analysen der Messdaten von MICROSCOPE beträgt unter der Annahme einer
Umlaufzeit Torbit von ungefähr 6000 s für die beiden Messmodi:
∆finertial =
1
120 · Torbit ≈ 1, 39 · 10
−6 Hz
∆fspin =
1
20 · Torbit ≈ 8, 3 · 10
−6 Hz
Damit ist die Frequenzänderung durch die Höhenvariation nicht mehr auflösbar und
die Gravitationsfeldeinstellung kann ohne Einschränkungen gewählt werden. Auf eine
weitere mögliche Reduzierung von n und m wird an dieser Stelle verzichtet, welche
lediglich eine geringe Zeitersparnis auf Kosten der Genauigkeit bedeuten würde.
Ausgehend von dem gewählten Gravitationsfeld werden auch die Auswirkungen der Gra-
vitationsfelder von Sonne und Mond sowie der relativistischen Korrektur für den Orbit
von MICROSCOPE getestet. Dazu wird bei selben Startwerten auf eine Integrations-
schrittweite von 100 s umgestellt, um diesmal einen kompletten Tag zu simulieren. Da-
bei wird zunächst lediglich die Entwicklung der Satellitenbahn unter reinem Einfluss
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Abbildung 5.2.: MICROSCOPE-Orbit für einen Tag mit dem EGM n = m = 20.
des Gravitationsfelds mit n = m = 20 berechnet. Der Verlauf von Positionsvektor und
Geschwindigkeitsvektor ist in Abbildung 5.2 zu sehen. Anschließend wird die Simulation
wiederholt und die relativistische Korrektur in Form einer Störkraft in die Berechnung
der Satellitendynamik mit einbezogen. Danach werden bei der Berechnung der Satelli-
tendynamik zusätzlich die Gravitationsterme durch Sonne und Mond berücksichtigt. In
Abbildung 5.3 (a) ist mit ∆~rECI die Differenz, die sich aus der Satellitenposition mit
und ohne relativistische Korrektur ergibt, komponentenweise dargestellt. Bereits nach
einem Tag hat sich ein Bahnunterschied von rund sechs Metern aufgebaut, der mit jedem
Orbit größer wird. In Abbildung 5.3 (b) ist entsprechend die Differenz der relativistisch
korrigierten Bahn mit und ohne zusätzlicher Gravitation von Sonne und Mond gezeigt.
Mit rund 15 m ist der Unterschied hier noch deutlich größer. Während die relativistische
Korrektur die stärkste Auswirkung auf die z–Komponenten des Positionsvektors hat,
ist es bei im zweiten Fall die y–Komponente die am stärksten beeinflusst wird. Dies ist
dadurch zu erklären, dass die relativistischen Korrekturen im Wesentlichen proportional
zu Position und Geschwindigkeit sind (s. Gleichung 3.17). Die Gravitationskräfte durch
Sonne und Mond wirken im Simulationszeitraum relativ konstant aus einer Richtung auf
die Bahnebene. Je nach Konstellation der Bahn zu den Himmelskörpern können sich die
Einflüsse verstärken oder auch ausgleichen. Zusammenfassend kann festgehalten werden,
dass die relativistische Korrektur und die Hinzunahme von gravitativen Einflüssen von
Sonne und Mond die Bahn entscheidend verändert. Damit stehen die grundlegenden Ele-
mente zur Realisierung einer Orbitsimulation von MICROSCOPE zur Verfügung. Die
Einbindung von Störungen durch nicht-gravitative Kräfte erfolgt in Abschnitt 5.1.3.
5.1.2. Implementierung einer Lageregelung für MICROSCOPE
Alle Störungen der Satellitenbahn oder -lage nicht-gravitativer Natur ergeben sich aus
der Wechselwirkung zwischen Satellit und den Umgebungsbedingungen im Weltall (s.
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Abbildung 5.3.: Unterschiede in der MICROSCOPE-Bahn durch Berücksichtigung ver-
schiedener gravitativer Einflüsse.
Kapitel 3.3). Neben Simulationszeitpunkt sowie der dazu korrekten Orientierung der
Bahnebene im Raum spielt dabei auch die Lage des Satelliten eine entscheidende Rolle.
MICROSCOPE besitzt mit dem AACS ein äußerst komplexes Lageregelungssystem, das
in dieser Form erstmalig verwendet wird (s. Kapitel 2.1.2). Abgesehen von T-SAGE ist
das gesamte AACS eine CNES-Entwicklung und Informationen hierzu sind nicht frei
verfügbar. Für den Aufbau der MICROSCOPE-Simulation musste daher ein entspre-
chendes Ersatzsystem gefunden werden. Gemäß Gleichung 3.6 erfolgt die Kontrolle der
Satellitendrehung über definierte Drehmomente, die bei MICROSCOPE über die Kaltga-
striebwerke aufgebracht werden. Für die hier geplanten Simulationen externer Störungen
besteht jedoch keine Notwendigkeit das System realitätsnah abzubilden. Vielmehr kann
eine vereinfachte Lageregelung eingeführt werden, die anhand einer definierten Soll-Lage
Drehmomente bestimmt, die den Satelliten entsprechend in die vorgegebene Lage rotie-
ren. Sensor- und Aktuatormodelle werden in diesem Zusammenhang nicht verwendet.
Zusätzlich werden keinerlei Störungen in die Dynamikberechnung des Satelliten einge-
bracht. Dies entspricht einem perfekt arbeitendem Drag-Free-System. Die Umsetzung
der Lageregelung erfolgt mithilfe der sogenannten Quaternion Feedback Control [62],
welche im Folgenden beschrieben wird.
Bestimmung der Anfangslage
Zunächst muss die Anfangslage des Satelliten und der Knotenlinie korrekt bestimmt
werden. Da vor Missionsbeginn die tatsächliche Zuordnung von Satellitenposition zum
Zeitpunkt t UTC nicht bekannt ist, müssen für MICROSCOPE zunächst zwei Bedin-
gungen erfüllt werden:
1. Die xb–Achse muss in Richtung der Orbitnormalen zeigen und
2. der aufsteigende Knoten muss bei einer Lokalzeit von 18 Uhr liegen.
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Beide Bedingungen gelten sowohl für den Inertial Mode als auch für den Spinning Mo-
de. Die yb– und die zb–Achse liegen beide in der Bahnebene, deren Ausrichtung kann
beliebig erfolgen. Die Rektaszension des aufsteigenden Knotens hängt vom gewählten
Startdatum ab. In Bezug auf das ECEF-System ist die Lage der Satellitenbahn jedoch
nur noch von der gewählten Uhrzeit, nicht aber vom Datum abhängig. Daher wird als
Startzeitpunkt 12 Uhr UTC gewählt und der Startpunkt über dem Äquator festgelegt,
und zwar um 6 Stunden (= 90o) vom Greenwich-Meridian aus gerechnet nach Osten
verschoben. Dadurch liegt der aufsteigende Knoten bezogen auf das ECEF-System bei
einer Lokalzeit von 18 Uhr. Die Angabe der Startwerte muss für die Simulation aller-
dings im ECI-System erfolgen (s. Gleichung 3.5). Daher wird anschließend die Position
und Geschwindigkeit von ECEF- in ECI-Koordinaten mithilfe der zeitabhängigen Trans-
formationsmatrix T ie umgerechnet (s. Anhang A). Ausgehend von den Startwerten für
Position und Geschwindigkeit kann die Satellitenlage bestimmt werden. Die xb–Achse
des Satelliten (s. Anhang A) wird nach Vorgabe entlang der Orbitnormalen ausgerich-
tet, die zb–Achse wird zu Simulationsbeginn am Äquator entlang des Positionsvektors
ausgerichtet und die yb–Achse ergänzt das rechtshändige kartesische Koordinatensystem:
~xb = ~ex,b =
~ri × ~vi
|~ri × ~vi| = ~norbit (5.1)
~zb = ~ez,b =
~ri
|~ri| (5.2)
~yb = ~ey,b =
~ez,b × ~ex,b
|~ez,b × ~ex,b| (5.3)
Diese drei Vektoren bilden damit die Basisvektoren des körperfesten Koordinatensystems
in Bezug auf das ECI-System. Die Basisvektoren des ECI-Systems lassen sich wie folgt
schreiben:
~ex,i =
( 1
0
0
)
~ey,i =
( 0
1
0
)
(5.4)
~ez,i =
( 0
0
1
)
Die Transformationsmatrix Tbi zwischen beiden Koordinatensystemen lässt sich mithilfe
der Basisvektoren bestimmen:
Tbi =
~ex,b · ~ex,i ~ex,b · ~ey,i ~ex,b · ~ez,i~ey,b · ~ex,i ~ey,b · ~ey,i ~ey,b · ~ez,i
~ez,b · ~ex,i ~ez,b · ~ey,i ~ez,b · ~ez,i
 (5.5)
Diese Matrix kann anschließend mithilfe einer HPS-Funktion in das entsprechende Qua-
ternion qbi umgerechnet werden (s. Anhang B). Damit sind alle benötigten Anfangspa-
rameter für die Simulation bestimmt.
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Umsetzung der Lageregelung mittels Quaternion Feedback Control
Eine Lageregleung mittels Quaternion Feedback Control kann umgesetzt werden, wenn
zum einen die Drehraten ~ω des Satelliten bekannt sind und zum anderen die Ist- und
die Soll-Lage durch Quaternionen beschrieben werden kann. Dann lässt sich das erfor-
derliche Moment ~Tcontrol, um den Satelliten in die Soll-Lage zu bringen, über folgenden
Zusammenhang bestimmen:
~Tcontrol = −Kqe −C~ω (5.6)
Darin beschreibt qe das Fehlerquaternion und K sowie C die Kontrollmatrizen, welche
passend gewählt werden müssen. Das Fehlerquaternion wird aus dem Ist-Quaternion q
und dem Soll-Quaternion qc berechnet:
q1e
q2e
q3e
q4e
 =

q4c q3c − q2c − q1c
− q3c q4c q1c − q2c
q2c − q1c q4c − q3c
q1c q2c q3c q4c


q1
q2
q3
q4
 (5.7)
Die Bestimmung des Soll-Quaternions in jedem Zeitschritt der Simulation hängt vom
gewählten Betriebsmodus ab und wird ähnlich zur Bestimmung des Anfangsquaternions
umgesetzt. Für den Inertial Mode ist bereits ein wichtiger Unterschied zu beachten: Die
Achse ~ez,binertial ist nur zu Simulationsbeginn entlang des Positionsvektors ausgerichtet
und rotiert einmal während des Umlauf in Bezug auf das ECI-System. Die Achse ~ey,binertial
zeigt hingegen während des gesamten Orbits ungefähr Richtung Südpol und kann somit
als Hilfsachse ~e ∗y,b = (0, 0,−1)T verwendet werden, um die Achsen des körperfesten
Systems im Inertial Mode zu beschreiben:
~ex,binertial =
~ri × ~vi
|~ri × ~vi| = ~norbit (5.8)
~ez,binertial = ~ex,binertial × ~e ∗y,b (5.9)
~ey,binertial = ~ez,binertial × ~ex,binertial (5.10)
Ganz analog zur Bestimmung des Startquaternions kann die Transformationsmatrix Tbi
nach Gleichung 5.5 berechnet werden und in das Soll-Quaternion qcinertial umgerechnet
werden, welches in Abbildung 5.4 (a) dargestellt ist. Die gesamte Lageregelung wird in
Simulink implementiert. Für den Inertial Mode kann eine stabile Lageregelung mit der
Wahl folgender Kontrollmatrizen erzielt werden:
K =
2 0 00 2 0
0 0 2
 und C =
1 0 00 1 0
0 0 1
 (5.11)
Dies ist in Abbildung 5.4 (b) für vier Zeitpunkte entlang des Orbits visualisiert. Die Or-
bitebene und die Orbitnormale sind darin grün dargestellt. Die xb–Achse von MICROS-
COPE ist rot dargestellt und weist Richtung Orbitnormale. Die yb–Achse in schwarz
und zeigt ungefähr Richtung Südpol, die ergänzende zb–Achse ist in blau dargestellt.
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Abbildung 5.4.: Regelung des Inertial Modes.
Die Lageregelung des Spinning Mode erfordert die Berechnung eines anderen Soll-Qua-
ternions qcspin . Diese wird in zwei Schritte aufgeteilt. Zunächst wird qcinertial zum aktuellen
Zeitschritt wie beschrieben bestimmt. Anschließend wird das Quaternion qrot berechnet,
das die Drehung des Satelliten um seine Rotationsachse xb–Achse beschreibt:
qrot =

~ex,binertial(1) sin
(
θ
2
)
~ex,binertial(2) sin
(
θ
2
)
~ex,binertial(3) sin
(
θ
2
)
cos
(
θ
2
)
 (5.12)
mit
θ = ωspin · tsim (5.13)
Darin beschreibt ωspin die aktuelle Rotationsgeschwindigkeit des Satelliten um ~ex,binertial
und tsim die Simulationszeit. Das Soll-Quaternion wird dann nach folgender Vorschrift
bestimmt (s. Gleichung B.12):
qcspin = qrot  qcinertial (5.14)
In Abbildung 5.5 (a) ist das Ergebnis der Berechnung des Soll-Quaternions gezeigt.
In Teil (b) ist die resultierende Lageänderung von MICROSCOPE visualisiert, die mit
denselben Parametereinstellungen wie zuvor geregelt wird. Der Satellit dreht sich um
die rot dargestellte xb–Achse im Süden beginnend entgegen der Orbitbewegung, wobei
die yb– und zb–Achse in der Orbitebene liegen.
5.1.3. Nicht-gravitative Störeinflüsse
Nach Einführung der vereinfachte Lageregelung können nicht-gravitative Kräfte be-
stimmt werden, deren Größe in Abhängigkeit der Satellitenausrichtung ermittelt wer-
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Abbildung 5.5.: Regelung des Spinning Modes.
den müssen. Auf Basis der bereits eingeführten Einstellungen wird eine Jahressimulati-
on aufgebaut, die Module zur Berechnung der Dichte und des Erdmagnetfelds enthält.
Außerdem werden entsprechend Module zur Störkraft- bzw. Störmomentberechnung er-
gänzt. Die Simulation wird im Inertial Mode durchgeführt. Die Einbindung der nicht-
gravitativen Kräfte durch solaren und thermischen Strahlungsdruck erfolgt in einem
weiteren Schritt und wird ausführlich in Kapitel 5.2 behandelt.
Störung durch Restatmosphäre
Aus der Jahressimulation ist in Abbildung 5.6 (a) exemplarisch für den 6. Januar 2017
dargestellt, wie sich die Dichte nach dem Harris-Priester-Modell auf dem Orbit von
MICROSCOPE ändert. Ausgehend vom Startpunkt in der Abbildung am Äquator bei
einer Lokalzeit von 18:00 Uhr nimmt die Dichte kontinuierlich ab bis zum Minimum
einen halben Orbit später, wo der Satellit bei einer Lokalzeit von 6:00 Uhr den ab-
steigenden Knoten passiert. Anschließend steigt der Dichtewert wieder stetig bis das
Maximum bei erneuter Äquatorüberquerung erreicht wird. Entsprechend sind auch die
Komponenten der resultierenden Störkraft (ECI-System) mit der Orbitfrequenz modu-
liert wie in Abbildung 5.6 (b) zu sehen ist. Die stärksten Änderungen treten dabei in
y– und z–Komponenten auf entsprechend der Anströmrichtung gegeben durch den Ge-
schwindigkeitsvektor (s. Abbildung 5.2 (b)). Abgesehen vom absoluten Betrag ist der
Dichteverlauf und damit die resultierende Kraft für jeden Tag des Jahres identisch. Die
Betragsänderungen der Dichte ergeben sich dabei aus der Variation des Winkels zwischen
Bahnnormale und Sonne während des Jahres (vgl. Abschnitt 5.2.3).
Einfluss des Erdmagnetfeldes
Die Entwicklung der Erdmagnetfeldstärke ist ebenfalls exemplarisch für den 6. Januar
2017 in Abbildung 5.7 (a) dargestellt. Anders als bei der Dichte ergeben sich für die
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Abbildung 5.6.: Dichteverteilung und resultierende Kraft exemplarisch für den 6. Januar
2017.
Magnetfeldstärke grundsätzlich zwei Maxima und Minima pro Umlauf. Zusätzlich va-
riieren deren Beträge mit jedem Orbit. Die Ursache dafür kann in Abbildung 3.21 in
Kapitel 3.3.5 abgelesen werden. Der gewählte Startpunkt liegt in einem Gebiet mit re-
lativ schwacher Magnetfeldstärke. Richtung Nordpol nimmt diese zu und erreicht über
der Polregion ihr erstes Maximum nach einem viertel Orbit. Das erste Minimum ergibt
sich in der Äquatorregion nach einem weiteren viertel Orbit. Richtung Südpol nimmt
die Magnetfeldstärke erneut zu, um anschließend wieder Richtung zweites Minimum am
Äquator abzunehmen. Dieser grundsätzliche Verlauf ergibt sich für alle Umlaufbahnen
von MICROSCOPE. Die Höhe der Minima und Maxima hängt dabei von der relativen
Position des Satelliten zur Erdoberfläche ab.
In Abbildung 5.7 (b) ist ergänzend der Verlauf des resultierenden Störmoments (körper-
festes System) aufgetragen, das entsprechend mit der doppelten Orbitfrequenz moduliert
ist. Für den Satelliten wurde dabei ein magnetisches Moment von 0,3 Am2 für jede Achse
angenommen. Entsprechend wird die Richtung des Störmoments direkt durch das Erd-
magnetfeld bestimmt. Das hier angenommene magnetische Moment von MICROSCOPE
ist lediglich ein Schätzwert, um einen möglichen Verlauf des resultierenden Störmoments
demonstrieren zu können. Eine tatsächliche Bestimmung des magnetischen Moments
wird über Analysen im Laufe der Mission erfolgen.
5.2. Solarer und thermischer Strahlungsdruck für
MICROSCOPE
Die in Kapitel 3.4 vorgestellte Methode zur Modellierung von Oberflächenkräften durch
solaren bzw. thermischen Strahlungsdruck wird im Folgenden auf MICROSCOPE ange-
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Abbildung 5.7.: Magnetfeldstärke und resultierendes Moment exemplarisch für den 6.
Januar 2017.
wendet. Dieses Kapitel basiert auf den in [33] und [47] vorgestellten Arbeiten. Die Aus-
wertung erfolgt hier allerdings für den im vorherigen Abschnitt 5.1 definierten Zeitraum
Mai 2016 bis Mai 2017. Die berechneten Störkräfte können somit in der Datenanalyse
der Mission MICROSCOPE verwendet werden (s. Kapitel 5.3).
5.2.1. Solarer Strahlungsdruck inklusive Schattenphase
Bevor detailliert auf die Störkraftmodellierung eingegangen wird, soll kurz die Entwick-
lung des Solardrucks über den betrachteten Simulationszeitraum dargestellt werden. Die
Anfangswerte für Satellitenposition, -geschwindigkeit und -lage werden wie im vorherigen
Kapitel beschrieben für den Simulationsstart am 1. Mai 2016 berechnet. Die Simulation
wird außerdem um die Module zur Solardruck- und Eklipsenberechnung ergänzt. Abbil-
dung 5.8 (a) zeigt das bereits aus Kapitel 3.3 bekannte Ergebnis ergänzt durch einen gelb
hinterlegten Bereich. Dieser markiert den Zeitraum, in dem MICROSCOPE in jedem
Orbit in den Erdschatten eintritt. Aus Gründen der Übersichtlichkeit ist der tatsächliche
Verlauf des Solardrucks in Abbildung 5.8 (a) nicht dargestellt, sondern die Ausgabe des
Eklipsemoduls exemplarisch für einen Tag im Juli in Teil (b) illustriert. Wie zu erken-
nen ist, ergibt sich während der kurzen Zeit im Schatten der Solardruck nach einer sehr
kurzen Übergangsphase zu null. Um zeitabhängig die Größe des Solardrucks zu erhalten
müssen die Ausgaben von Solardruck- und Eklipsenmodul lediglich multipliziert werden.
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Abbildung 5.8.: Solarer Strahlungsdruck über ein Jahr während der MICROSCOPE
Mission.
5.2.2. Eingesetzte Oberflächenmodelle
Die Methode, die vernetzte Oberflächenmodelle verwendet wurde zwar für den Einsatz
möglichst realitätsnaher Modelle entwickelt, sie kann aber auch auf einfache Geometrien
angewendet werden. Dadurch ergibt sich die Möglichkeit, unterschiedliche Modelltypen
miteinander zu vergleichen. Für MICROSCOPE werden die fünf verschiedene Modelle
aus Abbildung 5.9 betrachtet. Die einfachste Annäherung stellt dabei das Plattenmodell
dar. Es kann verwendet werden, wenn die Störkraft konstant aus einer Richtung kommt
und die Referenzfläche entsprechend senkrecht dazu modelliert wird. Gibt es keine Vor-
zugsrichtung kann ein Kugelmodell zum Einsatz kommen. Die erste Approximation eines
Satelliten bildet schließlich das Boxmodell. Hier werden erstmalig unterschiedliche Ma-
terialien für die einzelnen Seiten definiert. Das sogenannte Wing-Box-Modell bietet vor
dem FE-Modell die beste Näherung der tatsächlichen Geometrie.
Bei der Erstellung des FE-Modells ist eine Reihe von Dingen zu beachten, insbesonde-
re im Hinblick auf die Feinheit des Oberflächennetzes. Je nach Detailgrad ergeben sich
für einige Bauteile automatisch Elementgrößen mit kurzen Seitenlängen, andernfalls wä-
ren Strukturen wie die Antennen oder Triebwerksdüsen im Fall von MICROSCOPE
gar nicht modellierbar. Für größere Flächen sollte das Netz aber auch nicht unnötig
fein gewählt werden. Der in Kapitel 3.4 vorgestellte Algorithmus wird schließlich für
jedes einzelnen Element und zusätzlich für jede gewählte Winkelkombination, die den
einfallenden Sonnenvektor beschreibt, ausgeführt. Dadurch steigt die Rechenzeit, die
zur Erstellung der Lookup Table benötigt wird. Auf der anderen Seite soll der Schat-
tenwurf auch realitätsnah abgebildet werden können, was im ersten Ansatz für eine
möglichst kleine Elementgröße spricht. Abbildung 5.10 zeigt das Ergebnis einer Unter-
suchung, die zu diesen Aspekten für das Modell von MICROSCOPE gemacht wurde.
In Teil (a) wird die beleuchtete Gesamtfläche dargestellt, die sich bei senkrechter Son-
88
5.2. Solarer und thermischer Strahlungsdruck für MICROSCOPE
(a) Kugel (b) Platte (c) Box
(d) Wing-Box (e) FE-Modell
Abbildung 5.9.: Eingesetzte Modelle im Überblick
neneinstrahlung auf der +X–Seite des Satelliten (Seite mit Solarkollektoren, s. Anhang
A) ergibt. Gegenübergestellt ist die dafür benötigte Rechenzeit auf dem Rechencluster
aufgetragen. Für jedes Modell wurde der Satellit vollständig mit einer Auflösung von
ϕ = θ = 5o des Sonnenvektors im körperfesten System abgetastet. Die Modellnummer n
steht dabei in direktem Zusammenhang mit der gewählten Kantenlänge eines Elements
lE = lstart/(2n). Die Startkantenlänge lstart beträgt dabei 1 m. In Abbildung 5.10 (b) sind
die berechneten Gesamtflächen für alle Satellitenseiten, jeweils bei senkrecht einfallender
Sonnenstrahlung dargestellt. Die farblich passende waagerechte, gestrichelte Linie stellt
in beiden Bildern den Median der entsprechenden Flächenberechnung dar. Die hellgraue
senkrechte Linie markiert das Modell, das für alle weiteren Untersuchungen ausgewählt
wurde. Bei akzeptabler Rechenzeit liegt das Modell für alle Seiten nahe des Medians.
In Anhang C wird die Änderung des Schattens auf der +X–Seite visualisiert und der in
Abbildung 5.10 (a) gezeigte Verlauf für die Gesamtfläche detailliert erläutert.
Abbildung 5.11 zeigt noch einen deutlichen Vorteil des FE-Modells: Nur dafür bietet
sich die Möglichkeit detailliert unterschiedliche Materialien den einzelnen Elementen zu-
zuweisen. Die sieben Materialien, die für das MICROSCOPE Modell verwendet werden,
sind mit ihren Eigenschaften in Tabelle 5.1 zusammengefasst [56, 1, 29]. Das achte Ma-
terial (MW) wurde nur für Kugel und Platte verwendet. Hierfür wurden Mittelwerte aus
den Eigenschaften für Multi Layer Insulation (MLI) und jenen für die Vorderseite der
Solarpanele (SP) gebildet.
Für alle Modelle wurden Lookup Tables erstellt, die mit einer Auflösung von 5o den
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(a) Beleuchtet Fläche und benötigte Rechen-
zeit, +X–Seite.
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(b) Beleuchtet Fläche für alle sechs Seiten von
MICROSCOPE.
Abbildung 5.10.: Gegenüberstellung der beleuchteten Flächen und der benötigten Re-
chenzeit für alle untersuchten FE-Modelle.
Koeffizient MLI SP WF KV PA RAD SF MW
α 0.42 0.92 0.24 0.73 0.12 0.08 0.97 0.7
ε 0.84 0.85 0.88 0.92 0.04 0.8 0.89 0.7
γS 0.29 0.0727 0.38 0.2455 0.8 0.46 0.015 0.15
γD 0.29 0.007 0.38 0.025 0.08 0.46 0.015 0.15
Tabelle 5.1.: Materialeigenschaften für Multi Layser Insulation (MLI), Vorderseite der
Solarpanel (SP), weiße Farbe (WP), Kevlar (KV), poliertes Aluminum
(PA), Radiatoroberfläche (RAD), schwarze Farbe (SF), Mittelwert (MW)
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Abbildung 5.11.: Materialübersicht für die in Abbildung 5.9 vorgestellten Modelle.
gesamten Wertebereich von ϕ und θ abdecken. Abbildung 5.12 zeigt in der linken Spalte
die beleuchtet Fläche A als Funktion von ϕ und θ. In der rechten Spalte ist der Betrag
F des resultierenden Kraftvektors für einen konstanten Wert von Psolar dargestellt. Die
Referenzfläche, die in jedem einzelnen Bild angegeben ist entspricht dem Ergebnis des
Kugelmodells. Für die Platte ist hier deutlich zu erkennen, dass dieselbe Referenzflä-
che eingesetzt wurde. Die Fläche AKugel berührt gerade das Maximum der beleuchteten
Plattenfläche bei senkrechter Sonneneinstrahlung. Für den Kraftverlauf stellt sich das
Ergebnis etwas anders dar. Durch die Krümmung der Kugeloberfläche zeigt der Norma-
lenvektor nur weniger Elemente direkt in Richtung Sonne. Alle übrigen Elemente tragen
deutlich weniger zur Kraft bei, was in Summe zu einem geringeren Maximum der Kraft
im Vergleich zur Platte führt. Da die Platte aus nur einem einzigen Element besteht
sind Flächen- und Kraftverlauf direkt proportional.
Die Ergebnisse für das Box-Modell liegen deutlich über jenen der Kugel. Hier werden
die Maxima nicht bei jeweils senkrechter Beleuchtung einer der sechs Seiten erreicht,
sondern die Minima. Dies sind die einzigen sechs Fälle, in denen nur jeweils eine Seite
beleuchtet wird. In allen anderen Fällen tragen drei Seiten zur Bestimmung der Fläche
ABox bei. Die acht Maxima ergeben sich ungefähr an den Ecken der Box. Das Ergebnis
für die Kraft ähnelt in der grundsätzlichen Verteilung jenem der Fläche, ist aber durch
den Einsatz unterschiedlicher Materialien verzerrt.
Die Verteilung der Fläche für das Wing-Box-Modell lässt noch im Ansatz jene der Box
erkennen, die zusätzlichen Solarpanele haben allerdings einen großen Einfluss: Die Über-
gänge von senkrechter Beleuchtung von einer Seite zu den anderen Fällen ist deutlicher
stärker ausgeprägt als zuvor, da erstmals Schattenwurf eine Rolle spielt. Im Vergleich
91
5. Die Mission MICROSCOPE als Anwendungsbeispiel für den HPS
zum Box-Modell ergibt sich außerdem eine viel geringere Fläche für die Z–Seiten. Wäh-
rend im Box-Modell die Seitenlänge für die Z–Seiten durch die Größe der Solarpanele
bestimmt und dadurch überproportional groß wurde, kann imWing-Box-Modell eine we-
sentlich bessere Annäherung an die echte Geometrie erfolgen. Auch hier ist beim Verlauf
der Kraft zu erkennen, dass die grundsätzliche Verteilung bestehen bleibt, der Einfluss
unterschiedlicher Materialien aber erkennbar zum Tragen kommt.
In der letzten Reihe von Abbildung 5.12 sind schließlich die Ergebnisse für das FE-Modell
dargestellt. Es ist klar zu erkennen, dass die Verteilung der Fläche jener des Wing-Box-
Modells ähnelt. Allerdings sind die Übergänge deutlich glatter, da hier nicht einzelne
Fläche direkt von Sonne in den Schatten eintauchen, sondern langsame Übergänge exi-
stieren. Außerdem liegen die Maxima insgesamt tiefer als beim Wing-Box-Modell, was
auch durch die jeweilige Lage der Kugelreferenzfläche deutlich wird. Hier kommt zum
Tragen, dass der Körper des Wing-Box-Modells etwas größer als jener des FE-Modells
gewählt wurde um den Aufbauten Rechnung zu tragen, die im FE-Modell separat mo-
delliert sind und insgesamt eine kleinere Fläche aufweisen. Anders als bei allen Modellen
zuvor sieht der Kraftverlauf für das FE-Modell deutlich anders aus als der der Fläche.
Hier zeigt sich sehr stark der Einfluss der eingesetzten Materialien. Besonders deutlich
wird dies für den Vergleich der +X–Seite bei ϕ = 0o und θ = 90o mit der -X–Seite bei
ϕ = +/ − 180o und θ = 90o. Bei senkrechter Beleuchtung ist die resultierende Fläche
annähernd gleich groß, der Kraftwert für die +X–Seite liegt allerdings deutlich niedriger.
Ein Blick auf Abbildung 5.11 zeigt die Ursache für dieses Verhalten. Die Rückseite der
Solarpanele ist mit weißer Farbe gestrichen. Außerdem befindet sich ein Radiator auf
der -X–Seite. Nach Tabelle 5.1 haben alle hier eingesetzten Materialien ein höheres Re-
flexionsvermögen als die Solarpanele auf der Vorderseite. Daraus ergibt sich in Summe
eine rund 17% höhere Kraft für die Rückseite bezogen auf den Wert für die Vorderseite.
Bei Betrachtung des gesamten Wertebereichs liegt der Wert für das absolute Minimum
der Kraft sogar nur bei ungefähr der Hälfte für den des Maximums.
5.2.3. Analyse der Beleuchtungsverhältnisse auf einem
MICROSCOPE-Orbit
Bisher wurde die resultierende Kraft für alle Beleuchtungsrichtungen bestimmt, um einen
Eindruck zu vermitteln, inwieweit z. B. die Materialeigenschaften das Ergebnis beein-
flussen. In den meisten Missionen ist der Satellit allerdings in einer Vorzugsrichtung
orientiert, in der Regel um die Solarpanele entsprechend zur Sonne aber auch um Sen-
soren z. B. Richtung Erde auszurichten. Die Lage von MICROSCOPE ist abhängig von
der Orientierung der Orbitnormalen (vgl. Kapitel 5.1.2). Dabei zeigen die Solarpanele im
Prinzip immer in Richtung Sonne. Die tatsächliche Orientierung ist in Abbildung 5.13 il-
lustriert. Teil (a) zeigt eine schematische Darstellung des MICROSCOPE-Orbits, in dem
von der Erde aus betrachtet die Bewegung der Sonne im Verlauf des Jahres aufgrund der
Ekliptik dargestellt ist. In Teil (b) ist der Sonnenvektor im körperfesten System in Form
von Kugelkoordinaten gezeigt. Der Verlauf von φ ergibt sich dabei als Kombination von
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(a) Platte
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(b) Box
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Abbildung 5.12.: Gegenüberstellung der beleuchteten Fläche A und des Betrags der re-
sultierenden Kraft F . 93
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(b) Sonnenvektor in Kugelkoordinaten
Abbildung 5.13.: Visualisierung der scheinbaren Sonnenbewegung im körperfesten Ko-
ordinatensystem von MICROSCOPE über ein Jahr.
Sonnenbewegung aufgrund der Ekliptik und Inklination der MICROSCOPE-Bahn. Die
Schwankung des zweiten Winkel θ wird durch die unterschiedliche Geschwindigkeit der
Erde an verschiedenen Positionen ihrer elliptischen Bahn um die Sonne bestimmt.
Abbildung 5.14 zeigt zur Verdeutlichung noch einmal das Ergebnis für das FE-Modell,
wobei die relevanten Bereiche farblich abgesetzt sind. Die minimal Kraft im gekenn-
zeichneten Gebiet ist bereits um 17% geringer als deren Maximalwert. Im Vergleich zum
Solardruck, der nur um rund 7% über das Jahr schwankt, hat somit das eingesetzte
Geometriemodell in Kombination mit den Materialeigenschaften einen deutlich größe-
ren Einfluss auf die wirkende Kraft. Für Untersuchungen, die hohe Anforderungen an
die Genauigkeit der Störkraftmodellierung stellen, sollte daher die Verwendung eines
FE-Modells auf jeden Fall in Betracht gezogen werden.
5.2.4. Analyse der Störkräfte aufgrund des solaren
Strahlungsdrucks über ein Jahr
Nachdem in Kapitel 5.2.1 der Verlauf des Solardrucks für ein Jahr Missionszeit darge-
stellt wurde, erfolgt hier für alle Modelle die Analyse der resultierende Kraft in diesem
Zeitraum. Dazu wird die zuvor in Abschnitt 5.1.3 beschriebene Simulation um die Look-
up Tables für die Bestimmung der Störkräfte durch Solardruck ergänzt. Die Simulationen
werden weiterhin als offener Regelkreis ausgeführt, d.h. die berechneten Störkräfte wer-
den nicht in die Dynamikberechnung zurückgeführt. Die Eingangswinkel für die Lookup
Tables werden direkt der in Kapitel 5.1.2 vorgestellten Solllage für das Inertial Pointing
entnommen. Auf diese Weise wird ein perfektes Lageregelungssystem simuliert, welches
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(a) Fläche (b) Betrag der resultierend Kraft
Abbildung 5.14.: Relevante Bereiche des FE-Modells für die Mission MICROSCOPE.
für die hier vorgestellte Analyse keine Einschränkung darstellt.
Die Ergebnisse der Jahressimulation sind in Abbildung 5.15 gezeigt. Der Zeitraum, in
dem MICROSCOPE während eines Umlaufs in den Erdschatten eintritt ist analog zu
Abbildung 5.8 gelb hinterlegt. In jedem Orbit ergibt sich darin der Betrag der Kraft
für eine kurzen Zeitabschnitt zu null. Aus Gründen der Übersichtlichkeit wurde darauf
verzichtet, den tatsächlichen Kraftverlauf in diesen Bereichen darzustellen.
Die Kurve für das Kugelmodell gibt den Verlauf des solaren Strahlungsdrucks über das
Jahr exakt wieder, da hier keinerlei Richtungsinformationen verarbeitet werden. Sie liegt
während der größten Zeit des Jahres deutlich unter den abgeschätzten Kraftwerten die
mit den anderen Modellen erzielt werden. Lediglich im Nordsommer, wo die Kombination
aus maximal schräg einfallendem Sonnenlicht (vgl. Abbildung 5.13 (b)) und geringstem
Solardruck im Jahr für alle Modelle das Jahresminimum liefert, fallen die Beträge für
das Plattenmodell und das Wing-Box Modell noch geringer aus.
Im für MICROSCOPE interessanten Zeitraum August bis darauffolgenden Mai ist eine
klare Staffelung der Ergebnisse zu erkennen. Mit dem Wing-Box-Modell wird die Kraft
am höchsten abgeschätzt, gefolgt von dem FE-Modell. Etwas geringer fallen die Werte für
das Plattenmodell aus, gefolgt vom einfachen Box-Modell. Das eingesetzte Kugelmodell
scheint in diesem Vergleich absolut ungeeignet zu sein, da es die tatsächlich Kraft deut-
lich unterschätzt. Dasselbe kann auch für das Box-Modell geschlussfolgert werden. Hier
kann zwar eine gewisse Richtungsabhängigkeit erkannt werden, da die Frontseite der Box
allerdings nur die optischen Eigenschaften von Solarpanelen aufweist, ist der resultieren-
de Kraftbetrag geringer als für vergleichbare Flächen, die aus einem Materialmix von
MLI und Solarpanelen bestehen. Dieser Effekt ist deutlich anhand des Plattenmodells
zu erkennen. Hier wurden wie bereits erwähnt Mittelwerte für die Materialkoeffizienten
gewählt. Trotz seiner Einfachheit gibt das gewählte Plattenmodell dadurch den Verlauf
FE-Modells deutlich besser wieder als das Box-Modell. Beim Plattenmodell sind es die
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Abbildung 5.15.: Betrag der Kraft durch solaren Strahlungsdruck für alle eingesetzten
Modell von Mai 2016 bis Mai 2017.
fehlenden zusätzlichen Seitenelemente die den Kraftbetrag entsprechend erhöhen könn-
ten. Anhand des Plattenmodells ist außerdem durch die beiden Maxima im Oktober
und März ersichtlich, wann die Sonneneinstrahlung senkrecht auf die +X–Seite von MI-
CROSCOPE fällt. Das FE-Modell hat an diesen Stellen lokale Minima, da hier wiederum
beleuchtet Element auf den anderen Satellitenseiten entfallen.
Den auffälligsten Verlauf zeigt das Wing-Box-Modell. So gibt es z. B. einen signifikanten
Sprung im Kraftverlauf Anfang August bei dem alle übrigen Modelle einen stetigen
Verlauf zeigen. Die Ursache dieses Verhaltens ist in Abbildung 5.16 illustriert. In der
oberen Zeile sind Beleuchtungsverhältnisse für das Wing-Box und das FE-Modell für den
erstem Zeitpunkt dargestellt, der in Abbildung 5.15 mit einem schwarzen Kreis markiert
ist. Die untere Zeile zeigte die Verhältnisse für den zweiten Zeitpunkt. Während sich der
Schattenbereich beim FE-Modell nur geringfügig ändert, kommt beim Wing-Box-Modell
eine komplette Seite hinzu, die zuvor noch als abgeschattet bewertet wurde. Dieser
Effekt wiederholt sich entsprechend noch mehrmals im Jahr. Der Einsatz eines Wing-
Box-Modells eignet sich daher nur, wenn die Richtung der einfallenden Sonnenstrahlung
deutlich konstanter als es bei MICROSCOPE der Fall ist.
5.2.5. Analyse der Störkräfte aufgrund des thermalen
Strahlungsdrucks
Parallel zur Simulation der Störkräfte durch den solaren Strahlungsdruck, wurden auch
die Lookup Tables zur Berechnung des thermalen Strahlungsdrucks eingebunden. Bei
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(a) Wing-Box Zeitpunkt 1 (b) FE-Modell Zeitpunkt 1
(c) Wing-Box Zeitpunkt 2 (d) FE-Modell Zeitpunkt 2
Abbildung 5.16.: Beleuchtung des Wing-Box-Modells im Vergleich zum FE-Modell.
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dieser Analyse wurden nur noch drei Modelle berücksichtigt: die Kugel, das Wing-Box-
Modell und das FE-Modell. Mit Kugel und Wing-Box werden dabei zwei klassische
Herangehensweise des Ansatzes zur Oberflächenvernetzung gegenübergestellt. Die abge-
strahlte Wärmeleistung, die den thermalen Strahlungsdruck verursacht hängt nicht nur
vom Solardruck, sondern auch von internen Wärmequellen ab (vgl. Kapitel 5.2). Die
Modellierung der Wärmequellen von MICROSCOPE erfolgt auf Basis der Satellitendo-
kumentation [47]. Darin wird der Wärmefluss von internen und externen Satellitenteilen
in Abhängigkeit des Lageregelungsmodus beschrieben. Für die Analyse wird der Stan-
dardmodus gewählt, in dem die wissenschaftlichen Messungen erfolgen. Phasen, in denen
der Satellit in die Eklipse eintritt werden nicht berücksichtigt, weder in Bezug auf den
Lageregelungsmodus, noch auf die Änderung der internen Wärmeerzeugung. In Tabel-
le 5.2 sind alle berücksichtigten Wärmeflüsse aufgeführt.
Satellitenelement Erzeugte Wärmeleistung [W]
freie MLI Oberflächen 3.0
-X Radiator 13.0
+Y Radiator 16.6
-Y Radiator 28.3
Gesamt 60.9
Tabelle 5.2.: Wärmeleistung, die für die Analyse zugrunde gelegt wurde [56, 1].
Bei der Erstellung der Lookup Tables für die drei genannten Modelle erfolgte die Ab-
tastung erneut mit einer Auflösung von ϕ = θ = 5o des Sonnenvektors im körperfesten
System. Zusätzlich wurde die Entfernung zur Sonne in einem Bereich von 0.98−1.02 AU
mit einer Auflösung von 0.0025 AU berücksichtigt. Analog zu den Analysen des solaren
Strahlungsdrucks wird in Abbildung 5.17 der Betrag der resultierende Kraft durch ther-
malen Strahlungsdruck in Abhängigkeit von ϕ und θ dargestellt. Die Entfernung wurde
auf 1 AU festgelegt. Das Ergebnis für das Kugelmodell ist als Referenzfläche einge-
zeichnet. Da die Wärmeabstrahlung gleichmäßig über die Kugelfläche erfolgt, sind auch
hier keine Richtungsabhängigkeiten der Kraft zu erwarten. Für das Wing-Box-Modell
sieht das Ergebnis hingegen vollständig anders aus. Ähnlich wie bei der Kugel, wurden
für das Wing-Box-Modell keine Flächen ausgewählt, die speziell zur Wärmeabstrahlung
beitragen. Daher zeigt der Verlauf in Abbildung 5.17 (a) lediglich die Abhängigkeit
des thermalen Strahlungsdrucks vom ankommenden Solardruck. Dadurch ergeben sich
automatisch für die beiden größten Flächen +X und -X die Maximalwerte der Kraft.
Die beschriebene Abschattungsproblematik beim Wing-Box-Modell führt zu den steilen
Übergängen, die ausgehend von den Maxima beobachtet werden können.
Der Kraftverlauf, der sich für das FE-Modell ergibt ist in Abbildung 5.17 (b) zu sehen.
Wie zu erwarten ist dieser deutlich glatter, da der Schattenalgorithmus durch die große
Anzahl an Elementen pro Seite hier keine Sprünge verursacht. Erneut zeigt die Analyse
des FE-Modells, dass die optischen Eigenschaften eine entscheidende Rolle bei der Mo-
dellierung einer realitätsnahen Kraft spielen. Anders als beim Wing-Box-Modell, ergibt
98
5.2. Solarer und thermischer Strahlungsdruck für MICROSCOPE
ϕ
θ
(a) Wing-Box
ϕ
θ
(b) FE Modell
Abbildung 5.17.: Betrag der Kraft durch thermalen Strahlungsdruck.
sich beim FE-Modell ein gravierender Unterschied zwischen der Vorderseite, auf der die
Kraft maximal wird und der Rückseite wo sie ein deutlich geringeres zweites Maximum
erreicht. Der Hauptgrund für diesen Effekt liegt im Wesentlichen an den Eigenschaften
der Solarpanele. Der Absorptionskoeffizient α ist auf der Vorderseite mehr als 3.5 mal
so hoch wie der der weiß gestrichenen Rückseite, was im Vergleich zu einer deutlich
höheren Abstrahlleistung auf der Frontseite führt. Bei rückseitiger Beleuchtung würde
das Wing-Box-Modell den Kraftbeitrag durch thermalen Strahlungsdruck also deutlich
überschätzen.
In Abbildung 5.18 ist die Entwicklung der Kraft für alle drei Modelle in der Jahressi-
mulation dargestellt. Wie zu erwarten, kann anhand des Kugelmodells der Verlauf des
Solardrucks im Laufe des Jahres abgelesen werden. Dabei liegt der berechnete Wert für
das Kugelmodell während des kompletten Zeitraum deutlich unter jenen für Wing-Box-
und FE-Modell. Diese zeigen einen sehr ähnlichen Verlauf, wobei der Kraftbetrag des
Wing-Box-Modells kontinuierlich über dem des FE-Modells liegt. Dies kann wiederum
auf die etwas größere Fläche des Wing-Box-Modells im Vergleich zum FE-Modell zurück-
geführt werden. Als Fazit lässt sich festhalten, dass für die Modellierung des thermalen
Strahlungsdrucks in erster Näherung ein Wing-Box-Modell gute Ergebnisse liefern kann,
das Kugelmodell ist jedoch absolut ungeeignet für eine detaillierte Analyse.
In Abbildung 5.19 sind die Ergebnisse der Jahressimulation für die Kraft durch so-
laren und thermalen Strahlungsdruck einander gegenübergestellt. Dabei wird nur das
FE-Modell berücksichtigt. Die Kraftwerte für den thermalen Strahlungsdruck liegen un-
gefähr bei einem Viertel der Solardruckkräfte. Da beide Effekte im Wesentlichen durch
den Sonnenstand und die Größe des Solardrucks bestimmt werden, korreliert deren Ver-
lauf.
Ein weiterer interessanter Vergleich ist in Abbildung 5.20 zu sehen. Hier ist ein Schnitt
durch das entsprechende Kraftbild beider Effekte dargestellt, wobei zwecks besserer Ver-
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Abbildung 5.18.: Betrag der Kraft durch thermalen Strahlungsdruck für alle eingesetzten
Modell von Mai 2016 bis Mai 2017.
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Abbildung 5.19.: Vergleich der Kraft durch solaren und thermalen Strahlungsdruck.
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Abbildung 5.20.: Vergleich der normierten Kraft durch solaren bzw. thermalen Strah-
lungsdruck für eine gewählte Beleuchtungsrichtung.
gleichbarkeit auf den jeweiligen Maximalwert normalisiert wurde. Teil (a) zeigt den Ver-
lauf über ϕ während der Polarwinkel konstant bei θ = 90o liegt, dies entspricht einem
Schnitt durch die x-y-Ebene. Auf der Vorderseite des Satelliten bei ϕ = 0o ist ein lokales
Maximum der Kraft durch Solardruck zu sehen, das absolute Maximum befindet sich auf
der Rückseite des Satelliten bei ϕ = +/−180o. Wie bereits zuvor diskutiert, liegt die Ur-
sache dafür beim unterschiedlichen Reflexionsverhalten der Materialien von Vorder- und
Rückseite. Dies bedeutet allerdings auch, dass auf der Vorderseite des Satelliten deutlich
mehr Energie aufgenommen wird als auf der Rückseite. Entsprechend unterschiedlich ist
abgestrahlte Wärmeleistung, wodurch die Kraft für thermalen Strahlungsdruck auf der
Vorderseite maximal wird und in Richtung Rückseite stark abfällt.
In Abbildung 5.20 (b) ist ϕ konstant 0o und θ variiert. Damit wird der Kraftverlauf von
+Z über +X bis hin zu -Z gezeigt. Entlang dieser Schnittkurve ist die Materialkombi-
nation der Elemente fast immer identisch. Bis auf die Extremwerte für θ (+/- Z–Seite)
sind immer die Solarpanele beleuchtet und ein weitestgehend symmetrisch aufgebauter
Satellit, wobei MLI das dominierende Material ist. Dadurch wird der Kraftverlauf hier
ganz klar durch die Änderung der beleuchteten Fläche bestimmt, die bei θ = 90o ihr
Maximum erreicht. Interessant zu beobachten ist dabei, dass mit steilerem Sonnenein-
fallswinkel die Kraft durch Thermaldruck schneller abnimmt, als die durch Solardruck.
5.2.6. Einfluss der Degradation
In den vorgestellten Analysen wurde bisher angenommen, dass sich die Materialeigen-
schaften während der Mission nicht ändern. ImWeltraum degradieren Materialien jedoch
auf unterschiedliche Weise, z. B. wenn sie mit atomarem Sauerstoff reagieren [33]. Da-
durch ändern sich die optischen Eigenschaften der Materialien und damit die Kraft durch
101
5. Die Mission MICROSCOPE als Anwendungsbeispiel für den HPS
Koeffizient MLI SP WF KV PA RAD SF
αBOL 0.42 0.92 0.24 0.73 0.12 0.08 0.97
αEOL 0.5 0.92 0.30 0.73 0.15 0.18 0.97
γS,BOL 0.29 0.0727 0.38 0.2455 0.8 0.46 0.015
γS,EOL 0.071 0.05 0.099 0.168 0.53 0.116 0.004
γD,BOL 0.29 0.007 0.38 0.025 0.08 0.46 0.015
γD,EOL 0.429 0.030 0.601 0.102 0.3204 0.704 0.0257
Tabelle 5.3.: Angenommene BOL- und EOL-Werte, für die bei MICROSCOPE einge-
setzten Materialien.
solaren bzw. thermischen Strahlungsdruck. Im Folgenden sind die Grundannahmen für
die Materialdegradation zusammengestellt.
Bei den meisten Materialien, die im Weltraum eingesetzt werden kann davon ausgegan-
gen werden, dass sich das Emissionsvermögen im Laufe der Zeit kaum ändert, ε wird
daher weiterhin als konstant betrachtet. Der Absorptionskoeffizient α wächst hingegen
mit fortschreitender Missionsdauer. Dies liegt darin begründet, dass sich die Degradation
in Form einer rauer werdenden Oberfläche äußert. Diese kann entsprechend mehr Strah-
lung absorbieren. Durch den Zusammenhang α + γS + γD = 1 bewirkt eine Änderung
von α auch eine Änderung der Reflexionseigenschaften. Hierbei kann sich zusätzlich zum
Wert auch das Verhältnis zwischen beiden Koeffizienten ändern.
Die Modellierung der zeitlichen Änderung der drei genannten Koeffizienten bezieht die
Annahmen über die Materialeigenschaften zu Beginn der Mission (begin-of-life, BOL)
und zum Missionsende nach 18 Monaten (end-of-life, EOL) mit ein. Die Werte für α
sind den Spezifikationen für MICROSCOPE [56, 1, 29] entnommen und in Tabelle 5.3
zusammengefasst. Ergänzend enthält die Tabelle auch die modellierten Werte (s.u.) für
γS und γD.
Der Absorptionskoeffizient lässt sich über die Gesamtmissionszeit T wie folgt schreiben:
α = αBOL + p · ln(t+ 1) (5.15)
mit
p = αEOL − αBOLln(T + 1) (5.16)
Für die Reflexionskoeffizienten liegt keine Datenbasis vor. Unter der Annahme, dass eine
rauere Oberfläche das Reflexionsverhalten zugunsten der diffusen Reflexion verschiebt,
wird deren Verhältnis wie folgt approximiert:
µSD =
γS,BOL
γD,BOL
· e−λt (5.17)
Mit λ als Skalierungsfaktor kann bestimmt werden, wie schnell sich das Verhältnis von
γS,BOL zu γD,BOL ändern soll. Damit können die Reflexionskoeffizienten wir folgt be-
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(c) Verlauf von γD
Abbildung 5.21.: Angenommene Materialdegradation für die MICROSCOPE.
stimmt werden:
γS = (1− α) µSD
µSD + 1
(5.18)
γD =
1− α
1 + µSD
(5.19)
Mit λ = 0.1 was einer moderaten Änderung von spiegelnder zu diffuser Reflexion bedeu-
tet und den in Tabelle 5.3 angenommen BOL-Werten können auf die Weise die ebenfalls
in dieser Tabelle angegebenen EOL-Werte berechnet werden. Die Änderung der beschrie-
benen Materialkoeffizienten ist in Abbildung 5.21 noch einmal grafisch dargestellt. Die
Werte sind mit einer Auflösung von einem Monat bestimmt worden.
Inwieweit die Materialdegradation den tatsächlichen Kraftverlauf beeinflusst, wird mit-
tels einer weiteren Simulation überprüft. Hierfür werden zunächst sowohl für den solaren
als auch für den thermalen Strahlungsdruck 12 Lookup Tables erstellt, und zwar eine für
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Abbildung 5.22.: Kraftentwicklung über ein Jahr Simulationszeit mit und ohne Degra-
dation.
jeden Monat, in denen die jeweils geänderten Koeffizienten berücksichtigt werden. Die
Simulation wird anschließend nicht kontinuierlich für ein Jahr ausgeführt, sondern zu
Beginn eines jeden Monats mit jeweils aktualisierten Lookup Tables reinitialisiert. Alle
benötigten Startwerte werden dabei vom letzten Zeitschritt der vorangegangenen Simu-
lation übernommen. Das Ergebnis dieser Simulationen ist in Abbildung 5.22 zu sehen.
Der bereits zuvor präsentierte Verlauf für das FE-Modell ist als durchgezogene, grüne
Linie im Vergleich zur rot gestrichelten Linie der Simulation mit Degradation einge-
tragen. Bei letzterer sind die Monatswechsel durch die Sprünge im Verlauf deutlich zu
erkennen. Da die Änderungsrate der Koeffizienten zu Beginn der Mission größer ist als
zum Ende, kommt es gerade in den Anfangsmonate zu starken Abweichungen. Weiter-
hin kann beobachtet werden, dass mit Zunahme des Absorptionsvermögens, die Kraft
durch den thermalen Strahlungsdruck wesentlich über dem Verlauf ohne Degradation
liegt. Für den solaren Strahlungsdruck kann genau der gegenteilige Effekt beobachtet
werden. Die Änderung von spiegelnder zu diffuser Reflexion verringert die resultierende
Kraft im Laufe der Mission. Sowohl für den solaren Strahlungsdruck als auch für den
thermalen Strahlungsdruck kann also festgehalten werden, dass eine Vernachlässigung
der Degradation zur Über- oder Unterschätzung des tatsächlichen Betrags der jeweiligen
Kraft führen kann.
5.3. Gesamtsimulation der Mission MICROSCOPE
Das Simulink-Modell in Abbildung 5.23 zeigt den Gesamtsimulator, der aus den zuvor
beschriebenen Elementen zusammengestellt ist. Darin enthalten ist die Dynamikberech-
nung zur Bestimmung von Satellitenposition und -lage, ein Subsystem, das die Umwelt-
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simulation vereint, ein Weiteres, in dem die Störkraftberechnung erfolgt und schließlich
das vereinfachte Lageregelungssystem. Ergänzt wird das Modell durch ein Subsystem für
unterschiedliche Koordinatentransformationen. Der Simulator soll eingesetzt werden, um
gezielt Analysen nicht-gravitativer Störkräfte für ausgewählte Sessions der Mission MI-
CROSCOPE durchführen zu können. Wie bereits in den Analysen der Umwelteinflüsse
gezeigt, hängen die Störgrößen direkt von der Satellitenposition ab. Daher kann eine
genaue Störkraftanalyse nur erfolgen, wenn der Satellitenorbit richtig bestimmt wird.
Obwohl alle dafür benötigten Einzelfunktionen getestet worden sind, kann die Genauig-
keit einer Gesamtsimulation erst beurteilt werden, wenn deren Ergebnisse mit Missions-
daten verglichen werden. Im Folgenden wird daher zunächst die Orbitsimulation anhand
von ausgewählten Sessions überprüft bevor anschließend die Störkraftanalyse für diese
Missionsabschnitte erfolgt.
Abbildung 5.23.: Simulink Modell des MICROSCOPE Simulators.
5.3.1. Validierung des HPS anhand der MICROSCOPE-Daten
Für die Validierung der Orbitsimulation wird zunächst nur das Dynamikmodell des Ge-
samtsimulators betrachtet und keine nicht-gravitativen Kräfte berücksichtigt. Dies er-
folgt unter der Annahme, dass das Drag-Free-System ideal arbeitet und die angreifenden
Kräfte ausgleicht, die somit die Bahn nicht weiter beeinflussen können. Als Referenz für
die Überprüfung der Positionsbestimmung werden drei Sessions verwendet:
1. Session 54: Startdatum 16. Juni 2016, Session zum EP-Test im Inertial Mode,
fEP = forbit = 1, 6818 · 10−4 Hz
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2. Session 172: Startdatum 18. Januar 2017, Kalibrierungssession im Inertial Mode,
fcal = 1, 2285 · 10−3 Hz
3. Session 234: Startdatum 15. März 2017, Session zum EP-Test im Spinning Mode,
fEP = forbit + fspin3 = 3, 1113 · 10−3 Hz mit fspin3 = 17, 5 · forbit
Die Auswahl spiegelt die unterschiedlichen Messszenarien wider und bildet den gesamten
für die Auswertung interessanten Frequenzbereich ab. Neben der hier berücksichtigten
Rotationsfrequenz fspin3 werden noch zwei weitere eingesetzt, die mit fspin1 = 3, 5 · forbit
und fspin2 = 4, 5 · forbit deutlich geringer sind. Da sie im betrachteten Frequenzbereich
liegen, erfolgt keine gesonderte Analyse entsprechender Sesssions.
Für jede Session werden am CECT durch die Bahnbestimmung die Positions- und Ge-
schwindigkeitsdaten von MICROSCOPE ermittelt. Dafür werden Doppler-Messungen
aus acht verschiedenen Stationen und GPS1-Messungen ausgewertet. Die Positions- und
Geschwindigkeitsdaten jeder ausgewählten Session werden mithilfe des FDET aus den
zur Verfügung stehenden Datensätzen importiert und für die Weiterverarbeitung in Mat-
lab bereitgestellt (s. Anhang D). Der zeitliche Abstand zwischen den einzelnen Daten-
punkten beträgt eine Minute. Für die Startwerte der Simulation werden direkt Positions-
und Geschwindigkeitsangabe aus den importierten Daten verwendet. In Kombination mit
dem zugehörigen Datum ist damit die Satellitenbahn vollständig festgelegt.
Die Orbitsimulation wird für fünf Umläufe durchgeführt und berücksichtigt neben der re-
lativistischen Korrektur auch die gravitativen Einflüsse von Sonne und Mond. Aufgrund
der kurzen Simulationszeit wird für die Schrittweite 1 s gewählt. Anders als bei den Über-
sichtssimulationen für ein komplettes Jahr, wird auf diese Weise das Gravitationsfeld der
Erde besser aufgelöst. In den Abbildungen 5.24 bis 5.26 sind die Simulationsergebnisse
für die Satellitenposition komponentenweise für die Sessions 54, 172 bzw. 234 darge-
stellt. Als direkten Vergleich enthalten alle Abbildungen die importierten CECT-Daten
der entsprechenden Session.
Die Simulationswerte geben den durch das CECT ermittelten Verlauf des Orbits von
MICROSCOPE für alle drei Sessions sehr gut wieder. Die drei Sessions sind zu unter-
schiedlichen Zeitpunkten im Jahr aufgenommen worden, was auch durch den Verlauf der
einzelnen Bahnkomponenten dokumentiert wird. Im Juni (Session 54, Abbildung 5.24)
weist die y–Komponente die kleinste Amplitude auf, da die Orbitnormal ungefähr in
Richtung der yECI–Achse zeigt. Im März hingegen (Session 234, Abbildung 5.26), ist es
die x–Komponente, deren Amplitude am geringsten ausfällt. Hier weist die Orbitnorma-
le ungefähr in Richtung der xECI–Achse. Da im Januar (Session 172, Abbildung 5.25)
die Orientierung der Orbitnormalen mit keiner der ECI-Achsen übereinstimmt, sind die
Amplitudenunterschiede deutlich geringer.
Abbildung 5.27 zeigt die Differenz ∆|r|ECI aus dem Betrag der simulierten Satellitenposi-
tion und der CECT-Position. Die Abweichung nehmen für alle drei Sessions mit der Zeit
zu. Dies Ergebnis ist zu erwarten, da eine Anfangsabweichung zu immer größeren Unter-
schieden zwischen Referenz- und Simulationsorbit führt. Außerdem ist eine periodische
1Globales Positionsbestimmungssystem
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Abbildung 5.24.: Session 54: HPS-Positionsbestimmung im Vergleich zur Bahnbestim-
mung durch das CECT.
Änderung über einen Orbit zu erkennen. Das hängt mit der Tatsache zusammen, dass
der MICROSCOPE-Orbit keine perfekte Kreisbahn ist, sondern mit ε ≈ 1.41 · 10−3 eine
leichte Exzentrizität aufweist. Dadurch ändert sich der Abstand des Satelliten von Erde
mit der Orbitfrequenz. Da zusätzlich die Position von Sonne und Mond sowie das über-
flogene Gebiet auf der Erde, das die Gravitationsbeschleunigung bestimmt, zwischen den
Sessions variieren, ist der Verlauf der Differenz für alle drei anders. Während bei Session
54 nach fünf Umläufen bereits ein Bahnunterschied von 12 m aufgebaut wurde, beträgt
dieser für Session 172 lediglich 3 m. In Anbetracht der Tatsache, dass der Satellit in
diesem Zeitraum über 220000 km zurückgelegt hat, ist die Abweichung zwischen beiden
Bahnen sehr gering und eine fehlerhafte Signalverschiebung im Frequenzbereich kann
ausgeschlossen werden (vgl. Abschnitt 5.1.1). Eine detaillierte Betrachtung der Unter-
schiede zwischen Simulations- und Referenzwerten ist hingegen nur möglich wenn auch
die eingesetzten Verfahren zur Bahnbestimmung näher betrachtet werden. Der hier auf-
gebaute Orbitsimulator kann für weitere Simulationen als gute Basis eingesetzt werden.
5.3.2. Störkraftanalyse
Mit der Validierung der Positionsbestimmung sind die Voraussetzungen gegeben, um
mit dem Gesamtsimulator aus Abbildung 5.23 eine Störkraftanalyse für die drei ausge-
wählten Sessions durchführen zu können. Dazu werden im Folgenden die Ergebnisse für
die Störkraftberechnung durch solaren und thermalen Strahlungsdruck sowie durch die
Restatmosphäre vorgestellt.
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Abbildung 5.25.: Session 172: HPS-Positionsbestimmung im Vergleich zur Bahnbestim-
mung durch das CECT.
Solarer Strahlungsdruck
Für die Simulation der Störkraft durch solaren Strahlungsdruck kommt das in Kapitel 5.2
ausführlich vorgestellte FE-Modell von MICROSCOPE zum Einsatz. In Abbildung 5.28
ist der Betrag dieser Kraft für jede Session einzeln dargestellt. In den Sessions 54 und
172, die im Inertial Mode ausgeführt wurden, ergibt sich eine Kraft, die mit einfacher
bzw. doppelter Orbitfrequenz moduliert ist. Ersteres resultiert aus der Satellitenbewe-
gung um die Erde, die eine entsprechende Modulation des Abstands zur Sonne bewirkt.
Dadurch ändert sich der Solardruck, der den Satelliten erreicht mit der Orbitfrequenz
und damit auch die proportionale Kraft. Der zweite Effekt kann direkt auf die Satelliten-
geometrie zurückgeführt werden. Da MICROSCOPE wie in Kapitel 5.2 dargelegt auf der
+X–Seite nicht senkrecht beleuchtet wird, ändern sich die Winkel des Sonnenvektors im
körperfesten Satellitensystem mit doppelter Orbitfrequenz, was sich wiederum propor-
tional auf die Kraftberechnung auswirkt. Die absteigenden Kraftwerte in Session 54 und
die aufsteigenden Kraftwerte in Session 172 bei höherer Gesamtamplitude sind direkt
an die Entwicklung des Solardrucks über das Jahr gekoppelt. In Abbildung 5.28 (c) ist
aus Gründen der Übersichtlichkeit die Kraftentwicklung für nur einen Orbit dargestellt.
Der Satellit rotiert 17,5-mal pro Orbit, was zu 35 Kombinationen aus zwei lokalen Maxi-
malwerten aufgrund des Geometrieeinflusses führt. Die Amplitude ergibt sich ebenfalls
entsprechend der Entwicklung des Solardrucks während des Jahres. Bezüglich Session 54
sei an dieser Stelle noch auf eine Besonderheit hingewiesen: Der Solardruck ist hier ohne
die im Juni stattfinden Phasen im Erdschatten dargestellt. In jedem Orbit ergibt sich
ein kurzer Bereich zu null, da kein Solardruck den Satelliten erreicht. Nichtsdestotrotz
ist diese Session ein sehr interessanter Kandidat für die Störungssimulation. Der Eintritt
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Abbildung 5.26.: Session 234: HPS-Positionsbestimmung im Vergleich zur Bahnbestim-
mung durch das CECT.
in die Eklipse stellt eine besondere Herausforderung für das Lageregelungssystem dar,
da es zu einem plötzlichen starken Abfall der angreifenden Störkräfte kommt. Die Än-
derung der benötigten Kontrollkräfte der Triebwerke lassen dann eine Abschätzung der
Störkraft durch solaren Strahlungsdruck zu. Die zu diesem Thema noch ausstehenden
Analysen sollen verwendet werden, um die aktuelle Störkraftmodellierung zu verifizieren
und bei Bedarf noch zu verbessern.
In Abbildung 5.29 ist die Wurzel der spektralen Leistungsdichte der Störbeschleuni-
gung dargestellt, die sich aus den zuvor beschriebenen Kräften ergibt. Die gestrichelte
rote Linie gibt die EP-Frequenz fEP wieder, bei der eine mögliche Verletzung des Äquiva-
lenzprinzips detektiert werden kann. Die durchgezogene rote Linie markiert die doppelte
EP-Frequenz. Für die Bestimmung des Eötvös-Parameters in der angestrebten Genau-
igkeit sind Beschleunigungsmessungen mit einer Genauigkeit von 10−12 m/s2/
√
Hz bei
der EP-Frequenz erforderlich. Wie Abbildung 5.29 deutlich zeigt, kann dieses Ziel nur
erreicht werden, wenn die Störbeschleunigungen durch das AACS ausreichend kompen-
siert werden, insbesondere da die Peaks der Störbeschleunigungen genau im interessanten
Messbereich liegen. Während der Beitrag bei fEP die Bestimmung der Eötvös-Parameters
beeinflusst, erfolgt die Bestimmung des Gravitationsgradienten als Teil der Messglei-
chung 2.4 bei doppelter EP-Frequenz. Somit wird auch diese Komponente durch die
Störbeschleunigung beeinflusst. Die Peaks im Spinning Mode liegen bei einfacher und
doppelter Rotationsfrequenz. Sie stimmen daher zwar nicht exakt mit fEP bzw. 2 · fEP
überein, beeinflussen diesen gesamten Frequenzbereich aber dennoch. Der Beitrag bei
der Orbitfrequenz im Spinning Mode spielt im Vergleich eine untergeordnete Rolle.
109
5. Die Mission MICROSCOPE als Anwendungsbeispiel für den HPS
0 1 2 3 4 5
Orbitanzahl
0
2
4
6
8
10
12
 |r
| E
C
I [
m
]
Session 54 Session 172 Session 234
Abbildung 5.27.: Differenz des Betrag der HPS- und der CECT-Position.
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Abbildung 5.28.: Betrag der resultierenden Störkraft durch solaren Strahlungsdruck.
Thermaler Strahlungsdruck
Analog zu den Störkräften durch solaren Strahlungsdruck zeigt Abbildung 5.30 die Be-
träge der Störkraft durch thermalen Strahlungsdruck. Im Vergleich zur empfangenen
Wärmeleistung durch die Sonne, ist die von MICROSCOPE abgestrahlte interne Wär-
meleistung gering. Daher dominiert der Verlauf des Solardruck auch den Kraftverlauf
für den Thermaldruck. Entsprechend ergibt sich auch hier eine Modulation der Kraft
mit einfacher und doppelter Orbitfrequenz durch die Variation des Abstands zur Sonne
und die Ausrichtung der Satellitengeometrie in Bezug auf diese, was im Inertial Mode
von Session 54 und 172 zu sehen ist. Für den Spinning Mode in Session 234 ist erneut
nur der erste Orbit dargestellt, wobei die Kraft entsprechend der Rotationsfrequenz
moduliert ist. Anders als bei der Störkraft durch Solardruck liegen die benachbarten lo-
kalen Maximalwerte nicht soweit voneinander entfernt. Dies hängt mit dem im Vergleich
deutlich glatterem Verlauf der thermalen Störungskraft zusammen. Bei gleicher Sonnen-
einstrahlung ergibt sich dadurch für beide Störkräfte ein unterschiedlicher Verlauf. In
Session 54 bleiben die Eklipsephasen erneut unberücksichtigt. In diesem Fall würde die
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Abbildung 5.29.: Wurzel der spektralen Leistungsdichte für die Störbeschleunigung
durch solaren Strahlungsdruck.
Kraft nicht auf Null absinken, sondern sich allein aus den internen Wärmequellen von
MICROSCOPE ergeben.
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Abbildung 5.30.: Betrag der resultierenden Störkraft durch thermalen Strahlungsdruck.
Insgesamt ist die Amplitude der Störkraft durch thermalen Strahlungsdruck wie erwar-
tet bei allen drei Sessions geringer als die des solaren Strahlungsdrucks. Nichtsdestotrotz
zeigt die Frequenzanalyse in Abbildung 5.31, dass auch diese Störkraft bei der Bilanz der
resultierenden Störbeschleunigungen nicht vernachlässigt werden darf. Da der Einfluss
der Degradation den Betrag der Störkräfte durch solaren und thermalen Strahlungsdruck
nicht aber die Frequenz der auftretenden Störbeschleunigungen beeinflusst, wurden De-
gradationseffekte in den hier vorgestellten Analysen nicht berücksichtigt.
Restatmosphäre
Abbildung 5.32 zeigt abschließend die Störkraftverläufe, die sich durch die Wechselwir-
kung des Satelliten mit der Restatmosphäre ergeben. Anders als bei der Kraftberech-
nung durch solaren und thermalen Strahlungsdruck wird an dieser Stelle kein FE-Modell
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Abbildung 5.31.: Wurzel der spektralen Leistungsdichte für die Störbeschleunigung
durch thermalen Strahlungsdruck.
verwendet, sondern eine einfache Referenzfläche. Diese bleibt während der Simulation
konstant, so dass sich keine Einflüsse der Geometrie auf die Kraftentwicklung ergeben.
Entsprechend ist der Kraftverlauf nur mit der Orbitfrequenz moduliert. Für Session 234
bedeutet dies zusätzlich, dass sich die Satellitendrehung nicht im Kraftverlauf wider-
spiegelt. Der Betrag der Kraft ist für alle drei Sessions ungefähr auf einem Niveau. Das
liegt daran, dass der Dichteverlauf, der im Wesentlichen die Größe der Kraft bestimmt,
für alle Sessions sehr ähnlich ist. Kleine Änderungenen der Bahnelemente im Laufe der
Mission bewirken, dass der Höhenverlauf von MICROSCOPE über der Erde nicht in
jeder Session identisch ist. Außerdem variiert die Ausrichtung zur Sonne. Entsprechend
unterschiedlich sind die Ergebnisse für die Dichteberechnung.
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Abbildung 5.32.: Betrag der resultierenden Störkraft durch die Restatmosphäre.
Abbildung 5.33 zeigt die Frequenzanalyse für die Störbeschleunigung durch die Restat-
mosphäre. Die Peaks treten bei der Orbitfrequenz, welche im Inertial Mode identisch
zur EP-Frequenz ist, und ihren Vielfachen auf. Da die Satellitendrehung in Session 234
keinerlei Berücksichtigung findet, ergeben sich entsprechend auch keine Frequenzpeaks
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5.3. Gesamtsimulation der Mission MICROSCOPE
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Abbildung 5.33.: Wurzel der spektralen Leistungsdichte für die Störbeschleunigung
durch die Restatmosphäre.
im interessanten Frequenzbereich um fEP. Mit der hier eingesetzten Vereinfachung der
Berechnung der Störbeschleunigung wird der Beitrag im Spektrum falsch eingeschätzt
und kann bei der Interpretation des Messergebnisses nicht adäquat berücksichtigt wer-
den. Daher wird die Berechnung der Störkraft durch die Restatmosphäre noch um ein
HPS-Modul erweitert, um speziell für den Spinning Mode eine realistischere Aussage
treffen zu können. Der Algorithmus zur Störkraftberechnung durch den Solardruck stellt
neben den Lookup Tables für die Störkraftkomponenten u. a. auch eine Lookup Ta-
ble für die von der Sonne beleuchtete Referenzfläche zur Verfügung (s. Kapitel 3.4.1).
In dem Zusammenhang hier wird anstelle des Sonnenvektors der Geschwindigkeitsvek-
tor als Eingabe für die Lookup Table verwendet, um auf diese Weise die angeströmte
Fläche abschätzen zu können. Die Ergebnisse der modifizierten Simulation sind in den
Abbildungen 5.34 und 5.35 dargestellt. Für alle Sessions ist zu erkennen, dass die pro-
portionale Abhängigkeit der Störkraft von der Referenzfläche wiedergegeben wird. Diese
ändert sich mit der Drehung des Satelliten in Bezug auf das ECI-System im Inertial
Mode und wird durch die zusätzliche Rotation im Spinning Mode überlagert. Im Ge-
gensatz zu den beiden Störkräften durch solaren und thermalen Strahlungsdruck wird
der Verlauf der resultierenden Kraft weiterhin durch den Dichteverlauf bestimmt, der
im Vergleich zum Solardruck eine deutliche größere Variation im Verlauf eines Orbits
aufweist. Entsprechend bleiben auch die Frequenzpeaks bei der Orbitfrequenz und ihren
Vielfachen für den Spinning Mode erhalten (s. Abbildung 5.35 (c)). Die Variation der
Anströmfläche wird wie erwartet durch zusätzliche Peaks im Bereich der EP-Frequenz
wiedergegeben.
Insgesamt hat die Analyse gezeigt, dass die nicht-gravitativen Kräfte zu Störbeschleuni-
gungen führen, deren Peaks im Spektrum genau bei oder neben den Frequenzen liegen,
die für die Auswertung der MICROSCOPE-Daten relevant sind, nämlich der einfachen
und doppelten EP-Frequenz. Außerdem liegen die Beschleunigungswerte sämtlich deut-
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Abbildung 5.34.: Betrag der resultierenden Störkraft durch die Restatmosphäre.
10-4 10-3 10-2 10-1
f [Hz]
10-10
10-5 Session 54 Session 172
(a) Session 54 und 172
10-4 10-3 10-2 10-1
f [Hz]
10-10
10-5
(b) Session 234
Abbildung 5.35.: Wurzel aus spektraler Leistungsdichte für die Störbeschleunigung
durch die Restatmosphäre.
lich über der Grenze von 10−12 m/s2/
√
Hz bei der EP-Frequenz, die zur Bestimmung des
Eötvös-Parameters in der gewünschten Genauigkeit von η = 10−15 erforderlich ist. Insbe-
sondere die Gegenüberstellung der unterschiedlichen Modellierungen der Störkraft durch
die Restatmosphäre hat gezeigt, dass speziell in der Frequenzanalyse eine Vereinfachung
der tatsächlichen Gegebenheiten einen falsche Einschätzung des Kraftbeitrags im rele-
vanten Frequenzbereich bewirkt. Die beschriebenen Störkräfte werden durch das AACS
von MICROSCOPE kompensiert, so dass die Restbeschleunigung auf das gewünsch-
te Niveau geregelt werden kann. Dennoch können unterschiedliche Reaktionszeiten von
Regler und Aktuatoren oder Fehlausrichtungen beim eingebauten Instrument bewirken,
dass die Störbeschleunigungen trotzdem im relevanten Frequenzbereich einen signifikan-
ten Beitrag leisten. Eine genaue Modellierung kann daher helfen, den Einfluss dieser
Restbeschleunigungen abzuschwächen, d. h. das Messsignal entsprechend zu filtern und
somit das erzielte Messergebnis zu verbessern.
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Mit dem Ziel die Datenanalyse der Satellitenmission MICROSCOPE am ZARM aufzu-
bauen, ist im Rahmen dieser Arbeit zum einen eine umfangreiche Analyse der während
der Mission auftretenden Störungen durch nicht-gravitative Kräfte entstanden. Zum
anderen wurde ein Analysewerkzeug entwickelt, das direkt für die Datenauswertung ein-
gesetzt werden kann. Somit stellt die vorliegende Arbeit damit die Grundlage für die
Datenauswertung von MICROSCOPE am ZARM dar.
Nach einer ausführlichen Motivation des Missionsziels von MICROSCOPE, nämlich den
Eötvös-Parameter η mit einer Genauigkeit von 10−15 zu überprüfen, erfolgte in Kapi-
tel 2 eine detaillierte Beschreibung der Mission. Dazu wurden der Aufbau der Nutzlast
T-SAGE, die Funktionsweise der Differential-Beschleunigungsmesser und die resultieren-
de Messgleichung zur Bestimmung von η eingehend beschrieben. Für MICROSCOPE
ist ein im besonderen Maße auf die Missionsanforderungen zugeschnittenes Lagerege-
lungssystem erforderlich, dessen Funktionsweise ebenfalls erläutert wurde. Anschließend
erfolgte eine Übersicht über den Missionsablauf einschließlich einer Beschreibung der
unterschiedlichen Messmodi im Wissenschaftsbetrieb. Die Vorstellung der Organisation
von Satellitenbetrieb und Datenmanagement bildet den Abschluss des Kapitels.
Kapitel 3 befasst sich mit dem modularen Simulationstool HPS beginnend mit der Mo-
tivation für die Entwicklung des HPS. Nach einem Überblick über die Struktur des HPA
wurde anschließend beispielhaft gezeigt, wie grundsätzlich aus den einzelnen Modulen
des HPS eine Simulation der Satellitendynamik und der Weltraumumgebung zusammen-
gestellt wird. Anhand der Dynamiksimulation konnte herausgearbeitet werden, inwieweit
die Wahl von Simulationsparametern das Ergebnis beeinflusst und welche Bedeutung die
dafür verwendeten Gravitationsfeldmodelle und deren Korrekturen (wie z. B. die Ein-
beziehung relativistischer Effekte) haben. Um die Umwelteinflüsse auf niedrigen Erd-
umlaufbahnen zu charakterisieren, wurden die wichtigsten Störungen, die sich auf die
Satellitenbahn und die Ausrichtung des Satelliten auswirken, zusammenfassend darge-
stellt. Im Einzelnen erfolgte die Vorstellung der Module zur Berechnung der Restatmo-
sphäre, des solaren Strahlungsdrucks, von Eklipse, der Erdalbedo und des Magnetfelds.
Außerdem wurde darauf eingegangen, wie resultierende Störkräfte oder -momente aus
den Ausgaben der Umweltmodule bestimmt werden können. Eine ausführliche Beschrei-
bung der Methode zur Berechnung von Störungen mithilfe finiter Elemente folgte. Dieses
umfangreiche HPS-Modul ist im Rahmen der vorliegenden Arbeit entstanden und wird
für die Ermittlung von Störkräften und -momenten durch solaren Strahlungsdruck ein-
gesetzt. Am Beispiel der Modellierung von Störkräften durch thermalen Strahlungsdruck
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konnte gezeigt werden, dass das Modul auch für andere Anwendungen eingesetzt werden
kann.
Die Entwicklung des Tools FDET zur Analyse der Messdaten von MICROSCOPE bildet
den Schwerpunkt in Kapitel 4. Zunächst wurden die Hauptaufgaben des FDET definiert.
Dazu zählt zum einen die Datenverwaltung am ZARM und zum anderen die eigentli-
che Datenanalyse sowie die Visualisierung und Dokumentation der Analyseergebnisse.
Für die Datenverwaltung sind Prozesse zur Verteilung und Archivierung der Daten de-
finiert worden. Darauf zugeschnitten sind Programme und Funktionen entstanden, die
die Umsetzung der Prozesse unterstützen. Den Hauptteil des FDETs bilden hingegen
zwei Matlab GUIs, die als Interface für die Datenanalyse dienen. Deren Funktionalitä-
ten wurden ebenfalls ausführlich beschrieben. Die Entwicklung des FDET erfolgte dabei
unter der Randbedingung, dass die Einbindung neuer Funktionen ohne großen Auf-
wand durchführbar sein soll. Eine weitere Entwicklung aus Bestandteilen des FDETs ist
der automatische Datenreport, der am ZARM für alle Messreihen (Sessions) von MI-
CROSCOPE erstellt wird. Der Prozess vom Eintreffen neuer Daten bis zum fertigen
Datenreport wurde ausführlich erläutert. Das Kapitel schließt mit der Betrachtung ei-
ner einzelnen Funktion des FDETs, und zwar der Wavelet-Analyse. Es konnte gezeigt
werden, dass diese Form der Datenanalyse die Interpretation des Frequenzspektrums der
Messdaten unterstützt, da die Wavelet-Analyse nicht nur Informationen im Frequenzbe-
reich sondern auch im Zeitbereich bereitstellt.
Nachdem wesentliche Grundlagen, die für die Simulation einer Satellitenmission not-
wendig sind in Kapitel 3 eingeführt worden sind, erfolgte in Kapitel 5 in mehreren
Schritten der Aufbau einer Gesamtsimulation für MICROSCOPE. Zunächst wurde ei-
ne reine Orbitsimulation realisiert und in Bezug auf MICROSCOPE ermittelt, welche
gravitativen Einflüsse Berücksichtigung finden müssen. Die Die Entwicklung und Im-
plementierung einer vereinfachten Lageregelung für MICROSCOPE schaffte die Voraus-
setzung für die Bestimmung nicht-gravitativer Störeinflüsse. Erste Abschätzungen für
die Störkraft durch die Restatmosphäre und das Störmoment durch das Erdmagnetfeld
konnten auf dieser Basis diskutiert werden. Anschließende erfolgte eine detaillierte Ana-
lyse der Störkräfte durch solaren und thermalen Strahlungsdruck. Dabei kamen für die
Satellitengeometrie Modelle mit verschiedenem Detailgrad zum Einsatz, wodurch u. a.
die auf der Oberfläche verwendeten Materialien unterschiedlich berücksichtigt werden
konnten. Außerdem wurde ausführlich auf die Beleuchtungsverhältnisse eingegangen,
denen MICROSCOPE im Laufe seiner Mission ausgesetzt ist. Als weiterer Aspekt er-
folgte eine Untersuchung des Einflusses von Degradation des Oberflächenmaterials auf
die Entwicklung der Kräfte durch solaren bzw. thermalen Strahlungsdruck. Zusammen-
fassend konnte gezeigt werden, dass die Bestimmung der exakten Größe der Störkräfte
von vielen Faktoren abhängt, wobei die Wahl des Geometriemodells den maßgeben-
den Einfluss hat. Vor der Einbindung der Ergebnisse der Störkraftberechnungen in die
Gesamtsimulation, erfolgte zunächst die Validierung der Orbitsimulation. Dazu wurden
Messdaten ausgewählter Sessions von MICROSCOPE als Referenzdaten über das FDET
bereitgestellt. Es konnte eine sehr gute Übereinstimmung der Positionsdaten von MI-
CROSCOPE mit den simulierten Daten gefunden werden. Für die betrachteten Sessions
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wurde daraufhin die Störkraftsimulation integriert. Es konnte gezeigt werden, dass die
untersuchten Störkräfte durch solaren und thermischen Strahlungsdruck sowie durch
Wechselwirkungen mit der Restatmosphäre einen Beitrag zur Störbeschleunigung im für
die Bestimmung von η relevanten Frequenzbereich liefern. Insbesondere bei der Unter-
suchung der Störungen durch die Restatmosphäre konnte demonstriert werden, dass die
Wahl eines einfachen Geometriemodells zu falschen Abschätzungen der Störbeschleu-
nigung und dadurch zu fehlerhaften Beiträgen im Frequenzbereich führen. Dies unter-
streicht die Wichtigkeit einer exakten Störkraftmodellierung. Bei MICROSCOPE wird
das AACS eingesetzt, um die hier untersuchten Störkräfte auszugleichen. Es ist dennoch
möglich, dass die Störkräfte z. B. durch Fehlausrichtungen der Testmassen innerhalb
der Differential-Beschleunigungsmesser nicht vollständig kompensiert werden können.
Die genaue Kenntnis der wirkenden nicht-gravitativen Störbeschleunigungen wird daher
zur Verbesserung der Analyseergebnisse von MICROSCOPE beitragen.
Neben den hier vorgestellten Störkraftanalysen sind weitere Untersuchungen notwendig,
um die Wechselwirkungen mit den Umgebungsbedingungen im Weltraum vollständig
beschreiben zu können. So wird aktuell an der Implementierung des Albedomodells in
die MICROSCOPE-Simulation gearbeitet, das sich ebenfalls der Methode mit vernetz-
ten Oberflächen bedient und im Rahmen des XHPS entstanden ist (s. Kapitel 3.4.2).
Außerdem soll untersucht werden, inwieweit die Verwendung eines Modell zur Moleku-
larströmung [30] die bisher verwendete Methode zur Berechnung der Störkräfte durch die
Restatmosphäre verbessern kann. In diesem Zusammenhang sollen auch unterschiedliche
Dichtemodelle in die Analysen mit einbezogen werden. Die Entwicklung einer Simulation
unter Einbindung der Testmassendynamik ist ebenfalls Gegenstand aktueller Untersu-
chungen. Die bisherigen Ergebnisse haben gezeigt, dass die Regelung der Testmassen
innerhalb der Dynamiksimulation eine sehr hohe Rechenzeit erfordern. Daher gibt es
Bestrebungen, an dieser Stelle auf die komfortable Oberfläche von Simulink zu verzich-
ten und eine vollständige Implementierung in C/C++ umzusetzen. Hier kann auf eine
Vielzahl der verwendet HPS-Module zurückgegriffen werden, da der Quellcode bereits
in C oder C++ vorliegt.
Desweiteren wird kontinuierlich an der Erweiterung und Verbesserung des HPS gear-
beitet, wobei vorrangig die Übertragung der entstanden XHPS-Funktionen in die Mo-
dulstruktur des HPS erfolgt. Durch seinen generischen Charakter bietet der HPS eine
große Vielfalt an Anwendungsfeldern. Eine große Stärke liegt u. a. in der Hardware-in-
the-Loop-Fähigkeit. Diese macht den HPS äußerst attraktiv für die Auslegung und das
Testen von Lageregelungssystemen, indem z. B. Sensoren direkt in die Simulation mit
eingebunden werden können. Der HPS und sein Derivat XHPS bieten außerdem idea-
le Möglichkeiten zukünftige Gravimetriemissionen wie z. B. GRACE-FO1 während der
Mission und bei der Datenauswertung zu unterstützen. Auch Anwendungen für Missio-
nen wie LISA2, deren drei Satelliten ein Laserinterferometer zur Messung von Gravi-
tationswellen bilden, sind denkbar. Hierfür muss eine sehr genaue Dynamiksimulation
1Gravity Recovery And Climate Experiment - Follow-On [48]
2Laser Interferometer Space Antenna [10]
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der Satellitenbahnen mit der Sonne als Zentralkörper umgesetzt werden. Grundlegende
Strukturen sind im HPS bereits vorhanden, müssten aber mit den verbesserten Dyna-
mikberechnungen des XHPS kombiniert werden.
Neben den zahlreichen Anwendungsbeispielen des HPS bieten sich auch für das FDET
Einsatzmöglichkeiten über die Verwendung zur Datenanalyse von MICROSCOPE hin-
aus. Zurzeit laufen bereits erste Planungen zur Weiterverwendung von MICROSCOPE
für den Zeitraum, in dem das Kaltgas zur Lageregelung aufgebraucht ist. Damit kann
das AACS nicht mehr im Science Mode betrieben werden kann und somit sind keine
weiteren Messungen zur Überprüfung des schwachen Äquivalenzprinzips mit der an-
gestrebten Genauigkeit möglich. Die Energieversorgung ist aber weiterhin durch den
SSO sichergestellt, so dass die Lageregelung mithilfe des Reaktionsschwungrads und der
Magnetspulen erfolgen kann. Dies liefert die Möglichkeit, Beobachtungen im Erdorbit
durchzuführen, deren Anforderungen an die Lageregelung damit ausreichend erfüllt wer-
den können.
Unter diesen Voraussetzungen ergibt sich als möglicher Anwendungsfall die Untersu-
chung der Restatmosphäre, genauer der Dichteverteilung in der oberen Thermosphäre.
Die Dichteverteilung kann aus dem Verlauf der Störkraft durch die Restatmosphäre er-
mittlet werden. Der Störkraftverlauf lässt sich dabei indirekt bestimmen, und zwar über
die Messung der resultierenden Beschleunigungen der am Satelliten angreifenden nicht-
gravitativen Kräfte. Die Messungen sind ohne den Einsatz der Drag-Free-Regelung direkt
mit T-SAGE möglich. Da die Messdaten allerdings die Summe aller nicht-gravitativen
Kräfte enthalten, muss zunächst der Beitrag der Störkraft durch die Restatmosphä-
re daraus separiert werden. Nur mithilfe genauer Modelle sämtlicher Störkräfte (z. B.
durch Solardruck, Thermaldruck, Erdalbedo) kann diese Trennung erfolgen. Diese Mo-
delle, die zum Teil bereits in der vorliegenden Arbeit entstanden sind, müssen dafür
validiert werden. Für die Modellierung der Störkraft durch solaren Strahlungsdruck ist
dies bereits geplant. In den vergangenen Eklipsephasen von MICROSCOPE wurde der
Satellit zu Testzwecken auch im Science Mode betrieben. Da während der Eklipse der
Solardruck auf Null absinkt, sind die daraus resultierenden Kraftänderung der Trieb-
werke ein indirektes Maß für die entsprechende Störkraft. Die Triebwerksdaten können
eingesetzt werden, um die Methode der vernetzten Oberflächen zur Störkraftmodellie-
rung insbesondere in Hinblick auf die berechnete Amplitude der Störkraft durch solaren
Strahlungsdruck zu validieren. Damit wären optimale Voraussetzungen gegeben, die Me-
thode auf die übrigen Störeinflüsse anzuwenden. Die Kombination von HPS-Simulationen
inklusive der erstellten Störmodellen und die Auswertungen der Beschleunigungsdaten
mithilfe des FDET kann dann iterativ zur Erstellung einer Dichteverteilung auf dem
Orbit von MICROSCOPE verwendet werden. Das Ergebnis einer solchen Studie würde
die Weiterentwicklung bereits bestehender Atmosphärenmodelle anregen und dadurch
breite Anwendung für alle Missionen finden, die im Höhenbereich von MICROSCOPE
operieren.
Von den Erfahrungen, die bei der Datenauswertung von MICROSCOPE gemacht wer-
den, können auch zukünftige Satellitenmission zum Test des schwachen Äquivalenz-
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prinzips im Weltraum profitieren. Mit GG3 ist eine Mission geplant, die den Eötvös-
Parameter mit einer Genauigkeit von 10−17 überprüfen soll. Dazu soll ein Beschleuni-
gungssensor mit rotierenden Testmassen eingesetzt werden. Im Gegensatz zum Mess-
prinzip von MICROSCOPE, bei dem die Bewegung jeder Testmasse innerhalb eines
Beschleunigungssensors mithilfe elektrostatischer Kräfte detektiert wird, werden bei der
Mission STEP4 SQUIDs5 verwendet. Durch die hohe Auflösung des magnetische Mes-
sprinzip der SQUIDs soll mit STEP die Bestimmung von η mit einer Genauigkeit von
10−18 gelingen.
3Galileo Galilei [37]
4Satellite Test of the Equivalence Principle [53]
5Superconducting Quantum Interference Device
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A. Koordinatensysteme
Im Folgende ist eine Zusammenstellung aller Koordinatensysteme gegeben, die in der
vorliegenden Arbeit Verwendung finden. Zum einen kommen geozentrische Systeme für
die Beschreibung der Satellitenbahn und der Umweltmodelle zum Einsatz. Zum anderen
werden eine Reihe von Systemen benötigt, die an den Satelliten gekoppelt sind. Diese
werden hier in Bezug auf MICROSCOPE vorgestellt.
A.1. Geozentrische Koordinatensysteme
Die Beschreibung der Satellitenbahn um die Erde erfolgt im Earth-Centered Interial
Koordinatensystem (ECI, auch Index i). Das im HPS implementierte ECI System basiert
auf dem International Celestial Reference Frame (ICRF). Dabei werden die Definitionen
des International Earth Rotation and Reference Systems Service (IERS) aus dem Jahr
2010 [40] verwendet.
Abbildung A.1.: ECI Koordinatensystem
Das ECI System ist rotationsfrei und die Achsen sind fest in Bezug auf weit entfernte
außergalaktische Strahlungsquellen, wie z. B. Quasare. Die Ausrichtung der ECI Ach-
sen ist nahezu identisch zum mitteleren Äquator und Äquinoktium (engl. Earth Mean
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Equator and Equinox, EME) des Jahres 2000. Der Urspung des ECI liegt im Massenmit-
telpunkt der Erde. An dieser Stelle unterscheidet es sich vom ICRF, dessen Ursprung im
Baryzentrum des Sonnensystems liegt. Das ECI System ist in Abbildung A.1 dargestellt.
Die x–Achse zeigt in Richtung des Frühlingspunktes und liegt in der Ekliptikebene. Die
z–Achse ist parallel zum Drehimpulsvektor der Erde, welcher in Richtung des nördlichen
mitteleren Himmelspols (engl. Celestial Intermediate Pole, CIP) weist. Die y–Achse er-
gänzt das rechtshändige, kartesische Koordinatensystem.
Modelle, die Gegebenheiten mit direkten Bezug auf die Erdoberfläche wiedergeben (z.
B. Erdgravitationsfeld) werden im Earth-Centered Earth Fixed (ECEF, auch Index e)
Koordinatensystem beschrieben. Das ECEF System ist dabei identisch zum Interna-
tional Terrestrial Reference Frame (ITRF), das ebenfalls in den IERS Konventionen
definiert ist. In Abbildung A.2 sind ECI und ECEF Koordinatensystem einander ge-
genübergestellt. Der Ursprung des mit der Erde mitrotierenden ECEF liegt ebenfalls
im Massenmittelpunkt der Erde. Die x– und die y–Achse liegen in der Äquatorebene,
wobei die x–Achse in Richtung des IERS Reference Meridian (IRM) zeigt, der auch als
Greenwich Meridian bezeichnet wird. Die z–Achse weist in Richtung des IERS Reference
Pole (IRP).
Abbildung A.2.: ECI und ECEF Koordinatensystem
Die Transformation zwischen dem ECI und dem ECEF System ist äußerst komplex. Da-
bei werden u. a. die Präzision und Nutation der Erdrotationsachse, die Rotation der Erde
um diese Achse und die Polbewegung des CIP gegenüber dem IRP berücksichtigt. Im
HPS werden zur Berechnung der Transformationmatrix T ie die C Funktionen eingesetzt,
die für diesen Zweck vom SOFA (Standards of Fundamental Astronomy) Service1 der
1http://www.iausofa.org/
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International Astronomical Union (IAU) bereitgestellt werden. Die genau Implementie-
rung der Berechnungsmethode ist ausführlich in der Projektdokumentation des XHPS2
beschrieben.
Einige Umweltmodelle sind in Abhängigkeit von sphärischen Koordinaten formuliert.
Dabei sind grundsätzlich zwei verschiedene Definitionen zu unterscheiden: geodätische
und geozentrische sphärische Koordinatensysteme. Der Unterschied ist in Abbildung
A.3 illustriert. Die Erdabplattung ist darin stark überzeichnet dargestellt, um den Un-
terschied beider Systeme zu verdeutlichen. Während bei geodätischen Koordinaten die
Höhe h als senkrechter Abstand über der Erdoberfläche angegeben wird, wird bei geo-
zentrischen Koordinaten der Abstand zum Erdmittelpunkt r verwendet. Entsprechend
ergeben sich andere Werte für die geozentrische Breite β und die geodätische Breite ϕ.
Komplettiert werden beide Systeme durch die geozentrische bzw. geodätische Länge λ,
welche den Winkel zwischen dem IRM und dem Meridian durch den betrachteten Punkt
beschreibt. Dieser Winkel ist in beiden Systemen identisch und daher nicht eingezeichnet.
Abbildung A.3.: Sphärische Koordinatensysteme
A.2. Koordinatensysteme für MICROSCOPE
Die bereits in Kapitel 3.2.2 zur Beschreibung der Testmassenbewegung innerhalb eines
Satelliten eingeführten Koordinatensysteme sind nochmals in Abbildung A.4 dargestellt.
Im Folgenden wird die für MICROSCOPE gültig Zuordnung vorgestellt.
2XHPS Design Document, ZARM - Zentrum für angewandte Raumfahrttechnologie und Mikrogravi-
tation, Universität Bremen, DLR - Deutsches Zentrum fur Luft- und Raumfahrt, Bremen, interne
Projektdokumentation, Stand April 2017
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~rmm,b
Abbildung A.4.: Koordinatensysteme: Earth-Centered Inertial (ECI), körperfestes Sy-
stem im Massenmittelpunkt des Satelliten (b), mechanisches System
(m), Koordinatensystem des Beschleunigungssensors (a), Testmassen-
system (tm), Sensorsystem (sens)
In Abbildung A.5 sind die Definitionen des mechanischen (m) und des körperfesten (b)
Koordinatensystems dargestellt. Das mechanische System hat seinen Ursprung zentriert
auf der Außenseite des Panels, das mit dem Launchadapter (goldener Ring in der Zeich-
nung) ausgestattet ist. Diese Seite wird als -X Seite bezeichnet. Die xm–Achse zeigt in
Richtung der Seite, an denen die Solarpanele befestigt sind (+X Seite). Die ym–Achse
verläuft parallel zu den Kanten der ausgeklappten Solarpanele. Die zm–Achse ergänzt
das rechtshändige, kartesische Koordinatensystem.
Abbildung A.5.: Definition des mechanischen (Index m) und des körperfesten (Index b)
Koordinatensystems
Die Achsen des körperfesten Systems (b) liegen parallel zu den Achsen des mechanischen
Systems. Der Ursprung befindet sich im Massenmittelpunkt des Satelliten und ist imWe-
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sentlichen entlang xm–Achse um ~rmm,b = [0.3373, 0.0023, 0.004] m verschoben. Aufgrund
der nahezu symmetrischen Masseverteilung bei MICROSCOPE sind die Verschiebungen
in den anderen beiden Achsen vergleichsweise klein und in der Zeichnung nicht explizit
dargestellt. Da der Vektor ~rmm,b ein Eingabeparameter der Dynamikberechnung ist, kann
dieser im Laufe einer Simulation verändert werden. Auf diese Weise können z. B. Mas-
seänderungen durch Treibstoffverbrauch und dadurch eine mögliche Verschiebung des
Massenmittelpunktes berücksichtigt werden.
Abbildung A.6 zeigt eine vereinfachte Darstellung der SU von T-SAGE. Beim Beschleu-
nigungsmesser SUEP ist eine der darin liegenden Testmassen gezeigt. Sowohl für das
Instrument SUREF als auch für SUEP ist ein eigenes Koordinatensystem (aj) definiert,
dessen Ursprung sich jeweils zentral am Boden der Sensoreinheit befindet. Ausgehend
von der Bodenplatten zeigt die xa–Achse in Richtung des Deckels. Die ya–Achse ist ent-
lang der Längsseite ausgerichtet, ausgehend von der SUEP in Richtung SUREF. Die
za–Achse ergänzt das rechtshändige kartesische Koordinatensystem. Wenn das Instru-
ment perfekt gebaut und die Testmassen darin ideal zentriert sind, stimmen die Achsen
der Testmassensysteme (tmj) mit den Achsen der Sensoreinheiten überein. Der Ursprung
der Testmassensysteme befindet sich im jeweiligen Massenmittelpunkt der Testmasse.
Abbildung A.6.: Definition des Testmassensystems (Index tm) und des Beschleunigungs-
messersystems (Index a)
Bei MICROSCOPE stimmen die beschriebene Orientierung der Koordinatensysteme von
SUREF und SUEP allerdings nur für Messwerte, die in N1- oder in N2-Datensätzen vor-
liegen. Tatsächlich ist die SUEP um 180o um die xa–Achse im Vergleich zur SUREF
gedreht. Die ya–Achse und die za–Achse der SUEP zeigen entsprechend in die entgegen-
gesetzte Richtung. Da in dieser Arbeit allerdings nur Sensordaten ab N1-Level verwendet
werden, spielt die tatsächliche Ausrichtung keine weitere Rolle.
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SUEP
Mechanisch (m) Körperfest (b) SUREF (a1) N0-Level ab N1-Level (a2)
xm xb ya1 −ySUEP ya2
ym yb −za1 zSUEP −za2
zm zb −xa1 −xSUEP −xa2
Tabelle A.1.: Beziehungen der Koordinatensysteme für MICROSCOPE [55]
Die Bewegung einer Testmasse j wird gegenüber dem Sensorsystem (sensj) beschrie-
ben, wie es in Abbildung A.7 veranschaulicht wird. Das Sensorsystem ist bei MICROS-
COPE an Position und Ausrichtung der Quarzglaszylinder gekoppelt. Im Falle eines
fehlerfreien Instruments sind die Achsen der Sensorsysteme (sensj) parallel zu den der
entsprechenden Instrumentensystemen (aj) bei gleicher Orientierung. Der Ursprung der
Sensorsysteme liegt dabei zentriert in den Quarzglaszylindern.
Abbildung A.7.: Definition des Testmassensystems (Index tm) und des Sensorsystems
(Index sens)
In Abbildung A.8 ist schließlich die Lage der Nutzlast im Satelliten illustriert. Die xm–
Achse, welche die Rotationsachse des Satelliten ist, entspricht dabei der y–Ausrichtung
der Sensoreinheiten. Die x–Achse der Sensoreinheiten ist wiederum entgegen der zm–
Achse ausgerichtet. Entsprechendes gilt für die z–Achse der Sensoreinheit und die ym–
Achse. Die Beziehungen der Koordinatenachsen von Satellit und T-SAGE sind in Tabel-
le A.1 noch einmal zusammengefasst.
Wie bisher gezeigt werden in der Regel kartesische Koordinatensysteme verwendet, um
Positionen innerhalb des Satelliten beschreiben zu können. Für die Anwendung der in
Kapitel 3.4 vorgestellten FE Methode werden allerdings Kugelkoordinaten benötigt. Ein
Vektor ~r wird dabei durch seine Länge r, den Azimutwinkel ϕ in der xb–yb–Ebene und
den Polarwinkel θ ausgehend von der zb–Achse beschrieben.
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A.2. Koordinatensysteme für MICROSCOPE
Abbildung A.8.: Lage der Nutzlast im Satelliten, Orientierung des mechanischen Koor-
dinatensystems im Vergleich zum Testmassensystem.
Abbildung A.9.: Kugelkoordinaten
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B. Quaternionen
Typischerweise werden Drehungen aller Art im Bereich der Raumfahrt mithilfe von
Quaternionen beschrieben. Im HPS wird die Definition nach Hamilton [21] verwendet:
q ≡ q4 + iq1 + jq2 + kq3 (B.1)
Darin erfüllen i, j und k folgende Bedingungen:
i2 = j2 = k2 = −1
ij = −ji = k
jk = −kj = i
ki = −ik = j (B.2)
Das konjugierte Quaternion ist wie folgt definiert:
q∗ ≡ q4 − iq1 − jq2 − kq3. (B.3)
Im Folgenden sind weitere wichtige Eigenschaften und Definition von Quaternionen zu-
sammengestellt. Im HPS stehen dafür eigene Module zur Verfügung, deren Implemen-
tierung nach [61] erfolgte. Dabei wird das Quaternion in Form eines vierdimensionalen
Vektors ausgedrückt:
q =

q1
q2
q3
q4
 (B.4)
Einheitsquaternion
Die Lagedarstellung erfordert die Verwendung von Einheitsquaterionen, die wie folgt
definiert sind:
1 = q21 + q22 + q23 + q24 (B.5)
qunit =
q√
q21 + q22 + q23 + q24
(B.6)
139
B. Quaternionen
Quaternionen-Multiplikation
Die Multiplikation von Quaternionen ist nicht kommutativ und ist analog zu jener von
komplexen Zahlen definiert
q′′ = qq′
= (q4 + iq1 + jq2 + kq3)(q′4 + iq′1 + jq′2 + kq′3) (B.7)
Quaternion und Rotationsvektor
Eine Drehung im Raum lässt sich über einen Rotationsvektor ~v = φ~e beschreiben. Die
Richtung des Vektors ~e = (e1, e2, e3)T beschreibt dabei die Rotationsachse, die Länge φ
den Drehwinkel. Der Rotationsvektor ist über folgende Beziehung mit den Quaternionen
verknüpft:
q1 ≡ e1 sin
(
φ
2
)
q2 ≡ e2 sin
(
φ
2
)
q3 ≡ e3 sin
(
φ
2
)
q4 ≡ cos
(
φ
2
)
. (B.8)
Quaternion und Rotationsmatrix
Die Rotationsmatrix T, die eine Drehung um ~e mit den Winkel φ beschreibt kann mit
Quaternionen parametrisiert werden:
T(q) =

q21 − q22 − q23 + q24 2 (q1q2 + q3q4) 2 (q1q3 − q2q4)
2 (q1q2 − q3q4) −q21 + q22 − q23 + q24 2 (q2q3 + q1q4)
2 (q1q3 + q2q4) 2 (q2q3 − q1q4) −q21 − q22 + q23 + q24
 (B.9)
Häufig werden mehrere nacheinander folgende Rotationen verknüpft, z. B. um von Sy-
stem c über b zu System a zu gelangen. Dies lässt sich mithilfe von Rotationsmatrizzen
wie folgt schreiben:
Tac = Tab Tbc (B.10)
Dieselbe Transformation schreibt sich in Quaternion Form
qac = qbc qab (B.11)
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Die erforderliche andere Reihenfolge kann leicht zu Unübersichtlichkeit führen. Daher
wird mit  ein Operator eingeführt, der diese Inkonsistenz umgeht und wie folgt definiert
ist:
qac = qbc qab
= qab  qbc (B.12)
In Matrix-Vektorschreibweise ergibt sich Gleichung B.12 zu:
q′′ = q q′
= q′  q
=

q′4 q
′
3 − q′2 q′1
− q′3 q′4 q′1 q′2
q′2 − q′1 q′4 q′3
− q′1 − q′2 − q′3 q′4


q1
q2
q3
q4
 (B.13)
Die Bestimmung eines Quaternion T aus einer gegebenen Rotationsmatrix A
T =
 T11 T12 T13T21 T22 T23
T31 T32 T33
 ,
erfolgt in zwei Teilschritten. Zuerst werden die Werte für q1i, q2i, q3i und q4i berechnet:
q1i = 0.5
√
1 + T11 − T22 − T33
q2i = 0.5
√
1− T11 + T22 − T33
q3i = 0.5
√
1− T11 − T22 + T33
q4i = 0.5
√
1 + T11 + T22 + T33
Damit stehen die Beträge der einzelnen Quaternionkomponenten fest. Anschließend wer-
den die Einträge von q = (q1, q2, q3, q4) wie folgt berechnet:
• |q1i| > |qji| (j = 2, 3, 4):
q1 = 0.5
√
1 + T11 − T22 − T33
q2 =
0.5 (T12 + T21)√
1 + T11 − T22 − T33
q3 =
0.5 (T13 + T31)√
1 + T11 − T22 − T33
q4 =
0.5 (T23 − T32)√
1 + T11 − T22 − T33
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• |q2i| > |qji| (j = 1, 3, 4):
q1 =
0.5 (T12 + T21)√
1− T11 + T22 − T33
q2 = 0.5
√
1− T11 + T22 − T33
q3 =
0.5 (T32 + T23)√
1− T11 + T22 − T33
q4 =
0.5 (T31 − T13)√
1− T11 + T22 − T33
• |q3i| > |qji| (j = 1, 2, 4):
q1 =
0.5 (T13 + T31)√
1− T11 − T22 + T33
q2 =
0.5 (T32 + T23)√
1− T11 − T22 + T33
q3 = 0.5
√
1− T11 − T22 + T33
q4 =
0.5 (T12 − T21)√
1− T11 − T22 + T33
• |q4i| > |qji| (j = 1, 2, 3):
q1 =
0.5 (T23 − T32)√
1 + T11 + T22 + T33
q2 =
0.5 (T31 − T13)√
1 + T11 + T22 + T33
q3 =
0.5 (T12 − T21)√
1 + T11 + T22 + T33
q4 = 0.5
√
1 + T11 + T22 + T33
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C. Visualisierung der
Schattenentwicklung
In Kapitel 5.2 wurde ausführlich die Wahl des FE-Modells für MICROSCOPE behandelt.
An dieser Stelle soll am Beispiel der senkrecht beleuchteten +X–Seite detailliert gezeigt
werden, wie sich der Schattenwurf für die Modelle m1 bis m25 entwickelt. Dazu ist
in Abbildung C.1 noch einmal der Verlauf der beleuchteten Gesamtfläche A für alle
Modelle dargestellt, ergänzt durch die Elementanzahl für jedes Modell. Die konkreten
Beleuchtungsverhältnisse sind in Abbildung C.2 gezeigt. In der Darstellung sind die
gelben Elemente im Sonnenlicht und tragen zur Gesamtfläche A bei. Die roten Elemente
befinden sich im Schatten und werden ebenso wie die blauen Elemente der Rückseite
nicht mitgerechnet (s. Kapitel 3.4).
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Abbildung C.1.: Konvergenzverhalten für die senkrecht sonnenbeschienene +X Seite von
MICROSCOPE
In Abbildung C.2 ist zu erkennen, dass trotz der geänderten Elementzahl die beleuch-
teten Bereiche für Modell m1 und m2 identisch sind und damit auch die resultierende
Gesamtfläche A. Diese verringert sich deutlich für Modell m3, da hier erstmals der hinter
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der Antenne liegende Aufbau auf der +Z– und -Z–Seite des Satelliten zum Teil abge-
schattet wird. Zuvor war dieser nur durch ein Element abgebildet, dessen Mittelpunkt
nicht in den Schattenbereich der davor liegenden Elemente fiel. Im Vergleich dazu gibt
es für Modell m4 wieder eine starke Änderung. Diesmal entfallen einige Elemente, die
zuvor im Schattenbereich lagen, so dass die Gesamtfläche wieder steigt. Dieses Verhalten
ist einer Vereinfachung geschuldet, die bei der FE-Modellierung vorgenommen wurde:
Alle kleinen Aufbauten sind minimal schwebend über dem Hauptsatellitenkörper ange-
bracht. Andernfalls ist eine Vernetzung mit Vierknotenelementen nur unter sehr hohem
Aufwand möglich [44]. Entsprechend der Lage der Mittelpunkte, werden die unter einem
Bauteil liegenden Elemente abgeschattet oder auch nicht. Dadurch kommt es immer
wieder zu kleinen Fehlern bei der Berechnung der beleuchteten Elemente.
Modellm4 liefert bereits für die hier gewählte Einstrahlrichtung der Sonne eine sehr gute
Annäherung an die tatsächlichen Beleuchtungsverhältnisse, was auch durch das entspre-
chende Ergebnis für A in Abbildung C.1 bestätigt wird. Allerdings darf nicht vergessen
werden, dass insbesondere bei schräg einfallender Sonnenstrahlung eine höhere Elemen-
tanzahl gefordert ist, da andernfalls Schattenwürfe nicht exakt genug wiedergegeben
werden. So ist im weiteren Verlauf der Modellverfeinerung zu beobachten, dass für die
Antennen ein immer realistischerer Schattenwurf entsteht. Das Schattenbild der Anten-
nen bestimmt im Weiteren auch die Entwicklung von A. Wird in den Modellen m5 bis
m8 noch deutlich zu wenig Fläche abgeschattet, so ist es bei den Modellen m12 und
m13 zu viel. Einen untergeordneten Beitrag liefert die zuvor schon angesprochene Flä-
che unter den Aufbauten direkt auf der +X–Seite. Insgesamt kann festgehalten werden,
dass jenseits des Modells m10 keine entscheidenden Änderungen in der Form der ausge-
prägten Schatten auftauchen. Da derselbe Verlauf von A auch für die anderen Seiten des
Satelliten gefunden werden konnte und Modell m10 zusätzlich mit akzeptabler Rechen-
zeit erstellt werden kann (vgl. Abbildung 5.10), wird es für die Untersuchungen gewählt,
die in Kapitel 5.2 präsentiert werden.
Ergänzend ist noch zu bemerken, dass beim Export der Daten aus dem verwendeten
FE-Programm auf eine ausreichende Anzahl an Nachkommastellen für die Elementgröße
geachtet werden muss. Wird der Wert an der falschen Stelle gerundet oder abgeschnitten,
kommt es zu immer größeren Abweichungen für A, da immer mehr fehlerhafte Werte für
Ai aufsummiert werden.
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m1
m2 m3 m4 m5
m6 m7 m8 m9
m10 m11 m12 m13
m14 m15 m16 m17
m18 m19 m20 m21
m22 m23 m24 m25
Abbildung C.2.: Entwicklung des Schattens für die gewählten FE Modelle von MICROS-
COPE.
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D. FDET-Handbuch
Der folgende Auszug aus dem FDET-Handbuch gibt einen detaillierten Einblick über
die Benutzung der in Kapitel 4.1.2 vorgestellten Matlab-GUIs.
Eine schnelle Visualisierung der Daten von T-SAGE ist über das Matlab-GUI
FDET_MicroscopeData.m möglich (vgl. Abbildung D.1). Für die Satellitendaten (Or-
bit, Lage) gibt es das entsprechende Gegenstück FDET_MicroscopeSatelliteData.m (vgl.
Abbildung D.2). Alle Daten, die visualisiert werden sollen, müssen vom Datenspeicher
auf den entsprechenden PC übertragen worden sein.
Beide GUI-Dateien enthalten alle Funktionen, die benötigt werden, um zum einen das
Aussehen der jeweiligen GUIs festzulegen und zum anderen die Funktionalitäten den
einzelnen Knöpfen, Abrollmenüs usw. zuzuordnen. Dazu gehören auch Funktionen, die
GUI-Daten für den späteren Gebrauch exportieren. Alle Funktionen, die die Daten direkt
verarbeiten (einlesen, plotten, analysieren, usw.) sind als Einzelfunktionen ausgeführt.
Auf diese Weise lassen sie sich auch in eigene Matlab-Skripte einfügen. Nachfolgend
werden alle Bereiche der beiden GUIs kurz beschrieben.
D.1. GUI Microscope Data
1. Darstellungsbereich
2. Wahl des Verzeichnisses: Es muss die Ebene über SUEP bzw. SUREF gewählt
werden.
3. Einstellung von SU und IS für den Shortcuts Bereich und als Filter für die Datei-
auswahl.
4. Shortcuts: Für die eingestellte SU und IS wird AccelerationStr.csv automatisch
als erste Datendatei geladen (mit Str = Xscaa, Yscaa, Zscaa, Phiscaa, Thetascaa,
Psiscaa).
5. Auswahl und Anzeigeform der ersten Datei (FDET_importData.m wird ausgeführt
=⇒ contentDataBase1, s. Abschnitt D.1.1).
6. Auswahl und Anzeigeform einer zweiten Datei (FDET_importData.m wird ausge-
führt =⇒ contentDataBase2, s. Abschnitt D.1.1).
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Input Values
Select data directory:
D:\MicroscopeDaten\Session_34_EPI_0_01_SUEP\N1a_01\
TSAGE
SUEP
IS1
Select 1. data file:
SUEP\IS1\AccelerationXsci.csv
../../../DatesAndMasks_01/datation411.bin ../../../DatesAndMasks_01/mask411.bin
Select 2. data file:
SUEP\IS2\AccelerationXsci.csv
../../../DatesAndMasks_01/datation411.bin ../../../DatesAndMasks_01/mask411.bin
From data dir
From data dir
Shortcuts: Acceleration
Xscaa Yscaa Zscaa
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Current data
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Sample time [s]
0.25
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Plot
Plot+
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Diff
Common
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Save setup Save data base
Save result
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Abbildung D.1.: MICROSCOPE Data GUI
7. Aktuelle Datenbasis (=⇒ currentDataBase, s. Abschnitt D.1.1) wird angezeigt.
Dabei handelt es sich um die zuletzt geladene Datei oder zuletzt ausgeführte Ope-
ration (Punkte 15 und 16). Die aktuelle Datenbasis wird für alle Aktionen unter
den Punkten 10, 12, 13 und 17 verwendet.
8. Anzeige der Sample Time für die gewählten Dateien. Falls keine datation Datei
vorliegt, wird die Sample Time auf 1 s gesetzt.
9. Save setup: Speichert die handles Struktur (s. Abschnitt D.1.2) in lastFDETse-
tup.mat. Diese wird bei einem Neustart des GUIs automatisch eingelesen.
10. Save data base: Speichert aktuelle Datenbasis als zweispaltige *.csv Datei (ti-
me,values).
11. Save result: Speichert Ergebnis einer Operation aus Punkt 17 als zweispaltige *.csv
Datei (x,y).
12. Plot: Stellt aktuelle Datenbasis dar (FDET_plotThisData.m).
13. Plot+: Fügt aktuellem Plot einen neuen hinzu (hold + FDET_plotThisData.m).
14. Clear: Löscht Darstellungsbereich.
148
D.1. GUI Microscope Data
15. Diff: Bildet Halbdifferenz zwischen Datensatz 1 und Datensatz 2 (FDET_diff-
Data.m).
16. Common: Bildet Halbsumme aus Datensatz 1 und Datensatz 2 (FDET_common-
Data.m).
17. Funktionsabrollmenü:
• PSD: Führt FDET_fftData.m für aktuellen Datensatz aus.
• Wavelet: Führt FDET_waveletData.m für aktuellen Datensatz aus.
• Corr: Führt FDET_corrData.m für Datensatz 1 und Datensatz 2 aus.
Das Funktionsabrollmenü kann beliebig erweitert werden.
18. Displayoption: Darstellung im (1) oberen oder (2) unteren Bildbereich.
D.1.1. Inhalt der Datenbasis
Das GUI arbeitet mit einer Matlab-Struktur (DataBase), in der alle wichtigen Infor-
mationen über einen Datensatz enthalten sind. Die Struktur wird im Wesentlichen durch
FDET_importData.m befüllt und in einigen anderen Funktionen modifiziert. Die Da-
taBase hat folgende Einträge:
• isBoolean: Boolean Daten? Ja (1), nein (0)
• row: Anzahl der Zeilen mit Daten der *.csv Datei
• datation: relativer Pfad zur passenden datation*.csv Datei
• mask: relativer Pfad zur passenden mask*.csv Datei
• legendName: Bezeichnung der Daten
• sampleTime: Zeit zwischen Zeitpunkt 1 und Zeitpunkt 2 [s]
• time: Zeitskala
• values: Daten
• timeFlag:
– 1: Zeitskala time wird aus datation geladen
– 2: Zeitskala time wird aus Datei direkt genommen
– 3: Es ist keine Zeitskala vorhanden, sampleTime = 1
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D.1.2. Inhalt der Struktur handles
Innerhalb des GUIs können Variablen mittels der Struktur handles unter den einzelnen
Funktionen ausgetauscht werden. Die Struktur setzt sich hier wie folgt zusammen:
• dataDir: Unter Punkt 2 gewähltes Datenverzeichnis
• SU: Unter Punkt 3 gewählte Sensor Unit
• IS: Unter Punkt 3 gewählter Inertial Sensor
• dataFile1: Unter Punkt 5 gewählte Datei
• File1: Anzeigeform für 1. Datei
– 1: Volle Pfadangabe
– 2: Dateinname
– 3: Pfad relativ vom dataDir
• dataFile2: Unter Punkt 6 gewählte Datei
• File1: Anzeigeform für 2. Datei
– 1: Volle Pfadangabe
– 2: Dateinname
– 3: Pfad relativ vom dataDir
• contentDataBase1: DataBase Struktur für erste Datei
• contentDataBase2: DataBase Struktur für zweite Datei
• currentDataBase: DataBase Struktur entsprechend Erläuterung Punkt 7
• result: Ergebnis einer Operation aus Punkt 17 mit folgender Unterstruktur (bisher
nicht verfügbar für Wavelet Analyse):
– x: Werte auf der x-Achse
– y: Werte auf der y-Achse
– defaultName: entspricht legendName der currentDataBase
D.2. GUI Microscope Satellite Data
1. Darstellungsbereich
2. Wahl des Verzeichnisses: Es muss das Verzeichnis Mission einer Session ausge-
wählt werden.
150
D.2. GUI Microscope Satellite Data
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Microscope Satellite Data
0 5 10 15 20 25
Orbit no.
-8
-6
-4
-2
0
2
4
6
8
106 From 2015/11/20 14:09:53.124 to 2015/11/22 07:34:53.124
x y z
Input Values
Select mission directory:
D:\MicroscopeDaten\Session_34_EPI_0_01_SUEP\Mission\
Select orbit file: File name Save orbit data
MIC_CECT_PRECISE_ORBIT_20151120T141453_20151202T102949_34
Select attitude file: File name Save attitude data
MIC_CECT_PRECISE_ATTITUDE_20151120T141453_20151202T102949_34
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ACCRAT FLAG
s
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Abbildung D.2.: MICROSCOPE Satellite GUI
3. Auswahl, Anzeigeform und Speicherung der Orbitdatei:
FDET_importMIC_CECT_Orbit.m wird ausgeführt =⇒ orbitData, s. Abschnitt
D.2.1.
4. Auswahl, Anzeigeform und Speicherung der Attitudedatei:
FDET_importMIC_CECT_Attitude.m wird ausgeführt =⇒ attitudeData, s. Ab-
schnitt D.2.2.
5. Save setup: Speichert die handles Struktur (s. Abschnitt D.2.3) in lastMission-
Setup.mat. Diese wird bei einem Neustart des GUIs automatisch eingelesen.
6. Plot der Position (FDET_plotPosition.m) oder Geschwindigkeit
(FDET_plotVelocity.m); Wahl der entsprechenden x-Achsen Einstellung.
7. Plot der Quaternion (FDET_plotQRAT.m), Winkelgeschwindigkeit
(FDET_plotWRAT.m), Winkelbeschleunigung (FDET_ACCRAT.m) und des Validation-
Flags (FDET_plotFLAG.m); Wahl der entsprechenden x-Achsen Einstellung.
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D.2.1. orbitData
Die Struktur orbitData wird mittles FDET_importMIC_CECT_Orbit.m befüllt, ist
eine Unterstruktur der Struktur handles (vgl. Abschnitt D.2.3) und lässt sich als einzelne
Datei *.mat speichern.
• date: Struktur:
– year
– month
– day
• timestamp: Struktur:
– hour
– minute
– second
• position: Positionsvektor
• velocity: Geschwindigkeitsvektor
• xlabelEntries: Text, der Datum und Uhrzeit enthält
D.2.2. attitudeData
Die Struktur attitudeData wird mittles FDET_importMIC_CECT_Attitude.m be-
füllt, ist eine Unterstruktur der Struktur handles (vgl. Abschnitt D.2.3) und lässt sich
als einzelne Datei *.mat speichern.
• date: Datum [ms seit 20.07.2000]
• QRAT: Quaternion [SU]
• WRAT: Winkelgeschwindigkeit [rad/s]
• ACCRAT: Winkelbeschleunigung [rad2/s]
• FLAG: Validation flag [-]
• fo: Orbitfrequenz [Hz]
• ID: Session ID
• n_orbits: Extracted duration [Anzahl der Orbits]
• type: Szenario Typ
• start: Startdatum
• end: Enddatum
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D.2.3. Inhalt der Struktur handles
Innerhalb des GUIs können Variablen mittels der Struktur handles unter den einzelnen
Funktionen ausgetauscht werden. Die Struktur setzt sich hier wie folgt zusammen:
• missionDir: Missionsverzeichnis, in der Regel im N0 Datensatz zu finden
• OrbitFile: In der Regel MIC_CECT_PRECISE_ORBIT_. . .
• orbitData: Struktur, vgl. Abschnitt D.2.1
• File1: Anzeigeform der Orbitdatei
– 1: Volle Pfadangabe
– 2: Dateinname
• AttitudeFile: In der Regel MIC_CECT_PRECISE_ATTITUDE_. . .
• attitudeData: Struktur, vgl. Abschnitt D.2.2
• File2: Anzeigeform der Attitudedatei
– 1: Volle Pfadangabe
– 2: Dateinname
• timeScaleOrbit: Darstellung der x-Achse für die Orbitplots
– 1: s
– 2: orbits
• timeScaleAttitude: Darstellung der x-Achse für die Attitudeplots
– 1: s
– 2: orbits
• fo: Orbitfrequenz
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