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ABSTRACT

EFFICIENTLY LEARNING MONOTONE DECISION TREES WITH ID3

By
Pamela L. Thompson
May 2015

Thesis supervised by Dr. Karl Wimmer.
Since the Probably Approximately Correct learning model was introduced in
1984, there has been much effort in designing computationally efficient algorithms for
learning Boolean functions from random examples drawn from a uniform distribution. In
this paper, I take the ID3 information-gain-first classification algorithm and apply it to
the task of learning monotone Boolean functions from examples that are uniformly
distributed over {0, 1}𝑛 . I limited my scope to the class of monotone Boolean functions
that can be represented as read-2 width-2 disjunctive normal form expressions. I
modeled these functions as graphs and examined each type of connected component
contained in these models, i.e. path graphs and cycle graphs. I determined the influence
of the variables in the pieces of these graph models in order to understand how ID3
behaves when learning these functions. My findings show that ID3 will produce an
optimal decision tree for this class of Boolean functions.
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Chapter 1
Introduction
ID3 is a classification algorithm that was developed by Ross Quinlan in the
1970’s. It is an information-gain-first algorithm, in that it learns decision trees from the
top down by placing the variable with the greatest information-gain at the root of the tree.
Information gain is a statistical property that measures the expected reduction in entropy,
i.e. the impurity in a collection of examples. (Information gain and entropy are defined in
detail in Section 4.1.) At each branch, ID3 then determines which of the remaining
variables has the greatest information-gain for the reduced function, and places that
variable at the root of the subtree. It continues in this manner until all paths of the
decision tree lead to leaves.
The influence of a variable on a Boolean function is the probability that the
variable will affect the value of the function. (Influence is defined in greater detail in
Chapter 4.) With Boolean valued variables and monotone Boolean target functions,
calculating the information gain of each variable and the influence of each variable will
yield the same relative order of values. In other words, given a monotone Boolean
function that depends on n Boolean variables, if the dependent variable 𝑥𝑖 has the greatest
information gain, then 𝑥𝑖 also has the greatest influence, and if 𝑥𝑗 has the second highest
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information gain, then 𝑥𝑗 also has the second highest influence, etc. I examine the
influences of the variables in a monotone Boolean function and the impact those
influences may have on the depth of a binary decision tree that computes the function. I
propose to show that the ID3 algorithm efficiently learns a certain class of monotone
decision trees, as described in subsequent chapters.
A Boolean function can be defined as a function which maps {0, 1}𝑛 ⟶ {0, 1},
where n represents the number of bits in the input bitset for the function (i.e. the number
of variables on which the function depends), 0 represents false, and 1 represents true. In
this paper, I am only concerned with the class of monotone Boolean functions. A
Boolean function is monotone if, for all possible input sets, changing one of the input bits
from false to true (i.e. from 0 to 1) can only cause the output to change from false to true,
i.e. it cannot cause the output to change from true to false.
Every Boolean function can be represented as a disjunctive normal form (DNF)
expression, which is a disjunction of terms, where each term consists of a literal (i.e. a
variable or the negation of a variable) or a conjunction of literals. When a DNF
expression is monotone, it contains no negated variables. For example, let the function
𝑓: {0, 1}5 ⟶ {0, 1} be represented as a monotone DNF expression as shown in Equation
1.
𝑓(𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 , 𝑥5 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4 + 𝑥5

(1)

Then 𝑓 is a disjunction of four terms: three terms which are each a conjunction of two
literals, and one term consisting of one literal.
If k is the maximum number of times that any variable appears in a DNF
expression, then the expression is designated as read-k. If w is the maximum number of
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variables contained in any of its terms (i.e. the maximum size of any of its terms), then a
DNF expression is denoted as width-w. So, in my previous example in Equation 1, 𝑓 is
represented as a monotone read-2 width-2 DNF expression because each variable (i.e.
each literal) appears at most two times and each term contains at most two literals.
Every Boolean function can also be represented as a binary decision tree. (We
say that the decision tree calculates the function.) Each node of a decision tree represents
a variable on which the function depends. When a variable takes the value 0, i.e. false,
the tree branches to the left. When a variable takes the value 1, i.e. true, the tree branches
to the right. Each branch leads to either a leaf or another node. A decision tree’s size is
determined by the number of leaves it contains. A decision tree’s depth is defined as the
number of nodes in the longest path from the root to a leaf.
A decision tree representation of a Boolean function is not unique. The variable
placed at the root of a tree, as well as the variables placed at the roots of all subsequent
subtrees, may affect the size and depth of a tree. Using my previous example in Equation
1, Figure 1 shows two decision tree representations of 𝑓. The first tree, which has the
variable 𝑥5 at the root, has a size of 7 and depth of 4. The second tree, which has the
variable 𝑥1 at the root, has a size of 11 and depth of 5.
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Tree 1: size = 7, depth = 4

Tree 2: size = 11, depth = 5
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Figure 1.
Comparison
of tree
and depth
The
size and depth
of size
a decision
tree may be affected by the influence of t
The size and depth of a decision tree may be affected by the influence of the
variables at the root of the tree and at the roots of the subsequent subtrees. Therefore,
given two variables with different influences on a Boolean function, placing the variable
with the higher influence at the root of the tree or of a subtree might be expected to
produce a more efficient (i.e. smaller and shallower) decision tree. This will be further
discussed in later chapters.
In this paper, I look at how the ID3 algorithm behaves when constructing a
decision tree to calculate an unknown monotone Boolean function that can be represented
as a DNF expression. In Chapter 3, I look at the smallest depth of a decision tree that can
compute a read-2 width-2 DNF expression. I model this class of DNF in graph form and
show that these graphs consist entirely of simple cycle graphs and/or simple path graphs.
I verify the smallest depth of a decision tree that can compute the DNF expression that is
modeled by each of these types of subgraph. Finally, I confirm that the depth of a
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decision tree computing a read-2 width-2 DNF is equal to the sum of the depths of the
decision trees computing the DNF expressions modeled by its subgraphs.
In Chapter 4, I verify the behavior of ID3 by calculating the influence of the
variables in an n-cycle (i.e. a cycle graph composed of n vertices connected by n edges)
and an n-path (i.e. a path graph consisting of n vertices). Thus, I show that ID3 always
constructs an optimal-depth monotone decision tree for an unknown monotone Boolean
function that can be represented as a read-2 width-2 DNF expression.

5

1.1 Definitions
The following definitions of terms are listed in alphabetical order.

Adjacent vertices: Two vertices in a graph are adjacent if they are joined by an edge.
Balanced Boolean function: A Boolean function that outputs 1 for half of its inputs, and 0
for the other half of its inputs, is said to be balanced.
Binary decision tree (or decision tree): A binary decision tree is a data structure that
represents, or computes, a Boolean function. Each node of the tree represents a variable
upon which the function depends. When a variable takes the value 0, the tree branches to
the left. When a variable takes the value 1, the decision tree leads to a right branch. Each
branch leads to either a leaf or another node.
A path is a series of nodes and branches. In a decision tree, all paths beginning at
the root, or top node, end at a leaf. A leaf, which can have the value 0 or 1, represents the
output of the function after taking the path that leads to it.
Figure 2 shows a sample binary decision tree which computes the Boolean
function 𝑓(𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4 + 𝑥4 𝑥1 . The variable 𝑥2 is at the root of
the decision tree. Each variable, 𝑥𝑖 , represents a node in the tree, and each value in the
set {0, 1} represents a leaf.

x2
x4

x1
x3

0

x3

x1 1
0

0

1
1

1

Figure 2. Sample binary decision tree

Connected component of a graph: Within a graph, a subgraph in which every two
vertices are connected to each other by a path is a connected component of that graph.
Also, this subgraph is not connected to any other vertices within the graph. Each
connected component of a graph is a maximal connected subgraph, in that it is not
contained in any other connected subgraph of that graph.
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Cycle graph: A cycle graph is a graph in which all vertices are connected in a closed
path, i.e. a path that begins and ends with the same vertex.
Decision tree depth: The number of nodes in the longest path from the root to a leaf
defines the depth of a binary decision tree.
Decision tree depth of a function: The depth of the shallowest decision tree that
computes a function is designated as the function’s decision tree depth.
Decision tree size: The total number of leaves contained in a decision tree determines the
size of the tree.
Graph: A graph is a diagram consisting of a finite set of vertices and a finite set of edges.
Each edge joins exactly two vertices. A graph also represents a set of relations that
associate each edge with two (not necessarily distinct) vertices.
Graph degree: The degree of a graph indicates the maximum degree of any vertex
contained in the graph.
Isolated vertex: A vertex in a graph that is incident with no edges is called an isolated
vertex. An isolated vertex has degree 0.
Monotone Boolean function: A Boolean function is monotone if, for all possible input
sets, changing one of the input bits from false to true can only cause the output to change
from false to true, i.e. it cannot cause the output to change from true to false.
Monotone DNF: A monotone disjunctive normal form (DNF) expression is a DNF
expression that represents a monotone Boolean function. A monotone DNF contains no
negated variables (or literals).
n-cycle: An n-cycle is a cycle graph composed of n vertices connected by n edges.
n-cycle function: For ease of reading, I define an n-cycle function as a monotone
Boolean function that can be represented as a read-2 width-2 DNF expression, and that
when modeled as a graph is a simple n-cycle.
n-path: An n-path is a path graph consisting of n vertices. When n < 2, the n-path
contains no edges. When n ≥ 2, the n-path contains n–1 edges.
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n-path function: For ease of reading, I define an n-path function as a monotone Boolean
function that can be represented as a read-2 width-2 DNF expression, and that when
modeled as a graph is a simple n-path.
Partition size: Given a Boolean function 𝑓: {−1,1}𝑛 ⟶ {−1,1}, the partition size 𝑃(𝑓)
of 𝑓 is the minimum size partition of the Boolean cube {−1,1}𝑛 into disjoint subcubes
such that 𝑓 is constant on each subcube.
Path (or simple path): A walk containing no repeated vertices (except for possibly the
beginning and ending vertex) and no repeated edges is called a simple path, or just a path.
Path graph: A path graph is a graph consisting of a single path.
Relevant variable: Let 𝑓: {0, 1}𝑛 ⟶ {0, 1} be a monotone Boolean function that depends
on n variables. Then a variable 𝑥𝑖 is relevant if it has a bearing on the output of 𝑓.
Simple graph: A simple graph is a graph that has at most one edge joining each pair of
distinct vertices (i.e. it contains no multiple edges between vertices), and has no edges
joining a vertex to itself (i.e. it has no loops).
Subgraph: A graph 𝐺 ′ is a subgraph of the graph 𝐺 if the set of vertices contained in 𝐺 ′
is a subset of the set of vertices contained in 𝐺, and the set of edges contained in 𝐺 ′ is a
subset of the set of edges contained in 𝐺.
Vertex degree: For a vertex of a graph, the vertex degree indicates the number of edges
that are incident to the vertex.
Walk: A walk is a finite sequence of alternating vertices and edges, beginning and ending
with a vertex.
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1.2 Notation
𝑑 ∗ (𝑓)

Optimal (i.e. smallest) depth of a decision tree that computes the
function f on any given assignment

deg(v)

The degree of vertex v in a graph

𝐼𝑛𝑓𝑖 (𝑓)

The influence of the ith variable on the function f

𝑥𝑖 𝑥𝑗 + 𝑥𝑗 𝑥𝑘 + 𝑥𝑙

A disjunctive normal form expression, where each term is either a
conjunction of two literals or a single literal, and the plus sign
(“+”) represents a disjunctive relationship between two terms.
This expression 𝑥𝑖 𝑥𝑗 + 𝑥𝑗 𝑥𝑘 + 𝑥𝑙 could also be written as
(𝑥𝑖 ∧ 𝑥𝑗 ) ∨ (𝑥𝑗 ∧ 𝑥𝑘 ) ∨ 𝑥𝑙 , using the mathematical symbols “∧” for
“AND” and “∨” for “OR”.
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Chapter 2
Background
The Probably Approximately Correct (PAC) learning model was introduced by
Leslie Valiant in 1984. This model establishes guidelines by which we can define a class
of concepts (or functions) to be efficiently learnable from random examples. In this
model, the learner constructs, with high probability, a hypothesis that is a good
approximation of the target function.
Let 𝑓: {0,1}𝑛 ⟶ {0,1} be in a class 𝒞 of Boolean functions. In the PAC model, a
learning algorithm is said to have access to an example oracle 𝐸𝑋(𝑓, 𝒟), where 𝒟 is a
fixed but unknown probability distribution. When the example oracle is queried, it
provides a labeled example (𝑥, 𝑓(𝑥)) where 𝑥 is drawn from 𝒟 over {0,1}𝑛 and 𝑓 ∈ 𝒞 is
the unknown target concept which the algorithm is trying to learn [12]. The examples
positively exemplify the target concept, are generated randomly from 𝒟, and are
independent and identically distributed.
The class 𝒞 of Boolean functions is PAC-learnable if there exists an algorithm ℒ
1

such that, for every function 𝑓 ∈ 𝒞, for any probability distribution 𝒟, for any 𝜀 ∈ (0, 2),
1

1

1

and for any 𝛿 ∈ (0, 2), given access to a polynomial (in 𝜀 and 𝛿 ) number of examples
drawn from 𝒟 by an example oracle, ℒ outputs a hypothesis ℎ, such that
10

𝑃𝑟𝑥∈𝒟 [ℎ(𝑥) ≠ 𝑓(𝑥)] ≤ 𝜀 with probability of at least (1 − 𝛿). The class 𝒞 of Boolean
functions is said to be efficiently PAC-learnable if there exists an algorithm ℒ that learns
1

1

a hypothesis ℎ as described above, and runs in time polynomial in n, 𝜀 , and 𝛿. Note that
all of the Boolean functions I study in this thesis are of size polynomial in n. In order to
establish their PAC-learnability, they would need access to a polynomial in n number of
examples from an example oracle.
Angluin developed learning algorithms that exactly identify an unknown target
concept, such as a function 𝑓: {0,1}𝑛 ⟶ {0,1} in a class 𝒞 of Boolean functions [1]. Her
algorithms had access to a fixed set of oracles that use specific types of queries, including
(among others) membership and equivalence queries. When a membership query is
supplied with 𝑥, a length n binary string, it returns the value of 𝑓(𝑥). When an
equivalence query is supplied with a Boolean function ℎ from the class 𝒞, it either replies
with yes if ℎ is equivalent to 𝑓, or it provides a counterexample consisting of a length n
binary string, 𝑥, such that ℎ(𝑥) ≠ 𝑓(𝑥). Angluin developed efficient algorithms that
exactly identify unknown concepts in several specific domains. In particular, she showed
that monotone DNF formulas can be efficiently exactly identified using a minimum of
two types of query: membership and equivalence. Angluin also showed that an exact
learning model can be easily modified to achieve PAC learning.
Bshouty drew from Angluin’s studies of exact learning [3]. He considered the
problem of learning Boolean functions in time polynomial in their DNF size (i.e. the
number of terms in the DNF formula) and their number of variables, which is an NP-hard
problem . Bshouty introduced algorithms for exact learning of Boolean functions with
membership queries and equivalence queries. Bshouty showed that any Boolean function
11

is learnable in time polynomial in its number of variables n, its minimal DNF size, and its
minimal conjunctive normal form (CNF) size (i.e. the number of clauses in the CNF
formula). As a corollary to Bshouty’s theorems, when the learner has access to a
membership oracle, any Boolean function is learnable in time polynomial in its decision
tree size and n, which implies that any decision tree of polynomial size is PAC-learnable
with membership queries under any distribution.
Since the PAC learning model was introduced, there has been much effort in
designing computationally efficient algorithms for learning Boolean functions from
random examples. However, very few efficient learning algorithms have been developed
for this demanding model. Therefore, much of the focus has shifted to PAC learning
models for the uniform distribution, in which the random examples used for learning are
uniformly distributed over {0, 1}𝑛 .
Blum, Burch, and Langford presented an algorithm for learning monotone
Boolean functions over the instance space of {0,1}𝑛 under the uniform distribution [4].
Given (a) a polynomial number of uniform random samples for an unknown monotone
Boolean function 𝑓, and (b) polynomial computing time, their algorithm will approximate
𝑓 with error at most

1

1

− Ω ( 𝑛).
2
√

O’Donnell and Wimmer [21] improved upon the work of Blum, Burch, and
Langford. They derived an optimal algorithm for weak-learning monotone Boolean
functions under the uniform distribution. They showed that for any positive constant 𝜀 >
0, there is an algorithm for weak-learning the class of n-bit monotone functions under the
uniform distribution with optimal error limit at most

1
2

random examples and given 𝑂(𝑛1+𝜀 ) computing time.
12

− Ω(

log 𝑛
√𝑛

), while using 𝑂(𝑛𝜀 )

In 1985, Ben-Or and Linial introduced variable influences to theoretical computer
science. They conjectured that for every balanced Boolean function 𝑓 that depends on 𝑛
log 𝑛

variables, there is a variable 𝑥𝑖 , whose influence on 𝑓 is 𝐼𝑛𝑓𝑥𝑖 (𝑓) = Ω (

𝑛

) [5]. Their

conjecture was later proved by Kahn, Kalai and Linial in what is known today as the
KKL Theorem, which states that for any 𝑓: {0,1}𝑛 ⟶ {0,1},
log 𝑛

𝐼𝑛𝑓𝑚𝑎𝑥 (𝑓) ≥ Ω (

𝑛

) Var[𝑓]. In this theorem, 𝐼𝑛𝑓𝑚𝑎𝑥 (𝑓) is the maximum of the

variable influences on 𝑓, and Var[𝑓] = E[𝑓 2 ] − E[𝑓]2 = Pr[𝑓 = 0] Pr[𝑓 = 1] [21].
O’Donnell et al. looked at the relationship between decision tree complexity and
the variable influences of Boolean functions [20]. Decision tree complexity refers to the
depth of a decision tree. They drew from the 1985 research of Ben-Or and Linial and
went on to show a lower bound for the maximum influence obtained by a Boolean
function’s dependent variables. They showed that if we have a Boolean function
𝑓: {−1,1}𝑛 ⟶ {−1,1}, and we let 𝑑 be the depth of a decision tree computing 𝑓, then
𝐼𝑛𝑓𝑚𝑎𝑥 (𝑓) ≥

𝑉𝑎𝑟[𝑓]
𝑑

.

O’Donnell and Servedio [19] produced the first algorithm that learns an unknown
monotone Boolean function, under the uniform distribution, to high accuracy, using
random examples only, in time polynomial in a reasonable measure of the complexity of
the unknown function. Specifically, they gave an algorithm that learns any monotone
Boolean function, 𝑓: {−1,1}𝑛 ⟶ {−1,1}, to constant accuracy, under uniform
distribution, in time polynomial in n and in the decision tree size of 𝑓. A key outcome of
their work was a bound showing a relationship between a monotone Boolean function’s
average sensitivity (i.e. the sum of all of its variables’ influences, also known as total
influence) and the size of a decision tree computing that function. They proved that a
13

monotone Boolean function that is computable by a decision tree of size 𝑠 has average
sensitivity 𝐼(𝑓) ≤ √𝑙𝑜𝑔2 𝑠 a. As a consequence of this proof, monotone Boolean
functions are learnable to constant accuracy under uniform distribution in time
polynomial in decision tree size.
Research has been done on the Fourier transform of Boolean functions. When
Boolean functions are transformed using Fourier analysis, false is designated as +1, true
as –1, and a Boolean function as 𝑓: {−1,1}𝑛 ⟶ {−1,1}. A Boolean function can be
represented as a vector of 2𝑛 elements since there are 2𝑛 total possible input vectors. The
parity function is a Boolean function that evaluates to negative one (i.e. true) if and only
if its input vector contains an odd number of negative ones, and is defined on bits 𝑠 as
𝜒𝑠 : {−1,1}𝑛 ⟶ {−1,1}: 𝜒𝑠 (𝑥) = Π𝑖∈𝑠 𝑥𝑖 , where 𝑠 ⊆ {1,2, … , 𝑛}. There are 2𝑛 such
functions in this set of parity functions {𝜒𝑠 }. Because the domain of the parity function is
{−1,1}, every pair of distinct functions in the set can be represented as a pair of
orthogonal vectors, in that their inner product is zero, i.e. 〈𝜒𝑆 , 𝜒𝑇 〉 = 0 such that 𝑆 ≠ 𝑇.
Thus, this set of parity functions forms an orthonormal basis for the set of Boolean
functions {𝑓: {−1,1}𝑛 ⟶ ℝ}. The Fourier expansion of the Boolean function
𝑓: {−1,1}𝑛 ⟶ {−1,1} can be expressed as a unique linear combination of the 2𝑛 parity
functions as shown in Equation 2, where 𝑓̂(𝑆) are the Fourier coefficients of 𝑓, and 𝜒𝑠
are the parity functions of 𝑓 [18].
𝑓=∑

𝑠⊆[𝑛]

𝑓̂(𝑆) 𝜒𝑠

(2)

Kahn, Kalai and Linial introduced a connection between the discrete Fourier
transform of Boolean functions and the influence of variables on those functions. They
also found that if a Boolean function 𝑓: {−1,1}𝑛 ⟶ {−1,1} is monotone, then the
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influence of the 𝑖 𝑡ℎ variable on 𝑓 is equal to the Fourier coefficient of that variable, i.e.
𝐼𝑛𝑓𝑖 (𝑓) = 𝑓̂(𝑖) [13].
While developing an algorithm that learns a monotone Boolean function under the
uniform distribution, O’Donnell and Servedio [19] studied Fourier representation of
monotone Boolean functions. Given a monotone Boolean function 𝑓: {−1,1}𝑛 ⟶
{−1,1}, the Fourier weight of 𝑓 is the sum of its squared Fourier coefficients, i.e.
𝒲(𝑓) ≔ ∑𝑆⊆[𝑛] 𝑓̂(𝑆)2 . By Parseval’s theorem, which is shown in Equation 3, whenever
𝑓 is a Boolean function, the function’s Fourier weight equals one.
∑

𝑆⊆[𝑛]

𝑓̂(𝑆)2 = 1

(3)

O’Donnell and Servedio [19] showed for a monotone Boolean function
𝑓: {−1,1}𝑛 ⟶ {−1,1}, and for 𝜖 ∈ (0,1), there is a set of 𝑃(𝑓)

1
𝜀

𝑂( 2 )

many Fourier

coefficients of 𝑓 which contain all but 𝜖 of the Fourier weight of 𝑓, where 𝑃(𝑓) is the
partition size of 𝑓 (defined in Section 1.1). They claimed that this set of Fourier
coefficients can be efficiently identified from uniform random examples only, which they
then showed with their algorithm that learns monotone Boolean functions under the
uniform distribution in time polynomial.
A relationship exists between a monotone Boolean function’s decision tree depth
and the influence of its variables. I use this knowledge to show how ID3 behaves when
learning monotone DNF expressions.
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2.1 Monotone Boolean function modeled as a simple graph
In this paper, I model monotone Boolean functions in graph form. In particular, I
model monotone Boolean functions that can be represented as read-once or read-2 DNF
expressions of width-1 or width-2 as simple graphs. I use graphs to show the relationship
between variables in a DNF expression. Each variable in a DNF is represented as a
vertex in the graph. A conjunction of two variables in a DNF expression is represented
by an edge joining the two corresponding vertices in the graph.
For example, consider a monotone Boolean function 𝑓 that can be represented as
a read-2 width-2 DNF expression, as shown in Equation 4. Figure 3 shows a graph that
models 𝑓.
𝑓(𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 , 𝑥5 , 𝑥6 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4 + 𝑥5 + 𝑥6

x1

x2

x3

x4

x5

(4)

x6

Figure 3. Graph model of read-2 width-2 DNF expression

In this example, each vertex in the graph corresponds to a relevant variable upon
which 𝑓 depends. Each edge in the graph corresponds to a two-variable conjunction in 𝑓.
This graph has three edges representing the three two-variable conjunctions 𝑥1 𝑥2 , 𝑥2 𝑥3 ,
and 𝑥3 𝑥4 . Because 𝑥5 and 𝑥6 are each a single-variable conjunction, they are represented
as disjoint isolated vertices in the graph.
The DNF expressions I use in this paper are assumed to be in their simplest form,
i.e. they cannot be further reduced. Therefore, a variable (such as 𝑥5 or 𝑥6 in Equation 4)
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will never be an isolated vertex and be incident with an edge at the same time when
represented in graph form.
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Chapter 3
Optimal depth of decision trees
In order to show that ID3 always produces optimal-depth decision trees for
monotone Boolean functions that can be represented in read-2 width-2 disjunctive normal
form (DNF), I begin by modeling such functions as graphs. (See Section 2.1 for
discussion on graph modeling.) I will show that these graphs consist of just two types of
disjoint connected components. In this chapter, I determine the smallest tree depth of
decision trees that compute the functions that are modeled by each of these types of
component. I then show that the depth of a decision tree that computes the original
function is equal to the sum of the depths of decision trees that compute the functions
modeled by its disjoint connected components.
In this paper, I am concerned with the optimal, or smallest, depth of decision trees
that compute a function. I am working with decision trees that are not redundant, so a
variable is not contained in any path of a tree more than once. Therefore, if 𝑓 is a
Boolean function, then 𝑑 ∗ (𝑓) is equivalent to the number of variables in the longest path
from the root to a leaf of an optimal-depth decision tree computing 𝑓. For ease of
reading, I will sometimes drop the word “optimal” in my discussion. Unless otherwise
noted, when I speak of the depth of a decision tree that computes a function, I am
referring to the optimal, or smallest, depth. Also, when I speak of a decision tree’s
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longest path, I am always referring to its longest path from the root to a leaf. For ease of
reading, I will sometimes omit the qualifier “from the root to a leaf.”

3.1 Decision tree depth of disjoint functions
Consider a monotone Boolean function that is a disjunction of two or more nonconstant monotone Boolean functions, all of which depend on pairwise disjoint sets of
variables. I propose that the depth of a decision tree that computes the disjunction will be
the same as the sum of the depths of decision trees that compute each of the individual
functions.
First, with Lemmas 1 and 2, I will prove the case of a disjunction of exactly two
non-constant monotone Boolean functions. I will then use Lemma 2 to prove my
proposition for the case of a disjunction of two or more non-constant monotone Boolean
functions.

Lemma 1: Let 𝑓1 and 𝑓2 be non-constant monotone Boolean functions that depend on
disjoint sets of variables. Then 𝑑∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).

Proof by Induction:
Base Case: Let n = 2 be the total number of relevant variables upon which 𝑓1 and 𝑓2
collectively depend.
Let 𝑓1 : {0,1}𝑛1 ⟶ {0,1} and 𝑓2 : {0,1}𝑛2 ⟶ {0,1} be non-constant monotone
Boolean functions that depend on disjoint sets of variables. Let 𝑛 = 𝑛1 + 𝑛2 = 2 be the
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total number of relevant variables upon which 𝑓1 and 𝑓2 collectively depend. Because
both functions are non-constant, they each depend on at least one relevant variable.
Therefore, 𝑓1 and 𝑓2 each depend on exactly one relevant variable. Let 𝑓1 depend only on
the variable 𝑥1 , and let 𝑓2 depend only on the variable 𝑥2 .
Suppose I construct a decision tree that computes 𝑓1 . I place 𝑥1 , the only relevant
variable upon which 𝑓1 depends, at the root of the tree. When 𝑥1 is false, the left branch
leads to a 0-leaf. When 𝑥1 is true, the right branch leads to a 1-leaf, and this tree has
depth 1. Because 𝑓2 depends on exactly one variable, its decision tree depth will also be
1. Therefore, we have that 𝑑 ∗ (𝑓1 ) = 1 and 𝑑 ∗ (𝑓2 ) = 1.
Suppose I construct a decision tree that computes the disjunction 𝑓1 + 𝑓2 and
place either of the two relevant variables at the root. Without loss of generality, I choose
𝑥1 . When 𝑥1 is false, the function 𝑓1 evaluates to false, and the left branch leads to a
subtree that computes 𝑓2 . This subtree has depth 1.
When 𝑥1 is true, the function 𝑓1 evaluates to true, and the right branch of the tree
leads to a 1-leaf. Therefore, the smallest depth I can attain for a decision tree that
computes 𝑓1 + 𝑓2 with 𝑥1 at the root is 2 = n, i.e. 𝑑 ∗ (𝑓1 + 𝑓2 ) = 𝑑 ∗ (𝑓1 ) + 𝑑∗ (𝑓2 ) = 2.

Induction Hypothesis: Assume that if 𝑓1 and 𝑓2 are non-constant monotone Boolean
functions that depend on disjoint sets of variables, and that collectively depend on a total
of 𝑛 relevant variables where 2 ≤ 𝑛 ≤ 𝑘 for some fixed but unknown integer 𝑘, then
𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).

20

Induction Step: Let 𝑛 = 𝑘 + 1 be the total number of relevant variables upon which 𝑓1
and 𝑓2 collectively depend.

Let 𝑓1 : {0,1}𝑛1 ⟶ {0,1} and 𝑓2 : {0,1}𝑛2 ⟶ {0,1} be non-constant monotone
Boolean functions that depend on disjoint sets of variables. Also, let
𝑛 = 𝑛1 + 𝑛2 = 𝑘 + 1 be the total number of relevant variables upon which 𝑓1 and 𝑓2
collectively depend. Since 𝑓1 and 𝑓2 are non-constant functions, they each depend on at
least one relevant variable.
Let 𝑥 ∗ be a variable upon which 𝑓1 or 𝑓2 depends, that when placed at the root,
will yield an optimal-depth decision tree that computes the disjunction 𝑓1 + 𝑓2 . In other
words, there exists a decision tree with depth 𝑑 ∗ (𝑓1 + 𝑓2 ), such that 𝑥 ∗ is at the root.
Suppose I build a decision tree to compute 𝑓1 + 𝑓2 and place 𝑥 ∗ at the root.
Without loss of generality, let only 𝑓1 depend on 𝑥 ∗ . Figure 4 shows the resulting
decision tree.

x*
0

1

f1' + f2

f1'' + f2

Figure 4. Decision tree computing 𝑓1 + 𝑓2 with 𝑥 ∗ at the root.

Let 𝑓1′ be the function 𝑓1 with 𝑥 ∗ restricted to the value 0, and let 𝑓1′′ be the function 𝑓1
with 𝑥 ∗ restricted to the value 1.

21

First, suppose 𝑓1 depends on exactly one variable, i.e. 𝑓1 depends only on the
variable 𝑥 ∗ . Then 𝑓1′ ≡ 0, and the left subtree computes 𝑓2 . When 𝑥 ∗ is restricted to the
value 1, 𝑓1′′ ≡ 1, and the right branch of the tree leads to a 1-leaf. In this case, the tree
depth is determined by the left branch, and is at least the sum of the decision tree depths
of 𝑓1 and of 𝑓2 , i.e. 𝑑∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).
Now, suppose 𝑓1 depends on two or more relevant variables. Then the left branch
of the decision tree leads to a subtree that computes the disjunction 𝑓1′ + 𝑓2 , which
depends on fewer relevant variables than 𝑓1 + 𝑓2 . So by the Induction Hypothesis,
𝑑 ∗ (𝑓1′ + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1′ ) + 𝑑∗ (𝑓2 ). The right branch of the decision tree leads to a subtree
that computes the disjunction 𝑓1′′ + 𝑓2 , which also depends on fewer relevant variables
than 𝑓1 + 𝑓2 . By the Induction Hypothesis, 𝑑∗ (𝑓1′′ + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1′′ ) + 𝑑 ∗ (𝑓2 ).
The depth of this decision tree, assuming 𝑥 ∗ is at the root, will be at least one
more than the depth of the deepest subtree below the root, i.e.
𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑚𝑎𝑥{𝑑 ∗ (𝑓1′ + 𝑓2 ), 𝑑 ∗ (𝑓1′′ + 𝑓2 )} + 1
≥ 𝑚𝑎𝑥{(𝑑∗ (𝑓1′ ) + 𝑑∗ (𝑓2 )), (𝑑 ∗ (𝑓1′′ ) + 𝑑 ∗ (𝑓2 ))} + 1
≥ 𝑚𝑎𝑥{𝑑∗ (𝑓1′ ), 𝑑∗ (𝑓1′′ )} + 𝑑 ∗ (𝑓2 ) + 1.

Consider the possibility that 𝑑 ∗ (𝑓1′ ) < 𝑑 ∗ (𝑓1 ) − 1 and 𝑑∗ (𝑓1′′ ) < 𝑑∗ (𝑓1 ) − 1 both
hold. This implies that I can build a decision tree to compute 𝑓1 whose depth is smaller
than 𝑑 ∗ (𝑓1 ), which is absurd. Therefore, 𝑑∗ (𝑓1′ ) ≥ 𝑑 ∗ (𝑓1 ) − 1 or 𝑑 ∗ (𝑓1′′ ) ≥ 𝑑 ∗ (𝑓1 ) − 1
must hold. It then follows that 𝑚𝑎𝑥{𝑑 ∗ (𝑓1′ ), 𝑑 ∗ (𝑓1′′ )} ≥ 𝑑 ∗ (𝑓1 ) − 1, and
𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).
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Therefore, given two non-constant monotone Boolean functions
𝑓1 : {0,1}𝑛1 ⟶ {0,1} and 𝑓2 : {0,1}𝑛2 ⟶ {0,1}, where 𝑛 = 𝑛1 + 𝑛2 = 𝑘 + 1 is the total
number of relevant variables upon which 𝑓1 and 𝑓2 collectively depend, a decision tree
that computes the disjunction of the two functions has depth
𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).

Conclusion: By the principle of mathematical induction, I conclude that if 𝑓1 and 𝑓2 are
non-constant monotone Boolean functions that depend on disjoint sets of variables, then
𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ). 

Lemma 2: Let 𝑓1 and 𝑓2 be non-constant monotone Boolean functions that depend on
disjoint sets of variables. Then 𝑑∗ (𝑓1 + 𝑓2 ) = 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).

Proof:
Let 𝑓1 and 𝑓2 be non-constant monotone Boolean functions that depend on disjoint
sets of variables. Then, by Lemma 1, 𝑑 ∗ (𝑓1 + 𝑓2 ) ≥ 𝑑 ∗ (𝑓1 ) + 𝑑∗ (𝑓2 ).
I now consider the upper bound, i.e. that 𝑑 ∗ (𝑓1 + 𝑓2 ) ≤ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).
Suppose I have an optimal-depth decision tree, 𝑇1 , that computes 𝑓1 , and an optimaldepth decision tree, 𝑇2 , that computes 𝑓2 . Then the longest path in 𝑇1 from its root to a
leaf is 𝑑 ∗ (𝑓1 ) in length, and the longest path in 𝑇2 from its root to a leaf is 𝑑 ∗ (𝑓2 ) in
length.
I construct a decision tree to compute 𝑓1 + 𝑓2 , and begin by computing one of the
two functions. Without loss of generality, I choose 𝑓1 . Because 𝑓1 + 𝑓2 is a disjunction,
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every time 𝑓1 evaluates to false, instead of a 0-leaf, I have a subtree that computes 𝑓2 . So,
every path in this decision tree that computes 𝑓1 + 𝑓2 is a path from 𝑇1 only or a path
from 𝑇1 chained with a path from 𝑇2 . This implies that every path in this tree has length
at most 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ) , i.e. 𝑑∗ (𝑓1 + 𝑓2 ) ≤ 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).
Therefore, I have that 𝑑∗ (𝑓1 + 𝑓2 ) = 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ) . 

Lemma 3: Suppose there exists a function 𝑔 = (𝑓1 + 𝑓2 + ⋯ + 𝑓𝑚 ), where m ≥ 2, each
𝑓𝑖 is a non-constant monotone Boolean function, and the functions 𝑓1 , … , 𝑓𝑚 depend on
pairwise disjoint sets of variables. Then 𝑑 ∗ (𝑔) = 𝑑 ∗ (𝑓1 ) + 𝑑∗ (𝑓2 ) + ⋯ + 𝑑 ∗ (𝑓𝑚 ).

Proof by Induction:
Base Case: Let m = 2 be the number of functions in the disjunction 𝑔 = (𝑓1 + 𝑓2 ).
Let a function 𝑔 be a disjunction of two non-constant monotone Boolean
functions, 𝑓1 and 𝑓2 , such that 𝑔 = (𝑓1 + 𝑓2 ), and 𝑓1 and 𝑓2 depend on disjoint sets of
variables. Then, by Lemma 2, 𝑑∗ (𝑔) = 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ).

Induction Hypothesis: Assume Lemma 3 holds for m, such that 2 ≤ m ≤ k for some fixed
but unknown integer k.

Induction Step: Let m = k+1 be the number of functions in the disjunction
𝑔 = (𝑓1 + 𝑓2 + ⋯ + 𝑓𝑚 ).
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Let a function 𝑔 be a disjunction of k+1 non-constant Boolean functions, such that
𝑔 = (𝑓1 + 𝑓2 + ⋯ + 𝑓𝑘 + 𝑓𝑘+1 ), and 𝑓1 , 𝑓2 , … , 𝑓𝑘 , 𝑓𝑘+1 depend on pairwise disjoint sets of
variables. Let 𝑔′ = (𝑓1 + 𝑓2 + ⋯ + 𝑓𝑘 ). Then 𝑔 = 𝑔′ + (𝑓𝑘+1 ).
Based on the Induction Hypothesis, 𝑑 ∗ (𝑔′) = 𝑑 ∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ) + ⋯ + 𝑑 ∗ (𝑓𝑘 ),
and by Lemma 2, 𝑑∗ (𝑔) = 𝑑 ∗ (𝑔′) + 𝑑 ∗ (𝑓𝑘+1 ). Therefore,
𝑑 ∗ (𝑔) = 𝑑 ∗ (𝑓1 ) + 𝑑∗ (𝑓2 ) + ⋯ + 𝑑∗ (𝑓𝑘 ) + 𝑑 ∗ (𝑓𝑘+1 ).

Conclusion: By the principle of mathematical induction, I conclude that given a function
𝑔 that is a disjunction of m ≥ 2 non-constant monotone Boolean functions, i.e.
𝑔 = (𝑓1 + 𝑓2 + ⋯ + 𝑓𝑚 ), where the functions 𝑓1 , … , 𝑓𝑚 depend on pairwise disjoint sets
of variables, 𝑑∗ (𝑔) = 𝑑∗ (𝑓1 ) + 𝑑 ∗ (𝑓2 ) + ⋯ + 𝑑 ∗ (𝑓𝑚 ). 

3.2 Read-once DNF expressions
Consider a monotone Boolean function that can be represented as a read-once
DNF expression of width-w, such that w ≥ 1, and whose variables are all relevant.
Because the function is monotone, we can assume that none of the variables in the DNF
expression are negated. Let 𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) = 𝑡1 + 𝑡2 + ⋯ + 𝑡𝑚 , where each term 𝑡𝑗 is
a conjunction of one or more variables. Since each variable is read only once, and
therefore contained in only one term, the terms depend on pairwise disjoint sets of
variables. Lemma 3 can be applied to 𝑓 since each term 𝑡𝑗 is a non-constant Boolean
function by itself, and these terms consist of pairwise disjoint sets of variables. This
leads to the following corollary, which is used in the proof of Lemma 8.
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Corollary 4: Let 𝑓: {0,1}𝑛 ⟶ {0,1} be a monotone Boolean function that depends on
n ≥ 1 relevant variables, and that can be represented as a read-once DNF expression.
Then 𝑑 ∗ (𝑓) = 𝑛.

Suppose I construct a decision tree to compute the function 𝑓 described in
Corollary 4, and place any one of the relevant variables at the root. Any subtree in this
decision tree that computes a conjunction of one variable, e.g. 𝑥𝑖 , will have depth 1. If I
place 𝑥𝑖 at the root of the subtree, when 𝑥𝑖 is false, the left branch leads to a 0-leaf.
When 𝑥𝑖 is true, the right branch leads to a 1-leaf. Thus, I have a single node and two
leaves.
Any subtree in this decision tree that computes a conjunction of two variables,
e.g. 𝑥𝑖 𝑥𝑗 , will have depth 2. If I place either variable at the root of the subtree, say 𝑥𝑖 ,
when 𝑥𝑖 is false, the left branch leads to a 0-leaf. When 𝑥𝑖 is true, the right branch leads
to a subtree that computes the single variable conjunction 𝑥𝑗 , which will have depth 1.
Thus, Corollary 4 can easily be proved by induction.

3.3 Read-2 width-2 DNF expressions
Consider a monotone Boolean function that can be represented as a read-k
width-1 DNF expression, where k ≥ 1. Because the width of each conjunction is one, this
function will be a disjunction of single variable terms. It would not change the function
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to read a variable more than once, as this would indicate a redundant conjunction
(e.g., 𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) = 𝑥1 + 𝑥1 + 𝑥2 + 𝑥3 + 𝑥3 + ⋯ + 𝑥𝑛 = 𝑥1 + 𝑥2 + 𝑥3 + ⋯ + 𝑥𝑛 ).
In its reduced form, this function can be represented as a read-once width-1 DNF
expression. For a function 𝑓 such as this, 𝑑 ∗ (𝑓) = 𝑛 by Corollary 4. I will focus my
research on DNFs at the next level of complexity, i.e. read-2 width-2 DNF expressions.
Consider a monotone Boolean function that can be represented as a read-2
width-2 DNF expression. I will model such functions in graph form, and show that these
graphs consist entirely of disjoint path graphs and cycle graphs.

Lemma 5: All reduced read-2 width-2 monotone disjunctive normal form expressions,
when modeled as graphs, will be simple graphs with degree at most 2.

Proof:
Let 𝑇 be a read-2 width-2 monotone disjunctive normal form (DNF) expression,
such that 𝑇 = 𝑡1 + 𝑡2 + ⋯ + 𝑡𝑚 , where each term 𝑡𝑗 is a conjunction of variables in the
set {𝑥1 , 𝑥2 , … , 𝑥𝑛 }. Then each term, 𝑡𝑗 , will contain at most two variables and each
variable, 𝑥𝑖 , will be contained in at most two terms. Assume the DNF expression is in
canonical form, in that it cannot be further reduced.
Suppose 𝑇 is modeled as a graph G, where G contains the set of vertices
{𝑥1 , 𝑥2 , … , 𝑥𝑛 } and the set of edges {𝑒1 , 𝑒2 , … , 𝑒𝑝 } such that each edge, 𝑒𝑘 , joins the two
vertices contained in a two-variable term. A variable in a single-variable term will be
incident with no edges (otherwise, the DNF expression could be reduced).
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Because 𝑇 is in canonical form, G will be a simple graph (i.e. no variable will be
repeated within a conjunction and no conjunction will be repeated, so G will contain no
loops and no multiple edges). Because each variable, 𝑥𝑖 , in 𝑇 is contained in at most two
terms, each vertex of G will be incident with at most two edges, i.e. deg(𝑥𝑖 ) ≤ 2, for all i.
Therefore, a read-2 width-2 monotone DNF expression, when modeled as a graph,
will be a simple graph, whose vertices will all have degree at most 2. 

Lemma 6: Given a simple graph with degree at most 2, each of its connected
components will be a path graph or a cycle graph.

Proof:
Suppose I have a simple graph G, such that all vertices have degree at most two.
Consider a connected component of G, and call it H. By definition, H is connected and is
not contained in any other connected component of G.
Consider a maximum-length simple path contained in H. I will call this path P,
and label its beginning and ending vertices (i.e. its endpoints) u and v. Because H is
connected, there is a path between every pair of vertices within H.
First, suppose that u and v are two distinct vertices. Now, consider the possibility
that there exists a vertex w contained in H that is not a vertex of P, and that w may or may
not be adjacent to P. If w is adjacent to exactly one of the endpoints of P, for example
the vertex u, then there exists a simple path P' of which w and v are the endpoints and u is
an internal vertex. The path P' is longer than P, which contradicts the premise that P is a
maximum-length path contained in H. If w is adjacent to both u and v, then there exists a
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simple path P', of which w is the beginning and ending vertex, and both u and v are
internal vertices. Again, the path P' is longer than P, which contradicts the premise that
P is a maximum-length path contained in H. If w is adjacent to an internal vertex of P,
then that internal vertex has degree 3, which contradicts the premise that all vertices in G
have degree at most 2. If w is adjacent to no vertex in P, then there exists no path
between w and all other vertices in P, which contradicts the premise that H is a connected
component. Therefore, the vertices contained in the path P are the only vertices
contained in the component H, and it follows that H is a path graph.
Secondly, suppose that in this maximum-length simple path P, the beginning and
ending vertices u and v are the same, i.e. the path P begins and ends with the same vertex.
Again, consider the possibility that there exists a vertex w contained in H that is not a
vertex of P, and that w may or may not be adjacent to P. If w is adjacent to the endpoint
u/v, then u/v has vertex degree 3, which contradicts the premise that all vertices in G have
degree at most 2. If w is adjacent to an internal vertex of P, then that internal vertex has
degree 3 and we have the same contradiction as previously stated. If w is adjacent to no
vertex in P, then there exists no path between w and all other vertices in P, which
contradicts the premise that H is a connected component. Therefore, the vertices
contained in the path P are the only vertices contained in the component H. Now, if P
contains no edges, then H is an isolated vertex, i.e. a 1-path. If P contains only one edge,
then that edge is a loop. However, this is not possible because G is a simple graph, and
therefore contains no loops. If P contains only two edges, then those edges are multiple
edges joining the endpoint to an internal vertex. This is also not possible, because simple
graphs contain no multiple edges. If P contains three or more edges, then it is a cycle,

29

and it follows that H is a cycle graph.
Therefore, if given a simple graph with degree at most 2, the graph’s connected
components will all be either a path graph or a cycle graph. 

Corollary 7 follows directly from Lemmas 5 and 6.

Corollary 7: All read-2 width-2 monotone disjunctive normal form expressions, when
modeled as graphs, will be simple graphs with degree at most 2, and will be disjoint
unions of path graphs and/or cycle graphs.

I now look at the classes of monotone Boolean functions that can be modeled as
path graphs and cycle graphs. I determine the smallest depth of a decision tree that can
compute each of those classes of functions.

3.3.1 Decision tree depth of path graphs
I first look at n-path functions (defined in Section 1.1). For example, let
𝑓: {0, 1}𝑛 ⟶ {0, 1} be a monotone Boolean function that can be represented as a read-2
width-2 DNF expression of the following form: 𝑓(𝑥1 , 𝑥2 , 𝑥3 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 +
𝑥3 𝑥4 + ⋯ + 𝑥𝑛−1 𝑥𝑛 . Let 𝑓 be modeled as a simple n-path, as shown in Figure 5.

x1

x2

x3

Figure 5. Graph of an n-path
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xn-1

xn

In this graph, the vertices 𝑥1 and 𝑥𝑛 each have degree 1, whereas the remaining
n−2 vertices have degree 2. I propose that the smallest depth of a decision tree that
computes this function 𝑓 will be determined by the remainder of n divided by 3.
Before I establish the smallest depth of a decision tree that can compute an n-path,
I examine the behavior of a read-2 width-2 DNF expression when one of its variables is
assigned the value true or false, and the effect this has on its graph model. For instance,
when a variable is assigned a value, and its corresponding graph vertex takes this value,
which of the surrounding edges become invalid and what does the remaining graph look
like? Due to the symmetry of an n-path, whether I examine the beginning endpoint and
its adjacent vertices or the ending endpoint and its adjacent vertices, the results will be
the same. Therefore, for the sake of simplicity, I will just look at the beginning endpoint.
Consider a simple n-path, as shown in Figure 5, that contains n vertices and n−1
edges, where n ≥ 5.
1. 𝑥1 is an endpoint of the path (its position p relative to the nearest endpoint is
1).


When 𝑥1 = false, the conjunction 𝑥1 𝑥2 is unsatisfiable, and one edge is
removed from the graph. The remaining graph contains an (n−1)-path
with (n−2) edges.



When 𝑥1 = true, 𝑥2 is reduced to a single-term conjunction, and two edges
are dropped from the graph. The vertex 𝑥2 is a 1-path and the
conjunctions 𝑥1 𝑥2 and 𝑥2 𝑥3 become redundant. The remaining graph
contains a 1-path and an (n−2)-path with (n−3) edges.

2. 𝑥2 is one node away from an endpoint of the path (its position p relative to the
nearest endpoint is 2).


When 𝑥2 = false, two edges are removed from the graph because the
conjunctions 𝑥1 𝑥2 and 𝑥2 𝑥3 become unsatisfiable. The remaining graph
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contains an (n−2)-path with (n−3) edges.


When 𝑥2 = true, 𝑥1 and 𝑥3 are reduced to single-term conjunctions, and
three edges are removed from the graph. The vertices 𝑥1 and 𝑥3 are
1-paths, which makes the conjunctions 𝑥1 𝑥2 , 𝑥2 𝑥3 , and 𝑥3 𝑥4 redundant.
The resulting graph contains two 1-paths and an (n−3)-path with (n−4)
edges.

3. 𝑥3 through 𝑥𝑛−2 are all two or more nodes away from an endpoint, and each
will have the same effect on a path graph when assigned a value. Fix an 𝑥𝑝
that is two or more nodes away from both endpoints, where p is the node’s
position relative to the nearest endpoint such that p ≥ 3.


When 𝑥𝑝 = false, two edges are removed from the graph because the
conjunctions 𝑥𝑝−1 𝑥𝑝 and 𝑥𝑝 𝑥𝑝+1 become unsatisfiable. The remaining
graph contains a (p−1)-path and an (n−p)-path.



When 𝑥𝑝 = true, 𝑥𝑝−1 and 𝑥𝑝+1 are reduced to single-term conjunctions,
and four edges are removed from the graph. The vertices 𝑥𝑝−1 and 𝑥𝑝+1
are 1-paths, thus making the conjunctions 𝑥𝑝−2 𝑥𝑝−1 , 𝑥𝑝−1 𝑥𝑝 , 𝑥𝑝 𝑥𝑝+1 and
𝑥𝑝+1 𝑥𝑝+2 redundant. The resulting graph contains two 1-paths, a
(p−2)-path if p ≥ 4, and an (n−(p+1))-path except in the case where p = 3
and n = 5.

This knowledge of how a path graph behaves when a vertex is assigned a value,
as a result of its corresponding variable being assigned a value, is used in the proof of
Lemma 8.

Lemma 8: Let 𝑓: {0,1}𝑛 ⟶ {0,1} be a monotone Boolean function that depends on n
variables, and that when modeled as a graph is a simple n-path. If n = 1, 𝑑 ∗ (𝑓) = 1.
When n > 1, if n ≡ 1 (mod 3), 𝑑∗ (𝑓) = 𝑛 − 1. Otherwise, 𝑑 ∗ (𝑓) = 𝑛.
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Proof by Induction:
Let 𝑓: {0,1}𝑛 ⟶ {0,1} be a monotone Boolean function that depends on n
relevant variables, and that when modeled as a graph is a simple n-path. This simple
n-path has a path between every two vertices, and it contains no loops and no multiple
edges.
In the Basis Step, I examine monotone Boolean functions that depend on up to
and including four relevant variables, and determine the depth of decision trees that
compute these functions.

Basis Step:
Base Case 1: Let n = 0 be the number of vertices and m = 0 be the number of edges.
Consider a monotone Boolean function 𝑓 that depends on 0 variables, and that
when modeled as a graph is a 0-path containing n = 0 vertices and m = 0 edges. A
decision tree that computes 𝑓 will contain 0 nodes, and therefore will have depth of 0 = n.

Base Case 2: Let n = 1 be the number of vertices and m = 0 be the number of edges.
Consider a monotone Boolean function 𝑓(𝑥1 ) = 𝑥1 that when modeled as a graph
is a 1-path containing n = 1 vertex and m = 0 edges. I construct a decision tree to
compute 𝑓 by placing 𝑥1 at the root. When 𝑥1 is false, the left branch leads to a 0-leaf,
and when 𝑥1 is true, the right branch leads to a 1-leaf. Therefore, a decision tree that
computes this function will have a root and two leaves, and will have depth of 1 = n.
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Base Case 3: Let n = 2 be the number of vertices and m = 1 be the number of edges.
Consider a monotone Boolean function 𝑓(𝑥1 , 𝑥2 ) = 𝑥1 𝑥2 that when modeled as a
graph is a 2-path containing n = 2 vertices and m = 1 edge, as shown in Figure 6.

x1

x2

Figure 6. Graph of a 2-path
I can build a decision tree to compute 𝑓 by placing either of the variables at the
root. Without loss of generality, I choose 𝑥1 . When I assign the value false to 𝑥1 in the
graph, the edge is removed because the conjunction 𝑥1 𝑥2 becomes unsatisfiable. When
𝑥1 is false in the decision tree, the left branch leads to a 0-leaf. When I assign true to 𝑥1
in the graph, the edge is removed and 𝑥2 is a 1-path. When 𝑥1 is true in the decision tree,
the right subtree computes the reduced DNF expression 𝑥2 , and will have depth of 1 by
the n = 1 base case. Therefore, a decision tree that computes 𝑓 has depth of
2 = m+1 = n.

Base Case 4: Let n = 3 be the number of vertices and m = 2 be the number of edges.
Consider a monotone Boolean function 𝑓(𝑥1 , 𝑥2 , 𝑥3 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 that when
modeled as a graph is a 3-path containing n = 3 vertices and m = 2 edges, as shown in
Figure 7.

x1

x2

x3

Figure 7. Graph of a 3-path
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I first construct a decision tree to compute 𝑓 by placing 𝑥1 at the root. When I
assign false to 𝑥1 (an endpoint) in the graph, one edge is removed and I have a 2-path
remaining. When 𝑥1 is false in the decision tree, the left subtree computes the reduced
DNF expression 𝑥2 𝑥3 , which will have depth of 2 by the n = 2 base case. When I assign
true to endpoint 𝑥1 , both edges are removed and I am left with a 1-path. When 𝑥1 is true
in the decision tree, the right subtree computes the reduced DNF expression 𝑥2 , which
will have depth of 1 by the n = 1 base case. So a decision tree that computes 𝑓 and has
𝑥1 at the root will have depth of 3 = n.
Now I build a decision tree to compute 𝑓 by placing 𝑥2 at the root. When I assign
false to 𝑥2 in the graph, both edges are removed. When 𝑥2 is false in the decision tree,
the left branch leads to a 0-leaf. When 𝑥2 is assigned the value true, both graph edges are
removed, and I am left with two 1-paths. When 𝑥2 is true in the decision tree, the right
subtree computes the reduced DNF expression 𝑥1 + 𝑥3 , which will have depth of 2 by
Corollary 4. So a decision tree that computes 𝑓 and has 𝑥2 at the root will also have
depth of 3 = n.
Therefore, no matter which variable I place at the root of a decision tree that
computes 𝑓, the tree depth will be 3 = m+1 = n.

Base Case 5: Let n = 4 be the number of vertices and m = 3 be the number of edges.
Consider a monotone Boolean function 𝑓(𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4
that when modeled as a graph is a 4-path containing n = 4 vertices and m = 3 edges, as
shown in Figure 8.
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x1

x2

x3

x4

Figure 8. Graph of a 4-path

All vertices in the 4-path are either an endpoint or one node away from the nearest
endpoint. I begin building a decision tree to compute 𝑓 by placing an endpoint, 𝑥1 , at the
root. When 𝑥1 is false, one edge is dropped from the graph and I have a 3-path
remaining. When 𝑥1 is false in the decision tree, the left subtree computes the reduced
DNF expression 𝑥2 𝑥3 + 𝑥3 𝑥4 , which will have depth of 3 by the n = 3 base case. When
𝑥1 is true, two edges are dropped from the graph and I have a 1-path and a 2-path
remaining. When 𝑥1 is true in the decision tree, the right subtree computes the reduced
DNF expression 𝑥2 + 𝑥3 𝑥4 , which will have depth of 3 by Corollary 4. Thus, a decision
tree that computes 𝑓 and has 𝑥1 at the root will have depth of 4 = n.
I now place 𝑥2 at the root of a decision tree to compute 𝑓. When 𝑥2 is false, two
graph edges are dropped and I am left with a 2-path. When 𝑥2 is false in the decision
tree, the left subtree computes the reduced DNF expression 𝑥3 𝑥4 , which will have depth
of 2 by Corollary 4. When 𝑥2 is true, all three edges are removed, leaving two
1-paths in the graph. When 𝑥2 is true in the decision tree, the right subtree computes the
reduced DNF expression 𝑥1 + 𝑥3 , which will have depth of 2 by Corollary 4. Therefore,
a decision tree that computes 𝑓 and has 𝑥2 at the root will have depth of 3 = n−1.
Thus, by placing 𝑥2 at the root, I construct an optimal-depth (or shallowest)
decision tree that computes 𝑓. The path graph that models 𝑓 contains m = 3 edges and
n = 4 vertices, and a decision tree that computes 𝑓 has depth of 3 = m = n−1. Note that
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n = 4, and n ≡ 1 (mod 3). This is equivalent to the fact that m = n−1 = 3 is a multiple of
3.

Induction Hypothesis: Fix an arbitrary k ≥ 3. Note that a simple path graph containing k
edges will have k+1 vertices. Assume Lemma 8 holds for all monotone Boolean
functions that depend on n relevant variables and that can be modeled as a simple n-path,
where n ≤ k+1.

Induction Step: Let n = k+2 be the number of vertices and m = k+1 be the number of
edges.
Let 𝑓 be a monotone Boolean function that depends on n = k+2 relevant variables,
and that when modeled as a graph is a simple (k+2)-path consisting of k+2 vertices and
k+1 edges, as shown in Figure 9.

x1

x2

x3

x4

xk+2

Figure 9. Graph of a (k+2)-path

Induction Case 1: Let p = 1 be the root variable’s position relative to the nearest
endpoint.
I construct a decision tree to compute 𝑓 by placing either of the endpoints at the
root. Without loss of generality, I choose 𝑥1 . When 𝑥1 is false, one edge is dropped from
the graph and a (k+1)-path, which contains k edges, remains. When 𝑥1 is true, two edges
are dropped from the graph, and I have a 1-path and a k-path, which has k−1 edges,
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remaining.
Now, k and k−1 cannot both be multiples of three. If k is not a multiple of three,
then the left subtree, which computes a DNF expression modeled as a (k+1)-path, will
have depth of at least k+1 by the Induction Hypothesis. Including the root, the left branch
of the decision tree will contain a longest path of at least k+2 = n nodes. If k−1 is not a
multiple of three, the right subtree, which computes a DNF expression modeled as a
graph composed of a 1-path and a k-path, will have depth of at least k+1 by the Induction
Hypothesis and Lemma 3. Including the root, the right branch of the decision tree will
also contain a longest path of at least k+2 = n nodes.
Therefore, when an endpoint variable is placed at the root of a decision tree that
computes 𝑓, the tree depth will be at least k+2 = m+1 = n, regardless of the value of m.

Induction Case 2: Let p = 2 be the root variable’s position relative to the nearest
endpoint.
I construct a decision tree to compute 𝑓 by placing a variable that is next to an
endpoint at the root. Without loss of generality, I choose 𝑥2 . Thus, the root variable’s
position p relative to the nearest endpoint is 2.
Figure 10 shows the resulting decision tree with 𝑥2 at the root. When 𝑥2 is false,
two edges are removed and a k-path remains. When 𝑥2 is true, three edges are dropped
and I am left with a disjunction of two 1-paths and a (k−1)-path.
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x2
0

k-path (with k−1 edges)

1

1-path + 1-path +
(k−1)-path (with k−2 edges)

Figure 10. Decision tree computing a (k+2)-path with 𝑥2 at the root
First, suppose that m = k+1 is a multiple of three.


It follows that k−1 is not a multiple of three. By the Induction Hypothesis, the
left subtree, which computes a DNF expression modeled as a k-path, will have
depth of at least k. Including the root, the left branch of the decision tree will
have a longest path of at least k+1 = m nodes.



If k+1 is a multiple of three, then k−2 is also a multiple of three. By the
Induction Hypothesis and Lemma 3, the right subtree, which computes a DNF
expression modeled as a graph composed of two 1-paths and a (k−1)-path,
will have depth of at least 1+1+k−2 = k. Including the root, the right branch
of the decision tree will have a longest path of at least k+1 = m nodes.
Therefore, when m (the number of edges) is a multiple of three, and I

place a variable which is next to an endpoint at the root, a decision tree that
computes 𝑓 will have depth of at least m = n−1.
Now suppose that m = k+1 is not a multiple of three.


It follows that k−2 is also not a multiple of three. By the Induction
Hypothesis and Lemma 3, the right subtree will have depth of at least
1+1+k−1 = k+1, and a decision tree that computes 𝑓 will have depth of at least
k+2 = n.

Therefore, when I place a variable that is next to an endpoint at the root of a
decision tree that computes 𝑓, if m is a multiple of three, the tree depth will be at least
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k+1 = m = n−1. If m is not a multiple of three, the tree depth will be at least
k+2 = m+1 = n.

Induction Case 3: Let p ≥ 3 be the root variable’s position relative to the nearest
endpoint.
I construct a decision tree to compute 𝑓 by placing at the root a variable, 𝑥𝑝 , that
is at least two nodes away from the nearest endpoint. (i.e. the root variable’s position
relative to the nearest endpoint is p ≥ 3.) I break this case into three sub-cases because
the values of n and p have a bearing on the resulting subtrees below the root.

Induction Sub-case 3a: Let p = 3 and n = 5.
Let 𝑓 be a monotone Boolean function that depends on n = 5 relevant variables,
and that when modeled as a graph is a simple 5-path consisting of n = 5 vertices and
m = 4 edges. Note that m is not a multiple of 3. I construct a decision tree to compute 𝑓
by placing at the root the variable 𝑥3 , whose position relative to the nearest endpoint is
p = 3. The resulting tree is shown in Figure 11.

x3
0

1

2-path + 2-path
1-path + 1-path
Figure 11: Decision tree that computes 𝑓 with 𝑥3 at the root.
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When 𝑥3 is false, two edges are removed from the graph, and two 2-paths remain.
When 𝑥3 is true, the resulting graph will contain two 1-paths. Thus, by the n = 2 base
case and Lemma 3, the left subtree will have depth of 4, and the decision tree will have
depth of 5 = n.

Induction Sub-case 3b: Let p = 3 and n ≥ 6.
Let 𝑓 be a monotone Boolean function that depends on n = k+2 ≥ 6 relevant
variables, and that when modeled as a graph is a simple n-path consisting of n = k+2 ≥ 6
vertices and m = k+1 ≥ 5 edges. I construct a decision tree to compute 𝑓 by placing at the
root the variable 𝑥3 , whose position relative to the nearest endpoint is p = 3. The
resulting tree is shown in Figure 12.

x3
0

1

2-path +
(m−2)-path (with m−3 edges)

1-path + 1-path +
(m−3)-path (with m−4 edges)

Figure 12: Decision tree that computes 𝑓 with 𝑥3 at the root.
When 𝑥3 is false, two edges are removed from the graph, and a 2-path and an
(m−2)-path remain. When 𝑥3 is true, four edges are removed, and the resulting graph
consists of two 1-paths and an (m−3)-path.
First, suppose that m is a multiple of 3. Then m−3 is also a multiple of 3, but m−4
is not. By the n = 2 base case, the Induction Hypothesis and Lemma 3, the left subtree
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will have depth of at least 2+m–3 = m−1. By the n = 1 base case, the Induction
Hypothesis and Lemma 3, the right subtree will have depth of at least 1+1+ m−3 = m−1.
Thus, including the root, this decision tree will have depth of at least m = n−1.
Suppose that m is not a multiple of 3. Then m−3 is also not a multiple of 3. So,
by the n = 2 base case, the Induction Hypothesis, and Lemma 3, the left subtree will have
depth of at least 2+m–2 = m. It follows that this decision tree, including the root, will
have depth of at least m+1 = n.
Therefore, if m is a multiple of 3, then a decision tree that computes 𝑓 will have
depth of at least m = n−1. If m is not a multiple of 3, then a decision tree that computes 𝑓
will have depth of at least m+1 = n.

Induction Sub-case 3c: Let p ≥ 4 be the root variable’s position relative to the nearest
endpoint.
Let 𝑓 be a monotone Boolean function that depends on n = k+2 relevant variables,
and that when modeled as a graph is a simple (k+2)-path consisting of n = k+2 vertices
and m = k+1 edges. I will build a decision tree to compute 𝑓 and place at the root the
variable 𝑥𝑝 , whose position relative to the nearest endpoint is p ≥ 4.
Figure 13 shows the resulting decision tree. When 𝑥𝑝 is false, two edges are
removed and the remaining graph contains a (p−1)-path and an (m−p+1)-path. When 𝑥𝑝
is true, four graph edges are dropped and I am left with two 1-paths, a (p−2)-path and an
(m−p)-path.
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xp
0

1

(p−1)-path (with p−2 edges) +
(m−p+1)-path (with m−p edges)

1-path + 1-path +
(p−2)-path (with p−3 edges) +
(m−p)-path (with m−p−1 edges)

Figure 13. Decision tree computing a (k+2)-path with 𝑥𝑝 at the root, such that p ≥ 4.

Consider the possibility that with 𝑥𝑝 at the root, a decision tree that computes 𝑓
has depth at most m = n−1. In order for this to happen, both subtrees would need to have
depth at most m−1.


First assume that neither subtree contains a nontrivial path (i.e. an n-path where
n > 1) whose quantity of edges is a multiple of 3.
By Lemma 3 and the Induction Hypothesis, the left subtree would contain
a longest path of at least (p−1)+(m−p+1) = m nodes. The right subtree’s longest
path would also have at least 1+1+(p−2)+(m−p) = m nodes. In this case, a
decision tree that computes 𝑓 would have depth of at least m+1 = n.



Now assume that both paths in the left subtree contain a quantity of edges that is a
multiple of 3, i.e. p−2 and m−p are both multiples of 3. Then, neither p−3 nor
m−p−1 can be a multiple of 3.
By Lemma 3 and the Induction Hypothesis, the left subtree would contain
a longest path of at least (p−2)+(m−p) = m−2 nodes. The right subtree’s longest
path would have at least 1+1+(p−2)+(m−p) = m nodes.
If I use this same argument on the right subtree, and assume that p−3 and
m−p−1 are both multiples of 3, then the right subtree’s longest path contains at
least 1+1+(p−3)+(m−p−1) = m−2 nodes, and the left subtree’s longest path is at
least (p−1)+(m−p+1) = m nodes long. This case results in a decision tree that
computes 𝑓 with depth at least m+1 = n.



Now consider the case where each subtree contains exactly one nontrivial path
whose quantity of edges is a multiple of 3.
43

By Lemma 3 and the Induction Hypothesis, this would give the left
subtree a longest path of at least (p−2)+(m−p)+1 = m−1 nodes, resulting in an
overall tree depth of at least m. For this case to be possible, and depth m to
potentially be achieved, one of the following must be true:
a. p−2 and m−p−1 must both be multiples of 3. If p−2 is a multiple of 3,
then p+1 is also a multiple of 3, which implies that m must be as well.
b. p−3 and m−p must both be multiples of 3. This implies that p must also be
a multiple of 3, and subsequently, m must be as well.
To summarize, I have placed the variable 𝑥𝑝 , where p ≥ 4, at the root of a decision
tree that computes 𝑓. The monotone Boolean function 𝑓 can be modeled as a simple
(k+2)-path containing k+1 = m edges. The minimum tree depth that can be attained is
m = n−1, which is only possible when m is a multiple of 3. Otherwise, minimum tree
depth is m+1 = n.

Conclusion of Inductive Step:
Let 𝑓 be a monotone Boolean function that can be modeled as a simple (k+2)-path
consisting of k+1 = m edges. I construct a decision tree to compute 𝑓. When I place an
endpoint at the root, the tree has depth of at least n. When I place at the root a variable
which is next to an endpoint, if m is a multiple of 3, tree depth is at least m = n−1. If m is
not a multiple of 3, tree depth is at least m+1 = n.
I then selected a variable more than 2 nodes away from the nearest endpoint and
placed it at the root. Tree depth was at least m = n−1 only when m is a multiple of 3.
Otherwise, tree depth was at least m+1 = n.
Therefore, regardless of which variable I place at the root of a decision tree that
computes 𝑓, tree depth will be at least m = n−1 when m is a multiple of 3, and it will be at
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least m+1 = n otherwise.

Conclusion: Consider a monotone Boolean function 𝑓 that depends on n relevant
variables, and that can be modeled as an n-path. When n = 1, 𝑑 ∗ (𝑓) = 1. When n > 1, if
n ≡ 1 (mod 3), 𝑑 ∗ (𝑓) = 𝑛 − 1, otherwise 𝑑 ∗ (𝑓) = 𝑛. 

3.3.2 Decision tree depth of cycle graphs
I now look at monotone Boolean functions that can be modeled in graph form as
simple n-cycles. For example, let 𝑓: {0, 1}𝑛 ⟶ {0, 1} be a monotone Boolean function
that can be represented as a read-2 width-2 DNF expression in the following form:
𝑓(𝑥1 , 𝑥2 , 𝑥3 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4 + ⋯ + 𝑥𝑛−1 𝑥𝑛 + 𝑥𝑛 𝑥1 . Figure 14 shows 𝑓
modeled as an n-cycle.

x1
xn

x2

xn-1

x3

Figure 14. Graph of a simple n-cycle.

This graph model of 𝑓 is composed of a set of vertices {𝑥1 , 𝑥2 , … , 𝑥𝑛 } and a set of
edges {𝑥1 𝑥2 , 𝑥2 𝑥3 , … , 𝑥𝑛−1 𝑥𝑛 , 𝑥𝑛 𝑥1 }, where each edge is defined by its endpoints. By
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definition of simple cycle graph, every vertex in this graph has degree 2 and has two
distinct neighbors. Also, every edge is incident with exactly two distinct vertices.
Because 𝑓 can be modeled in graph form as a simple n-cycle and can be
represented as a read-2 width-2 DNF expression, 𝑓 is a disjunction of conjunctions where
every conjunction contains exactly two variables. Every variable in the function 𝑓 is
contained in exactly two conjunctions. I propose that a decision tree computing such
function will have depth of at least n.

Lemma 9: If 𝑓: {0, 1}𝑛 ⟶ {0, 1} is a monotone Boolean function that depends on n ≥ 3
variables, and that when modeled as a graph is a simple n-cycle, a decision tree that
computes 𝑓 will have depth at least n.

Proof:
Let 𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + ⋯ + 𝑥𝑛−1 𝑥𝑛 + 𝑥𝑛 𝑥1 , where n ≥ 3, be a
monotone Boolean function that when modeled as a graph is a simple n-cycle.
I begin constructing a decision tree to compute 𝑓 by selecting any one of the n
relevant variables, 𝑥𝑖 , as the root. Figure 15 shows the resulting decision tree with 𝑥𝑖 at
the root.

xi
0

1

(n−1)-path

(n−3)-path +
1-path + 1-path
Figure 15: Decision tree that calculates an n-path
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When 𝑥𝑖 is false, 𝑓 will be reduced to a function that can be modeled as an
(n−1)-path. When 𝑥𝑖 is true, 𝑓 will be reduced to a function that can be modeled as a
graph composed of a disjunction of an (n−3)-path and two 1-paths.
Suppose (n−1) ≡ 1 (mod 3). Then, by Lemma 8, the left subtree will have depth
of at least n−2, and the longest path along the left branch of the decision tree will be at
least n−1 in length. If (n−1) ≡ 1 (mod 3), then (n−3) ≢ 1 (mod 3). By Lemma 3 and
Lemma 8, the right subtree will have depth at least (n−3)+1+1 = n−1, and the longest
path along the right branch of the decision tree will be at least n in length. In this case,
the decision tree will have depth of at least n.
Now suppose (n−1) ≢ 1 (mod 3). By Lemma 8, the left subtree will have depth of
at least n−1, and the longest path along the left branch of the decision tree will be at least
n in length. In this case, the decision tree will have depth of at least n.
I now consider the remainder of (n−3) divided by 3. If (n−3) ≡ 1 (mod 3), then
by Lemma 3 and Lemma 8, the right subtree will have depth of at least (n−4)+1+1 = n−2,
and the longest path along the decision tree’s right branch will be at least n−1 in length.
However, if (n−3) ≡ 1 (mod 3), then (n−1) ≢ 1 (mod 3), and as previously shown, the
longest path down the left branch of the decision tree will be at least n in length. In this
case, the decision tree will have depth of at least n.
In the case where (n−3) ≢ 1 (mod 3), I have already shown that the longest path
down the right branch of the decision tree will be at least n in length. Once again, the
decision tree will have depth of at least n.
Therefore, the smallest depth of a decision tree that computes 𝑓 is n. 
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3.3.3 Decision tree depth of read-2 width-2 DNF
To summarize, I have examined monotone Boolean functions that can be
represented as read-2 width-2 DNF expressions. I modeled the functions as graphs,
which are composed entirely of disjoint n-paths and/or n-cycles. I then verified the
smallest depth of a decision tree that can compute monotone Boolean functions that can
be modeled as each of these two types of connected component.
A monotone Boolean function that can be modeled as a simple n-cycle will be
computed by a decision tree of depth at least n. An n-path function that can be modeled
as a 1-path will be computed by a decision tree of depth 1. The smallest depth of a
decision tree that computes an n-path function, where n ≥ 2, depends on the remainder of
n divided by 3. If n ≡ 0 (mod 3) or n ≡ 2 (mod 3), then the smallest depth will be n. If n
≡ 1 (mod 3), the smallest depth will be n–1.
I also looked at a function that is a disjunction of two or more smaller nonconstant monotone Boolean functions, which depend on pairwise disjoint sets of
variables. I showed that a disjunction such as this will be computed by a decision tree
having depth equal to the sum of the depths of the decision trees that compute the smaller
functions.
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Chapter 4
Generating decision trees using the ID3
algorithm
I verified that a monotone Boolean function that can be represented as a read-2
width-2 DNF expression will consist entirely of disjoint n-cycles and/or n-paths when
modeled as a graph. I will now show that the ID3 algorithm generates an optimal-depth
decision tree for each of these connected component types.
Calculation of variable influence is a necessary step in my implementation of the
ID3 algorithm. Given a Boolean function 𝑓: {0,1}𝑛 ⟶ {0,1} that depends on n variables
in the set {𝑥1 , 𝑥2 , … , 𝑥𝑛 }, the influence of 𝑥𝑖 on 𝑓 is defined as
𝐼𝑛𝑓𝑖 (𝑓) = Pr[𝑓(𝑥) ≠ 𝑓(𝑥 (𝑖) )] where 𝑥 (𝑖) = 𝑥 with the 𝑖 𝑡ℎ bit flipped. In other words, the
influence of 𝑥𝑖 on 𝑓 is the probability that the value of 𝑓(𝑥) when 𝑥𝑖 = 0 is different
from the value of 𝑓(𝑥 ′ ), whereby 𝑥 ′ differs from 𝑥 only in that 𝑥𝑖 = 1. The input 𝑥 is
drawn uniformly from {0,1}𝑛 and the probabilities are assumed to be with respect to the
uniform distribution in all of my examples unless otherwise noted.
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4.1 ID3 algorithm
The ID3 algorithm is used in decision tree learning for approximating discrete
valued target functions. It learns decision trees from the top down by asking which
attribute best separates the examples according to their target classification. It places this
attribute at the root of the tree and adds a branch for each possible value of the attribute.
In the case of Boolean functions, there will be just two branches: one for false and one for
true.
Tom Mitchell provides the following pseudo code for the ID3 algorithm [17].
Examples are the training examples. Target_attribute is the attribute whose value is to be
predicted by the tree. Attributes is a list of other attributes that may be tested by the
learned decision tree. This algorithm returns a decision tree that correctly classifies the
given Examples.

ID3(Examples, Target_attribute, Attributes)
 Create a Root node for the tree
 If all Examples are positive, Return the single-node tree Root, with label = +
 If all Examples are negative, Return the single-node tree Root, with label = −
 If Attributes is empty, Return the single-node tree Root, with label = the most
common value of Target_attribute in Examples
 Otherwise Begin
o 𝒜 ⟵ the attribute from Attributes with the highest information gain
(which is defined below)
o The decision attribute for Root ⟵ 𝒜
o For each possible value, 𝑣𝑖 , of 𝒜
 Add a new tree branch below Root, corresponding to the test 𝒜 =
𝑣𝑖
 Let 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠𝑣𝑖 be the subset of Examples that have value 𝑣𝑖
for 𝒜
 If 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠𝑣𝑖 is empty
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Then below this new branch add a leaf node with label =
the most common value of Target_attribute in Examples
Else below this new branch add the subtree
ID3(𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠𝑣𝑖 , Target_attribute, Attributes−{𝒜})

End
Return Root

When implementing ID3 to learn a Boolean function, we use the entire truth table
for the function as the set of Examples. Target_attribute is the value of the function for
each input bitset in the truth table. Attributes is the set of all relevant variables upon
which the function depends. For example, for the function 𝑓: {0,1}4 ⟶ {0,1} defined as
𝑓(𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 ) = (𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥4 ), each of the variables 𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 is an
attribute of 𝑓, and each of them contributes a measurable level of certainty about the
possible value of 𝑓.
ID3 determines which attribute best separates the examples according to their
target classification by calculating a statistical property called information gain. In order
to calculate information gain, we must first compute entropy. Entropy, as it is used in
information theory, measures the impurity of a collection of examples. Suppose 𝑆 is a
sample set with (in our case) two possible outcomes: true or false. Then the entropy of 𝑆
is calculated as shown in Equation 5, where 𝑝𝑖 is the fraction of instances in 𝑆 with output
value i.
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = − ∑ 𝑝𝑖 log 2 𝑝𝑖
𝑖
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(5)

Now suppose 𝐴 is an attribute of 𝑆, and 𝐴 can take any value 𝑣 from the set of all
possible values of 𝐴, 𝑉(𝐴). Then 𝑆𝑣 is the subset of 𝑆 with 𝐴 = 𝑣, and we define the
information gain of sample set 𝑆 on attribute 𝐴 as shown in Equation 6.
𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑ (
𝑣

|𝑆𝑣 |
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣 ))
|𝑆|

(6)

In this equation, |𝑆𝑣 | is the number of elements in 𝑆𝑣 , and |𝑆| is the number of elements
in 𝑆 [8].
The information gain from attribute 𝑥𝑖 on function 𝑓 can be described as the
expected reduction in entropy resulting from splitting the examples on 𝑥𝑖 . When working
strictly with Boolean valued target functions, using the influence of each variable yields
the same results in the ID3 algorithm as using information gain.

4.2 Decision tree depth of n-cycle functions using ID3
I examine n-cycle functions (defined in Section 1.1) and show how ID3 behaves
when learning a decision tree to compute such functions. Given a function in this class, I
propose that all of its variables will have equal influence, and those influences can be
expressed in terms of Fibonacci numbers. Note that the Fibonacci numbers are labeled as
follows:
F0 = 0, F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, F6 = 8, F7 = 13, F8 = 21, etc.,
where Fn = Fn-1 + Fn-2.
Before deriving this expression for variable influence, I look at the role of binary
stings as input to this class of function and consider the relationship between variable
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influence and consecutive ones in the binary strings. Suppose 𝑓 is an n-cycle function.
Equation 7 shows the general form 𝑓 will take.
𝑓(𝑥1 , 𝑥2 , 𝑥3 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + ⋯ + 𝑥𝑛−1 𝑥𝑛 + 𝑥𝑛 𝑥1

(7)

Note that every variable is contained in two conjunctions, one with the variable before it
and one with the variable after it. So, if 𝑓 takes as input a binary string containing two
consecutive ones, a conjunction will evaluate to true, and 𝑓 will be true. If the binary
string contains no two consecutive ones, 𝑓 will evaluate to false. Note that in the case of
an n-cycle function, the input string is cyclic, in that the first and last bits are considered
to be consecutive.
Lemma 10 shows the number of possible length k binary strings containing no
two consecutive ones, along with claims about the endpoints of those strings. I will use
this lemma to show that all variables in an n-cycle function have equal influence.
In Lemma 10, I build sets of increasingly longer binary strings by adding one bit
at a time to each element in the set. Suppose I have a set of length k binary strings that
contain no two consecutive ones. I can construct a set of length k+1 binary strings
containing no two consecutive ones by either adding a bit to the beginning of each string
or to the end of each string in the set of length k binary strings. As long as I am
consistent in my method, I will construct the unique set of length k+1 strings that meet
my criteria. Therefore, I will only append bits to the end of strings when constructing
new sets of binary strings.
In order to construct a set of length k+1 binary strings that contain no two
consecutive ones, I take the previous set (i.e. where string length was k), and do the
following:
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I create a new string by appending a 0 to the end of each element.
I create a new string by appending a 1 to the end of each element that ends
with 0.

By proceeding in this manner, I build a new set of binary strings while
maintaining the criterion that no string contains two consecutive ones.

Lemma 10: There exist exactly Fn+2 binary strings of length n (where n ≥ 1) that contain
no two consecutive ones. Of those Fn+2 binary strings, Fn+1 of them begin with 0, Fn+1 of
them end with 0, Fn of them begin with 1, Fn of them end with 1, and Fn+1 of them have
at least one endpoint that equals 1, where Fn, Fn+1, and Fn+2 are the nth, (n+1)st, and
(n+2)nd Fibonacci numbers respectively.

Proof by Induction:

Basis Step:
Base Case 1: Let n = 1 be the binary string length. (trivial case)
The set of binary strings of length n = 1 that contain no two consecutive ones is {0, 1}.
There exist exactly 2 = F3 = Fn+2 binary strings of length 1 containing no two consecutive
ones, of which:






1 = F2 = Fn+1 begins with 0
1 = F2 = Fn+1 ends with 0
1 = F1 = Fn begins with 1
1 = F1 = Fn ends with 1
1 = F2 = Fn+1 has at least one endpoint that equals 1
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Base Case 2: Let n = 2 be the binary string length.
The set of binary strings of length n = 2 that contain no two consecutive ones is {00, 10,
01}.
There exist exactly 3 = F4 = Fn+2 binary strings of length 2 that contain no two
consecutive ones, of which:






2 = F3 = Fn+1 begin with 0
2 = F3 = Fn+1 end with 0
1 = F2 = Fn begins with 1
1 = F2 = Fn ends with 1
2 = F3 = Fn+1 have at least one endpoint equal to 1

Also, note the following observations regarding the length 2 binary strings in this set:





1 = F1 = Fn-1 string begins with 1 and ends with 0.
1 = F1 = Fn-1 string begins with 0 and ends with 1.
0 = F0 = Fn-2 strings begin with 1 and end with 1.
1 = F2 = Fn string begins with 0 and ends with 0.

Base Case 3: Let n = 3 be the binary string length.
The set of binary strings of length n = 3 that contain no two consecutive ones is
{000, 010, 100, 001, 101}. There exist exactly 5 = F5 = Fn+2 binary strings of length 3
that contain no two consecutive ones, of which:






3 = F4 = Fn+1 begin with 0
3 = F4 = Fn+1 end with 0
2 = F3 = Fn begin with 1
2 = F3 = Fn end with 1
3 = F4 = Fn+1 have at least one endpoint that equals 1

Also, note the following observations regarding the length 3 strings in this set:



1 = F2 = Fn-1 string begins with 1 and ends with 0.
1 = F2 = Fn-1 string begins with 0 and ends with 1.
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1 = F1 = Fn-2 string begins with 1 and ends with 1.
2 = F3 = Fn strings begin with 0 and end with 0.

Induction Hypothesis: Assume that Lemma 10 holds for n = k, where k ≥ 3 is an arbitrary
fixed integer.

Induction Case: Let n = k+1 be the binary string length.
By the Induction Hypothesis, the set of length k strings with no two consecutive
ones contains exactly Fk+2 elements, and of those Fk+2 strings,






Fk+1 begin with 0,
Fk+1 end with 0,
Fk begin with 1,
Fk end with 1,
Fk+1 have at least one endpoint that equals 1.

In order to construct a set of length n = k+1binary strings with no two consecutive
ones, I take the set of length k binary strings and do the following:




I create a new string by appending a 0 to the end of each element. Thus, the
set of length k+1 strings with no two consecutive ones will contain Fk+2 strings
ending with 0.
I create a new string by appending a 1 to the end of each element that ends
with 0. Thus, the set of length k+1 strings with no two consecutive ones will
contain Fk+1 strings ending with 1.

I now determine the number of length k+1strings in this new set that have at least
one endpoint equal to 1. Consider the previous set of length k strings with no two
consecutive ones. Based on the Induction Hypothesis and the base cases, I can state the
following about that set of length k strings:
a) Fk-1 strings begin with 1 and end with 0: 1x0 (where x represents the string of
bits between the first and last bits).
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– append these strings with 1, and get 1x01
– append these strings with 0, and get 1x00
b) Fk-1 strings begin with 0 and end with 1: 0x1
– append these strings with 0 and get 0x10
c) Fk-2 strings begin and end with 1: 1x1
– append these strings with 0 and get 1x10
d) Fk strings begin and end with 0: 0x0
– append these strings with 1 and get 0x01
– append these strings with 0 and get 0x00
So, the set of length k+1strings without two consecutive ones contains:




Fk-1 + Fk-2 = Fk = F(k+1)-1 strings beginning with 1 and ending with 0.
Fk = F(k+1)-1 strings beginning with 0 and ending with 1.
Fk-1 = F(k+1)-2 strings beginning with 1 and ending with 1.

This set of length k+1strings contains F(k+1)-1 + F(k+1)-1 + F(k+1)-2 = F(k+1)+1 strings that have
at least one endpoint equal to 1.
It follows that the set of length k+1 strings without two consecutive ones contains:



Fk-1 + Fk + Fk = Fk+2 = F(k+1)+1 strings that begin with 0, and
Fk-1 + Fk-1 + Fk-2 = Fk+1 strings that begin with 1.

Therefore, there exist exactly Fk+2 + Fk+1 = Fk+3 = F(k+1)+2 binary strings of length k+1 that
contain no two consecutive ones, of which:






F(k+1)+1 begin with 0
Fk+2 = F(k+1)+1 end with 0
Fk+1 begin with 1
Fk+1 end with 1
F(k+1)+1 have at least one endpoint that equals 1
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Conclusion: Based on the assumption that Lemma 10 holds for n = k for some arbitrary
fixed integer k ≥ 3, Lemma 10 also holds for n = k+1. Therefore, combining this with the
base cases, by the principle of mathematical induction, I conclude that Lemma 10 holds
for all integers n, where n ≥ 1. 

As I discuss n-cycle functions, I am only concerned with those that depend on
three or more relevant variables. If the function depends on just one variable, when it is
modeled as a simple graph it will contain a single vertex and no edges. Thus, it would be
a 1-path. Suppose the monotone Boolean function 𝑓 depends on just two variables. Then
𝑓 will be expressed as either 𝑓(𝑥1 , 𝑥2 ) = 𝑥1 𝑥2 , or 𝑓(𝑥1 , 𝑥2 ) = 𝑥1 + 𝑥2 . If 𝑓(𝑥1 , 𝑥2 ) =
𝑥1 𝑥2 , then 𝑓 will be modeled as a simple graph containing two vertices, each of which
has degree 1. This would be a 2-path. If 𝑓(𝑥1 , 𝑥2 ) = 𝑥1 + 𝑥2 , then 𝑓 will be modeled as
a simple graph with two vertices and no edges. Therefore, I will examine
n-cycle functions that depend on a minimum of three relevant variables.

Lemma 11: Given a monotone Boolean function 𝑓: {0, 1}𝑛 ⟶ {0, 1}, where n ≥ 3, that
when modeled as a graph is a simple n-cycle, the influence of all variables, 𝑥𝑖 , is the
same, and can be expressed as:
𝐼𝑛𝑓𝑖 (𝑓) =

𝐹𝑛
𝑛−1
2

, where Fn is the nth Fibonacci number.

Proof by Induction:
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Base Case: Let n = 3.
Let 𝑓(𝑥1 , 𝑥2 , 𝑥3 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥1 be a monotone Boolean function that
when modeled as a graph is a simple 3-cycle. Recall that the influence of 𝑥𝑖 on a
function 𝑓 is defined as 𝐼𝑛𝑓𝑖 (𝑓) = Pr[𝑓(𝑥) ≠ 𝑓(𝑥 (𝑖) )]. I first determine the influence of
𝑥1 on 𝑓. Consider the truth table for 𝑓(𝑥1 , 𝑥2 , 𝑥3 ), as shown in Table 1.

Table 1. Truth table for 𝑓(𝑥1 , 𝑥2 , 𝑥3 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + 𝑥3 𝑥1
𝒙𝟏

𝒙𝟐

𝒙𝟑

𝒇(𝒙𝟏 , 𝒙𝟐 , 𝒙𝟑 )

1
1
1
1
0
0
0
0

1
1
0
0
1
1
0
0

1
0
1
0
1
0
1
0

1
1
1
0
1
0
0
0

When I calculate the probability that the value of 𝑓 when 𝑥1 = 1 is not the same as
the value of 𝑓 when 𝑥1 = 0, my sample space is the set of bit strings for 𝑥2 and 𝑥3 , i.e. the
set {11, 10, 01, 00}. Note that the size of the sample space is 4 = 2n-1, and each of its
elements is a bit string of length n−1. I make the following observations of 𝑥1 in relation
to the elements in the sample space:
1. If the remaining 2-bit string contains two consecutive ones, then 𝑓 will evaluate to
true and the value of 𝑥1 does not determine the value of 𝑓.
2. If the remaining 2-bit string does not contain two consecutive ones, then look at
the values of its endpoints.
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a. If at least one of the endpoints equals 1, then 𝑥1 does determine the value
of 𝑓 because 𝑥1 is contained in a conjunction with each of those endpoints
and changing the value of 𝑥1 will change the value of that (those)
conjunction(s).
Two of the bit strings fall into this category: {10, 01}.
b. If neither of the endpoints equals 1, then 𝑥1 does not determine the value
of 𝑓. 𝑥1 is contained in a conjunction with each of those endpoints, both
of which equal 0. Both of those conjunctions evaluate to false, so
changing the value of 𝑥1 will not change the value of those conjunctions.
There are two elements in the sample space whereby the value of 𝑓 when 𝑥1 = 1 is
not the same as 𝑓 when 𝑥1 = 0. Thus, 𝐼𝑛𝑓1 (𝑓) =

2

1

= 2.
4

In summary, 𝑥1 will only determine the value of 𝑓 when the remaining 2-bit string
(i.e. the (n−1)-bit string), is 10 or 01. By Lemma 10, there exists exactly
F(n-1)+1 = Fn = F3 = 2 such 2-bit strings. Therefore,
𝐼𝑛𝑓1 (𝑓) = Pr[𝑓(𝑥) ≠ 𝑓(𝑥 (1) )] =

2
4

=

𝐹𝑛
2𝑛−1

In determining the influence of 𝑥2 and 𝑥3 on 𝑓, I have the same sample space as
above in both situations: {11, 10, 01, 00}. The arguments above hold for both of these
calculations. The only instances in the sample space with which the value of 𝑥2 /𝑥3
determines the value of 𝑓 are those where at least one of the endpoints equals 1, but the
string does not contain two consecutive ones. It can easily be seen that
𝐼𝑛𝑓2 (𝑓) = 𝐼𝑛𝑓3 (𝑓) =

2

=
4

𝐹𝑛
𝑛−1
2

.

Induction Hypothesis: Assume that Lemma 11 holds for n = k, where k ≥ 3 is an arbitrary
fixed integer.

60

Induction Case: Let n = k+1.
Let 𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑘 , 𝑥𝑘+1 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + ⋯ + 𝑥𝑘 𝑥𝑘+1 + 𝑥𝑘+1 𝑥1 be a monotone
Boolean function that when modeled as a graph is a simple (k+1)-cycle. To determine
the influence of 𝑥𝑖 on 𝑓, consider the sample space, i.e. the set of 2k bit strings of length
k, and make the following observations:
1. If the k-bit string contains two consecutive ones, then 𝑓 will evaluate to true
regardless of the value of 𝑥𝑖 .
2. If the k-bit string does not contain two consecutive ones, then look at the
values of its endpoints.
a. If at least one of the endpoints equals 1, then 𝑥𝑖 does determine the
value of 𝑓 because 𝑥𝑖 is contained in a conjunction with each of those
endpoints and changing the value of 𝑥𝑖 will change the value of that
(those) conjunction(s).
Based on Lemma 10, Fk+1 of the k-bit strings meet this criterion.
b. If neither of the endpoints equals 1, then 𝑥𝑖 does not determine the
value of 𝑓. Both of the endpoints equal 0 and 𝑥𝑖 is contained in a
conjunction with each of them. Thus, both of those conjunctions
evaluate to false, and changing the value of 𝑥𝑖 will not change the
value of the conjunctions.
Therefore, 𝐼𝑛𝑓𝑖 (𝑓) = Pr[𝑓(𝑥) ≠ 𝑓(𝑥 (𝑖) )] =

𝐹𝑘+1
2𝑘

=

𝐹𝑛
2𝑛−1

.

Conclusion: Based on the assumption that Lemma 11 holds for n = k for some arbitrary
fixed integer k ≥ 3, Lemma 11 also holds for n = k+1. Therefore, by the principle of
mathematical induction, I conclude that Lemma 11 holds for all integers n, such that
n ≥ 3. 
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The ID3 algorithm places the variable (attribute) with the greatest influence
(information gain) at the root of the tree and also at the roots of all subsequent subtrees.
The influence of every variable in an n-cycle is equivalent. As was shown in Lemma 9, a
decision tree that computes an n-cycle function will have optimal depth of exactly n.
Therefore, the ID3 algorithm will generate a decision tree of depth n for every n-cycle
function, regardless of which variable is placed at the root.

4.3 Decision tree depth of n-path functions using ID3
Consider an n-path function. I propose that the influence of its variables can be
expressed using Fibonacci numbers, and that a variable next to an endpoint of the n-path
will have the greatest influence on the function. I show this with the following set of
lemmas.
As I examine path graphs that model monotone Boolean functions, I will look at a
variable’s position within the graph, relative to the nearest endpoint. I will consistently
label the variables in an n-path sequentially from 1 to n. The position k of a variable 𝑥𝑖 is
k = min{𝑖, 𝑛 + 1 − 𝑖}. Consider a monotone Boolean function
𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + ⋯ + 𝑥𝑛−1 𝑥𝑛 that can be modeled as a simple n-path,
as shown in Figure 16.

x1

x2

x3

Figure 16. Graph of a simple n-path
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xn-1

xn

The variables 𝑥1 and 𝑥𝑛 are both in position 1, the variables 𝑥2 and 𝑥𝑛−1 are both
in position 2, etc. Because of the symmetry of a simple path graph, two variables having
the same position, relative to the nearest endpoint, will have the same influence.
Therefore, in presenting and proving the following few lemmas (i.e. Lemmas 12, 13, and
14, and Corollary 15), I will use i, a variable’s index, to also represent the variable’s
relative position within the n-path.
In the trivial case of a 1-path, i.e. where 𝑓: {0,1}𝑛 ⟶ {0,1} is a monotone
Boolean function, n = 1 and 𝑓(𝑥1 ) = 𝑥1, the influence of 𝑥1 on 𝑓 is 1. I will now
consider the cases where n ≥ 2.

Lemma 12: Let 𝑓: {0,1}𝑛 ⟶ {0,1} be a monotone Boolean function, such that n ≥ 2,
that when modeled as a graph is a simple n-path. Then the influence of 𝑥𝑖 on 𝑓 can be
expressed as 𝐼𝑛𝑓𝑖 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1
2𝑛−1

, where Fz is the zth Fibonacci number, and i

represents the variable’s position within the path graph relative to the nearest endpoint.

Proof:
Consider a monotone Boolean function 𝑓(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) = 𝑥1 𝑥2 + 𝑥2 𝑥3 + ⋯ +
𝑥𝑛−1 𝑥𝑛 that when modeled as a graph is a simple n-path. I want to determine the
influence of a variable 𝑥𝑖 on 𝑓, and will do so by calculating the probability that the value
of 𝑓 when 𝑥𝑖 = 1 is not the same as the value of 𝑓 when 𝑥𝑖 = 0. The sample space is the
set of 2n-1 bit strings of length n−1. I want to determine the number of instances where
the value of 𝑥𝑖 will determine the value of 𝑓.

63

First consider the set of length i−1 bit strings comprised of bits 𝑥1 through 𝑥𝑖−1 .
By Lemma 10, there will be 𝐹𝑖−1+2 = 𝐹𝑖+1 unique strings in this set that contain no two
consecutive ones. Now consider the set of length n−i bit strings comprised of bits 𝑥𝑖+1
through 𝑥𝑛 . There will be 𝐹𝑛−𝑖+2 unique strings in this set that contain no two
consecutive ones. Then 𝐹𝑖+1 𝐹𝑛−𝑖+2 is the total number of instances in the sample space
containing no two consecutive ones. These are the instances where 𝑥𝑖 could potentially
determine the value of 𝑓.
I examine this subset of instances to see in which ones 𝑥𝑖 will not determine the
value of 𝑓. Since 𝑥𝑖 is contained in a conjunction with the two bits next to it, i.e. 𝑥𝑖−1
and 𝑥𝑖+1, if either of those bits equals 0 in a particular instance, then the conjunction will
evaluate to false regardless of the value of 𝑥𝑖 . By Lemma 10, the set of length i−1 bit
strings contains 𝐹𝑖−1+1 = 𝐹𝑖 strings ending with 0. The set of length n−i bit strings
contains 𝐹𝑛−𝑖+1 strings beginning with 0. So the total number of instances where the
value of 𝑥𝑖 will not determine the value of 𝑓 is 𝐹𝑖 𝐹𝑛−𝑖+1.
The number of instances in which the value of 𝑥𝑖 will determine the value of 𝑓 is
the difference between the number of instances in the sample space containing no two
consecutive ones and the number of instances where the value of 𝑥𝑖 will not determine
the value of 𝑓. Therefore, I can express the influence of 𝑥𝑖 , the variable in the ith position
from the nearest endpoint of the n-path, as follows:
𝐼𝑛𝑓𝑖 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1
2𝑛−1
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(8)

I will now use Equation 8 to express and compare the influences of variables at
various positions within an n-path relative to its endpoints.

Lemma 13: Given a monotone Boolean function 𝑓: {0,1}𝑛 ⟶ {0,1}, where n ≥ 3, that
when modeled as a graph is a simple n-path, the influence of the variables next to the
endpoints of the n-path is greater than the influence of the endpoints,
i.e. 𝐼𝑛𝑓2 (𝑓) > 𝐼𝑛𝑓1 (𝑓).

Proof:
Let 𝑓 be a monotone Boolean function that depends on n variables, and that when
modeled as a graph is a simple n-path. Then by Lemma 12, the influence of the variables
at the endpoint and next to the endpoint of the n-path can be expressed as follows:
𝐼𝑛𝑓1 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1

𝐼𝑛𝑓2 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1

2𝑛−1

2𝑛−1

=

𝐹2 𝐹𝑛−1+2 −𝐹1 𝐹𝑛−1+1

=

𝐹3 𝐹𝑛−2+2 −𝐹2 𝐹𝑛−2+1

2𝑛−1

2𝑛−1

=

𝐹𝑛+1 −𝐹𝑛

=

2𝐹𝑛 −𝐹𝑛−1

2𝑛−1

2𝑛−1

Because n ≥ 3, it follows that 𝐹𝑛−2 ≥ 𝐹1 , and 𝐹𝑛−2 ≥ 1. Therefore, it is apparent
that
𝐹𝑛−1 + 2𝐹𝑛−2

>

𝐹𝑛−1

2(𝐹𝑛−1 + 𝐹𝑛−2 ) − 𝐹𝑛−1

>

(𝐹𝑛−1 + 𝐹𝑛 ) − 𝐹𝑛

2𝐹𝑛 − 𝐹𝑛−1

>

𝐹𝑛+1 − 𝐹𝑛

Thus, 𝐼𝑛𝑓2 (𝑓) > 𝐼𝑛𝑓1 (𝑓) where 𝑓 depends on n relevant variables. 

I will now examine monotone Boolean functions that can be modeled as path
graphs and look at the influence of variables that are three or more positions from an
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endpoint. In order for an n-path to contain a variable three or more positions from an
endpoint, n must be five or larger.

Lemma 14: Given a monotone Boolean function 𝑓: {0,1}𝑛 ⟶ {0,1}, where n ≥ 5, that
when modeled as a graph is a simple n-path, 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑘 (𝑓), where k ≥ 3.

Proof:
Let 𝑓: {0,1}𝑛 ⟶ {0,1} be an n-path function, where n ≥ 5. I will first show that
𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓3 (𝑓). By Lemma 12 I can express 𝐼𝑛𝑓2 (𝑓) and 𝐼𝑛𝑓3 (𝑓) as follows.
𝐼𝑛𝑓2 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1

𝐼𝑛𝑓3 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1

=

𝐹3 𝐹𝑛 −𝐹2 𝐹𝑛−1

=

𝐹4 𝐹𝑛−1 −𝐹3 𝐹𝑛−2

2𝑛−1

2𝑛−1

2𝑛−1

2𝑛−1

=

2𝐹𝑛 −𝐹𝑛−1
2𝑛−1

=

3𝐹𝑛−1 −2𝐹𝑛−2
2𝑛−1

Because the Fibonacci series is increasing, 𝐹𝑛−2 ≥ 𝐹𝑛−3 . In this case, since n ≥ 5,
𝐹𝑛−2 ≥ 2 and 𝐹𝑛−3 ≥ 1. Therefore, we have that
𝐹𝑛−2 − 𝐹𝑛−3 ≥ 0
𝐹𝑛−2 − (𝐹𝑛−1 − 𝐹𝑛−2 ) ≥ 0
2𝐹𝑛−2 − 𝐹𝑛−1 ≥ 0
4𝐹𝑛−2 − 2𝐹𝑛−1 ≥ 0
2(𝐹𝑛−2 + 𝐹𝑛−1 ) − 𝐹𝑛−1 − 3𝐹𝑛−1 + 2𝐹𝑛−2 ≥ 0
(2𝐹𝑛 − 𝐹𝑛−1 ) − (3𝐹𝑛−1 − 2𝐹𝑛−2 ) ≥ 0
(2𝐹𝑛 − 𝐹𝑛−1 ) ≥ (3𝐹𝑛−1 − 2𝐹𝑛−2 )
Thus, we have that 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓3 (𝑓).
I will now show that 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑙 (𝑓), where l > 3. Let j represent the position
of a variable 𝑥𝑖 in the n-path, such that j ≥ 3. By Lemma 12, the influence of a variable
𝑥𝑖 , whose relative position in the n-path is j+1, can be expressed as follows.
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𝐼𝑛𝑓𝑗+1 (𝑓) =

𝐹𝑖+1 𝐹𝑛−𝑖+2 − 𝐹𝑖 𝐹𝑛−𝑖+1
2𝑛−1

=

𝐹𝑗+2 𝐹𝑛−𝑗+1 −𝐹𝑗+1 𝐹𝑛−𝑗
2𝑛−1

Consider the numerator of 𝐼𝑛𝑓2 (𝑓), i.e. 2𝐹𝑛 − 𝐹𝑛−1. Recall that each term in the
Fibonacci series is calculated as 𝐹𝑛 = 𝐹𝑛−2 + 𝐹𝑛−1. Therefore, I can expand the
numerator of 𝐼𝑛𝑓2 (𝑓) by expanding the larger of the two Fibonacci numbers as follows:
2𝐹𝑛 − 𝐹𝑛−1 = 2𝐹𝑛−2 + 2𝐹𝑛−1 − 𝐹𝑛−1 = 𝐹𝑛−1 + 2𝐹𝑛−2
I will now expand the larger of the resulting two Fibonacci numbers a second time, and
continue to do this j times, with the following results:
𝐹𝑛−1 + 2𝐹𝑛−2 =

𝐹𝑛−3 + 𝐹𝑛−2 + 2𝐹𝑛−2 = 3𝐹𝑛−2 + 𝐹𝑛−3
3𝐹𝑛−4 + 3𝐹𝑛−3 + 𝐹𝑛−3 = 4𝐹𝑛−3 + 3𝐹𝑛−4

=

4𝐹𝑛−5 + 4𝐹𝑛−4 + 3𝐹𝑛−4 = 7𝐹𝑛−4 + 4𝐹𝑛−5

=

7𝐹𝑛−6 + 7𝐹𝑛−5 + 4𝐹𝑛−5 = 11𝐹𝑛−5 + 7𝐹𝑛−6

…

=

2𝐹𝑛 − 𝐹𝑛−1 =

(𝐹𝑗+1 + 𝐹𝑗−1 )𝐹𝑛−𝑗 + (𝐹𝑗 + 𝐹𝑗−2 )𝐹𝑛−𝑗−1

If I take the numerator of 𝐼𝑛𝑓𝑗+1 (𝑓) and perform Fibonacci number expansions, I
get the following:
𝐹𝑗+2 𝐹𝑛−𝑗+1 − 𝐹𝑗+1 𝐹𝑛−𝑗 = 𝐹𝑗+2 𝐹𝑛−𝑗−1 + 𝐹𝑗+2 𝐹𝑛−𝑗 − 𝐹𝑗+1 𝐹𝑛−𝑗
= (𝐹𝑗+2 − 𝐹𝑗+1 )𝐹𝑛−𝑗 + 𝐹𝑗+2 𝐹𝑛−𝑗−1
= 𝐹𝑗 𝐹𝑛−𝑗 + 𝐹𝑗+2 𝐹𝑛−𝑗−1
I will now subtract the numerator of 𝐼𝑛𝑓𝑗+1 (𝑓) from the numerator of 𝐼𝑛𝑓2 (𝑓) as
follows:
𝐼𝑛𝑓2 (𝑓) − 𝐼𝑛𝑓𝑗+1 (𝑓) = (2𝐹𝑛 − 𝐹𝑛−1 ) − (𝐹𝑗+2 𝐹𝑛−𝑗+1 − 𝐹𝑗+1 𝐹𝑛−𝑗 )
= (𝐹𝑗+1 + 𝐹𝑗−1 )𝐹𝑛−𝑗 + (𝐹𝑗 + 𝐹𝑗−2 )𝐹𝑛−𝑗−1 −
(𝐹𝑗 𝐹𝑛−𝑗 + 𝐹𝑗+2 𝐹𝑛−𝑗−1 )
= (𝐹𝑗+1 + 𝐹𝑗−1 − 𝐹𝑗 )𝐹𝑛−𝑗 + (𝐹𝑗 + 𝐹𝑗−2 − 𝐹𝑗+2 )𝐹𝑛−𝑗−1
= 2𝐹𝑗−1 𝐹𝑛−𝑗 + (−2𝐹𝑗−1 )𝐹𝑛−𝑗−1
= 2𝐹𝑗−1 (𝐹𝑛−𝑗 − 𝐹𝑛−𝑗−1 )
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Because 𝑗 ≥ 3, 𝐹𝑗−1 ≥ 𝐹2 , and 2𝐹𝑗−1 ≥ 2.
Since the Fibonacci series is increasing, 𝐹𝑛−𝑗 ≥ 𝐹𝑛−𝑗−1, and (𝐹𝑛−𝑗 − 𝐹𝑛−𝑗−1 ) ≥ 0.
Therefore, 𝐼𝑛𝑓2 (𝑓) − 𝐼𝑛𝑓𝑗+1 (𝑓) ≥ 0, and 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑗+1 (𝑓), where j ≥ 3.
Thus, 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑙 (𝑓), where l > 3.

Conclusion: Given an n-path function 𝑓 that depends on 𝑛 ≥ 5 variables, I have shown
that 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓3 (𝑓), and that 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑙 (𝑓), where l > 3. Therefore,
𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑘 (𝑓), where k ≥ 3. 

Corollary 15 follows directly from Lemmas 13 and 14.

Corollary 15: Given a monotone Boolean function 𝑓: {0,1}𝑛 ⟶ {0,1}, where n ≥ 3,that
when modeled as a graph is a simple n-path, 𝐼𝑛𝑓2 (𝑓) ≥ 𝐼𝑛𝑓𝑘 (𝑓), where k ≠ 2.

I have shown that the two variables next to the endpoints of a simple n-path will
have the greatest influence on the monotone Boolean function the n-path is modeling.
Therefore, when constructing a decision tree that computes an n-path function, the ID3
algorithm will place a variable that is next to an endpoint at the root of the tree, and the
tree will have depth according to Lemma 8.
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Chapter 5
Conclusion
ID3, an information-gain-first classification algorithm, will construct a decision
tree of depth n to compute an n-cycle function. This is the smallest depth of a decision
tree that can compute an n-cycle function.
The smallest depth of a decision tree that can compute an n-path function is
determined by the remainder of n divided by 3. When n > 1 and n ≡ 1 (mod 3),
𝑑 ∗ (𝑓) = 𝑛 − 1. When n > 1 and n ≡ 0 (mod 3) or n ≡ 2 (mod 3), 𝑑 ∗ (𝑓) = 𝑛. When
n = 1, 𝑑 ∗ (𝑓) = 1. ID3 will construct a decision tree of the smallest depth to compute an
n-path function.
Let 𝑓: {0,1}𝑛 ⟶ {0,1} be a monotone Boolean function that can be represented as
a read-2 width-2 DNF expression. Then 𝑓 can be modeled as a graph, all of whose
connected components will be either a path graph or a cycle graph. Thus, 𝑓 is a
disjunction of n-path functions and/or n-cycle functions. The smallest depth of a decision
tree that can compute 𝑓 is equal to the sum of the smallest depths of the decision trees
that can compute the n-path functions and n-cycle functions of which 𝑓 is a disjunction.
ID3 will construct a decision tree of the smallest depth to compute 𝑓.
Let 𝒞 be the class of monotone Boolean functions that can be represented as a
read-2 width-2 DNF expression. Then the ID3 algorithm can be applied to learn an
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unknown function in class 𝒞, given the unknown function’s truth table, or a subset
thereof, as the set of examples from which to learn. In order to determine which attribute
to place at the root of the tree and at the root of each subtree, ID3 calculates the influence
of each of the remaining attributes. It does this until all branches lead to leaves. Thus,
ID3 will learn unknown functions in class 𝒞 in time exponential in their decision tree
depth.
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Chapter 6
Discussion and Future Work
In my studies, I implemented the ID3 algorithm in Python code to observe how it
behaves when learning monotone read-2 width-2 DNF expressions. One version of the
code calculates information gain to select the best variable to place at the root of the tree
and at the roots of all subsequent subtrees. A second version calculates the influence of
each variable for best root selection. The two versions yielded the same results for a
common data set. Due to hardware constraints, I was only able to test DNF expressions
dependent upon up to fourteen variables.
I then implemented the ID3 algorithm by calculating variable influences as
probabilities, and was able to test larger functions, i.e. functions that depend on over 50
relevant variables. I calculated the influence of each relevant variable, 𝑥𝑖 , on the function
𝑓 using the following definition of influence: 𝐼𝑛𝑓𝑖 (𝑓) = Pr[𝑓(𝑥) ≠ 𝑓(𝑥 (𝑖) )], where
𝑥 (𝑖) = 𝑥 with the 𝑖 𝑡ℎ bit flipped. Using this technique of calculating influences as
probabilities, the ID3 algorithm runs in polynomial time in the number of variables.
Thus, it would be a viable tool in further studies of how ID3 behaves when learning
monotone DNF expressions.
I performed a limited number of tests on monotone read-k width-2 DNF
expressions, where k > 2. Consider a monotone read-3 width-2 DNF such that exactly
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one variable is read three times, and all other variables are read no more than twice.
Figure 17 shows the form this DNF expression would take when modeled as a graph.

n2-path

n1-path

n3-path
Figure 17. Graph model of a monotone read-3 width-2 DNF, where exactly one variable
is
readis3 one
times
There
v

This graph has one vertex of degree-3, which is adjacent to three n-paths. The
total number of relevant variables in this DNF is 𝑛1 + 𝑛2 + 𝑛3 + 1. My testing showed
that the single read-3 variable had the greatest influence, and therefore was placed at the
root of the tree by ID3. I conjecture that the depth of a decision tree constructed by ID3
for this class of monotone DNF is determined by the remainder of 𝑛𝑖 divided by 3, where
𝑖 ∈ {1,2,3}. If 𝑛𝑖 ≡ 1 (mod 3) for at least one of the 𝑛𝑖 -paths and 𝑛𝑖 ≡ 2 (mod 3) for at
least one of the 𝑛𝑖 -paths, then 𝑑 ∗ (𝑓) = 𝑛 − 1, where 𝑓 is the boolean function that is
represented by the monotone read-3 width-2 DNF expression.
I also did a small amount of testing on monotone read-k width-2 DNF
expressions, where k ≥ 4, and exactly one variable is read k times while all other variables
are read at most twice. When I model a monotone DNF in this class as a graph, it takes
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the same general format as in Figure 17, in that it has one vertex of degree-k, which is
adjacent to k n-paths. I conjecture that in using ID3 to learn a Boolean function, 𝑓, that
can be represented with this class of monotone DNF expression, decision tree depth will
be determined by the remainder of 𝑛𝑖 divided by 3, where 𝑖 ∈ {1,2, … , 𝑘}. If 𝑛𝑖 ≡ 1
(mod 3) for at least one of the 𝑛𝑖 -paths and 𝑛𝑖 ≡ 2 (mod 3) for at least one of the
𝑛𝑖 -paths, then 𝑑 ∗ (𝑓) ≤ 𝑛 − 1.
These preliminary results from my tests on how ID3 behaves when learning
monotone read-k width-2 DNF expressions, where k > 2, need to be substantiated. I
limited my data to DNF expressions containing exactly one variable that is read k times,
while all other variables are read at most twice. Further work can be done to find how
ID3 behaves when learning DNF expressions of this class without restrictions, i.e. where
all variables may be read up to k times.
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