A graph is a minor of another if the first can be obtained from a subgraph of the second by contracting edges. A graph G is internally 4-connected if it is simple, 3-connected, has at least five vertices, and if for every partition (A, B) of the edge-set of G, either |A| ≤ 3, or |B| ≤ 3, or at least four vertices of G are incident with an edge in A and an edge in B. We prove that if H and G are internally 4-connected graphs such that they are not isomorphic, H is a minor of G and they do not belong to a family of exceptional graphs, then there exists a graph H such that H is isomorphic to a minor of G and either H is obtained from H by splitting a vertex, or H is an internally 4-connected graph obtained from H by means of one of four possible constructions. This is a first step toward a more comprehensive theorem along the same lines.
INTRODUCTION
All graphs in this paper are finite, and may have loops and parallel edges. The contraction of an edge e of a graph G is the operation of deleting e and identifying its ends; thus a contraction may produce loops or parallel edges. A graph is a minor of another if the first can be obtained from a subgraph of the second by contracting edges. It is a proper minor if the two graphs are not isomorphic. A graph is a wheel if it is obtained from a circuit on at least three vertices by adding a vertex joined to every vertex on the circuit. (Paths and circuits have no "repeated" vertices.) We say that a simple graph G is obtained from a simple graph H by splitting a vertex if H is obtained from G by contracting an edge e, where both ends of e have degree at least three in G. Let us remark that since H is simple, it follows that e belongs to no triangle of G. The remainder of this section is devoted to motivation; readers familiar with the subject matter may want to proceed directly to the next section. The starting point of our investigations is the following well-known theorem of Tutte [18] . For some applications it is desirable to have a stronger version of this theorem, proved by Seymour [17] . To illustrate the use of Seymour's theorem, let us deduce from it the following theorem of Wagner [20] .
(iii) G is isomorphic to LK 3,3 ,
(iv) there is a set X ⊆ V (G) of at most four vertices such that G\X has no edges, (v) there exist two adjacent vertices u, v ∈ V (G) such that G\u\v is a circuit.
One step in the proof of Robertson's theorem is to show the following.
(1.5) If an internally 4-connected graph G has a minor isomorphic to LK 3, 3 , but not to V 8 , then G is isomorphic to LK 3, 3 .
One can try to use (1.2) similarly as in the proof of (1.3), but this time the process does not terminate. The point is that the operations used in (1.2) produce graphs which are not internally 4-connected and have no V 8 -minors. Thus it is desirable to have an analogue of (1.2) for internally 4-connected graphs. In this paper we prove a first step toward that goal.
The paper is organized as follows. In Section 2 we state our main result. In Section 3
we present an extension of our main result, to be proven in a future paper. In Section 4 we reduce the main theorem to a related statement, and outline the proof of that statement.
STATEMENT OF RESULTS
Let H be a graph, let k ≥ 2, and let v 1 , v 2 , . . . , v k be distinct vertices of H. If k = 2 then we define H + (v 1 , v 2 , . . . , v k ) to be the graph obtained from H by adding an edge with ends v 1 and v 2 ; otherwise we define it to be the graph obtained from H by adding a new vertex v and an edge with ends v and v i for all i = 1, 2, . . . , k. Now let k ≥ 2, and let x 1 , x 2 , . . . , x k be a sequence of pairwise distinct elements of V (H) ∪ E(H). Let H be obtained from H by subdividing every edge that belongs to {x 1 , x 2 , . . . , x k }. If x i is a vertex let u i = x i ; otherwise let u i be the vertex that resulted from subdividing x i . We define H + (x 1 , x 2 , . . . , x k ) to be the graph H + (u 1 , u 2 , . . . , u k ).
Let e be an edge of a graph G, and let v be a vertex of degree three adjacent to both ends of e. We say that v is a violating vertex, that e is a violating edge, and that (v, e) is a violating pair. The reason for this terminology is that such a vertex or edge violates the definition of internal 4-connectivity. It may be helpful to notice that if H is an internally 4-connected graph, and H = H + (u, v), where u and v are not adjacent in H, then either H is internally 4-connected, or the edge uv is violating in H .
Let H be an internally 4-connected graph, let t ≥ 1 be an integer, and let H 0 = H, H 1 , . . . , H t be a sequence of graphs such that for i = 1, 2, . . . , t, (ii) no edge is violating in both H i−1 and H i , (iii) if 1 < i < t, then H i has at most one violating pair, and (iv) H t is internally 4-connected.
In those circumstances we say that H t is an addition extension of H. We also say that H t is a t-step addition extension of H. See Figure 1 . Let us point out that in condition (iii) we do mean i > 1; that is, H 1 is permitted to have more than one violating pair (but it has at most one violating edge, because H is internally 4-connected). Let H be a graph, let {u, v, x, y} be the vertex-set of a circuit in H, where u, v, x, y all have degree three, and let H = H + (u, v, x, y). In those circumstances we say that H is a quadrangular extension of H.
Let H be a graph, and let {v 1 , v 2 , v 3 , v 4 , v 5 } be the vertex-set of a circuit of H (in order). Assume that v 2 and v 5 have degree three and that v 1 is not adjacent to v 3 or v 4 , and let e denote the edge of the circuit with ends v 3 and v 4 . In those circumstances we say that H + (v 1 , e) is a pentagonal extension of H.
Let H be a graph, and let u, v, w be pairwise distinct, pairwise nonadjacent vertices of H. Assume further that no vertex of H of degree three has neighbors u, v, w, and that every pair of vertices from {u, v, w} have a common neighbor of degree three. In those circumstances we say that H + (u, v, w) is a hexagonal extension of H. See Figure 2 for a picture of a quadrangular, pentagonal and hexagonal extension.
Figure 2. A quadrangular, pentagonal and hexagonal extension.
Let H and G be graphs. We say that H is G-splittable if there exists a graph H such that H is isomorphic to a minor of G, and H satisfies one of the following conditions: We need to introduce several families of graphs (see Figures 3 and 4 ). Let C 1 and C 2 be two vertex-disjoint circuits of length n ≥ 4 with vertex-sets {u 1 , u 2 , . . . , u n } and {v 1 , v 2 , . . . , v n } (in order), respectively, and let G 1 be the graph obtained from the union of C 1 and C 2 by adding an edge joining u i and v i for each i = 1, 2, . . . , n. We say that G 1 is a cubic planar ladder. Let G 2 be obtained from the union of C 1 and C 2 by adding edges joining u i and v i , and v i and u i+1 for all i = 1, 2, . . . , n, where u n+1 means u 1 . We say that G 2 is a quartic planar ladder. We say that a graph is a planar ladder if it is a cubic planar ladder or a quartic planar ladder. Let G 3 be the graph consisting of a circuit C with vertex-set {u 1 , u 2 , . . . , u 2n } (in order), where n ≥ 2 is an integer, and n edges with ends u i and u n+i for i = 1, 2, . . . , n. We say that G 3 is a cubic Möbius ladder. Let G 4 be the graph consisting of a circuit C with vertex-set {u 1 , u 2 , . . . , u 2n+1 } (in order), where n ≥ 2 is an integer, and 2n + 1 edges with ends u i and u n+i , and u i and u n+i+1 for i = 0, 1, . . . , n, where u 0 means u 2n+1 . We say that G 4 is a quartic Möbius ladder. We say that a graph is a Möbius ladder if it is a cubic Möbius ladder or a quartic Möbius ladder, and we say that a graph is a ladder if it is planar ladder or a Möbius ladder. The cubic planar ladder on eight vertices is called the cube.
Let G 5 be the graph obtained from a circuit with vertex-set {u 1 , u 2 , . . . , u 2n } (in order), where n ≥ 2 is an integer, by adding two vertices v and w, and edges with ends v and u 2i , and w and u 2i−1 for all i = 1, 2, . . . , n. We say that G 5 is a cubic planar biwheel.
Let G 6 be obtained from G 5 by adding an edge joining v and w; we say that G 6 is a cubic Möbius biwheel. A graph is a cubic biwheel if it is either a cubic planar biwheel, or a cubic Möbius biwheel. Let G 7 be the graph obtained from a circuit with vertex-set {u 1 , u 2 , . . . , u n } (in order), where n ≥ 3 is an integer, by adding two vertices v and w, and edges with ends v and u i , and w and u i for all i = 1, 2, . . . , n. We say that G 7 is a quartic planar biwheel. Let G 8 be obtained from G 7 by adding an edge joining v and w; we say that G 8 is a quartic Möbius biwheel. A graph is a quartic biwheel if it is either a quartic planar biwheel, or a quartic Möbius biwheel, and it is a biwheel if it is either a planar biwheel or a Möbius biwheel. We need to formulate the following assumptions. 
A SPLITTER THEOREM
Theorem (2.2) seems to be useful in its own right; for instance, it has been used in [8] to limit the number of possible counterexamples to Negami's planar cover conjecture [12] .
However, a weakness of (2.2) is that if H is obtained from H by splitting a vertex, then it need not be internally 4-connected. We shall remedy this in a future paper by proving a different theorem, which we now describe.
We say that a graph G is almost 4-connected if G is simple, 3-connected and for every partition (A, B) of E(G) into disjoint sets, either |A| ≤ 4, or |B| ≤ 4, or at least four vertices of G are incident both with a member of A, and a member of B. Thus if a graph G is obtained from an internally 4-connected graph H by applying one of the two operations of theorem (1.2), then G is almost 4-connected, and has at most two violating edges. In our theorem we will require the stronger property that each of the intermediate graphs J i be almost 4-connected, and have at most one violating edge. Thus let us define a graph to be well connected if it is almost 4-connected, and if it has at most one violating edge. In the theorem below we will also stipulate that no edge is a violating edge of two consecutive graphs in the sequence J 1 , J 2 , . . . , J k . However, we need two additional operations, which we now introduce. See Figures 5 and 6. (From now on we use the following convention.
When we depict a subgraph J of a graph H, a vertex v of J drawn as a solid circle indicates that all edges of H incident with v belong to J, and hence are drawn in the figure.)
Let H be a graph, let e be a violating edge in H, let v be a vertex of H such that v is not incident with or adjacent to either end of e, and let H have no violating pair (w, e) such that v is adjacent to w in H. Let G be a graph obtained from H by deleting e, and adding a new vertex and three edges joining the new vertex to v and the two ends of e.
We say that G was obtained from H by a special addition. Let H be a simple graph, let (v, e) be a violating pair in H, let u be the neighbor of v that is not incident with e, and let G be obtained from H by splitting u, and then adding an edge between v and the new vertex not adjacent to u in such a way that both new vertices have degree at least four in G. We say that G was obtained from H by a special split.
We need to clarify a subtle but important point. Formally, a graph is a triple consisting of a set of vertices, a set of edges, and an incidence relation between them. Thus if a graph G is obtained from a graph H by splitting a vertex, then E(H) ⊆ E(G). In a future paper we will prove the following result. e e Figure 6 . Special split. 
OUTLINE OF PROOF
In this section we reduce the proof of (2.2) to a related theorem, and outline the proof of that theorem. We need to state another set of assumptions. we prove that either our main results hold, or every edge of H is subdivided at most once.
In Section 8 we prove that either (4.2) holds, or it is possible to add an edge to H in such a way that the new graph is simple, is isomorphic to a minor of G, and has at most one violating pair. Finally, in Section 9 we complete the proofs of (4.2) and (4.3).
HOMEOMORPHIC EMBEDDINGS
We formalize the concept of a subdivision as follows. Let H, G be graphs. A mapping η We shall denote the fact that η is a homeomorphic embedding of H into G by writing
, and all vertices and edges that belong to η(e) for some e ∈ E(K). It is easy to see that G has a subgraph isomorphic to a subdivision of H if and only if there is a homeomorphic embedding H → G. The reader is advised to notice that V (η(K)) and η(V (K)) mean different sets. The first is the vertex-set of the graph η(K), whereas the second is the image of the vertex-set of K under the mapping η. Thus the first set may be bigger; namely, it contains all the vertices of the paths η(e), where e ∈ E(K), while the second set only contains the ends of those paths.
If η is a homeomorphic embedding of H into G, an η-bridge is a connected subgraph Proof. By the internal 4-connectivity of H, every vertex of C has degree at least four. Let H be obtained from H by splitting one of the vertices of C in such a way that one of the new vertices has degree three, and is adjacent to the remaining two vertices of C. Then from the existence of B it follows that H is isomorphic to a minor of G, as required.
Let η be a homeomorphic embedding of H into G. A subpath P of η(H) is an η- If P is a path, and u, v ∈ V (P ), we define P [u, v] to be the subpath of P with ends u and v. Let H, G be graphs, and let η : H → G be a homeomorphic embedding. We say that a path P in G is an η-path if it has at least one edge, and its ends and only its ends
belong to η(H).
Let H, G be graphs, and let η : H → G be a homeomorphic embedding. Let e ∈ E(H), and let P be a path in G with both ends on η(e), and otherwise disjoint from η(H). Let P be the subpath of η(e) with ends the ends of P . Let η (e) be the path obtained from η(e) by replacing P by P , and let
H → G is a homeomorphic embedding, and we say that η, η are 0-close. We also say that η was obtained from η by rerouting η(e) along P .
Let H, G be graphs, let η : H → G be a homeomorphic embedding, let v ∈ V (H) be a vertex of degree three, let e 1 , e 2 , e 3 be the three edges of H incident with v, and let their
of η(e 2 ), and let P be an η-path in G with ends x and y.
Then η : H → G, and we say that η, η are 1-close. We also say that η was obtained from η by rerouting η(e 1 ) along P .
Let H, G be graphs, and let η : H → G. Let u be a vertex of H of degree three, and let e 1 , e 2 , e 3 be the three edges incident with u. For i = 1, 2, 3 let P i = η(e i ), and let v = η (u) and v i be the ends of are vertex-disjoint, except for y, and each of them is vertex-disjoint from η(H), except
H → G, and we say that η, η are 2-close.
We also say that η was obtained from η by rerouting
We say that η, η are close if they are i-close for some i ∈ {0, 1, 2}. We say that η, η are parallel if for some integer n > 0 there exist homeomorphic Let us assume that we have already found η and B 1 satisfying (1) and (2) 
is a stable η -bridge, and let l = |V (B 1 )| otherwise. Then l > k by (1), and and a l > a l by (1) and (2). Thus η contradicts the lexicographic maximality of η.
Thus it remains to construct η and B 1 such that (1) and (2) (1) and (2) hold. 
Since G is internally 4-connected, some η-bridge other than B 0 has an attachment in X. Let B 1 be the nicest such bridge.
There exist a vertex y ∈ V (B 0 ) − V (η(H)) and three paths Q 1 , Q 2 , Q 3 in B 0 such that Q i has ends x i and y, Q i is disjoint from η(H), except for x i , and the paths Q 1 , Q 2 , Q 3 are pairwise disjoint, except for y. Let η be obtained from η by rerouting P 1 , P 2 , P 3 along Q 1 , Q 2 , Q 3 . Again, it follows by a similar argument that (1) and (2) are satisfied.
This completes the construction of η and B 1 , and hence the proof of the theorem.
NONTRIVIAL BRIDGES
The main result of this section, (6.9) below, states that if η : H → G is a lexicographically maximal homeomorphic embedding, then either the conclusion of (4.3) holds, or every η-bridge is severely restricted.
(6.1) Let H be an internally 4-connected graph, let G be a graph, and let u, v be distinct vertices of H such that H + (u, v) is isomorphic to a minor of G. If H has no vertex of degree three adjacent to both u and v, then H is strongly G-splittable.
Proof. If H has no vertex of degree three adjacent to both u and v, then H + (u, v) is a 1-step addition extension of G, and hence G is strongly G-splittable, as desired.
(6.2) Let H be an internally 4-connected graph, let G be a graph, and let u ∈ V (H) and e ∈ E(H) be such that u is not an end of e, and if u is adjacent to an end v of e, then v has degree at least four. If H + (u, e) is isomorphic to a minor of G, then H is strongly

G-splittable.
Proof. Let u 1 and u 2 be the ends of e. Assume first that u is not adjacent to u 1 or u 2 . Let i ∈ {1, 2}. If no vertex in H of degree three is adjacent to both u and u i , then H + (u, u i ) is a 1-step addition extension of H, and is isomorphic to a minor of G, because it is isomorphic to a minor of H + (u, e). Thus H is strongly G-splittable in this case.
We may therefore assume that there exists a vertex v i ∈ V (H) of degree three adjacent to both u and u i . Now v 1 = v 2 by the internal 4-connectivity of H, and hence the set
We may therefore assume that u is adjacent to an end of e, say v. Let v be the other end of e. By hypothesis v has degree at least four. Let H be the graph obtained from H by splitting v in such a way that one of the new vertices has degree three and is adjacent to u and v . Then H is isomorphic to a minor of G, because it is isomorphic to a minor of H + (u, e), and hence H is strongly G-splittable, as desired. Let H be an internally 4-connected graph, and let n ≥ 2 be an integer. We say that
. . , 2n}, and Let n ≥ 2 be the maximum integer with the property that H has a cubic ladder chain To prove that we may assume (3) let x, y, z ∈ A be as in (1) . If {x, y, z} is free, then (6.8) holds by (6.7), and so we may assume that {x, y, z} is not free. It follows from (2) that (a) or (b) holds. This proves that we may assume that (3) holds.
Now let x, y, z ∈ A be as in (1), chosen so that as many of them as possible are edges. Since B is stable and we are assuming that (3) holds, there exists an element w ∈ A − {x, y, z} such that the following assertions hold: From the existence of B we deduce that
We claim the following:
To prove (8) suppose for a contradiction that one of x, y, z, w is an edge. It follows from (3), the internal 4-connectivity of H and the choice of x, y, z that one of x, y, z, say x, is an edge. Thus the triple x, y, z satisfies (b). It follows that one of the triples x, y, w and x, z, w satisfies the conclusion of (1), but it does not satisfy (3) by the internal 4-connectivity of H, a contradiction. This proves (8) .
By (8) every triple of elements of {x, y, z, w} satisfies (1), and hence it satisfies (a) or (b) of (3). If every triple of elements of {x, y, z, w} satisfies (a), then it is easy to see that H has a circuit with vertex-set {x, y, z, w}. In that case (6.8) follows from (6.6) and (7).
We may therefore assume that the triple x, y, z satisfies (b).
Assume now that every triple of elements of {x, y, z, w} satisfies (b). Then it follows that no edge of H has both ends in {x, y, z, w}. Let v ∈ V (H) be the vertex of H of degree three with neighbors x, y, z. By (7) the graph H + (v, w) is isomorphic to a minor of G, and it is internally 4-connected, because no edge of H has both ends in {x, y, z, w}. Thus H is strongly G-splittable.
We may therefore assume that the triple x, y, w satisfies (a). The vertices x and y are not adjacent by the internal 4-connectivity of H, and hence w is adjacent to x and y. Again, by the internal 4-connectivity of H, the triple y, z, w does not satisfy (b), and hence it satisfies (a), and so w is adjacent to z. Thus we have shown that w is adjacent to
x, y, z. Since v is also adjacent to x, y, z and has degree three, the internal 4-connectivity of H implies that w has degree at least four. Let H be obtained from H by splitting w in such a way that one of the new vertices has degree three and is adjacent to x and y; by (7) it follows that H is isomorphic to a minor of G. Thus H is strongly G-splittable, as required.
Let H and G be internally 4-connected graphs, and let η : H → G be a homeomorphic embedding. We say that an η-bridge B is elusive if it is trivial, and there exists a vertex v ∈ V (H) of degree three, and two edges e 1 , e 2 incident with v such that one attachment of B belongs to V (η(e 1 )) − {η(v)}, and the other attachment belongs to V (η(e 2 )) − {η(v)}.
(6.9) Let H and G be internally 4-connected graphs such that (4.1)(i) and (4.1)(ii) are satisfied, and let η : H → G be a lexicographically maximal homeomorphic embedding. If
H is not strongly G-splittable, then every η-bridge is elusive.
Proof. Let H, G, η be as stated. By (5.2) every η-bridge is stable, and hence by (6.8) every η-bridge is trivial. By (6.1), (6.2) and (6.5) every η-bridge is elusive, as required.
BOUNDING SUBDIVISIONS
The main result of this section, (7.3) below, states that if η : H → G is a lexicographically maximal homeomorphic embedding, then either the conclusion of (4.3) holds, or η(e) has at most two edges for every e ∈ E(H).
Let H be an internally 4-connected graph, and let n ≥ 2 be an integer. We say that Möbius cubic biwheel, and since H is isomorphic to a minor of G we see that the same type (i.e., planar or Möbius) cubic biwheel on two more vertices is isomorphic to a minor of G, contrary to (4.1)(iii) or (4.1)(iv). Since B is trivial, the homeomorphic embedding η contradicts the lexicographic maximality of η, because B is a subgraph of a nontrivial η -bridge.
(7.2) Let H and G be internally 4-connected graphs, and let η : H → G be a lexicographically maximal homeomorphic embedding. Let u be a vertex of H of degree three, and let
(7.3) Let H and G be internally 4-connected graphs such that assumptions (4.1)(i)-(iv)
are satisfied, and let η : H → G be a lexicographically maximal homeomorphic embedding.
If for some edge e ∈ E(H) the path η(e) has at least three edges, then H is strongly G-
splittable.
Proof. Suppose for a contradiction that H is not strongly G-splittable. Then every η-bridge is elusive by (6.9). Let v 1 and v 2 be the ends of e, and let x be an internal vertex of contrary to the choice of the pair (1, B) . Proof. If some η-bridge has foot u, then that η-bridge satisfies the conclusion of the lemma by (6.1) and (6.2), because it is elusive by (6.9). We may therefore assume that no η-bridge has foot u. Let the attachments of B be x 1 ∈ V (η(uu 1 )) and x 2 ∈ V (η(uu 2 )). Let
. By the internal 4-connectivity of G some η-bridge has an attachment in an interior vertex of P . Let us choose such an η-bridge B such that its attachment y that belongs to the interior of P is as close to u as possible, where the distance is measured on P . Let y be the other attachment of B . We claim that
To prove this claim suppose for a contradiction that y ∈ V (η(uu j )) for some j ∈ {1, 2, 3}. Then (7.2) implies that η(uu j )[η(u), y ] has only one edge, and hence, by the internal 4-connectivity of G, some η-bridge has an attachment in
Since H is internally 4-connected, no edge of H has both ends in {u 1 , u 2 , u 3 }, and hence there exists a vertex u ∈ V (H) − {u, u 1 , u 2 , u 3 } such that u and B satisfy the first part of (7.4). Since y is an interior vertex of P (and hence y / ∈ {x 1 , x 2 }), it follows from (7.3) that no edge is a foot of both B and B , and hence u and B are as desired.
MULTIPLICITY
The main result of this section, (8.7) below, states that if H, G are as in (4.2) and η : H → G is a lexicographically maximal homeomorphic embedding, then either the conclusion of (4.2) holds, or there is an elusive η-bridge of multiplicity one. We remark that the results of this section are about G-splittability, and not strong G-splittability. (2) and (3) The case when (1) and (4) hold is symmetric to the previous case, and so we assume that (1) and (3) hold. Again, we obtain a contradiction because H is isomorphic to a minor of G (delete the interior vertices and edges of η(v i v n+i ) for i = 2, 3, . . . , n − 1).
The last case is when (2) and (4) , and hence we obtain a contradiction using (6.5) as before. be an η-cover of γ. We may assume that H has no covered cubic ladder chain of larger length. We start with the following claim.
(8.4) Let H and G be internally 4-connected graphs such that H is not isomorphic to
( To prove (1) let y be the neighbor of v 2n other than v n and v 2n−1 . By (8.2) there exist vertices z ∈ {v n , v 2n−1 } and x ∈ V (H) − {v n , v 2n−1 , v 2n , y}, and an elusive η-bridge B n such that y and z have degree three, x is adjacent to both y and z, and one foot of B n is v 2n or v 2n z, and the other foot is x, xy, or xz. Moreover, the edge zv 2n is not a foot of both B n−1 and B n . From (8.1) applied to the circuit with vertex-set {v n−1 , v n , v 2n−1 , v 2n } we deduce that x = v n−1 . We now distinguish two cases.
then n = 3 (because the vertices v 1 , v 2 , . . . , v 2n are pairwise distinct), and hence (6.4) implies that H is isomorphic to K 3,3 , a contradiction. Thus y = v n−2 , but x is adjacent to y, and hence either n = 3, or n ≥ 4 and y = v n−3 . In the latter case it follows by the same argument that H is isomorphic to the cube, a contradiction. Thus n = 3. Now We may therefore assume that
is a cover of the cubic ladder chain ( and B 1 share a common foot, then this common foot is
. In the first case the graph J has a minor isomorphic to the quartic Möbius ladder on |V (H)| + 1 vertices, contrary to (2.1)(ii). The second and third case are symmetric, and so we may assume that the second case holds. Let L be the This completes the case when v 1 is a focus of B n .
We may therefore assume that v 1 is not a focus of B n . Thus either
From the symmetry between B 1 and B n we may also assume that v 1 is not a focus of B 1 .
Thus either
We claim that the cubic Möbius ladder on |V (H)| + 2 vertices is isomorphic to a minor of G. If (2) and (4) (3) and (4) hold is symmetric to the case when (2) and (5) hold.
Finally, when (3) and (5) We say that γ is η-covered if it has an η-cover. 
Proof. Let j 1 = 1 and j 2 = 2 if n is odd, and let j 1 = 2 and j 2 = 1 otherwise. Thus v n is adjacent to u j 1 . Since v n is not a focus of B n−1 we deduce that either
Since v 1 is not a focus of B 2 we deduce that either
Let H be the graph defined in (7.1). We claim that H is isomorphic to a minor of G. Assume first that (1) and (3) hold. Let η 1 be obtained from η by rerouting η (v 2 v 3 ) along B 2 . If n = 4, then the attachment of B 3 other than η(u 2 ) belongs to a nontrivial η -bridge, contrary to the lexicographic maximality of η. Thus n ≥ 5, and our claim follows
. This completes the case when (1) and (3) hold. The case when (2) and (4) hold is symmetric.
Next we consider the case when (1) and (4) hold. Then our claim follows by consider-
. Finally, we consider the case when (2) and (3) 
is a foot of B n−1 . In this case we obtain contradiction similarly as in the proof of (8.5). We omit the details.
Thus it follows that v n is a focus of B or B n−1 , and from the symmetry we may assume that it is a focus of B. By (8.2) applied to u = v n there exists an elusive η-bridge B with one foundation v n and all the properties described in (8.2) . Let z be the other foundation. 
BRIDGEWORKS
In this section we complete the proofs of (4.2) and (4. See Figure 9 . We say that β is an η-bridgework based
If B 0 has multiplicity one, then we say that β is stationary. If at least one foot of B 0 is an edge, then we say that β is a sliding bridgework. We wish to define z ∈ V (H) and e, f ∈ E(H). If v n is a foot of B, then let e ∈ E(H)
be the other foot of B. By (6.2) one end of e, say z, has degree three and belongs to has degree at least four. Likewise, β has an η-extension B n which is neither regressive, nor stable, and hence one of its feet is v 2 , and the other foot is u 0 or u 0 v 1 .
The homeomorphic embedding η 1 has been defined above. for every x ∈ {u 0 , v 0 , . . . , u n−1 , v n−1 , v n , v n+1 } and for every edge x with both ends in that set, and η (v n+1 u n ) is a proper subset of η(v n+1 u n ). Then β is an η -bridgework. By (7.3) η (v n+1 u n ) has only one edge, and hence β is η -optimal, contrary to the maximality of n.
Proof of (4.3). Let H and G be as in the statement of (4. Thus we may assume that |V (G)| > |V (H)|. Since every η-bridge is trivial by (6.9), and G is 3-connected, it follows that for some edge e of H the path η(e) has at least one internal vertex. Since G is 3-connected, some η-bridge B has an attachment in that internal vertex. Thus e is a foot of B, and hence the result follows from (9.4).
