We explicitely calculate the Janossy densities in the cases of two and three classes of particles for the ensembles introduced by Prähofer and Spohn ([22]) , and Johansson ([12]). In particular our results can be applied to coupled random matrices .
Introduction and Formulation of Results
Let (X, µ) be a measure space, f 1 , f 2 , . . . f n , φ 1 , φ 2 , . . . , φ n -complex-valued bounded integrable functions on X, and g 1,2 (x, y), g 2,3 (x, y), . . . , g M −1,M (x, y) -complex-valued bounded integrable functions on X 2 = X × X with respect to the product measure µ ⊗2 = µ × µ (the above assumptions on f j , g l,l+1 , φ i , i, j = 1, . . . , n, l = 1, . . . , M can be weakened). Suppose that p n,M (x (1) 1 , . . . , x (1) n ; x 
defines the density of a M × ndimensional probability distribution on X M n = X × · · · × X with respect to the product measure µ ⊗M n . One can view the configuration x = (x (1) 1 , . . . , x (1) n ; x
1 , . . . , x (2) n ; . . . ; x (M ) 1 , . . . , x (M ) n ) as the union of M configurations, namely the first floor configuration x (1) = (x (1) 1 , . . . , x (1) n ), the second floor configuration x (2) = (x (2) 1 , . . . , x (2) n ), etc. In other words we can call the particles of the first floor configuration the particles of the first class, the particles of the second floor configuration -the particles of the second class, etc.
Ensembles of the form (1) were introduced by Prähofer and Spohn ( [22] ), and Johansson ([12] ) in connection with the analysis of a certain class of polynuclear growth models. The distribution of the eigenvalues of random matrices coupled in a chain (see [8] , [18] , [7] , [19] , [1] , [10] ) also falls into this class . The normalization constant in (1) (usually called the partition function)
can be shown to be equal (n!) M det(A), where the n × n matrix A = (A jk ) j,k=1,...,n is defined as
µ(dx (m) ).
We assume that the matrix A is invertible. For the ensemble (1) one can explicitly calculate (k 1 , k 2 , . . . , k M )-point correlation functions ρ k 1 ,...,k M (x dµ(x (l) j ), (4) where k = k 1 + · · · k M , 0 ≤ k j ≤ n, and show that they have the determinantal form ( [22] , [12] , see also [8] )
jm )) l,m=1,...,M,1≤i l ≤k l ,1≤im≤km .
To define the kernel K we introduce the following notations for the convolutions: g l,l+1 * g l+1,l+2 (x, y) := X g l,l+1 (x, z)g l+1,l+2 (z, y)dµ(z) (6) g l,m := g l,l+1 * .
We will use similar notations for the integrals X f j (x)g 1,m (x, y)dµ(y) and X g m,M (x, y)φ s (y)dµ(y), namely
The kernel K n,M : ({1, 2, . . . , M }) × X) 2 → C is a M × M matrix kernel given by the following expression
(to simplify the above formula we adopted the convention f i * g 1,m = f i for m = 1 and g l,M * φ j = φ j for l = M ). Usually we omit the dependence on n and M in the notation of the kernel if it does not lead to ambiguity. Remark Repeated use of the Heine identity 1 n! det(ϕ i (x j )) i,j=1,...,n det(ψ i (x j )) i,j=1,...,n n k=1 dµ(x k ) = det ϕ i (y)ψ j (y)dµ(y)
implies that the joint distribution of the l 1 , . . . , l m -floors configurations x (l 1 ) , . . . , x (lm) , 1 ≤ l 1 < . . . l m ≤ M, is again of determinantal form (1) withf i = f i * g 1,l 1 ,g 1,2 = g l 1 ,l 2 ,g 2,3 = g l 2 ,l 3 , . . . ,g m−1,m = g l m−1 ,lm ,φ j = g lm,M * φ j ,M = m. If X ⊂ R and µ is absolutely continuous with respect to the Lebesgue measure, then the probabilistic meaning of the (k 1 , . . . , k M ) -point correlation functions is that of the density of probability to find a particle of the first class in each infinitesimal interval around points x (1) 1 , . . . , x (1) k 1 , a particle of the second class in each infinitesimal interval around points x
On the other hand, if µ is supported by a discrete set of points, then
k M ) = Pr there is a particle of the l -th class at each of the sites x (l) i l , l = 1, . . . , M, i l = 1, . . . , k l .
In general, random point processes with the point correlation functions of the determinantal form (5) are called determinantal (a.k.a. fermion) random point processes ( [27] ).
So-called Janossy densities J k 1 ,
describe the joint distribution of the first class particles in I 1 , second class particles in I 2 , ..., M -th class particles in I k , where I 1 , I 2 , . . . , I k are measurable subsets of X.
One can say that the Janossy density J k 1 ,I 1 ;k 2 ,I 2 ;...,k M ,I M (x
gives the joint density of the distribution of k 1 first class particles in I 1 , k 2 second class particles in I 2 , ..., k m M -th class particles in I M (under the assumption that there are no other particles of the first class in I 1 , no other particles of the second kind in I 2 , etc). The Janossy densities differ from the the conditional probability densities by the normalization: the Janossy densities are normalized in such a way that the whole mass is not one, but rather 
Pr { there are exactly k 1 particles of the first class in I 1 , . . . , k M particles of the m-th class in I M , so that there is a particle (of the l-th class,
Similarly, if µ is discrete, then so that there is a particle (of the l-th class, 1 ≤ l ≤ M ) at each of the k = k 1 + · · · + k M sites
See [6] , [4] and [27] for additional discussion. For determinantal processes the Janossy densities also have the determinantal form (see [6] , p.140 or [2] , Section 2) with a kernel L I :
where
and the notations I, const(I) and K I are explained in the next paragraph. The integral operator K acts on a Hilbert space H, which is the orthogonal direct sum of M copies of L 2 (X, µ), i.e. H = L 2 (X, µ) . . . L 2 (X, µ). Let X be the disjoint union of M identical copies of X, in other words X = X 1 . . . X M , where each X l , l = 1, . . . , M is a copy of X. One can think of X l being the l-th floor in our particle space. Extending the measure µ in a natural way to X and denoting the extension by µ M we can view H as the Hilbert space L 2 (X , µ M ). For I 1 ⊂ X, . . . , I M ⊂ X, we construct a subset of the particle space X , denoted by I, in such a way that the intersection of I with X l is equal to I l , l = 1, . . . , M . Let us denote by K I the restriction of the integral operator K to L 2 (I, µ M ) = L 2 (I 1 ) . . . L 2 (I M ) (in other words we restrict the kernel K to I × I.)
The normalization constant const(I 1 , . . . , I M ) = const(I) is given by the Fredholm determinant const(I) = det(Id − K I ) of the operator K I (for the definition of the Fredholm determinant we refer the reader to [24] , [25] ). The probabilistic meaning of the normalization constant const(I) is that of the probability to have no first class particles in I 1 , no second class particles in I 2 , ...., no M -th class particles in I M .
In the case M = 1 the ensemble (1) is called the biorthogonal ensemble (see [3] ) and [28] ):
Such ensembles were extensively studied in random matrix theory ( [5] , [19] ), directed percolation and tiling models ( [13] , [14] , [15] ) and representation theory ( [2] ). The formula for the Janossy kernel L I for such ensembles was explicitely calculated in ( [4] ). It was proved that the kernel L I can be constructed according to the following rule: 1) consider the ensemble (15) with X replaced by X \ I (i.e. the density of the distribution is still given by the same formula, only now it is defined on (X \ I) n , rather than on X n ; naturally the normalization constant will change).
2) calculate the correlation kernel on (X \ I) × (X \ I) using (5), (11) .
3) extend the correlation kernel to I × I (since the correlation kernel is expressed in terms of f i , φ j there is no ambiguity in how to extend it to I × I).
In ( [26] ) we proved that the same recipe (with obvious alterations) applies to pfaffian ensembles given by the formula ( [23] , [21] , see also [29] )
where h 1 , . . . , h 2n are complex-valued functions on a measure space (Y, dλ(y)), and ǫ(y, z) is a skewsymmetric kernel, ǫ(y, z) = −ǫ(z, y). For the definition of the pfaffian of a 2n × 2n skew-symmetric matrix we refer the reader to ( [11] ). Let Y be the disjoint union of two identical copies of X, Y = X 1 X 2 , and the restriction of the measure λ on each copy of X given by µ. Suppose that for 1 ≤ i ≤ n the restriction of h i on X 1 is given by f i and the restriction of h i on X 2 is identically zero. Similarly, suppose that the restriction of h n+i on X 1 is identically zero, and the restriction of h n+i on X 2 is given by φ i , i = 1, . . . , n. Finally, suppose that the kernel ǫ is identically zero on X 1 × X 1 and X 2 × X 2 , and
Let us define a kernel g on X × X which takes the same values as ǫ on X 1 × X 2 . Then the formula (16) specializes into (1), M = 2 . It is worth to point out that, in particular, the pfaffian ensembles (16) include as special cases the biorthogonal ensembles (15) , as well as β = 1 and β = 4 polynomial ensembles of random matrices (see [26] for details).
If one could prove that the recipe described above applies to the ensemble (1) for general M, the Janossy kernel would have the following form:
(the notation I c stands for the complement of a set I, we also remind the reader that we use the convention f j * c g c 1,m = f j for m = 1 and g c l,M * c φ s = φ s for l = M.) Finally we introduce the notations for the convolutions over I 1 , . . . , I M .
Throughout the paper we will assume that the matrices A I and A c are invertible.
The main result of this paper is
The kernel L I is given by the formula (17) for M = 1, 2 or 3.
The case M = 1 was proven in [4] . The case M = 2 ("two-matrix model") follows from our proof for the pfaffian ensembels (16) given in ( [26] ). However since our proof in the case M = 3 repeats the main steps of the proof for M = 2 (and the proof in the "two-matrix" case is significantly shorter) we present the proof of the "two-matrix" case in section 2. The case M = 3 ("three-matrix model") will be proven in section 3. The result is expected to be true for all M , however the higher M is, the more cumbersome calculations become. The simplicity of the phylosophy behind the result probably points out that there should be an elegant "simple" proof for the general M case. We finish this section with some examples of the determinantal ensembles (1).
One Matrix Models. Unitary Ensembles Let M = 1. In the special cases X = R, f j (x) = φ j (x) = x j−1 , and X = {C | |z| = 1}, f j (z) = φ j (z) = z j−1 , such ensembles are well known in Random Matrix Theory as unitary ensembles, see [19] for details. An ensemble of the form (15) which is different from random matrix ensembles was studied in [20] .
Matrices Coupled in a Chain Consider the chain of M complex Hermitian n × n matrices with the joint probability density (with respect to the M × n 2 -dimensional Lebesgue measure M l=1 dA l ) given by the formula (see [19] , [8] )
The case M = 1 corresponds to the one matrix model discussed above. Let us denote by λ the eigenvalues (all real) of A l , l = 1, . . . , n. The probability density of the joint distribution of the eigenvalues of A 1 , . . . , A M with respect to the Lebesgue measure on R M n is given by the formula ( [19] , [8] )
Writing the Vandermonde products in (29) as determinants we arrive at the expression of the form (1).
Non-Intersecting Paths of a Markov Process
We follow [17] , [16] . Let p t,s (x, y) be the transition probability of a Markov process ξ(t) on R with continuous trajectories and (ξ 1 (t), ξ 2 (t), . . . , ξ n (t)) be n independent copies of the process. A beatiful classical result of Karlin and McGregor states that if the n particles start at the positions
n , then the probability density of their joint distribution at time t 1 > 0, given that their paths have not intersected for all 0 ≤ t ≤ t 1 , is equal to
provided the process (ξ 1 (t), ξ 2 (t), . . . , ξ n (t)) in R n has a strong Markovian property (to understand the result better one can consider first the case of two particles).
The conditional probability density that the particles are in the positions x 
where t 0 = 0. One can easily see that (30) belongs to the class of ensembles (1) . As an interesting related example we refer to the random walks on a discrete circle (see [9] and [12] , section 2.3) Finally we refer to ( [22] and [12] , specifically to the formulas (1.17)-(1.19), (3.15)-(3.16) in the second reference) for an example of a determinantal ensemble (1) appearing in the analysis of a polynuclear growth model.
Case M = 2
In the case of two classes of particles the formulas (1, 2, 3, 11) can be simplified as:
The kernel K can be written as a 2 × 2 matrix kernel
where f ⊗ φ stands for f (x)φ(y). Similarly, we introduce the operator
Our goal is to show thatL I is equal to L I := K I (Id − K I ) −1 on L 2 (I). The main idea of our calculations is to use the fact that (for arbitrary M ) K I is "almost" a finite rank operator. Namely, it is equal to a sum of a finite rank operator and a nilpotent operator. The first step is to check the identityL I = L I on a sufficiently large finite-dimensional subspace. This step requires most of the work (and the larger M is the more complicated calculations become). The verification of the identityL I = L I on a complement subspace requires less effort. Let us introduce a finite-dimensional
We claim that H is invariant under K I (and therefore L I ), as well asL I . Below we give the proof of the lemma. One can easily calculate
Let us introduce the following n × n matrices:
B js = f j * I g * φ s , j, s = 1, . . . , n, (39) C js = f j * g * I φ s , j, s = 1, . . . , n, (40) D js = f j * I g * I φ s , j, s = 1, . . . , n.
(41)
The operator K I leaves H invariant. If we denote by K the matrix of the restriction of K I on H in the basis
0 Id   , and Id − K can be easily inverted, in particular we can calculate K(Id − K) −1 = (Id − K) −1 − Id :
(we remind the reader that the matrix A c was defined in (23) . It is a straightforward check thatL I also leaves H invariant and
It follows from (42), (39-41) and (43 -45) thatL I = L I on H. Lemma is proven.
To finish the proof of the main result for the case of two classes of particles, we need to prove the relationL I = L I also on a complement subspace of H in L 2 (I). Let us introduce the following subspaces V 1 ⊂ L 2 (I 1 ), V 2 ⊂ L 2 (I 2 ) : V 1 := Span{g * I φ i , i = 1, . . . , n}, V 2 := Span{φ i , i = 1, . . . , n}. It is clearly enough to proveL I = L I on the subspaces (V 1 ) ⊥ 0 , and 0 (V 2 ) ⊥ of the Hilbert space L 2 (I). The inveribility of the matrix A I implies that it is actually enough to prove the desired relation on the subspaces (V 3 ) ⊥ 0 , and 0 (V 4 ) ⊥ , where V 3 = Span{f j , j = 1, . . . , n} ⊂ L 2 (I 1 ), and V 4 = Span{f j * I g, j = 1, . . . , n} ⊂ L 2 (I 2 ). Indeed, A I is the matrix of the scalar products of the basis vectors of V 1 ( resp. V 2 ) and the basis vectors of V 3 ( resp. V 4 ) in L 2 (I 1 ) ( resp. L 2 (I 2 )).
One can easily see thatL
Finally, let h be such that f j * I g * I h = 0, j = 1, . . . , n, (i.e. h ∈ V ⊥ 4 ). We write
Since K I g * I h 0 = 0 ( because f j * I g * I h = 0) and L I = K I + L I K I , we conclude that
In the above calculations we used (36) and the equality f j * c g * I h = f j * g * I h.
Case M = 3
In the case M = 3 the formulas (1, 2, 3, 11) have the following form:
The kernels K I andL I can be written as 3 × 3 matrix kernels
Let us introduce two finite-dimensional subspaces of L 2 (I), The first one, which we denote by H, is spanned by the vectors   g 12 * g 23 * φ i
The second one, which we denote by W, is its subspace,
We claim that both K I andL I leave W and H invariant. The proof of the lemma is quite similar to the proof of Lemma 1 in the previous section. One can easily calculate
Let us introduce the following notations:
B js = f j * I g 1,2 * g 2,3 * φ s + f j * g 1,2 * I g 2,3 * φ s + f j * g 1,2 * g 2,3 * I φ s , (55) C js = f j * I g 1,2 * I g 2,3 * φ s + f j * g 1,2 * I g 2,3 * I φ s , (56) D js = f j * I g 1,2 * g 2,3 * I φ s , (57) E js = f j * I g 1,2 * I g 2,3 * I φ s , j, s = 1, . . . , n.
(58)
We draw reader's attention to the fact that the matrices B, C and D had different meaning in section 2 (compare the above formulas with (39-41)). Let us denote by K the matrix of the restriction of the operator K I on the subspace W in the basis
Then it follows from (51-54) that
and
It follows from (59), (55) and (60 -63) that L I =L I on W . Lemma is proven.
To show that L I =L I holds on a bigger subspace H we need to check that L I
. . , n. The following calculations are straightforward.
. . , n, and therefore the calculations are essentially reduced to the ones carried in (51-54). Namely,
Using the identity L I = K I + L I K I we obtain To finish the proof of the main result for the case of three classes of particles, we need to prove the relationL I = L I also on a complement subspace of H in L 2 (I). Let us introduce the following subspaces V 1 ⊂ L 2 (I 1 ), V 2 ⊂ L 2 (I 2 ), V 3 ⊂ L 2 (I 3 ) : V 1 := Span{g 1,2 * I g 2,3 * I φ i , i = 1, . . . , n}, V 2 := Span{g 2,3 * I φ i , i = 1, . . . , n}, V 3 := Span{φ i , i = 1, . . . , n}. Clearly, it is enough to proveL I = L I on the subspaces V 4 = Span{f j , j = 1, . . . , n} ⊂ L 2 (I 1 ), V 5 = Span{f j * I g 1,2 , j = 1, . . . , n} ⊂ L 2 (I 2 ) and V 6 = Span{f j * I g 1,2 * I g 2,3 , j = 1, . . . , n} ⊂ L 2 (I 3 ) (indeed, A I is the matrix of the scalar products of the basis vectors in V 1 ( resp. V 2 , V 3 ) and the basis vectors of V 4 ( resp. V 5 , V 6 ) in L 2 (I 1 ) ( resp. L 2 (I 2 ), L 2 (I 3 ))). 
