Abstract. During the last three years we conducted several information retrieval evaluation series with more than 180 LIS students who made relevance assessments on the outcomes of three specific retrieval services. In this study we do not focus on the retrieval performance of our system but on the relevance assessments and the inter-assessor reliability. To quantify the agreement we apply Fleiss' Kappa and Krippendorff's Alpha. When we compare these two statistical measures on average Kappa values were 0.37 and Alpha values 0.15. We use the two agreement measures to drop too unreliable assessments from our data set. When computing the differences between the unfiltered and the filtered data set we see a root mean square error between 0.02 and 0.12. We see this as a clear indicator that disagreement affects the reliability of retrieval evaluations. We suggest not to work with unfiltered results or to clearly document the disagreement rates.
Introduction
During the last three years we conducted several information retrieval evaluation series regarding different retrieval-supporting services. More than 180 LIS students made relevance assessments on the outcomes of three specific retrieval services. These three services were designed to compensate typical problems that arise in metadata-driven digital libraries, which are not adequately handled by a simple TF*IDF based retrieval. The services are: a co-word analysis based query expansion mechanism and re-ranking via Bradfordizing and Author Centrality. The overall system and the value added services, outlined in section 3.1, are well documented and previous evaluation results were presented at conferences and journals before [14, 15, 18] . While we did a study on the inter-assessor or inter-rater agreement for the first year of our evaluation, until now we did no meta-analysis regarding the time period of three years or the effects of the large number of students. Therefore the questions for this work are: (1) How good and reliable are the relevance assessments of our students? (2) Can the quality and reliability be safely quantified? What methods should be used to quantify the reliability? (3) What effects would a data cleaning step bring up? Should we drop too unreliable assessments? Finally and more generally speaking we are interested in the question: What about the bad reputation of relevance assessment studies done with students or laymen?
The actual retrieval performance of the three value-added services and the pros and cons of each system is not the focus of this work. The services and their evaluation are a general framework for our studies on the inter-assessor reliability. In this paper we will analyse the quality of the assessments, measured in inter-assessor agreement by Fleiss' Kappa and Krippendorff's Alpha. While the first one is a standard measure recommended in Information Retrieval textbooks like Manning et al. [13] , the second is rarely used in the IR and relevance assessment domain.
The paper is outlined as follows: We start with an overview on related work in the field of relevance assessment and the measurement of inter-assessor reliability in section 2. In section 3 we give a very short introduction of the three evaluated services, their implementation, materials and methods and the conducted relevance assessments. The results of our analysis are presented in section 4. We will close with a discussion and a look on future work in section 5.
Related Work
Information Retrieval (IR) test collections are typically built from a given set of documents, a set of topics and relevance judgments for documents that were made by a group of human assessors. The judgments are sometimes called assessments or ratings and therefore the people doing the judgments are called judges, assessors or raters. In this paper we will use the terms relevance assessments, assessors and inter-rater agreement respectively. Since the early days of IR research and the construction of IR test collections a critical and general issue in conducting relevance assessment with more than one assessor per topic is the disagreement between the assessors. To get a feeling for the degree of agreement between the different assessors simple percentage-agreement or overlap counts were used in early TREC studies as documented by Voorhees [21] , later Jaccard's coefficient (intersection/union) was used.
A variety of studies was compiled by Bailey et al. [4] . In their work they give a comprehensive overview on historical and recent studies on inter-assessor agreement and report on some characteristics of empirical studies of inter-assessor agreement in IR evaluation settings. We see a wide range of different settings from the number of relevance levels, number of topics, ratio of documents per topic, ratio of assessors per topic, to the kind of agreement measures that were reported in the original studies. For a short summary see table 1 which was compiled from the original paper from Bailey to allow a direct comparison to this study. In early years inter-assessor agreement measures like Jaccard coefficient or the intersection method were -and still today [16] are -used. These measures are getting unstable and unreliable as the number of categories or assessors increases. Later Kappa values from Cohen or Fleiss were used.
Fleiss' Kappa is a measure of inter-grader reliability or agreement for nominal or binary ratings and an extended version of Cohen's Kappa. While Cohen's Kappa is only suitable for two assessors, Fleiss' Kappa can be used for more than two assessors [7] . The computed Kappa values can be interpreted as the extent to which the observed amount of agreement among assessors exceeds what would be expected if all assessors made their ratings completely randomly. Kappa scores can range from -1 (no agreement) to 1 (full agreement). Landis and Koch [12] suggest interpreting the score as followed: κ ≤ 0 = poor agreement, 0 ≤ κ ≤ 0.2 = slight agreement, 0.2 ≤ κ < 0.4 = fair agreement, 0.4 ≤ κ < 0.6 = moderate agreement, 0.6 ≤ κ < 0.8 = substantial agreement, 0.8 ≤ κ ≤ 1 = (almost) perfect agreement. These interpretations are not generally accepted and other interpretations are possible. Greve and Wentura [9] suggest interpreting scores κ < .4 as "not be taken too seriously" and values of 0.4 ≤ κ < 0.6 as acceptable. 0.75 ≤ κ seems good up to excellent.
Besides Kappa some authors suggest to use Krippendorff's Alpha coefficient to measure agreement. While the use of Fleiss' and Cohen's Kappa is suggested in IR standard literature [13] and common practice in current research [2] Alpha coefficients are rather uncommon but are used in domains like opinion retrieval [5] or computational linguistics [3] .
While for Kappa all assessors have to rate the same number of subjects and use the same scale the Alpha coefficient can usually handle more variations and computes reliabilities that are comparable across any numbers of assessors and values, different metrics, and unequal sample sizes. Krippendorff [11] argues for the use of Alpha in favour of other measure like Kappa because of its independence to the number of assessors and its robustness against imperfect data. For Krippendorff's Alpha there are the same doubts against such fixed and recommended values. Besides that Krippendorff himself pointed out that Alpha values are usually smaller than Kappa and that "except for perfect agreement, there are no magical numbers" [11] . Nevertheless he mentions α ≥ 0.8 as a threshold for perfect agreement. 
Materials and Methods
During the last years we conducted several relevance assessment evaluation series using three different retrieval services. The evaluation was done three times during the winter terms at University of Applied Sciences, Darmstadt and two times at Humboldt University, Berlin respectively.
Evaluated Services
Standard IR methods like TF*IDF are text-centric, which means they propose a textbased relevance ranking: These methods assign a weight to term t in document d which is influenced by different occurrences of t and d. While in general these methods work rather well especially in special domains like digital libraries and domain specific databases problems like the "language problem" and the need for alternative rankings become clear. We developed three science-model-driven methods that try to overcome these retrieval issues:
(1) Search Term Recommenders (STR), which are an approach to compensate the long known language problem in Information Retrieval. STRs are based on statistical co-word analysis and build associations between query terms and controlled terms (i.e. from a thesaurus). The co-word analysis implies a semantic association between the uncontrolled and the controlled terms. In our setup we use STRs for automatic query expansion where the original query of the user is enhanced with "semantically near" terms from a controlled vocabulary.
(2) Bradfordizing is an alternative mechanism to re-rank result lists according to core journals to bypass the problem of very large and unstructured result sets. The approach of Bradfordizing is to use characteristic concentration effects (Bradford's law of scattering) that appear typically in journal literature. Documents in core journals -journals that publish frequently on a topic -are ranked higher than documents that were published in journals from the following zones.
(3) Author centrality is another way of re-ranking result sets. Here the concept of centrality in a network of authors is an additional approach for the problem of large and unstructured result sets. The intention behind this ranking model is to make use of knowledge about the interaction and cooperation behaviour in special fields of research. The model is based on a network analytical view and differs greatly from conventional text-oriented ranking methods like TF*IDF.
Evaluation Setup
In our setup we used the SOLIS database with approx. 370.000 single documents from the social science domain. The database largely consists of metadata on scientific literature and is a superset of the GIRT corpus used in the TREC and CLEF evaluation campaigns. We only used a subset of the available metadata so that the assessed documents included title, abstract, author names and controlled keywords. We intentionally left out information like the publication year, publishers or the journal the documents were published in since we want our assessors to solely rely on the actual content information not additional hints that might let them draw conclusions from the currency or the reputation of a journal or publisher. The assessment system, which was built on top of the IRSA toolkit 1 and all documents were in German. All written examples in this paper are translated.
In our assessment each participants had to complete and assess one concrete search task, which was taken from the CLEF campaign. After a briefing each student had to choose one out of ten different predefined topics (namely CLEF topics 83, 84, 88, 93, 96, 105, 110, 153, 166 and 173). Topic title and the description were presented to form the information need (see table 1 ). Since the assessors were no domain experts in the social science domain we choose these topics because of their broad connection to youth, media, education, Germany in general and their ability to be used as common-sense retrieval tasks. The assessors saw a pooled list of result documents, so the origin of each document was disguised. The pool was formed out of the top n=10 ranked documents from each service and the initial TF*IDF ranked result set from the Solr search engine, respectively. Duplicates were removed, so that the size of the sample pools in 2010 was between 34 and 39 documents each. In 2011 and 2012 we added a so-called random ranking service. This service just randomly takes 10 documents from the original Solr query, which resulted in slightly larger result sets in 2011 and 2012. The assessors could choose to judge relevant or not relevant (binary decision).
Participants
A total of n=188 undergrad library and information science students contributed to the evaluation. They did a total of 9,226 single document assessments. Because some of the assessors didn't judge all of the documents we had to filter out some of the assessments. After a data cleaning step n=168 students remain in the data set. We discarded all assessments with more than 5% error rates (e.g. more than 2 documents missing from a theoretical data pool of 40 documents). In 2010 we had a total of 75 students doing the assessments, in 2011 we had 57 and in 2012 36 students participated. As stated above the evaluation was done three times during the winter terms at University of Applied Sciences, Darmstadt and two times at Humboldt University, Berlin respectively.
Computing Inter-assessor Agreement
We briefly list the basic approaches to compute Fleiss' Kappa and Krippendorff's Alpha to get a feeling for the two computations. In general both methods try to compute the amount of agreement by defining agreement as
Expected Disagreement but they differ in the way they operationalize these computations (for a more comprehensive description see [10] ). Given a generic two by two contingency table 3 with the proportions a, b, c and d, where a + d is the observed agreement and b + c is the disagreement. The proportion of 0s in the data is given by = ( ! + ! )/2 and the proportion of 1s by = ( ! + ! )/2 or 1 − . n is the number of 0s and 1s used jointly.
Kappa and Alpha are now computed by: All listed Kappa and Alpha values were computed using the R statistics software [17] and the irr package [8] respectively.
Results
We report on the outcomes of the inter-assessor agreements and on the implications these agreements or disagreements have on the evaluation of the initially described retrieval services when we drop the unreliably assessments from our data set.
Inter-assessor Agreement
The We can see large differences between the different topics and years but the differences are (1) connected to the number of students and (2) the specific topic. While in 2010 the number of student assessors per topic was 7.5 and the correlation between Kappa and Alpha was 0.581, in 2012 only 3.6 students per topic had a lower correlation coefficient. The same is true to specific topics. Topics 153 and 173 both got very low Alpha and Kappa values although they were judged by 5 students on average. Topic n α κ n α κ n α κ n α κ Table 5 : Precision@10 values for five different retrieval services: SOLR (TF*IDF ranked, unprocessed baseline), RAND (the same baseline set but random ranking), AUTH (alternative ranking based on author centrality), BRAD (alternative ranking based on core journals, Bradfordizing) and STR (Query Expansion with controlled thesaurus terms To quantify the difference between the filtered and the unfiltered assessments sets and their values we applied the root mean square (RMS) error:
where ! and ! are the original/unfiltered and filtered values, respectively.
The RMSerr values are reported on the last line. We see moderate but considerable error rates between the unfiltered and filtered results. For the services SOLR, RAND, AUTH and BRAD the values are roughly around 0.05 for the Kappa-filtered and a little lower for the Alpha-filtered. The STR error values are 0.10 for the Kappafiltered and 0.12 for the Alpha-filtered.
Discussion and Conclusion
When we look at the general agreement rate of our assessors we see a rather large range of results. In general and on average the agreement rates are fair to moderate but far away from being substantial or even perfect. On first sight the bad reputation of students doing relevance assessments seems legitimate: In the terms of Bailey et al. we were using "bronze standard judges" -so a perfect agreement could not be expected. On the other hand we see large differences between the different years and topics. Although we only had a small number of 10 topics in this study (which is quite small compared to the usual 25 -50 topics suggested [20] ) we had a high number of 5.6 assessors per topic. Since we saw that generally Kappa values are more prone to different numbers of assessors and does not scale that well compared to Alpha values we argue that beside the general practice of computing percentage overlaps, Jaccard coefficients and Fleiss' Kappa other values like Krippendorff's Alpha should be considered to get a more precise quantification of the agreement of the assessors and therefore a hint on the reliability of the collected assessment data.
Is there a general rule of thumb on how many assessors per query are necessary? Ideally, a large number of assessors per query should be used in an assessment. Recent approaches of using crowd-sourcing methods like Amazon's Mechanical Turk to do large-scale evaluations without domain experts are exactly going into that direction. But in the light of the rather low inter-assessor agreement rates in this controlled evaluation setup the uncontrolled situations in the crowd-sourcing approaches are debateable. So far and to our knowledge no Kappa or Alpha studies were done in this area yet. Studies by Alonso et al. [1] only reported on Jaccard coefficient and overlap counts.
What are good topics for lay assessors like students? Are their "easy" or "hard" topics in our assessment? Given the multidimensionality of relevance and the various relevance criteria users employ to judge the relevance, like described by Borlund [6] , we should further analyse the observed disagreements and the connection to certain topics. We actually know very few on the motivation and the reasons for the disagreements in our assessment scenario.
When we apply the computed agreement rates to locate and filter out disputable assessment sets we see clear effects on the measured retrieval performance. In some cases this effect is quite drastic -like the different performance rates of the STR. This is in line with the general understanding of inter-assessor studies in other domains: "Reliability is […] a prerequisite for demonstrating the validity of the coding scheme -that is, to show that the coding scheme captures the 'truth' of the phenomenon being studied" [3] . But by computing the agreement or disagreement of assessors we can only draw conclusions on the stability and reproducibility of our data, not inevitably the accuracy of our results. To compute the last we would need a gold standard, which does not exist in our setting.
We see the effects of our filtering as a clear indicator that disagreement affects the reliability of evaluations. However "no consistent conclusion on how disagreement affects the reliability of evaluation has yet been drawn" [19] in the IR community. We should be carful drawing conclusions from unfiltered results (like "The STR approach clearly outperforms the other retrieval services."). We therefore suggest not to work with unfiltered results or -since thresholds are always debateable and can be interchanged to higher or lower values -to clearly document the immanent differences and disagreements between the assessors. The differences should be presented in the results using standard measures of inter-assessor agreement like Cohen's/Fleiss' Kappa or Krippendorff's Alpha. This way we would make a huge step towards more sound evaluation data sets.
