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内容提要: 本文对半参数变系数回归模型，构造了新的空间相关性检验统计量，利用三阶矩 χ2 逼近方法导出了
其检验 p － 值的近似计算公式，蒙特卡罗模拟结果表明，该统计量在检测空间相关性方面具有较高的准确性和可靠
性。同时考察了误差项服从不同分布时的检验功效，体现出该检验方法的稳健性。进一步，我们还给出了检验统
计量的 Bootstrap 方法以及检验水平的模拟效果。
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Testing Spatial Correlation in Semi-parametric Varying
Coefficient Ｒegression Models
Chen Jianbao ＆ Qiao Ningning
Abstract: Based on the semi-parametric varying coefficient regression model，a new testing statistic for spatial
correlation is constructed． The corresponding approximation of p-value is derived by employing the third-moment χ2 method．
The Monte Carlo simulation studies show that the proposed testing statistic has good accuracy and reliability． Meanwhile，
we investigate the simulation results of testing powers for different error terms，which show that the testing method has high
robustness． Furthermore，the bootstrap method and simulation results for the testing statistic are given．















非参数估计量的渐近偏和方差; Zhou 和 You［11］给出



















·88· 统计研究 2015 年7 月
止限于时间维度，延伸到空间维度时，依然具有较大











Y = Xβ + M + ε ( 1)
其中，Y = ( y1，y2，…，yn )
T 为被解释变量，( U，
X，Z) 为协变量，为避免“维数灾难”问题，不失一般
性，不妨将U设定为单变量，且有U = ( u1，u2，…，un)
T，
X = ( x1，x2，…，xn)
T，xi = ( xi1，xi2，…，xiq )
T，Z = ( z1，z2，
…，zn)
T，zi = ( zi1，zi2，…，zip )
T，β = ( β1，β2，…，βq )
T 为待
估参数向量，并设定 M = ( αT( u1) z1，α
T( u2) z2，…，
αT( un) zn)
T 为模型中的非参数部分，α( ui ) = ( α1( ui ) ，
α2( ui ) ，…，αp ( ui ) )
T 为函数形式未知的变系数向量，ε
= ( ε1，ε2，…，εn)
T 为随机误差向量，ε ～ N( 0，σ2I) ，I





αj ( ui ) zij + εi i = 1，2，…，n ( 2)
其中，y*i = yi －∑
q
j =1
βj xij。针对模型( 2) 中的参数
与非参数部分，本文采用Fan 和Huang［3］提出的基于局
部线性的截面最小二乘估计( Profile Least Square) 进行
拟合。即在任一点 u处，对αj ( u) 进行泰勒展开，定义:
{αj( u) ，α'j( u) }
p
j =1 = argmin








－ α' j ( u) ( ui － u) } zij］
2Kh ( ui － u) ( 3)
其中，Kh ( ui － u) = h
－1K( ( ui － u) /h) ，K( ( ui
－ u) /h) 为核函数，h 为窗宽。令:
Wu = diag( Kh ( u1 － u) ，…，Kh ( un － u) ) ，Du
=
zT1 h















［α̂1 ( u) ，…，α̂p ( u) ，hα̂'1 ( u) ，…，hα̂' p ( u) ］
T
= { DTuWuDu}
－1DTuWu ( Y － Xβ)
则 M 的初次估计为: M
～
= S( Y － Xβ) ，其中，S
=






















( I － S) Y = ( I － S) Xβ + ε
利用最小二乘法得到 β 的最终估计为:
β̂ = ［XT ( I － S) T ( I － S) X］－1XT ( I － S) T ( I － S) Y
变系数 α( u) 的最终估计为:
α̂( u) = ( α̂1 ( u) ，α̂2 ( u) ，…，α̂p ( u) )
T
= eT { DTuWuDu}
－1DTuWu ( Y － Xβ̂)
其中，e = ( Ip，Op )
T，Ip 和 Op 分别为 p × p 单位
阵和元素全部为 0 的 p × p 矩阵。同时得到 M 的最终
估计为 M
～
= S( Y － Xβ̂) 。从而可得 Y = ( y1，y2，…，
yn )
T 的拟合值向量为:
Ŷ = ( ŷ1，ŷ2，…，ŷn )
T = M̂ + Xβ̂ = S( Y － Xβ̂)
+ Xβ̂ = ( I － S) Xβ̂ + SY = LY
其中，L = ( I － S) X［XT ( I － S) T ( I － S) X］－1XT
( I － S) T ( I － S) + S。相应的残差向量为 ε̂ = ( ε̂1，
ε̂2，…，ε̂n )
T = Y － Ŷ = ( I － L) Y。
对于上述估计方法，光滑参数 h 可用交叉确认
法进行确定。即选取合适的 h，使得 CV( h) = 1n∑
n
i = 1
( yi － ŷ ( －i) ( h) )
2 达到最小，其中，ŷ ( －i) ( h) 是在给定
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出了一类新的检验空间相关性的 Moran’s I 指标，
并首次采用三阶矩 χ2 逼近方法对其检验 p － 值进行
逼近。这里，对 Moran’s I 指标的选择主要借鉴了
线性参数回归模型中的空间相关性检验思想，同时
基于 Fan 和 Huang［3］对半参数变系数回归模型的研
究框架，我们能够得到模型参数估计的槡n 一致性，
这在一定程度上保障了检验统计量 Moran’s I 指标
的一致性。另外，对于三阶矩 χ2 逼近方法，已有理
论研究( Pearson［8］; Imhof［6］) 与模拟结果( 梅长林和
王宁［14］) 表明该方法不但能大大降低计算量，而且
具有较高的精度。
关于空间相关性 Moran’s I 指标的选择，其本




空间相关性，即 var( ε) = E( εε') = σ2 I，备择假设
H1 为模型估计误差存在空间相关性。由于实际中真
正的误差项不可观测，因此采用回归模型的残差向
量 ε̂进行代替，其中，ε̂ = ( ε̂1，ε̂2，…，ε̂n )
T。根据第二
部分半参数变系数回归模型的估计结果，可得 Ŷ
= LY，ε̂ = ( I － L) Y = NY，其中N = I － L。给定残差


















* = ( WT + W) /2，W 为相邻单元之
间构成的标准化空间权重矩阵。上面的 Moran’s I
指标即为原假设和备择假设下空间相关性的检验统
计量，令 r为 I0 的观测值，则 I0 的检验 p － 值表示为:
p = P( I0 ≥ r) 或 p = P( I0 ≤ r) ( 5)
其中，I0 ≥ r 衡量误差项存在正空间相关性; 反
之，I0 ≤ r 衡量误差项存在负空间相关性。对于给定
的显著性水平 α，若 p ＜ α，则拒绝原假设 H0，误差
项之间存在空间相关性。
在原假设 H0 下，我们有 ε ～ N( 0，σ
2 I) 。这里，
不妨设定 E( ε̂) = E( Y － Ŷ) = 0( 假设窗宽的选择
使得回归偏差可近似忽略 ) ，即有 ε̂ = ε̂ － E( ε̂)







可以假定 σ2 = 1，即在原假设 H0 下，ε ～ N( 0，I) 。
此时，式( 5) 可变为:




= P［εTNT ( W* － rI) Nε≤ 0］ ( 7)
下面我们将采用三阶矩 χ2 逼近( Imhof，1961 )
来计算 P( I0 ≤ r) ①。计算结果如下:
令 Q = εTNT ( W* － rI) Nε，那么利用三阶矩 χ2
逼近可求得其检验 p-值，主要结果分为两种情况:
当 E［Q － E( Q) ］3 ＞ 0 时，
p = P( I0 ≤ r) = P( Q ≤ 0) ≈ P{ χ
2
d ≤ d
－ 12 E( Q) var( Q) / tr［
N T ( W* － rI) N］3} ( 8)
当 E［Q － E( Q) ］3 ＜ 0 时，




2 E( Q) var( Q)
/ tr［NT ( W* － rI) N］3 } ( 9)
其中，
E( Q) = tr［NT ( W* － rI) N］，var( Q)
= 2tr［NT ( W* － rI) N］2，
E ［Q － E( Q) ］3 = 8tr ［NT ( W* － rI) N］3，d
= 8［var( Q) ］
3
{ E［Q － E( Q) ］3} 2
= { tr［N
T( W* － rI) N］2} 3
{ tr［NT( W* － rI) N］3} 2
。
实际中，E ( Q － E( Q) ) 3 = 0 的情况很少出现，
这时有 tr［NT ( W* － rI) N］3 = 0。若出现这一情况，
我们可 采 用 精 确 方 法 ( Imhof［6］) 求 解，或 者 令 p













Fan J，W Zhang． Statistical methods with varying coefficient
models［J］． Statistics and its Interface，2008，1: 179 － 195.
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加之非参数估计偏差的影响，使得运用三阶矩 χ2 逼
近法计算检验 p － 值时，可能产生较大误差。为此，
我们同时提出了另一种模拟检验 p － 值的 Bootstrap
方法。具体步骤如下:
步骤 1: 对于某一给定的光滑参数 h( 其值可由
交叉确认法进行确定) ，基于观测数据 ( yi ; zi1，…，
zip，xi1，…，xiq，ui ) ，i = 1，2，…，n，采用截面最小二乘
估计拟合半参数变系数回归模型 ( 1) ，求得残差向
量 ε̂1 = ( ε̂11，ε̂21，…，ε̂n1 )
T，根据式( 6) 计算 Moran’
s I 统计量 I0 的观测值 r ;
步骤 2: 对残差向量 ε̂1 中心化后的向量表示为
ε̂ = ( ε̂11 － ε̂1，ε̂21 － ε̂1，…，ε̂n1 － ε̂1 )




ε̂i1。对 ε̂ 进行 Bootstrap 抽样，可采用标准
Bootstrap 或非对称 Wild Bootstrap 方法。其中，在构
造 Wild Bootstrap 残差 { ε̂*i }
n





－ (槡5 － 1) /2 p = (槡5 + 1) / 槡2 5
(槡5 + 1) /2 p = (槡5 － 1) / 槡
{ 2 5
步骤 3: 采用步骤 1 中求出的拟合 值 向 量 及
Bootstrap 残差 ε̂* ，得到新的 Bootstrap 数据集 ( y*i ;
zi1，…，zip，xi1，…，xiq ) ;
步骤 4: 基于步骤 3 得到的 Bootstrap 样本，同样
采用截面最小二乘法估计半参数变系数回归模型，
得到新的残差向量 ε̂*1 ，计算得到新的统计量值 I
*
01 ;
步骤 5: 重复步骤 2 ～ 4 共 m 次，得到检验统计

































模型 M1: Y = ρWY + αT1 ( U) z1 + α
T
2 ( U) z2 + ε
其 中，α1( U) = sin( 2πU) ，α2( U) = 3. 5［exp
( － ( 4U － 1) 2 ) + exp( － ( 4U － 3) 2) ］－ 1. 5;
模型 M2: Y = ρWY + αT1 ( U) z1 + α
T
2 ( U) z2 + β1x1
+ β2x2 + ε
其中，β1 = 1. 0，β2 = 1. 5，α1 ( U) = sin( 2πU) ，
α2( U) = 3. 5［exp( － ( 4U － 1)
2) + exp( － ( 4U － 3) 2) ］
－ 1. 5;
模型 M3: Y = αT1 ( U) z1 + α
T
2 ( U) z2 + η，η
= λWη + ε
其中，α1 ( U) = sin( 2πU) ，α2 ( U) = 3. 5［exp
( － ( 4U － 1) 2 ) + exp( － ( 4U － 3) 2) ］－ 1. 5;
模型 M4: Y = αT1 ( U) z1 + α
T
2 ( U) z2 + β1x1 + β2x2
+ η，η = λWη + ε
其中，β1 = 1. 0，β2 = 1. 5，α2 ( U) = 3. 5［exp
( － ( 4U － 1) 2 ) + exp( － ( 4U － 3) 2) ］ － 1. 5，
α1 ( U) = sin( 2πU) 。
显然，M1 和 M3 为具有空间相关结构的变系数




( 1) ( U，x1，x2，z1，z2 ) 为协变量，其中，U 为一维
随机变量，产生于均匀分布 U( 0，1) ，协变量( x1，x2，
z1，z2 ) 产生于均值为 0、方差为 1 的多元正态分布，
并且4 个随机变量之间的相关系数都为 2 /3，随机误
差项服从正态分布 N( 0，1) ;
( 2) 空间权重矩阵 W 设定为 Ｒook 空间权重矩
阵，分别取样本数 n = 100和 n = 225，并设定空间滞
后相关系数 ρ 和空间误差相关系数 λ 在［－ 0. 9，
0. 9］内以步长 0. 2 均匀取值;
( 3) 为了考察误差项 ε 的分布可能对检验统计
量 I0 产生的影响，我们同时给出了以下几种误差分
布情况下的模拟结果。ε 的分布类型包括 ε ～ U
( －槡3，槡3) 、ε ～
1
槡2
t( 4) 。其中各分布满足均值为 0，
方差为 1，这样可使得模拟结果具有一定的可比性。
( 4) 模拟中采用常见的 Epanechnikov 核函数:
K( u) = ( 3 / 槡4 5) ( 1 － 1 /5u
2 ) I( u2 ≤ 5) 。最优窗宽
的选择采取交叉确认法。
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利用前面提到的三阶矩 χ2 逼近得到的近似公
式，计算每一种设定情况下检验统计量的 p － 值，重
复上述试验各 1000 次，以 1000 次重复下的 p － 值小
于 α( 即拒绝 H0 ) 的频率模拟检验功效，不妨取 α =
0. 05。另外，对 Bootstrap 检验中的每一次模拟，统计




首先，检验统计量 Moran’s I 指标的检验水平
与名义显著性水平相差不大，表明该统计量具有合

























于显著性水平 0. 05; 而当模型中存在空间相关性
时，伴随空间滞后相关系数 ρ 或者空间误差相关系






















关性 Moran’s I 指标实现对此类模型的空间相关性
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