Abstract. We consider a class of iterative algorithms for solving systems of linear equations where the coefficient matrix is nonsymmetric with positive-definite symmetric part. The algorithms are modelled after the conjugate gradient method, and are well suited for large sparse systems. They do not make use of any associated symmetric problems. Convergence results and error bounds are presented.
differ in their work and storage requirements. In 3 and 4, we present convergence results and error bounds for each of the four variants. In 5, we discuss several alternative formulations.
Notation. The symmetric part of the coefficient matrix A is given by M := (A + AT)/2, and the skew-symmetric part by R :=-(A-AT)/2. Thus A =M-R. The Jordan canonical form of A is denoted by J := T-1AT.
For any square matrix X, let /min(g) denote the eigenvalue of X of smallest absolute value, and let ,rnax(X) denote the eigenvalue of largest absolute value. The spectral radius IAmax(X)l of X is denoted by p(X). The set of eigenvalues of X, also called the spectrum of X, is denoted by or(X). If X is nonsingular, then the condition number of X, K (X), is defined as Ilxll=llx-ll=.
Finally, given a set of vectors {p0," ", Pk}, let (P0,'"' ,Pk) denote the space spanned by {p0,""', p}. 
The iterate x/l generated by (2.2) and (2.5) minimizes E(w) over x0+(p0,""" ,pi) (see Theorem 3.1). We refer to this algorithm as the generalized conjugate residual method (GCR). In the absence of round-off error, GCR gives the exact solution to (2.1) in at most N iterations (see Corollary 3.2) .
The work and storage requirements per iteration of GCR may be prohibitively high when N is large. Vinsome [18] with {bj }--i-k/l defined as in (2.5b). Only k direction vectors need be saved. We refer to this method as Orthomin (k) (see [20] ). Both GCR and Orthomin (k) for k-> 1 are equivalent to the conjugate residual method when A is symmetric and positive-definite.
Another alternative is to restart GCR periodically: every k + 1 iterations, the current iterate Xk+) is taken as the new starting guess. 2 At most k direction vectors have to be saved, so that the storage costs are the same as for Orthomin (k). However, the cost per iteration is lower, since in general fewer than k direction vectors are used to compute pi+. We refer to this restarted method as GCR (k).
For the special case k 0, Orthomin (k) and GCR (k) are identical, with (2.7)
Pi+l=ri+l.
This method, which we refer to as the minimum residual method (MR), has very modest work and storage requirements, and in the symmetric case resembles the method of steepest descent (see [11] ). Because of its simplicity, we consider it separately from Orthomin (k) and GCR (k).
The first k directions {pj}o are computed by (2.5a), as in GCR.
Here/' is a counter for the number of restarts. The/'th cycle of GCR (k) produces the sequence of approximate solutions {xi i(t" 1) .fi=(i-1)(k +l)+l, (3.5) [Ire 112 _-< Mg 11ro [12. Proof. By (3.1f), the residuals {rg} generated by GCR are of the form r =qg(A)ro for some qi Pg. By (3.1h), (3.6) [Ir, ll2 min Ilq,(A)ro [12. qi Pi
The first inequality of (3.3) is an immediate consequence of (3.6). To prove the second inequality of (3.3), note that for q l(z) 1 [10] ). Thus, the analysis of Manteuffel [12] shows that minq,p, Ilq,(A)ll. and Mi approach zero as goes to infinity, which also implies that GCR converges. Theorem 3.3 can also be used to establish an error bound for GCR (k). The following result proves that Orthomin (k) converges and provides another error bound for GCR, GCR (k), and MR. 1/2 in the error bound for the steepest descent method (see [11] ). Thus, we believe that the bounds in Theorem 4.4 are not strict for k >-1.
If A !-R with R skew-symmetric, then Orthomin (1) If {p} is the set of direction vectors generated by GCR and p =p0, then p =cip for some scalar c (see [20] ). Hence, this procedure can be used to compute directions in place of (2.5) . The resulting algorithm is equivalent to GCR, but does not require the symmetric part of A to be positive-definite.
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