Abstract. The use of multicoloring as a means for the efficient implementation of diverse iterative methods for the solution of linear systems of equations, arising from the finite difference discretization of partial differential equations, on both parallel (concurrent) and vector computers has been extensive; these include SOR-type and preconditioned conjugate gradient methods as well as smoothing procedures for use in multigrid methods. Multicolor orderings, corresponding to reorderings of the points of the discretization, often allow a local decoupling of the unknowns. Some new theory is presented which allows one to quickly verify whether or not a member of a certain class of matrices is consistently ordered (or vr-consistently ordered) solely by looking at the structure of the matrix under consideration. This theory allows one to quickly ascertain that, while many well-known multicoloring schemes do give rise to coefficient matrices which are consistently ordered, many others do not. Some alternative orderings and multicoloring schemes proposed in the literature are surveyed and the theory is applied to the resulting coefficient matrices.
to carry out incomplete Cholesky preconditioning on vector computers, and Harrar and Ortega [11] used a red/black ordering to efficiently vectorize a symmetric successive overrelaxation (SSOR) preconditioner. The parallel and vector implementation of SSOR PCG (as well as SOR) via multicoloring is also discussed in Harrar and Ortega [10] , where a compromise is proposed between the faster convergence rate obtained with the natural ordering and the superior degree of parallelism and/or vectorization provided by the red/black ordering (see 5.2).
When solving elliptic problems using multigrid methods, much of the computation time is spent on the relaxation procedure used at each grid level. Multicoloring is useful in this area as well. For example, Gauss-Seidel smoothing with a red/black ordering is quite effective (Foerster, Stiiben, and Trottenberg [5] ), alternating direction line methods are particularly robust, and zebra orderings (5.1) are useful for anisotropic equations (Stiiben and Trottenberg [20] ).
Not long ago a fair amount of attention was given to the concept of consistently ordered (CO) matrices (see 2) and some generalizations thereof: generalized CO (GCO), CO(q, r) (see 6) , GCO(q, r) (we note that GCO (q, r) matrices are p-cyclic in the sense of Varga [23] ), and r-CO matrices (Young [25] ). Much of the foundation of the work done in this area can be found in the classical texts, Young [25] and Varga [23] . Lately, however, interest in whether or not the coefficient matrix A of (1) is consistently ordered has somewhat waned. As a result, we often work with a system of equations that is not CO (or GCO, r-CO, etc.) when a simple permutation of the elements of A might yield a matrix with one or more of these properties. The motivation for wanting the coefficient matrix A to have one or more of these properties is discussed in 2 along with some concepts related to consistent ordering.
In 3 and 4, we give some new theoretical results as to when matrices with a certain underlying block structure may be CO or r-CO ("block" CO). In 5, we apply these results to show the consistent ordering of some standard alternative orderings and the lack of this property for some other orderings proposed in the literature. Section 6 contains some applications of the results to another class of matrices, and in 7 we summarize our results.
2. Consistently ordered matrices and related concepts. One property that may or may not obtain for the coefficient matrix A as a result of a reordering of the unknowns is that of being a CO matrix. Rather than appealing directly to the definition of a CO matrix (Young [25, Def. Determination of the optimum relaxation parameter for the SOR method applied to the system (1) via Young's classical SOR theory [25] is based upon the relationship (A + w-1) 2 
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2 between the eigenvalues # and A of the Jacobi and SOR iteration matrices, respectively, associated with A; w is the relaxation parameter.
The derivation of this eigenvalue relation is based upon a determinantal invariance which is true for T-matrices (see Definition 2.8 in 3) . CO matrices were introduced as a more general class of matrices for which this eigenvalue relation holds. Analogous relations relating Jacobi eigenvalues to those of the corresponding SSOR iteration matrix have been obtained by Chong and Cai [3] for GCO(k,p-k) matrices and Li and Varga [13] for GCO(q, r) matrices. We note also that CO matrices possess property A as defined by Young.
Young [24] conjectured, and Varga [21] proved, that orderings resulting in CO coefficient matrices were optimal in terms of rate of convergence for the SOR method with w 1, i.e., the Gauss-Seidel method. However, the usefulness of this theory is not limited solely to the use of SOR-type methods. For example, Harrar and Ortega [9] used the fact that a 2-cyclic matrix is CO and a result relating the eigenvalues of the corresponding SOR and SSOR iteration matrices, to derive an optimality result for the relaxation parameter w in the context of the m-step SSOR PCG method. We note that the effect of consistent ordering, if any, on the rate of convergence of SSOR PCG methods is not known. For more details on the motivation for desiring that a matrix be CO, see Harrar [8] and, of course, Young [25] .
In the sequel, we are concerned primarily with the property of being CO for block p x p matrices of the form (2) We note that, according to our notation, an (n n)-CO matrix is also rn-CO. (7), then Tp given by (6) , (7) is also a
Tp-matrix and hence CO by Theorem 2.10. Now consider the class of block r x r bidiagonal matrices of the form We now have the following lemma.
LEMMA 3.3. Let Tp be given by (6) , (7) and B be given by (8) with (9) (9) and (10), respectively. Thus, by Theorem 2.5, Tp + B is rp-CO for all values of m given by (11). [:] The regularity among the elements of the rp-compatible ordering vectors for the matrices Tp +B m is quite striking. Note that the elements of these vectors corresponding to a given block Bk,mk+l are consecutive integers beginning with the (k-1)q + 1st element of the vector; this is true for k 1,..., r. That is, we have
Therefore, for a given k, the only element of /that depends on elements corresponding to another value of k is the (k 1)q + 1st; the rest of the elements for that given k can be obtained using (14) . This suggests that it may be possible to construct pcompatible ordering vectors for matrices Tp + Br (Tp given by (6) , (7)) where the matrix Br now has the somewhat more general block r r bidiagonal form (15) (10); that is, each mk can take on any value m in (11) LEMMA 3.4. Let Tp be given by (6) , (7) and let Br be given by (15) (15) , then Tp + Br cannot be rp-CO unless each of the blocks B,e+l, k 1,... ,r-1, has one of the unidiagonal forms (9), (10). THEOREM 3.5. Let Tp be given by (6) , (7) and let Br be given by (15) . Then the matrix sum Tp + B is rp-CO if and only if each Bk,k+, k 1,..., r 1, is given by (9) or (10), where each mk takes on a value of m from (11).
Proof. If each B,+I is given by (9) or (10) (19) Similarly, the elements of /are consecutive for indices from kq + 1 to (k + 1)q so that
Subtracting (20) from (19) and using the first line of (16), we have (21) "Y+ "kq+vl ( ?) -}-/+1 "'kq+l ( ?) mE. Substituting into (18) (18) . Using (19) and (20) and the third line of (16) Mr where we again assume that this matrix is symmetrically structured. That is, the nonzero block structure of a block Mij is the same as that of M. In the language of previous sections, these matrices would be referred to as block "(2r 2)-diagonal" matrices.
We denote the off-diagonal blocks of the matrix Mr of (26) In the discretization we assume that there are an even number N of grid points in each direction. tridiag(A, B, C) , we mean the block tridiagonal matrix with matrices B along the main diagonal, and matrices A, C along the first sub-and superdiagonals, respectively.) Here T is N x N, and I is the identity matrix of order N. For k 1, we have a block N x N structure. For general k, A would be partitioned as a block k x matrix of kN x kN blocks. In each case, the matrix is block tridiagonal of block order and hence is 7rN/k-CO by Theorem 2.9.
Next, consider a zebra ordering. We color all of the odd-numbered rows of the grid, say, black, and all of the even-numbered rows white. Within each color we then number the grid points in the natural ordering. Using a five-point stencil in the discretization of (31), the coefficient matrix would have the red/black (block 2 Here the Di are diagonal matrices, um is the vector of unknowns associated with the Ri grid points, and similarly for urn. All of the blocks on the first sub-and superdiagonals of Tp are nonzero. Thus, by Theorem 3.1, Tp+Ap is not rp-CO. In order to determine whether or not the coefficient matrix of (34) is CO, we would need to investigate the internal structure of its offdiagonal blocks. Now consider a 1-row red/black ordering. The system of equations corresponding to a five-point finite difference discretization of (31) [19] considered the use of k k square blocks of points with the Gauss-Seidel method for the solution of (31). Patter and Steuerwalt [17] point out that k k block orderings lead to coefficient matrices which satisfy block property A (Young [25] refers to this as property A()); in fact, these orderings give rise to T-CO matrices. We obtain a coefficient matrix of the form Tp + Br where Tp is a block ()2 ()2 tridiagonal matrix of the form (6) , (7) with zero blocks every blocks on the first sub-and superdiagonals. Br is block bidiagonal of the form (15) with nonzero blocks Bk,k+ which are block unidiagonal with mk= mi 1.
Thus the coefficient matrix corresponding to a k k block ordering on an N N grid is (N/k):-CO by Theorem 3.5.
Duff and Meurant [4] considered preconditioning by incomplete factorization in 17 different orderings, including the natural, red/black, zebra, and four-color orderings already discussed. The methods of this paper can be applied to many of the orderings discussed there including forward, reverse, and alternating diagonal orderings (Young showed that a forward diagonal ordering gives a CO matrix), a diagonal ordering of k k blocks, a spiral ordering, and two block orderings attributed to Van der Vorst; see Harrar [8] .
Although [7] . 6 . Tp(q, r)-matrices and (q, r)-CO matrices. As pointed out in 1, there are several generalizations of the class of CO matrices other than that of the class of r-CO matrices. These include (q,r)-CO, generalized (q,r)-CO ((q,r)-GCO), and r-GCO matrices (Young [25] ). In this section, we do not treat either of these "generalized"
versions, although we try to give a few examples of the ways in which our previous results can be used to obtain some information concerning (q, r)-CO matrices. In particular, these results apply to the class of Tp(q, r)-matrices; this class represents a generalization of the class of T-matrices originally defined in 2. We note that in this section, q and r have no relation to the q and r of previous sections. When we mean q and r as used previously, we denote them by and .
A formal definition of a (q, r)-CO matrix can be found in Young [25] . We note only that a (1, 1)-CO matrix is a CO matrix in the sense of 2. Analogous to this generalization of CO matrices, we generalize the concept of a Tp-matrix to obtain Definition 6.1 (Young [25] Application of Young's classical SOR theory is valid when the coefficient matrix of the system to be solved is CO. Often, especially when a multicoloring scheme is introduced, we obtain a coefficient matrix that is not CO; however, this matrix may be r-CO (block CO) for some partitioning r, although determination of whether or not a given matrix is CO or r-CO is generally nontrivial. Though computer programs exist to determine consistent ordering (Young [25] ), these may be impractical for very large matrices and do not, in general, take into account the sparsity structure inherent in the coefficient matrices corresponding to multicolored systems. We have presented some theory which allows us to ascertain quickly whether matrices which have an underlying block tridiagonal structure are (r-)CO or not; such matrices are often obtained when a multicoloring scheme is used.
We applied the theory to ordering schemes from the literature to show that while some commonly used orderings give rise to CO or rp-CO (p > 2) matrices, many others do not. This is particulary true for multicolor orderings with more than two colors.
