Abstract -This paper presents a multiple algorithm fusion using FSS-kernel and FastICA to improve the accuracy of blind source separation. FastICA algorithm has a faster and more robust convergence speed than the traditional ICA algorithm. But its recovery results are not satisfied. Inspired by various successful applications of kernel and spectral clustering methods in machine learning and data mining community, probability density function of the source signal is estimated by the FSS-kernel algorithm, and then to restore the blind separation of mixed signals, FastICA algorithm is used, the negative entropy is the objective function. The simulation results show that the signal aliasing could be separated effecti-vely by this method. It is proved that the method has higher separation accuracy and adaptive capacity, by contrasting with the traditional ICA algorithms and FastICA algorithm.
I. INTRODUCTION
Blind source separation is to determine a transformation from the observed data of mixing signal to restore the original signal or source [1] . Blind source separation is the most commonly used assumptions in the statistical independence of the source signal, when the components are Independent of each other, become Independent Component Analysis (Independent Component Analysis, the ICA). Traditional ICA algorithm using gradient method [2] usually to optimization of objective function, but the gradient method, slow convergence speed, easily trapped in local minima point. The independent component analysis (ICA) is performed on the embedding matrix to decompose the single channel recording into its underlying independent components; At last subjective methods are then used to identify component of interest that are then projected back onto the measurement space in isolation. FastICA batch calculation method [3] , improves the processing speed, but involves the selection problem of nonlinear function, so the separation accuracy is not ideal.
To solve above problems, this paper calculates smart method as a optimization algorithm of blind source separation [4] , [5] , namely a limited support sample kernel function (FSS -kernel) with FastICA fusion of blind source separation algorithm. This method not only inherited the FastICA algorithm is rapid and steady convergence speed advantage, and it has higher separation accuracy [6] - [9] , improve the separation performance of BSS algorithm [14] , [15] .
II. FASTICA AND FSS-KERNEL Separating mixing signal of single channel need to use more potential information that may be statistics quantity, exact quantity, system quantity and signal quantity, because usually input, system and output need to know any two of quantities to estimate the third quantity, so the key is how to excavate and utilize the a priori knowledge of the problem. For a specific problem some assumptions are required. In order to attempt to get a general method, some categories of single channel source separation methods are surveyed. So linear instant mixture BSS problem can be described with the equation:
A. Basic theory of BSS
x As n  
B. FastICA algorithm
The computing process of FastICA uses a batch processing method, while the derivation of computing way uses self-adapted processing method. So we can regard the FastICA as the combination of batch processing and self-adaption. Thus this method has a high processing method than batch processing or some self-adapted algorithm. FastICA algorithm doesn't separate all components one time, it extracts component one by one. That is, FastICA extracts one component and wipe out it, then it pick up component from remaining data. We can adopt Gram-Schmidt to achieve the above goal.
In order to extract component, we need determine a objective function. And the rule of determination is "the International Conference on Automatic Control Theory and Application (ACTA 2014) distance between probability density of separated data and Gaussian distribution is farthest" [16] . In theory, negentropy is a variable used measure the degree of non-gaussian for any probability density. Our algorithm will make the negentropy as the objective function. Theoretically, negentropy of Gaussian is the biggest. Negentropy J of random variable y can be defined as: 
According to the definition, because the probability density of random variables is not easy to estimate, we often use the approximation:
W is a n-dimensional vector which satisfies 1 W  , Z is a orthogonal matrix whose covariance
Gaussian random variable whose mean value is 0 and variance is 1.G is not a quadratic function, we often choose
Based on the rule of "separate one by one" [17] , the ICA of n original signal becomes the solution of n optimization problems:
The constrained condition is:
We can solve the above optimization problem with the following fixed-point algorithm:
We need use the iterative calculation to compute the equation (8) 
where  is a constant, (.)
In order to get the solution of the above equation, we use Newton iterative equation:
Because z are albino data, there is
iterative equation can be reduced as:
After simplification, we can get fast iterative algorithm:
C. FSS-kernel algorithm According to equation (4) [11] .
In order to solve the problem, based on Kernel function method, from observed signals, every window function in this text use M finite supported samples in N observed samples. We use the received probability density function as the rule of minimum mutual information to realize blind separation of mixed signals. 
D. The principle and steps of fusion algorithm
The blind source separation method fused with FSS-Kernel and FastICA algorithm, starts from the observation samples, then estimate the probability density function of sources to get in line with the source signal statistical characteristics of nonlinear function, then applies with negative entropy to be the objective function, then combine with the advantages of batch computing FastICA algorithm, thus the realization of fast and steady mixed signal blind source separation.
The process of blind source separation method fused with FSS-Kernel and FastICA algorithm, as follows: Step1: make the observation data centralized, and make its mean value to zero; Step2: Whiten the data, remove the correlation of data, XZ  ;
Step3: Choose to estimate the number of components, set the number of iterations, Ⅲ. SIMULATION AND PERFORMANCE In order to verify the feasibility and effectiveness of algorithm ,the experiment applies with two Sub_Gaussian signals, a Gaussian white noise signal and two Super Gaussian signal as the unknown source signal, as follows: The randomly generated matrix A mixes with the original signal to be a mixed signal, whose waveform is shown in Fig.  3 . We can see visually from figure 4, the proposed method can achieve a good separation of ultra-blind, Gaussian, sub-Gaussian mixed signal separation and has a better effect comparing other method [20] . In order to study quantitatively the separation performance of the proposed method, this algorithm is compared with the best traditional ICA algorithms and FastICA algorithm. And different sample points are employed into simulation. The signal to interference ratio(SIR) is also introduced to evaluate the separation performance. The formula as follows: is, the more obvious separation effect is indicated. Normally, When SIR U is less than 10 ~ 12 dB, it is described mixed-signal failed to achieve effective separation. We take 30 times simulations, then mean these results, we can see the comparison of three kinds of algorithm lastly. Ⅳ. CONCLUSION This paper proposes a blind source separation method fused with the limited support sample kernel function and FastICA algorithm. In the method, Maximum negative entropy is applied to be the search direction , And the fast iterative optimization algorithm also is employed.
Therefore it is not only inherits the advantages of FastICA algorithm which is fast and has robust convergence speed, but also can be estimated from the measured signal source signal probability density function without selecting a nonlinear function and applicable to all types of mixed-signal separation. Simulation shows that this method combines the advantages of FSS-Kernel and FastICA algorithm , which has higher separation accuracy and fast convergence. Considering these advantages, this method has better application in speech signal processing, data mining, image recognition, medical signal processing and radar and communication signals processing and other aspects of the project has better applicability.
