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Einleitung
Es gibt verschiedene Mo¨glichkeiten, Tangentialvektoren auf einer komplexen
Mannigfaltigkeit N zu definieren.
Aus geometrischer Sicht ist ein Tangentialvektor im Punkt p ∈ N eine
A¨quivalenzklasse von glatten Wegen durch p, wobei zwei Wege a¨quivalent
sind, wenn sie bis zur ersten Ableitung u¨bereinstimmen.
Vorteil dieser Definition ist, dass der Begriff
”
Tangentialvektor“ leicht verall-
gemeinert werden kann. Ein n-Jet im Punkt p ist dann eine A¨quivalenzklasse
von glatten Wegen, wobei zwei Wege a¨quivalent sind, wenn sie bis zur n-ten
Ableitung u¨bereinstimmen.
Dies fu¨hrt zur Theorie der n-Jet-Bu¨ndel, welche in Stavros Kousidis’ Arbeit
”
Extensionsprobleme fu¨r Jets und Deformationstheorie“ behandelt wird.
In dieser Arbeit werden wir einen Tangentialvektor im Punkt p ∈ N vom al-
gebraischen Standpunkt aus betrachten, fassen ihn also als Derivation
v : ON,p → C
auf. Hier ist nicht klar, wie man auf analoge Weise einen n-Jet konstruieren
kann. Allerdings ko¨nnen wir Vektorfelder, also Schnitte im Tangentialbu¨ndel,
multiplizieren und die Lie-Klammer definieren, was dem Tangentialbu¨ndel
die Struktur einer Lie-Algebra gibt.
Im ersten Kapitel werden wir folgende Aussage beweisen:
Stimmen zwei Vektorfelder X und Y bis zur (n − 1)-ten Potenz in einem
Punkt p ∈ N u¨berein, so ist die Differenz (Y n −Xn)p im Punkt p durch die
iterierte Lie-Klammer [X, Y ](n)p gegeben.
Diese Aussage motiviert zu der Definition der integrablen Untergarbe des
Tangentialbu¨ndels. Eine derartige Garbe zeichnet sich dadurch aus, dass sie
abgeschlossen bezu¨glich der Lie-Klammer ist. Damit ist in obiger Situation
die Differenz (Y n −Xn)p durch ein Element der Garbe gegeben.
Im zweiten Kapitel werden wir sehen, dass ein Vektorfeld X fu¨r jedes n ∈ N
einen Schnitt sXn : N → JnN im n-Jet-Bu¨ndel induziert. Haben wir nun
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zwei Schnitte s, s′ : N → JnN , die im Punkt p bis zur (n − 1)-ten Ord-
nung u¨bereinstimmen, so werden wir insbesondere zeigen, dass die Differenz
s− s′ durch die iterierte Lie-Klammer von geeigneten Vektorfeldern gegeben
ist.
Im dritten Kapitel geht es schließlich darum, einen Morphismus f : M → N
zwischen zwei Mannigfaltigkeiten zu deformieren.
Dazu startet man mit einer infinitesimalen Deformation s : M → f ∗JnN
und versucht, diese zu einer Deformation sn+1 : M → f ∗Jn+1N zu liften. Im
Allgemeinen ist das nicht mo¨glich. Wenn jedoch der so genannte
”
Obstruk-
tionsraum“ H1(f ∗J1N) gleich Null ist, ist es stets mo¨glich, eine Liftung zu
finden, wie in Kousidis’ Arbeit gezeigt wird.
Unser Anliegen wird es nun sein, den Obstruktionsraum zu
”
verkleinern“. Ist
M ⊂ N eine Untermannigfaltigkeit, so finden wir unter gewissen Bedingun-
gen lokal Vektorfelder, welche die infinitesimale Deformation induzieren.
Wie im zweiten Kapitel gezeigt wird, liefern diese Vektorfelder direkt lokale
Liftungen, welche im Allgemeinen allerdings nicht verkleben. Die Differenzen
dieser Liftungen sind durch die iterierte Lie-Klammer gegeben und definieren
einen Kozykel in Z1(f ∗J1N).
Liegen die Vektorfelder in einer integrablen Untergarbe F ⊂ TN des Tan-
gentialbu¨ndels, so ist auch die iterierte Lie-Klammer ein Element von F , was
uns einen Kozykel in Z1(f ∗F) liefert.
In diesem Fall ist fu¨r die Existenz einer globalen Liftung hinreichend, dass
H1(f ∗F) = 0 ist, womit wir einen geeigneten kleineren Obstruktionsraum
gefunden haben.
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Kapitel 1
Vektorfelder
In diesem Kapitel werden einige Grundlagen geschaffen, die wir spa¨ter bei
der Behandlung infinitesimaler Deformationen beno¨tigen.
Nachdem wir die fu¨r uns wichtigsten Eigenschaften von Vektorfeldern – und
damit des Tangentialbu¨ndels – formuliert haben, werden wir speziell das Tan-
gentialbu¨ndel auf Produktmannigfaltigkeiten untersuchen. Dieses ist bei der
spa¨teren Behandlung infinitesimaler Deformationen von großem Interesse.
Ein weiterer wichtiger Teil dieses Kapitels sind Potenzen von Vektorfeldern.
Diese lassen sich leicht definieren, wenn man Vektorfelder als C-lineare Deri-
vationen ON |U → ON |U definiert – weitaus schwieriger ist es hingegen, diese
als Schnitte in einem geeigneten Bu¨ndel aufzufassen. Wir werden einige Ei-
genschaften dieser Potenzen erarbeiten und insbesondere zeigen, dass sich
die Differenz solcher Potenzen unter geeigneten Bedingungen mit Hilfe der
iterierten Lie-Klammer bestimmen la¨sst.
Zuletzt werden wir untersuchen, ob es mo¨glich ist ein Vektorfeld auf einer
Mannigfaltigkeit so zu korrigieren, dass sich die Potenzen auf einer Unter-
mannigfaltigkeit M bis zu einer bestimmten Ordnung n ∈ N nicht a¨ndern,
aber die (n+1)-te Potenz einen Korrektur-Term erha¨lt. Es wird sich heraus-
stellen, dass dieses Problem unter gewissen Bedingungen gelo¨st werden kann.
1.1 Grundlagen
Wir fassen hier einige Fakten u¨ber Vektorfelder zusammen, welche man bei-
spielsweise in [War71, Kapitel 1,
”
Vector Fields“] findet.
Im Folgenden sei N eine komplexe Mannigfaltigkeit der Dimension d und
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U ⊂ N offen.
Definition 1.1. Betrachte das Tangentialbu¨ndel pi : TU → U auf U .
Ein Vektorfeld auf U ist eine holomorphe Abbildung X : U → TU , die rechts-
invers zur Projektion pi : TU → U ist. Ein Vektorfeld ist also ein Schnitt im
Tangentialbu¨ndel. Mit TN(U) bezeichnen wir die Menge der Vektorfelder auf
U .
Es folgen einige Fakten u¨ber Vektorfelder.
Fakten 1.1. 1. Vektorfelder definieren eine Garbenstruktur auf N .
Die Garbe der Vektorfelder nennen wir Tangentialbu¨ndel und bezeich-
nen sie mit TN .
Aus dem Zusammenhang sollte stets klar werden, ob wir TN als Garbe
der Schnitte oder als Mannigfaltigkeit TN → N aufzufassen haben.
2. TN ist eine lokal-freie ON -Modulgarbe.
Ist (V,Φ) eine Karte mit Koordinaten {z1, . . . , zd}, so bilden die kon-
stanten Vektorfelder { ∂∂zk |k ∈ {1, . . . , d}} eine Modul-Basis von TN(V).
3. Jedes Vektorfeld X ∈ TN(U) induziert auf eineindeutige Weise einen
Garbenmorphismus ON |U → ON |U , den wir der Einfachheit halber auch
mit X bezeichnen.
Fu¨r V ⊂ U offen ist das Bild einer Funktion f ∈ ON(V ) unter X(V )
gegeben durch X(V )(f) : p %→ Xp(f).
Wenn klar ist, welche offene Menge V gemeint ist, schreiben wir aus
Gru¨nden der Lesbarkeit Xf statt X(V )(f).
X ist eine C-lineare Derivation, erfu¨llt also die Produktregel:
∀V⊂Uoffen∀f,g∈ON (V ) : X(fg) = gXf + fXg
4. Jede C-lineare Derivation Φ : ON |U → ON |U wird von einem Vektorfeld
X ∈ TN(U) induziert.
Einen Beweis dazu findet man in [Hol72, Kapitel II,
”
Das Tangential-
bu¨ndel“, Satz 9.5].
Punkt 3 bietet sich an, um Produkte von Vektorfeldern zu definieren.
Definition 1.2. Seien X, Y ∈ Hom(ON ,ON)(U).
Das Produkt XY : ON |U → ON |U ist durch die Komposition beider Abbil-
dungen, also durch (XY )f := X(Y f), fu¨r alle V ⊂ U offen und f ∈ ON(V ),
definiert.
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Bemerkung 1.1. Das Produkt zweier Vektorfelder ist im Allgemeinen kein
Vektorfeld, da die Produktregel nicht gilt.
Wir werden spa¨ter noch genauer sehen, was diese Produkte mit Jets zu tun
haben.
Der folgende Satz erleichtert das Rechnen mit Vektorfeldern.
Satz 1.1. Sei X ein Vektorfeld auf U und p ∈ U ein beliebiger Punkt mit
Xp '= 0.
Dann existiert eine Karte (V,Φ) mit Koordinaten {z1, . . . , zd}, so dass X = ∂∂z1
ist.
Beweis: Einen Beweis findet man in [War71, 1.Kapitel, Proposition 1.53].
Als na¨chstes betrachten wir eine Untermannigfaltigkeit M ⊂ N .
Definition 1.3. Seien ι : M → N eine Einbettung, p ∈M und v ∈ Nι(p) ein
Tangentialvektor.
v schneidet M transversal, falls gilt:
v /∈ dι (Mp)
Sei X ein Vektorfeld auf N . X schneidet M im Punkt p ∈ M transversal,
wenn Xι(p) M transversal schneidet.
X schneidet M transversal, falls diese Eigenschaft fu¨r alle p ∈M gilt.
Satz 1.2. Sei ι : M → N eine Einbettung und c = dimM < dimN = d.
Sei U ⊂ N offen und X ∈ TN(U) ein Vektorfeld, das M im Punkt
p ∈ ι(M) ∩ U transversal schneidet.
Dann gilt:
∃p∈Vp⊂Noffen∃t∈ON (Vp) : t|Vp∩ι(M) = 0 und X|Vp(t) ≡ 1
Beweis: Die Aussage folgt aus dem vorherigen Satz 1.1 und dem Satz u¨ber
implizite Funktionen.
Offensichtlich ist Xp '= 0, weshalb nach Satz 1.1 eine Karte (V,Φ) mit Koor-
dinaten {z1, . . . , zd} existiert, so dass X = ∂∂z1 ist.
Das Bild von ι(M)∩V unter Φ ist eine c-dimensionale Untermannigfaltigkeit
M˜ ⊂ Cd. Also existiert eine Umgebung Wp von Φ(p) und eine holomorphe
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Abbildung F : Wp → Cd−c, so dass M˜ ∩Wp = {F = 0} ist.
Seien fi, i ∈ {1, . . . , d−c}, die einzelnen Komponenten von F und {ζ1, . . . , ζd}
die Koordinaten des Cd.
Da X und M sich im Punkt p transversal schneiden, ist ∂∂ζ1 nicht im Tan-
gentialraum von M˜ an der Stelle Φ(p). Also existiert ein i ∈ {1, . . . , d − c},
ohne Einschra¨nkung i = 1, so dass ∂f1∂ζ1 (Φ(p)) '= 0 ist.
Sei JacF,Φ(p) die zu F geho¨rende Funktionalmatrix im Punkt Φ(p). Da M˜ eine
Untermannigfaltigkeit ist, ist der Rang dieser Matrix d− c.
Durch Umsortieren der Koordinaten {ζ2, . . . , ζd} des Cd erreichen wir somit,
dass die Matrix ( ∂fi∂ζj (Φ(p)))i,j∈{1,...,c−d} vollen Rang hat.
Mit dem Satz u¨ber implizite Funktionen finden wir also offene Mengen
W1 ⊂ Cc,W2 ⊂ Cd−c mit Φ(p) ∈ W1 × W2 ⊂ Φ(V ) und eine Abbildung
G : W2 → W1, deren Graph M˜ ∩ (W1 ×W2) ist.
Sei g1 die erste Komponente von G.
Wir definieren:
t˜ : W1 ×W2 → C
(ζ1, . . . , ζd) %→ ζ1 − g1(ζc+1, . . . , ζd)
Man rechnet sofort nach, dass t˜|M˜ = 0 ist, womit folgt, dass t := t˜ ◦ Φ auf
ι(M) ∩ Φ−1(W1 ×W2) verschwindet.
Ferner ist ∂ t˜∂ζ1 ≡ 1 auf W1×W2, womit fu¨r x ∈ Vp := Φ−1(W1×W2) folgt:
Xt(x) = Xt ◦ Φ−1 ◦ Φ(x)
=
∂(t ◦ Φ−1)
∂ζ1
∣∣∣∣
Φ(x)
=
∂ t˜
∂ζ1
∣∣∣∣
Φ(x)
= 1
Damit liefert t das Gewu¨nschte.
Mit der Funktion t aus Satz 1.2 kann man sehr intuitiv rechnen – im Prinzip
erhalten wir die fu¨r Polynome bekannten Ableitungsregeln. Dazu ein Lemma.
Lemma 1.1. Mit den Voraussetzungen aus Satz 1.2 gilt auf der Menge Vp:
∀n∈N : Xtn = ntn−1 (1.1)
∀m,n∈N,m≤n : Xmtn = n!
(n−m)!t
n−m (1.2)
∀m,n∈N,m>n : Xmtn = 0 (1.3)
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Beweis: Die ersten beiden Aussagen lassen sich per Induktion zeigen.
zu (1.1): Fu¨r n = 1 ist das Satz 1.2.
Mit der Produktregel folgt im Induktionsschritt, dass
Xtn+1 = tXtn + tnXt
= tntn−1 + tn
= (n + 1)tn
ist, womit (1.1) folgt.
zu (1.2): Sei n ∈ N beliebig.
Die Aussage wird mit Induktion u¨ber m bewiesen.
Fu¨r m = 1 ist das (1.1).
Mit der Definition der (m+ 1)-ten Potenz von X und mit (1.1) erhalten wir
im Induktionsschritt:
Xm+1tn = X(Xmtn)
= X
(
n!
(n−m)!t
n−m
)
=
n!
(n−m)!Xt
n−m
=
n!
(n−m)!(n−m)t
n−m−1
=
n!
(n− (m + 1))!t
n−(m+1)
Damit gilt (1.2).
zu (1.3): Seien m > n beliebig. Dann existiert ein k ≥ 1, so dass m = n + k
ist. Mit (1.2) folgt:
Xmtn = Xk−1(X(Xntn))
= Xk−1X(n!)
= Xk−1(0)
= 0
Damit folgt (1.3).
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1.2 Produkte von Vektorfeldern
Fu¨r das Produkt XY zweier Vektorfelder ist bisher noch nicht klar, was es
bedeutet, dieses in einem Punkt p ∈ N auszuwerten.
Folgende Definition gibt Aufschluss daru¨ber.
Definition 1.4. Sei U ⊂ N offen und X : ON |U → ON |U ein Garbenmor-
phismus. Fu¨r p ∈ U definieren wir:
Xp : ON |U,p → C
(W, f) %→ X(W )(f)(p)
Hierbei bezeichne (W, f) den Lift eines Funktionenkeims f¯ auf einer offenen
Menge W .
Warnung 1.1. Man verwechsle Xp nicht mit der Abbildung zwischen den
Halmen (W, f) %→ (W,X(W )(f)). Da wir im Folgenden Produkte von Vek-
torfeldern betrachten, ist die Schreibweise Xp konsistent mit der fu¨r Vektor-
felder u¨blichen Schreibweise Np . Xp : ON,p → C.
Aus der Tatsache, dass die Abbildung zwischen den Halmen wohldefiniert ist,
folgt sofort, dass Xp wohldefiniert ist.
Lemma 1.2. Seien X, Y ∈ Hom(ON ,ON)(U) und p ∈ Ubeliebig.
Dann ist (XY )p = XpY .
Anders gesagt: fu¨r ein beliebiges f¯ ∈ ON,p mit Lift f gilt:
(XY )p(f¯) = Xp(Y f)
Beweis: Seien p ∈ U und f¯ ∈ ON,p mit Lift f beliebig.
Damit ist:
(XY )p(f¯) = (XY )f(p)
= X(Y f)(p)
= Xp(Y f)
Das war zu zeigen.
Bemerkung 1.2. Die Aussage des vorherigen Lemmas scheint trivial, aller-
dings werden wir oft Potenzen eines Vektorfeldes in einem Punkt auswerten
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und mit folgender Regel, die eine direkte Folgerung aus diesem Lemma ist,
rechnen:
Seien X, Y, Z ∈ Hom(ON ,ON)(U) beliebig, sei p ∈ U , so dass Xp = Yp ist.
Dann folgt sofort mit Lemma 1.2:
(XZ)p = XpZ = YpZ = (Y Z)p
Wir ko¨nnen X also durch Y ersetzen, wenn es links im Produkt steht – an
anderer Stelle ist das im Allgemeinen nicht mo¨glich.
Wir kommen nun zu der Definition, die uns spa¨ter helfen wird, geschickt
Jet-Differenzen auszurechnen.
Definition 1.5. Sei U ⊂ N offen, und seien X, Y Vektorfelder auf U . Dann
bezeichnen wir mit [X, Y ] die Lie-Klammer von X und Y .
Diese ist definiert durch:
[X, Y ] := XY − Y X
Fu¨r n ∈ N, n ≥ 2, definieren wir die iterierte Lie-Klammer [X, Y ](n) rekursiv
durch:
[X,Y ](2) = [X, Y ]
[X,Y ](n) = [X, [X, Y ](n−1)]
Bemerkung 1.3. Wir ko¨nnten schon bei n = 1 starten, indem wir [X, Y ](1) :=
Y −X setzen.
Man rechnet sofort aus, dass das mit der Rekursionsformel konsistent ist.
Es folgen ein paar wichtige Eigenschaften der Lie-Klammer. Diese finden sich
in [War71, Kapitel 1,
”
Vector Fields“] und werden hier nicht bewiesen.
Satz 1.3. Seien X,Y, Z ∈ TN(U) und f, g ∈ ON(U) beliebig.
Folgende Eigenschaften gelten:
1. [X, Y ](n) ist ein Vektorfeld
2. [., .] ist bilinear
3. [fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X
4. [X, Y ] = −[Y,X]
5. [[X, Y ], Z] + [[Z,X], Y ] + [[Y, Z], X] = 0
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Interessant werden fu¨r uns Untergarben des Tangentialbu¨ndels sein, die ab-
geschlossen bezu¨glich der Lie-Klammer sind.
Definition 1.6. Es sei TN die Garbe der Schnitte im Tangentialbu¨ndel.
Eine Untergarbe F ⊂ TN heißt integrabel, falls gilt:
∀U⊂Noffen∀X,Y ∈F(U) : [X,Y ] ∈ F(U)
Beispiel 1.1. 1. Die trivialen Garben TN und 0 sind offensichtlich inte-
grabel.
2. Wir fassen jetzt TN als Mannigfaltigkeit auf, und sei D ⊂ TN eine
involutive Distribution (siehe [War71, Kapitel 1,
”
Distributions and the
Frobenius Theorem“]).
Dann ist die Garbe der Schnitte, welche wir auch mit D bezeichnen,
nach Definition integrabel.
3. Sei F ⊂ TN integrabel, und A ⊂ N eine (nicht notwendig offene)
Teilmenge. Dann ist die Garbe FA, die fu¨r U ⊂ N offen durch
FA(U) := {X ∈ F(U)|∀p∈A∩U : Xp = 0}
definiert ist, integrabel.
Bemerkung 1.4. Beispiel 3 zeigt, dass der Begriff der integrablen Untergar-
be eine Verallgemeinerung des Begriffes der involutiven Distribution ist. Es
ist fu¨r eine Menge A im Allgemeinen nicht mo¨glich, ein Vektorbu¨ndel an-
zugeben, dessen Schnitte genau durch die Garbe FA gegeben sind, da die
Dimension einer Faser u¨ber einem Punkt aus A gleich Null wa¨re, und damit
verschiedene Fasern im Allgemeinen unterschiedliche Dimensionen ha¨tten.
Als na¨chstes werden wir zeigen, dass die iterierte Lie-Klammer unter geeigne-
ten Voraussetzungen die Differenz von Potenzen zweier Vektorfelder liefert.
Zur Vorbereitung beweisen wir folgendes Lemma.
Lemma 1.3. Es seien X, Y ∈ TN(U), p ∈ U und n0 ∈ N mit folgender
Eigenschaft:
∀n≤n0 : Xnp = Y np
Dann gilt:
∀k,l∈N,l≥2 : k + l ≤ n0 ⇒ Xk[X,Y ](l)p = 0 (1.4)
∀k,l∈N,l≥2 : k + l = n0 + 1⇒ Xk[X,Y ](l)p = Xn0−1[X, Y ]p (1.5)
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Beweis: Beide Gleichungen folgen per Induktion u¨ber l, wobei wir Gleichung
(1.4) fu¨r den Beweis von Gleichung (1.5) benutzen werden.
zu (1.4): Fu¨r n0 ∈ {1, 2} ist die Aussage immer wahr, weshalb wir n0 ≥ 3
annehmen.
Fu¨r l = 2 gilt mit Lemma 1.2 fu¨r beliebiges k ≤ n0 − l:
Xk[X, Y ](l)p = X
kXYp −XkY Xp
= Xk+1Yp − Y k+1Xp
= Y k+2p −Xk+2p
= 0
Zum Induktionsschritt:
Xk[X, Y ](l+1)p = X
k[X, [X, Y ](l)]p
= XkX[X,Y ](l)p −Xk[X, Y ](l)Xp
= 0
zu (1.5): Der Induktionsanfang (l = 2) ist evident.
Im Induktionsschritt ko¨nnen wir wieder von n0 ≥ 3 ausgehen, und wir nutzen
Gleichung (1.4):
Xk[X, Y ](l+1)p = X
k[X, [X, Y ](l)]p
= XkX[X,Y ](l)p −Xk[X, Y ](l)Xp
= Xn0−1[X, Y ]p − 0Xp
= Xn0−1[X, Y ]p
Damit folgt die Behauptung.
Satz 1.4. Es gelten die gleichen Voraussetzungen wie in Lemma 1.3.
Dann gilt:
[X, Y ](n0+1)p = Y
n0+1
p −Xn0+1p
Beweis: Fu¨r n0 = 1 haben wir:
[X, Y ](2)p = (XY )p − (Y X)p
= Y 2p −X2p
Im Induktionsschritt erhalten wir mit der Definition der iterierten Lie-Klammer
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und mit Lemma 1.3:
[X,Y ](n0+1)p = [X, [X, Y ]
(n0)]p
= (X[X, Y ](n0))p − ([X, Y ](n0)X)p
= (Xn0−1[X, Y ])p
= (Xn0Y )p − (Xn0−1Y X)p
= Y n0+1p − (Y n0X)p
= Y n0+1p −Xn0+1p
Das war zu zeigen.
An dieser Stelle sei auf die Bedeutung von Satz 1.4 hingewiesen.
Zwar ist die Potenz eines Vektorfeldes nicht sonderlich anschaulich, aber
die Differenz solcher Potenzen ist, sofern die Potenzen kleineren Grades
u¨bereinstimmen, durch ein Vektorfeld gegeben, und Vektorfelder verstehen
wir gut.
Wir haben eine a¨hnliche Situation bei Jet-Differenzen, welche durch ein Ele-
ment des Translations-Bu¨ndels gegeben sind.
In Kapitel 2 werden wir sehen, dass unter geeigneten Bedingungen die Lie-
Klammer genau die Jet-Differenz liefert.
1.3 Produktmannigfaltigkeiten
In Folgenden widmen wir uns der Struktur des Tangentialbu¨ndels auf Pro-
duktmannigfaltigkeiten.
Sind M,N komplexe Mannigfaltigkeiten der Dimensionen c und d, so ist
M × N eine (c + d)-dimensionale komplexe Mannigfaltigkeit, dessen Atlas
von Karten der Gestalt (U×V, (Φ×Ψ)) – (U,Φ) beziehungsweise (V,Ψ) sind
Karten auf M beziehungsweise N – erzeugt wird. Man gewinnt die Karten
also auf kanonische Weise aus denen von M und N .
Wichtiges Hilfsmittel zur Beschreibung des Tangentialbu¨ndels sind die kano-
nischen Projektionen pii, i ∈ {1, 2}:
M ×N pi2 !!
pi1
""
N
M
Um das Tangentialbu¨ndel beschreiben zu ko¨nnen, zuna¨chst folgendes Lemma
(siehe [War71, Kapitel 1, exercise 24]).
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Lemma 1.4. 1. Ist M˜ eine weitere komplexe Mannigfaltigkeit und
α : M˜ →M ×N eine Abbildung, so ist α holomorph genau dann, wenn
pi1 ◦ α und pi2 ◦ α holomorph sind.
2. Folgende Abbildung ist ein Vektorraum-Isomorphismus zwischen den
Tangentialra¨umen:
ϕ : (M ×N)(m,n) → Mm ⊕Nn
v %→ (dpi1(v), dpi2(v))
3. Vektorfelder X ∈ TM(U), Y ∈ TN(V ) induzieren auf kanonische Weise
Vektorfelder X˜ auf U ×N beziehungsweise Y˜ auf M × V .
Fu¨r alle n ∈ N mit n ≥ 2 ist [X˜, Y˜ ](n) = 0.
4. Fu¨r (m0, n0) ∈M ×N definieren wir Injektionen:
ιn0 : M → M ×N
m %→ (m,n0)
und
ιm0 : N → M ×N
n %→ (m0, n)
Dann gilt:
∀v∈(M×N)(m0,n0)∀f∈OM×N,(m0,n0) : v(f) = dpi1(v)(f ◦ ιn0) + dpi2(v)(f ◦ ιm0)
Beweis:
1. Sei M˜ eine k-dimensionale komplexe Mannigfaltigkeit. Da die Projek-
tionen holomorph sind, ist fu¨r die Hinrichtung nichts zu zeigen.
Seien pi1 ◦ α und pi2 ◦ α holomorph.
Wir zeigen zuna¨chst, dass α stetig ist.
Seien U ⊂M und V ⊂ N offen. Dann ist
α−1(U × V ) = (pi1 ◦ α)−1(U) ∩ (pi2 ◦ α)−1(V )
offen.
Da derartige Mengen eine Basis der Topologie bilden, ist α stetig.
Fu¨r die Holomorphie betrachten wir eine Karte (U˜ , Φ˜) von M˜ und eine
Karte (U × V,Φ × Ψ) von M × N , wo wieder (U,Φ) beziehungsweise
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(V,Ψ) Karten von M beziehungsweise N sind. Es ist zu zeigen, dass die
Abbildung
g := (Φ×Ψ) ◦ α ◦ Φ˜|Φ˜−1(α.1(U×V )) : Ck ⊃ Φ˜−1(α.1(U × V ))→ Cc+d
holomorph ist.
Dazu genu¨gt es, dass jede Komponente gi von g holomorph ist. Ist i ≤ c
und zi die i-te Koordinate des Cc, so ist gi gegeben durch
gi = zi ◦ Φ ◦ pi1 ◦ α ◦ Φ˜−1, und damit holomorph.
In analoger Weise sind die u¨brigen Komponenten von g holomorph, wo-
mit die Behauptung folgt.
2. Offensichtlich haben sowohl (M×N)(m,n), als auch Mm⊕Nn Dimension
c + d. Da dpi1 und dpi2 linear sind, ist auch ϕ linear. Also genu¨gt es zu
zeigen, dass ϕ injektiv ist.
Sei v ∈ kerϕ beliebig.
Wir wa¨hlen eine Karte (U × V,Φ × Ψ) mit (m,n) ∈ U × V und Ko-
ordinaten {z1, . . . , zc, zc+1, . . . , zc+d}. Bezu¨glich dieser Karte ist v durch∑c+d
k=1 ak
∂
∂zk
, mit ak ∈ C, gegeben. Sei f¯ ∈ OM,m ein Funktionenkeim.
Offensichtlich ist f ◦ pi1 konstant in zc+1, . . . zc+d womit folgt:
dpi1(v)(f¯) = v(f ◦ pi1)
=
c∑
k=1
ak
∂f
∂zk
(m)
= 0
Nehmen wir fu¨r f die Koordinaten-Funktionen, so folgt, dass alle ak, wo
k ≤ c ist, verschwinden. Die gleiche U¨berlegung mit pi2 statt pi1 liefert,
dass auch die ak fu¨r k ∈ {c + 1, . . . , c + d} verschwinden. Also war v
schon der Nullvektor, woraus die Injektivita¨t von ϕ folgt.
3. X˜ ist gegeben durch X˜(m,n) = ϕ−1(Xm, 0), wo ϕ der Isomorphismus aus
Punkt 2 ist. Analog wird Y˜ definiert.
Es genu¨gt zu zeigen, dass [X˜, Y˜ ] = 0 ist, fu¨r die iterierte Lie-Klammer
folgt die Aussage dann sofort per Induktion. Null zu sein, ist eine lokale
Eigenschaft, weshalb wir uns wieder auf ein Kartengebiet der Form (U×
V,Φ×Ψ) beschra¨nken ko¨nnen.
Bezu¨glich dieser Karte sind unsere Vektorfelder gegeben durch:
X˜ =
c∑
k=1
fk
∂
∂zk
Y˜ =
c+d∑
k=c+1
fk
∂
∂zk
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Hier sind f1, . . . fc ∈ OM(U) und fc+1, . . . , fc+d ∈ ON(V ). Aufgrund
der Linearita¨t der Lie-Klammer genu¨gt es, Lie-Klammern der Form
[fi
∂
∂zi
, fj
∂
∂zj
], i ∈ {1, . . . , c}, j ∈ {c + 1, . . . , c + d}, zu bestimmen. Fu¨r
solche i, j ist offensichtlich ∂fi∂zj =
∂fj
∂zi
= 0. Mit den Rechenregeln fu¨r die
Lie-Klammer erhalten wir:[
fi
∂
∂zi
, fj
∂
∂zj
]
= fifj
[
∂
∂zi
,
∂
∂zj
]
+ fi
(
∂fj
∂zi
)
∂
∂zj
− fj
(
∂fi
∂zj
)
∂
∂zi
= 0
4. Seien v ∈M ×N(m0,n0) und f¯ ∈ OM×N,(m0,n0) beliebig.
Auch hier ko¨nnen wir uns auf eine Karte der Form (U × V,Φ × Ψ)
beschra¨nken.
Wir stellen fest:
ιn0 ◦ pi1(m,n) = (m,n0)
ιm0 ◦ pi2(m,n) = (m0, n)
Bezu¨glich Φ×Ψ ist v =∑c+dk=1 ak ∂∂zk , wobei wieder {z1, . . . , zc} Koordi-
naten von M und {zc+1, . . . , zc+d} Koordinaten von N sind.
Damit ist f ◦ ιn0 ◦ pi1 konstant in zc+1, . . . , zc+d, und wir erhalten:
dpi1(v)(f ◦ ιn0) = v(f ◦ ιn0 ◦ pi1)
=
c+d∑
k=1
ak
∂(f ◦ ιn0 ◦ pi1)
∂zk
∣∣∣∣
(Φ(m0),Ψ(n0))
=
c∑
k=1
ak
∂f
∂zk
∣∣∣∣
(Φ(m0),Ψ(n0))
Analog folgt, dass dpi2(v)(f ◦ιm0) =
∑c+d
k=c+1 ak
∂f
∂zk
|(Φ(m0),Ψ(n0)) ist, womit
die Behauptung folgt.
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Die Vektorfelder aus Punkt 3 erfu¨llen eine u¨beraus nu¨tzliche Eigenschaft, die
wir zuna¨chst definieren.
Definition 1.7. Seien X ∈ TM(U), Y ∈ TN(V ) und ϕ : U → V holomorph.
X und Y heißen ϕ-related, falls das folgende Diagramm kommutiert:
TU
dϕ !! TV
U
X
##
ϕ !! V
Y
##
Fu¨r Vektorfelder, die ϕ-related sind, gilt folgender Satz.
Satz 1.5. Seien ϕ : U → V holomorph, X1, X2 ∈ TM(U) und Y1, Y2 ∈
TN(V ). Falls Xi ϕ-related zu Yi, fu¨r i = 1, 2, ist, so sind die Lie-Klammern
[X1, X2] und [Y1, Y2] ϕ-related.
Beweis: Ein Beweis findet sich in [War71, chapter 1,
”
Vector Fields“, Pro-
position 1.55].
Lemma 1.5. Die Vektorfelder aus Punkt 3 sind pi1- und pi2-related in dem
Sinne, dass folgendes Diagramm kommutiert:
TM T (M ×N)dpi1$$ dpi2 !! TN
pi1(U)
X
##
U
pi1$$
X˜+Y˜
##
pi2 !! pi2(U)
Y
##
Beweis: Aus Symmetrie-Gru¨nden ko¨nnen wir uns auf das linke Rechteck
beschra¨nken.
Sei (m,n) ∈ U beliebig. Der Tangentialvektor v := (X˜ + Y˜ )(m,n) ist per
Definition gegeben durch ϕ−1(Xm, 0) + ϕ−1(0, Yn).
Aus der Definition von ϕ folgt damit sofort, dass dpi1((X˜ + Y˜ )(m,n)) = Xm
ist.
Wir ko¨nnen nun das Tangentialbu¨ndel (aufgefasst als Garbe der Schnitte)
beschreiben.
Satz 1.6. Seien M,N komplexe Mannigfaltigkeiten.
Es gilt folgende Isomorphie zwischen Garben:
pi∗1TM ⊕ pi∗2TN ∼= T (M ×N)
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Sind ferner F ⊂ TM und G ⊂ TN integrabel, so ist pi∗1F ⊕ pi∗2G ⊂ T (M ×N)
integrabel.
Beweis: Zuna¨chst definieren wir Morphismen:
α : pi∗1TM → T (M ×N)
β : pi∗2TN → T (M ×N)
Dazu gehen wir wie folgt vor:
Sei U ⊂M ×N offen.
Wir definieren zuna¨chst einenOM(pi1(U))-bilinearen Modulmorphismus:
ϕ(U) : 〈TM(pi1(U))×OM×N(U)〉 → T (M ×N)(U)
(X, f) %→ fX˜
Die universelle Eigenschaft des Tensorprodukts liefert dann einen Pra¨garben-
Morphismus:
α−(U) : TM(U)⊗OM (pi1(U)) OM×N(U)→ T (M ×N)(U)
Durch Vergarben und mit der universellen Eigenschaft der Vergarbung er-
halten wir den gesuchten Morphismus α.
Analog konstruiert man β : pi∗2TN → T (M ×N).
Den gesuchten Isomorphismus Φ : pi∗1TM ⊕ pi∗2TN → T (M ×N) erha¨lt man,
indem man Φ(U)(s, t) := α(U)(s)+β(U)(t) , fu¨r (s, t) ∈ pi∗1TM ⊕ pi∗2TN(U),
setzt.
Wir zeigen auf den Halmen, dass Φ ein Isomorphismus ist.
Sei (m,n) ∈ M ×N beliebig. Wir ko¨nnen wieder Koordinaten {z1, . . . zc+d}
derart wa¨hlen, dass {z1, . . . , zc} Koordinaten von M und die u¨brigen
{zc+1, . . . , zc+d} von N sind.
Die A¨quivalenzklasse eines Vektorfeldes aus T (M × N)(m,n) hat dann einen
Vertreter der Gestalt
∑c+d
k=1 fk
∂
∂zk
, mit f¯k ∈ O(M×N),(m,n). Es ist evident, dass
ein solches Vektorfeld ein Urbild hat, womit die Surjektivita¨t folgt.
Fu¨r die Injektivita¨t betrachten wir ein Element (s¯, t¯) ∈ pi∗1TM ⊕ pi∗2TN(m,n)
des Kerns.
Dann existiert eine offene Menge W ⊂ M × N und Funktionen
f1, . . . , fc+d ∈ OM×N(W ), so dass Lifts s von s¯ und t von t¯ in Koordina-
ten folgende Gestalt haben:
s =
c∑
k=0
∂
∂zk
⊗ fk
t =
c+d∑
k=c+1
∂
∂zk
⊗ fk
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Damit ist das Bild von (s¯, t¯) durch die A¨quivalenzklasse von
∑c+d
k=1 fk
∂
∂zk
gegeben. Damit diese Null ist, mu¨ssen aufgrund der linearen Unabha¨ngigkeit
der ∂∂zk schon alle fk auf einer offenen Menge verschwinden. Damit folgt aber,
dass s¯ = 0 und t¯ = 0 sind, also ist Φ injektiv.
Den zweiten Teil des Satzes beweisen wir zuna¨chst fu¨r Vektorfelder der Form
X˜ + Y˜ , wie sie in Lemma 1.4 definiert wurden.
Betrachten wir zwei Vektorfelder X˜1+Y˜1, X˜2+Y˜2 ∈ T (M×N)(U), so folgt mit
Lemma 1.5 und Satz 1.5, dass die entsprechenden Lie-Klammern pi1-related
sind. Wir erhalten also ein kommutatives Diagramm:
TM T (M ×N)dpi1$$ dpi2 !! TN
pi1(U)
[X1,X2]
##
U
pi1$$
[X˜1+Y˜1,X˜2+Y˜2]
##
pi2 !! pi2(U)
[Y1,Y2]
##
Betrachten wir einen Punkt (m,n) ∈M ×N , so folgt aus der Tatsache, dass
(dpi1, dpi2) : (M × N)(m,n) → Mm ⊕ Nn ein Isomorphismus ist, und dass das
Diagramm kommutiert:
[X˜1 + Y˜1, X˜1 + Y˜1](m,n) = ([X1, X2]
∼ + [Y1, Y2]∼)(m,n)
Damit folgt:
[X˜1 + Y˜1, X˜1 + Y˜1] = [X1, X2]
∼ + [Y1, Y2]∼ ∈ pi∗1F ⊕ pi∗2G(U)
Schauen wir uns als na¨chstes Vektorfelder der Form fiX˜i + giY˜i, mit fi, gi ∈
OM×N(U) beliebig, an. Mit den Rechenregeln fu¨r die Lie-Klammer folgt:
[f1X˜1, f2X˜2] = f1f2[X˜1, X˜2] + f1(X˜1f2)X˜2 − f2(X˜2f1)X˜1
Der erste Summand liegt wegen obiger U¨berlegung in pi∗1F ⊕ pi∗2G.
Analog folgt, dass [g1Y˜1, g2Y˜2] ∈ pi∗1F ⊕ pi∗2G ist.
Aus der Linearita¨t der Lie-Klammer folgt die allgemeine Aussage.
Satz 1.7. Seien F ⊂ TM eine beliebige Untergarbe und n0 ∈ N beliebig.
Betrachte die Einbettung:
ιn0 : M → M ×N
m %→ (m,n0)
Sei X ∈ pi∗1F ⊕ pi∗2TN(U) beliebig, mit U ⊂ M × N offen. Dann liegt das
Vektorfeld X ′ := dpi1 ◦X ◦ ιn0 in F .
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Beweis: Wir zeigen, dass die Abbildung X %→ dpi1 ◦ X ◦ ιn0 einen Garben-
morphismus ϕ : pi∗1F⊕pi∗2TN → ιn0,∗F in den Push-Forward von F definiert.
ϕ ist offensichtlich ein Morphismus nach ιn0,∗TM . Um zu zeigen, dass das
Bild in ιn0,∗F liegt, betrachten wir zuna¨chst die Pra¨garbe (pi∗1F ⊕ pi∗2TN)−,
welche fu¨r U ⊂M ×N offen durch
(pi∗1F ⊕ pi∗2TN)−(U) = F(pi1(U))⊗OM (pi1(U)) OM×N(U)
definiert ist.
Man rechnet sofort nach, dass die Aussage fu¨r Vektorfelder der Form X =
fX˜+gY˜ , mit f, g ∈ OM×N(U) und X ∈ F(pi1(U)), Y ∈ TN(pi2(U)), stimmt.
Mit linearer Erweiterung folgt, dass das Bild der Pra¨garbe im Push-forward
ιn0,∗F liegt.
Mit der universellen Eigenschaft der Vergarbung finden wir einen Morphis-
mus Φ, der den Pra¨garbenmorphismus fortsetzt, wir erhalten also ein kom-
mutatives Diagramm:
pi∗1F ⊕ pi∗2TN Φ !! ιn0,∗F
(pi∗1F ⊕ pi∗2TN)−
## %%!!!!!!!!!!!!
Da dieser Morphismus eindeutig ist, muss er schon mit ϕ u¨bereinstimmen,
womit die Behauptung folgt.
1.4 Untermannigfaltigkeiten
Wir haben schon festgestellt, dass das Produkt zweier Vektorfelder keine De-
rivation ist, die Produktregel also nicht erfu¨llt ist. Fu¨r Potenzen der Form
Xn gilt jedoch eine etwas verallgemeinerte Produktregel, die ein wenig an
den binomischen Lehrsatz erinnert.
Lemma 1.6. Sei U ⊂ N offen, X ∈ TN(U) ein Vektorfeld und n ∈ N
beliebig.
Dann gilt:
∀f,g∈ON (U) : Xn(fg) =
n∑
k=0
(n
k
)
(Xkf)(Xn−kg)
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Beweis: Fu¨r n = 1 ist das die u¨bliche Produktregel.
Per Induktion ergibt sich nun:
Xn+1(fg) = X(Xn(fg))
= X(
n∑
k=0
(n
k
)
(Xkf)(Xn−kg))
=
n∑
k=0
(n
k
)
X((Xkf)(Xn−kg))
=
n∑
k=0
(n
k
)
((Xn−kg)X(Xkf) + (Xkf)X(Xn−kg))
=
n∑
k=0
(n
k
)
((Xn−kg)Xk+1f + (Xkf)Xn−k+1g)
=
n+1∑
k=1
(
n
k − 1
)
(Xn+1−kg)Xkf +
n∑
k=0
(n
k
)
(Xkf)Xn+1−kg
= Xn+1g +
n∑
k=1
((
n
k − 1
)
+
(n
k
))
(Xkf)(Xn+1−kg) + Xn+1f
=
n+1∑
k=0
(
n + 1
k
)
(Xkf)(Xn+1−kg)
Lemma 1.7. Es sei ι : M → N eine Einbettung, mit dimM = c < dimN = d
und X ein Vektorfeld auf U ⊂ N , das M im Punkt p0 transversal schneidet.
Wir finden nach Satz 1.2 aus Abschnitt 1.1 eine offene Teilmenge p0 ∈ V ⊂ U
mit einer Funktion t ∈ ON(V ), so dass Xt = 1 und t|ι(M) = 0 ist .
Sei Y ∈ TN(V ) ein weiteres Vektorfeld und n ∈ N, n ≥ 1 beliebig.
Dann gilt:
∀m≤n∀p∈V ∩ι(M) : (X + tnY )mp = Xmp
Beweis: Seien p ∈ V , f¯ ∈ ON,p mit Lift f und n ≥ 1 beliebig. Es ist zu
zeigen, dass fu¨r alle m ≤ n gilt:
(X + tnY )mp (f¯) = X
m
p (f¯)
Das zeigen wir per Induktion u¨ber m.
Fu¨r m = 1 ist (X + tnY )mp (f) = Xp(f) + t
n(p)Yp(f) = Xp(f).
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Fu¨r den Induktionsschritt benutzen wir Lemmata 1.6 und 1.1.
Sei die Aussage fu¨r m < n bewiesen, dann folgt fu¨r m + 1:
(X + tnY )m+1p (f) = (X + t
nY )mp ((X + t
nY )f)
= Xmp ((X + t
nY )f)
= Xm+1p (f) + X
m
p (t
n(Y f))
= Xm+1p (f) +
m∑
k=0
(m
k
)
Xkp (t
n)Xn−kp (Y f)
= Xm+1p (f) +
m∑
k=0
(m
k
) n!
(n− k)!t
n−k(p)Xn−kp (Y f)
= Xm+1p (f) + 0
Damit folgt:
Lemma 1.8. Es gelten die gleichen Voraussetzungen wie in Lemma 1.7.
Dann existiert zu jedem p ∈ ι(M)∩U und n ∈ N eine Umgebung p ∈ V ⊂ U
mit einem Vektorfeld X ′ ∈ TN(V ), fu¨r das gilt:
∀k<n : X ′k|ι(M)∩V = Xk|ι(M)∩V
X ′n|ι(M)∩V = (Xn − Y )|ι(M)∩V
Ist F ⊂ TN integrabel und X, Y ∈ F(U), so ist X ′ ∈ F(V )
Beweis: Seien p ∈ ι(M)∩U und n ∈ N beliebig. Wir finden eine Umgebung
V ⊂ N von p und eine Funktion t ∈ ON(V ), die auf M verschwindet und fu¨r
die Xt ≡ 1 gilt.
Setze
X ′ := X − t
n−1
(n− 1)!(Y )
Mit Lemma 1.7 folgt fu¨r k < n und x ∈ ι(M) ∩ V :
X ′kx = (X −
tn−1
(n− 1)!(Y ))
k
x
= Xkx
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Sei f¯ ∈ ON,x mit Lift f beliebig. Dann ist
X ′nx (f) = (X −
tn−1
(n− 1)!Y )
n
x(f)
= (X − t
n−1
(n− 1)!Y )
n−1(X − t
n−1
(n− 1)!Y )x(f)
= Xn−1(X − t
n−1
(n− 1)!Y )x(f)
= Xnx (f)−Xn−1x
(
tn−1
(n− 1)!(Y f)
)
= Xnx (f)−
1
(n− 1)!
n−1∑
k=0
(
n− 1
k
)
(Xkx(t
n−1))(Xn−1−kx (Y f))
= Xnx (f)− Yx(f)
Also erfu¨llt X ′ das Gewu¨nschte.
Sind X, Y ∈ F(U), so folgt direkt aus der Konstruktion, dass X ′ ∈ F(V )
ist.
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Kapitel 2
Vektorfelder und Jets
2.1 Jet-Bu¨ndel
Alles, was wir u¨ber Jet-Bu¨ndel wissen mu¨ssen, steht in [Kou07, Kapitel 1
und 2]. Wir vergegenwa¨rtigen uns einige Fakten. Sei N eine d-dimensionale
komplexe Mannigfaltigkeit.
Fakten 2.1. 1. Ein n-Jet im Punkt p ∈ N ist eine A¨quivalenzklasse [γ]n
eines glatten Weges γ : ∆→ N mit γ(0) = p.
Dabei sind zwei Wege a¨quivalent, falls sie (bezu¨glich einer Karte) bis
zur n-ten Ableitung u¨bereinstimmen.
Die Menge aller A¨quivalenzklassen im Punkt p bezeichnen wir mit (JnN)p.
Bei einer gegebenen Karte Φ ko¨nnen wir (JnN)p mit einer Vektorraum-
Struktur versehen.
Betrachte dazu folgende Bijektion:
(dnΦ)p : (JnN)p → Cnd
[γ]n %→
(
d(Φ ◦ γ)
dz
(0), . . . ,
dn(Φ ◦ γ)
dzn
(0)
)
2. JnN :=
∐
p∈N(JnN)p ist eine komplexe Mannigfaltigkeit der Dimension
(n + 1)d.
Mit der natu¨rlichen Projektion pin,n−1 : JnN → Jn−1N wird JnN zu
einem affinen Bu¨ndel u¨ber Jn−1N , welches trivial ist auf Mengen der
Form U × C(n−1)d, wo U ⊂ N ein Kartengebiet mit Karte Φ ist. Die
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holomorphe Struktur ist durch Isomorphismen folgender Art gegeben:
dnΦ : JnU → U × Cnd
[γ]n %→
(
γ(0), (dnΦ)γ(0)[γ]
)
3. Zu einem gegebenen 1-Jet [γ]1 ∈ (J1N)p definieren wir einen Tangential-
vektor:
vγ : ON,p → C
f¯ %→ d(f ◦ γ)
dz
(0)
Die Abbildung [γ] %→ vγ definiert einen Vektorbu¨ndel-Isomorphismus
zwischen J1N und TN (siehe zum Beispiel [Ja¨n91, Kapitel 2.3]).
4. Wir erhalten auf kanonische Weise ein zu pin,n−1 : JnN → Jn−1N asso-
ziiertes Vektorbu¨ndel, das sogenannte Translationsbu¨ndel:
pitln,n−1 : J
tl
n N → Jn−1N
Dieses ist auf den gleichen Mengen trivial, wie JnN → Jn−1N , und die
U¨bergangsfunktionen sind durch den linearen Anteil der U¨bergangsfunktionen
des affinen Bu¨ndels JnN → Jn−1N gegeben.
5. Sind [γ]n, [µ]n ∈ pi−1n,n−1([λ]n−1) zwei n-Jets, die u¨ber Jn−1N in der glei-
chen Faser liegen, so ist die koordinatenunabha¨ngige Jet-Differenz ein
Element des Translationsbu¨ndels, also [γ]n − [µ]n ∈ J tln N .
6. Sei M eine weitere komplexe Mannigfaltigkeit der Dimension c und
f : M → N ein Morphismus.
Dann induziert Jn einen Morphismus zwischen den n-Jet Bu¨ndeln:
Jnf : JnM → JnN
[γ] %→ [f ◦ γ]
Jnf ist mit den Projektionen vertra¨glich in dem Sinne, dass das folgende
Diagramm kommutiert:
JnM
Jnf !!
piMn,n−1
""
JnN
piNn,n−1
""
Jn−1M Jn−1f
!! Jn−1N
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J1f liefert bereits Bekanntes, wie das folgende kommutative Diagramm
zeigt.
J1M
∼ !!
J1f
""
TM
df
""
J1N ∼ !! TN
Bemerkung 2.1. 1. Fu¨r m < n − 1 erhalten wir ein Faserbu¨ndel
pin,m : JnN → JmN .
Beachte, dass dieses Bu¨ndel im Allgemeinen kein affines Bu¨ndel ist.
2. Es ist a¨quivalent, einen n-Jet als A¨quivalenzklasse von Wegen
γ
′
: ∆
′ → N , wo 0 ∈ ∆′ ⊂ C eine beliebige offene Menge ist, zu
definieren.
Vermo¨ge der in Punkt 1 angegebenen Bijektion sieht man, dass man zu
einem solchen Weg γ
′
einen a¨quivalenten Weg γ : ∆→ N findet.
Da wir in diesem Kapitel Differentialgleichungen lo¨sen werden, und das
im Allgemeinen nur lokal mo¨glich ist, ist es sinnvoll, mit dieser etwas
abgeschwa¨chten Definition zu arbeiten.
Fu¨r uns ist von Interesse, wie Differenzen in folgender Situation aussehen:
Zu einem gegebenen Morphismus zwischen zwei Mannigfaltigkeiten haben wir
einen Schnitt im Pullback-Bu¨ndel, also folgendes kommutative Diagramm:
f ∗Jn−1N !! Jn−1N
""
M
s
##
f
!! N
Diesen Schnitt s liften wir auf zwei unterschiedliche Weisen, wir erhalten also
kommutative Diagramme mit i ∈ {1, 2}:
f ∗JnN
""
!! JnN
""
M
si
&&""""""""""
s
!! f ∗Jn−1N !! Jn−1N
Zu einem gegebenen m ∈ M erhalten wir damit n-Jets [γ]n, [µ]n ∈ JnN , die
u¨ber Jn−1N in der gleichen Faser liegen.
Wir ko¨nnen also die Differenz ausrechnen und erhalten so eine Abbildung
s2 − s1 : M → J tln N .
Nach [Kou07, Kapitel 2, Note 2.3.2.] ist J tln N ∼= (pin−1,0)∗(J1N).
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Insgesamt erhalten wir so eine Abbildung M → J1N . Wir sehen, dass man
Jet-Differenzen als Elemente des 1-Jet-Bu¨ndels, also des Tangentialbu¨ndels,
auffassen kann.
Mit der universellen Eigenschaft des Faser-Produkts erhalten wir einen pas-
senden Schnitt:
M
''
µ
((#
##
##
f ∗(J1N) !!
""
J1N
""
M
f !! N
Wir fassen die Differenz als Schnitt µ in f ∗(J1N) auf.
Dass wir auf diese Weise eine affine Struktur erhalten, besagt der folgende
Satz.
Satz 2.1. Sei f : M → N ein Morphismus und s : M → f ∗Jn−1N ein
Schnitt im Pullback-Bu¨ndel. Seien s1, s2, s3 : M → f ∗JnN drei verschiedene
Liftungen und µ1,2, µ1,3, µ2,3 : M → f ∗J1N die dazugeho¨rigen Differenzen.
Dann gilt fu¨r alle m ∈M :
µ1,2(m) = 0⇔ s1(m) = s2(m)
µ1,2(m) + µ2,3(m) = µ1,3(m)
Beweis: Offensichtlich erfu¨llt die Abbildung nach J tln N die beiden Eigen-
schaften. Da die obigen Isomorphismen insbesondere Vektorraum-Isomorphismen
auf den Fasern definieren, folgt sofort die Behauptung.
Notation 2.1. Falls s1und s2 zwei Liftungen wie in Satz 2.1 sind, schreiben
wir auch s2−s1 fu¨r µ. Wir gehen also stillschweigend davon aus, dass s2−s1
nach f ∗J1N abbildet.
Zuletzt untersuchen wir, was mit Differenzen unter Morphismen passiert.
Satz 2.2. Sei f : M → N ein Morphismus und [γ] ∈ Jn−1M ein (n−1)-Jet.
Es sei JnM([γ]) := (piMn,n−1)
−1([γ]) ⊂ JnM die Faser u¨ber [γ] und ent-
sprechend JnN([f ◦ γ]) := (piNn,n−1)−1(Jn−1f([γ]n−1)) ⊂ JnN die Faser u¨ber
Jnf([γ]).
Wir betrachten die Differenzen
µM : JnM([γ])→ J1M
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und
µN : JnN([f ◦ γ])→ J1N
Dann ist Jnf affin, wir haben also ein kommutatives Diagramm:
JnM([γ])× JnM([γ]) Jnf×Jnf !!
µM
""
JnN([f ◦ γ])× JnN([f ◦ γ])
µN
""
J1M J1f
!! J1N
Beweis: Wir zeigen die Aussage in Koordinaten.
Seien [γ1], [γ2] ∈ JnM([γ]) zwei n-Jets. Wir betrachten auf M eine Karte
(U,Φ) und ko¨nnen ohne Einschra¨nkung annehmen, dass Φ(γ(0)) = 0 ist.
Wir setzen gj := Φ ◦ γj fu¨r j ∈ {1, 2}. Damit ist
µM([γ1], [γ2]) = [t %→ Φ−1(g(n)1 (0)− g(n)2 (0))t)]
Es folgt, dass
J1f ◦ µ([γ1], [γ2]) = [t %→ f ◦ Φ−1(g(n)1 (0)− g(n)2 (0))t)]
ist. Wir wa¨hlen auf N eine Karte (V,Ψ) mit Koordinaten {z1, . . . , zd}. Wir
zeigen die Aussage komponentenweise, sei also i ∈ {1, . . . , d} beliebig.
Wir bestimmen die i-te Komponente von (dΨ)f◦γ(0)(J1f ◦µ([γ1], [γ2])). Seien
{ζ1, . . . , ζc} die Koordinaten des Cc und gj,k, fu¨r k ∈ {1, . . . , c}, die Kompo-
nenten von gj. Mit der Produkt– und Kettenregel erhalten wir:
(
(dΨ)f◦γ(0)(J1f ◦ µ([γ1], [γ2]))
)
i
=
d
(
zi ◦ f ◦ Φ−1
((
g(n)1 (0)− g(n)2 (0)
)
t
))
dt
∣∣∣∣
t=0
=
c∑
k=1
∂(zi ◦ f ◦ Φ−1)
∂ζk
∣∣∣∣
0
·
(
dng1,k
dtn
− d
ng2,k
dtn
) ∣∣∣∣
t=0
Wir bestimmen jetzt die i-te Komponente von (dΨ)f◦γ(0)
(
µN(Jnf [γ1], Jnf [γ2])
)
.
Dazu bestimmen wir die n-te Ableitung von zi ◦ f ◦ γ1 − zi ◦ f ◦ γ2 in t = 0.
Mit h = zi ◦ f ◦ Φ−1 erhalten wir:
dn(zi ◦ f ◦ γ1 − zi ◦ f ◦ γ2)
dtn
∣∣∣∣
t=0
=
dn(zi ◦ f ◦ Φ−1 ◦ Φ ◦ γ1 − zi ◦ f ◦ Φ−1 ◦ Φ ◦ γ2)
dtn
∣∣∣∣
t=0
=
dn(h ◦ g1 − h ◦ g2)
dtn
∣∣∣∣
t=0
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Die erste Ableitung von h ◦ g1 ist durch
(h ◦ g1)′(t) =
c∑
k=1
∂h
∂ζk
∣∣∣∣
g1(t)
· dg1,k
dt
(t)
gegeben.
Da fu¨r alle m < n die Ableitungen g(m)1 (0) und g
(m)
2 (0) u¨bereinstimmen,
ko¨nnen wir per Induktion mit Hilfe der Produkt– und Kettenregel folgern,
dass
(h ◦ g1)(n)(t)− (h ◦ g2)(n)(0) =
c∑
k=1
∂h
∂ζk
∣∣∣∣
g1(0)
·
(
dng1,k
dtn
− d
ng2,k
dtn
) ∣∣∣∣
t=0
ist (fu¨r eine genauere Behandlung der ho¨heren Ableitungen sei auf [Kou07,
Kapitel 2, Proposition 2.1.3.] verwiesen).
Damit folgt, wenn wir h wieder durch zi ◦ f ◦ Φ−1 ersetzen, die Behaup-
tung.
2.2 Vektorfelder und Jets
Reden wir u¨ber Vektorfelder, denken wir an Schnitte im Tangentialbu¨ndel,
wobei ein Tangentialvektor im Punkt p ∈ N eine Derivation ist.
Ordnen wir einem 1-Jet [γ]1 ∈ (J1N)p den Tangentialvektor vγ zu, der eine
Funktion f ∈ ON,p Richtung γ ableitet, erhalten wir einen Isomorphismus.
Das Tangentialbu¨ndel ist also kanonisch-isomorph zum 1-Jet-Bu¨ndel. In die-
sem Abschnitt widmen wir uns der Frage, ob a¨hnliche Aussagen fu¨r Potenzen
von Vektorfeldern und n-Jets gelten.
Als Hilfsmittel mu¨ssen wir Wege nehmen, die zu einem gegebenen Vektorfeld
passen.
Dazu machen wir einen kurzen Ausflug in die Theorie gewo¨hnlicher Differen-
tialgleichungen.
Satz 2.3. Sei X ∈ TN(U) ein Vektorfeld auf einer offenen Menge U , sei
p ∈ U beliebig.
Dann existiert eine offene Menge 0 ∈ ∆′ ⊂ C und ein eindeutiger Weg
γ : ∆′ → U , so dass folgende Bedingungen erfu¨llt sind:
γ(0) = p (2.1)
∀t∈∆˜ : γ˙(t) = Xγ(t) (2.2)
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Dieser Satz befindet sich sich in [War71, chapter 1,
”
Vector Fields “, Theorem
1.48], wir werden ihn trotzdem hier beweisen, da der Beweis eine Differential-
gleichung liefert, die wir spa¨ter noch konkret lo¨sen werden. Voraussetzung ist
der folgende Satz, welcher in [Wal72, Kapitel III, §10,
”
Existenzsatz im Kom-
plexen “] bewiesen wird.
Satz 2.4. Sei D ⊂ C × Cn ein Gebiet und f : D → Cn holomorph. Seien
ferner (z0, w0) ∈ D beliebig.
Dann existiert ein α > 0, so dass auf der offenen Kreisscheibe {|z−z0| < α}
das Anfangswertproblem
w′ = f(z, w), w(z0) = w0
genau eine Lo¨sung besitzt.
Damit ko¨nnen wir jetzt Satz 2.3 beweisen.
Beweis: Wir wa¨hlen eine Karte (U,Φ) mit Koordinaten z1, . . . , zd und p ∈ U .
Auf U hat X folgende Gestalt:
X|U =
d∑
k=1
fk
∂
∂zk
Bezeichnen wir die Koordinate von C mit ζ, so la¨sst sich die linke Seite von
Gleichung 2.2 fu¨r t ∈ C mit Hilfe der Kettenregel wie folgt umformen:
γ˙(t) = dγ
(
d
dζ
∣∣∣∣
t
)
=
d∑
k=1
d(zk ◦ γ)
dζ
∣∣∣∣
t
∂
∂zk
∣∣∣∣
γ(t)
Die rechte Seite von Gleichung (2.2) wird fu¨r t ∈ C zu:
Xγ(t) =
d∑
k=1
fk ◦ γ(t) ∂
∂zk
∣∣∣∣
γ(t)
=
d∑
k=1
fk ◦ Φ−1 (z1 ◦ γ(t), . . . , zd ◦ γ(t)) ∂
∂zk
∣∣∣∣
γ(t)
Setzen wir zuletzt γk := zk ◦ γ, erhalten wir folgendes Anfangswertpro-
blem:
dγk
dζ
∣∣∣∣
t
= fk ◦ Φ−1 (γ1(t), . . . , γd(t)) , γk(0) = zk(p) (k = 1, . . . , d) (2.3)
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Beachte, dass die Abbildung f := (f1 ◦ Φ−1, . . . , fd ◦ Φ−1) : Cd+1 → Cd
holomorph ist, und damit die Voraussetzungen fu¨r Satz 2.4 erfu¨llt sind. Das
Anfangswertproblem besitzt damit auf einem geeigneten Gebiet ∆′ ⊂ C eine
eindeutige Lo¨sung (γ1, . . . , γd).
γ := Φ−1 ◦ (γ1, . . . , γd) leistet damit das Gewu¨nschte.
Definition 2.1. Ein Weg γ, der die Bedingungen aus Satz 2.3 erfu¨llt, heißt
ein zu X integraler Weg.
Wir sagen auch, dass γ das von X induzierte Anfangswertproblem im Punkt
p lo¨st.
Es folgen zwei Lemmata, die uns helfen einen Zusammenhang zwischen Vek-
torfeldern und n-Jets herzustellen.
Lemma 2.1. Sei U ⊂ N offen und X ∈ TN(U) beliebig.
Seien weiter γ : ∆′ → U ein zu X integraler Weg und f ∈ ON(U) beliebig.
Dann gilt mit g := f ◦ γ fu¨r alle n ∈ N:
g(n)(t) = Xnf ◦ γ(t)
Beweis: Es genu¨gt, die Gleichung lokal zu zeigen.
Seien f ∈ ON(U) und t0 ∈ ∆′ beliebig.
Wir erreichen nach einer Verschiebung t %→ t− t0, dass t0 = 0 ist.
Nehmen wir zuna¨chst an, dass Xγ(0) = 0 ist.
In diesem Fall ist der konstante Weg γ ≡ γ(0) eine Lo¨sung des Anfangs-
wertproblems. Da die Lo¨sung eindeutig ist, ist der konstante Weg sogar die
einzige Lo¨sung. Damit folgt:
∀t∈∆′∀n∈N : g(n)(t) = 0
Andererseits gilt auch:
∀t∈∆′∀n∈N : Xnf ◦ γ(t) = Xnγ(0)(f)
= 0
Damit folgt die Behauptung fu¨r den Fall, dass Xγ(0) = 0 ist.
Wir gehen jetzt davon aus, dass Xγ(0) '= 0 ist.
Nach Satz 1.1 aus Kapitel 1 existiert eine Karte (V,Φ) mit Koordinaten
{z1, . . . , zd} und γ(0) ∈ V , so dass X|V = ∂∂z1 und Φ(γ(0)) = 0 ist.
In diesen Koordinaten lo¨sen wir das Anfangswertproblem. Anhand des Be-
weises von Satz 2.3 sehen wir, dass Gleichung (2.3) zu lo¨sen ist, welche sich
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in unserem Fall fu¨r t ∈ V auf folgende Gestalt reduziert:
dγ1
dζ
∣∣∣∣
t
= 1
dγk
dζ
∣∣∣∣
t
= 0, (k = 2, . . . d)
Damit ist offensichtlich Φ ◦ γ : t %→ (t, 0, . . . , 0) die gesuchte Lo¨sung.
Seien (ζ1, . . . , ζd) die Koordinaten des Cd. Dann gilt per Definition auf V :
Xf ◦ Φ−1 = ∂(f ◦ Φ
−1)
∂ζ1
Induktiv sieht man, dass fu¨r beliebiges n ∈ N mit n ≥ 1 gilt:
Xnf ◦ Φ−1 = X(Xn−1f) ◦ Φ−1
=
∂((Xn−1f) ◦ Φ−1)
∂ζ1
=
∂(∂
n−1f◦Φ−1
∂ζn−11
)
∂ζ1
=
∂n(f ◦ Φ−1)
∂ζn1
Mit g(t) = f ◦ γ(t) gilt mit der Kettenregel fu¨r beliebiges n ∈ N:
g(n)(t) =
dn
dtn
(f ◦ Φ−1 ◦ Φ ◦ γ)
=
dn
dtn
(f ◦ Φ−1(t, 0, . . . , 0))
=
∂n
∂ζ1
n (f ◦ Φ−1)|z1=t,z2=···=zd=0
= Xnf ◦ Φ−1|z1=t,z2=···=zd=0
= Xnf ◦ Φ−1 ◦ (Φ ◦ γ)(t)
= Xnf ◦ γ(t)
Das war zu zeigen.
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Um das na¨chste Lemma zu formulieren, fu¨hren wir vorher noch eine Notation
ein.
Notation 2.2. Sei (U,Φ) eine Karte von N mit Koordinaten {z1, . . . , zd}.
Wir definieren fu¨r einen beliebigen Garbenmorphismus Hom(ON ,ON)(U) .
X : ON |U → ON |U eine Abbildung:
XΦ : U → Cd
p %→ XΦ(p) = (Xp(zi))i∈{1,...,d}
Folgendes Lemma ist nicht sonderlich u¨berraschend.
Lemma 2.2. Fu¨r (.)Φ gilt:
1.
∀X∈Hom(ON ,ON )(U) : XΦist holomorph
2. Seien X, Y : ON |U → ON |U und f ∈ ON(V ), mit V ⊂ U offen, beliebig.
Dann gilt:
(X|V + fY |V )Φ = (X|V )Φ + (f · Y |V )Φ
Mit anderen Worten: (.)Φ definiert einen OM |U - Modul-Homomorphismus.
Beweis:
1. Wir mu¨ssen zeigen, dass jede Komponente von XΦ holomorph ist.
Das folgt jedoch direkt aus der Tatsache, dass X nach OM(U) abbildet.
2. Sei p ∈ V beliebig.
Dann ist fu¨r j ∈ {1, . . . , d} die j-te Komponente von(X + fY )Φ(p)
gegeben durch:
(X + fY )Φ(p)j = (X + fY )(zj)(p)
= X(zj)(p) + fY (zj)(p)
= (XΦ + f · Y Φ)(p)j
Bemerkung 2.2. Fu¨r den Fall, dass X ein Vektorfeld ist, liefert Lemma 2.2
schon Bekanntes.
Ist X ein Vektorfeld auf U , so besitzt X bezu¨glich einer Karte (V,Φ) mit Ko-
ordinaten {z1, . . . , zd} eine Darstellung der Form
∑d
k=1 fk
∂
∂zk
, mit
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fk ∈ ON(V ).
Damit ist die i-te Komponente von XΦ gegeben durch:
Xzi =
d∑
k=1
fk
∂zi
∂zk
= fi
Also liefert XΦ in diesem Fall genau die Funktionen, die vor den Differen-
tialoperatoren stehen.
Dass die eben eingefu¨hrte Notation sinnvoll ist, besagt das folgende Lemma.
Lemma 2.3. Es gelten die gleichen Voraussetzungen wie in Lemma 2.1. Es
sei (U,Φ) eine beliebige Karte, mit γ(0) = p ∈ U .
Dann gilt fu¨r jedes n ∈ N:
dn(Φ ◦ γ)
dtn
(0) = (Xn)Φp
Beweis: Da beide Seiten der Gleichung Elemente des Cd sind, genu¨gt es, die
einzelnen Komponenten zu vergleichen. Es muss demnach fu¨r jede Koordi-
nate ζi : Cd → C, i ∈ {1, . . . , d}, gelten, dass ζi ◦ dn(Φ◦γ)dtn (0) = ζi ◦ (Xn)Φp ist.
Nach Lemma 2.1 gilt:
ζi ◦ d
n(Φ ◦ γ)
dtn
(0) =
dn ((ζi ◦ Φ) ◦ γ)
dtn
(0)
= Xn(ζi ◦ Φ)(γ(0))
=
(
(Xn)Φp
)
i
= ζi ◦ (Xn)Φp
An dieser Stelle vermutet man schon, dass die n-te Potenz eines Vektorfelds
mit einem Schnitt im n-Jet-Bu¨ndel zusammenha¨ngt. Man ko¨nnte versucht
sein, einen solchen Schnitt durch p %→ (p,Xp, . . . Xnp ) zu definieren.
Dass dies prinzipiell so funktioniert, besagt der na¨chste Satz.
Satz 2.5. Es sei X : U → TN(U) ein Vektorfeld auf U ⊂ N offen. Wir
u¨berdecken U mit Karten (Vi,Φi)i∈I . Betrachte fu¨r alle i ∈ I und n ∈ N die
Isomorphismen dnΦi : JnN(Vi)→ Vi × Cnd aus Fakten 2.1.
Dann induziert X einen Schnitt U → JnN , auf Vi definiert durch:
sX,Φin : Vi → JnN(Vi)
x %→ (dnΦi)−1((x,XΦ(x), . . . , (Xn)Φ(x)))
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Dieser Schnitt ist unabha¨ngig von der Wahl der U¨berdeckung, wohldefiniert
und wird im Folgenden mit sXn bezeichnet.
Ist γ : ∆˜→ V ein Weg mit γ(0) = p, der das durch X gegebene Anfangswert-
Problem
∀t∈∆˜ : γ˙(t) = Xγ(t)
lo¨st, dann gilt fu¨r die von γ erzeugten Jets:
∀n∈N : (JnM)p . [γ]n = sXn (p)
Insbesondere kommutiert fu¨r alle n ∈ N folgendes Diagramm:
Jn+1M
pin+1,n
""
U
sXn+1
))$$$$$$$$$
sXn
!! JnM
Beweis: Als Komposition holomorpher Abbildungen ist sX,Φn offensichtlich
fu¨r alle n ∈ N holomorph.
Seien V ⊂ U offen und Φ,Ψ : V → Cd zwei Karten, n ∈ N, p ∈ V beliebig.
Wa¨hle eine Umgebung V˜ . p, auf der eine Lo¨sung γ des Anfangswertpro-
blems Xγ = γ˙ existiert. Sei [γ]n ∈ (JnN)p die A¨quivalenzklasse von γ im
n-Jet-Bu¨ndel.
Dann gilt nach Lemma 2.3:
dnΦ([γ]n) =
(
p,
d
dt
Φ ◦ γ(0), . . . , d
n
dtn
Φ ◦ γ(0)
)
=
(
p,XΦ(p), . . . , (Xn)Φ(p)
)
Da dnΦ einen Isomorphismus definiert, ist somit [γ]n = sX,Φn (p).
Die obige Rechnung mit Ψ statt Φ liefert außerdem [γ]n = sX,Ψn (p), womit
die Wohldefiniertheit und die Unabha¨ngigkeit von der Wahl der Karten folgt.
Insbesondere verkleben damit sX,Φin und s
X,Φj
n auf Vi,j := Vi ∩ Vj.
Die Kommutativita¨t des Diagrammes folgt sofort aus der Definition von
sXn .
Wir haben schon gesehen, dass das 1-Jet-Bu¨ndel zum Tangentialbu¨ndel iso-
morph ist.
Die eben erkla¨rte Art, aus einem Vektorfeld einen Schnitt im n-Jet-Bu¨ndel
zu gewinnen, ist mit diesem Isomorphismus vertra¨glich.
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Satz 2.6. Sei ϕ : J1N → TN der Isomorphismus, der jedem 1-Jet die ent-
sprechende Richtungsableitung zuordnet und sei X : U → TU ein Vektorfeld
auf einer offenen Menge U ⊂ N . Dann kommutiert folgendes Diagramm:
J1U
ϕ !! TU
U
sX1
##
U
X
##
Beweis: Sei p ∈ U beliebig und sei γ ein Weg, der das von X induzierte
Anfangswertproblem in p lo¨st.
Wegen Satz 2.5 gilt fu¨r den durch γ gegebenen 1-Jet:
[γ]1 = s
X
1 (p)
Betrachten wir einen Funktionenkeim f¯ ∈ ON,p, so ist mit Lemma 2.1:
(ϕ ◦ sX1 (p))(f¯) = ϕ([γ]1)(f¯)
=
d(f ◦ γ)
dt
(0)
= Xf ◦ γ(0)
= Xf(p)
= Xp(f¯)
Damit folgt die Behauptung.
Lemma 2.4. Seien (U,Φ) eine Karte von N , X und Y Vektorfelder auf U
und p ∈ U beliebig.
Sei n ∈ N derart, dass fu¨r alle k ≤ n gilt:
(Xk)Φ(p) = (Y k)Φ(p)
Dann ist Xnp = Y
n
p .
Beweis: Seien γ : ∆′ → U die Lo¨sung des von X induzierten Anfangswert-
problems in p und analog µ : ∆′ → U die Lo¨sung des von Y induzierten
Anfangswertproblems in p. Sei f¯ ∈ ON,p ein Funktionenkeim mit Lift f .
Dann folgt mit Lemma 2.1:
Xnp (f¯) = X
n(f)(p)
= Xn(f) ◦ γ(0)
= (f ◦ γ)(n)(0)
=
(
f ◦ Φ−1 ◦ (Φ ◦ γ))(n) (0)
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Mit der Kettenregel u¨berlegt man sich, dass Φ ◦ γ hier nur bis zur n-ten
Ableitung auftaucht, weshalb wir γ durch µ ersetzen ko¨nnen. Damit folgt,
dass Xnp (f¯) = Y
n
p (f¯) ist, was zu zeigen war.
Wir ko¨nnen nun geschickt Differenzen zweier n-Jets [γ]n, [µ]n ∈ JnN , die
u¨ber Jn−1N in der gleichen Faser pi−1n ([γ]n−1) liegen, ausrechnen. Dies sagt
folgender Satz.
Satz 2.7. Sei U ⊂ N offen und X, Y Vektorfelder auf U.
γ beziehungsweise µ seien Wege, die das von X beziehungsweise Y induzierte
Anfangswertproblem in einem Punkt p ∈ U lo¨sen. Ferner sei n0 ∈ N derart,
dass die Restklassen [γ]n0 , [µ]n0 ∈ Jn0N gleich sind.
Dann gilt fu¨r l = n0 + 1:
(Φ ◦ µ)(l)(0)− (Φ ◦ γ)(l)(0) = ([X, Y ](l))Φp
Insbesondere ist die koordinatenunabha¨ngige Jet-Differenz durch [X, Y ](l)p ge-
geben.
Beweis: Nach Lemma 2.3 gilt fu¨r alle n ∈ N:
(Φ ◦ γ)(n)(0)− (Φ ◦ µ)(n)(0) = (Xn)Φp − (Y n)Φp
Damit folgt mit Lemma 2.4 fu¨r alle n ≤ n0:
(Xn)p = (Y
n)p
Unter diesen Voraussetzungen gilt nach Satz 1.4 aus Kapitel 1, dass X lp−Y lp =
[X, Y ](l)p ist, womit die Behauptung folgt.
2.3 Jet-Bu¨ndel auf Produktmannigfaltigkei-
ten
In Kapitel 1 haben wir gesehen, wie das Tangentialbu¨ndel auf Produktman-
nigfaltigkeiten aussieht. Wir werden nun das gleiche Problem fu¨r Jet-Bu¨ndel
untersuchen. Dabei werden erneut die Projektionen
M ×N pi2 !!
pi1
""
N
M
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wesentliches Hilfsmittel sein.
Satz 2.8. Sei n ∈ N beliebig. Die Abbildung
(Jnpi1, Jnpi2) : Jn(M ×N) → JnM × JnN
[γ] %→ (Jnpi1([γ]), Jnpi2([γ]))
ist ein Faserbu¨ndel-Isomorphismus u¨ber M ×N .
Beweis: Die Komponenten der Abbildung sind holomorph, womit die Holo-
morphie folgt.
Wir konstruieren eine inverse Abbildung (Jnpi1, Jnpi2)−1.
Seien ([λ], [µ]) ∈ JnM × JnN mit Repra¨sentanten λ und µ beliebig.
Wir definieren
γ : ∆ → M ×N
t %→ (λ(t), µ(t))
und setzen (Jnpi1, Jnpi2)−1([λ], [µ]) := [γ].
Fu¨r die Wohldefiniertheit der Abbildung wa¨hlen wir eine Karte der Gestalt
(U × V,Φ×Ψ), wobei (U,Φ) und (V,Ψ) Karten von M und N sind.
Seien λ′ und µ′ weitere Repra¨sentanten von [λ] und [µ]. Diese induzieren
einen Weg γ′ : ∆→M ×N .
In Koordinaten sieht man, dass (Φ × Ψ) ◦ γ′ = (Φ ◦ λ′,Ψ ◦ µ′) ist, womit
[γ] = [γ′] folgt. Damit folgt die Wohldefiniertheit.
Die Abbildungen sind zueinander invers, da sie schon auf Repra¨sentantenniveau
zueinander invers sind.
Fu¨r die Holomorphie von (Jnpi1, Jnpi2)−1 betrachten wir erneut die Karte
(U × V,Φ×Ψ). Es genu¨gt, die Holomorphie der Abbildung
dn(Φ×Ψ)◦(Jnpi1, Jnpi2)−1◦((dnΦ)−1×(dnΨ)−1) : dnΦ(U)×dnΨ(V )→ C(n+1)(c+d)
zu zeigen.
Mit den Definitionen der einzelnen Abbildungen rechnet man sofort aus, dass
diese Abbildung die Identita¨t, also insbesondere holomorph ist.
Die Kommutativita¨t des Diagramms
Jn(M ×N) (Jnpi1,Jnpi2) !!
piM×Nn,0
""
JnM × JnN
piMn,0×piNn,0
""
M ×N M ×N
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ist evident, was (Jnpi1, Jnpi2) schließlich zum Faserbu¨ndel-Isomorphismus macht.
Der vorangegangene Satz und Satz 2.2 implizieren das folgende Korollar.
Korollar 2.1. Es sei [γ] ∈ Jn−1(M ×N) ein (n− 1)-Jet im Punkt (x, y) ∈
M ×N .
Seien [γ1], [γ2] ∈ Jn(M ×N)([γ]) = (piM×Nn,n−1)−1([γ]).
Dann ist [γ1]−[γ2] = (dpi1, dpi2)−1 (Jnpi1([γ1])− Jnpi1([γ2]), Jnpi2([γ1])− Jnpi2([γ2])).
Differenzbildung vertauscht also mit den Projektionen.
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Kapitel 3
Infinitesimale Deformationen
Eine Deformation eines Morphismus f : M → N zwischen zwei projektiven,
komplexen Mannigfaltigkeiten ist ein Weg
γ : ∆ → Mor(M,N)
t %→ ft
mit f0 = f . Pra¨ziser ausgedru¨ckt fassen wir M und N als projektive, redu-
zierte, noethersche Schemata u¨ber SpecC auf und betrachten das Schema
Mor(M,N) der Morphismen von M nach N . Variieren wir nun t ∈ ∆, so
erhalten wir, anschaulich gesagt, Morphismen ft, die ”
in der Na¨he von f“
liegen.
Zum Versta¨ndnis fixieren wir einen festen Punkt m ∈M . Variieren wir jetzt
t ∈ ∆, erhalten wir einen Weg
γm : ∆ → N
t %→ ft(m)
und ko¨nnen damit jedem Punkt m ∈ M einen Tangentialvektor γ˙m(0) ∈
Nf0(m) zuordnen, was einen Schnitt s : M → f ∗TN liefert.
Ein derartiger Schnitt heißt
”
infinitesimale Deformation 1. Ordnung“ und
ist – a¨hnlich wie die Ableitung einer Funktion – eine grobe Approximation
der Deformation.
Um die Deformation genauer approximieren zu ko¨nnen, betrachten wir n-Jets
anstelle von Tangentialvektoren, was schließlich einen Schnitt M → f ∗JnN ,
eine so genannte
”
infinitesimale Deformation n-ter Ordnung“ liefert.
Fu¨r eine mathematisch exakte Behandlung dieses Themas sei auf [Kou07,
chapter 3] verwiesen.
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In diesem Kapitel werden wir uns mit der Frage bescha¨ftigen, inwieweit zu
einem Morphismus f : M → N zwischen zwei Mannigfaltigkeiten und einer
gegebenen infinitesimalen Deformation n-ter Ordnung ein Lift, also eine in-
finitesimale Deformation (n + 1)-ter Ordnung, existiert.
Wir werden, nachdem die grundlegenden Begriffe gekla¨rt wurden, dieses
Liftungs-Problem in drei Schritten angehen.
Im ersten Schritt wird f eine Einbettung sein und die infinitesimale Defor-
mation die Mannigfaltigkeit M transversal schneiden.
Im zweiten Schritt verzichten wir auf die Bedingung, dass die infinitesima-
le Deformation die Mannigfaltigkeit transversal schneidet, und im dritten
Schritt darauf, dass f eine Einbettung ist.
Wir starten mit einigen Grundlagen.
3.1 Infinitesimale Deformationen
Definition 3.1. Sei f : M → N holomorph, n ∈ N. Eine
infinitesimale Deformation n-ter Ordnung ist ein Schnitt s : M → f ∗JnN
im Pullback-Bu¨ndel.
Bemerkung 3.1. Der Begriff
”
infinitesimale Deformation n-ter Ordnung“
ist streng genommen anders definiert. Es sei auf [Kou07, Chapter 3] ver-
wiesen. Dort wird gezeigt, dass im Fall, dass M und N projektive Mannig-
faltigkeiten — also aus algebraisch–geometrischer Sicht projektive, reduzier-
te, noethersche Schemata u¨ber SpecC — sind, die hier gegebene Definition
a¨quivalent zur
”
richtigen“ Definition ist.
Definition 3.2. Sei sn : M → f ∗JnN eine infinitesimale Deformation der
Ordnung n. Eine (globale) Liftung von sn ist eine infinitesimale Deformation
sn+1 : M → f ∗Jn+1N derart, dass folgendes Diagramm kommutiert.
f ∗Jn+1N
f∗pin
""
M
sn+1
&&"""""""""" sn !! f ∗JnN
Nun kann die Frage nach der Existenz globaler Liftungen im Allgemeinen
nicht positiv beantwortet werden. Lokal ist es jedoch stets mo¨glich, eine Lif-
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tung zu finden. Einen Beweis findet man in [Kou07, Kapitel 4].
Satz 3.1. Es sei sn : M → f ∗JnN eine infinitesimale Deformation der Ord-
nung n. Dann existiert fu¨r jedes p ∈ M eine offene Umgebung p ∈ U ⊂M ,
auf der sn geliftet werden kann.
Diesen Satz ko¨nnen wir etwas spa¨ter direkt aus einem anderen Satz folgern,
weshalb wir hier auf den Beweis verzichten.
3.2 Transversale Deformationen von Unter-
mannigfaltigkeiten
In diesem Abschnitt gehen wir davon aus, dass die Abbildung eine Einbet-
tung ι : M → N , also insbesondere M eine Untermannigfaltigkeit von N ist,
und dass die infinitesimale Deformation die Untermannigfaltigkeit transver-
sal schneidet.
In diesem Fall ist manches leichter zu zeigen. Zum Beispiel ko¨nnen wir das
Pullback-Bu¨ndel explizit angeben. Es ist ι∗JnN ∼= JnN |M . Der allgemeine
Fall wird dann spa¨ter daraus gefolgert.
Die Idee wird es sein, Vektorfelder auf einer offenen Teilmenge von N zu
suchen, deren Einschra¨nkung auf M die infinitesimale Deformation liefert.
Mit Hilfe von Kapitel 2 erhalten wir dann Liftungen.
Analog zu Kapitel 1 definieren wir den Begriff
”
transversal“.
Definition 3.3. Sei ι : M → N eine Einbettung und s : M → ι∗J1N
eine infinitesimale Deformation erster Ordnung. Betrachte die Projektion
pr : ι∗J1N → J1N ∼= TN .
s schneidet M im Punkt p ∈M transversal, falls der Tangentialvektor pr ◦s(p)
M transversal schneidet.
Ist s : M → ι∗JnN eine infinitesimale Deformation ho¨herer Ordnung, so
schneiden sich s und M im Punkt p ∈ M transversal, falls s1 := ι∗pin,1 ◦ s
M im Punkt p transversal schneidet. Gilt diese Eigenschaft fu¨r alle p ∈ M ,
schneidet s die Mannigfaltigkeit M transversal.
Satz 3.2. Sei n ∈ N beliebig. Seien ι : M → N eine Einbettung und s : M →
JnN |M eine infinitesimale Deformation n-ter Ordnung, die M transversal
schneidet.
Dann existiert zu jedem p0 ∈M eine offene Umgebung p0 ∈ U ⊂ N und ein
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Vektorfeld X ∈ TN(U), so dass gilt:
sXn |ι−1(U) = s|ι−1(U)
Beweis: Sei p0 ∈M beliebig.
Wir beweisen die Aussage per Induktion u¨ber n.
Offensichtlich ist der Garbenmorphismus TN → TN |M surjektiv. Damit
folgt, dass der Homomorphismus TNp0 → TN |M,p0 zwischen den Halmen
surjektiv ist, womit folgt:
∃X∈TNp0 : X|M = s¯p0
Nach Definition existiert damit eine offene Menge p0 ∈ U ⊂ N und ein Lift
X ∈ TN(U) auf einer offenen Menge U ⊂ N , so dass das folgende Diagramm
kommutiert.
J1U |M !! TU
ι−1(U)
s
##
ι !! U
X
##
Damit folgt die Behauptung fu¨r n = 1.
Nehmen wir fu¨r den Induktionsschritt an, die Behauptung sei fu¨r alle n < n0 ∈ N
gezeigt.
Sei s : M → Jn0N |M eine infinitesimale Deformation n0-ter Ordnung. Durch
Projizieren erhalten wir eine infinitesimale Deformation (n0−1)-ter Ordnung,
sn0−1 = ι
∗pin0,n0−1 ◦ s. Fu¨r diese finden wir nach Induktions-Voraussetzung
eine offene Menge p ∈ U ⊂ N und ein Vektorfeld X ∈ TN(U), fu¨r das
gilt:
sXn0−1|ι−1(U) = sn0−1|ι−1(U)
Damit liegen fu¨r alle p ∈ ι−1(U) die n0-Jets sXn0(p) und s(p) u¨ber Jn0−1N in
der gleichen Faser, na¨mlich in ι∗pi−1n0,n0−1(sn0−1(p)).
Wir ko¨nnen also punktweise die Jet-Differenzen ausrechen, welche uns einen
Schnitt µ : ι−1(U)→ J1N |M liefern.
Fu¨r diesen Schnitt finden wir – nachdem wir U gegebenenfalls verkleinert
haben – nach Induktions-Voraussetzung ein weiteres Vektorfeld Y ∈ TN(U)
mit Y |ι−1(U) = µ.
Da X und M sich transversal schneiden, finden wir mit Lemma 1.8 – nachdem
wir U nochmals verkleinert haben – ein Vektorfeld X ′ ∈ TN(U), das bis zur
(n0 − 1)-ten Potenz mit X u¨bereinstimmt und dessen n0-te Potenz durch
Xn0 − Y gegeben ist. Damit gilt:
∀k<n0 : X ′k|ι−1(U) = Xk|ι−1(U)
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Also liegen fu¨r alle p ∈ ι−1(U) die n0-Jets sX′n0 (p) und s(p) wieder in der
gleichen Faser ι∗pi−1n0,n0−1
(
sX
′
n0−1(p)
)
.
Die Transitivita¨t des affinen Raums nutzend wird die Differenz zu:
sX
′
n0 (p)− s(p) = sX
′
n0 (p)− sXn0(p) + sXn0(p)− s(p)
= Xn0p − Yp −Xn0p + Yp
= 0
Insgesamt folgt damit, dass sX
′
n0 |ι−1(U) = s|ι−1(U) ist.
Etwas umformuliert ergibt sich damit folgendes
Korollar 3.1. Es seien ι : M → N eine Einbettung und s : M → ι∗JnN
eine infinitesimale Deformation n-ter Ordnung, die M transversal schneidet.
Dann existiert eine offene U¨berdeckung ι(M) ⊂ ⋃i∈I Ui ⊂ N mit einer Fa-
milie von Vektorfeldern (Xi)i∈I , Xi ∈ TN(Ui), so dass fu¨r jedes i ∈ I gilt:
sXin = s|Ui
Die Voraussetzung, dass die infinitesimale Deformation M transversal schnei-
det, wurde im Beweis von Satz 3.2 nur im Induktionsschritt beno¨tigt. Fu¨r
den Fall, dass n = 1 ist, ko¨nnen wir den Satz also leicht verscha¨rfen.
Satz 3.3. Es sei ι : M → N eine Einbettung und s : M → ι∗J1N eine
infinitesimale Deformation erster Ordnung.
Dann existieren eine offene U¨berdeckung ι(M) ⊂ ⋃i∈I Ui ⊂ N und Vektor-
felder Xi ∈ TN(Ui), so dass Xi|−1ι (Ui) = s|ι−1(Ui) ist.
Bisher haben wir zugelassen, dass die infinitesimale Deformation ein belie-
biger Schnitt in f ∗JnN ist, jedoch interessieren uns in Anwendungen nur
bestimmte Deformationen, die zum Beispiel in eine bestimmte
”
Richtung“
zeigen oder, in dem Fall, dass wir eine Untermannigfaltigkeit deformieren,
einen bestimmten Punkt festhalten.
An dieser Stelle kommen wir zu dem Begriff der
”
integrablen Untergarbe“,
welchen wir in Kapitel 1 bereits definiert haben.
Die folgende Definition soll kla¨ren, was es bedeutet, dass eine infinitesimale
Deformation in einer integrablen Untergarbe des Tangentialbu¨ndels liegt.
Definition 3.4. Es gelte die Situation aus Satz 3.2. Sei F ⊂ TN integrabel.
s liegt in F oder s ist eine infinitesimale Deformation entlang F , falls zu je-
dem p ∈ M eine Umgebung ι(p) ∈ U ⊂ N und ein Vektorfeld X ∈ F(U)
existiert, so dass sXn |ι−1(U) = s|ι−1(U) ist.
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Diese Definition ist auf den ersten Blick nicht sonderlich zufrieden stellend,
da sie die Existenz gewisser Vektorfelder voraussetzt und nicht fu¨r belie-
bige infinitesimale Deformationen gilt. Ferner ist noch nicht klar, wie man
u¨berpru¨ft, dass eine gegebene infinitesimale Deformation in F liegt.
Falls n = 1 ist, ist diese Definition jedenfalls a¨quivalent dazu, dass s in ι∗F
liegt, wie man sofort verifiziert. Das heißt, wir ko¨nnen im Fall n = 1 diese
Definition fu¨r beliebige Morphismen f : M → N erweitern.
Offensichtlich ko¨nnen wir auf den offenen Mengen aus Satz 3.2 ganz einfach
Deformationen sn der Ordnung n zu Deformationen sn+1 der Ordnung n+1
liften. Dazu nehmen wir ein Vektorfeld X mit den Eigenschaften aus Satz 3.2
und setzen sn+1 = sXn+1. Dieses ist wegen Satz 2.5 eine Liftung. Die Frage, ob
man solche Deformationen auch global liften kann, la¨sst sich im Allgemeinen
allerdings nicht positiv beantworten.
Bevor wir eine hinreichende Bedingung formulieren, wann es mo¨glich ist, glo-
bal zu liften, formulieren wir noch ein Lemma, das uns im eigentlichen Satz
etwas Notation ersparen wird.
Lemma 3.1. Sei ι : M → N eine Einbettung, F ⊂ TN integrabel und
s : M → ι∗JnN eine infinitesimale Deformation n-ter Ordnung entlang F .
Sei µ ∈ ι∗F(M) eine infinitesimale Deformation ertser Ordnung.
Dann existiert eine infinitesimale Deformation s′ : M → ι∗JnN entlang F ,
fu¨r die gilt:
∀m∈M : ι∗pin,n−1 ◦ s(m) = ι∗pin,n−1 ◦ s′(m)
∀m∈M : s(m)− s′(m) = µ(m)
Beweis: Mit den Sa¨tzen 3.1 und 3.3 finden wir zuna¨chst eine offene U¨berdeckung
ι(M) ⊂ ⋃i∈I Ui ⊂ N und Vektorfelder (Xi)i∈I , (Yi)i∈I , welche fu¨r alle i ∈ I
in F(Ui) liegen und fu¨r die gilt:
∀i∈I : sXin |ι−1(Ui) = s|ι−1(Ui)
∀i∈I : Yi|ι−1(Ui) = µ|ι−1(Ui)
Sei i ∈ I beliebig.
Mit Lemma 1.8 ko¨nnen wir ι−1(Ui) mit offenen Mengen (U ′i,j)j∈Ji u¨berdecken,
auf denen Vektorfelder X ′i,j ∈ F(U ′i,j), fu¨r alle j ∈ Ji, existieren, fu¨r die
gilt:
∀l<n : X ′li,j|ι−1(Ui,j) = X li |ι−1(Ui,j)
X ′ni,j|ι−1(Ui,j) = (Xni − Yi)|ι−1(Ui,j)
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Wir definieren fu¨r alle i ∈ I und j ∈ Ji eine infinitesimale Deformation
s′i,j := s
X′i,j
n |ι−1(Ui,j).
Offensichtlich ist fu¨r alle m ∈ ι−1(Ui,j) nach Konstruktion ι∗pin,n−1◦s′i,j(m) =
ι∗pin,n−1 ◦ s(m).
Wir zeigen, dass s′i,j zu einer infinitesimalen Deformation s′ auf M verkleben.
Sei m ∈ ι−1(Ui1,j1 ∩ Ui2,j2) beliebig.
s′i1,j1(m)− s′i2,j2(m) = X ′ni1,j1,m −X ′ni2,j2,m
= (Xni1 − Yi1)m − (Xni2 − Yi2)m
= Xni1,m −Xni2,m + (Yi2,m − Yi1,m)
= 0
Zuletzt bestimmen wir die Differenz zu s.
Sei m ∈ ι−1(U ′i,j) beliebig. Dann ist:
s(m)− s′(m) = Xni,m −X ′ni,j,m
= Xni,m − (Xni − Yi)m
= Yi,m
= µ(m)
Also leistet s′ das Gewu¨nschte.
Folgender Satz liefert ein hinreichendes Kriterium fu¨r die Existenz globaler
Liftungen, hier wieder nur fu¨r den Spezialfall, dass M ⊂ N eine Unterman-
nigfaltigkeit ist.
Wir werden, a¨hnlich wie im Beweis von Lemma 1.8, zwei Vektorfelder ver-
kleben. Spa¨ter wird dieser Satz noch stark verallgemeinert.
Aus Gru¨nden der U¨bersichtlichkeit vereinbaren wir vorher noch eine u¨bliche
Notation.
Notation 3.1. Sei (Ui)i∈I ⊂ N eine Familie von offenen Mengen.
Dann setzen wir Ui,j := Ui ∩ Uj fu¨r beliebige i, j ∈ I.
Satz 3.4. Es gelten die Voraussetzungen aus Satz 3.2 und sei F ⊂ TN in-
tegrabel.
Seien (Ui, Xi)i∈I die entsprechenden offenen Mengen mit Vektorfeldern Xi ∈ F(Ui).
Wir setzen fu¨r beliebige n ∈ N und i, j ∈ I:
Y (n)i,j := [Xi, Xj]
(n) ∈ F(Ui,j)
Die Abbildung F → F|M induziert eine Abbildung ϕ : H1(F) → H1(ι∗F)
Sei n0 := min{n ∈ N|∃i,j∈I : Y (n)i,j |Ui,j∩ι(M) '= 0}.
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Falls ϕ
(
(Y (n0)i,j )
)
= 0¯ in H1(ι∗F) ist, existiert eine infinitesimale Deforma-
tion s′ : M → ι∗Jn0N entlang F , welche ein Lift von s ist.
Insbesondere la¨sst sich s beliebig oft liften, falls H1(ι∗F) = 0 ist.
Beweis: Sei i ∈ I beliebig. Wir setzen si = sXin0 : ι−1(Ui) → ι∗Jn0N . Nach
Voraussetzung liegen fu¨r x ∈ ι−1(Ui,j) die Jets si(x) und sj(x) in der glei-
chen Faser, weshalb wir Differenzen ausrechnen ko¨nnen, welche uns Schnitte
µi,j ∈ ι∗F(Ui,j) liefern.
Fu¨r diese Schnitte gilt, wie wir gezeigt haben, folgende Gleichheit:
µi,j = Y
(n0)
i,j |ι−1(Ui,j)
Damit folgt, dass (µi,j) = 0¯ ∈ H1(ι∗F) ist.
Wir folgern aus der Definition, dass (µi,j) ∈ B1(ι∗F) ein Korand ist und fin-
den damit eine Kokette (µi) ∈ C0(ι∗F) deren Bild unter der Randabbildung
(µi,j) ist.
Mit Lemma 3.1 finden wir also zu jedem Ui eine infinitesimale Deformati-
on s′i : ι−1(Ui) → ι∗Jn0N entlang F ,welche ein Lift von s ist und mit der
Eigenschaft, dass si − s′i = µi ist. Wir zeigen, dass die s′i auf M verkleben,
wodurch wir eine Liftung gefunden haben.
Seien also i, j ∈ I und m ∈ ι−1(Ui,j) beliebig.
s′i(m)− s′j(m) = s′i(m)− s′j(m) + (si(m)− si(m)) + (sj(m)− sj(m))
= (si(m)− s′i(m))− (sj(m)− s′j(m))− (si(m)− sj(m))
= µi(m)− µj(m)− µi,j(m)
= µi,j(m)− µi,j(m)
= 0
Ist schon der ganze Obstruktionsraum H1(ι∗F) = 0, so ko¨nnen wir das
Argument beliebig oft anwenden, also beliebig oft liften, womit die Behaup-
tung folgt.
3.3 Deformationen von Untermannigfaltigkei-
ten
Wir werden Satz 3.4 fu¨r beliebige Deformationen s : M → ι∗JnN verallge-
meinern.
Anschaulich gesagt werden wir die Dimension von N erho¨hen, indem wir zu
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N × C u¨bergehen und das Liftungsproblem fu¨r eine infinitesimale Deforma-
tion M → f ∗Jn(N × C) lo¨sen.
Wie man eine derartige Deformation erha¨lt, sagt das folgende Lemma.
Lemma 3.2. Seien M,N, N˜ komplexe Mannigfaltigkeiten und f : M → N
und g : N → N˜ holomorph.
Dann induziert jede infinitesimale Deformation s : M → f ∗JnN auf natu¨rliche
Weise eine infinitesimale Deformation, die wir mit g∗s : M → (g ◦ f)∗JnN˜
bezeichnen.
Existiert ferner ein Morphismus h : N˜ → N , so dass h ◦ g = idN ist, so ist
die von g∗s induzierte Deformation h∗(g∗s) : M → (h ◦ g ◦ f)∗JnN = f ∗JnN
gleich s.
Beweis: Der Beweis nutzt die universelle Eigenschaft des Faserprodukts.
Zuna¨chst erhalten wir eine Abbildung M → JnN˜ . Betrachte dazu das kom-
mutative Diagramm:
f ∗JnN !! JnN
""
Jng !! JnN˜
""
M
s
##
f
!! N g
!! N˜
Die universelle Eigenschaft des Faserprodukts liefert damit die gesuchte De-
formation, wie das folgende Diagramm zeigt.
M
**
g∗s
++%
%
%
%
%
(g ◦ f)∗JnN˜ !!
""
JnN˜
""
M
g◦f !! N˜
Sei jetzt h : N˜ → N linksinvers zu g.
Wie wir gerade gesehen haben, erhalten wir h∗g∗s aus der universellen Ei-
genschaft des Faserprodukts.
Sei ϕ : M → JnN die Abbildung, die von g∗s induziert wird. Es ist offen-
sichtlich Jn(h ◦ g) : JnN → JnN die Identita¨t auf JnN , weshalb folgendes
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Diagramm kommutiert:
(g ◦ f)∗JnN˜ !! JnN˜ Jnh !! JnN
M
g∗s
##
s !! f ∗JnN !! JnN
Jng
,,&&&&&&&&&
idN
##
Damit folgt, dass s das folgende Diagramm kommutativ macht.
M
ϕ
''
s
--'
''
''
f ∗JnN !!
""
JnN
""
M
f !! N
Insgesamt folgt damit die Behauptung.
Bemerkung 3.2. Seien s1, s2 : M → f ∗JnN zwei Liftungen einer infinite-
simalen Deformation s : M → f ∗Jn−1N und sei g : N → N˜ holomorph.
Mit Lemma 2.2, also aus der Tatsache, dass Jng eine affine Abbildung ist,
folgt direkt, dass fu¨r alle m ∈M gilt:
g∗(s1 − s2) = g∗s1 − g∗s2
Diese Rechenregel werden wir o¨fters benutzen.
Wir haben gezeigt, wie man aus einer Deformation mit Hilfe einer universel-
len Eigenschaft eine neue Deformation gewinnt.
Es ist noch nicht klar ,was es bedeuten soll, dass eine infinitesimale Defor-
mation s : M → ι∗JnN in F liegt.
Fu¨r den Fall, dass n = 1 ist, ist es sicherlich sinnvoll zu sagen, dass s in F
liegt, falls s ∈ ι∗F ist. Falls n ≥ 2 ist, suchen wir eine infinitesimale Defor-
mation, die M transversal schneidet und wenden die bisherige Definition an.
Der folgende Satz besagt, dass eine solche Deformation existiert.
Satz 3.5. Es sei s : M → ι∗JnN eine infinitesimale Deformation n-ter
Ordnung.
Setze N˜ := N × C. Wir definieren eine Einbettung:
ι0 : N → N˜
x %→ (x, 0)
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Damit werden N und M zu Untermannigfaltigkeiten von N˜ .
Es existiert eine infinitesimale Deformation str : M → (ι0 ◦ ι)∗JnN˜ , die M
transversal schneidet.
Betrachte die Projektion pi1 : N˜ → N .
Dann ist die in Lemma 3.2 durch str definierte Deformation
pi1∗str : M → ι∗JnN gleich s.
Beweis: Sei z die Koordinate von C. Betrachte den von ddz erzeugten Schnitt
s
d
dz
n =: σ : C → JnC.
Sei pr : ι∗JnN → JnN die natu¨rliche Projektion.
Wir konstruieren eine holomorphe Abbildung:
ϕ : M → JnN × JnC
m %→ (pr ◦s(m),σ ◦ ι0 ◦ ι(m))
Mit Satz 2.8 erhalten wir also eine holomorphe Abbildung:
ψ : M → Jn(N × C)
m %→ (Jnpi1, Jnpi2)−1 ◦ ϕ(m)
Die universelle Eigenschaft des Faserprodukts liefert die gesuchte Deforma-
tion:
M
id
..
str
++(
(
(
(
( ψ
**
ι0 ◦ ι∗JnN˜
""
!! JnN˜
""
M
ι0◦ι !! N˜
Es ist noch zu zeigen, dass str und M sich transversal schneiden.
Im Fall n = 1 folgt das direkt aus der Konstruktion von str.
Per Induktion folgt der allgemeine Fall. Dazu betrachten wir das folgende
kommutative Diagramm:
JnN˜
piN˜n,n−1
""
(Jnpi1,Jnpi2) !! JnN × JnC
piNn,n−1×piCn,n−1
""
Jn−1N˜
(Jn−1pi1,Jn−1pi2)!! Jn−1N × Jn−1C
Dass str schließlich wieder s liefert, wird anhand des folgenden Diagramms
49
ersichtlich:
JnN × JnC
**)))
))))
))))
))))
!! JnN˜
Jnpi1
""
M
ϕ
##
pr ◦s !! JnN
Durch Projizieren auf JnN erhalten wir also wieder die urspru¨ngliche Abbil-
dung pr ◦s, was uns die urspru¨ngliche Deformation liefert.
Wir ko¨nnen jetzt kla¨ren, was es bedeutet, dass eine Deformation in einer
integrablen Untergarbe liegt.
Definition 3.5. Sei ι : M → N eine Einbettung und F ⊂ TN integrabel.
Eine infinitesimale Deformation s : M → ι∗JnN liegt in F , falls die in
Satz 3.5 konstruierte Deformation str : M → ι0 ◦ ι∗JnN˜ in pi∗1F ⊕ pi∗2TC
liegt.
Falls n = 1 ist, liefert diese Definition schon Bekanntes.
Lemma 3.3. Sei s : M → ι∗J1N eine infinitesimale Deformation erster
Ordnung und F ⊂ TN integrabel.
s liegt genau dann in F , falls s ∈ ι∗F ist.
Beweis: Es genu¨gt, den Satz auf den jeweiligen Halmen zu verifizieren. Sei
p ∈M beliebig.
Nehmen wir fu¨r die Hinrichtung an, dass s in F liegt, also str eine De-
formation entlang pi∗1F ⊕ pi∗2TC ist. Dann existieren eine offene Umgebung
(ι(m), 0) ∈ W ⊂ N × C, Funktionen f, g ∈ ON×C(W ) und Vektorfelder
X ∈ F(pi1(W )), Y ∈ TC(pi2(W )) derart, dass
str|(ι0◦ι)−1(W ) = (fX˜ + gY˜ )|(ι0◦ι)−1(W )
ist. Damit folgt, dass
s|(ι0◦ι)−1(W ) = ((f ◦ ι0)X)|(ι0◦ι)−1(W )
ist.
Die Ru¨ckrichtung folgt analog.
Notation 3.2. Sei z die Koordinate von C.
Mit den Bezeichnungen aus Satz 3.5 bezeichnen wir die durch ∂∂z induzierte
Deformation M → (pi2 ◦ ι0 ◦ ι)∗JnTC fu¨r jedes n ∈ N mit ε1.
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Das folgende Lemma garantiert, dass wir auf der gro¨ßeren Mannigfaltigkeit
N × C in bestimmte Richtungen liften ko¨nnen.
Lemma 3.4. Es gelten die Voraussetzungen aus Satz 3.5, wobei
s : M → ι∗JnN˜ entlang einer integrablen Untergarbe F ⊂ TN deformiert.
Sei strn+1 : M → (ι0 ◦ ι)∗Jn+1N˜ ein Lift von str entlang pi∗1F ⊕ pi∗2TC.
Dann existiert ein weiterer Lift s˜tr : M → Jn+1N˜ von s entlang pi∗1F⊕pi∗2TC,
fu¨r den gilt:
pi1∗s˜tr = pi1∗strn+1
pi2∗s˜tr = ε1
Beweis: Zuna¨chst konstruieren wir die Deformation.
Der Lift strn+1 induziert eine infinitesimale Deformation pi1∗s
tr
n+1 : M → ι∗JnN ,
welche ein Lift von s ist. Wenden wir Satz 3.5 auf diese Deformation an, er-
halten wir s˜tr, wie man sofort nachrechnet.
Es bleibt noch zu zeigen, dass s˜tr eine Deformation entlang pi∗1F ⊕ pi∗2TC ist.
Dazu bestimmen wir die Differenz µ = s˜tr − strn+1 : M → (ι0 ◦ ι)∗T (N × C).
Diese Differenz liegt, da pi1∗s˜tr = pi1∗strn+1 ist, in pi
∗
1F ⊕ pi∗2TC.
Mit Lemma 3.1 folgt dann die Behauptung.
Wir ko¨nnen nun einige Sa¨tze verallgemeinern.
Satz 3.6. Es gelten die Voraussetzungen aus Satz 3.5. Sei s : M → ι∗JnN
eine infinitesimale Deformation entlang F .
1. Es existieren lokale Liftungen von s entlang F .
2. Sei µ : M → ι∗J1N eine infinitesimale Deformation entlang F . Dann
existiert eine Deformation s′ : M → ι∗JnN entlang F , fu¨r die gilt:
∀m∈M : ι∗pin,n−1(s′(m)) = ι∗pin,n−1(s(m))
∀m∈M : s(m)− s′(m) = µ(m)
3. Seien s, s′ : M → ι∗JnN infinitesimale Deformationen entlang F , so
dass fu¨r alle m ∈M
∀m∈M : ι∗pin,n−1(s′(m)) = ι∗pin,n−1(s(m))
gilt. Dann liegt die Differenz s− s′ in F .
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Beweis:
1. Betrachte die Deformation str : M → (ι0 ◦ ι)∗JnN˜ . Diese liegt nach
Voraussetzung in F˜ := pi∗1F⊕pi∗2TC. Wir haben bereits gezeigt, dass eine
offene Menge W ⊂ N˜ und ein Lift strn+1 : (ι0 ◦ ι)−1(W )→ (ι0 ◦ ι)∗Jn+1N˜
entlang F˜ existiert.
Mit Lemma 3.4 folgt sofort, dass pi1∗strn+1 : (ι0 ◦ ι)−1(W )→ ι∗Jn+1N ein
lokaler Lift von s entlang F ist.
2. Betrachte ι0∗µ : M → (ι0 ◦ ι)∗J1N˜ . Wir wenden Lemma 3.1 an und
erhalten s′tr : M → (ι0 ◦ ι)∗JnN˜ , das die geforderten Eigenschaften
erfu¨llt. Mit Lemma 3.4 folgt, dass pi1∗s′tr : M → ι∗JnN in F liegt und
das Gewu¨nschte erfu¨llt.
3. Wir betrachten s′tr − str : M → (ι0 ◦ ι)∗JnN˜ .
Wie wir gezeigt haben, ist die Differenz lokal durch die iterierte Lie-
Klammer [X, Y ](n) von Vektorfeldern X, Y ∈ F˜(W ) gegeben.
Da F˜ integrabel ist, ist somit die Differenz in F˜ , womit die Behauptung
folgt.
Damit folgt:
Satz 3.7. Sei M ⊂ N eine Untermannigfaltigkeit und s : M → ι∗JnN eine
infinitesimale Deformation n-ter Ordnung, die in F liegt. Falls H1(ι∗F) = 0
ist, la¨sst sich s beliebig oft liften.
Beweis: Wir finden eine U¨berdeckung ι(M) ⊂ ⋃i∈I Ui ⊂ N und fu¨r jedes
i ∈ I eine Liftung si : ι−1(Ui)→ ι∗Jn+1N von s entlang F .
Fu¨r jedes i, j ∈ I setzen wir µi,j := si − sj, was uns einen Kozykel
(µi,j)i,j∈I ∈ Z1(ι∗F) liefert. Da nach Voraussetzung H1(ι∗F) = 0 ist, ist
(µi,j)i,j∈I = 0¯ ∈ H1(ι∗F).
Also ist (µi,j)i,j∈I ∈ B1(ι∗F) ein Korand. Wir finden daher eine Kokette
(µi)i ∈ C0(ι∗F), deren Bild unter der Randabbildung (µi,j) ist.
Es existieren also nach Satz 3.6 fu¨r alle i ∈ I Deformationen
s′i : ι−1(Ui)→ ι∗Jn+1N
entlang F , welche lokale Liftungen von s sind und deren Differenzen zu si
durch µi gegeben sind.
Diese Deformationen verkleben, wie folgende Rechnung fu¨r m ∈ ι−1(Ui,j)
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zeigt:
(s′j − s′i)(m) = (s′j − s′i)(m) + (si − si)(m) + (sj − sj)(m)
= (si − s′i)(m)− (sj − s′j)(m)− (si − sj)(m)
= µi(m)− µj(m)− µi,j(m)
= 0
Damit verkleben die s′i zu einer Liftung von s entlang F . Da wir dieses
Argument beliebig oft wiederholen ko¨nnen, folgt die Behauptung.
3.4 Deformation beliebiger Morphismen
In diesem letzten Schritt befreien wir uns von der Voraussetzung, dass
M ⊂ N eine Untermannigfaltigkeit ist. Dazu gehen wir einfach u¨ber den
Graphen von f .
Satz 3.8. Es sei f : M → N holomorph und s : M → f ∗JnN eine infinite-
simale Deformation n-ter Ordnung. Wir definieren:
ιf : M → M ×N
m %→ (m, f(m))
Dann existiert eine infinitesimale Deformation n-ter Ordnung
sι : M → ι∗fJn(M ×N), fu¨r die gilt:
pi2∗sι = s und pi1∗sι = 0
Beweis: Wir gehen wie im Beweis von Satz 3.5 vor.
Zuna¨chst betrachten wir den Null-Schnitt:
s0 : M → JnM
m %→ 0m
Das liefert uns mit der Projektion pr : f ∗JnN → JnN eine holomorphe
Abbildung:
ϕ : M → Jn(M ×N)
m %→ (Jnpi1, Jnpi2)−1(s0(m), pr ◦s(m))
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Um daraus eine infinitesimale Deformation zu gewinnen, muss das folgende
Diagramm kommutieren:
Jn(M ×N)
""
M
ϕ
//**********
ιf
!!M ×N
Mit der Definition von (Jnpi1, Jnpi2) folgt, dass
piM×Nn,0 (ϕ(m)) = (pi
M
n,0(s0(m)), pi
N
n,0(pr ◦s(m))
= (m, f(m))
ist, also kommutiert das Diagramm tatsa¨chlich.
Das liefert uns mit der universellen Eigenschaft des Faserprodukts eine De-
formation sι : M → ι∗fJn(M ×N).
Aus der Konstruktion folgt weiter, dass
Jnpi2 ◦ ϕ = pr ◦s
ist, womit pi2∗sι = s folgt.
Wir erkla¨ren ein letztes Mal, was eine Deformation entlang einer integrablen
Untergarbe ist.
Definition 3.6. Es sei s : M → f ∗JnN eine infinitesimale Deformation
n-ter Ordnung und F ⊂ TN integrabel.
s ist eine Deformation entlang F , falls die induzierte Deformation sι im Sin-
ne von Definition 3.5 in 0⊕ pi∗2F liegt.
Dass diese Definition sinnvoll ist, besagt der folgende Satz.
Satz 3.9. Sei s : M → f ∗J1N eine infinitesimale Deformation erster Ord-
nung und F ⊂ TN integrabel. s deformiert genau dann entlang F , wenn
s ∈ f ∗F ist.
Beweis: Der Beweis la¨uft analog zum Beweis von Lemma 3.3, weshalb wir
an dieser Stelle auf ihn verzichten.
Satz 3.10. Sei F ⊂ TN integrabel, sei f : M → N ein Morphismus und
s : M → f ∗JnN eine infinitesimale Deformation n-ter Ordnung entlang F .
Wenn H1(f ∗F) = 0 ist, la¨sst sich s beliebig oft liften.
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Beweis: f faktorisiert u¨ber den Graphen Γf . Wir erhalten eine Einbet-
tung
ιf : M → M ×N
m %→ (m, f(m))
Damit ist f = pi2 ◦ ιf .
Wir erhalten eine Deformation sι, auf die wir Satz 3.5 anwenden. Es existiert
also eine offene U¨berdeckung
ιf (M) = Γf ⊂
⋃
i∈I
Ui ⊂M ×N
und fu¨r jedes i ∈ I Liftungen
siι : ι
−1
f (Ui)→ ι∗fJn+1(M ×N)
von sι entlang F .
Mit Satz 3.5 folgt weiter, dass die Differenzen siι − sjι fu¨r alle i, j ∈ I in
ι∗f (0⊕ pi∗2F) liegen.
Wir setzen (µi,j)i,j := (pi2∗(siι − sjι ))i,j = (pi2∗siι − pi2∗sjι )i,j.
Damit ist (µi,j)i,j ∈ Z1(f ∗F) ein Kozykel und, da H1(f ∗F) = 0 ist, sogar ein
Korand.
Wir finden also eine Kokette (µi)i∈I ∈ C0(f ∗F), deren Bild unter der Rand-
abbildung durch (µi,j)i,j∈I gegeben ist.
Erneutes Anwenden von Satz 3.5 auf µi,ι : ι
−1
f (Ui)→ ι∗fJ1(M ×N) fu¨r jedes
i ∈ I liefert Deformationen
s′iι : ι
−1
f (Ui)→ ι∗fJn+1(M ×N)
entlang 0⊕ pi∗2F . Diese sind lokale Liftungen von sι und die Differenzen sind
durch
siι − s′iι = µi,ι
gegeben. Die gleiche Rechnung wie in Satz 3.7 impliziert, dass diese lokalen
Liftungen verkleben, was uns den gesuchten Lift s′ : M → f ∗JnN entlang F
liefert.
Dieses Argument ko¨nnen wir beliebig oft wiederholen, womit die Behauptung
folgt.
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