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En este trabajo se recogen dos de los problemas que aparecen a
la hora de resolver nume´ricamente las ecuaciones deNavier-Stokes. La
discretizacio´n en la variabletemporal en dichas ecuaciones nos conduce, en
cada etapa de tiempo, a un problema de Burgers y un problema de Stokes
generalizado, en las variables espaciales. La aplicacio´n de un me´todo de
punto fijo y un me´todo de tipo gradiente conjugado, respectivamente,
nos lleva a la resolucio´n de un elevado nu´mero de problemas de tipo
Helmholtz. As´ı, en una primera parte, recordamos un algoritmo paralelo
que resuelve nume´ricamente la ecuacio´n de Helmholtz. Por otro lado, la
utilizacio´n de diferencias finitas centradas sobre un mismo mallado regular
para la velocidad y la presio´n en la resolucio´n del problema de Stokes
puede generar soluciones oscilantes, en particular presiones espu´reas. En
una segunda parte, por tanto, se presenta un esquema de discretizacio´n
para el problema de Stokes, demostra´ndose mediante un ana´lisis asinto´tico
del error que e´ste regulariza la solucio´n1.
Fecha de recepcio´n: 31/01/05
1Una versio´n previa de este trabajo aparecera´ en las Actas del I Workshop sobre “Recientes
Avanaces en el Ana´lisis y Control de Ecuaciones Diferenciales No Lineales”, celebrado en
Co´rdoba en febrero de 2004.
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1 Introduccio´n
En la resolucio´n de muchos problemas de gran complejidad, aparecen de forma
frecuente ecuaciones de tipo Helmholtz:
αu− β∆u = f en Ω ⊂ IRN , (1)
siendo α ≥ 0, β > 0, f una funcio´n conocida y Ω un dominio acotado bi
o tridimensional. La ecuacio´n se completa con condiciones de contorno, que
pueden ser de tipo Dirichlet,
u = g sobre Γ = ∂Ω, (2)
de tipo Neumann, Fourier o una mezcla de ambas. Aunque e´ste es uno de los
problemas ma´s conocidos y estudiados, es claro que una pequen˜a ganancia en
el tiempo de resolucio´n de (1) puede en la pra´ctica suponer una gran mejora
en el tratamiento de problemas ma´s complejos. Pensemos en las ecuaciones
de Navier-Stokes, para las cuales hemos desarrollado varios algoritmos donde
este hecho se pone de manifiesto (ve´ase por ejempo [3, 4]). El me´todo que se
presenta sigue la idea de los denominados me´todos ADI (Alternating Directions
Implicit methods). Estos me´todos fueron formulados inicialmente por Peaceman
y Rachford [15] en el caso bidimensional y por Douglas y Rachford [7] en el caso
tridimensional y, posteriormente, fueron generalizados al caso N -dimensional
por Douglas y Gunn [6]. Para describir la idea de estos me´todos, consideremos
por ejemplo el problema de Helmholtz (1)–(2). Consideremos fijados una
descomposicio´n del operador L = αI− β∆ en la forma






(n = 1, 2) (3)
y un esquema en diferencias finitas centradas con paso de discretizacio´n h
en las dos direcciones espaciales. Un me´todo de paso fraccionado (de tipo
de Peaceman-Rachford) para esta descomposicio´n es un me´todo iterativo que
comienza con U0 arbitrario y, para m ≥ 0, calcula Um+1 en dos pasos. As´ı, para
Um dado, primero se obtiene Um+
1
2 como solucio´n de
(I + τA1)U
m+ 12 = τf + (I − τA2)Um (4)
y en segundo lugar se resuelve
(I + τA2)U
m+1 = τf + (I − τA1)Um+ 12 . (5)
Aqu´ı, τ > 0, y An es la matriz correspondiente a la discretizacio´n del opera-
dor Ln








2Por simplicidad, hemos denotado de nuevo f la funcio´n discretizada.
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es decir, un problema en la direccio´n x1. Ana´logamente, en el segundo paso
se resuelve un problema en la direccio´n x2. Esto es lo que motiva el nombre
de me´todo de direcciones alternadas. Con una adecuada ordenacio´n de
los nodos del mallado, se consigue que las matrices I + τAn (n = 1, 2) sean
diagonales por bloques, siendo cada bloque una matriz tridiagonal. Esta idea se
puede aplicar, en general, a la hora de resolver un sistema algebraico
Au = f (6)
resultante (por ejemplo) de la discretizacio´n de un problema el´ıptico, siempre





siendo las matrices An (1 ≤ n ≤ p) ma´s fa´ciles de invertir que la propia A.
Esta generalizacio´n da lugar a los llamados me´todos de descomposicio´n o
me´todos secuenciales de paso fraccionado (ve´ase [13]). En este caso, para































= 0, n = 2, . . . , p
siendo α > 0 y {τm} una sucesio´n de para´metros reales. Como acabamos de
ver, los me´todos de paso fraccionado (8) son algoritmos iterativos secuenciales,
en los que cada iteracio´n se subdivide en p pasos que se realizan sucesivamente
segu´n el esquema:
Um → Um+ 1p → Um+ 2p → · · · → Um+ p−1p → Um+1. (9)
Es decir, hasta que no se calcula Um+
i
p no se puede calcular Um+
i+1
p . Por
ello, la paralelizacio´n de estos algoritmos so´lo puede llevarse a cabo al ma´s
bajo nivel, a la hora de resolver los sistemas (ver por ejemplo [18] y [11]).
Nosotros abordamos la resolucio´n de los problemas de Helmholtz generalizando
y ampliando a dominios arbitrarios un me´todo introducido por Lu y otros [12]
formulado para problemas con condiciones de tipo Dirichlet y para dominios
que resultan de la unio´n de recta´ngulos. Nuestro objetivo global es desarrollar
un esquema nume´rico que permita la paralelizacio´n al nivel de las variables
espaciales. Este me´todo, que denominamos me´todo impl´ıcito de direcciones
simulta´neas o SDI (Simultaneous Directions Implicit method), descompone
3En general, p no tiene porque´ coincidir con la dimensio´n N en la que se trabaje.
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el problema original, independientemente de la dimensio´n espacial del dominio
en el que este´ formulado, en un conjunto de problemas unidimensionales. Se
sustituye as´ı un problema en derivadas parciales por una familia de problemas
diferenciales ordinarios todos ellos con la misma estructura y por tanto con las
mismas dificultades nume´ricas, independientemente de la dimensio´n espacial en
la que se trabaje. Adema´s, los problemas resultantes son independientes entre
s´ı y pueden resolverse en paralelo. El me´todo SDI que hemos desarrollado es
aplicable a dominios Ω arbitrarios. En [17] se aplica en el caso bidimensional,
efectua´ndose previamente una “rectificacio´n”del abierto Ω, de tal manera que
se aproxima el dominio original por una unio´n de recta´ngulos. En nuestro
caso no se efectu´a esta rectificacio´n y el mallado se construye a partir de una
ret´ıcula ortogonal de particio´n arbitraria, admitiendo todo tipo de condiciones
de contorno. Para ello se ha desarrollado un mallador (ver [9]), tanto en el
caso 2D como en el 3D, que permite disponer de una estructura de datos
que contribuye a una mayor eficiencia del me´todo. El me´todo es econo´mico en
sus necesidades de almacenamiento, por lo que es compatible con problemas
de gran talla. Adema´s, en [9] se demuestra su cara´cter “smoother”, que
explica que se adapte muy bien al uso de te´cnicas multigrid para acelerar
la convergencia sea cual sea la geometr´ıa del dominio considerado. Aqu´ı solo
expondremos el algoritmo paralelo propuesto cuando la ecuacio´n de Helmholtz
se completa con condiciones de contorno de tipo Dirichlet. La consideracio´n
de otro tipo de condiciones de contorno rompe en general, con fronteras
no necesariamente paralelas a los ejes coordenados, la independencia por
direcciones al ser condiciones netamente interespaciales. En [9] se encuentra
desarrollada una te´cnica va´lida para condiciones de otro tipo. E´sta consiste en
un me´todo iterativo que inicialmente necesita la resolucio´n de una sucesio´n
de problemas con condiciones de Dirichlet y posteriormente se reduce a la
aplicacio´n del me´todo SDI a un u´nico problema con condiciones de Dirichlet
dependientes de la iteracio´n. Recientemente se ha demostrado la convergencia de
este me´todo. Hay que destacar que la resolucio´n de los problemas de Helmholtz
con condiciones de Neumann tiene intere´s no so´lo por s´ı misma, sino tambie´n
cuando se buscan precondicionadores que permiten acelerar la convergencia del
gradiente conjugado al aplicar e´ste, por ejemplo, a la resolucio´n de un problema
de Stokes. Como es de preveer, disponer de un me´todo paralelo eficiente para la
resolucio´n de los problemas de Helmholtz conduce a una notable mejora en la
resolucio´n de problemas ma´s complejos, como puede ser el caso de los problemas
de Stokes o Navier-Stokes. En nuestro caso, para resolver el problema de Stokes,
reformulamos e´ste como un problema de mı´nimos al que aplicamos un me´toddo
iterativo de tipo gradiente conjugado propuesto en [10] y [5]. Este me´todo
conduce a la resolucio´n de un gran nu´mero de problemas de Helmholtz y/o
Poisson. Por lo tanto, disponemos de una manera de resolver un problema
de Stokes N-dimensional exclusivamente a partir de problemas uni-
dimensionales independientes (problemas diferenciales ordinarios), con
igual esquema de resolucio´n y dificultad nume´rica independientemente de la
dimensio´n del problema original. Se observa entonces que la paralelizacio´n
del me´todo es posible a tres niveles, respectivamente correspondientes a la
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descomposicio´n de los problemas vectoriales por componentes y a los dos
niveles de paralelizacio´n impl´ıcitos al me´todo SDI. En [5], se resuelven los
problemas de Helmholtz y Poisson discretizando por elementos finitos, usa´ndose
un mallado el doble de fino para las velocidades que para la presio´n, al objeto
de verificar la condicio´n inf-sup. En nuestro caso, discretizamos los problemas
unidimensionales resultantes utilizando diferencias finitas y el mismo mallado
para todas las inco´gnitas. Esto hace que no se verifique la condicio´n inf-
sup, lo que provoca la aparicio´n de presiones espu´reas, que disminuyen la
precisio´n de la aproximacio´n de la presio´n calculada sin que la aproximacio´n
de la velocidad tenga que verse afectada. Las presiones espu´reas se manifiestan
en la representacio´n gra´fica de las isobaras como l´ıneas de contorno con
oscilaciones. En la pra´ctica, segu´n la discretizacio´n que se efectu´e, el tipo de
“test” considerado y el cara´cter de su solucio´n, puede que expl´ıcitamente no se
observe la presencia de las mismas. En la seccio´n 3.2 efectuaremos un ana´lisis
de esta dificultad introduciendo el desarrollo asinto´tico del error cometido y
siguiendo la metodolog´ıa propuesta por Wetton [19] en su estudio del me´todo
de proyeccio´n. Wetton explica la causa de la aparicio´n de presiones espu´reas en
base a la existencia de “errores alternantes” unidireccionales. Aqu´ı realizaremos
un ana´lisis similar, contemplando la existencia de estos errores pero con un
cara´cter multidireccional. Identificaremos los modos espu´reos y, de esta manera,
podremos buscar el filtrado adecuado para las presiones que haga que las
oscilaciones se reduzcan. Este filtrado (ver [9]) se realiza siguiendo cada una
de las direcciones espaciales, manteniendo el esquema conceptual establecido de
reducir todo el tratamiento a problemas unidimensionales.
2 Un esquema paralelo para la ecuacio´n de Helmholtz
Como acabamos de ver, los me´todos de paso fraccionado (8) son algoritmos
iterativos secuenciales, en los que cada iteracio´n se subdivide en p subetapas
que se realizan sucesivamente. En [12], Lu et al. proponen un esquema de
descomposicio´n para la resolucio´n de (6) en el que los pasos fraccionados son
independientes entre s´ı. A partir de una descomposicio´n de la matriz A dada
por (7) y de un para´metro τ > 0, el paso de Um a Um+1 se realiza calculando
Um+1,n (1 ≤ n ≤ p) a partir de
(I + τAn)U
m+1,n =
I − τ p∑
k=1,k 6=n
Ak







Um+1,n + (1− ω)Um, (11)
donde ω es un para´metro dado. Se trata de un me´todo de descomposicio´n
en el cual los p pasos fraccionados pueden resolverse simulta´neamente y la
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paralelizacio´n se realiza a un nivel ma´s alto, siendo esto mucho ma´s interesante
y efectivo. A este me´todo lo denominaremos me´todo paralelo de paso
fraccionado o PFS (Parallel F ractional S tep method). Esquema´ticamente
puede representarse como sigue:
Um
Um+1,1
↗ · · · ↘
↘ · · · ↗
Um+1,p
Um+1 (12)
Cuando se aplica este me´todo al problema de Helmholtz-Dirichlet N
dimensional {
Lu = αu− β∆u = f en Ω ⊂ IRN ,
u = g sobre ∂Ω
(13)















se tiene que, en cada paso (10) se resuelven N problemas independientes corres-







al igual que suced´ıa con el me´todo ADI pero, en este caso, los ca´lculos se
hacen en todas las direcciones simulta´neamente. De aqu´ı que a este me´todo
lo denominemos me´todo impl´ıcito de direcciones simulta´neas o SDI
(Simultaneous Directions Implicit method)4. Como ya indicamos en el me´todo
ADI, la descomposicio´n elegida es conveniente, ya que las matrices resultantes
I + τAn son ma´s fa´ciles de invertir que la matriz A del problema original. En
este caso, la obtencio´n de cada Um+1,n puede efectuarse resolviendo en paralelo
s sistemas independientes con s del orden de h−1, lo que se corresponde con la
resolucio´n simulta´nea en cada una de las l´ıneas del mallado en la direccio´n xn.
Se tienen por tanto dos niveles de paralelismo que conducen a N · s posibles
procesos simulta´neos y, dado que s es un nu´mero elevado al ser en la pra´ctica h
pequen˜o, obtenemos un algoritmo con un alto ı´ndice de paralelizacio´n. Adema´s,
los problemas a resolver para la obtencio´n de las Um+1,n tienen todos la misma
estructura y presentan ide´nticas dificultades nume´ricas. Los me´todos paralelos
de paso fraccionado en general y los SDI en particular, segu´n la descripcio´n
(10)–(11) efectuada, dependen de dos para´metros (que pueden variar en cada
iteracio´n en el caso no estacionario); el para´metro τ denominado para´metro de
evolucio´n y el para´metro ω, conocido como para´metro de coordinacio´n.
En [9] se encuentra un estudio exhaustivo de los valores de estos para´metros,
4En general, llamaremos me´todos SDI a los me´todos paralelos de paso fraccionado aplicados
a problemas en los que en cada Ln intervengan derivadas en una u´nica direccio´n.
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que hacen que el me´todo sea convergente y adema´s su velocidad de convergencia
sea lo mayor posible. En [1] aparece un estudio del error para un caso particular
del algoritmo totalmente discretizado.
2.1 Resolucio´n efectiva
En esta seccio´n efectuamos un ana´lisis de los elementos necesarios para la
resolucio´n efectiva de los problemas de tipo Helmhotz-Dirichlet.
Mallado
Como es natural, para la resolucio´n del problema (13) efectuaremos una
discretizacio´n espacial. A partir de una ret´ıcula cartesiana R(∆), obtenemos
un mallado de Dirichlet M(∆) = M1(∆) ∪ ... ∪ MN (∆), de nodos N(∆) =
NI(∆) ∪ NF (∆), donde NI(∆) contiene los nodos interiores, NF (∆) contiene









 , 1 ≤ n ≤ N,
siendo Ij,ln = ((al), (bl)) un segmento de IR
N en la direccio´n espacial en isomorfo
al intervalo de IR (al, bl) . En las Figuras 1 y 2, aparece un ejemplo de M(∆) para
un dominio bidimensional y en la Figura 3 un dominio tridimensional ana´logo.
Figura 1: Un mallado M(∆) = M1(∆)∪M2(∆), para un dominio bidimensional.
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Figura 2: Dos segmentos integrables en la direccio´n e1.
Figura 3: Algunos segmentos integrables en un dominio 3D.
Detalle del algoritmo
∗ Etapa de resolucio´n
La etapa de resolucio´n del algoritmo (10), aplicada al problema (13), se




I− τ∑Nk=1,k 6=n Lk)um + τf en Ω ⊂ IRN ,








, 1 ≤ n ≤ N y um es conocida. Para el mallado M(∆),





I− τ∑Nk=1,k 6=n δk)Um + τf en Mn(∆),
Um+1,n = g en NF (∆),
(15)
donde δn es el operador discreto correspondiente a Ln. Dado que las
condiciones de contorno son de tipo Dirichlet, (15) es un conjunto de problemas





I − τ∑Nk=1,k 6=n δk)Um + τf en Ij,ln = ((al), (bl)) ,
Um+1,n ((al)) = g ((al)) , U
m+1,n((bl)) = g((bl)),
(16)
definidos en cada uno de los segmentos integrables I j,ln que constituyen Mn(∆).
A su vez, cada problema (16) es un problema discreto correspondiente a un





v − τβv′′ = f˜ en (al, bl),
v(al) = va , v(bl) = vb,
(17)
donde v′′ es la segunda derivada en la variable xn y f˜ es un segundo miembro
gene´rico. As´ı pues, Um+1,n en (16) queda determinada mediante la resolucio´n
de, al menos, Mn problemas de contorno ordinarios del tipo (17), cada uno
de ellos en el correspondiente intervalo de IR, isomorfo al segmento integrable




Mn problemas del tipo (17). Todos ellos poseen la misma
estructura y, por tanto, presentan igual dificultad nume´rica. Adema´s, son
independientes entre s´ı por lo que pueden teo´ricamente resolverse de forma
simulta´nea. Hagamos notar que M es un nu´mero relativamente grande, ya que
depende del nu´mero de puntos de las particiones consideradas en cada direccio´n
espacial. As´ı pues, se tiene un alto nivel de paralelismo posible.
∗ Etapa de coordinacio´n
Determinadas las Um+1,n, con n = 1, ..., N , en los nodos N(∆) del mallado,
la etapa de coordinacio´n del algoritmo (11) es tambie´n un proceso paralelizable






Um+1,n(P ) + (1− ω)Um(P ) (18)
se puede realizar de forma simulta´nea para cada P ∈ N(∆). Esta etapa de
coordinacio´n es realmente la que nos obliga a utilizar una ret´ıcula cartesiana
como base para la construccio´n del mallado.
∗ “Test” de parada
El “test” de parada considerado en el proceso iterativo es:
‖Um − Um+1‖∞ = ma´x
x∈N(∆)
|Um(x)− Um+1(x)| < ε,
donde ε es una tolerancia dada.
5La matriz del problema discreto es una matriz diagonal por bloques.
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2.2 Resultados nume´ricos
En este apartado se presentan los resultados obtenidos al aplicar el me´todo SDI
a los siguientes problemas “test”:
  Un problema bidimensional (N = 2). Se ha resuelto el problema (13) en
Ω = (0, 1) × (0, 1) con α = 0, β = 1 y f ≡ 2. La solucio´n exacta viene
dada por
u(x1, x2) = senh(pix1) sen(pix2) + x1(1− x1).
  Un problema tridimensional (N = 3). En este caso Ω = (0, 1) × (0, 1) ×
(0, 1), α = 0, β = 1 y f ≡ 4. La solucio´n exacta es la funcio´n
u(x1, x2, x3) = senh(pix1) sen(pix2) + senh(pix1) sen(pix3)
+x1(1− x1) + x3(1− x3) .
Las condiciones de contorno impuestas en ambos casos se deducen a partir de
la restriccio´n de la solucio´n a ∂Ω. Aunque, como ya indicamos, el algoritmo es
aplicable a dominios arbitrarios, hemos considerado aqu´ı los casos ma´s sencillos,
un cuadrado y un cubo, con objeto de poder obtener un ana´lisis comparativo
para diferentes particiones regulares, ya que el taman˜o de los problemas
unidimensionales (nu´mero de puntos de la particio´n en cada intervalo) y el
nu´mero de e´stos, tiene una incidencia directa en los resultados obtenidos.
El algoritmo ha sido implementado en un ordenador SGI Origin 2000 con
8 procesadores, utilizando el modelo de computacio´n paralela del Consorcio
OpenMP. La versio´n de las herramientas de paralelizacio´n utilizadas no admite
regiones paralelas anidadas, por lo que no se ha podido aprovechar todo el
paralelismo inherente al me´todo descrito. Es de esperar, por tanto, que los
resultados que se presentan puedan mejorarse. Para medir el comportamiento
del algoritmo paralelo se introducen dos para´metros, la ganancia en velocidad
SNP , defifinida por
SNP =
Tiempo de resolucio´n con 1 procesador






que representa la ganancia en velocidad por procesador. Idealmente, si todo
el co´digo se ejecutara en paralelo, la ganancia en velocidad deber´ıa coincidir
con el nu´mero de procesadores empleados. Pero siempre hay un fraccio´n que se
debe ejecutar en forma secuencial, lo que hace que este ideal teo´rico nunca se
alcance en la pra´ctica. En las Figuras 4 y 5 se muestran la ganancia en velocidad
y la eficiencia correspondiente a los dos “tests” anteriormente sen˜alados.
El comportamiento observado es muy similar en dimensio´n dos y tres. Para
mallados gruesos, la paralelizacio´n no mejora sustancialmente los resultados
nume´ricos. De hecho, en el caso 2D de un mallado 65 × 65, los resultados
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Figura 4: Ganancia en velocidad y eficiencia. “Test” 2D.
Figura 5: Ganancia en velocidad y eficiencia. “Test” 3D.
correspondientes a 8 procesadores son peores que los que se obtienen trabajando
en forma secuencial. Esto se justifica por el hecho de que, para este mallado, el
coste de lanzar los procesos es posiblemente mayor que el beneficio obtenido, ya
que el trabajo computacional de cada procesador es demasiado pequen˜o. Por el
contrario, cuando el nu´mero de nodos es grande, tanto la ganancia en velocidad
como la eficiencia aumentan de forma considerable.
Hemos comprobado que el me´todo SDI es eficiente, pero tambie´n nece-
sitamos acelerar su convergencia en las situaciones de mayor intere´s. Para ello
nos planteamos la inclusio´n adicional de te´cnicas multigrid. En [9] se realiza
un estudio detallado del algoritmo, buscando su buena adaptabilidad a este
tipo de te´cnicas, demostra´ndose mediante un ana´lisis local de Fourier que,
efectivamente, el me´todo SDI aplicado al problema de Helmholtz se comporta
como un “smoother”. En las aplicaciones pra´cticas se incorpora la te´cnica de
Iteracio´n Anidada (IA), que consiste en comenzar con un grid “grueso” e ir
refinando hasta llegar al grid deseado, de tal manera que la solucio´n parcial en
un nivel se obtiene partiendo de la solucio´n encontrada en el nivel anterior. Con
esta estrategia conseguimos obtener unas buenas aproximaciones iniciales con
poco coste computacional. Aunque veremos que se acelera considerablemente la
convergencia, no se aprovecha totalmente el cara´cter “smoother” que posee el
me´todo. Para poder comparar los resultados obtenidos considerando iteracio´n
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anidada, definimos el factor de mejora
Mejora =
Tiempo sin IA y P procesadores
Tiempo con IA y P procesadores
,
que se calcula para cada nu´mero de procesadores empleando la paralelizacio´n
y refleja la mejora obtenida por el uso de esta te´cnica. Ana´logamente, el factor
de mejora conjunta
Mejora conjunta =
Tiempo secuencial sin IA
Tiempo paralelo con IA y P procesadores
refleja la mejora obtenida cuando usamos conjuntamente paralelizacio´n e
iteracio´n anidada. En las gra´ficas 6 y 7 se comparan los resultados obtenidos
con iteracio´n anidada y sin iteracio´n anidada, de los ejemplos “tests” anteriores
con un mallado de 1025 × 1025 nodos en el caso 2D y de 129 × 129 × 129 en
3D.
Figura 6: Comparacio´n algoritmo sin IA y con IA. Caso N = 2.
Del ana´lisis de estos datos, podemos observar que, la aplicacio´n de iteracio´n
anidada (IA) conduce a una sustancial reduccio´n de los tiempos de ejecucio´n.
El tiempo en secuencial en este caso es incluso inferior que sin IA utilizando
ocho procesadores. La ganancia en velocidad, donde reflejamos la ganancia
correspondiente a la paralelizacio´n de cada uno de los procesos de manera
independiente, es algo inferior en la gra´fica 6 al aplicar IA, debido a que el
mayor nu´mero de iteraciones se efectu´a en los niveles con menor nu´mero de
nodos, que ya indicamos eran menos eficientes. El factor de mejora disminuye al
aumentar el nu´mero de procesadores y la mejora conjunta aumenta al aumentar
el nu´mero de procesadores, siendo en el caso bidimensional 20 veces ma´s ra´pido
(30 en 3D) con IA y 8 procesadores que sin IA y en secuencial. Presentamos
Paralelizacio´n y problemas ell´ıpticos 43
Figura 7: Comparacio´n algoritmo sin IA y con IA. Caso N = 3.
por u´ltimo en la gra´fica 8 una comparacio´n de los resultados que se obtienen
cuando aplicamos el me´todo SDI con y sin iteracio´n anidada a otros problemas
bidimensionales cuyas soluciones son, respectivamente, una funcio´n exponencial,
una funcio´n senusoidal, una funcio´n parabo´lica y la solucio´n del problema “test”
2D reflejado en los estudios anteriores (un seno hiperbo´lico). En todos los casos
se obtiene una mejora conjunta superior a 20.
Figura 8: Mejora obtenida para otros “tests” 2D.
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3 El problema de Stokes
Consideremos el problema de Stokes estacionario αu− ν∆u +∇p = f en Ω,∇ · u = 0 en Ω,
u = 0 sobre Γ = ∂Ω,
(19)
donde Ω ⊂ IRN es un dominio acotado de frontera Γ suficientemente regular,
α ≥ 0, ν > 0, f : Ω ⊂ IRN → IRN es una funcio´n conocida y las inco´gnitas son
u : Ω ⊂ IRN → IRN y p : Ω ⊂ IRN → IR.
El problema (19) es un sistema lineal, el´ıptico de segundo orden, caracterizado
porque una de sus inco´gnitas, la presio´n p, so´lo aparece a trave´s de sus derivadas
de primer orden y no esta´ sometida a condiciones de contorno y tambie´n por
estar acopladas las diferentes componentes de la velocidad u por la condicio´n de
incompresibilidad ∇ ·u = 0. Se trata de un modelo estacionario para el estudio
del fluidos incompresibles con viscosidades grandes (y por tanto velocidades
lentas). Tambie´n se corresponde con un modelo f´ısico para problemas de
elasticidad incompresible. Independientemente de ello, la resolucio´n de este
problema es un paso previo a la resolucio´n de las ecuaciones evolutivas de Navier-
Stokes, ya que sirve como modelo lineal que incluye las dificultades inherentes
al tratamiento de la condicio´n de incompresibilidad. Si Ωh es una discretizacio´n
regular del dominio Ω de paso h, el problema (19) puede ser aproximado por
un problema discreto (20), que depende de la eleccio´n que efectuemos de los
operadores discretos ∆h , Gh y Dh , siendo e´stos aproximaciones consistentes de
los operadores Laplaciano, gradiente y divergencia habituales, respectivamente: αU− ν∆hU + GhP = f en Ωh,Dh ·U = 0 en Ωh,
U = 0 sobre Γh = ∂Ωh.
(20)
La aplicacio´n en el mallado Ωh de estos operadores discretos requiere, en general,
una aproximacio´n adecuada sobre la frontera Γh y la eleccio´n de e´sta determina
problemas discretos diferentes. En el contexto de las te´cnicas de diferencias
finitas, la eleccio´n ma´s simple es utilizar diferencias centradas sobre un mismo
mallado regular tanto para la velocidad como la presio´n (“non-staggered grid”);
pero esta eleccio´n puede generar soluciones oscilantes, ver [8], que como ya
hemos comentado suelen manifestarse en la presio´n. Para no generar dichas
soluciones oscilantes, una te´cnica ampliamente utilizada consiste en acoplar las
componentes de la velocidad y la presio´n con mallados diferentes (“staggered
grid” o “semi-staggered grid”). Como ejemplo, podemos citar el me´todo “Marker
and Cell” (MAC), formulado por Harlow and Welch en 1965, ve´ase [8]. Sin
embargo, el uso de mallados de este tipo lleva consigo algunas desventajas,
principalmente a nivel de codificacio´n e implementacio´n, alcanzando su ma´xima
dificultad cuando se consideran dominios no rectangulares. A continuacio´n,
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efectuaremos el ana´lisis del error cometido al resolver el problema de Stokes
utilizando la te´cnica del desarrollo asinto´tico del error de Strang [16],
distinguiendo en este desarrollo los denominados te´rminos “regulares” sen˜alados
por este autor y te´rminos “alternantes” sen˜alados por Wetton [19]. Hay que
destacar el cara´cter descriptivo de la te´cnica empleada, que permite identificar
que´ ocurre en la discretizacio´n de un problema continuo, co´mo y cua´ndo
se generan presiones espu´reas en el problema de Stokes y por que´ e´stas
no se manifiestan expl´ıcitamente en determinados casos en los que deber´ıan
presentarse. Este estudio es ma´s dif´ıcil de abordar si, en lugar de utilizar
diferencias finitas se emplearan, por ejemplo, elementos finitos para discretizar
las variables espaciales.
3.1 Desarrollo asinto´tico del error en un problema discreto
Para introducirnos en el tema, consideremos el problema de contorno
unidimensional { Lu = f en Ω,
`u = g sobre Γ = ∂Ω,
(21)
donde Ω = (0, 1). Tomemos una discretizacio´n regular Ωh, de paso h, constituida
por n+1 nodos {(ih)}ni=0, por simplicidad tomaremos n par. Aproximamos (21)
por el problema discreto { Lh Uh = fh en Ωh,
`h U
h = gh sobre Γh,
(22)
siendo Lh y `h aproximaciones consistentes de orden hs, de los operadores
continuos L y `, respectivamente, obtenidas utilizando diferencias finitas.
Denotando Uhi una aproximacio´n de u(ih), diremos que la solucio´n discreta
Uhi converge con orden h
s y con un desarrollo asinto´tico regular (ve´ase [16]), si
Uhi = u(ih) + h
su(s)(ih) +O(hs+1), para 0 ≤ i ≤ n (23)
donde u(s) es una funcio´n regular, independiente de h. Si el operador
Lh desacopla el mallado Ωh en dos submallados independientes constitui-
dos, respectivamente, por los nodos de numeracio´n par e impar y, adema´s,
la aproximacio´n en la frontera respeta este desacoplamiento, introduciendo
aproximaciones diferentes en cada submallado, obtenemos un problema diferente
en cada uno de ellos. De esta manera, la solucio´n aproximada Uhi en el
submallado par tiene un desarrollo regular
u+ hsu(sp) + · · ·
y en el impar
u+ hsu(si) + · · · .
Las funciones u(sp) y u(si) son regulares e independientes de h, pero diferentes
entre s´ı, por lo que la solucio´n Uhi de (22) tiene un desarrollo asinto´tico que
puede expresarse como:
Uhi = u(ih) + h
su(s)(ih) + hsû(s)(ih)(−1)i + · · · , (24)








son regulares e independientes de h. Decimos que este tipo de desarrollo es
alternante. Esto da una explicacio´n precisa de que´ es lo que ocurre cuando
se pierde la regularidad discreta. As´ı pues, aparece una solucio´n global que
oscila al cambiar de submallado ya que el desarrollo asinto´tico del error
contiene te´rminos alternantes que, en caso de que predominen frente a los
te´rminos regulares, causan la pe´rdida de precisio´n, ve´ase [19]. Notemos que
el desacoplamiento es debido a la discretizacio´n elegida del operador y el
orden en el que aparece el te´rmino alternante es el orden en el que difieren
las aproximaciones frontera consideradas en cada submallado. Los tipos de
desarrollo asinto´tico del error indicados pueden extenderse a cualquier problema
de contorno bi o tridimensional. Como conclusio´n, se tiene que mediante este
ana´lisis podemos averiguar si un esquema de discretizacio´n es regularizante y,
en el caso de tener un desarrollo alternante, se puede determinar, mediante
una adecuada ponderacio´n de los valores de nuestra inco´gnita en un nodo
y sus adyacentes, un patro´n de filtrado que permita aminorar la pe´rdida de
precisio´n indicada. En [19] se efectu´a un ana´lisis del esquema de discretizacio´n
de Chorin [2] aplicado, en este caso, al problema de Stokes. Se demuestra que el
error es de segundo orden para la velocidad (con errores de tipo alternante de
tercer orden) y so´lo de primer orden en la presio´n debido a la presencia de errores
alternantes, que predominan sobre el te´rmino regular de segundo orden. Sin
embargo, este esquema es aplicable so´lo a dominios rectangulares o compuestos
por unio´n de recta´ngulos, dado que es preciso calcular una divergencia discreta
en los nodos frontera.
3.2 El esquema regularizante propuesto
Para no extender la exposicio´n, haremos el desarrollo en el caso bidimensional.
De forma ana´loga puede hacerse para el caso N -dimensional. Para la resolucio´n
de (19), definido en un dominio arbitrario, con objeto de obtener un esquema
regularizante, consideraremos el problema discreto (20), donde:
  Ωh es el dominio discreto determinado a partir de una ret´ıcula cartesiana
regular, que sera´ el mismo para la velocidad y la presio´n.
  ∆h es el operador de Laplace discreto bidimensional, definido por la
aproximacio´n de cinco puntos de orden h2, es decir:
∆hzi,j =
zi−1,j + zi+1,j − 4zi,j + zi,j−1 + zi,j+1
h2
. (25)




h) y Dh son los operadores gradiente y divergencia
discreta, obtenidos mediante aproximaciones de segundo orden basadas


















Calcularemos la presio´n exclusivamente en los nodos interiores, por lo que so´lo
es necesario evaluar la divergencia y el gradiente discreto en dichos nodos.
De aqu´ı que este esquema puede aplicarse en problemas con dominios no
necesariamente rectangulares. Adema´s, se tiene lo siguiente:
  El operador divergencia discreta Dh desacopla el mallado 2D en cuatro
submallados (ocho en 3D), pero e´ste so´lo se aplica en los nodos interiores.
Dado que los valores de la velocidad son conocidos sobre Γh , todos los
submallados “ven” igual aproximacio´n en la frontera.
  El operador gradiente discreto Gh (26)–(27) respeta los submallados
anteriores, pero su aplicacio´n en los nodos adyacentes a la frontera requiere
la eleccio´n de una adecuada aproximacio´n. Por ejemplo, en los nodos






es decir, ser´ıa necesario conocer la presio´n P0,j en los nodos frontera de re-
ferencia (0, j). Pero en estos nodos hemos exclu´ıdo el ca´lculo de la presio´n
y, por consiguiente, debemos realizar una aproximacio´n que efectuaremos
mediante una extrapolacio´n unidireccional, dada por
P0,j = 3P1,j − 3P2,j + P3,j . (30)
El error de truncamiento asociado es
e0,j = p(0, jh)− P0,j = h3pxxx +O(h4). (31)
As´ı pues, de (29) y (30) se tiene que
GxhP1,j =
−3P1,j + 4P2,j − P3,j
2h
, (32)
que no es ma´s que la fo´rmula de diferencias progresivas de segundo orden.
Fo´rmulas ana´logas a e´sta (diferencias progresivas o regresivas) se obtienen
en los nodos adyacentes al resto de la frontera.
Segu´n (31), (32) y expresiones ana´logas, cada uno de los submallados antes
citados “ve” diferentes condiciones de contorno para la presio´n, que se
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diferencian en te´rminos de orden h3. Por consiguiente, el desarrollo asinto´tico de
la presio´n, aproximada por este esquema, tiene un te´rmino alternante de orden




(3)(ih, jh) + (−1)ip(3i)(ih, jh) + (−1)jp(3j)(ih, jh)
+ (−1)i+jp(3ij)(ih, jh)
donde las p(3), p(3i), p(3j) y p(3ij) son funciones regulares e independientes de h.
Se tiene entonces el siguiente resultado, cuya demostracio´n puede encontrarse
en [9]:
Teorema 1 Si la solucio´n (u, p) del problema de Stokes (19) es suficientemente
regular, entonces la solucio´n (U, P ) del problema discreto (20), correspondiente
a los operadores (25)–(28) actuando en los nodos interiores y tomando sobre la
frontera los valores extrapolados para la presio´n, tiene un desarrollo asinto´tico
del error dado por
U = u + h2u(2) + h5û(5) + · · · , (33)
P = p+ h2p(2) + h3p̂(3) + · · · , (34)
donde u(2) y p(2) son te´rminos regulares y û(5) y p̂(3) son te´rminos alternantes.
Por tanto, las aproximaciones de U y de P son ambas de segundo orden en h.
3.3 Experiencias nume´ricas
“Test” en dominio rectangular
Con objeto de comprobar el comportamiento nume´rico del esquema propuesto
y compararlo con el esquema de discretizacio´n de Chorin (aplicable so´lo en
dominios rectangulares), consideraremos inicialmente el “test” con solucio´n
anal´ıtica propuesto por J.T. Oden en [14]. Consiste en la resolucio´n de (19)
en el cuadrado Ω = (0, 1) × (0, 1), con α = 0, ν = 1 y f elegida para que la
solucio´n exacta venga dada por:
u1(x, y) = 8x
2(1− x)2y(y − 1)(2y − 1),
u2(x, y) = 8y
2(1− y)2x(x− 1)(1− 2x),
p(x, y) = 4(x− x2).
(35)
La presio´n toma valores en el intervalo [0, 1], siendo las isobaras segmentos
verticales. La implementacio´n pra´ctica se efectu´a aplicando un algoritmo tipo
gradiente conjugado en el que se integra el me´todo SDI (ver [9]), de aqu´ı que
el me´todo sea iterativo. En la Figura 9 resumimos los resultados obtenidos al
aplicar los esquemas anteriormente citados: el me´todo de Chorin sin filtrar las
presiones, el me´todo de Chorin filtrando las presiones segu´n el patro´n obtenido
en [9] y el esquema regularizante propuesto. En concreto, en cada columna de
la gra´fica, representamos:
  El comportamiento, respecto al nu´mero de iteraciones, de la norma infinito
del error exacto tanto del campo de velocidades como de la presio´n, para
diferentes valores del paso de discretizacio´n h.
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  Las isobaras para el caso h = 0,05.
  El error exacto de la presio´n mediante un gra´fico de superficie cuando
h = 0,05.
Para el primer esquema (primera fila de gra´ficos en la Figura 9), podemos
observar que la existencia de un te´rmino alternante de primer orden en la presio´n
conduce a la pe´rdida de precisio´n, que se refleja en la situacio´n final alcanzada
en el error exacto y que es del orden teo´rico demostrado en [19]. La velocidad no
se ve afectada. Son muy significativas las oscilaciones de las isobaras, as´ı como
el predominio del error de tipo alternante frente al regular, que se aprecia en el
gra´fico de superficie. Tambie´n se puede observar que el error esta´ asociado a los
diferentes submallados. En el segundo esquema, el filtro aplicado a la presio´n
logra que el te´rmino alternante de primer orden se traslade al tercer orden, por
lo que pasa a predominar el te´rmino regular de segundo orden y, por tanto, se
regulariza la presio´n (este hecho esta´ demostrado en [9]).
Figura 9: Resultados del “test” de Oden para diferentes esquemas.
Podemos observar en la segunda fila de esa misma figura que el
comportamiento de la velocidad es el mismo, pero la presio´n mejora su precisio´n,
alcanza´ndose el orden indicado y manifesta´ndose pequen˜os cambios en la
convergencia debido al te´rmino alternante, ya de tercer orden. Las isobaras
reflejan leves oscilaciones, debido ma´s al error propio de un me´todo aproximado
que a la presencia de presiones espu´reas. En el gra´fico de superficie, se observa
el predominio del te´rmino regular de segundo orden y la presencia del error
alternante en un orden superior. No se aprecia ya distincio´n entre los diferentes
submallados. En el tercer caso, de acuerdo con lo demostrado anteriormente,
se logra alcanzar el error regular de segundo orden, tanto para la velocidad
como para la presio´n, no apareciendo oscilaciones en las isobaras. El gra´fico de
superficie tambie´n refleja el comportamiento regular del error y no se observa
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dependencia de los submallados. Hemos realizado un nu´mero de iteraciones
muy superior al necesario, para poder intuir el comportamiento asinto´tico del
algoritmo. Omitimos la representacio´n gra´fica del campo de velocidades dado
que, segu´n lo descrito anteriormente, e´ste no se ve afectado en la pra´ctica.
“Tests” 2D y 3D en dominios no rectangulares
Como ejemplo de “tests” bidimensional y tridimensional definidos en dominios
no rectangulares, consideraremos la determinacio´n de un fluido esta´tico
(“No Flow”) sobre el que actu´a una fuerza gravitacional. En la Figura 10,
reflejamos las presiones obtenidas mediante l´ıneas y superficies isoba´ricas,
respectivamente. Se puede comprobar, de nuevo, el cara´cter regularizante
del esquema propuesto, no apareciendo presiones espu´reas. En [9], pueden
encontrarse resultados con otros “tests” efectuados.
Figura 10: Isobaras y superficies isoba´ricas en los “tests” “No Flow” 2D y 3D.
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