Are American options European after all? by Christensen, Sören et al.
Are American options European after all?
Sören Christensen∗ Jan Kallsen† Matthias Lenga‡
Abstract
We call a given American option representable if there exists a European claim which
dominates the American payoff at any time and such that the values of the two options
coincide in the continuation region of the American option. This concept has interesting
implications from a probabilistic, analytic, financial, and numeric point of view. Relying
on methods from [7, 8, 3] and convex duality, we make a first step towards verifying
representability of American options.
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option, cheapest dominating European option, free boundary problem, duality
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1 Introduction
This paper is concerned with reducing the valuation of American options to the simpler problem
of computing prices of European options whose payoff is not path dependent. For ease of
exposition we consider the standard risk-neutral Black-Scholes setting of a deterministic bond
and a stock whose price processes B resp. S = eX evolve according to
dBt = rBtdt, B0 = 1,
dXt =
(
r − σ
2
2
)
dt + σdWt,
(1.1)
with parameters r ≥ 0, σ > 0 and a Wiener processW . Relative to the probability measure Px ,
the return process X is assumed to start in X0 = x almost surely. We denote the fair value of a
European option with payoff f (XT ) for a payoff function f : R→ R+, time to maturity T ∈ R+
and initial logarithmic stock price x as veu, f (T, x), i.e.
veu, f (T, x) := Ex
(
e−rT f (XT )
)
. (1.2)
Similarly, for an upper semi-continuous payoff function g : R→ R+ satisfying the integrability
condition
Ex
(
sup
t∈[0,T]
g(Xt)
)
< ∞, (1.3)
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the fair value of an American claim with payoff process Z = g(X), time to maturity T ∈ R+,
and initial stock price x is written as vam,g(T, x), i.e.
vam,g(T, x) := sup
τ∈T[0,T ]
Ex(e−rτg(Xτ)), (1.4)
where T[0,T] denotes the set of [0,T]-valued stopping times. We write
CT :=
{(ϑ, x) ∈ [0,T] × R : vam,g(ϑ, x) > g(x)} (1.5)
and
CCT := ([0,T] × R) \ CT =
{(ϑ, x) ∈ R+ × R : vam,g(ϑ, x) = g(x)}
for the continuation region and the stopping region of the American claim, respectively.
Fix a time horizon T and an initial log price X0 = x0 such that (T, x0) is contained in
CT . For this introductory section let us assume that CT is a connected set. We say that a
European payoff function f : R→ R+ represents the American payoff function g : R→ R+ if
the value of f dominates the value of g everywhere and the two coincide in the continuation
region of the American claim, i.e. veu, f (ϑ, x) ≥ vam,g(ϑ, x) for all (ϑ, x) ∈ [0,T] × R and
vam,g(ϑ, x) = veu, f (ϑ, x) holds for all (ϑ, x) ∈ C.
The main question in this paper is the following: given an American payoff function g, is
there a European payoff function f representing g? In this case we call g representable. If
representability holds, this has several interesting consequences.
• The American value function can be computed efficiently by means of linear program-
ming, as is explained below.
• The early exercise boundary can be obtained numerically at low computational costs, see
[13, Section 3.4].
• A buy-and-hold position in the European option with time-T payoff f (XT ) hedges the
American claim perfectly. Put differently, the American option can be hedged statically
with a portfolio of calls/puts that does not cost more than the American claim itself. Here,
portfolio is to be understood in the limiting sense of e.g. [16].
• In the continuation region, the difference vam,g − veu,g is the fair value of a European
payoff with time-T payoff f (XT ) − g(XT ). Put differently, the early exercise premium of
the American option can be interpreted as the price of a European claim with a specific
payoff profile.
• The Snell envelope corresponding to the American option allows for a Markovian-style
decomposition, cf. (1.12) below.
• Some analytical properties of the early exercise curve can be obtained easily. Indeed, it
coincides with the boundary of the set {(ϑ, x) ∈ (0,T] × R : veu, f (ϑ, x) = g(x)}. This
allows to derive smoothness of the early exercise curve from the analyticity of veu, f and
the implicit function theorem. In the same vein, certain analyticity properties of the
European payoff function veu, f transfer to the American payoff function vam,g.
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• The solution of the free boundary problem associated to the American option can be
extended to a solution of the Black-Scholes partial differential equation beyond the free
boundary.
On top of representability of a given option one may ask how to obtain the representing Eu-
ropean payoff, at least numerically. Moreover, are possibly all American options representable?
Or, if this is not the case, do representable options exist at all – except for the obvious case
where early exercise is suboptimal and hence g itself represents g?
The concept of representability is not studied here for the first time. It was considered in
two seminal papers by Jourdain and Martini, which have not yet received the attention they
deserve. In [7] it is shown that many European payoffs represent some American payoff, which
is obtained in a natural way. Indeed, given some European payoff function f , they define an
American payoff function amT ( f ) : R→ R+ as
amT ( f )(x) := inf
ϑ∈[0,T]
veu, f (ϑ, x), (1.6)
from now on called the embedded American option (EAO) associated with f . If the infimum in
(1.6) is attained in a connected curve, f represents its embedded American option amT ( f ), cf.
[7, Theorem 5]. Jourdain and Martini provide an explicit example where this is the case. On
the other hand, they show that embedded American payoff functions satisfy certain analyticity
properties, cf. [7, Proposition 16]. From their results we conclude that representable options
exist but that not all American payoff functions are representable.
In their follow-up article [8] they study the American put option in detail. They show that it
cannot be represented by any of a seemingly general and reasonable candidate family of Euro-
pean claims. This suggests that this particular option may not be representable. Summing up,
Jourdain and Martini provide a way to obtain an American payoff function g that is represented
by a given European claim f . Our question here is rather the converse: given g, is there a
representing European claim f , and how can it be obtained?
In order to tackle these problems, we make use of the approach in [3]. Fix an American
payoff function g : R→ R+. The key contribution of [3] is the linear optimisation problem
minimise veu, f (T, x0)
subject to f : R→ R+ measurable and
veu, f (ϑ, x) ≥ g(x) for all (ϑ, x) ∈ [0,T] × R.
(1.7)
We call the minimiser f of (1.7) cheapest dominating European option (CDEO) of g relative
to (T, x0). The linear problem (1.7) can be solved efficiently by numerical methods, cf. [3] for
details. It is easy to see that the fair price of a CDEO f provides an upper bound to the value
of the given American claim g.
However, in [3] it remains open how large the gap between the two actually is. While there
is a priori no reason why the two should coincide, numerical studies in [3] indicate that the
difference seems to be small. In the present paper, we use the CDEO as a candidate which
may generate the desired American payoff g. Indeed, if g is representable at all, it must be
represented by its CDEO. This also answers the question how to obtain a representing European
payoff function numerically if it exists at all.
It is important to distinguish the minimisation problem (1.7) and more generally the present
study from the well-known duality approaches put forward by [19, 5, 6]. Consider again
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an American payoff function g : R → R+ leading to the discounted exercise process Ẑt :=
e−rtg(Xt). From [19] we know that
vam,g(T, x0) = inf
{
Ex0
(
sup
t∈[0,T]
(Ẑt − Mt)
)
: M martingale with M0 = 0
}
. (1.8)
Indeed, the inequality ≤ is obvious because
Ex0(Ẑτ) = Ex0(Ẑτ − Mτ) ≤ Ex0
(
sup
t∈[0,T]
(Ẑt − Mt)
)
for any [0,T]-valued stopping time τ and any martingale M with M0 = 0. For the converse
inequality consider the Doob-Meyer decomposition
V = V0 + MV − AV (1.9)
of the Snell envelope V of the discounted exercise process Ẑ , i.e. MV is a martingale and AV an
increasing process with MV0 = 0 = A
V
0 . Since
Ẑt − MVt ≤ Vt − MVt = V0 − AVt ≤ V0 = vam,g(T, x0)
for any t ∈ [0,T], we conclude that the inequality ≥ holds in (1.8) as well.
Similarly, observe that
vam,g(T, x0) = inf
{
Ex0(Y ) : Y ≥ 0 random variable with Ẑt ≤ Ex0(Y |Ft), t ∈ [0,T]
}
. (1.10)
Again the inequality ≤ is obvious because any martingale dominating Ẑ is an upper bound of the
discounted American option price process. The converse inequality ≥ follows from choosing
Y = V0 + MVT , where V and M
V are defined as above.
The linear problem (1.7) can be rephrased as
inf
{
Ex0(e−rT f (XT )) : f :R→R+ with Ẑt ≤ Ex0(e−rT f (XT )|Ft), t ∈ [0,T]
}
, (1.11)
which seems almost identical to the right-hand side of (1.10). However, the dominating
European payoff Y in (1.10) may well be path dependent, which is not the case in (1.11). And
indeed, it is easy to see that the terminal value V0 + MVT cannot typically written as a function
of XT , e.g. in the case of an American put. Therefore, the identities (1.8) and (1.10) do not help
in deciding whether the value of the CDEO in the sense of (1.7) coincides with the price of the
given American option g.
From a different perspective, one may note that the martingale in the Doob-Meyer decom-
position (1.9) is not the only one that leads to optimal choices in (1.8) and (1.10). In fact, we
could replace MV by M˜ in any decomposition of the form
V = V0 + M˜ − A˜ (1.12)
with some martingale M˜ and some nonnegative process A˜ satisfying M˜0 = 0 = A˜0. Contrary
to the unique decomposition (1.9) we do not require A˜ to be increasing. As noted above, (1.11)
coincides with the American option price (1.10) if we can choose M˜ such that V0 + M˜T =
4
e−rT f (XT ) for some deterministic function f . In this case, the decomposition (1.12) is of
Markovian style in the sense that both M˜t and A˜t are functions of t and Xt at any time t. Hence
the issue of representability is linked to the existence of Markovian-style decompositions (1.12)
of the Snell envelope corresponding to the optimal stopping problem.
The present study serves different purposes. In Section 2 we establish the link between
embedded American options from [7], cheapest dominating European options from [3], and
representability. By providing an example, we show that representability may depend on the
time horizon T , cf. Section 2.3. The main contribution of this paper is contained in Section
3. Firstly, we establish the existence of CDEOs in a distributional sense for sufficiently regular
American payoff functions g. Secondly and more importantly, we provide a sufficient criterion
for representability of a given American claim. The assumptions of this result depend on
qualitative properties of the corresponding CDEO. Numerical computations suggest that they
are satisfied for the American put, cf. Section 4.
Let us fix some notation that is used in the paper. ‖µ‖ stands for the total variation of a
signedmeasure µ. The set of signedmeasures of finite variation on a measurable space (S,S ) is
written asM(S). The vector spaces of real-valued continuous functions and continuous functions
vanishing at infinity on S are denoted by C(S) and C0(S), respectively. They are Banach spaces
with respect to the norm ‖ · ‖∞ which generates the topology of uniform convergence Tuc. By
M+(S),C+(S),C+0 (S)we denote the cones of nonnegative elements in the respective spaces. The
closure and the interior of a set M in some topological space are denoted by cl M and intM .
We write ∂M := clM \ intM for the boundary of the set. BV (x, r) := {v ∈ V : ‖v − x‖ ≤ r}
denotes the ball with radius r around x in a normed space V . If the space is obvious, we simply
write B(x, r). The Dirac measure in x is denoted as δx . Moreover we write ϕ(µ, σ2, ·) for
the probability density function of the normal distribution N(µ, σ2) with mean µ and variance
σ2. The cumulative distribution function of N(0, 1) is denoted as Φ. The gradient of a real-
or complex-valued function f is denoted as D f and its partial derivatives with respect to its
first, second, dth argument are written as D1 f ,D2 f ,Dd f etc. The convex conjugate and the
biconjugate in the sense of [18] of a function v are denoted by v∗ and v∗∗, respectively.
2 Representable options
In this section we derive some general results about embedded, cheapest dominating, and
representable options. For ease of exposition, we focus on the univariate Black-Scholes market
(1.1). Moreover, we use the notation (1.2, 1.4) from Section 1 for the fair values of European
and American options.
2.1 Embedded American and cheapest dominating European options
Fix T ∈ [0,∞]. Let f : R → R+ denote a measurable European payoff function with
veu, f (ϑ, x) < ∞ for all (ϑ, x) ∈ [0,T] × R with ϑ < ∞ and g : R → R+ an upper semi-
continuous American payoff function satisfying (1.3). Let us recall the following key notions
from the introduction.
Definition 2.1. 1. The embedded American option (EAO) of f up to T is defined as the
payoff function amT ( f ) : R→ R+ given by
amT ( f )(x) := inf
{
veu, f (ϑ, x) : ϑ ∈ [0,T], ϑ < ∞
}
, x ∈ R. (2.1)
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2. We say that f superreplicates or dominates g up to T if veu, f (ϑ, x) ≥ g(x) holds for all
finite ϑ ∈ [0,T] and x ∈ R.
3. If T < ∞ and an initial logarithmic stock price X0 = x0 is given, we call a European
payoff function f? cheapest dominating European option (CDEO) of g relative to (T, x0)
if f? superreplicates g up to T and veu, f?(T, x0) ≤ veu, f (T, x0) holds for all European
payoff functions f dominating g up to time T . The set of all such CDEOs is denoted as
euT,x0(g). We write euT,x0(g) = f? if there is a unique CDEO f?, i.e. if euT,x0(g) = { f?}.
Here we identify functions which differ only on a set of zero Lebesgue measure.
We state some first results.
Proposition 2.2. 1. The set euT,x0(g) is convex.
2. If f superreplicates g up to time T , we have
g(x) ≤ vam,g(ϑ, x) ≤ veu, f (ϑ, x) (2.2)
for all finite ϑ ∈ [0,T] and all x ∈ R and in particular
g ≤ amT ( f ) ≤ f . (2.3)
3. g ≤ amT (euT,x0(g)) in the sense that g is dominated by any element of the right-hand side.
4. amT ( f )(x) is decreasing in T .
5. amT ( f )(x) is increasing in f .
6. If f is upper semi-continuous, so is x 7→ amT ( f )(x).
Proof. 1. Choose f1, f2 ∈ euT,x0(g) and note that for any λ ∈ (0, 1) the convex combination
fλ := λ f1 + (1 − λ) f2 superreplicates g up to T . Moreover, we have veu, fλ(T, x0) =
λveu, f1(T, x0) + (1 − λ)veu, f2(T, x0) = veu, f1(T, x0), which implies that the payoff fλ is
indeed contained in euT,x0(g).
2. Recall that the discounted value processV (ϑ) = (e−rtveu, f (ϑ− t, Xt))t∈[0,ϑ] of the European
option with time-ϑ payoff f (Xϑ) is a martingale. Indeed, applying the Markov property
yields
e−rtveu, f (ϑ − t, Xt) = e−rϑEXt ( f (Xϑ−t)) = e−rϑEx( f (Xϑ)|Ft)
for any t ∈ [0, ϑ].
Owing to the superreplication property and the optional sampling theorem, we have
vam,g(ϑ, x) = sup
τ∈T[0,ϑ]
Ex(e−rτg(Xτ))
≤ sup
τ∈T[0,ϑ]
Ex
(
e−rτveu, f (ϑ − τ, Xτ)
)
= veu, f (ϑ, x),
which proves (2.2). Minimising both sides of this inequality with respect to ϑ yields
(2.3).
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3. This follows from the fact that any payoff in euT,x0(g)) superreplicates g up to time T .
4. This is obvious.
5. This is obvious as well.
6. By dominated convergence,
x 7→ veu, f (ϑ, x) = e−rϑ
∫
ϕ
(
x + (r − σ2/2)ϑ, σ2ϑ, y) f (y)dy
is upper semi-continuous in x for finite ϑ ≤ T . Since the pointwise infimum of a family
of upper semi-continuous functions is upper semi-continuous, the assertion follows. 
Now we turn to the representability of an American claim as explained in Section 1. To this
end, we fix T ∈ (0,∞) and assume that the continuation region CT in (1.5) is nonempty. Given
any (T0, x0) ∈ CT we denote by CT0,x0 the connected component of CT0 = CT ∩ ([0,T0] × R)
which contains (T, x0).
Definition 2.3. We say that the European payoff function f represents g relative to (T0, x0) ∈ CT
if f superreplicates g up to time T0 and vam,g(ϑ, x) = veu, f (ϑ, x) holds for all (ϑ, x) ∈ CT0,x0 . In
this case we write
f
T0,x0−→ g.
We call g representable relative to (T0, x0) if there exists some f representing it.
If an American payoff is representable, it is in fact represented by its CDEO:
Proposition 2.4. Suppose that the American payoff function g is continuous and satisfies the
growth condition g(x) ≤ C(1 + |x |k), x ∈ R for some constants C, k < ∞. Let (T0, x0) ∈ CT . If
f
T0,x0−→ g, the following holds.
1. For any (T˜, x˜) ∈ CT0,x0 we have f
T˜,x˜−→ g.
2. The representing function is unique up to a Lebesgue-null set, i.e. f˜
T0,x0−→ g implies f˜ = f
Lebesgue-almost everywhere.
3. We have f = euT0,x0(g) Lebesgue-almost everywhere.
4. We have g(x) = amT0( f )(x) and hence
g(x) = amT0(euT0,x0(g))(x)
for all x ∈ cl pi(CT0,x0), where
pi(CT0,x0) := {x ∈ R : (ϑ, x) ∈ CT0,x0 for some ϑ ∈ R+}
denotes the projection of the set on its second coordinate.
5. The set CT0,x0 is a connected component of the continuation region C′T0 associated to the
American value function vam,amT0 ( f ). We have f
T0,x0−→ amT0( f ) and therefore
f = euT0,x0(amT0( f )).
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6. Suppose that g˜ ≤ g is an upper semi-continuous American payoff function with g˜(x) =
g(x) for all x ∈ cl pi(CT0,x0). Then f
T0,x0−→ g˜ and CT0,x0 is a connected component of the
continuation region C˜T0 associated to the American value function vam,g˜.
Proof. 1. This is obvious because C(T˜0,x˜) is a subset of CT0,x0 .
2. Assume that f and f˜ represent g relative to T0, x0. Clearly, we have veu, f (ϑ, x) =
veu, f˜ (ϑ, x) = vam,g(ϑ, x) < ∞ for any (ϑ, x) ∈ CT0,x0 . Lemma A.5 implies that the value
functions veu, f and veu, f˜ have an analytic extension on some C
2-domain containing the set
(0,T0) × R. The set CT0,x0 contains an open ball B. First, we apply the identity theorem
to the variable ϑ which shows that the mappings veu, f and veu, f˜ coincide on the open
strip (0,T0) × pi(B). Then we apply the identity theorem to the variable x which yields
veu, f (ϑ, x) = veu, f˜ (ϑ, x) < ∞ for any (ϑ, x) ∈ (0,T0) × R. Consequently, it is easy to see
that the functions
u(y) := ϕ (x0 + r̂ϑ0, σ2ϑ0, y) f (y),
u˜(y) := ϕ (x0 + r̂ϑ0, σ2ϑ0, y) f˜ (y),
are both integrable on R, where we set ϑ0 := T0/2 and r̂ := r − σ2/2. Lemma A.4(2)
yields
veu, f (ϑ0/2, x/2) =
∫
ϕ
(
x/2 + r̂ϑ0/2, σ2ϑ0/2, y
)
ϕ
(
x0 + r̂ϑ0, σ2ϑ0, y
) u(y)dy
=
√
2 exp
( (x0 − x/2 + r̂ϑ0/2)2
σ2ϑ0
) ∫
exp
(
−(y − x + x0)
2
2σ2ϑ0
)
u(y)dy
for any x ∈ R. This equation remains valid after replacing f and u by f˜ and u˜, respectively.
The mappings veu, f and veu, f˜ coincide on (0,T0) × R and consequently∫
ϕ
(
x0, σ2ϑ0, x − y
)
u(y)dy =
∫
ϕ
(
x0, σ2ϑ0, x − y
)
u˜(y)dy
holds for any x ∈ R. We multiply both sides of this equation by eizx, z ∈ R and integrate
the x variable over the real line. After a few simplifications we obtain∫
eizyu(y)dy =
∫
eizyu˜(y)dy
for any z ∈ R. The injectivity of the Fourier transform on L1(R) yields that u, u˜ and
therefore f , f˜ coincide up to a Lebesgue-null set.
3. The growth condition on g implies (1.3). Moreover, vam,g is continuous on [0,T] × R by
[11, Theorem 4.1.1]. Observe that CCT is closed and
τT := inf{t ≥ 0 : (T − t, Xt) < CT } ∧ T
= inf
{
t ≥ 0 : vam,g(T − t, Xt) = g(Xt)
} ∧ T (2.4)
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is an optimal stopping time for the stopping problem in (1.4), cf. [17, Corollary 2.9].
By (2.2) the function f is contained in euT0,x0(g). It remains to be shown that this set
is a singleton. To this end choose a function h ∈ euT0,x0(g) and note that veu,h(T0, x0) =
veu, f (T0, x0) = vam,g(T0, x0) < ∞. By Lemma A.5 the mappings veu,h and veu, f are analytic
on a C2-domain containing the set (0,T0) × R. Define
N :=
{(ϑ, x) ∈ CT0,x0 ∩ ((0,T0) × R) : veu,h(ϑ, x) , veu, f (ϑ, x)},
which is open because both veu,h and veu, f are continuous on CT0,x0 . Moreover, let τT0 be
the corresponding optimal stopping time as in (2.4).
Assume by contradiction that there is an interior point (ϑ0, ξ0) of N ⊂ CT0,x0 , we have
{ϑ0} × [ξ0 − ε, ξ0 + ε] ⊂ N ⊂ CT0,x0 (2.5)
and Px0(τT0 > t, Xt ∈ [ξ0−ε, ξ0+ε]) > 0 for some ε > 0 and sufficiently small t < T0−ϑ0
becauseCT0,x0 is connected and open in [0,T0]×R. (2.5) implies [ϑ0,T0]×[ξ0−ε, ξ0+ε] ⊂
CT0,x0 . From the properties of Brownian motion it also follows that the probability of X
staying in the interval [ξ0 − ε, ξ0 + ε] from time t till T0 − ϑ0 is strictly positive. Hence
Px0((T0 − τT0) ∨ ϑ0, X(T0−ϑ0)∧τT0 ) ∈ N) > 0. (2.6)
On the other hand, we have
Ex0
(
e−r((T0−τT0 )∨ϑ0)
(
veu,h − veu, f
) ((T0 − τT0) ∨ ϑ0, X(T0−ϑ0)∧τT0 ) )
= Ex0
(
e−r((T0−τT0 )∨ϑ0)
(
veu,h − vam,g
) ((T0 − τT0) ∨ ϑ0, X(T0−ϑ0)∧τT0 ) )
= veu,h(T0, x0) − vam,g(T0, x0) = 0.
The second equality follows from the fact that the discounted European value process as
well as the optimally stopped Snell envelope of the discounted exercise price process are
martingales, see [17, Theorem 2.4 and Remark 2.6]. Since it is nonnegative, we conclude
that (
veu,h − veu, f
) ((T0 − τT0) ∨ ϑ0, X(T0−ϑ0)∧τT0 ) = 0 Px0-almost surely
in contradiction to (2.6). Hence N is empty.
By the proof of the second assertion we conclude that h and f coincide up to a Lebesgue-
null set.
4. Choose any x ∈ pi(CT0,x0) and aϑC ∈ (0,T0] such that (ϑC, x) ∈ CT0,x0 . Due to compactness,
there is a largest ϑS ∈ [0, ϑC) such that (ϑS, x) is contained in the stopping region. In view
of [11, Theorem 4.1.1], vam,g is continuous and therefore
g(x) ≤ amT0( f )(x) ≤ lim inf
ϑ↓ϑS
veu, f (ϑ, x) = lim inf
ϑ↓ϑS
vam,g(ϑ, x) = vam,g(ϑS, x) = g(x).
This proves the assertion for x ∈ pi(CT0,x0). For any xb ∈ ∂pi(CT0,x0) there is some
ϑb ∈ (0,T0] such that (ϑb, xb) is in the boundary of the set CT0,x0 . For an approximating
sequence CT0,x0 3 (ϑn, xn) → (ϑb, xb) as n→∞ we have
g(xb) = vam,g(ϑb, xb) = lim inf
n→∞ vam,g(ϑn, xn) = lim infn→∞ veu, f (ϑn, xn).
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Applying Fatou’s lemma we obtain
lim inf
n→∞ veu, f (ϑn, xn) ≥ veu, f (ϑb, xb) ≥ amT0( f )(xb) ≥ g(xb),
which yields g(xb) = amT0( f )(xb).
5. The European payoff f superreplicates amT0( f ) up to time T0. Owing to Proposition
2.2(2), we have g(x) ≤ amT0( f )(x) and hence
vam,g(ϑ, x) ≤ vam,amT0 ( f )(ϑ, x) ≤ veu, f (x) (2.7)
for any (ϑ, x) ∈ [0,T0] × R. Moreover, equality in (2.7) holds on the set CT0,x0 because
the payoff f represents g relative to (T0, x0). For any (ϑ, x) ∈ CT0,x0 the fourth assertion
warrants that g(x) = amT0( f )(x) and therefore
amT0( f )(x) = g(x) < vam,g(ϑ, x) = vam,amT0 ( f )(ϑ, x).
This shows thatCT0,x0 is a connected subset ofC′T0 . For any boundary point (ϑ, x) ∈ ∂CT0,x0
with ϑ > 0 we have g(x) = vam,g(ϑ, x) = veu, f (ϑ, x). In view of (2.7), we obtain
vam,amT0 ( f )(ϑ, x) ≤ veu, f (x) = g(x) ≤ amT0( f )(x),
which shows that (ϑ, x) is located in the stopping region of the American payoff amT0( f ).
Summing up, the set CT0,x0 is indeed a connected component of C′T0 and amT0( f ) is
represented by f relative to (T0, x0).
6. Choose any (ϑ, x) ∈ CT0,x0 and let τϑ be the optimal stopping time as in (2.4). Due to
Xτϑ ∈ cl pi(CT0,x0) we have
vam,g(ϑ, x) = Ex(e−rτϑg(Xτϑ )) = Ex(e−rτϑ g˜(Xτϑ )) ≤ vam,g˜(ϑ, x).
The reverse inequality follows immediately from the assumption g˜ ≤ g. Therefore
g˜(x) = g(x) < vam,g(ϑ, x) = vam,g˜(ϑ, x).
This shows that CT0,x0 is a connected subset of C˜T0 .
Nowchoose any boundary point (ϑ, x) ∈ ∂CT0,x0 and an approximating sequence (ϑn, xn)n∈N
in CT0,x0 , i.e. (ϑn, xn) → (ϑ, x) as n → ∞. We have g(x) = g˜(x). Since vam,g˜(ϑn, xn) =
vam,g(ϑn, xn) for any n ∈ N, we conclude
vam,g˜(ϑ, x) = limn→∞ vam,g˜(ϑn, xn) = limn→∞ vam,g(ϑn, xn) = g(x) = g˜(x).
Consequently (ϑ, x) is located in the stopping region of the American payoff g˜. Summing
up, CT0,x0 is a connected component of the set C˜T0 and g˜ is represented by f relative to
(T0, x0). 
A European payoff often – but not always – generates its embedded American option:
Proposition 2.5. Suppose that f is continuous. Let T0 ∈ (0,T] and assume that there exists a
continuous function ϑ˘ : R → [0,T0] such that the the infimum in the definition of amT0( f ), cf.
(2.1), is reached in ϑ˘(x) for any x ∈ R. Then we have:
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1. amT0( f ) is continuous.
2. f
T0,x0−→ amT0( f ) and hence
f = euT0,x0(amT0( f ))
for any x0 ∈ R with (T0, x0) ∈ CT .
3. ϑ˘(x) corresponds to the early exercise curve of amT0( f ) in the sense that
τ := inf
{
t ≥ 0 : T0 − t = ϑ˘(Xt)
} ∧ T0 (2.8)
is an optimal stopping time for the stopping problem in the definition of vam,amT0 ( f )(T0, x),
cf. (1.4).
4. g := amT0( f )(x) satisfies the concavity condition
σ2
2
g′′(x) +
(
r − σ
2
2
)
g′(x) − rg(x) ≤ 0 (2.9)
on the set
G := {x ∈ R : 0 < ϑ˘(x) < T0 and g is twice differentiable in x}.
Proof. 1. veu, f is continuous on (0,T0) × R+ by Lemma A.5. The integrability condition
veu, f (T, x) < ∞, x ∈ R and dominated convergence yield that continuity actually holds on
(0,T0]×R+. Since f is uniformly integrable relative to PXϑx for (ϑ, x) ∈ [0,T0]×[x−ε, x+ε]
and since PXϑx → δx0 weakly for (ϑ, x) → (0, x0), the function veu, f is in fact continuous
on [0,T0] × R. Since ϑ˘ is continuous, we have that x 7→ amT0( f )(x) = veu, f (ϑ˘(x), x) is
continuous as well.
2. f superreplicates the payoff amT0( f ) up to T0 by definition. Since ϑ 7→ vam,g(ϑ, x)
is increasing, (ϑ, x) ∈ CT0,x0 implies (ϑ˜, x) ∈ CT0,x0 for any ϑ˜ ≥ ϑ. Now amT0( f )(x) =
veu,amT0 ( f )(ϑ˘(x), x) ≥ vam,amT0 ( f )(ϑ˘(x), x) implies (ϑ˘(x), x) < CT0,x0 and therefore ϑ > ϑ˘(x)
for any (ϑ, x) ∈ CT0,x0 . Set M :=
{(ϑ, x) ∈ [0,T0] × R : amT0( f )(x) = veu, f (ϑ, x)}. Since
ϑ˘ is continuous, this implies that Px((ϑ−τϑ,M, Xτϑ,M ) ∈ M) = 1 for any (ϑ, x) ∈ CT0,x0 and
the stopping time τϑ,M := inf{t ∈ R+ : (ϑ − t, Xt) ∈ M}. Since the discounted European
value process is a martingale, we obtain
vam,amT0 ( f )(ϑ, x) ≥ Ex
(
e−rτϑ,Mg(Xτϑ,M )
)
= Ex
(
e−rτϑ,M veu, f (ϑ − τϑ,M, Xτϑ,M )
)
= veu, f (ϑ, x)
by optional sampling. The reverse inequality is (2.2) from Proposition 2.2.
3. This follows now from
vam,amT0 ( f )(T0, x) ≥ Ex
(
e−rτamT0( f )(Xτ)
)
= Ex
(
e−rτveu, f (T0 − τ, Xτ)
)
= veu, f (T0, x)
≥ vam,amT0 ( f )(T0, x).
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4. The mapping Ψ : veu, f − g is twice differentiable on the set (0,T0) × G. If we define the
operator A :=
(
r − σ22
)
D2 + σ
2
2 D22 − r , Ito¯’s formula and the martingale property of
(e−rtveu, f (T − t, Xt))t∈[0,T0] yield that (A − D1)veu, f = 0 on (0,T0) × R and hence
A g = A veu, f −A Ψ
= D1veu, f −
(
r − σ
2
2
)
D2Ψ − σ
2
2
D22Ψ − rΨ
= c>DΨ − σ
2
2
D22Ψ − rΨ (2.10)
where c := (1, σ22 − r) and g is interpreted as a mapping on (0,T0) ×R via g(t, x) := g(x).
Now choose any x ∈ G. By definition we haveΨ(ϑ˘(x), x) = 0. Due to the fact thatΨ only
assumes nonnegative values, the first order condition DΨ(ϑ˘(x), x) = 0 and the second
order condition D22Ψ(ϑ˘(x), x) ≥ 0 hold. From (2.10) we obtain
(A g)(x) = −σ
2
2
D22Ψ(ϑ˘(x), x) ≤ 0,
which concludes the proof. 
2.2 Examples
We start with a simple explicit example of a representable American option.
Example 2.6. Consider the market of Section 1 with interest rate r = 0 and volatility σ =
√
2.
We study the European payoff
f (x) = 3ex/2 + e3x/2.
Since
Ex(Sαt ) = exp
(
αx + (α2 − α)t)
for α ∈ R, x > 0, its value function equals
veu, f (ϑ, x) = 3 exp
(
1
2
x − 1
4
ϑ
)
+ exp
(
3
2
x +
3
4
ϑ
)
.
We conclude that the embedded American option and the associated early exercise curve are
given by
am∞( f )(x) = 4e3x/41(−∞,0)(x) + f (x)1R+(x),
ϑ˘(x) = argminϑ∈R+veu, f (ϑ, x) = −x1(−∞,0)(x).
More specifically, τ in (2.8) is optimal for the stopping problem (1.4) for g = am∞( f ) and time
horizon T0. Indeed, τ is optimal for
amT0( f )(x) =
{
3ex/2−T0/4 + e3x/2−3T0/4 if x ≤ −T0,
am∞( f )(x) otherwise.
by Proposition 2.5. Since am∞( f ) ≤ amT0( f ), it follows easily that it is optimal for am∞( f ) as
well.
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The following example shows that the embedded American option amT ( f ) of f may be
representable without necessarily being represented by f itself. On top, we observe that the
early exercise curve can have jumps.
Example 2.7. Consider the Black-Scholes market of Section 1 with interest rate r = 1 and
volatility σ =
√
2. The European value function associated to the payoff f := 1[0,1] is given by
veu, f (ϑ, x) = e−ϑ
(
Φ
(
1 − x√
2ϑ
)
− Φ
(
− x√
2ϑ
))
.
An elementary calculation yields
D1veu, f (ϑ, x) = −e−ϑ(2ϑ)−3/2
(
ϕ
(
1 − x√
2ϑ
)
(1 − x) + ϕ
(
x√
2ϑ
)
x
)
− veu, f (ϑ, x) < 0 (2.11)
for any (ϑ, x) ∈ (0,∞) × [0, 1]. Moreover, we have
lim
ϑ↓0
veu, f (ϑ, x) =
{
1
2 < f (x) if x ∈ {0, 1},
f (x) otherwise. (2.12)
Fix some time horizon T ∈ (0,∞). In view of (2.11, 2.12), the embedded American option
is given by
g(x) := amT ( f )(x) = veu, f (T, x)1[0,1](x).
The infimum in (2.1) is attained at the unique point
ϑ˘(x) = T1[0,1](x), x ∈ R.
This shows that neither the embedded American option nor the associated curve x 7→ ϑ˘(x) of
unique minima need to be continuous if the underlying European payoff is discontinuous. The
reader may compare this result to the statements of Proposition 2.5 and [7, Remark 4].
Let CT denote the continuation region as (1.5). Since g(x) = 0 < vam,g(ϑ, x) for (ϑ, x) ∈
(0,T]× (R \ [0, 1]), it is evident that (0,T]× (R \ [0, 1]) ⊂ CT . For (ϑ, x) ∈ [0,T]× [0, 1]we have
g(x) ≤ vam,g(ϑ, x) ≤ vam,g(T, x) ≤ veu, f (T, x) = g(x)
because the American value function vam,g(ϑ, x) is increasing in ϑ. Consequently, the continu-
ation region is of the form CT = (0,T] × (R \ [0, 1]). At the end of this example we prove that
the stopping time τϑ := inf{t ≥ 0 : Xt ∈ [0, 1]} ∧ ϑ is optimal for the stopping problem (1.4)
with time horizon ϑ ∈ [0,T].
Beforehand we show that the embedded American payoff g is not represented by its generat-
ing European claim f . To this end choose any (ϑ, x) ∈ [0,T] ×R+ from the continuation region
CT . Since D1veu, f (ϑ, x) < 0 on the set (0,∞) × [0, 1] and by the optional sampling theorem
applied to the discounted European option price process, we obtain
vam,g(ϑ, x) = Ex
(
g(Xτϑ )e−rτϑ
)
= Ex
(
1[0,1](Xτϑ )veu, f (T, Xτϑ )e−rτϑ
)
< Ex
(
veu, f (ϑ − τϑ, Xτϑ )e−rτϑ
)
= veu, f (ϑ, x)
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for any (ϑ, x) ∈ C with ϑ ≤ T . Therefore the payoff g is indeed not represented by f .
Nonetheless, there exist European payoff functions which represent g on the connected
components CT,−1 = (0,T] × (−∞, 0) and CT,2 = (0,T] × (1,∞) of the continuation region. We
verify that
h(x) := 2g(0) cosh(x)1R+(x)
represents g on the left connected component CT,−1. By symmetry, one can show that the same
holds for h˜(x) := 2g(1) cosh(x − 1)1(−∞,1](x) on the right connected component CT,2.
The European value function associated to h is given by
veu,h(ϑ, x) = 2g(0)e−ϑH(ϑ, x),
where H(ϑ, x) := Ex(cosh(Xϑ)1R+(Xϑ)). Since PXϑx = N(x, 2ϑ), a straightforward calculation
yields
H(ϑ, x) = 1
2
(
eϑ−xΦ
(
x√
2ϑ
−
√
2ϑ
)
+ eϑ+xΦ
(
x√
2ϑ
+
√
2ϑ
))
for ϑ ∈ (0,T]. In particular, we have
veu,h(ϑ, 0) = g(0). (2.13)
Let us verify that h superreplicates the American payoff g up to time T . Since
g(x) = e−T
(
Φ
(
1 − x√
2T
)
− 1 + Φ
(
x√
2T
))
≤ e−T
(
Φ
(
1√
2T
)
− 1 + Φ
(
1√
2T
))
= 2g(0)
≤ h(x) = veu,h(0, x)
for any x ∈ [0, 1], it suffices to verify veu,h ≥ g on the set (0,T] × [0, 1]. In view of
D1veu,h(ϑ, x) = −g(0) 2xe
−ϑ
(2ϑ)3/2ϕ
(
x√
2ϑ
)
< 0
for any (ϑ, x) ∈ (0,T] × [0, 1], we only need to show that veu,h(T, x) − g(x) = veu,h− f (T, x) is
nonnegative for any x ∈ [0, 1]. We have
veu,h− f (T, x) = Ex((h − f )(XT )|XT ≥ 0)Px(XT ≥ 0)
because h − f vanishes on (−∞, 0). Since h − f is increasing, Lemma A.1 yields
veu,h− f (T, 0)
P0(XT ≥ 0) ≤
veu,h− f (T, x)
Px(XT ≥ 0)
for any x ∈ [0, 1]. Using (2.13) we conclude
0 = veu,h(T, 0) − veu, f (T, 0) = veu,h− f (T, 0), x ∈ [0, 1]
and hence 0 ≤ veu,h− f (T, x) as desired.
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Figure 1: The EAO (blue) associated to the European put with strike K = 100 (red) in the
Black-Scholes market with T = 1, r = 0.06, σ = 0.4, and stock price s = ex
We already observed that the functions veu,h and g coincide on the stopping boundary
associated to CT,−1, i.e. veu,h(0, x) = 0 = g(x) for any x < 0 and veu,h(ϑ, 0) = g(0) for any
ϑ ∈ [0,T]. Consequently, optional sampling yields
vam,g(ϑ, x) = Ex
(
g(Xτϑ )e−rτϑ
)
= Ex
(
veu,h(ϑ − τϑ, Xτϑ )e−rτϑ
)
= veu,h(ϑ, x)
for any (ϑ, x) ∈ CT,−1. In particular, we observe that τϑ is an optimal stopping time for the
stopping problem (1.4) with time horizon ϑ. Altogether, this shows that the American payoff g
is represented by h on the left connected component CT,−1.
2.3 The American option embedded into the European put
The embedded American option of the European put has some interesting properties. It is
representable, but only for sufficiently small time horizons.
Lemma 2.8. By f (x) := (K − ex)+ we denote the European put option with some strike price
K > 0. There are positive finite time horizons T1 < T2 such that
1. amT1( f ) is represented by f relative to (T1, x) for all x ∈ [logK,∞),
2. If r > 0, there are no T ∈ R+, x ∈ [logK,∞) such that amT ( f ) is representable relative
to (T2, x). In particular, neither amT1( f ) nor amT2( f ) are represented by f relative to
(T2, logK).
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Figure 2: The curve ϑ˘(x) associated to the European put with strike K = 100 in the Black-
Scholes market with T = 1, r = 0.06, σ = 0.4, and stock price s = ex
Proof. 1. Owing to the Black-Scholes formula, the value function of the European put is
given by
veu, f (ϑ, x) = e−rϑKΦ(−d2(ϑ, ex)) − sΦ(−d1(ϑ, ex)) (2.14)
with
d1(ϑ, s) := log(s/K) + (r + σ
2/2)ϑ
σ
√
ϑ
,
d2(ϑ, s) := log(s/K) + (r − σ
2/2)ϑ
σ
√
ϑ
,
where s = ex denotes the spot price of the underlying and ϑ ∈ R+ the maturity of the
option. We show that for sufficiently small terminal time T , there exists a continuous
function ϑ˘(x) : R → [0,T] with amT ( f )(x) = veu, f (ϑ˘(x), x) for any x ∈ R. Proposition
2.5 then warrants that the American payoff amT ( f ) is represented by f relative to any
x ∈ R with (T, x) ∈ CT . We recall the following well-known partial derivatives of veu, f :
D1veu, f (ϑ, x) = e
xσ
2
√
ϑ
ϕ(d1(ϑ, ex)) − rKe−rϑΦ(−d2(ϑ, ex)),
e−xD2veu, f (ϑ, x) = −Φ(−d1(ϑ, ex)),
e−xD12veu, f (ϑ, x) =
(
r + σ2/2) ϑ − log(ex/K)
2ϑ3/2σ
ϕ(d1(ϑ, ex)).
Consequently, for any (ϑ, x) ∈ R+ × R we have
D12veu, f (ϑ, x) > 0 (2.15)
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if and only if ex < K exp
((r + σ2/2)ϑ) . Moreover, one easily verifies that the following
properties are satisfied for any T > 0:
lim inf
x↓−∞
sup
ϑ∈[0,T]
D1veu, f (ϑ, x) < 0, (2.16)
lim
ϑ↓0
D1veu, f (ϑ, logK) = ∞, (2.17)
lim
ϑ↓0
D1veu, f (ϑ, x) = −rK, x ∈ (−∞, logK). (2.18)
By (2.17) there is some constant Tmax > 0 such that D1veu, f (ϑ, logK) > 0 for any ϑ ∈
(0,Tmax). Let T ∈ (0,Tmax). Property (2.16) warrants that lim infx↓−∞ D1veu, f (T, x) < 0.
Due to (2.15) and the intermediate value theorem, there exists a unique KT ∈ (0,K) such
that D1veu, f (T, logKT ) = 0, D1veu, f (T, x) < 0 for x ∈ (0, logKT ), and D1veu, f (T, x) > 0
for x ∈ (logKT, logK]. Taking (2.18) into account, we conclude that
m(x) := min
ϑ∈[0,T]
veu, f (ϑ, x) < veu, f (0, x) ∧ veu, f (T, x), x ∈ (logKT, logK).
Put differently, the nonempty compact set
Mx := {ϑ ∈ [0,T] : veu, f (ϑ, x) = m(x)}
is contained in the open interval (0,T) for any x ∈ (logKT, logK). We write
ϑ˘(x) := max Mx
for the largest value of the set Mx . For any x ∈ (logKT, logK)we have D1veu, f (ϑ˘(x), x) =
0. By decreasing the bound Tmax we can always achieve that D11veu, f (ϑ˘(x), x) > 0 for any
x ∈ (logKT, logK). This can be verified by analysing the asymptotic behaviour of the
derivative D11veu, f as ϑ → 0. The calculation is elementary but somewhat lengthy and
therefore omitted. Theorem A.3 yields that the mapping x 7→ ϑ˘(x) is analytic on some
open complex domain containing the interval (logKT, logK). Moreover, owing to (2.15)
we have
ϑ˘′(x) = −D12veu, f (ϑ˘(x), x)
D11veu, f (ϑ˘(x), x)
< 0 (2.19)
for any x ∈ (logKT, logK), which implies that the limits limx↓logKT ϑ˘(x) and limx↑logK ϑ˘(x)
exist. Note that the mapping [0,T] 3 ϑ 7→ veu, f (ϑ, x) attains its unique minimum at ϑ = 0
for any x ≥ logK .
A simple calculation shows that ϑ˘(logK) := 0 extends the curve ϑ˘ continuously to
x = logK . Indeed, assuming v1 := limx↑logK ϑ˘(x) > 0 yields ϑ˘(x) ∈ (v1,T] for any
x ∈ (logKT, logK). The mapping D1veu, f is continuous on (0,∞) × R. Thus we obtain
the contradiction 0 < D1veu, f (v1, logK) = limx↑logK D1veu, f (ϑ˘(x), x) = 0.
By possibly decreasingTmax further, we can achieve that ϑ˘(logKT ) := T extends the curve
continuously into x = logKT .
A similar argument as above shows that for any x ∈ (0, logKT ) the minimum of the
mapping [0,T] 3 ϑ 7→ veu, f (ϑ, x) is attained at ϑ = T . Indeed, by (2.18) no minimum can
be located at ϑ = 0. Now assume that for some x ∈ (0, logKT ) a minimum is attained at
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some maturity % ∈ (0,T). Denoting by ϑ˘−1 the inverse function of ϑ˘ |(logKT ,logK), property
(2.15) yields 0 = D1veu, f (%, x) < D1veu, f (%, ϑ˘−1(%)) = 0 and hence a contradiction.
Altogether we have found the desired function ϑ˘ : R→ [0,T].
2. With regard to the Black-Scholes formula (2.14), it is apparent that limϑ→∞ veu, f (ϑ, x) = 0
for any x ∈ R. For fixed x0 < logK choose T2 large enough with veu, f (T2, x0) <
amT ( f )(x0). Let T ∈ R+ be arbitrary and T1 ≤ T as in the first assertion.
Assume by contradiction that amT ( f ) is represented by some f˜ relative to (T2, x) with
some x ≥ logK .
For sufficiently large x0 < logK we have amT ( f ) = amT1( f ) on [x0,∞). Indeed,
amT1( f )(x) → 0 as x → 0 and x 7→ infϑ∈[T,T1] veu, f (ϑ, x) has a positive lower bound
on the compact interval [logK − 1, logK] because veu, f is continuous and strictly positive
on [T1,T] × [logK − 1, logK].
After possibly decreasing T1 we can apply Proposition 2.4(6) and obtain that f represents
amT ( f ) relative to (T1, x). Proposition 2.4(1,2) yields that the mappings f and f˜ coincide
up to a Lebesgue-null set. Hence we obtain the contradiction
amT ( f )(x0) ≤ veu, f˜ (T2, x0) = veu, f (T2, x0) < amT ( f )(x0). 
The embedded American option of the European put and the curve ϑ˘ in the proof of the
previous lemma are illustrated in Figures 1, 2.
3 Existence of the CDEO and representability
The aim of this section is to establish the existence of cheapest dominating European options
and, more importantly, to verify that that a given American option is represented by its CDEO.
For ease of exposition we focus on payoffs of a particular form.
3.1 Main results
We consider the basic model of (1.1) with initial logarithmic stock price X0 = x0 and fixed
time horizon T . We are primarily interested in the American put but for the theorems below
it satisfies to assume a certain more general structure. Specifically, we consider payoffs of the
form
g(x) = 1(−∞,K](x)ϕ(x), x ∈ R (3.1)
with K ∈ R and an analytic function ϕ : U → C on some domain U ⊂ C such that
1. ϕ(x) ∈ (0,∞) for x ∈ (−∞,K),
2. ϕ(K) = 0,
3. the growth condition
lim
R3x→−∞
e(2r/σ
2)xϕ(x) = 0 (3.2)
holds,
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4. the necessary concavity condition
c(x) := g′′(x) − 2r
σ2
(g(x) − g′(x)) − g′(x) ≤ 0, x ∈ (−∞,K) (3.3)
from (2.9) in Proposition 2.5 holds.
These assumptions are satisfied and in fact motivated by the payoff g(x) = (eK − ex )+, which
corresponds to the American put.
Our first goal is to show that the cheapest dominating European option of g relative to (T, x0)
exists in a suitably generalised sense. If f : R → R+ denotes a European payoff function, we
have
veu, f (ϑ, x) = e−rϑ
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
f (y)dy, (3.4)
where r̂ := r − σ22 . Put differently, we obtain
veu, f (ϑ, x) = e−rϑ
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ(dy) (3.5)
for the measure µ on R with density f relative to N(x0 + r̂T, σ2T).
In the European valuation problem, the payoff function f is only needed for defining the
pricing function veu, f . In view of (3.5) we can and do therefore extend the notion of a payoff
“function” to include all µ ∈ M+(R), where M+(R) denotes the set of measures on R. In line
with (3.5), we define the pricing operator veu,µ : R+ × R→ [0,∞] by
veu,µ(ϑ, x) := e−rϑ
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ(dy), (ϑ, x) ∈ (0,∞) × R (3.6)
and
veu,µ(0, x) := lim inf(ϑ,y)→(0,x) veu,µ(ϑ, y), x ∈ R. (3.7)
In terms of our generalised domain, the linear problem (1.7) now reads as
minimise veu,µ(T, x0)
subject to µ ∈ M+(R),
veu,µ(ϑ, x) ≥ g(x) for any (ϑ, x) ∈ [0,T] × R.
(3.8)
In line with Definition 2.1(3), a minimiser µ∗ is called cheapest dominating European option
(CDEO) of g relative to (T, x0). Our first main result establishes its existence.
Theorem 3.1. The optimal value of programme (3.8) is obtained by some µ∗ ∈ M+(−∞,K],
i.e. some measure on R which is concentrated on (−∞,K]. In particular, a CDEO of g relative
to (T, x0) exists in the present generalised sense.
The proof is to be found in Section 3.2. We now turn to the question whether the CDEO
actually generates the American claim g under consideration.
Theorem 3.2. Let µ∗ denote an optimal measure from Theorem 3.1. Suppose that the following
assumptions are satisfied for some constant δ > 0:
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1. There exists some x1 ∈ R such that veu,µ∗(T + 2δ, x1) < ∞.
2. For any ϑ ∈ (0,T + δ) the function x 7→ veu,µ∗(ϑ, x) − g(x) assumes its unique mini-
mum within the interval (−∞,K] at some point x˘(ϑ) ∈ (−∞,K). Moreover, we have
lim infϑ→0 x˘(ϑ) = K =: x(0).
3. The well-defined quantity
H(ϑ, x) := 2
σ2
D1veu,µ∗(ϑ, x) + 2r
σ2
(veu,µ∗(ϑ, x) − g(x)) − c(x) (3.9)
is strictly positive on the set {(ϑ, x˘(ϑ)) : ϑ ∈ (0,T]}.
4. We have lim infϑ→0 veu,µ∗(ϑ,K) < ∞.
Define CT,x0 as in Section 2.1 and set
C˜T,x0 := {(ϑ, x) ∈ (0,T] × R : x˘(ϑ) < x}. (3.10)
Then the following statements hold.
1. The function ϑ 7→ x˘(ϑ) is strictly increasing and it can be extended to some analytic
function on a complex domain containing (0,T].
2. We have veu,µ∗(ϑ, x˘(ϑ)) = g(x˘(ϑ)) for any ϑ ∈ [0,T].
3. The CDEO µ∗ is the unique measure that represents g relative to (T, x0) in the sense that
vam,g(ϑ, x) ≤ veu,µ∗(ϑ, x) for any (ϑ, x) ∈ [0,T] × R and equality holds on CT,x0 .
4. The payoff g coincides on cl pi(C˜T,x0) = [minϑ∈(0,T] x˘(ϑ),∞) with the embedded American
option of µ∗ up to T in the sense that
g(x) = inf
ϑ∈[0,T]
veu,µ∗(ϑ, x) =: amT (µ∗)(x), x ∈ pi(C˜T,x0).
5. C˜T,x0 = CT,x0 , which can be interpreted in the sense that x˘ parametrises the optimal
stopping boundary.
6. The stopping time
τϑ := inf{t ∈ [0, ϑ] : Xt ≤ x˘(ϑ − t)} ∧ ϑ (3.11)
is optimal in (1.4), i.e. vam,g(ϑ, x) = Ex(e−rτϑg(Xτϑ )) holds for any (ϑ, x) ∈ [0,T] × R.
The proof of this theorem is to be found in Section 3.3.
What are the strengths andweaknesses of this result? The assumptions above concern certain
qualitative properties of the cheapest dominating European option. On the negative side, this
means that Theorem 3.2 does not warrant representability unless one can prove that these
properties hold for the CDEO of the specific claim under consideration. This is complicated by
the fact that this CDEO is typically not known explicitly. However, numerical approximations
are obtained quite easily as it is explained in [13, Chapter 3]. While such approximations cannot
tell whether the CDEO represents the American claim or just provides a relatively close upper
bound, they provide evidence whether the qualitative properties needed for Theorem 3.2 hold
true. As an illustration, we study the prime example of the American put in Section 4.
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3.2 Proof of Theorem 3.1
First we verify that in programme (3.8) it suffices to consider measures µ ∈ M+(−∞,K]. To
this end we define by
M+(R) 3 µ 7→ s(µ) := ν1 + ν2
dν1 := 1(−∞,K]dµ
dν2 := µ((K,∞))dδK
the mapping which relocates any mass in (K,∞) to K . Here δK denotes the Dirac measure at
K . One easily verifies that s maps onto the cone M+(−∞,K] and preserves the total variation,
i.e. ‖s(µ)‖ = ‖µ‖. Let µ ∈ M+(R) be admissible in programme (3.8). We have
veu,µ(T, x0) = e−rT ‖µ‖ = e−rT ‖s(µ)‖ = veu,s(µ)(T, x0).
By Lemma A.4(2) there is some c(ϑ, x) > 0 such that
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x0 + r̂T, σ2T, y
) = c(ϑ, x) exp(−(y − A(ϑ, x))2
2B(ϑ)
)
for any (ϑ, x) ∈ (0,T) × (−∞,K), where A(ϑ, x) := x0 + (x − x0)T/(T − ϑ) and B(ϑ) :=
σ2Tϑ/(T − ϑ). Recalling that x < K < x0, we obtain A(ϑ, x) = x0 + (x − x0)T/(T − ϑ) < K
and therefore
veu,s(µ)(ϑ, x) = veu,ν1(ϑ, x) + µ((K,∞))veu,δK (ϑ, x)
= veu,ν1(ϑ, x) + e−rϑ
∫
(K,∞)
c(ϑ, x) exp
(
−(K − A(ϑ, x))
2
2B(ϑ)
)
µ(dy)
≥ veu,ν1(ϑ, x) + e−rϑ
∫
(K,∞)
c(ϑ, x) exp
(
−(y − A(ϑ, x))
2
2B(ϑ)
)
µ(dy)
= veu,ν1(ϑ, x) + veu,µ−ν1(ϑ, x)
= veu,µ(ϑ, x) ≥ g(x)
for any (ϑ, x) ∈ (0,T) × (−∞,K). Along the same lines we can apply Lemma A.4(3) in order to
obtain
veu,s(µ)(T, x) = veu,ν1(T, x) + µ((K,∞))veu,δK (T, x)
≥ veu,ν1(T, x) + veu,µ−ν1(T, x)
= veu,µ(T, x) ≥ g(x)
for any x < K . Summing up, the calculations above imply that the inequality veu,s(µ) ≥ g
holds on the set (0,T] × (−∞,K). Since g is assumed to vanish on [K,∞), the measure s(µ)
is admissible in programme (3.8). Hence, it suffices to consider measures µ ∈ M+(−∞,K] in
(3.8).
21
3.2.1 Transformation to r = 0
Now we transform our model (1.1) to a market with constant bond price process, following the
approach explained in [14]. To this end, let
B˜t = 1,
dX˜t = r˜dt + σdWt
(3.12)
with r˜ := −r − σ2/2 < 0 and
g˜(x) := e(2r/σ2)xg(x), (3.13)
whereW denotes a Wiener process and X˜0 = x holds Px-almost surely. The growth condition
(3.2) warrants that g˜ is a continuous function vanishing at infinity. Invoking a measure change
with density process (exp(−(2r/σ2)(Xt − X0) − rt))t∈[0,T], it is easy to see that
Ex(e−rτg(Xτ)) = e−(2r/σ2)xEx
(
e(2r/σ
2)X˜τg(X˜τ)
)
= e−(2r/σ
2)xEx
(
g˜(X˜τ)
)
for any stopping time τ ≤ T . Likewise, we have Ex(e−rϑ f (Xϑ)) = e−(2r/σ2)xEx( f˜ (X˜ϑ)) for any
European payoff function f : R → R+ and any ϑ ∈ [0,T] where f˜ (x) := e(2r/σ2)x f (x). Some
simple algebraic manipulations yield that
veu,µ(ϑ, x) = e−rϑ
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ(dy) (3.14)
= e(−2r/σ
2)x
∫
ϕ
(
x + r˜ϑ, σ2ϑ, y
)
ϕ
(
x0 + r˜T, σ2T, y
) e(2r/σ2)x0−rT µ(dy).
Consequently, the linear programme (3.8) is, up to renormalising the target functional, equivalent
to
minimise ‖µ‖
subject to µ ∈ M+(−∞,K],
v˜eu,µ(ϑ, x) ≥ g˜(x) for any (ϑ, x) ∈ [0,T] × (−∞,K),
(3.15)
where
v˜eu,µ(ϑ, x) :=
∫
ϕ
(
x + r˜ϑ, σ2ϑ, y
)
ϕ
(
x0 + r˜T, σ2T, y
) µ(dy), (ϑ, x) ∈ (0,∞) × R,
v˜eu,µ(0, x) := lim inf(ϑ,y)→(0,x)
(ϑ,y)∈(0,∞)×R
v˜eu,µ(ϑ, x), x ∈ R.
More specifically, any admissible measure µ in (3.8) corresponds to the admissible measure
e(2r/σ2)x0−rT µ for the programme (3.15). Note that v˜eu,µ(T, x0) = ‖µ‖ < ∞ for any µ ∈ M+(R).
3.2.2 Duality
We define the set Ω := (0,T) × (−∞,K] and linear operators
T : M(−∞,K] → C(Ω) Tµ(t, x) :=
∫
κ(t, x, y)µ(dy),
T′ : M(Ω) → B((−∞,K],R) T′λ(y) :=
∫
κ(t, x, y)λ(d(t, x))
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with the integral kernel
κ(t, x, y) := ϕ
(
x + r˜(T − t), σ2(T − t), y)
ϕ
(
x0 + r˜T, σ2T, y
) ,
=
√
T
T − t exp
(
−(y − A(x, t))
2
2B(t)
)
exp
( (x − x0 − r˜ t)2
2σ2t
)
=
T
t
ϕ(A(x, t), B(t), y)
ϕ(x0 + r˜ t, σ2t, x),
(3.16)
where B((−∞,K],R) denotes the set of measurable functions from (−∞,K] to R. and A(t, x) :=
x0 + (x − x0)T/t, B(t) := σ2T(T − t)/t, cf. Lemma A.4(2). Taking the specific structure of the
integral kernel κ into account, we can show that for any measure µ ∈ M(−∞,K] the mapping
Ω 3 (t, x) 7→ Tµ(t, x) is analytic on the open C2-domain
G :=
{
ϑ ∈ C :
√
(Re ϑ − T/2)2 + (Im ϑ)2 < T/2
}
× C.
This is a special case of step 1 from Section 3.3 below, where a proof can be found. In particular,
the range of the operator T is indeed contained in C(Ω).
Lemma 3.3. If Tµ = 0 on some open subset of Ω then µ = 0. In particular, the operator T is
injective.
Proof. Let µ ∈ M(−∞,K] be a measure such that Tµ vanishes on some open subset of Ω.
Denote by µ = µ+ − µ− the Hahn-Jordan decomposition of µ. By analyticity and the identity
theoremwe conclude thatTµ = 0 on (0,T)×R. Since A(x+x0/2,T/2) = 2x and B(T/2) = σ2T ,
we obtain from (3.16) that
ϕ
(
x0 + r˜T
2
, σ2
T
2
, x
)
Tµ±
(
T
2
, x +
x0
2
)
= 2
∫
ϕ
(
2x, σ2T, y
)
dµ±(y).
Tµ+ = Tµ− implies∫
ϕ
(
y, σ2T, x
)
dµ+(y) =
∫
ϕ
(
y, σ2T, x
)
dµ−(y), x ∈ R.
Multiplying both sides with eizx and integrating in x yields∫
exp
(
iyz − σ
2T
2
z2
)
dµ+(y) =
∫
exp
(
iyz − σ
2T
2
z2
)
dµ−(y)
for all z ∈ R. Since the Fourier transform is injective, we conclude that the orthogonal measures
µ− and µ+ coincide. This implies µ = 0 as desired. 
After these preliminary remarks we return to our optimisation problem. The convex pro-
gramme (3.15) can be rephrased in functional analytic terms as
minimise ‖µ‖
subject to Tµ − g˜ ∈ C+(Ω),
µ ∈ M+(−∞,K].
(P0)
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The requirement that the European value function dominates the payoff is expressed by the
conic constraint. To this primal minimisation problem we associate the Lagrange dual
maximise 〈g˜, λ〉
subject to T′λ(y) ≤ 1 ∀y ∈ (−∞,K],
λ ∈ M+(Ω),
(D0)
where 〈g˜, λ〉 :=
∫
Ω
g˜(x)λ(d(t, x)).
This dual problem allows for a probabilistic or physical interpretation. To this end, suppose
that particles move in space-time Ω ⊂ R+ × R, where the first coordinate of (t, x) stands for
time and the second for the location at this time. In the space coordinate x the particles are
assumed to follow a Brownian motion with drift rate r˜ and diffusion coefficient σ2. Let us inject
particles of total mass λ(Ω) into Ω, distributed according to λ, i.e. mass λ(A) is assigned to any
measurable subset A of Ω. Where in R are the particles to be found at the final time T? Since
they follow Brownian motion, they are distributed according to the Lebesgue density
y 7→
∫
ϕ
(
x + r˜(T − t), σ2(T − t), y)λ(d(t, x)).
On the other hand, the constraint
∫
κ(t, x, y)λ(d(t, x)) ≤ 1 can be rephrased as∫
ϕ
(
x + r˜(T − t), σ2(T − t), y)λ(d(t, x)) ≤ ϕ (x0 + r˜T, σ2T, y) . (3.17)
The right-hand side is the probability density function at time T of a Brownian motion started in
x0 at time 0. Put differently, the constraint (3.17) means that we consider only laws λ on space-
timeΩ such that the resulting final distribution onR is dominated by the Gaussian law stemming
from a Brownian motion started in x0 at time 0. If equality holds in (3.17), the distribution of
particles at time T is the same as for a Brownian motion with drift rate r˜ , diffusion coefficient
σ2, and starting in x0 at time 0.
Regarding the primal problem P0 and its formal dual D0, we may wonder whether weak
or even strong duality holds, if optimisers exist and if they are linked by some complementary
slackness condition. The following first main result shows that this is indeed the case, at least
if the CDEO payoff strictly dominates the American payoff function g˜ at all x < K .
Lemma 3.4. 1. The optimal value of P0 is obtained by some µ0 ∈ M+(−∞,K] and it
coincides with the optimal value of D0. The measure µ0 puts mass on every open subset
of (−∞,K).
2. If v˜eu,µ0(0, x) > g˜(x) for any x ∈ (−∞,K), the optimal value of D0 is obtained by some
measure λ0 ∈ M+(Ω). In this case the following complementary slackness conditions are
satisfied:
Tµ0(ϑ, x) = g˜(x) λ0-a.e. on Ω, (3.18)
T′λ0(x) = 1 µ0-a.e. on (−∞,K]. (3.19)
In view of the discussion from Subsection 3.2.1 this theorem can be easily restated in terms
of the quantities veu,µ and g associated to the programme (3.8). We immediately obtain Theorem
3.1 from the first assertion of Lemma 3.4.
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3.2.3 Proof of Lemma 3.4
For any ε ∈ (0,T) we define the set
Ωε := [ε,T − ε] × [−1/ε,K]
and the following linear operator:
T∗ : M(Ωε) → C0(−∞,K] T∗λ(y) :=
∫
κ(t, x, y)λ(d(t, x))
The range of the operator T∗ is contained in C0(−∞,K] due to Lebesgue’s dominated con-
vergence theorem, by (3.16) and the compactness of the set Ωε. On the Cartesian products
C(Ωε) × M(Ωε) and C0(−∞,K] × M(−∞,K] we consider the algebraic pairing
〈 f , ν〉 7→
∫
f dν. (3.20)
This mapping is finitely valued, bilinear and separates points. We endow C(Ωε),M(Ωε) and
M(−∞,K] with the weak topologies σ(C,M), σ(M,C) and σ(M,C0) induced by (3.20). The
function space C0(−∞,K] is endowed with the topology of uniform convergence Tuc. This
turns all four spaces into locally convex Hausdorff spaces. Moreover, each space of measures
is the continuous dual of the associated function space and vice versa, cf. [20, Theorem 6.19].
Fubini’s theorem yields that for all measures µ ∈ M(−∞,K] and λ ∈ M(Ωε) we have
〈Tµ, λ〉 = 〈µ,T∗λ〉. (3.21)
By [13, Lemma 5.17] we find that the operator T is σ(M,C0)-σ(C,M) continuous and T∗ is
σ(M,C)-σ(C0,M) continuous.
We want to find a measure µ0 ∈ M+(−∞,K] which solves the linear programme P0 from
Subsection 3.2.2. Our strategy is to approximate this optimisation problem by the following
sequence of linear programmes with milder constraints
minimise ‖µ‖
subject to (Tµ − g˜) |Ωε ∈ C+(Ωε),
µ ∈ M+(−∞,K].
(Pε)
The solution to P0 will be obtained by compactness from the family of Pε-extremal elements.
For each ε ∈ (0,T/2), the Lagrange dual problem of Pε is given by
maximise 〈g˜, λ〉
subject to 1 − T∗λ ∈ C+(−∞,K],
λ ∈ M+(Ωε).
(Dε)
The optimal values of Pε and Dε are denoted by pε and dε, respectively. By construction we
have that weak duality 0 ≤ dε ≤ pε holds. Indeed, in view of the adjointness relation (3.21) we
obtain
0 ≤ 〈g˜, λ〉 ≤ 〈Tµ, λ〉 = 〈µ,T∗λ〉 ≤ 〈µ, 1〉 = ‖µ‖ (3.22)
25
for any primal admissible µ ∈ M+(−∞,K] and any dual admissible λ ∈ M+(Ωε). Next, we
verify primal and dual attainment. The nonnegative measure µ˜ with Lebesgue density
y 7→ 2‖g˜‖∞ϕ
(
x0 + r˜T, σ2T, y
)
1(−∞,K)(y)
is Pε-admissible because for any (t, x) ∈ Ωε we have
Tµ˜(t, x) = 2‖g˜‖∞
∫ K
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dy
= 2‖g˜‖∞Φ
(
K − x
σ
√
T − t
− r˜
√
T − t
σ
)
≥ 2‖g˜‖∞Φ(0) = ‖g˜‖∞.
(3.23)
The total mass of the measure µ˜ is bounded by the constant 2‖g˜‖∞. Therefore solving the
minimisation problem Pε is equivalent tominimising the total variation norm over theσ(M,C0)-
compact set
Cεp := T−1
(
g˜ + C+(Ωε)
) ∩ M+(−∞,K] ∩ BM(R)(0, 2‖g˜‖∞). (3.24)
The σ(M,C0)-compactness ofCεp is established as follows. First we note that the set g˜+C+(Ωε)
is homeomorphic to the σ(C,M)-closed cone
C+(Ωε) =
⋂
λ∈M+(Ωε)
{ f ∈ C(Ωε) : 〈 f , λ〉 ≥ 0}
and that the continuity properties of the operator T warrant the σ(M,C0)-closedness of the
preimage T−1(g˜ + C+(Ωε)). Secondly, we observe that the cone
M+(−∞,K] = ⋂
f ∈C+0 (−∞,K]
{µ ∈ M(−∞,K] : 〈 f , µ〉 ≥ 0}
is σ(M,C0)-closed as well and that BM(R)(0, 2‖g˜‖∞) is a σ(M,C0)-compact set due to Alaoglu’s
theorem, cf. [15, Theorem 23.5]. The target functional µ 7→ ‖µ‖ is lower semi-continuous
with respect to the topology σ(M,C0) and therefore its minimal value pε is attained by some
measure µε ∈ Cεp .
Next, we prove the attainment of the Dε-optimal value. For any measure λ ∈ M(Ωε)
and y ∈ (−∞,K] we define Uλ(y) := ϕ (x0 + r˜T, σ2T, y) T∗λ(y). Obviously U is a σ(M,C)-
σ(C0,M)-continuous, linear operator from M(Ωε) into the space C0(−∞,K]. The inequality
constraint of the programmeDε is equivalent toUλ(y) ≤ ϕ
(
x0+ r˜T, σ2T, y
)
for all y ∈ (−∞,K].
Integrating this inequality over the interval (−∞,K] yields∫ ∫ K
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dyλ(d(t, x)) ≤ ∫ K
−∞
ϕ
(
x0 + r˜T, σ2T, y
)
dy ≤ 1.
A calculation similar to (3.23) yields∫ K
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dy ≥ Φ(0) = 1
2
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for any (t, x) ∈ Ωε and consequently any Dε-admissible measure λ satisfies ‖λ‖ ≤ 2. Solving
the maximisation problem Dε is therefore equivalent to maximising the σ(M,C)-continuous
mapping λ 7→ 〈g˜, λ〉 over the set
Cεd := U
−1
(
ϕ
(
x0 + r˜T, σ2T, ·
) − C+0 (−∞,K]) ∩ M+(Ωε) ∩ BM(Ωε)(0, 2).
One easily modifies the arguments following (3.24) in order to verify that Cεd is a σ(M,C)-
compact subset of M(Ωε). Hence the target functional of the Lagrange dual Dε attains its
maximal value dε at some measure λε ∈ Cεd .
In order to prove strong duality dε = pε, we use some well-established techniques from
convex optimisation. We refer the reader to [18] for a well-written introduction to conjugate
duality and optimisation on paired spaces. A short summary for our needs can be found in [13,
Section 5.4]. The Lagrange function K : M(−∞,K] × M(Ωε) → [−∞,∞] associated to the
Pε-Dε-duality is defined by
K(µ, λ) := ‖µ‖ + 〈g˜, λ〉 − 〈Tµ, λ〉 +IM+(−∞,K](µ) −IM+(Ωε)(λ), (3.25)
where
IM(x) :=
{
0 if x ∈ M,
∞ if x < M
for any set M . For later reference we provide the following explicit calculations:
sup
λ∈M(Ωε)
inf
µ∈M(−∞,K]
K(µ, λ) = sup
λ∈M+(Ωε)
inf
µ∈M+(−∞,K]
(‖µ‖ + 〈g˜ − Tµ, λ〉) (3.26)
= sup
λ∈M+(Ωε)
(
〈g˜, λ〉 + inf
µ∈M+(−∞,K]
〈1 − T∗λ, µ〉
)
= sup
λ∈M+(Ωε)
T∗λ≤1
〈g˜, λ〉 = dε, (3.27)
inf
µ∈M(−∞,K]
sup
λ∈M(Ωε)
K(µ, λ) = inf
µ∈M+(−∞,K]
sup
λ∈M+(Ωε)
(‖µ‖ + 〈g˜ − Tµ, λ〉) (3.28)
= inf
µ∈M+(−∞,K]
(
‖µ‖ + sup
λ∈M+(Ωε)
〈g˜ − Tµ, λ〉
)
= inf
µ∈M+(−∞,K]
Tµ≥g˜
‖µ‖ = pε .
One easily verifies that the mapping M(−∞,K] 3 µ 7→ Kλ(µ) := K(µ, λ) is closed in the sense
of [18, Section 3] and convex for any λ ∈ M(Ωε).
Lemma 3.5. The dual value function v : C0(−∞,K] 7→ (−∞,∞],
v( f ) := inf
λ∈M(Ωε)
K∗λ( f )
is convex and we have v(0) = −dε ≥ v∗∗(0) = −pε. Here K∗λ denotes the convex conjugate of
the mapping Kλ.
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Proof. By Fenchel’s inequality and (3.26) we have
v∗∗(0) ≤ v(0) = inf
λ∈M(Ωε)
K∗λ(0) = − sup
λ∈M(Ωε)
inf
µ∈M(−∞,K]
K(µ, λ) = −dε .
The conjugate v∗ : M(−∞,K] 7→ [−∞,∞] of the function v is given by
v∗(µ) := sup
f ∈C0(−∞,K]
(〈 f , µ〉 − v( f ))
= sup
λ∈M(Ωε)
sup
f ∈C0(−∞,K]
(〈 f , µ〉 − K∗λ( f ))
= sup
λ∈M(Ωε)
K∗∗λ (µ)
= sup
λ∈M(Ωε)
K(µ, λ).
The last equality follows from the Fenchel-Moreau theorem because the mapping Kλ is closed
and convex, cf. [18, Theorem 5]. Hence the biconjugate of the dual value function is given by
v∗∗( f ) := sup
µ∈M(−∞,K]
(〈 f , µ〉 − v∗(µ))
= sup
µ∈M(−∞,K]
inf
λ∈M(Ωε)
(〈 f , µ〉 − K(µ, λ)) . (3.29)
Owing to (3.28) we obtain v∗∗(0) = −pε.
Next, we show that the mapping v does not assume the value −∞. Suppose to the contrary
that there exists some f ∈ C0(−∞,K] with v( f ) = −∞. Fenchel’s inequality yields v∗∗ ≤ v and
hence v∗∗( f ) = −∞. Equation (3.29) now implies that supλ∈M(Ωε) K(µ, λ) = ∞ for any measure
µ ∈ M(−∞,K] and therefore pε = ∞. This is impossible because the set of Pε-admissible
measures has already been shown to be nonempty.
In order to verify that v is convex, suppose that α ∈ (0, 1) and f1, f2 ∈ C0(−∞,K]. From
(3.25) it is apparent that the Lagrange function K is concave in the second component and this
yields
v(α f1 + (1 − α) f2) = inf
λ∈M(Ωε)
sup
µ∈M(−∞,K]
(〈α f1 + (1 − α) f2, µ〉 − K(µ, λ))
≤ sup
µ∈M(−∞,K]
(〈α f1 + (1 − α) f2, µ〉 − K(µ, αλ1 + (1 − α)λ2))
≤ α sup
µ∈M(−∞,K]
(〈 f1, µ〉 − K(µ, λ1)) + (1 − α) sup
µ∈M(−∞,K]
(〈 f2, µ〉 − K(µ, λ2))
(3.30)
for any choice of λ0, λ1 ∈ M(Ωε). Minimising with respect to λ0, λ1 proves that v is indeed a
convex function. 
Hence strong duality holds if we can show that v∗∗(0) = v(0) is true. By virtue of Lemma
3.5 and the Fenchel-Moreau biconjugate theorem, cf. [18, Theorem 5], we obtain
v∗∗(0) = lsc(v)(0) = sup
O∈U (0)
inf
f ∈O\{0}
v( f ),
where lsc(v) denotes the semi-continuous hull of the mapping v, cf. [18, Equation 3.7] and
U (0) the set containing all Tuc-open neighbourhoods of 0. Put differently, in order to verify
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strong duality it suffices to show that the mapping v is continuous at the origin with respect to
the topology of uniform convergence. We use the following adaptation of [1, Theorem 5.42] to
locally convex spaces:
Lemma 3.6. Let V be a locally convex space, f : V → (−∞,∞] a convex function and x0 ∈ V .
If there exists an open neighbourhood O of x0 such that supx∈O f (x) < ∞, then f is continuous
at x0.
The set O := {‖ f ‖∞ < 1} is a Tuc-open neighbourhood of 0. For any f ∈ O we have
v( f ) = inf
λ∈M+(Ωε)
sup
µ∈M+(−∞,K]
(〈 f , µ〉 − ‖µ‖ − 〈g˜, λ〉 + 〈Tµ, λ〉)
≤ sup
µ∈M+(−∞,K]
(‖µ‖‖ f ‖∞ − ‖µ‖) = 0.
Lemma 3.6 warrants that the mapping v is indeed continuous at 0 and therefore
pε = −v∗∗(0) = −v(0) = dε .
Next, we verify that the optimisers λε and µε satisfy the complementary slackness property.
Using the strong duality we obtain
0 ≤ 〈Tµε − g˜, λε〉 = 〈Tµε, λε〉 − pε = 〈µε,T∗λε〉 − dε = 〈µε,T∗λε − 1, 〉 ≤ 0. (3.31)
In other words, Tµε = g˜ holds λε-a.e. onΩε and T∗λε = 1 holds µε-a.e. on (−∞,K]. Moreover,
the structure of the dual problem Dε implies that we can always choose a Dε-optimal element
which assigns no mass to the zeros of the function g˜, i.e. λε({(t, x) ∈ Ωε : g˜(x) = 0}) = 0.
From now on we will only consider dual maximisers with this property.
Let us summarise the findings from above:
Lemma 3.7. For any ε ∈ (0,T/2) the linear programmes Pε, Dε have solutions µε, λε and
their optimal values pε, dε coincide. The total mass of both optimisers is bounded by a constant
% ∈ (0,∞) that does not depend on ε. Moreover, no mass of the measure λε is located on the
zero set of the function g˜. The equation Tµε = g˜ holds λε-a.e. on Ωε and T∗λε = 1 holds
µε-a.e. on (−∞,K].
We now turn our attention to programme P0 and the associated dual D0 from Subsection
3.2.2. Lemma 3.4 is proved in two steps. First, we show that the primal optimisers (µε)ε>0
cluster at some P0-optimal measure µε and that the family (λε)ε>0 contains a D0-admissible
accumulation point λ0. Subsequently we show that the measure λ0 is D0-optimal. The other
assertions of Lemma 3.4 are verified on the way.
Step 1 Let p0 and d0 denote the optimal values of P0 and D0. The weak duality 0 ≤ d0 ≤ p0
follows literally from the same calculation as in (3.22). Recall that for any ε > 0 the mass of
the optimisers µε ∈ M+(−∞,K] and λε ∈ M+(Ω) is bounded by some constant % > 0, which
does not depend on ε. General theory tells us that the vague topology is metrisable on the total
variation unit balls in both spaces. Alaoglu’s theorem warrants that they are vaguely compact
sets. Hence we can find a sequence εn ↓ 0 and measures µ0 ∈ M+(−∞,K], λ0 ∈ M+(Ω) with
‖µ0‖ ∨ ‖λ0‖ ≤ % such that µεn converges vaguely to µ0 and λεn converges vaguely to λ0. For
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any (t, x) ∈ Ω the mapping y 7→ κ(t, x, y) is continuous on (−∞,K] and vanishes at infinity, see
(3.16). By vague convergence we conclude that
Tµ0(t, x) =
∫
κ(t, x, y)dµ0(y) = lim
n→∞
∫
κ(t, x, y)dµεn(y) ≥ g˜(x), (t, x) ∈ Ω.
This ensures that µ0 is indeed P0-admissible. Next we verify that the measure λ0 is D0-
admissible. Obviously, for any δ ∈ (0,T/4) we have ∅ , Ω2δ ⊂ Ωδ ⊂ Ω. By Urysohn’s lemma,
cf. [12, Theorem 4.2], there exists a continuous function ϕδ : Ω→ [0, 1] such that ϕδ(t, x) = 1
for all (t, x) ∈ Ω2δ and ϕδ(t, x) = 0 for all (t, x) ∈ cl(Ω \ Ωδ). For any y ∈ (−∞,K] the
continuous mapping Ω 3 (x, t) 7→ κ(t, x, y)ϕδ(t, x) vanishes at infinity. By vague convergence
of the sequence λεn → λ0 we obtain∫
κ(t, x, y)λ0(d(t, x)) = lim
δ↓0
∫
κ(t, x, y)1Ω2δ (t, x)λ0(d(t, x))
≤ lim
δ↓0
∫
κ(t, x, y)ϕδ(t, x)λ0(d(t, x))
= lim
δ↓0
lim
n→∞
∫
κ(t, x, y)ϕδ(t, x)λεn(d(t, x))
≤ lim sup
δ↓0
lim sup
n→∞
∫
κ(t, x, y)λεn(d(t, x)) ≤ 1.
In other words, the measure λ0 is dual admissible.
Next, we establish the strong duality p0 = d0 by putting together several of the previous
results. The vague convergence of the measures µεn to µ0 implies that ‖µ0‖ ≤ lim infn→∞ ‖µεn ‖
is true. Recalling that strong duality holds in the Pε-Dε-setting yields
d0 ≤ p0 ≤ ‖µ0‖ ≤ lim inf
n→∞ ‖µεn ‖ = lim infn→∞ pεn = lim infn→∞ dεn ≤ d0. (3.32)
The last inequality follows from the fact that all Dε-admissible elements are D0-admissible.
Along the way we have shown that the P0-optimal value is attained by the measure µ0.
We prove by contradiction that any P0-admissible element assigns mass to any open subset
of (−∞,K). Otherwise there is some P0-admissible measure µ and a bounded, open interval
I := (c − ν, c + ν) ⊂ (−∞,K) such that µ(I) = 0. Obviously we have 0 < δ := infx∈I g˜(x). This
yields
δ < g˜(c) ≤ Tµ(t, c) =
∫
1{|y−c |≥ν}κ(t, c, y)µ(dy) (3.33)
for all t ∈ (0,T). In view of (3.16), the right-hand side of (3.33) converges to 0 as t ↑ T . This
contradiction proves the claim.
Step 2 We show that the D0-optimal value is attained by λ0 if some additional requirement is
met. Recall that the measure λ0 is D0-admissible and that the sequence λεn converges to λ0 with
respect to the vague topology on M(Ω). Due to the lack of compactness, we cannot directly
conclude that λεn converges weakly to λ0. Observe that the functional M(Ω) 3 λ 7→ 〈g˜, λ〉 is
weakly but not vaguely continuous.
First we prove that the sequence λεn converges weakly in M(clΩ), where clΩ = [0,T] ×
(−∞,K]. It is sufficient to show that the family {λεn : n ∈ N} is tight. For any ε > 0 we
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define by Kε := [0,T] × [−1/ε,K] a compact subset of clΩ. The mass of λεn is concentrated
on Ωεn ⊂ Kεn . Let us assume by contradiction that the family of measures is not tight. Then
there exists a constant δ > 0 such that for any n ∈ N there is some integer Mn ≥ n with
λεMn (Ω \ Kεn) > δ. Pick a sufficiently small constant C ∈ (−∞,K) with∫ C
−∞
ϕ
(
x0 + r˜T, σ2T, y
)
dy ≤ δ
2
.
Due to the fact that all measures λεn are D0-admissible, we have∫
ϕ
(
x + r˜(T − t), σ2(T − t), y)λεMn (d(t, x)) ≤ ϕ (x0 + r˜T, σ2T, y)
for any y ∈ (−∞,K]. Integrating this inequality over the set (−∞,C) yields∫ ∫ C
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dyλεMn (d(t, x)) ≤ δ2 .
Due to the positivity of measure and integrand, we conclude that
δ
2
≥
∫
Ω\Kεn
∫ C
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dyλεMn (d(t, x))
≥ λεMn
(
Ω \ Kεn
)
inf
(t,x)∈Ω\Kεn
∫ C
−∞
ϕ
(
x + r˜(T − t), σ2(T − t), y)dy
≥ δ inf
x<−1/εn
inf
t∈[0,T]
∫ C
−∞
ϕ
(
x + r˜ t, σ2t, y
)
dy, n ∈ N.
Taking the limit n→∞ yields
δ
2
≥ δ lim
n→∞ infx<−1/εn
inf
t∈[0,T]
∫ C
−∞
ϕ
(
x + r˜ t, σ2t, y
)
dy = δ
as εn → 0. This is impossible and consequently the family {λεn : n ∈ N} must be tight. Hence
the sequence λεn converges weakly in M(clΩ) to some measure λ0 with λ0 |Ω = λ0.
In order to assure that the measure λ0 is D0-optimal, it suffices to show that λ0 assigns no
mass to the borders M1 := {0} × (−∞,K) and M2 := {T} × (−∞,K). Indeed, in this case we
have ∫
Ω
g˜(x)λ0(d(t, x)) =
∫
clΩ
g˜(x)dλ0(t, x) = lim
n→∞
∫
g˜(x)λεn(d(t, x)) = limn→∞ dεn = d0.
The second equality follows from the weak convergence of the sequence λεn in the space
M(clΩ) and the boundedness of the continuous function g˜. The last equality has already been
established in (3.32).
Assume by contradiction that λ0 assigns mass to the set M1. In this case there is some
α < K with λ0 ({0} × [α,K)) > 0. Due to weak convergence in the space M([0,T/2] × [α,K])
we have ∫
{0}×[α,K)
κ(t, x, y)λ0(d(t, x)) ≤
∫
[0,T/2]×[α,K]
κ(t, x, y)λ0(d(t, x))
= lim
n→∞
∫
[0,T/2]×[α,K]
κ(t, x, y)λεn(d(t, x)) ≤ 1
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for any y ∈ (−∞,K]. Fatou’s lemma, Lemma A.4(3), and K < x0 now yield the following
contradiction
1 ≥ lim inf
y→−∞
∫
{0}×[α,K)
ϕ
(
x + r˜T, σ2T, y
)
ϕ
(
x0 + r˜T, σ2T, y
) λ0(d(t, x))
≥
∫
{0}×[α,K)
lim inf
y→−∞ exp
(
y
x − x0
σ2T
)
exp
(
x20 − x2 + 2r˜T(x0 − x)
2σ2T
)
λ0(d(t, x)) = ∞
Hence the assumption was wrong and therefore λ0(M1) = 0.
Next we turn our attention to the set M2. For any (t, x) ∈ [0,T] × R we define by
V(t, x) := lim inf
(t ′,x′)→(t,x)
(t ′,x′)∈(0,T)×R
Tµ0(t′, x′) (3.34)
the lower semi-continuous extension of the function Tµ0 to the set [0,T] × R. We show that
imposing the additional assumption
V(T, x) > g˜(x) ∀x ∈ (−∞,K) (3.35)
warrants that the measure λ0 assigns no mass to the set M2. The mapping V is lower semi-
continuous and bounded from below and hence attains its minimum on any compact subset of
[0,T] ×R. Moreover, assumption (3.35) ensures that the minimal value of the function V − g˜ is
strictly positive on any set {T} × [a, b] ⊂ M2 with a < b < K . By lower semi-continuity there
is some n0 ∈ N and δ > 0 such that
V(t, x) − g˜(x) ≥ δ (3.36)
for any (t, x) ∈ [T −1/n0,T]× [a, b]. Assume by contradiction that the measure λ0 assigns mass
to M2. We can choose some strip {T}×(a, b) ⊂ M2 and a constant % > 0 such that λ0(Qm) ≥ 2%
holds for any m ∈ N, where Qm := (T − 1/m,T] × (a, b). The measures λεn converge weakly in
M(clΩ) to λ0. Owing to [9, Theorem 13.16], we can pass to a subsequence (again denoted by
εn) such that λεn(intQn) ≥ % for all n ∈ N. The strong duality in the Dε-Pε-setting yields
〈Tµ0 − g˜, λεn〉 = 〈µ0,T∗λεn〉 − pεn
= 〈µ0,T∗λεn − 1〉 + ‖µ0‖ − ‖µεn ‖
≤ ‖µ0‖ − ‖µεn ‖.
Moreover, (3.36) implies
〈Tµ0 − g˜, λεn〉 ≥
∫
intQn
V(t, x) − g˜(x)λεn(d(t, x))
≥ δλεn(intQn)
≥ δ% > 0, n ≥ n0.
However, we already know from (3.32) that ‖µ0‖ − ‖µεn ‖ → 0 as n → ∞. This yields a
contradiction, which finally shows that λ0(M2) = 0.
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Last but not least, we observe that literally the same calculation as in (3.31) yields the
complementary slackness property for µ0 and λ0 in the case of primal and dual attainment. This
means that the equation ∫
κ(t, x, y)dµ0(y) = g˜(x) (3.37)
holds λ0-a.e. on Ω and ∫
Ω
κ(t, x, y)λ0(d(t, x)) = 1 (3.38)
holds µ0-a.e. on (−∞,K]. Let us summarise our results from above.
Lemma 3.8. 1. For any ε ∈ (0,T/2) the linear programmes Pε and Dε have solutions µε
and λε. The optimal values pε and dε of the latter programmes coincide. The total mass
of the optimisers is bounded by some constant % ∈ (0,∞) which does not depend on ε.
Moreover, the measure λε assigns no mass to the zero set of the function g˜. The equation
Tµε = g˜ holds λε-a.e. on Ωε and T∗λε = 1 holds µε-a.e. on (−∞,K].
2. There exists a sequence εn ↓ 0 such that µεn converges vaguely in M(−∞,K] to some
P0-admissible measure µ0 and λεn converges vaguely in M(Ω) to some D0-admissible
measure λ0. The optimal value of P0 is obtained by µ0 and coincideswith the optimal value
of D0. The measure µ0 assigns mass to any open subset of (−∞,K) and ‖µ0‖ ∨ ‖λ0‖ ≤ %.
3. Let V be defined as in (3.34). If V(T, x) > g˜(x) for any x ∈ (−∞,K), the optimal value of
the programme D0 is obtained by λ0. In this case the complementary slackness equations
(3.37) and (3.38) hold.
Lemma 3.4 is nothing but a slight reformulation of statements 2 and 3.
3.3 Proof of Theorem 3.2
Weuse the notation from the preceding sections. In particular, see Section 3.2.2 for the definition
of the operator T and the optimisation problem P0. Let µ∗ be a cheapest dominating European
option in the sense of Theorem 3.1. In view of (3.14) we have
veu,µ∗(ϑ, x) = e−rϑ
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ∗(dy) (3.39)
= e(−2r/σ
2)x
∫
ϕ
(
x + r˜ϑ, σ2ϑ, y
)
ϕ
(
x0 + r˜T, σ2T, y
) e(2r/σ2)x0−rT µ∗(dy)
= e(−2r/σ
2)xTµ0(T − ϑ, x)
for any (ϑ, x) ∈ (0,T)×R. Here we denote by µ0 = e(2r/σ2)x0−rT µ∗ the corresponding P0-optimal
measure from Lemma 3.4.
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Step 1: Analyticity of the European value function First, we show that the first assumption
of Theorem 3.2 ensures the analyticity of the function veu,µ∗ on the open C2-domain
E :=
{
ϑ ∈ C :
√
(Re ϑ − (T + 2δ)/2)2 + (Im ϑ)2 < (T + 2δ)/2
}
× C.
It suffices to verify that the function
erϑveu,µ∗(ϑ, x) =
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
ϕ
(
x1 + r̂(T + 2δ), σ2(T + 2δ), y
) µ∗∗(dy) (3.40)
is analytic on E , where
dµ∗∗
dµ∗
(y) := ϕ
(
x1 + r̂(T + 2δ), σ2(T + 2δ), y
)
ϕ
(
x0 + r̂T, σ2T, y
) , y ∈ R.
In viewof assumption 1wehave ‖µ∗∗‖ = veu,µ∗(T+2δ, x1)er(T+2δ) < ∞. Due toHartogs’ theorem
it is enough to show that the function from (3.40) is partially analytic, cf. [10, Paragraph 2.4].
Lemma A.4(2) implies that ϕ(x + r̂ϑ, σ2ϑ, y)ϕ(x1 + r̂(T + 2δ), σ2(T + 2δ), y)
 = |h1(ϑ, x)| exp(−(y − A(ϑ, x))22B(ϑ, x) )
= |h2(ϑ, x)| exp
(
− Re B(ϑ, x)
2|B(ϑ, x)|2
(
y − Re A(ϑ, x) − Im A(ϑ, x)Im B(ϑ, x)
Re B(ϑ, x)
)2)
for any (ϑ, x) ∈ E and y ∈ R, where h1, h2 denote certain functions which are continuous on E .
The quantities A(ϑ, x) and B(ϑ, x) are defined as in (A.2). For any (ϑ, x) ∈ E we have
Re B(ϑ, x) = Re σ
2ϑ(T + 2δ)
T + 2δ − ϑ =
σ2(T + 2δ)
|T + 2δ − ϑ |2
(
(T + 2δ)Re ϑ − |ϑ |2
)
> 0
and therefore the integrand occurring in (3.40) satisfies the inequality
sup
y∈R
 ϕ(x + r̂ϑ, σ2ϑ, y)ϕ(x1 + r̂(T + 2δ), σ2(T + 2δ), y)
 ≤ |h2(ϑ, x)| .
The quantity on the right-hand side is bounded on every compact subset of E . Hence we can
use a standard argument involving the theorems of Morera and Fubini in order to prove partial
analyticity. For a detailed exposition of the technique, we refer the reader to the proof of Lemma
A.5, which is to be found in [13, Section 5.1]. In view of Hartogs’ theorem we conclude that
the mapping veu,µ∗ is indeed analytic on E .
Step 2: Analyticity of the curve We show that the curve ϑ 7→ x˘(ϑ) is analytic on an open
complex domain containing the interval (0,T]. In view of step 1 and the assumptions imposed
on the American payoff g, the function
Ψ(ϑ, x) := veu,µ∗(ϑ, x) − g(x) (3.41)
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is analytic on the open C2-domain D′ × D, where
D′ :=
{
ϑ ∈ C :
√
(Re ϑ − (T + 2δ)/2)2 + (Im ϑ)2 < (T + 2δ)/2
}
and D denotes the domain of analyticity of g. The set D′ is simply connected and (0,T + 2δ) ×
(−∞,K) is a subset ofD′×D . The continuity ofΨ and the uniqueness of theminimawarrant that
the curve x is continuous on the interval (0,T + δ/2). Indeed, assume by contradiction that x˘ is
discontinuous at ϑ0 ∈ (0,T + δ/2). Then there is a sequence ϑn → ϑ0 and some x∞ ≤ K, ε > 0
such that x˘(ϑn) → x∞ as n → ∞ and |x∞ − x˘(ϑ0)| > ε. Hence there exists a constant
Tmax > 0 with Ψ(ϑ0, x˘(ϑ0)) + Tmax < Ψ(ϑ0, x∞). Consequently, we can choose two disjoint
balls B((ϑ0, x∞), r) and B((ϑ0, x˘(ϑ0)), r) of radius r ∈ (0, ε/2) with Ψ(ϑ, x) + Tmax/2 < Ψ(ϑ˜, x˜)
for any (ϑ, x) ∈ Br(ϑ0, x˘(ϑ0)) and (ϑ˜, x˜) ∈ B((ϑ0, x∞), r). This yields a contradiction because
(ϑn, x˘(ϑn)) is contained in B((ϑ0, x∞), r) for any sufficiently large integer n. Hence the curve x˘
is continuous.
For any ϑ ∈ (0,T+δ)we haveD2Ψ(ϑ, x˘(ϑ)) = 0 andD22Ψ(ϑ, x˘(ϑ)) ≥ 0 due to the necessary
first and second order conditions for minimality. Applying Kolmogorov’s backward equation
in the version of Lemma A.6 we obtain
D22Ψ = D22veu,µ∗ − g′′
=
2
σ2
D1veu,µ∗ +
(
1 − 2r
σ2
)
D2veu,µ∗ +
2r
σ2
veu,µ∗ − g′′
=
2
σ2
D1veu,µ∗ +
(
1 − 2r
σ2
)
D2Ψ +
2r
σ2
(
veu,µ∗ − g
) − c
= H +
(
1 − 2r
σ2
)
D2Ψ
(3.42)
on (0,T + 2δ) × R, where c and H are defined as in (3.3) and (3.9), respectively. Assumption 3
warrants that H and therefore D22Ψ are strictly positive on the set Γ := {(ϑ, x˘(ϑ)) : ϑ ∈ (0,T]}.
Therefore Theorem A.3 is applicable to the function D2Ψ at any point of Γ. We obtain that
for any (ϑ˜, x˜) ∈ Γ there exist open neighbourhoods ϑ˜ ∈ Uϑ˜, x˜ ∈ Ux˜ and an analytic curve
χϑ˜ : Uϑ˜ → Ux˜ with χϑ˜(ϑ) = x˘(ϑ) for any ϑ ∈ Uϑ˜ ∩ (0,T]. The identity theorem implies that
any two curves χϑ˜1, χϑ˜2 coincide on Uϑ˜1 ∩ Uϑ˜2 . Since the mapping ϑ 7→ x˘(ϑ) is continuous,
there exists an analytic function χ such that χ |Uϑ = χϑ for any ϑ ∈ (0,T]. In particular, we
have χ(ϑ) = x˘(ϑ) for any ϑ ∈ (0,T]. This proves that x is indeed analytic on some complex
domain containing the interval (0,T].
Step 3: Proof of statement 2 We verify that veu,µ∗(ϑ, x˘(ϑ)) = g(x˘(ϑ)) for any ϑ ∈ [0,T].
Since the measure µ∗ assigns no mass to the set (K,∞), we have veu,µ∗(0, x) = 0 for any x > K .
Lower semi-continuity even implies veu,µ∗(0,K) = 0 and therefore
veu,µ∗(0, x(0)) = veu,µ∗(0,K) = 0 = g(K) = g(x˘(0)).
In view of (3.39) we have
e(2r/σ
2)x (veu,µ∗(T − t, x) − g(x)) = Tµ0(t, x) − g˜(x)
for any (t, x) ∈ [0,T)×R, where g˜ is defined as in (3.13). Assumption 2 implies that veu,µ∗(0, x)−
g(x) > 0 for any x < K . Consequently, Lemma 3.8 warrants strong duality, primal and dual
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attainment as well as complementary slackness. In view of (3.37), the dual maximiser λ0
assigns no mass to the complement of the set {(t, x˘(T − t)) : 0 < t < T}. We claim that there
exists a sequence ϑn ↑ T with ϑn ∈ (0,T) and
veu,µ∗(ϑn, x˘(ϑn)) = g(x˘(ϑn)), n ∈ N. (3.43)
Assume to the contrary that this is false. Then there is some ε ∈ (0,T) with veu,µ∗(ϑ, x˘(ϑ)) >
g(x˘(ϑ)) for all ϑ ∈ (T − ε,T). Equation (3.37) tells us that the measure λ0 is concentrated on
the set Γε := {(t, x˘(T − t)) : ε < t < T}. From Lemma 3.8 we already know that the primal
minimiser µ0 assigns mass to any open subset of (−∞,K). By (3.38) we can find a sequence
yn ↓ −∞ with maxn∈N yn < minϑ∈[0,T] x˘(ϑ) + r˜(T − ε) =: z and
ϕ
(
x0 + r˜T, σ2T, yn
)
=
∫
Γε
ϕ
(
x + r˜(T − t), σ2(T − t), yn
)
λ0(d(t, x)), n ∈ N.
In view of r˜ < 0 we have
ϕ
(
x0 + r˜T, σ2T, yn
) ≤ ∫
Γε
ϕ
(
z, σ2(T − t), yn
)
λ0(d(t, x))
≤ ϕ (z, σ2(T − ε), yn)λ0 (Γε), n ∈ N.
This yields the contradiction
1 ≤ λ0(Γ) lim
n→∞
ϕ
(
z, σ2(T − ε), yn
)
ϕ
(
x0 + r˜T, σ2T, yn
) = 0.
Consequently a sequence with the desired property (3.43) exists.
In view of steps 1 and 2, the mapping ϑ 7→ veu,µ∗(ϑ, x˘(ϑ)) − g(x˘(ϑ)) is analytic on some
open complex domain containing the interval (0,T]. Equation (3.43) and the identity theorem
finally yield that veu,µ∗(ϑ, x˘(ϑ)) = g(x˘(ϑ)) for any ϑ ∈ (0,T].
Step 4: Proof of statement 4 We verify that µ∗ is the unique measure representing our
American payoff on the set C˜T,x0 as defined in (3.10). Moreover, we show that C˜T,x0 is a
connected subset of CT,x0 . For any T0 ∈ [0,T] the process V (T0)t := e−rtveu,µ∗(T0 − t, Xt) is a
martingale on the interval [0,T0). Indeed, for 0 ≤ u < t + u < T0 the Markov property of the
process X yields
Ex
(
V (T0)t+u
Fu) = e−r(t+u)EXu (veu,µ∗(T0 − t − u, Xt))
= e−rT0
∫
EXu
(
ϕ
(
Xt + r̂(T0 − t − u), σ2(T0 − t − u), y
) )
ϕ
(
x0 + r̂T, σ2T, y
) µ∗(dy)
= e−rT0
∫
ϕ
(
Xu + r̂(T0 − u), σ2(T0 − u), y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ∗(dy)
= e−ruveu,µ∗(T0 − u, Xu) = V (T0)u .
(3.44)
The third equality follows from the convolution property of the normal distribution.
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The martingale condition may fail to hold up to T0. Nevertheless, Fatou’s lemma yields the
supermartingale property. Indeed, for any u ∈ [0,T0] we have
Ex
(
V (T0)T0
Fu) = Ex (e−rT0 lim inf
t↑T0
veu,µ∗(T0 − t, Xt)
Fu)
≤ lim inf
t↑T0
Ex
(
e−rtveu,µ∗(T0 − t, Xt)
Fu) = V (T0)u .
Due to superreplication, we have e−rtg(Xt) ≤ V (T)t for any t ∈ [0,T] and consequently the
optional sampling theorem yields
Ex(e−rτg(Xτ)|Ft) ≤ Ex
(
VTτ
Ft ) ≤ V (T)t
for any [t,T]-valued stopping time τ. Maximising the left-hand side over all such stopping times
shows that vam,g(ϑ, x) ≤ veu,µ∗(ϑ, x) for any (ϑ, x) ∈ [0,T] × R.
Now we verify that the value functions vam,g and veu,µ∗ coincide on the set C˜T,x0 . To this end
let τϑ be defined as in (3.11). Assumption 4 warrants that the measure µ∗ has no atom at K , i.e.
µ∗({K}) = 0. Indeed, assuming µ∗({K}) > 0 would imply that
lim inf
ϑ→0
veu,µ∗(ϑ,K) ≥ Tmax lim inf
ϑ→0
e−rϑϕ
(
r̂ϑ, σ2ϑ, 0
)
= ∞,
where Tmax denotes some positive constant. Owing to the geometric properties of the curve x˘,
we have
Ex
(
ϕ
(
Xτϑ + r̂(ϑ − τϑ), σ2(ϑ − τϑ), y
)
1{τϑ=ϑ}
)
≤ Ex
(
1{y}(Xϑ)1{Xϑ≥K}
)
= 0
for any y < K . Hence monotone convergence yields
vam,g(ϑ, x) ≥ Ex
(
e−rτϑg(Xτϑ )
)
(3.45)
≥ Ex
(
e−rτϑg(Xτϑ )1{τϑ<ϑ}
)
= Ex
(
e−rτϑveu,µ∗(ϑ − τϑ, Xτϑ )1{τϑ<ϑ}
)
= lim
x′↑K
Ex
(
e−rϑ
∫ x′
−∞
ϕ
(
Xτϑ + r̂(ϑ − τϑ), σ2(ϑ − τϑ), y
)
ϕ
(
x0 + r̂T, σ2T, y
) µ∗(dy)1{τϑ<ϑ})
= lim
x′↑K
e−rϑ
∫ x′
−∞
Ex
(
ϕ
(
Xτϑ + r̂(ϑ − τϑ), σ2(ϑ − τϑ), y
) )
ϕ
(
x0 + r̂T, σ2T, y
) µ∗(dy)
= veu,µ∗(ϑ, x)
≥ vam,g(ϑ, x) (3.46)
for any (ϑ, x) ∈ C˜T,x0 . Summing up, we have shown that vam,g(ϑ, x) = veu,µ∗(ϑ, x) > g(x) holds
for any (ϑ, x) ∈ C˜T,x0 . Moreover, this directly implies that C˜T,x0 is a connected subset of CT,x0 .
Finally we verify that the representing measure µ∗ is unique. Assume that there is another
measure ν such that veu,µ∗(ϑ, x) = vam,g(ϑ, x) = veu,ν(ϑ, x) for any (ϑ, x) ∈ C˜T,x0 . Recall that the
value functions veu,µ∗, veu,ν are analytic on a C2-domain containing the set (0,T) × R. The set
C˜T,x0 contains some open ball. By applying the identity theorem in each variable, we conclude
that the mappings veu,µ∗ and veu,ν(ϑ, x) coincide on the set (0,T) × R. Equation (3.39) implies
that Tµ∗ = Tν holds on (0,T) × R. By Lemma 3.3 the operator T is injective on the Borel
measures and therefore µ∗ = ν.
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Step 5: Proof of statement 5 By statement 2 we have
CT,x0 =
(
CT,x0 ∩ {(ϑ, x) ∈ (0,T] × R : x˘(ϑ) < x}
) ∪ (CT,x0 ∩ {(ϑ, x) ∈ (0,T] × R : x˘(ϑ) > x}) .
SinceCT,x0 is connected and the first set in the union is nonempty, the second set must be empty.
Therefore CT,x0 ⊂ C˜T,x0 and hence CT,x0 = C˜T,x0 by step 4.
Step 6: Proof of statement 3 For x ≥ K we have veu,µ∗(0, x) = g(x) = 0. For any
x ∈ [minϑ∈(0,T] x˘(ϑ),K) there is a maturity ϑ(x) ∈ (0,T] such that (ϑ(x), x) is located on
the curve, i.e. x˘(ϑ(x)) = x. Due to superreplication and assertion 2, we have
g(x) ≤ inf
ϑ∈[0,T]
veu,µ∗(ϑ, x) ≤ veu,µ∗(ϑ(x), x) = g(x). (3.47)
Step 7: Proof of statement 6 This follows from (3.45, 3.46).
Step 8: Monotonicity of the curve We show by contradiction that x˘ is strictly increasing.
First assume that it is not increasing. Since x˘ is continuous, there are 0 < ϑ0 < ϑ1 < ϑ2 < T
and x0 < K such that x˘(ϑ0) = x˘(ϑ2) = x0 and x˘(ϑ1) < x0. From step 4 we know that C˜T,x0 is a
connected subset of CT,x0 . In particular, (ϑ1, x0) is located within the continuation set. In view
of assertion 2 we conclude that g(x0) = vam,g(ϑ0, x0) < vam,g(ϑ1, x0) ≤ vam,g(ϑ2, x0) = g(x0).
This is impossible and hence the mapping ϑ 7→ x˘(ϑ) must be increasing.
Now assume that there are some 0 < ϑ0 < ϑ1 ≤ T such that x is constant on the interval
(ϑ0, ϑ1). Since the curve x˘ is analytic, the identity theorem implies that x˘ is constant on (0,T].
In view of the second assumption we find that K > x˘(ϑ) = lim infϑ′→0 x˘(ϑ′) = K for any
ϑ ∈ (0,T], which is impossible. Therefore ϑ 7→ x˘(ϑ) is strictly increasing. 
4 Representability of the American put
While Theorem 3.1 warrants that the American put allows for a cheapest dominating European
option in the distributional sense, Theorem 3.2 does not fully answer the question whether it
is actually representable. Numerically, the CDEO is easily obtained by semi-infinite linear
programming, cf. [3, 13]. In this section we investigate whether the numerical approximation
satisfies the qualitative assumptions of Theorem 3.2.
In our numerical experiment we consider the put payoff g(x) = (eK − ex)+ with log-strike
price K = log 100 and maturity T = 0.5. The parameters of the model are chosen as r = 0.06,
x0 = logK + 0.1, and σ = 0.4. Figure 3 displays the price surface of the approximate CDEO
along with the put payoff plane. The s-axis represents the stock price s = ex while the ϑ-axis
indicates the time to maturity of the option.
If assumption 1 in Theorem 3.2 were violated, we would observe an infinite CDEO price
for ϑ > 0.5 and any s = ex ∈ (0,∞). This is obviously not supported by Figure 3. The minima
of the functions x 7→ veu,µ∗(ϑ, x) − g(x) for ϑ ∈ (0,T + δ) are represented by the white curves
in Figures 3 and 4, using the variable s = ex instead of x. The graphs are in line with the
requirements of assumption 2 in Theorem 3.2. The colours in Figure 4 stand for the level of the
function (ϑ, x) 7→ veu,µ∗(ϑ, x) − g(x) that is to be mimimised in x for fixed ϑ.
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Figure 3: The price surface of the CDEO associated to the American put
Figure 4: The curve ϑ 7→ exp x˘(ϑ) for the CDEO of the American put
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Figure 5: The mapping ϑ 7→ H(ϑ, x˘(ϑ)) in Theorem 3.2(3)
Figure 6: Comparison of the CDEO minima curve and a finite difference approximation to the
early exercise boundary of the American put
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The numerical approximation of the function ϑ → H(ϑ, x˘(ϑ)) in assumption 3 is shown in
Figure 5. It stays well away from 0 as required. Given that representability holds, it should in
fact have the constant value 2rσ−2eK = 75, which explains the particular shape in Figure 5. If
assumption 4 in Theorem 3.2 were violated, we would observe an exploding CDEO price for
ϑ→ 0 and s = ex = eK = 100. The graph rather indicates a vanishing price in the limit – as is
to be expected if the value of the CDEO coincides with the American put price.
Altogether, these qualitative checks indicate that Theorem 3.2 can be applied and hence
the put is represented by its CDEO. This explains not only the close agreement of numerical
CDEO and American put values in [3], but also the match of the early exercise boundary from
a finite difference approximation and the curve ϑ 7→ exp(x˘(ϑ)) suggested by Theorem 3.2(6),
see Figure 6.
How can these findings be reconciled with the negative result of [8] which states that
no sufficiently regular European payoff function can represent the American put? Using
the language of [8], a candidate representing function ϕ should satisfy an ordinary differ-
ential equation Aϕ = m with an as yet unknown generalised function m, where A f (x) =
(σ2x2/2) f ′′(x) + r x f ′(x) − r f (x). As stated in [8, equations (2.1, 2.2)], the general solution to
this ODE is of the form
ϕ(x) = ax + bx−α − 2
σ2
x−α
∫ x
0
yα
∫ K
y
z−2m(z)dzdy
= ax + bx−α − 2
σ2(α + 1) x
−α
∫ K
0
(z ∧ x)α+1
z2
m(z)dz (4.1)
if ∫ K
0
zα−1 |m(z)|dz < ∞, (4.2)
where α := 2r/σ2, the strike is denoted as K , and a, b ∈ R are constants. For ϕ to represent
the American put, we need ϕ(x) = 0 for x ≥ K , which implies a = 0 and b > 0. However,
the positivity of b ultimately yields that ϕ in (4.1) cannot represent the American put, see [8,
Thereom 15].
The integral in (4.1) does not make sense if (4.2) is violated. But Aϕ = m may still be
solved for such m, namely by
ϕ(x) = ax + bx−α + 2
σ2
x−α
∫ K
x
yα
∫ K
y
z−2m(z)dzdy
= ax + bx−α − 2
σ2(α + 1) x
−α
∫ K
x
zα+1 − xα+1
z2
m(z)dz.
In this case ϕ(x) = 0 for x ≥ K implies a = 0 = b, which means that the fateful b-term does not
appear. Hence the positive result of our study does not contradict the findings of [8] because
the CDEO as a candidate for the representing European claim is not subject to the rather strict
integrability condition (4.2).
5 Conclusion
As noted in the introduction, the representability of an American option in terms of a European
payoff has several both numerically and conceptually interesting consequences. In this paper
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we have made a first step towards verifying that a given American option is representable. The
results of Section 4 suggest in particular that representability holds for the prime example of
an American put in the Black-Scholes model, contrary to the evidence from the analysis in [8].
This gives new hope that the original endeavour of Jourdain and Martini may ultimately lead
to a positive answer and that their concept of embedded American options has a broader scope
than expected.
As an ambitious goal for future research it remains to fully characterise representability
of American options in the Black-Scholes model and more general markets driven by uni- or
multivariate diffusions. In particular, a rigorous proof for the American put is still wanting.
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A Auxiliary results
Lemma A.1. Let X ∼ N(µX, σ2),Y ∼ N(µY, σ2) be Gaussian random variables with µX ≤ µY .
Then the conditional law P(X ∈ ·|X ≥ 0) is dominated by is counterpart P(Y ∈ ·|Y ≥ 0) in the
usual stochastic order, i.e. P(X > a|X ≥ 0) ≤ P(Y > a|Y ≥ 0) for any a ∈ R or, equivalently,
E( f (X)|X ≥ 0) ≤ P( f (Y )|Y ≥ 0) for any increasing function f such that the integrals exist.
Proof. It is easy to verify that P(X > a|X ≥ 0) ≤ P(Y > a|Y ≥ 0) holds if and only if a is
below some threshold. This naturally implies the claimed stochastic dominance. 
The following factorisation theorem from multivariate complex analysis gives a sufficient
condition for the analytic dependence of zeros. It is a direct consequence of the Weierstrass
preparation theorem. More details can be found in [2, Chapter 1].
Theorem A.2. For d ≥ 2 let f be an analytic function on a domain G = D′ × D ⊂ Cd with
simply connected D′ ⊂ Cd−1. Assume that the function f (z′, ·) has exactly m distinct zeros in
the set D for any z′ ∈ D′. Then there exist analytic functions α1, ..., αm : D′ → D, positive
integers k1, ..., km and an analytic function Φ : G→ C that does not vanish on G such that
f (z′, z) =
m∏
l=1
(z − αl(z′))kl Φ(z′, z), (z′, z) ∈ G.
The following version of the analytic implicit function theorem is well suited for our pur-
poses. It can be obtained as a corollary of Theorem A.2 by applying well-known ideas from the
proof of Rouché’s theorem, cf. [4, page 125].
Theorem A.3. For d ≥ 2 let f be an analytic function on a domain G = D′ × D ⊂ Cd
with simply connected D′ ⊂ Cd−1. Assume that f (z′0, z0) = 0 and Dd f (z′0, z0) , 0 for some(z′0, z0) ∈ G. Then there are open neighbourhoods U(z′0) ⊂ D′ and V(z0) ⊂ D of z′0 and z0 as
well as an analytic function g : U(z′0) → V(z0) such that the equivalence
f (z′, z) = 0⇔ z = g(z′)
holds for all z′ ∈ U(z′0) and z ∈ V(z0).
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Proof. Due to Dd f (z′0, z0) , 0 there is some ε1 > 0 such that the ball B(z0, ε1) is contained in
D and f (z′0, z) , 0 holds for any z ∈ B(z0, ε1) \ {z0}. Moreover, there are constants c, ε2 > 0
such that B(z′0, ε2) is contained in D′ and | f (z′, z)| > c holds for any z′ ∈ B(z′0, ε2) and any
z ∈ C with |z − z0 | = ε1. By the choice of ε1 and the argument principle we have
1
2pii
∮
|z−z0 |=ε1
Dd f (z′0, z)
f (z′0, z)
dz = 1.
The triangle inequality for line integrals yields
sup
|z′−z′0 |<ε2/n
1 − 12pii ∮|z−z0 |=ε1 Dd f (z′, z)f (z′, z) dz

=
1
2pi
sup
|z′−z′0 |<ε2/n
∮|z−z0 |=ε1 Dd f (z′0, z) f (z′, z) − Dd f (z′, z) f (z′0, z)f (z′0, z) f (z′, z) dz

≤ α sup
|z′−z′0 |<ε2/n
|z−z0 |=ε1
Dd f (z′0, z) f (z′, z) − Dd f (z′, z) f (z′0, z) , n ∈ N
for some α ∈ (0,∞) which does not depend on n. Since f and its derivatives are continuous,
we conclude that the right-hand side of this inequality converges to 0 as n tends to infinity.
Moreover, 12pii
∮
|z−z0 |=ε1
Dd f (z′,z)
f (z′,z) dz is integer-valued. Consequently there is some n0 ∈ N such
that
1
2pii
∮
|z−z0 |=ε1
Dd f (z′, z)
f (z′, z) dz = 1
for any z′ ∈ B(z′0, ε2/n0). Put differently, for any z′ ∈ B(z′0, ε2/n0) the mapping z 7→ f (z′, z)
has exactly one zero within the set B(z0, ε1). By Theorem A.2 there exists an analytic function
g : B(z′0, ε2/n0) → B(z0, ε1) with f (z′, g(z′)) = 0. 
Proofs of the following results can be found in [13, Section 5.1].
Lemma A.4. Set
ϕ(µ, σ2, y) := 1√
2piσ2
exp
(
−(x − µ)
2
2σ2
)
. (A.1)
1. For any y ∈ R, µ, σ2 ∈ C with Reσ2 > 0 we have
|ϕ(µ, σ2, y)| =
exp
(
− Reσ22|σ2 |2
(
y − Re µ − Im µImσ2Reσ2
)2
+
(Im µ)2
2Reσ2
)
√
2pi |σ2 |
.
2. For any µ, µ˜ ∈ C and σ, σ˜ ∈ C \ {0} with σ , σ˜ we have
ϕ(µ, σ2, y)
ϕ(µ˜, σ˜2, y) =
σ˜
σ
exp
(
−(y − A)
2
2B
)
exp
(
− (µ − µ˜)
2
2(σ2 − σ˜2)
)
with
A :=
µ˜σ2 − µσ˜2
σ2 − σ˜2 , B :=
σ˜2σ2
σ˜2 − σ2 . (A.2)
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3. For any µ, µ˜ ∈ C and σ ∈ C \ {0} we have
ϕ(µ, σ2, y)
ϕ(µ˜, σ2, y) = exp
(
y
µ − µ˜
σ2
)
exp
(
µ˜2 − µ2
2σ2
)
.
LemmaA.5. For r̂ ∈ R, σ > 0 and anymeasure µ ∈ M+(R)we define the generalised European
value function
V(ϑ, x) :=
∫
ϕ
(
x + r̂ϑ, σ2ϑ, y
)
µ(dy),
where ϕ is defined as in (A.1). Suppose there exists some (T, x0) ∈ (0,∞)×RwithV(T, x0) < ∞.
Then the mapping V is analytic on the open C2-domain{
ϑ ∈ C :
√
(Re ϑ − T/2)2 + (Im ϑ)2 < T/2
}
× C.
Lemma A.6. Let µ ∈ M+(R), T > 0, σ2 > 0, r̂ = r − σ2/2, A = (σ2/2)D22 + rˆD2 − r . Then
Ψ(ϑ, x) :=
∫
ϕ(x + rˆϑ, σ2ϑ, y)
ϕ(x + rˆT, σ2T, y) µ(dy)
satisfies (D1 −A )Ψ = 0 on (0,T) × R.
Proof. ψ(ϑ, x) = ϕ(x+ rˆϑ, σ2ϑ, y) satisfies (D1−A )ψ = 0 for fixed y. The claim follows from
interchanging differentiation and integration. 
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