truly mesh-free method is presented in this paper for solving both linear and non-linear propagation problems. In DLSM method, the irreducible formulation is deployed, which needs to calculate the costly second derivatives of the MLS shape functions. In the proposed MDLSM method, the complex and costly second derivatives of shape functions are not required. Furthermore, using the mixed formulation, both unknown parameters and their gradients are simultaneously obtained circumventing the need for post-processing procedure performed in irreducible formulation to calculate the gradients. Therefore, the accuracy of gradients of unknown parameters is increased. In MDLSM method, the set of simultaneous algebraic equations is built by minimizing a least squares functional with respect to the nodal parameters. The least squares functional is de ned as the sum of squared residuals of the di erential equation and its boundary condition. The proposed method automatically leads to symmetric and positive-de nite system of equations and, therefore, is not subject to the Ladyzenskaja-Babuska-Brezzi (LBB) condition. The proposed MDLSM method is validated and veri ed by a set of benchmark problems. The results indicate the ability of the proposed method to e ciently and e ectively solve the linear and non-linear propagation problems.
Introduction
The interest in meshless methods to solve Partial Di erential Equations (PDEs) has markedly grown over the last two decades. Approximating the unknown parameters by using some arbitrary distributed nodes, without needing the pre-de ned connectivity of nodes, is the valuable advantage of meshless methods com-pared to mesh-based methods such as Finite Element Method (FEM) and Finite Volume Method (FVM). This advantage is rid of or at least moderates the di culty of mesh generation.
Two major approaches are used in meshless methods to approximate the nodal parameters: i) kernel approximation, and ii) series representation. Kernel approximation is based on the theory of integral interpolation. The kernel approximation is represented using its information in a local in uence domain via a weighted integral operation. The consistency is obtained by properly choosing the weight function. Series representation approach uses the polynomial basis functions to approximate the nodal parameters. The consistency is ensured by the completeness of the basic functions. Smoothed Particle Hydrodynamic (SPH), which uses the kernel approximation, is one of the earliest meshless methods successfully applied for simulation of di erent uid mechanic problems, such as free surface Newtonian and non-Newtonian ows [1] , sediment transport [2] , and multiphase ows [3] . Koshizuka and Oka proposed Moving Particle Semiimplicit (MPS) method [4] . The MPS method is mainly similar to the SPH method [5] , but in MPS method, the partial spatial derivatives are calculated without involving the gradient of a kernel function. This method has been applied to simulate dam break [6] , 2D nonlinear uid-structure interaction problems with free surface [7] , and multiphase ow [8] problems. Kolahdoozan et al. also studied the e ect of turbulence closure methods on the accuracy of MPS method for the viscous free surface ows [9] . However, it is shown that the kernel function used in the original MPS formula does not ensure continuity of the rst derivatives [7, 10] . Therefore, some modi cations to the MPS method are proposed [11, 12] . The computational cost of kernel approximations is less than that of series representation approximations. By contrast, the meshless methods using the series representation (Pascal polynomial) approximations provide higher order consistency leading to higher accuracy. Furthermore, the desired order of consistency can easily be achieved by raising the order of basis function, of course by extra e ort, a capability that is absent in kernel approximation methods. This ability is highly useful when dealing with complex problems with high gradient solutions.
The series representation methods use the basic functions based on the Pascal polynomial triangle. The polynomial expansion can be directly used as a trial function to solve the linear problems. However, the main drawback of such approach is that the resulting linear algebraic equations are highly ill-conditioned. Some studies are performed to reduce the number of conditions of the linear system equations. Liu and Young used the multiple-scale in the Pascal polynomial to access accurate and stable solutions to 2D Stokes and inverse Cauchy-Stokes problems [13] . Liu introduced homogenized functions and di erencing equations to recover time/space-dependent heat source in the heat conduction equation [14] . Since the number of conditions of the inverse heat source recovery problem was reduced using the method, the method was accurate and stable against large noise.
Element Free Galerkin (EFG) as a series representation method was proposed by Belytshko et al. [15] . The Galerkin procedure was utilized to discretize the governing PDEs, leading to symmetric coe cient matrices. This method was successfully used to investigate various engineering problems such as static and dynamic analyses of shell structures [16] , temperature eld problems [17] , 2D fracture problems [18] , and unsteady non-linear heat transfer [19] . The rate of convergence of the EFG method was shown to be higher than that of FEM [19] . Furthermore, the irregular nodal distribution was shown not to a ect the e ciency of the EFG method [20] . However, use of a background mesh is unavoidable for numerical integrations due to using the weak-form of the governing equations. Therefore, some researchers do not consider the EFG method as a truly meshless method. The Meshless Local Petrov-Galerkin (MLPG) was proposed by Alturi and Zhu [21] . In this method, the shape functions were constructed using a series representation method, such as Moving Least Squares (MLS) approximation. The MLPG has been extensively used to solve a wide range of solid mechanic [22] and uid ow and heat transfer [23] problems. A local weak-form is used in this method to avoid the use of background mesh. However, the method su ers from a major drawback of asymmetric coe cient matrix and di culties arise in numerical integration procedure on and around the boundary nodes. The least squares concept has been widely applied for solving PDEs. For example, Luan and Sun used the least squares method to solve a scattering problem in near eld optics [24] . Recently, Discrete Least Squares Meshless (DLSM) method was proposed by Afshar et al. to solve the elliptic and convection-dominated problems [25] [26] [27] [28] . The MLS approximation, a common type of the series representation, was used for interpolation (approximation) purposes. DLSM method has been successfully employed to solve solid [29, 30] and uid mechanic problems [31, 32] . The DLSM as a truly meshless method uses the strong form of the governing equations. More recently, mixed formulation was applied in DLSM method leading to the Mixed Discrete Least Squares Meshless (MDLSM) method. The mixed formulation was employed in least squares nite element method [33, 34] . In MDLSM method, the order of involved derivatives decreases by one unit by using the mixed formulation and, therefore, the complex and costly second derivatives of the shape functions are not required. However, the dimension of the coe cient matrix is larger. The larger coe cient matrix imposes an extra computational cost to solve the resulting linear algebraic system of equations. On the other hand, eliminating the cumbersome second order derivatives reduces the required computational e ort of the MDLSM method. Mixed formulation also provides the possibility of simultaneously calculating both unknown parameters and their gradients without any post-processing procedure that is essential in the DLSM method for computing the gradients. Since the post-processing procedure involves less accurate derivatives of shape functions, the gradients are accurately computed in the MDLSM method compared to the DLSM method [30, 35, 36] . The MDLSM method is based on minimizing a least squares functional with respect to the nodal parameters. The least squares functional is calculated as a summation of the squared residuals of the governing di erential equation and its boundary conditions at the nodal points. Usually, non-satisfaction of LBB condition can produce some di culties when solving incompressible NavierStokes equations, requiring special shape functions. The coe cient matrix of MDLSM method is always symmetric positive-de nite so that it is not subject to di cult LBB condition unlike the least squares mixed nite element method [33, 34, 37] . Hence, the method overcomes the critical di culties that arise as a result of the non-satisfaction of the LBB. This property is more useful to solve the Navier-Stokes equations [37] and will be investigated in future studies. MDLSM method was successfully employed to solve equilibrium problems such as linear elasticity problem [30, 36] and linear quadratic di erential equations [35] . The obtained results indicated high accuracy and e ciency of MDLSM method compared to the DLSM method.
The propagation PDEs are dominant in a variety of physical problems such as pollution transport, unsteady uid, and heat transfer. Exploiting the mentioned merits for the MDLSM method, the MDLSM method is developed in this paper for solving both linear and non-linear propagation problems. The performance of the proposed method is evaluated by several benchmark problems.
Moving Least Squares (MLS) approximation method
Several methods were developed to approximate or interpolate the nodal parameters such as Partition of Unity (PU) [38] , Radial Basis Function (RBF) [39] , Moving Kriging (MK) [40] , Maximum Entropy (MaxEnt) [41] , Local Maximum Entropy (LME) [42] , and Radial Point Interpolation Method (RPIM) [43, 44] . These methods are classi ed in two major groups: i) interpolation, and ii) approximation. The methods based on interpolation satisfy the Kronecker delta function property, which facilitates imposing the essential boundary conditions. However, most of these methods involve some free parameters. The MLS method as an approximation is not subject to this drawback as it only requires the radial of support domain as a free parameter. The MLS approximation is the most popular method for calculating the shape functions in meshless methods [45] [46] [47] . However, this approximation does not satisfy the Kronecker delta function property. The penalty approach is an appropriate method to impose the essential boundary conditions when using MLS method [45] .
In the MLS method, the unknown function, u, is de ned as follows:
where, a(X) is the coe cient vector; X is the vector of the nodal coordinates; p i is the component of P matrix
(the polynomial basis function) de ned as Eq. (2); and k is the number of terms in the basis function that guarantees the required consistency: 
where, n is the order of basis function; x 1 , x 2 , and x i are the elements of vector x; and nd is the size of x.
A weighted discrete L 2 norm, Z, is de ned by Eq. (4) as follows:
where, X j represents the nodal points with in uence domains covering the point X (center of support domain);û j is the nodal parameter ofû at jth node and de nes the number of nodes in the support domain; and w j is the weight function. In this paper, a cubic spline weight function is used as follows: 
Here, d wj is the radius of the support domain at jth node de ned as follows:
where D k is the distance of the jth node from the kth nearest point and is a constant parameter. The approximate nodal values can be calculated by minimizing Z with respect to a(X) as follows:
where,û is the vector of nodal parameters de ned by:
u T = [û 1 ;û 2 ; :::;û ns ]; (8) and N(X) is the MLS shape function de ned as:
E(X) and G(X) are de ned as follows:
G(X) =[w 1 (X X 1 )P(X 1 ); w 2 (X X 2 )P(X 2 );
:::; w n s (X X n s )P(X n s )]:
(11) A necessary condition for the moment matrix (E(X)) to be invertible is that there are at least k nodes covered in the support domain of every collocated point [48, 49] . Hence, should be greater than or equal to 1 for satisfying the minimum number of nodes within the in uence domain. For ensuring a well-posed momentum matrix and ensuring its invertibility, it is usually let (n s k) [45, 50] . However, the shape functions tend to be more and more linearly dependent in the local area with increasing number of nodes covered in the support domain [50, 51] . Determining the best value for the number of nodes covered in the support domain is an open problem [49] .
The rst order of derivatives can be calculated by:
Proposed Mixed Discrete Least Squares Meshless (MDLSM) method
Consider the following PDE governing a typical propagation problem: @C(x; t) @t + V(x; t):rC(x; t) = r 2 C(x; t) + S(x; t):
(13) Subject to the following Dirichlet and Neumann boundary conditions:
rC(x; t) = r C(x; t); (14) where C denotes the unknown variable of the problem;
V is the velocity vector; x is the position vector; t is time; and S are the di usion coe cient and the source term, respectively; and r and r 2 are gradient and Laplace operators, respectively. A semi-discretization is rst carried out using the relaxation method in time as follows: C n+1 + t(V n :rC n+1 r 2 C n+1 ) = g n ;
g n = C n t(1 )(V n :rC n r 2 C n ) + S(x; t); (15) here, , is the relaxation parameter with a value between zero and one. The superscripts denote the time steps.
The following de nition of gradients is used in mixed formulation: rC n+1 = q n+1 : (16) Using q n+1 to represent the gradient term rC n+1 in Eq. (15) leads to the following system of equations to be solved for C n+1 and q n+1 : C n+1 + t(V n :q n+1 r:q n+1 ) = g n ; rC n+1 q n+1 = 0: (17) The set of Eq. (17) can be written in a compact form as:
A:r' n+1 + B' n+1 = G n ; G n = [0; g n ] T ; (18) subject to the following Dirichlet type boundary condition:
where, ' is the vector of unknown nodal values de ned as:
A where I is identity matrix of size nd nd. nd is equal to the dimension of the problem. Eq. (7) 
where nt is the total number of nodes used to discretize the problem domain and N j (X) is the shape function of the jth node at X. Similarly, the gradient of the nodal values can be approximated as follows:
Substituting Eqs. (22) and (23) into Eqs. (18) and (19) leads to the residuals of di erential equation (R ) and Dirichlet boundary condition (R ) de ned as:
The least squares functional of residuals R n+1 at all collocation points in time step n+1 is de ned as follows:
where nb is the number of nodes on the boundaries. Since the MLS does not enjoy the Kronecker delta function property, the boundary conditions cannot be imposed directly. Two approaches have been used to impose the boundary conditions: The Lagrange multipliers method and the penalty method. The penalty method keeps the coe cient matrix still symmetric, positively de ned, and banded. Therefore, the penalty method is used here as a convenient alternative approach to impose the boundary conditions in which the penalty coe cient, , should be large enough to satisfy the boundary conditions [50] . However, choosing the appropriate value for the penalty parameter is not straightforward. Using too small or too big penalty value can lead to poor accuracy [51] . Some studies proposed an algorithm for determining the penalty value and investigated the performance of EFG method for di erent penalty parameter values [49,51,52]. In the practical computations, however, use of a fairly large penalty is usually su cient to obtain accurate solutions [49, 50, 51] .
Minimizing the least squares functional of residuals (Eq. (25)) with respect to the unknown nodal parameters leads to:
Eq. (26) yields the symmetric positive-de nite system of algebraic equations as follows, which can be solved by iterative procedures such as the conjugate gradient:
K' n+1 = F: (27) The coe cient matrix (K) and right-hand-side vector (F) are de ned as follows:
L(X j ) = A:rN(X j ) + BN(X j );
Solution to Eq. (27) yields the value of the nodal parameters. Since the MLS shape function is not interpolant, the nodal values of the problem unknown must be retrieved by using Eq. (22) [50].
In the proposed MDLSM method, the complex and costly calculation of the second derivatives of MLS shape functions is not required. Furthermore, both unknown parameters and their gradients are simultaneously computed circumventing the need for the post-processing procedure in the DLSM method for the calculation of derivatives, which involves less accurate second derivatives of the shape functions. Therefore, the gradients of unknown parameters are computed more accurately in the MDLSM method than in the DLSM method.
Numerical examples
In this section, several numerical examples are solved with the MDLSM method to investigate its e ciency and accuracy in solving linear and non-linear propagation problems. The value of the penalty coe cient is taken as = 10 8 for the rst four examples.
The constant parameter of support domain, , is usually determined by carrying out numerical experiments for a class of benchmark problems. It is generally recommended that a number between two and three will lead to satisfactory results [45, 50] . For all examples studied in the current study, the relaxation parameter is chosen as = 1 and the source term is de ned as S(x; t) = 0. The following error norm is used as error indicator:
where C exact and C MDLSM are the vectors of exact and MDLSM solutions, respectively, and jj:jj 2 is the l 2 -norm.
One-dimensional Gaussian hill problem
Consider a linear one-dimensional convection-di usion problem with V(x; t) = 1 and = 0:005 in Eq. (13).
The exact solution to this problem is de ned as follows [53]:
C(x; t) = (0) (t) e (x x 0 Vt) 2
where (t) = p (t) + 2t. The initial hill is centered around x 0 = 0:15 and (0) = 0:04. The size of the domain is 1.5. The Dirichlet boundary condition on right and left boundaries and initial conditions are de ned according to the exact solution. The time step is chosen as 0.001. A quadratic basis function P T (X) = [1; X; X 2 ] is used to produce the shape functions. The problem is solved using the three di erent uniform nodal distributions. The average error of solutions starts with 0.1784 for the coarse nodal distribution, which decreases to 0.0587 and 0.0425 for the ner distributions of 51 and 76 nodes, respectively, indicating the convergence of the method. Figures 1  and 2 compare the results of the MDLSM method and the exact solutions for two di erent regular nodal distributions. The problem is solved by the DLSM and MDLSM methods using the 51 nodes distributed uniformly. The gradients of the solutions obtained by the DLSM and MDLSM methods are compared in Figure 3 . The results show that the gradients are slightly accurate in MDLSM method. Table 1 describes the CPU times of the DLSM and MDLSM methods. In the MDLSM method, the second order of the derivatives is not required so that the computational e ort in approximation procedure (MLS) is less than that in the DLSM method. On the other hand, the computational cost required to solve the resulting system of equations is less in the DLSM method. Therefore, the total computational cost is dependent on the type of problem being solved. When Eulerian type of simulation is considered, the computational cost of the MDLSM method is higher than that of the DLSM method since the MLS shape functions require to be constructed once. However, for the problems with the moving nodes, as encountered in Lagrangian simulation in which the MLS shape functions need to be constructed for each new nodal position, the computational e ort of the MDLSM method would be lower than that of DLSM. (34) f 1 and f 2 are assumed to be equal to zero and one, respectively. The exact solution is used to de ne the initial and Dirichlet-type boundary conditions. Di erent regular nodal distributions are used to solve this problem. A series of tests is also carried out to study the sensitivity of the results to di erent Peclet numbers de ned as the dimensionless ratio of the advection term to the di usion term. For this purpose, the problem is solved with a set of di erent di usion coe cients leading to high gradient solutions and higher numerical errors.
Figures 4 and 5 compare the solutions of the MDLSM method with the exact solutions considering the di usion coe cient as = 0:01. The problem is also solved for = 0:005. The results are shown in Figures 6 and 7 . In all cases, the ratio of the time step size to the nodal spacing is equal to 0.1.
The time-averaged error of the results is presented in Table 2 to show the sensitivity of the results with respect to the number of nodes and di usion coecients. As expected, the results indicate that the error is higher for the smaller di usion coe cients (higher Peclet number) and the results are more accurate for the ner nodal distributions. A set of non-uniform nodal distributions is used to investigate the e ect of non-uniform nodal distribution on the accuracy of results. Figure 8 compares the convergence rates of uniform and non-uniform nodal distributions. Using the 50 nodes for = 0:005, the gradients are computed by the DLSM and MDLSM methods. The error norms of the gradients are 0.0912 and 0.0843 for DLSM and MDLSM methods, respectively, indicating the higher accuracy of the MDLSM.
Burger's one-dimensional equation with periodic boundary conditions
In this section, Burger's non-linear one-dimensional equation V(x; t) = C, is considered with periodic boundary conditions. The size of the domain is considered as 2. The MLS shape functions are produced by the cubic basis function. To impose the periodic boundary conditions, the computational domain is extended at the periodic boundaries and the unknown values at the nodes on the right and left sides of the domain are considered equal [54] . Figure 9 illustrates the schematic view of the process. In this gure, I-th node represents nodal points on the rightand left-hand sides of the boundaries. The function C(x; t) = 10 sin(x) is used as the initial condition. Figure 10 compares the results of the proposed MDLSM method with the available analytical solutions for = 1 [55] . This problem is also solved for di erent values of the di usion coe cients = 0:01 and 0.001 using di erent numbers of nodal points distributed uniformly in the domain. The results are shown in Figures 11 to 14 . It can be seen that while the results are of high accuracy for the smallest di usion coe cient, the accuracy of the results decreases with increase in the value of the di usion coe cient. Furthermore, Figures 11 and 13 show that with coarse nodal distributions of 100 and 150 nodal points, the method is divergent for = 0:01 and = 0:001, respectively. On the other hand, Figures 12 and 14 indicate that for di usion coe cient values of 0.01 and 0.001, uniformed distributions of 150 and 512 nodes are enough to produce convergent and accurate results, respectively.
Two-dimensional Gaussian hill problem
The di usion of a Gaussian hill in a uniformly rotating C(x; t) = A 0 1 + ( 2t 2 ) exp(
where:
and: x 2 = (x 2 O 2 ) Q 1 sin !t Q 2 cos !t: 
where x and y de ne the coordinates and is assumed to be 0.03 in this problem. The exact solution is used to impose the Dirichlet boundary conditions. The time step size, t, is equal to 0.001. The penalty coe cient is taken as = 10 4 . Figure 16 compares the numerical and the exact results. This comparison shows the high accuracy of the proposed MDLSM method for solving non-linear convection-dominated problems. The problem is also solved with t = 0:01 to investigate the in uence of the penalty parameter, of which the results are demonstrated in Figure 17 . The results show that accuracy generally improves by increasing penalty parameter. However, when the penalty exceeds a speci ed value, the coe cient matrix becomes ill-posed and the error sharply increases. A set of irregular nodal distributions, presented in Figure 18 , are also used to study the e ect of the irregular nodal con guration on the results. The convergence rate of the method is shown in Figure 19 for the results at t = 0:5 s for both uniform and irregular nodal distributions. The gradients of the solutions obtained on a uniform 21 21 nodal distribution are also compared in Figure 20 . The obtained results show that the gradients of the solutions are remarkably accurate in MDLSM method compared to DLSM method. In Table 3 , the CPU times of the DLSM and MDLSM methods are compared. In the MDLSM method, the cumbersome second derivatives of the MLS are not required and, hence, the CPU time of the Figure 17 . In uence of the penalty factor ( fth example).
approximation procedure is less than that of DLSM method. However, the size of the coe cient matrix is larger in the MDLSM method and the CPU time of the solving procedure increases compared to the DLSM method. Therefore, the total computational cost is dependent on the type of the problem being solved. When Eulerian type of simulation is considered, the computational cost of the MDLSM method is higher than that of the DLSM method since the MLS shape functions require to be constructed once. However, for the problems with the moving nodes as those encountered in Lagrangian simulation, in which the MLS shape functions need to be constructed for each new nodal position, the computational e ort of the MDLSM method would be lower than that of DLSM. 
Conclusion
A truly meshless method, namely, MDLSM, was presented in this paper to solve propagation problems. The method was based on the minimization of the least squares functional with respect to the nodal parameters. The least squares functional was de ned as the sum of the squared residuals of the di erential equation and its boundary conditions. The MLS shape function was used to approximate the solutions. The coe cient matrix of the MDLSM method is always symmetric positive-de nite, circumventing the LBB condition. With the MDLSM method, calculation of second derivatives of shape function was not required and the gradient of solutions was accurately computed 
