Abstract-In this article, we provide an implementation, evaluation, and analysis of PowerHammer -an attack that uses power lines to exfiltrate data from air-gapped computers. A malicious code running on a compromised computer intentionally controls the utilization of the CPU cores. The CPU utilization is electromagnetically conducted and propagated through the power lines in the form of a parasitic signal that is modulated, encoded, and transmitted on top of the current flow fluctuations. This electromagnetic phenomenon is known as 'conducted emission'. In this attack, the attacker taps the indoor electrical power wiring that is connected to the electrical outlet of the compromised computer. The conducted electromagnetic emission of the compromised computer is analyzed and the exfiltrated data is decoded. The proposed attack is then experimentally evaluated and characterized. The communication performance is discussed and a set of defensive countermeasures is presented. A crucial aspect of the proposed covert communication scheme is that it fully conforms to civilian and military conductive emission standards.
I. INTRODUCTION

I
NFORMATION is the most critical asset of modern organizations and, hence, is coveted by adversaries. Protecting IT networks from sophisticated cyber-attacks is a challenging task, involving host level and network level security layers. This includes updating protection software in the host computers, configuring firewalls and routers, managing access controls, using centralized credential systems, and more. Nevertheless, despite a high degree of protection, as long as the local area network has a connection with the outside world (e.g., the Internet), an innovative and persistent attacker will eventually find a way to breach the network, eavesdrop, and transmit sensitive data outwards (e.g., see the Vault 7 [1] , Sony [2] , and Yahoo [3] 
incidents).
When sensitive data is involved, an organization may resort to so-called 'air-gap' isolation. An air-gapped network is a secured computer network in which measures are taken to maintain both physical and logical separation from less secured networks. The air-gap separation is maintained by enforcing strict regulations, such as prohibiting connectivity to unauthorized equipment and hardening the workstations in the network. Today, air-gapped networks are used in military and defense systems, critical infrastructure, the finance sector, and other industries [4] , [5] . Two examples of air-gapped networks are the United States Defense Intelligence Agency's NSANET and Joint Worldwide Intelligence Communications System (JWICS) classified networks [6] . However, even air-gapped networks are not immune to breaches. In the past decade, it has been shown that attackers can successfully penetrate air-gapped networks by using complex attack vectors, such as supply chain attacks, malicious insiders, and social engineering [7] - [9] . In 2017, WikiLeaks published a reference to a hacking tool dubbed 'Brutal Kangaroo' used to infiltrate air-gapped computers via USB drives [10] . This tool was used by attackers to infect the Internet workstations of an organization's employees and wait for an employee to insert the infected USB drive into an air-gapped computer. Using such tools, attackers can breach the network, bypassing security systems such as AVs, firewalls, intrusion detection and prevention systems (IDS/IPS), and others. After deploying malware in the air-gapped network, the attacker may, at some point, wish to leak information -a behavior commonly seen in advanced persistent threats (APTs). In order to exfiltrate data from air-gapped networks the attacker must resort to special types of covert channels, commonly referred to as 'air-gap covert channels'. In this approach, the malware uses the emanations from different components of the computer to establish out-ofband covert communication with the outer world [11] . Over the years, various methods to leak data through air-gaps have been developed. For example, electromagnetic covert channels have been studied for more than twenty years. In this type of communication, malware modulates binary information over the electromagnetic waves radiating from computer components (e.g., LCD screens, communication cables, computer buses, and hardware peripherals [12] - [21] ). Other types of air-gap covert channels based on magnetic [22] , [23] , acoustic [24] - [30] , optical [31] - [38] and thermal [39] emissions have also been investigated.
Different kinds of attack through electrical network connections have long been a subject of considerable interest. For example, Kocher et al. [40] proposed a differential consumed power analysis attack that determines hidden patterns from power traces of cryptographic computations and in [41] power-load attack was proposed. The particular application of an electrical network for air-gapped communication was also proposed [42] - [44] .
In this paper, we present a new type of electric (current flow) covert channel. The method, which we named PowerHammer, enables attackers to exfiltrate information from air-gapped networks through AC power lines. We show that dedicated malware running on a computer can change the power consumption of the system by controlling the workload of the CPU. Binary data can be modulated on the changes of the current flow; the resulting emission is conducted to the power lines and propagates through them (Fig. 1) . Using a non-invasive tap, the attacker measures the emission conducted on the power cables. Based on the signal received, the transmitted data is demodulated and decoded back into binary form. The main advantage over [42] , [43] is the use of conductive emission rather than power consumption, which enables operation with a substantially higher bit-rate. In [44] , preliminary results with significantly lower modulation frequencies and slower communication bit-rates, but a similar approach, were presented. An illustration of the proposed attack is presented in Fig. 1 .
The rest of this paper is structured as follows. Technical background is provided in Section II. The adversarial attack model, communication and modulation are discussed in Section III. Section IV presents the experimental evaluation results. Communication performance is discussed in Section V. Undetectability and countermeasures are discussed in Section VI, and Section VII concludes.
II. TECHNICAL BACKGROUND
A. Electricity Network
A typical indoor electrical supply network is comprised of a distribution board that divides electrical power into subsidiary phases. Each phase feeds several to dozens of circuits. The distribution to three different phases prevents internal wall wires from overheating and makes it possible to run large loads. Electricity distribution in buildings is managed in a main, centralized electrical service panel (Fig. 2) . The power cords are connected to the floor panel with circuit breakers.
B. Switch-Mode Power Supplies & Conducted Emission
Computers consume power by using modern switch-mode power supplies (SMPSs). SMPSs are used in many types of electronic equipment, including computers, TVs, printers, and cell phone chargers. One of the key features related to SMPSs in the context of this paper, is that they emanate electromagnetic radiation due to the fast switching current and voltage they generate during normal operation [45] , [46] . The radiated noise is also leaked to the power lines, due to electromagnetic conductive processes known as conducted emission [47] .
There are various regulations on the permitted levels of the radiated and conducted emissions from electronic devices. Commercially available SMPSs are designed to meet these regulations. For example, the FCC Part 15 standard requires that the conducted emission be controlled at the frequency bands of 450kHz-30MHz [48] , [49] .
III. ATTACK MODEL
A. Proposed Concept
The proposed method exploits the conducted emission to modulate digital information on the power lines. We show that a malicious code can influence the momentary power consumption of the computer, generating data-modulated conduction on the power lines in the low frequency band. The generated noise travels along the input power lines and can be measured by an attacker probing the power cables. The proposed method works with computers that are fully compliant with conduction emission regulations, as discussed below in Section VI-A.
The adversarial attack model consists of three main steps: (1) system infection and data gathering, (2) transceiver implantation, and (3) data exfiltration.
1) System Infection & Data Gathering:
The system infection step is common for all air-gap covert channel attacks, since it requires running a malicious code in the targeted air-gapped computer [50] . In the incursion phase, the attacker infects the target system or network with malware. Infecting highly secure and even air-gapped networks has been proven feasible in recent years. Note that several APTs discovered in the last decade are capable of infecting air-gapped networks [51], e.g., Turla [52] , RedOctober [53] , and Fanny [54] . As a part of the targeted attack, the adversary may infiltrate the air-gapped networks using social engineering, supply chain attacks, or malicious insiders.
Having a foothold in the system, the malware starts retrieving interesting data for the attacker. The data might be files, encryption keys, credential tokens, or passwords. The data gathered is stored on a computer, usually the PC workstation or server which contains the sensitive data to leak.
2) Transceiver Implantation: The transceiver is based on a non-invasive probe connected to a small computer. The probe is placed near the power line feeding the computer or at the main electric panel (see also Fig. 6 below) . It measures the conducted emission, processes the modulated signals, decodes the data and sends it to the attacker (e.g., with a Wi-Fi transceiver).
The required hardware implant is similar to that required for a broad kind of differential power analysis and related attacks [40] . Another example of such a hardware implant was presented in Snowden's leaked documents. In that case, the component, known as COTTONMOUTH [55] , was a USB connector with a hidden RF transceiver that attackers used to connect with air-gapped networks by sending and receiving data to/from a long haul relay subsystem.
3) Data Exfiltration: In the last phase of the attack, the malware starts the data leak by encoding the data and transmitting it via signals injected to the power lines. The signals are generated by changing the workload on the CPU cores. The transmissions may take place at predefined times or in response to some trigger infiltrated by the attacker. The signal is received by the power line probe and delivered to the attacker (e.g., via Wi-Fi).
Note that although the described attack model is complicated, it is not beyond the ability of motivated and capable attackers. In the last decade, APTs coupled with sophisticated attack vectors such as supply chain attacks and targeted social engineering have been shown to be feasible. As a reward for these efforts, the attacker can get his/her hands on very valuable and secured information, which is out of reach of other types of covert channels.
B. Signal Generation (Transmitter)
As described above (Sec. II-B), changes in the power consumption of a computer are conducted to the power lines through the power supply. Since modern CPUs are energy efficient, the momentary workload of the CPU directly affects the dynamic changes in its power consumption [56] . By intentionally starting and stopping the CPU workload, it is possible to govern its power consumption, and to conduct a parasitic signal on the electrical network lines at a specified frequency and to modulate binary data over it (Fig. 1 ). We developed a fine-grained approach, in which we control the workload of each of the CPU cores independently from the other cores. Regulating the workload of each core separately enables greater control of the momentary power consumption. This approach has two main advantages: 1) Choosing which cores to operate on at a given time allows us to use only the currently available cores, that is, cores which are not utilized by other processes. This way, the transmission activity will not interrupt other active processes in the system. This is important for the 
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2) By using different numbers of cores for the transmission, we can control the current consumption (e.g., fewer cores consume less power), and hence the amplitude of the carrier wave. This allows us to employ amplitude-based modulations in which data is encoded on the amplitude level of the signal.
To generate a carrier wave at frequency f c in one or more cores, we control the utilization of the CPU at a frequency related to f c . To that end, n worker threads are created, where each thread is bound to a specific core. To generate the carrier wave, each worker thread overloads its core at a frequency f c repeatedly -alternating between applying a continuous workload on its core for a time period of 1/2 f c (full power consumption) and putting its core in an idle state for a time period of 1/2 f c (no power consumption).
This operation is illustrated in Fig. 3 , which depicts a system with two worker threads. Threads T 3 and T 4 are bound to cores C3 and C4, respectively. Note that cores C1 and C2 do not participate in this transmission. When the worker threads T 3 and T 4 start, they receive the required carrier frequency f c and the stream of bits to transmit. The basic operation of a worker thread is described in Algorithm 1.
Each worker thread receives the core to be bound to (iCore) and the carrier frequency ( f req). It also receives the number of cycles for the modulation of logical '0' (nCycles0) and the number of cycles for the modulation of logical '1' (nCycles1). Note that the cycle time is derived from the frequency of the carrier wave (line 2). The thread's main function iterates on the array of bits to transmit. In the case of logical '0' it sleeps for nCycles0 cycles (line 5). In the case of logical '1' it repeatedly starts and stops the workload of the core at the carrier frequency f req for nCycles1 cycles (lines 7-12). We overload the core using the busy waiting technique. This causes full utilization of the core for the time period and returns.
Based on the algorithm above, we implemented a transmitter for Linux Ubuntu (version 16.04, 64 bit). We used the sched setaffinity system call to bind each thread to a CPU core. The affinity is the thread level attribute that is configured independently for each worker thread. To synchronize the initiation and termination of the worker threads, we used the thread mutex objects with pthread_mutex_lock() and pthread_mutex_unlock() [57] . For the thread sleeping we used the nanosleep() system call [58] . Note that the precision of nanosleep() is in nanoseconds, and it is sufficient given the frequencies of the carrier waves, which are at 24kHz or lower.
C. Modulation
Recall that the transmitting code can determine the frequency of the signal by setting the cycle time in the signal generation algorithm. In the current research we used frequency shift keying (FSK) for data modulation. In FSK, the data is represented by a change in the frequency of a carrier wave. For the evaluation, we mainly used the binary-FSK (BFSK) modulation [59] , which is outlined in Fig. 4 . In this modulation, only two different carrier frequencies are employed. Each frequency is amplitude modulated, such that '1' and '0' are two possible symbol combinations. In FSK, the length of each symbol is T , and the spectral width is approximately ±1.5/T . Theoretically, this modulation requires at least 4/T frequency spacing between different carrier frequencies.
The main motivation for choosing FSK modulation is that it can be used with non-coherent receivers. This means that it does not require frequency and phase recovery of the exact f 0 and f 1 signals, but only symbol timing synchronization. The typical block-scheme of such a receiver is presented in Fig. 5 . It includes band-pass filters (BPFs) BPF 0 and BPF 1 that are located around frequencies f 0 and f 1 , respectively. The energy 
D. Bit-Framing
The data packets are transmitted in frames. Like most air-gap covert channels, the unidirectional communication means that the receiver cannot establish a handshake with the transmitter, and hence cannot identify the beginning of a transmission and determine the physical-layer channel parameters. To solve this, a preamble header is transmitted at the beginning of every packet. After the preamble, a payload is transmitted. Finally, a cyclic redundancy check (CRC) is applied.
IV. EXPERIMENTAL VALIDATION
In this section we provide experimental evaluation of the PowerHammer attack and discuss the measurements and the results.
A. Measurement Setup
Our measurement setup consists of a current probe connected to a measurement system (Fig. 6) . For measuring the current, we used a type of split core current transformer. This is a non-invasive probe that is clamped around the power line and measures the amount of current passing through it (Fig. 7) . The non-invasive probe behaves like an inductor that responds to the magnetic field around a current-carrying cable (Fig. 7b) . The amount of current in the coil is correlated with the amount of current flowing in the conductor. For our experiments we used SparkFun's split core current transformer ECS1030-L72 [60]. The current sensor is connected through a 3.5mm audio cable to the audio input jack of a laptop computer (Dell Latitude E7450, Windows 10 64-bit). The sampling rate was set to 48kHz with a 16-bit resolution. A sampled signal was further processed and analyzed by Matlab. For real-time demodulation we used a custom-developed receiver coded in Visual C++.
B. Transmitting Computers
Throughout the experiments, the following three types of computers were addressed: a desktop PC, a server, and a low power device representing an IoT. A list of the computers with their specifications is provided in Table I 
C. Modulation
An example of a spectrogram (also termed a short-time Fourier transform (STFT)) of the '0101000111' sequence signal is presented in Fig. 8 , where T = 5 msec, which yields a bit rate of 200 bit/sec, and communication frequencies f 0 = 10kHz and f 1 = 18kHz. The time spacing of the spectrogram was chosen to match a symbol length of two segments per symbol. The spectral width of the signals matches the theoretical bandwidth of ∼ = 3/T = 600Hz. The presented signal is fully congruent with BFSK signal theory.
An example of receiver signals y 0 [n] and y 1 [n] (outlined in Fig. 4 above) is presented in Fig. 9(a) for the same part of the signal as in Fig. 8 . For each symbol, corresponding energies of y 0 [n] and y 1 [n] are presented in Fig. 9(b) . An example of a BFSK signal is presented in Fig. 9 . The signal (measured from the power line) was generated using the transmitting algorithm shown above. In this transmission (a sequence of '0101000111') the symbol time-length is T = 5 msec, which yields a bit rate of 200 bit/sec. For each symbol, energies of y 0 [n] and y 1 [n] are compared, as outlined in Fig. 9(b) . The theoretical analysis of the corresponding bit-error rate (BER) is presented in the Appendix.
D. Signal Power 1) Number of Cores:
The number of cores used in the transmission directly influences the power consumption of the computer (e.g., more transmitting threads result in greater power consumption), and, hence, the amount of conductive emission. The measurements in Fig. 10 show the waveform of an alternating signal ('101010101010') transmitted from the PC at a modulation frequency of 10kHz. The transmissions in two, four, six, and eight cores yield signal levels of 2.5mA, 12mA, 15mA, and 19mA, respectively. As can be seen, the number of cores used for the transmissions is correlated with the conducted emission measured. However, it is important to note that although using more cores yields a stronger signal, the attacker may use only some of the available cores for the transmissions; using all the cores will significantly affect the workload on the system and might reveal the malicious activity.
An illustration of the power spectral density (PSD) of the modulated signal, estimated using the Welch periodogram method, is presented in Fig. 11 . This graph shows the approximately linear dependency of the communication signal power on the number of transmitted cores at two different frequencies, f 0 = 10kHz and f 1 = 18kHz. Table I .
2) Frequency Dependence & Transmitting Computer Dependence:
The difference between the PSDs of communication signals for different computers (Table I) is presented in Fig. 12 . The "noise" is defined as the signal level at the communication frequencies when no signal is transmitted at the particular frequency at that moment. As can be seen in Fig. 12 , each signal produces harmonics at the frequencies that are multiples of the signal frequency. This aspect is important for the selection of FSK communication frequencies. Note, the signal measured from the server is relatively weak ( f 1 frequency) compared to an ordinary workstation due to the high-end ('smart') power supplies with improved load efficiency and smart voltage regulation, which results in lower conducted emission.
Figs. 11 & 12 also explain the differences in symbol energies in Fig. 9(b) , since the transmitted signal power/energy depends on frequency. Moreover, this difference has to be further compensated at the receiver in order to improve communication performance.
E. Bit-Error Rate
The theoretical analysis of BER performance is based on a noise margin that is defined as the difference between signal and noise levels. For the applied scheme (non-coherent BFSK), the theory requires a noise margin level of 11 dB for a BER of 10 −3 and 8 dB for a BER of 10 −2 [59] . An illustration of noise margins for the signals in Fig. 12 for the PC and IoT devices is presented in Fig. 13 . In the graphs, the noise margin is about 13 dB for 200 bps communication, which is congruent with our measured 0% BER for this configuration.
V. COMMUNICATION PERFORMANCE
The goal of this section is to discuss communication performance measures of the reported attack.
A. Bit-Rate
We note that the reported communication performance may be significantly increased by applying Mary-FSK (M-FSK) 
where B c = 3/T is the bandwidth of each modulated carrier and f = 4/T is the minimum spacing between modulation frequencies. Note, the bandwidth is limited not only by the ability of the transmitter to generate the required frequencies, but also by the harmonics limitation mentioned above (Sec. IV-D.2). The corresponding BER is dictated by the frequency band with the lowest noise margin. In our experiments, we successfully generated symbols with T = 0.001 seconds duration that correspond to a symbol rate of R s = 1000 symbol/sec and a 8-FSK bit-rate of 3 kbps, under optimal communication conditions.
B. Distance
An important characteristic of a communication channel is the distance-related power attenuation of the received signal. In order to quantify the influence of the communication distance, we used the following experimental setup. The transmitter and the receiver were placed at different distances from one another, between 2 and 110 meters, and were interconnected by a single network-connected cable. For all the measurements, the communication speed was set to 1 kbps and 10 packets of 1 kilobit were transmitted. The measured per-packet number of errors was between 0 and 5, resulting in an average BER of 2 × 10 −3 , and the influence of the separation distance was found to be negligible. These results are, in fact, not surprising, based on the previously published research in the fields of ultra-narrowband and narrowband power-line communication (UNB-PLC and NB-PLC) [61] , [62] . However, PLC theory also predicts that the communication performance may degrade as a result of branching cables, impedance mismatches and other factors. Nevertheless, an in-depth discussion of this issue is beyond the scope of this paper and may be the subject of future research.
C. Interference
Each common power-line shares emissions conducted from all the same-line-connected electronic devices, such as computers, TVs, lights, etc. While these emissions do not include any particular information, they interfere with the communication signal emission of interest. In order to quantify the influence of the interfering devices, we used the following experimental setup. Up to 10 devices (5 PCs and monitors) with SMPS power supplies were connected on the same electrical network line with the transmitter. The power consumption of these devices was evaluated by voltage and current measurements (NI 9225 voltmeter, NI 9227 ammeter, sample frequency of 25 kHz). For different power consumption levels, 10 packets of 1 kilobit were transmitted at 1 kbps. The BER performance during the experimental evaluation is summarized in Fig. 14 as a box-plot of errors per packet as a function of interference power consumption. Since the approximated BER is given by the relation [59] 
where SNR is the signal-to-noise ratio, we have chosen the trend-line of the form
where a is the SNR without interfering computers and a + bx is the SNR for the given interference power consumption. The resulting fit values for the presented trend-line are a = 12.5, b ≈ −6 × 10 −3 . For higher levels of interference, better performance can be achieved by the common interference mitigation techniques, such as integration/summation over a longer symbol time, Fig. 15 . Number of errors per packet for different CPU workloads conditions. The inset illustrates the BER improvement for bit-rate drop from 1 kpbs to 500 bps.
spreading sequences, and others [59] , resulting in a lower bitrates.
D. CPU Load
Since the transmitting process (and its theads) shares the CPU with other processes in the operating system, we examined whether the activity of other processes interferes with the signal generation. For the evaluation, we tested the following workloads on the system: (1) The system is idle and only the default processes are running in the background; (2) The LibreOffice Writer [63] is open, and the user is typing a document; (3) The VLC media player [64] is playing an HD video clip; (4) The Linux rsync [65] command is performing a backup to the HDD; (5) The Linux matho-primes [66] is performing calculations of big prime numbers.
For different workloads, 10 packets of 1 kilobit at 1 kbps were transmitted. The BER performance during the experimental evaluation is summarized in Fig. 15 , where each point represents a different packet. The results show a dramatic influence of CPU load on communication performance. The particular case of the VLC media player is most probably related to variable load on the GPU rather than on the CPU. In general, the performance degradation is related to alternating bursts of CPU load that are produced by workloads. However, a drop in bit-rate may significantly improve the communication performance, as outlined in the inset for a 500 bps bit-rate. A further drop in bit-rate may further change the BER for any required workload conditions. From the theoretical point of view, this improvement is related to the fact that the SNR is proportional to the symbol length, i.e. an increase of symbol length by a factor of two (from 1 msec to 2 msec) is expected to provide twofold improvement in the SNR [59] .
VI. UNDETECTABILITY & COUNTERMEASURES
A. Conducted Emission Standards
There are civilian and military standards for the permitted levels of emission conducted from electronic devices to -24kHz) , which is significantly below the FCC and CISPR limits in terms of frequency. The MIL-STD 461 standard states that the conducted emissions must be controlled in the 30Hz-10kHz frequency band; in the range of 0-24kHz the emissions must be kept below the level of 100-95dBμV. The strength of the electric fields generated in our covert channel is significantly lower than the maximum defined by MIL-STD 461 (ranges from 20 to 30dBμV), and hence is compliant with this standard.
Note that the civilian and military standards for conducted emission are aimed at preventing harmful interference between devices. We exploit the conducted emission by using low strength electric fields that do not cause standard-prohibited interference, but can still be used to carry information.
B. Conductive Emission Filtering
Typical civilian and military electrical network filters are designed for limiting the conducted emission for frequencies starting at about 20 kHz e.g., [67] . As shown in Section VI-A above, the generated signals are at frequencies lower than 20 kHz, and hence bypass most of the common filters. 
C. Virtual Machines (VMs)
Virtualization technologies are widely used in modern IT environments. In the context of security, one of the advantages of virtualization is the resource isolation it provides. Virtual machine monitors (VMMs) provide a layer of abstraction between the virtual machine and the physical hardware (CPU and peripherals). Since the signal generated is tightly related to the CPU timing and hardware performance, we examined whether the virtualization layer caused interruptions or delays that may affect the signal quality.
In order to evaluate the effect of the VM, we compared the signals generated from a physical machine (host) and the signals generated from a VM (guest). In these measurements, the host and the guest were running on a Linux Ubuntu 16.04 64-bit. We used VMWare Workstation Player 14.0 and configured the guest to support four processors. For the comparisons, an identical sweep signal in the range of 0-24kHz was transmitted from both the host and the guest. The analysis of the signals received showed that while the host was able to generate signals in the whole inspected frequency range of 0-24kHz, the guest could only generate signals up to 7kHz. Fig. 17 shows the PSD of transmissions made by the host and guest machines with two different frequencies (1kHz and 10kHz). As can be seen, the 1kHz signal is similar in the host and guest (with levels of −41dB). The 10kHz guest signal (−63dB) is significantly weaker than the host signal (−47dB).
We found that the 7kHz limitation shown above is a result of the interruptions occurring in the transmitting threads when executed in a VM. Technically, the VMM initiates a periodical context switch, which suspends the transmitting process (and its threads), in order to transfer the control to the host machine. These interruptions effectively limit the operational frequency of the transmitting threads to 7kHz.
D. Stealth & Intrusion Detection
The transmitting program only leaves a small footprint in the memory, making its presence easier to hide from intrusion detection systems. At the OS level, the transmitting program requires no special or elevated privileges (e.g., root or admin), and hence can be initiated from an ordinary user space process. The transmitting code consists mainly of basic CPU operations such as busy loops, which do not expose malicious behaviors, making it somewhat evasive from automated analysis tools.
Host-based intrusion detection systems (HIDS) may continuously trace the activities of running processes in order to detect suspicious behavior; in our case, a group of threads that abnormally regulates the CPU workloads would be reported and inspected [68] . However, such a detection approach may suffer from false alarms, since many legitimate processes use CPU-intensive calculations that affect the processor's workload [69] . Moreover, since only non-privileged CPU instructions are involved, monitoring such a process may degrade performance [16] . Nevertheless, the malware has to inject the transmitting threads into a legitimate, trusted process to bypass the security mechanisms [70] .
E. Uninterruptible Power Supply
While an uninterruptible power supply (UPS) that is connected between a computer and power sockets may be an effective countermeasure, typical UPS installation is at the main electrical panel (Fig. 2) . The most effective countermeasure of this kind is a special online double conversion UPS that isolates the power supply from the electricity mains [71] .
F. Power Lines Monitoring
A primary defensive countermeasure in the field of covert channels is monitoring the channel in order to detect the presence of covert communication [72] , [73] . In our case, it is possible to detect the covert transmissions by monitoring the current flow on the power lines. The most effective dedicated countermeasure to the proposed attack is power line monitoring. The recent progress in machine learning enables commercially-available identification and profiling of almost each network-connected device [74] . An appropriate anomaly detection algorithm is expected to identify power-line communication attempts. Beyond the possibility of detection of unwanted communication, sufficiently effective monitoring is expected to identify new network-connected devices and to detect abnormal consumption patterns. Moreover, it can simultaneously serve as a power consumption analyzer that drives electrical energy savings [75] . The main disadvantage of this method is that power-monitoring signals are confidential information that may be further used for different attacks e.g., [40] , [76] .
G. Wireless Monitoring
One of the possible countermeasures is intercepting and monitoring wireless signals. Since the implanted transceiver has to use some kind of wireless communication, its presence may be detected. While effective monitoring methods were proposed for standard communication protocols (e.g., [77] ), using special secure communication techniques such as spread-spectrum or frequency-hopping may significantly burden the detection of the illegitimate communications.
VII. SUMMARY & CONCLUSION
In this paper we presented PowerHammer, a type of attack that uses conducted emission through electrical network lines to exfiltrate data from air-gapped computers. Data is modulated by a malicious code that controls the CPU load and is then conducted from the power supply to the power lines. The attack is based on placing a probe on the network cable feeding the computer. The attacker measures the emitted signal, processes it and decodes the transmitted binary information.
The implemented communication method provides a bit-rate of up to a few kbps under optimal communication conditions. The communication performance may be influenced by workloads of the communication computer and a power-consuming devices on the same communicating power line. In this case, lower communication bit-rates are recommended to preserve a reasonable BER.
APPENDIX BER ANALYSIS
The error probability of the received signal is described using a comparison of energies, E 0 ≶ E 1 . In order to evaluate the expected BER, the values of these energies may be represented by random variables. These variables are conditioned on particular transmitted binary signals at each frequency i.e., E i| j , were i ∈ {0, 1} is a transmission frequency and j ∈ {0, 1} is a transmitted value at that frequency (see Figs. 4 and 9) . Following the central limit theorem, these variables may be assumed to be Gaussian, such that 
An illustration of p e 10 is presented in Fig. 18 . Error probability p e 0 is given by [78] 
and the corresponding p e 1 value may be easily derived by changing the indices of μ and σ . Finally, using the equal probability of '0's and '1's, P( 0 ) = P( 1 ) = 1/2, the average BER is given by p e = 1 2 p e 01 + 1 2 p e 10 . When multiple devices are connected to the same electrical network line, they produce excessive interference in the communication channel. In this case the interference energies E 0|0 and E 1|0 have to be updated accordingly.
