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1. INTRODUCTION AND MAIN RESULTS
Epstein and Sobel (1953) introduced the total time on test (TTT) con-
cept that, since then, has become a fundamental and unifying notion in the
statistical theory of reliability and life testing. Different versions and
generalizations of this concept have also been introduced and studied (cf.,
for example, the expository paper by Bergman and Klefsjo (1984) and
references therein). In particular, originating with Marshall and Proschan
(1965), researchers have studied TTT-curves that are defined as follows.
Let X be a non-negative random variable with distribution function F and
finite first moment EX. Then the (theoretical) TTT-curve is defined as
follows
t [ H &1F (t) :=|
F&1(t)
0
[1&F(x)] dx, 0t1, (1.1)
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where F&1 denotes the left-continuous inverse of F. Its empirical counter-
part, called the empirical TTT-curve, is defined via the formula
t [ H &1n (t) :=|
Fn
&1(t)
0
[1&Fn (x)] dx, 0t1, (1.2)
where Fn and F &1n denote, respectively, the empirical distribution function
and its left-continuous inverse, both corresponding to independent obser-
vations X1 , ..., Xn of X.
Investigations of strong consistency of H &1n were started by Barlow and
van Zwet (1970). They showed, in particular, that if F is absolutely con-
tinuous with a density function f that is positive and left (or right) con-
tinuous on the set [x : F(x) # (0, 1)], then
&H &1n &H
&1
F &  0, n  , a.s., (1.3)
where & }& :=supt # (0, 1) | } (t)|. Later, Barlow, Bartholomew, Bremner, and
Brunk [BBBB] (1972), Barlow and Campo (1975), Langberg, Leo n, and
Proschan [LLP] (1980), among others, showed (without assuming the
absolute continuity of F ) that
H &1n (t)&H
&1
F (t)  0, n  , a.s. (1.4)
for any fixed t # (0, 1), provided that F&1 is continuous on [0, 1). LLP
(1980) also gave an argument showing that the continuity assumption on
F&1 is necessary for having (1.4), and thus for having (1.3) as well.
Investigations of strong consistency of H &1n uniformly over the whole
interval (0, 1) were renewed by M. Cso rgo (1983), where he showed (cf.
Theorem 7.4.2 on p. 99 therein) that if F and its inverse are continuous
functions on R and [0, 1) respectively, and the moment EX1+= is finite for
some =>0, then (1.3) holds true. D. M. Mason (cf. Theorem 7.4.2* on
p. 101 of M. Cso rgo (1983)) showed that this = can be taken equal to 0,
thus proving the following result:
If EX<, and F and F&1 are continuous functions on R and [0, 1)
respectively, then (1.3) holds true.
Investigations of the rate of convergence in (1.3) were initiated by
M. Cso rgo , S. Cso rgo , and Horva th [CsCsH] (1986), where they proved
a strong invariance principle for the TTT-process H &1n &H
&1
F (cf.
Theorem 6.3 on p. 55 therein), by which they in turn easily concluded (cf.
Corollary 6.4 on p. 60 therein) the following result:
If F has a differentiable density f :=F $ such that
&I: (1&I ); f b F&1&< (1.5)
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for some : # [0, 1- 8) and ; # [0, 1+1- 8), and such that
&I(1&I ) f $ b F&1[ f b F&1]2&<, (1.6)
then
T(F ) :=lim sup
n   
n
2 log log n
&H &1n &H
&1
F &T1 (F ) a.s. (1.7)
with the finite constant
T1 (F ) :=- 2 |
1
0
- v1 (s) dF&1(s)+- 2 &- v1 (1&I ) f b F&1&,
where v1 (s) :=s(1&s) log log[1s(1&s)].
Results and proofs in Section 6 of CsCsH (1986) clearly indicate that the
rate
bn :=- n&1 log log n
of strong uniform consistency of H &1n in (1.7) is of the right order.
Moreover, it is also clear from investigations of CsCsH (1986) that the
assumption of absolute continuity of F is necessary for having the fastest
possible rate bn of strong consistency in (1.7). There are still, however,
several unanswered questions left. First, is the constant T1 (F ) in (1.7)
exact? If not, then what is the constant T2 (F ) such that for the left-hand
side random variable T(F ) of (1.7) we should have T(F )=T2 (F ) a.s.?
Second, we may ask if assumptions (1.5) and (1.6) were optimal, or at least
close to optimal. If not, then what minimal assumptions on F (or f ) have
to be made for having T(F )=T2 (F ) a.s.? We now proceed to answering
these and other questions. But first, some additional notations follow.
The Finkelstein class (cf. Finkelstein (1971)) H is the set of all
absolutely continuous functions h: [0, 1]  R such that:
(F1) h(0)=0=h(1);
(F2) 10 [h$(s)]
2 ds1.
Weight function q: [0, 1]  [0, ) is said to be of the James (cf. James
(1975)) class J (viz. q # J) if:
(J1) inf[q(t): t # [$, 1&$]]>0 for all $>0;
(J2) the function t [ - tq(t) is non-decreasing on an interval to the
right of 0;
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(J3) the function t [ - 1&tq(t) is non-increasing on an interval to
the left of 1;
(J4) |
1
0 {q2(t)2 log log
1
t(1&t)=
&1
dt<.
Before formulating our main result (Theorem 1.1 below), we first give
some considerations that will clarify the asymptotic behavior of the TTT-
process H &1n &H
&1
F , as well as justify the assumptions imposed in
Theorem 1.1 below. We note in passing that the idea and techniques of
considerations are analogous to those of Rao and Zhao (1995), where the
first Strassen’s type LIL result for the so-called Lorenz process was proved,
as well as to those of M. Cso rgo and Zitikis (1996, 1997), where conditions
of Rao and Zhao (1995) were relaxed via introducing, as well as noticing
the crucial role of, the general Vervaat process (cf. the beginning of
Section 2 for the definition).
Investigations of Section 7.4 of M. Cso rgo (1983) and Section 6 of
CsCsH (1986) indicate that [under certain assumptions] the process
b&1n [H
&1
n &H
&1
F ] asymptotically behaves like b
&1
n { b [En&I], where the
functional { is defined as follows
{ b v#{(v) :=&|
v
0
v(s) dF&1 (s)&v[1&I]f b F&1,
and En denotes the empirical distribution function corresponding to the
sample Uk :=F(Xk), k=1, ..., n. Furthermore, denoting
{1 b v#{1 (v) :=|
v
0
v(s) dF&1 (s)
and
{2 b v#{2 (v) :=v[1&I]f b F&1,
we get the representation {=&{1&{2 . We note also that the process
b&1n {1 b [En&I] obeys LIL provided that (cf. M. Cso rgo and Zitikis
(1996))
EX2<, (1.8)
and that the process b&1n {2 b [En&I] obeys LIL provided that (cf. James
(1975))
f b F&1[1&I] # J. (1.9)
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Consequently, due to the representation {=&{1&{2 , the process b&1n { b
[En&I] should also obey LIL under the same assumptions (1.8) and (1.9).
This intuitive observation shows that the process b&1n [H
&1
n &H
&1
F ] should
possibly obey LIL under assumptions (1.8) and (1.9) provided, of course,
that the processes b&1n [H
&1
n &H
&1
F ] and b
&1
n { b [En&I] are asymptoti-
cally equal under the very same assumptions (1.8) and (1.9). Indeed, since
we have shown below that this statement is true, the following theorem
becomes natural.
Theorem 1.1. Assume that EX2<, and let F have a continuous den-
sity function f :=F $ that is also positive on the set [x : F(x) # (0, 1)] and
satisfies the condition
&q(1&I ) f b F&1&< (1.10)
for some q # J. Then we have
T(F )=T2 (F) a.s. (1.11)
with the finite constant
T2 (F ) :=sup[&{ b h& : h # H].
Moreover, under the same assumptions,
 n2 log log n [H &1n &H &1F ]  [{ b h : h # H]
a.s. wrt & }& on D[0, 1]. (1.12)
Remark 1.1. Assumption (1.10) is essentially (1.9). The advantage of
assuming (1.10) is that it avoids monotonicity assumptions on f (cf. (J2)
and (J3)) that are sometimes difficult to verify.
Remark 1.2. Since h(s)2v2 (s) :=s(1&s) for all h # H (cf. (3) on
p. 608 of Finkelstein (1971)), we have the bound T2 (F )T3 (F ), where
T3 (F ) :=|
1
0
- v2 (s) dF&1(s)+&- v2 (1&I ) f b F&1&.
On the other hand, we also have the bound T3 (F )<T1 (F ) [as long as
T3 (F )<]. Consequently, using the two just obtained bounds involving
the quantities T1 (F ), T2 (F ), and T3 (F ), we get the bound T2 (F )<T1 (F )
which clearly indicates that the constant T1 (F ) is not a minimal upper
bound for T(F ) in (1.7).
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Remark 1.3. Assumption (1.10) is weaker than (1.5), since the latter
one is equivalent to (1.10) with the particular weight function
q(t) :=t: (1&t);&1 that is clearly of the James class J for any values of :
and ; that are used in (1.5). Assumption EX2 <  is also weaker
than (1.5), since the latter one implies the finiteness of the integral
10 (1&s)
1# dF&1 (s) for #=- 8 and, therefore, the finiteness of the moment
EX # as well. Therefore, our Theorem 1.1 holds true under weaker assump-
tions than those of Corollary 6.4 of CsCsH (1986) imposed for having
(1.7). On the other hand, the above remarks also show that assumption
(1.6) is superfluous for having (1.7), and thus can be deleted from
Corollary 6.4 on p. 60 of CsCsH (1986).
When describing a method of making total time on test plots, Barlow
and Campo (1975) introduced the scaled TTT-curve +&1H &1F , as well as
its empirical counterpart +&1n H
&1
n with +n :=X n :=(1n) 
n
1 Xi . Strong
uniform consistency of +&1n H
&1
n was proved by CsCsH (1986) in their
Theorem 7.1 on p. 61. It reads as follows:
If EX<, and F and F&1 are continuous functions on R and [0, 1)
respectively, then
&+&1n H
&1
n &+
&1H &1F &  0, n  , a.s. (1.13)
The rate of convergence in (1.13) was investigated by CsCsH (1986).
Having obtained a somewhat more general result, they easily derived from
it Corollary 7.4 (cf. p. 61 therein) which reads as follows:
If assumptions (1.5) and (1.6) are satisfied, then
T (F ) :=lim sup
n   
n
2 log log n
&+&1n H
&1
n &+
&1H &1F &T 1 (F ) a.s. (1.14)
with the finite constant T 1 (F ) :=2+&1T1 (F ).
The following theorem gives a complete description of the rate of strong
consistency of +&1n H
&1
n .
Theorem 1.2. Under the assumptions of Theorem 1.1, we have
T (F )=T 2 (F ) a.s. (1.15)
with the finite constant
T 2 (F ) :=sup {" 1+ { b h+\
1
+2 |
1
0
h(s) dF&1 (s)+ H &1F " : h # H= .
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Moreover, under the same assumptions,
 n2 log log n [+&1n H &1n &+&1H &1F ]
 {1+ { b h+\
1
+2 |
1
0
h(s) dF&1 (s)+ H &1F : h # H=
a.s. wrt & }& on D[0, 1]. (1.16)
We conclude this section by noting that, when observations X1 , X2 , ...
are not necessarily independent, strong uniform consistency of the (scaled
and unscaled) empirical TTT-curves was proved by Hao Yu (1993) under
various structures of dependence, such as positive association for example.
The same problem in the case of independent observations that are subjec-
ted to random censorship was investigated by M. Cso rgo , S. Cso rgo , and
Horva th (1987). As far as we are aware of, the rate of strong uniform con-
sistency has not yet been established in either of these cases.
2. PROOF OF THEOREM 1.1
Statement (1.11) is an easy consequence of statement (1.12). Hence, we
now proceed to proving the latter one.
Intuitive considerations given in Section 1 just before Theorem 1.1
suggest the following very natural route for proving (1.12). Namely, (1.12)
is a consequence of the two statements:
lim sup
n   
n
2 log log n
&[H &1n &H
&1
F ]&{ b [En&I]&=0 a.s., (2.1)
and
 n2 log log n { b [En&I]
 [{ b h : h # H] a.s. wrt & }& on D[0, 1], (2.2)
provided, of course, that both these statements hold true under the
assumptions of Theorem 1.1.
As it was already indicated in Section 1, assumptions of Theorem 1.1 [or
(1.8) and (1.9)] are natural ones for having (2.2). It is however a somewhat
more difficult task to show that the same assumptions are sufficient for
having (2.1) as well. Therefore, we now give a brief description of the route
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that we take for proving (2.1). We start with the easy-to-prove representa-
tion
H &1n &H
&1
F =|
Fn
&1 ( v)
F&1( v)
[t&Fn (x)] dx+(1&I )[F &1n &F
&1]
&|
F&1( v)
0
[Fn (x)&F(x)] dx
=: T $+T"&T $$$. (2.3)
Wolfgang Polonik observed (cf. M. Cso rgo and Zitikis (1996) and referen-
ces therein) that the process T $ is exactly the Vervaat process
Vn (t) :=|
t
0
[F &1n (s)&F
&1 (s)] ds+|
F&1(t)
0
[Fn (x)&F(x)] dx, 0t1.
(In the (0, 1)-uniform case the equality T $=Vn was proved by Vervaat
(1972); cf., for example, Zitikis (1998) for more historical and mathemati-
cal details on the subject.) Therefore, according to Lemma 2.1 of
M. Cso rgo and Zitikis (1997),
lim sup
n   
n
2 log log n
&Vn&=0 a.s. (2.4)
Furthermore, results of M. Cso rgo and Re ve sz (1978) indicate that
 n2 log log n (1&I )[F &1n &F&1]=
n
2 log log n
1&I
f b F&1
[F &1n &F
&1]
r n2 log log n
1&I
f b F&1
[E &1n &I]
r & n2 log log n
1&I
f b F&1
[En&I]
= n2 log log n {2 b [En&I], (2.5)
where the notation ‘‘r’’ stands for saying: ‘‘loosely speaking, asymptoti-
cally behaves like.’’ Let us also note that the process T $$$ equals to
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{1 b [En&I]. This observation, together with (2.3)(2.5), shows that the
desired result
 n2 log log n [H &1n &H &1F ]r
n
2 log log n
{ b [En&I]
(cf. (2.1)) should hold true, since &{1&{2={.
Though the just described route of proving (2.1) is fairly good to acquire
some intuition on the asymptotic behavior of the process H &1n &H
&1
F , it
nevertheless has to be followed and ascertained very carefully in order to
avoid any assumptions other than those of Theorem 1.1. With this precau-
tion in mind, we now proceed to proving (2.1) rigorously.
Proof of statement (2.1). We denote
Rn :=[H &1n &H
&1
F ]&{ b [En&I]
for notational simplicity, and let
$n :=vn&1 log log n
with some fixed constant v25 that will be specified below. With these
notations, statement (2.1) is equivalent to lim sup $&12n &Rn&=0 a.s. Fixing
now any = # (0, 12), we get the estimate
&Rn&&Rn &[0, $n]+&Rn &[$n , =]+&Rn&[=, 1&=]
+2 &Rn&[1&=, 1&$n]+&Rn&Rn (1&$n)&[1&$n , 1] . (2.6)
The rest of the proof of statement (2.1) consists of five lemmas that deal
with the five quantities of the right-hand side of inequality (2.6).
Lemma 2.1. We have that lim supn   $&12n &Rn&[=, 1&=]=0 a.s. for any
fixed =>0.
Proof. Using representation (2.3) and the already mentioned Wolfgang
Polonik’s observation that T $ is the Vervaat process Vn , we get the follow-
ing representation
Rn=Vn+(1&I )[F &1n &F
&1]+{2 b [En&I]. (2.7)
Statement (2.4) applied in (2.7) shows that Lemma 2.1 is a consequence of
the statement
lim sup
n  
$&12n &(1&I )[F &1n &F&1]+{2 b [En&I]&[=, 1&=]=0 a.s.
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that, in turn, is a consequence of
lim sup
n  
$&12n & f b F&1[F &1n &F&1]+[En&I]&[=, 1&=]=0 a.s. (2.8)
due to the continuity and positiveness of f on the set [x : F(x) # (0, 1)]. As
to the validity of (2.8), on account of the equality F &1n =F
&1 b E &1n we have
the representation
f b F&1 (t)[F &1n (t)&F
&1 (t)]=|
En
&1(t)
t {
f b F&1 (t)
f b F&1 (s)
&1= ds+[E &1n (t)&t].
Consequently, (2.8) follows from the following two statements:
lim sup
n  
$&12n "|
En
&1(v)
v {
f b F&1(v)
f b F&1 (s)
&1= ds"[=, 1&=] =0 a.s. (2.9)
and
lim sup
n  
$&12n &[E
&1
n &I]+[En&I]&[=, 1&=]=0 a.s. (2.10)
Statement (2.9) is a consequence of the uniform continuity of the function
f b F&1 over any fixed interval [$, 1&$], $>0, and Smirnov’s LIL (cf., e.g.,
Theorem 1 on p. 504 of Shorack and Wellner (1986)). Statement (2.10) is
an elementary consequence of Theorem 2 on p. 300 of Kiefer (1970). K
Lemma 2.2. We have that lim supn   $&12n &Rn&[0, $n]=0 a.s.
Proof. Let us first note that
t&12F&1 (t)  0, t  0, (2.11)
due to assumptions of Theorem 1.1. Hence,
$&12n &H &1F &[0, $n]  0, n  , (2.12)
since $&12n &H &1F &[0, $n]$
&12
n F
&1 ($n) and $n  0. Furthermore, (2.11)
also implies that the statement
lim sup
n  
$&12n &H
&1
n &[0, $n]=0 a.s. (2.13)
holds true, since
$&12n &H
&1
n &[0, $n]$
&12
n F
&1 b E &1n ($n),
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and lim sup E &1n ($n)$nc a.s., due to Theorem 5(i) on p. 80 of Wellner
(1978). Because of (2.12) and (2.13), the definition of Rn implies that
Lemma 2.2 follows from the statement
lim sup
n  
$&12n &{ b [En&I]&[0, $n]=0 a.s.
We start the proof of this statement by recalling that {=&{1&{2 . Using
the fact F&1 (t)  0 when t  0 together with Smirnov’s LIL, we easily get
that
lim sup
n  
$&12n &{1 b [En&I]&[0, $n]=0, a.s. (2.14)
In order to show that
lim sup
n  
$&12n &{2 b [En&I]&[0, $n]=0 a.s. (2.15)
we note that, because of assumption (1.10), statement (2.15) is a conse-
quence of the following one:
lim sup
n  
$&12n &[En&I]q&[0, $n]=0 a.s.
The latter statement, in turn, is a consequence of Corollary 2 on p. 771 of
James (1975) and the fact that - tq(t)  0 when t  0 (cf. (V) on p. 770 of
James (1975)). Lemma 2.2 is proved. K
Lemma 2.3. We have that
lim sup
n  
$&12n &Rn&Rn (1&$n)&[1&$n , 1]=0 a.s.
Proof. It is easily seen that Lemma 2.3 is a consequence of the follow-
ing four statements:
lim sup
n  
$&12n |

F&1(1&$n)
[1&F(x)] dx=0; (2.16)
lim sup
n  
$&12n |

Fn
&1(1&$n)
[1&Fn (x)] dx=0 a.s.; (2.17)
lim sup
n  
$&12n &{2 b [En&I]&[1&$n , 1]=0 a.s.; (2.18)
lim sup
n  
$&12n "|
1
v
[En (s)&s] dF&1 (s)"[1&$n , 1] =0 a.s. (2.19)
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Proof of (2.16) is based on the easy-to-prove equality
1
- 1&t |

F&1(t)
[1&F(x)] dx=
1
- 1&t {&(1&t) F&1 (t)+|
1
t
F&1 (s) ds= .
(2.20)
It is clear that, due to the assumption EX2<, the right-hand side of
(2.20) converges to 0 as t  1. Consequently, the left-hand side of (2.20)
also converges to 0. Putting t=1&$n completes the proof of (2.16).
Proof of (2.17) is somewhat more complicated than that of (2.16),
though quite in parallel to it. After change of variables, (2.17) becomes
exactly the statement
lim sup
n  
$&12n |
1
En
&1(1&$n)
1&En (s) dF&1 (s)=0 a.s. (2.17)$
Using now Theorem 5(i) on p. 80 of Wellner (1978), we get that, almost
surely and for large n,
E &1n (1&$n)=1&
1&E &1n (1&$n)
$n
$n1&c$n (2.21)
for a (non-random) constant c # [1, ). Consequently, (2.17)$ follows from
lim sup
n  
$&12n |
1
1&c $n
[En (s)&s] dF&1 (s)=0 a.s., (2.22)
since $&12n 
1
1&c $n
[1&s] dF&1 (s)  0 when n   (cf. the proof of (2.16)
for details). Statement (2.22), in turn, is a consequence of the following
statement
lim sup
n  
$&12n } |
1
1&=
[En (s)&s] dF&1 (s) }c(=) a.s. (2.23)
provided that the constant c(=) converges to 0 when =  0. Denoting
Yi (=) :=|
1
1&=
1[Ui>s] dF&1 (s)=1[Ui>1&=][F&1 (U i)&F&1 (1&=)],
we see that the desired result (2.23) is an elementary consequence of the
classical LIL. Moreover, due to our assumption EX2=10 [F
&1 (s)]2 ds
<, the variance of Y1 (=) converges to 0 when =  0. Hence, the constant
c(=) in (2.23) also converges to 0 when =  0. This completes the proof of
(2.17)$ and hence also that of (2.17) as well.
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Proof of (2.18) starts with the observation that, due to assumption
(1.10) and Corollary 2 on p. 771 of James (1975),
lim sup
n  
$&12n &{2 b [En&I]&[1&=, 1]c(=) :=c &- 1&Iq&[1&=, 1] a.s.
On the other hand, assumption q # J implies (cf. (V) on p. 770 of James
(1975)) that - 1&tq(t)  0 when t  1. Consequently, c(=) converges to 0
when =  0, and (2.18) is therefore proved.
Proof of (2.19) is completed if we show that
lim sup
n  
$&12n "|
1
v
[En (s)&s] dF&1 (s)"[1&=, 1] c(=) a.s. (2.24)
for a constant c(=) that converges to 0 when =  0. Due to (2.23), statement
(2.24) is a consequence of the following one
lim sup
n  
$&12n "|
v
1&=
[En (s)&s] dF&1 (s)"[1&=, 1] c(=) a.s., (2.25)
provided that it holds true for a constant c(=) that converges to 0 when
=  0. Under the assumption EX2<, this fact is proved in M. Cso rgo
and Zitikis (1997) (cf. claim (2.24) and its proof therein).
Having proved all the statements (2.16)(2.19), we have thus completed
the proof of Lemma 2.3 as well. K
Lemma 2.4. We have that lim sup $&12n &Rn &[$n, =]c2 (=) a.s. for a con-
stant c2 (=) that converges to 0 when =  0.
Proof. Using representation (2.7) and statement (2.4), we have the
proof of Lemma 2.4 completed if the statement
lim sup
n  
$&12n &(1&I )[F
&1
n &F
&1]+{2 b [En&I]&[$n , =]c(=) a.s.
(2.26)
holds true for a constant c(=) that converges to 0 when =  0. Using
assumption (1.10) and then Corollary 2 on p. 771 of James (1975), we get
lim sup
n  
$&12n &{2 b [En&I]&[$n , =](=) a.s.
for a constant c(=)  0 when =  0. Therefore, (2.26) follows from the
statement
lim sup
n  
$&12n &(1&I )[F &1n &F&1]&[$n , =]c(=) a.s. (2.27)
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that we now proceed to prove. We delete 1&I from (2.27) by estimating
it by 1. Next, using the representation F &1n =F
&1 b E &1n , we easily show
that the left-hand side of (2.27) does not exceed
1 :=lim sup
n  
$&12n &F&1 b [I 6 E &1n ]&F&1 b [I 7 E &1n ]&[$n , =] .
In order to estimate 1 we use the following inequality
F&1 (t 6 E &1n (t))&F
&1 (t 7 E &1n (t))
|
t 6 En
&1(t)
t 7En
&1(t)
1
(1&s) - s
ds sup
t 7En
&1(t)st 6 En
&1(t) {
(1&s) - s
f b F&1 (s) = . (2.28)
Due to assumption (1.10), the supremum on the right-hand side of (2.28)
does not exceed (up to a constant c)
11 (t) := sup
0st 6 En
&1(t)
- sq(s).
Furthermore, it is easy to check that the integral on the right-hand side of
(2.28) does not exceed (up to a constant c)
12 (t) :=|E &1n (t)&t|- t 7 E &1n (t).
Hence, we have arrived at the bound
1lim sup
n  
$&12n &11&[$n , =] &12&[$n , =] . (2.29)
In order to estimate the right-hand side of (2.29), we need some auxiliary
results. Let us first note that, due to Theorem 5(i) on p. 80 of Wellner
(1978), if we take v (in our definition of $n) large enough, then
lim sup
n  
&E &1n I&[$n , =]2 a.s. (2.30)
In order to estimate lim sup &E &1n I&[$n , =] from below, we start with the
elementary inequality
&E &1n I&[$n , =]1&&[E
&1
n I]&1&[$n , =] . (2.31)
Using now Corollary 5(i)(ii) on pp. 8081 of Wellner (1978), and then
taking v large enough, we get that lim sup &[E &1n I]&1&[$n , =]12 a.s.
This estimate applied on the right-hand side of (2.31) gives us the desired
bound
lim inf
n  
&E &1n I&[$n , =]12 a.s. (2.32)
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Using bounds (2.30) and (2.32) on the right-hand side of (2.29), we get
1c lim sup
n  
$&12n &1 $1&[$n , =] &1 $2&[$n , =] , (2.33)
where
1 $1 (t) := sup
0s3t
- sq(s)
and
1 $2 (t) :=|E &1n (t)&t|- t.
Theorem 2 on p. 887 of M. Cso rgo and Re ve sz (1978) shows that the state-
ment lim sup $&12n &1 $2&[$n , =]c a.s. holds true for a universal constant c.
Using this fact together with the trivial bound 1 $1 (t)1 $1 (=), t # [0, =], on
the right-hand side of (2.33), we get
1c1 $1 (=) a.s. (2.34)
Since q # J, we have 1 $1 (=)  0 when =  0 (cf. (V) on p. 770 of James
(1975)). Consequently, statement (2.27) is proved, and the proof of
Lemma 2.4 is therefore completed. K
Lemma 2.5. We have that lim sup $&12n &Rn&[1&=, 1&$n]c4 (=) a.s. for a
constant c4 (=) that converges to 0 when =  0.
Proof. With some evident changes, the proof of Lemma 2.5 goes along
the lines of the proof of Lemma 2.4. We omit details, noting only that, con-
trary to the proof of Lemma 2.4, the factor 1&I must now be taken into
consideration throughout. K
In order to conclude the proof of statement (2.1), we note that each of
the above five lemmas determine, respectively, five subsets 03 (=), 01 , 05 ,
02 (=), 04 (=) of elementary events of 0, each of probability 1. Therefore,
the set
0(=) :=01 & 02 (=) & 03 (=) & 04 (=) & 05
is also of probability 1. Consequently, on the just obtained set 0(=) of
probability 1, all the above five Lemmas 2.12.5 hold true. Letting now =
run over the set [1m, m=1, 2, ...], we define another set
0 := ,

m=1
0(=)| ==1m
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that is of probability 1 as well. We now see that on the set 0 we have the
desired statement lim sup $&12n &Rn &=0. The proof of statement (2.1) is
now complete. K
Proof of Statement (2.2). Denote en :=- n[En&I], and let us recall
that 0 denotes the set of all elementary events. Finkelstein’s LIL
(Theorem 1 on p. 608 of Finkelstein (1971)) states that, on a subset 00 0
such that P(00)=1,
en( } , |)
- 2 log log n
 H wrt & }& on D[0, 1] (2.35)
for all | # 00 . Using (2.35), we now wish to deduce statement (2.2). Accord-
ing to the ‘‘  mapping theorem’’ (Theorem 5 on p. 78 of Shorack and
Wellner (1986)), the desired implication (2.35) O (2.2) holds true if, for all
elementary events | from a subset 0 0 such that P(0 )=1, we have the
following implication: Whenever
" em( } , |)- 2 log log m&h" 0, m  , (2.36)
for an element h of H and a subsequence [m] of the sequence [n], then
"{ b em( } , |)- 2 log log m&{ b h" 0, m  . (2.37)
From the definition of the mapping { we see that the implication
(2.36) O (2.37) is a consequence of the following two implications:
(2.36) O "{1 b { em( } , |)- 2 log log m&h=" 0, m  , (2.38)
and
(2.36) O "{2 b { em( } , |)- 2 log log m&h=" 0, m  . (2.39)
The implication (2.38) is exactly the implication (2.18) of M. Cso rgo and
Zitikis (1997). Hence, we need to prove the implication (2.39) only. It can
be done as follows. Fix an arbitrary = # (0, 12). Then
"{2 b{ em( } , |)- 2 log log m&h="[=, 1&=]  0, m  , (2.40)
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due to (2.36) and the fact that inf[ f b F&1(t) : t # [$, 1&$]]>0 for all
$>0. Furthermore, using assumption (1.10) and Corollary 2 on p. 771 of
James (1975), we easily get that, on a subset 01(=)0 such that
P(01(=))=1,
lim sup
n   "{2 b {
em( } , |)
- 2 log log m
&h="[0, =] _ [1&=, 1] c(=) (2.41)
for a constant c(=) that converges to 0 when =  0. Taking now
01 := ,

m=1
01(=)| ==1m
we get a set of probability 1 on which statement (2.41) holds true for all
=>0. Consequently, if the | of (2.36) is also from the set 01 , we get the
desired implication (2.39). Since we can always restrict ourselves to
the set 01 (for it is of probability 1), this also completes the proof of
Lemma 2.2. K
3. PROOF OF THEOREM 1.2
We have
+&1n H
&1
n &+
&1H &1F =[+
&1
n &+
&1][H &1n &H
&1
F ]
++&2+&1n [+&+n]
2 H &1F
++&2[+&+n] H &1F
++&1[H &1n &H
&1
F ]. (3.1)
Due to Theorem 1.1 and SLLN, we easily get the following two statements:
lim sup
n   
n
2 log log n
&[+&1n &+
&1][H &1n &H
&1
F ]&=0 a.s.
and
lim sup
n   
n
2 log log n
&+&2+&1n [+&+n]2 H &1F &=0 a.s.
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Using these two statements together with the representation (3.1), we
obtain Theorem 1.2 if we show that
 n2 log log n [+&1[H &1n &H &1F ]++&2[+&+n] H &1F ]
 T a.s. wrt & }& on D[0, 1], (3.2)
where T denotes the set of limit points as in (1.16). Statement (3.2), in
turn, is a consequence of the statement
 n2 log log n {+&1[H &1n &H &1F ]++&2 |
1
0
[En(s)&s] dF&1(s) H &1F =
 T a.s. wrt & }& on D[0, 1], (3.3)
due to the easy-to-check representation +&+n=10 [En(s)&s] dF
&1(s). In
view of Theorem 1.1 and its proof, statement (3.3) is easy to verify. The
details are therefore omitted. K
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