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The main goal of this paper is the study of an analogue of the ma-
tricial Schur problem for the Potapov class PJ(D) of J-contractive
meromorphic functions in the open unit diskD. Using an approach
which is based on an analysis of J-central J-Potapov functions, we
will solve this problem in the most general case. Moreover, in the
nondegenerate case we will give a description of the correspond-
ing Weyl matrix balls. Furthermore, we will investigate the limit
behaviour of the Weyl matrix balls associated with the functions
belonging to some particular subclass of PJ(D).
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0. Introduction
This paper dealswith an interpolation problem for a particular class ofmeromorphicmatrix-valued
functions in the unit disk D := {z ∈ C : |z| < 1}. This class is the Potapov class PJ(D) (see Section
1). It originates in the fundamental paper [33] by Potapov whose investigations were initiated by the
studies of M.S. Livšic [30,31] on characteristic functions of nonunitary operators.
Our interest is concentrated on the subclass PJ,0(D) of all functions belonging to PJ(D) which
are holomorphic at 0. Given a ﬁnite sequence (Aj)
n
j=0 from Cm×m, we want to determine all m × m
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matrix-valued functions f belonging toPJ,0(D) such that their Taylor coefﬁcients sequence starts with
the section (Aj)
n
j=0.
Interpolation problems have a rich history. Important results for the scalar case were already ob-
tained in the ﬁrst half of the 20th century. In the early 1950s a new period started, where interpolation
problems for matrix-valued functions were considered. These investigations culminated in a series
of monographs (see, e.g., [3,16–19,36]). An essential common feature of these monographs is that
the considerations mainly concentrated on the so-called nondegenerate case which is connected to
positive Hermitian block Pick matrices built from the given data in the interpolation problem.
The study of the degenerate case (where the associated block Pickmatrix is nonnegative Hermitian
and singular) began with the pioneering work [10–15] of Dubovoj in the framework of the matricial
Schur problem. In some sense, a ﬁrst approach to it can already be found in [9]. In the sequel, quite
different approaches to handle degenerate cases of matrix interpolation were used (see, e.g., [4–8],
[17, Chapter 7], and [36, Chapter 5]).
The results given in this paper can be conceived as a generalization of the corresponding results for
matricial Schur functions of quadratic size (see [25] and, in the nondegenerate case, e.g., [16]).
The present paper makes extensive use of the authors’ recent investigations [26–28] on J-Potapov
functions, J-Potapov sequences, and their interrelations. For the basic strategy for treating the interpo-
lation problemwedrawupon the techniquewhichwas introduced in [23,25] to handle simultaneously
the degenerate and nondegenerate cases in the matrix versions of the interpolation problems named
after Carathéodory and Schur (see [37]), respectively. Ourmethod is essentially based on our investiga-
tions [28] on the J-central J-Potapov functions associated with a ﬁnite J-Potapov sequence of complex
matrices. In particular, we will make frequently use of the matrix ball description of the elements of a
J-Potapov sequence (see [27, Theorem 3.9]). The main results of the present paper (Theorems 1.1, 3.2,
3.3, and 5.1) contain descriptions of the solution set of the interpolation problem under consideration
in terms of a linear fractional transformation the generating matrix-valued function of which is a
matrix polynomial. The canonical blocks of this matrix polynomial will be constructed with the aid of
those matrix polynomials which were used in [28] to derive right and left quotient representations of
J-central J-Potapov functions. It should bementioned that in [26, Section 7] another description of the
solution setPJ,0[D, (Aj)nj=0] is given. However, the parametrizations of this set obtained in the present
paper are quite different from the one in [26], and they are expressed more explicitly in terms of the
given data.
This paper is organized as follows. In Section 1, we summarize some basic facts on J-Potapov
functions in the open unit disk, J-Potapov sequences and their interrelations. These results originate
from [26,27].
In Section 2,we study J-central J-Potapov functions.Weverify that an arbitrary function f belonging
to the class PJ,0(D) can be approximated by the sequence of associated J-central J-Potapov functions
(seeCorollary2.3).Moreover,we recall the left and rightquotient representationsof J-central J-Potapov
functionswhichwere obtained in [28, Section 2]. These representations play the key role in the sequel.
Section 3 is devoted to the description of the solution set PJ,0[D, (Aj)nj=0] of the interpolation
problem studied in this paper. This problemwill be solved in themost general case (see Theorems 3.2,
3.3, and 3.7).
In Section4,we state several characterizations of theunique solvability of the interpolationproblem
under consideration.
In Section 5, we treat the so-called nondegenerate case of the interpolation problem, namely the
situation where some strict J-Potapov sequence (Aj)
n
j=0 is given. In this case the representation of the
solution set PJ,0[D, (Aj)nj=0] contained in Theorem 5.1 generalizes the result which was obtained by
Arov/Krein [2] (see also [16,21, Section 3.10]).
In Section 6, we will compute the Weyl matrix balls corresponding to a strict J-Potapov sequence
(Aj)
n
j=0 (see Theorem 6.5).
The central theme of Section 7 is the investigation of the interrelations between the Weyl
matrix balls which are associated with a strict J-Potapov sequence (Aj)
n
j=0 on the one hand and
with its J-Potapov–Ginzburg transform (Bj)
n
j=0 on the other hand. The main result of Section 7 is
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Proposition 7.5 which contains explicit formulas which express several interrelations between the
corresponding parameters of the two Weyl matrix balls under consideration.
The ﬁnal Section 8 deals with the study of the limit behaviour of the sequence of the Weyl matrix
balls associatedwith a nondegenerate J-Potapov function f . Using the fact that the J-Potapov–Ginzburg
transform g of f turns out to be a nondegenerate m × m Schur function and taking into account the
formulas obtained in Section 7 the desired result on the ranks of the semi-radii of the Weyl matrix
balls under consideration (see Proposition 8.4) will be derived from the corresponding result for
nondegeneratem × m Schur functions (see [16, Theorem 3.11.2]).
1. Some preliminaries on J-Potapov functions in the open unit disk and on J-Potapov sequences
Throughout this paper, let m be a positive integer. We will use the notations N,N0, and C for the
set of all positive integers, the set of all nonnegative integers, and the set of all complex numbers,
respectively. If s ∈ N0 and κ ∈ N0 ∪ {+∞}, then Ns,κ denotes the set of all integers n satisfying
s n κ . Further, letD := {z ∈ C : |z| < 1} andT := {z ∈ C : |z| = 1}.
Let p, q ∈ N. ThenCp×q designates the set of all complex p × qmatrices. The notation 0p×q stands
for the null matrix which belongs to Cp×q, and the identity matrix which belongs to Cq×q will be
designated by Iq. In cases where the size of a null matrix or the size of an identitymatrix is obvious, we
will omit the indices. If A ∈ Cp×q, then A+ stands for the Moore-Penrose inverse of A. Furthermore,
for each A ∈ Cp×q, let R(A) be the range of A, let N (A) be the nullspace of A, and let ‖A‖ denote the
spectral norm of A. In the set of all Hermitian q × q matrices we will use the Löwner semi-ordering,
i.e., we will write A B or B A to indicate that A and B are Hermitian matrices of the same size such
that B − A is nonnegative Hermitian. Moreover, we will write A < B or B > A to indicate that A and B
are Hermitian matrices of the same size such that B − A is positive Hermitian.
Let n and p1, . . . , pn be positive integers, and let Aj ∈ Cpj×pj for each j∈N1,n. Then diag(A1, . . . , An)
denotes the block diagonal matrix with diagonal blocks A1, . . . , An.
Let J be an m × m signature matrix (i.e., J ∈ Cm×m such that J = J∗ and J2 = Im). Then a matrix
A ∈ Cm×m is called J-contractive (or strictly J-contractive) if the matrix J − A∗JA is nonnegative Hermi-
tian (or positive Hermitian, respectively).
Let f be anm × mmatrix-valued function which is meromorphic in the open unit diskD. ThenHf
denotes the set of all points at which f is holomorphic. Furthermore, f is called a J-Potapov function
in D if for each w ∈ Hf the matrix f (w) is J-contractive. We will use the notation PJ(D) to denote
the set of all J-Potapov functions inD. We will turn particular attention to a distinguished subclass of
PJ(D), namely the class
PJ,0(D) := { f ∈ PJ(D) : 0 ∈ Hf }.
In the case J = Im the classes PJ(D) and PJ,0(D) coincide. Indeed, PIm(D) is exactly the set Sm×m(D)
of allm × m Schur functions inD, i.e., the set of all matrix-valued functions f : D → Cm×m which are
holomorphic inD and the values of which are contractive complex matrices.
The sequences (Aj)
∞
j=0 of Taylor coefﬁcients of the matrix-valued functions which belong to the
class PJ,0(D) can be characterized in a clear way. In order to recall this characterization we introduce
some notations. Observe that, for eachm × m signature matrix J and every nonnegative integer n, the
complex (n + 1)m × (n + 1)mmatrix
J[n] := diag( J, . . . , J) (1.1)
is an (n + 1)m × (n + 1)m signature matrix. If n ∈ N0, then a sequence (Aj)nj=0 of complex m × m
matrices is called a J-Potapov sequence if the block Toeplitz matrix
Sn :=
⎛⎜⎜⎜⎝
A0 0m×m . . . 0m×m
A1 A0 . . . 0m×m
...
...
...
An An−1 . . . A0
⎞⎟⎟⎟⎠ (1.2)
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is J[n]-contractive. If necessary, we will write S(A)n instead of Sn to indicate the sequence (Aj)nj=0 from
which the matrix is built.
From [27, Lemma 3.2] it follows that if (Aj)
n
j=0 is a J-Potapov sequence, then, for each k ∈ N0,n, the
sequence (Aj)
k
j=0 is a J-Potapov sequence as well. A sequence (Aj)∞j=0 of complex m × m matrices is
said to be a J-Potapov sequence if for each n ∈ N0 the sequence (Aj)nj=0 is a J-Potapov sequence.
Recall that, if f ∈ PJ,0(D) and if
f (w) =
∞∑
j=0
Ajw
j (1.3)
is the Taylor series representation of f in some neighborhood of 0, then (Aj)
∞
j=0 is a J-Potapov sequence.
Conversely, if (Aj)
∞
j=0 is a J-Potapov sequence, then there is a unique f ∈ PJ,0(D) such that (1.3) holds
for all w belonging to some neighborhood of 0 (see [26, Theorem 6.2]).
Observe that the concept of J-Potapov sequences generalizes the well-known concept of m × m
Schur sequences. Here, for each κ ∈ N0 ∪ {+∞}, a sequence (Aj)κj=0 of complex m × m matrices is
said to be an m × m Schur sequence if for each n ∈ N0,κ the matrix Sn given by (1.2) is contractive. In
particular, the above Taylor series characterization of the class PJ,0(D) is a generalization of the cor-
responding (well-known) fact form × m Schur functions deﬁned onD (see, e.g., [16, Theorem 5.1.1]).
The main goal of this paper is to give a description of the solution set of the following interpolation
problem for functions belonging to the class PJ,0(D):
Interpolation problem for Potapov functions (P): Let J be anm × m signaturematrix, let n ∈ N0, and
let (Aj)
n
j=0 be a sequence of complexm × mmatrices.Describe the setPJ,0[D, (Aj)nj=0] of all matrix-valued
functions f ∈ PJ,0(D) such that
f (j)(0)
j! = Aj (1.4)
for each j ∈ N0,n, where the notation f (j) stands for the jth derivative of f .
In [26, Theorem 7.2] it was shown that the set PJ,0[D, (Aj)nj=0] is nonempty if and only if (Aj)nj=0
is a J-Potapov sequence.
We will now give some more notations that will be used throughout this paper. For each n ∈ N0,
let the matrix polynomials en,m : C → Cm×(n+1)m and εn,m : C → C(n+1)m×m be deﬁned by
en,m(w) := (Im, wIm, . . . , wnIm) and εn,m(w) := (wnIm, w n−1Im, . . . , Im)∗. (1.5)
In this paper, we will frequently use the notion of the reciprocal matrix polynomial. Let p, q ∈ N,
and let b be a p × qmatrix polynomial, i.e., there are an n ∈ N0 and amatrix B ∈ C(n+1)p×q such that
b(w) = en,p(w)B holds for each w ∈ C. Then the reciprocal matrix polynomial b˜[n] of b with respect to
the unit circle T and the formal degree n is given by b˜[n](w) := B∗εn,p(w) for each w ∈ C. If β is the
restriction of b ontoD, then let β˜[n] be the restriction of b˜[n] ontoD.
Let J be an m × m signature matrix, and let κ ∈ N0 ∪ {+∞}. Whenever a sequence (Aj)κj=0 of
complex m × m matrices is given, then the following notations will be used throughout this paper.
For each n ∈ N0,κ , let Sn be given by (1.2), and let
Pn,J := J[n] − SnJ[n]S∗n and Qn,J := J[n] − S∗n J[n]Sn. (1.6)
In the case n ∈ N1,κ we will use the block matrices
yn := (A∗1 , A∗2 , . . . , A∗n)∗ and zn := (An, An−1, . . . , A1). (1.7)
Moreover, for each n ∈ N0,κ , we will work with the matrices
Ln+1,J :=
{
J − A0JA∗0 , if n = 0
J − A0JA∗0 − znQ+n−1,J z∗n , if n ∈ N1,κ (1.8)
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and
Rn+1,J :=
{
J − A∗0 JA0, if n = 0
J − A∗0 JA0 − y∗nP+n−1,Jyn, if n ∈ N1,κ . (1.9)
Observe that if (Aj)
κ
j=0 is a J-Potapov sequence, then for each n ∈ N0,κ the matrices Ln+1,J and Rn+1,J
are both nonnegative Hermitian (see [27, Lemma 3.7]).
The main goal of the present paper is to describe the set of solutions of problem (P). In particular,
we will prove the following theorem.
Theorem 1.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Let the m × mmatrix polynomials πn,J , ρn,J , σn,J , and τn,J be given by
πn,J(w) :=
{
A0, if n = 0,
A0 + wen−1,m(w)(Im + Sn−1Q+n−1,J S∗n−1J[n−1])yn, if n ∈ N,
ρn,J(w) :=
{
Im, if n = 0,
Im + wen−1,m(w)Q+n−1,J S∗n−1J[n−1]yn, if n ∈ N,
σn,J(w) :=
{
A0, if n = 0,
zn( J[n−1]S∗n−1P+n−1,J Sn−1 + Im)wεn−1,m(w) + A0, if n ∈ N,
and
τn,J(w) :=
{
Im, if n = 0,
znJ[n−1]S∗n−1P+n−1,Jwεn−1,m(w) + Im, if n ∈ N
for each w ∈ C. For every S ∈ Sm×m(D) and each w ∈ D for which the matrix
wJσ˜
[n]
n,J (w)
√
Ln+1,J+S(w)
√
Rn+1,J + ρn,J(w) is nonsingular, let
fS(w) :=
(
wJτ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + πn,J(w)
)
·
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + ρn,J(w)
)−1
. (1.10)
Then, for each S ∈ Sm×m(D), by (1.10) a matrix-valued function fS meromorphic inD is given, and the set
HfS of all w ∈ D at which fS is holomorphic fulﬁlls
HfS =
{
w ∈ D : det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + ρn,J(w)
)
/= 0
}
=
{
w ∈ D : det
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
π˜
[n]
n,J (w)J + τn,J(w)
)
/= 0
}
.
Further, for each S ∈ Sm×m(D) and each w ∈ HfS , fS admits the representation
fS(w) =
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
π˜
[n]
n,J (w)J + τn,J(w)
)−1
·
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
ρ˜
[n]
n,J (w)J + σn,J(w)
)
.
Moreover,
PJ,0[D, (Aj)nj=0] = { fS : S ∈ Sm×m(D)}
holds true.
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In fact, we will prove some results which include Theorem 1.1 as a special case (see Theorems 3.2
and 3.3 and Proposition 3.6).
2. J-central J-Potapov functions
A crucial idea in our approach to the interpolation problem (P) consists in comparing possible
candidates for solutions with a distinguished solution, namely with the so-called J-central J-Potapov
function corresponding to the given J-Potapov sequence (Aj)
n
j=0. For this reason, it seems to beuseful to
recall thisnotion,which isbasedon thedescriptionof theelementsof a J-Potapovsequencegiven in [27,
Theorem 3.9]. Let J be anm × m signature matrix. Whenever some κ ∈ N0 ∪ {+∞} and a sequence
(Aj)
κ
j=0 of complexm × mmatrices are given, then, for each n ∈ N0,κ , let
Mn+1,J :=
{
0m×m, if n = 0
−znJ[n−1]S∗n−1P+n−1,Jyn, if n ∈ N1,κ . (2.1)
Now let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. Then [27, Theorem 3.9] implies that the
sequence (Aj)
∞
j=0 deﬁned recursively by Ak := Mk,J for each k ∈ Nn+1,∞ is a J-Potapov sequence. The
sequence (Aj)
∞
j=0 is said to be the J-central J-Potapov sequence corresponding to (Aj)nj=0. In view of [26,
Theorem 6.2], there is a unique fc,n ∈ PJ,0(D) such that fc,n(w) = ∑∞j=0 Ajw j holds for allw belonging
to some neighborhood of 0. The matrix-valued function fc,n is called the J-central J-Potapov function
corresponding to (Aj)
n
j=0. A more detailed study of J-central J-Potapov functions can be found in [28].
Proposition 2.1. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Then the J-central J-Potapov function fc,n corresponding to (Aj)
n
j=0 belongs to PJ,0[D, (Aj)nj=0].
Proof. The assertion is an immediate consequence of the construction of fc,n. 
Proposition 2.2. Let J be an m × m signature matrix, and let f ∈ PJ,0(D). Let (1.3) be the Taylor series
representation of f in some neighborhood of 0. For each n ∈ N0, let fn ∈ PJ,0[D, (Aj)nj=0]. Then, for each
compact subset K of Hf , there exists a nonnegative integer n0 such that fn is holomorphic in K for every
integer n with n n0.Moreover,
lim
n→∞ fn(w) = f (w)
holds for each w ∈ Hf . This convergence is uniform in each compact subset ofHf .
Proof. Let PJ := 12 (I + J) and Q J := 12 (I − J), and let n ∈ N0. According to [26, Proposition 3.4],
we have det(Q J f (0) + PJ) /= 0 and det(Q J fn(0) + PJ) /= 0. Let
g := (PJ f + Q J)(Q J f + PJ)−1 and gn := (PJ fn + Q J)(Q J fn + PJ)−1.
Then an application of [26, Proposition 3.4] yields that g and gn both belong to Sm×m(D). Let g(w) =∑∞
j=0 Bjw j and gn(w) =
∑∞
j=0 B
(n)
j w
j be the Taylor series representations of g and of gn, respectively,
in D. Then (Bj)
∞
j=0 and (B
(n)
j )
∞
j=0 are both m × m Schur sequences (see, e.g., [16, Theorem 5.1.1]). In
particular, for each j ∈ N0 we have ‖Bj‖ 1 and ‖B(n)j ‖ 1. Moreover, from [26, Remark 6.1] we get
Bj = B(n)j for each j ∈ N0,n. Consequently, for each w ∈ Dwe get
‖g(w) − gn(w)‖
∞∑
j=n+1
‖Bj − B(n)j ‖|w| j 
2|w|n+1
1 − |w| .
Thus, we obtain that limn→∞ gn(w) = g(w) holds for each w ∈ D and that this convergence is
uniform in each compact subset ofD. From [26, Proposition 3.4] we get
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Hf = {w ∈ D : det(Q Jg(w) + PJ) /= 0}, Hfn = {w ∈ D : det(Q Jgn(w) + PJ) /= 0}, (2.2)
as well as
f = (PJg + Q J)(Q Jg + PJ)−1 and fn = (PJgn + Q J)(Q Jgn + PJ)−1 (2.3)
for each n ∈ N0. Let K be a compact subset ofHf . Since g is continuous, the image g(K) of K under g
is a compact subset of Cm×m. Let Q(Q J ,PJ) := {X ∈ Cm×m : det(Q JX + PJ) /= 0}. In view of (2.2) we
have g(K) ⊆ Q(Q J ,PJ). BecauseQ(Q J ,PJ) is an open subset ofCm×m, there exists a positive real number
η such that
g(K) ⊆ g(K) + Bη ⊆ Q(Q J ,PJ) (2.4)
holds where Bη := {X ∈ Cm×m : ‖X‖ η}. Moreover, g(K) + Bη is a compact subset ofCm×m. Since
the sequence (gn)n∈N0 converges uniformly to g in K , there exists an n0 ∈ N such that for each n ∈
Nn0 ,∞ and each w ∈ K the relation gn(w) ∈ g(w) + Bη holds. Hence
gn(K) ⊆ g(K) + Bη (2.5)
is valid for each integer n with n n0. Taking into account (2.2), (2.4), and (2.5), we get that fn is
holomorphic in K for every integer n with n n0. Let the map F : Q(Q J ,PJ) → Cm×m be deﬁned by
X 
→ (PJX + Q J)(Q JX + PJ)−1. Then, in view of (2.5), (2.4), and (2.3) we obtain
f (w) = F(g(w)) and fn(w) = F(gn(w)) (2.6)
for each w ∈ K and each integer n with n n0. Obviously, F is continuous in Q(Q J ,PJ) and, therefore,
uniformly continuous in the compact set g(K) + Bη . Consequently, because of (2.4), (2.5), and (2.6),
the uniform convergence gn → g in K implies that the sequence ( fn)n n0 converges uniformly to f
in K . 
In particular we see that each f ∈ PJ,0(D) can be approximated by its associated sequence of
J-central J-Potapov functions.
Corollary 2.3. Let J be an m × m signature matrix, and let f ∈ PJ,0(D). Let (1.3) be the Taylor series
representation of f in some neighborhood of 0. For each n ∈ N0, let fc,n be the J-central J-Potapov function
corresponding to (Aj)
n
j=0. Then, for each compact subset K ofHf , there exists a nonnegative integer n0 such
that fc,n is holomorphic in K for every integer n with n n0.Moreover,
lim
n→∞ fc,n(w) = f (w)
holds for each w ∈ Hf . This convergence is uniform in each compact subset ofHf .
Proof. Combine Proposition 2.1 and Proposition 2.2. 
Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. Following
[28, Section 2], we will now assign some matrix polynomials with the sequence (Aj)
n
j=0. For this
purpose, in the case n 1, we consider the sets
Yn,J := {V ∈ Cnm×m : Qn−1,JV = S∗n−1J[n−1]yn} (2.7)
and
Zn,J := {W ∈ Cm×nm : WPn−1,J = znJ[n−1]S∗n−1}. (2.8)
If we put (in the case n 1)
Vn := Q+n−1,J S∗n−1J[n−1]yn and Wn := znJ[n−1]S∗n−1P+n−1,J , (2.9)
then we have Vn ∈ Yn,J andWn ∈ Zn,J (see [28, Remark 2.5]).
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If n 1, then letVn ∈ Yn,J and letWn ∈ Yn,J . Nowwedeﬁne them × mmatrix polynomialsπn,J , ρn,J ,
σn,J , and τn,J by
πn,J(w) :=
{
A0, if n = 0,
A0 + wen−1,m(w)(yn + Sn−1Vn), if n ∈ N, (2.10)
ρn,J(w) :=
{
Im, if n = 0,
Im + wen−1,m(w)Vn, if n ∈ N, (2.11)
σn,J(w) :=
{
A0, if n = 0,
(WnSn−1 + zn)wεn−1,m(w) + A0, if n ∈ N, (2.12)
and
τn,J(w) :=
{
Im, if n = 0,
Wnwεn−1,m(w) + Im, if n ∈ N (2.13)
for each w ∈ C.
In the sequel, we will use the following notation. For an arbitrary matrix polynomial βn,J (deﬁned
onC), we will write βn,J,D to denote the restriction of βn,J ontoD.
In [28, Theorems 2.7 and 2.8] it was shown that the J-central J-Potapov function fc,n corresponding
to (Aj)
n
j=0 admits the representations
fc,n = πn,J,D ρ−1n,J,D and fc,n = τ−1n,J,D σn,J,D. (2.14)
Proposition 2.4. Let J be anm × msignaturematrix, let n ∈ N0, let k ∈ N, and let (Aj)n+kj=0 be a J-Potapov
sequence. If n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Furthermore, let πn,J , ρn,J , σn,J , and τn,J be the matrix
polynomials given by (2.10)–(2.13). For each s ∈ N0,k−1, let tn+s+1 := L+n+s+1,J(An+s+1 − Mn+s+1,J)
and un+s+1 := (An+s+1 − Mn+s+1,J)R+n+s+1,J . Furthermore, for each s ∈ N0,k−1, let πn+s+1,J , ρn+s+1,J ,
σn+s+1,J , and τn+s+1,J be the matrix polynomials which are recursively deﬁned by
πn+s+1,J(w) := πn+s,J(w) + wJτ˜ [n+s]n+s,J (w)tn+s+1, (2.15)
ρn+s+1,J(w) := ρn+s,J(w) + wJσ˜ [n+s]n+s,J (w)tn+s+1, (2.16)
σn+s+1,J(w) := σn+s,J(w) + un+s+1wρ˜[n+s]n+s,J (w)J, (2.17)
and
τn+s+1,J(w) := τn+s,J(w) + un+s+1wπ˜ [n+s]n+s,J (w)J (2.18)
for each w ∈ C. Then, for each s ∈ N0,k−1, both det ρn+s+1,J and det τn+s+1,J do not vanish identically
inD, and the J-central J-Potapov function fc,n+s+1 corresponding to (Aj)n+s+1j=0 admits the representations
fc,n+s+1 = πn+s+1,J,D ρ−1n+s+1,J,D and fc,n+s+1 = τ−1n+s+1,J,D σn+s+1,J,D.
Proof. From [27, Proposition 4.1] we can infer that, for each s ∈ N0,k−1, the matrix Kn+s+1,J :=√
Ln+s+1,J+(An+s+1 − Mn+s+1,J)√Rn+s+1,J+ fulﬁlls the equation
An+s+1 − Mn+s+1,J =
√
Ln+s+1,JKn+s+1,J
√
Rn+s+1,J .
In particular, for each s ∈ N0,k−1, the identities Ln+s+1,J tn+s+1 = An+s+1 − Mn+s+1,J and
un+s+1Rn+s+1,J = An+s+1 − Mn+s+1,J hold true. Hence, the assertion follows by an application of [28,
Proposition 3.4, Remark 3.2, and Lemma 3.3] in combination with [28, Theorems 2.7 and 2.8]. 
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In the following, for each k ∈ N0 let the map Ek : D → D be deﬁned by w 
→ wk .
Corollary 2.5. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Furthermore, let πn,J , ρn,J , σn,J , and τn,J be given by (2.10)–(2.13).
Let K be a contractive matrix fromCm×m and let
An+1 := Mn+1,J +
√
Ln+1,JK
√
Rn+1,J .
Then (Aj)
n+1
j=0 is a J-Potapov sequence. Furthermore, each of the functions det
(
E1Jσ˜ [n]n,J,D
√
Ln+1,J+
K
√
Rn+1,J + ρn,J,D) and det (E1√Ln+1,JK√Rn+1,J+π˜ [n]n,J,DJ + τn,J,D) does not vanish identically in D.
Moreover, the J-central J-Potapov function fc,n+1 corresponding to (Aj)n+1j=0 admits the representations
fc,n+1 =
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
K
√
Rn+1,J + πn,J,D
)(
E1Jσ˜ [n]n,J,D
√
Ln+1,J
+
K
√
Rn+1,J + ρn,J,D
)−1
and
fc,n+1 =
(
E1
√
Ln+1,JK
√
Rn+1,J
+
π˜
[n]
n,J,DJ + τn,J,D
)−1 (
E1
√
Ln+1,JK
√
Rn+1,J
+
ρ˜
[n]
n,J,DJ + σn,J,D
)
.
Proof. Due to [27, Theorem 3.9], (Aj)
n+1
j=0 is a J-Potapov sequence. Because of ρn,J(0) = τn,J(0) = Im,
each of the functions det
(
E1Jσ˜ [n]n,J,D
√
Ln+1,J+K
√
Rn+1,J + ρn,J,D
)
and det
(
E1
√
Ln+1,JK
√
Rn+1,J+π˜ [n]n,J,DJ
+τn,J,D) does not vanish identically in D. Furthermore, the matrices tn+1 := L+n+1,J(An+1 − Mn+1,J)
and un+1 := (An+1 − Mn+1,J)R+n+1,J satisfy tn+1=√Ln+1,J+K√Rn+1,J and un+1=√Ln+1,JK√Rn+1,J+.
Thus, an application of Proposition 2.4 (with s = 0) completes the proof. 
3. Description of the solution set PJ ,0[D, (Aj)nj=0]
The main goal of this section is to prove Theorem 1.1. In fact, the results obtained in this section
are even more general than the description of the solution set of problem (P) which is given in
Theorem 1.1.
In this section, we will continue to use the notation Ek introduced before Corollary 2.5.
Remark 3.1. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n 1, then let Vn ∈ Yn,J andWn ∈ Zn,J . Furthermore, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (2.10)–(2.13). Let S ∈ Sm×m(D). Then, because of ρn,J(0) = τn,J(0) = Im, each of the func-
tions det
(
E1Jσ˜ [n]n,J,D
√
Ln+1,J+S
√
Rn+1,J + ρn,J,D
)
and det
(
E1
√
Ln+1,J S
√
Rn+1,J+π˜ [n]n,J,DJ + τn,J,D
)
does
not vanish identically inD. Let A1 (and A2) be the set of all zeros of det
(
E1Jσ˜ [n]n,J,D
√
Ln+1,J+S
√
Rn+1,J
+ρn,J,D) (and of det (E1√Ln+1,J S√Rn+1,J+π˜ [n]n,J,DJ + τn,J,D), respectively). Setting
f :=
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + πn,J,D
)(
E1Jσ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)−1
(3.1)
we see from Corollary 2.5 that
f (w) =
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
π˜
[n]
n,J (w)J + τn,J(w)
)−1
·
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
ρ˜
[n]
n,J (w)J + σn,J(w)
)
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holds for each w ∈ D \ (A1 ∪ A2). Since A1 ∪ A2 is a discrete subset ofD, this implies
f =
(
E1
√
Ln+1,J S
√
Rn+1,J
+
π˜
[n]
n,J,DJ + τn,J,D
)−1 (
E1
√
Ln+1,J S
√
Rn+1,J
+
ρ˜
[n]
n,J,DJ + σn,J,D
)
. (3.2)
If n 1, and if n,J , n,J , n,J , and n,J are further matrix polynomials which can be represented, for
each w ∈ C, via
n,J(w) = A0 + wen−1,m(w)(yn + Sn−1Vn), n,J(w) = Im + wen−1,m(w)Vn, (3.3)
n,J(w) = (WnSn−1 + zn)wεn−1,m(w) + A0, n,J(w) = Wnwεn−1,m(w) + Im (3.4)
with some Vn ∈ Yn,J and Wn ∈ Zn,J , then Corollary 2.5 and a similar consideration as above provide
us
f =
(
E1J˜[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + n,J,D
)(
E1J˜[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + n,J,D
)−1
.
Nowwewill show that for every S ∈ Sm×m(D) thematrix-valued function f constructed in Remark
3.1 is a solution of the interpolation problem (P) stated in Section 1.
Theorem 3.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence. If
n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Furthermore, let πn,J , ρn,J , σn,J , and τn,J be given by (2.10)–(2.13).
Let S ∈ Sm×m(D), and let thematrix-valued function f be given by (3.1). Then f belongs toPJ,0[D, (Aj)nj=0]
and admits the representation (3.2).
Proof. In view of Remark 3.1 we see that f is a well-deﬁned matrix-valued function which is mero-
morphic inD. Moreover, because ofρn,J(0) = Im we have 0 ∈ Hf . Let the setsA1 andA2 be deﬁned as
in Remark 3.1. ThenA1 ∪ A2 is a discrete subset ofD. Now letw0 ∈ D \ (A1 ∪ A2). Then K := S(w0)
is a contractive m × m matrix. Consequently, from Corollary 2.5 we obtain that the matrix f (w0) is
J-contractive. By continuity we get that f (w) is J-contractive for allw ∈ Hf , i.e., we have f ∈ PJ,0(D).
Nowwe prove that f fulﬁlls condition (1.4) for each j ∈ N0,n. Let Fn := √Ln+1,J+S√Rn+1,J . Because of
ρn,J(0) = Im and τn,J(0) = Im we see that
hn := τ−1n,J,DLn+1,J Fn(E1Jσ˜ [n]n,J,DFn + ρn,J,D)−1
is a well-deﬁnedmatrix-valued functionwhich is meromorphic inD and holomorphic at 0. According
to [28, Theorems 2.7 and 2.8], the J-central J-Potapov function fc,n corresponding to (Aj)
n
j=0 admits the
representations (2.14), and hence
τn,J,Dπn,J,D = σn,J,Dρn,J,D (3.5)
holds true. Moreover, [28, Proposition 2.11] yields
τn,J,DJτ˜
[n]
n,J,D − σn,J,DJσ˜ [n]n,J,D = EnLn+1,J . (3.6)
Using (3.1), (2.14), (3.5), and (3.6) we get
f − fc,n = τ−1n,J,D[τn,J,D(E1Jτ˜ [n]n,J,DFn + πn,J,D) − σn,J,D(E1Jσ˜ [n]n,J,DFn + ρn,J,D)]
·(E1Jσ˜ [n]n,J,DFn + ρn,J,D)−1
= τ−1n,J,D(E1τn,J,DJτ˜ [n]n,J,DFn − E1σn,J,DJσ˜ [n]n,J,DFn)(E1Jσ˜ [n]n,J,DFn + ρn,J,D)−1
= τ−1n,J,DEn+1Ln+1,J Fn(E1Jσ˜ [n]n,J,DFn + ρn,J,D)−1 = En+1hn. (3.7)
Let hn(w) = ∑∞j=0 Hjw j be the Taylor series representation of hn in some neighborhood of 0. Then
(3.7) implies f (w) − fc,n(w) = ∑∞j=n+1 Hj−n−1w j for each w belonging to some neighborhood of 0.
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Consequently, becauseof fc,n ∈ PJ,0[D, (Aj)nj=0]and f ∈ PJ,0(D)weobtain f ∈ PJ,0[D, (Aj)nj=0]. Finally,
having in mind Remark 3.1, we see that f can be represented via (3.2). 
Nowwe are going to prove an inverse statement to Theorem3.2, i.e., wewill show that any function
f belonging to PJ,0[D, (Aj)nj=0] can be represented via (3.1) and (3.2) with some S ∈ Sm×m(D).
Theorem 3.3. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n 1, then let Vn ∈ Yn,J andWn ∈ Zn,J . Furthermore, letπn,J , ρn,J , σn,J , and τn,J be given by (2.10)–(2.13).
If f ∈ PJ,0[D, (Aj)nj=0], then there exists an S ∈ Sm×m(D) such that f admits the representations
f =
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + πn,J,D
)(
E1Jσ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)−1
(3.8)
and (3.2).
Proof. Let f ∈ PJ,0[D, (Aj)nj=0], and let (Aj)∞j=n+1 be the sequence of complex m × m matrices such
that (1.3) is satisﬁed for each w belonging to some neighborhood of 0. According to [26, Theorem
6.2], for every k ∈ N0, the sequence (Aj)kj=0 is a J-Potapov sequence. For each k ∈ N0, let fc,k be
the J-central J-Potapov function corresponding to (Aj)
k
j=0. For each s ∈ N0, let the matrix polynomi-
als πn+s+1,J , ρn+s+1,J , σn+s+1,J , and τn+s+1,J be recursively deﬁned by (2.15)–(2.18) where tn+s+1 :=
L
+
n+s+1,J(An+s+1 − Mn+s+1,J) and un+s+1 := (An+s+1 − Mn+s+1,J)R+n+s+1,J . From (2.11) and (2.16) we
see that, for every j ∈ N0, the identity ρn+j,J(0) = Im holds. Thus, for each j ∈ N0 and each S ∈
Sm×m(D), the function
det
(
E1Jσ˜ [n+j]n+j,J,D
√
Ln+j+1,J
+
S
√
Rn+j+1,J + ρn+j,J,D
)
does not vanish identically in D. We are now going to prove that, for each k ∈ N0 and each j ∈ N0,
there is an Sjk ∈ Sm×m(D) such that
fc,n+j+k =
(
E1Jτ˜ [n+j]n+j,J,DFjk + πn+j,J,D
) (
E1Jσ˜ [n+j]n+j,J,DFjk + ρn+j,J,D
)−1
(3.9)
where Fjk := √Ln+j+1,J+Sjk√Rn+j+1,J . In the case k = 0we choose the constantm × m Schur function
Sj0 deﬁned on D with value 0m×m for all j ∈ N0. Then [28, Theorem 2.7] and Proposition 2.4 yield
(3.9) for k = 0 and for all j ∈ N0. Hence, there exists a κ ∈ N0 such that, for each k ∈ N0,κ , there is a
sequence (S
k)
∞

=0 ofm × m Schur functions deﬁned onD satisfying
fc,n+
+k =
(
E1Jτ˜ [n+
]n+
,J,DF
k + πn+
,J,D
) (
E1Jσ˜ [n+
]n+
,J,DF
k + ρn+
,J,D
)−1
(3.10)
for all 
 ∈ N0 where F
k := √Ln+
+1,J+S
k√Rn+
+1,J . Let j ∈ N0. According to [27, Proposition 4.1],
the matrix
Kn+j+1,J :=
√
Ln+j+1,J
+
(An+j+1 − Mn+j+1,J)
√
Rn+j+1,J
+
(3.11)
is contractive and fulﬁlls An+j+1 − Mn+j+1,J = √Ln+j+1,JKn+j+1,J√Rn+j+1,J . Consequently,√
Ln+j+1,J
+
Kn+j+1,J
√
Rn+j+1,J = L+n+j+1,J(An+j+1 − Mn+j+1,J) = tn+j+1 (3.12)
and √
Ln+j+1,JKn+j+1,J
√
Rn+j+1,J
+ = (An+j+1 − Mn+j+1,J)R+n+j+1,J = un+j+1 (3.13)
hold. Furthermore, the matrix-valued functions
Θj,κ+1 :=
√
Ln+j+1,J
√
Ln+j+2,J
+
Sj+1,κ
√
Rn+j+2,J
√
Rn+j+1,J
+
, (3.14)
Φj,κ+1 := Kn+j+1,J + E1Θj,κ+1, and Ψj,κ+1 := Im + E1K∗n+j+1,JΘj,κ+1 (3.15)
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are holomorphic in D. Obviously, detΨj,κ+1 does not vanish identically in D. Thus, Sj,κ+1
:= Φj,κ+1Ψ−1j,κ+1 is a well-deﬁned matrix-valued function which is meromorphic inD. Further,
[Ψj,κ+1(z)]∗Ψj,κ+1(z) − [Φj,κ+1(z)]∗Φj,κ+1(z)
= Im − K∗n+j+1,JKn+j+1,J − |z|2[Θj,κ+1(z)]∗(Im − Kn+j+1,JK∗n+j+1,J)Θj,κ+1(z) (3.16)
holds for each z ∈ D. According to [27, Proposition 4.1], we have√
Ln+j+1,J(Im − Kn+j+1,JK∗n+j+1,J)
√
Ln+j+1,J = Ln+j+2,J (3.17)
and √
Rn+j+1,J(Im − K∗n+j+1,JKn+j+1,J)
√
Rn+j+1,J = Rn+j+2,J . (3.18)
Because of (3.14) and
√
Ln+j+2,J+Ln+j+2,J
√
Ln+j+2,J+ = Ln+j+2,J L+n+j+2,J , Eq. (3.17) implies
[Θj,κ+1(z)]∗(Im − Kn+j+1,JK∗n+j+1,J)Θj,κ+1(z)
=
√
Rn+j+1,J
+√
Rn+j+2,J [Sj+1,κ(z)]∗Ln+j+2,J L+n+j+2,J Sj+1,κ(z)
·
√
Rn+j+2,J
√
Rn+j+1,J
+
(3.19)
for each z ∈ D. Moreover, from (3.11) and (3.18) we get
Im − K∗n+j+1,JKn+j+1,J
= Im −
√
Rn+j+1,J
+√
Rn+j+1,J
+
√
Rn+j+1,J
+√
Rn+j+1,J(Im − K∗n+j+1,JKn+j+1,J)
√
Rn+j+1,J
√
Rn+j+1,J
+
= Im −
√
Rn+j+1,J
+√
Rn+j+1,J +
√
Rn+j+1,J
+
Rn+j+2,J
√
Rn+j+1,J
+
. (3.20)
Since Sj+1,κ belongs to Sm×m(D) and Ln+j+2,J L+n+j+2,J is an orthoprojection matrix, we see that the
matrix
X(z) := Im − |z|2[Sj+1,κ(z)]∗Ln+j+2,J L+n+j+2,J Sj+1,κ(z)
is nonnegative Hermitian for each z ∈ D. Taking into account (3.16), (3.19), and (3.20), we obtain
[Ψj,κ+1(z)]∗Ψj,κ+1(z) − [Φj,κ+1(z)]∗Φj,κ+1(z)
= Im −
√
Rn+j+1,J
+√
Rn+j+1,J +
√
Rn+j+1,J
+√
Rn+j+2,JX(z)
√
Rn+j+2,J
√
Rn+j+1,J
+
(3.21)
for each z ∈ D. The right-hand side of (3.21) is nonnegative Hermitian for every z ∈ D. Let A be the
set of all zeros of detΨj,κ+1. Then
Im − [Sj,κ+1(z)]∗Sj,κ+1(z)
= [Ψj,κ+1(z)]−∗ ([Ψj,κ+1(z)]∗Ψj,κ+1(z) − [Φj,κ+1(z)]∗Φj,κ+1(z)) [Ψj,κ+1(z)]−1 (3.22)
holds for all z ∈ D \ A. Consequently, Sj,κ+1 is both holomorphic and contractive inD \ A. SinceA is
a discrete subset ofD, Riemann’s theorem on removable singularities of bounded holomorphic func-
tions yields Sj,κ+1 ∈ Sm×m(D). Furthermore, from (3.17) we obtain in particular R(√Ln+j+2,J+) =
R(Ln+j+2,J) ⊆ R(√Ln+j+1,J) and, consequently, √Ln+j+1,J+√Ln+j+1,J√Ln+j+2,J+ = √Ln+j+2,J+.
Similarly, (3.18) implies
√
Rn+j+2,J
√
Rn+j+1,J+
√
Rn+j+1,J = √Rn+j+2,J . Hence, by using the setting
Fj+1,κ := √Ln+j+2,J+Sj+1,κ√Rn+j+2,J , we get
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√
Ln+j+1,J
+√
Ln+j+1,J Fj+1,κ
√
Rn+j+1,J
+√
Rn+j+1,J = Fj+1,κ . (3.23)
Taking into account (3.11) and (3.23), it is easily checked that(
Im + E1K∗n+j+1,J
√
Ln+j+1,J Fj+1,κ
√
Rn+j+1,J
+)−1 √
Rn+j+1,J
=
√
Rn+j+1,J
(
Im + E1
√
Rn+j+1,J
+
K∗n+j+1,J
√
Ln+j+1,J Fj+1,κ
)−1
(3.24)
holds true. Let Fj,κ+1 := √Ln+j+1,J+Sj,κ+1√Rn+j+1,J . Taking into account (3.15), (3.14), (3.24), (3.23),
(3.12), and (3.13) we obtain
Fj,κ+1 =
√
Ln+j+1,J
+ (
Kn+j+1,J + E1
√
Ln+j+1,J Fj+1,κ
√
Rn+j+1,J
+)
·
(
Im + E1K∗n+j+1,J
√
Ln+j+1,J Fj+1,κ
√
Rn+j+1,J
+)−1 √
Rn+j+1,J
=
√
Ln+j+1,J
+ (
Kn+j+1,J + E1
√
Ln+j+1,J Fj+1,κ
√
Rn+j+1,J
+)√
Rn+j+1,J
·
(
Im + E1
√
Rn+j+1,J
+
K∗n+j+1,J
√
Ln+j+1,J Fj+1,κ
)−1
= (tn+j+1 + E1Fj+1,κ)(Im + E1u∗n+j+1Fj+1,κ)−1. (3.25)
Moreover, from (2.18) and (2.17) the equations
τ˜
[n+j+1]
n+j+1,J,D = E1τ˜ [n+j]n+j,J,D + Jπn+j,J,Du∗n+j+1
and
σ˜
[n+j+1]
n+j+1,J,D = E1σ˜ [n+j]n+j,J,D + Jρn+j,J,Du∗n+j+1
follow. Hence, by succinct setting Y := Im + E1u∗n+j+1Fj+1,κ from (3.25), (2.15), and (2.16) we obtain
E1Jτ˜ [n+j]n+j,J,DFj,κ+1 + πn+j,J,D
= [E1Jτ˜ [n+j]n+j,J,D(tn+j+1 + E1Fj+1,κ) + πn+j,J,D(Im + E1u∗n+j+1Fj+1,κ)]Y−1
= (E1Jτ˜ [n+j+1]n+j+1,J,DFj+1,κ + πn+j+1,J,D)Y−1
and
E1Jσ˜ [n+j]n+j,J,DFj,κ+1 + ρn+j,J,D
= [E1Jσ˜ [n+j]n+j,J,D(tn+j+1 + E1Fj+1,κ) + ρn+j,J,D(Im + E1u∗n+j+1Fj+1,κ)]Y−1
= (E1Jσ˜ [n+j+1]n+j+1,J,DFj+1,κ + ρn+j+1,J,D)Y−1.
Consequently, an application of (3.10) yields
fc,n+j+(κ+1) = fc,n+(j+1)+κ
= (E1Jτ˜ [n+j+1]n+j+1,J,DFj+1,k + πn+j+1,J,D)(E1Jσ˜ [n+j+1]n+j+1,J,DFj+1,k + ρn+j+1,J,D)−1
= (E1Jτ˜ [n+j]n+j,J,DFj,κ+1 + πn+j,J,D)(E1Jσ˜ [n+j]n+j,J,DFj,κ+1 + ρn+j,J,D)−1.
Thus, we have shown by induction that for all j, k ∈ N0 there is an Sjk ∈ Sm×m(D) such that (3.9) is
satisﬁed where Fjk := √Ln+j+1,J+Sjk√Rn+j+1,J . The matricial version of Montel’s theorem yields that
there are an S ∈ Sm×m(D) and a subsequence (S0kr )∞r=0 of (S0k)∞k=0 such that
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lim
r→∞ S0kr (w) = S(w) (3.26)
holds for eachw ∈ D. Denote byA0 the set of all zeros of the function det(E1Jσ˜ [n]n,J,D
√
Ln+1,J+S
√
Rn+1,J
+ ρn,J,D). Then (3.26) and a continuity argument yield that, for eachw ∈ Hf \ A0, there is an r0 ∈ N0
such that
det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S0kr (w)
√
Rn+1,J + ρn,J(w)
)
/= 0
holds for each r ∈ Nr0 ,∞. Thus, using (3.9), (3.26), and Corollary 2.3 we obtain
f (w) =
(
wJτ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + πn,J(w)
)
·
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + ρn,J(w)
)−1
for each w ∈ Hf \ A0 and hence (3.8). Finally, because of (3.8) and Remark 3.1, f can be represented
via (3.2). 
The following considerations show that the parameter function S ∈ Sm×m(D) in the linear frac-
tional transformations stated in (3.1) and (3.2) is generally not uniquely determined by f .
Proposition 3.4. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n 1, then let Vn ∈ Yn,J andWn ∈ Zn,J . Furthermore, letπn,J , ρn,J , σn,J , and τn,J be given by (2.10)–(2.13).
For each j ∈ {1, 2}, let Sj ∈ Sm×m(D) and let (in view of Remark 3.1) the matrix-valued meromorphic
function fj be given by
fj :=
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
Sj
√
Rn+1,J + πn,J,D
)(
E1Jσ˜ [n]n,J,D
√
Ln+1,J
+
Sj
√
Rn+1,J + ρn,J,D
)−1
.
Then the following statements are equivalent:
(i) f1 = f2.
(ii) Ln+1,J L+n+1,J S1Rn+1,JR+n+1,J = Ln+1,J L+n+1,J S2Rn+1,JR+n+1,J .
Proof. Because of
√
Ln+1,J+ = √Ln+1,J+Ln+1,J L+n+1,J and √Rn+1,J = Rn+1,JR+n+1,J√Rn+1,J the impli-
cation (ii) ⇒ (i) is obvious. Now suppose that (i) is satisﬁed. From [28, Theorems 2.7 and 2.8] we
obtain
τn,J,Dπn,J,D = σn,J,Dρn,J,D and π˜ [n]n,J,Dτ˜ [n]n,J,D = ρ˜[n]n,J,Dσ˜ [n]n,J,D. (3.27)
Moreover, [28, Proposition 2.11] provides us (3.6) and
ρ˜
[n]
n,J,DJρn,J,D − π˜ [n]n,J,DJπn,J,D = EnRn+1,J . (3.28)
By succinct settingX1 := E1Jσ˜ [n]n,J,D
√
Ln+1,J+S1
√
Rn+1,J + ρn,J,D andX2 := E1√Ln+1,J S2√Rn+1,J+π˜ [n]n,J,D· J + τn,J,D, from (i), Remark 3.1 (see formula (3.2)), (3.27), (3.6), and (3.28) we get
0 = f1 − f2
= X−12
[
X2
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
S1
√
Rn+1,J + πn,J,D
)
−
(
E1
√
Ln+1,J S2
√
Rn+1,J
+
ρ˜
[n]
n,J,DJ + σn,J,D
)
X1
]
X
−1
1
= X−12
[
E2
√
Ln+1,J S2
√
Rn+1,J
+
(π˜
[n]
n,J,Dτ˜
[n]
n,J,D − ρ˜[n]n,J,Dσ˜ [n]n,J,D)
√
Ln+1,J
+
S1
√
Rn+1,J
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+ E1(τn,J,DJτ˜ [n]n,J,D − σn,J,DJσ˜ [n]n,J,D)
√
Ln+1,J
+
S1
√
Rn+1,J
+ E1
√
Ln+1,J S2
√
Rn+1,J
+
(π˜
[n]
n,J,DJπn,J,D − ρ˜[n]n,J,DJρn,J,D)
+τn,J,Dπn,J,D − σn,J,Dρn,J,D] X−11
= En+1X−12
(√
Ln+1,J S1
√
Rn+1,J −
√
Ln+1,J S2
√
Rn+1,J
)
X
−1
1 .
Thus,
√
Ln+1,J S1
√
Rn+1,J = √Ln+1,J S2√Rn+1,J holds true. Multiplying this equation from the left by√
Ln+1,J+ and from the right by
√
Rn+1,J+, we obtain (ii). The proof is ﬁnished. 
Remark 3.5. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Then a combination of Theorems 3.2 and 3.3 and Proposition 3.4 shows that there is a bijective
correspondence between the solution set PJ,0[D, (Aj)nj=0] and the set of all S ∈ Sm×m(D) satisfying
Ln+1,J L+n+1,J SR+n+1,JRn+1,J = S.
Theorems 3.2 and 3.3 give a complete description of the solution set of problem (P) via some
kind of linear fractional transformation which is given by (3.1) (or, equivalently, (3.2)). A closer look
at these two theorems shows that there is still some freedom in the construction of the matrix
polynomials from which the linear fractional transformation is built. This freedom consists in the
special choice of the matrices Vn ∈ Yn,J and Wn ∈ Zn,J . Now the question arises whether we can
ﬁnd suitable matrix polynomials πn,J , ρn,J , σn,J , and τn,J such that, for each S ∈ Sm×m(D), the zeros
of the determinant of the “denominator function” in the representation (3.1) (or (3.2)) of the J-
Potapov function f are exactly the poles of f . The following considerations give some answer to this
question.
Henceforth we will use the following notation. Let J be anm × m signature matrix, let n ∈ N, and
let (Aj)
n
j=0 be a J-Potapov sequence. Then we will write Y˜n,J to denote the set of all Vn ∈ Yn,J for which
the matrix polynomials πn,J and ρn,J deﬁned by (2.10) and (2.11) satisfy the condition
N (ρn,J(w)) ∩ N (πn,J(w)) = {0m×1} (3.29)
for allw ∈ D. Similarly, Z˜n,J denotes the set of allWn ∈ Zn,J for which thematrix polynomials σn,J and
τn,J deﬁned by (2.12) and (2.13) fulﬁll
N ([τn,J(w)]∗) ∩ N ([σn,J(w)]∗) = {0m×1} (3.30)
for all w ∈ D. Note [28, Lemmata 2.16 and 2.17] ensure that the sets Y˜n,J and Z˜n,J are both nonempty,
since Vn ∈ Y˜n,J and Vn ∈ Z˜n,J , where Vn andWn are given by (2.9).
Part (a) and part (b) of the following proposition should be regarded in connection to formulas (3.1)
and (3.2), respectively.
Proposition 3.6. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J be given by
(2.10)–(2.13). Let S ∈ Sm×m(D), and let the matrix-valued function f be deﬁned by (3.1).
(a) If n = 0 or the conditions n 1 and Vn ∈ Y˜n,J are satisﬁed, then
Hf =
{
w ∈ D : det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + ρn,J(w)
)
/= 0
}
.
(b) If n = 0 or the conditions n 1 and Wn ∈ Z˜n,J are satisﬁed, then
Hf =
{
w ∈ D : det
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
π˜
[n]
n,J (w)J + τn,J(w)
)
/= 0
}
.
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Proof. We prove part (a). Because of (3.1) the inclusion{
w ∈ D : det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + ρn,J(w)
)
/= 0
}
⊆ Hf
is obvious. Now let w0 ∈ Hf . From (3.1) then
w0Jτ˜
[n]
n,J (w0)
√
Ln+1,J
+
S(w0)
√
Rn+1,J + πn,J(w0)
= f (w0)
(
w0Jσ˜
[n]
n,J (w0)
√
Ln+1,J
+
S(w0)
√
Rn+1,J + ρn,J(w0)
)
(3.31)
follows. Further, K := S(w0) is a contractive m × m matrix. Let An+1 := Mn+1,J + √Ln+1,JK√Rn+1,J .
According to [27, Theorem 3.9], (Aj)
n+1
j=0 is a J-Potapov sequence. Let tn+1 := L+n+1,J(An+1 − Mn+1,J),
and for each w ∈ C let the matrix polynomials πn+1,J and ρn+1,J be deﬁned by (2.15) and (2.16)
(with s = 0). Because of tn+1 = L+n+1,J√Ln+1,JK√Rn+1,J = √Ln+1,J+S(w0)√Rn+1,J , from (3.31) we
get πn+1,J(w0) = f (w0)ρn+1,J(w0) and, consequently,
N (ρn+1,J(w0)) ⊆ N (πn+1,J(w0)). (3.32)
In the case n 1, because of Vn ∈ Y˜n,J , condition (3.29) is satisﬁed for each w ∈ D. If n = 0, then
(3.29) obviously holds true for allw ∈ D. According to [28, Proposition 3.6], this impliesN (ρn+1,J(w))∩ N (πn+1,J(w)) = {0m×1} for each w ∈ D. In view of (3.32) we get therefore
det
(
w0Jσ˜
[n]
n,J (w0)
√
Ln+1,J
+
S(w0)
√
Rn+1,J + ρn,J(w0)
)
= det(ρn+1,J(w0)) /= 0.
Thus, part (a) is veriﬁed. Taking into account Remark 3.1, we see that f admits the representation (3.2).
Having this in mind, part (b) can be checked analogously to part (a). 
Now we are able to prove Theorem 1.1.
Proof of Theorem 1.1. According to [28, Lemmata 2.16 and 2.17], we have Vn ∈ Y˜n,J and Wn ∈ Z˜n,J ,
where Vn and W

n are given by (2.9). Hence, the assertion follows by an application of Theorems 3.2
and 3.3 in combination with Proposition 3.6. 
As it was mentioned above, there is some freedom in the construction of the matrix polynomials
πn,J , ρn,J , σn,J , and τn,J occurring in the representations (3.1) and (3.2) of the functions belonging to
PJ,0[D, (Aj)nj=0]. Section 3 in [28] points out a possibility for a recursive construction of such matrix
polynomials that fulﬁll the requirements of Theorems 3.2 and 3.3 (and even of Proposition 3.6). This
leads to the following result.
Theorem 3.7. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Furthermore, let
0,J(w) := A0, 0,J := Im, 0,J(w) := A0, and 0,J(w) := Im
for allw ∈ C. If n 1, then let, for each k ∈ N0,n−1 and eachw ∈ C, thematrix polynomialsk+1,J , k+1,J ,
k+1,J , and k+1,J be deﬁned recursively by
k+1,J(w) := k,J(w) + wJ˜[k]k,J (w)tk+1, k+1,J(w) := k,J(w) + wJ˜[k]k,J (w)tk+1,
k+1,J(w) := k,J(w) + uk+1w˜[k]k,J (w)J, k+1,J(w) := k,J(w) + uk+1w˜[k]k,J (w)J,
where tk+1 :=L+k+1,J(Ak+1 − Mk+1,J) and uk+1 :=(Ak+1 − Mk+1,J)R+k+1,J . Then, for each S ∈ Sm×m(D),
fS :=
(
E1J˜[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + n,J,D
)(
E1J˜[n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + n,J,D
)−1
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is a (well-deﬁned) matrix-valued function meromorphic inD, and the setHfS of all w ∈ D at which fS is
holomorphic fulﬁlls
HfS =
{
w ∈ D : det
(
wJ˜
[n]
n,J (w)
√
Ln+1,J
+
S(w)
√
Rn+1,J + n,J(w)
)
/= 0
}
=
{
w ∈ D : det
(
w
√
Ln+1,J S(w)
√
Rn+1,J
+
˜
[n]
n,J (w)J + n,J(w)
)
/= 0
}
. (3.33)
Further, for each S ∈ Sm×m(D), fS admits the representations
fS =
(
E1
√
Ln+1,J S
√
Rn+1,J
+
˜
[n]
n,J,DJ + n,J,D
)−1 (
E1
√
Ln+1,J S
√
Rn+1,J
+
˜
[n]
n,J,DJ + n,J,D
)
(3.34)
and
fS =
(
E1Jτ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + πn,J,D
)(
E1Jσ˜ [n]n,J,D
√
Ln+1,J
+
S
√
Rn+1,J + ρn,J,D
)−1
(3.35)
where πn,J , ρn,J , σn,J , and τn,J are the matrix polynomials given in Theorem 1.1.Moreover,
PJ,0[D, (Aj)nj=0] = { fS : S ∈ Sm×m(D)} (3.36)
holds true.
Proof. In the case n = 0 the assertion is an immediate consequence of Theorem 1.1. Now suppose
n 1. Then [28, Remark 4.2 and Proposition 3.6] show that there exist some Vn ∈ Y˜n,J andWn ∈ Z˜n,J
such that (3.3) and (3.4) hold for each w ∈ C. Thus, applying Theorems 3.2 and 3.3 and Proposition
3.6, we obtain (3.33), (3.34), and (3.36). Finally, Remark 3.1 and [28, Remark 2.5] yield (3.35). 
4. The case of a unique solution
In this section we study the case of a given J-Potapov sequence (Aj)
n
j=0 for which the J-central
J-Potapov function corresponding to (Aj)
n
j=0 is the unique J-Potapov function fulﬁlling (1.4) for each
j ∈ N0,n.
Lemma 4.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let (Aj)
∞
j=0 be the J-central J-Potapov sequence corresponding to (Aj)nj=0. Then the following
statements are equivalent:
(i) There is a unique f ∈ PJ,0(D) such that (1.4) is fulﬁlled for each j ∈ N0,n (namely the J-central
J-Potapov function f = fc,n corresponding to (Aj)nj=0).
(ii) For each k ∈ Nn+1,∞, the identities Lk,J = 0m×m and Rk,J = 0m×m are satisﬁed.
(iii) Ln+1,J = 0m×m or Rn+1,J = 0m×m.
Proof. The equivalence of (i) and (ii) follows easily from [26, Theorem 7.2] and [27, Proposition 3.12],
whereas the equivalence of (ii) and (iii) is an immediate consequence of [27, Proposition 3.12 and
Proposition 5.5]. 
Proposition 4.2. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Furthermore, let the matrix polynomials πn,J , ρn,J , σn,J , and τn,J
be given by (2.10)–(2.13). Then the following statements are equivalent:
(i) There is a unique f ∈ PJ,0(D) such that (1.4) is fulﬁlled for each j ∈ N0,n.
(ii) The identities ρ˜
[n]
n,J Jρn,J = π˜ [n]n,J Jπn,J and τn,J Jτ˜ [n]n,J = σn,J Jσ˜ [n]n,J hold.
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(iii) For each z ∈ T, the identities [ρn,J(z)]∗Jρn,J(z) = [πn,J(z)]∗Jπn,J(z) and τn,J(z)J[τn,J(z)]∗ =
σn,J(z)J[σn,J(z)]∗ are satisﬁed.
(iv) There is some z ∈ T such that [ρn,J(z)]∗Jρn,J(z) = [πn,J(z)]∗Jπn,J(z) or τn,J(z)J[τn,J(z)]∗ =
σn,J(z)J[σn,J(z)]∗ is fulﬁlled.
Proof. The assertion is an immediate consequence of Lemma 4.1 and [28, Proposition 2.11]. 
In the sequel, if β is some matrix polynomial of quadratic size, then we will use the notation
Nβ := {w ∈ C : det β(w) = 0}.
Remark 4.3. Let J be anm × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
If n 1, then let Vn ∈ Yn,J andWn ∈ Zn,J . Furthermore, let thematrix polynomialsρn,J and τn,J be given
by (2.11) and (2.13), respectively. Then one can easily see that each of the sets Nρn,J and Nτn,J consists
of at most nm elements. Moreover, taking into account [16, Lemma 1.2.2], it follows that each of the
setsN
ρ˜
[n]
n,J
andN
τ˜
[n]
n,J
also consists of at most nm elements.
In view of [28, Theorem 2.7] (see also formula (2.14)) and Remark 4.3, there exists a unique rational
extension f♦c,n of the J-central J-Potapov function fc,n toC \ {w1, w2, . . . , wr} for somecomplexnumbers
w1, w2, . . . , wr with r  nm.
Recall that a matrix A ∈ Cm×m is said to be J-unitary if A∗JA = J, where J is somem × m signature
matrix. Obviously, A ∈ Cm×m is J-unitary if and only if AJA∗ = J.
Corollary 4.4. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let fc,n be the J-central J-Potapov function corresponding to (Aj)
n
j=0 and let f♦c,n be the unique rational
extension of fc,n. Then the following statements are equivalent:
(i) There is a unique f ∈ PJ,0(D) such that (1.4) is fulﬁlled for each j ∈ N0,n.
(ii) There exists a ﬁnite subsetF ofT such that for each z ∈ T \ F the matrix f♦c,n(z) is J-unitary.
(iii) There is some z ∈ T \ (Nρn,J ∩ Nτn,J ) such that the matrix f♦c,n(z) is J-unitary, where ρn,J and τn,J are
given by (2.11) and (2.13) with some Vn ∈ Yn,J and Wn ∈ Zn,J if n 1.
Proof. Use Proposition 4.2, Remark 4.3, and [28, Theorems 2.7 and 2.8]. 
Corollary 4.5. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let fc,n be the J-central J-Potapov function corresponding to (Aj)
n
j=0 and let f♦c,n be theunique rational
extension of fc,n. If n 1, then let Vn ∈ Yn,J and Wn ∈ Zn,J . Let the matrix polynomials πn,J , ρn,J , σn,J , and
τn,J be given by (2.10)–(2.13). Then the following statements are equivalent:
(i) There is a unique f ∈ PJ,0(D) such that (1.4) is fulﬁlled for each j ∈ N0,n.
(ii) The complex-valued functions det π˜
[n]
n,J and det σ˜
[n]
n,J do not vanish identically, and
f♦c,n = J(π˜ [n]n,J )−1ρ˜[n]n,J J = Jτ˜ [n]n,J (σ˜ [n]n,J )−1J holds.
(iii) Each of the sets N
π˜
[n]
n,J
and N
σ˜
[n]
n,J
consists of at most nm elements, and for each z ∈ T \ N
π˜
[n]
n,J
the
matrix (π˜
[n]
n,J (z))
−1ρ˜[n]n,J (z) is J-unitary, and for each z ∈ T \ Nσ˜ [n]n,J the matrix τ˜
[n]
n,J (z)(σ˜
[n]
n,J (z))
−1
is J-unitary.
(iv) There exists some z ∈ T \ N
π˜
[n]
n,J
such that (π˜
[n]
n,J (z))
−1ρ˜[n]n,J (z) is J-contractive, or there exists some
z ∈ T \ N
σ˜
[n]
n,J
such that τ˜
[n]
n,J (z)(σ˜
[n]
n,J (z))
−1 is J-contractive.
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Proof. From Proposition 4.2 and Remark 4.3 we infer that, if (i) is fulﬁlled, then each of the sets
N
π˜
[n]
n,J
and N
σ˜
[n]
n,J
consists of at most nm elements. Furthermore, [28, Theorems 2.7 and 2.8] imply
f♦c,n = πn,Jρ−1n,J = τ−1n,J σn,J . Hence the equivalence of (i) and (ii) follows from Proposition 4.2. Moreover,
[28, Proposition 2.11] yields
[ρn,J(z)]∗Jρn,J(z) − [πn,J(z)]∗Jπn,J(z) = Rn+1,J
and
τn,J(z)J[τn,J(z)]∗ − σn,J(z)J[σn,J(z)]∗ = Ln+1,J
for each z ∈ T. Thus, taking into account [16, Lemma 1.2.2], we obtain(
[π˜ [n]n,J (z)]−1ρ˜[n]n,J (z)
)
J
(
[π˜ [n]n,J (z)]−1ρ˜[n]n,J (z)
)∗ − J
= [π˜ [n]n,J (z)]−1
(
ρ˜
[n]
n,J (z)J[ρ˜[n]n,J (z)]∗ − π˜ [n]n,J (z)J[π˜ [n]n,J (z)]∗
)
[π˜ [n]n,J (z)]−∗
= [π˜ [n]n,J (z)]−1Rn+1,J[π˜ [n]n,J (z)]−∗  0 (4.1)
for each z ∈ T \ N
π˜
[n]
n,J
and, analogously,(
τ˜
[n]
n,J (z)[σ˜ [n]n,J (z)]−1
)∗
J
(
τ˜
[n]
n,J (z)[σ˜ [n]n,J (z)]−1
)
− J = [σ˜ [n]n,J (z)]−∗Ln+1,J[σ˜ [n]n,J (z)]−1  0 (4.2)
for each z ∈ T \ N
σ˜
[n]
n,J
. Thus, the implications (i) ⇒ (iii) and (iv) ⇒ (i) are immediate consequences
of (4.1), (4.2), Lemma 4.1, and [16, Theorem 1.3.3]. Finally, the implication (iii) ⇒ (iv) is obvious. 
In Theorem 4.9 below we will give a further characterization of the case of a unique solution of
the interpolation problem (P) in terms of ﬁnite Blaschke–Potapov products. For the convenience of
the reader, we will recall this notion in the following. In his landmark paper [33], Potapov obtained a
multiplicative decomposition of a function f ∈ PJ(D) into special factors belonging toPJ(D). Perhaps
the simplest functions belonging to the class PJ(D) are particular rational m × m matrix-valued
functions which have exactly one pole of order 1 in the extended complex plane. These functions
will be discussed in the following example.
For α ∈ D, we denote by bα the normalized elementary Blaschke factor associated with α, i.e., for
w ∈ C\{ 1
α
} we have
bα(w) :=
{
w, if α = 0,
|α|
α
α−w
1−αw , if α /= 0.
Example 4.6. Let J be anm × m signature matrix.
(a) Let α ∈ D, and let P ∈ Cm×m \ {0m×m} such that JP  0m×m and P2 = P. Let the function Bα,P :
C\{ 1
α
} → Cm×m be deﬁned by
Bα,P(w) := Im + [bα(w) − 1] P.
Then a short calculation shows that the restriction of the functionBα,P ontoDbelongs toPJ,0(D).
The function Bα,P is called the Blaschke–Potapov J-elementary factor of ﬁrst kind associated with α
and P. (Observe that if J = −Im, then there is nomatrix P ∈ Cm×m\{0m×m} such that JP  0m×m
and P2 = P, i.e., if J = −Im, then there is no Blaschke–Potapov J-elementary factor of ﬁrst kind.)
(b) Let α ∈ D, and let Q ∈ Cm×m \ {0m×m} such that −JQ  0m×m and Q2 = Q . Let the function
Cα,Q : C\{α} → Cm×m be deﬁned by
Cα,Q (w) := Im +
[
1
bα(w)
− 1
]
Q .
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Then it is readily checked that the restriction of the function Cα,Q ontoD\{α} belongs to PJ(D).
In the caseα /= 0 this restrictionevenbelongs toPJ,0(D). The functionCα,Q is called theBlaschke–
Potapov J-elementary factor of second kind associated with α and Q . (If J = Im, then there is no
matrix Q ∈ Cm×m\{0m×m} such that −JQ  0m×m and Q2 = Q , i.e., if J = Im, then there is no
Blaschke–Potapov J-elementary factor of second kind.)
(c) Letu∈T, and letR ∈ Cm×m \ {0m×m} such that JR 0m×m, andR2 = 0m×m. LetDu,R : C\{u} →
Cm×m be deﬁned by
Du,R(w) := Im − u + w
u − wR.
Then it is easily checked that the restriction of Du,R ontoD belongs to PJ,0(D). The function Du,R
is called the Blaschke–Potapov J-elementary factor of third kind associated with u and R. (Observe
that in the cases J = Im and J = −Im there does not exist a complex m × m matrix R /= 0m×m
satisfying JR 0 and R2 = 0m×m, i.e., there is no Blaschke–Potapov J-elementary factor of third
kind in these cases.)
Let J be anm × m signature matrix. Anm × mmatrix function Bmeromorphic inC is said to be a
ﬁnite Blaschke–Potapov product with respect to J if either B is a constant functionwith J-unitary value or
B admits a representation B = B1 · . . . · Bn with some n ∈ Nwhere each of the factors Bj has the shape
Bj = UjB˜jVj whereUj and Vj are constant J-unitarymatrices and B˜j is a Blaschke–Potapov J-elementary
factor of ﬁrst or second or third kind.
Let us now introduce some notations. Let C0 := C ∪ {∞} be the extended complex plane,
and E := C0 \ (D ∪ T). Suppose that G is a simply connected domain of C0. Then let NM(G)
be the Nevanlinna class of all complex-valued functions which are meromorphic in G and which
can be represented as quotient of two bounded holomorphic functions in G. If f ∈ NM(D) (or
f ∈ NM(E), respectively), then awell-known theoremdue to Fatou implies that f has radial boundary
values λ-almost everywhere on T, i.e., there exists a Borel measurable function f : T → C such
that
lim
r→1−0 f (rz) = f (z) (or limr→1+0 f (rz) = f (z), respectively)
for λ-a.e. z ∈ T, where λ stands for the linear Lebesgue measure onT.
Recall that each entry function of a given matrix-valued function f ∈ PJ(D) belongs to NM(D)
(see, e.g., [26, Corollary 3.6]). In particular, every f ∈ PJ(D) has radial boundary values λ-a.e. on T.
This observation leads to the following notion. A matrix-valued function f is called J-inner if f belongs
to PJ(D) and if f has J-unitary radial boundary values λ-a.e. onT. In the special case J = Im, the class
of all J-inner functions in D coincides with the class of all inner m × m Schur functions in D, i.e. the
class of all functions f ∈ Sm×m(D)which have unitary radial boundary values λ-a.e. onT.
Remark 4.7. Let J be anm × m signature matrix, and let B be a ﬁnite Blaschke–Potapov product with
respect to J. Then Example 4.6 and [16, Lemma 1.3.13] show that the restriction of B ontoD ∩ HB is a
rational J-inner function.
For our purposes it will be important that the converse statement given below is also true. This
well-known fact is a particular consequence of Potapov’s famous factorization theorem for J-Potapov
functions [33].
Theorem 4.8 (Potapov). Let J be an m × m signature matrix, and let B be a rational J-inner function. Then
B is the restriction ontoD ∩ HB of a ﬁnite Blaschke–Potapov product with respect to J.
Now we can give a further characterization of the case that the interpolation problem (P) has a
unique solution.
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Theorem 4.9. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let fc,n be the J-central J-Potapov function corresponding to (Aj)
n
j=0 and let f♦c,n be the unique
rational extension of fc,n. Then the following statements are equivalent:
(i) There is a unique f ∈ PJ,0(D) such that (1.4) is fulﬁlled for each j ∈ N0,n (namely f = fc,n).
(ii) f♦c,n is a ﬁnite Blaschke–Potapov product with respect to J.
(iii) fc,n is J-inner.
(iv) There is some z ∈ T \ (Nρn,J ∩ Nτn,J ) such that the matrix f♦c,n(z) is J-unitary, where ρn,J and τn,J are
given by (2.11) and (2.13) with some Vn ∈ Yn,J and Wn ∈ Zn,J if n 1.
Proof. The equivalence of (i), (iii), and (iv) is an immediate consequence of Corollary 4.4. Furthermore,
Remark 4.7 and Theorem4.8 yield the equivalence of (ii) and (iii), since fc,n is the restriction of a rational
m × mmatrix-valued function ontoD ∩ Hfc,n . 
We are now going to derive some kind of converse statement. More precisely, wewill show that for
each ﬁnite Blaschke–Potapov product B (with respect to J) which is holomorphic at 0, there exist an
n ∈ N0 and a sequence (Aj)nj=0 such that the restriction of B onto D ∩ HB is the unique f ∈ PJ,0(D)
such that (1.4) is fulﬁlled for each j ∈ N0,n. In our proof we will refer to the corresponding result for
matricial Schur functions obtained in [25]. The following observation, which is based on the well-
known concept of Potapov–Ginzburg transformation (Potapov [35], Ginzburg [29], see also, e.g., [26]),
will enable us to do so.
Remark 4.10. Let J be anm × m signature matrix, and let
PJ := 1
2
(I + J) and Q J := 1
2
(I − J). (4.3)
Let B be a ﬁnite Blaschke–Potapov product with respect to J. Then we see from Remark 4.7 and [26,
Proposition 3.8] that det(Q JB(w) + PJ) /= 0 for each w ∈ D ∩ HB, that the matrix-valued function
S := (PJB + Q J)(Q JB + PJ)−1 (4.4)
is holomorphic inD, and that the restriction of S ontoD is an innerm × m Schur function. Since S is
a rational matrix-valued function, Theorem 4.8 yields that S is a ﬁnite Blaschke–Potapov product with
respect to the signature matrix Im.
Conversely, suppose now that S is a ﬁnite Blaschke–Potapov product with respect to the signature
matrix Im such that det(Q JS + PJ) does not vanish identically. Then a combination of Remark 4.7 and
[26, Proposition 3.8] shows that the restriction of the matrix-valued function
B := (PJS + Q J)(Q JS + PJ)−1 (4.5)
onto D ∩ HB is J-inner. Applying again Theorem 4.8, we infer that B is a ﬁnite Blaschke–Potapov
product with respect to J.
Proposition 4.11. Let J be anm × m signature matrix, and let B be a ﬁnite Blaschke–Potapov product with
respect to J such that 0 ∈ HB. Furthermore, let
B(w) =
∞∑
k=0
Akw
k (4.6)
be the Taylor series representation of B for each w belonging to some neighborhood of 0. Then (Aj)
∞
j=0 is
a J-Potapov sequence, and there exists an n ∈ N0 such that PJ,0[D, (Aj)nj=0] = { f } where f denotes the
restriction of B ontoD ∩ HB.
Proof. Because of Remark 4.7 and [26, Theorem 6.2], the sequence (Aj)
∞
j=0 is a J-Potapov sequence.
Let the matrix-valued function S be deﬁned by (4.4), where PJ and Q J are given by (4.3). Remark 4.10
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yields that S is a ﬁnite Blaschke–Potapov product with respect to the signature matrix Im. Let S(w) =∑∞
k=0 Ckwk be the Taylor series representation of S for eachw ∈ D. Then [25, Proposition 7.7] implies
that there exists an n ∈ N0 such that the restriction of S ontoD is the uniquem × m Schur function g
satisfying
g(j)(0)
j! = Cj for each j ∈ N0,n. Remark 4.7 provides us that f belongs toPJ,0[D, (Aj)nj=0]. Now
suppose f˜ ∈ PJ,0[D, (Aj)nj=0]. From [26, Proposition 3.4] it follows that det(Q J f˜ (w) + PJ) /= 0 holds
for each w ∈ H
f˜
and that the matrix-valued function
g˜ := (PJ f˜ + Q J)(Q J f˜ + PJ)−1
is an m × m Schur function. Let g˜(w) = ∑∞k=0 C˜kwk be the Taylor series representation of g˜ for each
w ∈ D. From [26, Remark 6.1] we obtain C˜j = Cj for each j ∈ N0,n and therefore g˜ = g. Finally, an
application of [26, Proposition 3.4] yields det(Q J g˜(0) + PJ) /= 0, det(Q Jg(0) + PJ) /= 0, and
f˜ = (PJ g˜ + Q J)(Q J g˜ + PJ)−1 = (PJg + Q J)(Q Jg + PJ)−1 = f .
This completes the proof. 
Proposition 4.12. Let J be an m × m signature matrix, let PJ and Q J be given by (4.3), and let B be a
rational m × mmatrix-valued function. Then the following statements are equivalent:
(i) B is a ﬁnite Blaschke–Potapov product with respect to J.
(ii) There are some m × mmatrix polynomials π and ρ such that det ρ does not vanish identically and
the following three conditions are satisﬁed:
(I) B = πρ−1.
(II) det[Q Jπ(w) + PJρ(w)] /= 0 for each w ∈ D.
(III) [ρ(z)]∗Jρ(z) = [π(z)]∗Jπ(z) for each z ∈ T.
(iii) There are some m × mmatrix polynomials σ and τ such that det τ does not vanish identically and
the following three conditions are satisﬁed:
(IV) B = τ−1σ.
(V) det[σ(w)Q J − τ(w)PJ] /= 0 for each w ∈ D.
(VI) τ (z)J[τ(z)]∗ = σ(z)J[σ(z)]∗ for each z ∈ T.
Proof. (i) ⇒ (ii) : Let the matrix-valued function S be deﬁned by (4.4). Then from Remark 4.10 we
know that S is a ﬁnite Blaschke–Potapov product with respect to the signature matrix Im. Thus, [25,
Corollary 7.8] yields the existenceof somem × mmatrix polynomialsπS andρS such that the following
three conditions are satisﬁed:
(I′) S = πSρ−1S .
(II′) det ρS(w) /= 0 for each w ∈ D.
(III′) [ρS(z)]∗ρS(z) = [πS(z)]∗πS(z) for each z ∈ T.
Let π := PJπS + Q JρS and ρ := Q JπS + PJρS . Then we have ρ = (Q JS + PJ)ρS . From Remark 4.7
and [26, Proposition 3.4] it follows that det(Q JS + PJ) does not vanish identically inD, and therefore
det ρ does not vanish identically. Taking into account (I′)–(III′), straightforward calculations show that
the matrix polynomials π and ρ fulﬁll conditions (I)–(III).
(ii) ⇒ (i) : From (I) and (II) we see that det(Q JB + PJ) does not vanish identically in D, i.e., the
matrix-valued function
S := (PJB + Q J)(Q JB + PJ)−1
is well-deﬁned. Using (I)–(III), it is readily checked that the matrix polynomials πS := PJπ + Q Jρ
and ρS := Q Jπ + PJρ fulﬁll conditions (I′), (II′), and (III′). In particular, S is a rational matrix-valued
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function holomorphic in D. Moreover, from (I′) and (III′) we infer that T \ NρS ⊆ HS and that S(z)
is unitary for each z ∈ T \ NρS . Since NρS is a ﬁnite set, it follows that T ⊆ HS and that S(z) is
unitary for each z ∈ T. Thus, a matrix version of the maximum modulus principle yields that the
restriction of S ontoD is an innerm × m Schur function. Theorem4.8 ensures therefore that S is a ﬁnite
Blaschke–Potapov product with respect to the signature matrix Im. Using well-known properties of
the Potapov–Ginzburg transformation (see, e.g., [26, formula (2.6)])we obtain that det(Q JS + PJ) does
not vanish identically inD and that B = (PJS + Q J)(Q JS + PJ)−1 holds. Consequently, an application
of Remark 4.10 yields (i). Thus, the equivalence of (i) and (ii) is proved.
Taking into account additionally [26, Remark 2.1], the equivalence of (i) and (iii) can be shown
similarly. 
5. The nondegenerate case
Themain goal of this section is to specify some of the results of Section 3 in the nondegenerate case,
i.e., we will consider the case that the given J-Potapov sequence is even a so-called strict J-Potapov
sequence. This will be explained below.
Let J be anm × m signaturematrix and let n ∈ N0. A sequence (Aj)nj=0 of complexm × mmatrices
is called a strict J-Potapov sequence if the matrix Sn given by (1.2) is strictly J[n]-contractive (where J[n]
is given by (1.1)). From [27, Lemma 3.3] we know that, for each k ∈ N0,n, the initial section (Aj)kj=0 of
a strict J-Potapov sequence (Aj)
n
j=0 is a strict J-Potapov sequence as well. A sequence (Aj)∞j=0 is said to
be a strict J-Potapov sequence if for each k ∈ N0 the sequence (Aj)kj=0 is a strict J-Potapov sequence.
Now let κ ∈ N0 ∪ {+∞}, andwe consider a strict J-Potapov sequence (Aj)κj=0. Observe that in this
case the matrices Pn,J and Qn,J given by (1.6) are nonsingular for each n ∈ N0,κ . Moreover, from [27,
Lemmata 3.3 and 3.7]we know that, for each n ∈ N0,κ , thematrices Ln+1,J and Rn+1,J given by (1.8) and
(1.9), respectively, are nonsingular as well. Obviously, for each n ∈ N1,κ , the sets Yn,J and Zn,J deﬁned
by (2.7) and (2.8), respectively, fulﬁll Yn,J = {Vn } and Zn,J = {Wn } where
Vn = Q−1n−1,J S∗n−1J[n−1]yn and Wn = znJ[n−1]S∗n−1P−1n−1,J .
In the sequel, whenever a strict J-Potapov sequence (Aj)
κ
j=0 is given, then let for every n ∈ N0,κ the
matrix polynomials πn,J , ρn,J , σn,J , and τn,J be deﬁned by
πn,J(w) :=
{
A0, if n = 0,
A0 + wen−1,m(w)J[n−1]P−1n−1,Jyn, if n ∈ N, (5.1)
ρn,J(w) :=
{
Im, if n = 0,
Im + wen−1,m(w)J[n−1]S∗n−1P−1n−1,Jyn, if n ∈ N, (5.2)
σn,J(w) :=
{
A0, if n = 0,
znQ
−1
n−1,J J[n−1]wεn−1,m(w) + A0, if n ∈ N, (5.3)
and
τn,J(w) :=
{
Im, if n = 0
znQ
−1
n−1,J S∗n−1J[n−1]wεn−1,m(w) + Im, if n ∈ N (5.4)
for each w ∈ C. In view of [28, Remark 5.2], for each n ∈ N1,κ , the matrix polynomials πn,J , ρn,J , σn,J ,
and τn,J satisfy
πn,J(w) = A0 + wen−1,m(w)(yn + Sn−1Vn ), (5.5)
ρn,J(w) = Im + wen−1,m(w)Vn , (5.6)
σn,J(w) = (Wn Sn−1 + zn)wεn−1,m(w) + A0, (5.7)
and
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τn,J(w) = Wn wεn−1,m(w) + Im (5.8)
for allw ∈ C. Furthermore, whenever a strict J-Potapov sequence (Aj)κj=0 is given, then let the matrix
polynomials Cn,J andDn,J for every n ∈ N0,κ be deﬁned by
Cn,J(w) :=
(
wJτ˜
[n]
n,J (w) πn,J(w)
wJσ˜
[n]
n,J (w) ρn,J(w)
)(√
Ln+1,J−1 0m×m
0m×m
√
Rn+1,J−1
)
(5.9)
and
Dn,J(w) :=
(√
Rn+1,J−1 0m×m
0m×m
√
Ln+1,J−1
)(
wρ˜
[n]
n,J (w)J wπ˜
[n]
n,J (w)J
σn,J(w) τn,J(w)
)
(5.10)
for eachw ∈ C. In the case κ  1 we observe that, for each n ∈ N1,κ , the matrix polynomialsCn,J and
Dn,J can be factorized via
Cn,J = C0,JG1,J · . . . · Gn,J and Dn,J = Hn,J · . . . · H1,JD0,J , (5.11)
where for each k ∈ N1,n, Gk,J : C → C2m×2m and Hk,J : C → C2m×2m are deﬁned by
Gk,J(w) :=
(
Im Kk,J
K∗k,J Im
)(
w
√
Lk,J
√
Lk+1,J−1 0m×m
0m×m
√
Rk,J
√
Rk+1,J−1
)
(5.12)
and
Hk,J(w) :=
(
w
√
Rk+1,J−1
√
Rk,J 0m×m
0m×m
√
Lk+1,J−1
√
Lk,J
)(
Im K
∗
k,J
Kk,J Im
)
(5.13)
with
Kk,J :=
√
Lk,J
−1
(Ak − Mk,J)
√
Rk,J
−1
(5.14)
(see [28, Proposition 5.6]). For a more detailed discussion of the matrix polynomials introduced in
(5.9)–(5.13) we refer the reader to [28, Section 5]. The special case J = Im was already treated in [22,
Section 3].
Let us now recall the notion of linear fractional transformations of matrices (see Potapov [34] or
[16, Section 1.6]). Let p, q ∈ N, and let A and B be complex (p + q) × (p + q)matrices and let
A =
(
a b
c d
)
and B =
(
α γ
β δ
)
be the block representations of A and B with p × p blocks a and δ and q × q blocks d and α. If the set
Q(p,q)A := {x ∈ Cp×q : det(cx + d) /= 0}
is nonempty, then let S(p,q)A : Q(p,q)A → Cp×q be deﬁned by
S(p,q)A (x) := (ax + b)(cx + d)−1.
If the set
R(q,p)B := {x ∈ Cp×q : det(xγ + δ) /= 0}
is nonempty, then let T (q,p)B : R(q,p)B → Cp×q be deﬁned by
T (q,p)B (x) := (xγ + δ)−1(xα + β).
Observe thatQ(p,q)A /= ∅ if and only if rank (c, d) = q. Moreover,R(q,p)B /= ∅ if and only if rank
(
γ
δ
)
= p.
We will now specify Theorem 1.1 in the nondegenerate case.
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Theorem 5.1. Let J beanm × msignaturematrix, letn ∈ N0, and let (Aj)nj=0 bea strict J-Potapov sequence.
For every S ∈ Sm×m(D) and each w ∈ D for which S(w) ∈ Q(m,m)Cn,J(w) is satisﬁed, let
fS(w) := S(m,m)Cn,J(w)(S(w)). (5.15)
Then, for each S ∈ Sm×m(D), by (5.15) a matrix-valued function fS meromorphic in D is given, and the
setHfS of all w ∈ D at which fS is holomorphic fulﬁlls
HfS = {w ∈ D : S(w) ∈ Q(m,m)Cn,J(w)} = {w ∈ D : S(w) ∈ R(m,m)Dn,J(w)}.
Further, for each S ∈ Sm×m(D) and each w ∈ HfS , fS admits the representation fS(w) = T (m,m)Dn,J(w)(S(w)).
Moreover,
PJ,0[D, (Aj)nj=0] = { fS : S ∈ Sm×m(D)}
holds true.
Proof. If n 1, then (5.5)–(5.8) hold true. Thus, due to det
√
Ln+1,J /= 0 and det√Rn+1,J /= 0, all the
assertions follow immediately from Theorem 1.1. 
In the special case J = Im, Theorem 5.1 goes back to Arov/Krein [2], who obtained this result as a
consequence of the Adamjan/Arov/Krein paper [1] on the matricial Nehari problem. For an alternate
approach to Theorem 5.1 in the case J = Im we refer to [16, Section 3.10] and [21].
Lemma 5.2. Let J be anm × msignaturematrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov sequence.
Then
detCn,J(w) = detDn,J(w) = w(n+1)m
holds for each w ∈ C.
Proof. From [27, Lemma 3.11] we know that
det Lk+1,J = det Rk+1,J (5.16)
for each k ∈ N0,n. In view of
C0,J(w) =
(
wJ A0
wJA∗0 I
)(√
L1,J
−1
0m×m
0m×m
√
R1,J
−1
)
,
an application of [16, Lemma 1.1.7] yields therefore for each w ∈ C
detC0,J(w) = wm det( J − A0JA∗0)
√
det L1,J
−1√
det R1,J
−1 = wm. (5.17)
Now suppose n 1. For each k ∈ N1,n, let Kk,J be deﬁned by (5.14), and let the matrix polynomial Gk,J
for each w ∈ C be given by (5.12). Then [27, Proposition 4.1] provides us
Lk+1,J =
√
Lk,J(I − Kk,JK∗k,J)
√
Lk,J (5.18)
for each k ∈ N1,n. Taking into account (5.12), [16, Lemma 1.1.7], (5.16), and (5.18), we obtain for each
k ∈ N1,n and each w ∈ C
det Gk,J(w) = wm det(I − Kk,JK∗k,J) det
(√
Lk,J
√
Lk+1,J
−1)
det
(√
Rk,J
√
Rk+1,J
−1)
= wm det(I − Kk,JK∗k,J) · det Lk,J · (det Lk+1,J)−1 = wm. (5.19)
Similarly, it can be checked that for each k ∈ N1,n and each w ∈ C the equations
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det Hk,J(w) = wm and detD0,J(w) = wm (5.20)
hold true where Hk,J : C → C2m×2m is deﬁned by (5.13). Hence the assertion follows from (5.17),
(5.19), (5.20), and (5.11). 
Wearenow interested in describing particular subsets ofPJ,0[D, (Aj)nj=0] for a given strict J-Potapov
sequence (Aj)
n
j=0. For this purpose, let us recall thenotionof pseudocontinuable functions. LetNM(D)
and NM(E) be the Nevanlinna classes of meromorphic functions introduced in Section 4. Then a
(scalar) meromorphic function f inD is said to be pseudocontinuable (into E) if it belongs to NM(D)
and if there is an f # ∈ NM(E) such that the radial boundary values f and f # of f and f #, respectively,
coincide λ-a.e. on T. This function f # is then called the pseudocontinuation of f (into E). Clearly, a
function f ∈ NM(D) admits at most one pseudocontinuation f #. A matrix-valued meromorphic
function f inD is said to be pseudocontinuable if each entry function of f is pseudocontinuable. It is easy
to see that every rationalmatrix-valued function inD and every J-inner function is pseudocontinuable.
Now we are going to describe the sets PpcJ,0[D, (Aj)nj=0],PrJ,0[D, (Aj)nj=0], and P J,0[D, (Aj)nj=0] of
all matrix-valued functions f ∈ PJ,0[D, (Aj)nj=0] which are pseudocontinuable, rational, and J-inner,
respectively. In the following, we denote by Spcm×m(D), Srm×m(D), and Sm×m(D) the set of allm × m
Schur functions inDwhich are pseudocontinuable, rational, and inner, respectively.
Proposition 5.3. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. For each S ∈ Sm×m(D), let the matrix-valued function fS be deﬁned as in Theorem 5.1. Then:
(a) PpcJ,0[D, (Aj)nj=0] = { fS : S ∈ Spcm×m(D)}.
(b) PrJ,0[D, (Aj)nj=0] = { fS : S ∈ Srm×m(D)}.
(c) P J,0[D, (Aj)nj=0] = { fS : S ∈ Sm×m(D)}.
Proof. In view of Theorem 5.1, Lemma 5.2, and [16, Proposition 1.6.2], it follows
fS(w) = S(m,m)Cn,J(w)(S(w)) and S(w) = S(m,m)C−1n,J (w)( fS(w)) (5.21)
for each S ∈ Sm×m(D) and each w ∈ HfS \ {0}. Since the matrix-valued functions Cn,J and C−1n,J are
both rational, (a) and (b) follow from (5.21), Theorem 5.1, and the arithmetic of pseudocontinuable
and of rationalmatrix-valued functions. Nowwewill prove part (c). LetCn,J =
(
C
[11]
n,J C
[12]
n,J
C
[21]
n,J C
[22]
n,J
)
be the
block partition ofCn,J intom × m blocks, and let S ∈ Sm×m(D). If S and fS stand for a radial boundary
function of S and fS , respectively, thenwe get S(z) ∈ Q(m,m)Cn,J(z) and fS(z) = S(m,m)Cn,J(z)(S(z)) for λ-a.e. z ∈ T.
Further, from [28, Proposition 5.7] we know that [Cn,J(z)]∗JCn,J(z) = diag(Im,−Im) holds for every
z ∈ T, where J := diag( J,−J). Hence a straightforward calculation yields
J − fS∗JfS
= (C[21]n,J S + C[22]n,J )−∗
·
[
(C
[21]
n,J S + C[22]n,J )∗J(C[21]n,J S + C[22]n,J ) − (C[11]n,J S + C[12]n,J )∗J(C[11]n,J S + C[12]n,J )
]
·(C[21]n,J S + C[22]n,J )−1
= (C[21]n,J S + C[22]n,J )−∗
[
−(S∗, I) · C∗n,J JCn,J · (S∗, I)∗
]
(C
[21]
n,J S + C[22]n,J )−1
= (C[21]n,J S + C[22]n,J )−∗
(
I − S∗S) (C[21]n,J S + C[22]n,J )−1
λ-a.e. onT. Thus, taking into account Theorem 5.1, we obtain (c). 
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6. Weyl matrix balls in the nondegenerate case
In this section we are going to compute the Weyl matrix balls corresponding to a given ﬁnite
strict J-Potapov sequence (Aj)
n
j=0, i.e., for a ﬁxed w ∈
⋂
f∈PJ,0[D,(Aj)nj=0] Hf we will describe the set{ f (w) : f ∈ PJ,0[D, (Aj)nj=0]}. For this purpose, we need some preparation. Let p, q ∈ N. Wewill work
with the special (p + q) × (p + q) signature matrix
jpq := diag(Ip,−Iq).
Further, letKp×q be the set of all contractivematrices fromCp×q. For eachM ∈ Cp×q, each L ∈ Cp×p,
and each R ∈ Cq×q, the set
K(M; L, R) := {M + LKR : K ∈ Kp×q}
is called thematrix ballwith center M, left semi-radius L, and right semi-radius R (see Šmuljan [38], see
also, e.g., [16, Section 1.5]).
A closer look at the proof of [16, Theorem 1.6.3] shows that the following result holds, which is
slightly more general than [16, Theorem 1.6.3].
Lemma 6.1. Let p, q ∈ N, let A be a nonsingular matrix fromC(p+q)×(p+q), and let
W := A−∗jpqA−1 and V := AjpqA∗. (6.1)
Let
A =
(
A11 A12
A21 A22
)
, W =
(
W11 W12
W21 W22
,
)
and V =
(
V11 V12
V21 V22
)
(6.2)
be the block partitions of A,W, and V, respectively, with p × p blocks A11, W11, and V11 and q × q blocks
A22, W22, and V22. Suppose that A22 is nonsingular and that the matrix A
−1
22 A21 is strictly contractive. Then
the matrices W11 and V22 are nonsingular, the inclusionKp×q ⊆ Q(p,q)A holds, and the identities
S(p,q)A (Kp×q) = {Y ∈ Cp×q : −(Y∗, I)W(Y∗, I)∗  0} = K(M;
√
L,
√
R)
are satisﬁed where
M := −W−111 W12 = V12V−122 ,
L := W−111 = V11 − V12V−122 V21 > 0, (6.3)
and
R := W21W−111 W12 − W22 = −V−122 > 0. (6.4)
Remark 6.2. Under the assumptions of Lemma 6.1, the identities
det L
det R
= (−1)
q
detW
= | det A|2
hold true, where L and R are given by (6.3) and (6.4). This can be easily seen from the well-known
Schur block decomposition of the matrixW (see, e.g., [16, Lemma 1.1.7]).
Lemma 6.3. Let J be anm × msignaturematrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov sequence.
Let E : C → C be deﬁned by w 
→ w. In view of det ρn,J(0) /= 0, let
χn,J := E
√
Rn+1,Jρ−1n,J Jσ˜
[n]
n,J
√
Ln+1,J
−1
. (6.5)
Then {w ∈ D : det ρn,J(w) /= 0} = {w ∈ D : det τn,J(w) /= 0} holds, and the identity
χn,J = E
√
Rn+1,J
−1
π˜
[n]
n,J Jτ
−1
n,J
√
Ln+1,J (6.6)
768 B. Fritzsche et al. / Linear Algebra and its Applications 434 (2011) 741–784
is satisﬁed.
Proof. First we note that, in the case n 1, equations (5.5)–(5.8) hold truewhere Vn andW

n are given
by (2.9). Thus, from [28, Propositions 2.19 and 2.20] we get {w ∈ D : det ρn,J(w) /= 0} = {w ∈ D :
det τn,J(w) /= 0}. Further, [28, Remark 2.5 and Theorems 2.7. and 2.8] imply the identities
τn,Jπn,J = σn,Jρn,J and π˜ [n]n,J τ˜ [n]n,J = ρ˜[n]n,J σ˜ [n]n,J . (6.7)
Moreover, [28, Proposition 2.11] yields
ρ˜
[n]
n,J (w)Jρn,J(w) − π˜ [n]n,J (w)Jπn,J(w) = wnRn+1,J (6.8)
and
τn,J(w)Jτ˜
[n]
n,J (w) − σn,J(w)Jσ˜ [n]n,J (w) = wnLn+1,J (6.9)
for each w ∈ C. Now let w ∈ D be such that det ρn,J(w) /= 0. Then using (6.7), (6.8), and (6.9) we
obtain
wnRn+1,J[ρn,J(w)]−1Jσ˜ [n]n,J (w)
=
(
ρ˜
[n]
n,J (w)Jρn,J(w) − π˜ [n]n,J (w)Jπn,J(w)
)
[ρn,J(w)]−1Jσ˜ [n]n,J (w)
= π˜ [n]n,J (w)J[τn,J(w)]−1
(
τn,J(w)Jτ˜
[n]
n,J (w) − σn,J(w)Jσ˜ [n]n,J (w)
)
= wnπ˜ [n]n,J (w)J[τn,J(w)]−1Ln+1,J
and therefore (6.6). 
Remark 6.4. Let p, q ∈ N, and let K ∈ Cp×q. Then, using [16, Remark 1.1.2, Lemma 1.1.13] and the
singular valuedecomposition ofK , it is readily checked that det(Ip + KX) /= 0holds for eachX ∈ Kq×p
if and only if K is strictly contractive.
Now we are going to determine the Weyl matrix balls associated with a ﬁnite strict J-Potapov
sequence.
Theorem 6.5. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Further, let χn,J be given by (6.5), and let w ∈ D. Then:
(a) The following statements are equivalent:
(i) Every f ∈ PJ,0[D, (Aj)nj=0] is holomorphic at w.
(ii) The condition det ρn,J(w) /= 0 holds, and the matrix χn,J(w) is strictly contractive.
Moreover, the set
H(n) := ⋂
f∈PJ,0[D,(Aj)nj=0]
Hf (6.10)
is open in D. In particular, there exists a positive real number r such that the inclusion {v ∈ D :
|v| < r} ⊆ H(n) holds.
(b) Suppose that (i) is fulﬁlled. Then the matrices
Φn,J(w) := [τn,J(w)]∗L−1n+1,Jτn,J(w) − |w|2J[π˜ [n]n,J (w)]∗R−1n+1,Jπ˜ [n]n,J (w)J (6.11)
and
Ψn,J(w) := ρn,J(w)R−1n+1,J[ρn,J(w)]∗ − |w|2Jσ˜ [n]n,J (w)L−1n+1,J[σ˜ [n]n,J (w)]∗J (6.12)
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are both positive Hermitian, and the identity
{ f (w) := f ∈ PJ,0[D, (Aj)nj=0]} = K
(
Mn,J(w); |w|n+1
√
Ln,J(w),
√
Rn,J(w)
)
(6.13)
holds true where
Mn,J(w) := [Φn,J(w)]−1
(
[τn,J(w)]∗L−1n+1,Jσn,J(w) − |w|2J[π˜ [n]n,J (w)]∗R−1n+1,J ρ˜[n]n,J (w)J
)
,
(6.14)
Ln,J(w) := [Φn,J(w)]−1, and Rn,J(w) := [Ψn,J(w)]−1. (6.15)
Moreover, the matrixMn,J(w) admits the representation
Mn,J(w) =
(
πn,J(w)R
−1
n+1,J[ρn,J(w)]∗ − |w|2Jτ˜ [n]n,J (w)L−1n+1,J[σ˜ [n]n,J (w)]∗J
)
[Ψn,J(w)]−1.
(6.16)
(c) Suppose that (i) is fulﬁlled. Then the identity det Ln,J(w) = detRn,J(w) holds true.
Proof. (a) First we note that in the case det ρn,J(w) /= 0 we have
det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
−1
S(w) + ρn,J(w)
√
Rn+1,J
−1)
= det ρn,J(w) · det
√
Rn+1,J
−1 · det[Im + χn,J(w)S(w)] (6.17)
for each S ∈ Sm×m(D). Now suppose that (i) is satisﬁed. Then Theorem 5.1 implies
det
(
wJσ˜
[n]
n,J (w)
√
Ln+1,J
−1
S(w) + ρn,J(w)
√
Rn+1,J
−1)
/= 0 (6.18)
for each S ∈ Sm×m(D). In particular, det ρn,J(w) /= 0 follows. Hence, (6.17) and (6.18) imply det[Im +
χn,J(w)S(w)] /= 0 for each S ∈ Sm×m(D). Thus, Remark 6.4 yields (ii). Conversely, now let (ii) be
satisﬁed. Then from Remark 6.4 we get det[Im + χn,J(w)S(w)] /= 0 for every S ∈ Sm×m(D). In view
of det ρn,J(w) /= 0 and (6.17) it follows therefore that (6.18) holds for each S ∈ Sm×m(D). Taking into
account Theorem5.1weobtain (i). Thus, (i) and (ii) are equivalent. Furthermore, sinceχn,J is continuous
in theopensubset {v ∈ D : det ρn,J(v) /= 0}ofD, theequivalenceof (i) and (ii) implies that thesetH(n)
is open inD. In particular, because of 0 ∈ H(n), there is an r > 0 such that {v ∈ D : |v| < r} ⊆ H(n)
holds.
(b) In view of { f (0) : f ∈ PJ,0[D, (Aj)nj=0]} = {A0}, the case w = 0 is trivial. Now let w /= 0. From
part (a) we know that (ii) is valid. Hence we have
Ψn,J(w) = ρn,J(w)
√
Rn+1,J
−1 (
I − χn,J(w)[χn,J(w)]∗) (ρn,J(w)√Rn+1,J−1)∗ > 0.
Similarly, using Lemma 6.3, we obtain Φn,J(w) > 0. Taking into account (i) and Theorem 5.1, we
get (6.18) for each S ∈ Sm×m(D) and, consequently,Km×m ⊆ Q(m,m)Cn,J(w). Further, Theorem 5.1 provides
us
{ f (w) : f ∈ PJ,0[D, (Aj)nj=0]} = S(m,m)Cn,J(w)(Km×m). (6.19)
According to [28, Lemma 5.4], the identityDn,J(w)UmmCn,J(w) = wn+1Umm holds where
Umm :=
(
0m×m Im−Im 0m×m
)
. (6.20)
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Because of w /= 0 this implies detCn,J(w) /= 0 and, in view of (5.10),
[Cn,J(w)]−1 = 1
wn+1
( √
Ln+1,J−1τn,J(w) −√Ln+1,J−1σn,J(w)
−w√Rn+1,J−1π˜ [n]n,J (w)J w√Rn+1,J−1ρ˜[n]n,J (w)J
)
. (6.21)
LetW := [Cn,J(w)]−∗jmm[Cn,J(w)]−1 and V := Cn,J(w)jmm[Cn,J(w)]∗. Let them × m block parti-
tions of W and V be given as in (6.2). Having in mind condition (ii) and Lemma 6.1 we see that the
matricesW11 and V22 are nonsingular. Moreover, using (6.21) and (5.9) it is readily checked that
Mn,J(w) = −W−111 W12, |w|2(n+1)Ln,J(w) = W−111 , and Rn,J(w) = −V−122 (6.22)
hold true. Thus, condition (ii) and Lemma 6.1 provide us
S(m,m)Cn,J(w)(Km×m) = K
(
Mn,J(w); |w|n+1
√
Ln,J(w),
√
Rn,J(w)
)
(6.23)
andMn,J(w) = V12V−122 . It is easy to see that the latter identity implies (6.16). Finally, (6.19) and (6.23)
yield (6.13).
(c) According to [27, Lemma3.11] the equationdet Ln+1,J = det Rn+1,J holds. Thus, in the casew = 0
the assertion of (c) is obvious. Now supposew /= 0. Then using detCn,J(w) /= 0, (ii), Lemma6.1, (6.22),
Remark 6.2, and Lemma 5.2 we obtain
det(|w|2(n+1)Ln,J(w))
detRn,J(w)
= | detCn,J(w)|2 = |w|2(n+1)m
and, consequently, (c). 
From now on, whenever some κ ∈ N0 ∪ {+∞} and a strict J-Potapov sequence (Aj)κj=0 are given,
then, for each n ∈ N0,κ , let the set H(n) and the matrix-valued functions Mn,J : H(n) → Cm×m,
Ln,J : H(n) → Cm×m, and Rn,J : H(n) → Cm×m be given by (6.10), (6.11), (6.12), (6.14), and (6.15),
respectively.
A closer lookat formula (6.13) shows that thereoccurs anappropriatenormalizationof the left semi-
radius of the matrix ball under consideration. This type of normalization originates in V.K. Dubovoj’s
paper [11].
Remark 6.6. Let J be an m × m signature matrix, and let A0 be a strictly J-contractive matrix. Then a
straightforward calculation yields
I −
(√
R1,J JA
∗
0
√
L1,J
−1)∗ (√
R1,J JA
∗
0
√
L1,J
−1) = √L1,J J√L1,J .
In thecase J /= Im this implies‖√R1,J JA∗0
√
L1,J
−1‖ > 1. Taking intoaccountTheorem6.5,wesee that
H(0) coincideswith the set of allw ∈ D for which thematrixw√R1,J JA∗0
√
L1,J
−1
is strictly contractive,
i.e.,H(0) = {w ∈ C : |w| < r0} where
r0 :=
{
1, if J = Im
‖√R1,J JA∗0
√
L1,J
−1‖−1, if J /= Im. (6.24)
In particular, if f is some matrix-valued function belonging to PJ,0(D) such that A0 := f (0) is strictly
J-contractive, then f is holomorphic in the open disk {w ∈ C : |w| < r0}. Further, it is readily checked
that in the case J /= Im the identity r0 = ‖√R1,J−1A∗0 J
√
L1,J‖−1 holds.
Remark 6.7. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Then Remark 6.6 provides us in particular {w ∈ C : |w| < r0} ⊆ H(n) where r0 is given by
(6.24).
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The following result was inspired by [24, Proposition 7.2]. However, the strategy of the follow-
ing proof of Proposition 6.8 is completely different from the proof of [24, Proposition 7.2], which is
essentially based on using Christoffel–Darboux formulas.
Proposition 6.8. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)n+1j=0 be a strict J-Potapov
sequence. Let w ∈ H(n). Then:
(a) Ln,J(w)Ln+1,J(w) andRn,J(w)Rn+1,J(w).
(b) Let Kn+1,J be given by (5.14), and let χn,J be deﬁned by (6.5). Then the following statements are
equivalent:
(i) Ln,J(w) = Ln+1,J(w).
(ii) Rn,J(w) = Rn+1,J(w).
(iii) χn,J(w) = −K∗n+1,J .
Moreover, if w /= 0, then (i) is equivalent to
(iv) Mn+1,J(w) = fc,n+1(w),
where fc,n+1 denotes the J-central J-Potapov function corresponding to (Aj)n+1j=0 .
Proof. First we note that, in view of H(n) ⊆ H(n+1) and part (a) of Theorem 6.5, the complex matri-
ces Ln+1,J(w),Rn+1,J(w),Mn+1,J(w), and χn,J(w) are well-deﬁned. Further, let Gn+1,J and Hn+1,J be
deﬁned via (5.12) and (5.13), respectively. From [27, Proposition 4.1]we know thatKn+1,J is strictly con-
tractive and that the identities Ln+2,J = √Ln+1,J(I − Kn+1,JK∗n+1,J)
√
Ln+1,J and Rn+2,J = √Rn+1,J(I −
K∗n+1,JKn+1,J)
√
Rn+1,J hold. Having this in mind, we obtain
[Hn+1,J(w)]∗jmmHn+1,J(w)
=
(
I K∗n+1,J
Kn+1,J I
)(|w|2(I − K∗n+1,JKn+1,J)−1 0
0 −(I − Kn+1,JK∗n+1,J)−1
)
·
(
I K∗n+1,J
Kn+1,J I
)
. (6.25)
Taking into account (6.25) and the identities Kn+1,J(I − K∗n+1,JKn+1,J)−1 = (I − Kn+1,JK∗n+1,J)−1
· Kn+1,J as well as K∗n+1,J(I − Kn+1,JK∗n+1,J)−1 = (I − K∗n+1,JKn+1,J)−1K∗n+1,J , a straightforward calcu-
lation yields
jmm − [Hn+1,J(w)]∗jmmHn+1,J(w)
= (1 − |w|2)
(
(I − K∗n+1,JKn+1,J)−1 (I − K∗n+1,JKn+1,J)−1K∗n+1,J
Kn+1,J(I − K∗n+1,JKn+1,J)−1 Kn+1,J(I − K∗n+1,JKn+1,J)−1K∗n+1,J
)
= (1 − |w|2)(I, K∗n+1,J)∗(I − K∗n+1,JKn+1,J)−1(I, K∗n+1,J). (6.26)
Analogously it can be checked that
jmm − Gn+1,J(w)jmm[Gn+1,J(w)]∗
= (1 − |w|2)(I, Kn+1,J)∗(I − Kn+1,JK∗n+1,J)−1(I, Kn+1,J) (6.27)
holds true. Further, because of (5.11) the equations
772 B. Fritzsche et al. / Linear Algebra and its Applications 434 (2011) 741–784
Cn,J(w)Gn+1,J(w) = Cn+1,J(w) and Hn+1,J(w)Dn,J(w) = Dn+1,J(w) (6.28)
are fulﬁlled. For k ∈ {n, n + 1} let Φk,J(w) and Ψk,J(w) be given by (6.11) and (6.12), respectively. It is
readily checked that
Φk,J(w) = −(0m×m, Im)[Dk,J(w)]∗jmmDk,J(w)(0m×m, Im)∗ (6.29)
and
Ψk,J(w) = −(0m×m, Im)Ck,J(w)jmm[Ck,J(w)]∗(0m×m, Im)∗ (6.30)
hold for each k ∈ {n, n + 1}. Using (6.29), (6.28), (6.26), and Lemma 6.3 we obtain
Φn+1,J(w) − Φn,J(w)
= (0m×m, Im)[Dn,J(w)]∗ (jmm − [Hn+1,J(w)]∗jmmHn+1,J(w))Dn,J(w)(0m×m, Im)∗
= (1 − |w|2)(0m×m, Im)[Dn,J(w)]∗(I, K∗n+1,J)∗(I − K∗n+1,JKn+1,J)−1
· (I, K∗n+1,J)Dn,J(w)(0m×m, Im)∗
= (1 − |w|2)
(
w
√
Rn+1,J
−1
π˜
[n]
n,J (w)J + K∗n+1,J
√
Ln+1,J
−1
τn,J(w)
)∗
·
(
I − K∗n+1,JKn+1,J
)−1 (
w
√
Rn+1,J
−1
π˜
[n]
n,J (w)J + K∗n+1,J
√
Ln+1,J
−1
τn,J(w)
)
= (1 − |w|2)[τn,J(w)]∗
√
Ln+1,J
−1 (
χn,J(w) + K∗n+1,J
)∗ (
I − K∗n+1,JKn+1,J
)−1
·
(
χn,J(w) + K∗n+1,J
)√
Ln+1,J
−1
τn,J(w) (6.31)
and, analogously,
Ψn+1,J(w) − Ψn,J(w)
= (1 − |w|2)ρn,J(w)
√
Rn+1,J
−1 (
χn,J(w) + K∗n+1,J
) (
I − Kn+1,JK∗n+1,J
)−1
·
(
χn,J(w) + K∗n+1,J
)∗ √
Rn+1,J
−1[ρn,J(w)]∗. (6.32)
In view of Theorem 6.5 we have 0 < Lk,J(w) = [Φk,J(w)]−1 and 0 < Rk,J(w) = [Ψk,J(w)]−1 for
k ∈ {n, n + 1}. Further, because of part (a) of Theorem 6.5 and Lemma 6.3, the matrices ρn,J(w) and
τn,J(w) are both nonsingular. Consequently, since (I − K∗n+1,JKn+1,J)−1 and (I − Kn+1,JK∗n+1,J)−1 are
both positive Hermitian, (6.31) and (6.32) imply (a) and the equivalence of (i), (ii), and (iii).
Now let w /= 0. Because of w ∈ H(n), Theorem 5.1 yieldsKm×m ⊆ Q(m,m)Cn,J(w). In particular, Kn+1,J ∈
Q(m,m)Cn,J(w). Hence, in view of (5.14), Corollary 2.5 (in combination with (5.5)–(5.8)) implies
fc,n+1(w) = S(m,m)Cn,J(w)(Kn+1,J). (6.33)
Furthermore, from the block representation of Cn+1,J(w)jmm[Cn+1,J(w)]∗ and Theorem 6.5 (see for-
mula (6.16)) we infer that 0m×m ∈ Q(m,m)Cn+1,J(w)jmm[Cn+1,J(w)]∗ and
Mn+1,J(w) = S(m,m)Cn+1,J(w)jmm[Cn+1,J(w)]∗(0m×m) (6.34)
are satisﬁed. Because of w ∈ H(n), part (a) of Theorem 6.5 provides us 0m×m ∈ Q(m,m)[Cn,J(w)]∗ . Thus,
S(m,m)[Cn,J(w)]∗(0m×m) = [χn,J(w)]∗. (6.35)
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Usingwell-knownproperties of linear fractional transformations ofmatrices (see, e.g., [16, Proposition
1.6.3], we conclude from (6.34), (6.28), and (6.35) that [χn,J(w)]∗ ∈ Q(m,m)Cn,J(w)Gn+1,J(w)jmm[Gn+1,J(w)]∗ and
Mn+1,J(w) = S(m,m)Cn,J(w)Gn+1,J(w)jmm[Gn+1,J(w)]∗[Cn,J(w)]∗(0m×m)
= S(m,m)Cn,J(w)Gn+1,J(w)jmm[Gn+1,J(w)]∗([χn,J(w)]∗). (6.36)
Applying again [16, Proposition 1.6.3], we see that all terms in the equations (6.37) below are well-
deﬁned and
S(m,m)Gn+1,J(w)jmm[Gn+1,J(w)]∗(−Kn+1,J)
= S(m,m)Gn+1,J(w)jmm
(
S(m,m)[Gn+1,J(w)]∗(−Kn+1,J)
)
= S(m,m)Gn+1,J(w)jmm(0m×m) = S(m,m)Gn+1,J(w)(0m×m) = Kn+1,J . (6.37)
In view of Lemma 5.2, thematrixCn,J(w) is nonsingular. Hence S(m,m)Cn,J(w) is injective and
(
S(m,m)Cn,J(w)
)−1 =
S(m,m)[Cn,J(w)]−1 (see, e.g., [16, Proposition 1.6.2]). Consequently, (6.33), (6.36) and [16, Proposition 1.6.3]
imply that (iv) holds if and only if [χn,J(w)]∗ ∈ Q(m,m)Gn+1,J(w)jmm[Gn+1,J(w)]∗ and
S(m,m)Gn+1,J(w)jmm[Gn+1,J(w)]∗([χn,J(w)]∗) = Kn+1,J .
Due to (6.28) and Lemma 5.2, the matrix Gn+1,J(w)jmm[Gn+1,J(w)]∗ is nonsingular. Consequently, the
map S(m,m)Gn+1,J(w)jmm[Gn+1,J(w)]∗ is injective. Thus, taking into account additionally (6.37) we infer that (iv)
holds if and only if (iii) is satisﬁed. This completes the proof. 
7. Interrelations between the Weyl matrix balls connected with strict J-Potapov sequences and
their Potapov–Ginzburg-associated Schur sequences
In [26, Section 5] and [27, Section 6] we have shown that via the concept of the J-Potapov–Ginzburg
transform there is an intimate connection between J-Potapov sequences andm × m Schur sequences.
In the following, wewill continue these studies by focussing on interrelations between the parameters
of the Weyl matrix balls associated with a strict J-Potapov sequence and the corresponding Schur
sequence.
For the convenience of the reader, we will now recall the notion of the J-Potapov–Ginzburg trans-
form of a sequence of matrices, whichwas introduced in [26, Section 5]. In the sequel, whenever some
m × m signature matrix J is given, then let the orthoprojection matrices PJ and Q J be deﬁned by (4.3).
Now let J be an m × m signature matrix, and for each n ∈ N0, let the (n + 1)m × (n + 1)m sig-
nature matrix J[n] be given by (1.1). Let κ ∈ N0 ∪ {+∞}. Furthermore, let (Aj)κj=0 be a sequence of
complex m × m matrices with det(Q JA0 + PJ) /= 0. Then det(QJ[n]S(A)n + PJ[n]) /= 0 holds for each
n ∈ N0,κ (where S(A)n is given by the right-hand side of (1.2)), and there is a unique sequence (Bj)κj=0
of complexm × mmatrices such that (PJ[n]S(A)n + QJ[n])(QJ[n]S(A)n + PJ[n])−1 = S(B)n for each n ∈ N0,κ ,
where S
(B)
n is deﬁned as in (1.2) with the sequence (Bj)
n
j=0 instead of (Aj)nj=0 (see [26, Deﬁnition 5.9
and Proposition 5.11]). This sequence (Bj)
κ
j=0 is said to be the J-Potapov–Ginzburg transform (short:J-PG
transform) of (Aj)
κ
j=0.
In the following, note that a strict Im-Potapov sequence is also called a strict m × m Schur sequence.
According to [26, Propositions 5.16 and 5.17], the J-Potapov–Ginzburg transformation establishes
a bijective correspondence between the set of all J-Potapov sequences (strict J-Potapov sequences)
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(Aj)
κ
j=0 and the set of all m × m Schur sequences (strict m × m Schur sequences) (Bj)κj=0 satisfying
det(Q JB0 + PJ) /= 0.
Now let an arbitrary strict J-Potapov sequence (Aj)
κ
j=0 be given, and let n ∈ N0,κ . Then we will
continue to use the matrices Ln+1,J and Rn+1,J given by (1.8) and (1.9), the matrix polynomials
πn,J , ρn,J , σn,J , τn,J ,Cn,J , andDn,J given by (5.1)–(5.4), (5.9), and (5.10), and the matrix-valued functions
Ln,J : H(n) → Cm×m andRn,J : H(n) → Cm×m,whicharedeﬁnedvia (6.15). If necessary,wewillwrite
L
(A)
n+1,J , R
(A)
n+1,J , π
(A)
n,J , ρ
(A)
n,J , σ
(A)
n,J , τ
(A)
n,J ,C
(A)
n,J ,D
(A)
n,J , L
(A)
n,J , andR
(A)
n,J instead of Ln+1,J , Rn+1,J , πn,J , ρn,J , σn,J , τn,J ,
Cn,J ,Dn,J , Ln,J , andRn,J , respectively, to indicate the particular strict J-Potapov sequence (Aj)κj=0 from
which the respective term is constructed. In particular, for a given strictm × m Schur sequence (Bj)κj=0,
the matrices L
(B)
n+1,I and R
(B)
n+1,I , the matrix polynomials π
(B)
n,I , ρ
(B)
n,I , σ
(B)
n,I , τ
(B)
n,I ,C
(B)
n,I , and D
(B)
n,I , and the
matrix-valued functions L(B)n,I : D → Cm×m andR(B)n,I : D → Cm×m are deﬁned via (1.8), (1.9), (5.1)–
(5.4), (5.9), (5.10), and (6.15), respectively, with J = Im and using the sequence (Bj)κj=0 instead of
(Aj)
κ
j=0.
Observe that Theorem 6.5 includes in particular the (well-known) case of strict m × m Schur se-
quences.More precisely, if Sm×m[D, (Bj)nj=0] denotes the set of all f ∈ Sm×m(D) satisfying f
(j)(0)
j! = Bj
for each j ∈ N0,n, then Theorem 6.5 yields in particular
{ f (w) : f ∈ Sm×m[D, (Bj)nj=0]} = K
(
M(B)n,I (w); |w|n+1
√
L(B)n,I (w),
√
R(B)n,I (w)
)
for each w ∈ D (see also, e.g., [16, Theorem 3.9.2]).
The main goal of this section is to derive some interrelations between the parameters of the
Weyl matrix balls corresponding to a given ﬁnite strict J-Potapov sequence (Aj)
n
j=0 and its J-Potapov–
Ginzburg-associated strict Schur sequence (Bj)
n
j=0. This will be done in Proposition 7.5.
Our proof of Proposition 7.5 uses interrelations between the matrix polynomials C
(A)
n,J andD
(A)
n,J on
the one hand and thematrix polynomialsC
(B)
n,I andD
(B)
n,I on the other hand. These interrelations, which
will be given in Proposition 7.4, follow essentially by comparing the parametrization of the solution
set PJ,0[D, (Aj)nj=0] of Problem (P) obtained in Theorem 5.1 with the one given in [26, Theorem 7.4].
The following three lemmata pave the way to Proposition 7.4.
Lemma 7.1. Let p, q ∈ N, and let A be a nonsingular matrix from C(p+q)×(p+q). Suppose that Kp×q ⊆
Q(p,q)A and S
(p,q)
A (Kp×q) = Kp×q are fulﬁlled. Then there exist a positive real number λ and a jpq-unitary
matrix U such that A = λU is satisﬁed. If, additionally, S(p,q)A (0p×q) = 0p×q holds, then there are unitary
matrices U1 ∈ Cp×p and U2 ∈ Cq×q such that A = λ diag(U1, U2) is fulﬁlled.
Proof. Let the block partition of A be given as in (6.2) with p × p block A11 and q × q block A22.
In view of 0p×q ∈ Kp×q ⊆ Q(p,q)A we have det A22 /= 0. Hence det(Iq + A−122 A21X) /= 0 holds for each
X ∈ Kp×q. Thus, Remark 6.4 yields thatA−122 A21 is strictly contractive. LetV := AjpqA∗, and let the block
partition of V be given as in (6.2), where V11 is a p × p block. Then Lemma 6.1 provides us det V22 /=
0 andKp×q = S(p,q)A (Kp×q) = K(M;
√
L,
√
R), where M := V12V−122 , L := V11 − V12V−122 V21 > 0p×p,
and R := −V−122 > 0q×q. Thus, taking into account Kp×q = K(0p×q; Ip, Iq) and using well-known
properties of matrix balls [38, Theorems 1.1 and 1.3], see also [16, Corollary 1.5.1 and Theorem 1.5.2],
we obtainM = 0p×q, L = ρIp, and R = 1ρ Iq with some positive real number ρ . This implies V = ρjpq.
Settingλ := √ρ andU := 1
λ
A, we get thereforeUjpqU
∗ = jpq. Consequently,U is jpq-unitary. Thus, the
ﬁrst part of the assertion is veriﬁed. Now suppose S(p,q)A (0p×q) = 0p×q. Then it follows immediately
that A12 = 0p×q holds. In view of A∗jpqA = λ2jpq it is then readily checked that the second part of the
assertion is true. 
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Lemma 7.2. Let p, q ∈ N, and let A, B ∈ C(p+q)×(p+q) be such that | det A| = | det B| /= 0. Suppose that
Kp×q ⊆ Q(p,q)A ∩ Q(p,q)B and S(p,q)A (Kp×q) = S(p,q)B (Kp×q) are fulﬁlled. Then the matrix B−1A is jpq-
unitary. If, additionally, S(p,q)A (0p×q) = S(p,q)B (0p×q) holds, then there are unitary matrices U1 ∈ Cp×p
and U2 ∈ Cq×q such that B−1A = diag(U1, U2) is fulﬁlled.
Proof. Using well-known properties of linear fractional transformations of matrices (see, e.g., [16,
Propositions 1.6.2 and 1.6.3]), it follows Kp×q ⊆ Q(p,q)B−1A and S(p,q)B−1A(Kp×q) = S(p,q)B−1 (S(p,q)A (Kp×q)) =
Kp×q. Thus, from Lemma 7.1 we infer that there are a positive real number λ and a jpq-unitary matrix
U such that B−1A = λU is fulﬁlled. In view of | det U| = 1, this implies λp+q = | det A|| det B|·| det U| = 1, i.e.,
B−1A is jpq-unitary. Now suppose S(p,q)A (0p×q) = S(p,q)B (0p×q). Then S(p,q)B−1A(0p×q) = 0p×q follows, and
Lemma 7.1 yields the remaining assertion. 
Lemma 7.3. Let J be anm × msignaturematrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov sequence.
Let C : D → C2m×2m be a holomorphic matrix-valued function, and let C =
(
C11 C12
C21 C22
)
be the block
decomposition of C into m × m blocks. Suppose that the following three conditions are satisﬁed:
(i) There is some w0 ∈ H(n) satisfyingKm×m ⊆ Q(m,m)C(w0).
(ii) PJ,0[D, (Aj)nj=0] =
{
(C11S + C12)(C21S + C22)−1 : S ∈ Sm×m(D)
}
.
(iii) | det C(w)| = | detCn,J(w)| holds for each w ∈ D.
Then there exists a jmm-unitary matrix U such that
C = Cn,J,DU (7.1)
is satisﬁed (where Cn,J,D denotes the restriction of Cn,J onto D). If, additionally, C12C
−1
22 coincides with
the J-central J-Potapov function corresponding to (Aj)
n
j=0, then U = diag(U1, U2) holds with some unitary
m × mmatrices U1 and U2.
Proof. Because of Km×m ⊆ Q(m,m)C(w0), we have det C22(w0) /= 0 and det
(
I + C−122 (w0)C21(w0)K
)
/= 0
for each K ∈ Km×m. SinceH(n) is open inD (see Theorem 6.5), Remark 6.4 and a continuity argument
yield the existence of a positive real number r such that K(w0, r) := {w ∈ C : |w − w0| < r} ⊆ H(n)
and Km×m ⊆ Q(m,m)C(w) for each w ∈ K(w0, r). In view of Theorem 5.1 and (ii), this implies Km×m ⊆
Q(m,m)Cn,J(w) ∩ Q(m,m)C(w) and
S(m,m)Cn,J(w)(Km×m) = { f (w) : f ∈ PJ,0[D, (Aj)nj=0]} = S(m,m)C(w) (Km×m)
for eachw ∈ K(w0, r). Furthermore, from Lemma 5.2 we get | det C(w)| = | detCn,J(w)| /= 0 for each
w ∈ K(w0, r) \ {0}. Let h := C−1n,J,DC. An application of Lemma 7.2 provides us then that h(w) is a jmm-
unitary matrix for each w ∈ K(w0, r) \ {0}. Thus, using well-known properties of Potapov functions
(see, e.g., [16, Corollary 2.4.1]) we can conclude that h is a constant matrix-valued function inDwith
jmm-unitary value, i.e., there is a jmm-unitary matrix U such that (7.1) is satisﬁed. Now assume that
C12C
−1
22 coincides with the J-central J-Potapov function corresponding to (Aj)
n
j=0. Then [28, Theorem
2.7] (in combination with (5.5)–(5.8)) implies S(m,m)C(w) (0m×m) = C12(w)C−122 (w) = S(m,m)Cn,J(w)(0m×m) for
each w ∈ K(w0, r). Because of (7.1), Lemma 7.2 yields ﬁnally the existence of unitarym × mmatrices
U1 and U2 such that U = diag(U1, U2) is satisﬁed. 
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Now we will obtain the announced interrelations between the matrix polynomials C
(A)
n,J andD
(A)
n,J
(corresponding to a given strict J-Potapov sequence (Aj)
n
j=0) and thematrix polynomialsC
(B)
n,I andD
(B)
n,I
(corresponding to the J-PG transform (Bj)
n
j=0 of (Aj)nj=0). This result is actually of own interest.
Herewewill use thewell-knownnotion of centralm × mSchur functions. Observe that, if an n ∈ N0
and an m × m Schur sequence (Bj)nj=0 are given, then the central m × m Schur function correspond-
ing to (Bj)
n
j=0 is just the Im-central Im-Potapov function corresponding to (the Im-Potapov sequence)
(Bj)
n
j=0.
In the sequel, if somem × m signature matrix J is given, then let
AJ :=
(
PJ Q J
Q J PJ
)
and BJ :=
(−PJ Q J
Q J PJ
)
.
Proposition 7.4. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Let (Bj)
n
j=0 be the J-PG transform of (Aj)nj=0. Then (Bj)nj=0 is a strict m × m Schur sequence
and the matrices U1 :=
√
L
(A)
n+1,J(B0Q J − PJ)∗
√
L
(B)
n+1,I
−1
and U2 :=
√
R
(A)
n+1,J(Q JB0 + PJ)
√
R
(B)
n+1,I
−1
are
unitary.Moreover,
AJC(B)n,I = C(A)n,J U and D(B)n,I BJ = V∗D(A)n,J (7.2)
holds, where U := diag(−U1, U2) and V := diag(−U2, U1).
Proof. First we notice that [26, Proposition 5.16] yields det(Q JA0 + PJ) /= 0, i.e., the J-PG transform
(Bj)
n
j=0 of (Aj)nj=0 iswell-deﬁned.Moreover, [26, Proposition 5.16] implies that (Bj)nj=0 is a strictm × m
Schur sequence. Let C := AJC(B)n,I,D (where C(B)n,I,D denotes the restriction of C(B)n,I onto D). Let C =(
C11 C12
C21 C22
)
be them × mblock partition ofC. Due to [26, Theorem7.4],wehaveKm×m ⊆ Q(m,m)C(0) and
PJ,0[D, (Aj)nj=0] =
{
(C11S + C12)(C21S + C22)−1 : S ∈ Sm×m(D)
}
.
An application of Lemma 5.2 yields det(C
(B)
n,I (w)) = w(n+1)m = det(C(A)n,J (w)) for each w ∈ C.
Because of A2J = I we get | detAJ | = 1 and therefore | det C(w)| = | det(C(A)n,J (w))| for each w ∈ D.
Furthermore, let fc,n be the J-central J-Potapov function corresponding to (Aj)
n
j=0, and let gc,n be the
centralm × m Schur function corresponding to (Bj)nj=0. Then a combination of [27, Proposition 6.9, Re-
mark 6.7] and [22, Theorem1.2] provides us fc,n(w) ∈ Q(m,m)AJ , 0m×m ∈ Q(m,m)C(B)n,I (w), andS
(m,m)
AJ ( fc,n(w)) =
gc,n(w) = S(m,m)
C
(B)
n,I (w)
(0m×m) for each w ∈ Hfc,n . Thus, using [16, Propositions 1.6.2 and 1.6.3] we obtain
0m×m ∈ Q(m,m)AJC(B)n,I (w) and fc,n(w) = S
(m,m)
AJC(B)n,I (w)
(0m×m) for eachw ∈ Hfc,n , i.e., fc,n = C12C−122 holds.Hence
an application of Lemma7.3 provides us the existence of someunitarym × mmatricesU1 andU2 such
that
AJC(B)n,I = C(A)n,J diag(U1 , U2 ). (7.3)
Comparing the right lowerm × m blocks and the left upperm × m blocks in (7.3) we get(
Q Jπ
(B)
n,I + PJρ(B)n,I
)√
R
(B)
n+1,I
−1
= ρ(A)n,J
√
R
(A)
n+1,J
−1
U2 . (7.4)
and
(
PJ
(
τ˜
(B)
n,I
)[n]
+ Q J
(
σ˜
(B)
n,I
)[n])√
L
(B)
n+1,I
−1 = J
(
τ˜
(A)
n,J
)[n] √
L
(A)
n+1,J
−1
U1 . The latter equation implies
√
L
(B)
n+1,I
−1 (
τ
(B)
n,I PJ − σ (B)n,I Q J
)
= (U1 )∗
√
L
(A)
n+1,J
−1
τ
(A)
n,J . (7.5)
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Becauseofτ
(A)
n,J (0) = ρ(A)n,J (0) = τ (B)n,I (0) = ρ(B)n,I (0) = I andσ (B)n,I (0) = π(B)n,I (0) = B0,weobtain there-
fore from (7.5) and (7.4) that the identities U1 = −U1 and U2 = U2 hold. Consequently, U1 and U2
are unitary, and (7.3) implies the ﬁrst equation stated in (7.2).
Further, taking into account [28, Lemma 5.4], we get
D
(A)
n,J (w)UmmC
(A)
n,J (w) = wn+1Umm and D(B)n,I (w)UmmC(B)n,I (w) = wn+1Umm (7.6)
for each w ∈ C, where Umm is given by (6.20). Obviously V∗ = UmmU−1Umm holds. Further, a short
calculation yields BJUmmAJ = −Umm and U2mm = −I. Having this in mind, it can be easily checked
that (7.6) and the ﬁrst equation in (7.2) imply the second equation stated in (7.2). We omit the details.
Thus, the proof is complete. 
Now we are able to derive the desired interrelations between the parameters of the Weyl matrix
balls associated with a strict J-Potapov sequence (Aj)
n
j=0 and its J-PG transform.
Proposition 7.5. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Furthermore, let (Bj)
n
j=0 be the J-PG transform of (Aj)nj=0. Then (Bj)nj=0 is a strict m × m Schur
sequence and, for each w ∈ H(n), the identities
L(A)n,J (w) =
(
(M(B)n,I (w)Q J − PJ)∗[L(B)n,I (w)]−1(M(B)n,I (w)Q J − PJ)
−|w|2(n+1)Q JR(B)n,I (w)Q J
)−1
, (7.7)
R(A)n,J (w) =
(
(Q JM(B)n,I (w) + PJ)[R(B)n,I (w)]−1(Q JM(B)n,I (w) + PJ)∗
−|w|2(n+1)Q JL(B)n,I (w)Q J
)−1
, (7.8)
M(A)n,J (w) =
(
(PJM(B)n,I (w) + Q J)[R(B)n,I (w)]−1(Q JM(B)n,I (w) + PJ)∗
−|w|2(n+1)PJL(B)n,I (w)Q J
)
R(A)n,J (w), (7.9)
and
M(A)n,J (w) = L(A)n,J (w)
(
(M(B)n,I (w)Q J − PJ)∗[L(B)n,I (w)]−1(Q J − M(B)n,I (w)PJ)
+|w|2(n+1)Q JR(B)n,I (w)PJ
)
(7.10)
hold true.
Proof. In view of [26, Proposition 5.16], (Bj)
n
j=0 is well-deﬁned, and (Bj)nj=0 is a strict m × m Schur
sequence. In the casew = 0 formulas (7.8) and (7.9) are an immediate consequence of [27, Proposition
6.4], whereas (7.9) and (7.10) follow from (7.8), (7.9), and [26, formula (2.6) and Remark 2.1]. Now
suppose w ∈ H(n) \ {0}. Because of Lemma 5.2 we have detC(A)n,J (w) /= 0. Let
W := [C(A)n,J (w)]−∗jmm[C(A)n,J (w)]−1 and V := C(A)n,J (w)jmm[C(A)n,J (w)]∗,
and let them × m block partitions ofW and V be given as in (6.2). In the same way as in the proof
of Theorem 6.5 we see then thatW11 and V22 are nonsingular and that (6.22) is fulﬁlled. Furthermore,
from part (a) of Theorem 6.5 and Lemma 6.1 (see formula (6.4)) we get V
−1
22 = W22 − W21W−111 W12.
Hence, using (6.22) and [16, Lemma 1.1.7], we obtain
[C(A)n,J (w)]−∗jmm[C(A)n,J (w)]−1
778 B. Fritzsche et al. / Linear Algebra and its Applications 434 (2011) 741–784
=
(
I −M(A)n,J (w)
0 I
)∗ ⎛⎝|w|−2(n+1)[L(A)n,J (w)]−1 0
0 −R(A)n,J (w)
⎞⎠( I −M(A)n,J (w)
0 I
)
. (7.11)
Since (Bj)
n
j=0 is a strict Im-Potapov sequence, (7.11) implies in particular
[C(B)n,I (w)]−∗jmm[C(B)n,I (w)]−1
=
(
I −M(B)n,I (w)
0 I
)∗ (|w|−2(n+1)[L(B)n,I (w)]−1 0
0 −R(B)n,I (w)
)(
I −M(B)n,I (w)
0 I
)
. (7.12)
Furthermore, fromProposition7.4 it follows that there is a jmm-unitarymatrixU such thatAJC(B)n,I (w)
= C(A)n,J (w)U is satisﬁed. In particular, U is invertible and U−1 is jmm-unitary as well. Consequently,
because of A2J = I,
[C(A)n,J (w)]−∗jmm[C(A)n,J (w)]−1 = [C(A)n,J (w)]−∗U−∗jmmU−1[C(A)n,J (w)]−1
= AJ[C(B)n,I (w)]−∗jmm[C(B)n,I (w)]−1AJ (7.13)
holds true. Combining (7.11), (7.12), and (7.13), we get(
I 0
−(M(A)n,J (w))∗ I
)⎛⎝[L(A)n,J (w)]−1 0
0 −|w|2(n+1)R(A)n,J (w)
⎞⎠( I −M(A)n,J (w)
0 I
)
=
(
(PJ − M(B)n,I (w)Q J)∗ Q J
(Q J − M(B)n,I (w)PJ)∗ PJ
)([L(B)n,I (w)]−1 0
0 −|w|2(n+1)R(B)n,I (w)
)
·
(
PJ − M(B)n,I (w)Q J Q J − M(B)n,I (w)PJ
Q J PJ
)
. (7.14)
Comparing the left upperm × m blocks and the right upperm × m blocks in (7.14), we obtain (7.8)
and (7.10). Equations (7.9) and (7.9) can be proven similarly. 
Note that Proposition 6.8 includes in particular the case of strictm × m Schur sequences. This fact
suggests the following observation.
Remark 7.6. Let J be anm × m signature matrix, let n ∈ N, let (Aj)nj=0 be a strict J-Potapov sequence,
and let w ∈ H(n−1). Furthermore, let (Bj)nj=0 be the J-PG transform of (Aj)nj=0. Denote by fc,n the J-
central J-Potapov function corresponding to (Aj)
n
j=0, and let gc,n be the central m × m Schur function
corresponding to the strictm × m Schur sequence (Bj)nj=0. From [27, Proposition 6.9] and [26, Proposi-
tion 3.4] we know that det(Q Jgc,n(w) + PJ) /= 0 and fc,n(w) = (PJgc,n(w) + Q J)(Q Jgc,n(w) + PJ)−1
hold. Hence, if L(A)n−1,J(w) = L(A)n,J (w) and L(B)n−1,I(w) = L(B)n,I (w) are satisﬁed, then Proposition 6.8 and
the (trivial) identitiesM(A)n,J (0) = fc,n(0) andM(B)n,I (0) = gc,n(0) imply
M(A)n,J (w) = (PJM(B)n,I (w) + Q J)(Q JM(B)n,I (w) + PJ)−1.
8. Limit behaviour of the Weyl matrix balls associated with a nondegenerate J-Potapov function
In this section we are going to study the limit behaviour of the parameters of theWeyl matrix balls
considered in the previous sections.
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In the following, if f is some m × m matrix-valued function which is holomorphic at 0, then the
sequence (Aj)
∞
j=0 in the Taylor series representation (1.3) of f around the origin will be shortly called
the Taylor coefﬁcient sequence of f .
Let J be an m × m signature matrix. A J-Potapov function f in D will be called nondegenerate if it
belongs toPJ,0(D)and if theTaylor coefﬁcient sequenceof f is a strict J-Potapov sequence. In the sequel,
we will write PJ,0,∞(D) for the class of all nondegenerate J-Potapov functions in D. Furthermore,
whenever some f ∈ PJ,0,∞(D) is given, we will use the following notations. For every n ∈ N0, let
H
(n)
f :=
⋂
ϕ∈PJ,0[D,(Aj)nj=0]
Hϕ , (8.1)
where (Aj)
∞
j=0 is the Taylor coefﬁcient sequence of f , and let the matrix-valued functions M
[f ]
n,J :
H
(n)
f → Cm×m, L[f ]n,J : H(n)f → Cm×m, andR[f ]n,J : H(n)f → Cm×m be given by
M[f ]n,J := M(A)n,J , L[f ]n,J := L(A)n,J , and R[f ]n,J := R(A)n,J .
Lemma 8.1. Let J be an m × m signature matrix, and let f ∈ PJ,0,∞(D). Then, for each n ∈ N0, the set
H
(n)
f is open inD with 0 ∈ H(n)f andH(n)f ⊆ H(n+1)f . Furthermore,Hf =
∞⋃
n=0
H
(n)
f holds true.
Proof. Taking into account (8.1) and part (a) of Theorem 6.5 we see that, for each n ∈ N0, the setH(n)f
is an open subset of D with 0 ∈ H(n)f and that H(n)f ⊆ H(n+1)f holds for every n ∈ N0. Obviously,∞⋃
n=0
H
(n)
f ⊆ Hf is valid. Now let w ∈ Hf , and assume that w /∈
∞⋃
n=0
H
(n)
f . Let (Aj)
∞
j=0 be the Taylor
coefﬁcient sequence of f . Then, for each n ∈ N0, there is a ϕn ∈ PJ,0[D, (Aj)nj=0] such that w /∈ Hϕn ,
which contradicts Proposition 2.2. Thus, the assertion follows. 
Proposition 8.2. Let J be anm × m signaturematrix, and let f ∈ PJ,0,∞(D). Further, let w ∈ Hf . In view
of Lemma 8.1, let n0 ∈ N0 be such that w ∈ H(n)f for each n ∈ Nn0 ,∞. Then:
(a) The sequences
(
L[f ]n,J (w)
)∞
n=n0 and
(
R[f ]n,J (w)
)∞
n=n0 are both monotonously nonincreasing. In
particular, the limits
L[f ]J (w) := limn→∞L
[f ]
n,J (w) and R
[f ]
J (w) := limn→∞R
[f ]
n,J (w) (8.2)
exist and are both nonnegative Hermitian. Furthermore, the equation det L[f ]J (w) = detR[f ]J (w) is
satisﬁed.
(b) The sequence
(
M[f ]n,J (w)
)∞
n=n0 converges and limn→∞ M
[f ]
n,J (w) = f (w) holds.
Proof. (a) The assertion of (a) is an immediate consequence of Theorem 6.5 and Proposition 6.8.
(b) Part (a) implies in particular
lim
n→∞ |w|n+1
√
L[f ]n,J (w) = 0m×m. (8.3)
For each n ∈ Nn0 ,∞, letKn(w) := K
(
M[f ]n,J (w); |w|n+1
√
L[f ]n,J (w),
√
R[f ]n,J (w)
)
. Then Theorem 6.5 pro-
vides us Kn+1(w) ⊆ Kn(w) for each n ∈ Nn0 ,∞. Hence, using a well-known result from the theory
of matrix balls ([38], see also, e.g., [16, Theorem 1.5.3]), we obtain that the sequence
(
M[f ]n,J (w)
)∞
n=n0
converges to some complexm × mmatrixM[f ]J (w) and, in view of (a) and (8.3), that⋂∞n=n0 Kn(w) =
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K
(
M[f ]J (w); 0m×m,
√
R[f ]J (w)
)
=
{
M[f ]J (w)
}
. Finally, sinceTheorem6.5 implies f (w)∈⋂∞n=n0 Kn(w),
we get f (w) = M[f ]J (w). 
In the sequel, we continue to use the notations given in (8.2), i.e., if an f ∈ PJ,0,∞(D) is given, then
let the matrix-valued functions L[f ]J : Hf → Cm×m and R[f ]J : Hf → Cm×m be deﬁned by (8.2) for
each w ∈ Hf .
Denote by Sm×m,∞(D) the class of all nondegenerate m × m Schur functions in D, i.e., the class
of all g ∈ Sm×m(D) whose Taylor coefﬁcient sequence is a strict m × m Schur sequence. Obviously,
Sm×m,∞(D) = PIm,0,∞(D) holds true.
Choosing J = Im, we reobtain from the above proposition the correspondingwell-known statement
form × m Schur functions inD (see [16, Theorems 3.11.2 and 5.6.1]), i.e., if g ∈ Sm×m,∞(D), then the
sequences (M[g]n,I (w))∞n=0, (L
[g]
n,I (w))
∞
n=0, and (R
[g]
n,I (w))
∞
n=0 converge for each w ∈ D. Moreover, for
each w ∈ D
lim
n→∞M
[g]
n,I (w) = g(w) (8.4)
holds and the limits
L[g]I (w) = limn→∞L
[g]
n,I (w) and R
[g]
I (w) = limn→∞R
[g]
n,I (w) (8.5)
are nonnegative Hermitian.
Let us now consider some m × m signature matrix J and a function f ∈ PJ,0,∞(D). According to
[26, Proposition 6.3], the function
g := (PJ f + Q J)(Q J f + PJ)−1 (8.6)
is well-deﬁned and belongs to Sm×m,∞(D). Wewill now describe the interrelations between the limit
semi-radius functions L[f ]J andR
[f ]
J on the one hand and the limit semi-radius functions L
[g]
I andR
[g]
I
on the other hand.
Proposition 8.3. Let J be an m × m signature matrix, let f ∈ PJ,0,∞(D), and let g be deﬁned by (8.6).
Then, for each w ∈ Hf , the matrices g(w)Q J − PJ and Q Jg(w) + PJ are nonsingular, and
L[f ]J (w) =
(
g(w)Q J − PJ)−1 L[g]I (w) (g(w)Q J − PJ)−∗ (8.7)
and
R[f ]J (w) =
(
Q Jg(w) + PJ)−∗ R[g]I (w) (Q Jg(w) + PJ)−1 (8.8)
hold true.
Proof. Letw ∈ Hf . From [26, Proposition 3.4 and Remark 2.1] it follows that thematrices g(w)Q J − PJ
and Q Jg(w) + PJ are nonsingular. Let (Aj)∞j=0 and (Bj)∞j=0 be the Taylor coefﬁcient sequences of f
and g, respectively. Then from [26, Remark 6.1 and Proposition 5.11] we infer that, for each n ∈ N0,
(Bj)
n
j=0 is the J-PG transform of (Aj)nj=0. In view of Lemma 8.1, let n0 ∈ N be such that w ∈ H(n)f for
each n ∈ Nn0 ,∞. Now let n ∈ Nn0 ,∞. Then Proposition 7.5 shows that (7.8) and (7.9) hold. Because of
Theorem6.5 thematrixHn,J(w) := [L[f ]n,J (w)]−1 + |w|2(n+1)Q JR[g]n,I (w)Q J is positiveHermitian.Hence
(7.8) implies
L[f ]n,J (w)
(
I + |w|2(n+1)Q JR[g]n,I (w)Q JL[f ]n,J (w)
)−1
= [Hn,J(w)]−1 =
(
(M[g]n,I (w)Q J − PJ
)−1
L[g]n,I (w)
(
M[g]n,I (w)Q J − PJ
)−∗
. (8.9)
Having inmind (8.4), formula (8.7) follows from (8.9) by taking limits for n → ∞. Using (7.9), Eq. (8.8)
can be shown analogously. 
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In view of Proposition 8.3, the following statement follows easily from the corresponding well-
known result form × m Schur functions inD.
Proposition 8.4. Let J be anm × m signature matrix, and let f ∈ PJ,0,∞(D). Then the functions rank L[f ]J
and rankR[f ]J are constant inHf .
Proof. According to [26, Proposition 6.3], the function g given by (8.6) is well-deﬁned and belongs to
Sm×m,∞(D). Hence [16, Theorem 3.11.2] shows that the functions rank L[g]I and rankR
[g]
I are constant
inD. Thus, an application of Proposition 8.3 yields the assertion. 
The proof of Proposition 8.4 is mainly based on [16, Theorem 3.11.2]. A closer analysis of the
proof of [16, Theorem 3.11.2] shows that the assertion is a consequence of a famous result due to
Orlov [32] on the limit behaviour of the parameters of a sequence of nested matrix balls (see also
[16, Section 2.5]).
Remark 8.5. Let J be an m × m signature matrix, let f ∈ PJ,0,∞(D). Then Proposition 8.2 shows in
particular that rank L[f ]J (0) = mholds if andonly if rankR[f ]J (0) = m. The trivial exampleof a constant
function f deﬁned on D with some strictly J-contractive value A0 yields L[f ]J (0) = J − A0JA∗0 and
R[f ]J (0) = J − A∗0 JA0. Hence there exists an f ∈ PJ,0,∞(D)with rank L[f ]J (0) = rankR[f ]J (0) = m.
The following considerations were inspired by [24, Theorem 7.3, Corollary 7.4].
Remark 8.6. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Let thematrix polynomialCn,J begivenby (5.9), and letχn,J bedeﬁnedby (6.5). Letw ∈ H(n).
In viewof part (a) of Theorem6.5,χn,J(w) is a (well-deﬁned) strictly contractivematrix. For each v ∈ D
with −[χn,J(w)]∗ ∈ Q(m,m)Cn,J(v) let
fw(v) := S(m,m)Cn,J(v)
(−[χn,J(w)]∗) . (8.10)
Then Theorem 5.1 implies that formula (8.10) deﬁnes a matrix-valued function fw meromorphic
in D with Hfw = {v ∈ D : −[χn,J(w)]∗ ∈ Q(m,m)Cn,J(v)} and that fw ∈ PJ,0[D, (Aj)nj=0] holds. Let An+1 :=
Mn+1,J − √Ln+1,J[χn,J(w)]∗√Rn+1,J . Since−[χn,J(w)]∗ is strictly contractive, [27, Theorem 3.9] yields
that (Aj)
n+1
j=0 is a strict J-Potapovsequence.Moreover, fromCorollary2.5and(5.5)–(5.8)wecanconclude
that fw is the J-central J-Potapov function corresponding to (Aj)
n+1
j=0 . In particular, [27, Proposition 5.3]
implies fw ∈ PJ,0,∞(D).
Proposition 8.7. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Let f ∈ PJ,0[D, (Aj)nj=0] ∩ PJ,0,∞(D), and let w ∈ H(n)f .
(a) The following statements are equivalent:
(i) f coincides with the matrix-valued function fw deﬁned in Remark 8.6.
(ii) L[f ]k,J (w) = L[f ]k+1,J(w) for each k ∈ Nn,∞.
(iii) R[f ]k,J (w) = R[f ]k+1,J(w) for each k ∈ Nn,∞.
(iv) L[f ]n,J (w) = L[f ]J (w).
(v) R[f ]n,J (w) = R[f ]J (w).
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(b) Let w /= 0. Further, denote by (Aj)∞j=0 the Taylor coefﬁcient sequence of f . Then (i) holds if and only if
M[f ]k+1,J(w) = fc,k+1(w) for each k ∈ Nn,∞, where fc,k+1 stands for the J-central J-Potapov function
corresponding to (Aj)
k+1
j=0 .
Proof. For each k ∈ N0, let thematrices Lk+1,J , Rk+1,J , thematrix polynomialsρk,J ,Ck,J , and thematrix-
valued function χk,J be deﬁned by (1.8), (1.9), (5.2), (5.9), and (6.5), with respect to the strict J-Potapov
sequence (Aj)
k
j=0. Further, for each k ∈ N, let Kk,J be given by (5.14), and let the matrix polynomial
Gk,J be deﬁned by (5.12). Part (a) of Theorem 6.5 yields det ρk,J(w) /= 0 for each k ∈ Nn,∞. Thus, we
obtain w ∈ Hχk,J , 0m×m ∈ R(m,m)Ck,J(w), and χk,J(w) = T (m,m)Ck,J(w)(0m×m) for each k ∈ Nn,∞. Hence, using
(5.11), (5.12), and well-known properties of linear fractional transformations of matrices (see, e.g., [16,
Proposition 1.6.3]), we get χk,J(w) ∈ R(m,m)Gk+1,J(w) and
χk+1,J(w)=T (m,m)Ck+1,J(w)(0m×m) = T (m,m)Ck,J(w)Gk+1,J(w)(0m×m)
=T (m,m)Gk+1,J(w)
(
T (m,m)Ck,J(w)(0m×m)
)
= T (m,m)Gk+1,J(w)(χk,J(w))
=w
√
Rk+2,J
√
Rk+1,J
−1 (
χk,J(w)Kk+1,J + I)−1 (χk,J(w) + K∗k+1,J)√Lk+1,J√Lk+2,J−1
(8.11)
for each k ∈ Nn,∞.
(i) ⇒ (ii) In view of (i), Remark 8.6 yields
An+1 = Mn+1,J −
√
Ln+1,J[χn,J(w)]∗
√
Rn+1,J (8.12)
and thereforeχn,J(w) = −K∗n+1,J . Moreover, fromRemark 8.6we know that f is the J-central J-Potapov
function corresponding to (Aj)
n+1
j=0 . Thus, [27, Proposition 4.1] implies Kk+1,J = 0m×m for each k ∈
Nn+1,∞. Taking into account (8.11), we get inductively χk+1,J(w) = 0m×m for each k ∈ Nn,∞. Thus,
we have shown that χk,J(w) = −K∗k+1,J for each k ∈ Nn,∞. Therefore, Proposition 6.8 yields (ii).
(ii) ⇒ (i) In view of (ii), Proposition 6.8 provides us χk,J(w) = −K∗k+1,J for each k ∈ Nn,∞. Thus,
from (8.11) we obtainχk+1,J(w) = 0m×m and hence Kk+2,J = 0m×m for each k ∈ Nn,∞. Consequently,
[27, Proposition 4.1] implies that f is the J-central J-Potapov function corresponding to (Aj)
n+1
j=0 . Further,
because of χn,J(w) = −K∗n+1,J we see that (8.12) holds. Therefore, Remark 8.6 yields (i).
Furthermore, the equivalences (ii) ⇔ (iii), (ii) ⇔ (iv), and (iii) ⇔ (v) follow immediately from
Proposition 6.8. Thus, part (a) is shown. Finally, part (b) is an immediate consequence of part (a) and
Proposition 6.8. 
Corollary 8.8. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Further, let w ∈ H(n), and let fw be deﬁned as in Remark 8.6. Then
M[fw]k,J (w) = fw(w)
holds for each k ∈ Nn,∞.
Proof. The casew = 0 is obvious. Now letw /= 0. Then Theorem 6.5 provides us (6.16). Furthermore,
because of Remark 8.6 we have fw ∈ PJ,0[D, (Aj)nj=0] and henceM[fw]n,J = M(A)n,J . Thus, having in mind
(8.10), (5.9), (6.5), and (6.16), a straightforward calculation yields
fw(w) = S(m,m)Cn,J(w)
(−[χn,J(w)]∗) = M[fw]n,J (w). (8.13)
Thus, the assertion follows from (8.13), Remark 8.6, and Proposition 8.7. 
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