In this paper we compute the Birkhoff normal form of the periodic Toda lattice up to order four. As an application, we verify that Kolmogorov's nondegeneracy condition in the KAM theorem holds almost everywhere in phase space.
with potential V (x) = γ 2 e δx + V 1 x + V 2 and γ, δ, V 1 , V 2 ∈ R constants. The Toda lattice has been introduced by Toda [12] and studied extensively in the sequel. It is an FPU lattice, i.e. a Hamiltonian system of particles in one space dimension with nearest neighbor interaction. Models of this type have been studied by Fermi-Pasta-Ulam [FPU] . In numerical experiments they found recurrent features for the lattices they considered. Despite an enormous effort from the physics and mathematics community, some of these numerical experiments still defy an explanation. For a recent account of the fascinating history of the FPU problem, see e.g. [1] . At least in the case of the periodic Toda * Supported in part by the Swiss National Science Foundation 
INTRODUCTION
lattice, the recurrent features can be fully accounted for. In fact, Flaschka [2] , Hénon [3] , and Manakov [8] independently proved that the periodic Toda lattice is integrable. In this paper, we show that (small) Hamiltonian perturbations of the Toda lattice have many -large and small -quasi-periodic solutions as well.
To this end, we put the periodic Toda lattice into Birkhoff normal form up to order 4 and then show that Kolmogorov's nondegeneracy condition of the KAM theorem holds almost everywhere in phase space -see e.g. [7] , Appendix G, for the notion of Birkhoff normal form up to order m. Returning to the Toda Hamiltonian H, let us first note that w.l.o.g. we can assume that V 1 = V 2 = 0. When expressed in the canonical coordinates (δq j , 1 δ p j ) 1≤j≤N the Hamiltonian H is, up to a scaling factor δ −2 , of the form
where α 2 = (γδ) 2 . Moreover notice that the total momentum N n=1 p n is conserved; hence the motion of the center of mass 1 N N n=1 q n is linear and therefore unbounded. However, it turns out that the orbits of the system relative to the center of mass all lie on tori, generically of dimension N − 1. To describe these orbits, it suffices to consider the relative coordinates v n := q n+1 − q n (1 ≤ n ≤ N − 1) and their conjugate ones, u n := nβ − 
with parameters α and β -see section 2 for more details. The main result of this paper is the following 
Moreover, near I = 0, H α (I) has an expansion of the form
In particular, Theorem 1.1 says that near 0, the Toda lattice can be viewed as a system of (N − 1) nonlinear harmonic oscillators which are uncoupled up to order 4. The system is resonant at 0 with resonance lattice
. Corollary 1.3. Let α > 0 and β ∈ R be arbitrary. Then the Hessian of H β,α (I) at I = 0 is given by
In particular, the frequency map I → ∇ I H β,α is nondegenerate at I = 0 and hence, by analyticity, nondegenerate on an open dense subset of (R ≥0 ) N −1 .
Theorem 1.1 and Corollary 1.3 allow to apply the KAM-theorem (cf e.g. [7, 9] ) to the Toda lattice on an open dense subset of the phase space. Moreover, as the Hessian of H β,α at I = 0 is positive definite and hence H β,α is strictly convex near I = 0, one can also apply Nekhoroshev's theorem (cf e.g. [10] ) to the Toda lattice near the equilibirum point.
Using the method of proof of this paper we computed in [6] the Birkhoff normal form up to order 4 for any FPU chain and applied these computations to improve on results of Rink [11] with regard to the verification of Kolmogorov's condition near the equilibrium point for these systems.
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Relative coordinates
To prove the integrability of the Toda lattice, Flaschka introduced in [2] the (noncanonical) coordinates b n := −p n ∈ R, a n := αe
They are coordinates which describe the motion of the Toda lattice relative to the center of mass. In these coordinates, the Hamiltonian H T oda takes the
, and the equations of motion are
Note that (b n+N , a n+N ) = (b n , a n ) for any n ∈ Z, and N n=1 a n = α N . Hence we can identify the sequences (b n ) n∈Z and (a n ) n∈Z with the vectors (b n ) 1≤n≤N ∈ R N and (a n ) 1≤n≤N ∈ R N >0 . The phase space of the system (5) is then given by
and it turns out that (5) is a Hamiltonian system with respect to the nonstandard Poisson structure J ≡ J b,a , defined at a point (b, a) = (b n , a n ) 1≤n≤N by
The Poisson bracket corresponding to J is then given by
where F, G ∈ C 1 (M) and where ∇ b and ∇ a denote the gradients with respect to b = (b 1 , . . . , b N ) and a = (a 1 , . . . , a N ), respectively. Therefore, equations (5) can alternatively be written asḃ n = {b n , H} J ,ȧ n = {a n , H} J (1 ≤ n ≤ N ).
Since the matrix A, defined by (6), has rank N − 1, the Poisson structure J is degenerate. It admits the two Casimir functions
The gradients
They are linearly independent at each point (b, a) ∈ M. Let M β,α := {(b, a) ∈ M : (C 1 , C 2 ) = (β, α)} denote the level set of (C 1 , C 2 ) at (β, α) ∈ R × R >0 . As C 1 and C 2 are real analytic on M and the gradients ∇ b,a C 1 and ∇ b,a C 2 are linearly independent everywhere on M, the sets M β,α are real analytic submanifolds of M of (real) codimension two. Furthermore the Poisson structure J, restricted to M β,α , becomes nondegenerate everywhere on M β,α and therefore induces a symplectic structure on M β,α . In this way, we obtain a symplectic foliation of M with M β,α being the symplectic leaves. We denote by H β,α the restriction of the Hamiltonian H T oda to M β,α . Besides Flaschka's coordinates of the Toda lattice we will also need to consider relative coordinates. .
For any (β, α) ∈ R × R >0 the variables (v k , u k ) 1≤k≤N −1 are canonically conjugate variables on M β,α . We want to express the Hamiltonian H β,α in terms of the coordinates (v,
Moreover, using that
Combining the two expressions displayed above yields
Note that u k depends linearly on the b-coordinates and is independent of the a-coordinates. On the other hand, v k depends only on the a-coordinates. The partial derivatives of the v k 's at a = α1 N , where 1 N = (1, . . . , 1) ∈ R N , can be computed to be
Birkhoff coordinates
Let us recall from [4] and [5] our results concerning global Birkhoff coordinates on the phase space M. As a model space, we introduced the space P := R 2N −2 × R × R >0 , foliated by P β,α := R 2N −2 × {β} × {α} which are endowed with the standard symplectic structure. Denote by J 0 the degenerate Poisson structure on P having P β,α as its symplectic leaves and the coordinates β and α as its Casimirs.
In [4] we have proved that the Toda lattice admits global Birkhoff coordinates.
Theorem 3.1. There exists a map
with the following properties:
• Φ is a real analytic diffeomorphism.
• Φ is canonical, i.e. it preserves the Poisson brackets. In particular, the symplectic foliation of M by M β,α is trivial.
• The coordinates ( 
(In the sequel we will denote H * by H as well.)
As an immediate consequence of Theorem 3.1 one gets Corollary 3.2. For every β ∈ R and α > 0,
and
We wish to analyze the Birkhoff map Φ and its restriction to the leaves M β,α near the equilibrium points (b, a) = (β1 N , α1 N ), where 1 N = (1, . . . , 1) ∈ R N . Introduce for k ∈ Z with 1 ≤ |k| ≤ N − 1 the abbreviation
To compute the Jacobian of Φ −1 at the points (0 N −1 , 0 N −1 , β, α) we first compute the Jacobian of Φ. It turns out that the formulas are easier to express in complex notation. In [5] we have shown the following Lemma 3.3. For any β ∈ R, α > 0, and
According to the formulas (14) and (15), the Jacobian
where in each of the four (N − 1) × N -submatrices the row and column indices k and j run from 1 to N − 1 and 1 to N , respectively. In order to compute its inverse, we note that (16) can be written as the product ∆ 2 · P · ∆ 1 of the diagonal matrices
with the orthogonal 2N × 2N matrix
where for 1 ≤ i ≤ 4, the submatrices (P
. . . . . .
again with 1 ≤ j ≤ N and 1 ≤ k ≤ N − 1, but with k and j now being column and row indices, respectively. The row vectors in the 2N ×2N -matrix (16) are the gradients
. In the sequel we will consider the restrictions of the coordinates (x k , y k ) 1≤k≤N −1 to the symplectic leaves M β,α . In order to obtain the gradients of these restricted functionals we need to take the orthogonal projections of the gradients
. In view of the formulas (9)-(10) for the gradients of C 1 and C 2 one gets
For (b, a) = (β1 N , α1 N ), the conditions in the set in (18) simply are 
and there is no need to take projections.
Linearized Birkhoff Coordinates
For any given values of the Casimir functions, C 1 = β, C 2 = α, we wish to compute the first few coefficients of the Birkhoff normal form of the Toda Hamiltonian near the elliptic fixed point (x, y) = (0, 0). We recall that these coefficients are essentially unique, i. . However it seems difficult to explicitly compute the terms of this expansion, except the first ones which we have computed in the last section -see formula (17) (11),
Note that the Taylor expansion of
is not in Birkhoff normal form up to order 2. In a first step we therefore want to choose a linear canonical transformation (
, the Toda Hamiltonian is in Birkhoff normal form up to order 2. Consider the composition
of the inverse of the Birkhoff map (Φ| M β,α ) −1 : R 2N −2 → M β,α with the coordinate transformation defined in (12) . Then Ω β,α is a canonical real analytic transformation as both (x, y) and (v, u) are canonical coordiantes for M β,α . Its Jacobian
at (x, y) = (0, 0) is a linear transformation with the desired properties. We will compute R β,α as a composition of the Jacobian of (x, y, β, α) → (b, a) at (x, y) = (0, 0) (with β, α fixed) and the one of (b, a)
It is convenient to use complex notation for ξ k , η k (1 ≤ k ≤ N − 1),
where the sign in the definition of ζ k is chosen so that
is an element in the space
The components of ζ satisfy the identity
As for any 1 ≤ k ≤ N − 1, u k is a linear function of the b j 's by (12) one has
where b j (ζ) (1 ≤ j ≤ N ) can be computed using formula (24) and the Jacobian of (Φ| M β,α ) −1 at (x, y) = (0, 0) obtained in (17) to get, for 1 ≤ j ≤ N ,
where we used that
Using that
l=0 e 2πilk/N = N δ k0 for any 0 ≤ |k| ≤ N − 1, one gets an expression which is quadratic in the ζ-variables,
Now let us turn to H v given by formula (20). As (b, a) = (β1 N , α1 N ) we have by (13),
where a j (ζ) (1 ≤ j ≤ N ) can be computed using formula (24) and the Jacobian d x,y,β,α Φ −1 at (x, y) = (0, 0) obtained in (17) to get
Again we have that Hence, for 1 ≤ l ≤ N − 1,
Define v 0 by the expression on the right hand side of (29) evaluated at l = 0. Note that
Hence N −1 l=1 v l = −v 0 and therefore
Now we expand H v at v = 0 up to order 4,
By (30),
Substituting the expressions (29) for v l in the quadratic term in the expansion (31) we get
where we again used that λ k = λ −k and that 
where R β,α is the linear canonical transformation introduced in (22) and G i (0 ≤ i ≤ 4) are given by
Note that H β,α • R β,α (ζ) depends on β only through the constant term and that it is in Birkhoff normal form up to order 2.
To finish this section let us express the Birkhoff coordinates (x, y) in terms of the coordinates (ξ, η) near the origin. The two coordinate systems are related by (x, y) = (Ω β,α )
where we used that R β,α = d 0,0 Ω β,α . Hence
Denote by C ω β,α the Poisson algebra of H β,α • R β,α , i.e. the space of germs of real analytic functions F (ξ, η) = |γ|+|δ|≥2 f γδ ξ γ η δ such that {F, I k } = 0 for any 1 ≤ k ≤ N − 1. In view of (37) we say that C ω β,α is non-resonant. The following result is then well known (see e.g. [7] , Appendix G). We now transform the Hamiltonian H β,α • R β,α (ζ) into its Birkhoff normal form up to order 4 by a standard procedure -see e.g. section 14 in [7] . The phase space Z, defined in (23), is endowed with the Poisson bracket
where σ k = sgn (k) is the sign of k. The Hamiltonian vector field X F associated to the Hamiltonian F is then given by
. With a first canonical transformation we want to eliminate the third order term G 3 in the expansion (32) of H β,α • R β,α (ζ). We construct such a canonical transformation on the phase space Z as the time-1-map Ψ 1 := X t F | t=1 of the flow X t F of a real analytic Hamiltonian F := α −1/2 F 3 which is a homogeneous polynomial in ζ k (1 ≤ |k| ≤ N −1) of degree 3 and solves the following homological equation
To simplify notation we momentarily write H instead of H β,α • R β,α . Assuming for the moment that (38) can be solved and that X t F is defined for 0 ≤ t ≤ 1 in some neighbourhood of the origin in Z we can use Taylor's formula to expand
When evaluating this expression at t = 1, one gets
Using that {αG 2 , F } + √ αG 3 = 0, the latter expression simplifies and we get
Integrating by parts once more and taking into account that F = α −1/2 F 3 is homogeneous of degree 3 one obtains, in view of (39),
Note that {G 3 , F 3 } is homogeneous of order 4. Hence our first step is achieved. It remains to solve (38). By Corollary 4.2 with m = 3 there exists a polynomial homogeneous of degree 3,
so that the time-1-map X t W | t=1 of the flow X t W corresponding to the Hamiltonian W = α −1/2 W 3 brings any Hamiltonian in C ω β,α into Birkhoff normal form up to order 3. In particular, the identity {G 2 , W 3 } + G 3 = 0 is satisfied. Note that
Then clearly {G 2 , F 3 } + G 3 = 0 and hence by the considerations above Ψ 1 := X t F | t=1 has the property that H β,α • R β,α • Ψ 1 satisfies identity (40). Now let us investigate the 4th order term G 4 + 1 2 {G 3 , F 3 } in (40). We decompose this sum into its contribution to the Birkhoff normal form and the rest, to be transformed away in a moment. Let us first compute {G 3 , F 3 } in a more explicit form. By (35) and (42),
where for the latter equality we used again that 2σ k λ
where
We now decompose (45) into its contribution π N G 4 + 
Proof. The indices k, k ′ , k ′′ , k ′′′ of the terms in (45) contributing to the normal form satisfy the condition
with 1 ≤ l ≤ m ≤ N − 1. In the case l = m, {l, −l, l, −l} is viewed as a set-like object whose two elements l and −l each have multiplicity two. We investigate π N (G 4 ) and π N ( 
Now let us compute π N (
We have to single out the matches of (47) for which in addition c kk ′ k ′′ k ′′′ = 0, i.e.
To fulfill (47), there are therefore the two possibilities
In both cases, we have s k ′′ + s k ′′′ = −(s k + s k ′ ), and therefore (44) reduces to
Note that (50) remains valid for k + k ′ = N , since in this case s k+k ′ = 0 and
We first compute the diagonal part of π N 1 2 {G 3 , F 3 } . In this case, the two possibilities in (49) coincide and the solutions are
The sum of the coefficients c kk ′ k ′′ k ′′′ for the two cases listed in (51) is
We now turn to the off-diagonal part of π N 1 2 {G 3 , F 3 } . The matches of (47), (49) for given {l, m} ⊆ {1, . . . , N − 1} with l < m, (k, k ′ ) = (±l, ±m) and
The remaining matches are obtained from (52) by permuting the first and second or the third and fourth columns on the right hand side of (52), bringing the total of all matches to 16 = 4 · 4. Note that by formula (50), these permutations leave the value of the coefficients c kk ′ k ′′ k ′′′ invariant. Taking the sum of the coefficients c kk ′ k ′′ k ′′′ for all the matches, we obtain from (50) Adding up (48) and (53), we obtain (46).
In a next step we want to remove (1−π N ) G 4 + This proves Theorem 1.1.
