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Anotace 
Cílem této diplomové práce je objasnit problematiku kódování použitím Turbo kódů. Tyto 
kódy náleží do skupiny samoopravných kódů. Jejich použitím je možné dosáhnout vysoké 
výkonnosti systému.  
První část je věnována teoretickému rozboru procesu kódování a dekódování. Popisuje 
jednotlivé části kodéru a dekodéru. Princip kódování a dekódování je předveden na 
jednoduchém příkladě. Jsou zde popsány dva nejpoužívanější dekódovací algoritmy (SOVA a 
MAP). 
Druhá část obsahuje popis programu vytvořeného pro využití jako výukové pomůcky. 
Tento program byl vytvořen v programu Matlab GUI. Umožňuje procházet proces 
zabezpečení krok po kroku. Obsahuje grafické rozhraní s možností nastavení různých 
parametrů kodeku a zobrazení výsledků. 
Ve třetí části je popsán program vytvořený v Matlab Simulink pro implementaci na kit 
TMS320C6713 a postup měření na tomto kitu. Pro ověření výkonnosti turbo kódů v závislosti 
na jednotlivých parametrech byly změřeny například: vliv počtu dekódovacích cyklů, 
děrovaní a použitý generující polynom. V poslední části jsou uvedeny naměřené hodnoty a 
zhodnoceny výsledky měření. 
 
Klíčová slova: turbo kódy, kodér, dekodér, SOVA, MAP, Matlab GUI, Matlab Simulink, kit 
TMS320C6713. 
Abstract 
This Diploma thesis aims to explain the data coding using turbo codes. These codes belong 
to the group of error correction codes. We can reach the high efficiency using these codes.  
The first part describes process of encoding and decoding. There are describes parts of 
encoder and decoder. Principle of encoding and decoding  demonstrate a simple example. The 
end of this part contains description of two most frequently used decoding algorithms (SOVA 
and MAP). 
The second part contains description of computer program that was made for using as 
teaching aid. This program was created in Matlab GUI. This program enables to browse error 
correction process step by step. This program contains graphic interface with many options 
and display results. 
In the third part is described program created in Matlab Simulink that was implemented 
into the  TMS320C6713 kit and there is description of  measuring procedure. For verification 
of efficiency of turbo codes was measured any parameters. Some of these parameters are: 
number of decoding iterations,  generating polynoms and using of puncturing. The last part 
contains measured value and result evaluation.   
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Úvod 
Turbo kódy byly poprvé představeny v roce 1993. Claude Berrou, Alain Glavieux a Punya 
Thitimajshima ve svém článku uvedli výsledky svého výzkumu. Předvedli, že tyto kódy 
vykazují velký kódový zisk i při vysokých datových rychlostech, a to při relativně jednoduché 
realizaci. Díky svým vlastnostem mohou Turbo kódy zajistit nízkou chybovost BER (Bit 
Error Rate) řádu 10-5 až 10-7, při malých hodnotách poměru signál/šum, který se blíží  
Shannonovu limitu (Eb/No=-1,6 dB). Shannonův teorém říká, že frekvence výskytu chyb 
v datech, které jsou  přenášeny pásmově omezeným kanálem za přítomnosti šumu, může být 
vhodným kódováním redukována na libovolně malou hodnotu, pokud je rychlost přenosu 
informace menší než kapacita přenosového kanálu [9]. Do této doby převládal názor, že 
těchto výsledků je možné dosáhnout pouze použitím kódů s extrémně dlouhou délkou 
kódového slova, jejichž dekódování je však značně náročné. 
Prvním cílem diplomové práce bylo nastudovat problematiku zabezpečení dat pomocí turbo 
kódů. Této části jsou věnovány kapitoly 1 a 2. Zde je popsána teorie zabezpečení pomocí 
turbo kódů a popis jednotlivých částí kodéru a dekodéru. Princip je vysvětlen na jednoduchém 
přikladu. V kapitole 3 je popsán výukový  program vytvořený v programu MATLAB GUI, 
který vyhovuje další části zadání této práce. V kapitole 4 jsou popsány dva příklady získané 
z výukového programu a zhodnoceny získané výsledky dekódování. 5. kapitola popisuje 
výkonnost turbo kódů a jednotlivé parametry které tuto výkonnost ovlivňují. Informace 
obsažené v této kapitole byly čerpány z literatury [7]. Kapitoly 6 a 7 jsou věnovány návrhu 
programu v Matlab Simulink pro implementaci na kit TMS320C6713. Kromě kodéru a 
dekodéru byla řešena problematika návrhu synchronizace a modulace přenášeného signálu. 
V závěru kapitoly 7 je popsán postup měření. Závěrečná kapitola 8 zahrnuje prezentaci 
naměřených výsledků formou grafů, jejich popis a zhodnocení získaných výsledků. 
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1 Turbo kodér 
 Základní zapojení Turbo kodéru je zobrazena na Obr. 1.1. Je tvořen dvěma paralelně 
zapojenými RSC (Recursive Systematic Convolutional) kodéry které jsou odděleny blokem 
prokládání. V některých případech se můžeme setkat i s více RSC kodéry zapojenými 
paralelně. Princip kódování je stejný jako u základního zapojení se dvěma kodéry a v této 
práci bude diskutováno právě zapojení z Obr. 1.1. Následuje popis jednotlivých částí. 
1.1 RSC kodér 
 RSC kodér je odvozen z klasického nerekurzivního konvolučního (NRC) kodéru  přidáním 
zpětné vazby. Základním prvkem tohoto kodéru je posuvný registr skládající se z několika 
paměťových buněk, které uchovávají hodnoty příchozích bitů. Výstupní posloupnost je pak 
dána lineární kombinací současných a předchozích vstupních hodnot. Na Obr. 1.2 je příklad 
zapojení RSC kodéru. Základními parametry jsou informační rychlost R a délka kódového 
ohraničení K. Informační rychlost udává poměr počtu bitů vstupujících do kodéru a 
vystupujících z kodéru. Délka kódového ohraničení udává jak dlouho se jeden bit vstupní 
posloupnosti podílí na procesu kódování. Pro jeho výpočet platí: 
                          1+= mK ,                             (1.1.1) 
kde m je počet paměťových buněk kodéru. Tento kodér je možné popsat pomocí generující 
matice. Její tvar je: 








1,1 ,                         (1.1.2) 
kde 1 značí systematický výstup, G1(D) je generující polynom pro přímou větev a G2(D) je 
generující polynom pro zpětnou vazbu. 
 
 
Obr. 1.1: Blokové schéma Turbo kodéru 
  RSC kodér 
 







Obr. 1.2: Zapojení RSC kodéru 
 
Všechny stavy výstupu a přechodů pro výše uvedené zapojení RSC kodéru je možné popsat 
pomocí tabulky (viz. Tab. 1.1).  
 




stav paměti Výstup 
D1 D2 D3 Xk D1 D2 D3 xx yk 
0 0 0 1 1 0 0 1 1 
0 0 0 0 0 0 0 0 0 
0 0 1 1 0 0 0 1 1 
0 0 1 0 1 0 0 0 0 
0 1 0 1 1 0 1 1 0 
0 1 0 0 0 0 1 0 1 
0 1 1 1 1 0 1 1 0 
0 1 1 0 0 0 1 0 1 
1 0 0 1 1 0 1 1 0 
1 0 0 0 0 0 1 0 1 
1 0 1 1 0 1 0 1 0 
1 0 1 0 1 1 0 0 1 
1 1 0 1 0 1 1 1 1 
1 1 0 0 1 1 1 0 0 
1 1 1 1 1 1 1 1 1 
1 1 1 0 0 1 1 0 0 
 
 
D D D 




 Prokládání je používáno v digitálních datových přenosech z důvodu ochrany přenášených 
dat proti shlukům chyb. Díky prokládání je shluk chyb rozdělen do více bloků přenášené 
posloupnosti, což zabraňuje překročení zabezpečovací schopnosti kódu. 
 V případě Turbo kódů je prokládání použito pro zvýšení Hammingovy váhy kódového slova. 
Hammingova váha vyjadřuje počet nenulových prvků v kódovém slově. Pokud se na vstupu 
kodéru objeví některá z posloupností s malou Hammingovou váhou, která by na straně 
dekodéru mohla způsobit nejednoznačnost v procesu dekódování, je tato posloupnost 
přeskládána na jinou s velkou váhou kódového slova. Příkladem takové posloupnosti je dlouhá 
posloupnost nul ve které se objeví posloupnost odpovídající generujícímu polynomu G2(D). Pro 
výše zmíněný RSC kodér, kde G2(D) = 1 + D2 + D3, by taková posloupnost vypadala 
následovně X = (0000….00101100). Obecně se tyto posloupnosti označují jako samo-
ukončovací sekvence. Příkladem prokladačů jsou pseudonáhodné prokladače, jejichž realizace 
je možná např. pomocí mapovací tabulky. Příklad takového prokladače je na Obr. 1.3. 
Další způsob realizace může být použití matice prokládání. Princip je založen na zapisování 
vstupní posloupnosti do sloupců matice a čtení výstupní posloupnosti z řádků této matice (viz. 
Obr. 1.4) 
 
      
Obr. 1.3: Pseudonáhodné prokládání 
 
Obr. 1.4: Prokládání pomocí matice prokládání 
1 1 0 1 0 0 10
3 6 8 2 7 4 51























 Používá se pro zmenšení počtu přenášených bitů. Výhodou je zmenšení přenosové šířky 
pásma. Nevýhodou naopak snížení výkonnosti zabezpečovacího procesu. Princip spočívá v 
odstranění některých bitů z odesílané posloupnosti podle definovaných pravidel. Výše 
uvedený kodér (Obr. 1.2) má informační rychlost R=1/2. V procesu kódování jsou obvykle 
použity dva tyto kodéry. Výstupní zabezpečená posloupnost bude mít 3x vetší délku než 
vstupní. Pro každý vstupní bit je na výstupu dekodéru trojice bitů, jeden systematický a dva 










1 kkk yyxyyxyyx . Což dává výslednou 
informační rychlost R=1/3. Děrováním bitů 11y  a 
2
1y  dosáhneme vyšších informačních 
rychlostí. Nejjednodušším případem je střídavé děrování 11y  a 
2
1y . Princip je naznačen na 
Obr. 1.5. Do přenášené posloupnosti se vkládají systematické bity a střídavě paritní bit 11y  a 
2







1 llkkk yxyxyxyxu =′  a R=1/2. 
Na straně dekodéru jsou v demultiplexoru chybějící bity paritních posloupnostech 
nahrazeny nulami. Stíží se tím proces dekódování, jelikož nemáme celkovou informaci 


















 RSC kodér 
 













1.4 Princip kódování 
 Na vstup kodéru je přiváděna nezabezpečená posloupnost bitů X={X1,X2,…,Xk}. Tato 
posloupnost vstupuje přímo do RSC kodéru 1 a prokládaná do kodéru 2. Jednotlivé bity pak 
procházejí paměťovými buňkami RSC kodéru a jsou pomocí operace XOR (exklusivního 
součtu) sčítány. Výstupem každého dekodéru je pro jeden vstupní bit Xk dvojice bitů 
výstupních, systematický kx  a paritní ky . Z dvojice systematických 
1
kx  a 
2
kx  bitů je do 
odesílané posloupnosti zahrnut jen jeden, obvykle z kodéru 1 ( 1kx ), jelikož systematický 
výstup z druhého kodéru je pouze prokládaný výstup prvního. Na přijímací straně je pak tento 
druhý výstup jednoduše odvozen. Pokud nepoužijeme děrování jsou do výstupní posloupnosti 
zahrnuty pro každý vstupní bit Xk oba paritní 1ky  i 
2
ky . Výsledná zabezpečená posloupnost 
pak má tvar: 










1 kkkk yyxyyxyyxu =′                                 (1.4.1) 
Pro další správnou funkci kodéru je nutné uvést kodér do původního stavu, tzn. vynulovat 
paměťové buňky. U klasických konvolučních kodéru se toho dosáhne přivedením nulové 
posloupnosti o délce m, odpovídající počtu paměťových buněk. U RSC kodérů není díky zpětné 
vazbě tento princip možné použít, jelikož nikdy nevíme jaké hodnoty jsou v dané chvíli v 
jednotlivých paměťových buňkách zastoupeny. Zjištění této nulovací posloupnosti pro jeden 
kodér neřeší problém vynulování druhého kodéru, jelikož v bloku prokládání dojde k přeskládání 
této posloupnosti. Jednoduché řešení je zobrazeno na Obr. 1.6. Do schématu původního zapojení 
RSC kodéru je přidán přepínač který se po průchodu vstupní kódové posloupnosti přepne ze stavu 
1 do 2 a provede se m dalších kroků, které již zaručí vynulování všech paměťových buněk. Tato 
posloupnost bitů, která je rovněž zakódována, je pak přidána na konec zabezpečené posloupnosti 









Obr. 1.6: Schéma zapojení RSC kodéru s nulováním 
D D D 








2 Turbo dekodér 
 Pro dekódování konvolučních kódů se používá Viterbiho algoritmus. Jelikož základním 
prvkem Turbo kódů je RSC kodér, bude vysvětlen princip dekódování pomocí Viterbiho 
algoritmu. Modifikace Viterbiho algoritmu které se používají pro dekódování Turbo kódů 
budou popsány v další části textu. 
2.1 Viterbiho algoritmus 
Funkce Viterbiho algoritmu pro dekódování je nejlépe popsatelná pomocí mřížového 
(trellis) diagramu. Vysvětlení principu bude realizováno na jednoduchém příkladu. Na Obr. 
2.1 je uveden mřížový diagram který by odpovídal RSC kodéru s dvěmi paměťovými 
buňkami a generujícími polynomy G1(D)=[111] a G2(D)=[101]. Tab. 2.1 je tabulkou 









Obr. 2.1: Mřížový diagram pro 15 bitovou posloupnost 
 
Tab. 2.1: Tabulka přechodů a výstupů pro kodér G1(D)=[111] a G2(D)=[101] 
Současný stav Vstup Následující stav Výstup 
D1 D2 X D1 D2 xk yk 
0 0 1 1 0 1 1 
0 0 0 0 0 0 0 
0 1 1 1 0 0 0 
0 1 0 0 0 1 1 
1 0 1 1 1 0 1 
1 0 0 0 1 1 0 
1 1 1 1 1 1 0 





























Obr. 2.2: jeden stavově-časový přechod mřížového diagramu 
Na Obr. 2.2 je znázorněn jeden stavově-časový přechod mřížového diagramu z Obr. 2.1. 
Dvoubitová čísla uvedená v rámečku označují výstupy kodéru xk a yk. Vlevo jsou uvedeny 
jednotlivé stavy paměťových buněk kodéru. 
Uvažujme posloupnost bitů vstupující do kodéru ve tvaru X = {010111001010001}. Tato 
posloupnost je pomocí Tab. 2.1 v kodéru zakódována a na její konec jsou přidány dva 
ukončovací bity. Výsledná posloupnost odesílaná na přenosový kanál má potom tvar:  
ku′  = {00 11 10 00 01 10 01 11 11 10 00 10 11 00 11 10 11}. 
Přijatá posloupnost napadená chybou na přenosovém kanále bude mít tvar: 
uk  = {00 11 11 00 01 10 01 11 11 10 00 00 11 00 11 10 11}. 
Na podtržených místech vznikla při přenosu chyba. Mřížový diagram pro tento příklad je 
uveden výše na Obr. 2.1. Čtyři možné stavy které mohou nastat jsou v tomto diagramu 
označeny tečkami. Vlevo jsou pak hodnoty těchto stavů. Diagram má 17 sloupců. To 
odpovídá 15 bitové posloupnosti + 2 ukončující bity. Trellis začíná i končí ve stavu 00. 
Přechody znázorněné plnou čarou se šipkou odpovídají vstupní informaci 1, přerušované 0. 
Všechny přechody jsou odvozeny z Tab. 2.1. 
Při každém přijetí dvojice bitů se vypočte “vzdálenost” mezi přijatou dvojicí a všemi 
možnými dvojicemi které bychom mohli přijmou. Touto “vzdáleností” je Hammingova 
vzdálenost nazývaná metrika větve dA. Pro náš příklad může nabývat hodno 0, 1 nebo 2. Pro 
tuto metriku platí vztah: 



















k     k+1 
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Pro průchod diagramem volíme tu cestu s nejnižší metrikou. Tímto způsobem dojdeme až 
na konec grafu. Výsledkem je nejvíce pravděpodobná cesta. Při tomto procesu může nastat 
případ kdy dostaneme pro jeden stav více stejných nejmenších hodnot dA. To se řeší v zásadě 
dvěma způsoby mezi kterými není rozdíl a je tedy možné použít kterýkoliv z nich. První 
spočívá v náhodném výběru. Druhý ve volbě cesty podle předem daného pravidla, např. 
vybereme vždy cestu směřující vzhůru. Hodnoty metriky dA jsou uvedeny v Tab. 2.2. 
Tab. 2.2: Hodnoty metriky dA 
Krok k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Stav 3   3 1 2 1 1 3 4 4 3 4 2 3 4 4   
Stav 2  2 0 2 1 3 3 4 3 1 4 1 4 3 3 2   
Stav 1   3 1 2 2 3 1 4 4 1 4 2 3 4 4 2  
Stav 0  0 2 3 3 3 3 4 1 3 4 3 3 2 2 4 5 2 
 
Dalším krokem je zpětné trasování. Zpětně procházíme Tab. 2.2 a vybíráme ty s nejnižší 
hodnotou dA. Pro tyto hodnoty dA si zapamatujeme hodnotu stavu. Výsledkem je následující 
Tab. 2.3 zapamatovaných stavů. 
Tab. 2.3: Nejnižší hodnoty dA získané zpětným trasováním 
Krok k: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Stav s: 0 0 2 1 2 3 3 1 0 2 1 2 1 0 0 2 1 0 
 
Při tomto procesu dochází ke korekci chyb. Například v kroku 3 docházelo k 
nejednoznačnosti volby cesty, jelikož existují dvě stejné nejnižší hodnoty dA. Tato 
nejednoznačnost je ve zpětném trasování odstraněna, jelikož z kroku 4 do kroku 3 nevede 
žádná cesta do stavu 3, ale pouze do stavu 1 (viz. Obr. 2.3). Posledním krokem je procházet 
graf v dopředném směru podle Tab. 2.3 a z Tab. 2.1 zjišťovat který vstupní bit odpovídá 
danému přechodu. Výsledkem je dekódovaná posloupnost Uk. Výsledná cesta mřížovým 





















Kroky:  0     1      2     3     4      5     6     7      8      9    10    11   12    13    14   15   16   17 
Uk:           1      1     0     1     1     1      0     0      1     0      1     0     0      1     1     0     0 
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2.2 Princip dekódování Turbo kódů 
 Základní struktura turbo dekodéru je zobrazena na Obr. 2.4. Dva dekodéry jsou odděleny 
blokem prokládání, podobně jako u kodéru. Do každého dekodéru vstupují 3 posloupnosti: 
systematické bity 1,ty , paritní bity 2,ty  a informace ( )kuL  z druhého dekodéru. Tato 
informace se nazývá apriorní informace. Každý dekodér využívá oba vstupy z kanálu a tuto 
apriorní informaci z druhého dekodéru. Výstupem každého dekodéru je kromě dekódované 
posloupnosti i měkký výstup (soft-output) pro dekódované bity. Tento měkký výstup nám 
udává pravděpodobnost správného dekódování. Základními algoritmy pro dekódování Turbo 
kódů jsou Soft-Output Viterbi Algorithm (SOVA) a Maximum A-Posteriori algorithm 
(MAP).  
2.2.1 SOVA algoritmus 
Jak již název napovídá, jedná se o modifikaci klasického Viterbiho algoritmu. SOVA 
algoritmus má oproti klasickému Viterbiho dvě modifikace, které dovolují jeho použití pro 
dekódování Turbo kódů. Metrika cesty která je používána, je modifikována pro získání 
apriorní informace, která vybírá maximálně pravděpodobnou cestu mřížovým diagramem. 
























































Obr. 2.5: Stavový diagram přechodů pro RSC kodér daný generujícími polynomy 
G1(D)=[111] a G2(D)=[101]. 
 
Tab. 2.4: Tabulka přechodů a výstupů pro RSC kodér danýgenerujícími polynomy 
G1(D)=[111] a G2(D)=[101]. 
Současný stav Vstup Následující stav Výstup 









0 0 1 1 0 1 1 
0 0 0 0 0 0 0 
0 1 1 1 0 0 0 
0 1 0 0 0 1 1 
1 0 1 1 1 0 1 
1 0 0 0 1 1 0 
1 1 1 1 1 1 0 
1 1 0 0 1 0 1 
 
Postup dekódování bude vysvětlen  na přikladu. Uvažujme Turbo kód s použitím RSC 
kodéru jehož generující polynomy jsou G1(D)=[111] a G2(D)=[101], v dekadické formě 7 a 
5. Přenášená posloupnost bude obsahovat 9 systematických bitů z nichž 7 je informačních a 
zbylé 2 jsou ukončující bity. Stavový diagram přechodů je znázorněn  na Obr. 2.5.  
Proces dekódování je v obou dekodérech shodný. Bude popsán postup pro dekodér 1. Pro 
jednoduchost uvažujme vstupní posloupnost samých nul { }0000000=kX . Po průchodu 
kodérem dostaneme následující posloupnosti. Systematická posloupnost { }000000000=kx , 






















k            k+1 
Stav: 
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Data přijatá z přenosového kanálu jsou demultiplexována. Jsou získány jednotlivé 
posloupnosti pro dekodér 1 a 2. Před samotným procesem dekódování je nutné mapovat 
jednotlivé posloupnosti do {-1,+1} rozsahu. To se děje následujícím způsobem: bity 0 jsou 
nahrazeny -1, bity 1 jsou ponechány. Děje se to proto, aby nulové bity nenulovaly ostatní 
parametry ve vzorcích. Jednotlivé posloupnosti mapované do rozsahu {-1,+1} budou mít 
následující tvar: 1,ky  = {-1 1 -1 -1 -1 -1 -1 -1 -1}, 2,ky  = {-1 -1 -1 -1 1 -1 -1 -1 -1}. Na 
podtržených místech uvažujeme chybu vzniklou v přenosovém kanále. Přehled jednotlivých 
posloupností je uveden v Tab. 2.5. 
















kX  x1 y1 ku′  ku  1,ty  2,ty  1,ty  2,ty  
0 0 0 00 00 0 0 -1 -1 
0 0 0 00 10 1 0 1 -1 
0 0 0 00 00 0 0 -1 -1 
0 0 0 00 00 0 0 -1 -1 
0 0 0 00 01 0 1 -1 1 
0 0 0 00 00 0 0 -1 -1 
0 0 0 00 00 0 0 -1 -1 
- 0 0 00 00 0 0 -1 -1 
- 0 0 00 00 0 0 -1 -1 
 
Následuje samotné dekódování. Pro jednotlivé uzly mřížového diagramu jsou vypočteny 
akumulované hodnoty metriky. Pro SOVA algoritmus podle vztahu: 





































                   (2.2.1.1) 
Pro N=2 lze pro zjednodušení zapsat tento vztah do formy: 
      ( )kskskskcskskcsksk uLuyxLyuLMM )()( 2,)( 2,)( 1,)()( 1)( 2
1
22
+++= −                       (2.2.1.2) 
Kde: 
)(s




kM −  … akumulovaná hodnota metriky v kroku k-1 (předchozí stav), 
)(s












ky  … dvojice bitů přijatá z přenosového kanálu, 
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( )kuL  … apriorní hodnota pro bit uk z předchozího dekodéru. V případě prvního  
         dekódovacího cyklu ( ) .0=kuL  
cL  … spolehlivost přenosového kanálu. Pro AWGN kanál: 





L bc = ,                                                       (2.2.1.2) 
kde:  
0N
Eb  … vyjadřuje odstup signálu od šumu v decibelech. 
 
Dále se vyhledá nejpravděpodobnější cesta grafem. Postup je stejný jako v případě 
klasického Viterbiho algoritmu. Rozdíl je v tom, že volíme tu cestu s vyšší hodnotou 
akumulované metriky. Tímto je získána dekódovaná bitová posloupnost Uk={u1,u2,…uk}.  
Hodnoty akumulovaných metrik pro jednotlivé uzly grafu jsou uvedeny v Tab. 2.6. 
Parametr spolehlivost přenosového kanálu zvolen .4=cL  Tučně je vyznačena zvolená cesta 
grafem. Pokud pro jeden uzel v grafu existují dvě hodnoty akumulované metriky, uchováme 
obě tyto hodnoty.  
Tab. 2.6: Hodnoty akumulovaných metrik 
 0 1 2 3 4 5 6 7 8 9 
1   -4 -4 0 0 -4 8 4 8 8 4 8     
2  -4 4 -4 0 8 4 0 12 8 8 16 12     
3   -4 8 -4 4 0 8 4 16 8 12 8 20 8   
4 0 4 4 8 -4 12 8 12 4 16 4 20 16 24 12 28 20 
 
Na Obr. 2.6 je znázorněn mřížový diagram pro náš příklad. Tučně je označena 










Obr. 2.6: Mřížový diagram s tučně vyznačenou nejpravděpodobnější cestou 
4               4                 8               12              12              16              20              24              28 
8 4 8 16 12 20
-4                8                4                8              16              12              20  
-4                 4 
-4                8                0                8              16 
 -4              0                -4               8                8                8 
-4               0               -4                8               8                8 
-4           0                    4            8                    4           
k:   0            1             2             3            4            5             6            7            8             9 

















V každém úseku grafu je nalezena konkurenční cesta k přežívající a z hodnot metriky obou 
cest je dále vypočítána míra spolehlivosti skΔ , udávající, že při výběru cesty grafem bylo 
učiněno správné rozhodnutí, pokud jsme jako cestu přežívající označili cestu skc  místo 
s
kc  
jelikož má vyšší metriku.  
       ( ) ( )sksksk cMcM −=Δ                                                 (2.2.1.3) 
Na Obr. 2.7 je zobrazen mřížový diagram přežívající cesty a všech konkurenčních cest. 
V uzlech které jsou zakroužkovány se vypočte míra spolehlivosti skΔ  z hodnot které jsou 
uvedeny. 
V dalším kroku je nutné nalézt update sekvenci. Ta určuje které bity by změnily svoji 
hodnotu, pokud bychom jako přežívající cestu zvolili konkurenční. Update sekvence se určuje 
v uzlech kde se tyto dvě cesty setkávají. Pro náš případ pro hodnoty k=3, 4, 5, 6, 7, 8 a 9.  
Máme nejpravděpodobnější cestu grafem uk={011100000}, pro k=3 je posloupnost 
konkurenční cesty {100}. Porovnáním těchto posloupností zjistíme na kterých místech se liší. 
Tento rozdíl je značen 1 a nejméně významný bit (LSB) je uveden vpravo. Pro náš případ 
(k=3) je update sekvence {111}. Z této sekvence vyplývá že rozdílné hodnoty by byli u bitů 
u1, u2 i u3 Stejně postupujeme pro získání zbylých sekvencí. Přehled všech update sekvencí je 

















4               4                 8               12              12              16              20              24              28 
8 4 8 16 12 20
-4                8                4                8              16              12              20  
-4                 4 
                   8                                                16 
-4                                 0                                
-4              0               0                                  8                  
                                    8                                  
k:   0            1             2             3            4            5             6            7            8             9 
přijato: 00           10           00           00          01           00          00            00          00 
uk:      0             1             1             1            0            0            0              0            0 
s
















Tab. 2.7: Přehled parametrů získaných při dekódování v dekodéru 1 
k 1,ty  uk skΔ  Update sekvence 
s
kΔmin ( )kuL  1,tc yL  )( ke uL  
1 -1 -1 - - 0 0 -4 4 
2 1 1 - - 0 0 4 -4 
3 -1 1 12 111 4 4 -4 8 
4 -1 1 4 1001 4 4 -4 8 
5 -1 -1 8 11011 4 -4 -4 0 
6 -1 -1 8 100011 8 -8 -4 -4 
7 -1 -1 4 1010111 4 -4 -4 0 
8 -1 -1 12 10110111 8 -8 -4 -4 
9 -1 -1 8 111010111 8 -8 -4 -4 
 
Pomocí update sekvence jsme již schopni vypočítat měkký výstup. Pro jeho výpočet platí 
vztah: 
( ) skkk uuL Δ⋅= min                                           (2.2.1.4) 
Hodnotu skΔmin  zjistíme následujícím způsobem: z Tab. 2.7 zjistíme pro stejná k jako 
v případě update sekvence (3, 4, 5, 6, 7, 8 a 9) minimální hodnotu míry pravděpodobnosti. 
Princip vysvětlím na přikladu pro k=3. Ze sloupce update sekvencí v Tab. 2.7 vezmeme pro 
k=3 první bit (MSB), pro k=4 druhý bit atd. až dojdeme do k=9 ze kterého vybereme devátý 
bit. Získané bity jsou znázorněny tučně v Tab. 2.7. Výsledná posloupnost je {1000111}. Bity 
1 označují kroky k které ovlivňují hodnotu bitu u3, v našem případě (k=3) jsou to tyto další k 
= 7, 8 a 9. Nyní vybereme nejnižší hodnotu míry pravděpodobnosti skΔ  pro tyto kroky k. Jsou 
to tyto: 12, 4, 12, 8 (označeny tučně v Tab. 2.7 ve sloupci skΔ ). Nejnižší z nich je 4, proto 
4min 3 =Δs . Pokračujeme dále pro ostatní k. Hodnoty skΔmin  jsou uvedeny v Tab. 2.7. Nyní 
již můžeme dosadit do vzorce (2.2.1.4). Hodnoty měkkých výstupů pro jednotlivé 
dekódované bity jsou uvedeny v Tab. 2.7. 
Měkký výstup můžeme rozložit: 
                ( ) ( ) )(1, ketckk uLyLuLuL ++′= ,                                 (2.2.1.5) 
kde: 
( )kuL ′  … apriorní hodnota z předchozího dekodéru, 
1,tc yL  … spolehlivost přenosového kanálu cL  vynásobená systematickou hodnotou  
         získanou z přenosového kanálu 1,ty , 
)( ke uL  … výstupní hodnota produkovaná dekodérem. 
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Hodnoty 1,tc yL  jsou uvedeny v Tab. 2.7, jen připomenu parametr 4=cL . Apriorní hodnota 
( )kuL ′  z předchozího dekodéru je nulová, jelikož se jedná o první cyklus dekódování. 
Konečnou hodnotu produkovanou prvním dekodérem získáme vyjádřením )( ke uL  ze vztahu 
(2.2.1.5): 
( ) ( ) 1,)( tckkke yLuLuLuL −′−=                                        (2.2.1.6) 
Hodnoty )( ke uL  jsou uvedeny v Tab. 2.7. Apriorní hodnota ( )kuL ′  z předchozího dekodéru 
se odečítá proto, aby se tato hodnota nedostala zpět do dekodéru ve kterém vznikla. Stejně tak 
hodnoty 1,ty  je nutné odečíst z důvodu společných hodnot pro oba dekodéry. 
Tímto končí proces dekódování v dekodéru 1. Hodnota )( ke uL  je pak předána dekodéru 2 
jako apriorní informace a proces dekódování pokračuje stejným způsobem. 
2.2.2 Maximum A-Posteriori Algoritmus (MAP) 
 MAP algoritmus byl představen v roce 1974 (Bahl, Cocke, Jelinek a Ravin). Stejně jako 
SOVA je nejčastěji používaným algoritmem pro dekódování Turbo kódů. Kromě odhadované 
bitové posloupnosti poskytuje také pravděpodobnost správného dekódování pro každý 
dekódovaný bit, tj. měkký výstup. 
Proces dekódování začíná s a-posteriori pravděpodobností (APPs) vypočtenou pro každý 
datový bit, následuje výběr hodnot datových bitů které odpovídají maximální a-posteriori 
pravděpodobnosti pro tyto bity. 
Po přijetí datové sekvence z přenosového kanálu, proces rozhodování s APPs dovoluje 
MAP algoritmu získat nejvíce pravděpodobný informační bit, který byl přenesen v každém 
časovém okamžiku. 
Princip dekódování spočívá v dvojitém průchodu mřížovým grafem, nejprve v dopředném 
směru a následně zpětném. V každém uzlu jsou vypočítány stavové pravděpodobnosti )(skα  a 
)(s
kβ . V dalším textu budou uvedena pouze konečná řešení pro výpočet těchto hodnot. 
Detailní odvození je možné nalézt v literatuře [3]. 
Dekódování začíná průchodem mřížového grafu v dopředném směru. Pro každý uzel grafu 
je vypočítána hodnota )(skα  podle vzorce: 
















k −−−− ⋅+⋅= δαδαα ,                                 (2.2.2.1) 
kde: 
)(s





k−α  … stavová pravděpodobnost v kroku k-1 (předchozí krok) pro stav s  a  
     hodnotu vstupního bitu  0 ( ),1(1
sb




k−δ  … pravděpodobnost přechodu z kroku k-1 do k, pro hodnotu  
                vstupního bitu 0 ( ),1(1
sb
k−δ  pro vstupní bit 1). 
( )sXb k ,  … stav jdoucí z kroku k-1 do k pro hodnotu vstupního bitu kX =0/1. 
Výpočet pravděpodobnosti přechodu ),(1
sXb
k
k−δ  lze zjednodušeně zapsat: 
    ( )2,1,),( exp kkkkksXbk yyyxk += πδ                                 (2.2.2.2) 
kde: 
kπ  … apriorní pravděpodobnost (v prvním dekódovacím cyklu kπ =0,5), 
kx , ky  … vysílaná dvojice bitů (systematický a paritní), 
1,ky , 2,ky  … přijatá dvojice bitů (systematický a paritní). 
Na Obr. 2.8 jsou zobrazeny jednotlivé proměnné ze vzorce (2.2.2.1) v části mřížového 
diagramu. 
Druhým krokem je průchod mřížového grafu ve zpětném směru (viz. Obr. 2.9). Opět je pro 















)( δβδββ ⋅+⋅= ++                                         (2.2.2.3) 
)(s




k+β  … stavová pravděpodobnost v kroku k+1 (předchozí krok) pro stav s  a  
           hodnotu vstupního bitu  0 ( ),1(1
sf
k+β  pro vstupní bit 1), 
s
k
,0δ  … pravděpodobnost přechodu z kroku k do k+1, pro hodnotu  
             vstupního bitu 0 ( sk
,1δ  pro vstupní bit 1). 










































Obr. 2.9: Část mřížového diagramu pro zpětný průchod 
 
Po výpočtu všech těchto hodnot je již možné určit hodnotu měkkého hodnotu, která určuje 




































               (2.2.2.4) 
Parametry ve vzorci (2.2.2.4) mají stejný význam jako ve výše uvedených  (2.2.2.1) a  
(2.2.2.2). Výraz ∑
s
znamená součet všech stavů které přísluší k danému uzlu pro vstupní bit 
kX  hodnoty 0 resp. 1. Pro MAP algoritmus platí stejné vztahy pro rozložení měkkého 
výstupu jako v případě SOVA algoritmu: 
( ) ( ) )(1, ketckk uLyLuLuL ++′=                     (2.2.2.5) 
( ) ( ) 1,)( tckkke yLuLuLuL −′−=                     (2.2.2.6) 
Ze vzorce je získána konečná hodnota dekodéru, která je přivedena na vstup dalšího 
dekodéru jako apriorní informace. 
MAP algoritmus je velmi náročný na výpočty, proto se pro dekódování používají různé 

































3 Demonstrační program 
 V první části byl teoreticky probrán postup kódování a dekódování pomocí Turbo kódů. 
Dalším úkolem v zadání Diplomové práce bylo vytvořit demonstrační program, který by bylo 
možné použít k výuce. V dalším textu je popsáno z jakých částí se tento program skládá a 
shrnuty poznatky z výstupů tohoto programu. Program byl vytvořen v programu Matlab GUI 
R2008a.  
Pozn.: V této kapitole se v některých případech liší značení proměnných od výše používané 
konvence. Jedná se o proměnné používané v programu. Označeny budou horním indexem „*“. 
3.1 Popis programu v Matlab GUI 
 Samotný program se skládá ze tří částí, které odpovídají reálným podmínkám. Jsou to 
kodér, přenosový kanál a dekodér. Schéma programu včetně jednotlivých volitelných vstupů, 
které může uživatel zadat, a výstupů z jednotlivých bloků, je uvedeno na Obr. 3.1.  
3.1.1 Blok Kodéru 
 Volitelnými vstupy tohoto bloku jsou vstupní posloupnost x*, kterou je možné zadat přímo, 
nebo pomocí tlačítka Random vygenerovat náhodnou posloupnost bitů. Z důvodu možného 
zobrazení zakódované posloupnosti je velikost vstupní posloupnosti omezena na velikost 10 
bitů včetně ukončujících bitů. Zakódovaná posloupnost pak má 30 bitů, tj. pro jeden vstupní 
bit 3 bity kódové posloupnosti (informační a 2 paritní). Dalším parametrem je zadání 
generujícího polynomu ve tvaru g* = [zpětná vazba, dopředná vazba]. Jednotlivé vazby jsou 
zadány v binární podobě. Na výběr jsou 3 polynomy z menu:  
g = [1 1 1; 1 0 1]; 
g = [1 1 0 1; 1 1 1 1]; 
g = [1 1 1 1 1; 1 0 0 0 1]; 
Prokládání bylo zvoleno pseudonáhodné. Hodnota pseudonáhodné posloupnosti je uložena 
v globální proměnné alpha*, která je sdílena pro celý program. Následuje proces kódování 
který je rozdělen do třech funkcí. 
3.1.1.1 Funkce encoderm 
 Vstupními parametry jsou informační bity x*, generující polynom g* a vektor prokládání 
alpha*. Určí se délka kódového ohraničení K* a počet paměťových buněk m*. Je volána 
funkce rsc_encode. Výstupem této funkce a celého bloku Kodéru je vektor zabezpečené 
posloupnosti koder_out* o velikosti 30 bitů. V tomto vektoru jsou zastoupeny informační bity 
kodéru 1 a paritní byty obou kodérů. 
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3.1.1.2 Funkce rsc_encode 
 Vstupními parametry funkce jsou generující polynom g* a vstupní posloupnost 
informačních bitů x*. Z přijatého bloku jsou získávány jednotlivé bity které jsou jako parametr 
předány funkci encode_bit, výstupem je posloupnost y* obsahující informační a paritní bity, 
nejprve z kodéru 1 pak 2. 
3.1.1.3 Funkce encode_bit 
 Vstupem jsou jednotlivé bity informační posloupností x*, které jsou pomocí generujícího 
polynomu g* kódovány. Funkce vrací hodnoty paritních bitů. Systematické bity jsou získány 
z informační posloupnosti ve funkci rsc_encode. 
                             
Obr. 3.1: Schéma rozdělení výukového programu na dílčí části 
3.1.2 Blok Přenosový kanál 
 V tomto bloku dochází k simulování přenosu zabezpečené posloupnosti koder_out* a 
napadení této posloupnosti chybou. Volitelnými parametry je hodnota odstupu signálu od 
šumu EbN0db* v dB (decibelech) a po simulovaném přenosu (tlačítko Přenos), možnost 
zadání dalších chyb do této posloupnosti. Hlavní funkcí tohoto bloku je, ze zadané hodnoty 
spočítat spolehlivost přenosového kanálu L_c* a přičíst k přenášené posloupnosti náhodně 













prokl dekoder1 out 
dekoder2 out 
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3.1.3 Blok Dekodér 
 Hlavní pozornost při tvorbě tohoto programu byla věnována právě tomuto bloku. Jediným 
parametrem který je možno nastavit je počet cyklů, které mají proběhnout během 
dekódovacího procesu. Prvním krokem je demultiplexování přijatých dat (funkce 
demultiplex). Dalšími funkcemi jsou sova a trellis. Popis dekódování byl podrobně 
popsán v kapitole 2.2. Funkce programu probíhá ve stejných krocích (viz. Obr. 3.2.) proto 
tyto funkce nebudu blíže popisovat. Zmíním pouze možnosti, které lze použít pro zobrazení 
výsledků a samotné zobrazované výsledky. 
 Na výběr jsou zde dvě tlačítka Dekódovat a Krokovat dekódování. Volbou tlačítka 
Dekódovat proběhne celý jeden cyklus dekódovacího procesu. Pokud je zadán počet cyklů 
proběhne tento proces právě tolikrát. Cyklus končí výstupem dekódované posloupnosti 
z dekodéru 2. 
 Pro bližší seznámení s postupem dekódování je zde možnost využít tlačítko Krokovat 
dekódování. Touto volbou uživatel prochází jednotlivými kroky dekódování a v každém 
kroku dekódovacího procesu jsou zobrazovány jednotlivé výsledky, vzorce výpočtů a pohyb 
ve schématu dekódovacího procesu. Jeden takový krok je zobrazen na Obr. 3.3. Jedná se o 
okno demonstračního programu. 
Jednotlivé zobrazované parametry jsou: 
• Přenesené informační bity X, paritní bity Y1 a Y2 
• Informační bity X a paritní bity Y1 mapované do {-1,+1} rozsahu 
• Měkký výstup dekodéru 1 
• Výstupní posloupnost dekodéru 1 {0,1}  
• Výstup z prokladače 
• Výstupní posloupnost  dekodéru 2 
• Výstup inverzního prokladače (dekódovaná posloupnost) 
Dalším výstupem toho programu je graf. Jeho okno je na obrázku Obr. 3.4. V tomto grafu 
je možné sledovat jak se mění míra spolehlivosti pro jednotlivé dekódované bity Uk a 
pravděpodobnost že dekódovaný bit Uk  = 1. Bližší popis bude v další části textu. 
 
 31
                                 
Obr. 3.2: Schéma dekódovacího procesu – převzato z demonstračního programu 
 
Obr. 3.3: Podrobné schéma dekódování – okno demonstračního programu 
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4 Vyhodnocení výsledků z vytvořeného programu 
V této části textu budou probrány možnosti vyhodnocení dekódovaných výsledků. Budou 
demonstrovány dva příklady, které byly získány z vytvořeného programu. Na těchto 
příkladech bude uvedena možnost rozhodnutí o správnosti výsledku získaného dekódováním. 
4.1 Příklad 1 
Ve vytvořeném programu je možné jednoduše ověřit správnost dekódovaných dat 
porovnáním se vstupními informačními bity. V reálném procesu však tuto možnost nemáme a 
je nutné určit způsob rozhodnutí, kdy jsme “spokojeni“ s výsledkem. 
 V prvním příkladě máme informační posloupnost vstupující do kodéru ve tvaru: 
{01001111}. Zakódovaná posloupnost bude mít tvar:  
{001111011011111110100111000001}. 
Z přenosového kanálu je na straně dekodéru přijata posloupnost:  
{001101011011101110101101000011}. 
Na podtržených místech vnikla chyba, tj. celkem 5 chyb. Následuje dekódování. V Obr. 4.1 
je zobrazena pravděpodobnost že jednotlivé dekódované bity jsou 1. Tabulka 4.1 zobrazuje 
hodnoty pravděpodobností, kde 1 znamená 100% pravděpodobnost že dekódovaný bit Uk=1.  
Pro výpočet této pravděpodobnosti platí vztah: 
         ( ) ( )kuLk eUP −+== 1
11              (4.1.1) 
Všechny hodnoty byly získány z demonstračního programu pro 10 dekódovacích cyklů. 
Z grafu je zřejmé že hodnoty dekódovaných bitů Uk se již od druhého cyklu nemění. To 
znamená že dekódované bity hodnoty 1 mají 100% pravděpodobnost správného dekódování a 
hodnoty bitů 0 se čím dál více blíží nule. Z tohoto pozorování je možné určit první kritérium 
pro rozhodnutí o správnosti dekódování Uk. Je možné tedy určit počet cyklů (např. 5) na 









Tab. 4.1: Hodnoty pravděpodobností že dekódované bity Uk=1 pro cykly 1 až 10  
Dekódované bity Uk cyklus 
k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 
1 1,7·10-08 0,98 1,7·10-02 1,9·10-03 0,92 1,00 1,00 0,92 
2 1,1·10-12 1,00 2,0·10-04 8,5·10-07 1,00 1,00 1,00 1,00 
3 3,9·10-15 1,00 1,2·10-17 9,3·10-13 1,00 1,00 1,00 1,00 
4 1,4·10-26 1,00 1,3·10-27 4,4·10-25 1,00 1,00 1,00 1,00 
5 4,9·10-35 1,00 4,7·10-36 4,9·10-35 1,00 1,00 1,00 1,00 
6 1,7·10-43 1,00 1,7·10-44 1,7·10-43 1,00 1,00 1,00 1,00 
7 6,0·10-52 1,00 5,8·10-53 6,0·10-52 1,00 1,00 1,00 1,00 
8 2,1·10-60 1,00 2,0·10-61 2,1·10-60 1,00 1,00 1,00 1,00 
9 7,4·10-69 1,00 7,2·10-70 7,4·10-69 1,00 1,00 1,00 1,00 
10 2,5·10-75 1,00 2,6·10-79 2,7·10-75 1,00 1,00 1,00 1,00 
 
 
Obr. 4.1: Graf pravděpodobnosti Uk=1 pro 10 dekódovacích cyklů z příkladu 1 
4.2 Příklad 2  
Jako informační bity byla použita posloupnost {11011011} která po průchodu kodérem 
byla zakódována do posloupnosti: 
{111100001100110001110101111001}, 
v přenosovém kanále byla napadena chybou. Výsledná posloupnost přijatá z přenosového 
kanálu je: 
{110100001100110111010101111000}. 
V této posloupnosti vzniklo 5 chyb (podtržené bity). Obr. 4.2 zobrazuje pravděpodobnost že 












od cyklu 1 až 10. Pokud bychom v tomto případě použili stejné kritérium jako v příkladě 1 a po 
5 cyklech brali hodnoty dekódovaných bitů Uk jako 100% dekódované, výsledná posloupnost 
by byla Uk={11001111} což neodpovídá posloupnosti vstupující do procesu kódování. Že 
dekódovaná posloupnost není správná lze usuzovat i z hodnot pravděpodobností pro jednotlivé 
bity (viz. Tab. 4.2 cyklus 5). V tomto případě je lepší určit jiné kritérium pro vyhodnocení 
správnosti dekódovaných dat. Tímto kritériem může být například stanovení jisté hranice 
pravděpodobnosti (resp. dvou hranic), po jejímž překročení bude dekódovací proces ukončen. 
Např. hranice pro výsledný dekódovaný bit Uk=1 by byla pravděpodobnost 1 a pro hodnotu 
dekódovaného bitu Uk=0 např. pravděpodobnost < 1·10-10. Jakmile všechny bity dekódované 
posloupnosti Uk překročí jednu z těchto pravděpodobností bude proces dekódování ukončen. 
V našem případě tuto podmínku splní všechny bity v cyklu 12. 
Z výše uvedených příkladů vyplývají výhody a nevýhody požití obou dekódovacích kritérií. 
První kritérium z příkladu 2, zadání počtu dekódovacích cyklů, nám dává jistotu časové 
náročnosti dekódování, ovšem při nedokončeném procesu dekódování, vlivem nízkého počtu 
dekódovacích cyklů, vzniká chyba v dekódované posloupnosti. Naproti tomu příklad 2, 
zadání hranice spolehlivosti, zvyšuje spolehlivost dekódování za cenu neznámého počtu 
dekódovacích cyklů a z toho plynoucí neznáme doby dekódování. 
 














Tab. 4.2: Hodnoty pravděpodobností že dekódovaný bit Uk=1 pro cykly 1 až 15 
Dekódované bity Uk cyklus 
k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 
1 1,00 1,00 1,6·10-07 1,00 0,98 1,00 0,98 0,98 
2 1,00 1,00 2,2·10-04 1,00 0,18 1,00 5,0·10-06 5,0·10-06
3 1,00 1,00 1,1·10-02 1,00 0,88 1,00 0,88 0,88 
4 0,92 1,00 2,8·10-06 4,4·10-04 8,1·10-02 1,00 0,92 8,1·10-02
5 1,00 1,00 8,0·10-09 1,9·10-03 0,18 1,00 1,00 0,18 
6 1,00 1,00 2,3·10-12 1,00 0,97 1,00 0,97 0,97 
7 1,00 1,00 2,4·10-16 1,00 1,00 1,7·10-04 1,5·10-03 1,5·10-03
8 1,00 1,00 2,8·10-14 1,00 1,00 1,00 1,00 1,00 
9 1,00 1,00 1,3·10-13 1,00 1,00 3,0·10-08 1,00 1,00 
10 1,00 1,00 9,1·10-12 1,00 0,12 1,0·10-06 0,12 0,12 
11 1,00 1,00 6,1·10-05 1,00 1,00 5,0·10-08 1,00 1,00 
12 1,00 1,00 2,7·10-18 1,00 1,00 8,9·10-16 1,00 1,00 
13 1,00 1,00 3,9·10-29 1,00 1,00 1,3·10-26 1,00 1,00 
14 1,00 1,00 5,6·10-40 1,00 1,00 1,9·10-37 1,00 1,00 
15 1,00 1,00 8,1·10-51 1,00 1,00 2,7·10-48 1,00 1,00 
5 Výkonnost turbo kódů 
V této části bude popsáno jak jednotlivé parametry turbo kódů ovlivňují jejich výkonnost. 
V literatuře [7] je možné nalézt grafy ve kterých je graficky znázorněna závislost BER 
(spolehlivost přenosového kanálu) na hodnotě odstup signálu od šumu (Eb/N0) při změně 
jednotlivých parametrů. Těmito parametry jsou např. počet cyklů dekódovaní, děrování, 
použitý dekódovací algoritmus, délka kódového slova, volba generujících polynomů a 
prokládání. 
Níže budou popsány výsledky jak jednotlivé parametry ovlivňují výkonnost turbo kódů. 
Čerpáno z literatury [7]. 
5.1 Počet cyklů dekódování 
Pro 1 dekódovací cyklus je výkonnost turbo kódů srovnatelná s konvolučními kódy. Pro 
hodnoty 0NEb >3dB dokonce lepší. Pro vyšší hodnoty opakování pak výkonnost turbo kódu 
rychle narůstá. Od 8 cyklů je pak nárůst výkonnosti malý. Např. pro počty opakování 8 a 16 je 




Princip děrování byl popsán v kapitole 1.3. Pokud přenášíme ve výsledné posloupnosti 1kx , 
1
ky  i 
2
ky   je výsledná informační rychlost R=1/3. Použitím jednoduchého děrování, které 
spočívá ve střídavém vysílání 1ky  a 
2
ky  dostáváme hodnotu R=1/2. Přenášením obou paritních 
posloupností dává oproti děrované posloupnosti zisk dBNEb 6,00 ≅ . Zvyšování počtu 
dekódovacích cyklů tento rozdíl narůstá. 
5.3 Použitý dekódovací algoritmus 
Jak již bylo zmíněno v kapitole 2.2.2 klasický MAP algoritmus se pro svou náročnost na 
výpočty nepoužívá. Používají se jeho modifikace  Log-MAP a Max-Log-MAP [7]. 
Porovnáme-li jejich výkonnost, „nejhorších“ dosahují SOVA a Max-Log-MAP algoritmy. 
Naopak nejlepších dosahuje MAP algoritmus, který je jen o něco málo lepší než Log-MAP. 
5.4 Délka kódového slova 
Turbo Kódy dosahují vysoké výkonnosti při přenosu extrémně dlouhých zpráv. To 
znamená že se zvyšuje korekční schopnost s rostoucí délkou L kódového slova.  Např. pro 
délku L=65536bitů při dBNEb 1,10 ≅  je BER=10-4. Ne pro všechny aplikace je vhodná 
dlouhá délka zprávy. S tím souvisí zmenšování výkonnosti turbo kódů při použití krátkých 
zpráv. Např. pro zprávu 169bitů (přenos řeči) je dosaženo BER=10-4 až při hodnotě 
dBNEb 7,20 = . 
5.5 Volba generujících polynomů 
 Volba vhodného polynomu je dalším důležitý parametrem pro zlepšení výkonnosti turbo 
kódů. V literatuře [7] je možné nalézt graf ve kterém je vidět že nejvýkonnějším kódem je 
(15,17). 
5.6 Prokládání 
Jak již bylo napsáno v kapitole 1.2, je důležité vhodně zvolit způsob prokládání. Nejvyššího 




6 Model kodeku v prostředí Matlab Simulink 
Z výše popsaných teoretických poznatků byl v prostředí Matlab Simulink R2008a sestaven 
model zabezpečení přenosu pomocí turbo kódů. Následující text bude věnován popisu 
jednotlivých částí vysílače a přijímače. 
6.1 Základní model 
Základní blokové schéma je zobrazeno na Obr. 6.1. V dalším textu budou zmiňovány 
nastavované parametry jednotlivých bloků, proto na začátek uvádím jejich přehled a význam. 
Hodnoty jednotlivých parametrů jsou načítány z externího m-file souboru. 
   NumberOfIteration        počet dekódovacích cyklu 
NumberOfBits             počet bitů v jednom rámci vstupujících do kodéru 
InitialSeed           počáteční hodnota prokládaní 
EbNo               odstup signál/šum 
OffSet                    proměnná určující délku jednoho bitu 





























Obr. 6.2: Schéma zapojení kodéru v Matlab Simulink 
Jako zdroj dat byl použit Bernoulliho binární generátor, který generuje náhodnou bitovou 
posloupnost. Jsou generovány rámce o velikosti NumberOfBits (tj. parametr Sample per 
frame) s pravděpodobností nuly = 0.5 a vzorkovacím časem: Sample time: 
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(NumberOfIteration / NumberOfBits) * OffSet, což odpovídá poměru počtu opakování 
dekódovacího procesu ku počtu bitů vstupujících do procesu zabezpečení. Tím je zaručena 
potřebná doba k dekódování na straně přijímače.   
Kodér turbo kódu (viz. Obr. 6.2) je složen ze dvou konvolučních kodérů oddělených 
prokladačem. U kodérů je nastaven parametr: Trellis structure: poly2trellis(3, [7 5],7). Blok 
Prokladac je nastaven: Numer of elements: NumberOfBits*2, Initial seed: InitialSeed. 
Výstupem je zakódovaná posloupnost (rámec) o velikosti NumberOfBits*3 (tj. posloupnost 
systematických bitů + paritní bity kodéru 1 a 2). Na Obr. 6.3 a) je zobrazena posloupnost 
vystupující z Bernoulliho generátoru s 10 vzorky v jednom rámci a délkou trvání jednoho 
vzorku 4/10s, tj. doba trvání jednoho rámce je 4s. Na Obr. 6.3 b) je kódovaná posloupnost 
vystupující z turbo kodéru o velikosti 30 vz./rámec, tj. 10 vzorků systematické posloupnosti a 

























































Obr. 6.4: Schéma zapojení dekodéru v Matlab Simulink 
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Na Obr. 6.4 je zobrazeno schéma zapojení Turbo dekodéru. Byl použit A posteriory 
algoritmus, jehož funkce byla probrána v kapitole 2. Zapojení je shodné s Obr. 2.4 (Kapitola 
2) s využitím bloků Simulniku. Základem jsou dva bloky APP Decoder se stejným 
parametrem poly2trellis() jaký byl použit v kodéru. Blok Nulová posloupnost generuje vektor 
nul o velikosti NumberOfBits, který je použit v prvním dekódovacím cyklu, kdy nejsou 
z Dekodéru 2 žádná výstupní data. Skupina bloků Iterace zajišťuje provedení počtu zadaných 
dekódovacích cyklů NumberOfIteration. Výstupem dekodéru je dekódovaná posloupnost 
(rámec) o velikosti NumberOfBits. 
6.2 Synchronizace 
Aby bylo možné data na straně přijímače správně dekódovat je nutné použít synchronizaci. 
To znamená z přijatého toku dat obnovit rámce zakódované posloupnosti. S přihlédnutím 
k další implementaci modelu na vývojový kit TI TMS320C6713 a využití audio rozhranní 
line-in a line-out stereo, bylo pro přenos dat použito jednoho kanálu a pro přenos 
synchronizace druhého. Na straně vysílače je posloupnosti obsahující zakódované data 
přidána synchronizační posloupnost obsahující na pozici prvního datovému bitu hodnotu 
logické úrovně 1 doplněnou nulami do velikosti rámce. Na straně přijímače je testován 
synchronizační kanál. V okamžiku kdy je na něm rozeznána úroveň 1 je z datového kanálu 
načtena posloupnost o velikosti odesílaného rámce. Časový průběh synchronizace je zobrazen 
na Obr. 6.5. Obr. 6.5 a) zobrazuje posloupnost dat vystupující z kodéru. Na Obr. 6.5 b) jsou 
zobrazeny synchronizační impulzy, které jsou přidány do druhého kanálu k datové 
posloupnosti. Obr. 6.5 c) zobrazuje synchronizovanou datovou posloupnost na straně 
přijímače. Tato posloupnost je zpožděna o dobu trvání jednoho rámce, což je způsobeno 
načítáním dat do bufferu. 
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Obr. 6.5: Časový průběh synchronizace: a) datová posloupnost z kodéru,  































  kanal AWGN
 
Obr. 6.6: Schéma zapojení z programu Matlab Simulink se synchronizací 
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6.2.1 Realizace synchronizace v Matlab Simulink 
Ke schématu z Obr. 6.1 byly přidány bloky pro synchronizaci viz. Obr. 6.6. Kromě bloků 
Tvorba synchronizace a Obnova synchronizace, byly do programu přidány bloky Turbo koder 
enable a Tvorba sync. enable. Tyto bloky kontrují jestli jsou na vstupu subsystému, který 
ovládají, data ke zpracování. Vnitřní struktura těchto bloků je na Obr. 6.7. Funkce je 
následující: z rámců přicházejících na vstup těchto bloků je počítána suma, pokud je 
výsledkem nenulová hodnota, tzn. rámec obsahuje data, je na výstup tohoto bloku přivedena 
logická úroveň, která spustí funkci bloku připojeného na jeho výstup. 
Na Obr. 6.8 je zobrazeno zapojení bloku Tvorba synchronizace. Funkcí tohoto bloku je 
přidat k signálu synchronizační impulzy a přizpůsobit tyto dvě posloupnosti na přenosový 
kanál. Na vstup slučovače (Matrix concatenate) je přiváděn proud bitů kódovaných dat a 
synchronizační impulzy, které jsou generovány blokem synch. impulzy. V tomto zapojení jsou 
již i bloky Modulator. Tyto bloky budou popsány níže, v kapitole Modulace. 
Obnova synchronizace je zobrazena na Obr. 6.9. Pokud je na vstupu bloku Relay zjištěna 
hodnota logické úrovně 1 (synchronizační impulz), je spuštěna funkce bloku Obnova ramcu 
enable, která zajistí spuštění bloku Obnova ramcu na délku jednoho rámce. Vnitřní struktura 
bloku Obnova ramcu je na Obr. 6.10. V okamžiku spuštění funkce tohoto bloku dochází 
k načítání dat bufferu (Delay Line) a je spuštěn generátor impulzu, který po uplynutí doby 
trvání jednoho rámce, vyšle impulz, způsobující vyprázdnění bufferu. Tím je obnoven 
původní rámec. Na výstupu tohoto bloku je zapojen Dekoder enable se stejným zapojením 










































































Aby bylo možné data přenést přes komunikační kanál, je nutné tato data přizpůsobit do 
podoby vhodné pro přenos. Tento postup je nazýván modulace. V případě digitálních dat 
hovoříme o klíčování.  
Nebylo možné použít již hotové bloky pro modulaci z programu Matlab Simulink jelikož 
použité rozhraní na kitu není schopné přenášet imaginární složku modulovaného signálu. Pro 
zvolená audio rozhraní je povolen pouze přenos reálné složky. Proto byl vytvořen základní 
model amplitudového klíčování ASK (Amplitude Shift-Keying). Celkové schéma zapojení 
včetně modulace a demodulace bylo uvedeno na Obr. 6.6. Časové průběhy datové 
posloupnosti v jednotlivých fázích modulace jsou zobrazeny na Obr. 6.13. 
Modulátor je umístěn v bloku tvorba synchronizace (viz. Obr. 6.6). Jeho vnitřní zapojení je 
zobrazeno na Obr. 6.11. Je tvořen přepínačem s přepínací hodnotou treshold = 0.5. Na 
rozhodovací vstup je přiváděn datový signál, který ovlivňuje výstup přepínače následujícím 
způsobem: je-li na vstupu hodnota logické úrovně 1 je na výstup přiveden sinusový signál 
z generátoru nosné, v opačném případě je na výstupu nulová úroveň. Časový průběh datové 
posloupnosti vstupující do modulátoru je na Obr. 6.13 a) a modulovaná data vystupující 
































Obr. 6.12: Schéma zapojení demodulátoru 
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Demodulátor je umístěn v bloku Prijem dat. Analogový signál je nejprve rozdělen na 
datovou a synchronizační posloupnost. Každá posloupnost je poté samostatně demodulována. 
Schéma demodulátoru je zobrazeno na Obr. 6.12. Nejprve je z přijatého signálu získána 
absolutní hodnota a normována na hodnoty 0 a 1, viz. Obr. 6.13 c). Pomocí digitálního filtru 
je signál převeden na spojitý (viz. Obr. 6.13 d)), zpožděn o polovinu trvání signálového prvku 
a navzorkován pomocí bloku Zero-Order Hold (viz. Obr. 6.13 e)). Blok Rozhodnuti pak určí, 



































































Obr. 6.13: Časový průběh datového signálu vystupující z: a) kodéru, b) modulátoru,  




























































































Obr. 7.1: Blokové schéma vývojového kitu TMS320C6713 DSP 
7 Implementace kodeku na kit TMS320C6713  
7.1 Vývojový kit TMS320C6713 
Vývojový kit TMS320C6713 DSP je od firmy Texas Instruments. Blokové schéma kitu  kit 
TMS320C6713 je na Obr. 7.1. Základní vlastnosti tohoto kitu jsou: 
Operuje na frekvenci 225 MHz, obsahuje stereo audio kodek AIC23, 16 MB DRAM, 512 KB 
flash paměti, 4 LED diody a DIP přepínače, USB rozhraní, audio rozhraní atd. Tento kit 
umožňuje připojení dalších karet, které rozšiřují možnosti použití. Použitý kit obsahuje kartu 
DSK_COMM4 s XBee modulem podporující protokol 802.15.4. 
Důležitou součástí je Code Composer Studio (dále jen CCS) od stejné firmy. Tento 
software umožňuje komunikaci počítače s vývojovým kitem. Hlavní úlohou je kompilace 
programu do podoby vhodné pro nahrání na kit. Podporuje například kompilaci programu 
z prostředí Matlab (m-files), nebo Matlab Simulink (.mdl) do jazyka C. Z tohoto souboru je 
vytvořen soubor s koncovkou .out, který se nahrává do zvoleného kitu. Verze použitá pro 





7.2 Program pro kit 
V programu Matlab Simulink je k dispozici, pro podporu produktů od firmy Texas 
Instruments, knihovna Target Support Package TC6, která umožňuje návrh programů pro kity  
typu TI 6xxx. Bloky které byly použity pro tento program jsou DAC, ADC a C6713DSK. Blok 
DAC nastavuje AIC23 kodek a příslušné rozhraní pro odesílání řetězce dat na výstupní 
konektory line out a hp out (head-phone out – sluchátkový výstup). ADC blok zajišťuje 
přijímání dat ze vstupního rozhraního line in, nebo mic in a převod do digitální podoby. 
C6713DSK je konfigurační blok nezbytný pro generování kódu z Real-Time Workshop na 
zvolený kit. 
Výsledné schéma použité pro implementaci zobrazuje Obr. 7.2. Obr. 7.2 a) zobrazuje 
schéma kodéru. Na audio vstup kitu line in (blok ADC1) jsou přiváděna data, ta jsou 
zakódována a modulovaná posloupnost je odesílána přes výstup line out (blok DAC) na druhý 
kit. Na straně dekodéru (Obr. 7.2 b)) jsou data demodulována, obnoveny rámce a dekódovaná 
posloupnost je odeslána na audio výstup line out (blok DAC1). Zvolené audio rozhraní je 

















































7.3 Měření na implementované komunikačním systému 
Schéma měřícího pracoviště je na Obr. 7.3. Pro měření byly použity dva kity 
TMS320C6713. Do jednoho kitu byl nahrán kodér, do druhého dekodér. Pro ověření 
odolnosti a schopnosti opravy chyb byl na straně vysílače přidán blok AWGN, mezi bloky 
Tvorby synchronizace a DAC. Tento blok přičte k přenášenému signálu bílý gausovský šum, 
který způsobí chyby v přenášených datech. Tímto způsoben je simulováno rušení 
na přenosovém médiu s možností ovlivnit velikost parametru Eb/N0 (odstup signál/šum), což 
je jeden z hlavních parametrů při posuzování výkonnosti kódu. Pro použitou modulaci ASK 












  [dB]            (7.1) 
Kde:  
0N
Eb  … poměr energie bitu ku spektrální hustotě výkonu [dB], 
ramT  … doba trvání jednoho rámce [s],  
sampT  … doba trvání jednoho vzorku [s], 
SNR … poměr energie signálu a šumu [dB] 













   [dB]            (7.2) 
Jako zdroj signálu přiváděného do kodéru byl použit Bernoulliho generátor v programu 
Matlab Simulink. Posloupnost jim generovaná byla přenášena z počítače přes zvukovou kartu 
(blok Analog out) na vstup kitu s kodérem. Výstupní dekódovaná posloupnost z dekodéru 
byla odesílána pomocí výstupu line out na vstup zvukové karty na počítači. Pro zpracování 
tohoto signálu v prostředí Matlab Simulink byl použit blok Analog Input, který zpracovává 
data ze vstupu zvukové karty. Přijatá dekódovaná posloupnost byla následně porovnávána 
z posloupností vysílanou Bernoulliho generátorem, zpožděnou o zjištěnou hodnotu (blok Find 
Delay). Obě posloupnosti pak byly přivedeny na blok Error Rate Calculation, kde byla 

























































Obr. 7.4: Schéma zapojení pro měření v Matlab Simulink 
8 Hodnocení výsledků měření  
V této kapitole bude pospáno vyhodnocení výsledků získaných měřením podle popisu 
v předchozí kapitole. Budou popsány a graficky prezentovány výsledky ovlivněné 
nastavenými parametry kodeku a přenosového kanálu simulovaného blokem AWGN. Těmito 
parametry ovlivňující výkonnost turbo kódu, které byli změřeny, jsou: 
• Počet dekódovacích cyklů 
• Použitý generující polynom 
• Vliv děrování 
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8.1 Počet dekódovacích cyklů 
Parametry kodéru a dekodéru použité v této simulaci jsou: generující polynomy G0=7 a 
G1=5, délka bloku dat (velikost rámce) L=100bit a celkový počet přenesených bitů 
N=10000bit. Hodnoty parametru Eb/N0 byly voleny v rozsahu 0 - 3,5dB s krokem 0,5dB. 
Připomenu, že použitý dekódovací algoritmu je A posteriory. 
Grafické znázornění výsledků je na Obr. 8.1. Jedná se o závislost BER (bit error rate) na 
hodnotě parametru Eb/N0 (odstup signál/šum). Z obrázku je patrné, že se zvyšujícím se 
počtem dekódovacích cyklů klesá hodnota chybovosti. Například pro BER=10-3 je zlepšení 
mezi 1 a 2 dekódovacími cykly o více jak 1,5 dB. To znamená, že této chybovosti je při 
použití 2 dekódovacích cyklů možné dosáhnout již při hodnotě Eb/N0 cca. 2,7dB. Při použití 8 
dekódovacích cyklů pak při hodnotě Eb/N0 < 2dB. Od 5 dekódovacích cyklů se hodnoty 
těchto rozdílů zmenšují. Rozdíl mezi 7 a 8 iteracemi je pak zanedbatelný. Od hodnoty Eb/N0 = 
3,5dB se hodnoty pro 5 – 8 iterací srovnávají. Jak již bylo uvedeno v kapitole 5.1, v praxi se 
většinou používá 4 až 12 dekódovacích cyklů z důvodu zmenšujících se rozdílů ve 





















Obr. 8.1: Vliv počtu dekódovacích cyklů 
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8.2 Vliv volby generujících polynomů 
Další parametrem který ovlivňuje zabezpečovací schopnost turbo kódů je volba 
generujících polynomů. Správnou volbou polynomů G0 a G1 je možné dosáhnout lepších 
výsledků. V textech věnujících se problematice kódování pomocí turbo kódů lze nalézt, že 
nejvýkonnějším je kodek s generujícími polynomy G0=17 a G1=15. 
Na Obr. 8.2 jsou průběhy naměřené pro generující polynomy G=[7,5], G=[17,15], 
G=[23,33]. Tyto generující polynomy byli zvoleny jako zástupci v praxi nejpoužívanějších. 
Parametry simulace byli zvoleny: počet iterací 8, délka rámce L=100bit a celkový počet 
přenesených bitů N=10000bit. Na Obr. 8.2 lze vidět rozdíly ve výkonnosti pro jednotlivé 
generující polynomy. Např. pro hodnotu BER=10-6 je rozdíl mezi G=[7,5] a G=[17,15] 0,5dB, 
mezi G=[17,15] a G=[23,33] 0,2 dB. Vezmeme-li v úvahu složitost dekódování pro větší 
generující polynomy (s rostoucí hodnotou generujících polynomů se zvětšuje velikost 
mřížového diagramu) lze říci, že turbo kodek s generujícím polynomem G=[17,15] je 
nejvhodnější vzhledem k poměru náročnosti výpočtu a zabezpečovací schopnosti. Tento 

















Obr. 8.2: Vliv volby generujících polynomů 
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8.3 Vliv děrování na výkonnost turbo kodeku 
Pro posouzení vlivu děrování na výkonnost turbo kodeku byly nastavené parametry sytému 
následující: Generující polynom G=[17,15], velikost rámce L=100bitů, počet dekódovacích 
cyklů 2, 4, 8 a celkový počet přenesených bitů N=10000. 
Použitím děrovaní se zvětšuje výsledná informační rychlost, která při nepoužití děrování je 
R=1/3. Pro připomenutí tato hodnota vyjadřuje kolik výstupních zakódovaných bitů připadá 
na jeden nezakódovaný bit vstupující do procesu kódovaní. Pro případ použitého turbo kodéru 
jsou výstupními bity jeden systematický a dva paritní. Použitím děrování se z výsledné 
zakódované posloupnosti vynechávají, podle zvoleného pravidla, bity paritních posloupností. 
Tím se zvětšuje informační rychlost R. Na straně dekodéru jsou chybějící bity nahrazeny 
nulou. Pro měření byl použit případ, kdy se do výsledné posloupnosti střídavě vkládají paritní 
bity obou kodérů (viz. Kapitola 1.3). Výsledná informační rychlost je R=1/2.  
Na Obr. 8.3 jsou zobrazeny výsledky měření. Největší rozdíly jsou pro počet dekódovacích 
cyklů 2 a 8 pro chybovost BER=10-4, kde je tento rozdíl cca. 1dB. Naopak od hodnoty 
Eb/N0=3dB jsou rozdíly v chybovosti pro 4 a 8 dekódovacích cyklů zanedbatelné. Lze tedy 
vyvodit závěr, že s rostoucím počtem dekódovacích cyklů se i v případě použití děrování 
zlepšuje výkonnost turbo kódu.  
Na Obr. 8.4 jsou pro porovnání zobrazeny průběhy pro stejný počet dekódovacích cyklů při 
použití děrování (přerušované čáry) a bez něj (plné čáry). Lepších výsledků je samozřejmě 
dosaženo bez děrování. Tyto rozdíly jsou řádově desetiny dB. Je možné si všimnout, že při 
použití děrování pro 8 iterací dosahuje lepších výsledků než pro 6 iterací bez děrování. Na 
druhou stranu rozdíly nejsou velké (řádově desetiny dB) a uvážíme-li menší počet 
přenášených bitů v případě použití děrování, lze v některých případech považovat za 
výhodnější použití děrování. Je třeba si uvědomit, že použití děrování nemá vliv na rychlost 
kodeku. Pouze se zmenšuje objem přenášených dat mezi vysílačem a přijímačem a tím se 




































Obr. 8.4: Porovnání výkonnosti turbo kodeku s děrováním (přerušovaná čára) a bez 
děrování (plná čára) 
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8.4 Shrnutí výsledků 
V této kapitole byli prezentovány výsledky získané měřením na kitu TMS320C6713. 
Srovnáme-li tyto výsledky s jinými, např. v literatuře [7], lze říci, že odpovídají teoretickým 
předpokladům (viz. Kapitola 5).  
S rostoucím počtem dekódovacích cyklů roste výkonnost turbo kódů. Od 5 dekódovacích 
cyklů výše dochází k zanedbatelným rozdílů ve výkonnosti. V praxi se proto využívá 4 až 12 
iterací. 
Volba generujícího polynomu má rovněž vliv na výkonnost těchto kódů. Volba větších 
generujících polynomů je výhodnější z hlediska zabezpečovací schopnosti za cenu větší 
výpočetní náročnosti.  
Použitím děrování dochází ke zhoršení výkonnosti. Tento rozdíl oproti nevyužití děrování  
však není velký. Navíc se zmenšuje přenosová šířka pásma, což může být v některých 
případech výhodou. Záleží pak na konkrétním systému a požadavcích na něj kladených, která 
varianta bude zvolena. 
Jednotlivé naměřené hodnoty se mohou lišit od teoretických. To je dáno řadou dalších 
faktorů ovlivňujících funkci kodeku. Například: měření v reálných podmínkách, použití 
modulace ASK s vlastní chybovostí, antialiasingový filtr na audio vstupech kitu a další.  
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9 Závěr 
Cílem této diplomové práce bylo předvést podstatu zabezpečovacího procesu použitím 
Turbo kódů. Tyto kódy patří k „nejmladším“. Pro svůj vysoký výkon se rychle prosadily 
v oblasti kanálového kódování, zejména pak v bezdrátových komunikacích. 
Tuto práci lze tématicky rozdělit na tři části. V první části (kapitoly 1 až 3) je vysvětlen 
princip kódování a dekódování. Jsou zde vysvětleny funkce jednotlivých částí kodeku a jejich 
alternativy. Princip je vysvětlen na jednoduchém příkladu. 
Další část je věnována ověření schopností zabezpečení v programovém prostředí Matlab 
GUI (kapitoly 4 a 5). Pro tento účel byl vytvořen demonstrační program, který lze použít i 
jako výukovou pomůcku, což je jeden z požadavků v zadání této práce. 
Poslední část (kapitoly 6 až 8) je věnována ověření výkonnosti turbo kódů v reálných 
podmínkách. V programu Matlab Simulink byl vytvořen model, který byl následně 
implementován  na kit TMS320C6713. Jedná se o komplexní program včetně synchronizace, 
modulace a komunikace s PC. Na tomto systému pak bylo provedeno měření, jehož výsledky 
s hodnocením a diskuzí jsou v závěrečné kapitole 8. Tímto byl splněn poslední bod v zadání 
diplomové práce. 
Celkově lze říci, že bylo dosaženo výsledků odpovídajících různým zdrojům. Byly 
představeny závislosti jednotlivých parametrů kodeku na jeho celkovou výkonnost. Obecné 
závěry získané z tohoto měření lze shrnout následovně: výkonnost turbo kódů roste se 
zvětšujícím se počtem dekódovacích cyklů a vhodnou volbou generujících polynomů, 
výkonnost turbo kódů naopak klesá použitím děrování. Je možné tedy sestavit kodek s 
vysokou výkonností. Daní však je rostoucí náročnost, ať už se jedná o výpočetní (ovlivněnou 
volbou generujících polynomů), nebo časovou (vlivem rostoucího počtu dekódovacích cyklů). 
Proto je nutné vždy zohlednit možnosti celého systému a požadavky na něj kladené.  
Program vytvořený pro tyto účely je spíše vhodný pro přenos krátkých zpráv s požadavkem 
na jejich bezchybnost, než pro přenos objemných dat. Plyne to z omezení v podobě použitého 
audio rozhraní, které není primárně určeno pro přenos datové posloupnosti v podobě bitů. 
Dále je třeba zajistit bezchybný synchronizační kanál pro správnou synchronizaci na straně 
přijímače. Výhodnější by pak bylo naprogramovat funkci kodeku např. v jazyku C. Celý 
systém byl sice z programu Matlab Simulink zkompilován do tohoto jazyka, ovšem efektivita 
automatického generování funkcí z jednotlivých bloků je diskutabilní. 
Původně bylo zamýšleno využít modul ZigBee k bezdrátovému přenosu dat a ověření 
zabezpečovací schopnosti kodeku na tomto systému. Na zvoleném kitu je implementována 
varianta XBee, která již má v sobě zabudovanou jednoduchou kontrolu chyb s potvrzováním 
správně přijatých dat a opakovaným přenosem chybně přenesených dat (ACK). Z tohoto 
důvodu by nebylo možné objektivně posoudit výkonnost turbo kódů na tomto komunikačním 
systému, a proto bylo zvoleno audio rozhraním. 
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Seznam použitých zkratek 
APPs    A posteriori probabilities 
ATM    Asynchronous Transfer Mode 
AWGN    Additive White Gaussian Noise 
s
kc      Alternativní cesta ke zvolené v mřížovém grafu 
s
kc      Zvolená cesta v mřížovém grafu 
CCS    Code Composer Studio 
dA     Hammingova vzdálenost bitů 
DVB     Digitální vysílání televize (Digital Video Broadcasting) 
DVB–RCS  Satelitní digitální vysílání televize (Return Channel via Satellite) 
DVB-RCT  Pozemní digitální vysílání televize (Return Channel Terrestrial) 
G      Generující polynom 
G1(D), G2(D) Generující polynom pro přímou větev, pro zpětnou větev kodéru 
IP     Internet protokol 
k       Krok v mřížovém diagramu (možné chápat jako čas t) 
K      Délka kódového ohraničení 
L      Délka kódového slova 
cL       Spolehlivost přenosového kanálu 
)( ke uL     Výstupní hodnota produkovaná dekodérem 
( )kuL     Apriorní hodnota 
( )kuL ′     Apriorní hodnota z předchozího dekodéru 
LSB    Nejméně významný bit (Least Significant Bit) 
m      Počet paměťových buněk kodéru 
)(s
kM      Akumulovaná hodnota metriky pro přechod ze stavu s v kroku k 
MAP    Maximum A-Posteriori algorithm 
MSB    Nejvíce významný bit (Most Significant Bit) 
N      Celkový počet přenesených bitů 
NRC     Nerekurzivní konvoluční (kód) - Non-Recursive Convolutional (code) 
R      Informační rychlost 
RSC     Rekurzivní konvoluční (kód) - Recursive Systematic Convolutional (code) 
s       Stav uzlu v mřížovém diagramu (hodnoty paměťových buněk kodéru) 
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SOVA    Soft-Output Viterbi Algorithm 
ku      Bitová posloupnost přijatá z přenosového kanálu 
ku′      Celková zabezpečená bitová posloupnost odesílaná na přenosový kanál 
)(s
ku  Systematická bitová posloupnost v kroku k pro stav s korespondující 
s vysílanou hodnotou (Xk) 
Uk     Výsledná dekódovaná posloupnost vystupující z dekodéru 
UMTS    Universal Mobile Telecommunications System 












kx  Systematická a paritní posloupnost korespondující s vyslanou hodnotou 




ky    Paritní bitová posloupnost vystupující z kodéru 1, 2 
1,ty , 2,ty    Dvojice bitů přijatá z přenosového kanálu (systematický a paritní) 
)(s
kα   Stavová pravděpodobnost v kroku k pro stav s pro dopředný průchod 
mřížovým grafem 
)(s
kβ   Stavová pravděpodobnost v kroku k pro stavu s pro zpětný průchod mřížovým 
grafem 
kδ  Pravděpodobnost přechodu 
s
kΔ  Míra spolehlivosti, že při výběru cesty grafem bylo učiněno správné rozhodnutí 
