INTRODUCTION
The current synthetic aperture radar (SAR) theory makes a quite restrictive assumption -linearity -in the SAR imaging model, for the convenience of mathematical derivation. That is to say the imaged area is considered as an ensemble of individual point scatterers whose scattered fields and, hence, their responses in the SAR image superimpose linearly [1] . This is the so called the first Born approximation. However, the reality is, for sure, more complicated than such approximation.
This work presents a step towards a better understanding of the scattering mechanism of different objects, and the occurrence of single scatterer, as well as multiple scatterers within a resolution cell. We back trace individual SAR scatterer to high resolution optical images where we can analyze the geometry, material, and other properties of the imaged object.
The proposed approach consists of the following steps:
TOMOGRAPHIC SAR INVERSION

SAR tomography processing
The SAR tomography (TomoSAR) processing aims at separating multiple scatterers possibly layovered in the same pixel, and retrieving their third coordinate elevation in the SAR native coordinate system. Displacement of the scatterers can also be modeled and estimated, using stack of images acquired at different times. This is commonly known as differential SAR tomography (D-TomoSAR) [2] - [4] .
We make use of the D-TomoSAR software Tomo-GENESIS [5] , [6] developed in DLR to process TerraSAR-X image stacks. For an input data stack, Tomo-GENESIS retrieves the following information:
 the number of scatterers inside each pixel,  the scattering amplitude and phase of each scatterer,  and their 3D positions and motion parameters, e.g. linear deformation rate and amplitude of seasonal motion.
The scatterers' 3D positions in SAR coordinates can be converted into a local Cartesian coordinate system, such as Universal Transverse Mercator (UTM), so that the results from multiple data stacks with different viewing angles can be combined. For our test area Berlin, two image stacks -one ascending orbit, the other descending orbit -are processed. These two point clouds are fused to a single one, using a feature-based matching algorithm which estimates and matches common building edges in the two point clouds [7] . The following figure is the fused point cloud which provides a complete monitoring over the whole city of Berlin. 
COREGISTRATION OF TOMOSAR POINT CLOUDS AND THE REFERENCE MODEL
Co-registration workflow
Our reference model is a 3D point cloud from an airborne LiDAR sensor [8] , which is represented, same as the TomoSAR point cloud, in the UTM coordinate system. And hence, the co-registration problem is the estimation of translation between two rigid point clouds, subject to a certain tolerance on rotation and scaling. However, our
LiDAR point cloud is nadir-looking, in contrast to the side-looking geometry of SAR. In another word, faç ade point barely appears in LiDAR point cloud while it is prominent in TomoSAR point cloud. This difference is exemplified in Figure 4 , where the left and the right subfigures correspond to the TomoSAR and LiDAR point clouds of the same area. These unique modalities have driven our algorithm developed in the following way:
1. Edge extraction a. The LiDAR point cloud is rasterized into a 2D height image.
b. The point density of TomoSAR point cloud is estimated on the rasterized 2D grid.
c. The edges in the LiDAR height image and the TomoSAR point density image are detected. 
2D edge extraction
In order to obtain the height image and the point density image of LiDAR and TomoSAR point clouds respectively, the two point clouds are tiled according to a 2D grid. Here we use 2×2 m for our dataset. For the LiDAR point cloud, the mean height in each grid cell is computed, while for the TomoSAR point cloud, the number of points inside the grid cell is counted. The edges can be extracted from these two images using any edge detector, such as Sobel filter [9] . The thresholds in the edge detector are decided adaptively, so that the numbers of edge pixels in the two edge images are on the same scale. The following figure is a close up view of the two edge images near downtown Berlin.
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Initial alignment
The initial alignment provides an initial solution to the iterative closest point (ICP) algorithm which is known to suffer from finding possibly a local minimum. The initial alignment consists of independently finding the horizontal and the vertical shifts. The horizontal shift is found by cross-correlating the edge images of the two point clouds. In most of the cases, a unique peak can be found, due to the complex, hence pseudorandom, structures of a city. Please see Figure 6 for the 2D correlation of two edge images, where a single prominent peak is found. The vertical shift is found by cross-correlating the height histogram of the two point clouds, which is shown in Figure 7 . We also set the bin spacing of the height histograms to be 2m in our experiment. The accuracy of the shift estimates are of course limited by the discretization in the three directions. However, this is sufficient for the final estimation. 
Final solution
The final solution is obtained using a normal ICP algorithm based on the initial solution calculated from the previous step. The faç ade points in the TomoSAR point clouds are removed to prevent ICP from finding a wrong solution. The following image demonstrates the co-registered point cloud. Successful co-registration can be confirmed by seeing the correct location of the faç ade points in Figure 8 (b). 
COREGISTRATION OF OPTICAL IMAGE AND REFERENCE MODEL
Currently, the optical image is already co-registered with the reference LiDAR point cloud (hence the 
SEMANTIC CLASSIFICATION IN OPTICAL IMAGE
Classification workflow
The classification is done patch-wised using a dictionary-based algorithm. Therefore, the entire optical image is tile into small patches, e.g. 50×50 pixels. Each patch is described using the dictionary trained from all the patches. And a support vector machine is trained as the classifier using samples manually picked from the patches.
This kind of framework is well explained in [10] as Bag of Words. The detailed workflow is as follows.
Dictionary learning
The dictionary is composed of representative features, i.e. atoms, appear in the whole image. Let's assume the dictionary is defined as
, where N is the dimension of the feature vector, and k is the number of atoms.
To learn this dictionary, the dense local features of each patch are calculated, i.e. the feature is computed in a sliding window through the whole image patch. This is described in Figure 8 Depending on the window size and patch size, we should get certain number of features in each patch.
Collecting all of them for the entire image should already give a dictionary. However, the size of such dictionary will be tremendous, knowing that an aerial optical image can be tiled into hundreds of thousands patches.
Therefore, an unsupervised clustering, usually k-means is performed on the features in order to quantize the feature space. The cluster center is extracted as the final dictionary atoms. The following figure shows the dictionary learning in a two dimensional feature space. 
Patch descriptor
In our current implementation, the patches are described using the occurrence of the dictionary atoms. This is achieved by assigning each feature in the patch to its nearest neighbour in the dictionary. To this end, the patch descriptor is a vector of length k.
Classification
The classification is done using a standard support vector machine (SVM) [12] from an open source library VLFeat [13] . For our test image of 5000×5000 pixels, it is tiled into ten thousand 50×50 patches. Among them, ...
Since we are particularly interested in building, its classification performance is evaluated by classifying half of training samples using the SVM trained with the other half of the samples. The average precision of the current algorithm is 98%. The full precision and recall curve is plotted in Figure 11 (a). The equivalent receiver operating characteristic curve is also shown in Figure 11 (b), for the readers who are more familiar with it. The red cross marks our decision threshold which gives a detection rate of 90%, and false alarm rate of 3%.
CONCLUSIONS AND OUTLOOK
This ongoing work aims to better understand the scattering mechanism of scatterers in SAR image. By finding out their optical properties, we can determine their semantic meaning, material, and geometry. Analysis can be done thereafter. Although no conclusion has been drawn yet, the general framework of this research has been setup. The findings will be presented in the final version of the paper.
