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Numerous disciplines in forensic science utilize various types of spectral data when 
analyzing evidence. Spectral techniques are particularly critical for the analysis of trace 
evidence, as these methods are normally non-destructive. Preserving evidence, especially 
trace evidence, is of high priority in a forensic laboratory setting. Once a piece of evidence 
has been fully consumed, no more analyses can be performed. Typically, visual 
comparison, or spectral overlay, is performed to compare questioned samples (evidence) 
to standards or knowns. However, such an approach may not be optimal in distinguishing 
the subtle, yet highly important, discriminating characteristics present in the spectra. As 
statistical analysis becomes increasingly influential in the forensic science community, 
multivariate chemometric approaches may aid in overcoming the major downfall of 
spectral overlay to classify and identify samples. More traditional approaches allow for 
dimension reduction and classification of samples. However, multivariate data sets can 
pose a problem with having far fewer samples than variables to build the classification 
model. Sparse statistical approaches overcome this limitation by reducing the number of 
variables retained in the final model. Only a few, significant parameters remain. This 
reduces model complexity and increases prediction accuracy of the model. Here, logistic 
regression with Lasso regularization is the sparse approach that was compared to traditional 
classification techniques to group fiber and lipstick samples based on their spectral data. 
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CHAPTER 1 
EVALUATING PERFORMANCE OF LASSO RELATIVE TO PCA AND LDA TO 
CLASSIFY DYES ON FIBERS1 
 
  
                                                        
1Rich, D.C.; Livingston, K.M.; Morgan, S.L. Evaluating performance of Lasso relative to 
PCA and LDA to classify dyes on fibers. Forensic Chem. 2020, 18. 
https://doi.org/10.1016/j.forc.2020.100213 
Reprinted here with permission from publisher. 
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1. ABSTRACT 
Classification of dyes and their concentrations on fibers can be difficult due to the 
abundance of fiber data as well as the complexity of that data (i.e., large number of 
wavelengths in UV-visible spectral data). Combining UV-visible spectral data with 
multivariate statistics can aid in the interpretability and classification of dyes. Sparse 
chemometrics simplifies the predictive model by shrinking unimportant variable 
coefficients to zero. Only the most significant variables are retained in the final model. 
This research achieves sparsity using logistic regression with the least absolute shrinkage 
and selection operator (Lasso). When compared to a more common statistical method for 
classification, Lasso outperformed principal component analysis (PCA) combined with 
linear discriminant analysis (LDA) both in prediction accuracy and model interpretability. 
As statistics becomes more critical to forensic science, the sparse chemometric approach 
can bolster the interpretation of results when applied to trace evidence. 
2. INTRODUCTION 
Fully appreciating the significance of fiber evidence in forensic science arises from an 
understanding of the ubiquity of fibers, as well as the variety of fiber manufacturing 
processes. Textile fibers surround our everyday life in the form of clothing, carpets, 
upholstery, and more. Fibers readily shed from such products, leading to cross-transfer, an 
important principle of forensic science. Transfer may occur between individuals or 
between a particular environment and an individual’s clothing or other belongings. Thus, 
discovering fibers at a crime scene supports the possibility that contact between two objects 
occurred1-4. 
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Mass production of fibers of varying types and purposes has resulted in the 
existence of enormous numbers of different fibers1, 4. However, some fiber types are more 
common (e.g. cotton), and significance of fiber evidence and its discrimination is expanded 
by the number of possibilities of fiber types and dyes. The combinative probability of 
finding a given combination of characteristics can often be rare2, 3.  
An understanding of fiber chemistry, fiber manufacturing, and dyeing processes 
is critical for the interpretation of fiber examinations in forensic science. Preprocessing 
may include bleaching, flame-treatment, and de-sizing. Dyeing processes take different 
forms and occur at varying stages of the manufacturing process. Dyes are associated with 
fibers by intermolecular forces (direct dyes on cotton are held by Van der Waals forces and 
hydrogen bonding), salt linkages (basic dyes on acrylic), or covalent bonds (reactive dyes 
on nylon). A fiber’s chemical structure determines the appropriate dye type. Fabrics are 
often finished for specific performance, aesthetic properties, and to correct any deficiency 
in the fabric. Preprocessing, dyeing, and finishing leave residues on fibers that can allow 
for discriminations between fibers using spectroscopic analyses3-5.  
Comparison of questioned fibers found at a crime scene to those of known 
origin is essential to determining associations between suspects, victims, and the crime 
scene. Fourier Transform Infrared Spectroscopy (FTIR) is commonly employed for the 
analysis of a fiber’s chemical structure1, 4, 6, 7. Dye analysis is often performed via UV-
visible microspectrophotometry (MSP) 1, 4, 7-9. Because not all dyes can be used on all fiber 
types, spectra of dyes can provide evidence of a fiber’s identity. Spectral comparisons using 
MSP are preferred because this technique is quick, non-destructive, and reproducible1, 2, 4. 
Analyzing UV-visible microspectrophotometry spectra of fibers is the focus of this study. 
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Applying statistical methods to trace evidence (e.g., fiber evidence) is difficult 
due to lack of frequency data1. A well-developed data set includes all possible components 
of interest and spans appropriate ranges of values10. Statistics and chemometrics are 
becoming increasingly essential tools in forensic science as well as the courtroom2, 10. 
Forensic examiners often rely on experience and pattern recognition for interpretation of 
data. However, in comparing hundreds of spectra, visual inspection does not suffice in 
detecting small, key differences among the data1, 4, 10. To combat this complexity, statistical 
modeling can be employed for an unbiased classification of samples. Because of the 
complexity of fiber analysis using MSP (i.e., a multitude of wavelengths over the UV-
visible spectrum, leading to a ‘Big Data’ problem), using feature selection and sparse 
regression modeling techniques can strengthen fiber identification by unbiasedly reducing 
the number of parameters for the final predictive model in classification. 
In developing a predictive model for classification, feature selection, or variable 
selection, is the process of determining which of the variables are associated with the 
response11. More often than not, only some variables are associated with the response, 
while all other variables are irrelevant. Retaining irrelevant variables increases the 
complexity of the model, may be redundant, and may reduce prediction accuracy of the 
final model. Feature selection techniques allow for the exclusion of these irrelevant 
variables to simplify the model and increase model interpretability11. In this study, the goal 
is to determine which wavelengths are critical in predicting the class of a given fiber sample 
and exclude all other wavelengths through sparse regression.  
Principal component analysis (PCA) combined with linear discriminant 
analysis (LDA) is a more traditional statistical approach to modeling that considers the full 
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spectrum of data. PCA is a standard dimension reduction technique. Dimension reduction 
occurs in PCA by creating linear combinations of correlated variables to form a new set of 
uncorrelated variables with maximum variance called principal components (PCs) 10, 12. 
LDA is a technique that has been used alongside PCA in discriminating dyes on fibers2. 
LDA finds a model which best discriminates the assigned groups in the original dataset 
and places samples of the same group as close to one another as possible. Since LDA 
requires the number of samples to be smaller than the number of variables, LDA often 
follows PCA2, 10, 12. However, the number of samples in ‘Big Data’ sets (i.e., UV-visible 
spectra of fibers) may be too small for accurate parameter estimation using PCA with LDA. 
Further, feature selection is not achieved with these techniques. Rather, PCA with LDA 
retains all variables in the final model. This increases model complexity and can decrease 
prediction accuracy. 
Sparse statistical techniques are those whose solutions have few, but significant, 
non-zero coefficients. Such methods help overcome ‘Big Data’ issues by shrinking 
unimportant parameters (coefficients of variables) to zero. This shrinkage allows for 
feature selection in the final model11. Computation and model interpretability are greatly 
enhanced when applying sparsity12-16. Least absolute shrinkage and selection operator 
(Lasso) is the sparse technique investigated in this research. Results from PCA with LDA 
and sparse modeling are compared for prediction accuracy of fiber samples.  
3. MATERIALS AND METHODS 
3.1 Fiber Samples 
Our laboratory has developed a database of over 700 donated fibers from various 
manufacturers. Fiber types include cotton, acrylic, nylon, and polyester. Color categories 
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are black, blue, brown, green, grey, orange, pink, purple, red, white, and yellow. Each 
unique fiber sample was assigned a fiber identification (FID) number for naming purposes 
and class assignments. Ten replicate UV-visible spectra from 200-850 nm were previously 
collected along the length of each fiber using a Quantum Detection Instrument (QDI) 1000 
Craic Microspectrophotometer. 
3.2 Statistical Analyses 
Statistical analyses were performed using MATLAB release R2017b (MathWorks, Inc., 
Natick, Massachusetts). Data was truncated to a range of 400-700 nm and split into groups 
by fiber type and color (i.e., blue acrylic). Each group was then evaluated separately. For 
brevity, this paper considers modeling for the blue acrylic group (Figure 1.1). This subset 
consists of 29 FIDs (290 spectra). Dyes and maximum wavelengths of absorbance are 
summarized in Table 1.1. Though exact dye amounts were not provided with the samples, 
visual inspection of the color/shade of the threads, combined with the wavelengths of 
maximum absorbance, indicates that FIDs with the same dyes do vary from one another. 
Preprocessing included baseline correction and normalization to unit vector. The data was 
then split into training and test sets, with 90% of the data used to train the model, and 10% 
held as a test set. 
3.2.1 Principal Component Analysis and Linear Discriminant Analysis 
PCA and LDA analyses were performed using the Classification Learner App in 
MATLAB. To validate the model, 5-fold cross validation was employed. The training data 
set was randomly split into five equally sized groups. Four of those groups were used to 
train the model, while the remaining group was used as a validation set. This process was 
repeated until each group participated once as the validation set. The average cross-
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validated error is used as a performance indicator10, 12. The final model was used to predict 
dye compositions of the test set. 
3.2.2 Logistic Regression with Lasso Regularization 
Logistic regression can build a classifier for a specific fiber/dye combination by solving 
for the log-likelihood of an outcome. In this case, responses are coded in the form y ∈ 
{0,1}, where a response of 1 indicates the fiber/dye combination of interest, and a response 
of 0 denotes any other combination. The β values are then solved for in Equation 115. 
678
Pr(< = 1) |	B = C)
Pr(< = 0) |	(B = C)
= 	!E +	!GC 
Here, x = (x1, x2,…, xp) is the vector of predictors (wavelengths) for the model, !E is the 
intercept term, and !	 ∈ 	ℝI	is the vector of regression coefficients.  
Lasso is a method that reduces the number of parameters (wavelengths) in the 
final model by placing a penalty on the L1 norm of the vector of coefficients (β values). 
Using Equation 1, the goal is to minimize the log-likelihood with an L1-norm regularization 








Here, !"#$$%&  is the set of chosen, sparse coefficients; yi represents the response value of 
sample i, where i = 1,…N; xi represents the variable value (e.g. absorbance) of sample i, 
and λ is the Lasso regularization parameter15. Positive values of β indicate an increase in 
the logarithmic probability of a sample being of a certain class, while negative values 
decrease the logarithmic probability. Cross validation remained the same as previously 




For this technique, deviance is the measure of goodness-of-fit of the model. 







'*+,-.. represents the deviance of the model including only the intercept term (βE), and 
'*+( is minus twice the difference in the log-likelihood for a model fit with Lasso 
regularization parameter λ and the saturated model, which has as many estimated 
parameters as data points15. Deviances close to zero indicate models that predict well 
during cross validation.  
A classifier for each fiber/dye combination in a group was produced using 
Lasso-penalized logistic regression. Chosen models for each class were those having the 
smallest deviance. These models were considered the “base learners”17. Base learners were 
combined in an ensemble structure resembling Figure 1.2. Ensemble modeling combines a 
set of multiple classifiers to predict the classification of new samples. This “multi-view” 
method can usually boost the overall performance of the predictive models17, 18. In this 
research, the test spectra were subjected to the classifier for each FID class, and a 
probability was produced from each. The FID classifier that returned the largest 
logarithmic probability was considered to indicate a sample was of that FID class.  
4. RESULTS AND DISCUSSION 
4.1 Principal Component Analysis and Linear Discriminant Analysis 
When the preprocessed training data was projected onto the PC space, groups of FIDs were 
not fully distinguishable from one another. Four PCs were needed to account for over 95% 
variability in the data. PC 1 accounted for 57.5% of the variability, PC 2 accounted for 
Eq. 3 
 9 
29.9%, PC 3 accounted for 6.4%, and PC 4 accounted for 3.8%. Overall, PCA with four 
PCs accounted for 97.6% of variance in the data. The test set was then projected into the 
PC space. Figure 1.3 illustrates a portion of the PC space (only 3 PCs can be visualized). 
Circle markers indicate training data projections, and ‘x’ markers indicate test set 
projections. Each FID is represented with a different color. The lack of significant group 
clustering could be attributed to the fact that many FIDs vary share common dyes in 
achieving their overall color. 
LDA was performed on the PC projected training data. As summarized in Table 
1.2, 89.3% predictive accuracy was observed for the validation set with 28 
misclassifications. When the model was employed to predict test set classifications, 89.7% 
accuracy was observed, with three out of twenty-nine spectra misclassified (Figure 1.4). 
Test sample 2 was misclassified as FID 112, sample 10 as FID 86, and sample 18 as FID 
97. These samples should have been classified as FIDs 86, 112, and 146, respectively. The 
reason for these misclassifications is likely due to the fact that the FIDs share the same 
dyes, just in different concentrations.  
Though the classification performance of PCA with LDA is not poor, a more 
accurate predictive model would allow for higher certainty in the classification of fibers 
based on UV-visible data. This is especially true for larger data sets. PCA with LDA 
becomes less accurate as data sets become more complex15. As the number of different 
fibers continue to increase, traditional methods will become less efficient in prediction 




4.2 Logistic Regression with Lasso Regularization 
Selected Lasso-penalized logistic regression classifiers for each FID group are summarized 
in Table 1.2. Wavelengths having non-zero coefficients for a particular FID appear to 
correlate with areas of both strong and weak absorbance by the sample. In building a 
classifier for a particular FID, the model compares the training spectra of a class to all other 
classes to find the most distinct differences. This means that areas of low or non-absorbance 
by a class may be critical, as other classes may absorb in that region. Areas of strong 
absorbance by a class will often have a large, positive β-value, while areas of weak 
absorbance will have small, and possibly negative, β-values. Statistically, a positive β-
value indicates that absorbance at that wavelength increases the logarithmic probability 
that a sample is of that FID class, while a negative β-value means strong absorbance at that 
wavelength decreases the logarithmic probability that a sample is of that FID class. To 
illustrate these points, Figure 1.5 shows the average, pre-processed training spectra of FID 
113. Arrows indicate those variables (wavelengths) with non-zero β-values. Strong 
absorbance of this FID in the 624 nm region is reflected by large, positive β-values. On the 
other hand, the β-value at 570.41 is -955.1, because FID 113 does not strongly absorb at 
this wavelength. 
Logarithmic probabilities for each test sample spectrum subjected to each 
classifier are shown in Table 1.3. The highest probability for each test spectrum is 
highlighted in purple. When the classifiers for each FID had no set limit for the number of 
wavelengths that can have non-zero β-values, four test samples had logarithmic 
probabilities for incorrect FID groups that were greater than or equal to their correct FID 
class. Samples 17, 18, and 19 had equal logarithmic probabilities of 1.00 for FIDs 146 and 
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147. Each of these samples are of the FID 146 class. Sample 26 had a logarithmic 
probability of 1.00 for FID 88 and 0.998 for FID 178. This sample is of the FID 178 class. 
These misclassifications are likely a result of overfitting by the incorrect FID classifier. 
FID 146 used 52 variables (wavelengths) for classification, FID 147 used 51 variables, and 
FID 88 used 69 variables. All other classifiers used 10 variables or less. To illustrate the 
possibility of overfitting, Figure 1.6 shows the average training spectra for FIDs 88 (blue) 
and 178 (red) and the spectrum for test sample 26 (yellow). The test sample spectrum more 
closely resembles FID 178 than FID 88 upon visual inspection, yet had a higher logarithmic 
probability for FID 88.  
To combat overfitting, the number of variables a classifier was allowed to have 
was then limited to 10 or fewer to correlate with those classifiers that did not appear to 
overfit the data. Table 1.2 reflects values for these new restricted classifiers. With these 
new, limited classifiers, a significant improvement in classification was observed (Figure 
1.7). Overall prediction accuracy is described in Table 1.4. Final logarithmic probabilities 
for these same FID classes are shown in Table 1.3. Each test spectrum had the largest 
logarithmic probability for its correct FID class, except for sample spectrum 18. The 
ensemble shows a probability of 0.625 for sample 18 being of FID 97 class. For the FID 
146 class, which sample 18 should be classified as, the ensemble shows a probability of 
0.202 (highlighted orange in Table 1.3). This misclassification likely occurred because 
these FID classes share the same dyes. However, these probabilities are on the same order 
of magnitude. Overall, limiting the number of selected variables increased prediction 
accuracy.   
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While all other test spectra had the highest logarithmic probability for the FID 
class to which each belonged, some of these probabilities were not very high (i.e., less than 
0.5). This could be attributed to the fact that many of the FID classes have the same dyes 
and only vary in overall color. Thus, spectra of these fibers are quite similar to one another. 
However, these ‘low’ probabilities are still at least one order of magnitude higher than the 
next closest probability, giving reasonable confidence in the classification of the sample.  
Overall, logistic regression with the Lasso penalty outperformed PCA combined with 
LDA. While the PCA with LDA model used 4 PCs, all variables (a total of 882 
wavelengths, in this case) still influence the model, as PCs are linear combinations of all 
original variables. Conversely, Lasso does not include all variables and has significantly 
reduced the number of wavelengths in the final classifiers. This greatly enhanced model 
interpretability. Further, by selecting only the most important wavelengths for 
discrimination of samples, model prediction accuracy improved with Lasso.  
5. CONCLUSIONS 
Sparse statistical modeling with Lasso outperformed the method of PCA combined with 
LDA in classifying 29 blue acrylic fiber classes. Lasso aided in not only dye identification 
but also overall dye concentration on the fibers. Because fibers are ubiquitous and 
encountered regularly in forensics, quick, non-destructive methods of analysis are critical 
to the successful analysis of evidence. Combining MSP data with sparse statistics can aid 
in the identification of overall dye compositions on fiber evidence.  
By limiting predictive models to only consider the most critical variables using 
sparse modeling, prediction accuracy increases, and the model’s interpretability is boosted. 
This is especially critical for ‘Big Data’ sets, where visual inspection alone does not suffice 
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for detecting small, key differences in data. These data sets can be ever-growing, just as 
many new fibers are regularly manufactured. As statistics becomes more prominent in the 
courtroom, sparsity can help overcome the limits of traditional modeling techniques and 
aid in classification of various other examples of trace evidence.   
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Table 1.2 Summary of selected classifiers for each blue acrylic FID using Lasso-penalized logistic regression.* †  
 
62 66 86 87 88 
λ 9.35x10-5 λ 1.17x10-4 λ 1.77x10-4 λ 1.98x10-5 λ 9.06x10-5 











β0 -40.8 β0 -115.7 β0 -57.4 β0 -34.0 β0 -195.9 
558.49 909.8 434.80 524.3 517.60 -302.0 448.09 917.5 400.05 -361.3 
633.11 -211.2 441.28 111.5 517.94 -4.40x103 514.88 -2.31x103 465.13 2.56x103 
 
532.93 188.6 597.67 1.95x103 515.22 -5.3 465.47 191.1 
535.32 1.62x103 625.61 -244.6 519.65 -432.6 477.74 240.3 
571.44 -466.0 694.10 344.7 574.84 1.27x103 608.92 2.02x103 
604.15 379.51 
 
690.01 -913.1 684.22 1.30x103 
607.55 350.51 







Table 1.2 continued 
 
90 92 93 94 95 
λ 1.70x10-3 λ 7.7x10-3 λ 3.13x10-5 λ 5.89x10-3 λ 4.11x10-4 








h (nm) β-value 
Wavelength 
(nm) β-value 
β0 -36.1 β0 -20.0 β0 -76.2 β0 18.3 β0 -128.6 
409.25 48.0 400.05 704.5 453.88 521.5 510.11 1.09x103 460.36 511.9 
410.61 252.0 453.88 -505.0 476.37 1.79x103 582.68 -1.14x103 471.60 639.6 
410.95 89.4 456.61 -225.0 507.04 -1.50x103 597.33 -408.8 507.04 629.4 
632.43 152.6 524.76 260.9 571.44 1.39x103 606.19 -409.8 593.24 1.12x103 
646.74 160.9 620.16 203.3 589.50 535.8 655.94 198.1 593.93 639.9 
687.63 415.7 662.75 -691.2 629.36 -909.8 
 
637.88 -351.7 
688.99 199.4 685.92 1.59x103 631.06 -415.0 696.83 5.40x103 
689.33 59.1 698.19 -5.56x103 691.37 4.06x103 







Table 1.2 continued 
 
96 97 98 99 112 















β0 -128.4 β0 -183.3 β0 -110.9 β0 -111.9 β0 -119.8 
405.50 377.5 400.73 203.2 460.70 -597.4 400.05 532.1 597.33 -480.1 
445.03 224.5 480.46 638.4 584.73 1.29x103 446.39 -881.7 597.67 -1.45x103 
510.79 191.4 545.88 968.3 652.53 443.3 522.03 1.06x103 627.66 2.93x103 
578.59 207.9 607.90 2.65x103 653.89 120.7 599.04 1.29x103 628.34 503.4 
599.72 637.5 682.86 -2.63x103 680.47 1.40x103 622.21 0.384 672.63 301.5 
302.10 1.09x103 691.37 -2.66x103 698.19 -1.80x103 622.55 78.2 693.76 -1.73x103 
687.97 222.0 695.46 2.80x103 
 
683.20 1.25x103  







Table 1.2 continued 
 
113 114 143 144 145 

















β0 -257.9 β0 -62.3 β0 -3.42 β0 -180.4 β0 -27.2 
485.91 653.1 400.05 -2.03x103 494.43 -59.1 418.45 1.29x103 534.98 15.7 
493.75 3.10x103 492.73 4.52x103 697.85 679.4 467.85 -470.0 543.84 94.6 
570.41 -955.1 540.43 -274.2 
 
517.26 1.72x103 641.97 430.5 
624.59 422.3 540.77 -312.3 626.29 2.02x103 648.10 59.1 
624.93 3.21x103 542.82 -1.19x103 
 
690.35 -3.75x103 







Table 1.2 continued 
 
146 147 148 149 173 
λ 1.63x10-4 λ 1.58x10-4 λ 2.69 x 10-5 λ 5.56 x 10-5 λ 4.23 x 10-5 








gth (nm) β-value 
Wavelength 
(nm) β-value 
β0 -250.0 β0 -313.9 β0 -157.0 β0 -48.7 β0 -14.1 
405.50 546.0 400.05 -55.4 400.05 -246.0 546.22 661.6 465.81 1.10x103 
531.91 -272.5 502.27 488.6 463.08 -148.7 611.98 -163.3 528.16 -840.3 
532.93 -693.3 507.72 289.7 522.71 1.15x103 673.32 657.9 530.89 -48.3 
533.62 -40.8 579.61 4.05x103 537.02 365.8 673.66 547.6 554.40 -121.0 
593.93 350.5 642.99 2.13x103 537.36 765.1 
 
556.10 -77.4 
619.82 3.56x103 688.65 -2.79x103 626.98 2.15x102 680.81 -373.7 
683.54 5.02x103 692.74 -2.96x103 627.32 1.31x103 683.88 -137.9 
693.42 -2.89x103 








Table 1.2 continued 
 
178 179 182 188 
λ 6.10x10-5 λ 7.43x10-5 λ 1.45x10-4 λ 8.71x10-5 









β0 -233.6 β0 -97.3 β0 -322.1 β0 -404.6 
407.20 925.2 479.44 95.5 463.77 1.34x103 437.19 -237.6 
445.71 1.38x103 495.11 1.00x103 493.75 944.6 504.65 956.1 
528.16 235.9 504.31 295.0 532.25 360.5 507.38 2.44x103 
555.42 1.59x103 504.65 41.7 532.59 2.58x103 576.21 748.2 
628.968 2.12x103 508.06 1.77x103 577.91 1.21x103 578.89 96.9 
688.99 867.6 686.94 -261.6 629.70 1.09x103 580.64 3.09x103 
690.35 207.7 689.33 -2.18x103 639.58 1.01x103 639.24 2.01x103 
697.17 -1.74x104 
 
680.81 294.5 679.11 2.65x103 
 689.33 524.4 681.83 336.7 
 
*Variable restricted classifiers are presented. 






Table 1.3 Logarithmic probabilities of test samples given the classifiers for each FID.* 
 







1 0.9998 6.13x10-7 2.22x10-16 1.05x10-14 2.22x10-16 2.10x10-10 3.76 x10-5 2.59x10-9 2.22x10-16 
2 2.22x10-16 2.22x10-16 0.979 1.74x10-5 2.22x10-16 0.000334 2.22x10-16 2.22x10-16 1.77x10-14 
3 2.22x10-16 2.22x10-16 0.794 3.39x10-5 2.22x10-16 0.000465 2.22x10-16 2.22x10-16 3.32x10-16 
4 4.48x10-10 3.50x10-15 5.23x10-11 0.99999 2.22x10-16 5.72x10-6 1.25x10-12 2.51x10-11 2.22x10-16 
5 4.72x10-12 8.24x10-10 2.22x10-16 1.39x10-11 2.22x10-16 0.750 7.59x10-6 1.32x10-9 7.77x10-7 
6 8.13x10-7 3.71x10-5 2.22x10-16 2.08x10-12 7.84x10-9 0.000332 0.00905 0.99998 4.14x10-11 
7 9.49x10-6 0.00231 2.22x10-16 3.57x10-12 3.33x10-5 8.01x10-6 2.40x10-8 0.00222 2.22x10-16 
8 1.98x10-5 5.40x10-5 2.22x10-16 1.42x10-8 1.02x10-6 5.18x10-7 1.56x10-9 3.15x10-5 2.22x10-16 
9 0.000704 6.12x10-6 2.22x10-16 2.68x10-10 2.22x10-16 2.46x10-7 1.17x10-5 3.27x10-12 2.22x10-16 
10 2.22x10-16 2.22x10-16 0.505 5.96x10-6 2.22x10-16 0.000313 2.22x10-16 2.22x10-16 3.82x10-15 
11 2.22x10-16 2.22x10-16 0.00494 3.69x10-6 2.22x10-16 0.000616 2.22x10-16 2.22x10-16 6.37x10-15 
12 2.22x10-7 7.52x10-9 2.22x10-16 1.43x10-15 3.96x10-5 1.48x10-7 7.05x10-12 1.82x10-13 2.22x10-16 
13 1.42x10-14 4.40x10-12 2.77x10-6 4.43x10-10 2.22x10-16 0.0118 2.22x10-16 2.22x10-16 2.22x10-16 
14 1.37x10-14 2.22x10-16 0.00522 3.38x10-6 2.22x10-16 0.00178 2.22x10-16 2.22x10-16 2.22x10-16 
15 3.19x10-9 3.45x10-6 2.22x10-16 2.22x10-16 1.59x10-13 2.67x10-5 4.48x10-6 2.22x10-16 2.22x10-16 
16 3.46x10-16 2.22x10-16 2.22x10-16 2.22x10-16 2.22x10-16 0.000647 2.22x10-16 2.22x10-16 0.00241 
17 2.77x10-10 9.02x10-16 9.45x10-16 4.77x10-7 2.22x10-16 3.00x10-7 2.98x10-8 2.22x10-16 2.22x10-16 
18 9.64x10-10 9.4 x10-14 2.22x10-16 4.15x10-8 4.87x10-16 1.42x10-6 1.20x10-7 2.22x10-16 2.22x10-16 
19 3.95x10-10 5.81x10-15 2.22x10-16 2.55x10-7 2.22x10-16 6.97x10-7 6.72x10-8 2.22x10-16 2.22x10-16 
20 1.07x10-7 7.29x10-13 2.22x10-16 4.31x10-9 2.22x10-16 1.35x10-7 1.74x10-8 2.22x10-16 2.22x10-16 
21 7.06x10-6 0.000277 2.22x10-16 2.22x10-16 2.22x10-16 1.72x10-7 9.77x10-8 2.22x10-16 2.22x10-16 
22 0.000679 3.6 x10-6 2.22x10-16 2.22x10-16 2.22x10-16 3.29x10-6 2.22x10-16 2.22x10-16 1.77x10-10 
23 0.000559 0.00018 2.22x10-16 2.22x10-16 2.22x10-16 2.89x10-6 2.22x10-16 2.22x10-16 1.90x10-10 
24 5.04x10-11 3.25x10-9 2.22x10-16 1.44x10-10 1.16x10-6 0.00333 0.000131 0.00923 5.46x10-7 
25 3.81x10-9 2.80x10-6 2.22x10-16 5.88x10-15 2.15x10-6 0.000359 1.04x10-5 1.20x10-8 3.28x10-9 
26 4.48x10-9 1.70x10-6 2.22x10-16 5.99x10-14 0.000398 0.00011 1.36x10-7 5.77x10-12 3.09x10-13 





Table 1.3 continued 
 
  62 66 86 87 88 90 92 93 94 
Test 
Sample 
28 9.73x10-9 3.33x10-5 2.22x10-16 7.26x10-16 4.40x10-6 0.000336 3.62x10-6 9.15x10-8 3.65x10-8 







Table 1.3 continued 
 







1 9.05x10-13 3.02x10-11 1.48x10-12 5.14x10-7 0.0848 2.22x10-16 2.22x10-16 2.22x10-16 0.0249 
2 2.22x10-16 2.22x10-16 2.22x10-16 0.00185 2.22x10-16 0.117 2.22x10-16 2.22x10-16 0.0399 
3 2.22x10-16 3.53x10-14 2.22x10-16 0.00207 1.24x10-15 0.0349 2.22x10-16 2.22x10-16 0.0368 
4 1.13x10-5 0.0271 0.000191 2.95x10-12 5.03x10-13 3.86x10-11 3.53x10-11 1.93x10-13 0.0185 
5 1.79x10-9 1.63x10-9 2.22x10-16 2.22x10-16 8.83x10-16 2.22x10-16 2.22x10-16 2.22x10-16 0.0149 
6 0.00352 1.06x10-8 2.87x10-15 2.22x10-16 3.04x10-15 2.22x10-16 2.22x10-16 2.22x10-16 0.00619 
7 0.943 0.000963 1.98x10-7 2.22x10-16 2.77x10-9 2.22x10-16 2.22x10-16 2.22x10-16 0.0116 
8 0.462 0.130 0.000152 1.36x10-12 5.33x10-6 2.22x10-16 2.22x10-16 2.22x10-16 0.0154 
9 1.27x10-5 0.0765 8.14x10-5 1.24x10-6 0.934 2.22x10-16 2.22x10-16 2.22x10-16 0.0250 
10 2.22x10-16 9.80x10-16 2.22x10-16 0.000833 2.22x10-16 0.936 2.22x10-16 2.22x10-16 0.0366 
11 2.22x10-16 4.44x10-15 2.22x10-16 0.000373 2.95x10-16 0.751 2.22x10-16 2.22x10-16 0.0335 
12 0.00501 3.67x10-6 2.77x10-5 2.50x10-14 2.22x10-8 2.22x10-16 0.000600 0.9999 0.00916 
13 7.48x10-9 2.81x10-6 2.22x10-16 0.000450 0.00251 4.45x10-9 2.22x10-16 2.22x10-16 0.842 
14 2.22x10-16 3.98x10-7 2.22x10-16 0.00499 3.10x10-5 3.14x10-6 2.22x10-16 2.22x10-16 0.347 
15 1.48x10-7 3.20x10-5 0.0116 2.22x10-16 8.55x10-7 4.53x10-12 0.0117 2.22x10-16 0.00967 
16 2.22x10-16 2.22x10-16 2.22x10-16 7.37x10-10 2.22x10-16 0.00464 2.22x10-16 4.72x10-13 0.0164 
17 3.47x10-14 0.000458 0.0202 2.66x10-7 0.000200 0.00755 5.27x10-10 2.22x10-16 0.0228 
18 2.77x10-11 0.00637 0.625 1.52x10-9 0.000128 1.68x10-5 2.88x10-8 2.22x10-16 0.0189 
19 9.80x10-13 0.00217 0.253 2.51x10-8 0.000213 0.000699 4.81x10-9 2.22x10-16 0.0216 
20 1.41x10-10 0.000657 0.0244 2.34x10-7 0.00136 1.93x10-11 1.22x10-15 2.22x10-16 0.0199 
21 2.44x10-10 1.40x10-6 0.00207 5.47x10-12 0.000532 2.87x10-14 4.85x10-13 2.22x10-16 0.0133 
22 2.22x10-16 2.22x10-16 2.22x10-16 3.58x10-8 7.91x10-11 2.22x10-16 2.22x10-16 2.22x10-16 0.0160 
23 2.22x10-16 1.76x10-15 2.22x10-16 8.34x10-9 7.70x10-10 2.22x10-16 2.22x10-16 2.22x10-16 0.0152 
24 4.71x10-6 1.34x10-11 2.22x10-16 2.22x10-16 2.22x10-16 2.22x10-16 5.62x10-14 2.22x10-16 0.00578 
25 4.31x10-5 7.01x10-10 1.63x10-12 2.22x10-16 2.22x10-16 2.22x10-16 1.17x10-11 2.22x10-16 0.00609 
26 4.45x10-5 1.14x10-7 2.83x10-8 2.22x10-16 2.29x10-14 2.22x10-16 6.99x10-6 9.38x10-16 0.00704 





Table 1.3 continued 
 
  95 96 97 98 99 112 113 114 143 
Test 
Sample 
28 0.000185 3.55x10-10 8.50x10-14 2.22x10-16 2.22x10-16 2.22x10-16 7.51x10-12 2.22x10-16 0.00672 







Table 1.3 continued 
 







1 2.22x10-16 4.26x10-9 2.22x10-16 0.000956 0.00205 0.00221 2.22x10-16 2.22x10-16 2.22x10-16 
2 2.22x10-16 0.0372 3.70x10-9 2.22x10-16 2.22x10-16 1.47x10-5 3.78x10-9 2.22x10-16 2.22x10-16 
3 2.22x10-16 0.0160 3.59x10-6 2.22x10-16 2.22x10-16 4.52x10-5 3.06x10-9 2.22x10-16 2.22x10-16 
4 1.22x10-11 4.13x10-5 0.00109 0.000310 2.18x10-15 3.06x10-12 3.33x10-6 2.22x10-7 2.22x10-16 
5 6.89x10-8 1.93x10-8 2.22x10-16 2.22x10-16 2.22x10-16 5.37x10-10 0.00194 8.48x10-9 3.58x10-13 
6 8.74x10-12 2.12x10-9 2.22x10-16 2.22x10-16 2.22x10-16 2.19x10-11 0.00163 0.00658 6.73x10-6 
7 4.70x10-10 7.10x10-9 2.22x10-16 2.22x10-16 5.99x10-14 1.44x10-8 1.39x10-9 9.23x10-8 1.64x10-9 
8 5.18x10-13 9.43x10-9 2.22x10-16 2.39x10-10 2.94x10-10 3.05x10-8 2.14x10-12 7.37x10-11 2.22x10-16 
9 2.38x10-13 1.31x10-8 2.22x10-16 3.49x10-5 8.28x10-7 2.01x10-6 2.22x10-16 2.22x10-16 2.22x10-16 
10 2.22x10-16 0.0455 1.23x10-6 2.22x10-16 2.22x10-16 2.91x10-5 1.57x10-9 2.22x10-16 2.22x10-16 
11 2.22x10-16 0.0726 2.82x10-7 2.22x10-16 2.22x10-16 2.10x10-5 2.64x10-9 2.22x10-16 2.22x10-16 
12 2.37x10-10 1.56x10-5 2.22x10-16 2.81x10-6 3.84x10-6 3.70x10-9 3.05x10-11 4.57x10-12 3.21x10-8 
13 2.22x10-16 3.70x10-13 7.79x10-6 2.22x10-16 2.22x10-16 9.85x10-7 2.25x10-16 2.22x10-16 2.22x10-16 
14 2.22x10-16 9.17x10-7 0.00386 2.22x10-16 2.22x10-16 4.69x10-7 1.67x10-15 2.22x10-16 2.22x10-16 
15 0.991 0.00134 2.22x10-16 1.88x10-12 0.000199 8.51x10-11 3.87x10-13 0.0183 7.12x10-9 
16 2.22x10-16 0.805 2.22x10-16 2.22x10-16 2.22x10-16 0.000388 1.16x10-10 2.22x10-16 2.22x10-16 
17 2.92x10-9 0.000786 0.994 0.0177 2.11x10-5 2.15x10-11 1.36x10-15 3.23x10-15 2.22x10-16 
18 1.40x10-6 0.00159 0.202 0.00725 6.37x10-6 3.63x10-11 3.39x10-14 2.01x10-10 2.22x10-16 
19 8.08x10-8 0.00184 0.976 0.0308 7.79x10-6 1.74x10-11 7.98x10-15 3.39x10-13 2.22x10-16 
20 9.64x10-11 0.000145 3.53x10-8 0.919 4.28x10-5 1.17x10-9 2.22x10-16 3.99x10-15 2.22x10-16 
21 0.000495 9.75x10-5 2.22x10-16 1.60x10-7 0.998 2.13x10-7 2.22x10-16 2.27x10-9 2.73x10-12 
22 2.22x10-16 0.000429 2.22x10-16 4.19x10-11 1.04x10-6 0.998 2.22x10-16 3.46x10-15 2.22x10-16 
23 2.95x10-15 7.33x10-5 2.22x10-16 5.51x10-13 1.55x10-5 0.999 2.22x10-16 1.70x10-14 1.03x10-15 
24 1.43x10-9 4.04x10-8 2.22x10-16 2.22x10-16 2.22x10-16 1.85x10-13 0.989 0.0255 8.06x10-5 
25 5.42x10-6 3.38x10-6 2.22x10-16 2.22x10-16 2.22x10-16 1.80x10-11 0.000345 0.924 0.00689 
26 0.000186 2.61x10-5 2.22x10-16 2.22x10-16 1.56x10-13 8.55x10-11 5.67x10-6 0.998 6.24x10-6 





Table 1.3 continued 
 
  144 145 146 147 148 149 173 178 179 
Test 
Sample 
28 1.94x10-6 3.17x10-7 2.22x10-16 2.22x10-16 2.22x10-16 1.29x10-11 0.000682 0.462 0.0230 





Table 1.3 continued 
 







1 1.05x10-11 0.00794 
2 2.22x10-16 2.22x10-16 
3 2.22x10-16 2.22x10-16 
4 2.22x10-16 2.22x10-16 
5 2.22x10-16 2.22x10-16 
6 2.22x10-16 2.22x10-16 
7 1.77x10-8 2.22x10-16 
8 3.57x10-9 1.79x10-8 
9 7.22x10-13 0.00194 
10 2.22x10-16 2.22x10-16 
11 2.22x10-16 2.22x10-16 
12 0.00651 0.0593 
13 2.22x10-16 2.22x10-16 
14 2.22x10-16 2.22x10-16 
15 6.77x10-5 9.25x10-14 
16 2.22x10-16 2.22x10-16 
17 2.22x10-16 2.31x10-12 
18 2.22x10-16 4.37x10-11 
19 2.22x10-16 5.20x10-12 
20 2.42x10-15 6.28x10-6 
21 0.00141 0.000126 
22 7.51x10-7 4.11x10-7 
23 6.67x10-5 2.30x10-5 
24 2.22x10-16 2.22x10-16 
25 1.73x10-12 2.22x10-16 
26 1.05x10-7 2.22x10-16 
27 4.37x10-7 2.22x10-16 
 28 5.34x10-12 2.22x10-16 
 29 0.000743 2.22x10-16 
 
* Probabilities reflect classifiers restricted to 20 maximum variables. Highlighted cells 





Table 1.4 Prediction accuracies obtained for the two statistical methods utilized in this 
study.  
 
Statistical Method Validation Set Accuracy Test Set Accuracy 
PCA with LDA 89.3% 89.7% 

























Figure 1.2 Input structure for predictions using logistic regression with Lasso classifiers. 






Figure 1.3 PC space for blue acrylic fiber data set. Circle markers indicate training data projections, and x markers indicate test data 































Figure 1.4 Confusion matrix for the test set using PCA/LDA. Green indicates the model accurately predicted the FID class of the 






Figure 1.5 Average preprocessed spectra of FID 113 as an example of the selection of important variables in building a Lasso 
classifier. Arrows indicate wavelengths whose β-values are non-zero for FID 113. Note that two arrows are in the 624 nm region and 








Figure 1.6 Average training spectra of FID 88 (blue), average training spectra of FID 178 (red), and test sample 26 (yellow). Though 
the test sample spectrum more closely resembles that of FID 178, the sample was classified as FID 88. We believe this is due to 



































Figure 1.7 Confusion matrix of test set predictions using logistic regression with the Lasso penalty. Green indicates the predicted FID 





SPARSE PCA AND SPARSE LDA FOR THE CLASSIFICATION OF DYES ON 
FIBERS 
1. ABSTRACT 
Sparse chemometric approaches are gaining popularity in a number of fields. These 
methods result in models whose solutions have few, though significant, non-zero 
parameters, which allow for a decrease in model complexity and an increase in model 
interpretability. Prediction accuracy can also improve with sparse chemometric techniques. 
Forensic scientists have at their disposal several spectroscopic methods for the analysis of 
evidence. Spectral data, however, can become very complex, and spectral overlay as a 
means of comparison may lead to the misclassification of an item of evidence. This work 
aims to apply sparse chemometrics to UV-visible absorbance data of dyed fibers for 
classification purposes. Specifically, sparse principal component analysis (SPCA) 
combined with sparse linear discriminant analysis (SLDA) are explored. This approach is 
compared to principal component analysis (PCA) with linear discriminant analysis (LDA), 
as well as logistic regression with Lasso1. The goal of this work is to determine if 
combining the strengths of PCA with LDA and sparsity (logistic regression with Lasso) 
can improve prediction accuracy for the classification of dyes on fibers and if this approach 





Fiber analysis can be critical to the successful resolution of a crime. As fibers shed from 
products, cross-transfer may occur2. Dr. Edmond Locard, a French criminologist of the 
early twentieth century, popularized trace evidence and coined what forensic scientists 
have dubbed Locard’s Exchange Principle3. Locard wrote, “No one can act with the force 
that the criminal act requires without leaving behind numerous signs of it: either the wrong-
doer has left signs at the scene of the crime, or, on the other hand, has taken away with 
him- on his person or clothes- indications of where he has been or what he has done” 4. 
Finding foreign fibers at a crime scene, on a victim, or on a suspect helps in making 
associations between persons and objects at the crime scene2. 
Manufacturing of fibers has led to enormous amounts of different types of 
fibers, each with a unique purpose. Steps in the manufacturing and dyeing processes of 
fibers can lead to the spectroscopic differentiation of fibers5. A fiber’s chemical 
composition dictates the type of dyes that may be used. Thus, analyzing dyes on fibers can 
lead to the classification of fibers.  
Comparison of questioned fibers found at a crime scene to those of known 
origin is critical to determining associations between suspects, victims, and the crime 
scene. Examinations of fibers are conducted in an attempt to exclude the possibility of a 
known and questioned fiber having a common origin. If two fibers are shown to have 
substantially different properties, the hypothesis of the fibers having the same origin (null 
hypothesis) can be discounted. If a match between two fibers cannot be excluded, then the 
possibility of association may have probative and investigative value6. In forensic science, 




Visual comparison of fiber morphology using microscopy is the first step in fiber analysis2. 
Fourier Transform Infrared Spectroscopy (FTIR) is commonly employed for the analysis 
of a fiber’s polymer type. Dye analysis is often performed via UV-visible 
microspectrophotometry (MSP) 2, 7. Because not all dyes can be used on all fiber polymer 
types, spectra of dyes can provide evidence of a fiber’s identity. Spectral comparisons using 
MSP are preferred because this technique is quick, non-destructive, and reproducible2,  6,  7. 
Color comparisons by MSP can provide discriminating information about fibers and dyes, 
including metameric fibers (fibers whose color appear the same to the naked eye, but are 
dyed using different dyes or alternatively, with the same dyes in differing proportions) 2,  8. 
Analyzing UV-visible MSP spectra of fibers is the focus of this study. 
Statistical analyses are becoming ever-critical in successfully drawing 
conclusions about forensic evidence6, 9, 10. Forensic examiners often rely on experience and 
pattern recognition for interpreting spectral data. However, in comparing hundreds of 
spectra, visual inspection alone does not suffice, particularly for the complex data obtained 
from MSP. Further, in a 2009 report by the Committee on Identifying the Needs of the 
Forensic Science Community, experts noted a need for measuring error rates in qualitative 
methods of chemical analysis in forensic science11.  
Statistical methods that reduce dimensions and/or the number of variables in 
the final model can bolster fiber identification. Traditional statistical methods include 
principal component analysis (PCA) and linear discriminant analysis (LDA). PCA reduces 
the number of dimensions by creating linear combinations of correlated variables to form 
a new set of uncorrelated variables with maximum variance9. LDA finds a model that best 




group as close to one another as possible. However, the number of samples in ‘Big Data’ 
sets (data sets with significantly more variables than samples) may be too small for accurate 
estimation using PCA followed by LDA. Modern sparse techniques, whose solution have 
few, but significant, non-zero coefficients, may be able to overcome this issue in fiber dye 
analysis. The specific methods explored in this work are sparse principal component 
analysis (SPCA) and sparse linear discriminant analysis (SLDA). This method is compared 
to PCA with LDA and logistic regression with Lasso1 for prediction accuracy. 
3. MATERIALS AND METHODS 
3.1 Fiber Samples and Spectral Analysis 
As in Chapter 1, twenty-nine blue acrylic fibers from the Morgan Laboratory fiber 
collection were chosen for this study. Each sample was given a unique fiber identification 
number (FID) for naming and class assignment purposes. Ten replicate UV-visible spectra 
were previously obtained along the length of each fiber sample using a Quantum Detection 
Instrument (QDI) 1000 Craic Microspectrophotometer (CRAIC Technologies, Altadena, 
CA). Absorbance measurements were collected in the spectral range of 200-850 nm.  
3.2 Statistical Analyses 
All data analyses were performed using MATLAB release R2017b (MathWorks, Inc., 
Natick, Massachusetts). Further, the SpaSM Toolbox was utilized for sparse modeling12. 
Data was truncated to only include the visible region (400-700 nm). Preprocessing included 
baseline correction and normalization to unit vector. The data was then split into the same 






3.2.1 Principal Component Analysis and Linear Discriminant Analysis 
Principal component analysis (PCA) is a dimension reduction technique that can be 
computed using the singular value decomposition (SVD) of a data matrix. Specifically, let 
X be an N x p matrix, where N represents the number of samples and p is the number of 
variables (wavelengths). Assume the column means of X are zero. The SVD of X is  
! = #$%&.                                                        Eq. 1                                                                 
UD are the principal components (PCs), and the columns of V are the corresponding 
loadings of the principal components (weights by which the original variables should be 
multiplied to obtain the PC scores) 13. Here, each PC is a linear combination of all p 
variables, typically all having nonzero loadings. This study uses 882 wavelengths 
(variables). Including all p variables can make interpretation of PCs difficult for ‘Big Data’ 
sets, or in this case, UV-visible spectra of fibers and their dyes13. 
Sparse principal component analysis (SPCA) offers a new way of solving the 
PCA problem. Unlike PCA, SPCA does not consider all p variables in computing the PCs. 
The optimization utilizes elastic net regression, which is a combination of Lasso and ridge 
regression. Ridge regression places a penalty on the L2-norm of a vector, while Lasso 
penalizes the L1-norm12, 13. To compute the sparse PCs, the following optimization problem 
is considered:  
'(),+), = 	 ∑ ||!0 − (+&!0||2 +	42 ∑ ||56||27689 +	∑ 49,6||59||97689:;89(,+
<=>?;:
            Eq. 2 
@ABCDEF	FG	HIH = 	 J7K7 . 
Here, () denotes the sparse principal components, +)  denotes the sparse PC loadings, λ2 is 




k. It is expected that SPCA will compute sparse PCs by determining wavelengths indicative 
of strong absorbance in pigments, dyes, or other components unique to a fiber sample.  
Often following PCA, linear discriminant analysis (LDA) estimates orthogonal 
directions βk that best discriminate assigned groups in the original dataset and places 
samples of the same group as close to one another as possible. LDA measures separation 
as the between-class variance (LM2)	in relation to the within-class variance (LP2) of the 
projected data. Traditionally, the following equation is used to optimize the function for 
the kth direction. 
57IQR
STU?SK ∑ 57	@ABCDEF	FG	57I ∑ 57 = 1,			57I ∑ 5W = 0,				∀Z < \PPM              Eq. 3 
A new observation x is classified by finding the closest centroid in the derived space 
defined by B12. 
As with SPCA, sparse linear discriminant analysis (SLDA) regularizes the 
model using L1-norm and L2-norm penalties, turning the problem into an elastic net 
estimate. For SLDA, the optimization problem becomes 
]^7_, 57_` = 	 ||a^7 − !57||22bR,QR
STU?;: + 	c||57||22 +	c7||57||9	@ABCDEF	FG	Ɵ7IefƟ7 = g.         Eq. 4 
Here, δ represents the L2-norm penalty for all k classes, and δk represents the L1-norm for 
class k. Ɵk = {θ1,…, θk} is a scoring matrix orthogonal to Dπ, the diagonal matrix of class 
prior probabilities based on class frequencies in Y12.  
4. RESULTS AND DISCUSSION 
For SPCA, certain variables were adjusted to find the projected space that explains the 
most variance in the data. Five trials were run, whose parameters and variance explained 
are summarized in Table 2.1. Here, d represents the positive L2-norm term coefficient, 




sparse principal components (SPCs), and STOP corresponds to the desired number of non-
zero variables for each SPC. Test 5 produced a model that explained the most variance, yet 
still underperformed in comparison to PCA1. This trial was used in building the 
classification model from SLDA.  
Figure 2.2 shows the training (circle markers) and test (x markers) data sets 
projected in the sparse discriminate space created from SLDA. Each class is denoted by a 
different color. Little observable grouping exists in this discriminate space, which may 
have influenced prediction accuracy. As seen in Table 2.2, SLDA achieved a prediction 
accuracy of 90.0% for the validation set and 82.8% for the test set.  This test set accuracy 
is less than that achieved in LDA1. Specific misclassifications are shown in Table 2.3 and 
illustrated in Figure 2.1. Most misclassifications were fairly predictable, as FIDs often 
share common dyes (see Table 1.1). For example, Sample 8 was incorrectly classified as 
FID 96 rather than FID 95. However, FIDs 95 and 96 share the same dyes. On the other 
hand, Sample 24, whose class assignment is FID 173, was misclassified as FID 92. These 
two FID classes do not share common dyes. Such misclassifications are further explained 
when comparing spectra. Figure 2.3 depicts the averaged, preprocessed training spectra for 
FIDs 92 (blue) and 173 (red), as well as the preprocessed spectrum of Sample 24 (black). 
Though peak shape and location of Sample 24 more closely resembles that of FID 173, 
Sample 24 shows significant noise in comparison to the training spectra, which may have 
led to the misclassification.  
SPCA and SLDA did not perform as well as PCA and LDA. This is perhaps 
due to overfitting of the SLDA model to the training data, which has a higher prediction 




the number of variables (wavelengths) utilized in the final predictive model. However, to 
achieve the highest explained variance for SPCA, hundreds of variables were required, 
which does not simplify the model much in comparison to PCA. 
5. CONCLUSIONS 
SPCA with SLDA does not perform as well as PCA with LDA in classifying the twenty-
nine blue acrylic fiber samples. Overfitting and model complexity could be the largest 
contributors to this issue. Further, more traditional approaches may not be the optimal 
choice from a forensic standpoint. Logistic regression with Lasso allowed for sparsity in 
the final predictive model, showed higher prediction accuracy, as well as provided a 
quantitative probability associated with each prediction1. In terms of presenting data in a 
courtroom setting, jurors may more positively respond to such values. Thus, logistic 
regression with Lasso appears to be the optimal option in classifying this data set. 
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Table 2.1 Summary of parameters and explained variances for SPCA and PCA models. 
PCA results are from the work described in Chapter 1. 
 















1 infinity 3 250 125 100 N/A 54.5% 
2 infinity 4 250 125 100 250 59.2% 
3 infinity 3 500 250 125 N/A 78.63% 
4 infinity 3 250 250 250 N/A 58.2% 
5 infinity 4 500 250 125 100 79.1% 







Table 2.2 Classification accuracies from SLDA and LDA models. LDA errors are from 
the work described in Chapter 1. 
 
 
Model Validation Accuracy Test Accuracy 
SLDA 90.0% 82.8% 











Sample True Class Predicted Class 
3 86 112 
8 95 96 
10 112 86 
18 146 97 





























































FIBER DYE DISCRIMINATION USING MICROSPECTROPHOTOMETRY 
AND MACHINE LEARNING TECHNIQUES FOR FORENSIC ANALYSIS2 
 
                                                        





Forensic analysis of the dyes on fibers often includes absorbance and fluorescence 
spectroscopy. Such data gives key information regarding the dye(s) on the fiber, as well as 
aids in identifying the specific fiber in question. However, spectral data can be quite 
complex, including hundreds or thousands of variables (wavelengths) whose absorbance 
and emission values can be unique for each compound. Visual comparison of spectra does 
not suffice in noticing the subtle, yet important, differences among the spectra. 
Chemometric methods overcome the limitations of visual comparison by objectively 
defining those differences. In this research, various multivariate statistical 
analyses of absorbance and fluorescence spectra of dyed fibers were explored with the 
goal of determining the optimal technique to classify fibers. All classification methods 
employed were able to achieve 100% accuracy for absorbance data. The highest prediction 
accuracy achieved for the fluorescence data was 88.2%. Though all models performed well, 
sparse modeling using Lasso-penalized logistic regression may be optimal for the 
courtroom setting, as model complexity is low and interpretability high. 
2.  INTRODUCTION 
Due to the ubiquity of textiles, fiber evidence often plays a key role in making associations 
between people, objects, and crime scenes1-4. Forensic fiber examinations involve both 
microscopic and spectroscopic analyses1, 2. Among the physical and chemical properties of 
fibers that are analyzed, color plays a crucial role in differentiating samples from one 
another1-4.   
Perhaps the most common instrumental technique employed by forensic 




is a quick, non-destructive, and repeatable technique that allows for the collection of 
absorbance and fluorescence data of a sample. Further, several evidence types have 
fluorescent properties, including inks, dyes, drugs, and paints, making the technique a 
powerful forensic tool1-5.  Fluorescence spectroscopy is highly sensitive, needing only a 
minute amount of sample to yield characteristic information.  Thus, characterizing a fiber 
via absorbance and fluorescence spectroscopy can elucidate discriminating properties of 
the dyes and finishes on the sample2. 
When comparing spectra of dyed fibers of unknown origin to those of known 
origin, examiners often look for patterns and predictable features in the data. However, due 
to the complexity of UV-visible data (both absorbance and fluorescence), comparisons by 
spectral overlay alone may not allow for the detection of small, key differences among the 
data. Multivariate statistical analyses are becoming increasingly popular and critical to 
forensic science and the courtroom2-4, 6. Particularly, statistical methods can aid the 
interpretation of multivariate data by reducing the dimensions of the data or by 
introducing sparsity into the final model3, 4, 6-9. Stated simply, sparse models are those in 
which only a few, important variables influence the model9. 
In statistical learning, dimension reduction involves projecting the data into a 
new subspace in which the original variables are combined to form new predictive features. 
The number of new variables is thus less than the original matrix of data. In this work, 
principal component analysis (PCA) was performed as a means of reducing the dimensions 
of the original data set. In PCA, linearly correlated variables are combined to create a new 
set of uncorrelated variables called principal components (PCs). The first PC accounts for 




On the other hand, sparse modeling aims to find only those variables most 
influential in yielding the given response (i.e., determining to which class an unknown 
sample belongs). With multivariate data sets, often only a few of the hundreds or thousands 
of variables (i.e., wavelengths) are relevant in the final prediction. Retaining irrelevant 
variables creates complex models and may lead to overfitting of the data, where the model 
fits the noise of the data rather than the signal or true response. Sparsity allows for the 
exclusion of such variables while retaining those most important in making predictions7-9. 
In building a predictive model, each variable in the original data set is given a 
coefficient whose magnitude is indicative of importance in prediction. Unlike other 
techniques, sparse modeling allows for the shrinkage of the coefficients of irrelevant 
variables to zero, effectively removing these variables from the final predictive model. This 
study achieved sparsity via the least absolute shrinkage and selection operator (Lasso). This 
technique shrinks the coefficients of irrelevant variables to zero by placing a penalty on the 
L1-norm of the coefficients9, 10. The L1-norm is the sum of absolute values of a given 
vector, in this case the variable coefficients9, 10. Penalizing the coefficients in such a way 
leads to model simplicity and is computationally convenient in comparison to other 
penalization terms9. This method has proven useful in increasing prediction 
accuracies when classifying data based on UV-visible data of fibers4 and 
infrared absorbance data when detecting the degradation status of magnetic 
audio tapes11.The application of Lasso to UV-visible absorbance and fluorescence data is 







3. MATERIALS AND METHODS 
3.1 Fiber samples 
 From the over 700 dyed textile fiber collection in the Morgan laboratory, the subgroup 
blue nylon 6 was selected to conduct this experiment. Each fiber sample was given a fiber 
identification (FID) number for naming purposes. This subgroup consists of seven different 
FIDs (635, 640, 641, 647, 648, 649, and 654). Each FID is dyed with three different dyes 
as shown in Table 3.1. Single fibers from fabrics were obtained using micro tweezers and 
razor blades for analyses.  
3.2 Instrumentation 
3.2.1 UV-Visible Absorbance Data Collection 
Ten replicate UV-Visible absorbance spectra were collected along the length of a fiber 
using a Quantum Detection Instrument (QDI) 1000 Microspectrophotometer (MSP) 
(CRAIC Technologies, Altadena, CA). MSP was operated in transmission mode using a 
xenon lamp and an integration time of ~4 ms, using a charged coupled device (CCD) 
detector. Absorbance measurements were collected by taking an average of 100 scans 
across a spectral region of 200-850 nm with a bandwidth of 10 nm. 
3.2.2 Fluorescence Data Collection  
For microspectrofluorimetry (MSF) analysis, fiber samples were positioned on a quartz 
microscope slide followed by spectral grade glycerin and a quartz coverslip. Ten replicate 
fluorescence measurements were acquired along the length of the fiber using a Quantum 
Detection Instrument (QDI) 1000 MSP (CRAIC Technologies, Altadena, CA) and using 




transmission and fluorescence mode with a 15× collecting objective. Fluorescence 
measurements were carried out using a mercury light source with a CCD and an integration 
time of ~200 ms. Spectra were produced utilizing excitation wavelengths of 365, 405, 436, 
and 546 nm. All spectra were collected performing an average of 100 scans over a range 
of 200-850 nm with a 10 nm bandwidth.   
3.3 Statistical Analyses 
MATLAB version 9.9 R2020b (The MathWorks, Natick, MA) was used to perform 
preprocessing and data analysis for collected absorbance and fluorescence spectral data. 
To build Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), 
Support Vector Machine (SVM), Decision Tree (DT), K-Nearest Neighbor (KNN), 
Ensemble and Lasso statistical models, Classification Learner App and Statistical Toolbox 
in MATLAB were used.  
3.3.1 Preprocessing of Spectra 
UV-Visible absorbance spectra were truncated to 400-700 nm to focus only on the visible 
region. Preprocessing of the absorbance data included background subtraction and 
normalization to unit vector. Background subtraction is performed by subtracting the 
minimum absorbance value of sample from all absorbance values in that spectrum. Each 
spectrum is background subtracted independently. Normalization to unit vector involves 
dividing each absorbance value of a spectrum by the square root of the sum of squares of 
all absorbance values across the spectrum12.The data was then randomly split into training 
(90%, 63 spectra) and test (10%, 7 spectra) sets. 
Preprocessing of all fluorescence spectra began with truncating from 350-850 




points. Further preprocessing was carried out, including background subtraction and 
normalization to unit vector. The data set containing 70 spectra were then randomly split 
into training and test sets. The training set contained 75% of the original data set (53 
spectra), while the test set contained 25% (17 spectra).   
As a dimension reduction technique, principal component analysis (PCA) was 
performed on preprocessed spectral data, reducing dimensions from p to d (d<p), while 
keeping as much of the variation in the original data set as possible12. In this study, 3 PCs 
were used to create classification models explaining over 98% variability in the training 
data set.  
3.3.2 Classification Techniques 
To determine the performance of the built training data set using the first 3 PCs, five-fold 
cross validation was applied for each classification technique. The training set was 
randomly split into five subgroups, where one subgroup was held as a test set and used to 
validate the data. This process was carried out until all subgroups were used as a test set 
once. The performance of the model was determined by taking the average of the values 
computed in the validation process14, 15. 
 The training data sets, consisting of absorbance spectral data (63 spectra) and 
fluorescence spectral data (53 spectra), were trained on all classification techniques 
previously mentioned. Except for Lasso, all models were trained using 3 PCs, which 
explained over 98% variance of the data. Once the models were created, test sets (7 spectra 
in absorbance data set and 17 spectra in the fluorescence) were tested with each model 
separately. Further analysis was performed by selecting the two best performing models, 




SVM is a supervised machining learning algorithm used for classification based 
on the idea of finding an optimal decision boundary or hyperplane that separates two 
groups16. Primarily, SVM is a two-class classifier technique, where the perpendicular 
distance between the decision boundary and the closest of the data points is maximum 
(maximum margin). With problems involving more than two classes, methods like “one vs 
one” and “one vs all” have been proposed for combining multiple two-class SVM to create 
a multiclass classifier16. For linearly separable data, a straight line/hyperplane can be used 
to separate classes. However, actual problems might not be linearly separable with the 
available data. Hence, data should be transformed into a high dimension feature space in 
order to separate them linearly17. However, calculating this transformation can be 
computationally expensive because there can be many new dimensions and calculations to 
be performed for every vector in the dataset17, 18. Since SVM does not need vectors to work 
and relies on the scalar product between transformed vectors, we can avoid mapping 
features into a higher dimensional space and replace the scalar product with a kernel 
function. By utilizing kernel functions, such as polynomial, Gaussian, and sigmoid, new 
features can be created, helping data to be transformed into a higher dimensional space. 
Once the data is transformed into a higher dimensional space, a linear decision boundary 
can be drawn to separate different classes. Then, data can be projected back into the original 
data space, resulting in a nonlinear boundary16, 18. 
KNN is one of the simplest classification techniques that can be used. KNN 
classification is based on assuming that similar samples exist in proximity to one another 
in a projected space. Using this classification method requires a data set labelled with the 




into the same training data space, the new test data point gets assigned to the group having 
the largest number of representatives near the test data point19. When K=1, then only the 
nearest neighbor is used to define the category, and the test data point is simply assigned 
to the same class as the nearest point. Similarly, if K=7 and the test data point is in between 
two or more classes, then the model simply picks the class with the most votes. K values 
control the degree of smoothing, meaning smaller K values generate many smaller regions 
for each class, while larger K values generate fewer, larger regions. Larger K values can 
produce more robust models. However, K must be much smaller than the minimum of the 
number of samples in the class17. To select the optimal K for the data set, the KNN 
algorithm can be run several times with different K values. The model that has the smallest 
error and the ability to predict with higher prediction accuracies can be selected as the 
optimal model. Also, prediction improvements can be achieved by using alternative 
distance metrics to measure the distances within and between classes20. 
Introducing sparsity in predictive models can aid in prediction accuracy and 
model interpretability. In this work, sparsity is achieved by applying the least absolute 
shrinkage and selection operator (Lasso) to logistic regression. Classifiers, or base learners, 
for each FID can be trained with logistic regression by first coding responses in the form y 
= [0, 1], where 1 indicates a sample is of an FID class and 0 indicates any FID class to 
which the sample does not belong. Values of β (weights of variables) are then calculated. 
Lasso regularizes these β values by penalizing the L1-norm of the vector of β values. The 
L1-norm of a vector is the sum of the absolute values in the vector9. Thus, by applying 
Lasso to logistic regression, only a few, significant variables (wavelengths) remain in the 




Deviance is a measure of goodness of fit for the model; the smaller the deviance, the better 
the model fits the data. Once a classifier is built for each FID class, these base learners are 
combined in an ensemble. A test sample is subjected to each base learner. Logistic 
probabilities of all are considered in determining class identification for the sample4, 21, 22. 
Specific equations employed and ensemble modeling structure have been previously 
described4, 11. 
4. RESULTS AND DISCUSSION 
4.1 Spectral Analysis 
Preprocessed absorbance spectra (Figure 3.1) were used to perform all classification 
methods. Fluorescence spectra produced using all four excitation wavelengths were 
analyzed. Absorbance spectra (Figure 3.1) of the samples suggest that 546 nm would be 
the optimal excitation wavelength, as the strongest absorbance occurs in this region for all 
seven samples. However, two classes (FIDs 635 and 654) do not fluoresce when excited at 
546 nm. Further, emission spectra produced from excitation at 436 nm appeared quite 
noisy. Therefore, excitation at 365 nm (Figure 3.2) was chosen as the starting point for 
further analysis. 
4.2 Principal Component Analysis 
To analyze the variability of both training and test data sets, a PCA plot was first 
constructed by projecting the preprocessed training data. Test spectral data points were 
then projected into the derived space. PCA plots for absorbance spectral data (Figure 3.3) 
and fluorescence spectral data (Figure 3.4) were constructed by plotting the first three PC 




The PCA plot shown in Figure 3.3 was plotted by projecting the absorbance 
spectral data. The first PC shows the highest variability of 83.83% in the data set. The 
second PC shows the next highest variability of 13.46%, and PC 3 shows 1.87% of 
variance, making the overall variance 99.16% explained by the first three PCs. The PCA 
plot uses different colors for different FIDs. Circle and ‘X’ markers indicate training and 
test data points, respectively. By observing the PCA plot, samples of the same FID class 
cluster close to one another. Blue and yellow circles, markers for FIDs 640 and 649, 
respectively, are in proximity to one another, likely due to both FIDs containing the same 
dyes: Lanasyn Navy S-DNL, Intralan (Brilliant) Blue F2R, and Lanaset Red 2B. When the 
test set was introduced into the same PCA space, some of the test data points were assigned 
to different FID clusters, possibly because of the presence of the same dyes on many of the 
fiber samples. For example, the test sample 4, which should be FID 647, is placed near the 
FID 648 cluster. Both FIDs contain the same dyes. 
Figure 3.4 was constructed by projecting the fluorescence spectral data. The 
first PC in Figure 3.4 accounts for 67.14% variance in the data set, while the second and 
third PCs account for 25.15% and 5.87% variance, respectively, making the overall 
variance explained 98.13%. In the PCA plot, different colors again were assigned for 
different FIDs. Circle and ‘X’ markers indicate training and test data points projection, 
respectively. Looking at the PCA plot, no clear separation among different FIDs is 







4.3 Classification Using Support Vector Machine and K-Nearest Neighbor 
SVM and KNN classification techniques were selected as the most effective classification 
techniques in this study due to their higher prediction accuracies for both absorbance and 
fluorescence spectral data. Training models constructed using absorbance spectral data and 
fluorescence data were trained using three PCs, which explained 99.16% and 98.13% 
variability in the data set, respectively. Five-fold cross validation was performed to 
examine how well the training models behaved. 
The SVM and KNN training models built using absorbance spectral data were 
able to yield 100% prediction accuracies. In the SVM training model, the optimizations 
were carried out starting with one vs one multi-class method, followed by using linear 
kernel function, and setting the box constraint level to one. In the KNN classification, the 
optimization was done by setting the number of neighbors to one and using the Euclidean 
distance metric. With these parameters in the training models, the models were able to 
produce 100% prediction accuracies for both test sets. 
The SVM training model built using fluorescence spectral data was optimized 
to yield the highest prediction accuracy. The optimized model performed multi-class 
classification with one vs one approach, the chosen polynomial kernel function had an 
order of three, and the box constraint value was selected as 38.98. The model trained with 
these parameters was able to correctly identify 47 spectra out of 53, yielding 88.7% 
prediction accuracy (Table 3.2). When the test set was introduced into the created model, 
of the 17 spectra, only 5 spectra were misclassified. Both spectra in FID 640 were 




FIDs 635 and 654. The final misclassification occurred in FID 649, which was 
misclassified as FID 640, yielding 70.6% prediction accuracy (Table 3.3).   
Using the KNN classification technique on fluorescence data, the model was 
primarily optimized by changing the number of neighbors and distance metrics. The chosen 
model has one neighbor, and the distance metric used was Mahalanobis. This optimized 
model was able to produce 88.7% prediction accuracy for the validation set, identifying 47 
spectra correctly out of 53 (Table 3.4). For the test set, the model was able to generate 
88.2% prediction accuracy, making only 2 misclassifications, one misclassification in FID 
641 as 635, and another spectrum in FID 649 was misclassified as 640 (Table 3.5).  
4.4 Logistic regression with Lasso regularization 
Selected wavelengths for each FID class (based on absorbance data) are listed in Table 3.6, 
as well as the Lasso penalization term λ and deviance of each classifier built with the 
absorbance data. Though spectra contained 882 wavelengths (variables), each classifier 
chose 8 or fewer as being influential in predicting the class of the samples. Each selected 
variable has an associated weight, which is denoted β in Table 3.6. Positive β values 
indicate that strong absorbance at that wavelength increases the logarithmic probability of 
a sample belonging to that class. On the other hand, negative values of β indicate that strong 
absorbance at the given wavelength decreases the logarithmic probability of the sample 
belonging to that class. A summary of the logarithmic probabilities of the test set when 
subjected to each classifier is found in Table 3.7. The classifier yielding the highest 
logarithmic probability indicates that the ensemble model classified the sample as that FID 
class. The ensemble of classifiers built with logistic regression with Lasso penalization 




Table 3.8 summarizes the parameters chosen for the ensemble approach using 
logistic regression with Lasso regularization on the fluorescence data. Of the 1468 
variables (wavelengths) present in the pre-processed fluorescence spectra of the fiber 
samples, each classifier selected 17 or fewer variables per class as influential in predicting 
class assignment. Table 3.9 shows the logarithmic probabilities of the test samples when 
subjected to each classifier in the sparse ensemble model. Green shaded cells indicate 
correctly classified samples, while orange shaded cells indicate samples incorrectly 
classified by the logistic regression with Lasso ensemble model. As seen in Table 3.9, as 
well as in the confusion matrix in Table 3.10, the logistic regression with Lasso ensemble 
approach was able to achieve 88.2% accuracy for the test set. Green boxes along the leading 
diagonal of Table 3.10 indicate samples that were correctly classified, while any samples 
that were misclassified appear in red and off the leading diagonal of the matrix. 
Misclassification occurred for 2 spectra when subjected to the spare model. Each of these 
two spectra belonged to FID class 641, but 1 was misclassified as FID 654 and the other 
as FID 635.  
5. CONCLUSIONS 
All models analyzed in this study were able to achieve 100% prediction accuracy for the 
absorbance data test set. SVM and KNN also showed 100% prediction accuracy for the 
validation set for absorbance data. With this information, logistic regression with Lasso 
may be a more optimal technique for this data. As seen in a previous study4, logistic 
regression with Lasso outperforms classic chemometric methods when a larger data set is 
analyzed. Further, interpretability of this sparse model is higher, as the output in this case 




Presenting such information to a jury makes classification easier to understand to the lay 
person. 
With the fluorescence data, both KNN and logistic regression with Lasso 
achieved 88.2% prediction accuracy on the test set. As previously mentioned, logistic 
regression with Lasso may still be a more optimal modeling technique in comparison to 
KNN. Though lower prediction accuracies across all chemometric analyses were observed 
for the fluorescence data set, more information about the spectral data is still obtained. This 
adds to the investigative value of the data when comparing unknown fiber samples to those 
of known origin. MSP and MSF analyses do not operate independently in a forensic 
laboratory setting; numerous other techniques are performed on a single piece of evidence. 
The combination of all information collected from various methods allow for conclusions 
to be drawn about the evidence.  
In the future, additional excitation wavelengths, other than the four investigated in this 
work, can be explored to further optimize fluorescence across all samples. Additionally, 
combining fluorescence data across all excitation wavelengths may bolster classification 
accuracies, as more information would be known about the various classes. Unknown 
samples could be introduced to each model produced at the different excitation 
wavelengths and the results combined to add to the potential investigative value of the 
evidence. 
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Table 3.1 Summary of dyes on each FID 
FID Dye Name 
635 
Lanaset Grey G 
Lanaset Red 2B 
Lanaset Yellow 2R 
640 
Lanasyn Navy S-DNL 
Intralan (Brilliant) Blue F2R 
Lanaset Red 2B 
641 
Intralan (Brilliant) Blue F2R 
Lanaset Red 2B 
Lanaset Yellow 2R 
647 
Intralan (Brilliant) Blue F2R 
Lanaset Red 2B 
Lanaset Yellow 2R 
648 
Intralan (Brilliant) Blue F2R 
Lanaset Red 2B 
Lanaset Yellow 2R 
649 
Lanasyn Navy S-DNL 
Intralan (Brilliant) Blue F2R 
Lanaset Red 2B 
654 
Lanaset Grey G 
Lanaset Red 2B 



















635 640 641 647 648 649 654
635 9 0 0 0 0 0 0
640 0 7 0 0 0 1 0
641 0 0 6 0 1 0 0
647 0 0 0 7 0 0 0
648 0 0 1 0 5 0 0
649 0 2 0 0 0 5 0





















635 640 641 647 648 649 654
635 1 0 0 0 0 0 0
640 1 0 0 0 0 1 0
641 1 0 1 0 0 0 1
647 0 0 0 3 0 0 0
648 0 0 0 0 4 0 0
649 0 1 0 0 0 2 0























635 640 641 647 648 649 654
635 9 0 0 0 0 0 0
640 0 5 0 0 0 3 0
641 0 0 6 0 1 0 0
647 0 0 0 7 0 0 0
648 0 0 2 0 4 0 0
649 0 0 0 0 0 7 0






















635 640 641 647 648 649 654
635 1 0 0 0 0 0 0
640 0 2 0 0 0 0 0
641 1 0 2 0 0 0 0
647 0 0 0 3 0 0 0
648 0 0 0 0 4 0 0
649 0 1 0 0 0 2 0











Table 3.6 Summary of classifier parameters chosen for the logistic regression with Lasso model using absorbance data 
635 640 641 647 
λ 1.32 x 10-4 λ 1.10 x 10-4 λ 1.26 x 10-4 λ 2.04 x 10-4 









β0 -118.1 β0 -346.4 β0 151.3 β0 -20.9 
649.46 2.55 x 103 499.20 -3.40 x 104 516.92 -2.00 x 103 400.05 -271.49 
698.53 1.84 x 104 553.72 3.23 x 103 533.96 -3.22 x 103 633.79 464.16 
699.21 3.09 x 104 650.15 7.18 x 103 699.89 5.54 x 104 634.47 143.64 
 699.55 1.49 x 105  699.89 -7.96 x 104 
648 649 654 
λ 2.48 x 10-4 λ 4.34 x 10-5 λ 1.18 x 10-4 







β0 57.2 β0 -706.9 β0 -190.1 
646.40 -1.82 x 103 509.76 6.41 x 103 525.44 3.66 x 103 
699.89 -6.96 x 103 510.11 5.49 x 103 525.78 2.15 x 103 
 
513.85 1.20 x 103 526.12 588.40 
573.14 520.93 644.35 -858.23 
577.91 9.40 x 103 
 645.72 -858.26 647.08 -2.60 x 103 







Table 3.7 Logistic probabilities of the test set when subjected to the absorbance logistic regression with Lasso ensemble model 
  FID Class 
  635 640 641 647 648 649 654 
Test 
Sample 
1 0.9952 1.47 x 10-7 3.23 x 10-10 6.35 x 10-13 7.49 x 10-7 2.22 x 10-16 0.0034 
2 5.17 x 10-6 0.8092 1.20 x 10-11 1.73 x 10-4 5.74 x 10-7 0.1602 1.62 x 10-5 
3 4.75 x 10-6 0.7847 2.53 x 10-12 2.34 x 10-4 4.50 x 10-7 0.2033 9.48 x 10-5 
4 3.61 x 10-11 9.79 x 10-10 4.61 x 10-4 0.9988 1.24 x 10-7 1.12 x 10-5 2.22 x 10-16 
5 2.22 x 10-16 2.22 x 10-16 1.75 x 10-5 5.31 x 10-8 1.000 0.0098 8.74 x 10-8 
6 8.08 x 10-8 1.83 x 10-4 4.77 x 10-11 0.0017 1.99 x 10-6 0.9999 1.79 x 10-6 
7 4.12 x 10-4 2.22 x 10-16 1.40 x 10-13 4.27 x 10-12 4.46 x 10-4 7.85 x 10-15 0.9970 
 






Table 3.8 Summary of classifier parameters chosen for the logistic regression with Lasso approach using fluorescence data 
635 640 641 647 
λ 0.0059 λ 0.0047 λ 0.040 λ 0.00025 









β0 -27.9 β0 -43.5 β0 -8.1 β0 79.2 
353.71 141.4 355.41 -1.55 x 103 379.26 -219.1 367.34 -676.3 
354.05 134.3 367.34 570.1 501.59 63.7 455.93 -613.1 
357.46 2.474 x 103 371.43 1.64 x 103 620.84 39.8 456.61 -1.14 x 103 
360.52 107.5 379.26 -1.18 x 103 624.25 261.2 475.35 -179.8 
367.00 658.8 385.40 -122.1 629.70 21.6 617.09 -296.3 
373.13 266.6 390.17 -425.0 631.75 16.5 707.05 65.8 
379.61 834.6 469.56 779.5 
 
773.83 358.9 
455.25 383.5 480.12 74.0 
 














Table 3.8 continued 
 
648 649 654 
λ 0.015 Λ 0.0032 λ 0.013 







β0 -18.5 β0 -65.9 β0 4.7 
364.27 -1.3 x 103 359.50 1.86 x 103 387.78 -303.0 
457.29 101.6 367.34 -2.23 x 103 641.97 -235.6 
507.38 146.4 381.31 -1.14 x 103 784.05 -171.5 
509.42 4.1 456.95 1.35 x 103 810.29 -105.2 
629.36 657.2 503.63 -12.6 829.37 -128.2 
846.75 86.8 686.60 54.3 831.07 -167.9 
 
735.33 484.1 845.72 -1.54 x 103 
806.20 130.4 846.07 -1.20 x 103 
826.30 -920.4 847.77 -114.7 
829.37 -1.71 x 103 
 845.72 265.6 





Table 3.9 Logistic probabilities of the test set when subjected to the fluorescence logistic regression with Lasso ensemble model 
 
  FID Class 
  635 640 641 647 648 649 654 
Test 
Sample 
1 0.9994 0.9983 0.2899 5.13 x 10-9 2.80 x 10-6 1.17 x 10-11 9.17 x 10-4 
2 0.0130 0.7257 0.1192 2.22 x 10-7 0.0124 0.0065 0.1331 
3 0.0367 0.6433 0.0577 4.02 x 10-5 0.0274 0.0090 0.0623 
4 0.0012 0.0563 0.0552 3.69 x 10-7 0.0323 0.0428 0.6331 
5 0.0313 0.0039 0.2294 4.19 x 10-5 0.0396 6.60 x 10-4 0.0024 
6 0.5519 0.0121 0.1226 1.43 x 10-6 0.0225 9.01 x 10-4 0.1080 
7 5.90 x 10-4 0.0078 0.0254 1.0000 1.56 x 10-4 2.57 x 10-4 3.58 x 10-7 
8 1.55 x 10-4 0.0344 0.0368 1.0000 5.88 x 10-4 0.0038 2.96 x 10-6 
9 1.60 x 10-5 0.0036 0.0541 0.9994 0.0433 4.24 x 10-4 0.0022 
10 2.97 x 10-5 4.09 x 10-4 0.1948 1.94 x 10-4 0.3527 0.0423 0.2146 
11 1.06 x 10-4 3.12 x 10-4 0.2029 3.80 x 10-4 0.3245 0.0046 0.2431 
12 0.0015 0.0178 0.2338 1.50 x 10-4 0.6831 0.0222 0.0100 
13 0.0053 0.0684 0.2532 8.58 x 10-5 0.4583 0.0045 0.0137 
14 0.0020 0.2272 0.0438 3.87 x 10-6 0.0091 0.7434 0.1803 
15 0.0016 1.87 x 10-4 0.1250 1.07 x 10-4 0.2313 0.7076 0.0071 
16 0.0150 0.0021 0.1044 5.33 x 10-5 0.1195 0.9546 0.0033 








Table 3.10 Confusion matrix for logistic regression with Lasso regularization approach 
 
635 640 641 647 648 649 654
635 1 0 0 0 0 0 0
640 0 2 0 0 0 0 0
641 1 0 1 0 0 0 1
647 0 0 0 3 0 0 0
648 0 0 0 0 4 0 0
649 0 0 0 0 0 3 0
















































































Figure 3.3 Projection of the training and test set absorbance spectral data into the same PCA space. PC 1 shows the highest variability 


































Figure 3.4 Projection of the training and test set fluorescence spectral data into the same PCA space. PC 1 shows the highest 





COMPARISON OF VARIOUS MODELING METHODS FOR THE 
CLASSIFICATION OF NUDE LIPSTICK SAMPLES 
1. ABSTRACT 
Lipstick marks have potential to provide evidence associating individuals with a crime 
scene. Lipsticks have similar compositions and are found on numerous types of substrates. 
Typical forensic analyses of lipsticks are either destructive to the sample or unfeasible due 
to lack of resources and training. The research proposed here involves using attenuated 
total reflectance Fourier transform-infrared spectroscopy (ATR-FTIR), a non-destructive 
analytical technique, for spectral analysis of lipstick marks. Further, experts in the forensic 
field are calling for an increase in objectivity in conclusions drawn about trace evidence. 
Statistical analyses can allow for impartial decisions in forensic science by training 
predictive models to notice subtle, though significant, differences among spectra of several 
samples. Combining ATR-FTIR with chemometric methods will allow for the 
discrimination of lipstick brands in a non-destructive, unbiased manner. This work aims to 
compare a number of chemometric techniques to find which best classifies lipstick samples 
based on their respective ATR-FTIR spectral data. Sparse modeling using logistic 
regression with Lasso offers an interpretable model with higher prediction accuracies. 
2. INTRODUCTION 
Evidence is defined as any information, whether in the form of material objects or 




 Though more unconventional, forensic scientists can encounter lipstick marks as pieces of 
physical evidence, particularly in cases of rape, murder, and burglary2. Lipstick marks are 
found on clothing, napkins, cigarette butts, skin, etc., allowing for the connection of victims 
and suspects to a crime scene2-4. Lipsticks have three main components: waxes, oils, and 
pigments. Compositions vary between cosmetic brands as well as between various lines, 
or series, of the same brand. These differences can allow for the discrimination of lipsticks 
found at crime scenes2. 
Current forensic methods of analysis of lipstick marks include high 
performance liquid chromatography (HPLC), thin layer chromatography (TLC), gas 
chromatography-mass spectrometry (GC-MS), and Raman spectroscopy2-7. Preparation 
(i.e., extraction) and analysis of lipsticks using HPLC, TLC, and GC-MS lead to the 
destruction of evidence2-6, which is undesirable for forensic cases as further testing, such 
as DNA analysis, may need to be performed. Further, both HPLC and TLC analyses focus 
only on the dyes and pigments of lipsticks rather than all of the components4, 7. Raman 
spectroscopy analysis of lipsticks may not be ideal due to issues with fluorescence 
interference2 and lack of access or training by forensic scientists6. Thus, an alternative 
method for analyzing lipstick marks at crime scenes is needed to preserve evidence as well 
as elucidate discriminating information from the samples.  
Infrared (IR) spectroscopy is a non-destructive technique that can give vital 
information about a compound’s molecular structure and chemical nature. IR absorption 
bands of vibrational transitions give insight into a molecule’s functional groups and can be 
unique to a specific molecule. Qualitative analysis using IR spectroscopy can thus allow 




compositions)8. IR spectroscopy is a common technique employed by forensic scientists. 
Forensic scientists currently utilize IR spectroscopy for the analysis of drugs, paints, 
plastics, polymers, gasoline, and more9. 
In attenuated total reflectance (ATR) spectroscopy, radiation penetrates a small 
distance into the medium of lower refractive index. The reflected beam is attenuated at 
characteristic wavelengths, which correspond to absorption bands of the analyte molecule. 
This allows for the direct analysis of samples without sample preparation8. Fourier 
transform (FT) infrared spectrometers allow for superior resolution and signal-to-noise 
ratio over other types of infrared spectrometers. In FT, a signal is acquired in the time 
domain and then converted mathematically to a frequency-domain signal8. ATR-FTIR can 
allow for the direct analysis of lipstick marks without alteration and provide characteristic 
information about the composition of the lipstick that made an unknown print.  
Multivariate statistical analyses can help in drawing conclusions about 
qualitative forensic analyses. Specifically, statistics can aid in reducing dimensionality of 
high-dimensional data; recognizing minor, yet important and discriminating, features 
among data; and quantifying error in results10-13. Various chemometric methods were 
performed in this study to find which best classifies the lipstick data set. Dimension 
reduction was performed using principal component analysis (PCA). Classification 
techniques explored include linear discriminant analysis (LDA), quadratic discriminant 
analysis (QDA), k nearest neighbor (KNN), and decision trees (DT). A sparse chemometric 
approach was also performed [logistic regression with least absolute shrinkage and 





3. MATERIALS AND METHODS 
3.1 Lipstick Samples 
Table 4.1 summarizes the 17 nude lipstick samples in the collection. Nude lipsticks are 
considered the most popular color by beauty blogs14. Each sample was given a unique 
identifier, which was used for naming and classification purposes. Using a sterile cotton 
swab, each lipstick sample was smeared on clean, unused facial tissues and paper towels.  
3.2 ATR-FTIR Spectroscopy 
ATR-FTIR spectra were obtained using a Nexus 670 FT-IR with Omnic© version 8.2 
(Thermo-Nicolet, Madison, WI). The instrument is equipped with a deuterated triglycine 
sulfate (DTGS) detector and a Thunderdome™ ATR (Thermo Spectra Tech, Inc., Shelton, 
CT). The ATR uses a germanium crystal, which allows for a small depth of penetration, 
allowing for only the lipstick layer to be sampled. ATR setup is depicted in Figures 4.1 and 
4.2. All spectra were collected in the spectral range of 4000-600 cm-1. Background spectra 
were obtained of the substrate (facial tissue or paper towel) without the lipstick stain. Then, 
ten replicate spectra were taken of each sample on the facial tissue and paper towel for a 
total of 20 spectra per lipstick sample. Absorbance data was collected at 4 cm-1 spectral 
resolution with 32 averaged scans per sample. After each measurement, the crystal and 
ATR pressure tower were cleaned to avoid contamination. A new background was 
collected prior to each sample measurement. 
3.3 Statistical Analyses 
All preprocessing and statistical analyses were performed using MATLAB R2020b 
(MathWorks, Inc., Natick, Massachusetts). Data was saved as comma separate value (csv) 




wavenumbers) to correspond to the spectral region of absorbance for the samples. 
Preprocessing of the data included smoothing with a 13-point Savitzky-Golay (SG) fourth 
order polynomial. Then, the standard normal variate (SNV) transform was applied, as well 
as mean centering. The spectral data was then randomly split into training (80%) and test 
(20%) sets. Models were built using the training set, while the test set was held out to 
determine prediction accuracies of the models on new data. PCA was performed on the 
training data, and principal components (PCs) were selected to achieve over 95% explained 
variance. All models, except Lasso-penalized logistic regression, were then trained using 
the PCA projected data using the Classification Learner App in MATLAB. Five-fold cross 
validation was used for each modeling technique. 
3.3.1 Linear Discriminant Analysis (LDA) 
LDA seeks to find orthogonal directions (linear boundaries) which best separate groups in 
the training set. Samples of the same class are grouped as close to one another as possible, 
while samples of different classes are grouped as far away from one another as possible. A 
new sample (from the test set) is classified by finding the closest centroid in the derived 
space10-13.  
3.3.2 Quadratic Discriminant Analysis (QDA) 
Similar to LDA, QDA seeks to fit boundaries that best separate groups/classes in the 
training data. However, QDA does not assume that classes are linearly separable. Rather, 
quadratic equations are used to set boundaries between classes11-13. Further, separate 
covariance matrices for each class must be estimated12, 13. When fitting LDA and QDA in 




empirically, meaning the prior probabilities are the class relative frequencies in the data 
set15. 
3.3.3 K Nearest Neighbor (KNN) 
The KNN classification technique is rather simple in computation. Given a test data point, 
the model finds k training points closest in distance to the test point. The point in question 
is classified using a majority vote among the k neighbors12, 13. Values of k can be altered to 
find the number of neighbors needed to best predict the response of the test set12, 13, 15. In 
the Classification Learner App, fine KNN sets k to 1 neighbor, while medium KNN sets k 
to 10 neighbors15. These two KNN methods (fine and medium) were utilized in this study.  
3.3.4 Decision Trees (DT) 
DT partition the feature space into splitting nodes. When classifying data with DT, the Gini 
Index is used to measure node impurity, which is the measure of how often a chosen data 
point would be misclassified at a given node based on class distribution at that node. This 
makes interpretability of DT models quite simple12, 13, 15. Using the Classification Learner 
App, coarse tree models use a maximum of 4 splits, and medium tree models use a 
maximum of 10. Prior probability is calculate empirically, as seen for DA15. Both coarse 
and medium trees were analyzed in this study.   
3.3.5 Support Vector Machines (SVM) 
To classify data, SVM finds the best hyperplane that separates data points of different 
classes, where ‘best’ is defined as the hyperplane resulting in the largest margin between 
the two classes.  Such an approach is most often applied in a two-class problem. However, 
with a multi-class system, as with 17 lipstick classes, the method is reduced to a set of 




SVM, the separations between classes (Kernel functions) that are explored in this work are 
linear, quadratic, and cubic, each with the box constraint set to one and using the one-vs-
one learner approach15.   
3.3.6 Logistic Regression with Least Absolute Shrinkage and Selection Operator (Lasso) 
Logistic regression utilizes the posterior probabilities of the K classes (where K = 1 ,…, k) 
to model the data. Responses are coded as y = [0,1], where a response of 0 (false) indicates 
a sample is not of class k, while a response of 1 denotes a sample is of class k. Logistic 
regression models gain prominence when attempting to understand which variables 
(wavenumbers) play a larger role in predicting the outcome (classification)12, 13. 
Lasso places a penalty on the L1-norm of a vector, reducing the number of 
parameters in the final model. In logistic regression, Lasso penalizes the L1-norm of the 
values of β, which are the coefficients of the variables (wavelengths). By penalizing these 
values, many coefficients will shrink to zero, effectively removing variables from the final 
model and achieving feature selection16, 17. Individual classifiers are built for each sample 
class. Combining individual classifiers in an ensemble helps boost overall performance of 
the model18, 19.  
4. RESULTS AND DISCUSSION 
4.1 Principal Component Analysis (PCA) 
To account for over 95% of the variance in the data, seven PCs were selected and used for 
modeling purposes. Table 4.2 summarizes the explained variance per PC. The first PC 
accounts for the most variance, with each subsequent PC accounting for less variance in 
the data than the previous PC. Figure 4.3 shows the PC space plot (using the first 3 PCs) 




Circle markers indicate training data points, while ‘x’ markers indicate the test set data 
points. Though only three dimensions can be visualized, and seven PCs were utilized for 
creating the various predictive models, clear separation of classes is not observed in the PC 
plot.   
4.2 Linear Discriminant Analysis (LDA) 
Table 4.3 summarizes prediction accuracies for all techniques employed. LDA had a 
validation accuracy of 87.5%. Figure 4.4 shows the confusion matrix for the LDA 
validation accuracy. Samples along the leading diagonal (blue) were correctly classified, 
while those off the leading diagonal (red) were not. Figure 4.5 shows the receiver operating 
characteristic (ROC) curve. ROC curves pictorially explain the performance of a model. 
The closer the curve aligns with the left and top borders, the better the fit of the model. 
Area under the curve (AUC) summarizes how well the model performs. As such, the larger 
the AUC, the better the model performs12, 13. The AUC for the trained LDA model was 
1.00, indicating the model fits the trained data well. However, when the test set was 
introduced to the model, only 36 out of 60 spectra were correctly classified, yielding 60.0% 
prediction accuracy.  
4.3 Quadratic Discriminant Analysis (QDA) 
Figure 4.6 illustrates the confusion matrix of the QDA validation data set. QDA achieved 
86.1% accuracy on the validation data. Figure 4.7 depicts the QDA model ROC curve, 
which has an AUC of 0.72. When predicting the test set classifications, QDA correctly 
classified 26 of 60 spectra (43.3% prediction accuracy). With lower prediction accuracies, 





4.4 K Nearest Neighbor (KNN) 
Fine KNN achieved 92.5% accuracy on the validation data set (Figure 4.8), and an AUC 
of 0.95 was observed (Figure 4.9). The test set prediction accuracy was 65.0%, meaning 
39 of 60 spectra were correctly classified. 
On the other hand, Medium KNN achieved a validation accuracy of 85.0% 
(Figure 4.10). The ROC curve showed an AUC of 1.00 (Figure 4.11). Medium KNN saw 
a decrease in test set predictions from Fine KNN, with only 36 of the 60 (60.0%) spectra 
being correctly classified. The lower prediction accuracies observed for KNN likely result 
from KNN underperforming for high-dimensional data15. The data analyzed in this study 
would be considered high-dimensional. As such, KNN may also not be the best selection 
for the classification problem at hand. 
4.5 Decision Trees (DT) 
Coarse DT model yielded a validation accuracy of 30.4% (Figure 4.12). Figure 4.13 shows 
the ROC curve for this model with an AUC of 0.75. The test set prediction accuracy was 
only 23.3% (14 of 60 spectra accurately classified). 
Using the Medium DT modeling method, the validation set saw a prediction 
accuracy of 80.7%, as seen in Figure 4.14. The AUC of the ROC curve was 0.86 (Figure 
4.15). The Medium DT model had a slightly better test set prediction accuracy as the 
Coarse DT with 17 of the 60 spectra being correctly classified (28.3%). With even lower 







4.6 Support Vector Machines (SVM) 
Prediction accuracy increased as polynomial order increased across the SVM models. 
Linear SVM achieved 91.1% accuracy on the validation data set (Figure 4.16). As seen in 
Figure 4.17, the AUC of the ROC curve for linear SVM was 0.99. For the test set, linear 
SVM correctly classified 30 of the 60, yielding a 50.0% prediction accuracy.  
For the quadratic SVM model, a validation accuracy of 91.4% (Figure 4.18) 
was observed. An AUC of 0.99 was observed for the ROC curve of this model (Figure 
4.19). When the training data set was subjected to the quadratic SVM model, 63.3% 
prediction accuracy was achieved (38 of 60 spectra). 
Like Fine KNN, cubic SVM achieved the highest validation prediction 
accuracy of 92.5%, (Figure 4.20). The AUC of the ROC curve for this model was likewise 
0.99 (Figure 4.21). This chemometric technique also achieved the highest prediction 
accuracy for the test set, yielding 78.3% prediction accuracy (47 of the 60 test spectra). 
Cubic SVM should be considered for model selection for predicting class assignments of 
these lipstick samples. 
4.7 Logistic Regression with Lasso 
Sparse modeling was explored in this work using logistic regression with Lasso. Table 4.4 
summarizes the selected classifiers for each class (lipstick brand and model). 
Wavenumbers shown in the table reflect only those whose parameters (values of β) are 
non-zero. Negative β values indicate absorbance at that wavenumber would decrease the 
logarithmic likelihood of a sample being of that class, while the opposite is true for positive 
values of β. Logarithmic probabilities for each test sample, when subjected to each 




while orange indicates spectra that were incorrectly classified. Logistic regression with 
Lasso achieved a prediction accuracy of 66.7% (40 of 60 spectra), the second highest 
among all techniques.  
Many misclassifications can be explained by the make, line, and model (color) 
of each sample. Lipsticks of the same make and line are expected to have much of the same 
ingredients, only varying slightly in the color components. Looking at the logarithmic 
probabilities produced using Lasso-penalized logistic regression, for example, all spectra 
of test sample 5 were incorrectly classified as NT110, when the sample was NT120. 
Though different models (colors), these lipsticks are made by the same manufacturer and 
line (Neutrogena Moisturesmooth Color Stick). Other misclassifications may have resulted 
from substrate interference and similarities between various makes of lipsticks. To 
illustrate this, 6 spectra of test sample 2 were misclassified as ELF2694, rather than its true 
class LO800. Test sample 2 was on a paper towel substrate, which overall showed noisier 
spectra with additional peaks in comparison to those produced on facial tissues. 
Additionally, complete ingredient lists and exact compositions are not available from 
manufacturers, further complicating the chemical comparison among brands.  
Only cubic SVM achieved a higher prediction accuracy (78.3%) than Lasso-
penalized logistic regression. These results can be explained by the similarity between the 
loss functions of logistic regression and SVM. In SVM, only support vectors affect the 
final classifier. Observations that are on the correct side of the margin (boundary) do not 
influence the classifier. This is because the loss function of such observations equals 
exactly zero. On the other hand, the loss function of logistic regression becomes very small 




SVM outperforms logistic regression when classes are quite far from one another, and 
logistic regression is preferred when significant overlapping of classes occurs13.   
Though cubic SVM outperformed the sparse method, this technique is slow to compute, 
complex, and more difficult to interpret in comparison to Lasso-penalized logistic 
regression15. When presenting statistical methods and results to a jury of lay people, such 
considerations need to be made when performing model selection. 
5. CONCLUSIONS 
Even with limited knowledge of chemical compositions of samples and possible substrate 
interferences, chemometric analysis of spectral data can yield valuable investigative 
information regarding cosmetic evidence found at crime scenes. Given the techniques 
utilized in this work, cubic SVM (test set prediction accuracy of 78.3%) appears to be the 
optimal approach for the data set, when only considering prediction accuracy. However, 
logistic regression with Lasso is relatively close in prediction accuracy (66.7%). The 
similarities in these two approaches stems from their respective loss functions, which 
mimic each other greatly.   
Though not the top performer, the Lasso-penalized logistic regression model 
has benefits over other techniques, including cubic SVM. These include reduced model 
complexity (by only considering the most important variables in creating a classifier) and 
the output of a logarithmic probability. Having a probability associated with a classification 
can aid the forensic examiner, as well as members of the jury, in the weight to be placed 
on the analytical data of the evidence. Implementing sparse chemometrics in the forensic 
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Table 4.1. Description of lipstick samples in the dataset.  
Brand Line Sample Name Identifier Class Number 
CoverGirl Colorlicious Lipstick 250 Sultry Sienna CG250 1 
ELF SRSLY Satin Lipstick 2694 Nectar ELF2694 2 
L’Oreal Colour Riche Lipstick 
800 Fairest Nude LO800 3 
808 Matte-cademia LO808 4 
843 Toasted Almond LO843 5 
Maybelline 
Color Sensational The 
Creams Lip Color 144 Naked Dare MA144 6 
Color Sensational The 
Buffs Lip Color 920 Nude Lust MA920 7 
Neutrogena Moisturesmooth Color Stick 
110 Almond Nude NT110 8 
120 Berry Brown NT120 9 
NYX Shout Loud Lustrous Lipstick 
1999 NYX1999 10 
Silk NYXSilk 11 
Revlon Super Lustrous Lipstick 
755 Bare It All RV755 12 
756 Nude Fury RV756 13 
ULTA Luxe Lipstick 
148 Stay Fierce ULTA148 14 
219 Play Nice ULTA219 15 
229 Dusty Mauve ULTA229 16 





Table 4.2. Summary of explained variance from the seven PCs 
 













Table 4.3. Summary of training and test set accuracies for the various chemometric 
methods 
 
Chemometric Method Training Accuracy 
Test 
Accuracy 
LDA 87.5% 60.0% 
QDA 86.1% 43.3% 
Fine KNN 92.5% 65.0% 
Medium KNN 85.0% 60.0% 
Coarse DT 30.4% 23.3% 
Medium DT 80.7% 28.3% 
Linear SVM 91.1% 50.0% 
Quadratic SVM 91.4% 63.3% 
Cubic SVM 92.5% 78.3% 





Table 4.4. Description of Lasso classifiers for each lipstick sample 
 
CG250 ELF2694 LO800 LO808 LO843 
λ 7.46 x 10-5 λ 1.06 x 10-4 λ 3.81 x 10-5 λ 1.35 x 10-4 λ 5.96 x 10-5 
Deviance 2.07 Deviance 2.57 Deviance 6.62 Deviance 0.759 Deviance 5.31 
cm-1 β value cm-1 β value cm-1 β value cm-1 β value cm-1 β value 
β0 -24.4 β0 -9.58 β0 -15.5 β0 -14.5 β0 -16.2 
779 22.8 692 0.0525 625 0.409 800 6.27 1313 5.98 
1315 -33.5 700 5.05 698 1.95 1458 -2.25 1329 8.98 
1344 -0.255 874 -3.98 715 3.08 1464 -6.42 1336 16.7 
1637 46.3 912 5.55 953 -9.99 1768 -1.17 1373 4.96 
 
958 -2.54 1259 0.666 
 
1473 -0.0899 
1036 0.751 1261 1.84 1599 110.0 
1115 1.90 1632 -75.8 2727 -15.5 
1236 7.92 1674 33.0 2735 -10.5 
1400 -24.1 1697 60.2 2748 -223.7 













Table 4.4. continued 
 
MA144 MA920 NT110 NT120 NY1999 
λ 4.82 x 10-5 λ 
6.96 x 
10-5 λ 7.29 x 10
-5 λ 7.81 x 10-5 λ 4.50 x 10-5 
Deviance 0.439 Deviance 2.16 Deviance 6.74 Deviance 1.73 Deviance 0.759 
cm-1 cm-1 cm-1 β value cm-1 β value cm-1 β value cm-1 β value 
β0 -20.3 β0 -12.3 β0 -14.2 β0 -16.1 β0 -14.5 
613 20.3 650 -1.09 714 1.95 694 -3.45 800 6.27 
762 -5.33 698 -6.45 866 11.6 854 0.116 1458 -2.25 
2299 -80.1 928 3.01 1412 -4.61 1522 -21.4 1464 -6.42 
2328 -36.8 980 1.53 1481 12.2 1701 -46.1 1768 -1.17 
 1394 -19.8 1608 28.0 1703 -20.0  
1576 -31.6 1788 -133.1 2773 15.7 
1653 -1.18 2754 -4.74 2848 1.66 
2362 -1.15 3024 97.0 2993 19.8 





Table 4.4. continued 
 
NYXSilk RV755 RV756 UB148 UB219 
λ 5.90 x 10-5 λ 1.17 x 10-4 λ 4.76 x 10-5 λ 4.87 x 10-5 λ 4.88 x 10-5 
Deviance 2.04 Deviance 7.50 Deviance 1.93 Deviance 2.78 Deviance 4.07 
cm-1 β value cm-1 β value cm-1 β value cm-1 β value cm-1 β value 
β0 -26.5 β0 -17.0 β0 -18.3 β0 -20.0 β0 -20.1 
665 7.26 399 -2.91 712 0.643 600 12.0 399 -1.21 
667 12.7 401 -4.46 x 10-5 731 17.3 721 15.1 401 -7.22 x 10-5 
889 -15.5 403 -1.04 x 10-4 1111 -2.89 1508 -21.4 1406 35.1 
1005 1.00 897 27.7 1419 -60.0 1591 29.2 1587 -26.4 
1977 -104.2 966 7.56 1497 -23.8 1711 36.3 1595 -36.2 
2335 56.0 1331 2.09 2002 40.8 1917 -31.1 1753 10.7 
2792 -7.54 1333 11.2 2445 114.8 2673 -34.9 2212 -22.8 
 
1473 1.86 3091 -158.4 3030 -69.9 2341 -45.8 




2765 -93.9 2810 20.8 
3091 122.1 2848 6.10 
3093 49.2 3001 -8.38 






Table 4.4. continued 
 
UB229 UB269 
λ 5.11 x 10-5 λ 8.16 x 10-5 
Deviance 2.22 Deviance 2.74 
cm-1 β value cm-1 β value 
β0 -14.3 β0 -14.7 
399 -0.202 696 6.65 
401 -2.00 x 10-5 698 21.3 
766 0.725 712 0.817 
771 0.996 885 -2.57 
1119 1.65 1404 28.8 
1124 9.15 1473 -0.591 
1201 0.0621 1554 -9.59 
1211 9.28 1591 -4.82 
1767 10.0 2031 -78.0 
1909 114.8 2216 -2.52 
2372 -2.99 2283 -22.4 
2771 90.8 3010 57.1 
3022 -90.9 3057 -3.01 






Table 4.5 Logarithmic probabilities of test spectra as determined by logistic regression with Lasso 
  Class Number 
Sample Replicate 1 2 3 4 5 6 7 8 
1 
1 1.44x10-4 1.10 x10-4 2.10 x10-8 2.03 x10-6 8.91 x10-4 8.15 x10-10 0.00386 1.62 x10-5 
2 0.2225 1.91 x10-4 4.69 x10-11 5.65 x10-5 7.42 x10-6 1.25 x10-8 0.00103 4.15 x10-6 
3 0.7675 1.65 x10-4 2.68 x10-12 1.92 x10-4 2.58 x10-7 6.36 x10-9 4.26 x10-4 4.26 x10-6 
4 0.9047 1.35 x10-4 4.94 x10-13 3.36 x10-4 2.23 x10-8 2.38 x10-9 2.35 x10-4 7.06 x10-6 
5 0.9427 1.10 x10-4 1.65 x10-13 4.36 x10-4 3.22 x10-9 8.64 x10-10 1.45 x10-4 1.42 x10-5 
6 0.9602 8.80 x10-5 8.46 x10-14 4.81 x10-4 6.91 x10-10 3.28 x10-10 9.18 x10-5 2.98 x10-5 
7 0.9728 7.05 x10-5 6.34 x10-14 4.82 x10-4 2.26 x10-10 1.43 x10-10 5.77 x10-5 5.85 x10-5 
8 0.9883 5.00 x10-5 2.92 x10-14 5.83 x10-4 2.60 x10-11 5.48 x10-11 3.03 x10-5 1.06 x10-4 
9 0.9900 4.35 x10-5 8.43 x10-14 4.27 x10-4 5.31 x10-11 4.64 x10-11 1.46 x10-5 1.89 x10-4 
10 0.9955 5.27 x10-5 4.17 x10-13 3.61 x10-4 2.32 x10-10 1.39 x10-10 1.68 x10-5 1.07 x10-4 
2 
1 1.41 x10-13 0.7705 2.40 x10-5 7.52 x10-8 3.27 x10-8 3.44 x10-4 2.11 x10-5 4.02 x10-8 
2 2.69 x10-16 0.0462 0.00215 3.68 x10-9 6.77 x10-6 3.28 x10-5 1.37 x10-5 3.07 x10-8 
3 2.22 x10-16 7.10 x10-4 0.0187 3.28 x10-10 8.55 x10-5 3.48 x10-7 4.48 x10-6 3.05 x10-8 
4 2.22 x10-16 2.18 x10-4 0.0338 1.50 x10-10 6.81 x10-5 5.06 x10-8 4.53 x10-6 3.46 x10-8 
5 2.22 x10-16 8.14 x10-4 0.0090 5.35 x10-10 4.24 x10-6 1.81 x10-7 2.29 x10-6 2.19 x10-7 
6 2.22 x10-16 0.0139 3.27 x10-4 2.47 x10-9 7.08 x10-8 4.99 x10-7 3.94 x10-6 1.71 x10-6 
7 2.22 x10-16 0.0103 1.10 x10-4 2.57 x10-9 5.28 x10-8 1.35 x10-6 6.65 x10-6 4.20 x10-6 
8 2.22 x10-16 0.0152 2.67 x10-4 2.70 x10-9 1.05 x10-8 1.09 x10-6 2.18 x10-5 8.78 x10-6 
9 2.22 x10-16 0.00580 0.00504 1.62 x10-9 2.07 x10-7 3.06 x10-6 2.19 x10-5 1.03 x10-6 






 Table 4.5 continued 
 
  Class Number 
Sample Replicate 1 2 3 4 5 6 7 8 
3 
1 2.22 x10-16 1.05 x10-4 0.00268 7.00 x10-9 1.28 x10-7 0.9400 2.83 x10-6 3.50 x10-10 
2 2.22 x10-16 1.36 x10-4 0.00299 4.94 x10-9 1.91 x10-8 0.8379 1.68 x10-6 2.88 x10-9 
3 2.22 x10-16 1.94 x10-4 0.00196 5.53 x10-9 2.78 x10-8 0.9440 9.07 x10-7 6.21 x10-8 
4 2.22 x10-16 2.36 x10-4 0.00317 4.43 x10-9 1.79 x10-8 0.9400 1.10 x10-6 3.91 x10-7 
5 2.22 x10-16 2.41 x10-4 0.00261 4.37 x10-9 2.98 x10-8 0.9372 1.82 x10-6 1.25 x10-7 
6 2.22 x10-16 5.32 x10-4 4.60 x10-4 1.52 x10-8 1.92 x10-9 0.9991 2.47 x10-6 1.59 x10-7 
7 2.22 x10-16 2.68 x10-4 0.00157 1.23 x10-8 2.96 x10-8 0.9989 1.21 x10-7 4.52 x10-8 
8 2.22 x10-16 3.25 x10-4 4.96 x10-4 1.55 x10-8 1.29 x10-8 0.9997 3.04 x10-7 1.84 x10-8 
9 2.22 x10-16 4.36 x10-4 2.28 x10-4 1.02 x10-9 2.50 x10-8 0.9948 2.55 x10-5 3.40 x10-9 
10 2.22 x10-16 4.36 x10-4 2.09 x10-4 3.19 x10-9 8.44 x10-8 0.2951 0.00534 1.36 x10-9 
4 
1 2.22 x10-16 3.00 x10-4 2.86 x10-5 1.67 x10-9 1.43 x10-8 1.69 x10-5 0.70941 2.99 x10-9 
2 2.22 x10-16 7.46 x10-5 1.57 x10-5 8.31 x10-10 1.79 x10-11 6.04 x10-12 0.98317 3.78 x10-8 
3 2.22 x10-16 2.60 x10-5 3.65 x10-6 6.12 x10-10 1.21 x10-14 2.22 x10-16 0.99541 9.86 x10-7 
4 2.22 x10-16 2.26 x10-5 3.88 x10-7 1.15 x10-9 2.22 x10-16 2.22 x10-16 0.99423 5.09 x10-6 
5 2.22 x10-16 3.06 x10-5 2.19 x10-7 2.38 x10-9 2.22 x10-16 1.15 x10-15 0.91447 1.39 x10-5 
6 2.22 x10-16 7.26 x10-5 1.80 x10-9 1.76 x10-8 2.22 x10-16 1.01 x10-13 0.97844 2.03 x10-5 
7 2.22 x10-16 4.66 x10-5 1.48 x10-10 4.53 x10-8 2.22 x10-16 2.45 x10-14 0.99692 4.35 x10-6 
8 2.22 x10-16 5.09 x10-5 2.35 x10-12 1.66 x10-7 2.22 x10-16 5.67 x10-15 0.99980 1.56 x10-6 
9 2.22 x10-16 6.22 x10-5 1.10 x10-12 1.41 x10-7 5.05 x10-15 3.62 x10-15 0.99993 3.40 x10-7 






Table 4.5 continued  
 
  Class Number 
Sample Replicate 1 2 3 4 5 6 7 8 
5 
1 1.36 x10-10 9.36 x10-6 1.66 x10-4 3.34 x10-10 1.28 x10-11 2.22 x10-16 9.98 x10-7 0.9549 
2 9.42 x10-11 9.83 x10-6 7.63 x10-4 4.21 x10-11 2.05 x10-12 2.22 x10-16 6.66 x10-5 0.8025 
3 4.93 x10-10 4.26 x10-6 5.87 x10-4 1.36 x10-11 3.09 x10-14 2.22 x10-16 7.83 x10-5 0.6300 
4 1.12 x10-9 1.36 x10-6 3.45 x10-4 5.87 x10-12 1.88 x10-15 2.22 x10-16 4.27 x10-5 0.5335 
5 8.19 x10-10 2.87 x10-6 1.71 x10-4 9.58 x10-12 4.19 x10-15 2.22 x10-16 2.51 x10-5 0.6848 
6 4.39 x10-9 1.92 x10-6 2.17 x10-5 4.07 x10-11 2.22 x10-16 2.22 x10-16 1.22 x10-6 0.9875 
7 3.46 x10-8 1.57 x10-6 2.97 x10-6 8.72 x10-11 2.22 x10-16 2.22 x10-16 3.88 x10-7 0.9974 
8 2.04 x10-8 1.93 x10-6 1.18 x10-7 1.48 x10-10 2.22 x10-16 2.22 x10-16 1.25 x10-6 0.9886 
9 8.33 x10-9 1.31 x10-6 6.71 x10-6 1.81 x10-10 8.44 x10-15 2.22 x10-16 1.50 x10-7 0.7840 
10 1.25 x10-10 1.18 x10-6 8.47 x10-6 1.48 x10-10 8.44 x10-12 2.22 x10-16 2.84 x10-7 0.2187 
6 
1 4.99 x10-10 3.77 x10-5 9.95 x10-12 3.01 x10-6 9.51 x10-5 0.00218 3.63 x10-6 1.07 x10-11 
2 7.05 x10-10 5.28 x10-5 9.90 x10-12 2.74 x10-6 4.11 x10-5 0.0154 5.54 x10-6 5.99 x10-12 
3 1.39 x10-10 5.51 x10-5 1.34 x10-11 1.75 x10-6 3.90 x10-5 0.0974 1.48 x10-5 5.59 x10-12 
4 9.14 x10-11 6.11 x10-5 2.33 x10-11 1.95 x10-6 1.62 x10-5 0.5201 1.69 x10-5 1.02 x10-11 
5 4.71 x10-11 5.69 x10-5 4.63 x10-11 1.81 x10-6 5.94 x10-6 0.7079 2.70 x10-5 2.68 x10-11 
6 7.69 x10-11 1.21 x10-4 2.93 x10-13 5.30 x10-6 2.91 x10-7 0.9531 7.86 x10-5 5.99 x10-11 
7 1.42 x10-11 9.79 x10-5 1.40 x10-15 6.78 x10-6 1.90 x10-8 0.9878 2.16 x10-4 1.82 x10-11 
8 3.25 x10-12 1.55 x10-4 2.22 x10-16 1.02 x10-5 3.25 x10-10 0.9930 0.00299 7.16 x10-12 
9 3.22 x10-12 1.53 x10-4 2.22 x10-16 6.16 x10-6 3.16 x10-10 0.7495 0.00194 1.83 x10-11 






Table 4.5 continued 
  Class Number 
Sample Replicate 9 10 11 12 13 14 15 16 
1 
1 8.03 x10-11 2.22 x10-16 7.60 x10-10 8.81 x10-5 3.06 x10-8 1.61 x10-5 2.73 x10-7 3.67 x10-11 
2 3.95 x10-10 2.22 x10-16 5.00 x10-9 5.36 x10-5 1.80 x10-4 3.75 x10-6 6.23 x10-13 4.59 x10-12 
3 7.23 x10-10 2.22 x10-16 3.38 x10-9 1.18 x10-4 0.00134 2.16 x10-7 2.29 x10-15 7.94 x10-12 
4 1.02 x10-9 2.22 x10-16 2.13 x10-9 3.62 x10-4 0.00212 2.09 x10-8 2.22 x10-16 2.09 x10-11 
5 1.23 x10-9 2.22 x10-16 1.49 x10-9 0.00122 0.00187 3.15 x10-9 2.22 x10-16 5.65 x10-11 
6 1.26 x10-9 2.22 x10-16 1.19 x10-9 0.00386 0.00131 7.20 x10-10 2.22 x10-16 1.30 x10-10 
7 1.10 x10-9 2.22 x10-16 1.08 x10-9 0.00986 8.91 x10-4 2.69 x10-10 2.22 x10-16 2.19 x10-10 
8 8.77 x10-10 2.22 x10-16 1.31 x10-9 0.0231 9.33 x10-4 7.37 x10-11 2.22 x10-16 4.66 x10-10 
9 4.52 x10-10 2.22 x10-16 1.14 x10-9 0.0409 3.68 x10-4 1.52 x10-10 2.22 x10-16 2.86 x10-10 
10 3.94 x10-10 2.22 x10-16 1.22 x10-9 0.00718 0.00102 1.03 x10-9 2.22 x10-16 4.35 x10-11 
2 
1 5.90 x10-8 9.94 x10-8 4.00 x10-8 5.69 x10-9 3.51 x10-6 9.21 x10-6 8.24 x10-10 8.34 x10-9 
2 2.46 x10-11 4.88 x10-6 4.36 x10-9 8.49 x10-11 1.93 x10-7 1.35 x10-5 2.28 x10-9 6.59 x10-8 
3 2.45 x10-14 9.74 x10-5 1.09 x10-10 6.66 x10-12 2.17 x10-9 1.57 x10-6 9.90 x10-10 2.57 x10-6 
4 4.31 x10-15 0.00153 1.10 x10-11 3.01 x10-12 3.77 x10-10 4.81 x10-7 4.66 x10-10 8.28 x10-6 
5 8.36 x10-14 9.70 x10-4 3.51 x10-11 1.91 x10-11 3.65 x10-10 6.79 x10-7 2.03 x10-10 2.10 x10-6 
6 1.21 x10-12 0.00178 1.73 x10-10 1.58 x10-9 2.94 x10-10 1.51 x10-6 7.99 x10-11 2.78 x10-7 
7 1.10 x10-12 0.0108 2.42 x10-10 2.96 x10-9 1.90 x10-10 4.50 x10-6 4.35 x10-12 2.78 x10-7 
8 2.52 x10-12 0.00480 5.75 x10-10 5.12 x10-9 4.51 x10-11 1.48 x10-6 1.19 x10-11 6.12 x10-8 
9 7.84 x10-12 0.00120 1.77 x10-9 3.03 x10-10 1.29 x10-10 7.46 x10-7 4.03 x10-10 3.58 x10-8 






Table 4.5 continued 
 
  Class Number 
Sample Replicate 9 10 11 12 13 14 15 16 
3 
1 3.09 x10-8 3.87 x10-4 8.30 x10-14 4.97 x10-9 1.67 x10-10 1.77 x10-6 1.63 x10-6 4.92 x10-9 
2 1.15 x10-8 3.26 x10-4 1.66 x10-15 5.65 x10-7 2.79 x10-12 7.85 x10-7 1.05 x10-6 1.40 x10-9 
3 4.73 x10-9 1.04 x10-4 2.22 x10-16 2.53 x10-4 5.48 x10-15 5.17 x10-7 7.35 x10-7 2.89 x10-10 
4 2.40 x10-9 9.28 x10-5 2.22 x10-16 0.00276 2.22 x10-16 2.62 x10-7 2.75 x10-6 6.59 x10-11 
5 2.00 x10-9 2.55 x10-5 2.22 x10-16 0.00375 2.22 x10-16 2.36 x10-7 5.88 x10-6 6.36 x10-11 
6 4.93 x10-9 1.41 x10-4 2.22 x10-16 0.0459 4.67 x10-16 1.14 x10-6 5.27 x10-6 3.66 x10-11 
7 4.03 x10-10 0.00389 2.22 x10-16 0.00241 2.22 x10-16 1.48 x10-7 1.37 x10-6 2.65 x10-9 
8 8.46 x10-10 0.0156 2.22 x10-16 1.70 x10-4 1.98 x10-15 3.41 x10-7 3.88 x10-6 8.97 x10-9 
9 7.94 x10-9 1.88 x10-4 2.22 x10-16 3.22 x10-5 3.94 x10-13 1.23 x10-6 1.88 x10-4 3.81 x10-9 
10 7.32 x10-7 5.64 x10-6 2.22 x10-16 1.77 x10-6 1.16 x10-10 2.30 x10-7 0.0291 7.20 x10-10 
4 
1 1.24 x10-4 1.87 x10-7 2.22 x10-16 2.01 x10-6 1.81 x10-8 2.59 x10-9 0.3189 2.57 x10-11 
2 0.00441 1.98 x10-7 2.22 x10-16 2.05 x10-6 5.34 x10-8 4.57 x10-13 0.1605 7.63 x10-12 
3 0.0232 2.11 x10-6 2.22 x10-16 4.56 x10-6 6.02 x10-8 2.22 x10-16 0.0227 9.66 x10-12 
4 0.0485 6.67 x10-5 2.22 x10-16 2.96 x10-5 1.01 x10-6 2.22 x10-16 0.00155 5.43 x10-12 
5 0.0120 0.00640 2.22 x10-16 1.35 x10-4 1.10 x10-6 2.22 x10-16 1.80 x10-4 1.98 x10-11 
6 0.0112 2.65 x10-4 2.22 x10-16 0.0708 3.00 x10-5 2.22 x10-16 1.70 x10-5 3.91 x10-12 
7 0.00850 5.10 x10-7 2.22 x10-16 0.6341 3.02 x10-4 2.22 x10-16 2.54 x10-6 1.04 x10-12 
8 0.0120 3.09 x10-10 2.22 x10-16 0.9818 4.34 x10-4 2.22 x10-16 6.35 x10-8 2.17 x10-13 
9 0.00717 5.82 x10-12 2.22 x10-16 0.9519 2.96 x10-4 2.22 x10-16 7.70 x10-8 1.92 x10-13 






Table 4.5 continued 
  Class Number 
Sample Replicate 9 10 11 12 13 14 15 16 
5 
1 0.0211 8.34 x10-9 2.22 x10-16 4.43 x10-15 2.53 x10-5 1.48 x10-15 2.81 x10-9 2.59 x10-8 
2 0.0750 2.46 x10-10 2.22 x10-16 2.22 x10-16 6.58 x10-4 2.22 x10-16 9.48 x10-10 3.61 x10-7 
3 0.0132 1.61 x10-10 2.22 x10-16 2.22 x10-16 1.48 x10-4 2.22 x10-16 6.17 x10-12 1.31 x10-4 
4 0.00425 2.00 x10-10 2.22 x10-16 2.22 x10-16 7.22 x10-5 2.22 x10-16 2.47 x10-13 0.00101 
5 0.0106 1.67 x10-10 2.22 x10-16 2.22 x10-16 1.38 x10-4 2.22 x10-16 1.49 x10-11 2.10 x10-5 
6 0.00185 2.00 x10-8 2.22 x10-16 2.22 x10-16 1.03 x10-4 2.22 x10-16 3.22 x10-13 7.99 x10-5 
7 5.62 x10-4 1.37 x10-5 2.22 x10-16 6.85 x10-15 1.43 x10-4 2.22 x10-16 5.93 x10-15 5.66 x10-4 
8 0.0373 0.00378 2.22 x10-16 4.48 x10-15 0.00459 2.22 x10-16 7.82 x10-15 0.00299 
9 4.00 x10-4 1.26 x10-5 2.22 x10-16 6.58 x10-13 1.71 x10-6 2.22 x10-16 8.47 x10-13 0.00769 
10 0.0372 1.84 x10-8 2.22 x10-16 9.05 x10-14 3.30 x10-7 2.22 x10-16 2.81 x10-10 0.00169 
6 
1 1.34 x10-4 9.21 x10-13 1.34 x10-14 1.54 x10-12 5.25 x10-9 0.9584 0.00730 0.0683 
2 3.73 x10-4 7.83 x10-13 4.41 x10-16 1.81 x10-13 2.23 x10-7 0.7324 0.0452 0.2304 
3 7.17 x10-4 1.65 x10-13 2.22 x10-16 2.10 x10-14 2.48 x10-6 0.7094 0.4848 0.3290 
4 4.10 x10-4 3.20 x10-13 2.22 x10-16 2.05 x10-14 2.92 x10-6 0.7227 0.4326 0.4435 
5 3.70 x10-4 3.19 x10-13 2.22 x10-16 1.19 x10-14 3.02 x10-6 0.9111 0.7797 0.3566 
6 0.0271 9.82 x10-12 2.22 x10-16 5.08 x10-15 2.99 x10-5 0.9861 0.2344 0.4056 
7 0.9225 3.43 x10-11 2.22 x10-16 2.22 x10-16 4.96 x10-4 0.9940 0.4472 0.8001 
8 1.0000 4.00 x10-9 2.22 x10-16 2.22 x10-16 0.0675 0.9968 0.9204 0.9119 
9 0.9998 1.64 x10-8 2.22 x10-16 2.22 x10-16 0.0111 0.9429 0.9821 0.5547 







Table 4.5 continued 
 
  Class Number 




3 2.62 x10-4 
4 6.69 x10-5 
5 2.80 x10-5 
6 1.52 x10-5 
7 9.90 x10-6 
8 3.36 x10-6 
9 7.44 x10-6 
10 2.48 x10-5 
2 
1 1.25 x10-4 
2 2.15 x10-6 
3 1.05 x10-8 
4 5.19 x10-10 
5 6.43 x10-9 
6 3.82 x10-8 
7 6.81 x10-9 
8 2.32 x10-9 
9 6.00 x10-9 






Table 4.5 continued 
 
  Class Number 
Sample Replicate 17 
3 
1 1.12 x10-5 
2 4.59 x10-5 
3 1.11 x10-4 
4 1.23 x10-4 
5 1.84 x10-4 
6 6.97 x10-4 
7 3.15 x10-4 
8 1.28 x10-4 
9 2.96 x10-5 
10 8.52 x10-7 
4 
1 5.33 x10-9 
2 3.15 x10-11 
3 3.08 x10-13 
4 4.10 x10-13 
5 6.69 x10-12 
6 2.44 x10-12 
7 1.29 x10-13 
8 1.89 x10-15 
9 2.74 x10-16 






Table 4.5 continued 
 
  Class Number 
Sample Replicate 17 
5 
1 2.46 x10-7 
2 6.47 x10-12 
3 1.58 x10-15 
4 2.22 x10-16 
5 1.64 x10-14 
6 3.38 x10-13 
7 2.08 x10-14 
8 6.57 x10-14 
9 3.87 x10-12 
10 9.30 x10-11 
6 
1 3.13 x10-4 
2 6.66 x10-4 

















Figure 4.1. ATR FTIR diagram. 
  
ATR crystal 
Sample in contact with evanescent wave 

























Figure 4.3. Plot of the training (circle) and test (x) sets in the PC space using the first three PCs. Each lipstick sample is represented 






Figure 4.4. LDA model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 














Figure 4.6. QDA model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 


















Figure 4.8.  Fine KNN model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 
















Figure 4.10. Medium KNN model confusion matrix showing the misclassifications for 
the validation data. Correctly classified samples are in blue, while misclassifications are 

















Figure 4.12. Coarse DT model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 




















Figure 4.14. Medium DT model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 



















Figure 4.16. Linear SVM model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 




















Figure 4.18. Quadratic SVM model confusion matrix showing the misclassifications for 
the validation data. Correctly classified samples are in blue, while misclassifications are 




















Figure 4.20. Cubic SVM model confusion matrix showing the misclassifications for the 
validation data. Correctly classified samples are in blue, while misclassifications are 















LIP PRINT ANALYSIS VIA FTIR AND CHEMOMETRICS 
1. ABSTRACT 
Analyzing cosmetics found at crime scenes often involves spectral analysis of the samples. 
FTIR is a common spectroscopic method in forensic science as it is quick, non-destructive, 
and yields information indicative of the material being measured. Though visual 
comparison of spectra is commonplace in the forensic science community, minute 
differences among spectra may be difficult to elucidate from spectral overlay alone. As 
statistical techniques become increasingly integral to spectral analysis in forensic science, 
sparse modeling may offer a viable manner of classifying evidence from its spectral data. 
In this work, FTIR spectra of nude lipstick samples created from lip impressions were 
studied. Models previously created from FTIR spectra of lipstick smears were further 
evaluated by introducing spectra from lip prints to the models. Classification accuracy of 
lip print samples suffered, with possible interferents and sample size being the main 
contributors to these results. 
2. INTRODUCTION 
Impression evidence often plays a critical role in investigating a crime scene. Such 
evidence can be divided into two categories: positive and negative. Positive impressions 
are those created by a dirty donor contacting a clean recipient surface, while negative 




lipstick is worn by an individual and their lips come into contact with a surface (i.e., tissues, 
paper towels, drinkware, etc.), a positive impression remains on the item. 
Lip marks, though not the most common pieces of evidence found at a crime 
scene, can provide crucial information in placing a person at a crime scene. Like 
fingerprints, lip prints are permanent and have characteristic patterns that can lead to 
individualization of a print. Cheiloscopy is the study of lip prints and aims to individualize 
a person to lip prints2. For one case in Virginia in 1997, a lip print on a window was able 
to identify a peeping Tom suspect. This case sparked an increase in research on the 
permanency and uniqueness of lip prints3, 4. Further, though not a lip print case, William 
George Heirens, the Lipstick Killer, left behind a message scrawled in lipstick at one of his 
crime scenes5. Hence, lipstick identification can influence the outcome of forensic 
investigations. 
Current methods of lip print analysis include thin layer chromatography (TLC), 
gas chromatography-mass spectrometry (GC-MS), high performance liquid 
chromatography (HPLC), Fourier-Transform infrared spectroscopy (FTIR), and Raman 
spectroscopy6. Sample preparation necessary for the chromatographic techniques are not 
optimal in forensic analysis, as the goal is to preserve evidence to the fullest extent possible. 
Raman spectroscopy, though non-destructive, is not as readily available to many crime 
laboratories7 and often has fluorescence interference for samples like lipstick marks8. FTIR 
spectroscopy is a non-destructive technique commonly utilized by forensic scientists in the 
analysis of numerous types of evidence, including drugs, paints, polymers, and more9. 





Forensic examiners often visually compare IR spectra in order to identify patterns and 
discriminating features in the data. However, such comparisons may miss small, key 
differences in the data that can lead to individualization10. Chemometric techniques can aid 
in overcoming the shortfalls of visual comparison. Multivariate statistics aid in reducing 
dimensionality of high-dimensional data (i.e., IR spectral data of lipsticks); recognizing 
minor, yet important and discriminating, features among the data; and quantifying error in 
the results10. The specific methods compared in this study are cubic support vector 
machines (SVM) and logistic regression with least absolute shrinkage and selection 
operator (Lasso). Details of these methods were provided in Chapter 4 of this dissertation. 
These methods were selected as optimal due to the high overall performance observed for 
cubic SVM and logistic regression with Lasso.  
3. MATERIALS AND METHODS 
3.1 Lip Print Samples 
Table 5.1 details the samples used for this study. Randomly selected lipsticks from Chapter 
4 were applied by volunteers, and lip prints were made on either facial tissue or a paper 
towel. The amount of lipstick applied to the volunteer and substrate was not regulated.  
3.2 ATR FTIR Spectroscopic Analysis 
ATR FTIR spectra of the lip print samples were obtained with the same Nexus 670 FT-IR 
with Omnic© version 8.2 (Thermo-Nicolet, Madison, WI) and with the same parameters 
as described in Chapter 4. Ten replicate absorbance spectra were taken of each sample. 






3.3 Statistical Analyses 
All preprocessing and statistical analyses were performed via MATLAB R2020b 
(MathWorks, Inc., Natick, Massachusetts). Spectra were preprocessed in the same manner 
as described in Chapter 4. The 60 total spectra of the lip print test set were subjected to the 
cubic SVM and logistic regression with Lasso models created in Chapter 4 to determine 
model accuracy in the classification of lipsticks from lip prints. For the cubic SVM model, 
the test set was first projected into the same principal component (PC) space from Chapter 
4 (Figure 4.3). 
4. RESULTS AND DISCUSSION 
4.1 Cubic SVM 
Figure 5.1 shows the test set projected into the PCA space. The original training set is 
denoted with circle markers, and the lip print test set is denoted with ‘x’ markers. Each 
color signifies a different lipstick class. Much like what was observed for the lipstick smear 
samples in Chapter 4, classes exhibit little grouping, and some samples of the same class 
were projected far from one another in the PCA space. For example, lip print spectra from 
Sample F are of class LO843 (cyan-colored markers). However, the spectra are projected 
far from the training set in the PC space.  
Figure 5.2 depicts the confusion matrix for the cubic SVM model. Samples along the 
leading diagonal (green) were correctly classified, while those off of the diagonal (red) 
were misclassified. Cubic SVM was able to achieve 18.3 % prediction accuracy (11 of 60 






4.2 Logistic Regression with Lasso 
Table 5.3 shows the logistic probabilities obtained for each classifier for the lip print data 
set. The classifier yielding the largest logistic probability was used to determine 
classification of the spectrum. Correctly classified spectra are highlighted green, while 
incorrectly classified spectra are shown in orange. Logistic regression with Lasso was able 
to achieve 5.0 % accuracy (3 of 60 spectra) for the lip print test set. Table 5.4 compares the 
prediction accuracies of the two modeling techniques used in this study for both lipstick 
smears and lip print marks. A significant decrease in prediction accuracy occurred for both 
models in this study. Though logistic regression with Lasso penalization produced a 
logarithmic probability of 1.00 for 3 spectra, all of which were from Sample J (RV756 on 
facial tissue), replicates 3 and 10 of Sample J also had logarithmic probabilities of 1.00 for 
multiple other classes. This greatly draws into question the ability of the model to predict 
classes of lipsticks based on lip prints.  
Comparing the lip print spectra to those of the lipstick smears allows for the 
identification of possible issues with classification faced by the models. Figure 5.3 shows 
the averaged training spectra for class RV756 (blue) and the averaged spectra of Sample J 
(black). Green arrows in Figure 5.3 denote selected wavenumbers for the RV756 classifier 
(see Chapter 4, Table 4.4). Wavenumbers of importance for class RV756 do not reflect the 
same magnitude of absorbance between the training lipstick set and the test lip print data. 
For example, variable 1110 cm-1 of the RV756 classifier has a negative coefficient (value 
of β), indicating that absorbance at this wavenumber decreases the logarithmic probability 




wavelength than the training spectra. This inconsistency, along with others, may have 
influenced the misclassification of Sample J spectra. 
As with all spectra collected from lip print samples, more noisy spectra were observed 
for lip print samples in comparison to spectra collected from lipstick smears. This may 
result from a number of factors. First, lipstick smears were more concentrated than lip 
prints; this allows for the substrate to potentially cause less interference for these spectra 
than the lip print spectra. NT120 and CG250 classifiers were built using only the lipstick 
sample that was on facial tissue, while Samples G and H, belonging to class NT120 and 
CG250, respectively, were each created on a paper towel. However, discrepancy in 
substrate between the training and test sets do not seem to affect prediction accuracy, as 
those classes built with both substrates produced relatively similar results for the test set 
samples. In addition to substrate interference, lip print samples may have had a number of 
outside contaminants, such as skin cells, saliva, food, or drink, all of which may have 
contributed to the spectra.      
5. CONCLUSIONS 
Classification of lipsticks based on spectra of lip prints did not prove to be highly accurate 
in this study. Interferences likely contributed the most to the misclassifications of spectra 
collected from lip prints. Further analysis into the amount, or concentration, of lipstick 
sample needed to yield positive results should be performed. Additionally, a deeper dive 
into the role of outside contaminants may lead to the building of a more robust model for 
accurate predictions. As Raman spectroscopy becomes an increasingly available tool for 
forensic scientists, this technique, combined with chemometrics, may also yield higher 




Statistical modeling can add great investigative information to a forensic case. 
Sparse models greatly reduce the number of variables in the final model. Though the results 
of this work showed significant deviations among spectra of the same class, much can be 
learned. FTIR as a technique gains its strength from analysis of pure substances. 
Interferences can greatly affect spectra. Future work can start by identifying and studying 
the major contaminants observed in lip prints found at crime scenes. This information can 
then be incorporated into statistical models to yield higher prediction accuracies.  
Additionally, IR data often gains strength after taking the second derivative of the data as 
part of preprocessing. Future work could include varying the preprocessing method as a 
means of combatting the issues (noise in the IR spectra of lip prints) observed in this 
research. 
Spectral analysis of cosmetics via FTIR is not an exhaustive process for forensic 
science. Numerous techniques are employed by scientists to analyze evidence. 
Chemometrics offers more probative information for the investigation at hand and is not 
meant to stand alone or replace other methods of analysis. This is crucial to remember as 
statistical analyses become increasingly prevalent in the forensic science community. 
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Table 5.2 Logarithmic probabilities of lip print spectra as determined by logistic regression with Lasso 
  Class Number 
Sample Replicate CG250 ELF2694 LO800 LO808 LO843 MA144 MA920 NT110 
A 
1 2.85 x 10-13 0.000349 2.22 x 10-16 1.60 x 10-7 2.57 x 10-6 1.27 x 10-5 0.904 0.000317 
2 1.25 x 10-12 0.00507 4.43 x 10-16 8.37 x 10-7 4.56 x 10-10 0.962 0.0401 4.14 x 10-7 
3 2.84 x 10-12 0.00714 2.22 x 10-16 1.61 x 10-6 8.47 x 10-12 0.997 0.00469 7.02 x 10-8 
4 4.63 x 10-12 0.00402 2.22 x 10-16 1.77 x 10-6 2.30 x 10-12 0.978 0.00275 1.39 x 10-7 
5 5.57 x 10-12 0.00157 2.22 x 10-16 1.47 x 10-6 2.28 x 10-12 0.348 0.00350 8.74 x 10-7 
6 4.78 x 10-12 0.000645 2.22 x 10-16 1.10 x 10-6 3.63 x 10-12 0.00572 0.00549 6.76 x 10-6 
7 2.85 x 10-12 0.000411 2.22 x 10-16 8.15 x 10-7 5.93 x 10-12 0.000370 0.00718 2.99 x 10-5 
8 8.71 x 10-13 0.000454 2.22 x 10-16 8.11 x 10-7 7.01 x 10-13 0.000231 0.0132 8.94 x 10-5 
9 3.29 x 10-13 0.00134 2.22 x 10-16 7.25 x 10-7 6.31 x 10-12 0.0826 0.00460 9.70 x 10-6 
10 5.16 x 10-14 0.00273 2.78 x 10-16 6.43 x 10-7 1.07 x 10-11 0.931 0.00169 1.24 x 10-6 
F 
1 1.61 x 10-15 0.00697 4.01 x 10-14 4.21 x 10-7 5.49 x 10-12 0.999 0.000543 1.26 x 10-7 
2 2.22 x 10-16 0.00855 1.36 x 10-11 3.11 x 10-7 5.82 x 10-12 1.00 0.000145 7.67 x 10-9 
3 2.22 x 10-16 0.00993 7.70 x 10-10 2.65 x 10-7 2.44 x 10-12 1.00 7.06 x 10-5 3.05 x 10-10 
4 2.22 x 10-16 0.00628 2.52 x 10-9 4.88 x 10-7 8.41 x 10-12 1.00 2.45 x 10-5 5.72 x 10-10 
5 2.22 x 10-16 0.00275 1.20 x 10-10 1.21 x 10-6 8.76 x 10-11 1.00 1.36 x 10-5 2.49 x 10-9 
6 1.96 x 10-15 0.00124 3.42 x 10-11 2.87 x 10-6 1.67 x 10-10 1.00 1.08 x 10-6 6.91 x 10-9 
7 1.69 x 10-15 0.00146 1.60 x 10-12 6.90 x 10-6 2.44 x 10-12 1.00 4.22 x 10-7 5.00 x 10-9 
8 3.53 x 10-14 0.00111 4.93 x 10-11 4.49 x 10-6 1.58 x 10-12 1.00 7.18 x 10-8 9.53 x 10-10 
9 6.36 x 10-14 0.00116 7.52 x 10-10 1.45 x 10-6 1.66 x 10-11 0.996 5.35 x 10-8 2.96 x 10-10 








Table 5.2 continued 
 
  Class Number 
Sample Replicate CG250 ELF2694 LO800 LO808 LO843 MA144 MA920 NT110 
G 
1 3.39 x 10-14 0.000624 4.04 x 10-5 1.12 x 10-9 0.000436 0.00554 3.40 x 10-6 3.41 x 10-11 
2 4.56 x 10-14 0.000210 0.0122 6.72 x 10-10 1.00 9.51 x 10-7 0.00130 3.03 x 10-11 
3 5.56 x 10-13 6.86 x 10-5 3.70 x 10-5 1.21 x 10-9 1.00 7.80 x 10-10 0.00167 4.29 x 10-7 
4 1.64 x 10-11 7.81 x 10-5 7.90 x 10-8 8.45 x 10-9 1.00 2.01 x 10-9 9.98 x 10-5 0.000189 
5 4.42 x 10-11 0.000156 2.31 x 10-10 4.49 x 10-8 1.00 2.85 x 10-7 2.65 x 10-5 0.000453 
6 2.11 x 10-10 0.000284 4.31 x 10-9 4.61 x 10-8 1.00 1.72 x 10-6 2.62 x 10-6 0.000263 
7 4.55 x 10-11 2.60 x 10-5 0.00221 1.56 x 10-9 1.00 1.55 x 10-11 1.55 x 10-8 0.000236 
8 4.47 x 10-10 1.59 x 10-5 0.975 4.99 x 10-10 1.00 2.32 x 10-12 2.34 x 10-9 1.93 x 10-5 
9 2.16 x 10-9 7.18 x 10-5 0.0188 3.04 x 10-9 1.00 1.95 x 10-7 4.72 x 10-7 9.16 x 10-6 
10 3.97 x 10-8 0.000903 3.45 x 10-8 1.96 x 10-7 0.802 0.125 0.00207 2.34 x 10-6 
H 
1 1.04 x 10-6 0.00500 3.89 x 10-16 1.64 x 10-5 5.73 x 10-5 0.988 0.363 3.68 x 10-6 
2 7.99 x 10-6 0.0104 2.22 x 10-16 0.000674 1.93 x 10-7 0.999 0.860 2.31 x 10-5 
3 1.28 x 10-5 0.0126 2.22 x 10-16 0.00486 1.06 x 10-9 0.998 0.916 2.28 x 10-5 
4 2.73 x 10-5 0.0212 2.22 x 10-16 0.00894 1.78 x 10-9 1.00 0.973 1.65 x 10-6 
5 1.15 x 10-5 0.0267 2.22 x 10-16 0.00507 1.60 x 10-8 0.998 0.954 8.48 x 10-7 
6 6.57 x 10-5 0.0278 2.22 x 10-16 0.00267 6.00 x 10-8 0.976 0.833 3.13 x 10-7 
7 2.83 x 10-5 0.0576 2.22 x 10-16 0.0118 1.68 x 10-9 0.998 0.993 4.04 x 10-7 
8 5.77 x 10-5 0.0484 2.22 x 10-16 0.0244 7.20 x 10-12 0.998 0.994 1.02 x 10-6 
9 4.18 x 10-5 0.0292 2.22 x 10-16 0.0124 1.80 x 10-12 0.992 0.961 4.08 x 10-6 







Table 5.2 continued 
 
  Class Number 
Sample Replicate CG250 ELF2694 LO800 LO808 LO843 MA144 MA920 NT110 
I 
1 8.85 x 10-7 0.00138 2.22 x 10-16 0.000261 5.41 x 10-10 4.27 x 10-6 0.0136 3.49 x 10-5 
2 1.80 x 10-10 8.18 x 10-7 0.996 2.61 x 10-7 6..66 x 10-11 2.22 x 10-16 3.81 x 10-9 1.36 x 10-5 
3 2.22 x 10-16 3.22 x 10-14 1.00 3.68 x 10-11 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 1.79 x 10-8 
4 2.22 x 10-16 2.22 x 10-16 1.00 1.44 x 10-11 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 3.64 x 10-9 
5 3.03 x 10-14 3.96 x 10-14 1.00 8.08 x 10-11 2.24 x 10-16 2.22 x 10-16 2.22 x 10-16 1.40 x 10-5 
6 2.36 x 10-8 8.21 x 10-12 1.00 1.04 x 10-9 5.62 x 10-16 2.22 x 10-16 2.22 x 10-16 3.34 x 10-5 
7 7.05 x 10-8 5.50 x 10-15 1.00 3.59 x 10-11 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 2.02 x 10-6 
8 4.19 x 10-6 2.99 x 10-14 1.00 2.40 x 10-11 2.58 x 10-16 2.22 x 10-16 2.22 x 10-16 9.81 x 10-9 
9 1.47 x 10-8 9.35 x 10-13 1.00 5.86 x 10-11 4.28 x 10-13 2.22 x 10-16 2.22 x 10-16 1.11 x 10-8 
10 6.42 x 10-10 8.22 x 10-11 1.00 3.56 x 10-10 4.23 x 10-12 2.22 x 10-16 2.22 x 10-16 6.26 x 10-7 
J 
1 3.76 x 10-11 5.38 x 10-7 1.00 1.15 x 10-8 0.000231 2.22 x 10-16 9.49 x 10-11 0.000135 
2 6.17 x 10-12 0.000365 1.00 4.60 x 10-7 1.00 1.50 x 10-8 2.46 x 10-5 0.000119 
3 1.47 x 10-11 0.0131 0.0418 3.87 x 10-6 1.00 0.0268 0.0169 8.69 x 10-6 
4 1.39 x 10-10 0.00777 0.000373 4.66 x 10-6 0.563 0.777 0.0440 2.07 x 10-7 
5 8.08 x 10-11 0.00726 4.11 x 10-5 3.77 x 10-6 0.0154 0.999 0.0514 2.60 x 10-8 
6 2.99 x 10-11 0.00384 0.000115 1.79 x 10-6 0.000160 1.00 0.00991 6.35 x 10-9 
7 6.79 x 10-12 0.00195 0.000468 8.35 x 10-7 2.66 x 10-6 1.00 0.00145 5.82 x 10-9 
8 8.60 x 10-13 0.00162 0.000132 6.35 x 10-7 1.20 x 10-7 1.00 0.000914 5.02 x 10-8 
9 4.29 x 10-14 0.00458 2.36 x 10-8 1.71 x 10-6 2.53 x 10-8 1.00 0.0297 2.73 x 10-5 






Table 5.2 continued 
 
  Class Number 
Sample Replicate NT120 NYX1999 NYXSilk RV755 RV756 UB148 UB219 UB229 
A 
1 1.00 8.74 x 10-16 2.22 x 10-16 2.22 x 10-16 1.00 2.31 x 10-6 0.990 1.13 x 10-6 
2 1.00 1.44 x 10-15 2.22 x 10-16 6.88 x 10-16 1.00 0.0136 0.763 2.97 x 10-7 
3 1.00 8.92 x 10-16 2.22 x 10-16 4.87 x 10-15 1.00 0.0219 0.240 3.72 x 10-7 
4 1.00 7.54 x 10-16 2.22 x 10-16 2.70 x 10-15 1.00 0.00175 0.0807 7.63 x 10-7 
5 1.00 2.05 x 10-15 2.22 x 10-16 3.25 x 10-16 1.00 4.10 x 10-5 0.0348 1.99 x 10-6 
6 1.00 3.27 x 10-14 2.22 x 10-16 2.22 x 10-16 1.00 1.26 x 10-6 0.0159 5.16 x 10-6 
7 1.00 3.91 x 10-12 2.22 x 10-16 2.22 x 10-16 1.00 2.16 x 10-7 0.00832 9.74 x 10-6 
8 1.00 1.96 x 10-7 2.22 x 10-16 2.22 x 10-16 1.00 1.23 x 10-7 0.00253 5.79 x 10-6 
9 1.00 5.00 x 10-6 2.22 x 10-16 2.22 x 10-16 1.00 2.34 x 10-5 0.0134 7.17 x 10-6 
10 1.00 0.00288 2.22 x 10-16 2.22 x 10-16 1.00 0.00532 0.0200 1.19 x 10-6 
F 
1 1.00 0.125 2.22 x 10-16 2.22 x 10-16 1.00 0.135 0.0857 4.71 x 10-7 
2 0.994 0.590 2.22 x 10-16 3.79 x 10-16 0.946 0.558 0.415 4.80 x 10-7 
3 0.822 0.877 2.22 x 10-16 1.28 x 10-15 0.207 0.872 0.284 1.51 x 10-7 
4 0.245 0.908 2.22 x 10-16 3.75 x 10-14 0.00163 0.936 0.170 2.29 x 10-8 
5 0.667 0.129 2.22 x 10-16 9.93 x 10-14 0.0305 0.984 0.00337 2.13 x 10-7 
6 0.306 0.113 2.22 x 10-16 6.20 x 10-11 0.00163 0.788 1.13 x 10-5 1.09 x 10-6 
7 0.352 0.567 2.22 x 10-16 1.51 x 10-8 0.000153 0.920 1.26 x 10-6 4.25 x 10-5 
8 0.00149 0.264 2.22 x 10-16 2.01 x 10-7 2.05 x 10-5 0.843 3.10 x 10-8 0.000640 
9 2.74 x 10-5 0.00148 3.91 x 10-15 2.16 x 10-7 4.88 x 10-6 0.762 6.38 x 10-8 0.000634 









Table 5.2 continued 
 
  Class Number 
Sample Replicate NT120 NYX1999 NYXSilk RV755 RV756 UB148 UB219 UB229 
G 
1 1.08 x 10-8 2.22 x 10-16 7.27 x 10-15 9.01 x 10-13 7.61 x 10-7 0.0485 0.00191 0.00107 
2 7.50 x 10-8 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 2.73 x 10-8 2.25 x 10-5 0.0812 0.000138 
3 5.23 x 10-6 2.22 x 10-16 2.22 x 10-16 3.71 x 10-15 2.28 x 10-12 1.02 x 10-8 0.000473 1.31 x 10-5 
4 0.000492 2.22 x 10-16 2.22 x 10-16 2.75 x 10-13 1.47 x 10-13 3.17 x 10-8 3.61 x 10-6 6.43 x 10-5 
5 0.0728 2.22 x 10-16 2.22 x 10-16 3.02 x 10-12 7.15 x 10-12 3.34 x 10-6 4.95 x 10-6 6.12 x 10-5 
6 0.00882 2.22 x 10-16 7.53 x 10-16 1.26 x 10-12 1.27 x 10-11 1.05 x 10-5 1.17 x 10-7 2.87 x 10-5 
7 8.29 x 10-10 2.22 x 10-16 6.09 x 10-12 1.29 x 10-13 1.34 x 10-15 5.86 x 10-10 4.91 x 10-11 0.000256 
8 2.20 x 10-15 2.22 x 10-16 3.03 x 10-6 6.95 x 10-13 9.35 x 10-16 5.51 x 10-10 2.52 x 10-12 2.94 x 10-7 
9 1.28 x 10-12 2.22 x 10-16 1.53 x 10-8 1.13 x 10-12 1.74 x 10-11 1.82 x 10-5 1.69 x 10-8 3.41 x 10-9 
10 2.16 x 10-6 2.22 x 10-16 1.77 x 10-12 5.14 x 10-12 0.000108 0.994 0.000613 3.93 x 10-12 
H 
1 0.821 2.22 x 10-16 2.22 x 10-16 7.40 x 10-9 0.300 1.00 0.232 7.77 x 10-13 
2 1.00 4.88 x 10-13 2.22 x 10-16 3.61 x 10-7 0.979 1.00 0.463 5.91 x 10-12 
3 1.00 1.79 x 10-10 2.22 x 10-16 8.32 x 10-7 0.990 1.00 0.160 2.61 x 10-10 
4 1.00 7.11 x 10-10 2.22 x 10-16 1.06 x 10-7 0.999 1.00 0.218 8.77 x 10-10 
5 1.00 5.69 x 10-10 2.22 x 10-16 7.03 x 10-10 1.00 1.00 0.100 3.88 x 10-10 
6 1.00 4.78 x 10-10 2.22 x 10-16 2.71 x 10-10 1.00 1.00 0.00251 1.36 x 10-10 
7 1.00 3.26 x 10-9 2.22 x 10-16 2.90 x 10-11 1.00 1.00 0.00351 1.11 x 10-10 
8 1.00 1.16 x 10-8 2.22 x 10-16 6.17 x 10-11 1.00 1.00 6.84 x 10-5 1.08 x 10-10 
9 1.00 2.08 x 10-8 2.22 x 10-16 4.85 x 10-9 1.00 1.00 7.95 x 10-6 3.53 x 10-11 









Table 5.2 continued 
 
  Class Number 
Sample Replicate NT120 NYX1999 NYXSilk RV755 RV756 UB148 UB219 UB229 
I 
1 0.0579 2.16 x 10-8 6.30 x 10-8 0.00546 5.12 x 10-5 0.130 1.79 x 10-11 1.21 x 10-10 
2 2.22 x 10-16 2.98 x 10-10 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 3.58 x 10-9 
3 2.22 x 10-16 2.22 x 10-16 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 0.125 
4 2.22 x 10-16 2.22 x 10-16 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 1.00 
5 2.22 x 10-16 2.22 x 10-16 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 0.0143 
6 2.22 x 10-16 2.08 x 10-14 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 1.13 x 10-5 
7 2.22 x 10-16 2.22 x 10-16 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 0.000118 
8 2.22 x 10-16 2.22 x 10-16 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 8.77 x 10-6 
9 2.22 x 10-16 1.06 x 10-15 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 2.96 x 10-5 
10 2.22 x 10-16 2.88 x 10-10 1.00 1.00 2.22 x 10-16 2.22 x 10-16 2.22 x 10-16 0.000383 
J 
1 2.22 x 10-16 2.44 x 10-7 0.976 0.00557 2.22 x 10-16 2.22 x 10-16 2.02 x 10-10 5.87 x 10-6 
2 2.22 x 10-16 1.21 x 10-7 1.18 x 10-8 3.67 x 10-14 0.895 7.97 x 10-15 0.0204 0.000136 
3 2.28 x 10-13 1.20 x 10-9 2.75 x 10-9 1.10 x 10-15 1.00 5.66 x 10-7 0.921 1.29 x 10-5 
4 5.39 x 10-12 1.65 x 10-8 2.16 x 10-13 2.80 x 10-15 1.00 0.000116 0.999 3.37 x 10-6 
5 3.37 x 10-11 5.23 x 10-6 2.22 x 10-16 2.01 x 10-12 0.994 0.000206 1.00 1.45 x 10-7 
6 4.04 x 10-12 0.00274 2.22 x 10-16 2.79 x 10-8 0.000895 9.13 x 10-6 1.00 4.73 x 10-9 
7 4.00 x 10-13 0.716 2.22 x 10-16 0.000135 6.12 x 10-9 9.45 x 10-8 1.00 3.45 x 10-10 
8 1.84 x 10-12 1.00 2.22 x 10-16 0.00314 1.14 x 10-11 2.19 x 10-9 1.00 1.90 x 10-10 
9 2.05 x 10-7 1.00 2.22 x 10-16 4.17 x 10-7 1.77 x 10-8 1.80 x 10-9 1.00 6.96 x 10-9 
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Table 5.2 continued 
 
  Class Number 
Sample Replicate UB269 
G 
1 0.000684 
2 1.65 x 10-7 
3 3.24 x 10-9 
4 2.64 x 10-7 
5 5.00 x 10-5 
6 0.00133 
7 3.33 x 10-6 



















Table 5.2 continued 
 
  Class Number 
Sample Replicate UB269 
I 
1 0.323 
2 5.17 x 10-8 
3 2.22 x 10-16 
4 2.22 x 10-16 
5 2.22 x 10-16 
6 2.22 x 10-16 
7 2.22 x 10-16 
8 2.22 x 10-16 
9 2.22 x 10-16 
10 2.22 x 10-16 
J 
1 2.22 x 10-16 
2 5.10 x 10-15 
3 4.85 x 10-13 
4 8.16 x 10-13 
5 2.16 x 10-12 
6 3.87 x 10-12 
7 4.38 x 10-12 
8 2.82 x 10-12 
9 6.61 x 10-32 





Table 5.3 Prediction accuracies of the two models on the two test sets  
 
Test Set Cubic SVM Model 
Logistic Regression 
with Lasso Model 
Lipstick Smears 78.3 % 66.7 % 










































Figure 5.1 Lip prints samples projected into the PC space. Circle markers indicate training data, and ‘x’ markers denote the lip print 


































Figure 5.3 Averaged training lipstick spectra (blue) and averaged lip print spectra (black) for Sample J. Green arrows denote selected 
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