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SECTIONAL GENERA OF PARAMETER IDEALS
SHIRO GOTO AND KAZUHO OZEKI
Abstract. Let M be a finitely generated module over a Noetherian local ring. This
paper reports, for a given parameter ideal Q for M , a criterion for the equality
gs(Q;M) = hdegQ(M) − e
0
Q(M) − T
1
Q(M), where gs(Q;M), e
0
Q(M), e
1
Q(M), and
T1Q(M) respectively denote the sectional genus, the multiplicity, the first Hilbert co-
efficient, and the Homological torsion of M with respect to Q.
Contents
1. Introduction 1
2. Preliminaries 4
3. The sectional genera and the homological degrees of parameters 7
4. Examples 14
References 16
1. Introduction
The notion of the sectional genera of commutative rings was introduced by A. Ooishi
[O], and since then, many authors have been engaged in the development of the theory.
The purpose of our paper is to give a criterion for a certain equality of the sectional
genera of parameters for modules.
To state the problems and the results of our paper, let us fix some of our terminology.
Let A be a Noetherian local ring with maximal ideal m and d = dimA > 0. Let M
be a finitely generated A-module with s = dimAM . For simplicity, throughout this
paper, we assume that A is m–adically complete and the residue class field A/m of A is
infinite. Let I be a fixed m-primary ideal in A and let ℓA(N) denote, for an A-module
N , the length of N . Then there exist integers {eiI(M)}0≤i≤s such that
ℓA(M/I
n+1M) = e0I(M)
(
n+ s
s
)
− e1I(M)
(
n+ s− 1
s− 1
)
+ · · ·+ (−1)sesI(M)
for all n ≫ 0. We call eiI(M) the i-th Hilbert coefficient of M with respect to I and
especially call the leading coefficient e0I(M) (> 0) the multiplicity of M with respect to
I. We set
gs(I;M) = ℓA(M/IM)− e
0
I(M) + e
1
I(M)
and call it the sectional genus of M with respect to I.
Key words and phrases: Hilbert function, Hilbert coefficient, homological degrees
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In this paper we need the notions of homological degrees and torsions of modules.
For each j ∈ Z we set
Mj = HomA(H
j
m(M), E),
where E = EA(A/m) denotes the injective envelope of A/m and H
j
m(M) the jth local
cohomology module of M with respect to the maximal ideal m. Then Mj is a finitely
generated A-module with dimAMj ≤ j for all j ∈ Z (Fact 2.1).
The homological degree hdegI(M) of M with respect to I is inductively defined in
the following way, according to the dimension s = dimAM of M .
Definition 1.1. ([V2]) For each finitely generated A-module M with s = dimAM , we
set
hdegI(M) =


ℓA(M) if s ≤ 0,
e0I(M) +
∑s−1
j=0
(
s−1
j
)
hdegI(Mj) if s > 0
and call it the homological degree of M with respect to I.
The homological torsion of M with respect to I is defined as follows.
Definition 1.2. Let M be a finitely generated A–module with s = dimAM ≥ 2. We
set
TiI(M) =
s−i∑
j=1
(
s− i− 1
j − 1
)
hdegI(Mj)
for each 1 ≤ i ≤ s− 1 and call them the homological torsions of M with respect to I.
Notice that the homological degrees hdegI(M) and torsions T
i
I(M) ofM with respect
to I depend only on the integral closure of I.
Let Q = (a1, a2, . . . , as) be a parameter ideal for M . We denote by Hi(Q;M) (i ∈ Z)
the i–th homology module of the Koszul complex K•(Q;M) generated by the system
a1, a2, . . . , as of parameters for M . We set
χ1(Q;M) =
∑
i≥1
(−1)i−1ℓA(Hi(Q;M))
and call it the first Euler characteristic of M relative to Q; hence
χ1(Q;M) = ℓA(M/QM)− e
0
Q(M) ≥ 0
by a classical result of Serre (see [AB], [Se]).
In [GhGHOPV, Theorem 7.1], it was proved that, for parameter ideals Q for M , the
upper bound χ1(Q;M) ≤ hdegQ(M)−e
0
Q(M) of the first Euler characteristic χ1(Q;M)
of M relative to Q. In [GO, Theorem 1.3], the authors gave a criterion for the equality
χ1(Q;M) = hdegQ(M)− e
0
Q(M). We also have the inequalities 0 ≥ e
1
Q(M) ≥ −T
1
Q(M)
for every parameter ideals Q for M ([MSV, Theorem 3.6], [GhGHOPV, Theorem 6.6]),
where the equality e1Q(M) = −T
1
Q(M) holds true if and only if the equality χ1(Q;M) =
hdegQ(M)−e
0
Q(M) holds true ([GO, Theorem 1.4]), providedM is unmixed. The reader
may consult [GhGHOPV] for the characterization of modules which have parameter
2
ideals Q with e1Q(M) = 0. Thus the behavior of the first Euler characteristics χ1(Q;M)
and the first Hilbert coefficients e1Q(M) are rather satisfactory understood.
In this paper we study the sectional genus
gs(Q;M) = ℓA(M/QM)− e
0
Q(M) + e
1
Q(M)
of M with respect Q in connection with homological degrees and torsions. First, we
will show that in the case where dimAM = 1 the inequality
gs(Q;M) ≤ 0
holds true for every parameter ideals Q for M (Lemma 3.1). We will also show that
gs(Q;M) = 0 if and only if the ideal Q is generated by a parameter a for M which
forms a d-sequence on M (Lemma 3.1). We should note that, in [GHV, Mc], it was
proved that the inequality χ1(Q;A) ≤ −e
1
Q(A) holds true for parameter ideals Q in a
Noetherian local ring A with depthA ≥ d − 1. In [GHV], Hong, Vasconcelos, and the
first author gave a criterion for the equality χ1(Q;A) = −e
1
Q(A).
Let M be a finitely generated A-module with dimAM ≥ 2. Then we have the
inequality
gs(Q;M) ≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M) =
s−2∑
i=0
(
s− 2
i
)
hdegQ(Mi)
for all parameter ideals Q for M (Proposition 3.3). Hence the upper bound of
gs(Q;M) = χ1(Q;M)+e
1
Q(M) is given by the sum of the upper bound of χ1(Q;M) and
the lower bound of e1Q(M). It seems natural to ask what happens on the parameters Q
for M , when the equality
gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M)
is attained.
The main result of this paper is stated as follows, where the sequence a1, a2, . . . , ad
is said to be a d-sequence on M , if the equality
[(a1, a2, . . . , ai−1)M :M aiaj] = [(a1, a2, . . . , ai−1)M :M aj ]
holds true for all 1 ≤ i ≤ j ≤ d ([H]).
Theorem 1.3. Let M be a finitely generated A-module with d = dimAM ≥ 2 and let
Q be a parameter ideal of A. Then the following conditions are equivalent:
(1) gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M).
(2) The following two conditions are satisfied:
(a)
(−1)ieiQ(M) =


TiQ(M) if 2 ≤ i ≤ d− 1,
ℓA(H
0
m(M)) if i = d
for all 2 ≤ i ≤ d.
(b) ℓA(M/QM)−
∑d
i=0(−1)
ieiQ(M) = 0.
When this is the case, we have the following:
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(i) there exist elements a1, a2, . . . , ad ∈ A such that Q = (a1, a2, . . . , ad) and
a1, a2, . . . , ad forms a d-sequence on M ,
(ii)
ℓA(M/Q
n+1M) =
d∑
i=0
(−1)ieiQ(M)
(
n+ d− i
d− i
)
for all n ≥ 0,
(iii) QM ∩H0m(M) = (0), and QH
i
m(M) = (0) for all 1 ≤ i ≤ d− 3.
We now briefly explain how this paper is organized. In Section 2 we will summarize,
for the later use in this paper, some auxiliary results on the homological degrees and
torsions. We shall prove Theorem 1.3 in Section 3 (Theorem 3.4). In Section 4 we will
explore examples of parameter ideals which satisfy the equality in Theorem 1.3 (1).
In what follows, unless otherwise specified, let A be a Noetherian local ring with
maximal ideal m and d = dimA > 0. Let M be a finitely generated A-module with
s = dimAM . We throughout assume that A is m–adically complete and the field A/m
is infinite. For each m-primary ideal I in A we set
R = R(I) = A[It], R′ = R′(I) = A[It, t−1], and grI(A) = R
′(I)/t−1R′(I),
where t is an indeterminate over A.
2. Preliminaries
In this section we summarize some basic properties of homological degrees and tor-
sions of modules, which we need throughout this paper. See [GO] for the detailed
proofs.
For each j ∈ Z we set
Mj = HomA(H
j
m(M), E),
where E = EA(A/m) denotes the injective envelope of A/m and H
j
m(M) the jth local
cohomology module of M with respect to m.
We begin with the following.
Fact 2.1. For each j ∈ Z, Mj is a finitely generated A-module with dimAMj ≤ j,
where dimA(0) = −∞.
Proof. See [GO, Fact 2.1]. 
We recall the definition of homological degrees.
Definition 2.2. ([V2]) For each finitely generated A-module M with s = dimAM and
for each m-primary ideal I of A, we set
hdegI(M) =


ℓA(M) if s ≤ 0,
e0I(M) +
∑s−1
j=0
(
s−1
j
)
hdegI(Mj) if s > 0
and call it the homological degree of M with respect to I.
Let us summarize some basic properties of hdegI(M).
4
Fact 2.3. Let M and M ′ are finitely generated A-modules. Let I be an m-primary
ideal in A. Then 0 ≤ hdegI(M) ∈ Z. We furthermore have the following:
(1) hdegI(M) = 0 if and only if M = (0).
(2) If M ∼= M ′, then hdegI(M) = hdegI(M
′).
(3) hdegI(M) depends only on the integral closure of I.
(4) If M is a generalized Cohen-Macaulay A-module, then
hdegI(M)− e
0
I(M) = I(M)
and
ℓA(M/QM)− e
0
Q(M) ≤ I(M)
for all parameter ideals Q for M ([STC]), where I(M) =
∑s−1
j=0
(
s−1
j
)
ℓA(H
j
m(M))
denotes the Stu¨ckrad-Vogel invariant of M .
The following result plays a key role in the analysis of homological degree.
Lemma 2.4. ([V2, Proposition 3.18]) Let 0→ X → Y → Z → 0 be an exact sequence
of finitely generated A-modules. Then the following assertions hold true:
(1) If ℓA(Z) <∞, then hdegI(Y ) ≤ hdegI(X) + hdegI(Z).
(2) If ℓA(X) <∞, then hdegI(Y ) = hdegI(X) + hdegI(Z).
Proof. See [GO, Lemma 2.4]. 
LetR = R(I) = A[It] ⊆ A[t] be the Rees algebra of I (here t denotes an indeterminate
over A) and let f : I → R, a 7→ at be the identification of I with R1 = It. Set
ProjR = {p | p is a graded prime ideal of R such that p 6⊇ R+}.
We then have the following.
Lemma 2.5. ([V1, Theorem 2.13]) Let M be a finitely generated A-module. Then there
exists a finite subset F ⊆ ProjR such that
(1) every a ∈ I \
⋃
p∈F
[f−1(p) +mI] is superficial for M with respect to I and
(2) hdegI(M/aM) ≤ hdegI(M) for each a ∈ I \
⋃
p∈F
[f−1(p) +mI].
Proof. See [GO, Lemma 2.6]. 
Definition 2.6. Let M be a finitely generated A–module with s = dimAM ≥ 2. We
set
TiI(M) =
s−i∑
j=1
(
s− i− 1
j − 1
)
hdegI(Mj)
for each 1 ≤ i ≤ s− 1 and call them the homological torsions of M with respect to I.
We notice that
hdegI(M)− T
1
I(M) = e
0
I(M) +
s−2∑
j=0
(
d− 2
j
)
hdegI(Mi)
holds true. We then have the following.
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Lemma 2.7. Let M be a finitely generated A–module with s = dimAM ≥ 3 and I an
m-primary ideal of A. Then, there exists a finite subset F ⊆ ProjR such that every
a ∈ I \
⋃
p∈F
[f−1(p)+mI] is superficial for M with respect to I, satisfying the inequality
hdegI(M/aM)− T
1
I(M/aM) ≤ hdegI(M)− T
1
I(M).
Proof. Thanks to Lemma 2.5, there exists a finite subset F ⊆ ProjR such that ev-
ery a ∈ I \
⋃
p∈F
[f−1(p) + mI] is superficial for M and Mj with respect to I and
hdegI(Mj/aMj) ≤ hdegI(Mj) for all 1 ≤ j ≤ s − 2. Set M = M/aM . Consider the
long exact sequence
0→ (0) :M a→ H
0
m(M)
a
→ H0m(M)→ H
0
m(M)→ H
1
m(M)
a
→ H1m(M)→ H
1
m(M)→ · · ·
· · · → Hjm(M)
a
→ Hjm(M)→ H
j
m(M)→ H
j+1
m (M)
a
→ Hj+1m (M)→ · · ·
of local cohomology modules induced from the exact sequence
0→ (0) :M a→M
a
→ M →M → 0.
Then, taking the Matlis dual of the above long exact sequence, we get exact sequences
0→Mj+1/aMj+1 → M j → (0) :Mj a→ 0
and embeddings
0→ (0) :Mj a→ Mj
for all 0 ≤ j ≤ s− 3. Consequently, because ℓA((0) :Mj a) <∞ and by Lemma 2.4 we
have
hdegI(M j) ≤ hdegI([(0) :Mj a]) + hdegI(Mj+1/aMj+1)
≤ hdegI(Mj) + hdegI(Mj+1)
for each 0 ≤ j ≤ s− 3. Hence, because e0Q(M) = e
0
Q(M), we get
hdegI(M)− T
1
I(M) = e
0
I(M) +
s−3∑
j=0
(
s− 3
j
)
hdegI(M j)
≤ e0I(M) +
s−3∑
j=0
(
s− 3
j
)
{hdegI(Mj) + hdegI(Mj+1)}
= e0I(M) +
s−2∑
j=0
(
s− 2
j
)
hdegI(Mj)
= hdegI(M)− T
1
I(M),
as required. 
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3. The sectional genera and the homological degrees of parameters
In this section we study the behavior of the sectional genera of parameters. Let
Q = (a1, a2, . . . , as) be a parameter ideal for M . We set
gs(Q;M) = ℓA(M/QM)− e
0
Q(M) + e
1
Q(M)
and call it the sectional genus of M with respect to Q.
We denote by Hi(Q;M) (i ∈ Z) the i–th homology module of the Koszul complex
K•(Q;M) generated by the system a1, a2, . . . , as of parameters for M . Set
χ1(Q;M) =
∑
i≥1
(−1)i−1ℓA(Hi(Q;M))
and call it the first Euler characteristic of M relative to Q. Hence
χ1(Q;M) = ℓA(M/QM)− e
0
Q(M) ≥ 0
and so that
gs(Q;M) = χ1(Q;M) + e
1
Q(M).
The following result is due to [GHV]. We indicate a brief proof for the sake of
completeness.
Lemma 3.1. ([GHV, Proposition 4.1]) Let M be a finitely generated A-module with
dimAM = 1. Let Q = (a) be a parameter ideal for M . Then
gs(Q;M) ≤ 0
and the following two conditions are equivalent:
(1) gs(Q;M) = 0,
(2) a forms a d-sequence on M .
Proof. We notice that e1Q(M) = −ℓA(H
0
m(M)) (see [GNi, Lemma 2.4], [MSV, Proposi-
tion 3.1]) and χ1(Q;M) = ℓA([(0) :M a]) ≤ ℓA(H
0
m(M)). Therefore we get gs(Q;M) =
χ1(Q;M) + e
1
Q(M) ≤ 0 as required.
Let us consider the second assertion.
(1) ⇒ (2) We have ℓA([(0) :M a]) = χ1(Q;M) = −e
1
Q(M) = ℓA(H
0
m(M)) so that
[(0) :M a
2] ⊆ H0m(M) = [(0) :M a]. Thus a forms a d-sequence on M .
(2)⇒ (1) Since a forms a d-sequence on M , we have H0m(M) = [(0) :M a]. Hence we
get gs(Q;M) = χ1(Q;M) + e
1
Q(M) = 0 as required. 
We note the following.
Lemma 3.2. Let M be a finitely generated A-module with s = dimAM ≥ 2. Let
Q be a parameter ideal for M and assume that a ∈ Q\mQ is a superficial element
for M with respect to Q. Then gs(Q;M) = gs(Q;M) + ℓA([(0) :M a]) if d = 2, and
gs(Q;M) = gs(Q;M) if d ≥ 3, where M =M/aM and Q = Q/(a).
Proof. We have ℓA(M/QM) = ℓA(M/QM) and e
0
Q(M) = e
0
Q(M). We also have
e1Q(M) = e
1
Q(M) + ℓA([(0) :M a]) if d = 2, and e
1
Q(M) = e
1
Q(M) if d ≥ 3 ([N, (22.6)]).
Thus we get the rquired equalities. 
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The following result gives an upper bound for gs(Q;M).
Proposition 3.3. Let M be a finitely generated A-module with d = dimAM ≥ 2. Then
gs(Q;M) ≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
for every parameter ideal Q of A.
Proof. Suppose d = 2. We choose an element a ∈ Q\mQ so that a is superficial for M
with respect to Q. Let M = M/aM and Q = Q/(a). Then we have
gs(Q;M) = gs(Q;M) + ℓA([(0) :M a]) ≤ ℓA([(0) :M a]) ≤ ℓA(H
0
m(M))
by Lemma 3.1 and Lemma 3.2.
Assume that d ≥ 3 and that our assertion holds true for d−1. We choose an element
a ∈ Q\mQ so that a is superficial for M with respect to Q and hdegQ(M/aM) −
T1Q(M/aM) ≤ hdegQ(M) − T
1
Q(M) (Lemma 2.7). Then, setting M = M/aM and
Q = Q/(a), by the hypothesis of induction on d we get
gs(Q;M) = gs(Q;M) ≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
by Lemma 3.2. 
We notice here that, in [GhGHOPV], it was proved that, for parameter ideals Q for
M , the upper bound
χ1(Q;M) ≤ hdegQ(M)− e
0
Q(M)
of χ1(Q;M) and the lower bound
e1Q(M) ≥ −T
1
Q(M)
of e1Q(M). Thus the upper bound for gs(Q;M) = χ1(Q;M) + e
1
Q(M) is given by the
sum of the upper bound hdegQ(M)−e
0
Q(M) of χ1(Q;M) and the lower bound −T
1
Q(M)
of e1Q(M). It seems natural to ask what happens on the parameters Q for M , when
gs(Q;M) = hdegQ(M)−e
0
Q(M)−T
1
Q(M). The following theorem answers the question,
which is the main result of this paper (Theorem 1.3).
Theorem 3.4. Let M be a finitely generated A-module with d = dimAM ≥ 2. Let Q
be a parameter ideal of A. Then the following conditions are equivalent:
(1) gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M).
(2) The following conditions are satisfied:
(a)
(−1)ieiQ(M) =


TiQ(M) if 2 ≤ i ≤ d− 1,
ℓA(H
0
m(M)) if i = d
for all 2 ≤ i ≤ d and
(b) ℓA(M/QM)−
∑d
i=0(−1)
ieiQ(M) = 0.
When this is the case, we have the following:
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(i) there exist elements a1, a2, . . . , ad ∈ A such that Q = (a1, a2, . . . , ad) and
a1, a2, . . . , ad forms a d-sequence on M ,
(ii)
ℓA(M/Q
n+1M) =
d∑
i=0
(−1)ieiQ(M)
(
n+ d− i
d− i
)
for all n ≥ 0,
(iii) QM ∩H0m(M) = (0) and QH
i
m(M) = (0) for all 1 ≤ i ≤ d− 3.
To prove Theorem 3.4, we need the following:
Lemma 3.5. Let M be a finitely generated A-module with d = dimAM ≥ 2 and let
Q be a parameter ideal of A. Then gs(Q;M) = hdegQ(M) − e
0
Q(M) − T
1
Q(M) if and
only if gs(Q;M/H
0
m(M)) = hdegQ(M/H
0
m(M))− e
0
Q(M/H
0
m(M))−T
1
Q(M/H
0
m(M)) and
QM ∩ H0m(M) = (0).
Proof. We set W = H0m(M) and M
′ = M/W . Consider the exact sequence
0→W/[QM ∩W ]→M/QM →M ′/QM ′ → 0 (♯)
obtained by the canonical exact sequence
0→ W →M →M ′ → 0.
Assume that gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M). Then we have
gs(Q;M) = ℓA(M/QM)− e
0
Q(M) + e
1
Q(M)
= {ℓA(M
′/QM ′) + ℓA(W/[QM ∩W ])} − e
0
Q(M
′) + e1Q(M
′)
= gs(Q;M
′) + {ℓA(W )− ℓA(QM ∩W )}
≤ hdegQ(M
′)− e0Q(M
′)− T1Q(M
′) + ℓA(W )
= hdegQ(M)− e
0
Q(M)− T
1
Q(M) = gs(Q;M),
because e0Q(M) = e
0
Q(M
′), e1Q(M) = e
1
Q(M
′), ℓA(M/QM) = ℓA(M
′/QM ′) +
ℓA(W/[QM ∩W ]) by exact sequence (♯), gs(Q;M
′) ≤ hdegQ(M
′)− e0Q(M
′)− T1Q(M
′)
by Proposition 3.3, hdegQ(M) = hdegQ(M
′) + ℓA(W ) by Lemma 2.4, and T
1
Q(M) =
T1Q(M
′). Thus gs(Q;M
′) = hdegQ(M
′)− e0Q(M
′)− T1Q(M
′) and QM ∩W = (0).
Conversely, assume that gs(Q;M
′) = hdegQ(M
′)−e0Q(M
′)−T1Q(M
′) and QM ∩W =
(0). Then
gs(Q;M) = ℓA(M/QM) − e
0
Q(M) + e
1
Q(M)
= {ℓA(M
′/QM ′) + ℓA(W )} − e
0
Q(M
′) + e1Q(M
′)
= gs(Q;M
′) + ℓA(W )
= hdegQ(M
′)− e0Q(M
′)− T1Q(M
′) + ℓA(W )
= hdegQ(M)− e
0
Q(M)− T
1
Q(M),
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because e0Q(M) = e
0
Q(M
′), e1Q(M) = e
1
Q(M
′), ℓA(M/QM) = ℓA(M
′/QM ′) + ℓA(W ) by
exact sequence (♯), hdegQ(M) = hdegQ(M
′) + ℓA(W ) by Lemma 2.4, and T
1
Q(M) =
T1Q(M
′) which proves Lemma 3.5. 
The following result shows that Theorem 3.4 (i) (Theorem 1.3 (i)) holds true, once
gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M).
Proposition 3.6. Let M be a finitely generated A-module with d = dimAM ≥ 2 and
Q a parameter ideal of A. Let a1 ∈ Q\mQ be a superficial element for M with respect
to Q such that hdegQ(M/a1M)− T
1
Q(M/a1M) ≤ hdegQ(M)− T
1
Q(M). Assume that
gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M).
Then there exist elements a2, a3, . . . , ad ∈ A such that Q = (a1, a2, . . . , ad) and
a1, a2, . . . , ad forms a d-sequence on M .
We note the following Lemma 3.7, before giving a proof of Proposition 3.6. The
following result is, more or less, known. Let us indicate a brief proof for the sake of
completeness, because it plays a key role in our proof of Proposition 3.6.
Lemma 3.7. Let M be a finitely generated A-module and n > 0 an integer. Let
a1, a2, . . . , an ∈ A and assume that a1 is a superficial element forM . Then a1, a2, . . . , an
forms a d-sequence on M if and only if a2, a3, . . . , an forms a d-sequence on M/a1M
and (a1, a2, . . . , an)M ∩H
0
m(M) = (0).
Proof. Assume that a2, a3, . . . , an forms a d-sequence onM/a1M and (a1, a2, . . . , an)M∩
H0m(M) = (0), and set M =M/a1M . Then we have
[(a2, a3, . . . , ai−1)M :M aiaj ] = [(a2, a3, . . . , ai−1)M :M aj],
so that
[(a1, a2, . . . , ai−1)M :M aiaj] = [(a1, a2, . . . , ai−1)M :M aj ]
for all 2 ≤ i ≤ j ≤ n. It is now enough to show that [(0) :M a1aj ] = [(0) :M aj] for all
1 ≤ j ≤ n. Take m ∈ [(0) :M a1aj]. Then a1ajm = 0. Then
ajm ∈ [(0) :M a1] ∩ (a1, a2, . . . , an)M ⊆W ∩ (a1, a2, . . . , an)M = (0),
because a1 is superficial for M . Hence m ∈ [(0) :M aj ], so that [(0) :M a1aj ] ⊆ [(0) :M
aj ]. Thus [(0) :M a1aj] = [(0) :M aj ] for all 1 ≤ j ≤ n. Hence a1, a2, . . . , an forms
a d-sequence on M . The converse holds true by the definition of a d-sequence. This
completes the proof of Proposition 3.7. 
Proof of Proposition 3.6. We proceed by induction on d. Set M = M/a1M , A =
A/(a1), and Q = Q/(a1). Suppose that d = 2. Let Q = (a1, a2). Then we have
gs(Q;M) = gs(Q;M) + ℓA([(0) :M a1]) ≤ hdegQ(M0) = gs(Q;M)
because gs(Q;M) = gs(Q;M) + ℓA([(0) :M a1]) by Lemma 3.2 and gs(Q;M) ≤ 0 by
Lemma 3.1. Hence gs(Q;M) = 0 so that a2 forms a d-sequence on M by Lemma 3.1.
Therefore, since QM ∩H0m(M) = (0) by Lemma 3.5, a1, a2 forms a d-sequence on M by
Lemma 3.7.
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Assume that d ≥ 3 and that our assertion holds true for d− 1. Then since
gs(Q;M) = gs(Q;M) ≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
= gs(Q;M)
by Lemma 3.2 and Proposition 3.3, we have gs(Q;M) = hdegQ(M)− e
0
Q(M)−T
1
Q(M).
Because the residue class field A/m of A is infinite, we may also choose an element a2 ∈
Q so that a2 is superficial for M with respect to Q, hdegQ(M/a2M)− T
1
Q(M/a2M) ≤
hdegQ(M) − T
1
Q(M) (Lemma 2.7), and a1, a2 forms, furthermore, a part of a minimal
system of generators of Q. Then the hypothesis of induction on d guarantees that there
exist elements a3, a4, . . . , ad ∈ A such that Q = (a2, a3, . . . , ad)A and a2, a3, . . . , ad forms
a d-sequence on M . Thus, thanks to Lemma 3.7, a1, a2, · · · , ad forms a d-sequence on
M because QM ∩ H0m(M) = (0) by Lemma 3.5. 
The following result plays a key role in our proof of our main theorem.
Proposition 3.8. (cf. [GO, Proposition 3.7]) Let M be a finitely generated A-module
with d = dimAM . Let Q = (a1, a2, . . . , ad) be a parameter ideal of A and assume
that a1, a2, . . . , ad forms a d-sequence on M . Then we have the following, where Qi =
(a1, a2, . . . , ai) for each 0 ≤ i ≤ d.
(1) e0Q(M) = ℓA(M/QM) − ℓA ([Qd−1M :M ad]/Qd−1M).
(2) (−1)ieiQ(M) = ℓA(H
0
m(M/Qd−iM)) − ℓA(H
0
m(M/Qd−i−1M)) for 1 ≤ i ≤ d − 1
and (−1)dedQ(M) = ℓA(H
0
m(M)).
(3) ℓA(M/Q
n+1M) =
∑d
i=0(−1)
ieiQ(M)
(
n+d−i
d−i
)
for all n ≥ 0. Hence ℓA(M/QM) −∑d
i=0(−1)
ieiQ(M) = 0.
We are now in a position to prove Theorem 3.4 (Theorem 1.3).
Proof of Theorem 3.4. (1)⇒ (2) Since the last assertions (i) and (ii) follow from Propo-
sition 3.6 and Proposition 3.8, we have assertion (b). It is now enough to show that
assertion (a) holds true. We proceed by induction on d. Suppose that d = 2. Then, be-
cause a1, a2 forms a d-sequence on M by Proposition 3.6, we have e
2
Q(M) = ℓA(H
0
m(M))
by Proposition 3.8.
Assume that d ≥ 3 and that our assertion holds true for d−1. Choose an element a ∈
Q\mQ so that a is superficial for M and Mj with respect to Q and hdegQ(Mj/aMj) ≤
hdegQ(Mj) for all 1 ≤ j ≤ d − 2 (Lemma 2.5), and set M = M/aM and Q = Q/(a).
Then by the same argument as is in the proof of Lemma 2.7, we get the inequalities
hdegQ(M j) ≤ hdegQ([(0) :Mj a]) + hdegQ(Mj+1/aMj+1)
and
ℓA([(0) :Mj a]) ≤ hdegQ(Mj)
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for all 0 ≤ j ≤ d− 3. Hence
gs(Q;M) = gs(Q;M) ≤ hdegQ(M)− e
0
Q(M)− T
1
Q(M)
=
d−3∑
j=0
(
d− 3
j
)
hdegQ(M j)
≤
d−3∑
j=0
(
d− 3
j
)
{hdegQ([(0) :Mj a]) + hdegQ(Mj+1/aMj+1)}
≤
d−3∑
j=0
(
d− 3
j
)
{hdegQ(Mj) + hdegQ(Mj+1)}
=
d−2∑
j=0
(
d− 2
j
)
hdegQ(Mj)
= hdegQ(M)− e
0
Q(M)− T
1
Q(M) = gs(Q;M),
because gs(Q;M) = gs(Q;M) by Lemma 3.2 and gs(Q;M) ≤ hdegQ(M) − e
0
Q(M) −
T1Q(M) by Proposition 3.3. Thus
gs(Q;M) = hdegQ(M)− e
0
Q(M)− T
1
Q(M),
hdegQ(M j) = hdegQ(Mj) + hdegQ(Mj+1),
and aMj = (0) for all 0 ≤ j ≤ d − 3. On the other hand, since a is superficial for M
with respect to Q, we have eiQ(M) = e
i
Q(M) for all 0 ≤ i ≤ d−2 and (−1)
d−1ed−1Q (M) =
(−1)d−1ed−1Q (M)− ℓA([(0) :M a]) ([N, (22.6)]). Therefore the hypothesis of induction on
d yields that
(−1)ieiQ(M) = (−1)
ieiQ(M) = T
i
Q(M)
=
d−1−i∑
j=1
(
d− i− 2
j − 1
)
hdegQ(M j)
=
d−1−i∑
j=1
(
d− i− 2
j − 1
)
{hdegQ(Mj) + hdegQ(Mj+1)}
=
d−i∑
j=1
(
d− i− 1
j − 1
)
hdegQ(Mj)
= TiQ(M)
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for 1 ≤ i ≤ d− 2 and that
(−1)d−1ed−1Q (M) = (−1)
d−1ed−1Q (M)− ℓA([(0) :M a])
= ℓA(H
0
m(M))− ℓA(H
0
m(M))
= {hdegQ(M0) + hdegQ(M1)} − hdegQ(M0)
= hdegQ(M1)
= Td−1Q (M),
because aH0m(M) = (0) and ℓA(H
0
m(M)) = hdegQ(M0) = hdegQ(M0) + hdegQ(M1).
Thus, as the equality (−1)dedQ(M) = ℓA(H
0
m(M)) holds true by Proposition 3.8, assertion
(a) follows, which proves the implication (1)⇒ (2).
(2)⇒ (1) We have
d−1∑
i=2
TiQ(M) =
d−1∑
i=2
d−i∑
j=1
(
d− i− 1
j − 1
)
hdegQ(Mj)
=
d−2∑
j=1
{
d−j∑
i=2
(
d− i− 1
j − 1
)}
hdegQ(Mj)
=
d−2∑
j=1
{
d−j∑
i=2
[(
d− i
j
)
−
(
d− i− 1
j
)]}
hdegQ(Mj)
=
d−2∑
j=1
{
d−j∑
i=2
(
d− i
j
)
−
d−j−1∑
i=2
(
d− i− 1
j
)}
hdegQ(Mj)
=
d−2∑
j=1
{
d−j∑
i=2
(
d− i
j
)
−
d−j∑
i=3
(
d− i
j
)}
hdegQ(Mj)
=
d−2∑
j=1
(
d− 2
j
)
hdegQ(Mj).
Thus
gs(Q;M) = ℓA(M/QM)− e
0
Q(M) + e
1
Q(M)
=
d∑
i=2
(−1)ieiQ(M)
=
d−1∑
i=2
TiQ(M) + ℓA(H
0
m(M))
=
d−2∑
j=0
(
d− 2
j
)
hdegQ(Mj) = hdegQ(M)− e
0
Q(M)− T
1
Q(M),
which shows the implication (2)⇒ (1).
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We now consider assertion (iii). We get QM ∩H0m(M) = (0) by Lemma 3.5. Suppose
that d ≥ 4. Let Q = (a1, a2, . . . , ad) and 1 ≤ i ≤ d. Since the residue class field A/m of
A is infinite, we may choose the elements a′is so that ai is superficial forM and Mj with
respect to Q and hdegQ(Mj/aiMj) ≤ hdegQ(Mj) for all 1 ≤ j ≤ d−2. Then, thanks to
the proof of the implication (1)⇒ (2), aiMj = (0) for all 1 ≤ j ≤ d− 3. Consequently,
by the symmetry of a′is, QH
j
m(M) = (0) for all 1 ≤ j ≤ d − 3, which proves assertion
(iii) and Theorem 3.4. 
4. Examples
In this section we will explore examples of parameter ideals Q which satisfy the
equality gs(Q;A) = hdegQ(A) − e
0
Q(A) − T
1
Q(A) but A is not a generalized Cohen-
Macaulay local ring.
Let us begin with the following.
Proposition 4.1. Let R be a Cohen-Macaulay local ring with maximal ideal n and
d = dimR > 0. Let M be a Cohen-Macaulay R-module with dimRM = d − 1. We
set A = R ⋉M be an idealization of M over R. Let J be a parameter ideal in R and
Q = JA. Then we have the following.
(1) dimA = d and depthA = d− 1, but Hd−1n (M) is not finitely generated.
(2) gs(Q;A) = ℓR(M/JM)− e
0
J(M).
(3) hdegQ(A)− e
0
Q(A) + T
1
Q(A) = 0.
(4) Therefore gs(Q;A) = hdegQ(A) − e
0
Q(A) − T
1
Q(A) if and only if ℓR(M/JM) =
e0J(M).
Proof. Since depthA = d− 1, hdegQ(A)− e
0
Q(A) + T
1
Q(A) = 0 holds true. We have
ℓA(A/Q
n+1) = ℓR(R/J
n+1) + ℓR(M/J
n+1M)
= ℓR(R/J)
(
n + d
d
)
+
{
d−1∑
i=0
(−1)ieiJ(M)
(
n + d− 1− i
d− 1− i
)}
for all n ≫ 0. Therefore e0Q(A) = ℓR(R/J) and e
1
Q(A) = −e
0
J (M) so that gs(Q;A) =
ℓA(A/Q)− e
0
Q(A) + e
1
Q(A) = ℓR(M/JM)− e
0
J (M) as required. 
The following example shows that there exists a parameter ideal for a Cohen-
Macaulay module which satisfies the condition of Proposition 4.1 (4), where the finitely
generated module N over a Cohen-Macaulay local ring R is said to be an Ulrich mod-
ule with respect to an m-primary ideal I, if the following three conditions are satisfied
([GOTWY]).
(1) N is a maximal Cohen-Macaulay R-module, that is depthRM = dimR,
(2) e0I(N) = ℓR(N/IN), and
(3) N/IN is R/I-free.
Example 4.2. Let R be a Cohen-Macaulay local ring with d = dimR ≥ 1. Let
I = (x1, x2, · · · , xd) be a parameter ideal of R. Let
0→ Rd
∂
→ Rd → C → 0 (♭)
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be the exact sequence of R-modules where the d × d matrix ∂ has the form ∂ =
(∂ij)1≤i,j≤d with
∂ij =


x1 if i = j,
xj−i+1 if i < j
0 if i > j
and C = Coker∂. Then we have the following.
(1) C is a Cohen-Macaulay R/xd1R-module with dimR/xd
1
R C = d− 1.
(2) e0I(C) = d·ℓR(R/I).
(3) C/IC ∼= (R/I)d.
(4) Therefore C is an Ulrich R/xd1R-module with respect to I.
Proof. We may assume that d ≥ 2. Because det ∂ = xd1, we have x
d
1 ∈ AnnR(C).
Hence C is a Cohen-Macaulay (R/xdqR)-module with dimR/xdqR C = d − 1. We set q =
(x2, x3, · · · , xd) then since I
d(R/xd1R) = qI
d−1(R/xd1R) holds true, q forms a minimal
reduction of I in R/xd1R so that x2, x3, · · · , xd be a parameter ideal for C. Tensoring
R/q to the exact sequence (♭), we get the exact sequence
0→ R
d ∂
→ R
d
→ C/qC → 0
of R-modules because x2, x3, · · · , xd forms a regular sequence on C where ∂ = R/I ⊗ ∂
and R = R/q. Then we have C/qC ∼= (R/I)d and IC = qC. Thus we get e0I(C) =
ℓR(C/qC) = d·ℓR(R/I) and C/IC ∼= (R/I)
d. Consequently, our required conditions
are satisfied. 
Remark 4.3. Assume that the equality χ1(Q;M) = hdegQ(M) − e
0
Q(M) holds true
for a parameter ideal Q for M . Then, because e1Q(M) = −T
1
Q(M) by [GO, Theorem
1.3], the equality gs(Q;M) = hdegQ(M) − e
0
Q(M) − T
1
Q(M) is satisfied. However, the
converse does not hold true in general.
We close this paper with the following example of parameter ideals Q such that
gs(Q;A) = hdegQ(A)− e
0
Q(A)− T
1
Q(M) but χ1(Q;M) < hdegQ(M)− e
0
Q(M).
Example 4.4. Let ℓ ≥ 2 and m ≥ 1 be integers. Let
S = k[[Xi, Yi, Zj | 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m]]
be the formal power series ring with 2ℓ+m indeterminates over an infinite field k. Let
A = S/(X1, X2, . . . , Xℓ) ∩ (Y1, Y2, . . . , Yℓ),
m = (xi, yi, zj | 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m)A, and
Q = (xi − yi | 1 ≤ i ≤ ℓ)A+ (zj | 1 ≤ j ≤ m)A,
where xi, yi, and zj denote the images of Xi, Yi, and Zj in A respectively. Then
m2 = Qm, whence Q is a reduction of m. We furthermore have the following:
(1) A is an unmixed local ring with dimA = ℓ+m, depthA = m+1, and Hm+1m (A)
is not finitely generated.
(2) ℓA(A/Q) = ℓ + 1, e
0
Q(A) = 2, e
1
Q(A) = −1, and hence χ1(Q;A) = ℓ − 1 and
gs(Q;A) = ℓ− 2.
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(3) hdegQ(A) = 2 +
(
ℓ+m−1
m+1
)
and T1Q(A) =
(
ℓ+m−2
m
)
.
(4) Hence gs(Q;A) = hdegQ(A) − e
0
Q(A) − T
1
Q(A), if ℓ = 2, 3, but χ1(Q;A) <
hdegQ(A)− e
0
Q(A) if ℓ = 3.
Proof. Set a1 = (Xi | 1 ≤ i ≤ ℓ) and a2 = (Yi | 1 ≤ i ≤ ℓ) and consider the exact
sequence
0→ A→ S/a1 × S/a2 → S/[a1 + a2]→ 0
of S-modules. Then because
S/a1 ∼= k[[Yi, Zj | 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m]],
S/a2 ∼= k[[Xi, Zj | 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m]], and
S/[a1 + a2] ∼= k[[Zj | 1 ≤ j ≤ m]],
we get dimA = ℓ +m, Hm+1m (A)
∼= Hmm (S/[a1 + a2]), and H
j
m(A) = 0 for all j 6= m+ 1,
ℓ+m. Hence we have
hdegQ(Am+1) = hdegQ(S/[a1 + a2]) = e
0
Q(S/[a1 + a2]) = e
0
m(S/[a1 + a2]) = 1
and hdegQ(Aj) = 0 for all 0 ≤ j ≤ ℓ+m− 1 such that j 6= m+ 1. Therefore, because
e0Q(A) = e
0
m(A) = 2, we get
hdegQ(A) = e
0
Q(A) +
ℓ+m−1∑
j=0
(
ℓ+m− 1
j
)
hdegQ(Aj) = 2 +
(
ℓ+m− 1
m+ 1
)
and
T1Q(A) =
ℓ+m−1∑
j=1
(
ℓ+m− 2
j − 1
)
hdegQ(Aj) =
(
ℓ+m− 2
m
)
.
Let S ′ = k[[Xi, Yi | 1 ≤ i ≤ ℓ]] be the formal power series ring and we set
B = S ′/[a1S
′ ∩ a2S
′]
and Q0 = (xi − yi | 1 ≤ i ≤ ℓ)B. Then we have A = B[[Zj | 1 ≤ j ≤ m]] and
Q = Q0A + (zj | 1 ≤ j ≤ m)A. Because z1, z2, · · · , zm forms a superficial sequence
for A with respect to Q (recall that grQ(A) = grQ0(B)[W
′
1,W
′
2, · · · ,W
′
m] forms the
polynomial ring, where Wj’s are the initial forms of zj ’s) and B is a Buchsbaum ring
with H1n(B)
∼= k and Hin(B) = (0) for all i 6= 1, ℓ, we have e
1
Q(A) = e
1
Q0
(B) = −1 ([SV,
Proposition 2.7]). 
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