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The development of solid-state materials with superionic conductivities is critical to 
solid-state battery technologies. Due to the relatively smaller ionic radius, Li+ ion 
(0.60 Å) is a common conducting species in ionic conductors. Lithium nitride (Li3N) 
attracts particular attention as a lithium solid electrolyte in the last century because of 
its superior ionic conductivity at room temperature. More recently, Li3N has been a 
focus again since the discovery of Li3N-Li2NH-LiNH2 (Li-N-H) system for hydrogen 
storage. Li-Mg-N-H and Li-Ca-N-H systems were further developed to improve the 
Li-N-H system. In this thesis, both experimental ionic conductivity measurements and 
first-principles calculations are employed to investigate the Li+ ionic conduction 
properties and diffusion mechanisms in above systems, i.e., Li3N (both α and β 
phases), Li2NH and LiNH2, Li2Mg(NH2)2 and Li2Ca(NH2)2. The experimental results 
show that Li+ ions present superionic conduction in the order of ~ 10–4 S·cm–1 for 
Li3N (both α and β phases) and Li2NH at ambient temperature; Li2Ca(NH2)2 exhibits 
moderate Li+ ionic conductivity of ~ 10–6 S·cm–1; while LiNH2 and Li2Mg(NH2)2 are 
almost insulators. The first-principles simulations reveal that α-Li3N and β-Li3N have 
distinct Li+ ion diffusion mechanisms. In Li2NH, the Li
+ ion diffusion is more likely 
to occur via interstitialcy mechanism or vacancy-mediated jumps between octahedral 
and tetrahedral sites. In LiNH2, however, Li defects are difficult to be created to 
mediate Li+ ion diffusion, leading to low concentration of charge carriers and poor Li+ 
ion conduction at lower temperatures. Although the involvement of Mg/Ca cations 
creates favorable conditions for hydrogen storage, Li+ conduction could be blocked by 
Mg cations in Li2Mg(NH2)2 or unfixed N-H bonds orientation in Li2Ca(NH2)2, 
resulting in relatively poor Li+ conduction properties compared to Li2NH. These 
studies contribute to the understanding of the role of Li+ ion transport in the 




for hydrogen storage. More importantly, it promotes the development of complex 
hydrides as novel solid lithium ion conductors for battery applications. 
In addition to store hydrogen in above Li-N based compounds, another option is 
to bond hydrogen with both B and N in chemical hydrides. The representative is 
ammonia borane (NH3BH3, AB), which has attracted considerable attention because 
of its high hydrogen storage capacity (19.6 wt. %); however, the relatively poor 
kinetics and issues with energetically undesirable regeneration of used fuel are still 
big challenges for the practical application of AB. To improve the performance of AB, 
a series of derivatives have recently been developed such as metal amidoboranes 
(LiAB, NaAB, CaAB), metal amidoborane-ammonia borane (LiAB∙AB), metal 
amidoborane ammoniates (CaAB·2NH3, MgAB·NH3) and multi-cation amidoborane 
(LiNaAB). In this study, in-depth theoretical investigations have been carried out to 
understand the improved dehydrogenation properties of these chemical hydrides for 
hydrogen storage. Furthermore, the first-step dehydrogenation mechanism is proposed 
for each system on the basis of solid-phase simulations. The findings stimulate the 
attempts to look for new hydrogen storage materials with optimized thermodynamics 
and kinetics; moreover, the conclusion could also provide instructive guidelines for 
the experimental synthesis and processing of multi-component chemistry hydrides for 
hydrogen storage. 
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This chapter presents the background of the research of this thesis. Section 1.1 provides a 
brief overview of the energy crisis and environmental problems in the 21
st
 century. Section 
1.2 and 1.3 introduce the basic concepts and knowledge to understand hydrogen storage 
materials and solid lithium ionic conductor, and literature reviews are summarized for each 



















All human activities involve consumption of energy. Nonrenewable energy sources such as 
oil, natural gas, coal and nuclear energy are supplying 85 % of the world‟s energy 
consumptions today. In 2008, the total worldwide energy consumption was 474 exajoules (1 
quad Btu = 1.055 exajoules).
1
 A human being consumes about 0.9 GJ energy per day, 
equivalent to burning 32 kg of coal per day.
2
 As the world‟s population continues to grow at 
a quarter of a million people per day, the consumption of energy is correspondingly 
increased. Besides, these nonrenewable energy sources are expected to be depleted within a 
couple of centuries. Therefore we are facing a great crisis in the supply of energy in the near 
feature. 
Moreover, increased use of fossil fuels also has some negative environmental effects, in 
particular the global warming effect.
3
 The carbon dioxide level in the earth‟s atmosphere has 
increased due to heavy industrialization from the value of 313 ppm in 1960 to 375 ppm 
presently, and the average temperature of earth has increased by 0.5 ºC during the same 
period. If global warming continues to take place, then a stage might be reached when our 
existence will be threatened. 
Inevitably, we have to look for alternative and clean sources of energy to supply the 
increasing energy demands and to reduce global warming effect in the foreseeable future. It 
is widely believed hydrogen will be the energy carrier and become the main fuel to power 
most vehicles and portable devices in the next decades, as hydrogen is the most abundant 
element in the universe and the combustion of hydrogen leads to water with no harmful 
by-products. To achieve the effective use of hydrogen, the storage of hydrogen is a key issue. 
Currently the most promising and effective approach is to store hydrogen chemically in the 
lattice of solid-state materials.  
In addition to the use of hydrogen as a physical media and energy carrier to store 
chemical energy, other devices like battery can also be used to store chemical energy. A 
battery is composed of several series and/or parallel array of electrochemical cells, which 
consist of a positive and a negative electrode, separated by an electrolyte which is capable of 
conducting ions between the two electrodes. There have been numerous types of batteries 
depending on the energy storage media and mechanism. Among them, lithium ion 
rechargeable batteries, widely used in portable electronic devices, currently outperform other 
systems because of their high energy density and design flexibility.
4-6
 As the key component 
of a battery, the choice of electrolyte is crucial for the performance of batteries. Due to their 
distinguished properties in terms of safety, cost, self-charge, and stability, solid lithium ion 
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In this thesis, solid hydrogen storage material is one of the main topic, and the novel 
properties of Li-N based hydrogen storage materials as lithium ion conductors is also 
investigated. 
 
1.2 Hydrogen Storage Material 
1.2.1 Hydrogen properties 
Hydrogen is the simplest atom having an electron accompanied by one proton, thus has the 
best ratio of valence electron to proton among all the elements in the periodic table, and the 
energy gain per electron is very high. Thus energy storage in the form of hydrogen can be 
more effective in comparison to other available energy storage options. 
9
 
Hydrogen is the most abundant element in the universe and makes up about 90% of the 
atoms or 75% of the mass of the universe, and accounts for up 1% of earth‟s total mass. 
However, hydrogen is not commonly found in the pure form on our planet, while being 
extremely reactive, hydrogen forms numerous chemical compounds, such as water, minerals, 
and hydrocarbons. Hydrogen can be produced from renewable sources such as electrolysis 
of water and reforming ethanol. 
Hydrogen combined with oxygen to form water, releasing energy. In the reaction of 
H2(g) + O2(g) → 2H2O, the energy content for 1kg of hydrogen is 141,600 kJ, which is 
highest combustion energy released per unit of weight of any commonly occurring material 
(almost three times as much as gasoline). Moreover, this reaction has no environmental 
impact, as no harmful emissions are produced. 
Due to the above physical and chemical properties of hydrogen, we can see the 
powerful potential of hydrogen to act as the “fuel of future”. 
1.2.2 Hydrogen storage 
One of the important matters with the effective use of the energy is that the schedule of 
energy use is often not synchronous with its acquisition. As an energy carrier, hydrogen 
moves energy in a usable form from the place of production to the place of utilization, thus, 
storage system is indispensable. To store hydrogen in a safe, efficient, compact and 
economic manner, the following requirements should be satisfied: 
i) High gravimetric densities (> 5.5 %) 
ii) High volumetric densities (> 40 g H2/L) 
iii) Moderate operation temperature (–40/85 ºC) 
iv) Near-ambient operating pressures (0.5/1.2 MPa) 
v) Fast kinetics (0.02 g H2/s /kW)  
1  Introduction 
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vi) Low cost 
Several methods have the potential of meeting these requirements. Conventional ways are to 
store hydrogen in the pure form, such as compressed gas or as liquid hydrogen. Currently, 
great attention has been given to storing hydrogen in three classes of materials, i.e., 
hydrogen adsorbents, reversible metal hydrides and chemical hydrogen storage materials 
due to their high-capacity for storage of hydrogen.
10
 Those methods will be briefly described 
below, with the focus on metal hydrides and chemical hydrogen storage materials.  
1.2.3 Hydrogen storage in pure form 
1.2.3.1 High pressure gas cylinder 
Hydrogen can be stored as a compressed gas under high pressure in a cylinder, with a 
volumetric density up to 36 kg/m
3
. This way is broadly used for transportation of a small 
amount of gas, and has been done successfully for many years. This traditional method is 
simple, reversible; however, the rather low hydrogen density, high cost of the cylinder and 
high pressure (most cylinder systems operate at 350 bar or higher) limit its large-scale 
application. 
1.2.3.2 Liquid hydrogen  
Hydrogen can also be stored as a liquid at –253 ºC and under pressures of a few bars in 
superinsulated tanks, with a volumetric density of 71 kg/m
3
, which is almost twice as much 
as that of high pressure hydrogen. While the large energy consumption for cooling process, 
and high cost for tank manufacturing and unavoidable energy loss due to boiling off 
hydrogen, liquid form of hydrogen is not preferable for mobile and portable applications. 
1.2.4 Hydrogen storage via materials  
1.2.4.1 Adsorbents 
Hydrogen molecules can be absorbed via physisorption mechanism on the surface of 
materials such as carbon-based materials (like carbon nanotube and fullerene modified 
materials), metal-organic frameworks (MOFs) and molecular clathrates. The interaction 
between molecular hydrogen and the sorbent is dominated by weak Van der Waals bonds, 
translating to an adsorption enthalpy of 4~10 kJ/mol, which is too weak to hold the 
hydrogen molecules to the surface under these conditions , though the kinetics of hydrogen 
absorbing and releasing is fast. Metal-decorated nanostructures have been further developed 
to strengthen the interaction between the substrate and hydrogen, and this interaction is 
known as the Kubas interaction, the strength of which lies between those of chemisorptions 
and physisorption.
11
 The Kubas interaction is a three-centre, two-electron mechanism which 
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involves the donation of electronic density from σ-state of hydrogen molecule to an empty 




1.2.4.2 Metal hydrides 
Many different elements react with hydrogen forming a wide variety of hydrides. The 
interaction between hydrogen and host compounds is a kind of strong chemisorptive binding 
of atomic hydrogen. Hydrogen can be stored and released via chemical reactions between 
hydrogen and those compounds. In general, the chemical reaction-based hydrogen storage 
materials are mainly classified into three groups: metal hydrides, complex hydride and 
chemical hydrides.  
Some metals and their alloys can react with hydrogen to form metal hydrides, M+ H2 ↔ 
MHx, and hydrogen forms, in general, metallic bond with the host metal atoms. Such 
reversible hydriding/dehydriding reactions render metal and their alloys potential hydrogen 
storage materials. There are several categories of metal hydrides based on different alloy 
types, such as elemental-type (MgH2), BCC (body centre cubic) -type alloys (Fe–Ti, Ti–Mo 
and V-based), AB5 alloys (LaNi5Hx), AB3 alloys (CaNi3H4.4), and A2B alloys (Mg2NiH4). In 
these materials, hydrogen could be inserted in the lattice of metal/alloy with no topological 
change of the crystal structure of the metal/alloy (such as PhH, FeH2, LaNi5Hx), or with new 
structure formed (such as MgH2 and AlH3). Metal hydrides have been intensively 
investigated for a few decades, but the generally low gravimetric hydrogen density 
(especially for transition metals and their alloys), or relatively too strong or too weak 
hydrogen-host bonding makes metal hydrides not recommended for automotive application. 
Complex hydrides are ionic hydrogen-containing compounds, in which hydrogen atoms 





) and alanates ([AlH4]
–
), and these complex anions 
form ionic bonds with lightweight metal cations (such as Li, Na, Mg or Ca). Many complex 
metal hydrides have high hydrogen gravimetric storage capacities. LiBH4, as an example, 
has theoretical gravimetric and volumetric hydrogen densities of 18.5 wt% H2 and 120 g 
H2/L, respectively. In spite of the high hydrogen capacity, most complex hydride systems 
present slow kinetics and/or unfavorable thermodynamics when releasing hydrogen; while 
extensive studies indicated that the kinetic barrier could be remarkably lowered by the 
addition of catalysts such as Ti, Ni and Co,
13
 and thermodynamic properties of complex 
hydrides can be tuned via compositional alteration. These breakthroughs make complex 
hydrides interesting to be further developed for practical application. 
1.2.4.3 Chemical hydrogen storage materials 
1  Introduction 
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Similar to complex hydride, hydrogen is covalently bonded in chemical hydrides. Typical 
chemical hydrides, represented by ammonia borane (NH3BH3, AB) and its derivatives, have 
attracted increasing interests recently, as they possess remarkably high gravimetric and 
volumetric capacities. AB, for example, contains over 19 wt % and 150 g H2/L of hydrogen 
by weight and volume; moreover, the near-ambient operating condition also makes those 
chemical hydrides appealing. However, chemical hydrides are normally utilized as 
single-use fuels, and the high energy cost for regeneration could limit the practicality of 
AB-based materials. Nevertheless, due to the high capacity and moderation operation 
condition, it is still worth research efforts to develop new strategies to improve the 
performances of the chemical hydrides family to meet with the requirement for the onboard 
application. More detailed review of the properties of chemical hydrides, with an emphasis 
on AB-based hydrides, will be discussed later. 
The general classification of hydrogen storage materials is displayed in Chart 1-1. 
 
 
Chart 1-1. Classification of hydrogen storage materials 
 
1.2.5 Thermodynamics of dehydrogenation 
1.2.5.1 Hydrogen removal energy 
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The process of dehydrogenating chemical-based hydrogen storage materials can be 
described as the break-up of the hydrogen-host bond, the dissociation of hydrogen atom and 
combination of hydrogen atoms into H2. Therefore the kinetics and thermodynamics of 
dehydrogenation could be partially reflected by the strengths of hydrogen-host bonds, which 
can be quantified by the Hydrogen removal energy. Hydrogen removal energy is defined as 
the change in enthalpy before and after the dissociation of hydrogen atom from the system.
14
 
The hydrogen removal process is specified as 
XHn → XHn-1 + H → XHn-1 + 0.5 H2      (1.1) 
in which XHn and XHn-1 denote the solid system containing n hydrogen atoms and the 
system with one hydrogen atom removed, respectively, and the removed hydrogen atom is 
desorbed to vacuum to associatively form a H2 molecule. The hydrogen removal energy is 
defined accordingly as, 
ΔE H = Ecoh [XHn-1] + 0.5Ecoh [H2] – Ecoh [XHn]      (1.2) 
where Ecoh is the cohesive energy, the difference between the electronic total energy of the 
atoms of a solid and the sum of the total energy of individual free atoms. Normally the 
hydrogen atom within the longest host-H bond was chosen to be removed in each solid 
structure.  
1.2.5.2 Gibbs free energy of solid hydrides 
The Gibbs free energy of a solid-phase is given by 
( ) ( ) ( ) ( ) ( )G T H T TS T U T pV TS T          (1.3) 
in which H(T), S(T), U(T) refer to enthalpy, entropy and internal energy, respectively, T the 
temperature, p the pressure and V the volume. Since the effect of pressure on the free energy 
of solid is small, we can neglect the pV term.
15
 Therefore, the Gibbs free energy can be 
expressed as 
elec vib vib elec vib( ) ( ) ( ) ( ) ( ) + ( )G T U T TS T E H T TS T E G T         (1.4) 
where Eelec is the static electronic energy at T = 0 K obtained from the first-principles 
calculation, and the terms Hvib (T) and Svib (T) are the vibrational enthalpy and entropy, 
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Gvib (T) is the phonon contribution to the free energy, which can be calculated as a function 
of temperature T within the harmonic approximation by 














       (1.7) 
where N is the number of super cell, kB is the Boltzmann constant, and ω is the phonon 
frequencies, and g(ω) is phonon density of states obtained by the direct methods, ћ is the 
reduced Planck constant. 
1.2.5.3 Enthalpy of dehydrogenation 
The dehydrogenation enthalpy is defined as the difference in the formation enthalpies 
between reactants and products, which can be estimated as follows: 
R reactan tsproducts
H H H           (1.8) 
where ΔH is the formation enthalpies of the materials involved in the reaction, which can be 
calculated with respect to the enthalpy of the neutral phase of each element,  
A B C A B C A B Cx y z x y z
H H xH yH zH         (1.9) 
where H is enthalpy, which is defined as  
( ) ( )H T U T pV        (1.10) 
where U(T) is the internal energy, p the pressure, and V the volume. For solid-phase the 




solid elec vib( ) ( ) ( )H T U T E H T       (1.11) 
For the molecule (such as H2, N2 and NH3) in the gas-phase, an additional term should be 
added in equation (1.11) 
0
mole elec vib mole( ) ( )+ ( )H T E H T E T       (1.12) 
where Emole(T) is the contribution from the translational (3/2kBT), rotational, as well as the 
pV terms (kBT) due to the molecular degrees of freedom. In eqs (1.11) and (1.12), 
0
elecE  is 
the total electronic energy at T=0 K calculated by the first-principles calculations, and the 
term Hvib(T) is the vibrational enthalpy contribution at finite temperature T, which can be 





( ) ( )( )coth( )
2 2





       (1.13) 
where T is the temperature, r is the number of degrees of freedom, ћ is the reduced Planck 
constant, kB is the Boltzmann constant, and g(ω) and ω are the phonon density of states and 
the frequencies obtained by the direct method. 
1.2.6 Literature review 
1.2.6.1 Lithium-nitrogen based compounds for hydrogen storage  
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Development of high-capacity hydrogen storage materials is a critical issue in the use of 
hydrogen as an energy carrier for fuel cell technologies. In the last ten years, several 






 have been intensively investigated since the discovery of Li3N-Li2NH-LiH hydrogen 
storage system 
36
. The hydrogenation of lithium nitride (Li3N) was preceded by a two-step 
process with the formation of lithium imide (Li2NH) and lithium amide (LiNH2), according to 
the reaction (1.14), 
Li3N + 2H2  Li2NH + LiH + H2  LiNH2 + 2LiH     (1.14) 
Through the above reaction, 10.5 wt. % of hydrogen can be reversibly taken up under 
moderate conditions. The mechanism of reaction (1.14) is still subject of intensive research. 
Huq et al.
37
 and Weidner et al.
38
 identified non-stoichiometric „quasi-imide‟ phases (Li2+xNH) 
with composition-dependent lattice parameters as the intermediates during the first step 
hydrogenation of Li3N. In the second step, David et al.
39 
found a series of non-stoichiometric 
phases (Li2-yNH1+y) with cubic anti-fluorite (Li2NH-like) structure and suggested that the 
diffusion of Li
+
 cations in the hydrogenation leads to the formation of LiH and H
+





 to generate [NH2]
–
. Therefore, the diffusion conditions of small and 
mobile species, i.e. Li
+
, may play a crucial role during the kinetic cycling of hydrogenation 
and dehydrogenation in Li3N, Li2NH and LiNH2. 
Although Li2NH/LiNH2 system are promising, the desorption/absorption temperature 
(>250 ºC at 1.0 bar) are still too high for practical use; moreover, it was highly endothermic 
with the heat of reaction of 66 kJ/mole H2. In order to lower the hydrogen equilibrium 
temperature, elemental replacement of Li cation by other metal ions such as Mg was 
investigated by several groups.
17,18,23,40-43
 By reacting Mg(NH2)2 with LiH or LiNH2 with 
LiH, around 5 wt% H2 can be reversibly stored in the ternary system at about 180 ºC 
(equilibrium hydrogen temperature is ~ 90 ºC) :  
2LiNH2 + MgH2 → Li2Mg(NH)2 + H2 ←→ Mg(NH2)2 + 2LiH   (1.15) 
The experiments also indicated that hydrogenation reaction enthalpies reduce to 44.1kJ/mol 
H2, which is more favorable for polymer electrolyte membrane (PEM) fuel cell application. 
There was an argument on the reaction mechanism proposed for the dehydrogenation of 
this system. One is the ammonia-mediated mechanism
44
, in which Mg(NH2)2 first 
decomposes to MgNH and NH3, and NH3 further reacts with LiH to produce LiNH2 and H2. 
The other is the direct solid-state reaction mechanism,
18,23
 in which the strong potential in 
combining the positively charged hydrogen H
δ+
 in Mg(NH2)2 and negatively charged 
hydrogen H
δ–
 in LiH into molecular H2 induces the direct reaction between amide and 
hydride. Experimental results showed that the activation energy of the direct solid-state 
reaction was ca. 30 % lower than that of ammonia-mediated mechanism.
44
 At the initial 
stage of the solid-state reaction, interface reaction happens at the interface of amide and 
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hydride. Then imide layer was formed between amide and hydride, so the interface reaction 
was converted to the boundaries reaction of amide/imide and imide/hydride, accompanied 
by the ion transportation in imide. Thus the rate of ionic diffusion in imide must influence 
the kinetic process of dehydrogenation. 
CaH2 is another positive hydride additive which can be used to reduce the hydrogen 
storage and release temperatures. Xiong et al.
45
 reported that the mixture of LiNH2 and CaH2 
(with mole ratio of 2:1) started to desorb hydrogen at as low as 70 ºC and reached a 
hydrogen desorption peak at 206 ºC. About 4.3 wt % of hydrogen is released in the whole 
process. Tokoyoda et al.
46
 tested another combination associated with this Li-Ca-N-H 
ternary system: mixture Ca(NH2)2 with LiH as starting materials. It was found that the 
former shows a faster dehydrogenating reaction and lower hydrogen desorption temperature 
than the latter. The product of hydrogenation was figured out as another ternary imide: 
Li2Ca(NH)2.
47
 The hydrogen desorption reactions for both composites are listed below:  
2LiNH2 + CaH2 → CaNH + Li2NH +2H2 → Li2Ca(NH)2 + H2    (1.16) 
Ca(NH2)2 + 2LiH → CaNH + Li2NH +2H2 → Li2Ca(NH)2 + H2   (1.17) 
The mechanisms for this mixed amide/hydride system was proposed by H. Wei 
48
, who 
demonstrated that the structure of Li2Ca(NH)2 consists of infinite Ca[NH]6 octahedral layers, 
which are separated by Li cations, and the mobile Li
+
 ion in 2D Ca[NH]6 layers has a great 
impact on the hydrogenation properties. 
1.2.6.2 Chemical hydrides for hydrogen storage  
AB has attracted considerable attention as a hydrogen storage material in the past few years 
because of its high hydrogen storage capacity (19.6 wt. %).
49
 However, the relatively poor 
kinetics and high temperature of dehydrogenation as well as issues with energetically 
undesirable regeneration of system are still big challenges for the practical application of AB 
as a useful hydrogen storage material.
50-52
 Moreover, borazine as a volatile by-product of 
dehydrogenation of AB can poison the PEM fuel cells.
53
 Various approaches have been 
developed to improve the performance of AB.
50,54-56
 One of such approaches is of 
substituting H atom in the [NH3] unit by alkali metal or alkaline earth element to form metal 
amidoboranes such as lithium amidoborane (LiNH2BH3, LiAB),
57-62
 sodium amidoborane 
(NaNH2BH3, NaAB),
58,62,63
 or calcium amidoborane (Ca(NH2BH3)2, CaAB).
60,64,65
 It was 
shown experimentally that these alkali or alkaline earth metal amidoboranes release 
hydrogen under milder conditions with considerable suppression of unwanted gaseous 
byproducts. 
Recent experimental and theoretical studies on LiAB and NaAB revealed that ionic 





electron from metal, the reactivity of hydridic B-H bond in metal amidoboranes can be 
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enhanced. Moreover, the charged [NH2BH3]
–
 ions create polar reaction environment, which 
facilitates BH∙∙∙HN interactions between the adjacent units.60,66-68 As a consequence, lower 
dehydrogenation temperatures in the alkali metal amidoboranes (~ 90 ºC for LiAB and 
NaAB) can be achieved compared with that of pristine AB (~ 110 ºC). 
More recently, a new AB derivative was formed through reactions of LiH with 2 
equivalent AB or of equivalent LiAB and AB as described by the following reactions,
69
 
LiH(s) + 2NH3BH3(s) → LiNH2BH3·NH3BH3(s) + H2(g)   (1.18) 
LiNH2BH3(s) + NH3BH3(s) → LiNH2BH3·NH3BH3(s)    (1.19) 
This new compound, lithium amidoborane-ammonia borane, LiNH2BH3·NH3BH3 
(LiAB∙AB), has a hydrogen storage capacity of 14.8 wt. % and a lower dehydrogenation 
temperature (onset at 58 ºC and first peak at 80 ºC) as compared to AB and LiAB. Moreover, 
borazine is undetected. It was proposed that dehydrogenation of LiAB∙AB follows a 
two-step process: 
LiNH2BH3·NH3BH3 (s) → [LiN2B2H7] (s) + 2H2 (g)    (1.20) 
LiNHBH2·NH2BH2 (s) → [LiN2B2H] (s) + 3H2 (g)    (1.21) 
Synchrotron X-ray diffraction (XRD) characterization shows that the crystal structure 





 anion, and is also coordinated with H
δ–
 in the [NH3BH3] 
molecule with a distance in the range of 1.953 Å - 2.165 Å.
69
 Such a Li
+
 coordination 
environment is likely to weaken the dihydrogen bonds, resulting in a less stable LiAB∙AB. 
Another attractive new sort of molecular crystal complex hydride, such as monoammonia 
lithium amidoborane (Li(NH3)NH2BH3, LiAB·NH3) 
70
, calcium amidoborane ammoniate 
(Ca(NH2BH3)2·2NH3, CaAB·2NH3) 
71
 and magnesium amidoborane monoammoniate 
(Mg(NH2BH3)2·NH3, MgAB·NH3) 
72
, have been recently synthesized by reacting metal 
amidoborane and ammonia or metal amide and AB, 
LiNH2BH3 + NH3 → Li(NH3)NH2BH3     (1.22) 
Ca(NH2)2 + 2NH3BH3 → Ca(NH2BH3)2·2NH3      (1.23) 
Mg(NH2)2 + 2NH3BH3 → Mg(NH2BH3)2·2NH3 → Mg(NH2BH3)2·NH3 + NH3 (1.24) 
It was shown experimentally that these coordination ammoniate compounds release hydrogen 
under milder conditions compared with the corresponding metal amidoboranes compounds. 
LiAB·NH3 releases hydrogen at temperatures above 40 ºC, in particular, under ammonia, it 
provides a high hydrogen storage capacity (11.18 wt. %) at the easily accessible 
dehydrogenation temperature of 60 ºC, which gives it a significant advantages over LiAB 
(releasing hydrogen at ~ 90 ºC). For CaAB·2NH3, in closed system, the dehydrogenation is 
beginning at ~ 70 ºC, and can release ~ 8.2 wt. % H2 upon heating at 150 ºC,
71
 which also 
show more favorable performance than CaAB (starting to release H2 at ~ 130 ºC, peaked at 
150 ºC).
60
 MgAB·NH3 desorbs hydrogen at ~ 50 ºC with vigorous hydrogen release at 74 ºC, 
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while MgAB is experimental unavailable currently. 
Much work has focused on unitary metal amidoboranes (such as LiAB, NaAB, CaAB) 
or ammoniates (CaAB·2NH3, MgAB·NH3) because they contain large quantities of hydrogen 
by mass and volume. Nevertheless, these systems exhibit substantial drawbacks which limit 
their practicality, such as the dehydrogenation reactions of many chemical hydrides are 
irreversible, so they are single-use fuels.
85,86
 In view of the limitations of the various simple 
amidoborane, it is promising to extend the “multi-component” strategy on chemical hydride 
systems to obtain an optimal combination of thermodynamic and kinetic properties. One of 
the multi-component systems is lithium-sodium ternary amidoborane, Na[Li(NH2BH3)2] 
(Na[Li(AB)2]), which was recently synthesized by reacting LiH and NaH with AB. The 
dehydrogenation of Na[Li(AB)2] starts at 75 °C, with overall 9.0 wt. % hydrogen released 
upon heating to 200 °C. 




 in the 
past to determine the structures, decomposition pathways and to understand the improved 
dehydrogenation performance. However, the dehydrogenation mechanism of complex 
chemical hydrides such as LiAB·AB, CaAB·2NH3, MgAB·NH3 and Na[Li(AB)2] are still 
unclear. The in-depth theoretical investigation is necessary and essential to understand the 
dehydrogenation mechanism and the limitation of those systems. To find the novel material, 
we can make use of the efficiency and predictive power of computational techniques to verify 
the existence of novel materials, which could provide instructive guideline for the 
experimental materials synthesis and processing and also significantly benefit attempts to 
optimize the thermodynamic and kinetics. 
 
1.3 Lithium Ionic Conductors 
1.3.1 General aspects of ionic conductors  
Ionic conductors, or solid electrolytes, are solids that conduct electricity by the passage of 
ions. The mobile ions can be cations or anions. Due to relatively smaller ionic radii (Pauling), 
the monovalent cations such as Li
+
 (0.60 Å), Na
+
 (0.95 Å), K
+
 (1.33 Å) are common 
conducting species in ionic solid materials. Among those alkali metal ion conductors, there 
are remarkable large numbers of lithium ion conductors such as lithium β-alumina, lithium 
silicates, lithium aluminosilicate and lithium nitrides
7,87-89
 because of the smallest Li
+
 ionic 
radius. Most of these materials have high degree of disorder or channeled structures and 
show moderately good Li
+
 ion conduction at room temperature. Table 1-1 summarizes 
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Table 1-1. Lithium ion conductors 
Material Conductivity (S∙cm–1) Temperature (ºC) Activation energy (eV) 
LiI 5.5×10
–7
 30 0.434 
Li2SO4 ~1.0 800 0.36 
LiIO3 6×10
–11
 25 0.50 
Li4SiO4 2.2×10
–3
 400 0.74 
Li2SiO3 5.6×10
–7
 25 0.95 
Li2Si2O5 4.5×10
–9
 25 1.43 
LiAlSi2O6 1.4×10
–8
 25 0.95 
LiAlSiO4 4.7×10
–8
 25 0.95 
Li3N 2×10
–4
 25 0.19 
Li2O 3.7×10
–4
 400 0.935 
Li5AlO4 2.3×10
–7
 200 1.24 
Li5GaO4 7.5×10
–7
 200 0.895 
Li6ZnO4 1.2×10
–6
 200 0.759 
Lithium β-alumina 1.3×10–4 25 0.37 
 
Lithium is the most electropositive and lightest metal in the periodic table; these two 
unique features make it highly suitable as electrode in a light weight battery to reach high 
energy density. Briefly, the working principle of lithium ion rechargeable battery is that 
lithium ions move from the negative electrode to the positive electrode during discharge, and 
backwards when charging. During discharge, lithium ions carry the current from the 
negative to the positive electrode, through the electrolyte and separator diaphragm. During 
charging, an external electrical power source (the charging circuit) applies a higher voltage 
(but of the same polarity) than that produced by the battery, forcing the current to pass in the 
reverse direction. The lithium ions then migrate from the positive to the negative electrode, 
where they become embedded in the porous electrode material in a process known as 
intercalation. 
Due to the highly reactive properties of lithium, the electrolyte should be non-aqueous 
in lithium batteries. The common electrolytes are non-aqueous liquid organic polymers. 
However, liquid electrolytes have limited life period because of the corrosion reactions 
occurring between electrode and electrolyte, which leads to the formation of solid electrolyte 
interphase during the discharge cycles, resulting in large irreversible capacity loss; moreover, 
a safety concern raised from the reactivity between lithium and the organic electrolyte may 
result in fire initiation, leakage and corrosion.
91
 Use of solid electrolyte can prevent such 
risks, in this respect, development of proper solid electrolyte to replace conventional liquid 
electrolyte is a direction of research now-a-days.
7,8,92,93
  
Generally, criteria for solid lithium ion conductors as solid electrolytes in lithium ion 
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battery are as the following 
94
 
i) High Li ionic conductivity at operating temperature to reduce the resistance 







ii) Negligible electronic conductivity, as the electronic contribution to electrolyte 
leads to self-discharge of the battery and then limited shelf-life. 
iii) Thermodynamically stable in a wide temperature range 
iv) Negligible small grain-boundary resistance 
v) Stability against chemical reaction with the electrodes 
vi) Environmentally benign, low cost 
Typically, the first and second criteria are the most essential for a useful solid electrolyte. 
Broad variety of materials exhibit lithium ionic conduction, including composites, 
amorphous, and crystalline, Chart 1-2 presents general classification of inorganic solid 
lithium ion conductors,
7
 which are of interest as potential solid electrolytes in lithium 
batteries and might replace the currently used polymeric lithium ion conductors. 
 
 
Chart 1-2. Classification of Inorganic solid Li ion conductors  
1.3.2 Possible diffusion mechanism in crystalline  ionic conductor 
For crystalline solids, structure is an essential factor for ionic conduction. A perfect crystal 
of an ionic compound would be an insulator. Structures allowing fast ionic transports are 
normally mediated through point defects, or structural disorder.  




) at low 
temperatures, and ionic conduction occurs via the thermally activated movement of ions 
from their original sites to the interstitial sites (Frenkel defect) or to nearby vacancies 
(Schottky defect) (Figure 1-1). For Frenkel defect, an ion moves to an interstitial sites, 
leaving a vacancy (in the opposite charge state) in the lattice; For Schottky defects, both 
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positive and negative ions leave their normal sites to create vacancies in the negative and 
positive states.  
 
Figure 1-1. Schematic representations of (a) Frenkel defect and (b) Schottky defect  
 
 
Figure 1-2. Possible ion transport mechanism in ionic crystals  
 
Unlike the random diffusion of atoms in gas, the diffusion path of ions in crystalline 
solids is restricted by the ordered atomic positions in the lattice. The ionic transport process 
via point defects can be generally described by vacancy mechanism, interstitial mechanism, 
or interstitialcy mechanism. In the vacancy mechanism (Figure 1-2 (a)), the Schottky 
vacancies are involved in the lattice, and the atom nearby is easy to jump into the vacancy. If 
the Frenkel defects are involved in the lattice, the interstitial atoms could migrate via the 
interstitial mechanism (Figure 1-2 (b)), from one interstitial site to another interstitial site, 
or via the interstitialcy mechanism (Figure 1-2 (c)), from one interstitial site to normal site 
pushing the atom at the normal site to another interstitial site.
90
 
Due to the channeled or layered structural arrangement in disordered structures, there 
exists a larger number of vacant sites than the number of particular ions (cations or anions), 
which allows ions to move freely from one site to the vacant site in the framework of its 




), high conductivity, 
but low activation energy.  
The typical disordered structures are the fluorite and anti-fluorite structures, i.e., 
compounds of the types MX2 or M2X, which are known to have high anionic or cationic 
conductivity at high temperatures. The fluorite structure (MX2) is composed of a cubic 
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anions arrangement and a face-centered-cubic sublattice of cations (Figure 1-3). A large 
number of unoccupied cube centers in the fluorite structure provide effective interstitial sites 
for the formation of anion Frenkel disorder, leading to the high mobility of defects. 
  
 
Figure 1-3. The fluorite structure. The black ball, gray ball, and cross denote anion, cation and 
interstitial site, respectively. 
 
 
Figure 1-4. Possible ion transport mechanis m in the fluorite structure (a) vacancy mechanis m (b) 
interstitial (indicated by solid line)/ interstitialcy (indicated by dashed line) mechanis m.  The black ball, 
gray ball, cross, small square denote anion, cation, interstitial site and vacancy, respectively. 
 
The transport of anions in the fluorite structure can be via the vacancy mechanism 
(Figure 1-4 (a)), which is a simply direct jump of a neighboring anion to a vacancy along a 
certain direction. The transport of an anion from one interstitial site to the neighboring 
interstitial could be completed by a direct migration, i.e. the interstitial mechanism (Figure 
1-4 (b) solid line), or by pushing a lattice anion into the neighboring interstitial, i.e. the 
interstitialcy mechanism (Figure 1-4 (b) dashed line).
95
 
1.3.3 Conduction theory in crystalline  ionic conductor 95,96,97  
Ionic conductivity is a macroscopic physical parameter related to microscopic ionic 
transport in a solid under the influence of electric field. When a solid is placed in an electric 
field, the current flows through the solid by the motion of various charge carriers, such as 
electrons and ions, thus the total conductivity of solid is equal to the sum of the 
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contributions of all the charge carriers‟ species  
  i i i
i
n q        (1.25) 
where ni is the concentration of charge carriers, qi the charge and μi the mobility of charge 
charier. For the ionic solids, the ions are dominant charge carriers, the ionic conductivity 
becomes 
(Z )  n e         (1.26) 
where n is the concentration of mobile cations or anions, Ze the ionic charge and μ the ion 
mobility. 
At an equilibrium state, the concentration of point defects is 
Frenkel defects:    
1/2 f
F F B( ') exp( / 2 ) n NN E k T       (1.27) 
Schottky defects:     
f
S S Bexp( / 2 ) n N E k T       (1.28) 
where N and N’ are the numbers of normal sites and interstitial in the lattice; Ef is the defect 
formation energy, kB the Boltzmann constant; T the temperature. The jump frequency, Г, is a 
thermally activated process determined by  
0 m Bexp( / )  G k T        (1.29) 
where ν0 is the vibrational frequency of an ion in the potential well, ∆Gm is the Gibbs free 
energy for motion of ions, which is given by  
m m mT    G H S        (1.30) 
where ∆Hm and ∆Sm are the enthalpy and entropy of motion, respectively. 
 When the electric field E is applied on a solid, a force is exerted on charged particles, 
following in the direction of the electric field, the jump frequency of charged particles is,  
0 m Bexp[ ( / 2) / ]     G qa k TE       (1.31) 
against the direction of the electric field, the jump frequency is 
0 m Bexp[ ( / 2) / ]    G +qa k TE      (1.32) 
therefore, the concentration of ions moving in the direction of the electric field, assuming 
qaE<< kBT, is 
B' ( ) ( / )    n n n qa k TE       (1.33) 
So the current density, j, can be expressed as  
2 2' ( / ) j n qa nq a k TBE        (1.34) 
The ionic conductivity, therefore, is 
0 m B/ ) exp( / )   
2 2
Bj n(a q / k T G k TE     (1.35) 
For Frenkel defect solids 
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1/2 2 2 f
B 0 m F B( ') ( / ) exp[ ( / 2) / ]    NN a q k T G E k T    (1.36) 
For Schottky defect solids 
2 2 f
B 0 m S B( / ) exp[ ( / 2) / ]    N a q k T G E k T     (1.37) 
In superionic solids, the concentration of mobile ions is large, the defect formation energy 
(E
f
) can be neglected, and the ionic conductivity can be simplified as Arrhenius-type 
equation 
0 a Bexp[ / ]  A E k T        (1.38) 
where A0 is the pre-exponential factor, which depends on the parameters of N (N‟), a, q, ν0, 
and Ea is the activation energy for the diffusion of ions. If taking logarithm on both sides of 
equation (1.38), yield 
0 a Bln( ln A /    E k T        (1.39) 
If one plots ln(σT) vs. 1/T in the region of interest, a straight line should be obtained for any 
Arrhenius process. The slope of this straight line is equal to –Ea/k  B and the intercept on the 
y-axis gives the logarithmic of pre-exponential factor. 
In equation (1.26), both concentration of charge carriers (n) and mobility (μ) are 
correlated with the temperature in the Arrhenius-type relations,  
0 f Bexp( / ) n n E k T        (1.40) 
0 m Bexp( / )  E k T        (1.41) 
Where n0 and μ0 are the pre-exponential factors, and Ef and Em are energies of formation and 
migration, respectively, of the mobile charge carriers. Substituting equations (1.40) and 
(1.41) into equation (1.26), and equating to (1.38), yields: 
a f m+E E E          (1.42) 
That is, the activation energy for motion of ions in a solid is the summation of formation 
energy and migration energy of mobile ions. 
1.3.4 Literature review 
1.3.4.1 Lithium-based hydrogen storage materials as lithium ionic conductors 
Lithium ion rechargeable batteries, widely used in portable electronic devices and with 
an exponential increase in demand, have been intensively studied in the last thirty 
years.
1-3
 Development of proper solid electrolyte to replace conventional liquid 
electrolyte is a direction of research in the lithium ion battery technology due to its 
distinguished properties in terms of safety, cost, self-charge, and stability 
considerations.
4-7
 However, ionic conductivities in most of the potential solid 
electrolytes are relatively poor resulting in lower energy output in batteries.
8
 α Li3N was 
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 at room temperature in 
1970s, with an activation energy of 0.26-0.27eV and stability to metal lithium;
98,99
 
Structural analysis shows that the crystal of α phase Li3N has a layered structure 
composed of the hexagonal Li2N layers and the pure Li
+
 ion layers. This 
two-dimensional passageway enables Li
+
 ions to migrate in the direction perpendicular 




 at 25 ºC;
100
 
however, the very low thermodynamic decomposition voltage (0.45 V) limits the 
application of Li3N as the electrolyte of the lithium ion batteries.
101-104
  
It was reported that an increase in Li
+
 ionic conductivity and the decrease of activation 
energy was achieved upon doping 0.5-1.0 atom % hydrogen in α-Li3N.
105
 IR characterization 
showed that [NH]
2–
 unit was formed within the [Li2N] plane, and thus, Li
+
 vacancy was 
created resulting in the increase of defect concentration.
105
 Furthermore, the formation of N-H 
bond leads to the weakened Li-N bond, which facilitates the formation of Li
+




When more hydrogen is applied on Li3N, one-third of Li in Li3N will be replaced by H, 
which is bonding with N to form Li2NH. Li2NH is also a superionic conductor. In 1979, 
Boukamp et. al 
107





room temperature, and the activation enthalpy is 0.58 eV. Li2NH has an anti-fluorite structure 
with nitrogen atoms on a face-centered cubic lattice and the Li ions fill the tetrahedral sites, 
while the octahedral sites remain empty.
108
 David et al.
39
 suggested that Li
+
 ion diffusion 
paths in Li2NH were supposed to have the similar way as Li2O, which is topographically 
equivalent to cubic Li2NH, in which Li
+
 ions migration are proceeded by hopping directly 
from a tetrahedral site to another site or from tetrahedral to octahedral sites along the [100] 
direction. Recently, an ab initio molecular dynamics simulation indicated that the 
superionicity in Li2NH is happened at around 400K as an order-disorder transition occurs 
involving the diffusion of the Li
+
 cation through the solid [NH]
2–
 anion sub lattice.
109
 
Further hydrogenation of Li2NH leads to the additional exchange of Li in Li2NH and H in 
H2 and the formation of LiNH2. LiNH2 crystallizes in a similar cubic anti-fluorite structure as 
Li2NH, but with ordered, unoccupied Li tetrahedral sites 
39
. Because of the structure similarity, 
it seems that Li
+
 ion in LiNH2 should present similar mobility as Li
+
 ion in Li2NH does. 
However, an ab initio molecular dynamics simulation indicated that Li
+
 mobility is absent in 












More recently, it was discovered that lithium borohydride (LiBH4) and LiBH4–based 
complex hydrides also present superionic conductivity. M. Matsuo et al.
111
 reported that the 





443 K, however, accompanied with a structural transition from low-temperature phase to 
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high-temperature phase. They later found that incorporation of lithium halides (LiX) such as 
LiCl, LiBr, and LiI into LiBH4 could effectively decrease phase transition temperature of 
LiBH4.
112,113
 They showed later that the multi-anion system such as Li2(BH4)(NH2) and 




 at room temperature.
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 at 378 K; however, Li2(BH4)(NH2) has been 
melting at this high temperature.  




)-based systems were also found to 
process superionic conductivity.
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 at 393 K was observed for Li3AlH6. This study demonstrated 
that the chemical modification could be an effective way to improve the ionic conductivity 
of complex hydrides. 
Therefore, as hydrogen storage materials, novel properties of superionic conductivity of 
these complex hydrides have been explored, and they could be acted as new candidates for 
solid-state electrolytes in lithium-ion solid state batteries.
116
  
Commercially available Li3N normally contains α and β phases of Li3N. β phase is 
pressure induced with a transition pressure of 4.2 GPa at 300 K;
117
 the transformation of β to 
α phase starts at 200 ºC,118 which is also the temperature that Li3N starts to absorb hydrogen. 
Intensive studies have been carried out on the conductivity of α-Li3N for last thirty year; 
however, there exists no report in the literature on the Li
+
 ion conductivity in β-Li3N.  
As mentioned in the previous review, the superionic conductivity of Li2NH has been 
studied by a few groups either via experimental or simulation methods; however, the 
defect-related ionic conductivity mechanism is still unclear. Moreover, no researches have 
been carried on the ionic conduction properties of Li2NH-based imides systems, such as 
Li2Mg(NH)2, Li2Ca(NH)2, the investigation on the diffusion properties of Li
+
 cation in those 
solid imides could be substantial to understand the mechanism of Li-Mg-N-H and 
Li-Ca-N-H system for hydrogen storage. 
 
1.4 Objective 
As explained in section 1.2, the diffusion conditions of Li
+
 ion may play a crucial role during 
the kinetic cycling of hydrogenation and dehydrogenation in Li-based metal-N-H complex 
hydrides, so experimental ionic conductivity measurements of these complex hydrides are 
imperative; moreover, it is also desirable to investigate the Li defect formation and diffusion 
mechanism in those solid-state complex hydrides. 
There have been several theoretical studies on AB and LiAB in the past to determine the 
structures and decomposition pathways, and to understand the improved dehydrogenation 
performances. However, the dehydrogenation mechanisms of chemical hydrides such as 
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LiAB·AB, Na[Li(AB)2], CaAB·2NH3 and MgAB·NH3 are still unclear due to the complexities 
of their structures. Thus in-depth theoretical investigation is necessary and essential to 
understand the dehydrogenation mechanisms of those complex chemical hydrides. 
In view of the limitations of the various simple metal amidoboranes, we can extend the 
“multi-component” strategy on chemical hydrides to obtain an optimal combination of 
thermodynamic and kinetic properties, and we can also make use of the efficiency and 
predictive power of computational techniques to predict the existence of novel materials for 
hydrogen storage. 
The objectives of this thesis include: 
i) Experimental measurements of Li ionic conductivities, together with theoretical 
calculations of defect formation energy and migration energy of Li ions in Li-based 
metal-N-H complex hydrides such as α-Li3N and β-Li3N, Li2NH, LiNH2, Li2Mg(NH)2 and 
Li2Ca(NH)2. 
ii) Theoretical investigation of dehydrogenation mechanism of chemical hydrides such as 
AB, LiAB, Li-Na-AB, CaAB, and MgAB, LiAB·AB, CaAB·2NH3 and MgAB·NH3. 
To achieve the above objectives, the following experimental and computational 
methods are employed: 
A. Experimental method: Ionic conductivity measurement 
B. Computational methods 
a) Density functional theory (DFT) 
b) First-principles calculation 
Projector-augmented wave (PAW) method 
Generalized gradient approximation (GGA) 
c) Geometry optimization 
d) Defect formation calculation  
e) Nudged elastic band (NEB) method  
f) Phonon calculation  
g) Special quasirandom structure (SQS) method 
The detailed experimental procedures and computational methodologies are discussed in 
each of the subsequent chapters. 
The findings of the present study could contribute to the understanding of the role of 
Li
+
 ion in reaction cycling of Li-based metal-N-H complex hydrides for hydrogen storage, 
and to the development of novel solid-state ionic conductors as well. Furthermore, they may 
shed some light on the understanding of the dehydrogenation mechanism of chemical 
hydrides for hydrogen storage on the basis of solid phase calculations. In addition, the 
findings could also provide instructive guidelines for the experimental synthesis and 
processing of the hydrogen storage materials and also significantly benefit attempts to 
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optimize the thermodynamic and kinetics. 
The structure of this thesis is as follows. In chapter 2, the experimental ionic 
conductivity measurement methods are described. Chapter 3 introduces the general 
theoretical background used for most of the works in this thesis. The subsequent chapters are 
topic-based. Chapters 4-6 study Li ionic conductivity properties and diffusion mechanisms 
of Li-N based hydrogen storage materials. Chapters 7-9 employ the first-principles to 
investigate the dehydrogenation mechanism of chemical hydrides of LiAB·AB, CaAB·2NH3, 
MgAB·NH3 and Li-Na-AB system. 
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This chapter introduces the experimental ionic measurement methods. Section 2.1 and 2.2 
describe the direct current (DC) and alternating current (AC) methods for conductivity 
measurement, respectively. Section 2.3 presents the impedance spectroscopy spectra. Section 
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2.1 DC Conductivity Measurement 
Conductivity of solid electrolyte is estimated by 
σ=d/(A·R)       (2.1) 
where d is the thickness of solid electrolyte, A the effective area of cross-section, R is the 
resistance of the solid electrolyte.1 
The simplest way to measure resistance is a two-terminal conductivity measurement, the 
typical circuit is shown in (Figure 2-1 (a)), which is simply applying a potential U on the 
sample, and total resistance R can be estimated by the Ohm’s law R=U/I, where I is the 
current flow.2 The conductivity is  
σ=(d/A)I/U       (2.2) 
To avoid the polarization effect of electrode-electrolyte contact and resistance of wires, 
one can utilize a four-terminal measurement (Figure 2-1 (b)) by measuring the current 
between two outer electrodes and measuring potential drop between two inner electrodes 
separately,2 therefore, the separation of current and voltage electrodes eliminates the 
impedance contribution of the wiring and contact resistances. In this method, the point 
contacts of current and potential probes permit the rapid testing of resistivity and conductivity, 
which are independent of the size and shape of the sample. But this method requires the area 
of contact A is negligible compared to the length l of solid electrolyte specimen. As the 
simplest case of that the distance between all four electrodes are equal, the conductivity is 
given by 
σ=(1/2πs)I/U       (2.3)  
where s is the distance between electrodes. 
 
Figure 2-1. DC conductivity measurement by using (a) two-terminal and (b) four-terminal methods 
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2.2 AC Impedance Spectroscopy 
Although DC measurement is simply operated, it is inaccurate when the solid electrolyte is 
not single-crystal, since the grain-boundary resistance is inevitable and cannot be separated in 
DC method. Moreover, the resistance contributions due to electrode/electrolyte interface and 
electrodes are also immeasurable in DC methods. The AC impedance measurement provides 
an effective method to evaluate those effects of grain boundary and electrode-electrolyte 
contact. Another advantage of AC measurement is that the impedance of electrolyte can be 
determined over a wide range of frequency; therefore not only the resistances can be obtained, 
but also the bulk capacitance of the sample and layer capacitance of interface between the 
electrode and electrolyte. 3,4 
The AC impedance measurement is generally carried out by applying an electric AC 
stimulus of frequency f, which normally ranges from 10–3 Hz to several MHz. The typical 
experimental set-up of AC impedance measurement is shown in Figure 2-2.5 If using a 
monochromatic signal, the current I(ω) and voltage V(ω) are 
 
 
Figure 2-2. Schematic set-up of AC impedance measurement 
 
~
m( ) cos( )I I t= + θω ω        (2.4)  
~
m( ) sin( )V V t=ω ω        (2.5)  
where Im and Vm are the amplitude of current and voltage, θ is the phase difference between 
current and voltage, and ω=2πf is the angular frequency. The total complex impedance Z(ω) 
can be expressed as a function of angular frequency, 
~ ~
( ) ( ) / ( )Z V I=ω ω ω       (2.6)  
By using the complex notation, Z(ω) is composed of real and imaginary components 
( ) '+ ''Z Z iZ=ω          (2.7) 
Z(ω) plotted in a Z’-Z” complex plane is displayed in Figure 2-3.  




Figure 2-3. Z’-Z” complex plane 
 
2.3 Equivalent Electric Circuit and Impedance Spectroscopy Spectra 
The ions transport in the circuit is not only controlled by the bulk resistance of electrolyte, but 
also the resistance of grain-boundary inside the electrolyte, the resistance of 
electrode/electrolyte interface, charge transfer capacitance and geometrical capacitance.6 The 
contributions of these resistances and capacitors in the circuit have difference impedance 
spectroscopy spectra in a Z’-Z” complex plane.  
 Figure 2-4 shows some typical representations of pure resistor R, capacitor C and the 
simple parallel or series circuit of resistor R and capacitor C in the Z’-Z” complex plane.7,8 
The impedance of a single resistor ZR=R is real and presents as a point on Z’-axis (Figure 2-4 
(a)). The impedance of a capacitor ZC=1/iωC is frequency depended and presents as a 
vertical-spike on Z”-axis (Figure 2-4 (b)), and each spike corresponds to a certain frequency. 
The impedance of series combination of R and C is  







       (2.8) 
which shows as a vertical-spike line intercept with Z’-axis at Z’=R (Figure 2-4 (c)). In the 
case of a parallel R-C connection, the impedance is given by  
2
p 2 2 2 2 2 2
1 R R C







    (2.9) 

















    (2.10) 
respectively. The parallel combination of R and C gives rise to a semicircle with the diameter 
of R in the corresponding complex plane, and the intercepts of semicircle with Z’-axis 
corresponds to ω=0 and ω→∞, respectively; the centers of the arcs of semicircle corresponds 
to ω= 1/RC (Figure 2-4 (d)). 




Figure 2-4. The impedance plot of (a) a  resistor R; (b) a capacitor C; (c) a  parallel combination of R 
and C; (d) a series combination of R and C 
 
Figure 2-5 illustrates two more complex ensembles of R-C circuit.8 The circuit 
consisting of the parallel connection of capacitor C1 with a series connection of R-C2 is shown 















      (2.11) 
The impendence plot is made of a semicircle and straight line, with diameter of semicircle is 
R, and the centers of the arcs of semicircle corresponds to ω= 1/RC1. Figure 2-5 (b) shows a 
circuit consisting of a series connection of resistance R1 with a parallel connection of R2-C, 









      (2.12) 
The corresponding complex plot looks like the plot of a series combination of R and C in 
Figure 2-4 (d), the only difference is the intercepts of semicircle with Z’-axis ω=0 and ω→∞ 
corresponds to the R1+R2 and R1 due to the presence of R1. The frequency corresponding to 
the maximum of Z’’ is still equal to ω = 1/R2C. 
 
 
Figure 2-5. The impedance plot of (a) parallel connection of capacitor C1 with a series R-C2 (b) a series 
connection of resistance R1 with a parallel R2-C 
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Figure 2-6 presents simplified brick-wall model and the typical equivalent electric 
circuit and impedance spectroscopy spectrum for a polycrystalline solid electrolyte. In the 
brick-wall model, the polycrystalline solid is assumed to consist of identical cubic grains 
being separated by grain boundaries which are oriented parallel or perpendicular to the 
electrode interfaces.9 The impedance mainly originates the bulk of grain, the grain boundary 
and interface between electrolyte and electrode. These impedance contributions can be 
viewed as effective resistors and capacitors, so the circuit is modeled as the combination of 
three resistances connected in series, and each resistance is parallel connected with a capacitor. 
The corresponding impedance spectroscopy spectrum consists of a series of semicircles to 
represent the separate contributions. Therefore, the resistances of the bulk of electrolyte, the 
grain boundary, and electrolyte/electrode interface can be determined by the intercept on 'Z




Figure 2-6. Brick-wall model and the corresponding typical equivalent electric  circuit and impedance 
plot for a polycrystalline solid electrolyte 
 
2.4 Differentiation of Ionic and Electronic Conductivity 
In experiment, both ions and electrons contribute to the conductivity 
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total ion electron= +σ σ σ       (2.13) 
The total conductivity can be measured by using reversible electrodes, the material of which 
is same as the mobile species in the electrolyte, for example, an assembly of M/MX/M (M+ is 
mobile species, M is the electrode). To separate the electronic and ionic contributions, the 
measurement can further use the irreversible electrode, in which the mobile ions of electrolyte 
cannot be soluble, therefore the motion of ions is blocked, and only the electronic 
conductivity are evaluated. 10 
 Take the measurement of Li3N as example. By using the reversible electrodes of Li metal, 
the DC method gives the total conductivity of ionic and electronic conductivities. By using 
the irreversible electrodes such as Fe, the DC method only give the electronic conductivity. In 
this way, we can differentiate the electronic and ionic conductivity. 11 
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In this chapter, section 3.1 is introduction. Section 3.2 reviews the principles of DFT to solve 
the many-body problem. Section 3.3 introduces the Vienna ab initio simulation package 
(VASP) code to implement DFT. Section 3.4 presents the phonon calculations to evaluate the 
finite temperature effect. Section 3.5 shows the computational techniques for the study of 
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3.1 Introduction  
Computational techniques have become fundamental tools for materials research, which can 
not only provide theoretical interpretations for experimental measurements in many cases, but 
also can reach certain desired conditions, such as extreme pressure and/or temperature, 
compensating the limitation of contemporary experimental techniques.
1
 With increasing 
demand for state-of-the-art theoretical predictions, one can make use of the efficiency and 
accuracy of computational techniques to discover novel materials, because the costs are 
relatively lower compared to experimental ways and the computational results has been 
proven to agree quite satisfactorily with experiments.
2
 
First-principle calculations, unlike empirical calculations, can potentially offer an 
independent source of data in condensed matter.
3
 DFT has made it possible to perform 
simulations of materials at the quantum mechanical level, which is much more accurate than 
previous approximate theories.
4
 The work performed in this thesis is mainly based on the 
first-principles calculations, which were carried out within the framework of DFT
5
 using the 
PAW method
6
 and the GGA
7
 for the exchange-correlation energy functional, via the VASP 
code.
8
 The GGA calculation was performed with Perdew-Wang 91 (PW91) 
exchange-correlation potential. 
 
3.2 Overview of DFT 
3.2.1 The many-body problem  
Nearly all macroscopic physical properties of a solid are related to the total energy of a 
system of electrons and nuclei, which can be calculated based on the quantum-mechanical 
techniques. The quantum-mechanical description of the interactions between electrons and 
between electrons and nuclei in the atom and molecules at atomic level relies on a set of 
approximations.
9
 The basic approximation is Born Oppenheimer approximation that the 
nuclei are treated to be frozen within the atom, generating a static external potential in which 
the electrons are moving, which remarkably simplifying the many-body problems. A 
stationary electronic state of an N-body system is then described by a wave function of 
1 N( ,..., )r r , which satisfies the Schrödinger equation 
2
2ˆ ˆ ˆ ˆ[ ] [ ( ) ( ) ( , )]
2
N N N
i i i j
i i i j
H T V U V r U r r E
m 
                (3.1) 
where Hˆ is the Hamiltonian, consisting of the kinetic energy Tˆ , the potential energy from 
the external field Vˆ , and the electron-electron interaction energy Uˆ . 
Many sophisticated methods have been developed to solve the above Schrödinger 
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equation, such as Hartree-Fock methods and post-Hartree-Fock methods. However, these 
methods need the huge computational efforts, and make it impossible to apply on complex 
systems. While DFT provides an attractive way to solve the equation as it reduces the 
many-body problem with electron-electron interactions to a single-body problem without the 
interactions by using the functional of electron density.
10
  
3.2.2 Hohenberg-Kohn theorems 
DFT puts a firm theoretical footing on two Hohenberg-Kohn (H-K) theorems.
5
 The first H-K 
theorem demonstrates that the ground state total energy of a N-body system are uniquely 
determined by the electron density of a single-body, reducing 3N spatial coordinates to 3 
spatial coordinates. 
0 0[ ]E E n        (3.2) 
The second H-K theorem is the functional E has its minimum relative to variations of the 
particle density at the equilibrium density. 
0[ ( )] min[ ( )]E E n r E r        (3.3) 
3.2.3 Kohn-Sham equation 
Based on two H-K theorems, Kohn and Sham then developed single-body equation to 
equivalently replace the N-body equation. The Kohn-Sham energy functional is written as  
2 2
2 3 3 3 3
ion XC ion I
( ) ( ')
2 ( ) d r ( ) ( )d r d rd r ' [ ( )]+ [{ }]
2 2 | ' |
i i
i
e n r n r
E V r n r E n r E
m r r
      

   R  (3.4) 
where ion ( )V r  is the static total electron-ion potential, ( )n r  is the electronic density,  
XC[ ( )]E n r  is the exchange-correlation functional, and ion I[{ }]E R  is the Coulomb energy 
associated with interactions between nuclei (ions) at positions of I{ }R . Within the 
framework of Kohn-Sham DFT, the N-body problem of interacting electrons in a static 
external potential is simplified to a problem of non-interacting single electrons moving in an 




s[ ( )] ( ) ( )
2
i i iV r r r
m
            (3.5) 
where the effective potential s ( )V r  includes three parts 
ion H XC( )= ( )+ ( )+ ( )sV r V r V r V r         (3.6) 
where 









       (3.7) 
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       (3.8) 
A successful minimization of the Kohn-Sham energy functional will yield the 
ground-state density of original N-body system 




n r r         (3.9) 
where ( )i r  is the wave function that minimizes the Kohn-Sham energy functional, and 
thus all other ground-state observables can be obtained as the functions of density. 
3[ ] [ ] [ ] ( ) ( )E n T n U n V r n r d r          (3.10) 
Thus we can see the procedure of solving Kohn-Sham equation is self-consistent. Usually one 
starts with an initial guess for ( )n r , then calculates the corresponding external effective 
potential ( )sV r  and solves the Kohn-Sham equations for ( )i r . From these, one calculates 
a new density ( )*n r  and starts again. This procedure is then repeated until convergence is 
reached. 
( ) ( ) ( ) ( )* ( )* ( )* convergences i s in r V r r n r V r r         (3.11) 
3.2.4 Approximations for exchange-correlation functional 
The exchange energy originates from the energy reduction of the system due to the 
anti-symmetry of the wave function. The correlation energy comes from the energy difference 
caused by the Hartree-Fock approximation. However, the exchange-correlation term is not 
known exactly except for the free electron gas. Therefore, suitable approximations are needed 
to describe the exchange-correlation energy as a function of the electron density. Four levels 
of approximation have been developed so far to describe exchange-correlation function: i) the 
local-density approximation (LDA); ii) the GGA; iii) the meta-GGA; iv) hybrid functionals. 
The simplest and most widely used approximation is the LDA, where the functional 
depends only on the density at the coordinate where the functional is evaluated. 
3
XC XC[ , ] ( , ) ( )E n n n n n r d r          (3.12) 
However LDA is well known to overestimate the bond strength in solid. 
The GGA
7
 introduce the local gradient of the density at the same coordinate beyond the 
LDA. 
3
XC XC[ , ] ( , , , ) ( )E n n n n n n n r d r            (3.13) 
More accurate than the GGA are the meta-GGA, which further extends the dependence 
of exchange-correlation functional to on the Laplacian of density or on the local kinetic 




Hybrid functionals are mixing DFT and exact Hartree-Fock exchange in certain 
proportion, which compensates the deficiency of DFT by H-F in some sense, leading to more 
accurate band gaps and total energies and geometries. 
Previous studies showed that the GGA-based calculational results are more comparable 
with the experiment than those of the LDA-based for the materials of hydrogen storage, 
therefore, the GGA was adopted in the whole thesis, and the functional proposed by PW91 
was chose to implement GGA in VASP. 
 
3.3 Implementation of the Functional by VASP Code 
Many versatile software packages were developed for the implementation of the energy 
functional, among which VASP
11
 is most popular one in the solid state physics, chemistry and 
material science. 
3.3.1 What is VASP? 
VASP is a plane-wave code using a PAW to describe the electron-ion interaction for ab-initio 
density-functional calculations. The iterative diagonalization techniques are employed in 
VASP to obtain the stable and accurate solution of the Kohn-Sham equations, which allows to 
perform the structural optimizations and total energy calculations for the systems with 
thousands of atoms. A wide variety of materials and their properties, such as crystal, 
quasicrystals, liquids, glasses, nanostructures, semiconductors and insulators, surfaces, 
interfaces and thin films, structure and phase stability, mechanical and dynamical properties, 
magnetic properties, chemical reactions, etc, can be calculated by implementing different 
levels of exchange-correlation functional and post-DFT approaches in VASP. 
3.3.2 Plane-wave basis sets 
In the electronic structure methods, the expansion of the valence orbital, charge densities and 
potentials can either use plane-wave set or local-basis set methods. By using plane-wave basis 
set, the electronic wavefunctions can be expanded as, 
12
 
, ,( ) exp[ ( ) ]n nc i   k k G
G
r k G r      (3.14) 
And the Kohn-Sham equations can be reduced to the secular equation: 
2
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k G G G G G G G  (3.15) 
The number of plane-wave basis set used to expansion can be controlled by setting a finite 
cutoff energy Ecut, only the plane-wave basis set with the kinetic energies than Ecut = 





 will be included.  
There are several advantages using plane-wave methods: i) It is a natural choice for 
system with periodic boundary conditions; ii) It is easy to perform the transformation between 
real space and reciprocal space via Fast Fourier Transform; iii) the calculations of the 
Hellmann-Feynman forces acting on the atoms and the stresses on the unit cell the are 
straightforward; iv) only the plane-wave basis sets with the kinetic energies than Ecut = 
ħ2/2m│k+Gcut│
2
 are included for the expansion, and the convergence of basis set is easy to be 
controlled as the eigenvalues and total energies as a function of the cut-off energy can be 
monitored. 
However, by setting a finite cut-off energy will induce an error to the calculation of total 
energy. This error could be reduced by increasing cut-off energy until the total energy has 
converged. Moreover, the convergence of plane-wave expansion is very slow. This problem 
can be alleviated by replacing the full ionic potential by a weaker pseudopotential, which 
remarkably reduces the number of plane-wave basis states needed for expansion, leading to a 
rapid convergence. 
3.3.3 Potentials and pseudopotentials 
Physical properties of solid are dependent on the valence electrons to a much greater extent 
than on the core electrons; therefore it is reasonable to eliminate the nodal character of core 
electrons by describing the ion-electron interaction with a weak pseudopotential instead of 
with the true strong electron-ion potential (see Figure 3-1). 
 
Figure 3-1. Schematic pseudo potential and all-electron potential, and their corresponding wave 
function. The vertical dashed line indicates the matched point of pseudo potential and all-electron 
potential. 
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The removal of the core wave functions the cores of atom reduces the computational 
efforts to calculate the electronic wave functions as fewer plane-wave basis states needed to 
expand the electronic wave functions. Moreover, the accuracy requirement for the calculation 
of total energy is decreased in the pseudopotential calculation, because the energy differences 
between ionic configurations mostly rely on the energy of valence electrons, which is 
typically a thousand times smaller than the energy of an all-electron system. Due to the 
overlapping of valence and core electron densities in the system, the nonlinearity of the 
exchange interaction between valence and core electrons is avoidable in the pseudopotential 
calculations. This nonlinear effect can be corrected by using the projector-augmented wave 
method. 
3.3.4 PAW 
As an extension of the pseudopotential approach, the PAW approach reconstructs the true 
all-electron valence wave functions from the pseudo wave functions by mapping the complete 
nodal features of all valence orbital onto auxiliary wave functions via a linear transformation; 
therefore it can evaluate all physical properties of the system, and make up the lost 
information near the core region in the pseudopotential  calculation.
6
 The reconstruction of 
exact all-electron wave function is 
AE PS PS AE PS PS+ ( + )n n i i i n
i
p            (3.16) 
where 
PS
n  is the pseudo-wave function, 
PS
i  and 
AE
i are partial waves of pseudo and 
all-electron, respectively.
PS
ip  is the projector function, which probes the local character of 
the auxiliary wave function in the atomic region. Therefore, the exact wave function can be 
decomposed as there parts: the pseudo term, pseudo on-site term (augmentation), and exact 
on-site term (compensation).  
AE PS PS PS PS AE PS PS+n n i i n i i n
i i
p p             (3.17) 
The charge density, corresponding to the eigenstate, of all-electron system is therefore 
composed of three components, 
PS PS,1 AE,1( ) ( ) ( ) ( )n r n r n r n r         (3.18) 
where 
PS ( )n r  is the a pseudo charge density expanded on plane-wave basis sets, and  
PS,1( )n r  and 
AE,1( )n r  are pseudo and all-electron on-site charge densities that are expanded 
on atom-centered radial grids. Similar decomposition principle holds for the total energy and 
all other expectation values of all-electron system,  
PS PS 1 AE 1E E E E  ， ，        (3.19) 
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3.3.5 Minimization of the Kohn-Sham energy functional  
The methods for a minimization of Kohn-Sham total energy can be classified into two 
categories: (i) The direct minimization method using the Car-Parrinello approach or the 
conjugate-gradient techniques. (ii) The iterative method by sequentially improving the 
charge-density and Hamiltonian from iteration and iteration, until reaching the self-consistent 
set of eigenstates.  
Although the direct minimization method has very long history and presents more 
elegant for the application on molecular and solid-state calculations, the iterative methods has 
been competitively developed in recent years for the studies of semiconductors and insulators, 
and even shown better performance than the direct method for metallic systems. 
The general strategy of iterative method is: (i) Inputting a set of trial wave function and 
charge density to present all occupied and some empty eigenstates. (ii) Updating each wave 
function by adding a fraction of the residual vector in each self-consistent loop. (iii) 
Performing subspace diagonalization on improved Hamiltonian and calculating new charge 
density n. (iv) Optimizing the wave function iteratively to get closer to the exact wave 
function of Hamiltonian. Typical flow chart of iterative procedure in VASP is illustrated in 




Chart 3-1. Flow chart of the iterative procedure for calculating the Kohn-Sham total energy functional 
Trial-charge ρin and trial-wave vectors φn 
 
Set up Hamiltonian 
Subspace-diagonalization φn’←Un’nφn 
Iterative diagonalization, optimize φn 
Hartree- and XC- potential and d.c. 
New partial occupancies fn 
New free energy . .n n
n




out ( ) ( )n n
n
r f r    partial 
occupancies fn 
Mixing of charge density 
in, out in( ) new r      
ΔE < Ebreak 
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3.3.6 Relaxation of the ionic system 
In this section, the relaxation of the ionic configuration is considered. Car-Parrinello 
Lagranian is usually used to describe the positions of the ions and coordinates of the size and 
shape of the unit cell. 
2
21/ 2 1/ 2 [{ },{ },{ }]II i I
i i
L | M E

             R R   (3.20) 
where MI is the mass of ion I and β is a fictitious mass that define the unit cell. Based on 
above Lagranian, the dynamics of the ions and of the unit cell can be described by equations 
of motion for the ions and the coordinates of the unit cell, respectively,  
/II IM E  R R        (3.21) 
/I E             (3.22) 
The integration of these equations of motion provide a way to study the dynamical process of 
the relaxation of the ionic system, which can be carried out by moving the ions along the 
directions of the Hellmann-Feynman forces until the residual forces on all the atoms are 
smaller than a given value and the ionic configuration reach a local energy minimum. 
However, during the relaxation of ions, the changes in the electronic wave functions induce 
the fluctuation of the force on the ion and hinder the residual force to reach zero. Therefore 
the electronic configuration also should be relaxed to close to the ground state. 
The molecular-dynamics method and the conjugate-gradients method can be used to 
relax the ionic system to approach the local energy minimization. The former method is to 
separate the electronic and ionic system and relax them independently by using different time 
steps. In the conjugate-gradients method, more complex scheme is used to relaxing the ionic 
configuration, which remarkably reduces the number of iterations to converge the electronic 
configuration to its ground state. The determination of the lowest-energy configuration of 
ionic system can be performed by the successive calculation based on simulated annealing 
techniques or Monte Carlo methods.  
 
3.4 Phonon Calculations 
Zero-temperature DFT mainly describes the ground state of system with the atoms in their 
equilibrium position by ignoring the motions of ions (Born Oppenheimer approximation); 
however, at finite temperature, the contribution of kinetic vibrational motions of ions to the 
total Hamiltonian is not negligible.
13
 
In chapter 8 and 9, the temperature effects are considered by calculating Phonon DOS, 
using the direct method,
14,15
 which was implemented in the Phonopy program
16,17
 (developed 
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by Togo) combined with VASP code.  
3.4.1 Introduction of phonons 
In the crystalline solid, the vibrational motion of atoms at certain frequency can be described 
by phonon, which represents an excited state in the quantum mechanical quantization of the 
modes of vibrations of elastic structure of interacting particles. The phonon frequency is the 
fundamental parameter to evaluate the finite temperature effect. 
A part of temperature effect can be included into total energy of electronic structure 
through Helmholtz free energy at constant volume. Within the quasi-harmonic approximation, 
the Helmholtz free energy can take the form 
0 harm( ) ( ) ( )F V, T =E V +F V, T       (3.23)  
where E0(V) is the static energy of system with the atoms in their equilibrium positions. 
Fharm(V, T) is harmonic vibrational free energy, which is defined as  
harm B 1 N harm 1 N3N
1
ln ... exp[ ( ... ; )]F k T d d U T
 
   
 
 R R R R    (3.24) 
where Λ=h/(2πMkBT)
1/2
 is the thermal wavelength, with M the nuclear mass, and β=1/kBT. 
The harmonic energy U harm is 
harm 1/ 2 u uis is jt jt
is , jt
U    
 
        (3.25) 
where uisa is the displacement of atom s along the Cartesian direction α in primitive cell i. The 
force exerted on the atom can therefore be obtained by differentiating equation(3.25), 
,/is is is jt jtF U u u               (3.26) 
where Фisa,jtβ is the force-constant matrix describing the relation between the forces and 
displacement. 
The vibrational frequencies ωqs are the eigenvalues of the dynamical matrix,  
,
1




         q q R R    (3.27) 
where Ri is a vector of the lattice connecting different primitive, τs is the equilibrium position 
of atom s in primitive cell. Therefore, if a complete force-constant matrix is known, the 
phonon frequencies (ω) as a function of q vector are then calculated by a straightforward 
diagonalization of the dynamical matrix, and hence the Helmholtz free energy and other 
thermodynamic properties can be obtained.
16
 
3.4.2 The direct method 
The phonon frequency can be calculated by direct methods
15
 or the linear-response 
approached based on density functional perturbation theory
17
 within the framework of DFT.  
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The principle of the direct method is that when the displacements are small enough, the 
forces acting on the atoms are proportional to the inner-atomic force-constants times the 
displacement.  
If an atom on the position of Rj+τt in the lattice is slightly displayed from the equilibrium 
positions by a displacement of ujtβ along the direction β, within the harmonic approximation, 
the α cartesian component of the force exerted on the atom at position Ri+τs is: 
is is jt jt
jt
F u   

          (3.28) 
if displacing all the atoms in the lattice along three Cartesian direction by ujtβ, the forces 
induced on the atom on the position of Ri+τs should be Fisα,jtβ, and the force-constant matrix 










          (3.29) 
Due to the translational symmetry, the entire force-constant matrix for all the atoms of the 
crystal can be obtained by just displacing the atoms along three Cartesian directions in one 
primitive cell, and the number of atoms to be displaced in the primitive cell and the number of 
the displacements can be reduced by using symmetries of crystal.  
3.4.3 Thermodynamics  
The thermodynamic properties, like Helmholtz free energy, entropy, specific heat and internal 
energy, of a harmonic crystal system can be completely determined by phonon frequency 
within the quasi-harmonic approximation. Particularly, phonon free energy is expressed as 
vib
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where r is the number of degree of freedom in the primitive unit cell. Phonon enthalpy is can 
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3.5 Computational Techniques for the Study of Diffusion and Conduction 
3.5.1 Defect formation energy  
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The concentration c of a defect in crystal solid under thermodynamic equilibrium can be 
calculated by the expression 
f
sites config B exp( / )c N N E k T         (3.33) 
where Nsites is the density of sites in the lattice where the defect can be incorporated and it is a 
constant for a given crystal. Nconﬁg is the number of nonequivalent configurations in which the 
defect can be incorporated on the same site, which is depended on whether the symmetry of 
crystal breaking occurs during the formation of defects. E
f
 is the formation energy of defect, 
kB the Boltzmann’s constant, and T the temperature. 
For a single, isolated native point defect with charge state q in an infinite solid, the 
formation energy E
f
 can be calculated as
18
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E E E n q E V             (3.34) 
where, Eelec[D
q
] and Eelec[bulk] are the electronic total energies of a lattice with defect in a 
charge state of q and the lattice without defect, respectively, obtained from the first-principles 
calculations. The point defects could be have various charge states, and the most stable charge 
states is the one with the lowest formation energy for a given Fermi level. ni is the number of 
atoms of type i that are removed from (ni <0) or added into (ni >0) the lattice to introduce 
vacancies or interstitials. μi is the chemical potential of atom. εF is the electronic chemical 
potential, which is measured from the valence band maximum (VBM), EV, of defect-free 
lattice. The correction term ΔV is used to correct the shift in the band position due to the 
presence of the charged defect, which is obtained by aligning the electrostatic potential of one 




To study the single, isolated defect in an infinite solid, it is important to choose proper 
approximation methods, good-quality pseudopotential and suitable supercell geometry during 
the first-principles calculations, so that the lattice constants of lattice with defect after the 
relaxation will keep well comparable with that of the perfect bulk system. The DFT in the 
GGA approximation has tested to be well-converged and highly accurate for the studies of 
materials present in this thesis. 
In equation (3.33), the contributions from vibrational entropy are neglected, and 
calculation of defect formation energy in equation (3.34) is at zero-temperature. Strictly 
speaking, the finite temperature calculation is necessary for the defect formation to satisfy the 
experimental condition as the formation process normally occurs at moderate temperature. 
Experimental and theoretical results show that in most cases the entropy of defect is small 
enough (0~10 kB) not to affect the formation energy, which could be neglected. While, under 
certain conditions, for example, entropy effect was found to play an important role to lower 
down the free energy of Mg–H complex; however, the inclusion of entropy does not influence 
PART I  Background Topics 
47 
 
the qualitative conclusion. 
Although the chemical potential of one element is a variable depended on the 
experimental growth conditions of each element in different materials, one can limit the value 
of chemical potential within the range between two extreme bounds: the upper bound 
corresponds to element-rich condition; the lower bound corresponds to element-poor 
condition.
19
 Take Li2NH as an example, the possible range of Li chemical potential μLi is 
given by the stability limit of Li2NH with respect to the pure lithium metal and molecular 
hydrogen and nitrogen, and constrained by the equilibrium condition of Li2NH 
2Li N H [Li NH] elec 2
2 [Li NH]E            (3.35) 
where μN and μH are chemical potentials of N atom and H atom, respectively, Eelec[Li2NH] is 
the total energy of bulk Li2NH. The upper bound of Li chemical potential under extreme 
Li-rich growth condition is given by 
upper
Li elec[Li(bcc)]E         (3.36) 
that is, the Li chemical potential can not be higher than
 
the chemical potentials of Li in pure 
lithium metal; the lower bound of Li chemical potential corresponds to the upper bound of 
other components in Li2NH, i.e., the chemical potential of N and H atoms in their gas phases. 
Therefore the lower limit on μLi is  
2 2
lower
Li elec 2 N[N ] H[H ]=1/2( [Li NH] )E         (3.37) 
Under certain experimental conditions, such as high temperature annealing under an 
overpressure of a certain element, an equilibrium condition could be reached between defects 
inside the solid and the element in the gas phase outside the solid. In this case, the chemical 
potentials of such element can be related to partial pressure of the gas, taking H2 as example,
18
 
2H[H ] elec 2 rotB BQ vib
[H ] [ln( ln ln ]1/ 2 +1/ 2 / )E k T p Z ZV k T      (3.38) 
where kB is the Boltzmann constant, T the temperature, and p the pressure. 
2 3/2
Q ( / 2 )V h mkT  is the quantum volume, and Zrot and Zvib are the rotational and 
vibrational partition functions. Here, H chemical potential can be approximately taken as half 
of the total energy of a H2 molecule at 0 K, i.e., Eelec[H2]. 
3.5.2 Migration energy–NEB method 
Migration energy of ions to diffuse in the solid from one position (initial state) to another 
position (final state) can be determined from the potential energy surface along the diffusion 
path. Such path connecting the initial and final states that typically has the greatest statistical 
weight is the minimum energy path (MEP). The maxima on the MEP are saddle points on the 
potential energy surface. The migration energy (migration barrier) for diffusion along MEP is 
thus the energy difference between saddle point and initial states. 
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Several methods have been developed to find MEP and identify the saddle points for the 
diffusion process of atoms in the solid, such as the Drag method, the NEB method, the 
conjugate peak refinement (CPR) method, the Ridge method, the DHS method, and the Dimer 
method.
20,21
 Among which, the NEB method is a powerful and efficient tool when the initial 
and final state is given, and it has been widely used for estimate the migration energy for the 
atom diffusion in the solid.
18,22,23
  
In the regular elastic band method, a series of intermediate images are constructed 
between two ending and fixed states, and adjacent images are correlated by spring 
interactions to ensure the continuity of the path. The force on each image is minimized 
through the optimization process, which brings the elastic band to MEP. However, the regular 
elastic band method has “corner-cutting” problem due to the interaction between spring force 
and elastic band, and “sliding down” problem due to the true force reducing the energy of 
each image from high to minima, which may cause the failed convergence to MEP.
24
 These 
two problems can be solved by the NEB method, in which only the perpendicular component 
of the true force and the parallel component of the spring force are projected along the path 
for each image, and such force projection is termed as “nudging”, which eliminates the 
competition between the true forces and spring forces, and ensures the convergence of the 
band to MEP is not interfered. Briefly, the implementation of the NEB method is the process 
of minimization of total force on each image. The detailed theory of NEB method is described 
below. 
The coordinates of initial and final states are denoted as R0 and RN, and the N-1 
intermediate images, denoted as {R1, R2, … , RN-1}, are created along straight line 
interpolation between R0 and RN, and then the images are relaxed by an optimization 
algorithm to access to the MEP. The total force Fi on each image is the sum of perpendicular 
component of the true force and parallel component of the spring force, 
S
i i iF E F          (3.39) 
where Ei is the energy of the system at image i, and the true force is given by the gradient of 
energy with respect to the atomic coordinates for each image, and its perpendicular 
component is  
ˆ
i i i iE E E            (3.40) 
where ˆ i  is the normalized local tangent to the path at each image. The parallel component 
of the spring force is given by 
1 1
ˆ( R R R R )Si i i i i iF k            (3.41) 
where k is the spring constant, and the same k for all the springs keeps the equal spacing of 
the images. 




i  at an image i can be simply estimated from two adjacent images Ri+1 and 














        (3.42) 
or from a better way by bisecting two unit vectors and then normalizing 
1 1
1 1
R R R R
R R R R
i i i i
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       (3.43) 
this estimation way ensures the images having equal spacing in regions of large curvature. 
More accurate tangent can be obtained by introducing a switching function 
1 1  [if  >  > ]i i i i iE E E

     and 1 1  [if  <  < ]i i i i iE E E

       (3.44) 
where 1=R Ri i i

  , and 1=R Ri i i

  . In this way, the tangent is determined by the image 
with a higher energy. If the energy of image i is at a minimum 
1 1 >  < i i iE E E   or at a 
maximum
1 1 <  > i i iE E E  , the tangent becomes 
max min
1 1+   (if  > )i i i i i i iE E E E
 
        and 
min max
1 1+   (if  < )i i i i i i iE E E E
 
        (3.45) 
where max 1 1= max [ , ]i i i i iE E E E E     and 
min
1 1= min [ , ]i i i i iE E E E E    . 
From the above formulism, to obtain the total force acting on each image, one need to 
first calculate the coordinate and the energy of each image, and these calculations are 
implemented by employing the first-principles calculation based on DFT in this thesis. The 
minimization process can be done by the technique of projected velocity Verlet algorithm. In 
order to identify the saddle point and to sketch the MEP, the interpolation between images 
along the MEP can be done by fitting a cubit polynomial of 
3 2
i i i ia x b x c x d    function 
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i ic F  , i id E   (3.46) 
to ensure the continuity of energy and force along the path. 
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Similar Li+ Superionic Conductivity but Distinct Diffusion 
Mechanism in α-Li3N and β-Li3N 
 
In this chapter, β-Li3N of hexagonal D46h (P63/mmc) structure was synthesized by high-energetic 
ball milling commercial Li3N (composed of both α and β-phases). Ionic conductivities of α-Li3N 
and β-Li3N were tested by DC and AC impedance methods. β-Li3N exh ibited the same order of 
magnitude of Li+ ion conductivity (2.085×10-4 S·cm-1) as that of α-Li3N (5.767×10-4 S·cm-1) at 
room temperature. First-principles calculations were employed to simulate the diffusion 
mechanism of Li+ ion in α-Li3N and β-Li3N. The results indicate that the diffusion of Li+ ion in 
β-Li3N likely occurs between pure Liβ planes, which is different from that in α-Li3N, where the 
diffusion of Li+ ion occurs within Li2N plane. The Li+ ion migration energy barriers (Em) for 














Commercially available Li3N normally contains both α and β phases of Li3N. The α-Li3N is 
stable at room temperature and ambient pressure and belongs to the space group P6/mmm 
with lattice parameters of a=b=3.648 Å, c=3.875 Å.1 α-Li3N-based lithium ion conducting 
compounds, with high ionic conductivity over 10–4 S·cm–1 at room temperature, have been a 
subject of intensive study recently.2-9 Structural analysis shows that the crystal of α phase 
Li3N has a layered structure composed of the hexagonal Li2N layers and the pure Li+ ion 
layers. This two-dimensional passageway enables Li+ ions to migrate in the direction 
perpendicular to the c axis with an exceptionally high conductivity of 1.2×10–4 S·cm–1 at 25 ºC. 
10. At a pressure of 4.2 kPa at 300 K, the loosely packed α-Li3N transforms to β-Li3N 
(Na3As-typle) of a hexagonal D46h  structure, belonging to the space group P63/mmc with 
a=b=3.552 Å, c=6.311 Å.11-14 α-Li3N has been intensively studied experimentally10,15-21 and 
theoretically.22-25 However, there exists no report in the literature on the Li+ ion conductivity 
in β-Li3N. 
In this chapter, we tested the ionic conductivity of β-Li3N by both AC impedance and DC 
methods, and compared the conduction properties of β-Li3N with that of the α-Li3N. The 
effect of crystal structures on conduction behaviors for these two phases of Li3N was 
discussed. Further, the first-principles calculations combined with NEB method were 
performed to investigate Li+ ion diffusion mechanism in α-Li3N and β-Li3N.  
 
4.2 Experimental Details 
Commercial Li3N of brown color was purchased from the Aldrich with purity higher than 
95 %. α-Li3N was prepared by high temperature sintering Li3N in helium gas atmosphere for 
2 hours at 700 ºC. β-Li3N was prepared by mechanically ball-milling commercial Li3N in a 
SPEX 8000 Mixer/Mill for 2 hours.  
JEOL field emission scanning electron microscope (FESEM) (JSM-6700F) was used to 
characterize the surface morphology of commercial Li3N, α-Li3N and β-Li3N. For the 
structure identification, a Bruker D8-advance XRD with Cu Kα radiation was employed.  
To measure conductivities, finely ground sample was pressed into pellets in a steel die. 
Sample pellets were sandwiched in two electrodes (lithium plates as non-blocking electrodes 
and stainless steel as blocking electrodes), and then were loaded in Carver press to form tight 
contact. The ionic conductivities were tested by DC method and AC impedance method, 
respectively, in a temperature range of 25 to 120 ºC. DC conductivity was determined from 
the voltage-current curve measured by Solartron 1280B electrochemical station. AC 
impedance measurements were carried out from 1 Hz to 650 kHz using Solartron 1260 
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impedance analyzer. All sample handlings and testing was performed inside a glove box filled 
with purified argon in order to avoid the air contamination. 
 
4.3 Computational Details 
We first calculated the equilibrium lattice parameters of the Li3N using the plane-wave cutoff 
energies of 520 eV and a 3×3×3 k-points mesh in the Monkhorst-Pack scheme26 with the 
2×2×2 supercell for α-Li3N and 2×2×1 supercell for β-Li3N including 32 atoms. In all 
calculations, self-consistency was achieved with a tolerance in the total energy of 0.01meV, 
atoms were relaxed until the forces were less than 0.01 eV/Å. The optimized lattice 
parameters for α-Li3N (P6/mmm with a=b=3.649 Å, c=3.877 Å) and β-Li3N (P63/mmc with 
a=b=3.552 Å, c=6.361 Å) are in good agreement with the experimentally determined 
values.12 
A supercell with one Li vacancy [Li23N8] was created by removing an individual Li atom 
from the Li(2)-N plane or pure Li(1) plane in [Li24N8] supercell and then re-optimizing their 
atomic coordinates. For the calculation of lithium removal energy, we used neutral vacancy, 
while for the investigation of Li+ ions migration the charge compensation for the supercell 
with defect was considered. 
For the calculations of defect formation and migration energy, 3×3×3 supercell of α-Li3N 
(108 atoms), 3×2×2 supercell of β-Li3N (96 atoms) were employed. 
To determine the diffusion pathways and migration barriers of Li+ ions in Li3N, we used 
the NEB,27 which is implemented in VASP. Eight intermediate images were generated in the 
computation and each image was relaxed until the maximum residual force was less than 0.1 
meV /Å.  
 
4.4 Results and Discussion 
4.4.1 Structure and morphology 
As can be seen from XRD patterns shown in Figure 4-1, both α and β phases coexist in the 
commercial Li3N. Upon a high energetic ball-milling treatment, the peak intensities of α-Li3N 
phase decrease while those of β-Li3N increase with the progressing of ball milling. After two 
hours ball milling, only β phase can be observed and the background intensity of the sample is 
of little change indicating little amorphous product in the sample. The α→β phase 
transformation is likely due to the high pressure produced by strong strike between the ball 
and the jar wall when the SPEX Mill shakes at high speed. P. P. Prosini et al reported that Fe 
additives could induce the phase transition in energetic ball milling.28 The material of the jar 
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and balls which are made of stainless steel in our experiment might provide some Fe for the 
phase transformation. The as-prepared β-Li3N can convert to α-Li3N (seen in Figure 4-1(d)) 
upon sintering at 700 ºC. 
 
 
Figure 4-1. XRD patterns of (a) Sintered Li3N (α-Li3N); (b) Commercial Li3N; (c) Li3N sample upon 
Ball-milling for 1h; (d) Li3N sample upon ball-milling for 2h (β-Li3N). Some Li2O is presented in the 
sintered Li3N which may be due to the contamination (by oxygen) of material during the heating 
treatment. Peaks indicated by circle refer to Pt sample holder. 
 
High energetic ball-milling not only induces phase transformation, but also results in the 
change of sample morphology. As shown in Figure 4-2(a) and (b), α-Li3N is relatively 
homogeneous in particles shape and size compared with the commercial Li3N. The α-Li3N 
shown in Figure 4-2(c) was rougher and with small crystals extending out of the surface.  
 
 
Figure 4-2. Scanning electron microscope (SEM) images of (a) commercial Li3N (×4000); (b) β-Li3N 
(×4000); (c) pellet-sintered Li3N with pre-milling (×40000) 
 
4.4.2 Conductivity measurement 
For AC impedance measurements using stainless steel electrodes, the complex impedance 
plot of β-Li3N gives an incomplete semicircle due to the electrolyte resistance in parallel with 
the geometrical capacitance, and a low-frequency straight line due to the large 
electrochemical reaction resistant or lithium ion diffusion. Surface roughness is the probable 
cause of the deviation from a vertical line13,15 (see Figure 4-3(a)). When Li foil electrodes are 
a b c 
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used, the complex impedance plot only gives an incomplete semicircle (see Figure 4-3(b)), 
indicating that Li electrodes were electrochemically reversible and electrochemical reaction 
resistance or lithium ion diffusion at the electrode/electrolyte interface can be negligible under 
this circumstance. The bulk conductivity of β-Li3N calculated from the electrolyte resistance 
obtained from the high frequency intercept of the impedance with the real axis is 1.810×10–4 
S·cm–1 at 25 ºC. 
 
  
Figure 4-3. AC complex impedance plots of β-Li3N testing with (a) stainless steel electrodes and (b) Li 
foil electrodes 
 
The conductivity measured by AC impedance method is the total conductivity consisting 
of ionic conductivity and electronic conductivity. To differentiate the ionic and electronic 
conductivities, the DC method was used.18 By using the reversible lithium foil electrodes, the 
DC method gives the total conductivity of β-Li3N 2.085 ×10–4 S·cm–1 at 25 ºC agreeing well 
with the data determined by the AC impedance method. When using the stainless steel 
electrodes, where the ionic migration is blocked, the D.C. conductivity can only give an 
electronic conductivity of less than 1×10–9 S·cm–1 at 25 ºC. Clearly, β-Li3N is also a 
predominantly ionic conductor at room temperature. 
In measuring the conductivity of polymorphic sample, the resistance derived from 
electrolyte grain boundary, inter-granular irregularities and mix-orientation of particles are 
inevitable, thus, the experimental value is strongly dependent on the quality of samples.23 It is 
noted that different values of ionic conductivity of α-Li3N were reported by different groups 
under different experimental conditions.10,16, 18-20 Here, our sintered pellet sample, i.e., α-Li3N, 
has a DC conductivity of 5.767×10–4 S·cm–1 at 25 ºC which is of the same magnitude order as 
reported in the literature. 
The resulting conductivity values of α-Li3N and β-Li3N are plotted as log (σT) versus 1/T 
in Figure 4-4. The plots are found to be linear and well fitted the Arrhenius equation. From 
the y-intercepts and the slopes (the value are indicated in the equations in Figure 4-4) of the 
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fitting linear curves, the pre-exponential factors (A0) of the jump frequency in α-Li3N and 
β-Li3N are 2.811×106 s–1 and 1.943×106 s–1, respectively, having the same order of magnitude. 
The activation energy (Ea) for β-Li3N was determined to be 0.448 eV which is slightly higher 
than the activation energy for α-Li3N (0.427 eV). 
 
 
Figure 4-4. Temperature dependence of the ionic conductivity of α-Li3N (red) and β-Li3N (blue). 
 
 It was reported that the diffusion mechanism for lithium ion in α-Li3N is via site-to-site 
hopping of the [Liα(2)]+ ions in the Li2N layers (see Figure 4-5(a)).1, 29 The [Liα(1)]+ ions in 
α-Li3N are relatively immobile. The site-to-site distance is the key factor for lithium ion 
hopping. In α-Li3N, the nearest distances of Liα(1)-Liα(1), Liα(2)-Liα(2) and Liα(1)-Liα(2) are 
3.65Å, 2.11Å and 2.86Å, respectively. In β-Li3N (see Figure 4-5(b)), the nearest distances of 
Liβ(1)-Liβ(1), Liβ(2)-Liβ(2) and Liβ(1)-Liβ(2) are 2.11Å, 3.16Å and 2.31Å, respectively. If 
lithium ions in β-Li3N diffuse by the site-to-site hopping mechanism identical to that of 
α-Li3N, the long distance of Liβ(2)-Liβ(2) may produce high energy barrier for Li migration 
within the Li2N layers. It is more likely that Li atom move along the 3D directions by 
Liβ(1)↔Vβ(1) or/and Liβ(1)↔Vβ(2) (or Liβ(2)↔Vβ(1)) hopping because of the shorter 
distance of Liβ(1)-Liβ(1) and Liβ(1)-Liβ(2). 
 
 
Figure 4-5. Crystal structures of (a) α-Li3N and (b) β-Li3N. Left panel and right panel are oblique and 
c-axis view, respectively 
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4.4.3 The mobile species in Li3N 
To determine the possible mobile species in β-Li3N, lithium removal energy (ΔELi) in a small 
supercell of Li3N was calculated to evaluate the easiness of vacancy formation in β-Li3N. ΔELi 
is calculated by equation (4.1): 
ΔELi (Li3N) = ET ([Li23N8]) + ET (Li) - ET ([Li24N8])     (4.1) 
where ET ([Li24N8]) and ET ([Li23N8]) are the electronic ground state energy of the cell with or 
without Li removal, ET (Li) is electronic ground state energy of Li metal. Lithium removal 
energies for α-Li3N and β-Li3N are summarized in Table 4-1, along with the relevant Li-N 
bond lengths. As can be seen, the Liα(1)-N bond strength is stronger than Liα(2)-N bond in 
α-Li3N, thus it is easier to break Liα(2)-N bond to form Liα(2) vacancies in α-Li3N, which 
supports the conclusion that Vα(2) type vacancies are the predominant charged carriers in 
α-Li3N.30 On the contrary, the Liβ(1)-N bond strength in β-Li3N is weaker than Liβ(2)-N bond. 
Therefore, unlike α-Li3N, Vβ(1) vacancies is more likely to be created in β-Li3N. To explore 
the exact diffusion mechanism of Li+ ions in β-Li3N, first-principles calculations were further 
employed to evaluate the vacancy formation energies and to simulate the possible migration 
pathways. 
 
Table 4-1. The lithium removal energies (ΔE Li(i), eV) and Li-N bond distances (D Li(i)-N, Å) for α-Li3N 
and β-Li3N (i =1 or 2) 
 
 α-Li3N β-Li3N 
ΔE Li(1) 2.864 0.908 
ΔE Li(2) 1.290 1.605 
D Li(1)-N 1.939 2.326 
D Li(2)-N 2.107 2.050 
 
4.4.4 Possible diffusion pathway 
In principle, Li+ ions can diffuse within the Li(2)-N plane (intra-plane diffusion, ⊥c axis) or 
in the direction normal to Li(2)-N planes passing through the pure Li(1) planes (inter-plane 
diffusion, ∥c axis) to fill [Vα(2)]– vacancy in α-Li3N. However, the previous investigations 
show that Li+ ions diffusion in α-Li3N is happened within the Li(2)-N plane due to its low 
migration energy barrier.30 For comparison, in this study the migration energy barriers of Li+ 
ions diffusion to fill charged [Vα(2)]– vacancy via both intra-plane and inter-plane diffusions 
were calculated. 
 The intra-plane diffusion can occur in different direction via different pathways; however, 
each unit step (ai) within Li(2)-N plane, i.e., one [Liα(2)]+ (site 2) moves to its closest 
atomic-equivalent vacancy site [Vα(2)]– (site 1), is equivalent because all the Li atoms within 
Li(2)-N plane are coordinated equivalently. Thus, the intra-plane diffusion pathways along the 
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direction normal to c axis can be regarded as consisting of a series of unit steps a1 → a2… → 
ai …(i=1, 2 …) (denotes PATH A1, Figure 4-6 (a)). 
  
 
Figure 4-6. Schematic illustration of possible migration pathways of Li+ ions throughout the structure 
to fill a vacancy. (a) PATH A1, [Liα(2)]+ ion diffusion in the Li2N plane to fill [Vα(2)]– vacancy in 
α-Li3N; (b ) PATH A2 and PAHT A3, [Liα(2)]+ ions diffusion perpendicular to the Li2N p lane to fill 
[Vα(2)]– vacancy in α-Li3N; (c) PATH B1, [Liβ(1)]+ diffusion within the pure Li plane to fill [Vβ(1)]– 
vacancy in β-Li3N; (d) PATH B2 and PATH B3, [Liβ(1)]+ ion diffusion perpendicular to the Li2N to fill 
[Vβ(1)]– vacancy in β-Li3N. 
 
For the diffusion parallel to the direction of c axis (the inter-plane diffusion), the unit 
diffusion step, from one [Liα(2)]+ (site 4) ion to its nearest equivalent vacancy site [Vα(2)]– 
(site 3) at the adjacent Li(2)-N plane, has two possible jump ways: one is via step bj, i.e., the 
vertical jump from [Liα(2)]+ (site 4) to the equivalent vacancy site (site 3) above; the other 
possibility is through two successive non-equivalent jumps ck and c*k i.e., the nearest [Liα(1)]+ 
(site 5) first moves to the vacancy [Vα(2)]– (site 3), and then the [Liα(2)]+ (site 4) moves to fill 
to the vacancy [Vα(1)]–(site 5). Thus the inter-plane diffusion can occur via a series of unit 
steps of b1 → b2…→ bj …(j=1, 2 …) (denotes PATH A2, blue path in Figure 4-6 (b)) or via 
(c1 + c*1) → (c2 + c*2)…→ (ck + c*k)… (k=1, 2 …) (denoted as PATH A3, orange path in 
Figure 4-6 (b)), respectively. 
In β-Li3N, to fill the [Vβ(1)]– vacancy site (site 6), [Liβ(1)]+ (site 7) could diffuse within 
Li(1) plane along the direction normal to c axis (intra-plane diffusion), consisting of a series 
of steps o1 → o2…→ om …(m=1, 2 …), in which om is the unit jump from [Liβ(1)]+ (site 7) to 
its nearest [Vβ(1)]– vacancy site (site 6) (denotes PATH B1, Figure 4-6 (c)). 
The diffusion could also take place paralleling to the direction of c axis cross the Li(2)-N 
plane (inter-plane diffusion). Two possible migration pathways (PATH B2 and PATH B3) 
were considered for the inter-plane diffusion. PATH B2 is along steps (p1 + o1) → ( p2 + 
o2)…→ (pn+ om)…(m, n =1, 2…), which is made up of the vertical jump p1 from [Liβ(1)]+ (site 
9) to [Vβ(1)]– (site 8) (blue path in Figure 4-6 (d)), and then the inclined jump (o1) of 
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[Liβ*(1)]+ (site 11) to fill [Vβ*(1)]– (site 9). PATH B3 is along (q1 + q*1 + o1) → ( q2+ q*2 + 
o2 ) …→ (qr+ q*r + om)…(m, r =1, 2…), in which the inclined jump q1 is from [Liβ(2)]+ (site 
10) to [Vβ(1)]– (site 8), with vacancy [Vβ(2)]– (site 10) temporarily formed, and q*1 is the jump 
of [Liβ(1)]+ (site 9) to fill [Vβ(2)]– (site 10) (orange path in Figure 4-6 (d)), the next is the 
inclined jump (o1) of [Liβ*(1)]+ (site 11) to fill [Vβ*(1)]– (site 9). Through these two paths, the 
Li+ ion is effectively moved from site 11 to site 8. 
4.4.5 Li+ ions migration energy barriers 
To determine the practical diffusion pathways in both α-Li3N and β-Li3N, we calculated the 
migration energy of all possible paths. Figure 4-7 shows the calculated migration energy 
profiles along the diffusion pathways for PATH A1-A3 and PATH B1-B3, only the energy 
profiles of the representative migration step (the Li+ ion diffusion to fill the vacancy at the 
nearest atomic-equivalent position) in each PATH as the function of the projected migration 
distance are demonstrated. The energy profile of the entire path is the iteration of the 
representative steps. The energy barriers were estimated by the energy difference between the 
local minimum point and the saddle points (located at the middle of the migration pathways) 
of the energy profiles, results were also summarized in Table 4-2. For PATH A1 and A2, the 
migration energy can be determined by single step in each path as all the steps are equivalent. 
Our results show that through the PATH A1 the migration energy barrier for Li+ ion diffusion 
in Li2N plane in α-Li3N is the minimum (0.007 eV), which agrees well with J. Sarnthein’s 
report (0.004 eV) 30. The energy barrier of 0.730 eV for the PATH A2 is energetic unfavorable, 
which also consists with J. Sarnthein’s results (0.68 eV) 30. In the PATH A3, the [Liα(1)]+ 
needs to overcome a barrier of 1.301 eV to jump to [Vα(2)]– , however, [Liα(1)]+ jumps to fill 
[Vα(1)]– immediately with no barrier, indicating vacancies [Vα(1)]– is rather unstable in the 
systems. The overall barrier of PATH A3 is 1.301 eV, much higher than PATH A1. 
In β-Li3N, the energy barrier of intra-plane diffusion PATH B1 can also be determined by 
single step of om with a barrier of 0.038 eV. The diffusion along PATH B2 is limited by the 
first jump pn from [Liβ(1)]+ to [Vβ(1)]– in the vertical direction because of its relatively higher 
barrier of 0.163 eV compared with successive jump om (0.038 eV), thus the overall barrier is 
0.163 eV for the inter-plane diffusion PATH B2. The diffusion along PATH B3 is completed 
by barrier-higher jump of q1, combining with the consequent barrier-free jump of q*1 and 
barrier-low jump of om, therefore the overall barrier is only determined by the initial jump of 
q1, which possess the energy barrier of 0.780 eV. Because of the lowest barrier of 0.038 eV, 
the PATH B1 should be the most likely migration route for Li in β-Li3N, i. e., the diffusion of 
Li+ ion within the pure Liβ(1) planes, which is different from that in α-Li3N. Although PATH 
B2 possesses higher barrier than that of PATH B1, it is still possible for Liβ(1) atom to 
overcome a small barrier of 0.163 eV to move along the direction parallel c axis 
4  Similar Li+ Superionic Conductivity but Distinct Diffusion Mechanism in α-Li3N and β-Li3N  
60 
 
(perpendicular to Li-N plane) to fill [Vβ(1)] – above. In that case, β-Li3N is expected to be able 
to conduct Li ion both in perpendicular and parallel directions with c axis. Moreover, the 
trajectory of PATH B3 also reveals the instability of the [Vβ(2)] – in β-Li3N lattice. 
 
 
Figure 4-7. Migration energy profiles of the representative migration step that Li+ ion diffusion to fill a  
nearest vacancy on the atomic-equivalent position along different possible PATHs in α-Li3N and β-Li3N. 
Vertical axis indicates the deviation of potential energy from the local min imum point. The heights of 
the barriers for each PATH are denoted, in unit of eV 
 
Table 4-2. Migration Energy barriers (E m) for Li+ ions diffusion 
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Conductivity depends exponentially on temperature according to Arrhenius equation, 
σT=A0exp(-Ea/RT), in which activation energy Ea is the sum of defect formation energy (Ef) 
and defect migration barrier (Em), Ea = Ef +Em. Based on our experimental determined 
activation energies of 0.427 eV and 0.448 eV and calculated migration barriers of 0.007 eV 
and 0.038 eV for α-Li3N and β-Li3N, respectively, we may conclude that activation energy for 
ionic conduction in Li3N mainly originates from defect formation energy, which is in 
agreement with Sarnthein’s results for α-Li3N and thus the conductivity is limited by the 
number of defects (vacancies). To verify this hypothesis, further calculations for the defect 
formation energy (Ef) by using larger size supercell are necessary. 
4.4.6 Vacancy formation energies 
Point defect of charged Li vacancy and Li interstitial were created in Li3N, respectively. 
Possible charge states are q = +1, 0 and –1. To introduce an isolated Li vacancy, a Li atom 
is removed from host structure. Symmetrically non-equivalent Li atoms are considered 
separately. In the case of interstitial defect, an additional Li atom is inserted into an 
unoccupied interstitial site (see Figure 4-8). 
 
 
Figure 4-8. An illustration of the investigated native point defects in (a) α-Li3N (b) β-Li3N. Lithium, 
nitrogen, hydrogen atoms are displayed as light green, light blue, pink spheres. Li vacancy and 
interstitial are denoted as white and green spheres. 
 
The calculated defect formation energies of point defects at the VBM (εF = 0 eV) under 
extreme Li-rich and Li-poor growth condition are estimated from equation (3.34) without 
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potential correction ( V∆ ), which are given in Table 4-3. Li-poor extreme conditions is more 
favorable than the Li-rich condition for the formation of Li vacancies, which follows the 
experimental synthetic condition of Li3N that Li3N is synthesized by reacting lithium with 
plenty of nitrogen gas16. In α-Li3N, the vacancy Vα(2) within Liα(2)-N plane has much lower 
formation energy than Vα(1) within pure Liα(1) plane, and the vacancy in the negative charge 
state is more energetically favorable than neutral and positive charge states. Conversely, in 
β-Li3N, formation of vacancy Vβ(1) within the pure Liβ(1) plane is less energy needed than 
that of vacancy Vβ(2) within the Liβ(2) plane, and vacancy Vβ(1) also prefers to the negative 
charge state. 
 
Table 4-3. Po int defect format ion energies without potential correction (⊿ V) in α-Li3N and β-Li3N 
under bccLi Liµ µ= or 2 2
( )
( ) ( )
N H
N H N Hµ µ=  at VBM (εF = 0 eV). 
 
 α-Li3N β-Li3N 






0 2.803 2.272 0.737 0.218 






0 1.128 0.597 1.430 0.911 






0 1.024 1.555 2.461 2.980 




0 2.760 3.279 
+1 1.445 1.964 
 
Figure 4-9 shows the formation energies of the most relevant defects, namely Li vacancy, 
as a function of Fermi energy in three possible charge states (q= –1, 0, +1) for the two 
limiting values of the lithium chemical potentials. From equation (3.34), formation energy (Ef ) 
of a defect with particular charge state (q) should have a linear relationship with the Fermi 
energy (εF), and the slope of the lines corresponding to the charge states of the defect and 
changes in slope indicate a transition between charge states. The formation energy with and 
without potential corrections ( V∆ ) are considered, respectively. The general trend of the 
formation energy curve is that the interstitials are high-energy defects under the Li-poor 
condition, which are unlikely to create during growth. It is also observed that the vacancies in 
the neutral and positive charge states have higher energies than those in negative charge in the 
band gap. The defects with lowest formation energy have the highest concentrations, 
therefore Fermi level for each material is found by determining the system with the lowest 
formation energy that is charge neutral overall, and then the formation energies of the relevant 
defect are determined. The vacancy formation energy of α-Li3N and β-Li3N are determined as 
0.751 and 0.030 eV. 




Figure 4-9. Calculated Li defect  format ion energies in three possible charged states as a function of 
Fermi level for α-Li3N, β-Li3N under Li-rich and Li-poor conditions. Red lines and blue lines denote 
the vacancies and the interstitials, respectively. Corrected formation energies and uncorrected 
formation energies are d isplayed with solid  lines and dashed lines, respectively. The maximum value of 
the x axis is set to the calculated band gap (Eg).  
 
4.5 Summary 
In summary, high energetic ball-milling induces phase transformation of Li3N from the 
loosely packed α phase into the closed packed β phase. The ionic conductivities of α-Li3N and 
β-Li3N determined by AC impedance and DC methods at ambient temperature are σα = 
5.767×10–4 S·cm–1; σβ = 2.085×10–4 S·cm–1, respectively. Activation energy for Li+ ion 
diffusion in α-Li3N and β-Li3N are 0.427 eV and 0.448 eV, respectively. The first-principles 
simulation investigations reveal that α-Li3N and β-Li3N have distinct Li+ ion diffusion 
mechanisms: the former is via diffusion within Li2N plane; while the latter is in pure Li plane. 
The relative lower migration energy barrier for Li+ ion diffusion in α-Li3N of 0.007eV and 
β-Li3N of 0.038eV indicated the activation energy for Li ionic conduction mainly originates 
from the defect formation energy. 
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 Defect Formation and Diffusion in the Hydrogenation 
Products of Li3N: Li2NH and LiNH2 
 
In this chapter, both experimental ionic conductivity measurements and the first-principles 
simulations are employed to investigate the Li
+
 ionic diffusion properties in Li2NH and 
LiNH2. The experimental results show that Li
+





), while conductions of Li
+
 ion are hardly detectable in LiNH2 at 
room temperature. The simulation results indicate that Li
+
 ion diffusion in Li2NH may be 
mediated by Frenkel pair defect or charged vacancy, and the diffusion pathway is more 
likely via a series of intermediate jumps between octahedral and tetrahedral sites along the 
[001] direction. Calculated activation energy and pre-exponential factor for Li
+
 ion 
conduction in Li2NH are well comparable with the experimentally determined values, 
showing the consistence of experimental and theoretical investigations. The calculation on 
the defect formation energy in LiNH2 reveals that Li defects are difficult to be created to 
mediate Li
+
 ion diffusion, resulting in the poor Li
+












Development of solid-state materials with superionic conductivities is critical to solid-state 
battery technologies.
1
 In addition to the application of solid ionic conductors in batteries, 
there are wide range of potential technological applications in solid-state devices such as 
solid oxide fuel cells, water hydrolysis cells, chemical sensors.
2
 Various materials, from 
crystalline to amorphous ceramic, from composite to ploymer mixtures, are known to exhibit 
ionic conduction, and one of the most common conducting species is monovalent ion 





(0.60 Å) plays a key role due to its relatively smaller ionic radius. In the past four decades, 
remarkably large number of lithium-containing solid ionic conductors, such as lithium 
β-alumina, lithium silicates, lithium aluminosilicate, lithium nitride, have been extensively 
investigated.
4-7
 Among these lithium solid ionic conductors, lithium nitride (Li3N) is of 
special interest and attracts particular attention because of its high ionic conductivity
8-14
 and 
its capacity for hydrogen storage.
15
 However, the low thermodynamic decomposition 
voltage (0.44 V) limits its application as a solid electrolyte in the lithium ion batteries. 
Various approaches have subsequently been adopted to further enhance the properties of 
Li3N.
16-21
 It was reported that an increase in Li
+
 ionic conductivity and a decrease in 
activation energy were achieved upon doping 0.5-1.0 atom % hydrogen to α-Li3N.
22
 Infrared 
characterization showed that [NH]
2–
 unit was formed within the Li2N layers of α-Li3N, 




 Furthermore, the formation of 
N-H bond leads to a weakened Li-N bond, facilitating the formations of Li
+




When more hydrogen is added to Li3N, lithium imide (Li2NH) is formed.
15
 In 1979, 









 373 K with an activation energy of 0.58 eV.
24
 The 
decomposition voltage of Li2NH was estimated to be 0.7 eV, which is larger than Li3N, 
indicating that Li2NH will be more stable in the Li cell. Recently, an ab initio molecular 
dynamics simulation indicated that the superionicity in Li2NH only happens at around 400 K 
when an order-disorder transition occurs involving the diffusion of Li
+





 which seems to be inconsistent with the experimental facts 
presented by Boukamp et al. that Li2NH has been presented superionicity at 300 K. In order 
to clarify this divergence, it is desirable to perform ionic conductivity measurements and 
diffusion mechanism investigations on Li2NH. 
Further hydrogenation of Li2NH leads to the formation of lithium amide (LiNH2). A 
recent ab initio molecular dynamics simulations indicated that Li
+
 mobility is absent in the 




the channels for Li
+
 





 Although few experimental studies focus on the ionic conductivity of LiNH2, 





 were found to present fast ionic conduction properties. Li2(BH4)(NH2) 




 at room temperature, and the 








 at 513 K, respectively, 




 at 300 K. Due to 
their high ionic conductivities, these complex hydrides could be promising candidates of 
solid ionic conductors.
29
 In view of above experimental phenomena related to LiNH2, people 
would be curious about why LiNH2-based compounds have superior conductivity properties 
than neat LiNH2. Therefore, it is expected that the studies of Li
+
 ion ionic conductivity and  
diffusion mechanism in LiNH2 may shine a light on the understanding of Li
+
 ion diffusion in 
those LiNH2-based multi-anion hydrides.  
In this chapter, we measured Li
+
 ionic conductivities in Li2NH and LiNH2. The 
first-principles calculations were employed to study Li defect formation and Li
+
 ion 
diffusion mechanism in Li2NH and LiNH2, respectively. 
 
5.2 Experimental Details 
LiNH2 with purity higher than 95% was purchased from the Aldrich. Li2NH was prepared by 
the decomposition of LiNH2 (reaction 5.1) 
2LiNH2 → Li2NH+NH3      (5.1) 
During the process, LiNH2 was loaded in a stainless steel boat, heated under a slow flow of 
helium gas to 550 ºC, and held for overnight. 
To measure conductivities, finely ground samples were pressed into pellets in a steel die. 
Sample pellets were sandwiched in two electrodes (lithium plates as non-blocking electrodes 
and stainless steel as blocking electrode), and then were loaded in a Carver press to form 
tight contact. The ionic conductivities were measured by both AC impedance method and 
DC method in a temperature range from 300 K to 400 K for Li2NH, and from 470 to 520 K 
for LiNH2. The AC impedance measurements were carried out from 10 Hz to 10
7 
Hz by 
using Solartron 1260 impedance analyzer. The DC conductivity was determined from the 
voltage-current curve measured by Solartron 1280B electrochemical station. All sample 
handlings and testings were performed inside a glove box filled with purified argon in order 
to avoid air contamination. 
 
5.3 Computational Details 
All calculations employed a plane-wave cutoff energy of 520 eV, and a 2×2×2 k-points 
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mesh was performed in the Monkhorst-Pack scheme.
30
 The self-consistency was achieved 
with a tolerance in the total energy of 0.01 meV, and the atomic positions and cell volume 
were relaxed until the forces were less than 0.03 eV/Å.  
There are various experiment-determined or simulation-predicted crystal structures of 
Li2NH.
31-36
 It was reported that an order–disorder transition occurs around 360 K for Li2NH, 
and below that temperature Li2NH is well described by an orthorhombic Ima2 structure.
34
 In 
this paper we use this Ima2 structure of Li2NH for simulation,
32
 because it was obtained on 
the basis of both experiment and simulation, and it is more stable than other 
experiment-determined structures, and better consistent with experiment than other 
simulation-predicted structures.
37
 For LiNH2, a body-centered tetragonal I-4 structure was 
employed.
38
 The 2×1×2 supercells of Li2NH (containing 128 atoms) and LiNH2 (containing 
128 atoms) were constructed for the calculations of defect formation and migration energy. 
Defect formation energy was calculated according to standard formalism (3.34) 
reported by Van de Walle.
39
 The estimated Li chemical potential under Li-rich condition is 
–1.90 eV, under Li-poor condition are –2.95 eV and –3.78 eV for Li2NH and LiNH2, 
respectively. To determine the diffusion pathways and migration barriers of Li
+
 ions, we 
used NEB method
40
 implemented in VASP code. Four intermediate images were generated 
between the initial state and final state, and each image was relaxed until the maximum 
residual force is less than 0.03 meV /Å. 
 
5.4 Results and Discussion 
5.4.1 Experimental measurements of conductivity 
The measured conductivity is the sum of the bulk resistance of the electrolyte, the resistance 
of grain-boundary inside the electrolyte, the resistance of electrode/electrolyte interface, 
geometrical capacitance etc. The typical equivalent electric circuit in the AC impedance 
method is the series and/or parallel combination of those effective resistors and capacitors, 
which can be represented by the specific impedance spectroscopy in an impedance complex 
plane. Figure 5-1 displays the AC complex impedance plot of Li2NH by using different 
electrodes. When using the stainless steel electrodes, the plot gives a high-frequency 
incomplete semicircle and a low-frequency straight line (see Figure 5-1 (a)). When using 
the lithium foil electrodes, the plot only presents an incomplete semicircle (see Figure 5-1 
(b)). The semicircle refers to the contributions from the electrolyte resistance in parallel with 
the geometrical capacitance, therefore, the resistance of the electrolyte can be determined by 
the high frequency intercept of semicircle on Z’-axis in the complex plane. The straight line 
in Figure 5-1 (a) is due to the effects of the electrode/electrolyte interface, which can be 
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negligible by using the Li reversible electrodes. 
 
 
Figure 5-1. The AC complex impedance plots of Li2NH testing with  (a) stainless stall electrodes and 
(b) lithium foil electrodes at 300 K 
 
Conductivity measured by AC impedance method is the total conductivity of ionic 









 for the Fe electrode and Li electrode, respectively. 
To differentiate the ionic and electronic conductivities, the DC method was used.
11
 When 
using the stainless steel electrodes, where the ionic migration is blocked, the DC 




 at 300 K. By using the reversible lithium foil electrodes, the DC measurement gave 




 at 300 K for Li2NH, which is of the same order of 
magnitude as the data determined by the AC method. Clearly, Li2NH is predominantly ionic 





 at 300 K).
24
 LiNH2 is almost an insulator at room temperature. The measured 





The plots of ln (σT) versus 1000/T for Li2NH and LiNH2 are shown in Figure 5-2. 
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The plots are found to be linear and well fitted to the Arrhenius equation. Activation energy 
(Ea) and pre-exponential factor (A0) are thus can be estimated from the slope and the 
y-intercept of the fitting curve of y = b + ax, respectively. The measured conduction 
parameters of Li2NH, and Li2NH are listed in Table 5-1. 
 
Table 5-1. Experimental ionic conduction parameters  of Li2NH and LiNH2 at room temperature and 
high temperature (HT). The data of lithium borohydride, lith ium alanates, and LiNH2-based complex 
hydrides available from other publications are listed for comparison. The decomposition voltage (U) 
are listed in last column, which are estimated by U=ΔG/zF, where ΔG is the standard Gibbs energy of 
formation at 298 K, z is the number of charge equivalents needed for the format ion of 1 mol of 
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Ionic conductivities and activation energies of lithium nitride, lithium borohydride, 
lithium alanates, and LiNH2-based complex hydrides are also listed for comparison. Clearly, 
activation energy of Li2NH (0.63 eV) is higher than that of Li3N (0.43 eV for -Li3N, and 
0.45 eV for -Li3N), revealing that Li2NH has stronger temperature-dependence, and it 









for α phase and 1.71×10–2 for β phase at 400 K) when temperature was 




) is three order of magnitude 




), indicating a higher jump frequency of charges in Li2NH, 
which might be associated with the increased number of mobile Li
+
 ions in Li2NH. LiNH2 
presents a Li
+






 in the testing temperature 
range from 473 K to 518 K, with an activation energy of 1.05 eV and a pre-exponential 




. Although preformance of LiNH2 is poorer than that of Li2NH, it is 
noticeable that ionic conductivities of LiNH2-based multi-anion systems, i. e. Li2(BH4)(NH2) 
and Li4(BH4)(NH2)3, are comparable with that of Li2NH in the measured temperature range; 
however, Li2(BH4)(NH2) and Li4(BH4)(NH2)3 will melt/decompose at higher 





 Li2(BH4)(NH2) decomposes to Li4(BH4)(NH2)3 and LiBH4 at a temperature 
just below its melting point of 365 K;
44
 Li4(BH4)(NH2)3 decomposes to H2 at ca. 533 K.
45
 
While, Li2NH is thermally stable up to 1023 K.
46
 Deduced from Arrhenius plot in Figure 
5-2 Li2NH will have better conductivities than those of Li2(BH4)(NH2) and Li4(BH4)(NH2)3 
at temperatures above 400 K, for example, the deduced ionic conductivity of Li2NH at 533 
K (the decomposition temperature of Li4(BH4)(NH2)3) is as high as 5.40 S·cm
–1
. We also 
estimated the decomposition voltages of LiNH2 with respect to Li, indicating that Li-based 
imides and amide possess higher decomposition voltage than that of Li3N, and will be stable 
respect to Li in the cells. 
5.4.2 Microscopic view of ionic conductivity 
 From a microscopic viewpoint, ionic conduction in solid results from many successive 
jumps of ions promoted by thermal activation, and atomic jumps are frequently mediated by 
lattice defects such as vacancies and/or interstitials in the solid. Ionic conductivity σ can be 
defined as 





 are defect formation energy and migration energy of an ion in the solid, 




 gives activation energy Ea for thermally 
activated ionic conduction. 
Above formalism indicates that structure is a key factor to understanding ionic transport 
phenomenon in a solid. For example, the structure of Li3N (either α or β phase) consists of 
alternative arrangements of Li layers and Li-N layers, and this special layered structure 
provides two-dimensional passageways for Li
+
 ions to migrate along the [001] direction.
8
 
However, not all the Li
+
 ions in Li3N act as mobile species, i. e., for -Li3N, only Li
+
 ions 
located in the Li-N layers are able to diffuse via site-to-site hopping, and those in Li layers 
are relatively immobile; while in -Li3N, on the contrary, Li
+
 ions in Li layers are the 
dominating mobile species. 
When Li3N is hydrogenated to Li2NH, one-third of the Li in Li3N are replaced by H, 
which bond to N to form [NH]
2–
 group. Such a substitution leads to a structural 
transformation from hexagonal (Li3N) to cubic anti-fluorite (Li2NH), where tetrahedral sites 
are filled by Li
+
 ions and octahedral sites remain vacant.
47
 Materials of fluorite (such as CaF2) 
or anti-fluorite structure (such as Li2O) are known to have high anionic or cationic 
conductivity at high temperatures due to their channelled or layered structural arrangements, 
and there exist a larger number of vacant sites than that of particular ions (cations or anions), 
allowing thermally activated ions to move freely in the framework of its sublattice. 
Therefore, vacant octahedral sites in Li2NH may contribute to the increased number of likely 
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mobile species for conduction in Li2NH. David et al. suggested that Li
+
 ion diffusion paths 
in Li2NH may have the similar way to that in Li2O because Li2NH is topographically 
equivalent to cubic Li2O. Diffusion of Li
+
 cation in Li2O was proposed as occurring via 
correlated hopping between tetrahedral and tetrahedral sites along the [100] direction at 
lower temperatures, and with additional favorable hopping from tetrahedral to octahedral 
sites at higher temperatures.
48
 It is worth taking advantage of computational techniques to 
verify this mechanism in Li2NH as it is the most promising lithium superionic conductors 
among the studied Li-based imides and amide in this work, and the understanding of Li
+
 
diffusion mechanism in Li2NH may help the optimization of other related materials for 
lithium ion conduction. 
Through molecular dynamics simulations, Blomqvist et al. suggested that Li diffusion 
is absent in LiNH2 with no Li vacancies due to the inhibition of [NH2]
–
 groups; while in 
LiNH2 with one Li vacancies, Li diffusion can be observed when temperature is upon 700 
K.
26
 These findings raise a query that why an extra vacancy is required to mediate Li 




To verify the diffusion mechanism in Li2NH and to solve the puzzles in LiNH2, we 
carried out in-depth investigation via first-principles simulations to explore Li
+
 ion diffusion 
mechanisms in Li2NH and LiNH2. The related results of defect formation energy, possible 
diffusion pathway and migration barrier are illustrated in the following sections. 
5.4.3 Native point defects 
Three types of native point defects are considered in Li2NH and LiNH2: Li Frenkel defect 
pair, charged Li vacancy, and charged Li interstitial. Possible charge states are q = +1, 0 and 
–1. To create Frenkel defect pair, a Li atom is moved from its normal lattice site to 
neighboring interstitial site. We constrained the coordination of the moved Li atom, and then 
relaxed all other atomic positions with shape and volume of the lattice unchanged. To 
introduce an isolated Li vacancy, a Li atom is removed from host structure. Symmetrically 
non-equivalent Li atoms are considered separately. In the case of interstitial defect, an 
additional Li atom is inserted into an unoccupied interstitial site of host structure. 
Re-optimizations of lattice with charged defect (vacancy or interstitial) were conducted 
without any constraint, and the charge compensation was included.  
In Li2NH with Ima2 symmetry, there are five symmetrically non-equivalent tetrahedral 
Li atoms (denoted as Tn (n=1, 2···5)) and one octahedral Li atom (denoted as O). Li vacancy 
created by removing a tetrahedral or an octahedral Li atom is denoted as VTn (n=1, 2, ···5) 
or VO. Vacant octahedral (denoted as IO) and tetrahedral (denoted as IT) sites can be taken 
as possible sites for additional interstitial defects or Frenkel interstitials (see Figure 5-3(a)).  
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In LiNH2, there are three symmetrically non-equivalent tetrahedral Li atoms (denoted as 
tn (n=1, 2 and 3)). Structure of LiNH2 consists of alternating t1/t2 and t3 planes along the 
[001] direction. Li vacancy (denoted as Vtn (n=1, 2 and 3)) is generated by removing one of 
tetrahedral Li atom. There exist a large number of vacant tetrahedral sites in t1/t2 and t3 
plane, which provide possible sites for the accommodation of the Li interstitials (denoted as 
Im (m=1, 2 and 3)) (see Figure 5-3(b)). 
 
 
Figure 5-3. An illustration of the symmetrically nonequivalent Li atoms and vacant interstitial sites in 
the unit-cell of Li2NH (Ima2) and LiNH2. Five nonequivalent tetrahedral Li atoms and one octahedral 
Li atom in  Li2NH are denoted as Tn (n=1, 2··5) and O, respectively. The vacant tetrahedral and 
octahedral sites are denoted as IT and IO, respectively. Three nonequivalent tetrahedral Li atoms and 
the vacant tetrahedral sites in LiNH2 are denoted as tn (n=1, 2 and 3) and Im (m=1, 2 and 3), 
respectively. Lithium, n itrogen, hydrogen atoms  and vacant interstitials are displayed as light green, 
light blue, pink spheres and write spheres, respectively 
 
5.4.4 Frenkel defect formation and diffusion in Li2NH 
The Frenkel defect formation energy is defined as the energy difference between the lattice 
with the Frenkel defect pair and the lattice without defect. The most favorable Frenkel defect 
pair in Li2NH was created by moving a Li atom from the tetrahedral site (T4/T3) to the 
octahedral interstital site (IO), as the Frenkel defect formation energy is as low as 0.01 eV 
(see Table 5-2). 
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T4/T3 FIO 0.01 t2 FIt2 -6.46 
T5 FIO 0.84 t3 FIt3 -6.34 
O FIO 0.48    
T4/T3 FIT 0.18    
T5 FIT 1.24    
       
It was found that after the tetrahedral Li atom moving away from tetrahedral site (T4/T3), 
the vacant tetrahedral site is soon occupied by a Li atom from the neighboring octahedral 
site (O), which becomes a vacancy on octahedral site (VO) in the final optimized structure 
(see Figure 5-4). 
 
 
Figure 5-4. The most favorable Frenkel defect pair (FIO-FVO) in Li2NH. The Frenkel defect is 
created by moving a Li atom from the tetrahedral site (T4) to the octahedral interstitial site (IO) (left  
panel). After the structural optimization, the vacant tetrahedral site is found to be occupied by a Li 
atom from the neighboring octahedral site, leading to a vacant octahedral site (right panel). 
 
In Li2NH with the Frenkel defect pair, i.e., the Frenkel interstitial on octahedral site 
(FIO) and the Frenkel vacancy on octahedral site (FVO) in Figure 5-4, the possible 
diffusion of Li atom occurs via the vacancy mechanism, interstitial or interstitialcy 
mechanism. Vacancy mechanism refers to the diffusion of Li atom completed by a direct 
jump of the neighboring Li atom from the tetrahedral (T4/T3 or T2) or octahedral (O) site 
into the Frenkel vacancy on the octahedral site (FVO) as illustrated in Figure  5-5(a). 
Interstitial mechanism diffusion refers to the direct jump of a Frenkel interstitial atom on the 
octahedral site (FIO) to another interstitial on octahedral site (IO) along the [001] direction 
(Figure  5-5(b)). This jump can also be operated via the interstitialcy mechanism by 
displacing a lattice atom from the tetrahedral site (T5) into the octahedral interstitial site (IO) 








Figure 5-5. The illustrations of Li diffusion via (a) vacancy, (b) interstitial or (c) interstitialcy 
mechanis m and corresponding migration energy profile in Li2NH with the Frenkel defect pair. The 
energy barrier (in the unit of eV) is estimated by the deviation of potential energy of the saddle point 
from the initial point. 
 
Among above three possible diffusion mechanisms, the direct jumps via both vacancy 
and interstitial mechanism are high-energy processes (the values of migration energy are 
denoted in Figure 5-5). Therefore, diffusion of Li atom in Li2NH with Frenkel defect pair is 
more likely happened via interstitialcy mechanism, and migration energy barrier of jumps 
between tetrahedral site and octahedral site along the [001] direction is 0.47 eV. 
5.4.5 Charged defect formation and diffusion in Li2NH 
Table 5-3 lists the calculated charged defect (vacancy or additional interstitial) formation 
energies at the VBM (εF= 0 eV) under extreme Li-rich and Li-poor growth conditions 
estimated from the equation (3.34) without potential correction (ΔV). Generally, Li-poor 
extreme condition is more favorable than the Li-rich condition for the formation of Li 
vacancies, which follows the experimental synthetic process of Li2NH that Li2NH are 
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Table 5-3. The Li charged defect (vacancy and additional interstitial)  formation energies (eV) without 
potential correct ion (ΔV) in Li2NH and LiNH2 under Li-rich and Li-poor conditions at valence band 
maximum (εF = 0 eV). 
 
 Li2NH Li2NH 






0 1.35 0.30 -3.59 -5.47 






0 1.15 0.10 -3.73 -5.62 






0 1.90 0.85 -3.80 -5.68 






0 1.44 0.40 -6.08 -4.20 






0 1.92 2.96 -6.24 -4.36 






0 1.60 2.64 -6.25 -4.37 
+1 -4.18 -3.14 -9.02 -7.13 
 
Among all of the vacancies, VT3 and VT4 are more favorable compared to other 
vacancies due to their relatively lower formation energies, so they are regarded as the 
dominant vacancies in Li2NH. However, it was found that after removing a Li atom from 
tetrahedral T3 or T4 sites, it is soon occupied by a neighboring octahedral Li atom, and 
subsequently the octahedral site becomes a vacancy in the optimized structure (Figure 5-6). 
Additional interstitials (AIT and AIO) are high-energy defects under both Li-poor and 
Li-rich conditions, which are unlikely to be created in Li2NH.  
 
 
Figure 5-6. The most favorable charged vacancy in Li2NH, which is created by removing a Li atom 
from the tetrahedral site (T4) (left  panel). After the structural optimizat ion, the vacant tetrahedral site 
is found to be occupied by a Li atom from the neighboring octahedral site, resulting in a vacant 
octahedral site in the structure (right panel) 
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Figure 5-7 displays the curves of formation energies (with potential correction ΔV) as a 
function of Fermi energy (εF) of the most favorable defects (VT3 and VT4) in Li2NH under 
Li-poor extreme chemical potential condition, in which slopes of the linear curves reflect 
three possible charge states (q= –1, 0 and +1). Calculated band gap of Li2NH is 2.8 eV, and 
the actual gap could be even larger since DFT is known to underestimate band gaps of 
semiconductors and insulators.
49,50
 Formation energy of [VLi]
0
 is higher than that of charged 
vacancy ([VLi]
+1
) at any position of Fermi level in the band gap of 2.8 eV, which indicates 
that neutral Li vacancy is unlikely appear and will decay into charged vacancy. Under 
thermodynamic equilibrium condition, Fermi energy of charged defects-containing system is 
determined by charge neutrality condition,
39
 which is given by the intersection point of two 




. Thus formation energy of a charged vacancy in 
Li2NH is 0.17 eV when charge neutrality is enforced. 
 
 
Figure 5-7. The calcu lated Li vacancy formation energy (with potential correction ΔV) of Li2NH in 
three possible charged states as a function of Fermi level under Li-poor condition. The zero energy of 
Fermi lever (εF) corresponds to the valence-band min imum (VBM). The dashed line is located at the 





gives the formation energy of charged defect in Li2NH as 0.17 eV. 
 
In Li2NH with a charged vacancy, we designed three possible migration pathways for 
Li
+
 ion diffusing through the whole lattice, which is represented by three partial routes in a 
finite lattice of Li2NH in Figure 5-8, and the whole pathway through the lattice along a 
certain direction is continuous repetitions of partial representative route. Path IA denotes a 
path for a Li atom on tetrahedral site T4 moving towards to a vacancy VT4 on the 
symmetrically equivalent tetrahedral site along the [100] direction, which can be completed 
by a series of intermediate vacancy exchanges via a route of VT4←O←T4←T5←T4. Path 
IB is to fill vacancy VT3 via a route of VT3←O←T4←T4←O←T3←T3 along the [010] 








Figure 5-8. Various possible pathways along the [100], [010] or [001] direct ion for Li
+ 
ion diffusing 
through the lattice o f Li2NH with a charged vacancy. Each part ial representative path refers to a 
possible way of accessing to the vacancy from a nearby Li atom on the symmetrically equivalent 
tetrahedral site via a series of intermediate jumps of vacancy exchange. The arrows denote the 
schematic direction of each jump, and the continuous repetitions of each representative partial 
pathway constitute the whole pathway through the lattice along a certain direction 
 
Overall energy profile for each pathway is displayed in Figure 5-9. The initial point is 
the ground state of structure with a specific vacancy on a site, and the final point is the 
energy of structure with that vacancy to be filled with a Li atom on the symmetr ically 
equivalent site. So their energies are equal and taken as zero for references. Migration 
energy barrier is estimated by the deviation of highest potential energy from the initial point. 
The most favorable diffusion pathway should be the way with the minimum overall 
migration energy. Path IC along the [001] direction possesses the lowest migration energy of 
0.58 eV, in which the diffusion occurs via a series of jumps between tetrahedral sites and 
octrahedral sites. 




Figure 5-9. Migration energy profiles of partial representative pathway along the [100], [010] o r [001] 
direction for Li
+ 
ion diffusing through the lattice of Li2NH with the charged vacancy. The overall 
migration barriers (in the unit of eV) are estimated by the deviation of highest potential energy from 
the initial point. 
 
5.4.6 Comparision with experimental results 
As mentioned before, combination of defect formation energy (E
f
) and migration energy (E
m
) 
gives activation energy (Ea) for thermally activated ionic conduction. Summation of 
calculated Frenkel defects formation energy (0.01 eV) and migration energy via interstitialcy 
mechanism (0.47 eV) is 0.48 eV, and summation of charged vacancy formation energy (0.17 
eV) and migration energy (0.58 eV) of Li2NH is 0.75 eV, both of values are well 
comparable to the experimentally determined activation energies of 0.63 eV. 
Pre-exponential factor can be calculated by 
2
0 site config 0 B/A e N N D k where e is electron 
charge; Nsite = 2/(volume of unit-cell of Li2NH) defines the number of high-symmetry sites 
per unit volume in the lattice on which defect can be incorporated; Nconfig = 1 is the number 
of equivalent configurations per site. The term of D0 denotes the maximum diffusion 
coefficient
2
0 0( / 6)D n s v f , where n is the number of adjacent hopping position; the factor 
1/6 takes into account three-dimensional bi-directional motion; s is jump distances of atom; 
υ0 the attempt frequency, i.e. the vibration frequency of lattice atoms around 10
13
 Hz; f is 
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, exactly the same order magnitude to the 





5.4.7 Defect formation and diffusion in LiNH2 
Negative values of Frenkel defect formation energy of –6.46 eV and –6.34 eV in LiNH2 (see 
Table 5-2) indicates that the lattice will break down by moving Li atom from its normal site 
to interstitial sites. Therefore, LiNH2 is too stable to hold Frenkel defects even though a 
large number of vacant interstitial sites exist in its structure. 
Charged defect formation energies of LiNH2 are also negative at both of extreme 
growth conditions, implying that these chemical potential cannot be achievable and charged 
defects (either vacancies or additional interstitials) are difficult to be created in LiNH2 (see 
Table 5-4). 
 
Table 5-4. The Li charged defect (vacancy and additional interstitial)  formation energies (eV) without 
potential correction (ΔV) in LiNH2 under Li-rich and Li-poor conditions at valence band maximum 
(εF = 0 eV). 
 




0 –3.59 –5.47 




0 –3.73 –5.62 




0 –3.80 –5.68 




0 –6.08 –4.20 




0 –6.24 –4.36 




0 –6.25 –4.37 
+1 –9.02 –7.13 
 
Above findings could interpret that why a extra vacancy is required to allow Li 
diffusion in LiNH2 as suggested by molecular dynamics simulation.
26
 We therefore 
artificially imposed a Li charged vacancy to theoretically simulate possible Li
+
 ion diffusion 
pathways in LiNH2 to further explore the effect of vacancy on the Li diffusion in LiNH2. 
Figure 5-10 demonstrates three possible partial representative routes accessing to vacancy 
Vt3 from a Li atom on symmetrically equivalent t3 site in the finite lattice of LiNH2. 
Diffusion along the [100] direction could be via a route of Vt3←t2←t1←t2←t3, denoted as 
Path IIA. Along the [010] direction, diffusion from t3 to Vt3 could be completed by Path IIB 
via a route of Vt3←t2←t1←t2←t3. For diffusion along the [001] direction, one possible 
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pathway is via a route of Vt3←t2←t1←t2←t3 across t1-t2 layer to reach Vt3, denoted as 
Path IIC.  
 
 
Figure 5 -10. Various possible pathways along the [100], [010] or [001] direct ion for Li
+ 
ion diffusing 
through the lattice of LiNH2 if a  charged vacancy exists. Each partial representative path refers to a 
possible way of accessing to the vacancy from a nearby Li atom on the symmetrically equivalent 
tetrahedral site via a series of intermediate jumps of vacancy exchange. The arrows denote the 
schematic direction of each jump, and the continuous repetitions of each representative partial 
pathway constitute the whole pathway through the lattice along a certain direction  
 
Migration energies along different directions are found to possess the same values of 
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0.38 eV (see Figure 5-11), revealing the equal opportunities of Li
+
 ion diffusion along 
different directions via vacancy exchanges between tetrahedral and tetrahedral sites if 
inducing a Li vacancy in LiNH2. These moderate migration energy further evidences that 
experimental poor conduction behavior of LiNH2 at low temperature is caused by the 
difficulty to generate defects and consequently very low concentration of charge carriers. 
 
 
Figure 5-11. Migrat ion energy profiles of partial representative pathway along the [100], [010] or 
[001] direction for Li
+ 
ion diffusing through the lattice of LiNH2 with the charged vacancy. The 
overall migration barriers are estimated by the deviation of h ighest potential energy from the init ial 
point 
 
This result may provide a subtle clue to understand high conductivities in some 
LiNH2-based complex hydrides. In Li2(BH4)(NH2) and Li4(BH4)(NH2)3, similar to LiNH2, 
Li
+







 In Li3(NH2)2I, Li
+







unique tetrahedral coordination between Li
+
 ions and anions in these multi-anion complex 
hydrides maintain opened and layered structural arrangements to allow Li ions to diffuse 





anion into LiNH2 destabilizes the structure of LiNH2, and reduce Li defect formation 
energy, leading to higher concentrations of charged carrier and consequently higher Li
+
 ionic 
conductivities in LiNH2-LiBH4 and LiNH2-LiI systems. 
 




In summary, we investigated Li
+
 ionic conduction properties in Li2NH and LiNH2 by both 
experimental conductivity measurements and the first-principles calculations. Experimental 
results show that Li2NH presents Li
+




 at room 




 at 400 K, which has the same 
order of magnitude as those of Li3N and the LiBH4-LiNH2 multi-anion systems, indicating 
the potential ability of Li2NH to act as a new candidate of solid-state lithium ionic conductor. 
Simulations of various possible pathways in Li2NH suggest that Li
+
 ion diffusion is more 
likely to occur along the [001] direction via a series of tetrahedral-to-octahedral jumps. 
Calculated defect formation energy and migration energy compare favourably with 
experimental determined activation energy, verifying the reasonability (or reliability) of 
simulation methods. In LiNH2, although Li
+
 ion diffusion migration energy are relatively 
lower along different directions, defects are difficult to be generated in LiNH2 to mediate the 
diffusion, resulting in its poor conductivity at low temperatures. The investigation on LiNH2 
may contribute to understand of Li
+
 superionic conduction properties observed in other 
LiNH2-based complex hydrides. 
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Mixed-Cation Effect on Li Ionic Diffusion in Ternary Imides: 
Li2Mg(NH)2 and Li2Ca(NH)2 
 
The ternary imides Li2Mg(NH)2 and Li2Ca(NH)2 are well-known for their improved hydrogen 
storage performance compared to Li2NH. In this chapter, both experimental methods and 
first-principles simulations are employed to explore the Li
+
 ionic diffusion properties in 
Li2Mg(NH)2 and Li2Ca(NH)2 compared to the superionic conductor of Li2NH. The alternating 
current (AC) impedance measurements show that Li
+





at room temperature, with estimated activation energy for Li diffusion of 
0.52 eV. While, Li2Mg(NH)2 is almost an insulator at low temperatures, with much higher 
activation energy of 1.93 eV. Although the structural analyses and theoretical simulation 
based on the ideal structure models indicate that mixed-cation takes positive effect on Li-ion 
diffusion: Mg cations induce more vacant tetrahedral sites in Li2Mg(NH)2, and Ca cations 
open a wide channel for Li diffusion. In fact, Mg cations block the diffusion of Li due to the 
random Li/Mg arrangement in Li2Mg(NH)2, and unfixed N-H bond orientations in 
Li2Ca(NH)2 could narrow down the channels for Li diffusion, resulting in their poor Li-ion 








Since the discovery of Li-N-H hydrogen storage system,
1
 several promising lithium-based 
complex hydride systems such as ternary Li-Mg-N-H and Li-Ca-N-H systems have been 
developed. The Li-Mg-N-H system, by reacting LiNH2 with MgH2 or Mg(NH2)2 with LiH 
around 5 wt% H2 can be reversibly stored, and the equilibrium hydrogen temperature is ~ 90 
ºC, which is much lower than the desorption/absorption temperature of Li-N-H system (> 250 
ºC at 1.0 bar). Similarly, the mixture of LiNH2 and CaH2 or Ca(NH2)2 and LiH start to release 
4.3 wt % of hydrogen with the on-set hydrogen desorption as low as 70 ºC in this Li-Ca-N-H 
ternary system. 
From the view of solid-state reaction mechanism, mixed amide/hydride system with 
multinary phase could facilitate the mass transport between the amides and hydrides during 
reaction, and to reduce the reaction energy barrier, resulting in the more favorable 
thermodynamics for dehydrogenation.
2
 Li cations are partially substituted by metal cations of 
Mg or Ca in Li-Mg/Ca-N-H system, leading to the formation of two ternary imides of 
Li2Mg(NH)2 and Li2Ca(NH)2. The Li-Mg/Ca mixed-cation could be the key factor to 
understand the lower desorption temperature in ternary system compared to that of Li-N-H 
system.  
More recently, people noticed that some other hydrogen storage related materials also 
present fast ionic conduction properties and could be promising candidates of solid ionic 
conductors.
3
 For example, Li2NH, the hydrogenated product of Li3N, is a superionic  




 at room temperature with the activation 
enthalpy of 0.58 eV.
4
 While, an ab initio molecular dynamics simulations indicated that Li
+
 
mobility is absent in the temperature range of 200-700 K in LiNH2,
5
 the hydrogenated product 
of Li2NH. In chapter 5, the experimental ionic conductivity measurement also evidenced that 
LiNH2 is almost an insulator at room temperature, although it possesses a fluorite structure 




 into LiNH2 by 












 at room temperature. It was proposed that higher ionic 
conductivities in those multi-anion complex hydrides compared to LiNH2 is due to the 
tetrahedrally coordinated between Li
+
 ions with multi-anion, which may facilitate the 
formation of Li defects, resulting in higher concentration of charge carriers. 
Inspired by the positive effect of mutli-cation on hydrogen storage, we are curious about 
how multi-cation affect the Li conduction behavior in Li2Mg(NH)2 and Li2Ca(NH)2. It has 
been identified that Li and Mg cations in Li2Mg(NH)2 are randomly distributed and 




 Similar to Li2NH, there exist lots of empty 
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tetrahedral sites, which could allow the thermally activated ions to move freely from one site 
to the vacant site. In Li2Ca(NH)2, Li cations are found to be located within the Ca[NH]6 





 Therefore, it is expected that Li2Mg(NH)2 and Li2Ca(NH)2 may present novel properties 
as potential ionic conductors.  
In this chapter, we explore the Li ionic conduction properties and diffusion mechanism in 
mixed-cation ternary imides of Li2Mg(NH)2 and Li2Ca(NH)2 by both experimental ionic 
conductivity measurement and theoretical first-principles calculation. 
 
6.2 Experimental Details 
The starting materials of LiH, Mg(NH2)2, CaH2 and LiNH2 with purity higher than 95% was 
purchased from the Aldrich. Li2Mg(NH)2 was prepared by reacting LiH with Mg(NH2)2 (with 
molar ratio of 2:1) according to reaction (6.4). The reactants were mixed in planetary milling 
machine for 36hs. The mixture was then heated in furnace from 20 ºC to 270 ºC without long 
time sintering. Li2Ca(NH)2 was produced followed the reaction (6.5) from LiNH2 and CaH2 
(with molar ratio of 2:1), which were mixed thoroughly in planetary ball-milling machine for 
36hs, and high temperature sintering was then operated in furnace at 550 ºC for overnight. A 
Bruker D8-advance XRD with Cu Kα radiation was used for phase identification.  
To measure conductivities, finely ground samples were pressed into pellets in a steel die. 
Sample pellets were sandwiched in two electrodes (lithium plates as non-blocking electrodes 
and stainless steel as blocking electrode), and then were loaded in a Carver press to form tight 
contact. The ionic conductivities were measured by both the AC impedance method and the 
DC method in a temperature range from 300 K to 400 K for Li2Ca(NH)2, and from 470 to 520 
K for Li2Mg(NH)2. The AC impedance measurements were carried out from 10 Hz to 10
7 
Hz 
by using Solartron 1260 impedance analyzer. The DC conductivity was determined from the 
voltage-current curve measured by Solartron 1280B electrochemical station. All sample 
handlings and testings were performed inside a glove box filled with purified argon in order 
to avoid air contamination. 
 
6.3 Computational Details 
For the structural optimization, the self-consistency was achieved with a tolerance in the total 
energy of 0.01 meV, and the atomic positions and cell volume were relaxed until the forces 
were less than 0.03 eV/Å. The calculations of energies employ a plane-wave cutoff energy of 
520 eV, and a 3×3×3 k-points mesh was performed in the Monkhorst-Pack scheme.
10
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The structure of Li2Mg(NH)2 at low-temperature (α-phase) crystallizes in orthorhombic, 
in which Li and Mg cations disorderedly arranged on the 8c or 4b tetrahedral sites in the 
lattice. This disordered arrangement is similar to that in Li2NH, and the difference is 25% of 
the tetrahedral sites in Li2Mg(NH)2 are unoccupied.
8
 More recently, Ma et al. simulated a 
series of ordered low-energy configurations of Li2Mg(NH)2 based on the structure its α-phase 
Li2Mg(NH)2.
11
 The disordered and ordered structure of Li2Mg(NH)2 are illustrated in Figure 
6-1. In order to simulate the diffusion issue in the lattice of Li2Mg(NH)2, we therefore employ 
the lowest-energy ordered configuration proposed by Ma et al. 
 
 
Figure 6- 1 . (a) The low-temperature d isordered structure of Li2Mg(NH)2, with the fract ional 
occupancies of Li/Mg cation on 4b and 8c sites of the cell are 0.589/0.411 and 0.706/0.294, 
respectively; (b) the lowest-energy ordered structure of Li2Mg(NH)2 in reference 
11
. Lithium, 
magnesium, n itrogen, hydrogen atoms are displayed as green, orange, light blue, p ink spheres, 
respectively. 
 
The structure of Li2Ca(NH)2 belongs to space group P-3m1, with the octahedral and 
tetrahedral sites of the nitrogen sublattice are occupied by Ca and Li cations, respectively.
9,12
 
The position of H was suggested locating at 2d or 6i site, the different orientations of N-H 
vector are displayed in Figure 6-2. In the following study, we choose model I as the structure 
of Li2Ca(NH)2 to avoid the effect of N-H orientation on the diffusion of Li atom.  
 
 
Figure 6-2. The crystal models of Li2Ca(NH)2 with different N-H vector orientation. Lithium, calcium, 
nitrogen, hydrogen atoms are displayed as green, blue, light blue, pink spheres, respectively. 
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The defect formation energy was calculated according to the standard formalism (3.34).  
The estimated chemical potential for different element involved in Li2Mg(NH)2 and 
Li2Ca(NH)2 under two extreme growth condition are listed in Table 6-1. 
 
Table 6-1. The Chemical potential of elements involved in Li2Mg(NH)2 and Li2Ca(NH)2 under two 
extreme growth condition. 
 Li2Mg(NH)2 Li2Ca(NH)2 
Elements rich poor rich poor 
Li –1.902 -8.156/2 –1.902 -7.965/2 
Mg –1.481 -5.833 –1.481 \ 
Ca –1.900 \ –1.900 -6.061 
N –8.347 \ –8.347 \ 
H –3.399 \ –3.399 \ 
 
To determine the diffusion pathways and migration barriers of Li
+
 ions, we used the 
nudged elastic band (NEB) method,
13
 which is implemented in VASP code. Four intermediate 
images were generated between the initial state and final state, and each image was relaxed 
until the maximum residual force is less than 0.03 meV /Å. 
 
6.4 Results and Discussion 
6.4.1 Experimental measurements of conductivity 
Figure 6-3 displays the AC complex impedance plot of Li2Mg(NH)2 and Li2Ca(NH)2 by 
using stainless steel electrodes.  
 
Figure 6-3. The AC complex impedance plots of Li2Mg(NH)2 and Li2Ca(NH)2  
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The plot gives a high-frequency incomplete semicircle and a low-frequency straight line. 
The semicircle refers to the contributions from the electrolyte resistance in parallel with the 
geometrical capacitance in the equivalent electric circuit, therefore, the resistance of the bulk 
electrolyte can be determined by the high frequency intercept of semicircle on Z’-axis in the 
complex plane. The straight line is due to the effects of the electrode/electrolyte interface. 
Li2Mg(NH)2 is almost an insulator at room temperature, the complex impedance plots 







 in the testing temperature range (from 473 K to 518 K). The AC ionic 









 at 400 K. The plots of ln (σT) versus 1000/T for Li2Mg(NH)2 and 
Li2Ca(NH)2 are shown in Figure 6-4. The plots are found to be linear and well fitted to the 
Arrhenius equation. A0 and Ea are thus can be estimated from the slope and the y-intercept of 
the fitting curve of y = b + ax, respectively. The estimated activation energy of Li2Mg(NH)2 is 




. Compared to Li2Mg(NH)2, 





pre-exponential factor.  
 
 
Figure 6-4. Temperature dependence of ionic conductivities of Li2Mg(NH)2 and Li2Ca(NH)2. 
 
The comparison of conduction parameters between the Li2NH, Li2Mg(NH)2 and 
Li2Ca(NH)2 are listed in Table 6-2, which implies that the mix-cation leads to the poorer 
conduction properties in ternary imides. From microscopic view, the ionic conduction 
phenomenon is the results of the transport of charged carriers under the influence of electric 
field, and the transport is frequently mediated by the continuous jumps of lattice defects such 
as vacancies and/or interstitials in the solid electrolyte. Ionic conductivity are closely related 
to the concentration of conducting species (defects) and their rates of diffusion; the former 
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factor is determined by the formation of defects (E
f
) in the solid, and the latter is controlled by 
the energy barrier (E
m
) for diffusion. Ionic conductivity σ can be defined as 
 f m0 Bexp[ / ]T A E E k T         (6.1) 




 gives the activation energy Ea for the thermally activated 
ionic conduction. Therefore, the poorer conduction in Li2Mg(NH)2 and Li2Ca(NH)2 than that 
in Li2NH could be due to the lower concentration of conducting defects and/or high energy 
barrier for diffusion in ternary imides. 
 




The conducting species is easily to be recognized as the Li
+
 ion in Li2NH as it possesses 












cations could also act as conducting species. For Li2Mg(NH)2, Li and Mg cations are 
randomly distributed at 8c and 4b crystallographic sites because of their almost identical ionic 
radii: Li
+
 (0.60 Å) and Mg
2+
 (0.65 Å). While, due to the smaller charge, Li
+
 ion could 
experience less atomic interactions from other species in the lattice of Li2Mg(NH)2, making it 
having high possibility to be the dominant mobile species for conduction. In Li2Ca(NH)2, Li 
and Ca are far mismatched in their ionic sizes: 0.60 Å vs. 0.99 Å, therefore, the smaller size 
and charge of Li
+
 could make it easier to move in the lattice of Li2Ca(NH)2. The calculations 
of defect formation energy in the later section will further evidence that the formation of 
Mg/Ca defect are higher-energy cost than that of Li defect, which makes Mg/Ca cations 
unfavorable as conducting species.  
Li2Mg(NH)2 and Li2NH have highly structural similarity. It was proposed that the 
configuration of Li2Mg(NH)2 can be derived from the anti-fluorite structure of Li2NH by 
substituting one of Li atoms by half Mg atom and half cation vacancy: LiMg0.5□0.5NH, in 
which Li/Mg and vacancy in the tetrahedral site and [NH]
2–
 anion in cubic site.
8
 Therefore, 
the inducing of Mg cation results in greater number of possible vacant sites on which the 
defects can be incorporated in Li2Mg(NH)2, which could facilitate the formation of high 
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Due to the distinct ionic sizes and coordination preferences of Li and Ca cation, the 
structure of Li2Ca(NH)2 cannot be treated as the derivative of Li2NH like LiCa0.5□0.5NH, but 
it can be viewed as the combination of alternating Li2NH and CaNH layers along the c-axis. 
The distance between the CaNH layers is about 5 Å, which could provide an opened channel 
with low energy barrier for Li diffusion. 
From above qualitative structural analyses, it seems that both Mg and Ca cations produce 
plus factors for the Li diffusion, but why the previous experiments shows the minus trends? 
To explain such a inconsistence, DFT based simulation were further carried out to 
quantitatively determine the Li defect formation energy and energy barrier for Li diffusion in 
both Li2Mg(NH)2 or Li2Ca(NH)2. 
6.4.2 Defect formation energy and diffusion in Li2Mg(NH)2 
In the orthorhombic Li2Mg(NH)2, Li and Mg atoms situate on the tetrahedral 4b or 8c position, 
with some of tetrahedral 4b sites unoccupied. The Frenkel defect pair is created by moving a 
Li or Mg atom from its normal lattice site to the neighboring vacant 4b site (Figure 6-5). We 
constrained the coordination of the moved Li atom, and then relaxed all other atomic 




Figure 6-5. The possible Frenkel defect pair (FIO-FVO) in Li2Mg(NH)2. The Frenkel defect is created 
by moving a Li/Mg atom from the tetrahedral site (T4b or T8c) to the vacant tetrahedral sites of 4b or 
8c. Lithium, magnesium, nit rogen, hydrogen atoms and vacant interstitials are displayed as green, 
orange, light blue, pink and write spheres, respectively. 
 
The Frenkel defect formation energy is defined as the energy difference between the 
lattice with the Frenkel defect pair and the lattice without defect. The calculated Frenkel 
defect formation energies in Li2Mg(NH)2 are listed in Table 6-3. The most favorable one was 
created by moving a Li atom from the tetrahedral 4b site (LiT4b) to the neighboring 
tetrahedral vacant 4b site (I4b) due to the relatively lower Frenkel defect formation energy of 
0.71 eV for LiT4b-I4b pair. Whereas, about 2 eV more energy is needed to move Mg from the 
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normal site to the vacant site, indicating that Mg Frenkel defect pair is unlikely to be created 
in Li2Mg(NH)2. 
 
Table 6-3. The Frenkel defect formation energies (in the unit of eV) in Li2Mg(NH)2. 
 
Lattice site Frenkel Interstitial ΔE 
LiT4b I4b 0.71 
LiT8c I4b 0.88 
MgT4b I4b 2.91 
MgT8c I4b 2.44 
 
To introduce an isolated vacancy, a Li/Mg atom is removed from the host structure. The 
atom on 4b or 8c sites is considered separately. Re-optimizations of lattice with a charged 
defect were conducted without any constraint, and the charge compensation was included.  
The calculated charged vacancy formation energies at the VBM (εF= 0 eV) under extreme 
growth conditions estimated from the equation (3.34) without potential correction (ΔV) in 
Li2Mg(NH)2 are listed in Table 6-4. Generally, Li-vacancy is more likely to be created than 
Mg-vacancy, and Li-poor extreme growth condition is more favorable than the Li-rich 
condition for the formation of Li-vacancies.  
 
Table 6-4. The charged vacancy format ion energies (in  the unit of eV) without potential correction (ΔV)  














3.60 1.43 –2 
[VMg8c] 
6.76 2.40 
0 2.60 0.42 0 5.33 0.98 
+1 1.72 -0.45 +2 3.84 -0.51 
–1 
[VLi4b] 
3.52 1.35 –2 
[VMg4b] 
7.02 2.67 
0 2.54 0.36 0 5.15 0.80 
+1 1.68 -0.50 +2 3.69 -0.67 
 
Figure 6-6 displays the formation energies (without potential correction ΔV) of the most 
favorable defect (VLi4b) in three possible charge states (q= –1, 0 and +1) as a function of 
Fermi energy (εF) under Li-poor extreme chemical potential condition, in which the slope of 
the linear curve reflects the charge state of the defect. Under thermodynamic equilibrium 
condition, the Fermi energy of charged defects-containing system is determined by the charge 
neutrality condition,
14





, and the charged vacancy formation is therefore estimated to be 0.44 eV, 
which is relatively lower than the above estimated Frenkel defect energy (0.71 eV). 





Figure 6-6. The calculated Li vacancy formation energy (without potential correction ΔV) in  three 
possible charged states as a function of Fermi level under Li-poor condition for Li2Mg(NH)2. The zero  
energy of Fermi lever (εF) corresponds to the valence-band minimum (VBM). The intersection point of 




 gives the format ion energy of charged vacancy as 0.44 
eV 
 
Figure 6-7 demonstrates three possible Li diffusion pathways along [001], [010] or [100] 
direction in the Li/Mg ordered arrangement model of Li2Mg(NH)2, and each pathway consists 
of a series of jumps of vacancy exchanges. The bottom panels display the calculated 
migration energy profiles of barrier-limiting jump as the function of diffusion coordinate for 
each diffusion pathway. The estimated diffusion barrier for each jump is moderate and not 
higher than 0.30 eV.  
 
 
Figure 6-7. Possible pathways along the [100], [010] or [001] d irection for Li
+ 
ion d iffusing through 
the lattice of Li2Mg(NH)2 with the charged vacancy. The barrier of jump is estimated by the energy 
difference between the saddle point and the initial point in the energy profile, in the unit of eV. 
 
The combination of calculated vacancy formation energy (0.44 eV) and migration energy 
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(0.30 eV) gives a value of 0.73 eV, which is much lower than the experimental estimated 
activation energy of 1.93 eV for diffusion in Li2Mg(NH)2. This discrepancy is understandable  
if we keep in mind that the arrangement of Li/Mg is actually disorderedly distributed in 
Li2Mg(NH)2 at lower temperatures, therefore, the diffusion of Li cannot be smoothly occurred 
through the whole lattice but blocked by Mg cation, resulting in the termination of diffusion. 
6.4.3 Defect formation energy and diffusion in Li2Ca(NH)2 
There is no interstitial sites available in the lattice of Li2Ca(NH)2, so we only calculated the 
charged vacancy formation energies, which is summarized in Table 6-5. As was expected, the 
formation of Ca-vacancy is high-energy process, and Li-vacancy is more likely to be created 
under Li-poor condition. From the plot of the formation energies (without potential correction 
ΔV) of the most favorable defect (VLi) as a function of Fermi energy, the charged vacancy 
formation estimated to be 0.14 eV (Figure 6-8). 
 
Table 6-5. The charged vacancy format ion energies (in  the unit of eV) without potential correction (ΔV)  














3.85 1.77 –2 
[VCa] 
5.69 1.53 
0 2.13 0.053 0 2.51 -1.65 




Figure 6-8. The calculated Li vacancy formation energy (without potential correction ΔV) in  three 
possible charged states as a function of Fermi level under Li-poor condition for Li2Ca(NH)2. The zero  
energy of Fermi lever (εF) corresponds to the valence-band minimum (VBM). The intersection point of 




 gives the formation energy of charged defect in Li2NH as 
0.14 eV 
 
The possible diffusion pathways are demonstrated in Figure 6-9. The diffusion of Li 
between CaNH layers could be occurred within (001) plane (path 01) or out of (001) plane 
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(path 02). The calculated migration energy barriers for each pathway reveal that Li cations 




Figure 6-9. Possible pathways for Li
+ 
ion diffusing through the lattice of Li2Ca(NH)2 with the charged 
vacancy. The barrier of jump is estimated by the energy difference between the saddle point and the 
initial point in the energy profile, in the unit of eV. 
 
The summation of above calculated defect formation energy (0.14 eV) and migration 
energy (0.04 eV) gives a value of 0.18 eV, lower than the experimental determined activation 
energy of 0.52 eV. This disagreement could also be originated from the ideal model employed 
in the simulation, in which the N-H bonds orientate along the [001] direction and point away 
to Li atoms. However, the N-H bond orientations are indefinite in real situations, the possible 
orientation such as the model II, III, and IV in Figure 6-2, could block the channels between 
CaNH layers, consequently raising the energy barrier for Li diffusion. 
 
6.5 Summary 
In summary, the Li
+
 ionic conduction properties were investigated on the hydrogen storage 
materials of ternary imides Li2Mg(NH)2 and Li2Ca(NH)2 by both experimental conductivity 
measurements and the first-principles calculations. Although mixed-cation in ternary imides 
improves hydrogen storage properties compared to Li2NH, the involvement of Mg/Ca cations 
does not facilitate the Li diffusion, as the experimental results present that Li2Ca(NH)2 




 with the activation energy of 0.52 eV, and 
Li2Mg(NH)2 is almost an insulator at room temperature with the activation energy of 1.93 eV. 
The calculations of Li and Mg/Ca defect formation energy evidence that Li cations are the 
dominant conduction species in Li2Mg(NH)2 and Li2Ca(NH)2. The simulations of possible 
diffusion pathways and calculations of corresponding migration energy barrier indicate that Li 
diffusion in Li2Mg(NH)2 can be via the tetrahedral-to-tetrahedral jumps with migration energy 
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less than 0.3 eV; however, the random Li/Mg arrangement could block the path of Li 
diffusion. In Li2Ca(NH)2, the diffusion of Li can be freely occurred within the channels 
between CaNH layers if ignoring the influence of N-H bonds orientations.  
We may conclude that Mg/Ca cations give both positive and negative effects for Li 
diffusion. The positive sides are: i) Mg cations induce more vacant sites in Li2Mg(NH)2, and 
ii) Ca cations open a wide channel for Li diffusion in Li2Ca(NH)2. The negative sides are: iii) 
Mg block the diffusion of Li due to their randomly disordered distribution, and iv) unfixed 
N-H bond orientation in Li2Ca(NH)2 could narrow down the channel for Li diffusion, leading 
to the higher energy barrier. These findings may provide us some clues to improve the 
conduction properties of mixed-cation imides if we can suppress the negative effects through 
specific manipulations based on the structures of Li2Mg(NH)2 and Li2Ca(NH)2, such as 
changing the Li/Mg distribution from disordered to ordered in Li2Mg(NH)2, reducing the 
influence of N-H orientation by opening wider channels between CaNH layers by inducing 
other larger size cations in Li2Ca(NH)2. 
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Why LiNH2BH3∙NH3BH3 Shows Improved Dehydrogenation 
Over LiNH2BH3 and NH3BH3 
LiAB∙AB was synthesized recently. Compared with LiAB and AB, this new AB derivative 
has better dehydrogenation kinetics and releases 14.8 wt.% of hydrogen with peak 
temperatures at ca. 80 ºC and 140 ºC respectively. In this chapter, first-principle calculations 
were employed to reveal the differences in dehydrogenation properties of AB, LiAB and 
LiAB∙AB. Furthermore we attempted to correlate the crystal structure and electronic 
properties with dehydrogenation performance. The results show that Li
+
 cations play similar 
roles in LiAB∙AB as in LiAB in destabilizing the B-H and N-H bonds, and the mechanism of 
the first-step dehydrogenation of LiAB∙AB is likely via the dissociation and combination of 
hydridic H(B) from [LiAB] molecule and protonic H(N) from adjacent [AB] molecule, rather 










A new AB derivative was recently formed through reactions of LiH with 2 equivalent AB or 
of equivalent LiAB and AB as described by the following reactions,
1
 
LiH(s) + 2NH3BH3(s) → LiNH2BH3·NH3BH3(s) + H2(g)   (7.1) 
LiNH2BH3(s) + NH3BH3(s) → LiNH2BH3·NH3BH3(s)    (7.2) 
This new compound, LiAB∙AB, has a hydrogen storage capacity of 14.8 wt. % and a lower 
dehydrogenation temperature (onset at 58 ºC and first peak at 80 ºC) as compared to AB and 
LiAB. Moreover, borazine is undetected. It was proposed that dehydrogenation of LiAB∙AB 
follows a two-step process: 
LiNH2BH3·NH3BH3 (s) → [LiN2B2H7] (s) + 2H2 (g)     (7.3) 
LiNHBH2·NH2BH2 (s) → [LiN2B2H] (s) + 3H2 (g)     (7.4) 
Synchrotron XRD characterization shows that the crystal structure of LiAB·AB consists of 





 anion, and is also coordinated with H in the [NH3BH3] molecule with a distance in 
the range of 1.953 Å – 2.165 Å.1 Such a Li+ coordination environment is likely to weaken the 
dihydrogen bonds, resulting in a less stable LiAB∙AB.  




 in the past to 
determine the structures, decomposition pathways and to understand the improved 
dehydrogenation performance. In this chapter, first principles calculations based on DFT were 
employed to investigate the crystal and electronic structures and energetic of H atom 
desorption of solid LiAB∙AB. 
 
7.2 Computational Details  
AB has orthorhombic structure with space group Pmn21 while LiAB and LiAB∙AB crystallize 
in tetragonal structure with space group Pbca and P21/C, respectively. The unit cell of AB, 
LiAB and LiAB∙AB contains 16-, 64- and 64-atom, respectively. We first calculated the 
equilibrium lattice parameters using a plane-wave cutoff energy of 520eV and a 5×5×5 
k-point mesh in the Monkhorst-Pack scheme.
17
 The geometry optimization has been done by 
minimizing the Hellmann-Feynman forces on the atoms and stresses on the unit cell without 
any symmetry constraint. In all calculations, self-consistency was achieved with a tolerance in 
total energy of 0.01 meV, and atomic forces were converged to less than 0.01 eV/Å. The 
optimized lattice parameters of AB, LiAB and LiAB∙AB are in reasonable agreement with 
available experimental values. Figure  7-1 shows the unit cells of AB, LiAB and LiAB∙AB. 
The structure of LiAB∙AB consists of alternate [LiAB] molecule layers and [AB] molecule 
layers along [100] direction. The subsequent calculations were performed in a 2×2×2, 
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1×2×1and 1×1×2 supercells of AB, LIAB and LiAB∙AB systems, respectively, with an 
energy cutoff of 520 eV and 4×4×4 k-point mesh employed. The electronic properties were 
analyzed using the electron localization function (ELF)
18
 and the electronic density of state 





Figure 7-1. Unit cells of solid  (a) AB, (b) LiAB and (c) LiAB∙AB. The b ig light green, s mall gray, 
small dark green, small white balls denote Li, N, B and H, respectively. 
 
7.3 Results and Discussion 
7.3.1 Electronic DOS  
The calculated partial DOS for AB, LiAB and LiAB∙AB are shown in Figure  7-2. In general, 
they have a finite energy gap and therefore they exhibit nonmetallic features. The calculated 
GGA band gap (Eg) of LiAB∙AB (4.6 eV) is slightly greater than that of LiAB (4.2 eV), and 
both of these two AB derivatives have narrower band gaps than that of solid AB (6 eV). The 
actual gap could be even larger since density functional theory is known to underestimate the 
band gap of semiconductors and insulators. The total DOS for AB, LiAB and LiAB∙AB 




comprises three well-separated regions: region A, below –1 eV (the lower energy region of 
valance band); region B, from –1 to 0 eV (the top of valance band); and region C, above 4 eV 




Figure 7-2. The total and partial DOS of (a) [LiNH2BH3] molecule in LiAB∙AB, (b) [NH3 BH3] 
molecule in LiAB∙AB, (c) LiAB and (d) AB. The Fermi level is set at zero energy and marked by 
vertical dotted lines; s-electron contributions are depicted in gray filled, p-states denotes as solid lines. 
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In DOS of LiAB∙AB (Figure 7-2 (a) and (b)), the lowest energy part (from –7.3 to –8.3 
eV) of in region A is mainly due to N-p, H(N)-s (H(N) denotes H bonded to N) and B-s states 
from the [AB] molecule. The neighbor area (from –6.5 to –7.3eV) is due to N-p and B-s states 
from the [LiAB] molecule. The sharp peaks around –5.8 eV are contributed by one N-p state 
and two H(N)-s states from the [LiAB] molecule. Almost all elements in both [LiAB] and 
[AB] molecules contribute to the electronic densities in the area of –3.5 to –4.7 eV, while in 
the higher energy area of –1.4 to –3.0 eV, B-p and H(B)-s (H(B) denotes H bonded to B) 
states are obviously involved, and a small contribution also comes from Li. The total 
electronic density in region B which covers the top of valence band (VB) are mainly 
attributed to N-p, B-p and H(B)-s states, with only small contribution from Li-s and -p states. 
The broad peaks in the conduction band (CB) in region C mainly originate from Li-s and -p 
states; B and N atoms are also minor contributors to the electronic density in the CB (notice 
the different y-axis scales for partial DOS of B, N and Li atoms). The above analyses suggest 
that (i) the covalent feature of N-H, B-H due to the strong sp hybridization between N and 
H(N), B and H(B) in the VB; N-H bond is generally stronger than B-H bond as the overlap 
region of N-p and H(N)-s states is energetically lower than that of B-p and H(B)-s states; (ii) 
The hybridization on the VB between Li and H(B) atoms could be regarded as an indication  
of covalent coordination bond; (iii) The interaction character between Li and N atoms is 
essentially ionic, also with partial covalent bonding feature as their overlapping of electron 
densities in the VB. 
Comparing the partial DOS of the [LiAB] molecule of LiAB∙AB with that of LiAB, the 
prompted N-p peak in the [LiAB] molecule indicates that N atom attracts more electrons from 
Li
+
 cation, which is in response to the relative lower Li-p states in the CB of LiAB∙AB, thus 
the more charged N results in a stronger B-N hybridization. This alteration also leads B-H 
bond to be more reactive, and provide more polar reaction environment for dihydrogen 
interaction. The N-p, B-p and H-s states of [AB] molecule display a left shift comparing with 
the partial DOS of AB, suggesting that both B-H and N-H bonds in the [AB] molecule are 
generally stronger than that in AB. 
7.3.2 Charge density and ELF 
To get a better insight into the chemical bonding of these compounds, we have analyzed 
charge-density distribution and ELF. In Figure 7-3, the middle panels show calculated 
valence-charge densities within the (100) plane of LiAB and LiAB∙AB, the left and right 
panels present the atomic motif and ELF plot in the same plane. The ELF is not a direct 
measure of electron density, but can be associated with electron density in most cases, since 
ELF represents a continuous and differentiable scalar field in three-dimensional space, and so 
does the electron density.
20
 Near the Li, N and H sites, high charge density is observed in the 




immediate vicinity of the nuclei. The predominant covalent nature of the bonding between N 
and H, B and H is confirmed by the finite charge density between these atoms. The electron 
distribution between Li
+
 and the [NH2BH3]
–







Figure 7-3. Charge density distribution (midd le panel) in (a) (100) p lane in LiAB and (b) (100) plane  
in LiAB∙AB. The left panels and right panels display the atomic motif and ELF contour plot in the 
selected planes, with color bar scalar (ELF approaching 1 implies covalent bond or lone pair; an ELF 
value around 0.5 denotes uniform density distribution and free electron gas phase; ELF approaching 0 
indicates absence of electrons, such as in ionic bond). The b ig light green, small gray, small dark green, 
small white balls denote Li, N, B and H, respectively. 
 
 
Figure 7-4. Partial ELF contour plots (a) in the LiAB cell of (100) p lane passing through Li (left panel),  
B (middle panel) and N (right panel) atoms, respectively, and (b) in the LiAB∙AB cell o f (100) plane 
passing through Li (left panel), B (middle panel) and N (right panel) atoms, respectively. 
 
Partial ELF contour plots for the selected planes are shown in Figure  7-4. In the left 
panel, a high ELF value on the Li
+
 cations implies the highly localized s-electrons; a nearly 
spherical structure of the ELF around the nuclei separated by a region with a very low ELF 
value is characteristic of ionic bonds, which are found around Li
+
 cations and within the 




 units, indicative of ionic Li-N bonds. Whereas the 
B atoms are slightly polarized (middle panel), as the contours in the ring holes are not circular, 
but triangular in shape, due to the repulsive interaction with the negatively charged H atoms. 
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High electron localization is seen in the region between adjacent B and N atoms, which 
reflects the covalent nature of B-N dative bond. 
7.3.3 Chemical bond lengths  




LiAB and in LiAB∙AB are displayed in Figure 7-5. 
In LiAB, Li
+
 is connected with one [NH2BH3]
–
 unit and surrounded
 
by three [BH3] units with 
the Li∙∙∙B distances in the range of 2.52-2.68 Å. In LiAB∙AB, Li+ is connected with one 
[NH2BH3]
–
 unit and surrounded
 
by three [BH3] units with the Li∙∙∙B distance in the range of 
2.47-2.58 Å. Generally, the distance between Li
+
 and the surrounding B atoms in LiAB∙AB is 
shorter than that in LiAB. Moreover, the shortest Li
+∙∙∙H(B) distance (1.95 Å between two 
neighboring [LiAB] molecules and 1.965 Å between [LiAB] and [AB] molecule) in LiAB∙AB 
is also slightly smaller than the shortest distance of Li
+∙∙∙H(B) (1.97 Å) in LiAB (Not shown 
in the Figure 7-5, but listed in Table 7-1). From the coordination environment of Li
+
, we can 
see that the configuration of LiAB is more compact than LiAB, and H(B) atoms in both 
[LiAB] and [AB] molecules of LiAB∙AB coordinate with Li+. 
 
 
Figure 7-5. Coordination environment of Li
+ 
in LiAB and LiAB∙AB, respectively. The numbered  
values denote the distances between Li and different atoms, units in Å. The big  light green, s mall gray, 
small dark green, small white balls denote Li, N, B and H, respectively. 
 
The calculated lengths of B-N, B-H, and N-H bonds and the distance of H(B)∙∙∙H(N) are 
listed in Table 7-1. In LiAB∙AB, The B-N bond length of 1.55 Å in the [LiAB] molecule and 
of 1.59 Å in the [AB] molecule in LiAB∙AB are almost the same to the B-N bond lengths in 
solid LiAB (1.55 Å) and solid AB (1.59 Å). The mean B-H and N-H bond lengths in the 
[LiAB] and [AB] molecules of LiAB∙AB are also similar to those in solid AB and LiAB. 




The distance of H(B)∙∙∙H(N) is one of the characteristic parameters for the crystal 
stability of AB-based compounds.
15
 In LiAB∙AB, there are three kinds of H(B)∙∙∙H(N) 
distances: Hi(B)∙∙∙Hi(N) is the distance of two hydrogen atoms between two adjacent [LiAB] 
molecules within the [LiAB] layers, Hii(B)··Hii(N) is between two adjacent [AB] molecules 
within the [AB] layers and H(B)i···H(N)ii is between a [LiAB] molecule and an adjacent [AB] 
molecule. The shortest distance for Hi(B)∙∙∙Hi(N), Hii(B)··Hii(N) and Hi(B)··Hii(N) in III are 
2.65 Å, 1.90 Å, and 1.98 Å, respectively. Hi(B)∙∙∙Hi(N)min (2.65 Å) is longer than the sum of 
van der Waals radii (2.4 Å) evidencing the vanishing of dihydrogen bonding, and this 
distance is longer than the shortest dihydrogen distance of 2.32 Å between two [LiAB] 
molecules in solid LiAB. Hii(B)···Hii(N)min (1.90 Å) is also longer than the shortest dihydrogen 
bond distance of 1.878 Å in solid AB. Thus the H(B)∙∙∙H(N) interactions in LiAB∙AB are 
weaker in both the [LiAB] layers and the [AB] layers, resulting in the crystal lattice of 
LiAB∙AB being less stable than LiAB and AB, which is also supported by evidence of the 
DSC experiment that the onset melting temperature of LiAB∙AB (58 ºC) is found lower than 
those of LiAB (82 ºC) and AB (95 ºC). The relatively shorter dihydrogen bond Hi(B)··Hii(N) 
(1.98 Å) could lead to the detachment and consequent combination of H and
 
H occur between 
the [LiAB] and the [AB] layers, rather than within the [LiAB] or [AB] layer alone, which we 
will elaborate below. 
 
Table 7-1. The selected calculated interatomic distances (Å) in LiAB, LiAB∙AB and AB. In brackets 




(i) [LiAB] molecule (ii) [AB] molecule 
Li
+∙∙∙H(B)min 1.97 
1.95             
Li
+
i ∙∙∙Hi(B) min 
1.96              
Li
+




























2.65 Hi(B)··Hi(N) 1.90 Hii(B)··Hii(N) 1.88 
[1.7] 
22
 1.98 Hi(B)··Hii(N) 
 
7.3.4 Hydrogen removal energies 
We further calculated the energy cost to remove hydrogen atom from AB, LiAB and 
LiAB∙AB, respectively. The H atom which has the longest bond distance with B or N in each 
solid structure is chosen to be removed. The H atom associated with the [LiAB] molecules 
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and the [AB] molecules in LiAB∙AB were considered separately. The atomic coordinates of 
the structure with one hydrogen atom removed was fully re-optimized. The calculated 
hydrogen removal energies are listed in Table 7-2. Generally it costs less energy to remove 
H(B) atom than to remove H(N) atom, which indicates the breaking of B-H bond is prior to 
the dissociation of N-H bond in the initial state of dehydrogenation of AB, LiAB and 
LiAB∙AB. The H(B) atom removal energy of 1.99 eV from the [LiAB] molecule of solid 
LiAB∙AB is slightly less than that of 2.05 eV from solid LiAB, but such a small difference 
(0.06 eV) is virtually insignificant and thus these two removal energies can be regarded as 
being essentially equal; whereas 1.99 eV is much lower than that H(B) atom removal energy 
of 2.32 eV from solid AB. However, energy of 2.42 eV is needed to remove H(B) atom from 
the [AB] molecule of LiAB∙AB, which is higher than that of both solid AB and LiAB. The 
H(N) atom removal energy from the [AB] molecule of LiAB∙AB is 2.37 eV, about 0.2 eV less 
than that of 2.54 eV from solid AB and of 2.59 eV from solid LiAB, while the H(N) atom 
removal energy from the [LiAB] molecule of LiAB∙AB is 2.49 eV, which is can be taken as 
equal with that from solid AB and LiAB. From the above comparison, we can see that the 
breaking of B-H bond in the [LiAB] molecule and breaking of N-H bond in the [AB] 
molecule of solid LiAB∙AB are less energy cost than those in solid AB and LiAB. 
 




[LiAB] molecule [AB] molecule 
ΔE H(B)  2.05 1.99 2.42 2.32 
ΔE H(N)  2.59 2.49 2.37 2.54 
 
7.3.5 Dehydrogenation mechanism of LiAB ∙AB 
The above analyses could shine a light on the dehydrogenation mechanism of LiAB∙AB. It 
takes less energy to remove H(B) atom from the [LiAB] molecule and H(N) from the [AB] 
molecule, indicating that the H(B) atom in the [LiAB] molecule and H(N) in the [AB] 
molecule are easier to dissociate from the solid LiAB∙AB, so the intermolecular 
dehydrogenation between the [LiAB] layer and the [AB] layer is likely the main course in the 
first-step dehydrogenation. It is also noted that the H(B) atom in the [LiAB] molecule forms a 
short dihydrogen bond (with a length of 1.98 Å) with the H(N) atom in the adjacent [AB] 
molecule. Considering the dissociation of H(B) atom is prior to H(N), we also examined the 
re-optimized structure after removing the H(B) atom in LiAB∙AB. It was found that after 
removing the H(B) atom, the associated N-H
 
bond becomes to be the longest N-H bond in the 




optimized solid structure (see Figure 7-6), which indicates that this H(N) atom will be easier 
to be further detached from the system than other H(N) atoms, and to subsequently combine 
with the previous detached H(B) atom to form H2 molecule. Therefore, we can attribute the 
mechanism of first-step dehydrogenation of LiAB∙AB to the dissociation of H(B) atom from 
the [LiAB] molecule and H(N) atom from the [AB] molecule to form the first H2 molecule 
(Figure 7-7).  
 
Figure 7-6. [LiAB] molecule and the adjacent [AB] molecule in the optimized solid structure of 
LiAB∙AB before (left panel) and after (right panel) removing one H(B) atom. Li, B, N and H atoms are 
denoted as big green, small green, small grey, and small pink balls. The H(B)··H(N)
 
dihydrogen bond 
lengths and the associated B-H and N-H bond lengths are denoted with black, blue and red font colors, 
respectively. All the bond lengths are in the unit of Å. 
 
 
Figure 7-7. The schemat ic mechanis m of first-step dehydrogenation of LiAB∙AB: the dissociation of 
H(B) atom from the [LiAB] molecu le and H(N) atom from the [AB] molecule to form the first H2 
molecule. 
 
The initiation of dehydrogenation of B-N-H containing chemical hydride systems need to 
overcome a kinetic barrier, which is related to the energy cost for the breaking of B-H and 
N-H bonds, and formation of H2. Thus the hydrogen removal energy may reflect partially the 





 indicated that the initial state of dehydrogenation is controlled by the 
break-up of B-H bond, which is regarded as the rate-limiting step. So, the experimental fact of 
LiAB∙AB starts to release H2 at a lower temperature (57 ºC) than AB and LiAB can be 
explained satisfactorily by the smaller H(B) atom removal energy in LiAB∙AB.  
Lastly, we would like to address the issue of suppression of borazine in LiAB∙AB. 
Borazine (B3N3H6) as the by-product of AB is one of the drawbacks for the application for 
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PEM fuel cell. The formation of borazine from AB was proposed as,
11,23-25
 The initial step is 





DADB cyclizes to CDB (Cyclodiborazane, c-B2N2H8), in a subsequent reaction, CDB reacts 
with AB to form the new species BCDB (B-(cyclodiborazanyl)aminoborohydride, 
cyc[NH2BH2NH2BH]-NH2BH3), and the further dehydrogenation of BCDB generates 
borazine (see equation 7.7).  
(7.5) 
We can see that the generation of borazine relies on the formation of intermediate DADB 
between two neighboring [AB] molecules, and then the cyclization of [BH2-NH2] units. 
Although containing [AB] molecules in LiAB∙AB, the intermolecular dehydrogenation 
mechanism between [LiAB] molecule and [AB] molecule could prevent the dehydrogenation 
occurring within [AB] layer alone, without the formation of DADB and CDB, the formation 
of borazine is consequently avoided.  
 
7.4 Summary 
In this chapter, theoretical calculations were carried out on the newly developed LiAB∙AB 
system. Electronic DOS and ELF analyses indicate the covalent bond nature of N-H and B-H 
bonds, but ionic bonding between Li and N. The bond length analyses show that LiAB∙AB 
possesses weakened H(B)∙∙∙H(N) interactions both within the [LiAB] layers and within the 
[AB] layers, resulting in a lower stability of LiAB∙AB as compared to solid LiAB and AB. 
The analyses of B-H and N-H bond lengths combined with hydrogen removal energies 
calculations reveal that the first-step dehydrogenation is via the combination of H(B) atom 
from [LiAB] molecule and H(N) atom from [AB] molecule in LiAB∙AB, resulting in the 
desorption of H2 at lower temperature. 
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Role of NH3 in the Dehydrogenation of Ca(NH2BH3)2·2NH3 
and Mg(NH2BH3)2·NH3 for Hydrogen Storage 
 
In this chapter, the first-principles calculations show that [NH3] molecules play crucial roles 
as both activator for the break-up of hydridic B-H bond and supplier of protic H for the 
establishment of dihydrogen bonding, which could facilitate the dehydrogenation of 
CaAB·2NH3 or MgAB·NH3 occurring at lower temperatures compared to those of CaAB and 
MgAB. Moreover, the calculations of the free energy and the [NH3] molecule removal energy 
evidence that coordination between [NH3] and Mg cation is stronger than that between [NH3] 
and Ca cation, therefore, MgAB·NH3 will undergo direct dehydrogenation rather than 
deammoniation at lower temperatures. 
  




More recently, amidoborane ammoniates, a new sort of molecular crystal complex hydride 
system including CaAB·2NH31, MgAB·NH32 and LiAB·NH3,3 have been synthesized by 
reacting metal amidoborane with ammonia or reacting metal amide/imide with AB, 
Ca(NH2)2 + 2NH3BH3 → Ca(NH2BH3)2·2NH3     (8.1) 
MgNH + 2NH3BH3 →Mg(NH2BH3)2·NH3    (8.2) 
LiNH2BH3 + NH3 → Li(NH3)NH2BH3 `    (8.3) 
It was shown experimentally that those ammoniates released hydrogen at lower temperatures 
compared to the H-desorption temperatures of the corresponding metal amidoboranes.1,2,3 In a 
closed system, the dehydrogenation of CaAB·2NH3 starts at ~ 70 ºC, and releases ~ 8.2 wt. % 
H2 upon heating at 150 ºC,1 which shows significant advantages over CaAB (starting to 
release H2 at ~ 130 ºC, peaking at 150 ºC).4 MgAB·NH3 desorbs hydrogen at ~ 50 ºC with 
vigorous hydrogen release at 74 ºC, while MgAB was found unstable at ambient 
temperature.2 LiAB·NH3 releases hydrogen at temperature above 40 ºC, in particular, under 
ammonia, LiAB·NH3 provides a high hydrogen storage capacity (11.18 wt. % H2) at the easily 
accessible dehydrogenation temperature of 60 ºC, which shows more favorable performance 
than LiAB (releasing hydrogen at ~ 90 ºC).3 
The theoretical studies on alkali and alkaline earth metal amidoboranes revealed that the 
metal element acts as electron donor to N, leading to the alteration of the bond nature and 
strength and charge density distributions.4,5 The results from gas-phase simulations indicated 
that a hydrogen of [BH3] transfers to the metal cation forming a metal hydride intermediate, 
and the metal hydride acts as a hydridic source for the dehydrogenation, which facilitates H2 
to release at a lower kinetic barrier.6,7 As a consequence, reduced dehydrogenation 
temperatures are achieved in metal amidoboranes compared to that of neat AB. Those studies 
on alkali and alkaline earth metal amidoboranes provide general insight into the 
dehydrogenation mechanism for the metal−B−N−H containing chemical hydrides, that is, the 
dihydrogen interaction between hydridic H(B) and protic H(N), and subsequent detachment 
and combination of H(B) and H(N) atoms. In metal amidoborane ammoniates, the 
coordinated [NH3] molecules in the lattice could provide additional protic H(N) to interact 
with hydridic H(B). Moreover, the coordination between the [NH3] molecule and the metal 
cation may alter the interaction between cation and amidoborane anion, which further affects 
B−H and N−H bonds; as a consequence, the detachment and combination of H(B) and H(N) 
atoms were observed to occur at lower temperatures.1 
To understand the dehydrogenation mechanism of metal amidoborane ammoniates and to 
examine the role of [NH3] molecule during the dehydrogenation, in this chapter, 
first-principles calculations based on DFT were employed to investigate the electronic and 
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phononic structures, hydrogen desorption and diffusion, and the thermodynamics of 
deammoniation in solid CaAB, CaAB·2NH3, MgAB, and MgAB·NH3.  
 
8.2 Computational Details 
Electronic exchange and correlations treated by GGA8 of PW919,10 is widely employed for the 
first-principles calculations of metal-B-N-H based hydrogen storage materials,11-14 as it is 
proven to be generally more reliable than the LDA for the energetic problems. We computed 
the structural properties of CaAB, CaAB·2NH3, MgAB, and MgAB·NH3 by using GGA of 
PW91, GGA of Perdew–Burke–Ernzerhof (PBE)15 and LDA, respectively. A comparison of 
calculated results and the experimental data are listed in Table 8-1, indicating that GGA 
calculations are significantly closer to experiment than LDA. 
 
Table 8-1. Comparison of first-princip les calculated structural properties of CaAB, CaAB·2NH3, and 
MgAB·NH3 by using GGA of PW 91, GGA of PBE and LDA and experimental data (EXP). Eel.tot is the 
electronic total energy. 
 
Compounds  GGA-PW91 GGA -PBE LDA EXP 
CaAB4  
a (Å) 9.2220  9.24477 8.80922 9.100(2)  
b (Å) 4.3472  4.37205 4.02924 4.371(1) 
c (Å) 6.4996  6.56597 6.15534 6.441(2) 
α (º) 90 90 90 90 
β (º) 93.3346 93.4127 92.1574 93.19(2) 
γ (º) 90 90 90 90 
Eel.tot(eV) –72.81 –72.41 –77.06 -- 
CaAB·2NH3 
a (Å) 18.6301 18.7200 17.63000 18.6733 
b (Å) 5.2913 5.32884 4.95857 5.2283 
c (Å) 8.5016 8.53967 7.91976 8.5748 
α (º) 90 90 90 90 
β (º) 90 90 90 90 
γ (º) 90 90 90 90 
Eel.tot(eV) –113.03 –112.46 –119.18 -- 
MgAB·NH316 
a (Å) 8.8174 8.84655 8.16791 8.8815 
b (Å) 9.0794 9.11968 8.80380 8.9466 
c (Å) 8.1299 8.17664 7.58461 8.0701 
α (º) 90 90 90 90 
β (º) 95.2014 94.3628 96.1859 94.0744(48) 
γ (º) 90 90 90 90 
Eel.tot(eV) –91.53 –91.08 –96.62 -- 
 
CaAB has a monoclinic structure (space group C2, No.5),17 and CaAB·2NH3 crystallizes 
into orthorhombic (space group Pna21, No.33).1 MgAB cannot crystallize at room 
temperature. Generally, the metal amidoboranes with metal cation in the same group of 
elements are isostructual, for example, LiAB and NaAB, CaAB and SrAB, therefore it is 
reasonable to expect that MgAB and CaAB are also isostructural, therefore it is reasonable to 
expect that MgAB and CaAB are also isostructual. So we construct the structure of MgAB by 
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substituting of Ca with Mg in CaAB. The structure of MgAB·NH3 belongs to monoclinic 
(space group P21/c, No.14).2 Full geometry optimization without any constraint was done by 
minimizing the Hellmann-Feynman forces on the atoms and stresses on the unit cell. For the 
static energy calculations, the self-consistency was achieved with a tolerance in total energy 
of 0.01 meV, atomic forces were converged to be less than the 0.01 eV/Å. The electronic 
DOS were calculated by means of the tetrahedron method with Blöchl corrections.18 1×2×2, 
1×2×1, 1×2×2 and 1×1×2 supercells of CaAB, CaAB·2NH3, MgAB, and MgAB·NH3 were 
employed, respectively, in the consequent static calculations by using an energy cutoff of 520 
eV and 4×4×4 k-point meshes generated in the Monkhorst-Pack scheme.19 The molecule of 
NH3 was calculated in a cubic box with edge of 15×15×15 Å3 to eliminate the interaction 
between molecules caused by periodic boundary conditions.  
For phonon calculation, the Hellmann-Feynman forces on all atoms in the supercell were 
calculated with the displacements of 0.03 Å for each symmetrically nonequivalent atom from 
their respective equilibrium positions in three independent directions. A complete 
force-constant matrix was obtained, and the phonon frequencies (ω) were then calculated by a 
diagonalization of the dynamical matrix. 1×2×2 supercells of crystal CaAB and MgAB, a 
1×3×2 supercell of CaAB·2NH3 and a 2×2×2 supercell of MgAB·NH3 were employed for the 
phonon calculations. For the gaseous NH3 molecule, 2×2×2 supercell has been chosen for 
phonon calculations. The PAW GGA potential, cut-off energies and the self-consistent field 
convergence parameters were chosen to be the same as for the static energy calculations 
described above, while atomic forces were converged to be lower than 0.001 eV/Å. 
To determine the diffusion pathways and migration energy barriers of hydrogen atom in 
solid CaAB, CaAB·2NH3 and MgAB·NH3, we used the NEB method,20 which is implemented 
in VASP code. The intermediate images were generated in the computation and each image 
was relaxed until the maximum residual force was less than 0.01 eV /Å.  
 
8.3 Results and Discussion 
8.3.1 Geometry 
Figure 8-1 shows the supercells of solid CaAB, CaAB·2NH3, MgAB and MgAB·NH3. The 
selected bond angles information in each structure are summarized in Table 8-2.  




Figure 8 -1. The crystal structure of (a) CaAB, (b) CaAB·2NH3, (c) MgAB and (d) MgAB·NH3. The 
structures are shown in a bond-stick view, and the viewing direct ions shown are all along the [010] 
(left panels) and [001] (right panels) direction. The large blue, large orange, small light blue, s mall 
green, small pink spheres denote Ca, Mg, N, B and H atom, respectively. 
 
Table 8-2. The calculated bond angles (º) in CaAB, CaAB·2NH3, MgAB and MgAB·NH3. The 
numbers (1) and (2) in the parentheses denote two [AB] anions or [NH3] molecules coordinated with 
Ca/Mg cation. 
 CaAB CaAB·2NH3 MgAB MgAB·NH3 
∠N[AB](1)-Ca/Mg-N[AB](2) 161.37 105.67 106.90 100.50 
∠N[NH3](1)-Ca/Mg-N[NH3](2) -- 170.61 -- -- 
∠N[AB](1)-Ca/Mg-N[NH3] -- 86.72 / 87.46 -- 97.63 
∠N[AB](2)-Ca/Mg-N[NH3] -- 88.07 / 86.41 -- 111.81 
 
The structure of CaAB consists of [Ca(NH2BH3)2] molecule layers perpendicular to the 
[010] direction. In one [Ca(NH2BH3)2] molecule, each Ca cation coordinates with two 
symmetrically equivalent [NH2BH3] anions (denoted as [AB]I), with the bond angle 
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∠N[AB](1)-Ca-N[AB](2) of 161.37 º, and the Ca, N and B atoms are almost aligned in the same 
(010) plane. The Ca cation in CaAB·2NH3 coordinates with two symmetrically nonequivalent 
[NH2BH3] anions (denoted as [AB](1)II and [AB](2)II) and two symmetrically nonequivalent 
[NH3] molecules (denoted as NH3(1)II and NH3(2)II), with the bond angels 
∠N[AB](1)-Ca-N[AB](2) of 105.67 º and ∠N[NH3](1)-Ca-N[NH3](2) of 170.61 º (N[AB] and N[NH3] 
denote the N atom located in the [AB] anion and [NH3] molecule, respectively). The bridging 
bond of B-N[AB](1)-Ca-N[AB](2)-B lies in the direction parallel to (001) plane, which is almost 
perpendicular with bridging bond of N[NH3](1)-Ca-N[NH3](2). Similar to CaAB, each Mg cation 
coordinates with two symmetrically equivalent [NH2BH3] anions (denoted as [AB]III) in 
MgAB, with the bond angle ∠N[AB](1)-Mg-N[AB](2) of 106.90 º. In MgAB·NH3, each Mg cation 
is coordinated with two symmetrically nonequivalent [NH2BH3] anions (denoted as [AB](1)IV 
and [AB](2)IV) and a single [NH3] molecule, and Mg is located at the top of nitrogen triangle 
plane formed by two N[AB] atoms and one N[NH3] atom. The bond angles of 
∠N[AB](1)-Mg-N[AB](2), ∠N[AB](1)-Mg-N[NH3] and ∠N[AB](2)-Mg-N[NH3] are 100.50 º, 97.63 º and 
111.81 º, respectively. Mg-N[NH3] bond points to the direction of the c-axis. 
8.3.2 Electronic DOS 
The calculated total and partial electronic DOS for CaAB, CaAB·2NH3, MgAB and 
MgAB·NH3 are shown in Figure 8-2. In general, they have a finite energy gap between 
valence bands and conduction bands and therefore exhibit nonmetallic features. The 
calculated GGA band gaps of CaAB and CaAB·2NH3 (~ 4 eV) are lightly narrower than those 
of MgAB and MgAB·NH3 (~ 5 eV). The actual gap could be even larger since DFT is known 
to underestimate the band gap of semiconductors and insulators. The covalent feature of B-N, 
N-H and B-H bonds is clearly indicated by the strong sp hybridization of states between B 
and N, N and H(N), B and H(B) atoms within the VB region. The interaction between Ca/Mg 
cation and [NH2BH3] anion is essentially ionic, which is identified by the broad peaks of 
Ca/Mg -s and -p states in the CB region. The coordination interaction between Ca/Mg cation 
and [NH3] molecule is mainly covalent because of the overlapping electron densities of N[NH3] 
-p states and Ca/Mg -s and -p states in the VB region. 














Figure 8 -2. Total and partial electronic DOS of (a) CaAB, (b) CaAB·2NH3, (c) MgAB and (d) 
MgAB·NH3. s-electron contributions are depicted with black solid line, and p-states are depicted with 
red solid line. The numbers (1) and (2) in the parentheses denote symmetrically nonequivalent 
[NH2BH3] complexes or [NH3] molecules. 
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8.3.3 Phonon DOS 
To establish finite-temperature properties, we calculated phonons for all systems. Figure 8-3 
displays the total and atom-decomposed phonon DOS derived from the calculated phonon 
spectra of CaAB, CaAB·2NH3, MgAB and MgAB·NH3. The vibrational spectra of these 
systems can be generally classified into several segments defined by the molecular feature 
from high-frequency to low-frequency region as follows: the N-H stretching mode (3300 ~ 
3500 cm–1), the B-H stretching mode (around 2250 cm–1), NH3 (1625 cm–1) or NH2 (1550 
cm–1) deformation mode, BH3 deformation mode (1110 ~ 1250 cm–1), B-N stretching mode 
(around 900 cm–1), N-H and B-H rocking modes (750 ~ 900 cm–1), Ca/Mg translational lattice 
mode and Ca/Mg-N rotational mode (below 350 cm–1). The spectrum of CaAB·2NH3 matches 
well with the experimental observation by Fourier transform infrared (FTIR) spectroscopy, in 
which 3000 ~ 3400 cm–1 is for N-H stretching, 2150 ~ 2270 cm–1 for B-H stretching and 600 
~ 1000 cm–1 for B-N stretching.1 N-H stretching consists of two dominant peaks above 3250 
cm-1. It is noted that subtle downshifts in the peak position are observed for N-H 
bond-stretching mode in the [NH3] molecule compared to that in the [AB] anion in the partial 
phonon DOS of CaAB·2NH3 and MgAB·NH3. B-H stretching is associated with two 
dominant peaks and one shoulder peak in lower frequency region around 2250 cm–1. The 
above results could indicate the strength of N-H and B-H bonds is in the order of: N-H[NH3] < 
N-H[AB] < B-H[AB], which will be confirmed by the bond lengths analyses below. 
 
 










Figure 8-3. Total and partial phonon density of state of (a) CaAB, (b) CaAB·2NH3, (c) MgAB and (d) 
MgAB·NH3. The numbers (1) and (2) in the parentheses denote symmetrically nonequivalent [NH2BH3] 
complexes or [NH3] molecu les. 
8.3.4 Chemical bond lengths 
The selected atomic distances in all systems are summarized in Table 8-3. The bond lengths 
in symmetrically nonequivalent groups and molecules are examined separately. The distance 
of CaI···H(B)I between Ca cation and nearby hydridic H(B) atom in CaAB is 2.363 Å, shorter 
than the CaII···H(B)II distance of 2.421 Å in CaAB·2NH3. The B-N bond length of 1.546 Å in 
the [AB]I is comparable with that in the [AB](1)II (1.540 Å) and [AB](2)II (1.553 Å) of 
CaAB·2NH3. The B-H and N-H bonds have various lengths in symmetrically nonequivalent 
[AB] anions and [NH3] molecules. The mean B-H and N-H bond lengths in [AB] anion of 
CaAB and CaAB·2NH3 can be taken as equal. The N-H bonds (1.026 Å) in [NH3]II molecule 
are slightly longer than the N-H bonds (1.020 and 1.022 Å) in [AB]II anion. The H(B) atom in 
MgAB and MgAB·NH3 facing Mg cation have much shorter distance from Mg (~ 2.0 Å) than 
the Ca···H(B) distance (~ 2.4 Å) in CaAB and CaAB·2NH3, indicating a stronger electrostatic 
coordination between Mg cation and H(B). The shortest MgIII···H(B)III distance of 2.001 Å in 
MgAB is comparable with that in MgAB·NH3(1.993 Å). The B-N bond lengths are around 
1.56 Å in MgAB and MgAB·NH3, slightly longer than that in CaAB and CaAB·2NH3 (~ 1.54 
Å). The mean B-H and N-H bond lengths in [AB] anions of MgAB and MgAB·NH3 are more 
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or less the same. The N-H bonds in [NH3] molecule of MgAB·NH3 are slightly longer than 
those in [AB] anion, similar to the situation in CaAB·2NH3. 
 
Table 8-3. The calculated interatomic distances (Å) in  CaAB, CaAB·2NH3, MgAB and MgAB·NH3. 
The numbers (1) and (2) in  the parentheses denote symmetrically  nonequivalent complexes or 
molecules. 
 CaAB (I) CaAB·2NH3 (II) MgAB(III) MgAB·NH3 (IV) 
Bonds [AB]I  [AB](1)II [AB](2)II [AB]III [AB](1)IV [AB](2)IV 
Ca/Mg-N[AB] 2.476 2.397 2.470 2.111 2.104 2.104 
Ca/Mg···H(B) 2.363 -- 2.421 2.001 1.993 2.126 
B-N[AB] 1.546 1.540 1.553 1.556 1.558 1.569 
B-Hi 1.229 1.240 1.236 1.213 1.223 1.226 
B-Hii 1.242 1.242 1.236 1.245 1.240 1.234 
B-Hiii 1.249 1.242 1.251 1.254 1.251 1.241 
B-Hmean 1.240 1.241 1.241 1.237 1.238 1.234 
N[AB]-Hiv 1.022 1.020 1.022 1.023 1.026 1.023 
N[AB]-Hv 1.022 1.020 1.022 1.025 1.026 1.025 
N[AB]-Hmean 1.022 1.020 1.022 1.024 1.026 1.024 
  [NH3](1) II [NH3](2)II  [NH3]IV  
Ca/Mg-N[NH3] -- 2.517 2.521 -- 2.157 -- 
N[NH3]-Hvi -- 1.026 1.026 -- 1.025 -- 
N[NH3]-Hvii -- 1.026 1.026 -- 1.027 -- 
N[NH3]-Hviii -- 1.027 1.026 -- 1.028 -- 
N[NH3]-Hmean  1.026 1.026  1.027  
H(B)···H(N) 2.338~ 2.856 1.927 ~ 2.774 2.084~2.956 1.927 ~ 2.560 
 
The distance of H(B)···H(N) is one of the characteristic parameters for the crystal 
stability of metal-B-N-H-containing chemical hydride system.4 Figure 8-4 demonstrates the 
intermolecular H(B)···H(N) coordination network in the derived molecules in all systems. 
Among triple neighboring molecules in CaAB and MgAB, the H(B)···H(N) distances are in 
the range of 2.338 ~ 2.856 Å and 2.084 ~ 2.956 Å, respectively. While in CaAB·2NH3 and 
MgAB·NH3, the H(B)···H(N) distance among neighboring molecules are much shorter than 
those in CaAB and MgAB due to the presence of [NH3] molecules. For example, the shortest 
H(B)···H(N) distance between a [BH3] group and a nearby [NH3] molecule in CaAB·2NH3 
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and MgAB·NH3 is ~1.927 Å, indicating a strong dihydrogen bonding interaction. Moreover, 
in Figure 8-4(d) we can see that the dihydrogen bonding network in MgAB·NH3 is more 
intensive than that in other systems, showing a stronger interaction between [AB] anions and 
nearby [NH3] molecules. Because of these strong dihydrogen interactions, the detachments of 
hydridic H(B) and protic H(N) atoms and subsequent combination could occur at lower 
temperature in the ammoniates compared to those in the corresponding metal amidoboranes, 
which we will elaborate below. 
 
 
Figure 8-4. The intermolecular H(B)···H(N) coordination network in the derived molecules of (a) 
CaAB, (b) CaAB·2NH3, (c) MgAB and (d) MgAB·NH3. Distances of H(B)···H(N) are denoted, units in 
Angstrom. The large blue, large orange, s mall light blue, s mall green, s mall pink spheres denote Ca, 
Mg, N, B and H atom, respectively. 
8.3.5 Hydrogen removal energy and the first-step dehydrogenation 
The calculated hydrogen atom removal energies are summarized in Table 8-4. Generally, the 
H(B) removal energies are lower than H(N) removal energies, indicating that hydrogen atoms 
are more weakly attached with B atom than that with N, therefore, it is reasonable to deduce 
that the H(B) atom is detached from the system prior to H(N) atom in the initial process of the 
dehydrogenation. We notice that the calculated H(B) atom removal energy of MgAB is 
relatively lower than other materials, which could reflect the instability of MgAB, and it is 
indeed experimentally observed unstable at room temperature. Unlike CaAB or SrAB, the 
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condensed charge borne by small Mg2+ cation (0.65 Å) cannot be effectively compensated by 
the relative large two [NH2BH3]－ anions, leading to an unstable structure under ambient 
condition.2 A recent density functional calculation based on MAB (M=Li, Na, K, Ca, Be and 
Al) molecules showed the molecular MgAB possesses the less negative cohesive energy 
compared to other metal amidoboranes MAB, implying its structural instability, and it is 
easier to decompose than any other metal amidoboranes under the same temperature 
condition.21 From above evidences, we may understand why crystal solid-phase of MgAB has 
not been detected so far in the experiment.  
 
Table 8-4. H(B) and H(N) atom removal energies (ΔEH, eV) in CaAB, CaAB·2NH3, MgAB and 
MgAB·NH3.  
 CaAB CaAB·2NH3 MgAB MgAB·NH3 
ΔEH(B) 2.016 1.919 1.684 2.031 
ΔEH(N) 2.490 2.731 2.471 3.085 
 
Figure 8-5 displays the dimolecule motif derived from the optimized crystal solid 
structure of each system before and after removing the H(B) atom (in the longest B-H bond). 
In the re-optimized structure of CaAB after removing HI(B) atom, it is interesting to discover 
that the NI-HI bond nearby the removed HI(B) site becomes the longest N-H length in the 
local structure (see the third column of Figure 8-5 (a)). Because of its relatively longer bond 
length, the dissociation of this NI-HI bond is consequently preferential over other N-H bonds. 
Reverting to examine the structure before removing HI(B) atom, we find that the distance of 
HI(B)···HI(N) coordination is 2.338 Å (see the second column of Figure 8-5 (a)). This 
distance leads to an intermolecular dihydrogen coordination between two neighboring [AB] 
anions, i.e., [H2NH2B-]H···H[-NH2BH3], which is exactly the shortest dihydrogen bond length 
in CaAB. The associated hydridic BI-HI and protic NI-HI bonds lengths of 1.249 Å and 1.022 
Å happen to be the longest B-H and N-H bonds in the local solid structure of CaAB. 
Therefore, we propose that because of the dihydrogen interaction, the dissociation of first 
hydridic BI-HI bond promotes the breaking of its adjacent protic NI-HI bond and the 
consequent detachment of HI(N) atom. It is intriguing to know the effect of removing the 
dihydrogen coordinated HI(B) and HI(N) at the same time, that is, removing a H2 molecule. 
After removing HI(B) and HI(N) atoms from the lattice of CaAB and reoptimizing the 
structure, the BI atom (in the hydridic BI-HI bond) and NI atom (in the protic NI-HI bond) 
coordinate with each other to form a new BI-NI bond with a bond distance of 1.550 Å (see the 
fourth column of Figure 8-5 (a)). Although the above calculations hardly depict the real 
reaction path, those results derived a hint that the first-step dehydrogenation of CaAB may be 
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through an intermolecular interaction with the dissociation and combination of H(B) and H(N) 
from two neighboring [CaAB] molecules.  
 
 
Figure 8-5. Derived dimolecular motif from the optimized structure of (a) CaAB, (b) CaAB·2NH3, (c) 
MgAB and (d) MgAB·NH3 before removing H(B) atom (second column), after removing H(B) atom 
(the third column), and after removing H(B)+H(N), i.e., H2 molecule (the fourth column). The 
H(B)···H(N) distance between H(B) (chose to be removed) and nearby H(N) atom, the associated B-H 
and N-H bond lengths, and the established B-N bond lengths are denoted in black, red and blue, orange, 
respectively, in angstrom units. The large blue, large orange, small light blue, s mall green, s mall p ink 
spheres denote Ca, Mg, N, B and H atom, respectively. 
 
It is worth noting that the HII(B) atom (in the longest B-H bond) in CaAB·2NH3 locates 
in a [AB]II anion, after removing HII(B) atom, the longest NII-HII bond (with a length of 1.035 
Å) was found to locate in an adjacent [NH3]II molecule (see the third column of Figure 8-5 
(b)). In fact, HII(B) (before its removal) forms the shortest dihydrogen bond (with a length of 
1.927 Å) with that HII(N) atom in the pristine structure (see the second column of Figure 8-5 
(b)). Hence, the presence of the [NH3] molecules in the structure induces stronger 
intermolecular interaction of H(B)-H(N) between [AB] anions and [NH3] molecules to 
facilitate the breaking of the B-H and N-H bonds, which is likely to be the main path for the 
first-step dehydrogenation of CaAB·2NH3. After H2 removal, the associated B and N 
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connected with each other to form a new BII-NII bond with a length of 1.569 Å (see the fourth 
column of Figure 8-5 (b)). 
Similar to CaAB, after removing the HIII(B) (in the longest B-H bond), the longest 
NIII-HIII bond (1.030 Å) appears nearby the removed HIII(B) atom in the re-optimized MgAB 
structure (see the third column of Figure 8-5 (c)). Looking back to the pristine structure, the 
distance of HIII(B)···HIII(N) (2.479 Å) is a slightly longer than twice of van der Waals radium 
of hydrogen atom, and the associated hydridic BIII-HIII and protic NIII-HIII bonds (with lengths 
of 1.254 Å and 1.026 Å, respectively) are also the longest B-H and N-H bonds in the local 
structure of MgAB (see the second column of Figure 8-5 (c)). After removing both HIII(B) 
and HIII(N) atoms, the BIII atom and NIII atom coordinate with each other to form a BIII-NIII  
bond with a distance of 1.580 Å (see the fourth column of Figure 8-5 (c)). 
In the optimized structure after removing a HIV(B) atom (in the longest B-H bond) in 
MgAB·NH3, the longest NIV-HIV bond (1.029 Å) is, similarly, located within the nearby [NH3] 
molecule (see the third column of Figure 8-5 (d)). By further removing HIV(N) atom, a new 
BIV-NIV bond is established with the length of 1.650 Å (see the fourth column of Figure 8-5 
(d)). So that the first-step dehydrogenation of MgAB·NH3 could be also described as the 
dissociation of a HIV(B) atom from [AB] anion and a HIV(N) atom from nearby [NH3] 
molecule and the subsequent coordination of B and N atoms.  
The previous experimental and theoretical studies on NH3BH322,23 and LiNH2BH36,24,25 
indicated that the break-up of B−H bonds is involved in the rate -limiting step and affects the 
initial state of dehydrogenation of metal−B−N−H  chemical hydride system. Thus, the H(B) 
removal energy may partially reflect the kinetic aspect of the dehydrogenation. However, it 
should be noted that the energy cost for removing a hydrogen atom to vacuum from the 
material would have certain difference from the energy needed to transfer a hydride within 
the material to allow it to combine with a proton nearby to form a H2 molecule. Nutt et al7 and 
Kim et al6 speculated a “metal assisted hydride transfer” path via transferring hydridic H from 
[BH3] to Li cation, and getting close to protic H in [NH2] in the first-step dehydrogenation of 
LiAB based on the gas-phase molecular simulation. We believe that the metal cation plays an 
essential role for the dissociation of H(B); however, it is difficult to identify such a transition 
state in our solid-state calculations, and MgH2 or CaH2 was not detected in our experiments. 
8.3.6 Hydrogen diffusion in solid CaAB, CaAB·2NH3 and MgAB·NH3 
Diffusion of hydrogen through lattice to surface is an inherent step in the dehydrogenation of 
metal hydrides.26,27 It is of interest to investigate the possible diffusion paths of hydrogen in 
the chemical hydrides of CaAB, CaAB·2NH3 and MgAB·NH3 to figure out whether there 
would be some unique features. Hydrogen atom could diffuse along various directions via 
several possible pathways to go through the lattice. Practically the most favorable path is 
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determined by searching the lowest hydrogen migration energy. We first created a hydrogen 
vacancy in each solid structure by removing a H(B) atom, and a compensating background 
charge must be included to prevent divergence of the total energy. A series of possible 
pathways were designed to fill this [VH(B)]+ vacancy with the neighboring H(B) atoms, and 
migration energy was subsequently calculated the for each pathway. 
 
 
Figure 8-6. The schematic d irection of diffusion pathway of hydrogen atom and the diffusion energy 
profile of the diffusion unit-step in (a) CaAB, (b) CaAB·2NH3 and (c) MgAB·NH3. The energy barrier 
(eV) for each unit  step is estimated by the energy difference between saddle point and init ial state. The 
large blue, large orange, small light blue, small green, small pink spheres denote Ca, Mg, N, B and H 
atom, respectively. 
 
By searching several possible pathways via different directions to access to the vacancy 
[VH(B)]+ in CaAB, we found that the most likely diffusion pathway of H(B) atom through the 
whole lattice of CaAB consists of a series of equivalent jumps along the [010] direction (see 
Figure 8-6 (a)). An unit-jump (denoted by an arrowhead mark in Figure 8-6) is defined as to 
fill a charged vacancy [VH(B)]+ in one [BH3] group with a H(B) atom in the nearest [BH3] 
group from the adjacent [CaAB] molecule. The diffusion energy barrier of the unit-jump, the 
energy difference between the saddle point and the initial state in the energy profile, is 
estimated to be 0.17 eV. Because of the symmetrical equivalence of [AB] anions in CaAB, 
each unit-jump from one [BH3] group to the adjacent [BH3] group is equivalent and should 
have the same energy barrier. Therefore the overall energy barrier of a H(B) atom diffusing 
through the solid lattice of CaAB along [010] direction is regarded as 0.17 eV. The most 
8  Role of NH3 In the Dehydrogenation of CaAB.2NH3 and MgAB.NH3 
130 
 
likely diffusion pathway of a H(B) atom through the whole lattice of CaAB·2NH3 consists of 
a series of equivalent jumps along the [100] direction (see Figure 8-6 (b)). The diffusion 
energy barrier for each unit-jump, to fill the charged vacancy [VH(B)]+ with a hydrogen atom 
H(B) from the nearest [BH3] group in the adjacent [CaAB·2NH3] molecule, is determined to 
be 0.74 eV. The diffusion pathway of a H(B) atom through the lattice of MgAB·NH3 is most 
favorable along [100] direction, consisting of a series of equivalent jumps with the energy 
barrier of 0.23 eV (see Figure 8-6 (c)). 
Compared to the diffusion barrier in CaAB (0.17 eV) and MgAB·NH3 (0.23 eV), the H(B) 
atom needs to overcome relatively higher energy barrier in CaAB·2NH3 (0.74 eV) to diffuse 
from its original position in the [BH3] group to the nearby [VH(B)]+ vacancy in the adjacent 
[BH3] group. This could be explained by the geometrical transformation caused by the 
involvement of [NH3] molecule. As two [NH3] molecules coordinated with one Ca cation in 
CaAB·2NH3, the positions of [AB] anions become dispersed that B···B distance (4.75 Å) 
between two adjacent [BH3] groups is much longer than that of 3.86 Å in CaAB. Therefore 
the [NH3] molecules in CaAB·2NH3 act as a “disperser”, which leads to a wider distribution 
of groups and molecules, and subsequently raises the energy barrier for hydrogen diffusion in 
a longer range distance. While in MgAB·NH3, the coordination of a single [NH3] molecule on 
each Mg cation affects the positions of [AB] anions, but has less impact on the density of 
distribution of [AB] anions, as the B···B distance of 3.78 Å between two adjacent [BH3] 
groups from two [MgAB·NH3] molecules is comparable with that of 3.77 Å in MgAB. 
The experiments have shown that the initiation of dehydrogenation of CaAB, 
CaAB·2NH3 and MgAB·NH3 are happened at ~ 80 ºC, ~ 70 ºC and ~ 50 ºC, respectively. This 
could reflect the magnitude of activation energies in the order of MgAB·NH3 < CaAB·2NH3 < 
CaAB for hydrogen release. Combined H(B) migration energies with the preceding calculated 
H(B) hydrogen removal energies results, particularly in CaAB·2NH3, although with the lower 
H(B) removal energy of 1.92 eV, the H(B) diffusion energy barrier of 0.74 eV is relatively 
higher among these three systems. Thus, we speculate that the activation energy to be 
overcome in the initiation dehydrogenation could be related not only with break-up of B-H 
bond but also the diffusion of H(B) through the lattice. To verify this speculation, a 
calculation of the activation energy is required in future work. 
8.3.7 Deammoniation of CaAB·2NH3 and MgAB·NH3 
The decomposition of CaAB·2NH3 under dynamic flow mode is described in the following 
reaction1  
Ca(NH2BH3)2·2NH3 → Ca(NH2BH3)2 + 2NH3     (8.6) 
The released gaseous product is mainly ammonia at temperatures below 100 ºC, and the 
set-off deammoniation temperature is ~ 50 ºC, while the decomposition of MgAB·NH3 is 
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remarkably different from that of CaAB·2NH3 in that the release of H2 with minor NH3 was 
detected to started from ~50 ºC. To figure out such a difference we calculated the 
deammoniation enthalpies of CaAB·2NH3 and MgAB·NH3, respectively. The deammoniation 
enthalpy of CaAB·2NH3, the difference of the formation enthalpies between reactant and 
products, can be estimated as follows: 
2 3 2 3 2 3 2 3R Ca(NH BH ) NH Ca(NH BH ) 2NH
2H H H H ⋅∆ = ∆ + ∆ − ∆     (8.7) 
where ΔH is the formation enthalpies of the materials involved in the reaction, which can be 
calculated with respect to the enthalpy of the neutral phase of each element, 
2 3 2 2 3 2 2 2Ca(NH BH ) Ca(NH BH ) Ca N B H
2 5H H H H H H∆ = − − − −    (8.8) 
3 3 2 2NH NH N H
1 / 2 3 / 2H H H H∆ = − −      (8.9) 
2 3 2 3 2 3 2 3 2 2Ca(NH BH ) 2NH Ca(NH BH ) 2NH Ca N B H
2 2 8H H H H H H⋅ ⋅∆ = − − − −   (8.10) 
Taking eqs (8.8)-(8.10) into equation(8.7), we get the reaction enthalpy as,  
2 3 2 3 2 3 2 3R Ca(NH BH ) NH Ca(NH BH ) 2NH
2H H H H ⋅∆ = + −     (8.11) 
where H is enthalpy, which is defined as H=U+pV, U is the internal energy, p the pressure, 
and V the volume. For solid phase the effect of pressure on the energy of solids is small, and 
the pV term can be neglected,28 thus 
0
solid elec vib ( )H U E H T≈ = +       (8.12) 
For the molecule (ammonia) in the gas phase, an additional term should be added in equation 
(8.12), that is, 
0
molecule elec vib mole( )+ ( )H E H T E T= +      (8.13) 
where Emole(T) is the contribution from the translational (3/2kBT), rotational (3/2kBT for NH3), 
as well as the pV terms (kBT) due to the molecular degrees of freedom. In equation (8.12) and 
(8.13), 0elecE  is the total electronic energy at T= 0 K calculated by first-principles 
calculations, and Hvib(T) is the vibrational enthalpy contribution at finite temperature T, which 
can be obtained within the harmonic approximation by 
vib 0
B
1( ) ( )( )coth( )
2 2








     (8.14) 
where T is the temperature, r is the number of degrees of freedom, ћ is the reduced Planck 
constant, kB is the Boltzmann constant, and g(ω) and ω are the phonon DOS and the 
frequencies obtained by the direct method.  
Table 8-5 summarizes the thermodynamics parameters of reactant and products involved 
in the deammoniation reactions of CaAB·2NH3 and MgAB·NH3. These quantities, according 
to equation (8.11), yield the reaction enthalpy of deammoniation (ΔHR) CaAB·2NH3 as 99.20 
kJ/mol at T= 300 K. Vibrational effects are found to contribute trivially to the CaAB·2NH3 
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system as there is only a slight difference between 300KRH∆ (99.20 kJ/mol) and 
0
RE∆ (1.02 
eV = 97.93 kJ/mol). For comparison, we calculated the deammoniation enthalpy of 
MgAB·NH3 by assuming it undergoes the reaction below, 
Mg(NH2BH3)2·NH3 → Mg(NH2BH3)2 + NH3     (8.15) 
By using the same method, we obtained the deammoniation enthalpy of MgAB·NH3 as 63.24 
kJ/mol at T = 300 K. The deammoniation of both CaAB·2NH3 and MgAB·NH3 are 
endothermic processes. 
 
Table 8-5. Calcu lated total electronic energy (Eelec0, eV) at T = 0 K, v ibrational enthalpy (Hvib, kJ/mol), 
entropy(Svib/Sgaso, J/K/mol, Svib is the vibrational entropy for solid-phase, Sgaso is the standard molar 
entropy of a given molecular species in the gas phase at p=1 bar), vibrat ional Helmholtz Free energy 
(Fvib, kJ/mol) at T = 300 K of reactant and products involved in the deammoniation reactions of 
CaAB·2NH3 and MgAB·NH3. Δ(P-R) refers to the difference between reactant and products for each 
thermodynamic parameter. The standard entropy of NH3is calculated as 
SNH30=Aln(t)+Bt+ct2/2+Dt3/3-E/(2t2)+G, in which A= 19.99563, B= 49.77119, C= -15.37599, D= 
1.921168, E= -0.189174, F= -53.30667, G= 203.8591, t  = T /1000. Emole=4kBT for NH3, accounting for 
translational (3/2kBT), rotational (3/2kBT), and pV (=kBT) degrees of freedom. 
 
Figure 8-7 displays the change in enthalpies and free energies for the deammoniation 
reaction as a function of T in the temperature range of 0 – 500 K. It is noted that although 
with lower reaction enthalpy, the change in free energy for the deammoniation of MgAB·NH3 
turns to be negative above 367 K, indicating that the deammoniation of MgAB·NH3 could 
only occur beyond 306 K. While the change in free energy of CaAB·2NH3 becomes negative 
 
Reactant Products Δ(P-R) 
Ca(NH2BH3)2·2NH3(s)  Ca(NH2BH3)2 (s)  2NH3 (g)  
Eelec0 –113.02 –72.82 –19.60×2 1.02 
Hvib 534.93 331.24 92.50×2 –18.69  
Svib/Sgaso 291.93 163.58 192.99×2 257.63 
Fvib 447.35 282.16 76.83×2 –11.53  
Emole -- -- 9.98 ×2   
 Mg(NH2BH3)2·NH3 (s)  Mg(NH2BH3)2 (s)  NH3 (g)  
Eelec0 –91.53 –71.27 –19.60 [–19.6]29 0.66 
Hvib 439.20 335.91 92.50 [87.9]12 –10.80   
Svib/Sgaso 206.71 154.85 192.99 141.14 
Fvib 377.19 289.45 76.83 [87.78]12 –10.91  
Emole -- -- 9.98  
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Figure 8-7. Calcu lated change in (a) enthalpies (ΔHR) and (b) Helmholtz free energy (ΔFR) of the 
deammoniat ion reactions of CaAB·2NH3 and MgAB·NH3 as a function of temperature at p= 1 bar. 
 
The different phenomena in the deammoniation of CaAB·2NH3 and MgAB·NH3 also 
reflect the different covalent interaction between [NH3] molecule and metal cation, and it is 
expected that the coordination between [NH3] and Mg cation is stronger than that between 
[NH3] and Ca cation. Therefore, we tested the coordination strength between Ca/Mg cation 
and [NH3] molecule by calculating the [NH3] molecule removal energy from the solid of 
CaAB·2NH3 and MgAB·NH3, respectively. The [NH3] removal energies is calculated as 
ΔENH3 = Ecoh [XNm-1Hn-3] + Ecoh [NH3] – Ecoh [XNmHn]   (8.16) 
in which XNmHn and XNm-1Hn-3 denote the solid system containing m nitrogen atoms and n 
hydrogen atoms and the system with one [NH3] molecule being removed, respectively. We 
found that an additional energy of 0.56 eV is needed to dissociate one [NH3] molecule from 
MgAB·NH3 than that from CaAB·2NH3 (see Table 8-6), revealing a stronger interaction 
between Mg cation and [NH3] molecule. These results further explain why the 
deammoniation of MgAB·NH3 hardly occurs. 
 
Table 8-6. The [NH3] removal energy (ΔENH3) in 1×2×1 supercell of CaAB·2NH3 (contains 8 f.u) and 
1×1×2 supercell of MgAB·NH3 (contains 8 f.u).  
 
[NH3] removal ΔENH3  
Ca8N16H32B16H48 ·N16H48→Ca8N16H32B16H48·N15H45+NH3  0.42 
Mg8N16H32B16H48·N8H24→Mg8N16H32B16H48·N7H21+NH3 0.98 
 




In this chapter, first-principles calculations were carried out on the solid-state CaAB·2NH3 
and MgAB·NH3 systems to study the role of [NH3] molecule in improving the 
dehydrogenation properties of metal amidoborane monoammoniates compared to those of 
CaAB and MgAB. The results are summarized as:  
(i) The analyses of crystal, electronic and phononic structures indicate that the presence 
of [NH3] molecules prompts the formation of an intensive dihydrogen bonding network by 
supplying protic H and the activation of the B-H bonds in metal amidoborane 
monoammoniates, which could facilitate the desorption of H2 from metal amidoborane 
ammoniates occurring at lower temperatures compared to the corresponding metal 
amidoboranes. 
(ii) The mechanism of first-step dehydrogenation is identified as the dissociation of H(B) 
atom from [NH2BH3]– anion and of H(N) atom from nearby [NH3] molecules, and the 
subsequent combination of H(B) and H(N) to form H2.  
(iii) The preliminary simulations of the hydrogen diffusion process through CaAB, 
CaAB·2NH3, and MgAB·NH3 solid systems revealed that both the break-up of B-H bonds and 
the hydrogen diffusion are essential steps to affect the kinetics of the initiation of 
dehydrogenation of the metal-B-N-H chemical hydride systems.  
(iv) Finally, the deammoniation thermodynamics of CaAB·2NH3 and MgAB·NH3 based 
on phonon calculations showed that unlike CaAB·2NH3, the deammoniation of MgAB·NH3 is 
only thermodynamically allowed at above 367 K. This incapability on deammoniation may 
help the [NH3] molecule to provide protic H for the dehydrogenation of MgAB·NH3. The 
calculations of [NH3] molecule removal energy show that [NH3] molecule is more strongly 
coordinated with Mg cation than with Ca cation, which hinders NH3 gas from detaching 
MgAB·NH3 at lower temperature. 
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Li-Na Ternary Amidoborane for Hydrogen Storage 
 
Li-Na ternary amidoborane, Na[Li(AB)2], was recently synthesized by reacting LiH and 
NaH with AB. This mixed-cation amidoborane shows improved dehydrogenation 
performance compared to that of single-cation amidoboranes, i.e., LiAB and NaAB. In this 
chapter, we synthesized the Li-Na ternary amidoborane by blending and re-crystallizing 
equivalent LiAB and NaAB in tetrahydrofuran (THF), and employed first-principles 
calculations and the SQS method to theoretically explore the likelihood for the existence 
of Li1-xNax(NH2BH3) for various Li/Na ratios. The thermodynamic, electronic and 
phononic properties were investigated to understand the possible dehydrogenation 










The “multi-component” strategy, i.e., to mix one compound with another to form a multinary 
phase, is one of the most applicable methods for complex and chemical hydrides in 
overcoming unfavorable thermodynamics (high desorption temperature) and poor kinetics 
(slow hydrogen release and uptake rates).1,2 Successful examples include the LiNH2-MgH2 
system,2-7 LiBH4-LiNH2 system,8-10 and LiBH4-MgH2 system.11 These examples illustrate that 
the combination of suitable components could allow one to obtain multinary phases having 
improved performances of dehydrogenation and rehydrogenation compared to the 
performances of individual constituents. It would be interesting to employ the 
“multi-component” strategy onto the metal amidoborane systems to obtain an optimal 
combination of thermodynamic and kinetic properties. More recently, Fijalkowski et al. 
synthesized the Na[Li(AB)2] by reacting LiH and NaH with AB. The dehydrogenation of 
Na[Li(AB)2] starts at 75 °C, with overall 9.0 wt. % hydrogen released upon heating to 200 °C. 
In this chapter, the Li-Na ternary amidoborane was synthesized by blending and 
re-crystallizing equivalent LiAB and NaAB in THF. Furthermore, the first-principles 
computational techniques were utilized to probe the likelihood for existence of Li1-xNaxAB in 
different composition of x = n/8 (n = 1, 2, … , 7) by simulating the mixture crystals of LiAB 
and NaAB. By employing the SQS formalism12 and thermodynamic calculations at finite 
temperatures, a variety of possible configurations of Li1-xNaxAB were identified and 
demonstrated that mixing LiAB and NaAB in a molar ratio of 1:1 leads to the 
thermodynamically most stable Li0.5Na0.5AB. However, SQS method failed to reproduce the 
structure of Na[Li(AB)2] (triclinic P-1) due to the bi-functional anion in amidoborane. The 
possible first-step dehydrogenation mechanism in Na[Li(AB)2] is tentatively proposed as the 
dissociation and combination of H(B) and H(N) atom between two neighboring [NH2BH3]– 
anions through an intermolecular interaction. 
 
9.2 Experimental Details 
LiAB and NaAB were prepared from the LiH-AB and NaH-AB mixtures in a hydride/AB 
molar ratio of 1:1 via the ball-milling method on the Retsch PM400 planetary mill at 200 r. p. 
m., respectively. LiH, NaH and AB were purchased from Sigma-Aldrich with stated purities 
of 95 %, 95 % and above 97 %, respectively, and were used without further purification. Two 
methods were applied for the synthesis of Li0.5Na0.5AB. One was simply blending LiAB and 
NaAB at equal molar ratio in THF, and then vaporizing THF solvent to yield white powder. 
The other method was dropping post-milled LiH-NaH (molar ratio 1/1) mixture into THF 
solution containing AB and stirring the solution at 25 °C continuously to allow the evolution 
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of 1 equiv. H2 per AB, and then removing THF for the solute to crystallize out. Structural 
identifications were carried out by a Bruker XRD using Cu Kα radiation. 
 
9.3 Computational Details 
Full geometry optimization without any constraint was done by minimizing the 
Hellmann-Feynman forces on the atoms and stresses on the unit cell. For the static energy 
calculations, the self-consistency was achieved with a tolerance in total energy of 0.01 meV, 
atomic forces were converged to less than 0.01 eV/Å. The electronic densities of states were 
calculated by means of the tetrahedron method with Blöchl corrections.13 The equilibrium 
lattice parameters of the unit cells of LiAB and NaAB (see Figure 9-1) were calculated using 
plane-wave cutoff energies of 520 eV and a 2×8×4 k-points mesh generated in the 
Monkhorst-Pack scheme.14 The optimized lattice parameters are in good agreement with 
available experimental values,15 which are listed in Table 9-1.  
 
 
Figure 9-1. 64-atom unit cells of LiAB and NaAB. The big red, big yellow, s mall light blue, small 
green, small pink balls denote Li, Na, N, B and H atoms, respectively. 
 
Table 9-1. The calculated lattice parameters of LiAB and NaAB. In brackets are available 
experimental data from reference. 
 
Compound Space Group 
Lattice Parameters  
























A correlation function Πm, k(x) is defined to describe the correlation in the occupation 
between various sites in this method.12 The nearest-neighbour Li-Na pairs (m = 2) and the Na 
concentration of x = n/8 (n = 1, 2 ..., 7) were considered in Li1-xNaxAB. The correlation 
function for perfectly random site occupancies in the infinite extent is  
2 2
22, ( ) ( ) [( 1) ( 1)(1 )] (2 1)k x x x x x∏ =∏ = + + − − = −     (9.1) 
In practice, the gensqs code in Alloy-Theoretic Automated Toolkit (ATAT) was employed,16 
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and a series of 8-cation SQS structures of Li1-xNaxAB in a certain composition x were 
generated. Among all possible SQS structures, the structure that possesses the pair correlation 
function identical to or is closest to 2 ( )x∏  is retained to effectively represent the random 
distribution of Li/Na cations in the finite crystal structure of Li1-xNaxAB. 
Phonon DOS and vibrational free energies were calculated using the direct method,17,18 
which was implemented in the Phonopy program19 combined with the VASP code. The 
Hellmann-Feynman forces for each symmetrically nonequivalent atom in the supercell were 
calculated with displacements of 0.03 Å for each symmetrically nonequivalent atom from 
their respective equilibrium positions in three independent directions. A complete 
force-constant matrix was obtained, and the phonon frequencies (ω) were then calculated by 
diagonalization of the dynamical matrix. 1×2×2 supercells of the crystals LiAB, NaAB and 
Li1-xNaxAB were employed for the phonon calculations, using 1×2×1 k-points meshes. The 
PAW-GGA potentials and cut-off energies were chosen to be the same as those parameters 
for the static energy calculations described above. Self-consistency was achieved with a 
tolerance in total energy of 0.01 meV, and the atomic forces were converged to less than 
0.001 eV/Å. 
 
9.4 Results and Discussion 
9.4.1 Synthesis of Li-Na ternary amidoborane by mixing LiAB and NaAB 
Fijalkowski et al. reported a mechano-chemical way to synthesize the Li-Na ternary 
amidoborane by disk milling dry substrates of LiH, NaH and AB;20 however, they did not 
obtain the product by simply disk-milling the solid mixtures of LiAB and NaAB. In this work, 
the wet-chemical method was attempted by dissolving the mixture of LiAB and NaAB (in 
molar ratio of 1:1) in THF, and then vaporizing THF solvent to yield a white powder. The 
XRD pattern of product in Figure 9-2 agrees well with the pattern reported by Fijalkowski et 
al.,20 indicating that the wet-chemical method successfully produces the same compound. The 
temperature-programmed desorption (TPD) and quantitative volumetric release measurement 
on hydrogen evolution from Li-Na ternary amidoborane are illustrated in Figure 9-3 and 9-4.  




Figure 9-2. XRD patterns of LiAB, NaAB and LiNaAB. 
 
 
Figure 9-3. TPD spectra of LiAB, NaAB and LiNaAB.  
 
 
Figure 9-4. H2 evolution from LiAB, NaAB and Li-NaAB during dehydrogenation process. ca. 2 equiv. 
H2 (~ 8.9 wt. % H2) are detached via a two-step process at temperature below 200 ºC, which is similar 
to the H-desorption processes of LiAB and NaAB. Quantitative measurement of hydrogen desorption 
at elevated temperatures was carried out on a commercial gas reactor controller provided by the 
Advanced Materials Corporation. Sample was ramp-heated in argon at 1 K min−1 each time. 
 
Either the way of mechano-chemical disk-milling or wet-chemical blending in THF 
provides an environment to make reactants adequately contact or/and react with each other. 
However, the reaction can only occur when certain conditions (regarding temperature and 
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pressure) are met. The mechanical disk-milling may activate reactants via mechanical 
collision, leading to the formation of nanocrystallites, the reduced particle size, the increased 
surface area, and the decreased reaction barrier, and normally longer disk-milling time 
induces more activation effects; however, the activation energy can only be overcome in 
certain extent, that is, there is a saddle point for the activation effect as the function of 
disk-milling duration.21-23 Therefore, the mechano-chemical method may not provide energy 
for the solid mixture of LiAB and NaAB to overcome the activation energy for their reaction. 
When mixing reactants in the liquid of THF, due to the solvent effect, the activation energy 
for the diffusion and mass transport between LiAB and NaAB are greatly reduced, leading to 
the facile formation of Li-Na ternary amidoborane. 
9.4.2 SQS of Li1-xNaxAB 
Inspired by the synthesis method of simply mixing LiAB and NaAB, 
2 3 2 3 1 2 3(1 )LiNH BH ( ) NaNH BH ( ) Li Na NH BHx xx s x s −− + →    (9.2) 
It is expected that LiAB and NaAB can be mixed at different molar ratios to obtain the Li-Na 
mixed ternary amidoborane Li1-xNaxAB as 
2 3 2 3 2 3LiNH BH NaNH BH  (Li-Na)NH BH+ →      (9.3) 
The formation of Li1-xNaxAB from the interaction of LiAB and NaAB should be 
thermodynamically allowed, i.e., the interaction should have a negative reaction free energy 
(ΔG), and the most negative reaction free energy leads to the most thermodynamically 
favored reaction pathway. In this regard, before carrying out the experimental synthesis, it 
would be more effective to employ the computational techniques to identify the likely 
existence of Li1-xNaxAB system by calculating their ΔG.  
The first step is constructing the structures of Li1-xNaxAB. Although there could be 
possibilities that the bi-functional amidoborane anion (having both –NH2 and –BH3, which 
can establish direct bond and coordination with cation, respectively) might have different 
bonding preferences with Li and Na cations, it is reasonable to expect that Li1-xNaxAB may be 
resembling the isostructural LiAB and NaAB. There are several possible substitutional 
arrangements of Li/Na cations in the configurations of Li1-xNaxAB, and the determination of 
the most likely configuration for each x is important in studying the thermodynamic 
properties of Li1-xNaxAB. Exploring the full range of possible configurations for each 
composition is computationally very demanding, so the SQS method12,24 was consulted. 
Specifically, the configurations of Li1-xNaxAB were constructed on the basis of the unit-cell of 
LiAB (containing 8-cation sites) by substituting the required number of Na atom(s) for Li, and 
each [NH2BH3]– anion was taken as a whole unit, in which the atomic positions of N, B and H 
are kept unchanged in the substituted lattice. The pair correlation functions (
2,kΠ ) of SQS, 
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which mimic the perfectly random distribution ( 2∏ ) of Li/Na on 8-cation sites of Li1-xNaxAB 
at each composition x, are listed in Table 9-2.  
 
Table 9-2. Pair correlation functions (
2,kΠ ) of SQS of Li1-xNaxAB, which is in identical to or closest to 
perfectly random Li/Na distribution ( 2∏ ) or/and processes the lowest electronic total energy. Initial 
The atomic positions of Li4/Na4 of 8-cat ion sites after geometry optimization for each composition x  
are given on the basis of the lattice unit cell of LiAB. 
 




2,kΠ  Initial Li4/Na4 atomic positions 
Li (x y z) Na (x y z) 
0.125 0.5625 0.5625 0.671  0.436  0.416 
0.825  0.569  0.934 
0.324  0.934  0.068 
0.183  0.062  0.577 
0.321  0.557  0.574 
0.177  0.438  0.068 
0.671  0.071  0.932 
0.824  0.930  0.441 
0.25 0.25 0.25 0.173  0.426  0.066 
0.325  0.927  0.066 
0.677  0.064  0.930 
0.685  0.443  0.418 
0.822  0.565  0.931 
0.815  0.943  0.418 
0.168  0.070  0.554 
0.331  0.571  0.554 
0.375 0.0625 –0.0313 0.680  0.436  0.414 
0.325  0.934  0.069 
0.177  0.429  0.069 
0.670  0.060  0.922 
0.819  0.937  0.430 
0.825  0.571  0.933 
0.169  0.069  0.557 
0.333  0.569  0.555 
0.5 0 0 0.677  0.065  0.931 
0.822  0.565  0.931 
0.322  0.565  0.568 
0.177  0.065  0.568 
0.668  0.432  0.447 
0.331  0.932  0.052 
0.168  0.432  0.052 
0.831  0.932  0.447 
0.625 0.0625 –0.0313 0.179  0.443  0.074 
0.319  0.944  0.076 
0.822  0.937  0.425 
0.168  0.072  0.560 
0.331  0.571  0.558 
0.667  0.075  0.934 
0.677  0.422  0.423 
0.833  0.578  0.945 
0.75 0.25 0.25 0.683  0.456  0.410 
0.817  0.956  0.411 
0.167  0.074  0.569 
0.168  0.423  0.070 
0.331  0.575  0.570 
0.331  0.923  0.072 
0.669  0.073  0.928 
0.831  0.572  0.930 
0.875 0.5625 0.5625 0.819  0.548  0.909 0.669  0.423  0.423 
0.331  0.922  0.072 
0.167  0.073  0.571 
0.330  0.575  0.574 
0.167  0.423  0.072 
0.677  0.071  0.918 
0.833  0.923  0.432 
 
 
For x=0.125, 0.25, 0.5, 0.75 and 0.875, it was found that one or two configuration(s) 
which exactly match(es) the perfectly random correlation; however, for x=0.375 and 0.625, 
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no configurations were found to match. The static electronic total energies of all generated 
SQS of Li1-xNaxAB were calculated, and for x = 0.125, 0.25, 0.5, 0.75 and 0.875, one exactly 
matched SQS accidentally possesses the lowest total energy among all other SQS. For 
x=0.375 or 0.625, although no matched correlation function was found, it is expected that the 
Li/Na cations are more likely to be arranged in the global energetic ground state. Therefore 
the configuration with the lowest electronic total energy was chosen for x= 0.375 or 0.625. 
The initial Li/Na atomic positions of the picked SQS configurations for all compositions of 
Li1-xNaxAB after the geometry optimization (i.e., optimize the geometry until all interatomic 
forces have dropped below a set threshold, as described in section 9.2.2 above) are listed in 
Table 9-2. These SQS of Li1-xNaxAB were consequently employed to calculate their ΔG 
below. 
9.4.3 Thermodynamically favored phase of Li1-xNaxAB 
The Gibbs free energy of a solid-phase is given by 
( ) ( ) ( ) ( ) ( )G T H T TS T U T pV TS T= − = + −     (9.4) 
where H(T), S(T), U(T), p, V and T refer to enthalpy, entropy, internal energy, pressure, 
volume, and temperature respectively. Since the effect of pressure on the solid is small, the 
pV term can be neglected.25  By decomposing into the configurational and vibrational parts, 
G(T) can also be expressed as: 
elec mix vib vib elec mix vib( ) ( ) ( ) ( ) ( )+ ( )G T E TS T H T TS T E TS T G T= − + − = −   (9.5) 
where Eelec is the static electronic energy at T = 0 K obtained from first-principles calculation, 
and Smix (T) is the configurational entropy. The term Gvib (T) is the phonon contribution to 
Free energy, which can be calculated as a function of temperature T within the harmonic 
approximation by 
vib 0
( ) ( ) ln[2sinh( )]
2B B






    
(9.6) 
where kB is the Boltzmann constant, ω is the phonon frequency, g(ω) is the phonon density of 
states obtained by the direct methods, ћ is the reduced Planck constant, and N is the number 
of supercells.  
Following reaction (9.2), the ΔG of Li1-xNaxAB is given by 
elec vib mix( , ) ( ) ( , ) ( )G x T E x G x T T S x∆ = ∆ + ∆ − ∆     (9.7) 
where ΔEelec and ΔGvib are the formation energy and formation phonon free energy of 
Li1-xNaxAB, defined as: 
elec elec 1 elec elec( ) (Li Na AB) (1 ) (LiAB) (NaAB)x xE x E x E xE−∆ = − − −   (9.8) 
vib vib 1 vib vib( , ) (Li Na AB) (1 ) (LiAB) (NaAB)x xG x T G x G xG−∆ = − − −  (9.9) 
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The mixing entropy ΔSmix is described in the Bragg-Williams approximation26 as: 
mix ( ) [(1 )ln(1 ) ln( )]BS x nk x x x x∆ = − − − +      (9.10) 
where n is the total number of cations. The thermodynamically favored fraction of Li1-xNaxAB 
should be the one leading to the most negative ΔG(x,T) in equation (9.7). To figure out the 
composition x with the most negative ΔG(x,T), Eelec, and Gvib (T) of Li1-xNaxAB, LiAB and 
NaAB were calculated respectively. For Li1-xNaxAB at each composition x, the SQS structures 
obtained from the preceding section 9.3.2 were employed. 
Figure 9-5 illustrates the calculated ΔEelec(x), ΔGvib(x),–TΔSmix(x), and ΔG(x) of 
Li1-xNaxAB as a function of composition x at 300 K. It is found that the likely existences of 
Li1-xNaxAB in all of the compositions except x = 0.125 are indicated by their negative ΔG(x) 
at 300 K. Li1-xNaxAB in composition x = 0.5 possesses the most negative ΔG(x), implying that 
by reacting equivalent amounts of LiAB with NaAB at 300 K yields the most 
thermodynamically favored phase of Li-Na ternary amidoborane. 
 
 
Figure 9-5. The calculated static electronic energy, ΔEelec(x), vibrat ional free energy of formation, 
ΔGvib(x), the mixing entropy term, –TΔS mix(x) at 300 K, and the Gibbs free energy of format ion, ΔG(x),  
of Li1-xNax AB as a function of composition x (x = n/8, n=0, 1, 2, …, 7, 8)  
 
It should be stressed that a structure of Li1-xNaxAB in composition x =0.5, i.e., 
Li0.5Na0.5AB, which was used to yield the perfectly random correlation from the SQS method, 
is not necessarily the same as the optimal crystal structure possessing the lowest static energy. 
Therefore all possible configurations of Li0.5Na0.5AB were searched to determine the most 
stable one. In an orthorhombic lattice of metal amidoborane with 8-cation sites (see Figure 
9-6), the possibilities of Li4/Na4 arrangement are C84 = 70, but from the calculated pair 
correlation functions of all possible configurations, only 14 configurations are symmetrically 
non-equivalent (see Figure 9-7).  








Figure 9-7. The optimized structures of 14 possible symmetrically non-equivalent configurations of 
Li4Na4AB8. The b ig red, b ig yellow, small light blue, s mall green, small p ink balls denote Li, Na, N, B 
and H atoms, respectively. 
 
The optimized lattice parameters and static ground state energies of these 14 
configurations are summarized in Table 9-3, in which the optimized configuration of “08” 
has the lowest static energy of –294.702 eV and crystallizes in space group Pca21 (No. 29). 
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Table 9-3. Optimized lattice parameters and calculated static total energy (Eelec) of 14 possible 
symmetrically non-equivalent configurations of Li0.5Na0.5AB 
 
 Space Group 
Lattice Parameters  
Eelec [eV] a [Å] b [Å] c [Å] α [deg] β [deg] γ [deg] 
01 P 1 14.45650 5.41632 7.30545 91.19944 89.78011 89.76373 -294.620 
02 P 1 14.46209 5.41434 7.31000 90.08947 90.26578 90.26578 -294.635 
03 P 1 14.44531 5.41585 7.31215 89.86089 89.52982 90.62006 -294.623 
04 P 1 14.47633 5.41484 7.30415 88.83199 90.01530 90.49671 -294.623 
05 P 1 14.39564 5.40801 7.37072 90.07863 90.16531 90.48486 -294.591 
06 P 212121 (No. 19) 14.4932 5.3379 7.4053 90.0000 90.0000 90.0000 -294.585 
07 P 21/c (No. 14) 5.3292 7.4073 14.5672 90.0000 89.3311 90.0000 -294.576 
08 Pca 21 (No. 29) 14.6394 7.1956 5.3666 90.0000 90.0000 90.0000 -294.702 
09 Pca 21 (No. 29) 7.3511 5.4648 14.3157 90.0000 90.0000 90.0000 -294.633 
10 P 21/c (No. 14) 14.2421 5.4778 7.3544 90.0000 89.5673 90.0000 -294.611 
11 P 1 14.61517 5.35978 7.29797 91.37846 89.88840 89.70239 -294.626 
12 P 1 14.50165 5.42242 7.27416 88.46207 89.97932 89.67547 -294.646 
13 P 21/c (No. 14) 7.1859 14.7534 5.3813 90.0000 92.9563 90.0000 -294.682 
14 Pca 21 (No. 29) 5.4506 14.3854 7.2869 90.0000 90.0000 90.0000 -294.672 
 
 
Table 9-4. Atomic positions in Li0.5Na0.5AB, space group Pca21 (No.29) with a = 14.6394 Å, b = 
7.1956 Å, c = 5.3666 Å, α = β = γ = 90 º. 
 
Atom Site  
Atomic Positions 
x y z 
H1 4a 0.95670 1.23025 - 0.25029 
H2 4a 0.91380 0.42640 - 0.34078 
H3 4a 0.77071 0.40947 - 0.07596 
H4 4a 0.81262 1.15833 - 0.96536 
H5 4a 0.87963 0.38362 - 0.85343 
H6 4a 0.51402 0.73535 - 0.80490 
H7 4a 0.54281 0.93163 - 0.67916 
H8 4a 0.70738 0.92849 - 0.86417 
H9 4a 0.67095 0.68790 - 0.01878 
H10 4a 0.61548 0.92667 - 0.14010 
Li 4a 0.67771 1.18185 - 0.06594 
B1 4a 0.83903 0.31368 - 0.03524 
B2 4a 0.64168 0.84123 - 0.94966 
N1 4a 0.89598 0.29731 - 0.27769 
N2 4a 0.56922 0.81013 - 0.74577 
Na 4a 0.66854 0.69761 - 0.43276 
 
However, the structure of Li0.5Na0.5AB determined by the above calculations is not 
consistent with the structure of NaLi(AB)2 determined from the XRD experiment reported by 
Fijalkowski et al.20 The comparisons of lattice parameters and crystal structure of 
Li0.5Na0.5AB and NaLi(AB)2 are displayed in Table 9-5 and Figure 9-8, respectively.  
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Table 9-5. Comparison of lattice parameters of Li0.5Na0.5AB with Na[Li(AB)2]. In brackets are the 
experimental data from reference 
 
 Li-Na amidoboane 
 Li0.5Na0.5AB Na[Li(AB)2] 
Space Group Pca21(No.29) P-1(No.2) 
Unit-cell 4 f.u. 2 f.u. 
a (Å) 14.639 5.120 [5.020] 
b (Å) 7.196 7.318 [7.120] 
c (Å) 5.367 8.815 [8.920] 
α (º) 90 102.848 [103.003] 
β (º) 90 101.064 [102.200] 
γ (º) 90 108.734 [103.575] 




Figure 9-8. The crystal structure of Li0.5Na0.5AB (space group Pca21) and Na[Li(AB)2] (space group 
P-1) of Li-Na ternary amidoborane. The local coordination of Li/Na cations are displayed under each 
structure, with the distance of Li/Na-/H denoted, in units of Å. The big red, big  yellow, small light blue,  
small green, small pink spheres denote Li, Na, N, B and H atoms, respectively. 
 
In the Li0.5Na0.5AB, each cation (Li+ or Na+) is coordinated with six hydridic H from 
[BH3] and one N atom from [NH2]–; whereas, in the Na[Li(AB)2], the coordination 
environments of Li and Na cations are significantly different in that Li+ is coordinated by 
three hydridic H from [BH3] and three N atom from [NH2]–, and Na+ is coordinated with eight 
hydridic H from [BH3]. This kind of coordination geometry is quite different from that in the 
orthorhombic structures of binary amidoborane LiAB or NaAB, where Li and Na possess the 
same coordination geometry, and each metal cation (Li or Na) is surrounded by one [NH2]– 
and three [BH3] groups 
Figure 9-9 plots the calculated G(T) and H(T) of Li0.5Na0.5AB and Na[Li(AB)2], 
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respectively, as a function of temperature. Although having different structures, G(T) and H(T) 
exhibit similar temperature dependences for both structures. It is noticed that the static total 
energy of Na[Li(AB)2] is about 0.1 eV lower than that of Li0.5Na0.5AB, indicating that the 
Li-Na ternary amidoborane prefers the coordination geometry of Na[Li(AB)2]. The SQS 
method has many successful applications on alloys.12,24,26,27 The reason why the SQS method 
failed to reproduce the structure of Na[Li(AB)2] could be due to the unique feature of the 
anion in amidoboranes, i.e., it is a bi-functional unit constituting [NH2]– and [BH3] ligands, 
and the Li and Na cations have different coordination preferences with [NH2]– and [BH3]. 
Such a coordination preference could be interpreted, from the molecular viewpoint, through 
the hard-soft acid-base (HSAB) theory. [NH2]– is a harder Lewis base than hydridic H from 
[BH3], and Li+ is a harder Lewis acid than Na+. When Li and Na cations co-exist, according to 
the general rule of “hard acids tend to bind to hard bases, soft acids tend to bind to soft bases”, 
the donor atom N in the hard base [NH2]– tends to coordinate with harder acids Li+, and the 
soft base hydridic H in [BH3] tends to coordinate with softer acid Na+. In the following 
sections, the structure of NaLi(AB)2 was employed as the structure of Li-Na ternary 
amidoborane to understand its structural and hydrogenation properties. 
 
 
Figure 9-9. The calculated Free energy G(T) and Enthalpy H(T) as a function of temperature for Li-Na 
amidoborane. The red and blue line indicate Li0.5Na0.5A and Na[Li(AB)2], respectively. 
 
9.4.3 Electronic and phonon DOS 
The calculated partial and total electronic DOS of Na[Li(AB)2] is shown in Figure 9-10. 




Figure 9-10. The total and partial electronic DOS of Na[Li(AB)2]. The Fermi level is set at zero energy; 
s-electron contributions are depicted in gray. 
 
Na[Li(AB)2] has a finite energy gap (~ 4 eV) between valence band and conduction band, 
similar to the gaps of LiAB and NaAB, indicating that it is an insulator. The actual gap could 
be even larger since DFT theory is known to underestimate the band gap of semiconductors 
and insulators.28 The total electronic DOS comprises three well-separated regions: a 
low-energy region below ~ –5.5 eV, an intermediate-energy region from ~ –4 eV to 0 eV 
(valence band), and a high-energy region above ~ 4.2 eV (conduction band). Specifically, the 
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lowest energy peaks (below ~ –7.0 eV) are mainly attributed to the electron densities of the B 
-s and H(B) -s states with a small amount of N -s and H(N) -s states. Two sharp peaks 
promoted in the energy region around ~ –6.5 eV are mainly due to the contribution of one N 
-p state and two H(N) -s states. In the area of –4 eV ~ 0 eV, the electronic densities of B -p 
and H(B) -s are obviously involved, with apparent contributions from N –p states. These 
stronger sp hybridizations between N and B atoms, N and H(N) atoms, and B and H(B) atoms 
in the valence band confirm the expected covalent character of B-N, N-H and B-H bonds. 
Although there are some slight admixtures of Li and Na states with the states derived from 
H(B) atoms due to their coordination, the contributions of Li and Na to the valence band are 
negligible, indicating that Li and Na are in ionic states, which is also seen from the broad 
peaks of Li -s and -p, and Na -p states in the conduction band region.  
Figure 9-11 displays the total and atom-decomposed phonon DOS derived from the 
calculated phonon spectra of Na[Li(AB)2]. Generally, the higher frequency region (3300 ~ 
3500 cm−1) is associated with the stretching mode of N-H bonds, and the region around 2250 
cm−1 corresponds to the stretching of the B-H bonds. The stretching mode of B-N bonds is 
found to be in the intermediate region around 1000 cm−1. The low-frequency vibrational 
regions are associated with the Li translational lattice mode and Li-N rotational mode. In the 
spectra of NaAB, one dominant broad peak and one sharp shoulder peak corresponds to the 
Na translational lattice mode and Na-N rotational mode, respectively. The Na-N related peak 
disappears in the spectra of Na[Li(AB)2], which reflects that there is no bonding between the 
Na cation and the N atom. 




Figure 9-11. The calculated total and partial phonon DOS of the Na[Li(AB)2]. 
9.4.4 Hydrogen atom removal energy 
The selected bond lengths of Li/Na-N, N-B, N-H, and B-H bonds and the atomic distances of 
Li/Na···H(B) and H(B)···H(N) in Na[Li(AB)2] are listed in Table 9-6. The Li-N, B-N and the 
average N-H bonds in the [Li-(NH2BH3)] are slightly longer than those in LiAB, but the 
average B-H bond is shorter, possibly indicating a stronger B-H bond. Moreover, the 
dihydrogen bonds H(B)···H(N) (2.076 Å) of Na[Li(AB)2] are shorter than that in LiAB (2.316 
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Å) or NaAB (2.269 Å), reflecting the stronger intermolecular interaction in Na[Li(AB)2] than 
that of the binary amidoborane. 
 
Table 9-6. A comparison of the selected calculated interatomic distances (Å) in Na[Li(AB)2], LiAB, 
and NaAB. In brackets are available experimental data from reference 15. 
 
 LiAB Na[Li(AB)2] NaAB [Li-(NH2 BH3)1] [Li-(NH2 BH3)2] 
Li/Na-N 2.044 2.114 2.084 2.387 




2.294  2.325 
 Li···H(B) 2.062 
N-B 1.546 [1.561] 1.563 1.550 1.543 
N-Hi 1.022 1.022 1.022 1.021 
N-Hii 1.022 [1.025] 1.024 1.023 1.022 
N-H average 1.022 1.023 1.022(5) 1.022 
B-Hiii 1.233 1.235 1.231 1.238 
B-Hiv 1.241 1.237 1.240 1.240 
B-Hv  1.246 [1.249] 1.241 1.249 1.256 
B-H average 1.240 1.238 1.240 1.245 






The calculated hydrogen atom removal energies in Na[Li(AB)2], pristine LiAB and 
NaAB are summarized in Table 9-7. The symmetrically non-equivalent hydrogen atoms were 
considered to be removed separately, and only the lowest hydrogen atom removal energy in 
each solid system is given for comparison. Generally, it costs less energy to remove a H(B) 
atom than to remove a H(N) atom, which could indicate that the breaking of B-H bonds 
occurs prior to the breaking of N-H bonds in the initial state of dehydrogenation. The H(B) 
removal energy in the [Li(NH2BH3)2] molecule is comparable to that of LiAB, and slightly 
higher than that of NaAB. 
 
Table 9 -7. Hydrogen removal energies (ΔEH) of Na[Li(AB)2], LiAB, and NaAB. [Li-(NH2BH3)1] and 





 [Li-(NH2 BH3)1] [Li-(NH2 BH3)2] 
ΔE H(B) (eV) 2.051 2.010 2.055 1.921 
ΔE H(N) (eV) 2.586 2.453 2.538 2.594 
 
 
The dehydrogenation of B-N-H containing chemical hydride systems is a process 
involving the dissociation and combination of hydridic H(B) and protic H(N) atoms,29-32 and 
the initiation of dehydrogenation needs to overcome a kinetic barrier, which is related to the 
energy cost for the breaking of B-H and N-H bonds, as well as the energy barrier for the 
combination of H(B) and H(N) to form H2. Thus the kinetic aspect of the dehydrogenation 
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may be partially determined by the strength of B-H and N-H bonds, and interaction between 
the H(B) an d H(N) atoms. Previous experimental and theoretical studies on LiAB indeed 
suggested that the breaking of B-H bond is involved in the rate-limiting step and affects the 
initial state of dehydrogenation.33-36 The above bond length analysis and the calculation of 
hydrogen removal energies show the moderate B-H strength combined with the relatively 
shorter dihydrogen bond distance in Na[Li(AB)2] could be partially responsible for the lower 
onset dehydrogenation temperature compared to that of LiAB or NaAB. 
9.4.5 The first-step dehydrogenation mechanism in the solid Na[Li(AB)2] 
Due to the limitation of experimental methods, the process of dissociations and combination 
of H(B) and H(N) atom in the B-N-H containing chemical hydride systems is hard to be 
observed experimentally so far. Therefore, it can be considered useful to assess the 
microscopic dehydrogenation process by means of theoretical simulations. Kim et al35 and 
Nutt et al37 speculated about a “metal assisted hydride transfer” path via transferring a 
hydridic hydrogen atom from [BH3] to get close to [NH2]− in the first-step dehydrogenation of 
LiAB on the basis of gas-phase simulations. Although it is difficult to identify such a pathway 
in our solid-state simulations, it is able to locate the likely protic and hydride sources for the 
dehydrogenation by examining the solid structure of amidoborane, and to explore its possible 
dehydrogenation mechanism from the view of solid-phase simulation. 
In Na[Li(AB)2], it is worth noticing that the shortest and the only dihydrogen bond (with 
a length of 2.076 Å) is formed between two adjacent [NH2BH3]– anions coordinating with the 
same Li cation (see Figure 9-12). The preceding calculation of hydrogen atom removal 
energy has manifested that the dissociation of H(B) atom is prior to that of H(N) atom 
because of the lower removal energy cost. After removing the hydridic H(B) atom, the 
associated N-H bond also becomes the longest N-H bond in the re-optimized structure. The 
subsequent process could occur spontaneously as the H(N) atom within the longest N-H bond 
is detached and combined with the previous detached H(B) atom to form a H2 molecule. By 
further removing the H(N) atom, one of the Li-N bonds on the Li2N2 ring is broken up, and 
the remaining [NH2BH2] and [NHBH3] anions are linked with each other, forming a ring bond 
of LiN2B. Although the real reaction path is hardly depicted by the above solid-phase 
simulation, above results derived hint that the first-step dehydrogenation of Na[Li(AB)2] may 
be through an intermolecular interaction with the dissociation and combination of H(B) and 
H(N) from two neighboring [NH2BH3]– anions within a [Li(NH2BH3)2] molecule. 




Figure 9- 12 . Derived molecular mot if from the optimized structure of the Na[Li(AB)2] before 
removing H(B) atom, after removing H(B) atom, and after removing H2 molecule. The H(B)···H(N) 
distance between H(B) and nearby H(N) atom, the associated hydridic B-H and protic N-H bond 
lengths, and the newly formed B-N bond are denoted in black, red, blue and orange respectively, in 
units of Å. The big  red, big  yellow, s mall light b lue, s mall green, small pink spheres denote Li, Na, N, 
B and H atoms, respectively. 
 
9.5 Summary 
In summary, Na[Li(AB)2] was successfully synthesized by simply blending and 
re-crystallizing LiAB and NaAB (1:1) in THF. Inspired by this synthesis method, the 
first-principles techniques were employed to explore the possible existence of the Li1-xNaxAB 
by simulating the mixture of LiAB and NaAB in different molar ratios. The SQS method 
remarkably reduces the complexity of searching for various configurations of Li1-xNaxAB. 
The calculated Gibbs free energy of formation of Li1-xNaxAB indicates that by reacting LiAB 
and NaAB in the molar ratio of 1:1 leads to the most thermodynamically favorable phase, 
Li0.5Na0.5AB. Besides, most of the other compositions are also thermodynamically favored. 
Whether these Li1-xNaxAB might yield even better H-desorption properties is a question that is 
left open for future investigation. Li0.5Na0.5AB was found to be maintaining the similar 
orthorhombic structure to that of pristine LiAB or NaAB, and crystallize in space group Pca21, 
which is different from Na[Li(AB)2]. 
Although the SQS method failed to reproduce the structure of Na[Li(AB)2] due to the 
complex feature of anions in amidoborane, it is very promising that SQS is applicable to 
complex hydrides with single-functional anions like [BH4]–, [NH2]– and [AlH3]–. The stronger 
dihydrogen bond interaction and the calculated moderate H(B) removal energy could provide 
a possible explanation for the lower H-desorption temperature in NaLi(AB)2 compared to that 
of LiAB or NaAB. Moreover, the likely protic and hydridic sources were located in the solid 
structure for the dehydrogenation, and the first-step dehydrogenation mechanism was 
proposed as the dissociation and combination of H(B) and H(N) atoms from two neighboring 
[NH2BH3]– anions within a [Li(NH2BH3)2] molecule in Na[Li(AB)2]. 
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The work in this thesis attempts to employ both experimental method and computational 
modeling techniques to study two topical energy materials: hydrogen storage materials and 
electrolyte materials for lithium battery. Specifically, this thesis concentrates on Li-N based 
materials as lithium ionic conductors, and metal-B-N based chemical hydrides for hydrogen 
storage. Experiments were mainly carried out on ionic conductivity measurements, which 
complete the existing ionic conductivity database. Computations can also be regards as a form 
of experiment by modeling materials at the atomic level within the framework of DFT, which 
establish clear mechanism for the processes of ionic conduction and hydrogen storage, and 
predict the existence of novel materials for the application of energy storage. In this chapter, 
section 10.1 summarizes main computational technique employed in this thesis. Sections 10.2 












10  Conclusions 
158 
 
10.1 Materials Modeling Methods 
Several computational modeling techniques have been applied to the study of solid-state 
materials used as ionic conductors and for hydrogen storage in this thesis. In particular, the 
following substantial contributions have been made: 
10.1.1 Understanding microscopic kinetics of diffusion 
This issue is addressed in chapter 4-6 on Li diffusion in solid Li3N, and Li-N based imides 
and amide by using first-principles calculation combined with NEB method. These studies 
illustrate the mechanistic understanding on Li transport properties and processes including the 
energies for Li defect generation and for Li migration.  
The study of diffusion kinetics could also play a crucial role to understand the hydrogen 
desorption mechanism of hydrogen storage materials. Chapter 8 explored the hydrogen 
diffusion in solid CaAB, CaAB·2NH3 and MgAB·NH3, which proposed that hydrogen 
diffusion could be involved in the rate-limiting step in the dehydrogenation kinetics. 
10.1.2 Understanding dehydrogenation mechanism  
Understanding the role of metal element for the destabilization of AB, and the possible 
dehydrogenation mechanism from the view of solid-phase simulation are presented in 
chapters 6-9. Due to the limitation of experimental methods, the dissociation order and 
source of hydrogen in the B-N-H-containing chemical hydride systems is hard to be observed 
experimentally so far. Therefore, it can be considered useful to assess the microscopic 
dehydrogenation process by means of theoretical simulations. Although it is difficult to 
identify real reaction pathway via solid-state simulations, it is able to determine the 
dissociation order by calculating binding energy of hydrogen and to locate the likely protic 
and hydride sources for the dehydrogenation by examining the solid structure of chemical 
hydride. 
10.1.3 Demonstration of quantitatively accurate thermodynamics of storage reactions.  
This case can be found in chapters 8 and 9. DFT is regarded as standard tool for computing 
the crystal binding energy of complicated crystalline materials. By using the PW91-GGA to 
the exchange-correction functional, the calculated DFT energies are accurate enough to reflect 
thermodynamics of hydrogen storage reactions. In addition to the static energies (T =0 K), 
phonon frequency were calculated to evaluate the fisnite-temperature energetic due to the 
contribution of vibrational free energies on the storage thermodynamics, which can 
significantly improve the accuracy of the PW91-GGA calculation for hydrogen storage 
materials. 
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10.1.4 Prediction novel solid-state material 
Prediction thermodynamically favored phase of multinary compound and crystal structure of 
novel solid-state material are explored in chapter 9, in which first-principles calculation 
combined with SQS method were employed to predict the likelihood for the existence of a 
series of ternary amidoborane system Li1-xNaxAB for various Li/Na ratios x, and to determine 
the crystal structure of LiNaAB. The SQS method remarkably reduces the complexity of 
searching for various configurations of Li1-xNaxAB, and provides a method to determine the 
location of mixed cations complex or chemical hydride systems for hydrogen storage. 
 
10.2 Li-N Based Materials as Lithium Ionic Conductor 
The connections of studied Li-N based hydrogen storage materials in this thesis are displayed 
in Chart 10-1. 
 
 
Chart 10-1. Connections of studied Li-N based compounds. 
 
Li3N is not only the milestone material in the field of hydrogen storage, but also exhibits 
superior performance in Li ion conduction and may play an essential role in the area of solid 
electrolyte. It is interesting to find that although α and β Li3N phases present similar 
superionic conduction properties, the Li diffusion mechanism is quite different, just like the 
twins having similar looks but distinct characters.  
As the hydrogenation products of Li3N, Li2NH and LiNH2 exhibit distinct conduction 
performances: Li2NH is a superionic conductor, and the activation energy for Li diffusion 
mainly originates from the migration energy. LiNH2 is an insulator as it is difficult to create 
defect in LiNH2. From this study, we found that one hydrogen ([NH]
2–
) facilitates the Li 
conduction, but two hydrogen ([NH2]
–
) constraints Li, this is , more hydrogen will limit the Li 
diffusion. So, more is not always good, enough is enough. Fortunately, the Li conduction of 







Although Li2Mg(NH)2 or Li2Ca(NH)2 show improved hydrogen storage properties 
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compared to Li2NH due to the mix-cation of Li-Mg/Ca, Li conduction in Li2NH is negatively 
affected by the involvement of Mg/Ca, therefore, that is, Tom‟s angel is Jerry‟s devil! 
The comparisons of experimentally measured and simulated results of ionic conductivity, 
activation energy, pre-exponential factor of those materials are listed in Table 10-1.  
 
Table 10-1. Comparison of experimental measured ionic conductivity, activation energy, 
pre-exponential factor, the calculated defect format ion energy and migrat ion energy, and the simulated 
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It is found that for the compounds with same anion but mixed-cation, the 
matched/mismatched cation sizes have positive and/or negative effects on Li diffusion: 
matched sizes may induce more vacant sites but disorderedly distribution; mismatched size 
may open a wide channel but affected by anion. For the compounds with same cation but 
different anions, the weakened coordination and interaction between cation and anion may 
facilitate the diffusion of cation. Introducing multi-anion could help to improve Li ion 
diffusion in the materials. Details study of the diffusion mechanisms could pave the way for 
optimizing ionic conductivity of known ionic conductors and provide some clues and 
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guidelines for discovering novel Li-based compounds ionic conductors. 
 
10.3 Metal-B-N Based Chemical Hydrides for Hydrogen Storage 
The second topic in this thesis focuses on understanding the dehydrogenation mechanism of a 
series of AB derivatives and explaining why most of those derivatives show better 
dehydrogenation properties than the original AB by using first-principles calculations. The 
studied subjects include LiAB, NaAB, LiNaAB, CaAB, LiAB·AB, CaAB·2NH3 and 
MgAB·NH3, and their connections are displayed in Chart 10-2. 
 
 
Chart 10-2. Connections of studied chemical hydrides for hydrogen storage 
 
The first story starts from reaction between AB and LiAB, with a new product LiAB·AB 
formed, and this product shows better dehydrogenation properties than its parent reactants, 
without borazine detected in by-product. The crystal structure of LiAB·AB consists of 
alternate layers of [LiAB] and [AB] molecules. We found the interlayer interaction between 
[LiAB] and [AB] is the key answer for the improved dehydrogenation of LiAB·AB. This 
combination set a good formula for perfect couple, 1+1>2. 
In addition to the simple substitution and combination, molecular attachment is another 
way to improve AB, that is how amidoborane ammoniates (CaAB·2NH3, MgAB·NH3) come 
from. Thanks for presence of [NH3] molecules, those ammoniates released hydrogen at lower 
temperatures compared to the corresponding metal amidoboranes. People always hate NH3, 
because it smells bad. While in this study, we found [NH3] acts as both activator of hydridic 
B-H bond and supplier of protic H for the dehydrogenation of ammoniates. Therefore, it 
smells bad, but „tastes‟ good, just like durian. 
In the last story, we played the prediction function of computational techniques. Inspired 
by that Li-Na-AB can be synthesized via simply blending LiAB and NaAB in THF, we were 
thinking is that possible to blending LiAB and NaAB in different molar ratio to produce a 
series of Li1-xNaxAB. In this study, it was a special thing to apply SQS on the chemical 




LiAB NaAB CaAB, MgAB 
LiAB·AB  Li-Na-AB 
CaAB·2NH3  
MgAB·NH3 
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reduce the power of SQS, because different cations have different coordination preferences, 
Li likes [NH2]
–
 and Na likes [BH3]. From this lesson, I have to say, well, to each his own. 
Figure 10-1 shows experimental results of H2 evolution from AB and its derivatives 
during dehydrogenation process. Table 10-2 summarizes the onset dehydrogenation 
temperatures and the calculated hydrogen removal energies of those materials. In general it 
costs less energy to remove H(B) atom than to remove H(N) atom, indicating that the 
breaking of B-H bond is prior to the dissociation of N-H bond in the initial state of 
dehydrogenation of those solid systems. Therefore, the relatively lower desorption 
temperature can be largely attributed to the weakened B-H bond and more intensive 
dihydrogen bonding network in those AB derivatives. 
 
 
Figure 10-1. H2 evolution from AB and its derivatives during dehydrogenation process.  
 
Table 10-2. Onset temperatures for dehydrogenation and calculated hydrogen removal energies for AB 
and its derivatives 
 
 Onset T Hydrogen removal energy 
Chemical hydrides T0/ºC ΔE H(B) /eV ΔE H(N) /eV 
AB 95 2.32 2.54 
LiAB 72 2.05 2.59 
LiAB·AB 60 1.99 2.37 
NaAB 68 1.92 2.59 
Na[Li(AB)2] 60 2.01 2.45 
CaAB 130 2.02 2.49 
CaAB·2NH3 84 1.92 2.73 
MgAB·NH3 70 2.03 3.08 
 
The schematic mechanisms of first-step dehydrogenation of those solid systems are 
demonstrated in Figure 10-2, which is proposed to be the dissociation of H(B) atom from one 
[MAB(·nNH3)] molecule and H(N) atom from another [MAB(·nNH3)] ] molecule to form the 
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Figure 10-2. Derived di-molecular motif from the optimized structures of AB and its derivatives before 
removing H(B) atom (second column), after removing H(B) atom (th ird column), and after removing 
H2 molecule (fourth column). The H(B)··H(N) d istance between this H(B) (chose to be removed) and 
nearby H(N) atom, and the associated hydridic H(B) and protic H(N) bond lengths are denoted in black,  
red and blue, respectively, units in Angstrom. The large g reen, later yellow, large b lue, large orange, 
small light blue, small green, small pink spheres denote Li, Na, Ca, Mg, N, B and H atom, respectively. 
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The present computational work on the base of the solid-state materials takes the 
computational work in the gas-phase one step closer to the realistic experimental conditions, 
which provides necessary and useful insights on the understanding of the hydrogen storage 
properties of chemical hydrides, and also facilitates the community to look for new related 
compounds for hydrogen storage. 
 
10.4 Prospect 
It is indisputable that the development of clean energy technologies depends on deeper 
understanding of fundamental kinetics and thermodynamics mechanisms and on further 
exploring new materials for practical schemes.
3,4
 The present thesis has been demonstrated 
that the valuable role of computational techniques as “microscope” and “designer” in the 
studies of energy materials for lithium batteries and hydrogen storage. 
For the diffusion event in the ionic conductor and kinetics issue in the storage reaction, 
NEB method has been applied to find the diffusion mechanism. Another powerful tool is ab 
initio molecular dynamics simulations, which can model the evolution of a system in 
time-scales under various thermodynamic conditions to study equilibrium thermodynamic and 
dynamics properties of a system at finite temperature.
5
 Combined with first-principles DFT 
calculation, molecular dynamics simulation can simulate individual atomic position as a 
function of time, which can provide information about such as trajectory of atomic diffusion, 
and the processes of bond-breaking and formation on material surfaces. 
Two major approaches for hydrogen storage via chemisorption have been involved in 
this thesis, metal hydrides and chemical hydrogen storage materials. As mentioned in section 
1.2.4, the other promising approaches are physisorption of hydrogen molecules and 
Kubas-type storage on adsorbents, which have been actively developed in recent years. The 
interaction between molecular hydrogen and absorbent is dominated by van der Walls forces 
for physisorption and metal-dihydrogen binding for Kubas, which are much weaker than 
chemisorption interaction. However, GGA or LDA in DFT is not accurate enough to describe 
the electron correlation in these weakly bond systems, therefore theory beyond DFT are 
needed. For example, Møller-Plesset second-order perturbation theory (MP2) calculations can 
yield more reliable results for dihydrogen bind energy.
6
 
The future research is likely to encompass the study of more complex issues by using 
higher-level modeling approaches to probe atomic and electronic details of matter more 
accurately and efficiently. 
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—  The End  — 
