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Abstract
We obtain a class of subsets of R2d such that the support of the short time Fourier transform (STFT)
of a signal f ∈ L2(Rd) with respect to a window g ∈ L2(Rd) cannot belong to this class unless f or g
is identically zero. Moreover we prove that the L2-norm of the STFT is essentially concentrated in the
complement of such a set. A generalization to other Hilbert spaces of functions or distributions is also
provided. To this aim we obtain some results on compactness of localization operators acting on weighted
modulation Hilbert spaces.
© 2010 Elsevier Inc. All rights reserved.
Keywords: Annihilating sets; Uncertainty principle; Short time Fourier transform; Localization operators; Modulation
spaces
1. Introduction
The term uncertainty principle collects a great amount of versions of the following basic fact:
A non-zero function and its Fourier transform cannot be sharply localized.
This heuristic principle can be formalized either with inequalities involving the norms of f
and fˆ in a function space, as in the Heisenberg inequality, or by means of restrictions on the
sets where f and fˆ are non-zero. An example of this second point of view is the well-known
fact that a function and its Fourier transform cannot be both supported on compact sets, because
the Fourier transform of a compactly supported function (or distribution) can be extended as an
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f ∈ L1 then f and fˆ cannot have both supports of finite Lebesgue measure unless f ≡ 0.
A pair (E,Σ) of subsets on Rd is called a weak annihilating pair for the Fourier transform if
given f ∈ L2(Rd), suppf ⊂ E and supp fˆ ⊂ Σ imply f ≡ 0. Hence, Benedicks result says that
any pair of sets of finite Lebesgue measure is a weak annihilating pair for the Fourier transform.
More examples can be found in [5].
All uncertainty principles involve a function f and its Fourier transform fˆ , hence it is natural
to try to formulate similar results for the different joint time-frequency representations (see [13]).
In fact, in 1997, Folland and Sitaram [11] posed the following question: Assume that the Wigner
distribution of f,g ∈ L2(Rd) is supported in a set of finite Lebesgue measure, does it follows
that f = 0 or g = 0? The answer was given in 1998 independently by Jaming [15], Janssen [17]
and Wilczok [22]. In 2005, Demange [8] showed, among other things, that the ambiguity func-
tion of two non-zero square-integrable functions cannot be supported on the sub-level set of a
non-degenerate quadratic form. He also exhibited a way to derive restrictions for supports of
ambiguity functions from results about annihilating pairs. Due to the relations among the Wigner
transform, the ambiguity function and the short time Fourier transform, each uncertainty princi-
ple for one of them produces a similar one for the other two.
In this paper we will concentrate on support conditions for the short time Fourier transform
(STFT). Our aim is to obtain a class of subsets in R2d (called thin sets at infinity) so that the
support of the STFT of a signal f ∈ L2(Rd) with respect to a non-zero window g ∈ L2(Rd)
cannot belong to this class unless f is identically zero. Our results do not depend on pairs of
annihilating sets for the Fourier transform and the class contains many of the previously known
examples satisfying this property, in particular all sets of finite Lebesgue measure and sub-level
sets of non-degenerate quadratic forms in R2d . Moreover we prove that the L2-norm of the STFT
is essentially concentrated in the complement of any thin set (Theorem 4.1). A generalization of
this result to other modulation Hilbert spaces than L2(Rd) is the aim of the last section.
2. Notation and preliminaries
We start with the basic definitions and we recall the properties of the time frequency repre-
sentations that will we used along the paper. We refer to [12] for the necessary background.
Definition 2.1. The cross Wigner distribution of f, g ∈ L2(Rd) is
W(f,g)(x,ω) =
∫
Rd
f
(
x + t
2
)
g
(
x − t
2
)
e−2iπω dt.
When f = g we write W(f ) = W(f,f ). It happens that W(f,g) ∈ L2(R2d).
We will denote by S(Rd) the Schwartz space of rapidly decreasing functions and by S ′(Rd) its
dual space. Using [12, 4.3.3], the cross Wigner distribution can be extended as a continuous map
from S ′(Rd) × S ′(Rd) into S ′(R2d) and it maps S(R2d) × S(R2d) into S(R2d). This extension
satisfies Moyal’s formula, that is
〈
W(f,g),W(ϕ,ψ)
〉= 〈f,ϕ〉〈g,ψ〉
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Definition 2.2. Given g ∈ L2(Rd) \ {0} the short time Fourier transform (also called continuous
Gabor transform) of f with respect to the window g is
Vgf (x,ω) =
∫
Rd
f (t)g(t − x)e−2iπω dt.
Clearly, we may also write Vgf (x,ω) = 〈f,MωTxg〉, where Mωf (t) = e2πıωtf (t) and
Txf (t) = f (t − x) are the modulation and translation operators. Hence Vgf can also be defined
for f ∈ S ′(Rd) and g ∈ S(Rd). The short time Fourier transform has the following properties:
(1) Vgf ∈ S(R2d) for f,g ∈ S(Rd).
(2) Vgf ∈ L2(R2d) when f,g ∈ L2(Rd), and ‖Vgf ‖2 = ‖f ‖2‖g‖2.
(3) Vgf is continuous and has at most polynomial growth.
(4) W(f,g)(x,ω) = 2dei4πxωVgˇf (2x,2ω), where gˇ(t) = g(−t).
Moreover, f can be recovered from Vgf by means of the following formula:
f = 1〈g,ϕ〉
∫
R2d
Vgf (x,ω)MωTxϕ dx dω
whenever 〈g,ϕ〉 
= 0, interpreting the integral in a weak sense. Now, if A ⊂ R2d and suppVgf ⊂
A we would have
f = 1〈g,ϕ〉
∫
R2d
χA(x,ω)Vgf (x,ω)MωTxϕ dx dω,
where χA stands for the characteristic functions of A. In other words, f would be an eigenvector
for the eigenvalue 1 of the operator:
f → 1〈g,ϕ〉
∫
R2d
χA(x,ω)Vgf (x,ω)MωTxϕ dx dω.
Therefore, we want to find subsets A in R2d so that 1 is not an eigenvalue of the operator above.
To start, we will be less ambitious and we will look for the compactness of the operator, thus
ensuring that in case 1 is an eigenvalue, it has few eigenvectors. Hence, our point of view is
closer to that of [22] (see also [14, Part One 3]). This operator is a particular case of the so-called
localization operators. These operators where defined in 1988 by Daubechies [7] in order to
localize a signal both in time and frequency. The idea is to multiply Vgf by a suitable function F
(the filter), before reconstructing the signal f . In this way, what we recover is a filtered version
of the original signal f ,
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∫
R2d
F (x,ω)Vgf (x,ω)MωTxϕ dx dω
where again the integral has to be interpreted in a weak sense. The expression above can also be
written as 〈LFg,ϕf,h〉 = 〈F,VϕhVgf 〉. Hence, it is clear that LFg,ϕ ∈ L(L2(Rd)) (here L(L2(Rd))
is the space of all bounded linear operators from L2(Rd) into itself) whenever F ∈ L∞(R2d) and
g,ϕ ∈ L2(Rd). The class of filters can be enlarged if we restrict the class of windows: in fact,
taking g,ϕ ∈ S(Rd), the boundedness of the localization operator is guaranteed if the filter F
belongs to the modulation space M∞(R2d) (see [6] where it is also shown that this class is, in a
certain sense, optimal). To define this modulation space, fix Φ ∈ S(R2d) \ {0} and put
M∞
(
R2d
) := {T ∈ S ′(R2d): VΦT ∈ L∞(R4d)}.
Equipped with the norm ‖T ‖M∞ = ‖VΦT ‖∞, M∞(R2d) is a Banach space whose definition is
independent on the window Φ , and different windows give rise to equivalent norms. M∞(R2d)
contains Lp(R2d) with continuous inclusion for all 1 p ∞ and some tempered distributions
like the point evaluations δz. Again [12] is the standard reference for modulation spaces. Local-
ization operators are special pseudodifferential operators. In fact, LFg,ϕ can also be interpreted as
a Weyl operator Lσ with Weyl symbol σ = F ∗ W(ϕ,g). Here Lσ : S(Rd) → S ′(Rd) is given
by (see for instance [3])
〈Lσf,h〉 =
〈
σ,W(h,f )
〉
.
A well-known sufficient condition for compactness is that the filter F is a bounded function van-
ishing at infinity (see for instance [2]). However, in the case that F = χA is the characteristic
function of a set A, this condition implies that A is bounded. In order to avoid this restriction on
the set we will make use of the following characterization of compactness obtained in our pa-
per [9]. From now on, K(L2(Rd)) will denote the set of all compact linear operators on L2(Rd).
Theorem 2.3. (See [9, 3.6].) Given F ∈ M∞(R2d), the following are equivalent,
(a) LFg,ϕ ∈ K(L2(Rd)) for each pair of windows ϕ,g ∈ S(Rd).
(b) lim|x|→∞ sup|ξ |R |VΦF(x, ξ)| = 0 for every R > 0 and some Φ ∈ S(R2d) \ {0}.
Using this result, we exhibited in [10] an example of a smooth function with constant modu-
lus 1 such that the corresponding localization operator is compact.
3. Thin sets at infinity
Given a measurable set A ⊂ R2d we will denote by LAg,ϕ the localization operator with symbol
F = χA the characteristic function of A and windows g,ϕ, that is,
LAg,ϕf =
∫
Vgf (x,ω)MωTxϕ dx dω.A
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compact in L2(Rd) for any pair of windows g,ϕ. We denote by μ the Lebesgue measure.
Proposition 3.1. Let A ⊂ R2d be a measurable set. The following are equivalent:
(1) For some (for all) R > 0,
lim|x|→∞μ
(
A∩B(x,R))= 0.
(2) For every pair of windows ϕ,ψ in the Schwartz class, the localization operator LAϕ,ψ :
L2(Rd) → L2(Rd) is compact.
(2)′ For every pair of windows ϕ,ψ in L2(Rd), the localization operator LFϕ,ψ : L2(Rd) →
L2(Rd) is compact.
Proof. It is clear that (2)′ implies (2). Now (2) implies (2)′ follows from the density of the
Schwartz class in L2(Rd), the estimate ‖LAϕ,ψ‖  ‖ϕ‖L2‖ψ‖L2 and the fact that the compact
operators form a closed subspace.
As condition (2) does not depend on R, it is clear that, once we prove that (1) and (2) are
equivalent for some R, they are equivalent for all R. We first prove that (1) implies (2). Let
Φ0 ∈ S(R2d) \ {0} be given such that supp Φ0 = B(0,R). Then
(VΦ0χA)(x, ξ) =
∫
R2d
χA(t)Φ0(t − x)e−2πitξ dt
=
∫
R2d
χA(s + x)Φ0(s)e−2πi(x+s)ξ ds
= e−2πixξ
∫
(A−x)∩B(0,R)
Φ0(s)e
−2πisξ ds.
From where it follows
∣∣(VΦ0χA)(x, ξ)∣∣ ‖Φ0‖∞ ·μ(A∩B(x,R)).
Now an application of Theorem 2.3 permits to conclude. Now, if (2) holds, for each Φ ∈ S(R2d)\
{0}, lim|x|→∞ |VΦχA(x,0)| = 0, hence if Φ0  0 is a compactly supported function with Φ0 ≡ 1
in B(0,R), the inequality
(VΦ0χA)(x,0)
∫
A∩B(x,R)
Φ0(t − x)dt = μ
(
A∩B(x,R))
implies condition (1). 
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such that
lim|x|→∞μ
(
A∩B(x,R))= 0.
Let us mention that every set with finite measure is a thin set at infinity, and that the property of
being thin at infinity is preserved by finite unions, translations, rotations, dilations and in general,
linear changes of variables.
Our next purpose is to show that the class of thin sets at infinity is rich enough.
Proposition 3.3. Let A ⊂ RN be given and let us consider the following conditions:
(1) A has finite Lebesgue measure,
(2) for almost every x ∈ (0,1)N , the set (x + ZN)∩A is finite (Benedicks condition),
(3) A is a thin set at infinity. Then
(1) ⇒ (2) ⇒ (3).
Proof. (1) implies (2) is well known (see for instance [5] and [1]). Let us now assume that (2) is
satisfied and define fp(x) := χA(x + p), p ∈ ZN . Then
lim
p→∞fp(x) = 0
for almost every x ∈ [0,1]N and Lebesgue Dominated Convergence Theorem permits to con-
clude
lim
p→∞
∫
[0,1]N
fp = 0.
Since ∫
[0,1]N
fp = μ
(
A∩ (p + [0,1]N )),
this implies that A is a thin set at infinity. 
The condition (2) in the previous proposition was considered by Benedicks [1] (see also
[5, Theorem 2.4]) in order to prove that a function f ∈ L2(RN) vanishes as soon as f and its
Fourier transform f̂ are supported in sets with finite Lebesgue measure.
Example 3.4. A thin set at infinity on R2d which does not satisfy the Benedicks condition.
Let us consider I := [−1,1]2d and, for every n ∈ N, we decompose I into n2d cubes denoted
In,j (j = 1, . . . , n2d ) with equal Lebesgue measure ( 2n )2d . We put p1,1 = 0 and we proceed by
induction on n to select unequal points pn,j ∈ Z2d such that
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has the property that the distance between any two arbitrary sets Jn,j , n ∈ N, j = 1, . . . , n2d , is
greater than (say) 10. Finally, we define
A :=
∞⋃
n=1
n2d⋃
j=1
Jn,j .
Since, for every x ∈ R2d the set x + I only intersects at most one set Jn,j then A is thin at
infinity. On the other hand, for every x ∈ [−1,1]2d and for all n ∈ N there is j = 1, . . . , n2d such
that x ∈ In,j and x + pn,j ∈ Jn,j ⊂ A. That is,(
x + Z2d)∩A
is an infinite set and A does not have the property considered by Benedicks.
In [18] it is proved that any two -thin sets in Rd form a strong a-pair, a stronger condition
than being a weak annihilating pair, provided 0 <  < 0 < 1, where 0 is unknown but only
depends on the dimension d . We recall that a set E in Rd is -thin (0 <  < 1) if for every
x ∈ Rd , μ(E ∩ B(x,ρ(x))) < μ(B(x,ρ(x))), where ρ(x) = min(1, 1‖x‖ ). This condition is
rotation invariant but not translation invariant. So it is very easy to produce examples of thin sets
at infinity not being -thin sets.
The following result permits to check easily that a given set is thin.
Proposition 3.5. Let Γ ⊂⊂ Γ ′ be open cones on RN (the base of Γ relatively compact in the
base of Γ ′) and let f : Γ ′ → R be a C1-function such that, for some 1 k N ,
lim
x→∞
x∈Γ ′
∣∣∂xkf (x)∣∣= +∞.
Then, for every C > 0, the sub-level set
A := {x ∈ Γ : ∣∣f (x)∣∣<C}
is a thin set at infinity.
Proof. Let us denote Vx := {y ∈ RN : ‖x − y‖∞ < 1}. We first take R > 0 such that the con-
ditions Vx ∩ A 
= ∅ and ‖x‖∞ > R imply Vx ⊂ Γ ′ and ∂xkf (y) 
= 0 for all y ∈ Vx . We now fix
x ∈ RN with the properties ‖x‖∞ >R and Vx ∩A 
= ∅ and we consider a change of coordinates
defined on Vx as follows:
T (y) := (T1(y), . . . , TN(y)), where Tj (y) = yj for j 
= k and Tk(y) = f (y).
The map T is injective on Vx . In fact, if T (y) = T (z) then yj = zj for all j 
= k. Moreover
Tk(y) = Tk(z) implies that ∂xkf (ξ) = 0 for some ξ ∈ Vx which cannot occur. Also the Jacobian∣∣J (T )(y)∣∣= ∣∣∂x f (y)∣∣ 
= 0k
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T (A∩ Vx) is contained on
Bx :=
{
u ∈ T (Vx): |uj − xj | < 1, j 
= k, |uk| <C
}
.
Hence
μ(A∩ Vx)
∫
Bx
du
|J (T )(T −1u)| 
μ(Bx)
inf(|∂xkf (y)|: y ∈ Vx)
.
Since μ(Bx) 2N−1C2 we finally conclude that
lim
x→∞μ(A∩ Vx) = 0. 
Example 3.6. Let p(x1, x2, . . . , xN) =∑Nj=1 j xrjj , where j = ±1 and rj > 1, be given. Then,
for each constant C > 0 the set {
x ∈ RN : ∣∣p(x)∣∣<C}
is thin at infinity.
In fact, we can decompose RN into finitely many cones {Γj } in which the previous proposition
can be applied.
In particular, if q is a non-degenerate quadratic form on R2d , then for all C > 0 the sub-level
set {(x,ω): |q(x,ω)| <C} is thin at infinity. Also the set
A := {(x, y) ∈ R2: ∣∣x 43 − y2∣∣< 1}
is thin at infinity and it does not have finite measure.
We close this section with two technical Lemmata that will be essential in the proof of the
main result of the paper. They are inspired by [14] and [22].
Lemma 3.7. Let A ⊂ R2d be a thin set at infinity and let {xn} ⊂ R2d be a sequence such that∑∞
n=1 |xn| < ∞. Then there is a subsequence {yn} of {xn} such that (y0 := 0)
B :=
⋃{(∑
j∈F
yj
)
+A: F ⊂ N0 finite
}
is also thin.
Proof. We put a :=∑∞n=1 |xn| and we take an increasing sequence (rn) of positive numbers such
that rn+1 − rn > 2 + a and
μ
(
B(x, a + 1)∩A) 12nn!
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Cn :=
{
x ∈ R2d : rn  |x| rn+1
}
.
We take y0 := 0 and we find y1 := xk1 such that
μ
(
(y1 +A∩C1) \ (A∩C1)
)
 1
211! .
We now proceed by induction in order to construct the sequence (yj ) and a family of sets {Bj,m},
m = 1, . . . , j + 1. Let j > 1 and let us assume that we have selected yl = xkl for 1 l  j − 1.
We put
Bj,m :=
⋃{(∑
l∈F
yl
)
+ (A∩Cm): F ⊂ {0,1, . . . , j − 1}
}
.
Since Bj,m is a set with finite measure we can select yj := xkj (kj > kj−1) such that
μ
(
(yj +Bj,m) \Bj,m
)
 1
2j j !
for every m = 1, . . . , j + 1. We then observe that Bj+1,m = Bj,m ∪ (yj + Bj,m) for m =
1, . . . , j + 1. Moreover, the measure of the set
B(x,1)∩
((∑
l∈F
yl
)
+ (A∩Cm)
)
is less than or equal to the measure of the set B(x,1 + a)∩A. Since there are exactly 2j subsets
of the set {0,1, . . . , j − 1} we conclude that
μ
(
B(x,1)∩Bj,m
)
 2jμ
(
A∩B(x, a + 1)).
To conclude we have to estimate μ(B ∩ B(x,1)) for large values of |x|. To this end we fix
x ∈ R2d , |x| > r1, and we observe that the ball B(x,1) intersects at most two consecutive rings,
let say CN and CN+1. Moreover, it follows from the election of the radii (rn) that((∑
j∈F
yj
)
+A
)
∩CN
is contained in the union of the three sets(∑
j∈F
yj
)
+ (A∩Cm)
for m = N − 1,N,N + 1. Also
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j∈F
yj
)
+A
)
∩CN+1
is contained in the union of the three sets(∑
j∈F
yj
)
+ (A∩Cm)
for m = N,N + 1,N + 2. Hence, all we need is to estimate
μ
(
B(x,1)∩
⋃
F⊂N0 finite
{(∑
j∈F
yj
)
+ (A∩Cm)
})
for m = N − 1,N,N + 1,N + 2 and to prove that it goes to 0 as N → ∞. The key is that
⋃
F⊂N0 finite
{(∑
j∈F
yj
)
+ (A∩Cm)
}
= BN+1,m ∪
∞⋃
k=N+1
(Bk+1,m \Bk,m).
Since
μ
(
BN+1,m ∩B(x,1)
)
 2N+1μ
(
A∩B(x, a + 1)) 2
N !
and
μ(Bk+1,m \Bk,m) 12kk!
then we finally conclude that
μ
(
B(x,1)∩
⋃
F⊂N0 finite
{(∑
j∈F
yj
)
+ (A∩Cm)
})
is less than or equal to 2
N ! +
∑∞
k=N+1 12kk! 
3
N ! and we are done. 
Lemma 3.8. Let A ⊂ R2d be a thin set at infinity and x ∈ R2d \ {0}. Let (yj ) be a subsequence
of ( x2j ). If μ(A) > 0 then, for every n ∈ N, the set
∑n+1
j=0 yj + A is not contained in the union of
the sets
A∪ (y1 +A)∪ (y1 + y2 +A)∪ · · · ∪
(
n∑
j=0
yj +A
)
.
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∑n+1
j=0 yj + A is contained in the
union
A∪ (y1 +A)∪ (y1 + y2 +A)∪ · · · ∪
(
n∑
j=0
yj +A
)
.
Having in mind that y1, y2, . . . , yn are multiples of yn+1 it turns out that there is a finite union of
translates of the set A (which depends on n), which we denote by C, with the property that, for
every k ∈ N,
k · yn+1 +
n+1∑
j=0
yj +A ⊆ C.
We now fix R > 0 and estimate
μ
(
A∩B(0,R)) μ(C ∩B(k · yn+1 + n+1∑
j=0
yj ,R
))
,
which goes to zero as k tends to infinity since C is a thin set at infinity. Since R is arbitrary we
conclude that μ(A) = 0, which is a contradiction. 
4. The uncertainty principle
The purpose of this section is to show that all thin sets at infinity A are annihilating sets
for the STFT, that is, if the support of Vgf is contained on A (in the sense that Vgf vanishes
almost everywhere outside A) then f = 0 or g = 0. Moreover, the L2-norm of Vgf is essentially
concentrated in the complement of A. To derive this from the compactness of the localization
operator LAϕ,ψ we will use the lemmata obtained in the previous section.
Theorem 4.1. Let A be a thin set at infinity and let g ∈ L2(Rd) \ {0} be given. Then there is a
constant C > 0 such that ∫
R2d\A
∣∣(Vgf )(x,ω)∣∣2 dx dω C‖f ‖2
for every f ∈ L2(Rd). In particular, Vgf cannot be supported in A unless f = 0.
Proof. First step. We show that, except in the trivial case, suppVgf  A. Proceeding by contra-
diction let us assume that there exists f 
= 0 such that B := suppVgf is a thin set at infinity. For
simplicity, we put F = Vgf .
We now fix ω0 
= 0 in Rd and we put ω0 := (0,ω0). Given xj := ω02j we find a subsequence
(yj ) according to the conclusion of the Lemma 3.7 (applied to the set B). We now define a
sequence of functions as follows:
F0 := F, Fn+1 := Ty Fn.n+1
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∑n+1
j=0 yj +B . For every n ∈ N there is fn ∈ L2(Rd)
such that Vgfn = Fn. In fact, fn is a modulation of the original function f . Since every function
in the linear span
LIN{F0,F1, . . . ,Fn}
has its support contained in the set
B ∪ (y1 +B)∪ (y1 + y2 +B)∪ · · · ∪
(
n∑
j=0
yj +B
)
,
we deduce from the previous lemma that
Fn+1 /∈ LIN{F0,F1, . . . ,Fn},
which implies that
fn+1 /∈ LIN{f0, f1, . . . , fn}.
On the other hand, all the functions Fn have their support contained in the set
M :=
⋃{(∑
j∈F
yj
)
+B: F ⊂ N0 finite
}
.
But, according to our selection of the points (yj ), the set M is thin and, consequently, the vector
subspace X of all f ∈ L2(Rd) with the property that Vgf is contained in M is finite dimensional
since X consists of fixed points for the compact operator 1〈g,g〉L
χM
g,g , a contradiction.
Second step. To obtain the estimate for the norm, let H1 be the subspace of L2(R2d) consisting
of those functions supported in the set A. The orthogonal projection onto H1 is given by
PH1F := F · χA.
We put H2 := Vg(L2(Rd)) and we observe that, as we have shown in the first step, H1 ∩
H2 = {0}. Without loss of generality, we assume ‖g‖L2 = 1, and we consider the adjoint of Vg
V ∗g : L2
(
R2d
)→ L2(Rd).
We recall that
V ∗g F =
∫
R2d
F (x,ω)e2πiω·g(· − x)dx dω. (1)
According to [12, p. 45], V ∗g ◦Vg is the identity operator and, consequently, Vg ◦V ∗g : L2(R2d) →
L2(R2d) is a continuous projection onto the range of Vg . Moreover, Vg ◦ V ∗g is precisely the
orthogonal projection. In fact, for every F ∈ L2(R2d) and f ∈ L2(Rd) we have
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Vg ◦ V ∗g
)
F,Vgf
〉= 〈V ∗g F,f 〉= 〈F,Vgf 〉,
from where it follows that (Vg ◦ V ∗g )F − F is orthogonal to the range of Vg . Let us put PH2 =
Vg ◦V ∗g . To get the estimate, it is enough to see that I −PH1 ◦PH2 is invertible. Instead, we will
see that I − (PH1 ◦PH2)2 is invertible. To do that, we observe that V ∗g ◦PH1 ◦Vg coincides with
the localization operator LAg,g , which is a compact operator on L2(Rd), since A is a thin set at
infinity. Now,
(PH1 ◦ PH2)2 = PH1 ◦ Vg ◦
(
V ∗g ◦ PH1 ◦ Vg
) ◦ V ∗g
from where
(PH1 ◦ PH2)2
is a compact operator. On the other hand, 1 is not an eigenvalue for (PH1 ◦ PH2)2 because
H1 ∩ H2 = {0}. Since the spectrum of a compact operator on a Hilbert space consists precisely
of the point {0} and the non-zero eigenvalues, we conclude that I − (PH1 ◦ PH2)2 is invertible.
Hence, also I − PH1 ◦ PH2 is invertible with inverse
(I − PH1 ◦ PH2)−1 = (I + PH1 ◦ PH2)
(
I − (PH1 ◦ PH2)2
)−1
,
from where the conclusion follows. 
In the case ‖g‖ = 1, the previous estimate can be written as∫
A
∣∣(Vgf )(x,ω)∣∣2 dx dω (1 − c)‖f ‖2
for every f ∈ L2(Rd) and for some constant 0 < c < 1.
At this point it is worth mentioning that from Demange [8] and Jaming [16] it follows that, in
the case that A has finite Lebesgue measure, there are positive constants C and c such that∫
A
∣∣(Vgf )(x,ω)∣∣2 dx dω (1 − ceCμ(A)2)‖f ‖2‖g‖2
for every f,g ∈ L2(Rd). However, in general, the constant C in Theorem 4.1 depends on the
window g, as the following example shows. That is, there are thin sets at infinity which are not
strongly annihilating.
Example 4.2. There is a thin set at infinity E ⊂ R2d with the property that
sup
{∫
E
∣∣(Vgf )(x,ω)∣∣2 dx dω: ‖f ‖ = ‖g‖ = 1}= 1.
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that the compact sets
En :=
{(
rns, r
−1
n ξ −ωn
)
: (s, ξ) ∈ Kn
}
have the property that
dist∞
(
En,
⋃
j<n
Ej
)
> 3.
Finally we define
E :=
∞⋃
n=1
En.
Since the diameter of K1 with respect to the distance dist∞ equals 2 then, for every (x,ω) ∈ R2d
the set (x,ω)+K1 intersects at most one of the sets En. Hence
μ
(
E ∩ ((x,ω)+K1)) 2d ×(2n
rn
)d
=
(
4
n
)d
.
Since the index n goes to infinity as (x,ω) goes to infinity we conclude that E is a thin set at
infinity. We now fix f0, g0 ∈ L2(Rd) with ‖f0‖ = ‖g0‖ = 1 and we consider
fn(t) := e−2πiωntf0
(
t
rn
)
r
− d2
n and gn(t) := g0
(
t
rn
)
r
− d2
n .
Then ‖fn‖ = ‖gn‖ = 1 and
(Vgnfn)(x,ω) = (Vg0f0)
(
x
rn
, (ωn +ω)rn
)
.
Hence ∫
E
∣∣Vgnfn(x,ω)∣∣2 dx dω ∫
En
∣∣Vgnfn(x,ω)∣∣2 dx dω
=
∫
Kn
∣∣Vg0f0(x,ω)∣∣2 dx dω.
Since
∫
R2d |Vgf (x,ω)|2 dx dω = ‖f ‖2‖g‖2 for every f,g ∈ L2(Rd), then the conclusion fol-
lows after applying the Monotone Convergence Theorem.
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E =
∞⋃
n=1
[−n3, n3]d × [−1
n
,
1
n
]d
,
it is easy to check that E is thin and
sup
{∫
E
∣∣W(f )(x,ω)∣∣2 dx dω: ‖f ‖ = 1}= 1.
(2) The set E in the example above can be enlarged in such a way that it still is thin and for each
point in the cube [0,1]2d the intersection (x + Z2d)∩E is not finite.
5. Hilbert modulation spaces
The aim of this section is to extend Theorem 4.1 to other Hilbert spaces of functions or dis-
tributions as, for instance, weighted L2 spaces and Sobolev spaces. To this aim we consider
weighted modulation spaces. The results in this section depend on Theorem 4.1 and on appropri-
ate extension of Theorem 2.3 to the weighted setting.
Let λ and v be positive functions on RN . Then λ is called v-moderate if for some constant
C > 0,
λ(x1 + x2) Cλ(x1)v(x2), x1, x2 ∈ RN.
Let us denote by P(RN) the set of all continuous and positive functions λ on Rd such that λ
is polynomial moderate, that is, there are Cλ and Nλ such that
λ(x1 + x2) Cλλ(x1)
(
1 + |x2|
)Nλ, x1, x2 ∈ RN.
Definition 5.1. Given λ ∈ P(R2d) \ {0}, 1  p,q  ∞ and ϕ ∈ S(Rd) \ {0}, we denote by
M
p,q
λ (R
d) the space
M
p,q
λ
(
Rd
) := {f ∈ S ′(Rd): λVϕf ∈ Lp,q(R2d)}
endowed with the norm
‖f ‖Mp,qλ = ‖λVϕf ‖Lp,q
where Lp,q(R2d) is the mixed Lebesgue space consisting of those measurable functions F such
that
‖F‖Lp,q =
(∫
Rd
(∫
Rd
∣∣F(x,ω)∣∣p dx)q/p dω)1/q < ∞
with the obvious modification when p or q equals ∞.
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p,q
λ (R
d) is a Banach space and its definition is independent on the choice of the window ϕ.
When λ is constant, we put Mp,q(Rd). For p = q we simply write Mpλ (Rd). Moreover M0λ(Rd)
will denote the subspace of M∞λ (Rd) consisting of those tempered distributions f ∈ S ′(Rd) such
that λVϕf vanishes at infinity. For p = 2, M2λ is a Hilbert space. The dual of Mp,qλ (Rd) for 1 p,
q < ∞ can be identified with the modulation space Mp′,q ′1
λ
(Rd) where 1
p
+ 1
p′ = 1q + 1q ′ = 1.
Focusing our attention in the Hilbert cases, we mention that M2(Rd) is exactly L2(Rd). In the
weighted case, if λ is only time dependent, that is λ(x,ω) = λ(x), then M2λ(Rd) = L2λ(Rd) :=
{f : λf ∈ L2(Rd)} whereas for λ(x,ω) = λ(ω), the modulation space is {f ∈ S ′(Rd): λfˆ ∈
L2(Rd)}. In particular, the Sobolev spaces Hs(Rd) may be obtained in this way.
In order to get restrictions for the support of Vgf when g ∈ S(Rd) \ {0} and f ∈ M2λ(Rd) we
need to extend part of our results in [9] to the weighted setting. For results concerning bound-
edness of localization operators as well as pseudodifferential operators on weighted modulation
spaces we refer to [19,20] and [21]. In particular, we will make use of the fact that symbols
in M∞,1m (R2d) define bounded operators on M2λ(Rd) provided that a convenient relation be-
tween the weights λ and m holds, and that these operators are compact when symbols can be
approximated in M∞,1m (R2d) by functions in the Schwartz class. In what follows we denote
m1(x,ω) = m1(x).
Proposition 5.2. Let m1,m2 ∈ P(Rd) and let us assume that m(x,ω)  m1(x)m2(ω). Let
g0,H ∈ S(Rd) and F ∈ M∞m1(Rd) be given such that
lim|x|→∞ sup|ω|R
∣∣Vg0F(x,ω)∣∣m1(x) = 0
for every R > 0. Then
1. F ∗H ∈ M0m(Rd),
2. F ∗H ∈ M∞,1m (Rd).
Proof. We take g = g0 ∗ g0. Then, according to [6, 2.4],
Vg(F ∗H)(·,ω) = (Vg0F)(·,ω) ∗ (Vg0H)(·,ω).
There is a polynomial v on Rd such that
m1(x)m1(x − t)v(t) ∀x, t ∈ Rd
and there is N ∈ N, N  2d , large enough so that∫
Rd
v(t)
(1 + |t |)N dt < +∞ and
m2(ω)
(1 + |ω|)N DN
for all ω ∈ Rd . Since Vg0H ∈ S(R2d) then there is CN > 0 with∣∣(Vg H)(t,ω)∣∣(1 + |ω|)2N (1 + |t |)N  CN.0
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is less than or equal to
m2(ω)
∫
Rd
∣∣(Vg0F)(x − t,ω)∣∣m1(x − t)v(t)∣∣(Vg0H)(t,ω)∣∣dt,
which is
 CN
m2(ω)
(1 + |ω|)2N
∫
Rd
∣∣(Vg0F)(x − t,ω)∣∣m1(x − t) v(t)(1 + |t |)N dt
 CN
m2(ω)
(1 + |ω|)2N
(∫
Rd
v(t)
(1 + |t |)N dt
)
‖F‖M∞
m1
. (2)
In particular, |Vg(F ∗H)(x,ω)|m(x,ω) is uniformly bounded, that is,
F ∗H ∈ M∞m
(
Rd
)
.
Moreover, since for some EN > 0,
sup
x∈Rd
∣∣Vg(F ∗H)(x,ω)∣∣m(x,ω) EN
(1 + |ω|)N
we also conclude ∫
Rd
sup
x∈Rd
(∣∣Vg(F ∗H)(x,ω)∣∣m(x,ω))dω < +∞.
That is,
F ∗H ∈ M∞,1m
(
Rd
)
.
We now fix  > 0 and take R1 > 0 such that∫
|ω|R1
sup
x∈Rd
(∣∣Vg(F ∗H)(x,ω)∣∣m(x,ω))dω < 
and ∣∣Vg(F ∗H)(x,ω)∣∣m(x,ω) 
for every x ∈ Rd and |ω|R1. Let us consider δ > 0 with
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(
‖F‖M∞
m1
+
∫
Rd
v(t)
(1 + |t |)N dt
)
 
and let R2 > 0 satisfy ∫
|t |R2
v(t)
(1 + |t |)N dt  δ
and
sup
|ω|R1
∣∣(Vg0F)(x,ω)∣∣m1(x) δ
for every |x|R2. To check that F ∗H ∈ M0m(Rd), we now assume∥∥(x,ω)∥∥∞ max(R1,2R2).
We consider two cases.
First case: |ω|R1. Then ∣∣Vg(F ∗H)(x,ω)∣∣m(x,ω) .
Second case: |x| 2R2 and |ω| R1. We decompose the first integral in (2) according to |t |
is less than R2 or greater than R2. We observe that |t |R2 implies |x − t |R2 and∣∣(Vg0F)(x − t,ω)∣∣m1(x − t) δ.
Consequently, |Vg(F ∗H)(x,ω)|m(x,ω) is less than or equal to
CNDN
(
δ
∫
Rd
v(t)
(1 + |t |)N dt + ‖F‖M∞m1
∫
|t |R2
v(t)
(1 + |t |)N dt
)
 . 
The proof of the next result is quite standard.
Lemma 5.3. The compactly supported functions are dense in the normed subspace of L∞,1m (R2d)
consisting of those F ∈ L∞,1m (R2d) such that F ·m vanishes at infinity.
The proof of the following lemma is included for completeness.
Lemma 5.4. M∞,1m (Rd)∩M0m(Rd) is contained in S(Rd)M
∞,1
m
.
Proof. We fix a window g in the Schwartz class with ‖g‖2 = 1. According to the previous
lemma, for every f ∈ M∞,1m (Rd)∩M0m(Rd) and  > 0 there is a compactly supported function H
such that
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Since m is a polynomial moderate weight then we can apply [12, 11.2.4] to conclude that
V ∗g (H) ∈ S(Rd). Finally, having in mind that
VgV
∗
g : L∞,1m
(
R2d
)→ L∞,1m (R2d)
is a continuous map ([12, 11.3.2]), we estimate∥∥f − V ∗g (H)∥∥M∞,1m = ∥∥VgV ∗g Vgf − Vg(V ∗g H )∥∥L∞,1m
 C‖Vgf −H‖L∞,1m
 C. 
Lemma 5.5. Let λ ∈ P(Rd) be given and
m(x,y) := λ(x − y)
λ(x + y) , x, y ∈ R
d .
Then m ∈ P(R2d) and m(x,y)m2(y) for some m2 ∈ P(Rd).
Proof. There is a polynomial v on Rd such that
λ(x + ξ) λ(x)v(ξ) ∀x, ξ ∈ Rd .
Then
m(x + ξ, y + η)
m(x, y)
= λ(x − y + ξ − η)
λ(x − y)
λ(x + y)
λ(x + y + ξ + η)
 v(ξ − η)v(−ξ − η)
=: V (ξ, η).
Moreover,
m(x,y) = λ(x + y − 2y)
λ(x + y)  v(−2y). 
Our next result gives a sufficient condition for the compactness of the localization operator.
Compare with [21, 3.6]. The proof is based on [19, Theorem 1.5], which is formulated using a
variant of the modulation spaces defined in terms of the simplectic Fourier transform. We note
that after a change of coordinates that result can be expressed in terms of standard modulation
spaces. This explains the definition of the weight m in the next proof.
Theorem 5.6. Let F ∈ M∞(R2d) be given such that
LF : L2(Rd)→ L2(Rd)ϕ,ψ
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LFϕ,ψ : M2λ
(
Rd
)→ M2λ(Rd)
is compact for every weight λ ∈ P(R2d).
Proof. It is well known that LFϕ,ψ coincides with the Weyl operator Lσ with symbol σ = F ∗
W(ψ,ϕ). We now consider
m(x, ξ, y, η) = λ(x −
η
2 , ξ + y2 )
λ(x + η2 , ξ − y2 )
.
As in Lemma 5.5, it follows that m ∈ P(R4d) and m(x, ξ, y, η)  m2(y, η) for some m2 ∈
P(R2d). We can now apply Proposition 5.2 with m1(x, ξ) = 1 and Lemma 5.4 to conclude that
σ ∈ S(R2d)M∞,1m .
According to [19, Theorem 1.5],
Lσ : M2λ
(
Rd
)→ M2λ(Rd)
is compact. 
If the filter F is taken in L∞(R2d), then the windows ϕ,ψ can be chosen in the larger class
M2v provided that λ is v-moderate, hence our theorem applies to a larger class of filters than the
ones in [21, 3.6].
Corollary 5.7. Let A ⊂ R2d be a thin set at infinity. Then for every non-zero tempered distribution
f ∈ S ′(Rd) and for any non-zero g ∈ S(Rd), the support of Vgf is not contained in A.
Proof. According to [12, 11.2.3] there is s  0 such that f ∈ M2λ(Rd) for λ(x,ω) = (1 + |x| +|ω|)−s . Now the result follows, as in the first step of the proof of 4.1, from the compactness of
the localization operator
LFϕ,ψ : M2λ
(
Rd
)→ M2λ(Rd)
with symbol F = χA and windows ϕ = ψ = g. 
In what follows the dual space of L2m(R2d) is identified with L21
m
(R2d) via the duality
(f, g) →
∫
R2d
fg.
The following theorem is the weighted version of Theorem 4.1. The proof depends on Theo-
rems 4.1 and 5.6. The map V ∗ as in (1) is a well-defined and continuous map V ∗ : L2(R2d) →g g λ
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d) and V ∗g ◦Vg is the identity operator ([12, 11.3.2]) but in general V ∗g is not the adjoint of
Vg . Hence, Vg ◦ V ∗g is a continuous projection onto Vg(L2λ(Rd)), but need not be the orthogonal
projection.
Theorem 5.8. Let A be a thin set at infinity and let g ∈ S(Rd) \ {0} and m ∈ P(R2d) be given.
Then there is a constant C > 0 such that∫
R2d\A
∣∣(Vgf )(x,ω)m(x,ω)∣∣2 dx dω C‖f ‖2M2m
for every f ∈ M2m(Rd).
Proof. Without loss of generality we can assume that ‖g‖2 = 1. Let us consider Pf := fχA and
Q := Vg ◦ V ∗g . Then, for any weight m ∈ P(R2d),
Tm := P ◦Q : L2m
(
R2d
)→ L2m(R2d)
is a continuous and linear operator. Since
Tm ◦ Tm = P ◦ Vg ◦
(
V ∗g ◦ P ◦ Vg
) ◦ V ∗g = P ◦ Vg ◦LAg,g ◦ V ∗g
then it follows from Theorem 5.6 that
T 2m : L2m
(
R2d
)→ L2m(R2d)
is a compact operator. Let us now assume that m1,m2 ∈ P(R2d) and m2 m1. Then
L2m1
(
R2d
)⊂ L2m2(R2d)
and Tm1 is the restriction of Tm2 . Also the transposed map
T tm2 : L21
m2
(
R2d
)→ L21
m2
(
R2d
)
is the restriction of T tm1 . We now recall that the spectrum of a compact operator consists precisely
of the point {0} and the non-zero eigenvalues, from where it follows that
σ
(
T 2m1
)⊂ σ (T 2m2)
and also
σ
((
T 2m2
)t)⊂ σ ((T 2m1)t).
Moreover, the spectrum of a compact operator on a reflexive Banach space coincides with the
spectrum of its transposed operator. Consequently
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(
T 2m1
)= σ (T 2m2)
whenever m2 m1. To finish the proof we now fix m ∈ P(R2d) and we define
λ := max(1,m) ∈ P(R2d).
We also put m0 to denote the weight constant equal to 1. Then it follows from our previous
considerations that
σ
(
T 2m
)= σ (T 2λ ) and also σ (T 2λ )= σ (T 2m0).
According to Theorem 4.1, 1 /∈ σ(T 2m0), which implies that 1 /∈ σ(T 2m) and, consequently,
I − Tm : L2m
(
R2d
)→ L2m(R2d)
is an invertible operator. The conclusion follows from the fact that Q is the identity operator on
the range of Vg . 
Due to the relations between the short time Fourier transform and the Wigner distribution,
we know that for f ∈ S ′(Rd) \ {0} and g ∈ S(Rd) \ {0}, W(f,g) cannot be supported on a
thin set at infinity. This need not be true when both entries are tempered distributions. For in-
stance, W(δ, δ) = δ ⊗ 1 [12, 4.3.1], hence supported in a set of measure zero, which is coherent
with the fact that Benedicks result does not extend to distributions. Nevertheless, we will prove
that W(f,g) cannot be compactly supported. This gives a different proof of [4, 3.1] and shows
that no representation in Cohen’s class with a compactly supported kernel can be a generalized
spectrogram (see [4] for the definitions of representations of Cohen’s class and the generalized
spectrogram).
Proposition 5.9. Given f,g ∈ S ′(Rd) \ {0}, W(f,g) does not have compact support
Proof. Since g 
= 0 we can take ψ ∈ D(Rd) such that 〈g,ψ〉 
= 0. We choose M > 0 so that
suppϕ ⊂ [−M,M]d and suppW(f,g) ⊂ [−M,M]2d . We see that f vanishes on the comple-
mentary of [−4M,4M]d . It is enough to check that f vanishes on all sets {x ∈ Rd : xi >
4M} ∪ {x ∈ Rd : xi < −4M} for all 1  i  d . The properties of the Wigner distribution im-
ply that suppW(ϕ,ψ) ⊂ {(x,ω): xi > M} (resp. suppW(ϕ,ψ) ⊂ {(x,ω): xi < −M}) when
suppϕ ⊂ {x: xi > 4M} (resp. suppϕ ⊂ {x: xi < −4M}). Therefore,
0 = 〈W(f,g),W(ϕ,ψ)〉= 〈f,ϕ〉〈g,ψ〉
hence 〈f,ϕ〉 = 0, which shows that f is compactly supported. Since 〈W(fˆ , gˆ),Φ〉 =
〈W(f,g),Ψ 〉, where Ψ (x,ω) = Φ(ω,−x), then we conclude that fˆ is also compactly sup-
ported, hence f = 0. 
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