We examine a discrete-time Markovian particle system on N × Z+ introduced in [8] . The boundary {0} × Z+ acts as a reflecting wall. The particle system lies in the Anisotropic Kardar-Parisi-Zhang with a wall universality class. After projecting to a single horizontal level, we take the long-time asymptotics and obtain the discrete Jacobi and symmetric Pearcey kernels. This is achieved by showing that the particle system is identical to a Markov chain arising from representations of O(∞) (introduced in [6] ). The fixed-time marginals of this Markov chain are known to be determinantal point processes, allowing us to take the limit of the correlation kernel.
Introduction
In the study of random interface growth, universality is a ubiquitous topic. Informally, universality says that random growth models with similar physical properties will have identical behavior at long-time asymptotics. In particular, different models in the same universality class are expected to have the same growth exponents and limiting distributions. In this sense, the classical central limit theorem is a universality statement, where the growth exponent is 1/2 and the limiting distribution is Gaussian, regardless of the distribution of each summand.
A different universality class, called the Kardar-Parisi-Zhang (KPZ) universality class (introduced in [13] ), models a variety of real-world growth processes, such as turbulent liquid crystals [15] and bacteria colony growth [19] . If h( x, t) is the height of the interface at location x and time t, then it satisfies the stochastic differential equation
where η( x, t) is space-time white noise. Due to the non-linearity, however, this stochastic differential equation is not well-defined. A common mathematical approach has been to study exactly solvable models (i.e. where the finite-time probability distributions can be computed exactly) in the universality class, and then to take the long-time limits. Examples of such models include random matrix theory [17] , the PNG droplet [14] , ASEP [16] , non-intersecting Brownian motions [1] , and random partitions [5] . In all of these models, the growth exponent is 1/3 and the limiting distribution is called the Airy process, demonstrating the universality of the KPZ equation. More recently, there have also been mathematically rigorous interpretations of a solution to the KPZ equation [2, 10] . The universality class considered in this paper is called anisotropic KardarParisi-Zhang (AKPZ) with a wall. It is a variant of KPZ in two ways: there is anisotropy and the substrate acts as a reflecting barrier. As before, the stochastic differential equation is not well-defined, so we take the approach of analyzing exactly solvable models. So far, there have only been two models which have been proven to be in this universality class: a randomly growing stepped surface in 2 + 1 dimensions [6] and non-intersecting squared Bessel paths [12] . In both cases, the limiting behavior near the critical point of the barrier has growth exponent 1/4 and limiting process the Symmetric Pearcey process (defined in section 4.2).
The exactly solvable model considered here was introduced in [8] . It is a discrete-time interacting particle system with a wall which evolves according to geometric jumps with a parameter q ∈ [0, 1). In the q → 1 limit, this model also has connections to a random matrix model. The main result of this paper is that in the long-time asymptotics near the wall, the symmetric Pearcey process appears after rescaling by N 1/4 . This therefore helps to establish the universality of the growth exponent 1/4 and the Symmetric Pearcey process in the AKPZ with a wall universality class. The approach is to show that when projected to a single level and to (finite) integer times, the particle system is identical to a previously studied family of determinantal point process. Taking asymptotics of the correlation kernel then yields the desired results.
We will also show that away from the critical point and at finite distances from the wall, the discrete Jacobi kernel appears in the long-time asymptotics. This kernel also appeared in the long-time limit in [6] , but has not appeared anywhere else. In particular, it did not appear in non-intersecting squared Bessel paths [11] .
In section 2, we review the particle system from [8] and the determinantal point processes from [6] . In section 3, we compute the correlation kernel for the particle system on one level by showing that the two processes are identical. In section 4, we take the large-time asymptotics.
The models in [8] and [6] have connections to the representation theory of the orthogonal groups, but this paper is intended to be understandable without knowledge of representation theory.
It should also be true that given the initial conditions, the fixed-time distributions for the two models are identical without needing to restrict to a single level, but this is not pursued here.
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2 Two Models
Interacting Particle System
The interacting particle system in [8] arises from a Pieri-type formula for the (finite-dimensional) orthogonal groups. Here, we briefly describe the model. particles on the kth level, whose positions at time n will be denoted X
The time can take integer or half-integer values. For convenience of notation,
More than one particle may occupy a lattice point. The particles must satisfy the interlacing property
for all meaningful values of k and i. This will be denoted X k ≺ X k+1 . With this notation, the state space can be described as the set of all sequences (
The initial condition is X k i (0) = 0, called the densely packed initial conditions. Now let us describe the dynamics.
For n ≥ 0, k ≥ 1 and
, define random variables
which are independent identically distributed geometric random variables with parameter q. In other words, P(ξ
so that R(x, ·) is the law of the random variable |x + ξ
At time n, all the particles except X k (k+1)/2 (n) try to jump to the left one after another in such a way that the interlacing property is preserved. The particles X k (k+1)/2 (n) do not jump on their own. The precise definition is
2 ) is formally set to +∞. At time n+ 
when k is odd and
where X k−1 0 (n + 1) is formally set to +∞. Let us explain the particle system. The particles preserve the interlacing property in two ways: by pushing particles above it, and being blocked by particles below it. So, for example, in the left jumps, the expression min(
2 )) represents the location of the particle after it has been pushed by a particle below and to the right. Then the particle attempts to jump to the left, so the term ξ
2 ) is subtracted. However, the particle may be blocked a particle below and to the left, so we must take the maximum with X
− i yields a simple process. In other words,X can only have one particle at each location. Figure 4 shows an example ofX. Additionally, an interactive animation can be found at http://www.math.harvard.edu/~jkuan/DiscreteTimeWithAWall. html By drawing lozenges around the particles as in Figure 1 , one can see that the particle system can be interpreted as a two-dimensional stepped surface. This can be made rigorous by defining the height function at a point to be the number of particles to the right of that point. With this interpretation, the jumping of the particles corresponds to adding and removing sticks, and therefore the interacting particle system is equivalent to a randomly growing surface. The anisotropy is shown with the observation that only sticks of one type may be added or removed. The necessity of the interlacing condition is also visually apparent: it guarantees that the lozenges can be drawn in a way to make the figure three-dimensional.
Determinantal Point Processes
In [6] , the authors introduce a family of determinantal point processes, indexed by a time parameter n ∈ N, which arise from representations of the infinitedimensional orthogonal group. (See [3] for background on determinantal point processes.) This family depends on a function φ ∈ C 1 [−1, 1]. Each determinantal point process also lives on the lattice N × Z + , with exactly k+1 2 particles on the kth level, and the particles must also satisfy the interlacing property.
Remark on notation. It is convenient to re-label the levels. For a = ±1/2, one should think of (r, a) as corresponding to the 2r + a + Figure 4 . The top right figure shows sticks that are never added or removed with each jump, while the bottom right figure shows sticks that are added or removed. this paper, the letter k will denote the level and the letter r will denote the number of particles. Set J r to be the set of nonincreasing sequences of integers (λ 1 ≥ . . . ≥ λ r ≥ 0). The superscript λ (k) will mean that λ (k) lives on the kth level. To save space, bold greek letters such as λ will denote λ = (λ
, and similarly for X, and 0 will denote the densely packed initial conditions. Let Y (n) denote the positions of the particles in this determinantal point process at time n. Proposition 3.11 of [6] establishes that there is a Markov chain 2 T φ connecting Y (n), in the sense that
Now let us give the formula for T φ . Let J (a,b) s (x) denote the (normalized) s-th Jacobi polynomial with parameters a, b. These are polynomials of degree s which are orthogonal with respect to the 1] . In this paper, we just need the equations
Also define
For a = ± 1 2 , define the matrix T φ r,a with nonnegative entries, and rows and columns paramterized by J:
Here dim is the dimension of the corresponding representation of SO(2r+1/2+a) -but for the purposes of this paper, it suffices just to know that dim is a positive integer. In the proof of Proposition 3.1, the dim terms will cancel immediately anyway. Set 
and
The matrix of transition probabilities is
For the densely packed initial conditions, T φ satisfies a semingroup property. More specifically, if T φ1 T φ2 denotes matrix multiplication, then ( [6] )
When projected to the kth level, the matrix of transition probabilities is just T φ k . Certain functions φ arise naturally from the representations of O(∞) -see section 2.1 of [6] . For our purposes, it suffices to consider the function:
Finite-time distributions
The next theorem, which will be proved in the next section, establishes thatX k is a determinantal point process.
is a determinantal point process on N with kernel K(r, a, s 1 ; r, a, s 2 ), where 2r + 1/2 + a = k.
Numerical calculations made by the author indicate that the fixed time marginals on multiple levels should also be identical, assuming the densely packed initial conditions. The exact statement is below: Conjecture 2.2. For any time n ≥ 0,
Note that without the fixed-time assumption, the conjecture is false. For example, P(X(n + 1) = (0, 0, (0, 0))|X(n) = (0, 1, (1, 0))) = 0, by the fact that X 
Proof of theorem 2.1
Let P k (λ, β) denote the transition kernel of X on the kth level. In other words
By Theorem 7.1 of [8] ,
In this section, we prove Theorem 2.1. Set φ = φ α , where α = 2q 1−q . Since X(0) = Y (0) = 0, the following proposition suffices.
We start with a few lemmas.
which has residues at q and 0. The residue at z = q is
Using the expansion
the residue at z = 0 is
so the total contribution is
For a = 1/2,
The residue at z = q is
and the residue at z = 0 is
Proof. The proof is standard, see e.g. Lemma 3.8 of [6] . Now return to the proof of Theorem 2.1. Start with the odd case. By the lemma, we can write
Thus, by Lemma 2.1 of [6] , (λ 1 , . . . , λ r−1 ), (β 1 , . . . , β r−1 )) and c r−1 ≥ max(λ r , β r ). Thus
To deal with the case max(λ r , β r ) > min(x, y), we use the following lemma.
Proof. The fact that P 2r−1 (λ, β) = 0 follows immediately from the description of the interacting particle system, or from the fact that {c ∈ N r−1 : c ≺ λ, β} is empty.
Now it remains to show that T
implying the determinant is zero. An identical argument holds if β r > λ r−1 .
For the rest of the proof, assume that max(λ r , β r ) ≤ min(λ r−1 , β r−1 ). Notice now that the determinant in T φ 2r−1 is of size r, which needs to be compared to a determinant of size r − 1. To show that the larger determinant is (1 − q) 2r−2 R(λ r , β r ) times the smaller determinant, we perform a sequence of operations to the smaller matrix. These operations are slightly different for λ r > β r and λ r ≤ β r . Consider λ r > β r for now. First, add a row and a column to the matrix of size r − 1. The rth column is [0, 0, 0, . . . , 0, R(λ r , β r )] and the rth row is [R(λ r , β 1 − 1 + r), R(λ r , β 2 − 2 + r), . . . , R(λ r , β r−1 +1), R(λ r , β r )]. This multiplies the determinant by R(λ r , β r ).
Second, for 1 ≤ i ≤ r − 1, perform row operations by replacing the ith row with
R(λ r , β r ) (rth row).
For 1 ≤ i, j ≤ r − 1 and letting (x, y) = (λ i − i + r, β j − j + r), the (i, j) entry is q x+y−2 max(λr,βr) − q |x−y|
Here, we used the fact that y ≥ β r−1 ≥ min(λ r−1 , β r−1 ) ≥ λ r and y ≥ λ r > β r ≥ 0. For j = r, λ r > y = β r , so the (i, j) entry is
Thus, the larger determinant is (1 − q) 2(r−1) R(λ r , β r ) times the larger determinant. Now consider λ r ≤ β r . First, add the rth row, which is [0, 0, . . . , 0, R(λ r , β r )], and add the rth column which is [R(λ 1 −1+r, β r ), R(λ 2 −2+r, β r ), . . . , R(λ r , β r )]. This multiplies the determinant by R(λ r , β r ).
Second, for 1 ≤ j ≤ r − 1, perform column operations by replacing tSecond, for 1 ≤ j ≤ r − 1, perform column operations by replacing the jth column with
R(λ r , β r ) (rth column).
Once again, this yields a matrix whose entries are (1−q) −2 R(λ i −i+r, β j −j +r), except for the last column, which is R(λ i − i + r, β r ).
Asymptotics
Thus far, we have shown thatX k (n) is determinantal with correlation kernel K(r, a, s 1 ; r, a, s 2 ). In this section, we will take asymptotics of K(r 1 , a 1 , s 1 ; r 2 , a 2 , s 2 ), with (r 1 , a 1 ) not necessarily equal to (r 2 , a 2 ). This is because the asymptotic analysis is not much more difficult, and this would be the appropriate limit if Conjecture 2.2 were true. Recall that (r, a) corresponds to the 2r +1/2+a level.
Discrete Jacobi Kernel
For −1 < u < 1 and a 1 , a 2 = ± 1 2 , define the discrete Jacobi kernel L (r 1 , a 1 , s 1 , r 2 , a 2 , s 2 ; u) as follows. If 2r 1 + a 1 ≥ 2r 2 + a 2 , then L (r 1 , a 1 , s 1 , r 2 , a 2 , s 2 ; u)
Theorem 4.1. Let n depend on N in such a way that n/N → t. Let r 1 , . . . , r l depend on N in such a way that r i /N → l and their differences r i − r j are fixed finite constants. Here, t, l > 0. Fix s 1 , s 2 , . . . , s l to be finite constants. Let
Proof. First consider the case when l < t. Let A(z) = −t log(1 + α(1 − z) + α 2 /2 · (1 − z)) + l * log(z − 1). Then the kernel asymptotically equals
Deform the contours as in Figure 2 . With these deformations, the double integral converges to zero, but residues are picked up at u = x. For l > (1 − (1 + α) −2 )t, the parameter θ is less than −1, so no residues are picked up. We arrive at a triangular matrix with diagonal entries equal to 1, so the determinant is 1. For l < (1 − (1 + α) −2 )t, the parameter θ is in (−1, 1) , and the residues give the discrete Jacobi kernel. For l > t, the situation is quite different, due to the discontinuity in θ at l = t. Make the substitutions x = (z + z −1 )/2 and u = (v + v −1 )/2. Now the xcontour is the unit circle and the v contour is a simple loop that goes outside the unit circle. After deforming as shown in Figure 3 , the double integral converges to 0, with no residues picked up. Again, we obtain a triangular matrix with diagonal entries equal to 1. 
Symmetric Pearcey Kernel
Define the symmetric Pearcey kernel K on R + × R as follows. In the expressions below, the u-contour is integrated on rays from ∞e iπ/4 to 0 to ∞e −iπ/4 . Let Proof. Since the proof is almost identical to the proof of Theorem 5.8 from [6] , the details will be omitted. The only difference is that now A yellow arrow means that the particle has been pushed by a particle below it. A green arrow means that the particle has jumped by itself. A red line means that the particle has been blocked by a particle below. In the table, keep in mind that ξ k (k+1)/2 (n + 1/2) actually correspond to left jumps, but occur at the same time as the right jumps.
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