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1. Introduction
This paper is devoted to bifurcation theorems providing suﬃcient conditions for the existence of nontrivial solution of
a parametric operator equation arbitrarily close to a ﬁxed trivial solution. Let Σ , X and Y be Banach spaces, let V and V
be open sets in Σ and X respectively, and let F :V × V → Y be a smooth mapping. Consider the equation
F (σ , x) = 0. (1.1)
Suppose that x∗ ∈ V is a constant solution of this equation, that is,
F (σ , x∗) = 0 ∀σ ∈ V. (1.2)
For a given σ∗ ∈ V , the point (σ∗, x∗) is referred to as a bifurcation point of Eq. (1.1) if there exists a sequence {(σ k, xk)} ⊂
V × (V \ {x∗}) converging to (σ∗, x∗), and such that F (σ k, xk) = 0 ∀k = 1,2, . . . . From the classical implicit function theorem
it follows that (σ∗, x∗) can be a bifurcation point only provided ∂ F∂x (σ∗, x∗) is not invertible (that is, it is either non-surjective,
or non-injective, or both). Parameter values σ∗ possessing this property are refereed to as critical.
In this work, we present new suﬃcient conditions for bifurcation, improving those suggested earlier in [5].
A few words about our notation. The convex hull of a set S (in a vector space) will be denoted by conv S . By F |S , we
denote the restriction of the mapping F (deﬁned on a set containing S) to S . For a linear operator A, im A stands for
its image (range space), ker A stands for its kernel (null space). The identity operator (in the appropriate space, which is
always clear from the context) will be denoted by I . Furthermore, for a linear operator A with values in a ﬁnite-dimensional
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dimensional linear operator A, tr A stands for its trace (product of its eigenvalues). For a normed linear space X , X∗ denotes
the (topologically) dual space of X . The symbol 〈·,·〉 stands both for an inner product (when appropriate) and the duality
pairing. We assume that each ﬁnite-dimensional linear space is equipped with the structure of a Euclid space (and hence,
by an inner product) in a natural way. By M⊥ we denote the orthogonal complement of a linear subspace M of a ﬁnite-
dimensional space. For a quadratic form q, indq stands for its index (i.e., maximum dimension of a linear subspace such
that q is negative deﬁnite on it).
Section 2 summarizes the second-order necessary optimality conditions employed in this work. Section 3 contains the
suﬃcient conditions for bifurcation based on these optimality conditions. In Section 4, we compare our bifurcation results
with the known ones. Section 5 contains some examples demonstrating the use of various bifurcation results obtained in
Section 3.
2. Second-order necessary optimality conditions
The new suﬃcient condition for bifurcation will be based on the following second-order necessary optimality condition
suggested in [6]. The latter, in its turn, is an improvement of the theory developed in [4]. Assume that the following
hypothesis is satisﬁed:
(O) Z is a Banach space, O is a neighborhood of a point z∗ in Z , f ∈ C2(O,R), Φ ∈ C2(O,Rm).
Consider the equality-constrained optimization problem
minimize f (z),
subject to Φ(z) = 0. (2.1)
Let L :O × (R× Rm) → R be the generalized Lagrangian of problem (2.1):
L(z, λ) = y0 f (z) +
〈
y,Φ(z)
〉
, λ = (y0, y).
Deﬁne the cone Λ = Λ(z∗) of generalized Lagrange multipliers associated with z∗ , that is, the set of all λ = (y0, y) ∈
(R+ × Rm) \ {0} such that
∂L
∂z
(z∗, λ) = 0.
The standard Lagrange principle says that, if z∗ is a local solution of problem (2.1) then Λ 
= ∅. However, as is well-
recognized by now, this condition is not informative if z∗ is an abnormal (degenerate, irregular) point of problem (2.1), which
means that rankΦ ′(z∗) <m. In order to obtain the informative necessary condition at a local solution which is an abnormal
point, let Λa = Λa(z∗) stand for the cone comprised by all λ ∈ Λ satisfying the inequality
ind lλ  corankΦ ′(z∗) − 1, (2.2)
where the quadratic form lλ : kerΦ ′(z∗) → R is deﬁned by
lλ(ζ ) = ∂
2L
∂z2
(z∗, λ)[ζ, ζ ].
Theorem 2.1. (See [6].) Under hypothesis (O), if z∗ is a local solution of problem (2.1), and an abnormal point of this problem (i.e.,
rankΦ ′(z∗) <m), then Λa 
= ∅ and moreover,
max
λ∈Λa,‖λ‖=1
lλ(ζ ) 0 ∀ζ ∈ kerΦ ′(z∗). (2.3)
Note that
max
λ∈Λa,‖λ‖=1
lλ(ζ ) = max
λ∈convΛa,‖λ‖=1
lλ(ζ ) ∀ζ ∈ kerΦ ′(z∗).
It is clear now that (2.3) holds trivially provided the cone convΛa is not pointed (an empty cone is regarded as pointed, by
deﬁnition). To this end, the following notion is in order. Let Ya = Ya(z∗) be the cone of all elements y ∈ (imΦ ′(z∗))⊥ \ {0}
such that
indqy  corankΦ ′(z∗) − 1,
where the quadratic form qy : kerΦ ′(z∗) → R is deﬁned by the relation
qy(ζ ) =
〈
y,Φ ′′(z∗)[ζ, ζ ]
〉
.
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For any objective function f satisfying (O), the cone convΛa is pointed if, and only if, the mapping F is 2-normal at z∗ .
In [4] it was shown that 2-normality is a generic property for smooth mappings from Rn to Rm provided n is large enough
with respect to m.
3. Bifurcation theorem and its corollaries
We now again turn our attention to the parametric equation (1.1) under the following hypotheses:
(B1) Σ , X and Y are Banach spaces, V is a neighborhood of a point σ∗ in Σ , V is a neighborhood of a point x∗ in X ,
F ∈ C2(V × V , Y ).
(B2) Condition (1.2) holds.
(B3) The subspace ker ∂ F
∂x (σ∗, x∗) is not equal to {0} and has a closed complementary subspace in X .
(B4) The subspace Y1 = im ∂ F∂x (σ∗, x∗) is closed and has a closed complementary subspace Y2 in Y such that dim Y2 = m
with some (ﬁnite) positive integer m.
Let P be the projector onto Y2 parallel to Y1 in Y (this projector is continuous because of the closedness of Y1 and Y2).
Deﬁne the cone Ya = Ya(σ∗, x∗) as the set of all elements y ∈ Y2 \ {0} such that
indqy m − 1, (3.1)
where the quadratic form qy :Σ × ker ∂ F∂x (σ∗, x∗) → R is deﬁned by the relation
qy(ζ ) =
〈
y, P F ′′(σ∗, x∗)[ζ, ζ ]
〉
=
〈
y, P
(
2
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ] + ∂
2F
∂x2
(σ∗, x∗)[ξ, ξ ]
)〉
,
ζ = (μ, ξ) (3.2)
(recall (B2)).
Theorem 3.1. Under hypotheses (B1)–(B4), if Ya = ∅, or there exists an element ζ¯ ∈ Σ × ker ∂ F∂x (σ∗, x∗) such that
qy(ζ¯ ) < 0 ∀y ∈ Ya, (3.3)
then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
For the sake of completeness, we now provide the proof of this theorem, with understanding that it basically repeats the
proof in [5, Theorem 3.1] but with the reference to [5, Theorem 2.1] replaced by the reference to Theorem 2.1.
Proof. We ﬁrst apply to Eq. (1.1) the Lyapunov–Schmidt procedure (see, e.g., [1]). Set X2 = ker ∂ F∂x (σ∗, x∗), and let X1 be
a closed complementary subspace of X2 in X (recall (B3)). Eq. (1.1) is then equivalent to the following pair of equations:
(I − P )F (σ , x∗ + x1 + x2) = 0, P F (σ , x∗ + x1 + x2) = 0, (3.4)
where x1 ∈ X1 and x2 ∈ X2. By the classical implicit function theorem applied to the ﬁrst equation in (3.4) (with σ and x2
being regarded as parameters), there exist neighborhoods V2 ⊂ V of σ∗ in Σ , V1 of 0 in X1 and V2 of 0 in X2, and
a mapping ϕ ∈ C2(V2 × V2, X1) such that
x∗ + x1 + x2 ∈ V ∀x1 ∈ V1, ∀x2 ∈ V2,
ϕ(σ∗,0) = 0,
and the equality
(I − P )F (σ , x∗ + x1 + x2) = 0
holds for σ ∈ V2, x1 ∈ V1, x2 ∈ V2 if, and only if,
x1 = ϕ(σ , x2).
It can be directly veriﬁed that
ϕ(σ ,0) = 0 ∀σ ∈ V2, ∂ϕ (σ∗,0) = 0.
∂x2
A.V. Arutyunov et al. / J. Math. Anal. Appl. 359 (2009) 752–764 755Substituting ϕ(σ , x2) into the left-hand side of the second equation in (3.4) instead of x1, we can rewrite this equation
in the form
F2(σ , x2) = 0, (3.5)
where
F2 ∈ C2(V2 × V2, Y2), F2(σ , x) = P F
(
σ , x∗ + ϕ(σ , x2) + x2
)
.
Evidently,
F2(σ ,0) = 0 ∀σ ∈ V2, (3.6)
and (σ∗, x∗) is a bifurcation point of Eq. (1.1) if, and only if, (σ∗,0) is a bifurcation point of Eq. (3.5). Note that
F ′2(σ∗,0) = 0, (3.7)
F ′′2 (σ∗,0)[ζ, ζ ] = P F ′′(σ∗, x∗)[ζ, ζ ], ζ ∈ Σ × X2.
Fix an arbitrary a ∈ X∗2 \ {0} (it exists according to (B3)), and consider the optimization problem
minimize 〈a, x2〉,
subject to F2(σ , x2) = 0. (3.8)
Evidently, if (σ∗,0) is not a local solution of problem (3.8), then (σ∗,0) is a bifurcation point of Eq. (3.5). Thus, in order
to establish the existence of bifurcation, it suﬃces to show that the second-order necessary optimality conditions given by
Theorem 2.1 are violated for problem (3.8) at (σ∗,0).
Set Z = Σ × X2, O = V2 × V2, f (z) = 〈a, x2〉, Φ(z) = F2(σ , x2), z = (σ , x2), z∗ = (σ∗,0), and deﬁne the Lagrange func-
tion L, the cone of Lagrange multipliers Λ, the quadratic forms lλ , λ ∈ Λ, and the cone Λa , according to Section 2.
From (3.7) and the deﬁnition of f it follows that the cone Λ is given by Λ = {0} × (Y2 \ {0}). Furthermore, for any
λ = (0, y) ∈ Λ and any ζ ∈ Z
lλ(ζ ) =
〈
y, F ′′(σ∗,0)[ζ, ζ ]
〉
= qy(ζ ). (3.9)
It is now evident that
Λa = {0} × Ya. (3.10)
In particular, Λa = ∅ if, and only if, Ya = ∅, and therefore, the latter equality leads to a contradiction with the necessary
optimality conditions given by Theorem 2.1. Moreover, if Ya 
= ∅, then from (3.3), (3.9) and (3.10) we obtain that
lλ(ζ¯ ) < 0 ∀λ ∈ Λa,
which is in a contradiction with (2.3). This completes the proof. 
Obviously, for any ζ¯ ∈ Σ × ker ∂ F
∂x (σ∗, x∗), (3.3) cannot be satisﬁed if the cone convYa is not pointed. This means that, in
fact, Theorem 3.1 is meaningful only provided the mapping (σ , x) → P F (σ , x) :V × V → Y2 is 2-normal at (σ∗, x∗).
We proceed with suﬃcient conditions for Ya being an empty set. We will need the following lemma, extending the
result proved in [3].
Lemma 3.1. For any s × n-matrix A and any symmetric n × n-matrix B, the quadratic form q :Rs × Rn → R deﬁned by
q(ζ ) = 〈μ, Aξ〉 + 〈Bξ, ξ〉, ζ = (μ, ξ), (3.11)
satisﬁes the equality
indq = rank A + ind〈B·, ·〉|ker A . (3.12)
Proof. Put
α = rank A, β = ind〈B·, ·〉|ker A .
Let M be a linear subspace in ker A such that dimM = β and B is negative deﬁnite on M , and let N be a complementary
space of M in ker A such that B is positive semideﬁnite on N . Then dimN = dimker A−β , and ∀ζ = (μ, ξ) ∈ Rs×N by (3.11)
it holds that q(ζ ) = 〈Bξ, ξ〉 0. Thus, q is positive semideﬁnite on Rs×N , and dim(Rs×N) = s+dimker A−β = s+n−α−β .
This evidently implies the inequality
indq α + β. (3.13)
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‖Aξ‖ γ 1/21 ‖ξ‖ ∀ξ ∈ (ker A)⊥, (3.14)
〈Bξ, ξ〉−γ2‖ξ‖2 ∀ξ ∈ M. (3.15)
Choose any constant C satisfying the inequality
C >
‖B‖
γ1
(
1+ ‖B‖
4γ2
)
.
Note that with this choice, it holds that
−Cγ 21 + ‖B‖(1+ 2t) − γ2t2 < 0 ∀t ∈ R. (3.16)
Observe that dim((ker A)⊥ +M) = n− dimker A +β = α +β , and hence, the subspace {ζ = (μ, ξ) ∈ Rs ×Rn | μ = −C Aξ,
ξ = ξ1 + ξ2, ξ1 ∈ (ker A)⊥, ξ2 ∈ M} has the same dimension α + β . Furthermore, for each ζ 
= 0 in this subspace, by (3.11),
(3.14) and (3.15) we obtain
q(ζ ) = −C‖Aξ‖2 + 〈Bξ, ξ〉
= −C‖Aξ1‖2 + 〈Bξ1, ξ1〉 + 2〈Bξ1, ξ2〉 + 〈Bξ2, ξ2〉
−Cγ1‖ξ1‖2 + ‖B‖
(‖ξ1‖2 + 2‖ξ1‖‖ξ2‖)− γ2‖ξ2‖2
< 0,
where the last inequality follows from (3.16). Thus, q is negative deﬁnite on this subspace, which implies the inequality
indq α + β. (3.17)
Combining (3.13) with (3.17), we obtain (3.12). 
From now on, suppose that Σ is ﬁnite-dimensional. For each y ∈ Y2, deﬁne the linear operator Ay : ker ∂ F∂x (σ∗, x∗) → Σ
by the relation
〈μ, Ayξ〉 =
〈
y, P
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ]
〉
∀μ ∈ Σ, (3.18)
and set
α(y) = rankAy, β(y) = ind
〈
y, P
∂2F
∂x2
(σ∗, x∗)[·,·]
〉∣∣∣∣
kerAy
. (3.19)
From Theorem 3.1 and Lemma 3.1 we immediately derive the following suﬃcient condition for bifurcation:
Corollary 3.1. Under hypotheses (B1)–(B4), if dimΣ < ∞, dimker ∂ F
∂x (σ∗, x∗) < ∞, and
α(y) + β(y)m ∀y ∈ Y2 \ {0}, (3.20)
then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
It may not be easy to compute and analyze the behavior of β(·). On the contrary, α(·) is much more tractable. In
particular, the following suﬃcient condition for bifurcation (cruder than the one given by Corollary 3.1) can be easily veriﬁed
in many cases:
Corollary 3.2. Under hypotheses (B1)–(B4), if dimΣ < ∞, dimker ∂ F
∂x (σ∗, x∗) < ∞, and
α(y)m ∀y ∈ Y2 \ {0}, (3.21)
then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
We now deal with the case when Ya may be nonempty.
Corollary 3.3. Under hypotheses (B1)–(B4), if Ya = ∅, or if there exists (μ¯, ξ¯ ) ∈ Σ × ker ∂ F∂x (σ∗, x∗) such that〈
y, P
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ]
〉
< 0 ∀y ∈ Ya, (3.22)
then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
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y, P
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ]
〉
−γ ‖y‖ ∀y ∈ Ya.
Hence, putting ζ¯ = (tμ¯, ξ¯ ) with t > 0 large enough, and employing (3.2), we derive that for all y ∈ Ya
qy(ζ¯ ) = 2t
〈
y, P
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ]
〉
+
〈
y, P
∂2F
∂x2
(σ∗, x∗)[ξ¯ , ξ¯ ]
〉

(
−2γ t + ‖P‖
∥∥∥∥∂2F∂x2 (σ∗, x∗)
∥∥∥∥‖ξ¯‖2
)
‖y‖
< 0.
Thus, (3.3) is satisﬁed, and the needed result follows from Theorem 3.1. 
Corollary 3.4. Under hypotheses (B1)–(B4), if the cone convYa is pointed, and if the bilinear mapping
P
∂2F
∂σ∂x
(σ∗, x∗) :Σ × ker ∂ F
∂x
(σ∗, x∗) → Y2 (3.23)
is surjective, then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
Proof. By the separation argument, if the cone convYa is pointed, then there exists η¯ ∈ Y2 such that
〈η¯, y〉 < 0 ∀y ∈ Ya. (3.24)
Furthermore, since P ∂
2 F
∂σ∂x (σ∗, x∗) is surjective, there exists (μ¯, ξ¯ ) ∈ Σ × ker ∂ F∂x (σ∗, x∗) such that
P
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ] = η¯,
and the assertion now follows from (3.24) and Corollary 3.3. 
Surjectivity property of a bilinear mapping is an interesting and complicated issue. For example, it was demonstrated
in [3] that the image set of a bilinear mapping is not necessarily convex. The following evident suﬃcient condition for
P ∂
2 F
∂σ∂x (σ∗, x∗) to be surjective is suggested by the inverse mapping theorem, and by the fact that a bilinear mapping is
positively homogeneous (of degree 2), and hence, its image set is a cone: there exists (μ¯, ξ¯ ) ∈ Σ × ker ∂ F
∂x (σ∗, x∗) such that
P
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ] = 0 (3.25)
and the linear operator
(μ, ξ) → P ∂
2F
∂σ∂x
(σ∗, x∗)[μ, ξ¯ ] + P ∂
2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ ] :Σ × ker ∂ F
∂x
(σ∗, x∗) → Y2 (3.26)
is surjective.
4. Relations to known bifurcation theorems
The following general bifurcation theorem was established in [15]:
Theorem 4.1. Under hypotheses (B1)–(B4), if there exists ζ¯ = (μ¯, ξ¯ ) ∈ Σ × ker ∂ F
∂x (σ∗, x∗) such that ξ¯ 
= 0,
2
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ] + ∂
2F
∂x2
(σ∗, x∗)[ξ¯ , ξ¯ ] ∈ im ∂ F
∂x
(σ∗, x∗),
and the linear operator
ζ = (μ, ξ) → P
(
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ ] + ∂
2F
∂σ∂x
(σ∗, x∗)[μ, ξ¯ ] + ∂
2F
∂x2
(σ∗, x∗)[ξ¯ , ξ ]
)
:Σ × ker ∂ F
∂x
(σ∗, x∗) → Y2
is surjective, then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
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follows, we discuss some important particular cases of it.
Among the corollaries of Theorem 4.1, there is the following result (see [15, Theorem 3.1]):
Corollary 4.1. Under hypotheses (B1)–(B4), if there exists ξ¯ ∈ ker ∂ F
∂x (σ∗, x∗) \ {0} such that the linear operator
μ → P ∂
2F
∂σ∂x
(σ∗, x∗)[μ, ξ¯ ] :Σ → Y2
is surjective, then (σ∗, x∗) is a bifurcation point of Eq. (1.1).
Evidently, both Corollaries 3.2 and 4.1 subsume that dimΣ m. The latter is not a restriction if m = 1, in which case
the suﬃcient condition for bifurcation given by both these corollaries reduce to the condition of existence of μ¯ ∈ Σ in
ξ¯ ∈ ker ∂ F
∂x (σ∗, x∗) such that
∂2F
∂σ∂x
(σ∗, x∗)[μ¯, ξ¯ ] /∈ im ∂ F
∂x
(σ∗, x∗). (4.1)
If m = 2, the suﬃcient condition for bifurcation given by Corollary 3.2 is somewhat cruder than the one given by Corol-
lary 4.1: the needed implication can be demonstrated by a relatively simple argument, while the lack of the converse
implication is demonstrated by the following example (cf. [15, Example 3.2]): Σ = Y = R2, X = R, F (σ , x) = (σ1x, σ2x),
σ∗ = 0, x∗ = 0.
Suppose further that
dimΣ = dimker ∂ F
∂x
(σ∗, x∗) =m = 1, (4.2)
which is the case of the so-called “bifurcation from simple eigenvalue”. Take an arbitrary ξ¯ ∈ X spanning ker ∂ F
∂x (σ∗, x∗),
then (4.1) (with any μ¯ 
= 0) takes the form
∂2F
∂σ∂x
(σ∗, x∗)[ξ¯ ] /∈ im ∂ F
∂x
(σ∗, x∗). (4.3)
Thus, when (4.2) holds, both Corollaries 3.2 and 4.1 reduce to the famous Crandall–Rabinowitz bifurcation theorem [10],
saying that in this case (4.3) is a suﬃcient condition bifurcation.
We proceed with the case when dimΣ > 1, and we next demonstrate that another celebrated bifurcation result, namely
the Andronov–Hopf bifurcation theorem, can be obtained from Corollary 3.2. (In [15, Theorem 4.2], it was shown that this
theorem can be derived from Corollary 4.1; see also [14,9].)
The Andronov–Hopf bifurcation is one of the most remarkable completely studied examples of branching in nonlinear
problems, giving rise to multiple applications [17,13,7]. For second-order equations, this study goes back to the works by
A.A. Andronov and his collaborators (see, e.g., [2]), or even to J.H. Poincaré.
Given open sets U in R and U in Rn , and a mapping f ∈ C2(U × U ,Rn), consider the parametric autonomous systems of
ordinary differential equations
x˙ = f (u, x), (4.4)
where u ∈ U plays the role of a parameter. Suppose that for every value of this parameter, the point x∗ ∈ U is an equilibrium
in (4.4):
f (u, x∗) = 0 ∀u ∈ U . (4.5)
Suppose further that for some value of the parameter u∗ ∈ U , the operator ∂ f∂x (u∗, x∗) has two (complex conjugate) simple
completely imaginary eigenvalues ±iω, with some ω > 0, and the other eigenvalues are not integer multiples of these two.
Let L2 be the generalized eigenspace of the operator ∂ f
∂x (u∗, x∗) associated with these two eigenvalues, that is, a linear
subspace in Rn such that dim L2 = 2, L2 is invariant with respect to ∂ f
∂x (u∗, x∗), and the spectrum of the linear operator
ξ → ∂ f
∂x (u∗, x∗)ξ : L
2 → L2 has the form {−iω, iω}. Note that the generalized eigenspace L2 exists, is unique, and has the
unique invariant with respect to ∂ f
∂x (u∗, x∗) complementary subspace L
n−2, dim Ln−2 = n − 2, and the spectrum of the
operator ξ → ∂ f
∂x (u∗, x∗)ξ : L
n−2 → Ln−2 coincides with the set of all eigenvalues of ∂ f
∂x (u∗, x∗) except for ±iω (for these
facts, see, e.g., [17]). Furthermore, let P2 be the projector onto L2 parallel to Ln−2 in Rn . Assume ﬁnally that the linear
operator A : L2 → L2, Aξ = P2 ∂2 f∂u∂x (u∗, x∗)ξ , satisﬁed the condition
tr A 
= 0.
The essence of the Andronov–Hopf bifurcation theorem consists of saying that under the assumptions stated above,
while the parameter u passes through the critical value u∗ , a periodic solution of (4.4) appears near the equilibrium x∗ .
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for each k, the point xk belongs to a τk-periodic solution of system (4.4) with u = uk . We next demonstrate how this result
can be derived from Corollary 3.2.
For each u ∈ U , τ -periodic solutions of system (4.4) are characterized by boundary condition of the form
x(0) = x(τ ). (4.6)
Using the standard shooting method (see, e.g., [8,16]), we ﬁrst reduce the boundary value problem (4.4), (4.6) to the ﬁnite-
dimensional system of equations. By the standard theorems on existence, uniqueness, and differentiability with respect to
the parameters and initial points of solutions of ordinary differential equations [12], there exist δ > 0, neighborhoods V2 ⊂ U
of u∗ and V ⊂ U of x∗ , and the (unique) mapping ϕ ∈ C2((−δ, τ∗ + δ) × V2 × V ,Rn) such that ∀t ∈ (−δ, τ∗ + δ), ∀u ∈ V2
ϕ(t,u, x∗) = x∗, (4.7)
and ∀x ∈ V
∂ϕ
∂t
(t,u, x) = f (u,ϕ(t,u, x)),
ϕ(0,u, x) = x.
Set Σ = R× R, X = Y = Rn , V = (−δ, τ∗ + δ) × V2, and deﬁne the mapping F : V × V → Y ,
F (τ ,u, x) = x− ϕ(τ ,u, x), σ = (τ ,u).
This mapping belongs to C2(V × V , Y ), and from (4.7) it follows that (1.2) holds. Thus, the problem is reduced to the setting
of this paper.
By more-or-less direct computations, one can derive the equalities
im
∂ F
∂x
(σ∗, x∗) = Ln−2, ker ∂ F
∂x
(σ∗, x∗) = L2.
Thus, m = 2, and one can take Y2 = L2 as a complementary subspace of Y1 = im ∂ F∂x (σ∗, x∗) in Rn , in which case the
projector onto Y2 parallel to Y1 is given by the equality P = P2. Finally, for the appropriately chosen basis in L2, for any
ξ ∈ ker ∂ F
∂x (σ∗, x∗) = L2 and any μ = (θ, ν) ∈ Σ it holds that
P
∂2F
∂σ∂x
[μ,ξ ] = −2(θΩ + νT )ξ, (4.8)
where
Ω =
(
0 ω
−ω 0
)
, T = 1
2
(
tr A a12 − a21
−(a12 − a21) tr A
)
, (4.9)
with
A =
(
a11 a12
a21 a22
)
being the matrix representation of A. (See [5] for details.)
From (4.8) for any y = (y1, y2) ∈ Y2 = L2, any ξ ∈ ker ∂ F∂x (σ∗, x∗) = L2 and any μ = (θ, ν) ∈ Σ we obtain〈
y, P
∂2F
∂σ∂x
[μ,ξ ]
〉
= −2〈y, (θΩ + νT )ξ 〉
= −2θ〈y,Ωξ〉 − 2ν〈y, T ξ〉
= −2θ 〈ΩT y, ξ 〉− 2ν〈T T y, ξ 〉,
which implies that the linear operator Ay deﬁned by (3.18) has the matrix representation
Ay = −2
(
ΩT y
T T y
)
= −
( −2ωy1 2ωy2
tr Ay1 − (a12 − a21)y2 (a12 − a21)y1 + tr Ay2
)
,
where we employed (4.9). Thus, if y 
= 0, then
detAy = 2ω tr A
(
y21 + y22
) 
= 0,
and by (3.19) we obtain
α(y) = 2,
which means that (3.21) holds. Hence, Corollary 3.2 is applicable, which gives the needed result.
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5. Examples and applications
Bifurcation results presented in Section 3 can sometimes be easier to use than Theorem 4.1 and is corollaries. We start
this section with the “algorithm” for establishing bifurcation, employing the results from Section 3. For simplicity, the
“algorithm” is presented under the blanket assumption that dimΣ < ∞, dimker ∂ F
∂x (σ∗, x∗) < ∞.
“Algorithm”
1. With some appropriate choices of Σ , X , Y , V , V and F , present the problem in the form (1.1), and ﬁx x∗ ∈ X of interest
satisfying (1.2) (see (B2)). One must also check that (B1) is satisﬁed.
2. Compute ∂ F
∂x (·, x∗) and ﬁnd critical parameter values σ∗ ∈ Σ (i.e., such that ∂ F∂x (σ∗, x∗) is not invertible). Fix some critical
parameter value σ∗ of interests.
3. Compute ker ∂ F
∂x (σ∗, x∗), Y1 = im ∂ F∂x (σ∗, x∗), and check if they satisfy (B3), (B4) with some Y2 and m (otherwise the re-
sults of this paper are not applicable). Let P be the projector onto Y2 parallel to Y1 in Y . (Hypothesis (B3) is automatic if
X is ﬁnite-dimensional. Hypothesis (B4) is automatic if Y is ﬁnite-dimensional; in this case, m = dim Y −rank ∂ F
∂x (σ∗, x∗),
one can always take Y2 = (Y1)⊥ , and the corresponding P is the orthogonal projector onto Y2 in Y .)
4. Compute the mapping (μ, ξ) → P ∂2 F
∂σ∂x (σ∗, x∗)[μ,ξ ] :Σ ×ker ∂ F∂x (σ∗, x∗) → Y2. For each y ∈ Y2 compute the linear oper-
ator Ay : ker ∂ F∂x (σ∗, x∗) → Σ deﬁned by the relation (3.18), and the quantity α(y) deﬁned by the ﬁrst equality in (3.19).
If (3.21) holds then (σ∗, x∗) is a bifurcation point, by Corollary 3.2.
5. If (3.21) is violated, then, for each y ∈ Y2, proceed with computing kerAy , the mapping ξ → P ∂2 F∂x2 (σ∗, x∗)[ξ, ξ ]:
kerAy → Y2, and the quantity β(y) deﬁned by the second equality in (3.19). If (3.20) holds (that is, if β(y)m−α(y)
∀y ∈ Y2 \ {0}), then (σ∗, x∗) is a bifurcation point, by Corollary 3.1.
6. If (3.20) is violated, then proceed with constructing the cone Ya comprised by all y ∈ Y2 \ {0} violating (3.20). If the
cone convYa is not pointed, then the results of this paper are not applicable. If the bilinear mapping deﬁned in (3.23)
is surjective (in order to verify this, it suﬃces to show that there exists (μ¯, ξ¯ ) ∈ Σ ×ker ∂ F
∂x (σ∗, x∗) satisfying (3.25), and
such that the linear operator deﬁned in (3.26) is surjective), then (σ∗, x∗) is a bifurcation point, by Corollary 3.4.
7. If the bilinear mapping deﬁned in (3.23) is not surjective, search for (μ¯, ξ¯ ) ∈ Σ × ker ∂ F
∂x (σ∗, x∗) satisfying (3.22). If it
exists, then (σ∗, x∗) is a bifurcation point, by Corollary 3.3.
8. If (μ¯, ξ¯ ) ∈ Σ ×ker ∂ F
∂x (σ∗, x∗) satisfying (3.22) does not exist, compute the quadratic form qy deﬁned by (3.2), and search
for an element ζ¯ ∈ Σ × ker ∂ F
∂x (σ∗, x∗) satisfying (3.3). If it exists, then (σ∗, x∗) is a bifurcation point, by Theorem 3.1.
9. If ζ¯ ∈ Σ × ker ∂ F
∂x (σ∗, x∗) satisfying (3.3) does not exist, then the results of this paper are not applicable, and one should
try some more subtle (and more complicated) tools, like Theorem 4.1 and its corollaries (see [15]).
Both Crandall–Rabinowitz and Andronov–Hopf bifurcation theorems were derived above by employing steps 1 to 4 of
this “algorithm”, as well as bifurcation in the following example.
Example 5.1. (Communicated by R. Bulatovic´.) Consider the mechanical system consisting of the following elements (see
Fig. 1):
• Weightless rod rotating in a ﬁxed vertical plane around one of its endpoints O .
• Material point of weight G > 0, which can slide along the rod without friction.
• Spring with elasticity modulus c > 0, and with the normal length equal to l0 > 0.
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the rod and the vertical axis passing through O .
Potential energy of this system is given by
E P = Gx cos θ + c
2
(x− l0)2 + k
2
θ2,
where the ﬁrst term is the gravitation energy, while the second and the third terms are the energies of elastic deformations
of the two springs, respectively; see, e.g., [11, pp. 169, 193].
Put
x1 = 1
l0
(
x+ G
c
)
− 1, x2 = θ, σ1 = G
cl0
> 0, σ2 = k
cl20
> 0,
then
E P = cl20
(
1
2
(x1 − σ1)2 + 1
2
σ2x
2
2 + σ1(1− σ1 + x1) cos x2
)
,
and equilibrium points of the system satisfy the equation
∂E P
∂x1
= x1 − σ1 + σ1 cos x2 = 0, ∂E P
∂x2
= σ2x2 − σ1(1− σ1 + x1) sin x2.
Set Σ = V = X = V = Y = R2, F (σ , x) = (x1 − σ1 + σ1 cos x2, σ2x2 − σ1(1− σ1 + x1) sin x2). Then (1.2) holds with x∗ = 0,
which is the “trivial” equilibrium corresponding to the vertical position of the rod.
By direct computation, for each σ ∈ R2
∂ F
∂x
(σ , x∗) =
(
1 0
0 σ2 − σ1 + σ 21
)
.
Thus, critical parameter values are those σ∗ ∈ R2 satisfying (σ∗)2 − (σ∗)1 + (σ∗)21 = 0. Then
ker
∂ F
∂x
(σ∗, x∗) =
{
ξ ∈ R2 ∣∣ ξ1 = 0}, Y1 = im ∂ F
∂x
(σ∗, x∗) =
{
y ∈ R2 ∣∣ y2 = 0},
and hence, m = 1, and one can take
Y2 = (Y1)⊥ =
{
y ∈ R2 ∣∣ y1 = 0}, P =
(
0 0
0 1
)
.
With this choice for any μ ∈ R2 and any ξ ∈ ker ∂ F
∂x (σ∗, x∗), it holds that
P
∂2F
∂σ∂x
[μ,ξ ] = (0, ((2(σ∗)1 − 1)μ1 + μ2)ξ2),
and for any y ∈ Y2 we obtain〈
y, P
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ]
〉
= y2
((
2(σ∗)1 − 1
)
μ1 + μ2
)
ξ2
= μ1
(
2(σ∗)1 − 1
)
y2ξ2 + μ2 y2ξ2,
which implies that Ay is given by
Ayξ =
((
2(σ∗)1 − 1
)
y2ξ2, y2ξ2
)
.
If y 
= 0 (hence, y2 
= 0), then, by (3.19),
α(y) = 1,
and hence, (3.21) holds whatever is σ∗ . Thus, (σ∗, x∗) is a bifurcation point for every critical σ∗ .
We conclude that for positive parameter values close to critical ones, there exist equilibriums close to the “trivial” one
but different from it.
In the rest of this section, we provide the examples in which steps 1 to 4 of the “algorithm” are not enough to establish
bifurcation. In Examples 5.2 to 5.4, ω ∈ C2(Σ × X, Y ) is an arbitrary mapping such that ω(σ ,0) = 0 holds ∀σ ∈ R, and
ω′(0,0) = 0, ω′′(0,0) = 0.
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Evidently, all σ ∈ R are critical parameter values, and for σ∗ = 0 it holds that
∂ F
∂x
(σ∗, x∗) = 0.
In particular ker ∂ F
∂x (σ∗, x∗) = R2, Y1 = im ∂ F∂x (σ∗, x∗) = {0}, and hence, m = 1, and Y2 = (Y1)⊥ = R, P = I .
Evidently,
∂2F
∂σ∂x
(σ∗, x∗) = 0,
and for any y ∈ R we obtain that Ay = 0, and by the ﬁrst relation in (3.19), α(y) = 0. Thus, (3.21) does not hold. Further-
more, kerAy = R2, and
y
∂2F
∂x2
[ξ, ξ ] = 2y(ξ21 − ξ22 ).
By the second relation in (3.19), β(y) = 1 ∀y ∈ R \ {0}. Thus, (3.20) is satisﬁed, and hence (σ∗, x∗) is a bifurcation point.
This example demonstrates the use of step 5 of the “algorithm”. The next three examples demonstrate the use of steps 6
to 8, respectively.
Example 5.3. Let Σ = Y = R2, X = R3, F (σ , x) = (σ1x1 + x22 + x23, σ2x2 − x21 − x3) + ω(σ , x). Then (1.2) holds with x∗ = 0.
Evidently, all σ ∈ R are critical parameter values. We consider σ∗ = 0; then ∂ F∂x (σ∗, x∗) = 0. Thus, ker ∂ F∂x (σ∗, x∗) = R3,
Y1 = im ∂ F∂x (σ∗, x∗) = {0}, and hence, m = 2, and Y2 = (Y1)⊥ = R2, P = I .
For any μ ∈ R2 and any ξ ∈ R3, it further holds that
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ] = (μ1ξ1,μ2ξ2), (5.1)
and for any y ∈ R2 we obtain〈
y,
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ]
〉
= y1μ1ξ1 + y2μ2ξ2,
which implies that Ay is given by
Ayξ = (y1ξ1, y2ξ2).
Thus, by the ﬁrst relation in (3.19),
α(y) =
{
2, if y1 
= 0, y2 
= 0,
1, if y1 
= 0, y2 = 0, or y1 = 0, y2 
= 0,
and hence, (3.21) does not hold. Furthermore,
kerAy =
{ {ξ ∈ R3 | ξ1 = 0}, if y1 
= 0, y2 = 0,
{ξ ∈ R3 | ξ2 = 0}, if y1 = 0, y2 
= 0,
and 〈
y,
∂2F
∂x2
[ξ, ξ ]
〉
= 2y1
(
ξ22 + ξ23
)− 2y2(ξ21 + ξ23 ).
Evidently, by the second relation in (3.19), β(y) = 0 if and only if y1 = 0, y2 < 0, or y1 > 0, y2 = 0. Hence, (3.20) is violated
by all y ∈ Ya , where
Ya =
{
y ∈ R2 \ {0} ∣∣ y1 = 0, y2 < 0, or y1 > 0, y2 = 0}
is a nonempty pointed cone.
Furthermore, the bilinear mapping deﬁned in (3.23) is evidently surjective (see (5.1)), and hence (σ∗, x∗) is a bifurcation
point.
Example 5.4. Let Σ = R, X = R5, Y = R2, F (σ , x) = (σ x1 + x22 + x23, x22 + x23 − x24 − x25)+ω(σ , x). Then (1.2) holds with x∗ = 0.
Evidently, all σ ∈ R are critical parameter values. We consider σ∗ = 0; then ∂ F∂x (σ∗, x∗) = 0. Thus, ker ∂ F∂x (σ∗, x∗) = R5,
Y1 = im ∂ F (σ∗, x∗) = {0}, and hence, m = 2, and Y2 = (Y1)⊥ = R2, P = I .∂x
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∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ] = (μξ1,0), (5.2)
and for any y ∈ R2 we obtain〈
y,
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ]
〉
= y1μξ1, (5.3)
which implies that Ay is given by
Ayξ = y1ξ1.
Thus, by the ﬁrst relation in (3.19),
α(y) =
{
1, if y1 
= 0,
0, if y1 = 0,
and hence, (3.21) does not hold. Furthermore,
kerAy =
{ {ξ ∈ R5 | ξ1 = 0}, if y1 
= 0,
R5, if y1 = 0,
and 〈
y,
∂2F
∂x2
(σ∗, x∗)[ξ, ξ ]
〉
= 2y1
(
ξ22 + ξ23
)+ 2y2(ξ22 + ξ23 − ξ24 − ξ25 ).
Evidently, by the second relation in (3.19),
β(y) =
{4, if y1 + y2 < 0, y2 > 0,
2, if y1 + y2 < 0, y2  0, or y1 + y2  0, y2 > 0,
0, if y1 + y2  0, y2  0,
and hence, (3.20) is violated by all y ∈ Ya , where
Ya =
{
y ∈ R2 \ {0} ∣∣ y1 + y2  0, y2  0} (5.4)
is a nonempty pointed cone.
Furthermore, the bilinear mapping deﬁned in (3.23) is not surjective (see (5.2)). However, y1 > 0 ∀y ∈ Ya , and if we
take, say, any μ¯ < 0, and any ξ¯ ∈ R5 with ξ¯1 > 0, then by (5.3) it holds that〈
y,
∂2F
∂σ∂x
(σ∗, x∗)[μ,ξ ]
〉
< 0 ∀y ∈ Ya.
Thus, (3.22) is satisﬁed, and hence (σ∗, x∗) is a bifurcation point.
Example 5.5. Let Σ = R, X = R5, Y = R2, F (σ , x) = (−σ x21 + x22 + x23, x22 + x23 − x24 − x25) (cf. Example 5.4). Then (1.2) holds
with x∗ = 0.
All σ ∈ R are still critical parameter values, and for each σ ∈ R it holds that ∂ F
∂x (σ∗, x∗) = 0, ker ∂ F∂x (σ∗, x∗) = R5,
Y1 = im ∂ F∂x (σ∗, x∗) = {0}, and hence, m = 2, and Y2 = (Y1)⊥ = R2, P = I . Moreover,
∂2F
∂σ∂x
(σ∗, x∗) = 0, (5.5)
and for any y ∈ R2 we obtain that Ay = 0, and by the ﬁrst relation in (3.19), α(y) = 0. Thus, (3.21) does not hold. Further-
more, kerAy = R2, and for σ∗ = 1, it holds that〈
y,
∂2F
∂x2
(σ∗, x∗)[ξ, ξ ]
〉
= 2y1
(−ξ21 + ξ22 + ξ23 )+ 2y2(ξ22 + ξ23 − ξ24 − ξ25 ). (5.6)
By the second relation in (3.19), one can easily check that β(y) 1 if y1 + y2  0, y2  0 (hence, (3.20) does not hold), and
that Ya is nonempty pointed cone deﬁned by (5.4).
Furthermore, the bilinear mapping deﬁned in (3.23) is not surjective, and (3.22) does not hold (see (5.5)). However,
y1 > 0 ∀y ∈ Ya , and if we take, say, ξ¯ = (1,0,0,0,0), then by (5.6) it holds that〈
y,
∂2F
∂x2
(σ∗, x∗)[ξ, ξ ]
〉
= −2y1
< 0 ∀y ∈ Ya.
Thus, (3.3) is satisﬁed, and hence (σ∗, x∗) is a bifurcation point.
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