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We study the conditional expected error of approximation for a class of adap- 
tive numerical integration algorithms. We analyze a type of divided difference 
test-an error estimate obtained by replacing the higher derivative of the inte- 
grand in the local error remainder term of a quadrature formula by the higher 
divided differences of the nearby computed integrand values. We show that this 
type of heuristic error criterion which is consistent with ones used in practical 
quadrature algorithms, when modified, can be used to choose the initial approxi- 
mation and to serve as the termination and adaptation criterion, with a rigorous 
mathematical (probabilistic) basis. 6 1991 Academic PESS, IW. 
1. INTRODU~TI~N 
A numerical approximation algorithm, such as a numerical integration 
algorithm, has both approximation attributes and algorithmic attributes. 
The former, such as the method of approximation used in the algorithm, 
are in the domain of traditional numerical analysis and approximation 
theory. The latter, which consist of the choice of initial approximation, 
the termination criterion, and the adaptation criterion, are traditionally 
considered more implementational issues in numerical analysis. Even 
though they have a significant impact on the efficiency and accuracy of a 
numerical approximation algorithm, these algorithmic attributes are less 
well understood from a theoretical perspective. Their design is more heu- 
ristic and their analysis mostly experimental. 
A main reason that a mathematical analysis of algorithms for numerical 
approximation focusing on their algorithmic aspects has not been as suc- 
cessful as the analysis of combinatorial algorithms, is that a numerical 
approximation algorithm deals with a continuum set of objects (vs a finite 
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set for a combinatorial algorithm) and the worst-case error, or equiva- 
lently the worst-case complexity, is usually infinite. This infinite complex- 
ity may be avoided by restricting the algorithm to a subset of objects, e.g., 
a bounded subset of a normed space. But this type of quantitative restric- 
tion, i.e., the explicit bound, often is not observable in practice. As a 
result, conclusions drawn from such a worst-case analysis are not neces- 
sarily relevant to practice. A probabilistic analysis of algorithms, on the 
other hand, may be more relevant. The probabilistic notion of “most of 
the time” or “on the average” seems to be closer to the engineering 
intuitions underlying the use of heuristics in the design of the algorithmic 
attributes of practical algorithms. 
In Gao (1989), a probabilistic theory was developed to analyze a class 
of termination criteria in automatic quadrature. It was shown that a di- 
vided-difference test-an error estimate obtained by replacing the kth 
derivative of the integrand in the standard error remainder term of a 
quadrature formula with the kth divided differences of the computed inte- 
grand values-when modified gives an upper bound on the conditional 
expected error of approximation of the integral by the quadrature, under 
the assumption of the Wiener measure on &a, b]. Thus, one can use this 
test as a termination criterion in an algorithm, on a sound mathematical 
basis. However, a uniform partition of the interval of integration [a, b] 
was assumed and so the results were not applicable to adaptive quadra- 
tures. In this paper, we extend the theory to include adaptation. We show 
that our main theorem here allows the design of the algorithmic attributes 
of an adaptive numerical integration algorithm, including the choice of 
initial approximation, the termination criterion, and the adaptation crite- 
rion, to be based upon a rigorous mathematical analysis, while the result- 
ing algorithm is consistent with ones used in practice. 
As a motivation to our mathematical formulation, we first take a look at 
the so-called global strategy of adaptation for automatic integration algo- 
rithms to approximate Jt f(t) dt (see Davis and Rabinowitz (1984)). The 
strategy is as follows: Suppose an algorithm is given as imputs an error 
tolerance e > 0 and a bound on the maximum number of function evalua- 
tions. Initially, the interval [a, b] is divided into a number of panels. On 
each panel, a quadrature rule is applied to approximate the integral over 
this subinterval, and an error estimate is also obtained for the approxima- 
tion of the integral over this subinterval. These local error estimates are 
then summed up to yield one estimate for the whole integral. If it is within 
E then the algorithm terminates with success; otherwise the panels that 
contribute the largest errors are further subdivided, and the above process 
is applied recursively. The algorithm terminates with failure when the 
bound on the maximum number of function evaluations has been reached. 
Three, in our opinion important, characteristics of these practical adap- 
tive quadrature algorithms can be exracted from the above. They are: 
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(a) local computation-in each panel an approximation to the integral 
is computed locally, and an error estimate is also computed locally using 
the available information; 
(b) adaptive approximation-the sizes of the panels vary according to 
the magnitudes of the local error estimates relative to others; and 
(c) global solution and global accuracy-the local approximations are 
summed up to yield one approximation to the whole integral, and the local 
error estimates are summed up to yield one estimate that satisfies the 
prescribed error tolerance for the whole integral. 
In this paper, we give a conditional expected error analysis of a class of 
algorithms which are examples of the above adaptive quadratures and 
which use a type of adaptation and termination criterion that possesses 
the above characteristics. 
In Wasilkowski and Gao (1989), similar adaptive divided difference 
tests used to locate singularities in an integrand were also shown to be 
good in a probabilistic sense. 
We first give a precise mathematical formulation of the problem. 
Our setting is the approximation of a continuous linear functional F: 
C$u, b] --f R, where C$a, b] = {j [a, b] -+ R;f(‘)(a) = 0, i = 0, 1, * * . , 
k;f@ continuous} is a Banach space with norm ~up,~~~@~)(t)] and k is a 
fixed positive integer. For a given input f E &a, b], an algorithm is 
allowed to evaluate fat any point x E [a, b]. Both the initial approxima- 
tion and the subsequent approximations to F(f), which an algorithm gen- 
erates, are of the form Q”(J) = Zy= I u&t), where a = to < ?I < t2 < * * . < 
t,, = b. We assume n > k + 1. We require that the partition {f;}Y=l of [a, b] 
and the approximation Q,, satisfy the following assumptions. 
Assumption A. There exist constants 61 > 0 and & > 0 such that 
where hi = t; - ti-1, i = 1, 2, * . . , n. 
Assumption B. The interval [a, b] is divided into N panels [TO, 7’11, 
[Tl, 7-21, . * * 7 [TN-I , TN]. where Ti = ti/ 3 i = 0, 1, * * . , N, N = nil, 
and 1 is a fixed positive integer that divides n. There exist cNj 2 0, j = 1, 
2 . - , N, bounded above by a constant independent of N, and a posi- 
t& integer p, such that 
(2) 
foranyfEC$u,b].HereIYi=Tj-Tj-,,j=1,2;-- ,N. 
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Assumption B is valid when on all the panels quadrature formulas of a 
given type are used. 
The algorithmic aspects of the algorithm mentioned earlier, i.e., choice 
of initial approximation, termination, and adaptation, are represented by 
the following situation. Suppose we have computedfat points a = x0 < xl 
<** * c x, = b and obtained an approximation Q,,,(J) = ZZ, eif(xi), 
where {Xi}?0 and Qm satisfy Assumptions A and B with panels [Xj-r , Xi], 
Xj=Xj/,j= l-2, ’ * * ,M,M=mll,andHj=Xj-Xj-l,j=1,2, . . . , 
M. We now want an estimate that predicts the error of a new approxima- 
tion Q,,(f) = Cy=I aJ(f(t;) = I$Zl pif(xi) + I&E>” rJ(yi), to be computed 
using values offat a = r. < f1 < . * * < f,, = b which consist of both x0, 
XI, * * * 9 xm and new points ~1, ~2, . . . , ynmm, with {ti}~zz~ and Q,, 
satisfy Assumptions A and B. We also make the following additional 
assumption about relations between {ti}y=o and {xi}zO. 
Assumption C. There exists a fixed positive integer K such that, for 
m > 0, there are no more than K ri’s in each [xj-, , xj], j = 1, 2, . * * , m. 
Assumption C ensures that a panel is not divided into too many panels 
in each step of the algorithm. 
In particular, choosing an initial approximation corresponds to the case 
m = 0, deciding whether to terminate the algorithm corresponds to the 
case n = m and Q,, = Qm, and deciding how to further subdivide the 
panels corresponds to the case of choosing n and yl , y2, . . . , ynPm. 
The upper-bound estimate (4) on the conditional expected error in our 
main theorem (Theorem l), which is used as the termination and adapta- 
tion criterion, is a modified version of the heuristic error criterion, 
for any f E C$U, b]. Here [xi-k, Xi-k+1 , . . . , xi] f is the kth divided 
difference off at xi-k, xi-k+ 1, . * * , xi. The divided differences are de- 
fined recursively as 
[Xi-j, Xi-j+1 9 . ’ . 9 &If 
= [Xi-j+1 9 Xi-j+29 ’ * ’ 3 xilf - [Xi-j 9 Xi-j+ I 9 * * ’ 3 xi-llf 
Xi - Xi-j 9 
i=l,2,. . . , n, j 2 1; and [xi] f = f(xJ, for all i. We use the convention 
that ~-1 = 2~ - xi, attdf(x-J = 0, i > 0. 
The divided-difference test (3) is obtained by replacing the maximum of 
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the kth derivative in (2) with the maximum of the kth divided differences. 
It is consistent with many practical heuristic error criteria in adaptive 
quadrature except that it is a little bit more conservative in assessing 
error. A typical one in practice may use only one divided difference per 
panel. 
Our probabilistic model assumes that the functions in C&z, b] are dis- 
tributed according to the k-fold Wiener measure on C&J, b]. The k-fold 
Wiener measure is a Gaussian measure of mean f = 0 and variance 1, 
concentrated on the Sobolev space &+‘[a, 61 = {f E C&a, 61 : .P+‘) E 
&[a, 61) with inner product (f, g) = I~pk+t)(t)g(k+‘)(~)dt and norm ]]fll = 
(ft f)1’2. More properties of this measure which are relevant to our analy- 
sis can be found in Gao (1989) or Kuo (1975). 
The following main theorem serves as the mathematical basis for the 
choice of initial approximation, the termination criterion, and the adapta- 
tion criterion of an algorithm. 
THEOREM 1. Assume that the likelihood of an arbitrary f E @a, b] is 
distributed according to the Wiener measure on C$a, b]. There exist bNj 
>O,j= 1,2, . . . , N, bounded above by a constant independent of N, 
and a constant c > 0, such that, for m > 0, 
Average IF(g) - Q,(g)/* s i bw I@‘+’ 
gECkz,bl j=l 
sW=f(d 
i=1,2;..,m 
N 
* + c c CNj @-’ max Ih-k, xi-k+l , - * . f 4.fI (4) 
j=l i: 1 Siam 
Ix,-~s,ln[r,-l*T,l+#J 
for any fE C$a, 61; and for m = 0, 
Average (F(g) - Qn(s)12 5 
ndib.bl 
$ bw f@’ (5) 
for anyfE CokEa, b]. 
We explain here how the estimates in Theorem 1 can be applied to 
choosing an initial approximation and to deciding on termination and 
adaptation. Suppose the algorithm is given as inputs an error tolerance 
E > 0 and a bound on the maximum number of points of function evalua- 
tion. Let m = 0. Then one can choose an initial mesh of an appropriate 
size according to (5) so that the expected error does not exceed E. In 
general, whenever the algorithm has computed an approximation using m 
points of function evaluation, let n = m and one can use (4) to decide 
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whether, given the already computed integrand values, the conditional 
expected error of this approximation is no larger than E. If the conditional 
expected error is still too large, then varying n and {yi}i”,;” in (4) allows 
one to choose new points of function evaluation for a new approximation 
whose error is predicted to be within E, given the available information. 
This process is repeated until successful termination or until the number 
of points of function evaluation exceeds the prescribed bound. 
The conditional expected error criterion (4) has an extra higher-order 
term, the first term on the right-hand side, compared with the heuristic 
error criterion (3). This higher-order term represents an improvement 
over (3) since intuitively the divided difference test (3) is obtained through 
discretizing (2) and discarding a higher-order term. When a higher-order 
term is restored in (4), it safeguards the divided difference test so that 
whenever the divided difference test yields an error estimate too small the 
inherent order of approximation of the quadrature formula becomes the 
dominant factor in the error estimate. 
It is not hard to see that, as a termination and adaptation criterion, (4) 
possesses the three characteristics of a practical adaptive quadrature 
mentioned earlier, that is local computation, adaptive approximation, and 
global solution and accuracy. For each panel, the local error estimate 
involves only those divided differences whose interval of support over- 
laps with this panel. Whether a panel should be subdivided depends on 
the size of the panel and the magnitudes of the overlapping divided differ- 
ences relative to others. These local panel estimates are summed up to 
give a global error estimate. 
Estimate (4) implies that, in terms of the conditional expected error, 
particularly small magnitudes of the divided differences do not carry 
much significance since in this case the first term in (4), i.e., the higher- 
order term, dominates in the error estimate. However, the next theorem 
shows that this case has significance in the sense of having a small condi- 
tional variance for the error of approximation In other words, when this 
is the case the approximation is very close to the conditional mean ap- 
proximate solution. 
THEOREM 2. 
N 
’ C z CNj fl-’ max ([xi-k, xi-k+1 , . . . , xilfj (6) 
j=l i: I cism 
b-krilNT,-lJJ++ 
for any f E Ci$u, 61. 
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2. PROOFOFTHETHEOREMS 
We first introduce some notation and technical terms. We denote by 
UF the Riesz representation of the functional F on &+‘[a, b], and by u, 
the Riesz representation of the functional FI : F,(f) = f(t), for any f E 
@+‘[a, bl. The Riesz representation of a continuous linear functional G 
on Hi+t [a, b] is defined as the (unique) uG E @+*[a, b] such that G(j) = 
(ud,f), for anyfE &“[a, 61. For any functionfe C$u, b], we denote by 
sf the (natural) spline interpolant in &+‘[a, 61 of fat x0, x1, * . . , x,. 
The spline interpolant offat x0, XI, * * . , x,,, is defined as the (unique) sj 
E H~+‘[u, b] such that s&) = f(Xi), i = 1, 2, * * * , m, and 
II VII = ..$a b,l/4. 0 1 
rr(x,)=f(x,) 
i=1,2;-~,m 
Below are several properties of the natural splines that are needed here 
(see, e.g., Prenter (1975)): 
(i) The set of the natural splines for given {xi}$o constitutes a linear 
subspace spanned by {uxi}Er . 
(ii) If g is a spline then sR = g. 
(iii) For any spline s and any g E Ht+‘[a, 61 with g(Xi) = 0, i = 1, 2, 
. . . m, (s, g> = 0. 
W’For any g E &?‘[a, bl, Ijgll’ = b,II” + ))g - s#. 
For convenience we also talk about the spline for m = 0; it is the 
function s = 0. 
Now let w = UF - c yiu,. 
i=I 
LEMMA 1. For any positive integer r, 
Average IF(g) - Qn(g)12r = i (‘T) (11~ - s,,,)/)~~-~~F(s~) - Q,&>la (7) 
r&o,bl j=o 2J 
g(x,)=fh) 
i=l,2;..,m 
for any f E C&z, b]. In particular, 
AverageIF - Qn(s>12 = llw - sw(12 + JF(sf) - @dsf)12 
~~&~Io,bl 
(8) 
gh)=f(x;) 
i= I,Z;...m 
for any f E Ck[a, 61, and 
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AveragelfYd - Qn(s)14 = IIw - swl14 + 6b - s~II*IF<s~> - Q&)(* 
gdiW1 
gw=f(xi) 
i=l,Z;..,m 
+ IFCv) - Q&d14 (9) 
for anyfE c&l, b]. 
Proof. Let B = C$a, b], or. denote the Wiener measure on C$a, b], pf 
denote the conditional Wiener measure defined by the constaints g(q) = 
f(xj),i= 1,2, * . * , m, and m denote the conditional Wiener measure 
defined by the particular constraints g(xJ = 0, i = 1, 2, . . - , m. (see 
Gao (1989) for a definition of the conditional Wiener measures.) Then 
Average IF(g) - Qnk)12r2f(. (F(g) - Qnk>12rpf(dg) 
gd,b,bl B 
g (Xi) =f(xJ 
i=l,Z,-,,m 
I 
n-m 
= B IF(g) - Z yig(YJ + F(sf) - Qn(sf)(2’&dg) 
i=l 
(10) 
(11) 
(12) 
exp (r2/211w - s,l12)dt 
= 2 (;;) (llw - swll)2’-“l~(s~) - Qn(sr)l”, 
where (10) is an elementary property of integration over B with respect 
to a conditional Wiener measure (see Proposition 2, Gao (1989)); (11) 
holds because the conditional Wiener measure ~0 concentrates on {g E 
Hfi+‘[a, b]: g(q) = 0, i = 1, 2, * * . , m}; and (12) follows from the 
definition of integration over B with respect to the Wiener measure (see 
Proposition 3, Gao (1989)). Q.E.D. 
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LEMMA 2. For m > 0, there exists a constant c > 0 such that 
N 
for anyfE C$a, b]. For m = 0, 
F(q) - Q&> = 0 (14) 
for any f E C&a, b]. 
Proof. For m > 0, (13) is an extension of Theorem 1 in Gao (1990). 
That theorem corresponds to (13) when 12 = m. By that theorem, when 12 
= m, there exists a constant C > 0 such that 
lF(s$ - Q+)/ TG C $ wj @-* 
Using Assumptions A and C, it can be shown by examining the proof for 
that theorem that (13) holds for n 2 m with a different constant c. For m = 
0, sf = 0, and (14) follows from Assumption B. Q.E.D. 
LEMMA 3. There exist bw > 0, j = 1,2, * * - , N, bounded above by a 
constant independent of N, such that, for m > 0, 
and for m = 0, 
Proof. 
(16) 
(17) 
(18) 
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where (18) holds because u,, is a natural sphne with respect to the knot 
points {Xi}% (property (i) of the splines) and so s,=, = VX,, i = 1,2, . . . , 
m (property (ii) of the splines). 
Consider the case m > 0. For any f E &+‘[a, b], 
I ,” If(t) - sf(t)Mt - 2 uAYCti) -  Sfk)) i=l I 
(19) 
(20) 
(21) 
where (19) and (20) hold because of property (iii) of the splines, and (21) 
follows from Assumption B. Now suppose sup~-,S,5T,\flk)(t) - sjk)(t)J is 
achieved at t  = 9, E [&-I, Tj]. Sincef(xJ - Sf(xi) = 0, i = 1, 2, * * * , m, 
by repeated applications of Rolle’s Theorem and by Assumptions A and 
C, there exist a constant d > 0 and qj such that 
fk'(V)j) - SJk’(7jj) = 0 (22) 
and 
Iqj - 6jl 5 d 6 (23) 
for j = 1, 2, . * . , N. Therefore, 
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= 2 Cnj *I 1" (fk+')(t) - .Y$Jk+')(t))dfl 
j=l 5 
c: 2 CM q (Oj - 7)j)1'2(\z (fk+l)(t) - $Jk+1'(f))2df)"* 
j=l 
I 2 d’QNj ,+I,(/; (fk+‘)(f) - ~jk+“(t))zdt)“* (25) 
j=l 
N 
% CC j=l d & @ptl)“z (2 (1: CfTk+“(t) - $“‘(r))2dt))“2 
(26) 
for some constant 6 > 0, where (24) follows from (22), (25) follows from 
(23), and (26) holds because of (23) and Assumptions A and C. Let bw = 
tS2d & . Then 
where (27) holds because of property (iv) of the splines. Therefore, 
Jlw - s,)l I (2 bw Hy+‘) “’ . 
j=l 
For the case m = 0, the proof is a modified, simpler version of the proof 
form > 0. In this case, sf-” 0, and Rolle’s Theorem does not apply. So the 
extra Hj in (16) does not appear in (17). Q.E.D. 
We are now ready to prove the theorems. 
Proof of Theorem I. Apply (13) of Lemma 2 and (16) of Lemma 3 to 
(8) of Lemma 1 to yield (4), and apply (14) of Lemma 2 and (17) of Lemma 
3 to (8) of Lemma 1 to yield (5). Q.E.D. 
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Proof of Theorem 2. It is an elementary fact in probability theory that 
for any random variable Y, 
Variance(Y) = Average( Y*) - (Average(Y))* (28) 
(see, e.g., Fabian and Hannan (1985)). Let Y = IF(g) - &(g)l*. Then (6) 
follows from (28), (8), and (9) of Lemma 1, (13) of Lemma 2, and (16) of 
Lemma 3. Q.E.D. 
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