We measured Rayleigh wave group velocity dispersion curves from station pair cross correlations of continuous broadband data from 1,082 seismic stations in regional networks across China, Korea, and Japan. The dispersion curves are localized in the period range 6-40 s to produce group velocity maps, which we then combine with group velocity data in the period range 50-133 s from the global dispersion model of Ma et al. (2014, https://doi.org/10.1093/gji/ggu246). Cluster analysis performed on the local dispersion curves reveals distinct tectonic regions and provides a new way of estimating the number of regions needed to describe a surface wave dispersion data set. We inverted the centroid dispersion curves corresponding to each cluster for a new set of reference models. We used a combination of teleseismic receiver functions and Moho depths from the LITHO1. .1093/gji/ggu246). The cluster analysis and comparisons with other regional models provide evidence for a broad region of deformed lithosphere in East Asia. We image high velocities in the Yangtze and Ordos cratons and low velocities underneath the East Sea (Sea of Japan), and we find that a low-velocity zone in the midcrust is appropriate for Tibet. The model we present is intended as an alternative reference model that fits a broader range of periods to be used for further studies of regional geophysical phenomena.
Introduction
East Asia is a complex framework of stable cratonic blocks and orogenic belts, whose origins and mechanisms of formation remain debated today. These blocks are bounded by suture zones and major faults representing the locations of former oceanic basins (Metcalfe, 2006) . The North China craton (NCC), also known as the Sino-Korean craton, can be divided into distinct western and eastern portions, separated by the Trans-North China orogen (Kusky & Li, 2003; Y.-F. Zheng et al., 2013) . The NCC has a thick (≥200 km) lithosphere in its western part (Ordos) but progressively thins toward its eastern margin. Geochemical observations indicate that the thinning of the eastern NCC lithosphere may have been initiated by the subduction of the Pacific plate (Z. Xu et al., 2012; Zhang et al., 2009 ). However, the exact mechanism for the lithospheric destruction, whether by gradual erosion or by delamination, is still a debated topic. The NCC is bound to the south by the Qinling-Dabie-Sulu orogenic belt. The Sulu orogeny is separated from the Dabie orogeny by the Tan-Lu fault, which is the largest strike-slip fault in East Asia. There is some evidence that the Imjingang Belt in Korea is an extension of the Qinling-Dabie-Sulu collisional belt (Kwon et al., 2009; Lee et al., 2000; Ree et al., 1996) ; however, whether the whole of the Korean Peninsula belongs to the NCC, or whether the southern portion is an extension of the Yangtze craton or the Cathaysia block, is an area of active research (S.-J. Chang & Baag, 2007; K.-H. Chang & Zhao, 2012; Yu et al., 2012) .
The South China block (SCB) is composed of the Yangtze craton in the northwest and the Cathaysia block to the southeast. These two terranes collided along the Jiangnan orogen, and while most researchers believe the timing of this event was in the Neoproterozoic, the exact timing and mechanism is debated (G. Zhao & Cawood, 2012; Y.-F. Zheng et al., 2013) . The Yangtze craton developed independently of the NCC during the Paleoproterozoic (Y.-B. Wu et al., 2009) . Geochemical evidence suggests that the Yangtze craton was formed by circa 2.0 Ga via an amalgamation of microblocks (Y. Wu et al., 2012; G. Zhao & Cawood, 2012; Y. Zheng & Zhang, 2007; Y.-F. Zheng et al., 2013) . On the other hand, it is unknown whether the Cathaysia block was a stable cratonic region or whether it formed by various accretion events (Y.-F. Zheng et al., 2013) . Prior to the Oligocene, Japan lay at the eastern edge of the Eurasian continent, and by the mid-Miocene, Japan was actively rifting away, leading to the formation of the East Sea, a complex continent-ocean back-arc basin. Its development has been constrained by the interactions of the Eurasian, Pacific, and Philippine Sea plates. The two oceanic plates are subducting directly underneath the Eurasian plate in a WNW direction, with the Pacific plate moving at 9-11 cm/year and the Philippine Sea plate moving at 3-6 cm/year (DeMets et al., 2010; Maruyama & Seno, 1986; Matsubara & Seno, 1980; Northrup et al., 1995; Seno & Maruyama, 1984) . The mechanism of basin formation has been suggested to follow either a fan-shaped model or a pull-apart model, and studies of the timing show that spreading must have happened during a period of 21-15 Ma, but the exact details are still under debate (Jolivet et al., 1995; Kano et al., 2007; Lallemand & Jolivet, 1986; Nohda, 2009; Otofuji et al., 1985 Otofuji et al., , 1991 .
In order to investigate the tectonic features, many regional geophysical studies have been carried out in East Asia. Due to the sparsity of seismometer station coverage in the region, among the first were regional and teleseismic surface wave studies to examine the crustal and uppermost mantle structure of Tibet (e.g., Bird & Toksöz, 1977; Chen & Molnar, 1981; Gupta & Narain, 1967; Jobert et al., 1985; Pines et al., 1980; Romanowicz, 1982) . Since the establishment of dense broadband digital seismometer networks, studies with increasing amounts of data and resolution have been carried out (e.g., Acton et al., 2010; Curtis et al., 1998; Feng & An, 2010; Huang et al., 2003 Huang et al., , 2009 Lebedev & Nolet, 2003; Legendre et al., 2014; Ritzwoller & Levshin, 1998; Villaseõr et al., 2001; F. T. Wu et al., 1997) . However, earthquake-based surface wave tomography has its resolution determined by the time and spatial distribution of earthquakes, which occur mainly at plate boundaries. Tomographic studies using ambient seismic noise circumvent this issue because measurements are made along interstation paths, which is useful in relatively aseismic regions such as continental interiors. While the utility of ambient seismic noise has been known since Aki (1957) , it was only after the availability of dense seismometer arrays with digital instrumentation and the work of Lobkis and Weaver (2001) that group and phase velocity measurements from ambient noise cross correlations became feasible (Shapiro, 2005) . Ambient noise studies of East Asia are now numerous (e.g., Cho et al., 2007; Choi et al., 2009; Fang et al., 2010; Kang & Shin, 2006; W. Shen et al., 2016; Yang et al., 2010; Yao et al., 2006 Yao et al., , 2008 Yao & van der Hilst, 2009; Yang et al., 2012; Y. Zheng et al., 2011; S. Zheng et al., 2008; Zhou et al., 2012) .
Cluster analysis has been applied in geophysical studies going back decades (e.g., Aminzadeh & Chatterjee, 1984; Davis & Frohlich, 1991) and has been used to explore nonuniqueness in tomographic models (e.g., Mikhailov et al., 2003; Vasco et al., 1996) , to study earthquake locations and aftershock sequences (e.g., Davis & Frohlich, 1991; Lin et al., 2007; Shearer, 2005; Zaliapin et al., 2008) , to improve measurements of body wave traveltimes (Houser et al., 2008) and Rayleigh and Love wave group and phase velocities , and to explore and compare global tomographic models (Lekic & Romanowicz, 2011; Lekic et al., 2012) . In this study, we expand on the work of Witek et al. (2014) , who created a Rayleigh wave group velocity dispersion model of Korea and Japan, and create a dispersion model for East Asia derived from 1-year stacks of ambient noise cross correlations in the period range 6-40 s. We combine our model with the earthquake-based global dispersion model of and perform a cluster analysis of the localized dispersion curves that results in a tectonic regionalization similar to Lekic and Romanowicz (2011) . We show that we can create a set of 1-D reference models by first inverting the cluster centroid dispersion curves. These new reference models are then used in a subsequent inversion for 3-D shear wave velocity structure that produces a higher level of data fit than an inversion using a single 1-D reference model for the whole region.
Data Processing

Daily Record Processing
We processed continuous waveform vertical-component data from 1,082 broadband seismometers across regional networks in China, Taiwan, Korea, and Japan for the year 2011 (Figure 1 ). The average and median interstation distance is around 1,500 km, while interstation orientations are primarily in the NE-SW direction. Each station's data were converted to units of ground velocity, decimated to 1 Hz, and assembled into daily 24-hr sections with their linear trend removed and edges tapered, and were normalized and equalized according to the method of frequency-time normalization (FTN) described by Y. Shen et al. (2012) and also used by Ekström et al. (2009) and Nolet (1990) . In our application of the method, we applied a series of overlapping Gaussian filters, in the frequency range 0.01-0.4 Hz. The bandwidth we used was one fourth the low-frequency limit, or 0.0025 Hz. Each band passed time series is divided by its envelope, and in the final step all equalized, filtered time series are summed resulting in a frequency-time normalized waveform (Figure 2 ). To further illustrate the effect of this normalization, we compute the average signal power in 1-hr intervals for data from Korean station DAG2, and we compare it before and after normalization (Figure 2) . We define the average power in an arbitrary time interval ΔT as
where t 0 is the center of the window and s(t) is the signal. Figure 2 shows that the FTN method indeed produces waveforms with relatively constant power.
Cross Correlation and Dispersion Curve Measurement
After the FTN procedure, every station pair has their respective 24-hr FTN time series cross-correlated and stacked, for a total of 584,821 one-year cross-correlation stacks. For quality control, we measure the coherency 10.1029/2018JB016060
of the positive and negative lag time sides of the cross-correlation stacks. If the two sides are incoherent, we find that calculating the so-called symmetric signal, or the average of the two sides, can cause destructive interference and decrease the signal-to-noise ratio (SNR), even if one side of the cross correlation is well retrieved. Therefore, to increase the amount of useful measurements, if the coherency is greater than or equal to an empirically chosen threshold of 0.5, we take the average of the positive and negative sides to measure the group velocity. If the coherency is less than 0.5, we measure the dispersion curve on the side with the higher SNR instead of taking the average of both sides. During group time measurement, we discard any measurement with an SNR less than 10. We define the SNR as the ratio of the maximum amplitude in a signal window to the root-mean-square (RMS) value in a 500-s long noise window 2,000 s after the end of the signal window. The signal window is defined by the arrival times for a surface wave traveling between 2 and 5 km/s. Using a phase velocity reference curve from the ak135 model, measurements for which the interstation distance is less than three wavelengths are also not used during the surface wave tomography.
To measure group velocity dispersion curves, we begin by creating an analytic signal and follow the multiple filter technique to create frequency-time analysis diagrams (Dziewonski et al., 1969; Levshin et al., 1972 Levshin et al., , 1992 . We filter the signal in the frequency domain using Gaussian filters at a series of center frequencies with filter widths determined using a reference dispersion curve from the ak135 model and the method outlined in Cara (1973) , in which the filter width is calculated by optimizing the time resolution of a filtered signal. After transformation back to the time domain, the group time of the fundamental mode Rayleigh wave at a particular center frequency is measured using the arrival time of the maximum envelope value. However, because the true signal energy distribution is smoothed by the filter response, the center frequency of the filter does not represent the true frequency for the measured group time (Kodera et al., 1976; Rihaczek, 1968) . To account for this effect, we calculate the frequency for the centroid of the energy distribution of the filtered signal, which has been called energy reassignment (Auger & Flandrin, 1995; Pedersen et al., 2003) . Note that this new frequency is exactly equivalent to the instantaneous frequency found from the partial derivative of the phase at the group time (i.e.,̂= Auger & Flandrin, 1995; Kodera et al., 1976) . Finally, we transform the measured group times to group velocities by dividing the interstation distance of the station pair under consideration by the group time. An example spectrogram is shown in Figure 3 .
Due to the large volume of data, we automate the group velocity measurement procedure. Despite our quality control methods, outliers may remain present in the dispersion curves. However, an investigation into using data containing instrument calibrations and gaps has shown that the effects on dispersion curve measurements are minimal (see section S1 in the supporting information). Outliers are identified and removed during the surface wave tomography. Since our dispersion curve measurements lack uncertainties, we test several methods to assign relative uncertainties to group velocities measured from 1-year cross-correlation stacks in the supporting information (Holland & Welsch, 1977; Massy, 1965) . We measure uncertainties by calculating dispersion curves for each station pair using randomized sets of 40-day cross-correlation stacks. We then use principal component regression to find a relationship between the interstation distance, period, inverse SNR, and the measured uncertainty. In general, we find that uncertainty increases with decreasing distance and increasing period (see section S2 in the supporting information).
Surface Wave Tomography
In the path-average approximation, each group velocity dispersion curve can be estimated to represent an average along the path between the corresponding station pair,
We construct a spherical shell of 32,071 grid nodes separated by 0.35 ∘ on average, which corresponds to a tessellation level of 9. The grid is centered on 33 ∘ N, 111 ∘ E and extends 30 ∘ in all directions. The grid node locations are derived through triangular tesselation of a sphere, as described by Z. Wang and Dahlen (1995) and first used in seismic tomography for Moho depth parameterization by van der Lee and Nolet (1997) . The group velocities are parameterized on the grid via The color scale is shown on the bottom right and ranges within ±0.5 km/s. Each map's scale is relative to a center group velocity U 0 , located at the top left of each map. The bold contours demarcate the regions used for the S velocity inversion and were determined using the normalized ray density maps (e.g., Figure S7 in the supporting information).
where k indexes the grid nodes. The dispersion curves are localized by inserting equation (3) into equation (2) for all measured paths and solving the resulting system of equations for U k (T, k , k ). The inverse problem is solved using the LSMR routine of Fong and Saunders (2011) . LSMR is an iterative conjugate gradient type method for solving least squares problems similar to the well-known LSQR method but has been shown to converge to an approximate solution sooner in certain situations (Fong & Saunders, 2011; Paige & Saunders, 1982) . We construct a data vector d to be differences between our measured group velocities and the group velocities predicted by ak135 (Kennett et al., 1995) . The model vector m represents group velocity perturbations with respect to the ak135 group velocity dispersion curve at every grid node. We minimize a misfit equation defined to be
where G is the raypath matrix relating the data vector d to the values at the model nodes of m, C −1 e is the inverse of the data covariance matrix, F is a flattening matrix representing a discretized version of the first derivative operator, and I is the identity matrix. The factors are scalars representing the strength of the flattening and damping. The values for D and F are chosen by plotting tradeoff curves of model complexity versus fit to the data. The final group velocity maps are created by adding the ak135 group velocity dispersion curve to m.
Before calculating m, we remove measurements with group velocities above 5 km/s, and if the period is below 30 s, we remove measurements with group velocities above 4.5 km/s. We conduct an initial inversion and calculate normalized residuals r i =
, where i is the estimated relative uncertainty for the ith datum. We then identify and remove outliers in the normalized residuals by application of the median absolute deviation test (Miller, 1993) . After outlier removal we perform another inversion to retrieve the final group velocity dispersion model.
To estimate the resolving power of the data, we (1) perform resolution testing by creating hypothetical Gaussian checkerboard models, (2) calculate a synthetic data vector by multiplying the hypothetical model by G, and (3) add Gaussian noise at the same SNR as the data. Resolution test results (section S3 in the supporting information) show that our data best allow us to resolve anomalies between roughly 96 ∘ and 138 ∘ E and between 18 ∘ and 48 ∘ N. Anomalies to the far west are typically ill-retrieved below a size of 4 ∘ for all periods. We achieve 0.5 ∘ resolution in East Asia at periods ≤ 30 s and achieve 1 ∘ resolution at periods ≤ 60 s. Anomalies smaller than 1 ∘ in the Yellow Sea are typically smeared in the SW-NE direction. Anomalies in the East Sea smaller than 4 ∘ are smeared in the SE-NW direction, following the dominant raypath direction.
Maps for periods 6, 10, 20, 30, and 40 s are shown in Figure 4 . The contours mark the boundaries of regions used in the inversion for shear wave velocity structure. These boundaries are determined using the normalized ray density maps for each period ( Figure S7 in the supporting information). At 6-s period, we use data where the ray density is above 20%, and above 6-s period we use a 5% threshold. At short periods (< 15 s), we observe all major sediment basins in the region, except for the Bohai basin at 6-s period. Starting at 15-s period, we begin to see high velocities in the East Sea, due to the thinner oceanic type crust in that region. As the period increases, we begin to see variations in the group velocities due to lateral heterogeneities in Moho depth as well as upper mantle velocities. Around 30-s period we observe the well-known east-west dichotomy in East Asia, due to thinned lithosphere in the east gradually thickening moving west. 
Cluster Analysis
Heirarchical Agglomerative Clustering
We perform a cluster analysis of the localized dispersion curves via an agglomerative clustering method. We combine our ambient noise data set with localized group velocity data in the period range 50-133 s from the global dispersion model of , which was used in the development of the LITHO1.0 model . The similarity between two dispersion curves is defined as
All localized dispersion curves begin as their own cluster and at each step clusters are merged using Ward's method (Ward, 1963) , which seeks to minimize loss of information when clustering data by minimizing the total variance within a cluster after merging. When building the similarity matrix s ij , we compare the normalized ray density at each grid node for every period. For 6-s period data, we check if both dispersion curves have a normalized ray density value greater than 0.20, and for periods greater than 6-s period, we check if the normalized ray densities are greater than 0.05. If, for example, one dispersion curve has reliable 6-s period data while the other does not, the 6-s period data are not used in calculating the similarity between the two localized dispersion curves. We constructed a dendrogram, shown in Figure 5a , to help guide our choices of maximum cluster similarity thresholds used for determining the number of clusters. From Figure 5a , we can immediately see two distinct clusters that have a large distance between them, and these two clusters represent the east-west dichotomy in East Asia. Below a threshold of 35, Tibet appears as a third cluster, and the fourth cluster to appear are basins in the east. The fifth cluster to appear is the East Sea. Next, the basins in the west appear as a separate cluster, possibly distinct from the basins in the east due to their cratonic upper mantle nature. The Korean peninsula and the SCB appear as a single cluster, lending support for their tectonic affinity. We also see that northern Japan has dispersion characteristics more similar to western Asia, while southern Japan is more similar to the eastern portion. An example map showing a set of eight clusters using a similarity threshold of 12 is shown in Figure 5b . The number of clusters quickly rises with decreasing threshold value, where each new cluster represents a gradation between two prior clusters. However, the fit to the data improves progressively less with increasing cluster amounts.
Cluster Data Fit
We create a set of clustered dispersion models by varying the maximum similarity threshold and assigning each node in a cluster to its centroid dispersion curve. We then calculated path averages for all raypaths in our data set to compare our path data to the dispersion curves predicted by each cluster model. We calculated residuals for each path and then estimated the width of the residual distributions from the standard deviation of best fitting Gaussian functions (Figure 6 ). We also calculate residuals for the initial model where each node is its own cluster, essentially representing the full 2-D surface wave tomography result. For our S velocity inversions, we use ak135 with a single-layer crust as an initial model. Compared to that model, our one-cluster dispersion model, representing the average dispersion curve for the region, reduces the variance in group velocity predictions by 60%. We observe 42% variance reduction going from one to six clusters, 8% variance reduction going from 6 to 16 clusters, and 11% variance reduction when the number of clusters increases from 16 to 9,719. Given the spatial distribution of our group velocity measurements, only a relatively small set of centroid dispersion curves are necessary to explain the data to a satisfactory level. Amazingly, without any formal prior knowledge of the region, the cluster analysis naturally yielded distinct clusters that strongly resemble large-scale tectonic provinces. In the following section, we discuss our methodology for inverting group velocity dispersion curves, and then we perform several inversions. We first invert the centroid dispersion curves shown in Figure 5c and show that by using the resulting S velocity models as reference models for the full 3-D inversion, we can improve the predictive power of the final model.
Three-Dimensional S Velocity Inversion
Inversion Methodology
The inversion for S velocity variations is done according to
where K , K , K , and K d are the so-called group velocity sensitivity kernels for small variations in S wave velocity , P wave velocity , density , and boundary layer radius d with respect to a reference 1-D model, respectively, and U is the difference between the observed and predicted dispersion. We couple variations in P wave velocity and density to S wave velocity by setting ln ln = 0.58 and ln ln = 0.25 in both the crust and mantle (Schmid et al., 2006 (Schmid et al., , 2008 Shapiro & Ritzwoller, 2002) . Attempts to use the relations of Brocher (2005) for the crust did not significantly change the results. We estimate the group velocity sensitivity kernels by first calculating the phase velocity sensitivity kernels and then applying Rodi et al. (1975) to numerically calculate the group velocity sensitivity kernels. K d is calculated according to equation (9.35) in Dahlen and Tromp (1998) for the Moho discontinuity. Using the coupling relations, we can define the kernel K = K + K + K and simplify equation (5) to
Next, we expand (r) onto a set of basis functions h i (r),
To be consistent with the lateral linear interpolation on the model grid, we use linear functions h i (r) defined at knot locations r i . We use two sets of linear splines for the crust and the upper mantle. We use eight evenly spaced splines in the crust from the surface to the Moho with a spacing of 5 km if the Moho is at 35 km depth. We use 19 evenly spaced splines in the mantle from the Moho to 395 km depth with a spacing of roughly 20 km and a final knot at 410 km depth. For the Moho depth perturbation we set M = M . We insert the basis function expansion of (r) and M into equation(6) to get
In practice, a dispersion curve is measured on a set of periods T i = T 1 , T 2 , … , T n , allowing us to create a linear system of equations
which can be condensed into the matrix equation d U =  U . We construct a similar system of equations for phase velocities using the phase velocity sensitivity kernels, which we write as d c =  c .
We define the objective function
where F is a first-order finite difference operator, I is the identity matrix, and the factors F and D control the strength of the regularization. Minimizing this objective function with respect to the basis function coefficients leads to the system of equations
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We construct an a priori model covariance matrix C m by sampling the LITHO1.0 model at our model nodes at each depth knot for a rough estimate of the level of variation in the material properties and further modify the matrix equation we are solving to be
which we condense as A ′ = d. We solve this system of equations using singular value decomposition and retrieve the final model via = C 1 2 m ′ . To create the final 3-D model, this is repeated at every node in the model grid which has reliable ambient noise dispersion data as determined from the normalized ray densities (e.g., Figure S7 in the supporting information and Figure 4 ).
Cluster Centroid S Velocity Models
We first focus on the eight-cluster dispersion model because it highlights many of the large-scale tectonic features in the region. We inverted the eight centroid dispersion curves in Figure 5c , and the results are shown in Figure 5d . To create each 1-D cluster reference model, we set the initial mantle model within each cluster to be ak135, with a single layer crust formed from an average of the ak135 crustal layers. Using an initial 3-D Moho model incorporating information from previous receiver function studies (S.-J. Chang & Baag, 2007; Y. Li et al., 2014; Pasyanos et al., 2014; Ramesh et al., 2005) , the Moho depths are set corresponding to the average within the cluster (see section S4 in the supporting information for details). We did not allow the Moho depth to vary during the inversion for the 1-D cluster reference models.
Cluster 1 corresponds to the East Sea, which has a thin crust and a thin, high-velocity lithosphere. When the number of clusters is increased, the East Sea breaks into two separate clusters, an inner region and an eastern flank. The inner region has a shallower Moho, while the eastern flank has much lower crustal velocities near the surface, indicative of sediments. The base of the crust and the uppermost mantle have higher velocities in the eastern flank than in the inner region. The eastern flank also has lower velocities at the base of the lithosphere, while the inner region has lower velocities at greater depths.
Cluster 5 corresponds to the various basins in the area. Along the edge of cluster 1, we observe two back-arc rift structures, the Ulleung basin to the south and the Toyama basin to the east (Chough & Barg, 1987; Ishiyama et al., 2017; Kim & Yoon, 2017) . To the west of the Ulleung and Toyama basins, we observe the Songliao, Bohai Bay, and Subei Yellow Sea basins, which were formed in several rifting episodes during the Mesozoic and Cenozoic eras (Hu et al., 2001; Menzies et al., 1993 Menzies et al., , 2007 Tian et al., 1992; Ye et al., 1985) . This cluster shares similar Moho depths and mantle structures with clusters 2 and 3, so that clusters 2, 3, and 5 mainly differ by their crustal structure.
Cluster 4 represents Tibet, with the deepest Moho. We observe low velocities in the crust at around 25 km depth, corroborating other geophysical studies reporting low-velocity layers in Tibet (H. Li et al., 2009; Yang et al., 2012; Yao et al., 2008) . Cluster 6 matches well with the Yangtze craton in the SCB, and the Ordos block, and it has the highest upper mantle velocities. Cluster 6 has similar upper mantle features with clusters 4 and 8. Clusters 7 and 8 share similar crustal structure, but upper mantle velocities in cluster 7 appear to be lower than those in clusters 4, 6, and 8.
Clusters 6 and 7 also appear in northern Japan, while southern Japan is mostly characterized by clusters 2 and 3. However, the region around Kyushu Island appears to be characterized by cluster 7. The appearance of different clusters around Japan may be attributed to whether or not there are sediments in the crust, as well as to variations in the upper mantle due to differences in the subducting slabs. The area in cluster 6 in northern Japan is characterized by a deeper Moho relative to the rest of Japan and is overlain with Neogene and Quaternary sediments (Van Horne et al., 2017; D. Zhao & Hasegawa, 1993) . The depth to the subducting Pacific slab also begins to dip from 100 to 200 km, whereas in the cluster 7 region the depth to the slab stays roughly constant at 100-km depth along the middle (D. Zhao et al., 1994 Zhao et al., , 1997 . In southern Japan, the correspondence with clusters 2 and 3 is due to the younger Phillipine Sea slab subducting at a shallower angle compared to the much older Pacific slab. The Phillipine Sea slab is found at a depth of 30 km underneath Shikoku and 60 km under the main island, to roughly 150 km depth at the northern coast (Asamori & Zhao, 2015; Nakajima et al., 2009) . Underneath Kyushu, the Phillipine Sea Slab dips steeply from 20 km depth in the east, 120-150 km in the center, and 300-350 km depth under the western coast (Asamori & Zhao, 2015) .
Three-Dimensional S Velocity Model
We constructed 3-D S velocity models by inverting local dispersion curves at each node in the model grid. We use ambient noise data in the period range 6-40 s and earthquake data in the range 50-133 s. We also jointly invert earthquake phase velocity data in the period range 28.57-200 s. The localized earthquake group and phase velocity dispersion curves are constructed using the global dispersion model of . After constructing each 3-D model, we forward calculate Rayleigh wave group velocity curves predicted by the models and compare them against the measured dispersion curves. We randomly sample our dispersion curve data set to select 9,872 interstation paths. For each path, we calculate an average 1-D model along the path and then predict a group velocity dispersion curve. We calculate a residual, r = U obs. −U pred. , for each data point. At the same time, we calculate an average model along the path using the LITHO1.0 model and perform the same measurements. The LITHO1.0 model is distributed as a set of 1-D models on a global tessellated grid similar to our own, thus allowing us to consistently calculate path average models. To construct the path-averaged LITHO1.0 models, we follow the LITHO1.0 model depth parameterization (i.e., Table  1 of Pasyanos et al., 2014) and find the path-averaged thickness and material properties of each layer. An example path-averaged model is shown in Figure 11 .
We tested the effects of using different reference velocity models, as opposed to using ak135 for the entire region. We construct a priori 3-D S velocity models by assigning the 1-D cluster S velocity models (e.g., Figure 5d ) to the appropriate nodes in the model grid. The velocity structure is initially identical within a cluster, but the Moho depth varies according to our 3-D Moho depth model ( Figure S8 in the supporting information). A comparison of the residuals is shown in Figure 7 , and the LITHO1.0 residuals are shown in Figure 7f . Using the one-cluster reference model leads to high S velocities in the lower crust for the eastern portion of the model, thus overpredicting group velocities in the period range 5-30 s. As the first two clusters to form are the east and west, this is evidence that the two halves of the region are truly different in structure. As the number of cluster reference models increases, the resulting S velocity models become less biased, but the rate of improvement decreases, as in Figure 6 . Visual comparisons of the 3-D S velocity inversion results using different reference models are shown in Figures S10 and S11 in the supporting information. While improve- ments to the overall data fit are slight when the number of clusters increases from 4 to 16, the 16-cluster reference model results in a smoother S velocity inversion result. We therefore prefer the 16-cluster model for 3-D structural interpretation. Vertical transects through the model are shown in Figures 8 and 9 . We also show horizontal depth sections through the model in Figure 10 .
In the shallow crust, we observe low velocities in the major basins in the region. The lowest velocities are found in the Bohai Bay, Ulleung, Yamato, and Japan basins. Low velocities in the Subei Yellow Sea, Sichuan, and Songliao basins have similar values, while the Ordos appears to have the highest of the low velocities. Outside of the major basins, velocities in the upper crust are fairly homogenous. However, in the lower crust from 20 to 40 km depth we find high velocities under the Sichuan basin. High velocities appear in the East Sea around 20 km depth due to the thin crust in that region. Velocities in Tibet begin high near the surface but appear to drop around 20-km depth before increasing again. This low-velocity zone in Tibet, also in transects A-A ′ , B-B ′ , R-R ′ , and S-S ′ , has been shown in previous studies and is thought to be due to the presence of partial melt or aligned anisotropic minerals (Jiang et al., 2014; Kind et al., 1996; Liang & Song, 2006; Nelson et al., 1996; Wei, 2001; Yang et al., 2012 ).
The Yangtze craton shows up as a prominent high-velocity region in transects D-D ′ , E-E ′ , R-R ′ , and S-S ′ , and persists down to 200-km depth. The Ordos block can be seen in transects A-A ′ , B-B ′ , C-C ′ , Q-Q ′ , and P-P ′ ; however, the velocities are not as high as in the Yangtze craton, and their depth is shallower. Similar high velocities in the mantle are found underneath the Songliao basin. As we move from transect A-A ′ to I-I ′ , we see an increase in low-velocity regions in the upper mantle, with the lowest velocities found beneath the East Sea. We see this in transects J-J ′ through S-S ′ , which go from the northeast to the southwest, and this trend can also be observed in the horizontal depth maps at 60-200 km depth. This has been identified in previous studies as due to lithospheric thinning. Geochemical evidence from kimberlites indicate a thick (> 180 km) and cold lithosphere under the NCC prior to the Paleozoic, but basalt-borne xenoliths give evidence for thin (< 80 km) and hot lithosphere in the Cenozoic (e.g., Gao et al., 2002; Menzies et al., 1993 Menzies et al., , 2007 F.-Y. Wu et al., 2003; Y.-G. Xu, 2001) . Velocities in the mantle decrease moving from the Yangtze craton to the Cathaysia block, where previous geophysical and geochemical studies in the region found evidence for active rift settings and lithospheric thinning in the Mesozoic (e.g., Lebedev & Nolet, 2003; C. Li & van der Hilst, 2010; Y. Wang et al., 2008; F. Wu et al., 2005) . Clusters 1, 2, 3, and 5 in Figure 5b therefore represent a broad zone of lithospheric deformation.
Below the East Sea we observe a two-tiered low-velocity structure in the upper mantle, visible in transects E-E ′ , F-F ′ , J-J ′ , and K-K ′ . On the flanks of this feature we observe high-velocity regions immediately below the Moho, which was also observed in Pn traveltime study of Hong and Kang (2009) and was interpreted as underplated high-velocity material (White & McKenzie, 1989) . This might also explain the appearance of high velocities in the uppermost mantle underneath the rift basins in the east. However, at 60 km depth we begin to see a ring of low velocities around the edges of the East Sea, and these low velocities extend southward through the Strait of Korea to the Okinawa Trough. At 80-100 km depth, these low velocities begin to broaden laterally and cover large areas. The low-velocity anomaly persists below Jeju Island down to 120 km depth and down to 140-160 km depth under the East Sea.
At 80-100 km depth, we see high velocities in northern Japan, which is roughly the depth to the top of the subducting Pacific plate. As the depth to the plate increases to the west, we also observe persistent high-velocity anomalies down to 200 km going westward. In southwestern Japan, a high-velocity anomaly under Shikoku Island is observed at 40-60 km depth, perhaps due to the subducting Phillipine Sea plate. However, between 100 and 180 km depth, the slab is only observed slightly to the northeast as well as underneath Kyushu, but not in between. This has been interpreted in other studies as a slab window, which may be caused by segmentation due to subduction of mechanically weak lithosphere (Asamori & Zhao, 2015; Huang et al., 2013; D. Zhao, 2017; D. Zhao et al., 2012) . This would be consistent with our cluster analysis results, which show a change from clusters 6 and 7 in the north, to clusters 2 and 3 in the southwest, to cluster 7 around Kyushu Island.
We compare our model to LITHO1.0 and to the work of W. Shen et al. (2016) , who used data from over 2,000 seismic stations across East Asia to produce a high-resolution 3-D isotropic S wave velocity model. Comparisons between our model, LITHO1.0, and W. Shen et al. (2016) are shown in Figure S12 in the supporting information. We compute RMS model differences, and we compare them with the RMS uncertainty calculated from the reported uncertainties in the model of W. Shen et al. (2016;  Table 1 ). We find that our models have the greatest differences in the crust and uppermost mantle, while below 60 km depth the differences between our models are comparable to the uncertainties reported by W. Shen et al. (2016) . At 20 km depth, our model has similar velocity patterns with W. Shen et al. (2016) , but we show higher velocities in the SCB, northeast China, and Japan. LITHO1.0 shows higher velocities overall, with a low-velocity region in the Cathaysia block. Our models show the greatest differences at 40 km depth, which is most likely due to differences in crustal thickness. Taking into account teleseismic receiver function study results (S.-J. Chang & Baag, 2007; Y. Li et al., 2014; Ramesh et al., 2005) moves the 40-km Moho boundary contour west relative to that shown in W. Shen et al. (2016) and in LITHO1.0. At 60 km depth, our model depicts higher velocities in the Yangtze and Ordos cratons compared to W. Shen et al. (2016) , while LITHO1.0 shows a broad region of high velocities in the west. We do not observe what W. Shen et al. (2016) call a horseshoe shaped anomaly at 80 km depth and instead see a broad region of low velocities underneath the eastern portion of the NCC. This could be due to our Rayleigh wave group velocity dispersion models being smoother than those derived by W. Shen et al. (2016) , who seem to show more short-wavelength features. However, our deeper structures are constrained by Rayleigh group and phase dispersion information from periods as long as 200 s , while the longest periods used in W. Shen et al. (2016) are 70 s. Our model also shows high velocities at 80 and 120 km depth underneath Japan, which is due to the subducting Pacific slab. These high velocities appear to be shifted to the east in LITHO1.0, and only appear weakly at 120 km in W. Shen et al. (2016) .
We also find that our models predict Rayleigh wave group velocity measurements derived from earthquakes in the region. We searched the data set of to find earthquake-station paths that are within our model region, and for each of these paths, we followed the same procedure of group velocity curve prediction as before. An example path is shown in Figure 11 . The measurements were made for a magnitude M w 5.6 earthquake that occurred in western Sichuan on 19 November 1998 at 11:38 UTC. Our model is able to achieve a variance reduction of 87% with respect to the LITHO1.0 model for this path. Histograms of the earthquake group velocity misfits for the paths found in the model region are shown in Figure 12 . In general, we find that the LITHO1.0 model tends to overpredict group velocities in the period range 30-70 s for this region. This could be partly due to the LITHO1.0 model's deep Moho in East Asia and partly due to parameterization of the uppermost mantle. The use of a constant high-velocity lithosphere might not be appropriate for the eastern portion of the study region, which has undergone significant lithospheric thinning.
Conclusions
We have collected continuous vertical-component data from over 1,000 stations in East Asia and measured fundamental mode Rayleigh wave group velocity dispersion by cross-correlating processed ambient seismic noise records. We then used these measurements to create maps of localized group velocities for the period range 6-40 s, and we combined our ambient noise results with the earthquake-based global dispersion model of . We performed a cluster analysis of the localized group velocity maps and found that a set of as few as eight clusters is sufficient to predict the data. We inverted the centroid dispersion curves for a set of S velocity models that explain the general features found in each cluster.
Next, we performed 1-D inversions for S velocity perturbations at each of our grid nodes well covered by the data. We show that using the centroid S velocity models as reference models improves the results of the inversion compared to using ak135 as a reference model. We have compared our model against the LITHO1.0 model and the reference model presented by W. Shen et al. (2016) , and we find significant differences in the crust and uppermost mantle. By incorporating information from previous teleseismic receiver function studies (S.-J. Chang & Baag, 2007; Y. Li et al., 2014; Ramesh et al., 2005) , we find that the eastern portion of our study region requires shallower Moho depths than in LITHO1.0 and in W. Shen et al. (2016) . From comparisons of forward predictions of Rayleigh wave group velocity dispersion, we find that our model can reduce variance by roughly 50% with respect to LITHO1.0, with up to 90% variance reduction along certain paths. The high-velocity lithosphere east of the Ordos and Yangtze cratons in LITHO1.0 should be replaced with a broad region with a negative velocity gradient. Our 3-D S velocity results show the major tectonic provinces in this region, from basins at the surface such as the Ulleung, Sichuan, Songliao, and Ordos basins, to the Yangtze and Ordos cratons in the mantle, and we have also observed low-velocity regions beneath the East Sea, while along its flanks we observe high velocities just below the Moho. Persistent low-velocity regions in the mantle down to 200 km depth along the eastern margin of our model show that the cluster analysis was able to distinguish a large zone of lithospheric deformation. Overall, we show that incorporating cluster analysis in surface wave tomography studies captures the principal, large-scale variations in the study region. The individual cluster models as well as our smooth 3-D model are intended to be used as, or added to, an evolving ensemble of reference models for future local and regional geophysical investigations, such as thermochemical and geodynamic interpretations, focused tomographic studies of deeper mantle structure and dynamics, locating and characterizing local and regional seismic events, predictions of seismic wave propagation, and explanations of observations such as gravity anomalies, seismicity, and large-scale geological processes. donating dedicated GPU workstations. Figures containing maps were produced using the Generic Mapping Tools (Wessel et al., 2013) . To display the 3-D S velocity model, we use perceptually uniform colormaps developed by (Kovesi, 2015) .
