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 Direct Volume Manipulation for Visualizing 








for direct volume manipulation  for visualizing  the  intraopera‐
tive  liver  resection  process.  So  far,  interactive  volume  defor‐
mation and resection have been independently handled due to 




model  is  presented  to  allow  stable  editing  of  the  liver  shape 
including bending and  twisting while preserving  the volume. 
Several  tests using clinical CT data have confirmed  the devel‐
oped  software  and  interface  can  represent  the  intraoperative 







The main priorities of oncologic  liver  surgery are  complete 
removal  of  tumors  within  an  appropriate  safety  margin  and 
preservation of a  sufficient volume of  liver  tissue  to maintain 
hepatic  function.  Preoperative  planning  of  liver  resection  is 
based  on  ultrasound  (US),  computed  tomography  (CT)  and 
magnetic resonance imaging (MRI), and provides visualization 







tomical  information  based  on  preoperative  CT  data  differs 
from  the  intraoperative  situation  because  of  the  surgical ma‐
nipulation and deformation of the  liver during resection [4][5] 
(see Figure 1). This makes it difficult for surgeons to accurately 




used  to detect  the  tumor  in  the deformed state as a guide  for 
liver  resection  [6]. However,  there  is  still difficulty  in under‐
standing the 3D relationship between the tumor and the vascu‐
lar  structures  based  on  two‐dimensional  (2D)  imaging  of  a 
small part of the liver. 
Our motivation for this research was to overcome these diffi‐
culties,  and  we  have  designed  a  planning/navigation  frame‐
work  that  represents  the  intraoperative state of  liver and pro‐
duce  local views of  reference vascular  structures. Unlike  con‐
ventional applications, we focus on sequential visualization of 
the  intraoperative resection process  in addition  to planning of 
the global resection path. Since we aim to provide a computer 
aided  design  (CAD)  tool  for  liver  resection  surgery,  the  soft‐
ware  should  be  intuitive  and  user  friendly  for medical  staff. 
Since surface models also run  into  limitations  in  the handling 
of  internal  structures  and  the  complex  resection  process, 




interpolation  on GPUs  [7][8][9][10]. Although  few models  al‐
low physically strict descriptions, this approach has the poten‐
tial to enable interactive manipulation while providing visually 
valid deformation.  In  the direct manipulation  of  the  volume, 







ing of  time‐varying  ablation procedure.  Specifically, we  focus 
on  the  importance  of  three  technical points:  the  global  shape 
editing of  liver  including  large deformations, visualization of 
vascular  structures  partly  appearing  in  the  resection  process 
and  the design  of  a direct volume manipulation  interface  for 
end users.  
As volume data are originally 3D scalar fields, they have no 
3D geometry,  surfaces, or physical  information  in explicit  for‐
mats. In consideration of this property, we begin our paper by 
exploring  how  to  model  flexible  3D  manipulations  and  the 
shape editing of volume data. We also describe the design of an 
interactive,  direct  manipulation  environment  and  a  volume 








 Both  global  shape  editing  and discontinuous  local de‐






sent  twisting  and  bending  states  with  stability  while 
preserving the volume. 
 Visualization  algorithms  to  represent  local  vascular 
structures  are  described.  Discontinuous  deformation 
based on arbitrary resection path is modelled. 








tion  of deformed  volumes  from  initial  states  based  on  image 
morphing[13] or rigid transformation[14]. The various types of 
manipulation  techniques  have  been  explored  by  designing 
more complex transformations of the volume. More recently, in 
volume  illustration  and  other  fields  of  application,  various 
types of deformation have been  formulated  in more detail  to 
explore  the  complex  internal  structures  of  volume  data 
[6][12][15]. One way to represent volume deformation is to pre‐
computationally  prepare  for  a  transformation  of  the  volume. 
This framework is categorized as a form of non‐interactive ma‐
nipulation.  The  approach  is  still  popular  in  related  fields  of 
research,  such  as  transfer  functions[16]  and  displacement 
maps[10][17].  
Other  studies,  meanwhile,  have  been  exploring  interactive 
manipulation  techniques together with advances  in GPU tech‐
nology  and programmable  shaders. Resk‐Salama  et  al.  began 
by proposing  a  basic  framework  for  realizing  interactive vol‐




et  al.  have  extended  this  approach  in  a  finite  element model 




trol points  [11].  In  their  framework,  the user manually places 
control points on cross sections of the volume and manipulates 
them to goal positions. The deformation is rendered via inverse 
displacement  maps  [17].  Although  it  succeeds  in  controlling 
some types of deformation, the method of manipulation is still 
indirect, and  independent of  the structure of  the volume. Fur‐
thermore,  the  small  number  of  manually  placed  2D  control 
points restricts the degree‐of‐freedom of the deformation. 
In spite of the earlier efforts heretofore described, several is‐
sues  remain  to  be  solved  before  direct  volume manipulation 
becomes a reality. Specifically, the technical challenge is on‐the‐
fly, direct handling of implicit geometry stored in volume data. 
The  friendliest  environment will  allow  the user  to  freely  and 
directly manipulate the volume of interest while observing the 
rendered  image. No method  for  direct  volume manipulation 
has  yet  been  formulated  from  this  point  of  view.  This  paper 
introduces  a  set  of  direct  volume  manipulation  techniques. 
Specifically, we extend point sampling approaches [11][19] to a 
more generalized  format,  that of  the proxy volume mesh, and 




The  finite  element method  (FEM) divides  the whole  elastic 
body  into  finite  elements,  and  physically  strict  equations  are 
solved by large‐scale linear equations [22][23][24]. This method 
is  characterized  by  the  ability  to directly use  physical  values 
such as Youngʹs modulus and Poissonʹs  ratio, and  linear FEM 
makes  it  possible  to  quickly  provide  high  precision  defor‐
mation results in small deformations [25]. However, as the lin‐
ear model  is based on  the Cauchy strain  tensor  theory,  it pro‐
duces  unnatural  deformation  results  due  to  increases  in  the 
volume during twisting, bending manipulation [26]. 
Non‐linear  finite  element  models  [27][28][29]  based  on 
Green‐Lagrange  strain  have  also  been  studied  in  an  effort  to 
simulate  large  deformation.  However,  non‐linear  models  in‐
crease the amount of calculation, making it difficult to achieve 
calculations in real time. Kikuchi et al improved the calculation 






representation of  the  large deformation of elastic bodies  is be‐
ing partially achieved. However, as these methods are based on 
a  dynamic  solution  in  which  deformation  is  calculated  by 
means of time integration, there is a possibility that the system 
will become unstable.  
The mesh  editing method  [32][33]  has  been  studied  in  the 
field of interactive computer graphics and computer‐aided de‐
sign  (CAD).  In  this method, deformation  is not modelled dy‐
namically  and  evaluation  functions  that  pre‐serve  shapes 
mathematically  are defined  and  the minimization  problem  is 
solved in order to edit the shape of the model so as to fulfil the 






and  natural  shape  interpolation  is  possible.  Moreover,  they 
touch  on  the  preservation  of  volume  [33]. As  far  as we  sur‐
veyed,  there  are  as  yet no  examples  simulating  elastic defor‐













view,  stable,  single‐pass  deformation  that  allows  undo  or 
backward operation is an essential factor. Therefore, the objec‐
tive  was  to  build  a  stable  calculation  model  based  on  static 
analysis, while at the same time achieving local volume preser‐
vation. 
3 DIRECT VOLUME MANIPULATION FRAMEWORK 
In liver resection surgery, surgeons carry out ablation of liver 
tissue  while  checking  reference  vascular  structures  partially 
revealed in the process of resection. Important factors for plan‐
ning  and navigation of  the  liver  resection  surgery  are  the  in‐
traoperative deformed state of the liver and partial appearance 
of vessel structures. Visualization of entire vascular structures 
has been  routinely used  to grasp  the global anatomy of a pa‐
tient’s  liver.  However,  it  does  not  provide  an  intraoperative 
view, that is, occluded anatomy and therefore has difficulty in 
comparing  intraoperative views with visualization  results.    In 




volume manipulation  framework  in which  end  users  can  di‐
rectly deform volumetric objects and visualize  the  time‐series 




The  user  first  defines  a  realistic  resection  path  on  the  ren‐
dered image. We provide a mouse‐based line drawing interface 
to support the input of the resection path. When the user indi‐
cates a pixel on  the rendered  image, our  framework estimates 
the corresponding voxel in the volumetric space by accumulat‐
ing opacity (or alpha) values at sample points in the eye direc‐
tion.  This  process  is  similar  to  the  ray  casting  protocol  [35] 
commonly  used  in  the  volume  rendering  scheme.  Once  the 
accumulated opacity values exceed a threshold, we simply as‐
sume  that  the voxel  at  the  current  sample point has been  se‐
lected by the user. This direct pointing scheme in a volumetric 
space was  also  employed  in  the volume  sculpting  study pre‐
sented in [36].  
A set of  the sampled points  ir  obtained  from a drag opera‐
tion represents a curved line (Figure 3a). By removing the sur‐
rounding voxels along the line, the user can input the next line 
to  the  internal  structure  of  the  liver.  The  curved  surface  S 
formed by  the  several  input  lines defines  the global  resection 
path  (Figure 3b). Coexisting with  the  ray‐casting‐based point‐
ing, we utilize MPR  (multi planar  reconstruction)  to visualize 
cross  sections of  the  liver.  Inputting points  ir or  a  line on  the 
MPR plane  allows definition  of  a  curved  surface  S while  ob‐













The user  finally visualizes  the  time‐series  resection process 
and reference vessels that are assumed to be partly observed in 
the surgery. Local deformation of the opening space generated 
by  splitting  liver  tissue  is  represented  to  visualize  internal 
structures and cross sections. The algorithms and implementa‐
tion on GPU is explained in Section 5. 





volumetric  geometry  and  physical  information  (i.e.,  elasticity 
and  boundary  conditions)  between  sampled  vertices.  Rather 
than being visualized directly,  the mesh  is placed  into  the en‐
tire  volumetric  area  as  a  background  data  structure,  thereby 
enabling a direct, interactive manipulation of the volume with 
elastic deformation.  
The volume proxy mesh  is  formed with a standard  tetrahe‐
dral mesh format  EV, , where V  is sampled vertices and E  is 
a set of  tetrahedral elements. Three‐dimensional manipulation 
and deformation of the target volume are supported by vertices 
placed  in  the  volumetric  space.  In  our  framework,  all model 
transformations  with  deformation  are  discretely  modeled  by 
displacement of vertices of the volume proxy mesh. First, all of 
 
Figure 3  A  resection  path  inputted  on  the  rendered  image.  (a)(b)  The 








the  vertices  are  categorized  into  three  groups  based  on  the 
physical  conditions:  fixed  vertices  (red),  constrained  vertices 
(green) and  free vertices (blue) (see Figure 3e). The fixed verti‐
ces represent physically fixed structures that will not deform or 










results.  The  constrained  vertices  and  free  vertices  represent 
model  deformations.  Next,  our  framework  renders  any  de‐
formed volume using the new coordinates of  'V  incorporating 
the initial volume intensity  I . If no manipulation occurs,  'V  is 




By  integrating  the mouse‐based drawing  interface  [36] with 
the region growing process, the user can extract the volume of 
interest  interactively. The related volume editing and segmen‐
tation  techniques can be referred  to  in  [8]. 2D drawing on  the 
volumetrically  rendered  image  is  also  used  for  setting  con‐
straints  in shape editing. When  the user draws a closed curve 
on  the  rendered  volume,  our  framework  sets  the  boundary 
condition  to  the selected vertices. Then,  the user can manipu‐
late  the volume  in 3D via 2D displacement of  the constrained 
vertices. In our interface, the 2D displacement is first obtained 
by  dragging  the  mouse  and  then  transformed  into  3D  dis‐
placement parallel  to  the view‐aligned slicing plane. This dis‐
placement  information  is used  to  set physical  constraints,  the 
external  force given  for  the  constrained vertices of  the  shape‐ 
editing model. By utilizing  rotation of  the  scene,  the user can 
interactively manipulate the volume in 3D. The mouse wheel is 
also used  to  enter  the  amount  of  twisting. The details  of  the 
force input are described in Section 4.  
4 SHAPE EDITING WITH LARGE DEFORMATION 
4.1 Elastic deformation based on local frames 
This section introduces the proposed elastic model based on 
local frame theory for global shape editing of the liver (Figure 










that  satisfies  the  user’s  editing manipulation  of  the  rendered 
image. Our motivation is close to a CAD or a modeling frame‐
work  that  allows  interactive  editing  of  the  volumetric  object. 








Figure 5  illustrates  the algorithm  flow  for  local‐frame‐based 
shape editing using the simplest line model as an example. The 
model  has  three  vertices  with  different  boundary  conditions 
(see  Figure  3e  on  the  color  setting).  The  3DOF  (degree‐of‐




ing  force  pushF  is used  for  computation of  small deformations 
based  on  linear  FEM.  The  other  rotational  factor  is  used  to 
modify the local coordinates based on the moving frame theory 
in differential geometry  to  represent  large deformation of  the 
elastic body. When  pushF and  twistF are given  to  the  constrained 




As noted  earlier,  the  linear  finite  element model  is  suitable 
for  use  in  calculating  deformation within  the  scope  of  small 
deformations. However, when  the object  is bent,  pushF  also af‐
fects the rotation of the object. This makes it impossible to cor‐
rectly  calculate  the  results  of deformation  [26]. With  the pre‐
sented method,  on  the  other hand,  the  external  force  pushF  in 
 
Figure 4  Local  frame based deformation model. Linear  elasticity defined
on each local coordinate is evaluated to represent global deformation. 
 
Figure 5   Local  frame  based  deformation  algorithms  illustrated  with  a





the  component  that  will  mainly  contribute  to  small  defor‐
mation of  the object  transF , and  the component contributing  to 





The  elastic deformation  is  evaluated using  the  translational 
component transF  (= rotpush FF  ). The conventional linear FEM is 
used to compute the displacement of the free vertices under the 




The rotational component  rotF  and the initially applied  twistF  
in the rolling direction are converted into rotational constraints 












making  it possible  to determine a single deformation state  for 
the given external force. This allows deformation to be simulat‐
ed stably and interactively. Also, the undo operation is possible 
for  each  input  force  that  is mapped  to  the  corresponding de‐
formation state. In the next section, the details of the computa‐
tion for step 3 and 4 are explained. 
4.2 Update of local frames and vertex positions  
This  section  introduces  the  methods  for  updating  local 
frames  using  twistF  in  the  rolling  direction  and  the  rotational 
component  rotF  of  the pushing  force.  In  the  local‐frame‐based 
mesh  representation,  a  local  frame  is  placed  for  each  vertex. 
Instead of using  the global coordinates,  the  three‐dimensional 
position of the vertex is represented as a relative position at the 




itialized  to  a  unit  matrix.  When  twistF  and  rotF  are  provided, 





The  rotation matrix  33RrotR  is  constructed using  the rotF  
( : constant parameter) as a rotation angle. In the same man‐
ner,  the  rotation matrix  33RtwistR  is defined  from  the exter‐
nal  force  twistF . The  local  frames placed at all vertices are  then 
rotated, with  the  two  rotational  amounts  seen  as  a  rotational 
constraints  applied  at  the  constrained  vertices,  and  with  the 
initial unit matrix seen as a fixed constraint applied to the fixed 
vertices.  In  this  study,  these  constraints  and  the  evaluation 
functions pertaining  to  the  local  coordinates  are defined. The 
optimal  state  is determined using  the  least  squares approach. 
Equation (1) is the evaluation function to be solved. 











Here,  iL  is  a  33 matrix  that preserves base vectors  as  infor‐
mation of  the  local  frames at  iv .  iL  is  the  target matrix  to be 
computed. The  left  term of  the equation means  the difference 
between the initial local frames and the target local frames. The 
Frobenius norm is used to calculate the norm of the matrix. The 
right  term  represents  the  difference  between  the  constraints 
provided by the user and the initial local frames. The rotational 
constraints  rotR  and  twistR  given  to  the  fixed  and  constrained 
vertices are applied to compute fixedL .  iN  is the number of ad‐
jacent vertices  at  each vertex  and  k  is  the weight. All of  the 






ume of each  tetrahedron on  the mesh should be preserved.  In 
our framework,  transF  (= rotpush FF  ) is used as a boundary con‐
dition for reducing the artifact resulting from use of the linear 
finite  element  method.  However,  if  a  large  pushing/pulling 
force  is  applied  from  the user,  the  artifact may  be  increased, 
producing changes  in  the volume. Accordingly, when  the vol‐
ume  of  the model  has  increased  or  decreased  too much,  the 
volume is corrected by scaling the axis of the local frames. 
The Voronoi  volume  iV  defined  for  each  vertex  is  used  to 
evaluate the local volume of the elastic body. When the Voronoi 
volume  iV  is changed to  iV  after computing STEP 2, the local 






















Here  iv  is the initial vertex position and  iv  is the target vertex 
position after the deformation.  iM  is the inverse matrix of the 
33  matrix  that  represents  the  local  frames  at  the  vertex  i. 
fixedv  is the positional constraint for the fixed vertex k.  iL  and 
iv  are  computed  so  as  to minimize  the  evaluation  functions 
defined by Equation (1) and (2) respectively. Since this is a line‐






5 RESECTION PROCESS VISUALIZATION 
5.1 Local deformation based on resection path 
This section describes techniques for  locally visualizing vas‐
cular structures simulating intraoperative views. The reference 
vessels  determined  on  preoperative CT  volume  become  ana‐
tomical  landmarks and key  features which surgeons utilize  to 
approach  occluded  tumors  during  surgery.  Our  framework 
simulates  a  time‐varying  space  after  local deformation  of  the 
partly  resected  liver.  In  order  to  represent  discontinuous  de‐
formation around the resection path, we apply the concept of a 
volumetric  inverse displacement map  introduced by Correa et 
al  [17]  to our clinical application. However, as  they use a pre‐
defined displacement map and do not describe details on  the 
generation methods, we newly present  a  set of  algorithms  to 
generate a displacement map directly from the given resection 
path.  
Our  methods  generate  time‐series  displacement  maps  by 
computing  per‐voxel  displacement  vectors  based  on  discrete 
points of the resection path (see Figure 2) and the voxel coordi‐
nate. A displacement map  D  is a forward map from voxel p  to 
voxel  'p , that is,  )D(' ppp   to visualize volume deformation. 
We  store  this map  as  a volumetric vector  field,  that  is,  three‐
dimensional vector array data with the same size in space and 
voxel resolution of the initial intensity volume. Figure 6 shows 
a 2D  illustration for generating  the displacement map and  the 
outline of the algorithms is as follows: 
 
1) The discrete points  },...,{ 0 nrrR   are defined from the giv‐
en  global  resection path which  forms  a  curved  surface S . 
The normal vector  in at  the point    ir  is  computed.  (Figure 
6a) 
2) For all voxels within a  specified distance  from S ,  the dis‐
tance  between  the  voxel  position  p and  the  set  of  points 
R is searched. The closest point  ir  from the voxel p is then 
determined  (Figure 6b). A  three‐dimensional displacement 
vector  )D(p is  computed  based  on  a  local  displacement 
model described  in  the subsection 5.2. This computation  is 
processed on GPU in parallel. (Figure 6c) 
3) The  inverse displacement map  1D , a backward map  from 





5.2 Local displacement model 
Next we describe  the  local displacement model  that defines 


























iiwidth nrpd  )(  
erpd  )( idepth  
 
where   and  2 is the average and the variance of the normal 
distribution, respectively.  i  is  the  index of  the closest point of 
the curved surface S.  is a parameter for controlling the width 
of  the  opening  space.  widthd approximates  the vector  from  the 
closest  point  of S  to  the  voxel p as  shown  in  Figure  6b,  and 
widthd (  :  a  weight  parameter)  is  used  to  reduce  the  dis‐
placement  based on the distance from S .   depthd  plays a simi‐
lar  role  to  that  of  widthd  in  the  depth  direction.  e is  the  eye 
vector. A zero vector is set to  )D(p if the voxel p  belongs to the 
vessel  region,  and  the  voxels  for  liver  tissues  are  displaced. 
This makes  it  possible  to  visualize  vascular  structures  in  the 
opening space. As the vessel region generally has high intensi‐
ty  on  CT  data,  a  simple  threshold  can  distinguish  vascular 
structures from the liver volume.  
The  inverse  displacement  vector  )(D 1 p is  then  computed 
from  the  displacement  map.  Using  the  inverse  displacement 
map  1D , p  can be referred to as  )(D 1 ppp   . The 3D tex‐
ture  at  the position p  retrieves  the  color  and  opacity  compo‐
nents.  Finally, in order to handle discontinuities, it samples the 
alpha mask at  the position p’ and modulates  the pixelʹs  color 
components with the mask. In order to avoid aliasing artifacts 





6 EVALUATION AND RESULTS 
We  implemented  the  proposed  volume  manipulation 
framework using C++, GLSL  and CUDA. We used  the  tetgen 
library  (published  at  http://tetgen.berlios.de/)  for  creating  the 
tetrahedral elements of the mesh based on CT data. The recent 









meshing  techniques or software can be referred  to  in  [38] and 
in  [39].  The  quality  and  performance  were  examined  using 
both  public  domain  data  and  clinical  CT  data.  We  used  a 
standard PC (CPU: Intel Corei7 2.93 GHz, Memory: 16GB) with 
a  general‐purpose  graphic  card  (nVidia GeForce GTX580)  for 
the test. 









ventional  linear  finite element  (FE) model were used  for com‐
parison.  
We obtained  some  results of deformation when an external 













Another  test  was  conducted  to  determine  whether  or  not 
physical  property  is  reflected  in  bending  and  twisting defor‐
mation. Deformation of  the bar model was conducted  for  two 
cases (one in which the Youngʹs modulus of the model was set 
uniformly  at  1.0  MPa  for  the  entire  model,  and  another  in 
which the Youngʹs modulus was set to 2.0 MPa for the left half 
area  and  1.0  for  the  right half  area)  and  the  results  of defor‐
mation were compared. Figure 9 shows the results of the simu‐
lation.  In  the  case  of  the  heterogeneous model  shown  in  (b), 
larger deformation was produced in the right side of the model, 
and heterogeneous deformation  that reflects differences  in  the 
Youngʹs modulus in places can be confirmed visually. 
 




on  the  segmented  liver volume.  (Figure 10a) A volume proxy 
mesh with 317 vertices and 1034 tetrahedral elements was con‐
structed  from  the  liver  volume.  1.0 MPa was  set  for Young’s 
modulus  and  0.4  was  set  for  Poisson’s  ratio.  The  boundary 
condition for shape editing was set to vertices as shown in Fig‐
ure 3e.   Then,  the surgeon manipulated  the  liver shape based 
on his  image of the surgery. Figure 10b shows a shape editing 
result  with  the  given  resection  path  on  the  segmented  liver 
volume. He checked the deformation of internal vascular struc‐









result manipulated by  a  surgeon. The  assumed  intraoperative  state of  the 
liver is visualized with internal vascular structures. 
 
Figure 9  Large deformation results with  twisted rotation.  (a) Homo‐
geneous  configuration  (1.0MPa) and  (b) heterogeneous  configuration 
(left: 2.0MPa and right: 1.0MPa) 
Figure 11 Shape editing examples of  the  liver volume. The proposed  local‐






tis manipulation,  rotational operation was  carried out by  set‐
ting the rotation axis near the aorta. The left one is the path in 
the non‐deformed  liver, and  the other  two are  the same paths 
on  the  liver deformed with different rotation angles: 105˚ and 
135˚. These  figures demonstrate how  the  resection path  is  af‐
fected by global deformation of the liver.  
Lastly,  the  resection  process  was  simulated  based  on  the 
planned path  (see Figure 12). Local deformation along  the  re‐
section path  could visualize  a part of  internal vascular  struc‐
tures using  inverse displacement mapping. The  sequential  re‐
section process was visualized by changing the depth parame‐
ter of  the given  resection path. As  shown  in Figure 12, a  thin 
vessel  first  appeared.  Increasing  the depth  revealed  a middle 
hepatic vein and  then a portal vein appeared. These vascular 
structures  are utilized  as  references which  is key  information 
when  approaching  occluded  tumors  during  surgery.  Thus, 
time‐series  visualization  of  the  local  appearance  of  vascular 




The  performance  of  the  proposed methods was measured. 
As we employed texture‐based volume rendering for visualiz‐
ing proxy geometries [9], volume data are handled as a 3D tex‐
ture.  In  this  approach,  tetrahedral  elements  are  sampled  to 
render  the deformed results with  the 3D  texture. The number 
of vertices in the proxy geometry affects the computation time 
more than the volume size does. Therefore, we prepared three 
tetrahedral meshes with different  vertices,  and measured  the 
computation  time.  The  number  of  vertices  was  chosen  after 
considering  the previous experiment,  the variety of  the  liver’s 
shape and  the  specialist’s opinion on  the deformation quality. 





putes  the  linear equations  twice. Since our approach does not 
require  integral  calculations,  and  deformation  results  can  be 
determined at each step, stable shape editing  is achieved even 
for large deformations.  
In order  to generate  sequential  images  shown  in Figure 12, 




sequential  images  by  changing  the  weight  parameters.  Once 
)(D 1 p  is prepared, the user can interactively deform the vol‐














  Express  a  part  of  vascular  structures  and  similar  local 
views during the ablation process  




The  specialists  also  suggested  that  quantitative  evaluation 




computation  of  the  shape  editing  for  efficient  preoperative 
planning.  Therefore, we  note  physical  accuracy  of  the  defor‐
mation  model  should  be  further  verified  for  use  in  surgical 
navigation.  The  deformation  results  may  be  strengthened  if 
image‐based  or  tracking‐based  registration  with  estimat‐
ed/measured elastic parameters  [40][41]  is  integrated  into our 
framework. 
We have also  found  some  limitations  from  the  current vol‐
ume  manipulation  framework.  For  example,  extremely  large 
deformation can yield visual artifacts due to deformation of the 





displacement  map  is  used  to  represent  the  ablation  process. 
Although  this  approach  is  useful  for  visualizing  partial  cuts, 
simulating  cutting  through  an  organ  with  large  deformation 
require  additional  modeling  such  as  tetrahedral  subdivision. 
This is basically the trade‐off problem between complex topol‐
ogy  modeling  and  interactive  performance  of  overall  algo‐
rithms.  These issues will be our future work. 
 







volume manipulation  to  visualize  the  intraoperative  liver  re‐
section process. Handling interactive volume deformation and 
resection  simultaneously  has  been  a  technical  hurdle.  To  ad‐
dress  this  issue, our  framework modeled global shape editing 
and discontinuous local deformation by merging proxy geome‐











to  develop  practical  medical  applications  for  preoperative 
planning  and  for  intraoperative  navigation.  Specifically,  en‐
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