Abstract-We propose a statistical index of industrial localization based on the Kullback-Leibler divergence. This index is particularly well suited to cases where industrial data are available only at the regional level. Unlike existing regional-level indices, our index can be employed to test the significance of industrial localization relative to a hypothesized reference distribution of probable locations across regions. In addition, one can test relative degrees of localization among industries. Finally, as with all Kullback-Leibler divergence indices, our index can be decomposed into components representing localization at various levels of spatial aggregation.
I. Introduction
I n the past decade, a substantial number of empirical studies of industrial localization have appeared in the literature. 1 These studies suggest that industrial localization is far more ubiquitous than previously believed, and extends well beyond the classical agglomerations of industries exemplified by the information-technology industry in Silicon Valley and the automobile industry in Detroit. Moreover, the degree of such localization varies across industries, and often tends to be more subtle than in these classical examples. However, most localization indices currently in use provide no clear statistical method for detecting the presence of localization. 2 Hence the central purpose of this paper is to develop an index of localization that does provide such a statistical testing framework. 3 The index we employ is based on the concept of KullbackLeibler divergence (1951) , and is here called the D-index of industrial localization. In particular, a reference distribution of complete spatial dispersion is formulated as a null hypothesis, and the D-index for each industry is computed as the Kullback-Leibler divergence between the observed spatial distribution of establishments for that industry and this reference distribution. Because higher values of D are taken to convey stronger evidence against complete spatial dispersion, we interpret this to be evidence for localization in that industry. Within this framework it is shown that under the null hypothesis of complete spatial dispersion, the D-index is asymptotically normally distributed, and thus provides a natural statistical test for this hypothesis. However, the more relevant question for our purposes focuses on the relative magnitude of D for different industries. Hence the main application of this asymptotic normality property is to construct tests of the differences between D-indices for separate industries, and thereby to conclude that industries with significantly higher D-values are significantly more localized. 4 Our null hypothesis of complete spatial dispersion for any industry is operationalized by postulating that all feasible locations for establishments in that industry are equally likely. If the totality of these locations is designated as the economic area within the given geographic area (see footnote 29), then this hypothesis is formalized as a uniform probability distribution over economic area, representing the probable location of a randomly sampled establishment within that industry. Unlike the more traditional approach of using industrial aggregates as reference distributions [for example, Ellison and Glaeser (1997) and Krugman (1991) ], 5 this hypothesis of complete spatial dispersion is more directly related to existing theories of economic agglomeration in terms of spatial proximity. 6 Finally, it is well known that Kullback-Leibler divergence indices are decomposable with respect to partitions of the sample space. 7 In particular, the D-index can be decomposed with respect to the choice of geographical units. This provides a way of measuring the spatial extent of industrial localization, thereby suggesting the most appropriate geographic units for industrial localization analysis. Though the decomposability result itself is not new, its application to the localization index is new. 8 Received for publication April 6, 2004 . Revision accepted for publication December 29, 2004. *Institute of Economic Research, Kyoto University; Institute of Developing Economies.JETRO; and University of Pennsylvania, respectively.
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1 See Rosenthal and Strange (2004) for a survey of this literature. 2 A notable exception is the K-density approach of Duranton and Overman (2005) and Marcon and Puech (2003) [based on Ripley (1977) ]. But while this method provides a powerful framework for statistical analyses of industrial localization (and in particular is free of the border biases arising from internal regional subdivisions), it requires location data at the level of individual establishments within each industry, and such data are often not available.
3 It should also be noted that unlike other existing indices, our index requires only regional-level data that are widely available. In particular, it does not require information about either the locations or the sizes of specific establishments [as, for example, in Duranton and Overman (2005) , Marcon and Puech (2003) , and Ellison and Glaeser (1997) ]. Hence this index should provide a handy tool for a wide range of researchers interested in studying spatial localization.
The rest of the paper is organized as follows. In section II, we begin by defining our D-index for industrial localization and highlight some of its major characteristics. In section III, we discuss large-sample properties of the D-index, and develop its asymptotic normality properties. In section IV, these results are applied to the case of Japan. Here the D-index is computed for Japanese industries and compared with the traditional index of Ellison and Glaeser (1997) . The paper concludes with a brief discussion of directions for further research.
II. Measure of Localization
In this section, we propose our new index of industrial localization and discuss its major aspects. We start by laying out the formal framework for our analysis in section II A. The D-index is then defined in section II B, and its interpretation in terms of likelihood ratios is given in section II C. Finally, the decomposition properties of the D-index are developed in section II D.
A. Basic Setting
Consider a finite set of industries, i ʦ I ϭ {1, . . . , I}, located within a set of regions, r ʦ R ϭ {1, . . . , R}. Suppose that N ir denotes the total number of establishments of industry i in region r. Then the objective of the present analysis is to characterize the degree of geographic concentration or dispersion of establishments among industries, as exhibited by the establishment location pattern (N ir : ir ʦ I ϫ R). The approach adopted here is to treat this establishment location pattern, N i ϭ (N ir : r ʦ R), of each industry i as a random sample of size n i ϭ ⌺ r N ir from a larger statistical population of potential establishments. If p ir denotes the probability that a randomly sampled establishment from industry i will be located in region r, then our interest focuses on the relative degrees of spatial concentration exhibited by each of these i-establishment distributions, p i ϭ (p ir : r ʦ R), i ʦ I. It should be noted that the random sampling assumption above implies that the locational decisions of individual establishments are treated as statistically independent events. Of course this is at best an approximation to the actual dynamics of successive locational decisions by establishments. 9 To characterize the observed location pattern of establishments, we begin by formulating a probability model of complete spatial dispersion and then consider the deviations of each distribution p i from this benchmark model. Here it is postulated that a completely dispersed distribution for industry i is one in which randomly sampled i-establishments are equally likely to be located anywhere within the economic area, a, of the given regional system. If a r denotes the economic area of region r, then under complete spatial dispersion the probability that a randomly sampled i-establishment will be located in region r is given by the fraction
Hence, this hypothesis of complete spatial dispersion is summarized by the probability distribution
which we now adopt as a benchmark against which to compare all i-establishment distributions p i . It should be noted at this point that alternative null hypotheses are possible in which the benchmark distribution is, for example, based on the regional fractions of total establishments or employment levels for all industries. The implications of these alternative choices are discussed more fully in Appendix A below.
B. Definition of the D-Index
How can we measure the deviation between the two distributions, p i and p 0 ? There are many possible measures of deviation between distributions; 10 the most natural choice from a statistical viewpoint is the ], where the appropriate reference distribution is implicity taken to be defined by the choice of units for analysis. Our hypothesis of complete spalial dispersion corresponds to the choice of areal units of analysis, called by Brülhart and Traeger topographic concentration. However, in the present approach we take this reference distribution to represent an explicit null hypothesis for testing differences in spatial concentration between industries. Under the assumption of independent random sampling (discussed in section II A below), each null hypothesis leads to an explicit asymptotic normal distribution for differences in spatial concentration (as developed in section III A below). In contrast, the above authors adopt a nonparametric "block bootstrap" testing procedure for identifying significant changes in spatial concentration over time. Although this procedure does allow for possible spatial dependences over time, it is not specific to any particular index of spatial concentration. 9 It is of interest to note, however, that this approximation at the establishment level may be more reasonable than at the level of individual workers. In particular, one could equally well calculate the degree of localization for distributions of employment rather than establishments. But because the locations of workers are tied to those of the establishments in which they are employed, statistical independence at the worker level seems even less plausible.
It should also be noted that patterns of establishment location may differ depending on their employment size [as reported by Duranton and Overman (2005) for the case of the United Kingdom]. However, the application of our D-index (introduced below) to Japanese manufacturing industries suggests that the degrees of localization based on employmentsize data and establishment data are in close agreement (Spearman's rank correlation is greater than 0.9). That is, the establishment size variation among industries as well as the size dependence of locational patterns appears to have only minor influence on the degree of localization measured by our index.
This result still leaves open the possibility that correlation of location behavior occurs at a more aggregated level, that is, the location of multiple establishments may be correlated to some extent, given the prevalence of multiunit firms. However, the present limitations of data availability make it difficult to address these questions.
10 A recent survey of such measures can be found in Gibbs and Su (2002 D(p i ͉p 0 ) is well known to be nonnegative, and to achieve its minimum uniquely at 0 when p i ϭ p 0 . Moreover, its local maxima are achieved precisely at the degenerate distributions in which all i-establishments are concentrated in a single region (that is, with p ir ϭ 1 for some r ʦ R). 13 Hence it is natural to regard values of D(p i ͉p 0 ) for each industry i as reflecting its degree of localization. Similarly, for any pair of industries i and j, we now regard industry i as more localized than industry j whenever D(p i ͉p 0 ) Ͼ D(p j ͉p 0 ). Here we designate D(p i ͉p 0 ) as the D-index of localization and propose to use it as a measure of industrial localization.
But notice that D(p i ͉p 0 ) is not directly observable. In particular, though the reference distribution p 0 can generally be measured with a reasonable degree of accuracy, the establishment-location probabilities p i are not directly observed. However, the current location pattern, N i ϭ (N ir : r ʦ R), yields natural sample estimates of these probabilities:
Moreover, because these are in fact maximum-likelihood estimates (under our random sampling assumptions) it follows from the well-known invariance properties of such estimates that a corresponding maximum likelihood estimate of D(p i ͉p 0 ) is given by
where p i ϭ (p ir : r ʦ R). Because the probability estimates p i converge exponentially to p i in probability, 14 
and thus that one must have a c /a ϭ e ϪD i . So if the given value of D i were, say, 2.3, then this would imply that a c /a ϭ e Ϫ2.3 ϭ 0.10, and hence that the core region for i could be only 10% of the size of the nation. In other words, industry i would have to be 10 times more concentrated than under a uniform distribution of i-establishments throughout the nation. Similarly, if D i were to equal 4.6, then industry i would have to be 100 times more concentrated than under uniformity.
C. Relationship between the D-Index and the Likelihood Ratio
From a statistical viewpoint, the appeal of this D-index is due largely to its interpretation as a limiting form of the log likelihood ratio for testing the hypothesis, p i ϭ p 0 . Because we assumed in section II A that samples are independent, the probability P i that the employment pattern N i is realized under any distribution p i is given by the multinomial probability 
With these definitions, it is seen by taking negative logs that
11 The Kullback-Leibler divergence can also be motivated from an information-theoretic viewpoint [see, for example, Cover and Thomas (1991) ].
12 Whereas the reference distribution p 0r is always positive for all r for our purposes, the i-establishment distributions p ir need not be positive. Hence the definition of D(p i ͉p 0 ) implicitly includes the convention that 0 ln 0 ϭ 0. 13 The function D( ⅐ ͉p 0 ) is strictly convex on the interior of the probability simplex in R RϪ1 , and hence achieves its maximum values at the vertices of this simplex. For the vertex with p ir ϭ 1, the local maximum value of D is easily seen to be Ϫln p 0r Ͼ 0, so that the global maximum is achieved when p 0r achieves its minimum value over r ϭ 1, . . . , R. In other words, D is as large as possible when all establishments are concentrated in the region of smallest (economic) size.
14 See, for example, Sanov's theorem in Dembo and Zeitouni (1993 Given this correspondence, together with the well-known distributional properties of likelihood ratios, 15 it is natural to ask at this point why not simply use these more standard test statistics? The key here is the role of the industry size n i , which constitutes the relevant sample size in such testing procedures. Observe in particular from equation (8) that the negative log likelihood ratio, Ϫ ln , depends linearly on the sample sizes. So by doubling the size of an industry, one necessarily doubles the negative log likelihood ratio, and hence the weight of evidence for localization (that is, against complete dispersion). This would make perfect sense if one were observing a single industry i growing proportionally over time-where successively larger sample sizes would indeed add strength to the hypothesis that the realized sample distribution p i is close to the underlying statistical population of establishments for industry i. However, when comparing different industries, this tends to give undue weight to larger versus smaller industries. In particular, ubiquitous industries with large numbers of establishments across all regions can in fact appear significantly more localized than small industries that are concentrated in only a few regions. 16 Hence, it is our view that in order to be comparable across industries, an index of localization should be independent of sample size, as is the case for our D-index. However, it should also be noted that sample size continues to play a statistical role, and in particular that (as shown in section III below) larger sample sizes yield tighter confidence bounds on the true value of D.
D. Spatial Decomposition of the D-Index
Like all relative-entropy indices, our D-index is definable with respect to any finite (measurable) partition of the sample space. Moreover, it is well known that there exists a powerful decomposition relation between the values of such indices for nested partitions of the sample space. 17 It is to be stressed, however, that though decomposability of relative entropy itself is not new, its application to the regional decomposition of localization indices is new. 18 As we have attempted to show, this technique is particularly useful for identifying the geographic structure of localization, and for studying how this structure changes over time.
In the present case, suppose that the set of regions, R, is partitioned into M (Ͻ R) bundles of regions, where the mth bundle, R m , is composed of R m regions (⌺ mϭ1 M R m ϭ R). Then the conditional probability that an i-establishment in mth regional bundle is located in region r ʦ R m is given by
and, similarly, the conditional probability under the reference distribution is given by
where q im and q 0m are the marginal probabilities that an establishment is located in the mth regional bundle, that is, q im ϭ ⌺ rʦRm p ir and q 0m ϭ ⌺ rʦRm p 0r . Using these relations, we can rewrite D(p i ͉p 0 ) as follows:
where p i͉m ϭ (p ir͉m : r ʦ R m ) and p 0͉m ϭ (p 0r͉m : r ʦ R m ). The first term in the right-hand side shows the D-index among the regional bundles, and the second term represents the weighted average of D-indices within each regional bundle. In other words, the D-index for all regions can be decomposed into those representing the localization among and 15 It is well known that the statistic Ϫ2 ln is asymptotically chi-squared distributed with R Ϫ 1 degrees of freedom, and hence provides a well-defined statistical test of the null hypothesis p i ϭ p 0 .
16 For the Japanese case in particular, there is a strong negative correlation (Spearman's rank correlation of Ϫ0.66) between the number of establishments and the D-index for three-digit manufacturing industries. So more ubiquitous industries do indeed tend to have larger numbers of establishments. 17 Studies of the decomposability properties of entropy measures in information theory date back to the seminal work of Kullback (1959) [as summarized in Cover and Thomas (1991) ], and were first introduced into economics by Theil (1967) . It was later shown by Bourguignon (1979) and Shorrocks (1980 Shorrocks ( , 1982 Shorrocks ( , 1984 that these decomposability properties essentially characterize entropy (that is, are uniquely exhibited by a somewhat more general class of entropies). A systematic survey of this work can be found in Brülhart and Traeger (2005) . See also Salas (2002) for a recent survey.
18 A notable exception here is the work of Brülhart and Traeger (footnote 8 above), who have independently used the same decomposition techniques to compare industrial concentrations both within and between 16 countries of western Europe.
within regional bundles. As in equation (5), the estimate of D is obtained by
where q im ϭ ⌺ rʦR m p ir and p ir͉m ϭ p ir /q im .
III. Large-Sample Properties of the D-Index
As was discussed in section II B, the D-index should provide a sharp estimate of the true divergence between p i and p 0 when the number of establishments, n i , of industry i is large. But even when industries are large, there is always the question whether the degrees of localization among industries are significantly different. To answer such questions it is necessary to take sample sizes explicitly into account, especially when size differences between industries are great. Hence the objective of this section is to show that the D-index D(p i ͉p 0 ) has an asymptotic normal distribution which allows the sample size n i to be reflected in an explicit way. We should note here that the basic asymptotic normality property of entropy measures follows from more general results (see footnote 23 below). However, the present sharper form allowing zero values (theorem 1 below) appears to be new. Moreover, though the confidence intervals and hypothesis tests derived from these asymptotic results are quite standard, the present application of these results to questions of spatial localization is new. 19 We first establish in section III A that D(p i ͉p 0 ) is asymptotically normally distributed. In section III B we then derive the confidence interval for the true level of localization, D(p i ͉p 0 ), and illustrate the accuracy of this normal approximation in terms of a few numerical examples. Finally, in section III C, we operationalize procedures for testing both the presence of localization in individual industries and differences in the degree of localization between a pair of industries.
A. Asymptotic Distribution of the D-Index
To begin, observe that the identity ⌺ rϭ1 R p ir ϭ 1 implies that there are only R Ϫ 1 free parameters in the distribution p i . 20 Hence to analyze this distribution it is essential to choose an explicit set of free parameters. Here we simply drop the last parameter, p R , and now represent the distribution as an (R Ϫ 1)-dimensional vector,
where by definition p R ϭ 1 Ϫ ⌺ rϭ1 RϪ1 p ir . If we also represent the reference distribution by an (R Ϫ 1)-dimensional vector
with p 0R ϭ 1 Ϫ ⌺ rϭ1 RϪ1 p 0r , then it follows that D(p i ͉p 0 ) can be equivalently written in terms of this new parameterization as
Moreover, for any fixed n i , there is also a linear dependence between the numbers of establishments (N ir : r ϭ 1, . . . , R). Hence, in a similar manner, we now drop the last number, N iR , and represent the establishment frequencies for industry i by an (R Ϫ 1)-dimensional random vector,
where again by definition N iR ϭ n i Ϫ ⌺ rϭ1 RϪ1 N ir . In these terms, it follows from our random-sampling assumption that the random (R Ϫ 1)-vector N i is multinomially distributed with mean vector n i p i and (R Ϫ 1)-square covariance matrix
where diag(p i ) is the diagonal matrix with elements p i . 21 By the multinomial extension of the normal approximation to the binomial, it is well known that the corresponding (R Ϫ 1)-vector of probability estimates,
converges in law to an (R Ϫ 1)-variate normal distribution [see, for example, Wilks (1962) ], and in particular that 21 This implies in particular that for all r, s ϭ 1, . . . , R Ϫ 1 we have var(N ir ) ϭ n i p ir (1 Ϫ p ir ) and cov(N ir , N is ) ϭ Ϫn i p ir p is . In addition, the variance of N iR and the covariance between N iR and N ir for r ϭ 1, 2, . . . , R Ϫ 1 are given by
where z is a (R Ϫ1)-vector with all elements equal to 1.
where
In addition, it is well known that for any totally differentiable function g, if the gradient ٌg(p i ) is nonzero at the true distribution p i , then the corresponding estimate g(p i ) of g(p i ) is also asymptotically normally distributed [see, for example, Rao (1973) ], and in particular that
with covariance given by
In the present case, D(p i ͉p 0 ) is a totally differentiable function 22 of p i with gradient given by
where it follows from equation (16) that for all r ϭ 1, . . . , R Ϫ 1,
Hence it follows in particular that when p i p 0 , 23
with variance given in terms of equations (21), (24), and
To gain further insight into the nature of this limiting distribution, consider the behavior of the variance as p i 3 p 0 . In the limit, when p i ϭ p 0 , it is clear from equation (25) that the gradient reduces to the zero vector, and hence from equation (27) 
when testing hypotheses about the mean D (p i ͉p 0 ). However, in view of the exponential rate of convergence of p i to p i (mentioned above), this estimate turns out to yield a good approximation even for rather small sample sizes. Finally, it is important to note that a problem arises if p ir ϭ 0 for one or more components r ϭ 1, . . . , R Ϫ 1. This is seen already in the asymptotic distribution of the expression (20), where the estimated covariance matrix ⌺(p i ) becomes singular. In fact, it turns out that each component r of p i with p ir ϭ 0 can simply be dropped from the estimation of variance in equation (29). If we now let 
where ٌ r D(p i ͉p 0 ) is given by equation (25), and where ⌺ rs (p i ) ϭ Ϫp ir p is for all distinct regional pairs r and s, with
It is important to notice here that the true distribution, p i , need not have zero components. If all are positive, then for large n i one will have p i ϩ ϭ {1, . . . , R Ϫ 1} with probability approaching 1.
B. Confidence Intervals for the True D-Index
Given the general result in the previous section, observe first that if (p i ͉p 0 ) ϭ ͌ 2 (p i ͉p 0 ), then for any ␣ ʦ (0, 1), the (large-sample) 100(1 Ϫ ␣)% confidence interval for D(p i ͉p 0 ) is given by 22 If one or more components of p i are zero, then special care must be taken in defining the appropriate region of differentiation (to be explained below). 23 This asymptotic normality result is in fact an instance of more general results obtained by Thistle (1990) (that is, the limiting case of his Theorem 3 as ␤ 3 0).
where z ␣ is the critical ␣-value for N(0, 1). Notice in particular, that for any confidence level, the associated confidence intervals become tighter as n i increases. Hence the effect of increasing the number of establishments is to sharpen confidence about the true value of localization for industry i. Notice also, from equation (28) above, that for observed values of p i close to p 0 , the standard deviation (p i ͉p 0 ) in equation (32) will be very small, thus yielding very tight confidence bounds. So, even for small sectors, it may be possible to detect slight deviations from complete spatial dispersion.
To illustrate the accuracy of this approximation, the histogram in figure 1 shows 1,000 simulated draws from the sampling distribution of D(p i ͉p 0 ) for a simple example with n i ϭ 100, R ϭ 4, p 0 ϭ (0.3, 0.1, 0.2, 0.4), and p i ϭ (0.1, 0.2, 0.4, 0.3).
Hence even for a relatively small sector of 100 establishments, the normality of this sampling distribution is evident. The middle OE shows the location of the true value of D(p i ͉p 0 ) (ϭ 0.2197) for this example. Here we focus on the standard case of ␣ ϭ 0.05 with associated 95% confidence interval given by (26) and (27)] fails to hold under the null hypothesis that p i ϭ p 0 . Of course, any of a host of other tests (such as the likelihood ratio test or chi-squared goodnessof-fit test) could easily be applied here (refer to section II C). But for our present purposes, the null hypothesis of complete spatial dispersion in equation (2) is not of much interest by itself. 25 Rather, it is meant to serve as a benchmark against which the relative dispersion (or relative localization) between industries can be compared. 
The P-value for this one-sided test is then given by
where ⌽ represents the cumulative distribution of a standard normal random variable. As an illustration of this test, consider a second example with the same four regions as in the first example, so that again p 0 ϭ (0. 25 For the Japanese manufacturing to which we apply our D-index in section IV, there is no industry i for which the null hypothesis p i ϭ p 0 cannot be rejected under the likelihood ratio test (refer to footnote 15). ments are given respectively by n i ϭ 1,000 and n j ϭ 500, so that both industries are still fairly small. 26 Here, for a test of size ␣ ϭ 0.05, the results of 1,000 simulated samples produced an estimated power of 0.946 (that is, the null hypothesis was correctly rejected 94.6% of the time). In addition, the estimated size of this test under the null hypothesis, p i ϭ p j , was ␣ ϭ 0.055. 27 So again, the normal approximation continues to be working well here.
Finally, it should again be emphasized that the above testing results are based on the strong assumption of independent random sampling. However, it is important to note that in the presence of positively correlated location patterns between industries i and j, the present testing procedure errs on the conservative side. In particular, if it can be concluded under independence that industry i is significantly more concentrated than industry j, then this conclusion will continue to hold in the presence of positive correlation (colocalization tendency of the two industries). To see this, it is enough to observe that if D(p i ͉p 0 ) and D(p j ͉p 0 ) were positively correlated, then a proper estimate of the variance in equation (34) would be obtained by subtracting a positivecovariance term from the right-hand side (yielding a smaller estimated variance). This in turn would increase the second term on the right-hand side of equation (35), resulting in an even smaller P-value. Hence, if differences in D-indices are significant under independence, they will be even more significant in the presence of positive correlation.
IV. Localization of Industries in Japan
In this section, we apply our D-index to private manufacturing industries in Japan at the three-digit level. 28 In section IV A, we present the D-index based on economic areas 29 evaluated at the county level. 30 This D-index is then decomposed in section IV B into parts explained by localization at various regional levels (involving bundles of counties). We also examine changes in the localization levels of industries between 1981 and 1999, in section IV C. Finally, our D-index is compared with Ellison and Glaeser's raw index G in section IV D. Figure 2 shows the distribution of D-values for three-digit manufacturing industries within the nation in 1999. Note that the D-values for almost all individual manufacturing industries (96%) are greater than that for manufacturing as a whole (with D-value 1.11). Moreover these differences are all quite significant in terms of the P-values in equation (35) . 31 This is mainly due to the fact that though manufacturing as a whole is quite dispersed, individual industries tend to be concentrated in a small number of regions, reflecting regional specialization of these industries. But as already noted, 32 those industries at the low end of the scale tend to have the largest number of establishments, and hence contribute substantially to aggregate manufacturing as a whole. Table 1 lists the most localized and ubiquitous three-digit industries (with more than 100 establishments) at the na-26 For the case of Japan, the average and median numbers of establishments for three-digit industries are 4,692 and 1,941, respectively. The industry at the 10th percentile point has 105 establishments. It is to be noted, however, that those industries with small numbers of establishments are rather specialized. The smallest 10% (17 industries) include the tobacco industry, eight arms-related industries, and two heavily naturalresource-oriented industries (coke and briquette manufacturing). Thus, most market-oriented private industries have fairly large numbers of establishments at the three-digit level. 27 To estimate the true size of this test, we set p i ϭ p j ϭ (0.1, 0.4, 0.2, 0.3) and sampled 1,000 values of both p i and p j from this common distribution [yielding 1,000 samples of the test statistic D(p i ͉p 0 ) Ϫ D(p j ͉p 0 )]. For the rejection region of size ␣ ϭ 0.05 based on normal theory, our estimate ␣ was simply the fraction of times that this test statistic fell in the rejection region, that is, the fraction of time that the true null hypothesis, p i ϭ p j , was rejected. 28 The establishments and employment data used in this section are classified according to the Japanese Standard Industry Classification (JSIC) taken from the Establishment and Enterprise Census of Japan (Japan Statistics Bureau, 1981 Bureau, , 1999 . In addition to three-digit classification, we also consider two-digit classification later in this section. 29 The economic area is obtained by subtracting the forest, undeveloped area, lakes, and marshes from the total area of a county [data source: Statistical Information Institute for Consulting and Analysis (1998)]. The total economic area is 120,205 km 2 , equivalent to 31.8% of the total area in Japan. The size of the economic area in a county varies from 0.47 km 2 to 720.38 cm 2 with an average of 37.21 km 2 .
A. Localization within the Nation
As pointed out by one of the referees, economic area is to some extent an endogenous variable. For instance, forest may be converted to industrial area. But 70% of Japanese land was covered by forest in 1998, and for our purposes it seems reasonable to assume that the forest continues to cover large portion of Japanese land at the present time.
It should also be noted that several alternative definitions of economic area might be appropriate, depending on the objectives of a study. But the validity of our D-index itself is independent of any particular definition of economic area. 30 County here is equivalent to shi-ku-cho-son in the Japanese Census. County boundaries are as of October 1, 2001. The number of counties in Japan is 3,363. 31 This is most evident in figure C1 of Appendix C below, where it is seen that all but the smallest differences in D-value rankings are significant at the 1% level. 32 Refer to section II C and footnote 16. 34 Notice also that (as already suggested in section III C) the estimates of the D-indices for ubiquitous industries appear to be quite sharp. Regional resource endowments seem to play an important role in determining the location of industries. For instance, lacquer ware (JSIC346) is concentrated in regions that are endowed with abundant sumac trees. Similarly, the concentration of pottery (JSIC254) in Toki and Tajimi (Gifu prefecture) and Seto (Aichi prefecture) can be explained by the availability of high-quality clay.
In contrast to these industries, the apparel-related industries (JSIC154, 232, 241, 243, 244, 249) and publishing-and printing-related industries (JSIC192, 199, 34C) are highly localized in the largest metro areas, Tokyo, Osaka, and Nagoya. Hence agglomeration economies based on demand/production externalities may be more relevant in these cases. 35 When production externalities are industry-specific (such as knowledge spillovers of specially skilled workers), the location of industrial concentrations may be determined almost completely by historical accident. The most localized industry, leather gloves and mittens (JSIC245), is mostly concentrated in three small counties, Hikita, Shiratori, and Ohuchi (Kagawa prefecture) with a total population of only 38,000. Together these three counties account for more than 90% of all leather glove manufacturing in Japan. Similarly, a small town called Sabae (Fukui prefecture) with only 65,000 inhabitants accounts for more than 90% of all frames for eyeglasses [classified in ophthalmic goods (JSIC326)] manufactured in Japan (and in fact, 20% in the world). But, in both of these cases, there are no strong reasons other than historical why such dramatic industrial concentrations should be found in these locations.
Finally, plant-level scale economies may also lead to high localization of industries. This is well illustrated by the case of petroleum refining (JSIC211) along the Pacific coast. Turning next to ubiquitous industries, transport costs seem to play a major role in the dispersion of industrial activities. Livestock products (JSIC121) and bakery and confectionery products (JSIC127) are perishable products subject to high transport costs. Alcoholic beverages (JSIC132) such as beer are typical weight/bulk-gaining industries. Thus, their location follows distribution of consumers. The location patterns of industries supplying household products (JSIC308, 347) can be understood similarly.
The ubiquity of cement and its products (JSIC252), may be due to Japan-specific policies promoting government spending on construction of ubiquitous public facilities and roads. 36 Similar arguments can be made for the ubiquity of sawing and planing mills and wood products (JSIC161), sliding doors and screens (JSIC173), and fabricated constructional and architectural metal products (JSIC284).
The localization tendencies above are all in terms of three-digit industrial classification, but similar properties are also observed at the two-digit level. As shown in table 2, 37 all sectors except two exhibit higher localization than manufacturing (D Ͼ 1.11). 38 Notice also that at both extremes, that is, the most localized and the least localized two-digit sectors, the average D-values of their three-digit subsectors are much higher [all are significantly different from those of the corresponding two-digit sectors according to the P-values in equation (35)]. These observations suggest that localizations of sectors and their subsectors tend to have different spatial extents: each county tends to be specialized in only a few three-digit subsectors, and those counties with subsector specializations in the same twodigit sector tend to be close in space, thus forming larger regions specialized in these two-digit sectors. For instance, Aichi prefecture has a pair of counties which are among the ten counties with largest concentrations of establishments in structural clay products (JSIC253) and another pair in pottery and related products (JSIC254), both of which belong to the same two-digit sector of ceramic, stone, and clay products (JSIC25).
Aside from regional specialization, however, higher Dvalues for disaggregate industries may in part be due simply to industrial classifications which sometimes group industries together that are governed by very different locational determinants. For instance, the fifth most concentrated twodigit sector is precision instruments and machinery (JSIC32), which contains ophthalmic goods (JSIC326), localized in Sabae as mentioned above. In addition, however, this same sector also contains watches, clocks, and clockworkoperated devices and parts (JSIC327), which has no strong economic linkages with ophthalmic goods (JSIC326).
B. Spatial Decomposition of the D-Index
In this section, we develop a hierarchical decomposition of the D-index utilizing equation (13). Starting with counties as our basic geographic units (3,363 in total), we construct a more economically meaningful aggregate unit, called a metro area. Each metro area consists of a set of counties representing the employment area for a common business core. 39 Based on this definition, we identified 359 metro areas for the year 2000. 40 Within each metro area we then identified those constituting the business area, and 36 However, the ubiquity of cement-related industries may also be partly explained by the ubiquity of lime in Japan. 37 Again, ordnance and accessories (JSIC33) is excluded from the list because it has only 29 establishments. The D-value for this industry is 5.43. 38 The size of the 99% confidence band for each industry is smaller than 0.001. 39 Derivation of metro areas is based on the urban employment area (UEA), developed by Kanemoto and Tokuoka (2002) , which aggregates counties on the basis of commuting patterns, and is comparable to the core-based statistical area (CBSA) of the United States. Whereas their definition of the UEA requires that the central county of a metro area should have a so-called densely inhabited district [defined in the Population Census of Japan (Japan Statistics Bureau, 2000) ] with more than 10,000 population, the threshold population size in our definition is 5,000. But the basic result is not affected by the choice of the threshold. 40 It should be noted, however, that our D-index values for these metro areas are based on 1999 employment data. designated all others as the residential area. 41 Finally, at a higher level, we defined the set of all counties in metro areas (2,485 in number) to be the urban area for Japan, and designated the set of all other counties (878 in number) as the rural area. Table 3 summarizes the contribution of each level in this hierarchy to the D-index for manufacturing industries at the one-digit, two-digit, and three-digit levels (where by definition the one-digit level corresponds to all manufacturing).
To illustrate how these values are obtained, it is convenient to focus on the higher-level decompositions only. For any manufacturing industry i (at either the one-, the two-, or the three-digit level), the first decomposition of D with respect to the urban-rural partition can be written as
where q i ϭ (q i,urban , q i , rural ) now denotes the observed urbanrural distribution of industry i, and where p i͉urban and p i͉rural denote the observed conditional distributions of industry i across the counties in the urban and rural areas, respectively. This can be extended to a second level of decomposition by considering the metro-area partition defining the urban area. If these metro areas are enumerated as m ϭ 1, . . . , M, then the term D(p i͉urban ͉p 0͉urban ) can be decomposed further as follows:
where q i͉metro ϭ (q im : m ϭ 1, . . . , M) now denotes the observed distribution of industry i across metro areas, and p i͉m denotes the observed conditional distribution of i across the counties in metro area m.
To evaluate this decomposition, it is convenient to focus on all manufacturing (one-digit level), where i denotes the single aggregate manufacturing industry. Here the betweenurban-and-rural share of the D-index is given in terms of equations (36) and (37) by
and similarly, the within-rural share is given by
The within-urban share then consists of the remainder:
This last share can be further decomposed as in equation (37). Here the among-metro share is given by
and the within-metro share is given by
Lower-level (that is, finer) decompositions can be obtained in a similar manner. At all industry aggregation levels, localization among metro areas explains nearly half of the D-value. Notice however that localization within metro areas is also fairly large. In addition, notice that as the industry classification becomes finer, the average shares of concentration within business areas as well as within residential areas increase, while the average shares between business areas and residential areas decrease. Because the average D-value increases as classification becomes finer (1.1, 1.9, and 2.9, respectively, for one-digit, two-digit, and three-digit industries), the decrease in average shares between business areas and residential areas shows that this increased localization is 41 Business areas were constructed by first ranking counties by their numbers of establishments, and then choosing the highest-ranked counties constituting 70% of all establishments. not simply attributable to greater concentration in business areas. In fact, the increased shares both for within business areas and for within residential areas show that this distinction itself is less clear for finer classifications of industries. Now, let us look across three-digit industries at the relationship between the D-value and its regional components. Table 4 shows the correlation 42 between the log of the D-index and its corresponding shares for various decomposition levels. Observe that the share of concentration among metro areas and that within business areas are both positively correlated with D. This reflects the fact that more localized industries are found not only in fewer metro areas, but also in fewer counties within the corresponding business areas.
This localization pattern can also be seen in relationship between the population size of a metro area and the degree of localization of industries found in that metro area. Figure  3 plots the highest, median, and lowest D-values for all industries located in each metro area against the population size of that metro area. 43 The correlations of these three values with the log of population size of a metro area are 0.52, 0.20, and Ϫ0.31, respectively. The plot roughly suggests that a larger metro area attracts both more localized and ubiquitous industries, whereas smaller metro areas tend to contain mostly ubiquitous industries. This, in turn, is roughly consistent with Christaller's (1933) well-known hierarchy principle of industrial locations, namely, that industries present in a given metro area are also present in all the larger metro areas. 44 
C. Changes in the Industrial Localization over Time
In this section, we look at changes in the degree of localization of three-digit manufacturing industries in Japan between 1981 and 1999. Because this industrial classification has been disaggregated for most sectors between these two periods, we have attempted to reconcile the two classifications by aggregating the 1999 classification to that of 1981, resulting in 148 industries. The D-index of manufacturing as a whole decreased by more than 10% during this period. Among individual industries, D-values decreased for 63% of these industries (refer to figure 4). 45 As depicted in figure 5 , an increase in D appears to be associated with an increase in the share of concentration among metro areas (with correlation of 0.39, significant at the 1% level). No other changes in shares were found to be significantly related to changes in D. This result suggests that changes in the localization of industries take place mainly at the level of metro areas.
D. Comparison with Ellison and Glaeser's G
Finally in this subsection, we compare our D-index with the widely used G-index of localization proposed by Ellison and Glaeser (1997) . In particular, if we now let E ir denote the employment level of industry i in region r (rather than the number of establishments), and let the total employment 42 These product-moment correlations are all significant at the 1% level. 43 Population data are taken from the Population Census of Japan (Japan Statistics Bureau, 2000) . 44 See Mori, Nishikimi, and Smith (2003) for a formal test of this principle. 45 All changes in the D-index are significant at the 1% level. Note that D-index values are likely to be positively correlated between time periods, so that (as mentioned at the end of section III C) this level of significance may even be conservative. 
where s i ϭ (s ir : r ʦ R) and x ϭ (x r : r ʦ R). It should also be noted here that the popular index ␥ proposed by Ellison and Glaeser (1997) is based on G. More precisely, ␥ extends G to include establishment-size effects within each industry. Unfortunately, because establishmentsize data are not publicly available in Japan (as well as in many other countries), we can make empirical comparisons of D only with G, and not with ␥. However, it should be emphasized that the basic measure of localization in ␥ is still given by G, and in fact that there is often little practical difference between the two. To see this, let S ϭ ⌺ r x r 2 denote the regional employment-diversity index, and for each industry i with establishment sizes (M ij : j ϭ 1, . . . , m i ), let
denote the establishment-size-diversity index for i. Then the ␥-index for industry i is defined by 46
where Figure 6 depicts the relationship between values of the G and our D for all three-digit manufacturing industries in 1999. It is not surprising that these indices exhibit substantial disagreement on a case-by-case basis, given the fundamental difference between their implicit notions of "localization." Although they do have a fairly high positive correlation (0.5 between log G and D), it should be emphasized that this does not imply similar behavior of the two indices (see Appendix A for details).
One reason for this positive correlation in the Japanese case may be that more localized industries (in terms of D) tend to have smaller employment shares, as seen in Figure  7 . 49 Also recall (section II B; see also Appendix A) that for a given regional employment distribution within an industry, smaller total employment levels yield higher degrees of localization according to the G-index. It is this relation between employment shares and degrees of localization for the G-index that appears to be creating this positive correlation. However, though the D-value is independent of the size variation of industries, the ordering of G-values for 46 See Ellison and Glaeser (1997) . 47 This is seen most easily when all firms in industry i are of exactly the same size, so that H i ϭ m i (1/m i ) 2 ϭ 1/m i Ϸ 0. More generally, simple continuity considerations suggest that this will continue to hold so long as E i is very large compared to any single M ij .
48 Empirical evidence for this can be found in the paper by Ellison and Glaeser (1997) itself. For example, the orderings of G and ␥ for the 15 most localized industries in their table 4 are identical. Moreover, though this is less evident for the 15 most ubiquitous industries shown in the same table, these values of ␥ are all so close to 0 that their actual ordering can be expected to be unstable. 49 The (product-moment) correlation between D and the log of employment share is Ϫ0.75. Here it turns out that D and G differ in all three dimensions: not only are their functional forms different, but also their industry-size distributions (i-establishment shares p ir for D versus i-employment shares s ir for G), and their regional reference distributions (economic area shares p 0r for D versus total employment shares x r for G). One referee described this as comparing "apples with oranges." So why not construct a range of intermediate indices by modifying either D or G (or both) to yield pairs of indices that are more comparable? For example, to achieve greater comparability with respect to dimensions 1 and 2 above, one might modify G to involve comparisons of p ir with p 0r [that is, GЈ ϭ ⌺ r (p ir Ϫ p 0r ) 2 ], or modify D to involve comparisons of s ir and x r [that is, DЈ ϭ ⌺ r s ir ln(s ir /x r )]. Such modifications are certainly of interest, and may ultimately help to clarify the relationships between these different dimensions. But for our present purposes, we choose not to attempt such an ambitious program.
V. Concluding Remarks
In this paper we have developed a D-index of industrial localization based on the Kullback-Leibler divergence. This measure not only has a natural interpretation in terms of relative likelihoods, but also has a simple asymptotic normal distribution theory that allows the construction of both confidence bounds on the degree of localization for individual industries and tests of the relative degree of localization between industries. As shown in section IV C, this testing procedure can also be applied to detect temporal changes in the degree of localization for individual industries.
Given these advantages of the D-index, it is important to emphasize that it does have certain limitations. First, with respect to the random sampling framework used to motivate this index, it should be clear that actual industrial location behavior is in fact a dynamical process in which the location of any new establishment tends to depend quite heavily on the locations of existing ones. 50 Moreover, given the prevalence of multiplant firms, our independence assumption for plant locations is at best a convenient fiction. In particular, this implies that our proofs of asymptotic normality for D [see equations (4), (5)] may not hold. However, it should be emphasized that asymptotic normality itself is much more robust, and hence that our hypothesis tests may still be reasonable as long as dependences between establishment are not too strong. 51 Finally, because no explicit geographic relationships among regional units are embodied in D, this index can at best give only a limited indication of the actual spatial extent of localization (as illustrated in section IV B above). For example, concentrations of establishments in contiguous counties may yield the same D-values as concentrations in widely separated counties. Hence, although the former suggests the possibility of a larger geographic concentration of establishments, this can only be captured by appropriate spatial decompositions of D. Such issues are more appropriately addressed by models at the establishment level, where modifiable areal unit problems do not arise [as for example in Duranton and Overman (2005) and Marcon and Puech (2003) ].
50 This is one of the issues first dealt with by Ellison and Glaeser (1997) . 51 For example, the case of within-multiestablishment dependences can be handled within the current asymptotic framework so long as there is a bound m on the number of establishments within each multiestablishment firms. For then, by ordering establishments by multiplant firm, the resulting sequence can be regarded as m-dependent, so that the estimates p i ϭ (p ir ) are still asymptotically multinormally distributed [for a spatial version of this result see, for example, Smith (1980) ]. More generally, asymptotic normality continues to hold as long as dependences between establishments are not too strong [see, for example, Doukhan (1994) ]. 
Regional Diversity Effect
Difference in industrial diversity among regions can lead to ambiguities in the interpretation of the G-index. 53 In particular, whereas large metro areas like Tokyo tend to have greater employment in each industry than do small metro areas, the employment shares of individual industries tend to be smaller in large metro areas simply because of the greater industrial diversity in those areas. Hence, indices based on relative concentration, such as G, tend to undervalue the localization of industries in large metro areas, even when their absolute levels of employment are quite high.
To see this, consider the following core-periphery system of two regions, where the core region has both manufacturing and agriculture, while the periphery has only agriculture (as illustrated in figure A1 ). Here, manufacturing is a localized sector (of size 1 Ϫ q, where 0 Ͻ q Ͻ 1) completely concentrated in region B, whereas agriculture is a ubiquitous sector (of size q) uniformly distributed over the two regions. But under index G we have G localized ϭ 1 2
(1 Ϫ q) 2 and G ubiquitous ϭ 1 2 q 2 , where the subscripts denote the localized manufacturing sector and ubiquitous agricultural sector, respectively. Hence G ubiquitous Վ G localized if q Ս 1 2 , and it follows that when the ubiquitous sector is relatively small, the G-index always evaluates this sector as more localized than the localized sector. Thus, by ignoring the spatial aspects of employment distributions, it is possible that spatially concentrated sectors can appear to be more dispersed than spatially ubiquitous sectors under the G index.
It should also be noted that this same example can be applied to the ␥-index of Ellison and Glaeser. For if we assume (not unreasonably) that there are a large number of small ubiquitous farms and a large number of small clustered manufacturing establishments in region B, then (as argued in section IV D above) the ordering of ␥ and G should be the same in this case.
Note finally for this example that if the reference distribution in our D-index is replaced by regional employment shares [that is, if D(p i ͉p 0 ) is replaced by D(s i ͉x)], then it can be easily verified that D localized ϭ 0 and D ubiquitous ϭ log (2) for any choice of q. So the same problem arises, and it is clear in this case that it is the choice of reference distributions (and not the measure of deviation) that is creating this anomaly. 52 Another popular measure is the locational Gini coefficient [see, for example, Krugman (1991) ], which is basically the sum of the difference between the cumulative share of industry-specific employment ⌺ vՅr s iv and that of total employment ⌺ vՅr x iv for each region r, where regions are ordered by the ratio s ir /x r . 53 In 1999, the most diverse metro area in Japan was Tokyo, with positive employment in 157 three-digit manufacturing industries out of the total of 166; the least diverse was Kamifurano, with only 10 industries.
Industry Size Effect
Next, we examine the effect of industry size on alternative indices of localization. Again consider an economy with two regions and two industries. Suppose that each industry is relatively concentrated in a different region, and that the interregional distribution of employment is symmetric between the two, that is, that each region has the same share of total employment in its specializing industry. Specifically, let the total employment for industry 1 [2] be given by q [1 Ϫ q], where 0 Յ q Յ 1. In addition, let the share of region A [B] in the employment for industry 1 [2] be given by p, where 0 Յ p Յ 1 (as summarized in table A1). Note that the regional shares of employment for the two industries are symmetric (that is, region A has a share p of industry 1, and region B has the same share p of industry 2).
The values of G for industries 1 and 2 are given respectively by G 1 ϭ 2(2p Ϫ 1) 2 (1 Ϫ q) 2 and G 2 ϭ 2(2p Ϫ 1) 2 q 2 . Here it can readily be verified that G 1 Ͼ G 2 if p . Hence, unless employment for each industry is evenly distributed across regions, the smaller industry is always evaluated as more concentrated. As discussed above, this example gives a dramatic illustration in which the total employment distribution is always closer to that of the larger industry, thus making that industry appear more ubiquitous. 54 Note finally that the argument for ␥ made in the last example again shows that if both industries have a large number of small firms, then the ordering of ␥ and G should be the same, so that ␥ tends to exhibit the same problem.
More generally it should be emphasized that size variations among industries may be due to fundamental structural differences between these industries, such as production technology or market structures. Hence it is our view that indices of industrial localization should not depend on such industry-specific characteristics. In particular, our D-index is independent of sector size (and in the example above we have . Hence relative specialization influences the degree of localization. More specifically, even if the interregional distribution is symmetric for industries i and j (as in this example), if the region where industry i is localized is relatively more specialized in i than the other region is in j, then industry i is evaluated to be more localized than j. Hence for the D-index, this choice of reference distributions can in some cases create a confusion between the degree of specialization for industries and their degree of geographic concentration.
APPENDIX B

Proof of Theorem 1
From the derivation in section III A, we know that for large n i , the (21) and (25) 
54 Though this problem with the G-index is most evident when one industry is large relative to total manufacturing, the same problem persists for finer industrial classifications as well. One way to see this statistically is to imagine cases in which the employment of each industry is drawn from the same regional "population distribution," so that industries differ statistically only in terms of their sample size. Then the law of large numbers tells us that larger industries (samples) can be expected to resemble the population distribution more closely than smaller industries (samples). 55 For details of L'Hospital's rule, see, for example, Bartle (1976 Notice that at both of these regional levels, most industries are quite distinguishable in terms of their degree of localization. This is mainly due to the large sample sizes (industry sizes), which yield sharp confidence bounds on individual D-values. 56 It should be noted that because the limit of r (x) is well defined and bounded for any subset of x approaching 0, the above argument is directly extendable to the case of multiple zero components. 57 There are 47 prefectures in Japan.
APPENDIX C
Interindustry comparison of localization degrees
FIGURE C1.-TEST OF THE DIFFERENCE IN LOCALIZATION DEGREES BETWEEN INDUSTRIES: (A) COUNTY LEVEL; (B) PREFECTURE LEVEL
