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Introduction
In 2017 Rainer Weiss, Barry C. Barrish and Kip S. Thorne won the Nobel Prize in Physics
"for decisive contributions to the LIGO detector and the observation of gravitational waves",
opening a new era in the astronomical observations. Gravitational-wave detectors around the
world are interferometers with a Michelson conguration and, nowadays, they are LIGO in
USA, Virgo in Italy, GEO 600 in Germany and soon KAGRA in Japan. Gravitational waves
are deformations of the space-time produced by accelerated masses, that can be detected as
a small change in the interference conditions of these sophisticated instruments. However,
even enormous astronomical events, like a merging of a binary black hole system, produce an
incredibly small length dierence between the two arms of the interferometer of the order of
10−18m, so that the interferometer signal is dominated by a great number of noise sources. The
main goal of all the collaborations involved in the detection of gravitational waves is to reduce
as much as possible the noise in order to observe more events. Currently, the most limiting
noise source in the frequency range of maximum sensitivity of the interferometers (30-500 Hz)
is the thermal noise produced inside the coatings of test-mass mirrors. Coatings are made
by alternating amorphous layers of TiO2-doped Ta2O5 and fused SiO2 and the former is the
most problematic material. Thermal noise arises from mechanical dissipations of energy due
to structural relaxations, which, from recent studies, appear to involve the motion of groups of
atoms constitued by 10 to 20 units. The eort spent in reducing the coating thermal noise is
focused on blocking as many as possible of these structural relaxation paths. Among the possible
ways to do it, there is a slight modication of the structure of the currently used amorphous
material (by inducing the presence of a small amount of nanocrystals) or by studying new
materials with better properties that can substitute them. In this thesis work we perform a
preliminary investigation devoted to those two lines as part of the Virgo collaboration. In
particular, we investigated the crystallization kinetics of 500nm-thick lms of Ta2O5 fabricated
by ion beam sputtering and we fabricated and characterized thin lms of amorphous SiC as a
potential candidate material to substitute TiO2-doped Ta2O5 in next-generation gravitational-
wave detectors.
In the rst chapter, 1, there is a general introduction to gravitational waves, followed by
a description of gravitational-wave detectors and of noise sources that aect these kind of
measurements. The chapter continues with a discussion about the origin of thermal noise in
mirror coatings and about ideas on how to reduce it. At the end, the relation between thermal
noise and mechanical properties of materials is explained and the method to measure thermal
noise is described.
In the second chapter, 2, a study of the crystallization kinetics of amorphous Ta2O5 thin lms
produced at LMA by ion beam sputtering is carried out. The chapter begins with an overview of
the crystallization mechanism of amorphous materials and continues with a general description
of x-ray diraction. These elements will help in the understanding of the experimental procedure
utilized to investigate the crystallization kinetics and of the data analysis carried out.
3
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In the third chapter, 3, there is a general overview of thin lm deposition techniques, followed
by the description of the setup used to produce thin lms of a-SiC by magnetron sputtering at
Laboratori Nazionali di Legnaro (LNL), which are laboratories of Istituto Nazionale di Fisica
Nucleare (INFN). Finally, a detailed characterization of the produced samples, togheter with a
description of the experimental techniques used is given.
Chapter 1
Noise Sources in Gravitational-Wave
Detection
1.1 Gravitational Waves
Gravitational waves have been observed for the rst time with a direct measurement in Septem-
ber 2015, and announced the 11th of February 2016, by a detection of Laser Interferometer
Gravitational-Wave Observatory (LIGO) in the United States of America. The observed sig-
nal was named GW150914 and it matched the waveform predicted by General Relativity for
the inspiral and merger of a pair of black holes and the ringdown of the resulting single black
hole[1].This event opened a new frontier in Astrophysics, as a new possibility was born: to get
informations about an astronomical event not only from emitted electromagnetic waves, but
also from gravitational waves. A new branch of Astronomy raised up, the Multi-messenger
Astronomy, and the rst multi-messenger observation happened in August 2017 when a neu-
tron star collision in the galaxy NGC 4993 produced the gravitational wave signal GW170817,
which was observed by the LIGO/Virgo collaboration. After 1.7 seconds, it was observed as
the gamma ray burst GRB 170817A by the Fermi Gamma-ray Space Telescope and INTE-
GRAL, and its optical counterpart SSS17a was detected 11 hours later at the Las Campanas
Observatory, then by the Hubble Space Telescope and the Dark Energy Camera. Ultraviolet
observations by the Neil Gehrels Swift Observatory, X-ray observations by the Chandra X-ray
Observatory and radio observations by the Karl G. Jansky Very Large Array complemented
the detection. So the same event has been seen from the detection of gravitational waves and
light in the gamma, optical, ultraviolet and X-ray range of the spectrum: for this reason it is
called multi-messenger. This observation marked the history of humanity indelibly and in 2017
Rainer Weiss, Barry C. Barish and Kip S. Thorne have been rewarded with the Nobel Prize in
Physics for this reason. Gravitational waves, though, have been predicted by Einstein in his
Theory of General Relativity[23],[22]. They are distortions of the space-time that propagates
with the speed of light produced by an accelerating mass. Those waves interact weakly with
matter, which is an extremely useful aspect from an observational point of view as they carry
informations about the emitting source unaltered. So, by introducing very few equations, Ein-
stein in its Theory of General Relativity states that the space-time curvature, represented by
the Einstein tensor Gµν , and the mass-energy and momentum ux density, represented by the
the stress-energy tensor Tµν , are related by the equation
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Figure 1.1: LIGO and Virgo Interferometers location
Figure 1.2: LIGO areal view
where G is Newton's gravitational constant, Λ is the cosmological constant and gµν is the
metric tensor. In empty space Tµν = 0 and gµν = Mµν , the at metric of Special Relativity,
with gii = {−1, 1, 1, 1} and gij = 0 for i 6= j. If we add a small perturbation, h, to the metric,
gµν = Mµν + hµν , the Einstein Field Equation 1.1 becomes, to rst-order in h and using the





)hµν = 0 (1.2)
This gravitational wave is a quadrupolar strain that travels at the speed of light and oscillates
in the plane transverse to the direction of propagation.
1.2 Gravitational Waves Detectors
In 1972 Rainer Weiss designed the rst gravitational wave interferometer [57]. He was detailed
in the description of the interferometer, the detection system and of the sources of noise. Modern
gravitational wave detectors, like LIGO and Virgo, are evolutions of the scheme proposed by
Weiss. They are modied Michelson interferometers. LIGO consists in three observatories: one
in Livingstone, Louisiana, with 4 km arms and two in Hanford, Washington, one with arms of
4 km and the other of 2 km, 1.1, 1.2.
Virgo interferometer is located in Cascina, near Pisa, Italy and it is hosted by the European
Gravitational Observatory (EGO), 1.1, 1.3.
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Figure 1.3: Virgo areal view
These interferometers are built to detect signals with frequencies between 10Hz and 10kHz, with
the maximum sensitivity reached at 100-300Hz. If h is the gravitational-wave strain amplitude
projected onto the detector per unit length, the length dierence between the two arms that
is detected is ∆L(t) = δLx − δLy = h(t)L. Typical events that LIGO and Virgo are looking
for, like those produced by the late stage inspiral and merger of two 10-solar-mass black holes,
produce an h of the order of 10−21, so, as L is of the order of kilometers, the length dierence
that they can detect is of the order ∆L ≈ 10−18.
1.2.1 Interferometer Topology
The optical setup of LIGO and Virgo detectors is illustrated in gure 1.4. The dierences with
a traditional Michelson interferometer are that each arm contains a Fabry-Perot resonant cavity
that multiplies the eect of a gravitational wave on the light phase by a factor of 300 [21], then
a partially trans-missive power-recycling mirror at the input that enanches the power of the
laser incident on the beam splitter and inside the optical cavity. For LIGO this setup allows
to obtain from a 20W-power Nd:YAG laser a power of 700W impinging on the beam splitter
and of 100kW inside the resonant cavities and lastly a partially transmissive signal-recycling
mirror at the output that optimizes the gravitational-wave signal extraction by broadening the
bandwidth of the arm cavities.
A gravitational wave propagating orthogonally to the detector plane and linearly polarized
parallel to the 4-km optical cavities will have the eect of lengthening one 4-km arm and
shortening the other during one half-cycle of the wave; these length changes are reversed during
the other half-cycle.
1.2.2 Optics
The substrates of the optics must be made of a material that has very low mechanical loss to
avoid as much as possible thermal noise. Coatings of test masses must have a high reectance,
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Figure 1.4: LIGO Optical Scheme
Figure 1.5: Example of a test mass of LIGO
extremely low absorption, excellent surface gure, very low scatter, and very low mechanical
loss. So both in LIGO and Virgo test masses are 40kg mirrors with a substrate of fused silica
and coatings made of alternating layers of fused silica and titania-doped tantala (TiO2-doped
Ta2O5) and they are suspended with fused silica bers to a complex multi-stage mechanical
attenuation system conveived to decouple the test masses from any external inuence, 1.5.
1.2.3 Light Sources
The light source is a single-frequency gaussian Nd:YAG laser with a wavelength of 1064nm.
To obtain the mono frequency and to discriminate higher-order spatial modes an input mode
cleaner constituted by a suspended cavity long about 10m.
1.2.4 Control Systems
The lengths of the arms must be stabilized to 10pm. The control system must achieve this
without injecting signicant noise into the gravitational wave band between 10 Hz and 10 kHz.
To obtain this, the input laser beam passes through an electro-optic modulator where the beam
is phase modulated creating frequency sidebands on the light. The intensity modulations that
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Figure 1.6: Noise sources in gravitational waves measurement with interferometer-like detectors
these sidebands cause when they become unbalanced in either amplitude or phase is detected
at various parts of the interferometer to generate error signals. These are then fed back to a
variety of actuators including electromagnets, electrostatic drives, and even quiet hydraulics to
keep the test masses in their desired locations.
1.2.5 Vacuum
Detectors need to operate within a vacuum envelope because pressure uctuations produce
variations of the refractive index, changing the optical path and masking the gravitational
waves eects. For this reason gravitational wave detectors are housed in the largest volume
ultra high vacuum systems ever built keeping the internal pressure as low as 10−7mbar.
1.3 Noise Sources
Noise is commonly described by means of its power spectral density, S(f). In this situation is
convenient to use the square root of S(f), so we speak about an amplitude spectral density,
expressed in terms of equivalent gravitational-wave strain amplitude. In gure 1.6 there are
the principal noise sources and their strength at various frequencies.
Let's discuss a little the various noise sources.
1.3.1 Thermal Noise
As can be seen from gure 1.6 thermal noise is the most important noise source in the middle
frequency range ( 30−500Hz) which is also the detector's most sensitive frequency band. This
noise is due to the atom vibration at non-zero temperature which produce an average random
displacement of the mirror surface. The same problem aects also the suspension systems,
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in spite of the fact that they are designed to keep it at the minimum. Thermal noise is a
consequence of the fact that test masses and other elements are dissipative systems. In a
perfect elastic solid the thermal energy would be expressed as a superpositions of modes, so it
would be perfectly known and it would be easy to correct acquired data for it, but a dissipation
excludes the possibility to describe uctuations with modes and thermal noise arises. The
connection between dissipation and uctuations is expressed by the Fluctuation-Dissipation
theorem [33], [17], [16].
Thermal noise is important in the test mass suspensions, substrates, and mirror coatings and
it will be treated in a more extensive way later.
1.3.2 Quantum Noise
Quantum noise refers to the uncertainty that arises from the quantum statistical variations of
the photon number in the interferometer. This uncertainty in photon ux gives rise to two noise
mechanisms: radiation pressure noise at low frequencies and shot noise at higher frequencies.
In the rst case, a photon that hits a mirror and is relfected back changes its own momentum
and exerts a force on the mirror, so there is a pressure applied to the mirror. The pressure
produces a displacement of the mirror since the arrival times of the photons are randomly
distributed, this results in a random uctuation of the mirroro position which is translated in
a noise aecting the interferometer signal. The amplitude noise spectrum for an interferometer








with M the mass of the mirror, P , λ and f the power, the wavelength and the frequency of the
laser respectively and h and c Plank's constant and the light velocity in vacuum. Shot noise
is due to the reduction in precision of the output signal amplitude because of the statistical
uctuations in the light. Since in interferometric measurements the output intensity is related
to the phase dierence of the two arms, the intensity shot noise directly results in a noise on






As it can be seen in eqs. 1.3 and 1.4, Sh,r.p. goes as the square root of the power and Sh,shot
goes as the reciprocal square root of the power, therefore, there is a value of P that minimizes
the combined eects of radiation pressure noise and shot noise. The noise level that is achieved
for this optimization is called the standard quantum limit.
1.3.3 Seismic Noise
Seismic noise arises from the ground, with micron-level displacements below about 1 Hz and
a sharp drop above 10 Hz. The exact distribution and amplitude of this noise is location and
condition dependent and anthropogenic activities contribute to it. Its eect on the sensitivity
curve is barely visible, thanks also to superattenuation systems that lter it out.
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1.3.4 Gravity Gradient Noise
When seismic waves travel through the Earth they cause density uctuations that alter the local
gravitational eld. These variations exert an oscillating force on the test masses. Unfortunately,
it is not possible to isolate against this noise source. As it can be seen in g. 1.6, this noise
contributes in the low-frequency part of the curve, but it is much less problematic compared to
thermal noises.
1.4 Thermal Noise in Optical Mirrors
Thermal noise limits the precision of measurements in many high-precision experiments that
rely on the use of high-reectivity mirrors, as in gravitational-wave detectors [2], in optome-
chanical resonators [6], in laser frequency standards, quantum super computers [44] and atomic
clocks [43].
Mirrors made for gravitational-wave detectors require a reectivity >99.9%, with absorption
levels of <0.5 ppm and scatter losses per mirror of <2ppm [36]. This is achieved with a
multilayer consisting of a succession of layers of alternately low and high refractive indices
nL and nH and of thickness hL and hH , placed between two media of refractive indices nS,
the substrate, and nl (we assume that this last medium is the vacuum, so nl = 1), 1.7. In
the currently used conguration, the materials chosen to coat mirrors of gravitational-wave
detectors are TiO2-doped Ta2O5 as high-refractive-index material (nH = 2.07) [38] and fused
SiO2 as low-refractive-index material (nL = 1.45). The standard way to choose the thickness
of the alternated layers is such that their optical thickness, hopt = hn, is one forth of the







So, if the number of aternated layers is 2N or 2N + 1, the reectivity is































and from this it's clear that the methods to increse the reectivity are to
use a high number of layers, so a high N , or to increase the dierence
between the high and the low refractive indexes, so to increase the ratio
nL/nH .
But a high reectivity isn't the only property that mirrors must have.
Among other properties, they must have a low thermal noise, because it
produces uctuations of the surface of mirrors and of the optical path
and the eect is to change the phase of the beam and, if these uctua-
tions are too big, the change in phase due to gravitational waves can't be
distinguished. There are several sources of noise in mirrors of Virgo and
LIGO:
1However, the thickness of layers of mirror coatings in Virgo and LIGO have been slightly modied in order
to increase the thickness of SiO2 layers and to reduce that of Ta2O5 layers, while keeping the overall optical
thickness of the whole coating unaltered. The reason behind this choice is that Ta2O5 produces more thermal
noise than SiO2 and, in this way, with the new thicknesses, the total thermal noise is reduced, whereas the other
optical properties have not been touched [53].
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Substrate Brownian Thermal Noise It's a thermal noise due to the
internal friction of the substrate material producing uctuations on the
mirror surface [29];
Substrate Thermoelastic Noise Thermodynamical uctuations of temperature inside the
bulk material of the substrate can propagate until the surface and they can become surface
uctuations [12];
Substrate Thermorefractive Noise Thermodynamical uctuations of temperature can
produce, also, uctuations of the refractive index of the material, inducing uctuations in
the phase of a beam propagating inside the material [13];
Substrate Photothermoelastic Noise A wave that impinges on a mirror, propagates inside
it, but its amplitude decays very rapidly with an exponential law. This means that the rst
layers of the mirror have absorbed optical power and they undergo thermal uctuations. So
these thermal uctuations are not intrinsic, but they are produced by the absorpion of the
power of the beam and they produce surface uctuations [12];
Substrate Cosmic Ray Noise Cosmic rays can aect the mirror and so the noise with
three dierent mechanisms:
 Direct transfer of momentum from the cascade of cosmic rays to the mirror;
 Distortion of the mirror's surface due to heating by the cascade and subsequent thermal
expansion-thermoelastic eect;
 Fluctuating component of the Coulomb force between an electrically charged mirror and
grounded metal elements located near the mirror's surface.
The rst two eects are weak and can be avoided requiring coincidence between detectors. The
third mechanism is more complicated, because mirrors can build up a negative charge if they
spend a long time in vacuum (a year or longer) or if they are near to metal parts, so metal
elements near the mirror must be as small as possible and they must be as far from it as possible
[14].
Substrate Thermochemical Noise Contaminants inside the substrate cause local changes
of the refractive index. Fluctuations arise if these contaminants diuse and move inside the
material. Although this eect is very weak in producing noise [8].
Coating Brownian Thermal Noise Brownian thermal noise can happen not only in the
substrate, but also in the coating of the mirror. In fact, this is the most important source of
noise, so it will be treated extensively later.
Coating Photoelastic Noise Thermal uctuations produce refractive index uctuations.
This has the same origin of Brownian thermal noise, so it is a sort of a coherent correction to
thermal noise. Though, the eect of this correction is low, about 1% [39].
1.5. COATING BROWNIAN THERMAL NOISE 13
Figure 1.8: Noise sources related to mirrors
Coating Thermo-Optic Noise This kind of noise is divided into two parts: thermoelastic
and thermorefractive noises and it has been shown that they are produced by the same thermal
uctuations and, thus, they should be added coherently [31], [24]. By moding the thickness of
the topmost layer, these two eects can be made to interfere destructively, so they cancel each
others.
Coating Photothermo-Optic Noise As for the substrate, absoption of optical power pro-
duces thermal uctuations, resulting in uctuations of the surface [54] and of the refractive
index [31].
In gure 1.8 are plotted all these contributions [25]. As can be seen, the most important
noises are the Brownian thermal noise both in the coating and in the substrate and then the
thermoelastic and thermorefractive in the coating.
However, as proved by the Fluctuation-Dissipation theorem, the Brownian noises are deter-
mined by loss factors which possibly can be improved, as mechanical loss values do not appear
to have reached any fundamental limits. This is especially true for the case of coating Brownian
noise where the loss factors in thin lms are several orders of magnitude higher than in the
bulk.
1.5 Coating Brownian Thermal Noise
As already stated, mirror coatings consist in alternating layers of TiO2-doped Ta2O5 and SiO2.
The contribution of these two materials to the total thermal noise is not the same, indeed the
mechanical loss angle of SiO2 is one order of magnitude lower than that of TiO2-doped Ta2O5,
[26], see table 1.1 (the relation between mechanical loss angle and thermal noise is explained
in the next section 1.5.1). This is why, in order to improve the thermal noise, most of the
eorts are focused on the high-refractive-index material: some research lines try to improve
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Material Refractive index Loss angle (·10−4)
SiO2 1.45 0.5
Ta2O5 2.035 3
TiO2 : Ta2O5 2.07 2
Table 1.1: Refractive indices and mechanical loss angles of the materials currently used in mirror
coatings of gravitational-wave detector. The values of Ta2O5 are reported as a comparison with those
of TiO2 : Ta2O5
Figure 1.9: Double well potential, characterized by the energy dierence between the minima, ∆, and
heigh of the barrier, V .
the properties of the presently adopted materials, other research lines are studing dierent
materials that can have better properties than TiO2-doped Ta2O5.
About thermal noise, as we will see in forthcoming sections, it can be shown that it is related
to the dissipation properties of the material thanks to the Fluctuation-Dissipation theorem,
however the microscopic origin of energy dissipation is still a matter of debate, coming from
unkown relaxation mechanisms in the structure. In the amorphous structures, the charac-
teristics of these thermally activated relaxations are fairly well explained by the asymmetric
double-well-potential model [30]. Structural relaxations, causing the dissipation phenomena,
correspond to local structural changes between two metastable states separated by a barrier of
height V , with a typical relaxation time τ proportional to exp(V/kBT ).
In the last years, some studies tried to simulate relaxation mechanisms that lead to energy
dissipations at the atomic level. For example, in TiO2 : Ta2O5, relaxation processes involve
the movement of many atoms at the same time [56]. The understanding of these structural
mechanisms led to the conjecture that a little degree of crystallization of TiO2 : Ta2O5 can block
some of the relaxation paths and consequently reduce mechanical losses. This approach consists
in promoting the formation of nano-crystals inside the amorphous layer via a precisely controlled
annealing procedure. The careful identication of the crystallization kinetics is mandatory
because there is a trade-o between the size of the nanocrystals (and thus the improvement of
the mechanical properties) and the scattering of light caused by the nanoparticles that would
lead to unwanted optical losses. This is why, inside the Virgo collaboration, there is interest
in studying the crystallization mechanism of Ta2O5, TiO2 and TiO2 : Ta2O5. Some of these
studies have been performed within this thesis work and they will be presented in the following.
Another attempt to reduce the coating thermal noise arises from the Phillips' conjecture [51],
according to which relaxation processes in amorphous materials, described by double-well poten-
tials, happen easier when the atoms involved have a low coordination number. For this reason,
the "High Coordination Number Glasses (HCNG)" reaserch line inside the Virgo collaboration
is looking for some amorphous materials with high-coordination-number atoms which should
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produce a lower amount of thermal noise, compared to the currently used materials, and, at
the same time, compliant with the tight optical requirements of gravitational interferometry.
Indeed, a material with high-coordination-number atoms should reduce the available relaxation
paths, leading to a low thermal noise. One potentially good candidate to this scope is silicon
carbide (SiC) as this material can be easily deposited by physical methods, has an average co-
ordination number around 4 and a bandgap that, depending on the deposition conditions, can
be made as large as 2.5 eV, which makes it suited for applications in the infrared. First steps
in understanding if SiC can be used as an alternative coating material for gravitational-wave
detectors have been moved within this thesis work and they can be found below.
Both research lines have the same goal: reducing the ways in which a material can relax and
dissipate energy, in order to reduce the thermal noise. However, the paths taken to achieve this
goal are dierent.
1.5.1 Calculation of Thermal Noise
A formula to calculate the thermal noise of test masses is described extensively in Harry et
al. (2002) [37]. It relates the thermal noise power spectral density, Sx(f) to the mechanical
admittance of the test mass, Y (f), and then to φreadout, the mechanical loss angle of the test
mass response to the applied cyclic pressure. So, to compute the thermal noise, measurements
of φreadout must be performed. A direct experiment to measure φreadout wuold be to apply a
cyclic pressure distribution to the test mass face and to monitor the phase lag of the response.
However, such technique has some technical diculties that can't be overcome, so it is useful
as a mental experiment to better understand the topic than as a concrete method to measure
the mechanical loss angle. A widespread technique to calculate φreadout makes use of the elas-
ticity theory and it compares the quality factor, Q, of vibrations of an uncoated sample with
the quality factor of a coated sample. It's not easy to see immediately how to compute the
mechanical loss angle from the measurements, so it's convinient to explain it a little bit.
As already said, the power spectral density of the thermal noise is related to the mechanical





T is the temperature of the test mass and f is the frequency of the uctuations. The mechanical
admittance is dened as




where x(f) is the amplitude of the response of the mirror due to a cyclic force with amplitude F
and frequency f . The cyclic force is expressed as a pressure distribution with the same prole
of the laser inside the interferometer that impinges on the test mass. Since the beam has a
Gaussian intensity distribution, the pressure has the same prole [41]:







where ~r is a point on the mirror, r = |~r| and w is the laser beam radius, also known as beam
waist. Since the beam radius is much smaller than the diameter of the test mass, this last one
can be considered as an innite mean, letting us to avoid the consideration of any boundary
condition, except for the ones at the mirror surface. The error introduced by this assumption
leads to an overestimation of the thermal noise of 30% in case of homogeneuos loss [42]
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The relation between the real part of the admittance and the mechanical loss angle can be
obtain for frequencies far below the rst resonance of the test mass and for φreadout  1 [41].
With this assumptions, the maximum elastic energy stored in the mirror as a result of the





and the response of the excitation is
x(f) = |x(f)|exp(−iφreadout) ≈ |x(f)|(1− iφreadout) (1.10)
The expressions 1.9 and 1.10 can be substituted into 1.7 and, by taking the real part, the result
is
<{Y (f)} = 4πfU(f)
F 2
φreadout (1.11)
The key task is now to compute φreadout. To do it, we assume that losses in the substrate
are homogeneous and isotropic. At the beginning, also losses in the coating are assumed like
this, but after we will relax this hypothesis and we'll see how to modify the equations. So,
with thsese assumptions, the loss angle is a weighted sum of the loss angles in the substrate,




(Usubstrateφsubstrate + Ucoatingφcoating) (1.12)
where Usubstrate and Ucoating are the portions of the elastic energy stored in the substrate and
in the coating respectively.
The assumption that the frequencies of interest are far below the rst resonance frequency of








Moreover, if the coating is thin compared to the substrate, we can write U ≈ Usubstrate and if it
is thin also compared to the width of the pressure distribution, the energy stored in the coating
is Ucoating ≈ dδU , where d is the thickness of the coating and δU is the energy density at the
surface of the coating, integrated over the surface. Substituting into equation 1.12 we obtain




Now, let's check how the theory needs to be modied if we relax the hypothesis of homogeneous
and isotropic losses inside the coating. The anisotropy can arise because the coating isn't a
uniform material, but it's a stack of layers. To account for this possible deviation from the
ideal case, we can express the elastic energy density in cylindrical coordinates with a dierent
loss angle for every energy term. Loss angles associated with energy stored in strains parallel
to the coating plane are all equal because every single layer is isotropic and amorphous (many
amorphous materials show similar loss angles for dierent modes of vibration [46]). However,
losses associated with strains perpendicular to the surface can dier due to the layer structure
of the coating. The only loss angles that must be considered are those associated with the
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where ε′ij and σ
′
ij are the strains and the stresses in the coating respectively. We can introduce
the loss angles associated with ρ′U‖, φ‖, and with ρ
′
U⊥, φ⊥. And also the respective components











After this discussion, the expression of φreadout becomes:







To obtain the nal expression of φreadout and, as a consequence, of Sx(f), we should nd the
values of δU‖, δU⊥ and U . The detailed calculation can be found in the appendix of Harry et











Y (1 + σ)(1− 2σ)2 + Y σ′(1 + σ′)(1− 2σ)






Y (1 + σ′)(1− 2σ′)− Y ′σ′(1 + σ)(1− 2σ)
Y ′(1− σ′)(1 + σ)(1− σ)
where the quantities with the apex refer to the coating and those without the apex refer to the
substrate. Y and σ are the Young's modulus and Poisson's ratio respectively.
Now we reach a formula to compute the power spectral density of the Brownian thermal noise













Y Y ′(1− σ′2)(1− σ2)
× [Y ′2(1 + σ)2(1− 2σ)2φ‖
+ Y Y ′σ′(1 + σ)(1 + σ′)(1− 2σ)(φ‖ − φ⊥)
+ Y 2(1 + σ′)2(1− 2σ′)φ⊥]
} (1.16)
Of course it's not easy to understand the behavior of Sx(f) by just looking at its expression,
but there are some approximations that can be introduced that allow to reshape the formula
to highlight some of its features. Indeed, for layers of Ta2O5 and SiO2 the Poisson's ratio are





















From 1.17 we understand that in order to compute the power spectral density, we must measure
Y , Y ′, φ‖ and φ⊥. And, if φ‖ ≈ φ⊥, the thermal noise is minimized if the Young's modula of
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the substrate and the coating are as similar as possible. Otherwise, the eect of one between
φ‖ or φ⊥ prevale on the other.
In the following, we'll see how to measure mechanical properties of the materials.
1.5.2 Measurements of Mechanical Properties
Loss Angles The standard technique to measure loss angles [32] is to estimate the quality
factor of a sample, Q, because it is the reciprocal of the loss angle, i.e. Q = 1
φ
. Q can be
obtained from "ringdown" measurements: a sample is made to vibrate at one of its resonant
mode with an external applied force, then the external force is turned o and the amplitude of
oscillations, A(t), is monitored. The shape of A(t) is that of a damped oscillator, so it decays







This equation can be linearized in such a way that by plotting ln(A(t)) vs t we obtain linear
curves with slope − 1
τ
ln(A(t)) = − t
τ
+ ln(A0) (1.19)
So form this kind of measurements it's straightforward to estimate τ and then it's easy to get
values of Q, because Q and τ are strictly related:
Q = πfτ (1.20)
where f is the frequency of the resonant mode.
A problem in performing measurements of loss angles is that materials of interest are always de-
posited on substrates, which introduce a large background. This phenomenon is called diluition.
To overcome this diculty, the experimenter must measure the loss angle of the substrate naked,
then he measures the loss angle of the substrate with the coating material on it and at the end
he can get the value he looks for by subtracting the rst measurement to the second. To be
fair, the loss angle of the substrate + coating, φres, is a weighted sum of the loss angle of the




= (1−D)φsub +Dφcoat (1.21)
where Usub and Ucoat are the parts of elastic energy stored in the substrate and in the coating
respectively, U = Usub + Ucoat is the total elastic energy and D = Ucoat/U is called diluition
factor.
Another crucial aspect of this kind of experiment is how to suspend the sample. A standard
clamp can alter its vibrational modes, aecting the reliability of the measurement. A good
solution is "GeNS" (Gentle Nodal Suspension) [18] where the sample is put on a sphere, so
the only point of contact of the sample with the experimental apparatus is its center. Then,
the chosen vibrational modes to be investigated are those with a nodal point in the middle of
the sample, the so called "buttery modes", and in this way the suspension apparatus doesn't
aect too much the way in which the sample vibrates. The sample is excited by an electrostatic
actuator and the vibration is detected by the laser beam deection method using a pair of
photodiodes placed at the end of an optical lever system.
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Figure 1.10: Typical load, P , vs displacement, h, curve in nanoindentation measurements
Young's modulus A widespread technique to measure the Young's modulus of thin layers
is Nanoindentation [48], [45]. A hard tip of known mechanical properties is pressed on the
sample under investigation. The load placed on the indenter tip is increased until it reaches a
user-dened value and then it is gradually removed. A plot of the indenter load, P , with respect
to the elastic displacement of the indenter, h, can be drawn and a tipical gure is depicted in
1.10.
The slope of the curve during the unloading phase is the stiness, S = dP
dh
, and it can be used








where A is the projected area of the contact (under load) and Er is the relative Young's modulus,










where E and ν are the Young's modulus and Poisson's ratio of the sample and Ei and νi those
of the indenter (known). So, with this technique the experimenter can measure the curve P−h,
then he can estimate Er and then he can get a value for the Young's modulus E.
Poisson's ratio A method to measure the Poisson's ratio of a thin lm is the so-called
"Two-Substrate Method" [55] [19]. The technique consists in a deposition of the lm of interest
on two substrate of dierent materials, 1 and 2. The dependence of the stress, σ, upon the
temperature, T , can be measured, obtaining plots σ − T and then the quantity dσ
dT
can be
evalueted. With the knowledge of the coecients of thermal expansion of the substrates, αs,










where E and ν are the Young's modulus and the Poisson's ratio of the lm and the quantity
E
1−ν is known as Biaxial Young's modulus of the thin lm.
The equations 1.23 and 1.24 form a system with two known quantities: the Young's modulus,
E, and the Poisson's ratio, ν. The system can be solved to get values of the wanted quantities.
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Chapter 2
Crystallization
The high-refractive-index material currently used in mirror coatings of gravitational-wave de-
tectors is Ta2O5 doped with 22.5% of TiO2 (cation concentration)[38]. The contribution to the
thermal noise of this material is the most important because, with a loss angle of 2 · 10−4, it
dominates the one coming from SiO2 (mechanical loss angle equal to 0.5 · 10−4). Mechanical
losses are due to relaxation processes which happen inside the materials at the the atoimic level.
Some studies suggest that the relaxation processes involve movements of atoms at mid-range
distances, [56], [7]. There is a conjecture which asserts that a little degree of crystallization
(i.e. of order) inside materials can help in blocking some relaxation processes, reducing the
mechanical losses and the thermal noise as a consequence. However, a "too-much-crystallized"
material has unwanted optical losses. For this reason, some eort is spent inside the Virgo
collaboration in order to characterize the crystallization kinetics of materials involved in mirror
coatings, with the goal of producing some low-crystallized samples and then investigating their
mechanical and optical properties.
In this chapter, the crystallization kinetics of 500nm-thick layers of Ta2O5 produced at LMA
by ion beam sputtering and 500nm-thick layers of TiO2 produce at UniSannio by ion assisted
electron beam deposition has been investigated and the results are presented. An overview
of crystallization in amorphous oxides and of x-ray diraction is given in order to explain the
experimental techniques adopted and the data analysis performed.
2.1 Phase Transformations and Gibbs' Potential
The simplest system we can consider when talking about phase transformations is a one-
component system.The component in it can be found in one or many dierent phases. A
phase is a physically distinct and chemically homogeneous part of a system and the most com-
mon examples of phases are the gaseous phase, the liquid phase and the solid phase, but the
solid state itself can occur in several "subphases", such as an amorphous solid state or crystals
and also between crystals there are several kinds of them that dier from each others for the
atoms disposition. Since phases are a distinct part of a system, they are separeted between
each others by interfaces.
A single phase is characterized by its internal energy U , its entropy S, its volume V and the
mole number of its component, N . The equation that describes the dependence of one of such
variables from the others is called foundamental relation, [15], and it is usually expressed as
U = U(S, V,N) (2.1)
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These variables are called extensive variables bacause they change with the size of the system.
There is another categories of variables called intensive variables that don't change by varying
the size of the system and they are related to extensive variables by a derivative operation of
the foundamental relation 2.1. Intensive variables are the temperature T , the pressure P and























= TdS − PdV + µdN
There is the possibility to express intensive variables as functions of the extensive parameters
obtaining what are called equations of state
T = T (S, V,N) (2.5)
P = P (S, V,N) (2.6)
µ = µ(S, V,N) (2.7)
Now, let's introduce another extensive variable that is maybe the most important and the most
used to describe phase transitions, because dierences of its values in two phases are the driving
forces of phase transformations. We're talking about the Gibbs' free energy and it's formally
obtained by applying a Legendre transformation to the foundamental relation of the energy
2.1:
dG = dU − d(ST ) + d(PV ) = −SdT + V dP + µdN (2.8)
We are going to say that a system is in an equilibrium state if the Gibbs' free energy is in one
of its critical points. In particular, the equilibrium is stable if the critical point is the absolute
minimum, unstable if it is a maximum and metastable if is is a relative minimum.
Another thermodynamic variable that we're going to use is the Enthalpy, dened as
dH = dU + d(PV ) = TdS + V dP + µdN (2.9)
To procede further in our discussion, let's suppose that the system we're considering is com-
posed by two phases and for simplicity these two phases are the liquid water and the ice at
thermodynamic equilibrium. Each of the two phases has a certain value of the Gibbs' free
energy (after having chosen an arbitrary zero value for it).
A tipical behavior of the Gibbs' free energy vs. temperature for the solid phase and for the
liquid phase is shown in gure 2.1
For every temperature, the stable phase is that one for which the Gibbs' free energy has the
lower value. As can be seen, there is a temperature at which GS = GL and that temperature
is called melting temperature, Tm. There the two phases are in equilibrium between each other.
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Figure 2.1: Gibbs potential with respect
to temperature for the solid (blue) and
for the liquid (red) phases Figure 2.2: Phase diagram of water
Of course the melting temperature marked in the gure 2.1 is the one for a specic pressure,
but by changing the pressure, also the melting temperature changes. So we can collect a set of
points (Tm, Pm) and we can plot them in a Cartesian plan with the temperature along the x
axis and pressure along the y axis. The result is a set of lines that forms the so called phase
diagram and an example for water is shown in gure 2.2, where there is also the vapor phase.
Lines in the phase diagram represent points in which the Gibbs' free energy of two phases are
equal. Outside those lines, one of the phases has a Gibbs' free energy lowet than the other and
that is the stable phase.
So we have seen some of the basic thermodynamics concepts related to phase transformations,
in particular we introduced the Gibbs' free energy, G, and the driving force of a certain trans-
formation as the dierence in free energy between the parent phase and the product phase, so
for a liquid into solid transformation the driving force is ∆G = GS−GL. Since systems tend to
settle on minima of the Gibbs' free energy, as those are states of stable equilibrium, a process
is called spontaneous if ∆G < 0 and non spontaneous if ∆G > 0.
The phase transformation process can be divided into two steps:
 Nucleation: small agglomerates of atoms of the new phase form inside the parent phase
due to thermal uctuations of the system;
 Growth: if these agglomerates are big enough, they begin to grow, i.e. more and more
atoms join the new phase.
In what follows, we're going to analyze these two steps separately and where're going to see
how the driving force inuence them. At the end, we're going to group them together and then
we'll obtain a whole view of the phase transformation described by the Avrami equation.
2.2 Nucleation
2.2.1 Homogeneous Nucleation
Let us focus on the nucleation of a crystalline solid phase inside an amorphous solid phase.
At an initial step, we have a volume V of solid at the atmospheric pressure and we cool it at
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temperature T below the melting temperature Tm. Then, due to thermal uctuations, a crys-
talline nucleus forms inside the amorphous phase. The fact that the nucleus is surrounded only
by the parent phase is why we call this necleation homogeneous, opposite to the heterogeneous
nucleation, that will be considered later, where the nucleus forms in a point of inhomogeneity,
as, for example, at a wall of the container of the material or in the point of touch with the
support, so it is in contact not only with the amorphous phase, but also with other elements.
Let's denote with Ga and Gc the Gibbs' free energy per unit volume of the amorphous phase
and the crystalline phase respectively. If no crystal phase is present, we can consider that there
is only amorphous material with a volume Va; assuming now that at a given moment a nucleus
of crystal is present, with volume Vc, the volume of the amorphous phase becomes (Va − Vc)
(with the rough assumption that the total volume doesn't change during the transformation).
The total Gibbs' free energies in these two stages are
GI = VaGa (2.10)
GII = (Va − Vc)Ga + VcGc + γcaAc (2.11)
where γca is a surface energy per unit area of the interface crystal-amorphous and Ac is the area
of the nucleus. The term γcaAc arises due to the creation of the interface crystal-amorphous.
The creation of the interface is a non-spontaneous process and it requires some energy to take
place, so its contribution to the Gibbs' free energy is positive.
With the assumption that the nucleus has a spherical shape, the dierence in Gibbs' free energy
between the two stages is





Gc−Ga has a negative sign since the transformation goes from the amorphous to the crystal and
we've explicitly written the negative sign and introduced the positive quantity ∆GV = Ga−Gc;
r is the radius of the nucleus. We see that there are two contributions to ∆G: the rst is a
negative contribution and it pushes the transformation to proceed further, but the other is
positive and it constrasts the transformation and it can also stop it. By plotting ∆G against r
we obtain a curve like the one depicted in gure 2.3
Figure 2.3: Dependence
of ∆G upon the radius of
nuclei, r
∆G has a maximum at r = r∗ = 2γca
∆GV





. What happens is that due to uctuations a certain
number of molecules in the amorphous phase can aggragate forming
a particle of radius r with the structure of the crystalline phase. If
r < r∗, for the particle is not convinient to grow because increasing
r means increasing ∆G, so it dissolves back to the amorphous phase.
Instead, if r > r∗ a further increase of the radius leads to a decrease
of ∆G, so the nucleus starts to grow and the transformation from the
amorphous to the crystalline phase happens. Particles with r = r∗
are in an unstable equilibrium state and if only one more molecule
joins the crystalline phase, the crystallization proceeds.
∆G∗ is the energy barrier that a nucleus has to overcome in order
to proceed into the transformation. If we know the rate of formation
of nuclei with radius r∗ and the probability that one more molecule
joins one of these nuclei then we get the nucleation rate. The rate of formation of nuclei with
the critical radius is





where kB is the Boltzmann constant and T the temperature at which the transformation takes
place.
Now we need the probability for a molecule to join a nucleus in unstable equilibrium. We
denote such probability with ν ′ and it is proportional to the number of molecules surrounding
the nucleus, nS, and to the lattice vibration frequency, ν, because the latter can be seen as
the probability per unit time that a jump takes place. Then, there is a probability factor p for
a jump to be succesful and another exponential factor depending on ∆GD, i.e. the activation
barrier for an atomic jump from the liquid to the solid phase by crossing the interface. The
nal expression for ν ′ is




Now it's easy to get the nucleation rate:









I is measured in units of nuclei/(m3s). I0 = n0nSνp.
2.2.2 Heterogeneous Nucleation
Figure 2.4: Heterogeneous Nucleation
In this case the nucleus does not form in the bulk amorphous phase, but on some boundary
the amorphous is in contact with. By refering at gure 2.4, there are three interfaces and, as a
consequence, three possible surface energies: γab between the amorphous and the heterogeneous
boundary, γcb between the crystal and the boundary and γca between the crystal and the
amorphous. θ is called contact angle and r is the radius of curvature of the crystal-amorphous
interface, which acquires a spherical shape, see g 2.4. So let's consider again a situation in
which at the initial stage there is only amorphous phase with a volume Va and subsequently
the crystal nucleates near a boundary and has a volume Vc. If Ga and Gc are the Gibbs' free
energies per unit volume, then the total Gibbs' free energies in the two steps are
GI = VaGa (2.16)
GII = (Va − Vc)Ga + VcGc + γcaAca + γcbAcb − γabAcb (2.17)
where Aca, Acb and Acb are the contact areas between the crystal, the amorphous and the
boundary. To create the interfaces amorphous-crystal and crystal-boundary we need energy
so their contributions are positive. The crystal-boundary interface, though, corresponds to a
lack of a amorphous-boundary interface so we gain the energy necessary to create the latter
interface and the respective contribution is negative. The dierence in Gibbs' free energy is
∆G = −Vc∆GV + γcaAca + γcbAcb − γabAcb (2.18)
with ∆GV = Ga − Gc. The condition that γca, γcb and γab have to satisfy is γab = γcb +
γca cos θ. This relation is derived from equilibrium considerations applied to the interfaces. By
substituting in the expression for ∆G we otain
∆G = −Vc∆GV + γcaAca − γcaAcb cos θ (2.19)
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Figure 2.5: Comparison between homogeneous and heterogeneous nucleations
We can call this expression of ∆G as ∆Ghet to highlight the fact that it applies for the het-
erogeneous nucleation. For a similar reason we can call the expression of ∆G found in 2.12 as
∆Ghom. The dierence between the two expressions is the term γcaAcb cos θ. Actually, there is
another dierence and it's that the shape of the nucleus is no longer a sphere but a spherical











where we've introduced the shape factor S(θ) = 2−3 cos θ+cos
3 θ
4
By substituting VS inside 2.19 we obtain
∆Ghet = ∆GhomS(θ) (2.21)
∆Ghet and ∆Ghom have their maximum at the same radius, so the critical radius doesn't change,
but the value of the maximum do change. The eect of the shape factor is that the energy
barrier that the nucleus has to cross to continue its growth is smaller, see g 2.5, and this eect
is more important when θ is small, as can be seen from the shape of S(θ), so in the case of
heterogeneous nucleation more nuclei are formed in the same unit time.
The value of the maximum of ∆G∗,het is
∆G∗,het = ∆G∗,homS(θ) (2.22)





and, as already said, ∆G∗,het is lower than ∆G∗,hom so the nucleation rate increases in case of
heterogeneous nucleation
2.2.3 Nucleation of a Crystal Phase within Another Crystal Phase
When considering nucleation of a solid phase inside another solid phase the treatment discussed
until now can be applied, but there are other contributions to the Gibbs' free energy that have
to be taken into account. In particular, if both phases are in the crystalline state and their
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lattice don't match (because they can have a dierent lattice or dierent lattice parameters) a
stress arises inside the system. The process that creates the stress is non-spontaneus because
it gives an additional positive contribution to the Gibbs' free energy. We denote with α the
parent phase, with β the product phase and with ∆GS the Gibbs' free energy contribution per
unit volume due to stress. Free energy in the initial and in the nal state are:
GI = VαGα (2.24)
GII = (Vα − Vβ)Gα + VβGβ + γαβAβ + Vβ∆GS (2.25)
hence the dierence in free energy is
∆G = −Vβ(∆GV −∆GS) + Aβγαβ (2.26)











Both of them increase compared to the stress-free case so the nucleation is more dicult and
the few nuclei that form have an average radius greater than in the liquid-solid transformation.






Heterogeneous nucleation happens also in solid-solid transformations. The discussion is the
same as in the liquid-solid transformation, in this case preferentail sites for the nucleation may
be the grain boundaries or other non-homogeneous structural defects.
2.3 Growth
Once a nucleus with radius grater than the critical radius has formed, it has to grow under
thermodynamic drive of the Gibbs' free energy gain. There are two mechanisms followed by
the nuclei to grow:
 if a nucleus grows because molecules jump from the parent to the product phase through
the interface we talk about interface controlled growth.
 if a nucleus needs a long range transport of molecules toward it to grow, the mechanism
is governed by diusion and we talk about diusion controlled growth;
In general both mechanisms happen together during a transformation, but usually one dom-
inates the other so that we consider only the dominating one. Of course, there's also the
possibility that both processes contriubute in a signicant way to the growth and in this case
we talk about mixed growth.
Let's have a deeper look into the interface controlled and diusion controlled growths.
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Figure 2.6: Gibbs potential describing two dierent phases
2.3.1 Interface Controlled Growth
As already said, interface controlled growth is due to jumps of molecules from the parent phase
to the product phase. Let's suppose that che Gibbs' free energy prole is the one shown in
gure 2.6.
The minimum on the left corresponds to the parent phase and, let's suppose that it is an amor-
phous phase; the minimum on the right, instead, refers to the product phase and let's suppose
it is a crystalline phase. Then, the energy barrier that a molecule has to overcome to make a
transition from the liquid to the solid is ∆GD, while the energy barrier corresponding to the
inverse transition is ∆GD+V∆GV . So the rates for the forward and the inverse transformations






∆GD + V |∆GV |
kBT
} (2.31)
where nS is the number of molecules surrounding the nucleus per unit area and ν is the lattice
vibration frequency. So the total rate is
I = Iforward − Ibackward = nSνexp{−
∆GD
kBT
}[1− exp{−V |∆GV |
kBT
}] (2.32)
This expression can be manipulated by multiplying both side for the volume of an atom, V , and
by introducing the length of a single atomic jump, λ = nSV , and the nucleus radius r = V n.





}[1− exp{−V |∆GV |
kBT
}] (2.33)
There are two limits of this expression that are interesting. The rst one is the high-temperature















In this situation it is constant for a constant temperature and for a constant ∆GD (and it's a
reasonable assumption). So the radius of the nucleus grows linearly in time with a velocity v:
r = vt with v = λνexp{−∆GD
kBT
} (2.36)
2.3.2 Diusion Controlled Growth
Figure 2.7: Concentration prole
Figure 2.8: Concentration prole with
the assumption of linear dipendence of c
upon x in the α phase
To explain how diusion controlled growth works, let us suppose to have an alloy made of atoms
A and B that transforms from the phase α to the phase β. Let the concentration of B atoms
near the interface be cα and cβ, in the α and β phases respectively, whereas the concentration
far from the interface is c0. Let us suppose, also, that the atomic concentrations vary only along
the x direction, being constant along the y and z directions. The conguration is depicted in
g 2.7. At a time t the β phase has a thickness x and at the time t + dt it has a thickness
x+ dx. We want to know the velocity with which the phase β grows, i.e. v = dx/dt.
As cβ > cα, the β phase can grow if B atoms join the interface from the bulk material with a






where D is the diusion coecient.
On the other hand, the rate with which atoms B join the β phase is (cβ − cα)dxdt . These two
rates must be equal. If they are not, there can be a surplus or a lack of B atoms at the interface,








From gure 2.7 we notice that the concentration at the interface, in the α side is cα, while the
concentration far from the interface is c0. The dependence of c on x between the values cα and
c0 is described by a function called error function. To simplify the problem, we approximate it
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From the mass balance principle we know that the two areas in the gure 2.8 must be equal, so
(cβ − c0)x =
1
2














This is a dierential equation that can be easly solved obtaining how x changes in time:
x =
c0 − cα√











Dt and for this reason this kind of growth is also known as parabolic growth.
We see that the velocity is not constant as in the case of the interface controlled growth, but it












The whole kinetics of a phase transition is described by the Avrami equation, that is the result
of the work of many physicists, in particular of Johnson, Mehl, Avrami and Kolmogorov and
for this reason it is known also as JMAK equation. It expresses how the fraction of transformed
phase evolves in time, taking into account both the nucleation and the growth steps.
Figure 2.9: Nucleation and growth of the β phase inside the α phase
To come at its formulation, let's consider the system depicted in gure 2.9. It is composed by
a phase α that transforms into a phase β through a continuous nucleation of clusters of atoms
and their subsequent growth. To begin with, let us suppose that the nucleation continues to
happen during all the transformation. Further, we consider a random homogeneous nucleation,
i.e. that there are not favorite site for the nuclei to form and nally we suppose that the nuclei
have a spherical shape. We denote with 4
3
πr3τ the volume at time t of a nucleus formed at time
τ < t. We know that a nucleus can become bigger by following an interface controlled growth
or a diusion controlled growth, for example. Then the radius evolves with time following two
dierent behaviors: {
rτ = v(t− τ) interface controlled
rτ = B
√
t− τ diusion controlled
(2.44)
2.4. AVRAMI KINETICS 31
If V is the volume of the system and I is the nucleation rate, i.e. the number of nuclei that
form per unit time per unit volume, the number of nuclei that form during the time interval
between τ and τ + dτ is V Iτ . The volume of these nuclei grows and at time t > τ their volume
is 4
3
πr3τV Idτ . To know the total volume of the transformed phase β we have to sum upon all







We have put a superscript e in V eβ because this formula is valid only for small times because it
doesn't take into account that new nuclei can form only inside the volume occupied by the α
phase and this volume becomes smaller and smaller as the volume of the β phase increases. So
we call V eβ extended volume and we know that it is not a physical volume because it counts sev-
eral rimes the volume of the β phase comprised between two or more interpenetrating spheres.
A correction is obtained considering that V eβ and Vβ are the extended volume and the trans-
formed volume at time t. At time t + dt their increments are dV eβ and dVβ. dV
e
β has grown
both in the untrasformed region and in the transformed region. The fraction that has grown
in the parent phase contributes to dVβ and this fraction is
V−Vβ
V






We can divide both sides by V and we can introduce the fraction of transformed phase x =
Vβ/V , obtaining




This is a dierential equation that can be integrated leading to the expression




It's clear that we can calculate the extended volume from equation 2.45 and then plug it in
2.48 to the behavior of x in time. Let's do this in some simple cases.
Constant Nucleation and Interface Controlled Growth If we suppose that the nucle-
ation rate is constant, I = const., and that the gowth is three-dimensional interface controlled





with the assumption that V eβ = 0 at t = 0. The expression of the transformed fraction then
becomes
x = 1− exp{−π
3
Iv3t4} = 1− exp{−kt4} (2.50)
where we have introduced k = π
3
Iv3
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Constant Nucleation and Diusion Controlled Growth In this case we suppose that
the growth is three-dimensional and diusion controlled, so rτ = B
√





and the transformed fraction:
x = 1− exp{− 8
15
IB3t5/2} = 1− exp{−kt5/2} (2.52)
with k = 8
15
IB3
Other interesting examples are when the nucleation happens all in an initial stage of the trans-
formation producing a certain number of nuclei and then the nucleation stops. This case
happens when there are preferential nucleation sites inside the sample and, when all the sites
are full, no more nuclei form. So suppose that at time τ = 0, N0 nuclei per volume have formed.
At time t > 0 the extended volume occupied by these nuclei that have grown is




Now we can distinguish if the growth is interface controlled of diusion controlled.
Saturated Nucleation and Interface Controlled Growth We remember that rτ = v(t−
τ), but now we don't have to solve an integral, since the extended volume is given by 2.53. So
we can directly substitute into 2.48 obtaining
x = 1− exp{−4
3
πN0v
3t3} = 1− exp{−kt3} (2.54)




Saturated Nucleation and Diusion Controlled Growth Since rτ = B
√
t− τ the trans-
formed fraction is
x = 1− exp{−4
3
πN0B
3t3/2} = 1− exp{−kt3/2} (2.55)
We notice that all the expressions found above for the transformed fraction x in dierent
situations can be summarized by the equation
x = 1− exp{−ktn} (2.56)
Indeed, this is the Avrami or JMAK equation. n is called Avrami parameter and, as we
have seen from the examples, it gives us information about the mechanism of the nucleation
and of the growth. For the considered cases, n takes the values
Transformation n
Constant Nucleation and Interface Controlled Growth 4
Constant Nucleation and Diusion Controlled Growth 5/2
Saturated Nucleation and Interface Controlled Growth 3
Saturated Nucleation and Diusion Controlled Growth 3/2
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Figure 2.10: Plot of the JMAK equation 2.56 for dierent values of n with k xed
The behavior of 2.56 for dierent values of n is shown in gure 2.10. This curve is called
sigmoidal and it shows that the transformation is slow at the beginning, then it accelerates,
but at the end it returns to be slow.
k is a parameter that depends upon the nucleation rate and the growth velocity. Therefore, it's
a common use to introduce k′ = n
√
k, to plug it in 2.56 and then to rename k′ → k such that
the equation takes the form
x = 1− exp{−(kt)n} (2.57)
From this shape, we can manipulate it to obtain
ln[− ln(1− x)] = n ln(t) + n ln k (2.58)
so if we can get from measurements values of x at dierent times, we can plot ln[− ln(1−x)] vs
ln(t) and we can t them with a straight line that will have n as slope and n ln k as intercept.
So, in this way, we can obtain information about the mechanism of the transformation from
data of transformed fraction and time.
2.5 X-ray Diraction
A perfect crystal is a solid structure made by atoms, molecules or ions arranged in a regular
geometric disposition, the crystal lattice. When light with frequency ν in the x-ray range
impinges on a crystal, it is scattered by each atom of the lattice in all directions. Considering
only the case of elastic scattering, in general the scattered waves interfere between each other in
a destructive manner, resulting in a total scattered wave with a null intensity. However, thanks
to the regular arrangement of the atoms in the crystal, there are some specic directions along
which scattered waves interfere in a constructive manner, leading to total scattered wave with
non-null intensity along those directions.
In 1913, W.L. Bragg and his father W.H. Bragg developed an elegant theory able to predict the
directions along which scattered waves interfere in a constructive way, [11]. Since then, x-ray
diraction has been a widespread technique used to study the structure of crystalline solids. In
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Figure 2.11: Bragg's theory. Black points are atoms in a crystal positioned on planes. The incident
plane wave is reected by the rst and the second planes (other reections are omitted owing to clarity).
The scattered waves interfere constructively if the dierence between their optical path lengths is an
integer multiple of the wavelength λ
the Bragg theory, atoms of the crystal are arranged along planes, the crystallographic planes.
The incident plane x-ray wave is reected by the planes on which it impinges, see g. 2.11.
In the gure, 2θ is called scattering angle and d is the interplanar distance. The optical path
of the wave reected by the second plane is longer by a quantity 2d sin θ with respect to the
optical path of the wave reected by the rst plane. If the path dierence between the two
waves is an integer multiple of the wavelength λ of the incident wave, the two waves are still
in phase after emerging from the crystal and they interfere constructively. This condition is
exaclty the Bragg's law and it is expressed as:
nλ = 2d sin θ (2.59)
So, with the knowledge of the incident wavelength λ and the distance between scattering planes,
d, the scattering angle 2θ can be predicted. On the other side, if λ is known and 2θ is measured,
the interplanar distance d can be obtained, getting informations about the crystalline structure.
The latter is the way in which Bragg's law is used the most. Indeed, a standard experimental
conguration to perform x-ray diraction measurements is depicted in gure 2.12. The angle ω
is the angle between the direction of the incident beam and the surface of the sample, whereas
2θ is the angle between the incident beam and the direction under which the sample is viewed
by the detector.A scan is performed moving both the x-ray source and the detector and when θ
assumes one of the values predicted by the Bragg's law, an intense peak is seen by the detector.
An example of an XRD spectrum for Si is shown in gure 2.13. With the knowledge of the
position of the diraction peaks, structural information about the sample under investigation
can be obtained. In our case, we will focus on samples composed by a dispersion of sub-
micron sized crystallites inside an amorphous matrix. Being randomly oriented, a fraction of
crystallites always satises the diraction conditions for any direction of the incident beam, so
that a diraction signal can be obtained as a function of the 2θ angle only. This can be helpful
in the case of thin lms because one can set the incident beam to imping on the sample with a
small angle with respect to the surface, in order to maximaze the interaction of the beam with
the deposited layer. This technique is called Grazing Incidence X-ray Diraction (GIXRD) and
will be used in the following.
In the above-mentioned conditions, one can neglect absorption and extinction phenomena oc-
curring inside each nano-crystal and the fraction of X-ray power scattered out of the sample
because of diraction is proportional to the total amount of crystalline volume inside the lm,
so that by measuring the spectrum intensity one can follow amorphous-crystal transformation.
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Figure 2.12: XRD measurement: a scan
is performed by moving the x-ray source
and the detector. Figure 2.13: XRD spectrum of silicon ac-
quired with an ω − 2θ scan. Diraction
peaks appear when θ satises the Bragg's
law.
Moreover, if in the sample there are sub-micrometer crystallites, their size can be estimated
from the diraction pattern. Indeed, the full width at half maximum (FWHM) of the peaks is
related to the average dimension of the crystallites, D, through the Scherrer's formula [50]:
D =
Kλ
∆ · cos θ
(2.60)
where λ is the wavelength of the incident beam, θ is the position of the considered peak, ∆
is its FWHM, measured in radians and after subtracting the instrumental contribution to the
line broadening, K is a shape factor that depends on the shape of the crystallite and its value
is close to 1 (in many cases, K = 0.89 because a spherical shape of crystallites is assumed).
2.6 Measurements and Data Analysis of Ta2O5 Films
In the last sections, we developed the theory necessary to analyze and understand the crystal-
lization kinetics of Ta2O5. In this section we describe the analyzed samples, the technique used
to study them and the results we obtained.
2.6.1 Samples
The samples are lms of amorphous Ta2O5 with a tickness of 500nm grown on 2mm-thick wafer,
with a radius of 1', of amorphous SiO2 by IBS (Ion Beam Sputtering) at LMA (Laboratoire
des Matériaux Avancés, http://lma.in2p3.fr/) in Lyon. These amorphous samples are very
smooth and uniform, [4]. To increase the number of available samples, each wafer has been cut
in two halfs.
2.6.2 Experimental Setup
The crystallization has been induced by heating the samples and it has been studied by moni-
toring the growth of diraction peaks.
The instrument used was a Philips MRD diractometer (see g. 2.14) equipped with a Cu tube
operated at 40 kV, 40 mA. The radiation was collimated and partially ltered by a multilayer
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Figure 2.14: Photograph of Philips X'Pert XRD setup
parabolic mirror so that the primary beam divergence was around 0.01 degrees at the main
wavelength of 1.54056 Å, corresponding to the Cu Kα 1 line. A component at 1.54447 Åis
however present due to a contamination from the Cu Kα 2 line which is visible in the spectrum
at high angles and produces a small replica of the diraction peaks on their right.
The sample is mounted on a Eulerian cradle allowing to precisely set the sample in diraction
conditions. Two high precision (0.0001 degrees absolute positioning resolution, 0.0005 degrees
repetition accuracy) co-axial goniometers labeled as "omega" and "2theta" allow to dene the
incidence angle with respect to the sample surface and the direction of the scattered beam,
respectively. The diraction signal is measured by a Xe proportional counter equipped with a
Parallel Plate Collimator (PPC) which reduces the angular acceptance to about 0.04 degrees.
In order to perform in-situ measurements we used an Anton - Paar DHS900 thermal stage
allowing to control the sample temperature within room temperature up to 900°C.
The beam size is dened by a set of slits and results in a cross section of about 0.2 mm x 6
mm at the sample position. In some cases, in order to increase the signal to noise ratio, we
performed our measurements in grazing incidence conditions. The omega angle is kept xed
at 1 degree, while the diraction spectrum is obtained by scanning the 2θ angle on the desired
range. In this way the beam interaction length inside the lm is maximized.
2.6.3 Measurements
The rst measurement performed had the aim of making a rough estimation of the temperature
at which Ta2O5 starts to crystallize. To do so, a sample has been heated at several temperatures:
it spent 2 hours and 30 minutes at each temperature and a XRD spectrum has been taken in
grazing incidence (ω = 1) with 2θ ranging from 20° to 80°; see gure 2.12 for a sketch of the
measurement scheme.
Some spectra can be found in gure 2.15. Until 670°C the spectrum is characteristic of the
amorphous phase. At 680°C, the rst peaks due to the crystal phase appear and at 690°C they
are clearly visible1.
However, we can't say that the crystallization starts at 680°C because the transformation is
inuenced by the time spent at the previous temperature stages. But the goal of this rst step
was to obtain a rough estimation of the crystallization temperature and, once having it, we
could proceed into the second step.
1These values of temperatures are the ones set on the heating stage, but will see later that the lm is at a
lower temperature because the heat has to cross the substrate before reaching the lm.
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Figure 2.15: GIXRD spectra of Ta2O5 over SiO2 at several temperatures. At 680°C the rst crystal-
lization peaks appear.
The second part of measurements consists in choosing dierent temperatures near 680°C and, for
each temperature, in heating a virgin sample and in leaving it at the chosen temperature until
the full crystallization is reached. Four temperatures have been selected: 675°C, 700°C, 710°C
and 720°C. For each sample, the heating ramp was 5°/m, starting from the room temperature
of 25°C, and the cooling ramp was 10°/m, down to the room temperature again. By neglecting
the eects of the ramps, we can say that each sample underwent an isothermal transformation.
The values of the temperatures have been corrected to take into account that in our setup the
heating stage is placed below the sample, so heating is not uniform but there is a temperature
gradient between the back of the substrate and the lm under investigation. The dierence
between the temperature measured by the apparatus on the lm can be estimated as follows.
The heat ux across the substrate is




where C is the silica thermal conductivity, C = 1.3W/mK, T is the temperature of the lm,
Tref is the temperature at the bottom of the substrate, the one in contact with the heating
stage, and d is the thickness of the substrate. On the other hand, the ux of heat irradiated
by the lm is
Jout(T ) = εσ(T
4 − T 4lab) (2.62)
where ε is the tantala emissivity, ε = 0.6, σ is the Stefan-Boltzmann constant, σ = 5.67 ·
10−8Wm−2K−4 and Tlab is the temperature of the laboratory, Tlab = 25C. At equilibrium,
Jin(T ) and Jout(T ) are equal, so we can solve the equation and nd out the temperatures of
the lms.
To monitor the transformation, many XRD spectra in grazing incidence have been taken at
constant time intervals. For each GIXRD spectrum, 2θ scans the values between 22.405° and
23.395° with steps of 0.01° and the signal has been acquired for 5s for each step, leading to a
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Figure 2.16: Scans of the (001) of the crystalline phase of Ta2O5 taken at dierent times at 644°C
whole scan of 8.33m. This range has been chosen because we decided to monitor only the rst
peak of the crystalline phase of Ta2O5, which is positioned at 2θ =23°. This choice allows us to
have enough statistics for each step while keeping the single scan relatively short. If we would
have used the range 20°-80° for 2θ, with the same step and the same time per step, the single
scan would have lasted 8h and 20m, but during this time the crystallization proceeds and we
couldn't say anymore that the rst portion of the spectrum refers to the same istant as the
last portion. Of course, strictly speaking, we can apply the same reasoning at the shorter scan,
because the last point is measured 8.33m later than the rst one. However, our assumption
is that during 8.33m the trasformation doesn't proceed too much, so the spectrum between
22.405° and 23.395° refers to the same instant, i.e. the single scan is like a photograph of the
crystallization status of the sample at that instant.
An example of some scans superimposed for the temperature 644°C is shawn in gure 2.16.
At the beginning, the spectrum is at, but then a peak borns and it grows, until its intensity
reaches a saturation value.
All peaks have been tted with a translated gaussian function:






where I is the intensity of the peak and a plot of it with respect to time at 637°C can be found
in gure 2.17.
Our assumption, now, is that I is proportional to the crystallized volume: I ∝ Vcry or I = aVcry
where a is a general constant of proportionality. We can say that I reaches its saturation value,
Imax, when the sample is fully crystallized and it is proportional to the whole volume of the
sample (since the sample is completly crystalline, the volume of the crystalline phase equals










Plots of x with respect to time, t, for all the four temperatures can be found in gure 2.18.
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Figure 2.17: Plot of the intensity of the (001)
peak of the crystalline phase of Ta2O5 with
respect to time
Figure 2.18: Crystallization kinetic of 500nm-
thick lms of Ta2O5 on 2mm-thick wafer of
SiO2 at four dierent temperatures.
2.6.4 Data Analysis
As can be seen, the shape of the curves in gure 2.18 is very similar to the ones plotted in gure
2.10. Indeed, they represent the evolution of the percentage of crystallization with respect to
time and this behavior is described by the JMAK equation 2.57. So, as already explained, we
can plot ln[− ln(1 − x)] vs ln(t) in order to obtain extimates of the Avrami parameter n and
the transformation rate k. These plots for all temperatures are shawn in gure 2.19.
All curves start with a certain slope and, subsequently, they bend. The crystallization kinetics
at 680°C is very fast and it's dicult for us to follow it with this technique, indeed we have
only two experimental points for the rst portion.
A linear interpolation of the rst part gives the values for n and k written in table.
T (°C) n σn k(·10−3min−1) σk(·10−3min−1)
637 4.08 0.05 0.747 0.006
644 4.53 0.06 1.099 0.007
659 3.7 0.1 3.34 0.06
680 3.67 / 22 /
The average value of the Avrami parameter is 〈n〉 = 4.11 ± 0.05. This value indicates a
transformation characterized by a constant homogeneous nucleation and a three-dimentional
growth (see section 2.4). A pictorial scheme of the crystallization procedure is shown in gure
2.20. This result points out that the deposited lms can be considered very homogeneous. At
the moment, we don't have a reliable model that can explain the behavior during the second
part of the transformation. Probably it begins when crystallites impinge into each other and
the dimensionality of the lm starts to play a crucial role, with the eect of slowing down the
process. However, we need further studies to achieve a convincing explanation.
Concerning the transformation rates, k, they depend upon temperature, T , through an Arrhe-
nius law:
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Figure 2.19: Avrami plots, 2.58, for all temperatures
Figure 2.20: homogeneous nucleation and 3D growth, until the crystallites impinge into each other
where Ea is the activation energy of the transformation, kB is the Boltzmann constant and
A is a pre-exponential factor. By taking natural logarithms of both sides of this equation, it
becomes:
ln k = lnA− Ea
kBT
(2.66)
so, by plotting ln k against 1/T , we obtain straight lines and from the slope we can estimate
the activation energy. This plot is shown in gure 2.21 and the value found for Ea is 290 ± 20
kJ/mol.
A rough estimation of the average crystallite size has been carried out with the Scherrer's
formula 2.60. The instrumental contribution has been estimated by acquiring a spectrum, in
the same condition described above, of a powder of LaB6, which is a NIST standard for this
purpose. The evolution of the crystallite size with time is shown in gure 2.22. At 659°C,
the average crystallite dimension appers too big to be estimated with this method (Scherrer's
formula works well with small crystallites), so the corresponding data are not present in the
image.
For all temperatures, crystallites grow in time until reaching a saturation value, which corre-
spond to the situation of full crystallization. Crystallites appear already quite big since the
beginning of the transformation and this can be related to a high critical radius of the nuclei.
However, further studies are needed to achieve a deeper understanding of the evolution of the
crystallites.
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Figure 2.21: Arrhenius plot
Figure 2.22: Average crystallite size evolution
in time. The curve of the data acquired at
659°C is not shown because it was not possible
to compute the average dimension with this
technique.
2.7 Measurements and Data Analysis of TiO2 Films
2.7.1 Samples
As a further check of our methodology, we tested it on a dierent sample characterized by a
specic morphology as opposed to the very homogeneous Ta2O5 ones described in the preceding
sections. The sample was an amorphous TiO2 lm deposited on a SiO2 substrate by ion assisted
beam deposition at University of Sannio. Its thickness was of 500nm and it presented a granular
structure when seen at a Scanning Electron Microscope.
2.7.2 Experimental Setup, Measurements and Data Analysis
The experimental setup and the kind of measurements performed are the same done on Ta2O5
samples, so we redirect to the previous section to have details about the techinques adopted.
To obtained information about the crystallization kinetics, the sample has been heated at
200°C (with an heating ramp of 5°C/m and a cooling ramp of 10°C/m), and the (101) peak
of the anatase crystalline phase has been monitored with in-situ XRD. The evolution of the
crystallization in time is shown in gure 2.23 and the corresponding Avrami plot is reported in
gure 2.24.
As can be seen, the Avrami plot starts with a slope close to 1 and then it bends increasing it at a
value close to 2. This behavior is opposite to the one manifested by Ta2O5. However, care must
be excerted in taking those data. From an analysis performed by the group of UniSannio, it ap-
pears that the amount of crystallized fraction at equilibrium for a given annealing temperature
is not 100%, but it depends on the annealing temperature itself. This means that, even when
the kinetic of g. 2.23 is ended, we cannot assume that this equilibrium condition corresponds
to a full crystallization. Indeed, the fraction of crystallized volume is not known. This being
said, the obtained values for the Avrami exponent would point out to a growth process that
starts with a low dimensionality to become of higher dimension in a second moment, but in
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Figure 2.23: 500nm-thick layer of TiO2 crys-
tallization evolution
Figure 2.24: 500nm-thick layer of TiO2Avrami
plot
any case smaller than 3. Despite the large incertitude, we can nevertheless recognize that this
behavior is clearly dierent with respect to the case of Ta2O5.
This is attributed to the dierent morphology of the deposited lms. In the case of TiO2, the
grains visible in SEM images are probably delimiting regions for the nucleation and crystalliza-
tion to occur. As suggested by out colleagues of UniSannio, the crystal particles can form at
the grain boundaries. The initial nucleation would explain a close to 1 Avrami coecient, while
suvsequent growth would occur on the inner surface of each grain, pointing towards a 2D-like
growth, in agreement with n ≈ 2 of our data. This model would also explain why the amount
of crystallized fraction is temperature dependent. This feature would be ascribed to the stress
term of the Gibbs' free energy that would cause an energy penalty for crystal growing too much
in the core of each grain.
Figure 2.25: TiO2 crystallization. The nucleation happens at the boundaries of the grains, whereas
the grain cores remain amorphous. The transformation continues until an equilibrium between the
amorphous and the crystalline phases is reach and the percentage of crystal at the equilibrium depends
on the temperature at which the sample was heated.
The fact that we had only one sample available to study the kinetics, it precluded us the
possibility to perform an Arrhenius plot to try to estimate the activation energy of the process.
For sure, we can conclude that the homogeneity of the samples prepared by ion assisted electron
beam deposition by UniSannio is not the same as the one of the samples prepared by ion beam
sputtering by LMA.
Chapter 3
High Coordination Number Glasses
An hypothesis on how to block relaxation processes that lead to mechanical losses and to
thermal noise inside mirror coating materials originates from the Philips conjecture [51]. Ac-
cording to this hypothesis, materials with high-coordination-number atoms should block many
relaxation processes, achiving low levels of thermal noise.
Amorphous silicon carbide can be a candidate as a high coordination number glass and as a
high refractive index material, in particular appealing for applications in the infrared (n = 2.55
at such frequencies).
In this chapter, there is an overview of the methods for thin lm depositions, with a focus on rf
magnetron sputtering, the technique used during this thesis work to produce a-SiC thin lms.
The stoichiometry of the sample has been measured by RBS and it has been tuned in order to
obtain stoichiometric lms.
3.1 Thin Film Deposition Techniques
Thin lms are layers of materials ranging from nanometers to a few micrometers in thickness.
The technique to build thin lms is called deposition and a part of them can be described in a
general way as an evaporation of a source material, also called target, followed by a condensation
of the evaporated atoms, molecules or ions on a substrate on which the thin lm will form.
Vapor deposition techniques can be devided into two cathegories: Physical Vapor Depositions,
PVD, and Chemical Vapor Depositions, CVD.
3.1.1 Physical Vapor Deposition
There are several processes that belong to the category of PVD. Let us see briey some of them.
Thermal Evaporation Process In Thermal Evaporation Process the evaporation happens
in a vacuum chamber, under 10−4Pa, and for this reason this technique is also called Vacuum
Deposition, and it is due to a resistence heating of the source material or to the bombardament
of a target with an electron beam, 3.1. This last procedure is necessary to evaporate refractory
materials.
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Figure 3.1: Scheme of a thermal evaporation setup
Figure 3.2: Scheme of a pulsed laser de-
position setup
Figure 3.3: Example of a plume
Once particles detach from the source material, they travel through the chamber, with a low
probability of undergoing collisions thanks to the vacuum, and then they settle on the substrate.
Pulsed Laser Deposition In Pulsed Laser Deposition, PLD, a high-power pulsed UV laser is
sent into the vacuum chamber throught a quartz window and hits the target detaching particles
from it, 3.2. Besides the evaporation of atoms, the laser induces photoemission that produces
the characteristic plume luminescent plasma, 3.3.
Molecular Beam Epitaxy A typical Molecular Beam Epitaxy, MBE, setup is shown in
gure 3.4. The evaporation rate of the sources is controlled computationally and for this reason
MBE is the most reliable technique to produce thin lms with the desired thickness.
Sputtering Sputtering technique is characterized by ions bombardament of a target material
in a vacuum chamber, with ions accelerated by an electric eld, followd by a detachment of
atoms from the target that travel throught the chamber and settle on a substrate, 3.5.
3.1.2 Chemical Vapor Deposition
Chemical Vapor Deposition, CVD, is a class of depositions in which gaseous precursors react
to form a solid coating on a heated substrate, 3.6
3.1. THIN FILM DEPOSITION TECHNIQUES 45
Figure 3.4: Scheme of a molecular beam
epitaxy setup
Figure 3.5: Sputtering setup
Figure 3.6: Chemical vapor deposition
setup
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Figure 3.7: Multiple collisions inside the target can result in detaching of atoms from the material.
Those atoms are called sputtered atoms
3.2 Sputtering
Sputtering is the removal of material from the surface of a solid through the impact of energetic
particles. It was rst observed by Grove in 1852 in a DC gas discharge tube [35]. He found that
his cathode was eroded by energetic ions in the gas discharge and that atoms of the cathode
materials were deposited all around the inner surfaces of the discharge tube. 6 years later,
in 1858, Plucker observed indipendently the same mechanism [52]. At that time sputtering
was seen as an undesired phenomenon since the cathode was destroyed, but nowadays it is
regarded as a useful phenomenon to produce thin lms. The possibility to grow the deposition
layer by layer is a great advantage and compared to other techniques for thin-lms production,
like chemical vapor deposition or vacuum evaporation, sputter deposition is compatible with a
wider range of materials, the thickness of the deposit can be better controlled and lms have in
general a higher purity, a greater adhesive strength to the substrate and a higher homogeneity.
Sputtering has been described as a "controlled method of coating almost anything with a thin
lm of almost anything to make it more resistant to anything (or more adherent, or more
conductive, or provide better lubrication)" [34].
However, sputtering is not useful only for thin-layers production, but it is exploited also to
obtain atomically clean surfaces and in several analysis techniques of thin lms, like Secondary
Ion Mass Spectroscopy (SIMS) and Secondary Neutral Mass Spectroscopy (SNMS) [3].
The sputtering phenomenon is explained by a collision cascade initiated by an accelerated ion
which impacts an atom on the surface of the target material. The target atom acquires a
momentum and leaves its lattice site if the transfered energy is enough high and it collides
with other atoms. Sometimes, atoms involved in second or higher-order collisions acquire a
momentum directed towards the free space and they leave the surface 3.7.
Detached atoms are called sputtered atoms and they travel throught the deposition chamber
and settle on the substrate. Another product of the interaction between the accelerated ion
and the target material are electrons and they are useful when the source of ions is a plasma
because they collide with atoms of the gas, producing new ions, so they self-sustain the process.
Indeed, many sputtering setups have plasma as ion source, with the only exception represented
by Ion Beam Sputtering.
Plasma is a state of matter, similar to a gas, but "beyond gas". The liquid-gas transition
happens when a system has enough energy to break bonds between its atoms of molecules. If
the system continues to gain energy, at some point it will have enough to ionize atoms/molecules,
i.e. to make some electrons to leave their orbitals and to become free electrons. Indeed, plasma
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Figure 3.8: Paschen's law
is made by ions and electrons and also by neutral atoms/molecules, depending on the degree
of ionization. Plasma is globally neutral, but, because of its nature, it respnds dierently from
a gas to an external electric eld: the Coulomb force generates a global motion of charged
particles that competes with the random Brownian motion. Even if it is the most common
state of matter in the universe, for example the Sun is made of plasma, it's not easy to nd
it on our planet. A natural phenomenon where plasma is involved are lightning bolts. In the
laboratory, plasma is produced or by heating a gas or with a discharge, thanks to collisions
between electrons and neutral atoms of the gas, with the eect of ionizing atoms/molecules.
Indeed, this last method is the one used in sputtering setups. Two electrodes, a cathode and an
anode, are placed in a chamber at low pressure, lled with a gas (the most used is argon). By
applying a voltage between electrodes, a dischage can happen inside the chamber if it overcomes
a certain value, called breakdown voltage or strike voltage, above which any local ionization of
the gas will start an avalanche process that spreads all along the chamber. The formula that





where p is the gas pressure, l the distance between electrodes and a and b are constants.
Examples of Paschen's law for various materials can be seen in gure 3.8, where parallel at
electrodes are assumed.
Each curve there has its particular value of the product pxl that minimizes the breakdown
voltage. At higher values of pressures or distances the voltage need to trigger the glow discharge
increases. This is because the collision rate is too high and electrons don't have enough time to
gain the necessary energy to ionize neutral atoms in the impact. But also at lower values of p
or l a higher voltage is needed. The reason is that electrons reach the anode begore undergoing
collisions with the neutral atoms of the gas.
Discharges in gases can be of dierent types and it's possible to pass from one regime to another
by supplying dierent powers to the system. Figure 3.9 illustrates the main ones:
 Dark discharges, also known as Townsend discharges, happen at low currents. An electron
inside the gas, generated by cosmic rays or other ionizing sources, accelerates and it gains
enough energy to ionize other atoms in collisions, producing secondary electrons and
originating an electron avalanche. However, the number of created secondary electrons
is not enough to self-sustain the process. De-excitations of the atoms of the gas produce
photon with a wavelength that doesn't fall in the visible range and for this reason these
discharges are called "dark".
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Figure 3.9: Types of discharges for dierent voltage and current values
 With higher power supplies, the breakdown voltage is reached and the voltage across the
electrodes drops and the current is of the order of magnitude of mA. This is the glow
discharge region, named in this way because the exited atoms of the gas emit visible
photons when they return in their ground state. The generation of secondary electrons
is enough intense to self-sustain the discharge. This region can be subdivided into two
portions: the normal glow discharge and the abnormal glow discharge. The normal glow
discharge occupies the lower-voltages region and the cathode glow covers only a portion
of the surface of the cathode. Increasing the power has the eect of increasing the covered
surface and the current, but the current density and the voltage remain constant. Once
all the cathode surface is covered with the glow, we enter in the abnormal-glow-discharge
region and an increase in the power results in an increase of the voltage and the current
density. This is the glow discharge used in sputtering depositions.
 The region with the highest currents is called arc discharge, characterized by a drop of
the voltage. The temperature increases and it starts the thermionic emission of electrons
from the electrodes supporting the arc that feed the process.
An important quantity that characterizes sputtering phenomenon is the Sputering Yield, S,





The sputtering yield is inuenced by several factors [5], [40], [47]:
 energy of incident ions;
 target materials;
 incident angles of ions;
 crystal structure of the target surface;
For example, gure 3.10 shows how S changes with dierent ions energies. For vary low
energies the sputtering yield is null and this means that there is a threshold energy below
which sputtering doesn't happen. For low energies, E < 100eV , S ∝ E2, whereas for higher
energies, E > 100eV , S ∝ E. But for very high energies, E ≈ 10÷ 100keV , there is a plateau
and then S starts to decrease because if ions have high energies the sputtering doesn't happen
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Figure 3.10: Behavior of the sputtering yield with respect to the energy of incident ions
Figure 3.11: DC diode sputtering setup Figure 3.12: RF diode sputtering setup
on the surface of the taget, but in the bulk and ions dissipate their energy leading to a decrease
of the sputtering yield.










where m1 and m2 are the masses of the incident ion and of a target atom respectively, US is
the surface binding energy of the material and α is a tabulated parameter which depends on
the ratio of the masses.
3.2.1 Sputtering Systems
Let's present briey some sputtering systems, focusing a little bit on the magnetron sputtering
as it is the type of sputtering used in this thesis work to produce thin lms of SiC.
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DC Diode Sputtering It is the simplest sputtering system, 3.11. It is composed by a planar
cathode and an anode in a vacuum chamber, lled with a gas to produce the plasma (Argon
gas is the most used). There is a DC voltage between the two electrodes that accelerates
ions of the plasma towards the cathode. Located on the cathode there is the target material,
whereas on the anode there is the substrate where the sputtered atoms will deposit. In this
conguration the target must be a conductive material because, otherwise, if the material is
a dielectric, positive charges can accumulate on the surface and the glow discharge can't be
sustained because new ions accelerated towards the target are repulsed away and the sputtering
phenomenon doesn't happen.
RF Diode Sputtering When the target is a dielectric material, to allow the glow discharge
to last, an AC voltage at radio frequency (typically at 13.56 MHz) is applied between electrodes,
instead of the DC voltage, 3.12. In this way, the target is continuously charged and discharged
and the surface of positive ions doesn't form, allowing the sputtering. However, the deposition
rate is lower than the DC conguration, so the latter still to prefer for metallic targets.
Magnetron Sputtering Magnetron sputtering, 3.13, is one of the most used sputtering
congurations because it has a high deposition rate and it allows depositions with a low degree
of contaminations. The improvement of this system consists in some magnets under the cathode
that produce a magnetic eld, B, perpendicular to the electric led, E, and this makes eletrons
to follow a cicloid in their motion away from the target instead of a straight path, due to the
Lorentz force. The frequency of the cicloid is ω = eB
me
, with e and me electron's charge and
mass, with the center of the orbit that drifts in the direction of ~Ex ~B with velocity E/B. This
allows electrons to spend more time near the cathode and more collisions with the gas atoms
happens, so the number of ions increases and more ions means more sputtered atoms, so the
pressure inside the chamber can be reduced while keeping the same sputtering rate. A lower
pressure cause the sputtered atoms to undergo less collisions before reaching the substrate, so
the deposition rate in enhanced in this conguration. An example of a cathode with magnets
can be found in gure 3.15a (actually, it is the one used within this thesis work). The magnet
at the center and those along the circumference are of opposite polarization, so the lines of
the magnetic eld pass through the center and through the edge and they are parallel to the
cathode along a circumference with radius equal to half the distance between the central and
external magnets. This is the region of maximal erosion of the target because electrons spend
more time near it, prducing more ions through collisions and more ions means more erosion.
On gure 3.15b there is a target of SiC on magnets.
Ion Beam Sputtering In this sputtering system ions that collide with the target do not come
from the plasma, but they are produced in a separated chamber and then they are injected
inside the vacuum chamber towards the target with an ion gun. 3.14. This allows to reduce
the gas pressure insde the chamber and to increase the deposition rate.
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Figure 3.13: Magnetron sputtering setup
Figure 3.14: Ion beam sputtering setup
(a) Example of magnets in a magnetron sputtering
system (b) A target of SiC has been put on the magnets
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Figure 3.16: Two-body collision
3.3 Rutherford Backscattering Spectrometry
Rutherford backscattering spectrometry (RBS) is an analytical technique used to get infor-
mation about the composition and the depth prole of solid materials [3]. This is done by
accelerating a particle, usually α particles, i.e. He nuclei, towards the sample and by detecting
it after having being scattered.
The interaction between the incident particle and the sample is described as an elastic collision
between two hard spheres with the same formalism of the Rutherford experiment, performed by
Geiger and Marsden [28], [27], that allowed to understand that the positive charge of atoms is
conned inside a small portion of space at their center, called nucleus. The masses involved are
M1 and M2, the energy of the projectile before and after the collision are E0 and E1, whereas
the target particle (a nuclei inside the sample) is at rest in the reference frame of the laboratory
and its energy after the impact is E2 and θ is the scattering angle, as in g. 3.16.
Since the collision is elastic, the total energy in conserved and the ratio between the energy of
the projectile after and before the collision known as kinematical factor and it depends only










k has its minimal value for θ = 180, so in this conguration the incident particle transfers as
much energy as it can to the target. In this situation, the ratio between the energy of the target







With a detector positioned at θ ≈ 160 backscattered particles can be measured and by the
knowledge of their energy we can understand the mass of the particle with which they inter-
acted, with the consequence of determining the chemical spieces inside the sample. Also the
stoichiometry can be determined in this way because if we plot the number of incident particles
on the detector as a function of their energy, we get a spectrum like the one in gure 3.21.
With the knowledge of the area of a peak, A, we can estimate the number of atoms per surface





where Q is the total ionic charge, σ is the scattering cross section of the atom (we can assume
it to be constant) and Ω is the solid angle under which the detector sees the sample. With the
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knowledge of N and of the density of the material, the thickness crossed by the α particles can
be estimated. Once we get a value of N for all the elements in the sample, we can know if the
material is stoichiometric.
However, we usually already know the atomic spieces inside a sample and we can use this
information to perform depth proling. Indeed, we can predict the position of the peaks and
if they are not in the position that we expect, but they are shifted a little bit towards the
low-energy region, it means that the projectile penetrated inside the sample and it lost a little
bit of its energy before colliding with a target atom and being backscattered. The lose of
energy is due to interactions with electrons of the materials, through a succession of collision,
but the amount of energy lost in each impact is so small that the process can be described
as a continous reduction of the energy, instead of as as sum of discrete events. An important
quantity related to this process is the stopping power and it describes the energy lost per unit
length of travel inside the material. The Bethe formula predicts the value of the stopping power











where Z is the atomic number of the atoms of the sample, e the electron charge, n the electron
density of the material, m and v the mass and the velocity of the incident particle and I the
mean ionization potential of atoms, approximatley given by I = (10eV ) · Z.
The main point is that when a peak in the RBS spectrum is shifted with respect to the position
it should have, we know the energy lost by particles before undergoing a collision with an atom
of that atomic species and with the Bethe formula we can estimate the depth at which the
collision happend. In this way we can perform a depth prole.
3.4 Experimental Setup
Sputtering The sputtering facility utilized in this thesis work to perfom depositions of Silicon
Carbide thin lms is a RF magnetron sputtering setup located inside the Laboratory of Material
Physics in Laboratori Nazionali di Legnaro (www.lnl.infn.it), a section of Istituto Nazionale
di Fisica Nucleare (INFN). A scheme of the deposition chamber with the pumping system is
reproduced in gure 3.17, whereas gure 3.18 is a photograph of the apparatus. The chamber
used for depositions is the one on the left in the gure 3.17 and it is linked to another deposition
chamber, where evaporation depositions are performed, so the latter chamber is identied as
"Eva. Sputt.". The distance between the target and the substrate is 14cm. The target is a
hyper pure (99.999%) compressed powder of silicon carbide (SiC). Substrates were of several
dimensions and materials, based on the purpose of the sample: carbon (C) with a layer of gold
(Au) to perform RBS, fused silica (SiO2), silicon (Si) and a prestige glass, i.e. a glass with a high
transmittance, for other measurements. During some depositions, substrates were mounted on
a rotative support, with the ax of rotation perpendicular to the substrate - and to the taget
since they are parallel - and it contributes to achieve a more homogeneous deposition. The
vacuum system is composed by a rotary pump (R) and a turbomolecular pump (TM). It can
pump the system down to 10−6 − 10−7mbar and the time needed to reach those pressures is 8-
12h. Inside the chamber there are three pressure gauges: Pirani, Penning and a capacitive.The
sputtering gas is argon (Ar) and a "Massow Controller" unity allows the experimenter to
check and control the ux inside the chamber. Once argon is inside the chamber, the pressure
increases, reaching stable values of 6 · 10−3mbar. At the end, when the deposition is over, to
come back at atmospheric pressure a ow of nitrogen (N) goes in the chamber.
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Figure 3.17: Scheme of chambers and pumps used
within this thesis work to perform sputtering de-
positons
Figure 3.18: Photograph of the sputtering system
Rutherford Backscattering Spectrometry As well as the sputtering setup, also the RBS
setup is located inside the Laboratory of Material Physics in Laboratori Nazionali di Legnaro
(www.lnl.infn.it), a section of Istituto Nazionale di Fisica Nucleare (INFN). The accelerator
is the AN2000 and it is a Van der Graa accelerator and it is able to supply an energy of 2MeV
to the α particles. The detector is a silicon solid state detector.
3.5 Depositions and Measurements
Several depositions have been performed within this master thesis to produce thin layers of
Silicon Carbide. The thickness of the samples ranges from 40nm to 400nm, with a deposition
rate of 60 nm/h. In general the value of the pressure inside the chamber was around 8·10−7mbar
before the injection of argon and around 6·10−3 with argon. The distance between the target and
the substrate was of 14cm and the ux of argon in the chamber was 17 sccm for all depositions.
Substrates have been choosen based on the purpose of samples. In the table 3.1 there are the
most signicant depositions and in gures 3.19a and 3.19b there are some examples of samples
as deposited.
Substrates of fused-SiO2, Si and glass are useful to perform measurements of XRD or XRR.
In particular, Si substrates let us to acquire XRD spectra with a very low background because
they are cut along the (004) planes and in grazing incidence the Bragg's law is never satised so
there aren't visible peaks due to the substrate (also, avoiding very intense diraction peaks of Si
preserves the detector and prevents the eventuality of breaking it). Whereas, substrates of fused-
SiO2 are useful to simulate the conditions inside coatings of mirrors of the gravitational-wave
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Dep. Nr. Rotative Nr. of Si Substrate Thickness(nm) Si/C
support pieces
57 No 0 Au/C, Si, glass 50 0.74
60 No 0 fused SiO2, Si 400 /
62 No 0 Au/C, Si, glass 20 0.74
64 Yes 4 Au/C, Si, glass 50 1.15
65 Yes 3 Au/C, Si, glass 50 1.03
66 Yes 2 Au/C, Si, glass 50 1.05
68 Yes 4 Si, glass 130 /
Table 3.1: Depositions. In the 3rd column there is the number of Si pieces put on the target in order
to modify the stoichiometry of the samples. The glass used as substrate is a high-transmittance glass.
In the last two columns, the uncertainty on the numbers is on the last digit.
(a) Samples nr. 60 as deposited
(b) Samples nr. 64 as deposited
Figure 3.19: Depositions
detector, since the low-refractive-index material is fused-SiO2 and SiC layers will be in contact
with silica if they will be chosen as the high-refractive-index material of Advance Virgo+.
XRD measurements have the goal of verifying that lms are amorphous. An example of a
XRD spectrum of a SiC layer with a thickness of 400nm over a 100µm-thick layer of fused-SiO2
(deposition nr. 60 ) taken in grazing incidence is shawn in gure 3.20. As can be seen, there
isn't any diraction peak, suggesting that the layer is amorphous.
Substrates of C with a 80nm-thick layer of Au on them are useful to perform RBS measure-
ments because the peak of gold is clearly visible in the spectrum and it allows to separate the
contribution of C in the lm from the one of C in the substrate. The RBS spectrum of sample
nr. 66, taken as an example, can be seen in gure 3.21. The peak of gold isn't shown in the
image to help the visualization of the rst part of the spectrum. In the image, two peaks are
marked: the ones associated to C and Si in the lm. Whereas, the rst part, where the spec-
trum is a continous decreasing funtion of the energy, is due to the deceleration and subsequent
collisions of the α particles inside the substrate of C.
As already stated, RBS helps us to determine the stoichiometry of samples and the ratio Si/C
of the lms is indicated in table 3.1. First samples weren't stoichiometric, indeed, for example,
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Figure 3.20: GIXRD spectrum of a
400nm-thick layer of amorphous SiC on
a a 100µm-thick substrate of SiO2
Figure 3.21: RBS spectrum of a 50nm-
thick layer of SiC on a substrate of C with
a thin coating of Au. The rst part be-
tween 200keV and 400 keV results from
collisions of incident α particles in the
carbon substrate, after losing some en-
ergy during the cross of the rst layers of
the sample. The peaks shown are due to
collisions with the C and Si atoms in the
lm. The peak related to collitions with
Au atoms is not shown in the gure.
the Si/C ratio of the deposition nr. 57 is 0.74. However a technique was used in order to
produce stoichiometric layers: small pieces of silicon were put on the target, along its trace of
maximal erosion (see g. 3.22). The surface of each piece of silicon is 0.89% of the surface of
the whole target and 2.45%-4.65% of the ring of maximal erosion (the uncertainty arises from
the diculty of estimating the radius of the ring, since it's not a sharp function, but a smooth
one, so basically the numbers 2.45% and 4.65% come from having taken a big and a small value
of the radius to compute the area of maximal erosion). This is why on table 3.1 there is the
column "Nr. of Si pieces". A problem that can arise from the disposition of Si pieces on the
target is that the enrichment of silicon can be non uniform in the lm, but it can be stronger
in the spots related to the Si pieces positions. In order to achieve a higher homogeneity of the
samples, from the deposition nr. 64, substrates have been mounted on a rotative support with
angular velocity of rotation equal to 30 rpm.
Figure 3.22: 4 pieces of Si on the target. It helps to change the stoichiometry of samples
Chapter 4
Conclusions
During this thesis work, I collaborated to the "Crystallization" and "High Coordination Number
Glasses" research lines of the Virgo Coatings collaboration. Those studies were devoted to some
preliminary investigations of strategies aiming to reduce the coating thermal noise, which is
presently the most limiting factor in gravitational waves interferometers. The rst research line
objective was to investigate the formation of nanocrystals in amorphous Ta2O5 coatings used
as high-refractive index layers in the multilayer mirrors of the gravitational interferometers.
A study of the crystallization kinetics 500nm-thick layers of Ta2O5 produced at LMA by IBS
has been carried out. By means of in-situ X-ray diraction studies, we were able to determine,
for dierent annealing temperatures, the crystallization kinetic of the lms, which passed from
amorphous to polycrystalline. The evolution kinetics can be described with the help of a JMAK
model: the crystallization is described, in its early stage, by a random constant nucleation and
an isotropic three-dimensional growth of the spherical nuclei. In a later stage, the transforma-
tion slows down, as the volume of the lm becomes fully occupied by the crystal grains. A
Scherrrer analysis point out that the resulting crystal grain have a large volume, of the order
of 100 nm. This is an important nding from the point of view of optical losses associated to
those grains. Thanks to our results, we were able to design some carefully tailored annealing
treatments to produce samples with a controlled degree of crystallization. Those samples were
sent to LMA to characterize their mechanical and optical properties.
A similar work has been performed as a comparison on 500nm-thick TiO2 samples prepared
at University of Sannio by ion assisted electron beam deposition. These samples, however,
present a granular structure and they are not homogeneous as the samples prepared by LMA.
Our measurements show that this has a direct impact on the crystallization kinetic which exhibit
clear dierence with respect to Ta2O5 samples. A model proposed by the research group of
UniSannio to describe the transformation is a nucleation at the grain boundaries followed by a
growth that developed towards the grain cores. The crystallization stops when an equilibrium
between the amorphous and the crystalline phase is reached, with the percentage of crystalline
volume at equilibrium dependent on the temperature at which the transformation proceeded.
The HCNG research line consisted in investigating materials alternative to Tantala to produce
low-noise thermal coatings. We considered amorphous SiC as a potential candidate for this
research. We studied the fabrication of high quality SiC lms by rf magnetron sputtering at
LNL (INFN). The produced lms were then characterized by several techniques to assess their
composition (RBS) and other macroscopic properties such as roughness, presence of crystallites
etc. (XRD). We demonstrated that lms with low roughness and dierent stoichiometries could
be successfully produced. A further perspective is the systematic production of samples with
57
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dierent stoichiometry to be sent to the University Tor Vergata in Rome for mechanical loss
and optical characterization as a function of composition.
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