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Beta regresija
Povzetek
Beta regresija je regresijski model, kjer je proučevana slučajna spremenljivka zvezna
in zavzame vrednosti na intervalu (0, 1). Predpostavimo, da ima slučajna spremen-
ljivka beta porazdelitev, zato je beta regresija primerna za napovedovanje in ana-
liziranje verjetnosti, deležev ali obetov. Transformacija podatkov omogoči uporabo
modela tudi za vrednosti na intervalu [a, b], pri čemer je a < b. Z beta regresijo se
izognemo omejitvam homoskedastičnosti in simetričnosti, ki jih ima linearna regre-
sija. V delu je obravnavan model beta regresije, opisano je pridobivanje cenilk za
regresijske koeficiente po metodi največjega verjetja in izpeljana je Fisherjeva infor-
macijska matrika. Predstavljeni so testi za preizkušanje domnev, intervali zaupanja
in različne diagnostične metode, s katerimi preverimo ustreznost modela. Teorija
beta regresije je aplicirana na primeru iz resničnega življenja in opisan je postopek
regresijske analize v programu RStudio.
Beta Regression
Abstract
Beta regression is a regression model for a variable of interest that is continuous
and restricted to the interval (0, 1). The dependent variable is beta distributed,
therefore it is suitable for predicting and analysing probability, proportions or odd
ratios. Data transformation enables the use of the model also for variables with
values in interval [a, b], where a < b. With beta regression we avoid the restrictions
of linear regression like homoscedasticity and symmetry. Here we study the beta
regression model, maximum likelihood estimation for regression parameters, and
Fisher information matrix. We cover hypothesis testing, confidence intervals and
different diagnostic measures in order to check the goodness-of-fit of the estimated
model. We apply beta regression to real-life data and give a detailed description of
the analysis steps in RStudio.
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metode, regresijska analiza
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1. Motivacija
Na začetku dela si oglejmo navdih in razloge za beta regresijski model. V 21.
stoletju poznamo že veliko različnih regresij. Za začetne oblike regresije štejemo
metodo najmanǰsih kvadratov, ki sta jo objavila Legendre leta 1805 in Gauss leta
1809. S pomočjo omenjene metode sta želela analizirati astronomska opažanja.
Kasneje v 19. stoletju se je uveljavil pojem regresija, vendar le v smislu biologije,
s katerim je Francis Galton opisal takratni biološki fenomen, ki pravi, da vǐsina
potomcev visokih prednikov pada proti povprečni vǐsini. Fenomen je znan tudi kot
”regression to the mean”. Kasneje je njegov učenec Karl Pearson regresijo uvedel
v splošni statistični kontekst. Začeli so se razvijati različni modeli, od enostavne
linearne regresije do beta regresije, ki je predstavljena v tem delu.
Želeli bi dober regresijski model, ki bi znal ustrezno napovedovati in analizirati
vrednosti proučevane spremenljivke, ki je zvezna in doseže vrednosti na intervalu
(0, 1). Naiven pristop je linearna regresija, kjer našo proučevano spremenljivko,
označimo jo z Y , zapǐsemo kot linearno kombinacijo napovedovalnih oziroma po-
jasnjevalnih spremenljivk xi, i = 1, . . . , k. Iščemo zvezo Y = β0 +β1x1 +β2x2 + · · ·+
βkxk + ε, kjer so β0, β1, . . . , βk realnoštevilski parametri in ε slučajno odstopanje od
linearne zveze. Zahtevamo E(ε) = 0. Rezultat t-tega opazovanja v vzorcu opazovanj
velikosti n označimo kot xt1, xt2, . . . , xtk, yt. Na kratko lahko zapǐsemo Y = Xβ + ε,
kjer je X matrika velikosti n × (k + 1), Y vektor velikosti n, β ∈ Rk+1 in ε vektor
slučajnih odstopanj.
Y1
Y2
...
Yn
 =

1 x11 x12 . . . x1k
1 x21 x22 . . . x2k
...
...
...
. . .
...
1 xn1 xn3 . . . xnk

β0...
βk
+

ε1
ε2
...
εn

V statističnem modelu so v matriki X konstante xti določene z opazovanji, in
ε1, . . . , εn ∼ N (0, σ2) neodvisne slučajne spremenljivke, zato sledi Yt ∼ N (xTt β, σ2)
in µt = E(Yt) = x
T
t β = ηt, kjer je x
T
t = (1, xt1, . . . , xtk). Modeliramo pričakovano
vrednost naše proučevane slučajne spremenljivke, ki je linearna funkcija neznanih
parametrov β.
Opisani pristop ni vedno najbolǰsi. V modelu dovolimo katerekoli vrednosti pa-
rametrov β, zato lahko linearna regresija napove tudi vrednosti, ki niso v intervalu
(0, 1). To lahko rešimo s transformacijo zaloge slučajne spremenljivke Y z neko po-
vezovalno funkcijo g(·). Sledi E(g(Yt)) = xTt β. Ta rešitev ima nekaj slabosti. Zaradi
Jensenove neenakosti dobljene regresijske parametre lahko interpretiramo glede na
pričakovano vrednost g(Yt) in ne glede na prvotno spremenljivko Yt. V primeru, da
je g linearna funkcija, se izognemo težavi, saj lahko zaradi linearnosti pričakovane
vrednosti izraz nazaj transformiramo in pridemo do izraza za E(Yt), vendar za po-
vezovalno funkcijo tipično vzamemo funkcije logaritmov. Druga slabost linearne
regresije je zahteva, da je variabilnost okrog regresijske premice povsod enaka, torej
da je σ enak za vse ε1, . . . , εn, podatki o deležih in obresti pa so tipično hetero-
skedastični(vsak εi ima svojo varianco σi). To pomeni, da je okoli povprečja več
variabilnosti in manj, ko se približujemo zgornji in spodnji meji intervala (0, 1).
Običajno so podatki tudi zelo asimetrični v linearnem modelu pa predpostavimo,
da ima Y normalno porazdelitev, ki je simetrična.
Z uvedbo beta regresije se izognemo zgornjim pomanjkljivostim, kar je vidno v
poglavju 3.
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2. Transformirana linearna regresija
V beta regresijskem modelu so cenilke iz modela transformirane linearne regresije
priročne za izbiro začetnih vrednosti iterirajočih algoritmov, zato so v poglavju
predstavljene osnovne formule.
Model pri transformirani linearni regresiji je enak modelu linearne regresije iz po-
glavja 1, le da imamo proučevano spremenljivko transformirano z neko povezovalno
funkcijo g(·).
Z = g(Y ) = Xβ + ε
ε1, . . . , εn ∼ N (0, σ2)
Zt = g(Yt) ∼ N (xTt β, σ2)
Neznani regresijski parametri v modelu so koeficienti β in varianca σ2. Ocene
za regresijske parametre lahko dobimo po metodi največjega verjetja ali po metodi
najmanǰsih kvadratov. V primeru osnovnega modela linearne regresije sta oceni
ekvivalentni. Oceno za β dobimo z minimiziranjem vsote kvadratov residualov.
Označimo z zt = g(yt) pravo vrednost in z ẑt predvideno vrednost.
n∑
t=1
(zt − ẑt)2 =
n∑
t=1
ε̂2t = ε̂
T ε̂ = (z −Xβ)T (z −Xβ) = (zT − βTXT )(z −Xβ)
= zT z − βTXT z − zTXβ + βTXTXβ = zT z − 2βTXT z + βTXTXβ
min
β
ε̂T ε̂ = min
β
(
zT z − 2βTXT z + βTXTXβ
)
∂(ε̂T ε̂)
∂β
= −2XT z + 2XTXβ
Enačba ∂(ε̂
T ε̂)
∂β
= 0 ima rešitev:
β̂ = (XTX)−1XT z.
Enak izraz za oceno koeficientov β bi dobili, če bi uporabili metodo največjega
verjetja. Oceno za varianco σ2 lahko enostavno pridobimo z metodo največjega
verjetja z uporabo pridobljene ocene za β.
L =
n∏
t=1
f(zt; β, σ
2) =
n∏
t=1
1√
2πσ2
exp{−(zt − xtβ)
2
2σ2
}
l = logL =
n∑
t=1
(
− 1
2
log 2π − 1
2
log σ2 − 1
2σ2
(zt − xtβ)2
)
∂l
∂σ2
=
n
2σ2
− 1
2(σ2)2
n∑
t=1
(zt − xtβ)2 =
n
2σ2
− 1
2(σ2)2
(z −Xβ)T (z −Xβ)
∂l
∂σ2
∣∣∣
β=β̂
=
n
2σ2
− 1
2(σ2)2
(z −Xβ̂)T (z −Xβ̂)
Enačba ∂l
∂σ2
∣∣∣
β=β̂
= 0 ima rešitev:
σ̂2 =
1
n
(z −Xβ̂)T (z −Xβ̂).
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Zgornja cenilka za varianco je pristranska. Če želimo nepristransko cenilko moramo
pomnožiti cenilko s faktorjem n
n−k , kjer je k število stolpcev v matriki X oziroma
velikost vektorja β [13, str. 3]. Dobimo nepristransko cenilko za σ2:
σ̂2 =
1
n− k
(z−Xβ̂)T (z−Xβ̂) = 1
n− k
(z−X(XTX)−1XT z)T (z−X(XTX)−1XT z).
Cenilki za β in σ2 nam bosta prav prǐsli pri izbiri začetnih vrednosti algoritmov za
pridobitev ocen regresijskih parametrov v beta regresijskem modelu.
3. Beta regresija
V nadaljevanju je natančno opisan beta regresijski model, potrjena je ustreznost
beta porazdelitve in predstavljena je Fisherjeva informacijska matrika.
Beta regresija je regresijski model, kjer je proučevana slučajna spremenljivka Y
zvezna in zavzame vrednosti na intervalu (0, 1). Zaradi omenjenih lastnosti upora-
bljajo model za napovedovanje verjetnosti, obetov ali deležev. Predpostavimo, da
ima proučevana spremenljivka beta porazdelitev, zato modelu pravimo beta regre-
sijski model.
3.1. Gostota beta porazdelitve. Gostota beta porazdelitve je dana s formulo
(1) π(y; p, q) =
1
B(p, q)
yp−1(1− y)q−1 = Γ(p+ q)
Γ(p)Γ(q)
yp−1(1− y)q−1,
kjer je 0 < y < 1, p > 0, q > 0 in Γ(·) funkcija gama. V odvisnosti od parametrov p
in q lahko gostota tvori različne oblike, zato je s svojo fleksibilnostjo zelo primerna
za modeliranje deležev. Pričakovana vrednost in varianca beta porazdeljene slučajne
spremenljivke Y sta
(2) E(Y ) =
p
p+ q
in
(3) var(Y ) =
pq
(p+ q)2(p+ q + 1)
.
Modelirali bomo pričakovano vrednost proučevane slučajne spremenljivke in v
model vključili natančnostni parameter. Gostoto beta porazdelitve bomo repara-
metrizirali, zato da ohranimo regresijsko strukturo za pričakovano vrednost. Naj
bo µ = p
p+q
in φ = p + q. Če izrazimo naša parametra p in q, dobimo p = µφ in
q = (1− µ)φ. Iz (2) in (3) sledi
E(Y ) = µ
in
var(Y ) =
µ(1− µ)
1 + φ
.
Pričakovana vrednost proučevane spremenljivke je µ. Parameter φ interpretiramo
kot natančnostni parameter, saj se ob fiksnem µ varianca Y z večanjem φ manǰsa.
Sedaj lahko gostoto beta porazdelitve zapǐsemo v novi parametrizaciji kot
(4) f(y;µ, φ) =
Γ(φ)
Γ(µφ)Γ((1− µ)φ)
yµφ−1(1− y)(1−µ)φ−1,
kjer je 0 < y < 1, 0 < µ < 1 in φ > 0.
Na sliki 1 lahko vidimo različne oblike gostote Y. Opazimo, da je gostota lahko
simetrična pri µ = 1
2
in asimetrična, ko je µ 6= 1
2
. Tudi iz slike lahko potrdimo, da se
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varianca pri fiksnem µ manǰsa, ko se φ povečuje. Zanimivi sta gostoti v obliki črke
J in obrnjene črke J. Gostota se ujame z gostoto enakomerno zvezne porazdelitve,
ko je µ = 1
2
in φ = 2. Zaradi preglednosti smo ta primer na sliki izpustili.
Slika 1. Različne oblike gostote beta porazdelitve v odvisnosti od
parametrov (µ, φ).
3.2. Model. V delu se bomo osredotočili na proučevano slučajno spremenljivko, ki
ima beta porazdelitev in je omejena na intervalu (0, 1). Model lahko uporabimo tudi
na slučajni spremenljivki, ki je omejena na intervalu (a, b), za znani realni števili a in
b, pri čemer je a < b. V tem primeru bi uporabili regresijo na slučajni spremenljivki
(Y − a)/(b − a). V praksi pogosto želimo v našo analizo vključiti tudi ekstremne
vrednosti. Lahko uporabimo transformacijo (Y · (n− 1) + 0.5)/n, kjer je n velikost
vzorca.
Naj bodo Y1, . . . , Yn beta porazdeljene neodvisne slučajne spremenljivke z gostoto
(4), pričakovano vrednostjo µt in natančnostnim parametrom φ, pri čemer je t =
1, . . . , n in n velikost vzorca. Pǐsemo Yt ∼ B(µt, φ). S pomočjo povezovalne funkcije
g(·) lahko pričakovano vrednost spremenljivke Yt zapǐsemo kot
(5) g(µt) =
k∑
i=1
xtiβi = x
T
t β = ηt,
kjer je β = (β1, . . . , βk)
T vektor neznanih realnoštevilskih regresijskih parametrov in
xTt = (xt1, . . . , xtk) vektor opazovanj na k številskih spremenljivkah (k < n) oziroma
vektor fiksnih in znanih konstant. Funkcija g(·) : (0, 1)→ R je strogo monotona in
dvakrat odvedljiva. Pravimo ji povezovalna funkcija, ker preslika interval (0, 1) v
R in je v našem modelu ključnega pomena. Vrednosti ηt lahko presegajo vrednosti
intervala (0, 1), ker dovolimo, da parametri βi zavzamejo poljubne realne vredno-
sti, vrednosti µt pa zavzemajo vrednosti na omejenem intervalu, zato potrebujemo
funkcijo g, za katero je g(µt) ∈ R. V splošnem je lahko povezovalna funkcija taka, ki
ustreza naši proučevani spremenljivki, je injektivna in dovoljkrat zvezno odvedljiva.
V našem modelu bi lahko uporabili logistično funkcijo, probit funkcijo, log-log funk-
cijo in podobno. Izbrali bomo logistično funkcijo g(µ) = logit(µ) = log
(
µ/(1−µ)
)
.
7
V enačbi (5) za g uporabimo izbrano povezovalno funkcijo in dobimo
µt
1− µt
= ex
T
t β.
Sledi
(6) µt =
ex
T
t β
1 + ex
T
t β
.
Sedaj, ko imamo definirano povezavo med proučevano spremenljivko in našimi
opazovanji, bi želeli pridobiti ocene neznanih regresijskih parametrov. Neznani re-
gresijski parametri v opisanem modelu beta regresije so koeficienti β in natančnostni
parameter φ. Ocene parametrov bomo pridobili po metodi največjega verjetja, torej
z maksimizacijo logaritemske funkcije verjetja. Ta temelji na vzorcu n neodvisnih
opazovanj in jo zapǐsemo kot
(7) l(β, φ) =
n∑
t=1
lt(µt, φ),
kjer je
lt(µt, φ) = log f(y;µt, φ)
= log Γ(φ)− log Γ(µtφ)− log Γ((1− µt)φ)
+ (µtφ− 1) log yt +
(
(1− µt)φ− 1
)
log(1− yt)
(8)
in µt definiran tako, da (6) drži. Odvajamo logaritemsko funkcijo verjetja po pa-
rametru βi, kjer je i = 1, . . . , k in po natančnostnem parametru φ. Odvajamo
na dalǰsi način, saj nam bodo formule odvodov kasneje prǐsle prav pri izračunu
različnih diagnostičnih metod in izpeljavi Fisherjeve informacijske matrike. Naj bo
y∗t = log(yt/(1 − yt)) in µ∗t = ψ(µtφ) − ψ((1 − µt)φ), kjer je ψ(·) digama funkcija
definirana s predpisom ψ(z) = d log Γ(z)/dz za z > 0.
(9)
∂l(β, φ)
∂βi
=
n∑
t=1
∂lt(µt, φ)
∂µt
dµt
dηt
∂ηt
∂βi
∂lt(µt, φ)
∂µt
= φ ·
(
log
yt
1− yt
− (ψ(µtφ)− ψ((1− µt)φ))
)
.
Iz dµt/dηt = 1/g
′(µt) in ∂ηt/∂βi = xti sledi
(10)
∂l(β, φ)
∂βi
= φ
n∑
t=1
(y∗t − µ∗t )
1
g′(µt)
xti.
Odvod po βi lahko kraǰse zapǐsemo kot vektor velikost k
(11) Uβ(β, φ) = φX
TT (y∗ − µ∗),
kjer je X matrika velikosti n× k , ki ima za vrstice vektorje xTt , y∗ = (y∗1, . . . , y∗n)T ,
µ∗ = (µ∗1, . . . , µ
∗
n)
T in T = diag(1/g′(µ1), . . . , 1/g
′(µn)). Vektorju odvodov pravimo
tudi vektor zbira.
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Odvajajmo sedaj še po natančnostnem parametru φ in odvod označimo z Uφ(β, φ).
Uφ(β, φ) =
∂l(β, φ)
∂φ
=
n∑
t=1
∂lt(µt, φ)
∂φ
=
n∑
t=1
(
µt(y
∗
t − µ∗t ) + log(1− yt)− ψ((1− µt)φ) + ψ(φ)
)(12)
Spodnje enačbe nam dajo ocene β koeficientov in natančnostnega parametra φ.
Uβ(β, φ) = 0
Uφ(β, φ) = 0
Rešitve lahko pridobimo samo numerično z nelinearnimi optimizacijskimi algo-
ritmi, na primer z Newtnovim algoritmom oziroma tangentno metodo. V omenjenih
optimizacijskih algoritmih je ključna iteracija, za katero potrebujemo začetne vre-
dnosti parametrov β in φ. Ena izmed primernih izbir za začetno vrednost β je cenilka
iz modela linearne regresije s transformirano zalogo vrednosti g(Y1), g(Y2), . . . , g(Yn)
iz poglavja 2. Začetna vrednost parametra β je lahko
β0 = (X
TX)−1XT z,
kjer je z = (g(y1), . . . , g(yn))
T .
Začetno oceno za φ lahko prav tako dobimo s pomočjo transformirane linearne
regresije in zveze var(Yt) = µt(1 − µt)/(1 + φ), iz katere izrazimo parameter φ,
φ = (µt(1 − µt)/var(Yt)) − 1. S pomočjo razvoja g(Yt) v Taylorjevo vrsto okoli µt
dobimo zvezo za var(Yt).
g(Yt) = g(µt) + (Yt − µt)g′(µt) +
(Yt − µt)2
2
g′′(µt) + . . .
g(Yt) ≈ g(µt) + (Yt − µt)g′(µt)
var(g(Yt)) ≈ var
(
g(µt) + (Yt − µt)g′(µt)
)
= var(Yt)(g
′(µt))
2
V zadnji vrstici sta g(µt) in g
′(µt) konstanti. Namesto var(g(Yt)) vstavimo oceno
variance transformirane proučevane slučajne spremenljivke, ki smo jo izpeljali v
poglavju 2. Dobimo zvezo:
var(Yt) ≈
var(g(Yt))
(g′(µt))2
=
var(Zt)
(g′(µt))2
≈ σ̂t
2
(g′(µt))2
= σ̃t
2
Sedaj razpǐsemo zvezo za φ:
µt(1− µt)
var(Yt)
− 1 ≈ µt(1− µt)
σ̃t
2 − 1
Iz (5) sledi µt = g
−1(xTt β). Z uporabo ocene za β dobimo oceno µ̃t = g
−1(xTt β0) =
g−1(xTt (X
TX)−1XT z) za µt, ki jo vstavimo v zgornjo zvezo in dobimo:
µ̃t(1− µ̃t)
σ̃t
2 − 1
Parameter φ ni odvisen od t, zato vzamemo povprečje zgoraj pridobljenih ocen in
dobimo začetno vrednost za parameter φ [9, str. 8]:
φ0 =
1
n
n∑
t=1
µ̃t(1− µ̃t)
σ̃2t
− 1.
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3.3. Fisherjeva informacijska matrika.
Definicija 3.1. Naj bo X = (X1, · · · , Xn) slučajni vzorec in f(X; θ) funkcija go-
stote, kjer je vektor θ = (θ1, · · · , θk) vektor neznanih parametrov. Fisherjeva infor-
macijska matrika velikosti n In(θ) je dana s simetrično matriko velikosti k × k, kjer
je ij-ti element definiran z
In(θ)i,j = −E
[∂2 log f(X|θ)
∂θi∂θj
]
.
V nekaterih literaturah lahko zasledimo tudi izraz pričakovana Fisherjeva informa-
cija.
Fisherjeva informacija opisuje količino informacije, ki jo o nekem neznanem pa-
rametru imamo. Najpogosteǰsa uporaba je pri iskanju variance neke cenilke, pri
opisovanju asimptotičnega obnašanja cenilk največjega verjetja ali pri Bayesovem
sklepanju. Inverz Fisherjeve matrike nam asimptotično da variančno-kovariančno
matriko cenilke pridobljene po metodi največjega verjetja zaradi asimptotske la-
stnosti cenilke. Izračun Fisherjeve informacijske matrike in njenega inverza za beta
regresijski model nam bo pomagal tudi pri testih modela in določanju intervala
zaupanja za regresijske parametre.
Fisherjeva matrika velikosti n In(θ) pomeni Fisherjevo informacijo za n opazo-
vanj. Z I(θ) označimo Fisherjevo informacijo za eno opazovanje. Zaradi linearnosti
pričakovane vrednosti in dejstva, da je logaritemska funkcija verjetja enaka vsoti n
členov, sledi:
In(θ) = nI(θ)
V nadaljevanju bomo za izračun Fisherjeve informacijske matrike uporabili zgor-
njo definicijo. Potrebujemo druge odvode logaritemske funkcije verjetja po parame-
trih β in φ in mešani odvod. Iz enačbe (9) sledi
∂2l(β, φ)
∂βi∂βj
=
n∑
t=1
∂
∂βj
(∂lt(µt, φ)
∂µt
dµt
dηt
xti
)
=
n∑
t=1
∂
∂µt
(∂lt(µt, φ)
∂µt
dµt
dηt
)dµt
dηt
∂ηt
∂βj
xti
=
n∑
t=1
(∂2lt(µt, φ)
∂2µt
dµt
dηt
+
∂lt(µt, φ)
∂µt
( ∂
∂µt
dµt
dηt
))dµt
dηt
xtixtj ,
(13)
kjer smo v drugi vrstici uporabili strukturo funkcije verjetja iz (8) in v tretji vrstici
pravilo za odvod produkta. Pričakovana vrednost drugega odvoda po parametru β
je
E
(∂2l(β, φ)
∂βi∂βj
)
=
n∑
t=1
E
(∂2lt(µt, φ)
∂2µt
dµt
dηt
+
∂lt(µt, φ)
∂µt
( ∂
∂µt
dµt
dηt
))dµt
dηt
xtixtj
=
n∑
t=1
E
(∂2lt(µt, φ)
∂2µt
)(dµt
dηt
)2
xtixtj ,
(14)
saj lahko uporabimo enakost E(∂lt(µt,φ)
∂µt
) = 0, ki sledi iz naslednjega. Po osnovni
lastnosti funkcije gostote jo lahko integriram po celotnem njenem območju in dobimo
vrednost 1. Če enačbo odvajamo, lahko pod ustreznimi pogoji(funkcija in njen
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odvod morata biti zvezna(”Leinbniz integral rule”)) zamenjamo odvod in integral.
Uporabimo slednje v spodnjem izračunu.∫
f(y;µt, φ)dy = 1
0 =
∂
∂µt
∫
f(y;µt, φ)dy =
∫
∂
∂µt
f(y;µt, φ)dy
=
∫ ( ∂
∂µt
logf(y;µt, φ)
)
f(y;µt, φ)dy = E
( ∂
∂µt
l(y;µt, φ)
)
Za izračun upanja iz (14) potrebujemo še drugi odvod logaritemske funkcije verjetja
po µt. Iz (9) sledi
∂2l(µt, φ)
∂2µt
= −φ2 · (ψ′(µtφ) + ψ′((1− µt)φ)).
Zgornje vstavimo v izračun (14) in dobimo pričakovano vrednost drugega odvoda
logaritemske funkcije verjetja po parametru β.
E
(∂2l(β, φ)
∂βi∂βj
)
= −φ
n∑
t=1
wtxtixtj ,
kjer upoštevamo dµt
dηt
= 1
g′(µt)
in vpeljemo novo oznako wt = φ · (ψ′(µtφ) + ψ′((1 −
µt)φ))
1
(g′(µt))2
. V matrični obliki imamo enakost
E
(∂2l(β, φ)
∂β∂βT
)
= −φXTWX,
kjer je W = diag(w1, . . . , wn).
Mešani odvod dobimo z odvajanjem enačbe iz (10) po parametru φ.
∂2l(β, φ)
∂βi∂φ
=
∂
∂φ
(
φ
n∑
t=1
(y∗t − µ∗t )
1
g′(µt)
xti
)
=
n∑
t=1
∂
∂φ
(
φ(y∗t − µ∗t )
) 1
g′(µt)
xti
=
n∑
t=1
(
(y∗t − µ∗t )− φ
∂µ∗t
∂φ
) 1
g′(µt)
xti
(15)
Pri izračunu pričakovane vrednosti uporabimo posledico enakosti E(∂lt(µt,φ)
∂µt
) = 0, ki
pravi E(y∗t ) = µ
∗
t in
∂µ∗t
∂φ
=
∂
∂φ
(
ψ(µtφ)− ψ((1− µt)φ)
)
= ψ′(µtφ)µt − ψ′((1− µt)φ)(1− µt) = E(
∂µ∗t
∂φ
).
Sledi
E
(∂2l(β, φ)
∂βi∂φ
)
=
n∑
t=1
(
E(y∗t )− µ∗t − E(φ
∂µ∗t
∂φ
)
) 1
g′(µt)
xti = −
n∑
t=1
ct
1
g′(µt)
xti,
kjer je ct = φ·(ψ′(µtφ)µt−ψ′((1−µt)φ)(1−µt)). Za zapis v matrični obliki uporabimo
oznako c = (c1, . . . , cn)
T in dobimo
E
(∂2l(β, φ)
∂βi∂φ
)
= −XTTc.
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Za potrebe celotne Fisherjeve matrike potrebujemo še drugi odvod po parametru
φ in njegovo pričakovano vrednost. Odvajamo izraz iz (12) in uvedemo novo oznako
dt = ψ
′(µtφ)µ
2
t + ψ
′((1− µt)φ)(1− µt)2 − ψ′(φ). Sledi
∂2l(β, φ)
∂φ2
=
∂
∂φ
( n∑
t=1
(µt(y
∗
t − µ∗t ) + log(1− yt)− ψ((1− µt)φ) + ψ(φ))
)
=
n∑
t=1
(
− µt
∂µ∗t
∂φ
− ψ′((1− µt)φ)(1− µt) + ψ′(φ)
)
= −
n∑
t=1
(
ψ′(µtφ)µ
2
t + ψ
′((1− µt)φ)(1− µt)2 − ψ′(φ)
)
= −
n∑
t=1
dt = E
(∂2l(β, φ)
∂φ2
)
= −tr(D),
kjer je D = diag(d1, . . . , dn).
Po vseh izračunih pričakovanih vrednostih, lahko sestavimo Fisherjevo informa-
cijsko matriko.
(16) K = K(β, φ) =
(
Kββ Kβφ
Kφβ Kφφ
)
=
(
φXTWX XTTc
cTT TX tr(D)
)
Bolj kot originalno matriko bomo uporabili njen inverz. Inverzno matriko Fi-
sherjeve informacijske matrike, dobimo s pomočjo izrazov za inverz bločne matrike
[4].
K−1 = K−1(β, φ) =
(
Kββ Kβφ
Kφβ Kφφ
)
=
 1φ(XTWX)−1
(
Ik +
XTTccTTTX(XTWX)−1
γφ
)
− 1
γφ
(XTWX)−1XTTc(
− 1
γφ
(XTWX)−1XTTc
)T
γ−1
(17)
V zgornji matriki zaradi lepšega zapisa uvedemo oznaki Ik in γ, kjer je Ik identična
matrika velikosti k × k in γ = tr(D)− φ−1cTT TX(XTWX)−1XTTc.
3.3.1. Uporaba inverza Fisherjeve informacijske matrike. Prednost izbire metode
največjega verjetja za izpeljavo cenilk neznanih parametrov so lastnosti cenilke.
Držimo se oznak iz definicije Fisherjeve matrike 3.1. Lastnosti cenilke največjega
verjetja:
• Doslednost:
lim
n→∞
P (|θ̂ − θ| > ε) = 0
• Pod pogoji regularnosti za gostoto f ima cenilka asimptotično normalno
porazdelitev:
√
n(θ̂ − θ) D−→ N(0, I−1(θ)).
Glavni pogoji regularnosti so [6, str. 516]: neodvisnost spremenljivk; če
je θ1 6= θ2 je f(x|θ1) 6= f(x|θ2); nosilec gostote ni odvisen od parametra;
parameter leži znotraj prostora parametrov in ne na robu; gostota je trikrat
odvedljiva glede na parameter θ in tretji odvod je omejen.
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Variančno-kovariančna matrika cenilke cov(θ̂) je inverz Fisherjeve informacijske
matrike vrednoten v pravi vrednosti vektorja parametrov In(θ) = nI(θ). Ker pravih
vrednosti ne poznamo, vstavimo cenilko β̂. Zaradi doslednosti cenilke in zveznosti
preslikave dobimo asimptotično oceno za variančno-kovariančno matriko.
Upoštevamo lastnosti cenilk največjega verjetja in prevedemo teorijo na beta re-
gresijski model. Pri velikem vzorcu in pod regularnostnimi pogoji metode največjega
verjetja sta cenilki β̂, φ̂ za β in φ porazdeljeni približno normalno:(
β̂
φ̂
)
∼̇Nk+1
((
β
φ
)
, K−1
)
.
V naslednjih poglavjih bomo velikokrat potrebovali standardne napake cenilk.
Zelo enostavno lahko pridobimo asimptotične standardne napake cenilk s pomočjo
inverza Fisherjeve matrike iz (17). V matriko vstavimo pridobljene cenilke parame-
trov in želeno vrednost korenimo. Na primer: standardna napaka cenilke za φ je
približno enaka se(φ̂) ≈ γ−1/2.
4. Preizkušanje domnev
V poglavju je na kratko opisano preizkušanje domnev v beta regresijskem modelu
s pomočjo treh glavnih testov: razmerje verjetij, Waldov test in test zbira. S pre-
izkušanjem domnev lahko ugotovimo, ali imajo določeni parametri ključno vlogo v
modelu, tako da jih postavimo na nič in preverimo domnevo s pomočjo testnih sta-
tistik. Preizkušamo enostavno ničelno domnevo H0 : β1 = β(0)1 proti H1 : β1 6= β
(0)
1 ,
kjer je β1 = (β1, · · · , βm)T in β(0)1 = (β
(0)
1 , · · · , β
(0)
m )T za m < k in podan β
(0)
1 .
Ohranimo oznake iz drugega in tretjega poglavja.
4.1. Razmerje verjetij.
Definicija 4.1 (Posplošeni test razmerja verjetij). Naj bodo X1, . . . , Xn neodvisne
slučajne spremenljivke porazdeljene z gostoto f(x; θ), L naj označuje funkcijo ver-
jetja. Naj bo H0 : θ ∈ Θ0 in HA : θ ∈ Θ \ Θ0. Testna statistika posplošenega testa
verjetij je
Λ =
supθ∈Θ L(x, θ)
supθ∈Θ0L(x, θ)
Trditev 4.2. [12] Ob izpolnjenih pogojih regularnosti za gostoto f velja
2log(Λ)
D−→ χ2k,
kjer je k = dim(Θ)− dim(Θ0).
Testna statistika v našem primeru je
ω1 = 2
(
l(β̂, φ̂)− l(β̃, φ̃)
)
,
kjer je l(β, φ) logaritemska funkcija verjetja in (β̃T , φ̃)T cenilka največjega verjetja za
(βT , φ)T pod ničelno domnevo. Pod regularnostnimi pogoji in pod ničelno domnevo
H0 velja ω1
D−→ χ2m, zato lahko kritične vrednosti oziroma območje sprejema in
zavrnitve dobimo s pomočjo aproksimacije iz tabele χ2 porazdelitve.
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4.2. Test zbira. Testu zbira (ang. score test) pravimo tudi LM test (ang. Lagrange
Multiplier test).
Trditev 4.3. [5] Naj bodo X1, . . . , Xn neodvisne enako porazdeljene slučajne spre-
menljivke, gostoto označimo z f(x; θ). Funkcija gostote naj ustreza pogojem regular-
nosti, l pa naj označuje logaritemsko funkcijo verjetja. Testiramo ničelno domnevo
H0 : θ = θ0, kjer je θ vektor parametrov velikosti k. S θ̂0 označimo cenilko največjega
verjetja pod ničelno domnevo. Naj bo S(θ) = [s1(θ), . . . , sk(θ)]
T , si(θ) =
∂l(x;θ)
∂θi
vek-
tor velikosti k, ki mu pravimo vektor zbira (ang. score vector) in In(θ) Fisherjeva
matrika velikosti k × k. Testna statistika je
T = S(θ̂0)
T [In(θ̂0)]
−1S(θ̂0),
Porazdelitev testne statistik pod ničelno domnevo in regularnostnimi pogoji konver-
gira proti χ2 porazdelitvi s k prostostnimi stopnjami.
Spomnimo se vektorja odvodov logaritemske funkcije verjetja po β iz poglavja
(11): Uβ(β, φ) = φX
TT (y∗−µ∗). V primeru našega beta regresijskega modela za test
zbira z U1β označimo vektor velikosti m, ki vsebuje prvih m elementov vektorja zbira
za β in z Kββ11 m×m matriko sestavljeno iz prvih m vrstic in prvih m stolpcev inverza
Fisherjeve matrike K−1. Če sledimo razdelitvi vektorja parametrov β(razdelimo
parametre beta na dva dela: prvih m, ki so vsebovani v ničelni domnevi za β1 in
preostali parametri beta, za katere nismo postavili ničelne domneve), lahko matriko
X zapǐsemo kot bločno matriko [X1X2] in posledično U1β = φX
T
1 T (y
∗ − µ∗). Test
zbira lahko zapǐsemo kot
ω2 = Ũ
T
1βK̃
ββ
11 Ũ1β,
kjer tilde označujejo, da so funkcije izvrednotene v cenilki največjega verjetja pod
ničelno domnevo. Iz trditve sledi: ω2
D−→ χ2m.
4.3. Waldov test.
Trditev 4.4. [5] Naj bodo X1, . . . , Xn neodvisne enako porazdeljene spremenljivke
z gostoto f(x; θ) in f naj ustreza pogojem regularnosti. Testiramo ničelno domnevo
H0 : θ = θ0, kjer je θ vektor parametrov velikosti k. Naj bo θ̂ cenilka največjega
verjetja za θ in In Fisherjeva matrika. Testna statistika je
T =
(θ̂ − θ0)2
1/In(θ̂)
Porazdelitev testne statistik pod ničelno domnevo in regularnostnimi pogoji konver-
gira proti χ2 porazdelitvi s k prostostnimi stopnjami.
Testna statistika za beta regresijski model je
ω3 = (β̂1 − β(0)1 )T (K̂
ββ
11 )
−1(β̂1 − β(0)1 ),
kjer je β̂1 cenilka največjega verjetja za β1 in K̂
ββ
11 inverz delne Fisherjeve matrike(kot
Kββ11 v 4.2) izvrednoten v cenilki največjega verjetja. Sledi ω3
D−→ χ2m. Za testiranje
vloge določenega regresijskega parametra v modelu, postavimo ničelno domnevo
H0 : βi = 0, i = 1, · · · , k. V tem primeru lahko uporabimo tudi preoblikovano
Waldovo statistiko. Označimo s se(β̂i) asimptotično standardno napako cenilke
največjega verjetja β̂i, ki jo dobimo z inverzom Fisherjeve matrike izvrednotenim
v cenilkah največjega verjetja. Testna statistika β̂i/se(β̂i) pod ničelno domnevo
konvergira k standardni normalni porazdelitvi [9, str. 17].
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4.4. Interval zaupanja. Interval zaupanja za regresijske parametre lahko dobimo
enostavno s preoblikovanjem zgornjih testnih statistik. Interval zaupanja s stopnjo
zaupanja α za βi, i = 1, . . . , k ima meje β̂i±Φ−1(1−α/2)se(β̂i). Prav tako (1−α)×
100% interval zaupanja za φ ima meje φ̂±Φ(1− α/2)se(φ̂). Standardno napako za
cenilko največjega verjetja za φ dobimo iz inverza Fisherjeve matrike K−1(β, φ), iz
enačbe (17), izvrednotenega v cenilkah največjega verjetja(vzamemo tisto vrednost,
ki pripada natančnostnemu parametru). Tako je se(φ̂) ≈ γ̂−1/2. Interval zaupanja
za pričakovano vrednost odgovora µ za vektor opazovanj x je[
g−1(η̂ − Φ−1(1− α/2)se(η̂)), g−1(η̂ + Φ−1(1− α/2)se(η̂))
]
,
kjer je η̂ = xT β̂ in se(η̂) =
√
xT ĉov(β̂)x. Matriko ĉov(β̂) dobimo iz inverza Fisher-
jeve matrike ocenjene v cenilkah največjega verjetja, kjer izločimo vrstico in stolpec,
ki pripadata natančnostnemu parametru.
5. Diagnostične metode
Pri analiziranju podatkov je eden prvih korakov izbira modela. Po apliciranju mo-
dela na naše podatke je potrebno z diagnostičnimi metodami preveriti prilagojenost
modela podatkom. Z raznimi metodami lahko tudi zaznamo, katera opazovanja so
pomembna pri določanju regresijskih parametrov in katera malo manj. V poglavju
so opisane pogoste metode, ki so kasneje prikazane na primeru.
5.1. Determinacijski koeficient R2. Determinacijski koeficient je eden izmed naj-
bolj znanih kazalnikov ali se model prilega podatkom ali ne. Koeficient, ki je kvadrat
vzorčnega korelacijskega koeficienta med η̂ = xT β̂ in g(y), izračunamo na sledeči
način:
R2 =
cov2η̂,g(y)
σ2η̂σ
2
g(y)
.
Vrednost koeficienta se lahko nahaja med 0 in 1. Skrajno vrednost 1 dobimo, če
imamo popolno ujemanje med η̂ in g(y) (torej med µ̂ in g(y)). Večja kot je vrednost
koeficienta oziroma je bližje 1, bolj ustrezen je model, saj to pomeni, da je korelacija
med napovedano in pravo vrednostjo večja. Pridobljen delež z izračunom koeficienta
nam pove, kolikšen delež variabilnosti odvisne spremenljivke je pojasnjen z modelom.
Lahko se zgodi tudi, da imamo nizke vrednosti determinacijskega koeficienta, vendar
je model še vedno ustrezen ali pa imamo visoko vrednost in je model neuporaben,
zato je potrebno preveriti ustreznost modela s preostalimi diagnostičnimi metodami
na primer z grafom residualov v odvisnosti od napovedanih vrednosti.
5.2. Standardizirani residuali. Med pogostimi diagnostičnimi metodami so tudi
standardizirani residuali, ki primerjajo pravo oziroma opazovano vrednost in napo-
vedano oziroma predvideno vrednost. Standardizirani residual opazovanja t dobimo
s formulo
rt =
yt − µ̂t√
v̂ar(yt)
,
kjer je µ̂t = g
−1(xTt β̂) in v̂ar(yt) = (µ̂t(1− µ̂t))/(1 + φ̂). Graf residualov v odvisnosti
od indeksa opazovanja (t) ne bi smel namigovati na noben vzorec. Opazen trend bi
pomenil izbiro napačnega model in odstopanje podatkov od modela, ne pa slučajno
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odstopanje. Opazovanjem z velikim residualom(velika razlika med predvideno vre-
dnostjo in opazovano vrednostjo) pravimo odstopanja ali osamelci (ang. outliers).
To so točke, ki odstopajo od preostalih podatkov. V nadaljevanju se pojavi tudi po-
jem vplivnih točk (ang. influential points), ki predstavlja tiste točke, ki bolj vplivajo
na obliko našega regresijskega modela(na vrednosti regresijskih koeficientov).
5.3. Mera neskladnosti. Metoda mere neskladnosti nam pove, koliko se naš model
razlikuje od polnega modela. Poln model oziroma nasičen model je model z vsemi
parametri. Z mero neskladnosti primerjamo poln model in model, ki nas zanima(na
primer postavimo kakšen parameter β na nič, testiramo linearno zvezo med beta
koeficienti . . . ). Enako idejo smo imeli v poglavju 4.1, kjer smo izpeljali testno
statistiko po metodi razmerja verjetij. Formula za mero neskladnosti modela je
D(y;µ, φ) =
n∑
t=1
2(lt(µ̌t, φ)− lt(µt, φ)).
Člen lt(µ̌t, φ) je logaritemska funkcija polnega modela, izračunana v vrednosti µ̌t.
To je vrednost µt, ki reši enačbo ∂lt/∂µt = 0. Iz (9) sledi ∂lt/∂µt = φ · (y∗t −µ∗t ) = 0.
Enačbo rešimo s pomočjo aproksimacije. V drugem poglavju smo definirali µ∗t =
ψ(µtφ) − ψ((1 − µt)φ). Funkcija digama ψ(z) = d(lnΓ(z))/dz ima asimptotično
formulo, ko gre z →∞ [1, str. 259]:
ψ(z) = ln(z)− 1
2z
− 1
12z2
+
1
120z4
+ . . .
ψ′(z) =
1
z
+
1
2z2
+
1
6z3
− 1
30z5
+ . . .
Torej lahko pǐsemo ψ(z) ≈ ln(z) in ψ′(z) ≈ 1
z
. Dobimo aproksimacijo za µ∗t , ko je φ
velik, na sledeči način:
µ∗t ≈ log(µtφ)− log((1− µt)φ) = log(
µt
1− µt
).
Ta µ∗t vstavimo v enačbo in upoštevamo y
∗
t = log(yt/(1− yt)) :
φ · (log( µt
1− µt
)− log( yt
1− yt
)) = 0.
Enačbo reši µ̌t ≈ yt.
Opazimo, če je φ · (y∗t − µ∗t ) = 0, sledi iz (10), da so vsi odvodi po βi enaki nič.
Torej smo z zgornjo aproksimacijo dobili približek za µ̂t = g
−1(xtβ̂). Na ta način
smo se izognili iterativnemu postopku za pridobitev β̂ in vstavljanju β̂ v g−1(xtβ̂),
da bi dobili µ̂t. Ta postopek je zelo intenziven, zato poǐsčemo aproksimacijo. To je
tudi razlog, da smo v poglavju 3.2 odvajali funkcijo verjetja na poseben način.
Pri znanem parametru φ za mero neskladnosti vzamemo D(y; µ̃, φ), kjer je µ̃
cenilka največjega verjetja nepolnega modela(model, ki nas zanima) za µ.
Pri neznanem φ vstavimo cenilko največjega verjetja φ̂ in dobimo D(y; µ̂, φ̂).
Izraz D(y; µ̂, φ̂) poimenujemo odklon oziroma devianca modela in zapǐsemo kot
D(y; µ̂, φ̂) =
∑n
t=1(r
d
t )
2, kjer je
rdt = sign(yt − µ̂t)
(
2(lt(µ̃t, φ̂)− lt(µ̂t, φ̂)
)1/2
.
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Iz zgornje enačbe vidimo praktično uporabo mere neskladnosti. Opazovanje t pri-
speva k odklonu modela vrednost (rdt )
2, zato lahko opazovanje z veliko absolutno
vrednostjo rdt označimo za opazovanje neskladno z modelom. Vrednost r
d
t poimenu-
jemo t-ti residual deviance.
5.4. Polnormalni graf.
Definicija 5.1 (Polnormalna porazdelitev). Naj bo slučajna spremenljivka X po-
razdeljena N (0, σ2). Slučajna spremenljivka Y = |X| ima gostoto
fY (y;σ) =
√
2
σ
√
π
exp
(
− y
2
2σ2
)
, y ≥ 0
in upanje E[Y ] = σ
√
2√
π
. Pravimo, da je slučajna spremenljivka Y porazdeljena pol-
normalno (ang. half normal).
Polnormalni graf je grafična metoda za preverjanje ustreznosti modela. Iz grafa
lahko sklepamo na porazdelitev residualov in ugotovimo, katera opazovanja je po-
trebno podrobneje pogledati. Na y os postavimo absolutne vrednosti residualov ene
izmed diagnostičnih metod modela(na primer standardizirani residuali ali residuali
deviance), na x os pa postavimo kvantile polnormalne porazdelitve. Na ta način
imamo na y osi empirične podatke, na x osi pa teoretične in lahko preverimo ali
so naši residuali(absolutne vrednosti) porazdeljeni polnormalno, saj porazdelitve re-
sidualov ne poznamo. S pomočjo polnormalnega grafa z ovojnico lahko nazorno
prikažemo ustreznost ali neustreznost modela. Če so naše točki znotraj ovojnice,
vemo, da je model ustrezen. Tista opazovanja, katerih residuali niso v ovojnici, je
potrebno podrobneje pogledati, saj odstopajo od ostalih. Prav tako, če primeren
delež točk pade izven ovojnice, lahko trdimo, da model ne ustreza našim podatkom.
Polnormalni graf s simulirano ovojnico lahko skonstruiramo z naslednjim postopkom
[9, str. 9]:
(1) Apliciramo model na naše podatke in dobimo cenilke največjega verjetja za
parametre.
(2) S pridobljenimi cenilkami generiramo vzorec n neodvisnih opazovanj y.
(3) Apliciramo model na generiranem vzorcu y-ov in prvotnih opazovanj x. Do-
bimo druge cenilke največjega verjetja. Poračunamo urejene absolutne vre-
dnosti izbranih residualov.
(4) Ponovimo korak 2 in 3 k-krat.
(5) Pridobljene simulacije si predstavljamo kot n setov s k statistikami. Za vsak
set izračunamo povprečje, minimum in maksimum.
(6) Podatke iz 5 točke in urejene residuale originalnega vzorca iz točke 1 narǐsemo
na graf v odvisnosti od kvantila polnormalne porazdelitve
Φ−1
(t+ n− 1/8
2n+ 1/2
)
.
Minimum in maksimum k statistik iz točke 5 nam data zgornjo in spodnjo mejo ovoj-
nice. Ferrari in Cribari-Neto (2004) predlagata uporabo k = 19, saj je verjetnost,
da bo absolutna vrednost residuala padla izven ovojnice, približno 1/20 = 0.05.
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5.5. GL metoda. Z metodo posplošenega vzvoda(ang. generalized leverage, zato ji
pravimo tudi GL metoda) lahko identificiramo čudne residuale in s tem opazovanja,
ki bolj vplivajo na naš model. Posplošeni vzvod cenilke θ̂ je v splošnem definiran
kot [11]:
GL(θ̂) =
∂ỹ
∂yT
,
kjer je θ tak vektor, da je E(y) = µ(θ), θ̂ cenilka za θ in ỹ = µ(θ̂). Element (t, u)
matrike GL(θ̂) je takoǰsnja mera spremembe v t-ti predvideni vrednosti glede na
pravo vrednost u. Vzvod je invarianten glede na reparametrizacijo. Opazovanjem
z velikim posplošenim vzvodom rečemo točke vzvoda (ang. leverage points). Ta
opazovanja imajo večji vpliv na model kot ostale točke. Naj bo θ̂ cenilka največjega
verjetja za θ. Predpostavimo, da cenilka obstaja in je edina, logaritemska funkcija
verjetja pa je dvakrat zvezno odvedljiva glede na θ in y. Wei, Hu in Fung sta v [11]
predstavila alternativni način za pridobitev vrednosti posplošenega vzvoda. Naj bo
Dθ = ∂µ/∂θ
T . Formulo
GL(θ) = Dθ ·
(
− ∂
2l
∂θ∂θT
)−1
· ∂
2l
∂θ∂yT
,
ocenimo v θ̂ in dobimo GL cenilke.
5.5.1. Gl metoda in beta regresija. V primeru našega beta regresijskega modela naj-
prej predpostavimo, da je φ znan in obdržimo oznake iz drugega poglavja. Iz odvoda
∂µt/∂βi =
1
g′(µt)
xti sledi matrika Dβ velikosti n×k, Dβ = TX. Iz izpeljave (13) lahko
drugi odvod logaritemske funkcije verjetja po parametru β zapǐsemo kot
∂2l(β, φ)
∂βi∂βj
=
n∑
t=1
(
φ2·(−ψ′(µtφ)−ψ′((1−µt)φ))
1
g′(µt)
+φ·(y∗t−µ∗t )
g′′(µt)
g′(µt)2
) 1
g′(µt)
xtixtj .
Sledi
− ∂
2l
∂β∂βT
= φXTQX,
kjer je Q = diag(q1, . . . , qn) in
gt =
[
φ · (ψ′(µtφ) + ψ′((1− µt)φ))− (y∗t − µ∗t )
g′′(µt)
g′(µt)
] 1
(g′(µt))2
, t = 1, . . . , n.
Za GL(β) potrebujemo še ∂2l/∂β∂yT . Iz (10) sledi
∂2l
∂βi∂yt
= φ
n∑
t=1
1
yt(1− yt)
1
g′(µt)
xti
V matrični obliki lahko zapǐsemo odvod kot φXTTM, kjer je M = diag(m1, . . . ,mn)
in mt = 1/(yt(1− yt)), t = 1, . . . , n. Dobimo GL za koeficient β
(18) GL(β) = TX(XTQX)−1XTTM.
Če opazovano informacijo −∂2l/∂β∂βT v izračunu posplošenega vzvoda GL(β)
zamenjamo s pričakovano informacijo E(−∂2l/∂β∂βT ) (Fisherjeva matrika) dobimo
enak izraz kot v (18), le Q zamenjamo z matriko W , ki smo jo vpeljali v poglavju 3.3.
Matrika W je diagonalna matrika velikosti n×n z elementi wt = φ·(ψ′(µtφ)+ψ′((1−
µt)φ))
1
(g′(µt))2
. Matriko vzvodov pridobljeno s pričakovano informacijo označimo z
GL∗(β).
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Definicija 5.2 (Projekcijska matrika). Projekcijska matrika (ang. hat matrix ) H
je definirana kot
ŷ = Hy = Xβ.
in določa predvidene vrednosti ŷ. V primeru linearnega modela je po metodi naj-
manǰsih kvadratov H enaka:
H = X(XTX)−1XT .
Diagonalnim elementom hii pravimo vzvod (ang. leverage). Ustrezajo pogojem
0 ≤ htt ≤ 1 in
∑n
t=1 htt = p, kjer je p število koeficientov in n število opazovanj
(število vrstic matrike X).
Diagonalni elementi matrike GL∗(β) so enaki diagonalnim elementom matrike
M1/2TX(XTWX)−1XTTM1/2.
Matrika M1/2T je diagonalna matrika, katere t-ti element je (g′(µt)(yt(1−yt))1/2)−1.
Uporabimo zgornjo definicijo projekcijske matrike, pomnožimo z matriko W 1/2 z
obeh strani in z inverzom W−1, da se vrednosti izničijo. Dobimo matriko:
H = X(XTX)−1XT = W 1/2X(XTWX)−1XTW 1/2
Iz aproksimacije funkcije digama, ko je φ velik, je diagonalni element t matrike W 1/2
približno enak (g′(µt)(yt(1− yt))1/2)−1:
wt = φ · (ψ′(µtφ) + ψ′((1− µt)φ))
1
(g′(µt))2
≈ φ ·
( 1
µtφ
+
1
(1− µt)φ
) 1
(g′(µt))2
≈ φ ·
( 1
ytφ
+
1
(1− yt)φ
) 1
(g′(µt))2
= φ ·
( 1
φyt(1− yt)
) 1
(g′(µt))2
=
1
yt(1− yt)
1
(g′(µt))2
Sledi, da so pri velikem natančnostnem parametru diagonalni elementi matrike
GL∗(β) enaki diagonalnim elementom matrike H.
Če je φ neznan je naš vektor koeficientov enak θT = (βT , φ). V tem primeru je
Dθ = [TX 0], kjer je 0 vektor n ničel. Odvod −∂2l/∂θ∂θT lahko dobimo kar s
Fisherjevo matriko iz (16) kjer W nadomestimo z Q in c z f . Vektor f je enak
(f1, . . . , fn)
T , kjer je ft = (ct − (y∗t − µ∗t )), t = 1, . . . , n. Posledično je inverz od-
voda enak inverzu Fisherjeve matrike z ustreznimi zamenjavami. Iz zgornjega in
∂2l/∂φ∂yt =
∑n
t=1
µt−yt
yt(1−yt) sledi
∂l
∂θ∂yt
=
(
φXTTM
bT
)
,
kjer je vektor b = (b1, . . . , bn)
T z elementi bt = −(yt − µt)/(yt(1− yt)), t = 1, . . . , n.
GL za koeficiente β in φ je:
GL(β, φ) = GL(β) +
1
γφ
TX(XTQX)−1XTTf
(
fTTX(XTQX)−1XTTM − bT
)
.
Pri velikem natančnostnem parametru je GL(β, φ) ≈ GL(β).
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5.5.2. Primer linearne regresije. Teorija metode posplošenega vzvoda se zdi na po-
gled zelo kompleksna, zato si poglejmo matriko posplošenega vzvoda na primeru
linearne regresije, kjer smo regresijske parametre dobili z metodo najmanǰsih kva-
dratov, kot v poglavju 3.2. Držimo se oznak iz prvega odstavka poglavja 5.5 in jih
vpeljimo v primer linearne regresije.
Y = Xβ + ε
E(Y ) = Xβ
Ỹ = Xβ̂ = X(XTX)−1XTY
∂Ỹ
∂Y T
=
∂(X(XTX)−1XTY )
∂Y T
= X(XTX)−1XT
V zadnji vrstici uporabimo matrično odvajanje [3]. V resnici je ∂Ỹ /∂Y T kar Jaco-
bijeva matrika vektorske preslikave f vektorja ~Y :
f(~Y ) = X(XTX)−1XT ~Y
J f(~Y ) =
[ ∂fi
∂Yj
]
i,j
i, j = 1, . . . , n
J f(~Y ) = X(XTX)−1XT
Vidimo, da dobimo matriko, ki je odvisna samo od opazovanj X. Če ima element
matrike (i, k) vrednost, ki izstopa od ostalih pravimo, da ima opazovanje xi,k velik
posplošeni vzvod oziroma je točka vzvoda. Na primeru lahko tudi potrdimo enakost
elementov matrike vzvodov in projekcijske matrike.
5.6. Cookova razdalja. Opazovanja z velikimi residuali in visokim vzvodom lahko
pokvarijo rezultate regresije. Cookova razdalja meri vpliv posameznega opazovanja
na model. Vsako opazovanje odstrani iz modela in aplicira model na podatke brez
določenega opazovanja. Naj bo β̂(t) cenilka za parameter brez t-tega opazovanja, k
število parametrov, W pa matrika iz poglavja 3.3, W = diag(w1, . . . , wn), kjer je
wt = φ ·(ψ′(µtφ)+ψ′((1−µt)φ)) 1(g′(µt))2 . Cookovo razdaljo za posamezno opazovanje
dobimo s formulo [7]:
1
k
(β̂ − β̂(t))TXTWX(β̂ − β̂(t)).
Posledično dobimo Cookove razdalje za vsako opazovanje. Opazovanja z velikimi
Cookovimi razdaljami je potrebno podrobneje pogledati, saj gre lahko za nenava-
den vzorec, napako v podatkih ali kakšno drugo težavo. Za tak način izračuna je
potrebno model aplicirati (n + 1)-krat, zato uporabimo aproksimacijo za Cookovo
razdaljo:
Ct =
httr
2
t
k(1− htt)2
Izračun z aproksimacijo združi residuale rt in vzvod htt.
6. Regresijska analiza
Od surovih podatkov do napovedovanja vrednosti z regresijo je potrebnih nekaj
korakov obdelave in analize podatkov. V zaključku vsebinskega dela je ideja di-
plomske naloge prikazana na primeru iz resničnega življenja. Za apliciranje regresije
poznamo danes že veliko različnih programov in ne potrebujemo direktno zgornje
teorije, je pa ta ključna pri razumevanju.
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Svoj primer bom obravnavala v programu RStudio, ki ima že vgrajen model beta
regresije s funkcijo betareg(). Funkcija ima že vključeno uporabo povezovalne
funkcije in preostalo teorijo iz poglavja 3, zato lahko funkcijo direktno apliciramo
na naše očǐsčene podatke in s funkcijo summary() dobimo beta regresijske koeficiente
in nekatere metode, s katerimi lahko preverimo, ali model ustreza podatkom.
6.1. Primer. Teorijo beta regresije bomo s pomočjo programa R aplicirali na primer
iz medicine. Proučevali bomo kvaliteto življenja bolnika v odvisnosti od starosti,
indeksa telesne mase in bolečinskih kazalnikov. Naši začetni podatki imajo 197
vrstic in 8 stolpcev: starost (age), indeks telesne mase (bmi), 3 stolpci bolečinskih
kazalnikov (bk1, bk2, bk3) in 3 komponente kvalitete življenja (q1, q2, q3). Na sliki 2
vidimo začetne vrstice podatkov kot primer.
Slika 2. Prvih pet vrstic vzorca.
Naša proučevana slučajna spremenljivka bo q3, saj lahko bolj nazorno prikažemo
celotno teorijo iz preǰsnjih poglavij na primeru kot pri izbiri q1 ali q2. Opazimo,
da so vrednosti proučevane spremenljivke na intervalu [0, 100], zato uporabimo obe
transformaciji iz prvega odstavka poglavja 3.2 in označimo nove vrednosti s p2q3.
Pojasnjevalne spremenljivke v začetnem modelu so: starost, indeks telesne mase in
bolečinski kazalniki. Model lahko v teoriji zapǐsemo kot:
p2q3 ∼ B(µ, φ)
logit(µ) = β0 + βage · age+ βbmi · bmi+ βbk1 · bk1 + βbk2 · bk2 + βbk3 · bk3
Na sliki 3 lahko vidimo, da graf približka gostote kazalnika kvalitete življenja
ustreza grafu gostote beta porazdeljene slučajne spremenljivke z ustreznimi para-
metri.
Z naslednjimi koraki apliciramo beta regresijo na podatke:
(1) Uvozimo podatke v R.
> l i b r a r y ( r eadx l )
> t abe l a <− r e a d e x c e l (” tabe l a . x l sx ”)
(2) Transformiramo podatke proučevane spremenljivke, da bodo vrednosti na
intervalu (0, 1) in ne na intervalu [0, 100]. Na sliki 4 vidimo primer transfor-
macije robnega primera.
> tabe la$p1q3 <− tabe la$q3 /100
> n = nrow ( tabe l a )
> tabe la$p2q3 <− ( tabela$p1q3 ∗(n−1) + 0 . 5 ) / n
(3) Razdelimo podatke na delovne in testne. Na podlagi delovnih podatkov
sestavimo model, ki ga preizkusimo na testnih podatkih. V konkretnem
primeru sem se odločila za približno razmerje 40 : 60.
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Slika 3. Graf približka gostote proučevane spremenljivke.
Slika 4. Primer transformirane robne vrednosti.
> podatki <− t abe l a [ 1 : 8 0 , ]
> t e s t <− t abe l a [ 8 1 : 1 9 7 , ]
(4) Apliciramo beta regresijo na naše delovne podatke in uporabimo funkcijo
summary(), da dobimo izpis ocenjenih koeficientov in nekatere teste.
> l i b r a r y ( betareg )
> beta <− betareg ( p2q3 ∼ age + bmi + bk1 + bk2 + bk3 ,
data = podatki )
> summary( beta )
Izpis ocenjenih koeficientov in testov:
Standardized weighted r e s i d u a l s 2 :
Min 1Q Median 3Q Max
−2.6540 −0.7267 0 .0211 0 .6272 2 .2169
Residuali nam povedo razliko med pravo vrednostjo in napovedano vre-
dnostjo z modelom. Residuali so podrobneje opisani v poglavju 5. Želeli
bi vrednost mediane okoli 0, saj to nakazuje na simetrično porazdelitev re-
sidualov. Z grafom residualov najlažje preverimo simetričnost in normalno
porazdeljenost. Če povprečje residualov leži stran od 0, to pomeni, da model
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napove vrednosti, ki se zelo razlikujejo od prave oziroma opazovane vredno-
sti.
C o e f f i c i e n t s (mean model with l o g i t l i n k ) :
Estimate Std . Error z va lue Pr(>| z | )
( I n t e r c e p t ) 3 .945301 0.842373 4 .684 2 .82 e−06 ∗∗∗
age −0.004385 0.006584 −0.666 0 .5054
bmi −0.048393 0.020656 −2.343 0 .0191 ∗
bk1 −0.006555 0.009640 −0.680 0 .4965
bk2 0.068114 0.091622 0 .743 0 .4572
bk3 −0.287193 0.064382 −4.461 8 .17 e−06 ∗∗∗
Vrednost Intercept je ocenjena vrednost proučevane spremenljivke, če so
vse vrednosti v modelu nastavljene na nič, torej vrednost Y , ko je X = 0. V
praksi nam običajno ne koristi.
V prvem stolpcu so podana imena pojasnjevalnih spremenljivk. V stolpcu
Estimate vidimo ocene za regresijske koeficiente iz modela.
Stolpec Std.Error vsebuje vrednosti standardne napake koeficientov, ki
nam povejo, koliko v povprečju se razlikuje vrednost izračunana z ocenje-
nimi beta koeficienti od prave vrednosti oziroma kako natančno model oceni
neznane regresijske koeficiente. Standardna napaka je standardni odklon
cenilke na vzorcu. Vedno je pozitivna in se izračuna na sledeči način:
std.error =
√∑n
1 (y − ỹ)2
n− (k + 1)
,
pri čemer je n velikost vzorca, (k + 1) število neznanih koeficientov in ỹ
napovedana vrednost z modelom. Želeli bi relativno nizko številko glede
na koeficiente, saj standardna napaka pove koliko v povprečju se je model
zmotil. Uporabimo jo tudi pri intervalu zaupanja za regresijske koeficiente.
V četrtem stolpcu z value imamo vrednosti Z statistike, ki jo dobimo
iz definicije Waldovega testa (poglavje 4.3) kot β̂/se(β̂). Z vrednostmi, ki
jih uporabimo pri preverjanju domnev, bi želeli biti relativno čim bolj stran
od 0, saj bi to pomenilo, da zavrnemo ničelno domnevo, ki pravi, da je
regresijski koeficient enak nič in ni povezave med proučevano in pojasnjevalno
spremenljivko. Mejno vrednost za zavrnitev in sprejem domneve dobimo iz
tabele normalne porazdelitve.
Vrednost testne statistike iz četrtega stolpca potrebujemo tudi za izračun p
vrednosti v stolpcu Pr(>|z|). Vrednost pomeni verjetnost, da bomo dobili iz
vzorca enako ali večjo številko od vrednosti testne statistike iz predhodnega
stolpca. Manǰsa kot je p vrednost, bolj pomemben je vpliv pojasnjevalne
spremenljivke na proučevano spremenljivko, zato lahko s pomočjo p vrednosti
izločimo spremenljivke, ki nimajo vpliva na proučevano spremenljivko in na
ta način dobimo bolǰsi model.
Phi c o e f f i c i e n t s ( p r e c i s i o n model with i d e n t i t y l i n k ) :
Estimate Std . Error z va lue Pr(>| z | )
( phi ) 8 .077 1 .214 6 .654 2 .86 e−11 ∗∗∗
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Enake izračune kot za regresijske koeficiente β dobimo tudi za natančnostni
parameter φ.
S i g n i f . codes :
0 ’∗∗∗ ’ 0 .001 ’∗∗ ’ 0 .01 ’∗ ’ 0 .05 ’ . ’ 0 . 1 ’ ’ 1
Legenda kazalnikov značilnosti nam razloži zvezdice, ki jih najdemo v za-
dnjem stolpcu zraven p vrednosti. Zvezdice nam lahko na hitro pokažejo, ko-
liko smo lahko prepričani v to, da ima določen koeficient vpliv na proučevano
spremenljivko. Na primer: *** pomeni nivo značilnosti 0.001, kar pomeni,
da je manj kot 0, 1% možnosti, da bi bil regresijski koeficient enak 0 in bi
posledično ustrezna pojasnjevalna spremenljivka bila nepomembna za model
oziroma lahko smo 99, 9% prepričani, da je koeficient različen od nič in je
pojasnjevalna spremenljivka pomembna za model.
Type o f e s t imator : ML (maximum l i k e l i h o o d )
Log−l i k e l i h o o d : 35 .98 on 7 Df
Pseudo R−squared : 0 .3355
Number o f i t e r a t i o n s : 14 (BFGS) + 2 ( F i sher s c o r i n g )
Type of estimator nam pove s katero metodo so bili pridobljeni regresij-
ski koeficienti in Number of iterations pove koliko iteracij je bilo potreb-
nih za numerično reševanje enačb pri maksimiziranju logaritemske funkcije
verjetja. BFGS (Broyden–Fletcher–Goldfarb–Shanno) in Fisher scoring sta
oba algoritma za reševanje nelinearnih optimizacijskih problemov. Pseudo
R-squared je opisan že v poglavju 5. Načeloma bi želeli, da je vrednost
determinacijskega koeficienta čim bližje 1.
V konkretnem primeru lahko iz točke 4 v stolpcu z value vidimo, da bi
domneve: H0 : βage = 0, H0 = βbk1 = 0 in H0 = βbk2 = 0 sprejeli po
Waldovem testu, zato postavimo nov model:
p2q3 ∼ B(µ, φ)
logit(µ) = β0 + βbmi · bmi+ βbk3 · bk3.
V poglavju 4 smo spoznali še test razmerja verjetij. Z njim lahko preverimo
ali je naš nov model bolj ustrezen od začetnega. V programu R imamo
funkcijo lrtest() iz paketa lmtest, ki sprejeme oba modela in izvede test
razmerja verjetij:
> beta2 <− betareg ( p2q3 ∼ bmi + bk3 , data = podatki )
> l i b r a r y ( lmtes t )
> l r <− l r t e s t ( beta2 , beta )
L ike l i hood r a t i o t e s t
Model 1 : p2q3 ∼ bmi + bk3
Model 2 : p2q3 ∼ age + bmi + bk1 + bk2 + bk3
#Df LogLik Df Chisq Pr(>Chisq )
1 4 35 .179
2 7 35 .639 3 0 .9194 0 .8208
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V izpisu imamo stopnje prostosti #Df pri vsakem modelu, vrednost lo-
garitemske funkcije verjetja v stolpcu LogLik, vrednost testne statistike v
stolpcu Chisq in p vrednost Pr(>Chisq) v zadnjem stolpcu. Če bi bil model
bolj značilen za naše podatke oziroma bi bila p vrednost manǰsa, bi imeli v
stolpcu zraven p vrednosti še kazalnike značilnosti oziroma zvezdice.
Z rezultatom testa verjetij ne moremo zavrniti domneve, da nov model bolj
ustreza našim podatkom, kar lahko vidimo s pomočjo velike p vrednosti in
relativno majhne testne statistike. V obeh modelih dobimo približno enako
vrednost logaritemske funkcije verjetja. Rezultat ni presenetljiv, saj smo
iz modela izločili koeficiente, ki niso bili značilni za našo proučevano spre-
menljivko. Zadovoljimo se z drugim modelom, saj ne vsebuje nepotrebnih
spremenljivk. Dobimo ocene:
> summary( beta2 )
Standardized weighted r e s i d u a l s 2 :
Min 1Q Median 3Q Max
−2.2867 −0.6938 −0.0053 0 .6241 2 .2246
C o e f f i c i e n t s (mean model with l o g i t l i n k ) :
Estimate Std . Error z va lue Pr(>| z | )
( I n t e r c e p t ) 3 .68062 0.62668 5 .873 4 .27 e−09 ∗∗∗
bmi −0.05162 0.01976 −2.613 0.00898 ∗∗
bk3 −0.27234 0.05028 −5.416 6 .09 e−08 ∗∗∗
Phi c o e f f i c i e n t s ( p r e c i s i o n model with i d e n t i t y l i n k ) :
Estimate Std . Error z va lue Pr(>| z | )
( phi ) 7 .995 1 .201 6 .656 2 .81 e−11 ∗∗∗
−−−
S i g n i f . codes :
0 ’∗∗∗ ’ 0 .001 ’∗∗ ’ 0 .01 ’∗ ’ 0 .05 ’ . ’ 0 . 1 ’ ’ 1
Type o f e s t imator : ML (maximum l i k e l i h o o d )
Log−l i k e l i h o o d : 35 .52 on 4 Df
Pseudo R−squared : 0 .3252
Number o f i t e r a t i o n s : 14 (BFGS) + 2 ( F i sher s c o r i n g )
Pri obeh pojasnjevalnih spremenljivkah bmi (indeks telesne mase) in bk3
(bolečinski kazalnik) opazimo negativno korelacijo s kazalnikom kvalitete
življenja p2q3, kar je bilo tudi pričakovano. Naslednji korak je preverjanje
podatkov in izločanje osamelcev ali točk vzvoda.
(5) Ustreznost modela glede na podatke preverimo z grafi diagnostičnih metod,
ki so opisane v poglavju 5.
Na sliki 5 vidimo graf residualov devianc v odvisnosti od opazovanj, GL
graf, polnormalni graf in graf Cookovih razdalj.
Na grafu residualov ni videti nobenega trenda, kar bi pomenilo izbiro
napačnega modela. V programu R imamo metodo residuals(), ki nam
vrne vektor izračunanih residualov.
> max( r e s i d u a l s ( beta2 , type = ” deviance ” ) )
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Slika 5. Grafi diagnostičnih metod.
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[ 1 ] 2 .193301
> min( r e s i d u a l s ( beta2 , type = ” deviance ” ) )
[ 1 ] −2.175615
Točke na grafu residualov deviance se razpršeno gibljejo med −2.175615 in
2.193301.
Na grafu Cookovih razdalj vidimo 3 opazovanja z visokimi Cookovimi raz-
daljami glede na ostala opazovanja. S funkcijo cooks.distance() dobimo
vse Cookove razdalje. V našem primeru so razdalje zelo majhne, izstopajo
pa razdalje opazovanj 23, 33, in 73.
> cooks <− data . frame ( cooks . d i s t ance ( beta2 ) )
> cooks$ index <− seq (1 , 80 , by=1)
> c o o k s s r t <− cooks [ order ( cooks$cooks . d i s t anc e . beta2 . ,
d e c r ea s ing = TRUE) , ]
Slika 6. Opazovanja z največjimi Cookovimi razdaljami.
Na grafu vzvodov vidimo dve odstopanji. Kot pri Cookovih razdaljah
enako naredimo pri vzvodih s funkcijo gleverage(), ki nam izračuna vzvod
za vsako opazovanje. Največji vzvod imata opazovanji 23 in 61.
> g l <− data . frame ( g l eve rage ( beta2 ) )
> g l$ index <− seq (1 , 80 , by=1)
> g l s r t <− g l [ order ( g l $ g l e v e r a g e . beta2 . ,
d e c r ea s ing = TRUE) , ]
Iz polnormalnega grafa z ovojnico lahko sumimo na ustreznost modela, saj
vse točke ležijo znotraj ali na ovojnici in ni osamelcev zunaj ovojnice.
Poskusimo izbolǰsati model z izločanjem opazovanj z največjimi Cookovimi
razdaljami. Izločili bomo opazovanji 33 in 73. Na sliki 6 vidimo vrednosti
opazovanj. Opazovanji imata vrednosti bmi in p2q3 podobni oziroma enaki,
vrednost bk3 pa se zelo razlikuje. Po izločanju dobimo malenkost bolǰsi
model, če gledamo determinacijski koeficient, ki se je iz 0.3252 povǐsal na
0.3782. Lahko bi nadaljevali z iskanjem osamelcev in poskušali z izločanjem
posameznih opazovanj izbolǰsati model. Ko smo zadovoljni z modelom, ga
lahko testiramo na testnih podatkih.
(6) Izbrani model testiramo s pomočjo testnih podatkov.
V programu R imamo funkcijo predict(), ki sprejme model in testne
podatke, ter napove vrednosti.
> test$napoved <− p r e d i c t ( beta3 , t e s t )
> p lo t ( x=test$p2q3 , y=test$napoved)+ a b l i n e ( c o e f=c ( 0 , 1 ) )
Na sliki 7 vidimo točke predvidenih vrednosti v odvisnosti od pravih vre-
dnosti glede na testne podatke. Dodali smo simetralo lihih kvadrantov za
lažji prikaz rezultatov. Če bi bile napovedane vrednosti blizu pravih, bi bile
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točke bližje diagonali. Naš model se pri napovedovanju ni izkazal, smo pa
našli povezave med proučevano in pojasnjevalnimi spremenljivkami.
Slika 7. Graf napovedanih vrednosti v primerjavi s pravimi na te-
stnih podatkih.
Opisanih šest korakov je simboličen prikaz regresijske analize podatkov z beta regre-
sijo. Z večjim vzorcem, podrobneǰso analizo diagnostičnih metod in natančneǰsim
preverjanjem domnev lahko pričakujemo bolǰse modele in rezultate.
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Slovar strokovnih izrazov
deviance devianca ali odklon
discrepancy measure mera neskladnosti
generalized leverage posplošeni vzvod
goodnes-of-fit prileganje
half normal plot polnormalni graf
hat matrix projekcijska matrika
influential points vplivne točke
leverage points točke vzvoda
link function povezovalna funkcija
outlier osamelec
saturated model poln model
score test test zbira
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