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Abstract
This paper studies an optimal forward investment problem in an in-
complete market with model uncertainty, in which the dynamics of the
underlying stocks depends on the correlated stochastic factors. The un-
certainty stems from the probability measure chosen by an investor to
evaluate the performance. We obtain directly the representation of the
power robust forward performance process in factor-form by combining
the zero-sum stochastic differential game and ergodic BSDE approach.
We also establish the connections with the risk-sensitive zero-sum stochas-
tic differential games over an infinite horizon with ergodic payoff criteria,
as well as with the classical power robust expected utility for long time
horizons.
Keywords: forward performance process; model uncertainty; self-generating
stochastic differential game; ergodic BSDE; ergodic risk-sensitive stochas-
tic differential game.
1 Introduction
The aim of this paper is to study optimal investment evaluated by a forward
performance criterion in a stochastic factor market model, in which the prob-
ability measure that models future stock price evolutions is ambiguous. The
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forward performance process, as an adapted stochastic utility function with re-
spect to wealth and evolving forward in time, has been introduced and developed
in [31]-[35] (see also [19], [29], and [44] and more recently [1], [18], and [23]).
This new concept differs from the classical expected utility function, in which
the problem is to solve a stochastic control problem in a backward way via dy-
namic programming principle. One of the advantages of forward performance
processes is allowing the investor to consider optimal investment problems with
arbitrary horizons, which is more realistic for practitioners. It provides a useful
complement and a natural extension to the classical expected utility function.
Recall the classical expected utility theory for the optimal portfolio selection is
sup
pi
EP[U(X
pi
T )],
where pi is the portfolio choice, P is a probability measure that is used to measure
the evolutions of stock prices, T is the terminal horizon, and U is the related
utility function at time T . However, the paradigm of expected utility clearly
has some deficiencies: it is not satisfactory in dealing with model uncertainty
(also called Knightian uncertainty) as predicted by the famous Ellsberg paradox.
Based on this fact, the robust utility was introduced to account for uncertainty
aversion and it can be numerically represented by the following form
X → inf
P∈P
EP[U(X)],
where P is a family of probability measures which describe all the possible
probabilities of future scenarios and the infimum means the worst-case scenario
is implemented. For the worst-case scenario approach in the optimal investment
problems, we refer to [6, 14, 15, 16, 21, 22, 39, 43] and the references therein.
We consider the ambiguity of the probability measure under the framework of
forward performance processes in (possibly) incomplete markets. We propose a
framework that solves directly the above problem in a unified manner, combining
the zero-sum stochastic differential game and ergodic backward stochastic dif-
ferential equation (BSDE) theory. The concept of robust forward performance
processes was recently introduced in [26], by using a penalty function to weight
relatively the stochastic models such that they are more in line with the actual
market. They obtained the characterization of the robust forward criteria via
the duality approach. See also [8] for the extension to the case with uncertain
parameters. However, both only consider robust forward performance processes
with zero volatility, in particular, the Markovian case for the stochastic factor
model is not covered. In this paper, we consider the Markovian robust forward
performance process in stochastic factor models. The approach is different from
the duality approach used in [26] and the saddle point method used in [8]. Next,
we briefly introduce our framework and the main contributions.
We construct the robust forward performance process via a zero-sum stochas-
tic differential game. In our model, the ambiguity of the probability measure
2
is described via a family of equivalent probability measures parameterised by a
density process u in a compact and convex set (see (6)). To robustify the optimal
investment, assuming the existence of the mother nature who acts maliciously to
minimize the expected forward preference by choosing the worst-case scenario,
whereas the investor aims to select the best investment portfolio that is least af-
fected by the mother nature’s choice. This leads to a stochastic differential game
between the investor and the mother nature. It is well-known that the concept
of “strategy” corresponding to the “control” plays a key role in order to ensure
the existence of the game value (see [7, 13]). Utilizing the idea of “strategy”,
we give a new characterization of the robust forward performance process (see
(11)-(14)). Specifically, both the optimal investment “strategy” corresponding
to each scenario and the worst-case scenario “strategy” corresponding to each
portfolio selection are given in our characterization. Compared to the saddle-
point argument used in [21, 22, 43] in the classical framework and [8] in the
forward performance process framework, our characterization relies on the in-
vestor’s reflections to each scenario and portfolio choice, and moreover, it is
often relatively easy to compute the optimal strategies, as they only involve
maximization/minimization problems rather than maxmin/minmax problems.
The second component to construct the robust forward performance process in
factor form is an ergodic BSDE. The stochastic PDE (SPDE) approach, intro-
duced in [35] to characterize the forward performance processes (without model
ambiguity), may not be applied directly to our model. The form of the related
SPDE is not easy to derive due to the introduction of model uncertainty. More-
over, it is difficult to obtain the existence of the solution of the SPDE in the
general case even we know its form. In order to get the representation of the
robust forward performance process in stochastic factor form, we apply directly
the ergodic BSDE approach, which was first proposed in [17] to study ergodic
control problems. The ergodic BSDE approach was first exploited in [30] to
study the representation of the homothetic forward performance process in the
absence of model uncertainty. We first characterize the power robust forward
performance process in terms of the solution of some Isaacs type equation. Al-
though the solution of this Isaacs equation can not be directly obtained, it offers
(1) the construction of the optimal portfolio “strategy”, the worst-case scenario
“strategy”, and the related optimal portfolio choice and the worst-case scenario;
(2) the hint of the driver form of the corresponding ergodic BSDE (32). Then,
we obtain the representation of the robust power forward performance process
by using the Markovian solution of this ergodic BSDE. The associated optimal
portfolio and worst-case scenario “strategy” and “control” are also obtained in
feedback form of the stochastic factor.
Another contribution of this paper is establishing a connection between the
constant λ appearing in the solution of the ergodic BSDE (32) and a class of
zero-sum risk-sensitive stochastic differential game over an infinite horizon with
ergodic payoff criteria. Risk-sensitive optimal control has been widely applied
to optimal investment problems (see, [4, 11, 12, 20] and references therein).
The corresponding risk-sensitive stochastic differential games are studied in [2,
3
3, 5, 27] via PDE approach and in [9] via BSDE approach. In this paper, we
apply directly the ergodic BSDE approach to address the zero-sum risk-sensitive
stochastic differential game with ergodic payoff criteria over an infinite horizon.
Thus, we provide a new method to obtain the value of the risk-sensitive game
problem and give the robust optimal investment policy which generalises the
results in [11, 12] to stochastic factor model with uncertainty. To obtain this
connection, we prove a comparison result for a class of ergodic BSDE whose
drivers are only local Lipschitz continuous.
In addition, we also develop a connection between the robust forward perfor-
mance processes and classical robust expected preferences. Optimal investment
problems for classical robust expected utilities have been studied via different
methods, among others, by the duality approach [14, 39], the stochastic con-
trol approach based on BSDE [6, 21] and stochastic differential game approach
based on PDE [42]. With the help of the relation established in [25] on the
solution of a finite horizon BSDE and the solution of associated ergodic BSDE,
we prove that an appropriately discounted lower value function associated with
the classical power robust expected utility will converge to the power robust
performance process as the trading horizon tends to infinity.
This paper is organized as follows. In section 2, we introduce the market model
with uncertainty and the notion of robust forward performance processes. In
sections 3, we focus on the power utility case and construct the robust forward
performance process in factor-form. Two examples are given in Section 4 to
illustrate the applications in complete market and incomplete market. Then, we
present the connection with risk-sensitive game problem and classical expected
utility in Sections 5 and 6, respectively.
2 The stochastic factor model with uncertainty
and its robust forward performance process
Let (Ω,F ,F = {Ft}t≥0,P) be a filtered probability space satisfying the usual
condition, on which the processW = (W 1, · · · ,W d)T is a standard d-dimensional
Brownian motion. Here, the superscript T denotes the matrix transpose. Sup-
pose the market consists of a risk-free bond and n risky stocks. The bond
is assumed to be zero interest rate and the discounted (by the bond) individ-
ual stock price Sit , t ≥ 0, affected by the stochastic factor process V , has the
following form, for i = 1, ..., n,
dSit
Sit
= bi(Vt)dt+
d∑
j=1
σij(Vt)dW
j
t , (1)
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with Si0 > 0, where the factor process V = (V
1, · · · , V d)T satisfies, for i =
1, ..., d,
dV it = η
i(Vt)dt+
d∑
j=1
κijdW jt , (2)
with V i0 ∈ R. The market price of risk vector θ(v), v ∈ R
d, is defined as
θ(v) = σ(v)T [σ(v)σ(v)T ]−1b(v), (3)
so it solves the market price of risk equation σ(v)θ(v) = b(v). We introduce the
basic assumptions on the above model.
Assumption 1 (H1) The coefficients
b : Rd → Rn, σ : Rd → Rn×d,
are uniformly bounded and the volatility matrix σ(v) has full row rank n.
(H2) The drift coefficient η satisfies the following dissipative condition
(η(v)− η(v¯))T (v − v¯) ≤ −Cη|v − v¯|
2, (4)
for any v, v¯ ∈ Rd and a constant Cη large enough. The volatility matrix
κ = (κij), 1 ≤ i, j ≤ d, is a constant matrix with κκT positive definite and
normalized to |κ| = 1.
(H3) The price of risk vector θ(v), v ∈ Rd, is uniformly bounded and Lipschitz
continuous.
The “large enough” requirement of the constant Cη in (4) will be refined into
the assumption Cη > C > 0, where C is the constant derived from the condition
that the driver of upcoming ergodic BSDE (32) satisfies, i.e. the constant in the
first inequality of (34). The dissipative condition (4) is introduced to ensure the
existence and the uniqueness of the invariant measure of the stochastic factor
process V . One possible extension to a more general case for the stochastic
factor is letting κ = κ(v) under the following dissipative condition
2(η(v) − η(v¯))T (v − v¯) + |κ(v)− κ(v¯)|2 ≤ −C|v − v¯|2,
which also implies the ergodicity property of the factor process (see Theorem
6.3.2 in [38] or more recently [24]).
We consider an investor starting at time t = 0 with initial wealth level x > 0
and trading among the bond and the stocks. Let p˜i = (p˜i1, · · · , p˜in)T be the
proportions of her total (discounted by the bond) wealth in the individual stock
accounts. Then, due to the self-financing policy, the cumulative wealth process
Xpi satisfies
dXpit =
n∑
i=1
p˜iitX
pi
t
Sit
dSit = X
pi
t p˜i
T
t (b(Vt)dt+ σ(Vt)dWt) .
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As in [30], using the investment proportions rescaled by the volatility of stock
prices, namely, piTt = p˜i
T
t σ(Vt), we get
dXpit = X
pi
t pi
T
t (θ(Vt)dt+ dWt), (5)
with Xpi0 = x ∈ R+.
Next, we consider the model uncertainty, i.e., the ambiguity of the proba-
bility measure which models the investor’s expectation. We denote by u˜ =
(u˜1, · · · , u˜d)T the parameters reflecting the possible future scenarios. For con-
venience, we will work throughout with the scenario parameters rescaled by the
volatility of the stochastic factors, i.e.,
u = κT (κκT )−1u˜.
As a result, the investor will apply Pu to measure her preference instead of
probability measure P, where the probability measure Pu is an equivalent prob-
ability measure with respect to P and introduced by the the following measure
transformation
dPu
dP
∣∣∣
Ft
= E
(∫ t
0
uTs dWs
)
:= exp{
∫ t
0
uTs dWs −
1
2
∫ t
0
|us|
2ds}. (6)
In fact, this characterization of model uncertainty, admitting an entire class
{Pu|u ∈ U} of possible prior models, is a common approach applied in the
classical robust expected utility, see [15, 21].
We introduce admissible spaces Π˜ and U for the rescaled investment proportions
pi and scenario parameters u, respectively.
Definition 1 Let Π ⊂ Rd be convex and closed. For any t ≥ 0, a process
pi : Ω× [0, t]→ Π is an admissible investment proportion for an investor in the
trading interval [0, t], if pi ∈ L2BMO[0, t], where
L2BMO[0, t] =
{
(pis)s∈[0,t] : pi is F-progressively measurable,
EP(
∫ t
τ
|pis|
2ds|Fτ ) ≤ C, a.s., for some constant C and all F-stopping times τ ≤ t
}
.
The set of all admissible investment proportions in the trading interval [0, t] is
denoted by Π[0,t]. Moreover, we define the set of admissible proportions for all
time horizons as Π˜ := ∪t≥0Π[0,t].
Definition 2 The admissible space of the scenario parameters is defined as
U = {(ut)t≥0 : U -valued, F-progressively measurable, essentially bounded process},
where the set U ⊆ Rd is convex and compact.
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For every u ∈ U , the process Wu defined as
dWut = −utdt+ dWt, (7)
is a Brownian motion under the probability measure Pu. Moreover, if pi ∈ Π[0,t],
then under Pu, we also have
ess sup
τ
EPu
(∫ t
τ
|pis|
2ds
∣∣∣∣Fτ
)
<∞.
The investor will evaluate her investment via forward performance processes,
the concept of which was first introduced and developed in [31]-[35]. Since the
investor is uncertain about the probability measure she uses, she will seek for an
optimal investment proportion that is least affected by model uncertainty. This
leads to the so called robust forward performance processes as first introduced
in [26] and later extended to the case with uncertain parameters in [8].
Definition 3 A process U (x, t) , (x, t) ∈ R+× [0,∞), is a robust forward per-
formance process if
i) for each x ∈ R+, U (x, t) is F-progressively measurable;
ii) for each t ≥ 0, the mapping x 7→ U(x, t) is strictly increasing and strictly
concave;
iii) the process U(x, t) satisfies the self-generating property (dynamic program-
ming principle), i.e. for all s ≥ t ≥ 0,
ess sup
pi∈Π˜
ess inf
u∈U
EPu [U(X
pi
s , s)|Ft, X
pi
t = x] = U(x, t), a.s. (8)
In [26], a duality method is developed to construct U(x, t) and its associated
optimal investment proportion pi∗, while in [8], a saddle point method is em-
ployed to further find the worst case scenario u∗. However, both only consider
forward performance processes with zero volatility, in particular, the Markovian
case for the stochastic factor model is not covered. Herein, we aim to construct
a class of Markovian robust forward performance processes with explicit depen-
dency on the stochastic factor process V . Our approach is based on stochastic
differential games. To robustify the optimal investment, the inner part of the
above optimization problem (8) is played by a so called mother nature who acts
maliciously to minimize the expected forward preference by choosing the worst-
case scenario, whereas the investor aims to select the best investment proportion
that is least affected by the mother nature’s choice. This leads to a stochastic
differential game between the investor and the mother nature.
2.1 Stochastic differential game approach
In addition to the representation of the robust forward performance process, we
also aim to provide both the optimal investment proportion for each scenario and
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the worst-case scenario for each investment proportion. The investment propor-
tion (resp. worst-case scenario) responding to each scenario (resp. investment
proportion) can be exactly expressed as the “strategy to control” in the setup
of stochastic differential games (see [13, 7]). Thus, we next give the definitions
of two admissible “strategies” associated with their respective “controls”.
Definition 4 An admissible investment strategy responding to each scenario
parameter for an investor is a mapping α : [0,∞) × Ω × U → Π˜ satisfying the
following two properties:
(i) For each u ∈ U , α is F-progressively measurable;
(ii) Non-anticipative property, that is, for all t > 0 and all u1, u2 ∈ U , with
u1 = u2, dsdP-a.e., on [0, t], it holds that α(·, u1) = α(·, u2), dsdP-a.e., on [0, t].
An admissible scenario parameter strategy responding to each investment pro-
portion for an investor, β : [0,∞)×Ω× Π˜→ U , is defined similarly. The set of
all admissible investment strategies for the investor is denoted by A, while the
set of all admissible scenario parameter strategies is denoted by B.
Herein, the non-anticipative property is natural as explained in differential
games, implying that a rational investor will take the same investment action if
the future scenario does not change.
We consider a zero-sum stochastic differential game, where the state dynamic
is given by the wealth equation (5). Furthermore, let U(x, t) be a stochastic
process satisfying i) and ii) in Definition 3. For any fixed s > 0, the objective
functional is given by
J(t, x, pi, u) = EPu [U(X
pi
s , s)|Ft, X
pi
t = x].
The lower and upper value of the game are then defined as
U(x, t) = ess inf
β∈B
ess sup
pi∈Π˜
J(t, x, pi, β(·, pi)), a.s., (9)
and
U¯(x, t) = ess sup
α∈A
ess inf
u∈U
J(t, x, α(·, u), u), a.s., (10)
respectively. Note that if U(x, t) = U(x, t), i.e. the objective functional of the
stochastic differential game “self generates” the lower value of the game, then
it is clear that U(x, t) becomes a robust forward performance process satisfying
i)-iii) in Definition 3.
Thus, we say the game is self-generating and its value exists if
U(x, t) = U¯(x, t) = U(x, t),
which will in turn provide a robust forward performance process.
To solve the above stochastic differential game, and in turn to construct the as-
sociated forward performance process, we will construct a control pair (pi∗, u∗) ∈
8
Π˜ × U , a strategy pair (α∗, β∗) ∈ A × B, and a process U(x, t) satisfying the
martingale properties: For any (pi, u) ∈ Π˜× U , a.s.,
ess inf
β∈B
J(t, x, pi, β(·, pi)) = J(t, x, pi, β∗(·, pi)) ≤ U (x, t) ; (11)
J(t, x, pi∗, β∗(·, pi∗)) = U (x, t) ; (12)
ess sup
α∈A
J(t, x, α(·, u), u) = J(t, x, α∗(·, u), u) ≥ U(x, t); (13)
J(t, x, α∗(·, u∗), u∗) = U (x, t) . (14)
Note that (11) and (12) are the martingale characterization of the lower value
of the game in (9), whereas (13) and (14) characterize the upper value of the
game in (10).
Remark 5 When there is no model uncertainty (i.e., u ≡ 0, for all u ∈ U), then
only the conditions (13) and (14) are relevant, which is precisely the definition
of forward performance processes introduced in [31]-[35].
On the other hand, if pi∗ = α∗(·, u∗) and u∗ = β∗(·, pi∗), then the martingale
conditions (11)-(14) imply that
J(t, x, pi∗, u) ≥ J(t, x, pi∗, β∗(·, pi∗))
= J(t, x, α∗(·, u∗), u∗) ≥ J(t, x, pi, u∗),
so the control pair (pi∗, u∗) is a saddle point for the stochastic differential game
with the value J(t, x, pi∗, u∗) = U(x, t). As opposed to the saddle point method,
the advantage of the stochastic differential game approach is to provide, in ex-
plicit form, the optimal investment choice for the investor not only under the
worst-case scenario but also for each scenario, as well as the worst case scenario
for each investment choice not only the optimal one. Moreover, it is often rel-
atively easy to compute the optimal strategy pair (α∗, β∗), as they only involve
maximization/minimization problems rather than maxmin/minmax problems.
3 Power robust forward performance processes
In this section, we focus on a class of homothetic robust forward performance
processes that are homogenous in the degree of δ ∈ (0, 1), and has the factor-
form
U (x, t) =
xδ
δ
ef(Vt,t), (15)
where f : Rd × [0,∞) → R is a deterministic function to be specified. We call
such a robust forward performance process a power robust forward performance
process.
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Proposition 6 Assume that f(v, t), (v, t) ∈ Rd × [0,∞), is a classical solution
(with enough regularity) of the semilinear PDE
ft +
1
2
Trace
(
κκT∇2f
)
+ η(v)T∇f +G(v, κT∇f) = 0, (16)
where
G(v, z) = inf
u∈U
sup
pi∈Π
F (v, z, pi, u), (17)
with
F (v, z, pi, u) = −
1
2
δ(1− δ)|pi|2 + δpiT (θ(v) + z + u) + zTu+
1
2
|z|2. (18)
Then, U(x, t) = x
δ
δ
ef(Vt,t) is a power robust forward performance process.
Proof. Since U(x, t) obviously satisfies i) and ii) in Definition 3, it is sufficient
to examine iii) in Definition 3.
Step 1. From (17) and (18), we have
G(v, z) = inf
u∈U
sup
pi∈Π
F (v, z, pi, u) = inf
u∈U
F (v, z, α∗(v, z, u), u), (19)
with
α∗(v, z, u) = argmaxpi∈ΠF (v, z, pi, u) = ProjΠ(
θ(v) + z + u
1− δ
). (20)
Using the Lipschitz continuity of the projection operator on the convex set Π,
there exists a Borel measurable mapping u∗ : Rd × Rd → U such that
u∗(v, z) = argminu∈UF (v, z, α
∗(v, z, u), u). (21)
Then, from (19) and (21), we have
G(v, z) = F (v, z, pi∗(v, z), u∗(v, z)), (22)
with
pi∗(v, z) := α∗(v, z, u∗(v, z)). (23)
We claim that, for any u ∈ U ,
F (v, z, pi∗(v, z), u) ≥ F (v, z, pi∗(v, z), u∗(v, z)). (24)
If (24) holds, then
sup
pi∈Π
inf
u∈U
F (v, z, pi, u) ≥ inf
u∈U
F (v, z, pi∗(v, z), u) (25)
≥ F (v, z, pi∗(v, z), u∗(v, z)) (26)
= G(v, z) = inf
u∈U
sup
pi∈Π
F (v, z, pi, u),
10
so both (25) and (26) become equalities. In turn, pi∗(v, z) in (23) and u∗(v, z)
in (21) satisfy, respectively,
pi∗(v, z) = argmaxpi∈Π inf
u∈U
F (v, z, pi, u),
and
u∗(v, z) = argminu∈UF (v, z, pi
∗(v, z), u). (27)
On the other hand, there exists a U -valued Borel measurable mapping β¯∗(v, z, pi)
such that F (v, z, pi, u) attains the minimum, i.e.
inf
u∈U
F (v, z, pi, u) = F (v, z, pi, β¯∗(v, z, pi)).
Then, from (27), the mapping β∗(v, z, pi) defines as
β∗(v, z, pi) =
{
u∗(v, z), if pi = pi∗(v, z);
β¯∗(v, z, pi), otherwise,
(28)
also minimizes F (v, z, pi, u) over u ∈ U , and moreover,
pi∗(v, z) = argmaxpi∈ΠF (v, z, pi, β
∗(v, z, pi)). (29)
Step 2. We are left to prove the inequality (24). We omit the variables (v, z) in
pi∗(v, z) and u∗(v, z), and write them as pi∗ and u∗ in this step. For any u ∈ U
and λ ∈ (0, 1) let
u1 := λu+ (1 − λ)u
∗.
Set pi1 := α
∗(v, z, u1) and recall from (23) that pi
∗ = α∗(v, z, u∗). Then, it
follows from (21) that
F (v, z, pi∗, u∗) ≤ F (v, z, pi1, u1)
= λF (v, z, pi1, u) + (1− λ)F (v, z, pi1, u
∗)
≤ λF (v, z, pi1, u) + (1− λ)F (v, z, pi
∗, u∗).
where we used F (v, z, pi, u) ≤ F (v, z, α∗(v, z, u), u) in the last inequality. Thus,
F (v, z, pi∗, u∗) ≤ F (v, z, pi1, u) = F (v, z, α
∗(v, z, u1), u)
for any u ∈ U . Sending λ → 0 and using the continuity of α∗(v, z, u) in u, we
have α∗(v, z, u1) → α
∗(v, z, u∗) = pi∗. Then, the inequality (24) follows by the
continuity of F (v, z, pi, u) in pi.
Step 3. Using the homothetic form (15) and applying Itoˆ’s formula to U(Xpis , s),
we get
dU(Xpis , s)
= U(Xpis , s)
[
fs +
1
2
Trace
(
κκT∇2f
)
+ η(Vs)
T∇f + F (Vs, κ
T∇f, pis, us)
]
ds
+ U(Xpis , s)(δpi
T
s +∇f
Tκ)dWus .
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For any s ≥ t ≥ 0, from (16), we further get
EPu [U(X
pi
s , s)|Ft, X
pi
t = x]− U(x, t)
= J(t, x, pi, u)− U(x, t)
= EPu
[ ∫ s
t
U(Xpir , r)
(
F (Vr, κ
T∇f, pir, ur)−G(Vr , κ
T∇f)
)
dr|Ft, X
pi
t = x
]
.
(30)
We set
pi∗t = pi
∗(Vt, κ∇f(Vt, t)), u
∗
t = u
∗(Vt, κ∇f(Vt, t)),
α∗(t, ut) = α
∗(Vt, κ∇f(Vt, t), ut), β
∗(t, pit) = β
∗(Vt, κ∇f(Vt, t), pit),
(31)
with the mappings (pi∗, u∗, α∗, β∗) given in (23), (21), (20) and (28), respec-
tively. Then, it is easy to check that U(x, t) satisfies the martingale conditions
(11)-(14), which implies that U(x, t) = x
δ
δ
ef(Vt,t) is a power robust forward
performance process, with the optimal control pair (pi∗, u∗) and the optimal
strategy pair (α∗, β∗).
Remark 7 It is worth to point out that the strategies α∗ and β∗ we constructed
in the above proof are also called “counterstrategies”; the reader can refer to
Chapter 10, Section 1 in [28] for more details.
Since, by our construction, pi∗t = α
∗(t, u∗t ) and u
∗
t = β
∗(t, pi∗t ), it follows from
Remark 5 that (pi∗, u∗) is actually a saddle point for the associated game. How-
ever, compared to the classical saddle point argument such as Sion’s Minimax
Theorem (see, for example, [8, 43]), our formulae are more explicit and is con-
structed via their corresponding counterstrategies.
Note that the semi-linear PDE (16) is ill-posed with no known solutions to
date. A similar difficulty also appears in [36], [37] and [41] for the construction
of forward processes without model ambiguity, where the Widder’s theorem is
employed. Nevertheless, the form of PDE (16) motivates us how to construct the
optimal investment proportion, worst-case scenario parameter and the related
optimal strategies for different situations, which will be used in the following
Theorem 9. In order to give the specific form of the process f (Vt, t), we bypass
PDE (16) by directly using the Markovian solution of an ergodic BSDE whose
driver has the form (17). This approach was first introduced in [30] to study
the forward performance process in the absence of model uncertainty. We first
give the existence and uniqueness of the Markovian solution of the associated
ergodic BSDE.
Lemma 8 Assume the function G has the form (17). Then, the ergodic BSDE
dYt = (−G(Vt, Zt) + λ)dt+ Z
T
t dWt, (32)
admits a unique Markovian solution (Yt, Zt, λ), t ≥ 0, i.e., there exist a unique
constant λ and functions y : Rd → R, z : Rd → Rd such that Yt = y (Vt) , Zt =
12
z (Vt). Here, the function y(·) is unique up to a constant and has at most linear
growth, and z(·) is bounded.
Proof. Using the Lipschitz continuity of the projection operator, it follows from
(18) and (20) that
|F (v, z, α∗(v, z, u), u)− F (v¯, z, α∗(v¯, z, u), u)| ≤ C(1 + |z|) · |v − v¯|,
|F (v, z, α∗(v, z, u), u)− F (v, z¯, α∗(v, z¯, u), u)| ≤ C(1 + |z|+ |z¯|) · |z − z¯|,
|F (v, 0, α∗(v, 0, u), u)| ≤ C.
(33)
Here the constant C > 0 is independent of u. Then, from(19) we obtain
|G(v, z)−G(v¯, z)| ≤ C(1 + |z|) · |v − v¯|,
|G(v, z)−G(v, z¯)| ≤ C(1 + |z|+ |z¯|) · |z − v¯|, |G(v, 0)| ≤ C.
(34)
Therefore, from Proposition 3.1 and Appendix A in [30] we obtain the desired
result.
We next present the specific form of the process f(Vt, t) by using the solution
of the ergodic BSDE (32).
Theorem 9 Let (Yt, Zt, λ) = (y(Vt), z(Vt), λ), t ≥ 0, be the unique Markovian
solution of (32). Then, the process U(x, t), (x, t) ∈ R+ × [0,∞) , given by
U(x, t) =
xδ
δ
ey(Vt)−λt , (35)
is a power robust forward performance process. Moreover, the optimal portfolio
weight pi∗, the worst-case scenario parameter u∗ and the optimal strategies α∗, β∗
responding to each scenario parameter u and portfolio weight pi are given as
follows
pi∗t = pi
∗(Vt, z(Vt)), u
∗
t = u
∗(Vt, z(Vt)),
α∗(t, ut) = α
∗(Vt, z(Vt), ut), β
∗(t, pit) = β
∗(Vt, z(Vt), pit),
(36)
where the mappings (pi∗, u∗, α∗, β∗) are given in (23), (21), (20) and (28), re-
spectively.
In addition, the associated wealth process X∗ under the worst-case scenario is
given by
X∗t = X0E
( ∫ t
0
(pi∗s )
T · [(θ(Vs) + u
∗
s)ds+ dW
u∗
s ]
)
.
Proof. It is easy to check that the process given by (35) is F-progressively
measurable, strictly increasing and strictly concave in x. We only need to show
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that the martingale conditions (11)-(14) hold. For this, from (5), (7) and (32)
we get, for all s ≥ t ≥ 0, (pi, u) ∈ Π˜× U ,
Xpis = X
pi
t · exp
{∫ s
t
piTr (θ(Vr) + ur)−
1
2
|pir |
2dr +
∫ s
t
piTr dW
u
r
}
,
(Ys − λs) = (Yt − λt)−
∫ s
t
G(Vr , Zr)− Z
T
r urdr +
∫ s
t
ZTr dW
u
r .
Thus, we have
U(Xpis , s) =
(Xpis )
δ
δ
eYs−λs
= U(Xpit , t) · E
( ∫ s
t
(δpiTr + Z
T
r )dW
u
r
)
· exp
{∫ s
t
F (Vr , Zr, pir, ur)−G(Vr , Zr)dr
}
.
Therefore,
EPu [U(X
pi
s , s)|Ft, Xt = x]− U(x, t)
= J(t, x, pi, u)− U(x, t)
= U(x, t) ·EPu
(
Ms
Mt
· exp
{∫ s
t
F (Vr, Zr, pir, ur)−G(Vr , Zr)dr
}∣∣∣Ft
)
− U(x, t),
where, for t ∈ [0, s], Mt := E
( ∫ t
0 (δpi
T
r +Z
T
r )dW
u
r
)
, is a uniformly integrable ex-
ponential martingale (since pi satisfies the BMO-condition and z(·) is bounded).
Similar to the argument in the proof of Lemma 6, we get the the martingale
conditions (11)-(14) from the above equality.
Remark 10 The probability measure Pu
∗
associated with u∗ given in Theorem
9 has the following form
dPu∗
dP
∣∣∣
FT
= E
(∫ T
0
(u∗s)
T dWs
)
.
Thus, as a byproduct, we obtain a specific formula for the least favorable mar-
tingale measure as considered in [14].
Remark 11 Similar to Proposition 3.4 in [30], it is easy to check that
f(v, t) = y(v)− λt
is a classical solution of the semilinear PDE (16) with the initial condition
f(v, 0) = y(v), where (y(Vt), z(Vt), λ) is the solution of ergodic BSDE (32).
For ρ > 0, we consider the following infinite horizon BSDE
dY ρt = (−G(Vt, Z
ρ
t ) + ρY
ρ
t ) dt+ (Z
ρ
t )
T
dWt, (37)
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where the driver G(·, ·) is given in (32). Then, this BSDE admits a unique
Markovian solution (Y ρt , Z
ρ
t ) = (y
ρ(Vt), z
ρ(Vt)). Moreover, there exists a subse-
quence, denoted by ρn, such that
y(v) = lim
ρn↓0
yρn(v), z(v) = lim
ρn↓0
zρn(v), λ = lim
ρn↓0
ρny
ρn(v0),
where (y(Vt), z(Vt), λ) is the solution of ergodic BSDE (32) and v0 ∈ R
d is an
arbitrary given reference point. These results were first obtained in [17] with
Lipschitz driver and then extended to the quadratic driver in [30].
Similar to the proof of Theorem 9, we can examine that the process Uρ(x, t)
given by (38) is still a power robust forward performance process and it converges
in an appropriate discounted manner to the process U(x, t) as ρ tends to 0.
Corollary 12 The process Uρ (x, t) , (x, t) ∈ R+ × [0,∞) , given by
Uρ(x, t) =
xδ
δ
ey
ρ(Vt)−
∫
t
0
ρyρ(Vs)ds (38)
is a power robust forward performance process and the optimal portfolio strategy
α∗,ρt for each scenario parameter u is given by
α∗,ρt (u) = ProjΠ
(
θ(Vt) + z
ρ(Vt) + ut
1− δ
)
.
Furthermore, there exists a subsequence ρn ↓ 0 such that, for (x, t) ∈ R+ ×
[0,∞) ,
lim
ρn↓0
Uρn(x, t)e−y
ρn (v0)
U(x, t)
= 1. (39)
and the associated optimal portfolio strategies α∗,ρn and α∗ satisfy
lim
ρn↓0
EP
∫ t
0
|α∗,ρn(s, us)− α
∗(s, us)|
2
ds = 0, for t ≥ 0, u ∈ U . (40)
4 Examples
We apply Theorem 9 to analyse two specific examples. The first example is
when the value spaces of the investment proportion and the scenario parameter
are large enough, namely, in a complete market with uncertainty. Then, we
consider a single stock and single stochastic factor case in an incomplete market
with uncertain model as the second example. In both two examples, optimal
investment policies and the worst-case scenario parameters for the power ro-
bust forward performance processes are given in the feedback form of stochastic
factors.
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4.1 Complete market model
We consider the case that two spaces Π and U are large enough in the sense
that the mappings α∗ in (20) and u∗ in (21) have the following form
α∗(v, z, u) = ProjΠ(
θ(v) + z + u
1− δ
) =
θ(v) + z + u
1− δ
,
u∗(v, z) = argminu∈UF (v, z, α
∗(v, z, u), u) = −θ(v)−
1
δ
z.
Then, the mappings pi∗ in (23) and β∗ in (28) take the form
pi∗(v, z) = α∗(v, z, u∗(v, z)) = −
1
δ
z,
β∗(v, z, pi) =
{
−θ(v)− 1
δ
z, if pi = pi∗(v, z);
argminu∈U (δpi + z)
Tu, otherwise.
In this case, the ergodic BSDE (32) becomes
dYt = (
1
2δ
|Zt|
2 + ZTt θ(Vt) + λ)dt+ Z
T
t dWt. (41)
In turn, from Theorem 9, we obtain the following result.
Proposition 13 Denote by (y(Vt), z(Vt), λ) the Markovian solution of (41).
Then, the process U(x, t) given by
U(x, t) =
xδ
δ
ey(Vt)−λt ,
is a power robust forward performance process. Moreover, the optimal control
pair (pi∗, u∗) ∈ Π˜ × U and optimal strategy pair (α∗, β∗) ∈ A × B, have the
following feedback form
pi∗t = −
1
δ
z(Vt), u
∗
t = −θ(Vt)−
1
δ
z(Vt),
α∗(t, ut) =
θ(Vt) + z(Vt) + ut
1− δ
,
β∗(t, pit) =
{
−θ(Vt)−
1
δ
z(Vt), if pi = pi
∗(v, z);
argminut∈U (δpit + z(Vt))
Tut, otherwise.
One may consider a special case of the above model in the following sense:
(i) The market has only single risky asset and single stochastic factor (i.e.,
n = d = 1);
(ii) the coefficients of the stock price have the form
b(v) = a+
1
2
σ2 − b · v, σ(v) ≡ σ,
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where a > 0, b > 0 and σ > 0 are constants. If the stochastic factor process
Vt is viewed as the logarithm of the tradable stock price St, then SDEs (1)-(2)
become
dSt = (a+
1
2
σ2 − b · lnSt)Stdt+ σStdWt,
dVt = (a− b · Vt)dt+ σdWt,
(42)
with η(v) = a − b · v, κ = σ. In fact, (42) has been studied in [40] as Model
1, which models the spot price of commodity. In this situation, we can obtain
the robust forward performance process and robust investment choice for an
ambiguity-aversion investor from Proposition 13, which extends the results of
Section 4.1 in [36] to the market with model uncertainty.
4.2 Incomplete market model: a single stock and single
stochastic factor case
We consider a single stock and single stochastic factor model. In this situation,
we suppose n = 1 and d = 2 in the state equations (1) and (2), i.e.,
dSt = b(Vt)Stdt+ σ(Vt)StdW
1
t ,
dV 1t = η(Vt)dt+ ρdW
1
t +
√
1− ρ2dW 2t and dV
2
t = 0,
(43)
with constant ρ ∈ (0, 1) and σ (·) bounded by a positive constant. Suppose
that the stochastic factor cannot be traded directly so that the market model
is typically incomplete.
Let Π = R×{0} (which means pi2t ≡ 0), U = {(u1, u2) : −R ≤ u1 ≤ u2 ≤ R}
(a rectangle domain in R2) with some given constant R > 0. For simplicity of
computation, we here assume R > M > 0, where M is refined later. Then,
the wealth equation (5) reduces to dXpit = X
pi
t pi
1
t
(
θ(Vt)dt+ dW
1
t
)
with θ(Vt) =
b(Vt)/σ(Vt), and the driver of (32) takes the form
G(v, z1, z2) =−
1
2δ
|z1|
2 − θ(v)z1 +
(2δ − 1
2δ
z2 −
1
δ
z1 − θ(v)
)
z2I{z2≥0}
+ (
1
2
z2 +R)z2I{z2<0}.
(44)
Then, from Theorem 9, we have the following result.
Proposition 14 Suppose that (Y (t), Z1(t), Z2(t), λ) = (y(Vt), z
1(Vt), z
2(Vt), λ)
is the Markovian solution of ergodic BSDE (32) with the driver (44). Then, the
process U(x, t) given by
U(x, t) =
xδ
δ
ey(Vt)−λt ,
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is a power robust forward performance process. Moreover, the optimal portfolio
weights and worst-case scenario parameters are given by
pi∗1(t) = −
1
δ
{Z1(t) + Z2(t) · I{Z2(t)≥0}}, pi
∗
2(t) = 0,
u∗1(t) = −
{
θ(Vt) +
1
δ
Z1(t)
}
−
1− δ
δ
Z2(t) · I{Z2(t)≥0},
u∗2(t) = −
{
θ(Vt) +
1
δ
Z1(t) +
1− δ
δ
Z2(t)
}
· I{Z2(t)≥0} +R · I{Z2(t)<0}.
The optimal portfolio weight strategies for each scenario u ∈ U and the worst
case scenario strategies for each investment weight pi ∈ Π˜ are given as follows
α∗1(t, u(t)) =
1
1− δ
[θ(Vt) + Z1(t) + u1(t)], α
∗
2(t, u(t)) = 0,
β∗1(t, pi(t)) =
{
u∗1(t), if pi1(t) = pi
∗
1(t),
−R · sgn(a(t)), otherwise,
β∗2(t, pi(t)) =
{
u∗2(t), if pi1(t) = pi
∗
1(t),
−R · sgn(a(t)) · I{Z2(t)≥0} +R · I{Z2(t)<0}, otherwise,
where a(t) := δpi1(t) + Z1(t) + Z2(t) · I{Z2(t)≥0}.
From the boundedness of the functions z1(·) and z2(·), we know the scenario
parameter u∗1(t) shown in the above Proposition is bounded and we denote by
M its bound.
When the stock price is not affected by the stochastic factor, i.e., the coefficients
b and σ in (43) are constants, the processes Z1 and Z2 in the solution of the
ergodic BSDE (32) will equal to 0. Then, from Proposition 14, it is easy to
check that the worst-case scenario parameters u∗1 and u
∗
2 will choose the values
closest to −θ(= − b
σ
) for any given R > 0 and the optimal portfolio weight pi∗1
shows that there will be no investment action into the stock. However, once the
stochastic factor influences the price of stock, there will be a nontrivial robust
investment opportunity pi∗1 as shown in our result. In addition, we observe
that the sign of z2(Vt)(= Z2(t)) has an important impact on the the worst-case
scenario, albeit not shown explicitly in the form of the power robust forward
performance process U(x, t). It seems interesting to observe that the sign of
z2(Vt)(= Z2(t)) only affects the worst-case scenario strategies β
∗
1 and β
∗
2 , not to
the optimal investment policy strategies α∗1 and α
∗
2 responding to each scenario.
A similar situation occurs if one consider a general compact and convex subset
U ⊂ R2 (e.g. U = {(u1, u2) : −R ≤ ui ≤ R, i = 1, 2}); the only difference
is that for this general case the form of worst-case scenario parameters depend
also on the sign of some process involving in z1(Vt). Therefore, one may deduce
that the Z’s part of the solution of ergodic BSDE (32) carries on the important
information on the worst-case scenario.
We remark that the above incomplete market model with uncertainty has also
been studied in [21] in the framework of classical robust expected utility. They
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give an explicit PDE characterization for the lower value function of a robust
utility maximization problem combining the duality approach and the stochastic
control approach. On the other hand, when we do not consider the model
uncertainty, the above model will reduce to the case that has been studied in
[30] (Section 3.1.3 therein).
5 Connection with ergodic risk-sensitive stochas-
tic differential games
We establish the connection between the constant λ appearing in the solution
of ergodic BSDE (32) and a zero-sum risk-sensitive stochastic differential game
over the infinite horizon with ergodic payoff criteria. It turns out the constant
λ is the value of the zero-sum risk-sensitive game problem. Thus, we provide
a new interpretation for the value of the zero-sum risk-sensitive game problems
associated with the forward processes. We first give the comparison theorem
for ergodic BSDE (32).
Lemma 15 Suppose that Gi, i = 1, 2, satisfy the following conditions
|Gi(v, z)−Gi(v¯, z)| ≤ C(1 + |z|) · |v − v¯|,
|Gi(v, z)−Gi(v, z¯)| ≤ C(1 + |z|+ |z¯|) · |z − z¯|, |Gi(v, 0)| ≤ C.
(45)
For i = 1, 2, let (Y i, Zi, λi) be the unique Markovian solution of the ergodic
BSDE (32) with driver Gi(v, z). If G1(v, z) ≥ G2(v, z), then we have
λ1 ≥ λ2.
Proof. Denote
γt =
{
G1(Vt,Z
1
t )−G1(Vt,Z
2
t )
|Z1t−Z
2
t |
2 (Z
1
t − Z
2
t ), if Z
1
t 6= Z
2
t ,
0, otherwise.
Then, from the boundedness of Z1 and Z2, we know γ is a bounded process.
We define the probability measure Q as follows
dQ
dP
∣∣∣
FT
= E(
∫ T
0
γtdWt).
Using the notations Yˆ = Y 1 − Y 2, Zˆ = Z1 − Z2, λˆ = λ1 − λ2, we get
Yˆ0 − YˆT =
∫ T
0
G1(Vt, Z
2
t )−G2(Vt, Z
2
t ) + γ
T
t Zˆtdt− λˆT −
∫ T
0
ZˆTt dWt
=
∫ T
0
G1(Vt, Z
2
t )−G2(Vt, Z
2
t )dt− λˆT −
∫ T
0
ZˆTt dW
Q
t ,
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where WQ defined via dWQt = −γtdt + dWt is a Brownian motion under the
probability measure Q. Therefore, we get
1
T
EQ[Yˆ0 − YˆT ] + λˆ =
1
T
EQ[
∫ T
0
G1(Vt, Z
2
t )−G2(Vt, Z
2
t )dt]. (46)
Notice that there exist mappings yi, i = 1, 2, such that Y it = y
i(Vt), i = 1, 2.
Since yi, i = 1, 2, are of linear growth, there exists a constant C independent of
T such that
EQ|YˆT | ≤ C(1 + EQ|VT |) ≤ C, (47)
where the last inequality is derived from the dissipative condition (4). It follows
from (46) and G1(v, z) ≥ G2(v, z) that
λˆ = lim sup
T→∞
1
T
EQ[
∫ T
0
G1(Vt, Z
2
t )−G2(Vt, Z
2
t )dt] ≥ 0,
which completes the proof.
Theorem 16 For any (pi, u) ∈ Π˜ × U with feedback forms, i.e. (pis, us) =
(pi(Vs), u(Vs)) for some Borel measurable mappings (pi(·), u(·)), we define the
functional
L(v, pis, us) := −
1
2
δ(1 − δ)|pis|
2 + δpiTs [θ(Vs) + us], s ≥ 0,
and the probability measure Ppi,u as follows
dPpi,u
dP
∣∣∣∣
Ft
= E
(∫ t
0
(δpiTr + u
T
r )dWr
)
. (48)
Let (y(Vt), z (Vt) , λ), t ≥ 0, be the unique Markovian solution of the ergodic
BSDE (32), and Xpi solve the wealth equation (5). Furthermore, if the set Π is
also assumed to be bounded, then λ is the value of the associated risk-sensitive
game problem, namely,
λ = inf
u∈U
sup
pi∈Π˜
lim sup
T↑∞
1
T
lnEPpi,u
(
e
∫
T
0
L(Vs,pis,us)ds
)
= sup
pi∈Π˜
inf
u∈U
lim sup
T↑∞
1
T
lnEPpi,u
(
e
∫
T
0
L(Vs,pis,us)ds
)
.
(49)
Moreover, the supremum and infimum in (49) can be attainable by choosing pi∗
and u∗ as in (36).
Proof. From (18), we have
|F (v, z, pi, u)− F (v¯, z, pi, u)| ≤ C|pi| · |v − v¯|,
|F (v, z, pi, u)− F (v, z¯, pi, u)| ≤ C(1 + |pi|+ |z|+ |z¯|) · |z − v¯|,
|F (v, 0, pi, u)| ≤ C|pi|2 + C|pi|.
(50)
20
Then, similar to the proof of Lemma 8, from (33) and (50), the following two
ergodic BSDEs
dY ut = (− sup
pit∈Π
F (Vt, Z
u
t , pit, ut) + λ
u)dt+ (Zut )
T dWt,
dY pit = (− inf
ut∈U
F (Vt, Z
pi
t , pit, ut) + λ
pi)dt+ (Zpit )
TdWt,
(51)
have unique Markovian solutions (Y u, Zu, λu) and (Y pi, Zpi, λpi), respectively,
for each (u, pi) ∈ U × Π˜ with feedback forms.
Step 1. We first show that
λ = inf
u∈U
λu = sup
pi∈Π˜
λpi . (52)
Since
inf
ut∈U
F (Vt, Zt, pit, ut) ≤ G(Vt, Zt) ≤ sup
pit∈Π
F (Vt, Zt, pit, ut),
Lemma 15 then implies that
λpi ≤ λ ≤ λu, for all (pi, u) ∈ Π˜× U with feedback forms. (53)
On the other hand, from the uniqueness of the solution of ergodic BSDE (32),
we know λ = λu
∗
= λpi
∗
with u∗ and pi∗ given in (36). Thus, we have established
(52).
Step 2. We show that, for each (u, pi) ∈ U × Π˜ with feedback forms,
λu = sup
pi∈Π˜
lim sup
T↑∞
1
T
lnEPpi,u
(
e
∫
T
0
L(Vs,pis,us)ds
)
, (54)
λpi = inf
u∈U
lim sup
T↑∞
1
T
lnEPpi,u
(
e
∫
T
0
L(Vs,pis,us)ds
)
. (55)
We only prove the relation (54), and the proof of (55) is analogous.
For arbitrary but fixed u ∈ U , from (51) we get, for every p˜i ∈ Π˜,
dY ut = (− sup
pit∈Π
F (Vt, Z
u
t , pit, ut) + λ
u)dt+ (Zut )
T dWt
=
(
− sup
pit∈Π
F (Vt, Z
u
t , pit, ut) + λ
u + (Zut )
T (δp˜it + ut)
)
dt+ (Zut )
TdW p˜i,ut ,
(56)
where W p˜i,u defined via dW p˜i,u = −(δp˜it + ut)dt + dWt is a Brownian motion
under probability measure Pp˜i,u (see (48)). We observe that the function F (see
(18)) in (56) can be written as
F (Vt, Z
u
t , pit, ut) = L(Vt, pit, ut) + (Z
u
t )
T (δpit + ut) +
1
2
|Zut |
2.
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Therefore, we rewrite the ergodic BSDE (56) as
Y u0 − Y
u
T + λ
uT
=
∫ T
0
sup
pit∈Π˜
(
L(Vt, pit, ut) + (Z
u
t )
T δpit
)
− (Zut )
T δp˜it +
1
2
|Zut |
2dt−
∫ T
0
(Zut )
TdW p˜i,ut ,
which follows that, for arbitrary p˜i ∈ Π˜,
eλ
uT+Y u0 e−Y
u
T E
( ∫ T
0
(Zut )
T dW p˜i,ut
)
=exp
( ∫ T
0
sup
pit∈Π˜
(
L(Vt, pit, ut) + (Z
u
t )
T δpit
)
− L(Vt, p˜it, ut)− (Z
u
t )
T δp˜itdt
)
· e
∫
T
0
L(Vt,p˜it,ut)dt
≥ e
∫
T
0
L(Vt,p˜it,ut)dt.
Then, we obtain
eλ
uT+Y u0 EPp˜i,u
[
e−Y
u
T E
(∫ T
0
(Zut )
T dW p˜i,ut
)]
≥ EPp˜i,u
[
e
∫
T
0
L(Vt,p˜it,ut)dt
]
. (57)
We define the probability measure Qp˜i,u as follows
dQp˜i,u
dP
∣∣∣∣
Ft
= E
(∫ t
0
(δp˜ir + ur + Z
u
r )
TdWr
)
.
Using the measure Qp˜i,u, from (57) we get
eλ
uT+Y u0 EQp˜i,u
[
e−Y
u
T
]
≥ EPp˜i,u
[
e
∫
T
0
L(Vt,p˜it,ut)dt
]
.
Thus, it holds
λu +
Y u0
T
+
1
T
lnEQp˜i,u
[
e−Y
u
T
]
≥
1
T
lnEPp˜i,u
[
e
∫
T
0
L(Vt,p˜it,ut)dt
]
. (58)
Similar to the proof of estimate (47), from the boundedness of Π and Jensen’s
inequality, there exists a constant C independent of T such that
1
C
≤ e−EQp˜i,uY
u
T ≤ EQp˜i,u
(
e−Y
u
T
)
≤ C, (59)
where the last inequality is obtained using Lemma 3.1 in [10]. It follows from
(58) and (59) that, for any p˜i ∈ Π˜,
λu ≥ lim sup
T↑∞
1
T
lnEPp˜i,u
[
e
∫
T
0
L(Vt,p˜it,ut)dt
]
.
with equality choosing p˜it = pi
∗
t , where pi
∗
t is given in (36).
Step 3. Finally, we readily obtain (49) from (52) in Step 1 and (54) and (55) in
Step 2.
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Remark 17 Notice that
EPpi,u
(
e
∫
T
0
L(Vs,pis,us)ds
)
= EPu
(
e
∫
T
0
− 1
2
δ|pis|
2+δpiTs θ(Vs)ds+
∫
T
0
δpiTs dWs
)
= EPu [
(XpiT )
δ
δ
] ·
δ
xδ
,
then, from (49), it is easy to check that λ is also the value for the following
game problem
λ = inf
u∈U
sup
pi∈Π˜
lim sup
T↑∞
1
T
lnEPu
[
(XpiT )
δ
δ
]
= sup
pi∈Π˜
inf
u∈U
lim sup
T↑∞
1
T
lnEPu
[
(XpiT )
δ
δ
]
.
Therefore, Theorem 16 can be viewed as an optimal investment model in which
the goal is to maximize the long-term growth rate of expected utility of wealth
with model uncertainty. A similar problem has been treated in [27] using the
duality method.
6 Connection with classical expected utility max-
imization for long time horizons
We establish the link between the power robust forward process U (x, t) and the
long-time behaviour of the lower value function of the classical power robust
expected utility. For the latter, let [0, T ] be an arbitrary trading horizon and
we introduce the lower value function as follows
wT (x, v) = sup
pi∈Π[0,T ]
inf
u∈U[0,T ]
EPu
[
(XpiT )
δ
δ
|Xpi0 = x, V0 = v
]
, (x, v) ∈ R+ × R
d,
(60)
where the wealth process Xpis , s ∈ [0, T ], solving (5) with X
pi
0 = x, the stochastic
factor process Vs, s ∈ [0, T ], solving (2) with V0 = v, and u ∈ U[0,T ] implies that
u belongs to U and is restricted to the time horizon [0, T ].
We recall that the optimal investment problem for the classical robust expected
utility has been considered in [6] via the stochastic control approach based
on BSDE, in [39] via the duality approach, and in [21] combining these two
methods.
Proposition 18 Let U (x, t) = x
δ
δ
ey(Vt)−λt be the power robust forward perfor-
mance process as in (35). Then, there exists a constant L ∈ R, independent of
the initial states Xpi0 = x and V0 = v, such that, for (x, v) ∈ R+ × R
d,
lim
T↑∞
wT (x, v)e
−λT−L
U(x, 0)
= 1.
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Proof. Since the maxmin problem (60) is standard in the literature (see, for
example, [43]), we only demonstrate its main steps briefly. To this end, for each
pi ∈ Π[0,T ] and u ∈ U[0,T ], we introduce the objective functional
wT (x, v, pi, u) = EPu
[
(XpiT )
δ
δ
|Xpi0 = x, V0 = v
]
.
We aim to find a saddle point (pi∗, u∗) ∈ Π[0,T ] × U[0,T ] such that
wT (x, v, pi, u
∗) ≤ wT (x, v, pi
∗, u∗) ≤ wT (x, v, pi
∗, u).
Then, it is clear that wT (x, v) = wT (x, v, pi
∗, u∗). We claim that
wT (x, v) =
xδ
δ
eY¯0 , (61)
pi∗t = pi
∗(Vt, Z¯t), u
∗
t = u
∗(Vt, Z¯t), t ∈ [0, T ], (62)
with the mappings (pi∗, u∗) given in (23) and (21), and (Y¯ , Z¯) being the unique
solution of the following BSDE
Y¯t =
∫ T
t
G(Vr , Z¯r)dr −
∫ T
t
(
Z¯r
)T
dWr , (63)
where the driver G is defined in (17). The proof follows along similar arguments
as in Proposition 6 and Theorem 9, and thus omitted.
From Theorem 4.4 in [25], there exists a constant L ∈ R such that
lim
T↑∞
(Y¯0 − λT − Y0) = L, (64)
where (Y, Z, λ) is the solution of ergodic BSDE (32). Finally, from (35), (61)
and (64) we have
lim
T↑∞
wT (x, v)e
−λT−L
U(x, 0)
= 1,
which completes the proof.
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