Abstract. The Progressive First-Failure (PFF) censoring scheme is considered in the present article for the Empirical Bayes estimation. The approximate confidence intervals and the Bayes estimation for the unknown parameters under the empirical Bayesian technique are obtained for the Generalized Pareto distribution. The improved approximate confidence intervals are discussed also. A simulation technique is applied here for illustrating the methods based on different censoring plans, those are the special cases of PFF censoring scheme.
Introduction
The probability density function and cumulative density function of the considered generalized Pareto distribution are given as f (x; σ, θ) = 1 σθ 1 − x σ 1 θ −1 ; 0 < x < σ, θ > 0,
and F (x; σ, θ) = 1 − 1 − x σ 1 θ ; 0 < x < σ, θ > 0.
Here, the parameters θ and σ are the shape parameter and scale parameter respectively. See Castillo & Hadi (1977) for more details about the fundamental properties of the underlying model. A little few literature are available for generalized Pareto distribution. Grimshaw (1993) was obtained Maximum likelihood estimator and studying their properties. Rezaei et al. (2010) discussed about the estimation of P [Y < X]. Prakash (2012) obtained the central coverage Bayes prediction bound length of the said distribution. Both known and unknown cases of scale parameter have considered in the estimation of bound length. In (2014), Azimi et al. (2014) obtained some Bayes estimator of life parameters for the generalized Pareto distribution under Progressive censoring.
In the present article, PFF censoring scheme is considered for the inference. The ACI and an improved ACI are obtained by using a log-transformation. The log-transformation improved the performance of the ACI. The Bayes estimation is obtained under two different asymmetric loss functions for both parameters of the generalized Pareto distribution. The Empirical Bayesian approach have used for improving the performances of the Bayes estimators. The performances of the present procedures based on five different censoring techniques, those are the special cases of the PFF censoring are illustrated by a simulation technique.
First-Failure Progressive Censoring Scheme
In life testing, a censoring is very common because of time limitation and other restrictions on data collection. The censoring occurs when exact lifetimes are available for a part of units under study. The most common censoring test criterion is Type-II censoring and is beneficial for saving time and money.
The generalization of Type-II censoring is better known as the Progressive censoring scheme and is useful in such cases when the live test units removed, other than the final termination point. Last one decade Progressive censoring scheme has received considerable interest among the researchers. A little few of them Balakrishnan & Sandhu (1995) , Balakrishnan & Aggarwala (2000) , Kundu (2008) , Lee et al. (2009 ), Raqab et al. (2010 , Fu et al. (2012) , Al-Zahrani & Al-Sobhi (2013) , Prakash (2015) and Prakash (2016) .
Following Johnson (1964) , a life test in which experimenter might decide to group the test units into several sets, each as an assembly of test units, and then run all the test units simultaneously until occurrence the First-Failure in each group. Jun et al. (2006) was extended this plan for a bearing manufacturer and time of first-failure were observed from each group.
In an experiment required to remove some sets of test units, before observing the first-failures in the sets, the test plan is called PFF censoring scheme (Wu & Ku? (2009 ). Following Wu & Ku? (2009 the progressive first-failure censoring scheme is described as Let us assume from (n × m) live test units, there are n independent groups with m items within each group are putting on a life test. When the first-failures X R 1 is occurred, the R 1 units and the group in which the first-failures is observed are randomly removed from the test. Similarly, when the second failure X R 2 is observed, the R 2 units and the group in second failure was observed, are removed from the test. The test will run until the k
are the progressively first-failure censored order statistics of size k with pre assumed progressive censoring scheme R = (R 1 , R 2 , ..., R k ) follows the relation
Let us assume (n × m) items in the life test are from the generalized Pareto distribution given in Eq. (1). Then the joint probability density function under PFF censored order statistic is defined as
where C p is a progressive normalizing constant. (See Prakash (2016) for more details).
The First-Failure-censoring scheme has advantages in term of reducing test time, in which more items are used but only k of n × m items are failures. Some special cases were included in the PFF censored scheme 1. The joint probability density function under PFF censored order statistic given in Eq. (3), converted to the joint probability density function under First-Failure censoring scheme when R 1 = R 2 = ... = R k = 0. 2. For m = 1, the Eq. (3) is represented the joint probability density function under Progressive Type-II censored order statistic. 3. When m = 1, R 1 = R 2 = ... = R k−1 = 0 and R k = n − k, the joint probability density function under PFF censored order statistic is simply convert into the joint probability density function under the Type-II censored order statistic and, is for complete sample case when m = 1 and R 1 = R 2 = ... = R k = 0.
Remark: All these cases are considered in present article for the numerical illustration.
Using Eq. (1) and Eq. (2) in Eq. (3), the joint probability density function under PFF censoring scheme is obtained as:
where
Parameter Estimation

Maximum Likelihood Estimation
The logarithm of the joint probability distribution given in Eq. (4) is
Differentiating Eq. (5) with respect to the parameters θ and σ respectively, and equating it to zero. If ML estimation are denoted byθ M L andσ M L of the parameters θ and σ respectively, then, one can be obtained as the solution of these equationŝ
The Eq. (6) & Eq. (7) cannot be solved analytically; a numerical method (NewtonRaphson method) must be employed to solve these two equations for numerical finding of ML estimateσ M L andθ M L .
Approximate Confidence Interval
The asymptotic variances and co-variances of the ML estimates of the parameters are obtained by elements of the inverse of the Fisher information matrix. However, the exact mathematical expressions are very difficult to obtain. Hence, the observed asymptotic variance-covariance matrix for the ML Estimation is obtained as
The second order derivatives of the log-likelihood equation are
All the expressions of second derivative involve the unknown parameters. Hence, the Fisher information matrix can be obtained by replacing its ML estimators. The asymptotic normality of the ML estimation is used for the computation of ACI for the unknown parameters θ and σ. Hence, (1 − ) 100% confidence intervals for the parameters θ and σ are given respectively aŝ
Here, Z /2 is the percentile of the standard normal distribution with right-tail probability /2. The applicability of normal approximation of ML estimation is in small sample size. Following Meeker & Escobar (1998) , a log-transformation can be considered for improvements in the performance of the normal approximation. Thus, (1 − ) 100% improved approximate confidence intervals for the parameters θ and σ are obtained as
and
Bayes Estimation When Both Parameter Is Unknown
In the present section, both parameters of the underlying model given in Eq.
(1) are considered as a random variable. Prakash (2012) considered the following joint prior distribution for the parameters θ and σ as
Using Eq. (4) and Eq. (13), the joint posterior density and marginal posterior density corresponding the parameters of the generalized Pareto distribution are obtained as
The Bayes estimators of the unknown parameters are obtained in this section under asymmetric loss function. Several authors have recognized that, the use of squared error loss function in Bayesian analysis is inappropriate in case when the overestimation is more serious than the underestimation and vice versa. An asymmetric loss function which is the result of a minor modification in squared error loss, named as invariant squared error loss function (ISELF) and is defined as
The Bayes estimatorθ I corresponding to the parameter θ under ISELF is obtained asθ
Similarly, the Bayes estimatorσ I for parameter σ under ISELF is obtained aŝ
There are few situations where overestimation and underestimation can lead to different values. For example, when we estimate the average reliable working life of the components of a spaceship or an aircraft, overestimation is usually more serious than underestimation. In such situation, the LINEX loss function (Varian (1975) ) may provide useful results. Following Singh et al. (2007) , the modified version of the LINEX loss function (LLF) is defined for any estimateθ corresponding to the parameter θ as
See Singh et al. (2007) for more details. The Bayes estimation for the parameter θ under LLF is obtained by simplifying following equality
Thus, the Bayes estimatorθ L (say) is the solution of the following equality
Similarly, the Bayes estimatorσ L (say) for the parameter σ is the solution of the following equality
The Eq. (18) -Eq. (21) cannot be solved analytically; a numerical method employed to solve these equations numerical.
Bayes Estimation When Shape Parameter Is Known
When the shape parameter σ is known, the inverted Gamma distribution is considered here as the conjugate prior for the parameter θ, having the probability density function
The posterior density corresponding to the prior π θ for the parameter θ is
The Bayes estimator for the scale parameter θ corresponding to ISELF and LLF corresponding to posterior π * * θ are obtained as
andθ
Empirical Bayes Estimation
The ML estimate method is one of the best method for estimating the hyperparameter. Based on empirical Bayesian approach the unknown hyper-parameter β (when α is known) is estimated. Hence, under the empirical Bayesian approach, we begin with the Bayesian model:
Since,
As all the units have identical generalized Pareto distribution, the marginal density of x, say f (x), can be obtained as
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The ML estimate of the hyper parameter β based on f (x) iŝ
The Empirical Bayes estimators corresponding to the parameters are obtained by replacing the hyper-parameter β with its ML estimateβ M L given in Eq (27). Thus, the Empirical Bayes estimators for the parameter θ when σ unknown, are given aŝ
Similarly, the empirical Bayes estimator for shape parameter σ when both parameter unknown, are given aŝ
When shape parameter is assume to be known, the empirical Bayes estimator of the parameter θ are given as
Numerical Analysis Based on Simulation
In the present section, a simulation study has been performed for the analysis of the proposed methods. The Monte Carlo simulation technique was used for generating 10,000 PFF censored samples for each simulation (Based on algorithms described in Balakrishnan & Sandhu (1995) ). Table ( 1).
The ML estimatesθ M L andσ M L of the parameters θ and σ respectively are computed from the solution of Eq. (6) and Eq. (7), by using Newton-Raphson iteration method and presented in Table ( 2). It is observed from the table is that; the value of ML estimate is increasing as the prior parameter α or the censoring size increases and decreasing when prior parameter β increases. An improved ACI based on log-transformation have obtained and presented in Table ( 3) for selected set of parameters at significance levels = 90%, 95%, 99%. It has seen that the ACI for both parameters increases when censoring size increases or the significance levels increase. An opposite trend have seen when set of prior parameters increase. The Bayes risks of the empirical Bayes estimators corresponding to the parameters θ and σ based on different censoring plans of PFF censoring scheme, as discussed in Table (1) , have been presented in the Table (4-6).
It is observed that, the empirical Bayes risk increases when parameter α or censored sample size k increases for all the considered values. Similar properties also have seen when, the shape parameter of LLF a increase for LLF risk criterion. It is observable that, the Bayes risk increase when censoring pattern changed. The smaller risks magnitude has noted for PFF, then progressive censoring and large risks in magnitude for a complete sample case. Further, there is no any clear trend has observed between the Type-II and First-failure censoring. However, one may prefer the PFF over the other censoring scheme for the selected parametric set of values. 
