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Abstract
The formation of plaques is one of the main causes for the blockage of arteries.
This can lead to ischaemic brain or myocardial infarctions as well as other
cardiovascular diseases. Possible biochemical and biomechanical processes
contribute to the development of plaque growth and rupture. The main bio-
chemical processes are the penetration of monocytes and the accumulation of
foam cells in the vessel wall, leading to the formation and growth of plaques.
The biomechanical forces can be measured by observing stresses in the blood
flow and the vessel wall, which may lead to the rupture of plaques.
In this thesis, we formulate an appropriate model to describe the evolution
of plaques. The model consists of both the interaction between the blood
flow and the vessel wall, and the growth of plaques due to the penetration of
monocytes from the blood flow into the vessel wall. The Navier-Stokes equa-
tions and the elastic structure equations are used to describe the dynamics
of fluid (blood flow) and the mechanics of structure (vessel wall). The mo-
tion of monocytes is described by the convection-diffusion-reaction equation,
coupled with an equation for the accumulation of foam cells. Finally the
metric of growth is introduced to accurately determine the stress tensor, and
its evolution equation is derived. The variational formulation of the model is
transformed into the ALE (Arbitrary Lagrangian-Eulerian) formulation, and
all the equations are rewritten in the fixed domain. Temporal discretization
is achieved with finite differences and spatial discretization is based on the
Galerkin finite element method. The nonlinear systems are linearized and
solved by the Newton method.
Based on the model and the numerical methods above, numerical simulations
are performed by using the software Gascoigne. The obtained numerical
results make an agreement with the observation, and support the assumption
that the penetration of monocytes and the accumulation of foam cells lead
to the formation and growth of plaques, and that the evolution of plaques
induces the increase of stresses in the vessel wall, which is an indicator of
plaque rupture.

Zusammenfassung
Die Entwicklung von Plaques ist eine Hauptursache fu¨r die Verstopfung von
Schlagadern. Sie kann zu ischa¨mischen Schlaganfa¨llen oder Herzinfarkten
sowie zu anderen kardiovaskula¨ren Erkrankungen fu¨hren. Mo¨gliche bio-
chemische und biomechanische Prozesse tragen zur Entwicklung von Wach-
stum und Bruch der Plaques bei. Die wichtigsten biochemischen Prozesse,
welche zur Bildung und zum Wachstum von Plaques fu¨hren, sind das Ein-
dringen von Monozyten und die Akkumulation von Schaumzellen in die
Gefa¨ßwand. Die biomechanischen Kra¨fte ko¨nnen durch die Beobachtung von
Spannungen der Blutstro¨mung und der Gefa¨ßwand bestimmt werden und
ko¨nnen zum Bruch von Plaques fu¨hren.
In dieser Arbeit formulieren wir ein geeignetes Modell zur Beschreibung der
Entwicklung von Plaques. Das Modell besteht sowohl aus der Interaktion
zwischen dem Blutstrom und der Gefa¨ßwand, als auch dem Wachstum von
Plaques durch das Eindringen von Monozyten aus dem Blutstrom in die
Gefa¨ßwand. Die Navier-Stokes Gleichungen und die elastische Struktur-
gleichungen werden zur Beschreibung der Dynamik der Flu¨ssigkeit (Blut)
und der Mechanik der Struktur (Gefa¨ßwand) verwendet. Die Bewegung
der Monozyten wird durch eine Konvektions-Diffusions-Reaktionsgleichung,
zusammen mit einer Gleichung zur Beschreibung der Akkumulation von
Schaumzellen beschrieben. Schließlich wird eine Wachstumsmetrik einge-
fu¨hrt, um den Spannungstensor richtig bestimmen zu ko¨nnen, und die Glei-
chung ihrer Entwicklung wird abgeleitet. Die variationelle Formulierung des
Modells wird hierfu¨r in ALE-Form (Arbitrary Lagrangian-Eulerian) umge-
wandelt, so dass alle Gleichungen auf festen Gebieten gegeben sind. Die
zeitliche Diskretisierung erfolgt mit Finiten Differenzen, und die ra¨umliche
Diskretisierung basiert auf der Galerkin Finite Elemente Methode. Die nicht-
linearen Systeme mu¨ssen linearisiert und mit Hilfe des Newton-Verfahrens
gelo¨st werden.
Basierend auf diesem Modell und den numerischen Methoden werden nu-
merische Simulationen mit der Software Gascoigne durchgefu¨hrt. Die erziel-
ten numerischen Ergebnisse stimmen gut mit den Beobachtungen u¨berein.
Sie unterstu¨tzen die Vermutung, dass das Eindringen von Monozyten und
die Akkumulation von Schaumzellen zur Bildung und zum Wachstum von
Plaques fu¨hren, und dass die Entwicklung von Plaques zu einer Zunahme
von Spannungen in der Gefa¨ßwand fu¨hrt. Diese Zunahme von Spannungen
kann als Indikator fu¨r den Bruch von Plaques dienen.
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Introduction
The topic of this thesis is related to the study of the vascular disease atheroscle-
rosis, which is one of the main causes of ischaemic brain infarction, and is as-
sociated with the formation and rupture of plaques. Atherosclerosis without
thrombosis is generally a benign disease. However, it is plaque rupture with
superimposed thrombus that may turn a stable disease to a life-threatening
condition and induce the blockage of a main artery, which can lead to is-
chaemic brain or myocardial infarctions as well as other cardiovascular dis-
eases [15;42;52]; on the other hand, plaque rupture can also let some material
of thrombus be taken away by the blood flow, and may induce the blockage
in another part of the artery, turning a local problem to a global one. Pos-
sible contributors to the development of atherosclerosis can be categorized
as either biochemical or biomechanical [73]. The main biochemical process-
es associated with atherosclerosis start with the penetration of monocytes
from the blood flow into the vessel wall. Through several chemical reactions,
monocytes are converted to foam cells and accumulate in the vessel wall,
leading to the formation and growth of plaques. Plaques are formed primar-
ily in the innermost layer of the vessel wall called the intima, while the other
two layers are called the media and adventitia. The biomechanical forces can
be measured by observing stresses in the blood flow and the vessel wall. The
growth of plaques induces the increase of stresses applied on them and can
possibly cause them to rupture.
Concerning different processes of atherosclerosis, different mathematical mod-
els have been developed. Some previous mathematical models concentrate
alternatively on biochemical processes [2;13;31;41;43] or biomechanics [67–70;82]. In
these models the plaque growth is not considered, so the interface between
the blood flow and the vessel wall is normally in a fixed state. The free
boundary problem is also used in some similar problems, e.g. the modeling
of thrombus formation [74], but this model only considers the fluid dynamics
of the blood flow without the structural mechanics of the vessel wall. In our
model, we consider both the biochemical reactions leading to plaque growth,
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and the interaction between the blood flow and the vessel wall with a free
interface.
The main goal of this thesis is to derive a model to describe how plaques
are formed and growing in healthy tissue due to the biochemical reactions
related to monocytes and foam cells, and also how stresses are distributed in
the long-term evolution of plaques, which may lead to plaque rupture. The
processes requiring investigation and modeling are:
• The adhesion and penetration of monocytes from the blood flow into
the vessel wall
• The accumulation of foam cells in the vessel wall, leading to plaque
growth
• Changing of the mechanical properties of the vessel wall due to the
influence of foam cells
• The interaction between the blood flow and the vessel wall
The domain we are considering consists of two parts: a fluid part repre-
senting the part occupied by the blood flow, and a solid part representing
the part occupied by the vessel wall. The interface between the fluid and
solid part moves according to the plaque growth and the fluid-structure in-
teraction. The Navier-Stokes equations are used to describe the dynamics
of fluid (blood flow) whereas in the solid part (vessel wall) the equations for
structural mechanics are considered. In addition, the motion of monocytes
is described by the convection-diffusion-reaction equation, coupled with an
equation for the accumulation of foam cells. The transmission conditions are
also given on the interface.
There is a problem, however, which is that the deformation in the solid part is
induced by both mechanics and the growth of plaques, so one cannot use the
general approach to derive the stress tensor in the equations for structural
mechanics. To overcome this problem, we introduce a new variable called the
metric of growth. Given that the growth not only increases the mass but also
changes the geometry, the metric of growth is used to define the deformation
induced only by mechanics, and also to accurately measure the stress tensor
with the constitutive equations [11]. For the constitutive equations, two mod-
els are taken into account: the incompressible Neo-Hookean(INH), and the
incompressible Mooney-Rivlin material laws [25]. In addition, the concentra-
tion of foam cells is also related to the growth modeling of the solid part by
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influencing the mechanical properties.
Here follows an introduction of the numerical approaches of our model in de-
tail. Similar to the general fluid-structure interaction problem, the variation-
al formulation of our model is formulated in a monolithic framework, where
the coupled equations in the fluid and solid domains are solved simultaneous-
ly [53;78]. Typically, the variational form in the fluid domain is formulated in
the Eulerian framework, where the domain is movable due to the movement
of the interface, and the form in the solid domain is given in the Lagrangian
framework, where the domain is fixed. For numerical simulations we need d-
ifferent meshes in different subdomains and as well as in different time steps.
To treat this problem we employ the Arbitrary Lagrangian-Eulerian (ALE)
framework, which is a well-known monolithic approach for fluid-structure
interaction problem. In this method, the fluid domain is transformed to a
fixed one by the ALE mapping, and all the equations are rewritten in the
fixed domain. Different mesh models are used to define the ALE mapping.
The main advantage of the ALE method is that both of the subdomains are
fixed in the ALE framework, so a common mesh can be used for the prob-
lem in numerical simulations in each time step. The energy estimate of the
model is also investigated to obtain numerical stability. The main numerical
methods we use in this thesis are the finite difference method for temporal
discretization, the Galerkin finite element method for spatial discretization
and the Newton method for linearization.
Numerical simulations are performed by using the finite element library Gas-
coigne, and numerical results are presented in two examples. Example I is
a test case to show whether the behavior of plaque formation can be well
observed, and has a simple configuration. Example II has a configuration
which is much closer to a real artery, from which the model can provide
a more realistic description of plaque formation. Both examples are in two-
dimensional space, and all the parameters are from the literature in the fields
of medicine, biodynamics and cardiovascular mathematics [4;20;36;48;60;70;86]. In
numerical simulations, we perform the steps listed below:
• Different time step sizes and mesh refinement levels are tried to inves-
tigate the convergence of numerical solutions.
• Some special techniques, e.g. the local mesh refinement and adding
artificial stabilization terms, are also tested to reveal their necessity.
• Numerical results in both of these two examples represent the motion of
the interface and the distributions of important quantities in the model
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at different time points to show the evolution of the whole process.
The obtained results show the formation and growth of plaques, the pene-
tration of monocytes, the accumulation of foam cells, the increase of stresses
and their interactions, which is the starting point of this problem [84;85]. Many
interesting questions are still open in numerical, theoretical and modeling
fields, and both the modeling and simulation approaches obtained in this
thesis can be improved not only to bring the model closer to the reality of
plaque formation, but also to apply it to other investigations related to the
interaction of reactive flow with solid phase [83].
Outline of this thesis
• Chapter 1 provides the biological background about the whole physio-
logical process, including the inducing factors of plaque formation, the
key steps of plaque evolution, the main components a mature plaque,
and the thrombotic response to plaque rupture.
• In Chapter 2 we give a review of some existing mathematical models re-
lated to plaques, determine the processes we are interested in modeling,
and derive the model step by step with a complicated system.
• In Chapter 3 the variational formulation of the model is given and the
ALE framework is used to overcome numerical difficulties.
• Chapter 4 lists the numerical methods we use and presents the numer-
ical results we obtain.
• In Chapter 5 we summarize the conclusions and provide an outlook for
future development.
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Chapter 1
Biological Background
The formation of plaques is one of the main biological processes associated
with atherosclerosis, and plays a key role in atherosclerotic lesions in blood
vessels. Atherosclerotic plaques are formed primarily in the intima, the in-
nermost layer of the vessel wall, while the other two layers are called the
media and adventitia. Their formation is initiated by endothelial dysfunc-
tion, and followed by penetration of leukocytes such as monocytes from the
blood flow into the vessel wall, inducing the growth of plaques. As plaques
become vulnerable, their rupture may be triggered by stresses applied on
them, with thrombosis superimposed. The thrombus formation after plaque
rupture is one of the main causes for the blockage of a main artery and can
lead to ischaemic or myocardial infarctions as well as other cardiovascular
diseases.
In this chapter we aim to give a short introduction about the biological back-
ground of plaque formation. We start with the inducing factors of atheroscle-
rosis in Section 1.1, and in Section 1.2 we identify the main steps leading from
a normal vessel wall to a rupture-prone atherosclerotic plaque. After intro-
ducing the main components of a mature plaque, which are closely related to
the vulnerability of plaques in Section 1.3, we finally explain the thrombotic
response to plaque rupture in Section 1.4.
1.1 Inducing factors of atherosclerosis
The initiation and growth of atherosclerotic plaques are the results of a hemo-
dynamic interaction between the blood flow and the vessel wall, involving
several pathologic processes [15;23;52;61]. In straight regions of blood vessels,
e.g. the blue segments in Figure 1.1, the blood flow is always in the same
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Figure 1.1: Vascular bifurcation and flow patterns. From C. Hahn and M.
A. Schwartz [23].
direction and flow patterns are laminar, even though the rate of blood flow
changes during the cardiac cycle. However if blood vessels divide or curve
sharply, there are regions where the blood flow is reduced and can even re-
verse its direction during the cardiac cycle, like the red segments in Figure
1.1. In regions of high laminar flow patterns, endothelial cells are aligned
in the direction of flow, having a low level of permeability and low rates of
proliferation and death. In these regions atherosclerosis can not appear. By
contrast, in regions of atherogenic flow patterns, including low flow, flow sep-
aration, flow reversal and other types of disturbed flow, endothelial cells have
high rates of proliferation and death, high permeability of solutes and failure
to align in the direction of flow [23]. This endothelial dysfunction can also be
caused by several different sources [73], and appears to be the initial event in
atherosclerosis leading to the migration of macromolecules into the intima.
The infiltration and retention of excess low-density lipoproteins(LDLs) in the
intima initiate an inflammatory response in the vessel wall, and the modifi-
cation of LDLs through oxidation or enzymatic attack in the intima induces
endothelial cells to express adhesion receptors to attract leukocytes, especial-
ly monocytes [24]. The disturbed flow patterns in atherosclerosis susceptible
regions can increase the expression of adhesion receptors by endothelial cells.
Therefore, hemodynamic flow patterns and modified LDLs may initiate an
inflammatory process in the vessel wall, and the next steps of atherosclerotic
plaque formation will be introduced in Section 1.2.
6
1.2. EVOLUTION OF THE RUPTURE-PRONE ATHEROSCLEROTIC
PLAQUE
1.2 Evolution of the rupture-prone atheroscle-
rotic plaque
Figure 1.2: Formation of an atherosclerotic plaque. From C. Hahn and M.
A. Schwartz [23].
Figure 1.2 shows the key steps of atherosclerotic plaque formation, which
consist of complicated biochemical processes. As we mentioned in Section
1.1, the modification of LDLs to oxidized LDLs let endothelial cells be acti-
vated and express leukocyte adhesion receptors, such as E-selectin, vascular
cell adhesion molecule 1 (VCAM 1) and intercellular adhesion molecule (I
CAM 1); increased numbers of monocytes are attracted and migrate into
the vessel wall [23;24;52](see Figure 1.2, part b). After induced by a cytokine
produced in the inflamed intima, the macrophage colony-stimulating factor,
monocytes entering the vessel wall differentiate into macrophages . This is
a critical step for the development of atherosclerosis, because these immune
cells take up LDLs, which carry cholesterol and triglycerides to the tissues.
And they also produce pro-inflammatory cytokines which make endothelial
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cells attract more monocytes into the vessel wall [41]. Finally macrophages
are transformed into foam cells which are engorged of lipid, and the accumu-
lation of these cells can thicken the smooth muscle cell layer and form fatty
streaks (see Figure 1.2, part c).
Fatty streaks are prevalent in all individuals, including children and healthy
young adults. They don’t cause symptoms but may eventually progress to
more inflamed lesions called atherosclerotic plaques [24]. The rate of this pro-
gression is determined by some risk factors such as levels of plasma lipopro-
teins, oxidants from smoking or other sources, elevated blood glucose, circu-
lating inflammatory mediators and lack of exercise [23]. In the center of an
atherosclerotic plaque, foam cells and extracellular lipid droplets form a lipid
core surrounded by a cap of smooth muscle cells and a collagen-rich matrix.
This core usually contains cholesterol crystals which fatty streaks rarely con-
tain, and more foam cells will accumulate in this region to let the plaque
grow [64](see Figure 1.2, part d). On the other hand, fatty streaks may also
reach an equilibrium and stabilize at that morphology without progressing
further, and when risk factors change favorably, they can even regress and
disappear. In this case high density lipoproteins (HDLs) play a positive role
to carry lipids away from macrophages and oppose the effects of LDLs [23].
Generally speaking in Figure 1.2, the progressions from part a to part b and
from part b to part c start in children and can be inverted, while the progres-
sion from a healthy vessel wall to part d is not invertible and can finally lead
to the formation a rupture-prone atherosclerotic plaque after a long time of
evolution.
1.3 Main components of a plaque
As the name ”athero-sclerosis” implies, a mature plaque typically consists of
two main components: the soft, lipid-rich atheromatous core and the hard,
collagen-rich sclerotic tissue [42]. The atheromatous core is rich in extracellu-
lar lipids, cholesterol and its esters [63]. It is generally believed that the death
of foam cells plays an important role in lipid accumulation and core forma-
tion, while LDLs retained within the extracellular space, without being taken
up and subsequently released by macrophages, may also contribute to them.
With the formation and growth of lipid core, smooth muscle cells migrate
from the media into the intima, and then elaborate the extracellular matrix.
In later stages, a sclerotic tissue called fibrous cap, composed primarily of
extracellular matrix proteins, is formed over the lipid core [87]. From Figure
1.3 we can see that the lipid core is separated from the vessel lumen (region
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with the letter L) by the fibrous cap which is formed by connective tissue
and smooth muscle cells.
Figure 1.3: Histology of an eccentric, fatty, coronary plaque. From A. Sam-
bola et al. [62].
The atheromatous core is the most dangerous component, because the soft
lipid in the core with local inflammatory process destabilizes plaques and
makes them vulnerable to rupture with high risk of subsequent thrombus
formation. In contrast, the sclerotic tissue is a relatively benign component,
since collagen secreted by smooth muscle cells stabilizes plaques and protects
them against disruption. Therefore both of these two components are ma-
jor determinants of a plaque’s vulnerability to rupture [42]. The size of the
atheromatous core is critical for the stability of plaques. The larger area a
core occupies in the plaque, the more vulnerable the plaque is. The consisten-
cy of the core, depending on temperature and lipid composition, is probably
also important for the stability of plaques. For instance, if temperature in-
creases, like with inflammation, the core will become softer. And lipid in the
form of cholesterol esters soften the core while cholesterol crystals have the
opposite effect [63]. On the other hand, the mechanical strength of the fibrous
cap is a vital component of plaque stability, so cap thinning, reduced collagen
content and a decline in smooth muscle cell density can lead to the increase
of a plaque’s vulnerability to rupture. In addition, the cap inflammation,
e.g. the infiltration of macrophages, may locally weaken the fibrous cap and
is particularly associated with plaque rupture [35].
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1.4 Plaque rupture and thrombotic response
As an inducement of ischaemic or myocardial infarctions as well as other car-
diovascular diseases, the blockage of a main artery was previously thought
to be caused by progressive luminal stenosis from continued plaque growth.
However angiographic studies have identified that it is plaque rupture rather
than stenosis precipitating ischemia and infarct [24]. When the plaque be-
comes vulnerable with a large core and a thin cap, its rupture may happen
and will be followed by thrombus formation, causing a rapid growth of the le-
sion. Plaque rupture often occurs where the cap is thinnest and most heavily
infiltrated by macrophages and therefore weakest. These regions are called
the cap’s shoulders [15;42], and they are also points where biomechanical forces
acting on plaques may be at a critical value. So the risk of plaque rupture
is related to both intrinsic plaque vulnerability and extrinsic stresses applied
on plaques. The former feature is a prerequisite for plaque rupture, and the
latter forces, including stresses in the blood flow and the vessel wall, may
trigger the rupture of vulnerable plaques.
Figure 1.4: A thrombus superimposed on a lipid-rich atherosclerotic plaque.
From G. K. Hansson [24].
Figure 1.4 is a cross-sectioned coronary artery from a patient dying of a mas-
sive myocardial infarction [24]. We can see that there is an occlusive throm-
bus superimposed on a lipid-rich atherosclerotic plaque. Plaque rupture has
happened on the fibrous cap covering the lipid-rich core, and thrombogenic
material is exposed to the flowing blood. Platelets in the blood flow adhere
to the rupture region and form an aggregate to stem blood loss [74], however
this aggregation causes flow obstruction and thrombosis superimposed on the
plaque rapidly. Finally an occluding thrombus is formed on the surface of
10
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the plaque to block the artery and causes myocardial infarction and sudden
death.
In another situation, some material of thrombus may also be taken away by
the blood flow when plaque rupture happens. It becomes an embolus and
moves in the blood flow to a different location of the cardiovascular system.
This embolus can induce the blockage in another part of the artery. Since
an embolus arises from somewhere, and blocks the artery in another place,
the blockage is a sudden onset, and symptoms are usually maximal in the
beginning. The problem becomes global, which is solved only temporarily by
local therapy, so it is important to identify the source of the embolus. In ad-
dition, symptoms may also decrease or disappear as the embolus is partially
resorbed and moves to another different location or totally dissipates.
11
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Chapter 2
Mathematical Model
In order to demonstrate a quantitative understanding of the physiological
processes mentioned in Chapter 1, an appropriate mathematical model to
describe the formation of plaques is derived in this chapter. In Section 2.1
we give a review of some existing mathematical models for the biochemical
reactions in atherosclerosis and the mechanics of a mature plaque; our model
concentrates on both of them. The processes to be modeled are listed in Sec-
tion 2.2, where the computational domain and main variables are also given.
From Section 2.3 to Section 2.7, we go step by step through the complicated
modeling procedure and provide the final model in the last section, Section
2.8.
In this model, both the interaction between the blood flow and the vessel wal-
l, and the growth of plaques due to the penetration of monocytes from the
blood flow into the vessel wall are considered. The domain we are considering
consists of two parts, a fluid part representing the part occupied by the blood
flow, and a solid part representing the part occupied by the vessel wall. The
interface between the fluid and the solid part moves due to plaque growth
and the fluid-structure interaction. The Navier-Stokes equations are used to
describe the dynamics of fluid (blood flow) whereas in the solid part (vessel
wall) the equations for structural mechanics are considered. Additionally,
the motion of monocytes is described by the convection-diffusion-reaction e-
quation, coupled with an equation for the accumulation of foam cells. The
transmission conditions are also given on the interface. The concentration of
foam cells is also related to the growth modeling of the solid part by influ-
encing its mechanical properties. Finally, the metric of growth is introduced
to measure the stress tensor in a right way, and its evolution equation is
derived.
13
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2.1 Overview of existing results
Mathematical modeling can play a significant role in helping to understand
the development of atherosclerosis [41]. Since possible contributors to the
development of atherosclerosis can be categorized as biochemical or biome-
chanical [73], there have also been different mathematical models developed
for different objectives.
Models for biochemical processes
The atherosclerosis lesion consists of complicated biochemical processes, and
the development involves complex interactions between cholesterol, immune
cells, smooth muscle cells and other components. Some experimental result-
s show that cholesterol may not be as influential in the progression of the
disease as previously thought [41;81]. And the macrophages, into which the
monocytes differentiate, are a major player in the inflammatory process of
atherosclerosis [31;66]. Some mathematical models, based on partial differen-
tial equations (PDE) or ordinary differential equations (ODE) , have been
devised to study the role of the biochemical reactions in the formation of
atherosclerotic lesion.
In the model of Ibragimov et al. [31], a system of six PDEs is used to describe
the chemotactic activity of immune cells (primarily macrophages), smooth
muscle cells, chemoattractant and low density lipoproteins (LDL); numerical
simulations are performed to demonstrate that this model captures certain
observed features of cardiovascular disease such as the localization of immune
cells, the build-up of lipids and the isolation of a lesion by smooth muscle
cells. On the other hand, the model of Ougrinovskaia et al. [41] is reduced to
a spatially independent ODE, which focuses on how the macrophages take
up LDL, and this model’s results indicate that it is macrophage proliferation
and constant signalling to the endothelial cells, rather than an increase in
influx of LDL, that drives lesion instability. And there are also some mathe-
matical models for the transport of LDL from the blood flow into the arterial
wall [2;13;43], a process which plays an important role in the process of athero-
genesis. In these models, the biochemical processes are either in the early
stage when plaques have not begun to grow or in the stage when the artery
is already stenosed, so the computational domain is always fixed and the
growth of diseased tissue is not considered.
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Models for biomechanics
The biomechanical forces are given by stresses in the blood flow and the
vessel wall; they may lead to the rupture of plaques if they are at a critical
value. Since the plaque is a component of the vessel wall, its mechanical
properties should be similar to the other soft biological tissues, and there are
a lot of relevant constitutive models developed to derive the stress [25–27;34].
The vessel wall is highly elastic and deformed under the blood flow, so the
fluid-structure interaction problem is considered [45;53]. On the interface, the
velocity of the blood flow and the displacement of the vessel wall have con-
tinuous transmission conditions, and the forces in both of them are also
balanced.
In the model of Tang et al., the nonlinear modified Mooney-Rivlin model is
used to describe the material properties of the vessel wall and plaque com-
ponents [5;70], and the fluid-structure interaction problem is used to perform
stress value which may be related to plaque rupture. Different coefficients
of the constitutive model are used to distinguish the mechanical properties
of different components in the vessel wall and plaque tissue, and the fibrous
structure of the cap and the liquid property of the core are not considered.
The results indicate that the stress values from both the blood flow and the
vessel wall are affected by many factors such as stenosis severity, lipid core
size, plaque cap thickness, and fluid-structure interactions [67]; they may al-
so contribute to continued plaque progression [69]. The anisotropic material
property is also considered to improve the accuracies of plaque stress predic-
tions [68;82]. The stress distributions obtained by the simulation of the model
are used for possible plaque rupture predictions, so in this kind of model
the plaque has already been formed, and the growth of the plaque due to
biochemical reactions is also neglected.
2.2 Processes to be modeled
In this thesis, the goal is to derive a model to describe the whole evolution
process from healthy tissue to a mature plaque which could rupture in the
long term, and the model is based on the framework that the adhesion and
penetration of monocytes lead to the formation and growth of atherosclerot-
ic plaques. Compared to the existing model by Zohdi et al. [87], our model
concentrates not only on how biochemical processes lead to plaque growth,
but also on continuum mechanics of the blood flow and the vessel wall. The
processes we are interested in modeling are listed as follows:
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1. Adhesion and penetration of monocytes into the vessel wall
The chemical dynamics in the blood flow and interaction with the vessel wall
are important aspects relevant both for the physiology of the blood vessels
and for the development of certain vascular diseases [45]. In particular, the
adhesion and penetration of monocytes from the blood flow into the vessel
wall is highly related to the development of atherosclerosis. So the motion of
monocytes both in the blood flow and in the vessel wall is taken into account
in our model. This process is described by the convection-diffusion equation,
which is also used to describe the motion of platelet, oxygen and other simi-
lar particles or solutes in human body [17;48;74–76].
2. Accumulation of foam cells in the vessel wall, leading to plaque
growth
After migrating into the vessel wall, the monocytes first differentiate into
macrophages, take up lipoproteins and then become foam cells, leading to
the formation of atherosclerotic plaques. Plaque growth strongly depends
upon the accumulation of foam cells, which can be considered as the source
of growth. Since the mass of the diseased vessel wall increases with an in-
crease in the concentration of foam cells, the mechanics of the vessel wall
with a rising mass should be considered [3;11;37].
3. Changing of the mechanical properties of the vessel wall due to
the influence of foam cells
In a completely formed plaque there are different components which are
mentioned in Chapter 1, and the mechanical properties are quite different in
different parts [70]. For example the calcification is much stiffer than the fi-
brous cap and the non-diseased tissue, and the lipid core is much softer [28;68].
As the plaque is formed and growing, the mechanical properties of the vessel
wall are also changed. Since plaque formation is induced by the accumulation
of foam cells, in our model the mechanical properties of the vessel wall are
positioned to be dependent on the concentration of foam cells.
4. Interaction between the blood flow and the vessel wall
Like some other models for the biomechanics of a mature plaque [36;67–70;82],
the continuum mechanics of both the blood flow and the vessel wall are con-
sidered in our model, and the fluid-structure interaction (FSI) problem is
used to describe their coupled dynamics. The FSI problem is a two-way cou-
pled system. The vessel wall is deformed by the blood flow, and the blood
flow is also influenced by the deformation of the vessel wall [45;53]. The inter-
action between fluid and structure is given by the continuity of velocity and
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the balance of force [12;16;18;32;38;45;53;78]. Via the coupled system of FSI the
stress value, one of the factors leading to plaque rupture, can be computed.
Based on the processes to be modeled above, the computational domain and
principal quantities are determined in the following. Figure 2.1 sketches the
situation that the lumen of the blood vessel is already stenosed by plaque
growth. It consists of two parts, the fluid part Ωtf representing the part
occupied by the blood flow, and the solid part Ωts representing the part
occupied by the vessel wall. Γf,in represents the inlet and Γf,out represents
the outlet of the blood vessel. The interface Γt1 ∪ Γt2 moves due to plaque
growth and the fluid-structure interaction. The difference between Γt1 and
Γt2 is that Γ
t
1 is the diseased part of the vessel wall and is permeable for
the monocytes, so its displacement is larger than Γt2 because the monocytes
migrate through Γt1 into the vessel wall and lead to plaque growth. Γf,wall is
also the interface between the blood flow and the vessel wall, and since the
vessel wall at the side of Γf,wall is healthy, its displacement is much smaller
than the other side with plaque growth and we assume that Γf,wall is a fixed
boundary compared to the large deformation of Γt1 ∪ Γt2. In addition, Γs,wall
denotes the interface between the vessel wall and the tissue around the blood
vessel, and Γs,in ∪ Γs,out denotes the boundaries of the considered segment of
the vessel wall. They are all assumed to be fixed.
Figure 2.1: Computational domain
The principal quantities describing the blood flow in Ωtf are the velocity vf
and the pressure pf ; the displacement of the vessel wall us in Ω
t
s due to plaque
growth and the fluid-structure interaction is another quantity of relevance [45].
The convection-diffusion process of monocytes is an important aspect of the
blood flow, so the concentration of monocytes cf in Ω
t
f is also the principal
quantity. When the monocytes migrate into the vessel wall Ωts and finally
differentiate into foam cells, the relevant quantities are the concentration of
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monocytes cs and the concentration of foam cells c
∗
s. Since the vessel wall
is growing due to the accumulation of foam cells, the density of the vessel
wall ρs is another quantity, which will increase for plaque growth. All the
equations of these main variables will be derived in the next five sections and
the final model will be given in Section 2.8.
2.3 Kinematics of continuum media
In order to derive the differential equations governing the fluid dynamics of
the blood flow and the structural mechanics of the vessel wall, we need to
introduce the concepts about kinematics at first [9;16;25;30;45;51;53;59]. Let there
be given a bounded, open, connected subset Ω0 of Rd with a sufficiently
smooth boundary, filled by a continuum medium. d is the dimension of the
space we consider. We define a smooth one-to-one mapping:
x(·, t) : Ω0 → Ωt, X 7→ x = x(X, t)
This mapping is called the deformation, which implies that the material
particle X is moved to a new position x after some time t ∈ I = [0, T ], and
has the inverse mapping X(x, t). We call Ω0 the reference configuration, and
Ωt the current (or deformed) configuration. A quantity associated with the
medium can be described as a function of either the variables (x, t) or (X, t).
The first couple is called the Eulerian variables, and the function φ(x, t)
is defined in the current configuration, denoting the quantity in the space
point x at time t. The second one is called the Lagrangian variables, and to
make the difference, we mark the function φˆ(X, t) with the hat symbol. This
function is defined in the reference configuration and denotes the quantity of
the material particle X at time t. So there are two different frameworks and
to treat different problems, we use Eulerian or Lagrangian frameworks to
define a quantity expressed as a function. For example, the vector quantity
u(x, t) = x−X(x, t) = uˆ(X, t) = x(X, t)−X, x = x(X, t) ∈ Ωt, X ∈ Ω0, t ∈ I
is called the displacement , which is a major kinematic quantity of our prob-
lem. Another important quantity of kinematics is the velocity . In the La-
grangian framework it is expressed by the vector field vˆ = vˆ(X, t) defined
as
vˆ(X, t) =
∂
∂t
x(X, t) =
∂
∂t
uˆ(X, t), X ∈ Ω0, t ∈ I
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Figure 2.2: Deformation and displacement in the Lagrangian framework.
Modified from A. Quarteroni and L. Formaggia [45].
In the Eulerian framework, since the variable x is dependent on time t, the
velocity is defined as
v(x, t) =
d
dt
u(x, t) =
∂
∂t
u(x, t) +
dx
dt
· ∂
∂x
u(x, t)
=
∂
∂t
u(x, t) + v(x, t) · ∇u(x, t), x ∈ Ωt, t ∈ I
Here we use the symbol ∇ to indicate the gradient with respect to the Eu-
lerian variables (x, t), and the symbol d
dt
is called the material derivative. If
we consider some other quantities in kinematics, its time derivative ∂
∂t
in the
Lagrangian framework should also be changed to material derivative d
dt
in
the Eulerian framework.
We can also use ∇ˆ to indicate the gradient with respect to the Lagrangian
variables (X, t). Then the deformation gradient Fˆ is defined as
Fˆ =
∂
∂X
x(X, t) = ∇ˆx(X, t) = I + ∇ˆuˆ(X, t), X ∈ Ω0, t ∈ I
Each component of this d× d matrix is given as
19
CHAPTER 2. MATHEMATICAL MODEL
Fˆij =
∂
∂Xj
xi(X, t), i, j = 1, 2, 3, ..., d, X ∈ Ω0, t ∈ I
Since the deformation is smooth, injective and orientation preserving , the
deformation gradient Fˆ is invertible and its determinant Jˆ = detFˆ is every-
where strictly positive [9].
The material derivative and the deformation gradient are both crucial con-
cepts for the derivation of our mathematical model. The material derivative
indicates the change of a quantity for a certain material particle X which is
at the position x=x(X,t) at time t, and the deformation gradient is clearly
linked to the rule which transforms integrals from the current to the reference
configuration. Here are two lemmas related to them.
Lemma 2.3.1. Let Vt be a subdomain of Ωt and let us consider the function:
φ(·, t) : Vt → Rd. Let V0 = {X ∈ Ω0 : x(X, t) ∈ Vt}. φˆ(X, t) = φ(x(X, t), t)
and φ is integrable in Vt. Then the transformation formulas for integrals are
satisfied as follows:
∫
Vt
φ(x, t)dx =
∫
V0
φˆ(X, t)JˆdX (2.1)∫
∂Vt
φ(x, t) · nda =
∫
∂V0
φˆ(X, t) · Jˆ Fˆ−T ·NdA (2.2)
Here ∂Vt and ∂V0 are the boundaries of Vt and V0, and n and N are the unit
outer normal vectors of ∂Vt and ∂V0.
Proof. The proof of formula (2.1) is obvious and given in literatures [16;25;30].
By using (2.1) and divergence theorem, the proof of (2.2) is obtained as
∫
∂Vt
φ · nda =
∫
Vt
divφdx =
∫
V0
divφˆJˆdX =
∫
V0
∇ˆφˆ : (∇X)T JˆdX
=
∫
V0
∇ˆφˆ : Jˆ Fˆ−TdX =
∫
∂V0
φˆ · Jˆ Fˆ−T ·NdA−
∫
V0
φˆ · d̂iv(Jˆ Fˆ−T )dX
Here the inner product of matrix A : B =
d∑
i,j=1
AijBij. div and d̂iv indi-
cate the divergences with respect to x and X. Since the cofactor matrix of
Fˆ is CofFˆ = Jˆ Fˆ−T , and the fact d̂iv(CofFˆ ) = 0 is proved [9], the result
d̂iv(Jˆ Fˆ−T ) = 0 is achieved. So (2.2) is proved.
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Lemma 2.3.2. Let F denote the deformation gradient in the Eulerian frame-
work, F (x, t) = Fˆ (X(x, t), t) and J = detF . Then
dJ
dt
= Jdivv (2.3)
Proof. First we not that
dF
dt
=
d
dt
(
∂x
∂X
) =
∂
∂X
(
dx
dt
) =
∂
∂X
(
du
dt
) =
∂v
∂X
=
∂v
∂x
· ∂x
∂X
= ∇v · F
Combine the above formula with the below one [25]:
∂J
∂F
= JF−T
and we can achieve (2.3) as follows:
dJ
dt
=
∂J
∂F
:
dF
dt
= (JF−T ) : (∇v · F ) = Jtr(∇v · F · F−1) = Jtr(∇v) = Jdivv
Here tr denotes the trace of a matrix: trA =
d∑
i=1
Aii.
Based on the above two lemmas, we can achieve the Reynolds transport the-
orem, which plays a key role in the derivation of conservation equations in
continuum mechanics [45;51;53;59]. In the sequel of this section, V0 is a subdo-
main of Ω0, and Vt is its image under the deformation in Ωt.
Theorem 2.3.3 (Reynolds transport theorem). Let φ = φ(x, t) : Ωt×I → R
be a smooth scalar function with respect to both variables x and t. Then
d
dt
∫
Vt
φdx =
∫
Vt
{dφ
dt
+ φdivv}dx =
∫
Vt
{∂φ
∂t
+ div(φv)}dx (2.4)
Proof. By using formula (2.1) and (2.3), we can get
d
dt
∫
Vt
φdx =
∂
∂t
∫
V0
φˆJˆdX =
∫
V0
{∂φˆ
∂t
Jˆ + φˆ
∂Jˆ
∂t
}dX =
∫
Vt
{dφ
dt
+ φ
dJ
dt
J−1}dx
=
∫
Vt
{dφ
dt
+ φdivv}dx =
∫
Vt
{∂φ
∂t
+ v · ∇φ+ φdivv}dx =
∫
Vt
{∂φ
∂t
+ div(φv)}dx
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For a function with
d
dt
∫
Vt
φdx = 0
By using the divergence theorem we can get the formula from (2.4) that
d
dt
∫
Vt
φdx =
∫
Vt
∂φ
∂t
dx+
∫
∂Vt
φv · nda ⇒
∫
Vt
∂φ
∂t
dx = −
∫
∂Vt
φv · nda
This formula gives the fact that the change of the value φ in Vt over time
equals the negative outflux over the boundary of Vt.
2.4 Fluid dynamics
2.4.1 Conservation equations
With the help of Reynolds transport theorem, we can derive the conservation
equations of mass and momentum in fluids (like the blood flow). Since the
fluid is modeled by describing its properties in the space point x, its conser-
vation equations are derived in the Eulerian framework. Let the material in
Ωt has certain distributed quantities like the density ρ(x, t) : Ωt×I → R and
the momentum ρv, where v(x, t) : Ωt × I → Rd denotes the velocity. So the
mass of the volume Vt ⊂ Ωt can be defined as
m(Vt) =
∫
Vt
ρdx
The fundamental principle of physics states that mass is neither created nor
destroyed during the motion, so the mathematical statement of this principle
is given as
d
dt
m(Vt) = 0
Combining it with Reynolds transport theorem, we obtain
∫
Vt
{∂ρ
∂t
+ div(ρv)}dx = 0
22
2.4. FLUID DYNAMICS
Since this formula holds for every volume Vt, we can get the conservation
equation of mass :
∂ρ
∂t
+ div(ρv) = 0 in Ωt (2.5)
The momentum of the volume Vt is defined similarly as
M(Vt) =
∫
Vt
ρvdx
and to derive the conservation equations of momentum, the force applied on
the volume Vt should also be given. In general case it has two parts and has
the form as
F (Vt) =
∫
Vt
ρf bdx+
∫
∂Vt
tda
Here f b(x, t) : Ωt × I → Rd is called the body (or volume) forces , such
as gravity and electromagnetic forces, which act on all material particles
in the body without physical contact. The other kind of forces is called
the surface forces , including pressure and frictional forces, which act with
physical contact on the surface of the body. By Cauchy principle [9;45], they
are described by the vector
t = t(x, t, n) : Ωt × I × S1 → Rd
with
S1 = {n ∈ Rd : |n| = 1}
The Cauchy stress tensor theorem [9;45] shows the fact that there exists a
smooth symmetric tensor σ = σ(x, t) : Ωt× I → Rd×Rd, such that the force
acting on a surface with unit normal vector n is given by σ · n. σ is called
the Cauchy stress tensor(p.s.: the symmetry of the Cauchy stress tensor is
derived from the conservation equations of angular momentum [9;45]). Then
t(x, t, n) = σ(x, t) · n, and
F (Vt) =
∫
Vt
ρf bdx+
∫
∂Vt
σ · nda =
∫
Vt
{ρf b + divσ}dx
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Newton’s law tells that the change of momentum over time is equal to the
acting forces, so
d
dt
M(Vt) = F (Vt) ⇒ d
dt
∫
Vt
ρvdx =
∫
Vt
{ρf b + divσ}dx
Combining it with Reynolds transport theorem and the conservation equation
of mass (2.5), we obtain the conservation equations of momentum as
ρ
∂v
∂t
+ ρv · ∇v = ρf b + divσ in Ωt (2.6)
In addition, the material (including both the blood flow and the vessel wall)
in volume Vt is assumed to be in isothermal conditions , so the conservation
equation of energy and the entropy inequality can be neglected.
2.4.2 Incompressible flows
Concerning the conservation equation of mass (2.5), we now let the material
in Ωtf be fluid, and use the lower index ”f” to denote that all the quantities
are related to fluids, so the set of conservation equations is now written as
∂ρf
∂t
+ div(ρfvf ) = 0 in Ω
t
f
ρf
∂vf
∂t
+ ρfvf · ∇vf = ρff bf + divσf in Ωtf (2.7)
If the density ρf is constant (e.g. the blood flow), it is obtained that
divvf = 0
For (2.3), it is equivalent to
d
dt
Jf = 0
which is called the incompressibility constraint . If the flow satisfies the in-
compressibility constraint, it is called the incompressible flow . From the
above derivation we can get the following implication:
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constant density fluid ⇒ incompressible flow
whereas the converse is not true in general [45]. By employing Reynolds trans-
port theorem (2.4) with φ = 1 we can note that the incompressibility con-
straint is equivalent to
d
dt
∫
V tf
dx = 0
for every volume V tf ⊂ Ωtf . So the incompressible flow preserves the fluid
volume, which nearly does not change in time.
The conservation equations are derived from very basic principles and can be
used to describe the mechanics of many different materials. Since the blood
flow is typically a kind of incompressible flows, if we use the set of equations
(2.7) to describe the dynamics of the blood flow, the material in V tf should be
considered as an incompressible flow, and the related conservation equations
are changed to
divvf = 0 in Ω
t
f
ρf
∂vf
∂t
+ ρfvf · ∇vf = ρff bf + divσf in Ωtf (2.8)
To achieve the conservation equations for an incompressible flow, we also
need to derive constitutive equations to link the stress tensor σf to the oth-
er quantities such as the density ρf and the velocity vf . Here we assume
that the fluid is a Stokes fluid, which has the properties of symmetry and
isotropy [51;53], and also a Newtonian fluid, which is generally valid in large
vessels [45]. Since the fluid reacts mechanically to the rate of deformation [16],
if the property of the fluid is independent on its temperature (it is available
in isothermal material), the stress tensor σf can have the form:
σf = −pfI + µf (∇vf +∇vTf )−
2
3
µfdivvfI
The scalar function pf is the hydrostatic pressure of the fluid. I is the unit
matrix. The coefficient µf is called the dynamic viscosity and is dependent
on the density ρf , so it can also be written as
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µf = ρfν
The coefficient ν is called the kinematic viscosity . Since the fluid is incom-
pressible, then divvf = 0 and the above form of stress tensor becomes
σf = −pfI + ρfν(∇vf +∇vTf ) in Ωtf (2.9)
Combine the form of stress tensor (2.9) with the conservation equations (2.8),
and we can get
−divσf = ∇pf − ρfνdiv(∇vf )− ρfνdiv(∇vTf )
= ∇pf − ρfν4vf − ρfν∇divvf = ∇pf − ρfν4vf
Here 4 denotes the Laplacian operator. So the equations for fluid dynamics
of the blood flow are given by
divvf = 0 in Ω
t
f
ρf
∂vf
∂t
+ ρfvf · ∇vf − ρfν4vf +∇pf = ρff bf in Ωtf (2.10)
which are called the Navier-Stokes equations . These equations investigate
the quantities of the blood flow such as the velocity vf and the pressure pf ,
while the density ρf is considered as a constant coefficient because the blood
flow is assumed to be homogeneous.
Remark 2.4.1 (Non-Newtonian fluid). In the incompressible Newtonian
fluid, the stress tensor is written as
σf = −pfI + 2ρfνD(vf )
where the tensor defined as
D(vf ) =
1
2
(∇vf +∇vTf )
is called the strain rate tensor. If σf does not have a linear relation with the
tensor D(vf ), the fluid is called the non-Newtonian fluid. There are different
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models for fluids with different properties [21]. One of the examples related to
our problem is the blood in smaller vessels (with the diameter from 0.2mm
to 1cm) [45]. In this case the blood begins to show a ”non-standard” behavior
that the viscosity depends on the shear rate tensor:
σf = −pfI + 2ρfν(|D(vf )|)D(vf ) in Ωtf
where |D(vf )| denotes the principal invariants of D(vf ) [25;59].
2.5 Structural mechanics
2.5.1 Conservation equations with growth function
Compared to the derivation of the Navier-Stokes equations for fluid dynamics
of the blood flow, the equations for structural mechanics of the vessel wall
are also derived from the conservation equations of mass and momentum.
One difference is that in this case the mass is created during the formation
of plaques, so we mention that the derivation of the equations for structural
mechanics is different from their standard derivation. In the derivation of
mass conservation equation (2.5), the mass of a volume Vt satisfies
d
dt
m(Vt) = R(Vt)
R(Vt) is the source of the volume Vt ⊂ Ωt leading to the mass increase, and
it is defined as
R(Vt) =
∫
Vt
f gdx
f g = f g(x, t) : Ωt × I → R is called the growth function, which represents
a time rate of mass growth per unit current volume [11;37]. By Reynolds
transport theorem, the conservation equation of mass can be derived from
d
dt
∫
Vt
ρdx =
∫
Vt
{∂ρ
∂t
+ div(ρv)}dx =
∫
Vt
f gdx
and achieved as
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∂ρ
∂t
+ div(ρv) = f g in Ωt (2.11)
Similarly in the conservation equations of momentum,
d
dt
∫
Vt
ρvdx =
∫
Vt
f gvdx+
∫
Vt
{ρf b + divσ}dx
where the additional part represents the momentum of the new created mass.
Combine the above formula with Reynolds transport theorem and (2.11), and
we obtain the conservation equations of momentum
ρ
∂v
∂t
+ ρv · ∇v = ρf b + divσ in Ωt (2.12)
Combining (2.11) with (2.12), we also use the lower index ”s” to denote
that all the quantities are related to solids, and the equations for structural
mechanics of the vessel wall are written as
∂ρs
∂t
+ div(ρsvs) = f
g
s in Ω
t
s
ρs
∂vs
∂t
+ ρsvs · ∇vs = ρsf bs + divσs in Ωts (2.13)
Additionally, the conservation equation of energy and the entropy inequality
are also neglected because the vessel wall is assumed to be isothermal.
2.5.2 Piola transformation
In deriving the equations for structural mechanics, we also need a different
framework from the equations for fluid dynamics. As the solid reacts me-
chanically to the deformation instead of its rate [16], in structural mechanics
we are more interested in the displacement uˆs(X, t) : Ω
0
s × I → Rd for ev-
ery material particle of the reference volume V 0s ⊂ Ω0s [9;51;53]. This is the
classical Lagrangian framework, so all the equations should be transformed
to the reference configuration and the quantities should be redefined by the
Lagrangian variables (X,t).
To build a transformation between the Eulerian and Lagrangian frameworks,
transformation formulas (2.1) and (2.2) need to be used again. Since the
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quantity displacement is of more interest than the velocity, we need to replace
vs with uˆs in the transformed equations of (2.13). From the definition of
velocity in kinematics we know in the Eularian framework,
vs =
dus
dt
=
∂us
∂t
+ vs · ∇us in Ωts (2.14)
and its integral form in the current volume V ts ⊂ Ωts can be written as∫
V ts
vsdx =
∫
V ts
{∂us
∂t
+ vs · ∇us}dx =
∫
V ts
dus
dt
dx
By using transformation formula (2.1),∫
V 0s
vˆsJˆsdX =
∫
V ts
vsdx =
∫
V ts
dus
dt
dx =
∫
V 0s
∂uˆs
∂t
JˆsdX
and we can get
vˆs =
∂uˆs
∂t
in Ω0s (2.15)
which is the same as the definition of velocity in the Lagrangian framework.
The corresponding integral form of mass conservation equation is
∂
∂t
∫
V 0s
ρˆsJˆsdX =
d
dt
∫
V ts
ρsdx =
∫
V ts
{∂ρs
∂t
+ div(ρsvs)}dx =
∫
V ts
f gs dx =
∫
V 0s
fˆ gs JˆsdX
with the same application of (2.1). So the conservation equation of mass in
the Lagrangian framework is
∂
∂t
(Jˆsρˆs) = Jˆsfˆ
g
s in Ω
0
s (2.16)
In the derivation of momentum conservation equations in the Lagrangian
framework, the transformation formula of the divergence of Cauchy stress
tensor divσs needs to be achieved. Here we associate with σs a tensor Pˆs
defined by the Lagrangian variables (X,t) as
Pˆs = JˆsσˆsFˆ
−T
s in Ω
0
s (2.17)
This transformation is called the Piola transformation and Pˆs is called the
first Piola-Kirchhoff stress tensor . The Piola transformation satisfies the
following theorem:
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Theorem 2.5.1 (Properties of the Piola transformation). Let Pˆs = Pˆs(X, t) :
Ω0×I → Rd×Rd denote the Piola transformation of σs = σs(x, t) : Ωt×I →
Rd × Rd. Then
∫
V ts
divσsdx =
∫
V 0s
d̂ivPˆsdX (2.18)∫
∂V ts
σs · nda =
∫
∂V 0s
Pˆs ·NdA (2.19)
Proof. (2.18) and (2.19) are equivalent because of divergence theorem, so
combining (2.19) with the Piola transformation (2.17) we just have to prove
∫
∂V ts
σs · nda =
∫
∂V 0s
σˆs · JˆsFˆ−Ts ·NdA
Let σs,i be the i-th (i=1,2,...,d) row-vector of σs, and with transformation
formula (2.2) we can get
∫
∂V ts
σs,i · nda =
∫
∂V 0s
σˆs,i · JˆsFˆ−Ts ·NdA
Combine each element together to get the tensorial form, and we achieve
formula (2.19).
Based on the Piola transformation, the conservation equations of momentum
in current volume V ts :
∫
V ts
ρs
dvs
dt
dx =
∫
V ts
{ρs∂vs
∂t
+ ρsvs · ∇vs}dx =
∫
V ts
{ρsf bs + divσs}dx
can be transformed to the Lagrangian framework as
∫
V 0s
ρˆs
∂vˆs
∂t
JˆsdX =
∫
V 0s
{ρˆsfˆ bs Jˆs + d̂ivPˆs}dX =
∫
V 0s
{ρˆsfˆ bs Jˆs + d̂iv(JˆsσˆsFˆ−Ts )}dX
So the conservation equations of momentum in the Lagrangian framework
are
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Jˆsρˆs
∂vˆs
∂t
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s ) in Ω
0
s (2.20)
Combine (2.15) and (2.16) with (2.20), and we write the equations for struc-
tural mechanics of the vessel wall as
∂
∂t
(Jˆsρˆs) = Jˆsfˆ
g
s in Ω
0
s
Jˆsρˆs
∂vˆs
∂t
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s ) in Ω
0
s (2.21)
∂uˆs
∂t
= vˆs in Ω
0
s
and with the relation between velocity vˆs and displacement uˆs, the equations
can also be written as
∂
∂t
(Jˆsρˆs) = Jˆsfˆ
g
s in Ω
0
s
Jˆsρˆs
∂2uˆs
∂t2
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s ) in Ω
0
s (2.22)
Here the quantity displacement uˆs is more important in the equations and
is related to the constitutive equations in elastic materials which are used to
derive the stress tensor of the vessel wall σs in Section 2.7.
Remark 2.5.1 (Equations for structural mechanics without growth). The
main difference between the normal equations for structural mechanics and
(2.22) is that there is no growth function in the conservation equation of
mass. For the conservation of mass, it is given that
d
dt
∫
V ts
ρsdx = 0
Let ρˆ0s denote the density distribution at time t = 0
[51;53], and from the above
formula we can get
∫
V 0s
ρˆ0sdX =
∫
V ts
ρsdx =
∫
V 0s
ρˆsJˆsdX
So the density ρˆs in the Lagrangian framework satisfies
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ρˆsJˆs = ρˆ
0
s
Combining it with the conservation equations of momentum (2.20), we can
get
ρˆ0s
∂vˆs
∂t
= ρˆ0sfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s )
So the equations for structural mechanics without growth are written as
ρˆ0s = Jˆsρˆs in Ω
0
s
ρˆ0s
∂2uˆs
∂t2
= ρˆ0sfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s ) in Ω
0
s (2.23)
Compared to (2.22), the density ρˆ0s in equations (2.23) is a constant coeffi-
cient, which is similar to the density ρf of the blood flow.
Remark 2.5.2 (The relation between differential elements). Concerning the
Piola transformation formula (2.19), we neglect the denotation that all the
quantities are related to solids, so the lower index ”s” can be removed. Let
σ be the unit matrix I, and then the corresponding differential form is
nda = Jˆ Fˆ−T ·NdA (2.24)
Since n is the unit normal vector, its Euclidean norm |n| = 1, so we can get
the relation between the differential elements da and dA [9]:
da = Jˆ |Fˆ−T ·N |dA (2.25)
Combine (2.24) with (2.25), and we can also get the relation between the
unit outer normal vectors n and N :
n =
Jˆ Fˆ−T ·N
Jˆ |Fˆ−T ·N | (2.26)
Additionally, the relation between the differential elements dx and dX is easy
to be achieved by transformation formula (2.1):
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dx = JˆdX (2.27)
In order to get the variational form for numerical simulations in Chapter 3,
the equations should be transformed between different frameworks. Some-
times formulas (2.25) and (2.27) need to be used.
Remark 2.5.3 (Second Piola-Kirchhoff stress tensor). While the Cauchy
stress tensor σs is symmetric, in general the first Piola-Kirchhoff stress tensor
Pˆs is not, instead the relation is
Pˆ Ts = Fˆ
−1
s PˆsFˆ
T
s
It is nevertheless desirable to define a symmetric stress tensor in the reference
configuration [9]. Here we define the second Piola-Kirchhoff stress tensor Sˆs
as
Sˆs = Fˆ
−1
s Pˆs = JˆsFˆ
−1
s σˆsFˆ
−T
s in Ω
0
s (2.28)
These three different stress tensors are interrelated through the fundamental
measure of the deformation gradient and its determinant [30], and in elastic
materials they are all dependent on the deformation gradient Fˆs
[9;25]. In the
derivation of constitutive equations in Section 2.7, both the Cauchy stress
tensor σs and the second Piola-Kirchhoff stress tensor Sˆs take simple forms
because of their symmetric property.
2.6 Chemical processes
2.6.1 Convection-diffusion equation
In our model, the main chemical processes are the penetration of monocytes
from the blood flow into the vessel wall, and the accumulation of foam cells
which leads to plaque growth. The equations for the motion of solutes or
particles are the main models for these processes. Let us denote by c =
c(x, t) : Ωt × I → R the concentration of the species (solutes or particles) in
the blood flow or the vessel wall, and it has the similar conservation law as
the density and the momentum. The amount of the species in the volume
Vt ⊂ Ωt can be defined as
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n(Vt) =
∫
Vt
cdx
The dynamical principle of cellular species gives the mathematical form as
d
dt
n(Vt) = J(Vt)
where
J(Vt) =
∫
∂Vt
D∇c · nda
denotes the flux of species with the movement of diffusion. D is called
the diffusion coefficient . Apply Reynolds transport theorem and divergence
theorem, and we can get
∫
Vt
{∂c
∂t
+ div(cv)}dx = d
dt
∫
Vt
cdx =
∫
∂Vt
D∇c · nda =
∫
Vt
div(D∇c)dx
so the equation for the motion of species is achieved as
∂c
∂t
+ div(cv)− div(D∇c) = 0 in Ωt (2.29)
In this equation the term div(cv) is called the convection (or advection) term,
which implies that the species are transported by fluid dynamics or struc-
tural mechanics. div(D∇c) is called the diffusion term, which implies that
the species move by diffusion - the random Brownian motion of individual
particles. So equation (2.29) is called the convection-diffusion equation.
(2.29) is the general form of convection-diffusion equation, and it can be
simplified in special cases. If we assume that the diffusion coefficient D is
constant, as the blood flow is incompressible (divv = 0), equation (2.29) is
changed to
∂cf
∂t
+ vf · ∇cf −Df4cf = 0 in Ωtf (2.30)
The convection-diffusion equation (2.30) is used to describe the motion of
monocytes in the blood flow, and the lower index ”f” is added to denote
that the quantities and coefficients are related to fluids.
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Remark 2.6.1 (Convection and diffusion flux). In the derivation of convection-
diffusion equation (2.29), we can also achieve the formula
∫
Vt
∂c
∂t
dx = −
∫
∂Vt
cv · nda+
∫
∂Vt
D∇c · nda
which gives the fact that the change of the concentration c in Vt over time
equals to the sum of two fluxes over the boundary of Vt. The first term on the
right side of the formula is the flux induced by convection, and the second
one is the flux induced by diffusion.
Remark 2.6.2 (Diffusion coefficient). Although the blood flow is assumed
to be homogeneous, the diffusion coefficient of solutes or particles may not
be constant [48;74;75]. From recent experimental observations, it has been pro-
posed that Df may be dependent on the concentration of red blood cells and
the shear rate γ˙ which is defined as
γ˙ =
√
1
2
D(vf ) : D(vf )
where D(vf ) is the strain rate tensor defined in Remark 2.4.1.
2.6.2 Convection-diffusion-reaction equation
The derivation of the equations for the motion of monocytes and foam cells
in the vessel wall is similar to the convection-diffusion equation in the last
subsection. The main difference is that the change of their concentrations
in the volume Vt is not just due to the flux over the boundary of Vt, but
also because of the chemical reaction between monocytes and foam cells. Let
c and c∗ denote the concentrations of monocytes and foam cells, and their
amounts in the volume Vt are defined as
n(Vt) =
∫
Vt
cdx, n∗(Vt) =
∫
Vt
c∗dx
Then the mathematical statement of their motion and interaction can be
given as
d
dt
n(Vt) = J(Vt)− r(Vt), d
dt
n∗(Vt) = r(Vt)
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where
r(Vt) =
∫
Vt
f rdx
implies the fact that some monocytes are converted to foam cells. f r =
f r(x, t) : Ωt × I → R is called the reaction function, which is dependent on
the concentration of monocytes c and represents a time rate of the chemical
reaction between monocytes and foam cells. After taking up lipoproteins,
the foam cells accumulate to lead to plaque growth and are almost fixed in
the vessel wall. Their motion by diffusion is so small that it can be neglected,
so there is no diffusion flux of foam cells.
Using the same way of derivation of equation (2.29), and adding the lower
index ”s” to denote that the quantities and coefficients are related to solids,
the equations for the motion of monocytes and the accumulation of foam
cells in the vessel wall are achieved as
∂cs
∂t
+ div(csvs)− div(Ds∇cs) = −f rs in Ωts (2.31)
∂c∗s
∂t
+ div(c∗svs) = f
r
s in Ω
t
s (2.32)
Since the plaque has different components, and its property is especially d-
ifferent from the healthy vessel wall, Ωts is not considered as homogeneous
material, so normally Ds is not constant.
Concerning the reaction function f rs , we assume that the rate is linear with
respect to the concentration of monocytes cs, so f
r
s is defined as
f rs = βcs in Ω
t
s (2.33)
The coefficient β may easily depend on some other quantities in chemical
reactions [17;31]. For numerical simulations of our model in the next step we set
it as a constant for simplification. As the increasing rate of the concentration
of foam cells c∗s, f
r
s is also related to f
g
s , the growth rate of the mass of the
vessel wall, by the fact that the accumulation of foam cells leads to plaque
growth. We assume they have a linear relation as
f gs = γf
r
s in Ω
t
s (2.34)
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γ is a coefficient assumed to be constant. So the chemical reaction in the
vessel wall is related to the growth of its mass in a mathematical approach,
which will be tested by numerical simulations in Chapter 4.
Additionally, equations (2.31) and (2.32) can also be transformed to the
Lagrangian framework as (2.22). The only difficulty is the transformation of
the gradient ”∇” with respect to the Eulerian variables to ”∇ˆ” with respect
to the Lagrangian variables. It is obtained by the following lemma:
Lemma 2.6.1. Let φ = φ(x, t) : Ωt × I → R be a smooth scalar function
with respect to both variables x and t, and φˆ(X, t) = φ(x(X, t), t). Then
∇φ = Fˆ−T ∇ˆφˆ (2.35)
Proof. For the i-th (i=1,2,...,d) component of ∇φ, we can get from the defi-
nition of deformation gradient that
∂φ
∂xi
=
d∑
j=1
∂φˆ
∂Xj
∂Xj
∂xi
=
d∑
j=1
∂φˆ
∂Xj
(Fˆ−1)ji =
d∑
j=1
(Fˆ−T )ij
∂φˆ
∂Xj
so formula (2.35) is proved.
The corresponding integral form of equation (2.31) is
d
dt
∫
V ts
csdx =
∫
∂V ts
Ds∇cs · nda−
∫
V ts
f rs dx
By applying the above lemma and transformation formulas, it can be trans-
formed to
∂
∂t
∫
V 0s
cˆsJˆsdX =
∫
∂V 0s
DˆsFˆ
−T
s ∇ˆcˆs · JˆsFˆ−Ts ·NdA−
∫
V 0s
fˆ rs JˆsdX
So equation (2.31) in the Lagrangian framework is achieved as
∂
∂t
(Jˆscˆs) = d̂iv(JˆsFˆ
−1
s · DˆsFˆ−Ts ∇ˆcˆs)− Jˆsfˆ rs in Ω0s (2.36)
where the diffusion coefficient Dˆs(X, t) = Ds(x(X, t), t) is expressed in the
Lagrangian framework. Similarly equation (2.32) is transformed to
∂
∂t
(Jˆscˆ
∗
s) = Jˆsfˆ
r
s in Ω
0
s (2.37)
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2.7 Stress tensor modeling
2.7.1 Decomposition of deformation gradient
To link the stress tensor σs to the other quantities, the vessel wall has its
relevant constitutive equations, but as a kind of solid materials, the consti-
tutive equations differ from the ones of fluids such as incompressible flow in
Section 2.4 [25]. For a solid, it is important to determine whether the behavior
is elastic or not [30], and many important aspects of the mechanical behavior
of arterial tissue can be treated on the basis of elasticity theory [27]. If the
considered material is elastic, the Cauchy stress tensor should only be depen-
dent on the position x and the deformation gradient Fs. And if we restrict
attention to homogeneous materials, the Cauchy stress tensor is independent
on x and has the mathematical statement as
σ = σ(F ) (2.38)
The lower index ”s” can be removed without loss of generality. For the
definition of Piola-Kirchhoff stress tensors, Pˆ and Sˆ also have the property
of
Pˆ = Pˆ (Fˆ ), Sˆ = Sˆ(Fˆ ) (2.39)
In general structural mechanics, the deformation gradient is easily achieved
by its definition and can be considered to measure the stress tensor. But if
we are dealing with the material which is able to grow, such as the vessel
wall where the plaque is formed and growing, it will be a problem to define
the deformation gradient which the stress tensor is dependent on. In this
case the deformation is induced both by growth and mechanics, but only the
deformation induced by mechanics can contribute to the stress loading of the
material. Then the whole deformation gradient is not the ”F” in formula
(2.38), so the general way to derive the deformation gradient is incorrect.
Figure 2.3 is a simple thought experiment to clarify this problem [11]. Let the
force N applied on the elastic rod. In mechanical equilibrium N is propor-
tional to the observed displacement of the rod 4L and can be calculated by
measuring 4L. However, if for some reason the same rod is able to grow,
there will be some new elements formed inside the rod when it is deformed
by the force N . Then the observed displacement 4L is not proportional
to N anymore and it is not appropriate for calculating N . In this case the
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Figure 2.3: A thought experiment to show how growth may falsify the usual
way of quantifying the deformation. From I. Doktorski [11].
usual way of quantifying the deformation is falsified by growth and needs to
be corrected.
To overcome this problem, we need to decompose the deformation gradient
into two parts, one is induced only by growth and the other is induced only
by mechanics. To get this decomposition a new configuration needs to be
constructed, and the idea is based on the theory of multiple natural config-
urations [49;50].
Figure 2.4: Decomposition of deformation gradient. Modified from I. Dok-
torski [11].
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Figure 2.4 shows how the idea of the theory of multiple natural configura-
tions is modified to decompose the deformation gradient [3]. According to the
theory of kinematics, Ω0 is the reference configuration and Ωt is the current
configuration. F denotes the corresponding deformation gradient. We define
the generic particles , so that each of them occupies a volume of the differen-
tial element dX at initial time in Ω0. Then the mass of each generic particle
is given by
dM = ρˆ0dX
where ρˆ0 denotes the density at time t = 0. Analogously, after deformed to
Ωt, the same particle at time t has the mass of
dm = ρdx
and occupies a volume of the differential element dx in Ωt. If growth takes
place in the deformation from Ω0 to Ωt, we have
dm > dM
Conversely, if resorption takes place, leading to the loss of mass, we have
dm < dM
As the reference configuration Ω0 is deformed to the current configuration Ωt
by both growth and mechanics, each generic particle has grown and its stress
value may be different from zero. Considering the current configuration, we
cut the generic particle out of the body and relieve its state of stress while
keeping its mass constant. Then it will reach a new state which is different
from both the state in Ω0 and the state in Ωt. This state is called the natural
state at time t, and the collection of all the generic particles in natural state
at time t is called the natural configuration [3], denoted by ΩNt in Figure 2.4.
So Ω0 can be considered to be deformed to Ω
N
t at first with the deformation
gradient G, and then to Ωt with the deformation gradient F
e; the whole
deformation gradient F is decomposed as
F = F eG (2.40)
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Since the mass is preserved in the deformation from ΩNt to Ωt, the matrix F
e is
not related to growth. So it denotes the deformation induced by mechanics,
and is the deformation gradient which the stress tensor is dependent on.
Additionally, the matrix G is only connected to growth because the stress is
at the relieved state in the deformation from Ω0 to Ω
N
t . So it denotes the
deformation induced by growth and can therefore be called the growth matrix .
As the whole deformation gradient F is invertible, from the formula (2.40) it
follows that F e and G are also invertible. If the matrix F e is separated from
G, the stress tensor can be derived by the constitutive equations as
σ = σ(F e) (2.41)
So the rest of the work are to calculate the growth matrix G and to construct
appropriate constitutive equations, which are achieved in the next two sub-
sections.
2.7.2 Metric of growth
The decomposition of deformation gradient by introducing the natural con-
figuration is in an ideal case, because growth and mechanics can not be simply
separated [11]. In this case the deformation from the reference configuration
Ω0 to the natural configuration Ω
N
t is only an evolution process of growth
without any mechanics, so the quantities of the material, e.g. the density ρˆ0
is preserved, but the volume of the generic particle in Ω0 is increasing. Let
dXN denote the volume of each generic particle in the natural configuration.
Then the mass of the particle is given as
dMN = ρ¯
0dXN
The bar symbol is used to mark the function defined in the natural config-
uration. Since the mass is preserved in the deformation from the natural
configuration ΩNt to the current configuration Ωt, we can get
ρdx = dm = dMN = ρ¯
0dXN
Let V0 be a subdomain of Ω0 and it is deformed to V
N
t in Ω
N
t and to Vt in
Ωt. Applying transformation formula we can get
∫
V0
ρˆJˆdX =
∫
Vt
ρdx =
∫
V Nt
ρ¯0dXN =
∫
V0
ρˆ0JˆgdX
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Here Jg is the determinant of the growth matrix G. Let Je denote the
determinant of the matrix F e, and since
J = JeJg
from the decomposition of deformation gradient, we have
ρˆ0 = ρˆJˆe (2.42)
This implies that if there is no growth in the deformation, then Jg = 1, and
formula (2.42) is the same as the conservation equation of mass in (2.23),
where the corresponding structural mechanics is also without growth. Dif-
ferentiating (2.42) with respect to time we have
∂ρˆ
∂t
Jˆe + ρˆ
∂Jˆe
∂t
= 0 (2.43)
and from the conservation equation of mass (2.16), we have
∂ρˆ
∂t
Jˆ + ρˆ
∂Jˆ
∂t
= Jˆ fˆ g (2.44)
Combining (2.43) and (2.44) we obtain
1
Jˆ
∂Jˆ
∂t
− 1
Jˆe
∂Jˆe
∂t
=
fˆ g
ρˆ
(2.45)
and recalling J = JeJg we can simplify (2.45) as
∂Jˆg
∂t
=
fˆ g
ρˆ
Jˆg (2.46)
Concerning the growth of plaques in the vessel wall, we assume that the
growth is isotropic, which means that the plaque is growing equally in all
directions. Then the growth matrix is written as
G = gI (2.47)
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Here g = g(x, t) : Ωt × I → R is a scalar function and since Jg = gd
describes how the metric of the reference configuration is changed through
dXN = Jˆ
gdX during the growth process, we call g the metric of growth, and
(2.46) is rewritten as
d
∂gˆs
∂t
=
fˆ gs
ρˆs
gˆs in Ω
0
s (2.48)
Here the lower index ”s” is added to denote that the metric of growth is a
quantity in the solid material - the vessel wall, where the plaque is formed and
growing. (2.48) is the equation for the metric of growth in the Lagrangian
framework, and in the Eulerian framework it is transformed to
d
∂gs
∂t
+ dvs · ∇gs = f
g
s
ρs
gs in Ω
t
s (2.49)
The equation for the metric of growth is one of the equations in our mathe-
matical model, from which the growth matrix Gs is calculated, and the stress
tensor is obtained by the constitutive equations and the matrix F es defined
as
F es = FsG
−1
s =
1
gs
Fs in Ω
t
s (2.50)
2.7.3 Constitutive equations
We assume that both the healthy vessel wall and the plaque are hypere-
lastic, isotropic, incompressible and homogeneous [69;70], and the derivation
of constitutive equations is based on Holzapfel’s book about nonlinear solid
mechanics [25]. The hyperelastic material has the property that there exists
a so-called stored energy function Ψ = Ψ(x, F ) : Ωts ×Md+ → R, which can
also be written as Ψˆ = Ψˆ(X,F ) : Ω0s ×Md+ → R, such that
Pˆs =
∂Ψˆ
∂Fˆs
(X, Fˆs) in Ω
0
s (2.51)
and each component of the first Piola-Kirchhoff stress tensor Pˆs is
Pˆsij =
∂Ψˆ
∂Fˆsij
, i, j = 1, 2, 3, ..., d
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Here Md+ is the set of all real matrices of order d with positive determinant.
The homogeneous assumption let the stored energy function depend only
on the deformation gradient, and by use of relation (2.17) between Cauchy
stress tensor and first Piola-Kirchhoff stress tensor, we have
σs = J
−1
s PsF
T
s = J
−1
s
∂Ψ
∂Fs
(Fs)F
T
s in Ω
t
s (2.52)
From form (2.51) and (2.52) it is clear that the constitutive equations of
hyperelastic materials are derived from the stored energy function. In order
to illustrate Ψ we assume that it satisfies the property of objectivity . This
means that the stored energy function is not changed after a rigid-body
motion such as translation and rotation [9;25]. The mathematical statement
of this property is given as
Ψ(F ) = Ψ(QF ) ∀F ∈Md+,∀Q ∈ Od+ (2.53)
where Od+ is the set of all orthogonal matrices of order d with positive de-
terminant. From this formula we can express Ψ as a function of the right
Cauchy-Green tensor Cs = F
T
s Fs, and the second Piola-Kirchhoff stress ten-
sor is given by
Sˆs = 2
∂Ψˆ
∂Cˆs
(Cˆs) in Ω
0
s (2.54)
In addition, we restrict the stored energy function by the property of isotropy .
This property gives the physical idea that the response of the isotropic mate-
rial is same in all directions [9;25]. The corresponding mathematical statement
is
Ψ(F ) = Ψ(FQT ) ∀F ∈Md+,∀Q ∈ Od+ (2.55)
And considering Ψ as a function of the right Cauchy-Green tensor, we have
Ψ(C) = Ψ(QCQT ) ∀C ∈ Sd>,∀Q ∈ Od+ (2.56)
Here Sd> is the set of all symmetric and positive definite matrices of order d.
Additionally, Ψ can also be expressed as a function of the left Cauchy-Green
tensor Bs = FsF
T
s , which is proved with formulas (2.54) and (2.56)
[9;25].
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As Ψ is an invariant function under a rotation according to (2.56), it can
be expressed in terms of the principal invariants of Cs or Bs. This is a
fundamental theorem for the stored energy function of isotropic hyperelastic
materials, given as follows:
Theorem 2.7.1 (representation theorem for invariants). The stored energy
function Ψ satisfies (2.56) if and only if it satisfies
Ψ(C) = Ψ(I1(C), I2(C), ..., Id(C)) ∀C ∈ Sd> (2.57)
where Ii(C) is the i-th (i=1,2,...,d) principal invariant of the matrix C.
Proof. The proof of this theorem is given in literatures [9;22].
From theorem 2.6.1 Ψ can be expressed by the principal invariants of the
Cauchy-Green tensors Cs or Bs, which means
Ψ = Ψ(I1(Cs), I2(Cs), ..., Id(Cs)) = Ψ(I1(Bs), I2(Bs), ..., Id(Bs)) (2.58)
Since Cs and Bs have the same eigenvalues, they also have the same principal
invariants. So Ii(Cs) and Ii(Bs) can be denoted by Ii for short (i=1,2,...,d),
and the stress tensor can be derived as
Sˆs = 2
∂Ψˆ
∂Cˆs
= 2
d∑
i=1
∂Ψˆ
∂Iˆi
∂Iˆi
∂Cˆs
(2.59)
If we consider d = 3 in special case, which is also the most important and
widely-used case in continuum mechanics, the principal invariants are defined
as
I1 = trCs
I2 =
1
2
[(trCs)
2 − trC2s ] (2.60)
I3 = detCs
Then by applying some theories of tensor analysis [25], we have
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∂I1
∂Cs
= I
∂I2
∂Cs
= I1I − Cs (2.61)
∂I3
∂Cs
= I3C
−1
s
and substituting it into (2.59) we obtain
Sˆs = 2[(
∂Ψˆ
∂Iˆ1
+ Iˆ1
∂Ψˆ
∂Iˆ2
)I − ∂Ψˆ
∂Iˆ2
Cˆs + Iˆ3
∂Ψˆ
∂Iˆ3
Cˆ−1s ] in Ω
0
s (2.62)
(2.62) is the general form of the second Piola-Kirchhoff stress tensor Sˆs in the
Lagrangian framework, with which we deduce from σs = J
−1
s FsSsF
T
s that
σs = 2J
−1
s [I3
∂Ψ
∂I3
I + (
∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)Bs − ∂Ψ
∂I2
B2s ] in Ω
t
s (2.63)
Since a 3 × 3 matrix A has a relation with its principal invariants by the
Cayley-Hamilton equations [9;25]:
A3 − I1(A)A2 + I2(A)A− I3(A)I = 0 (2.64)
Applying (2.64) to (2.63) we can get the general form of the Cauchy stress
tensor σs in the Eulerian framework as
σs = 2J
−1
s [(I2
∂Ψ
∂I2
+ I3
∂Ψ
∂I3
)I +
∂Ψ
∂I1
Bs − I3 ∂Ψ
∂I2
B−1s ] in Ω
t
s (2.65)
(2.62) and (2.65) are the constitutive equations we formulate. If the material
is incompressible, they can get even simpler forms. As is mentioned in Section
2.4, the incompressible material keeps the volume constant throughout a
motion and has the incompressibility constraint:
Js = 1 (2.66)
which is equivalent to the one of incompressible flows [25]. Then the stored
energy function is defined as
46
2.7. STRESS TENSOR MODELING
Ψ = −ps(Js − 1) + Ψ(Fs) (2.67)
where ps serves as an indeterminate Lagrange multiplier and is identified
as the hydrostatic pressure [25]. From (2.51) the corresponding first Piola-
Kirchhoff stress tensor has the form
Pˆs = −pˆsFˆ−Ts +
∂Ψˆ
∂Fˆs
(Fˆs) (2.68)
Similarly the second Piola-Kirchhoff stress tensor and the Cauchy stress ten-
sor are given as
Sˆs = −pˆsCˆ−1s + 2
∂Ψˆ
∂Cˆs
(Cˆs) (2.69)
σs = −psI + ∂Ψ
∂Fs
(Fs)F
T (2.70)
For the case of isotropic material and d = 3 we have already pointed out that
the stored energy function Ψ is only dependent on the principal invariants I1
and I2 because I3 = detCs = 1, so
Ψ = −1
2
ps(I3 − 1) + Ψ(I1, I2) (2.71)
where ps/2 serves as an indeterminate Lagrange multiplier. Combining (2.61)
with (2.71) we obtain the form of the second Piola-Kirchhoff stress tensor Sˆs
in the Lagrangian framework as
Sˆs = −pˆs∂(Iˆ3 − 1)
∂Cˆs
+ 2
∂Ψˆ
∂Cˆs
(Iˆ1, Iˆ2)
= −pˆsCˆ−1s + 2(
∂Ψˆ
∂Iˆ1
+ Iˆ1
∂Ψˆ
∂Iˆ2
)I − 2∂Ψˆ
∂Iˆ2
Cˆs in Ω
0
s (2.72)
By using σs = J
−1
s FsSsF
T
s and (2.64), the form of the Cauchy stress tensor
σs in the Eulerian framework is achieved corresponding to (2.63) and (2.65)
as
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σs = −psI + 2(∂Ψ
∂I1
+ I1
∂Ψ
∂I2
)Bs − 2∂Ψ
∂I2
B2s in Ω
t
s (2.73)
σs = −psI + 2∂Ψ
∂I1
Bs − 2∂Ψ
∂I2
B−1s in Ω
t
s (2.74)
Note that ps in (2.73) and (2.74) differ by the term 2I2(∂Ψ/∂I2).
Based on (2.74), two types of useful hyperelastic materials are considered as
the material of the vessel wall in our model, and the constitutive equations
for them are obtained. These materials are rubber-like materials and behave
similarly like the biological tissue [34]. One of them is called the incompressible
neo-Hookean material (INH), in which the stored energy function Ψ is only
dependent on the first principal invariant I1
[12;25], defined as
Ψ =
µs
2
(I1 − 3) (2.75)
The coefficient µs is called the shear modulus . The other material is called
the incompressible Mooney-Rivlin material (IMR), and its corresponding s-
tored energy function is dependent on the principal invariants I1 and I2
[25;29],
defined as
Ψ = C1(I1 − 3) + C2(I2 − 3) (2.76)
The coefficients C1 and C2 are related to the shear modulus µs and satisfy
C1 + C2 =
µs
2
(2.77)
Normally µs, C1 and C2 are all constants. However, the accumulation of foam
cells leads to formation of plaques, which have different mechanical properties
from the healthy vessel wall. From some literatures [28;68;70] it is shown that
even though the unique stored energy function is determined in the blood
vessel wall, the coefficients in the function are still different between different
components. Considering the change of mechanical properties of the vessel
wall due to the accumulation of foam cells, we assume that the unique stored
energy function is valid in both the healthy vessel wall and the plaque, but
the coefficients will be changed by the influence of foam cells. Let µs be an
example of these coefficients and it has a general form as
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µs = µs,d + (µs,h − µs,d)f(c∗s) (2.78)
which is also used for the shear-rate-dependent viscosity in non-Newtonian
fluid modeling [7;32;60]. µs,d denotes the shear modulus in the diseased vessel
wall where the plaque is formed with high concentration of foam cells, and
µs,h denotes the shear modulus in the healthy vessel wall where there are no
foam cells. The function f is a continuous monotonic function dependent on
the concentration of foam cells c∗s. When c
∗
s = 0, f should satisfies f = 1, and
µs = µs,h. As c
∗
s is increasing, f should rapidly decrease to zero limit and µs
is getting very close to µs,d. For this purpose we define f as an exponential
function and (2.78) can be written as
µs = µs,d + (µs,h − µs,d)e−a0c∗s (2.79)
Here a0 > 0 is a constant. Similarly the coefficients C1 and C2 also have
forms as
C1 = C1,d + (C1,h − C1,d)e−a1c∗s (2.80)
C2 = C2,d + (C2,h − C2,d)e−a2c∗s (2.81)
As we have discussed in Section 2.6 that the diffusion coefficient Ds in (2.31)
is also different between the plaque and the healthy vessel wall, it can also
be defined correspondingly as
Ds = Ds,d + (Ds,h −Ds,d)e−a3c∗s (2.82)
and a1, a2, a3 are all positive constants. Substituting (2.75) and (2.76) into
(2.74), we can obtain the constitutive equations of the incompressible neo-
Hookean material and the incompressible Mooney-Rivlin material as
σs = −psI + µs(FsF Ts − I) (INH) in Ωts (2.83)
σs = −psI + 2C1FsF Ts − 2C2F−Ts F−1s (IMR) in Ωts (2.84)
In our model the stress tensor should only be dependent on the deformation
gradient representing the deformation induced by mechanics, so we replace
Fs with F
e
s in (2.83) and (2.84) to obtain
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σs = −psI + µs(F esF es T − I) (INH) in Ωts (2.85)
σs = −psI + 2C1F esF es T − 2C2F es −TF es −1 (IMR) in Ωts (2.86)
(2.85) and (2.86) are the constitutive equations of the vessel wall in our
model, and the deformation gradient F es denoting the deformation of the
vessel wall induced by mechanics is derived in (2.50). Combined with the
constitutive equations (2.85) or (2.86), the equations for structural mechanics
of the vessel wall (2.21) is finally obtained.
Remark 2.7.1 (Anisotropic materials). Sometimes the isotropic property
of the material limits the applicability of its corresponding constitutive law.
e.g. the arterial wall is somewhat anisotropic for the presence of fibres made
of collagen, elastin and smooth muscle cells. Its behavior in the direction of
the fibres will be different from the behavior in the direction transversal to
the fibres [34]. One example of the models for anisotropic materials is from
Holzapfel et al. [26;40], and this model is for the arterial wall with two families
of fibres. Let Ms and M
′
s denote the unit vectors in the direction of the fibres
in the reference configuration, and if we let d = 3 there are some additional
invariants defined as
I4 = Ms · (CsMs), I5 = Ms · (C2sMs)
I6 = M
′
s · (CsM ′s), I7 = M ′s · (C2sM ′s) (2.87)
I8 = Ms · (CsM ′s)
Similarly to (2.58), the stored energy function Ψ is dependent on the invari-
ants I1, I2, ..., I8. In a special case
[26;40] it is defined as
Ψ = Ψiso(I1) + Ψaniso(I4, I6) (2.88)
where the isotropic term is from the incompressible neo-Hookean material as
Ψiso(I1) =
µs
2
(I1 − 3) (2.89)
and the anisotropic term is given by
Ψaniso(I4, I6) =
k1
2k2
∑
i=4,6
(ek2(Ii−1)
2 − 1) (2.90)
Similarly to the derivation of (2.83) and (2.84), the corresponding constitu-
tive equations of this model can be derived by combining (2.89), (2.90) and
(2.59).
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2.8 Final model
Before formulating the whole system of our model, the appropriate initial
and boundary conditions of these partial differential equations should be
discussed. The most important and complicated ones are the boundary con-
ditions on the interface Γt1 ∪ Γt2 of the computational domain in Figure 2.1,
which is moving due to plaque growth and the fluid-structure interaction.
Some quantities in the domain Ωtf and Ω
t
s have relations and need some
transmission conditions on this interface. For the velocity vf , vs, and the
stress tensor σf , σs, the continuity of velocity and the balance of force are
given on the interface, such as
vf = vs, σf · nf + σs · ns = 0, on Γti, i = 1, 2 (2.91)
Here nf and ns are the unit outer normal vectors of the interface Γ
t
1∪Γt2 with
respect to Ωtf and Ω
t
s. These conditions are widely used in the fluid-structure
interaction problem [12;16;18;32;38;45;53;78], implying that on the interface the ve-
locity of the blood flow and the vessel wall must coincide, and the total
traction should vanish.
Concerning the penetration of monocytes from the blood flow into the ves-
sel wall, we also need the transmission conditions of the concentration of
monocytes cf and cs, which are given as
Df∇cf · nf +Ds∇cs · ns = 0, on Γti, i = 1, 2 (2.92)
Df∇cf · nf + ζ(cf − cs) = 0, on Γti, i = 1, 2 (2.93)
Here Df∇cf · nf and Ds∇cs · ns denote the flux of monocytes in Ωtf and Ωts.
These conditions imply that the outflux of the monocytes from the blood
flow equals the influx of the monocytes into the vessel wall, and this flux is
related to the difference of the concentration across the interface [48]. The co-
efficient ζ is a positive constant and a measure of the vessel wall permeability
for the monocytes. So it is clear that ζ = 0 on the interface of the healthy
vessel wall Γt2.
Most of the other boundary conditions are given as Dirichlet boundary con-
ditions , e.g.
cf = c
D
f , on Γf,in (2.94)
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or Neumann boundary conditions , e.g.
∇cf · nf = 0, on Γf,wall (2.95)
Additionally, on the outlet boundary Γf,out, we impose the do nothing bound-
ary conditions :
ρfν∇vf · nf − pfnf = 0, on Γf,out (2.96)
After obtaining the initial and boundary conditions of all the equations, we
can formulate the whole system of our model. The main equations in the
fluid domain
⋃
0<t≤T
Ωtf × {t} are
ρf
∂vf
∂t
+ ρfvf · ∇vf − ρfν4vf +∇pf = ρff bf
divvf = 0 (2.97)
∂cf
∂t
+ vf · ∇cf −Df4cf = 0
including the Navier-Stokes equations (2.10) for fluid dynamics of the blood
flow and the convection-diffusion equation (2.30) for the motion of mono-
cytes. In (2.97) the velocity vf , the pressure pf and the concentration of
monocytes cf are the variables of the equations. We can also obtain the
main equations in the solid domain
⋃
0<t≤T
Ωts × {t} as
∂ρs
∂t
+ div(ρsvs) = f
g
s
ρs
∂vs
∂t
+ ρsvs · ∇vs = ρsf bs + divσs
∂us
∂t
+ vs · ∇us = vs
d
∂gs
∂t
+ dvs · ∇gs = f
g
s
ρs
gs (2.98)
∂cs
∂t
+ div(csvs)− div(Ds∇cs) = −f rs
∂c∗s
∂t
+ div(c∗svs) = f
r
s
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with the equations (2.13) and (2.14) for structural mechanics of the vessel
wall, the equation (2.49) for the metric of growth and the equations (2,31)
and (2.32) for the motion of monocytes and the accumulation of foam cells.
The variables of equations (2.98) are the density ρs, the velocity vs, the
displacement us, the metric of growth gs, the concentration of monocytes cs
and the concentration of foam cells c∗s. From (2.33), (2.34), (2.50) (2.85) and
(2.86), the growth function f gs , the reaction function f
r
s and the stress tensor
σs are given as
f gs = γf
r
s , f
r
s = βcs in Ω
t
s
σs =
{
−psI + µs(F esF es T − I) (INH)
−psI + 2C1F esF es T − 2C2F es −TF es −1 (IMR)
in Ωts (2.99)
F es = FsG
−1
s =
1
gs
Fs in Ω
t
s
With the corresponding initial and boundary conditions of equations (2.97)
and (2.98) obtained as
vf |t=0 = v0f , cf |t=0 = c0f in Ω0f
vf = v
D
f , cf = c
D
f on Γf,in
vf = 0, ∇cf · nf = 0 on Γf,wall (2.100)
ρfν∇vf · nf − pfnf = 0, ∇cf · nf = 0 on Γf,out
ρs|t=0 = ρ0s, gs|t=0 = 1 in Ω0s
vs|t=0 = 0, us|t=0 = 0 in Ω0s
cs|t=0 = 0, c∗s|t=0 = 0 in Ω0s (2.101)
vs = 0, us = 0 on Γs,in ∪ Γs,wall ∪ Γs,out
∇cs · ns = 0 on Γs,in ∪ Γs,wall ∪ Γs,out
and especially the transmission conditions on the interface
⋃
0<t≤T
Γti×{t}(i =
1, 2) obtained as
vf = vs, σf · nf + σs · ns = 0
Df∇cf · nf +Ds∇cs · ns = 0 (2.102)
Df∇cf · nf + ζ(cf − cs) = 0
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our mathematical model is finally derived to describe the formation and evo-
lution of plaques in blood vessels. Here the initial conditions of the quantities
in Ω0s implies the fact that in the healthy blood vessel wall there are no mono-
cytes and foam cells, so the plaque is not formed and there is no growth of the
vessel wall. Correspondingly if we want to consider the chemical reactions
and structural mechanics of the vessel wall in the reference configuration,
equations (2.98) can be rewritten in the solid domain Ω0s × [0, T ] in the La-
grangian framework as
∂
∂t
(Jˆsρˆs) = Jˆsfˆ
g
s
Jˆsρˆs
∂vˆs
∂t
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s )
∂uˆs
∂t
= vˆs
d
∂gˆs
∂t
=
fˆ gs
ρˆs
gˆs (2.103)
∂
∂t
(Jˆscˆs) = d̂iv(JˆsFˆ
−1
s ·DsFˆ−Ts ∇ˆcˆs)− Jˆsfˆ rs
∂
∂t
(Jˆscˆ
∗
s) = Jˆsfˆ
r
s
from equations (2.21), (2.36), (2.37) and (2.48). Here the equations for struc-
tural mechanics are written as a set of first-order equations in time instead of
(2.22), so that they are in the context of fluid-structure interaction with the
Navier-Stokes equations in (2.97) [53]. If we only consider the incompressible
material as the material of the vessel wall, the incompressibility constraint
is obtained as
Jes = 1 in Ω
0
s
Since Js = J
e
sJ
g
s , and J
g
s = g
d
s , the conservation equation of mass (2.16) can
be written as
∂
∂t
(Jˆsρˆs) =
∂
∂t
(Jˆgs ρˆs) =
∂
∂t
(gˆds ρˆs) = gˆ
d
s fˆ
g
s
Combining the upper formula with the equation (2.48) for the metric of
growth, we have
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∂ρˆs
∂t
= 0 in Ω0s
So in this case, the density of the vessel wall ρˆs is independent on time and
can be considered as a constant coefficient. The equations (2.103) in the
solid domain Ω0s × [0, T ] can be simplified as
Jˆsρˆs
∂vˆs
∂t
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s )
∂uˆs
∂t
= vˆs
d
∂gˆs
∂t
=
fˆ gs
ρˆs
gˆs (2.104)
∂
∂t
(Jˆscˆs) = d̂iv(JˆsFˆ
−1
s ·DsFˆ−Ts ∇ˆcˆs)− Jˆsfˆ rs
∂
∂t
(Jˆscˆ
∗
s) = Jˆsfˆ
r
s
Based on equations (2.97) and (2.104), numerical simulations are performed
in the next step to show the evolution of plaque formation. The fluid dynam-
ics of the blood flow, the structural mechanics of the incompressible vessel
wall and the motion of monocytes and foam cells all contribute to these
processes.
Remark 2.8.1 (Non-dimensional form of the model). To investigate our
model not involving units with physical meaning, we derive the non-dimensional
forms of equations (2.97) and (2.104). We let cnon be a characteristic con-
centration and ρnon be a characteristic density. Take tnon as characteristic
time and L as characteristic length, set x¯ := x/L, t¯ := t/tnon, and we can
normalize all the variables in (2.97) and (2.104) as follows:
v¯f =
vf tnon
L
, ρ¯f =
ρf
ρnon
, p¯f =
pf t
2
non
L2ρnon
, c¯f =
cf
cnon
, ¯ˆus =
uˆs
L
, ¯ˆvs =
vˆstnon
L
¯ˆρs =
ρˆs
ρnon
, ¯ˆps =
pˆst
2
non
L2ρnon
, ¯ˆgs = gˆs, ¯ˆcs =
cˆs
cnon
, ¯ˆc∗s =
cˆ∗s
cnon
(2.105)
Similarly the parameters in the equations can also be normalized as
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Re =
L2
νtnon
, f¯ bf =
f bf t
2
non
L
, Pef =
L2
Df tnon
, ζ¯ =
ζtnon
L
, ¯ˆµs =
µˆst
2
non
L2ρnon
,
¯ˆ
Ci =
Cˆit
2
non
L2ρnon
,
¯ˆ
f bs =
fˆ bs t
2
non
L
, Pˆ es =
L2
Dˆstnon
, γ¯ =
γcnon
ρnon
, β¯ = βtnon, (2.106)
Here Re and Pe are Reynolds number and Peclet number. Replacing the
variables and parameters with the normalized ones in equations (2.97) and
(2.104), and removing the characteristic quantities tnon, L, ρnon and cnon, we
obtain the non-dimensional form of our model without the tilde symbol as
ρf
∂vf
∂t
+ ρfvf · ∇vf − ρfRe−14vf +∇pf = ρff bf
divvf = 0 in Ω
t
f/L (2.107)
∂cf
∂t
+ vf · ∇cf − Pe−1f 4cf = 0
Jˆsρˆs
∂vˆs
∂t
= Jˆsρˆsfˆ
b
s + d̂iv(JˆsσˆsFˆ
−T
s )
∂uˆs
∂t
= vˆs
d
∂gˆs
∂t
=
fˆ gs
ρˆs
gˆs in Ω
0
s/L (2.108)
∂
∂t
(Jˆscˆs) = d̂iv(JˆsFˆ
−1
s · Pˆ e
−1
s Fˆ
−T
s ∇ˆcˆs)− Jˆsfˆ rs
∂
∂t
(Jˆscˆ
∗
s) = Jˆsfˆ
r
s
Here Ωtf/L and Ω
0
s/L denote the fluid and solid domains with normalized
length. All the variables and parameters in the non-dimensional form (2.107)
and (2.108) have no physical units. By choosing different characteristic quan-
tities, certain variables or parameters can be measured relatively to some ap-
propriate units, and the problem can be simplified in numerical simulations.
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Variational Formulation
To compute the numerical solutions of our model, the variational formula-
tions of the whole system in both the fluid and solid domains are derived
separately from equations (2.97) and (2.104) in Section 3.1. However, they
are given in different frameworks, making a common solution approach chal-
lenging [12;53;78;79]. So a new framework is introduced in Section 3.2, and the
variational formulations are transformed to the same framework. Further-
more, the priori energy estimate and other theoretical results are discussed
in Section 3.3, and some open questions are also stated.
Typically, the variational form in the fluid domain (blood flow) is formulated
in the Eulerian framework, and the form in the solid domain (vessel wall) is
given in the Lagrangian framework. Additionally, the interface between two
subdomains moves because of the deformation of the solid domain. So for
numerical simulations we need different meshes for both subdomains, and
the meshes are also different for each time step due to the moving of the
interface. The clue to treat this problem is to formulate the whole system
in a common framework, in which both subdomains are fixed. We construct
the widely-used arbitrary Lagrangian-Eulerian (ALE) framework so that the
variational formulation of our model is transformed to the corresponding
ALE formulation, and all the equations are rewritten in the fixed domain in
the ALE framework. Another difference of the ALE formulation from the
general one is that the displacement is defined in the whole domain. Its
extension to the fluid domain is used to define the ALE mapping and has
different forms by using different mesh motion techniques [6;53;78;79].
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3.1 General variational formulation
Before deriving the variational formulation, we first introduce some basic
notation of the usual function spaces [1;14]. By Ω ⊂ Rd we denote the com-
putational domain we are considering in general, and it has the boundary
Γ = ∂Ω. We split this boundary into Γ = ΓD ∪ ΓN , where ΓD represents the
part of the boundary with Dirichlet boundary conditions and ΓN represents
the part of the boundary with Neumann or the other boundary conditions
(e.g. do nothing boundary conditions). For the domain Ω and its boundary
Γ, we indicate by Lp(Ω), 1 ≤ p ≤ ∞ the set of all measurable functions,
defined in Ω, and Lebesgue-integrable to the p-th power. Lp(Ω) is called the
Lebesgue space and is a Banach space with the norm ‖ · ‖Lp(Ω). For p = 2,
L2(Ω) is a Hilbert space, and the functions in L2(Ω) or L2(∂Ω) are equipped
with the inner products and norms as
(φ, ψ)L2(Ω) :=
∫
Ω
φψdx, ‖φ‖L2(Ω) := (φ, φ)L2(Ω)
〈φ, ψ〉L2(∂Ω) :=
∫
∂Ω
φψdx, ‖φ‖L2(∂Ω) := 〈φ, φ〉L2(∂Ω)
And without loss of generality, the inner products and norms are written as
(φ, ψ)L2(Ω) = (φ, ψ)Ω, ‖φ‖L2(Ω) = ‖φ‖Ω
〈φ, ψ〉L2(∂Ω) = 〈φ, ψ〉∂Ω, ‖φ‖L2(∂Ω) = ‖φ‖∂Ω
The Sobolev space Wm,p(Ω),m ∈ N, 1 ≤ p ≤ ∞ is defined as a set of functions
in Lp(Ω), having weak derivatives of order up to m, which belong to Lp(Ω).
And we indicate the set of functions in Wm,p(Ω) with zero trace on ∂Ω by
Wm,p0 (Ω). For p = 2, H
m(Ω) := Wm,2(Ω) is a Hilbert space with the norm
‖ · ‖Hm(Ω). Specifically, for the functions in H1(Ω) with zero trace only on
ΓD ⊂ ∂Ω, and the functions in L2(Ω) with a constant difference, we introduce
the following function spaces:
H10 (Ω; Γ
D) = {φ ∈ H1(Ω) : φ = 0 on ΓD}
L20(Ω) = {φ ∈ L2(Ω) : (φ, 1)Ω = 0}
Finally, for the time dependent functions, we define the Lebesgue and Sobolev
spaces involving time, in which the functions map time into Banach spaces [14].
58
3.1. GENERAL VARIATIONAL FORMULATION
One example of these spaces is L2[I;X], where I = [0, T ] denotes the time
interval and X denotes a real Banach space with the norm ‖ · ‖X . It has the
norm as
‖φ‖L2[I;X] :=
( ∫ T
0
‖φ‖2Xdt
)1/2
Based on the function spaces defined above, the variational formulations of
our model are obtained from the equations and the initial-boundary condi-
tions derived in Chapter 2. We multiply equations (2.97) with some test
functions and take the integrals in Ωtf , and the weak formulation of the e-
quations in the fluid domain is derived as follows:
Problem 3.1.1 (Variational formulation of the equations in the fluid do-
main). In Ωtf , find vf ∈ vDf +L2[I;V vf ], pf ∈ L2[I;Lpf ], and cf ∈ cDf +L2[I;V cf ],
such that vf |t=0 = v0f , cf |t=0 = c0f , and
(
ρf (
∂vf
∂t
+ vf · ∇vf ), ψvf
)
Ωtf
+ (σf ,∇ψvf )Ωtf − (ρff bf , ψvf )Ωtf
+〈gintf , ψvf〉Γt1∪Γt2 − 〈goutf , ψvf〉Γf,out = 0 ∀ψvf ∈ V vf
(divvf , ψ
p
f )Ωtf = 0 ∀ψ
p
f ∈ Lpf (3.1)
(
∂cf
∂t
+ vf · ∇cf , ψcf )Ωtf + (Df∇cf ,∇ψcf )Ωtf
+〈gcf , ψcf〉Γt1∪Γt2 = 0 ∀ψcf ∈ V cf
with the stress tensor
σf = −pfI + ρfν(∇vf +∇vTf ) in Ωtf (3.2)
the boundary terms
gintf = σs · ns on Γt1 ∪ Γt2
goutf = ρfν∇vTf · nf on Γf,out (3.3)
gcf = ζ(cf − cs) on Γt1 ∪ Γt2
and the function spaces
V vf := H
1
0 (Ω
t
f ; Γf,in ∪ Γf,wall)d, Lpf := L2(Ωtf )
V cf := H
1
0 (Ω
t
f ; Γf,in) (3.4)
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Here the boundary terms goutf , g
int
f and g
c
f are obtained from boundary condi-
tions (2.100) and (2.102). vDf and c
D
f are suitable extensions of the Dirichlet
boundary data of vf and cf . If Γ
D = ∂Ωtf for the velocity vf , which implies
that the Dirichlet boundary conditions of vf are given on the whole boundary
of Ωtf , the pressure pf and the test function ψ
p
f should belong to the function
space L0f := L
2
0(Ω
t
f )
[55;56]. In Problem 3.1.1, ΓD = Γf,in ∪ Γf,wall for vf , so
pf and ψ
p
f still belong to L
p
f defined in (3.4). For the existence of the time
derivative of some variables in variational formulation (3.1), these variables
have more regularities as
∂vf
∂t
∈ L2[I; (V vf )∗],
∂cf
∂t
∈ L2[I; (V cf )∗]
Here the spaces (V vf )
∗ and (V cf )
∗ denote the dual spaces of V vf and V
c
f . To
derive the weak formulation of the equations in the solid domain, we multiply
equations (2.104) in the Lagrangian framework with test functions and take
the integrals in Ω0s. Since the Dirichlet boundary values of vs and us are both
equal to zero in (2.101), the extensions of their Dirichlet boundary data are
also zero.
Problem 3.1.2 (Variational formulation of the equations in the solid do-
main). In Ω0s, find vˆs ∈ L2[I; Lˆvs ], uˆs ∈ L2[I; Vˆ us ], pˆs ∈ L2[I; Lˆps], gˆs ∈
L2[I; Lˆgs], cˆs ∈ L2[I; Vˆ cs ], and cˆ∗s ∈ L2[I; Lˆc∗s ], such that vˆs|t=0 = 0, uˆs|t=0 = 0,
gˆs|t=0 = 1, cˆs|t=0 = 0, cˆ∗s|t=0 = 0, and
(Jˆsρˆs
∂vˆs
∂t
, ψˆvs )Ω0s + (JˆsσˆsFˆ
−T
s , ∇ˆψˆvs )Ω0s
−(Jˆsρˆsfˆ bs , ψˆvs )Ω0s + 〈gˆints , ψˆvs 〉Γ01∪Γ02 = 0 ∀ψˆvs ∈ Vˆ vs
(
∂uˆs
∂t
− vˆs, ψˆus )Ω0s = 0 ∀ψˆus ∈ Lˆus
(Jˆes − 1, ψˆps)Ω0s = 0 ∀ψˆps ∈ Lˆps
(dρˆs
∂gˆs
∂t
, ψˆgs)Ω0s − (fˆ gs gˆs, ψˆgs)Ω0s = 0 ∀ψˆgs ∈ Lˆgs (3.5)
(
∂
∂t
(Jˆscˆs), ψˆ
c
s)Ω0s + (JˆsDˆsFˆ
−T
s ∇ˆcˆs, Fˆ−Ts ∇ˆψˆcs)Ω0s
+(Jˆsfˆ
r
s , ψˆ
c
s)Ω0s + 〈gˆcs, ψˆcs〉Γ01∪Γ02 = 0 ∀ψˆcs ∈ Vˆ cs
(
∂
∂t
(Jˆscˆ
∗
s), ψˆ
c∗
s )Ω0s − (Jˆsfˆ rs , ψˆc∗s )Ω0s = 0 ∀ψˆc∗s ∈ Lˆc∗s
with the stress tensor
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σˆs =
{
−pˆsI + µˆs(Fˆ es Fˆ eTs − I) (INH)
−pˆsI + 2Cˆ1Fˆ es Fˆ eTs − 2Cˆ2Fˆ e−Ts Fˆ e−1s (IMR)
in Ω0s (3.6)
Fˆ es = FˆsGˆ
−1
s =
1
gˆs
Fˆs in Ω
0
s
the growth and reaction functions
fˆ gs = γfˆ
r
s , fˆ
r
s = βcˆs in Ω
0
s (3.7)
the boundary terms
gˆints = Jˆf σˆf Fˆ
−T
f ·Nf on Γ01 ∪ Γ02
gˆcs = ζ(cˆs − cˆf )Jˆs|Fˆ−Ts ·Ns| on Γ01 ∪ Γ02 (3.8)
and the function spaces
Vˆ vs = Vˆ
u
s := H
1
0 (Ω
0
s; Γs,in ∪ Γs,wall ∪ Γs,out)d, Lˆvs = Lˆus := L2(Ω0s)d
Lˆps = Lˆ
g
s = Lˆ
c∗
s := L
2(Ω0s), Vˆ
c
s := H
1(Ω0s) (3.9)
The boundary terms gˆints and gˆ
c
s are transformed to the Lagrangian framework
by using transformation formulas (2.24) and (2.25). Similarly, if ΓD = ∂Ω0s
for the velocity vˆs, the pressure pˆs and the test function ψˆ
p
s should belong to
the function space Lˆ0s := L
2
0(Ω
0
s). And the variables with time derivatives in
variational formulation (3.5) have more regularities as
∂vˆs
∂t
∈ L2[I; (Vˆ vs )∗],
∂cˆs
∂t
∈ L2[I; (Vˆ cs )∗]
∂uˆs
∂t
∈ L2[I;L2(Ω0s)d],
∂gˆs
∂t
,
∂cˆ∗s
∂t
∈ L2[I;L2(Ω0s)]
Additionally, the coefficients Dˆs, µˆs, Cˆ1 and Cˆ2 are expressed in the La-
grangian framework and written as
Dˆs = Ds,d + (Ds,h −Ds,d)e−a3cˆ∗s
µˆs = µs,d + (µs,h − µs,d)e−a0cˆ∗s
Cˆ1 = C1,d + (C1,h − C1,d)e−a1cˆ∗s
Cˆ2 = C2,d + (C2,h − C2,d)e−a2cˆ∗s
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Coupling (3.1) and (3.5) with transmission conditions (2.102), we can get a
first version of the variational formulation of the whole system in both the
fluid and solid domains.
Problem 3.1.3 (Variational formulation of the whole system). Find vf ∈
vDf + L
2[I;V vf ], pf ∈ L2[I;Lpf ], cf ∈ cDf + L2[I;V cf ], vˆs ∈ L2[I; Lˆvs ], uˆs ∈
L2[I; Vˆ us ], pˆs ∈ L2[I; Lˆps], gˆs ∈ L2[I; Lˆgs], cˆs ∈ L2[I; Vˆ cs ], and cˆ∗s ∈ L2[I; Lˆc∗s ],
such that (3.1), (3.5) and (2.102) are fulfilled for all the suitable test func-
tions defined in Problem 3.1.1 and Problem 3.1.2, and the relevant initial
conditions are also satisfied.
To solve problem 3.1.3 by numerical simulations, there are some difficul-
ties [53]. First, variational form (3.1) is formulated in the Eulerian framework,
and form (3.5) is formulated in the Lagrangian framework. The domain Ωtf
is moving, while Ω0s is fixed. So for numerical simulations we need different
meshes for both subdomains. Second, transmission conditions (2.102) are
formulated on a common interface. But since the variational formulations in
different domains are in different frameworks, the boundary terms are not
on a common interface either. So we need to express both conditions in one
framework, e.g. the continuity of velocity written as
vˆs(X) = vˆf (X) = vf (X + uˆs) on Γ
0
1 ∪ Γ02
However, the point x = X+ uˆs may not be a mesh point in the fluid domain,
so the transmission conditions can not be fulfilled exactly. For the balance of
force we also need to transform the tensors to the same framework by using
Piola transformation formula (2.19). Finally, as the interface between two
subdomains is moving because of the deformation of the solid domain, the
domain partitioning is also changing in each time step tn → tn+1 when we
use finite difference schemes for temporal discretization in the next chapter.
We thus need different meshes at the beginning and the end of each time step.
The clue to treat this problem is to formulate the whole system in a common
framework, in which both subdomains are fixed. In the following section
we introduce the arbitrary Lagrangian-Eulerian (ALE) framework for the e-
quations in the fluid domain, so that variational formulation (3.1) will be
transformed to the corresponding ALE formulation. This new form is ex-
pressed on the fixed domain Ω0f which matches the solid domain Ω
0
s for all
time steps.
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3.2 Variational formulation in the ALE frame-
work
3.2.1 ALE formulation in the fluid domain
The main problem of the numerical difficulties listed above is the moving
domain Ωtf , so the ideal situation to solve this problem is to formulate Prob-
lem 3.1.1 in a fixed domain Ω0f , and a mapping between Ω
0
f and the moving
domain Ωtf needs to be given. This mapping can not be the deformation
defined in Section 2.3 for kinematics of continuum media, because the inlet
Γf,in and the outlet Γf,out can not be kept at the same spatial location under
this mapping [45]. We only wish to consider the fluid domain in the area of
interest, following the movement of the wall interface, not to follow the evo-
lution of the blood particles as the circulate along the whole cardiovascular
system [44]. We thus construct the widely-used arbitrary Lagrangian-Eulerian
(ALE) framework, in which the fluid domain Ω0f is arbitrary, and the solid
domain Ω0s is in the Lagrangian framework. The corresponding mapping is
called the arbitrary Lagrangian-Eulerian (ALE) mapping.
The ALE mapping Aˆ(X, t) is defined similarly as the deformation for kine-
matics in Section 2.3:
Aˆ : Ω0 × I → Ωt, (X, t) 7→ x = Aˆ(X, t)
We also assume that Aˆ is a smooth one-to-one mapping with respect to X
in the so-called ALE reference configuration Ω0 and is differentiable almost
everywhere with respect to t in the time interval I. In the solid domain Ω0s,
Aˆ is formulated in the same way as the deformation for kinematics, so the
displacement uˆs has the relation with Aˆ as
uˆs(X, t) = Aˆ(X, t)−X, X ∈ Ω0s, t ∈ I
In the fluid domain Ω0f , we also define the displacement variable as
uˆf (X, t) = Aˆ(X, t)−X, X ∈ Ω0f , t ∈ I
This artificial variable has no physical meaning and is not the displacement
of the material particle anymore. Similarly the gradient of the ALE mapping
and its determinant in Ω0f are also defined as
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Fˆf = ∇ˆAˆ = I + ∇ˆuˆf , Jˆf = detFˆf
In a similar way as Section 2.3, for any function φ(x, t) defined in Ωtf we have
its definition in Ω0f as
φˆ(X, t) = φ(Aˆ(X, t), t), X ∈ Ω0f , t ∈ I
Additionally, the time derivative of the ALE mapping is
∂Aˆ
∂t
(X, t) =
∂uˆf
∂t
(X, t), X ∈ Ω0f , t ∈ I
which is not equal to the velocity vˆf in general, because this variable uˆf is
not a displacement in the sense that it fits to the velocity any more.
Based on the ALE mapping we can transform variational formulation (3.1)
to a new one in the ALE framework, which is called the ALE formulation.
For the derivation, the transformation formulas of the time derivative ” ∂
∂t
”
and the spatial gradient ”∇” are given in the following lemma:
Lemma 3.2.1 (Derivatives of the ALE mapping). Aˆ is the ALE mapping.
Let φ = φ(x, t) : Ωtf × I → R be a differentiable scalar function and ϕ =
ϕ(x, t) : Ωtf × I → Rd a differentiable vector function with respect to both
variables x and t. φˆ(X, t) = φ(Aˆ(X, t), t) and ϕˆ(X, t) = ϕ(Aˆ(X, t), t). Then
∂φ
∂t
=
∂φˆ
∂t
− Fˆ−1f
∂uˆf
∂t
· ∇ˆφˆ (3.10)
∇φ = Fˆ−Tf ∇ˆφˆ (3.11)
∇ϕ = ∇ˆϕˆFˆ−1f (3.12)
ϕ · ∇φ = Fˆ−1f ϕˆ · ∇ˆφˆ (3.13)
Proof. Since Aˆ is a homeomorphism, it has the inverse mapping as Aˆ−1(x, t) =
X. For the time derivative ∂
∂t
φ(x, t) we get with the chain rule that
∂φ
∂t
=
∂
∂t
φ(x, t) =
∂
∂t
φˆ(Aˆ−1(x, t), t) = ∂φˆ
∂t
+
∂Aˆ−1
∂t
· ∇ˆφˆ (3.14)
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For the inverse of the ALE mapping it holds by differentiating
Aˆ ◦ Aˆ−1 = id⇒ 0 = ∂
∂t
Aˆ(Aˆ−1(x, t), t) = ∂Aˆ
∂t
+ ∇ˆAˆ∂Aˆ
−1
∂t
⇒ ∂Aˆ
−1
∂t
= −∇ˆAˆ−1∂Aˆ
∂t
= −Fˆ−1f
∂uˆf
∂t
(3.15)
Combining (3.14) and (3.15), we derive the first formula (3.10). The second
formula (3.11) is proved in the same way as the proof of (2.35) in Lemma
2.6.1, and (3.12) follows by applying (3.11) to the components of ϕ and by
noting that ∇ϕ is given by the row-vector ∇ϕTi (i=1,2,...,d). For the last
formula (3.13) we get
ϕ · ∇φ =
d∑
i=1
ϕi
∂φ
∂xi
=
d∑
i,j=1
ϕˆi
∂φˆ
∂Xj
∂Xj
∂xi
=
d∑
i,j=1
ϕˆi
∂φˆ
∂Xj
(Fˆ−1f )ji
=
d∑
j=1
(Fˆ−1f ϕˆ)j
∂φˆ
∂Xj
= Fˆ−1f ϕˆ · ∇ˆφˆ
Now the ALE formulation of the equations in the fixed domain Ω0f can be
derived. Considering the divergence term, we use transformation formulas
(2.2) and (3.11) to get
(divvf , ψ
p
f )Ωtf =
∫
Ωtf
divvfψ
p
fdx =
∫
∂Ωtf
vfψ
p
f · nfda−
∫
Ωtf
vf · ∇ψpfdx
=
∫
∂Ω0f
vˆf ψˆ
p
f · Jˆf Fˆ−Tf ·NfdA−
∫
Ω0f
vˆf · Fˆ−Tf ∇ˆψˆpf JˆfdX
=
∫
∂Ω0f
Jˆf Fˆ
−1
f vˆf ψˆ
p
f ·NfdA−
∫
Ω0f
Jˆf Fˆ
−1
f vˆf · ∇ˆψˆpfdX
=
∫
Ω0f
d̂iv(Jˆf Fˆ
−1
f vˆf )ψˆ
p
fdX =
(
d̂iv(Jˆf Fˆ
−1
f vˆf ), ψˆ
p
f
)
Ω0f
The time derivative terms and the convection terms are transformed by using
(2.1), (3.10) and (3.13) and we get
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(ρf
∂vf
∂t
, ψvf )Ωtf = (Jˆf ρˆf
∂vˆf
∂t
, ψˆvf )Ω0f − (Jˆf ρˆf Fˆ−1f
∂uˆf
∂t
· ∇ˆvˆf , ψˆvf )Ω0f
(
∂cf
∂t
, ψcf )Ωtf = (Jˆf
∂cˆf
∂t
, ψˆcf )Ω0f − (Jˆf Fˆ−1f
∂uˆf
∂t
· ∇ˆcˆf , ψˆcf )Ω0f
(ρfvf · ∇vf , ψvf )Ωtf = (Jˆf ρˆf Fˆ−1f vˆf · ∇ˆvˆf , ψˆvf )Ω0f
(vf · ∇cf , ψcf )Ωtf = (Jˆf Fˆ−1f vˆf · ∇ˆcˆf , ψˆcf )Ω0f
The body force term is easily transformed as
(ρff
b
f , ψ
v
f )Ωtf = (Jˆf ρˆf fˆ
b
f , ψˆ
v
f )Ω0f
Finally by using (3.11) and (3.12) the viscous term and the diffusion term
are transformed as
(σf ,∇ψvf )Ωtf = (Jˆf σˆf , ∇ˆψˆvf Fˆ−1f )Ω0f = (Jˆf σˆf Fˆ−Tf , ∇ˆψˆvf )Ω0f
(Df∇cf ,∇ψcf )Ωtf = (JˆfDf Fˆ−Tf ∇ˆcˆf , Fˆ−Tf ∇ˆψˆcf )Ω0f
where the stress tensor σˆf is written as
σˆf = −pˆfI + ρˆfν(∇ˆvˆf Fˆ−1f + Fˆ−Tf ∇ˆvˆTf )
Then the complete ALE formulation in Ω0f is obtained in the following prob-
lem:
Problem 3.2.1 (ALE formulation of the equations in the fixed fluid domain).
In Ω0f , find vˆf ∈ vˆDf +L2[I; Vˆ vf ], pˆf ∈ L2[I; Lˆpf ], and cˆf ∈ cˆDf +L2[I; Vˆ cf ], such
that vˆf |t=0 = vˆ0f , cˆf |t=0 = cˆ0f , and
(Jˆf ρˆf
∂vˆf
∂t
, ψˆvf )Ω0f +
(
Jˆf ρˆf Fˆ
−1
f (vˆf −
∂uˆf
∂t
) · ∇ˆvˆf , ψˆvf
)
Ω0f
+ (Jˆf σˆf Fˆ
−T
f , ∇ˆψˆvf )Ω0f
−(Jˆf ρˆf fˆ bf , ψˆvf )Ω0f + 〈gˆintf , ψˆvf〉Γ01∪Γ02 − 〈gˆoutf , ψˆvf〉Γf,out = 0 ∀ψˆvf ∈ Vˆ vf(
d̂iv(Jˆf Fˆ
−1
f vˆf ), ψˆ
p
f
)
Ω0f
= 0 ∀ψˆpf ∈ Lˆpf(3.16)
(Jˆf
∂cˆf
∂t
, ψˆcf )Ω0f +
(
Jˆf Fˆ
−1
f (vˆf −
∂uˆf
∂t
) · ∇ˆcˆf , ψˆcf
)
Ω0f
+(JˆfDf Fˆ
−T
f ∇ˆcˆf , Fˆ−Tf ∇ˆψˆcf )Ω0f + 〈gˆcf , ψˆcf〉Γ01∪Γ02 = 0 ∀ψˆcf ∈ Vˆ cf
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with the stress tensor
σˆf = −pˆfI + ρˆfν(∇ˆvˆf Fˆ−1f + Fˆ−Tf ∇ˆvˆTf ) in Ω0f (3.17)
the boundary terms
gˆintf = JˆsσˆsFˆ
−T
s ·Ns on Γ01 ∪ Γ02
gˆoutf = Jˆf ρˆfνFˆ
−T
f ∇ˆvˆTf Fˆ−Tf ·Nf on Γf,out (3.18)
gˆcf = ζ(cˆf − cˆs)Jˆf |Fˆ−Tf ·Nf | on Γ01 ∪ Γ02
and the function spaces
Vˆ vf := H
1
0 (Ω
0
f ; Γf,in ∪ Γf,wall)d, Lˆpf := L2(Ω0f )
Vˆ cf := H
1
0 (Ω
0
f ; Γf,in) (3.19)
The boundary terms gˆintf , gˆ
out
f and gˆ
c
f are transformed to the ALE framework
by using transformation formulas (2.24), (2.25) and (3.12), and the variables
with time derivatives in variational formulation (3.16) have more regularities
as
∂vˆf
∂t
∈ L2[I; (Vˆ vf )∗],
∂cˆf
∂t
∈ L2[I; (Vˆ cf )∗]
Since the ALE formulation in Ω0s is in the Lagrangian framework, it is same
as variational formulation (3.5). If we couple (3.5) with (3.16) as the varia-
tional formulation of the whole system, they are both formulated in the ALE
framework. Both the fluid domain Ω0f and the solid one Ω
0
s are fixed, and the
interface Γ01∪Γ02 does not move anymore. So transmission conditions (2.102)
are on a common interface, formulated as
vˆf = vˆs, Jˆf σˆf Fˆ
−T
f ·Nf + JˆsσˆsFˆ−Ts ·Ns = 0
JˆfDf Fˆ
−T
f ∇ˆcˆf Fˆ−Tf ·Nf + JˆsDˆsFˆ−Ts ∇ˆcˆsFˆ−Ts ·Ns = 0 (3.20)
JˆfDf Fˆ
−T
f ∇ˆcˆf Fˆ−Tf ·Nf + ζ(cˆf − cˆs)Jˆf |Fˆ−Tf ·Nf | = 0
In general, the function spaces of the variables in Problem 3.2.1 are not given
as (3.19) but should be defined as
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Vˆ vf := {vˆf (·, t) : Ω0f → Rd|vˆf (·, t) = vf ◦ Aˆ(·, t), vf ∈ V vf , t ∈ I}
Lˆpf := {pˆf (·, t) : Ω0f → Rd|pˆf (·, t) = pf ◦ Aˆ(·, t), pf ∈ Lpf , t ∈ I}
Vˆ cf := {cˆf (·, t) : Ω0f → Rd|cˆf (·, t) = cf ◦ Aˆ(·, t), cf ∈ V cf , t ∈ I}
To let (3.19) be admissible we need more conditions for the regularity of the
ALE mapping [78], which address the following problem:
Problem 3.2.2 (Conditions for the regularity of the ALE mapping). The
ALE mapping Aˆ needs sufficient conditions so that φ ∈ H1(Ωt) if and only
if φˆ = φ ◦ Aˆ ∈ H1(Ω0).
Classical results of function spaces indicate that a sufficient condition of
Problem 3.2.2 is that
Aˆ ∈ C1(Ω0), Aˆ−1 ∈ C1(Ωt)
and
Fˆ = ∇ˆAˆ ∈ L∞(Ω0), F−1 = ∇Aˆ−1 ∈ L∞(Ωt)
In fact, this requirement is too restrictive and the ALE mapping is not nec-
essarily in C1(Ω0), because a finite element space discretization is used to
reconstruct the ALE mapping [19;39]. So it is possible to relax the above re-
quirements by the following lemmas:
Lemma 3.2.2 (Spatial regularity of the ALE mapping). Let Ω0 be a bounded
domain with Lipschitz continuous boundary and let Aˆ be invertible in Ω0 and
satisfy the following conditions for each t ∈ I:
• Ωt is bounded and ∂Ωt is Lipschitz continuous.
• Aˆ ∈ W 1,∞(Ω0) and Aˆ−1 ∈ W 1,∞(Ωt)
Then φ ∈ H1(Ωt) if and only if φˆ = φ ◦ Aˆ ∈ H1(Ω0). Moreover, the norm
‖ · ‖H1(Ω0) is equivalent to ‖ · ‖H1(Ωt).
Proof. The proof of this lemma is given in literatures [19;39].
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Lemma 3.2.3 (Temporal regularity of the ALE mapping). Let us assume
that Aˆ(X, t) ∈ H1[I;W 1,∞(Ω0)]. If φˆ ∈ H1[I;H1(Ω0)], then φ = φˆ ◦ Aˆ−1 ∈
H1[I;H1(Ωt)] and the ALE time-derivative of φ has the regularity result as
∂
∂t
|Aˆφ :=
∂φ
∂t
+ w · ∇φ ∈ L2[I;H1(Ωt)]
with the domain velocity defined as w(x, t) = wˆ(Aˆ−1(x, t), t) and
wˆ(X, t) :=
∂Aˆ
∂t
(X, t), X ∈ Ω0, t ∈ I
Proof. The proof of this lemma is given in literatures [19;39].
Here we simply assume that the required regularity of the ALE mapping in
the above two lemmas are given, and then the definition of function spaces
in (3.19) is admissible for the ALE formulation (3.16).
3.2.2 Construction of the ALE mapping
In this section, we focus our attention on the construction of the ALE map-
ping in the fluid domain Ω0f , which is obtained in terms of the displacement
variable uˆf , and should have the following properties
[53]:
1. The mapping Aˆ must be bijective and has the inverse mapping Aˆ−1.
2. The displacement of the fluid domain should follow the motion of the
interface, which means the transmission condition
uˆf = uˆs, on Γ
0
1 ∪ Γ02
3. The transformation should be orientation preserving, which means the
determinant of the deformation gradient
Jˆf = detFˆf > 0
or most preferable Jˆf ∼ 1.
In the fluid domain Ω0f , the construction of the ALE mapping is arbitrary
and it is described by means of an artificial partial differential equation to
be solved:
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L(uˆf ) = 0 in Ω0f , uˆf = uˆs on Γ01 ∪ Γ02, uˆf = 0 on ∂Ω0f/(Γ01 ∪ Γ02) (3.21)
From this equation we produce a smooth evolution of the fluid mesh, and the
ALE mapping is given as a new variable in the whole system. The differential
operator L should be defined in such a way that the solution uˆf is as smooth
as possible. In the following, we will discuss three possible partial differential
equations with the style of (3.21).
The harmonic model
The first simple model is to consider the Laplace equation to get a harmonic
extension of uˆs to uˆf in the fluid domain. The general formulation is written
as
d̂iv(αu∇ˆuˆf ) = 0 in Ω0f , uˆf = uˆs on Γ01 ∪ Γ02,
uˆf = 0 on ∂Ω
0
f/(Γ
0
1 ∪ Γ02) (3.22)
Here the extension parameter αu is chosen in such a way that a good flu-
id mesh quality is guaranteed. In our model, the interface is under a large
deformation because of plaque formation and growth, so the fluid mesh n-
ear Γ01 ∪ Γ02 is easy to get broken if the deformation is at a critical value.
One simple way to solve this problem is to divide the parameter αu by the
determinant of the ALE mapping [6;65;72], then the parameter is given as
αu = α
0
u/Jˆf (3.23)
This choice will avoid the mesh distortion in the vicinity of Γ01 ∪ Γ02, because
Jˆf → 0 near Γ01 ∪ Γ02 if the deformation increases for plaque growth. With
the definition (3.23) of the parameter, αu  0 near Γ01 ∪Γ02, so the quality of
the fluid mesh is maintained.
Specifically, we assume that the computational domain Figure 2.1 is in two-
dimensional space. The inlet and outlet boundaries Γf,in and Γf,out is assumed
to be parallel to the y-axis, and the boundary Γf,wall is assumed to be parallel
to the x-axis. We write the components of uˆf in x- and y-directions as
uˆf = (uˆ
(x)
f , uˆ
(y)
f )
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Then the boundary conditions for equations (3.22) can also be given as
uˆ
(x)
f = ∇ˆuˆ(y)f ·Nf = 0 on Γf,in ∪ Γf,out
uˆ
(y)
f = ∇ˆuˆ(x)f ·Nf = 0 on Γf,wall (3.24)
which implies that the mesh is left free to move in the tangential direction
of the boundary ∂Ω0f/(Γ
0
1 ∪ Γ02). This effect can reduce mesh cell distor-
tion because only the component of uˆf in the perpendicular direction of the
boundary is constrained to zero [78;79].
The biharmonic model
Another model for large deformation is to use the biharmonic equation, in
which an artificial parameter αu is also used to control the mesh motion as
before. This equation is written as
ηˆf = −∆ˆuˆf and − αu∆ˆηˆf = 0 in Ω0f
−αu∆ˆηˆs = 0 in Ω0s (3.25)
with the boundary conditions
uˆf = ηˆf = 0 on ∂Ω
0
f/(Γ
0
1 ∪ Γ02) (3.26)
uˆf = uˆs and ηˆf = ηˆs on Γ
0
1 ∪ Γ02 (3.27)
Similarly, if we consider the same case as boundary conditions (3.24), equa-
tions (3.25) can also have the boundary condition as
uˆ
(x)
f = ∇ˆuˆ(y)f ·Nf = 0 and ηˆ(x)f = ∇ˆηˆ(y)f ·Nf = 0 on Γf,in ∪ Γf,out
uˆ
(y)
f = ∇ˆuˆ(x)f ·Nf = 0 and ηˆ(y)f = ∇ˆηˆ(x)f ·Nf = 0 on Γf,wall (3.28)
Additionally, the biharmonic model does not require a careful choice of the
parameter αu, so we simply choose a small constant αu > 0 as the parame-
ter [78].
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The linear elastic model
The third model to define the ALE mapping is the linear elastic equation,
based on the conservation equations of momentum in a steady state. The
equations and boundary conditions are written as
d̂iv(σˆmesh) = 0 in Ω
0
f , uˆf = uˆs on Γ
0
1 ∪ Γ02,
uˆf = 0 on ∂Ω
0
f/(Γ
0
1 ∪ Γ02) (3.29)
where σˆmesh is formally equivalent to the constitutive equations of STVK
material [78;79], given by
σˆmesh := αλ(trˆ)I + 2αµˆ (3.30)
The parameters αλ and αµ are determined by the Poisson ratio and the Young
modulus in elastic materials [9;78;79], and the tensor ˆ = 1
2
(∇ˆuˆf + ∇ˆuˆTf ) is the
linearized version of the strain tensor. To preserve the fluid mesh quality
under a large deformation, the elastic coefficients can also be divided by the
determinant of the ALE mapping [6;65;72]. And a negative Poisson ration is
used, such that compression to the fluid mesh will lead to compression in the
perpendicular direction, which is also a useful property for the evolution of
the fluid mesh [53;78].
3.2.3 Final ALE formulation
In this section we can finally state the variational formulation of the whole
system in the ALE framework. Typically, the variational form in the solid
domain is formulated in the Lagrangian framework, and the form in the fluid
domain is formulated in the ALE framework. All the equations of the whole
system are rewritten in the fixed domain Ω0f or Ω
0
s with the fixed interface
Γ01 ∪Γ02. As we introduce in the last section, there are different forms for the
definition of the displacement uˆf , which obtains the construction of the ALE
mapping. Here we consider harmonic extension from (3.22) and (3.23), and
obtain its variational formulation as
(αu∇ˆuˆf , ∇ˆψˆuf )Ω0f = 0 ∀ψˆuf ∈ Vˆ uf := H10 (Ω0f )d (3.31)
For the definition of the velocity, displacement and pressure, we search for
the variables vˆ, uˆ and pˆ, such that their local quantities satisfy
72
3.2. VARIATIONAL FORMULATION IN THE ALE FRAMEWORK
vˆ|Ω0f = vˆf , vˆ|Ω0s = vˆs, uˆ|Ω0f = uˆf , uˆ|Ω0s = uˆs, pˆ|Ω0f = pˆf , pˆ|Ω0s = pˆs
The continuity conditions vˆf = vˆs and uˆf = uˆs on Γ
0
1∪Γ02 should be included
in the definition of the function spaces of vˆ and uˆ. However the definition
of vˆ is not well-posed, as vˆs ∈ L2[I; Lˆvs ] does not have a regular H
1
2 trace as
vˆf ∈ vˆDf +L2[I; Vˆ vf ] has on Γ01∪Γ02 [32;55]. To guarantee the required regularity
we need to add a damping term [55;78] and in the following we assume that
vˆs ∈ L2[I; Vˆ vs ]. Then the velocity vˆ ∈ vˆD +L2[I; Vˆ v] can be constructed, and
Vˆ v := H10 (Ω
0
f ∪ Ω0s; ∂Ω0f/Γf,out)d. Similarly the test functions ψˆvf ∈ Vˆ vf and
ψˆvs ∈ Vˆ vs can also be coupled as one function ψˆv ∈ Vˆ v, such that
ψˆv|Ω0f = ψˆvf , ψˆv|Ω0s = ψˆvs
Considering the harmonic extension for defining uˆf in (3.31), both uˆf ∈ Vˆ uf
and uˆs ∈ Vˆ us are given with at least H1-regularity [55] and we define the
coupled variable uˆ as
uˆ ∈ L2[I; Vˆ u], Vˆ u := H10 (Ω0f ∪ Ω0s)d
With the definition of uˆ we can also construct the ALE mapping Aˆ as
Aˆ(X, t) = X + uˆ(X, t), X ∈ Ω0f ∪ Ω0s, t ∈ I (3.32)
and further define its gradient and determinant as
Fˆ = ∇ˆAˆ = I + ∇ˆuˆ, Jˆ = detFˆ
which satisfies
Fˆ |Ω0f = Fˆf , Fˆ |Ω0s = Fˆs, Jˆ |Ω0f = Jˆf , Jˆ |Ω0s = Jˆs
For the variable of pressure, pˆ ∈ L2[I; Lˆp] can be easily defined since pˆf ∈
L2[I; Lˆpf ] and pˆs ∈ L2[I; Lˆps]. Combine variational formulations (3.5) and
(3.16) with harmonic extension form (3.31), we can finally obtain the ALE
formulation of the whole system as follows:
73
CHAPTER 3. VARIATIONAL FORMULATION
Problem 3.2.3 (ALE formulation of the whole system). In Ω0f∪Ω0s, find vˆ ∈
vˆD+L2[I; Vˆ v], uˆ ∈ L2[I; Vˆ u], pˆ ∈ L2[I; Lˆp], gˆs ∈ L2[I; Lˆgs], cˆf ∈ cˆDf +L2[I; Vˆ cf ],
cˆs ∈ L2[I; Vˆ cs ], and cˆ∗s ∈ L2[I; Lˆc∗s ], such that vˆ|Ω0f ,t=0 = vˆ0f , cˆf |t=0 = cˆ0f ,
vˆ|Ω0s,t=0 = 0, uˆ|Ω0s,t=0 = 0, gˆs|t=0 = 1, cˆs|t=0 = 0, cˆ∗s|t=0 = 0, and
(Jˆ ρˆf
∂vˆ
∂t
, ψˆv)Ω0f +
(
Jˆ ρˆf Fˆ
−1(vˆ − ∂uˆ
∂t
) · ∇ˆvˆ, ψˆv)
Ω0f
+ (Jˆ ρˆs
∂vˆ
∂t
, ψˆv)Ω0s
(Jˆ σˆf Fˆ
−T , ∇ˆψˆv)Ω0f + (Jˆ σˆsFˆ−T , ∇ˆψˆv)Ω0s − 〈gˆoutf , ψˆv〉Γf,out
−(Jˆ ρˆf fˆ bf , ψˆv)Ω0f − (Jˆ ρˆsfˆ bs , ψˆv)Ω0s = 0 ∀ψˆv ∈ Vˆ v
(αu∇ˆuˆ, ∇ˆψˆuf )Ω0f = 0 ∀ψˆuf ∈ Vˆ uf
(
∂uˆ
∂t
− vˆ, ψˆus )Ω0s = 0 ∀ψˆus ∈ Lˆus(
d̂iv(Jˆ Fˆ−1vˆ), ψˆpf
)
Ω0f
= 0 ∀ψˆpf ∈ Lˆpf
(Jˆes − 1, ψˆps)Ω0s = 0 ∀ψˆps ∈ Lˆps (3.33)
(dρˆs
∂gˆs
∂t
, ψˆgs)Ω0s − (fˆ gs gˆs, ψˆgs)Ω0s = 0 ∀ψˆgs ∈ Lˆgs
(Jˆ
∂cˆf
∂t
, ψˆcf )Ω0f +
(
Jˆ Fˆ−1(vˆ − ∂uˆ
∂t
) · ∇ˆcˆf , ψˆcf
)
Ω0f
+(JˆDf Fˆ
−T ∇ˆcˆf , Fˆ−T ∇ˆψˆcf )Ω0f + 〈gˆcf , ψˆcf〉Γ01∪Γ02 = 0 ∀ψˆcf ∈ Vˆ cf
(
∂
∂t
(Jˆ cˆs), ψˆ
c
s)Ω0s + (JˆDˆsFˆ
−T ∇ˆcˆs, Fˆ−T ∇ˆψˆcs)Ω0s
+(Jˆ fˆ rs , ψˆ
c
s)Ω0s + 〈gˆcs, ψˆcs〉Γ01∪Γ02 = 0 ∀ψˆcs ∈ Vˆ cs
(
∂
∂t
(Jˆ cˆ∗s), ψˆ
c∗
s )Ω0s − (Jˆ fˆ rs , ψˆc∗s )Ω0s = 0 ∀ψˆc∗s ∈ Lˆc∗s
with the stress tensor
σˆf = −pˆI + ρˆfν(∇ˆvˆFˆ−1 + Fˆ−T ∇ˆvˆT ) in Ω0f
σˆs =
{
−pˆI + µˆs(Fˆ es Fˆ eTs − I) (INH)
−pˆI + 2Cˆ1Fˆ es Fˆ eTs − 2Cˆ2Fˆ e−Ts Fˆ e−1s (IMR)
in Ω0s (3.34)
Fˆ es = Fˆ Gˆ
−1
s =
1
gˆs
Fˆ in Ω0s
the growth and reaction functions
fˆ gs = γfˆ
r
s , fˆ
r
s = βcˆs in Ω
0
s (3.35)
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the boundary terms
gˆoutf = Jˆ ρˆfνFˆ
−T ∇ˆvˆT Fˆ−T ·Nf on Γf,out (3.36)
gˆcf = ζ(cˆf − cˆs)Jˆ |Fˆ−T ·Nf | on Γ01 ∪ Γ02 (3.37)
gˆcs = ζ(cˆs − cˆf )Jˆ |Fˆ−T ·Ns| on Γ01 ∪ Γ02 (3.38)
and the function spaces
Vˆ v := H10 (Ω
0
f ∪ Ω0s; ∂Ω0f/Γf,out)d, Lˆp := L2(Ω0f ∪ Ω0s)
Vˆ u := H10 (Ω
0
f ∪ Ω0s)d, Vˆ cf := H10 (Ω0f ; Γf,in)
Vˆ cs := H
1(Ω0s), Lˆ
p
f := L
2(Ω0f ) (3.39)
Lˆps = Lˆ
g
s = Lˆ
c∗
s := L
2(Ω0s), Lˆ
u
s := L
2(Ω0s)
d
Vˆ uf := H
1
0 (Ω
0
f )
d,
For transmission conditions (2.91) the boundary terms of the stress tensors
σˆf and σˆs vanish as
〈Jˆf σˆf Fˆ−Tf ·Nf , ψˆv〉Γ01∪Γ02 + 〈JˆsσˆsFˆ−Ts ·Ns, ψˆv〉Γ01∪Γ02 = 0 ∀ψˆv ∈ Vˆ v (3.40)
And similarly the variables with time derivatives in variational formulation
(3.33) have more regularities as they have in Problem 3.1.2 and Problem
3.2.1.
Remark 3.2.1 (ALE formulation of the whole system with the biharmonic
mesh model). To maintain the quality of the fluid mesh in a better way, we
can also use biharmonic extension for uˆf and obtain the ALE formulation of
the whole system with the biharmonic mesh model. An artificial variable ηˆ
is defined by equations (3.25) in Ω0f and by harmonic extension in Ω
0
s, and
the ALE formulation is
(Jˆ ρˆf
∂vˆ
∂t
, ψˆv)Ω0f +
(
Jˆ ρˆf Fˆ
−1(vˆ − ∂uˆ
∂t
) · ∇ˆvˆ, ψˆv)
Ω0f
+ (Jˆ ρˆs
∂vˆ
∂t
, ψˆv)Ω0s
(Jˆ σˆf Fˆ
−T , ∇ˆψˆv)Ω0f + (Jˆ σˆsFˆ−T , ∇ˆψˆv)Ω0s − 〈gˆoutf , ψˆv〉Γf,out
−(Jˆ ρˆf fˆ bf , ψˆv)Ω0f − (Jˆ ρˆsfˆ bs , ψˆv)Ω0s = 0 ∀ψˆv ∈ Vˆ v
75
CHAPTER 3. VARIATIONAL FORMULATION
(αu∇ˆηˆ, ∇ˆψˆuf )Ω0f = 0 ∀ψˆuf ∈ Vˆ uf
(
∂uˆ
∂t
− vˆ, ψˆus )Ω0s = 0 ∀ψˆus ∈ Lˆus
−(ηˆ, ψˆηf )Ω0f + (∇ˆuˆ, ∇ˆψˆ
η
f )Ω0f = 0 ∀ψˆ
η
f ∈ Vˆ ηf
(αη∇ˆηˆ, ∇ˆψˆηs )Ω0s = 0 ∀ψˆηs ∈ Vˆ ηs(
d̂iv(Jˆ Fˆ−1vˆ), ψˆpf
)
Ω0f
= 0 ∀ψˆpf ∈ Lˆpf
(Jˆes − 1, ψˆps)Ω0s = 0 ∀ψˆps ∈ Lˆps (3.41)
(dρˆs
∂gˆs
∂t
, ψˆgs)Ω0s − (fˆ gs gˆs, ψˆgs)Ω0s = 0 ∀ψˆgs ∈ Lˆgs
(Jˆ
∂cˆf
∂t
, ψˆcf )Ω0f +
(
Jˆ Fˆ−1(vˆ − ∂uˆ
∂t
) · ∇ˆcˆf , ψˆff
)
Ω0f
+(JˆDf Fˆ
−T ∇ˆcˆf , Fˆ−T ∇ˆψˆcf )Ω0f + 〈gˆcf , ψˆcf〉Γ01∪Γ02 = 0 ∀ψˆcf ∈ Vˆ cf
(
∂
∂t
(Jˆ cˆs), ψˆ
c
s)Ω0s + (JˆDˆsFˆ
−T ∇ˆcˆs, Fˆ−T ∇ˆψˆcs)Ω0s
+(Jˆ fˆ rs , ψˆ
c
s)Ω0s + 〈gˆcs, ψˆcs〉Γ01∪Γ02 = 0 ∀ψˆcs ∈ Vˆ cs
(
∂
∂t
(Jˆ cˆ∗s), ψˆ
c∗
s )Ω0s − (Jˆ fˆ rs , ψˆc∗s )Ω0s = 0 ∀ψˆc∗s ∈ Lˆc∗s
with the function space of ηˆ defined as
Vˆ ηf := H
1
0 (Ω
0
f )
d, Vˆ ηs := H
1
0 (Ω
0
s)
d (3.42)
Here we highlight the variational formulations of biharmonic extension in
(3.41) to show its difference from (3.33). Numerical simulations will also be
performed with this formulation in the next chapter, and the results show
that the maintenance of fluid mesh quality is much better in biharmonic
extension than in harmonic one.
3.3 Theoretical results
In this section, we investigate the priori energy estimate to get the first step
for approaching the existence of the solution of our model, and state a review
of theoretical results from literatures which is related to our model (2.97) and
(2.104).
Energy estimate of the model
First we write equations (2.97) in Ωtf in another form as
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ρf
∂vf
∂t
+ ρfvf · ∇vf − divσf = ρff bf
divvf = 0 (3.43)
∂cf
∂t
+ vf · ∇cf −Df4cf = 0
with the stress tensor
σf = −pfI + ρfν(∇vf +∇vTf ) (3.44)
Equations (2.104) in Ω0s are not changed and the related functions are written
as
fˆ gs = γfˆ
r
s , fˆ
r
s = βcˆs
σˆs =
{
−pˆsI + µˆs(Fˆ es Fˆ eTs − I) (INH)
−pˆsI + 2Cˆ1Fˆ es Fˆ eTs − 2Cˆ2Fˆ e−Ts Fˆ e−1s (IMR)
(3.45)
Fˆ es = FˆsGˆ
−1
s =
1
gˆs
Fˆs
The energy estimate of equations (2.104) and (3.43) can be derived by follow-
ing the energy estimate of general fluid-structure interaction problem coupled
with convection-diffusion equations [18;32;38;48;78]. Here we set that all the co-
efficients in (3.45) are constant for simplicity. Since the deformation gradient
Jˆs = Jˆ
e
s Jˆ
g
s = Jˆ
g
s is equal to gˆ
d
s , the equation for the metric of growth (2.48)
can be written as
∂Jˆs
∂t
=
fˆ gs
ρˆs
Jˆs
which will not be in the energy inequality but will be used in its derivation.
To prove this argument we start with equations (2.104). Multiplying the
conservation equations of momentum with vˆs and integrating over Ω
0
s, we
obtain the formulations as
(Jˆsρˆs
∂vˆs
∂t
, vˆs)Ω0s − (d̂iv(JˆsσˆsFˆ−Ts ), vˆs)Ω0s = (Jˆsρˆsfˆ bs , vˆs)Ω0s (3.46)
The first term can be written as
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(Jˆsρˆs
∂vˆs
∂t
, vˆs)Ω0s =
ρˆs
2
∫
Ω0s
Jˆs
∂
∂t
|vˆs|2dX = ρˆs
2
∂
∂t
∫
Ω0s
Jˆs|vˆs|2dX
−1
2
∫
Ω0s
Jˆsfˆ
g
s |vˆs|2dX =
ρs
2
∂
∂t
∫
Ωts
|vs|2dx− 1
2
∫
Ωts
f gs |vs|2dx (3.47)
=
ρs
2
∂
∂t
‖vs‖2Ωts −
1
2
∫
Ωts
f gs |vs|2dx
and using integration by parts, the second term is treated as
−(d̂iv(JˆsσˆsFˆ−Ts ), vˆs)Ω0s = (JˆsσˆsFˆ−Ts , ∇ˆvˆs)Ω0s − 〈JˆsσˆsFˆ−Ts ·Ns, vˆs〉Γ01∪Γ02(3.48)
where the boundary conditions of vˆs in (2.101) is used. To treat the Cauchy
stress tensor term (JˆsσˆsFˆ
−T
s ) : ∇ˆvˆs, we use the second Piola-Kirchhoff stress
tensor Sˆs = Fˆ
e−1
s σˆsFˆ
e−T
s and the Green-Lagrange tensor Es which is defined
as
Es =
1
2
(F eTs F
e
s − I)
In the hyperelastic material with the property of objectivity, the stored en-
ergy function Ψ can be expressed by Es
[9;25], and Sˆs has the relation with Eˆs
as
Sˆs =
∂Ψˆ
∂Eˆs
(Eˆs)
Since
JˆsσˆsFˆ
−T
s = gˆ
d
s σˆsFˆ
e−T
s
1
gˆs
= gˆd−1s σˆsFˆ
e−T
s = gˆ
d−1
s Fˆ
e
s Sˆs
By applying some theories of tensor analysis [9;25], we have
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(JˆsσˆsFˆ
−T
s ) : ∇ˆvˆs = gˆd−1s (Fˆ es Sˆs) : ∇ˆ
∂uˆs
∂t
= gˆd−1s (Fˆ
e
s Sˆs) :
∂
∂t
(∇ˆuˆs)
= gˆd−1s (Fˆ
e
s Sˆs) :
∂
∂t
(∇ˆuˆs + I) = gˆd−1s (Fˆ es Sˆs) :
∂Fˆs
∂t
= gˆd−1s (Fˆ
e
s Sˆs) :
∂
∂t
(gˆsFˆ
e
s ) = gˆ
d
s (Fˆ
e
s Sˆs) :
∂Fˆ es
∂t
+ gˆd−1s (Fˆ
e
s Sˆs) : (
∂gˆs
∂t
Fˆ es )
= gˆds Sˆs : Fˆ
eT
s
∂Fˆ es
∂t
+ gˆd−1s
∂gˆs
∂t
tr(Fˆ es SˆsFˆ
eT
s ) = gˆ
d
s Sˆs :
∂Eˆs
∂t
+
gˆds fˆ
g
s
dρˆs
tr(σˆs)
= gˆds
∂Ψˆ
∂Eˆs
:
∂Eˆs
∂t
+
gˆds fˆ
g
s
dρˆs
tr(σˆs) = Jˆs
∂Ψˆ
∂t
(Eˆs) +
Jˆsfˆ
g
s
dρˆs
tr(σˆs)
Combine the above relation with (3.48) and we get
− (d̂iv(JˆsσˆsFˆ−Ts ), vˆs)Ω0s =
∫
Ω0s
Jˆs
∂Ψˆ
∂t
(Eˆs)dX +
∫
Ω0s
Jˆsfˆ
g
s
dρˆs
tr(σˆs)dX
− 〈JˆsσˆsFˆ−Ts ·Ns, vˆs〉Γ01∪Γ02 =
∂
∂t
∫
Ω0s
JˆsΨˆ(Eˆs)dX −
∫
Ω0s
Jˆsfˆ
g
s
ρˆs
Ψˆ(Eˆs)dX
+
∫
Ω0s
Jˆsfˆ
g
s
dρˆs
tr(σˆs)dX − 〈JˆsσˆsFˆ−Ts ·Ns, vˆs〉Γ01∪Γ02 =
∂
∂t
∫
Ωts
Ψ(Es)dx
−
∫
Ωts
f gs
ρs
Ψ(Es)dx +
∫
Ωts
f gs
dρs
tr(σs)dx − 〈σs · ns, vs〉Γt1∪Γt2
and (3.46) is finally written as
ρs
2
∂
∂t
‖vs‖2Ωts +
∂
∂t
∫
Ω0s
Ψˆ(Eˆs)dX − 1
2
∫
Ωts
f gs |vs|2dx −
∫
Ωts
f gs
ρs
Ψ(Es)dx
+
∫
Ωts
f gs
dρs
tr(σs)dx = 〈σs · ns, vs〉Γt1∪Γt2 + (ρsf bs , vs)Ωts (3.49)
Similarly by multiplying the equation for cˆs with cˆs and integrating over Ω
0
s
by parts, we have
(
∂
∂t
(Jˆscˆs), cˆs)Ω0s + (JˆsDˆsFˆ
−T
s ∇ˆcˆs, Fˆ−Ts ∇ˆcˆs)Ω0s + (Jˆsβcˆs, cˆs)Ω0s
= 〈JˆsDˆsFˆ−Ts ∇ˆcˆsFˆ−Ts ·Ns, cˆs〉Γ01∪Γ02 (3.50)
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The first term can also be written like (3.47) as
(
∂
∂t
(Jˆscˆs), cˆs)Ω0s =
1
2
∂
∂t
∫
Ω0s
Jˆscˆ
2
sdX +
1
2
∂
∂t
∫
Ω0s
Jˆsfˆ
g
s
ρˆs
cˆ2sdX
=
1
2
∂
∂t
‖cs‖2Ωts +
1
2
∂
∂t
∫
Ωts
f gs
ρs
c2sdx (3.51)
For the definition of the diffusion coefficient Ds in (2.82), Ds,h ≤ Dˆs ≤ Ds,d.
Then by applying the formulas in Lemma 2.3.1 and Lemma 2.6.1, we obtain
the second term and the boundary term as
(JˆsDˆsFˆ
−T
s ∇ˆcˆs, Fˆ−Ts ∇ˆcˆs)Ω0s = (Ds∇cs,∇cs)Ωts ≥ Ds,h‖∇cs‖2Ωts
〈JˆsDˆsFˆ−Ts ∇ˆcˆsFˆ−Ts ·Ns, cˆs〉Γ01∪Γ02 = 〈Ds∇cs · ns, cs〉Γt1∪Γt2 (3.52)
Summarizing the above formulas and due to transmission conditions (2.102)
we can write (3.50) as
1
2
∂
∂t
‖cs‖2Ωts +
1
2
∫
Ωts
f gs
ρs
c2sdx + Ds,h‖∇cs‖2Ωts
+ β‖cs‖2Ωts − 〈ζ(cf − cs), cs〉Γt1∪Γt2 ≤ 0 (3.53)
By multiplying the equation for cˆ∗s with cˆ
∗
s and integrating over Ω
0
s by parts,
we can get the similar results as (3.53):
1
2
∂
∂t
‖c∗s‖2Ωts +
1
2
∫
Ωts
f gs
ρs
(c∗s)
2dx− β(cs, c∗s)Ωts = 0 (3.54)
We continue with equations (3.43) by multiplying the Navier-Stokes equa-
tions with vf and the convection-diffusion equation with cf . After integrating
over Ωtf by parts, we have
(ρf
∂vf
∂t
, vf )Ωtf + (ρfvf · ∇vf , vf )Ωtf + (σf ,∇vf )Ωtf
= 〈σf · nf , vf〉Γt1∪Γt2∪Γf,in∪Γf,out + (ρff bf , vf )Ωtf (3.55)
(
∂cf
∂t
, cf )Ωtf + (vf · ∇cf , cf )Ωtf + (Df∇cf ,∇cf )Ωtf
= 〈Df∇cf · nf , cf〉Γt1∪Γt2∪Γf,in (3.56)
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Here we get the boundary terms because of boundary conditions (2.100).
With the help of Reynolds transport theorem (2.4), the time derivative terms
of (3.55) and (3.56) are written as
(ρf
∂vf
∂t
, vf )Ωtf =
ρf
2
d
dt
‖vf‖2Ωtf −
ρf
2
∫
Γt1∪Γt2
|vf |2vf · nfda (3.57)
(
∂cf
∂t
, cf )Ωtf =
1
2
d
dt
‖cf‖2Ωtf −
1
2
∫
Γt1∪Γt2
|cf |2vf · nfda (3.58)
Regarding the convection terms, we use integration by parts and get
(ρfvf · ∇vf , vf )Ωtf = −
ρf
2
∫
Ωtf
|vf |2divvfdx + ρf
2
∫
Γt1∪Γt2∪Γf,in∪Γf,out
|vf |2vf · nfda
=
ρf
2
∫
Γt1∪Γt2∪Γf,in∪Γf,out
|vf |2vf · nfda (3.59)
(vf · ∇cf , cf )Ωtf = −
1
2
∫
Ωtf
|cf |2divvfdx + 1
2
∫
Γt1∪Γt2∪Γf,in∪Γf,out
|cf |2vf · nfda
=
1
2
∫
Γt1∪Γt2∪Γf,in∪Γf,out
|cf |2vf · nfda (3.60)
The diffusion and boundary terms of cf are easily obtained as
(Df∇cf ,∇cf )Ωtf = Df‖∇cf‖2Ωtf (3.61)
〈Df∇cf · nf , cf〉Γt1∪Γt2∪Γf,in = 〈Df∇cf · nf , cf〉Γf,in − 〈ζ(cf − cs), cf〉Γt1∪Γt2
Finally we treat the Cauchy stress tensor term with the help of the strain
rate tensor D(vf ) defined in Remark 2.4.1. For the symmetry of D(vf ) we
have
(σf ,∇vf )Ωtf = (−pf , divvf )Ωtf + 2ρfν(D(vf ),∇vf )Ωtf
= 2ρfν(D(vf ), D(vf ))Ωtf = 2ρfν‖D(vf )‖2Ωtf (3.62)
So (3.55) and (3.56) can be written as
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ρf
2
d
dt
‖vf‖2Ωtf + 2ρfν‖D(vf )‖
2
Ωtf
+
ρf
2
∫
Γf,in∪Γf,out
|vf |2vf · nfda
= 〈σf · nf , vf〉Γt1∪Γt2∪Γf,in∪Γf,out + (ρff bf , vf )Ωtf (3.63)
1
2
d
dt
‖cf‖2Ωtf + Df‖∇cf‖
2
Ωtf
+
1
2
∫
Γf,in∪Γf,out
|cf |2vf · nfda
= 〈Df∇cf · nf , cf〉Γf,in − 〈ζ(cf − cs), cf〉Γt1∪Γt2 (3.64)
Now we define the energy of equations (2.104) and (3.43) as
E(t) =
ρs
2
‖vs‖2Ωts +
1
2
‖cs‖2Ωts +
1
2
‖c∗s‖2Ωts +
ρf
2
‖vf‖2Ωtf +
1
2
‖cf‖2Ωtf +
∫
Ωts
Ψ(Es)dx
+
∫ t
0
(
Ds,h‖∇cs(τ)‖2Ωτs + 2ρfν‖D(vf )(τ)‖2Ωτf +Df‖∇cf (τ)‖
2
Ωτf
)
dτ
Summarizing (3.49), (3.53), (3.54), (3.63) and (3.64), we finally get
d
dt
E(t) − 1
2
∫
Ωts
f gs |vs|2dx −
∫
Ωts
f gs
ρs
Ψ(Es)dx +
∫
Ωts
f gs
dρs
tr(σs)dx
+
1
2
∫
Ωts
f gs
ρs
c2sdx +
1
2
∫
Ωts
f gs
ρs
(c∗s)
2dx + β‖cs‖2Ωts + ζ‖cf − cs‖2Γt1∪Γt2
+
ρf
2
∫
Γf,in∪Γf,out
|vf |2vf · nfda + 1
2
∫
Γf,in∪Γf,out
|cf |2vf · nfda (3.65)
≤ 〈σf · nf , vf〉Γf,in∪Γf,out + 〈Df∇cf · nf , cf〉Γf,in
+ (ρsf
b
s , vs)Ωts + (ρff
b
f , vf )Ωtf + β(cs, c
∗
s)Ωts
The boundary terms of the stress tensors σs and σf on the interface vanish
because of the transmission conditions as follows:
〈σs · ns, vs〉Γt1∪Γt2 + 〈σf · nf , vf〉Γt1∪Γt2 = 0
If we assume that the reaction coefficient β = 0, both the growth function
f gs and the reaction function f
r
s are equal to 0. Then in (3.65) some terms
will vanish and we can simplify it as
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d
dt
E(t) + ζ‖cf − cs‖2Γt1∪Γt2 +
ρf
2
∫
Γf,in∪Γf,out
|vf |2vf · nfda
+
1
2
∫
Γf,in∪Γf,out
|cf |2vf · nfda ≤ 〈σf · nf , vf〉Γf,in∪Γf,out (3.66)
+ 〈Df∇cf · nf , cf〉Γf,in + (ρsf bs , vs)Ωts + (ρff bf , vf )Ωtf
If we assume that vf and cf have homogeneous Dirichlet boundary conditions,
i.e. vf = cf = 0 on all outer boundaries, the boundary terms in (3.66) will
be 0, and the energy estimate will hold in the following theorem:
Theorem 3.3.1 (Energy inequality and energy decay property). Let equa-
tions (2.104) and (3.43) have homogeneous Dirichlet boundary conditions
vf = cf = 0 on ∂Ω
t
f/(Γ
t
1 ∪ Γt2), and assume the reaction coefficient β = 0.
Then the following energy inequality holds:
E(t) +
∫ t
0
ζ‖cf (τ)− cs(τ)‖2Γτ1∪Γτ2dτ
≤
[
E(0) +
∫ t
0
(ρs
2
‖f bs (τ)‖2Ωτs +
ρf
2
‖f bf (τ)‖2Ωτf
)
dτ
]
et (3.67)
Further, if f bs = 0 in Ω
t
s and f
b
f = 0 in Ω
t
f , the following energy decay property
is obtained:
E(t) ≤ E(0) −
∫ t
0
ζ‖cf (τ)− cs(τ)‖2Γτ1∪Γτ2dτ (3.68)
Proof. For homogeneous Dirichlet boundary conditions, all the boundary
terms in (3.66) vanish, and by using Young’s inequality we have
d
dt
E(t) + ζ‖cf − cs‖2Γt1∪Γt2 ≤ (ρˆsfˆ
b
s , vˆs)Ω0s + (ρff
b
f , vf )Ωtf
≤ ρs
2
‖f bs‖2Ωts +
ρf
2
‖f bf‖2Ωtf + E(t) (3.69)
By integrating between 0 and t we get
E(t) +
∫ t
0
ζ‖cf (τ)− cs(τ)‖2Γτ1∪Γτ2dτ (3.70)
≤ E(0) +
∫ t
0
(ρs
2
‖f bs (τ)‖2Ωτs +
ρf
2
‖f bf (τ)‖2Ωτf
)
dτ +
∫ t
0
E(τ)dτ
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and by applying Gronwall inequality [45] we obtain the energy inequality
(3.67). If the body forces f bs and f
b
f are equal to 0, the right side of the
formula (3.66) is zero, and the energy decay property (3.68) is easy to be
derived.
Compared to the energy estimate of the simplified model (3.66), the energy
estimate of our model (2.97) and (2.104) is not so easy to be derived as in
Theorem 3.3.1. In this case the growth and reaction functions are not zero,
so the whole system will be much more complicated and highly nonlinear.
In the final formula (3.65) there are many noncontrollable terms with the
growth function f gs . The positivity and limit of these terms are not identi-
fied, and the energy decay property does not exist without enough artificial
conditions. So theoretically the existence of the solution of the system is still
an open question.
Review of theoretical results
Our model (2.97) and (2.104) is complicated from the theoretical point of
view. However, even if we split the whole system into different problems,
some questions are still in general unanswered. One of the main sub-problems
is the fluid-structure interaction (FSI) problem, which is ubiquitous in na-
ture and has many examples in application [16;44;45;53;78]. Mathematically the
equations for fluid dynamics are described by the Navier-Stokes equations
(or more generalized fluid models, e.g. the non-Newtonian fluid models) and
the equations for structural mechanics are governed by the elastic structure
equations. Both of these equations have theoretical results in different special
conditions [9;21;55;71], but the well-posedness is still not known in all configu-
rations. The analysis of FSI problem is even at the beginning and have more
open questions. This system couples parabolic (fluid) and hyperbolic (struc-
ture) equations, and different behavior of these equations induces a lack of
regularity on the interface between the fluid and the structure, which is also
mentioned in Section 3.2.3. The existence and uniqueness of such problem
is proved for a special kind of structural material [10]. In addition, the free
boundary problem is also a challenging aspect in the FSI problem, while the
analysis of a free boundary problem for fluid dynamics and species motion
is obtained [77]. Another important problem in our model is the convection-
diffusion equation. In a special case if the FSI problem is coupled with the
convection-diffusion equation by the velocity only in one way, it is possible
to prove the well-posedness of convection-diffusion equation under the well-
posedness of FSI problem [47;48;74;75]. However in our model the concentrations
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in convection-diffusion equations are also inserted to the FSI problem by in-
fluencing the constitutive equations, so their mathematical investigation is
still missing. Finally the growth modeling is also very interesting. The metric
of growth is related to structural mechanics through constitutive equations,
and represents a typical biological situation [11]. For the complexity of the
problem this model including metric of growth and structural mechanics is
also an open mathematical question. Coupling the above problems together
we see that our model (2.97) and (2.104) is complicatedly coupled and highly
nonlinear, and the mathematical analysis of this model will lead far beyond
the scope of this thesis.
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Chapter 4
Numerical Simulation
Based on the variational formulation derived in Chapter 3, numerical sim-
ulations of our model can be performed. The numerical methods and soft-
ware for our model are introduced in Section 3.1, and in Section 3.2 the
numerical results are obtained in two different computational domains in
two-dimensional space. To introduce the numerical methods we first consid-
er the ALE variational formulation (3.33) or (3.41) in a semi-linear form as
follows:
AˆT (Uˆ)(
∂Uˆ
∂t
, Φˆ) + AˆR(Uˆ)(Φˆ) = Fˆ (Φˆ) ∀Φˆ ∈ Xˆ (4.1)
In this abstract form, Uˆ ∈ Vˆ is the vector of variables and Φˆ is the vec-
tor of test functions. Vˆ and Xˆ are the corresponding function spaces.
AˆT (Uˆ)(
∂Uˆ
∂t
, Φˆ) are the terms with time derivative and Fˆ (Φˆ) are terms with
only known function in the model. AˆR(Uˆ)(Φˆ) are the remaining terms. Tem-
poral discretization of form (4.1) is achieved with finite difference schemes,
and spatial discretization is based on the Galerkin finite element method.
Moreover we briefly describe the stabilization techniques to treat Stokes e-
quations and convection-dominant problems. For solving nonlinear problems
we use the Newton method to present its linearization. Numerical simulation-
s are performed by using the software Gascoigne. We try different time step
sizes and mesh refinement levels to investigate the convergence of solutions.
Comparing the results also reveals the necessity of local mesh refinement to
get more stable and accurate solutions. The numerical results are obtained
first in a simple example for test and then in a core example in which the
configuration is closer to a real artery. The results in both of these two do-
mains support the assumption that the penetration of monocytes and the
accumulation of foam cells lead to the formation and growth of plaques, and
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that the evolution of plaques induces the increase of stresses in the vessel
wall.
4.1 Numerical methods
4.1.1 Temporal discretization
To treat the abstract problem (4.1) we use Rothe’s method , in which by
temporal discretization with a single-step method, the problem is resolved
into a sequence of generalized stead-state problems which can be discretized
in space [53;55;78]. To achieve temporal discretization with finite difference
schemes, we first denote by
0 = t0 < t1 < t2 < · · · < tN = T, k := tn − tn−1
a partition of the time interval I = [0, T ] into subintervals In := (tn−1, tn]
and by
Uˆn := Uˆ(tn)
the solution at time tn. For approximation of time derivative we use the
one-step-θ scheme with a parameter θ ∈ [0, 1]:
AˆT (θUˆ
n + (1− θ)Uˆn−1)( Uˆ
n − Uˆn−1
k
, Φˆ) + θAˆR(Uˆ
n)(Φˆ) + (1− θ)AˆR(Uˆn−1)(Φˆ)
= θFˆ n(Φˆ) + (1− θ)Fˆ n−1(Φˆ) ∀Φˆ ∈ Xˆ (4.2)
where Fˆ n(Φˆ) := Fˆ (Φˆ)(tn). This scheme includes some basic time-stepping
schemes [53;55;78]. They are the implicit backward Euler scheme for θ = 1, the
explicit forward Euler scheme for θ = 0 and the Crank-Nicolson scheme for
θ = 1
2
. Both the implicit and the explicit Euler schemes show first order
accuracy in the time step k, and the Crank-Nicolson scheme is of second
order. For numerical simulations of our model we use the implicit backward
Euler scheme to achieve temporal discretization, which is written as
AˆT (Uˆ
n)(
Uˆn − Uˆn−1
k
, Φˆ) + AˆR(Uˆ
n)(Φˆ) = Fˆ n(Φˆ) ∀Φˆ ∈ Xˆ (4.3)
This classical scheme with stationary limit is strongly A-stable and dissipa-
tive. In contrast, the Crank-Nicolson scheme has higher order accuracy and
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very little dissipation, but is not strongly A-stable [78]. Actually in our model,
the error from temporal discretization is much smaller than it from spacial
one because of the high nonlinearity of the generalized stead-state problem
(4.2), so high order accuracy of time-stepping scheme is not so necessary
and the implicit backward Euler one is sufficient. We can also get from the
numerical results in Section 4.2 that the convergence of the Crank-Nicolson
scheme is weaker because of more Newton iterations in the same time step
compared to the implicit backward Euler scheme.
4.1.2 Spatial discretization
The temporal-discretized problem (4.3) by the implicit backward Euler scheme
is the starting point for spatial discretization. In time step tn−1 → tn, Uˆn−1
is already solved in the last time step. So we denote by
Aˆ(Uˆn)(Φˆ) := AˆT (Uˆ
n)(
Uˆn − Uˆn−1
k
, Φˆ) + AˆR(Uˆ
n)(Φˆ)
the abstract form of problem (4.3) in each single time step, and in the follow-
ing we will use the Galerkin finite element method to find a discrete solution
Uˆn of the problem
Aˆ(Uˆn)(Φˆ) = Fˆ n(Φˆ) ∀Φˆ ∈ Xˆ (4.4)
The main idea of finite element method is to construct finite dimensional
subspaces Vˆh ⊂ Vˆ and Xˆh ⊂ Xˆ of piecewise polynomial functions up to a
limited order. For the definition of these discrete spaces we introduce finite
element mesh. The computational domain Ω0 := Ω0f ∪Ω0s is partitioned into
open elements Kˆ. These elements are quadrilaterals in two and hexahedrons
in three dimensions. The finite element mesh Tˆh = {Kˆ} of Ω0 is formed by
all elements. The element parameter hˆ is used to measure the error of nu-
merical solutions, and is denoted by hˆ = maxKˆ∈TˆhhˆKˆ , where hˆKˆ := diam(Kˆ)
denotes the diameter of an element Kˆ. We require the mesh to be regular,
fulfilling the following conditions:
1) Ω¯0 =
⋃
Kˆ∈Tˆh
¯ˆ
K.
2) Kˆ1 ∩ Kˆ2 = ∅, ∀Kˆ1, Kˆ2 ∈ Tˆh if Kˆ1 6= Kˆ2.
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3) Each edge (or face) of any element Kˆ1 ∈ Tˆh is either a subset of ∂Ω0 or
an edge (or face) of another element Kˆ2 ∈ Tˆh.
The last condition is too restrictive and sometimes it can be weakened. If a
locally refined mesh is used, there will be several hanging nodes of elements
which are allowed to lie on the edges (or faces) of neighboring elements [78].
In this case the mesh is still considered to be regular.
To define the finite element spaces Vˆh and Xˆh we first define the space of poly-
nomial functions up to a fixed order r in the reference element Kˆunit = (0, 1)
d,
and by using transformation from Kˆunit to each element Kˆ the space of poly-
nomial functions in Kˆ is defined [53;78]. Then the finite element space Xˆh is
defined as a continuous function space in which each function Φˆh is a poly-
nomial function in every element, and has the same boundary conditions as
the function Φˆ ∈ Xˆ has. From Problem 3.2.3 we can get that the differences
between Vˆh and Xˆh are suitable extensions of the Dirichlet boundary data.
Having these preparations of finite elements, we write the spatial-discretized
problem of (4.4) as
Aˆ(Uˆnh )(Φˆh) = Fˆ
n(Φˆh) ∀Φˆh ∈ Xˆh (4.5)
where Uˆnh ∈ Vˆh is its discrete solution. The exact form of (4.5) is derived from
variational formulation (3.33) or (3.41), and specifically we discuss the finite
element discretization of the Navier-Stokes equations and the convection-
diffusion equations in our model. In the Navier-Stokes equations, a stable
discretization needs to satisty the inf-sup condition, but some finite elements
(e.g. equal-order finite elements for both velocity and pressure) are not inf-
sup stable. One well-known technique is to add a stabilization term to the
divergence term of the Navier-Stokes equations, so that the finite elements
satisfy a modified inf-sup condition, and can be proved to be stable from
this condition [51;53;55;56]. The stabilization term in each element Kˆ ∈ Tˆh
is written as hˆ2
Kˆ
(∇ˆpˆh, ∇ˆψˆpf,h)Ω0f∩Kˆ , where pˆh and ψˆ
p
f,h are polynomial func-
tions with respect to the pressure pˆ and its test function ψˆpf . Additionally,
in the equations for structural mechanics, if the material is incompressible,
the function spaces need to fulfill an inf-sup condition and this ”pressure-
stabilization” term may be required for some finite elements as well [53]. So
in the spatial-discretized problem (4.5), the stabilization terms are added to
the Navier-Stokes equations and the equations for structural mechanics as
90
4.1. NUMERICAL METHODS
(
d̂iv(Jˆnh Fˆ
n,−1
h vˆ
n
h), ψˆ
p
f,h
)
Ω0f
+
∑
Kˆ∈Tˆh
hˆ2
Kˆ
(∇ˆpˆh, ∇ˆψˆpf,h)Ω0f∩Kˆ = 0
(Jˆe,ns,h − 1, ψˆps,h)Ω0s +
∑
Kˆ∈Tˆh
hˆ2
Kˆ
(∇ˆpˆh, ∇ˆψˆps,h)Ω0s∩Kˆ = 0 (4.6)
The stabilization techniques should also be implemented in the convection-
diffusion equation for the concentration cˆf , if the convection term gets dom-
inant over the diffusion term. In our model the diffusion coefficient Df  1,
so the numerical solution is not stable and has oscillations. One possible
approach to stabilize this convection-dominant problem is to add an artifi-
cial diffusion term to the equation, and the modified form of this problem in
(4.5) is written as
(Jˆnh
1
k
(cˆnf,h − cˆn−1f,h ), ψˆcf,h)Ω0f +
(
Jˆnh Fˆ
n,−1
h (vˆ
n
h − 1k (uˆnh − uˆn−1h )) · ∇ˆcˆnf,h, ψˆcf,h
)
Ω0f
+(JˆnhDf Fˆ
n,−T
h ∇ˆcˆnf,h, Fˆ n,−Th ∇ˆψˆcf,h)Ω0f (4.7)
+〈ζ(cˆnf,h − cˆns,h)Jˆnh |Fˆ n,−Th ·Nf |, ψˆcf,h〉Γ01∪Γ02 +
∑
Kˆ∈Tˆh
δKˆ(∇ˆcˆnf,h, ∇ˆψˆcf,h)Ω0f∩Kˆ = 0
Here δKˆ(∇ˆcˆf,h, ∇ˆψˆcf,h)Ω0f∩Kˆ is the classical artificial diffusion term, and for the
other stabilization techniques there are diffusion terms acting in the direction
perpendicular to the streamlines [8;33;55;78]. In particular, we expect that for
hˆ → 0 the additional stabilization term must vanish, and the most simple
approach is to let the parameter δKˆ be dependent on hˆKˆ . Here we set δKˆ as
δKˆ =
1
2
(
Df
hˆ2
Kˆ
+
‖vˆnh‖Kˆ,max
hˆKˆ
)−1 (4.8)
where ‖vˆnh‖Kˆ,max = max
Kˆ
|vˆnh |l2 = max
Kˆ
(
d∑
i=1
|vˆnh,i|2)
1
2 is the norm of the local
velocity vector [54]. Furthermore in the convection-diffusion equation for the
concentration cˆs, the convection term vanishes in the Lagrangian framework,
and no additional stabilization term is necessary. So hˆ2
Kˆ
(∇ˆpˆh, ∇ˆψˆpf,h)Ω0f∩Kˆ ,
hˆ2
Kˆ
(∇ˆpˆh, ∇ˆψˆps,h)Ω0s∩Kˆ and δKˆ(∇ˆcˆf,h, ∇ˆψˆcf,h)Ω0f∩Kˆ are the stabilization terms we
should add to the formulation (4.5), and all of them are used for numerical
simulations in Section 4.2.
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4.1.3 Linearization
After temporal and spatial discretization, we get a stationary problem (4.5)
in each single time step. The main difficulty to solve this problem is its high
nonlinearity. To linearize the problem we use the Newton method , and in
each iteration step l = 0, 1, 2, ..., we solve the linear problem
Aˆ′(Uˆn,lh )(Wˆ
n,l+1
h , Φˆh) = Fˆ
n(Φˆh)− Aˆ(Uˆn,lh )(Φˆh) ∀Φˆh ∈ Xˆh (4.9)
to get the solution Wˆ n,l+1h ∈ Xˆh, and update the solution of problem (4.5) by
Uˆn,l+1h = Uˆ
n,l
h + Wˆ
n,l+1
h (4.10)
The residual defined as
R(Uˆn,lh ) = maxi
‖Fˆ n(Φˆh,i)− Aˆ(Uˆn,lh )(Φˆh,i)‖ (4.11)
is used to check whether a sufficiently accurate value of Uˆn,lh is reached, and
{Φˆh,i} denotes the basis of the space Xˆh. Aˆ′(Uˆ)(Wˆ , Φˆ) is the directional
derivative of the mapping Aˆ at Uˆ in direction Wˆ and is defined as
Aˆ′(Uˆ)(Wˆ , Φˆ) =
d
ds
Aˆ(Uˆ + sWˆ )(Φˆ)|s=0 (4.12)
In problem (4.9), we can write Wˆ n,l+1h as a linear combination of the basis
{Φˆh,i}:
Wˆ n,l+1h =
∑
j
wn,l+1j Φˆh,j
Then (4.9) is equivalent to the algebraic equations:
An,lwn,l+1 = bn,l (4.13)
with
An,lij = Aˆ
′(Uˆn,lh )(Φˆh,j, Φˆh,i), b
n,l
i = Fˆ
n(Φˆh,i)− Aˆ(Uˆn,lh )(Φˆh,i)
Specifically the matrix An,l can be approximated as
An,lij ≈
1

(
Aˆ(Uˆn,lh + Φˆh,j)(Φˆh,i)− Aˆ(Uˆn,lh )(Φˆh,i)
)
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4.1.4 Introduction of Gascoigne
In this section we briefly introduce the finite element library Gascoigne [54],
which is used to perform numerical simulations of our problem. In Gascoigne,
the partial differential equations of our model are solved simultaneously by
a monolithic approach, and given in the variational formulation as (4.5) in
each time step:
Aˆ(Uˆn)(Φˆ) = Fˆ n(Φˆ) ∀Φˆ
Gascoigne solves every problem with the Newton method, so the solutions
are updated by solving linear problem in the variational formulation as (4.9)
in each iteration step:
Aˆ′(Uˆn,l)(Wˆ n,l+1, Φˆ) = Fˆ n(Φˆ)− Aˆ(Uˆn,l)(Φˆ) ∀Φˆ, Uˆn,l+1 = Uˆn,l + Wˆ n,l+1
where the initial guess Uˆn,0 can be given by the solution in the last time step
Uˆn−1 or the linear extension of the solutions Uˆn−1 and Uˆn−2. The directional
derivative of the mapping Aˆ is defined as (4.12). So to solve the equations,
Gascoigne needs to know about the right hand side Fˆ (Φˆ), the form Aˆ(Uˆ)(Φˆ)
and its derivative Aˆ′(Uˆ)(Wˆ , Φˆ) [54]. Fˆ (Φˆ) and Aˆ(Uˆ)(Φˆ) can be easily derived
from variational formulation (3.33) or (3.41), while the calculation of the
matrix Aˆ′(Uˆ)(·, ·) is cumbersome because of the strongly nonlinear behavior
of the problem. Some literatures illustrate how to derive the directional
derivative of the fluid-structure interaction problem [55;78]. To overcome the
difficulty of deriving its exact form we can also get an approximated form of
Aˆ′(Uˆ)(Wˆ , Φˆ) and each component of the matrix is approximated as
Aˆ′(Uˆ)ij(Wˆ , Φˆ) ≈ 1

(
Aˆ(Uˆ + Wˆj)i(Φˆ)− Aˆ(Uˆ)i(Φˆ)
)
where Wˆj and Aˆ(Uˆ)i(·) are the j-th and i-th components of Wˆ and Aˆ(Uˆ)(·).
After inputting the information of the right hand side, the form and its
derivative we derive above, with the initial and boundary data into the pro-
gramm, we can use Gascoigne to solve the problem. In each time step the
information of the current mesh, solver, discretization and problem data is
printed out in the output, which looks like Table 4.1.
In the first line of Table 4.1, the current time step (2) , the number of mesh-
refinement levels (5), the number of mesh nodes (1089) and the number of
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Table 4.1: Output of computational information in the 2-nd time step. From
T. Richter [54]
mesh elements (quads) (1024) are given. Below it the convergence history
of the Newton method is printed on the left side. Here only one Newton
iteration is used. Before this step, the residual of the equation is 9.77e− 04,
and after Newton iteration the residual is reduced to 7.73e−09. The letter M
in the table indicates that in this step a new matrix Aˆ′(Uˆ)(·, ·) is assembled
with the solution in the last step as Uˆ . The following two numbers [0.00 0.00]
indicate the convergence rates of Newton iteration, where the first number is
the reduction rate in the current step, and the second number is the average
reduction rate over all steps. Since the convergence is very good after one
iteration, and only the first 2 digits of the reduction rate are printed, in the
table the numbers of the convergence rates are both 0. The computation
in the second time step stops after one iteration, and if the computation is
continued and the current convergence reduction rate is very small, Gascoigne
will use the old matrix again instead of assembling a new matrix in the next
iteration. On the right side, the convergence history of the linear multigrid
solver is printed. In the numerical simulations of our model we do not use
the multigrid solver, so all the numbers will be 0 on the right side. Finally
the output file is printed out by Gascoigne with the name of u.00002.vtk,
which can be visualized by the scientific visualization software ParaView .
4.2 Numerical results
In this section we present the results of numerical simulations of the model
by using Gascoigne, and the numerical methods we’ve discussed before are
used. Since the formation and evolution of plaques is a process with long time
period, we need to choose a large time step k for temporal discretization. In
such a long term the time differences of the quantities in the fluid domain,
such as the velocity vf and the concentration cf , can be neglected because
the motion of fluid has a different time scale from the motion of interface
due to plaque growth. Therefore to reduce the complexity of computation,
we remove the time differential terms in equations (2.97) to get a simplified
model in the fluid domain:
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ρfvf · ∇vf − ρfν4vf +∇pf = ρff bf
divvf = 0 (4.14)
vf · ∇cf −Df4cf = 0
Numerical simulations are performed with the equations above and (2.104),
and two examples are presented. Example I has a simple computational do-
main, being a test case to show good behavior of plaque formation, while
in Example II the configuration is closer to a real artery. In both of these
examples, the computational domains are in two-dimensional space, and all
the parameters are obtained by considering the literatures about medicine,
biodynamics and cardiovascular mathematics [4;20;36;48;60;70;86]. We try differ-
ent time step sizes and mesh refinement levels to investigate the convergence
of numerical solutions as k and hˆ turn to zero, and use local mesh refine-
ment and stabilization techniques to get more stable and accurate solutions.
All pictures of the numerical results are made by the visualization softwares
Gnuplot and Paraview.
4.2.1 Example I
In Example I we consider a simple computational domain in Figure 4.1. Like
the general computational domain in Figure 2.1, it consists of two parts, the
fluid part Ωtf and the solid part Ω
t
s, and has a length of 5.0mm. Ω
t
f has
a width of 2.0mm and Ωts has a width of 1.0mm. The upper dashed line
denotes the interface Γt1∪Γt2, and the red part denotes the interface Γt1 which
is permeable for the monocytes, having a length of 0.5mm. The lesion of the
permeable interface can extend with the plaque growth, so we can assume
that this length is not fixed and can be dependent on the displacement of
the interface. Additionally, there is another blue dashed line in Ωts, and we
consider the layer between two dashed lines as endothelial cells and smooth
muscle cells which are not effected a lot by plaque formation. In this layer,
which has a width of 0.125mm, chemical reactions rarely take place, so the
monocytes will not be converted to foam cells. This fact is reasonable from
physiological point of view, since when the monocytes are attracted, they will
migrate through the endothelial cells into the vessel wall, but don’t react in
the endothelial-cell layer. When a plaque is formed, this layer can also be
considered as the fibrous cap over the lipid core, in which there are few foam
cells.
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Figure 4.1: Configuration of the computational domain in Example I
In Ωtf , we set the density ρf = 0.00106g/mm
3, the kinematic viscosity
ν = 3.0mm2/s, and the diffusion coefficient Df = 1.0 × 10−7mm2/s. The
parameter setting is more complicated in Ωts. First we set the density ρs =
0.00106g/mm3 and the growth coefficient γ = 1.0 × 10−6g. As the shear
modulus is defined as (2.79) in the constitutive equations of the incompress-
ible neo-Hookean material,we set µs,h = 1.0 × 105g/mm · s2 in the healthy
vessel wall and µs,d = 0.05 × µs,h in the diseased vessel wall. Similarly we
set the coefficients Ci,h = 1.0 × 105g/mm · s2 and Ci,d = 0.05 × Ci,h in the
constitutive equations of the incompressible Mooney-Rivlin material, and the
diffusion coefficient Ds,h = 1.0×10−7mm2/s and Ds,d = 5.0×Ds,h. The elas-
tic coefficients decrease and the diffusion coefficient increases in the diseased
vessel wall because as the plaque is formed, the diseased tissue becomes softer
and easier for molecules to diffuse. Concerning the reaction coefficient, we
set β = 1.0× 10−6/s under the lower dashed line and choose a much smaller
amount between two dashed lines, so the reaction can be neglected in this
upper layer of Ωts. Finally on the interface, we set ζ = 1.0 × 10−4mm/s on
Γt1 and ζ = 0 on Γ
t
2. The corresponding initial and boundary conditions are
given as (2.100) and (2.101). Especially the velocity profile of the blood flow
is parabola [20], and we set the initial condition v0f = 100x(2− x)mm/s. For
the concentration of monocytes in Ωtf , we assume they are homogenized at
the initial time, and the initial value c0f = 540.0/mm
3.
Based on the configuration and parameter data we set before, numerical sim-
ulations of Example I are performed. Here we first consider INH material
as the material of Ωts. As is introduced in Section 4.1, the temporal dis-
cretization of the problem is achieved with finite difference schemes, and its
spatial discretization is based on Galerkin finite element method. For finite
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The implicit backward Euler scheme
The Crank-Nicolson scheme
Table 4.2: Outputs of computational information by different temporal dis-
cretizations in the time step [1.74× 105s, 1.75× 105s].
difference schemes we choose the time step size k = 1000s and use both the
implicit backward Euler scheme and the Crank-Nicolson scheme to compare
the results. Table 4.2 shows the computational information by using both
of them in the time step [1.74× 105s, 1.75× 105s]. In the implicit backward
Euler scheme there is one iteration where a new matrix is assembled, and it
takes 5.59 time units(here the unit is second) to finish computation in this
time step. However in the Crank-Nicolson scheme there are ten Newton iter-
ations and even six of them demand a new assembled matrix. It takes 34.56
seconds for computation in this time step, which is much longer than the
former one. The table implies that the convergence of the Crank-Nicolson
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scheme is weaker in this problem, so we use the implicit backward Euler
scheme for the following simulations.
Figure 4.2 shows the motion of the interface Γt1 ∪ Γt2 (indicated by the white
line) and the distribution of velocity in x−direction in the whole domain
Ωtf ∪Ωts. The results are presented at different time points, and obtained on
various meshes having 3 levels of local refinement near the interface. Addi-
tionally, the meshes are formed in the reference configuration as rectangles,
so they will be deformed with the deformation of Ωtf and Ω
t
s. At initial time,
the interface is parallel to the upper and lower boundary of the whole do-
main, and vx defined in the whole domain is obtained by the initial value vf
in Ωtf and 0 in Ω
t
s. After 3.0 × 106 and 6.0 × 106 seconds, the interface has
moved due to the formation and growth of the plaque in Ωts and affected the
value of vx. This motion is also presented in Figure 4.3 with the distribution
of displacement in y−direction in the solid domain Ωts. We can see that after
6.0×106 seconds Ωts has been deformed a lot to form a hump around the per-
meable interface Γt1, where the displacement us,y reaches the maximum value.
Figure 4.4 and Figure 4.5 show how plaque formation and growth are led to
by the penetration of monocytes and the accumulation of foam cells. Fig-
ure 4.4 presents the distribution of concentration of monocytes in the fluid
domain Ωtf . In the beginning the concentration cf is homogenized as a con-
stant initial value. When the plaque formation starts, the monocytes start
to migrate through the permeable interface Γt1 into the solid domain Ω
t
s.
Therefore their concentration will decrease after they move over Γt1, which
is significantly shown in Figure 4.4 at time t = 6.0 × 106s. As the mono-
cytes differentiate into foam cells and accumulate in Ωts, the concentration of
foam cells c∗s will increase from zero initial value. Figure 4.5 shows that the
concentration of foam cells is very high at the place under a large deforma-
tion, which implies the fact that the accumulation of foam cells leads to the
growth of plaques. Since the coefficient of permeability ζ is a constant, the
penetration of monocytes is also at a constant speed, so the formed plaque
has a symmetric structure. The region with high concentration of foam cells
in Figure 4.5 is separated from the fluid domain Ωtf by a thin layer where the
concentration of foam cells is low. That is because the reaction coefficient
is very small in this layer and the monocytes can only be converted to foam
cells after moving through the layer. So the region with high concentration
of foam cells can be considered as the lipid core formed in the plaque, and
the small layer can be considered as the fibrous cap, protecting the plaque
from rupture.
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t = 0, max vx = 300mm/s
t = 3.0× 106s, max vx = 325.68mm/s
t = 6.0× 106s, max vx = 419.28mm/s
Figure 4.2: Motion of the interface and distribution of velocity in x−direction
in the whole domain Ωtf ∪ Ωts. k = 1000s, mesh refinement level = 3. White
line indicates the interface. Red color denotes high value, while blue color
denotes low value.
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t = 0, max us,y = 0mm
t = 3.0× 106s, max us,y = 0.28mm
t = 6.0× 106s, max us,y = 0.69mm
Figure 4.3: Distribution of displacement in y−direction in the solid domain
Ωts. k = 1000s, mesh refinement level = 3. Red color denotes high value,
while blue color denotes low value.
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t = 0
t = 3.0× 106s
t = 6.0× 106s
Figure 4.4: Distribution of concentration of monocytes in the fluid domain
Ωtf . k = 1000s, mesh refinement level = 3. Red color denotes high value,
while blue color denotes low value.
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t = 0, max c∗s = 0/mm
3
t = 3.0× 106s, max c∗s = 788/mm3
t = 6.0× 106s, max c∗s = 1107/mm3
Figure 4.5: Distribution of concentration of foam cells in the solid domain
Ωts. k = 1000s, mesh refinement level = 3. Red color denotes high value,
while blue color denotes low value.
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t = 0, max σs,p = 0g/mm · s2
t = 3.0× 106s, max σs,p = 2780.26g/mm · s2
t = 6.0× 106s, max σs,p = 9994.18g/mm · s2
Figure 4.6: Distribution of principal stress in the solid domain Ωts. k = 1000s,
mesh refinement level = 3. Red color denotes high value, while blue color
denotes low value.
103
CHAPTER 4. NUMERICAL SIMULATION
t ∈ [0, 4.05× 106s]
t ∈ [1.0× 106s, 1.52× 106s]
Figure 4.7: Evolution of displacement us,y at the point (2.5mm, 0) with d-
ifferent levels of mesh refinement, implying the convergence of numerical
solutions as hˆ→ 0.
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t ∈ [0, 4.05× 106s]
t ∈ [1.0× 106s, 1.052× 106s]
Figure 4.8: Evolution of displacement us,y at the point (2.5mm, 0) with d-
ifferent time step sizes, implying the convergence of numerical solutions as
k → 0.
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t = 3.0× 106s
without grids
Figure 4.9: Distribution of concentration of monocytes cf in the model with-
out artificial diffusion term, implying necessity of this stabilization technique.
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However this ’fibrous cap’ will be easily disrupted by extrinsic stress applied
on the plaque. As is shown in Figure 4.6, the principal stress σs,p, which
is the eigenvalue of the stress tensor σs, is at a very high value around the
hump of the interface, which is also a part of the ’fibrous cap’. In contrast,
σs,p is much smaller in the ’lipid core’, even though this part is also under a
large deformation. It is because the shear modulus µs is smaller in the region
with high concentration of foam cells, and so is the stress value. The results
in Figure 4.6 imply that as plaques are growing, the stresses in the vessel
wall are increased, and the maximum value will be reached around the hump
of the interface, where plaque rupture will possibly be induced.
In the numerical simulations of Example I, we also try different time step
sizes and mesh refinement levels to compare the results. Figure 4.7 shows the
comparison of solutions with different levels of mesh refinement. The x−axis
indicates time and the y−axis denotes the displacement us,y at the point
(2.5mm, 0). Comparing us,y at this point with 2, 3, 4 levels of mesh refine-
ment, especially in a local interval [1.0× 106s, 1.52× 106s], we observe that
the difference between solutions with adjacent levels of mesh refinement is
decreasing as meshes are refined. The results imply that numerical solutions
will converge if meshes keep being refined, which is also equivalent to that
the error of numerical solutions will vanish if the element parameter hˆ→ 0.
Similarly the comparison of solutions with different time step sizes is shown
in Figure 4.8. The displacement us,y at the point (2.5mm, 0) is computed
with time step sizes k = 1000s, 100s, 10s, and different solutions, especially
solutions with k = 100s, 10s, almost coincide even if they are observed in a
very local interval [1.0× 106s, 1.052× 106s]. It implies that numerical solu-
tions will also converge if k → 0.
Figure 4.7 reveals the necessity of local mesh refinement near the interface,
which obtains more stable and accurate solutions, and additionally, using
stabilization techniques is also very necessary. Figure 4.9 shows the distribu-
tion of concentration of monocytes cf in the fluid domain Ω
t
f if the artificial
diffusion term in (4.7) is removed from the model. Without this additional
stabilization term, the convection term in the convection-diffusion equation
for cf gets dominant over the diffusion term, so after 3.0 × 106 seconds we
can see that even though the meshes are locally refined and maintained, the
numerical solution of cf is still very unstable and has large oscillations near
the interface, which is more clearly observed if we remove grids in Ωtf . So-
lutions with such a large oscillation will not be accurate, and the crash of
computation will possibly happen. So in the following numerical simulations
we will always add the artificial diffusion term to keep solutions stable.
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t = 0, max vx = 300mm/s
t = 3.0× 106s, max vx = 326.51mm/s
t = 5.5× 106s, max vx = 404.59mm/s
Figure 4.10: Motion of the interface and distribution of velocity in
x−direction in the whole domain Ωtf ∪ Ωts if the incompressible Mooney-
Rivlin material is considered. k = 1000s, mesh refinement level = 3. White
line indicates the interface. Red color denotes high value, while blue color
denotes low value.
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t = 0, max us,y = 0mm
t = 3.0× 106s, max us,y = 0.28mm
t = 5.5× 106s, max us,y = 0.66mm
Figure 4.11: Distribution of displacement in y−direction in the solid domain
Ωts if the incompressible Mooney-Rivlin material is considered. k = 1000s,
mesh refinement level = 3. Red color denotes high value, while blue color
denotes low value.
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t ∈ [0, 5.5× 106s]
Figure 4.12: Comparison of displacements us,y at the point (2.5mm, 0) in the
incompressible neo-Hookean material (INH) and the incompressible Mooney-
Rivlin material (IMR).
Finally we consider the IMR material as the material of Ωts and perform
numerical simulations of Example I. Figure 4.10 shows the motion of the
interface and the distribution of velocity in x−direction in the whole domain
Ωtf ∪ Ωts, and in Figure 4.11 the distribution of displacement in y−direction
in the solid domain Ωts is observed. The results are quite similar to the ones
in Figure 4.2 and Figure 4.3. Especially in Figure 4.12 the evolutions of
displacements us,y at the point (2.5mm, 0) in the INH material and the IMR
material are compared, and for this quantity the INH and the IMR models
exhibit similar behavior. Since there is not any significant difference between
these two models, we suggest to work with the INH model in this test case
because it is the simplest material model. And the obtained results of the
INH model from Figure 4.2 to Figure 4.6 show good behavior in how the
penetration of monocytes and the accumulation of foam cells lead to the
formation and growth of plaque, and the evolution of plaques induces the
increase of stresses in the vessel wall, which may cause plaque rupture.
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4.2.2 Example II
In Example II, we consider the computational domain in Figure 4.13, having
a similar structure as the domain in Example I, but the configuration is
more complicated, determined from literatures of medicine and biodynamics
so that it is closer to a real artery such as the carotid [4;20;60]. The whole
domain Ωtf ∪ Ωts has a length of 35.0mm, while the fluid domain Ωtf has
a width of 5.0mm and the solid domain Ωts has a width of 0.5mm. The
permeable interface Γt1 has a length of 2.5mm, and the layer between two
dashed lines, representing the endothelial-cell layer or the fibrous cap, has
a width of 0.0625mm. The parameters in Example II are similar to the
ones in Example I. For the fluid domain Ωtf , we set ρf = 0.00106g/mm
3, ν =
3.0mm2/s, and Df = 1.0×10−7mm2/s. The solid domain Ωts is characterized
by ρs = 0.00106g/mm
3, γ = 1.0 × 10−6g, µs,h = 1.0 × 105g/mm · s2, µs,d =
0.05 × µs,h, Ci,h = 1.0 × 105g/mm · s2, Ci,d = 0.05 × Ci,h, Ds,h = 1.0 ×
10−7mm2/s and Ds,d = 5.0×Ds,h. We set β = 1.0× 10−7/s under the lower
dashed line and also choose a much smaller amount between two dashed lines.
On the interface Γt1 ∪ Γt2, ζ = 1.0× 10−4mm/s on Γt1 and is equal to zero on
Γt2.
Figure 4.13: Configuration of the computational domain in Example II
In the same way as Example I, numerical simulations of Example II are
performed. We first choose time step size k = 1000s and 2 levels of local
refinement near the interface, and as the region with plaque formation is
most interesting, all the numerical results are presented in the segmentation
from 12.5mm to 22.5mm in the computational domain. Figure 4.14 and
Figure 4.15 show the motion of the interface Γt1 ∪ Γt2, the distribution of
velocity in x−direction in the whole domain Ωtf ∪Ωts, and the distribution of
displacement in y−direction in the solid domain Ωts. From the results shown
at time t = 3.0 × 107s and t = 4.5 × 107s, it is observed that the interface
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t = 0, max vx = 300mm/s
t = 3.0× 107s, max vx = 315.04mm/s
t = 4.5× 107s, max vx = 334.51mm/s
Figure 4.14: Motion of the interface and distribution of velocity in
x−direction in the whole domain Ωtf ∪ Ωts. k = 1000s, mesh refinement
level = 2. White line indicates the interface. Red color denotes high value,
while blue color denotes low value.
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t = 0, max us,y = 0mm
t = 3.0× 107s, max us,y = 0.49mm
t = 4.5× 107s, max us,y = 0.92mm
Figure 4.15: Distribution of displacement in y−direction in the solid domain
Ωts. k = 1000s, mesh refinement level = 2. Red color denotes high value,
while blue color denotes low value.
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t = 0
t = 3.0× 107s
t = 4.5× 107s
Figure 4.16: Distribution of concentration of monocytes in the fluid domain
Ωtf . k = 1000s, mesh refinement level = 2. Red color denotes high value,
while blue color denotes low value.
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t = 0, max c∗s = 0/mm
3
t = 3.0× 107s, max c∗s = 1089/mm3
t = 4.5× 107s, max c∗s = 1393/mm3
Figure 4.17: Distribution of concentration of foam cells in the solid domain
Ωts, with low concentration close to the interface. k = 1000s, mesh refinement
level = 2. Red color denotes high value, while blue color denotes low value.
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t = 0, max σs,p = 0g/mm · s2
t = 3.0× 107s, max σs,p = 1099.16g/mm · s2
t = 4.5× 107s, max σs,p = 2662.98g/mm · s2
Figure 4.18: Distribution of principal stress in the solid domain Ωts, with high
stress value close to the humps of the interface. k = 1000s, mesh refinement
level = 2. Red color denotes high value, while blue color denotes low value.
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t ∈ [0, 1.05× 107s]
t ∈ [1.0× 106s, 1.105× 106s]
Figure 4.19: Evolution of displacement us,y at the point (17.5mm, 0) with
different levels of mesh refinement, implying the convergence of numerical
solutions as hˆ→ 0.
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t ∈ [0, 4.7× 106s]
t ∈ [1.0× 106s, 1.105× 106s]
Figure 4.20: Evolution of displacement us,y at the point (17.5mm, 0) with
different time step sizes, implying the convergence of numerical solutions as
k → 0.
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t = 3.0× 107s
without grids
Figure 4.21: Distribution of concentration of monocytes cf in the model
without artificial diffusion term, implying necessity of this stabilization tech-
nique.
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t ∈ [0, 4.05× 107s]
Figure 4.22: Comparison of displacements us,y at the point (17.5mm, 0) in
harmonic and biharmonic extensions.
also moves as the plaque is formed and grows. Especially compared with
the results in Example I, after 4.5× 107 seconds there are two humps on the
interface. This is possible from medical point of view because if the diseased
part of the vessel wall is long enough there could be more than one specific
point of maximum interruption of the blood flow. From the distribution of
concentration of monocytes in the fluid domain Ωtf in Figure 4.16 and the
distribution of concentration of foam cells in the solid domain Ωts in Figure
4.17, we can also get the similar results as in Example I, implying that the
penetration of monocytes and the accumulation of foam cells lead to plaque
formation and growth. And in Figure 4.17 at time t = 4.5 × 107s, there
also exists a thin layer with low concentration of foam cells covering the
high concentration region. The distribution of principal stress in the solid
domain Ωts is shown in Figure 4.18, where grids are removed to get a clearer
observation, and the maximum value is also reached around the humps of
the interface especially at time t = 4.5 × 107s. We also try different time
step sizes and mesh refinement levels to compare the results, and both Figure
4.19 and Figure 4.20 imply that numerical solutions will converge as hˆ → 0
and k → 0. Finally Figure 4.21 emphasizes the necessity to add the artificial
diffusion term to stabilize the problem.
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t = 0, max us,y = 0mm
t = 3.0× 107s, max us,y = 0.49mm
t = 4.5× 107s, max us,y = 0.92mm
Figure 4.23: Distribution of displacement in y−direction in the solid domain
Ωts if biharmonic mesh model is used. k = 1000s, mesh refinement level = 2.
Red color denotes high value, while blue color denotes low value.
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t = 0, max vx = 300mm/s
t = 3.0× 107s, max vx = 314.95mm/s
t = 4.5× 107s, max vx = 335.01mm/s
Figure 4.24: Motion of the interface and distribution of velocity in
x−direction in the whole domain Ωtf ∪Ωts if biharmonic mesh model is used.
k = 1000s, mesh refinement level = 2. White line indicates the interface.
Red color denotes high value, while blue color denotes low value.
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Harmonic extension
Biharmonic extension
Figure 4.25: Motion of the interface and distribution of velocity in
x−direction vx near the hump of the interface Γt1∪Γt2 at t = 4.5×107s. Both
harmonic and biharmonic mesh models are used, and results are compared,
showing better quality of fluid meshes in biharmonic extension. k = 1000s,
mesh refinement level = 2. White line indicates the interface. Red color
denotes high value, while blue color denotes low value.
Remark 4.2.1 (Numerical results of the model with biharmonic mesh mod-
el). In Figure 4.14 we can see that under a large deformation, the quality of
fluid meshes near the interface is not maintained so well. These meshes are
distorted a lot and may be broken quite soon. So it is necessary to use a
better mesh model to maintain the fluid mesh quality if we need the numeri-
cal results under a larger deformation. Here we try biharmonic model (3.25),
and numerical simulations are performed based on the variational formulation
derived in Remark 3.2.1. Figure 4.22 and Figure 4.23 show that numerical
solutions, especially the displacements us,y in harmonic and biharmonic ex-
tensions, are very close with each other. Comparing Figure 4.24 with Figure
4.14, we can see that the quality of fluid meshes near the interface becomes
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much better in biharmonic extension even under a large deformation at time
t = 4.5 × 107s. This improvement is observed more clearly in Figure 4.25.
Therefore if we need to investigate the evolution of plaques in a longer term,
it is better to replace harmonic extension with biharmonic one for numerical
simulations.
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Conclusions
In this thesis, we derived a model describing the formation and evolution of
plaques in blood vessels. This physiological process is induced by the pene-
tration of monocytes, which are converted to foam cells in the vessel wall. As
the plaque grows due to the accumulation of foam cells, the stresses applied
on the vessel wall are increased, and plaque rupture will happen when the
critical stress value is reached.
The mathematical model consists of two main parts. To describe the bio-
chemical reaction of monocytes inducing plaque formation we use the convect-
ion-diffusion-reaction equation, coupled with an equation for the accumula-
tion of foam cells. For the description of the biomechanical interaction be-
tween the blood flow and the vessel wall we use the fluid-structure interaction
problem with the Navier-Stokes equations for fluids and the elastic structure
equations for solids. These two problems are coupled with growth modeling.
The equation for the metric of growth is related to the growth and reaction
functions in solids, and the stress tensor in the elastic structure equations is
obtained by this variable and the constitutive equations. Moreover the model
presents that the increase of the concentration of foam cells not only lets the
volume of solid phase grow, but also changes its mechanical properties.
For numerical simulations of this model, the main difficulty is that the in-
terface between the fluid and the solid phase moves due to the growth of
plaques, so different meshes are needed for each time step. To treat this
problem we formulate the whole system in the ALE framework, so that all
the equations are rewritten in the fixed fluid or solid domain. The extension
of the displacement to the fluid domain, which is used to define the ALE
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mapping, can be obtained by different mesh models. Theoretically, the nu-
merical stability of the system is an open question, but the energy estimate
is achieved in a simplified model.
Based on the variational formulation of the model derived in the ALE frame-
work, numerical simulations are performed by using the finite element library
Gascoigne. Temporal discretization is achieved with the implicit backward
Euler scheme, and spatial discretization is based on the Galerkin finite el-
ement method. The nonlinear problems are linearized and solved by the
Newton method. We present numerical results in two examples. Example
I has a simple computational domain and is considered a test of the model.
Example II has a configuration which is much closer to a real artery. In
both of the two examples the distribution of the velocity, displacement, con-
centrations and stress value are visualized. The obtained numerical results
show that the concentration of foam cells is very high at the place under a
large deformation, implying that the accumulation of foam cells leads to the
formation and growth of plaques. We also observe that the stresses reach
the maximum value around the hump of the interface, confirming that the
evolution of plaques induces the increase of stresses in the vessel wall, which
is a possible indicator of plaque rupture. We try different time step sizes
and mesh refinement levels to show the convergence of numerical solutions.
Comparing the results also shows that the local mesh refinement near the
interface and the artificial stabilization techniques are necessary in order to
get more stable and accurate solutions.
Outlook
First, both the modeling and simulation of our problem should be improved
to study the behavior of plaque formation in more realistic environments.
Some possible future research ideas follow here:
• Since the plaque formation also happens in blood vessels with small
diameter, the non-Newtonian fluid should also be considered for fluid
dynamics [21;45].
• Periodic heart beats, inducing the motion of blood in arteries and let-
ting the velocity of the blood flow have periodic oscillations [46], should
also be taken into account. Since simulations are performed over a
long-time period, this short oscillation can not be numerically resolved
because of different time scales. The methods of asymptotic analy-
sis are used to determine an efficient model by averaging oscillations
induced by heart beats.
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• More realistic description of the vessel wall including the fibrous struc-
ture and orientation should be considered in structure modeling [34].
And more information about the change of its mechanical properties
during the dynamics of the process is also needed.
• More efficient modeling and simulation should be supported by more
accurate experimental data. Let the biochemical reaction be an exam-
ple, and based on sufficient experimentally determined values of the
concentration of foam cells, the width of the diseased vessel wall, etc.,
we can estimate the parameters such as the reaction and growth coef-
ficients by implementing optimization strategies. Furthermore we may
also be able to improve the reaction function by replacing the linear
reaction rate with a nonlinear one, or even by adding more biochemical
properties, e.g. the concentrations of LDLs and HDLs. The former
ones carry lipids into macrophages and the other ones carry them away
from these cells, playing important but opposite roles in plaque forma-
tion [23]. In this situation, numerical simulations permit not just the
formation and growth, but also the regression and disappearance of
plaques, which have wider applications to atherosclerosis.
Moreover the model derived in this thesis is not only supposed to be used
to describe the physiological processes of plaque evolution, but can also be
considered as a model describing the interaction of reactive flow with solid
phase in general, which is an important aspect of various applications.
Second, from the numerical point of view, it has been shown from recent
numerical results that simulations with harmonic extension have some limits
because fluid meshes have a large distortion near the interface under a large
deformation. As is shown in Remark 4.2.1, the quality of fluid meshes near
the interface is maintained much better in biharmonic extension, so that in
order to investigate the evolution of plaques for a longer period, it is necessary
to perform numerical simulations based on biharmonic mesh model. Further-
more, a new variational formulation called the Fully Eulerian formulation of
our model can also be taken into account. The whole system is formulated
in the Fully Eulerian framework, where the meshes are all fixed, while the
interface is movable and is determined implicitly by solutions. Therefore
there is no mesh distortion under a large deformation of the interface [57;58;80].
This is the main advantage of the Fully Eulerian formulation compared to
the ALE, and if we can overcome the main problem about how to determine
the interface, long-term numerical simulations can also be performed with
the help of the Fully Eulerian approach. In addition, developing a three-
dimensional simulation tool is also very important to get numerical results
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in a configuration much closer to a real artery.
Last but not least, there are still many interesting theoretical questions which
have arisen from the model. The well-posedness of the model is a point of
great interest. Moreover in the general formula of the energy estimate of our
model (3.65), the existence of several so far noncontrollable terms makes the
stability of the system unclear, so it is possible for the solution of our model
to be singular at a finite time. Singularities of the solution have to be ex-
pected, because it can be considered as an evidence of plaque rupture when
plaques are formed and growing without any control, and it should be not
just analyzed but also validated by numerical simulations for a longer period.
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