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Abstract
Leveraging over 30,000 images each with up to 89 la-
bels collected by Recology—an integrated resource recov-
ery company with both residential and commercial trash,
recycling and composting services—the authors develop
ContamiNet, a convolutional neural network, to identify
contaminating material in residential recycling and com-
post bins. When training the model on a subset of labels
that meet a minimum frequency threshold, ContamiNet pre-
forms almost as well human experts in detecting contami-
nation (0.86 versus 0.88 AUC). Recology is actively piloting
ContamiNet in their daily municipal solid waste (MSW) col-
lection to identify contaminants in recycling and compost
bins to subsequently inform and educate customers about
best sorting practices.
1. Introduction
When countries in the Global North make significant
policy decisions, the repercussions of those actions can re-
verberate across the globe, often having a disproportion-
ately negative impact on countries from the Global South.
Waste management policy can have a particularly grievous
impact. The United States (US) is the largest global pro-
ducer of municipal solid waste (MSW), which comprises
landfill, recycling and compost. The US generates 259 mil-
lion tons of MSW annually [5], more than 50% of which
is recyclable material [6]. American domestic waste policy
therefore has an outsize global impact.
Heretofore, China has been a common destination for the
world’s recyclable material. Over several decades, China
has developed an industry focused on the ingestion and pro-
cessing of global recyclable materials. In 2016, the US ex-
ported almost 700,000 tons of recycling to China [12]. The
US, however, isn’t the only global culprit: roughly 70% of
global plastic waste—seven million tons—is processed by
China annually [12].
It can be economically viable and even highly profitable
to buy, sell, and/or process high-quality, non-contaminated
recyclable materials. However, issues arise when those ma-
terials are contaminated, which then requires humans or
machines to sift through the recycling to remove contam-
inants, a costly and time-intensive endeavor. E.g., a card-
board pizza box or egg container can be recycled if clean
(unsoiled), but are considered contaminated and therefore
non-recyclable if they are soiled. Moreover, placing soiled
items in a recycling container may soil other items, magni-
fying contamination.
The complex global supply chain responsible for trans-
ferring the majority of the world’s recycling to Chinese pro-
cessing plants ground to a halt in 2018, when China imple-
mented their National Sword policy, aimed at reducing the
amount of acceptable contamination in recyclable materi-
als by an order of magnitude, from 5% to 0.5%. This pol-
icy change was an attempt by China to receive and process
only high-quality, uncontaminated recycling. But for many
countries, including the US, this highly stringent level is
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difficult achieve [14].
To the average residential American, this change in
waste management policy is likely transparent. This seismic
shift in Chinese policy has however, reverberated globally,
shifting the economics of how waste management com-
panies operate, with environmentally detrimental conse-
quences. Locally, American waste management companies
continue to collect recycling, but, owing to China’s strin-
gent contamination rates and a lack of economically viable
alternatives, often landfill or incinerate recyclable materi-
als post collection [2]. Globally, certain countries such as
India have tried to absorb the overflow of recycling, but
they too have also begun to implement additional restric-
tions [7]. In the first half of 2018, nearly 50% of plastic
waste exported from the US for recycling was shipped to
Thailand, Malaysia and Vietnam, all developing countries
in the Global South where there exists little to no regula-
tory framework to process recycling in an environmentally
friendly manner [9].
The global recycling supply chain is currently in flux.
Whereas countries such as China have, for decades, ac-
cepted and processed recycling materials with substandard
contamination rates, standards are rising across all nations,
and the current modus operandi will invariably give way to
a new, more sustainable equilibrium. With US municipal
solid waste increasing by almost 75% since 1980 [6], there
is a real need to process recycling and compost in a sus-
tainable fashion, and in a manner that does not have a dis-
proportionately negative impact on countries of the Global
South.
The authors developed a framework that operates at the
residential customer level, leveraging a convolutional neu-
ral network (CNN) to identify contamination in individual
recycling and compost bins from photos taken upon collec-
tion. Although still in the pilot phase, when contamination
is detected by the CNN, residents will ultimately be notified
of the contamination, and be subsequently provided with
guidelines and educational materials about recycling and
composting. Engaging and educating individual customers
is hypothesized to have a lasting and significant change in
behavior. The potential to effect change at the source is an
exciting opportunity, and one that aligns with several of the
United Nations’s Envision 2030 (SDGs) goals of sustain-
able cities and communities, responsible consumption and
production, and climate action [16].
In close partnership with Recology—a San Francisco
employee-owned integrated resource recovery company
that provides communities along the west coast of the
United States with both residential and commercial trash,
recycling and composting services—the CNN was trained
on 30,000 of their multi-labeled images, and was able to
detect contamination in recycling and compost at a level
similar to expertly-trained humans.
The paper is arranged as follows: §2 discusses related
work, §3 outlines the community partnership between the
authors and Recology, details the facets of convolutional
neural network employed for image recognition, as well as
the data employed to train the CNN. §4 presents the results,
and the manuscript concludes with §5, a discussion of con-
clusions and avenues for future research.
2. Related Work
As this research crosses several traditional academic
boundaries, the literature is expansive, from deep learning
models and computation to image recognition and waste
management. In the interest of brevity, the authors have
narrowed the focus of related research at the intersection of
the image detection of municipal solid waste.
Although only tangentially related, Rovetta et al. [18]
embed several sensors in garbage bins in Pudong, China,
to help estimate how full a garbage bin is. Bin levels were
calculated based on a combination of image processing and
digital distance sensors. Ultimately, this data was used to
optimize the scheduling of garbage collection trucks. Han-
nan et al. [10] and Arebey et al. [3] use gray level aura ma-
trices and gray level co-occurrence matrix feature extrac-
tion, respectively, to determine how full a garbage bin is.
Shafiqul Islam et al. [13] solves a similar problem using a
multi-layer perceptron to estimate the amount of waste in-
side of a bin based on top-down images of the bin. Although
certain applications of the aforementioned research attempt
to classify material type in an effort to determine the den-
sity and therefore, the weight of the garbage, none of these
methods were designed to identify specific objects.
Yang & Thung [21] employ both a convolutional neu-
ral network (CNN) and support vector machines (SVMs) to
evaluate 2,400 images of waste that include garbage/landfill
and recyclable materials). Individual items across six
classes—glass, paper cardboard, plastic, metal, and trash—
were photographed on a white background, with roughly
400–500 photos per class. Several image augmentation
techniques were employed including random rotations,
brightness variation, translation, scaling, and cropping. The
SVM ultimately out performs the CNN in this research, ow-
ing in part to issues of hyperparameter tuning, ascribed to
the limited size of the training data. Awe, Mengistu, &
Sreedhar [4] extend Yang & Thung’s work by stitching two
to six individual photos used in in Yang & Thung’s research
to create 10,000 virtual piles of garbage, while reducing the
number of classes from six to three: landfill, recycling, and
paper. Fast R-CNN was used for classification, resulting in
a mean average precision of 0.683. Sakr et. al. [19] sim-
ilarly use both a convolutional neural network (CNN) and
support vector machines (SVMs) to classify waste as either
plastic, paper or metal, using a 256× 256 image. The SVM
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achieved an accuracy of 94.8%, whereas the CNN resulted
in 83% accuracy. The algorithms were implemented on a
Raspberry pi 3, and were presumably used to classify and
physically sort trash via a mechanical system on a conveyor
belt.
Mittal et al. [15] developed an interesting mobile appli-
cation that allows users to report garbage/debris they deem
to be dumped in an inappropriate location to the collec-
tion authorities for remediation. The Android application
uses client-side software and resources to analyze and de-
termine whether or not a photo taken by a mobile phone
contains garbage. The SpotGarbage application employs a
CNN called GarbNet to automatically detect and localize
garbage in real-world settings. The paper introduces a new
annotated dataset, called Garbage In Images (GINI). 450
images of garbage were labeled, and bounding boxes drawn
around the garbage in the image. The model is then trained
using patches or sub-sections of images, and the final bi-
nary prediction of whether or not garbage is identified in
an image is a result of the aggregation of an image’s sub-
sections. Moreover, the application also identifies the areas
in the image where garbage is identified. The model is able
to classify images with an accuracy of 87.69%.
Most recently, Prasanna et al. [1] provide a survey of
current image detection methods used to classify waste for
efficient disposal and recycling. The authors create a taxon-
omy to classify image detection techniques based on shape,
reflectance, materials, or algorithm.
This manuscript differentiates itself from the aforemen-
tioned research across multiple axes. We employ a large
set of 30,000 images of municipal solid waste created and
collected by Recology, the designated collection agency for
all residential MSW collection in San Francisco. Photos are
taken directly at the point of collection (top-down photos of
recycling or compost bins), as well as at the main collection
site. Each image was painstakingly tagged by Recology’s
staff of trained experts to identify up 89 different contami-
nants, with 400 images tagged by four experts. We train and
test several CNNs to identify contaminants in residential re-
cycling and compost bins. With contaminants identified, in-
dividual customers can then be mailed educational materials
in an effort to eliminate misclassifying items, wish-cycling
(customers placing things in their recycling bins they wish
could be recycled but in fact, are not recyclable), and im-
prove customers’ ability to choose the best outlet for their
MSW—clean paper can be both recycled and composted,
but knowing which option is the ideal is not always clear.
3. ContamiNet
3.1. Recology: A Community Partnership
Recology’s mission is to create a world without waste
by developing and discovering sustainable resource recov-
ery practices that can be implemented globally, a vision that
dovetails with the spirit of this research. The academic au-
thors were delighted that Recology reached out with this
initiative. Partnering with Recology provided the frame-
work and impetus for this research, as well as helping define
research parameters, sharpen algorithmic and community-
centric objectives, and leverage access to vast amounts of
data required to train the deep learning model in question.
In San Francisco, Recology contracts to collect munici-
pal solid waste (MSW) for all residents and most commer-
cial enterprises. Although it would be significantly cheaper
for Recology to landfill all the collected MSW, they pro-
cess several streams of MSW in an effort operate in an en-
vironmentally sustainable fashion. Municipal solid waste is
currently collected in three separate collection bins: trash,
recycling, and compost (organic waste).
It is not uncommon for Recology customers—owing to
a lack of knowledge or judiciousness—to place MSW in
the incorrect collection bin: placing a recyclable material
in a trash bin, trash in a recycling bin, or compostable or-
ganic material in a trash bin. Customers may also fail to
pre-process certain items before placing them in the correct
bins. E.g., when food scraps are not removed from their
plastic container, what was once a recyclable plastic con-
tainer is now classified as trash, and sent to the landfill.
Placing MSW in an incorrect collection bin is a source
of great time, effort and cost for Recology, to say nothing
of the averse environmental impact. Although the contents
of trash bins are not inspected upon collection, the con-
tents of all recycling and organic compost bins are manually
inspected and triaged for contamination at their respective
sorting facilities.
3.2. Problem Formulation
Given a set of photos and a pre-defined list of contami-
nants, e.g., glass bottles, diapers, e-waste, coffee grounds,
etc., can a model be trained to detect contamination in a res-
idential recycling or compost bin? The detection of contam-
inating items in recycling and compost bins can be formu-
lated as a multi-label classification problem. Inputs to the
model are images of the contents of recycling and compost
bins, X , and the output is a vector y = (y1, . . . , yK), where
yi indicates the absence or presence item i (yi ∈ {0, 1}),
and K represents the total number of unique items classi-
fied. To train the model, we optimize the sum of K binary
cross entropy losses, one for each item i ∈ {1, . . .K}.
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3.3. Data
Recology, investing a significant amount of time and re-
sources in this research, collected a total of 30,780 photos
of the contents of residential recycling and compost bins.
The photographs were colour, aerial photos, however there
were several variations. Some of the photos were taken di-
rectly at a customer’s home: top-down aerial photos of the
contents of a recycling or compost bin with the lid flipped
open, as it would look curb-side, prior to pickup. These
photos were limited insofar as the ability to identify only
the items sitting on the top of the contents inside the bins.
Other top-down photos taken at the customer’s residence
were of the entire contents of the recycling and compost
bins, once they were dumped into the collection truck—in
the area called the hopper—and prior to being compacted
with all the other recycling or compost. This allowed for a
clear view of the complete contents of each bin associated
with each residence. Lastly, photos from various angles
were taken at Recology recycling and compost collection
centers. The photos were not classified to indicate whether
the photos were taken of material collected from recycling
bins or from compost bins.
Photos of municipal solid waste were taken by Recol-
ogy employees. There was no established photo protocol
regarding angles, photo resolution, or the use of a flash.
Most photos were taken with an employee’s smart phone
or a commodity digital camera. Figures 1 and 2 are exam-
ples of two photos collected by Recology to test the model.
Table 1 shows the labels each of the four experts associated
with the photo in Figure 1.
Figure 1. Contents of a Residential Recycling
Bin
Figure 2. A Heap of Material Collected from
Several Compost Bins
3.4. Training the CNN
The convolutional neural network was trained using
27,342 photos, validated using 3,038 images, and tested us-
ing 400 images; test images were labeled by all four trained
experts to establish inter-rater agreement and a baseline to
which model results can be evaluated.
Training images were downscaled to a resolution of
250 × 333 pixels, to maintain a constant aspect ratio for
all images. As the model is trained, the images are aug-
mented with random rotations (±10 degrees), random crop-
ping, and random horizontal flipping. Applying these ran-
dom image manipulation results in a reduced image size of
234 × 311 pixels. Lastly, images are normalized based on
the mean and standard deviation of images in the ImageNet
[8] training set. Validation images are center cropped to
234× 311 pixels to match the training images, and are sim-
ilarly normalized.
Computer vision applications using deep learning are
rarely trained from scratch. Leveraging transfer learning,
models are then fine-tuned from models that have been
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Expert
Labels 1 2 3 4
paper_flat_clean 1 1 1 1
plastic_film_clean 0 0 1 0
paper_flat_soiled 0 0 1 0
bagged_items 1 1 1 1
paper_bag_clean 1 1 0 1
cart 0 0 1 0
paper_napkin_soiled 1 1 1 1
gloves 1 0 1 0
cardboard_pizzabox_clean 1 1 1 1
plastic_bag 1 1 1 1
Table 1. Expert Labels Associated with Fig-
ure 1
trained on ImageNet, for example. In order to use a
pre-trained CNN from ImageNet, the last fully-connected
layer is removed and replaced with a randomly initialized
layer of the appropriate size. Howard and Ruder [11] re-
cently demonstrate a novel idea, whereby combining trans-
fer learning with discriminative fine-tuning generates su-
perior results when compared to not implementing discrim-
inative fine-tuning.
The concept underpinning this approach is to allow each
layer to be fine-tuned using different learning rates. The
authors implement a version of discriminative fine-tuning
in which layers are divided into three groups: group one
consists of layers closets to the image, group two are mid-
dle layers, and group three consists of the newly initialized
linear layer. Given a learning rate lr for group three, learn-
ing rates for group 2 and group 1 are set to lr/3 and lr/9,
respectively. This implementation is similar to the one pro-
posed on fast.ai.
Many deep learning models are trained using a learn-
ing rate that decreases over time based on validation loss.
The loss function in the validation data set is computed af-
ter every epoch: if the loss increases by more than a fixed
amount, the learning rate is divided by ten. Training ends ei-
ther when the maximum number of epochs is reached or the
learning rate decreases more than a specified threshold [17].
It has been shown [20] that adaptive learning rate schedules
achieve faster convergence and better accuracy.
This researches implements one-cycle [20] learning
rates with cosine annealing. Given a maximum learning
rate max lr and the total number of iterations iters, the
learning rate is increased using a cosine segment for 30%
of the iterations. We subsequently decrease the learning
rate according to another cosine segment following the up-
date schedule, seen in Figure 3. The formula for the cosine
segment is:
lr(lr1, lr2, T ) = lr2 +
lr1 − lr2
2
(
1 + cos
( ipi
T
))
for i ∈ {0, . . . , T − 1} (1)
Using Equation (1), the learning rates in Figure 3 are
generated by concatenating the following two cosine seg-
ments:
lr
(max lr
25
,max lr, (0.3)iters
)
and
lr
(
max lr,
max lr
2, 000
, (0.3)iters
)
.
The network is trained end-to-end using Adam, an algo-
rithm for first-order gradient-based optimization of stochas-
tic objective functions, using standard parameters [13]. The
model is trained for 12 epochs using mini-batches of 64
images. The final fully-connected layer is replaced with a
layer that contains as many outputs as the number of labels,
K. Finally, a sigmoid non-linearity is applied to each out-
put. Testing time augmentation is also performed, whereby
five versions of each test image are employed using the
same transformation as in model training. The predictions
are then averaged to generate a final prediction.
4. ContamiNet versus the Experts
To evaluate the quality of ContamiNet, the quality of ex-
pert labelers is first assessed. Recall that for the 400 test
images, all four experts independently identified contami-
nants in each of the photos. The area under the receiving
operator curve (AUC)—a typical metric used in classifica-
tion problems—is computed for each expert, by taking the
mean of three experts and comparing it to the fourth. This
one-versus-the-rest approach is computed for each expert,
resulting in four AUC values. A mean AUC is then com-
puted across all experts, by taking the mean of each indi-
vidual expert’s AUC. We similarly computed four AUC’s
for ContamiNet, one against each of the experts, and the
computed the mean AUC for ContamiNet.
In doing so, we observed the mean ContamiNet AUC of
of 0.74 to be significantly lower than the mean expert AUC
of 0.882. Further exploration uncovered the source of the
poor model performance: individual labels in the training
data have a highly uneven number of occurrences. Whereas
certain labels are identified in almost a third of the 30,780
training images (see Table 2), others, such as waste_pet
or toxic_batteries occur only four or six times re-
spectively in the entire set of training images. Table 3 shows
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Figure 3. One-Cycle Learning Rates with Co-
sine Annealing
Labels Frequency
plastic_bag 12,049
bagged_items 11,660
cardboard_clean 7,363
cart 6,301
paper_napkin_soiled 5,906
food_scraps 5,810
paper_flat_clean 5,219
plastic_film_clean 4,932
plastic_rigid_lid 4,565
plastic_rigid_bottle 3,920
Table 2. Ten Most Frequently Identified Labels
in Training Images
the labels occurring with the lowest frequency in the train-
ing images.
Deep learning models such as convolutional neural net-
works need a minimal amount of images to be associated
with an individual label, so that it can learn to identify the
label with a reasonable degree of accuracy. Owing to the
Labels Frequency
toxic_batteries 4
waste_pet 6
cert_compostable_mini_cup 7
waste_lightbulb 8
ewaste_ink_cartridge 8
Table 3. Five Least Frequently Identified La-
bels in Training Images
low frequency of occurrence of certain labels, the authors
attempted several experiments, setting varying thresholds
for label frequency, such that any label occurring less fre-
quently than some threshold be removed the the training
images, and therefore, the model.
Choosing minimal label frequency threshold values of
100, 300, and 1,000, the authors trained the CNN using
images and labels modified based on the varying threshold
values, resulting in significantly improved AUC results (see
Table 4).
Minimum # Unique Mean Mean
Label Labels Expert ContamiNet
Threshold AUC AUC
100 67 0.76 0.87
300 50 0.80 0.88
1, 000 34 0.86 0.88
Table 4. Expert and Model AUC with Varying
Label Frequency Thresholds
At a minimal threshold frequency level of 1,000, i.e., the
model is trained only on labels that occur 1,000 times or
more in the 27,342 training images, ContamiNet AUC is
almost equal to that of human AUC. In establishing this
threshold of 1,000 for label frequency that results in 34
labels, 89% of the observations are retained, ensuring the
model is still trained by a large majority of the data.
In fact, constructing 95% confidence intervals (CIs) on
10,000 bootstrapped samples sampled with replacement
from the test data, ContamiNet achieves an AUC statisti-
cally significantly better than Expert 3 , and statistically in-
distinguishable from Expert 1 (see Table 5). Only Experts
2 & 4 are statistically significantly better than ContamiNet,
albeit by a slim margin. Practically speaking, ContamiNet
performs at a level equal to that of an expert human.
5. Conclusions & Future Research
The ability to identify, educate, and engage residential
customers about their recycling habits is akin to crowd-
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AUC 95% CI
Expert 1 0.881 [0.870, 0.892]
Expert 2 0.931 [0.916, 0.948]
Expert 3 0.821 [0.808, 0.834]
Expert 4 0.895 [0.882, 0.907]
Expert Mean 0.882 [0.875, 0.890]
ContamiNet 0.860 [0.854, 0.871]
Table 5. Comparison of humans and Con-
tamiNet for the dataset with 34 labels. Test
AUC are shown together with confidence in-
tervals.
sourcing an otherwise intractable problem. Changing mu-
nicipal, state, national and international policy on munic-
ipal solid waste management will certainly have a signifi-
cant impact on how sustainably and equitably waste is pro-
cessed. Those changes, however, tend to be both glacial
and highly political. Not willing to stand idly by, Recology
is pushing the frontier of MSW collection in their own mu-
nicipality. Leveraging ContamiNet to identify, educate and
alter customer habits, Recology is poised to fundamentally
alter how municipal solid waste is collected and processed.
In this research, the authors have provided a framework
in which contaminants of recycling and compost bins can
be detected from a set of uncurated photos without a pho-
tography protocol, demonstrating a highly-effective level of
efficacy almost as good as that of human experts trained
to detect said contamination. ContamiNet’s performance
can be improved if a photography protocol is implemented,
higher resolution photos taken, and if photos are labeled as
either coming from a recycling bin or compost bin. Addi-
tionally, the use of bounding boxes can be used to identify
specific items in the photos, allowing ContamiNet to learn
far faster and, the authors hypothesize, more accurately.
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