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a b s t r a c t
In this work we compute the effective resistance between any pair of vertices with respect
to a value λ ≥ 0 and a weight ω on the vertex set of the join network in terms of
the corresponding parameters for the factors. In particular, this allows us to express the
Kirchhoff index with respect to a value λ ≥ 0 and a weight ω of the join network
in terms of the Kirchhoff indices of the factors. Moreover, we obtain a full description
of the eigenvalues and the corresponding eigenfunctions for a positive semi-definite
Schrödinger operator on a join network. Finally, we compute the effective resistances and
the generalized Kirchhoff index with respect to a value λ ≥ 0 and a weight ω for some
families of join networks, specifically for star and cone networks.
© 2011 Elsevier B.V. All rights reserved.
1. Preliminaries
The Kirchhoff index was introduced in chemistry as a better alternative to other parameters used for discriminating
among different molecules with similar shapes and structures; see [9]. This index is defined as the sum of all the effective
resistances between any pair of vertices of the network and is also known as the Total Resistance; [8]. In view of its
applications, a new line of research with a considerable amount of production has been developed and the Kirchhoff index
has been computed for some classes of graphswith symmetries; see for instance [4,11] and the references therein.Moreover,
it is of interest to calculate this parameter for composite networks and to find possible relations between the Kirchhoff
indices of the original networks and those of their composite networks; see for instance [12].
In [5,6] the authors introduced a generalization of the Kirchhoff index of a finite network that consists in defining
the effective resistance between any pair of vertices with respect to a value λ ≥ 0 and a weight ω on the vertex set. It
turns out that λ is the lowest eigenvalue of a suitable semi-definite positive Schrödinger operator and ω is the associated
eigenfunction. Here we show that this generalization is essential to obtain the expression for the Kirchhoff index of a
join network in terms of the Kirchhoff indices of the factors. Specifically, we obtain that the standard Kirchhoff index of
a join network is the sum of the generalized Kirchhoff index of each factor plus a constant that depends only on the join
conductances.
In this work the role of Green’s function to evaluate the effective resistances of the network is essential. So, after the
introduction of themain definitions of the involved operators and their properties, we get the expression of Green’s function
of a join network in terms of Green’s functions of the factors. Therefore, as a by-product we obtain the expression of the
effective resistances, and hence of the Kirchhoff index, of a join network in terms of the corresponding parameters of each
factor network. Moreover, we also study the relation between the eigenvalues of the factor networks and those of their join
network.
Given a finite set V , the set of real valued functions on V is denoted by C(V ). The standard inner product on C(V ) is
denoted by ⟨·, ·⟩ and hence if u, v ∈ C(V ) then ⟨u, v⟩ = ∑x∈V u(x)v(x). For any x ∈ V , εx ∈ C(V ) stands for the Dirac
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function at x and 1 is the function defined by 1(x) = 1, for any x ∈ V . On the other hand, ω ∈ C(V ) is called a weight if it
satisfies that ω(x) > 0 for any x ∈ V and, moreover, ⟨ω,ω⟩ = 1. The set of weights on V is denoted byΩ(V ).
The triple Γ = (V , E, c) denotes a finite network; that is, a finite connected graph without loops nor multiple edges,
with vertex set V , whose cardinality equals n, and edge set E, in which each edge {x, y} has been assigned a conductance
c(x, y) > 0. So, the conductance can be considered as a symmetric function c: V × V −→ [0,+∞) such that c(x, x) = 0
for any x ∈ V and, moreover, vertex x is adjacent to vertex y iff c(x, y) > 0.
The combinatorial Laplacian or simply the Laplacian of the network Γ is the endomorphism of C(V ) that assigns to each
u ∈ C(V ) the function
L(u)(x) =
−
y∈V
c(x, y)

u(x)− u(y)

, x ∈ V . (1)
Given q ∈ C(V ), the Schrödinger operator on Γ with potential q is the endomorphism of C(V ) that assigns to each
u ∈ C(V ) the function Lq(u) = L(u) + qu, where qu ∈ C(V ) is defined as (qu)(x) = q(x)u(x); see for instance [2,7].
It is well-known that any Schrödinger operator is self-adjoint and we are interested in those Schrödinger operators that are
positive semi-definite. The characterization of this type of operators was obtained in [2] by considering, for any ω ∈ Ω(V ),
the potential determined by ω defined as the function qω = −ω−1L(ω).
Proposition 1.1 ([2, Prop. 3.3]). The Schrödinger operator Lq is positive semi-definite iff there exist ω ∈ Ω(V ) and λ ≥ 0 such
that q = qω+λ. Moreover,ω and λ are uniquely determined. In addition,Lq is singular iff λ = 0, in which case ⟨Lqω (v), v⟩ = 0
iff v = aω, a ∈ R. In any case, λ is the lowest eigenvalue of Lq and its associated eigenfunctions are multiple of ω.
If Lq is positive definite, then it is invertible and its inverse is called Green’s operator. On the other hand, when Lq is
positive semi-definite and singular the operator that assigns to each function f ∈ C(V ) the unique u ∈ C(V ) such that
Lq(u) = f − ⟨ω, f ⟩ω and ⟨u, ω⟩ = 0 is called Green’s operator. In any case, the Green operator is denoted by Gq, see [5].
Moreover, the function Gq : V × V −→ R, defined as Gq(x, y) = Gq(εy)(x), for any x, y ∈ V , is called Green’s function. Note
that Gq(ω) = Λ(λ)ω, whereΛ(λ) = λ−1 when λ > 0 andΛ(0) = 0.
In [5,6], the authors introduced a generalization of the concept of Kirchhoff index by defining the effective resistance and
the Kirchhoff index with respect to a value λ ≥ 0 and a weight ω ∈ Ω(V ). Specifically, we consider the functional on C(V )
defined as
Jx,y(u) = 2
[
u(x)
ω(x)
− u(y)
ω(y)
]
− ⟨Lq(u), u⟩ (2)
and then we can give the following definition.
Definition 1.2. Given x, y ∈ V , the effective resistance between x and y with respect to λ and ω is the value
Rλ,ω(x, y) = max
u∈C(V )
{Jx,y(u)}.
Moreover, the Kirchhoff index of Γ with respect to λ and ω is the value
k(λ, ω) = 1
2
−
x,y∈V
Rλ,ω(x, y)ω2(x)ω2(y).
In addition, if we consider the functional
Jx(u) = 2
[
u(x)
ω(x)
− ⟨u, ω⟩
]
− ⟨Lq(u), u⟩ (3)
the total resistance at x ∈ V with respect to λ and ω is defined as
rλ,ω(x) = max
u∈C(V )
{Jx(u)}.
In the sequel we omit the expression with respect to λ andωwhen it does not lead to confusion. When λ = 0 we usually
omit the subindex λ in the above expressions and when ω is constant we also omit the subindex ω. Therefore, R is nothing
else than the standard effective resistance of the network, whereas k is the Kirchhoff index introduced in the context of
organic chemistry, see for instance [10].
The following formulas, that express the different parameters in terms of Green’s functions, will be crucial in obtaining
the main results of the present paper, see [5] for the proofs.
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Proposition 1.3 ([5, Prop. 4.3]). For any x, y ∈ V it is verified that
rλ,ω(x) = Gq(x, x)
ω2(x)
−Λ(λ) and Rλ,ω(x, y) = Gq(x, x)
ω2(x)
+ Gq(y, y)
ω2(y)
− 2Gq(x, y)
ω(x)ω(y)
.
Therefore,
k(λ, ω) =
−
x∈V
rλ,ω(x)ω2(x) =
−
x∈V
Gq(x, x)−Λ(λ)
and, in particular,−
y∈V

Rλ,ω(x, y)− k(λ, ω)

ω2(y) = rλ,ω(x).
It is easy to conclude that when V is a singleton, then Gq(u) = Λ(λ)u, for any u ∈ C(V ), and, moreover, rλ,ω, Rλ,ω and
k(λ, ω) are null.
On the other hand, the above parameters can also be expressed in terms of the eigenvalues ofLq and their corresponding
eigenfunctions. Specifically, if λ = λ0 < λ1 ≤ · · · ≤ λn−1 are the eigenvalues of Lq and {uj}n−1j=0 , where u0 = ω, are the
corresponding orthonormal basis of eigenfunctions, the following result holds.
Proposition 1.4 ([6, Prop. 3.4]). For any x, y ∈ V it is verified that
rλ,ω(x) = 1
ω2(x)
n−1
j=1
u2j (x)
λj
and Rλ,ω(x, y) =
n−1
j=1
1
λj

uj(x)
ω(x)
− uj(y)
ω(y)
2
.
Therefore,
k(λ, ω) =
n−1
j=1
1
λj
.
Observe that if xQqω (x) is the characteristic polynomial of Lqω , then (x − λ)Qqω (x − λ) is the characteristic polynomial of
Lq. Therefore,
k(λ, ω) = −Q
′
qω (−λ)
Qqω (−λ)
.
Moreover, if Qqω (x) = anxn−1 + · · · + a2x+ a1, then k(ω) = − a2a1 .
2. Join networks
The join Γ = Γ1 + Γ2 of two graphs Γ1 and Γ2 with disjoint vertex sets V1 and V2 and edge sets E1 and E2 is the
graph Γ1 union Γ2 together with all the edges joining V1 and V2. For this composite graph the structure of the eigenvalues
and eigenfunctions of the combinatorial Laplacian are well-known and the Kirchhoff index has been studied, see for
instance [7,12]. In this section we consider the generalization of the join graph to the case of (m + 1)-networks and we
obtain the expression for Green’s function, the eigenvalue and eigenfunctions, the effective resistances and the Kirchhoff
index with respect to a non-negative value and a weight in terms of the corresponding parameter of the factors.
Let Γi = (Vi, Ei, ci), i = 0, . . . ,m, be connected networks and V = mi=0 Vi the disjoint union of all vertex sets. We also
consider ω ∈ Ω(V ) and a1, . . . , am > 0.
We call join network with base Γ0, join conductances {ai}mi=1 and weight ω, the network Γ = (V , E, c) obtained by joining
the networks Γi, i = 1, . . . ,m to Γ0; that is, the network whose conductance is given by c(x, y) = ci(x, y), for any
x, y ∈ Vi, i = 0, . . . ,m, by c(x, y) = aiω(x)ω(y), for any x ∈ V0 and y ∈ Vi, i = 1, . . . ,m, and by c(x, y) = 0, otherwise.
We can suppose, without loss of generality, that a1 ≤ · · · ≤ am.
Consider, for any i = 0, . . . ,m, the value σi =
∑
x∈Vi ω(x)
2
 1
2
. Then, given i = 0, . . . ,m, if for any x ∈ Vi we define
ωi(x) = σ−1i ω(x), it is clear that ωi ∈ Ω(Vi). Moreover, for any i = 0, . . . ,m, we identify C(Vi) with the subspace of C(V )
formed by the functions that are null on V \ Vi. On the other hand, if u ∈ C(V ), the restriction of u to Vi, i = 0, . . . ,m is
also denoted by u. Observe that if u ∈ C(Vi) and v ∈ C(V ), then ⟨u, v⟩ =∑x∈Vi u(x)v(x) and, in particular, ⟨u, v⟩ = 0 when
v ∈ C(Vj)with j ≠ i.
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IfL is the combinatorial Laplacian of the join network Γ and, for i = 0, . . . ,m,Li denotes the combinatorial Laplacian
of the network Γi, then for any u ∈ C(V ) it holds that
L(u)(x) = L0(u)(x)+ ω0(x)
m−
j=1
ajσjσ0

u(x)⟨ωj, 1⟩ − ⟨ωj, u⟩

, x ∈ V0,
L(u)(x) = Li(u)(x)+ ωi(x)aiσiσ0

u(x)⟨ω0, 1⟩ − ⟨ω0, u⟩

, x ∈ Vi, 1 ≤ i ≤ m.
(4)
Lemma 2.1. Consider the potentials qω = −ω−1L(ω) on V and qωi = −ω−1i Li(ωi) on Vi, for i = 0, . . . ,m. Then,
qω = qω0 +
∑m
j=1 ajσj

σj − σ0⟨ωj, 1⟩ω0

on V0 and, for any i = 1, . . . ,m, qω = qωi + aiσ0

σ0 − σi⟨ω0, 1⟩ωi

on Vi.
In the sequel we consider fixed λ ≥ 0 and the potential on Γ given by q = qω + λ. Moreover, we define the positive
values γ0 = λ+∑mj=1 ajσ 2j , γi = λ+ aiσ 20 , 1 ≤ i ≤ m, and the potentials on Γi given by pi = qωi + γi, for any 0 ≤ i ≤ m.
Therefore, we get that
Lq(u) = L0p0(u)−

m−
j=1
ajσjσ0⟨ωj, u⟩

ω0, on V0,
Lq(u) = Lipi(u)− aiσiσ0⟨ω0, u⟩ωi, on Vi, i = 1, . . . ,m.
(5)
2.1. Eigenvalues and eigenfunctions
The eigenvalues of the join of two graphs are known in terms of the eigenvalues of the factors, see [7, Prop. 4.11]. In this
section we study the general case. First, we use Identities (5), to easily obtain most of the eigenvalues and eigenfunctions of
Lq in terms of the eigenvalues and eigenfunctions ofLipi , i = 0, . . . ,m.
Lemma 2.2. Given i = 0, . . . ,m and γ > γi, if u ∈ C(Vi) satisfiesLipi(u) = γ u, thenLq(u) = γ u.
Proof. It suffices to observe that ⟨u, ωi⟩ = 0, since γ > γi, and that ⟨u, ωj⟩ = 0, for any j = 0, . . . ,m with j ≠ i, since
u ∈ C(Vi) and ωj ∈ C(Vj). 
On the other hand, λ is the lowest eigenvalue ofLq whose corresponding eigenfunction is ω. Therefore, λ and any of the
eigenvalues of Lq given in the above lemma are called elemental eigenvalues, whereas their corresponding eigenfunctions
are called elemental eigenfunctions. So, the elemental eigenvalues of the join network Γ , other than λ, are the eigenvalues of
each network Γi greater than its lowest eigenvalue γi. In addition, the elemental eigenfunctions, other than ω, are obtained
by extending by zero the eigenfunctions of Γi, except the multiples of ωi. To obtain the non-elemental eigenvalues we need
to introduce the polynomial
PΓ (x) =
m∏
j=1
(γj − x)+
m−
i=1
aiσ 2i
m∏
j=1
j≠i
(γj − x)
that is called the join polynomial of the network Γ .
Lemma 2.3. All roots of PΓ are real. Moreover, if λ1 ≤ · · · ≤ λm are the roots of PΓ , counting with their multiplicity, the
following properties hold:
1. γ1 ≤ λ1 ≤ γ2 ≤ · · · ≤ λm−1 ≤ γm ≤ λm ≤ λ+ am.
2. λm = λ+ am iff a1 = · · · = am, in which case the roots of PΓ are λ+ amσ 20 and λ+ am.
3. If for any i = 1, . . . ,mwe consider I(i) = {j = 1, . . . ,m : aj = ai} and mi = |I(i)|, then γi is a root of order mi − 1 of PΓ .
4. If λj ≠ γi, for any i = 1, . . . ,m, then λj is a simple root of PΓ .
Proof. Simple algebraic computations show that the characteristic polynomial of the symmetric matrix
MΓ =

γ0 −a1σ0σ1 · · · −amσ0σm
−a1σ0σ1 γ1 · · · 0
...
...
. . .
...
−amσ0σm 0 · · · γm
 ,
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is Q (x) = ∏mj=0(γj − x) − σ 20 ∑mi=1 a2i σ 2i ∏mj=1
j≠i
(γj − x). Then, taking into account that aiσ 20 = (γi − x) + (x − λ), we have
that
Q (x) =
m∏
j=1
(γj − x)

γ0 − x−
m−
i=1
aiσ 2i

+ (λ− x)
m−
i=1
aiσ 2i
m∏
j=1
j≠i
(γj − x) = (λ− x)PΓ (x).
Therefore, PΓ (x) hasm real roots. Moreover, PΓ (x) > 0 when x < γ1 and hence,
λ < γ1 ≤ λ1 ≤ γ2 ≤ · · · ≤ λm−1 ≤ γm ≤ λm,
follows from the Cauchy Interlace Theorem, taking into account that λ < γ1.
If x ≥ λ+ am, then for any i = 1, . . . ,mwe get that x > γi and
x− γi ≥ λ+ am − γi = am − aiσ 20 ≥ ai(1− σ 20 )
with equality iff x = λ+ am and ai = am. So, we get that
(−1)mPΓ (x) =
m∏
j=1
(x− γj)

1−
m−
i=1
aiσ 2i
(x− γi)

≥
m∏
j=1
(x− γj)

1−
m−
i=1
σ 2i
(1− σ 20 )

= 0
with equality iff x = λ + am and a1 = · · · = am. In conclusion, λm ≤ λ + am, with equality iff a1 = · · · = am.
Moreover this last condition is equivalent to γ1 = · · · = γm and, then, the Cauchy Interlace Theorem implies that
λ1 = · · · = λm−1 = γ1 = γm < λ+ am.
On the other hand, for any i = 1, . . . ,m, we get that γi is root of ordermi of∏mj=1(γj − x) and hence it is a root of order
mi− 1 of PΓ , since it is a root of ordermi− 1 of the polynomial∑mi=1 aiσ 2i ∏mj=1
j≠i
(x− γj). Finally, Claim 4 is a straightforward
consequence of the Cauchy Interlace Theorem. 
Proposition 2.4. The non-elemental eigenvalues of Lq are the roots of the join polynomial of Γ . Moreover, if PΓ (γ ) = 0, then
the following properties hold:
1. If γ ≠ γi, i = 1, . . . ,m, then γ is simple and a corresponding unitary eigenfunction is given by
u =

1+ σ 20
m−
j=1
a2j σ
2
j
(γj − γ )2
− 12 
ω0 + σ0
m−
j=1
ajσjωj
γj − γ

.
2. If γ = γi for some i = 1, . . . ,m and γ ≠ γi−1, then an orthonormal basis of the subspace of eigenfunctions corresponding to
γi is given by
uk =

k−1
j=0
σ 2i+j
− 12 k−
j=0
σ 2i+j
− 12 k−1
j=0
σi+j

σi+jωi+k − σi+kωi+j

, k = 1, . . . ,mi − 1.
Proof. If we consider u = ∑mj=0 τjωj, then τj = ⟨ωj, u⟩, for any j = 0, . . . ,m. Therefore, from Equalities (5) we get that
Lq(u) = γ u iff
γ0τ0ω0 −

m−
j=1
ajσjσ0τj

ω0 = γ τ0ω0, on V0,
γiτiωi − aiσiσ0τ0ωi = γ τiωi, on Vi, i = 1, . . . ,m
or, in an equivalent manner, iff
(γ0 − γ )τ0 =
m−
j=1
ajσjσ0τj and (γi − γ )τi = aiσiσ0τ0, i = 1, . . . ,m. (E1)
The above equalities are equivalent to γ being an eigenvalue of the matrix MΓ defined in the proof of Lemma 2.3.
Therefore, if γ ≠ λ, then γ is a root of the join polynomial of Γ . Moreover, the values τ0, . . . , τm must be the components
of an eigenvector of MΓ corresponding to γ . In addition, if (τ0, . . . , τm)T and (τˆ0, . . . , τˆm)T are linearly independent,
respectively orthogonal, eigenvectors of MΓ , then u = ∑mj=0 τjωj and uˆ = ∑mj=0 τˆjωj are linearly, respectively orthogonal,
eigenfunctions ofLq. Therefore, all the roots of PΓ , counting with their multiplicities, are non-elemental eigenvalues ofLq.
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(1) If PΓ (γ ) = 0 and γ ≠ γi for any i = 1, . . . ,m, then Lemma 2.3 implies that γ is a simple eigenvalue ofLq. Moreover
the last equations in (E1) imply that τi = aiσiσ0τ0γi−γ , i = 1, . . . ,m. In addition, as ⟨u, u⟩ =
∑m
j=0 τ
2
j , then u is unitary iff
τ 20 =

1+ σ 20
m−
j=1
a2i σ
2
i
(γi − γ )2
−1
.
(2) When γ = γi for some i = 1, . . . ,m, then the i-th equation in (E1) implies that τ0 = 0, whereas the j-th equation for
j ∉ I(i) implies that τj = 0. In addition, the first equation in (E1) implies that u is an eigenfunction corresponding to γ iff∑
j∈I(i) σjτj = 0, since aj = ai for any j ∈ I(i).
Moreover, I(i) = {i, . . . , i+mi}, since γ ≠ γi−1, and hence
vk = σiωi+k − σi+kωi, k = 1, . . . ,mi − 1
is a basis of the subspace of eigenfunctions corresponding to γi. The claimed orthonormal basis is obtained by applying the
Gram–Schmidt process to the above system. 
In the following result we specify the standard case; that is, the case of the join of two graphs, Γ0 = (V0, E0) and
Γ1 = (V1, E1) with |V0| = n0 and |V1| = n1. This corresponds to taking m = 1, ω = 1√n0+n1 and a1 = n0 + n1, so
that c(x, y) = 1 for any x ∈ V0 and y ∈ V1. Let 0 = ν1 < ν2 ≤ · · · ≤ νn0 and 0 = µ1 < µ2 ≤ · · · ≤ µn1 be the
eigenvalues of the combinatorial Laplacians of Γ0 and Γ1, respectively. In addition, let

n
− 12
0 1, u2, . . . , un0

⊂ C(V0) and
n
− 12
1 1, v2, . . . , vn1

⊂ C(V1) be the corresponding orthonormal basis of eigenfunctions.
Corollary 2.5. The eigenvalues of the combinatorial LaplacianL of the join graph are
0, ν2 + n1, . . . , νn0 + n1, µ2 + n0, . . . , µn1 + n0, n0 + n1
and the corresponding orthonormal basis of eigenfunctions is
(n0 + n1)− 12 1, u2, . . . , un0 , v2, . . . , vn1 , u,
where u(x) = n1√n0n1(n0+n1) if x ∈ V0 and u(x) = −
n0√
n0n1(n0+n1) if x ∈ V1.
The above result is well-known and it can be found in [7] and references therein.
2.2. Green’s function and effective resistances
The main objective in this section is to obtain Green’s function of the join network in terms of Green’s functions of the
factors. As a by-product we also obtain the effective resistances and the Kirchhoff index, with respect to a non-negative
value and a weight, in terms of the corresponding parameters of each factor network.
Throughout the section Gip will denote Green’s operator for L
i
p on Γi. We define the value α =
∑m
j=1 γ
−1
j σ
2
j , since it
appears repeatedly throughout the paper.
Lemma 2.6. Given f ∈ C(V ), then
m−
j=1
γ−1j ajσj⟨ωj, f ⟩ =
1
σ 20

⟨ω, f ⟩ − σ0⟨ω0, f ⟩ − λ
m−
j=1
γ−1j σj⟨ωj, f ⟩

.
In particular,
∑m
j=1 γ
−1
j ajσ
2
j = 1−λασ 20 − 1 and
∑m
j=1 γ
−1
j a
2
j σ
2
j = γ0σ 20 −
λ(1−λα)
σ 40
.
Proof. The first part is a consequence of the identity aj = γj−λ
σ 20
for any j = 1, . . . ,m and the last equality follows by re-
writing the sum as
m−
j=1
γ−1j a
2
j σ
2
j =
1
σ 20
m−
j=1
(1− λγ−1j )ajσ 2j . 
For any f ∈ C(V ) consider the value
P(f ) =
[
Λ(λ)+ α
1− λα
]
⟨ω, f ⟩ − 1
1− λα
m−
j=1
γ−1j σj⟨ωj, f ⟩
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and also the following projectors
P0(f ) =

σ0P(f )− γ−10 ⟨ω0, f ⟩

ω0 and Pi(f ) = σ 20 γ−1i aiσiP(f ) ωi, i = 1, . . . ,m.
Proposition 2.7. Let f ∈ C(V ) such that ⟨ω, f ⟩ = 0when λ = 0 and consider the Poisson equation on V ,Lq(u) = f . Then, the
function
u = Gipi(f )+ Pi(f ) on Vi, i = 0, . . . ,m
is the unique solution of the Poisson equation when λ > 0 or the unique solution of the Poisson equation such that ⟨ω, u⟩ = 0
when λ = 0.
Proof. From Identities (5) we get thatLq(u) = f on V iff
L0p0(u) = f +

m−
j=1
ajσjσ0⟨ωj, u⟩

ω0, on V0,
Lipi(u) = f + aiσiσ0⟨ω0, u⟩ωi, on Vi, i = 1, . . . ,m.
Therefore,
γ0⟨ω0, u⟩ = ⟨ω0,L0p0(u)⟩ = ⟨ω0, f ⟩ + σ0
m−
j=1
ajσj⟨ωj, u⟩,
γi⟨ωi, u⟩ = ⟨ωi,Lipi(u)⟩ = ⟨ωi, f ⟩ + aiσiσ0⟨ω0, u⟩, i = 1, . . . ,m.
(S0)
Multiplying by aiσi the i-th equation and summing we obtain the linear system
γ0⟨ω0, u⟩ − σ0
m−
j=1
ajσj⟨ωj, u⟩ = ⟨ω0, f ⟩,
−σ0⟨ω0, u⟩
m−
j=1
γ−1j a
2
j σ
2
j +
m−
j=1
ajσj⟨ωj, u⟩ =
m−
j=1
γ−1j ajσj⟨ωj, f ⟩
(S)
that from Lemma 2.6 implies
γ0σ0⟨ω0, u⟩ − σ 20
m−
j=1
ajσj⟨ωj, u⟩ = σ0⟨ω0, f ⟩,
−σ0⟨ω0, u⟩
[
γ0 − λ(1− λα)
σ 20
]
+ σ 20
m−
j=1
ajσj⟨ωj, u⟩ = ⟨ω, f ⟩ − σ0⟨ω0, f ⟩ − λ
m−
j=1
γ−1j σj⟨ωj, f ⟩
and hence
⟨ω0, u⟩
[
λ(1− λα)
σ0
]
= ⟨ω, f ⟩ − λ
m−
j=1
γ−1j σj⟨ωj, f ⟩. (E2)
When λ > 0, Eq. (E2) implies that the solution of the system (S) is given by
⟨ω0, u⟩ = σ0P(f ) and
m−
j=1
ajσj⟨ωj, u⟩ = γ0P(f )− ⟨ω0, f ⟩
σ0
.
Therefore, Lq(u) = f on V iff Lipi(u) = f + γiPi(f ) on Vi for any i = 0, . . . ,m; that is, iff u = Gipi(f ) + Pi(f ) on Vi for
any i = 0, . . . ,m.
When λ = 0, Eq. (E2) implies that the Poisson equation has solution iff ⟨ω, f ⟩ = 0. Then, keeping in mind that γi = aiσ 20 ,
from the lastm equations of (S0), we obtain that the unique solution such that ⟨ω, u⟩ = 0 verifies that
⟨ω0, u⟩ = −σ0
m−
j=1
γ−1j σj⟨ωj, f ⟩ = σ0P(f ) and
m−
j=1
ajσj⟨ωj, u⟩ = γ0P(f )− ⟨ω0, f ⟩
σ0
;
that is,Lipi(u) = f + γiPi(f ) on Vi for any i = 0, . . . ,m, and the conclusion follows. 
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Theorem 2.8. Green’s function of the join network Γ is given by
Gq = Gipi + gii(λ)ω ⊗ ω, on Vi × Vi, i = 0, . . . ,m,
Gq = gij(λ)ω ⊗ ω, on Vi × Vj, i, j = 0, . . . ,m, j ≠ i,
where, for any i, j = 1, . . . ,m,
g00(λ) = Λ(λ)+ α1− λα −
1
σ 20 γ0
, g0i(λ) = gi0(λ) = Λ(λ)+ α1− λα −
1
γi(1− λα) ,
and
gij(λ) = Λ(λ)+ α1− λα +
λ− γi − γj
γiγj(1− λα) .
Proof. When λ > 0, u = Gq(·, y) is the unique solution of Lq(u) = εy on V . From Proposition 2.7, we get that
u = Gipi(εy) + Pi(εy) on Vi, for any i = 0, . . . ,m. Therefore, if y ∈ Vi, then u(x) = Gipi(x, y) + Pi(εy)(x) when x ∈ Vi
and u(x) = Pj(εy)(x)when x ∈ Vj, j ≠ i.
The expression for Green’s function of the join network follows by taking into account that for any j = 0, . . . ,m and any
x ∈ Vj, Pj(εy)(x) = gji(λ)ω(x)ω(y).
When λ = 0, u = Gq(·, y) is the unique solution of Lq(u) = εy − ω(y)ω on V such that ⟨ω, u⟩ = 0. From
Proposition 2.7, u = Gipi(εy) + Pi(εy) − ω(y)Pi(ω) on Vi, for any i = 0, . . . ,m. Therefore, if y ∈ Vi, then u(x) =
Gipi(x, y)+ Pi(εy)(x)− ω(y)Pi(ω)(x)when x ∈ Vi and u(x) = Pj(εy)(x)− ω(y)Pj(ω)(x)when x ∈ Vj, j ≠ i.
In conclusion, if y ∈ Vi, then
u = G0p0(εy)− P (εy)−
⟨ω0, εy⟩
σ0γ0
ω + αω(y)ω on V0
u = Gjpj(εy)− P (εy)−
1
γj
ω(y)ω + αω(y)ω on Vj, j = 1, . . . ,m
and the expression for Green’s function follows, taking into account that P (εy) = 0 if y ∈ V0 and that P (εy) = γ−1i ω(y)ω
if y ∈ Vi, i ≠ 0. 
The following result gives the expression of the Kirchhoff index, the effective resistances and the total resistances with
respect to a weight and a non-negative value in terms of the corresponding parameters for the networks that form the join
network. These expressions follow directly from the formulas for the Kirchhoff index and for the effective resistances given
in Proposition 1.3. In all the expressions, the superscript i in a parameter stands for the corresponding parameter on the
network Γi.
Proposition 2.9. If β =∑mj=1 γ−2j σ 2j , then it is verified that
k(λ, ω) =
m−
j=0
kj(γj, ωj)+
m−
j=1
1
γj
+ (λβ − α)
1− λα .
In particular,
m−
j=1
1
λj
=
m−
j=1
1
γj
+ (λβ − α)
1− λα = −
P ′Γ (0)
PΓ (0)
.
Moreover, if x ∈ Vi, for any i = 0, . . . ,m, then
rλ,ω(x) = σ−2i r iγi,ωi(x)+
α
1− λα + ti(λ),
where t0(λ) = 0 and ti(λ) = 1
γiσ
2
i
+ λ−2γi
γ 2i (1−λα)
, for any i = 1, . . . ,m. In addition, if x, y ∈ Vi, for any i = 0, . . . ,m, then
Rλ,ω(x, y) = σ−2i Riγi,ωi(x, y)
whereas, if x ∈ Vi, y ∈ Vj for any i, j = 0, . . . ,mwith i ≠ j, we get
Rλ,ω(x, y) = σ−2i r iγi,ωi(x)+ σ−2j r jγj,ωj(y)+
1
γjσ
2
j
+ 1
γiσ
2
i
+ sij(λ)
where
s0j(λ) = λ
γ 2j (1− λα)
− 1
γ0σ
2
0
and sij(λ) = λ(γi − γj)
2
γ 2i γ
2
j (1− λα)
, i, j = 1, . . . ,m, i ≠ j.
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3. Star network
In this section we assume that the base network Γ0 is a singleton; that is, V0 = {x0}, and for all 1 ≤ i ≤ m the network Γi
is a copy of some network Γ . For any 1 ≤ i ≤ m, we denote Vi = {xi1, . . . , xin}. Moreover, we consider a > 0, 0 < σ0 < 1,
and ω ∈ Ω(V ) defined as ω(x0) = σ0 and ω(xij) =

1−σ 20
nm for any 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then, the corresponding join
network Γ is calledm-star network with join conductance a.
With the notations of the preceding sections, γi = γ = λ+ aσ 20 and pi = γ , for any i = 1, . . . ,m. Moreover, we denote
byG,r,R andk, the Green’s function, the total resistance, the effective resistance and the Kirchhoff index of the network Γ .
Proposition 3.1. Green’s function of a m-star network is given by
Gq(x0, x0) = 1− σ
2
0
λ+ a +Λ(λ)σ
2
0
and for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Gq(xik, xis) =Gγ (xik, xis)+ (1− σ 20 )nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
,
Gq(x0, xik) =
σ0

1− σ 20√
mn
[
Λ(λ)− 1
λ+ a
]
,
Gq(xik, xjs) = (1− σ
2
0 )
nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
.
Therefore,
k(λ, ω) = mk(γ )+ m− 1
λ+ aσ 20
+ 1
λ+ a .
Moreover, for any i = 0, . . . ,m,
rλ,ω(x0) = (1− σ
2
0 )
σ 20 (λ+ a)
and rλ,ω(xik) = 11− σ 20
[
mrγ (xik)+ m− 1
λ+ aσ 20
+ σ
2
0
λ+ a
]
.
In addition, for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(xik, xis) = m1− σ 20
Rγ (xik, xis)
Rλ,ω(x0, xjs) = 11− σ 20
[
mrγ (xjs)+ m− 1
λ+ aσ 20
+ 1
σ 20 (λ+ a)
]
Rλ,ω(xik, xjs) = m1− σ 20
[rγ (xik)+rγ (xjs)+ 2
λ+ aσ 20
]
.
To end this section let us consider two particular cases of star networks; namely, the m-star cycle and the m-star path
that are obtained when Γ is a cycle and a path, respectively. We need to remember some properties of the First and Second
order Chebyshev Polynomials, that are respectively defined by the following recurrences:
T0(x) = 1, T1(x) = x, Tk+2(x) = 2xTk+1(x)− Tk(x), k ≥ 0,
U−2(x) = −1, U−1(x) = 0, Uk(x) = 2xUk−1(x)− Uk−2(x), k ≥ 0. (6)
Moreover, for any k ≥ 0 and any x ∈ R, it is satisfied that Tk(x) = xUk−1(x) − Uk−2(x), 2(x − 1)∑kl=0 Ul(x) =
Uk+1(x)− Uk(x)− 1, T ′k(x) = kUk−1(x) and also (x2 − 1)U ′k(x) = kTk+1(x)− Uk−1(x). Thus,
kUk−1(x)
Tk(x)− 1 =
k−1
l=0
1
x− cos  2lπk  and kTk(x)− xUk−1(x)(x+ 1)Uk−1(x) =
k−1
l=1
x− 1
x− cos  lπk 
since

cos
 2lπ
k
k−1
l=0 are the roots of the polynomial Tk(x) − 1, whereas

cos
 lπ
k
k
l=1 are the roots of the polynomial
(x+ 1)Uk−1(x).
In the following lemma we show the expression for Green’s function of a n-cycle with constant weight and
constant conductance that can be easily deduced from Green’s function of a path with periodic boundary conditions;
see [3, Proposition 3.12].
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Lemma 3.2. If c, γ > 0, and p = 1+ γ2c , then Green’s function for the n-cycle with constant conductance c is given by
Gγ (xk, xs) = Un−1−|k−s|(p)+ U|k−s|−1(p)2c(Tn(p)− 1) .
Moreover,
Rγ (xk, xs) = n

Un−1(p)− Un−1−|k−s|(p)− U|k−s|−1(p)

c(Tn(p)− 1)
and
k(γ ) =rγ (xk) = nUn−1(p)2c(Tn(p)− 1) − 1γ =
n−1
k=1
1
γ + 4c sin2  kπn  .
On the other hand, Green’s function for a n-path with constant conductance is given by the following result; see
[3, Proposition 5.2].
Lemma 3.3. If c, γ > 0, and p = 1+ γ2c , then Green’s function for the n-path with constant conductance c is given by
Gγ (xk, xs) = Tn−|k−s|(p)+ Tn−s−k+1(p)
γ (p+ 1)Un−1(p) .
Therefore,
Rγ (xk, xs) =
2n

Tn(p)+ Tn+1−k−s(p)(T|k−s|(p)− 1)− Tn−|k−s|(p)

γ (p+ 1)Un−1(p) ,
rγ (xk) =
n

Tn(p)+ Tn+1−2k(p)

γ (p+ 1)Un−1(p) −
1
γ
and
k(γ ) = nTn(p)− pUn−1(p)
γ (p+ 1)Un−1(p) =
n−1
k=1
1
γ + 4c sin2  kπ2n  .
From Proposition 3.1 we get the following expressions for am-star cycle.
Proposition 3.4. If p = 1+ λ+aσ 202c , then Green’s function of a m-star cycle is given by
Gq(x0, x0) = 1− σ
2
0
λ+ a +Λ(λ)σ
2
0
and for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Gq(xik, xis) = Un−1−|k−s|(p)+ U|k−s|−1(p)2c(Tn(p)− 1) +
(1− σ 20 )
nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
,
Gq(x0, xik) =
σ0

1− σ 20√
mn
[
Λ(λ)− 1
λ+ a
]
,
Gq(xik, xjs) = (1− σ
2
0 )
nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
.
Therefore,
k(λ, ω) = m
n−1
k=0
1
λ+ aσ 20 + 4c sin2
 kπ
n
 − a(1− σ 20 )
(λ+ a)(λ+ aσ 20 )
.
Moreover, for any i = 0, . . . ,m, then
rλ,ω(x0) = (1− σ
2
0 )
σ 20 (λ+ a)
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and
rλ,ω(xik) = m1− σ 20
n−1
k=0
1
λ+ aσ 20 + 4c sin2
 kπ
n
 − (λ+ a+ aσ 20 )
(λ+ a)(λ+ aσ 20 )
.
In addition, for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(xik, xis) =
nm

Un−1(p)− Un−1−|k−s|(p)− U|k−s|−1(p)

c(1− σ 20 )(Tn(p)− 1)
Rλ,ω(x0, xjs) = m1− σ 20
n−1
k=0
1
λ+ aσ 20 + 4c sin2
 kπ
n
 + λ
σ 20 (λ+ a)(λ+ aσ 20 )
Rλ,ω(xik, xjs) = 2m1− σ 20
n−1
k=0
1
λ+ aσ 20 + 4c sin2
 kπ
n
 .
We must note that when m = 1, the m-star cycle is nothing but the wagon-wheel, and the above results coincide with
those obtained in [6]; see also [1,4,8] for different approaches in the case λ = 0.
Proposition 3.5. If p = 1+ λ+aσ 202c , then Green’s function of a m-star path is given by
Gq(x0, x0) = 1− σ
2
0
λ+ a +Λ(λ)σ
2
0
and for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Gq(xik, xis) =
2c

Tn−|k−s|(p)+ Tn−s−k+1(p)

(λ+ aσ 20 )(4c + λ+ aσ 20 )Un−1(p)
+ (1− σ
2
0 )
nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
,
Gq(x0, xik) =
σ0

1− σ 20√
mn
[
Λ(λ)− 1
λ+ a
]
,
Gq(xik, xjs) = (1− σ
2
0 )
nm
[
Λ(λ)− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
]
.
Therefore,
k(λ, ω) = m
n−1
k=1
1
λ+ aσ 20 + 4c sin2
 kπ
2n
 − a(1− σ 20 )
(λ+ a)(λ+ aσ 20 )
.
Moreover, for any i = 0, . . . ,m, then
rλ,ω(x0) = (1− σ
2
0 )
σ 20 (λ+ a)
and
rλ,ω(xik) =
2cnm

Tn(p)+ Tn+1−2k(p)

(1− σ 20 )(λ+ aσ 20 )(4c + λ+ aσ 20 )Un−1(p)
− (λ+ a+ aσ
2
0 )
(λ+ a)(λ+ aσ 20 )
.
In addition, for any k, s = 1, . . . , n, i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(xik, xis) =
4cnm

Tn(p)+ Tn+1−k−s(p)(T|k−s|(p)− 1)− Tn−|k−s|(p)

(1− σ 20 )(λ+ aσ 20 )(4c + λ+ aσ 20 )Un−1(p)
Rλ,ω(x0, xjs) =
2cnm

Tn(p)+ Tn+1−2s(p)

(1− σ 20 )(λ+ aσ 20 )(4c + λ+ aσ 20 )Un−1(p)
+ λ
σ 20 (λ+ a)(λ+ aσ 20 )
Rλ,ω(xik, xjs) =
4cmn

Tn(p)+ Tn+1−k−s(p)T|k−s|(p)

(1− σ 20 )(λ+ aσ 20 )(4c + λ+ aσ 20 )Un−1(p)
.
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Wemust note that whenm = 1, them-star path is nothing but the so-called fan graph andwhen λ = 0, the above results
were obtained using a different approach in [1].
4. Cone networks
In this section we consider the m-cone network obtained by joining m singletons, say {x1, . . . , xm}, to a network Γ0
with constant join conductance a. Consider ω ∈ Ω(V ) such that ω(xi) = σ1, 1 ≤ i ≤ m, where 0 < σ1 < 1√m . Then,
σ0 =

1−mσ 21 , γ0 = λ+ amσ 21 and γi = γ = λ+ a(1−mσ 21 ).
Proposition 4.1. Green’s function of a m-cone network is given by
Gq(x, y) = G0p0(x, y)+
[
Λ(λ)− (λ+ a+maσ
2
1 )
(λ+ a)(λ+ amσ 21 )
]
ω(x)ω(y)
when x, y ∈ V0 and for any i, j = 1, . . . ,m, i ≠ j,
Gq(xi, xi) = Λ(λ)+
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 ,
Gq(x, xi) =
[
Λ(λ)− 1
λ+ a
]
σ1ω(x),
Gq(xi, xj) =
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 .
Therefore,
k(λ, ω) = k0(γ0, ω0)+ m− 1
λ+ a− amσ 21
+ 1
λ+ a .
Moreover, for any x ∈ V0 and any i = 1, . . . ,m,
rλ,ω(x) = 11−mσ 21
[
rγ0,ω0(x)+
mσ 21
λ+ a
]
and rλ,ω(xi) = λ+ a− σ
2
1 (λ+ 2a− amσ 21 )
σ 21 (λ+ a− amσ 21 )(λ+ a)
.
In addition, for any x, y ∈ V0 and i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(x, y) = 11−mσ 21
Rγ0,ω0(x, y)
Rλ,ω(x, xi) = 11−mσ 21
[
rγ0,ω0(x)+
(λ+ a)(1−mσ 21 )+ λσ 21
σ 21 (λ+ a− amσ 21 )(λ+ a)
]
Rλ,ω(xi, xj) = 2
σ 21 (λ+ a− amσ 21 )
.
To end this section let us consider two particular cases ofm-cone networks; namely, the standardm-cone and them-fan
that are obtained when Γ0 is a cycle or a path, respectively. We use the notation of the preceding section. Moreover, we
consider that ω(x) =

1−mσ 21
n , for any x ∈ V0 = {x01, . . . , x0n}.
Corollary 4.2. If p = 1+ λ+amσ 212c , then Green’s function of the standard m-cone is given by
Gq(x0k, x0s) = Un−1−|k−s|(p)+ U|k−s|−1(p)2c(Tn(p)− 1) +
[
Λ(λ)− (λ+ a+maσ
2
1 )
(λ+ a)(λ+ amσ 21 )
]
(1−mσ 21 )
n
when k, s = 1, . . . , n and for any i, j = 1, . . . ,m, i ≠ j,
Gq(xi, xi) = Λ(λ)+
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 ,
Gq(x0k, xi) =
[
Λ(λ)− 1
λ+ a
]
σ1

1−mσ 21
n
,
Gq(xi, xj) =
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 .
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Therefore,
k(λ, ω) =
n−1
k=1
1
λ+ amσ 21 + 4c sin2
 kπ
n
 + m− 1
λ+ a− amσ 21
+ 1
λ+ a .
Moreover, for any k = 1, . . . , n and any i = 1, . . . ,m,
rλ,ω(x0k) = 11−mσ 21

n−1
k=1
1
λ+ amσ 21 + 4c sin2
 kπ
n
 + mσ 21
λ+ a

and
rλ,ω(xi) = λ+ a− σ
2
1 (λ+ 2a− amσ 21 )
σ 21 (λ+ a− amσ 21 )(λ+ a)
.
In addition, for any k, s = 1, . . . , n and i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(x0k, x0s) =
n

Un−1(p)− Un−1−|k−s|(p)− U|k−s|−1(p)

c(1−mσ 21 )(Tn(p)− 1)
Rλ,ω(x0k, xi) = 11−mσ 21

n−1
k=1
1
λ+ amσ 21 + 4c sin2
 kπ
n
 + (λ+ a)(1−mσ 21 )+ λσ 21
σ 21 (λ+ a− amσ 21 )(λ+ a)

Rλ,ω(xi, xj) = 2
σ 21 (λ+ a− amσ 21 )
.
Corollary 4.3. If p = 1+ λ+amσ 212c , then Green’s function of the m-fan is given by
Gq(x0k, x0s) = Tn−|k−s|(p)+ Tn−s−k+1(p)
(λ+ amσ 21 )(p+ 1)Un−1(p)
+
[
Λ(λ)− (λ+ a+maσ
2
1 )
(λ+ a)(λ+ amσ 21 )
]
(1−mσ 21 )
n
when k, s = 1, . . . , n and for any i, j = 1, . . . ,m, i ≠ j,
Gq(xi, xi) = Λ(λ)+
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 ,
Gq(x0k, xi) =
[
Λ(λ)− 1
λ+ a
]
σ1

1−mσ 21
n
,
Gq(xi, xj) =
[
Λ(λ)− (λ+ 2a− amσ
2
1 )
(λ+ a)(λ+ a− amσ 21 )
]
σ 21 .
Therefore,
k(λ, ω) =
n−1
k=1
1
λ+ amσ 21 + 4c sin2
 kπ
2n
 + m− 1
λ+ a− amσ 21
+ 1
λ+ a .
Moreover, for any k = 1, . . . , n and any i = 1, . . . ,m,
rλ,ω(x0k) = 1
λ+ amσ 21
 n

Tn(p)+ Tn+1−2k(p)

(1−mσ 21 )(p+ 1)Un−1(p)
− (λ+ a+ amσ
2
1 )
λ+ a

and
rλ,ω(xi) = λ+ a− σ
2
1 (λ+ 2a− amσ 21 )
σ 21 (λ+ a− amσ 21 )(λ+ a)
.
In addition, for any k, s = 1, . . . , n and i, j = 1, . . . ,m, i ≠ j,
Rλ,ω(x0k, x0s) =
2n

Tn(p)+ Tn+1−k−s(p)[T|k−s|(p)− 1] − Tn−|k−s|(p)

(λ+ amσ 21 )(1−mσ 21 )(p+ 1)Un−1(p)
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Rλ,ω(x0k, xi) =
n

Tn(p)+ Tn+1−2k(p)

(1−mσ 21 )(λ+ amσ 21 )(p+ 1)Un−1(p)
+ 1
σ 21 (λ+ a− amσ 21 )
− a(2λ+ a)
(λ+ amσ 21 )(λ+ a− amσ 21 )(λ+ a)
Rλ,ω(xi, xj) = 2
σ 21 (λ+ a− amσ 21 )
.
When λ = 0, a = n + m, c = 1 and σ1 =

1
n+m , the value of the Kirchhoff index obtained in Corollaries 4.2 and 4.3,
coincide with those obtained in [12] Formula (3.16) and (3.17), respectively.
Acknowledgment
Thiswork has been partly supported by the Spanish Research Council (Comisión Interministerial de Ciencia y Tecnología,)
under project MTM2007-62551.
References
[1] R.B. Bapat, S. Gupta, Resistance distance in wheels and fans, Indian J. Pure Appl. Math. 41 (2010) 1–13.
[2] E. Bendito, A. Carmona, A.M. Encinas, Potential theory for Schrödinger operators on finite networks, Rev. Mat. Iberoam. 21 (2005) 771–818.
[3] E. Bendito, A. Carmona, A.M. Encinas, Green’s functions on a path via Chebyshev polynomials, Appl. Anal. Discrete Math. 3 (2009) 282–302.
[4] E. Bendito, A. Carmona, A.M. Encinas, J.M. Gesto, A formula for the Kirchhoff index, Int. J. Quantum Chem. 108 (2008) 1200–1206.
[5] E. Bendito, A. Carmona, A.M. Encinas, J.M. Gesto, Characterization of symmetric M-matrices as resistive inverses, Linear Algebra Appl. 430 (2009)
1336–1349.
[6] E. Bendito, A. Carmona, A.M. Encinas, J.M. Gesto, M. Mitjana, Kirchhoff indexes of a network, Linear Algebra Appl. 432 (2010) 2278–2292.
[7] T. Biyikoğlu, J. Leydold, P.F. Stadler, Laplacian Eigenvectors of Graphs, in: LNM, vol. 1915, Springer, Berlin, 2007.
[8] A. Ghosh, S. Boyd, A. Saberi, Minimizing effective resistance of a graph, SIAM Rev. 50 (2008) 37–66.
[9] D.J. Klein, M. Randić, Resistance distance, J. Math. Chem. 12 (1993) 81–95.
[10] W. Xiao, I. Gutman, Resistance distance and Laplacian spectrum, Theor. Chem. Acc. 110 (2003) 284–289.
[11] Y. Yang, H. Zhang, Kirchhoff index of linear hexagonal chains, Int. J. Quantum Chem. 108 (2008) 503–512.
[12] H. Zhang, Y. Yang, C. Li, Kirchhoff index of composite graphs, Discrete Appl. Math. 157 (2009) 2918–2927.
