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Let T be a bounded multilinear operator on some product of Lq(Rn) spaces. Assume that T
has a non-smooth associated kernel which satisﬁes certain weak regularity conditions but
not regular enough to fall under the scope of the standard multilinear Calderón–Zygmund
theory. The main aim of this paper is to establish a suﬃcient condition on the kernel of T
so that the commutator of a vector BMO function b and T is bounded on certain product
Lp(Rn) spaces. We obtain boundedness of the commutator of b and T by ﬁrst proving
certain pointwise estimates on the Fefferman–Stein sharp maximal operator. An important
example of multilinear operators which satisfy our kernel conditions is the maximal mth
order Calderón commutator.
Crown Copyright © 2010 Published by Elsevier Inc. All rights reserved.
1. Introduction
The theory of multilinear Calderón–Zygmund singular integral operators, originated from the work of Coifman and Meyer,
has an important role in harmonic analysis. Its study has been attracting a lot of attention in the last few decades. So far,
a number of properties for multilinear operators are parallel to those of the classical linear Calderón–Zygmund operators
but new interesting phenomena have also been observed. A systematic analysis of many basic properties of such multilinear
operators can be found in the articles by Coifman and Meyer [1–3], and Grafakos and Torres [8,9]. See also the work of
Kenig and Stein [10] for further references and details.
Motivated by the work [5], we will study the Fefferman–Stein sharp maximal operators and commutators of vector BMO
functions and multilinear singular integral operators whose kernels satisfy regularity conditions signiﬁcantly weaker than
those of the standard Calderón–Zygmund kernels. An important example of our model of non-smooth kernels is the mth
order Calderón commutators. Kernel condition (H1) (see Section 2) was introduced in [4] to obtain endpoint estimates for
multilinear singular integral operators. A variant of kernel condition (H2) (see Section 2) was used in [5] to obtain Cotlar’s
inequality for the maximal operators. Hence this paper can be considered as a continuation of the line of research in [4]
and [5].
The layout of this paper is as follows. In Section 2, we state our assumptions on the kernels of the multilinear singular
operators. In Section 3, we give some preliminaries on Fefferman–Stein sharp maximal functions, a number of basic in-
equalities, and some known multiple weighted estimates. Section 4 contains the main results in which we ﬁrst give a sharp
estimate for multi-maximal function, then obtain the estimates for commutators of vector BMO functions and multilinear
operators. Note that under our weaker assumptions on the associated kernels of the multilinear operators, we obtain simi-
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than the standard regularity conditions by showing that our kernel conditions are applicable to the mth order Calderón
commutators whose kernels do not satisfy the standard Calderón–Zygmund kernel conditions.
In this paper, we use the notation in [8,9]. These articles, and the references therein, also contain some backgrounds on
the subject.
2. Multilinear operators and kernel assumptions
2.1. Multilinear Calderón–Zygmund operators
Let T be a multilinear operator initially deﬁned on the m-fold product of Schwartz spaces and taking values into the
space of tempered distributions,
T : S(Rn)× · · · × S(Rn)→ S ′(Rn).
We say that T is an m-linear Calderón–Zygmund operator if, for some 1  q j < ∞, it extends to a bounded multilinear
operator from Lq1 ×· · ·× Lqm to Lq , where 1/q = 1/q1 +· · ·+1/qm , and if there exists a function K , deﬁned off the diagonal
x = y1 = · · · = ym in (Rn)m+1, satisfying
T ( f1, . . . , fm)(x) =
∫
(Rn)m
K (x, y1, . . . , ym) f1(y1) . . . fm(ym)dy1 . . .dym
for all x /∈⋂mj=1 supp f j such that
∣∣K (y0, y1, . . . , ym)∣∣ A
(
∑m
k,l=0 |yk − yl|)mn
(1)
and
∣∣K (y0, . . . , y j, . . . , ym) − K (y0, . . . , y′j, . . . , ym)∣∣ A|y j − y
′
j|
(
∑m
k,l=0 |yk − yl|)mn+
(2)
for some  > 0 and all 0 j m, whenever |y j − y′j| 12 max0km |y j − yk|.
2.2. Kernel assumptions
We will use the notations f = ( f1, . . . , fm), y = (y1, . . . , ym) and dy = dy1 . . .dym .
We will work with a class of integral operators {At}t>0, that plays the role of an approximation to the identity as in [6].
We assume that the operators At are given by kernels at(x, y) in the sense that
At f (x) =
∫
Rn
at(x, y) f (y)dy
for every function f ∈ Lp(Rn), 1 p ∞, and that the kernels at(x, y) satisfy the following size conditions
∣∣at(x, y)∣∣ ht(x, y) = t−n/sh
( |x− y|s
t
)
, (3)
where s is a positive ﬁxed constant and h is a positive, bounded, decreasing function satisfying
lim
r→∞ r
n+ηh
(
rs
)= 0 (4)
for some η > 0.
An m-linear operator T : S(Rn) × · · · × S(Rn) → S ′(Rn) is linear in every entry and consequently it has m formally
transposes. The jth transpose T ∗, j of T is deﬁned via〈
T ∗, j( f1, . . . , fm), g
〉= 〈T ( f1, . . . , f j−1, g, f j+1, . . . , fm), f j 〉, (5)
for all f1, . . . , fm, g in S(Rn). It is easy to check that the kernel K ∗, j of T ∗, j is related to the kernel K of T via the identity
K ∗, j(x, y1, . . . , y j−1, y j, y j+1, . . . , ym) = K (y j, y1, . . . , y j−1, x, y j+1, . . . , ym). (6)
82 B.T. Anh, X.T. Duong / J. Math. Anal. Appl. 371 (2010) 80–94Note that if a multilinear operator T maps a product of Banach spaces X1 × · · ·× Xm into another Banach space X , then the
transpose T ∗, j maps the product of Banach spaces X1 × · · · × X j−1 × X∗ × X j+1 × · · · × Xm into X∗j . Moreover, the norms of
T and T ∗, j are equal. To maintain uniform notation, we may occasionally denote T by T ∗,0 and K by K ∗,0.
In each of the main results of this paper, we will assume that the multilinear operator T satisﬁes some or all the
following three Assumptions (B), (H1) and (H2).
Assumption (B). Assume that there exist some 1 q1, . . . ,qm < ∞ and some 0 < q < ∞ with 1q = 1q1 + · · · + 1qm , such that
T maps Lq1 (Rn) × · · · × Lqm (Rn) to Lq,∞(Rn).
Assumption (H1). Assume that for each i = 1, . . . ,m there exist operators {A(i)t }t>0 with kernels a(i)t (x, y) that satisfy condi-
tions (3) and (4) with constants s and η and that for every j = 0,1,2, . . . ,m, there exist kernels K ∗, j,(i)t (x, y1, . . . , ym) such
that
〈
T ∗, j
(
f1, . . . , A
(i)
t f i, . . . , fm
)
, g
〉= ∫
Rn
∫
(Rn)m
K ∗, j,(i)t (x, y1, . . . , ym) f1(y1) . . . fm(ym)g(x)dy1 . . .dym dx, (7)
for all f1, . . . , fm in S(Rn) with
⋂m
k=1 supp fk ∩ supp g = ∅. Also assume that there exist a function φ ∈ C(R) with suppφ ⊂[−1,1] and a constant  > 0 so that for every j = 0,1, . . . ,m and every i = 1,2, . . . ,m, we have∣∣K ∗, j(x, y1, . . . , ym) − K ∗, j,(i)t (x, y1, . . . , ym)∣∣
 A
(|x− y1| + · · · + |x− ym|)mn
m∑
k=1
k =i
φ
( |yi − yk|
t1/s
)
+ At
/s
(|x− y1| + · · · + |x− ym|)mn+ (8)
whenever t1/s  |x− yi|/2.
If T satisﬁes Assumption (H1) we will say that T is an m-linear operator with generalized Calderón–Zygmund kernel K .
The collection of functions K satisfying (7) and (8) with parameters m, A, s, η and  will be denoted by m-GCZK(A, s, η, ).
We say that T is of class m-GCZO(A, s, η, ) if T has an associated kernel K in m-GCZK(A, s, η, ). Then the following result
holds:
Theorem 2.1. Assume that T is a multilinear operator in m-GCZO(A, s, η, ) and T satisﬁes (B). Let p, p j be numbers satisfying
1/m p < ∞, 1 p j ∞ and 1p = 1p1 + 1p2 + · · · + 1pm . Then all the following statements are valid:
(i) when all p j > 1, then T can be extended to be a bounded operator from the m-fold product Lp1(Rn) × · · · × Lpm (Rn) to Lp(Rn);
(ii) when some p j = 1, then T can be extended to be a bounded operator from the m-fold product Lp1(Rn) × · · · × Lpm (Rn) to
Lp,∞(Rn).
Moreover, there exists a constant Cn,m,p j ,q j such that
‖T‖L1×···×L1→L1/m,∞  Cn,m,p j ,q j
(
A + ‖T‖Lq1×···×Lqm→Lq
)
. (9)
For the proof we refer the reader to Proposition 2.1 in [4]. In [4], it was also proved that condition (8) is weaker than,
and indeed a consequence of the Calderón–Zygmund kernel condition (2).
Assumption (H2). Assume that there exist operators {Bt}t>0 with kernels bt(x, y) that satisfy conditions (3) and (4) with
constants s and η. Let
K (0)t (x, y1, . . . , ym+1) =
∫
R
K (z, y1, . . . , ym+1)bt(x, z)dz. (10)
We assume that the kernels K (0)t (x, y1, . . . , ym) satisfy the following estimates: there exist a function φ ∈ C(R) with
suppφ ⊂ [−1,1] and positive constants A and  such that
∣∣K (0)t (x, y1, . . . , ym)∣∣ A(|x− y1| + · · · + |x− ym|)mn (11)
whenever 2t1/s min1 jm |x− y j|, and
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 A
(|x− y1| + · · · + |x− ym|)mn
∑
k
φ
( |x− yk|
t1/s
)
+ At
/s
(|x− y1| + · · · + |x− ym|)mn+ (12)
whenever 2|x− x′| t1/s and 2t1/s max1 jm |x− y j |.
Note that by the same argument used in Proposition 2.1 in [4], we can verify that (H2) is weaker than the Hölder
continuity condition (1) for K (x, y1, . . . , ym).
In this paper, we aim to study boundedness of commutators of vector BMO functions and multilinear singular integrals
with non-smooth kernels. The proofs of our estimates make use of the techniques used in [4,5,8,9,11,13].
3. Sharp maximal function and weighted estimates
3.1. Sharp maximal operators
We denote the Hardy–Littlewood maximal function with respect to cubes on Rn by M . For δ > 0, let Mδ be the maximal
function
Mδ f (x) = M
(| f |δ)1/δ = ( sup
Q x
1
|Q |
∫
Q
∣∣ f (y)∣∣δ dy)1/δ.
Also, let M be the standard sharp maximal function of Fefferman and Stein,
M f (x) = sup
Q x
inf
c
1
|Q |
∫
Q
∣∣ f (y) − c∣∣dy ≈ sup
Q x
1
|Q |
∫
Q
∣∣ f (y) − f Q ∣∣dy,
where f Q = 1|Q |
∫
Q f (y)dy and M

δ is deﬁned by M

δ( f ) = (M( f δ))1/δ .
We will denote the Muckenhoupt class by A∞ . Let ω be a weight in the Muckenhoupt class A∞ and let 0 < p, δ < ∞.
Then, it is well known that (see [7]) there exists C > 0 (depending on the A∞ constant of ω) such that∫
Rn
(
Mδ f (x)
)p
ω(x)dx C
∫
Rn
(
Mδ f (x)
)p
ω(x)dx, (13)
for any function f for which the left-hand side is ﬁnite.
We will also need some basic facts from the theory of Orlicz spaces. See for example [14]. By a Young function Φ(t)
we mean a continuous, non-negative, strictly increasing and convex function on [0,∞) with Φ(0) = 0 and Φ(t) → ∞ as
t → ∞. We deﬁne the Φ-average of a function f over a cube Q by
‖ f ‖Φ,Q = inf
{
λ:
1
|Q |
∫
Q
Φ
( | f (x)|
λ
)
dx 1
}
.
If Φ1, Φ2 and Φ3 are Young functions such that
Φ−11 (t)Φ
−1
2 (t)Φ
−1
3 (t),
then one has
‖ f g‖Φ3,Q  2‖ f ‖Φ1,Q ‖g‖Φ2,Q .
We can deﬁne a maximal operator MΦ f associated with this Φ-average by
MΦ f (x) = sup
Q x
‖ f ‖Φ,Q ,
where the supremum is taken over all cubes containing x.
If Φ(x) = exr − 1, then ‖ · ‖exp Lr ,Q and Mexp Lr denote the Φ-average and the maximal operator associated with Φ ,
respectively.
Similarly, if Φ(x) = x(log(e + x))r , then we have the operators ‖ · ‖L(log L)r ,Q and ML(log L)r .
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(i) Generalized Jensen inequality: If Φ1 and Φ2 are two Young functions with Φ1(t)Φ2(t), for t  t0 > 0, then one has
‖ f ‖Φ1,Q  C‖ f ‖Φ2,Q
for appropriate functions f .
(ii) Generalized Hölder inequality: for appropriate functions f and g ,
1
|Q |
∫
Q
∣∣ f (x)g(x)∣∣dx C‖ f ‖exp L,Q ‖g‖L(log L),Q .
(iii) John–Nirenberg inequality: one has
‖b − bQ ‖exp L,Q  c‖b‖BMO
for any b ∈ BMO(Rn). This inequality implies the estimate
1
|Q |
∫
Q
∣∣(b(x) − bQ ) f (x)∣∣dx C‖b‖BMO‖ f ‖L(log L),Q
for any b ∈ BMO(Rn).
(iv) The next estimate is the Kolmogorov inequality, see for example [11]. Let 0 < p < q < ∞, then there exists a constant
C = Cp,q such that for any locally L1 function f ,
‖ f ‖Lp(Q , dx|Q | )  C‖ f ‖Lq,∞(Q , dx|Q | ).
Observe that, from the ﬁrst inequality (i), Mf  CML(log L)r f for any r > 0 and Mf = ML(log L)0 f . We will use the notations
exp L and L(log L) instead of exp L1 and L(log L)1, respectively.
3.2. Multiple weights
For m exponents p1, . . . , pm , we denote by p the number given by 1/p = 1/p1 + · · · + 1/pm , and P for the vectorP = (p1, . . . , pm).
Deﬁnition 3.1. Let 1 p1, . . . , pm < ∞. Given ω = (ω1, . . . ,ωm), set
v ω =
m∏
j=1
ω
p/p j
j .
We say that ω satisﬁes the A P condition if
sup
Q
(
1
|Q |
∫
Q
v ω
)1/p m∏
j=1
(
1
|Q |
∫
Q
ω
1−p′j
j
)1/p′j
< ∞.
When p j = 1, ( 1|Q |
∫
Q ω
1−p′j
j )
1/p′j is understood as (infQ ω j)−1.
We have the following three weighted estimates for multilinear operator M(f ) =∏mj=1 Mf j . See [11] for the proofs.
Proposition 3.2. Let p j > 1 for all j and
1
p = 1p1 + · · · + 1pm . Then
∥∥M(f )∥∥Lp(v ω)  C
m∏
j=1
‖ f j‖Lp j (Mω j).
Proposition 3.3. Assume that ωi is a weight in A1 for all i = 1, . . . ,m, and set v ω = (
∏m
j=1 ω j)1/m. Then
∥∥M(f )∥∥L1/m,∞(v ω)  C
m∏
j=1
‖ f j‖L1(Mω j).
Lemma 3.4. Assume that ω = {ω1, . . . ,ωm} satisﬁes A P condition. Then there exists a ﬁnite constant r > 1 such that ω ∈ A P/r .
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In this section, we present our main results. The ﬁrst one is an estimate on the sharp Fefferman–Stein maximal operator
acting on T (f ) in terms of Hardy–Littlewood maximal function.
Theorem 4.1. Assume that T satisﬁes (B), (H1) and (H2) and let 0 < δ < 1/m. Then for any f in the product of Lq j (Rn) spaces, with
1 q j ∞,
Mδ
(
T (f ))(x) CM(f )(x).
Remark 4.2. A similar result can be found in Theorem 2.1 of [13] under the stronger assumption of standard regularity
conditions on the kernel of T . Here we do not assume standard regularity conditions of the kernel of T and only assume
the weaker conditions (H1) and (H2) (see Section 5). Also under the standard regularity conditions, a related and stronger
estimate on Fefferman–Stein maximal function acting on T (f ) can be found in [11]:
Mδ
(
T (f ))(x) sup
x∈Q
m∏
i=1
1
|Q |
∫
Q
∣∣ f i(yi)∣∣dyi .
Proof of Theorem 4.1. Fix a point x and a cube Q  x. Since ||α|r − |β|r | |α − β|r for 0 < r < 1, it suﬃces to prove that(
1
|Q |
∫
Q
∣∣T (f )(z) − cQ ∣∣δ dz
)1/δ
 CM(f )(x),
in which the constant cQ will be chosen later. Let f j = f 0j + f ∞j , where f 0j = f jχQ ∗ for j = 1, . . . ,m, and Q ∗ = (8
√
n+4)Q .
Then
m∏
j=1
f j(y j) =
∑
α1,...,αm∈{0,∞}
f α11 (y1) . . . f
αm
m (ym)
=
m∏
j=1
f 0j (y j) +
∑(1)
f α11 (y1) . . . f
αm
m (ym)
where each term of the sum
∑(1) contains at least one α j = 0. Thus
T (f )(z) = T (f 0)(z) +∑(1) T ( f α11 . . . f αmm )(z).
By Theorem 2.1, T maps L1 × · · · × L1 into L1/m,∞ boundedly. Applying Kolmogorov inequality for p = δ, q = 1/m, one has(
1
|Q |
∫
Q
∣∣T (f 0)(z)∣∣δ dz)1/δ  C∥∥T (f 0)(z)∥∥L1/m,∞(Q , dx|Q | )
 C
m∏
j=1
1
|Q ∗|
∫
Q ∗
∣∣ f j(z)∣∣dz
 C
m∏
j=1
M( f j)(x).
To estimate the remaining terms we can adapt an argument in [13] to our situation (see also [11]). Choose cQ =∑(1) T ( f α11 . . . f αmm )(x). We will show that∑(1)∣∣T ( f α11 . . . f αmm )(z) − T ( f α11 . . . f αmm )(x)∣∣ CM(f )(x). (14)
First we consider the case when α1 = · · · = αm = ∞. Taking t = (2√n l(Q ))s , we have
∣∣T (f ∞)(z) − T (f ∞)(x)∣∣ ∫
n ∗ m
∣∣K (z, y) − K (x, y)∣∣ m∏
j=1
∣∣ f j(y j)∣∣dy
(R \Q )
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∫
(Rn\Q ∗)m
∣∣K (z, y) − K (0)t (z, y)∣∣
m∏
j=1
∣∣ f j(y j)∣∣dy
+
∫
(Rn\Q ∗)m
∣∣K (0)t (z, y) − K (x, y)∣∣
m∏
j=1
∣∣ f j(y j)∣∣dy
= I + II.
Let us estimate I . Since z ∈ Q and y j ∈Rn \ (8√n + 4)Q , we get that
|y j − z| > (4
√
n + 1)l(Q ) > 2t1/s for all j = 1, . . . ,m.
By (12) of Assumption (H2), we obtain
I  C
∫
(Rn\Q ∗)m
At/s
(|z − y1| + · · · + |z − ym|)mn+
m∏
j=1
∣∣ f j(y j)∣∣dy
 Cl(Q )
m∏
j=1
∫
Rn\Q ∗
f j(y j)
|z − y j|mn+ dy j
 C
m∏
j=1
M( f j)(x).
We now estimate term II. Since x, z ∈ Q , |z − x|  √n l(Q )  12 t1/s . Note that |y j − z| > (4
√
n + 1)l(Q ) > 2t1/s for all
j = 1, . . . ,m, hence φ( |y j−z|
t1/s
) = 0 for all j = 1, . . . ,m. By (12) and a similar estimate as for the term I above, we also obtain
that
II C
m∏
j=1
M( f j)(x).
It remains to estimate the terms in (14) with α j1 = · · · = α jl = 0 for some { j1, . . . , jl} ⊂ {1, . . . ,m} and 1  l < m. We
have
∣∣T ( f α11 . . . f αmm )(z) − T ( f α11 . . . f αmm )(x)∣∣
∫
(Rn)m
∣∣K (z, y) − K (0)t (z, y)∣∣+ ∣∣K (0)t (z, y) − K (x, y)∣∣dy
=
∫
(Rn)m
∣∣K (z, y) − K (0)t (z, y)∣∣dy +
∫
(Rn)m
∣∣K (0)t (z, y) − K (x, y)∣∣dy
= III + IV.
Let us estimate term III. By (12),
III C
∏
j∈{ j1,..., jl}
∫
Q ∗
∣∣ f j(y j)∣∣dy j
[ ∫
(Rn\Q ∗)m−l
t/s
∏
j /∈{ j1,..., jl} | f j(y j)|dy j
(
∑
j /∈{ j1,..., jl} |x− y j|)mn+
+
∫
(Rn\Q ∗)m−l
∏
j /∈{ j1,..., jl} | f j(y j)|dy j
(
∑
j /∈{ j1,..., jl} |x− y j|)mn
]

∏
j∈{ j1,..., jl}
∫
Q ∗
∣∣ f j(y j)∣∣dy j
[ ∞∑
k=1
|Q ∗|/n
(2k|Q ∗|1/n)nm+
∫
(2k+1Q ∗)m−l
∏
j /∈{ j1,..., jl}
∣∣ f j(y j)∣∣dy j
+
∞∑
k=1
1
(2k|Q ∗|1/n)mn
∫
(2k+1Q ∗\2k Q ∗)m−l
∏
j /∈{ j1,..., jl}
∣∣ f j(y j)∣∣dy j
]
 C
m∏
j=1
Mf j(x).
By a similar argument, the term IV is also dominated by CM(f )(x). The proof is ﬁnished. 
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linear operator. Given a locally integrable vector function b = (b1, . . . ,bm), we ﬁrst deﬁne the m-linear commutator of b and
the m-linear operator T by
Tb(f ) =
m∑
j=1
T jb(
f )
where
T jb(
f ) = b jT (f ) − T ( f1, . . . ,b j f j, . . . , fm).
We will take ‖b‖BMO = max‖b j‖BMO .
Theorem 4.3. Assume that T satisﬁes (B), (H1) and (H2). Let Tb be a multilinear commutator with b ∈ BMOm and let 0 < δ <
min{,1/m}. Then, there exists a constant C > 0, depending on δ and  , such that
Mδ
(
Tb(f )
)
(x) C‖b‖BMO
(
m∏
j=1
ML(log L)( f j)(x) + M
(
T (f ))(x)
)
for all bounded measurable vector functions f = ( f1, . . . , fm) with compact supports.
Proof. By linearity it is suﬃcient to consider the particular case when b = b ∈ BMO. Fix b ∈ BMO and consider the operator
Tb(f )(x) = b(x)T (f ) − T (bf1, . . . , fm).
Fix x ∈Rn . For any cube Q with center at x, set λ = bQ ∗ where Q ∗ = (8√n + 4)Q . We have
Tb(f )(x) =
(
b(x) − λ)T (f )(x) − T ((b − λ) f1, . . . , fm)(x).
Since 0 < δ < 1,(
1
|Q |
∫
Q
∣∣∣∣Tb(f )(z)∣∣δ − |c|δ∣∣dz
)1/δ

(
1
|Q |
∫
Q
∣∣Tb(f )(z) − c∣∣δ dz
)1/δ

(
C
|Q |
∫
Q
∣∣(b(z) − λ)T (f )(z)∣∣δ dz)1/δ
+
(
C
|Q |
∫
Q
∣∣T ((b − λ) f1, . . . , fm)(z) − c∣∣δ dz
)1/δ
= I + II.
By John–Nirenberg inequality and Hölder inequality, one has, for 1 < p < /δ such that p′δ > 1,
I  C
(
1
|Q |
∫
Q
∣∣(b(z) − λ)∣∣p′δ dz)1/p′δ( 1|Q |
∫
Q
∣∣T (f )(z)∣∣pδ dz)1/pδ
 C‖b‖BMOMpδ
(
T (f ))(x)
 C‖b‖BMOM
(
T (f ))(x).
To estimate term II we split each function f j as f j = f 0j + f ∞j , where f 0j = f jχQ ∗ for j = 1, . . . ,m. Then
m∏
j=1
f j(y j) =
∑
α1,...,αm∈{0,∞}
f α11 (y1) . . . f
αm
m (ym)
=
m∏
j=1
f 0j (y j) +
∑(1)
f α11 (y1) . . . f
αm
m (ym)
where each term of the sum
∑(1) contains at least one α j = 0.
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II C
((
1
|Q |
∫
Q
∣∣T ((b − λ) f 01 , . . . , f 0m)(z)∣∣δ dz
)1/δ
+
∑(1)( 1
|Q |
∫
Q
∣∣T ((b − λ) f α11 , . . . , f αmm )(z) − T ((b − λ) f α11 , . . . , f αmm )(x)∣∣δ dz
)1/δ)
= II1 +
∑(1)
IIα1...αm .
We estimate term II1 by using Kolmogorov inequality and generalized Hölder inequality,
II1  C
∥∥T ((b − λ) f 01 , . . . , f 0m)∥∥L1/m,∞(Q , dx|Q | )
 C 1|Q |
∫
Q
∣∣(b − λ) f 01 (z)∣∣dz
∞∏
j=2
1
|Q |
∫
Q
∣∣ f 0j (z)∣∣dz C‖b‖BMO
m∏
j=1
ML(log L)( f j)(x).
To estimate the second term
∑(1) IIα1...αm , we ﬁrst estimate the term II∞...∞ . We have
II∞...∞ =
(
1
|Q |
∫
Q
∣∣T ((b − λ) f ∞1 , . . . , f ∞m )(z) − T ((b − λ) f ∞1 , . . . , f ∞m )(x)∣∣δ dz
)1/δ
 1|Q |
∫
Q
∣∣T ((b − λ) f ∞1 , . . . , f ∞m )(z) − T ((b − λ) f ∞1 , . . . , f ∞m )(x)∣∣dz
 C|Q |
∫
Q
( ∫
(Rn\Q ∗)m
[∣∣K (z, y) − K (0)t (z, y)∣∣+ ∣∣K (0)t (z, y) − K (x, y)∣∣]∣∣(b(y1) − λ) f1(y1)∣∣
m∏
i=2
∣∣ f i(yi)∣∣dy
)
dz
= II(1)∞...∞ + II(2)∞...∞.
Note that we take t = [2√nl(Q )]s . By (12),
II(1)∞...∞ 
C
|Q |
∫
Q
∞∑
k=1
|Q ∗|/n
(2k|Q ∗|1/n)mn+
∫
2k+1
∣∣(b(y1) − λ) f1(y1)∣∣ m∏
i=2
∣∣ f i(yi)∣∣dy
 ‖b‖BMO
∞∑
k=1
k
3k
‖ f1‖L(log L),3k+1Q ∗
m∏
i=2
∣∣ f i(yi)∣∣3k+1Q ∗
 ‖b‖BMO
m∏
j=1
ML(log L)( f j)(x).
The remaining term II(2)∞...∞ can be estimated in the same way. Hence we obtain
II(2)∞...∞  ‖b‖BMO
m∏
j=1
ML(log L)( f j)(x).
It remains to consider the terms IIα1...αm with α j1 = · · · = α jl = 0 for some { j1, . . . , jl} ⊂ {1, . . . ,m} and 1 l <m. We have(
1
|Q |
∫
Q
∣∣T ((b − λ) f α11 , . . . , f αmm )(z) − T ((b − λ) f α11 , . . . , f αmm )(x)∣∣δ dz
)1/δ
 1|Q |
∫ ∣∣T ((b − λ) f α11 , . . . , f αmm )(z) − T ((b − λ) f α11 , . . . , f αmm )(x)∣∣dz.
Q
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IIα1...αm  C
∫
Q ∗
∣∣(b(y1) − λ) f1(y1)∣∣dy1 ∏
j∈{ j1,..., jl}\{1}
∫
Q ∗
| f j|dy j
×
( ∫
(Rn\Q ∗)m−l
t/s
∏
j /∈{ j1,..., jl} | f (y j)|dy j
(
∑
j /∈{ j1,..., jl} |z − y j|)mn+
dz +
∫
(Rn\Q ∗)m−l
∏
j /∈{ j1,..., jl} | f (y j)|dy j
(
∑
j /∈{ j1,..., jl} |z − y j|)mn
dz
)
 C‖b‖BMOML(log L)( f1)
m∏
j=2
M( f j)(x)
 C‖b‖BMO
m∏
j=1
ML(log L)( f j).
This completes our proof. 
The next result is a weighted estimate on the commutator of a vector BMO function and a multilinear operator.
Theorem 4.4. Assume that T satisﬁes (B), (H1) and (H2). Let ω be an A∞ weight, function Φ(t) = t(1+ log+ t) and p > 0. Suppose
that b ∈ BMOm with ‖b‖BMO = 1. Then there exists a constant C > 0, depending on the A∞ constant of ω, such that
∫
Rn
∣∣Tb(f )(x)∣∣pω(x)dx C
∫
Rn
m∏
j=1
ML(log L) f j(x)
pω(x)dx, (15)
and
sup
t>0
1
Φ( 1t )
ω
({
y ∈Rn: ∣∣Tb(f )(y)∣∣> tm}) C sup
t>0
1
Φ( 1t )
ω
({
y ∈Rn:
m∏
j=1
ML(log L) f j(y) > t
m
})
(16)
for all bounded vector function f = ( f1, . . . , fm) with compact support.
Proof. By linearity it suﬃces to consider the case when operator b has only one component, b = b ∈ BMO. We can assume
that the right-hand side of (15) is ﬁnite, since otherwise there is nothing to prove.
By Theorems 4.1 and 4.3, with exponents 0 < δ <  < 1/m, we have
∥∥Tb(f )∥∥Lp(ω)  ∥∥Mδ(Tb(f ))∥∥Lp(ω)
 C
∥∥Mδ(Tb(f ))∥∥Lp(ω)
 ‖b‖BMO
(∥∥∥∥∥
m∏
j=1
ML(log L) f j
∥∥∥∥∥
Lp(ω)
+ ∥∥M(T ( f ))∥∥Lp(ω)
)

(∥∥∥∥∥
m∏
j=1
ML(log L) f j
∥∥∥∥∥
Lp(ω)
+ ∥∥M(T ( f ))∥∥Lp(ω)
)

(∥∥∥∥∥
m∏
j=1
ML(log L) f j
∥∥∥∥∥
Lp(ω)
+
∥∥∥∥∥
m∏
j=1
Mf j
∥∥∥∥∥
Lp(ω)
)

∥∥∥∥∥
m∏
j=1
ML(log L) f j
∥∥∥∥∥
Lp(ω)
.
Note that we apply (13) for the second and the fourth inequalities. To complete our proof, we need to show that
‖Mδ(Tb(f ))‖Lp(ω) and ‖M(T ( f ))‖Lp(ω) are ﬁnite when the term ‖∏mj=1 ML(log L) f j‖Lp(ω) is ﬁnite. This task is not diﬃ-
cult with the later, hence we focus on the former. Since ω ∈ A∞ , ω is also in Ap0 with 0 < max{1, pm} < p0 < ∞. For
δ < p/p0 < 1/m, we have
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 C
∥∥Tb(f )p/p0∥∥p0/pLp0 (ω)
 C
∥∥Tb(f )∥∥Lp(ω).
Thus, it is suﬃcient to check that ‖Tb(f )‖Lp(ω) is ﬁnite. First we assume that b is bounded and that the support of f j is
contained in the ball B(0, R) for all j. We have∫
Rn
∣∣Tb(f )(x)∣∣pω(x)dx =
∫
B(0,2R)
∣∣Tb(f )(x)∣∣pω(x)dx+
∫
Rn\B(0,2R)
∣∣Tb(f )(x)∣∣pω(x)dx.
Since ω ∈ A∞ , there exists s > 1 suﬃcient close to 1 such that ω ∈ Lsloc and s′p > 1/m. Using Hölder inequality, one obtains
∫
B(0,2R)
∣∣Tb(f )(x)∣∣pω(x)dx
( ∫
B(0,2R)
∣∣Tb(f )(x)∣∣ps′
)1/s′( ∫
B(0,2R)
ω(x)s
)1/s
.
Thus, the ﬁrst term is ﬁnite due to the fact that b is bounded and Theorem 2.1. Let us estimate the second. Choose t =
(R/2)s . We then have
∣∣Tb(f )(x)∣∣ C
∣∣∣∣∣
∫
(B(0,2R))m
∣∣K (x, y)∣∣ m∏
j=1
∣∣ f j(y j)∣∣dy
∣∣∣∣∣
 C
∫
(B(0,2R))m
∣∣K (x, y) − K (0)t (x, y)∣∣
m∏
j=1
∣∣ f j(y j)∣∣dy + C
∫
(B(0,2R))m
∣∣K (0)t (x, y)∣∣
m∏
j=1
∣∣ f j(y j)∣∣dy.
By (11) and (12),
∣∣Tb(f )(x)∣∣ C m∏
j=1
1
|x|n
∫
B(0,|x|)
∣∣ f j(y j)∣∣dy j

m∏
j=1
ML(log L) f j.
This implies that ‖Tb(f )‖Lp(ω) is ﬁnite.
For the general case of b, let us consider the sequence of functions bk ,
bk(x) =
{k, b(x) > k,
b(x), |b(x)| k,
−k, b(x) < −k.
It is easy to see that {bk} and Tbk (f ) converge pointwise to b, and Tb(f ) respectively. Therefore, the required estimate for
Tb is obtained by using Fatou’s lemma.
We omit the proof of (16) as it is similar to the one of Theorem 3.19 in [11] with minor modiﬁcations. 
In the next two theorems we will obtain our desired results on boundedness of commutators of a vector BMO function
and a multilinear operator.
Theorem 4.5. Suppose that T satisﬁes (B), (H1) and (H2). Let b ∈ BMOm with ‖b‖BMO = 1 and 1p = 1p1 + · · · + 1pm with 1 <
p j < ∞, j = 1, . . . ,m. Then we have:
(i) There exists a constant C such that
∥∥Tb(f )∥∥Lp(v ω)  C
m∏
j=1
‖ f j‖Lp j (Mω j).
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∥∥Tb(f )∥∥Lp(v ω)  C
m∏
j=1
‖ f j‖Lp j (ω j)
where v ω =
∏m
j=1 ω
p/p j
j .
Proof. (i) By using Hölder inequality, v ω ∈ Amp . Thus v ω ∈ A∞ . Applying Theorem 4.4, one has∫
Rn
∣∣Tb(f )(x)∣∣v ω dx C
∫
Rn
m∏
j=1
ML(log L) f j(x)v ω(x)dx.
By Lemma 3.4, there exists r > 1 such that v ω ∈ A P/r . On the other hand, since Φ(t) = t(1 + log+ t) tr for all t > 1, one
obtains, by using generalized Jensen inequality, that
‖ f j‖L(log L),Q  c
(
1
|Q |
∫
Q
∣∣ f j(y)∣∣r dy
)1/r
for all j.
This implies
∥∥Tb(f )∥∥Lp(v ω)  c
∥∥∥∥∥
m∏
j=1
Mr( f j)
∥∥∥∥∥
Lp(v ω)
.
Since v ω ∈ A P/r , it follows from Proposition 3.2 that∥∥∥∥∥
m∏
j=1
M( f j)
∥∥∥∥∥
Lp/r(v ω)
 C
m∏
j=1
‖ f j‖Lp j/r(Mω j).
Therefore,
∥∥Tb(f )∥∥Lp(v ω)  C‖b‖BMO
m∏
j=1
‖ f j‖Lp j (Mω j).
Hence the proof of (i) is complete.
(ii) Since w j ∈ Ap j , there exists r > 0 such that w j ∈ Ap j/r . By a similar argument to the one in the proof of Theorem 4.5,
one has
∥∥Tb(f )∥∥Lp(v ω)  c
∥∥∥∥∥
m∏
j=1
Mr( f j)
∥∥∥∥∥
Lp(v ω)
.
Using Hölder inequality, one obtains∥∥∥∥∥
m∏
j=1
Mr( f j)
∥∥∥∥∥
Lp(v ω)
=
(∥∥∥∥∥
m∏
j=1
M
(
f rj
)∥∥∥∥∥
Lp/r(v ω)
)1/r

(
m∏
j=1
∥∥M( f rj )∥∥Lp j/r(ω j)
)1/r

m∏
j=1
‖ f j‖Lp j (ω j).
In the last inequality we use the well-known fact that M maps Lp(ω) into Lp(ω) boundedly for ω ∈ Ap , see for exam-
ple [12]. 
Remark 4.6. Compared with the results in Theorems 4.4 and 4.5, the better estimates for Tb in Theorem 3.18 of [11]
were established under standard regularity conditions which are stronger than our conditions (H1) and (H2). Meanwhile,
compared with Proposition 3.1 in [13], Theorems 4.4 and 4.5 can be considered as the extensions to weighted estimates.
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In this section we will show that the mth order Calderón commutators satisfy conditions (H1) and (H2) but not the
Hörmander conditions (1) and (2). Recall that the mth Calderón commutator is given by
Cm+1(a1, . . . ,am, f )(x) =
∫
R
∏m
j=1(A j(x) − A j(y))
(x− y)m+1 f (y)dy, x ∈R, (17)
where A′j = a j . It is well know that f → Cm+1(a1, . . . ,am, f ) is a bounded operator on L2(R). The operator Cm+1(a1, . . . ,
am, f ) can be considered as an (m + 1)-linear operator. Let
e(x) =
{
1, x > 0,
0, x < 0.
Since A′j = a j , the multilinear operator Cm+1(a1, . . . ,am, f ) can be rewritten as
Cm+1(a1, . . . ,am, f )(y0) :=
∫
Rm+1
K (y0, . . . , ym+1)a1(ym) . . .am(ym) f (ym+1)dy1 . . .dym+1
where the kernel K is
K (y0, . . . , ym+1) = (−1)
e(ym+1−x)m
(x− ym+1)m+1
m∏
k=1
χ(min(x,ym+1),max(x,ym+1))(yk). (18)
Proposition 5.1. The mth order commutator Cm+1 satisﬁes Assumption (H2).
Proof. To check condition (H2), we will construct a family of operators {Bt}t>0 with kernels bt(x, y) that satisfy conditions
(3) and (4) such that the kernels K (0)t (x, y1, . . . , ym) (which were given by (10)) satisfy (11) and (12).
Let ψ ∈ C∞(R) be an even function, 0ψ  1, ψ(0) = 1 and suppψ ⊂ [−1,1]. We set Φ = ψ ′ and Φt(x) = t−1Φ(x/t).
Deﬁne bt(x, y) = Φt(x − y)χ(−∞,x)(y). Then the kernels bt(x, y) satisfy (3) and (4) with constant s = μ = 1. From (10),
we have
K (0)t (x, y1, . . . , ym+1) =
x∫
−∞
(−1)e(ym+1−z)m
(z − ym+1)m+1
m∏
k=1
χ(min(z,ym+1),max(z,ym+1))(yk)Φ
(
x− z
t
)
dz
t
. (19)
The ﬁrst inequality (11) was checked in Proposition 4.1 in [5]. It remains to verify the second inequality. First, we claim that∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)∣∣
 A
(|x− y1| + · · · + |x− ym+1|)m+1
∑
k
φ
( |x− yk|
t1/s
)
+ At
/s
(|x− y1| + · · · + |x− ym+1|)m+1+ (20)
whenever 2|x− x′| t and 2t max1 jm+1 |x− y j|.
To verify this claim, we consider two cases:
Case 1. x < ym+1.
If K (0)t (x, y1, . . . , ym+1) = 0, then x < yi < ym+1 for any i = 1, . . . ,m. Therefore |x− ym+1| 2t . There are two subcases.
Subcase 1.1. K (0)t (x
′, y1, . . . , ym+1) = 0.
One has, by integration by part,∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)∣∣
 1
t
∣∣∣∣∣
x∫
1
(z − ym+1)m+1 Φ
(
x− z
t
)
dz −
x′∫
1
(z − ym+1)m+1 Φ
(
x′ − z
t
)
dz
∣∣∣∣∣
−∞ −∞
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∣∣∣∣ 1(x− ym+1)m+1 −
1
(x′ − ym+1)m+1
∣∣∣∣+ C
∣∣∣∣∣
x∫
−∞
1
(z − ym+1)m+2 Φ
(
x− z
t
)
dz
∣∣∣∣∣
+ C
∣∣∣∣∣
x′∫
−∞
1
(z − ym+1)m+2 Φ
(
x′ − z
t
)
dz
∣∣∣∣∣
 C |x− x
′|
|x− ym+1|m+2 + C
t
|x− ym+1|m+2
 C t|x− ym+1|m+2 .
Since |x− ym+1| ≈ |x− y1| + · · · + |x− ym+1|, we conclude that∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x, y1, . . . , ym+1)∣∣ Ct(|x− y1| + · · · + |x− ym+1|)m+2 .
Subcase 1.2. K (0)t (x
′, y1, . . . , ym+1) = 0.
From K (0)t (x
′, y1, . . . , ym+1) = 0, there exists an index j such that x < y j < x′ . It implies |x− y j | < t/2. We have∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)∣∣
= ∣∣K (0)t (x, y1, . . . , ym+1)∣∣
 1
t
∣∣∣∣∣
x∫
−∞
1
(z − ym+1)m+1 Φ
(
x− z
t
)
dz
∣∣∣∣∣

∣∣∣∣ 1(x− ym+1)m+1
∣∣∣∣+ C
∣∣∣∣∣
x∫
−∞
1
(z − ym+1)m+2 Φ
(
x− z
t
)
dz
∣∣∣∣∣
 C
(|x− y1| + · · · + |x− ym+1|)m+1 +
Ct
(|x− y1| + · · · + |x− ym+1|)m+2 .
It is easy to see that K (0)t (x, y1, . . . , ym+1) satisﬁes (20) if φ is a non-negative function in C(R) with suppφ ∈ [−1,1] and
φ(t) = 1 for all t ∈ [−1/2,1/2].
If K (0)t (x, y1, . . . , ym+1) = 0, we consider two subcases.
Subcase 1.3. |x− ym+1| < 2t .
Let j be an index such that |x − y j | 2t . Since |x − x′| < t/2, y j doesn’t belong to the interval (x′, ym+1) or (ym+1, x′).
This implies that K (0)t (x
′, y1, . . . , ym+1) = 0. Therefore |K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)| = 0.
Subcase 1.4. |x− ym+1| 2t .
If K (0)t (x
′, y1, . . . , ym+1) = 0, there is nothing to prove. Assume that K (0)t (x′, y1, . . . , ym+1) = 0. It yields that x′ < y j <
ym+1 for all i = 1, . . . ,m. Moreover, there exists i0 ∈ {1, . . . ,m} such that x′ < yi0 < x. Thus, |x − yi0 | < t/2. By the same
argument as in Subcase 1.2 we obtain that∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)∣∣
 C
(|x′ − y1| + · · · + |x′ − ym+1|)m+1 +
Ct
(|x′ − y1| + · · · + |x′ − ym+1|)m+2 .
Note that |x′ − y1| + · · · + |x′ − ym+1| ≈ |x− ym+1| ≈ |x′ − y1| + · · · + |x− ym+1|. Hence∣∣K (0)t (x, y1, . . . , ym+1) − K (0)t (x′, y1, . . . , ym+1)∣∣
 C
m+1 +
Ct
m+2 .(|x− y1| + · · · + |x− ym+1|) (|x− y1| + · · · + |x− ym+1|)
94 B.T. Anh, X.T. Duong / J. Math. Anal. Appl. 371 (2010) 80–94Therefore K (0)t (x, y1, . . . , ym+1) satisﬁes (20) with any non-negative function φ in C(R) with suppφ ∈ [−1,1] and φ(t) = 1
for all t ∈ [−1/2,1/2].
Case 2. x > ym+1.
The proof in this case is similar to those used in Case 1 and therefore we omit it.
Thus, the inequality (20) holds. Moreover, it was proved that∣∣K (x, y1, . . . , ym+1) − K (0)t (x, y1, . . . , ym+1)∣∣
 A
(|x− y1| + · · · + |x− ym+1|)m+1
∑
k
φ
( |x− yk|
t1/s
)
+ At
/s
(|x− y1| + · · · + |x− ym+1|)m+1+ (21)
whenever 2t1/s max1 jm+1 |x− y j |. See Remark 4.2 in [5].
Combining (20) and (21), we complete the proof. 
Remark 5.2. It follows from Proposition 4.1 of [4] and Proposition 5.1 of this article that the mth order commutator Cm+1
satisﬁes Assumption (H1). Therefore, Cm+1 satisﬁes (H1) and (H2). On the other hand, in the case that x < ym+1 then
K (x, y1, . . . , ym+1) = (−1)
m
(x− ym+1)m+1
m∏
k=1
χ(x,ym+1)(yk).
Hence, for any ﬁxed x, ym+1 and  > 0, we can choose y1, . . . , ym and y′1 such that y′1 < x < yk < ym+1, k = 1,2, . . . ,m and|y1 − y′1| <  . Then we have
K (x, y1, . . . , ym+1) = (−1)
m
(x− ym+1)m+1 and K
(
x, y′1, . . . , ym+1
)= 0.
Hence,
K (x, y1, . . . , ym+1) − K
(
x, y′1, . . . , ym+1
)= (−1)m
(x− ym+1)m+1 .
As |y1 − y′1| can be chosen to be arbitrarily small, the kernel K (x, y1, . . . , ym+1) does not satisfy the standard Calderón–
Zygmund kernel regularity conditions (1) and (2).
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