Abstract In the standard model of inductive inference, a learner gets as input the graph of a function, and has to discover (in the limit) a program for the function. In this paper, we consider besides the graph also other modes of input such as the complement of the graph, the undergraph and the overgraph of the function. The relationships between these models are studied and a complete picture is obtained. Furthermore, these notions are also explored for learning with oracles, learning in teams and learning in the presence of additional information.
Introduction to the Field of Inductive Inference
The main purpose of the field known as inductive inference [1, 2, 4, 5, 7, 13, 14] is to investigate, in clear mathematical terms, which classes of functions or classes of sets can be learnt, in an idealized sense, as a result of applying an algorithmic procedure that converts data, that is, pieces of information about some object taken from a class of possible objects, to hypotheses, that is, tentative descriptions of the object to be learnt. This can be formalized in different ways, on the basis of notions from recursion theory; therefore the objects to be learnt are-in most scenarios-either classes of recursive functions or classes of recursively enumerable sets. The first formalization has been proposed by Gold [9] , who introduced the notion of learning sets in the limit from positive data: the learner (a recursive function) maps any finite string of data (that is, finite sequence of members of an underlying set, that might be infinite) to a hypothesis (that is, a tentative exact and complete description of the whole set). The set is assumed to be recursively enumerable and the hypotheses are natural numbers, interpreted as indices with respect to some fixed acceptable numbering W 0 , W 1 , . . . of all recursively enumerable sets. (This numbering corresponds to an acceptable numbering ϕ 0 , ϕ 1 , . . . of the partial recursive functions, with W e being the domain of ϕ e for all e's.) More precisely, a set of the form W e is selected, with e being unknown to the learner, and an enumeration of its members, in some arbitrary order, possibly with repetitions, possibly with the inclusion of a pause symbol, denoted #, with no member of W e missing from the enumeration, is unveiled to the learner. The enumeration, called a text for W e , is unveiled through a process that takes infinitely many steps, with successive steps revealing successive members of the text, a new step revealing either # or a member of W e . The learner M is said to learn W e from text T for W e iff there is 
an n such that W M(T (0)T (1)...T (m))
= W e for all m ≥ n. In other words, the learner can issue only finitely many incorrect descriptions of W e .
As one cannot check effectively whether W e = W d for arbitrary indices d and e, it is restrictive to require that M(T (0)T (1) . . . T (n)) be equal to M(T (0)T (1) . . . T (m))
for all m ≥ n. So there are (at least) two notions of convergence, that both turned out to be reasonable and fruitful in the formal developments of the field of inductive inference. The more general notion is called behaviourally correct learning [3] and the more restrictive notion is called explanatory learning [9] . This paper deals exclusively with explanatory learning, but many questions could also be investigated in the more general setting of behaviourally correct learning.
A learner that would be given the task of learning only one set W e could of course output e in response to any finite string of data; therefore, only the learnability of classes of sets (by the same learner), as opposed to single sets, is of interest. Here are some well known examples:
-The class of finite sets is learnable: in order to be successful, a learner can just output at every stage a hypothesis which covers precisely the elements seen so far; the hypothesis is revised only if a new element appears. -The class of all sets of the form N \ {x} (all natural numbers except x) is learnable: in order to be successful, a learner can just output at every stage a fixed index of N \ {n} where n is the least number not in the current input.
-The class of all cofinite sets, the class consisting of N and all finite subsets of N, the class of all graphs of recursive functions, have all been shown by Gold [9] not to be learnable.
Learning Total Functions from Different Representations
Given a function f from N to N, denote by E f the graph of f :
Denote by REC the class of all recursive functions from N to N. The examples at the end of the previous section suggest the definition of a notion of learnability of subsets of REC: say that a subset S of REC is learnable iff {E f : f ∈ S} is learnable in the sense previously defined. This paper is innovative in that E f is conceived of as just one possible description of f amongst a number of other, equally legitimate, descriptions of f . What is at issue is how particular representation schemes affect the learnability of a class of functions. A data presentation scheme I f may be considered legitimate if it is given by a parametrized uniformly recursive family U a,b such that the following conditions hold:
-U a,b ⊆ {a} × N; -one can determine b in the limit from a and any text for U a,b ; -I f = a∈N U a,f (a) .
In this paper we consider the following types of data presentation schemes which satisfy the above constraints. So the set I f takes one of the following four forms:
We now present the notions that determine a learning paradigm in a more formal way. A learner is a recursive function from the set of finite sequences of members of N × N into N. A learner's domain is viewed as a set that contains all finite initial segments of pairs taken from E f , D f , L f or G f where f is a member of the subset of REC to be learnt, depending on the kind of data selected by the paradigm. Each output of the learner is viewed as an index for the function to be learnt. The way functions are coded by indices can vary from paradigm to paradigm. Unless specified otherwise, these indices are assumed to be from some implicit acceptable numbering of all the partial recursive functions. We use E, D, L and G to refer to the notions of learnability determined by E f , D f , L f and G f , respectively: these notions are defined as above, with texts for E f being replaced by texts for E f , D f , L f and G f , respectively. 
Definition 1 Given a recursive function
D-learnable and G-learnable. Gold [9] showed that the class {{0, 1, 2, . . . , n} : n ∈ N} ∪ {N} is not learnable from text. This implies that
has seen some pair (n, 1); from then onwards it outputs 1 n 0 ∞ for the least n such that (n, 1) has shown up in the input. Since it is recursively enumerable, the class 
The Basic Relationships
The next theorem gives the complete relationship between the four basic notions E, D, L and G considered in this paper.
Theorem 5 The inclusions
Proof The inclusion L ⊆ E is obtained by transitivity from L ⊆ D and D ⊆ E, thus only the other three inclusions are shown. Observe that for all recursive functions f , the following equalities hold:
Given a recursive function f , these equalities allow one to effectively translate a 
Oracles
Given a set A of natural numbers, the notion of learner is generalized to the notion of an A-recursive learner: the learner is permitted to use an oracle for A, that is, the learner can ask membership questions about A. Given an oracle A, the notions of
E-, D-, L-and G-learnability are generalized to the notions of E[A]-, D[A]-, L[A]-and G[A]-learnability.
In the following, A, A 1 , A 2 , A 3 , A 4 and B will denote sets of natural numbers which are used as oracles and K will denote the set {x : ϕ x (x)↓}. A denotes the set {x : ϕ A x (x)↓}, where ϕ A i is the partial function computed by the i-th Turing machine using the oracle A. A set A is said to be high iff K ≤ A (see [16] ). Adleman and Blum [1] established the following fundamental result, which characterizes the oracles A such that the class of recursive functions is E[A]-learnable.
Theorem 6 (Adleman and Blum [1]) REC ∈ E[A] iff A is high.
This result also holds for D-learnability as we now show. Theorem 6 can be generalized neither to L-nor to G-learnability, as the separations in Example 3 also hold for learning with oracles.
Theorem 7 REC ∈ D[A] iff
We know from Theorem 5 that D-learnability is not as powerful as G-learnability. A natural question is whether this limitation of D-learnability can be overcome with the use of oracles: in other words, does there exist an oracle A such that D[A]-learnability is at least as powerful as G-learnability? The next result provides a positive answer and characterizes the oracles A that yield that positive answer.
Conversely, for all e ∈ N, let f e be the recursive function such that for all x ∈ N, f e (x) is equal to the sum of e with the least natural number s such that W e,s contains at least min{x, |W e |} elements (recall that W e,s is included in {0, 1, . . . , s − 1}); in particular, f e (0) = e. Let S = {f e : e ∈ N}.
In order to G-learn S, a learner on a G-text for f can proceed as follows. Let y be the least number such that (0, y + 1) has already appeared in the input; if no such y exists then the learner outputs 0. Note that y = f (0) in the limit. Let s denote the length of the input data. Given x ≤ s, say that x is good if the data contains no pair of the form (x, z) such that W y,z contains less than x elements. If all x ≤ s are good then output an index for the partial recursive function that maps any x ∈ N to s + e for the least s with |W e,s | ≥ x. Otherwise, let x be the least integer that is not good. Then output a fixed index for a function g with the following properties:
It is immediately verified that a learner that proceeds as described G-learns S. Suppose M is an A-recursive learner which D-learns S. In order to complete the proof of the theorem, it suffices to show that A is high. Note that the set of all (e, x, y) ∈ N 3 with (x, y) ∈ D f e is r.e., an immediate consequence of the fact that for all e, x, y ∈ N, (x, y) ∈ D f e iff at least one of the following four conditions holds:
• y < e; • y ≥ e and there exists s < y − e such that |W e,s | ≥ x; • y ≥ e and there exists s < y − e such that |W e,s | = |W e,y−e |; • y ≥ e, |W e,y−e | < x and there exists s ∈ N with |W e,y−e | < |W e,s |.
Thus one can construct a text T e for D f e effectively from e. Let h(e) denote the index to which M A converges on T e . Clearly, for all natural numbers e, ϕ h(e) is total and W e is finite iff there exist x, s ∈ N such that e + s = ϕ h(e) (x) and |W e,s | < x. Thus, using oracle A, one can effectively determine in the limit whether W e is finite and thus the set {e : |W e | < ∞} is A -recursive. As the set {e : |W e | < ∞} is 0 2 -complete [17, Sect. IV.3] it holds that K ≤ T A , completing the verification that A is high.
In the following let A 1 ⊕ A 2 ⊕ · · · ⊕ A n be the set {nx + y : y < n ∧ x ∈ A y+1 }. The operation ⊕ is called the join-operation. Similarly one can define the join of n functions
for x ∈ N and y < n. The join S 1 ⊕ S 2 ⊕· · ·⊕S n of n classes of functions is the class of all functions 
Theorem 9 Given four recursively enumerable sets
Furthermore, if A 1 , A 2 , A 3 and A 4 are such that 
For all n ∈ N, g(2n) + g(2n + 1) = 1. Hence approximations of g(2n) and g(2n + 1) from below or from above allow one to discover both values in the limit. This implies that A 1 ≤ T B is equivalent to any of
Since A 2 is recursively enumerable relative to K, there is a total binary function (x, s) that approximates A 2 , in the sense that for all x ∈ N, x ∈ A 2 iff (x, s) = 1 for all but finitely many s ∈ N. For all x ∈ N, let f x be defined as For all x ∈ N, let D f x and L f x be the two r.e. sets defined as follows. First define D f x as the set of all (a, b) ∈ N 2 for which one of the following conditions holds: , respectively, find the final hypothesis e of the learner using B and determine whether there is an y with ϕ e (y) = ϕ e (y + 1) using B again; the latter has the answer YES if x ∈ A 2 and the answer NO if x / ∈ A 2 . The class SD A 2 is E-learnable and G-learnable, as the values f x (0) and x can be determined from the data in the limit. It can also be determined in the limit whether there exists y ∈ N such that ϕ u(x) (y) is defined with the property that (y + 1, ϕ u(x) (y)) ∈ E f x , whether there exists y ∈ N such that ϕ u(x) (y) is defined with the property that (y + 1, ϕ u(x) (y) + 1) ∈ G f x , and whenever the first or second property holds, a value y with that property can be found in the limit. In the latter case, the learner knows that f x agrees with ϕ u(x) on all natural numbers smaller than that y, and maps all natural numbers at least equal to y to a constant value. If no such y is found in the limit, then the learner will conjecture ϕ u(x) from the time it has determined x.
Using a similar argument, the class SD A 2 is seen to be both L[B]-learnable and D[B]
-learnable for all oracles B with A 2 ≤ T B . Again, the learner can obtain from the data in the limit the values f x (0) and x. Furthermore, it can use the oracle B to determine in the limit whether x ∈ A 2 . If so, it finds in the limit the maximal y such that ϕ u(x) (y) is defined and knows that f x equals the function which is ϕ u(x) below y and is constant from y onwards. If x / ∈ A 2 then f x = ϕ u(x) and the learner converges to the hypothesis u(x).
For the sets SL A 3 and SG A 4 , one considers functions f A 3 and f A 4 which are A 3 -recursive and A 4 -recursive, respectively, such that one can solve A 3 using any function dominating f A 3 as an oracle and one can solve A 4 using any function dominating f A 4 as an oracle. Let
Consider the case of learning a function g ∈ SL A 3 from an L-text for g. If A 3 ≤ T B then one can find g(0) and the parameter n in the limit; one can then find in the limit an upper bound k for f A 3 (n) relative to B; one can then determine g(0), g (1), . . . , g(k) in the limit, at which point the learner can output a fixed index for the function represented as g (0) 4 , one can conclude that S satisfies the claim of the theorem.
Degrees of Inference

The question for which oracles A and B the inclusion E[A] ⊆ E[B]
holds has been investigated exhaustively [1, 6, 12] . Adleman and Blum [1] 
established that exactly the high oracles B satisfy that E[A] ⊆ E[B]
for all oracles A. Kummer and Stephan [12] showed that for non-high recursively enumerable sets A and B
, E[A] ⊆ E[B]
iff A ≤ T B. Besides the criterion E--which corresponds to explanatory function learning-many other convergence criteria have been studied [6, 12] . The approach taken in the present work differs from these by the fact that the mode of convergence (explanatory or learning in the limit) does not vary, but the mode of presentation of the input varies. The criterion E coincides with explanatory learning (and hence the results coincide with that of explanatory learning), but for the criteria L and G some results differ from standard explanatory learning.
Remark 10 Assume that E[A] E[B]
for some oracles A and B. Then there is a class R of {0, 1}-valued functions witnessing this [12] . Now one defines
The class S satisfies for every oracle C that
As a consequence, one has that L[A] L[B], G[A] G[B] and D[A] D[B].
The inference-degrees of D and E might be quite similar, as previous results already establish that the high oracles are also exactly those which are omniscient for D. It can even be conjectured that they are the same. For L and G, things are a bit different.
Remark 11 Jain and Sharma [10] proved that there is no maximal inference-degree for learning recursively enumerable sets from positive data. Kummer and Stephan [12] strengthened this result by showing the following: if every A-recursively learnable class of languages is also B-recursively learnable then A ≤ T B . To show this, they constructed a class S A,B consisting of recursive sets. The class of characteristic functions of these sets witnesses the following corresponding result:
In particular, for each oracle there is a still strictly more powerful oracle and so the structure of inferencedegrees for L and G differs from that of E and D because for the latter two models, all high oracles form the maximal inference degree.
For many criteria the trivial inference degree consisting of all oracles which do not help to learn anything unlearnable has been determined. In particular for explanatory learning of functions and explanatory learning of sets from positive data, this trivial inference degree coincides with all sets A ≤ T K such that A is either recursive or has 1-generic Turing degree. These results can be generalized to E-learning, D-learning, L-learning and G-learning.
Proposition 12
For an oracle A, the following five conditions are equivalent:
E[A] = E, that is, A is trivial for E-learning; 2. D[A] = D, that is, A is trivial for D-learning; 3. L[A] = L, that is, A is trivial for L-learning; 4. G[A] = G, that is, A is trivial for G-learning;
5. A ≤ T K and the Turing degree of A is either recursive or 1-generic.
Conjecture 13
The inference-degrees of E and D coincide.
Conjecture 14
The inference-degrees of L and G both coincide with the inferencedegrees of learning recursively enumerable sets from positive data.
Additional Information and Teams
An oracle supplies information independent of the concrete learning task, only nonrecursive oracles are relevant. In contrast to this, models of additional information are usually linked to the concrete learning task, although they might not provide any nonrecursive information. Indeed additional information is even finite, mostly an index or a bound on an index for some aspect of the learning task. Freivalds and Wiehagen [7] showed that one can learn the class of all recursive functions if the additional information supplied is an upper bound on an index of the function to be learnt. This result holds independently of the chosen data type.
Proposition 15 REC is D-learnable, L-learnable and G-learnable if one is given an upper bound on an index of the function to be learnt as additional information.
Proof The proof uses the following notation: given finite set Z, let e Z be an index such that ϕ e Z (x) = ϕ z (x) for the first z ∈ Z (found in some algorithmic search) such that ϕ z (x) converges. If no such z exists, then ϕ e Z (x) is undefined.
Let f and a bound b on an index for f be given. The learner converges in the limit to e Z for a set Z defined as follows. It is easy to verify that the learner can determine the set of bad indices in the limit. We let Z be the set of indices i ≤ b which are not bad. For the verification, let j ≤ b be an index for f . Then j is not bad. Furthermore, if i ≤ b and ϕ i is inconsistent with f then i is bad, as witnessed using j in the above conditions with x being the minimal value such that ϕ i (x)↓ = ϕ j (x)↓. Thus Z is the set of indices below b which are consistent with the input function and e Z is an index of the input function.
As the additional information about an upper bound on the index of the function being learnt gives no new result, the following more general setting is investigated. Given I, J, H ∈ {E, D, L, G}, a class S is IJ(H )-learnable iff there is a learner M learning every function f ∈ S in the following setting:
-M receives text for I f as input, as in the concept of I -learning in previous sections; -M outputs hypotheses of type J , that is, the output sequence of M, on initial segments of the text for I f , converges to an r.e. index of the recursively enumerable set J f ; -The additional information provided is an r.e. index of a recursively enumerable set V such that V = H f .
Additionally, we also consider the criteria of IJ-learning, where the first two conditions above hold, but no additional information is supplied.
The reader should note that in the definition above, r.e. indices instead of characteristic indices of E f , D f , L f and G f are considered. Note that r.e. indices for E f and indices of f as a recursive function can be translated into each other, hence the criteria IE and I coincide for I ∈ {D, E, L, G}. However, r.e. indices of D f , L f , G f cannot be translated into characteristic indices for these sets.
Clearly, REC ∈ IJ(J ) as the additional information already solves the learning task. Similarly, the inclusions from Sect. 3 carry over to corresponding values of I (but fixed J, H ). Furthermore, REC belongs to both IL(D) and IJ(E) for I, J ∈ {D, L, G, E}: an r.e. index for D f given as additional information can be converted to an r.e. index for L f , and r.e. index for E f given as additional information can be converted to an r.e. index for J f ; so one can simply translate the additional information into the required form. In some cases, data and additional information can complement each other: for example, EJ ⊆ LJ(G) as the additional information G plus the data L allow one to generate the data E. The resulting function is either almost everywhere constant or it receives for each y the final value whenever m s becomes larger than y. Therefore f x is recursive. Furthermore, the set D f x is easily seen to be r.e. as (y, z) ∈ D f x if g s (y) = z for some s > z. Furthermore, M x does not learn f x from E f x by the explicit diagonalization above.
The next theorem characterizes that a criterion J is more powerful than a criterion I iff REC can be HI(J )-learnt for H ∈ {E, D, L, G} iff one can effectively convert r.e. indices for J f to r.e. indices for I f , uniformly in all f .
Theorem 17
For all members I and J of {E, D, L, G}, the following statements are equivalent: input). By symmetry, there is also a class S 0 ∈ EG − EE of recursive {0, 1}-valued functions (by letting S 0 = {g f : f ∈ S 1 }, where g f (x) = 1 − f (x)).
As S 1 ∈ EL, it follows that S 1 ∈ EE(G) because one can use the additional information for G f for translating an r.e. index for L f into an r.e. index for E f . On the other hand, S 1 / ∈ EE(L) as an r.e. index for L f can be found in the limit from input E f (since S 1 ∈ EL) and is therefore useless as additional information for learning S 1 
Hence this example witnesses EE(G) ⊆ EE(D) and EE(E) ⊆ EE(D).
A further important topic is the question of team-learning where a class S is [m, n]IJ-learnable iff there is a team of n learners such that on every text for a set I f for a function f in S at least m members of the team converge to an r.e. index for the language J f . Here are some sample results which could be extended with well-known techniques.
Proposition 18 [2, 3] 3 (x) are y. For the verification, note that at least two machines converge and their final hypotheses e 1 and e 2 are eventually below the hypothesis of the third machine. If ϕ e 1 and ϕ e 2 are consistent then ϕ f (e 1 ,e 2 ) equals f as one of these two functions must be f . If they are inconsistent, the third machine must converge as well to some final value e 3 and ϕ g(e 1 ,e 2 ,e 3 ) is equal to f . This proof technique can be generalized to obtain the following result which was for EE already obtained by Pitt and Smith [15] .
Theorem 19 For
In the case of ED-learning where the data is of type E and the hypotheses are of type D, one can assume that every inconsistent hypothesis, that is, every hypothesis e for a set D e with (x, f (x)) ∈ D e , is eventually updated and replaced by another one. Then The results can be very different if neither the data nor the hypotheses are of type E; then they have some similarity to the case of language learning.
Remark 21
Translating results on language learning obtained by Jain and Sharma [11] 
Conclusion
One of the key distinctions in the criteria that determine a learning paradigm is between "positive data only" and "both positive and negative data", or more generally, between implicit and explicit information about the structure to identify. That distinction takes a simple form in case the structure to identify is a set of objects taken from some universe, with the potential properties of the set being expressed as: "is this object in the universe a member of the set?": a positive datum is then a member of the set and a negative datum a nonmember of the set. Moreover, the situation is symmetric. Not only do positive data fully determine negative data, which allows one to leave them implicit; negative data also fully determine positive data, and if the negative data were all provided to the learner then the positive data could all be left implicit.
Although the graph E f of a function f is a set, the distinction between positive and full information does not carry over to this special type of sets as one can derive that (x, y) / ∈ E f after discovering that there is some z = y with (x, z) ∈ E f . Hence the idea behind the current work is to take an alternative approach and look at the sets D f , L f , G f instead of E f and to present them by text, that is, in the form of positive data. It was shown that these four types of information are all different and that the only inclusions to hold between two distinct criteria are D ⊆ E, L ⊆ E, G ⊆ E and L ⊆ D, that is, every class of functions learnable from D-text is also learnable from E-text and so on. Then it was investigated to which extent oracles can support learning and bridge the gaps between various types of data presentation. This turned out to be possible for E versus D as the class REC of all recursive functions is learnable from D-texts using suitable oracles, but oracles cannot bridge the gaps found between learning from L-texts and G-texts.
For inference degrees, there were parallels between the inference degrees of learning language-classes from text and learning functions from L-text or G-text, respectively. It is an open problem whether these three types of inference degrees are the same. Similarly, it is open whether the inference degrees of learning from D-texts are the same as those for learning from E-texts.
Besides attacking these two open problems, further work could also study the impact of additional information for learning from these novel types of data presentations. Furthermore, team hierarchies could be investigated in more detail.
