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MODEL-REFERENCED ADAPTIVE CONTROL OF PLANTS WITH NOISE 
AND INACCESSIBLE STATE VECTOR 
by 
D. James Schooley 
ABSTRACT 
The problems of process noise, measurement noise, and inacces-
sible process state vector in the model-referenced system of 
Shackcloth-Butchart-Parks (SBP) are investigated. Since the system 
no longer possesses a static equilibrium point, the concept of 
asymptotic stability does not apply. However, by using Liapunov-like 
ideas, the error between the plant (process plus controller) and the 
model is shown to enter a region about the origin if certain bounds 
are known. A possible technique for reducing the size of this 
region is to feedback a function of the error into the plant's input. 
Several methods of circumventing the inaccessible state vector 
problem are presented. If the inaccessible state variables are first 
order derivatives of accessible ones, then one can employ approximate 
derivatives under certain conditions. Another approach, which is 
sometimes possible, is to substitute the model state variables for 
the plant state variables in the controlled feedback. This results 
in a significant improvement for both noisy and noiseless measure-
ments. Examples are simulated to illustrate these extensions. 
l 
I. INTRODUCTION 
The concept of model-referenced control was introduced by 
Whitaker et al. [1] in 1958. Osburn et al. [2] subsequently suggested 
techniques which simplified the control mechanism and reduced the 
convergence time of adaption. The controller was designed to minimize 
the integral squared error. The resulting technique for adjusting 
controller parameters is referred to in later literature as the 
"M. I. T. Rule". 
Meanwhile, Liapunov's work was introduced into Western litera-
ture by Kalman and Bertram [3] in 1960. The "second method" (also 
known as the "direct method") of Liapunov was shown to be an 
excellent design tool as well as a method for stability analysis. 
Since their paper, others have made extensions of the theory. Hahn [4] 
presents some of these developments plus a good list of references. 
In 1961, Grayson [5] combined the above concepts and synthesized 
a controller by applying Liapunov's second method. The output of the 
plant (process plus controller) is compared with the output of the 
model ("ideal" input-output relationship) to produce an error signal 
(Fig. 1). Grayson selected a Liapunov function which was a positive 
T 
definite quadratic form of the error (i.e., V = e P e). The corres-
ponding V was constrained to be negative definite by selecting a 
control signal which canceled indefinite terms. Thus, the error was 
guaranteed to go to zero; hence, the system was stable. The 
controller which realized the control signal was an algebraic 
(memoryless) relay-type. 
3 
Since Grayson's work, others have produced generalizations and 
refinements of this approach [6-9]. The efforts mainly have been 
centered on the elimination of higher order derivatives from the 
control signal. Motivation for this is at least twofold. Firstly, 
it usually simplifies the hardware necessary to realize the controller, 
and secondly, it helps to reduce the problem of noise associated with 
practical differentiation. Monopoli [7,8] has shown that in some 
cases the following possibilities exist: 1) some or all of the 
plant state variables may be replaced by the corresponding model 
state variables; 2) the need for some higher order derivatives may 
be eliminated entirely; and 3) a reduction in the gains associated 
with the higher order derivatives will reduce the adverse effects of 
measurement noise. Nikiforuk et al. [9] have recently made some more 
extensions of these ideas. 
Another approach to the problem was given by Donalson and 
Leondes [10] in 1963. They selected a variable controller (controller 
had variable parameters) which caused the form (i.e., order of the 
numerator and denominator) of the plant's transfer function to match 
the form of the model's transfer function (Fig. 2). Then the control 
laws (adjustment mechanism) which determined the controller's para-
meters were derived to minimize f(e), a quadratic function of the 
error and its derivatives, by following the path of steepest descent 
for f(e). This method produced a controller with memory; i.e., it 
contained integrators. Part II of their paper analyzed the stability 
of the system by Liapunov's second method. 
In 1965, Shackcloth and Butchart [11] also selected a variable 
controller (Fig. 2); however, the control laws were derived by adding 
to Grayson's Liapunov function terms which were quadratic in the 
misalignment between the model parameters and the corresponding plant 
parameters. T T In other words, V = e P e + z M z, where P and M are 
positive definite and symmetric and z is the misalignment vector . 
. 
The resulting V was constrained to be negative semidefinite (terms 
in z were absent) through the selection of the control laws. A year 
later Parks [12] showed that the use of the M.I.T. Rule could lead 
to an unstable controller. By redesigning the controllers by the 
Shackcloth-Butchart method, stability was guaranteed. Thus, this 
method, Shackcloth-Butchart-Parks (SBP), produced a controller with 
memory and gave conditions under which stability could be guaranteed 
(the by-products of the Liapunov design technique) 1 . 
Since the paper by Parks, many extensions of the SBP method 
have appeared in the literature [13-22]. Shackcloth [13,14] genera-
lized the approach to include higher order systems with many slowly 
time-varying process parameters. Almost simultaneously, Zemlyakov 
and Rutkovskii [16] published similar results; and more recently, 
Winsor and Roy's [17] generalizations were much the same. 
Other researchers have been concerned with improving the 
dynamics of convergence of the adaptive controller; i.e., the 
convergence of the error to zero and the parameters to their equili-
brium values. Adjustment of the adaptive loop gains influences both 
the rate of convergence and the quality (analogous to damping) of 
response. In general, the rate of convergence increases and the 
4 
quality of response decreases (i.e., the response is more oscillatory) 
1 see Appendix A for a summary of the SBP design procedure. 
5 
as the adaptive loop gains are increased. Phillipson [18] introduced 
. 
feedforward around the parameter integrators which caused V to be 
more negative. This compensation reduced peak error and undesirable 
oscillations and improved the rate of convergence. Graham [19] 
designed an error filter by examining the linearized system about its 
equilibrium point and applying root locus compensation techniques. 
He was successful in achieving desirable convergence dynamics by 
filtering the error before it entered the adaptive loops. Direct 
error feedback to the plant can also improve the dynamics of the 
controller [20]. A summary and evaluation of the above techniques 
can be found in [20]. 
Epstein and Pazdera [21,22] have succeeded in simplifying the 





sat aT dT + z M z 




This choice enabled them to replace one of the two 
multipliers needed for each adaptive parameter with a relay without 
sacrificing the stability of the controller. 
About the same time asthe Shackcloth and Butchart paper, 
Dressler [23] presented a different approach with almost the same 
results. However, as he showed, his system was not globally stable. 
Moreover, since no advantage over the SBP system was obtained through 
this limitation, his design is more restrictive. 
6 
Recently, Landau [24] has developed another general synthesis 
technique for designing this type of model-referenced adaptive control 
system. It employs Popov's results on the properties of hyperstable 
systems. This procedure also allows one to generate different control 
laws which produce a stable controller. 
Unfortunately, the SBP controller was derived by assuming 
noiseless conditions (no disturbance inputs or measurement noise) and 
requires that the plant state vector be accessible. In most practical 
situations noise is present, and therefore, one would want to know 
its effect upon the adaptive system. Also, the demand for accessible 
state variables restricts the application of these results. Part II 
of this paper discusses the case where the process has a disturbance 
input and the measurements of the plant state variables are noisy. 
Parts III, IV, and V examine the inaccessible state vector problem 
and propose solutions. 
extensions. 
Simulations are presented to illustrate these 
7 
II. NOISE WITH ACCESSIBLE STATE VECTOR 
Consider the general design problem shown in Fig. 3. This 
system differs from the ones of previous developments since process 
input noise, v, and measurement noise, ~, are present. It is assumed 
that these perturbations are bounded and have zero mean. The 
desired object is to control the process by adjusting the feedback 
T 
P arameters, k = (k ••• k ) and the parameter K such that the 1 n ' c 
difference between its state vector x and the model's state vector 
-p 
x will eventually be within some specified tolerance. 
-m 
In other 
words, the error e X 
-m 
x is to be driven to some small region 
-p 
about zero. 
A. System Equations 
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9 
The nxn matrix P will be discussed later. Equivalently, (1) through 
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m --m -m 
Since the comparison signal is defined as 
e - e 
--m -p 
e n 
(7) subtracted from (6) yields (with some manipulation) 
. 
e Am e + ¢ z - K P e + A0 n - n - ~ v 
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(i 1, n) 
The last three terms of (9) are due to the noise perturbations and 






B. Derivation of Control Laws 
Since the goal of the controller is to force e to be within 
some region about zero by adjusting the variable parameters k and K , 
c 
the function 
v e~T p A T e + z M z 









]J. > 0 • 
l 
Inspection of (8) reveals that e will be within some region about 
zero if e is within some region about zero, since n is bounded and 
has zero mean. If (10) is differentiated with respect to time and 











The control laws are selected to eliminate the second term, i.e., 
-1 
z M ct? p e (14) 
Then 
v AT Q' e 2 AT [Ao v] - e + e p n - n - ~ ( 15) 
If the noise were not present, the last term of (15) would be 
absent and V would be negative semidefinite. Thus, by Liapunov's 
second method stability is guaranteed and asymptotic stability can 
be assured (both e and ~ go to zero as t ~ =) if the error is 
dependent upon the misalignment vector z. Equivalently, if ~ 1 z 1 + 
¢ 2 z 2 + ••• + ¢n+lzn+l ~ 0 implies that z = 0, then the system is 
asymptotically stable. Therefore, as long as no ~- remains at zero 
l 
and the ¢. 's do not remain linearly dependent upon one another, this 
l 
condition is satisfied. In other words, if the input r can excite 
the state variables x . such that r and all of the x . 's are linearly pl pl 
independent, the error will be dependent on all of the z. 's. 
l 
For the case of noise inputs (v, n, and n are bounded), one 
can write 
n - ~ - B vii < r 
=-o max 
and V is negative if2 
II ell > 
A.{P) 
max 
A {Q I) . 
m1n 
I' p 




where .\(p) and .\(Q') designate eigenvalues of p and Q'. Hence, for 
II e II > p, v will decrease and e is guaranteed to approach the region 
{e llell < p} ( 18) 




{e 11~11 < p + 112111 } max (19) 
Since V does not contain definite terms in z, the possibility of 
11~11 -+co while llell < p must be investigated. As it was previously 
shown for the noiseless case, e is dependent upon z as long as no¢. 
- - l 
remains at zero and the ¢. 's do not remain linearly dependent on one 
l 
another. If these conditions are satisfied, II~~~ cannot increase 
indefinitely without causing 11 e 11 to also increase. Therefore, as 
long as II e II < p, II~~~ will remain bounded. 
The region given by (19) will, in general, be very conservative 
and is an upper limit for the worse case. Although this calculated 
region is not necessarily dependent upon the error feedback gain kf, 
simulations have revealed that it can reduce the size of the region 
substantially if it is introduced. 
C. Example 






[:2 _J ~ + [:] r 
[:6 _J ~ + [:] u . 
It has been assumed that Km = Kp due to the limited number of 
multipliers available on the analog computer; therefore, z
3 
_ o. 





A (Q I ) . = 1 
m~n 
1/41 
3/~ A(P) max 1. 316 ' 
design procedure yields the control laws 
. (!. 3 A ) kl = - lJl e el + 8 e2 pl 4 
and 
. (!. 3 ~ ) k2 - ~2 e el + 8 e2 p2 4 
Figs . 4 and 5 show the results o f simulation for ~l = ~2 = 200 3 
Fig. 4 exhibits the effect of noise disturbance v with ~ 0. The 
rms value of v was 0.0666 and its peak value was 0.25 for all runs. 
The region calculated by (19) is 
R = {e 
e 
11 ~11 < 1.316} 
For all cases the error approached and remained within a region 
much smaller than that calculated above. In addition , the intro-
duction of kf = 20 reduced the size of the region and 11 ~11 max by 
3 For al l simulations where the parameters were initially misaligned 
and e(O) = 0 , the error made a large initial swing awa y from zero. 
The ; rrows show the motion for increasing time, and eventually, 
the trajectories entered and remained within the darkened regions. 
The input r for all simulations was selected to be a pseudo-random 
Gaussian waveform with a bandwidth of 5 Hz , an rms value of 0.268, 
and a peak value of 1.05 (see Appendix C). 
13 
14 
a factor of four. Similar results are also seen in Fig . 5 , where 
v = 0 and ~ = 9 = xp2 + n. 2 p2 
15 
III. APPROXIMATE DERIVATIVE FILTERS TO PRODUCE 
THE INACCESSIBLE STATE VARIABLES 
As mentioned in the introduction, ln practical situations one 
must often, if not usually, deal with the inaccessible state vector 
problem. In particular, if the inaccessible state variables are 
first order derivatives of accessible ones, then a natural approach 
is to estimate these derivatives by using approximate differentia-
tors; i.e., s/(Ts + 1) filters. Under the condition of noiseless 
measurements, as T is made small (let T ~ 0) the output of the 
filters will approach the desired variables. However, if the 
measurements are noisy, a nonzero T is necessary to prevent the 
estimates from being determined almost entirely by the noise. 
A. Development for General Estimates of Inaccessible State Variables 
Consider first the more general configuration shown in Fig. 6. 
The accessible components of x are designated by the n-dimensional 
-p 
vector x , whose elements are either x . or zero. 
-pa pl The vector x -ma 
is written such that it corresponds to x ; i.e., where x has zero 
--pa -pa 
elements, x has zero elements and where x has the element x . , 
-ma -pa pl 
x has the element x .. The estimators (E) transform x and x 
-pa -ma 
-ma ml 
into e and e , the respective estimates of ~ and ~- Although one 
-p -m .r-
can assume that the model has an accessible state vector, simulations 
have revealed that the adaptive system performs much better if 8 . , pl 
the linear transformation of 
linear transformation of x .. 
ffil 
X . ' pl 
is compared with e . ' the same 
ffil 
and 




















e = A 
m 
e + <1> z 
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A x - x 








( 2 3) 
(24) 
( 2 5) 
Thus, the estimation errors act as input perturbations on the ideal 
system; i.e., the system having an accessible state vector and no 
noise. The v function (10), control laws (14), and (23) supply the 
result 
v (26) 
The derivative V is always negative when llell is greater than 
a number p which depends upon 111ro-~ll max It is argued that if 
the estimators perform well and hold the estimation errors sufficiently 
small, then II t; t; II will be bounded. 
-m - -p max 
Thus, e (and e) will 
4 For mathematical details see Appendix B, Section B-2. 
approach a region, and if the ~. 's are nonzero and linearly 
l 
independent, 11~11 will be bounded. However, if the estimators are 
not selected properly, they may introduce too much lag which will 
17 
cause the estimation errors to increase and the system's trajectories 
(e and z) to grow. This was verified by simulation and will be 
mentioned again later. 
B. Approximate Derivatives for Estimates 
Return now to the approximate differentiation problem. The 
estimates of the state variables are described by 
and 
8 . x . + n., if x . is accessible pl pl l pl 
. 
T.El . + l pl e . pl X . + n. l' if X . pl l- pl 
8 . x . , if x . lS accessible 
ml ml pl 
is inaccessible 
. T.e . + e . x ., if x . is inaccessible. ml pl l ml ml 
It is suggested that the filters' cutoff frequencies be beyond the 
bandwidth of the model and the process. From these relationships 
( 20) ' ( 21) ' and (22) can be written as 
. 
x T e 
-ro -m 
. 
x T e - n 
-p -p 
. 




where T is a diagonal matrix with either Ti or zero in the diagonal 
and n is ann-dimensional vector composed of then. 's and n. 's. 
l l-1 
Then (23) and (26) become 
. 













- T 8 ] 
(T 8 - n) ] } 
-p 
-m 
In general, it is difficult to find a bound for the second term of 
( 31) 
( 31) . However, through its examination one can gain an understanding 
of the factors which influence the adaptive system's performance. 
For the noiseless case as the T. 's are made smaller, this term 
l 
decreases and the region in which the error enters also decreases. 
In addition, as one would expect, the amount of noise present will 
affect the region's size. 
C. Example 
The previous example was simulated with the model and plant 
derivatives replaced by the approximate derivatives. Fig. 7 verifies 
that if n = 0, the region decreases (proportionally) as T ls made 
smaller. The effect of different initial conditions on e and z was 
investigated and in all cases the trajectories entered the same 
. 5 
reglon . The improvement with error feedback is seen by comparing 
Fig. 8(a) with 7(d). 
Since there is no static equilibrium point and e is varying 
in a region about zero, the z's are constantly being adjusted. 
Also their movement is not centered about zero after e enters the 
region; however, II~~~ always remains bounded as shown in Fig. 8 (a) , 
(d), and (e). The desired steady state value for the misalignment 
vector in the noiseless, accessible state vector system is zero. 
Therefore, this example was simulated for ~ set identically equal 
to zero (Fig. 8(b)) and~ set equal to its "average" adjusted value 
(Fig. 8 (c)) to see whether II e II remained smaller for one setting 
than the other. As one can observe, the regions were about the 
same, and no decisive conclusions can be stated. In addition, when 
19 
z(O) = "average" adjusted value and the system was allowed to adjust, 
the error remained about the same. 
Measurement noise, in addition to increasing the size of the 
region, has a significant influence on the z's. As seen in Fig. 8(d) 
and (e) , z
2 
is affected more than z 1 since ep2 is related to n as 
well as xp2 . 
D. Techniques for Improving the Performance for Noisy Measurements 
Observations show that the system can be made to perform well 
for noiseless measurements. However, if noise is present, its 
effect upon the adjusted parameters may be unsatisfactory. There-
fore, it is desirable to investigate methods of reducing the 
5 See Appendix B, Section B-3. 
20 
sensitivity of the system to the noise. The difficulty which arises 
is due to two facts: 1) noise is introduced in the plant's feedback, 
and 2) noise is introduced in the parameter adjustment mechanism 
through both 8 . and e. pl Thus, it seems logical that improvement 
would result if either one of these is reduced or eliminated. Item 1 
is the motivation for the work in Part V and item 2 is treated below. 
By selecting a different Q matrix in (13), the comparison 
vector components which are generated by approximate differentiation 
. 
can be deemphasized, and consequently, the effect of then. 1 's on l-
the parameter adjustment mechanism is reduced. 
example with 
Q [: 0.:] 
(.!. kl - \.11 8 pl 4 




6 A ) 
40 e2 





Simulation of the 
l/4l 
6/40J 
verified that this helps to reduce the wandering of the z's and 
decreases the size of the region in which the error enters (compare 
Fig. 9(d) with Fig. 8(e)). Fig. 9 shows the results with and with-
out error feedback and with and without noise. The selection of 
the Q matrix in this manner will slow down the adaptive response 
(ll's remain the same) and decrease its dependence upon the noise. 
other methods for improving the system with noise were tried 
6 
and resulted in varying degrees of improvement · 
6 See Appendix B, Section B-3. 
The adaptive loop 
21 
. . 
gain w2 associated with k 2 (z 2 ) was lowered and the wandering of 
z 2 decreased. The addition of low pass filters on xml and (x 1 + n) p 
produced a slight improvement. Employment of an approximate 
derivative filter with a second order, instead of a first order, 
denominator can decrease the response of the parameters to the 
noise; however, one must be careful not to introduce too much lag. 
22 
IV. EMPLOYMENT OF WIENER FILTERS 
Another approach which appeared logical was to use Wiener 
filters to estimate the state variables (Fig. 6). In order to 
calculate numerical values, one must know the process. Since the 
process is not known but the goal of the adaptive system is to 
control the process to perform like the model, the model's para-
meters (and the spectral densities of the input r and the noise n) 
were used for this computation. Difficulties encountered in 
simulation revealed that this particular design procedure is unsatis-
factory. Since the system is not stationary, this method violated 
an important assumption and possibly caused the failure. 
') J 
·- ' 
V. SUBSTITUTION OF MODEL STATE VARIABLES FOR PLANT STATE VARIABLE;; 
Under certain conditions, the plant state variables may be 
replaced by the corresponding model state variables as shown in 
Fig. 10. In this configuration, the noise still influences the 
comparison signal e, but is removed from the controlled feedback. 
A. Design Procedure 
where 
and 

















( 3 2) 
( 3 3) 
( 34) 
(35) 
By selecting the same v (10) and control laws (14) with the of (35), 
one obtains 
7For mathematical details see Appendix B, Section B- 4 · 
. >l 
~T 
v =-e Q e ~T [ T eA AT e P ~A + ~A P] + 2 e p ( 3lJ) 
Equation (13) gives the relationship between p and Q. 
shown that 
If it can l.Jc 
Q" == Q + P ~A + ~AT P (37) 
is positive definite and 2 !11:.: 11 < r, then e (and e) wi 11 ar)proach 
-e max - -
some region and z will be bounded if the input r and the x . • s 
ml 
nonzero and linearly independent. From (13) and (34), (37) ls 
Q" 
- P AO - A~ P . 
are 
(38) 
Thus, the process A0 and the P matrix determine whether this system 
will work. 
At least two approaches to this problem are possible. Firstly, 
if one assumes a Q and calculates P from (13), then one can solve for 
the A0 's for which Q" is positive definite. If the process always 
lies within this calculated domain (process varies slowly within 
the domain), the system will perform satisfactorily. Since this 
computation becomes difficult for systems which are greater than 
second order, it is suggested that iterative techniques on a digital 
computer be employed. 
Another method in designing this system lS to work with ( 38) 
directly. If one knows bounds on the various bpi's, then it may be 
possible to solve for a positive definite P matrix which will always 
cause Q" to be positive definite for all A0 's of interest. The 
process must at least be stable for this to work. Trial and error 
methods on a digital computer are suggested for this approach. 
B. Example 
For the model of the example problem with 




the domain for which Q" is positive definite is given by 
- 9 b
2 
+ 12 b b - 4 b 2 + 44 pl pl p2 p2 bpl 
+ 40 bp2 - 100 > 0 . 
Hence, the parameters bpl and bp2 must lie in the parabola shown 
Fig. 11. 
Simulation results for the process 
and comparison signals given by 
X - X - n 
ml pl 
and 
are shown in Fig. 12. For n 0 (Fig. 12(c)) the vectors e and z 
converged to zero, and for n ¥ 0 (Fig. l2(d)) they approached and 
1n 
varied in a small region about the origin. Fig. 12(a) and (b) shows 
results for the inaccessible plant state variable replaced by the 
corresponding model state variable and the accessible state variable 
employed in the feedback. Investigation will show by expanding thP 
control law for z 1 (i.e., z 1 = - Kp ~ (xpl + n) (! e1 + ~ e2 )) that 
. l 2 . 
a term proport1ona to n 1s present and causes the regions to be 
biased from the origin. Other simulations were performed for 
various processes and similar results were obtained8 . In addition, 
process parameters lying within and out of the domain of Fig. 11 
yielded stable (i.e., e approached a region) and unstable systems 
respectively. 
8
see Appendix B, Section B-5. 
VI. CONCLUSIONS 
The effect of noise in model-referenced systems designed by 
the Shackcloth-Butchart-Parks synthesis procedure was investigated. 
Since the adaptive system no longer possesses a static equilibrium 
point, the concept of asymptotic stability does not apply. Instead, 
the error between the model and plant is guaranteed to enter a 
region, and if the error is dependent upon the misalignment of para-
meters, the misalignment vector z will be bounded. The calcula.ted 
region is extremely conservative and can be used as an upper bound 
for the worse case. In addition, error feedback was shown to reduce 
the size of the region, even though it does not necessarily affect 
the calculated bound. 
2.7 
Several design techniques for controlling plants with an inacces-
sible state vector were presented. If L~e inaccessible state vari-
ables are first order derivatives of accessible ones, then approximate 
derivatives can be employed under certain conditions. In particular, 
if the measurements are noiseless, the region in which the error is 
guaranteed to enter can be made arbitrarily small. However, noisy 
measurements may cause the misalignment vector to wander significantly 
even though the error is within a small region. Hethods for reducing 
the sensitivity of the adjustment mechanism to noise were presented. 
various choices for the filters which estimate the inaccessible 
state variables are possible, but caution must be exercised. The 
conditions which guarantee the error to enter a region and the 
misalignment vector to be bounded are dependent upon the errors in 
the estimates. If the filters are not selected judiciously, they 
may introduce too much lag in the system and cause instability. 
Hence a problem which remains is to find better analytical methods 
which will determine filters that produce satisfactory results. 
If the process satisfies certain properties, the model state 
variables can be substituted for the corresponding plant state 
variables in the controlled feedback. This results in a significant 
improvement for both noisy and noiseless measurements. 
Since the approximate derivative feedback is not without 
limitations in system performance with noise and since the model 
state variables cannot always be substituted for the plant state 
variables, future work should include efforts to synthesize the 
estimators (probably time-varying) along with the adaptive control 
laws. These future contributions should also provide stability as 
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FIGURE NUMBERS AND CAPTIONS 
Figure l. Model-Referenced System with Memoryless Controller 
Figure 2. Model-Referenced Adaptive System with Memory Controller 
Figure 3. Model-Referenced System with the Process State Vector 
Accessible, Input Disturbance v, and Measurement Noise 
~- (Am and Ao are in companion form and ~ and Bo have 
all zeros except for their last row) 
Figure 4. 
Figure 5. 
System Trajectories for Disturbance Input v and n 
(vrms = 0.0666 and vpeak = 0.25) 
(a) v bandwidth 5D Hz, kf = 0 
(b) v bandwidth 50 Hz, kf 20 
(c) v bandwidth 15 Hz, kf = 0 
(d) v bandwidth = 15 Hz, kf = 20 
(e) v bandwidth 1.5 Hz, kf 0 
(f) v bandwidth 1.5 Hz, kf = 20 
System Trajectories for Noisy Measurement of xp2 
<nrms = 0.01, n bandwidth = 50 Hz) 
(a) kf 0 
(b) kf = 20 
0 
Figure 6. Model-Referenced Adaptive System with an Inaccessible 
Process State Vector and Measurement Noise (~ and Ao 
are in companion form and Bm and Bo have all zeros 
except for their last row) 
Figure 7. System Trajectories for the Employment of Approximate 
Derivatives, No Measurement Noise, and kf = 0 
Figure 8. 
{a) T - 0. 02 







system Trajectories for the Employment of Approximate 
Derivatives with kf = 20 and T = 0.2 
(a) No Measurement Noise 
(b) z Q_, z = 0 
(c) z = 0, ~ = Average Adjusted Value 
(d) nrms 0.0018, n bandwidth 50 Hz 
(e) nrms 0.0036, n bandwidth 50 Hz 
32 
33 
Figure 9. System Trajectories for Selection of a Different Q Matrix 
(a) kf 0, n = o 
(b) kf 0, nrms = 0.0036, n bandwidth = 50 Hz 
(c) kf 20, n == 0 
(d) kf 20, nrms = 0.0036, n bandwidth = 50 Hz 
Figure 10. Model-Referenced System with the Plant State Variables 
Replaced by the Model State Variables in the Controlled 
Feedback (~ and A0 are in companion form and ~ and ~ 
have all zeros except for their last row) 
Figure ll. Parabolic Domain for which Q" is Positive Definite 
Figure 12. System Trajectories for the Plant State Variables 
Replaced by the Model State Variables 
(a) ¢1 = Xpl• ¢2 = xm2 
(b) ¢ 1 = xpl + n, ¢ 2 = ~2 , nrms = 0.0036, 
n bandwidth = 50 Hz 
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SUMMARY OF THE SHACKCLOTH - BUTCHART - PARKS 
SYNTHESIS PROCEDURE 
A-1. General Development 
The synthesis procedure is based on the system shown in 
Fig. A-1. Although their method can be applied to systems of a 
more general form (e.g., systems with numerator dynamics), only the 
configuration shown in Fig. A-1 will be considered in this report. 
Also, for the more general process with time-varying coefficients 
in the numerator and the denominator, implementation of the control 
laws is not always straight forward and can lead to conflicting 
conditions [17]. 
For Fig. A-1 the model and plant equations can be written in 
th . f 9 e compan1on orm 
X A X + B r 
-m m -m -m 
X A X + B r 
--p p --p -p 
respectively, where 
9This is done for convenience so that the resulting control laws 





A = p 
B == 
-p 
0 l 0 ... 0 
0 0 l ... 0 
0 0 ... l 
... 
-b -b -b 




-(b pl +Kpkl} 
0 













. . . l 
-(b +K k ) pn p n 
'The error is defined as the difference between the output of the 
model and the output of the plant, ~ = ~ - X ' 
-p 
and from (A-1) and 





A x + B r - A X - B r . 
m-m -m p-p -p 
By adding and subtracting A x on the right hand side, one obtains 
m-p 
e A e + (A 
m m 
A } X + (B - B ) r , 
p-p-m -p 
47 
which can be written as 
e A e 
m 
Since A and A are 
m p 
zeros except in the 
(A - A ) 
m p 
and 
(B B ) 
--m --p 
+ [(A I A ) I (B -B)] 
m p I -nl 
-p 




(b +K k -b ) pl p l ml 
0 
0 
K - K K 
m p c 
~~-








Let the vector ~ represent the difference between the model para-
meters and the corresponding plant parameters; i.e. , 
T 
z 6 [zl z2 z l] , 
- n+ 
where 
z. 6 b + K k. b (i l, n) (A-4) 
l == pi p l mi 
and 
z 
n+l K m K K p c 
Also, define the n+l vector ~ as 
T 
r] , 
and the n by n+l matrix ¢ as 
[Q_ 0 0 _t] T 
Then from these relationships (A-3) becomes 
e 
or e 
A e + [Q_ 0 
m 






Since the goal of the controller lS to drive e and z to zero, 
. . h . 10 the Llapunov functlon c osen ls 
v 
T T 
e P e + z M z (A-8) 
where P and M are constant, positive definite, and symmetric matrices. 
In particular, 
Kpf-11 0 -1 dp"2 0 . M f-1. > l 
K f-1 p n+l 
The matrix P will be solved for later. Differentiation of (A-8) 
with respect to time yields 
10other choices are possible and may lead to a simplification of 
hardware [21~22]. 
su 
•T T •T T v e p e + e p e + z M z + z M z 
-
and from (A-7) this becomes 
T [A T ] T [<t>T p . v e p + p A e + 2 z e + M z] (A-9) 
m m 
Since the model is stable (in particular, if all of the eigen-
values of Am have negative real parts), given any symmetric, positive 
definite matrix Q, a symmetric, positive definite matrix P can always 
be found such that [3] 
- Q • (A-10) 
In order to guarantee the stability of the system, V lS forced to be 
negative semi-definite by selecting 
-1 <t>T z M p e (A-ll) 
Thus, 
T 
v e Q e (A-12) 
This is only semi-definite because the misalignment vector is not 
present. Therefore, the error is guaranteed to go to zero, but the 
misalignment vector is not. However, if it can be shown that ·~ z = 0 
if and only if z = 0, then asymptotic stability can be assured. This 
problem has been investigated by Shackcloth [13] and Graham [19] and 
therefore will not be discussed here. 









E._. (p.lp.2 ···p.) 
1 1 1 1n 
(pll. p . • •• p . ) 21 nl 
or z (A-13) 
This result can be expressed in the summation form 
n 
z. K ]J. ¢. \ e. p. (i 1, L l p l l j=l J Jn 
n+l) (A-14) 
But from (A-4) 
. . 
z. b pi + K k. + K k. (i 1, l p l p l n) 
- K K - K K 
p c p c 
lf it is assumed that the process parameters are constant (or else, 






K k. p l (i 
K K p c 
1, n) (A-15) 
Hence, the adaptive control laws are (by using equations (A-5), 








X . pl 
)J 1 r n+ 
n 
I j=l e. P. , J Jn 
n 
I j=l e. p. J Jn 
(i 1, n) 
t: ') :J~ 
(A-16) 
The hardware realization of this result is shown in Figs. A-2 
and A-3. Phillipson's [18] method of compensation (feedforward 
around the parameter integrators) and direct error feedback compensa-
tion [20] are shown as optional paths by dashed lines. 
A-2. Example Al 
Let the model and plant be described by 
X 
c2 _J X + [:] r -m -m 
and 
X c (6+2kl) -(l+2k2J X + [:] r . -p -p 
That is, the process has the A0 matrix 
Ao c6 J 
The error equation (A-7) is 
e [2 -~ e + [:pl xpJ z ' -
53 
where 
['6 + 2kl -2] z 
(1 + 2k - 2) 2 
If Q in (A-10} is the identity matrix, then 
p ~[5 
4 1 i] 
Therefore, from (A-16) the control laws are 
. (!_ 3 kl - ]Jl xpl el + 8 e2) 4 
. (!_ 3 k2 - ]J2 xp2 el + 8 e2) 4 
Fig. A-4 shows the hardware realization. Computer simulation has 
verified that e -r 0 and z -+ 0 as t -+ = (Fig. A-5); i.e., the steady 
state values for the variable parameters are k 1 = - 2 and k 2 = 0.5. 
T The initial conditions, e(O) = 0 and z(O) = (2.0- 0.5) , caused 
the error to make the big initial motion away from zero. The 
arrows show the direction in which the trajectories move as t -+ = 
I 
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DETAILED MATHEMATICAL DEVELOPMENT AND SUPPLEMENTARY 
SIMULATION RESULTS 
B-1. Derivation of Equation (17) 
From (15) and (16) one can write 
. AT AT 
v - e Q' e + 2 e p [Ao n + n ~ \!] 
< 








< (B-1. 3) 
. 
and V will be negative. If one defines the norm of a matrix as 
the smallest number M for which IIA xll < M llxll holds for all x 
and if llx II is the Euclidean norm, then 
1 1 
60 
liP II ;\(P) max 1 Al/2 (Q') . 
mln 
where ;\(P) , A(Q') , and ;\(Q') . are used to denote the maximum 
max max mln 
and minimum eigenvalues of the respective matrices. Hence, from 
(B-1.2) one can obtain 
:\ (P) 
max II e II > r p . (17) A (Q') . 
mln 
From Q' = Q + 2 PKP, the eigenvalue, ;\(Q') . , is not necessarily a 
mln 
function of kf since 2 PKP is only positive semidefinite. Thus, p 
may not depend upon kf. 
B-2. Derivation of Equations (23) and (26) 
The model and plant equations are 
X A X + B r 
-m m -m -m 
(B-2.1) 
X Ao X + F e + B r + K p e 
-p -p -p -p (B-2.2) 
and from (20) and (21) they can be written as 
. . 
8 A 8 + B r + A x - x 
-m m -m -m m -m -m 
(B-2.3) 
. 
e x x e A 8 + B r + K p + Ao -
-p p -p -p -p -p (B-2.4) 
By adding and subtracting A 8 on the right hand side of (B-2.4) 
m-p 




. . . 
e = 8 - 8 
-m -p 
A e + (A A 
m m 
. 
~ A x x m -ill -m 
. 
~ Ao x x -p -p 




e + <I> 
) e + (B p -p -rn 
as 
where z is the misalignment vector and 
¢ 0 0 
eT r cj!T 
-p 
If one selects 
AT e 
T 





e Q' e + 2 z T ( ¢ T p e + 
The control laws 
-1 ¢T p e z - M 
-
61 




( 2 3) 
(10) 





cause (B-2.6) to become 
v AT A e Q' e + 2 (26) 
Since the object of the control system is to drive e into a 
small region about zero, one might wonder why V was chosen to be a 
function of e rather than e. The equation for the error is 
e X X 
-m -p 
= A e + <P z - K p e + (A - Ao) x m - m -p (B-2. 7) 
If 




T T [<PT . v = e Q' e + 2 z p e + M ~] 
-
T [f':..A x eJ + 2 e p + K p 
-p (B-2.9) 
Since e is not available, the only choice for the control laws is 
given by (14); therefore 
v 
T 
- e Q' e + 2 e T P [£':.. A x + K P e] + 2 z T <P T P e 
---p (B-2.10) 
If ll f':..A x + K P -11 is bounded, then for 
-p ~ max 11~11 greater than some 
number p the first term will dominate the second term. However, the 
last term lS indefinite and depends upon ~· The loose argument is 
made that if the estimation errors are small and 11~11 grows, 
eventually the first term will dominate the other terms (assuming 
that~ depends upon~ through (B-2.7)). Thus under these conditions, 
both 11~11 and 11~11 will be bounded. 
Equations (26) and (B-2.10) are equivalent; however, since the 
adjustment mechanism employs e rather than ~, (10) is the function 
preferred. 
B-3. Approximate Derivative Filters - Additional Simulation Results 
a. The Effect of Initial Conditions 
Fig. B-l shows the effect of various initial conditions on e 
and ~when approximate derivatives are employed. 
trajectories approached the same regions. 
In all cases the 
b. Methods of Improving Performance for Noisy Measurements 
The following methods were investigated to see if they could 
reduce the "amplitude" of wandering of z 2 once the error enters its 
region. 
By comparing the results shown in Fig. B-2 with previous tra-
jectories (e.g., compare Figs. B-2(a) with 7(d), B-2(b) with 8(a), 
and B-2(c) with 8(e)), one observes that the final "amplitude" of 
wandering of z
2 
can be reduced if the adaptive loop gain w2 is 
63 
lowered. This technique slows down the response of z 2 and decreases 
its sensitivity to the noise. However, since it also can decrease 
the overall adaptive response, a trade-off situation exists where 
one tries to select w2 such that both the noise problem and the 
adaptive response are satisfactory. 
The possibility of employing an approximate derivative filter 
with a second order, rather than a first order, denominator was 
investigated. The example problem was simulated for 
64 
8 = xpl + n pl 
. 
0.02 e p2 + 0.3 8 p2 + 8 p2 X p2 + n 
and (B-3.1) 
8 = X 
ml ml 
. 
0.02 8 + 0.3 8 
m2 + 8 X m2 m2 m2 
i.e., the variables 8pl and 8ml were passed through a filter whose 
transfer function was 
s 
(0.1 s + 1)(0.2 s + 1) 
to obtain 8P 2 and 8m2 . The results shown in Fig. B-3(b) compared 
with those of Fig. 9(d) indicate that this method can reduce the 
wandering of z 2 once the error enters its region. However, the error 
response is more oscillatory. In addition, one must be careful in 
selecting this filter, for it is possible to cause the system to be 
unstable by introducing too much lag. 
Fig. B-4 exhibits results for the estimates given by 
and (B-3.2) 
. 
0.2 8 + 8 = xml ml ml 
. 
0.2 e + 0 
m2 xm2 . m2 
65 
Observations indicate (compare Fig. B-4(b) with Fig. 9(d)) that the 
wandering of z 2 decreased slightly and the error response became a 
little more oscillatory. 
B-4. Derivation of Equations (32) and (36) 





A x + B r 




The terms Am e and A0 ~ are added and subtracted from the right hand 
side of (B-4.2) yielding 
X 
-p 
x + (A - A0 ) e + B r . -m m -p 







e + <P z 
m -
. 
Ao e - e 














If the function 
v AT p e T e + z M z 
-
(10) 
is chosen, then 
. AT AT T v - e Q e - e (P 6A + 6A P) e 




AT P + P A 
m m 
- Q • ( 13) 
The control laws given by (14) cause (B-4.4) to become 
. 
v AT - e Q (36) 
B-5. Substitution of Model State Variables for Plant State Variables -
Additional Simulation Results 




Results for 1) and 2) are shown in Figs. B-5 and B-6 respectively. 
For 3), 4), and 5) the adaptive system was unstable (e and z 
diverged). From Fig. 11 one observes that 1) and 2) are in the 
parabolic domain and 3), 4) and 5) are outside. Therefore, these 
results are not surprising. 
Fig. B-7 shows that direct error feedback can decrease the 









(a) z(O) = 0 (b) e(O) = 0 
- -
Figure B-1. System Trajectories for Various Initial Conditions 
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Figure B-3. System Trajectories for Estimates Given by (B-3.1) 









n = o (b) n = 0.0036, n bandwidth= 50 Hz ms 
Figure B-4. System Trajectories for Estimates Given by (B-3.2) 
(ql1 = 1, q22 = 0.1, kf = 20) 
-.J 
0 
le2 rz2 re2 IZz 
I 0.2 7 2 + 0.2 + 2 
1(\ (\ ~-l/_UI I - I JII I ~ v~ €1 ---+ I ~ ;zl 
-o.2 1 J\,j0.2 -2 · ~ 2 /4 -o.2 Jo.2 -2 
-0.2 
I . \ , 








\ t\ -I·--~~ 






I / z, 
---+--- ----~---+-~-f+• 




(c) ¢1 = xm1' ¢2 = xm2' n = 0 (d) 
n bandwidth = 50 Hz 
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Figure B-7. System Trajectories for ¢1 = Xpl + n, ¢2 = Xm 2, nrms = 0.0036, n bandwidth= 50 Hz, 




SYNTHESIS OF THE PSEUDO-RANDOM INPUTll 
The Gaussian input signal r which was used in the simulations 
was realized by a TR-48/SCC 650 hybrid computer. There were two 
basic parts in the procedure: 
1) the generation of a pseudo-random binary (two-level) wave-
form by a shift register, and 
2) the filtering of the binary waveform to obtain a Gaussian 
(multi-level) waveform. 
Each of these parts is discussed separately below. 
The pseudo-random binary waveform (sequence) was a maximal-
length sequence produced by a shift register with appropriate feed-
back. The shift register's length was selected to be 17 stages for 
reasons stated below. 
An n stage shift register operates in a sequential manner such 
that at each clock pulse (every bT sec.) the contents (lor 0) of 
. i+l 
each stage X1 are shifted to stage X l The new X at each clock 
pulse is the result of the appropriate feedback function, 
C.'s are l or 0. 
l 
+ ••• + C Xn, where additions are modulo-two and the 
n 
There are 2n possible states which the shift 
llThis design procedure was almost identical to that described in 
G. c. Anderson, B. W. Finnie and G. T. Roberts, "Pseudo-Random 
and Random Test Signals," Hewlett-Packard Journal, Volume 19, 
Number l, September 1967. 
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register can possess. All of these except the all zero state can 
be generated if (l +F) is an irreducible polynomial; i.e., (l +F) 
cannot be factored modulo-two. This results in a maximal-length 
sequence of length N = 2n - l. Thus the period of the binary 
waveform is given by T = N ~T. 
A 17 stage shift register was chosen because the feedback 
necessary to produce a maximal-length sequence required only one 
exclusive-or operation. Also its sequence length was short enough 
to permit the statistical measurements of the final waveform and 
yet not so short that the waveform would repeat during the simula-
tion runs. 
To obtain a binary waveform with approximately zero average 
1 
value, the state of the X stage can be used. In this case one can 
convert the state to a voltage on the DAC by the following rule: 
1) if the state of x 1 is a "1", supply + V volts on the DA 
lines, and 
2) if the state of x1 is a "0", supply- v volts. 
Thus, the voltage at any one instant is determined by the state of 
1 the X stage, but the total waveform is determined by the entire 
17 stage shift register. 
To obtain the Gaussian waveform g(t), the binary signal was 
passed through a low pass filter having a cutoff frequency approxi-
mately equal to 1/20 of the clock frequency. In general, a linear 
filter having an impulse response h(t) and input x{t) has an output 
= 
75 
g (t) I h(u) x(t - u) du . (C-1) 
-oo 
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Since x(t) was a binary signal, a finite sum approximation to this 
integral was synthesized using a shift register as a delay line 











x = x(t- i liT), and n = 36 was sufficiently 
large so that (C-2) approximated (C-1). The coefficients h. were 
l 
selected to approximate an impulse response of an ideal low pass 
filter having a cutoff frequency of 1/18 of the clock frequency. 
(C-2) 
As mentioned in Anderson et al. (see footnote) , the actual 3 db cut-
off frequency is equal to about 1/20 of the clock frequency since 
the actual response is not ideal. 
The program used to perform the above operations in the 
sec 650 computer is shown on the following pages. Due to the 
filtering across the DA lines, it was not necessary to add additional 
analog filtering to eliminate the digital noise. 
The Gaussian waveform had the following properties: 
l) Mean Value = - 0.013 
2) Mean-Square-Value= 3.185 
3) Peak Value = 7.0 
4) Peak/RMS = 3.917 
The frequency spectrum of the signal can be assumed flat to the 
cutoff frequency f 0 = 1/(20 liT). 
The input r used in the simulations was obtained by attenuating 
g(t) through a potentiometer set at 0.150. 
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Memory Machine Memory Machine 
Location Language Explanation Location Language Explanation 
0077 000~ 0160 L 0100 6501 0161 I I J 
0101 0044 J 
-3610 0162 4132 Tl = T1 + 1 
0102 3551 0163 2105 Go to 1.70 if 
0103 610D> 364 0164 6131 Tl rf 0 L 0104 0364 0165 3527 Tl = -1000 
0105 3553 0166 3220 10 
0106 0003 0167 0620 FF7 = 0 
0107 3751 (L) 0 0170 
0110 4150 L = L + l 0171 NN = -36 
0111 4150 J = J l 0172 10 + 
0112 2503 Go to 107 if 0173 
0113 320[> J I' 0 0174 
0114 3701 cxl2) = 1 0175 0533 LB LFB 
0115 0377 0176 355 
0116 3701 PTR = l. 0177 610[? 011.7 0530 0200 0320 LC 320 
0120 0720 Select HI 0201 3540 
0121 0002 NO OP 0202 0003 
0122 3224 FF7 = 1 
0203 NE -37 0123 0620 0204 10 
0124 610} 0205 + PTR 0125 7014 Tl 
-50010 0206 
0126 3701 0207 
0127 0214 0210 000 
0130 3210 0211 2107 Go to 220 
0131 0620 FFS 0 0212 
0132 610} 0213 0133 0364 
= 364 0214 T1 0134 3701 LFB 021.5 6030 
0135 0533 0216 
0136 6106 Ll 363 + N1 0217 
0137 0220 1333 X = (LB) 
0140 0526 0221 0307 Go to 226 if 
0141 3701 0222 2104 X I' 0 
0142 053 0223 6716 A= A - (LC) 
0143 0224 2103 Go to 227 
0144 0225 0002 NO OP 
0145 0226 4713 A = A + (LC) 
0146 L2 363 + N2 0227 4101 NN = NN + 1 
0147 0230 I I NN 
0150 0231 21.07 Go to 240 if 
0151 0002 NO OP 0232 3701 NN =f 0 
0152 320} 0233 0433 Sum = A if NN 0 0153 0732 0234 2124 Go to 260 DAC 1 0 0235 0154 0003 
0155 0472 0236 
0156 2104 0237 Go to 162 
01.57 2502 
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Memory Machine Memory Machine 
Location Language Explanation Location Langyage Explanation 
0240 4101 LC LC + 1 0320 0003 
0241 I I LC 0321 7775 
0242 4111 LB LB + 1 0322 7765 
0243 4103 NE NE + 1 0323 7755 
0244 2524 Go to 220 if 0324 7750 
NE of 0 
0245 2103 Go to 250 if 0325 7745 Digital 
NE = 0 
0246 NE 0326 7745 Filter 
0247 0327 7752 
0250 110[? 0330 7763 Constants; 0251 0364 LB 364 0331 0000 
0252 1501 0332 0020 i.e. , the 
0253 I I LB 0333 0043 
0254 2534 Go to 220 0334 0070 h.'s 
0255 0335 0114 l 
0256 0336 0137 
0257 0337 0156 
0260 0340 0171 
0261 Timer for 0341 0177 
0262 clock pulse. 0342 0177 
0263 Delay depends 0343 0171 
0264 upon the 0344 0156 
0265 switch 0345 0137 
0266 2502 setting. 0346 0114 
0267 3377 0347 0070 
0270 0301 0350 0043 
0271 2510 0351 0020 
0272 0002 NO OP 0352 0000 
0273 056D> Wait until 0353 7763 0274 2102 0354 7752 
0275 250 DF = 1 0355 7745 
0276 3210 0356 7745 FF8 = 0 0357 7750 0277 0620 
0300 0560 Go to 304 if 0360 7755 
0301 2103 DF = 1 0361 7765 
0302 2301 Go to 77 if 0362 7775 
0303 0077 DF = 0 0363 000 
0304 3214 FF8 = l 0364 0305 0620 0365 
0306 4111 T2 = T2 + 1 0366 
0307 2106 Go to 315 if 0367 
0310 6lOD> T2 f- 0 0370 0311 6030 T2 = -1000 0371 10 0372 0312 3505 
0313 3224 0373 
0620 FF7 = 1 0374 0314 
0315 2301 430 0375 Go to 0316 0430 0376 
0317 160301 T2 0377 
Memory Machine 


































































Select DAC 1 
A= Sum 
Sum 
DAC 1 A 
PTR = PTR - 1 
NO OP 
Go to 450 if 
PTR f 0 
PTR = 3610 
Ll = Ll - 1 
Go to 462 if 
Ll f- 363 
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Memory Machine 























































Ll = 427 
L2 = L2 - 1 
Go to 474 if 
L2 f- 363 
L2 427 
LFB 363 + PTR 
(LFB) (Ll)G3(L2) 








All numbers used in the sec 650 program are in octal or base 
eight form. The shift register is initialized with a "l" in 
12 
stage X and "O"'s everywhere else. For timing purposes Flip-
Flop 7 is set every 1000 clock pulses. The following table gives 
the approximate SWITCH SETTING for various noise bandwidths. 
Table C-I. SWITCH SETTINGS for Various Noise Bandwidths 
Bandwidth, Hz Clock T = N LT SWITCH SETTING 
Period sec. 
ms. 
1.5 33.3 4364.7 0600 
2.5 20 2621.42 0330 
5 10 1310.71 0140 
10 5 655.36 0045 
15 3.33 436.47 0021 
20 2.5 327.68 0006 




X(t) ~ 'l~2 lx3 I 1GI 111 1 X X X 
Figure c-1. Shift Register Used for Both the Generation of the Binary Signal x(t) and 
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