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CATEGORICAL NON-STANDARD ANALYSIS
HAYATO SAIGO
ABSTRACT. In the present paper we propose two interactive directions for the integra-
tion of Non-standard Analysis and Category Theory. One direction is to develop a new
framework for Non-standard Analysis by making use of an endofunctor on a topos of sets.
It gives a new viewpoint for relativization and generalization of Non-standard Analysis.
Another direction is to construct a new category by making use of Non-standard meth-
ods. As an attempt towards actual applications we introduce a category ϕSpace for the
unification of topological and coarse strucutures in terms of our endofunctor approach,
giving a new viewpoint for for Coarse Geometry.
1. Introduction
Non-standard Analysis and Category theory are two of the great inventions in “foundation
of mathematics”. Both of them have given productive viewpoints to organize many kinds
of topics in mathematics or related fields [5, 3]. On the other hand, despite some pioneering
work such as [1], integration of two theories still seems to be developed. In the present
paper, we propose a new framework for Non-standard Analysis in terms of an endofunctor
on a topos of sets.
The endofunctor is supposed to satisfy two axioms. The first axiom (“Elementarity
Axiom”) introduced in Section 2 states that the endofunctor should preserve all finite
limits and finite coproducts. Then the endofunctor is viewed as some kind of “extension”
of functions preserving all elementary logical properties.
Section 3 is devoted to give a basis for applications. We will state another axiom (“Ide-
alization Axiom”) and proves the appearence of useful entities such as “infinitesimals” or
relations such as “infinitely close”, in the spirit of Nelson’s approach to Non-standard
Analysis [4]. In section 4 we introduce a category ϕSpace for the unification of topolog-
ical and coarse structures in terms of our endofunctor approach, giving a new viewpoint
for for Coarse Geometry [6].
2. Elementarity Axiom
Let S be a topos of sets, i.e., an elementary topos with natural number object satysfying
well-pointedness and the axiom of choice (See [3], which is based on the idea in [2]). We
will make use of an endofunctor ϕ : S −→ S with a natural transformation ι : IdS −→ ϕ
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2satisfying two axioms, “Elementarity Axiom” and “Idealization Axiom”. (Concretely we
can make a model by using “ultralimits” just like as in [4] but we omit here).
2.1. Axiom. [Elementarity Axiom]
ϕ preserves all finite limits and finite coproducts.
2.2. Remark. ϕ does not necessarily preserve power sets. This is the reason for the
name “elementarity”.
It is easy to see that Elementarity Axiom implies preservation of many basic notions
such as elements, subsets, finite cardinals (especially the subobject classifier 2) and propo-
sitional calculus. Moreover, the following thoerem holds.
2.3. Theorem. ϕ is faithful.
Proof. Because it preserves diagonal and complement.
2.4. Theorem. For any element x : 1 −→ X, ι(x) = ϕ(x).
Proof. By naturality of ι and preservation of 1.
2.5. Corollary. All components of ι are monic.
From the discussion above, a set X in S is to be considered as a canonical subset of
ϕ(X) through ιX : X −→ ϕ(X). Hence, ϕ(f) : ϕ(X0) −→ ϕ(X1) can be considered as
“the function induced from f : X0 −→ X1 through ι.”
2.6. Definition. We define a family of functions κA,B : ϕ(B
A) −→ ϕ(B)ϕ(A) in S by
the lambda conversion of ϕ(evA,B) : ϕ(A× B
A) ∼= ϕ(A)× ϕ(BA) −→ ϕ(B). (Here evA,B
denotes the evaluation map.)
2.7. Remark. By a statement in [1], the morphism κA,B can be proved to be monic.
Then we can consider ϕ(BA) as a subset of ϕ(B)ϕ(A) thorugh κA,B. Since B
A is included
to ϕ(BA) thorugh ιBA , it is also considered as a subset of ϕ(B)
ϕ(A) thorugh κA,B ◦ ιBA .
Although we will not use those “nonstandard technical terms” in the present paper,
we may call an element in BA “standard”, in ϕ(BA)\ϕ(BA)“nonstandard”, in ϕ(BA)
“internal” and in ϕ(B)ϕ(A)\ϕ(BA)“external”, with respect to A,B. Note that in our
approach there is no absolute meaning of “nonstandard/standard” or “internal/external”.
Every function is standard an sich, but may be considered nonstandard or even external
fu¨r sich, if it belongs to ϕ(B′)ϕ(A
′) for some A′, B′. This relativization of notion has
at least one obvious strength: You don’t have to fear any “nonstandard” or “external”
functions!
The theorem below means that κA,B ◦ ιBA represents “inducing ϕ(f) from f thorugh
ι” in terms of exponentials.
2.8. Theorem. Let f : A −→ B be any function in S. Then
κA,B ◦ ιBA(f̂) = ϕ̂(f).
(Here ̂denotes the lambda conversion operation.)
3Proof. Take the (inverse) lambda conversion of the right hand side of the equality to
be proved. It is ϕ(evA,B) ◦ (idϕ(A) × ιBA) ◦ (idϕ(A) × f̂). By naturality of ι and funtorial
properties of ϕ, it is calculated as follows:
ϕ(evA,B) ◦ (idϕ(A) × ιBA) ◦ (idϕ(A) × f̂) = ϕ(evA,B) ◦ (idϕ(A) × (ι ◦ f̂))
= ϕ(evA,B) ◦ (idϕ(A) × ϕ(f̂))
= ϕ(evA,B) ◦ ϕ(idA × f̂)
= ϕ(evA,B ◦ (idA × f̂))
= ϕ(f)
2.9. Corollary. κA,B ◦ ιBA is monic.
2.10. Notation. From now on, we omit ι and κ. ϕ(f) : ϕ(X) −→ ϕ(Y ) will be
often identified with f : X −→ Y and denoted simply as f instead of ϕ(f).
2.11. Theorem. Let P : X −→ 2 be any proposition (function in S). Then
∀x∈XP (x)⇐⇒ ∀x∈ϕ(X)P (x).
Proof. P : X −→ 2 factors thorough “true′′ : 1 −→ 2 if and only if P : ϕ(X) −→ 2
factors thorough “true′′ : 1 −→ 2.
Dually we obtain the following:
2.12. Theorem. Let P : X −→ 2 be any proposition (function in S). Then
∃x∈XP (x)⇐⇒ ∃x∈ϕ(X)P (x).
The two theorems above is considered as the simplest versions of “transfer principle”.
To treat with free variables and quantification, the theorem below is important. (The
author thanks Professor Kock for indicating this crucial point).
2.13. Theorem. ϕ preserves images.
Proof. As ϕ preserves all finite limits, it preserves monics. On the other hand, it also
preserves epic since every functor preserves split epics and in S every epic is sprit epic
(Axiom of Choice). Hence the image, which is nothing but the epi-monic factorization is
preserved.
3. Idealization Axiom and Basic Applications
From our viewpoint, Non-standard Analysis is nothing but a method of using an end-
ofunctor which satisfies “Elementarity Axiom” and the following “Idealization Axiom”.
The name is after “Idealizaton Principle” in Nelson’s Internal Set Theory [4]. Most of the
basic idea in this section is much in common with [4], although the functorial approach
is not taken in Internal Set Theory.
43.1. Remark. Internal Set Theory (IST) is a syntactical approach to Non-standard
Analysis consisting of the “Idealization Principle (I)” and the two more basic principle
called “Standard Principle (S)” and “Transfer Principle (T)”. In our framework, the role
of (S) is played by the axiom of choice for S and (T) corresponds to the contents of section
2.
3.2. Notation. For any set X , X˜ denotes the set of all finite subsets. (Here “set” means
an object in S and “finiteness” defined in S.)
3.3. Axiom. [Idealization Axiom]
Let P : X × Y −→ 2 be any relation (function in S). Then
∀x′∈X˜∃y∈ϕ(Y )∀x∈x′P (x, y)⇐⇒ ∃y∈ϕ(Y )∀x∈XP (x, y).
Or dually,
3.4. Axiom. [Idealization Axiom, dual form]
Let P : X × Y −→ 2 be any relation (function in S). Then
∃x′∈X˜∀y∈ϕ(Y )∃x∈x′P (x, y)⇐⇒ ∀y∈ϕ(Y )∃x∈XP (x, y).
When X is a directed set with an order ≤ and P : X × Y −→ 2 satisfies the “filter
condition”, i.e.,
∀x0∈X(P (x0, y) =⇒ ∀x∈X(x ≤ x0 =⇒ P (x, y))),
or dually, the “cofilter condition”, i.e.,
∀x0∈X(P (x0, y) =⇒ ∀x∈X(x0 ≤ x =⇒ P (x, y))),
then the Idealization Axioms is simplified as “commutation principle”:
3.5. Theorem. [Commutation Principle]
When P satisfies the “filter condition” or “cofilter condition” above,
∀x∈X∃y∈ϕ(Y )P (x, y)⇐⇒ ∃y∈ϕ(Y )∀x∈XP (x, y),
∃x∈X∀y∈ϕ(Y )P (x, y)⇐⇒ ∀y∈ϕ(Y )∃x∈XP (x, y).
By the principle above, we can easily prove the existence of “unlimited numbers” in
ϕ(N), where all arithmetic operation and order structure on N is naturally extended.
3.6. Theorem. [Existence of “umlimited numbers”]
There exists some ω ∈ ϕ(N) such that n ≤ ω for any n ∈ N.
Proof. Because it is obvious that for any n ∈ N there exist some ω ∈ N ⊂ ϕ(N) such
that n < ω.
5As in S we can construct rational numbers and completion as usual, we have the
object R, the set of real numbers. Then we obtain the following:
3.7. Corollary. “Infinitesimals” do exist in ϕ(R). That is, there exist some r ∈ ϕ(R)
such that |r| < R for any positive R ∈ R.
We will take an example of basic application of Non-standard Analysis within our
framework: Characterization of continuity and uniform continuity in terms of a relation
≈ (“infinitely close”) on ϕ(X). For simplicity, we will discuss only for metric spaces here.
3.8. Definition. [Infinitely close] Let (X, d) be a metric space. We call the relation ≈
on ϕ(X) defined below as “infinitely close”:
x ≈ x′ ⇐⇒ ∀ǫ∈Rd(x, x
′) < ǫ.
That is, d(x, x′) is infinitesimal. It is easy to see that that ≈ is an equivalence relation
on ϕ(X).
3.9. Theorem. [Characterization of continuity] Let (X0, d0), (X1, d1) be metric spaces
and ≈0,≈1 be infinitely close relations on them. A map f : X0 −→ X1 is uniformly
continuous if and only if
∀x∈X0∀x′∈ϕ(X0) ( x ≈0 x
′ ⇒ f(x) ≈1 f(x
′) )
holds.
Proof. We can transoform the condition for f by using usual logic, Commutation Prin-
ciple and Transfer Principle as follows.
∀x∈X0∀x′∈ϕ(X0) ( x ≈0 x
′ ⇒ f(x) ≈1 f(x
′) )
⇐⇒ ∀x∈X0∀x′∈ϕ(X0) ( ∀δ∈R d0(x, x
′) < δ ⇒ ∀ǫ∈R d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀x∈X0∀x′∈ϕ(X0)∀ǫ∈R∃δ∈R ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀x∈X0∀ǫ∈R∀x′∈ϕ(X0)∃δ∈R ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀x∈X0∀ǫ∈R∃δ∈R∀x′∈ϕ(X0) ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀x∈X0∀ǫ∈R∃δ∈R∀x′∈X0 ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ ).
3.10. Theorem. [Characterization of uniform contuinity] Let (X0, d0), (X1, d1) be met-
ric spaces and ≈0,≈1 be infinitely close relations on them. A map f : X0 −→ X1 is
uniformly continuous if and only if
∀x∈ϕ(X0)∀x′∈ϕ(X0) ( x ≈0 x
′ ⇒ f(x) ≈1 f(x
′) )
holds.
6Proof. We can transoform the condition for f by using usual logic, Commutation Prin-
ciple and Transfer Principle as follows.
∀x∈ϕ(X0)∀x′∈ϕ(X0) ( x ≈0 x
′ ⇒ f(x) ≈1 f(x
′) )
⇐⇒ ∀x∈ϕ(X0)∀x′∈ϕ(X0) ( ∀δ∈R d0(x, x
′) < δ ⇒ ∀ǫ∈R d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀x∈ϕ(X0)∀x′∈ϕ(X0)∀ǫ∈R∃δ∈R ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀ǫ∈R∀x∈ϕ(X0)∀x′∈ϕ(X0)∃δ∈R ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀ǫ∈R∃δ∈R∀x∈ϕ(X0)∀x′∈ϕ(X0) ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ )
⇐⇒ ∀ǫ∈R∃δ∈R∀x∈X0∀x′∈X0 ( d0(x, x
′) < δ ⇒ d1(f(x), f(x
′)) < ǫ ).
As we have seen, homomorphism for topological structure is characterized as “mor-
phism with respect to ≈”. This suggests the possibility for considering other
kinds of “equivalence relations on (some subset of) ϕ(X)” as generalized spa-
tial structures on X. In the next section, we will take one example related large scale
geometric structure.
4. A New Viewpoint for Coarse Geometry and the Category ϕSpace
Let us consider another kind of equivalence relation ∼ (“finitely remote”) defined below.
For simplicity, we will discuss only for metric spaces here.
4.1. Definition. [Finitely remote] Let (X, d) be a metric space. We call the relation ∼
on ϕ(X) defined below as “finitely remote”:
x ∼ x′ ⇐⇒ ∃R∈Rd(x, x
′) < R.
Note that we use ∃ instead of ∀, in contrast to “infinitely close”. This kind of dual
viewpoint will be proved to be useful in the geometric study of large scale structure such
as “Coarse Geometry”[6].
In fact, we can prove that “bornologous map”, a central notion of morphism for Coarse
Geometry, can be characterized as “morphism with respect to ∼”, just like (uniform)
continuity can be viewed as “morphism with respect to ≈”.
4.2. Definition. [Bornologous map] Let (X0, d0) and (X1, d1) be metric spaces. A map
f : X0 −→ X1 is called a bornologous map when
∀R∈R∃S∈R ∀x∈X0∀x′∈X0( d0(x, x
′) < R⇒ d1(f(x), f(x
′)) < S )
holds.
4.3. Theorem. [Characterization of bornologous map] Let (X0, d0), (X1, d1) be metric
spaces and ∼0,∼1 be finitely remote relations on them. A map f : X0 −→ X1 is bornolo-
gous if and only if
∀x∈ϕ(X0)∀x′∈ϕ(X0) ( x ∼0 x
′ ⇒ f(x) ∼1 f(x
′) )
holds.
7Proof. We can transoform the condition for f by using usual logic, Commutation Prin-
ciple and Transfer Principle as follows.
∀x∈ϕ(X0)∀x′∈ϕ(X0) ( x ∼0 x
′ ⇒ f(x) ∼1 f(x
′) )
⇐⇒ ∀x∈ϕ(X0)∀x′∈ϕ(X0) ( ∃R∈R d0(x, x
′) < R⇒ ∃S∈R d1(f(x), f(x
′)) < S )
⇐⇒ ∀x∈ϕ(X0)∀x′∈ϕ(X0)∀R∈R∃S∈R ( d0(x, x
′) < R⇒ d1(f(x), f(x
′)) < S )
⇐⇒ ∀R∈R∀x∈ϕ(X0)∀x′∈ϕ(X0)∃S∈R ( d0(x, x
′) < R⇒ d1(f(x), f(x
′)) < S )
⇐⇒ ∀R∈R∃S∈R∀x∈ϕ(X0)∀x′∈ϕ(X0) ( d0(x, x
′) < R⇒ d1(f(x), f(x
′)) < S )
⇐⇒ ∀R∈R∃S∈R∀x∈X0∀x′∈X0 ( d0(x, x
′) < R⇒ d1(f(x), f(x
′)) < S ).
Reflecting on the characterization of coarse geometrical structure and topological
structure, we give a unified notion of ϕ-spatial structure.
4.4. Definition. ϕ-spatial structure on X is an equivalence ≈ on some support K,
which satisfies X ⊂ K ⊂ ϕ(X). A ϕ-space is a pair (X,≈) :
4.5. Notation. When denoting x ≈ x′ we imply x, x′ is in the support of ≈.
4.6. Definition. Let (X0,≈0) and (X1,≈1) be ϕ-spaces. A function f : X0 → X1 is
called a ϕ-spatial morphism from (X0,≈0) to (X1,≈1) when
x ≈0 x
′ =⇒ f(x) ≈1 f(x
′).
4.7. Definition. The category ϕSpace is a category whose objects are ϕ-spaces and
whose morphisms are ϕ-spatial morphisms.
4.8. Definition. Let (X0,≈0) and (X1,≈1) be ϕ-spaces. The product of two ϕ-spaces
is defined by the ϕ-spatial structure ≈ on X0 ×X1 defined as
(x0, x1) ≈ (x
′
0, x
′
1)⇐⇒ x0 ≈0 x
′
0 & x1 ≈1 x
′
1.
4.9. Theorem. The projections become ϕ-spatial morphism.
Proof. easy.
4.10. Definition. Let (X0,≈0) and (X1,≈1) be ϕ-spaces. The exponential ϕ-spatial
structure ≈ on (X1,≈1)
(X0,≈0) is defined as
f ≈ f ′ ⇐⇒ ∀x ∈ K0 f(x) ≈1 f
′(x)
with the support K[(X1,≈1)
(X0,≈0)] := {f ∈ ϕ((X1,≈1)
(X0,≈0))|x ≈0 x
′ =⇒ f(x) ≈1
f(x′)}, where K0 denotes the support of ≈0.
4.11. Theorem. Evaluation is ϕ-spatial.
8Proof. Suppose (x, f) ≈ (x′, f ′). That is, x ≈ x′& f ≈ f ′. Then
f(x) ≈ f ′(x)& f(x′) ≈ f ′(x′)
since f ≈ f ′ and also
f ′(x) ≈ f ′(x′)
since f ′ is in K[(X1,≈1)
(X0,≈0)]. Hence, f(x) ≈ f ′(x′). It means that
ev(x, f) ≈ ev(x′, f ′).
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