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Tensor completion refers to the task of estimating the missing data from an incomplete measurement or observation, which
is a core problem frequently arising from the areas of big data analysis, computer vision, and network engineering. Due to the
multidimensional nature of high-order tensors, the matrix approaches, e.g., matrix factorization and direct matricization of tensors,
are often not ideal for tensor completion and recovery. Exploiting the potential periodicity and inherent correlation properties
appeared in real-world tensor data, in this paper, we shall incorporate the low-rank and sparse regularization technique to enhance
Tucker decomposition for tensor completion. A series of computational experiments on real-world datasets, including internet traffic
data, color images, and face recognition, show that our model performs better than many existing state-of-the-art matricization and
tensorization approaches in terms of achieving higher recovery accuracy.
Index Terms—Tensor completion, Tucker decomposition, Nuclear norm, Internet traffic data, Image inpainting.
I. INTRODUCTION
IN the era of big data and artificial intelligence, more andmore information are collected for analysis and making
decisions. One remarkable feature of these information is
that they usually have complex structures (or multi-label) and
higher dimensions. Naturally, these data would be stored as
higher-order tensor (a.k.a., multi-dimensional array), which
can better express the underlying complex essential structures
of multi-dimensional data than vectors and matrices. In the
past decades, we have witnessed the widespread applications
of tensors in psychometrics, chemometrics, data mining, graph
analysis, signal processing, and machine learning, e.g., see
[1], [2], [3], [4], to name just a few. However, it often takes
unacceptable cost to acquire or collect complete data, or some
information is possibly missed during transmission. Hence, we
usually obtain incomplete tensors which cannot be further used
directly. In this situation, a natural and fundamental problem
is to estimate the missing entries from an incomplete tensor.
Namely, such a problem is called tensor completion. In the
literature, it has been well-documented that higher-order tensor
completion has been widely used in image inpainting [5], [6],
[7], face recognition [8], [9], [10], magnetic resonance imaging
data recovery [11], [12], internet traffic data recovery [13],
[14], [15], high-order web link analysis [16] and personalized
web search [17], and so on.
Generally speaking, it is very difficult, even impossible,
to accurately fill the missing entries for general incomplete
tensors, provided that we have no prior information or property
on these incomplete tensors. However, it is fortunate that
many real-world big datasets often have a strongly or an
approximately inherent correlation property, which can be
regarded as the low-rank property [18]. When considering the
matrix completion [19], which is a special case of tensor com-
pletion, one natural low-rank minimization model has been
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well studied in the literature. Specifically, we can recover the
incomplete data matrix by solving the optimization problem
min
F
rank(F )
s.t. PΩ(F ) = PΩ(M), (1)
where rank(F ) represents the rank of the underlying matrix
F and M ∈ RI1×I2 is an observed incomplete matrix, and Ω
is the set of locations corresponding to the observed entries
(i.e., (i, j) ∈ Ω if Mij is observed). Notice that the linear
operator PΩ(·) used throughout this paper extracts known
elements in the set Ω and fills the others that are not in Ω
with zeros. Following the spirit of matrix completion model
(1), the higher-order (i.e., N -order for N ≥ 3) low-rank tensor
completion problem can be mathematically characterized as
min
F
rank(F)
s.t. PΩ(F) = PΩ(M), (2)
where rank(F) denotes the rank of tensor F ∈ RI1×I2×···×IN ;
M ∈ RI1×I2×···×IN is an observed incomplete tensor and
Ω is the index set corresponding to the observed entries of
M. Even though model (2) is a generalization of (1), both
models have essential differences since there is no unique
definition for tensor ranks, while the rank of a matrix is exactly
equivalent to its number of nonzero singular values. In the
tensor literature, there are two popular ways to characterize
tensor ranks, i.e., CANDECOMP/PARAFAC (CP) rank and
Tucker rank (also named n-rank), which are closely related
to CP decomposition and Tucker decomposition (e.g., see
[1]), respectively. However, directly minimizing the CP-rank
or Tucker rank in model (2) is NP-hard [20], [21]. Actually,
even though we consider the simplest low-rank matrix model
(1), it is unfortunate that such a minimization problem is NP-
hard [19]. Therefore, inspired by the relationship between
the matrix rank and singular values, an alternative convex
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relaxation model, which minimizes the sum of the singular
values over the constraint set, is proposed as follows:
min
F
‖F‖∗
s.t. PΩ(F ) = PΩ(M), (3)
where ‖ · ‖∗ is called the nuclear norm representing the sum
of singular values of a matrix. As a consequence, the convex
optimization model (3) can be tackled perfectly by many state-
of-the-art first-order methods. Comparatively, it is not so lucky
for model (2) since we cannot find a unified convex surrogate
approximation for tensor ranks. However, it is well-known that
any tensor can be unfolded (or matricized) in mode-n (see
Section II). Consequently, we can gainfully employ the nuclear
norms of the resulting unfolded matrices of F instead of the
rank(F) in (2). Such an idea has been considered in [22], [23],
where the authors considered the minimization of weighted
sum of nuclear norms of all modes unfolding, which takes the
form
min
F
N∑
n=1
αn‖F(n)‖∗
s.t. PΩ(F) = PΩ(M), (4)
where αn ≥ 0 for n = 1, 2, . . . , N are weighting parameters
satisfying
∑N
n=1 αn = 1, and F(n) is the mode-n unfolding
matrix of tensor F for every n ∈ [N ] := {1, 2, · · · , N}.
Clearly, optimization model (4) fully exploits the unfolding
structure of tensors and can be solved by some state-of-the-
art first-order methods, e.g., block coordinate descent method,
Douglas-Rachford splitting method and alternating direction
method of multipliers (ADMM) (see [23], [22] for more
details) with a high completion accuracy. However, these
unfolding matrices usually are large scale, thereby reducing
the efficiency of solving model (4) due to the computational
expensive singular value decomposition (SVD) on every un-
folding matrix F(n) at each iteration. To tackle this issue, Xu
et al. [24] proposed a matrix factorization based completion
model, which employs a series of matrices factorization to
replace the nuclear norms, i.e.,
min
F,X,Y
N∑
n=1
αn
2
‖F(n) −XnYn‖2F
s.t. PΩ(F) = PΩ(M), (5)
where F ∈ RI1×I2×···×IN , X = (X1, X2, . . . , XN ) and
Y = (Y1, Y2, . . . , YN ). The remarkable property of model
(5) is that such an optimization problem can be solved in a
parallel way, which can efficiently exploit the advantages of
modern supercomputers. Some computational results on real
world problems also verified that model (5) equipped with
a simultaneous algorithm performs better than the so-called
HaLRTC method in [22] in terms of taking less computing
time.
Revisiting both models (4) and (5), it is not difficult to
observe that they are matricization methods. It has been
documented that matricization methods are efficient in many
image/video datasets. However, the matricization for higher-
order tensor ignores the nature of tensor, thereby potentially
destroying some inherent properties (e.g., periodicity and
correlation) of the data. Here, we refer the reader to [25]
for theoretical analysis. Actually, many real world datasets,
e.g., the internet traffic data, images and surveillance videos,
often appear (approximate) periodicity and smooth prior in
the spatial and/or temporal domains, and faces in face recog-
nition share the high self-similarity. Numerically, it has been
documented in [15], [26] that the tensor approaches are more
efficient than matrix-based methods [13] for internet traffic
data, especially for the extreme case when the traffic data
on several time intervals are all lost. Moreover, some novel
models absorbing the low-rank regularization or total vari-
ation regularizer into image/video inpainting models further
supported that tensorization methods outperform matricization
approaches when the data has tensor structure, e.g., see [27],
[28], [29], just to name a few.
Observing that matrix factorization is an efficient way to
improve the recovery accuracy of matrix completion [24], it
also encourages researchers to employ tensor decomposition
techniques to improve the performance on tensor recovery,
while keeping the nature of tensors. Recently, one of the most
popular tensor decomposition technique, i.e., CP decompo-
sition, has been successfully applied to internet traffic data
recovery and inference, e.g., [15], [26]. However, it seems that
these tensor models do not fully exploit the traffic periodicity
in the traffic data, thereby reducing the recovery accuracy
when handling the cases with a low sample ratio. It is known
that the CP decomposition method, which has a wonderful
mathematical form, decomposes a tensor as a sum of rank-
one tensors. However, it may not be an ideal decomposition
for many real world datasets without favorable structures, due
to the special form of CP decomposition. Hence, the Tucker
decomposition, which is a form of higher-order principal
component analysis and decomposes a tensor into a core
tensor and some factor matrices, becomes another popular
technique in tensor completion. Indeed, the CP decomposition
can be regarded as a special Tucker decomposition with
setting its core tensor as a superdiagonal tensor. Compara-
tively, the Tucker decomposition is more attractive than the
CP decomposition in the community of image processing,
e.g., [30], [31], [29], [28], [22], [32]. However, to the best
of our knowledge, most papers did not fully consider the
properties, e.g., low-rank and sparsity, of the decomposed
core tensor and factor matrices. Therefore, in this paper, we
propose a unified tensor completion model based on the Tucker
decomposition, which employs some low-rank terms and a
sparse regularization term on factor matrices and the core
tensor, respectively. Promisingly, the resulting model has the
adaptive ability to deal with different types of real world
datasets by tuning regularization parameters. More concretely,
our unified model can efficiently exploit the spatio-temporal
stability hidden in the data by absorbing a Toeplitz matrix into
the temporal smooth regularizer, when dealing with internet
traffic datasets. Additionally, the combination of low-rank
and sparse terms maximally reflects the inherent correlation
property and self-similarity (e.g., image cartoon and texture)
appeared in image datasets. Indeed, a series of computational
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results on internet traffic data, color image inpainting, and face
recognition demonstrate that our new completion approach
has a strongly competitive advantage over many state-of-the-
art matricization and tensorization methods, especially when
completing the data with a quite low sample ratio or seriously
structural missing.
The structure of this paper is as follows: In Section II,
we will summarize some notations and basic properties of
tensors. In Section III, we first introduce the unified Tucker
decomposition based model for tensor completion. Then, we
reformulate the new model so that we can solve it by fully
exploiting the closed-form expressions of the low-rank and
sparse regularization subproblems. In Section IV, we apply the
proposed model and algorithm to some real world problems
including internet traffic recovery, color image inpainting, and
face recognition. Finally, we give some concluding remarks in
Section V to complete this paper.
II. NOTATIONS AND PRELIMINARIES
In this section, we recall some notations, definitions and
properties on tensors and Tucker decomposition that will be
used in the paper.
A tensor is a multi-dimensional array, and the order of a
tensor is the number of dimensions, which is also called way
or mode. Particularly, vectors and matrices can be regarded as
first and second order tensors, respectively. Mathematically, an
N -order real tensor is denoted by A ∈ RI1×I2×···×IN , whose
(i1, i2, . . . , iN )-th component is denoted as ai1i2...iN . For the
sake of notational convenience, in general, higher order (i.e.,
N ≥ 3) tensors are denoted by calligraphic letters {A,B, . . .},
capital letters {A,B, . . .} represent matrices, bold-case lower-
case letters {a, b, . . .} correspond to vectors, and scalars are
denoted by lowercase letters {a, b, . . .}. Throughout this paper,
given two N -order tensors A,B ∈ RI1×I2×···×IN , the inner
product between A and B is defined by
〈A,B〉 :=
∑
i1,i2,...,iN
ai1i2...iN bi1i2...iN ,
and the Frobenius norm associated with the above inner prod-
uct is ‖A‖F =
√〈A,A〉. For every n ∈ [N ] := {1, 2, . . . , N},
we denote the mode-n matricization (a.k.a., unfolding or
flattening) of an N -order tensor A by A(n), whose (in, j)-
th element in the lexicographical order is mapped from the
(i1, i2, . . . , iN )-th entry of tensor A, where
j = 1 +
∑
1≤l≤N,l 6=n
(il − 1)Jl with Jl =
∏
1≤t≤l−1,t6=n
It.
Particularly, for a given third-order tensor A ∈ RI1×I2×I3 , we
have its three n-mode matrices as follows:
A(1) = [A::1,A::2, · · · ,A::I3 ];
A(2) = [A>::1,A>::2, · · · ,A>::I3 ];
A(3) = [A>:1:,A>:2:, · · · ,A>:I2:],
where Ai:: and A:j: denote the horizontal and lateral slices
of tensor A respectively, and the superscript > represents the
transpose of vectors or matrices. Generally, given a mode-n
unfolded matrix of tensor A, we can employ the inverse opera-
tor named as “fold” to express tensorA, i.e.,A = foldn(A(n)).
Hereafter, we recall the Tucker decomposition [33], which
is a form of higher-order principal component analysis. Given
a tensor A ∈ RI1×I2×···×IN , it can be decomposed into a core
tensor multiplying a matrix along each mode, i.e.,
A = JS;X(1), X(2), · · · , X(N)K
:= S ×1 X(1) ×2 X(2) ×3 · · · ×N X(N), (6)
where S ∈ Rr1×r2×···×rN is the so-called core tensor, whose
entries show the level of interaction between the different
components, and X(n) ∈ RIn×rn (n ∈ [N ]) are the factor
matrices, which can be viewed as the principal components
in each mode. In particular, if we consider a third-order ten-
sor AI1×I2×I3 , the Tucker decomposition can be graphically
shown in Fig. 1. Clearly, if r1, r2, . . . , rN are significantly
𝓐
𝑰𝟏 × 𝑰𝟐 × 𝑰𝟑
𝓢𝑿(𝟏)
𝑿(𝟐)
𝑿(𝟑)
𝑰𝟏 × 𝒓𝟏
𝑰𝟑 × 𝒓𝟑
𝑰𝟐 × 𝒓𝟐
𝒓𝟏 × 𝒓𝟐 × 𝒓𝟑
Fig. 1. Tucker decomposition for third-order tensors.
smaller than I1, I2, . . . , IN , respectively, then the core tensor
S can be regarded as a compressed version of A, thereby
greatly reducing the storage of tensor A. In general, the Tucker
decomposition of a tensor is not unique, and it is impossible to
obtain a superdiagonal core tensor, even for symmetric tensors,
e.g., see [34]. However, it is possible to get a core tensor
being sparse or approximately sparse in the sense that its most
elements are small enough, which is helpful for eliminating in-
teractions between corresponding components and improving
the uniqueness of Tucker decomposition. Recalling the matrix
Kronecker product, i.e., for A = (aij)m×n and B = (bkl)p×q ,
we have
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB

mp×nq
.
Consequently, it is well-known from [1] that the Tucker
decomposition (6) can also be represented by the matricized
version as follows:
A(n) = X
(n)S(n)
(
X(N) ⊗ · · · ⊗X(n+1)
⊗X(n−1) ⊗ · · · ⊗X(1))>,
for any n ∈ [N ]. As a result, it is easy to see that
rank(A(n)) ≤ rank(X(n)), ∀n ∈ [N ]. (7)
Finally, for a given tensor A ∈ RI1×I2×···×IN and Ω ⊂
[I1] × [I2] × · · · × [IN ], we define PΩ(A) is a function that
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keeps the entries of A in Ω while making others be zeros, i.e,
(PΩ(A))i1i2...iN :=
{
ai1i2...iN , if (i1, i2, . . . , iN ) ∈ Ω,
0, otherwise.
III. MODEL AND ALGORITHM
In this section, we will first introduce the unified ten-
sor completion model equipped with low-rank and sparse
enhanced Tucker decomposition. Then, we reformulate the
model and employ the state-of-the-art ADMM to solve the
resulting model.
A. Enhanced Tucker Decomposition Model
First, let us introduce the following notationJS;X(1), · · · , X(N)K ≡ JS;X(i), X(−i)K, ∀i ∈ [N ]
for notational brevity. LetM∈ RI1×I2×···×IN be an observed
incomplete tensor and Ω be the index set corresponding
to the observed entries of M. We consider the following
optimization problem
min
X,S
Ψ(X,S) +
N∑
i=1
αirank(X
(i)) + σ‖S‖0
s.t. PΩ
(JS;X(i), X(−i)K) = PΩ(M), (8)
where
Ψ(X,S) :=
N∑
i=1
ωi
∥∥∥JS;AiX(i), X(−i)K∥∥∥2
F
,
X is a group of factor matrices, i.e., X = (X(1), · · · , X(N))
with X(i) ∈ RIi×ri ; S ∈ Rr1×r2×···×rN is a small-scale core
tensor; αi > 0 (i = 1, 2, · · · , N ) is a group of weighted
parameters balancing each unfolded mode of the given tensor
and satisfying
∑N
i=1 αi = 1; σ > 0 is a tuning parameter for
the sparsity of tensor S; ωi > 0 (i = 1, 2, · · · , N ) is also
a group of weighted parameters; Ai (i = 1, 2, · · · , N ) are
constant matrices which serve as the role of characterizing the
feature of the data in M. Generally, we can specify them as
identity matrices for simplicity. However, it plays an important
role in some specific real world applications, e.g., internet
traffic data recovery, thereby greatly improving the recovery
accuracy. Recalling the relationship between the rank of A(n)
and X(n) as shown in (7), enforcement of the low-rankness for
X(n) will lead to the lower rank of A(n). More importantly, the
scale of X(n) is less than A(n), which would greatly reduces
the computational complexity of the subproblems.
Due to the appearances of low-rank function and `0-norm,
the optimization model (8) is a highly non-convex problem
and NP-hard. Consequently, we are not be able to find effi-
cient solution methods to solve it directly. However, we can
fortunately employ the well-known nuclear norm and `1 norm
to approximate the low-rank function and `0 norm (e.g., see
[35], [36]), respectively. Accordingly, model (8) can be relaxed
into
min
X,S
Ψ(X,S) +
N∑
i=1
αi‖X(i)‖∗ + σ‖S‖1
s.t. PΩ
(JS;X(i), X(−i)K) = PΩ(M), (9)
which is a comparatively tractable problem, since the first
part Ψ(X,S) of the objective function is differentiable with
respect to each block, and the last two terms are convex with
nice properties, e.g., their proximal operators have closed-form
solutions (e.g., see [37]).
B. Description of Algorithm
In this subsection, we derive the algorithmic details for
model (9) with setting N = 3 for brevity, since our numerical
experiments focus on third-order tensor completion problems.
When considering higher order cases (i.e., N ≥ 4), we can
easily follow the way here to derive details.
Observing that the objective function is coupled by
Ψ(X,S), we accordingly introduce an auxiliary variable Z ∈
RI1×I2×···×IN to separate the three parts of the objective.
Concretely, by introducing Z = JS;X(i), X(−i)K, we can
rewrite model (9) as
min
X,S,Z
N∑
i=1
ωi
∥∥AiZ(i)∥∥2F + N∑
i=1
αi
∥∥X(i)∥∥∗ + σ‖S‖1
s.t. Z = JS;X(i), X(−i)K, (10)
PΩ(Z) = PΩ(M).
where Z(i) is the mode-i matricization (or unfolding) of
tensor Z for every i ∈ [N ]. It is clear that model (10) is
an equality constrained optimization problem with separable
objective function. Usually, we can follow the penalty method
to reformulate it as
min
X,S,Z
N∑
i=1
ωi
∥∥AiZ(i)∥∥2F + N∑
i=1
αi
∥∥X(i)∥∥∗ + σ‖S‖1
+
λ
2
∥∥JS;X(i), X(−i)K−Z∥∥2
F
(11)
s.t. PΩ(Z) = PΩ(M),
where λ > 0 can be regarded as a penalty parameter.
In this situation, to exploit the nice properties of proximal
operators for nuclear norm and `1 norm, we further introduce
auxiliary variables Wi ∈ RI1×I2×···×IN and Y (i) ∈ RIi×ri
for i = 1, 2, · · · , N . Consequently, we transform (11) into the
following separable optimization model
min
X,Y,S,W,Z
N∑
i=1
ωi
∥∥AiWi,(i)∥∥2F + N∑
i=1
αi
∥∥∥Y (i)∥∥∥
∗
+ σ‖S‖1
+
λ
2
∥∥JS;X(i), X(−i)K−Z∥∥2
F
,
s.t. Wi,(i) = Z(i), i = 1, 2, · · · , N, (12)
X(i) = Y (i), i = 1, 2, · · · , N,
PΩ(Z) = PΩ(M).
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The benefit of reformulation (12) will be highlighted in the
derivation of algorithmic details. Hereafter, for simplicity, we
use Y := (Y (1), · · · , Y (N)) and W := (W1, · · · ,WN ) to
denote grouped matrices and tensors, respectively.
Taking a close look at model (12), it is a linear equality
constrained optimization problem. As we know, the benchmark
solver is the augmented Lagrangian method (ALM). By intro-
ducing the Lagrangian multipliers T (i) and Ui (i = 1, · · · , N )
to linear constraints, we can get the augmented Lagrangian
function of (12) as follows:
L (X,Y,S,Z,W,U , T )
:=
N∑
i=1
ωi
∥∥AiWi,(i)∥∥2F + N∑
i=1
αii¯
g‖Y (i)∥∥∗ + σ‖S‖1
+
λ
2
∥∥JS;X(i), X(−i)K−Z∥∥2
F
+
N∑
i=1
(〈
Ui,(i), Z(i) −Wi,(i)
〉
+
〈
T (i), X(i) − Y (i)〉)
+
β
2
{
N∑
i=1
(∥∥Z(i) −Wi,(i)∥∥2F + ∥∥X(i) − Y (i)∥∥2F)
}
=
N∑
i=1
ωi
∥∥AiWi,(i)∥∥2F + N∑
i=1
αi
∥∥Y (i)∥∥∗ + σ‖S‖1
+
λ
2
∥∥JS;X(i), X(−i)K−Z∥∥2
F
+
N∑
i=1
(〈Ui,Z −Wi〉+ 〈T (i), X(i) − Y (i)〉)
+
β
2
{
N∑
i=1
(∥∥Z −Wi∥∥2F + ∥∥X(i) − Y (i)∥∥2F)
}
, (13)
where β > 0 is a penalty parameter and the last equality
follows from the fact that
〈A,B〉 = 〈A(n), B(n)〉 and ‖A‖F = ‖A(n)‖F , ∀n ∈ [N ],
for any A,B ∈ RI1×I2×···×IN ; both T and U correspond to the
grouped matrices and tensors, i.e., T = (T (1), · · · , T (N)) and
U = (U1, · · · ,UN ), respectively. With the help of (13), we can
employ the ALM to find an approximate solution for model
(12). However, the direct application of ALM ignores the
favorable separable structure of (12). Therefore, we employ the
state-of-the-art ADMM to decouple the variables. Specifically,
for the current point
(
Xk, Yk,Sk,Zk,Wk,Uk, Tk
)
, we gener-
ate the next iterate in a sequential order, i.e., Xk+1 → Yk+1 →
Sk+1 → Zk+1 → Wk+1 → Uk+1 → Tk+1, by alternatively
minimizing the augmented Lagrangian function. It is notewor-
thy that here is a fully alternating (or Gauss-Seidel) order in
the sense that for each block, e.g., X = (X(1), X(2), X(3)),
we update via X(1)k+1 → X(2)k+1 → X(3)k+1, which can ensure
that the algorithm always absorbs the latest information into
the update of the next variable. Here, we refer the reader to
[38], [39] for its detailed convergence analysis and skip proofs
for conciseness.
Due to the high frequency of third-order tensors in internet
traffic data recovery, color image inpainting, and face recog-
nition, we below focus on the algorithmic details for the case
where N = 3 in (9). By setting N = 3 in model (9), we can
specify Ψ(X,S) as follows:
Ψ(X,S) :=ω1‖JS;A1X(1), X(2), X(3)K‖2F
+ ω2‖JS;X(1), A2X(2), X(3)K‖2F
+ ω3‖JS;X(1), X(2), A3X(3)K‖2F .
Under this setting, we shall derive the update schemes for all
block variables one by one.
• Update X = (X(1), X(2), X(3)). As the aforementioned
alternating idea, we compute Xk+1 via
Xk+1 ∈ arg minL (X,Yk,Sk,Zk,Wk,Uk, Tk),
which, by ignoring constant terms, can be simplified as
finding an optimal point Xk+1 of the following optimiza-
tion problem:
min
3∑
i=1
{〈
T
(i)
k , X
(i) − Y (i)k
〉
+
∥∥∥X(i) − Y (i)k ∥∥∥2
F
}
+
λ
2
∥∥∥JSk;X(1), X(2), X(3)K−Z(k)∥∥∥2
F
. (14)
Since X(1), X(2), and X(3) are coupled by the last term
of (14), we can further employ the alternating technique
to find Xk+1 via X
(1)
k+1 → X(2)k+1 → X(3)k+1 by fixing the
other two variables. Specifically, we first find X(1)k+1 via
solving the following optimization problem:
min
X(1)
〈
T
(1)
k , X
(1) − Y (1)k
〉
+
β
2
∥∥X(1) − Y (1)k ∥∥2F
+
λ
2
∥∥∥JSk;X(1), X(2)k , X(3)k K−Z(k)∥∥∥2
F
. (15)
By a direct computation, we know that the solution of
the model (15) can be expressed by
X
(1)
k+1 =
{
λZk(1)B1k
(
Sk(1)
)>
+ βY
(1)
k − T (1)k
}
[
βI + λSk(1)B
>
1kB1k
(
Sk(1)
)>]−1
(16)
with B1k := X
(3)
k ⊗X(2)k . Then, by absorbing X(1)k+1 into
the update of X(2), we obtain X(2)k+1 via solving
min
X(2)
〈
T
(2)
k , X
(2) − Y (2)k
〉
+
β
2
∥∥X(2) − Y (2)k ∥∥2F
+
λ
2
∥∥∥JSk;X(1)k+1, X(2), X(3)k K−Z(k)∥∥∥2
F
,
which implies that we can update X(2)k+1 via
X
(2)
k+1 =
{
λZk(2)B2k
(
Sk(2)
)>
+ βY
(2)
k − T (2)k
}
[
βI + λSk(2)B
>
2kB2k
(
Sk(2)
)>]−1
(17)
with B2k := X
(3)
k ⊗ X(1)k+1. Finally, we find an optimal
solution X(3)k+1 to
min
X(3)
〈
T
(3)
k , X
(3) − Y (3)k
〉
+
β
2
∥∥X(3) − Y (3)k ∥∥2F
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+
λ
2
∥∥∥JSk;X(1)k+1, X(2)k+1, X(3)K−Zk∥∥∥2
F
,
which has a unique solution given by
X
(3)
k+1 =
{
λZk(3)B3k
(
Sk(3)
)>
+ βY
(3)
k − T (3)k
}
[
βI + λSk(3)B
>
3kB3k
(
Sk(3)
)>]−1
(18)
with B3k := X
(2)
k+1 ⊗X(1)k+1, respectively.
• Update Y = (Y 1, Y 2, Y 3). After the computation of
Xk+1, we immediately absorb it into the update of Yk+1,
i.e., finding Yk+1 such that
Yk+1 ∈ arg minL (Xk+1, Y,Sk,Zk,Wk,Uk, Tk).
By exploiting the separable structure of the underlying
Y -subproblem, we can find Yk+1 = (Y
(1)
k+1, Y
(2)
k+1, Y
(3)
k+1)
simultaneously via solving
min
Y (i)
αi
∥∥Y (i)∥∥∗ + 〈T (i)k , X(i)k+1 − Y (i)〉
+
β
2
∥∥X(i)k+1 − Y (i)∥∥2F , (i = 1, 2, 3),
which can be rewritten as
min
Y (i)
{
αi
∥∥Y (i)∥∥∗ + β2
∥∥∥∥Y (i) −X(i)k+1 − 1β T (i)k
∥∥∥∥2
F
}
.
(19)
By invoking [40, Theorem 2.1], the subproblem (19) has
a closed-form solution given by
Y
(i)
k+1 = Dαiβ
(
X
(i)
k+1 +
1
β
T
(i)
k
)
, (i = 1, 2, 3), (20)
where Dτ (·) is the well-known singular value shrinkage
operator Dτ (M) = UDτ (Σ)V > with M = UΣV > being
the SVD of a matrix M ∈ Rm×n of rank r in the reduced
form, i.e., Σ = diag ({σi}1≤i≤r) and U and V are,
respectively, m× r and n× r matrices with orthonormal
columns, and Dτ (Σ) = diag (max{σi − τ, 0}) for τ ≥ 0.
• Update the variable S. We compute Sk+1 such that
Sk+1 ∈ arg minL (Xk+1, Yk+1,S,Zk,Wk,Uk, Tk).
By ignoring constant terms, we immediately can simplify
the S-subproblem as
min
S
σ‖S‖1 + λ
2
∥∥∥JS;X(1)k+1, X(2)k+1, X(3)k+1K−Zk∥∥∥2
F
,
which can be expressed as
min
S(1)
σ
λ
∥∥S(1)∥∥1 + 12 ∥∥∥X(1)k+1S(1)Bk − Zk(1)∥∥∥2F , (21)
where S(1) ∈ Rr1×r2r3 and Bk = (X(3)k+1 ⊗ X(2)k+1)>.
Due to the presence of X(1)k+1 and Bk, we cannot obtain
the closed-form solution of (21) directly. In this situation,
letting
φk(S(1)) =
1
2
∥∥X(1)k+1S(1)Bk − Zk(1)∥∥2F ,
we can exploit the smoothness of φk(S(1)) to linearize
it, thereby gain fully deriving an explicit form (e.g., see
[41]) to update Sk+1(1) via
Sk+1(1) = shrink
(
Sk(1) −
1
ζk
∇φk(Sk(1)),
σ
λζk
)
, (22)
where ∇φk(S(1)) is the gradient given by
∇φk(S(1)) = X̂(1)k+1S(1)B̂k −
(
X
(1)
k+1
)>
Zk(1)B
>
k
with X̂(1)k+1 =
(
X
(1)
k+1
)>
X
(1)
k+1 and B̂k = BkB
>
k ; ζk =∥∥X̂(1)k+1∥∥2∥∥B̂k∥∥2 is the Lipschitz constant of the gradient∇φk(S(1)) and ‖ · ‖2 denotes the standard spectral norm
for matrices; the ‘shrink(·, ·)’ is the shrinkage operator
in component-wise, i.e.,
(shrink(G, τ))ij = sign(gij) · (max {|gij | − τ, 0})
for a given matrix G = (gij) ∈ Rm×n. By invoking the
‘fold’ operator, we can update Sk+1 via
Sk+1 = fold1
(
Sk+1(1)
)
. (23)
• Update the variable Z . After obtaining Xk+1, Yk+1 and
Sk+1, we find a new Zk+1 satisfying
Zk+1 ∈ arg minL (Xk+1, Yk+1,Sk+1,Z,Wk,Uk, Tk),
which amounts to finding Zk+1 to minimize
Φk(Z) = λ
2
∥∥∥Ẑk+1 −Z∥∥∥2
F
+
β
2
3∑
i=1
∥∥∥∥Z −Wki + 1βUki
∥∥∥∥2
F
,
where
Ẑk+1 = JSk+1;X(1)k+1, X(2)k+1, X(3)k+1K.
Consequently, we have
Zk+1 = 1
λ+ 3β
{
3∑
i=1
(
βWki − Uki
)
+ λẐk+1
}
. (24)
Combining with the constraint PΩ(Z) = PΩ(M), the
final update of Zk+1 reads as
PΩ(Zk+1) = PΩ(M). (25)
• Update variables Wi’s. To update Wk+1, it amounts to
solving
minL (Xk+1, Yk+1,Sk+1,Zk+1,W,Uk, Tk).
By the fully separable nature ofWi’s, we can also update
Wk+1i simultaneously, i.e., solving
min
Wi
ωi
∥∥AiWi,(i)∥∥2F + β2
∥∥∥∥Wi −Zk+1 − 1βUki
∥∥∥∥2
F
. (26)
Exploiting the smoothness of (26) immediately yields
W k+1i,(i) =
[
βI + 2ωiA
>
i Ai
]−1 [
βZk+1(i) + U
k
i,(i)
]
.
By invoking the ‘fold’ operator, we can obtain
Wk+1i = foldi
(
W k+1i,(i)
)
, i = 1, 2, 3. (27)
• Update variables Ui’s. Since Ui’s are Lagrangian multi-
pliers associated to the linear constraints Wi,(i) = Z(i),
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we can update Uk+1i via
Uk+1i = Uki + β
(Zk+1 −Wk+1i ) , i = 1, 2, 3. (28)
• Update variables T (i)’s. Note that T (i)’s are also dual
variables corresponding to the linear constraints X(i) =
Y (i) for i = 1, 2, 3. We accordingly update T (i)k+1 via
T
(i)
k+1 = T
(i)
k + β
(
X
(i)
k+1 − Y (i)k+1
)
, i = 1, 2, 3. (29)
With the above preparation, we can formally summarize the
updating schemes for model (12) in Algorithm 1.
Algorithm 1 ADMM for Tensor Completion Model (12).
Input: Starting points X0, Y0, S0, Z0, W0, U0, T0.
1: Update X(i)k+1 sequentially via (16), (17), and (18);
2: Update Y (i)k+1 simultaneously via (20) for i = 1, 2, 3;
3: Update Sk+1 via (22) and (23);
4: Update Zk+1 via (24) and (25);
5: Update Wk+1i simultaneously via (27) for i = 1, 2, 3;
6: Update Uk+1i simultaneously via (28) for i = 1, 2, 3;
7: Update T (i)k+1 simultaneously via (29) for i = 1, 2, 3.
Output: Recovered tensor Z∗.
It is clear from Algorithm 1 that we can easily extend such
an algorithm to deal with higher order cases where N > 3.
Moreover, it is an implementable algorithm in the sense that
we can update each variable via an explicit iterative scheme.
IV. EXPERIMENTS RESULTS
In this section, we will investigate the performance of the
proposed model and algorithm on three real world tensor
recovery problems including traffic data recovery, color image
inpainting and face recognition. By the core ideas of our model
and algorithm, we denote our approach to tensor completion
by LR-SETD for brevity throughout our experiments.
A. Traffic Data Recovery
In this subsection, we apply our LR-SETD approach on
traffic flow data recovery. To fully exploit the traffic features
of periodicity pattern in traffic data, we usually organize the
traffic data into a third order tensor Z ∈ RO×T×D in our
model, where O corresponds to n2 origin and destination (OD)
pairs, and there are D days to consider with each day having
T time intervals. In this situation, we can specify I1 = O,
I2 = T and I3 = D in model (10).
As used in the literature, we also use the normalized mean
absolute error (NMAE) in the missing values to measure
the quality of the recovered data by models and algorithms.
Specifically, the NMAE is defined as follows
NMAE :=
∑
(i,j,l)/∈Ω |(Ztrue)ijl −Zijl|∑
(i,j,l)/∈Ω |(Ztrue)ijl|
,
where Ztrue and Z represent original data and recovered
tensor, respectively. Clearly, lower NMAE value means better
quality of the recovered data. As a simulation purpose, we
evaluate the recovery performance of our approach LR-SETD
for two scenarios on the missing data: (i) randomly missing;
(ii) structurally missing. Concretely, the missing data in the
traffic matrix (TM) of the former scenario is randomly and
uniformly distributed, while the latter has all the data missing
in a certain time interval but the data observed in other
time intervals are randomly and evenly missing. To verify
the performance of our approach LR-SETD, we compare
it with some state-of-the-art completion methods proposed
in the literature. The first one is matrix completion by the
nuclear norm minimization (IST MC for short, see [19], [42]),
which does not consider the spatio-temporal structure of the
traffic matrix. The second one is sparsity regularized matrix
factorization (SRMF) method [13], which is a low-rank matrix
completion approach with a spatio-temporal regularization.
The third one is the low-rank tensor factorization method
without spatio-temporal constraints (TCTF1, see [31]). The
fourth is spatio-temporal tensor completion method (STTC)
proposed in [15].
We adopt the relative change of the two successive recov-
ered tensors, i.e.,
‖Zk+1 −Zk‖F
‖Ztrue‖F ≤ Tol, (30)
as the stopping criterion for all methods, where Ztrue is the
original tensor. For the parameters emerged in our model
(10), we set σ = 1, λ = 10−2, αi = 1/3, i = 1, 2, 3,
and (ω1, ω2, ω3) = (0, 1, 2 × 10−3) for random missing
scenario, (ω1, ω2, ω3) = (0, 1, 1) for whole day missing sce-
nario(missing data Id ∈ {11− 15}). For the other algorithms,
we keep the default parameters used in their codes. Throughout
this section, we take Tol = 10−5 and set the maximum number
of iterations as MaxIter = 250 for all algorithms.
We first consider the problem of internet data recovery
and perform the aforementioned methods on two widely used
datasets including Abilene dataset2 and GE´ANT dataset [43].
In Abilene dataset, there are N = 11 routers. For each
OD pair, a count of network traffic flow is recorded for
every 5 minutes in a week from Dec 8, 2003 to Dec 14,
2003. Thus, there are 24 × (60/5) = 288 traffic values for
each OD pair in one day. When organizing the data as a
tensor, we can consider two ways: (i) OOT tensor of size
11× 11× 2016, where the first mode stands for 11 source
routers, the second mode means 11 destination routers, and
the third mode represents 2016 time intervals; (ii) OTD tensor
of size 121× 288× 7, where the first mode stands for 121 OD
pairs, the sencond mode means 288 time interval in a day, and
the final mode corresponds to 7 days. However, when applying
matrix based models to solve traffic recovery problem, since
the total number of observations is 288 × 7 = 2016 for each
OD pair, the corresponding traffic data can be modeled as a
matrix with size 121× 2016. In GE´ANT dataset [43], there
are 23 routers and 529 OD pairs. For each OD pair, a count of
network traffic flow is recorded for every 15 minutes in a day.
Like Abilene data, we have also two ways to organize the data
as a tensor: (i) OOT tensor of size 23× 23× 672, where the
1https://panzhous.github.io/
2Abilene: http://abilene.internet2.edu/observatory/data-collections.html
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three modes correspond to source mode, destination mode and
time mode, respectively. (ii) OTD tensor of size 529× 96× 7
is same as the setting used in Abeline data. When applying to
matrix based models, we can set a traffic data matrix with size
529×672. Here, it is noteworthy that our approach LR-SETD
can handle the two types of tensors, i.e., OOT and OTD. So,
we report the results of LR-SETD by LR-SETD(OOT) and
LR-SETD(OTD), respectively.
Hereafter, we consider the randomly missing scenario,
where the sample ratio is changed from 0.90 to 0.05. We
plot NMAE values and computing time in seconds (denoted
by Time (second)) in Fig. 2. It can be easily seen from the
left two plots in Fig. 2 that our approach LR-SETD has
lower NMAE values in most cases, especially for the cases
where sample ratios are greater than 0.10. Moreover, from
the right two plots in Fig. 2, our approach is competitive to
the others, since LR-SETD performs comparatively stable on
both internet datasets. In some cases, the missing data may
not be missed in a uniformly distributed way. So, we further
consider the structurally missing scenario. Here, we consider
fifteen loss ways to degrade both Abeline and GE´ANT internet
traffic data and denote each case by missing Id from 1 to 15.
Specifically, we drop one slice data for every three slices with
respect to the second mode (i.e., dropping Z(:, 1, :), Z(:, 4, :),
Z(:, 7, :), · · · ) for missing Id = 1. Then, we randomly remove
80%, 50%, 20% data and, for missing Id = {2, 5, 8} remove
data from 11:00 to 12:00 every day for a week; for missing
Id = {3, 6, 9}, remove data from 10:00 to 12:00 every day for
a week; for missing Id = {4, 7, 10}, remove data from 10:00
to 13:00 every day for a week. Finally, we randomly generate
20% loss and drop the whole (Friday), (Friday and Sunday),
(Wednesday, Friday and Sunday), (Friday and Saturday) and
(Friday, Saturday and Sunday) for missing Id = {11, · · · , 15},
respectively. We only show by Fig. 3 the comparison on
NMAE values. These curves in Fig. 3 efficiently show that
our approach LR-SETD outperforms the other completion
methods in terms of achieving lower NMAE values, which
means that LR-SETD has better performance on missing slices
recovery cases than the others. We can also see the superiority
of our LR-SETD from Fig. 4. In our experiments, we observed
that the type of tensors would affect the performance of
tensorization methods. For example, both CPWOPT and STTC
perform worse on OTD tensors than on OOT tensors, and
TCTF works better on OTD tensors than on OOT tensors.
Therefore, the results demonstrate that our approach LR-SETD
works more ideally and reliably than the others.
As another important issue, we further consider two real
world public traffic flow datasets, i.e., Seattle freeway traffic
flow3 and Guangzhou urban traffic speed datasets4. For Seattle
freeway traffic dataset, which is collected freeway traffic speed
data from 323 loop detectors with a 5-minute resolution over
the whole year of 2015 in Seattle, USA. In our experiments,
we choose the data from January 1 to January 7 (i.e., one
week) and organize the resulting data as a tensor with size
323× 144× 7 and a matrix with size 323× 1008 for tensor-
3https://github.com/zhiyongc/Seattle-Loop-Data
4https://doi.org/10.5281/zenodo.1205229
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Fig. 2. NMAE and computing time comparison under random missing for
Abeline Data and GE´ANT Data.
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Fig. 4. Visualization of the recovered data by LR-SETD, SRMF and STTC
for the cases missing Id ∈ {12, 14}.
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and matrix-based models, respectively. The Guangzhou urban
traffic speed data is collected from 214 road segments over
two months (i.e., 61 days from August 1 to September 30,
2016) with a 10-minute resolution (144 time intervals per day)
in Guangzhou, China. Correspondingly, we organize the raw
data set into a tensor of size 214×144×61 and a matrix of size
214× 8784 for tensor- and matrix-based models, respectively.
Noting that traffic data is different with the aforementioned
internet data, we accordingly compare our approach with
both SRMF and ISC MC and the other three state-of-the-art
algorithms designed for traffic data recovery. Specifically, we
choose AirCP5 [44], BATF6 [45] and BGCP7 [46], which are
tensorization methods. As tested for Abeline data, we consider
the randomly missing scenario, where the sample ratio is
changed from 0.90 to 0.05. Then we also plot the NMAE
values with respect to sample ratios in Fig. 5 and show the
recovered data in Fig. 6 for the case where the Guangzhou data
has missing slices data (which correspond to three days’ data)
and 80% sample ratio for the observed part. It can be seen
from Figs. 5 and 6 that our approach is still competitive in
traffic data recovery problems, especially for the cases where
the sample ratio is greater than 10%.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
sample ratio
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
N
M
AE
LR-SETD
IST_MC
SRMF
AirCP
BATF
BGCP
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
sample ratio
0.04
0.05
0.06
0.07
0.08
0.09
0.1
0.11
0.12
N
M
AE
LR-SETD
IST_MC
SRMF
AirCP
BATF
BGCP
Fig. 5. NAME values with respect to sample ratio for both Seattle and
Guangzhou datasets.
B. Image Inpainting
In this subsection, we apply our approach LR-SETD to
image restoration. As we know, color images are natural
third order tensors. Therefore, we will first focus on color
image inpainting and compare LR-SETD with seven efficient
benchmark solvers introduced in the literature, including the
high accuracy low rank tensor completion model (HaLRTC)
[22], TCTF [31], tensor nuclear norm regularized model
[47] (TNN8), Bayesian CP factorization model [48] (BCPF9),
the low Tucker rank tensor recovery modle by iterative p-
shrinkage thresholding algorithm [30] (IpST), truncated nu-
clear norm regularized model [49] (TNNR(apgl)10) and the
low-n-rank tensor recovery model by ADM [23] (ADM-TR).
Throughout this section, we still employ (30) as the termi-
nation criterion for all algorithms, where Tol = 10−5 and the
maximum iteration is 250. Moreover, all model parameters of
5https://github.com/hanchengge/AirCP
6https://github.com/sysuits/BATF
7https://github.com/lijunsun/bgcp imputation
8https://github.com/canyilu/tensor-completion-tensor-recovery
9https://github.com/qbzhao/BCPF
10https://github.com/xueshengke/TNNR
Mon Tue Wed Thu Fri Sat Sun
0
10
20
30
40
50
60
70
Original Data
LR-SETD
BGCP
BATF
SRMF
Mon Tue Wed Thu Fri Sat Sun
-10
0
10
20
30
40
50
60
70
Original Data
LR-SETD
BGCP
BATF
SRMF
Fig. 6. Recovered data by LR-SETD, BGCP, BATF, SRMF for the cases
where Guangzhou data has missing slices data (which correspond to contin-
uous or intermittent three days’ data) and 80% sample ratio for the observed
part. The top plot corresponds to the case where all data in the last three days
is not observed. The bottom one means that the data in Wednesday, Friday,
and Sunday is missed.
(10) keeps the same settings as used in internet traffic data
recovery, i.e., σ = 1, λ = 10−2, αi = 1/3, i = 1, 2, 3, and
(ω1, ω2, ω3) = (1, 1, 0). For the other compared algorithms,
we follow the default setting used in their codes and papers.
The quality of the restored image is measured by the well
known Peak Signal-to-Noise Ratio (PSNR) and the relative
squared error (RSE), which are defined by
PSNR = 10 · log10
(Zmax)2
‖Z − Ztrue‖2F /|ΩC |
and
RSE =
‖Z − Ztrue‖F
‖Ztrue‖F ,
where Ztrue, Zmax, Z are the original tensor, the maximum
pixel value of Ztrue, and the recovered tensor, respectively;
Additionally, |ΩC | represents the number of elements of the
complement set ΩC of Ω.
We now consider five popular color images that are widely
used in the image literature. All images are of size 256 ×
256 × 3 and are collected in Fig. 7. As the data loss ways
used in internet traffic data recovery, we also consider two
scenarios to degrade the original images. The first one is some
data being dropped in a uniformly distributed way. In Fig. 8,
we investigate four cases, i.e., the baboon, sailboat, lena, and
peppers have 5%, 10%, 30% and 40% observed information,
respectively. It can be easily seen from Fig. 8 that our approach
LR-SETD can recover better images than the other seven
methods, especially for the baboon and sailboat images. To
further show the superiority of our LR-SETD, we investigate
another eight sample ratios, i.e., {0.01, 0.03, 0.05, 0.07, 0.10,
0.20, 0.30, 0.40}, for the four images tested in Fig. 8. We only
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show the comparison by PSNR values with respect to sample
ratios in Fig. 9. The results in Fig. 9 show that our LR-SETD
outperforms the other algorithms in terms of achieving higher
PSNR values.
Fig. 7. Five color images for experiments. From left to right: baboon, lena,
sailboat, house, peppers.
Below, we consider structurally missing cases, that is, the
observed images have missing slices data and/or shape missing
data as shown by the first row in Fig. 10. The recovered images
listed in Fig. 10 demonstrate that our approach LR-SETD
performs much better than the other seven methods, which
also support that LR-SETD works more stable on different
types of missing data. To see the details of these approaches
on image inpainting, we report the RSE values, PSNR values,
iterations and computing time in seconds (denoted by Iter
(Time)) in Table I, where the results clearly show that LR-
SETD can recover better images in terms of achieving higher
PSNR values and lower RSE values than the other solvers.
Finally, we consider the face recognition images data. The
first face images dataset is the ORL face image database [9]
in AT/T Laboratories Cambridge, which contains images of
40 persons, and each person has 10 grayscale face images
with different lighting, angles and facial expressions to form a
group of photos. Moreover, each grayscale image has 112×92
pixels, and one group of 10 images forms a tensor with size
112 × 92 × 10. The second image dataset is MultiPIE faces
dataset11, where each person has 5 RGB face images, and each
image has 280× 240× 3 pixels. Consequently, one group of
5 images forms a tensor with size 1400 × 1200 × 3. In our
experiments, we select two groups of photos in ORL dataset
and five images of five persons in MultiPIE dataset, which can
be seen in Fig. 12 and Fig. 13, respectively, to validate the
effectiveness of the proposed method. For the first dataset, we
consider the case where 30% information is observed, which
is shown at the second row of Fig. 12. It can be seen from
the results in Fig. 12 that our approach LR-SETD is at least
competitive with the other algorithms. For the corrupted data
shown in Fig. 13, we further show PSNR and computing time
bar plots in Fig. 14, which demonstrates that our approach
LR-SETD can achieve higher PSNR values than the others,
even it does not always perform the fastest one.
With the above numerical results, it can be seen from
figures and tables that our approach LR-SETD works relatively
stable, since it has the ability to handle different types of data
including internet data, traffic data, color images, and face
recognition data. All results also support the novelty of our
model and numerical algorithm.
11MultiPIE faces datasets: http://www.flintbox.com/public/project/4742/
Fig. 8. Degraded images and recovered images by the algorithms. The baboon,
sailboat, lena, and peppers have 5%, 10%, 30% and 40% observed informa-
tion, respectively. From the second row to bottom: LR-SETD, HaLRTC, TNN,
BCPF, IpST, TCTF, TNNR(apgl) and ADM(TR).
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Fig. 9. Comparison results of PSNR values with respect to sample ratios.
From top to bottom, left to right: baboon, sailboat, lena and peppers.
V. CONCLUDING REMARKS
In this paper, we proposed a low-rank and sparse enhanced
Tucker decomposition model for tensor completion, where
the core idea was that we exploited the potential low-rank
properties of cofactor matrices and sparsity of the core tensor
of Tucker decomposition. Comparing with the existing direct
matricization methods, our model could maximally keep the
inherent properties, e.g., periodicity and correlation, of the
tensor data. Actually, a series of computational experiments
on different types of real world datasets also demonstrate
that our approach works well in terms of achieving ideal
recovery accuracy. More promisingly, our approach performs
much better than the other approaches when completing the
tensor data with missing slices.
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