Abstract. In this paper we study the Cauchy problem for the elliptic and non-elliptic derivative nonlinear Schrödinger equations in higher spatial dimensions (n ≥ 2) and some global well-posedness results with small initial data in critical Besov spaces B s 2,1 are obtained. As by-products, the scattering results with small initial data are also obtained.
1. Introduction, main results and notations 1.1. Introduction. In this paper, we mainly consider the Cauchy problem for the elliptic and non-elliptic derivative nonlinear Schrödinger (DNLS) equation (i∂ t + ∆ ± )u = F (u,ū, ∇u, ∇ū), u(0, x) = u 0 (x),
where u is a complex-valued function of (t, x) ∈ R × R n ,
xi u, ε i ∈ {1, −1}, i = 1, ..., n,
∇ = (∂ x1 , ..., ∂ xn ) and F : C 2n+2 → C is a polynomial,
here m ∈ N, m ≥ 3, n ≥ 2, β = (β 1 , . . . , β 2n+2 ) ∈ Z 2n+2 + . The DNLS covers the following derivative nonlinear Schrödinger equations as special cases.
(i∂ t + ∆ ± )u = |u| 2 λ · ∇u + u 2 µ · ∇ū,
Eq. (4) including the non-elliptic case describes the strongly interacting manybody systems near criticality as recently described in terms of nonlinear dynamics [21, 8, 6] . Eq. (5) is an equivalent form of the Schrödinger map (elliptic case) and the Heisenberg map (non-elliptic case)
under the stereographic projection (cf. [1, 7, 9, 10, 25] ), respectively.
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The local and global well posedness of DNLS (1) have been extensively studied, see Bejenaru and Tataru [2] , Chihara [3, 4] , Kenig, Ponce and Vega [12, 13] , Klainerman [16] , Klainerman and Ponce [17] , Ozawa and Zhai [19] , Shatah [20] and the authors [22] . When the nonlinear term F satisfies some energy structure conditions, or the initial data suitably decay, the energy method, which went back to the work of Klainerman [16] and was developed in [3, 4, 17, 19, 20] , yields the global existence of DNLS (1) in the elliptical case ∆ ± = ∆. Recently, Ozawa and Zhai obtained the global well posedness in H s (R n ) (n ≥ 3, s > 2 + n/2, m ≥ 3) with small data for DNLS (1) in the elliptical case, where an energy structure condition on F is still required.
By setting up the local smooth effects for the solutions of the linear Schrödinger equation, Kenig, Ponce and Vega [12, 13] were able to deal with the non-elliptical case and they established the local well posedness of Eq. (1) in H s with s ≫ n/2. Recently, the local well posedness results have been generalized to the quasilinear (ultrahyperbolic) Schrödinger equations, see [14, 15] . By using Kenig, Ponce and Vega's local smooth effects [12] and establishing time-global maximal function estimates in space-local Lebesgue spaces, the authors [22] also showed the global well posedness of elliptic and non-elliptic DNLS for small data in Besov spaces B s 2,1 (R n ) with s > n/2 + 3/2, m ≥ 3 + 4/n. Wang, Han and Huang [23] was able to deal with the case m ≥ 3 and n ≥ 3 by using the frequency-uniform decomposition techniques, where the initial data can be in modulation spaces M 3/2 2,1 and so, in Sobolev space H s with s > n/2 + 3/2. However, for the initial data in critical Sobolev spaces, the global well posedness of DNLS (1) for both elliptic and nonelliptic cases is still unsolved.
In this paper, we will improve the results in higher spatial dimensions [22, 23] to critical Besov spaces.
1.2.
Notations. Throughout this paper, we fix k ∈ N. For x, y ∈ R + , x y means that there exists C > 0 such that x ≤ Cy. By x ∼ y we mean x y and y x. Let χ ∈ C ∞ 0 ((−2, 2)) be an even, non-negative function such that χ(s) = 1 for |s| ≤ 1. We define ψ(ξ) := χ(|ξ|) − χ(2|ξ|) and ψ j := ψ(2 −j ·). Then, j∈Z ψ j (ξ) = 1, for ξ ∈ R n , ξ = 0.
Define P j u(ξ) := ψ j (ξ) u(ξ),
and P ≥M = j≥M P j as well as P <M = I − P ≥M . Also we define the operatorP j byP j = P j−1 + P j + P j+1 , which satisfiesP
We denote by S(R n ) and S ′ (R n ) the Schwartz space and its dual space, respectively. The Besov spacesḂ in S ′ (R n ) with respect to the norms
For Banach spaces X and Y , we define the the Banach space X ∩ Y by the norm
and X ∪ Y by the norm
The Fourier transform for any Schwartz function f is defined by
and extended to S ′ (R n ) by duality. In the same way, for a function u(t, x) on R × R n , we define its time-space Fourier transform
For any vector e ∈ S n−1 let
Let e 0 = (1, 0, . . . , 0), we can fix a space rotation matrix A, which depend on e, such that
We have
wherex ∈ R n−1 and x = (x 1 ,x). In view of (2), we denote
and by W ± (t) the linear non-elliptic Schrödinger semi-group
For e = (e 1 , · · · , e n ) ∈ S n−1 , denote e ± = (ε 1 e 1 , . . . , ε n e n ) ∈ S n−1 .
where ε i ∈ {1, −1}, i = 1, . . . , n are the same as in (10) .
Let A be as in (8) . We have
This derivative relation was first observed in [24] and will be used extensively in the sequel. Define the directional derivative along e by
Now define the projection operator Q e k,l related to e as
which are cut-offs in frequency space along the direction e.
1.3.
Main results. First, we consider the global well-posedness of DNLS (1).
Theorem 1.1. Assume that m ≥ 3 for n ≥ 3, and m ≥ 4 for n = 2. Suppose that
has a unique solution
is defined in (100). Moreover, the scattering operator carries a whole
By expanding 1/(1 + |u| 2 ) into power series, it is easy to see that the nonlinear term in Eq. (5) is a special case of (3). The result of Theorem 1.1 contains the equivalent form of the Schrödinger and Heisenberg map equation (5) as a special case if n ≥ 3.
(R n )). Moreover, the scattering operator carries a whole neighborhood
Now we consider the initial value problem
where m ∈ 2N + 1, λ 1 and λ 2 are constant vectors. Taking m = 3 in (15), we get Eq. (4). The initial value problem (15) is invariant under the scaling
where λ > 0. Denote s
and the equivalence is independent of λ > 0.
From this point of view, we say thatḂ 
2,1 is as in (82). Moreover, the scattering operator carries a whole neighborhood inḂ
Finally, we consider the nonlinearity with full derivative terms
where F : C 2n → C is a homogeneous polynomial of degree m, for example,
It is easy to see that equation (18) is invariant under the scaling
where λ > 0. Denote
, thus s m is also referred to as a critical index.
Theorem 1.4. Assume m ≥ 3 for n ≥ 3, and m ≥ 4 for n = 2. There exists
whereŻ sm 2,1 is as in (82). Moreover, the scattering operator carries a whole neighborhood inḂ
The rest of the paper is organized as follows. In Section 2, we deduce the L p,∞ e , L ∞,2 e type estimates for the solutions of the linear Schrödinger equation. In section 3, we construct the resolution spaces and prove some nonlinear estimates to deal with IVP (15) and (18) . In Section 4, we consider the IVP (1) with general nonlinearity. In section 5, we prove the main results. In the last section, we give the rotated Christ-Kiselev Lemma for anisotropic Lebesgue spaces.
Linear estimates
Recalling that in order to solve the Schrödinger map, Ionescu and Kenig [9] used the following type estimate
which is actually implied by
where x = (x 1 ,x), which was first used by Linares and Ponce [18] to study the local well-posedness of the Davey-Stewartson system. Indeed, after a spatial rotation, (22) implies that (21) holds. Even though (22) also holds for the non-elliptic case and it is a straightforward consequence of the local smoothing effect in one spatial dimension (cf. [12, 18, 23] ), (21) in the non-elliptic case is not true, since e it∆± is not invariant under the spatial rotation. In this paper, we show the following smoothing effect estimates by partially using the idea of Kenig, Ponce and Vega [12] in one spatial dimension:
where e ± is defined in (11), D
1/2 e
and D e are defined by the symbols |ξ · e| 1/2 and ξ · e, respectively.
2.1.
Smoothing estimate and Maximal Function estimate. In this subsection we shall prove the smoothing estimate and maximal function estimate, both of which are sharp up to scaling and global in time.
where
e± is defined by Fourier multiplier |ξ · e ± | 1/2 , and e ± ∈ S n−1 is defined in (11).
Proof of Lemma 2.1. By the definition, we have
where we denote Ψ(ξ) = |ξ| 2 ± , and a(ξ) = |ξ · e ± | 1/2 . In view of (26), (9) and
, then apply Plancherel theorem to (27) inx variables and continue with
Then for (25) , it is sufficient to show for anyξ ∈ R n−1 ,
Fixξ to be constant, performing the change of variable η = Ψ 1 (ξ 1 ,ξ), using Plancherel's identity in the t-variable, then returning to the original variable
now it suffices to show a 1 (ξ 1 ,ξ)|θ
, by the definition of Ψ 1 , it is sufficient to show
which is exactly implied by (12) since
We will need the following frequency-localized form of Lemma 2.1,
where e ± is defined in (11) , and the operator Q e j,10 is defined in (14) .
Proof of Lemma 2.2. Under the phrase cut-offs P j Q e± j,10 , we have the approximation D e± ∼ 2 j , thus (32) follows directly from (25).
Now we give the dyadic maximal function estimate, which generalize Lemma 3.3 in [9] .
where the constant C is independent on n, p and j.
Proof of Lemma 2.3. From the definition, it is sufficient to show
In view of (9), it suffices to prove
wherex,ξ ∈ R n−1 satisfy ξ = (ξ 1 ,ξ), and x = (x 1 ,x). By A −1 = A t and changing of variables, for (34) it suffices to show
By standard T T * argument, for (35) it suffices to show
Now we begin to prove (36). First we have
Then by rotation and stationary phase, we have
Finally, by integration by parts, for
in view of (37), (38) and (39), we have
Thus (36) follows from (40) since p ≥ 2, np ≥ 6.
Lemma 2.4 (Strichartz Estimates [11] ). Let (q, r) and (q,r) be admissible pairs 1 . We have
where 1/q ′ + 1/q = 1, and 1/r ′ + 1/r = 1.
2.2.
The main linear estimates. Now we consider the inhomogeneous IVP
with F ∈ S(R × R n ). Our main result in this section is Lemma 2.5 (Smoothing effect: inhomogeneous case). The solution of (44) satisfies
where D e± is defined by Fourier multiplier ξ · e ± .
Proof of Lemma 2.5. Let u satisfy
which is a solution of the first equation in (44). We have
By definition and (9), we have
Then we denote Ω(τ, ξ) =
and apply Plancherel's theorem to (47) in (x, t) variables to get
Denote
Then (48) can be rewritten as
wheref (x1) denoting the inverse Fourier transform of f in x 1 variable, and
The claim (51) combines with Minkowski's inequality and Plancherel's theorem show that (50) can be bounded as follows
then apply (49) and (9), we continue with
which yields (45). It remains to prove the claim (51),
if we fixξ, τ and e, and then denote E(ξ 1 ) :
so, we can assume for some a, b, c ∈ R depending onξ, τ and e, such that
If a = 0 and b = 0, then Ω(τ, ξ) = 0 and so K = 0. If a = 0 and b = 0 then we have
this is just the Fourier transform of Hilbert transform, thus bounded. If a = 0 and b = 0 then we have
which is bounded by a standard argument as in [12] and we omit the details.
In general, the u defined in (46) may not vanishi at t = 0. However by Parseval's indentity we have
, which combine with (25) shows that
is the solution of (44) and satisfies the estimate (45).
The following result follows directly from Lemma 2.5.
Corollary 2.6. For F ∈ S(R n+1 ), j ∈ Z and n ≥ 2, then
Lemma 2.7. Let p ≥ 2 for n ≥ 3, and p ≥ 3 for n = 2. Then the solutions of (44) satisfies
where e ′ ∈ S n−1 .
The case for ∆ ± = ∆, p = 2 and n ≥ 3 was already proved by Bejenaru, Ionescu, Kenig, Tataru in [1] . Here we employ a different argument.
Proof of Lemma 2.7. Using a smooth angular partition of unity in frequency, we can assume that P j u and P j F is frequency localized to a region {ξ : ξ · e ± ∈ [2 j−2 , 2 j+2 ]} for some e ∈ S n−1 , it suffices to prove the stronger bound
We rotate the space so that e = e 0 , then the function (44) reduce to
where ∆ e ± u(τ, ξ) = |A −1 ξ| 2 ± u(τ, ξ), A is defined in (8) related to e. And here P j u and P j F is frequency localized to a region {ξ; A −1 ξ · e ± ∈ [2 j−2 , 2 j+2 ]}. So for (60), it suffices to prove that the u in (61) satisfies
2 Space rotation change the form of the equation, since it's non-elliptic. For example, in 2-
)u = 0 become to i∂tu + ∂x 1 ∂x 2 u = 0 after rotating the space π/4 clockwise. And this is the main difficulty of this proof.
the solution u of (61) can be expressed as
where y = (y 1 , y ′ ), and
For (62), it suffices to show that
By translation invariance we can set y 1 = 0 and drop the parameter y 1 from the notations. Thus
whereξ ∈ R n−1 and ξ = (ξ 1 ,ξ). Now we view τ − |A −1 ξ| 2 ± as a quadratic of ξ 1 variable, then we can decomposition it as
where s i := s i (τ,ξ). We can assume that s 1 = s 2 , since the set {(τ,ξ) : s 1 (τ,ξ) = s 2 (τ,ξ)} is a zero-measure set. First, we assume here that s 1 and s 2 are real numbers. Then we have
By symmetry, we only consider I 1 . And we continue with
In view of the definition of s 1 , we notice that
Change variable η = s 1 (τ,ξ) with
where the last step holds since (64). Then we continue with
Then by Lemma 2.3, we have 2
Thus for (63), it suffices to prove
which follows from changing variable argument in (12) and the frequency localization assumption on u. It remains to consider the case when s i are complex numbers. Let s 1 = a + ib for some a, b ∈ R, and then we must have s 2 = a − ib. Thus
By the boundness of Hilbert transform, for any
Then the left part of the proof follows from the same argument, where s i are real, with (66) and (67). Thus we omit the details here.
We notice that the dual version of Lemma 2.1 and Corollary 2.2 are given by
and
Lemma 2.8. We have the following estimate
Proof of Lemma 2.8. We can assume that P j F is frequency localized to a region {ξ : ξ · e ± ∈ [2 j−2 , 2 j+2 ]} for some e ∈ S n−1 , since finite such regions can cover the annulus {ξ : |ξ| ∼ 2 j }. So we may assume that P j F ∈ L 1,2 e and it suffices to prove the stronger bound
In view of (69), we notice that
To conclude we substitute F (s) by χ [0,t] (s)F (s) then take the supremum in time in the left hand side of the resulting inequality.
Sometimes, we need Strichartz estimates to deal with the low frequency parts.
Lemma 2.9. Let (q, r) be an admissible pair with q, r > 2
3
. We have
For p ≥ 2, np ≥ 6, e ∈ S n−1 , we have
Finally, the Strichartz estimate
Proof of Lemma 2.9. For (73), using a smooth angular partition of unity in frequency as in Lemma 2.8, it suffices to prove
3 Condition q, r > 2 is necessary in our argument, since we have used the generalized ChristKieslev lemma as in Lemma 6.2.
with P j f is frequency localized to the region {ξ; ξ · e ± ∈ [2 j−2 , 2 j+2 ]}. In view of (71), it suffices to show (77) for r > 2. By (68), we have
since min{q, r} > 2, we can apply Lemma 6.2 to (78) then get (77).
For (74) and (75), the proofs are similar and therefore will be omitted. And (76) follows directly from Strichartz estimate (43).
Homogeneous case
In this section, we will prove the linear and nonlinear estimates for dealing with the homogeneous nonlinearity.
3.1. Function spaces. We denote
and define
By Corollary 2.2 and Lemma 2.3, for m ≥ 3, n(m − 1) ≥ 6, we have
Now we are ready to define our working spaces. For σ ≥ 0, define the resolution spaceŻ
and the "nonlinear space"
3.2. Linear estimates. We now give the following linear estimates for the solutions of the non-elliptic Schrödinger equation.
Proof. From (80), we have
whereP j = P j−1 + P j + P j+1 . Then, directly from (82) and (84), we have
, as desired.
Proof. By the definition, it is sufficient to show
which follows from Corollary 2.6, Lemma 2.7 and Lemma 2.8 since m ≥ 3 and n(m − 1) ≥ 6.
3.3. Nonlinear estimates for homogeneous nonlinearity. In this section we estimate the nonlinear term F (u,ū, ∇u, ∇ū) in the spaceṄ where F : C 2n → C is a homogeneous polynomial of degree m.
Proof of Lemma 3.3. We can assume that F (∇u, ∇ū) = (∂ x1 u) m . By definition, we have
It is easy to see that
Furthermore, we have
We can assume now j 1 = max(j 1 , . . . , j m ). When m is odd, that is m = 2k + 1 for some k ∈ N, we have
We can assume P j1 (∂ x1 u) is frequency localized in the region {ξ : ξ ·ẽ ± ∈ [2 j1−2 , 2 j1+1 ]} for someẽ ∈ S n−1 , since finite many such kinds of regions can cover the annulus {ξ : |ξ| ∼ 2 j1 }. Then using Hölder's inequality, we can control the above by
where m = 2k + 1 and Y m j norm is defined in (79). When m is even, that is m = 2k for some k ∈ N, then we have
By the same reason as above, we can assume P j1 (∂ x1 u) is frequency localized in {ξ : ξ ·ẽ ± ∈ [2 j1−2 , 2 j1+1 ]} for someẽ ∈ S n−1 . Using Hölder inequality, we can control the above by
By Hölder inequality and definition of Y m j norm, we continue with
From (88), (89), and (90) we have
Then (86) m . The proof for general F is similar, thus we omit the details.
In order to prove Theorem 1.3, we need the following estimate. 
where λ ∈ R n is a constant vector.
Proof. The proof is similar to Lemma 3.3, we only give the outline. In view of the proof of Lemma 3.3, it suffices to prove sup e∈S n−1
Using the notations as in Lemma 3.3, we have
Assume first that j 1 = j max , thus j 1 ≥ j − C. In view of the argument in the proof of Lemma 3.3, we have
Otherwise, we can assume that j 2 = j max , then we can write
The same argument as before with 2
gives that
Then (93) follows from (94), (95) and (96). Thus we finish the proof.
General case
In this section, we will prove the linear and nonlinear estimates for general DNLS (1). The main difficulty is the lake of scaling invariance.
Function spaces.
In order to prove Theorem 1.1, we introduce the following norms
Corollary 2.2, Lemma 2.3 and 2.4 imply that
where the norm N j is defined in (81). Now we are ready to define our main spaces. For σ ≥ 0, define the resolution spacesZ
u Zσ
and the "nonlinear spaces"
Our resolution spaces has l 2 -structure in low frequency part and l 1 -structure in high frequency part. Since for general nonlinearity, the equation (1) has no scaling symmetry, we need measure the low and high frequency parts differently.
Proof of Lemma 4.1. Since q ≥ 2 + 4/n, by interpolation, we have
and so
For low frequency, by Littlewood-Paley square function theorem, we have
Thus we finish the proof.
Linear estimates.
We have the following linear estimate for the free nonelliptic Schrödinger evolution, Lemma 4.2. Let σ ≥ 0 and φ ∈ S(R n ), then W ± (t)φ ∈Z 
Proof of Lemma 4.3. By the definition, it is sufficient to show
Corollary 2.6, Lemma 2.7, Lemma 2.8 and Lemma 2.9 imply (104), and (105) follows from Lemma 2.9.
4.3.
Nonlinear estimate for general nonlinearity. Since for our solution spaces X, u X = ū X , without loss of generality we may assume that
Lemma 4.4. For m ≥ 3, (m − 1)n ≥ 6, we have
Proof of Lemma 4.4. Without loss of generality, it suffices to show
In view of the definition, it suffices to prove that for |ν| = 0,
and for |ν| = 0,
Now we begin to consider (108), let
Noticing that s ′ m ≤ s ′m < n/2 form ≥ m, in view of the definition we have
which means that u and ∂ x1 u in Lm −1,∞ e have the same upper bound. Letũ ∈ {u, ∂ x1 u}, thus we have P ji (ũ) Lm
m,j i P ji u Ỹ j i , and
By symmetry, we can assume j 1 = j max . Furthermore, we can assume P j1 (ũ) = P j1 (∂ x1 u), which is the worst case. In view of the argument in Lemma 3.3 and (110), we have
Then (108) follows from (111) and (112). Now we turn to (109) and we only consider the case n ≥ 4, since for n = 2, 3 the proof is similar. By Hölder inequality and (102), we have
where q satisfies 1 2 + 4/n + 1 q = n + 4 2n + 4 .
Since n ≥ 4, so 2 + 4/n ≤ q ≤ ∞, by interpolation we have
Thus (109) follows from (113) since (114) and (115).
Proof of the main results
In this section we present the proof of the main results stated in Section 1, and only give the proof for Theorem 1.4 to demonstrate how our methods works. We follow the well-known approach via the contraction mapping principle. The Cauchy problem (1) on the time interval R is equivalent to
for regular functions. Whenever we refer to a solution of (1), the operator equation (116) is assumed to be satisfied. .
< δ} for δ = (4C + 4) −2 , with the constant C > 0 from (86). Define
≤ r},
due to Lemma 3.3. Similarly,
is a strict contraction. It therefore has a unique fixed point in D r , which solves (116). By implicit function theorem the map M :Ḃ δ → D r , u 0 → u is analytic because the map (u 0 , u) → e it∆± u 0 − I(u)(t) is analytic. Due to the embeddingŻ sm 2,1 ⊂ C(R,Ḃ sm 2,1 (R d )), the regularity of the initial data persists under the time evolution.
We start to prove the scattering property of system (18) for small data. For initial data u 0 ∈Ḃ 
Without loss of generality we may assume u ∈ C(R;Ḃ 
Appendix
Rotated Christ-Kiselev Lemma. In this section, we generalize the ChristKiselev Lemma [5, 23] . Denote
If T : Y 1 → X 1 implies that T re : Y 1 → X 1 , then T : Y 1 → X 1 is said to be a well restriction operator.
The following lemma from [23] .
Lemma 6.1. Let T be as in (119). We have the following results.
(1) If min(p 1 , p 2 , p 3 ) > max(q 1 , q 2 , q 3 , q 1 q 3 /q 2 ), then T :
) is a well restriction operator.
By a rotation argument, we can generalize Lemma 6.1 to the following. Lemma 6.2. Let T be as in (119). We have the following results.
(
) is a well restriction operator. In view of (9) , it is sufficient to show
under the assumption
, if we denote then apply Lemma 6.1 (1) toT , it follows (120). The proofs for part (2), (3) are similar, thus we omit the details.
