Abstract
I. INTRODUCTION
In recent years, there is an increasing trend of using biometrics information, which refers the human biological features used for user authentication, such as fingerprint, iris, and face, to strengthen the security measure of different electronic/embedded systems, including smart card systems [1] - [4] . Compared to the digit Personal Identification Number (PIN), the critical data stored in the card can be protected more securely by using the biometric information. Furthermore, cardholder's fingerprint or iris pattern cannot be stolen or forgotten. Smart cards can play an important role in biometrics, too. For instance, in an identification system, the biometrics templates are often stored in a central database. With the central storage of a biometrics, there is an open issue of misuse of the same for purposes that the owner of the biometrics may not be aware of. We can decentralize the database storage part into millions of smart cards and give it to the owners.
However, most of these systems have a common characteristic that the biometrics authentication process is solely accomplished out of the smart card processor [5] . For example, for fingerprint-based smart card system, the card needs to insecurely release the critical fingerprint master template information into an external fingerprint reader, which performs the fingerprint checking. To highlight the security, the comparison of the fingerprint sample and the master template needs to be performed by the in-card processor, i.e., match-on-card [5] , not the external reader. However, the memory size and the processing power of the in-card processor is very limited. Thus, a lightweight authentication algorithm that requires small memory and processing power needs to be developed.
Among biological features, the face is one of the most acceptable biometrics, because humans use it in their visual interactions and acquiring face images is non-intrusive. However, it is difficult to develop an automatic face recognition system, while people can easily recognize familiar human faces. It is because face images can vary considerably in terms of facial expressions, 3D orientation, lighting conditions, hair styles, and so on.
Two primary approaches to face recognition are the holistic (or transform) approach and the analytic (or attribute-based) approach [6] . In the holistic approach, the universe of face image domain is represented using a set of orthonormal basis vectors. Currently, the most popular basis vectors are eigenfaces [7] . Each eigenface is derived from the covariance analysis of the face image population. Two faces are considered to be identical if they are sufficiently close in the eigenface feature space. A number of variants of such an approach exist. Template matchingbased face recognition systems are also classified into this approach.
In the analytic approach, facial attributes like nose, eyes, etc. are extracted from the face image, and the invariance of geometric properties among the face landmark features is used for recognizing features [8] . This approach has characteristics of high-speed and low-memory requirement, while the selection and extraction of features are difficult. Many previous works using this approach have been reported. For instance, recognition accuracy of 90% could be achieved by using geometric features [8] . Hybrid approaches combining both holistic and analytic have also been reported [6] .
Recently, face detection and recognition systems using Support Vector Machine (SVM) binary classifiers [9] have been proposed. For example, methods for face detection [10] , face pose discrimination [11] , and recognizing face images [12] - [14] have been proposed using SVMs. Compared with the standard PCA-based face authentication method, verification system based on SVM has shown to be significantly better by Phillips [14] .
In this paper, we present a memory-efficient face authentication algorithm that uses the features chosen by Genetic Algorithms (GAs) [15] as an input vector to an SVM and also provide its improved version with the property of adjustable memory requirement. The part of this algorithm has been published in [16] . Our face authentication system uses only discriminating features selected by GA, where the features are unique for each person and thus, the memory requirement can be decreased significantly. Also, if needed, the amount of memory required in the authentication can be reduced further at the expense of verification rate by changing a controllable system parameter for the feature set size. The on-line authentication time can be decreased due to the optimal feature set, although the off-line training time is increased due to GAs. Furthermore, by using a tuning data set in the computation of the GAs evaluation function, the feature set which is less dependent on illumination and expression can be selected.
The experimental results on the Yale face database [17] and the Cambridge Olivetti Research Lab (ORL) face database [18] show that our face authentication algorithm with SVM whose input vectors consist of discriminating features extracted by GA has much better performance than the algorithm without feature selection process by GA, in terms of accuracy and memory requirement. Experiment also shows that the number of the feature to be selected is controllable by a system parameter. Owing to those features, a smart card can encapsulate all the critical information, including the biometrics data, and perform all the comparison securely inside the card without any data leaking out.
The outline of the paper is as follows: background for SVM, GA, and Principal Component Analysis (PCA) is given in Section 2. Section 3 describes method to construct our face authentication system and Section 4 explains the authentication procedure using the face authentication system. In section 5, we describe how to implement our system on match-on-card. Section 6 contains experimental results and analysis, and concluding remarks are made in Section 7.
II. BACKGROUND
In this section we will give brief overview of SVM and GA. More detailed descriptions of SVM and GA can be found in [9] and [15] . Also, PCA that is used as a feature list is surveyed concisely.
A. Support Vector Machines (SVM)
Support Vector Machines (SVM) have been recently proposed by V. Vapnik and his co-workers as an effective and general purpose method of pattern recognition [9] . SVM is a binary classification method that finds the optimal linear decision surface based on the concept of structural risk minimization. The decision surface is a weighted combination of elements of the training set. These elements are called support vectors and characterize the boundary between the two classes.
We start with a labeled set of N training samples ) , ( Assuming linearly separable data, the goal of maximum margin classification is to separate the two classes by a hyperplane such that the distance to the support vectors is maximized. This hyperplane is called the optimal separating hyperplane (OSH). The OSH has the form:
where the coefficients i α and the b are the solutions of a quadratic programming problem. i α is non-zero for support vectors and is zero otherwise.
For linearly non-separable data, SVMs can nonlinearly map the input to a high dimensional feature space denoted by F where a linear hyperplane can be found. A high dimensional mapping such as
is used to build nonlinear support vector machines. As both the objective function and the decision function is expressed in terms of dot products of data vectors x , the potentially computationally intensive mapping ) (⋅ φ dose not need to be explicitly evaluated. A kernel function,
Mercer's condition can be used as a substitute for )) ( ) ( ( 
The following kernel functions are frequently used in SVM: the polynomial kernels given by 
and the tangent hyperbolic kernels given by
In this paper, we use a polynomial kernel function of the 4th order to construct an SVM.
B. Genetic Algorithms (GA)
Genetic Algorithm(GA)s are adaptive and robust computational procedures modeled on the mechanics of natural genetic systems [15] . GAs typically maintain a constant-sized population of individuals that represent candidate solutions to the optimization problem being solved. The individuals are typically represented n-bit binary vectors, and thus the resulting search space corresponds to an ndimensional boolean space.
The goodness of each candidate solution can be evaluated using a fitness function. Evolutionary algorithms, using some form of fitness-dependent probabilistic method, select individuals from the current population to produce individuals for the next generation. Genetic operators are applied to the selected individuals to obtain new individuals that constitute the next generation. Mutation and crossover are two of the most common operators used with genetic algorithms. Mutation operator is applied to a single string and generally changes a bit at random. Crossover, on the other hand, operates on two parent strings to produce two offspring. The process of fitness-dependent selection and application of genetic operators to generate successive generations of individuals is repeated until a satisfactory solution is found.
Recently, a GA-based representation transformation has been developed for a general classification problem [19] . It can select and create appropriate features in order to represent a problem suitably.
C. Principal Component Analysis (PCA)
PCA is a standard technique used to choose a dimensionality reducing linear projection that maximizes the scatter of all projected samples. The basic approach of the PCA is to compute the eigenvectors of the covariance matrix, and approximate the original data by a linear combination of the leading eigenvectors [7] .
Let the training set of face images be
, where a face image is N by N. The average face of the set is defined by
Each face differs from the average face by the vector
The vectors k u and scalars k λ are the eignvectors and eigenvalues, respectively, of the covariance matrix
where the matrix ] ... [
Since these eigenvectors have the same dimension as the original images and they are face-like in appearance, they are referred to as "Eigenfaces".
Given the eigenfaces, each face is represented as a vector of weights. The weights are obtained by projecting the image ( Γ ) into the eigenface components by a single inner product operation,
where the M′ significant eigenvectors are chosen with the largest associated eigenvalues. The weights form a vector
which describes the contribution of each eigenface in representing the input face image.
III. CONSTRUCTION OF FACE AUTHENTICATION SYSTEM
The block diagram of construction of our face authentication system is shown in Fig. 1 . Each step in the 
A. Preprocessing
By normalizing the distance between both eyes, a facial region is cropped from an input image, which is then normalized into a 64 × 64 pixel image so as to make the authentication system scale-invariant. To find out eyes from an input image, any eye detection algorithm may be used. If the axis connecting both eyes is on the skew, rotation is applied to the image. After then, histogram equalization is applied to minimize the effect of variations in the image brightness and contrast.
B. Construction of Feature List Instances
An element of a feature list represents what the feature is, and a feature list instance includes values of elements of a feature list. To avoid duplicating computation in the GA step, the feature list instances to be used for the feature selection are pre-computed. We suggest two kinds of feature lists: one is made up of average of intensity values and that of edge values, and the other consists of PCA projection weights. Besides these feature lists, various feature lists can be applied to the proposed system.
The feature list that consists of averages of intensity/edge values is computed from the images of size 64×64. As Fig. 2 shows, each image is scanned with the window of size 8×8 with a 4-pixel overlap. Consequently, the number of scanned windows is 225. A feature list instance for each image is composed of values computed from the averages of the pixels within 225 windows before and after applying the Sobel edge operator [20] .
The other feature list is composed of the PCA projection weights. We define the feature list using PCA as the weight vector T Ω in (10) that is obtained by projecting an image into the eigenfaces corresponding to the M ′ largest eigenvalues.
C. Selection of Discriminating Features using GA
In our face verification system, we employ GA to explore the space of all subsets of the given feature list. From now on, a subset of the given feature list is denoted by a feature subset. During the GA procedure, a preference is given to feature subsets that achieve the best classification performance and have small sizes. Each of the selected feature subsets is then evaluated using an SVM. This whole process is iterated along evolutionary lines until the best feature subset is found. Fig. 3 shows that each chromosome is represented as a fixed-length binary string standing for some subset of the feature list. Each bit of the chromosome represents whether the corresponding feature is selected or not. '1' in each bit means the corresponding feature is selected, whereas '0' means it is not selected. During the evolution, the simple crossover operator and the elitist strategy are applied.
D. Evaluation of Chromosomes Using SVMs
To evaluate a chromosome (equivalently, a feature subset), we construct an SVM using a polynomial kernel of the 4th order with the selected feature subset instances of a training data set as input vectors. The fitness value of a chromosome is proportional to the classification performance of the SVM for a tuning data set and is inversely proportional to the size of feature subsets. The fitness value is defined as
where self T is the total number of images of subject himself, 
where T N is the size of feature set. In (12) In (11), η is the trade-off parameter between error rate and memory requirement. That is, the larger η is, the less memory is required because a small feature subset gets more score.
Choice of small η means the preference for the small error rate rather than small memory usage.
Then, the system evolves using the fitness value. After the evolution, we obtain the SVM in which the input vectors are the feature subset instances corresponding to the most prominent chromosome. The feature subset is unique for each individual, where the uniqueness both in feature subset and in SVM is obtained from application of an evolutionary algorithm to each individual. Now, the SVM acts as a face authentication system. To perform authentication on devices such as smart cards, the SVM and the most prominent feature subsets are stored in the devices.
IV. AUTHENTICATION PROCEDURE USING OUR FACE AUTHENTICATION SYSTEM
Using the face authentication system established in section 3, a real-time face authentication procedure is provided in this section. The overall flow of the authentication procedure is shown in Fig. 4 .
A. Preprocessing and Extraction of Feature Subset Instance
First, the same preprocessing algorithms as one in the system setup phase are applied during this phase. Then, feature subset instance corresponding to the stored feature subset of an individual to be authenticated, which is chosen during the authentication setup phase, is extracted from the image to be authenticated. In this paper, feature subset instance is computed for the feature lists composed of PCA projection coefficients, or for the 225 windows of size 8×8 with a 4-pixel overlap generated by scanning a 64×64 sized face image, feature subset instance is computed by calculating average pixel intensities of those windows and by computing averages of pixel intensities after Sobel edge operator is applied.
B. Face Authentication using SVM
An SVM that is a face authentication system is constructed using the stored support vectors and corresponding weights of an individual to be authenticated. The authentication is performed by giving the constructed SVM feature subset instances and by observing the result.
V. FACE AUTHENTICATION SYSTEM IN MATCH-ON-CARD
We describe how to apply our face authentication system to smart card whose processor performs matching. Fig.5 depicts the enrollment and the authentication procedure in a match-oncard system.
To enroll a user, an image from a camera is preprocessed and a face authentication system is constructed using our algorithms. The constructed face authentication system is stored into the smart card, where the stored objects are composed of the support vectors, the weighted values and feature subset. To authenticate a user, an image to be authenticated is preprocessed in the same way as in the enrollment step. After the preprocessing, a feature list instance is extracted to be transported to the smart card. The smart card constructs an SVM that is a face authenticator using its internal information such as the support vectors and the weights. Among the feature list instance given, only feature subset instance corresponding to individual feature subset stored in the card are extracted, and used as input to the SVM to authenticate a user.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
To evaluate performance of our face authentication system, we make an experiment on the very famous face databases such as Yale database and ORL database with three kinds of feature lists. In this section, the experimental results are shown in various aspects.
A. Face Database
We demonstrate our algorithm on both the Yale face database and the Cambridge Olivetti Research Lab (ORL) face database. The Yale face database [17] consists of 11 images per 15 people, one per different facial expression or configuration: center-light, w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, surprised, and wink.
The size of images is 320 × 243 pixels.
There are 40 persons in the ORL database [18] Each database is categorized into the following three data sets: a training data set that constructs the SVM, a tuning data set that evaluates the SVM and a test data set that estimates the performance of the final face verification system after training. Yale database is categorized as following:
Training data set: For each person, 3 images of subject himself and each 3 images of 5 other persons were used for training. Tuning data set: For each person, 3 images of subject himself and each 3 images of 5 other persons were used for tuning.
Test data set: For each person, 5 images of subject himself and total 124 images of 14 other persons were used for testing. Among these 124 images, 44 images are those of people whose images do not appear in the training set nor in the tuning set.
In the same way, three data sets for each person in the database are constructed, and then the proposed algorithm uses training data set and tuning data set to build a face authentication system for each person. Evaluation of the face authentication system is performed with his test data set. 
B. Feature List
To evaluate the effectiveness of the proposed method, we consider two cases for each experiment. One is only with SVM of which input vectors are composed of the feature list instances, and the other has GA feature selection stage, where the input vectors for SVM consist of feature subset instances chosen by GA. Table 1 and 2 compare performance of an SVM-based face authentication algorithm having GA feature selection step with one not having GA step for (13) , (14) and (15) In the experiments including GA feature selection step, parameters related with GA are pre-determined: the number of generations=3000,
C. Experimental Results and Analysis
. As can be seen in Fig. 7 and Table 1 ,2 shows that our face authentication algorithm has much less error rate than the algorithm that has only SVM in all cases, even though only 24.0%-41.6% of the number of features (more exactly, the size of the feature subset) are used. Especially, the face authentication algorithm that uses pixels gray intensity itself as a feature list of the SVM shows poor error rate compared to one with GA feature selection step in the experiment 2, even though the former uses 4096(=64×64) features which is about 20 times of the number of features that the latter uses.
As a result, we can state that by using discriminating feature subset of an individual that is extracted by our algorithm, the memory requirement as well as the overall error rate is substantially improved. Now, we show effectiveness of two controllable parameters by experiments on Yale database. The first one is λ , which can control FRR and FAR, i.e., as λ increases, FRR decreases but FAR increases. Fig. 7 shows the tradeoff between FRR and FAR while changing λ . In the experiment, let The second one is η that can control memory requirement and error rate. Fig. 8 and 9 show the tradeoff between error rate and memory requirement while changing η . In the experiment, let λ =0.45 and the number of generations=3000, where the feature list (14) is used. Results are on Yale face database, too. As η increases from 0.00 to 0.90, FRR increases from 0.09 to 0.15 and FAR grows from 0.06 to 0.07. Meanwhile, the size of the selected feature subset decreases from 220 to 159 on the average. Thus, by choosing a proper η , we can make our algorithm work in memory-constrained systems at the expense of verification rate. 
VII. CONCLUSIONS
Smart card is a model of very secure storage, and biometrics is the ultimate technology for authentication. The two can be combined in many applications to enhance both the security and authentication. However, a careful design is required to integrate the biometrics into the smart cards because the smart cards have very limited memory. This paper proposed a memory-efficient method of face authentication by integrating GA into SVM. Comparative experiments showed that our face authentication algorithm with SVM whose input vectors consist of discriminating features extracted by GA has much better performance than the algorithm without feature selection process by GA has. Experiments are performed on Yale face database and ORL face database for three carefully chosen feature lists. Results showed that both FAR and FRR of our algorithm are lower than those of an SVM-based face authentication algorithm without GA feature selection step, even though our algorithm uses only 24.0%-41.6% of the number of features.
Also, a method to reduce, if needed, the amount of memory required in the authentication at the expense of authentication rate by changing a controllable system parameter is suggested. By adjusting the system parameter, we can reduce further the amount of memory required by 35% for a feature list using average of intensities and that of edge values. Therefore, the small memory requirement of the proposed method makes it applicable to either large-scale face identification systems or memory-constrained smart card systems. It further enhances the security issues in adopting the smart card into many emerging applications, in contrast to the traditional PIN verification currently being used.
