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INTRODUCTION
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1 Background
The human heart does not beat in a constant rhythm, but there are fluctuations in
time between two consecutive heartbeats (see figure 1).  These fluctuations are
spontaneous, or they can be evoked by physical or mental stimulation or by
pharmacological interventions. Heart rate is the number of heartbeats per minute.
Thus the heart rate shows both random and apparent periodical fluctuations with
variable amplitude and frequency (see figures 2A,3A). These beat-to-beat
fluctuations in heart rate are called heart rate variability (HRV) (Task Force p:354,
1996).
Although the causes of HRV are still debated, the periodical fluctuations in
heart rate are frequently studied to obtain quantitative estimates of sympathetic and
parasympathetic processes of neurocardiac function. It has been demonstrated that
HRV follows a 1/f spectral course down to frequencies of 10-5 Hz (Kobayashi et al.,
1982; Di Rienzo et al., 1995). The beat-to-beat fluctuations in heart rate present in
periods up to several minutes (2-5 min) are called short-term variability.
ECG
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
time (s)
IBI =
914 ms
IBI =
680 ms
Figure 1. Example of an ECG recording: 6 s recording of a healthy woman of 36
years. IBI = interbeat interval.
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Figure 2. Heart rate (HR). A: an example of an equidistantly sampled low-pass
filtered cardiac event series (see chapter 2) of about 5 min during supine rest,
recorded from a healthy male volunteer; mean heart rate is 72 beats per minute.
B: the corresponding power spectral density (PSD) function.
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Figure 3. Heart rate (HR). A: a low-pass filtered cardiac event series of about 5
min during orthostatic challenge, recorded from the same person as shown in
figure 2; mean heart rate is 87 beats per minute. B: the corresponding power
spectral density (PSD) function.
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In the range of short-term variability, three peaks can often be distinguished at
frequencies near 0.04, 0.1, and 0.3 Hz (see figures 2B,3B) (e.g., Hyndman et al.,
1971; Sayers, 1973; Kitney, 1975; Akselrod et al., 1981; Kamath et al., 1993; Task
Force, 1996). The first peak, at 0.04 Hz, is of uncertain origin. The 0.1 Hz peak is
probably mediated by the baroreflex and reflects the variable sympathetic tone of the
autonomic nervous system. The peak near 0.3 Hz may reflect parasympathetic
(vagal) tone linked with respiration. In the study of HRV, these peaks are called the
characteristic frequency components, bands, or rhythms. It has been shown that the
ratio of the powers of the heart rate fluctuations in the last two mentioned frequency
areas might be indicative of a sympathovagal balance (e.g., Malliani et al., 1991;
Parati et al., 1995). Several closed-loop blood pressure control models have been put
forward to explain the short-term variations in heart rate in terms of baroreflex and/or
cardiopulmonary reflexes (e.g., Wesseling et al., 1985; Ten Voorde, 1992; Van Roon,
1998).
In clinical research, most attention has been paid to the study of HRV. HRV
can be derived non-invasively from a surface ECG. As a non-invasive tool, the study
of HRV has provided valuable information regarding neurocardiac functioning in
autonomic nervous system diseases such as neonatal autonomic developmental
dysfunction, autonomic neuropathy (e.g., diabetes mellitus, autonomic failure),
hypertension, heart failure, and coronary heart disease. For instance, population-
based studies have indicated that reduced HRV, primarily due to reduced vagal
effectiveness, predicts cardiac events, cardiovascular mortality, and the onset of
hypertension (Bigger et al., 1993; Tsuji et al., 1996; Singh et al., 1998; Kikuya et al.,
2000).
In affective and anxiety disorders, abnormalities of the autonomic nervous
system and a higher-than-expected rate of sudden death from cardiac disease have
been reported (e.g., Malzberg, 1937; Black et al., 1985; Hayward, 1995). Within
psychiatric research, HRV-analysis has been applied to assess if dysfunctions in
sympathetic and parasympathetic neurocardiac regulation may explain these
phenomena. Several clinical studies have demonstrated that depressed patients
show decreased HRV, possibly due to vagal withdrawal (Dalack et al., 1990; Miyaki
et al., 1991). However, other studies only found limited evidence for alterations in
HRV in depressed patients (Yeragani et al., 1991; Tulen et al., 1996). The issue of
comorbidity between cardiac diseases and psychiatric symptoms is complicated to
resolve. This may be due to the cardiovascular (side-)effects of many psychoactive
drugs, such as tricyclics and MAO-Is. Furthermore, the presence of cardiovascular
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risk factors, e.g., smoking, reduced physical activity, and altered lipid levels, in many
psychiatric populations also complicates this issue.
2 Why time-frequency analysis?
It is customary to study HRV in the time-domain or in the frequency domain. For
instance, the variance of an HRV-signal within a time-interval is a time-domain
parameter expressing the power of the HRV in that interval. The variance is
computed by integrating the squared amplitude of the HRV-signal over that interval.
The squared amplitude of a signal is called the instantaneous power (e.g., Boashash
p:438, 1991; Cohen p:4, 1995). The power spectral density of a signal computed over
a time-interval is defined by the squared amplitude of the finite Fourier transform of
the signal averaged over that time-interval (e.g., Bendat p:130, 1986; Boashash
p:437, 1991; Cohen p:7, 1995). This reflects the power of each frequency component
averaged over that time-interval. The power of an HRV-signal within a frequency
band is a frequency-domain parameter and is obtained by integrating the power
spectral density of the signal over that frequency band.
However, the instantaneous power and the power spectral density, alone and
in combination, are not sufficient to fully describe the properties of an HRV-signal.
From a power spectral density function we learn which frequency components are
present, but it does not tell us when they are present, since the phase information is
lost when computing the power spectral density. Similarly, the instantaneous power
describes which time components are present, but not the frequency range of a time
component. (e.g., Boashash p:422, 1991). In other words, the power spectral density
does not reveal the frequency components in time and the instantaneous power does
not show the time components in frequency.
Statistics measured in a 5 min interval of HRV probably differ from those
measured in the next 5 min and from those measured in the entire 10 min interval.
When the differences are statistically significant, the signal is called non-stationary. If
this is the case, there may be significant changes of the frequency components of the
signal in time (cf., Boashash p:418, 1991). Their presence in time cannot be derived
from the power spectral density computed over the 10 min interval. And their powers
cannot be interpreted unambiguously, because frequency components of different
duration and amplitude may produce similar peaks in the power spectral density
function. For instance, if a frequency component is present during 20 s within the 10
min interval with an amplitude of, say, 10 units, the power spectral density is similar
to a situation where the frequency component is present during 5 s with an amplitude
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of 20 units. Thus the need arises for a description that represents the power of the
signal simultaneously in the time- and frequency-domains. Such time-frequency
representations are often called ‘distributions’ for historical reasons. The phase
spectrum of the raw signal contains the information that is necessary to localize the
frequency components in time. Especially, the instantaneous frequency is a means to
localize the frequency components in time. Therefore, the phase information of the
raw signal is included in the computation of a time-frequency representation. Time-
frequency signal analysis does not assume stationarity, whereas power spectral
analysis does (e.g., Boashash p:418, 1991).
If there are transients in HRV, which is often the case, a time-frequency
representation can be employed to describe them. This means a greatly improved
interpretation of HRV-signals of experimental and clinical populations. Especially if a
time-frequency method can be used that provides a qualitative and quantitative
description of the dynamic changes in frequency and amplitude with a high resolution
in time. We expect that these methods facilitate the study of very fast ‘instantaneous’
changes in sympathetic and parasympathetic processes. Furthermore, the time-
frequency method should allow the quantification of transient and sustained changes
in the characteristic frequency components to study responsiveness of the
cardiovascular control system to various physical, mental or pharmacological stimuli.
This thesis describes time-frequency techniques that we have developed to
study cardiovascular control mechanisms applicable to psychiatric and psycho-
physiological research.
3 Aim of the research
The aim of this research is to develop a time-frequency method suitable to study
HRV in greater detail. The following approach was used:
• two known time-frequency representations were applied to HRV to understand its
advantages and disadvantages in describing HRV in frequency and in amplitude,
over time;
• a new method was developed that describes the time-varying fluctuations in the
characteristic frequency bands of HRV by means of the instantaneous frequency and
the instantaneous amplitude with an optimal time-resolution;
• an index was developed to separate the oscillatory from the irregular periods in
the instantaneous frequency;
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• from the instantaneous amplitude and frequency, we derived summarizing
parameters which we applied to describe the changes in the instantaneous amplitude
and frequency over time for the oscillatory and irregular periods separately.
4 Outline of the thesis
Chapter 2 presents an overview of existing techniques to analyze HRV in the time-
domain, the frequency-domain, and the time-frequency domain.
Chapter 3 describes methods for frequency analysis on non-equidistantly
sampled HRV-signals. It paves the way for the application of time-frequency
techniques to such signals.
Chapter 4 summarizes the results of experiments using the frequency-domain
techniques of chapter 3. The spectral estimates of heart rate and blood pressure
variability were computed. They described changes in sympathetic and para-
sympathetic cardiovascular processes as a result of pharmacological challenge tests
(clonidine, lorazepam, epinephrine, norepinephrine) in healthy volunteers. They also
described the effects of antidepressant treatment (imipramine, mirtazapine) on the
autonomic cardiovascular control processes of depressed patients.
Chapters 5 and 6 demonstrate the applicability of two known time-frequency
representations. This was done by visualizing and analyzing the instantaneous
spectral changes in HRV, blood pressure, and respiratory signals. These signals
were obtained from healthy subjects, patients with pure autonomic failure, and
depressed patients. The signals were measured during supine rest, mental stress,
and orthostatic challenge.
Chapter 7 presents a new method to describe the time-varying properties of
HRV by the instantaneous amplitude and frequency. A measure of the instantaneous
bandwidth, the instantaneous bandwidth coefficient, was developed to separate
irregular and oscillatory periods in the instantaneous frequency.
In chapter 8, the instantaneous frequency was compared to three other
methods: the discrete time-frequency transform, the circular mean direction of the
time-slices of the Wigner-Ville distribution, and the central finite difference of the
instantaneous phase.
In chapter 9, our new method was applied to HRV-data obtained from healthy
subjects during supine rest and orthostatic challenge. A number of summarizing
parameters were defined to quantitatively describe changes in the instantaneous
amplitude and frequency over time.
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Chapter 10 summarizes the advantages of our time-frequency method in
conjunction with its relevance for clinical research.
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CHAPTER 2
HEART RATE VARIABILITY AND ITS ANALYSIS

Heart rate variability - 23 -
This chapter introduces the concept of heart rate variability and defines various
representations of heart rate variability that can be used for various analysis
techniques, such as spectral analysis. Spectral analysis and time-frequency analysis
are explained. The chapter ends with a section on the instantaneous amplitude and
frequency of narrow frequency bands.
1 Heart rate and heart rate variability
The human heart contracts and relaxes rhythmically, with each contraction pumping
blood from the veins to the arteries. The complete cycle of contraction and relaxation
is called a heartbeat or cardiac cycle. Each heartbeat is initiated by an electric
impulse, called an action potential. The action potentials are generated in the
sinoatrial node of the heart, which is a specialized group of cells in the right atrial wall
of the heart (e.g., Guyton et al., 1996). Contraction and relaxation of the heart are
preceded by electrical phenomena that can be measured on the skin by means of an
electrocardiogram (ECG). This complex of electric phenomena or waves in one
cardiac cycle is depicted in figure 1 (e.g, Guyton et al., 1996).
Heart rate (HR) is the occurrence rate of the cardiac cycle per unit time,
conventionally, per minute (e.g., Rompelman, 1980; Guyton et al., 1996). Heart rate
is also called heart rhythm. To determine this rate, it should be sufficient to measure
the time-intervals between adjacent sinoatrial action potentials. However, these are
not detectable in the ECG. The nearest to this action potential is the P-wave. Thus
the period of time between two adjacent P-waves could be measured, but the onset
of a P-wave is not sharply defined. In general, the sharp R-waves of the QRS-
Cardiac Cycle
0 0.2 0.4 0.6 0.8 1
time (s)
R
P
Q S
T
Figure 1. An example of one cardiac cycle or heart beat.
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complex are easier to detect and the period between two consecutive R-waves is
called the R-R interval or interbeat interval (IBI). The interbeat intervals determine in
practice the heart rate. It should be noted that the P-R interval shows slight
fluctuations. This causes small differences between the heart rate measured from the
onset of P- or from the R-waves. Since this thesis deals with small fluctuations in
heart rate, the effect must be mentioned, but it is almost always ignored in practice
(Rompelman, 1980).
The generation of action potentials is a rhythmic process. Repetitive self-
induced discharges cause potential depolarizations in the cell membranes of the
sinoatrial node and thereby firing action potentials. This results in a fairly constant
heart rhythm (e.g., Guyton et al., 1996). However, the heart rhythm is modulated by
the autonomic nervous system. Varying sympathetic and parasympathetic nervous
activity modulates the firing rate of the sinoatrial node. Therefore, the duration of the
cardiac cycle varies. These variations in duration are called beat-to-beat fluctuations
(of the cardiac cycles). The beat-to-beat fluctuations in heart rate are called heart rate
variability (HRV) (Task Force p:354, 1996). HRV may be studied in the time-domain,
the frequency-domain, or in the time-frequency domain. An HRV-representation is
the beat-to-beat information derived from the ECG that is of interest for HRV-analysis
and ordered in such a way that it is accessible to the analysis techniques (De Boer
pp:20,28, 1985; De Boer et al., 1985) and can be related to other physiological
processes (Rompelman p:124, 1987; Mulder p:5, 1988). This information may consist
of a listing of interbeat intervals derived from the ECG or a listing of inverses of
interbeat intervals, called instantaneous heart rates. The interbeat intervals are
expressed in s, the instantaneous heart rates are expressed in s-1, or more
conventionally in beats per minute.
2 Various HRV-representations
When we state that the oscillations in the heart rate are called heart rate variability
there are still several ways in which this can be described and displayed. A first and
obvious way is to make a list of the successive interbeat interval values or
instantaneous heart rate values that are measured by detecting the R-waves from the
ECG. Since these values occur with increasing time, the various interbeat interval or
instantaneous heart rate values in the list may be ordered by means of an increasing
index. An indexed list of interbeat intervals is called an interbeat interval time
series. An indexed list of instantaneous heart rates is called a heart rate time
series. The index may be a number starting from 1 and increasing with 1: (1,2,3,4...).
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When the list is plotted on a horizontal axis the heart rate values are plotted at
regular horizontal distances. Often the regular horizontal increment is taken as the
average interbeat interval in seconds. This transforms the horizontal axis to a time
axis. In this case the indices are equidistantly spaced and the list is called an
equidistant time series.
The index may also be the R-wave occurrence time. In that case the values
are placed at the instant of detection of the second R-wave of the R-wave pair
between which the interbeat interval or the instantaneous heart rate value was
measured. When we plot a time series indexed by R-wave occurrence time, the
values of the list are now plotted at irregular horizontal intervals. This is because the
heart rate in general is not constant. The horizontal axis is now naturally a time axis
and the list is called a non-equidistant time series.
This leads to the definition of four different HRV-representations (see figures 2
and 3):
• The interbeat interval series is an equidistant interbeat interval time series.
• The heart rate series is an equidistant heart rate time series.
• The interbeat interval function is a non-equidistant interbeat interval time series.
• The instantaneous heart rate function is a non-equidistant heart rate time
series.
These representations were studied by various authors, for instance, Rompelman et
al. (1977), De Boer (pp:29-32,49, 1985), and Janssen et al. (1993).
There are still more HRV-representations. Another representation of heart rate
variability is obtained by replacing the R-wave by a narrow positive spike of constant
unit impulse generated at the instant that the R-wave is detected (see figure 4). If
each R-wave is called an event, the series of events is called an R-wave event series
or cardiac event series (CES) (e.g., Hyndman et al., 1975a; 1975b; Rompelman et
al., 1977; 1985). It is further possible to multiply each constant spike by the value of
the interbeat interval obtained at that instant, multiplied with the duration of the
preceding R-R interval. The result is called the interbeat interval event series. The
equivalent for the instantaneous heart rate is called the heart rate event series (e.g.,
Mulder, 1988; Van Steenis, 1994).
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Figure 2. HRV-representations (e.g., Rompelman et al., 1977; De Boer p:49, 1985;
Janssen et al., 1993). Abbreviations: IBI = interbeat interval; IHR = instantaneous
heart rate.
A: ECG with R-waves at it , and interbeat intervals 1IBIi i it t −= − , the instantaneous
heart rates IHR i  are the inverses of IBIi ;
B: interbeat interval series: the IBIi  are indexed by number i ;
C: heart rate series: the IHR i  are indexed by number i ;
D: interbeat interval function: the IBIi  are placed as a function of time it ;
E: instantaneous heart rate function: the IHR i  are placed as a function of time it .
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Figure 3. Summary of the sections 2 and 3. Abbreviations: ECG = electro-
cardiogram; IBI = interbeat interval; IHR = instantaneous heart rate; LPFCES =
low-pass filtered cardiac event series; inst. = instantaneous. The numbers refer to
sections and figures of chapter 2.
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The unit spikes of the CES are placed at irregular distances. An equidistant
time-series may be obtained by filtering the CES with some low-pass filter and
sampling this signal. Often a cutoff frequency of 0.5 Hz is used. This result is called
the low-pass filtered cardiac event series (see figure 3) (e.g., Hyndman et al.,
1975a; 1975b; Rompelman et al., 1977; French et al., 1971; Peterka et al., 1978). We
used a zero-phase low-pass finite impulse response (FIR)-filter (Oppenheim et al.,
1999). This filter is non-causal. The pass-band is the frequency interval [0, 0.5]. The
-6 dB point is at 0.5 Hz. The transition band between 0.4863 Hz and 0.5137 Hz is
‘cos2-shaped’ (see figure 5). The low-pass filtered cardiac event series is comparable
with heart rate, because whenever the heart rate is higher, there are more spikes
with smaller intervals between them, and consequently, the filter output will be higher
(see figure 4). To use this signal digitally it must be sampled, in our case with a
sample frequency of 4 Hz.
0 5 10 15 20 25time (s)
H
z
ECG
CES
LPFCES
1.5
0.5
Figure 4. From ECG to LPFCES: the R-waves in the ECG (upper graph) are
detected and represented by spikes placed at the R-wave occurrence times. This
constitutes a function of time, called the cardiac event series (CES, middle graph).
The CES is filtered with a zero-phase low-pass FIR-filter with cutoff frequency of
0.5 Hz. This results in a low-pass filtered cardiac event series (LPFCES) (e.g., De
Boer p:32, 1985).
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Figure 5. To obtain a low-pass filtered cardiac event series, the cardiac event
series is filtered with a zero-phase low-pass FIR-filter. The –6 dB point is at 0.5
Hz. The pass-band ranges from 0 to 0.5 Hz. The transition band ranges from
0.4863 to 0.5137 Hz and has a cos2-shaped slope. Figure A shows the transition
band. Figure B shows the amplitude of the frequency response in dB. Figure C
shows the truncated impulse response of this filter. The total duration is 183 s.
Note that this FIR-filter is non-causal.
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Although we now already have eight representations, all with slightly different
properties, several more can be defined and have been in use. This makes HRV-
studies confusing for the uninitiated. In the study of time-frequency analysis of HRV
(chapters 7,8, and 9), we limited ourselves to the use of the low-pass filtered cardiac
event series, based on its slightly superior properties for our purpose (e.g.,
Rompelman, 1980; Rompelman et al., 1977; Mulder pp:8,51-52, 1988). However, the
use of any other representation may serve just as well when the fluctuations are
small with respect to the average heart rate.
3 Spectral analysis of heart rate variability
In the previous sections we have described how heart rate (and interbeat interval)
can be derived from the ECG and how a number of slightly different representations
of heart rate variability came into use. When looking at abritrary HRV-signals it
appears that often both noise-like and sinusoidal-like variability components are
present (see figures 2A and 3A of chapter 1). The overall picture may be quite
confusing and at times when the sinusoidal oscillations are small in amplitude they
may even become invisible in the noise. However, these ‘invisible’ oscillations may
become ‘visible’ by means of spectral analysis. What is spectral analysis?
Let us take an interval of heart rate variability of, say, 100 s. To this interval we
apply a discrete Fourier transform and we obtain the same signal as before but in yet
another form or representation. The result of this Fourier transform is a list of all the
frequencies, from the fundamental harmonic (here 0.01 Hz) up, that occur in the
heart rate variability with their amplitude and their phase in the form of a complex
number. This means that to each frequency in the list, a complex number is assigned
by the transform. This is called a spectrum. In the spectrum we can usually observe
the noisy component separated from the sinusoidal component since they usually
differ in frequency. The noise is usually concentrated towards the fundamental
harmonics (those from 0.01 Hz up), whereas the sinusoidal components are
predominant near 0.1 Hz and near 0.3 Hz (see figures 2B and 3B of chapter 1). Thus
we have now obtained a much clearer picture of the sinusoids in the heart rate
variability signal.
There is nothing special about the spectrum. Given the spectrum, the original
data can be reconstructed by means of another discrete Fourier transform and so
forth and so on. The absolute values of the complex numbers of the spectrum are
often squared. The result is called the power spectrum (or power spectral density
function). Because of the squaring action the phase is lost and the high amplitudes
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are emphasized with respect to the smaller amplitudes. A further effect is that we
clearly see the amplitude of the sinusoid of a particular frequency but from the
spectrum alone we do not know at which point in time this frequency occurred. In
fact, the spectrum gives an average of the amplitude of an oscillation at a certain
frequency over the entire 100 s duration of the signal. We gain some, we loose some.
Spectral analysis of HRV-representations signals was used at an early stage
by Penaz et al. (1968), and by Sayers (1973), to name just two pioneers. Spectral
analysis can be applied to each of the HRV-representations of section 2. Some
spectra have names. We just mention these names. The power spectral density
function
• of an interbeat interval series is called the interval spectrum;
• of a heart rate series is called the heart rate spectrum;
• of a CES is called the spectrum of counts;
• of an interbeat interval event series is called the instantaneous interval
spectrum;
• of an heart rate event series is called the instantaneous heart rate spectrum.
This is shown in figure 3. The different techniques of spectral analysis were studied
by Luczak et al. (1973), Hyndman et al. (1975a; 1975b), Mohn (1976), Rompelman et
al. (1982), Rompelman (1985; 1987), Pomeranz et al. (1985), De Boer (ch.3, 1985),
Mulder (pp:51-57, 1988), Van Steenis et al. (1994), Parati et al. (1995), and many
more.
Two examples of spectra of counts are shown in figures 2B and 3B of chapter
1. Mulder (1988) developed a computer program, called CARSPAN, to compute the
power spectral density function of a CES and of an interbeat interval event series.
4 Time-frequency analysis of heart rate variability
Let us return to the 100 s interval of HRV (section 3). Suppose we sampled the
interval with a sample frequency of 1 Hz. Then the interval of 100 s delivers 100 data-
points. The time-resolution is 1 s, and the frequency range of the power spectrum of
this interval ranges from 0 until 0.5 Hz in steps of 0.01 Hz. Suppose now there
appears a sinusoid with a frequency of 0.2 Hz at the 20th second and disappears at
the 40th second. Then we observe a peak in the power spectrum at 0.2 Hz. However,
from the spectrum alone we do not know at which points in time this sinusoid
occurred. Suppose, for the sake of clarification, that at each second of the time-
interval, we are able to compute a list of frequencies that occur at that instant,
together with their amplitude and their phase. Of each list we can compute the power
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spectrum. This results in a list of 100 power spectra: one for each instant in the time-
interval, i.e., they are computed instantaneously. We call these spectra:
instantaneous power spectra. When we plot this list of instantaneous power spectra,
ordered according to increasing time, we see that there appears a frequency
component of 0.2 Hz in the 20th second. It stays in the successive spectra until the
39th second, after which the sinusoid disappears. Furthermore, if the amplitude of the
sinusoid varies in time, the heights of the peaks in the instantaneous spectra varies
correspondingly. Such a list of instantaneous power spectra is called a time-
frequency representation: it represents the power of a signal simultaneously in time
and frequency. The strength of a time-frequency representation is that it visualizes
time-varying frequency components in a signal when they come and go. In the next
section we discuss some forms of time-frequency representations that are used in
the study of HRV. In the chapters 5 and 6 we applied two time-frequency
representations to HRV.
5 The instantaneous amplitude and frequency of narrow frequency
bands
In the example of section 3 we observed 2 frequency peaks, one near 0.1 Hz and
one near 0.3 Hz. However, in general these peaks are not narrow, but they have a
width or spread (see figures 2B and 3B of chapter 1). As peaks they do not stand
alone, but protrude above a general background. Take, for example, the peak near
0.1 Hz. How was this peak brought about? Is it the result of a sinusoid of which the
frequency is fluctuating in time? Or is it the result of a sinusoid of which the amplitude
is fluctuating in time? Maybe it is a combination of both? With a time-frequency
representation this complex component can be visualized. However, we want to go a
little further and analyze, for example, this component near 0.1 Hz quantitatively. In
the instantaneous spectra (see section 4) of the time-frequency representation we
see this component changing in amplitude, in frequency location, and in spread, with
increasing time. The next step is that we want to compute these parameters at each
independent instant of the time-interval. If we manage to do this, the amplitude is
called the instantaneous amplitude, the frequency is called the instantaneous
frequency, and the spread is called the instantaneous bandwidth of this component in
the signal.
What are independent instants in practice?  Suppose we filter the signal of
section 3 with a low-pass filter. After the low-pass filter, the original samples of the
signal become dependent because the signal does no longer change as quickly and
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adjacent samples become linked or correlated. We say that the signal is over-
sampled. Suppose each four adjacent points are dependent and every fifth instant is
independent. The 1st point, the 5th point, the 9th point, and so on, are independent
instances. Adjacent disjoint time-intervals of 4 s are likewise independent. Suppose
we can compute a value of a signal property in these intervals: one value for each
interval. Then we can say that the resulting adjacent values in time are placed at
independent instances. This means that these properties are instantaneous
properties. Otherwise, computations over a shorter time interval yield adjacently
dependent points in time; if computed over a longer time interval, the values of the
properties will be averaged. We now define that a signal property, which can be
computed within the time-resolution of the signal, is an instantaneous property (see
chapter 7).
The next step in the time-frequency analysis of HRV is the analysis of the
characteristic frequency bands of HRV by means of the instantaneous amplitude,
frequency, and a measure of the instantaneous bandwidth. After filtering the HRV-
signal with a filter corresponding with one of the characteristic frequency bands, we
can determine the time-resolution of the filtered signal and compute these
parameters instantaneously. This is described in chapter 7, 8, and 9.
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This paper compares two methods to estimate heart rate variability spectra, i.e., the
spectrum of counts and the instantaneous heart rate spectrum. Contrary to Fourier
techniques based on equidistant sampling of the interbeat intervals, the spectrum of
counts and the instantaneous heart rate spectrum are based on non-equidistant
sampling: the values are determined at R-wave occurrence times. A consequence of
the non-equidistant occurrence of the R-peaks in a heart rate signal is the
appearance of the sidebands of the harmonic components of the mean heart rate in
the spectra. These sidebands contaminate the signal components in the spectrum.
The sideband distortion in the instantaneous heart rate spectrum was found to be
smaller than in the spectrum of counts. Simulations using the IPFM-model were
made to quantify this difference. On basis of these simulations, sideband distortion
appeared to be dependent on the mean heart rate, the modulation depth and the
modulation frequency.
1 Introduction
Spectral analysis of beat-to-beat fluctuations in heart rate can be used as a
quantitative and non-invasive technique for the study of the functioning of short-term
cardiovascular control. Fluctuations in heart rate are believed to contain information
related to sympathetic and parasympathetic activity within the cardiovascular control
system (Hyndman et al., 1971; Sayers, 1973; Akselrod et al., 1981; 1985).
From the electrocardiogram (ECG), the R-wave occurrence times are determined
and the interval lengths (interbeat interval: IBI) between consecutive R-waves, as
well as the heart rate, are measured. It has been shown that the variations in the
interbeat interval time series do not produce a random pattern (Sayers, 1980), but
show certain frequency-specific properties (Sayers, 1973; Akselrod et al., 1981).
Therefore, spectral analysis is an important method to describe frequency-dependent
aspects of heart rate variability. The following frequency bands are recognized in the
heart rate variability spectrum (Sayers, 1973; Mulder, 1988):
a) variations related to temperature regulation of the body (0.02–0.06 Hz, low
frequency band);
b) variations related to intrinsic characteristics of the blood pressure control system
(0.06–0.14 Hz, mid frequency band) and
c) variations mainly related to respiratory activity (0.14–0.50 Hz, high frequency
band).
Several techniques have been developed to estimate heart rate variability
spectra. Baselli et al. (1985; 1986) used a parametric method for autoregressive
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spectral analysis of heart rate time series. This method calculates a number of
parameters which are used to describe the spectrum.
Non-parametric methods in general make use of a discrete Fourier transform
(Bendat and Piersol, 1986). Some of these methods are based on equidistant
sampling of the interbeat interval lengths (Sayers, 1973; 1980; Mohn, 1976; De Boer
et al., 1984), or inverse interval lengths (Mohn, 1976; De Boer et al., 1984). The
intervals (figure 1a), or inverse interval lengths (figure 1b), are placed equidistantly as
a function of interval number. Spectra can then be calculated using a fast Fourier
transform (FFT) (Cooley and Tukey, 1965). This is a fast way to calculate the
spectra, but the disadvantages are that the number of data points has to be a power
of two and the spectra are functions of ‘cycles per beat’ instead of ‘cycles per second’
(De Boer et al., 1984). Such an approach may become a problem when time
relations between signals have to be studied (such as between heart rate and
respiration), because this method may introduce relative time shifts between time
series which are not constant as a function of time.
Other methods are based on interpolation of non-equidistantly sampled
interbeat intervals. Firstly, the intervals are placed non-equidistantly at R-wave
occurrence times (figure 1c) (Luczak and Laurig, 1973), or the inverse interval
lengths are placed non-equidistantly at the R-wave occurrence times (figure 1d)
(Womack, 1971). Then the time series is interpolated and the resulting signal is
sampled equidistantly. From these sampled data points, the spectrum can be
estimated using a fast Fourier transform. The disadvantage is that a zero order
interpolation often results in a discontinuous signal and a first order interpolation also
results in unwanted effects in the spectrum (Luczak and Laurig, 1973; De Boer et al.,
1984). Berger et al. (1986) used a series of interpolated inverse intervals.
In this paper we evaluate two other methods, based on non-equidistant
sampling, to estimate the heart rate variability spectrum. These methods are:
1) the spectrum of counts (SOC) (Rompelman, 1985): at each R-wave occurrence
time, a delta function of unit area is placed (figure 1e); this sequence of delta
functions is transformed with a discrete Fourier transform in order to estimate the
power spectrum;
2) the instantaneous heart rate spectrum (IHRS): at each R-wave occurrence time,
the interbeat interval length is measured. A delta function of unit area, but with weight
(or amplitude) equal to the inverse interval length, is placed at the R-wave
occurrence time (figure 1d); a discrete Fourier transform is applied to estimate the
power spectrum of this time series. This IHRS is based on a method of Mulder
(1988).
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Figure 1: Methods to sample a heart rate variability signal.
a) A series of interbeat interval lengths as function of interval number, the
intervals are sampled equidistantly.
b) A series of inverse interval lengths as function of interval number, the intervals
are sampled equidistantly.
c) A series of interbeat interval lengths as function of time, the intervals are
sampled non-equidistantly at R-wave occurrence times.
d) A series of inverse interval lengths as function of time, the intervals are
sampled non-equidistantly at R-wave occurrence times.
e) A series of delta pulses as a function of time, the pulses are placed non-
equidistantly at R-wave occurrence times.
f) A series of delta pulses as a function of time, the pulses are placed non-
equidistantly at R-wave occurrence times and have weights equal to the sample of
the signal multiplied by the time-interval passed since the former sample, i.e. Ii =
ti – ti–1.
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Although the discrete Fourier transform takes a longer calculation time, the SOC and
IHRS have the great advantage that any number of data points can be used, while
the spectra are now functions of ‘cycles per second’ and no unwanted interpolation
effects will occur.
A consequence of the non-equidistant character of the sequence of delta-
functions or the (inverse) interval series is the appearance of the sidebands of the
harmonic components of the mean heart rate in the spectra. These sidebands
contaminate the signal components in the spectrum. Although the two methods to
estimate the heart rate variability spectra (i.e., SOC and IHRS) are essentially
equivalent, the appearance of the sideband components is different. After a
description of the methods to calculate the SOC and the IHRS, the effects of the
distortion in the spectra due to the sidebands of the harmonic frequencies are
evaluated in this paper.
2 Theory
A standard fast Fourier transform cannot be used to calculate the spectrum of a non-
equidistantly sampled signal. The power spectrum of such a signal must be
estimated in a different way and this section will deal with this technique. In particular
the SOC and the IHRS are described.
2.1. The spectrum of counts
A series of R-wave time points is represented by a series of delta pulses ( )it tδ −  at
times it , 1,2,...i N=   (figure 1e). These delta pulses form the signal:
( )p t = ( )
1
N
i
i
t tδ
=
−∑ (1)
Several approaches to estimate the spectrum of this function have been proposed.
One approach is to filter ( )p t  with a low-pass filter with a cut-off frequency at about
half the mean heart rate. The resulting time series is called the Low Pass Filtered
Cardiac Event Series or LPFCES (Hyndman and Mohn, 1975). This is an
equidistantly sampled series and from these samples the spectrum can be estimated
with the use of a fast Fourier transform.
Another approach is given by Rompelman (1985). The spectrum CP  of the
function ( )p t  is:
( )C kP f = ( ) ( )*2 C k C kX f X fT ⋅ ⋅
(Bendat and Piersol, 1986) with:
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( )C kX f = ( ) 2 kjf tp t e dtπ+∞ −−∞ ⋅∫ = 2
1
k i
N
jf t
i
e π−
=
∑ (2)
and kf k T= , 0,1,2,...k = , T  is the total time of the record. The spectrum CP  of the
function ( )p t  is estimated by using the right part of equation (2). The spectrum CP  is
called the spectrum of counts (SOC). This spectrum is based on non-equidistant
sampling, the delta pulses are occurring at the R-wave occurrence times.
DC-correction can be performed by subtracting a sequence of N  delta
functions, placed at equal intervals I , from the original delta sequence. So the
function ( )p t  in (1) becomes:
( )p t = ( ) ( )
1 1
N N
i
i i
t t t i Iδ δ
= =
− − − ⋅∑ ∑
From this function, the Fourier transform is calculated (Mulder, 1988).
2.2 The spectrum of a non-equidistantly sampled signal
The idea of non-equidistant sampling can be extended: other signals can be sampled
at the R-wave occurrence times. At the detection times it  of the R-waves, a sample
is taken of another (cardiovascular) signal. For instance the diastolic blood pressure,
the interbeat interval, or the respiration. In this way, a collection of data points on a
beat-to-beat basis is obtained. Mulder (1988) gave a method to calculate the
spectrum of these non-equidistantly sampled signals. This method is based on an
approximation of the Fourier integral by a zero-order (rectangular) weighting of
sample values. In the same way as is implicitely done in the equidistant discrete
Fourier transform, each sample value is weighted with the sample interval duration.
At times it  (the R-waves occurrence times), the samples ix , 1,2,...,i N= , of a signal
are taken. The R-wave occurrence times at times it  are represented by a series of
delta pulses ( )it tδ − , these delta pulses have weights (and areas) equal to the
sample ix  multiplied by the time-interval 1i it t −−  (figure 1f). The spectrum estimated
from these data points is the spectrum of the function ( )p t  consisting of all the
weighted delta pulses:
( )p t = ( ) ( )1
1
N
i i i i
i
x t t t tδ−
=
⋅ − ⋅ −∑
The spectrum P  is defined by:
( )kP f = ( ) ( )*2 k kX f X fT ⋅ ⋅
with:
( )kX f = ( ) 2 kjf tp t e dtπ+∞ −−∞ ⋅∫ = ( ) 21
1
k i
N
jf t
i i i
i
x t t e π−−
=
⋅ − ⋅∑ (3)
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kf k T= , 0,1,2,...k = , and with T , the total sampling time. The spectrum P  of the
function ( )p t  is estimated by using the right part of equation (3).
DC-correction is applied by subtracting a weighted mean of the samples ix
from the samples. This weighted mean has the form:
Wx = ( )1
1
1 N
i i i
i
x t t
T −=
⋅ −∑
and (3) becomes:
( )kX f = ( ) ( ) 21
1
k i
N
jf t
i W i i
i
x x t t e π−−
=
− ⋅ − ⋅∑
As mentioned before, other (cardiovascular) signals can be sampled at the R-wave
occurrence times. Two special signals that can be sampled are the interbeat interval
lengths and the inverses of the interval lengths. So at every R-wave occurrence time,
the time that has passed since the last R-wave occurrence time is measured, and the
interval iI  or the inverse 1i iR I=  is the sampled value.
In section 2.3, the spectrum estimated from a series of non-equidistantly
sampled interbeat intervals is described. This spectrum is called the interval
spectrum. Mulder (1988) dealt with this spectrum in detail. The spectrum of a series
of non-equidistant inverse interval lengths is described in section 2.4. This spectrum
is called the instantaneous heart rate spectrum (IHRS).
2.3 The interval spectrum
At the R-wave occurrence times it , the interbeat intervals 1i i iI t t −= −  for 1,2,...,i N= ,
are sampled. The interval spectrum IP  is:
( )I kP f = ( ) ( )*2 I k I kX f X fT ⋅ ⋅
in which ( )I kX f  is defined in equation (3) with i ix I=  and 1i i it t I−− = , i.e.:
( )I kX f = 22
1
k i
N
jf t
i
i
I e π−
=
⋅∑ (4)
where kf k T= , 0,1,2,...k = , and T  is the total measuring time.
The DC-corrected form of (4) becomes:
( )I kX f = ( ) 2
1
k i
N
jf t
i W i
i
I I I e π−
=
− ⋅ ⋅∑
with
WI = ( )1
1
1 N
i i i
i
I t t
T −=
⋅ −∑ = 2
1
1 N
i
i
I
NI =
∑ ,
and I  is the mean interval length. WI  is the weighted mean of the interbeat interval
lengths.
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2.4 The instantaneous heart rate spectrum
At R-wave occurrence times it , the interbeat interval lengths 1i i iI t t −= −  for
1,2,...,i N= , are sampled. The power spectrum RP  of the IHRS approach is:
( )R kX f = ( ) ( )*2 R k R kX f X fT ⋅ ⋅
with:
( )R kX f = 2
1
1
k i
N
jf t
i
i i
I e
I
π−
=
⋅ ⋅∑ (5)
where kf k T= , 0,1,2,...k = , and T  is the total measuring time. In this form, the IHRS
is equivalent with the SOC (see (2)).
If DC-correction is applied, (5) becomes:
( )R kX f = ( ) 2
1
k i
N
jf t
W i
i
R R I e π−
=
− ⋅ ⋅∑
with 1i iR I= , and
WR =
1
1 N
i
i
R
T =
∑ = N T ,
which is the weighted mean of the inverse interval lengths. This outcome is
equivalent to the definition of mean heart rate as used in medicine: the number of
beats divided by the measuring time. Equations (2) and (5) learn that the SOC and
the IHRS are essentially equivalent. The main difference between the SOC and the
IHRS is the method of DC-correction.
2.5 The IPFM-model
In our comparison of the IHRS with the SOC, extensive use has been made of the
IPFM-model. The IPFM-model is used to simulate heart rate (for details: see Bayly
(1968)). The model consists of an integrator, a comparator, and a reset-line (figure
2a). An input signal
( ) ( )0 1m t m m t= +
is integrated by the integrator. The integrated signal is compared by the comparator
with a threshold R . As soon as the output becomes higher than the threshold, a unity
pulse is generated. At the same time, the integrator is set to zero via the reset-line.
The output of the model is a series of pulses ( )p t  corresponding to a series of R-
wave occurrence times.
The signal ( )m t  is called the modulating input or signal and 0 0f m R=  is the
mean (pulse) repetition rate or mean heart rate. Bayly (1968) gave an analytical
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expression of the amplitude spectrum of the output pulse series ( )p t  in case the
modulating signal ( )m t  is a sinusoid with phase θ :
( )m t = ( )0 1 cos 2 mm m fπ θ+ ⋅ +
mf  is called the modulating frequency and 1df m R=  is called the modulation depth.
The amplitude spectrum A  consists of the following components (the pulses
have unit area):
a) the DC-component:
( ) 00A f= ;
b) components at mf  and mf− :
( )mA f = ( )mA f− = 2df ;
c) components at ( )0 mk f n f⋅ + ⋅  and ( )0 mk f n f− ⋅ + ⋅  for 1,2,...k = , and
..., 2, 1,0,1, 2,...n = − − :
( )0 mA k f n f⋅ + ⋅ = ( )0 mA k f n f− ⋅ − ⋅ = 0
0
1 m dn
m
n f k ff J
k f f
   ⋅ ⋅⋅ + ⋅   ⋅   
nJ  is the Bessel function of the first kind and of integral order n . An example of the
amplitude spectrum of a signal produced by the IPFM-model is presented in figure
2b.
For the frequencies 0f = , mf f= , and 0 mf k f n f= ⋅ + ⋅  the power spectral density
(PSD) components are
( ) ( )22S f T A f= ⋅ ⋅ ,
where T  is the duration of the function ( )p t , and A  is defined in a), b), and c). The
harmonic frequencies of the mean heart rate are the frequencies 0k f⋅  for 1,2,...k = ,
and the sidebands of the first harmonic are the frequencies 0 mf n f+ ⋅  for
..., 2, 1,0,1, 2,...n = − − . These sidebands can give a noticable distortion in the signal
components in the heart rate variability spectrum, i.e., the components at frequencies
less than the Nyquist frequency (a.o. Bayly, 1968; Koenderink and Van Doorn, 1973;
De Boer et al. 1985).
For a sequence of interbeat intervals { }, 1, 2,...,iI i N=  with mean interval length
I , the sample frequency or mean repetition rate is defined by 1Sf I=  and the
Nyquist frequency is 2N Sf f= . The SOC consists of the signal components in the
frequency interval [ ]0, Nf , the harmonic components at multiplies Sk f⋅  of the sample
frequency, and the sideband components accompanying the harmonic components
(Bayly, 1968). The huge amplitudes of the harmonic components in the SOC are due
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to the applied DC-correction: the pulses of the subtracted delta sequence are placed
at consecutive equal distances I , so the rate of the pulses is 1Sf I= . The
sidebands accompanying the harmonic components are spreading out at both sides
of the harmonic components. These sidebands are not influenced by this method of
DC-correction.
a
0
0.2
0.4
0.6
0.8
1
1.2
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
b
Figure 2
a) a: The IPFM-model, adapted from Rompelman (1985).
b) b: The amplitude spectrum of a signal produced by the IPFM-model: f0 = 1.0
Hz, fd = 0.1, fm = 0.1 and R = 1.
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Whenever the sidebands at the left sides of the harmonics of the sample
frequency spread out into the frequency interval [ ]0, Nf , they will contaminate the
signal components and they obscure the spectrum of the heart rate time series
(Bayly, 1968). If there is such a distortion, it is most probably caused by the
sidebands of the first harmonic.
DC-correction for the IHRS-spectrum as described in section 2.2 will, of
course, make the DC-component zero, but also lower the amplitude of the harmonic
components and its sidebands in the IHRS. This is in contrast to the DC-correction
as defined for the SOC.
3 Methods
The Integral Pulse Frequency Modulation model (IPFM-model) was employed to
quantify the power of the sidebands. The model was used to generate sequences of
delta pulses for various choices of f0, fd, and fm. Three values for the mean heart rate
f0 were chosen, i.e., f0 = 0.8 Hz, 1.0 Hz, and 1.25 Hz. The modulation depth fd varied
from 0.02 to 0.3 in steps of 0.02 and the modulation frequency fm varied from 0.05 Hz
to the Nyquist frequency fN = f0/2 in steps of 0.05 Hz. For each combination of f0, fd,
and fm, the SOC and the IHRS were calculated and of each spectrum the sideband
distortion was determined.
a
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b
c
Figure 3: Power spectra of an interbeat interval series with fS=0.8381 Hz and
fN=0.4190 Hz.
a) The spectrum of counts in the frequency region 0–2.0 Hz.
b) The instantaneous heart rate spectrum in the frequency region 0–2.0 Hz.
c) A comparison of the spectrum of counts (dashed) and the instantaneous heart
rate spectrum (solid) in the frequency region 0–0.5 Hz.
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The distortion due to the sideband components in the SOC or in the IHRS was
measured by integrating the spectral components S(f) of the sideband frequencies of
the first harmonic which are in the signal region of the spectrum, that is the region
0<f≤fN. Thus, only those spectral components S(f0–n⋅fm) such that 0<f0–n⋅fm≤fN were
integrated. This yields the power of the sideband distortion in the SOC or in the
IHRS. The powers of the individual sideband components were calculated, the power
of the component at frequency fn = f0 – n⋅fm is denoted by Sn, (n = 1,2,...). For each
combination of f0 and fm the dominant sideband in the spectrum was determined. This
sideband is the highest sideband, i.e., the sideband nearest to the heart rate
frequency f0, appearing in the spectra. In general, this sideband has the greatest
contribution to the distortion. (Note that for a particular choice of f0 and fm, the
dominant sideband is the same for varying fd.)
4 Results
4.1 An example of the sideband distortion in the SOC and in the IHRS
An example of the sideband distortion is presented in figures 3a,b,c. An ECG-
recording of a healthy male subject during a five minute period of rest was analyzed.
The R-wave occurrence times were detected and the interbeat intervals were
measured with an accuracy of 1 msec. The SOC and the IHRS were estimated. The
mean interval length was I=1.1931 sec., so fS=0.8381 Hz. This equals about 50
beats/minute. The Nyquist frequency was fN=0.4190 Hz. In figure 3a, the SOC is
presented in the frequency range from 0.0–2.0 Hz to show some harmonic
components of the mean heart rate fS and the accompanying sidebands. Figure 3b
presents the IHRS, plotted in the same frequency range. As compared with the SOC,
the harmonic components and the sidebands are considerably reduced in amplitude
(notice the difference in scale of the y-axis, compared to the SOC). Therefore, the
sidebands will cause less distortion in the signal components within the spectral area
[0,fN]. In figure 3c, the SOC and the IHRS are displayed in the frequency range from
0.0–0.5 Hz. The signal components in the frequency interval [0,fN] are reduced in
amplitude in the IHRS as compared with the SOC. If no DC-correction is applied, the
IHRS is equivalent with the SOC.
As expected, DC-correction applied to the SOC only affects the DC-
component, which becomes zero. DC-correction applied to the IHRS also affects the
harmonic and sideband components and reduces the amplitudes of these
components.
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4.2 Results of the simulation using the IPFM-model
For f0 = 1.25 Hz, the sideband distortion of the SOC is presented in figure  4a, and
the sideband distortion of the IHRS is presented in figure 4b. The power of the
sideband distortion is plotted against the various choices of fm and fd. The results for
f0 = 0.8 Hz and f0 = 1.0 Hz are comparable. Table 1 shows, for various choices of fm,
the sidebands Sn in the SOC, starting from the dominant sideband.
Figures 4a and 4b show that for constant fm the power of the sidebands is
increasing for increasing fd, an increasing modulation depth causes a higher power of
the sidebands. For f0 = 1.25 Hz, the dominant sideband for fm = 0.1 Hz is S7: S6, S5,
etc., do not occur in the spectra (Table 1). The dominant sideband for fm = 0.2 Hz is
S4, for fm = 0.25 Hz and 0.3 Hz the dominant sideband is S3, and for fm = 0.35 Hz, 0.4
Hz, and further, the dominant sideband is S2. The component S2 for fm = 0.35 Hz is
much larger than S3 for fm = 0.3 Hz (Table 1). This explains the jump in the figures at
fm = 0.35 Hz. For higher modulation frequencies fm the component S2 is decreasing,
so in the region fm > 0.35 Hz the sideband distortion is decreasing. This means that
for modulation frequencies lower than 0.55 Hz the sideband distortion due to S2 is
decreasing (Table 1).
The sideband distortion in the IHRS is smaller than or equal to the sideband
distortion in the SOC (compare figure 4a with figure 4b). The difference in sideband
distortion is the largest in the sideband S2 for fm = 0.35 Hz and for fm = 0.4 Hz. This
sideband for both modulation frequencies is much smaller in the IHRS than in the
SOC. For fm = 0.35 Hz, the sideband S2 is at frequency f2 = 0.55 Hz, for fm = 0.4 Hz,
the sideband S2 is at frequency f2 = 0.45 Hz. So the difference in sideband distortion
is the largest in this frequency region. Notice that the frequency f2 of the sideband S2
is dependent on both the modulation frequency fm and the mean heart rate f0. For f0 =
0.8 Hz, the frequency region with the largest sideband distortion is between 0.2 and
0.3 Hz. For f0 = 1.0 Hz, this region is between 0.3 and 0.4 Hz. This means that the
sideband distortion is also dependent on the mean heart rate. The absolute values of
the sideband distortion, as well as the difference in sideband distortion between the
two methods, appeared to be largest in the frequency region between the lowest
dominant sideband (f2) and the Nyquist frequency fN. The contribution of the
sideband S2 to the sideband distortion in the SOC and in the IHRS is visualized in
figure 5 (MULDER, 1988). The figure shows the ratio of the S2 component and the
power of the modulation component, i.e., S2/S(fm), for f0 = 1.25 Hz and fd = 0.3. At low
modulation frequencies (0.35 Hz) the distortion in the SOC is about 1.5 times the
distortion in the IHRS. At higher modulation frequencies (above 0.4 Hz) there is
almost no difference between the two methods.
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a
b
Figure 4: The power of the sideband components in the spectrum of counts (SOC)
and the instantaneous heart rate spectrum (HRS) calculated on interbeat intervals
generated by the IPFM-model for various choices of fd and fm.
a) f0=1.25 Hz. SOC, power versus fm and fd.
b) f0=1.25 Hz. IHRS, power versus fm and fd.
Note the difference in scaling.
Heart rate variability spectra - 53 -
fm= (Hz) 
fn= (Hz) 
0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60
0.05 S8
(0.06)
S6
(0.04)
S4
(0.02)
S3
(0.10)
S2
(0.21)
0.10 S9
(0.15)
S3
(0.01)
0.15 S7
(0.22)
S4
(0.06)
S2
(6.61)
0.20 S7
(0.08)
S3
(2.41)
0.25 S5
(0.06)
S4+S6
(*)
S5
(0.46)
S2+S3
(201)
0.30
0.35 S9
(0.001)
S6
(0.10)
S8
(0.01)
S3
(15.9)
S4
(0.81)
S2
(591)
0.40 S3
(0.10)
0.45 S8
(0.03)
S4
(19.6)
S2
(1469)
0.50 S5
(7.47)
S3+S7
(437)
S5
(0.03)
0.55 S7
(1.32)
S9
(0.02)
S6
(0.02)
S2
(4033)
S4
(0.67)
S3
(1.04)
Table 1: List of the sidebands in the SOC and their powers (in ms–2) for various
choices of fm (f0 = 1.25 Hz). For a particular fm (horizontal), the list starts with the
dominant sideband and ends with the lowest sideband present in the SOC (upto S9).
The sidebands are placed in the table at their sideband frequencies fn (vertical).
Sometimes the sidebands coincide, for instance S2 and S3 for fm = 0.55 Hz. The listed
power is the total power. Sidebands can coincide with the modulating frequency, for
instance S4 and S6 coincide with fm = 0.25 Hz (*).
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The component S3 is not taken into account in this comparison. For f0 = 1.0 Hz, the
distortion in the SOC around fm = 0.25 Hz is about 3 times the distortion in the IHRS
and decreases for higher fm. For f0 = 0.8 Hz, the distortion in the SOC around fm =
0.25 Hz is about 6 times the distortion in the IHRS and decreases for higher fm.
These comparisons are dependent on the modulation depth fd.
5 Discussion
Sideband distortion, occurring in heart rate variability spectra, has been studied
previously. Koenderink and Van Doorn (1973) investigated the effects of the
interference of the modulation signal with the sidebands, in other words, the
coincidence of the modulation frequency with one of the sidebands of the mean heart
rate. De Boer et al. (1985) compared three spectra: the SOC, the interval spectrum,
and the heart rate spectrum. The interval spectrum and the heart rate spectrum were
based on an equidistant Fourier transform (i.e., FFT). He described and compared
the appearance of the sidebands of the mean heart rate in the SOC and the
appearance of the harmonics of the modulation frequency in the SOC, the interval
Figure 5: The powerratio of the sideband S2 and the power of the modulation
component S(fm) vs. the modulation frequency fm (f0 = 1.25 Hz) in the SOC and in
the IHRS. It compares the distortion of the sideband S2 in the SOC and in the
IHRS.
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spectrum, and the heart rate spectrum. Berger et al. (1986) used a method of
interpolated inverse intervals and claimed that the SOC, the interval spectrum, and
the heart rate spectrum were less influenced by the sidebands of the mean heart rate
and were less influenced by the harmonics of the modulation frequency, compared to
the results of De Boer. Mulder (1988) investigated the effects of the second and the
third sideband (S2 and S3) in the interval spectrum and the SOC, based on his
method (section 2.3). These two sidebands form the largest contribution to the total
sideband distortion and he concluded that the distortion was larger in the interval
spectrum than in the SOC. Bayly (1968) presented a simulation for the case that the
main repetition rate was f0 = 1.0 Hz and for three pairs of fd and fm, the modulation
depth and the modulation frequency. His conclusion was that there was an increase
in sideband distortion in case of increasing fd and in case of increasing fm. Our
simulation shows that the dependency on fd and fm is much more complicated.
The sideband distortion was found to be less in the IHRS than in the SOC,
due to the applied DC-correction, which caused the reduction of the sideband
amplitudes in the IHRS. An increasing modulation depth caused a higher power of
the sidebands. This was in agreement with the findings of Mulder (1988). The
difference in sideband distortion was largest in the higher frequencies, i.e., the high
frequency band (0.14–0.50 Hz) or higher. The frequency region, in which the
difference is largest, was dependent on the mean heart rate. The lower frequencies,
the low and the mid frequency band (< 0.14 Hz), were less affected or not affected.
The dominant sideband in the spectrum was dependent on the modulation
frequency. The larger the modulation frequency, the higher the dominant sideband.
These high sidebands also had the largest effect on the sideband distortion.
In conclusion, in this paper we presented two methods to estimate the heart
rate variability spectrum, based on non-equidistant sampling of the R-wave
occurrence times. These methods have as advantage over methods using the FFT-
algorithm, that for the calculation of the spectra any number of data points can be
used, the spectra are functions of ‘cycles per second’, and no unwanted interpolation
effects will occur.
Our simulations show that there are differences between the SOC and the
IHRS regarding the sideband distortion:
1) the sideband distortion is less in the IHRS than in the SOC; and
2) sideband distortion is dependent on mean heart rate, the modulation depth, and
the modulation frequency.
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1 Introduction
Within human clinical psychopharmacological research, the growing interest in the
assessment of autonomic cardiac regulation by means of spectral techniques finds
its basis in the complex cardiovascular (side-)effects which may occur during
treatment with the various types of psychoactive drugs (such as tricyclic
antidepressants). Investigation of sympathetic and parasympathetic cardiovascular
mechanisms by means of spectral analysis of beat-to-beat fluctuations of heart rate
(HR) or blood pressure (BP) may provide new perspectives on defining the
autonomic properties of psychoactive substances and their possible relationships
with clinical characteristics.
Homeostatic cardiovascular regulation is thought to be effected for a large part
through the interplay of sympathetic and vagal (parasympathetic) activity. Spectral
analysis of the beat-to-beat changes in HR and BP has proved to be an adequate
non-invasive tool to assess these changes in sympathetic and vagal modulation. The
fluctuations in HR and BP are, within a time period of several minutes, usually
characterized by three spectral peaks in a frequency range of 0.01 to 0.50 Hz:
• a low frequency peak around 0.04 Hz,
• a mid frequency peak around 0.1 Hz, and
• a high frequency peak between 0.20-0.35 Hz:
whereas all HR variations but particularly respiratory-related high frequency
fluctuations of HR may reflect cardiac vagal (parasympathetic; cholinergic) tone, mid
frequency fluctuations of HR and especially of BP may reflect baroreflex mediated
sympathetic processes, and low frequency fluctuations may be of variable origin. In
addition to spectral analysis, transfer function analysis can be utilized to describe the
relationships between spontaneous fluctuations in cardiovascular time series in a
particular frequency domain. On the basis of coherence and modulus (gain) functions
of the cross spectra of systolic BP and interbeat interval (IBI) time series, non-
invasive indices may be obtained of the arterial baroreflex control of the heart rate
(Parati et al., 1995; Robbe et al., 1987).
Clinical psychopharmacological research sofar has focused on time domain
measures of HR variability, respiratory sinus arrhythmia, and spectral analysis of HR
variability. For instance, analysis of heart rate variability is presently employed to
assess whether or not the new antidepressants (such as the selective serotonergic
re-uptake inhibitors, SSRIs) differ from the classical tricyclic antidepressants
regarding anticholinergic properties: the reduced HR variability or respiratory sinus
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arrhythmia as observed in major depressive disorder and generalized anxiety
disorder after treatment with imipramine or amitriptyline is interpreted as a decrease
in cardiac vagal control, resulting from the strong anticholinergic properties of the
tricyclic antidepressants. SSRIs such as fluoxetine or paroxetine may only cause
miminal changes in heart rate variability. However, apart from the anticholinergic
properties, most of these centrally active drugs have additional pharmacological
characteristics which may influence hemodynamic parameters; these can only be
evaluated reliably when BP variations are studied in relation to HR variations. Insight
into the complex dynamics of short-term cardiovascular control may therefore
necessitate the combined (spectral) analysis of HR and BP variations before and
after treatment with psychoactive drugs, or after challenge tests with psychoactive
drugs, in healthy subject and/or psychiatric patients. Additionally, (psycho)pharmaca
may sometimes induce respiratory changes, either directly by means of their
mechanism of action or indirectly by altering mood states. Irregularities in breathing
pattern can have a major impact on cardiovascular variability (Saul et al., 1989).
Although controlled breathing (i.e. breathing at a fixed frequency) is usually employed
to standardize these respiratory-related effects, this procedure may induce an
unnatural and sometimes even stressful situation. Within psychopharmacological and
psychiatric research, spontaneous cardiovascular variations should preferably be
studied, with separate control for the breathing pattern. The extent to which this
approach may limit the usefulness of spectral techniques for the quantification of
sympathetic and parasympathetic estimates of short-term autonomic cardiac control
in psychiatric research remains to be established.
In this paper, we will compare the cardiovascular effects of several different
types of centrally active drugs (clonidine, lorazepam, imipramine, mirtazapine) with
those cardiovascular effects which may occur after infusions of norepinephrine or
epinephrine:
a) infusions of norepinephrine or epinephrine were employed to describe the effects
of peripheral sympathetic nervous system activity and adrenal medullary discharge
on short-term cardiovascular variability,
b) clonidine, as α2-receptor agonist, was administered to analyze the complex
central and peripheral, as well as pre- and post-synaptic α2-adrenergic mechanisms
on sympathetic and vagal outflow as reflected in spectral analysis of cardiovascular
variability,
c) animal research has shown that benzodiazepines can affect cardiac vagal tone by
means of GABA-ergic inhibitory mechanisms, but the effects of benzodiazepines on
autonomic cardiovascular control mechanisms in man have been studied primarily in
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relation to sympathetic nervous system activity: lorazepam was administered to study
the effects of a benzodiazepine on the non-invasive spectral estimates of both
sympathetic and parasympathetic cardiovascular processes, and
d) the antidepressants imipramine and mirtazapine were employed to describe and
compare the effects of two different types of antidepressants on cardiovascular
variability. Imipramine, as a tricyclic antidepressant, may induce profound effects on
HR and BP, resulting from its strong anticholinergic and alpha1-adrenergic
properties. Mirtazapine (Org 3770, Remeron®) is a tetracyclic compound,
characterized pharmacologically by blockade of presynaptic alpha2-receptors,
enhancement of noradrenergic and serotonergic neurotransmission, weak 5-HT2 and
5-HT3-antiserotonergic and anticholinergic properties; present clinical data indicate a
lack of cardiotoxicity, and minimal or absent effects on HR or BP.
Our data were collected from different experiments, employing the pharmaca
either as challenge test (epinephrine, norepinephrine, clonidine, lorazepam: healthy
subjects) or as chronic treatment (imipramine, mirtazapine: patients with a major
depressive disorder). However, in all experiments simultaneous recordings of HR,
BP, and respiration were obtained during a standardized situation of (supine/semi-
recumbent) rest, which allowed us to describe and compare the effects of these
(psycho)pharmaca on combined spectral analysis of spontaneous variations in HR
and BP as well as the interrelationships between these cardiovascular time series,
with a separate control for respiratory frequency. This approach provided the
opportunity to determine some of the benefits and possible limitations of spectral
techniques for the quantification of autonomic regulation in psychopharmacological
and psychiatric research.
2 Methods
2.1 Subjects, pharmaca, design, and procedures
Details of the pharmacological experiments have been presented before (Tulen et al.,
1993; 1994a,b, 1996). The studies were approved by the Medical Ethical Review
Committee of the University Hospital Rotterdam Dijkzigt. All subjects gave informed
consent prior to the start of the protocol.
a) Epinephrine and norepinephrine
10 normotensive healthy male volunteers (mean age: 23.6 years, range: 20-31
years) were subjected to either a 6 hour infusion of epinephrine (15 ng/kg/min: i.e. 82
pmol/kg/min), norepinephrine (30 ng/kg/min: i.e. 178 pmol/kg/min) or placebo (saline:
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5.4 ml/h) in a random and double blind fashion. The 3 sessions were scheduled at
least 10 days apart. Measurements were performed from 9.00 till 17.00 hrs, while the
subjects were resting supine. The subjects were not allowed to eat, or drink: during
all recordings they received a 5% dextrose solution infusion at a rate of 2 ml/min. The
infusions were given from 10.00-16.00 hrs. During this period no specific
requirements were made regarding physical or mental exertions; however, the
subjects were requested to stay awake.
b) Clonidine
7 healthy male volunteers (mean age: 23.4 years; range 21-27 years) participated in
5 sessions each. In a randomized and double-blind manner, the following doses of
clonidine were administered intravenously: 0 µg/kg, 0.25 µg/kg, 0.5 µg/kg, 1 µg/kg, or
2 µg/kg. Clonidine was diluted in 10 ml saline and injected slowly over a period of 10
min. The 5 sessions were recorded on separate days, at least 2 days apart. Each
session was performed between 10.00-12.00 hrs. During this period, the subject
rested comfortably in a semi-recumbent position in bed. After a baseline period of 20
min, clonidine was administered and the responses were monitored for a period of 1
hour.
c) Lorazepam
9 healthy male volunteers (mean age: 23.9 years; range 21-29 years) participated
each in two sessions in a randomized and double blind study. During both sessions,
the subjects performed on 5 consecutive occasions a mental effort task, with 10 min
of rest between the tasks. During one session, an intravenous placebo injection (2.5
ml saline, slowly injected over 1 min) was administered 5 times, each time before the
rest periods. During the other session, lorazepam was administered intravenously (in
2.5 ml saline, slowly injected over 1 min) before each rest period in increasing doses
of 0.0, 0.0625, 0.125, 0.25, and 0.5 mg (total cumulative dose: 0.94 mg). The two
sessions were recorded on separate days, 1 week apart. Each session lasted from
9.00-12.30 hrs. Measurements were obtained while the subjects were seated in a
comfortable armchair. Only the data obtained during the rest periods will be
presented here.
d) Imipramine and mirtazapine
20 hospitalized unipolar depressed patients (16 females, 4 males; mean age: 50.9
years, range: 29-64) participated in this study. The patients were diagnozed
according to the criteria of the DSM-III/R (‘major depressive episode’). The patients
received treatment with either imipramine (10 patients) or mirtazapine (10 patients) in
a randomized and double-blind design. The patients were studied after a medication-
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free baseline period and after four weeks of treatment with imipramine or mirtazapine
(when stable therapeutic plasma levels were reached). Co-medication was avoided.
During the recording sessions, the patients rested supine on a tilt-table; after a
stabilization period (of at least 15 min), recordings were obtained during a 10 min
period of supine rest and a 10 min orthostatic challenge test. Only the data of the
supine rest period will be presented here.
In all experiments, during supine or semi-recumbent rest, the subjects were
asked to relax and to breath regularly, not to speak, to move as little as possible, and
to stay awake. Coffee and smoking were not allowed before or during the recordings.
2.2 Recordings and analysis
ECG (precordial lead), BP (Finapres device) and thoracic and abdominal respiration
(impedance measurements) were recorded continuously during the sessions on a
multichannel FM-type analogue recorder (Racal Store 14 DS) for off-line computer
analyses. During the infusions of epinephrine and norepinephrine, intra-arterial blood
pressure measurements were performed. The ECG, BP, and respiration signals were
digitized at a sample frequence of 1024 Hz on a Personal Computer (Commodore
PC 60-III) connected to an Analogue/Digital converter (Advantech PC-LabCard
model PCL-718). R-R intervals in the ECG were detected with an accuracy of 1 ms
and transposed to HR series. Systolic and diastolic BP (SBP, DBP) were defined per
R-R interval of the ECG, with an accuracy of 0.1 mmHg. Time-series of IBI, SBP and
DBP were scrutinized for stationarity, artifacts, and frequency of occurrence of
supraventricular extra beats. If more than 5% of a time segment needed correction
the segment was discarded from analysis. Consecutive periods of at least 2.5 min
(maximal length: 5 min) of HR, SBP and DBP time series were subjected to a
discrete Fourier transform, based on nonequidistant sampling of the R-wave
incidences (CARSPAN program: Progamma, Groningen, The Netherlands; van
Steenis et al., 1994), to yield power spectra of the rhythmic oscillations over a
frequency range of 0.02-0.50 Hz, with a resolution of 0.01 Hz. For each time
segment, the power was calculated for the total band (0.02-0.50 Hz), low frequency
band (0.02-0.06 Hz), mid frequency band (0.07-0.14 Hz), and high frequency band
(0.15-0.50 Hz), in addition to mean HR, SBP, and DBP, and variation coefficients of
HR, SBP and DBP. Spectral power for each selected frequency band was expressed
in relative terms, i.e. as fraction of the mean value of the considered signal (squared
modulation index). If this measure is computed for the whole spectrum (0.01-0.50 Hz)
it is directly comparable to the squared variation coefficient. The spectral power data
were transformed to natural logarithmic (ln) values because of skewness of the
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distributions. As an index of baroreflex sensitivity (BRS), we computed per time
segment the gain (or modulus) in the mid frequency band between the SBP values
and the R-R interval times, based on those frequency points within the 0.07-0.14 Hz
range with a coherence between the two signals of greater than or equal to 0.35
(Robbe et al., 1987). Per time segment, samples of the respiratory signal were
obtained at each incidence of the R-wave. Subsequently, these respiratory time
series were subjected to spectral analysis, in a similar approach as described above
and the dominant peak in the spectrum was assessed.
2.3 Statistical analysis
Spectral data were averaged to mean values per 10 or 15 min of (supine/
semirecumbent) rest (or hourly values in case of infusion of epinephrine and
norepinephrine) to reduce a noise factor due to spontaneous segment to segment
fluctuations, and to allow statistical analysis of the dose- or time-dependent changes
within the experiments. If variability data of SBP and DBP showed similar effects,
only spectral data of SBP will be presented. Within each experiment, the
cardiovascular and respiratory responses after drug administration were compared
with baseline or placebo data by means of multivariate analyses of variance
(MANOVA) and/or Student's paired t-tests. A p-value of <0.05 was used to indicate a
significant effect.
3 Results
3.1 Spontaneous cardiovascular fluctuations: some of the problems
When instructed to relax, not to speak, and to breath regularly, the power spectrum
of the respiratory signal of a healthy subject normally shows a clearly defined
(although broadband) peak at the dominant respiratory frequency. These (high band)
respiratory frequencies are reflected in the spectrum of the HR time series, where
they are clearly differentiated from the other (mid and low) frequency components
(figure 1a). When an irregular breathing pattern (such as occurs during
hyperventilation) dominates the respiratory time series (because the subject is
anxious and can not relax, or breath regularly), interpretation of the HR (and BP)
spectrum becomes more complicated. Multiple frequency components are present in
the respiratory spectrum, whereas the HR (and BP) time series and spectra are
dominated by regular low frequency oscillations as a result of the respiratory
modulation (figure 1b, 1c). When no respiratory data are available, this may lead to
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erronous conclusions regarding the meaning of the low and mid frequency
fluctuations of HR and BP, particularly in clinical situations.
Cardiac arrhythmias may occasionally occur under drug-free conditions and
may increasingly be present after treatment with some psychoactive drugs. Although
isolated appearances of supraventricular beats may be corrected for by means of
interpolation techniques, prolonged disturbances of the normal pattern leads to
discarding the time segment for spectral analysis. Figure 1d shows an example
where 4 weeks of treatment with imipramine in a depressed patient induced
continuous (minor) rapid fluctuations in interbeat interval length, due to
supraventricular (atrial) cardiac arrhythmias: the data of the subjects who showed
this pattern were discarded from further analysis.
3.2 Cardiovascular effects of (psycho)pharmaca
a) Epinephrine
During infusion of epinephrine (plasma epinephrine levels increased 10 fold) mean
HR increased significantly by 7% (mean±sem during infusion: 62.8±2.8 bpm), in
comparison with placebo (58.8±1.9 bpm; figure 2; p<0.05). Low, mid and high
frequency band ln power of HR were not influenced by infusion of epinephrine (figure
2). Infusion of epinephrine induced a small nonsignificant decrease of 4% in SBP
(during infusion: 109.9±4.0 mmHg; placebo: 114.0±3.3 mmHg), whereas DBP
significantly decreased by 9% (during infusion: 57.1±2.2 mmHg; placebo:63.4±2.1
mmHg; p<0.01). The ln power of the low frequency band of SBP during infusion of
epinephrine was increased significantly by 5% (6.5±0.2; placebo: 6.3±0.2; p<0.05).
The effects of epinephrine were present during the entire 6 hr infusion period and
were stable over time. Epinephrine had no effect on mid and high frequency band
fluctuations of SBP or DBP, nor did epinephrine influence baroreflex sensitivity or
respiratory frequency (table 1).
b) Norepinephrine
Mean HR decreased by 4% during infusion of norepinephrine (during infusion:
56.7±1.7 bpm, placebo: 58.8±1.9 bpm) (plasma norepinephrine levels increased 5
fold). Low, mid, and high frequency band ln power of HR were not influenced
significantly by infusion of norepinephrine, although for the mid frequency band of HR
there was a trend towards a reduction during infusion of norepinephrine (3%
decrease versus placebo; p<0.08; figure 2). Infusion of norepinephrine caused a
small nonsignificant increase of 2% in SBP (during infusion: 116.0±4.3 mmHg;
placebo: 114.0±3.3 mmHg) and a nonsignificant increase of 6% in DBP (during
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Figure 1: Examples of spontaneous fluctuations in respiration (RESP), interbeat
interval (IBI), and systolic blood pressure (SBP) time series during a 4 min period
of supine rest:
a) healthy subject,
b) depressed patient with hyperventilation,
c) depressed patient with hyperventilation,
d) depressed patient after 4 weeks of treatment with imipramine.
Power spectra of the heart rate and respiratory time series are presented below
the cardiovascular time series.
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Figure 2: Effects of (psycho)pharmaca on heart rate (HR: bpm), blood pressure
(BP: mmHg), and low, mid, and high frequency band fluctuations (LFB, MFB, HFB:
ln power) of HR and BP. Delta responses (d) are presented as mean(+sem). o:
p<0.08; *: p<0.05; **: p<0.01 (paired t-test: drug vs baseline, or drug vs placebo).
Epinephrine and norepinephrine: responses of the averaged data during the 6 hr
infusion period, versus placebo infusion. Clonidine: 15 min after infusion of 2
µg/kg, responses versus baseline. Lorazepam: responses versus baseline after a
cumulative dose of 0.94 mg. Imipramine and mirtazapine: after 4 weeks of
treatment: responses versus drug-free baseline.
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infusion: 68.4±3.0 mmHg; placebo:63.4±2.1 mmHg). Mid frequency band ln power of
SBP during infusion of norepinephrine was significantly reduced by 7% (during
infusion: 5.2±0.1; placebo: 5.7±0.1; p<0.01). The effects of norepinephrine were
present during the entire infusion period. Infusion of norepinephrine did not affect low
or high frequency band fluctuations of BP, nor did it influence baroreflex sensitivity or
respiratory frequency (table 1).
Table 1: Effects of (psycho)pharmaca on coherence, baroreflex sensitivity and
respiratory cycle duration.
Mean (sd) Coherence
(ms/mmHg)
BRS
(s)
Resp.cycle
Epinephrine
(6 hrs)
placebo
15 ng/kg/min i.v.
.60 (.1)
.62 (.1)
19 (6)
17 (5)
4.1 (.3)
3.9 (.6)
Norepinephrine
(6 hrs)
placebo
30 ng/kg/min i.v.
.60 (.1)
.55 (.1)
19 (6)
20 (7)
4.1 (.3)
3.9 (.3)
Clonidine
(15 min)
baseline
2 µg/ kg i.v.
.55 (.1)
.63 (.1)
12 (4)
12 (11)
4.1 (.5)
4.0 (.8)
Lorazepam
(3 hrs)
baseline
0.94 mg i.v.
.64 (.1)
.63 (.1)
11 (6)
17 (6)*
3.9 (.6)
3.9 (.6)
Imipramine
(3 hrs)
baseline
289 (87) mg
.53 (.2)
.27 (.1)**
9 (5)
4 (3)
3.8 (.9)
3.7 (.6)
Mirtazapine
(4 wks)
baseline
69 (18) mg
.58 (.2)
.49 (.2)
15 (11)
8 (6)*
3.8 (.3)
3.4 (.6)
*: p<0.05 (paired t-test: baseline vs. drug)
c) Clonidine
HR showed a small increase (3%) within 15 min after infusion of 0.5, 1, and 2 µg/kg
clonidine (versus placebo: p<0.05; figure 2). This small increase in HR was followed
by a gradual decline, which was no longer significantly different from placebo. After
infusion of 2 µg/kg clonidine, low, mid, and high frequency band ln powers of HR
were significantly reduced versus placebo, but only during the first 30 min after
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infusion (figure 2, p<0.05). Clonidine induced a significant dose-dependent decrease
in the SBP and DBP responses. Although the lowest dose of 0.25 µg/kg had no
significant effect on SBP and DBP, the decrease in SBP and DBP 15 min after
infusion of 2 µg/kg was significantly greater than the decrease observed after 1 or 0.5
µg/kg clonidine (SBP: 22%, 9%, 11% decrease, respectively); this effect remained
present during the entire post-infusion period of 1 hr. Ln power of low and mid
frequency bands of SBP were not significantly affected by clonidine. However,
clonidine increased SBP high frequency band fluctuations: the increase versus
baseline was significant 30 min after infusion of 2 µg/kg clonidine (ln power: 5.2±0.2
baseline to 5.6±0.2 post-infusion, p<0.05), and remained significant thereafter.
Regarding DBP, clonidine did not affect low and high frequency band fluctuations,
but ln power of the mid frequency band was significantly reduced after infusion of 2
µg/kg clonidine. The effect on mid frequency band ln power was strongest 15 min
after infusion of 2 µg/kg (figure 2: 6.3±0.3 baseline vs 5.7±0.2 post-infusion), but for
the whole post-infusion period the effect was significant versus placebo (p<0.01).
Clonidine had no effect on baroreflex sensitivity or respiratory frequency (table 1).
d) Lorazepam: Lorazepam induced a dose-dependent decrease in HR, whereas low,
mid, and high frequency band ln power of HR increased dose-dependently. After the
highest cumulative dose of 0.94 mg lorazepam HR had decreased from 70.4±3.2
bpm (baseline) to 63.8±2.5 bpm (p<0.05), ln power of the low frequency band
increased from 7.5±0.2 to 8.3±0.3 (p<0.01), ln power of the mid frequency band
increased from 7.2±0.2 to 7.9±0.2 (p<0.01), whereas ln power of the high frequency
band increased from 6.8±0.4 to 7.8±0.3 (p<0.01; figure 2). In comparison with
placebo, cumulative doses of lorazepam did not induce significant changes in BP or
BP variability, nor did it affect respiratory frequency (table 1). Baroreflex ratios
increased dose-dependently after administration of lorazepam: after the highest
cumulative dose level of 0.94 mg lorazepam, baroreflex sensitivity increased from
11±2 ms/mmHg (baseline) to 17±2 ms/mmHg (p<0.05; table 1).
e) Imipramine
When compared with the medication-free period, imipramine significantly increased
HR (19%, drug-free: 74.6±4.1 bpm; treatment: 88.6±2.9 bpm; p<0.01), and
decreased HR variability during supine rest (low frequency band ln power from
6.1±0.3 to 4.6±0.4: 25%, p<0.01; mid frequency band from 5.6±0.4 to 3.5±0.5: 38%,
p<0.01; high frequency band 5.7±0.4 to 3.2±0.5: 44%, p<0.01) (figure 2). Imipramine
had no effect on BP: SBP drug-free: 131.3±7.3 mmHg, SBP treatment: 127.5±7.2
mmHg; DBP drug-free: 69.4±3.5 mmHg, DBP treatment: 68.2±3.8 mmHg. Mid
frequency band fluctuations of SBP were significantly reduced by imipramine (ln
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power mid frequency band SBP: from 5.2±0.3 to 4.2±0.3, 19%, p<0.05). Imipramine
significantly decreased the coherence between SBP and IBI in the mid frequency
band (50% decline) (table 1). Due to the decline in coherence between SBP and IBI
in the mid frequency band, assessment of the index of baroreflex sensitivity on the
basis of coherence in the mid frequency band is not reliable during treatment with
imipramine (a minimal coherence of 0.35 was required to compute the BRS).
Imipramine did not influence respiratory frequency (table 1).
f) Mirtazapine
Compared with the medication-free period, mirtazapine increased HR (15%, drug-
free: 66.4±5.2 bpm, treatment: 77.3±3.4, p<0.05) and decreased HR variability (ln
power mid frequency band from 6.1±0.4 to 4.8±0.5, 21%, p<0.001; high frequency
band from 6.5±0.6 to 5.1±0.6, 22%, p<0.01) during supine rest. Mirtazapine had no
significant effect on BP or BP variability: SBP drug-free: 123.6±10.1 mmHG, SBP
treatment: 127.8±7.0 mmHg; DBP drug-free: 67.2±5.4, DBP treatment: 64.9±3.0
mmHg. Mirtazapine had no significant effect on the coherence between SBP and IBI,
but reduced the baroreflex sensitivity (50%) (table 1). Respiratory frequency did not
change after 4 weeks of treatment with mirtazapine (table 1).
4 Discussion
Neural homeostatic cardiovascular regulation was evaluated by means of spectral
analysis of fluctuations in HR, BP, and respiration, providing non-invasive estimates
of sympathetic and parasympathetic activity. Specific and differential effects during
supine/semi-recumbent rest could be detected in the spectral power of the different
frequency components of HR and BP during or after infusion of epinephrine,
norepinephrine, clonidine or lorazepam in healthy subjects, and after 4 weeks of
treatment with imipramine or mirtazapine in patients suffering from major depressive
disorder. The effects on HR and BP variability could not be attributed to significant
changes in dominant respiratory frequency.
4.1 Epinephrine and norepinephrine
Increased plasma concentrations of epinephrine and norepinephrine within the high
physiological range caused distinct but different hemodynamic effects, without
affecting baroreflex sensitivity. Spectral analysis showed that low frequency
fluctuations in BP after epinephrine and mid frequency fluctuations after
norepinephrine changed in opposite directions. These effects were present from the
first till the last hour of infusion and could not be explained by the effects of the
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catecholamines on renin or aldosterone concentrations (Tulen et al., 1994a). The
increased low frequency band fluctuations in BP during infusion of epinephrine may
reflect increases in peripheral vasomotor fluctuations, due to effects of epinephrine
on total peripheral resistance and stroke volume (Tulen et al., 1994a). Infusion of
norepinephrine reduced mid frequency band fluctuations in BP probably due to a
baroreflex mediated suppression of sympathetic activity, as also witnessed by a
tendency of reduced mid frequency fluctuations in HR.
4.2 Clonidine
Within a dose-range of 0.25-2 µg/kg clonidine, significant effects could be detected
for mean levels of SBP, DBP, and HR after 0.5 µg/kg or more, whereas spontaneous
short-term fluctuations were influenced only after a dose of 2 µg/kg. Baroreflex
sensitivity did not change after clonidine. Low and mid frequency band fluctuations of
HR were reduced after 2 µg/kg clonidine, but only during the first 30 min following
infusion, when the effects on BP were least; apart from a reduction in sympathetic
outflow, these changes may reflect a parasympathetic effect due to a central vagal-
mediated action of clonidine. DBP mid frequency band fluctuations were reduced
after 2 µg/kg clonidine during the entire post-infusion period: these effects may reflect
a reduced sympathetic outflow, which in this study coincided with a significant
reduction in plasma norepinephrine concentrations (Tulen et al., 1993). SBP high
frequency fluctuations were increased after 2 µg/kg clonidine, but only after 30 min
post-infusion, which could be a consequence of alterations in both central vagal
outflow and respiratory induced ‘mechanical’ alterations of intrathoracic pressure.
4.3 Lorazepam
During consecutive periods of rest, lorazepam induced a dose-dependent decrease
in HR, and an increase in BRS and low, mid, and high frequency band fluctuations of
HR, whereas no effects could be observed for BP, or BP variability. These data
underline that benzodiazepines can exert an influence on cardiac vagal tone: in this
experiment, lorazepam induced dose-dependent increases in cardiac vagal tone,
resulting in decreased HR and increased HR variability during periods of rest. The
increase in vagal tone observed after low doses of lorazepam was not related to
diminished sympathetic activity as measured by BP or plasma catecholamines,
altered respiration, or increased sedation (Tulen et al., 1994b).
- 74 – Chapter 4
4.4 Imipramine and mirtazapine (Tulen et al., 1996)
After four weeks of treatment, both imipramine and mirtazapine showed significant
effects on HR (increase) and HR variability (decrease); the suppressing effect on mid
and high-frequency fluctuations of HR was more pronounced for imipramine than for
mirtazapine. The increase in HR and reduction in HR variability (especially of high-
frequency band fluctuations) can probably be attributed to the anticholinergic
properties of imipramine (strong) and mirtazapine (weak), resulting in in diminished
cardiac vagal tone. Whereas mirtazapine had no effect on BP or BP variability,
imipramine specifically reduced mid-frequency band fluctuations of BP. This specific
decrease in mid-frequency band BP fluctuations during treatment with imipramine
points to inhibition of sympathetic cardiovascular control mechanisms, however, in
the absence of overt changes in overall BP levels. Animal research has shown that
desipramine can suppress sympathetic nerve impulse activity due to action of
desipramine within the central nervous system (decreased sympathetic outflow,
suppression of noradrenaline release). These sympathetic nervous system
processes may be reflected in the suppression of mid-frequency band fluctuations of
BP. The reduction of mid frequency band fluctuations of BP can not totally explain
the reduction of HR variations at this frequency range: the coherence between SBP
and IBI time series in the mid frequency band was significantly reduced, indicating
that separate mechanisms are active at this frequency range during treatment with
imipramine. The reduction in the modulus (index of BRS)  underlined a
parasympathicolytic effect of mirtazapine; a decrease in BRS may be the result of
parasympathetic inhibition.
4.5 Spontaneous cardiovascular fluctuations and respiratory modulation
Even during standardized situations of supine/semi-recumbent rest (without
speaking), breathing patterns may reflect changes in respiratory frequency and
amplitude, which both may vary as a function of time. Although in healthy subjects
with a more or less regular breathing pattern (3 of the 4 experiments) the respiratory-
related oscillations may be differentiated from the other (mid and low) frequency
components in HR and BP variability, in clinical (psychiatric) populations it is
essential to pay special attention to breathing abnormalities such as hyperventilation.
The effects of these respiratory patterns may not be restricted to the high frequency
area of HR and BP variability, but may influence or induce slower oscillations by
means of complex nonlinear respiratory modulation of the autonomic nerves which
control HR, the venous return to the heart and arterial blood pressure (Saul et al.,
1989). Although the spectral effects of imipramine and mirtazapine were abundantly
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clear, further attention needs to be paid to the quantification of changes in tidal
volume in relation to respiratory frequency in order to assess the respiratory
modulation of cardiovascular variability in clinical populations, before comprehensive
studies are performed on the relationships between indices of autonomic cardiac
control and clinical state.
5 Conclusions
Although our findings were restricted to situations of rest only, the following
conclusions can be formulated on the basis of our experiments:
• Spectral analysis, in combination with transfer function analysis, of spontaneous
fluctuations in heart rate and blood pressure offers a useful tool to assess the
complex changes in cardiovascular control which may occur after administration of
various types of (psycho)active substances.
• Spectral components of heart rate and blood pressure variations do not contain
similar information regarding sympathetic and parasympathetic activity during
situations of (supine/semi-recumbent) rest.
• It is essential to separate low from mid frequency fluctuations, because these
bands may represent different components of homeostatic cardiovascular regulation.
• Whereas heart rate variations may be dominated by parasympathetic activity
during supine/semi-recumbent rest, mid frequency fluctuations of blood pressure
appear to reflect noradrenergic mediated sympathetic processes; the direction of the
effect shows no unequivocal relationship with plasma concentrations of
norepinephrine, but depends on reflex mechanisms and on the peripheral and/or
central pharmacological properties of the drug.
• Particularly in clinical situations, control for respiratory variations is necessary to
improve interpretation of spontaneous short-term cardiovascular variations.
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The Wigner-Ville distribution - 79 -
Spectral analysis of haemodynamic fluctuations can be employed to unravel the role
of cardiovascular control mechanisms during various psychological processes. In
addition to the traditional methods to compute power spectra over sequential time
segments of 2-5 min, details of non-stationary time-frequency relationships may be
emphasized in order to increase our insight into the dynamics of cardiovascular
control mechanisms during situations of stress or mental load. Since traditional
methods of spectral analysis assume the time series to be stationary, the Wigner-
Ville distribution is presented here as an elegant technique to describe details of
time-frequency relationships of non-equidistantly sampled cardiovascular time series,
while allowing non-stationarities.
1 Introduction
Spectral analysis of fluctuations in haemodynamic parameters is an increasingly
popular approach to quantify sympathetic, parasympathetic, and neurohumoral
components of cardiovascular control mechanisms in psychophysiological studies.
On a time scale of seconds to minutes, fluctuations of heart rate (HR) and blood
pressure (BP) are characterized by three spectral peaks in a frequency range of 0.02
to 0.50 Hz:
1) a low-frequency peak around 0.04 Hz: for HR, this peak is associated with both
parasympathetic and sympathetic activity, while low-frequency BP fluctuations are
linked with variations in peripheral vasomotor activity due to thermoregulatory
influences (Kitney, 1975) or renin-angiotensin system activity (Akselrod et al., 1985);
2) a mid-frequency peak with variations around 0.1 Hz: these fluctuations in BP with
a period of approximately 10 seconds (Mayer waves) may be the results of
oscillations or a resonance in the baroreflex control of peripheral resistance
(Wesseling & Settels, 1985), while the HR fluctuations at these frequencies around
0.1 Hz represent a reflection of the baroreflex response. Malliani et al. (1990)
proposed that fluctuations in this frequency range can be considered as a general
marker of sympathetic modulation regardless of its mechanism; and
3) a high-frequency peak centered at the respiratory frequency, usually between
0.20-0.35 Hz: for HR, these fluctuations primarily reflect respiratory linked variations
(respiratory sinus arrhythmia) as a result of centrally mediated vagal control. For BP,
these fluctuations are proposed to be the result from the direct effect of centrally
mediated HR fluctuations (Akselrod et al., 1985), although the mechanical effects of
respiration may also contribute substantially to these fluctuations (Saul et al., 1991).
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This means that spectral analysis can be employed to obtain non-invasive estimates
of both sympathetic and parasympathetic activity within short-term cardiovascular
control, and as such it may extend our knowledge of autonomic nervous system
activity during various situations of rest, stress or anxiety, sustained attention and
mental load (e.g. Mulder & Mulder, 1981).
Typically, spectral analysis is performed on consecutive time-segments,
ranging from 2-5 min in segment length, during baselines and performance of mental
or physical tasks. There are several reasons why this approach may not be sufficient
to describe the dynamics of the cardiovascular control mechanisms:
1) even within a time-segment of 2-5 min, relevant changes in frequency
components over short periods of time may occur which are not apparent in the
overall power spectrum; and
2) the high segment-to-segment variation in the power of the different frequency
components over time (Parati et al., 1990) also suggests that a more detailed
analysis of time-frequency relationships is warranted.
Spontaneous cardiovascular fluctuations seldom appear to be completely stationary
(Weber et al., 1992), not even in highly structured experimental situations, with or
without controlled breathing and after removal of artifacts (due to body movements or
errors in R-wave detection). Yet, an accurate description of these ‘non-stationarities’
may prove to be relevant for psychophysiological research. Based on the Fourier
transform, spectral analysis only yields reliable information if the time series can be
considered stationary. Therefore, a method is required that describes time-frequency
relationships in detail, while allowing non-stationarities.
An exact time-frequency distribution (TFD) should reflect the signal properties
in both the time and the frequency domain; these properties should not be lost by
deriving the TFD. Therefore, a set of properties has been formulated which should
apply to an ideal TFD (Cohen, 1989; Boashash, 1991; Kootsookos et al., 1992):
a) the TFD is real-valued and should be positive;
b) integration over both time and frequency yields the energy of the signal;
c) integration over time yields the spectral density of the signal;
d) integration over frequency yields the instantaneous power of the signal;
e) the instantaneous frequency and the group delay can be calculated directly from
the TFD;
f) the TFD is zero outside the time and frequency regions in which the signal is
present.
The short-time Fourier transform (STFT) as employed by Allen et al. (1977) only
satisfies a). The Wigner-Ville distribution (WVD; Wigner, 1932; Ville, 1948), however,
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comprises all the properties except positivity and therefore offers a more valid
approach to describe time-frequency relationships accurately.
In this paper, we describe the WVD. We adapted this method in order to make
it appropriate for the specific characteristics of cardiovascular time series. The
method described below allows time-frequency analysis to be performed of HR time
series based on non-equidistant sampling of the R-wave incidences of the ECG as
described by Rompelman (1985). In addition, time-frequency analysis with the WVD
also can be performed on different cardiovascular time series (such as BP or
respiration), according to Mulder (1988).
After presentation of the method, the WVD is illustrated by presenting a WVD
analysis during a situation of rest and during a stressful performance task, for HR,
respiration, and systolic BP time series.
2 Theory
2.1 The Wigner-Ville distribution
The traditional method to estimate the power spectrum of an analytical stationary
random process ( )z t  is the calculation of the Fourier transform of the autocorrelation
function (ACF) of ( )z t :
( ) ( ) 2 jfz zS f R e dπ ττ τ+∞ −−∞= ⋅∫ (1)
in which
( )zR τ = ( ) ( )E z t z t τ∗ ⋅ + 
is the ACF of the analytical process ( )z t  and 1j = − . In this context, an analytical
signal is a signal without negative frequency components. It is the dual of causal
signals in the time domain (Bendat & Piersol, 1986). For a stationary analytical
process ( )z t , the ACF ( )zR τ  is only dependent on the time lag τ  and is not
dependent on time t . This property does not hold for non-stationary random
processes. In that case, the ACF of an analytical process ( )z t  becomes
( ),zR t τ = 2 2E z t z t
τ τ∗    + ⋅ −        
(Bendat & Piersol, 1986). Substituting this ACF in (1) yields a spectral representation
of ( )z t , given by:
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( ),zS t f = ( ) 2, jfzR t e dπ ττ τ+∞ −−∞ ⋅∫ =
= 2
2 2
jfE z t z t e dπ ττ τ τ+∞ ∗ −−∞
    + ⋅ − ⋅        ∫ = ( ),zE W t f  
in which:
( ),zW t f = 22 2 jfz t z t e dπ τ
τ τ τ+∞ ∗ −−∞
   + ⋅ − ⋅      ∫ (2)
(Bendat & Piersol, 1986; Boashash, 1991). The function ( ),zW t f  is called the
Wigner-Ville distribution (WVD) of the analytical random process ( )z t  (Ville, 1948;
Boashash, 1991). The expression
( ),zS t f = ( ),zE W t f  
is called the Wigner-Ville spectrum or the evolutive spectrum (Boashash, 1991).
The discrete Wigner-Ville distribution (DWVD) of a discrete analytical time
series [ ]{ }, 1, 2,...,z n n N=  of odd length 12 1N N= +  is defined by:
[ ],W n k = [ ] [ ] [ ] [ ]1
1
4
2
iki L j
L
i L
v i z n i v i z n i e
π= − ⋅∗ ∗
=−
⋅ ⋅ + ⋅ − ⋅ − ⋅∑ (3)
for 1,2,...,n N= , 0,1,..., 1k L= − , 1j = −  (Claassen & Mecklenbräuker, 1980;
Boashash & Black, 1987; Boashash, 1991). In this expression (3), [ ]v i  is a window
function of odd length, 12 1L L= + , non-zero for 1 1L i L− ≤ ≤ , and zero outside this
region ( L  can be equal to N ). [ ]v i  can be a rectangular window or a taper like the
Hanning or Hamming window. The discrete variables n , k , and i  correspond to the
continuous variables t , f , and τ  in (2). The transformation of the continuous 2τ  to
the discrete variable i  produces the factor 4 in the exponent and the factor 2 before
the summation in (3).
There are two reasons to use the analytical form of a time series to compute
the WVD:
1) real non-analytical signals can produce low-frequency artifacts which are a result
of the interaction between positive and negative frequencies (Boashash, 1988).
These interactions are comparable to the appearance of a ‘ghost’ curve between two
positive frequency components, as explained below.
2) Real non-analytical signals have to be oversampled by at least four times the
Nyquist frequency to avoid aliasing effects in the WVD. Aliasing is caused by the
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overlap of positive and negative frequency components. The annihilation of the
negative frequency components by forming the analytical form of the signal prevents
this overlap. In fact, the sample frequency is doubled by producing an imaginary part
to the real non-analytical signal in order to get the analytical form (Claassen and
Mecklenbräuker, 1980; Boashash, 1988).
A limitation of the WVD is the appearence of spectral cross terms, or ‘ghost’
curves in the time-frequency domain. These cross terms are artifacts, which are due
to the bilinear nature of the WVD (2) (Cohen, 1989; Boashash, 1991). To clarify this
phenomenon, we describe the WVD of the sum of two pure sine waves:
( )z t = 1 22 21 2jf jfA e A eπ π⋅ + ⋅
The WVD is:
( ),W t f = ( ) ( )2 21 1 2 2A f f A f fδ δ⋅ − + ⋅ − +
+ ( )( )1 21 2 2 12 cos 22f fA A f f f tδ π+ ⋅ − ⋅ −   (4)
( ( )δ ⋅  is the Dirac delta function). The first two terms on the right hand side of (4) are
the auto-terms; they are the expected components in the time-frequency plane at the
frequencies 1f  and 2f  of the sine waves. Compare this with the spectrum of a sine
wave. The third term is a cross term. It is located halfway the two auto-terms and the
form of the cross term is sinusoidal. The cross terms in the WVD of a signal can also
occur at the position of the auto-terms; they then obscure the true TFD and they
hamper the interpretation of the distribution. Because the cross terms are sinusoidal,
smoothing the WVD will lower the amplitudes of the sine waves. A two-dimensional
smoothing-filter in the time-frequency domain can be used to diminish the effects of
these cross terms in the WVD (Boashash, 1991).
The DWVD (3) can be implemented in a computer program using a standard
discrete Fourier transform. For each n , the kernel
[ ] [ ] [ ] [ ]{ ,v i z n i v i z n i∗ ∗⋅ + ⋅ − ⋅ −  }1 1,...,i L L= −
is input of the discrete Fourier transform. In order to transform an odd number of data
the chirp Z-transform (Oppenheim & Schafer, 1975) can be used. The
implementation of the DWVD is further descibed in appendix A.1. Boashash and
Black (1987) also gave a method to calculate the DWVD.
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2.2 The discrete Wigner-Ville distribution of a cardiovascular time series based on
non-equidistant sampling
A well known way to estimate a heart rate variablity spectrum is to calculate the
interbeat intervals (IBIs) between the R-wave incidences, place them equidistantly as
a function of interval number and calculate the spectrum using the fast Fourier
transform.
An other approach is introduced by Rompelman (1985). This method is based
on the non-equidistant sampling of the R-wave occurence times. The sampled
occurence times are represented by delta functions, placed non-equidistantly in time
at the detection times. The Fourier transform of this series of delta functions is
calculated to estimate the heart rate spectrum. At the R-wave occurence times,
samples of other cardiovascular signals can be obtained: the systolic or diastolic BP
can be determined, the IBI since the last R-wave occurence time can be calculated, a
sample of the respiration signal can be taken. The delta functions at the R-wave
detection times now have weights according to these sample values. This series of
delta functions is a function of time and it is not a function of interval number as
described above. Again, the Fourier transform of this series of delta functions can be
taken to estimate the spectrum of this cardiovascular time series (Mulder, 1988;
appendix A.2).
A cardiovascular time series in this form is a non-equidistantly sampled signal.
To calculate the DWVD of a non-equidistant time series, this series has to be
transformed in an equidistant series. Firstly, the complex Fourier transform is
calculated of the cardiovascular time series. This results in an equidistant series in
the frequency domain. Then, this series in the frequency domain is transformed back
to the time domain by a standard discrete inverse Fourier transform. The DWVD can
be calculated of the resulting equidistant cardiovascular time series.
Concluding, the WVD in this form can be computed from different kinds of
cardiovascular time series, such as heart rate, interbeat intervals, blood pressure, or
respiration. The changes in signal frequency can be visualized graphically as a
function of time by means of contour plots or three-dimensional surface plots. In the
contour plots, the amplitude of the WVD can be visualized by means of colours.
Our program of the WVD is written in Microsoft Fortran. For the graphical
display of the TFDs, we employed GSS*CGI routines and drivers. Because of the
complexity and quantity of the analyses, a powerful personal computer (minimal
80386 plus FPU) is essential for implementation of the technique. Calculation of the
WVD of a time series with a length of several hours is possible.
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3 Applications
The WVD can be employed to analyze time series such as HR, BP or respiration, in
order to characterize details of time-frequency relationships which may prove
relevant for psychophysiological research.
3.1 Data collection and analysis
The following examples are based on data of healthy subjects during situations of
rest and mental stress (the Stroop Color Word Test, CWT). The CWT consists of four
words (red, green, blue and yellow) which are presented on videotape, one word at a
time, in four different colors (red, green, blue and yellow). The stimulus presentation
and the interstimulus interval last about 1.5-2.0 sec. The subject has to indicate the
color of the word on an answer sheet, with the specific request to do their very best
and make as few errors as possible. Spontaneous fluctuations in ECG, BP, and
respiration during rest and CWT were recorded on a multichannel FM-type analogue
recorder (Racal Store 14 DS) for off-line computer analyses. The ECG was derived
using a precordial lead, amplified by a polygraph (Nihon Kohden). BP was monitored
and recorded by means of a servo-plethysmo-manometer for continuous, non-
invasive measurement of finger arterial blood pressure (Finapres 2300 NIBP monitor,
Ohmeda). Thoracic respiration was measured by means of a Nihon Kohden
impedance plethysmograph. ECG, BP, and respiration were digitized at a sample
frequency of 1024 Hz on a Personal Computer (Commodore PC 60-III) connected to
a PC-LabCard A/D converter. IBIs were detected with an accuracy of 1 msec.
Systolic BP was defined per R-R interval of the ECG with an accuracy of 0.1 mmHg.
At the incidence of the R-waves in the ECG, a sample was also obtained of the
respiratory signal. Thus, beat-to-beat time series of IBI, SBP and respiration were
further processed to obtain WVDs per period of rest or CWT. A two dimensional
rectangular smoothfilter has been applied to reduce the disturbance of the cross
terms. The length of the smoothfilter in the time-direction was 4 time points and the
length in the frequency-direction was 3 frequency points. The changes in amplitude
within a WVD contour plot are presented in black or grey in our examples. The
amplitude of the WVD can, however, be better reflected in colour contour plots.
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Figure 1: Contour plot of the WVD of a non-equidistantly sampled IBI-series (230
secs in length) of a healthy female during a situation of supine rest (mean HR is
89.75 bpm). The abcisses represents the frequency axis, while the ordinate shows
the time axis. The frequency resolution of the WVD is 5.89 mHz. Along the
abcisses, below the WVD distribution, the squared magnitude of the Fourier
transform of the whole time period is presented. Along the ordinate, the raw IBI-
series is shown in the time domain. In this contour plot, the black parts indicate
higher amplitude than the grey parts.
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Figure 2: Contour plot of the WVD of a non-equidistantly sampled respiratory time
series, of the same subject and time segment as shown in figure 1 (see for
explanation of abcisses and ordinate: figure 1.)
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Figure 3: Contour plot of the WVD of a non-equidistantly sampled IBI-series of a
healthy male during a situation of rest (sitting position; time segment length 150
sec). The frequency resolution is 3.34 mHz. (See for explanation of abcisses and
ordinate: figure 1.)
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Figure 4: Contour plot of the WVD of a non-equidistantly sampled IBI-series of the
same subject as described in figure 3, during performance of the CWT (time
segment length 150 sec). The frequency resolution is 3.25 mHz. (See for
explanation of abcisses and ordinate: figure 1.)
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Figure 5: Contour plot of the WVD of a non-equidistantly sampled systolic BP time
series of a healthy female during a situation of supine rest. The frequency
resolution is 6.62 mHz. (See for explanation of abcisses and ordinate: figure 1.)
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3.2 Example 1, rest situation
A typical WVD of an IBI-series of healthy young female during a situation of supine
rest (figure 1) clearly shows the low, mid, and high frequency fluctuations as defined
in the introduction. The low frequencies (<0.06 Hz) are fluctuating in amplitude over
time; the mid frequency fluctuations (around 0.1 Hz) are also not stationary present
throughout the time series. These fluctuations appear to come in bursts: several
concentrations are visible. The high frequency fluctuations (related to respiratory
modulation) also show non-stationarities over time. Figure 2 shows that these non-
stationarities in the high frequency fluctuations as presented in figure 1 are indeed
related to changes in respiration. Both figure 1 and 2 illustrate that the different
frequency components within cardiovascular signals show complex changes, even
within a short time period of 230 sec and during a situation of supine rest.
3.3 Example 2, mental stress
During performance of a mental stress task, HR and HR variability can change
dramatically. In our example, the heart rate of a young male increased from 53.25
bpm (variation coefficient: 2.67%) during rest (figure 3), to 69.78 bpm (vc: 4.64%)
during performance of the CWT (figure 4). Figure 3 and 4 visualize the changes that
occur in time-frequency fluctuations during rest and during performance of the CWT.
Both figures show the time course of the relevant frequency fluctuations. During the
CWT, respiration rate increases and becomes very regular, causing a shift in the
WVD of the respiratory related fluctuations in the IBI series to a higher frequency,
which appears very stationary but only after about 30-40 sec. The other frequency
components also show that initial changes in cardiovascular fluctuations during
performance of a mental stress task may differ from the changes that occur during
the later part of the task. These examples indicate that the WVD may help to unravel
the relevance of initial time-frequency changes versus sustained changes in the
understanding of cardiovascular control mechanisms during mental stress.
3.4 Example 3, cross terms
The non-stationary and discontinuous pattern (or bursts) of the mid frequency
fluctuations around 0.1 Hz is also observed in the WVD of systolic BP. This is clearly
visible in figure 5. However, figure 5 also shows a ‘regular’ discontinuous pattern at
about 0.2 Hz. At the same frequency in the squared magnitude of the Fourier
transform of this signal, there is almost no activity present. Figure 5 is presented here
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as an illustration of the phenomenon of cross terms in the WVD. Smoothing helps to
reduce the disturbance of these ‘ghost’ curves (section 2.1).
4 Conclusion
The Wigner-Ville distribution offers a promising approach to study details of time-
frequency relationships of cardiovascular time series within psychophysiological
research. The fact that no assumptions need to be made on the stationarity of the
data, makes the method preferable to other spectral methods when analyzing
spontaneous cardiovascular fluctuations over time. Two-dimensional presentation of
the frequency related amplitude changes over time by means of WVD contour plots
offers an elegant approach to study cardiovascular fluctuations during rest and task
situations. Analysis of cardiovascular fluctuations by means of this method may
further extend our knowledge on the mechanisms of cardiovascular control during
situations of rest and mental stress.
Appendix
A.1 Implementation of the discrete Wigner-Ville distribution
Let [ ]{ }, 1, 2,...,x n n N=  be an equidistantly sampled time series of odd length,
12 1N N= + , and [ ]{ }1 1, ,...,v i i L L= −  a window function of odd length, 12 1L L= + . T  is
the total measuring time of the time series and t T N∆ =  is the sample interval. T ′  is
the duration of the window function, i.e., T L t′ = ∆ . Calculate the analytical form [ ]z n
of [ ]x n  and define
[ ]nk i = [ ] [ ] [ ] [ ]v i z n i v i z n i∗ ∗⋅ + ⋅ − ⋅ −
for 1,2,...,n N= , 1 1,...,i L L= − . The DWVD (3) becomes:
[ ],W n k = [ ]1
1
4
2
ikL j
L
n
i L
k i e
π− ⋅
=−
⋅ ⋅∑ (A1)
for 1,2,...,n N= , 12 1N N= + , 0,1,..., 1k L= − . Define 2k k′ =  and rewrite (A1):
[ ],W n k′ = [ ], 2W n k = [ ]1 21
0
2
mkL j
L
k n
m
C k m L e
π− − ⋅
=
⋅ − ⋅∑ =
= [ ]{ }1 12 DFT , ,...,k nC k i i L L⋅ = − (A2)
in which
12 kLj
L
kC e
π ⋅=
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(Boashash & Black, 1987; Boashash, 1991). DFT in (A2) is a standard discrete
Fourier transform of the points [ ]{ }1 1, ,...,nk i i L L= − . The negative frequency
components are zero as a consequence of the fact that [ ]z n  is analytical. So, the
frequency resolution is doubled: instead of 1 1L +  positive frequency components at
kf k T ′= , 10,1,...,k L= , there are L  positive frequency components at the frequency
point 2kf k T′ ′ ′= , 0,1,..., 1k L′ = − . Compare this with the frequency resolution of the
spectrum of [ ]x n , which is defined at the positive frequency points kf , 10,1,...,k N= .
If the window length equals half the number of time points, i.e., 1 1L N= + , the
frequency resolution of the DWVD equals the frequency resolution of the spectrum.
In conclusion, the DWVD can be calculated using a standard discrete Fourier
transform. An efficient routine to calculate the DFT of an arbitrary number of data is
the chirp Z-transform (CZT) (Oppenheim & Schafer, 1975).
A.2 Heart rate variability spectra based on non-equidistant sampling
The methods of Rompelman (1985) and Mulder (1988), to estimate spectra of
(cardiovascular) time series based on non-equidistant sampling of the R-wave
occurence times, are as follows.
At the detection times it  of the R-waves, samples ix , 1,2,...,i N= , are taken of a
cardiovascular signal. These samples are represented by a series of delta pulses:
( ) ( )
1
N
i i i
i
p t x t t tδ
=
= ∆ −∑ (A3)
with 1i i it t t −∆ = − . This is called a cardiovascular time series. The Fourier transform of
the function ( )p t  is:
( )kX f = ( ) 2 kjf tp t e dtπ+∞ −−∞ ⋅∫ = 2
1
k i
N
jf t
i i
i
x t e π−
=
∆ ⋅∑ (A4)
with kf k T= , 0,1,2,...k = , and T  is the total measuring time (Mulder, 1988). The
spectrum P  of the function ( )p t  is calculated from (A4) by:
( ) ( ) ( )2k k kP f X f X f T∗=
(Bendat & Piersol, 1986).
In case the time series is a heart rate time series, we take 1i ix t∆ =  in (A4)
(Rompelman, 1985).
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CHAPTER 6
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Beat-to-beat fluctuations in cardiovascular time series comprise different frequency
components which can be employed to describe autonomic regulatory processes.
The exponential distribution (ED) is presented here as a specific time-frequency
distribution which has the potential to describe the time-related changes in the
frequency content of these cardiovascular fluctuations. The ED has as advantage
that it gives a good suppression of the cross terms, a characteristic feature of bilinear
time-frequency distributions. An implementation to apply the ED to non-equidistantly
sampled cardiovascular time series is provided. Applications of the ED to various
clinical and experimental human cardiovascular time series show that the ED can be
an important aid to describe and interprete time-varying frequency components of
cardiovascular signals such as heart rate, interbeat interval, blood pressure and
respiration.
1 Introduction
The conventional method to study the dynamics of cardiovascular control
mechanisms is to estimate the variability spectra of the beat-to-beat fluctuations in
heart rate (HR) and blood pressure (BP). These fluctuations in HR and BP are
usually characterized by three spectral peaks in a frequency range of 0.01 to 0.50
Hz:
• a low frequency peak around 0.04 Hz,
• a mid frequency peak around 0.1 Hz, and
• a high frequency peak between 0.20-0.35 Hz.
These peaks are believed to contain differential information related to either
sympathetic and/or parasympathetic processes within the cardiovascular control
system [1-4]: whereas respiratory-related high frequency fluctuations in HR
particularly reflect cardiac vagal (parasympathetic) tone, low and mid frequency
fluctuations in HR and especially BP may reflect sympathetic processes.
To estimate HR spectra and spectra of other cardiovascular signals, several
methods have been developed. Most of these methods are based on equidistant
sampling of the cardiovascular signals, in order to produce various time series of
cardiovascular quantities such as interbeat intervals or systolic BP (SBP). Spectra
can then be calculated using a fast Fourier transform. However, HR is a frequency
modulated signal [5], whereas SBP and diastolic BP (DBP) are frequency and
amplitude modulated signals [6]. We recently presented a method to compute
spectra of cardiovascular time series by means of non-equidistant sampling of the R-
waves [7] based on the assumptions of Rompelman [5] and Mulder [6]. Non-
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equidistant sampling of the HR signal or other cardiovascular signals guarantees that
whenever time relationships between signals have to be studied (such as between
HR and SBP), there are no relative time shifts between the time series or the relative
time shifts are constant over time. Computation of variability spectra and cross-
spectra by means of non-equidistant sampling of the cardiovascular time series have
the advantage that these methods take into account both the frequency and
amplitude modulation properties of these signals.
Spectral analysis is usually performed on consecutive time-segments ranging
from 2–5 min, under the assumption that these time-segments can be considered
stationary. But even on this time-scale, the spontaneous cardiovascular fluctuations
are, in general, not completely stationary. This makes the spectra of the consecutive
segments less appropriate to examine changes in frequency components over time.
For each segment, the time-varying frequency components will accumulate into wide
frequency bands within the overall power spectrum. Furthermore, the high segment-
to-segment variations in the power of the different frequency components over time
[8]  suggest that a more detailed analysis of time-frequency relationships is
warranted. These relationships can be described with a (joint) time-frequency
distribution (TFD). A TFD describes the frequency changes of the signal as a function
of time, while allowing non-stationarities. At each instant of time, a TFD shows the
frequencies that exist at that time. A well-known TFD is the Wigner-Ville Distribution
(WVD; [9-14]). Novak & Novak [15] were the first to apply the WVD to cardiovascular
time series. In this paper, we will explore the possibilities of the exponential
distribution (ED; [16]) to describe time-frequency relationships of various
cardiovascular time series. The ED is a modified WVD, which diminishes the effects
of the so-called cross terms. These cross terms are artefacts in a TFD due to the
bilinearity of the TFD; cross terms are considered to be a drawback of the WVD.
Our aim of this paper is to apply the exponential distribution to non-
equidistantly sampled cardiovascular time series. The implementation of the method
into a computer program is provided. Furthermore, the applicability of the method to
study details of cardiovascular time-frequency relationships is illustrated on both
clinical and experimental human data.
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2 Theory
2.1 Spectral analysis of non-equidistant cardiovascular time-series
The estimation of HR variability (HRV) spectra based on non-equidistant sampling of
the R-wave incidences was first introduced by Rompelman [5]. The R-waves are
detected and represented by Dirac delta pulses ( )it tδ −  at the incidence times it ,
1,2,...,i N= . These delta pulses form the signal:
( ) ( )
1
N
i
i
p t t tδ
=
= −∑ (1)
Such a series of consecutive R-wave incidences is called a HR signal or HR time
series.
The Fourier transform of the function ( )p t  is:
( ) ( ) 2 2
1
k k i
N
jf t jf t
C k
i
X f p t e dt eπ π
+∞ − −
−∞ =
= ⋅ =∑∫ (2)
in which kf k T= , 0,1,...,k =  and T  is the total record time. The spectrum CP  of the
function ( )p t  is [17]:
( ) ( ) ( )2C k C k C kP f X f X fT ∗= ⋅ ⋅ (3)
and is estimated using the right part of equation (2). This spectrum is based on non-
equidistant sampling, the delta pulses are occurring at the R-wave incidences. The
spectrum PC is called the spectrum of counts (SOC).
Let ( )p t  be a HR time series of consecutive R-wave incidences at times it ,
1,2,...,i N= . The time-intervals it∆  between the R-waves or interbeat intervals iI
(IBIs) are defined by iI = it∆ = 1i it t −−  for 1,2,...,i N=  (the first interval starts at R-wave
incidence 0t ). The total record time T  is
1
N
i
i
T t
=
= ∆∑ .
The mean sample interval t∆  or mean IBI I  is T N . The ‘sample frequency’ is
defined by Sf = 1 I = N T  (this is also called the ‘mean HR’) The ‘Nyquist frequency’
is defined by 2N Sf f= . The frequency resolution is 1f T∆ = .
Prior to the calculation of the spectrum of a time series, it is customary to
subtract the DC of the time series. In case of an HR signal, DC-correction is
performed by subtracting a sequence of N  delta functions from the original delta
series ( )p t  in equation (1). These delta functions are placed at equal intervals I , the
mean IBI. The function ( )p t  then becomes [6]:
( ) ( ) ( )
1 1
N N
i
i i
p t t t t i Iδ δ
= =
= − − − ⋅∑ ∑
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At the R-wave incidences, samples of other cardiovascular signals can be
obtained: the SBP or DBP can be determined, the IBI since the last R-wave
incidence can be calculated, or a sample of the respiration (RSP) signal can be
taken. In this way, a collection of data points on a beat-to-beat basis is obtained.
Such a series is called a cardiovascular time series. Mulder [6] introduced a method
to calculate the spectrum of these non-equidistantly sampled signals (see also Van
Steenis et al., [7]).
Let ix , 1,2,...,i N=  be the samples of a cardiovascular signal taken at the R-
wave incidences it , 1,2,...,i N= . The R-wave incidences are again represented by
the delta functions ( )it tδ − , but now they have weights i ix t∆  in which it∆  is the time
interval 1i it t −− . Together they form the function ( )p t :
( ) ( )
1
N
i i i
i
p t x t t tδ
=
= ∆ ⋅ −∑
The Fourier transform of the function ( )p t  is:
( ) ( ) 2 2
1
k k i
N
jf t jf t
k i i
i
X f p t e dt x t eπ π
+∞ − −
−∞ =
= ⋅ = ∆ ⋅∑∫ (4)
The spectrum P  of the function ( )p t  is:
( ) ( ) ( )2k k kP f X f X fT ∗= ⋅ ⋅ (5)
and is estimated using the right part of equation (4).
DC-correction is applied by subtracting a weighted mean of the samples ix
from each sample. This weighted mean has the form:
1
1 N
W i i
i
x x t
T =
= ∆∑
and (4) becomes:
( ) ( ) 2
1
k i
N
jf t
k i W i
i
X f x x t e π−
=
= − ∆ ⋅∑ (6)
2.2 The Wigner-Ville distribution
The traditional method to estimate the power spectrum of a stationary stochastic
process ( )x t  is the calculation of the Fourier transform of the autocorrelation function
(ACF) of ( )x t :
( ) ( ) 2 jfx xS f R e dπ ττ τ+∞ −−∞= ∫ (7)
in which
( )xR τ = ( ) ( )E x t x t τ∗ ⋅ + 
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is the ACF of the process ( )x t  (* denotes the complex conjugate) [17]. For a
stationary process ( )x t , the ACF ( )xR τ  is only dependent on the time lag τ  and is
not dependent on time t . This property does not hold for non-stationary stochastic
processes. In that case, the ACF of a stochastic process ( )x t  becomes [17]:
( ),xR t τ = ( ) ( )2 2E x t x tτ τ∗ + ⋅ −  .
Substituting this ACF in (7) yields a time-dependent spectral representation of ( )x t ,
given by:
( ) ( ) 2, , jfx xS t f R t e dπ ττ τ+∞ −−∞= ∫
it follows that:
( ) ( )2, ,
2 2
jf
x xS t f E x t x t e d E W t f
π ττ τ τ+∞ ∗ −−∞
    = + − ⋅ =            ∫
in which [13,17]:
( ) 2,
2 2
jf
xW t f x t x t e d
π ττ τ τ+∞ ∗ −−∞
   = + − ⋅      ∫ . (8)
The function ( ),xW t f  is called the Wigner distribution (WD) of the stochastic process
( )x t  [9,11,13].
The discrete time equivalent of (8) for a random process ( )x t  is [18]:
( ) ( ) ( ) 4, 2 j i t fx
i
W n t f t x n t i t x n t i t e π
∞ ∗ − ⋅ ∆ ⋅
=−∞
∆ = ∆ ∆ + ∆ ∆ − ∆ ⋅∑
( ..., 2, 1,0,1, 2,...n = − − ), in which t∆  is the sample interval. 1Sf t= ∆  is the sample
frequency. This function is periodic, with period 1f = 1 2 t∆ = 2Sf . This means that
frequency components of the signal outside the frequency range [ ]1 12, 2f f−  will be
folded within this region, i.e., aliasing will occur. There are two methods to avoid this
[12,19]:
1) make sure that the frequency components outside [ ]1 12, 2f f−  are zero; this can
be done by oversampling the signal by, at least, a factor four of the Nyquist
frequency, which is the highest frequency in the signal, i.e., 1 2 Nf f≥  and 4S Nf f≥ ;
or
2) make sure that the negative frequency components are zero; in this case the
frequency components in the region [ ]1 12,f f  are zero and cannot disturb the
frequency components in the region [ ]10, 2f ; this can be done by using analytical
signals.
An analytical signal is a signal without negative frequency components. It is the dual
of causal signals in the time domain [17]. Analytical signals can be sampled at a rate
which is at least twice the Nyquist frequency, i.e., 2S Nf f≥ . In fact, the sample
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frequency is doubled by producing an imaginary part to the real non-analytical signal
in order to get the analytical form [19]. For an analytical stochastic process z(t), the
function ( ),zW t f  is called the Wigner-Ville distribution (WVD; [10,11,13]):
( ) 2,
2 2
jf
zW t f z t z t e d
π ττ τ τ+∞ ∗ −−∞
   = + − ⋅      ∫ (9)
There is a second reason to use analytical signals [19]: real non-analytical
signals can produce low-frequency artefacts in the Wigner distribution. These are a
result of interactions between positive and negative frequency components.
Annihilation of the negative frequency components by using the analytical form of a
real signal prevents these interactions. The interactions between positive and
negative frequencies are comparable to the appearance of ‘ghost’ curves between
two positive components.
2.3 Properties of TFDs
A TFD should reflect the energy distribution of the signal, both over time and
frequency. Therefore, a set of properties has been formulated which should apply to
an ideal TFD [13,14,20]:
P1: the TFD is real-valued;
P2: integration over both time and frequency yields the total energy of the signal;
P3: integration over time yields the spectral density of the signal;
P4: integration over frequency yields the instantaneous power of the signal;
P5: averaging over frequency yields the instantaneous frequency;
P6: averaging over time yields the group delay;
P7: the TFD satisfies the weak finite time support: if the signal is zero outside a
time segment, then the TFD is zero outside this time segment;
P8: the TFD satisfies the weak finite frequency support: if the signal is zero
outside a frequency segment, then the TFD is zero outside this frequency segment;
P9: the TFD is positive.
The short-time Fourier transform (STFT; [21]) only satisfies P1 and P9; the WVD
satisfies all except P9 [13,14].
2.4 Cross terms and the exponential distribution
A limitation of the WVD is the appearence of spectral cross terms, or ‘ghost’ curves in
the time-frequency domain. These cross terms are artefacts, which are due to the
bilinear nature of the WVD (equation (9)) [13,14]. To understand this notion we work
out the WVD of the sum of two pure sine waves [14]:
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( ) 1 22 21 2jf t jf tz t A e A eπ π= +
The WVD of this analytical function consists of two autoterms and a cross term ( ( )δ i
is the Dirac delta function):
( ) ( ) ( )2 21 1 2 2, cross termW t f A f f A f fδ δ= − + − + (10)
The cross term has the following form:
( ) ( )( )1 21 2 2 1cross term 2 cos 22
f f
A A f f f tδ π+ = ⋅ − ⋅ −  
(11)
The first two terms on the right hand side of (10) are the autoterms, they are the
expected components in the time-frequency plane at the frequencies 1f  and 2f  of
the sine waves (compare this with the power spectrum of a sine wave). The resulting
cross term, given in (11), is located halfway the two autoterms and the form of the
cross term is sinusoidal. The cross terms in the WVD of a signal can also occur at
the position of the autoterms; they obscure the true time-frequency distribution and
they hamper the interpretation of the distribution.
An approach to diminish the cross terms is the use of the exponential
distribution (ED), or Choi-Williams distribution, introduced by Choi & Williams [16]. In
comparison to the WVD, the ED has lower cross terms amplitudes, but it contains the
same information in the autoterms as the WVD [13]. This is achieved by convoluting
the function ( ) ( )2 2z t z tτ τ∗+ ⋅ −  in (9), as a function of t , with an exponential kernel
which has the form:
( ) 2 242, 4 tK t e σ τσ
στ πτ
−= ⋅ ,
in which σ  is a parameter. For an analytical stochastic process ( )z t  the ED has the
form [16]:
( ) ( ) * 2, ,
2 2
jf
zE t f K u t z u z u du e d
π τ
σ
τ ττ τ+∞ +∞ −−∞ −∞
    = − ⋅ + − ⋅        ∫ ∫
For large σ , the ED is almost equal to the WVD. Smaller values of σ  will suppress
the cross terms. 2σ =  has been found to be a good compromise for our applications.
The ED satisfies the properties P1 through P6 (section 2.3). If σ  is sufficiently large,
the ED will also satisfy P7 and P8 [13,14,16].
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2.5 The discrete exponential distribution
The discrete exponential distribution (DED) of a discrete analytical time series [ ]z n ,
1,2,...,n N=  is defined by [13,16]:
[ ] [ ]1 2 2
1 1
4 4
2, 2 ,4
iML
m i j ik L
i L m M
E n k e k n m i e
i
σ πσ
π
− − ⋅
=− =−
  = ⋅ ⋅ + ⋅   ∑ ∑ (12)
in which the kernelfunction [ ],k n i  is defined by:
[ ] [ ] [ ] [ ] [ ],k n k v i z n i v i z n i∗ ∗= ⋅ + ⋅ − ⋅ − (13)
for 1,2,...,n N= , 0,1,..., 1k L= −  and 12 1L L= + , L  must be odd. L  can be equal to N .[ ]v i  is a window function of odd length L . [ ]v i  is zero outside the segment [ ]1 1,L L− .
σ  is a parameter. 12 1M M= + , M  must be odd, and M  can be equal to L . The
factor 4 in the exponent and the factor 2 before the summation in equation (12) are
the result of the transformation of the continuous 2τ  into the discrete variable i .
3 Methods
3.1 Implementation of the exponential distribution
The ED can only be applied to equidistantly sampled analytical signals. HR time
series and cardiovascular time series are non-equidistant time series (both series will
be called cardiovascular time series from now on). In order to calculate the DED of a
cardiovascular time series, this series has to be transformed into an equidistant
analytical time series. Let ( )p t  be a cardiovascular time series, according to section
2.1. The first step is to calculate the complex Fourier transform, using equation (2) or
(6), of this ( )p t . This results in an equidistant complex series in the frequency
domain. This series can be transformed back to the time domain with the well-known
inverse discrete Fourier transform (DFT). The number of R-waves in ( )p t  and
accordingly the number of complex data in the frequency domain is generally not a
power of two. Furthermore, it can be an odd number. Therefore, a fast Fourier
transform (FFT) cannot be used here. An efficient method to calculate the DFT or the
inverse DFT of an arbitrary number of data is the chirp Z-transform (CZT) resp.
inverse chirp Z-transform [22]. So, the second step is to apply the inverse CZT to the
complex series in the frequency domain in order to get the desired equidistant time
series in the time domain. It guarantees the same time resolution as the original time
series. And the power spectrum of the equidistant series, calculated with the DFT,
will be equal to the power spectrum of the non-equidistant series, calculated with
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equation (3) or (5). The next step is to calculate the analytical form of the resulting
equidistant cardiovascular time series. One method, using the DFT, in this case the
CZT, is described by Boashash & Reilly [23]. In short, this method calculates the
complex Fourier transform of the time series, annihilates the negative frequency
components and multiplies the positive frequency components by two, and
transforms the result back to the time domain. An alternative way to produce the
analytical form is to use the Hilbert transform [17]. A FIR filter implementation of the
Hilbert transform is discussed by Boashash & Black [18]. The DED of the resulting
equidistant analytical cardiovascular time series can be calculated as follows. Let
[ ]z n , 1,2,...,n N=  be a discrete equidistant analytical cardiovascular time series and
[ ]v i , 1 1,...,i L L= −  a window function of odd length 12 1L L= + . T  is the total
measuring time and t T N∆ =  is the sample interval. T ′  is the duration of the window
function, i.e., T L t′ = ∆ . Define:
[ ] [ ]2 2
1
4
2 ,4
iM
m i
n
m M
k i e k n m i
i
σσ
π
−
=−
= ⋅ ⋅ +∑
(see equation (13)) and
[ ] 12 Lj LLC e
απα =
Define 2k k′ =  and rewrite (12):
[ ] [ ] [ ] [ ]1 21
0
, , 2 2
L
j ik L
L n
l
E n k E n k C k k l L e π− ⋅
=
′ = = ⋅ − ⋅∑
for 0,1,..., 1k L′ = − . Thus, the DED consists of the DFTs of the series [ ]nk i ,
1 1,...,i L L= −  for each 1,2,...,n N= :
[ ] [ ] [ ]{ }n 1 1, 2 DFT k , ,...,LE n k C k i i L L′ = ⋅ = − (14)
The negative frequency components are zero as a consequence of the fact that [ ]z n
is analytical; thus, the frequency resolution is doubled: instead of 1 1L +  positive
frequency components at kf k T ′= , 10,1,...,k L= , there are L  positive frequency
components at the frequency points 2kf k T′ ′ ′= , 0,1,..., 1k L′ = − , i.e., the frequency
resolution of the DED is 1 2f T′ ′∆ = . Note that the spectrum of the original time series
[ ]x n  is defined at the frequency points kf k T= , 0,1,..., 2k N= , i.e., the frequency
resolution is 1f T∆ = .
Equation (14) can easily be implemented in a computer program. One can use the
CZT to calculate the DFT of the odd number of data in (14). Our CZT-routine comes
from MicroWay (387FFT, version 1.00, MicroWay Inc.). Equation (14) has to be
calculated for each n . Together the results form the DED of the equidistant analytical
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cardiovascular time series. The DED can visualized graphically as a function of time
and frequency by means of contour plots or three-dimensional surface plots.
3.2 Data acquisition
The applications presented in the next section were selected from several
experiments in which cardiovascular parameters were studied during situations of
supine rest, orthostatic stress, and controlled breathing, in healthy subjects, patients
with major depressive disorder [24], and patients with autonomic dysfunctions [25].
ECG, BP, and RSP were recorded continuously during supine rest (10 min),
controlled breathing by means of a metronome (3 min; 16 cls/min), orthostatic stress
(8 min; passive 60° head-up tilt), controlled breathing (16 cls/min) during the 60°
head-up tilt (3 min) and a 10 min-period of post-orthostatic supine rest. The ECG was
derived using a precordial lead, amplified by means of a polygraph (Nihon Kohden,
Tokyo, Japan). BP was measured with a servoplethysmographic finger transducer
(Finapres 2300 NIBP monitor, Ohmeda, Englewood, CO, USA). Thoracic RSP was
measured with an impedance plethysmograph (Nihon Kohden, Tokyo, Japan). The
signals were digitized on an IBM compatible Personal Computer (Commodore PC
60-III) equipped with an A/D converter (Advantech PC-LabCard model PCL-718).
The sampling rate was 1024 Hz per channel. R-wave moments and R-R intervals
were detected with an accuracy of 1 ms; per R-R interval the SBP and DBP were
detected with an accuracy of 0.1 mmHg; and at each R-wave moment a sample of
the RSP signal was taken as explained in section 2.1, these samples form the RSP
time series. The time series were divided in periods of 3 to 5 minutes corresponding
to the above mentioned experimental procedures. Of each period, the power
spectrum and the DED, according to sections 2.1 and 3.1, were calculated.
4 Applications
4.1 Spontaneous cardiovascular fluctuations during supine rest
Figures 1, 2, and 3 present typical DEDs, computed from the corresponding HR,
SBP, and RSP time series of a healthy subject during a 5 min period of supine rest
(mean HR= 65.43 bpm, variation coefficient of the interbeat intervals: vc= 5.75%;
mean SBP: 100.1 mmHg, vc= 4.57%). The overall spectra of HR and SBP (figures 1
and 2) illustrate the three relevant frequency components around 0.04 Hz (low), 0.1
Hz (mid), and around the dominant respiratory frequency at 0.30 Hz (high). The low
frequencies (<0.06 Hz) of the DED of the HR and SBP time series show non-
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stationary fluctuations in both amplitude and frequency (figures 1 and 2). The mid
frequency fluctuations around 0.1 Hz of the DED of both the HR and SBP time series
are very irregular in appearance; some isolated areas of increased activity at
corresponding time points are apparent, reflecting the coherence between HR and
BP fluctuations in the mid frequency range. The non-stationary fluctuations of the
DED of the RSP signal (figure 3) are reflected at the corresponding frequencies of
the DEDs of the HR and SBP time series (figures 1 and 2, respectively) due to the
respiratory modulation of vagal-mediated cardiac control (HR) and/or due to the
mechanical effects of breathing (SBP). The DEDs of the HR, SBP and RSP time
series nicely reflect the different frequency components within short-term
cardiovascular fluctuations, but they also illustrate that even within a period of several
minutes and during a ‘stationary’ situation of supine rest, complex time-related
changes do occur.
4.2 Clinical example illustrating interference and correction of cross terms
The necessity to correct for cross terms in order to interprete time-frequency
relationships accurately is illustrated by an example of a patient with pure autonomic
failure (PAF). Patients with PAF suffer from a complete or almost complete failure of
both the sympathetic and the parasympathetic nervous system, resulting in dramatic
reductions of both HR and BP variability [25]. Figure 4 presents the uncorrected
discrete WVD (DWVD), based on an IBI sequence of a patient with PAF during a 5
min period of supine rest (mean HR=67.3 bpm, vc= 0.66%). Although the total power
of the overall spectrum of the IBI sequence is low (figure 4), two frequency bands still
are apparent: one peaks at about 0.03 Hz, the other peaks at the respiratory
frequency at about 0.2 Hz. The fluctuations at about 0.4 Hz are harmonic frequencies
of the respiratory frequency. Frequencies at 0.1 Hz are completely absent, due to the
strongly diminished sympathetic tone in these patients. The DWVD does show the
frequencies at 0.03, 0.2 and 0.4 Hz, but halfway the low and respiratory peaks and
halfway the respiratory peak and the peak of the harmonic frequencies, two highly
irregular bands are visible: the ghost curves or cross terms (section 2.4). Notice that
there is no activity at the corresponding frequencies in the overall spectrum.
Figure 5 presents the DED computed from the same IBI sequence: most of
the cross terms are disappeared due to the procedures as described in section 2.4.
The relevant frequency bands are now clearly represented in the time-frequency
distribution. Especially in subjects with autonomic failure, where evaluation of
minimal fluctuations in cardiovascular signals may have clinical relevance, adequate
suppression of cross terms is an essential feature of a time-frequency distribution.
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Figure 1: DED of a non-equidistantly sampled HR time series (300 sec in length)
of a healthy subject during supine rest. The abcisses is the frequency axis and the
ordinate is the time axis. Along the ordinate, the raw IBI-series is shown in the time
domain. Along the abcisses, the power spectral density (spectrum) of the whole
time series is presented. The scale of the spectrum, in this figure and the next
figures, is always equal to the maximal component in the spectrum; in this case
the scale is 0.12 sec-2/Hz.
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Figure 2: DED of a non-equidistantly sampled SBP time series for the same
subject and time segment as presented in figure 1 (see figure 1 for explanation of
abcisses and ordinate). The scale of the spectrum is 2167.89 mmHg2/Hz.
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Figure 3: DED of a non-equidistantly sampled RSP time series of the same subject
and time segment as presented in figure 1.
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4.3 Specific examples of non-stationary time-frequency relationships
1a) Respiratory modulation of HR variability
In certain situations, interpretation of overall spectra of HR (and BP) variability may
lead to erroneous conclusions if there is no information available of the respiratory
signal. Figures 6 and 7 illustrate the DEDs from corresponding HR and RSP time
series of a depressed patient during a 4 min period of supine rest. The overall
spectrum of the HR time series (figure 6; mean HR=68.38 bpm, vc=13.1%) shows
two clear broad-band frequencies: one around 0.1 Hz, a possible reflection of
sympathetic-mediated processes, and one around 0.25 Hz, reflecting respiratory-
linked variations due to vagal-mediated cardiac control. The corresponding DED
illustrates a sudden shift from slow to faster frequencies, suggesting a dramatic
change in sympathetic modulation. However, as can be observed in figure 7, the
corresponding respiratory signal shows a change from a slow breathing frequency
(about 0.1 Hz) to a faster breathing frequency (0.18-0.22 Hz). This time-related
change is evident in the DED, whereas the overall spectrum shows the two broad-
band peaks corresponding to the change in breathing frequency. Therefore, in this
example, both peaks in the HR spectrum primarily reflect respiratory-linked vagal
activity.
1b) Cardiac arrhythmias
The DED of an IBI sequence of a depressed patient treated with the tricyclic
antidepressant imipramine is presented in figure 8 (mean HR=79.74 bpm, vc=2.7%).
The IBI sequence was derived from a 4 min period of supine rest and reflects a brief
episode of supraventricular cardiac arrhythmias. This brief period of arrhythmias
affects all frequency components in the DED due to the rapid fluctuations in the
successive IBI lengths. Furthermore, there appears a high peak around the Nyquist
frequency in the DED. This peak is also visible in the overall spectrum of the IBI
sequence, and interferes greatly with the respiratory-related high frequencies. Just
before and during the arrhythmic period, there is a slow trend in the IBI sequence. In
the DED, this trend appears as a high peak in the low frequency range. In the
spectrum, the low frequency peak is primarily caused by this temporary change.
Notice the effect of the isolated arrhythmic artefacts later on in the IBI sequence. The
delta-like peaks affect all frequency components in the DED. At the crosspoints with
the respiratory-related frequencies, the two components are superponated. Cardiac
arrhythmias have a major impact on homeostatic cardiovascular processes as
reflected in HR and BP variability; this example illustrates the extent to which isolated
grouped arrhythmias disturb time-frequency distributions.
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Figure 4: DWVD of a non-equidistantly sampled IBI time series of a patient with
PAF during 5 min of supine rest. The scale of the spectrum is 0.0011 sec2/Hz. The
figure is very irregular due to the cross terms. Note the two striking cross term
bands.
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Figure 5: DED of the same IBI time series as in figure 4. The cross terms are
almost disappeared due to the smoothing effect of the ED.
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Figure 6: DED of a non-equidistantly sampled HR time series of a depressed
patient during 4 min of supine rest. The scale of the spectrum is 0.49 sec-2/Hz.
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Figure 7: DED of the RSP time series of the same subject and time segment as
presented in figure 6. Note the sudden shift from slow to faster frequencies.
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Figure 8: DED of an IBI time series of a depressed patient during 4 min of supine
rest. The scale of the spectrum is 0.0095 sec2/Hz.
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Figure 9: DED of a SBP time series of a depressed patient dureing 4 min of head
up tilt. The scale of the spectrum is 767.11 mmHg2/Hz. The initial cardiovascular
reaction to the head up tilt is most prominent in the frequency components around
0.1 Hz.
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1c) Adjustments to sudden situational changes
In figure 9, the SBP sequence of a depressed subject reflects the initial
cardiovascular reaction to the 60° head-up tilt procedure (mean SBP= 127.2 mmHg,
vc= 4.20%). In the DED, the respiratory-related high frequencies are apparent
throughout the entire procedure. However, the transition from supine posture to
passive standing causes a momentary increase in activity around 0.1 Hz, as an
indication of an increase in sympathetic tone, which is evident also in the DED.
However, its reflection in the overall spectrum erroneously suggests a sustained
presence of these periodicities during the entire period. The DED illustrates that the
patient gets accustomed to the standing position: the activity around 0.1 Hz
diminishes rapidly and after that the DED shows some isolated moments of activity at
these frequencies. This example shows that initial cardiovascular adjustments to
sudden situational changes can be visualized in detail by means of a DED.
5 Discussion
In this paper, an implementation to apply the exponential distribution to non-
equidistantly sampled cardiovascular time series has been given. We used the
methods of Rompelman [5] and Mulder [6] to transform the non-equidistantly
sampled cardiovascular time series into equidistant time series. This enabled us to
calculate the DED of HR as well as IBI time series. Furthermore, using the CZT
enabled us to calculate the Fourier transform of time series with lengths not
necessarily equal to a power of two.
The ED is a modified WVD. Implementations of the DWVD and/or DED have
been discussed previously by Martin & Flandrin [26], Chester [27], Boashash & Black
[18], Sun et al. [28], Boashash & Reilly [23]. A method to suppress cross terms in a
DWVD has been discussed by Martin & Flandrin [26]. They used a symmetric
normalized time window and a time smoothing function. The effect of the time
window is smoothing of the WVD in the frequency direction; thus, it will also spread
out the autoterms. The effect of the smoothing function is a reduction of the cross
terms, but it has also a smoothing effect on the autoterms in the time direction.
Therefore, the implementation of the DWVD by Martin & Flandrin does not satisfy the
properties P3-P8 (section 2.3). Novak & Novak [15] applied the DWVD, using FFT
techniques, to IBI, SBP, DBP, and RSP time series, each time series linearly
interpolated to an equidistant time series. They implemented the method of Martin &
Flandrin to correct for cross terms, using a computation algorithm of Peyrin & Prost
[29]. We employed the ED because it has certain advantages over the forementioned
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method: the ED satisfies the advocated properties P1-P6 (section 2.3) for TFDs, for
all values of σ . When the smoothing effect is too large, i.e. small σ  ( 1σ ≤ ; [16]), the
autoterms and the components in the time direction will be spread noticeably. Thus,
P7 and P8 will not be satisfied. If σ  is sufficiently large ( 1σ > ) then the ED will
approximately satisfy properties P7 and P8 [14]. Furthermore, for increasing σ , the
ED will become approximately equal to the WVD. According to Choi & Williams, a
good choice of σ  will be found between 0.1 and 10. Our DED examples of
cardiovascular time series, with 2σ = , show that the cross term suppression by the
ED is satisfactory without disturbing the autoterms too much.
Our applications illustrated the potential of the ED to study time-frequency
relationships of and between cardiovascular time series. Complex time-varying
aspects of the relevant cardiovascular frequency components of HR, IBI, BP, and
RSP time series could be made visible by means of the ED. Therefore, the ED can
be an important aid to describe and interprete the complex dynamics of autonomic
regulatory processes.
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CHAPTER 7
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Variability in heart rate sometimes shows oscillatory, sine-wave-like, or ‘deterministic’
properties whereas under different circumstances the signals look ‘noisy’ or
‘irregular’. Three oscillatory narrow-band components have been postulated to occur
in spontaneous variability of heart rate within a time-scale of several minutes: low
(0.02-0.07 Hz), mid (0.07-0.15 Hz), and high (0.15-0.50 Hz). Reduction of these
oscillations in disease states has been shown to be a powerful predictor of future
clinical events and mortality.
By applying Fourier transforms to quantify these three components, an
observation interval (or time window) of 2-5 minutes is usually chosen as a
compromise to achieve an appropriate frequency-resolution. However, in this
observation interval, the signal may be ‘non-stationary’, meaning that the statistical
properties of the signals may change over time.
Given the fact of the three narrow-band components, this paper describes a
method to derive the shortest possible observation interval for each of these
components, which is inversely related to the bandwidth of these three components
as given by the uncertainty principle of Gabor. For the high-frequency component, if a
bandwidth of 0.35 Hz is postulated, such minimal observation interval tσ  translates
into a time-resolution t∆  of about 2.25 sec in the discrete time-domain. For the mid-
frequency component, with a bandwidth of 0.08 Hz, this yields about 7.75 sec,
respectively. If signal properties, such as amplitude (or envelope) and frequency, are
computed at such proper and optimal time-resolution, adjacent points in time are
independent in a statistical sense, that means that these properties then are
instantaneous. In that case the amplitude and the frequency are called instantaneous
amplitude and frequency. Computations over a shorter time interval yield adjacently
dependent points in time; if computed over a longer time interval, properties will be
averaged, i.e., smeared over time (as with Fourier analysis). This means that the
presented method does not introduce redundancy (by interpolation) nor smearing
over time, so the instantaneous properties then can be related to the underlying
physiological model that reacts on (non) stationary internal and external
circumstances.
Recalling that cardiovascular signals may show waxing and waning of
oscillatory ‘deterministic’ and noisy ‘irregular’ properties in time, especially the
oscillatory periods in time may be related to autonomic cardiac control processes. In
this paper, in addition to the computation of the instantaneous amplitude and
frequency, a method is introduced to compute an index of the instantaneous
bandwidth for the narrow-band components as a means to separate the oscillatory
and irregular periods in time.
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1 Introduction
Heart rate variability is controlled by the autonomic nervous system and affected by
external and internal factors, such as physical activities and locomotion, circadian
rhythm and psychological influences. Furthermore, heart rate variability is altered in a
variety of disease states; reduced variability has repeatedly been shown to be a
powerful predictor of clinical events and mortality [e.g., 1,2].
The oscillatory sine-wave-like narrow-band fluctuations that occur in short-
term heart rate variations originate from various sources in the autonomic
cardiovascular control system. We mention three [3-12].
1) Fluctuations in peripheral vasomotor tone related to thermoregulation, renin-
angiotensin system activity, or other processes. The period length of these
fluctuations varies between 14-50 sec.
2) Oscillations due to the baroreflex control of peripheral resistance, with a period
length of about 10 sec; these oscillations may reflect sympathetic processes. And
3) respiratory-related fluctuations, possibly reflecting cardiac parasympathetic
(vagal) nervous activity; the period length of these fluctuations is about 3 sec.
These oscillatory fluctuations are called short-term fluctuations. Spectral analysis
aims at characterizing such oscillations in the frequency domain; three spectral
ranges or peaks can be discerned in:
1) the low-frequency range: 0.02-0.07 Hz;
2) the mid-frequency range: 0.07-0.15 Hz; and
3) the high-frequency range: 0.15-0.50 Hz.
The conventional observation interval or time window over which spectral analysis of
short-term fluctuations is performed varies between 2-5 min, i.e., intervals long
enough to measure the slow fluctuations of the low-frequency range. But even in a
time interval as short as 2-5 min, the frequency content of heart rate varies
considerably [13]. Apparently, the spontaneous fluctuations are too rapid to be
captured in observation intervals, even as short as a few minutes.
In general, heart rate variability is a dynamic ‘non-stationary’ signal [14]. We
use the term ‘non-stationary signal’ in the sense of statistical properties of the signal
changing over time. This means that the characteristic spectral peaks, low, mid, and
high, vary in time in their position on the frequency axis (frequency), energy (or
amplitude), as well as in the spread or width of their peak (bandwidth). One can
imagine an ‘instantaneous spectrum’ [15,16] at each instant in time. These
‘instantaneous spectra’ visualize the time-varying characteristics of a signal. One way
to obtain these is by means of a time-frequency distribution, such as the Wigner-Ville
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distribution [15,17] or the Exponential Distribution [18,19]. In this paper, we provide a
method to compute the time-varying ‘instantaneous spectrum’ quantitatively by
means of the instantaneous amplitude (IA), frequency (IF), and the instantaneous
bandwidth (IB). The method only applies to monocomponent signals of which the
energy is concentrated in one spectral peak. To approximate a monocomponent
signal, as close as possible, we decompose the heart rate variability signal with a
three zero-phase band-pass filters into the three spectral peaks of interest: low, mid,
or high. The time-varying properties of each of the three components can now be
described by means of the IA and the IF. The squared IA is a measure of the
instantaneous power or energy per unit time. The IF defines the frequency location of
the spectral peak. The spread of the spectral peak is measured by means of the IB,
being the associated standard deviation of the average IF. In our case, the so-called
instantaneous bandwidth coefficient (IBC) is computed as an index for the IB. The
IBC may serve as a time-varying segmentator of oscillatory versus irregular periods:
low values indicate oscillatory properties, high values indicate irregularities.
Our method was developed to gain information on the functioning of the
sympathetic and parasympathetic processes within the cardiovascular control system
on the highest possible time-resolution as given by the uncertainty principle of Gabor.
This time-resolution is different for the low-, mid-, and high-frequency components,
that is, it is inversely related to the bandwidth of these three components. It means
that the method does not introduce redundancy (by interpolation) or smearing over
time. Hence the parameters IA and IF of the fluctuations in low-, mid-, and high-
frequency bands can now be totally related to external and internal time-varying
processes. For instance, under ambulatory conditions, the fluctuations can be related
to body posture (lying, sitting, standing) and physical activities (walking), whereby
also the time-varying spectral details of transitions between postures and activities
can be examined. In the case of measurements in a controlled laboratory
environment, the fluctuations can be related to the effects of psychological, physical,
or pharmacological challenge tests. In addition, a detailed description of IA and IF, in
relation to the IBC, in disease states associated with altered heart rate variability will
contribute to an increased understanding of the processes involved in the triggering
of clinical events or mortality.
In this paper we limit ourselves to the application of the method to the mid-
and high-frequency band of heart rate variability time series. However, the method
was developed to be applied to the three narrow-band  (low-, mid-, and high-
frequency) components of cardiovascular time series and also to respiratory signals.
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2 Theory of instantaneous properties of narrow-band signals
In a first approximation, the instantaneous amplitude or envelope and instantaneous
frequency of a narrow-band oscillatory signal can be computed by rectification
followed by smoothing and by zero-crossing techniques respectively. The undistorted
envelope, that is the removal of the carrier oscillation frequency, can only be
accomplished via complex demodulation which is based on the so-called complex
analytical signal. This is explained in the next section.
2.1 Analytical signals and the instantaneous frequency
The (complex) analytical signal ( )tsˆ  [20] associated with a real signal ( )ts  allows us
to define the instantaneous amplitude, phase, and frequency of the real signal ( )ts .
The real part of the analytical signal ( )tsˆ  equals the original real signal ( )ts . The
imaginary part is obtained from the real signal by means of the Hilbert transform
[16,20,21]. The envelope or IA ( )ta  and the instantaneous phase (IP) ( )tϕ  are
defined as the modulus and the argument of the complex number ( )tsˆ , respectively.
The analytical signal can now be written in polar form ( ) ( ) ( )ˆ j ts t a t e ϕ=  and visualized
as a moving vector in the complex plane. Furthermore, the IF can be defined as the
rate of change of the phase angle ( )tϕ  [15,16,21]:
( ) ( )t
dt
dtfi
ϕ
π2
1= . (1)
If the spectrum of ( )ta  is contained in a frequency region 11 ωωω <<−  and the
spectrum of ( )tϕcos  is zero for 1ωω ≤ , i.e., reflecting a slowly varying amplitude
modulation and a fast phase modulation, it can be proven that the analytical signal
( )tsˆ  is a reliable and natural representation of the real signal ( )ts  [16,21]. This means
that ( )ta , ( )tϕ , and ( )if t  represent the IA, IP, and IF, respectively, of the real signal( )ts . Furthermore, Rihaczek [22] proved that under the same conditions, the time-
varying signal’s energy is in frequency concentrated in a single narrow frequency
range at the IF ( )tff i= . See appendix A.1 for a further explanation of the analytical
signal and the Hilbert transform.
Suppose that locally (in time) the analytical signal ( )tsˆ  is ‘multicomponent’
[16,18,21]. This means that the signal’s energy is locally distributed in two or more
frequency peaks. In that case the IF has no physical meaning. Cohen [21 p.40]
mentioned a few inconsistencies that may occur. For instance, the computed IF may
not be in the signal’s spectral region, even if the signal is band-limited. It may
become negative, though the signal is analytical. Therefore, the IF has only meaning
for ‘monocomponent’ signals, for which there is only one time-varying spectral
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concentration. The IF has no meaning for multicomponent signals with more than one
spectral concentration. See appendix A.3 for a further description of the concepts
multicomponent and monocomponent.
Concluding, our model signal is a band-limited, monocomponent, and
analytical signal. Of this signal the IF can be computed reliably and is meaningful.
Furthermore, the spectral peak is concentrated at the IF on the frequency axis.
2.2 The Wigner-Ville distribution and the instantaneous frequency
A means to study the time-varying energy content and the time-varying IF is the
Wigner-Ville distribution. Ville introduced the Wigner-Ville distribution of an analytical
signal ( ) ( ) ( )tjetats ϕ=ˆ  [15,17,21,23,24,25]:
( ) ∫ ∞+∞− −⋅ −⋅ += τττ τπ detstsftW jf2* 2ˆ2ˆ, .
The Wigner-Ville distribution is a joint time-frequency distribution of an analytical
signal ( )tsˆ , which gives insight in the signal’s frequency distribution at every instant t .
The Wigner-Ville distribution can help to analyze the structure of the components of
( )tsˆ . If the signal is multicomponent, the multiple components will cause cross terms
in the Wigner-Ville distribution [21,23]. In our case the signal is monocomponent and
band-limited, so there is only one component in the time-frequency plane.
At each instant t , the frequency distribution ( )ftW ,  constitutes an
‘instantaneous spectrum’ [15,16]. The area of ( )ftW ,  at time t  is the instantaneous
power or energy per unit time and equals the squared IA [21,23]:
( ) ( )∫ ∞+∞−= dfftWta ,2 .
The IF of an analytical signal ( )tsˆ  is defined as the derivative of the IP ( )tϕ  (equation
(1)). For a sinusoidal signal, this definition is unambiguous. The sinusoid is a sharp
delta peak in the time-frequency plane at the IF and has no spread, i.e., there is only
one frequency present, namely at the IF. If the signal has (locally) a stochastic
component, this definition becomes harder to interpret because the frequency
content is not concentrated in one delta peak. However, Ville showed that the
conditional average 
t
f  of the existing frequency components at a certain time t
equals the derivative of the phase at that time, i.e., the IF at time t  is the first
conditional moment of the Wigner-Ville distribution with respect to frequency at time t
[15,21,23]:
( )
( ) ( ) ( )tftdfftW
dfftWf
f it =′=
⋅
= ∫
∫
∞+
∞−
∞+
∞− ϕπ2
1
,
,
(2)
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The IF of a signal with a stochastic component can now be defined unambiguously
as the first conditional moment of the Wigner-Ville distribution. The IF of this signal
will have a spread due to the stochastic component. The width (in the frequency
direction) of the spread is called the instantaneous bandwidth (IB). To say this in
other words: the conditional standard deviation f tσ  or spread of the conditional
average ( )tff it = , can be interpreted as the IB at time t , and is defined by the
second conditional moment [16,21,23,26]:
( )( ) ( )
( )∫
∫
∞+
∞−
∞+
∞− ⋅−=
dfftW
dfftWtff i
tf
,
,2
2σ (3)
Equations (2) and (3) are valid for other joint time-frequency distributions [e.g., 21].
However, the result f tσ  is dependent on the time-frequency distribution used [21]. In
case of the Wigner-Ville distribution of ( ) ( ) ( )tjetats ϕ=ˆ , equation (3) results in [21,26]:
( )
( )
( )
( )ta
ta
ta
ta
tf
′′⋅−

 ′⋅= 2
2
2
2
8
1
8
1
ππσ .
This result is unsatisfactory because it can become negative. Cohen and Lee [26]
presented an expression for the IB of a complex signal ( ) ( ) ( )tjetatz ϕ=  that depends
only on the IA ( )ta :
( ) ( )( )
2
2
2
4
1 

 ′⋅=
ta
tatBi π . (4)
They provided several arguments that this is a reasonable measure of the conditional
standard deviation of the IF, i.e., ( )tBitf 22 =σ . If there is no amplitude modulation
( ( ) cta = ) at time t , then there exists only one frequency at that time and the IB is
zero, i.e., no spread. Amplitude modulation ( ( ) 0≠′ ta ) at time t  will result in a spread
( )tBi  of frequencies and the average of this spread is the IF ( )tfi  [24,26].
2.3 The local autocorrelation function
The local autocorrelation function of an analytical signal ( ) ( ) ( )tjetats ϕ=ˆ  is defined by
[21 p.137, 25 p.948, e.g., 27 p.445]:
( ) *ˆˆ ˆ ˆ, 2 2sslR t s t s t
τ ττ    = + ⋅ −       . (5)
(Note that this definition is in general valid for complex signals ( ) ( ) ( )tjetatz ϕ= , but we
restrict ourselves to analytical signals.) The instantaneous spectrum is the Fourier
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transform of the local autocorrelation function; they are linked with each other by
means of the Wiener-Khinchine theorem [27].
Both the IF ( )tfi  and the IB ( )tBi  of ( )tsˆ  can be written in terms of the local
autocorrelation function. In case of the IF, an approximation for ( )tfi  is obtained by
substituting ( ) ( ) ( )tjetats ϕ=ˆ  in ( )ˆˆ ,sslR t τ  for hτ = :
( )ˆˆ ,sslR t h = 2 22 2
h hj t th ha t a t e
ϕ ϕ    + − −           + − ⋅      
The argument of ( )ˆˆ ,ssiR t h  is:
( )ˆˆarg ,sslR t h = 2 2
h ht tϕ ϕ   + − −       ≈ ( )h tϕ′⋅ .
Using equation (1) it follows that [28-31]:
( ) ( )ˆˆ1 arg ,12i sslf t R tπ≈ (6)
Phase-shifts of 2π±  due to the ambiguity of the inverse tangent do not occur in (6)
because the phase-shifts are canceled in the difference of the phases in the
multiplication of the right-hand complex conjugated product factors in (5).
In case of the IB, expanding ( )ˆˆ ,sslR t h  gives us also an approximation for ( )tBi ,
using the fact that ( ) 0≥ta :
( )
( )
ˆˆ
ˆˆ
,
1
,0
ssl
ssl
R t h
R t
− = ( )2
2 21
h ha t a t
a t
   + −      − ≈
( ) ( ) ( ) ( ) ( )
( )
2
2
2 2
h ha t a t a t a t a t
a t
  ′ ′− + ⋅ − ⋅     = ( )( )
22
24
a th
a t
′⋅  (for small h ).
Comparing this result with equation (4), it follows that:
( ) ( )( )
ˆˆ2
2
ˆˆ
,11 1
,0
ssl
i
ssl
R t
B t
R tπ
 ≈ −   
(7)
The right-hand expressions of (6) and (7) are estimates of the IF and the IB
respectively. In practice, these estimates can lead to unsatisfactory results. Due to
superimposed noise, the estimate of ( )tfi  can make unpredictably large ‘jumps’.
Furthermore, it is not guaranteed that the estimate of ( )tBi  will always be positive,
- 134 - Chapter 7
especially if the signal becomes small. Substituting (5) in (7) will result in
discontinuities whenever the IA ( )ta  has zeros. Therefore, in the next section 2.4
another autocorrelation function will be defined that can be used in (6) and (7)
instead of the local autocorrelation function to give better results.
2.4 The pseudo autocorrelation function
Returning to the Wigner-Ville distribution: if a lower frequency-resolution is
acceptable, it is computationally more efficient to apply a time window to the signal.
Let ( )τw  be a time window, with ( ) 0=τw  for 2/wT>τ . By applying this window to the
analytical signal ( )tsˆ  at time τ , a windowed signal is obtained: ( ) ( ) ( )τ−⋅= twtstsw ˆˆ .
The resulting Wigner-Ville distribution is called the pseudo Wigner-Ville distribution
[23 p.456]:
( ) ∫ ∞+∞− −⋅ −⋅ += τ
ττ τπ detstsftW jfwww 2* 2ˆ2ˆ, .
In analogy with the Wiener-Khinchine theorem [27] we use the pseudo
Wigner-Ville distribution ( )ftWw ,  to define an autocorrelation function which can be
used in (6) and (7). For that purpose we need the squared envelope of each time-
slice of the pseudo Wigner-Ville distribution. For a fixed time t , take the time-slice
( )fW tw,  at time t : ( ) ( )ftWfW wtw ,, =  for all f. Compute the analytical time-slice using
the Hilbert transform (see appendix A.1):
( ) ( ) ( )fjHWfWfW twtwtw ,,,ˆ += .
According the Wiener-Khinchine theorem, the inverse Fourier tranform of the squared
envelope of the time-slice ( )fW tw, :
( ) ( ) 21ˆˆ ,ˆ,ssw f w tR t F W fττ −→= (8)
is an autocorrelation function, called the pseudo autocorrelation function (the notation
of equation (8) is explained in appendix A.4). The Wiener-Khinchine theorem states
that the autospectral density function ( )fSxx  and the autocorrelation function ( )τxxR  of
a signal ( )tx  are a Fourier pair: ( ) ( )fSFR xxfxx 1−→= ττ . The Wigner-Ville distribution is
not a true density, because it can become negative, so the squared modulus of the
analytical time-slice is taken, in analogy with the autospectral density function ( )fSxx ,
which in turn is the squared modulus of the Fourier transform of ( )tx .
Subsequently, the pseudo autocorrelation function ( )τ,ˆˆ tR wss  is used in the
equations (6) and (7) to define the following estimates of the IF and the IB:
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( ) ( )1,arg
2
1
ˆˆ tRtf wssw π= , (9)
( ) ( )( )
ˆˆ2
2
ˆˆ
,11 1
,0
ssw
w
ssw
R t
B t
R tπ
 = −   
. (10)
Due to the applied window, the pseudo autocorrelation function ( )τ,ˆˆ tR wss  is not an
instantaneous value and therefore (9) and (10) are not instantaneous measures: they
are ‘local estimators of the instantaneous frequency and the instantaneous
bandwidth’. The ‘smoothing’ effect of the window is apparent. The use of a windowed
signal diminishes the effect of noise and stabilizes ( )tfw . However, under certain
conditions imposed on the signal and the time window, the estimates will be
instantaneous. Sections 3.2, 3.3, and 3.4 describe the combination of a band-pass
filter, which is used to make the signal band-limited, and a time window chosen
according to the uncertainty principle of Gabor, which will make ( )τ,ˆˆ tR wss
instantaneous. Using this instantaneous pseudo autocorrelation function, the
estimates ( )tfw  and ( )wB t  are well-behaving instantaneous measures of the IF and
IB.
3 Method
Under certain assumptions, the theory of section 2 can be applied to heart rate
variability. Our model signal is a band-limited, monocomponent, and analytical signal.
It is expected that on the basis of this model the time-varying IA, IF, and IB can be
derived accurately, because the model signal corresponds sufficiently to the
quadrature model signal (see appendix A.1).
First, the design of the zero-phase band-pass FIR-filters is described in the next
section 3.2. These filters correspond to the mid- and high-frequency ranges of
interest as mentioned in the Introduction. Then a time window has to be selected
according to the uncertainty principle of Gabor to compute the pseudo Wigner-Ville
distribution. The length of this time window is dependent on the bandwidth of the
applied filter. This is described in sections 3.2, 3.3, and 3.4. After that we have to
sequentially perform the following steps to compute the estimates of the IA, IF, and
IB:
• Compute an equidistantly sampled heart rate variability time series from the
detected R-waves in the electrocardiogram (section 3.1).
• Decompose the heart rate variability time series into narrow-band mid- and high-
frequency components by zero-phase band-pass FIR-filtering.
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• The analytical signal is computed by means of a Hilbert transform FIR-filter (see
appendix A.2).
• This yields the IAs for the narrow-band mid- and high-frequency components.
• The pseudo Wigner-Ville distribution is computed, using a time window as
described in sections 3.2, 3.3, and 3.4.
• The time-slices of the pseudo Wigner-Ville distribution are made analytical by
means of the Hilbert transform based on the discrete Fourier transform (see appendix
A.1).
• And the discrete inverse Fourier transform of the squared envelope of each time-
slice is used to compute the pseudo autocorrelation function.
• The final step is to derive the estimates of the IF and the IB for each of the
narrow-band components from the pseudo autocorrelation function (section 3.5).
3.1 The computation of an equidistantly sampled analytical heart rate variability time
series
Heart rate variability time series are obtained by detecting the R-waves from the
electrocardiogram with a resolution of 1 ms and subsequently generating a pulse
train consisting of Dirac pulses at the R-wave occurrence times. This pulse train is
demodulated by means of a low-pass filter with cutoff frequency of 0.5 Hz [32,33].
The output signal of the filter is called the ‘low-pass filtered cardiac event series’, and
can be sampled regularly [33,34,35]. In our case, the filtered event series is sampled
with a sample interval 0.25st =  sec, i.e., the sample frequency is 1 4s sF t= =  Hz. The
resulting discrete real heart rate variability time series is denoted by
[ ] , 0,..., 1s n n N= − .
The time series [ ]s n  is filtered with a zero-phase band-pass FIR-filter
corresponding to one of the frequency ranges of interest, i.e., mid- or high-range. The
filtered time series is subsequently filtered with a zero-phase Hilbert transform FIR-
filter to obtain the analytical time series (see appendix A.1). The resulting analytical,
band-limited, and monocomponent time series is denoted by [ ]ˆ , 0,..., 1s n n N= − .
Each complex number [ ]sˆ n  can be presented in polar form: [ ] [ ] [ ]ˆ j ns n a n e ϕ= , with
non-negative envelope or IA [ ]a n  and IP [ ]nϕ .
3.2 Filter bandwidth and duration of the impulse response according to Gabor
We designed the band-pass filters for the mid- and high-frequency components of the
HRV-signal based on the requirements of an optimal resolution in the time-domain,
unity-gain, and a minimal overlap between consecutive band-pass filters.
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To find the best possible resolution in time, we started from the uncertainty
principle of Gabor [20]. Gabor stated that, for a given filter, the product of the width in
the time-domain and the width in the frequency-domain is greater than or equal to
1 4π . In equation:
1
4t f
σ σ π⋅ ≥ (11)
This means that, the wider (or narrower) the bandwidth of a filter is, the shorter (or
longer) the corresponding impulse response is in the time-domain. The minimal
product in the above equation (11) is reached for a normal distribution, that is a
Gaussian shaped filter. Any other filter shape will deviate from a minimal product in
(11).
In the above equation, tσ  and fσ  are expressed in a statistical sense to
describe the width of a distribution as the second moment – or the standard deviation
– of such a distribution:
( ) 22 21t t h t dtEσ
+∞
−∞= ⋅∫ (12)
and
( ) 22 21f f H f dfEσ
+∞
−∞= ⋅∫ (13)
where ( )H f  constitutes the filter transfer function in the frequency domain and ( )h t
its corresponding impulse response in the time domain. E  is the power of both ( )h t
and ( )H f :
E = ( ) 2h t dt+∞−∞∫ = ( ) 2H f df+∞−∞∫ .
Note that the expressions (12) and (13) are invariant for the localization of the filter
on the frequency axis. So, for a given low-pass filter, the same product t fσ σ⋅  holds
true if this low-pass filter is translated over the frequency axis.
In the case of band-pass filters for the mid- and high-frequency components of
the HRV-signal, the width in the frequency-domain is defined by the characteristic
frequency ranges of HRV. The corresponding width in the time-domain then is
determined by the duration of the impulse response expressed in terms of its
standard deviation. On its turn, this standard deviation yields a measure for the
resolution in time, i.e., spacing of points in time that are statistically independent; this
will be explained below.
Long-tailed Gaussian shaped filters are incompatible with the unity-gain
requirement. To be as close as possible to Gabor’s optimum, we used ‘squared
cosine shaped’ filters instead. Because in our case consecutive filters have a wider
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bandwidth, the slopes of the filters need to be asymmetrical. The trailing slope is
twice the length of the leading slope, but the trailing and leading slope of consecutive
band-pass filters are equal (see figure 1); this yields the desired unity-gain filter-bank.
A discrete zero-phase band-pass FIR-filter is designed by defining the cutoff
frequencies (in our case the –6 dB points) 1cf  and 2cf , and the transition bands[ ]1 1,b tf f  and [ ]2 2,t bf f  (see figure 2). The pass-band is the interval [ ]1 2,c cf f  between
the cutoff frequencies. The filter-basis is the interval [ ]1 2,b bf f , i.e. the pass-band plus
the two transition bands. The center frequency is the midpoint of the base:
( )0 1 2 / 2b bf f f= + .
We computed the product of tσ  and fσ  for the squared cosine shaped mid-
en high-range band-pass filters and compared this product to the minimal product of
Gabor’s Gaussian shaped filter. For the mid-range filter:
4.6512tσ =  sec, 0.0204fσ =  Hz, and 1.19 4t fσ σ π⋅ = (14)
For the high-range filter:
1.3960tσ =  sec, 0.0952fσ =  Hz, and 1.67 4t fσ σ π⋅ = (15)
The replacement of Gaussian shaped filters by squared cosine shaped filters to
accomplish unity gain has only a small impact on the product of width in frequency-
and time-domain, and is close to optimal.
1bf 2cf0f 2tf1cf 1tf 2bf
1.0
0.5
( )H f
2n sF F=
Figure 1. The set of consecutive band-pass filters for the low-, mid-, and high-
frequency components constitutes a unity-gain filter-bank. The slopes are ‘squared
cosine shaped’.
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LOW MID HIGH 2sF
1.0
0.5
( )H f
Figure 2. The design of a band-pass FIR-filter. The pass-band is the frequency
interval [ ]1 2,c cf f , defined by the two cutoff frequencies, in our case –6 dB points,
1cf  and 2cf . The filter-basis is the interval [ ]1 2,b bf f . The two transition bands[ ]1 1,b tf f  and [ ]2 2,t bf f , are ‘squared cosine shaped’ slopes. The trailing slope is
made twice as long as of the leading slope. The center frequency 0f  is the
midpoint of the basis: ( )0 1 2 / 2b bf f f= + . The signal to be filtered is analytical,
therefore there is no pass-band at the negative frequencies.
1.0
2b nf f′ =1bf ′
( )H f
0.5
1cf ′ 2cf ′2tf ′1tf ′
Figure 3. The filter-basis of the band-pass filter of figure 2 is translated over a
range 0f  towards the origin. This basis of this filter lies symmetrical around the
zero frequency. After demodulation of the signal with frequency 0f , it is sufficient
to sample the filtered signal with sample rate 22 bf ′⋅ .
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3.3 Low-pass equivalent and dependency between adjacent points in time
The center frequency of a given band-filter is the midpoint of the base:
( )0 1 2 / 2b bf f f= + . Suppose we translate the frequency response of the filter towards
the zero frequency over a range 0f . It follows that: 1bf ′ =  1 0bf f− =  2 0bf f− + =  2bf ′− ,
i.e., the basis of this filter lies symmetrical around the zero frequency (figure 3).
Therefore, after demodulation of the signal with frequency 0f , it is sufficient to
sample the filtered signal with sample rate 22 bf ′⋅  [27]. This means that, in case of an
ideal rectangular band-pass filter, the application of the translated low-pass filter in
combination with complex demodulation will result in an over-sampled demodulated
signal and the ‘over-sampling ratio’ is:
DF
2 1
s
b b
Fn
f f
= − .
In fact, we could decimate or downsample the time series with a ‘decimation factor’
DFn  and still retain the same information. In this downsampled situation, the adjacent
points in time are uncorrelated, so independent in a statistical sense. That means
that parameters computed at this resolution then are instantaneous. In that case the
amplitude and the frequency are called instantaneous amplitude and frequency.
Computations over a shorter time-interval yield adjacently dependent points in time; if
computed over a longer time-interval, properties will be averaged, i.e., smeared over
time (as with Fourier analysis). The decimation factor DFn  depends on the sample
frequency sF  and the width of the filter at the basis. In our case of a 4 Hz sampled
HRV time series and our design of the band-pass filters, the decimation factor for the
mid-range filter is 31, and the decimation factor for the high-range filter is 9.
However, instead of downsampling, we utilize all the original DFn  points within
a window to compute a pseudo Wigner-Ville ‘time-slice’ (see sections 2.4 and 3.5)
and this is repeated for all the adjacent and disjoint intervals of DFn  points. Hence the
consecutive time-slices of the pseudo Wigner-Ville distribution will be independent.
This will make the pseudo autocorrelation function ( )τ,ˆˆ tR wss  and consequently the
estimates of the IF and the IB also instantaneous. This design of the time-window will
be used in the following section 3.5. However, to provide smooth IF and IB time
series, we shift the window of DFn  points point by point.
In our case, we do not use rectangular band-pass filters, but band-pass filters
with squared cosine shaped transition bands to achieve smoother time-domain
behavior according to Gabor. This means that, using the same window length DFn
that we derived for the rectangular filter, the consecutive time-slices of the pseudo
Wigner-Ville distribution are not truly independent. But the consequential dependency
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of consecutive estimates of the IF and the IB is minimal; and therefore we claim that
we can consider the estimates of the IF and the IB to be instantaneous.
3.4 Time-resolution and instantaneous properties of mid- and high-frequency
components
To investigate the maximal discrete resolution t∆  in time that we can accomplish with
the postulated asymmetrical band-pass filters, we computed the envelope ( )h t  of
the impulse response ( )h t  of the demodulated band-pass filter ( )0H f f− , i.e., ( )h t
is the inverse Fourier transform of the frequency response ( )0H f f− . The frequency
response ( )0H f f−  is the low-pass analogy of the band-pass filter after
demodulation with 0f . The frequency 0f  is the center frequency of the band-pass
filter (see sections 3.2 and 3.3). In case of the mid-range band-pass filter, the center
frequency is 0 0.1230f =  Hz. To determine the discrete instantaneous value t∆  in the
time domain, the Nyquist frequency of the demodulated band-pass filter was
determined to be
2
2s
n b
DF
Ff f
n
′= =
(section 3.3 and figure 3), i.e., 2 31 0.0645nf = =  Hz, to allow for perfect signal
integrity, whilst minimizing sidelobes in the filter impulse response and therefore
dependency between adjacent points in time. The numerical values of ( )h t  around
0t =  are:
( )0.03 0.05 0.26 0.58 0 0.26 0.05 0.03t = (16)
with 7.75t∆ =  sec (= 31 samples) (17)
and 1.6662 tt σ∆ =
(see equation (14)). These results mean the following. If, after filtering with the mid-
range band-pass filter, consecutive Wigner-Ville time-slices are computed over
7.75t∆ =  sec (= 31 samples), these consecutive time-slices and the computed
estimates of IF and IB are not truly independent, so not truly instantaneous. They still
show a minimal dependency over (mainly) 3 data points as given by (16).
In case of the high-range band-pass filter, 0 0.3447f =  Hz, 2 9 0.2222nf = =
Hz, and the numerical values of ( )h t  around 0t =  are:
( )0.05 0.12 0.21 0.75 0 0.21 0.12 0.05t = (18)
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with 2.25t∆ =  sec (= 9 samples) (19)
and 1.6117 tt σ∆ =
(see equation (15)). Also in this case there is a dependency over (mainly) 5 data
points as given by (18).
For the remainder of this article, ‘instantaneous’ is referred to as consecutive
points in time only showing a minimal dependency in time as given by (16) and (18)
and spaced over t∆  as given by (17) and (19) for the mid- and high-range band-pass
filter, respectively.
3.5 The discrete pseudo autocorrelation function
Let [ ]ˆ , 0,..., 1s n n N= −  be a filtered analytical heart rate variability time series, i.e.,
mid- or high-range. A real-valued discrete time window [ ] 1,...,0, −= Miiw  of length
DFM n=  is chosen. Conform sections 3.3 and 3.4, this length is chosen to make the
estimates of the IF and the IB instantaneous. The discrete pseudo Wigner-Ville
distribution is defined by [23 p.456]:
[ ] [ ] [ ] [ ] [ ]∑
−=
⋅−⋅−+= 1
1
/4** ˆˆ,
M
Mi
Mikj
w einsiwinsiwknW
π , (20)
with 1 2M M= , for 1,...,0 −= Nn  and 1,...,0 −= Mk . We use the algorithm of
Boashash and Reilly [36] to compute the discrete pseudo Wigner-Ville distribution.
The next step is the computation of the discrete pseudo autocorrelation
function (DPACF). For each time index n  take the time-slice [ ] [ ]knWkW wnw ,, = , for
1,...,0 −= Mk , of the discrete pseudo Wigner-Ville distribution [ ],wW n k . This is a real
data series in the frequency domain. Since the discrete pseudo Wigner-Ville
distribution also contains negative values (it is not a true density), we will start to
determine the squared envelope of each time-slice. To accomplish this, compute the
discrete analytical data series:
[ ] [ ] [ ]kjHWkWkW nwnwnw ,,,ˆ += .
This method constitutes in fact a band-pass filtering of the positive times and a
zeroing of the negative times (see appendix A.1 and A.2). After that, the squared
modulus of the analytical time-slice is taken to yield the squared envelope of the
time-slice. The procedure of computing the envelope of the time-slice can be seen as
a smearing function of this data series in the frequency domain. It follows that the
inverse Fourier transform of the envelope constitutes a particular real weighting
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function in the τ -domain, with a maximum value at 0=τ . We now compute the
inverse discrete Fourier transform of the squared envelope  of the time-slice [ ],w nW k ,
in the index k :
[ ] [ ] 21ˆˆ ,ˆ,ssw k l w nR n l F W k−→= , for 1,...,0 −= Ml . (21)
(See appendix A.4). The resultant [ ]lnR wss ,ˆˆ  is called the DPACF. (Equation (21)
corresponds with equation (8) of section 2.4.)
The computation of the discrete estimator [ ]nfw  of the IF and the squared
estimator [ ]2wB n  of the IB are now straightforward using the expressions:
[ ] [ ][ ]


⋅=
1,Re
1,Imarctan
2
2/
ˆˆ
ˆˆ
nR
nRFnf
wss
wsss
w π (22)
and
[ ] [ ][ ]0,
1,
1
ˆˆ
ˆˆ2
nR
nR
nB
wss
wss
w −= , (23)
corresponding with equations (9) and (10). These estimates are instantaneous
conform section 3.4. Concerning equation (22), the value [ ]ˆˆ ,1sswR n  is an estimate of
the local autocorrelation function ( )ˆˆ ,sslR t τ  at 1τ = , therefore, phase-shifts of 2π±  due
to the ambiguity of the inverse tangent do not occur, as explained in section 2.3, and
unwrapping is not necessary. Concerning equation (23), zero divisions cannot occur
because the maximum of the series [ ]ˆˆ , , 0,..., 1sswR n l l M= −  is at 0l = , and this data
series can only be identical to zero if the time series [ ]nsˆ  is locally identical to zero
(see section 2.3).
At this point it is recalled that the DPACF [ ]lnR wss ,ˆˆ  is weighted or multiplied
with a real weighting function that resulted from the calculation of the envelope of the
time-slice in the frequency domain. Because [ ]lnR wss ,ˆˆ  has been weighted, [ ]nBw2  is a
biased squared estimator of the (squared) IB. The index [ ]nBw2 , however, is useful as
an indicator of noise or interference due to other signal components. Therefore, this
index is called the instantaneous bandwidth coefficient (IBC). The IBC [ ]nBw2  is a
qualitative index and is chosen in such a way that it will always have a value between
0 and 1 (note the absence of the factor 21 π  in equation (23), e.g., equation (10)).
Value 0 means that there is no amplitude modulation, so the signal is purely
frequency modulated (see section 2.2); value 1 means that the signal is a noise
signal. The estimator [ ]nfw  is useful to calculate the IF and is not biased because
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both real and imaginary part of [ ]1,ˆˆ nR wss  have been multiplied by the same real factor
of the weighting function.
3.6 The circular mean direction
Finally, we describe the computation of the circular mean direction. The circular
mean direction is an estimate of the IF. In the next section 4, we make a comparison
between this estimate and our estimate of the IF.
Again, let [ ]ˆ , 0,..., 1s n n N= −  be a filtered analytical heart rate variability time series.
A real-valued discrete time window [ ] 1,...,0, −= Miiw , is chosen. This window may
be relatively long, for instance 100M = . The discrete pseudo Wigner-Ville distribution
[ ],wW n k  is computed using equation (20). The discrete first moment [37]:
[ ] [ ][ ]∑
∑
−
=
−
=
⋅
⋅= 1
0
1
0
,
,
M
k
w
M
k
w
s
i
knW
knWk
M
Fnf
is an estimate of the IF, corresponding with equation (2). However, the discrete
pseudo Wigner-Ville distribution is periodical, therefore this estimate is biased [23
p.463]. A better estimate is the circular mean direction [23,38,39]:
[ ] [ ]∑−
=
⋅⋅⋅=
1
0
/2,arg
2
2/ M
k
Mkj
w
s
i eknW
Fnf ππ , (24)
which takes the periodical character of the data into account.
The estimation of the discrete IB using the discrete second moment, corresponding
with equation (3), as well as using the circular standard deviation [38], gives
unsatisfactory results, see also section 2.2.
4 Application and discussion
4.1 Mid- and high frequency components, the IA
Figure 4 presents an illustration of the application of the method to a heart rate
variability time series in the mid-frequency range (0.07-0.15 Hz) and the high-
frequency range (0.15-0.50 Hz). The upper graph of A is an example of a heart rate
variability time series, sampled with 4 Hz. The result of the mid-range filter applied to
the heart rate variability time series is shown in B (mf), and the result of the high-
range filter is shown in E (hf). The result of a combined (zero-phase) MID+HIGH-
range FIR-filter (0.07-0.50 Hz) is shown in the lower graph of A (mf&hf). Adding the
mid- and the high-frequency heart rate variability time series in B and E, respectively,
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results in exactly the same MID+HIGH-frequency heart rate variability time series.
This is the case because the FIR-filters are zero-phase and have compensating
overlap in the transition bands, i.e., they constitute a unity-gain filter-bank (section
3.2).
The envelope or IA of the mid-frequency heart rate variability time series is
presented in B. It is apparent that the IA is fluctuating slowly with respect to the mid-
frequency heart rate variability time series. This is in agreement with the conditions
mentioned in section 2.1. (I.e., to be able to compute a meaningful IF, the spectra of
the envelope and the phase have to be disjoint, whereby the envelope has to be
lower in frequency than the phase; see also conditions 1) and 2) of appendix A.1.)
The same applies to the IA of the high-frequency heart rate variability time series in
E.
4.2 The IF and the IBC
Figure C shows the estimators [ ]nfw  of the IF and [ ]nBw2  of the IBC of the mid-
frequency heart rate variability time series in B. Notice the instants in time where the
IBC is high. These high values correspond with:
a) low, almost zero, values of the IA in B;
b) phase-shifts of the mid-frequency heart rate variability time series, see B;
c) irregularities in the IF in this figure (some peaks are deflected); and
d) fast changes in the circular mean direction in figure D.
At these points of high valued IBC, the signal may not fulfill the requirements of our
model signal. This means that locally the signal may not be monocomponent,
causing phase-shifts at low amplitudes. Or the high values may be due to random
phase-shifts. This will be explained below by adding two sinusoids. The same
remarks can be made with respect to the estimators [ ]nfw  of the IF and [ ]nBw2  of the
IBC, presented in figure F, of the high-frequency heart rate variability time series in E.
Figure D shows the discrete IF of the mid-frequency heart rate variability time
series, estimated with the circular mean direction (24). Notice the peaks that stretch
out of the mid-frequency range and some peaks even become negative. The
estimation of the accessory discrete IB using the discrete second moment,
corresponding with equation (3), as well as using the circular standard deviation [38],
give unsatisfactory results, as mentioned in section 3.6, making these methods
unsuitable for practical use. As mentioned in section 2.1, the estimate of the IF of a
multicomponent signal can shift out of the signal’s spectral region, and this is what
we see in figure D. Notice the resemblance of the circular mean direction in D and
the IF in C.  Except for the periods of high IBC, these two estimators are almost equal
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numerically. This indicates that the estimate of the IF is reliable, although the DPACF
itself is biased (section 3.5).
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4.3 The behavior of the IF and the IBC
The irregularities in the IF at points of high valued IBC, 1) when the signal is locally,
i.e., for a short period in time, not monocomponent, or, 2) due to random phase
fluctuations in the original signal, may be explained as follows.
1) A signal is locally multicomponent ([16,18,21,23], see also appendix A.3) in the
frequency band of interest if there is locally more than one spectral concentration
present in the time-varying ‘instantaneous spectrum’. For instance, a signal may
locally become multicomponent if harmonic or sub-harmonic components arise due
to non-sinusoidal shape of waveforms. For multicomponent signals, the IF has no
Figure 4. Spontaneous fluctuations in heart rate and the estimated instantaneous
amplitude, frequency, and bandwidth coefficient of the MID and HIGH frequency
bands, during a period of 300 sec.
A: The upper graph presents the original unfiltered 4 Hz heart rate time series
(HR), the scale in beats per minute (bpm) is on the left side. The lower graph
(mf&hf) is the result the combined MID+HIGH filter applied to the heart rate. The
scale in bpm is on the right side.
B: The thin line (mf) presents the MID frequency HR time series. The bold line (IA)
is the instantaneous amplitude or envelope of this time series. Both graphs are
scaled in bpm.
C: The estimated instantaneous frequency (IF, upper bold graph) and the
instantaneous bandwidth coefficient (IBC, lower thin graph) of the MID frequency
HR time series as presented in B. The scale of the IF in Hz is on the left side, the
scale of the IBC in arbitrary units (a.u.) is on the right side.
D: The instantaneous frequency (CMD) estimated by means of the circular mean
direction, of the same MID frequency HR time series as presented in B. The scale
is in Hz.
E: The thin line (hf) presents the HIGH frequency HR time series. The bold line
(IA) is the instantaneous amplitude of this time series. Both graphs are scaled in
bpm.
F: The estimated instantaneous frequency (IF, upper bold graph, scale in Hz on
the left side) and the instantaneous bandwidth coefficient (IBC, lower thin graph,
scale in a.u. on the right side) of the HIGH frequency HR time series as presented
in E.
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meaning [21]. The effect is that phase-shifts at low amplitudes cause discontinuities
in the IF and the IBC. For instance, suppose ( )tsˆ  consists of two sinusoids with
different frequencies 2 1f f>  [39]:
( ) ( ) ( )( )d1 2 2 sign cos 2 f2 2ˆ 2 cos 2 hjf t j tjf t jf t ds t e e f t e π π ππ π π + ⋅= + =
in which ( )2 1 2df f f= −  and ( )1 2 2hf f f= + . The signal ( )tsˆ  is a complex analytical
signal and the IA is ( ) ( )2 cos 2 da t f tπ= . The double sinusoid shows phase-shifts of
2π±  at each time the cosine function ( )cos 2 df tπ  of the IA changes sign. Phase-shifts
cause discontinuities in the IF, because the IF is the derivative (1) of the phase. It
follows from equation (4) that the IBC is approximated by:
( ) ( )2 2 2 2tan 2i d dB t f f tπ π= .
Therefore, there are high peaks in the IBC at times where the cosine function
( )cos 2 df tπ  changes sign. The deflections in the IF and the IBC are due to aliasing
because the sample frequency is too low to catch the slope of the peaks.
2) Random phase fluctuations may have various origins. It may be quantization noise
due to small R-wave detection errors. It may also be physiological noise originating
from stochastic components of the underlying physiological system. Under pure noise
conditions, neighbouring samples in time are uncorrelated. If noise is present on the
signal, this may result in ‘sudden’ phase-shifts. ‘Sudden’ phase-shifts, in turn, may
result in discontinuities in the IF, as explained above. Also, the autocorrelation
function at 1τ =  of a noisy signal is zero in expectation, but varies randomly.
Therefore, the IBC (7,23) of a noisy signal varies randomly and will show outlier
peaks. By nature, the IBC is peaked at all phase-shifts. Deflections in IF and IBC
originate in the same way as explained in 1), see figures C and F.
5 Conclusion
In this paper, we have provided methods to compute estimators of the instantaneous
amplitude, frequency, and bandwidth coefficient of certain narrow-band components
present within heart rate variability time series; these components are separated
using predefined zero-phase band-pass FIR-filters. The estimators offer a
quantitative description of the time-varying spectral energy of the heart rate variability
signal within each frequency band. At every instant in time, the IA offers an estimate
of the signal’s instantaneous power, while the IF estimates the time-varying
frequency location of the spectral peak. Together they provide a time-frequency
description of the energy in a particular frequency band. A comparison with the
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circular mean direction gives an indication of the reliability of the estimate of the IF
computed with our method.
The IBC may serve as a time-dependent indicator of oscillatory and irregular
periods. Oscillatory fragments with low IBC can be used in further analysis, irregular
fragments of high IBC can be excluded or otherwise processed.
At periods of high IBC, the interaction of other signal components may be
investigated, for instance with cross-correlation techniques. In addition, the IF in both
mid- and high-frequency band may show possible harmonic relationships at those
periods in time where the components are coupled by phase locking. A non-
sinusoidal waveform in the mid-frequency band may show a clear harmonic
component in the high-frequency band. Otherwise, respiration components may
produce sub-harmonic components in the mid-frequency band. Phase locking may
be revealed by means of cross-correlation.
The traditional approach of short-term Fourier spectral analysis is based on
time windows of 2-5 min to yield an appropriate frequency-resolution. The resolution
in time of the described method is in the order of several seconds, inversely related
to the width of the band-pass filter. This optimal resolution in time reveals the highly
dynamic nature of the various components in the heart rate, comprising the,
sometimes antagonistic, waxing and waning in time of the mid- and high-frequency
components. This dynamic behavior is smeared over time and thus hidden when
using traditional time-averaged spectral analysis techniques.
The presented method provides instantaneous information of time-varying
changes in heart rate variability, with an optimal time-resolution. Therefore, this
method may contribute to a more detailed description of the time-varying dynamics of
the autonomic regulatory processes within the cardiovascular control system under
normal or pathological conditions.
Appendix
A.1 Analytical signals
Given a complex signal ( )tz , the envelope or instantaneous amplitude ( )ta  and the
instantaneous phase ( )tϕ  are defined as the modulus and the argument of the
complex number ( )tz . The signal ( )tz  can subsequently be written in polar form
( ) ( ) ( )tjetatz ϕ=  and visualized as a moving vector in the complex plane. Furthermore,
the instantaneous frequency ( )tfi  may now be defined as the rate of change of the
phase: ( ) ( ) 2if t tϕ π′= . To compute the instantaneous amplitude, phase, and
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frequency of a real signal, we need a complex representation that represents the real
signal in a ‘natural’ way.
There is a unique way to represent a simple harmonic oscillation
( ) tats ωcos⋅=  as a rotating vector in the complex plane. Namely, by adding the
imaginary quadrature component ( ) tjatjQs ωsin⋅= . The resulting complex vector is
( ) tjeatz ω⋅= . More generally, the natural complex representation of ( ) ( ) ( )ttats ϕcos=
as a complex vector is ( ) ( ) ( )tjetatz ϕ= , in which the imaginary quadrature component
is ( ) ( ) ( )ttjatjQs ϕsin=  [20].
Constructing a unique natural complex representation of a real signal ( )ts  by
first writing the real signal in the form ( ) ( ) ( )ttats ϕcos=  and subsequently adding the
imaginary quadrature component is called the quadrature operation. The real signal
is represented as a moving vector in the complex plane and the real part of the
complex signal is equal to the original real signal. The resulting complex signal is
called the quadrature model signal. The quadrature model signal is assumed to be
the natural complex representation of a real signal and the instantaneous amplitude
( )ta  and phase ( )tϕ  represent the instantaneous amplitude and phase of the original
real signal [21 p.36].
In that respect, one needs the quadrature model signal of a real signal to be
able to compute the instantaneous amplitude and phase of this signal. However,
there is no unique way to write a real signal ( )ts  in the form ( ) ( ) ( )ttats ϕcos= , and so
there is no unique way to construct a complex representation of a general real signal
by means of the quadature operation [16,21].
To overcome this problem, Gabor [20] introduced the analytical signal of a real
signal ( )ts . The construction is as follows. Another real signal ( )Hs t  is constructed by
replacing each component cosa tω⋅  of ( )ts  with sina tω⋅  and each component
sinb tω⋅  with cosb tω− ⋅ . Consequently, the complex signal
( ) ( ) ( )sˆ t s t jHs t= +
consists of components j ta e ω⋅  (replacing each component cosa tω⋅ ) and
components j tjb e ω− ⋅  (replacing each component sinb tω⋅ ). This signal ( )sˆ t  is called
the analytical signal. The real signal ( )Hs t  is called the Hilbert transform of ( )ts . It
follows that ( )Hs t  can be considered as the output of a filter with frequency response
( )H f  defined by ( ) 1H f =  for 0f > ; ( )0 0H = ; and ( ) 1H f = −  for 0f <  [27]. In the
time domain, the impulse response of ( )H f  is
( ) ( )1 1f th t F H f tπ−→= =
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and the Hilbert transform is the convolution ( ) ( )s t h t∗ . The mathematical form of the
Hilbert transform is
( ) ( )( ). .
s
Hs t p v d
t
τ τπ τ
+∞
−∞= −∫
[20,21,27]. (P.v. means that Cauchy’s principle value of the integral has to be taken.)
The resulting analytical signal is a complex signal and has two properties:
a) The amplitudes of the positive frequency components of the analytical signal
equal the amplitudes of the positive frequency components of the original real signal
multiplied by two, but the negative frequency components are eliminated; and
b) the real part of the complex analytical signal equals the real signal.
With respect to these two properties, the construction of the analytical signal of a real
signal is unique [16 p.523].
The analytical signal is meaningful if it is equal to, or an approximation of, the
quadrature model signal because then the instantaneous amplitude and phase are
meaningful, as explained above. However, the analytical signal is not always equal to
the quadrature model signal. If there is a leakage of positive frequency components
into the negative spectral region, then the analytical signal will not correspond to the
quadrature model signal, because the Hilbert transform eliminates the negative
frequency components.
Consider the real signal ( ) ( ) ( )coss t a t tϕ= . Suppose:
1) the spectrum of ( )ta  is contained in a frequency region 11 ωωω <<− ; and
2) the spectrum of ( )tϕcos  is zero for 1 1ω ω ω− ≤ ≤ .
Under these conditions, it can be proved that
( ) ( ) ( ) ( )cos cosa t t jH a t tϕ ϕ+ =    ( ) ( )j ta t e ϕ ,
meaning that the analytical signal and the quadrature model signal coincide [16,21].
Therefore, the analytical signal ( ) ( ) ( )ˆ j ts t a t e ϕ=  of a real signal ( )ts  equals the
quadrature model signal, if ( )ta  and ( )tϕ  satisfies 1) and 2), i.e., under these
conditions, the instantaneous amplitude and phase are meaningful. In general, for a
narrow-band real signal, the analytical signal approximates the quadrature model
signal because there is little or no leakage of the positive frequency components into
the negative spectral region.
Under the same conditions 1) and 2), reflecting a slowly varying amplitude
modulation and a fast phase modulation, the instantaneous amplitude ( )ta  and the
instantaneous phase ( )tϕ  can be treated as independent signals [16]. Furthermore,
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Rihaczek [22] proved that the time-varying signal’s energy is in frequency
concentrated in a single narrow frequency range at ( )tff i= .
A.2 Discrete analytical time series
Based on the above description, there are two methods to compute the discrete
analytical signal:
1) Use the fact that the negative frequency components must be zero and the
positive frequency components are twice the positive frequency components of the
original real signal. Let [ ] 1,...,0, −= Niix  be a discrete time series and
[ ] 1,...,0, −= NkkX  the discrete Fourier transform of [ ]ix . For N  is odd, define
2/NM =  and [ ] [ ]00ˆ XX = , [ ] [ ]kXkX ⋅= 2ˆ  for Mk ≤≤1 , and [ ] 0=kX  for
11 −≤≤+ NkM . For N  is even, define ( ) 12/ −= NM  and [ ] [ ]00ˆ XX = , [ ] [ ]kXkX ⋅= 2ˆ
for Mk ≤≤1 , [ ] [ ]2/2/ˆ NXNX = , and [ ] 0=kX  for 12 −≤≤+ NkM . The inverse
discrete Fourier transform of [ ]kXˆ  produces the discrete analytical signal
[ ] 1,...,0,ˆ −= Niix  [23 p.458].
2) In the time domain, the discrete impulse response of the Hilbert transform ( )H f
can be used to filter the real signal [ ] , 0,...,x i i L=  to obtain the imaginary part of the
discrete analytical signal [36,40]. The discrete frequency response
[ ], / 2,..., / 2H k k N N= −  is defined by [ ] 1H k = −  for 0k < ; [ ]0 0H = ; and [ ] 1H k =  for
0k >  (see figure 5). The discrete impulse response [ ]h n  is the inverse Fourier
transform of the discrete frequency response [ ]H k  of the Hilbert transform. The
theoretical impulse response is [36,40]:
[ ] 

⋅=
2
sin2 2 ππ
n
n
nh
if 0≠n , [ ] 00 =h . Better results are obtained by constructing two ‘squared cosine
shaped’ transition bands, at 0k =  and at 2k N= ± , in the frequency response [ ]H k .
Or, in other words, squared cosine shaped transition bands at 0f =  and
2n sf F F= ± = ± . In figure 6, the pass-bands and the transition bands of the Hilbert
transform are drawn. The squared cosine shaped transition band at 0f =  is
[ ]1 1,a af f− . The transition band at nf F= ±  has to be contiguous after periodical
extension of the frequency response. This means that we can imagine the squared
cosine shaped transition band at nf F= ± , to be the interval [ ]2 1,a a nf f F+ , see figure
6. The resulting frequency response will give a shorter impulse response and smaller
‘ripples’ in the transfer function.
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-1
+1
2N
2N−
[ ]H k
k
Figure 5. The discrete frequency response [ ]H k , / 2,..., / 2k N N= −  of the discrete
Hilbert transform, defined by [ ] 1H k = −  for 0k < ; [ ]0 0H = ; and [ ] 1H k =  for 0k > .
-1
+1
1af 2af
1af−2af−
( )H f
nF− 2n sF F=
1a nf F+
Figure 6. Design of a Hilbert transform FIR-filter. The transition bands [ ]1 1,a af f−
and [ ]2 1,a a nf f F+  at 0f =  and 2n sf F F= ± = ± , respectively, are ‘squared cosine
shaped’ slopes (after periodical extension of the frequency response).
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Applying [ ]h n  as a FIR-filter to the original signal [ ]ix  by computing the
discrete convolution [ ] [ ]x i h i∗ , this filter produces the imaginary component
[ ], 0,...,Hx i i L=  of the discrete analytical signal: [ ] [ ] [ ]xˆ i x i jHx i= + . [ ]h n  is called the
Hilbert transform FIR-filter.
In both cases, 1) and 2), the methods perform badly for frequencies near zero
and near half the sample frequency. Therefore, a band-pass filter has to be applied to
the data before applying method 1) or the Hilbert transform FIR-filter (method 2). In
our case we use the mid- or high-range band-pass filter. The design of the Hilbert
transform filter has to be adapted to the band-pass filter in the following way. The
pass-bands of the Hilbert transform are [ ]1 2,a af f  and [ ]2 1,a af f− − , see figure 6. Only
in these pass-bands there is an analytical relationship. Comparing figure 1 and figure
6, this means that the basis [ ]1 2,b bf f  of the band-pass filter must lie totally within the
pass-band [ ]1 2,a af f  of the Hilbert transform, i.e., 1 1a bf f≤  and 2 2b af f≤ , see figure 7.
Only then a correct analytical signal is guaranteed.
Method 1) is only used for very short data series because, in general, method
2) gives better results for data series longer than one or two times the length of the
Hilbert transform FIR-filter [36].
2sF1af 2af1bf 2bf2tf1tf
1.0
( )H f
Figure 7. The design of the Hilbert transform filter has to be adapted to the band-
pass filter to be used. The basis [ ]1 2,b bf f  of the band-pass filter must lie totally
within the pass-band [ ]1 2,a af f  of the Hilbert transform, i.e., 1 1a bf f≤  and 2 2b af f≤ .
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A.3 Multicomponent signals [16,18,21,23]
Suppose an analytical signal ( )tz  is locally (in time) a composition of analytical
signals ( )tzk , i.e.,
( ) ( )
1
K
k
k
z t z t
=
=∑ ;
and each ( )tzk  is characterized by a peak in the time-frequency plane localized at the
IF of ( )tzk  and the width of its peak (the conditional standard deviation in the
frequency direction) is the IB of ( )tzk . Suppose, furthermore, that the peaks are
locally mutually disjoint at the frequency-bases of the peaks, i.e., the peaks ( )tzk  are
locally well delineated in the time-frequency plane; in that case the analytical signal
( )tz  is called multicomponent (in frequency, i.e., in the frequency direction) [21
p.182]. Note that this is not a global but a local condition. The decomposition of a
multicomponent signal may not be unique. If 1K = , ( )tz  is called monocomponent (in
frequency), but in this case the width of the peak must also be limited, i.e., ( )tz  must
also lie in a well delineated region of the time-frequency plane.
A.4 Notation
We use the following notations for the Fourier transform and the inverse Fourier
transform. The Fourier transform
∫ ∞+∞− ⋅−= dtetxfX ftjπ2)()(  is denoted by ( ) ( )txFfX ft→= ;
the inverse Fourier transform
∫ ∞+∞− ⋅= dfefXtx tfjπ2)()(  by ( ) ( )fXFtx tf 1−→= .
In the discrete case, the discrete Fourier transform
[ ] [ ]∑−
=
⋅−⋅=
1
0
/21 N
n
Nnkjenx
N
kX π  is denoted by [ ] [ ]nxFkX kn→= ;
the discrete inverse Fourier transform
[ ] [ ]∑−
=
⋅⋅=
1
0
/2
N
k
NknjekXnx π  by [ ] [ ]kXFnx nk 1−→= .
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The instantaneous frequency of cardiovascular time series is used to describe the
time-varying spectral contents of the characteristic frequency bands that are of
interest for psychophysiological and cardiovascular research. Four methods to
compute the instantaneous frequency of band-limited, monocomponent, and
analytical cardiovascular time series were compared by means of simulated time
series contaminated with additive noise. These four methods are: the method using
the inverse Fourier transform of uncorrelated time-slices of the Wigner-Ville
distribution, the discrete time-frequency transform, the circular mean direction of the
time-slices of the Wigner-Ville distribution, and the central finite difference of the
phase. The time-resolution of the estimates is optimal and is inversely related to the
bandwidth of the frequency components, as given by the uncertainty principle of
Gabor. At periods in time where the signal fulfills the requirements of the model
signal, the four estimates of the instantaneous frequency are numerically equal, only
the circular mean direction showed a slight deviation from the other estimates.
Although the estimates of the instantaneous frequency differ at sudden phase-shifts
at low amplitude, i.e., at points where the signal locally does not comply with the
requirements of the model signal, overall the four methods produce comparable
estimates of the instantaneous frequency of a cardiovascular time series at an
optimal time-resolution.
1 Introduction
Short-term beat-to-beat variations in heart rate and blood pressure may reflect
periodicities with a time-period ranging from about 2 seconds to about a minute, i.e.,
the frequency range of the fluctuations varies between 0.02-0.50 Hz.  The heart rate
and blood pressure fluctuations in this frequency range are believed to reflect
sympathetic and parasympathetic processes within the cardiovascular control
system. Usually, on the basis of spectral analysis, these fluctuations are divided into
three characteristic spectral regions [1-4]:
1) the low-frequency range: 0.02-0.07 Hz;
2) the mid-frequency range: 0.07-0.15 Hz; and
3) the high-frequency range: 0.15-0.50 Hz.
Cardiovascular time series may be ‘non-stationary’, meaning that the statistical
properties of the signals may change over time [5]. The consequence is that, in
general, the conventional method of spectral analysis of consecutive or isolated time-
windows of 2-5 min is not detailed enough to capture the variations over time of the
characteristic spectral peaks: low, mid, and high [6]. However, for monocomponent
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time series, i.e., time series with only one spectral peak, the time-varying energy and
frequency location of the peak can be described more refined by means of the
instantaneous amplitude (IA) and frequency (IF), respectively. To approximate a
monocomponent time series, the cardiovascular time series need to be filtered with a
band-pass filter that corresponds to one of the spectral ranges of interest: low-, mid-,
or high-frequency range, before computing the IA and IF. The IA is simply the
envelope of the filtered time series. There are several methods to compute the IF of a
monocomponent time series:
1) using the discrete pseudo autocorrelation function (ACF), calculated by means of
the inverse Fourier transform, of each time-slice of the discrete pseudo Wigner-Ville
distribution (WVD); the discrete pseudo WVD has to consist of uncorrelated time-
slices (UTS-method);
2) by means of the discrete time frequency transform (DTFT); this algorithm is the
computational heavier but general applicable version of the fast time frequency
transform introduced by Martens [7,8];
3) the circular mean direction (CMD) used as an estimator of the first moment of
each time-slice of the discrete Wigner-Ville distribution (WVD) of the time series
[9,10]; and
4) the central finite difference (CFD) of the phase of the time series, i.e., the first
derivative of the phase angle [9,11]. The time-resolution of the resulting IF-estimates
of the four methods and of the IA corresponds with the width of the characteristic
frequency band under analysis.
The purpose of this paper is to compare these four methods to establish the
reliability of the UTS- and the new DTFT-method. The methods are described and
compared by means of simulated cardiovascular time series contaminated with
additive noise. Cardiovascular time series can be amplitude modulated (AM) and/or
frequency modulated (FM). Therefore, both AM time series with noise added to the
amplitude and FM time series with noise added to the phase will be simulated. The
methods will be performed on the simulations within the mid-frequency range of
cardiovascular variations. The resulting IF-estimates will be compared in three ways:
1) the deviation from the expected mean of the IF-estimates as a function of
increasing noise;
2) the deviation from the noise-free IF-estimate as a function of increasing noise;
and
3) comparison of the distinct IF-estimates: the deviation from each other as a
function of increasing noise.
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The mathematical theory of the UTS-method has been presented in the
previous chapter.
The algorithms were implemented on a Pentium based PC using Microsoft
C++ version 1.52c.
2 Methods
2.1 Model signal
For a complex signal ( ) ( ) ( )tjetatz ϕ= , the instantaneous frequency (IF) is defined as
the rate of change of the phase angle or instantaneous phase ( )tϕ  [9,13,14,15]:
( ) ( )t
dt
dtfi
ϕ
π2
1= . (1)
Throughout this paper, our model signal is an analytical, band-limited, and
monocomponent signal with:
a) a slowly varying amplitude modulation; and
b) a fast phase modulation.
For a continuous-time real-valued signal ( )ts , the complex analytical signal [16] is
denoted by:
( ) ( ) ( )tjetats ϕ=ˆ .
The function ( )ta  is the envelope or instantaneous amplitude (IA). The model signal
is analytical and band-limited because in that case the analytical signal approximates
the quadrature model signal [13,15]; this is assumed to be the natural complex
representation of a real signal for which the phase is defined and consequently the IF
can be derived [15]. For monocomponent signals the IF is meaningful because there
is only one spectral concentration [13]. The conditions a) and b) imply that the
spectral concentration is positioned in a narrow frequency range at the IF [17].
Furthermore, the same conditions guarantee that the IA ( )ta  and the IF ( )tfi  can be
treated as independent signals [13].
The methods described in this paper are applied to heart rate time series but
can also be applied to other cardiovascular time series, such as systolic or diastolic
blood pressure.
Heart rate variability time series are obtained by detecting the R-waves from
the electrocardiogram with a resolution of 1 ms and subsequently generating a pulse
train consisting of Dirac pulses at the R-wave occurrence times. This pulse train is
demodulated by means of a low-pass filter with cutoff frequency of 0.5 Hz [18,19].
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The output signal of the filter is called the ‘low-pass filtered cardiac event series’, and
can be sampled regularly [19,20,21]. In our case, the filtered event series is sampled
with a sample interval 0.25st =  sec, i.e., the sample frequency is 1 4s sF t= =  Hz. The
other cardiovascular signals are sampled non-equidistantly at R-wave occurrence
times and linearly interpolated to an equidistantly sampled cardiovascular time series
with interpolation interval 0.25st =  sec. The discrete heart rate or cardiovascular real
time series is denoted by [ ], 0,..., 1s n n N= − .
The time series [ ]ns  is filtered with a zero-phase band-pass FIR-filter
corresponding to one of the frequency ranges of interest, i.e., low-, mid-, or high-
frequency range. This results in a band-limited and monocomponent time series. The
filtered time series is subsequently filtered with a zero-phase Hilbert transform FIR-
filter to obtain the analytical time series. The resulting analytical and band-limited
time series is denoted by [ ]ˆ , 0,..., 1s n n N= − . Each complex number [ ]nsˆ  can be
presented in polar form:
[ ] [ ] [ ]njenans ϕ=ˆ , (2)
with non-negative envelope or IA [ ]na  and instantaneous phase [ ]nϕ .
2.2 Band-pass filter design
A discrete zero-phase band-pass FIR-filter is designed by defining the cutoff
frequencies (in our case the –6 dB points) and the transition bands. The pass-band is
the interval between the cutoff frequencies. The filter-basis spans the pass-band plus
the two transition bands. The uncertainty principle of Gabor [16] states that, for a
given filter, the product of the width fσ  in the frequency-domain and the width tσ  in
the time-domain is greater than or equal to 1 4π . The minimal product is reached for
a Gaussian shaped filter. In our application, we want to have minimal interference
between consecutive band-pass filters (low-, mid-, and high-range), so the tails of the
Gaussian filter should be truncated at some point. In addition, the bank of
consecutive band-pass filters should have unity-gain. Therefore, in stead of truncated
Gaussian shaped filters, we designed transition bands with ‘tail-free squared cosine
shaped’ slopes in such a manner that the consecutive band-pass filters form a unity-
gain filter-bank. Also, our filters are asymmetrical: the trailing slope is twice the length
of the leading slope, but the trailing and leading slope of consecutive filters are equal.
For these filters, the product of width in time and frequency is close to optimal, for our
mid-range filter we computed: 1.19 4t fσ σ π⋅ = , and for our high-range filter:
1.67 4t fσ σ π⋅ = .
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Suppose the length of the filter-basis is 2 bf⋅  and the midpoint of the filter-
basis is the center frequency 0f . Complex demodulation of the signal with frequency
0f  constitutes a translation of the filter transfer function towards the zero frequency
over a range of 0f , and the segment [ ],b bf f−  becomes the filter-base. Therefore,
after demodulation with frequency 0f , it is sufficient to sample the signal with sample
rate 2 bf⋅ . This means that, in the case of an ideal rectangular band-pass filter, the
application of the translated low-pass filter in combination with complex demodulation
will result in an over-sampled signal and the ‘over-sampling ratio’ or ‘decimation
factor’ DFn  is: ( )DF / 2s bn F f= ⋅ . In fact, we could decimate or down-sample the time
series with a factor DFn  and still retain the same information. In this down-sampled
situation, the adjacent points in time are uncorrelated. In our case we do not have
ideal rectangular band-pass filters, but band-pass filters with squared cosine shaped
transition bands. This means that adjacent points are not truly independent.
Examining the impulse response of the demodulated mid-range band-pass filter, we
found that there remains a minimal dependency over 3 data points in the down-
sampled demodulated time series. In the case of the high-range filter there remains a
minimal dependency of 5 data points. The decimation factor DFn  depends on the
sample frequency sF  and the width of the filter-basis. The decimation factor DFn  of
our mid-range filter is 31. This leads to an optimal time-resolution of the IF-estimates
(each method) of DF 7.75st n t∆ = ⋅ =  sec (= 31 samples) for the mid-frequency
component. This means that computations over a shorter time-interval yield
adjacently dependent results. Or, down-sampling with a factor smaller than 31 yields
interpolation. Computations over a longer time-interval yield averaged results
(‘smearing’). Or, down-sampling with a factor larger than 31 yields aliasing. In the
case of our high-range band-pass filter the decimation factor DFn  is 9. The optimal
time-resolution is 2.25t∆ =  sec (= 9 samples).
In conclusion, we refer to ‘instantaneous’ as consecutive points in time spaced
over DF st n t∆ = ⋅  and only showing a minimal dependency in time. For our mid-range
filter, consecutive points are spaced over 7.75t∆ =  sec with a dependency of 3
points. For our high-range filter, consecutive points are spaced over 2.25t∆ =  sec
with a dependency of 5 points.
2.3 The discrete Wigner-Ville distribution (WVD)
The time-varying energy contents of an analytical time series [ ]ˆ , 0,..., 1s n n N= −  can
be studied by means of the discrete WVD [9,15]. For computational reasons the
signal is often windowed with a real-valued discrete window [ ], 0,..., 1w i i M= − . The
discrete windowed or pseudo WVD is defined by [9]:
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[ ] [ ] [ ] [ ] [ ]1
1
* * 4 /ˆ ˆ,
M
j ik M
w
i M
W n k w i s n i w i s n i e π− ⋅
=−
= + − ⋅∑ (3)
with 1 2M M= , for 1,...,0 −= Nn  and 1,...,0 −= Mk . We use the algorithm of
Boashash and Reilly [22] to compute the discrete pseudo WVD. A time-slice
,w nW = [ ]{ }, , 0,..., 1w nW k k M= −  at time-index n  of the discrete pseudo WVD [ ]knWw ,  is
defined by: [ ] [ ]knWkW wnw ,, = , for 1,...,0 −= Mk . The discrete pseudo WVD [ ]knWw ,
consists of a collection of concatenated time-slices ,w nW , 0,..., 1n N= − , each of length
M . Each time-slice ,w nW  can be considered as an ‘instantaneous spectrum [13]’
reflecting the time-varying energy contents of the time series at each instant in time.
2.4 The local autocorrelation function (ACF)
The local ACF of a continuous-time analytical signal ( )tsˆ , is defined by:
( ) *ˆˆ ˆ ˆ, 2 2sslR t s t s t
τ ττ    = + ⋅ −       . (4)
The discrete-time analogy is the discrete local ACF of an analytical time series [ ]nsˆ ,
given by:
[ ] *ˆˆ ˆ ˆ, 2 2ssl
l lR n l s n s n   = + ⋅ −       , 1,...,0 −= Nn . (5)
2.5 IF-estimate: the Circular Mean Direction (CMD)
The discrete first moment of each time-slice ,w nW  of the discrete pseudo WVD[ ]knWw ,  (3) yields an estimate of the IF at each time-index n  [9,15,23]:
[ ] [ ][ ]
1
,
0
1
,
0
M
w n
s k
i M
w n
k
k W k
Ff n
M W k
−
=
−
=
⋅
= ⋅
∑
∑
.
However, the discrete pseudo WVD is periodical, therefore this estimate is biased [9].
A better estimate, which takes the periodical character of the data into account, is the
circular mean direction [9,10,23]:
[ ] [ ]1CMD 2 /,
0
/ 2 arg
2
M
j k Ms
i w n
k
Ff n W k e ππ
− ⋅
=
= ⋅ ⋅∑ , 1,...,0 −= Nn . (6)
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2.6 IF-estimate: the Central Finite Difference (CFD)
A discrete estimator of the IF is, in analogy with equation (1), the discrete derivative
of the phase [ ]nϕ  of the analytical time series [ ] [ ] [ ]njenans ϕ=ˆ . The argument of [ ]nsˆ  is
the discrete instantaneous phase:
[ ] [ ] [ ][ ]
ˆIm
ˆarg arctan
ˆRe
s n
n s n
s n
ϕ  = =    
.
‘Unwrapping the phase’ resolves possible phase-shifts of π2±  due to the ambiguity
of the inverse tangent (arctan). However, this method may deteriorate with increasing
noise. The estimator of the IF is the symmetrical discrete derivative:
[ ]
DF DF
CFD
DF
1 2 2
2i s
n nn n
f n
n t
ϕ ϕ
π
    + − −        = ⋅   
, (7)
at each time-index n  ( 1,...,0 −= Nn ) and is called the central finite difference (CFD).
Notice that discrete differentiation of [ ]nϕ  must be obtained by subtracting phases at
uncorrelated points:
DF
2
nnϕ  +    and 
DF
2
nnϕ  −   ,
i.e., DFn  points apart.
The CFD was introduced as the symmetrical sum of the phases of
neighbouring points, i.e., put DF 2 1n =  in equation (7) [9,11,23]. Boashash [9] and
Kootsookos et al. [24] proved that the CMD and this particular CFD (from now on
abbreviated with CFD1) are equal: [ ] [ ]CFD1 CMDi if n f n= . For band-limited signals, the
neighbouring points used in the CFD1-method are correlated, in contrary to the CFD-
method, which takes the symmetrical difference of the phases of neighbouring
uncorrelated points. This means that for band-limited signals the CFD1-method is
biased. Furthermore, because of the equivalence of the CMD-method and the CFD1-
method, the CMD-method is biased.
2.7 IF-estimate: the Discrete Time Frequency Transform (DTFT, [7,8])
The DTFT produces an estimator of the IF of a discrete analytical, band-limited and
monocomponent time series. Its algorithm is based on the local ACF. It is easy to see
that the argument of the complex valued local ACF (4) approximates the IF [7,8,25],
i.e., using:
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( ) ( )ˆˆarg ,sslR t h h tϕ′≈ ⋅ (8)
it follows that:
( ) ( )ˆˆ1 arg ,12i sslf t R tπ≈ . (9)
After filtering with one of the band-pass FIR-filters of interest, low-, mid-, or
high-frequency band, the analytical and band-limited time series [ ]ˆ , 0,..., 1s n n N= −  is
complex demodulated with the center frequency 0f  of the used FIR-filter (section
2.2):
[ ] [ ] 02ˆ ˆ sj nt fds n s n e π− ⋅= . (10)
The complex demodulation is followed by the computation of the discrete local ACF
of [ ]nsdˆ  (section 2.4) using a lag of DFn  points, corresponding with the lag 1=τ  in
equation (9):
[ ] *DF DFˆ ˆ DF ˆ ˆ, 2 2d ds s l d d
n nR n n s n s n   = + ⋅ −       . (11)
Finally, the estimator of the IF is:
[ ] [ ]DTFT ˆ ˆ0 DF
DF
1 arg ,
2 d d
s
i s s l
Ff n f R n n
n π= + ⋅ ⋅ , (12)
for 1,...,0 −= Nn . Notice the addition of 0f , which has to be added to neutralize the
frequency shift of the complex demodulation. The division factor DFn  compensates
the lag DFh n=  in equation (8). The factor sF  guarantees that the scale is related to
the sample frequency. This explains the factor DF/sF n  in equation (12).
Phase-shifts of π2±  due to the ambiguity of the inverse tangent do not occur
in the computation of the argument of the discrete local ACF (12) because these
phase-shifts are canceled in the difference of the phases in the multiplication of the
right-hand complex conjugated product factors of equation (11). Therefore, in
contrast to the CFD-method in section 2.6, no phase unwrapping is necessary.
However, irregular or sudden phase-shifts may occur due to random phase
fluctuations or at points where the signal locally does not comply with the
requirements of our model signal. These sudden phase-shifts cause irregularities or
discontinuities in the IF-estimates of all four methods.
Comparison of methods - 169 -
2.8 UTS-method: using Uncorrelated Time-Slices of the discrete pseudo WVD
Similar to the DTFT, this method uses equation (9) to estimate the IF. However, this
algorithm uses the ‘uncorrelated’ time-slices (UTS) of the discrete pseudo WVD to
estimate the local ACF ( )ˆˆ ,sslR t τ  in equation (9). Band-pass filtering results in an
oversampled time series in which neighbouring points are correlated. The decimation
factor DFn  of the filter determines the number of adjacent correlated points (section
2.2). In stead of down-sampling the time series with a factor DFn , we use all the
original (correlated) points in time. After filtering with one of the band-pass FIR-filters
of interest, the discrete pseudo WVD (3) of the filtered time series [ ]ˆ , 0,..., 1s n n N= −
is computed. A time-window [ ], 0,..., 1w i i M= −  is used which only includes correlated
points, i.e., DFM n= . This means that time-slices ,w nW  of the discrete pseudo WVD
only includes correlated points. In the ideal case, consecutive time-slices computed
of consecutive disjoint time-windows will be independent. However, in our case using
our band-pass filters, there will remain a minimal dependency between consecutive
time-slices. Each time-slice is used to compute an estimate of the IF, i.e., the
computation of an estimate is spaced over DF st n t∆ = ⋅  sec ( 7.75t∆ =  sec and a
dependency over 3 time-slices in the case of our mid-range filter and 2.25t∆ =  sec
and a dependency over 5 time-slices for our high-range filter). Therefore, in view of
section 2.2, the computed IF is instantaneous. In our case we do not use disjoint
time-windows, but to provide a smooth IF, the time-window is shifted point by point.
For each time-index 1,...,0 −= Nn , take the time-slice ,w nW =[ ]{ }, , 0,..., 1w nW k k M= −  of the discrete pseudo WVD (section 2.5). This is a real data
series in the frequency-domain. The envelope of each time-slice is determined by
computing the modulus of the discrete analytical form [ ] [ ] [ ]kjHWkWkW nwnwnw ,,,ˆ += , in
which H  is the Hilbert transform. After that, the inverse discrete Fourier transform of
the envelope is computed in the index k :
[ ] [ ] 2,1ˆˆ ˆ, kWFlnR nwlkwss −→= , for 1,...,0 −= Ml . (13)
We call the resultant [ ]lnR wss ,ˆˆ  discrete pseudo ACF. This estimate (13) of the local
ACF is now used for the computation of the discrete instantaneous estimator [ ]UTSif n
of the IF:
[ ] [ ][ ]ˆˆUTS ˆˆ
Im ,12 arctan
2 Re ,1
ssws
i
ssw
R nFf n
R nπ
 = ⋅    
, for 1,...,0 −= Nn .
As for the DTFT-method of section 2.7, there are no phase-shifts due to the
ambiguity of the inverse tangent.
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The UTS-method simultaneously produces an instantaneous index [ ]nBi2  of
the instantaneous bandwidth, called the instantaneous bandwidth coefficient (IBC),
by means of [12]:
[ ] [ ][ ]
ˆˆ2
,UTS
ˆˆ
,1
1
,0
ssw
i
ssw
R n
B n
R n
= − . (14)
2.9 Simulations
The described methods (UTS, DTFT, CMD, and CFD) are compared by means of
simulated amplitude modulated (AM) and frequency modulated (FM) time series. The
AM and FM time series are computed with:
[ ] [ ]( ) ( ) ( )AM 1 cos 2 cos 2m s c ss n m r n f nt f ntπ π = + + ⋅ ⋅ ⋅ ⋅  ,
and:
[ ] [ ]( )FM cos 2 cos 2c s m ss n f nt k f nt r nπ π = ⋅ + ⋅ ⋅ +  ,
respectively. The carrier frequency cf  is chosen to be 0.1 Hz, so the simulations will
be in the mid-frequency range. The ‘message’ frequency mf  is 0.01 Hz. In case of
AM, the modulation depth m  is 0.2. In case of FM, the sensitivity k  is chosen in such
a way that the modulation depth m  is 0.1, using the relation
2
c
m
mfk
fπ= .
Gaussian noise [ ]nr  is added to the amplitude or to the phase, respectively. The
length of each simulated time series is 10 min.
In each case (AM and FM), a number of time series were computed by choosing a
variation of standard deviations of the Gaussian noise [ ]nr , including a time series
with [ ] 0=nr , i.e., no noise added. With increasing standard deviation, the signal-to-
noise ratio (S/N ratio) will be decreasing. The infinite S/N ratio of the noise-free time
series will be marked in the figures with 999/ =NS . Subsequently, we applied the
four methods to the resulting AM and FM time series in the mid-frequency range, i.e.,
using the mid-frequency band-pass filter (section 2.1), to compute and compare the
IF-estimates [ ]UTSif n , [ ]DTFTif n , [ ]CMDif n , and [ ]CFDif n . The noise-free estimates are
denoted by [ ]nf ai  ( a =UTS, DTFT, CMD, and CFD).
If [ ] 0=nr  (no noise), the theoretical IF (denoted with [ ]nfiˆ ) of the AM time series is
constant:
[ ] ci fnf =ˆ , (15)
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and the theoretical IF of the FM time series is a sinusoid with amplitude cmf :
[ ] ( )( )ˆ 1 sin 2i c m sf n f m f ntπ= ⋅ − ⋅ ⋅ . (16)
For each resulting estimate [ ]nf ai  ( a =UTS, DTFT, CMD, and CFD) the time
average and standard deviation is computed. Next, means and standard deviations
of the differences [ ] [ ]nfnf aiai −  are computed, except for the noise-free case; in the
latter case we compute the means and standard deviations of the differences
[ ] [ ]nfnf iai ˆ− , using equation (15) for AM, and equation (16) for FM simulations,
respectively. Finally, means and standard deviations of differences [ ] [ ]nfnf biai −
between distinct IF-estimates are computed (a ,b =UTS, DTFT, CMD, and CFD).
3 Results and discussion
3.1 Comparing the CFD and the DTFT
All simulations showed that the IF-estimates [ ]CFDif n  and [ ]DTFTif n  of the CFD-
method and the DTFT-method, respectively, are numerically equal. In fact, it can be
proven readily that the DTFT and the CFD are equivalent. Simple algebra learns that,
using equations (11), (10), and (5):
[ ] [ ] DF 02ˆ ˆ ˆˆDF DF, , sd d j n t fs s i ssiR n n R n n e π− ⋅= ⋅ . (17)
Using equations (5) and (2) it follows that:
[ ] DF DFˆˆ DFarg , 2 2ssi
n nR n n n nϕ ϕ   = + − −       . (18)
And finally, using equations (12), (17), (18), (7), and ss tF /1= :
[ ]DTFTif n = 0f +
DF2
sF
nπ ⋅ [ ]( )ˆˆ DF DF 0arg , 2ssi sR n n n t fπ− = DF
1
2 sn tπ ⋅ [ ]ˆˆ DFarg ,ssiR n n =  [ ]
CFD
if n ,
for 1,...,0 −= Nn . Therefore, in the following, the comparison of the CFD-method with
the other methods will be omitted, and we will only compare the IF-estimates of the
UTS-method, the DTFT-method, and the CMD-method.
3.2 AM Simulations
The effects of increasing noise will be quantified by means of a series of AM-
simulations with modulation depth 0.2 and described in the next sections.
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3.2.1 Deviation from the expected mean
The means and standard deviations of the IF-estimates [ ]nf ai  ( a =UTS, DTFT, and
CMD) are presented in figures 1A and B as functions of S/N-ratio. For high S/N ratio
( 41.3/ >NS ), including the noise-free simulation, the three IF-estimates equal the
expected IF, being cf . For low S/N ratio ( 41.3/ ≤NS ), means and standard
deviations are increasing. Increasing noise causes more frequent sudden phase-
shifts in the phase of the filtered time series at low (instantaneous) amplitudes (see
figure 2A). As already mentioned in section 2.7, these sudden phase-shifts cause
discontinuities in the IF-estimates [ ]UTSif n , [ ]DTFTif n , and [ ]CMDif n  (figure 2B, C, and
D, respectively).  Consequently, increasing noise leads to increasing standard
deviations of the IF-estimates. Increasing noise also has a tendency to increase the
means of the IF-estimates. Due to the asymmetrical filter design, low-frequency
components of the noise are slightly more attenuated than the high-frequency
components, thereby driving the mean value of the IF-estimate upwards (see figure
1A for low S/N).
The appearance of the discontinuities causes the differences in the standard
deviations (figure 1B). In case of the CMD-method, points with low IA coincide with
isolated points of low WVD-amplitude in the WVD. At these points the sudden phase-
shifts cause high and sharp peaks in the IF-estimate (equation (6), figure 2D).
Therefore, the standard deviations of the CMD-method are larger than the standard
deviations of the other two methods. In fact, the CMD-method is biased (see section
2.6), this is apparent from the prominent sharp peaks in the IF of the CMD-method,
which can extend outside the signal’s spectral region and even become negative
(see figure 2D).
3.2.2 Deviation from the noise-free IF-estimate
Figures 1C and D present the means and standard deviations of the differences
[ ] [ ]nfnf aiai − , i.e., the difference of the IF-estimate with respect to the noise-free IF-
estimate, for a =UTS, DTFT, and CMD. However, in case of the noise-free
simulations ( 999/ =NS ), the means and standard deviations of the differences
[ ] [ ]nfnf iai ˆ−  are computed, i.e., the difference between the noise-free estimate with
the theoretical IF (15). In this latter case, it follows from the means and standard
deviations that the IF-estimates of the noise-free simulations equal the theoretical IF.
For high S/N ratio ( 41.3/ >NS ), the means and standard deviations demonstrate that
the IF-estimates are fluctuating moderately around the expected IF, being cf . For low
S/N ratio ( 41.3/ ≤NS ), the discontinuities in the IF-estimates cause large deviations
from the expected IF cf , and therefore the means and standard deviations are
increasing with decreasing S/N ratio. Furthermore, the prominent high and sharp
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peaks in the IF-estimate of the CMD-method are the reason that this estimate is
deviating more from the expected IF than the IF-estimates of the UTS-method and
the DTFT-method.
3.2.3 Comparison of the distinct IF-estimates
Means and standard deviations of differences [ ] [ ]nfnf biai −  between distinct
estimates (a ,b =UTS, DTFT, and CMD) are presented in figures 1E and F. For high
S/N ratio ( 41.3/ >NS ), there are no discontinuities in the IF-estimates, and from the
means and standard deviations it follows that the IF-estimates are almost equal.
Because the CMD-method is biased, there is a very small deviation of the CMD-
method versus the UTS-method and the DTFT-method. For low S/N ratio
( 41.3/ ≤NS ), again the discontinuities cause the differences between the IF-
estimates. The appearance of the discontinuities causes the large values of the
means in figure 1E. The sharp peaks of the IF-estimates of the CMD-method cause
the larger standard deviations of the differences [ ] [ ]UTS CMDi if n f n−  and[ ] [ ]DTFT CMDi if n f n− , compared to the standard deviations of the differences[ ] [ ]UTS DTFTi if n f n−  (figure 1F). Therefore, the IF-estimates of the UTS-method and
the DTFT-method resemble each other more than the IF-estimates of the UTS-
method and the CMD-method or the IF-estimates of the DTFT-method and the CMD-
method, respectively.
3.3 FM Simulations
FM-simulations will be performed with a low modulation depth of 0.1. Due to this low
modulation depth, the instantaneous frequency stays within a limited frequency
range, i.e., no sudden phase-shifts occur, even with increasing contamination with
noise. A higher modulation depth, however, may induce sudden phase-shifts more
easily, even with moderate noise level.
3.3.1 Deviation from the expected mean of the IF-estimates
Figures 3A and B present the means and standard deviations of the IF-estimates
[ ]nf ai  ( a =UTS, DTFT, and CMD). Figure 3A illustrates that the means of the
sinusoidal IF-estimates of all methods fluctuate around the carrier frequency cf  as
expected (notice the very small range of the z-axis of figure 3A). From figure 3B it
follows that the standard deviations of the noise-free estimates ( 999/ =NS ) are
almost equal to the expected standard deviation, namely ( )/ 2 0.007071cm f⋅ ≈ ,
which is the standard deviation of the theoretical IF (16).
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Figure 1. Means and standard deviations of the estimates of the instantaneous
frequency of the AM-simulations, as a function of S/N-ratio (modulation depth is
0.2). The scale of the z-axis is in Hz. UTS: method of uncorrelated time-slices;
DTFT: discrete time-frequency transform; CMD: circular mean direction.
A and B: deviation from the expected mean.
C and D: deviation from the noise-free IF-estimate.
E and F: comparison of distinct IF-estimates.
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Figure 2. An example of an AM-simulation (modulation depth is 0.2, S/N ratio is
1.59). A: the filtered output of the mid-range filter and the instantaneous amplitude;
B, C, and D: the IF-estimates of the UTS-, DTFT, and CMD-method, respectively.
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Figure 3. Means and standard deviations of the IF-estimates of the FM-
simulations, as a function of S/N-ratio (modulation depth is 0.1). The scale of the
z-axis is in Hz. UTS: method of uncorrelated time-slices; DTFT: discrete time-
frequency transform; CMD: circular mean direction.
A and B: deviation from the expected mean.
C and D: deviation from the noise-free IF-estimate.
E and F: comparison of distinct IF-estimates.
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Figure 4. Two examples of FM-simulation (modulation depth is 0.1). A and B:
noise-free; C and D: with noise added to the ‘message’ frequency (S/N ratio is
1.59). A and C: the filtered output of the mid-range filter and the instantaneous
amplitude; B and D: the IF-estimate of the UTS-method.
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The sinusoidal noise-free IF-estimate of the UTS-method is presented in figure 4B,
the noise-free filtered time series and the IA are shown in figure 4A. Note the ripple
on the IA in figure 4A: although kept constant, the IA is influenced by the IF.
An example of a FM simulation with noise ( / 1.59S N = ) is presented in figure
4: the IA and the filtered time series in figure 4C and the IF-estimate of the UTS-
method in figure 4D. No sudden phase-shifts occur in the phase of the filtered time
series and thus no associated discontinuities are present in the IF-estimates. The
reason is that the modulation depth 0.1m =  is too small to cause sudden phase-
shifts.
Figure 3B shows that the standard deviations of the IF-estimates are
monotonically decreasing with decreasing S/N ratio. The noise causes the
fluctuations of the IF-estimates to collapse, as can be seen in figure 4D. Compare the
IF-estimate of figure 4D with the sinusoidal noise-free IF-estimate of figure 4B. The
standard deviations are therefore decreasing with increasing noise. The monotonicity
of the decrease is due to the absence of discontinuities in the IF-estimates. Also, due
to the lack of discontinuities, the effect of increasing noise on the IF-estimates is the
same for all methods.
3.3.2 Deviation from the noise-free IF-estimate
Figures 3C and D show the means and standard deviations of the differences
[ ] [ ]nfnf iai ˆ−  ( 999/ =NS ) and the differences [ ] [ ]nfnf aiai −  for decreasing S/N ratio,
for a =UTS, DTFT, and CMD. The figures demonstrate that the noise-free IF-
estimates are all numerically almost equal to the theoretical IF (16). The minor
differences, reflected by the standard deviations, are due to effects of the applied
asymmetrical mid-range filter (low frequencies are more attenuated than higher
frequencies) . For decreasing S/N ratio, the means of the differences [ ] [ ]nfnf aiai −
stay close to zero, because the means of both the IF-estimates of the noise-free
simulation and the IF-estimates of the simulations with noise are almost the expected
mean cf , as we concluded from figure 3A. (Notice the very small range of the z-axis
of figure 3C.) The associated standard deviations of the differences are increasing
with decreasing S/N ratio, because the amplitudes and the standard deviations of the
IF-estimates are decreasing with increasing noise (see figure 3B) and thus the IF-
estimates become more deviated from the noise-free IF-estimate. The monotonicity
of the increase is due to the absence of discontinuities in the IF-estimates.
Furthermore, because of the absence of discontinuities the effect of increasing noise
is the same for all methods (see section 3.3.1).
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3.3.3 Comparison of the distinct IF-estimates
Means and standard deviations of differences [ ] [ ]nfnf biai −  between distinct
estimates (a ,b =UTS, DTFT, and CMD) are presented in figures 3E and F. The IF-
estimates of all methods are almost equal for all simulations (see figure 3E, notice
the very small range of the z-axis). The small distinction in the means is due to the
fact that the differences [ ] [ ]DTFT CMDi if n f n−  lie more symmetrical around zero than the
differences [ ] [ ]UTS CMDi if n f n−  and the differences [ ] [ ]UTS DTFTi if n f n− . The CMD-
method is slightly deviating from the UTS-method and the DTFT-method, especially
for low S/N ratio, even when there are no discontinuities in the IF-estimates (see
figure 3F). The IF-estimates of the UTS-method and the DTFT-method are more
similar to each other than the CMD-method to the UTS-method or to the DTFT-
method. The reason is that the CMD-method is biased. The standard deviations
increase with increasing noise because of the increasing effects of the noise on the
amplitude of the IF-estimates.
3.3.4 The effects of increasing modulation depth
The chosen modulation depth of 0.1m =  is too small to cause sudden phase-shifts in
the phase of the filtered time series and associated discontinuities in the IF-
estimates, as already mentioned in section 3.3.1. However, larger modulation depths
do rapidly cause frequent sudden phase-shifts and associated discontinuities in the
IF-estimates. The effects of the discontinuities on the means and standard deviations
are comparable to the effects of the discontinuities in case of AM simulations. As in
AM, the appearance of the discontinuities in the IF-estimates will cause the
differences between the IF-estimates of the distinct methods.
In addition, it must be noted that increasing the modulation depth m  will cause
distortion of the IF because eventually the fluctuations of the IF may fall outside the
frequency range of the pass-band of the mid-range filter.
4 Concluding remarks
Four methods (UTS, DTFT, CFD, and CMD) to compute the IF of cardiovascular time
series were described and compared by means of AM- and FM-simulations of
cardiovascular variability. The CFD-method was shown to be analytically equivalent
to the DTFT-method. The disadvantage of the CFD-method is the necessity of phase
unwrapping, which may rapidly fail for noisy signals. Therefore, the CFD-method was
left out of the comparisons between the IF-methods. Furthermore, in comparing the
CMD- with the CFD-method, the CMD-method proved to be biased.
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The methods were tested on simulated cardiovascular time series (AM and
FM) which were contaminated with additive noise. Noise-free simulations showed
that the three IF-estimated were almost equal to the theoretical IF, thus the methods
produced reliable IF-estimates.
The simulations showed that there were differences between the three IF-
estimates due to the aspect of handling sudden phase-shifts at low amplitude,
suggesting that the signal locally may not fulfill the requirements of our one-
component model signal. Noise or another signal component may be interfering and
may cause these sudden phase-shifts and consequently discontinuities in the IF-
estimates. The appearances of the discontinuities in the IF-estimates differ between
the distinct IF-estimates. Therefore, if there are discontinuities in the IF-estimates,
these discontinuities cause large differences between the IF-estimates, as was
shown for the AM-simulations with low S/N ratio. These periods with sudden phase-
shifts may be submitted to other analysis, such as intra-cross-correlation between
different frequency bands (of one specific cardiovascular time series), to investigate
possible dependencies between frequency bands, for instance, harmonic
relationships.
At time-periods without sudden phase-shifts, i.e., at periods where the signal
locally complies with the requirements of our model signal, both the AM-simulations
(with high S/N ratio) and the FM-simulations showed that the IF-estimates of the
UTS- and the DTFT-methods were numerically identical. The simulations only
showed a small deviation of the IF-estimate of the CMD-method from the IF-
estimates of the UTS-method and the DTFT-method, due to the bias of the CMD-
method.
A practical advantage of the DTFT-algorithm is that it is suitable for very fast
computer implementation: the fast time-frequency transform [7,8]. But the DTFT-
method is broader applicable than the fast time-frequency transform, because there
is more flexibility in choosing interesting frequency regions and associated filters. The
UTS-method is computational heavier than the DTFT-method, but the advantage of
the UTS-method above the other methods is that it simultaneously can produce an
index (14) of the instantaneous bandwidth, called the instantaneous bandwidth
coefficient (IBC). The IBC may serve as a time-dependent indicator of irregularities:
high values indicate either random phase fluctuations or the interference of other
signal components. The above findings make that the IBC can serve as a
discriminator between ‘good’ or oscillatory and ‘poor’ or noisy fragments of the signal.
The IBC may serve as an indicator for intra-band dependencies.
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In conclusion, although the estimates of the IF differ at discontinuities caused
by sudden phase-shifts, the four methods overall produced comparable and reliable
estimates of the IF of cardiovascular time series. Contrary to the sequential spectral
analysis, they provide instantaneous information of time-varying cardiovascular
changes with an optimal time-resolution according to Gabor’s principle and
corresponding to the width of the band-pass filter (low-, mid-, or high-range).
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The statistical properties in both time- and frequency-domain of heart rate variability
are known to vary over time. Three narrow-band components have been postulated
to appear within short-term heart rate variability: low (0.02-0.07 Hz), mid (0.07-0.15
Hz), and high (0.15-0.50 Hz). The time-varying spectral contents of a frequency
component can be described by means of the instantaneous amplitude and
frequency. The instantaneous frequency of a frequency component may show
oscillatory periods in time, but also noisy or irregular periods. This ‘deterministic’
versus ‘stochastic’ behavior can be described by means of the instantaneous
bandwidth.
In the present paper, we explore the time-frequency characteristics of heart
rate variability, i.e., the instantaneous amplitude and frequency and the distribution of
oscillatory and irregular periods in time.
Methods are presented to compute the instantaneous amplitude and
frequency at an optimal time resolution and to compute two indices of the
instantaneous bandwidth to discriminate between oscillatory and irregular periods in
time and to correct the instantaneous amplitude and frequency for irregular periods.
A number of time-frequency parameters are defined to describe the corrected time-
varying spectral contents and the time-varying characteristics of the irregular periods.
We applied these parameters to heart rate data obtained from 39 healthy volunteers
during steady state situations of supine rest and orthostatic challenge.
Both in mid- and high-frequency band, the instantaneous amplitude and
frequency, total duration of the irregular periods and mean duration of oscillatory
periods, changed significantly from supine to standing. In the mid-frequency band
about 77% of the total time during supine rest could be considered oscillatory, and
about 84% during standing. In the high-frequency band about 77% of the total time
during supine rest could be considered oscillatory, and about 73% during standing.
The time-frequency parameters, as well as the characteristics of the oscillatory
and irregular periods, discrimated differentially between supine rest and orthostatic
challenge. Time-frequency parameters may be relevant to quantify to unravel the
dynamic nature of homeostatic cardiovascular control processes in time.
1 Introduction
In recent years heart rate variability has become a topic of major clinical interest
subsequent to pioneering investigations [e.g., 1-4]. Since Kobayashi [5] we know that
long term (24 hour) heart rate variability has an 1/f spectrum with a frequency range
from as low as 10-5 Hz to about 0.5 Hz.
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In physiological and in clinical research, however, most attention has gone to
the higher frequencies in the 1/f spectrum. Specifically, the respiratory related
fluctuations (around 0.20 - 0.35 Hz), which may reflect parasympathetic activity, the
‘ten-second rhythm’ band (between 0.07 - 0.15 Hz), which may reflect sympathetic
and parasympathetic activity, and frequencies around 0.04 Hz (between 0.02 - 0.07
Hz) which may be of variable origin, have been attended to [1,3,6,7,8,9,10]. It has
been shown that the ratio of the power in the first two bands may be indicative of the
sympathovagal balance.
To visualize and quantify the variability in these bands, Fourier analysis,
wavelet analysis, and time-frequency representations such as the Wigner-Ville
distribution and the short-time Fourier transform have been employed. With these
techniques it was demonstrated, that oscillations in these bands were unstable in
amplitude and in frequency to the extend that they cannot be captured in time
windows even as short as 2-5 min [e.g., 11].  Given this instability, it would be of
interest to know at any instant what the time-varying amplitude and frequency of
these oscillations are, rather than having to satisfy oneself with statistical averages
over epochs. Fourier analysis is severely limited in this respect, since frequency and
time resolution are inversely linked: time resolution improves when frequency
resolution deteriorates. This trade-off is also a drawback of the short-time Fourier
transform: using the short-time Fourier transform to compute the instantaneous
frequency with a reliable resolution is not possible without a priori knowledge of the
instantaneous frequency [12,13]. Wavelet analysis has delivered a form of
instantaneous amplitude but has as yet not been used to provide instantaneous
frequency. Wigner-Ville techniques can be used to obtain the instantaneous
frequency of band-limited heart rate variability signals. However, the technique
breaks down at instants that the instantaneous amplitude is low or when there appear
to be phase shifts [14,15]. At these instants, discontinuities in the instantaneous
frequency occur, making it difficult to quantify results.
Recently, a new method was presented to compute the instantaneous
amplitude and frequency of band-limited heart rate variability signals [14]. This
method offers a view on the instantaneous frequency of the oscillations with an
optimal resolution in time (seconds rather than minutes), based on the uncertainty
principle of Gabor [16]. This method is also able to indicate the locations of
irregularities or discontinuities in the instantaneous frequency and reject these. This
technique was compared to other methods to asses its reliability [15]. In the present
paper, we apply this extended method to heart rate variability data, obtained from
healthy subjects during supine rest and orthostatic load. We explore, for the first time,
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the time-frequency characteristics, i.e., the instantaneous amplitude and frequency
and the distribution of oscillatory and irregular periods in time, during steady state
situations of supine rest and standing.
2 Methods
Three oscillatory narrow-band components of interest have been postulated in the
literature to appear within short-term heart rate variability signals:
1) the low-frequency range: 0.02-0.07 Hz;
2) the mid-frequency range: 0.07-0.15 Hz; and
3) the high-frequency range: 0.15-0.50 Hz.
Heart rate variability is a dynamic signal: the statistical properties change in time.
This means that the characteristic spectral peaks, low, mid, and high, vary in time.
They vary in frequency (location on the frequency axis), amplitude (energy), and
bandwidth (the width or spread of the peak). One can imagine an ‘instantaneous
spectrum’ [12,17] at each instant in time to visualize these time-varying
characteristics. One way to obtain ‘instantaneous spectra’ in time is by means of the
Wigner-Ville distribution [13,17,18,19].
The time-varying properties of the spectral peaks can be described by means
of the squared instantaneous amplitude, which is a measure of the instantaneous
power or energy per unit time [13], and the instantaneous frequency, which defines
the frequency location of the spectral peak in time. The spread of the spectral peak is
measured by means of the instantaneous bandwidth. A method to compute the
instantaneous amplitude and frequency is presented and an index for the
instantaneous bandwidth, called the instantaneous bandwidth coefficient, is
computed. This index serves as a time-varying segmentator of oscillatory versus
irregular periods in the instantaneous frequency. The time resolution of the computed
instantaneous amplitude, frequency, and bandwidth coefficient is optimal and is
inversely related to the bandwidth of the frequency components, as given by the
uncertainty principle of Gabor [16].
The mathematical theory of the method has been presented in a previous
paper [14]. In Van Steenis, et al. [14] analytical and monocomponent signals are
discussed and the design of the band-pass and Hilbert transform FIR-filters are
described in detail. Also a comprehensive justification of the resolution in time, based
on the uncertainty principle of Gabor was provided.
In this paper we limit ourselves to the application of the method to the mid-
and high-frequency band of heart rate variability time series. However, the method
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was developed to be applied to the three narrow-band (low-, mid-, and high-
frequency) components of various cardiovascular time series and also to respiratory
time series.
Our model signal is an analytical, monocomponent, and band-limited signal,
as will be explained in the next sections.
2.1 Prerequisites
The (complex) analytical signal ( )tsˆ  [16] associated with a real signal ( )ts  allows us
to define the instantaneous amplitude, phase, and frequency of the real signal. The
analytical signal ( )tsˆ  is, under certain conditions, a natural complex representation of
the real signal ( )ts  and has two properties:
a) the amplitudes of the positive frequency components of the analytical signal ( )tsˆ
equal the amplitudes of the positive frequency components of the original real signal
( )ts  multiplied by two, but the negative frequency components are eliminated; and
b) the real part of the complex analytical signal ( )tsˆ  equals the real signal ( )ts . The
analytical signal can be obtained from the original real signal by means of the Fourier
transform [19,20] or by means of the Hilbert transform [12,13,16,20,21].
The analytical signal can now be written in polar form ( ) ( ) ( )ˆ j ts t a t e ϕ=  and visualized
as a moving vector in the complex plane. The envelope or instantaneous amplitude
(IA) ( )ta  and the instantaneous phase (IP) ( )tϕ  are defined as the modulus and the
argument of the complex number ( )tsˆ , respectively. Furthermore, the instantaneous
frequency (IF) can be defined as the rate of change of the phase angle ( )tϕ
[12,13,17]:
( ) ( )t
dt
dtfi
ϕ
π2
1= . (1)
If the spectrum of the envelope ( )ta  lies in a frequency region ( )1 1,ω ω−  and the
spectrum of ( )j te ϕ  lies above this region, i.e., ( )tsˆ  has a slow amplitude modulation
and a fast phase modulation, it can be proven that:
1) the analytical signal is a reliable and natural complex representation of the real
signal ( )ts . Therefore, the IA ( )ta , IP ( )tϕ , and IF ( )if t  represent the IA, IP, and IF of
the original real signal [13]; and
2) the time-varying signal’s energy is in frequency concentrated in a single narrow
frequency range at the IF ( )tff i=  [22].
Suppose that locally (in time) the signal’s energy is distributed in two or more
frequency peaks; this is called ‘multicomponent’ [12,13,19,23]. In that case the IF has
no physical meaning. Cohen [13] mentioned a few inconsistencies that may occur.
Therefore, the IF has only meaning for ‘monocomponent’ signals, for which there is
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only one time-varying spectral concentration. A means to study the time-varying
energy content of an analytical signal is in the time-frequency plane by means of a
time-frequency distribution [13,19], for instance the Wigner-Ville distribution. A time-
slice tT  at time t  of a time-frequency distribution ( ),T t f  is defined by
tT = ( ){ }, alltT f f  and ( ) ( ),tT f T t f= . Each time-slice can be viewed as an
‘instantaneous spectrum’. Thus, one can imagine a time-frequency distribution as a
concatenation of ‘instantaneous spectra’. In our case the signal is monocomponent
and band-limited, so our signal has only one time-varying component in the time-
frequency plane. Therefore, each time-slice or ‘instantaneous spectrum’ contains
only one spectral peak of limited width.
The IF of an analytical signal ( )tsˆ  is defined as the derivative of the IP ( )tϕ
(equation (1)). For a sinusoidal signal, this definition is unambiguous. The sinusoid is
a sharp delta peak in the time-frequency plane at the IF and has no spread, i.e., there
is only one frequency present, namely at the IF. If the signal has (locally) a stochastic
component, this definition becomes harder to interpret because the frequency
content is not concentrated in one delta peak. However, in the case of the Wigner-
Ville distribution ( )ftW , , Ville [17] showed that the IF at time t  equals the first
conditional moment of the Wigner-Ville distribution ( )ftW ,  with respect to frequency,
i.e., the IF at time t  is the conditional average 
t
f  of the frequency components in
the time-slice tW  at a time t  [e.g., 12,13,17]. The IF of a signal with a stochastic
component can now be defined unambiguously as the first conditional moment of the
Wigner-Ville distribution. Cohen [13] defined a large class of time-frequency
distributions for which this is also valid. The IF of this signal will have a spread due to
the stochastic component. The width (in the frequency direction) of the spread is
called the instantaneous bandwidth (IB). To say this in other words: the conditional
standard deviation f tσ  or spread of the conditional average ( )tff it = , can be
interpreted as the IB at time t , and is defined by the second conditional moment
[12,13,19,24]. However, the second conditional moment of the Wigner-Ville
distribution may become negative and therefore this is not a good measure of the IB
[13,19].
Cohen and Lee [24] presented an expression for the IB that does not depend
on the time-frequency distribution but depends only on the IA ( )ta :
( ) ( )( )
2
2
2
4
1 

 ′⋅=
ta
tatBi π (2)
[e.g., 13]. They provided several arguments that this is a reasonable measure of the
conditional standard deviation of the IF, i.e., ( )if t B tσ = . If there is no amplitude
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modulation ( ( ) cta = ) at time t , then there exists only one frequency at that time and
the IB is zero, i.e., no spread. Amplitude modulation ( ( ) 0≠′ ta ) at time t  will result in a
spread ( )tBi  of frequencies and the average of this spread is the IF ( )tfi  [24].
A time-slice tW  of the Wigner-Ville distribution ( ),W t f  can be considered as
an ‘instantaneous spectrum’. In analogy with the Wiener-Khinchine theorem [25], the
inverse Fourier transform ( )tR τ  of ( )tW f  can be considered as an autocorrelation
function. We use this autocorrelation function, to define the following estimates of the
IF [26,27,28] and the IB:
( ) ( )1 arg 1
2i t
f t Rπ= (3)
and
( ) ( )( )
2
2
11 1
0
t
i
t
R
B t
Rπ
 = −   
(4)
It can be proven that ( )if t  is an approximation of the IF ( )if t  of equation (1), and
that iB  approximates the IB iB  of equation (2) [14]. In the next sections, the
equations (3) and (4) will be implemented to compute instantaneous estimates of the
IF and the IB.  Due to this construction by means of the autocorrelation function,
there will be no phase shifts of 2π±  due to the ambiguity of the inverse tangent in
equation (3). Zero division in equation (4) will only occur if the heart rate variability
signal ( )tsˆ  is locally identical to zero.
2.2 Implementation, part 1
Heart rate variability time series are obtained by detecting the R-waves from the
electrocardiogram (ECG). In our studies, the ECG is measured and digitized at a
sample frequency of 1024 Hz. The R-waves are detected with an resolution of 1 ms.
These R-waves can be represented as a pulse train consisting of Dirac pulses placed
in time at  the R-wave occurrence times. The pulse train is demodulated by means of
a low-pass filter with cutoff frequency of 0.5 Hz [29,30]. The output signal of the filter
is called the ‘low-pass filtered cardiac event series’, and can be sampled regularly
[30,31,32]. In our case, the filtered event series is sampled with a sample interval
0.25st =  sec, i.e., the sample frequency is 1 4s sF t= =  Hz.
The resulting discrete real heart rate variability time series is filtered with a
zero-phase band-pass FIR-filter corresponding to one of the frequency ranges of
interest, i.e., mid- or high-frequency range. The filtered time series is subsequently
filtered with a zero-phase Hilbert transform FIR-filter [20,21], to obtain the analytical
time series. The resulting analytical, band-limited, and monocomponent time series is
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denoted by [ ]sˆ n ,  0,..., 1n N= − . Each complex number [ ]sˆ n  can be presented in
polar form: [ ] [ ] [ ]ˆ j ns n a n e ϕ= , with non-negative envelope or IA [ ]a n  and IP [ ]nϕ . This
means that the IA is the modulus of the complex number [ ]sˆ n .
The next step is to choose a real-valued discrete time window [ ]w i ,
0,..., 1i M= −  of length M  (see the next two sections). This window is used to
compute the discrete pseudo Wigner-Ville distribution [19] of the filtered analytical
heart rate variability time series [ ]sˆ n :
[ ] [ ] [ ] [ ] [ ]∑
−=
⋅−⋅−+= 1
1
/4** ˆˆ,
M
Mi
Mikj
w einsiwinsiwknW
π
with 1 2M M= , for 1,...,0 −= Nn  and 1,...,0 −= Mk . We use the algorithm of
Boashash and Reilly [20] to compute the discrete pseudo Wigner-Ville distribution.
The discrete pseudo Wigner-Ville distribution [ ]knWw ,  can be considered as a
concatenation of N  time-slices ,w nW =  [ ]{ }, , 0,..., 1w nW k k M= −  for 0,..., 1n N= −
defined by [ ] [ ]knWkW wnw ,, = , i.e., a time-slice of length M  at each time point n .
2.3 Band-pass filtering
A discrete zero-phase band-pass FIR-filter is designed by defining the cutoff
frequencies (in our case the –6 dB points) and the transition bands. The pass-band is
the interval between the cutoff frequencies. The filter-basis is the pass-band plus the
two transition bands (see figure 1A). The uncertainty principle of Gabor [16] states
that, for a given filter, the product of the width fσ  in the frequency domain and the
width tσ  in the time domain is greater than or equal to 1 4π . In practice it means that,
the wider (narrower) the bandwidth of a filter is, the shorter (longer) the
corresponding impulse response is in the time domain. The minimal product is
reached for a Gaussian shaped filter. In our application, we want to have minimal
interference between consecutive mid- and high-range band-pass filters, so the tails
of the Gaussian filter should be truncated at some point. In addition, the bank of
consecutive band-pass filters should have unity-gain. Therefore, in stead of applying
truncated Gaussian shaped band-pass filters, we used transition bands with ‘tail-free
squared cosine shaped’ slopes, designed in such a manner that they form a unity-
gain filter-bank (figure 1B). Our filters are asymmetrical: the trailing slope is twice the
length of the leading slope, but the trailing and leading slope of consecutive band-
pass filters are equal (‘semi constant Q’). For these filters, the product of width in time
and frequency is close to optimal, for our mid-range filter we computed:
1.19 4t fσ σ π⋅ = , and for our high-range filter: 1.67 4t fσ σ π⋅ = .
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The center frequency 0f  is the midpoint of the filter-basis. Suppose we
translate the center frequency to the zero frequency, then the filter-basis lies
symmetrical around the zero frequency. Suppose the width of the filter-basis is B  Hz.
Then the new Nyquist frequency will be 12nf B=  (figure 1C). Therefore, after
demodulation of the signal with frequency 0f , it is sufficient to sample the filtered
1bf 2cf0f 2tf1cf 1tf 2bf
1.0
0.5
( )H f
2n sF F=
A
Figure1A. The design of a band-pass FIR-filter. The pass-band is the frequency
interval [ ]1 2,c cf f , defined by the two cutoff frequencies, in our case –6 dB points,
1cf  and 2cf . The filter-basis is the interval [ ]1 2,b bf f . The two transition bands[ ]1 1,b tf f  and [ ]2 2,t bf f , are ‘squared cosine shaped’ slopes. The trailing slope is
made twice as long as of the leading slope. The center frequency 0f  is the
midpoint of the basis: ( )0 1 2 / 2b bf f f= + . The signal to be filtered is analytical,
therefore there is no pass-band at the negative frequencies.
LOW MID HIGH 2sF
1.0
0.5
( )H f B
Figure 1B. The set of consecutive band-pass filters for the low-, mid-, and high-
frequency components constitutes a unity-gain filter-bank. Trailing and leading
slopes of consecutive band-pass filter are equal.
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signal with sample rate B  Hz.  This means that, in the case of an ideal rectangular
band-pass filter, the application of the translated low-pass filter in combination with
complex demodulation will result in an over-sampled signal and the ‘over-sampling
ratio’ or ‘decimation factor’ DFn  is DF sn F B= . In fact, we could decimate or down-
sample the time series with a factor DFn  and still retain the same information. In this
down-sampled situation, the adjacent points in time are uncorrelated. In our case we
do not have ideal rectangular band-pass filters, but band-pass filters with squared
cosine shaped transition bands. This means that adjacent points are not truly
independent.
The decimation factor DFn  depends on the sample frequency sF  and the width
of the filter-basis. The decimation factor DFn  of our mid-range filter is 31. To
determine the maximal discrete resolution t∆  in time, the Nyquist frequency of the
demodulated band-pass filter was determined to be
2s
n
DF
Ff
n
= = 2
31
= 0.0645  Hz,
to allow for perfect signal integrity, whilst minimizing dependency between adjacent
points in time. This leads to an optimal time resolution of 1 2 7.75nt f∆ = =  sec (= 31
samples). This means that computations over a shorter time interval yield adjacently
dependent results. Or, down-sampling with a factor smaller than 31 yields
interpolation. Computations over a longer time interval yield averaged results
1.0
2b nf f′ =1bf ′
( )H f
0.5
1cf ′ 2cf ′2tf ′1tf ′
C
Figure 1C. The filter-basis of the band-pass filter of figure 1A is translated over a
range 0f  towards the origin, 1 1 0b bf f f′ = − , 2 2 0b bf f f′ = − , etc. This basis of this filter
lies symmetrical around the zero frequency. After demodulation of the signal with
frequency 0f , it is sufficient to sample the filtered signal with sample rate 22 bf ′⋅ .
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(‘smearing’). Or, down-sampling with a factor larger than 31 yields aliasing.
Examining the impulse response of the demodulated mid-range band-pass filter, we
found that there is a minimal dependency in the down-sampled demodulated time
series over 3 data points (see chapter 7).
We now choose the window length M  of the time window of the discrete
pseudo Wigner-Ville distribution to be DF 31n =  points, in the case of the mid-range
band-pass filter. This means that consecutive Wigner-Ville time-slices are computed
over 7.75t∆ =  sec. A shorter window leads to adjacently dependent time-slices, a
longer window results in smearing. But in the case of the ideal length of 31 points, the
adjacent time-slices are not truly independent, they show a minimal dependency over
3 slices (see chapter 7).
In the case of our high-range band-pass filter we found that the decimation
factor DFn  is 9 and the Nyquist frequency is nf = 2 9 = 0.2222  Hz. The optimal time
resolution is 2.25t∆ =  sec (= 9 samples). We now choose the window length M of
the discrete pseudo Wigner-Ville distribution to be DF 9n =  points, and in this case
there is a minimal dependency between adjacent time-slices of 5 slices.
In conclusion, for the remainder of this article, ‘instantaneous’ is referred to as
consecutive points in time only showing a minimal dependency in time. For our mid-
range filter, consecutive points are spaced over 7.75t∆ =  sec with a dependency of 3
points. For our high-range filter, consecutive points are spaced over 2.25t∆ =  sec
with a dependency of 5 points.
2.4 Implementation, part 2
The length M  of the time window of the discrete pseudo Wigner-Ville distribution is
chosen to be DFn , the decimation factor belonging to the mid- or high-range band-
pass filter. For each time index n , we take the time-slice ,w nW  of the discrete pseudo
Wigner-Ville distribution [ ],wW n k . This is a real data series in the frequency domain.
It can be considered as an ‘instantaneous spectrum’, as mentioned above, but it is
not a true density, because it may contain negative values. Therefore, we determine
the squared envelope of each time-slice by computing the discrete analytical data
series:
[ ],ˆw nW k = [ ],w nW k + [ ],w njHW k
and its squared modulus. We now compute the inverse discrete Fourier transform of
the squared modulus in the index k :
[ ] [ ] 21ˆˆ ,ˆ,ssw k l w nR n l F W k−→=
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for 1,...,0 −= Ml . We call the resultant [ ]lnR wss ,ˆˆ  the discrete pseudo autocorrelation
function (DPACF).
The computation of the discrete estimator [ ]nfw  of the IF and the squared
estimator [ ]nBw2  of the IB are now straightforward using the expressions:
[ ] [ ][ ]


⋅=
1,Re
1,Imarctan
2
2/
ˆˆ
ˆˆ
nR
nRFnf
wss
wsss
w π (5)
and
[ ] [ ][ ]0,
1,
1
ˆˆ
ˆˆ2
nR
nR
nB
wss
wss
w −= (6)
corresponding with equations (3) and (4). These estimates are instantaneous
conform the former section. As mentioned in the first Methods-section ‘Prerequisites’,
phase unwrapping is not necessary in the computation of equation (5) and zero
division in equation (6) cannot occur in case of non-zero signals.
The procedure of computing the envelope of the time-slice ,w nW  can be seen
as a smearing function in the frequency domain, i.e., convolution with an averaging
filter. It follows that in the τ -domain the inverse Fourier transform is weighted, i.e.,
the DPACF is multiplied with a weighting function. But this means that [ ]nBw2  is a
biased squared estimator of the squared IB. The index [ ]nBw2 , however, is useful as
an indicator of irregularities or interference due to other signal components, as will be
demonstrated in the next sections. Therefore, this index is called the instantaneous
bandwidth coefficient (IBC). The IBC [ ]nBw2  is a qualitative index and is chosen in
such a way that it will always have a value between 0 and 1 (note the absence of the
factor 21 π  in equation (6), e.g., equation (4)). Value 0 means that there is no
amplitude modulation, so the signal is purely frequency modulated (see the Methods-
section ‘Prerequisites’); value 1 means that the signal is a noise signal. The estimator
[ ]nfw  is useful to calculate the IF and is not biased because both real and imaginary
part of [ ]1,ˆˆ nR wss  have been multiplied by the same real factor of the weighting function.
2.5 The behavior of the IF and the IBC
In this section we describe the behavior of the IF and the IBC: 1) when the signal is
locally, i.e., for a short period in time, not monocomponent, or, 2) due to the presence
of noise or random phase fluctuations in the original signal.
1) A signal is locally multicomponent [12,13,19,23] in the frequency band of interest
if there is locally more than one spectral concentration present in the time-varying
‘instantaneous spectrum’. For instance, a signal may locally become multicomponent
if harmonic or sub-harmonic components arise due to non-sinusoidal shape of
waveforms. For multicomponent signals, the IF has no meaning [13]. The effect is
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that phase shifts at low amplitudes cause discontinuities in the IF and the IBC. For
instance, suppose ( )tsˆ  consists of two sinusoids with different frequencies 2 1f f>
[33]:
( ) ( ) ( )( )d1 2 2 sign cos 2 f2 2ˆ 2 cos 2 hjf t j tjf t jf t ds t e e f t e π π ππ π π + ⋅= + =
in which ( )2 1 2df f f= −  and ( )1 2 2hf f f= + . The signal ( )tsˆ  is a complex analytical
signal and the IA is ( ) ( )2 cos 2 da t f tπ= . The double sinusoid shows phase shifts of
2π±  at each time the cosine function ( )cos 2 df tπ  of the IA changes sign. Phase shifts
cause discontinuities in the IF, because the IF is the derivative (1) of the phase. It
follows from equation (2) that the IBC is approximated by ( ) ( )2 2 2 2tan 2i d dB t f f tπ π= .
Therefore, there are high peaks in the IBC at times where the cosine function
( )cos 2 df tπ  changes sign.
2) Random phase fluctuations may have various origins. It may be quantization
noise due to R-wave detection errors. It may also be physiological noise originating
from stochastic components of the underlying physiological system. Under pure noise
conditions, neighbouring samples in time are uncorrelated. If noise is present in the
signal, this may result in ‘sudden’ phase shifts. ‘Sudden’ phase shifts, in turn, may
result in discontinuities in the IF, as explained above. Also, the autocorrelation
function at 1τ =  of a noisy signal is zero in expectation, but varies randomly.
Therefore, the IBC (see equations (4) and (6)) of a noisy signal varies randomly and
will show outlier peaks. By nature, the IBC is peaked at all phase shifts.
An illustration of the peaks in the IBC is provided in figure 2B. The middle and
lower graph present the IF and the IBC derived from a mid-frequency range heart
rate variability time series. High peaks in the IBC coincide with discontinuities in the
IF. The deflections in the IF and the IBC are due to aliasing because the sample
frequency is too low to catch the slope of the peaks.
2.6 How to use the IBC?
The IBC may be used to locate irregularities or discontinuities in the IF due to
(sudden) phase shifts. The IBC is an index between 0 and 1. A suitable threshold can
be chosen such that IBC-values above this threshold indicate discontinuities in the IF;
corresponding segments in time of the IF can be excluded from further analysis and
the time-frequency parameters can now be computed.
However, the IF of a noisy or irregular signal may sometimes behave ‘regular’.
In that case, the IBC cannot discriminate between a ‘regular’ IF of an irregular time
segment and an oscillatory time segment of a signal. In general, we assume the IA of
an irregular time segment of a signal to be low-valued in our frequency bands of
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interest. It is therefore that an alternative index is defined that involves both the IA
and the IBC to discriminate between irregular and oscillatory time segments and,
simultaneously, to exclude discontinuities in the IF. This signal is called the
‘amplitude-corrected instantaneous bandwidth coefficient (ACIBC)’ and is defined by:
( ) ( )( ) ( )
IA
ACIBC
IA IBC
t
t
t t
= +
This is an index between 1 and 0. If the IA is high-valued, the ACIBC is high (close to
1). If the signal is irregular, i.e., has a low-valued IA, the ACIBC is low-valued (close
to 0). Upward peaks in the IBC correspond to downward peaks (close to 0) in the
ACIBC. Therefore, low ACIBC-values mean that the signal is locally irregular and
downward peaks indicate discontinuities in the IF. A threshold can be chosen such
that ACIBC-values under this threshold indicate irregularities and downward peaks
under this threshold indicate discontinuities in the IF. Figure 2B presents an ACIBC
time series (upper graph) associated with the IBC (lower graph) and the IF (middle
graph) derived from a heart rate variability time series in the mid-frequency band. The
original heart rate variability time series, the mid-frequency heart rate variability, and
the IA are presented in figure 2A.
In this manner, the IBC and the ACIBC are used to exclude or reject certain
short periods of time in the signal under analysis. The rejected periods in time define
corresponding samples of the IF and the IA, which are to be removed from further
analysis. The IBC is used to remove discontinuities from the IF, whereas the ACIBC
is used for the simultaneous removal of discontinuities from the IF and irregular parts
from the IA. Threshold levels determine the rejected periods. A threshold level of, for
instance, 0.25 or 25% means that samples with corresponding IBC-values higher
than 0.25 are rejected or, when using the ACIBC, that samples with corresponding
ACIBC-values lower than 0.75 are rejected. In both cases, a lower threshold level
means that, in general, more samples will be rejected and will result in larger rejected
periods. When a number ( 1≥ ) of adjacent samples is detected for rejection, then at
each side this group is supplemented with 2DFn  adjacent samples. Together they
form the rejected period. Thus a rejected period is at least DFn  samples wide. This
widening is done to also remove the slopes of a discontinuity in the IF. In figure 3A,B
the rejected periods are shown as windows spanning the discontinuities in the IF
including the slopes of the discontinuities. The complementary accepted samples are
also grouped in accepted periods (of length 1≥ samples).
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Figure 2. An IBC and ACIBC time series derived from a mid-frequency band heart
rate variability time series.
A: spontaneous heart rate, the mid-frequency (filtered) heart rate, and the IA of
the mid-frequency component during supine rest (mean heart rate is 71 bpm,
mean IA is 1.4 bpm, and the SD of the mid-frequency heart rate is 1.0 bpm). The
scale of the original and unfiltered heart rate in bpm is on the left side and the
scale of the filtered heart rate and the IA in bpm on the right side of the graph.
B: the IF (middle), the IBC (lower), and the associated ACIBC (upper graph). Note
the deflections in the IBC and the IF. The scale of the y-axis on the right side is the
threshold level of IBC and ACIBC, the scale of the IF in Hz is on the right side of
the graph.
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Figure 3. IBC threshold levels: the graphs A and B show the same IF of a high-
frequency band heart rate variability time series and the effects of different
threshold levels. The scale of the IF in Hz is on the left side and the threshold level
of the IBC is on the right side of the graph. The IBC is used to locate
discontinuities in the IF and the rejected periods are marked with windows.
Rejected periods in graph A are determined by means of an IBC threshold level of
30%. The rejected fraction is 3.4%. The IBC threshold level of graph B is 25%,
yielding a rejected fraction of 8.1%.
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2.7 Definition of the time-frequency parameters
This section defines several time-frequency parameters for each IA and IF time
series of the mid- and high-frequency band. These parameters take into account the
periods that are accepted or rejected by means of the IBC or the ACIBC. Assume
that the time segment under analysis consists of N  samples, the total time of the
time segment is sT N t= ⋅ , because the sample interval is st . The IBC and the ACIBC
are used to exclude or reject certain parts or periods within the time segment. This
leads to rejecting a total number rejN  of samples in the rejected periods. Then the
total duration of the rejected periods is rej rej sT N t= ⋅ . A complementary number of
samples acc rejN N N= −  is accepted. The duration of the accepted periods is
acc acc s rejT N t T T= ⋅ = − .
2.7.1 Time parameters
• The Rejected Fraction is the fraction of the time segment that is rejected:
( )RF 100 %rejT T= × .
• The Accepted Fraction is the complementary fraction of the time segment that is
accepted:
( )AF 100 %accT T= × .
2.7.2 IF and IA parameters
• The Mean Instantaneous Amplitude is computed with:
( ) [ ]IA 1 IA
acc
acc
n N
N n
∈
= ∑
after removing the rejected samples from the IF and/or the IA time series: accn N∈
means that only accepted samples are used.
• The Mean Square Instantaneous Amplitude is computed in the same way:
( ) [ ]22IA 1 IA
acc
acc
n N
N n
∈
= ∑
The mean square instantaneous amplitude is a measure of the spectral power of the
signal in the frequency band of interest.
• The Mean Instantaneous Frequency in the time segment is computed with:
( ) [ ]IF 1 IF
acc
acc
n N
N n
∈
= ∑
• The Mean Frequency is the weighed mean IF using the square IA as weight. It is
computed with:
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[ ] [ ] [ ]2 2IF IA IA
acc accn N n N
f n n n
∈ ∈
= ⋅∑ ∑
The mean frequency has the following meaning: the Fourier transform of the filtered
analytical signal ( ) ( ) ( )tjetats ϕ=ˆ  is denoted by ( ) ( )ˆ ˆt fS f F s t→= . The total power of the
signal is given by
( ) 2ˆ ˆsE S f df+∞−∞= ∫ ,
i.e., this is the power of the signal ( )sˆ t  in the frequency band of interest.
Furthermore, the mean frequency of the signal in the frequency band is given by
( ) 2 ˆˆ sf f S f df E+∞−∞= ∫ .
It can be shown that the mean frequency f  is equal to the average over time of the
IF ( )if t  weighted with the square IA  [13]:
( )2 ˆ( )i sf f t a t dt E+∞−∞= ⋅∫ .
Therefore, the mean frequency as defined above can be used as a measure of the
mean frequency of the signal in the frequency band.
2.7.3 Fragmentation parameters, reflecting patterns of rejected periods in time
• The Rejection Index is the ratio rej rejn T  of the number rejn  of rejected periods and
the total duration rejT  of the rejected periods. The more rejected periods there are, the
higher the fragmentation of the time segment is, and the higher the rejection index is.
• The Acceptation Index is defined in the same way as the ratio acc accn T  of the
number of accepted periods accn  and the total duration accT  of the accepted periods. If
there are few rejected periods and the accepted periods are long then the
acceptation index is small.
• The Fragmentation Length is the mean duration of the accepted periods, see
figure 4. Only periods that lie completely within the time segment are averaged.
Accepted periods at the beginning or at the end of the time segment are not counted,
because they possibly reach outside the time segment.
• Finally, the Interburst Interval Length is the mean distance between accepted
periods. To compute the interburst interval length, the centers of all the accepted
periods, which lie completely within the time segment, are determined. The time
intervals between consecutive centers are computed and averaged, see figure 4. The
mean duration is called the interburst interval length. It measures the occurrence
frequency of accepted periods, or ‘bursts’.  If the accepted periods are long and only
intersected by short rejected periods then the interburst interval length will be long,
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i.e., the occurrence frequency of accepted periods is low. But, the more rejected
periods there are, the shorter the interburst interval length will be.
3 Application
3.1 Quantification of duration and number of irregular periods for obtaining time-
frequency parameters
To quantify (and correct the IA and IF time series of the mid- and high-frequency
band for) the duration and number of (rejected) periods of irregularities, the following
approach was used. Based on the instantaneous bandwidth coefficient (IBC) and the
amplitude-corrected instantaneous bandwidth coefficient (ACIBC), several threshold
levels were defined and evaluated for their effectiveness in indicating and removing
the sequential periods of irregularities from IA and IF time series. These threshold
levels were chosen based on visual inspection by two researchers of the original
heart rate variability time series and the corresponding IA and IF time series of 10
min periods of supine rest and orthostatic challenge of 10 healthy subjects and 10
patients with autonomic dysfunction showing abnormal mid- and high-frequency
fluctuations (cardiac transplant recipients; autonomic failure). Figure 3A,B illustrates
for the high-frequency band the effect of different and decreasing threshold levels
(30% and 25%) of the IBC on the detection of irregularities in the IF time series:
choosing the wrong level may lead to either underestimation or overestimation of the
presence of irregularities and thereby influence reliable computation of the time-
frequency parameters. As a first approach, our aim was to remove only those periods
from the time series that both researchers unequivocally defined as irregularities.
ii ii ii ii
r r r ra a a
Figure 4. The definition of the fragmentation length and the interburst interval
length. The rejected periods of a time segment are marked with r. The mean
duration of the accepted periods (a) is the fragmentation length. Interburst
intervals are the time intervals between the centers of two consecutive accepted
periods a, they are marked with ii. Each interburst interval spans a rejected period
r. The mean duration of the interburst intervals is the interburst interval length.
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Systematic inspection of our data revealed that for an accurate correction for
irregularities of the mid-frequency fluctuations, the ACIBC with a threshold level of 25
appeared suitable for most time series, wheres as for the high-frequency band an
IBC threshold level of 30 was adequate to quantify unequivocal irregular periods.
3.2 Subjects, procedures, and measurements
Data of 39 healthy volunteers (13 females, 26 males; mean age: 36.6 years, SD:
15.3, range: 19 – 68) were obtained from several experiments in which cardio-
vascular recordings were made during periods of supine rest and orthostatic
challenge [e.g., 9,34].
The recording sessions for the cardiovascular parameters were always
performed in the morning. After a stabilization period (of at least 15 min), recordings
were obtained during: supine rest (10 min) and orthostatic challenge (active standing
or 60 degrees head-up tilt by means of the tilt-table; 10 min). Spontaneous
fluctuations in breathing, heart rate, and blood pressure were recorded: the subjects
were asked to relax and to breath regularly, not to speak, to move as little as
possible, and to stay awake.
ECG, BP (Finapress) and respiration were recorded continuously and
analysed according to methods described previously  [9,34]. Only time-frequency
analyses of the spontaneous variations in heart rate during supine rest and
orthostatic challenge will be presented in this paper.
Statistical Analyses
The complete 10-min heart rate variability time series of supine rest was used for the
computation of the time-frequency parameters. For the standing period, the first 2
minutes after standing were discarded because, as a first approach, we wanted to
describe the time-frequency parameters during a steady state situation (last 8 min
period of standing). For the mid- and high-frequency band separately, mean (SD)
values of the time-frequency parameters are presented per condition (supine,
standing). Differences in mean heart rate and the time-frequency parameters of the
mid- and high-frequency band between supine rest and standing were evaluated by
means of Student’s t-tests for pairwise comparisons. If the parameter was not
normally distributed, a non-parametrical test was applied (Wilcoxon test). Statistical
analyses were performed using the SPSS for Windows Release 9.0. A p-value of
<0.05 was used to indicate a significant effect.
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4 Results
Mean heart rate showed a significant increase from supine rest to standing (on
average, mean % change: +20%; table 1; figure 5A,B).
Time-frequency parameters of the mid-frequency band
Figure 5A,B and 6A,B show typical examples of spontaneous changes in heart rate,
IA, and IF of the mid-frequency band during supine rest and orthostatic challenge of
an individual subject. In comparison with supine rest, during standing the IA appears
increased (figure 5), whereas the IF appears decreased (figure 6). Furthermore, less
data periods are discarded as irregular periods, resulting in longer fragmentation
lengths (figure 6). Figure 5 also illustrates an increase in variability of the mid-
frequency band (filtered) heart rate from supine rest to standing. On group level, from
supine rest to standing, the accepted fraction (+10%), the mean IA (+40%), the mean
square IA (+124%), the rejection index (+13%), and the fragmentation length (+23%)
increased significantly, whereas the rejected fraction (-32%), the mean IF (-9%), and
the acceptation index (-26%) showed a significant decrease (table 1).
Time-frequency parameters of the high-frequency band
Spontaneous changes in heart rate, the IA, and the IF of the high-frequency band
during supine rest and standing of an individual subject are presented in figures 7
and 8: from supine rest to standing, the variability of the high-frequency heart rate as
well as the IA of the high-frequency component are decreased (figure 7); the IF
appears decreased and there are more rejected periods, resulting in shorter
fragmentation lengths (figure 8). On group level, from supine rest to standing, the
mean IA (-22%), the mean square IA (-135%), the mean IF (-4%), the fragmentation
length (-45%), and the interburst interval length (-40%) decreased significantly (table
1). We observed no significant changes from supine rest to standing in the accepted
or rejected fractions.
5 Discussion
5.1 Time-frequency parameters during supine rest and orthostatic challenge
Supine rest
On average, 24% of the time periods of the mid- and the high-frequency band were
defined as irregularities/discontinuities, indicating that for 76% of the time periods the
monocomponent assumption of our method appeared valid. The mean IF of the mid-
frequency band during supine rest was 0.11 Hz (mean cycle length: 9.1 sec),
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Table 1: Mean (SD) of heart rate and time-frequency parameters of the mid- and
high-frequency component during supine rest and standing.
Supine Standing t-test
 N=39 mean (SD) mean (SD) t; p values
 Heart Rate (bpm) 67.9 (8.1) 81.8 (10.3) -8.6; <.001
 Mid-frequency band
 Accepted Fraction (%) 76.5 (10.5) 83.9 (12.2) -4.1; <.001
 Rejected Fraction (%) 23.6 (10.5) 16.1 (12.2)  4.1; <.001
 Mean IA (bpm) 1.15 (0.5) 1.61 (0.9) -3.7; =.001
 Mean Square IA (ln) 0.38 (0.8) 0.85 (1.2) -3.4; =.002
 Mean IF (Hz) 0.11 (0.007) 0.10 (0.008)  4.2; <.001
 Mean Frequency (Hz) 0.11 (0.005) 0.10 (0.006)  5.5; <.001
 Acceptation Index*100 2.7 (1.4) 2.0 (1.5)  2.8; =.008
 Rejection Index*100 8.0 (1.0) 9.0 (1.6) -4.2; <.001
 Fragmentation Length (sec) 44.6 (23.8) 54.8 (32.2) -2.0; =.050
 Interburst Interval Length (sec) 57.6 (23.9) 62.7 (26.6) -1.4; NS
 High-frequency band
 Accepted Fraction (%) 76.4 (14.6) 73.1 (11.8)  1.6; NS
 Rejected Fraction (%) 23.6 (14.6) 26.9 (11.7) -1.6; NS
 Mean IA (bpm) 1.15 (0.6) 0.90 (0.4)  3.2; =.003
 Mean Square IA (ln) 0.31 (0.9) -0.11(0.9)  3.2; =.002
 Mean IF (Hz) 0.25 (0.028) 0.24 (0.028)  2.6; =.013
 Mean Frequency (Hz) 0.25 (0.025) 0.24 (0.025)  3.2; =.003
 Acceptation Index*100 10.3 (7.6) 11.7 (6.7) -1.1; NS
 Rejection Index*100 30.1 (2.6) 29.5 (2.4)  1.2; NS
 Fragmentation Length (sec) 23.3 (30.9) 12.9 (11.4)  2.3; =.030
 Interburst Interval Length (sec) 28.2 (36.8) 16.8 (12.9)  2.0; =0.50
 NS: non-significant
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Figure 5. Spontaneous changes in heart rate, mid-frequency band (filtered) heart
rate and the IA of the mid-frequency component during supine rest (A) and
orthostatic challenge (B). Mean heart rate increases from 55 pm during supine rest
to 88 bpm during standing. The SD of the mid-frequency band heart rate increases
from 0.9 bpm to 3.0 bpm. Mean IA of the mid-frequency component increases
from 1.0 bpm to 3.9 bpm. The scale of the original and unfiltered heart rate in bpm
is on the left side and the scale of the filtered heart rate and the IA in bpm on the
right side of the graph.
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Figure 6. Spontaneous changes in the IF of a mid-frequency band heart rate
during supine rest (A) and orthostatic challenge (B). Rejected periods are
determined by means of an ACIBC threshold level of 25% and are marked with
windows. Mean IF decreases from 0.1158 Hz during supine rest to 0.1003 Hz
during standing. The rejected fraction decreases from 18.5% to 12.2%. The scale
of the IF in Hz is on the left side and the threshold level of the ACIBC is on the
right side of the graph.
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Figure 7. Spontaneous changes in heart rate, high-frequency band (filtered) heart
rate and the IA of the high-frequency component during supine rest (A) and
orthostatic challenge (B). Mean heart rate increases from 69 bpm during supine
rest to 99 bpm during standing. The SD of the high-frequency band heart rate
decreases from 1.2 bpm to 0.9 bpm. Mean IA of the high-frequency component
decreases from 1.7 bpm during supine rest to 1.1 bpm during standing. The
scale of the original and unfiltered heart rate in bpm is on the left side and the
scale of the filtered heart rate and the IA in bpm on the right side of the graph.
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Figure 8. Spontaneous changes in the IF of a high-frequency band heart rate
during supine rest (A) and orthostatic challenge (B), derived of the same data
set, i.e. the high-frequency heart rate, of figure 7. Rejected periods are
determined by means of an IBC threshold level of 30% and are marked with
windows. Mean IF decreases from 0.2873 Hz during supine rest to 0.2146 Hz
during standing. The rejected fraction increases from 2.1% to 13.6%. The scale
of the IF in Hz is on the left side and the threshold level of the ACIBC is on the
right side of the graph.
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the mean IF of the high-frequency band was 0.25 Hz (mean cycle length: 4 sec).
Under the present conditions, we observed a fragmentation length of 45 sec and an
interburst interval length of 58 sec for the mid-frequency band and a fragmentation
length of 23 sec and an interburst interval length of 28 sec for the high-frequency
band. The large standard deviations of these parameters reflect the large inter-
individual variability in fragmentation and interburst interval length.
Orthostatic challenge
When changing from supine to standing posture, initial changes in heart rate occur
that are different from the steady state variations after prolonged standing (after
about 2 min) [35]. Although it is interesting to describe the time-frequency variations
of the initial heart rate changes [e.g., 36], in this study our focus was on the time-
frequency variations in heart rate during steady state (last 8 min of the 10 min
standing period) to explore the relevance of the characteristics of the oscillatory and
irregular periods in the heart rate series and compare it with a steady state situation
during supine rest.
Mid-frequency band
Based on spectral analyses, mid-frequency band power of heart rate has been
shown to increase [e.g., 10,37]. Overall, our results are in line with these studies,
although our time-frequency parameters revealed an additional effect of standing on
IA and IF: whereas IA increased significantly, IF showed a minor, but significant,
decrease. Regarding the characteristics of the oscillatory and irregular periods, the
rejected fraction decreased during standing (-32%), an effect that was accompanied
by an increase in fragmentation length but no significant change in interburst interval
length. On average, about 84% of the mid-frequency signal could be considered as
being monocomponent. Apparently, during standing there is an increase in
appearance, strength and length of a mid-frequency oscillation as reflected in an
increased amplitude, cycle length, and less interference of irregularities.
High-frequency band
Based on spectral analyses, high-frequency power of heart rate has repeatedly been
shown to decrease as a result of vagal inhibition [e.g., 10,37,38]. Our time-frequency
parameters also revealed a significant decrease of IA, an effect that was
accompanied by a small, but significant, decrease of IF (mean cycle length increased
from 4 to 4.2 sec, probably reflecting a somewhat slower breathing rate during
standing). In contrast to the mid-frequency band, the rejected fraction showed no
significant change from supine to standing, although significant decreases in
fragmentation length and interburst interval length were observed. It is presently
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unclear whether these effects are the result of a more variable or complex breathing
pattern from supine to standing posture. Cross-analyses with time-frequency
changes in the respiratory signal itself are necessary to further clarify these findings.
5.2 Time-frequency parameters: future developments
As a first approach, the data of this study were quantified by means of selected
threshold levels of the IBC and the ACIBC. Although these threshold levels were
chosen on the basis of visual screening of a sample of heart rate time series of
healthy subjects and patients with autonomic dysfunction by two researchers, we can
presently not conclude that the thresholds were optimal for every heart rate time
series. Further studies are necessary to optimize the choice of thresholds. However,
computations on the basis of the presently used threshold levels showed that it is
interesting to quantify time-varying characteristics of signal and irregularities. The
significant effect of the changing of posture on the amount of irregularities detected,
as well as on the fragmentation length and the interburst interval length indicates that
these parameters may have physiological relevance. Furthermore, it also suggests
the presence of a periodic process in the occurrence of irregularities that can be
influenced by external circumstances. However, since the occurrence of irregularities
and interference can be the result of multiple processes (harmonic or sub-harmonic
components, quantization or physiological noise, see the Methods-section: ‘The
behavior of the IF and the IBC’) and standard deviations in our group were rather
large, these processes need to be further elucidated by studying cardiovascular
variability of various patients groups (CHD, hypertension, autonomic failure,
neurological and psychiatric disorders) under various conditions (physical strain,
psychological stress, cardiovascular and psychoactive drugs).
Complementary to conventional sequential spectral analysis, which has a time
resolution of about 2-5 min, our time-frequency method provides instantaneous
information of time-varying cardiovascular changes with a time resolution of about 8
sec for the mid-frequency band and about 2.5 sec for the high-frequency band. This
high time resolution of the time-varying spectral description, provided by IA and IF,
may contribute to a more detailed description of the time-varying dynamics of
cardiovascular signals. For instance, periods with phase shifts, i.e., discontinuities in
the IF, may be submitted to further analysis, such as cross-correlation between
different frequency bands or different cardiovascular time series, to investigate
possible dependencies and harmonic relationships between frequency bands. Or,
transient changes in cardiovascular variability may be investigated [e.g., 39].
Considering the effect of breathing on heart rate variability, it appears essential in
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future studies to include analyses of respiratory parameters and perform cross-
correlational studies. The method presented in this paper can be directly applied to
other cardiovascular signals (e.g., blood pressure) as well as to respiratory signals;
computation of time-dependent changes in transfer functions between two signals is
similarly feasible and interesting to perform [7,40].
In summary, we have evaluated a new method to compute time-frequency
parameters from cardiovascular time series. Apart from calculating the IA and the IF,
characteristics of the oscillatory and irregular periods can be quantified that may be
relevant to further unravel the situational- and state-dependent dynamics of
homeostatic cardiovascular control processes. As a first approach, the method was
applied to describe changes in time-frequency parameters and in the characteristics
of the oscillatory and irregular periods from supine to standing posture, under steady
state conditions in healthy subjects. The parameters and characteristics
discriminated differentially between supine rest and orthostatic challenge.
Furthermore, the method can be applied to other cardiovascular time series provided
they are monocomponent.
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CHAPTER 10
SUMMARY AND CONCLUDING REMARKS
SAMENVATTING

Summary - 221 -
1 Heart rate variability
Fourier analysis is often performed to study spontaneous short-term variations in
heart rate to obtain estimates of neurocardiac activity. In the Fourier spectrum, two
peaks are usually present. One peak near 0.1 and one near 0.3 Hz. The 0.1 Hz peak
is probably mediated by the baroreflex and may reflect changes in sympathetic and
parasympathetic tone. The 0.3 Hz peak may reflect changes in parasympathetic
(vagal) tone. Both peaks have been explained by baroreflex and cardiopulmonary-
reflex closed-loop blood pressure control models. The variations in heart rate are
called heart rate variability (HRV). The frequency bands around the 0.1 and 0.3 Hz
peaks are called the characteristic frequency bands for HRV-analysis. The study of
HRV has provided relevant clinical information: reduced HRV appears to predict
cardiac events, cardiovascular mortality, and the onset of hypertension. In psychiatric
patients, reduced HRV has similarly been studied to explain the increased incidence
of cardiovascular mortality and the abnormalities of the autonomic nervous system in
affective and anxiety disorders. Furthermore, some of the cardiovascular
(side-)effects of psychoactive drugs can be followed in HRV.
HRV is studied in the time-domain and in the frequency-domain. However,
time- and frequency-domain results do not fully describe the properties of an HRV-
signal. A frequency-domain description does not reveal the frequency components as
they change over time and the time-domain description does not show the time
components as they change in frequency. This calls for techniques that are able to
study amplitude and frequency fluctuations in HRV in the time-frequency domain,
and, furthermore, instantaneously. Instantaneous signal properties are properties that
can be computed within the time-resolution of the signal. The aim of this research
was to develop a time-frequency method that allows the quantification of
instantaneous changes in HRV.
In chapter 2 we described eight representations of HRV. A representation of
HRV was defined as the beat-to-beat information derived from the ECG and ordered
in such a way that it is accessible to the analysis techniques and can be related to
physiological processes. A distinction was made between:
• equidistant time series: the interbeat interval series and the heart rate series;
• non-equidistant time series: the interbeat interval function and the instantaneous
heart rate function; and
• event series: the cardiac event series, the interbeat interval event series, and the
heart rate event series.
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Spectral analysis can be applied to each of these HRV-representations.
In the study of time-frequency analysis of HRV, we used the low-pass filtered
cardiac event series. This HRV-representation is derived from the cardiac event
series. The cardiac event series is a spike-train obtained by replacing the R-waves in
the ECG by narrow positive spikes of constant unit impulse generated at the instants
that the R-waves are detected. This spike-train is filtered with a zero-phase low-pass
filter with cutoff frequency of 0.5 Hz. The filtered continuous-time signal is called the
low-pass filtered cardiac event series. After sampling this signal, in our case with a
sample frequency of 4 Hz, the resulting equidistant time series can be used for
further computations.
2 Spectral analysis
In chapter 3, the instantaneous heart rate spectrum was introduced and compared
with the spectrum of counts. The instantaneous heart rate spectrum is the power
spectrum of the heart rate event series. The heart rate event series is obtained from
the cardiac event series by weighing each spike with the instantaneous heart rate
obtained at that instant, multiplied with the duration of the preceding R-R interval. The
spectrum of counts is the power spectrum of the cardiac event series. A
consequence and drawback of (non-equidistant) event series is the introduction of
harmonic distortion in the spectra. This is inherent to this type of sampling. Harmonic
distortion implies the presence of sideband components of the mean heart rate into
the frequency spectrum below the Nyquist frequency. The spectrum of counts and
the instantaneous heart rate spectrum contained the same spectral information, but it
was found that the harmonic distortion was smaller in the instantaneous heart rate
spectrum than in the spectrum of counts.
Chapter 4 summarized the results of our studies performed with the non-
equidistant spectral techniques of chapter 3. Based on our previous research to
analyze heart rate and blood pressure variability with non-equidistant spectral
techniques, we have observed significant alterations in the powers of the mid- and
high-frequency bands. They were associated with:
• challenging the cardiovascular system with various drugs (epinephrine,
norepinephrine, clonidine, lorazepam) in healthy subjects;
• the effects of the antidepressants imipramine and mirtazapine in depressed
patients;
• the effects of mental and physical stress tests in healthy subjects, depressed
patients, and patients with autonomic dysfunctions.
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Overall, our experiments confirmed that spectral analysis of heart rate and
blood pressure variability can be used for the assessment of the dynamics of neural
cardiovascular regulation. However, especially our studies with clinical populations
illustrated that it is essential to control for respiratory changes to improve the
interpretation of spontaneous short-term cardiovascular variations.
3 Time-frequency analysis: the Wigner-Ville distribution
In chapters 5 and 6, the smoothed Wigner-Ville distribution and the exponential
distribution were applied to HRV-, blood pressure variability and respiratory signals.
These signals were obtained under various clinical and experimental circumstances.
The applications illustrated the potential of the representations to qualitatively
describe time-frequency relationships of cardiovascular signals, but failed to provide
a quantitative evaluation. The exponential distribution proved to be superior to the
smoothed Wigner-Ville distribution because of a better suppression of the cross-
terms and a better approximation of the marginal conditions that an ideal time-
frequency representation should have.
4 Time-frequency analysis: a new method
In chapter 7 we presented our new method to compute the instantaneous changes in
amplitude and frequency within narrow-band HRV-signals. A monocomponent signal
is a signal that has only one (time-varying) spectral peak. Our method is applicable to
analytical signals that are monocomponent. HRV-signals were filtered with a band-
pass filter corresponding to one of the characteristic frequency bands to make the
signals narrow-band and monocomponent. Subsequently, the instantaneous
amplitude and frequency were computed. The squared instantaneous amplitude is a
measure of the time-varying instantaneous power and the instantaneous frequency
defines the time-varying frequency location of the spectral peak, both within a narrow
frequency band. The spread of the spectral peak is measured by means of the
instantaneous bandwidth. In our case, the so-called instantaneous bandwidth
coefficient was computed as a measure of the spread. It was illustrated that the
instantaneous frequency of HRV-signals may show alternately oscillatory and
irregular periods in time. The irregularities in the instantaneous frequency occur at
sudden shifts in the instantaneous phase. In turn, the phase shifts may be due to the
fact that the signal is locally not completely monocomponent or may be due to
random phase fluctuations. The instantaneous bandwidth coefficient was proposed
as a time-dependent discriminator between ‘good’ and ‘poor’ fragments in the signal.
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By applying a threshold to the instantaneous bandwidth coefficient, oscillatory
periods can be selected for further analysis and irregular periods rejected or analyzed
separately.
A remark on the instantaneous bandwidth: the variability of a signal in a
narrow frequency band is completely described by means of the instantaneous
amplitude, frequency, and bandwidth, provided the signal is monocomponent within
the frequency band. The algorithm we used for the computation of the instantaneous
bandwidth produced a biased instantaneous bandwidth, which we have called the
instantaneous bandwidth coefficient. It remains interesting, from signal-analytical as
well as physiological viewpoints, to investigate if it is possible to implement and apply
a ‘true’ instantaneous bandwidth. The instantaneous frequency can be interpreted as
the average of all frequencies present at an instant, i.e., the conditional average. The
instantaneous bandwidth can be interpreted as the associated conditional standard
deviation at that instant. It is the spread of frequencies at a particular instant. It is
remarkable that the expression for the instantaneous bandwidth of Cohen is only
dependent on the instantaneous amplitude. The ‘true’ instantaneous bandwidth
should be dependent on the instantaneous amplitude and the instantaneous
frequency, since fluctuations in both contribute to the spread. The possibility should
be studied to modify the equation of Cohen with (a) phase dependent term(s) such
that it is a ‘true’ expression for the instantaneous bandwidth while it remains
compatible with the theory of Cohen. Including a phase dependent additive term that
integrates to zero may be one way to do this.
Chapter 7 also presented a method to derive the shortest possible observation
interval for a narrow frequency band, in particular, the characteristic frequency bands.
The observation intervals were inversely related to the bandwidth of the frequency
bands, as stated by the uncertainty principle of Gabor. If signal properties such as
amplitude and frequency can be computed at such an optimal time-resolution, the
properties are called instantaneous. The time-resolution of the instantaneous
amplitude and frequency of the mid-frequency band of HRV was about 8 s. The time-
resolution of the high-frequency band was about 2.5 s.
In chapter 8 our method was compared with three other methods to compute
the instantaneous frequency of band-limited, monocomponent, and analytical signals,
namely:
• the discrete time-frequency transform;
• the circular mean direction (of the time-slices of the Wigner-Ville distribution);
• and the central finite difference (i.e., the derivative) of the phase of the analytical
signal.
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In this chapter it was concluded that only at periods in time where there are
irregularities or discontinuities due to phase-shifts, there were numerical differences
between the four methods, because each method handled these discontinuities
differently.
In chapter 9, several statistics were defined to quantitatively describe the time-
varying spectral contents and the time-varying distribution of oscillatory and irregular
periods. The instantaneous bandwidth coefficient was used to correct the
instantaneous frequency and corresponding periods of the instantaneous amplitude
for irregularities due to the phase-shifts. For fixed time-intervals, the mean
instantaneous amplitude, the mean square instantaneous amplitude, and the mean
instantaneous frequency were computed after removing the irregular segments.
Additional statistics were calculated reflecting the total duration of the oscillatory and
irregular periods and the distribution of these periods in time. The statistics were
applied to heart rate data obtained from healthy volunteers during steady state
situations of supine rest and orthostatic challenge. The results indicated that for the
mid-frequency band about 77% of the total time during supine rest could be
considered oscillatory, and about 84% during standing. In the high-frequency band
about 77% of the total time during supine rest was oscillatory, and about 73% during
standing. From supine rest to orthostatic challenge significant alterations occurred in
the mid-frequency band regarding instantaneous amplitude (increase), instantaneous
frequency (decrease), as well as in the distribution of oscillatory and irregular periods
(increase mean duration of the oscillatory periods). In the high-frequency band, the
instantaneous amplitude, frequency and the mean duration of the oscillatory periods
decreased significantly. These first results illustrated that our statistics were capable
of showing significant alterations to a situation of sympathetic activation and vagal
inhibition (orthostatic challenge).
5 Advantages of our time-frequency method
The method presented in this thesis allows the quantification of fast and sustained
changes in cardiovascular regulatory processes, as well as the objective assessment
of disturbances of these processes. The method can improve our insight into the
dynamics of cardiovascular regulation in several areas:
• Traditional spectral techniques do not adequately describe fast changes in the
characteristic frequency bands, because several minutes of data are needed for
spectral analysis. Our time-frequency method can provide a quantitative analysis of
fast changes in amplitude and frequency. Therefore, it can be used to study the
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reactivity of the cardiovascular system to mental, physical, and (psycho)-
pharmacological stimuli in more detail than before.
• Certain symptoms of psychiatric patients may induce transient disturbances of
cardiovascular homeostasis. Anxiety, or behavioral symptoms such as tics,
compulsive behaviors, or impulsiveness, may result in short-lasting disturbances of
cardiovascular regulatory processes, which may have negative health consequences
in the long-term. It will be interesting to evaluate these cardiovascular disturbances
by means of our time-frequency method to find out whether and how the effects of
these behavioral symptoms are reflected in the instantaneous bandwidth coefficient.
Our time-frequency method needs to be extended to provide a description of
the relationships between variations in heart rate, blood pressure, respiration, and/or
behavior over time. Theoretically, application to other variability signals seems
possible if these signals will prove to be monocomponent.
6 Conclusions
The main conclusions of this thesis can be formulated as follows:
• A time-frequency representation is a powerful tool to observe the instantaneous
changes in HRV.
• The instantaneous amplitude and the instantaneous frequency describe the time-
varying fluctuations in specified narrow frequency bands in HRV.
• An optimal time-resolution is achieved in terms of Gabor’s uncertainty principle.
• The instantaneous bandwidth coefficient discriminates between oscillatory and
irregular periods in the instantaneous frequency within a narrow frequency band.
• Based on a level crossing of this instantaneous bandwidth coefficient, several
statistics can be defined describing the corrected time-varying spectral contents and
the time-varying characteristics of the oscillatory and irregular periods.
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1 Hartritme-variabiliteit
Het hart klopt niet met een constante regelmaat, maar de tijd tussen twee
opeenvolgende hartslagen varieert. Deze schommelingen in het ritme van de
hartslag zijn spontaan of ze kunnen teweeg gebracht worden door psychische of
lichamelijke inspanning en geneesmiddelen. De hartslag wordt gemeten met behulp
van het electrocardiogram (ECG). Een kenmerkende scherpe piek in het ECG is de
R-top. Deze top treedt op als het hart samentrekt om het bloed in de grote
lichaamsslagader, de aorta, te pompen. De tijd tussen twee opeenvolgende
hartslagen wordt het R-R interval genoemd. Het R-R interval wordt gemeten door in
het ECG de tijd tussen de twee opeenvolgende R-toppen te meten. Het hartritme is
het aantal hartslagen per minuut. De tijd tussen twee opeenvolgende slagen varieert
en deze slag-op-slag variatie wordt hartritme-variabiliteit genoemd (HRV).
Het onderzoek naar HRV heeft belangrijke, klinisch bruikbare informatie
opgeleverd: een verminderde HRV voorspelt de kans op hartfalen, sterfte aan hart-
en vaatziekten en een blijvend verhoogde bloeddruk. Ook bij psychiatrische patiënten
is verminderde HRV onderzocht om de verhoogde kans op sterfte aan hart- en
vaatziekten en de afwijkingen in het autonome zenuwstelsel bij stemmings-
stoornissen, zoals depressie en angststoornissen te verklaren. Bovendien kunnen de
cardiovasculaire effecten van sommige psychoactieve geneesmiddelen gevolgd
worden aan de hand van HRV.
We kunnen HRV onderzoeken in het tijdsdomein, in het frequentie-domein en
in het tijd-frequentie domein. Om dat te doen hebben we een representatie van HRV
nodig.
2 HRV-representaties
In hoofdstuk 2 beschrijven we acht verschillende HRV-representaties. Een HRV-
representatie is gedefinieerd als de slag-op-slag informatie (bijvoorbeeld R-R
intervallen) verkregen uit het ECG en zodanig gerangschikt dat de informatie
verwerkt kan worden door de analysetechnieken en in verband gebracht kan worden
met fysiologische processen. We maken een onderscheid tussen:
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• Equidistante tijdreeksen: de hartslag-interval tijdreeks en de hartritme tijdreeks. In
dit geval worden R-R intervallen of hartritmen op volgorde genummerd en uitgezet
als functie van het intervalnummer.
• Niet-equidistante tijdreeksen: de hartslag-interval functie en de instantane
hartritme functie. De lengte van het R-R interval of het hartritme wordt bepaald aan
het eind van elk R-R interval en uitgezet als functie van de tijd. Deze reeksen zijn
niet-equidistant, dit betekent dat de functiewaarden niet regelmatig in de tijd verdeeld
zijn.
• Pulsreeksen: de hartslag pulsreeks, de hartritme pulsreeks en de hartslag-interval
pulsreeks. In het ECG worden de R-toppen gedetecteerd en op elk detectie-tijdstip
wordt er een smalle piek of puls neergezet. De hoogte en breedte van deze puls is
zodanig dat de oppervlakte 1 is. Zo onstaat er een rij pulsen die de hartslag
pulsreeks wordt genoemd. De hartritme pulsreeks wordt verkregen door elke puls in
de hartslag pulsreeks te wegen met het hartritme op dat ogenblik, vermenigvuldigd
met de duur van het voorafgaande R-R interval. De hartslag-interval pulsreeks wordt
verkregen door elke puls in de hartslag pulsreeks te wegen met het kwadraat van het
voorafgaande R-R interval.
• De laagdoorlaat-gefilterde hartslag pulsreeks: dit is een HRV-representatie die
verkregen wordt uit de hartslag pulsreeks die we gebruiken in de tijd-frequentie
analyse van HRV. De hartslag pulsreeks wordt gefilterd met een laagdoorlaat-filter
dat de fase van het signaal niet verandert. Dit betekent dat een gebeurtenis in de tijd,
ook wel een tijdcomponent genoemd, niet verschuift in de tijd als gevolg van het filter.
Voor het kantelpunt, dat is de scheiding tussen doorlaatgebied en spergebied, van dit
filter kiezen we 0.5 Hz. Het gefilterde analoge signaal wordt de laagdoorlaat-
gefilterde hartslag pulsreeks genoemd. Na de bemonstering van dit signaal, in ons
geval met een frequentie van 4 Hz, kan de resulterende discrete en equidistante
tijdreeks gebruikt worden voor verdere analyses.
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3 HRV-analyse in het tijdsdomein
Analyses van HRV in het tijdsdomein behelzen o.a. de berekening van het
gemiddelde hartritme en het gemiddelde R-R interval in een bepaald tijdsinterval met
de bijbehorende standaard deviaties. De standaard deviatie is een maat voor het
totale vermogen van de variaties in dat tijdsinterval, respectievelijk de variaties in
hartritme en de variaties in R-R intervallen. De veranderingen in de gemiddelden en
standaard deviaties van achtereenvolgende tijdsintervallen geven informatie over de
veranderingen in HRV over de tijd. Op hun beurt hebben die veranderingen te maken
met veranderingen in het cardiovasculaire regelsysteem. De analyses van HRV in
het tijdsdomein maken meestal gebruik van equidistante tijdreeksen.
4 HRV-analyse in het frequentie-domein
Met behulp van Fourieranalyse kunnen we HRV in het frequentie-domein
onderzoeken. Dit wordt ook wel spectraalanalyse genoemd. Fourieranalyse kan de
schommelingen in het hartritme of de R-R intervallen kwantificeren. Met behulp van
Fourieranalyse kan een signaal geschreven worden als een som van sinusfuncties,
ieder met een specifieke amplitude en frequentie. Er ontstaat zo een een-op-een
relatie tussen amplituden en frequenties van de sinusfuncties. Deze relatie stelt het
signaal voor als functie van de frequentie. Het signaal is hiermee omgezet van een
functie in het tijdsdomein naar een functie in het frequentie-domein. Hierbij gaat geen
informatie verloren. Beide representaties van het signaal bevatten dezelfde
informatie. Bovengenoemde amplituden zijn complexe getallen. Omdat het kwadraat
van de absolute waarde van de amplitude van een sinusfunctie een maat is voor het
vermogen van de sinusfunctie, worden de absolute waarden van de amplituden vaak
gekwadrateerd. Het resultaat, als functie van de frequentie, wordt het vermogens-
spectrum genoemd.
Als een sinusfunctie met een bepaalde frequentie een amplitude heeft die niet
nul is, dan zeggen we dat deze frequentie in het signaal voorkomt. Dus met behulp
van Fourieranalyse kunnen we berekenen welke frequenties in het signaal
voorkomen. Dit worden frequentie-componenten genoemd. Elke frequentie-
component zien we in het vermogensspectrum als een waarde bij de bijbehorende
frequentie. De waarde is gelijk aan het kwadraat van de absolute waarde van de
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amplitude van de bijbehorende sinusfunctie. De frequentie-componenten die voor
kunnen komen in de schommelingen in het hartritme signaal van enkele minuten (2-5
min) worden de korte-termijn variaties genoemd.
De spontane korte-termijn variaties worden vaak met behulp van Fourier-
analyse bestudeerd om de neurale activiteit (zenuwactiviteit) van de hersenen naar
het hart te schatten. Daarvan zijn er zijn twee typen: de sympathische en de
parasympathische. Gewoonlijk zijn er twee banden opvallend in het vermogens-
spectrum: een band in de buurt van 0.1 Hz en een band in de buurt van 0.3 Hz.
Waarschijnlijk weerspiegelt de 0.1 Hz band veranderingen in sympathische activiteit.
De 0.3 Hz band weerspiegelt de invloed van de ademhaling op het hartritme en geeft
de veranderingen in parasympathische activiteit weer. De banden mogen een
spreiding hebben en worden daarom ook frequentie-banden genoemd. De
frequentie-banden rond de 0.1 Hz en 0.3 Hz worden de voor de HRV-analyse
kenmerkende frequentie-banden genoemd en wel de middenband en de hoge band.
Modellen van gesloten regelsystemen worden gebruikt om het voorkomen van
beide banden te verklaren. In zo een model wordt de bloeddruk o.a. door de
baroreflex geregeld. Drukopnemers, de zogenaamde baroreceptoren, geven
bloeddrukschommelingen via een zenuwbaan, de baroreflex, door aan de hersenen.
Door middel van sympatische activiteit wordt het hartritme door de hersenen
geregeld om de bloeddrukschommelingen te compenseren. Dit maakt het
regelsysteem gesloten.
Het vermogensspectrum wordt gebruikt om de vermogens in beide banden en
het totale vermogen van de korte-termijn variaties te berekenen. Dit geeft informatie
over de veranderingen in HRV in het frequentie-domein over de tijd. Net als bij de
analyses in het tijdsdomein, hebben die veranderingen te maken met veranderingen
in het cardiovasculaire regelsysteem. Op elk van bovengenoemde HRV-
representaties kan deze Fourieranalyse toegepast worden.
In hoofdstuk 3 introduceren we het instantane hartritme spectrum. Niet het
spectrum is instantaan, maar het hartritme. Het hartritme wordt per slag berekend.
We vergelijken dit spectrum met het 'tel-spectrum' (spectrum of counts). Het
instantane hartritme spectrum is het vermogensspectrum van een hartritme
pulsreeks. Het tel-spectrum is het vermogensspectrum van een hartslag pulsreeks.
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Pulsreeksen zijn niet-equidistant, dat betekent dat de pulsen niet op regelmatige
afstanden in de tijd staan. Het gevolg daarvan is dat er harmonische vervorming in
de spectra optreedt. Dit werd in hoofdstuk 3 zijbandvervorming genoemd. Zijbanden
zijn waarden in het spectrum die optreden naast de harmonische frequenties van het
gemiddelde hartritme. Deze waarden zijn op zich niet interessant voor het onderzoek
naar HRV. Harmonische vervorming betekent dat ze kunnen voorkomen in het
frequentie-gebied dat wel interessant is voor de studie naar HRV. Dit gebied geeft
dus geen juiste weergave van de frequentie-componenten in HRV. Het tel-spectrum
en het instantane hartritme spectrum bevatten dezelfde spectrale informatie, dat wil
zeggen, dezelfde frequentie-componenten. In hoofdstuk 3 wordt aangetoond dat de
harmonische vervorming minder is in het instantane hartritme spectrum dan in het
tel-spectrum.
Hoofdstuk 3 beschrijft in het kort ook de methode om van niet-equidistante
bloeddruk- en ademhalingsreeksen het spectrum te berekenen. Deze reeksen zijn
niet-equidistant omdat de waarden bemonsterd worden op de R-top detectie
tijdstippen.
Hoofdstuk 4 vat de resultaten samen van onze studies waarin de spectrale
technieken van hoofdstuk 3 toegepast werden op het hartritme, de bloeddruk en de
ademhaling. Analyse van hartritme- en bloeddruk-variabiliteit toont significante
veranderingen in het vermogen van de middenband en de hoge band aan, gepaard
gaand met:
• de belasting van het cardiovasculaire regelsysteem met diverse farmacologische
middelen (epinephrine, norepinephrine, clonidine, lorazepam) bij gezonde personen;
• de antidepressiva imipramine en mirtazapine bij depressieve patiënten;
• psychische en fysieke inspanningstesten bij gezonde personen, depressieve
patiënten en patiënten met autonome disfuncties.
Over het algemeen bevestigen deze studies dat spectraalanalyse van
hartritme- en bloeddruk-variabiliteit gebruikt kan worden om veranderingen in het
cardiovasculaire regelsysteem te bestuderen. De studies bij patiëntengroepen tonen
aan dat het noodzakelijk is de ademhalingsvariaties er bij te betrekken om de korte-
termijn variaties beter te begrijpen.
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5 Tijd-frequentie analyse
Hartritme variabiliteit wordt zowel in het tijdsdomein (als functie van de tijd) als in het
frequentie-domein (als functie van de frequentie) onderzocht. Beide representaties
bevatten dezelfde informatie. Echter, een signaal als functie van frequentie laat niet
zien hoe een frequentie-component verandert in de tijd. En een signaal als functie
van de tijd laat niet zien hoe een tijdcomponent verandert in frequentie. Anders
gezegd, het vermogensspectrum laat zien welke frequentie-componenten er in het
signaal aanwezig zijn, maar laat niet zien wanneer ze voorkomen en ook niet hoe de
amplitude van een frequentie-component varieert in de tijd. Een signaal, als functie
van de tijd, laat zien dat er op een tijdstip activiteit is, maar niet welke frequenties er
op dat tijdstip zijn. Deze beperkingen leidden tot de wens te komen tot een analyse in
een tijd-frequentie domein. Voor dit doel zijn in de laatste decennia signaal
representaties en analyse technieken ontwikkeld waaraan dit proefschrift ook een
bijdrage levert.
De instantane eigenschappen van een signaal zijn eigenschappen die binnen
de tijdsresolutie van het signaal berekend kunnen worden. De tijdsresolutie van een
signaal geeft aan hoe nauwkeurig een gebeurtenis in de tijd gemeten kan worden.
Het is het kleinste tijdsverschil tussen twee gebeurtenissen waarbij ze nog als
afzonderlijke gebeurtenissen waargenomen kunnen worden.
Een tijd-frequentie methode die veranderingen van de kenmerkende
frequentie-componenten (zowel in de tijd als in de frequentie) in HRV instantaan kan
kwantificeren, kan een verbeterde interpretatie van HRV-signalen opleveren. Zeker
als dat met een hoge tijds- en frequentie-resolutie kan. Dat was het doel van dit
onderzoek. We verwachten dat een nauwkeurige tijd-frequentie methode een
belangrijke bijdrage kan leveren aan de studie naar de instantane veranderingen van
de sympatische en parasympatische activiteit en de invloed van fysieke, psychische
en farmacologische prikkels op het cardiovasculaire regelsysteem.
6 De Wigner-Ville distributie
Het vermogensspectrum vertegenwoordigt het vermogen van een signaal uitgesplitst
per frequentie-component. Voor elke frequentie-component die aanwezig is in het
signaal staat er een waarde in het vermogensspectrum dat het gemiddelde
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vermogen van de frequentie-component, over de tijd waarover het vermogens-
spectrum berekend is, weergeeft. Zoals al eerder is gezegd, kunnen we niet zien
wanneer een frequentie-component aanwezig is. Om dat te kunnen hebben we een
methode nodig die de verdeling van het vermogen van een frequentie-component
ook in de tijd weergeeft. Zo een weergave van het vermogen van een signaal
gelijktijdig in het tijdsdomein en in het frequentie-domein, dat wil zeggen, als functie
van de tijd en van de frequentie, heet een tijd-frequentie representatie. Een tijd-
frequentie representatie laat de frequentie-componenten zien zoals ze opkomen, in
amplitude variëren en weer uitsterven in de tijd.
Een tijd-frequentie representatie kan gemaakt worden van niet-stationaire
signalen. Stel dat een signaal verdeeld is in tijdsegmenten en voor elk segment wordt
een statistische variabele berekend. Het signaal is stationair als de statistische
variabele per segment niet significant verschilt (zie hoofdstuk 1). Een signaal is niet-
stationair als het tijdsafhankelijke statistische eigenschappen heeft. In een niet-
stationair signaal kunnen de frequentie-componenten sterk variëren. En deze
variaties kunnen we dus zichtbaar maken in een tijd-frequentie representatie.
Een voorbeeld van een tijd-frequentie representatie is de Wigner-Ville
distributie. De appendix staat uitvoerig stil bij deze representatie. Een nadeel van de
Wigner-Ville distributie is het ontstaan van kruistermen. Dit komt omdat de Wigner-
Ville distributie een kwadratisch karakter heeft. Kruistermen zijn sinusvormige
componenten die onstaan tussen twee autotermen, dat wil zeggen tussen twee
frequentie-componenten die enige tijd gelijktijdig aanwezig zijn of tussen twee
tijdcomponenten die beide in een frequentie-interval aanwezig zijn. Het geheel van
autotermen en kruistermen maakt de interpretatie van de Wigner-Ville distributie erg
moeilijk. Varianten van de Wigner-Ville distributie die deze kruistermen onderdrukken
zijn de gladde (smoothed) Wigner-Ville distributie en de exponentiële distributie.
Deze worden in de hoofdstukken 5 en 6 toegepast op hartritme en bloeddruk
variabiliteitssignalen en op ademhalingssignalen. Deze signalen werden verkregen
onder diverse klinische en experimentele omstandigheden. De toepassingen tonen
de waarde aan van de kwalitieve beschrijving van de tijd-frequentie relaties in
cardiovasculaire signalen met behulp van deze representaties. De kwantitatieve
beschrijving blijft echter in gebreke want het is moeilijk om goede kwantitatieve
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variabelen te definiëren op basis van deze representaties. De exponentiële distributie
onderdrukt de kruistermen beter dan de gladde Wigner-Ville distributie.
7 Een nieuwe methode
In hoofdstuk 7 presenteren we onze nieuwe methode om de instantane
veranderingen in amplitude en frequentie van HRV-signalen te berekenen. Het HRV-
signaal moet aan een aantal eisen voldoen, namelijk, het signaal moet smalbandig,
monocomponent en analytisch zijn. Een smalbandig signaal is gedefinieerd in een
beperkt frequentie-gebied in het vermogensspectrum, buiten dat gebied heeft het
signaal geen frequentie-componenten. Een monocomponent signaal is een signaal
dat op ieder tijdstip maar één smalle band in het vermogensspectrum heeft. Die band
mag in de tijd wel variëren in amplitude en frequentie. Dus als we op een bepaald
tijdstip een instantaan vermogensspectrum maken, dat is een spectrum dat binnen
de tijdsresolutie is te berekenen, dan heeft dat spectrum maar één band. Deze band
kan een kleine spreiding hebben. Een analytisch signaal is een signaal zonder
negatieve frequentie-componenten. Het signaal is dan per definitie complex. Om de
instantane amplitude, fase en frequentie van een reëel signaal te berekenen, moet
het signaal worden omgezet in een analytisch signaal. Onze methode is toepasbaar
op smalbandige, analytische signalen die monocomponent zijn.
Het HRV-signaal wordt gefilterd om het signaal smalbandig en mono-
component te maken. Dit doen we met een banddoorlaat filter dat de fase van het
signaal niet verandert en waarvan de doorlaatband overeenkomt met een van de
kenmerkende frequentie-banden. Verder heeft dit filter zogenaamde cos2-flanken.
Daardoor heeft het filter in het frequentie-domein steile, bijna ideale flanken. Door te
filteren houden we die frequentie-componenten van het signaal over die in het
vermogensspectrum in de band van 0.1 Hz of in de band van 0.3 Hz liggen. Het
signaal wordt analytisch gemaakt door te filteren met een zogenaamd Hilbertfilter (zie
de appendix). Van dit gefilterde signaal worden de instantane amplitude en
frequentie berekend met een rekenalgoritme dat beschreven is in hoofdstuk 7. De
gekwadrateerde instantane amplitude is een maat voor het tijdsafhankelijke
instantane vermogen van het signaal in een smalle frequentie-band. De instantane
frequentie bepaalt, binnen een smalle frequentie-band, de tijdsafhankelijke
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frequentie-locatie van de spectrale band in het vermogensspectrum. De instantane
frequentie kan worden gezien als het gemiddelde van alle frequentie-componenten
die op een tijdstip aanwezig zijn. Er wordt toegelicht dat in de instantane frequentie
van HRV-signalen afwisselend golfvormige en onregelmatige perioden kunnen
voorkomen. De onregelmatigheden werden in de hoofdstukken 7, 8 en 9
toegeschreven aan plotselinge verschuivingen in de instantane fase. De instantane
bandbreedte is de spreiding van de spectrale band. De instantane bandbreedte kan
gezien worden als de standaard deviatie die bij de instantane frequentie hoort. In ons
geval is de instantane bandbreedte coëfficiënt een maat voor de spreiding. We
stellen voor om de instantane bandbreedte coëfficiënt te gebruiken om onderscheid
te maken tussen golfvormige en onregelmatige signaal fragmenten. Door een
drempelniveau aan te leggen in de instantane bandbreedte coëfficiënt, kunnen
golfvormige perioden geselecteerd worden om verder geanalyseerd te worden en
kunnen onregelmatige perioden genegeerd worden of op een aparte manier
geanalyseerd worden.
In hoofdstuk 7 presenteren we ook een methode om in een smalle frequentie-
band, in het bijzonder de kenmerkende frequentie-banden, de resolutie van het
signaal vast te stellen. De resolutie is omgekeerd evenredig met de bandbreedte van
de frequentie-band, zoals de onzekerheidsrelatie van Gabor voorschrijft en hangt
alleen af van de eigenschappen van het gebruikte filter. Deze resolutie wordt hier de
optimale resolutie genoemd (behorend bij het filter). Als signaaleigenschappen zoals
amplitude en frequentie berekend kunnen worden met deze tijdsresolutie, dan
noemen we de eigenschappen instantaan. De tijdsresolutie van de instantane
amplitude en frequentie in de middenband van HRV was ongeveer 8 s. De
tijdsresolutie in de hoge band was ongeveer 2.5 s.
In hoofdstuk 8 vergelijken we onze methode met drie andere methoden die de
instantane frequentie van smalbandige, monocomponent en analytische signalen
kunnen berekenen. Deze methoden zijn:
• de discrete tijd-frequentie transformatie;
• het 'circulaire' gemiddelde (van de tijdsplakjes in de Wigner-Ville distributie);
• en de discrete afgeleide (central finite difference) van de fase van het analytische
signaal.
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De conclusie luidt dat er alleen numerieke verschillen tussen de vier methoden zijn
op tijdstippen dat er onregelmatigheden optreden.
In hoofdstuk 9 definiëren we diverse variabelen die kwantitatief de
tijdsafhankelijke frequentie-veranderingen en de verdeling van de golfvormige en de
onregelmatige perioden in de tijd beschrijven. De instantane bandbreedte coëfficiënt
wordt gebruikt om de onregelmatige perioden uit de instantane frequentie en de
overeenkomstige perioden uit de instantane amplitude te halen. Na de verwijdering
van de onregelmatige perioden berekenen we in een vastgesteld tijdsinterval de
gemiddelde instantane amplitude, de gemiddelde gekwadrateerde instantane
amplitude en de gemiddelde instantane frequentie. Andere variabelen geven de
totale duur van de golfvormige en de onregelmatige perioden en de verdeling van
deze perioden in de tijd weer. De statistiek wordt toegepast op hartslagdata van
gezonde vrijwilligers. De data werden verzameld tijdens rustig liggen (steady state)
en tijdens orthostatische belasting, dat is het veroorzaken van een opzettelijke
bloeddrukverandering door te gaan staan. De resultaten geven aan dat tijdens liggen
de middenband voor 77% van de totale duur beschouwd kon worden als bestaande
uit golfvormige perioden. Tijdens staan was dat 84% van de totale duur. De hoge
band was tijdens liggen voor 77% golfvormig, tijdens staan was dat 73%. Na
overgang van liggen naar staan stijgt de instantane amplitude in de middenband
significant, terwijl de instantane frequentie significant daalt. Tevens verandert de
verdeling van de golfvormige en de onregelmatige perioden significant omdat de
gemiddelde duur van de golfvormige perioden vermindert. In de hoge band dalen
zowel de instantane amplitude, de instantane frequentie, als de gemiddelde duur van
de golfvormige perioden. Deze eerste resultaten tonen aan dat onze variabelen de
omslag van rust naar een toestand van sympathische activatie en parasympatische
remming ten gevolge van de orthostatische belasting kunnen weergeven.
8 De voordelen van onze tijd-frequentie methode
De methode, die we in dit proefschrift presenteren, kan snelle en langdurige variaties
in het cardiovasculaire regelsysteem kwantificeren en bovendien de verstoring van
het systeem objectief vaststellen. Deze methode kan op verschillende manieren ons
inzicht in het dynamische gedrag van het cardiovasculair regelsysteem verbeteren:
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• De gebruikelijke spectraalanalyse kan de snelle veranderingen in de
kenmerkende frequentie-banden niet voldoende beschrijven omdat er telkens enkele
minuten nodig zijn voor een spectraalanalyse. Onze tijd-frequentie methode kan de
snelle veranderingen in amplitude en frequentie kwantitatief analyseren. De methode
kan dus gebruikt worden om vast te stellen hoe het cardiovasculaire regelsysteem
reageert op psychische, lichamelijke en (psycho-) farmacologische prikkels, en kan
dat gedetailleerder dan voorheen.
• Bepaalde symptomen bij psychiatrische patiënten (angst, tics, dwangmatig en
impulsief gedrag) kunnen kortdurende verstoringen in het cardiovasculaire evenwicht
veroorzaken. Die verstoringen van het cardiovasculair regelsysteem kunnen op de
lange duur een negatieve uitwerking op de gezondheid tot gevolg hebben. Het kan
interessant zijn deze verstoringen te onderzoeken met onze tijd-frequentie methode
om te zien of en hoe deze psychische symptomen zijn weerspiegeld in de instantane
bandbreedte coëfficiënt.
Onze tijd-frequentie methode kan uitgebreid worden om een beschrijving te
kunnen geven van de relaties in de tijd tussen veranderingen in hartritme, bloeddruk,
ademhaling en gedrag. Het lijkt theoretisch mogelijk om de methode toe te passen op
andere variabiliteitssignalen, mits deze monocomponent zijn.
9 Conclusies
De belangrijkste conclusies van dit proefschrift zijn:
• Een tijd-frequentie representatie is een belangrijk hulpmiddel om de instantane
veranderingen in HRV te verkennen.
• In een smalle frequentie-band beschrijven de instantane amplitude en de
instantane frequentie de amplitude- en frequentie-schommelingen in HRV in de tijd.
• Een optimale tijdsresolutie is bereikt overeenkomstig de onzekerheidsrelatie van
Gabor.
• In een smalle frequentie-band kan de instantane bandbreedte coëfficiënt de
golfvormige en de onregelmatige perioden in de instantane frequentie vaststellen.
• Door het aanbrengen van niveau's in de instantane bandbreedte coëfficiënt kan
de instantane frequentie en amplitude gecorrigeerd worden op onregelmatige
perioden. Een aantal variabelen kunnen de gecorrigeerde frequentie-veranderingen
- 238 - Chapter 10
en de verdeling van de golfvormige en de onregelmatige perioden in de tijd
kwantitatief beschrijven.
APPENDIX
TIME-FREQUENCY ANALYSIS
GLOSSARY
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Time-frequency representations have become a common tool in signal analysis.
During the past decades time-frequency methods were developed and applied to
various bio-medical signals. Each method has its own features and limitations and
the literature of time-frequency analysis is extensive. To put our method in context,
this section summarizes time-frequency representations that are used in bio-medical
signal processing.
Section 2 reviews the short-time Fourier transform. This is one of the oldest
time-frequency representations and used in the study of heart rate variability (HRV).
Section 3 reviews the wavelet transform. This is a recent time-frequency
representation and still in development. Section 4 describes an approach based on
the characterization of time-frequency representations by means of a kernel-function,
called Cohen’s general class of time-frequency representations. Section 5 reviews
some special time-frequency representations that are less known.
1 Introductory remarks
A distribution that represents the power of a signal simultaneously in time and
frequency is called a (joint) time-frequency representation (e.g., Cohen p:82, 1995).
Time-frequency signal analysis does not assume stationarity (e.g., Boashash p:418,
1991). A signal is said to be non-stationary, if it has time-varying statistical properties.
Suppose a signal is divided in segments and for each segment a statistic is
computed. Possibly, the statistics differ from segment to segment. When the
differences are significant, the signal is called non-stationary (see section 2 of
chapter 1). The statistical test probably depends on the length of the segments.
However, regardless of the length of the segment, if a test demonstrates that a signal
is non-stationary, one can still apply time-frequency analysis to this signal. If a signal
is non-stationary, there may be significant changes of the frequency components in
time (e.g., Boashash p:418, 1991). Transient components can be described with a
time-frequency representation.
To interpret a time-frequency representation as a power distribution in the
time-frequency plane, a representation should have a number of ‘desirable’
properties. For now, we mention only four ‘desirable’ properties P1, P2, P3, and P4
for a time-frequency representation ( ),T t f  of a signal ( )x t  with Fourier transform
( )X f :
P1: a time-frequency representation should be real and non-negative: ( ), 0T t f ≥ ;
P2: integration over time yields the power spectral density of the signal:
( ),T t f dt+∞−∞∫ = ( ) 2X f ;
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P3: integration over frequency yields the instantaneous power of the signal:
( ),T t f df+∞−∞∫ = ( ) 2x t ;
P4: The first moments of the time-frequency representation yields the
instantaneous frequency ( )if t  of the signal, i.e., the instantaneous frequency is the
conditional average of the time-frequency representation at a given time:
( )
( )
,
,
f T t f df
T t f df
+∞
−∞
+∞
−∞
⋅∫
∫ = ( )if t .
One can also say that P1, P2, P3, and P4 are conditions that a time-frequency
representation should satisfy. For instance, to interpret a time-frequency
representation as a power distribution, condition P1 should be satisfied. Or, if
condition P3 is not satisfied, the time-frequency representation ( ),T t f  cannot be
interpreted locally as an instantaneous spectrum, i.e., a distribution of the frequencies
present in the signal at time t  (see section 4 of chapter 2). This applies
correspondingly to condition P2. P2 and P3 are called the marginal properties or
conditions. These properties and requirements of time-frequency representations are,
among others, discussed by Boashash (pp:437-438, 1991), Kootsookos et al. (1992),
Hlawatsch et al. (pp:32-34, 1992) and Williams (p:16, 1997) (see chapters 5 and 6).
2 The short-time Fourier transform
One of the oldest and frequently used time-frequency representations is the short-
time Fourier transform. A complex window ( )w t , centered around the time origin
0t = , is shifted in equal steps along the time axis. After each time-step, the Fourier
transform of the data segment of the signal ( )x t  within the time-window is computed:
( )STFT ,t f = ( ) ( )* 2 jfx w t e dπ ττ τ τ+∞ −−∞ −∫ .
A possible window function is the Gaussian function as used by Gabor (1946). The
squared modulus of the short-time Fourier transform is the time-varying power
spectral density of the signal ( )x t  and is called the spectrogram:
( )STFT ,P t f = ( ) 2STFT ,t f .
At each instant t , ( )STFT ,P t f  reflects the power of the frequency components.
Condition P1 is satisfied. A drawback of the short-time Fourier transform is that the
signal and derived parameters are modified by the properties of the time-window.
This means that the marginal conditions P2 and P3, and condition P4 are not
Time-frequency analysis - 243 -
satisfied, i.e., the instantaneous frequency cannot be computed as the conditional
average of the time-frequency representation at a given time (e.g., Cohen pp:97-101,
1995). An example of a spectrogram of a low-pass filtered cardiac event series is
figure A1.
Both the time-resolution t∆  and the frequency-resolution f∆  are dependent
on the time-window chosen for the short-time Fourier transform. They are constant
throughout the entire time-frequency plane (see figure A2). The frequency-resolution
of the time-frequency plane is f∆ . This means that two frequency components (two
sinusoids) can only be discriminated if they are more than f∆  apart. The time-
resolution is t∆ , which means that two delta pulses can only be discriminated if they
are more than t∆  apart. Resolution in time and frequency are linked. They cannot be
made arbitrarily small simultaneously because of the uncertainty principle of Gabor
(1946), which states that: 1 4t f π∆ ∆ ≥ . Therefore, there is a trade-off between time
and frequency localization. A wide time-window yields a poor time-resolution and a
good frequency-resolution (figure A2A). A narrow time-window yields a good time-
resolution and a poor frequency-resolution (figure A2B). However, the width of the
time-window has to be chosen carefully, because a data segment within a wide time-
window may be non-stationary. The short-time Fourier transform is discussed, among
Figure A1. An example of a spectrogram of the first 118 s of the low-pass filtered
cardiac event series shown in figure 2A of chapter 1.
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others, by Rioul et al. (pp:15-17, 1991), Hlawatsch et al. (pp:23-28, 1992), Cohen
(ch.7, 1995), and Qian et al. (pp:46-52, 1996).
Keselbrener et al. (1996) implemented an adaptive method, closely related to
the short-time Fourier transform, which can be seen as a precursor to the wavelet
approach. The method chooses a wide time-window at the lowest frequency
component, implying a good frequency-resolution, and narrower time-windows at
higher frequency components with increasing time-resolution. They applied this
method to HRV-data to quantify with a high time-resolution the effects of vagal stimuli
and the transient autonomic changes during a transition from supine to standing in
normal subjects and unmedicated mildly hypertensive subjects. Due to the changes
in position, sudden changes in heart rate and arterial blood pressure were observed.
Their time-frequency method made it possible to hypothesize about the decreasing
parasympathetic drive, reflected in the high-frequency components of HRV, and the
increasing sympathetic drive, reflected in the low-frequency components of blood
pressure variability, during the transition (Akselrod et al., 1997).
f
t( )0, 0
f∆
t∆
A
f
t( )0,0
B
f∆
t∆
Figure A2. The constant time-frequency resolution of the short-time Fourier
transform is illustrated by rectangles in the time-frequency plane (e.g., Rioul et al.
p:16, 1991; Qian et al. p:78, 1996). Each rectangle has time-duration t∆  and
bandwidth f∆ . Each rectangle has constant area t f∆ ∆ . A: a wide time-window; B:
a narrow time-window.
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3 The wavelet transform
In the computation of the short-time Fourier transform, both the time-resolution t∆
and the frequency-resolution f∆  of the time-frequency plane are dependent on the
chosen time-window. Time- and frequency-resolution are fixed throughout the entire
time-frequency plane (see figure A2 of section 2) and they cannot be made arbitrarily
small simultaneously because of the uncertainty principle of Gabor. A signal
consisting of abrupt changes of short duration superimposed on slow components
with long periods, can be analyzed with a short time-window, i.e., with an optimal
time-resolution to discriminate the transient events. Alternatively, it can be analyzed
with a long time-window, i.e., with an optimal frequency-resolution to discriminate the
slow frequency components. With the short-time Fourier transform it cannot be
analyzed with both simultaneously.
In contrast to the short-time Fourier transform, the wavelet transform uses a
short window at high frequencies and a long window at low frequencies. This time-
window is not only localized in time through time-shifting, but also localized in
frequency, through time-scaling. This means that at high frequencies, there is a good
time-resolution and events of short duration are discriminated in time, and at low
frequencies, there is a good frequency-resolution, i.e., long and slow components are
discriminated in frequency. As a result, t∆  and f∆  vary in the time-frequency plane
and a multi-resolution time-frequency representation of the signal is obtained (see
figure A4 below).
The wavelet transform is a decomposition of a signal onto a set of orthogonal
functions. Wavelet analysis is a method that, through this decomposition, analyzes
the variations of the power of a signal localized in time as well as in frequency. Let V
be a function space of which each function x  can be written as a linear combination
of functions { }, ..., 1,0,1,...m mψ = −  in V:
( )x t = ( )m m
m
a tψ∞
=−∞
∑ . (A1)
In such a space there exist a set { }ˆ , ..., 1,0,1,...m mψ = −  of functions in V, such that
each coefficient ma  can be written as:
ma = ( ) ( )ˆmx t t dtψ+∞ ∗−∞∫ . (A2)
The functions mψ  are called synthesis functions, and the functions ˆmψ  are called
analysis functions. The right hand side of the expression (A1) is the decomposition of
the function x  onto { }, ..., 1,0,1,...m mψ = − . For example, if
( )m tψ = ( )ˆm tψ = 2
mj t
Te
π
,
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then expression (A1) is the Fourier series of x  and the coefficients ma  in (A2) are the
Fourier coefficients of x .
A function ( )tψ , called the mother wavelet, is chosen. Three examples of
mother wavelets are shown in figure A3. Assume that the mother wavelet is centered
in the time- and frequency-domain around time 0t =  and center frequency 0f f= .
The duration tσ  is the standard deviation of ( )tψ  with respect to 0t = . A wavelet has
a band-pass like spectrum. The standard deviation of the spectrum with respect to
0f f=  is the bandwidth fσ .
The time-resolution t∆  indicates how accurately in time an event can be
measured; it is the minimum difference in time between two peaks so that they still
can be resolved as distinct peaks in time. Two delta pulses that are less than t∆  in
Daubechies 2 Wavelet
time
A
Coiflet 2 Wavelet
time
B
Symlet 8 Wavelet
time
C
Figure A3. Three examples of mother wavelets. A: a Daubechies wavelet; B: a
Coiflet wavelet; C: a Symlet wavelet.
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time apart cannot be discriminated in time. The frequency-resolution f∆  indicates
how accurately the frequency of a sinusoid can be measured; it is the minimum
distance in frequency between two sinusoids so that they still can be resolved as
distinct peaks in the frequency spectrum. Two frequency components that are less
than f∆  in frequency apart cannot be discriminated in frequency. Analyzing a signal
with a time-window of short duration tσ  yields a good time-resolution but a poor
frequency-resolution of the result. Decreasing the duration of an analyzing window by
a factor a  will improve the time-resolution with a factor a . Analyzing a signal with a
time-window of long duration yields a poor time-resolution but a good frequency-
resolution of the result. Increasing the duration of an analyzing window by a factor a
will improve the frequency-resolution with a factor a .
A set of wavelets, called synthesis wavelets, ( )a tψ = ( )t aψ  is constructed by
time-scaling a mother wavelet with a factor 0a > . The effect of the time-scaling is
threefold:
• the standard deviation of ( )t aψ  is taσ , therefore the duration of ( )a tψ  becomes
( )t ta aσ σ= ; the time-resolution becomes ( )t a a t∆ = ∆ ;
• the standard deviation of the spectrum of ( )t aψ  is f aσ , therefore the
bandwidth of ( )a tψ  becomes ( )f fa aσ σ= ; the frequency-resolution becomes
( )f a f a∆ = ∆ ;
• narrowing the duration increases the mean frequency, broadening the duration
decreases the mean frequency: ( )a tψ  is now centered in the frequency-domain
around ( ) 0f a f a= .
It follows that the relative bandwidth and the relative frequency-resolution are
constant:
( )
( ) 0
f fa
f a f
σ σ=  and ( )( ) 0
f a f
f a f
∆ ∆= .
The product of time- and frequency-resolution is constant throughout the time-
frequency plane:
( ) ( )t a f a∆ ⋅∆ = t f∆ ∆
(see figure A4). But, due to the uncertainty principle of Gabor (1946), the resolution in
time and frequency cannot be both arbitrarily small.
For instance, if 2a = , each scaling means dividing the center frequency by a
factor 2, narrowing the bandwidth and the frequency-resolution by a factor 2, and
broadening the duration and the time-resolution with a factor 2 (see figure A4).
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A continuous wavelet transform is defined as the decomposition locally at
time t  and frequency f of a signal ( )x t  in V onto the analysing wavelets ( )ˆa tψ :
( )CWT ,f t = ( ) ( )*ˆax t dα ψ α α+∞−∞ −∫ ,
in which f  and a  are related by: 0a f f= . The square of the modulus of the
continuous wavelet transform is called the scalogram of ( )x t :
( )CWT ,P f t = ( ) 2CWT ,f t .
f
t( )0 , 0
( )f a∆
( )t a∆level 3
level 1
level 2
level 4
0 2f
Figure A4. The time-frequency resolution of the wavelet transform is illustrated by
rectangles in the time-frequency plane. Each rectangle has time-resolution
( )t a a t∆ = ∆  and frequency-resolution ( )f a f a∆ = ∆ . Each rectangle has constant
area t f∆ ∆ . At high frequencies, there is a better time-resolution and a poorer
frequency-resolution than at low frequencies. This means that two delta pulses
can be discriminated in time at high frequencies. Two sinusoids cannot be
discriminated in frequency at high frequencies. At low frequencies, time-resolution
is poorer but frequency-resolution is better. This means that two delta pulses
cannot be discriminated in time at low frequencies. Two sinusoids can be
discriminated in frequency at low frequencies. 0f  is the center of the mother
wavelet in the frequency-domain. The levels are the levels of decomposition of the
signal into frequency bands.
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Because the continuous wavelet transform is a decomposition onto an orthogonal
basis, it follows that
( ) 2CWT ,f t df dt+∞ +∞−∞ −∞∫ ∫
equals the total energy of the signal ( )x t . This means that the scalogram
( ) 2CWT ,f t  is a distribution of the energy of the signal in the time-frequency domain
expressed in power per frequency unit. The scalogram satisfies condition P1, but
does not satisfy the marginal conditions P2 and P3 (see section 1).
Let 2a =  and denote in this case the synthesis wavelets with ( )m tψ = ( )2mtψ ,
for m∈] . The scaled wavelet ( )m tψ  is centered around 0 2mmf f= , the bandwidth is
( ) 2mf m f∆ = ∆ , and the duration is ( ) 2mt m t∆ = ∆ . Let ( )x t  be a signal in V. Because
the synthesis wavelets are localized in time at 0t = , we cannot decompose ( )x t  onto
the set of synthesis wavelets ( )m tψ . But at each time 2mt k= , k  is an integer, it is
possible to decompose ( )x t  locally onto a set of time-shifted synthesis wavelets( )2mm t kψ − , which are localized at 2mt k= . In other words, there exists a dual
wavelet ( )ˆ tψ  and dual analysis wavelets ( )ˆm tψ = ( )ˆ 2mtψ  such that, for each signal
( )x t  in V, we can write:
( )x t = ( ), 2mm k m
m k
c t kψ∞ ∞
=−∞ =−∞
−∑ ∑ , (A3)
with:
,m kc = ( ) ( )*ˆ 2mmx k dα ψ α α+∞−∞ −∫ . (A4)
The right hand side of equation (A3) is called the reconstruction of ( )x t . The
numbers ,m kc  are called wavelet coefficients. The right hand side of equation
(A4) is called a wavelet transform of ( )x t :
( )WT ,m k = ( ) ( )*ˆ 2mmx k dα ψ α α+∞−∞ −∫ .
Note that this is a convolution of ( )x t  with the function ( )ˆm tψ − . The scalogram:
( )WT ,P m k = ( ) 2WT ,m k = 2,m kc .
is the distribution of the energy of the signal in the time-frequency domain.
In the case of a sampled signal, the wavelet transform produces a wavelet
coefficient ,m kc  in each rectangle of figure A4. In this case m  ranges from 1 to ∞ ,
because the highest frequency is the sample frequency divided by 2. m  is called the
level of the decomposition. Figure A4 shows four levels. Each level coincides with a
frequency band. Each level contains a signal component. We can use the wavelet
coefficients of a level to reconstruct the signal component of that level, i.e., the signal
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component of ( )x t  in that frequency band. This requires the reconstruction of the
thm -level component ( )mx t  of ( )x t :
( )mx t = ( ), 2mm k m
k
c t kψ −∑ (A5)
Note that
( )x t = ( )
1
m
m
x t
∞
=
∑  .
Furthermore, an thm -level partial reconstruction ( )mx t  of ( )x t  can be made by:
( )mx t = ( )i
i m
x t
∞
=
∑  ,
i.e., all the level components ( )ix t  are summed up to the component of level m . One
can say that the thm -level partial reconstruction is an approximation of the signal
consisting of the low frequency components up to the frequency component of level
m .
The literature on wavelet theory is very extensive. We mention only: Rioul et
al. (1991), Hlawatsch et al. (1992), Chui (1992), Newland (ch.17, 1993), Akay (ch.8,
1996), Qian et al. (ch.2 and 4, 1996), and Jensen et al. (2001).
An example
Figure A6A presents an IBI-series of 128 s. The series is interpolated and
equidistantly resampled with a sample frequency sF = 16 Hz, i.e., the number of data
N = 2048. The time-resolution t∆ = 0.0625 s. We want to analyze this time series
with the wavelet transform. For this example we have chosen the Coiflet 2 wavelet
shown in figure A3B. This wavelet is scaled by the algorithm in such a way that the
duration tσ = 0.0625 s, the bandwidth fσ = 8 Hz, and such that the wavelet is
centered around 0f = 12 Hz. Then the wavelet transform computes the wavelet
coefficients ,m kc  for a number of levels m .
For the first level, 1m = , the center frequency of the scaled wavelet ( )1 tψ  is
1f = 0 2f = 6 Hz, the bandwidth ( )1fσ = 2fσ = 4 Hz, and the duration ( )1tσ = 2 tσ =
0.125 s. This means that level 1 coincides with the frequency band 1B = [2,4] Hz. The
time-resolution in this band is twice the original time-resolution, i.e., ( )1t∆ = 0.125 s,
so the wavelet transform only computes 1N = / 2N  wavelet coefficients 1,kc . For the
second level, 2m = , 2f = 0 4f = 3 Hz, ( )2fσ = 4fσ = 2 Hz, ( )2tσ = 4 tσ = 0.25 s,
( )2t∆ = 0.25 s, and 2B = [2,4] Hz. The wavelet transform computes 2N = / 4N
wavelets coefficients 2,kc . Table A1 summarizes this for the first nine levels. In this
table, ( )t m∆  is not only the time-resolution of the frequency band mB , but also the
duration of the wavelet mψ . Figure A5 shows the band-pass like power spectral
Time-frequency analysis - 251 -
densities of the scaled synthesis wavelets ( )5 tψ , ( )6 tψ , ( )7 tψ , and ( )8 tψ , with
decreasing center frequencies and decreasing bandwidths.
m mf ( )f m∆ ( )t m∆ mB mN
1 6 4 0.125 [4,8] 1024
2 3 2 0.25 [2,4] 512
3 1.5 1 0.5 [1,2] 256
4 0.75 0.5 1 [0.5,1] 128
5 0.375 0.25 2 [0.25,0.5] 64
6 0.1875 0.125 4 [0.125,0.25] 32
7 0.09375 0.0625 8 [0.0625,0.125] 16
8 0.046875 0.03125 16 [0.03125,0.0625] 8
9 0.0234375 0.015625 32 [0.015625,0.03125] 4
m 0 2
mf 2mf∆ 2m t∆ ( ) ( ),
2 2m m
f m f m
f f
∆ ∆ − +  
2mN
Table A1. Summary of center frequencies, frequency-resolutions, time-resolutions,
frequency bands, and number of points for 9 levels of decomposition.
Coiflet Wavelets (levels 5,6,7,8)
0 0.1 0.2 0.3 0.4 0.5 0.6
frequency (Hz)
a.
u.
level 8 level 7 level 6 level 5
Figure A5. The scaled synthesis Coiflet wavelets of levels 5, 6, 7, and 8 in the
frequency domain. The power spectral densities are band-pass like. Table A1 lists
the values of the increasing center frequencies and bandwidths.
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Level 5: 0.25-0.5 Hz
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Level 8: 0.03125-0.0625 Hz
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Figure A6. The scalogram ( )WT ,P m k = 2,m kc  for the levels m =5,6,7, and 8.
The Coiflet wavelet of figure A3 is used. A: the original IBI time series. We used
the IBI-data of the Physiological Time-Frequency Analysis Package developed by
Houtveen (2001). B,C,D,E: the 5th-, 6th-, 7th-, and 8th-level scalogram; they present
the distribution of the energy of the signal in the frequency bands B5= [0.25,0.5],
B6= [0.125,0.25], B7= [0.0625,0.125], and B8= [0.03125,0.0625] Hz, respectively.
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Level 5: 0.25-0.5 Hz
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Level 6: 0.125-0.25 Hz
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Level 7: 0.0625-0.125 Hz
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Level 8: 0.03125-0.0625 Hz
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Figure A7. Reconstructed components. The Coiflet wavelet of figure A3 is used.
A,B,C,D: the 5th-, 6th-, 7th-, and 8th-level components of the signal in comparison
with the original IBI time series. These components are the components of the
signal in the frequency bands B5= [0.25,0.5], B6= [0.125,0.25], B7= [0.0625,0.125],
and B8= [0.03125,0.0625] Hz, respectively.
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For each level m , the scalogram can be computed, using the wavelet
coefficients of that level. The scalogram reflects the spectral density of the signal
( )x t  in the time-frequency domain at frequency 0 2mmf f= , i.e., in frequency band
mB . For the levels 5, 6, 7, and 8 the scalograms are plotted in figures A6B, C, D, and
E, respectively.
How does the signal component of ( )x t  in the frequency band mB  look like?
For this we have to reconstruct the thm -level component ( )mx t  of ( )x t , using
equation (A5). The 5th-, 6th-, 7th-, and 8th-level components are shown in figure A7A,
B, C, and D, respectively. For instance, the 7th-level component is the component of
( )x t  in frequency band [0.0625,0.125] Hz, i.e., the 0.1 Hz rhythm. Finally, the 7th-
level partial reconstruction ( )7x t  of ( )x t  is shown in figure A8. One can say that
( )7x t  is equal to ( )x t  without the high frequencies above 0.125 Hz.
Comparison with our method
The method described in chapter 7 computes the instantaneous frequency of a
monocomponent signal exactly at an optimal time-resolution. A monocomponent
signal is a signal that has only one (time-varying) spectral peak. The accuracy with
which the frequency of a frequency component can be determined with a wavelet
transform depends on the bandwidth fσ . If the frequency band ranges from 0.07 to
0.15 Hz, i.e., the bandwidth is 0.08 Hz, a component of 0.1 Hz cannot be determined
accurately in frequency. Due to the trade-off between duration and bandwidth, a
Level 7 partial reconstruction
0.6
0.8
1
1.2
0 16 32 48 64 80 96 112 128
time (s)
s
signal
reconstruction
Figure A8. Signal reconstruction. Shown is the 7th-level partial reconstruction of
the original IBI time series. This approximation equals the signal without the
frequencies above 0.125 Hz.
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better frequency-resolution requires a longer time-interval. Therefore, the wavelet
transform cannot reach the accuracy of our method.
Figure A5 shows the frequency transfer functions on a linear frequency and
amplitude scale of the Coiflet wavelets at levels 8, 7, 6, and 5, i.e., a wavelet filter-
bank. Their center frequencies and bandwidths increase each time with a factor 2
(see the table above). Our filter-bank of cos2-shaped filters was designed conform
the physiological definitions of the HRV components, with ‘unity-gain’ behavior, and
an optimal f tσ σ  product according to Gabor (see chapter 7). Comparing these two
filter-banks, we can make the following comments.
• The wavelet filter-bank does not show ‘unity-gain’ behavior.
• The filters of the wavelet filter-bank show an overshoot in their pass-bands of
60%, so depending on the frequency of the components, they will be substantially
attenuated or affected, whereas our filters have an overshoot better than 0.1%.
• Also in the stop-band of the wavelet filters, there is an attenuation of only 40 dB
(1%), so various components will still show minor leakage from adjacent filters; the
attenuation in the stop-band of our filters is better than 80 dB.
There is also a remark of a fundamental nature. It is emphasized here that
only the squared modulus (or ‘power-density’) of the wavelet transform is utilized (i.e.,
the scalogram, figure A6). It can be compared to the square of our instantaneous
amplitude (see chapter 7). In our method, we also utilize the phase information
contained in the complex analytical signals to yield the instantaneous frequency and
bandwidth. The latter is extensively explored regarding its potential to separate
oscillatory and irregular (‘noisy’) periods of the signal over time (chapters 7, 8, and 9).
4 Cohen’s general class of time-frequency representations
This section reviews an approach based on the characterization of time-frequency
representations by means of a kernel-function. By constructing special kernel-
functions one can produce representations with desirable properties. This led to
Cohen’s general class of time-frequency representations.
4.1 The Wigner-Ville distribution
The Wiener-Khinchine theorem states that the power spectral density ( )S f  of a
stationary stochastic process ( )x t  is the Fourier transform of the auto-correlation
function ( )R τ  of the process (e.g., Bendat et al. p:121, 1986):
( )S f = ( )fF Rτ τ→ = ( ) 2 jfR e dπ ττ τ+∞ −−∞∫ .
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To compute the power spectral density of an HRV-signal, this signal has to be
stationary. What if an HRV-signal is not stationary? If a signal is not stationary, one
has to consider the time-dependent auto-correlation and power spectral density
functions. The time-dependent auto-correlation function of an analytical signal ( )sˆ t
(see the appendix of chapter 6) is defined as the product of two points of the signal
lying symmetrically around time t  at distance 2τ  (e.g., Qian et al. p:104, 1996;
Bendat et al. p:456, 1986):
( ),R t τ = *ˆ ˆ
2 2
s t s tτ τ   + ⋅ −      
in which τ  is called the time-shift or time-lag variable. The time-dependent auto-
correlation function is also called local auto-correlation function (Cohen p:137, 1995)
or instantaneous auto-correlation function (Steeghs p:30, 1997; Williams p:8, 1997).
The Fourier transform of the local auto-correlation function with respect to the
time-shift variable τ is called the Wigner-Ville distribution (Wigner, 1932; Ville,
1948):
( )WVD ,t f = ( ),fF R tτ τ→ = ( ) 2, jfR t e dπ ττ τ+∞ −−∞∫ .
For a discussion of the Wigner-Ville distribution see for instance Claasen et al.
(1980a; 1980b; 1980c), Boashash (1991; 1992), Cohen (ch.8, 1995), Qian et al.
(ch.5, 1996), and Steeghs (pp:29-47, 1997). The Wigner-Ville distribution is
interpreted as a power spectral density function, representing the power of the signal
( )x t  for each point ( ),t f  of the time-frequency plane. The Wigner-Ville distribution
satisfies the marginal conditions P2 and P3 and the total power of the Wigner-Ville
distribution in the time-frequency plane equals the total power of the signal.
Furthermore, the Wigner-Ville distribution satisfies condition P4: it is possible to use
the Wigner-Ville distribution to compute the instantaneous frequency of the signal
(see chapters 7 and 8).
4.2 Cross-terms
The Wigner-Ville distribution is not a true density because it may become negative
due to cross-terms: the Wigner-Ville distribution does not satisfy condition P1. The
cross-terms are due to the bilinear nature of the Wigner-Ville distribution (see
equation A14). Suppose ( )tsˆ  consists of two independent pure sinusoids with
different frequencies 2 1f f> :
( )tsˆ = 12 jf te π + 22 jf te π .
The Wigner-Ville distribution of this analytical function is:
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( )WVD ,t f = ( )1f fδ − + ( )2f fδ − + ( ) ( )2 cos 2h df f f tδ − ⋅ (A6)
in which ( )1 2 2hf f f= + , ( )2 1 2df f f= − , and ( )δ ⋅  is the Dirac delta-function. The
first two terms on the right hand side of (A6) are the auto-terms associated with the
two sinusoids. The third term is a so-called cross-term. In the time-frequency plane, it
is located halfway between the two auto-terms at frequency ( )1 2 2hf f f= + . The
cross-term is a sinusoid with frequency ( )2 1 2df f f= − , i.e., the difference of the
frequencies of the two original sine waves. The same applies to two delta-functions in
time at different instants 2 1t t> :
( )s t = ( )1t tδ − + ( )2t tδ − .
The Wigner-Ville distribution of ( )s t  is:
( )WVD ,t f = ( )1t tδ − + ( )2t tδ − + ( ) ( )2 cos 2h dt t ftδ π− ⋅ (A7)
in which ( )1 2 2ht t t= +  and ( )2 1 2dt t t= − . The first two terms on the right hand side of
(A7) are the auto-terms associated with the two events in time. The third term is a so-
called cross-term. In the time-frequency plane, it is located halfway between the two
auto-terms at time ( )1 2 2ht t t= + . The cross-term is a sinusoid with frequency
( )2 1 2dt t t= − .
This means that between each two frequency components (time components)
present in a signal, there appears a cross-term in the time-frequency plane. They can
also occur at the location of the auto-terms. One can say that cross-terms are
undesirable because they obscure the Wigner-Ville distribution and make it difficult to
interpret the distribution. Therefore, one may want to suppress the cross-terms. The
ambiguity function plays a role in suppressing the cross-terms of the Wigner-Ville
distribution. This is discussed in the next sections. However, if the Wigner-Ville
distribution is used to compute signal-parameters one may need the cross-terms;
suppressing the cross-terms may lead to incorrect outcomes. An example of a
Wigner-Ville distribution with cross-terms is given in figure 4 of chapter 5. Cross-
terms are discussed in chapters 5 and 6, and for instance by Cohen (pp:124-127,
1995), Qian et al. (pp:112-118, 1996). Though very small, the spectrogram and the
scalogram include also cross-terms (Kadambe et al., 1992; Kootsookos et al., 1992).
4.3 The ambiguity function
The inverse Fourier transform of the local auto-correlation function with respect to the
time variable is called the ambiguity function (e.g., Boashash p:437, 1991; Cohen
p:96, 1995; Qian et al. p:132, 1996; Steeghs p:36, 1997):
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( )AF ,ν τ = ( )1 ,tF R tν τ−→ = ( ) 2, j tR t e dtπ ντ+∞−∞∫ .
ν  is called the frequency-shift or Doppler-shift variable. The ambiguity function is the
Fourier dual of the Wigner-Ville distribution:
( )AF ,ν τ = ( )1 1 WVD ,t fF F t fν τ− −→ →
(see figure A9). It is also a time-frequency representation of the signal ( )tsˆ , but now
in the ( ),ν τ -plane, and it can be seen as a correlation function. For instance, in
radar-technology the ambiguity function is used to estimate the distance and velocity
of a moving target (Woodward, 1953).
4.4 Cohen’s class
In the ambiguity-plane or ( ),ν τ -plane, the auto-terms are centered around the origin.
The cross-terms, however, are shifted away from the auto-terms. They are located
further away from the origin (e.g., Qian et al. p:136, 1996; Steeghs pp:47-50, 1997). If
it is possible to window the ambiguity plane with a two-dimensional window that
leaves the auto-terms unaltered but suppresses the cross-terms in the ambiguity
plane, then the cross-terms in the time-frequency plane will be suppressed too (e.g.,
Steeghs p:49, 1997). This leads to the concept of the generalized ambiguity function,
whereby a two-dimensional function ( ),ϕ ν τ  windows the ambiguity-plane:
j ( )AF ,ν τ = ( ) ( ), AF ,ϕ ν τ ν τ .
The Fourier dual j ( )AF ,f tF Fτ ν ν τ→ →  of a generalized ambiguity function is a
‘generalized Wigner-Ville distribution’. However, it is in fact a class of time-frequency
representations and it is called Cohen’s general class of time-frequency
representations, discussed among others by Boashash (p:436, 1991), Cohen (ch.9,
1995), Qian et al. (p:139, 1996), Steeghs (pp:52-54, 1997), and Williams (p:9, 1997):
( )AF ,ν τ ( )WVD ,t f( ),R t τ
1
tF ν
−
→ fFτ →
1 1
t fF Fν τ
− −
→ →
Figure A9. The ambiguity function. The Fourier transform relations between the
local auto-correlation function ( ),R t τ , the ambiguity function ( )AF ,ν τ , and the
Wigner-Ville distribution ( )WVD ,t f  (e.g., Qian et al. p:133, 1996).
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( ),t fρ = ( ) ( )1, ,f t tF F F R tτ ν νϕ ν τ τ−→ → →   = ( ) ( ) 2 2 2, , j u jt jfR u e dud dπ ν π ν π τϕ ν τ τ ν τ+∞ +∞ +∞ + − −−∞ −∞ −∞∫ ∫ ∫
(see figure A10).
The two-dimensional window ( ),ϕ ν τ  of the ambiguity-plane is referred to as the
kernel of the time-frequency representation (e.g., Claasen et al., 1980c; Steeghs
p:54). The Wigner-Ville distribution belongs to Cohen’s general class and has kernel
( ),ϕ ν τ = 1. Other time-frequency representations belonging to Cohen’s general class
are the spectrogram with kernel
( ),ϕ ν τ =  * 2
2 2
j uw u w u e duπ ντ τ+∞ −−∞
   + −      ∫
in which ( )w t  is the window function (see section 2), and the Rihaczek distribution
(Rihaczek, 1968) with kernel
( ),ϕ ν τ = 2je πντ ,
(e.g., Boashash, p:434, 1991; Cohen p:138, 1995; Williams p.7, 1997).
The first approach to suppress the cross-terms was the application of a
‘smooth’-kernel. The cross-terms were suppressed by smoothing the Wigner-Ville
distribution with a two-dimensional filter. This resulting representation is called a
smoothed Wigner-Ville distribution (see chapter 5) (e.g., Boashash p:472, 1991;
Novak, 1993a). Choi et al. (1989) applied an exponential kernel:
( ),ϕ ν τ = 2 2e ν τ σ− .
( )AF ,ν τ
( ),t fρ
( ),R t τ
1
tF ν
−
→ fFτ →
i ( ),R t τtFν →( ),ϕ ν τ ⊗
j ( )AF ,ν τ
( )WVD ,t f
fFτ →
Figure A10. Cohen’s general class of time-frequency representations. The Fourier
transform relations between the generalized local auto-correlation function i ( ),R t τ ,
the generalized ambiguity function j ( )AF ,ν τ , and Cohen’s general class of time-
frequency representations (e.g., Cohen pp:136-139, 1995).
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The generalized distribution with this kernel is called the exponential distribution
(see chapter 6).
To satisfy the ‘desirable’ conditions of time-frequency representations (section
1) the kernel ( ),ϕ ν τ  is subject to various restrictions and not every kernel can be
applied. By constructing special kernel-functions with special constraints one can
produce representations with prescribed, desirable properties. The construction of
special kernels was also inspired by the question how to get rid of the cross-terms in
the Wigner-Ville distribution. This leads to the so-called cross-term reducing ‘cone-
kernel’ applied in the ZAM-distribution, and a class of cross-term reducing ‘bowtie’
shaped kernels. Members of Cohen’s class that have cross-term reducing kernels
are called reduced interference distributions. These are discussed for instance by:
Boashash (pp:438,445-451, 1991), Zhao et al. (1991), Hlawatsch et al. (p:41, 1992),
Kootsookos et al. (1992), Cohen (pp:141-149, 1995), and Williams (pp:8-20, 1997).
4.5 Applications
Novak et al. (1993a; 1993b; 1999) used time-frequency methods based on a Wigner-
Ville distribution to graphically inspect the time-varying frequency contents and the
cross time-frequency representation of and between cardiorespiratory signals. Pola
et al. (1996) computed the power spectral density of HRV during autonomic tests (tilt
test, phenylephrine administration, and Valsalva manoeuvre) by means of several
time-frequency methods. They included the spectrogram, a smoothed Wigner-Ville
distribution, and the exponential distribution. The spectrogram does not satisfy the
marginal conditions. It may have a good time-resolution, though. However, the
spectrogram is not very accurate in describing transients, because the time-
resolution is dependent on the time-window. The smoothed Wigner-Ville distribution
and the exponential distribution have a good time-resolution and both can detect
transients with an accuracy of a few samples. Furthermore, a local power spectral
density may be estimated, but results are dependent on the suppression of the cross-
terms.
5 Other time-frequency representations
A fixed kernel is not capable of suppressing all the cross-terms in the ambiguity
plane. Under the condition that the auto-terms and the cross-terms are separated in
the ambiguity plane, Baraniuk et al. (1993a) developed an adaptive algorithm that
suppresses the cross-terms that lie away from the auto-terms. This means that the
algorithm produces an adaptive kernel that is 1 in the region of the auto-terms that lie
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around the origin of the ambiguity plane, 0 outside this region, and has smooth
edges. The ambiguity function is multiplied with this kernel and the resulting time-
frequency representation (i.e., the Fourier dual) is called the adaptive optimal
kernel time-frequency representation (Baraniuk et al., 1993a; 1993b; 1994; Jones
et al., 1995). In fact, the adaptive optimal kernel is signal dependent. Therefore this
representation does not belong to Cohen’s general class. However, it is expected
that this dependency guarantees a good performance for a broad class of signals,
because the locations of the auto- and cross-terms depend on the signal (Baraniuk et
al., 1993b). The adaptive optimal kernel time-frequency representation generally
does not satisfy the conditions of an ideal time-frequency representation, for
instance, the marginal conditions. Furthermore, it may not be possible to derive the
instantaneous frequency because it contains no phase information. It may still be
interesting to apply this representation because of the very good visualization of the
time-varying fluctuations in HRV. Pattern recognition analysis may be applied to the
adaptive optimal kernel time-frequency representation to identify and describe
clusters of activity in the time-frequency plane.
The Gabor representation is a decomposition of the signal onto a basis of
time-shifted and frequency modulated Gaussian functions (compare this with the
short-time Fourier transform and the wavelet transform) (e.g., Hlawatsch et al. pp:28-
29, 1992; Qian et al. p:52, 1996).
Another time-frequency representation is the fast time-frequency transform
and its general formulation, the discrete time-frequency transform (Martens, 1992;
1999). This algorithm is the joint computation of the instantaneous amplitude and
instantaneous frequency of an analytical signal in certain predefined narrow
frequency bands. After filtering the signal, the instantaneous amplitude is the
modulus of the resultant analytical signal, and the instantaneous frequency is
estimated by means of the argument of the local auto-correlation function of the
signal (see chapter 8).
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Aliasing
This is an error that occurs when the Îsampling frequency is lower than twice the
highest frequency contained in the signal.
Ambiguity function
The inverse Fourier transform of the Îlocal auto-correlation function with respect to
the time variable is called the ambiguity function:
( )AF ,ν τ = ( )1 ,tF R tν τ−→ = ( ) 2, j tR t e dtπ ντ+∞−∞∫ ,
ν  is called the frequency-shift or Doppler-shift variable. The ambiguity function plays
a role in suppressing the Îcross-terms of the ÎWigner-Ville distribution.
Analytic(al) signal
An analytical signal is a signal that has no negative frequency components,
equivalently, a signal of which the ÎFourier transform is equal to 0 for frequencies
lower than 0. The analytical signal ( )tsˆ  associated with a real signal ( )x t  allows us to
define the Îinstantaneous amplitude, Îinstantaneous phase, and Îinstantaneous
frequency of the real signal ( )x t .
Autocorrelation function
The autocorrelation function of a complex signal ( )s t  is defined by:
( ) ( ) ( )R s t s t dtτ τ+∞ ∗−∞= +∫
This is a measure of the dependence of a value of a signal at one time on the values
of the signal at another time. The autocorrelation function may be used to detect a
deterministic component masked in a random background, because the
autocorrelation function of deterministic data persist over all time displacements,
while the autocorrelation function of stochastic processes tends to zero if the time
displacement becomes large (for zero-mean time series).
Auto-term
An auto-term represents the power in the time-frequency plane of a frequency-
component or a time-component present in a signal.
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Cardiac event series
A cardiac event series is an ÎHRV-representation obtained by representing each R-
wave by a narrow positive spike of constant unit area generated at the R-wave
occurrence time.
Central Finite Difference
A discrete estimator of the Îinstantaneous frequency is the discrete derivative of the
phase [ ]nϕ  of the discrete analytical time series [ ] [ ] [ ]njenans ϕ=ˆ . The estimator is the
symmetrical discrete derivative:
[ ] [ ] [ ]( )
1
2 2 1i s
n k n k
f n
k t
ϕ ϕ
π
 + − −= ⋅  + 
.
( st  is the sample interval.) The discrete differentiation of [ ]nϕ  must be obtained by
subtracting phases at uncorrelated points [ ]n kϕ +  and [ ]n kϕ − .
Characteristic frequency components, bands, or rhythms
In the range of Îshort-term variability, three bands can often be distinguished in the
Îpower spectrum at frequencies near 0.04, 0.1, and 0.3 Hz. The first band, at 0.04
Hz, is of uncertain origin. The 0.1 Hz band is probably mediated by the baroreflex
and reflects the variable sympathetic and parasympathetic tone of the autonomic
nervous system. The band near 0.3 Hz may reflect parasympathetic (vagal) tone
linked with respiration. In the study of HRV, these bands are called the characteristic
frequency components, bands, or rhythms.
Circular mean direction
An estimate of the Îinstantaneous frequency is the circular mean direction of the
Îdiscrete Wigner-Ville distribution:
[ ] [ ]1 2 /
0
/ 2 arg ,
2
N
j k Ns
i
k
Ff n W n k e ππ
− ⋅
=
= ⋅ ⋅∑
Cross-term
A limitation of the ÎWigner-Ville distribution is the appearance of cross-terms. They
are sinusoidal components that appear between two Îauto-terms. This means that
between two frequency-components that are simultaneously present in a time-
interval or between two time-components that are both present in a frequency-
interval, there appears a cross-term in the time-frequency plane. The cross-terms are
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due to the bilinear nature of the Wigner-Ville distribution. One can say that cross-
terms are undesirable because they obscure the Wigner-Ville distribution and make it
difficult to interpret the distribution.
Discrete time-frequency transform
The discrete time-frequency transform is the general formulation of the Îfast time-
frequency transform.
Discrete Wigner-Ville distribution
The discrete Wigner-Ville distribution of an discrete analytical time series [ ]sˆ n ,
0,..., 1n N= −  is defined by:
[ ] [ ] [ ]1
1
* 4 /ˆ ˆ,
N
j ik N
i N
W n k s n i s n i e π− ⋅
=−
= + − ⋅∑
in which 1 2N N= .
ECG
The electrocardiogram.
Envelope
ÎInstantaneous amplitude.
Fast time-frequency transform
This algorithm is the joint computation of the instantaneous amplitude and
instantaneous frequency of an Îanalytical signal ( )tsˆ  in certain predefined narrow
frequency bands. After filtering the signal, the instantaneous amplitude is the
modulus of the resultant analytical signal, and the instantaneous frequency is
estimated by means of the argument of the local auto-correlation function of the
signal ( )tsˆ .
( ) ( )ˆˆ1 arg ,12i ssf t R tπ≈
Fourier analysis
By means of Fourier analysis, a time-domain function ( )x t  can be investigated in the
frequency-domain. This is also called spectral analysis. A function ( )x t  can be
written as a sum of sinus-functions, each with a specific amplitude and frequency.
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There is a ono-to-one relationship between amplitudes and frequencies and this
relationship represents the function as a function of frequency. This transforms the
function from the time-domain to the frequency-domain and is called the ÎFourier
transform. The square of the absolute value of the amplitude of a sinusoid is a
measure of the power of the sinusoid. Therefore, the absolute values of the
amplitudes are often squared. The result, as function of the frequency, is called the
Îpower spectrum.
Fourier transform
The Fourier transform ( )X f  of a real or complex function ( )x t  is defined by:
( ) ( ) 2 jftX f x t e dtπ+∞ −−∞= ∫ .
See also ÎFourier analysis.
Frequency resolution
The frequency-resolution f∆  indicates how accurately the frequency of a sinusoid
can be measured; it is the minimum distance in frequency between two sinusoids so
that they still can be resolved as distinct peaks in the Îpower spectrum. Two
frequency components that are less than f∆  in frequency apart cannot be
discriminated in frequency.
Heart rate
Heart rate is the number of heartbeats per unit time, conventionally, per minute.
Heart rate event series
The spikes of a Îcardiac event series represent the R-wave occurrence times. Each
spike is weighed with the inverse of the value of the interbeat interval obtained at that
R-wave occurrence time, multiplied with the duration of the preceding R-R interval.
The result is called the heart rate event series.
Heart rate variability (HRV)
The beat-to-beat fluctuations in Îheart rate are called heart rate variability.
HRV
ÎHeart rate variability.
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HRV-representation
A representation of ÎHRV is defined as the beat-to-beat information derived from
the ÎECG and ordered in such a way that it is accessible to the analysis techniques
and can be related to physiological processes.
Instantaneous
Instantaneous signal properties are properties that can be computed within the time-
resolution of the signal. Computations of a property over a shorter time interval yield
adjacently dependent values in time; if computed over a longer time interval, the
values will be averaged.
Instantaneous amplitude
Let ( ) ( ) ( )ˆ j ts t a t e ϕ=  be an Îanalytical signal. The instantaneous amplitude or
envelope is the modulus ( )ta  of ( )tsˆ . The squared instantaneous amplitude is a
measure of the time-varying instantaneous power or energy per unit time of the
signal within a narrow frequency band.
Instantaneous bandwidth
The Îinstantaneous frequency defines the time-varying frequency location of the
spectral peak within a narrow frequency band. Due to a stochastic component, the
spectral peak can have a spread. The instantaneous frequency is the average of the
spread. The width (in the frequency direction) of the spread of the spectral peak is
measured by means of the instantaneous bandwidth, being the associated standard
deviation of the average instantaneous frequency.
Instantaneous bandwidth coefficient
The so-called instantaneous bandwidth coefficient is computed by our method as a
measure of the Îinstantaneous bandwidth. The instantaneous bandwidth coefficient
may serve as a time-varying segmentator of oscillatory versus irregular periods: low
values indicate oscillatory properties, high values indicate irregularities.
Instantaneous frequency
Let ( ) ( ) ( )ˆ j ts t a t e ϕ=  be an Îanalytical signal. The instantaneous frequency ( )if t  is
defined as the derivative of the Îinstantaneous phase ( )tϕ  of ( )tsˆ :
( ) ( )t
dt
dtfi
ϕ
π2
1= .
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The instantaneous frequency defines the time-varying frequency location of the
spectral peak within a narrow frequency band. Due to a stochastic component, the
spectral peak can have a spread. The instantaneous frequency is the average of the
spread. The width of the spread is called the Îinstantaneous bandwidth.
Instantaneous heart rate
This is the reciprocal of an Îinterbeat interval.
Instantaneous heart rate spectrum
This is a Îpower spectrum of a Îheart rate event series.
Instantaneous phase
Let ( ) ( ) ( )ˆ j ts t a t e ϕ=  be an Îanalytical signal. The instantaneous phase is defined as
the argument ( )tϕ  of ( )tsˆ .
Instantaneous spectrum
The time-varying Îpower spectrum of a signal that can be computed within the
Îtime-resolution of the signal.
Interbeat interval
Time duration between two consecutive R-waves in the ECG.
Integral pulse frequency modulation model
System that transforms a continuous input signal into an event series.
Local autocorrelation function
The local Îauto-correlation function (also called: time-dependent or instantaneous
auto-correlation function) of an Îanalytical signal ( )sˆ t  is defined as the product of
two points of the signal lying symmetrically around time t  at distance 2τ :
( ),R t τ = *ˆ ˆ
2 2
s t s tτ τ   + ⋅ −       ,
in which τ  is called the time-shift or time-lag variable.
Glossary - 271 -
Low-pass filtered cardiac event series
The low-pass filtered cardiac event series is an ÎHRV-representation that is derived
from a Îcardiac event series. This spike-train of a cardiac event series is filtered
with a Îzero-phase low-pass filter. Often a cutoff frequency of 0.5 Hz is used. The
filtered continuous-time signal is called the low-pass filtered cardiac event series.
After sampling this signal the resulting equidistant time series can be used for further
computations.
Monocomponent
A monocomponent signal is a signal that has only one (time-varying) spectral band.
Multicomponent
A signal is multicomponent means that the signal’s energy is locally distributed in two
or more frequency bands.
Non-stationary
A signal is said to be non-stationary, if it has time-varying statistical properties.
Suppose a signal is divided in segments and for each segment a statistic is
computed. Possibly, the statistics differ from segment to segment. When the
differences are significant, the signal is called non-stationary.
Power spectrum
ÎPower spectral density.
Power spectral density (function)
The power spectral density or power spectrum describes how the power (or variance)
of a time series is distributed with frequency. See also ÎFourier analysis.
R-R interval
ÎInterbeat interval.
Sampling
Extraction of discrete numeric data from an analog continuous signal.
Sampling frequency
Rate of extraction of discrete numeric data from an analog continuous signal.
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Short-term variability
The beat-to-beat fluctuations in heart rate present in periods up to several minutes
(2-5 min) are called short-term variability.
Spectral analysis
ÎFourier analysis.
Spectrum of counts
A spectrum of counts is the power spectrum of a Îcardiac event series.
Stationary
See Înon-stationary.
Time-frequency representation
A distribution that represents the power of a signal simultaneously in time and
frequency is called a (joint) time-frequency representation. Time-frequency
distributions are used to study Înon-stationary signals: they give a spectral
representation of the signal which is function of time.
Time resolution
The time-resolution t∆  indicates how accurately in time an event can be measured; it
is the minimum difference in time between two peaks so that they still can be
resolved as distinct peaks in time. Two delta pulses that are less than t∆  in time
apart cannot be discriminated in time.
Time slice
A time-slice tT  at time t  of a Îtime-frequency distribution ( ),T t f  is defined by
tT = ( ){ }, , allT t f f . Each time-slice can be viewed as an Îinstantaneous spectrum.
Uncertainty principle of Gabor
Gabor stated that, for a given filter, the product of the width in the time-domain tσ
and the width in the frequency-domain fσ  is greater than or equal to 1 4π . In
equation: 1 4t fσ σ π⋅ ≥ . This means that, the wider (or narrower) the bandwidth of a
filter is, the shorter (or longer) the corresponding impulse response is in the time-
domain. The minimal product is reached for a normal distribution, which is a
Gaussian shaped filter. Any other filter shape will deviate from a minimal product.
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Wigner-Ville distribution
The Wigner-Ville distribution is a Îtime-frequency representation defined as the
ÎFourier transform of the Îlocal auto-correlation function with respect to the time-
shift variable τ :
( )WVD ,t f = ( ),fF R tτ τ→ = ( ) 2, jfR t e dπ ττ τ+∞ −−∞∫ .
Zero-phase filter
A filter that cannot change the phase of a signal.
Reference
Working Group on Blood Pressure and Heart Rate Variability of the European
Society of Hypertension. Glossary of terms used in time series analysis of
cardiovascular data. Http://www.cbi.polimi.it/glossary/glossary.html
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Abbreviations
ACF autocorrelation function
AM amplitude modulation
BP blood pressure
CFD central finite difference
CMD circular mean direction
CZT chirp Z-transform
CWT color word test
DBP diastolic blood pressure
DED discrete exponential distribution
DFT discrete Fourier transform
DPACF discrete pseudo autocorrelation function
DTFT discrete time frequency transform
DWVD discrete Wigner-Ville transform
ECG electrocardiogram
ED exponential distribution
FFT fast Fourier transform
FM frequency modulation
FTFT fast time frequency transform
HR heart rate
IBI interbeat interval
IHRS instantaneous heart rate spectrum
IPFM integrated pulse frequency modulation
LPFCES low-pass filtered cardiac event series
PAF pure autonomic failure
PSD power spectral density
RSP respiration
SBP systolic blood pressure
SOC spectrum of counts
STFT short-time Fourier transform
TFD time-frequency distribution
TFR time-frequency representation
UTS uncorrelated time slices
WD Wigner transform
WVD Wigner-Ville transform
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