INTRODUCTION
According to the nomenclature of data science, data compression is considered as a technique of converting an input data stream (the source stream or the original raw data) into another data stream (the output, the bit stream, or the compressed stream) that has a smaller size than before. A stream can be a file, a buffer in memory, or individual bits sent on a communications channel. The technique of reducing the size of a data file is popularly considered to as data compression. Compression has become effective because it helps to reduce resources usage, such as data storage space or transmission capacity. Since compressed data is decoded to use, this extra processing causes computational or other costs over decode. The sphere of data compression is often called source coding by the data scientist. The input symbols (such as bits, ASCII codes, bytes, audio samples, or pixel values) are emitted by a certain information source and have to be coded before being sent to their destination. There are two types of compression, lossy and lossless. Lossy compression reduced file size by abrogating some unneeded data that won't be recognize by human after decoding, this often used by video and audio compression. On the other hand, lossless compression manipulates each bit of data inside file to minimize the size without losing any data after decoding.
LITERATURE REVIEW
In 1952 Huffman [10] coined an elegant sequential algorithm which generates optimal prefix codes in O (nlogn) time. The algorithm in fact requires only linear time providing that the frequencies of appearances are sorted in advance. There have been comprehensive researches on analysis, implementation issues and improvements of the Huffman coding theory in a variety of applications [11, 12] . In [13] , they analyze one of the coding techniques on OFDM, named Huffman coded OFDM (HC-OFDM) that contributes not only to high data rate but also prevents peak the signals when they sum up after IFFT process, while decreasing the BER at 10-1. HC-OFDM simulations reached valuable results on a big data stream transmission and lower peak to average power ratio (PAPR) probability over Rayleigh fading channel and phase offset comparison at the detection which their BER and PAPR values are smaller at and 3-4 db respectively than an uncoded OFDM. A new multimedia functional unit for general-purpose processors has been proposed [14] in order to increase the performance of Huffman coding. After that In 1984 LZW introduced a new compression technique. One of the lossless data compression widely used is LZW data compression, it is a dictionary based algorithm. LZW compression is named after its developers, A. Lempel and J. Ziv, with later modifications by Terry A. Welch [1] . Lempel-Ziv-Welch (LZW) [1] this algorithm proposed by Welch in 1984. LZW compression works best for files containing lots of repetitive data. This is often the case with text as well as monochrome images. LZW compression is fast comparing to other algorithms. This algorithm is an improved implementation of the LZ78 algorithm published by Lempel and Ziv in 1978 (LZ78) [2] . The first algorithm of Lempel and Ziv was published in 1977 and it is named as LZ77 [3] . LZ-77 is an example of what is known as "substitutional coding". The LZ77 [3] and LZ78 [2] In the introduction chapter it has been discussed that what lossless data compression is. One of the lossless data compression widely used is LZW data compression, it is a dictionary based algorithm. LZW compression is named after its developers, A. Lempel and J. Ziv, with later modifications by Terry A. Welch [1] . Lempel-Ziv-Welch (LZW) [1] this algorithm proposed by Welch in 1984. LZW compression works best for files containing lots of repetitive data. This is often the case with text and monochrome images. LZW compression is fast comparing to other algorithms. This algorithm is an improved implementation of the LZ78 algorithm published by Lempel and Ziv in 1978 (LZ78) [2] . The first algorithm of Lempel and Ziv was published in 1977 and it is named as LZ77 [3] . LZ-77 is an example of what is known as "substitutional coding". The LZ77 [3] and LZ78 [2] are otherwise called LZ1 and LZ2 respectively like The LZW algorithm uses dictionary and index for encoding and decoding operation. It creates a dictionary and if a match is found in the dictionary then corresponding string is replaced by the index. LZW compression became the first widely used universal data compression method on computers. After the invention of LZW there are lots of improvements and enhancement done in LZW for data compression that is discussed in this section. LZW compression works best for files containing lots of repetitive data especially for text and monochrome images.
Run-Length
Run-Length Encoding is considered the easiest method of compression techniques which can be used to compress data made of any combination of symbols. It does not need to know the frequency of repetition of symbols and can be very efficient if data is represented as 0s and 1s [4] .
The common technique behind this algorithm is to replace consecutive reiterating occurrences of a symbol by one occurrence of the symbol followed by the number of occurrences.
Huffman
Huffman codes which are optimal with prefix codes generated from a set of probabilities by a particular algorithm, the Huffman Coding Algorithm. David Huffman developed the algorithm as a student in a class on information theory at MIT in 1950. The algorithm is now probably the most prevalently used component of compression algorithms, used as the back end of GZIP, JPEG and many other utilities. [5] 
The basic understanding of Huffman coding is a technique which deals with data compression of ASCII characters. It follows top down procedure means the binary tree is built from the top down to construct a minimal consequence. In Huffman Coding the characters in a data file are converted to binary code and the most common characters in the file have the shortest binary codes, and the characters which are least common have the longest binary code [9] .
INTRODUCED METHODS 4.1 LZW-Huffman
Both the Huffman and LZW is an effective methods for data compression techniques. LZW is better for text and monochrome image where Huffman gives better result for all the multimedia file. If Huffman coding technique can be applied effectively on a file after LZW method, then it is called LZW-Huffman coding. An algorithm which compresses data using LZW encoding then it uses Huffman encoding on resultant data.
Algorithm 1 illustrates how LZW-Huffman coding works.
Step 1: At the start, the dictionary and P is empty;
Step 2: C = next character in the input-stream;
Step 3: Is the string P+C present in the dictionary?
 if yes: P = P+C (extend P with C);  if not:  output the code word which denotes P to the output-stream;  add the string P+C to the dictionary;  P = C (P now contains only the character C);
Step Step 9: Traversal of tree to determine all code words in bits
Step 10: Make byte-list reading this bit-list
Step 11: Serialize byte-list in a file with extension *.jna in browsing directory. Step 5: Traversal of tree to determine all code words in bits
Step 6: Make byte-list reading this bit-list
Step 7: At the start, the dictionary and P is empty;
Step 8: C = next character in the input-stream;
Step 9: Is the string P+C present in the dictionary?
Step 10: Are there more characters in the inputstream?
 if yes: go back to step 2;  if not:  output the code word which denotes P to the output-stream; Step 11: Make byte-list
Step 12: Serialize byte-list in a file with extension *.jna in browsing directory.
Algorithm 2: Huffman-LZW Coding

LZW-Run-Length
If LZW coding technique can be applied effectively on a file before Run-length algorithm, then it is called LZW-Runlength coding. An algorithm which compress data using LZW encoding then it uses Run Length encoding on resultant data. First it builds dictionary on scanned file after that it traverse dictionary to make the code and detects repeating occurrences. After that Run-Length is applied for the further procedure.
Algorithm 3 illustrates how LZW-Run-length coding works.
Step 4: Are there more characters in the inputstream?
 if yes: go back to step 2;  if not:  output the code word which denotes P to the output-stream;
Step 5: Make byte-list reading this output stream
Step 6: Scan byte-list
Step 7: Replace consecutive repeating occurrences
Step 8: Insert symbol with occurrence in binary array
Step 9: Form byte array from binary array
Step 10: Serialize byte array in a file with extension *.jts in browsing directory 
Run-Length-LZW
If Run-Length coding technique can be applied effectively on a file before LZW algorithm, then it is called Run-length-LZW coding. An algorithm which compress data using RunLength encoding then it uses LZW encoding on resultant data. First it detects repeating occurrences on scanned file then builds dictionary using this repeating occurrences after that it traverse dictionary to make the code.
Algorithm 4 illustrates how Run-length-LZW coding works.
Step 1: Scan file from browsing directory
Step 2: Replace consecutive repeating occurrences
Step 3: Insert symbol with occurrence in byte list
Step 4: Scan byte list as input stream
Step 5: At the start, the dictionary and P is empty;
Step 6: C = next character in the input-stream;
Step 7: Is the string P+C present in the dictionary?
Step 8: Are there more characters in the inputstream?
Step 9: Make byte-list
Step 10: Serialize byte array in a file with extension *.jna in browsing directory
Algorithm 4: Run-length-LZW Coding
Communications on Applied Electronics (CAE) -ISSN : 2394-4714
Foundation of Computer Science FCS, New York, USA Volume 7 -No. 7, October 2017 -www.caeaccess.org
RESULT ANALYSIS
This paper will establish the effectiveness of LZW-Huffman coding, Huffman-LZW, Run-length-LZW and LZW-RunLength algorithm. Text and image file has been used to test those compression methods. We executed and tested our methods on many standard and famous images such as "Lena image" and other famous images. These standard test images have been used by different researchers [16] [17] [18] [19] [20] related to image compression and image applications. We have used 256×256 image file size. For assessing effectiveness of methods compression ratio is used. In addition a fraction of enwik8 text [21] is used in our work to evaluate the compression techniques. As enwik8 is a large file so that to avoid time complexity we have used a smaller part of this file to analyze the result. Compression ratio is defined as Compression ratio= 100   Original
Compressed Original
File containing Huffman tree has the format that is discussed in [8] Repeated Huffman coding was first used with normal coding of the tree and then memory efficient coding was used to see whether repetition count increases. A Huffman tree representation is also related to average code length for a symbol in a message.
CAPTIONS/FIGURES
In this work all (previously mentioned in abstract) algorithms have implemented using net-beans. Table 1 illustrate that all data compression techniques achieve negative and positive results against standard files. Positive results mean it lessen the file size and negative results mean it increases the file size. The experimental results of the implemented algorithms, Huffman, Run-Length, LZW coding as well as proposed methods LZW-Huffman, Run-Length-LZW, Huffman-LZW and LZW-Run-Length for compression ratio are described in Table 1 . Besides, compression coding video and audio data and efficient decoding technique for all the proposed methods will be carried on in future works.
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