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a b s t r a c t
In this paper, we consider the problem of underdetermined blind source separation (UBSS),
i.e., there aremore sources thanmixtures. By exploiting the time–frequency (TF) sparsity of
the source signals, some TF–UBSS algorithms have recently been proposed in the literature.
These algorithms require that the number of active sources at any TF point should not
exceed one or be strictly less than the number ofmixtures. In this paper, we show that if the
number of sources is greater than the number of mixtures by one, the sparsity assumption
can be further relaxed. Especially, it is allowed to have as many sources as mixtures at any
TF point in this case. Then we propose a new TF–UBSS method to recover the sources. The
relaxation on themaximumnumber of active sources at TF points ensures that the TF-based
methods can be used in a wider range of applications.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The objective of blind source separation (BSS) is to estimate source signals from their mixtures with little or no prior
information about the source signals and the mixing system [1–3]. In this paper, we consider the following instantaneous
linear mixture system:
x(t) = As(t) (1)
where s(t) = [s1(t), s2(t), . . . , sn(t)]T is the n-dimensional source vector, x(t) = [x1(t), x2(t), . . . , xm(t)]T is the m-
dimensional vector of output signals observed by m (m ≥ 2) sensors, and A = [a1, a2, . . . , an] is an m × nmixing matrix.
The column vector ai (i = 1, 2, . . . , n) of A is called the steering vector corresponding to the source si(t) [4]. When there are
more sources than sensors, i.e., n > m, the BSS problem is referred to as underdetermined blind source separation (UBSS).
Since the mixing matrix A is not of full column rank in the underdetermined case, source signals cannot be recovered by
the matrix inversion operation even if the mixing matrix A is known. This makes the UBSS a very challenging problem. In
recent years, this problem has received considerable research interests and numerous methods have been reported in the
literature [5–19].
Most of the existing UBSS methods utilize the sparsity of source signals at different levels. In [20], the sparsity of sou-
rce signals in time domain is exploited to develop UBSS algorithms. Since signals have more sparse representations in
time–frequency (TF) domain than in time domain, it is more preferable to make use of the TF representations of signals in
UBSS algorithm development, in conjunction with the exploitation of the spatial diversity of signals. This leads to the spatial
time–frequency distribution (STFD) of signals [21]. It is shown by Belouchrani and Amin [21] that a UBSS algorithm utiliz-
ing the STFDs of source signals has two advantages. Firstly, it can separate Gaussian sources with identical spectral shapes
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but with different time–frequency localization properties. Secondly, the effect of noise power spreading in time–frequency
domain increases the robustness of the algorithm against noise.
Since the pioneer works of Belouchrani and Amin, a number of algorithms using spatial time–frequency distribution
have been proposed to achieve UBSS [11,13,15,16,18]. These TF–UBSS methods are based on different sparsity assumptions
about the time–frequency distributions (TFDs) of sources. The cluster-based TF–UBSS algorithms in [13,18] depend on the
TF-disjoint assumption, i.e., there exists at most one active source at any TF point. Clearly, this is a restrictive condition.
When this condition does not hold, the separation performance will degrade greatly at those overlapped TF points [16]. In
order to overcome this drawback, some subspace-based TF–UBSS algorithms are developed in [15,16], where the sparsity
assumption is relaxed. In these algorithms, the TF distributions of different sources are allowed to overlap to the extent that
the number of active sources at any TF point is strictly less than the number of sensors. Although this is a more relaxing
sparsity condition than the TF-disjoint assumption, it may be still strict in some applications. For example, in the case of
two sensors, this sparsity condition will reduce to the TF-disjoint condition. Consequently, the subspace-based approaches
in [15,16] cannot separate effectively any overlapping sources in this case. In [19], the sparsity conditions are further relaxed,
such that the number of active sources on each TF point is permitted to be equal to or less than that of mixtures. However,
the underdetermined blind source separation approach proposed in [19] needs some additional restrictions on the mixing
matrix, which form a strong condition on the mixing matrix.
Apart from the methods that exploit some sort of signal sparsity, the other approaches related to UBSS mainly employ
the structural properties of the sources and the mixing matrix. The differential BSS algorithms in [8,9] assume that at most
m source signals are nonstationary and the other n − m source signals are stationary. Based on the difference between
nonstationary signals and stationary signals, the nonstationary source signals can be separated. However, the stationary
source signals are treated as noise signals and cannot be separated. Hence, these algorithms only achieve partial blind source
separation. While the BSS algorithms in [8,9] exploit the structural information of the source signals, the BSS algorithms
in [5–7] require the mixing matrix to have some special properties. More specifically, in order to estimate L (L ≤ m) source
signals, it is required that there should exist L submatrices of dimension m× (n− 1) in A, denoted as A′1,A′1, . . . ,A′L, such
that rank(A′i) < rank(A) for i = 1, . . . , L [6]. Obviously, this condition is very restrictive in the underdetermined case.
For example, for a randomly generated mixing matrix A, it holds with probability one that rank(A′i) = rank(A) = m, i =
1, . . . , L.
In this paper, we limit our attention to the separation of m + 1 sources from m sensors, i.e., n = m + 1. We shall show
that in this case, the UBSS can be achieved if the number of active sources at any TF point is no larger than the number of
sensors. Then a new method will be proposed to perform blind source separation. Clearly, the condition on source signals
required by this method is weaker than that in the existing TF–UBSS algorithms [11,13,15,16,18]. At the same time, the
proposed method requires a weaker condition on the channel matrix than those in [5–7,19]. So the proposed method will
be a complement to the existing UBSS methods.
The remainder of the paper is organized as follows. Section 2 presents the problem formulation. A novel UBSS algorithm
is presented in Section 3. Simulation results illustrate the effectiveness of the proposed algorithm in Section 4. Finally, the
conclusions are drawn in Section 5.
2. Problem formulation
In this paper, Cohen’s class of time–frequency distributions (TFDs) is employed to obtain the TF representations of source
signals. The discrete-time form of Cohen’s class of TF representations, for signal zi(t), is defined by [22]
Dzizi(t, f ) =
∞∑
h=−∞
∞∑
k=−∞
φ(k, h)zi(t + k+ h)z∗i (t + k− h)e−j4pi fh
where the superscript (∗) denotes the complex conjugate operator and φ(k, h) is the kernel function of both the time and
lag variables. The cross-TFD of two signals zi(t) and zj(t) is given by [21]
Dzizj(t, f ) =
∞∑
h=−∞
∞∑
k=−∞
φ(k, h)zi(t + k+ h)z∗j (t + k− h)e−j4pi fh.
Based on the above two equations, the spatial TF distribution (STFD) matrix of the signal vector z(t) = [z1(t),
z2(t), . . . , zn(t)]T can be written as
Dzz(t, f ) =
∞∑
h=−∞
∞∑
k=−∞
8(k, h) z(t + k+ h)zH(t + k− h)e−j4pi fh
where [Dzz(t, f )]ij = Dzizj(t, f ), the superscript (H) stands for the conjugate transpose operator,  denotes the Hadamard
product and8(k, h) is a matrix whose (i, j)th entry φij(k, h) is the kernel function associated with signals zi(t) and zj(t). By
applying the STFD matrix to (1) and assuming noise-free environment, we have
Dxx(t, f ) = ADss(t, f )AH (2)
where Dxx(t, f ) is the STFD matrix of the mixture signals x(t) and Dss(t, f ) is the STFD matrix of the source signals s(t).
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Since the off-diagonal elements in the source STFD matrix Dss(t, f ) are the cross-TFDs of the source signals, Dss(t, f )
will be diagonal at any TF point having a true power concentration [11,13,21,23]. These TF points are called auto-source TF
points [13,16,23]. On the contrary, a TF point at which there is a ‘‘ghost’’ energy contribution (due to the cross-term effect
of quadratic TFDs), is called a cross-source TF point [13,16,23]. As shown in [13,23], the STFD matrix Dss(t, f ) is off-diagonal
(i.e., its diagonal entries are zero) at each cross-source TF point. It is notable that the TFD values are ideally equal to zero at
other TF points with no energy contribution [16]. The reduced interference distribution (RID) technique can be utilized to
significantly reduce the contributions of the cross-terms in the time–frequency plane, i.e., tomake the off-diagonal elements
inDss(t, f )negligible at any auto-source point [21]. As a result, almost all energy of signals is distributed on those auto-source
TF points [21].
Exploiting the diagonal structure of Dss(t, f ) at auto-source TF points and its off-diagonal structure at cross-source TF
points, wewill propose a newUBSS algorithm to separate n = m+1 sources frommmixtures. In this case, themixingmatrix
A is m × (m + 1). As discussed in Section 1, recovering source signals is a very challenging task in the underdetermined
scenario, even though themixingmatrix is known. Inwhat follows, wewill focus on the recovery of source signals, assuming
that the mixing matrix has been estimated by the existing underdetermined blind channel identification algorithms [4,24,
25,20,26]. Our proposed algorithm depends on the following two assumptions:
(A1) At any TF point, the number l of active sources is less than or equal to the numberm of sensors, i.e., l ≤ m.
(A2) Anym (m ≥ 2) columns in the mixing matrix A are linearly independent.
Compared with the sparsity assumption in [13,15,16,18], which is that the number of active sources does not exceed
one or is strictly less than that of sensors, Assumption (A1) is less restrictive and allows more active sources at a TF point.
Assumption (A2) is essential to the proposed algorithmaswell asmany other UBSS algorithms [17,27]. It is obvious that if the
m× (m+ 1)mixing matrix A is randomly generated, this assumption can be satisfied with probability one. In contrast, [19]
requires a stronger condition on themixingmatrix. Using Assumption (A2), we can obtain the following useful lemma about
the mixing matrix.
Lemma 1. For any two distinct m×m submatrices Ai and Aj in the mixing matrix A, it holds that U U∗ is of full rank, where
U = A−1i Aj.
Proof. See Appendix A. 
3. The proposed TF–UBSS algorithm
The proposed TF–UBSS algorithm consists of six procedures whose details are given as follows.
(1) Estimation of the mixing matrix.
The estimate of the mixing matrix A can be obtained by using the existing underdetermined blind channel identification
algorithms such as those in [4,24,25,20,26].
(2) Computation of the STFD matrices of sensor signals.
At each TF point (t, f ), the STFD matrix of sensor signals x(t) is computed by
Dxx(t, f ) =
Dx1x1(t, f ) · · · Dx1xm(t, f )... . . . ...
Dxmx1(t, f ) · · · Dxmxm(t, f )

where
Dxixj(t, f ) =
∞∑
h=−∞
∞∑
k=−∞
φ(k, h)xi(t + k+ h)x∗j (t + k− h)e−j4pi fh.
(3) Selection of the TF points with sufficient energy.
The selection procedure proposed in [13] is used to choose the TF points with sufficient energy. Among all the TF points
in each time slice ti of the time–frequency domain, we keep those points which satisfy the following criterion [13]:
If
‖Dxx(ti, fj)‖
max
f
‖Dxx(ti, f )‖ > 1, then keep (ti, fj) (3)
where 1 is a threshold (typically, 1 = 0.05).
(4) Selection of the auto-source TF points.
The selection of auto-source points in the time–frequency plane plays an important role in many BSS algorithms using
time–frequency representations [13,21,23]. Although some methods for auto-source point selection have been proposed
[13,21], they have various drawbacks. For example, the selection method in [21] is devised for the non-underdetermined
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Table 1
The proposed TF–UBSS algorithm.
(1) Estimation of the mixing matrix
(2) Computation of the STFD matrices of sensor signals
(3) Selection of the TF points with sufficient energy
(4) Selection of the auto-source TF points
(5) Estimation of the TFD values of active sources
(6) Recovery of source signals
BSS and thus is only an approximate approach in the underdetermined case. The selectionmethod in [13] is based on the TF-
disjoint assumption and cannot work effectively under more relaxing Assumption (A1). The following theoremwill provide
a foundation for the proposition of a new auto-source point selection approach under Assumption (A1).
Theorem 1. A TF point (t∗, f ∗) is an auto-source point if and only if there exists an m × m submatrix Â in A such that
Â−1Dxx(t∗, f ∗)̂A−H is diagonal.
Proof. See Appendix B. 
Based on Theorem 1, the auto-source TF points can be obtained through the following three steps:
Step (1) Obtain the matrix set 0 = {A1,A2, . . . ,Am+1}which consists of allm×m submatrices in A.
Step (2) For any given TF point (t∗, f ∗), the matrix Â in the set 0 is found by
Â = argmax
Ak∈0
m∑
i=1
∣∣[DAk]ii∣∣
m∑
i=1
m∑
j=1
∣∣∣[DAk]ij∣∣∣ (4)
where
DAk = A−1k Dxx(t∗, f ∗)A−Hk
and
[
DAk
]
ij denotes the (i, j)th entry of the matrix DAk .
Step (3) The auto-source TF points are those TF points satisfying the following criterion:
m∑
i=1
∣∣[DÂ]ii∣∣
m∑
i=1
m∑
j=1
∣∣∣[DÂ]ij∣∣∣ ≥ 2 (5)
where 2 is a threshold close to one (typically, 2 = 0.8). Here, (5) means that the TF point (t∗, f ∗) at which Â−1
Dxx(t∗, f ∗)̂A−H is diagonal is an auto-source point.
(5) Estimation of the TFD values of active sources at auto-source TF points.
As we previously discussed, at an auto-source TF point (t∗, f ∗), the source STFD matrix Dss(t∗, f ∗) is diagonal. Utilizing
the diagonal structure of Dss(t∗, f ∗), we have the following theorem, which provides a method to estimate the TFD values
of active sources at a given auto-source point.
Theorem 2. For any m×m submatrix Â in A ensuring that Â−1Dxx(t∗, f ∗)̂A−H is diagonal at the auto-source TF point (t∗, f ∗),
the following conclusions hold:
(c1) Â contains all the steering vectors associated with the active sources at the TF point (t∗, f ∗).
(c2) The nonzero diagonal elements of Â−1Dxx(t∗, f ∗)̂A−H are equal to the TFD values of the active sources at the TF point (t∗, f ∗)
up to permutation.
Proof. See Appendix C. 
Based on Theorem 2, the TFD values of active sources at the auto-source TF point (t∗, f ∗) can be computed as the nonzero
diagonal entries of the matrix Â−1Dxx(t∗, f ∗)̂A−H , where the submatrix Â satisfying (5) has been obtained in the previous
procedure.
(6) Source recovery by the TF synthesis procedure.
After collecting the TFD values of active sources at all auto-source TF points, we can recover the original waveforms of
source signals using the TF synthesis procedures in [28,29].
Table 1 gives a summary of the proposed TF–UBSS approach.
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Fig. 1. The waveforms and TF distributions of original source signals. Top: waveforms; bottom: TF distributions.
4. Simulation results
In computer simulations, we use linear frequency modulation (LFM) signals, which are frequently encountered in radar,
sonar, and acoustic applications [18,30–32], to demonstrate the effectiveness of the proposed method, in comparison with
the cluster-based TF–UBSS algorithm in [13]. The separation performance of the ith source signal si is measured by themean
squared error (MSE) defined by [13]
MSEi = 1Nr
Nr∑
k=1
‖sˆ(k)i − si‖2
‖si‖2
where Nr is the number of Monte Carlo runs and sˆ
(k)
i is the estimation of source signal si in the kth run. The overall perfor-
mance of the UBSS algorithms is evaluated by the average MSE defined below:
MSE = 1
n
n∑
i=1
MSEi
where n is the number of sources.
The simulations are carried out in the configuration of three sources and two sensors. The two sensors are distanced
by half of the wavelength. The normalized frequency ranges of these three sources are [0, 0.2], [0.4, 0] and [0.1, 0.5],
respectively. These source signals arrive at the sensor array at different angles: pi/6, pi/4 and pi/3. Thus, the mixing matrix
A is given by
A =
[
1 1 1
e−jpi sin(pi/6) e−jpi sin(pi/4) e−jpi sin(pi/3)
]
=
[
1 1 1
−j −0.6057− 0.7957j −0.9127− 0.4086j
]
.
Fig. 1 shows the waveforms and time–frequency distributions (TFDs) of the source signals.
It is easy to see that in the TF plane, there are some TF points at which two sources are active. Since the subspace-based
TF–UBSS algorithms in [15,16] depend on the sparsity condition that the number of active sources at any TF point must be
strictly less than that of sensors, they cannot work effectively in this case. In contrast, our proposed algorithm still works
well in this case and can successfully separate the three source signals from the mixtures measured by two sensors. The
waveforms and TFDs of source signals recovered by our algorithm in a noiseless environment are shown in Fig. 2.
As discussed in Section 1, the cluster-based TF–UBSS algorithm in [13] depends on the TF-disjoint condition. When this
condition does not hold, its performance will deteriorate at those overlapped TF points. Next, we compare the statistical
separation performance of the proposed algorithm with that of the cluster-based algorithm in [13], in the presence of
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Fig. 2. The waveforms and TF distributions of source signals reconstructed by the proposed algorithm. Top: waveforms; bottom: TF distributions.
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Fig. 3. Performance comparisons between the proposed UBSS algorithm and the cluster-based TF–UBSS algorithm.
additive Gaussian noise. Fig. 3 shows the comparison results evaluated over 100 Monte Carlo runs. It can be seen that
our algorithm outperforms the cluster-based algorithm by a significant margin at moderate and high signal to noise ratios
(SNRs).
5. Conclusion
This paper deals with the problem of underdetermined blind source separation. By exploiting the spatial time–frequency
distributions of source signals, we propose an effective TF–UBSS algorithm to separate m + 1 sources from m observed
mixtures. The proposed algorithmhas two advantages, comparedwith the existing UBSS algorithms. First, while the existing
TF–UBSS algorithms require the number of active sources at any TF point to be strictly less than two or the number of sensors,
the proposed algorithm allows as many active sources as sensors at any TF point. Second, the existing UBSS algorithms that
do not exploit the sparsity of sources, usually impose very restrictive conditions on the source signals and/or the mixing
matrix. In contrast, our algorithm requires much less restrictive conditions on the sources and the mixing matrix. The new
algorithm is a valuable complement to the existing UBSS algorithms.
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Appendix A. Proof of Lemma 1
Since both Ai and Aj comprise m of m + 1 columns in A, these two submatrices have only one distinct column and the
otherm− 1 columns are identical up to permutation. Without loss of generality, we suppose that themth column of Ai and
themth column of Aj are different from each other and the otherm− 1 columns of them are the same, i.e.,
Ai = [a1, a2, . . . , am−1, am] (6)
and
Aj = [a1, a2, . . . , am−1, am+1] (7)
where ai is the ith column of A. Since AiU = Aj, using Assumption (A2), it holds from (6) and (7) that
U =

1 0 · · · 0 u1m
0 1 · · · 0 u2m
...
...
. . .
...
...
0 0 · · · 1 u(m−1)m
0 0 · · · 0 umm
 (8)
where uim is the (i,m)th entry of U. Then,
U U∗ =

1 0 · · · 0 |u1m|2
0 1 · · · 0 |u2m|2
...
...
. . .
...
...
0 0 · · · 1 ∣∣u(m−1)m∣∣2
0 0 · · · 0 |umm|2
 . (9)
From Assumption (A2), it is clear that both Ai and Aj are nonsingular. Thus the matrix U = A−1i Aj must be of full rank, which
implies that umm 6= 0 in (8). Therefore, we can draw the conclusion that the matrix U U∗ given in (9) is of full rank. This
completes the proof.
Appendix B. Proof of Theorem 1
Using Assumption (A1), without loss of generality, we suppose that there are l (l ≤ m) active sources s1, s2, . . . , sl at
the TF point (t∗, f ∗). Their corresponding steering vectors are respectively a1, a2, . . . , al, where ai is the ith column of the
mixing matrix A. Denote
A˜ = [a1, a2, . . . , al] .
Since only l ofm+ 1 sources are active at the TF point (t∗, f ∗), (2) can be reduced to
Dxx(t∗, f ∗) = A˜D˜ss(t∗, f ∗)˜AH (10)
where
D˜ss(t∗, f ∗) =
Ds1s1(t
∗, f ∗) · · · Ds1sl(t∗, f ∗)
...
. . .
...
Dsls1(t
∗, f ∗) · · · Dslsl(t∗, f ∗)

l×l
. (11)
Clearly, there is anm×m submatrix Â in A such that
Â = [a1, a2, . . . , al, al+1, . . . , am] . (12)
It holds from (10) that
Dxx(t∗, f ∗) = ÂD̂ss(t∗, f ∗)̂AH (13)
where
D̂ss(t∗, f ∗) =
[
D˜ss(t∗, f ∗) 0l×(m−l)
0(m−l)×l 0(m−l)×(m−l)
]
m×m
. (14)
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Proof of necessity. If (t∗, f ∗) is an auto-source TF point, then Dss(t∗, f ∗) is a diagonal matrix. This implies that both
D˜ss(t∗, f ∗) and D̂ss(t∗, f ∗) are also diagonal. From (13), it follows
Â−1Dxx(t∗, f ∗)̂A−H = D̂ss(t∗, f ∗).
Clearly, the matrix Â−1Dxx(t∗, f ∗)̂A−H is diagonal as D̂ss(t∗, f ∗) is diagonal at auto-source point (t∗, f ∗). 
Proof of sufficiency. We prove the sufficiency by contradiction. Assume that there exists anm×m submatrix A˘ in A such
that A˘−1Dxx(t∗, f ∗)A˘−H is diagonal, i.e.,
A˘−1Dxx(t∗, f ∗)A˘−H = diag [p1, p2, . . . , pm] (15)
and the TF point (t∗, f ∗) is not an auto-source point but a cross-source point. Since (t∗, f ∗) is a cross-source TF point, the
matricesDss(t∗, f ∗), D˜ss(t∗, f ∗) in (11) and D̂ss(t∗, f ∗) in (14) are off-diagonal. It follows that A˘ 6= Â. Otherwise, it holds from
(13) that A˘−1Dxx(t∗, f ∗)A˘−H will be equal to the off-diagonal matrix D̂ss(t∗, f ∗), which opposes (15).
Since the TF points with negligible energy have been removed via the third procedure of the proposed algorithm, it holds
that in the right-hand side of (15), there exists at least one nonzero diagonal element pq (1 ≤ q ≤ m), i.e.,
pq 6= 0, 1 ≤ q ≤ m. (16)
From (13) and (15), it follows that
ÂD̂ss(t∗, f ∗)̂AH = A˘diag [p1, p2, . . . , pm] A˘H (17)
which leads to
D̂ss(t∗, f ∗) = Udiag [p1, p2, . . . , pm]UH (18)
where
U = Â−1A˘.
Clearly, the ith diagonal element in D̂ss(t∗, f ∗) is equal to
∑m
k=1 pk |uik|2, where uik is the (i, k)th entry of the matrix U and
i = 1, 2, . . . ,m. Since D̂ss(t∗, f ∗) is off-diagonal, i.e., its m diagonal elements are all zero, one can obtain the following m
equations:
m∑
k=1
pk |uik|2 = 0, i = 1, 2, . . . ,m
or equivalently
p1 |u11|2 + p2 |u12|2 + · · · + pm |u1m|2 = 0
p1 |u21|2 + p2 |u22|2 + · · · + pm |u2m|2 = 0
...
p1 |um1|2 + p2 |um2|2 + · · · + pm |umm|2 = 0.
(19)
Further, (19) can be written as
Û · [p1 p2 · · · pm]T = 0 (20)
where
Û = U U∗ =

|u11|2 |u12|2 · · · |u1m|2
|u21|2 |u22|2 · · · |u2m|2
...
...
. . .
...
|um1|2 |um2|2 · · · |umm|2
 .
From Lemma 1, we know that the matrix Û = U U∗ is of full rank. Then, it holds from (20) that
pk = 0, k = 1, 2, . . . ,m.
Clearly, the above conclusion contradictswith (16). Therefore, the previous assumption that there exists anm×m submatrix
A˘ in A such that A˘−1Dxx(t∗, f ∗)A˘−H is diagonal but (t∗, f ∗) is not an auto-source point, does not hold. This completes the
proof. 
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Appendix C. Proof of Theorem 2
Using Assumption (A1), we suppose that there exist l (l ≤ m) active sources sα1 , sα2 , . . . , sαl at the TF point (t∗, f ∗). The
steering vectors corresponding to these active sources are aα1 , aα2 , . . . , aαl , respectively, where aαi is the αith column of the
mixing matrix A. Denote
A¯ = [aα1 , aα2 , . . . , aαl] . (21)
Since Â is anm×m submatrix ofA ensuring Â−1Dxx(t∗, f ∗)̂A−H to be diagonal, there is a diagonalmatrix diag [d1, d2, . . . , dm]
such that
Â−1Dxx(t∗, f ∗)̂A−H = diag [d1, d2, . . . , dm] . (22)
Since (t∗, f ∗) is an auto-source TF point, the STFD matrix Dss(t∗, f ∗) of source signals is diagonal, i.e.,
Dss(t∗, f ∗) = diag
[
Ds1s1(t
∗, f ∗), . . . ,Dsm+1sm+1(t
∗, f ∗)
]
. (23)
Denote
D¯ss(t∗, f ∗) = diag
[
Dsα1 sα1 (t
∗, f ∗), . . . ,Dsαl sαl (t
∗, f ∗)
]
(24)
where Dsαi sαi (t
∗, f ∗) is the TFD value of active source sαi at the TF point (t
∗, f ∗), i = 1, 2, . . . , l. Obviously,
Dsαi sαi (t
∗, f ∗) 6= 0, i = 1, 2, . . . , l. (25)
Since only l ofm+ 1 sources are active at the TF point (t∗, f ∗), using (23) and (24), (2) can be reduced to
Dxx(t∗, f ∗) = A¯D¯ss(t∗, f ∗)A¯H (26)
or equivalently
Dxx(t∗, f ∗) =
l∑
i=1
Dsαi sαi (t
∗, f ∗)aαia
H
αi
. (27)
Proof of conclusion (c1). Assume that conclusion (c1) does not hold, i.e., the submatrix Â does not contain all the steering
vectors aα1 , aα2 , . . . , aαl of the active sources at the TF point (t
∗, f ∗). Then, from (22) and (26), it holds that
WD¯ss(t∗, f ∗)WH = diag [d1, d2, . . . , dm] (28)
where
W = Â−1A¯. (29)
Since Â is composed ofm ofm+1 columns in A and does not contain all the columns aα1 , aα2 , . . . , aαl of A¯, there exists only
one column in the column set
{
aα1 , aα2 , . . . , aαl
}
of A¯, which is not included in Â. Without loss of generality, we suppose that
only the column aα1 of A¯ is not included in Â and the other columns of A¯ are identical to some columns of Âup to permutation.
Then, using Assumption A2, we can see from (29) that the first columnw1 ofWmust contain at least two nonzero elements,
and any other columnwk (k = 2, . . . , l) ofWmust contain only one nonzero element equal to 1. Without loss of generality,
assume that the θ th and γ th elements in the first columnw1 ofW are nonzero, i.e.,
wθ1 6= 0, wγ 1 6= 0 (30)
where θ 6= γ andwij denotes the (i, j)th entry ofW. Using (24), the (θ, γ )th entry ofWD¯ss(t∗, f ∗)WH can be computed by
[
WD¯ss(t∗, f ∗)WH
]
θγ
=
l∑
k=1
Dsαk sαk (t
∗, f ∗)wθkw∗γ k. (31)
Since θ 6= γ , then (28) yields[
WD¯ss(t∗, f ∗)WH
]
θγ
= 0. (32)
From (31) and (32), it follows that
Dsα1 sα1 (t
∗, f ∗)wθ1w∗γ 1 +
l∑
k=2
Dsαk sαk (t
∗, f ∗)wθkw∗γ k = 0. (33)
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Since there exists only one nonzero element in the kth columnwk ofWwhere k = 2, . . . , l, then
wθ2w
∗
γ 2 = wθ3w∗γ 3 = · · · = wθ lw∗γ l = 0. (34)
From (30), (33) and (34), it holds that
Dsα1 sα1 (t
∗, f ∗) = 0. (35)
Clearly, (35) contradicts with (25). Thus, the previous assumption that the submatrix Â does not contain all the steering
vectors aα1 , aα2 , . . . , aαl , does not hold. 
Proof of conclusion (c2). Using conclusion (c1), we know that Â contains all the steering vectors aα1 , aα2 , . . . , aαl of active
sources at the TF point (t∗, f ∗). Since l ≤ m, the column set {̂a1, â2, . . . , âm} of Â can be divided into two subsets
X = {̂aβ1 , âβ2 , . . . , âβl} and Y = {̂aγ1 , âγ2 , . . . , âγm−l} such that
âβi = aαi , i = 1, 2, . . . , l. (36)
That is, the βith column of Â is identical to the steering vector aαi , i = 1, 2, . . . , l. Note that Y is an empty set when l = m.
It follows from (22) that
Dxx(t∗, f ∗) =
m∑
j=1
dĵaĵaHj =
l∑
j=1
dβĵaβĵa
H
βj
+
m−l∑
j=1
dγĵaγĵa
H
γj
. (37)
From (27) and (37), it holds that
l∑
j=1
Dsαj sαj (t
∗, f ∗)aαja
H
αj
=
l∑
j=1
dβĵaβĵa
H
βj
+
m−l∑
j=1
dγĵaγĵa
H
γj
. (38)
From (36), one can obtain
l∑
j=1
[
dβj − Dsαj sαj (t∗, f ∗)
]
âβĵa
H
βj
+
m−l∑
j=1
dγĵaγĵa
H
γj
= 0. (39)
Postmultiplexing (39) by âβn (1 ≤ n ≤ l), we have
[
dβn − Dsαn sαn (t∗, f ∗)
] ‖̂aβn‖2̂aβn + m−l∑
j=1
dγĵa
H
γĵ
aβn · âγj +
l∑
j=1,j6=n
[
dβj − Dsαj sαj (t∗, f ∗)
]
âHβĵaβn · âβj = 0. (40)
From Assumption (A2), we know that all the columns âβ1 , âβ2 , . . . , âβl , âγ1 , âγ2 , . . . , âγm−l of the matrix Â are linearly
independent. From (40), it follows
dβn = Dsαn sαn (t∗, f ∗), 1 ≤ n ≤ l. (41)
Then, (39) can be reduced to
m−l∑
j=1
dγĵaγĵa
H
γj
= 0. (42)
Postmultiplexing (42) by âγn (1 ≤ n ≤ m− l), we can obtain
dγn ‖̂aγn‖2 · âγn +
m−l∑
j=1,j6=n
dγĵa
H
γĵ
aγn · âγj = 0. (43)
Using Assumption (A2), we have
dγn = 0, 1 ≤ n ≤ m− l. (44)
From (22), (25), (41) and (44), one can draw the conclusion that there are only l nonzero diagonal elements in the matrix
Â−1Dxx(t∗, f ∗)̂A−H , which are respectively equal to the TFD values of l active sources at the TF point (t∗, f ∗) up to permuta-
tion.
In addition, combining (36) and (41), we can find that for any n (n = 1, 2, . . . , l), the βnth diagonal element dβn of
Â−1Dxx(t∗, f ∗)̂A−H is equal to the TFD value Dsαn sαn (t
∗, f ∗) of the active source sαn whose corresponding steering vector aαn
is identical to the βnth column âβn of Â. This completes the proof. 
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