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Abstract
Using the method of moving frames we analyze the algebra of differential invariants
for surfaces in three-dimensional affine geometry. For elliptic, hyperbolic, and parabolic
points, we show that if the algebra of differential invariants in non-trivial, then it is gener-
ically generated by a single invariant.
1 Introduction
The local geometry of p-dimensional submanifolds S of an m-dimensional manifold M , under
the smooth action of a Lie group G is entirely governed by their differential invariants, in the
sense that two submanifolds are locally congruent if and only if their differential invariants
match, [1, 2]. A differential invariant is a (possibly locally defined) smooth function on the
submanifold jet bundle J(∞) = J∞(M, p) that remains unchanged under the prolonged action of
G. This prolonged action on J(∞) splits/reduces to an action on G-invariant subbundles (called
branches of the equivalence problem) whose symmetry properties differ; some branches having
an infinite number of differential invariants of progressively higher and higher order while others
have no invariants. The Fundamental Basis Theorem, first formulated in [7, p. 760], states that,
on branches with non-trivial invariants, all the differential invariants can be generated from
a finite number of low order invariants and their derivatives with respect to p invariant total
derivative operators D1, . . . ,Dp. For example, differential invariants of planar curves under the
special Euclidean group SE(2) can all be expressed in terms of the curvature and its (repeated)
arc-length derivatives, [10]. We note that modern proofs of the Fundamental Basis Theorem can
be found in [5, 6, 15] and that this theorem is also frequently called the Lie–Tresse Theorem.
A basic question, then, is to find a minimal generating set of invariants. According to the
above, such a set will completely determine the local geometric properties of submanifolds under
G. The equivariant moving frame method is ideally suited to this type of question. Indeed, the
effectiveness of the equivariant moving frame method lies in its recurrence relations, through
which one obtains the complete and explicit structure of the underlying algebra of differential
invariants, and this without requiring explicit coordinate expressions for the moving frame or
the invariants, leading to what is now referred to as the symbolic invariant calculus, [8]. In
[3] and [12], this was applied to deduce the surprising result that there is a single generating
invariant for (suitably generic) surfaces in R3 under the projective, conformal, Euclidean and
1 September 3, 2020
equi-affine groups. For the Euclidean and equi-affine groups, the algebra of differential invariant
is generically governed by the Gaussian curvature and Pick invariant, respectively.
In the current paper we study the geometry of surfaces under the entire affine group,
A(3)=GL(3)⋉R3, in detail. We do not restrict ourselves to the most generic branch of surfaces
as in [3, 12], but rather provide all the different branches. In each case, we study the algebra of
differential invariants and obtain explicit formulas, in terms of surface jets, for the generating
invariants and the invariants responsible for the various branchings. In certain cases, obtaining
expressions for the invariants using the direct moving frame approach proved intractable. We
therefore relied on the recently developed technique of recursive moving frames, [13], to ob-
tain the desired coordinate formulas. The main result of our paper is that whenever a branch
admits differential invariants, the differential invariant algebra is (generically) generated by a
single invariant.
We note that for parabolic surfaces, the problem studied in this paper is related to the local
geometry of 2-nondegenerate real analytic hypersurfaces S5 ⊂ C3 in CR-geometry, [9]. This
correspondence is not considered here, but we note that Question 7.1 in [9, Sect. 7] is solved in
this paper and corresponds to Case P.1.1 and its subcases.
For a summary of the results obtained in this paper we refer the reader to Section 6. As for
the rest of the paper, in Section 2 we recall the notion of a partial moving frame, introduce the
recurrence relations that unlock the structure of the algebra of differential invariants, summarize
the recursive moving frame implementation used to compute coordinate expressions of invari-
ants, and finally recall basic results pertaining to the algebra of differential invariants. Sections
3, 4, and 5 contain the main results of this paper. In Section 3 we initiate the normalization
process up to order two. At this order there is a splitting according to whether points are el-
liptic, hyperbolic, or parabolic. In Section 4 we simultaneously consider elliptic and hyperbolic
points. Finally, in Section 5 we consider parabolic points.
2 Background Material
In this section we recall basic results pertaining to the method of moving frames. We refer
the reader to the original manuscripts [1, 4, 13] and the book [8] for a more comprehensive
exposition.
2.1 Partial Moving Frames
In this section we introduce the notion of a partial moving frames as introduced in [13]. Let
G be an r-dimensional Lie group acting on an m-dimensional manifold M . We are interested
with the induced action of G on p-dimensional submanifolds S ⊂ M , where 1 ≤ p < m is
fixed. For 0 ≤ n ≤ ∞, let J(n) = J(n)(M, p) denote the nth order submanifold jet bundle.
Given the local coordinates z = (x, u) = (x1, . . . , xp, u1, . . . , uq) on M , where x are viewed
as the independent variables and u as the dependent variables, coordinates on J(n) are given
by z(n) = (x, u(n)) = ( . . . xi . . . uαJ . . . ), where u
α
J denote the derivative coordinates of orders
0 ≤ #J ≤ n.
Let S(n) ⊂ J(n) be a G-invariant subbundle of J(n) such that for all g ∈ G near the identity,
g·S(n) ⊆ S(n). Such an invariant subbundle is specified by a set of invariant differential equations
S(n) = {z(n) ∈ J(n) |F (z(n)) = 0 where F (g · z(n))∣∣
F (z(n))=0
= 0}. (2.1)
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The prolongation S(n+1) is obtained by appending the derivatives of the defining equations:
S(n+1) = {z(n) ∈ J(n) |F (z(n)) = 0, (D1F )(z(n+1)) = 0, . . . , (DpF )(z(n+1)) = 0},
where Di = Dxi denote the total derivative operators. The induced action of G on S(n) is
called the nth order prolonged action. Borrowing Cartan’s notational convention, we use capital
letters to denote transformed variables: Z(n) = g · z(n). Let B(n) = G × S(n) denote nth order
lifted bundle. For k ≥ n, we introduce the standard projection πkn : B(k) → B(n). The lifted
bundle admits a groupoid structure with source map σ(n)(g, z(n)) = z(n) and target map Z(n) =
τ (n)(g, z(n)) = g · z(n) provided by the prolonged action. The action of G on B(n) is given by
right-regularization
Rh(g, z
(n)) = (g · h−1, h · z(n)).
We note that Z(n) is invariant under Rh. These quantities are called lifted invariants of order
≤ n, and we introduce the lift map
λ(z(n)) = Z(n) = τ (n)(g, z(n)). (2.2)
Definition 2.1. A partial moving frame of order n is a right-invariant local subbundle ρ̂(n) ⊂
B(n), meaning that Rh(ρ̂(n)) ⊂ ρ̂(n) for all h ∈ G.
In practice, a partial moving frame is obtained by choosing a cross-section K(n) ⊂ S(n)
transversed to the prolonged group action. Then ρ̂(n) = (τ (n))−1(K(n)) is a partial moving frame
of order n.
Remark 2.2. We note that as opposed to the standard moving frame definition, [1], a partial
moving frame allows for some of the group parameters to not be normalized. More precisely, if
K(n) ⊂ S(n) has codimension kn, then ρ̂(n) also has codimension kn, which implies that r − kn
group parameters remain unnormalized.
Given a partial moving frame ρ̂(n), we introduce the partially normalized invariants
Ẑ(n) = (ρ̂(n))∗[λ(z(n))].
The partially normalized invariants are obtained by substituting the normalized group param-
eters into the lifted invariants Z(n). To simplify the notation in Sections 3, 4, and 5, we do not
include the hat notation over the partially normalized invariants. We hope that the context will
make it clear that we are working with the partially normalized invariants.
2.2 Recurrence relations
The recurrence relations introduced in this section is one of the most important contributions
of [1] to the method of moving frames. These equations unlock the structure of the algebra of
differential invariants (and more generally that of differential forms). One of the key aspects of
these equations is that they can be derived without the coordinate expressions for the moving
frames, the differential invariants, and the invariant differential forms.
First, a coframe on T ∗B(∞) is given by a basis of Maurer–Cartan forms µ1, . . . , µr, the
horizontal forms dx1, . . . , dxp, and the basic contact one-forms θαJ = du
α
J −uαJ,jdxj. Throughout
this paper we use Einstein summation convention where summation occurs over repeated indices.
3
Since all our computations are performed modulo contact forms, these are omitted from this
point forward. Introducing the projection map
πJ : T
∗B(∞) → T ∗J(∞),
obtained by setting the Maurer–Cartan forms to zero, the lift map (2.2) extends to the horizontal
coframe as follows
ωi = πJ [dλ(x
i)]
and the resulting one-forms are called lifted horizontal forms.
Next, let
vν = ξ
i
ν(z)
∂
∂xi
+ φαν (z)
∂
∂uα
, ν = 1, . . . , r = dimG,
be a basis of infinitesimal generators dual to the Maurer–Cartan form µ1, . . . , µr. Then the
recurrence relations for the lifted invariants measure the extend to which d ◦ λ 6= λ ◦ d. These
equations are
dX i = ωi + ξiν(Z)µ
ν,
dUαJ = U
α
J,j ω
j + φα;Jν (Z
(#J))µν ,
(2.3)
where the prolonged vector field coefficients are given by the standard recursive formula
φα;J,jν = Djφ
α;J
ν − (Djξiν) · uαJ,i.
Given a partial moving frame ρ̂(n), which we can consider to be in B(∞) using the natural
inclusion i(n) : B(n) →֒ B(∞), we can then pull-back the lifted recurrence relations (2.3) by ρ̂(n)
to obtain the recurrence relations for the partially normalized invariants
dX̂ i = ω̂i + ξiν(Ẑ)µ̂
ν ,
dÛαJ = Û
α
J,j ω̂
j + φα;Jν (Ẑ
(#J))µ̂ν ,
where
ω̂i = (ρ̂(n))∗ωi and µ̂ν = (ρ̂(n))∗µν ,
are the partially normalized horizontal one-forms and Maurer–Cartan forms, respectively.
Remark 2.3. As in the standard moving frame implementation, the symbolic expressions for
the partially normalized Maurer–Cartan forms can be deduced from the recurrence relations for
the phantom invariants, i.e. the lifted invariants that are set equal to a constant, by virtue of
the moving frame construction. We refer the reader to [1] for more detail.
Remark 2.4. If the prolonged action becomes free on S(n), for a sufficiently large n, we note
that the partial moving frame construction outlined above reproduces the usual moving frame
construction first introduced in [1]. We note that depending on S(n), freeness cannot always
be achieved and this even if the action is locally effective on subsets. Thus, Proposition 9.6
of [1] holds on regular subsets of the submanifold jet space but not necessarily on invariant
subbundles of the form (2.1). When freeness cannot be attained, the most one can construct is
a partial moving frame.
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2.3 Recursive Moving Frames
For a detailed exposition of the recursive moving frame implementation, we refer the reader to
the original work [13]. One of the main issues of the standard moving frame implementation is
that it first requires computing the prolonged action, which relies on implicit differentiation, and
can lead to unwieldy expressions that limit the method’s practical scope and implementation.
This holds true even when using symbolic softwares such as Mathematica, Maple, or Sage.
Some of the results obtained in this paper are a prime example of this fact. Indeed, we implement
the standard moving frame machinery in Mathematica and in some cases the software was
unable to solve the normalization equations that produces the moving frame. In those cases we
had to revert to the recursive implementation.
The idea of the recursive moving frame method is, in the spirit of Cartan’s original approach,
to recursively normalize group parameters at a given order before prolonging the action to the
next higher order jet space. Instead of using implicit differentiation to compute the prolonged
action, the key idea of the recursive moving frame implementation is to use the recurrence
formulas and the expressions for the Maurer–Cartan forms
µ = dg · g−1. (2.4)
To illustrate the recursive moving frame method, assume the prolonged action up to order
n is known and that a partial moving frame ρ̂(n) has been computed using the cross-section
K(n) ⊂ S(n). Assuming, for simplicity, that K(n) is a coordinate cross-section, suppose uαJ = c,
with #J = n is one of the defining equation of K(n). Then ÛαJ = c is a phantom invariant, i.e.
the normalized invariant is constant. The recurrence relation for ÛαJ then yields
0 = dc = ÛαJ,j ω̂
j + φα;Jν (Ẑ
(n))µ̂ν
so that
ÛαJ,j ω
j = −φα;Jν (Ẑ(n))µ̂ν . (2.5)
By assumption, coordinate expressions for φα;Jν (Ẑ
(n)) are known, since the prolonged action up
to order n has been computed, and the partially normalized Maurer–Cartan forms µ̂ν can be
found by substituting the group normalizations into (2.4). Expressing the right-hand side of
(2.5) as a linear combination of the partially normalized horizontal forms ω̂i, we are able to
obtain expressions for the order n+ 1 partially normalized invariants ÛαJ,j.
2.4 The Algebra of Differential Invariants
Assume a moving frame ρ̂(n) is known or that a partial moving frame has been computed with
no possibility of further group parameter normalizations. Dual to the invariant horizontal forms
ωi are the invariant total derivative operators
Di = Ŵ ji Di, where
(
Ŵ
j
j
)
= (ρ̂(n))∗
(
DjX
i
)−1
. (2.6)
Now, let
dωi = C ijk ω
j ∧ ωk mod (unnormalized Maurer–Cartan forms) (2.7)
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be the structure equations among the invariant horizontal forms. These equations can be
obtained symbolically by extending the recurrence relations (2.3) to differential forms as done
in [4]. Another approach is to pull-back the Maurer–Cartan structure equations
dµ = −µ ∧ µ
by the (partial) moving frame ρ̂(n), from which (2.7) can be deduced. Given (2.7), the commu-
tation relations among the invariant total derivative operators are
[Dj ,Dk] = −C ijkDi. (2.8)
Fix j, k in (2.8) and apply the commutation relation to p invariants I1, . . . , Ip to obtain [Dj,Dk]Iℓ =
−C ijkDiIℓ. In matrix form
[Dj ,Dk]I = −DI Cjk,
where [Dj,Dk]I = ([Dj,Dk]I1, . . . , [Dj,Dk]Ip)T , DI = (DiIℓ), and Cjk = (C1jk, . . . , Cpjk)T . If
detDI 6= 0, then one can solve for Cij
Cjk = −(DI)−1[Dj,Dk]I, (2.9)
which allows one to express the commutator invariants Cjk in terms of I = (I1, . . . , Ip) and its
invariant derivatives. This is what we refer to as the commutator trick. Notice that given a
single invariant I1, we could have set Ii := DℓikiI1, with 1 ≤ ki ≤ p and ℓi ≥ 0, in order to write
the commutator invariants as functions of a single invariant and its invariant derivatives.
We now recall important results about the algebra of differential invariants that can be found
in [1, 11].
Proposition 2.5. The normalized invariants Ẑ(n) provide a complete set of differential invari-
ants of order ≤ n.
By the replacement principle, [1, 8], if I(z(n)) is a differential invariant, then it can be
written in terms of the normalized invariants as I = I(Ẑ(n)), which is obtained by replacing the
jet coordinates z(n) by their corresponding normalized invariants Ẑ(n).
Definition 2.6. A set of invariants Igen = {I1, . . . , Iℓ} is said to generate the algebra of differ-
ential invariants if any differential invariant can be expressed in terms of Igen and its invariant
derivatives (2.6).
From Proposition 2.5 it follows that if one can show that the normalized invariants Ẑ(∞)
can be written in terms of a set of invariants Igen and its invariant derivatives, then Igen is a
generating set for the algebra of differential invariants.
Theorem 2.7. Given a moving frame ρ̂(n), the normalized invariants Igen = {Ẑ(n+1)} form a
generating set of differential invariants.
The generating set in Theorem 2.7 is not necessarily minimal. By that we mean that it
might be possible to remove certain non-phantom invariants and still obtain a generating set.
To this day, there is no known result that stipulates how small the generating set can be. But if
one can show that the invariants Igen = {Ẑ(n+1)} can be expressed in terms of a single invariant
I and its invariant derivatives D1, . . . ,Dp, then the algebra of differential invariants is generated
by a single function. This is the approach used in the following sections to show that the various
differential invariant algebras are generated by a single invariant.
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3 Affine Action and Low-Order Normalizations
In the following, we consider surfaces S ⊂ R3, which we assume are locally given a graphs of
functions:
S = {z = (x, y, u(x, y))} ⊂ R3.
We are interested in the action of the affine group A(3,R) = GL(3,R) ⋉ R3 on these surfaces
given by
Z = Az + b, where A ∈ GL(3,R) and b ∈ R3.
A basis for the algebra of infinitesimal generators is provided by
vxx = x
∂
∂x
, vxy = y
∂
∂x
, vxu = u
∂
∂x
, vyx = x
∂
∂y
, vyy = y
∂
∂y
, vyu = u
∂
∂y
,
vux = x
∂
∂u
, vuy = y
∂
∂u
, vuu = u
∂
∂u
, vx =
∂
∂x
, vy =
∂
∂y
, vu =
∂
∂u
.
Let
µ =
µxx µxy µxuµyx µyy µyu
µux µuy µuu
 and ν =
µxµy
µu

denote a basis of Maurer–Cartan forms with structure equations
dµ = −µ ∧ µ, dν = −µ ∧ ν.
Then the order zero recurrence relations for the lifted invariants are
dX = ωx +Xµxx + Y µxy + Uµxu + µx,
dY = ωy +Xµyx + Y µyy + Uµyu + µy,
dU = Uj ω
j +Xµux + Y µuy + Uµuu + µu,
while for k + ℓ ≥ 1,
dUXkY ℓ = UXkY ℓj ω
j − k UXkY ℓ µxx − ℓ UXk+1Y ℓ−1 µxy
− k UXk−1Y ℓ+1 µyx − ℓ UXkY ℓ µyy + UXkY ℓ µuu + δ1kδ0ℓ µux + δ0kδ1ℓ µuy
−
∑
0≤i≤k
0≤j≤ℓ
(i,j)6=(k,ℓ)
(
k
i
)(
ℓ
j
)[
UXk−iY ℓ−jUXi+1Y j µ
xu + UXk−iY ℓ−jUXiY j+1 µ
yu
]
,
where there is no summation over k and ℓ, and δij denotes the Kronecker delta function.
Since the action is transitive on J(1), we can set
X = Y = U = UX = UY = 0. (3.1)
In other words, we can choose the cross-section K(1) = {x = y = u = ux = uy = 0} ⊂ J(1). The
recurrence relations for these phantom invariants are
0 = ωx + µx, 0 = ωy + µy, 0 = µu, 0 = UXj ω
j + µux, 0 = UY j ω
j + µuy.
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As mentioned in Section 2.1, from this point onward we omit the use of the hat notation to
denote partially normalized quantities. Solving for the Maurer–Cartan forms yields
µx = −ωx, µy = −ωy, µu = 0, µux = −UXj ωj, µuy = −UY j ωj. (3.2)
Taking into account the order 0 and 1 normalizations (3.1) and the normalized Maurer–Cartan
forms (3.2), the recurrence relations for the order 2 partially normalized invariants are
dUXX = UXXj ω
j + UXX(µ
uu − 2µxx)− 2UXY µyx,
dUXY = UXY j ω
j − UXXµxy + UXY (µuu − µxx − µyy)− UY Y µyx,
dUY Y = UY Y j ω
j + UY Y (µ
uu − 2µyy)− 2UXY µxy.
(3.3)
Consider the partially normalized lifted Hessian determinant
H = UXXUY Y − U2XY .
Since
dH = 2H(µuu − µxx − µyy) mod (ωx, ωy),
we conclude that H is a relative invariant. To obtain an expression for H , we introduce the
determinant
|DX| = det
[
Xx Xy
Yx Yy
]
= det
[
a11 + a13ux a12 + a13uy
a21 + a23uy a22 + a23uy
]
(3.4)
and the Hessian determinant h = uxxuyy − u2xy. Then
H =
a233
|DX|2h.
Definition 3.1. A point (x, y, u(2)) of S(2) ∈ J(2) is said to be
• elliptic if h > 0;
• hyperbolic if h < 0;
• parabolic if h = 0.
The remaining analysis depends on the sign of the Hessian determinant. Since most results
for elliptic and hyperbolic points are similar, these two cases are combined together in the next
section. The case of parabolic points is considered in Section 5.
4 Elliptic and Hyperbolic Points
In this section we work under the assumption that
H = ǫ = ±1,
with ǫ = 1 corresponding to the elliptic case and ǫ = −1 to hyperbolic points. From the
recurrence relations (3.3), we conclude that it is possible to set
UXX = 1, UY Y = ǫ, UXY = 0. (4.1)
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Remark 4.1. The normalization equations (4.1) are quadratic in the group parameters. In the
process of constructing a moving frame there is a choice of sign that needs to be made. As is
customary, [14], in the following we omit such ambiguities.
After the normalizations (4.1) have been performed, the recurrence relations for the order 3
partially normalized invariants are
dUX3 = −3µxu − UX
3
2
µuu
dUX2Y = −ǫµyu + ǫUX3µyx − 2UXY 2µyx − UX
2Y
2
µuu
dUXY 2 = −ǫµxu + 2ǫUX2Y µyx − UY 3µyx − UXY
2
2
µuu
dUY 3 = −3µyu + 3ǫUXY 2µyx − UY
3
2
µuu
mod (ωx, ωy).
Consistent with normalizations performed for elliptic and hyperbolic surfaces in equi-affine
geometry, [12], we set
UX3 + ǫUXY 2 = UY 3 + ǫUX2Y = 0
and solve for UXY 2 and UX2Y . We are then left with UX3 and UY 3, whose recurrence relations
are
dUX3 = 3ǫUY 3µ
yx − UX3
2
µuu
dUY 3 = −3UX3µyx − UY
3
2
µuu
mod (ωx, ωy).
The extent to which one can solve for the partially normalized Maurer–Cartan forms µyx and
µuu depends on the determinant
det
[
3ǫUY 3 −UX32
−3UX3 −UY 32
]
= −3ǫ
2
(ǫU2X3 + U
2
Y 3) = −
3ǫ
2
Pǫ.
We note that Pǫ is a relative invariant as
dPǫ = −Pǫ µuu.
In fact, Pǫ =
P
a33
, where P is the Pick invariant
P =
1
16|uxxuyy − u2xy|3
[
6uxxuxyuyyuxxxuyyy − 6uxxu2yyuxxxuxyy − 18uxxuxyuyyuxxyuxyy
+ 12uxxu
2
xyuxxyuyyy − 6u2xxuyyuxxyuyyy + 9uxxu2yyu2xxy − 6u2xxuxyuxyyuyyy + 9u2xxuyyu2xyy
+ u3xxu
2
yyy − 6uxyu2yyuxxxuxxy + 12u2xyuyyuxxxuxyy − 8u3xyuxxxuyyy + u3yyu2xxx
]
.
We now need to distinguish the cases where Pǫ ≡ 0 is identically zero and where Pǫ 6= 0 does
not vanish. In the elliptic case, we note that when P1 ≡ 0, then UX3 ≡ UY 3 ≡ 0. On the other
hand, in the hyperbolic case, when P−1 ≡ 0 we have that UY 3 ≡ ±UX3 . Thus, for hyperbolic
points there are two cases to consider, either UX3 ≡ 0 or UX3 6= 0. We combine the different
cases as follows.
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Case EH.1: Pǫ 6= 0
Case EH.2: UX3 ≡ UY 3 ≡ 0
Case H.3: UY 3 ≡ ǫ˜UX3 , where ǫ˜ = ±1.
We note that cases EH.1 and EH.2 hold for both elliptic and hyperbolic points whereas Case
H.3 is only for hyperbolic points. In local coordinates, since
UXXX =
C1(3ǫa33uxxYx − 4Y 3x )− C2(ǫa33uxx − 4Y 2x )
√|h|√a33uxx − ǫY 2x
4a233u
3
xx|h|3/2
,
UY Y Y =
C1(a33uxx − 4ǫY 2x )
√
a33uxx − ǫY 2x + C2
√|h|(3ǫa33uxxYx − 4Y 3x )
4a233u
3
xx|h|3/2
,
and
Pǫ =
C21 + hC
2
2
16a33u3xx|h|3
,
where
C1 = 6uxxu
2
xyuxxy − 4u3xyuxxx − 3u2xxuxyuxyy − 3u2xxuyyuxxy + 3uxxuxyuyyuxxx + u3xxuyyy,
C2 = −6uxxuxyuxxy + 4u2xyuxxx + 3u2xxuxyy − uxxuyyuxxx.
the three cases can be restated as
Case EH.1: C21 + hC
2
2 6= 0
Case EH.2: C1 ≡ C2 ≡ 0
Case H.3: C1 = ǫ˜ C2
√|h|.
Remark 4.2. We remark that the expressions for UXXX and UY Y Y hold provided uxx 6= 0.
From this point forward, we always work on the open dense subset of the jet space where
uxx 6= 0.
4.1 Case EH.1
When Pǫ 6= 0, it is possible to set
UX3 = 1, UY 3 = 0.
According to Theorem 2.7, the order 4 differential invariants
UX4 , UX3Y , UX2Y 2, UXY 3 , UY 4,
form a complete set of generating invariants. We now show in fact that the algebra of differential
invariants A is generically generated by the single invariant I1 = UY 4 . First, the structure
equations for the invariant coframe ωx, ωy are
dωx =
2ǫ
3
UXY 3 ω
x ∧ ωy, dωy = 1
12
(3UX4 − 6ǫUX2Y 2 − UY 4)ωx ∧ ωy.
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Therefore, the Lie bracket of the invariant total derivative operators is
[Dx,Dy] = −2ǫ
3
UXY 3 Dx − 1
12
(3UX4 − 6ǫUX2Y 2 − UY 4)Dy.
Using the commutator trick (2.9), we can generically solve for I2 = UXY 3 and I3 = UX4−2ǫUX2Y 2
in terms of I1 and its invariant derivatives. Next, consider the syzygy
DxI1 −DyI2 = 3
2
I3 − 7ǫ
6
I22 −
1
2
I1I3 +
1
2
I21 +
1
4
(3U2X2Y 2 + 6ǫUX2Y 2 − 2UX3Y UXY 3). (4.2)
This suggests the introduction of the fourth order invariant
I4 = 3U
2
X2Y 2 + 6UX2Y 2 − 2UX3Y UXY 3 .
Also, from (4.2) is follows that I4 can be expressed in terms of I1, I2, I3 and their invariant
derivatives. Since I2 and I3 and be expressed in terms of I1 and its invariant derivatives, the
same holds true for I4.
Now, considering the fifth order invariants DiIj , we find, using Mathematica, the syzygy
−216I2DxI2 − 108ǫI2DyI3 + 36ǫI2DyI4 + 216I22 − 36I22DxI3 + 12I22DxI4 + 54I1I22 + 48ǫI32DxI2
+24I32DyI3 + 36ǫI42 − 4ǫI1I42 − 108I22I3 + 6I1I22I3 − 10ǫI42I3 − 36ǫI4DyI2 − 9ǫI1I4 − 12I2I4DxI2
−30I22I4 − 2I1I22I4 + 3I22I3I4 +
(
216ǫDyI2 + 54ǫI1 + 72I2DxI2 − 432ǫI2DxI2 − 108I2DyI3
+36I2DyI4 + 180I22 + 270ǫI22 + 12I1I22 + 66ǫI1I22 − 2I42 − 18I22I3 − 198ǫI22I3 + 6ǫI1I22I3 − 27I4
−36I4DyI2 − 18I1I4 − 33ǫI22I4
)
UX2Y 2 + (162 + 2166DyI2 + 108ǫDyI2 + 108I1 + 27ǫI1
−180I2DxI2 − 144I22 + 198ǫI22 + 18I1I22 − 99I22I3 − 54ǫI4 − 9ǫI1I4)U2X2Y 2 +
(
81 + 324ǫ
+108DyI2 + 54I1 + 54ǫI1 − 189ǫI22 − 27I4)U3X2Y 2 + (162 + 162ǫ+ 27ǫI1)U4X2Y 2 + 81U5X2Y 2 = 0
This is a quintic equation in UX2Y 2 , which can locally be solved in terms of I1, I2, I3, and I4
and their invariant derivatives. This shows the following results.
Theorem 4.3. If the Pick invariant P 6= 0 does not vanish, then the algebra of differential
invariants is generically generated by the fourth order invariant I1 = UY 4 .
Using the method of recursive moving frames, a coordinate expression for the generating
invariant is
UY 4 = 3 +
3
P
√|h|(LDyK −K DyL) + 34P Dy(P Dy(ln |h|))+ 3ǫ16(Dy(ln |h|))2
+
3Dy(ln |h|)
4P
√|h| (J DyK − I DyL) + 3ǫDx(ln |h|)4P√|h| (KDyL− LDyK),
where
Dx = 1
P
√|h|(LDx −KDy), Dy = 1P√|h|(−J Dx + I Dy),
are invariant total derivative operators and
I =
√
Puxx − ǫK2, J = uxy
√
Puxx − ǫK2 − ǫ
√|h|K
uxx
, L =
uxyK +
√|h|√Puxx − ǫK2
uxx
,
with K a solution to the sextic equation
16ǫK6 − 24(Puxx)K4 + 9ǫ(Puxx)2K2 − (Puxx)
3C21
C21 + hC
2
2
= 0.
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4.2 Case EH.2
We are now assuming that UX3 ≡ UY 3 ≡ 0. Their recurrence relations imply that
UX4 ≡ 3ǫUX2Y 2 ≡ UY 4 , UX3Y ≡ UXY 3 ≡ 0.
Thus, there is only one fourth order partially normalized invariant. We continue the analysis
using the invariant
UX2Y 2 =
18uxxuxyuxxxuxxy − 9u2xxu2xxy − (4u2xy + 5uxxuyy)u2xxx + 3uxx(uxxuyy − u2xy)uxxxx
9a33u3xx(uxxuyy − u2xy)
.
Since its recurrence relation is
dUX2Y 2 = −UX2Y 2µuu mod (ωx, ωy),
we now have to consider the cases
EH.2.1: UX2Y 2 6= 0
EH.2.2: UX2Y 2 ≡ 0
4.2.1 Case EH.2.1
When UX2Y 2 6= 0, we can normalize
UX2Y 2 = 1.
Using the recurrence relations, one finds that all higher order invariants are constant. Thus,
there are no further normalizations possible. In particular, the Maurer–Cartan form µ = µyx
cannot be normalized. The structure equations for the coframe {ωx, ωy, µ} are
dωx = −ǫµ ∧ ωy, dωy = µ ∧ ωx, dµ = ǫωy ∧ ωx.
4.2.2 Case EH.2.2:
When UX2Y 2 ≡ 0, all higher order partially normalized invariants vanish. In this case µyx and
µuu cannot be normalized and the structure equations of the coframe {ωx, ωy, µyx, µuu} are
dωx =
1
2
µuu ∧ ωx − ǫµyx ∧ ωy, dωy = µyx ∧ ωx + 1
2
µuu ∧ ωy, dµyx = 0, dµuu = 0.
4.3 Case H.3
In this section we assume that we are at a hyperbolic point where ǫ = −1. Also, we are working
under the consideration that UY 3 ≡ ǫ˜UX3 6= 0, where ǫ˜ = ±1. Thus, it is possible to normalize
UX3 = 1. At order 4, the recurrence relation for UY 3 − ǫ˜UX3 ≡ 0, yields the equalities
UXY 3 ≡ ǫ˜UX4 + 3ǫ˜UX2Y 2 − 3UX3Y , UY 4 ≡ 3UX4 + 6UX2Y 2 − 8ǫ˜UX3Y .
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Thus, UX4 , UX3Y , and UX2Y 2 are functionally independent partially normalized invariants. In-
troducing A1A2
A3
 =
1 −2ǫ˜ 31 −4ǫ˜ 3
1 −2ǫ˜ 1
 UX4UX3Y
UX2Y 2
 ,
we have that
dAk = −k
3
Ak µ
uu mod (ωx, ωy),
for k = 1, 2, 3. We now need to consider the cases
Case H.3.1: A21 + A
2
2 + A
2
3 6= 0
Case H.3.2: A1 ≡ A2 ≡ A3 ≡ 0
Before considering each cases, we note that coordinate expressions for the invariants Ai can
be found using the method of recursive moving frame. We have that
A1 = 12ǫ˜E
yx
x + 2E
uu
x − 6ǫ˜Exuy − 6Eyxy − ǫ˜Euuy + 3,
A2 = −4ǫ˜Exuy , A3 = 2Exux − 2ǫ˜Exuy ,
(4.3)
where
Euux = −
Dx(ln |h|)
4
, Euuy = −
Dy(ln |h|)
4
,
Eyxx =
1
a33
√|h|(LDxK −K DxL)− Dy(ln |h|)4 , Eyxy = 1a33√|h|(LDyK −K DyL),
Exux = −
D2x(ln |h|)
4
+
Dy(ln |h|)
4a33
√|h| (J DxI − I DxJ)− Dx(ln |h|)4a33√|h| (KDxJ − LDxI) + (Dx(ln |h|))
2
16
,
Exuy = −
DyDx(ln |h|)
4
+
Dy(ln |h|)
4a33
√|h| (J DyI − I DyJ)− Dx(ln |h|)4a33√|h| (K DyJ − LDyI)
+
Dx(ln |h|)Dy(ln |h|)
16
,
with
I = Ba
1/3
33 + Aa
2/3
33 , J =
(uxy − ǫ˜
√|h|)Ba1/333 + (uxy + ǫ˜√|h|)Aa2/333
uxx
,
K = ǫ˜Aa
2/3
33 − ǫ˜Ba1/333 , L =
(ǫ˜uxy +
√|h|)Aa2/333 + (√|h| − ǫ˜uxy)Ba1/333
uxx
,
where
A =
h1/3uxx
21/3C
1/3
2
, B =
C
1/3
2
25/3h1/3
,
and
Dx = 1
a33
√|h|(LDx −KDy), Dy = 1a33√|h|(−J Dx − I Dy).
Remark 4.4. The functions Eijk in (4.3) originate from the implementation of the recursive
moving frame method. Namely, these functions are the horizontal components of the partially
normalized Maurer–Cartan forms µyx, µxu, µuu so that
µij = Eijk ω
k mod da33.
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4.3.1 Case H.3.1
In this case there is Ak, with k ∈ {1, 2, 3}, such that Ak 6= 0. For the sake of the exposition,
assume A3 6= 0. The other possibilities are dealt in a similar fashion. When A3 6= 0, one can
normalize A3 = 1. Then
dA1 =
1
3
[(3−A1)UX5 + 2ǫ˜(A1 − 3)UX4Y + (9− A1)UX3Y 2 − 6− 2A21 + A1A2 + 12A2]ωx
+
1
3
[ǫ˜(9− A1)UX5 + 2(A1 − 12)UX4Y + ǫ˜(21− A1)UX3Y 2 + 6ǫ˜− 2ǫ˜A21 − ǫ˜A1A2 + 12ǫ˜A2]ωy,
dA2 =
1
6
[2(3− 2A2)UX5 + 8ǫ˜(A2 − 3)UX4Y + 2(9− 2A2)UX3Y 2 + 42− 2A1A2 + A22]ωx
+
1
6
[2ǫ˜(9− 2A2)UX5 + 8(A2 − 6)UX4Y + 2ǫ˜(15− 2A2)UX3Y 2 + 42ǫ˜− 2ǫ˜A1A2 − ǫ˜A22]ωy,
and we have the structure equations
dωx =
ǫ˜
12
(2A1 − A2 − 8I)ωx ∧ ωy, dωy = − 1
12
(2A1 + A2 − 8I)ωx ∧ ωy,
where I = UX5 − 2ǫ˜UX4Y + UX3Y 2 . Since
DyA2 − ǫ˜DxA2 = − ǫ˜
3
A22 + 2ǫ˜I,
it follows that I can be expressed in terms of A2 and its invariant derivatives. From the syzygy
A1(6I −A22) =
A32
2
− 6IA22 ++3A2(4DxI + 2I − 4ǫ˜DyI − 5DxA2)
+ 6(4I2 − 3DxI + 9ǫ˜DyI + 3D2xA2 − 3ǫ˜DyDxA2),
it follows that A1 can generically be expressed in terms of A2 and its invariant derivatives.
Theorem 4.5. The algebra of differential invariants is generically generated by the single
invariant A2.
Remark 4.6. The coordinate expression for A2 is obtain by solving the normalization equation
A3 = 1 for the group parameter a33 and substituting the result into A2.
4.3.2 Case H.3.2
When A1 ≡ A2 ≡ A3 ≡ 0, there is no further group parameter normalizations possible. Then,
the structure equations of the coframe {ωx, ωy, µuu} are
dωx =
1
2
µuu ∧ ωx − ǫ˜
6
µuu ∧ ωy, dωy = − ǫ˜
6
µuu ∧ ωx + 1
2
µuu ∧ ωy, dµuu = 0.
5 Parabolic Points
At a parabolic point H ≡ 0. Therefore,
U2XY ≡ UX2UY 2 . (5.1)
There are now two cases to consider. Namely,
Case P.1: UX2 6= 0
Case P.2: UX2 ≡ 0
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5.1 Case P.1
When UX2 6= 0, we can solve for UY 2 in (5.1) to obtain
UY 2 ≡ U
2
XY
UX2
. (5.2)
Therefore, UX2 and UXY are functionally independent partially normalized invariants. From
the recurrence relations (3.3), we conclude that it is possible to set
UXX = 1, UXY = 0,
and (5.2) implies that UY Y ≡ 0. When UY Y vanishes, the recurrence relations imply that
UXY 2 ≡ UY 3 ≡ UY 4 ≡ UXY 3 ≡ 0, UX2Y 2 ≡ 2U2X2Y . (5.3)
Considering the recurrence relations for the third order partially normalized invariant UX3 and
UX2Y , we find
dUX3 = −3µxu − 1
2
UX3µ
uu − 3UX2Y µyx
dUX2Y = −UX2Y µyy
mod (ωx, ωy).
From the first equation we conclude that it is possible to normalize UX3 = 0. As for the second
recurrence relation, we have the following cases to consider
Case P.1.1: UX2Y 6= 0
Case P.1.2: UX2Y ≡ 0
Introducing the ratio R =
uxy
uxx
, a coordinate expression for UX2Y is given by
UX2Y =
Rx
Yy − RYx ,
where we recall that Yx and Yy are introduced in (3.4).
5.1.1 Case P.1.1
When UX2Y 6= 0, we can normalize UX2Y = 1. Then the recurrence relations for the non-constant
fourth order partially normalized lifted invariants, i.e. UX4 and UX3Y , are
dUX4 = −6µyu − UX4µuu − 4UX3Y µyx
dUX3Y = −1
2
UX3Y µ
uu
mod (ωx, ωy). (5.4)
From the first equation, we see that it is possible to normalize UX4 = 0. Also, the recur-
rence relations of the constraints (5.3) imply the following constraints on the order 5 partially
normalized invariants
UY 5 ≡ UXY 4 ≡ 0, UX2Y 3 ≡ 6, UX3Y 2 = 6UX3Y .
In light of the second equation in (5.4), we now have to consider the following cases
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Case P.1.1.1: UX3Y 6= 0
Case P.1.1.2: UX3Y ≡ 0
where
UX3Y =
Rxx
Rx
√|a33uxx| .
5.1.2 Case P.1.1.1
When UX3Y 6= 0, we set UX3Y = 1. Then the recurrence relation for UX4Y is
dUX4Y = −2µyx mod (ωx, ωy),
and so we can normalize UX4Y = 0. At this stage, the recurrence relation for the only remaining
order 5 normalized invariant is
dUX5 =
1
3
(3UX6 + 10UX5Y − 36UX5)ωx + 1
9
(UX5Y + 80− 63UX5)ωy. (5.5)
We note that UX6 and UX5Y are the only functionally independent order 6 invariants since
UY 6 = 0, UXY 5 = 0, UX2Y 4 = 24, UX3Y 3 = 36, UX4Y 2 = 6.
From (5.5), we conclude that UX5Y and UX6 can be expressed in terms of UX5 and its invariant
derivatives. It follows from Theorem 2.7 that UX5 generates the algebra of differential invariants.
Introducing the ratios
S =
3uxxuxxxx − 5u2xxx
3u2xx
and L =
uxxx
uxx
.
we have that
UX5 =
Rx
36R4xx
(
30LRxRxxRxxx − 24LSR2xRxx − 5L2RxR2xx − 60SRxR2xx − 40LR3xx
+ 120R2xxRxxx − 45RxR2xxx + 36R2xRxxSx
)
.
Finally, the structure equations of the invariant coframe {ωx, ωy} are
dωx = ωy ∧ ωx, dωy = 1
3
ωy ∧ ωx.
5.1.3 Case P.1.1.2
When UX3Y ≡ 0, we have that
UY 5 ≡ UXY 4 ≡ UX3Y 2 ≡ UX4Y ≡ 0, UX2Y 3 ≡ 6,
and their recurrence relations further imply
UY 6 ≡ UXY 5 ≡ UX3Y 3 ≡ UX4Y 2 ≡ 0, UX2Y 4 ≡ 24, UX5Y ≡ 4UX5 .
16
Thus, the recurrence relation for the only remaining order 5 partially normalized invariant,
namely
UX5 =
T
3
√|a33uxx|3 ,
where T = 2LS − 3Sx, is
dUX5 = −3
2
UX5µ
uu mod (ωx, ωy).
Thus, we have the following cases to consider
Case P.1.1.2.1: UX5 6= 0
Case P.1.1.2.2: UX5 ≡ 0
5.1.4 Case P.1.1.2.1
In this case we normalize UX5 = 1. Then the recurrence relation for UX6 is
dUX6 = −3µyx mod (ωx, ωy),
and it is therefore also possible to set UX6 = 0. At this stage all invariants of order 6 or less are
constant and the only non-constant invariant of order 7 is
UX7 = −1
6
− 3
2/3L2
2T 2/3
− 3
5/3S
2T 2/3
− 7T
2
x
2 · 31/3T 8/3 +
32/3Txx
T 5/3
.
Since the only non-phantom invariant of order 8 is UX8 , it follows from the recurrence relation
for UX7 that UX7 generates the algebra of differential invariants. Finally, the structure equations
are
dωx = 0, dωy =
5
3
ωy ∧ ωx.
5.1.5 Case P.1.1.2.2
When UX5 ≡ 0, there are no further possible normalizations and the structure equations for the
coframe {ωx, ωy, µyx, µuu} are
dωx =
1
2
ωx ∧ ωy, dωy = µyx ∧ ωx, dµyx = 1
2
µyx ∧ωy + 1
2
µuu ∧ µyx, dµuu = µyx ∧ωx.
5.1.6 Case P.1.2
When UX2Y ≡ 0, we have UX2Y ≡ UXY 2 ≡ UY 3 ≡ 0, which in turn implies that
UXY 3 ≡ UX2Y 2 ≡ UX3Y ≡ UY 4 ≡ 0.
We also recall that UX3 was normalized to zero. Thus,
UX4 =
S
a33uxx
is the lowest order non-zero invariant left, and
dUX4 = −UX4µuu mod (ωx, ωy),
which leads us to consider the following cases
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Case P.1.2.1: UX4 6= 0
Case P.1.2.2: UX4 ≡ 0
5.1.7 Case P.1.2.1
In this case, we can normalize UX4 = 1. Then, all fifth and sixth order partially normalized
invariants are zero except for UX5 and UX6 . Since
dUX5 = −1
2
(10 + 3U2X5 − 2UX6)ωx,
the function UX5 is a genuine differential invariant not depending on the remaining group
parameter. By a similar argument, we see that for k ≥ 5, UXk are genuine differential invariants,
while UXkY ℓ ≡ 0 for ℓ > 0 and k + ℓ ≥ 4. It follows that
UX5 =
3T
S3/2
generates the algebra of differential invariants.
When UX5 = c is constant, it follows that UXk , k ≥ 5, are all constant and the symmetry
group of these surfaces has structure equations
dωx = 0, dωy = µyx ∧ ωx + µyy ∧ ωy,
dµyu = c ωx ∧ µyu + 1
3
ωx ∧ µyx + µyu ∧ µyy, dµyx = c
2
ωx ∧ µyx + µyu ∧ ωx + µyx ∧ µyy,
dµyy = 0.
5.1.8 Case P.1.2.2
If UX4 ≡ 0, then all fourth order partially lifted invariants are zero and there are no invariants.
These surfaces have a symmetry group with structure equations
dωx =
1
2
µuu ∧ ωx, dωy = µyx ∧ ωx + µyy ∧ ωy, dµuu = 0,
dµyu = µyu ∧ µyy + µuu ∧ µyu, dµyx = 1
2
µuu ∧ µyx + µyx ∧ µyy + µyu ∧ ωx, dµyy = 0.
Case P.2
If UX2 ≡ 0, then UXY ≡ 0. Since
0 = dUXY = −UY Y µyx mod (ωx ∧ ωy),
it follows that UY Y ≡ 0. Such surfaces have a 9-dimensional symmetry group with structure
equations
dωx = µxx ∧ ωx + µxy ∧ ωy, dωy = µyx ∧ ωx + µyy ∧ ωy, dµuu = 0,
dµxx = µyx ∧ µxy, dµxy = µxy ∧ µxx + µyy ∧ µxy,
dµxu = µxu ∧ µxx + µyu ∧ µxy + µuu ∧ µxu, dµyx = µxx ∧ µyx + µyx ∧ µyy,
dµyy = µxy ∧ µyx, dµyu = µxu ∧ µyx + µyu ∧ µyy + µuu ∧ µyu.
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6 Result Summary
In this section we summarize the results obtained in this paper by listing the normal forms
of surfaces, given as graphs of functions u(x, y), for the different branches of the equivalence
problem under the affine group. We also provide the dimension of the self-symmetry group
and recall the branches whose differential invariant algebra is generated by a single invariant.
Throughout, ǫ, ǫ˜ = ±1, with ǫ = 1 for elliptic points and ǫ = −1 for hyperbolic points.
Case EH.1: u(x, y) =
1
2
x2 + ǫ
1
2
y2 +
1
6
x3 + ǫ
1
2
x2y
+
∑
i,j≥0
ci(4+j)
1
i!(4 + j)!
xiy4+j +
∑
i+j≥4
j<4
Fij(c)
1
i!j!
xiyj,
where c is the infinite vector of coefficients ci(4+j), i, j ≥ 0 and Fij are certain universal,
determinable, functions thereof. These surfaces have self-symmetry groups of dimension
0,1 of 2, depending on the particularities of c. Also, the algebra of differential invariants
is generated by a single order 4 invariant.
Case EH.2.1: u(x, y) =
1
2
x2 + ǫ
1
2
y2 +
3ǫ
4!
x4 +
1
4
x2y2 +
3ǫ
4!
y4 +H.O.T.,
where H.O.T. are higher order terms. These surfaces have self-symmetry group of dimen-
sion 3, and there are no differential invariants.
Case H.2.2: u(x, y) =
1
2
x2 + ǫ
1
2
y2.
These surfaces have self-symmetry groups of dimension 4, and there are no differential
invariants.
Case H.3.1: u(x, y) =
1
2
x2 − 1
2
y2 +
1
6
x3 − 1
2
x2y − ǫ˜1
2
xy2 + ǫ˜
1
6
y3
+
∑
i,j≥0
c(2+i)(2+j)
1
(2 + i)!(2 + j)!
x2+iy2+j +
∑
i+j≥4
j<2 or i<2
Fij(c)
1
i!j!
xiyj,
where c is the infinite vector of c(2+i)(2+j), i, j ≥ 0, c22 6= 0, and Fij are certain universal,
determinable, functions thereof. These surfaces have self-symmetry groups of dimension
0,1 of 2, depending on the particularities of c. Furthermore, the algebra of differential
invariants is generated by a single fourth order invariant.
Case H.3.2: u(x, y) =
1
2
x2 − 1
2
y2 +
1
6
x3 − 1
2
x2y − ǫ˜1
2
xy2 + ǫ˜
1
6
y3.
The self-symmetry group has dimension 3, and there are no differential invariants.
Case P1.1.1: u(x, y) =
1
2
x2 +
1
2
x2y +
1
6
x3y +
1
2
x2y2
+
∑
i,j≥0
c(5+i)j
1
(5 + i)!j!
x5+iyj +
∑
i+j≥5
i<5
Fij(c)
1
i!j!
xiyj,
where c is the infinite vector of c(5+i)(j), i, j ≥ 0 and Fij are certain universal, deter-
minable, functions thereof. These surfaces have self-symmetry groups of dimension 0,1 of
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2, depending on the particularities of c. In this case, the algebra of differential invariants
is generated by a fifth order invariant.
Case P.1.1.2.1: u(x, y) =
1
2
x2 +
1
2
x2y +
1
2
x2y2 +
1
5!
x5 +
1
2
x2y3 +
1
2
x2y4 +
1
30
x5y +H.O.T.,
where H.O.T. are higher order terms. The self-symmetry group has dimension 2, and the
differential invariant algebra is generated by a seventh order differential invariant.
Case P.1.1.2.2: u(x, y) =
1
2
x2 +
1
2
x2y +
1
2
x2y2 +
1
5!
x5 +
1
2
x2y3 +
1
2
x2y4 +H.O.T.,
where H.O.T. are higher order terms. The self-symmetry group has dimension 4, and
there are no differential invariants.
Case P.1.2.1: u(x, y) =
1
2
x2 +
1
4!
x4 +
∑
i≥0
c(5+i)0
1
(5 + i)!
x5+i.
The self-symmetry group has dimension 3, 4 or 5 depending on the series of c(5+i)0, and
the invariant differential algebra is generated by an order 5 invariant.
Case P.1.2.2: u(x, y) =
1
2
x2.
The symmetry group has dimension 6, and there are no differential invariants.
Case P.2: u(x, y) = 0
has a 9-dimensional self-symmetry group, and there are no differential invariants.
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