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LAX EQUATIONS AND KNIZHNIK-ZAMOLODCHIKOV
CONNECTION
OLEG K. SHEINMAN
Abstract. Given a Lax system of equations with the spectral parameter on
a Riemann surface we construct a projective unitary representation of the Lie
algebra of Hamiltonian vector fields by Knizhnik-Zamolodchikov operators. This
provides a prequantization of the Lax system. The representation operators of
Poisson commuting Hamiltonians of the Lax system projectively commute. If
Hamiltonians depend only on action variables then the corresponding operators
commute
1. Introduction
In [7] I.Krichever proposed a new notion of Lax operator with a
spectral parameter on a Riemann surface. He has given a general
and transparent treatment of Hamiltonian theory of the correspond-
ing Lax equations. This work has called into being the notion of Lax
operator algebras [13] and consequent generalization of the Krichever’s
approach on Lax operators taking values in the classical Lie algebras
over C [20, 21]. The corresponding class of Lax integrable systems con-
tains Hitchin systems and their analog for pointed Riemann surfaces,
integrable gyroscopes and similar examples.
In the present paper we address the following problem: given a Lax
integrable system of the just mentioned type, to construct a unitary
projective representation of the corresponding Lie algebra of Hamil-
tonian vector fields. For the Lax equations in question, we propose
a way to represent Hamiltonian vector fields by covariant derivatives
with respect to the Knizhnik-Zamolodchikov connection. It is con-
ventional that Knizhnik-Zamolodchikov-Bernard operators provide a
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quantization of Calogero-Moser and Hitchin second order Hamiltoni-
ans [3, 5]. Unexpectedly, we observed such relation for all Hamilto-
nians, and, moreover, for all observables of the Hamiltonian system
given by the Lax equations in question.
Consider the phase space PD of the Lax system in the Krichever
formalism. Every element of PD is a meromorphic g-valued function
on a Riemann surface Σ satisfying certain constrains where g is a clas-
sical Lie algebra over C. Assign every L ∈ PD with its spectral curve
det(L(z) − λ) = 0 which is a finite branch covering of Σ. Thus we
have a family of Riemann surfaces over PD. Following the lines of [15]
(see also [18]) we construct an analog of the Knizhnik-Zamolodchikov
connection for this family. For this end, we construct a sheaf of admis-
sible representations of the Lax operator algebras canonically related
to the integrable system. For any tangent vector X to PD denote
by ρ(X) its image under the Kodaira-Spencer mapping. In general
ρ(X) ∈ H1(ΣL, TΣL) where ΣL is the spectral curve at the correspond-
ing point L ∈ PD and TΣL is its tangent sheaf. It is shown in [15]
that ρ(X) can be considered as a Krichever-Novikov vector field, and
the arising ambiguity is compensated by passing to a certain quotient
sheaf called a sheaf of coinvariants. Hence we may consider T (ρ(X))
where T is the Sugawara representation, and further on define the high
genus Knizhnik-Zamolodchikov connection
∇X = ∂X + T (ρ(X)).
By projective flatness of ∇ [15] we have
[∇X ,∇Y ] = ∇[X,Y ] + λ(X, Y ) · id,
i.e. X → ∇X is a projective representation of the Lie algebra of vector
fields on PD.
Now observe that PD is a symplectic manifold with respect to the
Krichever-Phong symplectic structure ω [7, 12]. For any f ∈ C∞(PD)
we can consider the corresponding Hamiltonian vector field Xf . The
correspondence f → ∇Xf is a representation of the Poisson algebra of
classical observables of the Lax integrable system. An easy corollary is
as follows. If {Ha} is a Poisson commuting family of Hamiltonians la-
belled by an index a then the corresponding Knizhnik-Zamolodchikov
operators projectively commute.
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The just introduced representation of the Lie algebra of Hamilton-
ian vector fields is unitary. This claim relies on two facts. First, by
Poincare´ theorem the symplectic form and its degrees are absolute in-
tegral invariants of Hamiltonian phase flows. Hence the measure on
PD defined by the volume form ωp/p! (where p = (dimPD)/2) is in-
variant with respect to the Hamiltonian flows. For this reason the ∂X
operator is skew-symmetric for any real Hamiltonian X in a certain
subspace in L2(PD, ωp/p!). Second, the Sugawara representation is
unitary as soon as the underlying representation of the current alge-
bra possesses this property. For the Virasoro and loop algebras it is
proved in [6], and for Krichever-Novikov vector field and commutative
current algebras in [11].
The subject of the paper certainly must be discussed in the context
of quantization of Lax integrable systems. Our work is very similar
to Hitchin [4]. Both are devoted to the problem of a correspondence
between an integrable system and a connection on a certain moduli
space, in a different set-up. In [4] N.J.Hitchin notes two problems of his
approach: taking into account the marked points on Riemann surfaces
and unitarity of the connection. He points out that the Knizhnik-
Zamolodchikov connection could be a solution of the first problem.
As it is shown below, it resolves also the second one.
A large number of works is devoted to quantum integrable systems.
Let us give here a brief outline of the construction due to B.Feigin
and E.Frenkel [1], A.Beilinson and V.Drinfeld [2]. Denote by U(g)κ
the universal enveloping algebra of g on the level κ. There is the
only case when U(g)κ has an infinite-dimensional center, namely if κ
is equal to the dual Coxeter number for g. By means of the double-
coset construction one can obtain an action of the finite-dimensional
quotient space of the center by differential operators in the smooth
sections of some vector bundle on the moduli space of holomorphic
vector bundles on a Riemann surface. Indeed, M = Gleft \ G/G+
whereM is the moduli space of holomorphic vector bundles, G is the
loop group corresponding to g, G+ is its subgroup corresponding to
g+ and Gleft is a certain subgroup of G−. The center of U(g)κ acts
on G by casimirs. This action pushes down to M. Not every vector
bundle on M admits a nontrivial space of differential operators. It
exists in a more-less unique case of
√K — the bundle of half-forms
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on M (where K is the canonical bundle on M). This construction
results in the quantum Hitchin system in a sense that the symbols of
the obtained operators are equal to the corresponding classical Hitchin
Hamiltonians.
Observe that the authors do not quantize the full algebra of observ-
ables but only its commutative subalgebra (see [2, 2.2.5] for example).
Especially detailed information is obtained on quantum Calogero-
Moser systems due to the works of A.P.Veselov, A.N.Sergeev, G.Felder,
M.V.Feigin.
The idea of quantization of Hitchin systems by means Knizhnik-
Zamolodchikov connection was also addressed, or at least mentioned,
many times in the theoretical physics literature (D.Ivanov [5], G.Felder
and Ch.Wieczerkowski [3], M.A.Olshanetsky and A.M.Levin) but only
the second order Hamiltonians have been involved.
To conclude with, let us note that the results of the present pa-
per provide a prequantization of the Lax integrable systems with the
spectral parameter on a Riemann surface. We prequantize the whole
algebra of observables rather than any commutative subalgebra of it.
The paper is organized as follows. In Section 2 we give a description
of Lax integrable systems with the spectral parameter on a Riemann
surface. This section is a survey of the results of [7, 13, 20, 21]. We in-
troduce the phase parameters and explain their relation to the Tjurin
parametrization of holomorphic vector bundles on Riemann surfaces.
Then we define the notion of a Lax operator with the spectral param-
eter on a Riemann surface, and values in a classical complex Lie alge-
bra. We introduce the corresponding Lax equations, construct their
hierarchy of commuting flows and present their Hamiltonian theory
including the Krichever-Phong symplectic structure.
In Section 3, we introduce a conformal field theory related to an
integrable system of the above described type. By conformal field
theory we mean a family of Riemann surfaces, a finite rank bundle
(of coinvariants) on this family, and a flat connection (the Knizhnik-
Zamolodchikov connection) on this bundle.
As a family of Riemann surfaces we take the family of spectral curves
corresponding to the Lax integrable system in question. We recall from
[15, 18] the above mentioned version of the Kodaira-Spencer mapping.
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Further on we introduce a certain commutative current Krichever-
Novikov algebra which is required by the Sugawara construction. For
a Lax operator algebra this commutative algebra plays a role similar
to Cartan subalgebra in the Kac-Moody and Cartan-Weil theories. At
last, we recall from [22] the construction of the fermionic representa-
tion of Krichever-Novikov current algebras and carry out the Sugawara
construction.
In Section 4 we we formulate and prove main results of the paper.
We construct the Knizhnik-Zamolodchikov connection on the family
of spectral curves and prove that the Knizhnik-Zamolodchikov oper-
ators give a projective unitary representation of the Lie algebra of
Hamiltonian vector fields. As a corollary we obtain that the operators
corresponding to the family of commuting Hamiltonians commute up
to scalar operators.
The author is grateful to I.M.Krichever and to M.Schlichenmaier
for many fruitful discussions. The majority of authors results the
present work relies on are obtained in collaboration with them. I am
also grateful to D.Talalaev. Our discussions were helpful in order to
realize a role of the spectral curve in quantization. I am thankful to
A.P.Veselov and M.A.Olshanetsky for useful discussions.
2. Phase space and Hamiltonians of a Lax integrable
system
In the present section following the lines of [7, 21] we consider a
certain class of integrable systems given by g-valued (in particular
matrix-valued) Lax operators of zero order with a spectral parameter
on a Riemann surface. The examples include Calogero-Moser systems,
Hitchin systems and their generalizations, gyroscopes etc.
2.1. Geometric data. Every integrable system in question is given
by the following geomerical data: a Riemann surface Σ with a given
complex structure, a classical Lie algebra g over C, fixed points P1, . . . ,
PN ∈ Σ (N ∈ Z+), a positive divisorD =
N∑
i=1
miPi, points γ1, . . . , γK ∈
Σ (K ∈ Z+), vectors α1, . . . , αK ∈ Cn associated with γ’s and given
up to the right action of a classical group G corresponding to g. The
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last two items (γ’s and α’s) are joined under the name Tyurin data,
because of the following
Theorem 2.1 (A.N.Tyurin). Let g = genus Σ, n ∈ Z+. Then there
is a 1-to-1 correspondence between the following data:
1) points γ1, . . . , γng of Σ ;
2) α1, . . . , αng ∈ CP n−1
and the equivalence classes of the equipped semi-stable holomorphic
rank n vector bundles on Σ
where equipment means fixing n holomorphic sections linear indepen-
dent except at ng points.
2.2. Lax operators on Riemann surfaces. Let {α} = {α1, . . . , αK},
{γ} = {γ1, . . . , γK}, {κ} = {κi ∈ C|i = 1, . . . , K}. Below, we
will avoid the indices using α instead αi etc. Consider a set {β} =
{β1, . . . , βK} dual to {α} with respect to the symplectic structure to
appear below.
Consider a function L(P, {α}, {β}, {γ}, {κ}) (P ∈ Σ) obeying cer-
tain requirements which will follow immediately. In the local coordi-
nate z on Σ we refer to this function as to L(z) omitting the indication
to other arguments. We require that L is meromorphic as a function of
P , has arbitrary poles at Pi’s, simple or double poles at γ’s (depending
on g), is holomorphic elsewhere, and at every γ is of the form
L(z) =
L−2
(z − zγ)2 +
L−1
(z − zγ) + L0 + L1(z − zγ) + O((z − zγ)
2)
where z is a local coordinate at γ, zγ = z(γ) and the following relations
hold:
(2.1) L−2 = νααtσ, L−1 = (αβt + εβαt)σ, βtσα = 0, L0α = κα
where α, β ∈ Cn (α is associated with γ, β is arbitrary), ν ∈ C, σ is a
n× n matrix. L is called a Lax operator with a spectral parameter on
the Riemann surface Σ. The ν, ε, σ in (2.1) depend on g as follows:
(2.2)
ν ≡ 0, ε = 0, σ = id for g = gl(n), sl(n),
ν ≡ 0, ε = −1, σ = id for g = so(n),
ε = 1 for g = sp(2n),
and σ is a matrix of the symplectic form for g = sp(2n).
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In addition we assume that
(2.3) αtα = 0 for g = so(n)
and
(2.4) αtσL1α = 0 for g = sp(2n).
2.3. Lax operator algebras.
Theorem 2.2 (Lie algebra structure, [13]). For fixed Tyurin data the
space of Lax operators is closed with respect to the point-wise commu-
tator [L, L′](P ) = [L(P ), L′(P )] (P ∈ Σ) (in the case g = gl(n) also
with respect to the point-wise multiplication).
It is called Lax operator algebra and denoted by g.
Theorem 2.3 (almost graded structure, [13]). There exist such finite-
dimensional subspaces gm ⊂ g that
(1) g =
∞⊕
m=−∞
gm; (2) dim gm = dim g; (3) [gk, gl] ⊆
k+l+g⊕
m=k+l
gm.
Theorem 2.4. If g is simple then g has only one almost graded central
extension, up to equivalence [16]. It is given by a cocycle γ(L, L′) =
− resP∞ tr(LdL′ − [L, L′]θ) where θ is a certain 1-form [13].
2.4. M-operators. M = M(z, {α}, {β}, {γ}, {κ}) is defined by the
same constrains as L, excluding βtσα = 0 and L0α = κα, namely
M =
M−2
(z − zγ)2 +
M−1
z − zγ +M0 +M1(z − zγ) + O((z − zγ)
2)
where
(2.5) M−2 = λααtσ, M−1 = (αµt + εµαt)σ
M also takes values in g, λ ∈ C, µ ∈ Cn.
2.5. Lax equations. For variative Tyurin data, the collection of equa-
tions on {α}, {β}, {γ}, {κ} and main parts of L at {Pi|i = 1, . . . , N}
equivalent to the relation
(2.6) L˙ = [L,M ]
is called a Lax equation.
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Motion equations of Tyurin data assigned to a point γ:
z˙γ = −µtσα, α˙ = −M0α + ka.
Besides, there are motion equations of main parts of the function L
at Pi’s.
Let D =
∑
miPi (i = 1, . . . , N,∞) be a divisor such that suppD ∩
{γ} = ∅, LD := {L|(L) + D ≥ 0 outside γ’s}. Stress again that the
elements of LD have a two-fold interpretation: as Lax operators and
as sets of Tyurin data and main parts of L-operators.
Under a certain (effective) condition [13, 16] the Lax equation defines
a flow on LD.
2.6. Examples. 1) g = 0, α = 0 (i.e. Σ = CP 1, the bundle is trivial),
P1 = 0, P2 = ∞. Then g = g ⊗ C[z, z−1] is a loop algebra, (2.6) is a
conventional Lax equation with rational spectral parameter:
Lt = [L,M ], L,M ∈ g⊗ C[λ−1, λ), λ ∈ D1.
The Lax equations of this type are considered by I.Gelfand, L.Dikii,
I.Dorfman, A.Reyman, M.Semenov-Tian-Shanskii, V.Drinfeld, V.Soko-
lov, V.Kac, P. van Moerbeke. Many known integrable cases of motion
and hydrodynamics of a solid body belong to this class.
2) Elliptic curves: Calogero-Moser systems [21].
3) Arbitrary genus: Hitchin systems
2.7. Hierarchy of commuting flows.
Theorem 2.5 ([7, 20, 21]). Given a generic L and effective divisor
D =
∑
miPi (i = 1, . . . , N,∞, there is a family of M-operators Ma =
Ma(L) (a = (Pi, n,m), n > 0, m > −mi) uniquely defined up to
normalization, such that outside the γ-points Ma has pole at the point
Pi only, and in the neighborhood of Pi
Ma(wi) = w
−m
i L
n(wi) + O(1),
The equations
(2.7) ∂aL = [L,Ma], ∂a = ∂/∂ta
define a family of commuting flows on an open set of LD.
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2.8. Krichever-Phong symplectic structure. We define an exter-
nal 2-form on LD. For L ∈ LD let Ψ be a matrix-valued function
formed by the eigenvectors of L: ΨL = KΨ (K — diagonal).
Ω := tr(δΨ ∧ δL ·Ψ−1 − δK ∧ δΨ ·Ψ−1) = 2δtr(δΨ ·Ψ−1K)
where δΨ is the differential of Ψ in α, β, . . ..
Let dz be a holomorphic 1-form on Σ and
ω := −1
2
(∑
resγs Ωdz +
∑
resPi Ωdz
)
.
Theorem 2.6 ([7, 21]). ω is a symplectic form on a certain closed
invariant submanifold PD ⊂ LD.
2.9. Hamiltonians.
Theorem 2.7 ([7, 21]). The equations of the above commutative fam-
ily are Hamiltonian with respect to the Krichever-Phong symplectic
structure on PD, with the Hamiltonians given by
Ha = − 1
n+ 1
resPi tr(w
−m
i L
n+1)dwi
Example. Let g = gl(n), D be a divisor of a holomorphic 1-form.
Then LD ≃ T ∗(M0) where M0 is an open subset of the moduli space
of holomorphic vector bundles on Σ, Ha are Hitchin Hamiltonians.
3. Conformal field theory related to a Lax integrable
system
By conformal field theory we mean a family of Riemann surfaces,
a finite rank bundle (of conformal blocks) on this family, and a flat
connection (Knizhnik-Zamolodchikov connection) on this bundle.
We consider the universal bundle of spectral curves over the phase
space PD of the integrable system as a family of Riemann surfaces.
For this family we introduce the Kodaira-Spencer mapping sending
tangent vectors on the base (PD in our case) to the vector fields on
the corresponding Riemann surfaces of the family. We use the Sug-
awara construction to obtain the analog of Knizhnik-Zamolodchikov
connection on this family. The Knizhnik-Zamolodchikov operators
give a projective representation of the Lie algebra of Hamiltonian vec-
tor fields. We prove that operators corresponding to the family of
commuting Hamiltonians commute up to scalar operators.
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In this section we realize the first part of the programme. The sec-
ond part starting from construction of the Knizhnikov-Zamolodchikov
connection is delayed to the next section.
3.1. Spectral curves. For every L ∈ PD (i.e. all arguments of L are
fixed except for z) let ΣL be a curve given by the equation det(L(z)−
λ) = 0. ΣL is called a spectral curve of L. It is a n-fold branch covering
of Σ.
Thus a family of curves parameterized by points of PD is obtained.
We apply a conformal field theory technique (see [14, 15, 17, 18] and
references there) to construct a bundle of conformal blocks with a
projective flat connection on PD. We will represent a hamiltonian
vector field on PD by the operator of covariant derivative along that.
3.2. Krichever-Novikov vector fields. Consider an arbitrary Rie-
mann surface with marked points and the Lie algebra of meromorphic
vector fields on it holomorphic outside the marked points. It is called
Krichever-Novikov vector field algebra and denoted by V . Below we
consider Krichever-Novikov vector field algebra on ΣL with the preim-
ages of P1, . . . , PN as marked points. With every Pi and an arbitrary
n ∈ N we associate an element ei,n such that the collection of those
form a base in V as of a vector space, and
[en,p, em,r] = δ
r
p (m− n) en+m,p +
n+m+l∑
h=n+m+1
N∑
s=1
γ
(h,s)
(n,p),(m,r)eh,s
with some γ
(h,s)
(n,p),(m,r) ∈ C, l ∈ N (we refer to [14, 15, 17, 18] for details).
Hence the subspaces Vn =
N⊕
i=1
Cei,n give an almost graded structure on
V in the same sense as in the Theorem 2.3.
3.3. Kodaira-Spencer cocycle. Denote the spectral curve over L
by ΣL and the Lie algebra of Krichever-Novikov vector fields on ΣL by
VL. Our next goal is to define a map ρ : TLPD → VL. Fix a certain
point, say P∞ ∈ ΣL. We may think of P∞ as of analitically depending
on L. Choose a local family of transition functions dL giving the
complex structure on ΣL and analitically depending on L. Let us take
X ∈ TLPD and a curve LX(t) in PD with the initial point L and the
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tangent vector X at L. By definition
(3.1) ρ(X) = d−1L · ∂XdL.
We consider ρ(X) as a local vector field on the Riemann surface ΣL.
It can be explained in two ways. First, every transition function dL
can be considered as a local analitic diffeomorphism with annulus do-
main of definition. Such diffeomorphisms form a group provided two
diffeomorphisms coinsiding in a domain are identified. Hence ρ(X) is
a tangent vector at the unit of the group, i.e. a local vector field, in a
standard way. The relation (3.1) is an invariant definition of that vec-
tor field. Now let us give a definition using local coordinates. Let τ be
a set of local coordinates on LD. A family of local diffeomorphisms dτ
can be considered as an analitic function d(z, τ) where z is a local co-
ordinate in the neighborhood of P∞ on ΣL. For X =
∑
iXi
∂
∂τi
∈ TτPD
(3.2) (∂Xdτ )(z) =
∑
i
Xi
∂d(z, τ)
∂τi
is a local function. It gives a tangent vector to the group of local
diffeomorphisms at the point dτ . Now set
(3.3) ρz(X) = d
−1
τ (∂Xdτ (z)) and ρ(X) = ρz(X)
∂
∂z
where ρz(X) is a local function, and ρ(X) is a local vector field ex-
pressed in the coordinate z.
Summarizing the results of [18, Sect. 5.1] we obtain
Proposition 3.1. There exist e ∈ V such that locally (in the neigh-
borhood of P∞) ρ(X) = e. The vector field e is defined up to adding
elements of V (1) ⊕ V reg where V (1) is the direct sum of homogeneous
subspaces of degree ≥ 0 in V, and V reg ⊂ V is the subspace of vector
fields having zero at P∞. Both V (1) and V reg are Lie subalgebras.
Below, we always regard to ρ(X) as to an element of V reg\V/V (1).
A local vector field in the annulus centered at P∞ gives a class of
Chech 1-cohomologies of the Riemann surface Σ with coefficients in
the tangent sheaf. The cohomology class represented by the vector
field ρ(X) is called the Kodaira-Spencer class of X. It is responsible
for the deformation of moduli of the pointed surface along X. In this
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form the Kodaira-Spencer class was used for example in [24, Lemma
1.3.8], and also in [18].
3.4. From Lax operator algebra to commutative Krichever-
Novikov algebra. In this section, we canonically associate a com-
mutative Krichever-Novikov algebra to a generic element L ∈ g. We
need that for the Sugawara construction below. Indeed, the Sugawara
construction [6, 10, 15] requires that the current algebra splitted to the
tensor product of a functional algebra and a finite dimensional Lie al-
gebra. Krichever-Novikov algebras are of this type, and Lax operator
algebras are not.
Let Ψ be the matrix formed by the canonically normalized left eigen-
vectors of L. In the case g = gl(n) we consider a vector ψ to be cani-
cally normalized if
∑
ψi = 1 [7, 21]. In the other cases we require that
Ψ ∈ G point-wise, i.e. Ψt = −εσΨ−1σ−1 where G = SO(n), Sp(2n)
depending on g, and ε satisfies to σt = −εσ, i.e. ε = −1 if σ is sym-
metric (the case g = so(n)), ε = 1 if σ is skew-symmetric (the case
g = sp(2n)). As usual, ε = 0 for g = gl(n). Ψ is defined modulo nor-
malization and permutations of its rows (such normalization descends
to the left multiplication Ψ by a diagonal matrix). We also consider
the diagonal matrix K defined by
(3.4) ΨL = KΨ,
i.e. formed by the eigenvalues of L. Similar to [7, 21]
(3.5)
Ψ(z) =
εβ˜αtσ
z − zγ +Ψ0 +Ψ1(z − zγ) + . . . ,
Ψ−1(z) =
αβ˜tσ
z − zγ + Ψ˜0 + Ψ˜1(z − zγ) + . . .
in the neighborhood of a γ. The residue of Ψ which is absent in [7, 21]
appears here for g = so(n) and g = sp(2n) due to the requirement
Ψt = −σΨ−1σ−1. As it is shown in [21] the following relations hold
which are essentially equivalent to holomorphy of ΨL and the relation
ΨΨ−1 = id:
(3.6) Ψ0α = 0, εα
tσΨ˜0 = 0.
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Observe that if ε = 0 (i.e. g = gl(n)) then ν = λ = 0. Hence
ναtσΨ˜0 = λα
tσΨ˜0 = 0 as well. For the same reason εα
tσα = ναtσα =
λαtσα = 0. The following Lemma is important only as a motivation
for the next Lemma 3.3, no proof below relies on it.
Lemma 3.2 ([21], Lemma 7.2). The matrix-valued function K is holo-
morphic at all γ-points provided (3.5),(3.6) hold there.
Hence K is a meromorphic diagonal matrix-valued function on Σ
holomorphic outside Pi’s. If we denote the algebra of scalar-valued
functions possessing this property by A then K ∈ h ⊗ A where h ⊂
g is a diagonal (Cartan) subalgebra. A is called Krichever-Novikov
function algebra on Σ, and h⊗A the corresponding Krichever-Novikov
current algebra. We obtain only commutative current algebras here.
Let be h = h⊗A.
In what follows we need a slightly different set-up. We consider the
algebra AL similar to A but defined on ΣL, and having pre-images
of the points Pi as the collection of poles. Let us take an arbitrary
element of AL and push it down to Σ as a diagonal matrix h. Every
sheet is assigned with a certain row of h. At the branching points
we may obtain a coincidence of eigenvalues of h. The order of diago-
nal elements of the matrix h will depend on the order of the sheets.
This ambiguity is the same as for Ψ. The permutation of rows cor-
responding to an element w of the Weil group descends to Ψ → wΨ
(which is easy verified for w to be a transposition), and h transforms
as h → whw−1. Thus L = Ψ−1hΨ → L. Thus the mapping AL → h
is just the direct image of functions from AL.
3.5. The representation of h. We need a representation of h in or-
der to construct the bundle of conformal blocks and Knizhnik-Zamolod-
chikov connection in the next section. Recall that g stays for the Lax
operator algebra in question.
Lemma 3.3. For any h ∈ h we have Ψ−1hΨ ∈ g.
Proof. Let us take h in the form
h = h0 + h1z + . . .
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in a neighborhood of a γ where we set zγ = 0 for simplicity. By (3.5)
we obtain
(3.7)
L = Ψ−1hΨ =
εαβ˜tσh0β˜α
t
z2
+
αβ˜tσh0Ψ0 + εΨ˜0h0β˜α
tσ
z
+ (αβ˜tσh0Ψ1 + αβ˜
tσh1Ψ0 + εαβ˜
tσh2β˜
tαtσ + Ψ˜0h0Ψ0
+ εΨ˜0h1β˜
tαtσ + εΨ˜1h0β˜
tαtσ)
+ . . . .
If g = so(n) then σt = σ. We have (σh0)
t = ht0σ
t = −σh0σ−1 · σ =
−σh0, i.e. σh0 is skew-symmetric. Hence β˜t(σh0)β˜ = 0 and the term
with z−2 in (3.7) vanishes. Observe that for g = sp(2n) it does not
vanish because σh0 is symmetric.
Let us consider the term with z−1. We must represent the nominator
in the form (αβ̂t+εβ̂αt)σ, i.e. prove that αβ˜tσh0Ψ0σ
−1 = (Ψ˜0h0β˜αt)t.
By ht0 = −σh0σ−1 it would be sufficient that Ψ˜t0 = −σΨ0σ−1. The
latter follows from the requirement (Ψ−1)t = −σΨσ−1, i.e. Ψ ∈ G
where G is a classical group corresponding to g, and which is included
into the definition of Ψ above.
Next, let us check the eigenvalue condition on L0. To this end, let
us operate on α by the six-term expression in bracket in (3.7). Three
summands containing the combination εαtσ will vanish by εαtσα = 0.
Two more summands having Ψ0 on the right hand side will vanish by
Ψ0α = 0. The remaining summand will give α(β˜
tσh0Ψ1α). Observe
that the expression in brackets is a scalar.
To complete the proof of the theorem we must check that Ψ−1hΨ
is holomorphic except at Pi’s and γs’s. Ψ possesses certain singular
points due to the normalization (
∑
ψi = 1 where ψ is a row of Ψ). Let
us prove that Ψ−1hΨ is holomorphic at those points for any h ∈ h. By
(3.4) Ψ is defined up to left multiplication by a diagonal matrix d (cor-
responding to normalization of the rows of Ψ). But since h and d are
both diagonal, (dΨ)−1hdΨ = Ψ−1hΨ, hence Ψ−1hΨ does not depend
on the normalization and can be defined without any normalization.
But then Ψ has no singularities which are due to normalization. 
By Lemma 3.3 any representation of g induces the corresponding
representation of h. Since Ψ is meromorphic at Pi’s, the just con-
structed mapping h → g preserves degree. Hence an almost graded
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g-module induces the almost-graded h-module. Let us remind that
Ψ is defined up to left multiplication by a diagonal matrix. For this
reason h needs to be diagonal, otherwise the mapping h → g is not
well-defined.
Consider the following natural representation of g. Let F be the
space of meromorphic vector-valued functions ψ holomorphic except
at P1, . . . , PN and γ’s, such that
ψ(z) = ν
α
z
+ ψ0 + . . .
at any point γ. F is an almost graded g-module with respect to the
Krichever-Novikov base introduced in [22]. Consider the semi-infinite
degree of this module which is also constructed in [22]. Denote it by
F∞/2. The induced h-module is what we will consider below. This
is an admissible module in the sense that every its element annihi-
lates having been multiply operated by an element of h of a positive
degree. Moreover, it is generated by a vacuum vector. By the above
constructed mappingAL → h we also consider F∞/2 as anAL-module.
3.6. Sugawara representation. In this paper we need a ”commuta-
tive” version of Sugawara construction developed in [11] to be applied
to h. See [15, 18, 17] for more details.
Consider an admissible h-module V . We are mainly interested in
the case V = F∞/2 here.
For any admissible representation of an affine Krichever-Novikov al-
gebra (say h) there exist a projective representation T of the Krichever-
Novikov vector field algebra canonically defined by the relation
[T (e), h(A)] = −c · h(eA)
where h ∈ h˜, A ∈ AL, e ∈ VL, h(A) denotes the representation oper-
ator of h ⊗ A ∈ h˜, eA denotes the natural action of a vector field on
a function, c is a level of the h-module (in the non-commutative case
we would have c+ κ instead c where κ is the dual Coxeter number).
The representation T has the following effective definition. Let
{Aj}, {ωk}, {em} be the Krichever-Novikov bases in AL, the space of
Krichever-Novikov 1-formes and Kricher-Novikov vector fields on ΣL
(the first two are dual), {hi} and {hi} is a pair of dual bases in h and
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h∗. Then T (em) =
∑
i,j,k c
jk
m :hi(Aj)h
i(Ak): where c
jk
m = resP∞ ω
jωkem,
:: is a normal ordering.
Remark. There would be two problems if we wanted to repeat the
Sugawara construction for Lax operator algebras. The first is re-
lated to generalization of the relation [T (e), u(L)] = u(e.L). The right
hand side must contain a connection ∇ = d + ω and have the form
[T (e), u(L)] = u(∇eL) but it is not evident how ∇ enters the left hand
side. Another problem is related to the definition of cjkm , namely how
make the corresponding 1-form ωjωkem to be regular at the γ-points.
Another face of the problem is that we need a current algebra to be
splitted to tensor product of a finite-dimensional and a function alge-
bra to carry out the Sugawara construction.
By introducing h and AL we manage with the known version of
Sugawara construction for Krichever-Novikov algebras, and even for
commutative Krichever-Novikov algebras.
The role of L is to define an admissible representation of h, AL.
Observe that the Lax operator L is fixed as a function on LD and of
the spectral parameter, hence Ψ is uniquely defined up to the above
discussed equivalence, and the representation is well-defined.
4. Representation of the algebra of Hamiltonian vector
fields
In this section we construct the Knizhnik-Zamolodchikov connection
on the family of spectral curves. The Knizhnik-Zamolodchikov opera-
tors give a projective representation of the Lie algebra of Hamiltonian
vector fields. We prove that operators corresponding to the family of
commuting Hamiltonians commute up to scalar operators. We prove
unitarity of that representation.
4.1. Conformal blocks and Knizhnik-Zamolodchikov connec-
tion. Let us consider the sheaf of AL-modules F∞/2 on PD. Let
hreg ⊂ h be a subalgebra consisting of the functions regular at P∞.
The sheaf of quotients F∞/2/hreg on PD is called the sheaf of covari-
ants (over a different base it was defined in [15] in this way).
Let X be a vector field on PD. By definition
(4.1) ∇X = ∂X + T (ρ(X))
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where ρ is the Kodaira-Spencer mapping, T is the Sugawara represen-
tation in F∞/2/hreg.
Theorem 4.1 ([15, 18]). ∇ is a projective flat connection on the sheaf
of coinvariants:
[∇X ,∇Y ] = ∇[X,Y ] + λ(X, Y ) · id
where λ is a certain cocycle, id is the identity operator.
In [15], Theorem 4.1 has been formulated and proven in the Con-
formal Field Theory setup, i.e.for a certain moduli space of Riemann
surfaces with marked points and fixed jets of local coordinates at those
points. We assert that the situation here is quite similar and the proof
is the same. In analogy with CFT we refer to the projective flat con-
nection defined by Theorem 4.1 as Knizhnik-Zamolodchikov connec-
tion.
The horizontal sections of the sheaf of covariants are called conformal
blocks.
4.2. Representation of Hamiltonian vector fields and commut-
ing Hamiltonians. By Theorem 4.1 X → ∇X is a projective rep-
resentation of the Lie algebra of vector fields on PD in the space of
sections of the sheaf of covariants. Denote this representation by ∇.
The restriction of ∇ to the subalgebra of Hamiltonian vector fields
gives the projective representation of that.
Theorem 4.2. If X, Y are Hamiltonian vector fields such that their
Hamiltonians Poisson commute then [∇X ,∇Y ] = λ(X, Y ) · id. If the
Hamiltonians depend only on action variables, then [∇X ,∇Y ] = 0.
Proof. The projective commutativity immediately follows from Theo-
rem 4.1 since [X, Y ] = 0.
For a Lax equation the spectral curve is an integral of motion. This
means that the complex structure, hence the transition functions, are
invariant along the phase trajectories. Hence ρ(X) = 0 and ∇X = ∂X .
This implies the commutativity of Hamiltonians depending only on
the action variables. 
4.3. Unitarity. The goal of the section is to specify a subspace of the
representation space and introduce a scalar product there such that
the above representation ∇ becomes unitary.
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Recall that in general only real vector field Lie algebras admit uni-
tary representations in the classical sense, i.e. such that the represen-
tation operators are skew-Hermitian. For complexifications, a conve-
nient way to define unitarity is as follows [6]. Let G be a Lie algebra
and T its representation in the space V . Consider an antilinear anti-
involution † on G (X → X†, X ∈ G). An Hermitian scalar product
in V is called contravariant if T (X)† = T (X†) where the † on the left
hand side means the Hermitian conjugation. A pair consisting of T
and a contravariant scalar product is called a unitary representation
of G. The restriction of T to the Lie subalgebra of the elements such
that X† = −X is unitary in the classical sense.
To construct a contravariant Hermitian scalar product in the space
of the representation ∇ we first introduce a point-wise scalar product
in the sheaf of covariants, and then integrate it over the phase space
PD by an invariant volume form.
Over every point in PD we introduce an Hermitian scalar product
in F∞/2 declaring semi-infinite monomials with basis entries to be
orthonormal ([6, p.39], [11]). Below (Theorem 4.3) we prove that it
gives a well-defined point-wise scalar product on coinvariants.
By Poincare´ theorem the symplectic form and its degrees are ab-
solute integral invariants of Hamiltonian phase flows. Hence ωp/p!
defines an invariant measure with respect to Hamiltonian phase flows.
Let L2(C, ωp/p!) be the space of quadratically integrable sections of
the sheaf C with respect to that measure where the square over a point
is given by the above point-wise scalar product.
Theorem 4.3. The representation ∇ : X → ∇X of the Lie algebra of
Hamiltonian vector fields on PD in the subspace of smooth sections in
L2(C, ωp/p!) is unitary.
Proof. First let us prove that the point-wise scalar product on F∞/2 is
well-defined on coinvariants. The different quasihomogeneous almost-
graded components of the module F∞/2 are orthogonal. The point-
wise coinvariants are defined as V/gregV . The degrees of monomials
occuring in the subspace gregV (including summands in linear combi-
nations) are obviously less then those of monomials which form coin-
variants. Hence these spaces of monomials are orthogonal and the
induced scalar product on the quotient does not depend on the choice
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of representatives in the equivalence classes, and we get a well-defined
point-wise scalar product on coinvariants.
Next let us construct a certain antilinear antiinvolution on the tan-
gent vector fields on PD. We will push it down from V by the inverse
to the Kodaira-Spencer mapping making use of the double coset de-
scription of the tangent space to moduli space of curves (TLM =
V (1)− \V/V (1)+ ). The Lie subalgebras V (1)± will be defined in the end of
the paragraph. Recall from [6, p.39] that the convenient antiinvolution
in V is induced by its embedding into the Lie algebra a∞ of infinite
matrices with finite number of diagonals. Following [6] we denote
this embedding by r. The antilinear antiinvolution in a∞ amounts in
r(ei) → −r(ei)t for the elements of the Krichever-Novikov base, with
the consequent antilinear continuation to the complexification. We go
on denoting this antiinvolution by †. For example in the case of two
marked points {P1, P∞} = {P+, P−} the † sends the subspace V (p)+ of
vector fields regular at P+ and vanishing there with the order at least
p to the similar subspace V (p)− at P− (for an arbitrary p ∈ Z). Hence
V (p)+ ⊕ V (p)− is invariant under the antiinvolution. By Proposition 3.1
V (1)+ ⊕V (1)− = ker ρ−1 in this case. Hence † is well defined on the tangent
space to PD at the corresponding point.
For a local vector field X on PD by ∂X we mean the correspond-
ing derivative of local (for example finitary) smooth sections of the
sheaf C. For a Hamiltonian X the ∂X is skew-Hermitian by X-
invariance of the measure, hence ∂†X = −∂X . Further on, for a real
Hamiltonian vector fieldX (i.e. X† = −X) we have −∂X = ∂X†, hence
∂†X = ∂X†. By complex antilinearity we obtain the same relation for
all Hamiltonian vector fields.
Let 〈·|·〉 be the above introduced point-wise scalar product, and
(·|·) = 1p!
∫
PD〈·|·〉ωp. By [11] 〈·|·〉 is a contravariant form with respect
to the Sugawara representation (in the abelian case). This implies that
the (·|·) possesses the same property, hence T (ρ(X))† = T (ρ(X)†). By
definition ρ(X)† = ρ(X†). Hence T (ρ(X))† = T (ρ(X†)).
By the last two paragraphs we have for a Hamiltonian vector field X
∂†X = ∂X† and T (ρ(X))
† = T (ρ(X†)).
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Hence
(∂X + T (ρ(X)))
† = ∂X† + T (ρ(X
†))),
i.e.
(∇X)† = ∇X†.

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