Soybean and sunflower are summer annuals that can be grown as an alternative to corn and may be particularly useful in organic production systems for forage in addition to their traditional use as protein and/or oil yielding crops. Rapid and low cost methods of analyzing plant forage quality would be helpful for nutrition management of livestock. We developed and validated calibration models using Near-infrared Reflectance Spectroscopic (NIRS) analysis for 27 different forage quality parameters of organically grown sunflower and soybean leaves or reproductive parts. Crops were managed under conventional tillage or no-till with a cover crop of wheat before soybean and ryecrimson clover before sunflower. From a population of 120 samples from both crops, covering multiple sampling dates within the treatments, calibration models were developed utilizing spectral information covering both visible and NIR region of 61 -85 randomly chosen samples using modified partial least-squares (MPLS) regression with internal cross validation. Within MPLS protocol, we compared nine different math treatments on the quality of the calibration models. The math treatment "2,4,4,1" yielded the best quality models for all but starch and simple sugars (r 2 = 0.699 -0.999; where the 1st digit is the number of the derivative with 0 for raw spectra, 1 for first derivative, and 2 for second derivative, the 2nd digit is the gap over which the derivative is calculated, the 3rd digit is the number of data points in a running average or smoothing, and the 4th digit is the second smoothing). Prediction of 
mand for sunflower byproducts, i.e., oil for human consumption or feedstock for biodiesel and sole or blended feed, presents an opportunity for growers interested in diversifying and/or complementing an existing cropping system [9] .
Global demand for livestock products has increased over the past 20 years as diets in many countries have increased the consumption of meat. During this period there has also been an even greater increase in demand for organic meat in the USA due to increasing awareness of benefits of organic products by consumers. Meeting this consumer demand for organic meat has placed a premium on quality sources of organic grain and forage for livestock feed.
Rapid and low cost methods of accurately determining forage quality would be advantageous for producers in determining the value of the forage (nutritional and commercial). A non-destructive spectroscopic sensing technique such as near infrared spectroscopy (NIRS) has been shown to be a suitable analytical technique for this purpose as compared to traditional laboratory analysis using wet chemistry which is expensive and time consuming [13] . Limited data is available for NIRS analysis of sunflower and soybean crops grown under organic production methods. In this study, we developed and validated NIRS calibration models for 27 forage quality parameters for organically grown soybean and sunflower. The goal of this study was to provide low cost analytical option with rapid turn-around for the organic growing systems that would include soybean and sunflower in the southern United States.
Materials and Methods

Samples and Sample Preparation
The samples used to develop the validate NIRS calibration equations in this study came from field research conducted at the University of Georgia, Ponder Farm, near Tifton, GA (31.511˚N, 83.644˚W). The objective was to evaluate tillage and crop management effects on organic production in a rotation of wheatsoybean-rye/crimson clover-sunflower. The soil is Tifton loamy sand (Fineloamy, kaolinitic, thermic Plinthic Kandiudults) and covers extensive areas of agricultural land in Georgia. The experiment had four replications arranged as a split-split plot design with tillage serving as whole plot, consisting of conventional tillage and no-till, and crop rotation serving as the split plot. Both cover and summer crops were grown each corresponding season. Irrigation was used to avoid crop failure in case of drought. The 120 samples came from the 2013 summer season. For soybean, 48 samples came from leaves at 31 and 52 days after planting and from leaves and reproductive parts at 73 days after planting, equally split between the two tillage treatments. For sunflower, 72 samples came from leaves and reproductive parts at 25, 46, and 67 days after planting and from reproductive parts only at 88 days after planting, with 44 coming from conventional tillage and 28 from no-till treatments.
Samples were weighed, placed in a forced-air oven and dried at 65 o C until constant weight. Samples were then ground using a Wiley-type mill with a 1 mm screen and stored at room temperature until used first for collecting NIR spectra and then for laboratory analyses of various parameters of interest as described below. We collected NIR spectra of all 120 samples, but the limited amount of samples prevented us from performing the laboratory analyses on all 120 samples for all 27 parameters.
Analyses of Samples by Laboratory Reference Methods
Dry matter content of the ground and screened samples was determined following the Association of Official Analytical Chemist (AOAC) method 930.15 [14] by drying approximately 2 g of sample in a forced-air drying oven at 135˚C ± 2˚C for 2 h with freely circulating air. Total nitrogen, and sulfur were analyzed by a combustion CNS elemental analyzer (model "LECO CNS 2000", LECO
Corporation, Michigan) following a dry combustion method [15] [16] based on the original method described by Dumas [17] . We used 0.2 g of the dried and ground sample for this analysis. Crude protein content of the samples was calculated by multiplying the total nitrogen content by 6.25. The ash content of the samples was determined based on ASTM standard D3174-97 for coal and coke [18] .
The analyses of NDF and ADF were carried out on an Ankom 200/220 Fiber Analyzer (ANKOM Technology, NY) using F57 filter bags (ANKOM Technology, NY), constructed from chemically inert and heat resistant filter media, capable of being heat sealed closed and able to retain 25 µm particles while permitting rapid solution penetration [19] [20] . The protocols are based on the basic principles of the methods 5.1 and 4.1 of National Forage Testing Association [21] [22] . The lignin and ash contents in ADF residue were determined following the method described by ANKOM Technology [23] . Finally, the contents of hemicellulose and cellulose were estimated from NDF, ADF, lignin, and ash fol- 
where NDFn is "nitrogen free NDF", it was estimated as:
Nonstructural carbohydrates (NSC) are starch, water soluble carbohydrates (WSC), and ethanol soluble carbohydrates (ESC). We followed the methods described by Karkalas [24] and Holm et al. [25] for starch analysis. The extraction of WSC and ESC was carried out according to protocol reported by Smith [26] .
The carbohydrate content in both extracts was then analyzed colorimetrically following the phenol-sulfuric acid procedure as described by Dubois et al. [27] using a spectrophotometer based on sucrose standard. According to Harris [28] , the WSC includes simple sugars plus fructans, whereas the ESC includes simple sugars with negligible fructans. The total NSC is the sum starch and WSC. ). Calibration standards were from a certified source. Independent laboratory performance checks were also run with acceptable deviations for recoveries set at 100% ± 5%.
Packing and Scanning by Near-Infrared Spectrometer
We used a NIR System model 6500 near-infrared scanning monochromator 
Development and Validation of Calibration Models
The basic protocols used to develop and validate the calibration models in this study have been elaborately described earlier by Rushing et al. [31] . However, this study has some important differences with the earlier study [31] as described and discussed adequately hereunder paying due attention to be brief but giving the full opportunity to the other researchers to follow the protocol for their future studies (if needed).
The "log 1/R" readings recorded at 2 nm interval covering both visible and NIR regions (400 -2498 nm wavelength) were used to develop calibration equations for a total of 27 constituents. The score program of WinISI software performed necessary mathematical processing and statistical analysis on the NIR spectra of the 120 samples and selected spectral outlier samples before calibration and validation. We used the principal components regression (PCR) analysis of the sample spectra for scoring. The score algorithm calculated the values of two Mahalanobis distances, "global-H (GH)" and "neighboring-H (NH)" [32] , ranked the spectra based on GH and NH values, and excluded the spectral outliers if GH > 3.0 or NH < 0.6. Such exclusion of GH and NH outlier samples helped in the development of accurate and robust prediction equations [33] .
Following exclusion of spectral outliers, the remaining qualified sample set was randomly divided into two subsets using WinISI software. The first subset contained around two-thirds of the total samples and was used for calibration and cross validation. The second subset had about one-third of the total and was used for independent validation. The independent validation sample set allowed validation of the NIRS calibration models for prediction accuracy, using random samples truly different from the ones utilized for development of the calibration models [34] .
We used the protocol as outlined in the global program in WinISI software manual for development and validation of NIRS calibration models. The spectral data recorded at 2 nm interval bracketing the entire visible (400 -1100 nm) and NIR (1100 -2498 nm) regions were used for both calibration and validation exercise. Modified Partial Least Squares (MPLS) regression method was used to develop the calibration models [35] because the MPLS is often considered more stable and accurate than the standard PLS algorithm for agriculture applications of NIRS [36] . The MPLS is a stepwise protocol where the residuals (at each wavelength) obtained after each factor is calculated are standardized (i.e., divided by the standard deviations of the residuals) before calculating the next factor [37] . Cross validation was carried out simultaneously during calibration model development. It followed the "leave-one-out crossvalidation" procedure as described by Saeys et al. [38] , where the calibration set is partitioned into two subgroups several times by selecting every fifth sample in the calibration set and holding it for use as a validation during calibration development. That means, in each step of this procedure, the calibration subgroup included 80% of the samples and the validation subgroup included the remaining 20%. Each validation group is then validated using the calibration models developed based on the other samples; finally, the validation errors are combined into a single overall standard error of cross validation (SECV). For all 27 constituents of this study, there were five such cross validation steps. As a result, every sample in the entire set was used in the validation procedure and this allowed us to develop the most robust calibration models. During each cross validation step, the model outliers were rejected based on their spectral differences (H statistic) as described above.
Such internal cross validation allowed the calibration protocol to select the minimum number of PLS terms in each model and to avoid overfitting of the equations [36] .
Standard normal variate and detrending (SNVD) were used as pretreatment of the spectra for scatter correction. The structure of SNVD used in this study was appropriate to give a spectrum with zero mean and a variance equal to one through removal of additive baseline and multiplicative signal effects. The SNVD transformation of the raw spectral data reduced the interference of phys-ical characteristics such as particle size and path length of sample to the spectra and 2,10,5,1, where the first digit is the number of the derivative (0 for raw spectra, 1 for first derivative, and 2 for second derivative), the second digit (4, 5, or 10) is the gap over which the derivative is calculated, the third digit (4 or 5) is the number of data points in a running average or first smoothing, and the fourth digit (1) is the number of data points in the second smoothing. Thus, the mathematical treatment "2,4,4,1"represents second derivative treatment of the spectra used to optimize calibrations and a gap of 4 (i.e., 4 × 2 nm = 8 nm, the spacing over which the derivative was calculated) with first smoothing at 4 data points, and avoidance of second smoothing. The use of derivative algorithms on the raw spectra (log 1/R) gave an increased complexity of spectra and assisted in a clear separation between peaks, which overlapped in the raw spectra [41] .
On the developed models, we carried out a further elimination process and removed the compositional outliers from the calibration sample set if the differ- 1) RPDc, SD ÷ SECV, the ratio of standard error of cross validation to deviation (SD, standard deviation of reference data in calibration set).
2) RPIQc, IQ ÷ SECV, the ratio of standard error of cross validation to inter-quartile distance (IQ, inter-quartile distance in reference data in the calibration set).
Randomly selected independent validation sample sets, kept aside from the calibration sample set, were predicted by the calibration models. The predicted results were then compared with the corresponding laboratory-measured values.
Only the models developed using 2,4,4,1 mathematical treatment were evaluated by independent validation sets because these models gave better calibration development statistics as compared to those given by the other mathematical 
Results and Discussion
Laboratory Reference Data for Various Constituents
The descriptive statistics for 27 different parameters used in the calibration and validation sets are shown in Table 1 and for Mg, and so on in the calibration and validation sets, respectively. Likewise, the median, SD, Q1, Q3, and IQ of the validation sample set were more or less similar to those of the calibration sample set in most cases. In addition, most of the observed results are in agreement with the results reported by other researchers for soybean and sunflower [49] [50] [51] . The similarities of various statistics between calibration and validation sets suggest that the calibration models to be developed could reliably be applied to the validation set, without extrapolation from models [52] . 
Spectroscopic Analysis
An average raw NIR reflectance spectrum of the samples is shown in Figure  1 (a). The second derivative was calculated from the log(1/R) spectra at gaps of 4 data points (8 nm) and a smoothing over segments of 4 data points (2,4,4,1) with scatter correction (SNVD). The derivative form of an average spectrum is shown in Figure 1(b) .
In the average raw spectrum (Figure 1(a) ), the main absorption bands were observed over several wavelengths such as 1436-1464, 1720, 1926, 2100 -2136, 2302 -2344, and 2488 nm. The overlaid raw spectra for all 120 samples shown in Figure 2 reflect the fact that they belong to same population despite they were for various plant parts of two different species. The second-derivative spectra generally show a trough corresponding to each peak in the original spectra, removing the overlapping peaks and baseline effects [53] . The chemical interpretations with regards to various functional groups responsible for absorption/reflection of NIR radiation at various wavelengths have been described by Workman and Weyer [54] . The second derivative of an average spectrum ( Figure  1 (-CH 2 ) group associated with aliphatic and aromatic hydrocarbons; 1454 nm related to O-H stretching first overtone of starch, C-H bending of methylene (-CH 2 ) of hydrocarbons and O-H stretching of starch; 1480 nm related to N-H stretching first overtone of -NH 2 C=O; 1526 nm related to N-H stretching first overtone of -NH 2 R; and 1742 nm related to S-H stretching first overtone of thiol group associated with thiols. The bands at 1780 nm was related to C-H stretching first overtone of cellulose and H-O-H deformation and bending of cellulose, 1794 nm was related to O-H bending of water, 1962 nm was related to O-H stretching and O-H bending combination band of starch, 2099 nm was related to O-H bending or C-O stretching third overtone of starch or cellulose, 2186 nm was related to N-H bending second overtone of protein, C-H stretching or C=O bending of protein, 2280 and 2348 nm were related to C-H stretching or -CH 2 deformation-bending of starch, and 2304 nm was related to C-H bending second overtone of protein.
As an analytical method, the NIRS is based on the magnitude of absorption/reflection of NIR radiation at a specific wavelength or within a specific region of wavelength by the samples of various natural products. The assignment of main absorption bands in the second derivative of an average spectrum to various probable functional groups, as described above, was done according to literature compiled by Workman and Weyer [55] , which showed a good agreement with the information for the functional groups in the spectrum given by WinISI software. The wavelength specific absorption/reflection of NIR radiation usually depends on the presence and abundance of some specific functional groups of various organic compounds in the samples. However, it is often difficult to accurately determine what wavelength(s) or region(s) in the near-infrared spectrum carried the most quantitative information about the contents of natural compounds being analyzed even though the NIRS technique works fairly well in many cases. It also evident in the literature that the chemical interpretation for absorption/reflection of NIR radiation, at a specific wavelength, often varies according to what experimental materials and chemical components are being considered NIR analysis [41] [55] [56] . Nevertheless, the NIRS technique has successfully been employed for determining the contents of various natural compounds in food, feed, biomass, and other natural products even without pinpointing chemical information regarding prominent functional groups related to the near-infrared spectrum [32] [42] .
Use of underivatized raw spectra (for example, 0,4,4,1 math treatment) generally gave inferior quality calibration models as compared to when first (for example, 1,4,4,1) and second (for example, 2,4,4,1) derivatives of the raw spectra were used in calibration development (Table 3 ). According to the categorization The categorization Scheme 1 is more comprehensive than the Scheme 2. Therefore, only the calibrations developed using 2,4,4,1 math treatment were further evaluated using the independent validation set. None of the math treatments produced an acceptable calibration model for starch. Table 4 depicts the calibration and cross validation statistics such as coefficient determinations (R 2 and 1-VR) and standard errors (SEC and SECV) along with the RPDc for a selected set of models developed using different math treatments. The math treatments that used underivatized raw spectra (0,4,4,1; 0,5,5,1; and 0,10,5,1) have been omitted because of their inferior performance.
The Calibration Models Given by 2,4,4,1 Math Treatment
As discussed in section 3.3, further evaluations of the models were kept limited with in-depth examination of the calibration and cross validation statistics given by the math treatment 2,4,4,1 because this option gave better calibration models for the highest number of constituents (out of 27 total). The calibrations and cross validations statistics of the NIRS models developed by this option for all 27 constituents of sunflower and soybean plant samples are shown in Table 5 . We also observed that the use of the whole visible-NIR range (400 -2498 nm) resulted in much higher R 2 and 1-VR and lower SEC and SECV than when using either just the visible range (400 -1100 nm) or just the near-infrared range (1100 -2498 nm) (data not shown). Optimum wavelengths for NIR analysis mostly rely on empirical calibrations for predicting qualitative constituents in agricultural products. This is because of the broad array of chemical compounds present in the samples, which lead to overlapping and perturbed NIR absorption bands [41] .
Generally, except for starch and simple sugars (ESC), the calibration models RPDc, SD/SECV, the ratio of standard error of cross validation to deviation (SD, standard deviation of reference data in calibration set). h RPIQc, IQ/SECV, the ratio of standard error of cross validation to inter-quartile distance (IQ, inter-quartile distance in reference data in the calibration set). The same 27 models were also grouped into three categories (A, B, and C) according to the Scheme 2, but the details of this exercise are not shown for the sake of brevity except for the summary reported in Table 3 . The Category A (RPD > 2.0) includes 21 constituents (Table 3) . Chang et al. [42] suggested that prediction of constituents in Category B can be improved by using different calibration strategies, but the constituents in Category C may not be reliably predicted using NIRS at all. However, in our study we found that the prediction of The RPIQc (IQ/SECV) is another such criterion, which has been claimed to be a more robust one than RPDc because it is based on inter-quartile distance instead of SD, which better represents the spread of the population [45] . The calculated values of RPIQc were >3.0 for 23 constituents, between 2.5 -3.0 for Mg, between 2.0 -2.5 for ADF, and <2.0 for starch and ESC, reconfirming the high accuracy of at least 23 out of 27 models. However, the original paper of Bellon-Maurel et al. [45] , where the RPIQc was proposed as a judging criterion of NIRS calibration model, did not discuss the interpretation of the situation having a high RPIQc but a relatively low RPDc as observed for ADF, NDF, cellulose, hemicellulose calibrations of this study. Therefore, the acceptance or rejection of a calibration model solely based on RPIQc or RPDc value remains questionable. The other judging criteria (such as R 2 , SEC, and SECV) must be taken into consideration. Based on this trend, a few of the 27 models that have been categorized as "Approximate", leaving room for further improvement, but
should not be considered as failed, because they yielded acceptable values of all other statistics used in numerous reports as the judging criteria for NIRS calibration models. In this context, we suggest that the independent validation performance should be closely monitored and could be used as the judging criteria with even more emphasis. 
Independent Validation of the Calibration Models
The predictability of the all 27 NIRS calibration models developed using 2,4,4,1 math treatment was tested through a validation exercise carried out with a set of samples independent of the calibration set. The number of samples included in the validation set varied from 28 -35 for different constituents, which were about half of the number of samples included in the corresponding calibration set.
The statistics of such external validation exercise such as r 2 , bias, bias (limit)
(maximum allowable bias), SEP, SEPc (the bias-corrected SEP), SEPc (limit) (the maximum allowable SEPc), slope, RPDv (SD/SEP), and RPIQv (IQ/SEP) values for the models are presented in Table 6 . These statistics were utilized to evaluate the predictability or reliability of the calibration models. An NIRS calibration model is considered robust and reliable when it can produce lower bias [(lower h SEPc, the bias-corrected standard error of prediction.
i SEPc(limit), the maximum allowable value of SEPc. j Slope and intercept, the steepness and intercept of a straight line curve for the plot between the NIR predicted values versus reference values. k RPD, SD/SEP, the ratio of performance to deviation (SEP to the SD of the reference data in the external validation set). l RPIQ, IQ/SEP, the ratio of performance to inter-quartile distance (SEP to the IQ of the reference data in the external validation set). (Table 5 ). Figure 4 depicts the plots of NIRS predicted values versus laboratory reference values in the validation set for DM, CP, ADF, NDF, lignin, and P contents, which shows the significant relationship between NIRS predicted values and laboratory reference values.
As depicted in Table 6 , the validation performance was "excellent" (r 2 > 0.90
and RPDv > 3.0) for 23, "good" (0.81 < r 2 < 0.90 and 2.5 < RPDv < 3) for 1, "approximate" (0.66 < r 2 < 0.80 and 2.0 < RPDv < 2.5) for 2, and "poor" (r 2 < 0.66
and RPDv < 2.0) for 1 models according to the categorization Scheme 1 [44] [62]. In contrast, the calibration performance of these models was "excellent"
(R 2 > 0.90 and RPDc > 3.0) for 18, "good" (0.81 < R 2 < 0.90 and 2.5 < RPDc < 3.0) for 2, "approximate" (0.66 < R 2 < 0.80 and 2.0 < RPDc < 2.5) for 5, and "poor" (R 2 < 0.66 and RPDc < 2.0) for 2 models (Table 3) . That means actual predictability of some models was better than what was expected based on their calibration statistics. For example, despite the models for ADF, cellulose, hemicellulose, WSC, ESC, and Mg were "approximate" (0.66 < R 2 < 0.80 and 2.0 < RPDc < 2.5) based on calibration performance, they were "excellent" (r 2 > 0.90 and RPDv > 3.0) or "good" (0.81 < r 2 < 0.90 and 2.5 < RPDv < 3.0) based their validation performance, suggesting that these models are also reliable for quantitative prediction. Likewise, the model for ESC was "poor" (R 2 < 0.66 and RPDc < 2.0) based on calibration performance, but it was able to offer an "approximate" prediction during a validation exercise. Thus, the schemes for categorizing NIRS calibration models available in the literature should be carefully used for judging the quality of the models. We suggest putting more emphasis on the performance criteria of independent validation in judging the quality of the model.
Conclusions
Soybean and sunflower have the potential to be used as forage crops in addition to their traditional use as protein and/or oil yielding crops. In integrated forage-based livestock production industries, high throughput in analysis is important for evaluating forage quality and diagnosing and correcting forage nutrient deficiency. NIRS method is especially suitable in such case because it replaces the time consuming wet-chemistry methods without sacrificing accuracy and precision.
This study demonstrated that composition of various plant parts of both soybean and sunflower could be calibrated as a single population covering multiple sampling dates and under varying tillage treatments, which is very useful but contrary to common belief. Except starch, the NIRS calibration models for all other 26 forage quality parameters showed good results with 24 models ranging from good to excellent in their quantitative predictability. These models can be reliably applied in the routine analysis of soybean and sunflower forage quality for the purposes of livestock nutrient management decisions. The study also showed NIRS as a reliable analytical tool for decision making allowing determination of multiple values in a single analytical procedure thereby assisting in timely decision making for efficient nutrient management for livestock. Although development of an NIRS laboratory entails significant initial start-up costs, it is relatively inexpensive in the long term. It is also considered as "cheap"
and "green chemistry" because it does not involve any chemicals and does not generate any hazardous wastes. However, the problem of spectral outliers should be watched and solved by updating, expanding, and improving the initially developed and validated calibrations by including future samples from different environments and species and covering a wider range of the parameters. This will impart further robustness to the current calibration models. Nonetheless, the results accomplished in this study would contribute to expand organic production system including soybean and sunflower particularly in the southern United States.
