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Abstract—As in classical coding theory, quantum analogs of low-
density parity-check (LDPC) codes have offered good error correc-
tion performance and low decoding complexity by employing the
Calderbank–Shor–Steane construction. However, special require-
ments in the quantum setting severely limit the structures such
quantum codes can have. While the entanglement-assisted stabi-
lizer formalism overcomes this limitation by exploiting maximally
entangled states (ebits), excessive reliance on ebits is a substantial
obstacle to implementation. This paper gives necessary and suffi-
cient conditions for the existence of quantum LDPC codes which
are obtainable from pairs of identical LDPC codes and consume
only one ebit, and studies the spectrum of attainable code param-
eters.
Index Terms—Entanglement-assisted quantum error correction,
low-density parity-check (LDPC) code, pairwise balanced design,
stabilizer code, Steiner 2-design.
I. INTRODUCTION
T HIS paper addresses the question of how much one pairof qubits in a maximally entangled state can be exploited
to import classical sparse graph codes by the entanglement-as-
sisted stabilizer formalism proposed by Brun et al. [4]. We will
show how quantum error-correcting codes with particular de-
sirable properties under this framework are equivalent to some
fundamental objects from combinatorial design theory, known
as pairwise balanced designs [3]. While earlier relevant results
in the literature give sufficient conditions for the existence of
entanglement-assisted quantum codes based on classical sparse
graph codes (see [10], [17], and references therein), results
presented here give necessary and sufficient conditions under
the conventional standard assumptions, and mathematically
describe the structure of such quantum codes consuming only
one ebit.
Low-density parity-check (LDPC) codes are among the best
known classical codes in terms of error correction performance
and decoding complexity [25]. Extensive efforts have been
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made to generalize this class of error-correcting schemes
in classical coding theory to the quantum setting. Among
others, codes obtained by applying the well-known Calder-
bank–Shor–Steane (CSS) construction [5], [27] to pairs of
carefully chosen identical LDPC codes have shown remarkable
error correcting performance in simulations (see, for example,
[1], [8], [15], and [22] for recently proposed combinatorial
quantum LDPC codes).
However, the progress on the quantum analogs of LDPC
codes has lagged behind their classical counterparts because
of special requirements imposed on the code structure in the
quantum setting; only a limited class of classical codes can be
exploited in a direct manner.
The development of the entanglement-assisted stabilizer for-
malism is a recent breakthrough in this regard [4], [16]. This
framework allows us to import any binary or quaternary linear
codes to the quantum setting by exploiting maximally entan-
gled states. In other words, by taking advantage of ebits, the
code designer can turn good classical linear codes into quantum
error-correcting codes and expect similar good performance in
the quantum setting. In fact, Hsieh et al. [15] demonstrated
this advantage by constructing entanglement-assisted quantum
LDPC codes which have notable error correction performance.
However, the entanglement-assisted stabilizer formalism is
not a silver bullet; an adequate supply of ebits may not be avail-
able. The number of ebits required to import a given pair of
classical LDPC codes varies greatly from pair to pair. In fact, as
stated by Hsieh et al. [17], until recently it was conjectured that
the entanglement-assisted stabilizer formalism required an im-
practically large number of ebits to make use of classical codes
with good error correction performance.
Fortunately, Fujiwara et al. [10] and Hsieh et al. [17] indepen-
dently disproved this conjecture by giving examples of codes
which require only one ebit, while outperforming the previously
known quantum LDPC codes in simulations. Given the posi-
tive results on quantum error-correcting codes requiring a tiny
amount of entanglement and the fact that excessive reliance on
ebits is a substantial obstacle to implementation, it is of interest
to investigate the characteristics of quantum codes consuming
only one ebit.
In this paper, we investigate what kind of quantum LDPC
code is obtainable if only one ebit is allowed to import pairs of
identical classical LDPC codes. We show the equivalence be-
tween such quantum LDPC codes and special classes of com-
binatorial objects, namely Steiner 2-designs and pairwise bal-
anced designs of index one. (For a thorough introduction to
combinatorial design theory, we refer the interested reader to [3]
and [7].) This equivalence provides theoretical insight into the
properties and attainable code parameters and explains why all
0018-9448/$31.00 © 2013 IEEE
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known high-performance quantum LDPC codes requiring only
one ebit were derived from combinatorial designs of this kind.
It should be noted that it is also possible to utilize a pair
of nonidentical classical error-correcting codes to construct a
quantum LDPC code as long as they are of the same length. In
fact, very recently quantum LDPC codes with good error cor-
rection performance have been found through a clever use of
nonidentical ingredients [13], [20]. However, their methods re-
quire a large number of physical qubits to encode, which is at
odds with the focus of this paper, that is, shedding light on more
easily implementable quantum LDPC codes. For this reason,
we leave the equally interesting case of nonidentical ingredi-
ents consuming only a small amount of entanglement to future
work.
In the following sections, we will show how the requirement
of consuming only one ebit dictates the structure of the ex-
ploitable pairs of identical classical LDPC codes. In Section II,
we briefly review the entanglement-assisted quantum LDPC
codes and related facts from combinatorial design theory and
then prove the equivalence between pairwise balanced designs
of index one and entanglement-assisted quantum LDPC codes
consuming one ebit. Section III provides bounds for the code
parameters. Section IV discusses some open questions and
directions for future work.
II. ENTANGLEMENT-ASSISTED QUANTUM LDPC CODES
In this section, we study the existence of entanglement-as-
sisted quantum LDPC codes consuming one ebit and its relation
to combinatorial designs. For a concise introduction to the en-
tanglement-assisted stabilizer formalism, we refer the reader to
Hsieh et al. [17]. An entanglement-assisted quantum
error-correcting code (EAQECC) encodes logical qubits into
physical qubits with the help of copies of maximally entan-
gled states. The parameters and are the length and dimension
of the EAQECC, respectively. An EAQECC requires
ebits.
A classical LDPC code is a binary linear code which admits a
parity-checkmatrix with a small number of nonzero entries. The
quantum check matrix of an EAQECC of length constructed
by the CSS construction with a pair of LDPC codes has the form
where and are the parity-check matrices of classical
LDPC codes of length , and 0 represents a zero matrix.
The EAQECC is called homogeneous if is obtained by
permuting rows of . In this case, because permuting rows
does not affect the code parameters, without loss of generality,
we assume and omit the subscripts. As far as the
authors are aware, at the time of writing, all entanglement-as-
sisted quantum LDPC codes proposed in the literature for the
depolarizing channel are homogeneous.
The required amount of entanglement can be calculated from
the rank of over the field of order 2, that is, its 2-rank
(see [29] for the proof and [28] for an alternative, equivalent for-
mula). Since we do not use ranks over another field, we always
assume that ranks are computed over . If the parity-check
matrix defines an linear code , then the resulting
homogeneous code requires ebits and is of
length and dimension [16]. The case when
gives the well-known stabilizer code of minimum distance ,
where is the minimum Hamming weight of a codeword
in (see [24] for a more detailed treatment of this special
case). Similarly, the minimum distance for the case is the
minimumHamming weight of a codeword in , where
is the normal subgroup . A particularly useful
fact to quantum LDPC codes is that regardless of the value ,
the standard syndrome decoding can correct up to phase
flips and up to bit flips through two separate steps, where
each decoding step utilizes to compute the error syndrome
for one of the two kinds of error [15]. In other words, we can
take advantage of the “classical minimum distance” of ingre-
dients in a straightforward manner as we would in the classical
setting during decoding. In what follows, when the distance of a
quantum error-correcting code is discussed, we generally focus
on this type of straightforwardly exploitable classical minimum
distance of a quantum LDPC code.
The Tanner graph of an parity-check matrix is
the bipartite graph consisting of bit vertices and parity-
check vertices, where an edge joins a bit vertex to a parity-
check vertex if that bit is included in the corresponding parity-
check equation. A cycle in a graph is a sequence of connected
vertices which starts and ends at the same vertex in the graph
and contains no other vertices more than once. The girth of a
parity-check matrix is the length of a shortest cycle in the cor-
responding Tanner graph. Since the Tanner graph is bipartite,
its girth is even. Clearly, a 4-cycle in a parity-check matrix is a
2 2 all-one submatrix. A 6-cycle is a 3 3 submatrix in which
each row and column has exactly two ones. Typically, 4-cy-
cles severely reduce error correction performance while 6-cy-
cles have a mild negative effect. Since we are interested in codes
with excellent performance, we only consider codes with girth
at least six. To avoid triviality, we also assume that the row and
column weights of a parity-check matrix are at least two. An
LDPC code is regular if its parity-check matrix has constant
row and column weights, and irregular otherwise.
We begin with a simple observation about the structure of
a classical LDPC code without short cycles which form a ho-
mogenous quantum LDPC code requiring only one ebit.
Theorem 2.1: There exists a homogeneous quantum LDPC
code which requires only one ebit and has girth greater than
four if and only if the following conditions on the parity-check
matrix of the corresponding classical LDPC code hold.
1) For each pair of distinct parity-checks , , there exists
exactly one bit involved in both and .
2) The size of each parity-check is odd and greater than one.
3) Each bit is involved in more than one parity-check.
Proof: First we prove sufficiency. Let be a parity-check
matrix of a classical LDPC code which satisfies the three con-
ditions in the statement. Since the sizes of parity-checks are
odd, the entries on the diagonal of representing the inner
products of the same rows are ones. Because for each pair of
parity-checks there exists exactly one bit involved in the pair,
the other entries of are also ones. Hence, is the
all-one square matrix. Thus, we have . Since
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no pair of rows of produces a 4-cycle, the girth of the corre-
sponding classical LDPC code is greater than four.
Next we prove necessity. Let be a parity-check matrix
of a classical binary linear code which yields a homogeneous
quantum LDPC code of girth greater than four requiring only
one ebit. Let and write the row and
column of as and , respectively. Since is
not a zero matrix, there exists a nonzero entry . Let
. Because is symmetric with respect to
the diagonal representing the inner products of the same rows
corresponding to parity-checks, we have for .
Since , the rows and columns , ,
induce the all-one matrix in . Since has no
4-cycles, the all-one matrix corresponds to a set of rows in
, where for any , the weight of is odd and each pair
of distinct rows in has exactly one position in which both
entries are ones. Hence, if , then satisfies all the
three conditions in the statement. Suppose the contrary that
has a row . Then, does not have a one in a position
where does. By assumption, every column of has at
least two ones, and hence, there is another row which is not
in and has a one in one of the positions in which has a one.
Since and generates all-one submatrix
of , and are orthogonal. Hence, the pair of rows
induces a 4-cycle, a contradiction. This completes the proof.
Combinatorial objects that are equivalent to the classical
LDPC codes satisfying the conditions in Theorem 2.1 have
been studied since the late 19th century in combinatorial design
theory. Let be a subset of positive integers. A pairwise
balanced design of order and index one with block sizes from
, denoted by , is an ordered pair , where
is a finite set of elements called points, and is a family
of subsets of , called blocks, that satisfies the following two
conditions:
(i) each unordered pair of distinct elements of is contained
in exactly one block of ,
(ii) for every the cardinality .
When is a singleton , the PBD is a Steiner 2-design of
order and block size , denoted by . A PBD of order
is trivial if it has no blocks or consists of only one block of
size . When the cardinality of is positive, a trivial PBD with
no blocks means that is a singleton.
Define and
. Necessary conditions for the exis-
tence of a are and
. By a constructive proof, these
conditions were shown to be asymptotically sufficient.
Theorem 2.2 (see [30]): There exists a constant such that
for every satisfying and
, there exists a . The
replication number of a point of a PBD is
the number of occurrences of in the blocks of . A PBD is
odd-replicate if for every , the replication number is
odd. If for any two points and , we say that the
PBD is equireplicate (or regular) and has replication number
. While our result will show that regular PBDs give rise to
LDPC codes that are right-regular in the language of coding
theory, to avoid any confusion, we use the term equireplicate for
combinatorial designs. Every is equireplicate and has
replication number . An incidence matrix of a PBD is
a binary matrix with rows indexed by points,
columns indexed by blocks, and if the point is
contained in the block, and otherwise.
Theorem 2.3: There exists a homogeneous quantum LDPC
code which requires only one ebit and has girth greater than
four if and only if the corresponding parity-check matrix of the
classical LDPC code is an incidence matrix of a nontrivial odd-
replicate PBD with index one and smallest block size greater
than one.
Proof: Let be an incidence matrix of a nontrivial odd-
replicate PBD with index one and smallest block size greater
than one. It suffices to show that is equivalent to a parity-
check matrix satisfying the conditions on the classical LDPC
code in Theorem 2.1. Because every pair of points appear ex-
actly once in a block, for every pair of rows, there exists exactly
one column where both rows have one. The number of appear-
ances of a point is the weight of the corresponding row in ,
which is odd and not equal to one. Because each block contains
more than one point, the weight of each column is larger than
one. By indexing rows of by parity-checks and columns by
bits, can be regarded as a parity-check matrix satisfying the
conditions as required. It is trivial that the converse also holds.
Note that if we allow a column of weight one, without loss of
generality, the parity-check matrix of a classical LDPC code
must be either an incidence matrix of an odd-replicate PBDwith
index one or of the form
where is an incidence matrix of an odd-replicate PBD with
index one and smallest block size greater than one, and is of
constant column weight one and satisfies . Hence,
in the latter case, defines a classical code which is either
of minimum distance two or consists of codewords with zeros
added to each codeword defined by the PBD. Hence, we only
consider the case when each row and column has at least two
ones.
The necessary and sufficient condition given in Theorem 2.3
allows us to prove that homogeneous quantum LDPC codes re-
quiring only one ebit must have girth less than or equal to six.
Theorem 2.4: There exists no homogeneous quantum LDPC
code with girth greater than six which requires only one ebit.
Proof: Suppose the contrary that there exists a parity-check
matrix of a binary linear code which yields a homogeneous
quantum LDPC code with girth greater than six requiring
only one ebit. By Theorem 2.3, the parity-check matrix
is an incidence matrix of a PBD of index one. Take an arbi-
trary column of . Write the block which corresponds
to as . Since every row has at least two
ones, we can find another column which corresponds to
, where for any
and , . Take the third column representing the block
which contains the pair . The three columns
, , and induce a 6-cycle, a contradiction.
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Thus, a homogeneous quantum LDPC code requiring only
one ebit has girth six, which is the largest possible, if and only
if the code is obtained from an odd-replicate PBD of index one.
An important case is when the classical ingredient is a reg-
ular LDPC code. In this case, a simple necessary condition is
asymptotically sufficient.
Theorem 2.5: A necessary condition for the existence of a
regular homogeneous quantum LDPC code which requires only
one ebit and is of length , girth six, and column weight is that
the number is an odd integer. Conversely, for
any integer , there exists a constant such that for
the necessary condition is sufficient.
Proof: Let be a parity-check matrix of a classical LDPC
code. Assume that yields a regular homogeneous quantum
LDPC code which requires only one ebit and is of length ,
girth six, and column weight . By Theorem 2.3, forms an
incidence matrix of a PBD of index one. Because can also
be seen as a parity-check matrix of a classical regular LDPC
code, the column weights are uniform. Hence, can be viewed
as an incidence matrix of an for some . Because
the number of blocks of an is , we have
. Hence
(1)
The number of occurrences of each point of an is .
Since defines an odd-replicate design, a necessary condition
for the existence of a homogeneous quantum LDPC code satis-
fying the stated properties is that
is odd. Assume that the necessary condition holds. Then, we
have
and
Applying Theorem 2.2 by plugging and
completes the proof.
As we have seen in this section, there is a strong relation be-
tween homogeneous quantum LDPC codes and Steiner 2-de-
signs. This equivalence implies that the framework given in [10]
encompasses all regular homogeneous quantum LDPC codes
with girth six which require only one ebit.
Particularly useful facts are that the original proof of Theorem
2.2 is constructive and that there are many known explicit con-
structions for PBDs with various properties. For more details on
explicit combinatorial constructions useful to entanglement-as-
sisted quantum LDPC codes, we refer the reader to [10] and
references therein.
III. RATES, DISTANCES, AND NUMBERS OF 6-CYCLES
Next we examine the possible code parameters. As shown
in the proof of Theorem 2.3, the number of blocks of a
corresponds to the code length. The number
of rows of the parity-check matrix of the underlying classical
LDPC code is the number of points. The number of points
in each block is the weight of the corresponding column in the
parity-check matrix. Hence, determines the possible column
weights. Because the parity-check equations are labeled by the
points of the PBD, the weight of each row is the replication
number of the corresponding point. If the corresponding clas-
sical LDPC code is regular, its parity-check matrix forms an
incidence matrix of an , which means that the code is
of length , constant column weight , and constant row
weight . The number of rows is . In the reminder of this
section, we investigate code parameters further in detail.
We first consider the rates for the case when classical ingre-
dients are regular. The dimension of a homogeneous quantum
LDPC code is determined by the rank of the corresponding
parity-check matrix of the classical LDPC code. By Theorem
2.3, we only need to know the rank of the incidence matrix of
the combinatorial design equivalent to the classical code. Hille-
brandt [14] gave a bound on the rank of an incidence matrix of
a Steiner 2-design.
Theorem 3.1 (see [14]): The rank of an incidence matrix
of an satisfies the following inequalities:
Hence, we have the following bound on the dimension.
Theorem 3.2: If there exists a regular homogeneous quantum
LDPC code with girth six and column weight whose parame-
ters are , then
and
where
Proof: As is stated in (1), a regular homogeneous
quantum LDPC code with length , girth six, and column
weight which requires only one ebit must be constructed
from an incidence matrix of a Steiner 2-design of order
and block size . Since the incidence matrix
requires only one ebit, the dimension of the quantum LDPC
code is . Applying Theorem 3.1 to this
relation between the dimension and the rank of completes
the proof.
If one wishes to obtain a code of highest possible rate for a
given length and row and column weights, the incidence matrix
of the corresponding Steiner 2-designmust be ofminimum rank.
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A Steiner 2-design has odd replication number
equal to . It is known that the rank of any
is greater than or equal to , and the minimum
is achieved if and only if the design is isomorphic
to the classical design whose points and blocks are the points
and lines of the binary projective geometry [9].
An odd-replicate exists if and only if
[3]. The ranks of such designs were determined by
Assmus [2].
Theorem 3.3 (see [2]): For any , where
and is odd, and any integer with ,
there exists an of rank equal to .
As a corollary, we have the following necessary and sufficient
conditions.
Theorem 3.4: Let be an integer. There exists a regular
homogeneous quantum LDPC code of length , dimension ,
girth six, and column weight three which requires only one ebit
if and only if
and
where is the integer satisfying with
odd.
Proof: For every , , there exists
an of full rank [9]. Theorem 3.3 provides all possible
with deficient ranks.
It is notable that Theorems 3.2 and 3.4 suggest that homoge-
neous quantum LDPC codes requiring only one ebit typically
have very high rates. In fact, because the number of columns in
an incidence matrix of a Steiner 2-design is the largest possible
for a matrix with a given number of rows that avoids 4-cycles,
the rate of the corresponding classical LDPC code is the highest
possible in a sense.
At the same time, however, the extremely high rates imply
that it is impossible to obtain an infinite family of LDPC codes
of rate bounded away from one for some reasonable degree dis-
tribution. Because the number of blocks in a PBD of order
is for some constant , the code length is with
being the number of rows of the corresponding parity-checkma-
trix. Hence, the combinatorial design-theoretic construction de-
scribed here is more suitable when the code designer wishes to
deterministically design a code of moderate length with specific
properties desirable for a particular purpose.
For instance, it is known that redundant rows in a parity-
check matrix can help improve error correction performance of
the sum–product algorithm [21]. One might then wish to de-
sign a parity-check matrix with a large number of redundant
rows while completely avoiding 4-cycles. The minimum dis-
tance should not be too small either in a normal situation. Such
a highly structured matrix would be nearly impossible to ob-
tain by a random draw when there is another stringent condi-
tion that must be kept small. However, these
conditions can easily be translated into the language of combi-
natorial designs, and hence, one might be able to tell whether
such exists and, if it does, how to explicitly construct it. In
fact, the above constraints were effectively exploited to demon-
strate that high-performance EAQECCs do not necessarily re-
quire a lot of ebits [17]. The minimum distance of a binary linear
code whose parity-check matrix forms an incidence matrix of an
is at least .1 While it appears to be difficult to ob-
tain the exact upper bound on the minimum distance in general,
incidence matrices of can give minimum distances
large enough for the standard sum–product algorithm at mod-
erate length (see [10] and [17]). In fact, the Desarguesian projec-
tive plane of order gives an entanglement-assisted quantum
LDPC code of length and dimension
with the corresponding parity-check matrix being of minimum
distance , which performs very well over the depolarizing
channel.
To further study theminimum distances of LDPC codes based
on Steiner 2-designs, we define combinatorial design-theoretic
notions. A configuration in an , , is a subset
. The set of points appearing in at least one block of a
configuration is denoted by . Two configurations and
are isomorphic if there exists a bijection
such that for each block , the image is a block in
. When , a configuration is an -configuration . A
configuration is even if for every point appearing in , the
number of blocks containing is even.
The notion of minimum distance can be translated into the
language of combinatorial designs. An is -even-free
if for every integer satisfying it contains no
even -configurations. Because the minimum distance of a bi-
nary linear code is the size of a smallest linearly dependent set
of columns in its parity-check matrix, the minimum distance of
a linear code based on a Steiner 2-design is determined by its
even-freeness.
Proposition 3.5: The minimum distance of a binary linear
code whose parity-check matrix forms an incidence matrix of
a Steiner 2-design is if and only if the corresponding Steiner
2-design is -even-free but not -even-free.
A fairly tight bound on the minimum distance is available
for the special case when the parity-check matrix has constant
column weight three and gives a regular LDPC code.
By definition, every -even-free , , is also
-even-free. Every is trivially 3-even-free.
For an may or may not be 4-even-free. Up
to isomorphism, the only even 4-configuration is the Pasch
configuration. It can be written by six points and four blocks:
. For the list of all the
small configurations in an and more complete treat-
ments, we refer the reader to [6] and [7]. Because every block
in an has three points, no -configuration for odd
is even. Hence, a 4-even-free is 5-even-free as well,
which means that an is 5-even-free if and only if it
contains no Pasch configuration.
1This can be easily seen by taking an arbitrary block and counting how
many blocks it requires to form a linearly dependent set of columns in the cor-
responding parity-check matrix. Because no pair of points appear in more than
one block, each additional column can share a one at at most one row with the
column corresponding to . Hence, any linearly dependent set of columns in
the parity-check matrix is of size at least .
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The minimum distance of a classical LDPC code is the
smallest number of columns in its parity-check matrix that
add up to the zero vector over . If forms an incidence
matrix of an , then a set of columns that add up to
the zero vector is equivalent to an even -configuration in the
. Hence, as an immediate corollary of Theorem 2.3 and
(1), we have the following proposition.
Proposition 3.6: A classical LDPC code of length , min-
imum distance , and constant column weight three forms a
homogeneous quantum LDPC code of girth greater than four
requiring only one ebit if and only if is an odd in-
teger and the parity-check matrix forms an incidence matrix of
a -even-free that is not -even-free.
As far as the authors are aware, the sharpest known upper
bound on the even-freeness of an is the one found in
the study of X-tolerant circuits:
Theorem 3.7 (see [11]): For , there exists no nontrivial
8-even-free .
Hence, by Proposition 3.6, Theorem 3.7, and the fact that
every is 3-even-free, we obtain a bound on the min-
imum distance of the classical ingredient.
Theorem 3.8: If there exists a regular homogeneous quantum
LDPC code with girth six and column weight three requiring
only one ebit, then the minimum distance of the corresponding
classical LDPC code satisfies .
As is the case with , in general, odd-replicate
-even-free that are not -even-free are equiva-
lent to classical regular LDPC codes of constant column weight
, girth six, and minimum distance that generate homoge-
neous quantum LDPC codes requiring only one ebit. However,
there do not seem to exist many results on the even-freeness of
or equivalently the minimum distances of the corre-
sponding classical regular LDPC codes in the literature. To the
best of the authors’ knowledge, the following explicit construc-
tion gives the highest known even-freeness for :
Theorem 3.9 (see [23]): For any odd prime power and pos-
itive integer , the points and lines of affine geometry
form a -even-free .
When is odd, the is odd-replicate, and the
size of each parity-check is . Hence, we obtain quantum
LDPC codes requiring only one ebit in this case. For a more de-
tailed treatment of explicit constructions and the performance of
quantum LDPC codes obtained from finite geometry, we refer
the reader to [10] and [17].
When an LDPC code is decoded by the standard sum-product
algorithm, 6-cycles may affect error correction performance
of an LDPC code in a negative manner. It is known that the
number of 6-cycles in a parity-check matrix from an inci-
dence matrix of an is exactly (see, for
example, [19]). Hence, by (1), if we decode a regular homo-
geneous quantum regular LDPC code which requires only one
ebit and is of length , girth six, and column weight in two
separate steps by using the same parity-check matrix for both
X and Z errors, each step involves
6-cycles.
IV. CONCLUSION
We have shown that homogeneous quantum LDPC codes re-
quiring only one ebit and avoiding 4-cycles are equivalent to
special classes of fundamental combinatorial designs. Various
properties of entanglement-assisted quantum LDPC codes have
been revealed by applying known theorems and techniques of
combinatorial design theory. Our results also give theoretical
insight into the known entanglement-assisted quantum LDPC
codes presented as counterexamples to the conjecture on the re-
quired amount of entanglement.
We have demonstrated that combinatorial design theory may
work as a useful mathematical tool to investigate homogeneous
quantum LDPC codes consuming one ebit. It will be interesting
to study the case when two or more ebits are allowed and inves-
tigate how much information we can extract about the structure
of such quantum LDPC codes.
Another important direction would be to investigate quantum
LDPC codes obtained from pairs of distinct classical LDPC
codes. As we have seen in Section III, if we only allow one ebit,
the rate of a homogeneous quantum LDPC code of girth six ap-
proaches one as the length becomes larger. Hence, it would be
quite interesting to investigate whether heterogeneous quantum
LDPC codes can overcome this fundamental limitation while
avoiding short cycles and suppressing the number of required
ebits. Another possible merit of studying the heterogenous case
from the viewpoint of combinatorics would be that combina-
torial methods appear to be helpful to design highly structured
quantum LDPC codes. One possible direction would be to study
how to optimize codes for an asymmetrical quantum channel
where the probabilities of bit flips and phase flips are not equal
(see [12], [18], and [26]). We hope that these questions will be
answered in future work.
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