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NON-LINEAR MAPS ON SELF-ADJOINT OPERATORS PRESERVING
NUMERICAL RADIUS AND NUMERICAL RANGE OF LIE PRODUCT
JINCHUAN HOU AND KAN HE
Abstract. Let H be a complex separable Hilbert space of dimension ≥ 2, Bs(H) the space
of all self-adjoint operators on H . We give a complete classification of non-linear surjective
maps on Bs(H) preserving respectively numerical radius and numerical range of Lie product.
1. Introduction
Let A be a bounded linear operator acting on a complex Hilbert space H. Recall that
the numerical range of A is the set W (A) = {〈Ax, x〉 |x ∈ H, ‖x‖ = 1}, and the numerical
radius of A is w(A) = sup{|λ| |λ ∈ W (A)}. The problem of characterizing linear maps on
matrices or operators that preserve numerical range or numerical radius has been studied by
many authors, see for example [3, 4, 7, 18] and the references therein. In recent years, interest
in characterizing general (non-linear) preservers of numerical ranges or numerical radius has
been growing ([1, 2, 5, 6, 8, 9, 11, 12, 13, 15, 16, 17, 19]).
Let Bs(H) and B(H) the space of all self-adjoint operators and the algebra of all bounded
linear operators on complex Hilbert space H, respectively. Suppose that A = B(H) or Bs(H),
and F is the numerical range W or numerical radius w. Let A ◦ B denote any product of a
pair of A,B ∈ A such as operator product AB, Jordan product AB+BA, Jordan semi-triple
product ABA and Lie product AB − BA. A map Φ : A → A preserves numerical range (or
numerical radius) of product ◦ if F =W (or F = w) and Φ satisfies
(1.1) F (A ◦B) = F (Φ(A) ◦Φ(B))
for all A,B ∈ A.
Assume that Φ : A → A satisfy Eq.(1.1). For the case F = W and Φ is surjective, it was
shown in [15] that if A ◦B = AB and A = B(H), then there exists a unitary operator U such
that Φ(A) = ǫUAU∗ for all A ∈ A, where ǫ ∈ {−1, 1}; if A◦B = ABA and A = B(H), then Φ
is the multiple of a C∗-isomorphism (by a cubic root of unity); if A◦B = AB and A = Bs(H),
then there exists a unitary operator U such that Φ(A) = ǫUAU∗ for all A ∈ A, where
ǫ ∈ {−1, 1}. For the case F = w, A ◦B = AB, A = B(H) and Φ is surjective, it was proved
in [6] that there exist a unitary or anti-unitary operator U and a unit-modular functional
f : A → C such that Φ(A) = f(A)UAU∗ for all A ∈ A. The case of F = w, A ◦ B = ABA
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and A = B(H) was dealt with in [10]. For the case when F = w, A ◦ B = AB or ABA and
A = Bs(H), the results obtained in [12] reveal that there is a unitary operator or conjugate
unitary operator U on H, a sign function h : S(H) → {1,−1} such that Φ(T ) = h(T )UTU∗
for any T ∈ Bs(H). Maps preserving numerical range of Jordan product are characterized in
[9, 11, 17].
Recent interest is focused on characterizing non-linear maps preserving numerical range or
numerical radius of Lie product. When 3 ≤ dimH = n < ∞, Li, Poon and Sze [19] proved
that a surjective map Φ : B(H)→ B(H) satisfies w(Φ(A)Φ(B)−Φ(B)Φ(A)) = w(AB −BA)
for all A,B ∈ A if and only if there exists a unitary matrix U such that
Φ(A) = µAUA
†U∗ + νAI
for all A ∈ A, where µA, νA ∈ C depend on A with |µA| = 1, (·)† stands for one of the
following four maps: A 7→ A,A 7→ A¯, A 7→ At and A 7→ A∗. For arbitrary dimensional space
H (concluding infinite and two dimensional cases), without assumption of surjectivity, Hou,
Li and Qi [16] gave a characterization of maps on B(H) preserving numerical range of Lie
product.
Theorem HLQ. Let H,K be complex Hilbert spaces of dimension ≥ 2 and Φ : B(H) →
B(K) be a map of which the range contains all operators of rank ≤ 2. Then the following
statements are equivalent.
(1) Φ satisfies that W ([Φ(A),Φ(B)]) =W ([A,B]) for any A,B ∈ B(H).
(2) dimH = dimK, and there exist ε ∈ {1,−1}, a functional h : B(H) → C, a unitary
operator U ∈ B(H,K), and a set S of operators in B(H), which consists of operators of the
form aP + bI for an orthogonal projection P on H if dimH ≥ 3, such that either
Φ(A) =

 εUAU
∗ + h(A)I if A ∈ B(H) \ S,
−εUAU∗ + h(A)I if A ∈ S,
or
Φ(A) =

 iεUA
tU∗ + h(A)I if A ∈ B(H) \ S,
−iεUAtU∗ + h(A)I if A ∈ S,
where At is the transpose of A with respect to an orthonormal basis of H.
An interesting open question is how to characterize non-linear maps on self-adjoint operators
preserving numerical radius or numerical range of Lie product. In this paper, we solve this
question for the case when the underline space H is separable.
Let H be a complex separable Hilbert space and Φ : Bs(H) → Bs(H) a surjective map.
Assume further that dimH ≥ 3. We show that:
(a) Φ satisfies w(AB − BA) = w(Φ(A)Φ(B) − Φ(B)Φ(A)) for any A,B ∈ Bs(H) if and
only if there exist a unitary operator U on H, a sign function h : Bs(H) → {1,−1} and
a functional f : Bs(H) → R such that Φ(T ) = h(T )UTU∗ + f(T )I for all T ∈ Bs(H) or
Φ(T ) = h(T )UT tU∗ + f(T )I for all T ∈ Bs(H) (See Theorem 2.1);
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(b) Φ satisfies W (AB − BA) = W (Φ(A)Φ(B) − Φ(B)Φ(A)) for all A,B ∈ Bs(H) if and
only if there exist a unitary operator U on H, a scalar ε ∈ {1,−1}, a subset S ⊆ D(H),
and a functional f : Bs(H) → R such that Φ(A) = εUAU∗ + f(A)I if A ∈ Bs(H) \ S,
Φ(A) = −εUAU∗ + f(A)I if A ∈ S, where D(H) is the set of all real linear combinations of
a projection and the identity I on H (See Theorem 3.1).
When dimH = 2, not like to the maps on B(H) (See Theorem HLQ list above), the maps
Φ : Bs(H) → Bs(H) which preserve numerical range (radius) of Lie product may have some
other forms. Note that, in the case dimH = 2 we have D(H) = B2(H). Identifying Bs(H)
with the space H2 of all 2× 2 Hermitian matrices, and define Ψ on H2 by(
a c+ id
c− id b
)
7→
(
a −c+ id
−c− id b
)
.
It is easily checked that Ψ preserves both the numerical range and the numerical radius of Lie
product. However, no more other kind of maps can be added in as revealed by our result. In
addition, the surjectivity assumption is not needed in the following result.
(c) A map Φ : H2 → H2 preserves the numerical radius of Lie product if and only if it
preserves the numerical range of Lie product, and in turn, if and only if there exist a unitary
matrix U ∈M2, a sign function h : H2 → {1,−1} and a functional f : Bs(H)→ R such that
either Φ(A) = h(A)UA†U∗ + f(A)I for all A ∈ H2; or Φ(A) = h(A)UΨ(A)†U∗ + f(A)I for
all A ∈ H2, where (·)† is one of the identity map and the transpose map (See Theorem 4.1).
The paper is organized as follows. We characterize the maps preserve the numerical radius
of Lie product for the case dimH ≥ 3 in Section 2 and the maps preserving numerical range
of Lie product for the case dimH ≥ 3 in Section 3. The last section is devoted to the case
when dimH = 2.
2. Preservers for numerical radius of Lie product
In the section, we devote to characterizing surjective maps on self-adjoint operators pre-
serving numerical radius of Lie product for the case dimH ≥ 3. The following is the main
result.
Theorem 2.1. Let H be a separable complex Hilbert space of dimension at least three. A
surjective map Φ: Bs(H)→ Bs(H) satisfies
w(AB −BA) = w(Φ(A)Φ(B) −Φ(B)Φ(A))
for all A,B ∈ Bs(H) if and only if there exist a unitary operator U on H, a sign function
h : Bs(H)→ {1,−1} and a functional f : Bs(H)→ R such that either
Φ(T ) = h(T )UTU∗ + f(T )I
for all T ∈ Bs(H); or
Φ(T ) = h(T )UT tU∗ + f(T )I
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for all T ∈ Bs(H). Here T t is the transpose of T with respect to an arbitrarily given orthonor-
mal basis of H.
Before starting the proof of Theorem 2.1, we need a lemma.
Lemma 2.2. Let H be a complex Hilbert space of dimension ≥ 2 and A,B be self-adjoint
operators acting on H. Then the following statements are equivalent.
(1) w(AC − CA) = w(BC − CB) for every C ∈ Bs(H).
(2) w(AP − PA) = w(BP − PB) for every rank-1 projection P .
(3) A+B or A−B is a scalar.
Proof. (3)⇒(1)⇒(2) are obvious. Let us check (2)⇒(3).
Assume (2). For any rank-1 projection P = x⊗ x, write Ax = αx+ βy, where normalized
y is orthogonal to x. Since A is self-adjoint we have α = 〈Ax, x〉 ∈ R. Moreover, by self-
adjointness of A, Ax ⊗ x − x ⊗ xA = Ax ⊗ x − x ⊗ (Ax). So relative to decomposition
H = [x, y]⊕H1, the rank-2 operator Ax⊗ x− x⊗ xA is represented by a matrix(
0 −β¯
β 0
)
⊕ 0,
and hence W (Ax ⊗ x− x ⊗ xA) = i[−|β|, |β|] and w(Ax ⊗ x− x⊗ xA) = |β|. Decomposing
likewise Bx = α′x + β′z we obtain W (Bx ⊗ x − x ⊗ xB) = i[−|β′|, |β′|] and the numerical
radius of [B,x⊗ x] is |β′|. Hence by (2) we obtain |β| = |β′|.
Since A is self-adjoint and α = 〈Ax, x〉 ∈ R, it follows that |β|2 = ‖(Ax − 〈Ax, x〉x)‖2 =
〈(Ax− 〈Ax, x〉x) , (Ax− 〈Ax, x〉x)〉 = 〈A2x, x〉 − 〈Ax, x〉2. Similarly, for B we obtain |β′|2 =
〈B2x, x〉 − 〈Bx, x〉2. If follows from |β|2 = |β′|2 that
(2.1) 〈A2x, x〉 − 〈B2x, x〉 = 〈Ax, x〉2 − 〈Bx, x〉2
for every normalized vector x. Let y, z be two orthogonal normalized vectors. Then x =√
2
2 (e
iξy + z) is also normalized for every ξ ∈ [−π, π]. After inserting x in Eq.(2.1) we obtain
(2.2)
0 =2〈A2(eiξy + z), eiξy + z〉 − 2〈B2(eiξy + z), eiξy + z〉
− (〈A(eiξy + z), eiξy + z〉)2 + (〈B(eiξy + z), eiξy + z〉)2.
Taking only the coefficient at e2iξ in the expansion of Eq.(2.2) in a Fourier series, Eq.(2.2)
reduces into
(2.3) 〈By, z〉2 = 〈Ay, z〉2
for every pair of orthonormal y, z. So, for any x ∈ H and f ∈ [Ax, x]⊥, we have 〈Bx, f〉 = 0.
This entails that Bx ∈ [Ax, x]. Thus, for any x ∈ H, there exist αx, βx ∈ C such that Bx =
αxAx+βxx. By Eq.(2.3), we have 〈Ax, f〉2 = 〈αxAx, f〉2 = α2x〈Ax, f〉2 holds for all f ∈ [x]⊥,
which implies that αx = ±1. It follows from |βx|‖x‖ ≤ ‖Bx‖ + ‖αxAx‖ ≤ (‖B‖ + ‖A‖)‖x‖
that |βx| ≤ ‖B‖ + ‖A‖. Therefore, B is a regular local linear combination of A and I, and
then, by [14], B is a linear combination of A and I. So B = αA + βI with α ∈ {−1, 1} and
β ∈ R, as desired. 
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Proof of Theorem 2.1. The “if” part is obvious, we check the “only if” part.
Assume first that Φ is injective; then, Φ is bijective. Clearly Φ preserves zeros of Lie
product. So, by [20], there exists a unitary or conjugate unitary operator U such that, for
any rank-1 positive operator P = x⊗ x with unit vector x ∈ H, we have
Φ(P ) = U(λPP + µP I)U
∗
for some λP , µP ∈ R. Without loss of generality we can assume in the sequel that U = I.
Taking any unit vectors x, y, which are orthogonal to each other, and let Q = y ⊗ y and
Z = (x+ y)⊗ (x+ y). It easily follows that in the orthogonal decomposition H = [x, y]⊕H1,
where [x, y] stands for the subspace spanned by {x, y}, we have PZ − ZP =
(
0 1
−1 0
)
⊕ 0,
whose numerical range is [−i, i] and so numerical radius is 1. The same conclusion holds
for the numerical range of QZ − ZQ. Comparing the numerical radius of PZ − ZP and
Φ(P )Φ(Z)− Φ(Z)Φ(P ), we obtain
1 = w(Φ(P )Φ(Z)− Φ(Z)Φ(P )) = |λPλZ |w(PZ − ZP ) = |λPλZ |.
This is possible only if λPλZ = ±1 since λP , λZ ∈ R. Similarly we have λQλZ = ±1. Hence
λP = ±λQ for orthogonal P,Q. Now, given any rank-one self-adjoint operator R, there exists
a rank-one self-adjoint operator T which is orthogonal to R and P . Similar to the above
discussion, we have λT = ±λR and λT = ±λP , so λP = ±λR for any P,R. It follows that
λP = ±1.
Now, for arbitrary self-adjoint A,
(2.4) w(Ax⊗ x− x⊗ xA) = |λP |w(Φ(A)x ⊗ x− x⊗ xΦ(A)) = w(Φ(A)x⊗ x− x⊗ xΦ(A))
holds for every rank-1 projection P = x ⊗ x. By Lemma 2.2, Φ(A) = λAA + δAI for some
scalar λA ∈ {−1, 1} and some scalar δA.
Finally we show that one only needs the surjective assumption. Here we borrow an idea
from [19]. If Φ(A) = Φ(B), then
w(AC − CA) = w(Φ(A)Φ(C) − Φ(C)Φ(A))
= w(Φ(B)Φ(C)− Φ(C)Φ(B)) = w(BC − CB)
for all C ∈ Bs(H). By Lemma 2.2 we get B = αA + βI for some α ∈ {−1, 1} and β ∈ R.
On the other hand, for any A, there is some D such that Φ(D) = −Φ(A), which gives
w(DC − CD) = w(Φ(D)Φ(C) − Φ(C)Φ(D)) = w(Φ(A)Φ(C) − Φ(C)Φ(A)) = w(AC − CA)
for all C. Again by Lemma 2.2, we get D = λA + γI for some λ ∈ {−1, 1} and γ ∈ R. For
any A,B ∈ Bs(H), we say A ∼ B if w(AC − CA) = w(BC − CB) for all C ∈ Bs(H). By
Lemma 2.2, ∼ is an equivalent relation and A ∼ B if and only if B = αA + βI for some
α ∈ {−1, 1} and β ∈ R. Let EA = {B ∈ Bs(H) : B ∼ A}. For each equivalent class EA
pick a representative, for example A, and write A the set of these representatives. Since Φ is
surjective, for each A ∈ A, EA and Φ−1(EA) have the same cardinality c. Thus there exists a
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map Ψ : Bs(H)→ Bs(H) which maps bijectively Φ−1(EA) onto EA for each A ∈ A. Obviously,
Ψ is bijective and Ψ(A) ∼ Φ(A) for all A ∈ Bs(H). Then
w(Ψ(A)Ψ(B) −Ψ(B)Ψ(A)) = w(Φ(A)Φ(B)− Φ(B)Φ(A)) = w(AB −BA)
for all A,B ∈ Bs(H). By the previous part of our proof of the theorem under the bijective
assumption, Ψ has the desired form, and hence Φ has the desired form as Φ(A) ∼ Ψ(A). So
Theorem 2.1 holds true, completing the proof. 
3. Preservers for numerical range of Lie product
This section is devoted to characterizing maps that preserve the numerical range of Lie
product of self-adjoint operators. Our main result is Theorem 3.1, which is not a direct
corollary of Theorem 2.1 for numerical radius preservers, since much more effort should be
paid to determine the structure of the sign function h : Bs(H)→ {1,−1}.
Denote D the set of all real linear combinations of a projection and the identity I, that is,
D = {αP + δI : P is a projection in Bs(H), α, δ ∈ R} ⊂ Bs(H). It is clear that D is those
self-adjoint operators that are also quadric algebraical operators.
Theorem 3.1. Let H be a complex separable Hilbert space of dimension at least 3. A surjec-
tion Φ: Bs(H)→ Bs(H) satisfies
W (AB −BA) =W (Φ(A)Φ(B)−Φ(B)Φ(A))
for all A,B ∈ Bs(H) if and only if there exist a unitary operator U on H, a scalar ε ∈ {1,−1},
a set S ⊆ D, and a functional f : Bs(H)→ R such that
Φ(A) =
{
εUAU∗ + f(A)I if A ∈ Bs(H) \ S,
−εUAU∗ + f(A)I if A ∈ S.
To prove the above result we need a lemma, which gives a characterization of the quadric
algebraic self-adjoint operators, that is, the operators in D, inn terms of the numerical range
of Lie product.
Lemma 3.2. Let H be a complex Hilbert space with dimH ≥ 3 and A ∈ Bs(H). Then the
following statements are equivalent.
(1) A ∈ D.
(2) W (AB −BA) = −W (AB −BA) for all B ∈ Bs(H).
(3) W (AB −BA) = −W (AB −BA) for all B ∈ Bs(H) of rank ≤ 2.
Proof. (1)⇒(2). Assume A ∈ D, then A = αP + γI for some projection P and some
scalars α, γ ∈ R. As the case A = αI is obvious, we may assume that, there exists a space
decomposition H = H1 ⊕H2 such that A =
(
αIH1 0
0 βIH2
)
with dimHi > 0, i = 1, 2, and
α 6= β. For any B =
(
B11 B12
B∗12 B22
)
∈ Bs(H1 ⊕H2), AB − BA = (α − β)
(
0 B12
−B∗12 0
)
.
MAPS PRESERVING NUMERICAL RANGE OF LIE PRODUCT 7
Let U =
(
IH1 0
0 −IH2
)
; then U is unitary and U(AB − BA)U∗ = −(AB − BA). So, we
always have W (AB −BA) = −W (AB −BA), that is, (2) is true.
(2)⇒(3) is obvious.
(3)⇒(1). Note that A ∈ Bs(H)\D if and only if the spectrum σ(A) has at least three points,
and in turn, if and only if there exists a vector x such that {x,Ax,A2x} is linearly independent.
For such x, take an orthonormal basis {e1, e2, e3} of [x,Ax,A2x] with e1 ∈ [x] and e2 ∈ [x,Ax].
Then, with respect to the space decomposition H = [e1]⊕ [e2]⊕ [e3]⊕{e1, e2, e3}⊥, A has the
matrix representation of the form
A =


a11 a21 0 0
a21 a22 a32 0
0 a32 a33 A34
0 0 A∗34 A44


with a11, a22, a33 real numbers, a21 > 0, a32 > 0 and A44 = A
∗
44. Let
B =


1 β 0 0
β¯ 0 0 0
0 0 0 0
0 0 0 0


with Imβ = 12i(β − β¯) 6= 0. Then, B is of rank two and
AB −BA =


−2(Imβ)a21 −a21 + β(a11 − a22) −βa32 0
a21 − β¯(a11 − a22) 2(Imβ)a21 0 0
β¯a32 0 0 0
0 0 0 0

 ,
which is a rank-3 skew self-adjoint operator with zero trace. Clearly, W (AB − BA) 6=
−W (AB −BA). Hence (3) implies (1). 
Proof of Theorem 3.1.
Assume dimH ≥ 3. Then Φ satisfies the assumption of Theorem 2.1, and hence there exist
a unitary operator or conjugate unitary operator U on H, a sign function h : Bs(H)→ {1,−1}
and a functional f : Bs(H)→ R such that Φ(T ) = h(T )UTU∗ + f(T )I for all T ∈ Bs(H).
We assert that the case U is a conjugate unitary operator cannot occur. Assume on the
contrary that Φ(T ) = h(T )UTU∗ + f(T )I for any T ∈ Bs(H), where U is conjugate. Take
arbitrarily an orthonormal basis of H, one sees that there exists a unitary operator V such
that Φ(T ) = h(T )V T tV ∗ + f(T )I for any T ∈ Bs(H), where T t is the transpose of T with
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respect to the given basis. Thus we have
(3.1)
W (AB −BA) =W (Φ(A)Φ(B)− Φ(B)Φ(A))
= h(A)h(B)W (V AtBtV ∗ − V BtAtV ∗)
= h(A)h(B)W ((BA −AB)t)
= −h(A)h(B)W (AB −BA).
Let {x, y, z} be an orthonormal set of H and consider the space decomposition H =
[x, y, z] ⊕ [x, y, z]⊥. For any scalars α, β, γ with αβγ¯ − α¯β¯γ 6= 0, and any real numbers
b11, b22, b33, let
(3.2) B =


b11 α γ
α¯ b22 β
γ¯ β¯ b33

⊕ 0 ∈ Bs(H).
Then for any self-adjoint operator of the form
(3.3) A =


a1 0 0
0 a2 0
0 0 a3

⊕A2
with distinct a1, a2, a3, we have AB −BA = C1 ⊕ 0, where
C1 =


0 (a1 − a2)α (a1 − a3)γ
(a2 − a1)α¯ 0 (a2 − a3)β
(a3 − a1)γ¯ (a3 − a2)β¯ 0

 .
As det(C1) = (a1 − a2)(a2 − a3)(a3 − a1)(αβγ¯ − α¯β¯γ) 6= 0, σ(C1) = {it1, it2, it3} with ti 6= 0,
i = 1, 2, 3, t1 ≤ t2 ≤ t3 and t1 + t2 + t3 = 0. So W (AB − BA) = i[t1, t3] and t1 6= −t3. By
Eq.(3.1) we obtain that
−h(A)h(B)[it1, it3] = [it1, it3]
and this forces −h(A)h(B) = 1. If h(B) = −1, then h(A) = 1 for all A of the form in Eq.(3.3)
and h(B) = −1 for all B of the form in Eq.(3.2). Consequently, h(B)h(B′) = 1 for any B,B′
of the form in Eq.(3.2).
Now take self-adjoint operators of rank two
B =


0 i 1
−i 0 2
1 2 0

⊕ 0 and B′ =


0 1 + i 1
1− i 0 2i
1 −2i 0

⊕ 0.
It is clear that i(BB′ − B′B) is a rank-3 self-adjoint operator and hence W (BB′ − B′B) 6=
−W (BB′ −B′B) = −h(B)h(B′)W (BB′ −B′B), contradicting to Eq.(3.1).
So,
Φ(A) = h(A)UAU∗ + f(A)I
for all A ∈ Bs(H).
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It is clear by Lemma 3.2 that h(A) can take any value of −1 and 1 if A ∈ D. So, to complete
the proof, we have to show that h : Bs(H)→ {−1, 1} is constant on Bs(H) \ D.
By Lemma 3.2, for any A ∈ Bs(H) \ D, there exists rank-2 B ∈ Bs(H) \ D such that
W (AB − BA) 6= −W (AB − BA). So we need only to show that h(A) = h(B) holds for any
rank-two A,B ∈ Bs(H) \ D.
Claim 1. For any orthonormal set {x, y, z} and any nonzero real numbers a, b, c, d, e, f with
a 6= b, c 6= d and e 6= f , we have h(ax⊗x+ by⊗ y) = h(cx⊗x+ dz⊗ z) = h(ey⊗ y+ fz⊗ z).
Assume A is a rank-2 self-adjoint not in D. Then there exist orthonormal x, y ∈ H and
nonzero distinct real numbers a, b such that A =
(
a 0
0 b
)
⊕ 0 with respect to the space
decomposition H = [x, y] ⊕ [x, y]⊥. Take arbitrarily two unit vectors z, z′ ∈ [x, y]⊥ and
nonzero complex numbers α, β, γ, α′, β′, γ′ so that Re(αβγ¯) = 0 and Re(α′β′γ¯′) = 0, and let
B = B(x, y, z;α, β, γ) = Re(x⊗ (αy+γz)+βy⊗z), B′ = B(x, y, z′;α′, β′, γ′) = Re(x⊗ (α′y+
γ′z′) + β′y ⊗ z′). Then A has the form in Eq.(3.1) and B,B′ have the form in Eq.(3.2). By
what proved previously, we see that both B,B′ are of rank-2 and h(B) = h(A) = h(B′) as
W (AB−BA) 6= −W (AB−BA) and W (AB′−B′A) 6= −W (AB′−B′A). It is also clear that
h(ax⊗ x+ by ⊗ y) = h(B(x, y, z;α, β, γ)) = h(B(π(x, y, z);α1, β1, γ1))
holds for any permutation π(x, y, z) of (x, y, z) and any nonzero numbers α1, β1, γ1 with
Reα1β1γ¯1 = 0. For example,
h(ax⊗ x+ by ⊗ y) = h(B(x, y, z;α, β, γ)) = h(B(z, x, y;α1, β1, γ1)).
It follows that
(3.4) h(ax⊗ x+ by ⊗ y) = h(cx ⊗ x+ dz ⊗ z) = h(ey ⊗ y + fz ⊗ z)
hold for any orthonormal set {x, y, z} and any nonzero real numbers a, b, c, d, e, f with a 6=
b, c 6= d and e 6= f . So Claim 1 is true.
Claim 2. If dimH ≥ 4, then h(A) = h(B) holds for any rank-2 A,B ∈ Bs(H) \ D.
Let A = ax⊗ x+ by ⊗ y and B = cu⊗ u+ dv ⊗ v be any two rank-2 self-adjoint operators
that are not in D, where x ⊥ y and u ⊥ v. dimH ≥ 4 implies that [x, y, u] 6= H. Take
y′ ∈ [x, y, u]⊥. By Claim 1 we have
Φ(ax⊗ x+ by ⊗ y) = Φ(by ⊗ y + cy′ ⊗ y′).
So, replacing y by y′ if necessary, we may assume that y ⊥ u in the sequel.
If [x, y, u, v] 6= H, one can pick a unit vector z ∈ [x, y, u, v]⊥. Then, by Claim 1 or Eq.(3.4),
h(A) = h(ax⊗ x+ by ⊗ y) = h(ay ⊗ y + bz ⊗ z)
= h(cu⊗ u+ bz ⊗ z) = h(cu⊗ u+ dv ⊗ v) = h(B).
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If [x, y, u, v] = H, then dimH = 4. Take unit vectors z ∈ [x, y, u]⊥ and z′ ∈ [y, u, v]⊥.
Applying Claim 1 again, we see that
h(A) = h(ax⊗ x+ by ⊗ y) = h(ay ⊗ y + bz ⊗ z)
= h(ay ⊗ y + bu⊗ u) = h(cu ⊗ u+ dz′ ⊗ z′)
= h(cu⊗ u+ dv ⊗ v) = h(B).
Finally, let us consider the case dimH = 3.
Claim 3. If dimH = 3, then h(A) = h(B) holds for any rank-2 A,B ∈ Bs(H) \ D.
Assume that dimH = 3 and write A = ax ⊗ x + by ⊗ y and B = cu ⊗ u + dv ⊗ v, where
x ⊥ y, u ⊥ v. If [x, y, u, v] 6= H, then [x, y] = [u, v]. It is obvious h(A) = h(B) whenever u
is linearly dependent to x or y. So we may assume that u, v 6∈ [x] ∪ [y]. Pick a unit vector
z ∈ [x, y]⊥. By Claim 1 we see that h(A) = h(ax ⊗ x + by ⊗ y) = h(az ⊗ z + by ⊗ y) and
h(B) = h(cu× u+ dv ⊗ v) = h(cz ⊗ z + dv ⊗ v). It reduces to consider A′ = az ⊗ z + by ⊗ y,
B′ = cz ⊗ z + dv ⊗ v. Note that [z, y, v] = H. So we may always require that [x, y, u, v] = H.
Take unit vector z ∈ [x, y]⊥; then A and B have matrix representations
A =


a 0 0
0 b 0
0 0 0

 and B =


ξ1 α γ
α¯ ξ2 β
γ¯ β¯ ξ3


with a, b, 0 are distinct to each other, B has three distinct eigvalues, (γ, β, ξ3) 6= (0, 0, 0). If
α = β = γ = 0 or Im(αβγ¯) 6= 0, clearly we already have h(B) = h(A) (see the argument after
Eqs. (3.3)-(3.4)).
In the sequel assume that (α, β, γ) 6= (0, 0, 0) but Im(αβγ¯) = 0.
Subcase 1. Two of α, β, γ are 0.
Without loss of generality, say β = γ = 0. Then
B =


α¯
k
α 0
α¯ kα 0
0 0 ξ3


for some k 6= 0 as rankB = 2 and ξ3 6= 0. Let
Ct,s =


0 t i
t 0 s
−i s 0


for nonzero t, s ∈ R. By the previous discussion we have h(A) = h(Ct,s). Consider
BCt,s − Ct,sB =


t(α− α¯) t( α¯
k
− kα) iα¯
k
+ sα− iξ3
−t( α¯
k
− kα) −t(α− α¯) iα¯+ skα− sξ3
iα¯
k
− sα¯− iξ3 iα− skα+ sξ3 0

 .
It is clear that det(BCt,s −Ct,sB) 6= 0 for some t, s whenever α 6∈ R or kα 6= α¯k or kα 6= ξ3 or
ξ3 6= α¯k , and in this case we have h(B) = h(Ct,s) = h(A). If α is real and kα = α¯k = ξ3, then,
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up to a real scalar multiple, B has the form
B =


1 1 0
1 1 0
0 0 1

 .
Let
C =


1 1 1 + i
1 2 1− i
1− i 1 + i 0

 .
Then Im(1·(1−i)(1 + i)) = −2i 6= 0 and hence h(C) = h(A). Since det(BC−CB) = −4i 6= 0,
we also have h(B) = h(C). So, again we get h(B) = h(A), as desired.
Subcase 2. One of α, β, γ is 0.
Without loss of generality, say β = 0. Then, as rankB = 2, detB = ξ1ξ2ξ3−|γ|2ξ2−|α|2ξ3 =
0. Thus there are scalars c, d with d 6= 0 such that cξ1 = γ¯ − dα, ξ2 = − cdα and ξ3 = cγ.
Clearly, ξ2 = 0⇔ ξ3 = 0⇔ c = 0, and in this case we have
B =


ξ1 α γ
α¯ 0 0
γ¯ 0 0

 .
Let
(3.5) Ct,s,p =


0 t ip
t 0 s
−ip s 0


for nonzero real numbers t, s, p; then h(A) = h(Ct,s,p). Now
BCt,s,p − Ct,s,pB =


t(α− α¯)− ip(γ + γ¯) ξ1t+ γs iξ1p+ αs
−ξ1t− γ¯s −t(α− α¯) iα¯p− γt
iξ1p− α¯s tγ¯ + iαp ip(γ + γ¯)

 .
If ξ1 6= 0 (in this case the coefficients of sp2 and t2s of det(BCt,s,p − Ct,s,pB) are nonzero),
or if ξ1 = 0 but one of α − α¯ and γ + γ¯ is nonzero (in this case the coefficient of t3 or
p3 is nonzero), it is sure that BCt,s,p − Ct,s,pB is of rank three for some t, s, p and hence
h(B) = h(Ct,s,p) = h(A). If
B =


0 α iδ
α 0 0
−iδ 0 0


for some nonzero real numbers α, δ, let
(3.6) Dt,s,p =


0 it p
−it 0 s
p s 0


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for nonzero real numbers t, s, p. Then
BDt,s,p −Dt,s,pB =


2i(δp − αt) iδs αs
iδs 2iαt αp− δt
−αs δt− αp −2iδp

 ,
which is of rank three for some suitable choice of t, s, p as the coefficients of t3 and p3 of
det(BDt,s,p −Dt,s,pB) are nonzero. Therefore, we have h(B) = h(Dt,s,p) = h(A).
Assume that c 6= 0; then ξ1 = 1c (γ¯ − dα¯), ξ2 = − cdα, ξ3 = cγ are real,
B =


1
c
(γ¯ − dα¯) α γ
α¯ − c
d
α 0
γ¯ 0 cγ


and, for Ct,s,p in Eq.(3.5), we have
BCt,s,p − Ct,s,pB
=


t(α− α¯)− ip(γ + γ¯) ( γ¯
c
− dα¯
c
+ cα
d
)t+ γs i( γ¯
c
− dα¯
c
− cγ)p + αs
−( γ¯
c
− dα¯
c
+ cα
d
)t− γ¯s −t(α− α¯) iα¯p− γt− c(α
d
+ γ)s
i( γ¯
c
− dα¯
c
− cγ)p− α¯s iαp+ tγ¯ + c(α
d
+ γ)s ip(γ + γ¯)

 .
Note that the coefficients of t3, s3 and p3 in det(BCt,s,p − Ct,s,pB) are respectively |γ|2(α −
α¯), c(α
d
+ γ)(α¯γ − αγ¯) and −i|α|2(γ + γ¯).
It is clear that, if α or iγ are not real; or in the case that both α and iγ are real, but
ξ2 6= ξ3, then BCt,s,p − Ct,s,pB is rank-3 for suitable choice of real numbers t, s, p and hence
h(B) = h(Ct,s,p) = h(A).
If α, iγ are real and ξ2 = ξ3 but ξ1 6= ξ2, then
BCt,s,p − Ct,s,pB
=


0 ( γ¯
c
− dα¯
c
+ cα
d
)t+ γs i( γ¯
c
− dα¯
c
− cγ)p + αs
−( γ¯
c
− dα¯
c
+ cα
d
)t− γ¯s 0 iα¯p− γt
i( γ¯
c
− dα¯
c
− cγ)p − α¯s iαp + tγ¯ 0

 .
As the coefficient of t2p in det(BCt,s,p−Ct,s,pB) is−i(ξ1−ξ2)2γ¯ 6= 0, we still have h(B) = h(A).
If α, iγ are real and ξ1 = ξ2 = ξ3, then B has the form
B =


±√α2 + δ2 α iδ
α ±√α2 + δ2 0
−iδ 0 ±√α2 + δ2


with nonzero α, δ ∈ R. Then, for Dt,s,p in Eq.(3.6), consider
BDt,s,p −Dt,s,pB =


2i(δp − αt) iδs αs
iδs 2iαt αp− δt
−αs δt− αp −2iδp


for nonzero real numbers t, s, p. As the coefficient of t3 in det(BDt,s,p−Dt,s,pB) is −2iαδ2 6= 0,
and hence one gets h(B) = h(A) again.
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Subcase 3. All α, β, γ are nonzero.
Since det(B) = 0, there are scalars c, d such that (γ¯, β¯, ξ3) = (cξ1 + dα¯, cα + dξ2, cγ + dβ).
It follows that
(3.7)


γ = c¯ξ1 + d¯α,
β = c¯α¯+ d¯ξ2,
ξ3 = |c|2ξ1 + cd¯α+ c¯dα¯+ |d|2ξ2.
As αβγ¯ ∈ R, we get
(cd¯α− c¯dα¯)(|α|2 − ξ1ξ2) = 0.
However, |α|2 − ξ1ξ2 = 0 implies that ξ1 = α¯k , ξ2 = kα for some scalar k, which entails that
β = kγ and hence B is of rank-1, a contradiction. So |α|2 − ξ1ξ2 6= 0 and then we must have
cd¯α− c¯dα¯ = 0. Discussing similarly, we get
(3.8)


|α|2 − ξ1ξ2 6= 0,
|β|2 − ξ2ξ3 6= 0,
|γ|2 − ξ1ξ3 6= 0.
Let Ct,s,p be as in Eq.(3.5). As
BCt,s,p − Ct,s,pB
=


(α− α¯)t− i(γ + γ¯)p (ξ1 − ξ2)t+ γs− iβ¯p i(ξ1 − ξ3)p + αs− βt
−(ξ1 − ξ2)t− γ¯s− iβp −(α− α¯)t+ (β − β¯)s (ξ2 − ξ3)s+ iα¯p− γt
i(ξ1 − ξ3)p + β¯t− α¯s −(ξ2 − ξ3)s + γ¯t+ iαp i(γ + γ¯)p − (β − β¯)s

 ,
we see that the coefficients of t3, s3, p3 in det(BCt,s,p − Ct,s,pB) are respectively
(3.9)


ct = (ξ1 − ξ2)(βγ¯ − β¯γ) + (α− α¯)(|γ|2 − |β|2),
cs = (ξ2 − ξ3)(αγ¯ − α¯γ) + (β − β¯)(|α|2 − |γ|2),
cp = i(ξ1 − ξ3)(α¯β¯ + αβ) + i(γ¯ + γ)(|β|2 − |α|2).
If one of ct, cs, cp is nonzero, then det(BCt,s,p − Ct,s,pB) 6= 0 for some choice of t, s, p, which
implies that h(B) = h(Ct,s,p) = h(A). Assume
ct = cs = cp = 0.
Considering the coefficients dt, ds and dp of t
3, s3 and p3 in det(BDt,s,p −Dt,s,pB) with Dt,s,p
as in Eq.(3.6) one gets
(3.10)


dt = i(ξ1 − ξ2)(βγ¯ + β¯γ) + i(α + α¯)(|γ|2 − |β|2),
ds = (ξ2 − ξ3)(αγ¯ − α¯γ) + (β − β¯)(|α|2 − |γ|2) = 0,
dp = (ξ1 − ξ3)(α¯β¯ − αβ) + (γ¯ − γ)(|β|2 − |α|2).
If one of dt, dp is nonzero, then h(B) = h(A). Assume that
dt = ds = dp = 0.
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Let
(3.11) Et,s,p =


0 t p
t 0 is
p −is 0


for nonzero real numbers t, s, p. The coefficients et, es and ep of t
3, s3 and p3 in det(BEt,s,p −
Et,s,pB) are
(3.12)


et = (ξ1 − ξ2)(βγ¯ − β¯γ) + (α− α¯)(|γ|2 − |β|2) = 0,
es = i(ξ2 − ξ3)(αγ¯ + α¯γ) + i(β + β¯)(|α|2 − |γ|2),
ep = (ξ1 − ξ3)(α¯β¯ − αβ) + (γ¯ − γ)(|β|2 − |α|2) = 0.
If es 6= 0, then we get h(B) = h(A). Assume
es = 0.
Then, by Eqs.(3.9)-(3.10), and Eq.(3.12), it is easily checked that
(3.13)


(ξ1 − ξ2)βγ¯ + α(|γ|2 − |β|2) = 0,
(ξ2 − ξ3)αγ¯ + β(|α|2 − |γ|2) = 0,
(ξ1 − ξ3)αβ + γ(|β|2 − |α|2) = 0.
As αβγ¯ is real, we see from Eq.(3.13) that both α2, β2 are real and hence α ∈ R or α ∈ iR
(β ∈ R or β ∈ iR). It follows that there are four cases may occur, that is,
(3.14)


1◦ α, β, γ ∈ R.
2◦ α, β ∈ iR, γ ∈ R.
3◦ β, γ ∈ iR, α ∈ R.
4◦ α, γ ∈ iR, β ∈ R.
If ξ1 = ξ2 = ξ3 = ξ, then |α| = |β| = |γ| by Eq.(3.13). On the other hand, by Eq.(3.7),
ξ(1 − |c|2 − |d|2) = 2cd¯α. Thus ξ = 0 or 1 − |c|2 − |d|2 = 0 implies that c = 0 or d = 0.
Without loss of generality, say c = 0; then d 6= 0 and ξ = |d|2ξ 6= 0, which gives d = eiθ and
|ξ| = |dβ| = |α|, contradicting the fact that |α|2 6= ξ1ξ2 = ξ2 = |ξ|2 (see Eq.(3.8)).
So we have ξ(1− |c|2 − |d|2) = 2cd¯α 6= 0,
ξ =
γ − d¯α
c
=
β − c¯α¯
d¯
=
2cd¯α
1− |c|2 − |d|2 =
2c¯dα¯
1− |c|2 − |d|2
and
B =


2cd¯α
1−|c|2−|d|2 α (2|c|2 + 1)d¯α
α¯ 2cd¯α
1−|c|2−|d|2 (2|d|2 + 1)c¯α¯
(2|c|2 + 1)dα¯ (2|d|2 + 1)cα 2cd¯α
1−|c|2−|d|2

 .
It follows that (2|c|2+1)|d| = (2|d|2+1)|c| = 1 as |α| = |β| = |γ|. Thus 2|c|+ 1|c| = 2|d|+ 1|d| =
1
|cd| . Note that |c| = 12|d|2+1 and |d| = 12|c|2+1 . So one gets (|c|+ |d|)(|c| − |d|) = |c| − |d|, which
gives further that either |c| = |d| or |c| + |d| = 1. If |c| 6= |d|, we must have |c| + |d| = 1 and
hence 0 < 1− |c| = |d| = 1
2|c|2+1 . Then we obtain |c|(2|c|2 − 2|c| + 1) = 0. As we always have
2|c|2 − 2|c| + 1 > 0, one sees that c = 0, a contradiction. Therefore, we have |c| = |d| = k.
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Since (2k2 + 1)k = 1, we see that k ≈ 0.5898. Write α = |α|eiθ1 , c = keiθ2 and d = keiθ3 .
Now cd¯α is real implies that θ1 + θ2 − θ3 is 0 or π. Replacing B by −B if necessary we may
assume that θ1 + θ2 − θ3 = 0 and thus d = kei(θ1+θ2). Without loss of generality, let |α| = 1.
Notice that (2k2 + 1)k = 1. Then B becomes to
B =


2k2
1−2k2 e
iθ1 e−iθ2
e−iθ1 2k
2
1−2k2 e
−i(θ1+θ2)
eiθ2 ei(θ1+θ2) 2k
2
1−2k2


with 2k
2
1−2k2 ≈ 2.2868. But then 0 = det(B) = ( 2k
2
1−2k2 )
3 − 3( 2k21−2k2 ) + 2 ≈ 7.0983 > 0, a
contradiction. Therefore ξ1, ξ2, ξ3 are not all the same. Keep this in mind below, we can show
that h(B) = h(A) holds.
For example, consider the Case 2◦, that is, α ∈ R, β, γ ∈ iR.
In this case, for t, s, p ∈ C, let
Ft,s,p =


0 t p
t¯ 0 s
p¯ s¯ 0

 .
Then
BFt,s,p − Ft,s,pB
=


α(t¯− t) + iγ(p+ p¯) (ξ1 − ξ2)t+ iγs¯+ iβp (ξ1 − ξ3)p− αs− iβt
(ξ2 − ξ1)t¯+ iβp¯+ iγs −α(t¯− t) + iβ(s+ s¯) (ξ2 − ξ3)s+ αp− iγt¯
(ξ3 − ξ1)p¯− iβt¯− αs¯ (ξ3 − ξ2)s¯− iγt− αp¯ −iγ(p+ p¯)− iβ(s+ s¯)

 .
Consider the term of det([B,Ft,s,p]) that contains only t, which is
((ξ1 − ξ2)βγ + α(β2 − γ2))(t2t¯− t¯2t) = 2(ξ1 − ξ2)βγ(t2t¯− t¯2t)
as (ξ1−ξ2)βγ+α(γ2−β2) = (ξ1−ξ2)(iβ)i¯γ+α(|iγ|2−|iβ|2) = 0 by Eq.(3.13). If ξ1 6= ξ2, then
(ξ1−ξ2)βγ 6= 0 and it is clear that we can choose t, s, p with tsp¯ 6∈ R so that det([B,Ft,s,p]) 6= 0.
Thus we get h(B) = h(Ft,s,p) = h(A). If ξ1 = ξ2, then we must have ξ2 6= ξ3. Now consider
the term of det([B,Ft,s,p]) that only contain s, which is
i(ξ2 − ξ3)αγ(s2s¯− s¯2s) + iβ(α2 − γ2)(s2s¯+ s¯2s) = 2i(ξ2 − ξ3)αγs2s¯
since (ξ2−ξ3)αi¯γ+(iβ)(|α|2−|iγ|2) = 0 by Eq.(3.13). Clearly (ξ2−ξ3)αγ 6= 0 implies that there
are t, s, p with tsp¯ 6∈ R so that det([B,Ft,s,p]) 6= 0. It follows that h(B) = h(Ft,s,p) = h(A).
The cases 1◦, 3◦ and 4◦ are dealt with similarly. This completes the proof of the Claim 4.
Claim 5. For any A,B ∈ Bs(H) \ D, we have h(A) = h(B).
By Lemma 3.2, there exist E,F ∈ Bs(H)\D of rank not greater than 2 such that W (AE−
EF ) 6= −W (AE−EF ) and W (BF −FB) 6= −W (BF −FB). Thus we get h(A) = h(E) and
h(B) = h(F ). However, by Claims 2-4, we always have h(E) = h(F ). Hence h(A) = h(B).
Finally, let S = {S ∈ D : h(S) 6= h(A) for A 6∈ D}. Then it is clear that the theorem holds.

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4. The case when dimH = 2
In this last section we consider the problem for the case when dimH = 2. As we will see the
situation for the two dimensional case is much different from that for the case of dimension
≥ 3.
As dimH = 2, we can identify Bs(H) asH2 = H2(C), the set of all 2×2 Hermitian matrices
over C.
The following is our result and the surjectivity assumption on Φ is not needed.
Theorem 4.1. Let Φ : H2(C)→ H2(C) be a map. The following statements are equivalent.
(1) σ([Φ(A),Φ(B)]) = σ([A,B]) for any A,B ∈ H2(C).
(2) W ([Φ(A),Φ(B)]) =W ([A,B]) for any A,B ∈H2(C).
(3) w([Φ(A),Φ(B)]) = w([A,B]) for any A,B ∈ H2(C).
(4) There exist a unitary matrix U ∈ M2(C), a sign function h : H2 → {−1, 1} and a
functional f : H2(C)→ R such that one of the following holds:
(1◦) Φ(A) = h(A)UAU∗ + f(A)I for all A ∈ H2;
(2◦) Φ(A) = h(A)UAtU∗ + f(A)I for all A ∈H2;
(3◦) Φ(A) = h(A)UΨ(A)U∗ + f(A)I for all A ∈ H2;
(4◦) Φ(A) = h(A)UΨ(A)tU∗ + f(A)I for all A ∈ H2.
Where, with A =
(
a c+ id
c− id b
)
, Ψ(A) =
(
a −c+ id
−c− id b
)
.
Proof. It is clear that (4)⇒(1)⇔(2)⇔(3).
(3)⇒(4). Assume Φ : H2 → H2 preserves the numerical radius of Lie product.
We may modify the functional f(A) in the map Φ so that Φ(A) has trace 0 for all A ∈ H2(C).
Then we can focus on the set H02 of trace zero matrices in H2(C).
Now, suppose (1) holds.
Consider the Hermitian matrices
(4.1) X =
1√
2
(
0 1
1 0
)
, Y =
1√
2
(
0 −i
i 0
)
, Z =
1√
2
(
1 0
0 −1
)
.
Then the following holds:
(1) {X,Y,Z} is an orthonormal basis for M02 using the inner product 〈A,B〉 = tr(AB∗),
where M02 is the set of trace zero 2× 2 matrices.
(2) A = a1X + a2Y + a3Z ∈ H02 if and only if (a1, a2, a3)t ∈ R3.
(3) XY = i√
2
Z = −Y X, Y Z = i√
2
X = −ZY, ZX = i√
2
Y = −XZ.
(4) W ([X,Y ]) =W ([Y,Z]) =W ([Z,X]) = i[−1, 1].
(5) If A = a1X + a2Y + a3Z and B = b1X + b2Y + b3Z in M
0
2 , then
[A,B] =
√
2i(c1X + c2Y + c3Z),
where
c1 = a2b3 − a3b2, c2 = −(a1b3 − a3b1), c3 = a1b2 − a2b1.
In other words, (c1, c2, c3)
t = (a1, a2, a3)
t × (b1, b2, b3)t, the cross product in C3.
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(6) Every unitary similarity map a1X+a2Y +a3Z = A 7→ UAU∗ = b1X+b2Y +b3Z onM02
corresponds to a real special orthogonal transformation T ∈M3(C) such that T (a1, a2, a3)t =
(b1, b2, b3)
t.
Claim 1. There exist a unitary U ∈M2(C) such that
Φ(A) = εAUAU
∗
for all A ∈ {X,Y,Z}, where εA ∈ {−1, 1}.
Assume that the image of X,Y,Z are respectively
X1 = a11X + a21Y + a31Z, Y1 = a12X + a22Y + a32Z, Z1 = a13X + a23Y + a33Z.
Then apqs are real numbers. Let T = (apq) ∈M3(R). We will show that T is a real orthogonal
matrix. Thus Φ has the form in Claim 6.
Note that the hypothesis and conclusion will not be affected by changing T to PTQ for
any real orthogonal matrices P,Q ∈ M3(C). It just corresponds to changing Φ to a map of
the form
A 7→ εPUPΦ(εQUQAU∗Q)U∗P
for some unitary UP , UQ ∈M2(C) and εP , εQ ∈ {1,−1} depending on P and Q.
By the singular value decomposition of real matrices, let P,Q be real orthogonal such
that PTQ = diag(s1, s2, s3) with s1 ≥ s2 ≥ s3 ≥ 0. Now, replace T by PTQ so that
T = diag(s1, s2, s3). Thus there exists a real orthogonal matrix U ∈M2(C) such that
Φ(X) = s1UXU
∗, Φ(Y ) = s2UY U∗, Φ(Z) = s3UZU∗.
It follows that
1 = w(XY − Y X) = w(Φ(X)Φ(Y )− Φ(Y )Φ(X)) = |s1s2|w(XY − Y X) = |s1s2|.
Similarly, one gets |s1s3| = |s2s3| = 1 and hence s1, s2, s3 ∈ {−1, 1}. Thus the Claim is true.
Without loss of generality in the sequel we assume U = I2. Note that, for any sign function
h : H2 → {−1, 1}, the map Ψ defined by Ψ(A) = h(A)Φ(A) still preserves the numerical
radius of Lie product. So, multiplied by a suitable sign function if necessary, we may assume
that
Φ(C) = C
for every C ∈ {X,Y,Z}.
Claim 2. There are sign functions ε1, ε2, ε3 : H2 → {−1, 1} and a functional f : H2 → R
such that, for any A ∈ H2 with A =
(
a c+ id
c− id b
)
, we have
Φ(A) =
(
ε1(A)a ε2(A)c+ iε3(A)d
ε2(A)c + iε3(A)d ε1(A)b
)
+ f(A)I2.
Write A =
(
a c+ id
c− id b
)
and Φ(A) =
(
x w + iv
w − iv y
)
, where a, b, c, d, x, y, w, v
are real numbers. Note that, for any E,F ∈ H2, w(EF −FE) = δ if and only if the spectrum
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σ(EF − FE) = i[−δ, δ]. Thus w(AC − CA) = w(BC − CB) if and only if σ(AC − CA) =
σ(BC − CB). As
√
2(AX −XA) =
(
i2d a− b
b− a −i2d
)
,
√
2(Φ(A)X −XΦ(A)) =
(
2iv x− y
y − x −2iv
)
;
√
2(AY − Y A) = i
(
2c b− a
b− a −2c
)
,
√
2(Φ(A)Y − Y Φ(A)) = i
(
2w y − x
y − x −2w
)
;
√
2(AZ − ZA) = 2
(
0 −c− id
c− id 0
)
,
√
2(Φ(A)Z − ZΦ(A)) = 2
(
0 −w − iv
w − iv 0
)
,
we must have
(4.2)


4v2 + (x− y)2 = 4d2 + (a− b)2,
4w2 − (x− y)2 = 4c2 − (a− b)2,
w2 + v2 = c2 + d2.
It follows that, the map Φ sends
(
a 0
0 b
)
=
(
a−b
2 0
0 −a−b2
)
+a+b2 I2 to
(
ε1
a−b
2 0
0 −ε1 a−b2
)
+
λ′I2 =
(
ε1a 0
0 ε1b
)
+ λI2, and sends
(
0 c+ id
c− id 0
)
to
(
0 ε2c+ iε3d
ε2c− iε3d 0
)
+
λ2I2 for some scalars ε1, ε2, ε3 ∈ {−1, 1}.
To sum up,
Φ(
(
a 0
0 b
)
+ RI2) ⊆ ε1
(
a 0
0 b
)
+RI2,
and
Φ(
(
0 c+ id
c− id 0
)
+ RI2) ⊆
(
0 ε2c+ iε3d
ε2c− iε3d 0
)
+ RI2,
where ε1, ε2, ε3 ∈ {−1, 1} depending on a, c, d.
To consider the general A =
(
a c+ id
c− id b
)
, for any unit vector x ∈ C2, take unit
vector y ⊥ x. Then, with respect to the orthonormal base {x, y}, one can take
X ′ =
1√
2
(x⊗ y + y ⊗ x), Y ′ = 1√
2
i(−x⊗ y + y ⊗ x), Z ′ = 1√
2
(x⊗ x− y ⊗ y).
Repeat the argument as in Claim 1 and the above one achieves that, there exists a unitary
matrix Ux such that
(4.3) Φ(ax⊗ x+ by ⊗ y + RI2) ⊆ ε1(x, a, b)(aUxx⊗ Uxx+ bUxy ⊗ Uxy) +RI2
for any a, b ∈ R and
(4.4)
Φ((c+ id)x⊗ y + (c− id)y ⊗ x+ RI2)
⊆ (ε2(x, c, d)c + iε3(x, c, d)d)uxx⊗ Uxy
+(ε2(x, c, d)c − iε3(x, c, d)d)Uxy ⊗ Uxx+ RI2,
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where ε1(x, a, b), ε2(x, c, d), ε3(x, c, d)) ∈ {−1, 1}. Particularly, by Eq.(4.3), without loss of
generality we may assume that
(4.5) σ(Φ(A)) = σ(A)
for all A ∈ H2. It follows that, if b = −a, that is, if A ∈ H02, then we have
(4.6) x2 + w2 + v2 = a2 + c2 + d2,
which, together with Eq.(4.2), gives
x2 = a2, w2 = c2, v2 = d2.
Therefore, we still have
x = ε1a, w = ε2c, v = ε3d
for some ε1, ε2, ε3 ∈ {−1, 1}. Now, it is easily checked that
(4.7) Φ(
(
a c+ id
c− id b
)
) ∈
(
ε1a ε2c+ iε3d
ε2c+ iε3d ε1b
)
+ RI2
for some ε1, ε2, ε3 ∈ {−1, 1}, and the Claim 2 is true.
Replacing Φ by ε3(Φ− f) if necessary, by Claim 2, we may assume that ε3 ≡ 1 and
(4.8) Φ(A) = Φ(
(
a c+ id
c− id b
)
) =
(
ε1(A)a ε2(A)c + id
ε2(A)c − id ε1(A)b
)
for every A ∈ H2.
To determine the sign functions ε1, ε2 it is enough to consider their behaviors on H
0
2.
Let M = {A ∈ H02 : ε1(A) = ε2(A)} and N = {B ∈ H02 : ε1(B) 6= ε2(B)}.
Claim 2. Either M = H02 or N = H02.
For any A =
(
a c+ id
c− id −a
)
, B =
(
b e+ if
e− if −b
)
∈ H02, writing ε1 = εj(A) and
ηj = εj(B), a simple computation shows that
AB −BA = 2
(
i(de − cf) ae− bc+ i(af − bd)
−ae+ bc+ i(af − bd) −i(de− cf)
)
and
Φ(A)Φ(B)− Φ(B)Φ(A)
= 2
(
i(η2de− ε2cf) ε1η2ae− ε2η1bc+ i(ε1af − η1bd)
−ε1η2ae+ ε2η1bc+ i(ε1af − η1bd) −i(η2de− ε2cf)
)
.
Since w(Φ(A)Φ(B) −Φ(B)Φ(A)) = w(AB −BA), one gets
(η2de− ε2cf)2 + (ε1η2ae− ε2η1bc)2 + (ε1af − η1bd)2
= (de− cf)2 + (ae− bc)2 + (af − bd)2,
that is,
d2e2 + c2f2 + a2f2 + b2d2 − 2df(ε2η2ce+ ε1η1ab)− 2ε1ε2η1η2abce
= d2e2 + c2f2 + a2f2 + b2d2 − 2df(ce+ ab)− 2abce,
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which gives
(4.9) df(ε2η2ce+ ε1η1ab) + ε1ε2η1η2abce = df(ce+ ab) + abce.
Assume that both M and N are not empty. Obviously, we can require ε1(A) = ε2(A) if
ac = 0. So, Q = {A =
(
a c+ id
c− id −a
)
∈ H02 : ac = 0} ⊆ M ∩N . If one of M and N is
a subset of Q, then the claim is true. Assume that none of M and N is a subset of Q. We
show that this leads to a contradiction.
Let N1 = N \ Q. Then N1 is not a empty set, and B =
(
b e+ if
e− if −b
)
∈ N1 implies
that be 6= 0. For any A =
(
a c+ id
c− id −a
)
∈ M, B =
(
b e+ if
e− if −b
)
∈ N , since
ε2 = ε1 = ε ∈ {−1, 1} and η2 = −η1 = η ∈ {−1, 1}, Eq.(4.9) gives
dfεη(ab− ce) − abce = df(ab+ ce) + abce.
Thus,
if εη = 1, one gets dfce = −abce, that is, dfc = −abc as be 6= 0;
if εη = −1, one gets dfab = −abce, that is, adf = −ace as be 6= 0.
Assume that f = 0 for some
(
b e+ if
e− if −b
)
∈ N1; then we must have ac = 0 for all(
a c+ id
c− id −a
)
∈ M, which is a contradiction. Thus, for all B =
(
b e+ if
e− if −b
)
∈
N1, we have bef 6= 0. Hence, for any A ∈ M, B ∈ N1,
ε(A)ε1(B) = 1 and c 6= 0⇒ df = −ab;
ε(A)ε1(B) = −1 and a 6= 0⇒ df = −ce.
Fix some A,B as above. Take D =
(
x y + iz
y − iz −x
)
∈ H02 so that xyz 6= 0, zx 6∈ {da , fb }
and z
y
6∈ {d
c
, f
e
}. Then it is easily checked that D 6= M∪N = H02, a contradiction. So, we
must have M = H02 or N = H02.
Claim 3. If M = H02, then Φ has the form (1◦) or (2◦).
Let M+ = {B ∈ M : ε1(B) = 1} and M− = {B ∈ M : ε1(B) = −1}. Then H02 = M =
M+ ∪M− and M+ ∩M− = {
(
0 if
−if 0
)
: f ∈ R}. It is clear that Φ(A) = A if A ∈ M+
and Φ(A) = −At if A ∈ M−.
For any A =
(
a c+ id
c− id −a
)
∈ M+ and B =
(
b e+ if
e− if −b
)
∈ M−, by Eq.(4.9)
we have
df(ab+ ce) = 0.
Assume df = 0; then the above equation is always true. If f = 0, then B is a real matrix
and Φ(B) = −Bt = −B. Letting h(B) absorb a −1 we may require that B ∈ M+. Similarly,
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if d = 0, we may rearrange if necessary so that A ∈ M−. Hence we may require that one of
M± contains no real matrices.
If one of M± consists of real matrices, we already prove that Φ has the form (1◦) or (2◦)
Assume that M+ and M− contain respectively non-real matrices A and B; then df 6= 0.
It follows that
ab+ ce = 0.
If abce 6= 0, we get
e
b
= −a
c
.
Take D =
(
x y + iz
y − iz −x
)
∈ H02 with xyz 6= 0, yx 6∈ { ca , eb}. Then either D ∈ M+
or D ∈ M−. However, D ∈ M+ implies that yx = − be = ca and D ∈ M− implies that
y
x
= −a
c
= e
b
, contradicting to the choice of D. Hence we always have abce = 0, that is, at
lest one of a, b, c, e is zero. Without loss of generality, assume that ac 6= 0; then be = 0. In
fact we have b = e = 0 since ab + ce = 0. This forces that M− = {
(
0 if
−if 0
)
: f ∈ R}.
and therefore M+ = H02. In this case we have Φ(A) = A for all A ∈ H02 and Φ has the form
(1◦). If be 6= 0 and ac = 0, one gets a = c = 0 and thus
M+ ⊆ R = {
(
u w + iv
w − iv −u
)
: v = 0 or u = w = 0}.
So we may require that M− = H02 and Φ(A) = −At for every A ∈ H02, which implies that Φ
has the form (2◦). If ac = be = 0 for any A,B with df 6= 0, then we get a contradiction that
D =
(
x y + iz
y − iz −x
)
∈ H02 with xyz 6= 0 does not in M+ ∪M− = H02. This completes
the proof of Claim 3.
Claim 4. If N = H02, then Φ has the form (3◦) or (4◦).
Let N+ = {B ∈ N : ε1(B) = 1} and N− = {B ∈ N : ε1(B) = −1}. Then H02 = N =
N+ ∪ N− and still, N+ ∩ N− = {
(
0 if
−if 0
)
: f ∈ R}. Clearly, Φ(A) = Ψ(A) if A ∈ N+
and Φ(A) = −Ψ(A)t if A ∈ N−.
Note that, for any B1, B2 ∈ N+ or B1, B2 ∈ N− we have w([B1, B2]) = w([Φ(B1),Φ(B2)])
by Eq.(4.9). Also, if B is real, then Φ(B) = −B. Thus, with no loss of generality we may
assume that all real matrices are contained in N+.
For any A =
(
a c+ id
c− id −a
)
∈ N+ and B =
(
b e+ if
e− if −b
)
∈ N−, by Eq.(4.9) we
still have
df(ab+ ce) = 0.
If for any A ∈ N+ and B ∈ N− we always have df = 0 whenever (a, c) 6= (0, 0), then we must
have d = 0 for any A ∈ N+, which means that N+ ⊆ R. It is easily checked in this case that
Φ has the form (3◦). So, we may assume that df 6= 0 for some A with (a, c) 6= (0, 0) and B. It
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follows that ab+ ce = 0. The same reason as that in Claim 3 reveals that abce 6= 0 will lead
to a contradiction. Thus we must have abce = 0. Since there exists A ∈ N+ with acd 6= 0
or B ∈ N− with bef 6= 0, a similar argument as that in Claim 3 shows that the prior case
implies that N− = {
(
0 if
−if 0
)
: f ∈ R} and hence Φ has the form (3◦); the later case
implies that N+ = R and hence Φ has the form (4◦).

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