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Abstract
For an odd positive integer n; we determine formulas for the number of irreducible
polynomials of degree n over GF(2) in which the coefﬁcients of xn1; xn2 and xn3 are
speciﬁed in advance. Formulas for the number of elements in GFð2nÞ with the ﬁrst three traces
speciﬁed are also given.
r 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
Let q be a prime power and let GFðqÞ be a ﬁnite ﬁeld with q elements. A classical
result (see [6, 3.25]) gives the number, PqðnÞ; of monic, irreducible polynomials of
degree n over GFðqÞ:
PqðnÞ ¼ 1
n
X
djn
mðdÞqn=d ;
where m is the Mo¨bius function. This has been reﬁned several times by counting the
number Pqðn; e1; e2;y; ekÞ of monic irreducible polynomials over GFðqÞ with the ﬁrst
k coefﬁcients being the prescribed values e1;y; ek: We are writing polynomials here as
pðxÞ ¼ xn þ a1xn1 þ a2xn2 þ?þ an1x þ an:
Carlitz [1] gave a formula for Pqðn; e1Þ: Kuz’min [5] extended this to a formula for
Pqðn; e1; e2Þ: This was re-discovered, for the case q ¼ 2; in [2] which also introduced
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the connection with higher traces. The same connection was used in [8] to get a
formula for Pqðn; e1; e2; e3Þ when q ¼ 2 and n is even. We complete this case, getting a
formula for Pqðn; e1; e2; e3Þ when q ¼ 2 and n is odd. The proof is quite different and
depends on computations with quadratic forms.
The higher traces are deﬁned as follows. Let F be any ﬁeld and let K=F be a
separable extension of degree n: Let s0;y; sn1 be the monomorphisms from K into
the algebraic closure of F : Then deﬁne for aAK :
tr1ðaÞ ¼
Xn1
i¼0
siðaÞ;
tr2ðaÞ ¼
X
0piojpn1
siðaÞsjðaÞ;
tr3ðaÞ ¼
X
0piojokpn1
siðaÞsjðaÞskðaÞ:
In our case ðq ¼ 2Þ; siðxÞ ¼ x2i :
We ﬁx odd n ¼ 2m þ 1 and set K ¼ GFð2nÞ: We will only work over GFð2Þ so we
will drop the subscript on the P from P2ðn; e1; e2; e3Þ: Let Fðn; e1; e2; e3Þ denote the
number of elements x in K with triðxÞ ¼ ei for 1pip3 (note that each ei is 0 or 1). A
Mo¨bius inversion-type argument in [8] gives formulas for Pðn; e1; e2; e3Þ in terms of
Fðn; e1; e2; e3Þ so we will concentrate on evaluating the F ’s.
1. Identities
Set Q ¼ tr2 þ tr3: We also deﬁne maps Bi : K  K-F as follows:
B2ða; bÞ ¼ tr2ðaþ bÞ þ tr2ðaÞ þ tr2ðbÞ;
B3ða; bÞ ¼ tr3ðaþ bÞ þ tr3ðaÞ þ tr3ðbÞ;
BQða; bÞ ¼ Qðaþ bÞ þ QðaÞ þ QðbÞ ¼ B2ða; bÞ þ B3ða; bÞ:
Special cases of the following are known, see [4, 0.2]; [8, Proposition 10].
Lemma 1.1. (1) B2ða; bÞ ¼ tr1ðaÞ tr1ðbÞ þ tr1ðabÞ:
(2) B3ða; bÞ ¼ tr2ðaÞ tr1ðbÞ þ tr1ðaÞ tr2ðbÞ þ tr1ðab2 þ a2bÞ þ tr1ðabÞ tr1ðaþ bÞ:
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Proof. (1) To save on superscripts, we set xi ¼ x2i : Then
B2ða; bÞ ¼
X
0piojpn1
½ðaþ bÞiðaþ bÞj þ aiaj þ bibj	
¼
X
iaj
aibj
¼
Xn1
i¼0
ai
X
jai
bj
¼
Xn1
i¼0
aiðtr1ðbÞ þ biÞ
¼ tr1ðaÞ tr1ðbÞ þ tr1ðabÞ:
(2)
B3ða; bÞ ¼
X
0piojokpn1
½aiajbk þ aibjak þ biajak þ aibjbk þ biajbk þ bibjak	
¼
Xn1
k¼0
X
ioj
i;jak
aiaj
0
BB@
1
CCAbk þX
ioj
X
kai;j
ak
 !
bibj
¼
Xn1
k¼0
tr2ðaÞ þ ak
X
iak
ai
" #
bk þ
X
ioj
½tr1ðaÞ þ ai þ aj	bibj
¼ tr2ðaÞ tr1ðbÞ þ tr1ðaÞ tr1ðabÞ þ tr1ða2bÞ
þ tr1ðaÞ tr2ðbÞ þ tr1ðab2Þ þ tr1ðabÞ tr1ðbÞ
¼ tr2ðaÞ tr1ðbÞ þ tr1ðaÞ tr2ðbÞ þ tr1ðab2 þ a2bÞ þ tr1ðabÞ tr1ðaþ bÞ: &
Recall that K is a ﬁnite ﬁeld of characteristic 2. In particular, K ¼ K2: Set
K1 ¼ kerðtr1Þ:
Deﬁnition. Let c2 : K1-K be c2ðaÞ ¼
ﬃﬃﬃ
a
p þ a2: Let c3 : K1-K be c3ðaÞ ¼
ﬃﬃﬃ
a
p þ
aþ a2:
Lemma 1.2. For a; bAK1 we have:
(1) B2ða; bÞ ¼ tr1ðabÞ;
(2) B3ða; bÞ ¼ tr1ðc2ðaÞbÞ;
(3) BQða; bÞ ¼ tr1ðc3ðaÞbÞ:
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Proof. (1) is clear from Lemma 1.1. For (2), Lemma 1.1 gives
B3ða; bÞ ¼ tr1ða2bþ ab2Þ
¼ tr1ða2bþ ð
ﬃﬃﬃ
a
p
bÞ2Þ
¼ tr1ða2bþ
ﬃﬃﬃ
a
p
bÞ
¼ tr1ðc2ðaÞbÞ:
And lastly, BQða; bÞ ¼ tr1ðabÞ þ tr1ðc2ðaÞbÞ: &
We note that it is only for GFð2Þ that c2 and c3 are linear.
Lemma 1.3. (1) c2 : K1-K1 is an isomorphism.
(2) If 3 does not divide n then c3 :K1-K1 is an isomorphism.
(3) If 3 does divide n then kerðc3Þ has order 4.
Proof. (1) Since tr1ðaÞ ¼ tr1ða2Þ we have that c2 maps into K1: Say aAker c2 and let
b2 ¼ a: Then bþ b4 ¼ 0: But x þ x4 ¼ xðx þ 1Þðx2 þ x þ 1Þ and x2 þ x þ 1 has no
roots in K as ½K : F 	 is odd. Hence, only 0 and 1 are sent to 0 by c2 and 1eK1: Thus,
c2 is injective and so an isomorphism.
(2) First tr1ð
ﬃﬃﬃ
a
p þ aþ a2Þ ¼ tr1ðaÞ; so c3 maps K1 into K1: Say aAker c3 and let
b2 ¼ a: Then bþ b2 þ b4 ¼ 0: But x þ x2 þ x4 ¼ xð1þ x þ x3Þ and the cubic has no
roots in K if 3 does not divide n: So c3 is an isomorphism.
(3) As above, kerðc3Þ consists of the roots of x þ x2 þ x4 and so has order 4. &
Lemma 1.4. For aAK1; tr3ðaÞ ¼ tr1ða3Þ:
Proof. Again let ai denote a2
i
: We ﬁrst note that
tr3ðaÞ ¼
Xn2
i¼1
Xn1
j¼iþ1
tr1ðaaiajÞ:
Namely, each term aaabac occurs three times, once each in the sums for
tr1ðaabaacaÞ; tr1ðaacbaaþnbÞ and tr1ðaaaþncabþncÞ: Thus,
tr3ðaÞ ¼ tr1 a
Xn2
i¼1
Xn1
j¼iþ1
aiaj
 !
¼ tr1 a tr2ðaÞ  a
Xn1
i¼1
ai
 ! !
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¼ tr1ðaðtr2ðaÞ  aðtr1ðaÞ  aÞÞÞ
¼ tr1ða tr2ðaÞ þ a3Þ since aAK1
¼ tr2ðaÞ tr1ðaÞ þ tr1ða3Þ ¼ tr1ða3Þ: &
2. Quadratic forms
Over any ﬁeld of characteristic 2 a quadratic form on an F -vector space V is a map
q : V-F such that (1) qðlvÞ ¼ l2qðvÞ and (2) the map bqðv; wÞ deﬁned by bqðv; wÞ ¼
qðv þ wÞ  qðvÞ  qðwÞ is a symmetric bilinear form. We say q is non-degenerate if bq
is, namely, bqðv; wÞ ¼ 0 for all wAV implies v ¼ 0: Note that bq is alternating, namely
that bqðv; vÞ ¼ 0 for all vAV :
The non-degenerate, alternating, symmetric bilinear forms are necessarily even
dimensional and have a symplectic basis fei; fig; 1pipm; meaning
bqðei; ejÞ ¼ 0;
bqðei; fjÞ ¼ dij;
bqðfi; fjÞ ¼ 0:
See [7, Chapter 9, Section 4] for further details.
We continue to assume F ¼ GFð2Þ; since only in this case is condition (1) of a
quadratic form satisﬁed by tr3:
Lemma 2.1. (1) tr2; tr3 and Q are quadratic forms K1-GFð2Þ:
(2) tr2 and tr3 are non-degenerate.
(3) Q is non-degenerate if 3 does not divide n: If 3 does divide n then the radical of
Q is C  ker c3 and Q is non-degenerate on K1=C:
Proof. (1) follows from Lemma 1.2. The trace form, a; b-tr1ðabÞ is non-degenerate
by [6, 2.24]. Hence (2) and (3) follow from Lemma 1.3. &
We use the notation spðSÞ for the linear span of a set S:
Lemma 2.2. Let q be a non-degenerate 2m-dimensional quadratic form over GFð2Þ:
Set B ¼ bq: Suppose U is an m-dimensional subspace with Bðu; u0Þ ¼ 0 for all u; u0AU :
Then any basis of U can be extended to a symplectic basis fui; vig; 1pipm: Moreover,
v1 can be taken to be any vector in spðu2;y; umÞ>\U :
Proof. Let u1;y; um be a basis of U : Now UCspðu2;y; umÞ> and
dim spðu2;y; umÞ> is m þ 1: So write
spðu2;y; umÞ> ¼ U"v;
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for some v: Set v1 ¼ v: Then Bðui; v1Þ ¼ 0 for all iX2: Also Bðu1; v1Þ ¼ 1; else
v1AU> ¼ U ; a contradiction.
Suppose we have constructed v1;y; vk with Bðvi; vjÞ ¼ 0 and Bðui; vjÞ ¼ dij : As
before,
spðu1;y; uk; ukþ2;y; umÞ> ¼ U"r;
for some r: Set S ¼ fi: 1pipk Bðvi; rÞ ¼ 1g and let
vkþ1 ¼ r þ
X
iAS
ui:
We check that this works. Bðui; vkþ1Þ ¼ 0 for all iak þ 1: Then Bðukþ1; vkþ1Þ ¼ 1;
else vkþ1AU> ¼ U while reU : If jeS then
Bðvj; vkþ1Þ ¼ Bðvj; rÞ þ
X
iAS
Bðvi; ujÞ ¼ 0:
If jAS then
Bðvj; vkþ1Þ ¼Bðvj; rÞ þ
X
iAS
Bðvi; ujÞ
¼Bðvj; rÞ þ Bðvj ; ujÞ ¼ 1þ 1 ¼ 0: &
Let Nðf ¼ aÞ denote the number of solutions to f ¼ a: Let mH ¼ x1y1 þ?þ
xmym: We will use:
Lemma 2.3.
NðmH ¼ aÞ ¼ 2
2m1 þ 2m1; if a ¼ 0;
22m1  2m1; if a ¼ 1:
(
Proof. This is [6, 6.32]. It can also be proven directly by a simple induction
argument. &
Lemma 2.4. Let q be a 2m-dimensional, non-degenerate quadratic form. Let U
be an m-dimensional space with bqðu; u0Þ ¼ 0 for all u; u0AU : Suppose fu1;y; umg
is a basis of U with qðu1Þ ¼ 1 and qðuiÞ ¼ 0 for 2pipm: Let v1Aspðu2;y; umÞ>\U :
Then:
Nðq ¼ 0Þ ¼ 2
2m1 þ 2m1; if qðv1Þ ¼ 0;
22m1  2m1; if qðv1Þ ¼ 1:
(
Proof. This can be deduced from [6, 6.32] but a direct proof is no more difﬁcult.
Extend fu1;y; um; v1g to a symplectic basis fui; vig; which is possible by Lemma 2.2.
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For z ¼P xiui þP yivi we have:
qðzÞ ¼ x21 þ
Xm
i¼1
xiyi þ
Xm
i¼1
qðviÞy2i :
Note that x2 and x are equal as functions over GFð2Þ so that
qðzÞ ¼ x1 þ x1y1 þ qðv1Þy1 þ
Xm
i¼2
ðxi þ qðviÞÞyi:
If qðv1Þ ¼ 0 then qðzÞ ¼ x1ð1þ y1Þ þ
Pðxi þ qðviÞÞyi: Hence, Nðq ¼ 0Þ ¼
NðmH ¼ 0Þ: Apply Lemma 2.3. If qðv1Þ ¼ 1 then
qðzÞ ¼ 1þ ð1þ x1Þð1þ y1Þ þ
Xm
i¼2
ðxi þ qðviÞÞyi:
So Nðq ¼ 0Þ ¼ NðmH ¼ 1Þ: Apply Lemma 2.3. &
We note that qðv1Þ is the Arf invariant of q; see [7, Chapter 9, Section 4].
For i ¼ 2; 3; Q write perpiðSÞ for fvAK1: Biðv; sÞ ¼ 0 for all sASg:
We will construct, in the next section, elements u1;y; um; x1; y2; z1AK1
such that
(1) B2ðui; ujÞ ¼ 0 ¼ B3ðui; ujÞ for all i; j ¼ 1;y; m:
(2) tr2ðu1Þ ¼ tr3ðu2Þ ¼ 1:
(3) tr3ðu1Þ ¼ tr2ðu2Þ ¼ 0:
(4) tr2ðuiÞ ¼ 0 ¼ tr3ðuiÞ for all 3pipm:
(5) x1Aperp2ðu2;y; umÞ\U ; where U is the span of u1;y; um:
(6) y2Aperp3ðu1; u3;y; umÞ\U :
(7) z1AperpQðu2;y; umÞ\U :
Now Q is degenerate if 3 divides n by Lemma 2.1. Let %v denote v þ C and let
%Q denote the map induced by Q on %K1 ¼ K1=C: When 3 divides n we require
two additional properties of our construction:
(8) jC-U j ¼ 2 with the non-zero element g of C-U satisfying gþ
u1Aspðu2;yumÞ:
(9) %z2Aperp %Qð %u3;y; %umÞ\ %U:
Proposition 2.5. Let nX7 and assume we have constructed elements in K1 satisfying
(1)–(9). If 3 does not divide n then:
Fðn; 0; 0; 0Þ ¼ 22m2 þ 3  2m2  ðtr2ðx1Þ þ tr3ðy2Þ þ Qðz1ÞÞ2m1;
Fðn; 0; 0; 1Þ ¼ 22m2  2m2 þ ðtr2ðx1Þ þ tr3ðy2Þ þ Qðz1ÞÞ2m1;
Fðn; 0; 1; 0Þ ¼ 22m2  2m2 þ ðtr2ðx1Þ  tr3ðy2Þ þ Qðz1ÞÞ2m1;
Fðn; 0; 1; 1Þ ¼ 22m2  2m2 þ ðtr2ðx1Þ þ tr3ðy2Þ  Qðz1ÞÞ2m1:
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If 3 divides n then:
Fðn; 0; 0; 0Þ ¼ 22m2 þ 2m  ðtr2ðx1Þ þ tr3ðy2Þ þ 2 %Qð%z2ÞÞ2m1;
Fðn; 0; 0; 1Þ ¼ 22m2  2m1 þ ðtr2ðx1Þ þ tr3ðy2Þ þ 2 %Qð%z2ÞÞ2m1;
Fðn; 0; 1; 0Þ ¼ 22m2  2m1 þ ðtr2ðx1Þ  tr3ðy2Þ þ 2 %Qð%z2ÞÞ2m1;
Fðn; 0; 1; 1Þ ¼ 22m2 þ ðtr2ðx1Þ þ tr3ðy2Þ  2 %Qð%z2ÞÞ2m1:
Proof. (1) We ﬁrst note that
fu1;y; um; x1g meets the hypotheses of Lemma 2:4 for q ¼ tr2;
fu2; u1; u3;y; um; y2g meets the hypotheses of Lemma 2:4 for q ¼ tr3;
fu1; u1 þ u2; u3y; um; z1g meets the hypotheses of Lemma 2:4 for q ¼ Q:
Applying Lemma 2.4 yields
Fðn; 0; 0; 0Þ þ Fðn; 0; 0; 1Þ ¼ Nðtr2 ¼ 0Þ ¼ 22m1 þ 2m1  2 tr2ðx1Þ2m1;
Fðn; 0; 0; 0Þ þ Fðn; 0; 1; 0Þ ¼ Nðtr3 ¼ 0Þ ¼ 22m1 þ 2m1  2 tr3ðy2Þ2m1;
Fðn; 0; 0; 0Þ þ Fðn; 0; 1; 1Þ ¼ NðQ ¼ 0Þ ¼ 22m1 þ 2m1  2Qðz1Þ2m1;
Fðn; 0; 0; 0Þ þ Fðn; 0; 0; 1Þ þ Fðn; 0; 1; 0Þ þ Fðn; 0; 1; 1Þ ¼ 22m:
The sum of the ﬁrst three minus the fourth gives a formula for 2Fðn; 0; 0; 0Þ: The
others are easily found.
(2) Here Q is degenerate. Note that f %u1; %u3;y; %um; %z2g meets the hypothesis of
Lemma 2.4 for q ¼ %Q: The two variables associated to C can take any value without
affecting the value of Q: Hence
NðQ ¼ 0Þ ¼ 4Nð %Q ¼ 0Þ
¼ 4ð22ðm1Þ1 þ 2ðm1Þ1  2 %Qð%z2Þ2ðm1Þ1Þ
¼ 22m1 þ 2m  2 %Qð%z2Þ2m:
Replace the right-hand side of the third equation above with this expression and
solve. &
To complete the count we have:
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Lemma 2.6.
Fðn; 0; e2; e3Þ ¼
Fðn; 1; e2; e2 þ e3Þ; if m is even
Fðn; 1; 1þ e2; 1þ e2 þ e3Þ; if m is odd:
(
Proof. From Lemma 1.1, we have for aAK1;
B2ð1; aÞ ¼ tr1ð1  aÞ þ tr1ð1Þ tr1ðaÞ ¼ 0:
B3ð1; aÞ ¼ tr2ð1Þ tr1ðaÞ þ tr2ðaÞ tr1ð1Þ þ tr1ða2 þ aÞ
¼ tr2ðaÞ:
Hence,
tr2ð1þ aÞ ¼ tr2ð1Þ þ tr2ðaÞ;
tr3ð1þ aÞ ¼ tr3ð1Þ þ tr2ðaÞ þ tr3ðaÞ:
Since
tr2ð1Þ 
n
2
 !
ðmod 2Þ and tr3ð1Þ 
n
3
 !
ðmod 2Þ;
we have tr2ð1Þ ¼ 1 iff tr3ð1Þ ¼ 1 iff m is odd. The result follows. &
3. The construction
We will now give an explicit construction of u1;y; um; x1; y2; z1 and %z2: Let B ¼
fa; a2;y; a2n1g be a self-dual normal basis for K ; see [3, 5.2.1] for the existence of
such a basis. Here self-dual means that
tr1ða2ia2j Þ ¼ dij:
We will use:
Proposition 3.1. Let g ¼ c0aþ c1a2 þ?þ cn1a2n1AK1:
(1) tr1ðgÞ  c0 þ c1 þ?þ cn1 ðmod 2Þ is zero.
(2) tr2ðgÞ  12ðc0 þ c1 þ?þ cn1Þ ðmod 2Þ:
(3) tr3ðgÞ  cn1c0 þ c0c1 þ c1c2 þ?þ cn2cn1 ðmod 2Þ:
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Proof. (1) is [2, Lemma 9]. (2) is implicit in [2]. Namely, [2, Theorem 5] gives
tr2ðgÞ 
X
0piojon
cicj ðmod 2Þ:
Now follow the proof of [2, Lemma 7]. Let k be the number of ci equal to 1. The sumP
cicj counts the number of pairs of 1’s in the string c0c1ycn1: Thus,
X
0piojon
cicj ¼
k
2
 !
:
Since k is even by (1), we have tr2ðgÞ ¼ 0 iff k  0 ðmod 4Þ; which yields (2).
For (3) we have by Lemma 1.4
tr3ðgÞ ¼ tr1ðg3Þ ¼ tr1ðgg2Þ
¼ tr1ððc0aþ c1a2 þ?þ cn1a2n1Þðcn1aþ c0a2 þ?þ cn2a2n1ÞÞ:
Since tr1ða2ia2j Þ ¼ dij we have the result. &
Proposition 3.2. Let b ¼ b0aþ b1a2 þ?þ bn1a2n1 and g ¼ c0aþ c1a2 þ?þ
cn1a2
n1
be in K1:
(1) B2ðb; gÞ  b0c0 þ b1c1 þ?þ bn1cn1 ðmod 2Þ:
(2) B3ðb; gÞ  b0ðcn1 þ c1Þ þ b1ðc0 þ c2Þ þ?þ bn1ðcn2 þ c0Þ ðmod 2Þ:
(3) BQðb; gÞ  b0ðcn1 þ c0 þ c1Þ þ b1ðc0 þ c1 þ c2Þ þ?þ bn1ðcn2 þ cn1 þ
c0Þ ðmod 2Þ:
Proof. From Lemma 1.1, B2ðb; gÞ ¼ tr1ðbgÞ; B3ðb; gÞ ¼ tr1ðbg2 þ b2gÞ and
BQðb; gÞ ¼ tr1ðbgþ bg2 þ b2gÞ: Now compute using the fact that
tr1ða2ia2j Þ ¼ dij: &
For g ¼ c0aþ c1a2 þ?þ cn1a2n1 we abuse notation and write g ¼ ðc0c1ycn1Þ:
We use * for concatenation and nðsÞ for the concatenation of n copies of ðsÞ: We
assume nX7:
Let
u1 ¼ ð00001Þ*ðn  6Þð0Þ*ð1Þ;
u2 ¼ ð1111Þ*ðn  4Þð0Þ;
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uj ¼ ð1001Þ*ðj  3Þð0Þ*ð1Þ*ðn  2jÞð0Þ*ð1Þ*ðj  3Þð0Þ; j ¼ 3;y; m;
x1 ¼ ð1100Þ*kð1Þ*ðn  k  4Þð0Þ; k ¼ 2
n  3
4

y2 ¼
ð11101Þ*ð2t  1Þð1001Þ; if n ¼ 8t þ 1;
ð110Þ*2tð1100Þ; if n ¼ 8t þ 3;
ð11101Þ*2tð1001Þ; if n ¼ 8t þ 5;
ð101Þ*ð2t þ 1Þð1100Þ; if n ¼ 8t þ 7:
8>><
>>:
If 3 does not divide n then set
z1 ¼
ð1001Þ*ð2t  1Þð101Þ*2tð100Þ; if n ¼ 12t þ 1;
ð00Þ*ð2t þ 1Þð101Þ*2tð001Þ; if n ¼ 12t þ 5;
ð0000Þ*ð2t þ 1Þð110Þ*2tð010Þ; if n ¼ 12t þ 7;
ð11010Þ*ð2t þ 1Þð110Þ*ð2t þ 1Þð100Þ; if n ¼ 12t þ 11:
8>><
>>:
If 3 does divide n then set
z2 ¼
ð000Þ*2tð011Þ*2tð010Þ; if n ¼ 12t þ 3;
ð000010Þ*2tð110Þ*ð2t þ 1Þð100Þ; if n ¼ 12t þ 9:
(
Proposition 3.3. Let nX7:
(1) u1;y; um; x1; y2 and z1 satisfy conditions (1)–(7) of the last section.
(2)
tr2ðx1Þ ¼ tr3ðy2Þ ¼
0; if m  0; 3 ðmod 4Þ;
1; if m  1; 2 ðmod 4Þ:
(
(3) If 3 does not divide n then Qðz1Þ ¼ tr2ðx1Þ:
(4) If 3 does divide n then conditions (8) and (9) of the previous section hold. And
%Qð%z2Þ ¼ tr2ðx1Þ þ 1:
Proof. (1)–(3) consist of several easy computations using Propositions 3.1 and 3.2.
We do the computations involving x1; namely condition (5) of the previous section
and statement (2). Notice that u1 ¼ a16 þ a2n1 ; u2 ¼ aþ a2 þ a4 þ a8; uj ¼ aþ a8 þ
a2
jþ1 þ a2njþ2 ; for j ¼ 3;y; m; and
x1 ¼ aþ a2 þ
Xmþ1
i¼4
a2
i þ ea2mþ2 ;
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where
e ¼ 0; if m is even;
1; if m is odd:
(
Now, x1 and u1 match only at a16 so by (3.2), B2ðu1; x1Þ ¼ 1: In particular, x1eU :
Next, x1 and u2 match only at a and a2 so that B2ðu2; x1Þ ¼ 0: Also, x1 and uj;
3pjpm; match only at a and a2jþ1 so that B2ðuj; x1Þ ¼ 0: This proves condition (5).
Finally, by Proposition 3.1,
tr2ðx1Þ  12ð1þ 1þ ðm  2Þ þ eÞ  12ðm þ eÞðmod 2Þ
¼ 0; if m  0; 3 ðmod 4Þ;
1; if m  1; 2 ðmod 4Þ:
(
Suppose 3 divides n: One checks that the non-zero elements of C are
g1 ¼ n3ð011Þ; g2 ¼ n3ð101Þ; g3 ¼ n3ð110Þ:
Now g2 and g3 are not in U since B2ðg2; u2Þ ¼ B2ðg3; u2Þ ¼ 1: But g1 is in U ; in fact,
g1 ¼ u2 þ
X
i0;1 ðmod 3Þ
ui:
This also checks condition (8) of Section 2. For condition (9), take
%z2 ¼ z2 þ ðC-UÞ: &
Now simply plug the values from Proposition 3.3(2) and (3) into the formulas of
Proposition 2.5 and Lemma 2.6 to get:
Theorem 3.4. (1) For n ¼ 2m þ 1 odd, n41 and 3 not dividing n; we have
Fðn; e1; e2; e3Þ ¼ 2n3þ
%
m 000 001 010 011 100 101 110 111
0 3  2m2 2m2 2m2 2m2 3  2m2 2m2 2m2 2m2
1 3  2m2 2m2 2m2 2m2 2m2 2m2 2m2 3  2m2
2 3  2m2 2m2 2m2 2m2 3  2m2 2m2 2m2 2m2
3 3  2m2 2m2 2m2 2m2 2m2 2m2 2m2 3  2m2
where the m is listed modulo 4:
(2) For n ¼ 2m þ 1 odd, n41 and 3 dividing n; we have
Fðn; e1; e2; e3Þ ¼ 2n3þ
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%
m 000 001 010 011 100 101 110 111
0 0 2m1 2m1 2m 0 2m1 2m 2m1
1 0 2m1 2m1 2m 2m1 2m 2m1 0
2 0 2m1 2m1 2m 0 2m1 2m 2m1
3 0 2m1 2m1 2m 2m1 2m 2m1 0
where again the m is listed modulo 4:
Note that our proof is only valid for nX7: The above table however is also valid
for n ¼ 3; 5; which must be checked directly.
4. Irreducible polynomials
We get formulas for the number of irreducible polynomials over GFð2Þ with the
ﬁrst three coefﬁcients prescribed, Pðn; e1; e2; e3Þ; from the inversion formulas of [8,
Theorem 2]. For n odd these simplify slightly to:
Pðn; 0; e2; e3Þ ¼ 1
n
X
djn
mðdÞFðn=d; 0; e2; e3Þ;
Pðn; 1; e2; e3Þ ¼ 1
n
X
djn
d1
mðdÞFðn=d; 1; e2; e3Þ þ 1
n
X
djn
d3
mðdÞFðn=d; 1; 1þ e2; 1þ e3Þ:
The congruences here are modulo 4: The tables in Theorem 3.4 for F do not include
the case n ¼ 1 but these may arise in these inversion formulas. The values are
Fð1; 0; 0; 0Þ ¼ Fð1; 1; 0; 0Þ ¼ 1 and the six others are 0.
As an example, suppose n ¼ 9: The formulas become:
Pð9; 0; e2; e3Þ ¼ 19ðFð9; 0; e2; e3Þ  Fð3; 0; e2; e3ÞÞ;
Pð9; 1; e2; e3Þ ¼ 19ðFð9; 1; e2; e3Þ  Fð3; 1; 1þ e2; 1þ e3ÞÞ:
From the tables in Theorem 3.4 we get:
Pð9; 0; 0; 0Þ ¼ 7; Pð9; 1; 0; 0Þ ¼ 7;
Pð9; 0; 0; 1Þ ¼ 8; Pð9; 1; 0; 1Þ ¼ 8;
Pð9; 0; 1; 0Þ ¼ 8; Pð9; 1; 1; 0Þ ¼ 5;
Pð9; 0; 1; 1Þ ¼ 5; Pð9; 1; 1; 1Þ ¼ 8:
These may be veriﬁed from Table C in [6, p. 553].
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