In this paper, a binary artificial bee colony (BABC) 
Introduction
The knapsack problem (KP) is a NP-hard problem [1] . It can be defined as follows: Assuming that we have a knapsack with maximum capacity M and a set of n objects. Each object i has a profit c i and a weight w i . The problem is to select a subset of items from the set of n objects to maximize the value of all selected objects without exceeding the maximum capacity of the knapsack. KP can be formulated as: KP has very important applications in financial and industry domain. Such as resource distribution, investment decision-making, items shipment, budget controlling and projects selection. Many methods have been used to solve the knapsack problem, such as dynamic programming, greedy algorithm, genetic algorithm, ant colony optimization, and particle swarm optimization (PSO). In this paper, we propose a binary artificial bee colony algorithm for solving the 0-1 knapsack problem.
Recently, by modeling the cooperative foraging behaviors of honey bee colony, the artificial bee colony (ABC) algorithm is developed by Karaboga [2] . ABC is a population-based SI optimization tool, which could be implemented and applied easily to solve multi-variable and multi-modal continuous functions. Due to its simplicity and efficiency, the ABC algorithm has been applied to solve many practical optimization problems [3] [4] [5] .
However, the original version of ABC algorithm is only able to optimize continuous problems. Many optimization problems are set in a space featuring discrete, qualitative distinctions between variables and between levels of variables. As any problem, discrete or continuous, can be expressed in a binary notation, it is seen that an optimizer which operates on two-valued functions might be advantageous. Hence, this paper aims at developing a novel binary artificial bee colony (BABC) algorithm, which can solve general binary optimization benchmarks and more complex real-word discrete problems. In the proposed binary ABC, we develop a differential expression, in which the relevant variables are interpreted in terms of changes of probabilities that changed per iteration. The main feature of this new operator is that it works in binary space, while still maintains the major characteristics of the original ABC's expression. In addition, in order to restrict the bees' positions within the range [0,1], the position clipping boundary condition (PCBC) strategy is applied in the proposed model.
In order to test the potential of BABC algorithm for solving binary and discrete optimization problems, we compared the performance of the BABC algorithm with that of discrete version of PSO [6] and GA [7] on a set of KP tested cases with different numbers of items. The simulation results are encouraging: the BABC algorithm has markedly superior search performance in terms of accuracy, robustness and convergence speed on all tested instances.
The paper is organized as follows. Section 2 describes the proposed binary version of ABC algorithm -BABC, including the discretized update formulas of employer, onlooker and scout, and the algorithmic framework. In Section 3, the simulation results will be shown that BABC outperforms two classical SI binary optimization tools on four KP cases. Finally, conclusions are drawn in Section 4.
Binary version of the ABC algorithm
The implementation of novel binary ABC algorithm consists of initialization, modification of position by employed bees and onlooker bees and introduction of scout bees when there is no improvement in the fitness function.
Initialization phase
In the proposed BABC model, food sources in a binary space exploited by bees represent possible solutions to a given binary optimization problem. The amount of nectar represents the fitness function. All foragers, that leave the hive to search for promising flower patches, may be seen to move to nearer and farther corners of the hypercube by flipping various numbers of bits.
At the initialization stage, a set of food source positions are randomly selected by the bees. That is, the bee colony is initialized randomly over the entire search space as follows:
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where N is the number of bees in the colony; D is the dimensionality of the search space; LB j and UBj are the lower and upper bounds for the dimension j that are assigned 0 and 1 respectively in the binary space; rand[0,1] is a binary value randomly selected from binary values 0 and 1. At the position of the food source x i discovered by the i th bee, each bit is completely random, hence the first created solution is uniformly distributed over {0, 1} D .
Employed bee phase
After all the bees return to the hive with a certain amount of nectar, the first half (SN) that found the best food sources become "employed bees." At this stage, each employed bee x i generates a new food source v i in the neighborhood of its present position as follows.
where k  (1, 2,..., SN) and j  (1, 2,..., D) are randomly chosen indexes, and k≠i. ψ ij is a random number generated in the range (− 1, 1). In sum, the employed bee formula remains unchanged in the proposed binary ABC, except that now x ij and x kj are integers in {0, l} and each bit of x i will be updated simultaneously. 
Here the ( ) round  function rounds the elements of v ij to the nearest integers and the PCBC strategy handles the bounded search space. Once the new food source x i (t) is obtained, it will be evaluated and compared to x i (t-1). If the fitness of x i (t) is equal to or better than that of x i (t-1), x i (t) will replace x i (t-1) and become a new member of the population; otherwise x i (t) is retained. In other words, a greedy selection mechanism is employed as the selection operation between the old and the current food sources.
Onlooker bee phase
The remainder of the bees ("onlooker bees") watches the waggle dance to decide which of the employed bees should be followed. An onlooker bee selects a food source found by the employed bee xi depending on its probability value pi calculated by the following expression:
where f i is the nectar amount (i.e., the fitness value) of the i th food source. Obviously, the numbers of onlooker bees that will fly to a food source depend upon the amount of nectar at the source. This means that the higher the f i is, the more probability that the i th food source is selected.
Once the onlooker has selected her food source found by the employed bee x i , she produces a modification on the position x i by using Eq. (4-5). As in the case of the employed bees, if the modified food source has a better or equal nectar amount than x i , the modified food source will replace x i and become a new member in the population.
Scout bee phase
In this stage, a random selection process carried out by the scout bees to explore new potential food sources. This is simulated as: if a position cannot be improved further through a predetermined number of cycles called "limit", then the food source is assumed to be abandoned, and the corresponding employed bee becomes a scout that randomly reinitializes in the fitness landscape. The pseudocode of BABC framework is illustrated in Table 1 .
Experimental result
To verify and compare the performance of the proposed BABC, the classical BGA and BPSO algorithms, four instances with different numbers of items were generated. In the first instance the number n of objects is equal to 20, in the second instance n = 50, in the third one n = 80 and 100 in the fourth instance. The item profit set, item capacity set, and knapsack capacity for each tested instance is as follows: （1） KP20 The population size for all algorithms was set at 60. The max generation of each run is 100. For BABC, the Limit parameter was set to be 4. For BGA, single point crossover operation with the rate of 0.8 was employed and mutation rate was set to be 0.01 [8] . For BPSO, the learning rate parameters were set to the values c 1 = c 2 =2 and the inertia weight w=1 [9] .
The experimental results, including the best, mean and standard deviation of the function values found in 30 runs are proposed in Table 2 . The mean convergence results of four KP instances with different items are showed in Fig.1 . From all the results for the four KP instances, we can observe that the BABC algorithm obtain an obviously remarkable performance. We can see it clearly that the BABC converged greatly faster and to significantly better results than the BPSO and BGA on all instances.
For the KP20 problem, all the algorithms are able to consistently find the minimum within 100 generations.
For KP50 and KP80 problems, the BABC and BGA clearly do not suffer from premature convergence. In the 100 generations of the test runs on KP100, the BABC continues to find better results even after the BGA and BPSO seem to have stagnated. It should be mentioned that the BABC is able to consistently find the minimum of all the KP instances.
In fact, with an increasing in the number of the items, the problem of finding best KP solution becomes intractable. However, it can be see cleanly, our proposed method is able to find the optimal results of the larger scale KP problems robustly and consistently.
Conclusions
Since the original ABC algorithm cannot be directly applied to solve knapsack problem, this paper proposed a novel discrete artificial bee colony algorithm -BABC. The BABC model can be applied in binary work space, while still maintains the major characteristics of the original ABC's expression. From the simulation results, it is concluded that the performance of the proposed algorithm is better than BGA and BPSO on four instances of knapsack problem.
The Future work should focus on how practically useful the BABC algorithm are for engineering optimization problems. These depend on extensive evaluation on many benchmark functions and realworld problems.
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