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ALGEBRAS AND VARIETIES
EDWARD L. GREEN, LUTZ HILLE, AND SIBYLLE SCHROLL
Abstract. In this paper we introduce new affine algebraic varieties whose points
correspond to quotients of paths algebras. We show that the algebras within a variety
share many important homological properties. The case of finite dimensional algebras
as well as that of graded algebras arise as classes of subvarieties of the varieties we
define.
1. Introduction
The interplay between commutative algebra and algebraic geometry plays a fundamen-
tal role in these areas, see for example [7]. The use of algebraic geometry in other
areas of mathematics has led to important results. There are numerous examples of
this, including: in the area of non-commutative geometry, the classification of Artin
Schelter regular algebras of global dimension three and their modules [2, 3, 4]; in the
context of resolving singularities using non-commutative crepant resolutions, picking
some examples from the extensive literature in the area, we cite [6, 16, 22, 19]; in the
area of weighted projective lines, we mention, for example, [17, 18] and the recent field
of tropical geometry, for example see [20].
In this paper, we establish a new connection between (non-)commutative algebras and
affine algebraic varieties.
One way of studying non-commutative algebras is by studying quotients of path alge-
bras of quivers. Indeed, free associative algebras are particular cases of path algebras,
and hence every finitely generated algebra is the quotient of a path algebra. Moreover,
every finite dimensional algebra over an algebraically closed field is Morita equivalent
to a quotient of the path algebra of a quiver, where the quiver is an invariant of the
algebra up to isomorphism.
In commutative polynomial rings, monomial ideals are an important special class of
ideals. In a similar fashion, ideals generated by paths (as opposed to linear combinations
of paths) in a path algebra play an analogous role. In fact, an ideal in a path algebra
generated by paths is called a monomial ideal and the quotient by such an ideal is
called a monomial algebra.
Commutative finitely generated algebras are quotients of polynomial rings by ideals
of polynomials, where the zero loci of these polynomials give rise to the associated
affine geometry. The theory of Gro¨bner bases is a central tool in the study of ideals
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in polynomial rings. The theory of non-commutative Gro¨bner bases for ideals in path
algebras has yet to reach its full potential.
In this paper, we use non-commutative Gro¨bner basis theory to construct new affine
algebraic varieties whose points are in one-to-one correspondence with quotients of path
algebras. We note that there is no assumption that the quotients of paths are finite
dimensional and our results include both finite and infinite dimensional algebras.
The precise construction of the new affine algebraic varieties is in Section 4. The key
property of such an affine algebraic variety V is that the following hold
(1) Every point in V corresponds to an algebra
(2) There exists a distinguished point AMon in V corresponding to a monomial
algebra
(3) The characteristics of AMon govern the characteristics of all the algebras corre-
sponding to the points in V.
Furthermore, every quotient of a path algebra by a finitely generated ideal is in at least
one such variety. Moreover, fixing a presentation and an order on the paths, every
quotient of a path algebra is in a unique variety. Surprisingly, we are able to show
in general, that the set of algebras having the same associated monomial algebra is a
variety.
Monomial algebras have been intensively studied because they are much more amenable
to computations of their ideal structure and homological properties than general alge-
bras. For example, there is an algorithmic approach to find the Cartan matrix and the
necessary and sufficient conditions for the algebra to be quasi-hereditary [13]; there is
an algorithm to find the graded minimal projective resolution of a monomial algebra
and hence the global dimension [10]; every quadratic monomial algebra is Koszul [9].
The following is one of the main Theorems of this paper and allows one to exploit the
extensive knowledge of monomial algebras. The Theorem details common properties
of all algebras in a variety.
Theorem 1.1. Suppose that V is an affine algebraic variety with distinguished point
AMon as described in (1)-(3) above. Then
(1) All algebras in V have the same dimension equal to the dimension of AMon
(2) All finite dimensional algebras in V have the same Cartan matrix
(3) gldim (Λ) ≤ gldim (AMon), for all algebras Λ in V
(4) If gldim (AMon) < ∞ then the Cartan determinant conjecture holds for all
(finite dimensional) algebras in V
(5) If AMon is Koszul then all algebras in V are Koszul
(6) If Λ ∈ V is a positively Z-graded algebra then AMon is positively Z-graded and
the Hilbert series of Λ and AMon are equal.
(7) If AMon is quasi-hereditary then all algebras in V are quasi-hereditary.
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The Cartan determinant conjecture states that the determinant of the Cartan matrix
of a finite dimensional algebra of finite global dimension is equal to 1. This conjecture
has been shown to hold for monomial algebras [23]. A consequence of the above the-
orem is that if the Cartan determinant of a finite dimensional algebra of finite global
dimension is equal to 1, then the Cartan determinant of any algebra in that variety has
Cartan determinant 1. Given a finite dimensional algebra of finite global dimension,
the associated monomial algebra might not necessarily have finite global dimension.
However, it might be possible to make choices (of a presentation of the algebra and
an order on the paths - noting that in general there are many inequivalent orders [15])
such that the associated monomial algebra is of finite global dimension. This would
give a positive answer to the Cartan determinant conjecture.
One of the main tools for proving these statements is based on the algorithmically
constructed projective resolutions in [14], which we recall in Section 6 under the name
of order resolutions.
Given a variety of algebras, we describe the construction of certain subvarieties. We
show that varieties corresponding to finite dimensional algebras arise as such subva-
rieties. We also show that varieties associated to graded algebras correspond to such
subvarieties.
Throughout the paper, there are two different starting points one can take. On the
one side, starting with an algebra KQ/I, we show how to construct a variety in which
KQ/I corresponds to a point. On the other side, we start with a quiver Q and a set of
paths T in the quiver. We construct the variety whose distinguished point corresponds
to the monomial algebra given by the quotient of KQ by the ideal generated by the set
of paths T .
An example of the first approach is to study the variety which has a point corre-
sponding to a commutative polynomial ring. Restricting to the subvariety of graded
algebras, there are Koszul Artin Schelter regular algebras that are in that subvariety.
Theorem 1.1 might provide new tools to attack the classification problem of such Artin
Schelter regular rings.
2. Gro¨bner bases
In this Section and Section 3, we give a brief survey of non-commutative Gro¨bner basis
theory for path algebras following [12].
We fix the following notation throughout the paper. Let K be any field. If X is an
infinite set of vectors in a K-vector space, then
∑
x∈X cxx with cx ∈ K has as an
unstated assumption that all but a finite number of cx equal 0.
Let Q be a finite quiver, and let B be the set of finite (directed) paths in Q. Note that
we view the vertices of Q as paths of length zero and so they are elements in B.
We say that a nonzero element x ∈ KQ is uniform if there exists vertices v,w ∈ Q0
such that vxw = x and we say that v is the origin vertex of x, denoted by o(x), and w
is the terminus vertex of x, denoted by t(x).
To define a Gro¨bner basis theory, we need to choose an admissible order on B.
4 GREEN, HILLE, AND SCHROLL
Definition 2.1. An admissible order ≻ on B is a well-order on B satisfying the following
conditions
(1) If p, q, r ∈ B and p ≻ q then pr ≻ qr if pr and qr are nonzero.
(2) If p, q, s ∈ B and p ≻ q then sp ≻ sq if sp and sq are nonzero.
(3) If p, q, r, s ∈ B with p = rqs then p  q if p is nonzero.
Recall that a well-order is a total order such that every non-empty subset has a minimal
element.
We fix an admissible order ≻ on B; for example, ≻ can be the length-lexicographical
order. Using the order ≻ we define what the tip of an element in KQ is and what the
tip of a subset of KQ is.
Definition 2.2. If x =
∑
p∈B αpp, with αp ∈ K, almost all αp = 0, and x 6= 0 then
define the tip of x to be
tip(x) = p if αp 6= 0 and p  q for all q with αq 6= 0.
If X ⊆ KQ then
tip(X) = {tip(x)|x ∈ X \ {0}}.
Definition 2.3. We say G is a Gro¨bner basis for I (with respect to ≻) if G is a set of
uniform elements in I such that
〈tip(I)〉 = 〈tip(G)〉
where 〈A〉 denotes the ideal generated by A.
Equivalently a set G ⊂ I is a Gro¨bner basis for I with respect to ≻ if for every x ∈ I,
x 6= 0, there exists a g ∈ G such that tip(g) is a subpath of tip(x).
Although not immediately obvious, it is easy to prove that
Proposition 2.4. [12] If G is a Gro¨bner basis for I, then G is a generating set for I
that is
〈G〉 = I.
We call elements of B monomials and we say an ideal in KQ is a monomial ideal if
it can be generated by monomials. We recall the following well-known facts about
monomial ideals.
Proposition 2.5. [12] Let I be a monomial ideal in KQ. Then
(1) there is a unique minimal set T of monomial generators for I independent of the
chosen admissible order;
(2) T is a Gro¨bner basis for I for any admissible order on B;
(3) if x =
∑
p∈B αpp, with αp ∈ K, then x ∈ I if and only if p ∈ I for all αp 6= 0.
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Let N = B \ tip(I) and let T be the minimal set of monomials that generate the
monomial ideal 〈tip(I)〉. Note that N = {p ∈ B | t is not a subpath of p, for all t ∈ T }
where if p, q ∈ B, we say p is a subpath of q and write p|q, if there exist r, s ∈ B such
that q = rps. We call N the set of nontips of I.
We note that if KQ/I is finite dimensional, by [12] there exists a finite Gro¨bner basis
and it follows that T is a finite set.
The following result is of central importance and we include a proof for completeness.
Lemma 2.6. (Fundamental Lemma) As K-vector spaces
KQ = I ⊕ SpanKN .
Proof. First we note that I ∩ SpanK(N ) = (0); since if x ∈ I ∩ Span(N ) and x 6= 0,
then x ∈ I implies that tip(x) ∈ tip(I), contradicting that tip(x) ∈ SpanK(N ).
Now suppose that I + SpanK(N ) 6= KQ. Choose x ∈ KQ with minimal tip such that
x /∈ I + SpanK(N ). Let t = tip(x) and note that t ∈ tip(I) or t ∈ N . Let αt be the
coefficient of t in x =
∑
p∈B αpp where αp ∈ K. If t ∈ tip(I), then there is some y ∈ I
such that tip(y) = t. If β is the coefficient of tip(y) in y, then tip(βx− (αty)) is either
0 or has smaller tip than t. By our assumption of the minimality of the tip of x, we
conclude that βx− (αt)y ∈ I+SpanK(N ). Since y ∈ I, we see that x ∈ I+SpanK(N ),
a contradiction.
On the other hand, if t ∈ N , x− αtt is 0 or has smaller tip than x. By minimality of
t, x− αtt is in I + SpanK(N ) and hence x ∈ I + SpanK(N ), a contradiction. 
It is an immediate consequence of the Fundamental Lemma that if x ∈ KQ \ {0}, then
x = ix +Nx for a unique ix ∈ I and a unique Nx ∈ SpanKN .
Let π : KQ → KQ/I be the canonical surjection. Then there is a K-vector space
splitting σ : KQ/I → KQ given by σπ(x) = Nx for x ∈ KQ. Note that σ is well-defined
since, if x, y ∈ KQ are such that π(x) = π(y), then x − y ∈ I. Hence Nx−y = 0 and
we see that Nx = Ny. Thus we have inverse K-isomorphisms π : SpanK(N )→ KQ/I
and σ : KQ/I → SpanK(N ). Therefore we can identify KQ/I with SpanKN where
for x, y ∈ SpanKN , the multiplication of x and y in KQ/I equals Nx·y where x · y is
the usual multiplication in KQ.
Summarising, we have the following useful characterisation of a basis of KQ/I.
Proposition 2.7. As K-vector spaces, SpanK(N ) is isomorphic to KQ/I and hence
N can be identified with a K-basis of KQ/I.
Definition 2.8. Let F be a set of nonzero elements in KQ and x =
∑
p∈B αpp 6= 0 be
an element of KQ.
1) Simple reduction of x by F : Suppose for some p with αp 6= 0 there is some f ∈ F
such that tip(f)|p. If the coefficient of tip(f) = β and p = r tip(f)s with r, s ∈ B, then
a simple reduction of x by F , denoted by x →F y, is y = βx − αprfs. Note that this
simple reduction replaces αpp in x by a linear combination of paths smaller than p.
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2) Complete reduction of x by F : A complete reduction of x by F , denoted by x⇒F yn,
is a sequence of simple reductions (· · · ((x →F y1) →F y2) →F · · · ) →F yn, such that
either yn = 0 or yn has no simple reductions by F .
3) We say a set X ⊆ KQ is tip-reduced if for all x, y ∈ X \ {0} with x 6= y, tip(x) is
not a subpath of tip(y).
Since ≻ is a well-order on B, if x ∈ KQ and F is a set of nonzero elements in KQ, then
there exists y ∈ KQ such that x⇒F y. By the Fundamental Lemma, if G is a Gro¨bner
basis for I, given x ∈ KQ there is a unique Nx ∈ SpanK(N ) such that x⇒G Nx.
The next result is an important property of reduction and is an immediate consequence
of the Fundamental Lemma.
Proposition 2.9. Let G be a Gro¨bner basis for an ideal I and x a nonzero element of
KQ. Then x ∈ I if and only if x⇒G 0.
We have the following result whose proof is left to the reader.
Lemma 2.10. Let X = {x1, . . . , xm} ⊆ KQ be a finite set of uniform elements
and set I = 〈X〉. If for some i, we have xi →X\{xi} y then I can be generated by
{x1, . . . , xi−1, y, xi+1, . . . , xr}.
The following Corollary follows from the above lemma and the well-ordered property
of B. We leave the details to the reader.
Corollary 2.11. Let X = {x1, . . . , xm} ⊆ KQ be a finite set of uniform elements and
I = 〈X〉. After a finite sequence of simple reductions of the elements of X as given in
Lemma 2.10, one may obtain a finite, tip-reduced set Y such that Y generates I.
The above Corollary implies that if we have a finite set of uniform generators of an ideal
I in KQ, without loss of generality, we may assume that the set of uniform generators
is tip-reduced.
The last concept needed is that of an overlap relation.
Definition 2.12. Let x =
∑
p∈B αpp, y =
∑
q∈B βqq ∈ KQ. Suppose that t = tip(x),
t′ = tip(y) and tm = nt′ for some m,n ∈ B where the length of n is at least one and
the length of m is at least one and strictly less than the length of t′. Then the overlap
relation, o(x, y,m, n), is
o(x, y,m, n) = (βt′)xm− (αt)ny.
We now state the result that allows one to check if a set of tip-reduced uniform genera-
tors of an ideal I is a Gro¨bner basis for I. Furthermore, if the set is not a Gro¨bner basis,
it allows one to construct a Gro¨bner basis (in possibly an infinite number of steps).
ALGEBRAS AND VARIETIES 7
Theorem 2.13. [5, 12, 21] Let K be a field, Q a finite quiver, and ≻ an admissible
order on the set B of finite directed paths in Q. Suppose that G is a (not necessarily
finite) tip-reduced set of uniform generators of an ideal I. Then G is a Gro¨bner basis
for I with respect to ≻ if and only if every overlap relation of any two elements of G
completely reduces to 0 by G.
3. The reduced Gro¨bner basis and the associated monomial algebra
In this section we fix a field K, a quiver Q, an ideal I in KQ, and an admissible order
≻ on B.
Definition 3.1. Let IMon be the ideal in KQ generated by tip(I) and define the
associated monomial algebra of Λ = KQ/I to be ΛMon = KQ/IMon.
Since IMon is a monomial ideal, by Proposition 2.5(1), there is a unique minimal set
T of paths that generate IMon. Recalling that N = B \ tip(I), by the Fundamental
Lemma, if t ∈ T , then there exist unique elements gt ∈ I and Nt ∈ SpanK(N ), such
that t = gt +Nt. Set G = {gt | t ∈ T } ⊂ I. Since t is uniform, gt and Nt are uniform.
Note that tip(gt) = t since Nt ∈ SpanK(N ). Thus, tip(G) = T and hence G is a
Gro¨bner basis for I since 〈tip(G)〉 = 〈T 〉 = 〈IMon〉 = 〈tip(I)〉.
Definition 3.2. The set G = {gt | t ∈ T } ⊂ I defined above is called the reduced
Gro¨bner basis for I (with respect to ≻).
The next result lists some basic facts about reduced Gro¨bner bases and associated
monomial algebras.
Proposition 3.3. Let I be an ideal in the path algebra KQ and let Λ = KQ/I. Let
T be the unique minimal set of monomials generating 〈tip(I)〉 and let G be the reduced
Gro¨bner basis for I. Then the following hold.
(1) The reduced Gro¨bner basis for IMon is T .
(2) Under the identification of Λ with SpanK(N ), the dimension of Λ is the cardi-
nality of N .
(3) The dimension of ΛMon is also the cardinality of N .
(4) dimK(Λ) = dimK(ΛMon).
(5) We have that Λ is finite dimensional if and only if N is a finite set.
(6) If N is finite, then T is finite.
Note that (6) holds since T = {a1 . . . am ∈ B | a1 . . . am−1, a2 . . . am ∈ N}. Further-
more, the converse of (6) is false in general.
Keeping the notation above, we write elements of both Λ and ΛMon as K-linear com-
binations of elements in N . The difference is how these elements multiply in Λ and
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ΛMon. Next assume that I is an admissible ideal. Notice that I admissible implies that
IMon is admissible. If I is admissible, then the set of vertices and arrows are always in
N , and both T and N are finite sets.
In the sections that follow we will apply Gro¨bner basis theory to the case where the field
is of the form L = K(x1, . . . , xn), the quotient field of the (commutative) polynomial
ring in n variables over K. Let R = K[x1, . . . , xn]. Given a quiver Q we consider
elements of LQ and the subset of elements whose coefficients lie in R. We say r =∑
p∈B αpp ∈ LQ is in RQ if each αp ∈ R.
Proposition 3.4. Let F be a set of tip-reduced uniform elements in RQ ⊂ LQ. Then
(1) If r ∈ RQ and r ⇒F s then s ∈ RQ.
(2) If f, f ′ ∈ F with tip(f)p = q tip(f ′) with 1 ≤ ℓ(p) < ℓ(tip(f ′)) then the overlap
relation o(f, f ′, p, q) is in RQ.
Proof. From the Definition 2.8 1) we see that if r ∈ RQ and r →F r
′, then r′ ∈ RQ.
From Definition 2.8 2) part 1) follows. Part 2) follows from Definition 2.12 and that
F ⊂ RQ. 
4. The varieties
In this section we introduce varieties VT whose points are in one-to-one correspondence
with a class of algebras. Having fixed a quiver Q, the definition is dependent on the
choice of an admissible order ≻ on B and on a tip-reduced set T ⊂ B of paths of length
at least 2.
We begin by defining a set of algebras.
Definition 4.1. Let T ⊂ B be a tip-reduced set of elements of length at least two and
let ≻ be an order on B. Define
AlgT = {KQ/I | I ideal of KQ and IMon = 〈T 〉}.
If x and y are uniform elements of KQ, then we say x is parallel to y and write x‖y if
o(x) = o(y) and t(x) = t(y).
Let N = B \ T . For t ∈ T , let
N (t) = {n ∈ N | n‖t, t ≻ n}.
Let D =
∑
t∈T |N (t)|. For each t ∈ T set
gt = t−
∑
n∈N (t)
ct,nn
where ct,n ∈ K. We note that gt is uniform and that tip(gt) = t. Let G = {gt | t ∈ T }.
Note that G is not necessarily a Gro¨bner basis, since there might be overlaps that do
not reduce to zero.
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Definition 4.2. With the notation above, let
VT = {(c) = (ct,n) ∈ K
D | G is the reduced Gro¨bner basis of 〈G〉}
Theorem 4.3. [Correspondence Theorem] With the notation above, there is a
one-to-one correspondence between the sets AlgT and VT .
Proof. LetKQ/I ∈ AlgT and G be the reduced Gro¨bner basis of I. Then by hypothesis,
tip(G) = T and there exists a unique array of scalars c = (ct,n) ∈ K
D such that G =
{t−
∑
n∈N (t) ct,nn | t ∈ T }. This gives rise to the element c ∈ VT . The inverse map is
given by associating KQ/IG to the point c = (ct,n) ∈ VT where G = {t−
∑
n∈N (t) ct,nn |
t ∈ T }. 
We view the one to one correspondence as an identification and freely talk about alge-
bras as elements in VT .
We now show that VT is an affine algebraic variety.
Theorem 4.4. Let K be a field, Q a quiver, and ≻ an admissible order on B. Suppose
that T is a finite set of paths and that N (t) is a finite set, for all t ∈ T . Then VT is
an affine algebraic variety.
Proof. Let xt,n be variables, one for each choice of t ∈ T and n ∈ N (t). We wish to find
polynomials in the polynomial ring K[xt,n | t ∈ T , n ∈ N (t)] such that VT is the zero
set of the polynomials. We apply Gro¨bner basis theory to the path algebra LQ where
L is the quotient field of K[xt,n | t ∈ T , n ∈ N (t)]. Let R = K[xt,n | t ∈ T , n ∈ N (t)]
and view RQ as subset of LQ.
We start by considering the set
H = {ht = t−
∑
n∈N (t)
xt,nn | t ∈ T }
Note that H ⊂ RQ. For each overlap relation o(ht, ht′ , p, q), with ht, h
′
t ∈ H, we
consider its complete reduction by H. By Propositon 3.4 each such complete reduction
has the form ∑
n∈N
f∗
o(ht,ht′ ,p,q),n
n,
where the f∗
o(ht,ht′ ,p,q),n
are polynomials in R.
We claim VT is the zero set of the set of all the f
∗
o(ht,ht′ ,p,q),n
as one varies over all
overlap relations. But this is a consequence of Theorem 2.13 since by taking the zero
set we obtain exactly the points (ct,n) such that {t −
∑
n∈N (t) ct,nn} is the reduced
Gro¨bner basis of the ideal it generates.

Remark 4.5. In the proof of Theorem 4.4 choosing different sequences of simple re-
ductions for the complete reductions, might give rise to different sets of polynomials.
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But, the zero sets of these different sets of polynomials correspond to the coefficients
in the reduced Gro¨bner basis of I, for each I, which are unique.
Now we restate in a more precise way the list of properties of the algebras in a variety
VT .
Theorem 4.6. Let Q be a quiver and B the set of finite directed paths in Q. Let ≻
be an admissible order on B and let T be a tip-reduced set of paths of length at least 2
such that N = B \ T . Let Λ = KQ/I ∈ VT . Set AMon = KQ/〈T 〉.
(1) AMon = ΛMon.
(2) Every algebra has K-basis N , in particular dimK AMon = dimK Λ which is
equal to |N |.
(3) CΛ = CAMon if I is admissible.
(4) gldim (Λ) ≤ gldim (AMon) if I is admissible.
(5) If gldim (AMon) <∞ and I admissible then det CΛ = +1.
(6) Assume that A is length graded. AMon Koszul implies Λ Koszul if ≻ respects
length.
(7) Assume that I is admissible. Then AMon quasi-hereditary implies Λ quasi-
hereditary. Moreover, if, AMonvAMon is a heredity ideal then ΛvΛ is a heredity
ideal, where v ∈ Q0.
Proof. (1) follows from the definition of VT and (2) follows from the Fundamental
Lemma, (3) follows from (2), namely that N is a K-basis for any algebra in VT .
In order to prove (4), let P be the order resolution of a simple Λ module as defined
in [1, 14] and as recalled in Section 6. Then tip(Pn) = tip(PnMon), where PMon is the
order resolution for the corresponding simple AMon-module. Hence by Corollary 6.5
the Betti numbers for these resolutions are the same. Noting that by [10] the order
resolution for a monomial algebra is minimal, the result follows.
By [23], the determinant of CAMon is equal to one and (5) follows from (4).
By [9] a quadratic algebra is Koszul, if it has a quadratic Gro¨bner basis. Since AMon is
Koszul, T is given by paths of length 2 and therefore Λ has a quadratic Gro¨bner basis
and (6) follows.
Finally (7) follows from [13]. 
Example 4.7. If none of the elements in T overlap then there are no overlap relations
andKQ/〈T 〉 has global dimension 2. Furthermore, there are no equations to satisfy and
it follows that AlgT is affine space of dimension D =
∑
t∈T |{n ∈ N | n‖t and t ≻ n}|.
Example 4.8. Let K{x1, . . . , xn} be the free associative algebra in n variables. We
have that K{x1, . . . , xn} = KQ, where Q is the quiver with one vertex and n loops. Let
≻ be the length-lexicographical order with xn ≻ xn−1 ≻ · · · ≻ x1. The commutative
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polynomial ring in n variables is given by Rn = K{x1, . . . , xn}/〈xixj−xjxi, for i > j〉.
The reader may check that {xixj − xjxi | i > j} is the reduced Gro¨bner basis for Rn.
Thus Rn ∈ VT where T = {xixj | i > j}. Note that N = {x
a1
1 x
a2
2 · · · x
an
n | a1, . . . , an ∈
Z≥0}.
We now explicitly compute VT for n = 2. In this case T = {x2x1}. Since there
are no overlap relations to reduce, we have that VT = K
5 where 5 = |N (x2x1)| and
N (x2x1) = {x1x2, x
2
1, x1, x2, 1}. Thus
AlgT = {K{x1, x2}/〈x2x1 − c1x1x2 − c2x
2
1 − c3x1 − c4x2 − c5〉 | (c1, . . . , c5) ∈ K
5}.
Note that R2 corresponds to the point (1, 0, 0, 0, 0) ∈ VT and that all finite dimensional
algebras in AlgT have global dimension two.
Example 4.9. Let Q be the quiver
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Assume a ≻ b ≻ c ≻ · · · ≻ k with ≻ being the length-left-lexicographic order. Let
T = {ab, bi, cdi}. Set g1 = ab − x1(cd) − x2(ef), g2 = bi and g3 = cdi − x3(efi) −
x4(ejk) − x5(gh). Given a point (c1, . . . , c5) ∈ K
5, we would like to find necessary
and sufficient conditions so that evaluating xi = ci, G is the reduced Gro¨bner basis
for 〈G〉. Note that the theorem says completely reducing all overlap relations obtained
from pairs of elements from G results in polynomials in the xi, whose zero set are the
points we want. The more reductions performed, the higher the degree of the resulting
polynomials. However, the degree of the polynomials is bounded above by the maximum
number plus one of reductions performed to completely reduce the overlap relations.
The polynomials have constant term 0, so (0, 0, . . . , 0) is in the zero set. This point
gives the monomial algebra KQ/〈T 〉.
In this example, there is one overlap relation, o(g1, g2, i, a) = −x1(cdi) − x2(efi). Now
we can reduce cdi to get
−x1(x3(efi)+x4(ejk)+x5(gh))−x2(efi) = (x2−x1x3)(efi)+(−x1x4)(ejk)−x5(gh).
Thus, the variety in K5 of the ideal A = 〈x2 − x1x3, x1x4, x5〉 is in one-to-one corre-
spondence with AlgT where
AlgT = {KQ/〈ab− c1(cd)− c2(ef),bi, cdi − c3(efi)− c4(ejk) − c5(gh)〉 |
(c1, . . . , c5) ∈ K
5 and c2 − c1c3 = 0, c1c4 = 0, c5 = 0}.
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5. Special subvarieties, varieties of graded algebras and varieties of
algebras defined by admissible ideals
In this section we define and investigate a class of subvarieties of the varieties defined in
the previous section. We call these special subvarieties. We will then see that varieties
of graded algebras can be seen as special subvarieties.
We start by defining the class of special subvarieties. For each t ∈ T , let S(t) be a
subset of N (t), where S(t) may be empty. We assign values to the elements of S(t) via
a set map ϕt : S(t)→ K and let ϕ = {ϕt | t ∈ T }.
Definition 5.1. With the notation above, let
VT (ϕ) = {(c) = (ct,n) ∈ VT | for all t ∈ T , if n ∈ S(t) then ct,n = ϕt(n)}
Thus, VT (ϕ) are the points in VT where, for each t ∈ T and n ∈ S(t), ct,n is restricted
to the value ϕt(n).
Proposition 5.2. For ϕ = {ϕt | t ∈ T } as above, the set VT (ϕ) is a subvariety of VT .
Proof. Let (f1, . . . , fm) be the ideal in K[xt,n | t ∈ T , n ∈ N ] of the variety VT . Then
VT (ϕ) is the zero set of the polynomials {f1, . . . , fm}∪ (∪t∈T {xn,s−ϕt(n) | n ∈ S(t)}).
The result follows. 
We call VT (ϕ) the special subvariety of VT associated to ϕ.
Corollary 5.3. VT (ϕ) contains the monomial algebra KQ/〈T 〉 if and only if either
ϕt ≡ 0 or S(t) is empty, for each t ∈ T .
5.1. Varieties of graded algebras. In this subsection we show that the connection
between algebras and varieties extends to the case of graded algebras. We consider
algebras graded by weight functions.
Recall that a weight function on a path algebra KQ is a function W : Q1 → G
where G is a group. We extend W from arrows to B as follows: if p = a1 . . . an then
W (p) = W (a1) . . . W (an) where W (v) = 1G for v ∈ Q0. Then W induces a G-grading
on KQ where
KQg = SpanK{b ∈ B | W (b) = g}.
There is an induced G-grading on Λ = KQ/I if I can be generated by weight homo-
geneous elements. We call this grading the induced grading on Λ. If I is generated by
W -homogeneous elements then the reduced Gro¨bner basis consists of W -homogenous
elements.
Note that, for any weight function, monomial algebras always have an induced grading.
Moreover, our theory includes Z-graded algebras where the grading is induced by a Z-
grading on the arrows.
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Definition 5.4. Let T ⊂ B be a tip-reduced set of elements of length at least two and
let ≻ be an order on B. Let W : Q1 → G be a weight function. Define
AlgWT = {KQ/I | I weight homogeneous ideal of KQ and IMon = 〈T 〉}.
Define
NW (t) = {n ∈ N | n‖t, ℓ(n) ≥ 1, t ≻ n,W (n) =W (t)}.
where ℓ(n) = k if n = a1 . . . ak with ai ∈ Q1.
Analogously to the ungraded case, set A = KD
W
where DW =
∑
t∈T |N
W (t)|. For
each t ∈ T set
gt = t−
∑
n∈NW (t)
ct,nn
where ct,n ∈ K. We note that gt is uniform, weight homogeneous and that tip(gt) = t.
Let G = {gt | t ∈ T }. Note that, in general G is not necessarily a Gro¨bner basis for the
ideal it generates, since there might be overlaps that do not reduce to zero.
Definition 5.5. With the notation above, let
VWT = {c = (ct,n) ∈ K
DW | G is the reduced Gro¨bner basis of 〈G〉}
Theorem 5.6. [Graded Correspondence Theorem]With the notation above, there
is a one to one correspondence between the sets AlgWT and V
W
T .
The proof of the theorem is analogous to the proof in the non-graded case. The next
result shows that VWT is an affine algebraic variety and in fact that it is a special
subvariety of VT .
Theorem 5.7. Let K be a field, Q a quiver, and ≻ an admissible order on B. Let
W : Q1 → G be a weight function. Set T to be a finite set of paths of lengths at least 2.
For each t ∈ T , let S(t) = N (t) \ NW (t) and ϕt : S(t) → K such that ϕt ≡ 0. Then,
for ϕ = {ϕt | t ∈ T },
VWT ≃ VT (ϕ)
and thus VWT is a special subvariety of VT and therefore V
W
T is an affine algebraic
variety.
Proof. For each t ∈ T , let S(t) = N (t) \ NW (t) = {n ∈ N (t) | W (n) 6= W (t)} and
let ϕt : S(t) → K given by ϕt ≡ 0. Define Ψ: V
W
T → VT (ϕ) by sending c
W = (cWt,n) to
c = (ct,n) where ct,n = c
W
t,n for n ∈ N (T )
W and 0 otherwise.
It is clear that Ψ is one-to-one. To see that Ψ is onto, let c = (ct,n) ∈ VT (ϕ). For
t ∈ T and n /∈ S(t) let cWt,n = ct,n, noting that by construction, W (t) = W (n). It is
immediate that cW = (cWt,n) ∈ V
W
T and Ψ((c
W
t,n)) = c, proving that Ψ is onto; hence a
bijection. 
Note that since in Theorem 5.7 ϕt ≡ 0 for all ϕt ∈ ϕ, the monomial algebra KQ/〈T 〉
is contained in VWT . The next result follows from Theorems 4.6 and 5.7.
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Corollary 5.8. Let Λ = KQ/I ∈ AlgWT , that is, in particular, I is a weight homoge-
neous ideal. Then
KQ/〈T 〉 ≃ ΛMon as G-graded algebras.
In particular, (KQ/〈T 〉)g ≃ Λg as K-vector spaces, for all g ∈ G, and dimKΛg = |{n ∈
N |W (n) = g}|.
Recall that if Λ is a positively Z-graded algebra, the Hilbert series of Λ is
Hilb(Λ) =
∞∑
n=0
dimΛnt
n.
The next result follows directly from Corollary 5.8
Corollary 5.9. Let Λ,Λ′ ∈ VWT where Λ,Λ
′ are positively Z-graded algebras, that is
G = Z and W ≡ 1. Then Hilb(Λ) = Hilb(Λ′).
Proof. The result follows from the fact that they have the same bases given by N =
B \ tip(〈T 〉) and hence dimK(Λs) = dimK(Λ
′
s) = |{n ∈ N | W (n) = s}|.

Example 5.10. We continue Example 4.8. Recall that the associated monomial alge-
bra of the commutative polynomial ring Rn = K{x1, . . . , xn}/〈xixj − xjxi | i > j〉 is
K{x1, . . . , xn}/〈xixj | i > j〉 and N = {x
i1
1 · · · x
in
n | i1, . . . , in ≥ 0}. Let W : Q1 → Z
defined by W (x1) = · · · = W (xn) = W (1) = 1. Therefore every algebra in V
W
T has
Poincare´-Birkhoff-Witt basis N , it is Koszul, has global dimension n, has as k-th Betti
number the binomial coefficient C(n, k) and has the same Hilbert series as the commu-
tative polynomial ring.
Again, as in Example 4.8, we consider the case n = 2 in more detail. Let T = {x2x1}
and W : Q1 → Z be as above. Then
NW (x2x1) = {x1x2, x
2
1}
and
VWT = {(c1, c2) | c1, c2 ∈ K}
where the point (c1, c2) ∈ K
2 corresponds to K{x1, x2}/〈x2x1−c1x1x2−c2x
2
1〉 in Alg
W
T .
These are all Koszul algebras with quadratic Gro¨bner basis (see [8]), with associated
monomial algebra K{x1, x2}/〈x2x1〉. It is interesting to note that K{x1, x2}/〈x2x1〉 is
the only graded algebra of global dimension 2 and Gelfand-Kirillov-dimension 2 which
is not Noetherian [2].
Let S(t) = N (t) \NW (t) for all t ∈ T and let ϕt : S(t)→ K be given by ϕt ≡ 0. Then
for ϕ = {ϕt | t ∈ T }, we have
VWT ≃ VT (ϕ) = {(c1, c2, 0, 0, 0) | c1, c2 ∈ K}.
The Artin Schelter regular algebras of global dimension two fall into two families.
Namely, the first family consists of the commutative polynomial ring and the quantum
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affine planes
A(c1,0) := K{x1, x2}/〈x2x1 − c1x1x2〉, with 6= c1 ∈ K
and secondly the algebra
A(1,1) = K{x1, x2}/〈x2x1 − x1x2 − x
2
1〉.
It follows from the above that A(c1,0), c1 ∈ K and A(1,1) are in V
W
T . As elements
corresponding to points in VT (ϕ), we write A(c1,0,0,0,0) for K{x1, x2}/〈x2x1 − c1x1x2〉
and A(1,1,0,0,0) for K{x1, x2}/〈x2x1 − x1x2 − x
2
1〉.
We can separate these two families of Artin Schelter regular algebras into disjoint
subvarieties of VT . For example, if we let S
1(x2x1) = {x
2
1, x2, x1, 1} and
ϕ1 = ϕ
1
x2x1
: {x21, x2, x1, 1} → K
such that ϕ1x2x1 ≡ 0, then A(c1,0,0,0,0) ∈ VT (ϕ1) but A(1,1,0,0,0) /∈ VT (ϕ1). Now define
ϕ2 = ϕ
2
x2x1
: {x21, x2, x1, 1} → K
by ϕ2(x
2
1) = 1 and ϕ2(x1) = ϕ2(x2) = ϕ2(1) = 0. Then A(1,1,0,0,0) ∈ VT (ϕ2). Further-
more, VT (ϕ1) ∩ VT (ϕ2) = ∅ and the two subvarieties are lines in K
5.
5.2. Admissible ideals.
Admissibe ideals play an important role in the representation theory of finite dimen-
sional algebras. Recall that an ideal I in KQ is admissible if Jm ⊆ I ⊆ J2 for some
m ≥ 2, where J is the ideal generated by the arrows. The varieties and subvarieties
we have constructed up to now, do not allow one to only study admissible ideals. In
this subsection, we show how to remedy this by constructing varieties where all the
corresponding algebras are defined by admissible ideals. More precisely, given T a set
of tip-reduced paths in a quiver and m ≥ 2, we would like to have a variety whose
points correspond to algebras KQ/I with I admissible. We show how to construct
such an affine algebraic variety, which we call VadT (m) such that V
ad
T (m) is a subvariety
of VT with the points in one-to-one correspondence with the set of algebras A = KQ/I,
A ∈ VT such that J
m ⊆ I ⊆ J2.
We start by giving an example of an inadmissible ideal such that the associated mono-
mial ideal is admissible. Take I = 〈x3 − x2〉 in K[x]. Clearly, K[x]/〈x3 − x2〉 is
finite dimensional but 〈x3 − x2〉 is not admissible since there is no n ≥ 2 such that
xn ∈ 〈x3−x2〉. We see, however, that x3−x2 is the reduced Gro¨bner basis for I under
any admissible order and that tip(〈x3 − x2〉) = {xn | n ≥ 3}. Then N = {xn | n ≤ 2}
and the associated monomial ideal is 〈x3〉, which is admissible. Thus simply requiring
that KQ/I be finite dimensional and I ⊆ J2 is not sufficient for I to be admissible.
Suppose we are given T , a tip-reduced set of paths in J2. Let N = B \ tip(〈T 〉)
and assume that N ⊆ Jm−1; in particular, N is finite. Note that this assumption is
necessary since if N 6⊆ Jm then Jm 6⊂ 〈T 〉. For t ∈ T , set S(t) = {n ∈ N (t) | ℓ(n) ≤ 1},
and ϕt : S(t)→ K with ϕt ≡ 0. Let ϕ = {ϕt | t ∈ T }. Then VT (ϕ) is the variety whose
points correspond to the algebras KQ/I, I ⊆ J2 with reduced Gro¨bner basis G with
tip(G) = T . Let A = KQ/I ∈ VT (ϕ) with reduced Gro¨bner basis G. Then J
m ⊆ I if
and only if each path of length m is in I. That is, by Proposition 2.9, Jm ⊆ I if and
only if each path of length m reduces to 0 by G.
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Definition of the subvarieties VadT (m) containing algebras defined by admissi-
ble ideals: Given m ≥ 2 and ϕ as above, we construct a variety VadT (m) as a subvariety
of the special subvariety VT (ϕ) of VT such that the points of V
ad
T (m) correspond to
algebras of the form KQ/I such that Jm ⊆ I ⊆ J2. Since we want KQ/〈T 〉in VadT (m),
we assume that N ⊆ Jm−1.
Recall that givenN (t), we consider (c) = (ct,n) in affineD-space whereD =
∑
t∈T |N (t)|.
Since we are in VT (ϕ), the coefficient of an n ∈ N (t) of length < 2 is 0. Consider
H = {t−
∑
n∈N (t) and ℓ(n)≥2
xn,tn},
where the xn,t are variables.
As before, we completely reduce each overlap relation by H and let f1, . . . fr be the
polynomial coefficients of the paths in N . The zero set of the ideal generated by the
f ′is is VT (ϕ). Next, completely reduce each path of length m by H. Let f
∗
1 , . . . , f
∗
s be
the polynomial coefficients of the paths in N obtained from these reductions. The zero
set of the ideal generated by the fi’s and the f
∗
j ’s is the desired variety V
ad
T (m).
It is clear that if Λ = KQ/I and I such that Jm ⊆ I ⊆ J2 with reduced Gro¨bner basis
G and tip(G) = T , then Λ corresponds to a point in VadT (m).
Summarizing the above, we have proved the following.
Proposition 5.11. Let m ≥ 2 and T be a tip-reduced set of paths in Q of length at
least 2 and Jm ⊆ 〈T 〉. Then VadT (m) is subvariety of VT and thus an affine algebraic
variety. The points of VadT (m) are in one-to-one correspondence with finite dimensional
algebras of the form KQ/I where
(1) I is an admissible ideal with Jm ⊆ I ⊆ J2
(2) the reduced Gro¨bner basis has tip set T
Coming back to the example above, recall that we had T = {x3} and that 〈x3 − x2〉 is
inadmissible. We show how the above construction handles this case, that is we exam
the special subvarieties with associated monomial ideal 〈x3〉. For t = x3, we have that
N (t) = {x2, x, 1}, S(t) = {x, 1} and ϕt ≡ 0. Thus H = {x
3 − Ax2} where A is a
variable. If we set m = 4 then we need to reduce x4 by H. viewing x4 as x3x1 we see
that x4 reduces to Ax2 ·x = Ax3. Now, Ax3 reduces to A2x2. Thus A2x2 is a complete
reduction of x4 by H. Hence the only new requirement is the zero set of A2. Thus A
is 0 as expected. Hence the only admissible ideal so that IMon = 〈x
3〉 is 〈x3〉.
6. Order resolutions
In [1] and [14] two methods for creating projective resolutions of modules were pre-
sented. Although seemingly different, they turn out to be the same resolution. We
adopt the approach found in [14] which employs Gro¨bner bases. We call these reso-
lutions order resolutions since they are dependent on the chosen admissible order on
the paths in Q. We note that if Λ is not monomial then the order resolution of a
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finitely generated Λ-module is not necessarily minimal. We will see however, that for
a monomial algebra, the order resolution is the minimal projective resolution.
We fix a quiver Q, an admissible order ≻ on B, a tip-reduced subset T of B, and a
vertex v ∈ Q0. Let Λ and Λ
′ be two algebras in VT . The goal of this section is to
compare the order resolutions of the simple Λ-module Sv to the order resolution of the
simple Λ′-module S′v, where Sv and S
′
v are the one dimensional simple modules at v.
For this we compare the order resolutions where Λ′ = Λ′Mon = ΛMon with the last
equality due to the assumption that both algebras are in VT .
We begin by recalling the general framework of the algorithmic construction of order
resolutions of modules over Λ = KQ/I. Our specific goal is to show that the Betti
numbers of the order resolutions of Sv and S
′
v are the same.
Let P be a finitely generated projective KQ-module. We fix a direct sum decomposition
of P =
⊕
i∈I viKQ, where vi ∈ Q0 not necessarily distinct and I is a finite indexing
set [11]. We write elements of P as tuples. Let B∗ be the set
B∗ = {p[i] ∈ P | p ∈ viB}
where p[i] = (0, . . . , 0, p, 0, . . . , 0) with p in the i-th component. Note that B∗ is a
K-basis of P . We extend the admissible order to B∗. For this we order the set I and
set p[i] ≻ q[j] if p ≻ q or p = q and i > j.
Definition 6.1. 1) Let x =
∑
k αkbk ∈ P where αk ∈ K and bk ∈ B
∗. Set
tip(x) = bm where αm 6= 0 and if αl 6= 0 and l 6= m, then bm ≻ bl.
2) If {0} 6= X ⊂ P then
tip(X) = {tip(x) | x ∈ X}.
3) We call an element x ∈ P right uniform, if there exists a vertex v ∈ Q0 such that
xv = x.
4) We say X ⊂ P is tip-reduced if for x, x′ ∈ X, x 6= x′, and tip(x) = p[i] and
tip(x′) = p′[i], then p is not a prefix of p′.
If an element x ∈ P is right uniform then xKQ ≃ t(x)KQ where t(x) is the vertex
v ∈ KQ such that xv = x.
Proposition 6.2. [11] Let X be a tip-reduced right uniform generating set of a KQ-
submodule L of a projective KQ-module P . Then
L =
⊕
x∈X
xKQ.
Next, we provide the general set-up for the construction of an order resolution as found
in [14].
Let M be a KQ/I-module which is finitely presented as a KQ-module and let
0→ L→ P →M → 0
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be a finite KQ-presentation of M . Then we have the following commutative exact
diagram.
0

0

0 // PI
= //

PI

// 0

0 // L //

P

// M
=

// 0
0 // ΩΛ(M) //

P/PI //

M //

0
0 0 0
The construction of the projective resolution of M is based on the construction of a
sequence of sets, which we now introduce. Let F0 = {vi[i] ∈ P | i ∈ I}. By [11], there is
a right uniform tip-reduced generating set F̂1 of L. Define F1 = {f1 ∈ F̂1 | f1 /∈ PI}.
Note that F1 ⊂
⊕
f0∈F0 f
0KQ. Next, assume we have constructed Fn−1 and Fn−2.
From this data, one constructs the tip-reduced set Fn such that if fn ∈ Fn then fn is
right uniform and fn ∈
⊕
fn−1∈Fn−1 f
n−1KQ.
We note that if f ∈ Fn then t(f) = t(tip(f)) by uniformity. We briefly recall some
facts about the sets Fn. The tip set of Fn is determined by the tip sets of Fn−1, Fn−2,
and the reduced Gro¨bner basis of I. The point is that if the tip sets of Fn−1 and Fn−2
coincide for the order resolutions of a Λ-module M and Λ′-module M , then the tip set
of the set Fn for the two modules will coincide [14].
The n-th projective Pn in the KQ/I-order resolution of M is given by
Pn =
⊕
f∈Fn
t(f)KQ/I.
Proposition 6.3. Suppose S, respectively S′, is a simple one dimensional KQ/I-
module, respectively KQ/IMon-module, associated to a vertex v ∈ Q. Let P be an
order resolution of S with generating sets Fn and P ′ be an order resolution of S′ with
generating sets (F ′)n. Then for all n, tip(Fn) = tip((F ′)n).
Proof. S and S′ have the same KQ-presentation, namely
0→
⊕
o(a)=v
aKQ→ vKQ→ S → 0
and
0→
⊕
o(a)=v
aKQ→ vKQ→ S′ → 0.
Furthermore, if G and G′ are the Gro¨bner bases for I and IMon respectively then by
definition tip(G) = tip(G′). Thus, tip(F0) = tip((F ′)0), tip(F1) = tip((F ′)1). By
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our earlier discussion, we conclude tip(F2) = tip((F ′)2). Continuing, we see that
tip(Fn) = tip((F ′)n), for n ≥ 0.

Recall that the nth-Betti number of a projective resolution P of a Λ-module M is the
sequence (a1, . . . , a|Q0|) where ai is the number of f ∈ F
n such that t(f) = vi.
The proof of the following Theorem follows directly from Proposition 6.3
Theorem 6.4. Let S be a simple KQ/I-module and S′ a simple KQ/IMon-module,
both corresponding to the same vertex v in Q0. Let P and P
′ be the order resolutions
of S and S′ respectively. Then the Betti numbers of P and P ′ coincide.
Corollary 6.5. Let KQ/I and KQ/I ′ be such that IMon = I
′
Mon. Let S be a simple
KQ/I-module and S′ a simple KQ/I ′-module, both corresponding to the same vertex v
in Q0. Let P and P
′ be the order resolutions of S and S′ respectively. Then the Betti
numbers of P and P ′ coincide.
For a monomial algebra KQ/IMon it is easy to see, using [10], that the order resolution
of the simple KQ/IMon-modules is minimal in the sense that the image of the differen-
tial from the nth-projective module to the n−1st projective module Pn−1 is contained
in Pn−1J , where J is the ideal in KQ generated by the arrows of KQ.
References
[1] Anick, D. J.; Green, E. L. On the homology of quotients of path algebras. Comm. Algebra 15
(1987), no. 1-2, 309–341.
[2] Artin, M.; Schelter, W. F. Graded algebras of global dimension 3. Adv. in Math. 66 (1987), no. 2,
171–216.
[3] Artin, M.; Tate, J.; Van den Bergh, M. Some algebras associated to automorphisms of elliptic
curves. The Grothendieck Festschrift, Vol. I, 33–85, Progr. Math., 86, Birkha¨user Boston, Boston,
MA, 1990.
[4] Artin, M.; Tate, J.; Van den Bergh, M. Modules over regular algebras of dimension 3. Invent.
Math. 106 (1991), no. 2, 335–388.
[5] Bergman, G. M. The diamond lemma for ring theory. Adv. in Math. 29 (1978), no. 2, 178–218.
[6] Buchweitz, R.-O.; Leuschke, G. J.; Van den Bergh, M. Non-commutative desingularization of
determinantal varieties I. Invent. Math. 182 (2010), no. 1, 47–115.
[7] Eisenbud, D. Commutative algebra. With a view toward algebraic geometry. Graduate Texts in
Mathematics, 150. Springer-Verlag, New York, 1995.
[8] Green, E. L. The Geometry of Strong Koszul Algebras, arXiv:1702.02918.
[9] Green, E.; Huang, R. Q. Projective resolutions of straightening closed algebras generated by
minors. Adv. Math. 110 (1995), no. 2, 314–333.
[10] Green, E. L.; Happel, D.; Zacharia, D. Projective resolutions over Artin algebras with zero rela-
tions. Illinois J. Math. 29 (1985), no. 1, 180–90.
[11] Green, E. L. Multiplicative bases, Gro¨bner bases, and right Gro¨bner bases. Symbolic computation
in algebra, analysis, and geometry (Berkeley, CA, 1998). J. Symbolic Comput. 29 (2000), no. 4-5,
601–623.
[12] Green, E. L. Noncommutative Gro¨bner bases, and projective resolutions. Computational methods
for representations of groups and algebras (Essen, 1997), 29–60, Progr. Math., 173, Birkha¨user,
Basel, 1999.
[13] Green, E. L.; Schroll, S. On quasi-hereditary algebras, preprint.
20 GREEN, HILLE, AND SCHROLL
[14] Green, E. L.; Solberg, Ø. An algorithmic approach to resolutions. J. Symbolic Comput. 42 (2007),
no. 11-12, 1012–1033.
[15] Hermiller, S. M.; Kramer, X. H.; Laubenbacher, R. C. Monomial orderings, rewriting systems, and
Gro¨bner bases for the commutator ideal of a free algebra. J. Symbolic Comput. 27 (1999), no. 2,
133–141.
[16] Iyama, O.; Wemyss, M. Maximal modifications and Auslander-Reiten duality for non-isolated
singularities. Invent. Math. 197 (2014), no. 3, 521–586
[17] Kussin, D.; Lenzing, H.; Meltzer, H. Nilpotent operators and weighted projective lines. J. Reine
Angew. Math. 685 (2013), 33–71.
[18] Kussin, D.; Lenzing, H.; Meltzer, H. Triangle singularities, ADE-chains, and weighted projective
lines. Adv. Math. 237 (2013), 194–251.
[19] Spenko S.; Van den Bergh, M. Non-commutative resolutions of quotient singularities,
http://arxiv.org/abs/1502.05240.
[20] Maclagan, D.; Sturmfels, B. Introduction to tropical geometry. Graduate Studies in Mathematics,
161. American Mathematical Society, Providence, RI, 2015.
[21] Mora, T. An introduction to commutative and noncommutative Gro¨bner bases. Second Interna-
tional Colloquium on Words, Languages and Combinatorics (Kyoto, 1992). Theoret. Comput. Sci.
134 (1994), no. 1, 131–173.
[22] van den Bergh, M. Non-commutative crepant resolutions. The legacy of Niels Henrik Abel, 749–
770, Springer, Berlin, 2004.
[23] Wilson, G. V. The Cartan map on categories of graded modules. J. Algebra 85 (1983), no. 2,
390–398.
Edward L. Green, Department of Mathematics, Virginia Tech, Blacksburg, VA 24061,
USA
E-mail address: green@math.vt.edu
Lutz Hille, Department of Mathematics, University of Muenster,
E-mail address: lutzhille@uni-muenster.de
Sibylle Schroll, Department of Mathematics, University of Leicester, University Road,
Leicester LE1 7RH, UK
E-mail address: schroll@le.ac.uk
