We examine two important cases where contextuality appears in physics: the Leggett-Garg setup and the Bell-EPR system. For both cases, we show that two distinct measures of contextuality, one using an extended set of context-indexed random variables and another using negative probabilities, result in similar measures of contextuality. Introduction. Contextuality and nonlocality are two key features of quantum mechanics, as no local hiddenvariable theory exists that is consistent with quantum predictions [1], nor does a noncontextual hidden-variable theory [2] . It has been argued [3] that contextuality is more fundamental: a nonlocal system is merely a system that exhibits contextuality for sets of events that are spacelike separated. Perhaps for this reason contextuality has been the topic of many recent papers. For instance, contextuality could be at the heart of what distinguishes the quantum boundary from the classical and nonlocal polytopes [3] [4] [5] [6] [7] [8] . Furthermore, contextuality, particularly of super-correlated systems, seems also to be a relevant factor in the study of quantum computation [9] .
Introduction. Contextuality and nonlocality are two key features of quantum mechanics, as no local hiddenvariable theory exists that is consistent with quantum predictions [1] , nor does a noncontextual hidden-variable theory [2] . It has been argued [3] that contextuality is more fundamental: a nonlocal system is merely a system that exhibits contextuality for sets of events that are spacelike separated. Perhaps for this reason contextuality has been the topic of many recent papers. For instance, contextuality could be at the heart of what distinguishes the quantum boundary from the classical and nonlocal polytopes [3] [4] [5] [6] [7] [8] . Furthermore, contextuality, particularly of super-correlated systems, seems also to be a relevant factor in the study of quantum computation [9] .
Contextuality may be defined as the impossibility of finding a joint probability distribution for different sets of random variables with some elements in common. As an example, if (P, Q, R, . . .) are jointly recorded under certain conditions C and (P ′ , Q ′ , R ′ , . . .) are jointly recorded under different conditions C ′ , it may be impossible to find a joint distribution (P, Q, R, . . . , P ′ , Q ′ , R ′ , . . .) if one assumes, e.g., that P in the first set are the same random variables as P ′ in the second. In other words, the conditions C and C ′ may create different (and irreconcilable) contexts for the variable P.
Perhaps one of the most well-known proofs of contextuality in quantum mechanics comes from the KochenSpecker theorem [2] . This theorem states that for a Hilbert space H with dimension d ≥ 3 there exists a set of n projection operators, P 1 , . . . ,P n ,P i ∈ H, corresponding to yes-no questions, such that it is impossible to assign a response to each of those observables consistent with quantum mechanics (although this can be done for any subset of n − 1 of these operators). If we associate to each of the observables in P 1 , . . . ,P n a random variable P i , i = 1, . . . , n, with the values corresponding to the yes-no responses, then the Kochen-Specker theorem can be translated into the nonexistence of a joint probability distribution.
The same is true for the Bell-EPR setup, as the existence of a hidden-variable theory is also associated with contextuality through the lack of a proper joint probability distribution [10] : Alice's and Bob's spins (A, B) recorded under different settings sometimes cannot be "sewn together" into a single distribution if one assumes that the identity of A can only depend on Alice's setting and identity of B only of Bob's setting. The celebrated Bell-type theorems [1, [11] [12] [13] are all about the conditions that are equivalent to (or at least are necessary conditions for) the existence of such joint distributions. For the famous GHZ case [14] , which is a state dependent version of the Kochen-Specker theorem, a set of inequalities can be obtained that is equivalent to the existence of a joint distribution [15] [16] [17] . Thus, contextuality understood as the existence of a joint probability distribution for random variables preserving their identities across different measurement conditions provides a unifying framework for all such examples of quantum effects [18, 19] .
In this Letter we explore two distinct measures of contextuality, one based on negative probabilities and another based on an explicitly contextual random-variable model. We do this by examining two examples in terms of those approaches: the simplest contextual case possible, given by three correlated random variables and corresponding to the Leggett-Garg setup [20] , and the standard Bell-EPR experiment. We show that for such examples the two distinct measures of contextuality are similar.
Negative Probabilities (NP). Negative probabilities first appeared in quantum mechanics with Wigner's famous 1932 paper, where he showed that if one wanted to have a phase-space representation of quantum systems that reproduced the results of quantum statistical mechanics, then one would have to allow for negativevalued measures [21] . However, Wigner functions, as such signed measures became known, were not really thought of as probabilities [21, 22] . Perhaps the first to think of negatively-valued measures as probabilities was Dirac, who in his famous Bakerian Lectures [23] associated them with negative energy states. Negative probabilities also appeared in many other situations (see [24] for a review), but since Dirac, very few physicists thought the concept useful. In fact, Feynman explicitly remarked that he tried hard and could not find any reasonable application of negative probabilities in quantum mechanics [25] . However, many researchers are beginning to find applications of negative probabilities in correlated states [26] [27] [28] [29] , weak measurements [30, 31] , quantum optics [32] , and quantum computation [9, 33] .
Negative probabilities are related, in physics, to the nonexistence of a joint probability distribution. Violations of classical inequalities, such as CHSH, imply that it is not possible to assign nonnegative probabilities to all elements of the probability space in a way consistent with the observed correlations. However, it can be shown that if we relax the nonnegativity requirement [34] , it is possible to construct a (non-proper) joint distribution if and only if the no-signaling condition (built into EPR paradigms with spacelike separation) is satisfied [26, 28, 29] [35] .
For a finite set Ω = {ω 1 , . . . , ω n } with the usual algebra F of all subsets of Ω, a negative (more precisely, "possibly negative," or signed) probability measure P is a real-valued function P : F → R which is additive, P ({ω i , ω j }) = P ({ω i }) + P ({ω j }), i = j, and consistent with the observed marginal probabilities (in particular, P (Ω) = 1). This function generally is not unique. In our approach (see [36] for details), we restrict the class of possible P to those that are as close as possible to a proper probability distribution. We do this by requiring that the probability mass, given by M * = ωi∈Ω |P ({ω i })|, be minimized [37] ; i.e., for any negative additive probability measure P ′ consistent with the same observed marginal probabilities, M * ≤ ωi∈Ω |P ′ ({ω i })| . This does not make P unique, but ensures that if the class of all possible P ′ contains proper (nonnegative) probability measures, P will be chosen among them. In this case M * = 1. If M * > 1 we have no proper probability distribution. As a result, M * can be thought of as a measure of contextuality.
Contextuality-by-Default (CbD). A more direct approach to contextuality [8, 38] is to posit that the identity of a random variable is "automatically" (or "by default") determined by all conditions under which it is recorded. Thus if (P, Q, R, . . .) are recorded under conditions C and
The hypothesis that P and P ′ are "the same" is treated as the hypothesis that among the joint distributions of (P, Q, R, . . . , P ′ , Q ′ , R ′ , . . .) (that always exist) we can find at least one in which Pr [P = P ′ ] = 0 [39]. Such a joint distribution need not exist, and the smallest achievable value of Pr [P = P ′ ] can be taken as a measure of contextuality. The focus of contextuality analysis therefore is shifted from the existence of a joint distribution for random variables preserving their identities across different conditions to the determination of the probability with which the random variables under different conditions can be made to coincide [40] .
We will now compare and interrelate the two approaches, NP and CbD, by applying them the LeggettGarg setup and the EPR/Bohm setup with two settings per each of the spin-half particles.
Legget-Garg. Let us consider Leggett and Garg's ±1-valued random variables, Q 1 , Q 2 , and Q 3 [20] . It is possible to generalize Suppes and Zanotti's Theorem [41] and show that a joint probability distribution for (Q 1 , Q 2 , Q 3 ) consistent with the pairwise distributions exists if and only if
regardless of the expectations Q i [42] . Here, we use the standard notation · for the expectation operator, and we only consider the case where the no-signaling condition is satisfied (for the situation when there is signaling, see [40] ). As an example, consider all pairwise expectations equal to ǫ, i.e.
Then inequality (1) is violated for −1 ≤ ǫ < −1/3. In the extreme case ǫ = −1, it is easy to see why there can be no joint probability distribution for these correlations: if Q 1 = −1 then Q 2 = 1 from the first expectation, which implies Q 3 = −1 from the third, which finally implies Q 1 = 1 from the second, a clear inconsistency (this is analogous to a PR box for LG, and is equivalent to the three-boxes example given in [43] ).
Applying the NP approach, we seek a distribution P for (Q 1 , Q 2 , Q 3 ), with possibly negative probabilities, that is consistent with the observed correlations Q i Q j and individual expectations Q i , under the constraint that M ≡ ωi∈Ω |P ({ω i })| is as small as possible (we refer to such a minimum as M * ). This problem, for the three random variable case, can be easily solved, as we only have 2 3 atomic elements in the probability space Ω, corresponding to the possible (Q 1 , Q 2 , Q 3 ) outcomes (1, 1, 1), (1, 1, −1), (1, −1, 1) , ... , (−1, −1, −1). Thus, for Q 1 , Q 2 , and Q 3 , the minimal probability mass M * satisfies,
where S LG is defined as
Notice that M * = 1 is a necessary and sufficient condition for the existence of a proper joint probability distribution, and this accords with M * = 1 in (3) being equivalent to (1) , that can be written as S LG ≤ 1. For the symmetric case (2), we have
Applying now the CbD approach, we create a new set of six random variables
each indexed by the measurement conditions under which it is recorded: Q i,j designates the random variable at moment t i recorded together with the random variable at moment t j ; the latter is therefore denoted by Q j,i . We have thus three pairs of variables with known joint distributions:
A joint distribution can always be constructed for these pairs (e.g., they can always be connected as stochastically independent pairs), but we seek a joint distribution in which the probabilities
are as close to zero as possible. A classical joint exists for Q 1 , Q 2 , and Q 3 (no contextuality) if and only if a joint exists for (6) with
The more we depart from the classical joint (say, by setting ǫ closer to −1 in (2)), the larger the minimum value ∆ min of this sum has to be. Thus, ∆ min can serve as a measure of contextuality. This definition is closely related to the one initially proposed by Larsson in [44] . Requiring a joint distribution consistent with (6) means to assign a probability to each of the 2 6 possible values of these random variables,
constrained by being nonnegative and summing to the observed probabilities. For instance, the probabilities assigned to all combinations with Q 1,2 = 1 and Q 2,1 = −1 should sum to the observed Pr [Q 1,2 = 1,
A computer-assisted Fourier-Motzkin elimination algorithm gives the analytical inequality max odd # of -signs
as the necessary and sufficient condition for the existence of a joint consistent with the given observable pairs (6) and with (unobservable) correlations Q 1,2 Q 1,3 , Q 2,1 Q 2,3 , and Q 3,1 Q 3,2 . It follows, from the definition of ∆ min above, that
In particular, if we assume (2), then
Notice that for the range of ǫ where inequalities (1) are satisfied, ∆ min is zero, as expected, whereas ∆ min > 0 for values of ǫ where no classical joint exists for Q 1 , Q 2 , and Q 3 . This is consistent with the behavior of M * as a measure of contextuality. In fact there is a simple linear relationship between ∆ min and ,
Bell-EPR. We now turn to the Bell-EPR case where Alice and Bob have each two distinct settings, 1 and 2, corresponding to four observable random variables A 1 , A 2 , B 1 , and B 2 . The use of these variables contain the assumption that the identity of Alice's measurements as random variables does not depend on Bob's settings, and vice versa. It is well known [10] that under the nosignaling conditions the existence of the joint probability distribution is equivalent to the CHSH inequalities being satisfied. Applying the NP approach, the minimal probability mass is constrained by
For M * = 1 (no contextuality), this is a form of the CHSH inequalities. In general, denoting by S the righthand side of the inequality, we can write M * as [28] 
Contextuality, as always, is equivalent to M * > 1. In particular, the maximum contextuality allowed by quantum mechanics, corresponding to Tsirelson's bound, equates to M * = √ 2 [45] . Turning now to the CbD approach, we have eight random variables, A i,j denoting Alice's measurement under
this quantity is zero if and only if each of the summed probabilities is zero (no contextuality). Generally, it can be shown that (for a proof, see [46] , no-signaling case)
As in the case of Legget-Garg,
Let us choose the case where
= ǫ (this corresponds to an isotropic box). We have, from (12) and from (15),
Final remarks. Contextuality is an essential part of quantum mechanics. For instance, in the Kochen-Specker setup, a set of quantum observables cannot be associated with non-contextual hidden variables. A mathematical equivalent of a non-contextual hidden-variable model is the existence of a set of random variables that correspond to the values of measurements for the observables. For example, for the 18 observables in [47] , the function v (0, 0, 0, 1) can be interpreted as a random variable V 0,0,0,1 corresponding to the projector given by the vector (0, 0, 0, 1). Contextuality comes from the impossibility to assign the same value to V 0,0,0,1 in the context A = {V 0,0,1,0 , V 1,1,0,0 , V 1,−1,0,0 } and in the context B = {V 0,1,0,0 , V 1,0,1,0 , V 1,0,−1,0 }. So, even for probability one events, this is the same as requiring a joint probability distribution for all random variables, V 0,0,0,1 , V 0,0,1,0 , etc [15, 16, 44] . As we mentioned, the same happens with Bell-type and Leggett-Garg's inequalities.
In this Letter we discussed two ways to measure contextuality. The direct approach, named Contextualityby-Default (CbD), assigns to each random variable an index related to their context (in the previous example, we would have V 0,0,0,1,A and V 0,0,0,1,B ). If the system is not contextual, a random variable in different contexts can have the same values, that is, Pr [V 0,0,0,1,A = V 0,0,0,1,B ] = 0. If, on the other hand, the system is contextual, the random variables cannot be the same, and there exists an infinite number of probability distributions consistent with the observed correlations. Such distributions may be limited to those minimizing the sum of all terms of the type Pr [V 0,0,0,1,A = V 0,0,0,1,B ]. This minimum value has the interpretation of how close can a variable be in two different contexts: the larger the value the greater contextuality, zero representing no contextuality.
The other approach maintains the original set of random variables, but requires negative (quasi-)probabilities.
This leads to nonmonotonicity (i.e., a set of outcomes can have a smaller probability than some of its proper subsets), which is a characteristic of quantum interference. The departure from a proper probability distribution is measured by the probability mass M * , the minimum value of the sum of the absolute values of the probabilities across the instruction set. Similar to the CbD approach, we use here a minimization principle that gives the closest probability distribution to an ideal (but impossible) joint probability. The value of M * has the interpretation of how contextual the system is: no contextuality means a proper joint, with M * = 1, and the larger the value of M * , the more contextual the system is. As we have seen, both approaches lead to linearly related measures of contextuality, with ∆ min = M * − 1. Of the two measures of contextuality, M * is computationally much simpler, as it involves fewer random variables. However, CbD has the advantage of being more general than NP, as it can include cases where no negative probability distributions exist, e.g., due to violations of the no-signaling condition [40] . Additionally, the indexing of variables by different contexts makes the contextual nature of such variables explicit, whereas the NP approach derives the contextuality from an inconsistency between the correlations [48] .
It should be mentioned that ∆ min and M * are not always related as in the two simplest cases considered in this Letter. For a bi-partite system with three settings for Alice and Bob (usually referred to as a 3322 system [28] ), it is possible to show that M * has a value of 2 for all PR boxes, whereas for some PR boxes ∆ min = 2 and for others ∆ min = 1. The former corresponds to PR 3 boxes and the latter to regular PR boxes, perhaps providing an alternative classification to the one given in [49] . For more complicated systems, e.g., 4422 and 5522, a richer pattern of values for M *
[28] appears, suggesting the need for further classification systems. Such cases should be further investigated.
