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Abstract: 
This paper develops a new methodology for simulating fixed-income return distributions. It is shown that 
a traditional factor risk model, when augmented with reference returns, is capable of generating visually 
consistent return distributions for a broad range of fixed income instruments such as government and non-
government instruments in the US dollar and Japanese yen bond markets. The reference returns result 
from a regime-switching Nelson-Siegel yield curve model following Bernadell, Coche and Nyholm 
(2005). Empirical results are encouraging: simulated distributions exhibit most characteristics observed in 
the fixed income markets such as non-normal right-skewed distributions for short maturity instrument 
while instruments with longer maturity are closer to being normally distributed. 
 
Keywords: Regime switching, scenario analysis, factor risk model 
JEL classification: C15, C32, C53, G11, G15 
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Non-technical summary 
This paper presents a new framework for simulating realistic return distributions for fixed income 
instruments relevant for risk management and asset allocation purposes. A factor risk model using 
reference returns is developed for government and non-government instruments in the US dollar and 
Japanese yen bond markets building on Bernadell, Coche and Nyholm (2005). The proposed model 
explains most of the volatility of the examined instruments’ returns and account for skewed as well as fat-
tailed return distributions. The developed framework proves relevant especially in the context of return 
simulation and easily integrates exogenous effects such as, for example, macro economic variables. 
The developed factor-risk framework also facilitates absolute as well as relative decomposition of risk 
into either market risk (volatility, VaR) or risk relative to a benchmark (tracking error, relative VaR). 
Hence, risk can readily be attributed to systematic factors, diversification effects among factors and 
instrument-specific components.  
Following the basic setup of a factor risk model, returns of fixed income instruments are expressed as a 
linear function of systematic factors (reference returns, endogenous and exogenous factors) and an 
idiosyncratic component (the error term). To approximate the time-series evolution of endogenous and 
exogenous factors a multivariate AR(1) process is assumed. The underlying yield-curve model, which is 
used to generate returns for the reference instruments, is based on a regime-switching extension of the 
Nelson-Siegel model that allow for integration of macroeconomic factors (see, Bernadell et al 2005). 
The proposed modelling framework renders a linear specification of returns for a given fixed-income 
investment universe by relying on reference instrument returns in addition to traditional factors. When 
applied in a simulation context it allows for generation of distributions that very closely matches observed 
return distributions in terms of means, volatilities, correlations and higher order moments. For example, 
simulated return distributions for short term instruments in US dollar market show the non-normalities 
observed in historical data. This particular feature makes the suggested methodology especially useful for 
fixed-income asset allocation when the used optimisation techniques rely on higher-order moments, such 
as it is the case for scenario based optimisers and stochastic programming optimisers. 
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This paper presents a new methodology for generating return distributions for fixed-income instruments. 
A practitioners approach is taken, and it is shown how to combine features from a yield curve model with 
those of a traditional factor risk model in order to simulate distributions that resemble historically 
observed fixed-income return distributions. In particular, to fill what seems to be a void in the factor-risk 
modelling literature, the present paper augments a traditional factor models by including reference returns 
as factors. Reference returns are derived through the “pricing” of notional reference instruments using the 
Bernadell, Coche and Nyholm (2005) regime-switching expansion of the Nelson and Siegel (1987) yield 
curve model; however, any model that is capable of simulating yield curves can in principle be used.  
The main advantage of the suggested framework is that it is very flexible and gives the analyst the 
possibility of simulating distributions conditional on a variety of exogenous variables such as e.g. the 
general state of the macroeconomic environment. In addition, and from a practitioner oriented angle, it 
facilitates easy integration of new instruments into the investment and/or risk management process and, as 
such, represents a platform upon which new fixed-income instrument classes can be evaluated e.g. in the 
context of asset allocation - this without having to carry out time-consuming work on expanding existing 
yield curve models built to support a given investment universe.  
Traditionally, factor risk models have been used in the area of risk management to perform risk 
decomposition and return attribution of investment portfolios to underlying factors. However, beyond 
general risk management purposes, factor risk models are also suitable for generating realistic return 
distributions, something that is particular relevant in the context of asset allocation when the objective 
function relies on the mean, the variance and higher order moments. A natural alternative to a parametric 
model, as the one suggested here, is to estimate return-distributions moments directly form historical data 
on individual securities or security indices. Despite its simplicity and first-sight attractiveness, such an 
approach has a number of severe drawbacks. First, considering individual bonds, means, variances and 
covariances calculated from historic return series are likely to be biased since the instruments’ 
characteristics change over time. For example, as a bond ages its duration shortens and the bond price 
sensitivity to interest rate changes declines. Also credit-rating changes of an issuer can cause future bonds 
returns to be more or less volatile than those observed in the past. Furthermore, historic prices might 
either be unreliable or unavailable for illiquid instruments. Secondly, variances and covariances 
determined on basis of bond indices might be problematic as the indices’ characteristics (e.g. duration) 
change over time and when the index is rebalanced. It might be less problematic to base estimation on 
constant maturity indices; however at the current juncture, such indices are not available for all asset 
classes with sufficient data history. Constant maturity indices are also often based on proprietary term 
structure models with unknown properties (e.g. Bloomberg indices): clearly an undesirable feature when 
considering that return distributions are meant to constitute inputs to asset allocation decisions. 
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To address the deficiencies mentioned above that pertain to the usage of historical return distributions, 
factor risk models and yield curve models represent viable alternatives. A factor risk model decomposes 
the total return of a financial instrument into effects arising from systematic factors that can be latent or 
observable, and instrument specific effects. Thus, the objective of a factor risk model is to generate a 
linear factor representation of the total return of every instrument in the investment universe. There exist 
three generic types of factor risk models: macroeconomic, fundamental and statistical models. 
Macroeconomic factor risk models propose that observable macro factors are the key drivers of asset 
returns. In these models the factor returns are directly observable while the factor loadings are obtained 
using time series regression. Typically these models are applied to equity portfolios. Fundamental factor 
models assume that factor loadings are directly observable or defined while the factor returns are latent 
and need to be estimated using cross-sectional regression. These models are applied to equity and fixed 
income portfolios alike. Statistical factor models use maximum likelihood and principal component 
analysis to estimate both factor loadings and returns.
1 Following the factor model setup, the return 
distribution estimated or simulated for an individual bond is not based on its historical performance but 
on the historical returns of all bonds with characteristics similar to those currently pertaining to the bond 
in question. In addition to quantifying return distributions, a factor model allows risk to be decomposed 
into underlying components. Either the total market risk (Volatility, value-at-risk) or risk relative to a 
benchmark (tracking error, relative value-at-risk) can be attributed to the systematic factors, 
diversification effects and instrument specific components. In the context of fixed-income asset 
allocation, factor risk models allow for estimation and simulation of return distributions of instruments 
holding the maturities of the instruments constant over time and comparable across different instrument 
classes.  
As an alternative to a factor risk model, return distributions for constant maturity instruments can be 
generated by extending a yield curve model with bond a pricing functions. For example, a yield curve 
model augmented with a bond pricing function is employed by Campbell and Viceira (2002) in the 
context of optimal portfolio choice. It can be argued that return distributions derived contingent on yield 
curve projections are more realistic compared to modelling returns directly as it is the case when a 
traditional factor risk model is used. First, return scenarios that imply negative yields or unlikely shapes 
of the yield curve are ruled out by construction. Secondly, the pricing function translates yield curve 
distributions into maturity specific return distributions. For example, the return distribution for short-term 
instruments may be close to log-normal while longer term instruments may imply distributions closer to a 
normal distribution. Furthermore generating scenarios dependent on macro-economic projections is more 
straightforward in the context of yield curves models, given the growing literature on affine term structure 
models [see, among others, Ang and Piazzesi (2003) and Diebold, Rudebusch and Aruoba (2003)].  
                                                      
1 See, e.g. Connor (1995) for a general introduction to there three types of factor risk models and Johnson 
and Wichern (1982, chapters 8 and 9) for a technical presentation.   
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latter may still prove useful depending on the characteristics of the investment universe at hand. An 
investment universe comprising bonds with different liquidity, credit risk profiles and other issuer or issue 
specific characteristics than the instruments used in the estimation of the yield curve model will be 
difficult to simulate since their specificities are not accounted for in the model setup. To circumvent this 
deficiency a possibility is to build a more elaborate yield curve model - however, in a dynamic investment 
environment this may not constitute a practical solution because of considerable development and 
implementation time. As a viable and extremely flexible alternative, this paper presents an approach for 
simulating return distributions of fixed income instruments by combing features from a yield curve model 
with those of a factor risk model.  
The rest of this paper is structured as follows: Section 2 introduces a factor risk model and a yield curve 
model which constitutes the two main building blocks of the modelling framework. The description of 
data and the estimation technique are discussed in Section 3 followed by the presentation and discussion 
of the results, which is presented in Section 4. Section 5 concludes the paper. All the figures and tables of 
the estimates are found in Annex 1 and Annex 2 respectively.  
2.  The model 
This section outlines the proposed analysis framework by presenting the augmented factor risk model, its 
estimation technique and how it is used to project yields and returns.  
2.1  Factor risk model for bond returns  
A factor risk model expresses the returns of fixed income instruments as a function of systematic factors 
and an idiosyncratic component. According to equation [1], the return  t i r ,  of any instrument i at time t is 
a function of factor loadings  i f , factor returns  t i, x  and an idiosyncratic error term   t i, ε . 
  t i t i i t i r ,
/
, , ε + = x f    [1] 
In principle, a factor model is a linear regression, but in addition to estimating the parameters of the 
model a factor risk model also “estimates” what in a linear regression is referred to as regressors (i.e. the 
variables on the right hand side): it consists of two parts, the factor loadings f (which are akin to the 
parameters in a linear regression) and the factor returns x (which are akin to the regressors in a linear 
regression).   
We consider three generic categories of factors: reference returns, endogenous and exogenous factors. 
Reference returns correspond to the return of a Government bond with the same maturity and coupon 
payments as the instrument under consideration; endogenous factors are those for which loadings are 
known but factor returns are estimated; both loadings and factor returns of exogenous factors are 
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determined outside the model and are as such estimated. Examples of endogenous factors are asset class 
specific factors (excess returns of a given asset class over the reference instruments) and exogenous 
factors would for example be currency returns.  





















t i t i x x x x r , , 1 , , 1 , , , , , , , , K K = x  whereby J denotes the 
number of exogenous and K the number of endogenous factors. Reference returns 
r
t i r ,  are instrument 
specific while exogenous 
ex
t j x ,  and endogenous factors 
en
t k x ,  are common to all instruments in the universe.  
Loadings of the reference factor
r
i f  are estimated using time series regression of instrument returns  t i r ,  
against the reference returns 
r
t i r, .
2 The endogenous factor returns, 
en
t k x , , are estimated cross sectionally 
through stepwise regression while 
en
k i f , , 
ex
j i f , and 
ex
t j x ,  are determined outside the model.  
Turning now to the simulation aspects of the model, endogenous and exogenous factor returns, 
en
t k x ,  and 
ex
t j x , , are projected forward assuming a multivariate AR(1) process and shown in [2].  
                           = t i, x D t t ς x + −1   [2] 








t t x x x x , , 1 , , 1 , , , , , K K = x , D is the matrix of autoregressive parameters where a diagonallity 
is imposed to ensure a multivariate AR(1) structure. This structure is chosen since it from a practical 
perspective yields a sufficiently flexible functional form while remaining parsimonious. ς  is the error 
term.   
The dynamics of the residual returns from [1] are also assumed to follow an AR(1) process independently 
from the process in [2].  
  = t ε  E t t ξ ε + −1      [3] 
with   0 , = j i E  for  j i ≠  being a diagonal matrix of AR(1) coefficients. 
According to equation [4], the variance of an individual instrument
2




i r σ , exogenous and endogenous returns, 
2
ex
j r σ  and 
2
en
k r σ , covariance effects and the 
variance of residual returns 
2
i ε σ . 
                                                      
2 In a sense, the reference return fills a role similar to that of the “market” factor return in the Capital Asset Pricing Model 
(CAPM); however, since we include one reference factor for each instrument the equilibrium concept of the CAPM does not 
carry out to our model. Nonetheless, to gain an intuitive understanding of the model in [1] it might be helpful to consider its 
similarity to the CAPM. 
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2.2  Projection of yields and reference returns 
In order to obtain the yield projections required to derive reference returns the yield curve model set out 
in Bernadell et al (2005) is used. This model relies on two building blocks: first, the shape and location of 
yield curves is approximated by the parametric form suggested by Nelson and Siegel (1987), and second, 
a regime switching model [following Hamilton (1994) using the implementation of Kim and 
Nelson(1999)] is extended with time-varying transition probabilities. The time-variation of the transition 
probabilities depends on exogenous macro-economic variables exogenous to the model.  
According to a formulation proposed by Nelson and Siegel (1987), the vector of yields at time t can be 
expressed as a function of yield curve factors and yield curve factor sensitivities. In equation [5] Y is a 
vector of yield observation at time t,  t β is the vector of Nelson-Siegel factors, H is the matrix of Nelson-
Siegel sensitivities and  t e  is a vector of error-terms.   
  t t t e Hβ Y + = , [5] 
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The interpretation of the yield curve sensitivities are as follows: the first factor proxies the yield curve 
level, i.e. the yield at infinite maturity; the second factor can be interpreted as the negative of the yield 
curve slope, i.e. the difference between the short and the long ends of the yield curve; the last yield curve 
                                                      
3 Here we follow the parameterisation used by Diebold and Li (2003).  
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factor can be interpreted as the curvature. The parameter, λ , determines the time-decay in the maturity 
spectrum of factor sensitivities 2 and 3 as can be seen from the definition of H above. 









t t β β β = β  are assumed to follow an AR(1) process with regime-switching means. In 
equation [6] we assume three regimes (S, N, I) which imply distinct arithmetic means for each Nelson-








t t π π π = π  refers to the regime switching probabilities at time t, and a diagonal 
matrix F collects the autoregressive parameters.  



































The regime-switching probabilities evolve according to equation [7], where  1 − t π  is the regime-switching 
probability on the previous period and 
t Z p is the transition probability matrix which indicates the 
probability of switching from one state to another, given the current state. 
  1
t Z
tt − = π p π   [7] 
Equation [8] shows how  t Z links the transition probabilities to the projected GDP growth  t gdp ∆  and the 
inflation rate  t cpi ∆  as well as threshold values for these variables ( * gdp ∆  and  * cpi ∆ ) which are used to 
identify distinct macroeconomic environments.
4 In effect we hypothesise the existence of three transition 
probability matrices: 
2 p refers to the transition matrix applicable in a recession environment (GDP 
growth and inflation rate below threshold values), 
3 p  refers to an inflationary environment (GDP growth 
and inflation rate above threshold values), and 
1 p  to a residual environment which either could be 
“normal” (GDP growth above and inflation rate below threshold values) or a stagflation-type of 







∆ > ∆ ∆ > ∆
∆ < ∆ ∆ < ∆ =
* *
* *
   and    3
   and    2
1
cpi cpi gdp gdp if




t t t  [8] 
                                                      
4 It is worth noting that the macroeconomic environments mentioned here are conceptually different from the regimes estimated 
by the regime switching model. Whereas the macroeconomic environments are identified exogenously on the basis of the 
observed macroeconomic variables and the chosen cut-off values [see equation 8 above], the regime classifications for the 
yield curve are determined endogenously by the model and refer in principle only to the shape (slope) of the yield curve, 
although they given the link between the macro economy and the slope of the yield curve have can be attributed an 
economical interpretation e.g. following arguments derived from a Taylor rule [see Taylor(1993)].   
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regressive process of order 2 as set out in equation [9]. In a second step the means implied by equation [9] 





t c ε + + = −1 Ay y  [9] 

















t t y y y y + − =  [10]   
where 
s
t y  refers to the mean of process 
s
t y  at time t and 
e
t y to an exogenous forecast based e.g. on 
surveys (consensus forecasts) or ad-hoc assumptions reflecting different macroeconomic scenarios. In 
essence, equations [9] and [10] capture the dynamics of the macro series, while allowing the analysis to 
be based on a broad range of possible scenarios defined exogenously. 
Finally projected yield curves are translated into reference returns 
r
t i r,  for the individual instruments. To 
this end a standard pricing function
5  P is used according to which, the price is a function of the 
instrument’s maturity  t i, τ ,  its coupon,  1 , − t i C  and the prevailing yield in the market  t i Y , . The term 
t t i C ∆ −1 ,  is the deterministic time return for the holding period ( t t , 1 − ). It is assumed that at time  1 − t  
the coupon corresponds to the prevailing yields, thus  1 , 1 , − − = t i t i Y C . Hence, 
  t t i
t i t i t i r
t i C
Y C P
r ∆ + − = −
−
1 ,
, 1 , ,
, 1
100
) , , (τ
  [11]  
3.  Data and estimation 
The model is applied to an investment universe comprising government and non-government instruments 
in the US dollar and Japanese yen bond markets. Non-government instruments refer to instruments of 
highest credit quality as issued by the US Agencies and the Bank for International Settlements (BIS). 
Returns are modelled form the perspective of European investor thus comprise interest rate and exchange 
rate risk. The investment universe is summarised in Table 1.  
In a first step the model is estimated whereby the focus is on the yield curve model equations shown in 
[5] to [7]. In a second step the factor risk model, shown in equations [1] to [3], is estimated. The yield 
                                                      
5 The price is determined using the following function whereby DC is the number of days from settlement to next coupon date, 
DE the number of days in the coupon period in which the settlement date falls, DA the number of days from beginning of the 
coupon period to the settlement date and N refers to the number of coupon payment between settlement date and redemption 













































) , , (τ   
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curve model is estimated for the US dollar market only as we are interested in the model properties in the 
presence or absence of adequate reference returns for the different markets. As a natural consequence of 
this, the explanatory power for reference returns for Japanese instruments will be lower. Thirdly, the 
model is simulated in a Monte Carlo study generating yield and return distributions for the asset classes 
included in the analysis.    
Table 1: Investment universe 
Market Asset  Class  Maturity 
Modified 
duration (years)  Source  Bloomberg code  Mnemonic 
US  Government  1 - 3 years  1.6  Merrill Lynch  G1O2 Index  US Gov 1-3Y 
US  Government  3 - 5 years  3.6  Merrill Lynch  G2O2 Index  US Gov 3-5Y 
US  Government  5 - 7 years  5.1  Merrill Lynch  G3O2 Index  US Gov 5-7Y 
US  Government  7 - 10 years  7.3  Merrill Lynch  G4O2 Index  US Gov 7-10Y 
US  Non-government  1 - 3 years  1.6  Merrill Lynch  G1P0 Index  US Sprd 1-3Y 
US  Non-government  3 - 5 years  3.6  Merrill Lynch  G2P0 Index  US Sprd 3-5Y 
US  Non-government  5 - 7 years  5.1  Merrill Lynch  G3P0 Index  US Sprd 5-7Y 
US  Non-government  7 - 10 years  7.3  Merrill Lynch  G4P0 Index  US Sprd 7-10Y 
US  Government  0 - 1 years  0.5  Merrill Lynch  G0O1 Index  US Gov 0-1Y 
US Non-government  1  month  0.08  BBA  US0001M  Index US  Deposits 
US  Non-government  0 - 1 years  0.5  BIS  FIXBUC3M Index  US Sprd 0-1Y 
JP  Government  1 - 3 years  1.8  Merrill Lynch  G1Y0 Index  JP Gov 1-3Y 
JP  Government  3 - 5 years  4.7  Merrill Lynch  G2Y0 Index  JP Gov 3-5Y 
JP  Government  5 - 7 years  6.5  Merrill Lynch  G3Y0 Index  JP Gov 5-7Y 
JP  Government  7 - 10 years  8.9  Merrill Lynch  G4Y0 Index  JP Gov 7-10Y 
JP Government  3  months 0.25  Bloomberg  I01803M  JP Gov 0-1Y 
JP Non-government  1  month  0.08  BBA  JY0001M Index  JP Deposits 
           
“Market” refers to the geographical region where the assets trade. “US” represents the American market and “JP” the 
Japanese market. “Asset Class” refers to issuer, and two categories are included: “Government” and “Non-government” 
where the latter represents highly rated government supported agencies. “Maturity” gives the maturity of a given market 
segment. “Modified duration” gives in years the modified duration of a given market segment; the used data source, 
Bloombergcode and used mnemonic is shown in the last three columns of the table. 
       
Analogues to Bernadell et al (2005), equations [5] to [7] are estimated using nominal yield curve data 
calculated by the Treasury Department and reported by the Federal Reserve for constant maturities of 3, 
6, 12, 24, 36, 60, 84, 120 months.
6 The data cover the period from December 1953 to December 2004 and 
is collected at a monthly frequency. A monthly sampling frequency is also applied to GDP and inflation 
data. Since GDP data is available at a quarterly frequency it is assumed that months within each quarter 
have equal GDP figures. The macroeconomic data is calculated as year-on-year percentage changes.
7  
For the actual simulation of the yield and return distributions facilitated by the modelling framework set 
forth, a number of implementation issues need to be addressed. First, to account for any auto-correlation 
                                                      
6 To ensure a full data history covering 1953 to 2004 we use interpolated data for maturities 6, 24, 84 months, from 1953 to 1958 
for the 6 months segment, from 1953 to 1976 for the 24 months segment and from 1953 to 1969 for the 84 months segment.   
7 As outlined in Bernadell et al (2005), this data transformation induces a moving average structure of order eleven in the data, 
however this does not affect the theoretical specification of the model. In fact, the time series properties of the macro factors 
enter the likelihood function only through the mean of the series; since an induced moving average process does not effect 
the unconditional mean of the time series no change is required. 
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in the error terms of equations [5] and [6], the dynamics of  t e and  t v  assumed to follow an AR1 
processes such that  t t t ε Be e + = −1  and  t t t ε Gv v + = −1 . Secondly, initial estimates for the Nelson-
Siegel factors and regime probabilities are obtained by equations [11] and [12]. Here date T refers to the 
starting point of the simulation (1 April 2005), 
j C indicates to the j-th column of matrix C form [6] 
while / denotes element-by-element division.  
  () ∑ − − −















H H H Y β π β π β π
π π π
 where  )) ( 1 /( F C diag
j j
G − = β , [11] 
  () ∑ −





where [11] determines the regime probabilities that best fit the current (starting) yield curve conditional 
on the shape of the generic yield curves as defined by parameter estimates from [5]; equation [12] is 
subsequently used to find accompanying betas for the starting yield curve.
8  
Furthermore, to mitigate the potential problem of generating negative yields that stem form projections 
being based on a Nelson-Siegel-type of model, the resulting yield distributions are transformed from a 
normal to a log-normal distribution, ensuring however, that means and variances of the distributions are 
left unchanged.  
Data used for the estimation of the factor risk model, equations [1] to [3], are obtained, via Bloomberg, 
form Merrily Lynch, the BIS and the British Bankers’ Association (BBA).  Prices, total returns, modified 
durations, maturities and prevailing yields for the individual instrument classes are available in monthly 
frequency starting in 1986. In addition return data for US Government bonds available from 1976 
onwards is used in the evaluation of results.  
The actual model specification discussed in this paper comprises one reference return, two exogenous 
factors (the returns of the US dollar and Japanese yen against the euro) and five endogenous factors 
capturing return fluctuations respectively common to all in US dollar bonds, money market and spread 
instruments (non-government instruments) as well as Japanese yen bonds and money market instruments.  
Loadings of endogenous and exogenous factors are determined by definition. As currency returns affect 
equally all instruments of a given currency, the loading of this exogenous factors is either 0 or 1. 
Assuming that the endogenous factors affect equally yields of the respective instrument classes, factor 
loadings are set to instrument classes’ modified duration to capture the factors’ return effect. Loadings of 
the reference factor are obtained by time series regression of instrument class return,  t i r , ,  against the 
                                                      
8 The starting yield curve refers to the yield curve at which simulations are initiated. 
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reference factor return, 
r
t i r , . The resulting factor loading matrix is shown in Table 2. It is seen that 
estimated parameters 
r
i f  are close to one for US dollar government bonds indicating a dominance of this 
factor. Also for spread instruments reference returns are important, though estimates are generally lower 
than the ones for government bonds. As expected, loadings of the reference factor for Japanese yen 
Government bonds are comparably small.  
Reference returns are determined on basis of simulated yield realisations, see [11]; exogenous factor 
returns correspond to observed currency returns; while endogenous factor returns are determined by cross 
sectional stepwise regression.
9 This variant of OLS consists of separately regressing the instrument 
returns, after subtracting reference and exogenous returns, on each of the loadings of the endogenous 
factors. The regression order is determined according to Table 2. Thus, first the instrument returns are 
regressed against the loading of the US dollar bond market. Second, the residuals from this first 
regression are used as the dependent variable and are regressed against the loading of US dollar money 
market. The procedure is repeated for all endogenous factors in Table 2. Applying the five endogenous 
factors, the residual terms  t i, ε  remain. Repeating the stepwise regression approach for each historic date 
determines time series of endogens factors and residuals which are then used, alongside the exogenous 
returns, to estimate equations [2] and [3] in a final step.  
Estimation results are summarised in Tables 3 to 9 of the Annex 2.  
 
 
                                                      
9 The application of stepwise regression has been controversially discussed in the literature. For example Kennedy (2001) points 
to the fact that estimations might be biased. Furthermore, the regression order matters. Usually the regression order is 
determined on basis of economic intuition, thus introducing the variable with the highest expected explanatory power first. 
Despite theoretical problems, stepwise regression in combination with ad-hoc regression order is frequently used by factor 
risk models in practise. This technique seems to offer stable and intuitive results for alternative market segments. For 
example, Lehman Brothers’ Multi-factor Risk Model (Bonds), Quantec XC Global Model (Equities) and Northfield Global 
and Country Models (Equities) are based on stepwise regression in combination with ad-hoc regression order (Ametistova et 
al. 2001).   
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US Gov 1-3Y  1  0  0.815 (0.059)  1.636  0  0  0  0 
US Gov 3-5Y  1  0  0.854 (0.067)  3.600  0  0  0  0 
US Gov 5-7Y  1  0  0.813 (0.065)  5.100  0  0  0  0 
US Gov 7-10Y  1  0  0.784 (0.064)  7.300  0  0  0  0 
US Sprd 1-3Y  1  0  0.783 (0.052)  1.636  0  1.636  0  0 
US Sprd 3-5Y  1  0  0.755 (0.056)  3.600  0  3.600  0  0 
US Sprd 5-7Y  1  0  0.725 (0.058)  5.100  0  5.100  0  0 
US Sprd 7-10Y  1  0  0.707 (0.057) 7.300  0  7.300  0  0 
US Gov 0-1Y  1  0  1.069 (0.022)  0  0.250  0  0  0 
US Deposits  1  0  1.175 (0.020)  0  0.083  0.083  0  0 
US Sprd 0-1Y  1  0  1.168 (0.021)  0  0.500  0.500  0  0 
JP Gov 1-3Y  0  1  0.295 (0.070) 0  0  0  1.800  0 
JP Gov 3-5Y  0  1  0.281 (0.076) 0  0  0  4.700  0 
JP Gov 5-7Y  0  1  0.275 (0.079) 0  0  0  6.500  0 
JP Gov 7-10Y  0  1  0.280 (0.084) 0  0  0  8.900  0 
JP Gov 0-1Y  0  1  0.711 (0.096) 0  0  0  0.000  0.500 
JP Deposits  0  1  0.772 (0.094)  0  0  0  0  0.083 
                
The table shows the factor loading matrix of exogenous and endogenous factors as well as the loading for the reference 
returns. This corresponds to each of the columns in f(i) in [1].  
1) Standard errors for the parameter estimates are given in brackets.  
4.  Results 
To illustrate the proposed technique, this section discusses the properties of yield and return projections in 
detail. Against the backdrop of two hypothetical macroeconomic scenarios, yield curves and returns are 
projected over a horizon of 60 months whereby means, variances, correlations and higher moments are 
analysed using 10,000 simulation runs.  
Table 10 shows the two alternative hypothetical scenarios for GDP and inflation used in this section. 
These scenarios are chosen on an ad-hoc basis to exemplify future normal and pessimistic economic 
environments. In the normal environment annual GDP growth rates are assumed to gradually decrease 
from 4.3% to 2.6% while inflation goes up by 1.3% to 2.8% at the end of the horizon. The hypothetical 
recession scenario assumes that average GDP growth will gradually fall from 3% to -1% and inflation 
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will decrease by 1.5% to 2% at the end of the projection horizon. Furthermore we assume a standard 
deviation of 1.5% and 1% for GDP growth rate and inflation rates, respectively. 
 
4.1  Projection of yields 
Means, volatilities and correlations of the historical and simulated yield distribution are summarised in 
Table 11. Both for the normal and the recession scenario, mean yields are upward sloping with respect to 
maturity. Compared to the historic samples, simulated yields are lower by between 0.5 and 1.7 percentage 
points depending on maturity and scenario. Similar to the historical volatilities, volatilities of simulated 
returns peak at the one year maturity for both scenarios. While volatilities for the normal scenario are 
lower than in both sample periods, volatilities for the recession scenario are in between both sample 
periods.  
Serial correlations in levels are somewhat lower in simulation than what is observed empirically. While in 
the normal scenario and the sample period starting in 1986, serial correlations in levels decrease with 
maturity, they increase for both the recession scenario and the sample period starting in 1953. With 
respect to yield changes, the recession scenario shows serial correlations increasing with maturity while 
they decrease for the 1986 sample. Opposed to these sample scenarios for both the 1953 sample and the 
normal scenario show no clear trend. Simulated cross correlations for the normal scenario are fairly close 
to those obtained for the 1986 sample as shown in Table 12.  
Furthermore, Table 11 shows higher order moments of the empirical yield distributions. It is observed 
that yields are negatively skewed using the data sub-sample starting in 1986 and positively skewed using 
the full data sample from 1953 to 2004. Yields simulated using the described methodology are positively 
skewed for both of the analysed scenarios, although the skewness is more pronounced in the recession 
scenario. Also with regard to kurtosis, the two sample periods exhibit different characteristics. While 
yields are leptokurtic for data from 1953 until today they show a kurtosis below 3 for data starting in 
1986. Simulated yields are slightly leptokurtic for the normal scenario and more pronounced for the 
recession scenario. 
In summary, simulated yields for the recession scenario resemble more closely the 1953 sample period 
while the normal scenario is more akin to the 1986 sample. 
4.2  Projection of returns 
Similar to the previous discussion of yield distributions, this section analyses means, volatilities, 
correlations and higher moments of the return distributions using the ad-hoc scenarios outlined above. It 
is worth remembering that the results referred below depend on the chosen macroeconomic scenarios as 
well as the shape and location of the starting yield curve, see footnote 8.   
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According to Table 13, the “normal” scenario shows expected returns decreasing with maturity for the US 
government bonds. Thus, in this case, the additional risk in terms of standard deviation is not rewarded by 
higher expected return. For US spread instruments, expected returns are almost flat (i.e. showing no 
variation across the maturity dimension) while in the Japanese yen market expected returns increase with 
maturity. This pattern can be attributed to the dominance of reference returns for the US government 
instruments and the relative low importance of reference returns for US spread instruments and Japanese 
yen Government bonds. Thus, the latter instruments are influenced to a larger extent by the endogenous 
factor for which have a positive mean. For the recession scenario, all market segments show expected 
returns increasing as a function of maturity. Both the “normal” and “recession” scenario imply return 
expectations below historic average returns since 1976 and 1986. 
With regard to volatility, simulated returns do not show consistent deviations from historical values. For 
US government bonds, volatilities of simulated returns are higher than sample volatilities based on data 
starting in 1986 but lower than sample covariances based on data starting in 1976. Volatilities of 
simulated money market instruments are slightly lower compared to historical data starting in 1986. 
Furthermore, the higher yield volatility observed for the recession scenario does not translate into higher 
return volatility. Across the individual maturities, return volatilities are hardly affected by the alternative 
macro-scenarios. 
In Table 14 variance decomposition following [4] identifies reference returns as major contributor to the 
uncertainty of returns for most US dollar instruments. Generally the importance of reference returns 
decreases with the instruments’ maturity and is lower for US spread bonds compared to US government 
bonds. Furthermore for Japanese bonds, the variance of reference returns explains only a small fraction of 
the overall return variation. 
To give a visual impression of the fit between historic and simulated return distributions for the normal 
scenario, Figure 1 plots the distributions using data form 1986 and onwards. As mentioned above, the 
historical sampling period does not yield a consistent picture for skewness and kurtosis. While the 
historical distribution of US government bonds starting in 1986 is slightly skewed to the left, it is skewed 
to the right for the full data sample starting in 1976. Generally, skewness decreases with maturity for both 
samples. Skewness of simulated bond market returns is close to zero. Substantial positive skewness is 
however observed for simulated US dollar money market instruments while deposits and other money 
market instruments in the Japanese yen market are closer to a normal distribution. The skewness in the 
returns of US dollar short term instruments can be attributed to the dominance of reference returns (factor 
loadings in the range between 1.06 and 1.18) for these instruments. Reference returns for short term 
instruments are primarily driven by coupon income rather than of price changes. Thus the imposed log-
normality of the yields results in returns being skewed to the right. For longer term instruments normally 
distributed price returns dominate and the impact of reference returns on short term Japanese yen 
instruments is comparably small. 
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For US government bonds, kurtosis of the 1986 data sample is close to normal (3.0) while data from 1976 
onwards indicates a leptokurtic distribution. Simulated returns are marginally leptokurtic whereas kurtosis 
for the recession scenarios is slightly higher than the one for the normal scenario. A more pronounced 
leptokurtosis is observed only for short term US dollar instruments under the recession scenario. 
Finally, Table 13 compares projected and sample serial correlation. Historical data shows positive serial 
correlations of monthly returns for all maturities and both sample periods. Generally serial correlation is 
higher for short maturities. Both, US dollar and Japanese yen deposits show a correlation of 0.98. 
Simulated returns are serial correlated and a decreasing function of maturity. However, levels of serial 
correlations of simulated returns, both for the normal and the recession scenario, are lower than historical 
observations. Cross correlations of simulated (normal scenario) and historical (data starting in 1986) 
returns are shown in Table 15. For the US dollar instruments, simulated correlations are close to historical 
estimates. Simulated returns for the Japanese yen show a correlation with US dollar instruments, which is 
somewhat higher than historical estimates. This reflects the use of US dollar reference returns also for 
Japanese instruments. 
The above referred conclusions are all based on visual inspection, but find support when formal statistical 
tests are conducted. Perhaps this is not surprising, since the simulated yields and returns are functions of 
macro economic scenarios and hence to some extent at the discretion of the authors of the paper. 
Effectively, the devils advocate (or a mean referee, if such a referee ever existed) could claim that the 
statistical tests carried out below are useless as ratification of the model. Hence, we do not want to 
emphasise these results too much, but just mention them here to further document the flexibility in and 
realism of the generated return distributions. We conduct a Kolmogorov-Smirnov test at the 99% level to 
analyse if there are any statistical differences between the simulated and observed return distributions. In 
the tests we use the shorter data sample and the two previously mentioned macro economic scenarios. The 
test for the first set of macro data confirms that it is difficult to capture precisely the non-normality of the 
shorter maturity buckets: only maturity buckets beyond 1 year are accepted as being sampled from 
identical distributions when the simulated and original data are compared. The second set of macro data is 
more benign towards the shorter maturity buckets. Here all maturity buckets for the US market are 
accepted as being drawn from identical distributions when comparing simulated and observed data; this 
conclusion, however, does not apply to the maturity buckets below one year in the Japanese market.            
In summary, simulated return distributions exhibit realistic properties as assessed in terms of means, 
volatilities, correlations and higher moments. In particular distributions of short term instruments in the 
US dollar market reflect the non normality of returns observed empirically. Therefore return projections 
based on the augmented factor risk model may be well suited as input for portfolio optimisations. 
However, variance decomposition shows that for some Japanese yen instrument classes part of the returns 
is still unexplained.  
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5.  Conclusions 
This paper introduced a new approach for simulating return distributions of fixed income instruments by 
combing a yield curve model and a factor risk model. In essence reference returns are used as an 
additional explanatory component in the factor risk model. Reference returns are derived by pricing 
notional instruments on basis of the Bernadell, Coche and Nyholm (2005) yield curve model.  
To illustrate the proposed technique return distributions of US dollar and Japanese yen bond market and 
money market instruments are analysed assuming two alternative hypothetical macroeconomic scenarios. 
It is shown that projected returns and their distribution capture well the properties of sample returns but at 
the same time show sensitivity to the macro scenarios.  
A main result from the proposed methodology is that simulated distributions of short instruments exhibit 
the non-normality of return distributions observed empirically. Return projections based on this 
framework may thus be well suited as input for portfolio optimisation when the objective function 
depends on higher order moments. 
Two possible extensions of the model are apparent. The first one is the integration of yield curve 
projections for additional markets and market segments. In the context of the investment universe 
discussed in the paper, i.e. government and non-government instruments in the US dollar and Japanese 
yen markets, this could for example comprise the integration of a Japanese yield curve model and an 
explicit modelling of yield spreads in the US dollar market. A second possible extension would integrate 
credit risk events and optionalities in the pricing function used in the calculation of the reference returns. 
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ANNEX 1:  FIGURES 
 























































































The figure shows the simulated return distributions in local return for the “Main” economic scenario. Both the simulated 
frequency plots as well as a fitted distribution (shown by the line plots) are shown. Return distributions are shown in local 
currency i.e. without converting returns into a common currency e.g. euros.    
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ANNEX 2:  TABLES 
Table 3: Estimated transition matrices 
Main economic scenario 
1 p     Recession 
2 p  Inflation 
3 p  
  Normal Steep Inverse    Normal Steep Inverse    Normal Steep Inverse 
Normal 0.97(*)  0.03(*)  0.05   Normal 0.80(*) 0.05  0.19 Normal  0.96(*)  0.40(*) 0.00 
Steep 0.0000  0.97(*)  0.00    Steep 0.17(*)  0.95(*) 0.02 Steep  0.0  0.60(*) 0.00 
Inverse 0.03(*)  0.0000  0.95(*)    Inverse  0.03 0.00  0.79(*)  Inverse 0.04 0.00 1.00 
Parameter estimates obtained from Bernadell et al (2005). QML standard errors are used to assess the significance of the 
parameter estimates: (*) indicates that a parameter is different from zero at a 5% level of significance.  
 
Table 4: Estimated parameters 
1 a   0.89(*) 
3 a   0.84(*) 
e σ   0.01(*) 
v σ   0.20(*) 
λ   0.08(*) 
1 c   0.04(*) 
1
2 c   -0.34(*) 
2
2 c   -0.73(*) 
3
2 c   -0.07(*) 
3 c   0.00 
Parameter estimates obtained from Bernadell et al (2005). QML standard errors are used to assess the significance of the 
parameter estimates: (*) indicates that a parameter is different from zero at a 5% level of significance. Shown parameter 
estimates refer to the scaled data; rescaling can be done by multiplying by the average value for the level factor in [6] i.e. 
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Table 5: Matrix A 
  t GDP   t CPI  
1 − t GDP   0.948(**) -0.004 
2 − t GDP   -0.003 0.024 
1 − t CPI   0.027 1.276(**) 
2 − t CPI   -0.096 -0.311(**) 
Parameter estimates for the A matrix in [9]. (**) indicates significance at a 99% level.  
 
Table 6: Matrix B 
  3M 6M 1Y 2Y 3Y 5Y 7Y 10Y 
3M  0.785 0.724 1.004**  0.438 0.542 0.328 0.624 0.824* 
6M  -0.022  1.109**  0.416*  0.137 0.216 0.114 0.302 0.414 
1Y  -0.206 -0.049 0.479**  -0.349 -0.188 -0.124 -0.220 -0.018 
2Y  -0.172 -0.391 -0.696**  0.165  -0.337 -0.257 -0.383 -0.470* 
3Y  -0.088 -0.445 -0.658**  -0.293 0.281  -0.265 -0.393 -0.399 
5Y  0.268 -0.014  -0.139  0.105 0.125 0.930**  0.027 -0.162 
7Y  0.108 -0.049  0.017 0.229 0.062 0.070 0.721**  -0.113 
10Y  0.274 0.115 0.536*  0.543*  0.255 0.184 0.270 0.913** 
Parameter estimates for the matrix used in the simulation exercise to provide dynamics to the error term of the observation 
equation [5], i.e. the above matrix is the B matrix in:  t t t ε Be e + = −1 . (**) indicates significance at a 99% level, and (*) 
indicates significance at a 95% level. 
 
Table 7: Matrix G 
  t , 1 β   t , 2 β   t , 3 β  
1, 1 t β −   0.464** -0.142 0.578** 
1 , 2 − t β   -0.030 0.897**  0.152** 
1 , 3 − t β   -0.028 0.042  0.400** 
Parameter estimates for the matrix used in the simulation exercise to provide dynamics for the error term in the state equation [6], 
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Table 8: Matrix D 
 
en
t USBond x ,  
en
t USMoney x ,  
en
t USSpread x ,  
en
t JPBond x ,  
en
t JPMoney x ,  
ex
t USDollar x ,  
ex
t JPYen x ,  
en
t USBond x 1 , −   -0.325** -0.100*  0.024  -0.077  0.212  -1.595  -0.419 
en
t USMoney x 1 , −   0.081 0.276**  0.010  -0.016  0.081  -0.879  2.775 
en
t USSpread x 1 , −   0.710 0.420 -0.055 0.434 0.410 3.080  -5.424 
en
t JPBond x 1 , −   -0.009 0.058  -0.005 0.111  -0.414**  0.837 0.342 
en
t JPMoney x 1 , −   0.006 -0.005  0.001  0.027  0.950**  -0.212 0.270 
ex
t USDollar x 1 , −   0.005 -0.007 -0.001 -0.004 -0.010  0.073 -0.024 
ex
t JPYen x 1 , −   -0.004 0.000  0.000  0.011 0.003  0.115 0.064 
Parameter estimates for the matrix used in the simulation exercise to provide time series dynamics for the factors in the factor 
risk model i.e. the D matrix in [2]. (**) indicates significance at a 99% level.  
 
Table 9: Diagonal of matrix E 
US Gov 1-3Y  -0.243 
US Gov 3-5Y  -0.252 
US Gov 5-7Y  -0.160 
US Gov 7-10Y  -0.114 
US Sprd 1-3Y  -0.190 
US Sprd 3-5Y  -0.155 
US Sprd 5-7Y  -0.251 
US Sprd 7-10Y  -0.207 
US Gov 0-1Y  0.167 
US Deposits  0.488* 
US Sprd 0-1Y  0.127 
JP Gov 1-3Y  0.208 
JP Gov 3-5Y  -0.018 
JP Gov 5-7Y  -0.052 
JP Gov 7-10Y  0.031 
JP Gov 0-1Y  0.950** 
Parameter estimates for the diagonal elements of the E matrix in [3]. These parameter estimates are applied in the simulation 
exercise to provide time series dynamics for the returns generated from [1]. (**) indicates significance at a 99% level, and (*) 
indicates significance at a 95% level.  
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Table 10: Assumed macro scenarios 
 Normal  Recession 
  GDP CPI    GDP CPI   
Year  1  4.19 2.80 4.19 2.80 
Year  2  3.10 2.60 2.50 2.50 
Year  3  2.85 2.90 2.50 2.50 
Year  4  2.87 2.90 1.50 2.00 
Year  5  2.80 2.80 -0.50 1.00 
Assumption used in the simulation exercise for the values of the macro economic variables.  
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Table 11: Yield distributions 
Mean  yields  3M 6M 1Y 2Y 3Y 5Y 7Y  10Y 
    1986  to  2004  4.75 4.84 5.25 5.66 5.88 6.22 6.47 6.61 
    1953  to  2004  5.22 5.37 5.80 6.06 6.21 6.41 6.54 6.61 
  Normal   4.17  4.35  4.63 4.98 5.30 5.47 5.64 5.68 
  Recession  3.78  3.91  4.14 4.51 4.81 5.13 5.32 5.45 
          
Volatility          
    1986  to  2004  1.92 1.92 2.02 1.95 1.85 1.67 1.57 1.51 
    1953  to  2004  2.83 2.81 3.01 2.95 2.86 2.79 2.76 2.72 
  Normal   1.55  1.58  1.59 1.57 1.53 1.42 1.35 1.30 
  Recession  2.12  2.14  2.14 2.11 2.07 1.98 1.93 1.89 
          
Serial  correlation  level          
  1986 to 2004  0.994  0.994  0.992 0.989 0.988 0.985 0.985 0.985 
  1953 to 2004  0.987  0.988  0.989 0.991 0.991 0.993 0.994 0.995 
  Normal   0.967  0.966  0.963 0.956 0.955 0.952 0.950 0.950 
  Recession  0.930  0.932  0.934 0.934 0.937 0.942 0.945 0.950 
          
Serial  correlation  changes         
  1986 to 2004  0.463  0.433  0.415 0.369 0.358 0.334 0.313 0.291 
  1953 to 2004  0.316  0.323  0.357 0.353 0.342 0.351 0.334 0.312 
  Normal   0.398  0.416  0.439 0.436 0.428 0.415 0.398 0.397 
  Recession  0.281  0.308  0.344 0.362 0.379 0.400 0.414 0.442 
          
S k e w n e s s           
  1986 to 2004  -0.314  -0.392  -0.351  -0.403 -0.361 -0.242 -0.138 -0.007 
  1953 to 2004  1.033  0.923  0.962 0.888 0.888 0.884 0.844 0.837 
  Normal   0.548  0.567  0.590 0.648 0.605 0.625 0.609 0.615 
  Recession  1.217  1.200  1.198 1.182 1.158 1.127 1.106 1.093 
          
K u r t o s i s           
  1986 to 2004  2.634  2.607  2.574 2.630 2.600 2.440 2.298 2.092 
  1953 to 2004  4.530  4.168  4.174 3.872 3.824 3.685 3.531 3.437 
  Normal   3.173  3.213  3.272 3.445 3.331 3.390 3.316 3.313 
  Recession  4.718  4.653  4.723 4.691 4.638 4.573 4.542 4.536 
This table provides summary information on the historical yield distribution and the simulated yields. The mean, volatility, first 
order autocorrelation, skewness and kurtosis is shown for two different time-periods (1986-2004) and (1953-2004) for the 
historical data, and for the simulated data using the normal and recession macro economic scenarios.  
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Table 12: Projected and sample yield correlations 
  3M 6M 1Y 2Y 3Y 5Y 7Y  10Y 
3M 1.000  0.993  0.974  0.941 0.924 0.897 0.877 0.858 
 (1.000)  (0.997)  (0.988)  (0.966)  (0.946) (0.900) (0.869) (0.822) 
6M 0.993  1.000  0.990  0.967 0.952 0.927 0.907 0.887 
 (0.997)  (1.000)  (0.995)  (0.979)  (0.961) (0.918) (0.888) (0.842) 
1Y 0.974  0.990  1.000  0.990 0.979 0.957 0.938 0.918 
 (0.988)  (0.995)  (1.000)  (0.992)  (0.980) (0.943) (0.917) (0.875) 
2Y 0.941  0.967  0.990  1.000 0.997 0.983 0.968 0.950 
 (0.966)  (0.979)  (0.992)  (1.000)  (0.997) (0.975) (0.955) (0.920) 
3Y 0.924  0.952  0.979  0.997 1.000 0.993 0.982 0.968 
 (0.946)  (0.961)  (0.980)  (0.997)  (1.000) (0.989) (0.975) (0.947) 
5Y 0.897  0.927  0.957  0.983 0.993 1.000 0.996 0.989 
 (0.900)  (0.918)  (0.943)  (0.975)  (0.989) (1.000) (0.996) (0.983) 
7Y 0.877  0.907  0.938  0.968 0.982 0.996 1.000 0.996 
 (0.869)  (0.888)  (0.917)  (0.955)  (0.975) (0.996) (1.000) (0.994) 
10Y 0.858  0.887  0.918  0.950 0.968 0.989 0.996 1.000 
 (0.822)  (0.842)  (0.875)  (0.920)  (0.947) (0.983) (0.994) (1.000) 
This table documents the serial correlation of projected and observed yields. Correlations from the historical yield sample are 
shown in brackets. 
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tics of return
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Table 14: Variance deco
mposition 
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This table shows a variance deco
mposition of the total 
risk in accordance with th
e suggested factor
 risk model. The decompositi
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