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a b s t r a c t
Global–regional model interaction is considered for two-dimensional linear time
dependent waves in a dispersive non-uniform medium with a continuously varying
wave speed. The setup, which is sometimes called ‘one-way nesting,’ arises in Numerical
Weather Prediction (NWP) as well as in other fields concerning waves in very large
domains. The Carpenter scheme for this type of problem is revisited, in the context of
the dispersive wave equation with a variable wave speed. The original Carpenter scheme
is based on the Sommerfeld radiation operator, and thus is associated with low-order
accuracy. By replacing the Sommerfeld operatorwith the high-orderHagstrom–Warburton
absorbing operator, a modified Carpenter open boundary condition emerges which
possesses high-order accuracy. This is demonstrated via a numerical example in a wave
guide with a wave speed which varies linearly in the cross section.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Inweather prediction, oceanography and solid earth geophysics, amongother fields of application, amultiscale procedure
called ‘nesting’ is often employed, inwhich twoormoremodels of different scales interactwith each other [1,2]. For example,
in NWP, one distinguishes between a Global Model (GM), in which the atmospheric equations are solved over the entire
spherical surface of the globeΩG, and a regional or Limited-AreaModel (LAM), in which the solution is sought in a relatively
small regionΩL bounded by an artificial boundaryΓ . The GM captures the large-scale atmospheric phenomena and is based
on a coarse grid (about 100 km resolution) and large time steps, whereas the LAM captures themesoscale phenomena and is
based on a finer grid (typically 10–20 km resolution) andmuch smaller time steps. The LAM is usually used after the solution
of the GM is available. The common practice, also known as ‘‘one-way’’ nesting [1], is to solve first the global problem (via
the GM) by a certain numerical method, and then to solve the regional problem (via the LAM), usually using an entirely
different numerical method while taking into account the relevant GM results. See the setup illustrated in Fig. 1.
A very important question that arises in this context is: How should the information obtained from the GM be incorporated
into the LAM? The goal that the answer to this question must address is to treat the artificial boundary of the LAM in such a
manner that it behaves as an open boundary, namely it allows waves outgoing fromΩL to leave the domain with minimum
spurious reflection, and waves incoming from outsideΩL (and generated by the GM) to enterΩL with minimum distortion.
(Here and elsewhere in what follows, the terms ‘outgoing’ and ‘incoming’ are always used with respect to the LAM.) The
use of a ‘‘naive’’ approach, i.e., imposing Dirichlet or Neumann GM data along the artificial boundary, had been recognized
from the early stages of NWP as lacking in stability. Further studies have shown that such an approach also introduces
spurious components into the LAM solution [3]. One such strategy of handling open boundaries is based on solving the LAM
problem while using a special local boundary condition on Γ , called an Open Boundary Condition (OBC). In this context
it is important to point out the difference between an Absorbing Boundary Condition (ABC) and an OBC. In exterior wave
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Fig. 1. Setup for a nesting procedure.
scattering or radiation problems in which all waves are outgoing from the computational domain, the artificial boundary Γ
is a so-called ‘absorbing boundary’, and a boundary condition on Γ is correspondingly called an ABC. The simplest one is
the Sommerfeld-like ABC, which is perfect in the one-dimensional non-dispersive case but crude otherwise. More accurate
ABCs, such as the Bayliss–Turkel ABC [4] or the Engquist–Majda ABC [5] are usually preferred; see the review papers [6,7]
on the subject. In contrast, the term OBC (taken from the jargon of NWP) refers to the GM–LAM configuration in which both
outgoing and incoming waves are present (where the terms ‘‘outgoing’’ and ‘‘incoming’’ relate to the LAM), and must cross
the interface Γ while generating as little error as possible.
A simple OBC scheme is the one originally proposed in a Note in [8]; Carpenter’s scheme, which was presented in [8]
without analysis, was analyzed in [3] for the one-dimensional case. It was shown in [3] that the accuracy of the scheme
hinges mainly on the numerical dispersion generated by the GM. The basic idea behind Carpenter’s scheme is to convert
the Sommerfeld-like ABC into an OBC by making a few reasonable assumptions. We will derive the Carpenter OBC in the
Section 2.
The accuracy of the original Carpenter scheme is inherently of low order since it is based on the crude Sommerfeld-
like ABC, which performs very poorly in many situations. In this paper we modify the Carpenter scheme so as to replace
the Sommerfeld operator with the high-order Hagstrom–Warburton (HW) absorbing operator. In doing so we extend the
Carpenter technique by equipping it with high-order accuracy. In fact, in the proposed scheme the order of accuracy can be
chosen to be arbitrarily high.
In [9], we showed by means of error analysis and numerical tests that the high-order OBC scheme is a viable technique
within the framework of one-way nesting. This was done for a non-dispersive uniform medium. In this paper we extend
these ideas to the case of a dispersive medium with wave speed which varies continuously in the cross section of a wave
guide.
2. Carpenter’s scheme
We consider the scalar wave equation
∂2t u− c2∇2u = 0 inΩ, t > 0, (1)
where Ω is either the LAM domain ΩL or the GM domain ΩG, and c > 0 is the (possibly variable) medium’s wave speed.
Here and elsewhere we use the shorthand notation for partial derivatives,
∂
j
ξu ≡
∂ ju
∂ξ j
. (2)
We let Γ denote the LAM–GM interface; see Fig. 1.
In the case (which is unrealistic in the context of GM–LAM nesting schemes) where the initial conditions have a compact
support in ΩL, namely when no incoming waves arrive from outside ΩL, the interface Γ should act as an ‘absorbing
boundary,’ and an ABC should be imposed on it. As mentioned previously, the simplest ABC is the Sommerfeld-like ABC
Su ≡ ∂tu+ c∂nu = 0 on Γ . (3)
Here ∂n is the normal derivative on Γ , pointing out of ΩL. This ABC, which is usually regarded as a zero-order boundary
condition, is perfect in the one-dimensional non-dispersive case, but is known to perform rather poorly in general.
Nevertheless, the Sommerfeld operator S defined in (3) plays a crucial role in most ABC schemes.
The situation under study here is that in which nonzero initial conditions are prescribed both inside and outside ΩL.
Then the interface Γ is supposed to be an ‘open’ boundary and one should use an OBC rather than an ABC on it. In his Note,
Carpenter [8] proposed a simple OBC on Γ which is based on the Sommerfeld operator S. Following is the derivation of the
Carpenter scheme.
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Fig. 2. Setup for the two-dimensional wave guide problem.
The GM solution is assumed to be known, and is denoted uG. We seek the LAM solution, which we denote uL. We write
both solutions as sums of incoming and outgoing waves on Γ , at all times:
uG = uGin + uGout on Γ (4a)
uL = uLin + uLout on Γ . (4b)
We nowmake the following two assumptions. First, we assume that the incoming components of the GM and LAM solutions
agree on Γ :
uLin = uGin on Γ . (5)
Second, we assume that the outgoing components of both the GM and LAM solutions satisfy the Sommerfeld-like condition
(3) on Γ :
∂tuLout + c∂nuLout = 0 on Γ (6a)
∂tuGout + c∂nuGout = 0 on Γ . (6b)
After simple algebra one finally obtains from (4a)–(6b)
(∂t + c∂n) uL = (∂t + c∂n) uG on Γ . (7)
This is the Carpenter OBC. Using the notation S for the Sommerfeld operator defined in (3), we can write (7) as
SuL = SuG on Γ . (8)
Carpenter’s OBC scheme for the one-dimensional wave problemwas analyzed and tested thoroughly in [3]. In that paper we
demonstrated that the accuracy of the scheme hinged mainly on the numerical dispersion generated by the global model.
In two dimensions and three dimensions and for dispersive media the Sommerfeld operator used in the Carpenter scheme
becomes an additional source of error, which sometimes may be the dominating component of the total error. In fact, the
Carpenter OBC can be regarded as the crudest OBC.
In view of this, it is the goal of the present paper to replace S in (8) by a higher-order operator. This was done in [9] for
the case of a non-dispersive uniformmedium, and will be extended here to the case of a dispersive mediumwith a variable
wave speed.
3. High-order absorbing boundary conditions
Fig. 2 describes the setup in a two-dimensional wave guide, occupying the domainΩG = (0,∞)× (0, b). In this domain,
we consider the scalar dispersive linearwave equationwith a variablewave speed. Some boundary condition, say a Dirichlet
condition, is applied on thewest boundaryΓW, while on thewave guidewallsΓS andΓN a homogeneous boundary condition,
say a Neumann condition, is imposed. Thus, u(x, t) satisfies
∂2t u−∇(c2(x)∇u)+ f 2u = F inΩG (9a)
u = g on ΓW (9b)
∂nu = 0 on ΓS,ΓN (9c)
u(x, 0) = u0(x) inΩG (9d)
∂tu(x, 0) = v0(x) inΩG. (9e)
Here x = {x y}T, f is the dispersion coefficient and c(x), F(x, t), g(x), u0(x) and v0(x) are given functions. In the context of the
ABC discussed in this section, it is assumed that F , u0 and v0 have local support in the finite domainΩL = (0, a)× (0, b). We
shall now assume that the wave speed, c(x), depends only on the y coordinate, i.e., c = c(y). This kind of spatial dependence
can be found, for example, in underwater sound propagation, where y denotes the depth below the surface.
In order to solve the problemnumerically, we now introduce an artificial boundary,ΓE, dividingΩG into the finite domain
ΩL and an external domain,ΩExt = (a,∞)× (0, b). In this configuration, the normal and tangent directions to the artificial
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boundary ΓE are the x and y directions, respectively. To obtain a well-posed problem in the computational domainΩL, we
have to apply an appropriate boundary condition on ΓE. As explained previously, this has to be an ABC. We shall consider
an extension of the Hagstrom–Warburton (HW) high-order ABC [10,11].
We shall follow the derivation described in [10], and introduce a set of auxiliary functions, ϕ(j), j = 1 . . . P , defined in a
small neighborhood of the boundary ΓE. We require that the auxiliary functions satisfy the following recursive relations
(a0(y)∂t + c(y)∂x)u = a0(y)∂tϕ(1), (10a)
(aj(y)∂t + c(y)∂x)ϕ(j) = (aj(y)∂t − c(y)∂x)ϕ(j+1) j = 1 . . . P on ΓE, (10b)
ϕ(P+1) = 0. (10c)
Here the HW coefficients, aj(y), are defined as
aj(y) = a¯j c(y)c¯ , (11)
where the a¯j are some predetermined constants, and c¯ is a reference wave speed (e.g., the maximal value of c(y)). We note
that this form of the recursive relation is a generalization of the formulation appearing in [10–12], inasmuch that the HW
coefficients are no longer constant. From (10) and (9) it follows (see [13]) that the auxiliary functionsϕ(j) satisfy the following
equations in the vicinity of ΓE:
∂2t ϕ
(j) −∇(c(y)2∇ϕ(j))+ f 2ϕ(j) = 0 inΩExt (12a)
∂nϕ
(j) = 0 on ΓS,ΓN (12b)
ϕ(j)(x, y, 0) = ∂tϕ(j)(x, y, 0) = 0. (12c)
From (10) and (12a) it is possible to derive a set of P equations for the auxiliary functions, involving only second-order
temporal and tangential (i.e., y-) derivatives. This set can be written in matrix form as:
L(y)∂2t 8−M(y)∂y(c2(y)∂y8)+ f 2M(y)8 = Q [u] on ΓE, (13)
where 8 is the vector of the auxiliary variables, Q [u] is a vector whose entries are zero apart from the first one, which
depends on u and its derivatives, i.e.,
Q1[u](y, t) = 2a1(y)∂y(c2(y)∂yu)− 2a1(y)(1− a20(y))∂2t u+ 2a1(y)f 2u, (14a)
Q2[u] = · · · = QP [u] = 0, (14b)
and L(y) = {lij(y)} andM(y) = {mij(y)} are two P × P real matrices, whose entries are [13]
l11(y) = a0(y)(a21(y)+ 2a1(y)a0(y)+ 1), l12(y) = a0(y)(1− a21(y)), (15a)
m11(y) = a0(y), m12(y) = a0(y). (15b)
For P ≥ j ≥ 2:
lj,j−1(y) = aj(y)(1− a2j−1(y)), lj,j+1(y) = aj−1(y)(1− a2j (y)),
ljj(y) = aj(y)
(
1+ a2j−1(y))+ aj−1(y)(1+ a2j (y)
)
,
(15c)
mj,j−1(y) = aj(y), mj,j+1(y) = aj−1(y), mjj(y) = aj−1(y)+ aj(y). (15d)
TheHWABC comprises Eq. (10a) and the system (13). For reference later in the sequelwe rewrite this ABC as a homogeneous
system of boundary equations:
(a0(y)∂t + c(y)∂x)u− a0(y)∂tϕ(1) = 0 on ΓE, (16a)
L(y)∂2t 8−M(y)∂y(c2(y)∂y8)+M(y)f 28− Q [u] = 0 on ΓE. (16b)
A detailed discussion of the dispersive HW ABC and its properties, including reflection coefficient analysis similar to those
performed in [10,11], can be found in [13]. We now note that from (16a), it follows that the HW condition can be written
concisely as
SHWP [u] = 0 on ΓE, (17)
where the HW operator SHWP has the form
SHWP ≡ a0(y)∂t + c(y)∂x + a0(y)MP . (18)
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The quantityMP [u] ≡ −∂tϕ(1) can be calculated by solving the system (16b) for a given u, and finding ϕ(1) and thus also
∂tϕ
(1). We will later address the implementation aspects of this calculation.
We remark that in the case of a fully exterior problem, as illustrated in Fig. 1, special corner conditionsmust be appended
to the HW equations (16a) and (16b) in order that the whole problem be well-posed. See [10,11].
The weak formulation of the problem consists in the weak version of the wave equation in ΩG, (9), and the ABC (16a),
together with the P auxiliary problems, (16b). The FE formulation which is based on this weak form is similar to that
discussed in [12], although changes to the formulation have to be made as a result of the spatial dependence of the wave
speed and HW parameters, and the appearance of the dispersive term. See [13] for more details.
The resulting system of ordinary differential equations (ODEs) in time, consists of the ODE set for the discretized wave
equation inΩG and P sets of ODEs resulting from the discretized auxiliary relations on ΓE. The whole system is solved using
an implicit Newmark time-marching algorithm. We treat both ODE sets as a single system and solve them together, rather
than follow the iterative approach described in [10,11].
4. A high-order Carpenter-like scheme for the dispersive nesting problem
Now we consider the one-way nesting problem for the semi-infinite two-dimensional wave guide problem illustrated
in Fig. 2. The GM problem is given in the entire semi-infinite wave guide, i.e.,ΩG = (0,∞) × (0, b). The LAM wave guide
problem is given by
∂2t u
L −∇(c2(y)∇uL)+ f 2uL = F L(x, t) inΩL, (19a)
uL = gL(y, t) on ΓW, (19b)
∂nuL = 0 on Γ LS ,Γ LN . (19c)
An Open Boundary Condition on Γ LE , (19d)
uL(x, 0) = uL0(x) inΩL, (19e)
∂tuL(x, 0) = vL0(x) inΩL. (19f)
HereΩL = (0, a)× (0, b) is the LAM domain, Γ LS and Γ LN are the portions of ΓS and ΓN belonging to the boundary ofΩL, ΓE
is the LAM–GM interface, and the functions f L, gL, uL0 and v
L
0 are given LAM-scale functions.
In order to obtain a well-posed LAM problem, we have to apply an appropriate OBC on ΓE, (19d). As discussed previously,
the original Carpenter OBC (8) has a low order of accuracy. We therefore replace the Sommerfeld operator S in (8) by the
high-order HW operator SHWP defined by (18), and thus obtain the Pth-order OBC
SHWP u
L = SHWP uG on Γ LE . (20)
We can write (20) in a more explicit form by using (18) and (16b). These equations give
a0(y)∂tuL + c(y)∂xuL − a0(y)∂tϕ(1) = a0(y)∂tuG + c(y)∂xuG + a0(y)MpuG on Γ LE , (21a)
L(y)∂2t 8−M(y)∂y(c2(y)∂y8)+ f 2M(y)8− Q [uL] = 0 on Γ LE . (21b)
We incorporate the high-order OBC (20) in a computational scheme using FE discretization in space and Newmark time-
stepping. Following are a few remarks on the implementation of this method.
The OBC (21) has a similar form to that of the ABC (16), the only difference being that (21a) is an inhomogeneous version
of (16a). Therefore, the FE formulation incorporating the OBC (21) is a simple extension to the Galerkin FE formulation that
makes use of the HWABC (16), which was described in the previous section. The nonzero right side of (21a) is treated in the
FE formulation in a standard way, and contributes to the load vector.
The quantityMpuG appearing in the first OBC equation (21a) has to be calculated as a preliminary step before the OBC
can be applied. The calculation ofMpuG entails the solution of the PDE system (13) with u = uG on the right side, i.e.,
L(y)∂2t 8G −M(y)∂y(c(y)2∂y8G)+ f 2M(y)8G = Q [uG] on Γ LE , (22)
together with the appropriate initial data for ϕ(j)G . The same HW coefficients, aj, as those used for the solution of the LAM
problem are used here, and the right side vector in (22) is defined similarly to (14), i.e., Qj = 0 for j ≥ 2, and
Q1(y, t)[uG] = 2a1(y)∂y(c2(y)∂yuG)− 2a1(y)(1− a20(y))∂2t uG + 2a1(y)f 2uG on Γ LE . (23)
Once we have solved (22) for8G, we find ϕ
(1)
G and can readily calculateMpu
G ≡ −∂tϕ(1)G . In fact, since the Newmark time-
marching algorithm is used as a part of the numerical solution, the value of ∂tϕ
(1)
G is readily available as a part of the solution
process.
It is important to note that the GM information which is used in the calculation ofMpuG is provided on the coarse GM
scale, whileMpuG is supposed to be provided in (21a) in the fine LAM resolution. There are two possible ways of evaluating
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Fig. 3. High-order OBC, f = 3.0, cavg = 2.0, α = 0.5, (c(y) = 1.25+ 0.5y), combined outgoing and incoming waves, snap shots of the reference and LAM
solutions at (a) t = 0.0, (b) t = 0.7071, (c) t = 0.9546, (d) t = 1.591.
MpuG on the LAM scale: we can either first interpolate the GM data to the LAM mesh and time-stepping grid and then
calculateMpuG directly on the LAM scale, or we can calculateMpuG on the GM scale and only then interpolate the results
to the LAM scale. Our experimentation with both options shows that if the GM data is not very smooth (which is typically
the case) the latter procedure is much preferable; see [3,13].
Since the extended OBC (20) is an inhomogeneous counterpart of the homogeneous high-order ABC (17), it is easy to
show (by considering the difference between two solutions) that the well-posedness of the OBC problem including (20) is
guaranteed if the ABC problem including (17) is well-posed. The HW ABC formulation for a half-space (i.e., assuming an
infinite artificial boundary) is strongly hyperbolic, and hence well-posed. For a finite artificial boundary, no complete proof
of well-posedness exists, but there is numerical evidence supporting it.
5. A numerical example
We consider a GM for a wave guide, as described in Fig. 2. The medium’s wave speed is non-uniform in the cross section
of the wave guide. In our tests the GM domain ΩG = (0, a¯) × (0, b), is long but finite, with a high-order ABC (P = 48)
imposed on ΓE = {8} × [0, 3]. The LAM domain isΩL = (0, a) × (0, b), where a  a¯. We set a = b = 3 and a¯ = 8. Thus
the interface Γ LE is set at x = a = 3. The dispersion parameter is f = 3.0, and the wave speed varies linearly, with a slope
α = 0.5 and an average speed cavg = 2.0, i.e., c(y) = 1.25+ 0.5y.
Both GM and LAMdomains are discretized using a uniformmesh of square bilinear elements, and implicit Newmark time
integration is employed,with a time step chosen to reduce the amount of spurious numerical dispersion [3]. TheGMand LAM
mesh parameters are hG = 0.05 and hL = 0.02, i.e., the LAMmesh is 2.5 times finer than the GMmesh. (Admittedly, a mesh
ratio of 2.5 is significantly smaller than the ratio used typically in NWP, which is∼5–10. This choice wasmade from reasons
related to our computational resources.) The corresponding time-step sizes are ∆tG = 0.0176775 and ∆tL = 0.007071,
respectively. The HW parameters are P = 48, a¯j = 1.0, j = 1, . . . P and c¯ = 2.75. This example is driven by initial data. The
initial velocity v0 is identically zero, whereas u0 is given by an outgoing component (located around (x, y) = (2.4, 1.5)) and
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an incoming component (located around x = 5.4), both very smooth to reduce the amount of dispersion errors:
u0(x, y) =

642
(x− 2)3(2.8− x)3(y− 1.1)3(1.9− y)3
0.812
2 ≤ x ≤ 2.8,
1.1 ≤ y ≤ 1.9
cos
(npiy
3
) 64(x− 5.2)3(6− x)3
0.86
5.2 ≤ x ≤ 6
0 otherwise.
(24a)
The results of the simulation are shown in Fig. 3 in a series of ‘‘snap shots’’ which plot the solution, starting with the
initial displacement data, u0(x, y), shown in Fig. 3(a). Each of these snap shots compares the LAM solution, given in
ΩL = [0, 3] × [0, 3], with a reference solution, obtained by using the fine-scale discretization in ΩG = [0, 8] × [0, 3]. As
the simulation progresses, the outgoing component departs the LAM domain through the interface Γ LE (see Fig. 3(a) and (b))
without noticeable reflection, and the incoming components enters it (see Fig. 3(c) and (d)) without significant distortion.
In [9] we experimented with various GM–LAM discretization ratios (the GMmesh being fixed, and the LAMmesh being
gradually refined), albeit for a non-dispersive homogeneous medium. Consistently good results were obtained, showing
small errors for both incoming and outgoing waves.
6. Concluding remarks
In this paperwe considered the so-called ‘one-way nesting’ scenario for a dispersivemediumwith a continuously varying
wave speed, and examined the question of how the GM data should be incorporated in the LAM solution procedure. We
have considered the use of an OBC on the GM–LAM interface, and proposed to replace the Sommerfeld operator used in
the original Carpenter scheme by a more accurate operator, so as to construct a high-order OBC scheme. The new operator
employed to this end provides an arbitrarily high order of accuracy, and is associated with a reflection coefficient which
decreases exponentially fast with increasing order, while requiring a computational effort which increases only linearly
with the order. Therefore the high-order OBC based on this operator constitutes a very attractive extension to the basic
Carpenter OBC scheme.
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