 The risk margin
is then defined as the cost of the required capital
where designates the cost of capital, which corresponds to the expected return for investing in a risky asset. Generally, 6% above the risk free rate, but we use here 10%  For sake of simplicity, we omit the discount of the risk margin  In particular, the risk of the first year, i.e. 1 is the solvency capital  It is the quantity that is required both by Solvency II and SST for computing the SCR and the RBC respectively
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One Year Change Michel M. Dacorogna LUH-Kolloqium., Hannover, Nov. 28, 2014  In practice, for P&C insurance, these risk measurements are not done for one "accident" year, but on a triangle.
The one year change  The formulae are rather complicated, but the idea is simple:
 use the Mack method to create the following triangle out of the initial one  Then look at the variations between the two diagonals  Thus, the method carries out the same assumptions as the Mack method  This is not sufficient. We therefore add another condition that the ratio between and is constant at every steps and is equal to 2 :
 Then by choosing
 we obtain a model with the desired ultimate distribution and the desired pattern, and equivalent to a Geometrical Brownian Motion  The multiplicative model, like the linear model, has many interesting properties that can be computed explicitly  The main one, is that the conditional and unconditional distributions are log-normally distributed. In particular, the moments are the same, which makes computing them easy  The one-year changes are in this case (unconditionally) the difference of two log-normal random variables
 But conditionally on the last step , they follow a centered lognormal distribution.  For the linear model, the benchmark is calculated using a normal approximation  Since ,  the first one-year change Δ 1 of a triangle has the -conditional distribution of a "centered mixture of binomial distribution", where the mixture distribution is a sum of discrete uniforms distribution.
Advantages of the
 This is the distribution that we approximate by a normal distribution with same expectation (zero) and variance (known). We then use the fact that, for a normal random variable X ∼ , ,  For the COT method, we do not need to convert a standard deviation into a TVaR. However, we need to calculate the ultimate risk. This is done by simulating from the (know) binomial distribution and taking the empirical TVAR.
 Recall the COT formula
 The parameters of this formula were designed for real data with dependences and jumps. In the case of our artificial process, it is not obvious that they are the same. We therefore apply the COT method in two ways:  From looking at triangles, one can get an intuition for the reason of the failure. The Merz-Wüthrich method is multiplicative. Therefore, it considers that any value is as likely to be multiplied by a large number. The linear model however is an additive model, which makes small values more likely to be "multiplied" by a large factor  In addition, the Mack hypotheses assume that , ,
, . Hence, the larger the previous loss, the more volatility there is in the remaining process. For the linear model however, due to the "fixed number of dices" property, it is the opposite. Indeed, a large previous loss means that a large number of dices has most likely been already thrown, which implies less remaining risk. This explains the negative correlation  Again, the 2 COT methods perform relatively well (within less than 10% with jumps and a bit more with no jumps). It almost always underestimates the conditional standard deviation but this is due to the fact that the parameters of the COT formula are calibrated for the TVaR as a risk measure instead of standard deviation  The Merz-Wüthrich method, here, makes on average 30 to 45% of absolute error. For the long-tailed pattern, it is most of the time underestimation.
 One should note, in any case, that this time, even though the estimation is bad, the order of magnitude is the correct one. This is due to the fact that the log-normal model fits much better the Mack assumptions. Indeed, 2 out of 3 are verified Discussion of Mack's Assumptions (1/2)  Unfortunately, the third assumption is a critical one for our problem:
, .
 It says that the future variance of the loss process is proportional to the previous loss whereas in the case of the log-normal process, one can show that
 which means that the future variance is proportional to the square of the previous loss. This explains in particular the tendency to underestimate the capital on average, since, in the cases where the losses are big, the Merz-Wüthrich method will underestimate the impact on the future risk. 
