Abstract. The Rankin-Selberg convolution is usually normalized by the multiplication of a zeta factor. One naturally expects that the non-normalized convolution will have poles where the zeta factor has zeros, and that these poles will have the same order as the zeros of the zeta factor. However, this will only happen if the normalized convolution does not vanish at the zeros of the zeta factor. In this paper, we prove that given any point inside the critical strip, which is not equal to 1 2 and is not a zero of the Riemann zeta function, there exist infinitely many cusp forms whose normalized convolutions do not vanish at that point.
Introduction
Assume that k is a positive even integer. Let Γ be the modular group SL 2 (Z). Denote by θ k the dimension of the space S k (Γ) of cusp forms. Assume that functions f jk (z) = [7] that R jk (s) may have poles at the complex zeros of ζ(2s).
R. A. Rankin expressed in 1939
In this paper, we prove the following theorem:
2 is a complex number with 0 < Re ρ < 1, which is not a zero of the Riemann zeta function ζ(s), then infinitely many cusp forms f jk (z) exist such that ζ(2s)R jk (s) do not vanish at the point s = ρ. This paper is divided into three sections. In section 1, we recall some well-known results. The main theorem is proved in section 2. An estimation of the term Π left from section 2 is given in section 3. All notations are defined as they first appear.
The proof of the main theorem goes briefly as follows: Let η be a zero of the Riemann zeta function on the critical line. Assume that ρ = 
where S(n, n; c) are Kloosterman's sums and where E(y) = 2πi k b k J k−1 (y). By computation we find that the first term in (0.2) is equal to (Theorem 2.2)
After a long tedious computation, we find that the second term in (0.2) is equal to (Theorem 2.6) (0.4) ζ( when K → ∞. It has been shown that the sum of (0.3) and (0.4) should be K A+1 . This derives a contradiction. The result of the main theorem then follows. When 1 2 < Re ρ < 1, the result of the main theorem follows from the functional identity.
A significant improvement of the main theorem is made following a suggestion of the referee. The author wishes to thank the referee for his/her valuable suggestions, and he also wishes to thank Freydoon Shahidi for helpful comments. For related results, see Deshouillers and Iwaniec [3] , Luo [5] and Phillips and Sarnak [6] .
Preliminary results

Lemma 1.1. [1] The inequality
holds for all positive integers n, where d(n) is the number of divisors of n.
Then the identity
holds for all complex numbers s. Furthermore, R jk (s) has a simple pole at s = 1 with a residue 12(4π)
The Kloosterman sum S(m, n; c) is defined by
where the sum is taken over a reduced set of residues modulo c and whered denotes the inverse of d modulo c.
Lemma 1.4. [4] [11]
The inequality
holds for all positive integers m, n and c.
The Bessel function of order k − 1 is defined by
Lemma 1.5. The inequality
n holds for all real numbers x and for all positive integers n.
Proof. Since the identity
holds for all positive integers n, the stated inequality follows.
The Bessel function of order k − 1 can be written as
Lemma 1.6. [9] We have
for k ≡ 2 (mod 12) .
holds for all positive even integers k and for all positive integers n. 
Throughout this paper, the following notations are used. The constants implied by and O are absolute constants. A is a large positive even integer such that A ≥ 2 ν , and L is a large positive integer depending on A. K is a sufficiently large positive even integer. Put N = K 2+ν . Denote by b k the number of solutions (k 1 , · · · , k A ) of the equation
The number b k is nonzero only if k is a positive even integer such that ALK ≤ k < A(L + 1)K. The identity
holds when 0 < y ≤ 4πK 2−4ν , and the identity
holds when y ≥ 4πK 2−14ν , where
).
Proof. Write
where the summation is taken over all positive even integers k. The identity
holds. It follows that 
for |θ| ≤ π 2 , and since
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for 0 < y ≤ 4πK 2−4ν and for 0 ≤ |θ| ≤ K −1+ν , we obtain (1.5)
Consider θ as a complex variable. By using the residue theorem around the contour
, we find that the right side of (1.5) is K A−3+3ν for 0 < y ≤ 4πK 2−4ν when R → ∞. By (1.2), the inequality
holds. It follows from (1.4) that the inequality
E(y) K
A−3+3ν holds for 0 < y ≤ 4πK 2−4ν . The second assertion of the lemma follows from (1.4) and the identity
Proof of the Main Theorem
From now on, k is always meant to be an even integer between ALK and
Proof. Since ζ(2z)R jk (z)/ζ(z) is an entire function, the left side of the stated inequality is equal to
by the assumption and Lemma 1.2. It follows from Lemma 1.2 that the first term of (2.2) is equal to
By using Stirling's formula, we obtain
By Lemma 1.1 and the inequality
We have by Lemma 1.7
Since S(1, 1; c) is bounded by √ cd(c), and since
It follows that (2.4) is K A+1 . By Lemma 1.6 and (2.2) the stated inequality follows.
Theorem 2.2. Let Φ(x) be given by
Proof. By Theorem 2.1 and Lemma 1.7, the identity
It follows that
The right side of (2.6) is equal to
and then the stated identity follows.
The second term on the left side of (2.5) will now be estimated.
Lemma 2.3.
Let
Then the inequalities
and (2.9)
Proof. By using the identity
holds for n ≥ N and for t ≥ 1, Φ( .7) is
We have Φ(
√ N ln K for all positive integers n. It follows from Lemma 1.5 and Stirling's formula that
Similarly, we can show that the left side of (2.9) is K −2A .
Lemma 2.4.
Then the inequalities (2.10)
and (2.11)
2 +ν for n > K, it follows from Lemma 1.10 and Lemma 1.4 that the left side of (2.10) is
For the second inequality (2.11), Φ(
. It follows from Lemma 1.10 that the left side of (2.11) is K A+11ν .
Theorem 2.5. Let
Then the identity
holds.
Proof. By Lemma 1.10, the identity
The theorem then follows from Lemma 2.3 and Lemma 2.4.
Proof of the Main Theorem.
If ζ(2s)R K (s) vanishes at the point ρ, it follows from Theorem 2.2, Theorem 2.5 and the following Theorem 2.6 that
This identity derives a contradiction. Hence a cusp form f jk (z) exists for some k between ALK and A(L + 1)K such that ζ(2s)R jk (s) does not vanish at the point ρ. By letting K → ∞, we obtain infinitely many such cusp forms. When 1 2 < Re ρ < 1, it follows from Lemma 1.2 and the above argument that the main theorem is true.
The next section is devoted to the proof of Theorem 2.6.
Proof of Theorem 2.6
Put a = K 2−4ν and b = K 2+2ν . By we always mean a sufficiently small positive number. Let u(x) be a smooth function, which is a product of two monotone functions and which equals zero outside (a, b) and equals one inside (a + , b − ).
Then the identity
holds, where
Proof. By the definition of Kloosterman's sums, we can write
Using the Poisson summation formula, we obtain (3.1)
is a product of four monotone functions. If F (x) = hx + 2x + (k−1) 2 16π 2 x , then F (x) > 0 and F (x) is monotone for positive numbers x. The integral on the right side of (3.1) is equal to (3.2) e(− 1 8 )
Then G 1 (x) is a sum of three functions which are finite products of monotone functions. When these monotone functions are replaced by their maximums on [
It follows from Lemma 1.9 that
By partial integration, we find
It follows that the inequality
Similarly, we can show that the inequality
It follows from (3.1)-(3.4) that
The identities
hold. The following two equations
have the same number of solutions, which is denoted by τ (c). By computation, we find that
Every positive integer c can be written uniquely in this form. It follows that (3.5)
Since u(y) differs at most one from the constant function 1 on the union of (a, a + ) and (b − , b), and since the sum of terms in (3.5) involving the integration over the union is K A , the stated identity follows.
Let v(x) be a monotone function such that v (i) (x) 1 for i = 0, 1, 2, which equals zero when x ≥ K 10ν and equals one when x ≤ K 10ν − . Put
for s = τ + it with τ > 0. Then T k (s) has an analytic continuation to the half-plane Re s > −1 except at the point s = 0 where it has a possible simple pole. By the inversion formula of Mellin's transform, we have
.
It follows from Theorem 3.1 that
By changing the routes of the integrations, we find
for 0 < Re s < 1.
For the convenience, denote 16π
By (3.7) the identity
holds. It follows from Lemma 1.9 that the innermost integral on the right side of (3.8) is
K. A similar argument shows that
2 ln x is monotone on (9, +∞), the inequality
The second assertion then follows from (3.7).
Theorem 3.3. The identity
Proof. By Lemma 1.8 the inequality can be moved to the imaginary axis. Write
Z(s) |s|
where f (s) is analytic in the half-plane Re s > −1. It follows that the integral (3.9) is equal to
The stated identity then follows from the identity (3.6) and Lemma 3.2.
Lemma 3.4. The identity
Proof. Assume that s is on the imaginary axis and bounded by K 8ν . It follows from (3.7) and Lemma 1.9 that T k (s) can be written as
It follows from Lemma 1.9 that B(y, s) K −8ν . By partial integration, we have (3.10)
Dividing [a, b] into several small intervals and considering the integration on each small interval respectively, we find that the first term on the right side of (3.10) is K 1−7ν . The second term on the right side of (3.10) equals
Divide [ 
It follows that the identity Proof. Assume that s is on the imaginary axis with absolute value greater than K 45ν . Write
which is equal to
By Lemma 1.9 the innermost integral in the first term of (3.13) is K 1−15ν . It follows that the first term of (3.13) is
, the stated inequality follows.
Lemma 3.6. Let I be the set of all real numbers whose absolute values are between
holds, where the integration is taken over the set
holds. By partial integration and Lemma 1.9, we have
It follows that
By Lemma 1.8 the left side of the stated identity is equal to
Now assume that s = τ + it with 0 ≤ τ ≤ ]. By using Lemma 1.9 for the integrations on the first and the third subintervals, we find that
By partial integration and the inequality (3.16), the identity
holds. We have
Dividing [a, b] into several small subintervals and considering the integrations on each small subintervals, we find that the first term on the right side of (3.17) is 
which is K. Then the stated identity follows.
Lemma 3.7. The inequality
holds when x → ∞.
, and put
By the inversion formula of Mellin's transform, we have
We know 
By Lemma 1.8, ζ(2s−1)ζ(s)/ζ(2s) |t|
holds, where the integration is over the set
Assume that the imaginary part of s belongs to I with Re s = 1 2 + . Let J(y, s) be given as in the proof of Lemma 3.6. We have
An argument similar to the estimation of (3.11) shows that the left side of (3.18) is K 1−ν . Since Z(s) is bounded, it follows by partial integration that the left side of the stated identity equals
Let c be a positive integer. Denote by I 1 (c) the interval
when c ≤ K 11ν , and the empty set when c > K 11ν . Put
The first term of (3.19) can be written as
The sum of terms in (3.20) involving the integration over I 1 (c) is by Lemma 3.7
The inequality ln
holds when x belongs to I(c) with c ≥ βaK 8ν /8. Dividing I(c) into three subsets with the second one being I(c) ∩ [t − |t|, t + |t|], we find by Lemma 1.9 that
By partial integration we obtain the inequality 
Since c is a positive integer, there exists a positive number 1 , which does not depend on c, such that c < βaK
It follows that the sum of terms in (3.20) with c < βaK 8ν /8 is by Lemma 3.7
Therefore, the first term (3.20) of (3.19) is K. Assume that c is a positive integer. Let a ≤ y ≤ b. Denote by
when c ≤ K 11ν , and empty set when c > K 11ν . Put
The second term of (3.19) can be written as
where the integration is taken over the union of I 1 (c, y) and I(c, y). The sum of terms in (3.21) involving the integration over I 1 (c, y) is 
The sum of terms in (3.21) involving the integration over I(c, y) with c between βyK 8ν /8 and K 11ν is by Lemma 3.7 , y) and the complement of this set in I(c, y) when c < βyK 8ν /8. The sum of terms in (3.21) involving the integration over the first subset is
The sum of terms in (3.21) involving the integration over the second subset is
The stated identity follows. 
Proof. We have 
dz}ds.
Proof. It will first be shown that the inequality
when the real part of s is nonnegative. It follows that the left side of (3.23) differs by a term of order K from an integral, which has the same integrand and whose interval of integration is taken over the set It will now be shown that the inequality for Re s ≥ 0. The left side of (3.24) differs by a term of order K from an integral, which has the same integrand and whose interval of integration is taken over the set . This implies the inequality (3.24).
It will finally be shown that the inequality 
We have (3.27)
The right side of (3.27) equals (AL) 1−2ρ +o L (1) when L is large enough. Therefore, the identity
holds. This completes the proof of Theorem 2.6.
