This paper deals with the rate of convergence of four methods of feasible directions: the Zoutendijk procedures and 2 and two modifications of these procedures due to the authors. It is shown that of these methods, the two due to the authors converge linearly under convexity assumptions, that the Zoutendijk procedure 2 converges sublinearly under these assumptions, and that the Zoutendijk procedure converges linearly provided the solution of the problem is a vertex of the constraint set.
1. Introduction. Most of the currently used methods of feasible directions, such as the Frank and Wolfe method for problems with affine constraints the Zoutendijk methods [11] , the Zukhovitskii-Polyak-Primak method and the Polak method [8] degenerate to first order gradient methods when the number of constraints is zero (i.e., in the unconstrained case). Thus it is clear that these algorithms cannot converge better than linearly in the general case. However, linear convergence for the general case is not ensured by the behavior of a constrained optimization algorithm on unconstrained problems. Thus, it was shown by Canon and Cullum [2] that the Frank and Wolfe method converges sublinearly on constrained problems and a similar result was established by the authors in [7] for the Topkis and Veinott version of the Zoutendijk procedure 2 algorithm [9] . In both cases, the cost and constraint functions were assumed to be convex.
Whereas the abovementioned results were negative in nature, this paper presents a few positive results on the rate of convergence of some methods of feasible directions. Thus, it will be shown that in some cases a method due to Zoutendijk [113 converges R-linearly when the solution to the problem is a vertex of the constraint set. Finally it will be shown that two methods due to the authors converge R-linearly under reasonably general assumptions, without any restrictions on the location of the optimal point. The first of these methods is closely related to the Zoutendijk procedure 2 [11, p. 74] , while the second one is a cross between the Zoutendijk procedure 2 and the Zoutendijk procedure 1 [11, p. 73. These methods have not been described before. As we shall see, when the number of constraints active at the solution is small relative to the number of variables then both of these new methods are superior to their progenitors, because in that case their rate of convergence and computational complexity do not depend upon the dimension of the space in which the problem is defined.
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O. PI1LONNEAU AND E. POLAK 2. Preliminaries. Throughout this paper we shall consider algorithms for solving problems of the form (2.1) min {f(z)[fJ(z) < O,j 1,2,..., m}, where fJ:N" N1, j 0, 1,2,..., m, are continuously differentiable functions.
To establish a rate of convergence for the algorithms to be considered, it will be necessary to postulate the following hypotheses (these are considerably stronger than the ones needed to establish convergence to a stationary point).
(2.2) Assumptions.
(i) The problem (2.1) has a unique solution .
(ii) The functions f(. ),j 0, 1, 2, ..., m, are convex and twice continuously differentiable.
(iii) The set C' {zlfJ(z) < 0,j 1, 2, ..., m} is not empty.
(iv) There exist constants > 0 and p > 0 such that (2.3) e fO(z)) lyll z< y, cz Y for all y e ", for all z e B(, p) _a {zl Ilz 11 p}.
The algorithms we are about to discuss differ from one another mainly in the subprocedure for finding a feasible direction. Because of this, we can combine their statements into a single algorithm with a parameter whose value determines the particular direction-finding subprocedure to be used.
(2.4) AmOlITnM (Methods of feasible directions).
Step O. Select scale factors e0 > 0, fle (0, 1) and an integer q >= 1; select a direction-finding subprocedure indicator pc {Z1, Z2, PP1, PP2}; select a normalization set S [", which is a compact, convex neighborhood of the origin. Comment. The indicators Z1, Z2, PP1 and PP2 designate the Zoutendijk procedure 1 [11, p. 73], the Zoutendijk procedure 2 [11, p. 74] and the two procedures introduced in this paper by the authors.
Step 
Step 3. If h(z, 0) 0, set z and stop; else go to Step 4.
Step 4. If p e {Z1, PP2}, go to Step 5 else go to Step 6. Comment. For p Z1, PP2, the direction-finding subprocedure must also find a correct value for e. This is done by means of the test in Step 5.
Step 5. If h(z, e) <__ -eq, set ei e and go to Step 6 else set e fl and go to
Step 2. 3 Step 6. Set hi h(z, e) and compute/ti to be the solution of Note. To indicate the particular version of Algorithm (2.4) under discussion, we shall use the self-explanatory notation (2.4Z1) (2.4Z2), etc.
Before proceeding any further, it may be interesting to observe that it is much more efficient to solve the duals of (2.6PP1) and (2.6PP2) than the primals. Thus, The expressions for the dual of (2.6PP2) are entirely analogous. Note that the above quadratic program is quite simple when the number of constraints is small. When the dimension n of z is more than twice the number of constraints m (n >__ 2m), this quadratic program will be easier to solve (by means of the Lemke algorithm [4] ) than the linear program (2.6Z2). A similar statement holds in a comparison of (2.6Zl) with (2.6PP2). In this case, however, the abovementioned relation n >__ 2m can be replaced by n >_ 2N, where N is the cardinality of the set I(z, (2.8) THEOREM. Let {zi} be a sequence constructed by Algorithm (2.4) in solving (2.1), and suppose that Assumptions (2.2) are satisfied. Then, either {zi} is finite and its last element, , is the unique solution of(2.1), or else z as where is the unique solution of (2.1). Furthermore, if p6 {Z1, PP2} and {ei} is infinite, then ei 0 as . ei is defined here only for use in the proofs to follow. For a proof of this theorem, the reader is referred to [11] for p Z1, Z2, or, alternatively, to Polak [8] , where all these cases are considered. The proof for p PP1 follows trivially from the case of p Z2, while the proof for p PP2 can be obtained by suitably adapting the proof for the case p Z 1.
The following lemma (see [7] ) shows that under Assumptions (2.2), R-linear convergence in cost implies R-linear convergence in norm.
(2.9) LEMMA. Consider problem (2.1) and suppose that Assumptions (2.2) are satisfied. Suppose that in the process of solving (2.1), an algorithm constructs a sequence {zi}= 0 such that for some integer o O, there exist a y(0, 1) and a K > 0 satisfying (2.10)
where is the unique solution of(2.1). Then
where is as in (2.3) 3. The Zoutendijk procedure 1. We shall now consider Algorithm (2.4) when the direction-finding subprocedure Z1 is used. The results in this section will be seen to be qualitatively independent of the normalization set S used. In addition to Assumptions (2.2), we shall need the following one.
(3.1) Assumption. Let be the unique solution of (2.1). Then there exists a 3 > 0 such that if J c {0, 1, 2, ..., m} satisfies 0 J and 0 co {Vf()}jj, then 0 co {VfJ(z)}jj for all z {zl IIz 11 _-< t; fJ(z) <= 0, j 1, 2, ..., m}, where 0 denotes the zero vector in [R" and co denotes the convex hull of the set.
Thus, Assumption (3.1) states that there exists a 3 > 0 such that ifjj fdVfJ() 0, with/J >= 0 and ja/J 1, then for all feasible z satisfying IIz 11 _<t, there exist #J(z) >= 0, j J, with ja pJ(z) 1, such that jj #J(z)VfJ(z) 0
Since the solution of (2.1) is unique, Assumption (3.1) implies that Vf() 4= O. Assumption (3.1) will be satisfied when is a "vertex" of the constraint set C {zlfJ(z) <= 0, j 1, 2, m}, the gradients Vf(), j I(, 0), are linearly independent, and V f() 4= But S is a neighborhood of the origin and hence (3.9) implies that jju-JVfJ() 0, i.e. that 0 e co {VfJ()}jj, which contradicts our assumption that J e (). Consequently we must have nj() < 0 for all J e (), i.e., r/() < 0. Now, since the functions rls'C ", defined by (3.5), are continuous, and since by Assumption (3.1) there exists a 13 > 0 such that o() (z) for all z C, z ]1 _-< 3, we conclude that rl'C , defined by (3.4), is upper semicontinuous (u.s.c.) at . Now, by construction (see Step 4 of (2.4)), for 0, 1, 2,..., we have h(zi, ei) =< -e < 0 and hence, by comparing (2.6Z1) with (3.7), we must have J(zi, ) jr(z). Consequently, h(zi, el) < rl(zi) for all i, and hence (because r/is u.s.c.), for any e e (0, 1), there exists an integer io(e) such that for all/>= io(e), (3 (3.8) . We shall now show that for every i K there is a fiiUj, such that jj, fiVfJ(zg)= 0. First we recall that for K, e < eg_ 1, and hence, by construction of eg, we must have (3.18) 0 >= h(zi, 'i/fl) > 'i/fl" Since ei --+ 0 as --+ oo, for any e e (0, 1), there exists an integer i'(e) >_ io(e), such that -ei > r/()e for all > i;(e), where r/() is defined by (3.4) and io(e is as in (3.3) . Now, from the proof of Lemma (3.2) we conclude that given any e e (0, 1), and any e, > 0 we must have either h(zi, e) 0 in which case J(zi, e) (zi), or h(zi, e) < q(), for all io(). Since -e > q() for >__ i,() __> io(), we conclude that h(zi, e//) 0 for all e K, __> i(e). However, for this to be true, since h z i, min max u(Vf(zi), h), heS ueUji j= 0 there must exist a fii U j, such that s, VfJ(z) 0. Hence, returning to (3.17), we find that given any (0, 1), there exists an i'() such that (3.19) minfJ(z,) <= -fi[f(zi) fo()] for all K, >_ Let K" be an infinite subset of K' and at a subset of J(, 0) such that Ji J for all e K". It is not difficult to see that such a K" exists. Note that the set-valued map Fj'C 2 vs defined by f (3.21) F(zi) ue g uJVfJ(zi) 0 j=O is closed (see [1, p. 111]) and not empty for all e K". Hence, since j c J(, 0), z as , K", the set F() is a nonempty subset of the optimal multipliers at , i.e., We therefore conclude that, given any 0 e (0, 1) there exists an il(cZ) >= i'1() such that .., be defined as in Step 2 of (2.4Z1) (for z z, e ei). Then, because of convexity, for any/ 0 and 0, 1, 2, ..., (3.28) fJ(zi + #hi) <= fJ(zi) q-(VfJ(zi -Jr-#hi), hi), j O, 1, 2, .'., m.
Next, since zi , the unique solution of(2.1), and ei 0, given any a (0, 1), 4 there exists, by continuity, an integer i2(a) such that (3.29) IlVfJ(z / h31l _-< L/o, j O, 1, 2,..., m, for all i_>_ i2() and for all la[O, ei/(LW)l. Now, suppose that for some i2(), j { 1, 2, ..., m}, but j I (see (2.5) ). Then fJ(zi) ei Then, expanding the last expression of(3.31) to second order terms and making use of (3.32), (2.6Z1) and (3. Throughout this proof we assume that e (0, 1) is arbitrary, but fixed. Downloaded 12/09/15 to 134.157.2.151. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Again since ei 0 as v, we conclude from (3.35 ) that there exists an i4(00 --> i3(00 such that for all/__> i4(), (3.36) fO(zi+ 1) f(zi) <= LW We are now ready to make use of Lemma (3.11), where we set il(e) => i4(e). To conclude our discussion of the Zoutendijk procedure 1, we shall comment on the effect of the normalization set S on the rate of convergence. Thus, suppose that m 0 in (2.1) and that S {hi ]hi =< 1, 1, 2,..., n}. This is the most popular choice for S. Then Algorithm (2.4Z1) becomes a linearly convergent method of steepest descent, with the sup norm on R", for which a bound on the rate of convergence is given by (see [8] ) Note that the exponentiation constant (1 12/2(M)2n) 1 as n --. oo and hence that the algorithm may deteriorate as n, the number of variables in the problem, increases. In fact, this prediction of deterioration is supported by experimental (2.2) . Hence this algorithm does not appear to be of particular interest. We have not been able to obtain any results for
The Pironneau-Polak algorithms (2.4P1) and (2.4P2) were derived from Algorithms (2.4Z1) and (2.4Z2) by replacing the normalization set S {hi Ilhll _-< 1} by the added term 1/211hll 2 in the cost of the direction-finding subproblem. As we shall see, this modification results in linearly convergent algorithms. As we have already pointed out in 3, Algorithms (2.4PP1) and (2.4PP2) are insensitive to the number of variables in the problem and their direction-finding subproblems are usually easy to solve.
The rate of convergence of Algorithm (2.4PP1) follows directly from the rate of convergence of a modified method of centers using the same direction-finding Downloaded 12/09/15 to 134.157.2.151. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php subprocedure (2.6PP1), but which computes the step length by minimizing a distance function along the given direction. The relevant result is given by Theorem (3.20) in [7] and the following theorem is a straightforward corollary to it.
(4.1) THEOREM. Let {zi}=o be a sequence generated by Algorithm (2.4PP1) in solving (2.1), and suppose that Assumption (2.2) is satisfied. Then given any (0, 1), there exists an integer i() such that .27) Next, from (4.17), by adding and subtracting terms, we obtain that for all i>__ i2(), (4.22) f(zi+ x) fO(Zi-k{i)) <= 2L' 2L'
(1 + k(i))e_ ki). Combining (4.22) with (4.21) and (4.18), we finally obtain that for all >= i3(), [fO(Zi_kti) fO()] for all/__> i3(). Setting i() i3(), we can now obtain (4.4) from (4.24) in the same manner as we have obtained (3.25) from (3.39), which completes our proof.
5.
Conclusion. The results in this paper lead us to the following tentative rendering of the four algorithms considered. The Zoutendijk procedure 2 appears to be the least attractive one because of its poor rate of convergence. The algorithm (2.4PP1), which is a modification of the Zoutendijk procedure 2, has a good rate of convergence, but uses a direction-finding subproblem of unnecessarily large dimension. Thus, the real choice is between the Zoutendijk procedure 1 and our procedure (2.4PP2). When the number of "active" constraints is much smaller than the number of variables n ( <= n/2) and n is large, (2.4PP2) is clearly superior because then it has a much better rate of convergence as well as a simpler directionfinding, subprocedure. When the number of "active" constraints increases, the better rate of convergence of (2.4PP2) becomes offset by the increased number of operations needed to solve the direction-finding subproblem. Although the exact break point is difficult to estimate, it can be shown that when >= n, the Zoutendijk procedure 1 is clearly superior because of its simpler direction-finding subproblem, even though its rate may be quite bad compared to that of (2.4PP2). Algorithm (2.4PP2) is particularly useful for solving discrete optimal control problems with inequality constraints on the initial and final states and without any constraints on the controls. In such problems the number of variables n is usually very large (100-1000)while the number of constraints is small < 10). Furthermore, since the dual of(2.6PP2) is finite-dimensional, (2.4PP2) can be extended for solving continuous optimal control problems as well. This is not true of(2.4Z 1) nor (2.4Z2).
