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Resumen
Las cirug´ıas mı´nimamente invasivas no precisan de heridas importantes para acceder a la
zona del organismo que necesita ser operada, por lo que se han vuelto muy populares debido
a que reducen los riesgos t´ıpicos de una intervencio´n tradicional.
En el caso de las neurocirug´ıas, las tendencias recientes sugieren la utilizacio´n conjunta de
endoscop´ıa y ultrasonido, una te´cnica llamada Endoneurosonograf´ıa (ENS), como herra-
mienta de visualizacio´n en tiempo real de estructuras internas del cerebro, como tumores.
La informacio´n adquirida mediante esta te´cnica debe ser utilizada para generar un modelo
de representacio´n 3D de tumores que se actualice durante la cirug´ıa.
En este sentido, el modelado 3D con redes neuronales ofrece una ventaja, ya que la represen-
tacio´n puede desarrollarse en dos etapas: primero, una etapa de entrenamiento fuera de l´ınea,
que permite generar un modelo inicial del tumor a partir de informacio´n ENS preliminar.
Segundo, una etapa de entrenamiento en l´ınea, que permite ajustar el modelo de acuerdo a
la nueva informacio´n ENS recibida.
En este trabajo de investigacio´n, se presenta una metodolog´ıa de modelado 3D de tumores
cerebrales empleando endoneurosonograf´ıa y redes neuronales artificiales. Espec´ıficamente,
se analiza el uso de redes neuronales multicapa alimentadas hacia adelante (MLFFNN),
mapas auto–organizados (SOM) y redes neuronales gas (NGN). Se realizan pruebas expe-
rimentales de modelado 3D con objetos de realidad virtualizada como tumores cerebrales
fantasma, piezas arqueolo´gicas, rostros, frutas y botellas. Las tres arquitecturas neuronales
son comparadas en te´rminos de desempen˜o, costo computacional, tiempo de procesamiento,
conveniencia de la visualizacio´n y nu´mero de e´pocas de entrenamiento. Finalmente, se pre-
sentan resultados de modelado 3D de tumores sobre una base de datos ENS propia.
Palabras clave: Endoneurosonograf´ıa, endoscop´ıa, ultrasonido, adquisicio´n 3D, modelado
3D, redes neuronales
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Abstract
Minimally invasive surgeries do not require significant injuries for accessing the area of the
body that needs to be operated, so they have become very popular because they reduce the
typical risks with respect to traditional interventions.
In neurosurgery, recent trends suggest the joint use of endoscopy and ultrasound, a technique
called Endoneurosonography (ENS), for real–time visualization of brain structures, such as
tumors. The ENS information can be used to generate a 3D representation model of brain
tumors during surgery.
In this sense, 3D modeling using neural networks offers an advantage, since the representation
can be developed in two stages: the first one, an off–line training, which generates an initial
model of the tumor from preliminary ENS information. The second one, an on–line training,
which adjusts the model according to the new information received from the ENS equipment.
In this research, a methodology for 3D modeling of brain tumors using endoneurosonography
and artificial neural networks is presented. Specifically, the use of multi–layer feed–forward
neural networks (MLFFNN), self–organizing maps (SOM) and neural gas networks (NGN)
is studied. Experimental tests of 3D modeling are performed using virtualized reality objects
as “phantom” brain tumors, archaeological pieces, faces, fruits and bottles. The three neural
architectures are compared in terms of performance, computational cost, processing time,
displaying convenience and number of training epochs. Finally, the results of 3D modeling
of brain tumors from an ENS database are presented.
Keywords: Endoneurosonography, endoscopy, ultrasound, 3D acquisition, 3D modeling,
neural networks
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1. Introduccio´n
Las intervenciones mı´nimamente invasivas no precisan de heridas importantes para acceder a
la zona del organismo que necesita ser operada, esto hace que el postoperatorio sea ma´s corto,
menos doloroso, con una corta hospitalizacio´n y una ra´pida incorporacio´n a la vida normal.
Este tipo de intervenciones han tomado mucho auge en los u´ltimos an˜os debido a que reducen
los riesgos t´ıpicos de una intervencio´n tradicional. En los primero an˜os de aparicio´n de esta
te´cnica, el inconveniente era que no todos los o´rganos y tejidos del cuerpo pod´ıan ser operados
de esta manera debido a restricciones te´cnicas. Sin embargo, los continuos desarrollos en
herramientas quiru´rgicas y sistemas de visualizacio´n disminuyen estas limitaciones d´ıa a d´ıa.
En la actualidad, existen casi tantos tipos de cirug´ıas mı´nimamente invasivas como especia-
lidades quiru´rgicas, entre las cuales se destacan la angioscopia (vasos sangu´ıneos), artros-
copia (articulaciones), broncoscopia (bronquios y pulmones), colposcopia (vagina y u´tero),
endoscop´ıa digestiva, laparoscopia (cavidad abdominal), laringoscopia (laringe) y cirug´ıa
video-asistida en general. El caso en que los videos intra–operativos son combinados inter-
activamente y en tiempo real con ima´genes pre–operativas, se denomina Cirug´ıa Guiada por
Ima´genes.
En el caso de las neurocirug´ıas, las tendencias recientes sugieren la utilizacio´n conjunta de
ima´genes endosco´picas y de ultrasonido, una te´cnica llamada Endoneurosonograf´ıa (ENS),
como herramienta de apoyo al neurocirujano en la visualizacio´n de estructuras internas del
cerebro en escenarios intra–operativos.
Con las ima´genes endosco´picas, el neurocirujano puede ver lo que pasa al interior del cra´neo.
Sin embargo, no puede ver lo que pasa ma´s alla´ de las estructuras opacas, por lo que es
necesario complementar su uso con otras te´cnicas de imagenolog´ıa me´dica como resonancia
magne´tica (MRI), tomograf´ıa computarizada (CT), tomograf´ıa por emisio´n de positrones
(PET) o ultrasonido (US), siendo esta u´ltima la ma´s adecuada y econo´mica para escenarios
intra–operativos.
La Endoneurosonograf´ıa permite la adquisicio´n en tiempo real y en escenarios intra–operativos
de informacio´n 3D de estructuras cerebrales, tales como tumores, a partir de videos en-
dosco´picos y de ultrasonido. Esto significa que mientras el neurocirujano manipula el equipo,
durante la intervencio´n quiru´rgica, la informacio´n 3D que define la morfolog´ıa del tumor se
actualiza constantemente y debe ser empleada para actualizar un modelo de representacio´n.
En este sentido, el modelado tridimensional con redes neuronales ofrece una ventaja, ya que la
representacio´n puede desarrollarse en dos etapas: una etapa de entrenamiento fuera de l´ınea,
que permite generar un modelo inicial del tumor a partir de informacio´n ENS preliminar; y
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una etapa de entrenamiento en l´ınea, que permite ajustar el modelo de acuerdo a la nueva
informacio´n ENS recibida.
El objetivo de esta tesis es desarrollar un modelo de representacio´n tridimensional, basado en
redes neuronales artificiales, que permita la actualizacio´n de la forma de un tumor cerebral a
partir de informacio´n recibida de un equipo me´dico de endoneurosonograf´ıa. En este sentido,
el trabajo se divide en dos etapas: la primera, el desarrollo de una metodolog´ıa de adquisicio´n
de informacio´n tridimensional a partir del uso combinado de endoscop´ıa este´reo y ultrasonido
2D. La segunda, el desarrollo de una metodolog´ıa de modelado 3D basado en redes neuronales
artificiales.
Para la etapa de adquisicio´n, se utilizan te´cnicas de visio´n este´reo que permiten la cali-
bracio´n, rectificacio´n y reconstruccio´n del escenario intra–operativo visto por las ca´maras
endosco´picas. Las ima´genes de ultrasonido son empleadas para segmentar las estructuras ce-
rebrales de intere´s mediante te´cnicas de procesamiento morfolo´gico de ima´genes. Finalmente,
se aplica una metodolog´ıa de seguimiento espacio–temporal a la sonda de ultrasonido que
permite estimar su pose en el espacio 3D y localizar la informacio´n de los tumores dentro de
un espacio coordenado de referencia.
Para la etapa de modelado, se analiza el uso de redes neuronales multicapa alimentadas hacia
adelante (MLFFNN), mapas auto–organizados (SOM) y redes neuronales gas (NGN) para
el modelado 3D de tumores a partir de nubes de puntos 3D. Para comprobar las bondades
de estas te´cnicas de modelado, se realizan pruebas experimentales con objetos de realidad
virtualizada como tumores cerebrales fantasma, piezas arqueolo´gicas, rostros, frutas, botellas
y otros objetos.
Para el entrenamiento de la MLFFNN, se utilizan los algoritmos Levenberg–Marquardt (LM)
y Filtro de Kalman (KF). Se realizan pruebas de modelado utilizando la misma arquitectura
y los mismos conjuntos de entrenamiento y validacio´n para ambos me´todos de entrenamiento.
El Error Cuadra´tico Medio (ECM) es la medida de desempen˜o empleada. De acuerdo con los
resultados obtenidos, ambos me´todos presentan errores comparables, con una leve superio-
ridad del algoritmo LM. Sin embargo, para alcanzar un rendimiento dado, el entrenamiento
por KF requiere menos e´pocas de entrenamiento que LM, lo que indica una convergencia
ma´s ra´pida.
Para el entrenamiento de las arquitecturas auto–organizadas se emplea un esquema de apren-
dizaje competitivo no supervisado. En este tipo de redes, las neuronas se ajustan asinto´ti-
camente a la superficie del objeto.
Las tres arquitecturas neuronales son comparadas en te´rminos de desempen˜o, costo compu-
tacional, tiempo de procesamiento, conveniencia de la visualizacio´n y nu´mero de e´pocas de
entrenamiento. Los resultados experimentales demuestran que las arquitecturas neuronales
auto–organizadas son las ma´s adecuadas para la tarea de modelado 3D.
Para estudiar la posible aplicacio´n en tiempo real de los me´todos de modelado neuronal, el
algoritmo NGN es acelerado por hardware mediante una unidad de procesamiento gra´fico
(GPU). Para esta tarea, el algoritmo cla´sico NGN es implementado paralelamente en una
3GPU, y se compara con su implementacio´n serial en una Unidad Central de Procesamiento
(CPU). Los resultados computacionales indican que el proceso acelerado es ma´s veloz cuando
se trabaja con redes neuronales con ma´s de 104 neuronas.
Este documento esta´ organizado como sigue. En el Cap´ıtulo 2 se hace una revisio´n del estado
del arte de las te´cnicas de imagenolog´ıa me´dica, aplicadas a la cirug´ıa mı´nimamente invasi-
va, y del modelado tridimensional de objetos de realidad virtualizada. En el Cap´ıtulo 3 se
explica la metodolog´ıa de adquisicio´n de informacio´n 3D de estructuras internas del cerebro
empleando endoneurosonograf´ıa, se describe el montaje experimental, las caracter´ısticas del
laboratorio y se presentan resultados de adquisicio´n con tumores cerebrales fantasma. En el
Cap´ıtulo 4 se presenta un esquema de modelado 3D de objetos de realidad virtualizada me-
diante computacio´n neuronal, se realizan comparaciones entre las arquitecturas MLFFNN,
SOM y NGN, y se muestran los resultados de modelado utilizando objetos de realidad vir-
tualizada adquiridos con diferentes sensores. En el Cap´ıtulo 5 se describe la implementacio´n
acelerada por hardware del algoritmo NGN con el fin de explorar la posibilidad del modela-
do tridimensional en tiempo real. En el Cap´ıtulo 6 se presentan resultados de modelado 3D
sobre una base de datos endoneurosonogra´fica propia. Finalmente, en el Cap´ıtulo 7 se dan
conclusiones sobre el trabajo y se indican las tendencias para la investigacio´n futura.
La Figura 1-1 muestra un diagrama de bloques que esquematiza el trabajo desarrollado en
esta tesis.
Figura 1-1.: Esquema de modelado 3D usando endoneurosonograf´ıa y redes neuronales

2. Revisio´n de la literatura
2.1. Estado del arte: imagenolog´ıa me´dica
Recientes tendencias en cirug´ıa cerebral mı´nimamente invasiva han sugerido el uso conjunto
de endoscop´ıa y ultrasonido para hacer reconstrucciones tridimensionales de las estructuras
internas del cerebro, una te´cnica llamada Endoneurosonograf´ıa (ENS) [95]. Las ima´genes
endosco´picas son un componente esencial ya que permiten al neurocirujano ver lo que pa-
sa al interior del cra´neo. Sin embargo, las ima´genes endosco´picas no permiten ver lo que
pasa ma´s alla´ de las estructuras opacas, por lo cual es necesario utilizar te´cnicas como
resonancia magne´tica (MRI), tomograf´ıa computarizada (CT), tomograf´ıa por emisio´n de
positrones (PET) o ultrasonido (US), siendo esta u´ltima la ma´s adecuada para escenarios
intra–operativos [77].
2.1.1. Ima´genes endosco´picas
En los u´ltimos an˜os, la deteccio´n y el tratamiento del ca´ncer ha demandado la atencio´n de
los investigadores de todo el mundo, debido a la alta proliferacio´n de la enfermedad y a
que un diagno´stico temprano puede aumentar la probabilidad de e´xito de los tratamientos
existentes. Existen diferentes te´cnicas de imagenolog´ıa me´dica que ayudan a la deteccio´n de
este tipo de patolog´ıas, siendo la endoscop´ıa una de las que ha tenido mayor crecimiento
en los u´ltimos an˜os debido a su precisio´n, mı´nima invasio´n y su uso como herramienta de
tratamiento en las etapas tempranas de la lesio´n [41].
En 1949, Uji y otros [48] desarrollaron en la Universidad de Tokio la primera ca´mara ga´strica
para aplicaciones cl´ınicas. Un an˜o ma´s tarde, Olympus Corp. desarrollo´ el primer endosco´pico
ga´strico comercial. En 1983, Welch–Allyn Inc. comercializo´ el primer video–endoscopio, y
desde entonces muchas compan˜´ıas se han dedicado a la fabricacio´n de diversos tipos de
endoscopios con mejores materiales de fabricacio´n, mayor calidad de la imagen y ma´s larga
durabilidad.
El diagno´stico mediante ima´genes endosco´picas consiste en detectar anormalidades en el
color, la forma y la superficie del tejido, considerando la historia cl´ınica del paciente. Los
me´dicos deben tener la suficiente experiencia para diagnosticar, mediante la observacio´n, el
tipo de anomal´ıa, el nivel de invasio´n y la posibilidad de meta´stasis. Si la lesio´n es identificada
como un tumor, debe elegirse tratamiento por cirug´ıa, quimioterapia, radioterapia o terapia
endosco´pica.
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En 2005, Olympus Corp. lanzo´ el primer endoscopio multifuncional con alternativas de vi-
sualizacio´n que facilitan la tarea del me´dico realzando regiones de intere´s mediante el uso
de diferentes iluminaciones, entre las que se encuentran iluminacio´n blanca, iluminacio´n
fluorescente, iluminacio´n de banda angosta e iluminacio´n infrarroja [106, 58].
En el trabajo de Darabi y otros [27], se presenta una te´cnica de visualizacio´n llamada en-
doscop´ıa simulada en la que se genera un escenario neuro–quiru´rgico virtualizado a partir
de informacio´n endosco´pica. Esta te´cnica es una manera intuitiva de presentar informacio´n
tridimensional para apoyar la planeacio´n de neurocirug´ıas; sin embargo, los expertos me´dicos
deben ser cuidadosos y en lo posible tener algu´n conocimiento sobre reconstruccio´n 3D para
saber reconocer las limitaciones de la te´cnica.
2.1.2. Ima´genes de ultrasonido
Los esca´neres me´dicos de ultrasonido son sistemas no invasivos, ra´pidos, seguros, y de relativo
bajo costo que se han convertido en una de las herramientas de diagno´stico ma´s utilizadas
en los hospitales modernos.
Las ima´genes de ultrasonido se obtienen exponiendo parte del cuerpo a ondas acu´sticas
de alta frecuencia para producir ima´genes del interior del organismo a partir del feno´meno
de reflexio´n. Los exa´menes por ultrasonido no utilizan radiacio´n ionizante, por lo que no
representan riesgo para el paciente. Debido a que las ima´genes por ultrasonido se capturan
en tiempo real, pueden mostrar la estructura y el movimiento de los o´rganos internos del
cuerpo, as´ı como tambie´n la sangre que fluye por los vasos sangu´ıneos. Estas ima´genes son
en general pruebas cl´ınicas no dolorosas que ayudan al diagno´stico y tratamiento de muchas
enfermedades.
Su aplicacio´n ma´s conocida son la ecograf´ıas prenatales, sin embargo, existe un amplio rango
de aplicacio´n, como por ejemplo la deteccio´n de tumores y anomal´ıas arterio–venosas en
varias partes del cuerpo, incluido el cerebro. Estas patolog´ıas se identifican como manchas o
regiones irregulares en la imagen entregada por el esca´ner. Cuando el neurocirujano analiza
estas ima´genes, realiza su diagno´stico con base, entre muchas otras variables, en la geometr´ıa,
la velocidad y la forma de crecimiento de la regio´n. Esta tarea puede apoyarse efectivamente
utilizando te´cnicas de procesamiento digital de ima´genes e inteligencia artificial [95].
Un tipo especial de imagen de ultrasonido, llamada ultrasonido Doppler, evalu´a la sangre
mientras circula por los vasos sangu´ıneos, lo que permite diagnosticar, por ejemplo, anomal´ıas
arterio–venosas.
Para el tratamiento y diagno´stico de tumores cerebrales existe un tipo espec´ıfico de ultraso-
nido llamado ultrasonido enfocado de alta intensidad (HIFU), cuya frecuencia se ubica entre
250 kHz y 2 MHz, que permite estudiar y tratar zonas espec´ıficas del cerebro sin afectar
otras regiones que no son de intere´s [57, 44].
Las ima´genes de ultrasonido son muy sensibles al ruido, lo que las hace dif´ıciles de interpretar
comparadas con otras te´cnicas de imagenolog´ıa me´dica. Sin embargo, presentan la ventaja
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de ser mucho ma´s econo´micas y no tener efectos secundarios como las ima´genes MRI y las
ima´genes de rayos X (RX), lo que representa una potencialidad para su uso masivo en el
tratamiento y diagno´stico de diversas enfermedades. El e´xito de este tipo de ima´genes esta´ en
la aplicacio´n de un preprocesamiento adecuado [121].
Una de las aplicaciones de las ima´genes de ultrasonido es el diagno´stico de anomal´ıas ce-
rebrales como tumores y trastornos arterio–venosos. Con un preprocesamiento adecuado de
las ima´genes, las regiones donde se encuentran estos trastornos pueden ser segmentadas y
sus contornos pueden ser extra´ıdos [57, 44].
2.2. Estado del arte: modelado 3D
En el modelado 3D existen dos enfoques principales: a) el primero, llamado realidad virtual,
que se refiere a la construccio´n de modelos artificiales de objetos reales o imaginarios para
aplicaciones en videojuegos, disen˜o visual, disen˜o industrial, desarrollo de prototipos, entre
otros; b) el segundo, llamado realidad virtualizada, sobre el que se enfoca este trabajo, con-
siste en desarrollar modelos de objetos reales cuya informacio´n es adquirida mediante visio´n
estereosco´pica, esca´neres de rango, ENS, entre otros. La diferencia radica en que los modelos
de realidad virtualizada utilizan informacio´n 3D proveniente directamente del mundo real
(adquirida mediante sensores f´ısicos), mientras que en la realidad virtual, la informacio´n uti-
lizada para generar el modelo podr´ıa no provenir del mundo real y ser producto u´nicamente
de la imaginacio´n y el talento del disen˜ador.
Con el ra´pido avance de los sistemas de gra´ficos computacionales (tarjetas aceleradoras,
memorias de mayor capacidad y procesadores ma´s veloces), en los u´ltimos an˜os se han
desarrollado una gran variedad de te´cnicas para el modelado 3D de objetos en entornos
de realidad virtualizada. Algunos de ellos son: Sistemas masa–resorte, mallas de pol´ıgonos,
parches parame´tricos, geometr´ıa so´lida constructiva (CSG), me´todos de elementos finitos
(FEM), modelos impl´ıcitos y redes neuronales. A continuacio´n se hace una breve resen˜a
bibliogra´fica de cada una de ellas.
2.2.1. Sistemas masa–resorte
Los modelos basados en sistemas masa–resorte son una manera simple de modelar objetos
deformables a partir de un sistema dina´mico completamente caracterizado. Estos modelos
son fa´ciles de construir y pueden ser animados ma´s sencillamente que los modelos basados en
pol´ıgonos. Una de las principales aplicaciones es la animacio´n de rostros humanos, mediante
modelos masa–resorte que emulan las tres capas principales del tejido blando: mu´sculo,
tejido graso y epidermis. Adicionalmente, estos modelos son extensos pero simples, por lo
que pueden realizarse simulaciones en tiempo real empleando hardware acelerador gra´fico
[37].
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Los inconvenientes de este tipo de sistemas son: a) proveen una aproximacio´n discreta de lo
que realmente ocurre en un cuerpo continuo, por lo que su precisio´n depende del nu´mero
de elementos de representacio´n empleados; b) el comportamiento del modelo depende del
nu´mero y valores de masa y constante ela´stica usadas en cada elemento de representacio´n,
y estos valores generalmente no son fa´ciles de deducir a partir de la observacio´n y la expe-
rimentacio´n; c) ciertas caracter´ısticas f´ısicas de objetos de volumen incompresible y objetos
con superficies delgadas resistentes a la curvatura no pueden ser representadas; y, d) los
sistemas masa–resorte exhiben problemas cuando se quieren modelar objetos r´ıgidos, ya que
en ese caso la constante ela´stica de los resortes debe ser alta, lo que genera inestabilidad en
los algoritmos nume´ricos que se emplean para solucionar el modelo [4].
En la Figura 2-1 se muestra una porcio´n de un modelo masa–resorte presentado en [37]. Las
conexiones entre resortes ejercen fuerzas sobre todos los vecinos cuando alguna de las masas
es desplazada de su posicio´n original.
Figura 2-1.: Modelo masa–resorte. Tomado de [37]
2.2.2. Modelos basados en pol´ıgonos
Modelar objetos tridimensionales por pol´ıgonos es una de las metodolog´ıas ma´s populares en
la actualidad. Consiste en aproximar la superficie de un objeto por medio de una malla de
figuras geome´tricas cerradas, generalmente tria´ngulos. En este sentido, es posible aproximar
cualquier superficie con la exactitud deseada. Las desventajas de esta te´cnica surgen cuando
se desean modelar objetos de forma compleja, debido a que la precisio´n esta´ directamente
relacionada con el nu´mero de pol´ıgonos que se deben emplear, por lo que es comu´n encontrar
aplicaciones donde se emplean cientos de miles de pol´ıgonos [32]. Este problema influye en
el costo computacional, el tiempo de visualizacio´n y los requerimientos de los equipos de
co´mputo. En la Figura 2-2 se observa un ejemplo de modelado 3D utilizando pol´ıgonos
(tria´ngulos). No´tese que este tipo de modelos requieren un algoritmo previo (como el me´todo
de triangulacio´n de Delaunay [16]) que defina los tria´ngulos a emplear por el modelo, los
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cuales deben ser recalculados ante la llegada de nuevos datos.
(a) Nube de puntos (b) Modelos basado en pol´ıgonos
Figura 2-2.: Modelado de una nube de puntos utilizando pol´ıgonos
2.2.3. Geometr´ıa so´lida constructiva (CSG)
La geometr´ıa so´lida constructiva (CSG) se basa en el principio de que cualquier estructura
geome´trica puede ser representada como la combinacio´n de figuras ma´s simples [15]. El
procedimiento consiste en combinar objetos de geometr´ıa primitiva mediante operaciones de
unio´n, interseccio´n y diferencia. Este procedimiento puede escribirse con topolog´ıa de a´rbol
de decisio´n, donde los nodos representan las formas ba´sicas (esferas, cilindros, cubos, etc.),
y las ramificaciones representan las operaciones.
En el trabajo de Goldfeather y otros [40], se describen un conjunto de algoritmos para el
modelado de objetos 3D usando CSG y representacio´n de vecindarios. Su desventaja es
que requieren gran cantidad de memoria, mientras que la ventaja es que pueden emplear
informacio´n de color para la representacio´n.
En el trabajo de Breen y otros [13], se presenta una metodolog´ıa para convertir modelos
volume´tricos CSG en modelos de distancia formados por una base de datos donde se alma-
cenan las distancias ma´s cortas entre cada objeto de representacio´n CSG y la superficie del
objeto. Este tipo de datos es muy u´til en diversas aplicaciones gra´ficas, tales como repre-
sentacio´n 3D de informacio´n proveniente de esca´neres MRI y CT, evaluacio´n de superficies,
transformaciones afines y “morphing”.
En la Figura 2-3 se muestra un ejemplo de modelado tridimensional empleando geometr´ıa
so´lida constructiva.
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(a) (b)
Figura 2-3.: Modelado 3D usando geometr´ıa so´lida constructiva. Tomado de [13]
2.2.4. Me´todo de elementos finitos (FEM)
Los me´todos basados en elementos finitos son usados para encontrar aproximaciones de
una funcio´n continua que satisfaga alguna expresio´n de equilibrio, como por ejemplo una
expresio´n de deformacio´n. En FEM, un objeto se divide en puntos discretos unidos por nodos,
luego se calcula una funcio´n que resuelva la ecuacio´n de equilibrio para cada elemento, y su
solucio´n es modificada de acuerdo al vecindario de cada elemento hasta que se cumpla la
condicio´n de continuidad [37].
Una de las principales ventajas de este me´todo es la versatilidad, debido a la variedad de
objetos que pueden ser modelados. Tradicionalmente, FEM ha sido aplicado con e´xito al
modelado de materiales r´ıgidos como metales, donde la deformacio´n se limita al 1 % de las
dimensiones del metal [18]; pero tambie´n ha sido aplicado al modelado de tejidos musculares,
donde la deformacio´n puede ser ma´s del 100 % de las dimensiones iniciales del mu´sculo [43].
El uso de FEM ha estado limitado por los requerimientos computacionales de los algoritmos
desarrollados. En particular, existen dificultades te´cnicas cuando se desean realizar modelos
en tiempo real. Esto se debe a que los vectores de fuerza y las matrices de masa y rigidez
se calculan mediante integracio´n nume´rica sobre el objeto, las cuales, en teor´ıa, deben se
recalculan ante cada deformacio´n del objeto. Este reca´lculo es costoso computacionalmente,
y en muchas de las aplicaciones reales se prefiere asumir que los objetos presentan pequen˜as
deformaciones para evitar dicho ca´lculo.
En el trabajo de Jaramillo y otros [59], se presenta una metodolog´ıa de alineamiento y
comparacio´n de modelos tridimensionales aplicada a la inspeccio´n de piezas manufacturadas
en la industria. El me´todo propuesto utiliza FEM para estimar la deformacio´n f´ısica del
modelo real con respecto al modelo de referencia, y funciones de base radial (RBF) para
acelerar el proceso y abrir la posibilidad de la inspeccio´n en tiempo real.
En la Figura 2-4 se muestra el modelado 3D de dos objetos simples empleando el me´todo
de elementos finitos. En la Figura 2-4a se muestra un tetraedro representado mediante
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4 elementos, y en la Figura 2-4b se muestra un paralelep´ıpedo representado mediante 20
elementos.
(a) Tetraedro: 4 elementos (b) Paralelep´ıpedo: 20 elementos
Figura 2-4.: Modelado 3D empleando FEM. Tomado de [37]
2.2.5. Subdivisio´n espacial: voxelizacio´n
Esta te´cnica consiste en dividir el espacio tridimensional en cubos elementales llamados
vo´xeles, donde cada uno es etiquetado como lleno o vac´ıo de acuerdo a la forma del objeto
que se desea representar. Esta representacio´n es costosa computacionalmente, y su precisio´n
depende del volumen de los vo´xeles seleccionados; sin embargo, es una de las te´cnicas de
representacio´n ma´s popular, y existen modificaciones al algoritmo original que ofrecen un
ra´pido renderizado [91].
En el trabajo de Steinbach y otros [105], se presenta una metodolog´ıa para reconstruir objetos
del mundo real empleando vo´xeles extendidos; la representacio´n mı´nima de un vo´xel es un
punto, y es la representacio´n que menor costo computacional demanda, pues solo se requiere
conocer las coordenadas espaciales de su centro; sin embargo, presenta problemas de oclusio´n
y huecos cuando se desean implementar representaciones volume´tricas.
En el trabajo de Lin y otros [70], se propone una metodolog´ıa llamada cubos marchantes para
renderizar superficies 3D a partir de informacio´n volume´trica; la renderizacio´n superficial es
un te´cnica de visualizacio´n en la que solo intervienen los vo´xeles ma´s externos del objeto, es
decir, aquellos que son visibles y so´lo representan su superficie. En general, esta metodolog´ıa
presenta 3 desventajas principales: a) La renderizacio´n demanda mucho tiempo debido a
la cantidad de cubos requeridos; b) Durante la combinacio´n de vo´xeles adyacentes pueden
producirse superficies erro´neas debido a las diferentes configuraciones de vo´xeles (existen 15
configuraciones diferentes); y, c) Es posible que aparezcan huecos en la representacio´n debido
a problemas de continuidad en vo´xeles vecinos.
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En la Figura 2-5 se muestran ejemplos de modelado tridimensional empleando voxelizacio´n.
Estas ima´genes fueron tomadas de [71].
(a) (b) (c)
Figura 2-5.: Modelado 3D usando voxelizacio´n. Tomado de [71]
2.2.6. Representaciones impl´ıcitas
La representacio´n impl´ıcita de objetos tridimensionales consiste en definir el objeto por
medio de una expresio´n matema´tica impl´ıcita, como por ejemplo, una esfera, un cono o
un paraboloide. La desventaja de esta representacio´n es que solo un nu´mero limitado de
formas pueden representarse mediante expresiones matema´ticas, por lo que su aplicacio´n
en casos reales es limitada. La ventaja es que los modelos generados pueden manipularse y
transformarse fa´cilmente [9].
En el trabajo de Liu y otros [72], se presenta un me´todo para representacio´n de superficies
impl´ıcitas a partir de una nube de puntos tridimensionales. La metodolog´ıa consiste en hallar
una funcio´n continua φ(x, y, z), que represente la superficie envolvente de la nube de puntos
a partir de la minimizacio´n de un funcional de energ´ıa.
En el trabajo de Ardon y otros [3], se introduce una metodolog´ıa de segmentacio´n basada
en bordes mediante aproximaciones impl´ıcitas de objetos 3D aplicada a ima´genes me´dicas.
Esta representacio´n es una extensio´n 3D del me´todo de segmentacio´n llamado contornos
activos o “snakes”, el cual se compone de una curva parame´trica deformable que se ajusta
progresivamente a un contorno [62]; en la extensio´n 3D de este me´todo, se trabaja con una
superficie parame´trica deformable, por lo que su costo computacional es mayor.
En la Figura 2-6 se muestran ejemplos de modelado tridimensional empleando representa-
ciones impl´ıcitas. Estas ima´genes fueron tomadas de [72].
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(a) (b) (c)
Figura 2-6.: Modelado 3D usando representaciones impl´ıcitas. Tomado de [72]
2.2.7. Contornos/Superficies activas (“snakes”)
Kass y otros en [62] introdujeron el concepto de contornos activos o “snakes” para resolver
diferentes problemas en visio´n de ma´quina y ana´lisis de ima´genes. Las “snakes” son cur-
vas deformables empleadas para definir contornos o para hacer seguimiento de objetos en
movimiento en secuencias de ima´genes. Las “snakes” responden interactivamente a fuerzas
internas que se resisten al estiramiento y a la curvatura, a fuerzas externas definidas por las
caracter´ısticas de la imagen, y a fuerzas definidas por el usuario.
Las “snakes” pueden ser entendidas como un modelo matema´tico de una curva deformable
construida de un material flexible [7, 66]. En el campo del procesamiento de ima´genes, una
“snake” es un contorno activo que puede cambiar su forma dina´micamente para acoplarse
a los bordes de un objeto determinado. Estos contornos se componen de puntos de control,
llamados “snaxels”, que se van moviendo hasta encontrar el mejor acople con el contorno
real, como se muestra en la Figura 2-7. Finalmente, mediante un proceso de optimizacio´n,
la geometr´ıa de la “snake” se modifica hasta obtener el contorno del objeto analizado.
Si v(s) es la posicio´n parametrizada de la “snake”, la fuerza de deformacio´n interna se expresa
como se muestra en la Ecuacio´n 2-1
V =
1
2
∫ [
α (s)
∥∥∥∥dv(s)ds
∥∥∥∥2 + β (s)∥∥∥∥d2v(s)ds2
∥∥∥∥2
]
ds (2-1)
La primera y segunda derivada corresponden a las deformaciones axiales y de curvatura,
respectivamente, y los para´metros α(s) y β(s) son sus ponderaciones. Por ejemplo, al hacer
β(s0) = 0 se permite que la “snake” tome forma de esquina en el punto s0.
La fuerza externa, definida por la imagen, se integra sobre la longitud de la “snake” y
la atrae hacia las regiones de intere´s. Una de las fuerzas externas ma´s empleadas es el
gradiente de la imagen. Con el objetivo de evitar mı´nimos locales en el camino a la solucio´n
deseada, el usuario define las fuerzas aplicadas con base en su conocimiento a priori de la
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Figura 2-7.: Superficie activa (“snake”). Las flechas indican el movimiento de cada punto
de control (“snaxel”) hacia los bordes del objeto analizado
regio´n. Para una solucio´n nume´rica, la “snake” se discretiza como un conjunto de puntos
{vi} parametrizados a lo largo de la curva. La deformacio´n se simula empleando te´cnicas de
integracio´n de Euler que intentan minimizar la energ´ıa total del contorno activo.
Los contornos activos 2D han sido generalizados como superficies activas y volu´menes activos.
Estas extensiones permiten aplicaciones 3D de segmentacio´n de superficies, ajuste de modelos
y seguimiento de regiones de intere´s. Una de las aplicaciones ma´s comunes es la imagenolog´ıa
me´dica [96].
En la Figura 2-8 se muestra un ejemplo de modelado 3D empleando la metodolog´ıa de
superficies activas expuesta en [69].
Figura 2-8.: Superficie activa. (a) Objeto a modelar. (b) Inicializacio´n de la “snake”. (c)
Resultado despue´s de 20 iteraciones. (e) Resultado despue´s de 40 iteraciones.
Tomado de [69]
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2.2.8. Parches parame´tricos
Son modelos netamente geome´tricos que computan la forma y el movimiento de objetos
deformables. Generalmente, este tipo de te´cnicas son eficientes computacionalmente, pero
dependen de la habilidad del disen˜ador o del usuario, y su comportamiento no obedece a
principios f´ısicos.
En el disen˜o asistido por computador (CAD), los disen˜adores necesitan definir nume´rica-
mente curvas y superficies para construir la geometr´ıa de objetos, pero tambie´n requieren
me´todos intuitivos que permitan refinar esos objetos. Las “splines” o los parches parame´tricos
han surgido como una de las te´cnicas ma´s populares de modelado geome´trico. Estos me´to-
dos permiten representar curvas 2D y 3D, as´ı como tambie´n parches 2D para especificar
superficies 3D.
En estas representaciones, la curva (o la superficie) se define por un conjunto de puntos
de control. El usuario debe ajustar el modelo a la forma del objeto moviendo los puntos
de control, agregando puntos, quitando puntos, o modificando su ponderacio´n dentro del
modelo. Estos ajustes deben realizarse con base en la habilidad del usuario o en algu´n
criterio de error.
La representacio´n de objetos mediante estos me´todos es computacionalmente eficiente y
permite modificacio´n interactiva debido a los para´metros de control. Sin embargo, este nivel
de control puede ser una desventaja, pues la modificacio´n precisa de la forma del objeto
puede ser laboriosa debido a que cualquier cambio implica el ajuste de muchos puntos de
control [5, 29].
2.2.8.1. Parches parame´tricos bi–cu´bicos (“b–splines”)
Es un me´todo muy similar al de los pol´ıgonos, con la diferencia que no se utiliza una malla de
superficies planas sino que se emplean superficies curvas para construir la malla de represen-
tacio´n del objeto. Cada superficie es representa por una expresio´n matema´tica parametrizada
que indica su curvatura y posicio´n en el espacio tridimensional. Al igual que el me´todo de
pol´ıgonos, es costoso computacionalmente y requiere largos tiempos de renderizado; adema´s,
presenta un problema de continuidad debido a la unio´n entre los parches [109], lo que genera
una condicio´n adicional en el proceso de ajuste.
Los parches parame´tricos bi–cu´bicos o “b–splines” consisten en definir una superficie pa-
rame´trica que se ajuste a una nube de puntos dada. Esta te´cnica es una de las ma´s deseables
en el tratamiento de ima´genes me´dicas debido a su continuidad, suavidad en las fronteras,
controlabilidad local y compatibilidad con transformaciones afines. Sin embargo, su uso au´n
no es aceptado ampliamente debido a las dificultades que existen para elegir los para´metros
topolo´gicos del modelo a partir de una nube puntos sin ordenar. En [17] se presenta una me-
todolog´ıa de modelado de superficies 3D basada en “b–splines” que soluciona parcialmente
este problema mediante la seleccio´n anal´ıtica de puntos de control.
En el trabajo de He y Qin [51], se presenta una te´cnica de reconstruccio´n 3D basada en super-
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ficies “b–splines” triangulares. La diferencia de esta te´cnica con los algoritmos tradicionales,
es que evita los complicados procedimientos de ajuste entre parches, pues esta metodolog´ıa
se basa en una triangulacio´n previa para la generacio´n de parches con continuidad Cn−1 en
las regiones suaves y continuidad C0 en las esquinas, por lo que el usuario solo debe especifi-
car el orden n del parche y el error de ajuste . Una ventaja importante es que la adaptacio´n
de los parches se realiza mediante la optimizacio´n de una funcio´n de costo.
En la Figura 2-9 se muestra un ejemplo de modelado tridimensional empleando “b–splines”
triangulares.
(a) Triangulacio´n tradicional (b) Modelo “b–spline” (c) Tria´ngulos “b–spline”
Figura 2-9.: Modelado 3D usando “b–splines” triangulares. Tomado de [51]
2.2.9. Redes neuronales artificiales
Las redes neuronales ofrecen una solucio´n al problema de modelado tridimensional que re-
quiere muy poco espacio de almacenamiento, brinda buena precisio´n, no requiere conoci-
miento a priori del objeto que se desea modelar, y permite fa´cil manipulacio´n mediante
operaciones de traslacio´n, rotacio´n, escalamiento y deformacio´n [93, 21, 24]. Sin embargo,
tienen alto costo computacional debido al entrenamiento y a la inexistencia de una teor´ıa
bien definida para determinar la arquitectura o´ptima que debe tener la red [19, 23, 22, 20].
En la Figura 2-10 se muestra un diagrama de bloques que representa el proceso de modelado
mediante redes neuronales.
Figura 2-10.: Esquema de modelado 3D utilizando redes neuronales
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En el trabajo de Liu y otros [73], se presenta una metodolog´ıa de reconstruccio´n super-
ficial basada en Redes Neuronales de Base Radial (RBF–NN) y superficies parame´tricas
“b-splines”. La superficie se construye a partir de una nube de puntos 3D que corresponden
al volumen que ocupa el objeto en el espacio. El primer paso consiste en ordenar la nube
de puntos mediante una RBF–NN; despue´s se genera un modelo matema´tico a partir de la
combinacio´n lineal de la funcio´n radial y los coeficientes de la capa oculta; finalmente, se
utilizan los para´metros del modelo matema´tico para definir una superficie “b-spline”.
En el trabajo de Yang y otros [120], se presenta una metodolog´ıa de modelado 3D basa-
do en procesamiento de ima´genes y redes neuronales, cuyo objetivo es la inspeccio´n o´ptica
automa´tica de la calidad de la soldadura en tarjetas electro´nicas. La arquitectura utiliza-
da es una red neuronal multicapa entrenada mediante el algoritmo de retro–propagacio´n
(MLFFNN), cuyas entradas son caracter´ısticas globales de la imagen ante diferentes condi-
ciones y fuentes de iluminacio´n (niveles de gris, bordes y me´tricas estad´ısticas); las salidas
de la red son los pesos correspondientes a las regiones presentes en la imagen, de forma
que se puede construir la superficie 3D. La validacio´n del me´todo se realiza comparando
los resultados del modelado MLFFNN contra el me´todo tradicional de inspeccio´n la´ser. La
exactitud del modelo fue en promedio del 90 %.
En el trabajo de Cretu y otros [24], se presenta un esquema para la medicio´n y represen-
tacio´n de objetos tridimensionales deformables sin conocimiento a priori de su forma y/o
composicio´n. La solucio´n propuesta combina las ventajas de las redes neuronales gas (NGN)
y las redes neuronales multicapa (MLFFNN) para desarrollar un modelo capaz de ajustarse
a la forma 3D del objeto y modelar sus caracter´ısticas ela´sticas. Adicionalmente, las redes
neuronales ofrecen salidas continuas que evitan el uso de me´todos de interpolacio´n cuando
los patrones de entrada sean observaciones no presentes en el conjunto de entrenamiento
de la red, y tienen potencial para usarse en aplicaciones en tiempo real debido a sus cor-
tos tiempo de respuesta, siempre y cuando se realice un adecuado entrenamiento fuera de
l´ınea de la red. La informacio´n geome´trica del objeto se obtiene mediante un esca´ner la´ser.
Por medio de una NGN se genera un modelo comprimido de la nube de datos de entrada.
Durante el entrenamiento, los nodos de la red codifican la geometr´ıa del objeto movie´ndose
asinto´ticamente hacia los puntos del espacio de entrada de acuerdo a la densidad de la nube
de puntos. Este tipo de modelado garantiza un mayor nu´mero de nodos de representacio´n
en las zonas de mayor densidad de puntos y en las regiones de mayor variacio´n en la forma
geome´trica del objeto, por lo que no solo se genera una identificacio´n de los puntos relevantes
de los datos de entrada, sino que tambie´n es posible determinar agrupaciones de puntos con
caracter´ısticas geome´tricas similares [20].
En [96] se presenta una aproximacio´n de superficies basada en redes neuronales auto–
organizadas e informacio´n de gradiente dentro del enfoque del a´lgebra geome´trica. Esta
metodolog´ıa se aplica a una nube de puntos con el fin de encontrar una superficie que los
aproxime. Para seleccionar los patrones de entrada que sirvan de conjunto de entrenamien-
to para la red, se emplea informacio´n del Vector de Flujo Gradiente Generalizado (GGVF),
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mientras que los para´metros de la red representan diversas transformaciones en el espacio del
algebra geome´trica, lo que facilita transformaciones y deformaciones del modelo generado.
En el trabajo de Piastra [92], se presenta una red neuronal auto–organizada llamada SOM
adaptativo (SOAM) para reconstruir curvas y superficies en el espacio 3D. Este algoritmo es
una modificacio´n del algoritmo cla´sico NGN que hace que la topolog´ıa de la red sea curvada
o superficial dependiendo de la dimensio´n del espacio de entrada. Este tipo de redes retiene
la simplicidad computacional de los SOM ya que no requiere ca´lculos matema´ticos de alta
complejidad, sin embargo, por tratarse de una te´cnica en desarrollo, au´n no se han aclarado
la totalidad de sus fundamentos teo´ricos en cuanto a la convergencia del algoritmo ante datos
de entrada defectuosos.
En la Figura 2-11 se muestra un ejemplo de modelado tridimensional empleando redes
neuronales gas crecientes. Estas ima´genes fueron tomadas de [33].
Figura 2-11.: Modelado 3D usando redes neuronales gas crecientes. Tomado de [33]
2.2.10. Resumen
La comparacio´n entre las te´cnicas descritas anteriormente se puede hacer en te´rminos de
precisio´n, datos requeridos para el modelado, tipo de representacio´n continua, complejidad
computacional y espacio de almacenamiento en disco.
La precisio´n de los modelos basados en pol´ıgonos y vo´xeles depende de la cantidad de ele-
mentos utilizados, donde debe existir un compromiso entre la precisio´n deseada y el costo
computacional. En general, las representaciones de este tipo presentan una complejidad baja.
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Los modelos basados en sistemas masa–resorte son fa´ciles de construir y pueden ser animados
ma´s sencillamente que los modelos basados en pol´ıgonos. El problema es que su precisio´n
depende del nu´mero de elementos de representacio´n y los valores de masa y elasticidad usados
en cada uno.
Por el contrario, los modelos basados en “b–splines” requieren menos elementos de repre-
sentacio´n, lo cual es una ventaja en te´rminos de tiempo de renderizado, sin embargo, es una
representacio´n mucho ma´s compleja por la cantidad de para´metros requeridos.
La representacio´n impl´ıcita es muy atractiva por el hecho de ser un modelo continuo, sin
embargo, solo puede aplicarse a un nu´mero limitado de objetos.
La geometr´ıa so´lida constructiva ofrece la ventaja de ser continua o discreta segu´n se desee,
el resultado es un modelo relativamente simple, aunque no funciona bien para objetos con
formas complejas.
Finalmente, los modelos basados en redes neuronales artificiales pueden ofrecer representa-
ciones continuas o discretas, volume´tricas o superficiales, y con buena precisio´n empleando
pocos recursos de memoria. Su desventaja es el alto costo computacional requerido en las
etapas del entrenamiento, y la falta de una teor´ıa bien definida sobre el disen˜o de las arqui-
tecturas.

3. Adquisicio´n de informacio´n 3D de
estructuras cerebrales a partir de
endoneurosonograf´ıa
La neurocirug´ıa estereota´ctica incluye el registro de ima´genes me´dicas tanto pre–operativas
como intra–operativas, t´ıpicamente en modalidades volume´tricas como resonancia magne´tica
(MRI), tomograf´ıa computarizada (CT) y ultrasonido (US), dentro de un sistema coordenado
arbitrario [38]. En la mayor´ıa de intervenciones quiru´rgicas, el sistema coordenado se define
por un conjunto de ret´ıculas (x, y, z) sobre un marco fijado al cra´neo del paciente. En los
sistemas modernos de cirug´ıa asistida por ordenador, el marco se sustituye por un sistema
de seguimiento (por lo general o´ptico, meca´nico o magne´tico), que el equipo utiliza para
rastrear las herramientas quiru´rgicas, las cuales se presentan en un entorno virtual para
proporcionar una gu´ıa al cirujano durante la intervencio´n [39]. Con el fin de obtener buenos
resultados, el cerebro no debe moverse de manera cr´ıtica durante la cirug´ıa, lo cual so´lo es
posible mediante el uso de cirug´ıa mı´nimamente invasiva, es decir, realizar la operacio´n a
trave´s de un pequen˜o orificio en el cra´neo [97].
Las tendencias recientes en la cirug´ıa mı´nimamente invasiva del cerebro han sugerido la uti-
lizacio´n conjunta de ima´genes endosco´picas y de ultrasonido, una te´cnica llamada Endoneu-
rosonograf´ıa (ENS) [76], debido a que es una te´cnica ma´s barata que otras de imagenolog´ıa
me´dica como CT y MRI, y adema´s, es ma´s fa´cil de adquirir en un escenario intra–operativo
[107]. En la literatura, se han reportado algunos trabajos que emplean ENS para extraer in-
formacio´n tridimensional de estructuras cerebrales [39]. La Figura 3-1 muestra las ima´genes
que componen una secuencia de adquisicio´n endoneurosonogra´fica.
Debido a sus ventajas, en este trabajo se emplea endoneurosonograf´ıa para la representacio´n
de estructuras internas del cerebro, espec´ıficamente tumores. En este cap´ıtulo, se plantea
una metodolog´ıa para la adquisicio´n de informacio´n tridimensional de estructuras cerebrales
utilizando endoneurosonograf´ıa.
La ENS es una te´cnica de adquisicio´n 3D que combina la visio´n endosco´pica este´reo y el ul-
trasonido 2D. Las ima´genes endosco´picas se emplean para hacer una reconstruccio´n este´reo
del escenario, en el que la sonda de ultrasonido es el elemento de mayor intere´s, mientras que
las ima´genes de ultrasonido se emplean para ubicar regiones biolo´gicas, tales como tumores.
Adicionalmente, existe un sistema de seguimiento visual externo (POLARIS) que permite
conocer la pose del endoscopio durante la cirug´ıa, por lo que la informacio´n 3D extra´ıda
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Figura 3-1.: Ima´genes que componen la endoneurosonograf´ıa
esta´ referenciada respecto a un sistema quiru´rgico de coordenadas. Con esta metodolog´ıa
se pretenden resolver cinco problemas espec´ıficos: a) calibracio´n del sistema endosco´pico
este´reo, b) calibracio´n seguidor–ca´mara , comu´nmente llamada calibracio´n “hand–eye”, en-
tre el sistema de seguimiento visual y las ca´mara endosco´picas, c) seguimiento de la sonda
de ultrasonidos a trave´s de las ima´genes endosco´picas, d) segmentacio´n de estructuras ce-
rebrales a partir de ima´genes de ultrasonido, y e) extraccio´n de informacio´n 3D a partir
de la reconstruccio´n este´reo del escenario y las regiones segmentadas en las ima´genes de
ultrasonido.
En la Figura 3-2 se muestra un esquema con los problemas a resolver mediante la metodolog´ıa
propuesta, y a continuacio´n e hace una breve descripcio´n de cada uno de ellos.
En el primer paso, el sistema endosco´pico se calibra intr´ınseca y extr´ınsecamente con el
objetivo de caracterizar completamente el sistema de adquisicio´n y poder hacer una recons-
truccio´n este´reo del escenario intra–operativo. El sistema de visio´n este´reo se compone de
dos ca´maras CCD miniaturas que deben ser calibradas y rectificadas con el fin de extraer
informacio´n 3D a partir de cada imagen 2D. Con este fin, se utilizo´ la te´cnica de calibra-
cio´n propuesta por Zhang [123], la cual so´lo requiere de un patro´n de calibracio´n plano y
al menos dos capturas desde orientaciones diferentes de la ca´mara. No es necesario que la
trayectoria de movimiento sea conocida y lo que importa es el movimiento relativo, por lo
que es indiferente si es el patro´n o la ca´mara lo que se mueve.
En el segundo paso, se aborda el problema de la calibracio´n “hand–eye” que permite estimar
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Figura 3-2.: Problemas a resolver con la metodolog´ıa de adquisicio´n propuesta
la transformacio´n geome´trica desde el sistema de seguimiento visual POLARIS hasta el siste-
ma coordenado de las ca´maras endosco´picas. Esta transformacio´n permite que la informacio´n
endosco´pica adquirida se referencie con respecto a un punto del mundo real.
En el tercer paso, se realiza un seguimiento de la sonda de ultrasonido a trave´s de una secuen-
cia de ima´genes endosco´picas y se calcula su pose en el espacio 3D empleando u´nicamente
informacio´n de las ima´genes, es decir, no se requiere ningu´n sistema de seguimiento externo
(ni o´ptico ni magne´tico). Para obtener un seguimiento confiable de la sonda, se aprovecha la
informacio´n contextual de la escena como el movimiento de la sonda y el material de cons-
truccio´n de la misma. En este sentido, se propone una metodolog´ıa de segmentacio´n basada
en flujo o´ptico y luminancia. A continuacio´n, se aplica Ana´lisis de Componentes Principales
(PCA) sobre la regio´n segmentada con el fin de determinar el eje principal de la sonda.
Por u´ltimo, se define una restriccio´n de movimiento a fin de evitar errores de seguimiento.
La determinacio´n y seguimiento del eje principal de la sonda de ultrasonido es una de las
tareas esenciales en la reconstruccio´n 3D, dado que las ima´genes de ultrasonido que captura
el sensor se ubican en el plano perpendicular a dicho eje.
En el cuarto paso, se segmentan las estructuras de intere´s (tumores) en las ima´genes de
ultrasonido. Se emplean te´cnicas morfolo´gicas con el fin de rellenar huecos y eliminar ruido
causado por el sub–muestreo y el ruido “speckle” propio del sistema de ultrasonido utilizado
[83]. Por u´ltimo, se aplica un umbral automa´tico utilizando el me´todo de Otsu para segmentar
las regiones de intere´s [90].
En el u´ltimo paso, las metodolog´ıas de las etapas anteriores se integran con el fin de hacer
una reconstruccio´n 3D de las estructuras del cerebro con respecto a un sistema coordenado
dentro de la sala de operacio´n quiru´rgica. Para lograr esto, se debe calibrar el equipo de
adquisicio´n, calcular la pose de la sonda de ultrasonido en el espacio 3D a partir de las
24 3 Adquisicio´n de informacio´n 3D de estructuras cerebrales a partir de ENS
ima´genes endosco´picas, extraer el plano perpendicular al eje de la sonda (que contiene las
ima´genes de ultrasonido), segmentar las regiones de intere´s en las ima´genes de ultrasonido,
y finalmente, localizar estas regiones en el espacio coordenado de referencia.
La configuracio´n del equipo de adquisicio´n endoneurosonogra´fica es el siguiente: Se dispone
de una camisa de trabajo con varios canales por los que se introducen los elementos quiru´rgi-
cos, como se muestra en la Figura 3-3. El endoscopio este´reo y la sonda de ultrasonido se
introducen por alguno de los canales de la camisa de trabajo, de manera que la sonda sea
vista por las dos ca´maras endosco´picas. Un sistema de seguimiento visual (POLARIS) [87],
instalado en la sala de cirug´ıa como se muestra en la Figura 3-4, entrega la pose 3D de la
punta del endoscopio. Adicionalmente, con la informacio´n de las ima´genes endosco´picas se
requiere calcular la pose del sensor de ultrasonido, ubicado en la punta de la sonda. El se-
guimiento de la pose de la sonda es una tarea delicada debido a que la sonda es flexible, gira
sobre su propio eje y puede moverse hacia adelante y hacia atra´s a trave´s del canal. Despue´s
de que el seguimiento es computado, es posible hacer la reconstruccio´n tridimensional de
esta informacio´n. Para esto, deben conocerse las transformaciones de rotacio´n y traslacio´n
desde el sistema coordenado de la imagen de ultrasonido hasta el sistema coordenado de
referencia en el mundo real. Con estas transformaciones, la informacio´n 3D del tumor se
referencia respecto a la posicio´n del sistema POLARIS dentro de la sala de cirug´ıa.
Figura 3-3.: Sistema de adquisicio´n endoneurosonogra´fica
Este cap´ıtulo esta´ organizado como sigue: la Seccio´n 3.1 describe el montaje experimental
utilizado en la adquisicio´n endoneurosonogra´fica y discute los aspectos te´cnicos del equipo.
Las Secciones 3.2 y 3.3 explican las te´cnicas de calibracio´n utilizadas para la caracterizacio´n
de las ca´maras endosco´picas y del sistema seguidor–ca´maras. La Seccio´n 3.4 presenta las
metodolog´ıas de segmentacio´n y seguimiento espacio–temporal de la sonda de ultrasonido y
la determinacio´n de la pose de su eje a trave´s de ima´genes endosco´picas. Adicionalmente, se
presentan los experimentos realizados sobre una base de datos endoneurosonogra´fica propia
y se argumenta la utilizacio´n de una restriccio´n de movimiento para el seguimiento de la
sonda. La Seccio´n 3.5 ilustra las te´cnicas morfolo´gicas empleadas para la segmentacio´n de
estructuras cerebrales en ima´genes de ultrasonido. La Seccio´n 3.6 aplica el marco teo´rico–
pra´ctico de las secciones anteriores para presentar formalmente la metodolog´ıa de adquisicio´n
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(a) Rango de Accio´n (b) Seguimiento visual del endoscopio
Figura 3-4.: Sistema de seguimiento visual POLARIS. Tomado de [87]
de informacio´n 3D de estructuras cerebrales a partir de endoneurosonograf´ıa. Finalmente, la
Seccio´n 3.7 esta´ dedicada a resumir y concluir el cap´ıtulo.
3.1. Sistema endoneurosonogra´fico
El equipo ENS mostrado en la Figura 3-3 se compone de una camisa de trabajo, un endos-
copio este´reo con un telescopio acoplado y una sonda de ultrasonido radial. El endoscopio
este´reo captura simulta´neamente dos ima´genes de color mediante dos sensores CCD minia-
turas. El telescopio se introduce por uno de los canales de trabajo de la camisa y transmite
las ima´genes cerebrales hasta el endoscopio. Por u´ltimo, la sonda de ultrasonido radial ob-
tiene ima´genes US de las estructuras cerebrales. La sonda de ultrasonido tiene conectado un
micro transductor que gira sobre su propio eje para generar un haz de 360◦ a 10 MHz. La
imagen que captura el sensor US es ortogonal al eje de la sonda [76, 101], por lo que hacer el
seguimiento de su pose a trave´s de las ima´genes de ultrasonido es fundamental para realizar
la triangulacio´n este´reo que permita computar la pose 3D de la sonda US con respecto a las
coordenadas del endoscopio. En la Figura 3-5 se muestra la sonda de ultrasonido, la cual
gira sobre su propio eje por medio de un motor.
En las siguientes secciones se presentan las te´cnicas usadas para la calibracio´n este´reo de las
ca´maras endosco´picas y la calibracio´n “hand–eye” del sistema seguidor–ca´maras.
3.2. Calibracio´n de ca´maras
El proceso de visio´n por computador se inicia con la deteccio´n de la luz que proviene de
alguna fuente y se refleja en los objetos del escenario. La luz reflejada pasa por la lente de
la ca´mara y se recoge en su sensor fotoelectro´nico [11].
El modelo de ca´mara ma´s simple es el de la ca´mara estenopeica (“pinhole”), el cual se
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Figura 3-5.: Sonda de ultrasonido con su haz de emisio´n radial. Tomado de [95]
compone de una pared imaginaria con un pequen˜o agujero en el centro que bloquea todos los
rayos de luz, excepto los que pasan a trave´s de la pequen˜a abertura del centro. Este modelo de
ca´mara es u´til para entender la geometr´ıa ba´sica de los rayos de luz, sin embargo, la pequen˜a
abertura no recoge suficiente luz para tomar ima´genes con corto tiempo de exposicio´n. Por
este motivo, las ca´maras utilizan lentes que reu´nen ma´s luz que la que estar´ıa disponible en
un solo punto, por lo que su caracterizacio´n no so´lo debe incluir para´metros geome´tricos de
la ca´mara, sino tambie´n los para´metros de distorsio´n de la lente.
En la visio´n por computador, la calibracio´n de la ca´mara es el proceso mediante el cual se
determinan las caracter´ısticas internas de la ca´mara (para´metros intr´ınsecos), y la pose tridi-
mensional de la ca´mara con respecto a un sistema de coordenadas determinado (para´metros
extr´ınsecos) [115].
El sistema de visio´n este´reo utilizado en este trabajo se compone de dos ca´maras endosco´picas
que deben ser calibradas con el fin de extraer informacio´n 3D del escenario a partir de
cada par de ima´genes 2D. En general, las te´cnicas de calibracio´n pueden clasificarse en dos
categor´ıas: a) calibracio´n fotograme´trica, la cual se realiza mediante la observacio´n de un
patro´n de calibracio´n cuya geometr´ıa en el espacio 3D se conoce con muy buena precisio´n.
Por lo general, el objeto de calibracio´n consta de dos o tres planos ortogonales entre s´ı [110];
y, b) auto–calibracio´n, que no utiliza ningu´n objeto de calibracio´n. Los para´metros de la
ca´mara se calculan a partir de diferentes puntos de vista de una escena esta´tica [74].
En este trabajo se utiliza la te´cnica de calibracio´n propuesta por Zhang [123], la cual re-
quiere que la ca´mara capture ima´genes de un patro´n de calibracio´n plano en al menos dos
orientaciones diferentes. O bien la ca´mara o el patro´n de plano se puede mover con la mano
y el movimiento no tiene por que´ conocerse. Este enfoque es un me´todo h´ıbrido entre los dos
tipos de calibracio´n existentes, ya que, al contrario que la auto–calibracio´n, s´ı se requiere un
patro´n de calibracio´n, pero este patro´n no es un arreglo de patrones 3D, como en la foto-
grametr´ıa, sino que es un patro´n plano. La eleccio´n de esta te´cnica de calibracio´n se debe
a su facilidad de implementacio´n, velocidad y buenos resultados reportados en la literatura
[10, 12].
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3.2.1. Para´metros intr´ınsecos
El modelo de ca´mara utilizado en este trabajo esta´ inspirado en el modelo propuesto por Heik-
kila y Silven [53]. La ca´mara se modela mediante cuatro conjuntos de para´metros intr´ınsecos:
la distancia focal (fc ∈ <2), el punto principal (cc ∈ <2) o tambie´n llamado centro de imagen,
el coeficiente de inclinacio´n (α ∈ <1), y los coeficientes de distorsio´n (kc ∈ <5).
Sea P un punto en el espacio con coordenadas (Xc, Y c, Zc)T en el mismo marco de referencia
de la ca´mara, donde (x, y)T = (Xc/Zc, Y c/Zc)T es su proyeccio´n estenopeica. Usando los
modelos de distorsio´n radial y tangencial propuestos por Brown [14], se define la correccio´n de
distorsio´n de la Ecuacio´n 3-1 para las coordenadas normalizadas (xd, yd)
T , donde r2 = x2+y2.
[
xd
yd
]
=
(
1 + kc1r
2 + kc2r
4 + kc5r
6
) [ x
y
]
+
[
2kc3xy + kc4
(
r2 + 2x2
)
kc3
(
r2 + 2y2
)
+ 2kc4xy
]
(3-1)
Una vez que se aplica la correccio´n de distorsio´n, las coordenadas (xp, yp)
T de los p´ıxeles
correspondientes a la proyeccio´n de P sobre el plano de la imagen se relacionan a trave´s de
la Ecuacio´n 3-2.
 xpyp
1
 =
 fc1 αfc1 cc10 fc2 cc2
0 0 1
 xdyd
1
 (3-2)
3.2.2. Para´metros extr´ınsecos
Los para´metros extr´ınsecos de la ca´mara son las transformaciones geome´tricas que permiten
pasar del sistema coordenado del plano de la imagen al sistema coordenado centrado en
el punto principal de la ca´mara. La transformacio´n r´ıgida desde el sistema de coordenadas
del plano de la imagen (xw, yw, zw)
T hasta el sistema coordenado de la ca´mara (x, y, z)T se
muestra en la Ecuacio´n 3-3. Esta transformacio´n es u´nica y se define como tres rotaciones
separadas (Elevacio´n, Cabeceo y Balanceo), seguidas de una traslacio´n 3D. Los para´metros
estimados tras la calibracio´n son: la Matriz de Rotacio´n (R) y el Vector de Traslacio´n (T )
[110].
[
x y z
]T
= R
[
xw yw zw
]T
+ T (3-3)
3.2.3. Calibracio´n este´reo
Con el fin de calibrar el sistema endosco´pico, se utilizo´ el Toolbox de MATLAB para cali-
bracio´n de ca´maras desarrollado por Bouguet [10]. Este Toolbox permite calibrar intr´ınseca
y extr´ınsecamente las dos ca´maras utilizando el procedimiento propuesto por Zhang [123].
Despue´s de cada calibracio´n individual, se calculan los para´metros intr´ınsecos y extr´ınsecos
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del sistema este´reo. Para esta calibracio´n se aplica una optimizacio´n este´reo global sobre
un conjunto mı´nimo de para´metros desconocidos. En particular, so´lo se considera una po-
se desconocida (6 grados de libertad: 3 de posicio´n y 3 de orientacio´n) para la ubicacio´n
del patro´n de calibracio´n. Esto asegura la rigidez estructural de la transformacio´n desde el
sistema de coordenadas de la ca´mara izquierda hasta el de la ca´mara derecha. De forma
predeterminada, la optimizacio´n este´reo reajusta los para´metros intr´ınsecos de las ca´maras
antes de iniciar la calibracio´n.
La correspondencia entre cada par de ima´genes es muy importante, y significa que el mismo
conjunto de puntos debe seleccionarse tanto en la imagen izquierda como en la derecha.
Para esta calibracio´n se probaron dos patrones de calibracio´n diferentes: el primero, el cla´sico
patro´n de ajedrez de las Figuras 3-6a y 3-6b cuyas medidas son dx=dy=5 mm; y el segundo,
un patro´n de puntos mostrado en las Figuras 3-6c y 3-6d, disen˜ado por Wengert y otros,
especialmente para la calibracio´n de endoscopios [119]. Los puntos esta´n equidistanciados
2 mm vertical y horizontalmente. Despue´s de la calibracio´n, es posible calcular la posicio´n
3D del conjunto de puntos de calibracio´n dadas las proyecciones en las ima´genes izquierda y
derecha, como se muestra en la Figura 3-6. Para este ca´lculo, son necesarios los para´metros
intr´ınsecos.
Las Tablas 3-1 y 3-2 muestran los para´metros intr´ınsecos y extr´ınsecos del sistema endosco´pi-
co despue´s de la calibracio´n, respectivamente. Los errores nume´ricos reportados corresponden
a tres veces la desviacio´n esta´ndar. Las Figuras 3-6e se muestra la representacio´n gra´fica de
los para´metros extr´ınsecos en un espacio tridimensional en el que el origen coordenado se ha
definido arbitrariamente en el punto principal de la ca´mara derecha. En la Figura 3-6f se
muestra una representacio´n equivalente en el que el origen coordenado se ha definido en el
centro del patro´n de calibracio´n.
Tabla 3-1.: Para´metros intr´ınsecos del sistema endosco´pico este´reo
Ca´mara Izquierda Ca´mara Derecha
fc =
[
164,33 177,16
]T ± [ 14,16 15,36 ]T [ 230,74 220,04 ]T ± [ 10,23 13,93 ]T
cc =
[
191,91 133,37
]T ± [ 9,79 10,68 ]T [ 183,86 196,90 ]T ± [ 7,97 14,29 ]T
α = 90,00± 0,00 90,00± 0,00
kc =
[ −0,37 0,15 0,01 0,02 0,00 ]T [ −0,75 0,23 −0,13 −0,04 0,00 ]T
± [ 0,09 0,19 0,01 0,02 0,00 ]T ± [ 0,12 0,11 0,04 0,02 0,00 ]T
fc: distancia focal cc: punto principal
α: coeficiente de inclinacio´n kc: coeficientes de distorsio´n
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(a) Patro´n Ajedrez: Vista Ca´mara Izquier-
da
(b) Patro´n Ajedrez: Vista Ca´mara Derecha
(c) Patro´n Puntos: Vista Ca´mara Izquierda(d) Patro´n Puntos: Vista Ca´mara Derecha
(e) Para´metros Extr´ınsecos. Centro en la
ca´mara
(f) Para´metros Extr´ınsecos. Centro en el
patro´n
-
Figura 3-6.: Patro´n plano empleado para la calibracio´n del endoscopio este´reo
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Tabla 3-2.: Para´metros extr´ınsecos del sistema endosco´pico este´reo
Matriz de Rotacio´n
R =
 0,988 −0,002 −0,153−0,036 0,970 −0,242
0,149 0,245 0,958
±
 0,9981 −0,007 0,0610,012 0,998 −0,074
−0,060 0,075 0,996

Vector de Traslacio´n
T =
[
7,1879 −5,7485 25,3582 ]T ± [ 1,7641 2,6040 6,7322 ]T
3.3. Calibracio´n seguidor–ca´mara (“hand–eye”)
El problema de la calibracio´n “hand–eye” es un problema de robo´tica en el que se tiene una
ca´mara (“Eye”) montada sobre un manipulador robo´tico (“Hand”). El problema consiste
en estimar la transformacio´n geome´trica desde el sistema coordenado de la ca´mara hasta el
sistema coordenado del manipulador. De forma general, este problema de calibracio´n puede
extenderse a 3 aplicaciones:
Ca´mara instalada sobre el efector final de un manipulador robo´tico.
Ca´mara con sensor de movimiento y posicionamiento interno: giroscopio o acelero´me-
tro.
Ca´mara con un sistema de seguimiento externo: o´ptico, magne´tico o meca´nico.
Como se explica en la Seccio´n 3.1, la configuracio´n experimental del sistema de adquisicio´n
ENS incluye un sistema de seguimiento visual externo (POLARIS) que entrega la pose
del endoscopio con respecto a un sistema de referencia en el mundo real. En este caso, la
calibracio´n “hand–eye” es computada a partir de la informacio´n intr´ınseca y extr´ınseca de
las ca´maras, y la informacio´n de seguimiento que entrega el sistema POLARIS. El resultado
es la transformacio´n geome´trica desde la pose del endoscopio hasta la pose de las ca´maras
endosco´picas.
En la Figura 3-7 se muestra el problema de calibracio´n como la bu´squeda de las transforma-
ciones geome´tricas H
j
i
que permiten pasar del sistema coordenado j al sistema coordenado
i. El objetivo final, es encontrar la transformacio´n H
mundo
patro´n
como la aplicacio´n sucesiva de
las transformaciones H
mundo
marcador
, H
marcador
ca´mara
y H
ca´mara
patro´n
. La matriz de transformacio´n homoge´nea
H
mundo
marcador
esta´ dada por el sistema de seguimiento visual, mientras que la matriz H
ca´mara
patro´n
corresponde a los para´metros extr´ınsecos de las ca´maras endosco´picas obtenidos con el pro-
cedimiento de la Seccio´n 3.2.
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Figura 3-7.: Calibracio´n seguidor–ca´mara (“hand–eye”). Adaptado de [30]
En la literatura se han planteado varias soluciones a este problema de calibracio´n. El enfoque
cla´sico consiste en dividir el problema en dos partes: primero, descomponer la matrizH
marcador
ca´mara
en su componente rotacional y traslacional, y entonces optimizar la primera componente y
luego la segunda [111, 102]. Existen otras soluciones que determinan simulta´neamente las
componentes de rotacio´n y traslacio´n usando cuaterniones [25, 26], y trabajos en los que
se plantean metodolog´ıas basadas en movimiento que no requieren el uso de patrones de
calibracio´n [99].
La calibracio´n permite establecer la relacio´n H
marcador
ca´mara
que define la transformacio´n desde la
pose de la ca´mara endosco´pica hasta la pose del marcador en el endoscopio. Para esto, se
establece la ecuacio´n lineal A[H
marcador
ca´mara
] = [H
marcador
ca´mara
]B, donde A es el movimiento relativo
entre el marcador y el sistema de seguimiento, y B es el movimiento relativo entre la ca´mara
y el patro´n de calibracio´n, tal como se muestra en la Ecuacio´n 3-4.
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A = [H
mundo
marcador
(t0)] · [Hmarcadormundo (t1)]
B = [H
ca´mara
patro´n
(t0)] · [Hpatro´nca´mara(t1)]
(3-4)
Este problema se resuelve mediante la metodolog´ıa propuesta por Tsai y Lenz [112], usando
el toolbox de calibracio´n de ca´maras de MATLAB [10, 119, 52].
La Ecuacio´n 3-5 muestra los resultados de calibracio´n “hand–eye” para una sesio´n de adqui-
sicio´n ENS. Cabe aclarar que estos para´metros son diferentes en cada sesio´n de adquisicio´n
debido a que el equipo debe ser recalibrado antes de su funcionamiento.
H
ca´mara
marcador
=

0,9868 −0,1155 0,1133 47,0462
0,1597 0,8077 −0,5675 126,2160
−0,0260 0,5781 0,8155 658,3127
0 0 0 1
 (3-5)
3.4. Procesamiento de ima´genes endosco´picas
En cada instante de tiempo se obtienen dos ima´genes de color de cada ca´mara endosco´pica y
una imagen de ultrasonido de la sonda US. Las ca´maras esta´n completamente caracterizadas
(intr´ınseca y extr´ınsecamente), por lo que es posible realizar una reconstruccio´n este´reo de
la escena quiru´rgica. Las ima´genes endosco´picas tienen una dimensio´n de 352 × 240 p´ıxeles.
El objeto de intere´s es la sonda de ultrasonido, que es visible por las ca´maras endosco´picas.
La sonda es meta´lica (superficie especular), gira sobre su propio eje y se mueve hacia delante
y hacia atra´s a trave´s del canal de trabajo, por lo que la luminancia y el flujo o´ptico son
caracter´ısticas importantes para realizar su segmentacio´n y su seguimiento.
En general, los me´todos de seguimiento visual de objetos en visio´n por computador se dividen
en dos clases: enfoques de arriba hacia abajo (“top–down”) y de abajo hacia arriba (“bottom–
up”). El enfoque arriba hacia abajo genera hipo´tesis de objetos en la escena y trata de
verificarlas usando informacio´n de la imagen. Por ejemplo, el filtro de part´ıculas sigue este
enfoque en el sentido de que las hipo´tesis se evalu´an so´lo en algunas posiciones de prueba
de la imagen [88, 89]. Por otra parte, el enfoque abajo hacia arriba consiste en segmentar
los objetos de intere´s en cada imagen disponible con el fin de computar el seguimiento. En
este trabajo se propone una metodolog´ıa espacio–temporal de seguimiento de la sonda de
ultrasonido que corresponde a un enfoque abajo hacia arriba.
3.4 Procesamiento de ima´genes endosco´picas 33
3.4.1. Segmentacio´n espacio–temporal de la sonda de ultrasonido
El objetivo es determinar la ubicacio´n de la sonda de ultrasonidos a trave´s de las ima´ge-
nes endosco´picas. Debido a los movimientos de la sonda y al material especular del que
esta´ construida, el flujo o´ptico y la luminancia son las caracter´ısticas utilizadas para realizar
la segmentacio´n. En la Figura 3-8 se muestra la metodolog´ıa espacio–temporal de segmen-
tacio´n basada en flujo o´ptico, luminancia y agrupamiento [36, 101].
Figura 3-8.: Metodolog´ıa espacio–temporal de segmentacio´n de la sonda de ultrasonido
3.4.1.1. Flujo O´ptico
En este trabajo se utiliza el algoritmo propuesto por Horn y Schunck para computar el
flujo o´ptico entre ima´genes consecutivas de la secuencia endosco´pica [56]. Este algoritmo
determina el flujo o´ptico como una solucio´n de la ecuacio´n diferencial parcial que se muestra
en la Ecuacio´n 3-6, donde L(x, y, t) representa la luminancia del p´ıxel (x, y) en el instante
t. Este algoritmo hace la suposicio´n de que los patrones de brillo no var´ıan en intervalos de
tiempo corto, y lo u´nico que var´ıa es su posicio´n (x, y) dentro de la imagen.
∂L
∂x
∂x
∂t
+
∂L
∂y
∂y
∂t
+
dL
dt
= 0 (3-6)
La solucio´n de la Ecuacio´n 3-6 se obtiene minimizando una funcio´n de error mediante la
aplicacio´n de me´todos nume´ricos. La funcio´n de error E se define en te´rminos de gradientes
espaciales y temporales del campo de vector de flujo, que se compone de los te´rminos Lc y
Lb que se muestran en la Ecuacio´n 3-7.
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E =
∫ ∫
[α2L2c + L
2
b ] dx dy
Lb =
∂L
∂x
u+ ∂L
∂y
v + dL
dt
L2c =
(
∂u
∂x
)2
+
(
∂u
∂y
)2
+
(
∂v
∂x
)2
+
(
∂v
∂y
)2
u = dx
dt
; v = dy
dt
(3-7)
Para resolver el problema de minimizacio´n se utiliza un me´todo acelerado de gradiente des-
cendente para calcular la mejor direccio´n de bu´squeda del mı´nimo de la funcio´n. El algo-
ritmo de flujo o´ptico tiene dos fases principales: en la primera, los coeficientes de gradiente
de ∂L/∂x, ∂L/∂y, dL/dt se calculan a partir de las ima´genes de entrada; en la segunda, se
calculan los vectores de flujo o´ptico u y v, definidos por la Ecuacio´n 3-7.
La Figura 3-9 muestra el ca´lculo del flujo o´ptico para una imagen endosco´pica. No´tese que
los valores ma´ximos de flujo corresponden a la regio´n de la imagen en que la sonda de
ultrasonido se esta´ moviendo.
(a) Imagen Endosco´pica (b) Flujo O´ptico
Figura 3-9.: Ca´lculo del flujo o´ptico empleando el algoritmo de Horn y Schunck
3.4.1.2. Segmentacio´n basada en agrupamiento
La mayor´ıa de las te´cnicas cla´sicas de segmentacio´n tienen en cuenta u´nicamente informacio´n
de la imagen actual para segmentar objetos de intere´s [113]. Sin embargo, el movimiento
relativo del objeto con respecto al fondo es una caracter´ıstica u´til para segmentar objetos
no esta´ticos dentro de una imagen [36]. En este caso, el objeto que deseamos segmentar es
la sonda de ultrasonido, la cual gira sobre su propio eje y se mueve hacia adelante y hacia
atra´s a trave´s del canal de trabajo. En este enfoque, la segmentacio´n no se realiza de manera
simple empleando informacio´n de un u´nico fotograma, sino que utiliza informacio´n de la
imagen actual y de las ima´genes precedentes. Con este objetivo, se construye un espacio de
dos caracter´ısticas: la primera, la luminancia de la imagen actual, debido a que la sonda
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de ultrasonido esta´ construida de un material especular que hace que sea ma´s brillante que
el resto de objetos de la escena; y la segunda, la magnitud del flujo o´ptico, dado que la
sonda de ultrasonido es el objeto con ma´s movimiento relativo dentro de la escena. Con
estas caracter´ısticas se obtiene tanto informacio´n espacial como temporal de la imagen.
Una vez construido el espacio de caracter´ısticas, se aplica el algoritmo de agrupamiento de
“k–means clustering” [100], el cual es un me´todo nume´rico, no supervisado, no determin´ıstico
e iterativo, para clasificar datos de entrada en grupos naturales. Es simple, ra´pido, efectivo
en tareas de clasificacio´n y ampliamente utilizado en aplicaciones pra´cticas [86]. El algoritmo
“k–means” consiste en dividir iterativamente el espacio de caracter´ısticas en agrupamientos
naturales con el fin de minimizar la suma, sobre todos los agrupamientos, de las distancias
del centroide de cada regio´n a cada punto del espacio de entrada. En este caso, el espacio de
caracter´ısticas se divide en dos agrupamientos correspondientes a dos regiones de la imagen:
la sonda de ultrasonido y el fondo. Despue´s de que se aplica el algoritmo de agrupamiento,
la imagen es abierta morfolo´gicamente con el fin de reducir el ruido y eliminar las pequen˜as
regiones que no son de intere´s [60]. La Figura 3-10 muestra este esquema de segmentacio´n.
La Figura 3-11 muestra el resultado de la segmentacio´n mediante el procedimiento descrito
anteriormente.
Figura 3-10.: Esquema de segmentacio´n de la sonda US usando agrupamiento y morfolog´ıa
3.4.2. Ca´lculo del eje de la sonda de ultrasonido
El objetivo es determinar el eje de la sonda de ultrasonido a trave´s de las ima´genes en-
dosco´picas. Despue´s de que se realiza la segmentacio´n explicada en la subseccio´n anterior,
se obtiene un conjunto de puntos (x, y) de p´ıxeles pertenecientes a la regio´n de la sonda de
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(a) Imagen Endosco´pica (b) Segmentacio´n de la sonda US
Figura 3-11.: Segmentacio´n de la sonda de ultrasonido empleando agrupamiento
ultrasonido dentro de la imagen. Con el propo´sito de obtener la l´ınea del eje de la sonda, se
extrae la primera componente principal (PC) de la regio´n segmentada mediante PCA [42].
PCA consiste en calcular los ejes de mayor dispersio´n o vectores propios de una nube de
datos n–dimensional. En el caso de ima´genes, se puede utilizar para alinear objetos, regiones
o fronteras mediante dichos vectores [113].
La sonda de ultrasonido tiene una forma alargada y delgada, por lo que su eje longitudinal
corresponde con el eje que se quiere encontrar. Si se entiende la regio´n segmentada de la
sonda US como un conjunto de datos bivariados (x1, x2), el eje longitudinal es el que tiene
mayor dispersio´n de datos. Por esta razo´n, el ca´lculo de la primera PC de los p´ıxeles en la
regio´n segmentada corresponde a la l´ınea del eje de la sonda. Con la informacio´n del eje de
la sonda US se hace seguimiento de su pose a trave´s de las ima´genes endosco´picas.
Conside´rese la variable X ′ = [x1, x2] que corresponde a las coordenadas cartesianas de los
p´ıxeles que conforman la regio´n de la sonda US segmentada en la imagen, la matriz de cova-
rianza Σ y valores propios λ1 ≥ λ2. Con esta informacio´n, se puede construir la combinacio´n
lineal que se muestra en la Ecuacio´n 3-8. El Ana´lisis de Componentes Principales consiste en
hallar la combinacio´n lineal Y ′ = [y1, y2] que maximiza la varianza V ar(yi) y la covarianza
Cov(yi, yk) de los datos (Ver Ecuacio´n 3-9). El resultado del PCA es una matriz de dos
elementos con las componentes de mayor y segunda mayor varianza, respectivamente [46].
y1 = a1X = a11x1 + a12x2
y2 = a2X = a21x1 + a22x2
(3-8)
V ar(yi) = a
′
i
∑
ai ; i = 1, 2
Cov(yi, yk) = a
′
i
∑
ak ; i = 1, 2
(3-9)
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La Figura 3-12 muestra el eje de la sonda de ultrasonido extra´ıdo mediante PCA en cada
imagen endosco´pica.
(a) Imagen endosco´pica izquierda (b) Imagen endosco´pica derecha
Figura 3-12.: Eje de la sonda de ultrasonido extra´ıdo mediante PCA
3.4.3. Errores de seguimiento y restriccio´n de movimiento
Para probar la metodolog´ıa de seguimiento de la sonda de ultrasonido se utilizo´ una base
de datos de 2900 ima´genes endosco´picas de fantasmas me´dicos de tumores cerebrales. Con
el fin de comparar el desempen˜o de la metodolog´ıa de seguimiento propuesta, se aplico´ la
metodolog´ıa de seguimiento espacio–temporal y el tradicional filtro de part´ıculas [88] a todas
las ima´genes disponibles, y se obtuvieron resultados nume´ricos tras la comparacio´n con 100
ima´genes segmentadas manualmente mediante el me´todo de “ground–truth”.
El eje de la sonda de ultrasonido se define por dos para´metros: en primer lugar, el centroide
de la regio´n segmentada, que determina el punto donde la l´ınea del eje debe cruzar la sonda,
y en segundo lugar, el a´ngulo del eje, que se calcula con el primer vector propio, extra´ıdo
mediante PCA, de la regio´n segmentada.
La Tabla 3-3 muestra los errores de ca´lculo de los ejes de la sonda US extra´ıdos mediante el
procedimiento espacio–temporal propuesto y el filtro de part´ıculas, con respecto al me´todo
“ground–truth”. Los errores computados corresponden a la distancia euclidiana entre cen-
troides (EBC) medida en p´ıxeles, y la diferencia entre a´ngulos (DBA) medida en grados.
Las ima´genes endosco´picas tienen una dimensio´n de 352 × 240 p´ıxeles. Se presenta la me-
dia (µerror), la desviacio´n esta´ndar (σerror), el valor mı´nimo (minerror) y el valor ma´ximo
(maxerror) de los errores de seguimiento a trave´s de 100 ima´genes endosco´picas tomadas a 4
cuadros por segundo.
Los resultados en la Figura 3-13 indican que el seguimiento es correcto cuando se tiene
completa visibilidad de la sonda de ultrasonido. Desafortunadamente, como se muestra en
la Figura 3-15, en algunos casos la sonda de ultrasonido puede salir del rango de visio´n de
las ca´maras endosco´picas, lo que genera un seguimiento erro´neo y es la razo´n de los altos
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errores reportados en la Tabla 3-3 para el sistema sin restriccio´n de movimiento. Con el fin
de reducir estos errores, se incluye una restriccio´n de movimiento para el eje de la sonda. Esta
restriccio´n consiste en definir las variaciones ma´ximas de a´ngulo y desplazamiento permitidas
para la sonda entre ima´genes consecutivas de la secuencia de video. Para esto, se define el
vector de estado que se muestra en la Ecuacio´n 3-10, que codifica la pose del eje de la sonda
de ultrasonido como la variacio´n en posicio´n y rotacio´n en cualquier instante de tiempo t.
En esta ecuacio´n, dx (t), dy (t) y dθ (t) son las primeras derivadas de la pose de la sonda con
respecto a x, y y θ, respectivamente.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figura 3-13.: Resultados del seguimiento con completa visibilidad de la sonda
El primer paso de la restriccio´n de movimiento consiste en estimar el eje de la sonda de
ultrasonido utilizando la metodolog´ıa propuesta en las subsecciones anteriores. Esta estima-
cio´n se acepta si dos condiciones se cumplen: a) la distancia euclidiana entre los centroides
(EBC) de la sonda en el cuadro actual y en el cuadro anterior no debe exceder el umbral ud;
b) la diferencia entre a´ngulos (DBA) del eje de la sonda en el cuadro actual y en el cuadro
anterior no debe exceder el umbral uθ. Los umbrales ud y uθ se ajustaron heur´ısticamente
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en 35 p´ıxeles y 30◦, respectivamente. En la Figura 3-14 se muestra un diagrama de flujo
explicando la restriccio´n de movimiento aplicada.
Figura 3-14.: Diagrama de flujo de la restriccio´n de movimiento aplicada
Si estas condiciones no se cumplen, es probable que se haya cometido un error en el segui-
miento de la sonda de ultrasonido debido que e´sta esta´ saliendo del rango de visio´n de las
ca´maras endosco´picas. Dadas las caracter´ısticas erra´ticas y aleatorias del movimiento de la
sonda, la variacio´n del vector de estado se define por la regla de evolucio´n de la Ecuacio´n
3-10, donde N (µn, σn) es ruido blanco gaussiano. Despue´s de analizar los movimientos de la
sonda US durante las secuencias endosco´picas, los para´metros de las funciones gaussianas se
fijaron en µn = 0 y σn = 5.
Esta regla de evolucio´n asegura que la variacio´n de la pose del eje de la sonda US no sea
abrupta entre una imagen y la siguiente, eliminando los errores de seguimiento causados por
la pe´rdida de visibilidad de la sonda en la ima´genes endosco´picas, como se muestra en la
Figura 3-16.
En la Tabla 3-3 se observa una reduccio´n de los errores de seguimiento si se compara la me-
todolog´ıa espacio–temporal de seguimiento con y sin restriccio´n de movimiento. Comparado
con el filtro de part´ıculas, la metodolog´ıa propuesta obtuvo errores de seguimiento ma´s bajos
tanto para el a´ngulo del eje como para la posicio´n del sensor. Una de las justificaciones es
que el filtro de part´ıculas implementado [88] utiliza una aproximacio´n elipsoidal de la regio´n
de intere´s en lugar de utilizar la forma exacta de la sonda, como lo hace la metodolog´ıa de
seguimiento espacio–temporal propuesta.
S (t) = [dx (t) , dy (t) , dθ (t)]
T
S (t) = S (t− 1) +N (µ, σ) (3-10)
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(a) (b) (c) (d)
Figura 3-15.: Resultados del seguimiento de la sonda sin restriccio´n de movimiento
(a) (b) (c) (d)
Figura 3-16.: Resultados del seguimiento de la sonda con restriccio´n de movimiento
3.5. Procesamiento de ima´genes de ultrasonido
La adquisicio´n de ultrasonido durante la intervencio´n se realiza mediante un dispositivo de
ultrasonido Aloka SSD-5000 con un micro–transductor radial de 10 MHz conectado a la esta-
cio´n de neuronavegacio´n. En la Figura 3-17 se muestra el microtransductor de ultrasonido,
el cual gira sobre su propio eje, gracias a su controlador, para lograr un a´ngulo de escaneo
de 360◦.
El objetivo en esta etapa es segmentar estructuras cerebrales de intere´s, como tumores, a
partir de ima´genes de ultrasonido. Las ima´genes entregadas por el sistema de adquisicio´n
ALOKA esta´n contaminadas por ruido “speckle” y contienen pequen˜os agujeros debido al
muestreo que realiza el equipo [83, 2]. Para eliminar estos problemas, se aplica el operador
de cierre morfolo´gico sobre la imagen Ius con el elemento estructurante M , como se muestra
en la Ecuacio´n 3-11, donde ⊕ y 	 representan la dilatacio´n y la erosio´n morfolo´gica, res-
pectivamente. El elemento estructurante M es una ma´scara en forma de disco circular de
32 p´ıxeles de radio. Despue´s de estas operaciones, se aplica un umbral global a la imagen
utilizando el me´todo de umbralizacio´n automa´tica de Otsu [90] con el fin de segmentar las
regiones de intere´s.
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Tabla 3-3.: Errores de seguimiento con respecto al me´todo manual (“ground-truth”)
µerror σerror minerror maxerror
Seguimiento espacio–temporal
EBC (p´ıxeles) 28.1 27.4 0.6 108.6
DBA (grados) 11.7 23.8 0.1 88.8
Seguimiento espacio–temporal con restriccio´n de movimiento
EBC (p´ıxeles) 18.8 13.5 0.6 75.8
DBA (grados) 3.9 3.5 0.1 13.4
Filtro de part´ıculas de color
EBC (p´ıxeles) 49.6 29.5 3.2 109.8
DBA (grados) 14.1 10.3 0.0 31.0
EBC: distancia euclidiana entre centroides
DBA: diferencia entre a´ngulos
(a) Controlador (b) Microtransductor radial
Figura 3-17.: Microtransductor de ultrasonido y su controlador
I •M = (Ius ⊕M)	M (3-11)
La metodolog´ıa para el procesamiento de ima´genes de ultrasonido fue tomada del trabajo
de Machucho y otros [76], que consiste en: a) Excluir la parte central de la imagen ya que
so´lo contiene ruido. b) Aplicar un umbral automa´tico a los niveles de gris de la imagen,
usando el me´todo de Otsu, para seleccionar so´lo las regiones ma´s brillantes. c) Aplicar
un cierre morfolo´gico para llenar agujeros y eliminar ruido “speckle”. d) Utilizar el co´digo
de cadena para encontrar y eliminar las regiones con a´rea ma´s pequen˜a. e) Seleccionar la
regio´n de intere´s (ROI). f) Finalmente, aplicar el operador lo´gico “and” entre la regio´n de
intere´s y la imagen original. La imagen resultante es el tumor segmentado. La Figura 3-18a
muestra una imagen de ultrasonido t´ıpica adquirida por el equipo ALOKA SSD-5000 con
un micro–transductor radial tipo B a 10 MHz, y la Figura 3-18b muestra el resultado de la
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segmentacio´n utilizando el procedimiento explicado anteriormente.
(a) Imagen de ultrasonido (b) Regio´n segmentada
Figura 3-18.: Segmentacio´n morfolo´gica de estructuras cerebrales
El centro de la imagen de ultrasonido corresponde a la ubicacio´n del sensor radial US y es el
origen del sistema de coordenadas de la imagen. La parte central de la imagen debe excluirse
debido al ruido causado por la rotacio´n del micro–transductor. Utilizando la informacio´n
te´cnica del sistema ALOKA [2] se conoce la correspondencia entre las longitudes dadas en
p´ıxeles en la imagen de ultrasonido y las longitudes en mil´ımetros en el espacio coordenado
3D del mundo real. Cada imagen de ultrasonido de dimensio´n 320 × 240 p´ıxeles equivale a
una imagen de 60× 50 mil´ımetros en medidas del mundo real.
En el Ape´ndice B se presenta una metodolog´ıa alternativa de procesamiento de ima´genes
de ultrasonido basada en realce y filtrado wavelet, la cual presenta buenos resultados en el
realce de caracter´ısticas de intere´s y reduccio´n de ruido “speckle”. Sin embargo, se prefirio´ el
uso de la metodolog´ıa propuesta en esta Seccio´n debido a su menor costo computacional y
buenos resultados reportados en investigaciones anteriores [77].
3.6. Resultados: adquisicio´n de informacio´n 3D
Usando las metodolog´ıas presentadas en este cap´ıtulo, es posible obtener informacio´n 3D de
la morfolog´ıa de un tumor con respecto a un sistema de coordenadas arbitrario. El origen
de este sistema coordenado corresponde a la ubicacio´n del sistema de seguimiento visual
POLARIS dentro de la sala quiru´rgica. Sin embargo, para facilitar la visualizacio´n, se utili-
zara´ un sistema coordenado OXYZ referenciado a la posicio´n inicial de la ca´mara derecha del
endoscopio al comenzar la secuencia de captura ENS. Con la representacio´n en coordenadas
homoge´neas, la transformacio´n desde un sistema de coordenadas hasta otro so´lo requiere la
aplicacio´n de una matriz de rotacio´n (R3×3) y un vector de traslacio´n (T3×1), acopladas en
una matriz TH4×4 como se muestra en la Ecuacio´n 3-12. Gracias a esta representacio´n, un
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sistema de coordenadas se puede transformar en otro de una manera sencilla con una simple
multiplicacio´n de matrices [34].
TH4×4 =
[
Matriz de Rotacion Vector de Traslacion
Transf. de Perspectiva Escalado
]
=
[
R3×3 T3×1
01×3 1
]
(3-12)
El Algoritmo 1 muestra la metodolog´ıa propuesta para obtener informacio´n 3D de tumores
cerebrales a partir de endoneurosonograf´ıa. Cada paso del algoritmo se explica a continua-
cio´n.
Algoritmo 1 Adquisicio´n de informacio´n 3D a partir de ENS
[Paso 1:] Segmentacio´n morfolo´gica de las regiones de intere´s en las ima´genes de ultra-
sonido.
[Paso 2:] Calibracio´n este´reo del sistema de adquisicio´n endosco´pica
[Paso 3:] Calibracio´n “hand–eye” de las ca´maras endosco´picas y el sistema de seguimiento
visual POLARIS.
[Paso 4:] Seguimiento espacio–temporal de la sonda de ultrasonido a trave´s de las ima´ge-
nes endosco´picas.
[Paso 5:] Transformacio´n homoge´nea para pasar la informacio´n adquirida del tumor
desde el sistema coordenado del sistema ENS hasta el sistema coordenado del mundo real.
[Paso 6:] La informacio´n tridimensional del tumor cerebral adquirida mediante ENS es
almacenada y visualizada.
Utilizando la metodolog´ıa de segmentacio´n de ima´genes de ultrasonido que se explica en la
Seccio´n 3.5, es posible obtener las coordenadas (xˆus, yˆus, 0)
T de los p´ıxeles que conforman las
estructuras cerebrales en la imagen de ultrasonido. Utilizando la transformacio´n homoge´nea
de la Ecuacio´n 3-13 se transforman las coordenadas de los p´ıxeles de la imagen de ultrasonido,
con origen en la esquina superior izquierda de la imagen, al sistema coordenado con origen en
el centro de la imagen de ultrasonido, que es la ubicacio´n del sensor US. Esta transformacio´n
es una traslacio´n pura, es decir, no se requiere rotacio´n sobre ningu´n eje, y las coordenadas
resultantes (xus, yus, zus)
T esta´n sobre el mismo plano de la imagen. Las dimensiones de la
imagen del ultrasonido, medidas en p´ıxeles, se denotan Lx y Ly, respectivamente.
[
xus yus zus
]T
=
[
xˆus yˆus 0
]T − 1
2
[
lx ly 0
]T
(3-13)
Utilizando el procedimiento de la Seccio´n 3.4, se calcula la pose del eje de la sonda de
ultrasonido para cada par de ima´genes endosco´picas, como se muestra en la Figura 3-19,
donde la interseccio´n entre las l´ıneas denota la posicio´n del sensor US cuyas coordenadas son
(xsensor, ysensor, zsensor)
T . Utilizando los para´metros intr´ınsecos y extr´ınsecos de la ca´mara,
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obtenidos mediante el procedimiento de calibracio´n de la Seccio´n 3.2, se hace la rectificacio´n
y reconstruccio´n este´reo de la escena endosco´pica.
Espec´ıficamente, se desea conocer la pose tridimensional de la sonda de ultrasonido, ya que el
plano en el que se encuentra la imagen de ultrasonido es perpendicular a la sonda e interseca
la posicio´n del sensor. Por lo tanto, se define el vector normal al plano kˆw = (kˆw,1, kˆw,2, kˆw,3)
T
como un vector unitario con la misma direccio´n del eje de la sonda y con origen en la
posicio´n del sensor. Con esta informacio´n se definen los planos de cada imagen US, mediante
la Ecuacio´n 3-14, como se ilustra en la Figura 3-20 [117].
fUSplane (x, y) = − kˆw,1 (x− xsensor) + kˆw,2 (y − ysensor)
kˆw,3
+ zsensor (3-14)
(a) Imagen izquierda (b) Imagen derecha
Figura 3-19.: Determinacio´n del eje de la sonda y la posicio´n del sensor de ultrasonido
Se definen dos sistemas de coordenadas: el primero, el sistema UVW correspondiente a las
coordenadas de la imagen de ultrasonido centradas en la posicio´n del sensor; el segundo,
el sistema OXYZ correspondiente a las coordenadas endosco´picas centradas en el punto
principal de la ca´mara derecha. El espacio coordenado UVW se define por los vectores
ortonormales (ˆiu, jˆv, kˆw)
T , donde iˆu, jˆv son vectores sobre el plano de la imagen de ultrasonido
y kˆw es el vector normal al plano definido por el eje de la sonda. La Ecuacio´n 3-15 define la
transformacio´n de los puntos (xus, yus, zus)
T en el espacio coordenado UVW hasta el sistema
coordenado OXYZ definido con referencia al endoscopio.
 xy
z
 =
 iˆx · iˆu iˆx · jˆv iˆx · kˆwjˆy · iˆu jˆy · jˆv jˆy · kˆw
kˆz · iˆu kˆz · jˆv kˆz · kˆw

 xusyus
zus
+
 xsensorysensor
zsensor
 (3-15)
Con la anterior transformacio´n y conociendo las coordenadas (xus, yus, zus)
T de los p´ıxeles
3.6 Resultados: adquisicio´n de informacio´n 3D 45
Figura 3-20.: Ubicacio´n 3D de los planos de las ima´genes de ultrasonido
pertenecientes a las regiones de intere´s segmentadas en las ima´genes de ultrasonido, se calcula
la posicio´n de estas estructuras cerebrales en el espacio tridimensional OXYZ a trave´s de la
transformacio´n de la Ecuacio´n 3-15.
La Figura 3-20 muestra una secuencia endoneurosonogra´fica de 20 cuadros en la que se
grafica cada una de las poses del eje de la sonda US y sus correspondientes planos perpen-
diculares sobre los que se encuentra cada imagen de ultrasonido. Esta informacio´n se grafica
con respecto a la posicio´n de las ca´maras endosco´picas con origen en la ca´mara derecha.
La Figura 3-21 muestra la informacio´n 3D (nube de puntos y su envolvente convexa) de un
tumor cerebral fantasma adquirido de una secuencia ENS de 790 cuadros tomada a 4 cua-
dros por segundo. Como se explico´ anteriormente, cada cuadro ENS consta de dos ima´genes
endosco´picas y una imagen de ultrasonido, por lo que esta representacio´n implica el proce-
samiento de 2370 ima´genes. Las Figuras 3-22 y 3-23 muestran otras representaciones 3D
de tumores cerebrales fantasma adquiridos mediante secuencias ENS de 164 y 280 cuadros,
respectivamente.
Antes de iniciar cualquier preprocesamiento de datos, la secuencia endoneurosonogra´fica de
46 3 Adquisicio´n de informacio´n 3D de estructuras cerebrales a partir de ENS
la Figura 3-22 proporciona informacio´n de aproximadamente 106 puntos tridimensionales
de las regiones segmentadas que pertenecen a tumores cerebrales. No´tese que el tumor de la
Figura 3-22 tiene un lado plano, esto se debe a que con la te´cnica de ultrasonido empleada
no se puede reconocer bien la unio´n o´rgano–tumor, por lo que se ha empleado un plano para
su representacio´n.
(a) Vista 1 (b) Vista 2 (c) Vista 3
(d) Envolvente convexa 1 (e) Envolvente convexa 2 (f) Envolvente convexa 3
Figura 3-21.: Informacio´n 3D de un tumor fantasma a partir de 790 cuadros ENS
3.7. Resumen y conclusiones
Se ha presentado una solucio´n sencilla y eficaz al problema de adquisicio´n de informacio´n
tridimensional de estructuras cerebrales a partir de secuencias de ima´genes endoneuroso-
nogra´ficas. El me´todo es simple, eficiente, y razonablemente robusto a la oclusio´n, a los
desplazamientos de la sonda y a la salida de e´sta del rango de visio´n de las ca´maras en-
dosco´picas.
El sistema endosco´pico se calibra con el procedimiento propuesto Zhang [123], en el que
so´lo se requieren vistas de un patro´n plano de calibracio´n en diferentes orientaciones. En
primer lugar, cada ca´mara se calibra individualmente, y luego se computan los para´metros
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(a) Vista 1 (b) Vista 2 (c) Vista 3
(d) Envolvente convexa 1 (e) Envolvente convexa 2 (f) Envolvente convexa 3
Figura 3-22.: Informacio´n 3D de un tumor fantasma a partir de 164 cuadros ENS
intr´ınsecos y extr´ınsecos del sistema este´reo. Con los para´metros resultantes se realiza la
triangulacio´n este´reo que permite determinar la pose 3D del eje de la sonda de ultrasonido
a trave´s de la secuencia de ima´genes.
Con los para´metros de la calibracio´n este´reo y la informacio´n entregada por el sistema de
seguimiento visual POLARIS es posible computar la calibracio´n “hand–eye” que permite
conocer la transformacio´n geome´trica desde el sistema coordenado del patro´n de calibracio´n
hasta el sistema coordenado del sistema de seguimiento. De esta manera, la informacio´n
tridimensional adquirida puede referenciarse respecto a un punto arbitrario en el mundo
real.
La segmentacio´n de la sonda de ultrasonido se realiza empleando informacio´n de luminancia
y flujo o´ptico. La eleccio´n de la luminancia como caracter´ıstica se debe a que la sonda de
ultrasonido esta´ construida de un material meta´lico que la hace ma´s brillante que el resto
de los objetos de la escena; mientras que la utilizacio´n de flujo o´ptico se debe a que es una
clave importante para la deteccio´n de los movimientos continuos y erra´ticos de la sonda.
Despue´s de implementar la metodolog´ıa de seguimiento espacio-temporal de la sonda de
ultrasonido, se presentaron errores debido a la oclusio´n y a la falta de visibilidad de la sonda
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(a) Vista 1 (b) Vista 2 (c) Vista 3
(d) Envolvente convexa 1 (e) Envolvente convexa 2 (f) Envolvente convexa 3
Figura 3-23.: Informacio´n 3D de un tumor fantasma a partir de 280 cuadros ENS
cuando e´sta sale del rango de las ca´maras. Por esta razo´n, se define un vector de estados
que codifica la pose del eje de la sonda en cualquier instante de tiempo a partir de sus
variaciones de traslacio´n y rotacio´n, y se introdujo una restriccio´n de movimiento asociada
a las rotaciones y desplazamientos ma´ximos permitidos entre ima´genes consecutivas de la
secuencia. La comparacio´n de resultados que se muestra en la Tabla 3-3 demuestra que esta
restriccio´n es eficaz en la reduccio´n de los errores medios y sus desviaciones esta´ndar.
Con el fin de evaluar el desempen˜o de la metodolog´ıa de seguimiento propuesta, los resultados
con restriccio´n y sin restriccio´n de movimiento se compararon contra uno de los me´todos de
seguimiento ma´s populares, el filtro de part´ıculas [88]. En la Seccio´n 3.4 se muestra que en
el seguimiento utilizando este filtro no hay grandes errores en la determinacio´n del a´ngulo
de la l´ınea que define el eje de la sonda US, sin embargo, hay errores significativos en la
determinacio´n de su centroide. Este error se debe a que el filtro de part´ıculas implementado
define la regio´n de intere´s y los puntos de prueba dentro de una elipse. Por el contrario, la
metodolog´ıa aqu´ı propuesta define la regio´n exacta de la sonda, mediante una segmentacio´n
espacio–temporal, para hacer su seguimiento, por lo que se reportan menores errores. De
acuerdo con los resultados presentados, el me´todo propuesto proporciona una mejor solucio´n
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de seguimiento para este problema espec´ıfico.
En los cap´ıtulos siguientes, se plantea una metodolog´ıa para la representacio´n tridimensional
de estructuras cerebrales empleando redes neuronales a partir de informacio´n endoneuroso-
nogra´fica. Las metodolog´ıas propuestas en este cap´ıtulo se emplean para localizar puntos en
el espacio 3D que hacen parte del tumor. Esta informacio´n es la que se utiliza como entrada
de las redes neuronales para ejecutar el modelado. Como se ha explicado, la endoneurosono-
graf´ıa brinda informacio´n en tiempo real de estructuras internas del cerebro a partir de tres
videos, dos endosco´picos y uno de ultrasonido. Esta informacio´n se aprovecha para modelar
la morfolog´ıa de estas estructuras mediante redes neuronales artificiales, y de su correcto
desempen˜o depende el e´xito de las siguientes etapas de este trabajo.

4. Modelado 3D de objetos virtualizados
usando computacio´n neuronal
En el modelado tridimensional existen dos enfoques principales: el primero, llamado Realidad
Virtual, se refiere a la construccio´n de modelos artificiales de objetos reales o imaginarios
para aplicaciones en juegos de v´ıdeo, disen˜o gra´fico, disen˜o industrial, desarrollo de prototi-
pos, entre otros. Generalmente, estos escenarios se construyen utilizando software de disen˜o
asistido por computador (CAD). El segundo enfoque, llamado Realidad Virtualizada, se re-
fiere al desarrollo de modelos de objetos del mundo real a partir de informacio´n obtenida
mediante algu´n sensor. Los objetos de realidad virtualizada de este trabajo se adquieren
mediante uno de tres sensores: un sistema endoneurosonogra´fico (ENS), un sistema de visio´n
estereosco´pica o un esca´ner de rango.
En el contexto de la computacio´n gra´fica, el modelado 3D es el proceso de dar una re-
presentacio´n fiel de los objetos presentes en un escenario para llevar a cabo estudios de sus
propiedades [19]. Uno de los mayores retos es reducir la complejidad de manera que se tengan
modelos simples con precisio´n adecuada [47].
Hay varios aspectos que deben tenerse en cuenta al construir un modelo 3D, entre los cuales
se pueden destacar: la adquisicio´n, el propo´sito del modelado, la complejidad de la im-
plementacio´n, el costo computacional, la conveniencia de la visualizacio´n y la facilidad de
manipulacio´n. Todos estos aspectos influyen en la eleccio´n, el disen˜o y el desempen˜o del
modelo.
Este cap´ıtulo presenta una metodolog´ıa de modelado tridimensional utilizando redes neu-
ronales artificiales. Se presentan comparaciones experimentales en te´rminos de rendimiento,
tiempo computacional, e´pocas de entrenamiento, facilidad de visualizacio´n y complejidad de
la arquitectura. Su organizacio´n es como sigue: En la Seccio´n 4.1 se describe el uso de las redes
neuronales multicapa alimentadas hacia adelante (MLFFNN) en el modelado volume´trico de
objetos de realidad virtualizada, y se discuten los resultados obtenidos empleando los algorit-
mos de entrenamiento Levenberg–Marquardt (LM) y Filtro de Kalman (KF). En la Seccio´n
4.2 se detalla el uso de arquitecturas auto–organizadas, como los mapas auto–organizados
(SOM) y las redes neuronales gas (NGN). El enfoque de estas arquitecturas es diferente al
de las MLFFNN, ya que se trata de redes con esquemas de entrenamiento no supervisado en
el cual las neuronas se ajustan asinto´ticamente a la superficie del objeto. En la Seccio´n 4.3 se
presentan y discuten los resultados del modelado 3D de objetos virtualizados usando compu-
tacio´n neuronal. Se exponen comparaciones experimentales entre los tres me´todos utilizados
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y se plantea su aplicacio´n al modelado 3D en l´ınea de tumores cerebrales. Finalmente, la
Seccio´n 4.4 esta´ dedicada a resumir y concluir el cap´ıtulo.
4.1. Modelado 3D empleando redes neuronales multicapa
alimentadas hacia adelante (MLFFNN)
Una MLFFNN puede ser utilizada para modelar volume´tricamente un objeto de realidad
virtualizada a partir de una nube de puntos 3D. La red neuronal se entrena a manera de
clasificador con el fin de que aprenda la morfolog´ıa de un objeto. La entrada χ de la red
esta´ compuesta por las coordenadas (x, y, z) de cada punto de la nube y las combinaciones
no–lineales que se establecen en la Ecuacio´n 4-1. Estas entradas brindan robustez a la red en
el sentido en que una representacio´n MLFFNN de un objeto con superficies planas deber´ıa
tener fuertes conexiones neuronales entre las entradas lineales (x, y, z) y la siguiente capa de
la red; mientras que una representacio´n MLFFNN de un objeto con superficies curvas deber´ıa
tener fuertes conexiones neuronales entre las entradas no–lineales (x2, y2, z2, xy, yz, xz) y la
siguiente capa de la red.
χ =
[
x2, y2, z2, x, y, z, xy, yz, xz
]T
(4-1)
La salida de la MLFFNN es un escalar o ∈ < proporcional a la distancia euclidiana entre
el punto de entrada y la superficie del objeto. La salida de la red se determina mediante la
Ecuacio´n 4-2.
o :

> 0, si χ esta fuera del objeto
= 0, si χ esta sobre la superficie
< 0, si χ esta dentro del objeto
(4-2)
La representacio´n tridimensional mediante MLFFNN es simple, compacta y precisa, siempre
y cuando se este´ dispuesto a pagar el costo computacional requerido en la etapa de entre-
namiento. En teor´ıa, tiene resolucio´n infinita, ahorra espacio de almacenamiento en disco y
ofrece una representacio´n continua del objeto a modelar. Con respecto a otros me´todos, sus
ventajas son: resuelve los problemas de almacenamiento y largos tiempos de representacio´n
de los modelos basados en pol´ıgonos y vo´xeles, resuelve la incapacidad de las superficies
impl´ıcitas para especificar puntos concretos sobre la superficie del objeto, permite repre-
sentar detalles finos si se usa un conjunto de datos de entrenamiento adecuado, permiten
operaciones geome´tricas, transformaciones de apariencia y deteccio´n de colisiones [22].
La Figura 4-1 presenta el esquema de modelado tridimensional utilizando Redes Neuronales
Artificiales. La entrada de la red es la nube de puntos 3D de un objeto virtualizado, mientras
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que la salida es la representacio´n tridimensional generada por la red. Como regla general, el
nu´mero de neuronas en la arquitectura es menor que el nu´mero de puntos en el conjunto de
datos de entrada.
Figura 4-1.: Esquema de modelado 3D basado en MLFFNN
4.1.1. Arquitectura MLFFNN
Uno de los principales desaf´ıos en el uso de redes neuronales es el disen˜o de su arquitectura.
En este trabajo, se ha utilizado una MLFFNN con nueve neuronas en la capa de entrada, una
neurona en la capa de salida, y se ha explorado el uso de una, dos y tres capas ocultas variando
el nu´mero de neuronas entre 5 y 10 neuronas por capa. Se utilizan tangentes hiperbo´licas
para las funciones de activacio´n en las capas ocultas y funciones lineales para la activacio´n
de la capa de salida. La Ecuacio´n 4-3 presenta la funcio´n de salida de una MLFFNN de dos
capas ocultas, donde χ es la entrada de la red neuronal, wi y bi son los pesos sina´pticos y el
umbral de polarizacio´n de las neuronas en la capa i, respectivamente.
o = wT3
[
tanh
(
wT2
[
tanh
(
wT1 χ+ b1
)]
+ b2
)]
+ b3 (4-3)
En la Tabla 4-1 se presenta una comparacio´n del Error Cuadra´tico Medio (ECM) entre 6
arquitecturas MLFFNN empleadas en el modelado de 11 objetos de realidad virtualizada. Las
pruebas fueron realizadas con los mismos conjuntos de entrenamiento, validacio´n y prueba,
e inicializacio´n aleatoria de los pesos sina´pticos. Con base en estos resultados se selecciono´ la
arquitectura de 3 capas ocultas y 10 neuronas por capa por ser la que presenta los menores
errores.
4.1.2. Entrenamiento MLFFNN
La red neuronal requiere una etapa de entrenamiento fuera de l´ınea, a trave´s de la cual se
genera una representacio´n volume´trica de los objetos 3D a partir de la nube de puntos de
entrada.
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Tabla 4-1.: Comparacio´n del error cuadra´tico medio de las arquitecturas MLFFNN
Capas Ocultas 1 2 3
Neuronas por capa 5 10 5 10 5 10
Alca 8.3472 6.6954 9.0402 5.1753 4.7823 3.8870
Alfil 4.1466 1.4493 1.4073 1.3213 1.6673 1.2532
Banana 3.9288 4.3596 3.4376 3.3088 4.1337 3.2683
Botella 1.7846 1.0330 1.4725 1.6540 1.3482 1.2847
Campana 4.8519 3.8452 5.1698 3.4382 4.7736 2.6966
Caracol 5.2743 3.4974 3.9485 2.1631 3.2531 1.6949
Cascabel 0.0613 0.0289 0.0379 0.0173 0.0218 0.0197
Felino 3.8013 4.3518 3.1802 1.8727 3.2001 1.8361
Cabeza 0.2983 0.1970 0.1587 0.1229 0.1876 0.1188
Naranja 0.1188 0.1269 0.2051 0.0574 0.1953 0.0769
Rostro 7.2434 3.5949 4.5881 1.5788 1.6824 1.3209
Los datos de entrenamiento empleados corresponden a nubes de puntos 3D de tumores
cerebrales fantasmas, objetos triviales y piezas arqueolo´gicas, adquiridas mediante un equipo
ENS, un sistema de visio´n estereosco´pica y un esca´ner de rango, respectivamente.
Para evitar un entrenamiento inadecuado que conduzca a la solucio´n trivial, se deben agregar
puntos sinte´ticos adicionales al conjunto de entrenamiento, tal como se muestra en la Figura
4-2. Estos puntos deben estar ubicados al interior y al exterior del objeto para conformar
un conjunto de entrenamiento suficientemente representativo. Con estos puntos adicionales,
la red neuronal alcanza una mejor generalizacio´n.
Este modelo neuronal utiliza un esquema de entrenamiento supervisado, por lo que se re-
quiere que los datos de entrenamiento este´n etiquetados. Cada etiqueta es un escalar corres-
pondiente a la distancia euclidiana desde cada punto de entrenamiento hasta la superficie del
objeto. En ese sentido, los puntos sobre la superficie del objeto tienen etiqueta cero, los pun-
tos exteriores tienen etiqueta positiva y los puntos interiores tienen etiqueta negativa. Todos
los datos de entrenamiento se normalizaron en el rango [-1, 1] y se utiliza la metodolog´ıa de
validacio´n y prueba para evaluar el desempen˜o de la red [28]. El 75 % de los datos de entrada
fue empleado para el entrenamiento y el 25 % para la validacio´n. El criterio de desempen˜o
es el Error Cuadra´tico Medio (ECM). Para la determinacio´n de los pesos de la red neuronal,
se utilizaron dos algoritmos de entrenamiento: Levenberg–Marquardt (LM) [45] y Filtro de
Kalman (KF) [50].
4.1.2.1. Entrenamiento mediante Levenberg–Marquardt (LM)
Es un algoritmo de optimizacio´n no lineal por mı´nimos cuadrados incorporado al algoritmo de
retropropagacio´n con el fin de resolver el problema de entrenamiento de redes neuronales. El
algoritmo Levenberg–Marquardt es ma´s eficiente que otros me´todos de entrenamiento como
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(a) Alfil: Nube de puntos original (b) Puntos Extra. En azul: puntos exteriores. En
rojo: puntos superficiales. En verde: puntos
interiores.
(c) Naranja: Nube de puntos original (d) Puntos Extra. En azul: puntos exteriores. En
rojo: puntos superficiales. En verde: puntos in-
teriores.
Figura 4-2.: Generacio´n de puntos extra a partir de una nube puntos
el gradiente conjugado, la retropropagacio´n de paso variable y me´todos de Newton [45]. Si
bien es un algoritmo acelerado de gradiente descendente, tambie´n puede ser entendido como
una aproximacio´n al me´todo de Newton [78].
El me´todo de Levenberg–Marquardt usa una direccio´n de bu´squeda que es la solucio´n de la
Ecuacio´n 4-4, donde el escalar λk controla la magnitud y la direccio´n de dk. Cuando λk = 0,
la direccio´n dk es ide´ntica a la que proporciona el me´todo de Newton. Por otro lado, cuando
λk → ∞, la direccio´n de bu´squeda tiende a la direccio´n ma´s ra´pida de convergencia, sin
embargo, su magnitud tiende a cero. En este sentido, un eleccio´n adecuada de λk, hace que
el me´todo de Levenberg–Marquardt brinde una direccio´n de bu´squeda intermedia entre el
me´todo de Gauss–Newton y la direccio´n de bu´squeda ideal [68].
[
J (xk)
T J (xk) + λkI
]
dk = −J (xk)T F (xk) (4-4)
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4.1.2.2. Entrenamiento por Filtro de Kalman (KF)
El uso del Filtro de Kalman como algoritmo de entrenamiento para redes neuronales se basa
en el hecho de que los algoritmos de gradiente descendente, mı´nimos cuadrados recursivos y
retropropagacio´n, son casos espec´ıficos del Filtro de Kalman [98]. Durante el entrenamiento
mediante filtro de Kalman, los pesos sina´pticos son los estados a estimar y la salida de la red
es la medida utilizada para la correccio´n. En este sentido, el problema de entrenamiento de
una red neuronal puede ser visto como un problema de filtrado o´ptimo [103]. En la Figura
4-3 se muestra la evolucio´n de una MLFFNN entrenada con Filtro de Kalman durante el
modelado de un objeto de realidad virtualizada.
Para tener ma´s detalles sobre el Filtro de Kalman y su aplicacio´n al entrenamiento de redes
neuronales, ver Ape´ndice A.
(a) E´poca 1 (b) E´poca 3 (c) E´poca 6 (d) E´poca 14 (e) E´poca 22 (f) E´poca 31
Figura 4-3.: MLFFNN: evolucio´n del entrenamiento con filtro de Kalman
4.1.2.3. Comparacio´n entre LM y KF
Para comparar el rendimiento de ambos me´todos de entrenamiento, se realizaron pruebas
de modelado utilizando la misma arquitectura y los mismos conjuntos de entrenamiento
y validacio´n, tanto para Levenberg–Marquardt como para el Filtro de Kalman. El Error
Cuadra´tico Medio (ECM) es la medida de desempen˜o empleada. De acuerdo con la Figura
4-4, la MLFFNN entrenada con Levenberg-Marquardt alcanza menor error que el Filtro de
Kalman en seis de los once modelos probados. Sin embargo, los desempen˜os de ambos me´to-
dos son comparables, la superioridad de un me´todo sobre otro no es clara, y parece haber una
relacio´n con la morfolog´ıa del objeto que se desea modelar. La Figura 4-5 presenta la com-
paracio´n entre ambos me´todos de acuerdo al nu´mero de e´pocas de entrenamiento requeridas.
Para alcanzar un rendimiento dado, el entrenamiento por filtro de Kalman requiere menos
e´pocas de entrenamiento que Levenberg–Marquardt en ocho de los once casos presentados.
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Figura 4-4.: MLFFNN: comparacio´n del error cuadra´tico medio
4.1.3. Visualizacio´n MLFFNN
Para el esquema de modelado 3D usando MLFFNN, la red neuronal es un clasificador entre-
nado para aprender una representacio´n volume´trica de un objeto de realidad virtualizada.
La salida de la red neuronal es un escalar proporcional a la distancia euclidiana entre los
patrones de entrada y la superficie del objeto.
En este sentido, es necesario definir un conjunto de datos para evaluar y visualizar el modelo
generado. Se define un conjunto de 216000 puntos de prueba (xp, yp, zp) en el intervalo [−1, 1],
que se utiliza como entrada del clasificador con el fin de conocer los puntos que corresponden
a la superficie, al interior o al exterior del objeto. A continuacio´n, se grafican u´nicamente
los puntos que se encuentran en la superficie del objeto, es decir, aquellos puntos para los
que la respuesta de la red es cero. La Figura 4-6 muestra un resultado de modelado 3D
usando MLFFNN. No´tese que los modelos generados con ambos me´todos de entrenamiento
son similares.
4.2. Modelado 3D empleando redes neuronales
auto–organizadas
Las arquitecturas auto–organizadas son red neuronales de aprendizaje no supervisado que
pueden ser empleadas para el modelado 3D a partir de nubes de puntos de objetos vir-
tualizados. Dos de las arquitecturas auto–organizadas ma´s populares son los Mapas Auto–
Organizados (SOM) y las Redes Neuronales Gas (NGN). Ambas arquitecturas se caracterizan
por estar basadas en entrenamiento competitivo [79, 33].
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Figura 4-5.: MLFFNN: comparacio´n del nu´mero de e´pocas de entrenamiento
(a) Entrenamiento: Levenberg–Marquardt (b) Entrenamiento: Filtro de Kalman
Figura 4-6.: Modelado 3D empleando MLFFNN
El espacio de entrada se agrupa mediante la asignacio´n de neuronas a regiones espec´ıficas
del espacio. El nu´mero de entradas de cada neurona es igual a la dimensio´n del espacio de
entrada, por lo que los pesos sina´pticos se interpretan como ubicaciones en este espacio.
Cada regio´n es un grupo de puntos cercanos con respecto a las neuronas asignadas. Despue´s
del entrenamiento, dos vectores de entrada que pertenezcan a la misma regio´n deber´ıan estar
representados por una o dos neuronas cercanas dentro del espacio de representacio´n.
Tanto los SOM como las NGN pueden utilizarse para modelar superficialmente y de manera
comprimida objetos de realidad virtualizada a partir de nubes de puntos 3D. Cada vector de
peso sina´ptico codifica las coordenadas 3D de un agrupamiento de puntos sobre la superficie
del objeto. Durante el entrenamiento, el modelo se ajusta asinto´ticamente hacia los puntos
en el espacio de entrada de acuerdo a una funcio´n de densidad de puntos, y por lo tanto
toma la forma del objeto codificado en la nube de puntos de entrada.
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4.2.1. Mapas Auto–Organizados (SOM)
Un Mapa Auto–Organizado (SOM - “Self Organizing Map”) es un conjunto de neuronas
organizadas en una malla regular con conexiones rectangulares o hexagonales [114]. La malla
puede tener diferentes configuraciones dependiendo del objeto que se desea modelar, como
se indica en la Figura 4-7.
(a) Hoja (b) Cilindro (c) Toroide
Figura 4-7.: Tipos de mallas SOM. Tomado de [114]
Los datos de entrada de la red son un conjunto de coordenadas (x, y, z) de una nube de puntos
3D que representa un objeto virtualizado. Por lo tanto, cada neurona esta´ representada por
un vector de pesos tridimensional mi ∈ <3.
El objetivo del algoritmo SOM es aproximar el espacio de entrada ξ por prototipos o punteros
a manera de pesos sina´pticos mi, de forma que el mapa caracter´ıstico φ de´ una representacio´n
fiel de los vectores de entrada [64].
4.2.1.1. Entrenamiento SOM
Los SOM son entrenados iterativamente como se explica a continuacio´n. En cada etapa de
entrenamiento, un vector x se elige aleatoriamente del conjunto de datos de entrada. Se
calcula la distancia entre x y todos los vectores de peso sina´ptico del SOM. La neurona
cuyo vector de peso sina´ptico sea el ma´s cercano al vector de entrada x se llama Neurona de
Mejor Ajuste (BMU - “Best Match Unit”) o neurona ganadora, y se denota con la letra c,
segu´n se determina por la Ecuacio´n 4-5. En general, se puede utilizar cualquier medida de
distancia, sin embargo, dada la naturaleza geome´trica del problema (realidad virtualizada),
se utiliza distancia euclidiana para encontrar la BMU de cada vector de entrada. Finalmente,
se an˜ade una variable de peso ak a cada neurona, de modo que la medida de distancia se
puede reescribir como se indica en la Ecuacio´n 4-6.
‖x−mc‖ = mı´n
i
{‖x−mi‖} (4-5)
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‖x−m‖2 =
∑
k∈K
ak (xk −mk)2 (4-6)
Despue´s de determinar la neurona ganadora, los vectores de peso sina´ptico del SOM se
actualizan de modo que la BMU se mueve asinto´ticamente hacia el vector x en el espacio de
entrada. Los vecinos topolo´gicos de la BMU, es decir, los vecinos de acuerdo a la configuracio´n
de la malla, tambie´n se actualizan de forma similar, pero en menor medida que la neurona
ganadora, de modo que la morfolog´ıa del SOM se ajusta asinto´ticamente a la morfolog´ıa de la
nube de puntos de entrenamiento de acuerdo a un criterio de error. La regla de actualizacio´n
del vector de pesos de la neurona i se presenta en la Ecuacio´n 4-7, donde α(t) es la razo´n de
aprendizaje, que por lo general disminuye con el tiempo, y hci(t) es la ma´scara del vecindario
alrededor de la neurona ganadora c. Esta ma´scara es una funcio´n que decrece con el tiempo
y depende de la distancia de la BMU a cada una de las neuronas sobre la malla del SOM.
Adema´s, hci(t) define la regio´n de influencia del vector de entrada en el mapa. En este trabajo
se ha utilizado una funcio´n de vecindad gaussiana, como se indica en la Ecuacio´n 4-8, donde
σt es una funcio´n decreciente que define el radio de influencia en la vecindad y dci es la
distancia entre la neurona c y la neurona i a trave´s de las conexiones de la malla. La Figura
4-8 ilustra el proceso de adaptacio´n SOM.
mi(t+ 1) = mi(t) + α(t)hci(t) [x(t)−mi(t)] (4-7)
hci(t) = exp
(
− d
2
ci
2σ2t
)
(4-8)
Antes de iniciar el entrenamiento, los datos de entrada se normalizan y los pesos sina´pticos
se inicializan linealmente a lo largo de las dos componentes principales de la distribucio´n de
los datos, extra´ıdos mediante Ana´lisis de Componentes Principales (PCA), lo que garantiza
una convergencia ma´s ra´pida. La relacio´n de vecindad es definida por una malla hexagonal.
Las Figuras 4-9b y 4-9e muestran dos ejemplos de modelado tridimensional usando Mapas
Auto–Organizados. Los objetos virtualizados corresponden a piezas arqueolo´gicas [31]. De-
bido a las restricciones de la malla hexagonal, no es posible eliminar las conexiones entre
cada neurona y sus vecinos, por lo que los agujeros de los objetos no se pueden modelar
correctamente.
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Figura 4-8.: Proceso de adaptacio´n SOM. Tomado de [114]
4.2.2. Red Neuronal Gas (NGN)
Los errores del modelado SOM, causados por las restricciones de la malla, son resueltos
por el modelado con Redes Neuronales Gas (NGN - “Neural Gas Networks”). Una NGN
esta´ compuesta por neuronas, de manera similar que un SOM, que se mueven en el espacio
de entrada durante el entrenamiento hasta ajustarse a una nube de puntos de entrada. La
posicio´n de la neurona ganadora y sus vecinas se actualiza durante cada etapa de entrena-
miento. La diferencia con la arquitectura SOM, es que en las NGN la relacio´n de vecindad
se define calculando la distancia euclidiana a todas las neuronas de la red, y no mediante
una malla topolo´gica predefinida. Es decir, mientras en un SOM los vecinos de cada neurona
se conocen de antemano dada la configuracio´n de la red, en una NGN los vecinos de cada
neurona deben calcularse en cada e´poca de entrenamiento con respecto a todas las neuronas
de la red.
Comparado con los SOM, las NGN no usan una relacio´n de vecindario definida por una malla,
sino que usa un ranking de vecindario basado en el ca´lculo de las neuronas ma´s cercanas
con respecto a todas las neuronas de la red. Por este motivo, el proceso de adaptacio´n NGN
es mejor que el de SOM, ya que las neuronas de la NGN pueden moverse libremente en el
espacio de entrada sin ningu´n tipo de restriccio´n topolo´gica. As´ı, el error topogra´fico1 de una
NGN es cero [114].
El algoritmo NGN puede entenderse como un algoritmo de Cuantizacio´n de Vectores (VQ)
en el sentido en que un conjunto de M vectores de entrada se aproxima por un conjunto
de N neuronas (o vectores de referencia), cuyos pesos sina´pticos ofrecen una representacio´n
1El error topogra´fico es una medida cuantitativa de la preservacio´n topolo´gica del SOM despue´s del entre-
namiento, y se calcula como la proporcio´n de todos los datos de entrada para los cuales la neurona ma´s
cercana y la segunda neurona ma´s cercana no son adyacentes dentro de la malla de la red.
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aproximada de la distribucio´n de los vectores de entrada, cumplie´ndose que N M [79].
Comparado con otros me´todos de VQ como SOM, “k–means clustering” y agrupamiento de
ma´xima entrop´ıa, las NGN convergen ma´s ra´pidamente, alcanzan menores errores de dis-
torsio´n, tienen ma´s alto costo computacional, minimizan un funcional de costo durante el
entrenamiento y pueden alcanzar mejores desempen˜os empleando conjuntos de entrenamien-
to ma´s pequen˜os [79].
NGN es un algoritmo de compresio´n de datos basado en una regla de adaptacio´n “soft–
max” con el objetivo de minimizar una funcio´n de distorsio´n. Esta regla de adaptacio´n es
una extensio´n del algoritmo esta´ndar “k–means clustering” y tiene en cuenta un ranking de
vecindario de pesos sina´pticos calculado sobre todas las neuronas de la red.
La dina´mica de los pesos sina´pticos durante el entrenamiento consta de dos pasos: en el
primero, el proceso de adaptacio´n esta´ determinado por el gradiente de una funcio´n de costo
dependiente de los para´metros de vecindad de la red; en el segundo paso, hay un ajuste
similar al de la dina´mica de las part´ıculas brownianas movie´ndose a trave´s de un potencial
determinado por la densidad de la nube de puntos de entrada [6].
4.2.2.1. Entrenamiento NGN
De la misma manera que los algoritmos SOM y “k–means”, el algoritmo NGN utiliza una
regla de adaptacio´n “soft–max” [86]. Sin embargo, en lugar de utilizar la distancia dci definida
sobre una malla de organizacio´n de neuronas, se utiliza un ranking de vecindad que tiene en
cuenta todas las neuronas del espacio.
Cuando cada vector x se presenta, se calcula el ranking de vecindad (wi0,wi1, ...,wi(N−1)),
donde wi0 y wi(N−1) son la neurona ma´s cercana y ma´s lejana al vector de entrada x,
respectivamente.
La regla de adaptacio´n de pesos sina´pticos esta´ dada por la Ecuacio´n 4-9, donde ε es la razo´n
de aprendizaje en el intervalo [0,1] y hλ es la funcio´n de vecindad definida en la Ecuacio´n
4-10, donde ki (x,w) denota la posicio´n de la neurona i en el ranking del vecindario. Para
λ = 0, este algoritmo es ide´ntico al algoritmo “k–means”, mientras que para λ 6= 0 no so´lo
se actualiza la neurona ganadora, sino tambie´n las neuronas vecinas definidas en el ranking
del vecindario.
∆wi = ε · hλ (ki (x,w)) · (x−wi) (4-9)
hλ (ki (x,w)) = exp
(
−ki (x,w)
λ
)
(4-10)
Las Figuras 4-9c y 4-9f presenta dos ejemplos de modelado 3D usando NGN. Los objetos
virtualizados correspondes a piezas arqueolo´gicas [31]. En comparacio´n con el modelado SOM
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presentado en las Figuras 4-9b y 4-9e, la representacio´n NGN s´ı permite el modelado de los
agujeros de los objetos.
(a) Cascabel: nube original (b) Cascabel: modelo SOM (c) Cascabel: modelo NGN
(d) Alca: nube original (e) Alca: modelo SOM (f) Alca: modelo NGN
Figura 4-9.: Modelado 3D basado en Redes Neuronales Gas (NGN)
4.2.3. Comparacio´n entre SOM y NGN
Para evaluar el desempen˜o de la red, se calculan los errores de cuantizacio´n como la distancia
euclidiana absoluta media (EAM) desde cada punto de entrada hasta su correspondiente
Neurona de Mejor Ajuste (BMU). El algoritmo SOM tiene una capacidad de adaptacio´n
inferior que la de NGN debido a las restricciones topolo´gicas de la malla. Sin embargo, las
NGN tiene el ma´s alto costo computacional, ya que en cada e´poca de entrenamiento se debe
calcular el ranking de vecindario sobre todas las neuronas de la red (wi0,wi1, ...,wi(N−1)), lo
que hace que el costo computacional aumente como N × log(N), donde N es el nu´mero de
neuronas de la red [79]. En la siguiente seccio´n se presentan los resultados experimentales
que ilustran estas diferencias .
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4.3. Resultados: modelado 3D empleando computacio´n
neuronal
Para probar el rendimiento de las tres arquitecturas neuronales en la tarea de modelado 3D,
se utilizaron diferentes objetos del mundo real virtualizados mediante diferentes sistemas
de adquisicio´n: a) modelos fantasma de tumores cerebrales cuya informacio´n fue adquirida
mediante endoneurosonograf´ıa (Ver Cap´ıtulo 3) [77, 101]. b) objetos triviales, como frutas
y botellas, virtualizados mediante un sistema de visio´n este´reo StarCam FW–3R. c) pie-
zas arqueolo´gicas virtualizadas mediante un esca´ner de rango 3D Konica Minolta Vivid–9i
[31, 65]. La Figura 4-10 presenta los objetos de realidad virtualizada utilizados en estos
experimentos.
La Tabla 4-2 describe los para´metros de disen˜o de las tres arquitecturas neuronales emplea-
das. El modelo MLFFNN requiere el menor espacio de almacenamiento en disco debido a
que su arquitectura so´lo requiere 30 neuronas (2.3 Kbytes), mientras que los SOM y las NGN
requieren 2000 neuronas (45 Kbytes) cada una. Respecto al nu´mero de puntos de entrena-
miento, el modelado MLFFNN requiere 4 veces ma´s datos que SOM y NGN debido a los
puntos extra an˜adidos al interior y al exterior del objeto durante el entrenamiento. Gracias
a estos puntos extras, el modelado MLFFNN ofrece una representacio´n tanto volume´trica
como superficial dependiendo de los datos que se deseen graficar, mientras que el modelado
SOM y NGN es superficial.
Tabla 4-2.: Comparacio´n de los para´metros de disen˜o de cada arquitectura neuronal
Arquitectura Neuronal
MLFFNN SOM NGN
Almacenamiento 2.3 Kbytes 46 Kbytes 45 Kbytes
en disco
Nu´mero de 30 neuronas 2000 neuronas
neuronas
Me´todo de Levenberg–Marquardt, Aprendizaje competitivo
entrenamiento Filtro de Kalman
Error Error Cuadra´tico Medio (ECM), Error Absoluto Medio (EAM)
Error Absoluto Medio (EAM)
Representacio´n Volume´trica Superficial
Superficial
Puntos de 4×Ntrain points 1×Ntrain points
Entrenamiento
La Tabla 4-3 muestra la comparacio´n de errores entre los modelos 3D generados mediante
MLFFNN, SOM y NGN. El error se calcula como la distancia euclidiana absoluta promedio
desde cada punto de entrada hasta la superficie del modelo generado. Es evidente que el
modelado mediante MLFFNN tiene mayor error que los modelados basados en arquitecturas
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(a) Alca (b) Alfil (c) Campana
(d) Botella (e) Banana (f) Caracol
(g) Cascabel (h) Felino (i) Cabeza
(j) Naranja (k) Tumor 1 (l) Tumor 2
(m) Rostro
Figura 4-10.: Objetos de realidad virtualizada empleados en los experimentos
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auto–organizadas. En general, para todas las arquitecturas los errores ma´s altos se presentan
para los objetos ma´s elaborados, como los de las Figuras 4-10a, 4-10c, 4-10f y 4-10h,
mientras que los objetos ma´s simples presentan errores ma´s bajos, como los mostrados en
las Figuras 4-10g, 4-10i y 4-10j.
Tabla 4-3.: Distancia desde cada punto hasta la superficie del modelo generado
Distancia euclidiana absoluta promedio
Modelo MLFFNN SOM NGN
Alca 1.9715 0.0248 0.0149
Alfil 1.1195 0.0047 0.0024
Banana 1.8078 0.0145 0.0079
Botella 1.1334 0.0176 0.0079
Campana 1.6421 0.0065 0.0033
Caracol 1.3019 0.0152 0.0077
Cascabel 0.1404 0.0027 0.0019
Felino 1.3550 0.0111 0.0053
Cabeza 0.3446 0.0144 0.0082
Naranja 0.2773 0.0146 0.0101
Rostro 1.1493 0.0030 0.0018
La Figura 4-11 muestra una comparacio´n entre el coste computacional de las diferentes
arquitecturas medidas en tiempo de entrenamiento (segundos). Note que las NGN tiene el
mayor tiempo de procesamiento ya que, como se explico´ en las secciones anteriores, su tiempo
de procesamiento aumenta como N × log(N) donde N es el nu´mero de neuronas [79]. Las
pruebas de co´mputo se realizaron usando MATLAB R2009a en un ordenador porta´til con
Windows Vista, procesador Intel Core 2 Duo T5670@1.80 GHz, 3 GB de memoria RAM,
DirectX 11 y una tarjeta gra´fica NVIDIA GeForce 8400M GS de 1523 MB.
La Figura 4-12 presenta el resultado del modelo 3D de dos piezas arqueolo´gicas, las ma´s
complejas disponibles, utilizando cada una de las arquitecturas neuronales. La Figuras 4-12b
y 4-12f exponen el resultado del modelado MLFFNN, con 3 capas ocultas y 10 neuronas
en cada una, entrenada por el algoritmo de Levenberg–Marquardt. La Figuras 4-12c y 4-
12g muestran el resultado del modelado SOM sin visualizar las conexiones de la malla.
Por u´ltimo, la Figuras 4-12d y 4-12h presentan el resultado del modelado NGN. Tanto los
SOM como las NGN se entrenan competitivamente durante 15 e´pocas de ajuste grueso y
50 e´pocas de ajuste fino para una arquitectura de 2000 neuronas de representacio´n. Estas
arquitecturas auto–organizadas presentan mejor desempen˜o que las arquitecturas multicapa,
lo que se explica por la poca capacidad de la MLFFNN de representar detalles finos.
En la Figura 4-13 se muestra la evolucio´n de los entrenamientos grueso y fino en el modelado
3D de una pieza arqueolo´gica mediante SOM. Durante el entrenamiento grueso, el radio del
vecindario se inicializa en el valor σt = 8 y decrece hasta llegar al valor σt = 3. Durante el
entrenamiento fino, el radio del vecindario se inicializa en el valor σt = 3 y decrece hasta
4.4 Resumen y conclusiones 67
Figura 4-11.: Comparacio´n del tiempo de entrenamiento
llegar al valor σt = 1, es decir, en las u´ltimas etapas del entrenamiento fino, no se tiene
vecindario y se ajusta solamente cada neurona ganadora.
La Figura 4-14 presenta una comparacio´n entre los tiempos de visualizacio´n de cada mo-
delo neuronal. Como se explica en las secciones anteriores, y se confirma con los resultados
aqu´ı presentados, el modelado MLFFNN es el que requiere mayor tiempo de visualizacio´n
debido a que requiere un conjunto de datos de prueba como entrada de la red entrenada para
poder visualizar el objeto. Por otro lado, el modelado NGN presenta el tiempo de visuali-
zacio´n ma´s corto debido a que sus pesos sina´pticos son posiciones en el espacio de entrada
que codifican directamente la morfolog´ıa tridimensional del objeto. Finalmente, el modelado
SOM tiene la misma ventaja que NGN de codificar directamente en sus pesos sina´pticos la
morfolog´ıa del objeto, sin embargo, la visualizacio´n SOM es un poco ma´s lenta que la NGN
debido al tiempo de renderizacio´n de la malla de conexiones SOM.
4.4. Resumen y conclusiones
En este cap´ıtulo se describe la implementacio´n de una metodolog´ıa de modelado tridimen-
sional basada en redes neuronales. Los patrones de entrada son nubes de puntos (x, y, z)
que describen la superficie de los objetos a modelar y que fueron virtualizados por unos de
los siguientes me´todos de adquisicio´n: un sistema ENS, un sistema de visio´n este´reo o un
esca´ner de rango 3D.
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(a) Felino (b) Modelo MLFFNN (c) Modelo SOM (d) Modelo NGN
(e) Caracol (f) Modelo MLFFNN (g) Modelo SOM (h) Modelo NGN
Figura 4-12.: Modelado 3D de piezas arqueolo´gicas empleando redes neuronales
Se explora el uso de tres tipos de arquitecturas neuronales para la tarea de modelado tridi-
mensional: redes neuronales multicapa alimentadas hacia adelante (MLFFNN), mapas auto–
organizados (SOM) y redes neuronales gas (NGN). Se presentan y discuten comparaciones
experimentales entre estas arquitecturas en te´rminos de desempen˜o, costo computacional,
tiempo de entrenamiento, tiempo de visualizacio´n y complejidad de la arquitectura.
Los SOM y las NGN proveen una representacio´n tridimensional de la superficie del objeto,
mientras que MLFFNN provee una representacio´n volume´trica en el sentido en que infor-
macio´n al exterior y al interior del objeto se utiliza durante el entrenamiento. Las NGN
presentan el mejor desempen˜o, seguidas por los SOM y las MLFFNN. En te´rminos de costo
computacional, las NGN son las que demandan ma´s tiempo de entrenamiento, mientras que
los SOM demandan el menor. Finalmente, las MLFFNN presentan los mayores errores de
representacio´n, tanto para entrenamiento con Levenberg–Marquardt (LM) como con Filtro
de Kalman (KF), sin embargo, el entrenamiento con KF requiere menos e´pocas de entre-
namiento que con LM para alcanzar el desempen˜o deseado, lo que indicar´ıa su ma´s ra´pida
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(a) Entrenamiento grueso (b) Entrenamiento fino
Figura 4-13.: Entrenamiento grueso y fino empleado para el modelado 3D
convergencia.
Con respecto al tiempo de visualizacio´n, las MLFFNN tienen el costo computacional ma´s
alto debido a que la red codifica la morfolog´ıa del objeto en las conexiones internas y pesos
sina´pticos de las capas ocultas, por lo que se requiere un conjunto de datos de prueba para
hacer que la red opere como clasificador y retorne los puntos en el espacio 3D que corres-
ponden al interior, a la superficie o al exterior del objeto. En efecto, una MLFFNN es un
clasificador entrenado para aprender el modelo volume´trico de un objeto de realidad virtua-
lizada, por lo que el conjunto de datos de prueba es la entrada de la red, y la visualizacio´n
consiste en graficar solo aquellos puntos cuya respuesta sea menor o igual que cero, es decir,
los puntos que esta´n sobre la superficie y al interior del objeto.
Por otra parte, los modelos neuronales basados en SOM y NGN codifican directamente la
morfolog´ıa del objeto en sus pesos sina´pticos, los cuales son entendidos como posiciones en
el espacio tridimensional. En este sentido, la visualizacio´n es inmediata, y solo consiste en
graficar las neuronas de la red en el espacio 3D de referencia. Cabe aclarar que la visualizacio´n
de los SOM es ligeramente ma´s lenta que la de las NGN debido al tiempo de renderizacio´n
que implica graficar la malla de conexiones de la red.
Una de las aplicaciones ma´s interesantes del modelado 3D empleando computacio´n neuronal
es la posibilidad de modelar objetos variables en el tiempo, o cuya informacio´n no se conoce
completamente al inicio del entrenamiento, sino que se va actualizando a medida que pasa el
tiempo. Uno de los me´todos de adquisicio´n aqu´ı nombrados, la ENS (explicada en detalle en
el Cap´ıtulo 3), permite la adquisicio´n en tiempo real y en escenarios intra–operativos de in-
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Figura 4-14.: Comparacio´n del tiempo de visualizacio´n
formacio´n 3D de estructuras cerebrales, tales como tumores, a partir de videos endosco´picos
y de ultrasonido. Esto significa que mientras el neurocirujano manipula el equipo, durante
la intervencio´n quiru´rgica, la informacio´n 3D que define la morfolog´ıa del tumor se actua-
liza constantemente y debe emplearse para adaptar el modelo de representacio´n. Las redes
neuronales ofrecen una posibilidad interesante en este punto, ya que el modelado tridimen-
sional puede desarrollarse en dos etapas: una etapa de entrenamiento fuera de l´ınea, como
la presentada en este cap´ıtulo, que permite generar un modelo inicial del tumor a partir de
informacio´n ENS preliminar; y una etapa de entrenamiento en l´ınea, que permite ajustar el
modelo de acuerdo a la nueva informacio´n ENS recibida.
5. Modelado neuronal acelerado por
hardware usando GPU
Las unidades de procesamiento gra´fico (GPU -“Graphics Processing Unit”) se han convertido
en una solucio´n informa´tica de escritorio para la computacio´n cient´ıfica paralela a gran escala
[124]. En este cap´ıtulo, se exploran sus posibilidades y limitaciones en la aceleracio´n del
algoritmo NGN para el modelado 3D de objetos de realidad virtualizada. Como se explica
en la Seccio´n 4.2, el algoritmo NGN es demandante en te´rminos computacionales debido
a que debe realizarse una bu´squeda exhaustiva para encontrar y actualizar las neuronas
ganadoras. Este procedimiento se puede implementar paralelamente en una GPU de forma
que se reduzca dra´sticamente su costo computacional. En varios art´ıculos, el potencial de la
tecnolog´ıa GPU ha sido demostrada en problemas de optimizacio´n no–lineal [125], bu´squeda
de patrones [124], problemas de asignacio´n cuadra´tica [75] y registro de objetos 3D [122]. El
objetivo es determinar co´mo y cua´nto las redes neuronales gas pueden ser potencialmente
aceleradas en una plataforma GPU. Los algoritmos son implementados bajo la Arquitectura
Unificada CUDA TM (“Compute Unified Device Architecture”), usando la librer´ıa “Thrust”
[55], en una tarjeta NVIDIA GeForce GTX 460 SE [85].
5.1. Aceleracio´n del algoritmo NGN
Los principales pasos del entrenamiento NGN se describen en el Algoritmo 2. La longitud
de entrenamiento se mide en e´pocas de entrenamiento o en per´ıodos de adaptacio´n [79].
hλ (ki (x,w)) = exp
(
−ki (x,w)
λ
)
(5-2)
Debido a que el entrenamiento NGN es un algoritmo iterativo, el proceso requiere que cada
uno de los pasos se complete antes que el siguiente, por lo que no es un problema que permita
paralelizacio´n completa. Sin embargo, es posible paralelizar individualmente cada uno de los
pasos descritos anteriormente.
Debido a los altos tiempos de procesamiento, la gran cantidad de datos de entrenamiento y
la larga longitud de los vectores de pesos sina´pticos de la red, los pasos 2, 3 y 4 del Algoritmo
2 pueden ejecutarse de manera eficiente en una GPU. De esta manera, el comportamiento
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Algoritmo 2 Algoritmo de entrenamiento de una red neuronal gas
[Paso 1:] Escoger aleatoriamente un vector de entrada x.
[Paso 2:] Calcular la distancia euclidiana desde todas las neuronas de la red hasta el
vector de entrada.
[Paso 3:] Ordenar ascendentemente estas distancias para obtener el ranking de vecinda-
rio.
[Paso 4:] Actualizar la neurona ganadora y las neuronas del ranking del vecindario de
acuerdo a la regla de adaptacio´n:
∆wi = ε · hλ (ki (x,w)) · (x−wi) (5-1)
[Paso 5:] Repetir el Paso 1 hasta que se alcance la longitud de entrenamiento deseada.
general del proceso de aprendizaje sigue siendo secuencial, pero sus pasos individuales se
paralelizan mediante un modelo de aceleracio´n por hardware.
La determinacio´n del ranking del vecindario y la actualizacio´n de los pesos sina´pticos de
la red mediante las Ecuaciones 5-1 y 5-2, se implementa en la GPU mediante la librer´ıa
“Thrust” [55]. Adicionalmente, la librer´ıa “Templates” permite una ra´pida implementacio´n
de las transformaciones necesarias para el ca´lculo de la distancia euclidiana y la actualizacio´n
de las neuronas usando las caracter´ısticas de alto rendimiento de la GPU.
El ranking de vecindario se calcula como (wi0,wi1, ...,wi(N−1)), donde wi0 y wi(N−1) son
la neurona ma´s cercana y ma´s lejana al vector de entrada x, respectivamente. Este ca´lculo
requiere una implementacio´n que funcione ra´pidamente con conjuntos de datos de ma´s 106
puntos. Los algoritmos back40Computing, incluidos en la librer´ıa Thrust, son apropiados para
esta tarea [82].
En este sentido, el tiempo global de entrenamiento NGN depende tanto del ordenamiento
como de la longitud del entrenamiento. Con una implementacio´n en GPU, la complejidad
del ordenamiento tiende asinto´ticamente a O(n), por lo que el tiempo de entrenamiento
final puede escalarse linealmente de acuerdo a la cantidad de vectores de entrada, lo que
no es posible en una implementacio´n en una Unidad Central de Procesamiento (CPU -
“Central Processing Unit”), donde la complejidad aumenta no-linealmente [82]. La longitud
del entrenamiento depende del conjunto de datos de entrada y la calidad de representacio´n
esperada.
5.2. Pruebas experimentales
Para determinar el potencial de la aceleracio´n por hardware, el algoritmo NGN se adapta a
un esquema de programacio´n paralela en GPU, y se compara con una implementacio´n serial
en una plataforma CPU.
Para la implementacio´n en GPU, se utiliza una tarjeta gra´fica NVIDIA GeForce GTX 460 SE
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con un procesador AMD Phenon, bajo el sistema operativo Windows 7. Mientras que para
la implementacio´n en CPU, se utiliza una implementacio´n en Matlab 10a en un procesador
Intel Core i5 M450, bajo el sistema operativo Windows 7.
En la Figura 5-1 se muestra una comparacio´n del tiempo de entrenamiento, en GPU y
CPU, para un conjunto de entrenamiento fijo, variando el nu´mero de neuronas en la red.
Esta comparacio´n se presenta para dos objetos diferentes de realidad virtualizada. Para la
implementacio´n en GPU se observa como el tiempo de entrenamiento no aumenta considera-
blemente para redes con muchas neuronas, mientras que para CPU, este tiempo es altamente
dependiente del nu´mero de neuronas. En los dos casos presentados, hay un punto de cruce
de las curvas GPU y CPU cerca de 2 × 104 neuronas, lo que indica un umbral a partir del
cual el tiempo de procesamiento en GPU es menor que el tiempo en CPU.
(a) (b)
Figura 5-1.: Comparacio´n del tiempo de entrenamiento en GPU y CPU
Para encontrar una longitud de entrenamiento o´ptima, se utilizan dos conjuntos de datos
para entrenar redes NGN con diferente nu´mero de e´pocas de entrenamiento. Se utilizan
intervalos de cinco e´pocas, y el error se mide como la distancia euclidiana promedio entre
los puntos de entrada y la superficie del modelo. Las Figuras 5-2a y 5-2b muestran los
resultados del modelado 3D de dos conjuntos de datos, un rostro humano y una escultura
de un gato, con 3 × 104 y 1,1 × 105 puntos, respectivamente. En general, el desempen˜o de
la representacio´n converge a un valor constante despue´s de la 30a e´poca de entrenamiento.
Por este motivo, la longitud de entrenamiento o´ptima se establece en este valor para las
siguientes pruebas. La Figura 5-3 ilustra la evolucio´n del modelado 3D con una NGN con
1,5× 104 neuronas para una nube de entrada con 3× 104 puntos pertenecientes a un rostro
humano.
Para determinar el rendimiento del algoritmo NGN acelerado, se usan varios conjuntos de
entrada para entrenar redes de diferentes taman˜os. Los objetos virtualizados de prueba se
modelan mediante NGN cuyo nu´mero de neuronas var´ıa desde el 10 % hasta el 300 % del
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(a) Nube de puntos con 29421 datos (b) Nube de puntos con 112861 datos
Figura 5-2.: Error del modelado 3D para diferentes e´pocas de entrenamiento
(a) 5 e´pocas (b) 10 e´pocas (c) 15 e´pocas (d) 20 e´pocas (e) 25 e´pocas
(f) 30 e´pocas (g) 35 e´pocas (h) 40 e´pocas (i) 45 e´pocas (j) 50 e´pocas
Figura 5-3.: Evolucio´n del modelado NGN durante el entrenamiento
nu´mero de datos en el conjunto de entrada. La Figura 5-4 presenta el error para dos conjuntos
de datos modelados con redes de diferentes taman˜os. En estos resultados se observa que los
mejores desempen˜os se alcanzan cuando el nu´mero de neuronas de la red es igual al nu´mero
de datos en la nube de puntos de entrada, lo que implica que el sobremuestreo no genera
ninguna ganancia significativa en la calidad del modelado con NGN.
En cuanto al tiempo de entrenamiento del algoritmo NGN, la paralelizacio´n mediante GPU
disminuye el tiempo de procesamiento hasta la quinta parte del tiempo requerido en una
implementacio´n CPU cuando se tienen redes neuronales con ma´s de 15 mil neuronas. Los
resultados para diferentes taman˜os de red se presentan en la Tabla 5-1. El tiempo de entre-
namiento en la implementacio´n CPU se estima como t
CPU
= n×a
CPU
, donde n es la longitud
del entrenamiento y a
CPU
es el tiempo de procesamiento de una sola etapa de adaptacio´n
en una implementacio´n CPU. La estimacio´n de a
CPU
se realiza a partir de los datos usados
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(a) Nube de puntos con 29421 datos (b) Nube de puntos con 112861 datos
Figura 5-4.: Desempen˜o del modelado para diferentes nu´meros de neuronas de la red
para los ca´lculos de la Figura 5-4.
Tabla 5-1.: Aceleracio´n del modelado 3D para diferentes objetos virtualizados
Neuronas
Longitud de
entrenamiento
Tiempo
medido en
GPU
(segundos)
Tiempo
estimado en
CPU
(segundos)
Aceleracio´n
10000 882630 3780.5 2013.5 0.5x
15000 882630 3811.3 2750.6 0.7x
15000 3385800 11035.4 10551.3 1.0x
20000 882630 3970.6 3547.4 0.9x
30000 882630 4054.7 5746.9 1.4x
40000 882630 4125.5 8181.0 2.0x
50000 882630 4348.7 13209.2 3.0x
60000 882630 4768.6 16134.1 3.4x
70000 882630 4812.1 18908.7 3.9x
80000 882630 4868.3 21679.7 4.5x
90000 882630 5444.8 24530.6 4.5x
100000 882630 5500.4 27444.6 5.0x
5.3. Resumen y conclusiones
Para determinar el potencial para aplicacio´n en tiempo real del modelado 3D con redes
neuronales, se implemento´ el algoritmo NGN de manera paralela en una GPU NVIDIA
y se presentaron comparaciones experimentales contra una implementacio´n serial en una
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CPU usando Matlab. Las comparaciones son realizadas en te´rminos de desempen˜o, costo
computacional, tiempo de entrenamiento y calidad de la representacio´n.
Respecto al tiempo de entrenamiento, en general, la implementacio´n GPU es ma´s veloz
que la implementacio´n CPU. Sin embargo, siempre hay un valor particular de nu´mero de
neuronas de la red, para el cual la velocidad en GPU y CPU es igual. Este valor cr´ıtico
depende del hardware utilizado, pero dada la complejidad del algoritmo de ordenamiento, la
implementacio´n GPU siempre encuentra la situacio´n de mejor desempen˜o. Para el hardware
utilizado en este trabajo, la implementacio´n GPU es ma´s ra´pida que la implementacio´n CPU
para redes neuronales con ma´s de 2× 104 neuronas.
Como investigacio´n futura, se plantea la aceleracio´n de otras arquitecturas neuronales, como
MLFFNN y SOM, en la tarea de modelado 3D. Adema´s de la aceleracio´n de la etapa de
entrenamiento, se trabajara´ en encontrar maneras ma´s veloces y eficientes de visualizacio´n
de los modelos neuronales generados.
6. Resultados: modelado 3D de tumores
cerebrales
Una de las aplicaciones ma´s interesantes del modelado 3D empleando computacio´n neuronal
es la posibilidad de modelar objetos variables en el tiempo, o cuya informacio´n no se conoce
completamente al inicio del entrenamiento, sino que se actualiza a medida que pasa el tiem-
po. La Endoneurosonograf´ıa (ENS), permite la adquisicio´n en tiempo real y en escenarios
intra–operativos de informacio´n 3D de estructuras cerebrales, tales como tumores, a partir de
videos endosco´picos y de ultrasonido. Esto significa que mientras el neurocirujano manipula
el equipo, durante la intervencio´n quiru´rgica, la informacio´n 3D que define la morfolog´ıa
del tumor se actualiza constantemente y debe emplearse para adaptar el modelo de repre-
sentacio´n. Las redes neuronales ofrecen una posibilidad interesante en este punto, ya que
el modelado tridimensional puede desarrollarse en dos etapas: una etapa de entrenamiento
fuera de l´ınea que permite generar un modelo inicial del tumor a partir de informacio´n ENS
preliminar, y una etapa de entrenamiento en l´ınea que permite ajustar el modelo de acuer-
do a la nueva informacio´n ENS recibida. Dados los resultados de modelado obtenidos en el
Cap´ıtulo 4, en los que se muestra la superioridad de las arquitecturas NGN y SOM sobre la
MLFFNN en la tarea de modelado 3D, se utilizan redes neuronales auto–organizadas para
el modelado en l´ınea de tumores cerebrales. En la Figura 6-1 se muestra el esquema de mo-
delado 3D de tumores cerebrales empleando redes neuronales artificiales. En este cap´ıtulo se
presenta la aplicacio´n de la metodolog´ıa propuesta en los cap´ıtulos anteriores a la tarea es-
pec´ıfica del modelado 3D de tumores cerebrales. Los resultados experimentales corresponden
a pruebas con modelos cerebrales fantasma de una base de datos ENS propia.
6.1. Adaptacio´n o entrenamiento secuencial
Existen dos estilos de entrenamiento de redes neuronales: el primero, la adaptacio´n o entre-
namiento secuencial, en el que los pesos sina´pticos se actualizan cada vez que se presenta un
dato de entrada a la red. El segundo, el entrenamiento por lotes, en el que los pesos sina´pti-
cos se actualizan despue´s de que se presentan todos los datos de entrada. Generalmente,
el entrenamiento por lotes es ma´s eficiente computacionalmente, sin embargo, en algunas
aplicaciones no es posible disponer de todos los datos al inicio del entrenamiento, por lo que
el paradigma de entrenamiento secuencial es ma´s u´til. Cuando se opera en un ambiente no
estacionario, a mayor adaptacio´n mayor desempen˜o [103].
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Figura 6-1.: Esquema de modelado 3D de tumores cerebrales
Cuando una red neuronal opera en un ambiente estacionario (en el cual las caracter´ısticas
estad´ısticas no cambian con el tiempo), una red neuronal puede aprender las caracter´ısti-
cas estad´ısticas del ambiente mediante aprendizaje fuera de l´ınea. En particular, los pesos
sina´pticos de la red pueden ajustarse mediante el entrenamiento con un conjunto represen-
tativo de datos de entrada. Una vez el proceso de entrenamiento este´ completado, la red
deber´ıa haber capturado las caracter´ısticas principales del espacio de entrada.
Sin embargo, el ambiente de intere´s puede ser no estacionario, lo que significa que los para´me-
tros estad´ısticos del espacio de entrada pueden variar con el tiempo. En estas situaciones, los
me´todos tradicionales de entrenamiento no son adecuados para hacer seguimiento de estas
variaciones estad´ısticas durante el entrenamiento. Para solucionar esto, es deseable que la red
continuamente adapte sus para´metros de acuerdo a los datos de entrada. En ocasiones, este
entrenamiento puede aplicarse en tiempo real, aunque depende de la aplicacio´n y del tipo
de datos de entrada. En un sistema adaptativo, el ajuste se realiza cada vez que se presenta
un patro´n de entrada, es decir, el entrenamiento nunca se detiene, por lo que generalmente
se denomina aprendizaje continuo o secuencial [49].
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6.2. Resultados
Para la parte experimental, se dispone de una base de datos endoneurosonogra´fica de 7×104
ima´genes de tumores fantasma. Esta base de datos corresponde a 4.86 horas de adquisicio´n
con el equipo ENS disponible en el laboratorio de Control Automa´tico del CINVESTAV
Guadalajara (Me´xico). Parte de la base de datos no se considera para las pruebas debido
a varios problemas: a) falta de sincronizacio´n en la adquisicio´n de las ima´genes endosco´pi-
cas y de ultrasonido; b) pe´rdida de visibilidad de la sonda de ultrasonido por intervalos
de tiempo demasiado largos, por lo que no fue posible computar un seguimiento correcto;
c) errores y desajustes en el sistema de seguimiento visual (POLARIS). Todos estos pro-
blemas contribuyen a que no sea posible la reconstruccio´n 3D a partir de la informacio´n
endoneurosonogra´fica.
La cantidad de informacio´n de cada cuadro ENS depende de las regiones segmentadas en
cada una de las ima´genes de ultrasonido. En la Tabla 6-1 se muestra la informacio´n de
6 secuencias ENS seleccionadas para las pruebas experimentales. Para cada una de estas
secuencias, se utiliza el 10 % de los datos para realizar el modelo inicial del tumor usando
un esquema de entrenamiento fuera de l´ınea. A partir de all´ı, el 90 % restante de los datos
se presenta secuencialmente para la adaptacio´n en l´ınea del modelo de representacio´n.
Tabla 6-1.: Secuencias ENS empleadas para las pruebas experimentales
Secuencia
Nu´mero de
Cuadros
Duracio´n
(segundos)
Nu´mero de
Puntos 3D
1 20 5.0 1,9× 104
2 164 41.0 1,1× 106
3 254 63.5 1,5× 106
4 790 197.5 2,3× 106
5 580 145.0 6,1× 105
6 4582 1145.5 1,9× 107
Las Figuras 6-2 y 6-3 muestran ejemplos de modelado tridimensional de tumores cerebrales
fantasma mediante informacio´n endoneurosonogra´fica y redes neuronales auto–organizadas.
Los modelados presentados corresponden a la etapa fuera de l´ınea del entrenamiento con
nubes de puntos de 23421 y 9116 datos, respectivamente. A partir de este modelo, el proceso
pasa a una etapa de entrenamiento en l´ınea para adaptar la forma del modelo de acuerdo a
la nueva informacio´n recibida. En ambos casos, se usan arquitecturas auto–organizadas con
2000 neuronas de representacio´n.
La Figura 6-4 muestra el modelado 3D de un tumor cerebral empleando 20 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 1). Este video corresponde a una adquisicio´n
de 5 segundos de duracio´n. El modelado se lleva a cabo mediante una red neuronal SOM
de 2000 neuronas organizadas en una malla cil´ındrica con vecindario hexagonal. Para el
entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso y 10 e´pocas de
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(a) Nube original: 23421 puntos (b) SOM. Error = 6.0414 (c) NGN. Error = 3.8116
Figura 6-2.: Modelado 3D de tumores cerebrales usando ENS y redes neuronales
(a) Nube original: 9116 puntos (b) SOM. Error = 6.48 (c) NGN. Error = 4.14
Figura 6-3.: Modelado 3D de tumores cerebrales usando ENS y redes neuronales
entrenamiento fino, con 1,9 × 103 datos (Figura 6-4a). Para el entrenamiento en l´ınea, se
utilizan 1,7 × 104 puntos 3D tomados del resto de la secuencia ENS. Esta informacio´n se
presenta secuencialmente para la adaptacio´n de la red (Figura 6-4b). La Figura 6-4c muestra
el resultado del modelado SOM, mientras que la Figura 6-4d muestra el mismo resultado
pero ocultando las conexiones de la malla. Los errores topogra´ficos y de cuantizacio´n son
0.0557 y 13.5061, respectivamente. En la Figura 6-4c se observa un error en el modelado de
las fronteras laterales del tumor, esto se debe a que las conexiones de la malla no permiten
que las neuronas del mapa modelen adecuadamente los agujeros y las fronteras de los objetos.
La Figura 6-5 muestra el modelado 3D de un tumor cerebral empleando 164 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 2). Este video corresponde a una adquisicio´n
de 41 segundos de duracio´n. El modelado se lleva a cabo mediante una red neuronal SOM
de 2000 neuronas organizadas en una malla cil´ındrica con vecindario hexagonal. Para el
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(a) Datos para etapa fuera de l´ınea (b) Datos para etapa en l´ınea
(c) SOM con conexiones (d) SOM sin conexiones
Figura 6-4.: Modelado 3D del tumor de la secuencia 1 usando SOM
entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso y 10 e´pocas de
entrenamiento fino, con 1,1 × 105 puntos 3D adquiridos de los primeros 4.1 segundos de la
secuencia ENS (Figura 6-5a). Para el entrenamiento en l´ınea, se utilizan 9,9 × 105 puntos
3D tomados del resto de la secuencia ENS. Esta informacio´n se presenta secuencialmente
para la adaptacio´n de la red (Figura 6-5b). Las Figuras 6-5d y 6-5c muestran los resultados
del modelado SOM mostrando y ocultando las conexiones de la malla, respectivamente. Los
errores topogra´ficos y de cuantizacio´n son 0.1149 y 36.86, respectivamente.
La Figura 6-6 muestra el modelado 3D de un tumor cerebral empleando 254 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 3). Este video corresponde a una adquisicio´n
de 63.5 segundos de duracio´n. El modelado se lleva a cabo mediante una red neuronal SOM
de 2000 neuronas organizadas en una malla cil´ındrica con vecindario hexagonal. Para el
entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso y 10 e´pocas de
entrenamiento fino, con 1,5× 105 puntos 3D adquiridos de los primeros 6.35 segundos de la
secuencia ENS (Figura 6-6a). Para el entrenamiento en l´ınea, se utilizan 1,3 × 106 puntos
3D tomados del resto de la secuencia ENS. Esta informacio´n se presenta secuencialmente
para la adaptacio´n de la red (Figura 6-6b). Las Figuras 6-6d y 6-6c muestran los resultados
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(a) Datos etapa fuera de l´ınea (b) Datos etapa en l´ınea (c) SOM con conexiones (d) SOM sin conexiones
Figura 6-5.: Modelado 3D del tumor de la secuencia 2 usando SOM
del modelado SOM con y sin visualizacio´n de las conexiones, respectivamente. Los errores
topogra´ficos y de cuantizacio´n son 0.1258 y 33.75, respectivamente.
(a) Datos etapa fuera de l´ınea (b) Datos etapa en l´ınea (c) SOM con conexiones (d) SOM sin conexiones
Figura 6-6.: Modelado 3D del tumor de la secuencia 3 usando SOM
La Figura 6-7 muestra el modelado 3D de un tumor cerebral empleando 790 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 4). Este video corresponde a una adquisicio´n
de 197.5 segundos de duracio´n. El modelado se lleva a cabo mediante una red neuronal
SOM de 2000 neuronas organizadas en una malla cil´ındrica con vecindario hexagonal. Para
el entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso y 10 e´pocas de
entrenamiento fino, con 2,3 × 105 puntos 3D adquiridos de los primeros 19.75 segundos de
la secuencia ENS (Figura 6-7a). Para el entrenamiento en l´ınea, se utilizan 2,1× 106 puntos
3D tomados del resto de la secuencia ENS. Esta informacio´n se presenta secuencialmente
para la adaptacio´n de la red (Figura 6-7b). Las Figuras 6-7d y 6-7c muestran los resul-
tados del modelado SOM. Los errores topogra´ficos y de cuantizacio´n son 0.9758 y 0.0562,
respectivamente.
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(a) Datos fuera de l´ınea (b) Datos etapa en l´ınea (c) SOM con conexiones (d) SOM sin conexiones
Figura 6-7.: Modelado 3D del tumor de la secuencia 4 usando SOM
La Figura 6-8 muestra el modelado 3D de un tumor cerebral empleando 20 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 1). Este video corresponde a una adquisicio´n
de 5 segundos de duracio´n. El modelado se lleva a cabo mediante una red NGN de 2000
neuronas. Para el entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso
y 10 e´pocas de entrenamiento fino, con 1,9× 103 puntos 3D adquiridos en el primer 10 % de
la secuencia ENS (Figura 6-8a). Para el entrenamiento en l´ınea, se utilizan 1,7× 104 puntos
3D tomados del resto de la secuencia. Esta informacio´n se presenta secuencialmente para la
adaptacio´n de la red (Figura 6-8b). El error de cuantizacio´n despue´s del entrenamiento es
1.4112.
(a) Datos etapa fuera de l´ınea (b) Datos etapa en l´ınea (c) Modelo NGN
Figura 6-8.: Modelado 3D del tumor de la secuencia 1 usando NGN
La Figura 6-9 muestra el modelado 3D de un tumor cerebral empleando 790 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 4). Este video corresponde a una adquisicio´n
de 197.5 segundos de duracio´n. El modelado se lleva a cabo mediante una red NGN de 2000
neuronas. Para el entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso
y 10 e´pocas de entrenamiento fino, con 2,3× 105 puntos 3D adquiridos de los primeros 19.75
segundos de la secuencia ENS (Figura 6-9a). Para el entrenamiento en l´ınea, se utilizan
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2,1× 106 puntos 3D tomados del resto de la secuencia. Esta informacio´n se presenta secuen-
cialmente para la adaptacio´n de la red (Figura 6-9b). El error de cuantizacio´n despue´s del
entrenamiento es 4.1560.
(a) Datos etapa fuera de l´ınea (b) Datos etapa en l´ınea (c) Modelo NGN
Figura 6-9.: Modelado 3D del tumor de la secuencia 4 usando NGN
La Figura 6-10 muestra el modelado 3D de un tumor cerebral empleando 580 cuadros ENS
tomados a 4 cuadros por segundo (Secuencia 5). Este video corresponde a una adquisicio´n
de 145 segundos de duracio´n. El modelado se lleva a cabo mediante una red NGN de 2000
neuronas. Para el entrenamiento fuera de l´ınea se emplean 5 e´pocas de entrenamiento grueso
y 10 e´pocas de entrenamiento fino, con 6,1× 104 puntos 3D adquiridos de los primeros 14.5
segundos de la secuencia ENS (Figura 6-9a). Para el entrenamiento en l´ınea, se utilizan
5,5 × 105 puntos 3D tomados del resto de la secuencia. Esta informacio´n se presenta se-
cuencialmente para la adaptacio´n de la red (Figura 6-9b). El error de cuantizacio´n despue´s
del entrenamiento es 1.4640. Para efectos de interpretacio´n, no´tese que los ejes de la Figura
6-10a esta´n en un rango diferente.
(a) Datos etapa fuera de l´ınea (b) Datos etapa en l´ınea (c) Modelo NGN
Figura 6-10.: Modelado 3D del tumor de la secuencia 5 usando NGN
En la Tabla 6-2 se muestran los errores del modelado tridimensional de tumores cerebrales
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usando SOM y NGN. El error de cuantizacio´n se calcula como la distancia euclidiana pro-
medio desde los puntos del tumor hasta la neurona ma´s cercana en la red (BMU). El error
topogra´fico es una medida cuantitativa de la preservacio´n topolo´gica del SOM despue´s del
entrenamiento, y se calcula como la proporcio´n de todos los datos de entrada para los cuales
la neurona ma´s cercana y la segunda neurona ma´s cercana no son adyacentes dentro de la
malla de la red. El error topogra´fico de una red NGN es cero [114].
Note que el modelo SOM presenta un error topogra´fico de ma´s del 50 % para la Secuencia
5. Generalmente, esto se debe a una inicializacio´n inadecuada de la red, la cual se realiza
aleatoriamente sobre el eje principal de la nube de datos de entrenamiento fuera de l´ınea.
Dado que en el inicio del modelado no se conoce la morfolog´ıa del tumor, no es posible ga-
rantizar la representatividad de este conjunto de entrenamiento respecto a los datos futuros.
Adicionalmente, esta mala inicializacio´n se refleja en un alto error de cuantizacio´n.
Tabla 6-2.: Error topogra´fico y de cuantizacio´n del modelado 3D
SOM NGN
Error Error de Error de
Secuencia Topogra´fico Cuantizacio´n Cuantizacio´n
1 0.0557 13.51 1.4112
2 0.1149 36.86 3.3886
3 0.1258 33.75 2.7592
4 0.0562 9.76 4.1560
5 0.5585 68.09 1.4640
De acuerdo a la correspondencia entre las unidades de medida en el equipo ENS y las
unidades de medida en el mundo real (Cap´ıtulo 3), cada unidad de medida en los datos de
entrada corresponde a 0.1875 mm en el mundo real. En la Tabla 6-3 se presentan los errores
de cuantizacio´n de los modelos 3D de tumores cerebrales medidos en mil´ımetros.
En el trabajo de Letteboer y otros [67], se presenta un estudio cl´ınico con 12 pacientes a los
cuales se les estima el movimiento y la deformacio´n de sus estructuras cerebrales durante
una neurocirug´ıa. El me´todo de adquisicio´n es ultrasonido 3D, y se reportan deformaciones
verticales promedio de 3.0 mm con un valor ma´ximo de 7.5 mm, y deformaciones horizontales
promedio de 3.9 mm con un valor ma´ximo de 8.2 mm. De acuerdo a estos resultados, el mo-
delado NGN propuesto en esta tesis tiene la precisio´n suficiente para detectar estos cambios
en las estructuras cerebrales. Como se mostro´ en el Cap´ıtulo 5, es posible aumentar el nu´me-
ro de neuronas de la red con el fin de mejorar la calidad de representacio´n, sin incurrir en un
aumento considerable del costo computacional, lo que puede ser la solucio´n en caso de que
el modelo requiera mayor resolucio´n. Debido a los errores reportados, el modelado SOM no
garantiza, al menos con este nu´mero de neuronas, este nivel de detalle en la representacio´n,
por lo que no ser´ıa adecuado para este tipo de casos cl´ınicos.
En otros trabajos [80, 54, 81], que utilizan resonancia magne´tica como te´cnica de adquisicio´n,
se han reportado pacientes con deformaciones promedio entre 5 y 10mm, con valores ma´ximos
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de hasta 20mm. En estos casos, las redes SOM podr´ıan ser u´tiles como herramientas de
modelado, dado que sus errores de cuantizacio´n esta´n por debajo de estos rangos.
Tabla 6-3.: Errores de cuantizacio´n del modelado 3D (mil´ımetros)
Error de cuantizacio´n (mil´ımetros)
Secuencia SOM NGN
1 2.5331 0.2646
2 6.9113 0.6354
3 6.3281 0.5174
4 1.8300 0.7793
5 12.7661 1.4640
6.3. Conclusiones
De acuerdo a los estudios cl´ınicos reportados en la literatura y a los resultados obtenidos en
esta tesis, las redes NGN presentan el mayor potencial para su aplicacio´n en el modelado
3D de tumores cerebrales a partir de endoneurosonograf´ıa. Sin embargo, no se descarta la
aplicacio´n de redes SOM como herramienta de modelado, pues su precisio´n podr´ıa ser u´til
en algunas aplicaciones espec´ıficas.
Aunque el modelado 3D de tumores cerebrales se basa en un esquema de entrenamiento en
l´ınea, au´n no es posible su aplicacio´n en tiempo real debido a los altos tiempos de entrena-
miento. Una de las soluciones en las que se trabaja actualmente, es la aceleracio´n mediante
hardware gra´fico de las etapas de adaptacio´n y visualizacio´n de la red. Adicionalmente, dado
el relativo bajo costo del entrenamiento SOM con respecto al entrenamiento NGN, se planea
desarrollar un modelo neuronal h´ıbrido capaz de combinar la velocidad de las SOM con la
capacidad de adaptacio´n de las NGN. Como propuesta inicial, se esta´ trabajando en un
modelado NGN inicializado mediante una red SOM.
En el modelado con redes neuronales auto–organizadas, la morfolog´ıa de los tumores se
codifica directamente en los pesos sina´pticos de la red, los cuales pueden ser entendidos
como posiciones en el espacio de entrada. Por este motivo, la visualizacio´n es inmediata,
pues consiste en graficar directamente las neuronas de la red sobre el espacio de entrada
tridimensional. Con el modelado neuronal existe una ganancia evidente en el tiempo de
visualizacio´n y espacio de almacenamiento en disco, pues en lugar de manipular la nube de
puntos que representa el tumor, se trabaja u´nicamente con las neuronas de representacio´n.
Como regla general, el nu´mero de neuronas siempre es menor o igual que el nu´mero de puntos
en la nube de entrada. Como se presenta en los resultados del Cap´ıtulo 5, cuando el nu´mero
de neuronas de la red es mayor que el nu´mero de puntos en la nube de entrada, no hay
ninguna mejora considerable en el desempen˜o, por lo que el sobremuestreo no es justificado.
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El modelado con redes neuronales tiene la ventaja de que no requiere ningu´n conocimiento
“a–priori” de la estructura que se quiere modelar, lo que es bastante adecuado en este tipo
de aplicaciones, pues desde el inicio de la adquisicio´n no se conoce la forma ni el taman˜o del
tumor que se desea modelar. Adicionalmente, gracias a la capacidad de adaptacio´n de las
redes, el modelo puede ajustarse dina´micamente de acuerdo a la informacio´n que proviene
del equipo ENS.

7. Conclusiones y trabajo futuro
En los cap´ıtulos anteriores se han expuesto conclusiones y consideraciones espec´ıficas de
acuerdo a cada unos de los aportes presentados. A continuacio´n, se presentan conclusiones
generales del trabajo, se detallan los principales aportes de la investigacio´n y se direcciona
el trabajo futuro.
En el Cap´ıtulo 3, se presenta una solucio´n sencilla y eficaz al problema de adquisicio´n de
informacio´n tridimensional de estructuras cerebrales a partir de endoneurosonograf´ıa (ENS).
El me´todo es simple, eficiente, y razonablemente robusto a la oclusio´n, a los desplazamientos
de la sonda y a la salida de e´sta del rango de visio´n de las ca´maras endosco´picas.
En el Cap´ıtulo 4, se describe la implementacio´n de una metodolog´ıa de modelado tridi-
mensional utilizando computacio´n neuronal. Se estudia el uso de tres tipos de arquitecturas
neuronales para la tarea de modelado 3D: redes neuronales multicapa alimentadas hacia
adelante (MLFFNN), mapas auto–organizados (SOM) y redes neuronales gas (NGN). Se
presentan y discuten comparaciones experimentales entre estas arquitecturas en te´rminos
de desempen˜o, costo computacional, tiempo de entrenamiento, tiempo de visualizacio´n y
complejidad de la arquitectura.
La arquitectura NGN presenta el menor error de cuantizacio´n y la mejor capacidad de
adaptacio´n durante las pruebas de modelado 3D, lo que indica que es la arquitectura ma´s
adecuada en te´rminos de calidad de representacio´n. Sin embargo, tambie´n presenta el ma´s
elevado costo computacional, lo que limita su posible aplicacio´n en tiempo real. Por esta
razo´n, en el Cap´ıtulo 5 se estudia el potencial, para aplicacio´n en tiempo real, del modela-
do 3D con NGN usando una implementacio´n acelerada por hardware. La implementacio´n
acelerada utiliza la arquitectura unificada CUDA TM sobre una unidad de procesamiento
gra´fico (GPU). Se presentan comparaciones experimentales de la implementacio´n paralela
en una GPU contra una implementacio´n serial en una CPU. Las comparaciones se realizan
en te´rminos de desempen˜o, costo computacional, tiempo de entrenamiento y calidad de la
representacio´n. Las pruebas demuestran que pueden alcanzarse aceleraciones de hasta 5x.
Como investigacio´n futura, se plantea la aceleracio´n de otras arquitecturas neuronales, como
MLFFNN y SOM, en la tarea de modelado 3D. Adema´s de la aceleracio´n de la etapa de
entrenamiento, se trabajara´ en encontrar maneras ma´s veloces y eficientes de visualizacio´n
de los modelos neuronales generados. Adicionalmente, se esta´ trabajando en el desarrollo de
un modelo neuronal h´ıbrido capaz de combinar la velocidad de las SOM con la capacidad de
adaptacio´n de las NGN.
Una de las aplicaciones ma´s interesantes del modelado 3D empleando computacio´n neuronal
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es la posibilidad de modelar objetos variables en el tiempo, o cuya informacio´n no se conoce
completamente al inicio del entrenamiento, sino que se va actualizando a medida que pasa el
tiempo. En este sentido, la ENS permite la adquisicio´n en tiempo real y en escenarios intra–
operativos de informacio´n 3D de estructuras cerebrales, tales como tumores. En el Cap´ıtulo
6 se presentan los resultados del modelado 3D de estos tumores empleando redes neuronales
auto–organizadas. El modelado se desarrolla en dos etapas: una etapa de entrenamiento
fuera de l´ınea, que permite generar un modelo inicial del tumor a partir de informacio´n
ENS preliminar, y una etapa de entrenamiento en l´ınea, que permite ajustar el modelo de
acuerdo a la nueva informacio´n ENS recibida. Se presentan pruebas del modelado en una
base de datos ENS de 7×104 ima´genes de tumores fantasma correspondientes a 4.86 horas de
adquisicio´n. De esta base de datos, se descartan muchas de las secuencias debido a problemas
en la adquisicio´n, en la sincronizacio´n o en el sistema de seguimiento visual, por lo que las
pruebas se hacen con algunas secuencias ENS seleccionadas.
Con el fin de evitar implicaciones e´ticas y morales, esta investigacio´n se desarrolla en su
totalidad sobre modelos fantasma del cerebro humano. Una vez que se compruebe, en el
laboratorio, la precisio´n y la conveniencia de la te´cnica, podr´ıa plantearse su aplicacio´n en
escenarios intra–operativos reales. De acuerdo a los estudios cl´ınicos reportados en la litera-
tura y a los resultados obtenidos en esta tesis, las redes NGN presentan el mayor potencial
para su aplicacio´n en el modelado 3D de tumores cerebrales a partir de endoneurosonograf´ıa,
aunque no se descarta el uso de redes SOM. Sin embargo, presentan la limitacio´n del costo
computacional, cuya solucio´n se plantea como investigacio´n futura.
Figura 7-1.: Propuesta de trabajo futuro
Actualmente, se esta´ mejorando el equipo quiru´rgico y de adquisicio´n disponible en el La-
boratorio de Control del CINVESTAV Guadalajara (Me´xico), con el fin de agregar sensores
ta´ctiles que entreguen informacio´n de textura y elasticidad. Con esta informacio´n, se plan-
tea desarrollar un modelo neuronal como el que se muestra en la Figura 7-1, en el que no
so´lo se tenga en cuenta la geometr´ıa de la estructura biolo´gica, sino tambie´n su textura y
su elasticidad. Adicionalmente, se esta´ instalando un brazo robo´tico para la manipulacio´n
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del endoscopio y de los instrumentos quiru´rgicos. De esta manera, se eliminan los errores
introducidos por el sistema de seguimiento visual (POLARIS) y por la manipulacio´n inco-
rrecta de los equipos por parte de manos inexpertas. Como complemento, se esta´n instalando
sensores de color y profundidad [84], con el fin de reconstruir, identificar y seguir objetos y
personas presentes en el escenario 3D. El uso de estas tecnolog´ıas puede extenderse a otros
tipos de aplicaciones me´dicas como descripcio´n de o´rganos, deteccio´n de patolog´ıas, apo-
yo a intervenciones quiru´rgicas, trasplantes, entrenamiento de nuevos me´dicos y cirug´ıa a
distancia.

A. Ape´ndice: Filtro de Kalman
En 1960, Rudolph Emil Kalman publico´ su famoso art´ıculo en el que describe una solucio´n
recursiva al problema de filtrado lineal de datos discretos [61]. El Filtro de Kalman (KF) es
un conjunto de ecuaciones matema´ticas que proveen una solucio´n recursiva eficiente compu-
tacionalmente al problema de estimacio´n de estados de un proceso mediante la minimizacio´n
del Error Cuadra´tico Medio (ECM).
Dos de las principales ventajas del filtro con respecto a otros me´todos de estimacio´n son:
soporta estimaciones del pasado, del presente, e incluso del futuro; funciona bien incluso
cuando el modelo del sistema es desconocido [118].
A.1. Proceso de estimacio´n
El filtrado de Kalman trata de resolver el problema general de estimar, en el instante k, el
estado wk ∈ <n de un proceso discreto gobernado por la ecuacio´n estoca´stica en diferencias
mostrada por la Ecuacio´n A-1, con la medida zk ∈ <m de la Ecuacio´n A-2. Inicialmente, la
matriz de transicio´n A y la matriz de control B se asumen constantes en el tiempo.
wk = Awk−1 +Buk−1 + ωk−1 (A-1)
zk = Hwk + vk (A-2)
Las variables aleatorias ωk y vk representan el ruido del proceso y el ruido de medicio´n,
respectivamente, donde las matrices de covarianza Q ∈ <n×n y R ∈ <m×m definen sus
funciones de probabilidad normal, como se muestra en la Ecuacio´n A-3
p (ω) ∼ N (0, Q)
p (v) ∼ N (0, R) (A-3)
La primera ecuacio´n para definir el filtro consiste en encontrar una forma de computar la
estimacio´n a posteriori del estado ŵk como una combinacio´n lineal de la estimacio´n a priori
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wˆ−k y la diferencia con la medicio´n zk, como se describe en la Ecuacio´n A-4. La estimacio´n de
los errores a priori y a posteriori se definen en las Ecuaciones A-5 y A-6, respectivamente.
wˆk = wˆ
−
k +Kk
(
zk −Hwˆ−k
)
(A-4)
e−k ≡ wk − wˆ−k (A-5)
ek ≡ wk − wˆk (A-6)
La matriz Kk ∈ <n×m se denomina Ganancia de Kalman y se elige de tal forma que minimice
la covarianza del error a posteriori, tal y como se muestra en la Ecuacio´n A-7, donde P−k es
la covarianza del error de estimacio´n a priori como se muestra en la Ecuacio´n A-8.
Kk = P
−
k H
T
(
HP−k H
T +R
)−1
(A-7)
P−k = E
[
e−k
(
e−k
)T]
(A-8)
Note que si la matriz de covarianza del error de medicio´n R es cero, entonces la matriz
de Ganancia de Kalman es la inversa de la matriz H; mientras que cuando la matriz de
covarianza del error de estimacio´n a priori es cero, entonces la matriz de Ganancia de
Kalman es cero, como se muestra en la Ecuacio´n A-9.
l´ım
R→0
Kk = H
−1
l´ım
P−k →0
Kk = 0
(A-9)
A.2. Filtro discreto de Kalman
El filtro discreto de Kalman estima el estado de un proceso en algu´n instante de tiempo y
obtiene una retroalimentacio´n en forma de mediciones con ruido. El filtro se compone de dos
tipos de ecuaciones que se explican a continuacio´n.
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A.2.1. Ecuaciones de actualizacio´n de tiempo
Son las encargadas de proyectar hacia adelante el estado actual y la covarianza del error
de estimacio´n. Estas ecuaciones son tambie´n llamadas Ecuaciones de Prediccio´n, y se
presentan a continuacio´n:
wˆ−k = Awˆ
−
k−1 +Buk−1
P−k = APk−1A
T +Q
(A-10)
A.2.2. Ecuaciones de actualizacio´n de medicio´n
Son responsables de la retroalimentacio´n, la cual es realiza mediante la incorporacio´n de
una nueva medicio´n en la estimacio´n a priori con el fin de obtener una estimacio´n a poste-
riori mejorada. Estas ecuaciones son tambie´n llamadas Ecuaciones de Correccio´n, y se
presentan a continuacio´n:
Kk = P
−
k H
T
(
HP−k H
T +R
)−1
wˆk = wˆ
−
k +Kk
(
zk −Hwˆ−k
)
Pk = (I −KkH)P−k
(A-11)
Figura A-1.: Ecuaciones de prediccio´n y correccio´n del filtro de Kalman
A.2.3. Para´metros del filtro
Los para´metros libres del filtro de Kalman son las matrices de covarianza del error P , Q y
R. La matriz de covarianza del error de estimacio´n P generalmente se inicializa como una
matriz diagonal y a partir de all´ı se utilizan las ecuaciones de tiempo para su actualizacio´n.
Habitualmente, es posible estimar la matriz de covarianza del error de medicio´n R mediante
la medicio´n fuera de l´ınea del proceso. La determinacio´n de la covarianza del error del proceso
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Q generalmente es ma´s complicada y requiere una etapa previa de identificacio´n del sistema.
En general, las covarianzas del error R y Q son decrecientes en el tiempo y se deben ajustar
dina´micamente.
En el trabajo de Song y Grizzle [104], se discuten aspectos de la convergencia del filtro de
Kalman cuando es usado como observador determin´ıstico de un sistema no lineal en tiempo
discreto. Esta convergencia no requiere ningu´n conocimiento a priori del modelo a la hora
de asumir los errores de covarianza, siempre y cuando los estados este´n dentro de un dominio
compacto convexo. Aunque la sintonizacio´n de los para´metros P , Q y R es una ardua tarea,
generalmente resuelta mediante heur´ısticas, suele cumplirse la condicio´n de inicializacio´n que
se muestra en la Ecuacio´n A-12.
P ≥ R ≥ Q (A-12)
A.3. Filtro extendido de Kalman
Algunas de las aplicaciones ma´s interesantes del Filtro de Kalman surgen cuando el proceso
a ser estimado wk ∈ <n y/o la medicio´n zk ∈ <m son no lineales. Un KF que linealice
con respecto a la media y a la varianza actual del proceso se denomina Filtro extendido de
Kalman (EKF) [118].
En este caso, el proceso es gobernado por la ecuacio´n estoca´stica no–lineal en diferencias y
la medicio´n igualmente no lineal de la Ecuacio´n A-13.
wk = f (wk−1, uk−1, ωk−1)
zk = h (wk, vk)
(A-13)
Para facilitar el problema, las variables de ruido ωk y vk pueden hacerse cero, por lo que se
pueden reescribir las ecuaciones anteriores como se muestra en la Ecuacio´n A-14, donde w˜k
es una estimacio´n a posteriori del estado a partir del estado anterior.
w˜k = f (wˆk−1, uk−1)
z˜k = h (w˜k)
(A-14)
La ecuaciones que linealizan la prediccio´n se muestran en la Ecuacio´n A-15, donde A y Ω
son las matrices jacobianas de f con respecto a w y ω, respectivamente; mientras que H y
V son las matrices jacobianas de h con respecto a w y v, respectivamente.
wk ≈ w˜k + A (wk−1 − wˆk−1) + Ωωk−1
zk ≈ z˜k +H (wk − wˆk) + V vk (A-15)
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A.3.1. Ecuaciones del filtro extendido de Kalman
Las Ecuaciones A-16 y A-17 muestran las ecuaciones EKF de actualizacio´n de tiempo y
actualizacio´n de medicio´n, respectivamente.
wˆ−k = f (wˆk−1, uˆk−1, 0)
P−k = AkPk−1A
T
k + ΩkQk−1Ω
T
k
(A-16)
Kk = P
−
k H
T
k
(
HkP
−
k H
T
k + VkRkV
T
k
)−1
wˆk = wˆ
−
k +Kk
(
zk − h
(
wˆ−k , 0
))
Pk = (I −KkHk)P−k
(A-17)
A.4. Entrenamiento de redes neuronales con el filtro de
Kalman
El uso del Filtro de Kalman como algoritmo de entrenamiento para redes neuronales se basa
en el hecho de que los algoritmos de gradiente descendente, mı´nimos cuadrados recursivos y
retropropagacio´n, son casos espec´ıficos del Filtro de Kalman [98]. Durante el entrenamiento
mediante filtro de Kalman, los pesos sina´pticos son los estados a estimar y la salida de la
red es la medida utilizada para la correccio´n. En este sentido, el problema de entrenamiento
de una red neuronal puede considerarse como un problema de filtrado o´ptimo [103].
A.4.1. Entrenamiento MLFFNN
Como una MLFFNN es un sistema no lineal, es necesario emplear el filtro extendido de
Kalman (EKF). El entrenamiento de esta red se resuelve como un problema de filtrado
o´ptimo cuya solucio´n es recursiva, utiliza informacio´n actual y no necesita almacenar toda
la informacio´n de la evolucio´n de los pesos sina´pticos. El objetivo es encontrar los pesos
sina´pticos que minimicen el error de prediccio´n [50].
Considere una MLFFNN con n pesos sina´pticos y m nodos de salida. Sea wk el vector de
pesos de la red en la k-e´sima iteracio´n. La evolucio´n de los pesos sina´pticos de la red se
indica en la Ecuacio´n A-18, donde χk es el vector de entrada de la red neuronal, zˆk es el
vector de salida definido por la funcio´n no lineal h (•).
wk+1 = wk
zˆk = h (wk, χk)
(A-18)
Las ecuaciones de Kalman necesarias para el entrenamiento de la red se muestran en la
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Ecuacio´n A-19, donde zk es la salida deseada de la red.
Kk = PkH
T
k
(
HkPkH
T
k +Rk
)−1
wk+1 = wk +Kk (zk − h (wk, χk))
Pk+1 = (I −KkHk)Pk +Qk
(A-19)
Considere la MLFFNN mostrado en la Figura A-2 con p entradas y noc neuronas en la
capa oculta. La organizacio´n del vector de pesos de la red se muestra en la Ecuacio´n A-20.
Adicionalmente, se define la matriz Hij = ∂zˆ/∂w que contiene las derivadas de cada salida
de la red con respecto cada peso sina´ptico, como se muestra en la Ecuacio´n A-21, donde σi
es la salida de la neurona i en la capa oculta.
Figura A-2.: MLFFNN entrenado con filtro extendido de Kalman. Tomado de [103]
w =
[
w
(1)
10 w
(1)
11 · · · w(1)1p w(1)20 w(1)21 · · · w(1)noc p w(2)10 w(2)11 · · · w(2)1noc
]T
(A-20)
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H =
[
γ (n1)χo · · · γ (n1)χp γ (n2)χo · · · γ (nnoc)χp σ0 σ1 · · · σnoc
]
γ (ni) =
w
(2)
1i e
−ni
(1+e−ni)
2 ; ∀i = 1, ..., noc
ni =
p∑
j=0
w
(1)
ij χj ; χ0 = ±1
(A-21)

B. Ape´ndice: Procesamiento de
ima´genes de ultrasonido
Las ima´genes de ultrasonido son una herramienta esencial en el diagno´stico me´dico debido
a su naturaleza no invasiva, bajo costo y adquisicio´n en tiempo real. Su uso extendido la ha
convertido en una importante a´rea de investigacio´n en los u´ltimos an˜os, siendo el estudio del
ruido “speckle” uno de los problemas ma´s analizados. La presencia de este ruido afecta la
interpretacio´n humana de las ima´genes y la precisio´n de las te´cnicas de diagno´stico asistidas
por computador [35].
El ruido “speckle” es un ruido t´ıpico de los sistemas con iluminacio´n estructurada, tales
como los esca´neres ultraso´nicos [8]. Es un ruido multiplicativo que reduce la resolucio´n y el
contraste de la imagen, haciendo dif´ıciles la segmentacio´n y la extraccio´n de caracter´ısticas.
En la Ecuacio´n B-1 se muestra la imagen I(x, y) contaminada por el ruido ηm(x, y).
f(x, y) = I(x, y) ηm(x, y) (B-1)
Debido a la compresio´n logar´ıtmica que utilizan los sistemas de visualizacio´n, el ruido “spec-
kle” puede procesarse como si se tratara de ruido aditivo [94], como se muestra en la Ecuacio´n
B-2. En la Figura B-1 se muestran ejemplos de ruido multiplicativo en ima´genes de ultra-
sonido.
log [f(x, y)] = log [I(x, y)] + log [ ηm(x, y)] (B-2)
En la literatura se reportan me´todos de reduccio´n efectiva de este tipo de ruido, entre los que
se encuentran ana´lisis estoca´sticos [83], filtros de difusio´n anisotro´pica [121] y filtros basados
en wavelets [63]. La metodolog´ıa explicada en este ape´ndice corresponde a la reduccio´n de
ruido “speckle” empleando filtrado wavelet.
El objetivo es aplicar una te´cnica de reduccio´n de ruido “speckle” y realce basada en filtrado
wavelet, para lo cual se aplica la metodolog´ıa presentada en el Algoritmo 3.
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(a) Vista lateral del rostro (b) Vista superior del cra´neo
(c) Vista de un tumor cerebral (d) Vista de un tumor cerebral
Figura B-1.: Ejemplos de ruido “speckle” en ima´genes de ultrasonido
B.1. Caracterizacio´n de la sen˜al
B.1.1. Transformada ra´pida de Fourier (FFT)
En la Figura B-2 se observa la Transformada Ra´pida de Fourier de una imagen de ultrasonido
de prueba. No´tese que la ma´xima componente del espectro se ubica en el origen (centro de
la imagen), cuya principal componente corresponde a frecuencia cero. Por la distribucio´n
del espectro se observa que la imagen es una sen˜al de banda limitada con concentracio´n en
bajas frecuencias. Esta informacio´n es importante porque permite identificar las componentes
frecuenciales de ruido que se quieren reducir.
B.1.2. Extraccio´n de bordes
En la mayor´ıa de los problemas de visio´n por computador, la extraccio´n de bordes es una
de las tareas ma´s importantes, pues permite la ubicacio´n y segmentacio´n de las regiones de
intere´s.
En la Figura B-2c se muestran los bordes obtenidos mediante el operador de Sobel [11, 60] a
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Algoritmo 3 Reduccio´n de ruido y realce en ima´genes de ultrasonido
[Paso A:] Caracterizacio´n de la sen˜al.
1. Ana´lisis Frecuencial (Transformada Ra´pida de Fourier)
2. Ana´lisis Espacial (Extraccio´n de bordes)
3. Determinacio´n del orden de la sen˜al
[Paso B:] Filtrado Wavelet.
1. Seleccio´n de la familia Wavelet
2. Reduccio´n de ruido y realce en el dominio Wavelet
una imagen de ultrasonido. Este operador es una de las ma´scaras de gradiente ma´s empleadas
en el procesamiento digital de ima´genes, y aunque existen te´cnicas ma´s elaboradas para la
extraccio´n de contornos como las “snakes” [62, 108], sigue siendo muy empleado debido a su
simplicidad y velocidad de co´mputo.
(a) Imagen FFT (b) Superficie FFT (c) Bordes
Figura B-2.: Transformada ra´pida de Fourier y extraccio´n de bordes
B.1.3. Orden de la sen˜al
En el caso unidimensional, el orden se calcula ajustando la sen˜al a un polinomio de grado n
para el cual el error cuadra´tico medio de la representacio´n es menor a un umbral . Para el
caso bidimensional (imagen), esta representacio´n polinomial suele ser complicada, por lo que
se emplea una aproximacio´n del orden de la sen˜al mediante la aplicacio´n sucesiva de filtros
gaussianos, como se explica en el Algoritmo 4.
En la Figura B-3 se muestran los niveles de detalle obtenidos para cuatro diferentes filtros
gaussianos. Debe notarse la pe´rdida progresiva de detalle desde la Figura B-3a hasta la
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Algoritmo 4 Determinacio´n del orden para una sen˜al bidimensional
[Paso 1:] Definir un kernel gaussiano con varianza σ2 para filtrar la imagen objetivo
[116].
[Paso 2:] Aumentar el valor de σ2 y realizar cada vez la convolucio´n con la imagen
objetivo.
[Paso 3:] A medida que σ2 aumenta, la imagen resultante tiene menor nivel de detalle,
hasta cierto valor σ2max para el cual el resultado es una imagen homoge´nea en la que los
detalles son irreconocibles.
[Paso 4:] El valor de σ2max es la estimacio´n del orden de la sen˜al bidimensional.
Figura B-3d a medida que la varianza σ2 del filtro aumenta. Subjetivamente, el orden de
la sen˜al se ha estimado en σ2max ≈ 4, que corresponde al valor de varianza para el cual los
detalles importantes son totalmente irreconocibles.
(a) σ2 = 2.2361 (b) σ2 = 3.1623 (c) σ2 = 4.4721 (d) σ2 = 5.9161
Figura B-3.: Filtrado gaussiano para hallar el orden de la sen˜al
B.1.4. Transformada wavelet
El filtrado frecuencial en el dominio de Fourier permite la eliminacio´n de ruido en frecuencias
espec´ıficas. Sin embargo, cuando no se utiliza informacio´n espacial, existen zonas de la imagen
(como los bordes) que pierden nitidez y contraste.
Gracias a la transformada wavelet, que ofrece tanto informacio´n de escala (frecuencia) como
de desplazamiento (posicio´n), es posible realizar filtrados selectivos reduciendo ruido en
algunas zonas y realzando bordes en otras.
Debido a que las ima´genes de ultrasonido contienen bordes de diferentes taman˜os, se adop-
ta una aproximacio´n multi–resolucio´n basada en la transformada wavelet. De esta forma,
se obtiene informacio´n frecuencial y espacial mediante la descomposicio´n de la imagen en
versiones escaladas y desplazadas de una funcio´n wavelet madre.
La familia wavelet utilizada es una Daubechies 4, mostrada en la Figura B-4. Esta funcio´n
es simple computacionalmente y se han reportado buenos resultados en la literatura para
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este tipo de aplicaciones [63]. En el algoritmo presentado se utiliza una descomposicio´n nivel
4, que corresponde con el orden estimado de la sen˜al en la Seccio´n B.1.3.
Figura B-4.: Funcio´n wavelet daubechies 4
B.2. Reduccio´n de ruido y realce
En este trabajo, se utiliza el algoritmo propuesto por Kim y Ra [63] para reduccio´n de ruido
“speckle” y realce de bordes, como se muestra en la Figura B-5. Este procedimiento se
descompone en dos etapas que se explican a continuacio´n.
B.2.1. Etapa 1: extraccio´n de bordes
La descomposicio´n wavelet de una imagen consiste en el ca´lculo de los coeficientes de apro-
ximacio´n y de detalle, como se muestra en la Figura B-6. Los coeficientes de aproximacio´n
corresponden a escalas bajas, mientras que los coeficientes de detalle corresponden a esca-
las altas. Los coeficientes de aproximacio´n son los ma´s inmunes al ruido “speckle”, por lo
que se realiza extraccio´n de bordes sobre estas componentes para cada uno de los niveles
de descomposicio´n. En este caso se tienen cuatro ima´genes binarias El(x, y) con los bordes
extra´ıdos.
B.2.2. Etapa 2: reduccio´n de ruido
En cada uno de los niveles, el ruido “speckle” se puede descomponer de acuerdo a las bandas
de escala (frecuencia) de la transformada wavelet, teniendo sus principales componentes en
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Figura B-5.: Diagrama de flujo de la metodolog´ıa de procesamiento de ima´genes US
las bandas ma´s altas.
Aunque el ruido “speckle” es multiplicativo, en la pra´ctica puede considerarse como ruido
aditivo debido a la compresio´n logar´ıtmica que utilizan los sistemas de visualizacio´n ecogra´fi-
cos [94]. En este sentido, la aplicacio´n de un filtro pasa–bajas a los coeficientes de detalle de
cada nivel de descomposicio´n, excluyendo los bordes, reduce eficazmente el ruido.
Esta reduccio´n puede realizarse mediante la multiplicacio´n de los coeficientes wavelet por la
matriz de reduccio´n Rl de la Ecuacio´n B-3, donde kl es una constante positiva menor que 1.
Rl (x, y) =
{
1 , si El (x, y) = 1
kl, en otro caso
(B-3)
B.3. Resultados
En las Figuras B-8 y B-7 se muestran las descomposiciones wavelet de dos ima´genes de
ultrasonido utilizando Daubechies 4 como funcio´n madre. El resultado de la transformada al
nivel 1 de descomposicio´n (mostrado en la Figura B-8a) consta de 4 secciones: coeficientes de
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(a) Coeficientes de aproximacio´n (b) Coeficientes de detalle horizontal
(c) Coeficientes de detalle vertical (d) Coeficientes de detalle diagonal
Figura B-6.: Coeficientes de aproximacio´n y detalle de la descomposicio´n wavelet
aproximacio´n (izq. arr.), coeficientes de detalle horizontal (der. arr.), coeficientes de detalle
vertical (izq. ab.), y coeficientes de detalle diagonal (der. ab.).
Las bandas bajas (izquierda y arriba) de la transformada son ma´s inmunes al ruido, mientras
que las bandas altas son ma´s afectadas.
En la Figura B-8b se muestra la transformada wavelet de una imagen de ultrasonido radial
de prueba utilizando Daubechies 4 como funcio´n madre al nivel 2 de descomposicio´n. La
diferencia con respecto a la Figura B-8b, es que la subimagen superior izquierda esta´ dividida
en cuatro secciones: coeficientes de aproximacio´n (izq. arr.), coeficientes de detalle horizontal
(der. arr.), coeficientes de detalle vertical (izq. ab.), y coeficientes de detalle diagonal (der.
ab.).
De manera similar, las Figuras B-8c y B-8d contienen los coeficientes de detalle a los niveles
descomposicio´n 3 y 4, respectivamente.
En la Figura B-9 se muestran los resultados del procesamiento de ima´genes de ultrasonido
empleando filtrado wavelet. Las Figuras B-9a y B-9c corresponden a ecograf´ıas prenatales
de un bebe´, y las Figuras B-9e y B-9g corresponden a ultrasonidos radiales de un tumor
cerebral fantasma.
108 B Ape´ndice: Procesamiento de ima´genes de ultrasonido
(a) Nivel 1 (b) Nivel 2
(c) Nivel 3 (d) Nivel 4
Figura B-7.: Ecograf´ıa: Descomposicio´n wavelet utilizando daubechies 4
En [63], se encuentra una comparacio´n del me´todo aqu´ı implementado contra dos me´todos
establecidos basados en filtrado no lineal de difusio´n anisotro´pica (NCD - “Nonlinear Cohe-
rent Diffusion”) [1] y el adelgazamiento wavelet con ajuste de contraste (WSCE - “wavelet
shrinkage and contrast enhancement”) [126]. El desempen˜o fue evaluado subjetivamente con
la ayuda expertos me´dicos y expertos en procesamiento digital de ima´genes. Los resultados
presentados sugieren la superioridad del me´todo basado en filtrado wavelet sobre los otros
dos.
B.4. Resumen y conclusiones
Se implemento´ un algoritmo alternativo al presentado en la Seccio´n 3.5 para el procesamiento
de ima´genes me´dicas de ultrasonido. El algoritmo presentado esta´ basado en el trabajo de
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(a) Nivel 1 (b) Nivel 2
(c) Nivel 3 (d) Nivel 4
Figura B-8.: Ultrasonido radial: Descomposicio´n wavelet utilizando daubechies 4
Kim y Ra [63] y utiliza filtrado wavelet y realce de bordes para llevar a cabo el procesamiento.
En las ima´genes de ultrasonido, la energ´ıa del ruido “speckle” esta´ distribuida en un amplio
rango de componentes frecuenciales sobre diferentes posiciones de la imagen, por lo que no
es suficiente realizar una reduccio´n de ruido empleando u´nicamente informacio´n frecuencial
o espacial, sino que se requieren ambas.
Adicionalmente, se realiza un ana´lisis multi–resolucio´n mediante el uso de cuatro niveles de
descomposicio´n de la transformada wavelet, lo que permite la reduccio´n de ruido a diferentes
escalas y el realce de bordes de diferente taman˜o.
Los resultados experimentales muestran una mejora subjetiva en la calidad visual de la
imagen, y de acuerdo a los trabajos reportados en la literatura, ofrece mejor desempen˜o que
otros me´todos existentes.
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(a) Ecograf´ıa prenatal (b) Imagen procesada
(c) Ecograf´ıa prenatal (d) Imagen procesada
(e) Ultrasonido radial de un tumor (f) Imagen procesada
(g) Ultrasonido radial de un tumor (h) Imagen procesada
Figura B-9.: Resultado del procesamiento empleando filtrado wavelet
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