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Fu¨r meine Eltern

”
Sein und Wissen ist ein uferloses Meer: Je weiter wir vordringen, um so uner-
messlicher dehnt sich aus, was noch vor uns liegt; jeder Triumph des Wissens
schließt hundert Bekenntnisse des Nichtwissens in sich.“
Isaac Newton, 1727

Kurzdarstellung der Dissertation
Die vorliegende Dissertation bescha¨ftigt sich mit nicht-hyperelliptischen Kurven
vom Geschlecht 3 und mo¨glichen Anwendungen in der Kryptographie.
Der erste Teil der Dissertation hat das Ziel, nicht-hyperelliptische Kurven vom
Geschlecht 3 praktikabler fu¨r die Kryptographie zu machen. Darunter verstehen
wir die Konstruktion eines eﬃzienten Algorithmus zur Berechnung der Gruppen-
operation in der Jacobischen generischer nicht-hyperelliptischer Kurven vom Ge-
schlecht 3. Fu¨r eine generische nicht-hyperelliptische Kurve mit mindestens einem
rationalen Weierstrass-Punkt besitzt der von uns beschriebene Algorithmus eine
Komplexita¨t von 148M+15SQ+2I fu¨r eine Addition und 165M+20SQ+2I fu¨r
eine Verdopplung, dabei stehen die Abku¨rzungen M,SQ, I fu¨r Multiplikationen,
Quadrierungen und Inversionen.
Im zweiten Teil dieser Dissertation bescha¨ftige ich mich mit der Konstrukti-
on kryptographisch geeigneter Jacobischer nicht-hyperelliptischer Kurven vom
Geschlecht 3. Anstatt den naiven und im allgemeinen schwierigen Ansatz der
Bestimmung der Anzahl der Punkte einer beliebigen Kurve zur Konstruktion
kryptographisch geeigneter Kurven zu verwenden, beschra¨nken wir uns auf eine
Alternative, basierend auf Q-einfachen Faktoren Af der Jacobischen Modulkur-
ven X0(N): In diesem Fall ist die Anzahl der Punkte von Af/p fu¨r Primideale p
mit guter Reduktion mittels der Theorie von Eichler-Shimura eﬃzient berechen-
bar. Falls Af zusa¨tzlich absolut einfach und prinzipal polarisiert ist, existiert eine
(bis auf Isomorphie eindeutig bestimmte) Kurve Cf mit Jac(Cf) C Af . Durch
das Verschwindungsverhalten gerader Thetanullwerte kann man fu¨r g = 3 leicht
entscheiden, ob die entsprechende Kurve hyperelliptisch ist oder nicht. In dieser
Arbeit beschreiben wir zwei verschiedene Methode, die Gleichung der gesuchten
Kurve zu berechnen: die eine basiert auf der Berechnung der kanonischen Einbet-
tung mittels einer Basis des Raumes der Spitzenformen S2(Af ), die andere auf
der Berechnung des Riemann-Modells via Auswertungen von Thetafunktionen
an ungeraden 2-Torsionspunkten von Af als komplexer Torus mit Periodenma-
trix Ωf .
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Kapitel 1
Einfu¨hrung
Motivation
Schon immer bestand die Notwendigkeit, Verfahren zu entwickeln, um geheime
Nachrichten vor neugierigen Blicken zu schu¨tzen. Fru¨her wurde die Kryptographie
den Geheimdiensten und dunklen Kreisen zugeordnet, heute ist sie ein nicht mehr
wegzudenkender Bestandteil fu¨r oﬀene Netzwerke wie das Internet. Als Folge des
zunehmenden Datenverkehrs auf o¨ﬀentlichen, ungesicherten Netzen werden die
Benutzer hinsichtlich der Abho¨r- und Manipulationssicherheit perso¨nlicher Daten
zunehmend sensibler. Insbesondere Anwendungen im Bereich des E-Commerce
werden sich nur dann durchsetzen, wenn vertrauliche Informationen sicher u¨ber
o¨ﬀentliche Medien ausgetauscht werden ko¨nnen. Die Basistechnologie hierzu ist
die Public-Key-Kryptographie. Die Sicherheit von Public-Key-Verfahren beruht
auf der Schwierigkeit, bestimmte mathematische Probleme eﬃzient zu lo¨sen.
Die meisten verwendeten Kryptosysteme und Protokolle, wie z.B. das Diﬃe-
Hellman-Protokoll, basieren entweder auf dem Faktorisierungsproblem oder auf
dem diskreten Logarithmusproblem (DLP) in endlichen Gruppen: Sei G eine
Gruppe und g ∈ G ein Element dieser Gruppe,
zu g′ ∈ 〈g〉 bestimme ein n ∈ N mit g′ = gn.
Die bis dato bekannten generischen Algorithmen zur Lo¨sung des DLP in endli-
chen Gruppen (wie z.B. Baby-Step-Giant-Step, Pollard ρ und Kangaroo, Pohlig-
Hellman) haben eine Laufzeit von O(
√
l), wobei l der gro¨ßte Primfaktor der
Gruppenordnung ist. Damit eine Gruppe G kryptographisch geeignet ist, mu¨ssen
folgende notwendige Bedingungen erfu¨llt sein:
• die Gruppen-Elemente g ∈ G sind einfach und kompakt darstellbar,
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• die Arithmetik in G ist eﬃzient,
• das DLP in der Gruppe G ist nicht beherrschbar,
• die Gruppenordnung #G ist eﬃzient berechenbar.
Elliptische Kurven u¨ber endlichen Ko¨rpern Fq liefern ein großes Arsenal an kryp-
tographisch geeigneten Gruppen, und wurden deshalb im Jahre 1987 durch Ko-
blitz [52] und Miller [62] unabha¨ngig voneinander in der Kryptographie ein-
gefu¨hrt. Fu¨r sorgfa¨ltig gewa¨hlte elliptische Kurven sind bis dato keine Algorith-
men zur Lo¨sung des DLP bekannt, deren Laufzeit die der generischen Algorithmen
schla¨gt. Inzwischen hat sich das DLP auf elliptischen Kurven etabliert, und ist
mittlerweile auch schon reif fu¨r die Verwendung in der Industrie: Institutionen
wie ANSI, ISO oder IEEE haben bereits fertige Standards fu¨r ECC (elliptic curve
cryptography) erarbeitet.
Eine natu¨rliche Alternative zur ECC ist die Untersuchung des DLP auf Abel-
schen Varieta¨ten u¨ber endlichen Ko¨rpern. Die Menge der Fq-rationalen Punkte
einer Abelschen Varieta¨t u¨ber Fq bildet eine endliche Abelsche Gruppe und die
Addition ist stets durch rationale Funktionen gegeben. Demnach ko¨nnen auch
Abelsche Varieta¨t fu¨r die DLP-Kryptosysteme genutzt werden. Dabei nennen
wir eine u¨ber einem endlichen Ko¨rper Fq deﬁnierte Abelsche Varieta¨t A geeig-
net, falls die Gruppe A(Fq) der Fq-rationalen Punkte kryptographisch geeignet
ist. Fu¨r ihre kryptographische Anwendung mu¨ssen noch die folgende Probleme
gelo¨st werden:
(1) Herleitung einer schnellen Addition auf einer Abelschen Varieta¨t,
(2) Generierung kryptographisch sicherer Abelscher Varieta¨ten.
Die Addition auf einer beliebigen Abelschen Varieta¨t ist im allgemeinen viel zu
kompliziert. In einer besseren Situation ist man, wenn die Abelsche Varieta¨t A
die Jacobische Varieta¨t Jac(C) einer Kurve C u¨ber Fq ist. Dann ist die Gruppe
Jac(C)(Fq) der Fq-rationalen Punkte der Jacobischen Varieta¨t gleich der Diviso-
renklassengruppe der Kurve C. Durch den Satz von Riemann-Roch la¨sst sich die
Arithmetik auf Jac(C)(Fq) auf das Auﬃnden von Funktionen auf der Kurve mit
gegebenen Null- und Polstellen zuru¨ckfu¨hren. Der Algorithmus von Cantor [10]
liefert z.B. eine eﬃziente Methode zur Addition in der Jacobischen hyperellipti-
scher Kurven.
Der entscheidende Vorteil der Nutzung Jacobischer Varieta¨ten besteht darin,
dass man bei gleichen Sicherheitsanforderungen des Kryptosystems mit deut-
lich ku¨rzeren Schlu¨ssella¨ngen als bei herko¨mmlichen Public-Key-Kryptosystem
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wie zum Beispiel RSA auskommt. Jacobische Varieta¨ten werden dann besonders
interessant, wenn die Speicher- oder Rechenkapazita¨t begrenzt ist, wie z.B. bei
Smartcards. Allerdings existieren fu¨r Kurven ho¨heren Geschlechts (g ≥ 4) sub-
exponentielle Algorithmen zum Brechen des DLP (siehe [1, 9, 28, 23, 93]).
Fu¨r elliptische bzw. hyperelliptische Kurven vom Geschlecht g ≤ 3 kann der
Algorithmus von Cantor zur Addition in Jac(C)(Fq) durch explizite Formeln
ersetzt werden [58, 61, 54, 30, 72, 39].
Das Problem der Realisierung einer geeigneten Jacobischen Varieta¨t reduziert
sich auf die Realisierung der zugeho¨rigen Kurve. Auch Methoden zur Realisierung
geeigneter hyperelliptischer Kurven vom Geschlecht g ≤ 3 existieren [89, 97, 99].
Im Gegensatz zum Geschlecht 1 bzw. 2, sind nicht alle Kurven vom Geschlecht
3 hyperelliptisch. Im Gegenteil, sind sogar die meisten Kurven vom Geschlecht 3
nicht-hyperelliptisch.
In dieser Arbeit bescha¨ftigen wir uns ausschließlich mit den nicht-hyperelliptischen
Kurven vom Geschlecht 3, und werden die beiden oben genannten Probleme (1)
und (2) genauer untersuchen.
Inhalt der Arbeit
Der erste Teil der Dissertation hat das Ziel nicht-hyperelliptische Kurven vom
Geschlecht 3 praktikabler fu¨r die Kryptographie zu machen. Darunter verstehen
wir die Konstruktion eines eﬃzienten Algorithmus zur Berechnung der Grup-
penoperation in der Jacobischen generischer nicht-hyperelliptischer Kurven vom
Geschlecht 3.
Volcheck [95], Huang und Ierardi [45] haben Algorithmen fu¨r die Addition auf
der Jacobischen beliebiger Kurven vorgeschlagen. Allerdings sind die erwa¨hnten
Methoden nicht eﬃzient genug und beno¨tigen ferner eine Arithmetik in Erweite-
rungsko¨rpern.
Ebenso haben die auf allgemeine Kurven anwendbaren Methoden von Makdisi
[51] und Heß [41] eine zu große Laufzeit fu¨r eine eﬃziente Implementierung in
der Kryptographie.
Fu¨r spezielle Kurven, insbesondere Picard-Kurven, existieren zwar eﬃzientere
Methoden, die aber hinsichtlich der Eﬃzienz nicht mit HECC (hyperelliptic curve
cryptography) konkurieren ko¨nnen [74].
In Zusammenarbeit mit S. Flon und C. Ritzenthaler [24, 25] entwickelte ich
einen eﬃzienten Algorithmus zur Addition auf der Jacobischen generischer nicht-
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hyperelliptischer Kurven vom Geschlecht 3. Die Komplexita¨t dieses Algorithmus
wird durch explizite Formeln erheblich reduziert, so dass sie im Vergleich zu den
bis dato publizierten Formeln am eﬃzientesten ist. Dies wird im ersten Teil der
Arbeit ausfu¨hrlich dargestellt.
Im zweiten Teil dieser Dissertation bescha¨ftige ich mich mit der Konstruktion
kryptographisch geeigneter Jacobischer nicht-hyperelliptischer Kurven vom Ge-
schlecht 3.
Ein notwendiges Kriterium fu¨r die Sicherheit eines Kryptosystems basierend auf
dem DLP ist, dass die Gruppenordnung der zugrundeliegenden Gruppe einen
großen Primfaktor entha¨lt. Aus diesem Grund ist die Bestimmung der Gruppen-
ordnung eine wichtige Aufgabe. Allerdings ist sie im Fall von Jacobischen von
Kurven oft ein nicht-triviales Problem: Im Gegensatz zu Kurven u¨ber Ko¨rpern
kleiner Charakteristik [50, 17, 79] ist kein Algorithmus bekannt, der die Ordnung
einer zufa¨llig gewa¨hlten, kryptographisch geeigneten Jacobischen (der Dimension
g ≥ 2) u¨ber einem Primko¨rper großer Charakteristik ermittelt.
Als Alternative zur Konstruktion kryptographisch geeigneter Jacobischer u¨ber
großen Primko¨rpern, wurde von A. Weng [99] der vielversprechende Ansatz der
Verwendung hyperelliptischer Kurven vom Geschlecht g ≤ 3 mit komplexen Mul-
tiplikation vorgeschlagen. Die dort erzielten Ergebnisse wurden auch auf Picard-
Kurven u¨bertragen [53].
Ich werde in dieser Dissertation den in [96, 97, 34] vorgeschlagenen Weg eingehen.
Dazu betrachte ich die Q-einfachen Faktoren Af des neuen Teils J
neu
0 (N) der
Jacobischen der Modulkurve X0(N). In diesem Fall ist die Anzahl der Punkte
von Af/p fu¨r Primideale p mit guter Reduktion mittels der Theorie von Eichler-
Shimura eﬃzient berechenbar. Ist Af zusa¨tzlich absolut einfach und (bezu¨glich
der auf J0(N) induzierten Polarisierung) prinzipal polarisiert, so existiert eine (bis
auf Isomorphie eindeutig bestimmte) Kurve Cf mit Jac(Cf) C Af [98]. Durch
das Verschwindungsverhalten gerader Thetanullwerte kann man fu¨r g = 3 leicht
entscheiden, ob die entsprechende Kurve hyperelliptisch ist oder nicht. Meine
Hauptaufgabe bestand darin, die Gleichung einer solchen Kurve zu ermitteln.
Zur Lo¨sung dieses Problems werde ich zwischen modularen Kurven und modula-
ren Jacobischen unterscheiden, und werde entsprechend zwei verschiedene Wege
eingehen: der eine basiert auf der Berechnung der kanonischen Einbettung mittels
einer Basis des Raumes der Spitzenformen S2(Af ), der andere auf der Berech-
nung des Riemann-Modells via Auswertungen von Thetafunktionen an ungeraden
2-Torsionspunkten von Af als komplexen Torus mit Periodenmatrix Ωf .
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Die Arbeit ist wie folgt aufgebaut:
Kapitel 2 bescha¨ftigt sich ausfu¨hrlich mit den Grundlagen u¨ber Abelschen Va-
rieta¨ten. Insbesondere werden wir Jacobische Varieta¨ten und ihre Darstellung
als Divisorenklassengruppe von Kurven einfu¨hren sowie den Zusammenhang zwi-
schen dem Satz von Riemann-Roch und der Realisierung der Gruppenoperation
erla¨utern.
Kapitel 3 bescha¨ftigt sich mit der Arithmetik nicht-hyperelliptischer Kurven vom
Geschlecht 3. Nachdem zuerst einige wichtige arithmetische Eigenschaften nicht-
hyperelliptischer Kurven eingefu¨hrt wurden, werden wir uns hauptsa¨chlich mit
der Konstruktion eines eﬃzienten Algorithmus fu¨r die Gruppenoperation auf Ja-
cobischen nicht-hyperelliptischer Kurven vom Geschlecht 3 befassen.
In Kapitel 4 beschreiben wir eine konstruktive Methode fu¨r den Satz von Torelli
in Dimension 3.
Als Anwendung von Kapitel 4 betrachten wir in Kapitel 5 nur die Abelschen
Varieta¨ten Af , die als Q-einfache Faktoren der Jacobischen Modulkurven X0(N)
auftreten. Fu¨r modulare Kurven werden wir eine andere Methode beschreiben,
die mittels einer Basis aus Spitzenform von S2(Af ) die Gleichung einer Kurve Cf
mit Jac(Cf) ∼Q Af berechnet.
Kapitel 2
Algebraische Kurven und
Jacobische Varieta¨ten
2.1 Abelsche Varieta¨ten
In diesem Abschnitt verstehen wir unter einer Varieta¨t u¨ber einem Ko¨rper k stets
eine absolut irreduzible Varieta¨t.
2.1.1 Gruppengesetz
Deﬁnition 2.1.1. Eine (absolut irreduzible) algebraische Gruppe G u¨ber ei-
nem Ko¨rper k ist eine absolut irreduzible Varieta¨t u¨ber k zusammen mit
(i) einem u¨ber k deﬁnierten Morphismus (Addition) m : G × G −→ G,
(ii) einem u¨ber k deﬁnierten Morphismus (Inversion) i : G −→ G,
(iii) einem k-rationalen Punkt (neutrales Element) 0 ∈ G(k),
so dass die gewo¨hnlichen Gruppengesetze
m ◦ (idG ×m) = m ◦ (m× idG) (Assoziativita¨t),
m|{0}×G = pr2,
und
m ◦ (i× idG) ◦ δG = c0,
erfu¨llt sind. Dabei sind pr2 die Projektion von G × G auf den zweiten Faktor, δG
die Diagonalabbildung von G nach G × G, und c0 die Nullabbildung.
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Sei E ein Erweiterungsko¨rper von k und G(E) die Menge der E-rationalen Punkte
von G. Die Menge G(E) bildet eine Gruppe, indem Addition und Inverse durch
Auswertungen von k-Morphismen berechnet werden.
Im folgenden verwenden wir die Bezeichnungen P ⊕ Q := m(P,Q) und −P :=
i(P ) fu¨r alle P,Q ∈ G(k¯).
Ist die algebraische Gruppe G projektiv, so ist sie notwendigerweise kommutativ
(siehe [55, p. 20]).
Deﬁnition 2.1.2. Eine Abelsche Varieta¨t ist eine projektive algebraische
Gruppe.
Sei A eine Abelsche Varieta¨t u¨ber k. Dann gibt es aﬃne Untervarieta¨ten Vi,
die A u¨berdecken. Sei V := Vi eine solche Untervarieta¨t, und seien X1, . . . , Xl
Koordinatenfunktionen, so dass V durch Polynome
f1(X1, . . . , Xl), . . . , fn(X1, . . . , Xl)
deﬁniert ist. Sei E eine Erweiterung von k. Die Menge der E-rationalen Punkte
V (E) ⊂ A(E) besteht aus den Elementen x := (x1, . . . , xl) ∈ El mit fi(x) = 0
fu¨r alle i ∈ {1, . . . , n} . Das Gruppengesetz kann auf V ×V eingeschra¨nkt werden
und induziert den Morphismus
mV : V × V −→ A.
Das Bild von generischen Punkten aus V ×V unter mV ist wieder in V enthalten.
Der Morphismus mV ist dann durch rationale Funktionen Ri ∈ k(X1, . . . , Xl;Y1, . . . , Yl)
gegeben, welche den Punkt (x; y) = (x1, . . . , xl; y1, . . . , yl) ∈ V ×V auf den Punkt
x⊕ y = (R1(x; y), . . . , Rl(x; y))
abbildet.
Bemerkung 2.1.1. Diese birationale Beschreibung des Gruppengesetzes gilt au-
ßerhalb einer abgeschlossenen Untervarieta¨t von V × V echt positiver Kodimen-
sion. Insbesondere ist die Wahrscheinlichkeit groß, dass an ein zufa¨lliges Punkte-
paar (P,Q) ∈ (V × V )(k¯) das birationale Gruppengesetz anwendbar ist.
Mit dem Ziel Abelsche Varieta¨ten als Gruppen fu¨r Kryptosysteme basierend auf
dem DLP zu verwenden, brauchen wir nicht nur ihre abstrakte Struktur als Grup-
pe, sondern auch eine explizite Darstellung ihrer Elemente sowie eine explizite
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und eﬃziente Realisierung des Gruppengesetzes. Dies scheint i.A. aussichtslos zu
sein: Mumford [67] und Lange-Ruppert [57] haben bewiesen, dass die Anzahl
der Koordinatenfunktionen und der Grad der Additionsformeln exponentiell in
Abha¨ngigkeit der Dimension der Abelschen Varieta¨ten wachsen. Fu¨r kryptogra-
phische Anwendungen brauchen wir aber Abelsche Varieta¨ten, in denen wir das
Additionsgesetz (zumindest in einem aﬃnen Teil) leicht und eﬃzient beschreiben
ko¨nnen.
Man ist in einer besseren Situation, wenn die Abelsche Varieta¨t A die Jacobische
Varieta¨t Jac(C) einer glatten projektiven Kurve C ist.
2.1.2 Isogenien
Fu¨r weitere Details sowie vollsta¨ndige Beweise verweisen wir in diesem Abschnitt
auf das Buch von Lang [55].
Seien A und B zwei Abelsche Varieta¨ten u¨ber k¯. Der Kern eines Homomorphismus
I : A −→ B ist deﬁniert durch
Kern(I) := {a ∈ A : I(a) = eB ∈ B} ,
wobei eB das neutrale Element von B ist.
Proposition 2.1.1. Ein Homomorphismus I : A −→ B von Abelschen Va-
rieta¨ten A und B heißt Isogenie, falls er surjektiv ist und einen endlichen Kern
Kern(I) hat. Fu¨r einen Homomorphismus I : A −→ B sind die folgenden Aussa-
gen a¨quivalent:
(i) I ist eine Isogenie,
(ii) dim(A) = dim(B) und I ist surjektiv,
(iii) dim(A) = dim(B) und Kern(I) ist endlich.
Der Grad einer Isogenie I ist deﬁniert als sein Grad als Morphismus zwischen
algebraischen Varieta¨ten. Ist der Grad von I teilerfremd zu char(k), so gilt
Grad(I) = #Kern(I)(k¯).
Beispiel 2.1.1. Sei A eine Abelsche Varieta¨t u¨ber Fpn der Dimension g und
m ∈ N teilerfremd zu p. Die Multiplikation mit m, deﬁniert durch
[m]A(P ) := P + · · ·+ P︸ ︷︷ ︸
m−mal
,
ist eine Isogenie von A. Der Kern von A hat Ordnung m2g.
2.1 Abelsche Varieta¨ten 25
Die Menge Hom(A,B) der Isogenien von A nach B bildet eine Gruppe mit dem
Additionsgesetz
(I1 + I2)(a) = I1(a) + I2(a).
Die Untergruppe der Isogenien in Hom(A,B), die u¨ber k deﬁniert sind, bezeich-
nen wir mit Homk(A,B). Die Gruppe End(A) der Endomorphismen von A bildet
einen Ring mit der Multiplikation
(I1 · I2)(a) = I1 (I2(a)) .
Satz 2.1.1. Sei I : A −→ B eine Isogenie vom Grad d zwischen zwei Abelschen
Varieta¨ten A und B. Dann gibt es eine Isogenie Iˆ : B −→ A, so dass
Iˆ ◦ I = [d]A und I ◦ Iˆ = [d]B.
Wir nennen zwei Abelsche Varieta¨ten A und B isogen, im Zeichen A ∼ B, wenn
zwischen ihnen eine Isogenie I : A −→ B existiert.
Deﬁnition 2.1.3. Eine Abelsche Varieta¨t A heißt einfach, falls sie keine echte
Abelsche Untervarieta¨t entha¨lt, d.h. wenn {0} und A ihre einzigen Abelschen
Untervarieta¨ten sind.
Abelsche Varieta¨ten kann man zerlegen, diese Zerlegung ist bis auf Isogenie ein-
deutig:
Satz 2.1.2. Jede Abelsche Varieta¨t A ist isogen zu einem Produkt von Abelschen
Varieta¨ten
A ∼ An11 × · · · ×Anmm ,
wobei die Ai paarweise nicht-isogene einfache Abelsche Varieta¨ten sind. Diese
Zerlegung ist bis auf Isogenie eindeutig bestimmt.
Alle bis jetzt erwa¨hnten Ergebnisse sind nur u¨ber algebraisch abgeschlossenen
Ko¨rper zutreﬀend. Zwei Abelsche Varieta¨ten heißen k-isogen, falls zwischen ihnen
eine Isogenie u¨ber k existiert. In diesem Fall bleibt der Zerlegungssatz richtig. Es
kann aber Abelsche Varieta¨ten geben, die u¨ber k einfach sind, jedoch u¨ber k¯ nicht
mehr einfach sind.
Deﬁnition 2.1.4. Eine Abelsche Varieta¨t A heißt absolut einfach, falls sie
u¨ber k¯ einfach ist.
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Proposition 2.1.2. Falls A einfach ist, so ist Endk(A) ein nullteilerfreier Ring
und End0k(A) := Endk(A)⊗Q ein Schiefko¨rper.
Ist k = Fpn und A eine u¨ber k deﬁnierte Abelsche Varieta¨t der Dimension g,
so heißt A supersingula¨r genau dann, wenn es eine supersingula¨re elliptische
Kurve E (d.h. eine elliptische Kurve E mit rangp(E) = 0) gibt, so dass A ∼k¯ Eg.
2.2 Jacobische Varieta¨ten
2.2.1 Divisoren
Im folgenden sei k ein perfekter Ko¨rper und k¯ ein algebraischer Abschluss von
k. Sei C eine vollsta¨ndige glatte absolut irreduzible Kurve u¨ber k. Wir schreiben
kurz P ∈ C fu¨r P ∈ C(k¯).
Die Divisorengruppe Div(C) von C ist die (additiv geschriebene) freie Abel-
sche Gruppe, die durch die Punkte von C erzeugt wird. Ihre Elemente heißen
Divisoren. Konkret ist ein Divisor eine formale Summe∑
P∈C
nPP
mit nP ∈ Z und fast allen nP = 0. Divisoren mit nP ≥ 0 fu¨r alle P ∈ C
heißen eﬀektiv (positiv). Fu¨r D1, D2 ∈ Div(C) schreiben wir D1 ≥ D2 genau
dann, wenn D1 − D2 positiv ist. Der Grad eines Divisors ist die ganze Zahl
deg(D) =
∑
P∈C nP . Die Divisoren von Grad 0 bilden eine Untergruppe Div
0(C)
von Div(C).
Da die Kurve C u¨ber k deﬁniert ist, operiert die Galoisgruppe Gal(k¯/k) auf
Div(C) (und Div0(C)) trivialerweise durch
Dσ :=
∑
P∈C
nPP
σ
fu¨r alle σ ∈ Gal(k¯/k). Ein Divisor ist u¨ber k deﬁniert, falls er invariant un-
ter dieser Galois-Operation ist. Sei Divk(C) (bzw. Div
0
k(C)) die aus den u¨ber k
deﬁnierten Divisoren von Div(C) bestehende Untergruppe.
Ein eﬀektiver Divisor D u¨ber k heißt prim, falls er außer 0 keinen echten k-
Teildivisor entha¨lt.
Zu einer meromorphen Funktion f ∈ k¯(C)∗ assoziieren wir den Hauptdivisor
(f) deﬁniert durch
(f) :=
∑
P∈C
ordP (f)P,
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und fu¨r alle σ ∈ Gal(k¯/k) gilt
(fσ) = (f)σ.
Insbesondere liegt (f) in Divk(C), falls f ∈ k(C)∗ ist.
Die Menge Princ(C) der Hauptdivisoren bildet eine Untergruppe von Div0(C).
Zwei Divisoren D1 und D2 heißen a¨quivalent, i.Z. D1 ∼ D2, falls D1 −D2 = (f)
fu¨r ein f ∈ k¯(C)∗ ist.
Die Divisorenklassengruppe (Picardgruppe) Pic(C) ist die Faktorgruppe
der Divisorengruppe Div(C) modulo Princ(C).
2.2.2 Diﬀerentialformen
Deﬁnition 2.2.1. Sei C eine vollsta¨ndige glatte absolut irreduzible Kurve. Der
Raum ΩC der (meromorphen) Diﬀerentialformen auf C ist der k¯(C)-Vektorraum,
der von Symbolen der Form df mit f ∈ k¯(C) erzeugt wird, modulo der Relatio-
nen
(i) d(x + y) = dx + dy fu¨r alle x, y ∈ k¯(C),
(ii) d(xy) = xdy + ydx fu¨r alle x, y ∈ k¯(C),
(iii) da = 0 fu¨r alle a ∈ k¯.
Der Raum ΩC ist ein 1-dimensionaler k¯(C)-Vektorraum fu¨r den gilt:
Proposition 2.2.1. Sei P ∈ C, tP ∈ k¯(C) eine Ortsuniformisierende bei P. Dann
gilt:
(i) Fu¨r alle ω ∈ ΩC existiert ein gω,tP ∈ k¯(C) mit ω = gω,tP dtP .
(ii) Ist f ∈ k¯(C) regula¨r bei P so auch df/dtP .
(iii) ordP (ω/dtP ) ha¨ngt nur von P und ω ab. Sei
ordP (ω) := ordP (ω/dtP ),
dann ist ordP (ω) = 0 fu¨r fast alle P ∈ C.
Deﬁnition 2.2.2. Zum Diﬀerential ω ∈ ΩC wird der Divisor (ω) durch
(ω) :=
∑
P∈C
ordP (ω)P
deﬁniert. Das Diﬀerential ω heißt regula¨r (holomorph) genau dann, wenn
ordP (ω) ≥ 0 fu¨r alle P ∈ C. Mit Ω1C bezeichnen wir den Raum
Ω1C := {ω ∈ ΩC : ω holomorph}
der holomorphen Diﬀerentialformen von C.
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Fu¨r ω1, ω2 ∈ Ω∗C = ΩC \ {0} existiert ein f ∈ k¯(C)∗ mit ω1 = fω2, also (ω1) =
(f) + (ω2) ∼ (ω2). Die folgende Deﬁnition ist also sinnvoll:
Deﬁnition 2.2.3. Die kanonische Divisorenklasse von C ist das Bild in Pic(C)
von (ω) fu¨r alle ω ∈ Ω∗C . Jeder Divisor in dieser Klasse heißt kanonischer Di-
visor.
2.2.3 Der Satz von Riemann-Roch
Zu D ∈ Div(C) deﬁniert man den k¯-Vektorraum
L(D) := {f ∈ k¯(C)∗ : (f) ≥ −D} ∪ {0} .
Der Raum L(D) ist ein endlich-dimensionaler k¯-Vektorraum. Sei l(D) := dimk¯(L(D))
seine Dimension. Falls C u¨ber k deﬁniert ist und D ∈ Divk(C), dann besitzt L(D)
eine Basis in k(C).
Sei KC := (ω) ∈ Div(C) ein kanonischer Divisor von C. Fu¨r alle f ∈ L(KC) gilt
(f) ≥ −(ω), d.h. (fω) ≥ 0, also ist fω holomorph. Ist umgekehrt fω holomorph,
so ist f ∈ L(KC). Da jedes Diﬀerential von der Form fω fu¨r ein f ∈ k¯(C) ist,
folgt
L(KC)  {ω ∈ ΩC : ω holomorph} = Ω1C .
Die positive ganze Zahl g := l(KC), die man als das Geschlecht der Kurve C
bezeichnet, ist eine wichtige Invariante der Kurve C.
Satz 2.2.1 (Riemann-Roch). Sei C eine Kurve und KC ein kanonischer Divisor
von C. Dann gilt
l(D)− l(KC −D) = deg(D)− g + 1.
Fu¨r einen kanonischen Divisor KC gilt
deg(KC) = 2g − 2.
Ist D ein Divisor mit deg(D) < 0, so ist l(D) = 0. Im Fall deg(D) > 2g−2, ha¨ngt
l(D) nur von deg(D) (und vom Geschlecht g) ab; es gilt l(D) = deg(D) + 1− g.
Im Fall 0 ≤ deg(D) ≤ 2g − 2 gelten die folgenden Abscha¨tzungen:
Satz 2.2.2 (Cliﬀord). Fu¨r einen Divisor D mit 0 ≤ deg(D) ≤ 2g − 2 gilt
deg(D) + 1− g ≤ l(D) ≤ 1 + deg(D)
2
.
Ein Punkt P ∈ C mit l(gP ) ≥ 2 heißt Weierstrass-Punkt.
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2.2.4 Picardgruppen und Jacobische Varieta¨ten
Deﬁnition der Jacobischen Varieta¨t
Sei Pick(C) die Untergruppe von Pic(C), die invariant unter Gal(k¯/k) ist. Falls
wir in der Deﬁnition der Divisorenklassengruppe Div(C) durch Div0(C) ersetzen,
so erhalten wir Pic0(C) und die Untergruppe Pic0k(C). Im allgemeinen ist Pic
0
k(C)
nicht die Faktorgruppe von Div0k(C) modulo Princk(C), aber mit der Restriktion
C(k) = ∅ gilt:
Lemma 2.2.1. Sei C eine Kurve u¨ber k mit einem k-rationalen Punkt und
D ∈ Div0k(C). Falls eine Funktion f ∈ k¯(C) mit D′ := D + (f) ∈ Div0k(C)
existiert, so gibt es eine Funktion g ∈ k(C) mit (f) = (g). Insebsondere gilt
Pic0k(C)  Div0k(C)/Princk(C).
Die wichtigste und eindrucksvollste Eigenschaft der Picardgruppe Pic0(C) ist,
dass sie geometrisch durch die Jacobische Varieta¨t Jac(C) von C darstellbar ist.
Genauer:
Satz 2.2.3. Sei C eine Kurve vom Geschlecht g ≥ 1 u¨ber k mit einem k-rationalen
Punkt. Es gibt eine u¨ber k deﬁnierte Abelsche Varieta¨t Jac(C) der Dimension g
und einen u¨ber k deﬁnierten kanonischen Morphismus
Φ : C −→ Jac(C)
mit der folgenden universellen Eigenschaft:
Sei h : C −→ A ein Morphismus von C in eine Abelsche Varieta¨t A. Dann gibt
es genau einen Homomorphismus α : Jac(C) −→ A und ein Element a ∈ A,
so dass h(x) = α(Φ(x)) + a fu¨r alle x ∈ C. Diese bis auf Isomorphie eindeutig
bestimmte Abelsche Varieta¨t Jac(C) heißt Jacobische Varieta¨t von C und es
gilt
Jac(C)(L)  Pic0L(C)
fu¨r jeden Ko¨rper L/k, fu¨r den C einen L-rationalen Punkt entha¨lt.
Fu¨r die Verwendung in der Public-Key-Kryptographie ist es von großer Bedeu-
tung die Elemente der Jacobischen Jac(C) in eindeutiger Art und Weise darzu-
stellen. Dies fu¨hrt zum Begriﬀ des reduzierten Divisors.
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Darstellung reduzierter Divisoren
Sei im folgenden g das Geschlecht der Kurve C. Fu¨r (nicht notwendig verschiede-
ne) k-rationale Punkte P∞1 , . . . , P
∞
g auf der Kurve C deﬁnieren wir die positiven
k-Divisoren
D(0)∞ := 0, D
(i)
∞ :=
i∑
k=1
P∞k , i = 1, . . . , g.
Lemma 2.2.2. Zu D ∈ Div0k(C) existiert ein eﬀektiver Divisor E ∈ Divk(C) mit
D ∼ E −D(g)∞ . Wir bezeichnen einen solchen Divisor E −D(g)∞ im folgenden als
semi-reduzierten Divisor.
Beweis. Sei D′ := D +D(g)∞ . Der Satz von Riemann-Roch liefert die Ungleichung
l(D′) = l(KC −D′) + deg(D) + deg(D(g)∞ ) + 1− g ≥ 1.
Es existiert also ein f ∈ k(C) mit (f) ≥ −D′. Der Divisor E := (f) + D′ erfu¨llt
somit die Voraussetzung des gesuchten Divisors. 
Satz 2.2.4. Zu D ∈ Div0k(C) existiert ein eindeutiger eﬀektiver Divisor E ∈
Divk(C) mit minimalem Grad m ∈ {0, . . . , g} , so dass D ∼ E − D(m)∞ . Diesen
Divisor bezeichnen wir als kanonischen Repra¨sentanten (reduzierter Divisor)
der Divisorenklasse [D].
Beweis. Falls D ein Hauptdivisor ist, so wa¨hlen wir m = 0 und E = 0. Sei also D
kein Hauptdivisor. Dann ist l(D) = 0. Nach Deﬁnition von L(D) ist l(D + D(i)∞ )
monoton wachsend in i. Vergro¨ßert man i um 1, so wa¨chst l(D+D
(i)
∞ ) ho¨chstens
um 1, denn nach dem Satz von Riemann-Roch gilt
l
(
D +D(m+1)∞
)
− l
(
D +D(m)∞
)
= l
(
KC −D −D(m+1)∞
)
+ 1− l
(
KC −D −D(m)∞
)
.
Sei dann m das kleinste Element in {0, . . . , g} mit
l(D + D(m)∞ ) = 1
und f ∈ k(C) (bis auf konstanten Faktor eindeutig), so dass
L(D + D(m)∞ ) = 〈f〉k¯,
wobei 〈f〉k¯ der durch f erzeugte k¯-Vektorraum ist.
Der Divisor E := (f) + D + D
(m)
∞ erfu¨llt die Bedingung des Satzes. 
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2.2.5 Der Satz von Hasse-Weil
Sei C/Fq eine vollsta¨ndige glatte und absolut irreduzible Kurve vom Geschlecht
g. Die Zeta Funktion von C ist deﬁniert durch
ZC(t) := exp
(∑
n≥1
Nn
tn
n
)
,
wobei Nn = #C(Fqn).
Im folgenden geben wir einige bekannte Eigenschaften der Zeta Funktion an:
Satz 2.2.5 (Weil). Die Zeta Funktion einer Kurve C/Fq vom Geschlecht g erfu¨llt
die folgenden Bedingungen:
(i) Rationalita¨t: ZC(t) ist eine rationale Funktion, genauer
ZC(t) =
L(t)
(1− t)(1− qt) , L(t) ∈ Z [t] .
(ii) Funktionalgleichung: ZC(t) = q
g−1t2g−2ZC
(
1
qt
)
.
(iii) Riemannsche Vermutung: Die Inversen der Nullstellen von ZC(t) haben
den Betrag
√
q.
Das Polynom L(t) = (1 − t)(1 − qt)ZC(t) bezeichnet man als L-Polynom der
Kurve C. Es genu¨gt:
(iv) L(t) ∈ Z [t] mit deg(L(t)) = 2g,
(v) #Jac(C)(Fq) = L(1),
(vi) Fu¨r L(t) = a0 + a1t + · · ·+ a2gt2g gilt
• a0 = 1, a2g = qg,
• a2g−i = qg−iai fu¨r 0 ≤ i ≤ g.
(vii) Falls L(t) =
∏
(1−αit), so gibt es eine Anordnung der αi, so dass αiαg+i = q.
Ferner gilt |αi| = √q.
Betrachtet man C/Fq als Kurve u¨ber Fqr , und kennt man #C(Fqr) fu¨r r =
1, . . . , g, so kann man das L-Polynom von C/Fq und somit #Jac(C)(Fq) berech-
nen, denn
iai =
i∑
j=1
(
#C(Fqj)− (qj + 1)
)
ai−j
fu¨r i = 1, . . . , g.
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Korollar 2.2.1. Ist L(t) =
∏
(1− αit) das L-Polynom von C/Fq, so gilt fu¨r die
Zeta Funktion Z
(r)
C (t) der Kurve C/Fqr
(i) Z
(r)
C (t) =
∏
(1− αri t)
(1− t)(1− qrt) ,
(ii) |#C(Fqr)− (qr + 1)| ≤ 2g√qr,
(iii) (
√
qr − 1)2g ≤ #Jac(C)(Fqr) ≤ (√qr + 1)2g,
(iv) #Jac(C)(Fqr) =
2g∏
i=1
(1− αri ).
Verbindung mit dem Frobenius
Sei C/Fq weiterhin eine ebene Kurve vom Geschlecht g. Der Frobenius-Auto-
morphismus von Fq la¨sst sich wie folgt zu einem Morphismus der Kurve C erwei-
tern:
πq : C(Fq) −→ C(Fq), (x, y) −→ (xq, yq).
Der Frobenius πq induziert auf der Jacobischen Jac(C)(Fq) einen Endomorphis-
mus, den wir auch als Frobenius bezeichnen. Ein Element der Jacobischen Jac(C)(Fq)
ist dann u¨ber Fq deﬁniert, falls es unter der Operation der Galoisgruppe Gal(Fq/Fq)
invariant ist, d.h. falls es unter dem Frobenius invariant ist.
Satz 2.2.6. Fu¨r das charakteristische Polynom χπq(t) des Frobenius Endomor-
phismus auf Jac(C/Fq) gilt
χπq(t) = t
2gL
(
1
t
)
∈ Z [t] , deg(χπq(t)) = 2g.
Ferner gilt
#Jac(C)(Fq) = χπq(1).
Eine u¨ber Fpn deﬁnierte Kurve C vom Geschlecht g heißt supersingula¨r ge-
nau dann, wenn ihre Jacobische Jac(C) als Abelsche Varieta¨t supersingula¨r ist.
Supersingula¨re Kurven lassen sich am charakteristischen Polynom χπpn (t) des
Frobenius Endomorphismus erkennen: ist na¨mlich
χπpn (t) = t
2g + a1t
2g−1 + · · ·+ agtg + · · ·+ qg−1a1t + qg,
so ist C genau dann supersingula¨r, wenn
pni/2|ai
fu¨r alle i ∈ {1, · · · , g}.
2.2 Jacobische Varieta¨ten 33
2.2.6 Beispiel: hyperelliptische Kurven und ihre Jacobi-
schen
Deﬁnition 2.2.4. Eine Kurve C/k vom Geschlecht g heißt hyperelliptisch,
falls es einen Morphismus ϕ : C −→ P1 vom Grad 2 gibt.
Der Funktionenko¨rper k(C) von C ist in diesem Fall eine separable Erweiterung
vom Grad 2 eines rationalen Funktionenko¨rpers k(x). Der nicht-triviale Mor-
phismus τ dieser Erweiterung induziert eine Involution von C, die wir im fol-
genden als hyperelliptische Involution bezeichnen. Die Verzweigungspunkte
P1, . . . , P2g+2 von ϕ sind genau die Fixpunkte der Involution τ. Falls char(k) = 2,
so entsprechen die Verzweigungspunkte von ϕ genau den Weierstrass-Punkten
der Kurve.
Lemma 2.2.3. Ist C/k eine hyperelliptische Kurve, so besitzt sie ein nicht-
singula¨res aﬃnes Modell, gegeben durch
y2 + h(x)y = f(x)
mit h(x), f(x) ∈ k [x] . Die hyperelliptische Involution ist gegeben durch
τ : (x, y) −→ (x,−y − h(x)).
Proposition 2.2.2. Sei k ein Ko¨rper der Charakteristik char(k) = 2 und C/k
eine hyperelliptische Kurve vom Geschlecht g. Dann besitzt C ein nicht-singula¨res
aﬃnes Modell
y2 = f(x),
wobei das Polynom f(x) ∈ k [x] quadratfrei ist. Der Grad von f(x) ist entweder
2g + 1 (imagina¨r quadratisch) oder 2g + 2 (reell quadratisch).
In [22] gibt A. Enge fu¨r char(k) = 2 eine vollsta¨ndige Beschreibung der mo¨glichen
aﬃnen Modelle hyperelliptischer Kurven.
In diesem Abschnitt betrachten wir nur hyperelliptische Kurven C/Fq u¨ber end-
lichen Ko¨rpern Fq der Charakteristik char(Fq) = 2 mit einem Fq-rationalen
Weierstrass-Punkt P∞ := P2g+2. In diesem Fall kann man durch eine Variablen-
transformation deg(f) = 2g + 1 erreichen. Fu¨r den Ring
O = Fq [x, y] /(y2 − f(x))
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der holomorphen Funktionen auf C \ {P∞}, gilt
Jac(C)(Fq)  Cl(O),
wobei Cl(O) die Idealklassengruppe des Ringen O ist.
Bemerkung 2.2.1. Fu¨r generische nicht-hyperelliptische Kurven ist die Isomor-
phie zwischen Idealklassengruppe und Divisorenklassengruppe nicht erfu¨llt. Al-
lerdings gilt sie noch fu¨r die Klasse der sogenannten Cab-Kurven (siehe [66]), (a, b
teilerfremd)
Cab : y
a +
a−1∑
i=1
fi(x)y
i + f0(x) = 0,
vom Geschlecht
g = (a− 1)(b− 1)/2
mit fi(x) ∈ k [x], deg(f0) = b und a deg(fi(x)) + bi < ab fu¨r i = 1, . . . , a− 1.
Fu¨r imagina¨r quadratische hyperelliptische Kurven hat Mumford in seiner Ar-
beit [70] die Beziehung zwischen Idealklassengruppe und Divisorenklassengruppe
explizit gegeben:
Satz 2.2.7 (Mumford-Darstellung). Sei C/Fq eine hyperelliptische Kurve mit
aﬃnem Modell y2 + h(x)y = f(x), wobei f, h ∈ Fq [x] , deg(f) = 2g + 1 und
deg(h) ≤ g. Jede nicht-triviale Idealklasse u¨ber Fqn besitzt einen eindeutigen
Repra¨sentanten, der durch Polynome u(x) und y − v(x) erzeugt wird, so dass
gilt:
• u, v ∈ Fqn [x] mit deg(v) < deg(u) ≤ g,
• u ist normiert,
• u|v2 + vh− f.
Sei Pi = (xi, yi) und D =
∑r
i=1 niPi− rP∞ mit Pi = P∞, Pi = τPj fu¨r i = j und∑r
i=1 ni ≤ g. Die der Divisorenklasse [D] entsprechende Idealklasse wird durch
das Polynom u =
∏r
i=1(x− xi)ni und das Polynom v mit(
d
dx
)j [
v(x)2 + v(x)h(x)− f(x)]|x=xi = 0, 0 ≤ j ≤ ni − 1,
dargestellt.
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Das durch u(x) und y−v(x) eindeutig erzeugte Ideal bezeichnen wir im folgenden
mit den Koordinaten (u, v). Der zweite Teil des Satzes besagt, dass u(xi) = 0 und
yi = v(xi) (geza¨hlt mit Vielfachheit) fu¨r alle Punkte Pi = (xi, yi) des Tra¨gers von
D gilt.
Die Addition von Divisorenklassen entspricht genau der Multiplikation von Ide-
alklassen, welche aus zwei Schritten besteht: Komposition und Reduktion. Der
Algorithmus von Cantor [10] liefert eine explizite Beschreibung dieser zwei Schrit-
te.
Algorithmus 1 Cantor’sche Komposition.
Input: D1 = (u1, v1) und D2 = (u2, v2)
Output: D = (u, v) semi-reduziert mit D ∼ D1 ⊕D2
1. d1 = e1u1 + e2u2 ←− gcd(u1, u2) [mit erweiterten Euklid]
2. d = c1d1 + c2(v1 + v2 + h)←− gcd(d1, v1 + v2 + h) [wie in 1]
3. s1 ←− c1e1, s2 ←− c1e2, s3 ←− c2
4. u←− u1u2
d2
v ←− s1u1v2 + s2u2v1 + s3(v1v2 + f)
d
mod u
return (u, v)
Algorithmus 2 Cantor’sche Reduktion.
Input: D = (u, v) semi-reduziert
Output: D′ = (u′, v′) reduziert mit D′ ∼ D
1. u′ ←− f − vh− v
2
u
v′ ←− −(h+ v) mod u′
2. If deg(u′) > g then u ←− u′, v ←− v′ and goto 1
3. Normiere u′
return (u′, v′)
Stein [90] und Enge [21] haben die Komplexita¨t des Algorithmus von Cantor un-
tersucht und bewiesen, dass eine generische Addition (bzw. Verdopplung) 17g2 +
O(g) (bzw. 16g2 + O(g)) Operationen im Grundko¨rper Fq kostet. Um bessere
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P1
P2
Q1
Q2
−R1
−R2
R1
R2
(P1 + P2 − 2P∞) + (Q1 + Q2 − 2P∞) =
= R1 + R2 − 2P∞
Abbildung 2.1: Addition auf der Jacobischen hyperelliptischer Kurven, g = 2
Geschwindigkeit fu¨r die Arithmetik auf der Jacobischen zu haben, ist es sinnvoll
den Cantor’schen Algorithmus durch explizite Formeln zu ersetzen. Inzwischen
wurden fu¨r hyperelliptischen Kurven vom Geschlecht g ≤ 3 explizite Formeln
entwickelt, die HECC zu einer der attraktivsten Alternativen zum RSA machen
[58, 61, 54, 30, 72, 39].
2.2.7 Linearsysteme und kanonische Einbettungen
Sei C/k eine vollsta¨ndige glatte absolut irreduzible Kurve und D ∈ Div(C) ein
Divisor. Als vollsta¨ndiges Linearsystem von D bezeichnen wir die Menge
|D| := {D′ ∈ Div(C) : D′ ≥ 0, D′ ∼ D} = {D + (f) : f ∈ L(D)}
aller eﬀektiven Divisoren, die linear a¨quivalent zu D sind. Zwei Elemente D+(f)
und D + (g) aus |D| sind genau dann gleich, wenn es eine Konstante λ ∈ k∗ mit
f = λg gibt. Also gilt
|D|  L(D)/k∗ = P(L(D)).
Da |D| in Bijektion zum projektiven Raum P (L(D)) steht, ko¨nnen wir |D| mit
der Struktur eines projektiven Raumes versehen: seine Dimension ist dann
dim |D| = l(D)− 1.
Ein Punkt P0 von C heißt Basispunkt des Linearsystems |D|, wenn
P0 ∈
⋂
D′∈|D|
Supp(D′).
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Das Linearsystem |D| heißt basispunktfrei, falls⋂
D′∈|D|
Supp(D′) = ∅.
Man sieht leicht, dass eine Kurve C vom Geschlecht g ≥ 2 genau dann hyperel-
liptisch ist, wenn es ein basispunktfreies Linearsystem |D| mit deg(D) = 2 und
dim|D| = 1 gibt.
Falls |D| basispunktfrei ist, so deﬁniert die Abbildung
iD : C −→ P(L(D))∗, P −→ (s0(P ) : · · · : sN(P ))
einen Morphismus, wobei {s0, . . . , sN} eine k¯-Basis von L(D) ist.
Im allgemeinen ist dieser Morphismus nicht injektiv:
Deﬁnition 2.2.5. Das basispunktfreie Linearsystem heißt sehr ample, falls der
Morphismus iD eine Einbettung von C deﬁniert. Das Bild iD(C) ist dann eine
Kurve vom Grad deg(D) in PN(k¯).
Proposition 2.2.3. ([40, IV, 3.1])
(i) Das Linearsystem |D| ist genau dann basispunktfrei, wenn fu¨r alle Punkte
P ∈ C gilt
dim |D − P | = dim |D| − 1
(ii) Das Linearsystem |D| ist genau dann sehr ample, wenn fu¨r alle Punkte
P,Q ∈ C gilt
dim |D − P −Q| = dim |D| − 2
Lemma 2.2.4. Ist KC ein kanonischer Divisor einer Kurve C vom Geschlecht
g ≥ 1, so ist das Linearsystem |KC | basispunktfrei.
Beweis. Falls g = 1, so ist KC ∼ 0 und somit |KC | = 0 und wir sind fertig.
Sei nun g ≥ 2. Das Linearsystem |KC | ist genau dann basispunktfrei, wenn
dim |KC − P | = dim |KC| − 1
fu¨r alle Punkte P ∈ C erfu¨llt ist. Nach dem Satz von Riemann-Roch gilt
dim |P | = dim |KC − P |+ 1 + 1− g.
Aus
dim |KC | = g − 1,
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folgt unmittelbar
dim |KC − P | = dim |KC| − 1 + dim |P |.
Daher ist |KC | basispunktfrei genau dann wenn dim |P | = 0 fu¨r alle P ∈ C. Dies
triﬀt genau dann zu, wenn die Kurve nicht rational ist, d.h. fu¨r g = 0. 
Satz 2.2.8. Eine Kurve C vom Geschlecht g ≥ 3 ist genau dann nicht-hyperellip-
tisch, wenn |KC | sehr ample ist. In diesem Fall bezeichnen wir die kanonische
Einbettung der Kurve C in P (L(KC))∗ mit iKC .
Beweis. Das Linearsystem |KC | ist genau dann sehr ample, wenn
dim |KC − P −Q| = dim |KC | − 2
fu¨r alle Punkte P,Q ∈ C gilt. Nach dem Satz von Riemann-Roch gilt
dim |P + Q| − dim |KC − P −Q| = 2 + 1− g = 3− g = 2− dim |KC |.
Folglich ist |KC | genau dann sehr ample, wenn dim |P +Q| = 0 fu¨r alle P,Q ∈ C.
Dies ist aber genau dann der Fall, wenn die Kurve C nicht-hyperelliptisch ist. 
Ist C hyperelliptisch vom Geschlecht g, so ist das Bild von C unter dem kanoni-
schen Morphismus iKC eine normale rationale Kurve C0 vom Grad g−1, und der
Grad des Morphismus iKC : C −→ C0 ist 2 (siehe [65]). Ist C nicht-hyperelliptisch,
so ist iKC(C) eine Kurve in P
g−1 vom Grad 2g − 2.
2.2.8 Wendepunkte algebraischer Kurven
In diesem Abschnitt beschreiben wir eine Methode zur Berechnung der Wende-
punkte algebraischer Kurven vom Grad n u¨ber Ko¨rpern mit char(k)|2(n−1). Als
interessante Folgerung zeigen wir, dass die Wendepunkte einer ebenen Quartik C
u¨ber F3n genau den Schnittpunkten von C mit einer Quadrik hC entsprechen.
Sei k ein algebraisch abgeschlossener Ko¨rper der Charakteristik p ≥ 0, und f ∈
k [x1, x2, x3] ein homogenes Polynom vom Grad n. Mit fi und fij bezeichnen wir
die partiellen Ableitungen
fi :=
∂f
∂xi
, fij :=
∂fi
∂xj
=
∂2f
∂xj∂xi
.
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Deﬁnition 2.2.6. Die Hessematrix von f ist die Matrix (fij)i,j . Ihre Determi-
nante H(f) heißt die Hessesche von f.
Lemma 2.2.5. Ist g ∈ GL3(k) eine lineare Transformation, so gilt
H(f ◦ g−1) = (det g)2H(f) ◦ g−1.
Beweis. Der Beweis ist oﬀensichtlich unter Verwendung der Kettenregel. 
Lemma 2.2.6. x21H(f) =
∣∣∣∣∣∣
n(n− 1)f (n− 1)f2 (n− 1)f3
(n− 1)f2 f22 f23
(n− 1)f3 f23 f33
∣∣∣∣∣∣
Beweis. Wegen der Eulerschen Formel (siehe z.B. [71]) gilt
3∑
i=1
xifij = (n− 1)fj fu¨r j = 1, 2, 3
und nach Addition der xi-fachen der i-ten Zeile (fu¨r i = 2, 3) zur ersten Zeile der
Matrix
x1H(f) =
∣∣∣∣∣∣
x1f11 x1f12 x1f13
f21 f22 f23
f31 f32 f33
∣∣∣∣∣∣ ,
erhalten wir
x1H(f) = (n− 1)
∣∣∣∣∣∣
f1 f2 f3
f21 f22 f23
f31 f32 f33
∣∣∣∣∣∣ .
Wieder unter Verwendung der Eulerschen Formel
x1f1 + x2f2 + x3f3 = n · f
und Addition der xj-fachen der j-ten Spalte (fu¨r j = 2, 3) zur ersten Spalte der
obigen Matrix, erha¨lt man
x21H(f) =
∣∣∣∣∣∣
n(n− 1)f (n− 1)f2 (n− 1)f3
(n− 1)f2 f22 f23
(n− 1)f3 f23 f33
∣∣∣∣∣∣

Deﬁnition 2.2.7. Sei C/k eine ebene Kurve. Sei P ein nicht-singula¨rer Punkt
von C und tP die Tangente zu C bei P. Der Punkt P heißt Wendepunkt von C,
falls die Schnittvielfachheit I(C, tP , P ) von C mit der Tangente tP bei P gro¨ßer
oder gleich 3 ist.
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Ist n ≥ 3 und die Kurve C/k gegeben durch die Gleichung f = 0 und P = (p1 :
p2 : p3) ein nicht-singula¨rer Punkt von C, so gibt es eine lineare Transformation
g, die P auf (1 : 0 : 0) und seine Tangente auf x3 = 0 abbildet. In aﬃnen
Koordinaten gilt
f ◦ g−1 = x3 + rx22 + sx2x3 + tx23 + R(x2, x3), r, s, t ∈ k¯ (2.1)
wobei R nur aus Monomen vom Grad ≥ 3 besteht. Der Punkt P ist genau dann
ein Wendepunkt von C, wenn r = 0 gilt.
Proposition 2.2.4. Sei p = 2 und n − 1 ≡ 0 mod p. Ein Punkt P von C ist
genau dann ein Wendepunkt, wenn gilt:
H(f)(P ) = 0.
Insbesondere gilt: Hat C einen nicht-singula¨ren Punkt, der kein Wendepunkt ist,
so hat C eine endliche Anzahl von Wendepunkten.
Beweis. Sei o.B.d.A die x1-Koordinate von P verschieden von 0. Wegen Lemma
2.2.5 gilt:
(x21H(f) ◦ g−1)(g(P )) = (det g)−2(x21H(f ◦ g−1))(g(P )).
Wegen der Gestalt von f ◦ g−1 in (2.1) und Lemma 2.2.6, folgt
(x21H(f))(P ) = −(det g)−22(n− 1)2r.
Also H(f)(P ) = 0 genau dann, wenn r = 0 (d.h. P ist ein Wendepunkt). 
Ist C vom Grad n und char(k) = 0, so ist wohlbekannt, dass die Hessesche den
Grad 3(n − 2) hat. In diesem Fall gibt es genau 3n(n − 2) Wendepunkte. Ist
aber char(k) = 0, so ko¨nnen seltsame Verhalten auftreten: es ko¨nnte z.B. Kurven
geben, in der alle nicht-singula¨ren Punkte Wendepunkte sind.
Beispiel 2.2.1. Sei C/k die durch
f(x, y, z) := xp + xp−1y + zp,
deﬁnierte Kurve u¨ber einem Ko¨rper der Charakteristik p = 2.
Dann ist ∂f(x, y, z)/∂z = 0 und somit H(f) = 0. Da p − 1 ≡ 0 mod p, ko¨nnen
wir wegen Proposition 2.2.4 folgern, dass jeder Punkt von C ein Wendepunkt ist.
Solche Kurven, in der die nicht-singula¨ren Punkte den Wendepunkten entspre-
chen, bezeichnen wir als eigenartige Kurve.
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Ab jetzt betrachten wir unter anderem den Fall char(k) | 2(n − 1). Sei dazu
k ein algebraisch abgeschlossener Ko¨rper der Charakteristik p > 0. Sei K ein
vollsta¨ndiger lokaler Ko¨rper der Charakteristik 0 mit Ganzheitsring O und ma-
ximalem Ideal M, so dass O/M k.
Proposition 2.2.5. Sei f˜ ∈ k [x1, x2, x3] ein homogenes Polynom vom Grad n.
Sei C˜ = V (f˜) und C/O ein Modell von C˜, welches durch ein Polynom f ∈
O [x1, x2, x3] deﬁniert ist. Dann ist das Polynom
G =
x21H(f)− n(n− 1)f(f22f33 − f 223)
2(n− 1)2
in O [x1, x2, x3]. Wir bezeichnen die Reduktion von G moduloMmit G˜, wobeiM
das maximale Ideal von O ist. Ein nicht-singula¨rer Punkt P˜ = (p˜1 : p˜2 : p˜3) ∈ C˜
mit p˜1 = 0 ist genau dann ein Wendepunkt, wenn G˜(P˜ ) = 0.
Beweis. Zuerst beweisen wir, dass G in O [x1, x2, x3] liegt. Wegen Lemma 2.2.6
gilt:
x21H(f)− n(n− 1)f(f22f33 − f 223) = (n− 1)2(2f2f3f23 − f 22 f33 − f 23 f22).
Also teilt 2(n− 1)2 den Ausdruck x21H(f)− n(n− 1)f(f22f33 − f 223).
Sei P˜ ein nicht-singula¨rer Punkt von C˜ mit p˜1 = 0. Da P˜ nicht-singula¨r ist, gibt
es ein P = (p1 : p2 : p3) ∈ C(O), das P˜ liftet und p1 /∈ M. Sei g ∈ GL3(O) eine
lineare Transformation, die den Punkt P auf (1 : 0 : 0) und dessen Tangente auf
x3 = 0 abbildet. Die Reduktion dieses Punktes ist genau dann ein Wendepunkt,
wenn das entsprechende r aus (2.1) ein Element von M ist. Nun gilt G(P ) = ur
mit u ∈ O∗ durch Anwendung von Proposition 2.2.4. Also ist P˜ ein Wendepunkt
genau dann, wenn G˜(P˜ ) = 0. 
Ab jetzt betrachten wir nur ebene Quartiken, d.h. Kurven vom Grad n = 4.
Proposition 2.2.6. [43] C/k ist genau dann eine eigenartige ebene Quartik,
wenn eine der folgenden Bedingungen erfu¨llt ist:
(i) char(k) = 2 und C ist isomorph zu einer singula¨ren Kurve der Gestalt
y4 = x3z + ax2z2 + xz3, a ∈ k
mit einzigen singula¨ren Punkt (1 : 4
√
a : 1). Außerdem ist die Schnittviel-
fachheit I(C, tP ;P ) von C mit der Tangente tP an einem generischen Punkt
P gleich 4. M.a.W., die generischen Punkte von C entsprechen den Hyper-
wendepunkten von C.
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(ii) char(k) = 3 und C ist isomorph zur Klein Quartik
x3y + y3z + z3x = 0.
Proposition 2.2.7. Sei C˜/k gegeben durch f˜ = 0 eine glatte ebene Quartik
u¨ber einem Ko¨rper k der Charakteristik 3. Ist C˜ keine eigenartige Kurve, so
entsprechen die Wendepunkte von C˜ genau den Schnittpunkten von C˜ mit einer
u¨ber k deﬁnierten Quadrik hC˜ .
Beweis. Sei P˜ = (p˜1 : p˜2 : p˜3) ∈ C˜(k¯) ein Wendepunkt von C˜. Wir ko¨nnen
o.B.d.A annehmen, dass p˜3 = 0 fu¨r alle Wendepunkte von C ist. Seien ferner f,G
und G˜ wie in Proposition 2.2.5. Wie im Beweis von Proposition 2.2.5 gilt
2G˜ = 2f˜1f˜2f˜12 − f˜12f˜22 − f˜22f˜11,
= f˜1(f˜2f˜12 − f˜1f˜22) + f˜2(f˜1f˜12 − f˜2f˜11).
Ist nun f˜ gegeben durch
f˜(x, y, z) := a00y
4 + y3(a10x + a01z) + y
2(a20x
2 + a11xz + a02z
2)
+y(a30x
3 + a21x
2z + a12xz
2 + a03z
3)
+(a40x
4 + a31x
3z + a22x
2z2 + a13xz
3 + a04z
4),
so u¨berpru¨ft man leicht durch explizite Berechnungen (z.B. mit Maple), dass
2G˜− a20f˜ 2 + f˜(ax3 + by3 + cz3)z = HC˜ · z2,
mit
a := a40a11 + a21a30 − 2a20a31,
b := a10a11 + a00a21 − 2a20a01,
c := 2a212 + a13a11 + a20a04 + a03a21 + a02a22,
wobei HC˜ ein homogenes Polynom in k [x, y, z] vom Grad 6 ist, in dem nur Terme
mit Monomen x6, y6, z6, x3y3, x3z3, y3z3 auftreten. Da x → x3 ein Isomorphismus
von k = F3n ist, gibt es ein hC˜ ∈ k [x, y, z] mit HC˜ = h3C˜ . 
Kapitel 3
Arithmetik auf Jacobischen
glatter Quartiken
In diesem Kapitel werden wir uns mit der Arithmetik auf Jacobischen nicht-
hyperelliptischer Kurven des Geschlechts 3 befassen.
Als erstes werden wir grundlegende Eigenschaften sowie die Invariantentheorie
fu¨r nicht-hyperelliptische Kurven vom Geschlecht 3 beschreiben.
Wie bei elliptischen und hyperelliptischen Kurven werden wir eine Art Tangente-
Sekante Methode fu¨r die Gruppenoperation auf Jacobischen nicht-hyperelliptischer
Kurven vom Geschlecht 3 ableiten: dabei werden Tangente sowie Sekante durch
Kubik ersetzt, und es wird eine zusa¨tzliche Quadrik zur Berechnung von Inver-
sen eingefu¨hrt. Dieser Algorithmus hat nicht nur eine scho¨ne geometrische Be-
schreibung, sondern liefert den bis dato besten Algorithmus zur Addition auf der
Jacobischen einer nicht-hyperelliptischen Kurve vom Geschlecht 3.
3.1 Nicht-hyperelliptische Kurven mit g = 3
Wir werden uns im folgenden mit der Beschreibung nicht-hyperelliptischer Kur-
ven vom Geschlecht 3 bescha¨ftigen.
3.1.1 Glatte Quartiken in P2
Sei C eine nicht-hyperelliptische Kurve vom Geschlecht 3 und {ω1, ω2, ω3} eine
Basis von Ω1(C). Die kanonische Einbettung iKC ist bezu¨glich dieser Basis durch
iKC : C −→ P2, P −→ (ω1(P ) : ω2(P ) : ω3(P ))
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deﬁniert, dabei ist ω(P ) := f(P ) fu¨r ω = fdtP mit f, tP ∈ k(C) und tP ein
lokaler Parameter bei P.
Ist H = V (a1x1 + a2x2 + a3x3) eine Gerade in P
2, so gilt fu¨r den Pullback i∗KC
von iKC
i∗KC (iKC(C) ·H) = (a1ω1 + a2ω2 + a3ω3),
so dass iKC (C) eine glatte Quartik ist.
Proposition 3.1.1. ([40, IV, Ex. 3.2]) Sei C eine glatte ebene Quartik u¨ber
einem Ko¨rper k. Dann gilt:
(i) C ist eine Kurve vom Geschlecht 3.
(ii) Die eﬀektiven kanonischen Divisoren von C sind genau die Schnittdivisoren
(C · l) mit Geraden l.
(iii) C ist nicht-hyperelliptisch.
Als Folge der obigen Resultate erha¨lt man den folgenden:
Satz 3.1.1. Sei C eine nicht-hyperelliptische Kurve vom Geschlecht 3. Das Bild
von C unter der kanonischen Einbettung ist eine glatte Quartik, und umge-
kehrt ist jede glatte Quartik das Bild der kanonischen Einbettung einer nicht-
hyperelliptischen Kurve vom Geschlecht 3.
Eine interessante Klasse von glatten Quartiken unter den C34-Kurven bilden die
Picard-Kurven: eine Picard Kurve C/k u¨ber einem Ko¨rper k mit char(k) = 3
ist eine nicht-hyperelliptische Kurve vom Geschlecht 3 mit (aﬃnem) Modell
y3 = f(x),
wobei f(x) ∈ k [x] ein normiertes Polynom vom Grad 4 ist, das nur einfache
Nullstellen in k¯ besitzt.
Fu¨r den Rest dieser Arbeit ist immer eine glatte ebene Quartik gemeint, wenn
von einer nicht-hyperelliptischen Kurve vom Geschlecht 3 die Rede ist.
Lemma 3.1.1. Sei C eine glatte Quartik in P2. Fu¨r die Dimension von L-Ra¨umen
positiver Divisoren gilt:
l(P + Q) = 1 fu¨r alle Punkte P,Q ∈ C,
l(P + Q + R) =
{
2 , falls P,Q,R kollinear sind
1 , sonst
l(P + Q + R + S) =
{
3 , falls P,Q,R, S kollinear sind
2 , sonst
l(D) = deg(D)− 2 fu¨r deg(D) ≥ 5.
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Beweis. Sei KC ein kanonischer Divisor von C.
(i) Die Gerade l durch P und Q schneidet C in zwei weiteren Punkten R und
S. Da C nicht-hyperelliptisch ist, ist KC ∼ P +Q+R+ S sehr ample, also
gilt
l(P +Q) = l(P +Q+R+S− (R+S)) = l(KC− (R+S)) = l(KC)−2 = 1.
(ii) Aus
l(P + Q + R)− l(KC − (P + Q + R)) = deg(P + Q + R) + 1− 3 = 1
und nach dem Satz vom Cliﬀord folgt
l(KC − (P + Q + R)) ∈ {0, 1} .
Dabei ist l(KC− (P +Q+R)) = 1 genau dann, wenn es einen Punkt S ∈ C
mit KC − (P + Q + R) ∼ S gibt, also wenn P,Q,R kollinear sind.
(iii) wie in (iii):
l(P +Q+R+S)−l(KC−(P +Q+R+S)) = deg(P +Q+R+S)+1−3 = 2
und nach dem Satz vom Cliﬀord folgt
l(KC − (P + Q + R + S)) ∈ {0, 1} .
Dabei ist l(KC − (P + Q + R + S)) = 1 genau dann der Fall, wenn KC −
(P + Q + R + S) ∼ 0, also wenn P,Q,R, S kollinear sind.
(iv) Fu¨r deg(D) ≥ 5 ist l(KC −D) = 0, und aus dem Satz von Riemann-Roch
folgt l(D) = deg(D) + 1− 3 = deg(D)− 2.

Deﬁnition 3.1.1. Eine Bitangente von C/k ist eine Gerade l mit einem Schnitt-
divisor (l · C) = 2P + 2Q fu¨r (nicht notwendigerweise verschiedene) Punkte
P,Q ∈ C. Ist ferner P = Q, so heißt P Hyperwendepunkt von C.
Besitzt C/k einen Hyperwendepunkt P∞, so ist P∞ bereits u¨ber k deﬁniert.
Im allgemeinen hat eine glatte Quartik keinen Hyperwendepunkt, da der Mo-
dulraum von glatten ebenen Quartiken mit mindestens einem Hyperwendepunkt
die Kodimension 1 im Modulraum der allgemeinen Quartiken hat. Wendepunkte
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sowie Hyperwendepunkte einer glatten ebenen Quartik C entsprechen genau den
Weierstrass-Punkten erster und zweiter Ordnung.
Sei l0 eine Bitangente mit (l0 ·C) = 2P0 + 2Q0. Ist l eine andere Bitangente und
P,Q Punkte mit (l · C) = 2P + 2Q, so gilt
P + Q− (P0 + Q0) ∈ Jac(C)[2].
Proposition 3.1.2. Sei C eine glatte Quartik u¨ber einem algebraisch abgeschlos-
senen Ko¨rper k¯ der Charakteristik p ≥ 0.
(i) Sei p = 2. Dann besitzt C genau 28 Bitangenten.
(ii) Sei p = 2. Ist der 2-Rang von Jac(C) gleich 0 (bzw. 1, 2, 3), so besitzt C
genau 1 (bzw. 2, 4, 7) Bitangenten.
Satz 3.1.2 ([59]). Jede glatte Quartik C/C ist durch ihre Bitangenten eindeutig
rekonstruierbar.
Das in Kapitel 4 vorgestellte Riemann-Modell fu¨r glatte Quartiken und die Ein-
deutigkeitsaussage von Satz 3.1.2 werden ein algorithmisches Rekonstruktions-
verfahren fu¨r Quartiken, deren Bitangenten gegeben sind, liefern.
3.1.2 Dixmier-Invarianten glatter Quartiken in P2
In diesem Abschnitt fu¨hren wir Invariantensysteme fu¨r glatte Quartiken ein. Falls
nicht anders erwa¨hnt sei im folgenden k = C.
Sei V die Menge der terna¨ren Quartiken, d.h. die Menge der homogenen Poly-
nome vom Grad 4 in drei Variablen mit komplexen Koeﬃzienten. V bildet einen
C-Vektorraum der Dimension 15. Sei C [V ] die Algebra der komplexen Polynome
in V und C [V ]n die Menge der homogenen Elemente vom Grad n in C [V ] . Die
Algebra C [V ] =
⊕
n≥0 C [V ]n ist eine graduierte Algebra, auf der die Gruppe
SL3(C) auf natu¨rliche Weise operiert. C [V ]n ist invariant unter der Operation
von SL3(C). Sei A die Menge der Elemente in C [V ] , die unter SL3(C) invariant
sind. Die Menge A ist eine graduierte Unteralgebra von C [V ] , die Algebra der
(projektiven) Invarianten ebener Quartiken. Die Algebra A besitzt ein System
von Invarianten I3, I6, I9, I12, I15, I18, I27 der Ordnungen 3, 6, 9, 12, 15, 18, 27.
Die Invarianten I3 und I6 einer Quartik der Form
g(x, y, z) := a1x4 + 4a2x3y + 6a3x2y2 + 4a4xy3 + a5y4 + 4a6x3z + 12a7x2yz
+12a8xy2z + 4a9y3z + 6a10x2z2 + 12a11xyz2 + 6a12y2z2
+4a13xz3 + 4a14yz3 + a15z4
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lassen sich explizit via
I3(g) := a1a5a15 + 3(a1a212 + a5a
2
10 + a15a
2
3) + 4(a2a9a13 + a6a4a14)
−4(a1a9a14 + a5a6a13 + a15a2a4) + 6a3a10a12 − 12a7a8a11
−12(a2a11a12 + a6a8a12 + a4a11a10 + a9a7a10 + a13a8a3 + a14a7a3)
+12(a7a4a13 + a8a14a2 + a11a6a9) + 12(a3a211 + a10a
2
8 + a12a
2
7)
und
I6(g) := det
⎡
⎢⎢⎢⎢⎢⎢⎣
a1 a3 a10 a7 a6 a2
a3 a5 a12 a9 a8 a4
a10 a12 a15 a14 a13 a11
a7 a9 a14 a12 a11 a8
a6 a8 a13 a11 a10 a7
a2 a4 a11 a8 a7 a3
⎤
⎥⎥⎥⎥⎥⎥⎦
berechnen.
In [18] gibt Dixmier ein algorithmisches Verfahren zur Berechnung der restlichen
Invarianten I9, I12, I15, I18, I27. Eine Beschreibung durch explizite Formeln ist je-
doch schwierig, da die auftretende Formeln sehr umfangreich sind.
Eine ebene Quartik C : g(x, y, z) = 0 ist genau dann vom Geschlecht 3, wenn ihre
Diskriminante I27 = 0 ist (siehe [18]). Fu¨r eine glatte terna¨re Quartik lassen
sich mit Hilfe der Invarianten I3, I6, I9, I12, I15, I18, I27 die absolute Invarianten
i1 =
I93
I27
, i2 =
I73 I6
I27
, i3 =
I63I9
I27
, i4 =
I53 I12
I27
, i5 =
I43 I15
I27
, i6 =
I33 I18
I27
zuordnen. Da die Ij unter SL3(C) invariant sind, sind die ij unter GL3(C) inva-
riant, genauer gesagt, haben wir das folgende:
Lemma 3.1.2. Seien C und C ′ zwei terna¨re Quartiken vom Geschlecht 3. Sind
C und C ′ isomorph, so gelten fu¨r die Invarianten:
ij(C) = ij(C
′) fu¨r j = 1, . . . , 6.
Beweis. Sei C ′ = Cα mit α ∈ GL3(C) und D := det(α) = 0. Nach [82] gelten fu¨r
die Invarianten Ij und I
′
j von C und C
′
I ′j = (D
4)
j
3 · Ij
fu¨r j = 3, 6, 9, 12, 15, 18, 27. Durch Anwendung der Deﬁnition der ij folgt die Be-
hauptung. 
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Bemerkung 3.1.1.
(i) Ob die Umkehrung von Lemma 3.1.2 richtig ist, ist bis heute noch oﬀen.
(ii) Die Dixmier-Invarianten i1, · · · , i6 lassen sich auch auf den Fall von Ko¨rpern
der Charakteristik p = 2, 3 verallgemeinern.
3.2 Arithmetik auf Jacobischen glatter Quarti-
ken
Die in diesem Abschnitt erzielten Ergebnisse sind in Zusammenarbeit mit S. Flon
und C. Ritzenthaler [24, 25] zustandegekommen.
3.2.1 Geometrische Beschreibung
Wenn nicht anders vermerkt, ist C/k eine glatte ebene Quartik und KC ein
kanonischer Divisor von C.
Wir bezeichnen mit (∗) die folgende Eigenschaft :
Es gibt eine k-rationale Gerade l∞, welche C in vier k-rationalen Punkten (mit
Multiplizita¨t geza¨hlt) P∞1 , P
∞
2 , P
∞
3 , P
∞
4 schneidet.
Fu¨r die Gerade l∞ gibt es fu¨nf verschiedene Mo¨glichkeiten die Quartik zu schnei-
den:
(i) die vier Punkte sind paarweise verschieden,
(ii) P∞1 = P
∞
2 , d.h. l
∞ ist Tangente an C im Punkt P∞1 ,
(iii) P∞1 = P
∞
2 = P
∞
4 . Der Punkt P
∞
1 ist in diesem Fall ein Wendepunkt von C,
(iv) P∞1 = P
∞
2 und P
∞
3 = P
∞
4 . Die Gerade l
∞ ist eine Bitangente von C,
(v) P∞1 = P
∞
2 = P
∞
3 = P
∞
4 . Der Punkt P
∞
1 ist in diesem Fall ein Hyperwende-
punkt von C.
Die Eﬃzienz unseres Algorithmus wird von der Wahl der Gerade l∞ abha¨ngen
(siehe Abschnitt 3.2.2).
Wir werden im folgenden untersuchen, inwiefern die Bedingung (∗) fu¨r den end-
lichen Ko¨rper k = Fq mit q = p
n Elementen erfu¨llt ist.
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Proposition 3.2.1. Die Bedingung (∗) ist in den folgenden Fa¨llen erfu¨llt:
Bedingung an p Bedingung an q Bedingung an #C(k)
1) p > 2 q ≥ 106
2) p > 2 q > 8 #C(k) ≥ q −√q/4 + 7/4
3) p = 2 q > 8 #C(k) ≥ q + 3
Insbesondere gibt es fu¨r große q (z.B. fu¨r q ≥ 106) immer vier kollineare Fq-
rationale Punkte auf einer u¨ber Fq deﬁnierten glatten Quartik.
Beweis. Angenommen (∗) sei nicht erfu¨llt. Die Menge der k-rationalen Punkte
K := C(k) von C bildet dann einen #C(k)-Bogen, d.h. eine Menge von #C(k)
Punkten, fu¨r die je drei Punkte nicht kollinear sind. Aus [42] folgt, dass #C(k) ≤
q + 2 falls p = 2 (woraus die letzte Zeile der Tabelle folgt), und dass #C(k) ≤
q + 1 falls p ungerade ist. Ferner gibt es fu¨r ungerades p explizite Schranken
m′(2, q), so dass jeder r-Bogen mit r > m′(2, q) eine Untermenge der Menge der
k-rationalen Punkte einer Quadrik ist (siehe [42, Tab 1.3]). Wa¨re also #C(k) ≥
max(9, m′(2, q) + 1), so mu¨sste die Quartik durch diese Punkte eine Quadrik
enthalten, was einen Widerspruch zur Irreduzibilita¨t der Quartik darstellt. Die
zweite Zeile der Tabelle in der Proposition folgt sofort aus dieser Bemerkung und
aus [42, Tab 1.3].
Nun untersuchen wir die erste Zeile der Tabelle, wo keine Bedingung an #C(k)
angegeben ist. Wir ko¨nnen #C(k) ≤ m′(2, q) annehmen. Aus q ≥ 106, folgt
(3q + 5)/4 < #C(k) ≤ m′(2, q)
(die erste Ungleichung folgt aus der Hasse-Weil Schranke und ist bereits fu¨r q >
242 erfu¨llt).
Im folgenden werden wir Ergebnisse sowie Bezeichnungen aus [94] verwenden. In
[94] wird zu einem beliebigen Bogen K eine ebene Kurve E in der dualen Ebene
assoziiert, welche die Hu¨lle der 1-Sekanten (die rationalen Geraden, welche K in
einem Punkt treﬀen) von K ist. Da (∗) nicht erfu¨llt ist, sind die Tangenten von C
an den Punkten von K 1-Sekanten. Mit dem Satz von Be´zout ist die duale Kurve
C∗ eine irreduzible Komponente von E . Sei P0 ein Punkt von C(k). Da (∗) nicht
erfu¨llt ist, ist P0 weder auf einer Bitangente noch ein Wendepunkt. Sei l0 die
Tangente an C bei P0. Wegen den Eigenschaften der dualen Kurve ist der Punkt
l∗0 ∈ C∗ ein nicht-singula¨rer rationaler Punkt. Ferner folgt mit Hilfe von [94,
Th. 5.2.(3)], dass i(E , P ∗0 ; l∗0) = 2 = i(C∗, P ∗0 ; l∗0) gilt. Also ist C∗ keine mehrfache
Komponente von E . Ebenso ist der Punkt l∗0 ein spezieller Punkt, und C∗ ist
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eine zu l∗0 assoziierte irreduzible Hu¨lle. Mit den Bezeichnungen von [94, Sec. 5.2]
folgt ν4 ≤ 2 deg(C∗); dabei ist ν4 die vierte positive Fq-Frobenius Ordnung einer
linearen Reihe, und deshalb ν4 ≤ 24 (der Grad der dualen Kurve einer nicht-
singula¨ren Kurve vom Grad n ist ≤ n(n − 1), siehe [43]). Nun ko¨nnen wir [94,
Prop. 5.11] anwenden:
#C(k) ≤ min
(
q − 1
4
ν4 +
7
4
,
28 + 4ν4
29 + 4ν4
q +
32 + 2ν4
29 + 4ν4
)
.
Dies fu¨hrt fu¨r q ≥ 106 zu #C(k) < q +1− 6√q, ein Widerspruch zur Hasse-Weil
Schranke. 
Bemerkung 3.2.1. Die Abscha¨tzungen von Proposition 3.2.1, insbesondere die
fu¨r p = 2, ko¨nnen noch verbessert werden (siehe [42]; man beachte, dass ein
Hyperoval eine parametrische Kurve ist). Ebenso ist es auch mo¨glich, unsere
U¨berlegungen auf den Fall von Ko¨rpern der Charakteristik 2 zu erweitern.
Fu¨r den Rest dieses Abschnittes setzen wir stets voraus, dass die Bedingung (∗)
erfu¨llt ist.
Sei nun D∞i :=
∑i
k=1 P
∞
k , fu¨r i = 1, 2, 3.
Satz 3.2.1. Zu D ∈ Div0k(C)∗ existiert ein eindeutiger eﬀektiver Divisor E ∈
Divk(C) minimalen Grades m ∈ {1, 2, 3} , so dass D ∼ E −D∞m . Der reduzierte
Divisor E geho¨rt zu genau einer der folgenden Klassen von Divisoren:
(i) E = P1 + P2 + P3 mit l(P1 + P2 + P3) = 1 und Pi = P∞3 ,
(ii) E = P1 + P2 mit Pi = P∞2 ,
(iii) E = P1 mit P1 = P∞1 .
Beweis. Der U¨bersichtlichkeitshalber werden wir uns auf den Sonderfall P∞1 =
P∞2 = P
∞
3 beschra¨nken. Ein vollsta¨ndiger Beweis wu¨rde eine sehr große Anzahl
von Fallunterscheidungen erfordern.
Sei D ∈ Div0k(C)∗. Nach Lemma 2.2.2 gibt es Punkte P1, P2, P3 mit D ∼ P1 +
P2 + P3− 3P∞1 . Ist einer der Punkte Pi gleich P∞1 , so besitzt D eine Darstellung
der Form (ii) oder (iii). Ist Pi = P∞1 und ist D ∼ Q1+Q2+Q3−3P∞1 eine andere
Darstellung von D, so gibt es eine Funktion f ∈ k(C) mit f ∈ L(P1 + P2 + P3).
Dies ist nur dann mo¨glich wenn l(P1 + P2 + P3) > 1 ist, demzufolge ist die in
(i) beschriebene Darstellung eindeutig. Ebenso beweist man, dass der Divisor
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P1 + P2 + P3 − 3P∞1 mit l(P1 + P2 + P3) = 1 keine reduzierte Darstellung der
Form (ii) oder (iii) besitzt.
Sei nun l(P1 + P2 + P3) ≥ 2 mit Pi = P∞1 fu¨r i = 1, 2, 3. Nach Lemma 3.1.1 sind
die Punkte Pi kollinear. Sei l1 die Gerade durch die Punkte Pi, und sei R der
vierte Schnittpunkt von l1 mit C. Ist R = P
∞
4 , so ist D ∼ P1 +P2 +P3− 3P∞1 =
P1 + P2 + P3 + P
∞
4 − (3P∞1 + P∞4 ) = (l1 · C) − (l∞ · C) ∼ 0. Fu¨r R = P∞4
betrachten wir die Gerade l2 durch R und P
∞
1 (bzw. die Tangente l
∞ an P∞1 fu¨r
P∞1 = R). Seien S, T die weiteren Schnittpunkte von l2 mit C. In diesem Fall gilt
D ∼ P1+P2+P3−3P∞1 = P1+P2+P3+R−(3P∞1 +R) = (l1 ·C)−(3P∞1 +R) ∼
(l2 · C)− (3P∞1 + R) = P∞1 + R + S + T − (3P∞1 + R) = S + T − 2P∞1 .
Die Eindeutigkeit der Darstellungen (ii) und (iii) folgt sofort aus Lemma 3.1.1.

Fu¨r hyperelliptische Kurven ist die Berechnung des Inversen einer Divisorenklasse
trivial. Dies ist fu¨r nicht-hyperelliptische Kurven vom Geschlecht 3 nicht mehr
der Fall: Mo¨chte man z.B. das Inverse von D = P1 +P2 +P3− (P∞1 +P∞2 +P∞3 )
berechnen, so beno¨tigt man dafu¨r die Quadrik Q durch P1, P2, P3 und 2P
∞
4 . In
diesem Fall gilt
D + (R1 + R2 + R3 − (P∞1 + P∞2 + P∞3 )) ∼ 0,
dabei sind R1, R2, R3 die anderen Schnittpunkte von Q mit C.
Sei D ∈ Div0k(C) und D+ ein eﬀektiver Divisor mit D+−D∞3 ∼ D. Im generischen
Fall ist D+ eindeutig bestimmt.
”
Par abus de language“ sagen wir eine Kurve C ′
geht durch nP, falls i(C,C ′;P ) = n, dabei ist i(C,C ′;P ) die Schnittvielfachheit
von C und C ′ an P .
Satz 3.2.2. Seien D1, D2 ∈ Div0k(C). Dann ist D1 + D2 a¨quivalent zum Divisor
D = D+ −D∞3 , wobei die Punkte auf dem Tra¨ger von D+ durch den folgenden
Algorithmus berechnet werden:
(i) Zuerst berechnet man die Kubik E, die durch den Tra¨ger von D+1 , D
+
2 und
P∞1 , P
∞
2 , P
∞
4 geht (Multiplizita¨t mitgeza¨hlt). Sei
D3 := (C · E)− (D+1 + D+2 + P∞1 + P∞2 + P∞4 ).
(ii) Dann berechnet man die Quadrik Q, die durch den Tra¨ger von D3 und
P∞1 , P
∞
2 geht. Es gilt: D
+ := (C ·Q)− (D3 + P∞1 + P∞2 ).
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R1
R2
R3
P∞1
K2
P∞2
P1 P2
P3
Q1
Q2
Q3
K3
K1
P∞4P∞3 l∞
Abbildung 3.1: Beschreibung des Algorithmus von Satz 3.2.2
Bemerkung 3.2.2.
(i) Ist P∞1 = P
∞
2 = P
∞
4 , so gilt D
+ −D∞3 ∼ −(D3 −D∞3 ), denn
D+ + D3 + P
∞
1 + P
∞
2 ∼ (C ·Q) ∼ 2(C · l∞) = 2D∞3 + 2P∞4 .
Mit anderen Worten: Die Kubik E liefert die Reduktion von −(D1 + D2)
und die Quadrik Q die Reduktion des Inversen von −(D1 + D2).
(ii) Im generischen Fall ist die in Satz 3.2.2 erwa¨hnte Kubik eindeutig bestimmt
und irreduzibel. Falls es eine Quadrik Q1 gibt, die durch den Tra¨ger von
D+1 und D
+
2 geht, so kann D1 +D2 noch eﬃzienter berechnet werden: nach
dem Satz von Be´zout triﬀt die Quadrik Q1 die Kurve C in zwei weiteren
Punkte K1 und K2:
D+1 + D
+
2 + K1 + K2 ∼ 2KC .
Sei dann l die Gerade durch K1 und K2, und seien R1, R2 die weiteren
Schnittpunkte von l mit C. Dann gilt
K1 + K2 + R1 + R2 ∼ KC .
Es folgt
(D+1 −D∞3 ) + (D+2 −D∞3 ) ∼ R1 + R2 + P∞4 −D∞3 .
Beweis von Satz 3.2.2. Wir ko¨nnen o.B.d.A. annehmen, dass C eine glatte ebene
Quartik ist. In diesem Fall gilt (E ·C) ∼ 3KC, wobei KC der kanonische Divisor
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von C und (E · C) der Schnittdivisor von E mit C ist. Daraus ergibt sich
D+1 + D
+
2 + P
∞
1 + P
∞
2 + P
∞
4 + D3 ∼ 3KC .
Analog folgt aus (Q · C) ∼ 2KC , dass
D3 + P
∞
1 + P
∞
2 + De ∼ 2KC ,
fu¨r einen eﬀektiven Divisor De vom Grad 3. Aus (l
∞ ·C) = P∞1 +P∞2 +P∞3 +P∞4 ∼
KC und den zwei obigen Relationen folgt
D+1 +D
+
2 +P
∞
1 +P
∞
2 +P
∞
4 +D3 ∼ D3 +P∞1 +P∞2 +De+P∞1 +P∞2 +P∞3 +P∞4 ,
und somit
D+1 + D
+
2 ∼ De + D∞3 .
Subtrahiert man 2D∞3 auf beiden Seiten der obigen Relation, so erha¨lt man
D1 + D2 ∼ De −D∞3 ∼ D,
also De = D
+. 
3.2.2 Algebraische Durchfu¨hrung des Algorithmus im ge-
nerischen Fall
In diesem Abschnitt beschreiben wir eine algebraische Durchfu¨hrung des Algo-
rithmus in Satz 3.2.2. Genauer werden wir explizite Formeln fu¨r diesen Algo-
rithmus entwickeln. Die Eﬃzienz der algebraischen Version ha¨ngt von der Wahl
von l∞ ab. Der Algorithmus ist am eﬃzientesten falls l∞ eine Tangente an einen
Hyperwendepunkt ist.
Zuerst mo¨chten wir eine einfache Darstellung der Kurve (sowie ihrer reduzierten
Divisoren) ableiten.
Sei im folgenden C eine glatte ebene Quartik, so dass (∗) erfu¨llt ist. Nach Anwen-
dung einer k-linearen Transformation ko¨nnen wir annehmen, dass l∞ die Gerade
mit der Gleichung z = 0 und P∞1 = (0 : 1 : 0). Sei F (x, y) = 0 ein aﬃne
Gleichung fu¨r C. Wie bei hyperelliptischen Kurven fu¨hren wir die Mumford-
Darstellung (u, v) ∈ k [x]2 von reduzierten Divisoren D ∈ Div0k(C) ein. Diese
ist im generischen Fall (typischer Divisor) eindeutig bestimmt:
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(i) Die Elemente des Tra¨gers von D+ sind nicht kollinear.
(ii) Auf dem Tra¨ger von D+ liegen keine unendlich fernen Punkte P∞i . Seien
Pi = (xi : yi : 1) (i = 1, 2, 3) die drei Punkte auf dem Tra¨ger von D
+ und
u =
∏
(x− xi). Da D+ ein k-rationaler Divisor ist, liegt u in k [x].
(iii) Die (xi)i=1,2,3 sind paarweise verschieden. In diesem Fall, existiert ein ein-
deutiges Polynom v ∈ k [x] vom Grad 2, so dass yi = v(xi) ist fu¨r i = 1, 2, 3
(v ist das Interpolationspolynom durch die Pi).
Fu¨r ein Paar (u, v) ∈ k [x]2 mit
- u, v ∈ k [x],
- u =
∏
(x − xi) ein normiertes Polynome vom Grad 3 mit nur einfachen
Nullstellen,
- deg(v) = 2,
- u|F (x, v(x)),
ist umgekehrt der Divisor P1 + P2 + P3 − D∞3 mit Pi = (xi : v(xi) : 1) ein
k-rationaler typischer Divisor von C.
Die Summe zweier typischer Divisoren ist im generischen Fall ein typischer Divi-
sor.
Wir werden im folgenden nur den Algorithmus fu¨r typische Divisoren erla¨utern,
da dies fu¨r unsere kryptographische Anwendungen ausreicht. Der vollsta¨ndige
Algorithmus (fu¨r alle Fa¨lle) wurde ebenfalls implementiert und ist unter
http://www.exp-math.uni-essen.de/~oyono
aufrufbar.
l∞ ist eine Tangente
Nach einer k-linearen Transformation ko¨nnen wir annehmen, dass l∞ eine Tan-
gente an P∞1 = (0 : 1 : 0) ist. Weiterhin ko¨nnen wir annehmen, dass l
∞ durch
P∞4 = (1 : 0 : 0) geht. Dann besitzt C eine Gleichung der Gestalt
y3 + h1(x)y
2 + h2(x)y = f(x),
mit h1(x), h2(x), f(x) ∈ k [x] und deg h1(x) ≤ 2, deg h2(x) ≤ 3, deg f(x) ≤ 3.
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Lemma 3.2.1. Die Kubik E von Satz 3.2.2 ist im generischen Fall von der Form
y2 + s(x) · y + t(x),
wobei s(x) und t(x) Polynome mit deg s(x) ≤ 2 und deg t(x) ≤ 2 sind.
Die Quadrik Q ist von der Form
y − v(x),
mit v(x) ∈ k [x] und deg v(x) = 2.
Beweis.
(i) Sei tP∞1 : z = 0 die Tangente an C durch P
∞
1 . Sei
E = a00y3+y2(a10x+a01z)+y(a20x2+a11xz+a02z2)+(a30x3+a21x2z+a12xz2+a03z3).
Die Kubik E geht genau dann durch P∞1 wenn a00 = 0. Die Tangente an E
durch P∞1 besitzt die Gleichung(
∂E
∂x
(0 : 1 : 0)
)
x+
(
∂E
∂y
(0 : 1 : 0)
)
y +
(
∂E
∂x
(0 : 1 : 0)
)
z = a10x+ a01z.
Die Kubik E geht somit genau dann durch 2P∞1 wenn a01 = 0 und a10 =
a00 = 0. Ferner geht E durch (1 : 0 : 0) genau dann wenn a30 = 0.
(ii) Der Beweis ist analog zu (i).

Der Algorithmus in Satz 3.2.2 kann in 3 Schritten unterteilt werden:
(i) Berechne die Kubik E,
(ii) berechne die Quadrik Q,
(iii) berechne die reduzierte Darstellung von D1 + D2.
Schritt 1: Berechnung der Kubik E
Nur in diesem Schritt werden wir zwischen Addition und Verdopplung unterschei-
den.
Addition
Wir betrachten nun den generischen Fall, d.h. die Kubik E ist gegeben durch die
Gleichung
E : h(x, y) = y2 + s(x) · y + t(x) = 0
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mit Polynomen s(x) und t(x) mit deg s(x) ≤ 2 und deg t(x) ≤ 2. Division mit
Rest von y2 + sy+ t durch y− vi liefert y2 + sy + t = (y− vi)(y + vi + s) + ri mit
ri(x) ∈ k [x] vom Grad deg ri(x) ≤ 4. Da der Tra¨ger von D1 (bzw. D2) im Tra¨ger
von (C · E) enthalten ist, folgt ri(x) = ui(x) · δi(x) mit deg δi(x) = 1. Daher
reduziert sich die Suche von E auf das Auﬃnden dreier Polynome s(x), δ1(x) und
δ2(x) in k [x] mit deg s(x) = 2, deg δ1(x) = deg δ2(x) = 1, so dass
h(x, y) = (y − v1) · (y + v1 + s) + u1 · δ1 = (y − v2) · (y + v2 + s) + u2 · δ2. (3.1)
Dies fu¨hrt auf die Gleichung
(v1 + v2 + s) · (v1 − v2) + u2 · δ2 − u1 · δ1 = 0. (3.2)
Im nicht-generischen Fall besitzt E keinen y2 Term, und eine analoge Strategie
fu¨hrt auf die Gleichung
s · (v1 − v2) + δ2 · u2 − δ1 · u1 = 0, (3.3)
wobei δ1(x) und δ2(x) konstante Polynome sind.
Man beachte, dass die beiden Gleichungen (3.2) und (3.3) a¨hnlich sind: wa¨hrend
der Bestimmung von s(x) und δ1(x) berechnen wir na¨mlich in beiden Fa¨llen
den Rest r(x) der euklidischen Division von t1(x) · (u1(x) − u2(x)) durch u2(x),
wobei t1(x) das Inverse von (v1(x) − v2(x)) modulo u2(x) ist. Durch einfache
Berechnungen sieht man, dass r(x) genau dann vom Grad 2 ist, wenn wir im Fall
(3.2) sind.
Verdopplung
In diesem Fall ist E ein Element des Ideals I2 = 〈u21, u1(y − v1), (y − v1)2〉. Wie
im Fall der Addition betrachten wir nur den generischen Fall, in dem sich E in
der Form
(y − v1) · (y + v1 + s) + u1δ1 (3.4)
schreiben la¨sst.
Die anderen Fa¨llen sind entweder trivial oder leichter zu beschreiben und treten
sehr selten auf. Wie oben genu¨gt E der folgenden Relation
(y − v1)(2v1 + s) + u1δ1 ∈ I2. (3.5)
Andererseits gilt (
3v21 + 2v1h1 + h2
)
(y − v1) + u1w1 ∈ I2, (3.6)
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wobei w1(x) ∈ k [x] mit
u1 · w1 = v31 + v21h1 + v1h2 − f
= v31 + v
2
1h1 + v1h2 − (y3 + h1y2 + h2y)
= (v1 − y)3 − (v1 − y)2 · (3v1 + h1) + (v1 − y) · (3v21 + 2v1h1 + h2).
Daraus folgt nun (
3v21 + 2v1h1 + h2
)
u1δ1 + (2v1 + s)u1w1 ∈ I2,
und somit
− (3v21 + 2v1h1 + h2) δ1 + (2v1 + s)w1 ≡ 0 mod u1. (3.7)
Die Berechnung des Inversen von w1(x) in k [x] /(u1(x)) liefert unmittelbar δ1(x)
und s(x).
Bemerkung 3.2.3. Sind 3v21 + 2v1h1 + h2 und u1 teilerfremd, so sind (3.5) und
(3.7) a¨quivalent.
Schritt 2: Berechnung der Quadrik Q
Wir betrachten nur den generischen (und schwierigsten) Fall. Die in Schritt 1
berechnete Kubik ist von der Form
E : h(x, y) = y2 + s(x) · y + t(x)
mit s(x), t(x) ∈ k [x], deg s(x) ≤ 2 und deg t(x) ≤ 2.
Um die Quadrik Q zu bestimmen, berechnet man erst die y-Resultante Resy(E,C)
von E und y3 + h1(x)y
2 + h2(x)y − f(x)
Resy(E,C) = t
3 + fs3 − 3fts + f 2
+h2
(
t(s2 − t− sh1 + h2 − t) + fs
)
+h1
(
t(f − st + h1t)− f(s2 − t)
)
(3.8)
und dann den normierten Quotienten u˜ der Division von Resy(E,C) durch u1u2.
Aus E ∈ 〈y − v, u˜〉 und aus
− (yE − (y3 + h1y2 + h2y − f)− (s− h1)E) =(−t + s2 + h2 − sh1) y + (−f + ts− th1) , (3.9)
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folgt fu¨r die Quadrik Q = y − v(x)(
t− h2 + sh1 − s2
)
v ≡ (st− th1 − f) mod u˜. (3.10)
Das Polynom v(x) ist somit der Rest der euklidischen Division von
α1 (st− th1 − f)
durch u˜(x), wobei α1(x) das Inverse von
t(x)− h2(x) + s(x)h1(x)− s2(x)
in k [x, y] /(u˜(x)) ist.
Schritt 3: Berechnung von D1 + D2
Schließlich gilt
vD1+D2(x) = v(x).
Ist vD1+D2(x) bekannt, so ist das normierte Polynom uD1+D2(x) leicht zu berech-
nen, na¨mlich als normierter Quotient von
v3D1+D2 + v
2
D1+D2h1 + vD1+D2h2 − f (3.11)
durch u˜(x).
3.2 Arithmetik auf Jacobischen glatter Quartiken 59
Algorithmus 3 Addition in der Jacobischen glatter Quartiken.
Input: D1 = (u1, v1) und D2 = (u2, v2)
Output: D1 +D2 = (uD1+D2, vD1+D2)
1. Berechnung der Kubik E
Addition
Berechne das Inverse t1 von v1 − v2 modulo u2.
Berechne den Rest r der Division von (u1− u2)t1 durch u2.
Lo¨se das lineare Gleichungssystem gegeben durch{
degx(−v1(v1 + s) + u1δ1) = 2 (2 Gl.)
v1 + v2 + s ≡ rδ1 mod u2 (3 Gl.)
wobei s, δ1 ∈ k [x] mit deg(s) = 2 und deg(δ1) = 1. Setze
E = (y − v1)(y + v1 + s) + u1δ1.
Verdopplung
Berechne ω1 = (v31 + v
2
1h1 + v1h2 − f)/u1.
Berechne das Inverse t1 von ω1 modulo u1.
Berechne den Rest r von (3v21 + 2v1h1 + h2)t1 durch u1.
Lo¨se das lineare Gleichungssystem gegeben durch{
degx(−v1(v1 + s) + u1δ1) = 2 (2 Gl.)
2v1 + s ≡ rδ1 mod u1 (3 Gl.)
wobei s, δ1 ∈ k [x] mit deg(s) = 2 und deg(δ1) = 1. Setze
E = (y − v1)(y + v1 + s) + u1δ1.
2. Berechnung der Quadrik Q
Berechne u˜ := Res∗y(E,C)/(u1u2).
Berechne das Inverse α1 von t− s2 − h2 + sh1 modulo u˜.
Berechne den Rest v von α1(st− th1 − f) durch u˜. Setze
Q = y − v.
3. Berechnung von D1 +D2
vD1+D2 := v
uD1+D2 := ((v
3 + v2h1 + vh2 − f)/(u˜))∗
D1 +D2 = (uD1+D2 , vD1+D2)
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Bezeichnung 3.2.1. Fu¨r g ∈ k [x] bezeichnen wir mit g∗ den Quotienten von g
durch seinen Leitkoeﬃzienten.
Bemerkung 3.2.4.
(i) Die Wahl von D∞ = D∞3 war so bestimmt, dass die Quadrik Q von der ein-
fachen Form y − v(x) ist. Dies liefert somit den zweiten Teil der Mumford-
Darstellung von D1+D2. Andere Wahlen von D
∞ ko¨nnen dazu fu¨hren, dass
man eine zusa¨tzliche Quadrik fu¨r die Bestimmung von vD1+D2(x) berechnen
muss.
(ii) Der Algorithmus 3 kann auf jeden Ko¨rper angewendet werden (also auch
auf Ko¨rper k mit char(k) = 0).
l∞ ist Tangente an einem Weierstrass-Punkt
Sei k = Fq ein Ko¨rper mit char(k) > 3. Sei C : F = 0 eine glatte Quartik
und H : h = 0 ihre Hessesche. Die Wendepunkte von C entsprechen genau den
24 Schnittpunkten von C mit H (mit Multiplizita¨t geza¨hlt). Im generischen Fall
ko¨nnen wir fu¨r q >> 0 annehmen, dass zwei Wendepunkte von C verschiedene Ko-
ordinaten haben. Unter dieser Annahme besitzt C mindestens einen k-rationalen
Wendepunkt, genau dann wenn das Polynom Resy(F, h) eine Nullstelle in k be-
sitzt. Sei (αi)i∈{1,··· ,q} eine Anordnung von Fq.
Sei S die Menge der normierten Polynome vom Grad n in k [x] und Si die Unter-
menge von S bestehend aus Polynomen, die mindestens einen Faktor der Form
x − αi (i = 1, · · · , q) besitzen. Dann ist |S| = qn und |Si| = qn−1. Nach dem
Inklusions-Exklusions Prinzip ist die Anzahl N(n, q) der normierten Polynome
vom Grad n, die mindestens einen Linearfaktor haben, gegeben durch
N(n, q) =
n∑
i=1
(
q
i
)
qn−i(−1)i−1 mit
(
q
i
)
= 0 fu¨r i ≥ q.
Lemma 3.2.2. Die Wahrscheinlichkeit P (n, q), dass ein normiertes Polynom vom
Grad n mindestens einen Linearfaktor in Fq [x] besitzt, ist gegeben durch
P (n, q) = 1−
(
1− 1
q
)q
− α(n, q),
wobei α(n, q) = 0 fu¨r n ≥ q und∣∣α(n, q)∣∣ ≤ 1
(n + 1)!
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fu¨r n < q. Ferner gilt
lim
n<q
n,q→∞
α(n, q) = 0.
Beweis. Wegen (q − 1)q =∑qk=0 (qk)qq−k(−1)k folgt fu¨r n ≥ q
N(n, q) = qn − (q − 1)qqn−q,
und fu¨r n < q
N(n, q) = qn − (q − 1)qqn−q −
(
q∑
k=n+1
qq−k
(
q
k
)
(−1)k
)
qn−q,
und somit
P (n, q) =
N(n, q)
qn
= 1−
(
1− 1
q
)q
− α(n, q),
mit α(n, q) = 0 fu¨r n ≥ q bzw. α(n, q) = ∑qk=n+1 ak(−1)k mit ak := (qk)q−k fu¨r
n < q. Fu¨r die streng monoton fallende Folge (ak) gilt 0 < ak <
1
k!
, und deshalb
fu¨r die alternierende Summe α(n, q) gilt:
∣∣α(n, q)∣∣ ≤ 1
(n + 1)!
.

Wir erhalten folgende Vermutung, falls wir zusa¨tzlich annehmen, dass (F, h) →
Resy(F, h) u¨ber der Menge der Polynome in Fq [x] vom Grad 24 gleichma¨ßig
verteilt ist.
Vermutung 3.2.1. Die Wahrscheinlichkeit, dass eine glatte ebene Quartik min-
destens einen rationalen Wendepunkt besitzt, ist asymptotisch gleich
1− e−1 + α, mit |α| ≤ 10−25,
fu¨r q −→∞.
Bemerkung 3.2.5. Wir haben die obige Vermutung auf Richtigkeit getestet:
Die Untersuchung von 106 glatten ebenen Quartiken u¨ber F10092 (bzw. F217+29)
liefern die erwarteten Verha¨ltnisse. Auch im Falle von Ko¨rpern der Charakteristik
2 und 3 erhalten wir dieselbe Heuristik.
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p n Wahrscheinlichkeiten
2 17 632074/106 = 0.632074
3 11 632344/106 = 0.632344
1009 2 631358/106 = 0.631358
217 + 29 1 632921/106 = 0.632921
Gibt es einen Wendepunkt in C(k), so ko¨nnen wir nach einer k-linearen Transfor-
mation annehmen, dass l = l∞ die Tangente an den Wendepunkt P∞1 = (0 : 1 : 0)
ist. In diesem Fall besitzt die Kurve C ein aﬃnes Modell der Form
y3 + h1(x)y
2 + h2(x)y = f(x),
mit h1(x), h2(x), f(x) ∈ k [x] und deg h1(x) ≤ 1, deg h2(x) ≤ 3, deg f(x) ≤ 4.
Ebenso erhalten wir wie in Lemma 3.2.1:
Lemma 3.2.3. Die Kubik E ist im generischen Fall von der Form
y2 + s(x) · y + t(x),
wobei s(x) und t(x) Polynome in x mit deg s(x) ≤ 1 und deg t(x) ≤ 3 sind.
Die Quadrik Q ist von der Form
y − v(x),
mit v(x) ∈ k [x] und deg v(x) = 2.
Beweis.
(i) Sei tP∞1 : z = 0 die Tangente an C durch P
∞
1 . Sei
E = a00y3+y2(a10x+a01z)+y(a20x2+a11xz+a02z2)+(a30x3+a21x2z+a12xz2+a03z3).
Die Kubik E geht genau dann durch P∞1 wenn a00 = 0. Die Tangente an E
durch P∞1 besitzt die Gleichung(
∂E
∂x
(0 : 1 : 0)
)
x+
(
∂E
∂y
(0 : 1 : 0)
)
y +
(
∂E
∂x
(0 : 1 : 0)
)
z = a10x+ a01z.
Die Kubik E geht somit durch 2P∞1 genau dann wenn a01 = 0 und a10 =
a00 = 0. Ferner geht E durch 3P
∞
1 genau dann wenn E∩ tP∞1 = {P∞1 } , also
wenn die Gleichung
0 = a30x
3 + a20x
2y = x2(a30x + a20y)
nur die Lo¨sung x = 0 besitzt, m.a.W. ist a20 = 0.
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(ii) Der Beweis ist analog zu (i).

Der einzige Unterschied zum Algorithmus 3 ist, dass s(x) und δ1(x) nun Poly-
nome vom Grad 1 sind. Deswegen sind hier die Berechnungen von E und Q viel
einfacher: das lineare Gleichungssystem in Schritt 1{
degx(−v1(v1 + s) + u1δ1) = 3
v1 + v2 + s ≡ rδ1 mod u2
besteht nun aus vier statt fu¨nf Gleichungen, und folglich ist auch die Resultante
resy(E,C) leichter zu berechnen.
Falls ferner char(k) = 3 ist, so ko¨nnen wir zusa¨tzlich mittels Tschirnhaus-Trans-
formationen annehmen, dass C ein Modell der folgenden Form besitzt
y3 + h2(x)y = f(x),
mit h2(x) und f(x) wie oben. Auch ko¨nnen wir im Falle char(k) = 2 weiterhin
annehmen, dass der x3-Koeﬃzient von f(x) verschwindet.
Mit dieser Darstellung von f(x) sind (fu¨r Addition und Verdopplung) Schritte
2 und 3 schneller. Außerdem ist Schritt 1 etwas schneller fu¨r die Verdopplung.
In diesem Fall kostet eine Addition 148M + 15SQ + 2I und eine Verdopplung
165M+20SQ+2I. Eine detaillierte Beschreibung zur Entwicklung der expliziten
Formeln beﬁndet sich in Abschnitt 3.2.3.
l∞ ist Tangente an einem Hyperwendepunkt
Sei C eine glatte ebene Quartik, die einen Hyperwendepunkt P∞ besitzt. Durch
k-lineare Transformationen ko¨nnen wir erreichen, dass P∞ = (0 : 1 : 0) ist, und
dass die Tangente an P∞ die Gerade mit der Gleichung z = 0 ist. Die Quartik C
besitzt dann ein Modell mit der Gleichung
y3 + h1(x)y
2 + h2(x)y = f(x),
wobei hi(x) ein Polynom vom Grad i und f(x) ein Polynom vom Grad 4 ist.
Insbesondere ist C eine C34-Kurve.
Falls char(k) = 3 ist, ko¨nnen wir weiterhin h1(x) = 0 annehmen. Gilt zusa¨tzlich
char(k) = 2, so verschwindet der x3-Koeﬃzient von f(x).
Eine Addition kostet 131M+14SQ+2I und eine Verdopplung 148M+19SQ+2I
(siehe Abschnitt 3.2.3).
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Bemerkung 3.2.6. Besitzt C einen Hyperwendepunkt P∞, so sind Jac(C)(k)
und die Idealklassengruppe von k [x, y] /(F (x, y)) isomorph.
C ist eine Picard-Kurve
Sei C eine Picard-Kurve mit dem aﬃnen Modell
y3 = f(x),
wobei f(x) ein normiertes Polynom vom Grad 4 ist, das nur einfache Nullstellen
in k¯ besitzt. Ist char(k) = 3, so sind Picard-Kurven zyklische trigonale Kurven
vom Geschlecht 3 mit einer zyklischen Galois-U¨berlagerung π : C
3:1−→ P1(k¯), die
genau fu¨nf Verzweigungspunkte besitzt. Diese sind total verzweigt. Die Automor-
phismengruppe der U¨berlagerung π ist durch
σ : (x : y : z) −→ (x : ζ3y : z)
erzeugt. Dabei ist ζ3 eine nicht-triviale dritte Einheitswurzel.
Fu¨r q ≡ 2 (mod 3) liefern Picard-Kurven kryptographisch ungeeignete Kurven:
Lemma 3.2.4. Sei C eine Picard-Kurve u¨ber Fq mit q ≡ 2 mod 3. Dann zerfa¨llt
das L-Polynom von C u¨ber Q. Genauer gilt: die Ordnung der Jacobischen ist
durch q + 1 teilbar.
Beweis. Sei Nr := #C (Fqr) − (qr + 1) fu¨r r = 1, 2, 3. Das L-Polynom von C ist
dann gleich
L(t) =
6∑
i=0
cit
i
mit c6−i = q3−ici fu¨r i = 0, 1, 2 und
c1 = N1, c2 =
1
2
(
N2 + N
2
1
)
, c3 =
1
3
(
N3 +
3
2
N1N2 +
1
2
N31
)
. (3.12)
Ist q ≡ 2 mod 3, so besitzt die Gleichung y3 = a fu¨r jedes a ∈ Fq genau eine
Lo¨sung in Fq, woraus N1 = N3 = 0 folgt. Aus (3.12) ist N2 gerade und somit
folgt
L(t) = (qt2 + 1)(q2t4 +
N2
2
t2 − qt2 + 1),
also: (q + 1)|L(1) = #Jac(C)(Fq). 
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Der Algorithmus 3 ist wegen der niedrigen Anzahl der Koeﬃzienten von C noch
eﬃzienter als mit gewo¨hnlichen C34-Kurven. Eine Addition kostet hier 116M +
14SQ + 2I und eine Verdopplung 133M + 19SQ + 2I (siehe Abschnitt 3.2.3).
Ein weiterer Vorteil fu¨r die Verwendung Picard-Kurven in der Kryptographie
besteht aus der Mo¨glichkeit, die Skalarmultiplikation eﬃzient zu berechnen: Die
Kosten der Berechnung der Skalarmultiplikation ko¨nnen halbiert werden, indem
man die −2-adische Methode (siehe Abschnitt 3.2.5) und die GLV-Methode ba-
sierend auf dem schnellen Automorphismus σ – wie in [27] fu¨r spezielle elliptische
Kurven vorgestellt – verwendet.
3.2.3 Explizite Formeln
Arithmetik in k [x]
In diesem Abschnitt werden wir Methoden zur Beschleunigung der Arithmetik in
k [x] beschreiben.
Sei M(m,n) die Anzahl der Multiplikationen (im Grundko¨rper k), fu¨r die die
Multiplikation zweier Polynome f und g vom Grad n − 1 und m− 1 notwendig
ist. Mit der naiven Schoolbook Multiplikation beno¨tigt man m·n Multiplikationen.
Karatsuba-Ofman Multiplikation
Um die Anzahl der Multiplikationen im Grundko¨rper zu reduzieren, haben Kara-
tsuba-Ofman folgende Trick angewendet
(ax + b)(cx + d) = acx2 + x ((a + b)(c + d)− (ac + bd)) + bd,
was eine Verbesserung im Vergleich zur naiven Schoolbook Methode liefert.
Diese Vorgehensweise [49] kann natu¨rlich auf Polynome beliebigen Grades erwei-
tert werden: Sind z.B. f und g Polynome vom Grad 2n− 1 mit
f(x) =
2n−1∑
i=0
fix
i =
n−1∑
i=0
fix
i + xn
n−1∑
i=0
fi+nx
i =: a(x) + xnb(x)
g(x) =
2n−1∑
i=0
gix
i =
n−1∑
i=0
gix
i + xn
n−1∑
i=0
gi+nx
i =: c(x) + xnd(x)
so gilt
f(x)g(x) = u(x) + xn (w(x)− (u(x) + v(x))) + x2nv(x),
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wobei
u(x) = a(x)c(x),
v(x) = b(x)d(x),
w(x) = (a(x) + b(x))(c(x) + d(x)).
Toom-Cook Multiplikation
Der Toom-Cook Algorithmus [12] basiert auf Bewertungen und Interpolation:
Um das Produkt h(x) := f(x) · g(x) zweier Polynome f und g vom Grad n−1 zu
bestimmen, berechnet man erst f(αi) und g(αi) an 2n− 1 verschiedenen Stellen.
Dann ermittelt man mit Hilfe der 2n− 1 Produkte h(αi) = f(αi) · g(αi) mittels
Lagrange Interpolation das Polynom h(x)
h(x) =
2n−2∑
j=0
h(αj)
∏
k =j
x− xk
αj − αk
durch die 2n− 1 Punkten (αi, h(αi)) .
Sind die αi klein, so treten bei der Berechnung von h(x) nur Divisionen mit
kleinen Zahlen auf.
Beispiel 3.2.1. Seien f(x) = f2x
2 + f1x + f0, g(x) = g2x
2 + g1x + g0 und
h(x) = f(x) · g(x) =: h4x4 + h3x3 + h2x2 + h1x + h0.
Dann gilt
h(0) = h0 = f0 · g0
h(1) = h0 + h1 + h2 + h3 + h4 = (f0 + f1 + f2) · (g0 + g1 + g2)
h(2) = h0 + 2h1 + 4h2 + 8h3 + 16h4 = (f0 + 2f1 + 4f2) · (g0 + 2g1 + 4g2)
h(−1) = h0 − h1 + h2 − h3 + h4 = (f0 − f1 + f2) · (g0 − g1 + g2)
h(−2) = h0 − 2h1 + 4h2 − 8h3 + 16h4 = (f0 − 2f1 + 4f2) · (g0 − 2g1 + 4g2)
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und somit auch
h0 = h(0)
h1 =
2
3
h(1) − 1
12
h(2)− 2
3
h(−1) + 1
12
h(−2)
h2 = −54h(0) +
2
3
h(1) − 1
24
h(2) +
2
3
h(−1)− 1
24
h(−2)
h3 = −16h(1) +
1
12
h(2) +
1
6
h(−1)− 1
12
h(−2)
h4 =
1
4
h(0) − 1
6
h(1) +
1
24
h(2)− 1
6
h(−1) + 1
24
h(−2).
Die folgende Tabelle liefert einen Vergleich fu¨r die Multiplikation von Polynomen
kleinen Grades: Multiplikationen bzw. Divisionen mit kleinen ganzen Zahlen (hier
2, 3 und 5) werden nicht geza¨hlt.
Methoden M(2, 2) M(2, 3) M(2, 4) M(3, 3) M(3, 4) M(4, 4)
naiv 4 6 8 9 12 16
Karatsuba 3 5 6 6 8 9
Toom-Cook 3 4 5 5 6 7
Erweiterter Euklidischer Algorithmus
Fu¨r die Berechnung des ggt(f, g) zweier Polynome benutzen wir den in [6] be-
schriebenen erweiterten Euklidischen Algorithmus. Mit der Eingabe f, g ∈ k [x]
berechnet er die Polynome a, b und d = ggt(f, g) in k [x] mit af+bg = d. Die Ko-
sten der fu¨r uns interessanten Berechnungen fassen wir in der folgenden Tabelle
zusammen:
f normiert, g normiert, g normiert,
deg f = 3, deg g = 2 deg g = 3, deg f = 3 deg g = 3, deg f = 4
13M + 2SQ 16M + 2SQ 17M + 2SQ
fu¨r d und a fu¨r d und b fu¨r d und b
Auch werden wir den Rest der Division zweier Polynome berechnen. Sei f =
q·g+r mit deg r < deg g: Ist g normiert und deg g = 3 und deg f = 4, so kostet die
Berechnung von r genau 4M. Sind aber f und g normiert mit deg f = 6, deg g = 3,
so kostet die Berechnung von r genau 3M.
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Detaillierte Beschreibung der expiziten Formeln
In diesem Abschnitt erla¨utern wir Schritt fu¨r Schritt unsere Optimierungen zur
Verbesserung der Komplexita¨t der Gruppenoperation auf der Jacobischen nicht-
hyperelliptischer Kurven vom Geschlecht 3.
Um den Algorithmus noch eﬃzienter zu machen, verwenden wir folgenden Opti-
mierungen:
(i) In Abha¨ngigkeit der verwendeten Bibliothek fu¨r die Arithmetik in endlichen
Ko¨rpern kostet eine Inversion zwischen 3 und 20 Multiplikationen. Um die
Anzahl der Inversionen im Grundko¨rper zu reduzieren verwenden wir den
Trick von Montgomery: statt die n Inversionen a−11 , . . . , a
−1
n einzeln durch-
zufu¨hren, berechnen wir die simultane Inversion (a1 · · · · · an)−1 und dann
die Produkte
a−1i = (a
−1
1 · · · · · an)−1 · a1 · · · · · ai−1 · ai+1 · · · · · an.
(ii) Um Polynome miteinander zu multiplizieren verwenden wir die Methoden
von Karatsuba-Ofman und Toom-Cook (falls p = 2, 3, 5), und berechnen
nur die Koeﬃzienten, die wir spa¨ter verwenden werden. Als Beispiel: da die
Resultante von E und C im Algorithmus 3 nur bei der Berechnung vom
Quotienten der Division von Resy(E,C) durch u1(x)u2(x) auftritt, ist nur
der Teil der Resultante mit Monomen xi mit i ≥ 6 relevant.
Wir betrachten hier nur die Addition zweier typischer Divisoren D1 = (u1, v1)
und D2 = (u2, v2) mit ui = x
3 + ui2x
2 + ui1x + ui0, vi = vi2x
2 + vi1x + vi0.
Weiterhin betrachten wir nur den Fall, dass die Kurve C einen k-rationalen Wen-
depunkt besitzt, so dass C ein aﬃnes Modell der Form
C : y3 + h(x)y − f(x) = 0
mit h(x) := h3x
3 + h2x
2 + h1x + h0, f(x) := x
4 + f2x
2 + f1x + f0 in k [x] hat.
Mit Ey bzw. Ex bezeichnen wir die bezu¨glich y
2 bzw. x3 normierte Darstellung
der Kubik E.
Berechnung der Kubik Ey und der Resultante Resy(Ey, C)
Fu¨r die in Algorithmus 3 deﬁnierte normierte Kubik Ey
Ey = y
2 + syy + ty,
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gibt es Elemente γ1, γ2 ∈ k, so dass
Ey = (y− v1)(y+ v1 + sy)+ u1(v212x+ γ1) = (y− v2)(y+ v2 + sy) + u2(v222x+ γ2).
Daraus ergibt sich die Relation
(v1 − v2)(v1 + v2 + sy)− u1(v212x + γ1) ≡ 0 mod u2.
Mit Hilfe des erweiterten euklidischen Algorithmus berechnet man res1 := ggt(v1−
v2, u2) ∈ k und t1 ∈ k [x] und mit
t1(v1 − v2) ≡ res1 mod u2.
Fu¨r den Rest r der euklidischen Division von t1 · (u1 − u2) durch u2 gilt somit
res1 · (v1 + v2 + sy)− r · (v212x + γ1) + (r2 · v212) · u2 = 0, (3.13)
wobei r = r2x
2 + r1x + r0.
Durch Koeﬃzientenvergleich sieht man leicht, dass
res1 · (v12 + v22)− (r2 · γ1)− (r1 · v212) + (r2 · v212) · u22 = 0. (3.14)
Da die Bestimmung von Ey unmittelbar zur Berechnung mindestens einer Inver-
sion fu¨hrt, betrachten wir
E := (res1 · r2) ·Ey = (res1 · r2) · y2 + s · y+ t, t = t3x3 + t2x2 + t1x+ t0 (3.15)
sowie
Ex := t
−1
3 · E =: k1 · y2 + sx · y + tx,
dabei ist k1 := t
−1
3 · (res1 · r2) und tx normiert. Dann gilt fu¨r die Resultante
Resy(E,C) = k
3
1 ·
(
f · (f + sy · (s2y − 3ty + h))+ h · ty · (s2y − 2ty + h))+ t3x.
Der Leitkoeﬃzient von Resy(E,C) ist dann gegeben durch
A := 1 + k31 · h3 · ty3 · (−2ty3 + h3) = t−23 ·B
mit
B := t23 + h3 · (−2t3 · (res1 · r2) + h3 · (res1 · r2)2) = (t3 − h3 · (res1 · r2))2.
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Man beachte, dass im Falle h3 = 0 die Resultante Resy(E,C) normiert ist. An-
dernfalls mu¨ssen wir B−1 berechnen, um Resy(E,C) zu normieren. Nun wie in
(3.15) kann man E folgendermaßen darstellen
E = (res1 · r2) · (y − v1) · (y + v1 + sy) + u1 · ((res1 · r2) · v212x + Γ1),
mit
Γ1 = (res1 · r2) · γ1.
Sei γ′1 := γ1 · r2 = Γ1res1 . Nach (3.14) gilt dann
γ′1 = res1 · (v12 + v22)− ((r1 · v212)− (r2 · v212) · u22)
und
Γ1 = res1 · γ′1.
Multipliziert man (3.13) mit r2, so erha¨lt man
s = r · ((r2 · v212) · x + γ′1)− (r2 · res1) · (v1 + v2)− r22 · v212 · u2. (3.16)
Mit der rechten Seite von (3.16) berechnet man s(0) und s(1) und somit auch
s = (s(1)− s(0))x + s(0) =: s1x + s0.
Aus
ty = −v1 · (v1 + sy) + u1 · (v212x + γ1) (3.17)
folgt nun
t = −v1 · ((res1 · r2) · v1 + s) + u1 · (((res1 · r2) · v212) · x + Γ1)
und durch Koeﬃzientenvergleich
t3 = Γ1 + u12 · ((res1 · r2) · v212)− v12 · (s1 + 2(res1 · r2) · v11).
Wir berechnen wie erwa¨hnt die simultane Inversion
inv :=
{
(res1 · r2 · t3)−1 , falls h3 = 0
(res1 · r2 · t3 · B)−1 , falls h3 = 0.
Fu¨r h3 = 0 erha¨lt man dann
(res1 · r2)−1 = inv · t3
k1 = (res1 · r2)2 · inv
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und fu¨r h3 = 0
(res1 · r2 · t3)−1 = inv · B
(res1 · r2)−1 = (res1 · r2 · t3)−1 · t3
B−1 = (res1 · r2 · t3) · inv
k1 = (res1 · r2)2 · (res1 · r2 · t3)−1.
Aus
γ1 = Γ1 · (res1 · r2)−1
sy = (res1 · r2)−1 · s
berechnet man ty via (3.17) durch Interpolation an 0, 1,−1 und ∞:
ty(0) = −v10(v10 + sy0) + u10γ1
ty(1) = −(v12 + v11 + v10)(v12 + v11 + v10 + sy1 + sy0)
+(1 + u12 + u11 + u10)(v
2
12 + γ1)
ty(−1) = −(v12 − v11 + v10)(v12 − v11 + v10 − sy1 + sy0)
+(−1 + u12 − u11 + u10)(−v212 + γ1)
ty(∞) = t3(res1r2)−1.
Somit ist auch tx gegeben durch
tx = k1 · ty.
Da die Resultante Resy(E,C) in dem Algorithmus nur bei der Division durch ein
normiertes Polynom vom Grad 6 verwendet wird, berechnen wir nur die ersten
vier Koeﬃzienten der Resultante. Damit berechnet man nun
H1 := f(f + sy(s
2
y − 3ty + h))
H2 := hty(s
2
y − 2ty + h)
mittels Toom-Cook Multiplikation. Nun la¨sst sich auch das normierte Polynom
Res∗y(E,C) mit A
−1 berechnen:
Res∗y(E,C) = A
−1 · (k31 · (H1 + H2) + t3x).
Der Rest der Berechnungen im Algorithmus 3 ist dann sehr leicht nachzuvoll-
ziehen: ein Magma Programm mit expliziten Formeln steht auf der folgende
Webseite zur Verfu¨gung:
http://www.exp-math.uni-essen.de/~oyono
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Beispiel 3.2.2. Sei Fp der endliche Ko¨rper mit p = 288230376151711813 Ele-
menten und C die Picard-Kurve mit der Gleichung
y3 = x4+211939155673366998x2+180771375410752024x+192949046001937542.
Mit der in [100] beschriebene Methode gelang es A. Weng die Anzahl der Fp-
rationalen Punkte #Jac(C)(Fp) zu berechnen
#Jac(C)(Fp) = 23945242809810674383789064863599186983250020224864027,
welche eine 53 stellige Primzahl ist. Seien D1 = (u1, v1) und D2 = (u2, v2) mit
u1 = x3 + 45480416222142502x2 + 257021357571979155x + 247897421008749706,
v1 = 249925361769859473x2 + 65219164464402576x + 162437835874689870,
u2 = x3 + 280541744851751366x2 + 127975090148422907x + 212309834791637212,
v2 = 112253625856232562x2 + 12407104324441326x + 159336746098327461.
Die Kubik E1 durch D
+
1 , D
+
2 und 3P
∞ besitzt die Gleichung
E1 = y2 + (69092631642129214x + 142052440303690942)y + 175568055651655894x3
+127429514908182064x2 + 42674743031103393x + 193202666503167690,
und fu¨r D1 + D2 = (u3, v3) gilt
u3 = x3 + 156166111541072953x2 + 100784248633847721x + 166118752107432413,
v3 = 106068809090880054x2 + 3061704980599997x + 192694500166962197.
Die Kubik E2 durch 2D
+
1 und 3P
∞ besitzt die Gleichung
E2 = y2 + (151020705062941714x + 71448245390763339)y + 212824123101073211x3
+190191236041983624x2 + 16338465865018830x + 260362745413347034,
und fu¨r 2D1 = (u4, v4) gilt
u4 = x3 + 131808142339003957x2 + 54466261199795508x + 42479999828947478,
v4 = 27414077038443469x2 + 160779982478686321x + 206554979228410844.
Anwendungen
In [78] beschreibt C. Ritzenthaler einen quasi-quadratischen Punkteza¨hlalgorith-
mus fu¨r nicht-hyperelliptische ordina¨re Kurven C˜ vom Geschlecht 3 u¨ber k = F2n .
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Die vorgestellte AGM Methode berechnet das charakteristische Polynom des Fro-
benius bis auf Vorzeichen
χC˜(±X).
Das Vorzeichen kann nun mittels der Arithmetik auf der Jacobischen sofort be-
stimmt werden.
Beispiel 3.2.3. Sei C˜/k die glatte Quartik
(tx2 + (t3 + 1)y2 + t2z2 + t4xy + (t3 + t2)xz + t6yz)2 − xyz(x + y + z) = 0,
wobei k = Fq, q = 2
N mit N = 100, und t = 1 ein Erzeuger von k mit t101−1 = 0
ist.
Auf die Rechner vom Typ Opteron 246 (1GHz) berechnet der in [78] beschriebene
AGM-Algorithmus in 2 Minuten das Polynom χC˜(±X) bis auf Vorzeichen.
χC˜(±X) = X6 + 377276036264709 ·X5 + 3455351061169045838894227937403 ·X4
+ 929793021972276691307766666464616872277691871 ·X3
+ 3455351061169045838894227937403 · 2100 ·X2
+ 377276036264709 · 2200 ·X + 2300.
Mit dem von uns entworfenen Algorithmus bestimmen wir das richtige Vorzei-
chen von χC˜ . Die Berechnung (mitsamt der Erzeugung eines typischen Divisors)
dauert etwa 4 Sekunden. Auf den gleichen Maschinen dauert die Veriﬁzierung des
Vorzeichens von χC˜ mittels Magma’s allgemeinen Algorithmen ca. 2 Minuten.
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3.2.4 Fazit und Vergleich
Die folgende Tabelle liefert einen Vergleich zwischen der von uns vorgestellten
Methode mit bereits existierenden Algorithmen zur Addition auf der Jacobischen
von Geschlecht 3 Kurven. In den zwei ersten Zeilen fassen wir die Kosten unseres
Algorithmus zusammen. Die Kurve C sei gegeben durch die aﬃne Gleichung
y3 + h(x)y = x4 + f2x
2 + f1x + f0.
Operationen
hyperelliptisch C34 generische Quartik
mit g = 3 Picard deg(h2) = 1 deg(h2) = 2 deg(h2) = 3
Unsere Add 2I+130M 2I+138M 2I+145M 2I+163M
Methode Vdp 2I+152M 2I+160M 2I+167M 2I+185M
Methode Add 2I+140M 2I+147M 2I+150M
aus [6] Vdp 2I+164M 2I+171M 2I+174M
Methode Add 5I+204M
aus [2] Vdp 5I+284M
Methode Add I+70M
aus [30] Vdp I+71M
Die Methoden aus [2] und [6] entsprechen einer Verallgemeinerung des Algorith-
mus von Cantor. Es ist zu bemerken, dass die Methoden aus [2] und [6] bei Beginn
dieser Dissertation noch nicht vero¨ﬀentlicht waren. Zu diesem Zeitpunkt betrug
die schnellste Reduktion (im Cantor’schen Algorithmus) zur Addition auf C34
Kurven 200M + 10I (siehe [6, section 6]).
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Tabelle 3.1: Addition, deg u1 = deg u2 = 3
Input D1 = (u1, v1) und D2 = (u2, v2)
ui = x
3 + ui2x
2 + ui1x + ui0, vi = vi2x
2 + vi1x + vi0
C : y3 + h(x)y − f(x) = 0 mit
h(x) := h3x3 + h2x2 + h1x + h0, f(x) := x4 + f2x2 + f1x + f0
Output D =
 
uD1+D2 , vD1+D2

= D1 + D2 mit
uD1+D2 = x
3 + u2x2 + u1x + u0
vD1+D2 = v2x
2 + v1x + v0
Step Formeln Kosten
1.1 Berechnung des Inversen t1 von v1 − v2 modulo u2 13M+2SQ
a1 = (v12−v22)u22−(v11−v21),a2 = (v12−v22)2,a3 = a2u20−a1(v10−v20);
a4 = a2(u22 +u21 +u20 +1)− (v12 − v22 +a1)(v12 + v11 + v10 − (v22 + v21 +
v20))− a3;
a5 = a4(v12 − v22),a6 = a4(v11 − v21)− a3(v12 − v22);
a7 = a24,res1 = a7(v10 − v20)− a6a3,t10 = a1a6,t12 = (v12 − v22)a5;
t11 = (a1 + v12 − v22)(a6 + a5)− (t10 + t12),t10 = t10 + a7;
t1 = t12x2 + t11x + t10
1.2 Berechnung des Restes r von (u1 − u2)t1 durch u2 9M
b1 = (u12 + u11 + u10 − (u22 + u21 + u20))(t12 + t11 + t10);
b2 = (u12 − u11 + u10 − (u22 − u21 + u20))(t12 − t11 + t10);
b3 = (4(u12 − u22) + 2(u11 − u21) + u10 − u20)(4t12 + 2t11 + t10);
b4 = (u12 − u22)t12,b5 = (u10 − u20)t10,b6 = (b1 + b2)/2 − (b5 + b4);
b7 = ((b3 + b2 − b1 − b5)/2 − 2(4b4 + b6))/3,b8 = b1 − (b5 + b6 + b7 + b4);
b9 = b7 − b4u22,r2 = b5 − b9u20;
b10 = b4 + b7 + b6 + b8 + b5 − (b9 + b4)(u22 + u21 + u20 + 1);
r1 = (b10 − (b4 + b6 + b5 − (b7 + b8)− (b9 − b4)(u22 − u21 + u20 − 1)))/2;
r0 = b10 − (r2 + r1);
r = r0x2 + r1x + r2
1.3 Berechnung der Kubik E = y2 + sy + t 39M+3SQ+I
c1 = v212,c2 = r0c1,c3 = res1(v12 + v22) − (r1c1) + (c2u22),c4 = c3res1;
c5 = res1r0,c6 = r0c2,, c7 = r2c3 − (c6u20)− c5(v10 + v20);
c8 = (r0 + r1 + r2)(c2 + c3)− c6(1+ (u22 +u21 +u20))− c5(v22 + v21 + v20 +
v12 + v11 + v10)− c7;
c9 = c4 + u12c5c1 − v12(c8 + 2c5v11),c10 = c5c9,c11 = c25;
∗1 c12 = c29, c13 = c12 + h3(−2c10 + h3c11), inv1 = (c10c13)−1, c14 = c13inv1; (7M+SQ+I)
c15 = c9c14, c16 = c12inv1c10;
s0 = c7c15, s1 = c8c15, c17 = c4c15;
c18 = (1+u12+u11+u10)(c1+c17)−(v12+v11+v10)(v12+v11+v10+s1+s0);
t3 = c9c15, t0 = u10c17 − v10(v10 + s0);
t2 = (c18 +(−1+u12 −u11 +u10)(−c1 + c17)− (v12 − v11 + v10)(v12 − v11 +
v10 − s1 + s0))/2 − t0;
t1 = c18 − (t0 + t2 + t3), k1 = c11c14, c19 = t0k1, c20 = t1k1, c21 = t2k1;
E = y2 + (s1x + s0)y + t3x3 + t2x2 + t1x + t0
2.1 Berechnung von resy(E,C) und u˜ := resy(E,C)∗/(u1u2) 37M+5SQ
d0 = c221, d1 = 3c21, d2 = 3(c20 + d0), d3 = c21(6c20 + d0) + 3c19;
d4 = s21, d5 = s
2
0, d6 = (s1+ s0)
2− (d4+d5), d7 = (s1+ s0)(t3 + t2+ t1+ t0);
d8 = (s0 − s1)(t2 + t0 − (t3 + t1)), d9 = (2s1 + s0)(8t3 + 4t2 + 2t1 + t0);
d10 = s1t3, d11 = s0t0, d12 = −(d11 + d10) + (d7 + d8)/2;
d13 = −2d10 +(d11 − d7 +(d9− d8)/3)/2, d14 = d7 − (d11 + d12 + d13 + d10);
d15 = s1d4, d16 = 3d4s0, d17 = 1− 3d10, d18 = d15 − 3d13;
d19 = f2 + d16 + (1− 3d10)f2 − 3d12;
∗2 d20 = (t3+ t2+ t1+ t0)(h3+h2+h1+h0+d4+d6+d5−2(t3+ t2+ t1+ t0)); (15M)
d21 = (−t3+t2−t1+t0)(2(t3−t2+t1−t0)−h3+h2−h1+h0+d4−d6+d5);
d22 = (8t3 + 4t2 + 2t1 + t0)(8(−2t3 + h3) + 4(d4 − 2t2 + h2) + 2(d6 − 2t1 +
h1) + d5 − 2t0 + h0);
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d23 = (−8t3 +4t2− 2t1+ t0)(−8(−2t3 +h3)+4(d4− 2t2 +h2)− 2(d6− 2t1 +
h1) + d5 − 2t0 + h0);
d24 = (27t3 +9t2 +3t1 + t0)(27(−2t3 +h3) + 9(d4 − 2t2 +h2) + 3(d6 − 2t1 +
h1) + d5 − 2t0 + h0);
d25 = t0(d5 − 2t0 + h0), d26 = t3(−2t3 + h3),d32 = f2s1;
d27 = −5d26 + ((−(d20 + d21) + (3d25 + (d23 + d22)/2)/2)/2)/3;
d28 = 15d26 + (((5d25 − 7d20 + (−d24 + 7d22 − d23 − d21)/2)/2)/2)/3;
d29 = −3d26 + (((d20 − d25 + (d21 − d22 + (d24 − d23)/5)/2)/2)/2)/3;
d33 = (h3 + h2 + h1 + h0)(d26 + d29 + d27 + d28 + s1 + s0 + d32);
d34 = (−h3 + h2 − h1 + h0)(−d26 + d29 − d27 + d28 + s1 − s0 + d32);
d35 = (8h3 + 4h2 + 2h1 + h0)(8d26 + 4(d29 + s1) + 2(d27 + s0) + d28 + d32);
d36 = (−8h3+4h2−2h1+h0)(−8d26 +4(d29 +s1)−2(d27 +s0)+d28 +d32);
d37 = (27h3 +9h2 +3h1 +h0)(27d26 +9(d29 + s1)+ 3(d27 + s0)+ d28 + d32);
d38 = h0(d28 + d32), d44 = h3d26;
d42 = −5d44 + ((−(d33 + d34) + (3d38 + (d36 + d35)/2)/2)/2)/3;
d41 = 15d44 + (((5d38 − 7d33 + (−d37 + 7d35 − d36 − d34)/2)/2)/2)/3;
d43 = −3d44 + (((d33 − d38 + (d34 − d35 + (d37 − d36)/5)/2)/2)/2)/3;
d40 = (d33 + d34)/2 − (d38 + d42 + d44);
d39 = d33 − (d38 + d40 + d41 + d42 + d43 + d44);
d45 = k31, d46 = d45(d19 + d41) + d3, d47 = d45(d18 + d42) + d2;
d48 = d45(d17 + d43) + d1;
∗3 d46 = d46c16, d47 = d47c16, d48 = d48c16; (3M)
d49 = u12 + u22, d50 = u21 + u11 + u12u22;
d51 = u20 + u10 + u12u21 + u11u22, u′2 = d48 − d49;
u′1 = d47 − d50 − d49u′2, u′0 = −d49u′1 + d46 − d51 − d50(d48 − d49);
u˜ = x3 + u′2x
2 + u′1x + u
′
0
2.2 Berechnung des Inversen α1 von t− s2 − h modulo u˜ 16M+2SQ
g1 = t3 − h3, g0 = g1(1 + u′2 + u′1 + u′0), g2 = t0 − (d5 + h0 + g1u′0);
g3 = t3 + t2 + t1 + t0 − (h3 + h2 + h1 + h0 + d4 + d6 + d5 + g0);
g5 = (t3 + t2 + t1 + t0 − (h3 +h2 +h1 +h0 + d4 + d6 + d5 + g0)− (−t3 + t2 −
t1 + t0 + h3 − h2 + h1 − h0 − d4 + d6 − d5 − g1(−1 + u′2 − u′1 + u′0)))/2;
g6 = g3 − g5 − g2, g7 = g6u′2 − g5, g8 = g26 , g10 = g8u′0 − g7g2;
g11 = g8(1 + u′2 + u
′
1 + u
′
0)− (g6 + g7)(g6 + g5 + g2)− g10, g12 = g11g6;
g13 = g11g5 − g10g6, g9 = g211, res2 = g9g2 − g13g10,α10 = g7g13;
α12 = g6g12,α11 = (g6 + g7)(g12 + g13)− α10 − α12, α10 = α10 + g9;
α1 = α12x2 + α11x + α10
2.3 Berechnung des Restes v von α1(st− f) durch u˜ 18M+I
i1 = d10 − 1, i2 = d13 − (d10 − 1)u′2, i3 = d11 − f0 − i2u′0;
i4 = d10+d13+d12+d14+d11−(1+f2+f1+f0)−(i2+i1)(u′2+u′1+u′0+1);
i5 = (i4 − ((d10 − d13 + d12 − d14 + d11 − 1− f2 + f1 − f0)− (i2 − i1)(u′2 −
u′1 + u
′
0 − 1)))/2;
i6 = i4− i3− i5, i7 = (i6+ i5+ i3)(α12 +α11 +α10), i9 = i6α12, i10 = i3α10;
i8 = (i6 − i5 + i3)(α12 − α11 + α10), ,i11 = (i7 + i8)/2− (i10 + i9);
i12 = (((4i6 +2i5+ i3)(4α12 +2α11+α10)− i7+ i8− i10)/2−2(4i9 + i11))/3;
i13 = i7 − (i10 + i11 + i12 + i9), i14 = i9, i15 = i12 − i9u′2, i16 = i10 − i15u′0;
i17 = (i9 + i12 + i11 + i13 + i10)− (i15 + i14)(u′2 + u′1 + u′0 + 1);
i18 = (i17 − (i9 − i12 + i11 − i13 + i10) + (i15 − i14)(u′2 − u′1 + u′0 − 1))/2;
i19 = i17 − i16 − i18, inv2 = (res2i19)−1, i20 = inv2i19;
v0 = i20i16, v1 = i20i18, v2 = i20i19;
v = v2x2 + v1x + v0
3 Berechnung von u := uD1+D2 16M+3SQ
j1 = inv2res22, j2 = j
3
1 , j3 = j1v1, j4 = j
2
3 , j5 = j1v0, j6 = j3(j4 + 6j5);
∗4 j7 = (v2+v1+v0)(h3+h2+h1), j8 = (v2−v1+v0)(h3−h2+h1), j9 = v2h3; (8M)
j10 = v0h1,j11 = (j7 + j8)/2 − (j10 + j9), j12 = 3j3 + j2j9, j14 = j6 + j2j11;
j13 = 3(j5 + j4) − j2 + j2((((4v2 + 2v1 + v0)(4h3 + 2h2 + h1) − j7 + j8 −
j10)/2 − 2(4j9 + j11))/3);
u2 = j12 − u′2, u1 = j13 − u′1 − u′2u2, u0 = −u′2u1 + j14 − u′0 − u′1(j12 − u′2);
u = x3 + u2x2 + u1x + u0
total 148M, 15SQ, 2I
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Tabelle 3.2: Verdopplung, deg u1 = 3
Input D1 = (u1, v1)
u1 = x3 + u12x2 + u11x + u10, v1 = v12x2 + v11x + v10
C : y3 + h(x)y − f(x) = 0 mit
h(x) := h3x3 + h2x2 + h1x + h0, f(x) := x4 + f2x2 + f1x + f0
Output D =
 
u2D1 , v2D1

= 2D1 mit
u2D1 = x
3 + u2x2 + u1x + u0
v2D1 = v2x
2 + v1x + v0
Step Formeln Kosten
1.1 Berechnung von w1 mit u1w1 = v31 + h(x)v1 − f(x) 12M+5SQ
l1 = (v12 + v11 + v10)2, l2 = (v12 − v11 + v10)2, l3 = v212, l4 = v210;
l5 = (l1 + l2)/2 − (l4 + l3);
l6 = (((4v12 + 2v11 + v10)2 − l1 + l2 − l4)/2 − 2(4l3 + l5))/3;
l7 = l1−(l4+ l5+ l6+ l3),l8 = (v12+v11+v10)(l3+ l6+ l5+ l7+h3+h2+h1);
l9 = (v12 − v11 + v10)(−l3 + l6 + h3 − (l5 + h2) + l7 + h1);
l10 = (4v12 + 2v11 + v10)(8l3 + 4(l6 + h3) + 2(l5 + h2) + l7 + h1);
l11 = (4v12 − 2v11 + v10)(−8l3 + 4(l6 + h3)− 2(l5 + h2) + l7 + h1);
l12 = v10(l7 + h1), l13 = v12l3,l14 = −5l13 + ((l9 − l8 + (l10 − l11)/2)/2)/3;
l15 = ((−(l8 + l9) + (3l12 + (l10 + l11)/2)/2)/2)/3;
l16 = (l8 + l9)/2 − (l12 + l15),l14 = l14 − 1,w13 = l13,w12 = l15 − w13u12;
w11 = l14 −w13u11 −w12u12,w10 = l16 − w13u10 −w12u11 −w11u12;
w1 = w13x3 + w12x2 + w11x + w10
1.2 Berechnung des Inversen t1 von w1 modulo u1 16M+2SQ
a1 = w13, a2 = w10 − a1u10;
a3 = w13 + w12 + w11 + w10 − a1(1 + u12 + u11 + u10);
a4 = (a3 − (−w13 + w12 −w11 + w10 − a1(−1 + u12 − u11 + u10)))/2;
a5 = a3 − a4 − a2, a6 = a5u12 − a4, a7 = a25, a8 = a7u10 − a6a2;
a9 = a7(1 + u12 + u11 + u10)− (a5 + a6)(a5 + a4 + a2)− a8, a10 = a9a5;
a11 = a9a4 − a8a5, a7 = a29, res1 = a7a2 − a11a8, t10 = a6a11;
t12 = a5a10, t11 = (a5 + a6)(a10 + a11)− t10 − t12, t10 = t10 + a7;
t1 = t12x2 + t11x + t10
1.3 Berechnung des Restes r von (3v21 + h)t1 durch u1 13M
b1 = 3l6 + h3 − 3l3u12, b2 = 3l4 + h0 − b1u10;
b3 = (3l3+3l6+h3+3l5+h2+3l7+h1+3l4+h0)−(b1+3l3)(u12+u11+u10+1);
b4 = (b3−((3l3−(3l6+h3)+3l5+h2−(3l7+h1)+3l4+h0)−(b1−3l3)(u12−
u11 + u10 − 1)))/2;
b5 = b3 − b2 − b4, b6 = (b5 + b4 + b2)(t12 + t11 + t10);
b7 = (b5 − b4 + b2)(t12 − t11 + t10), b8 = b5t12, b9 = b2t10;
b10 = (b6 + b7)/2 − (b9 + b8);
b11 = (((4b5 +2b4 + b2)(4t12 +2t11 + t10)− b6 + b7− b9)/2− 2(4b8 + b10))/3;
b12 = b6 − (b9 + b10 + b11 + b8), b13 = b11 − b8u12, r2 = b9 − b13u10;
b14 = (b8 + b11 + b10 + b12 + b9)− (b13 + b8)(u12 + u11 + u10 + 1);
r1 = (b14 − (b8 + b10 + b9) + (b11 + b12) + (b13 − b8)(u12 − u11 + u10 − 1))/2;
r0 = b14 − (r2 + r1);
r = r0x2 + r1x + r2
1.4 Berechnung der Kubik E = y2 + sy + t 39M+2SQ+I
c1 = l3, c2 = r0c1, c3 = 2res1v12 − (r1c1 − c2u12), c4 = c3res1, c5 = res1r0;
c6 = r0c2, c7 = r2c3 − c6u10 − 2c5v10;
c8 = (r0+r1+r2)(c2+c3)−c6(1+u12+u11+u10)−2c5(v12+v11+v10)−c7;
c9 = c4 + u12c5c1 − v12(c8 + 2c5v11), c10 = c5c9, c11 = c25;
∗1 c12 = c29, c13 = c12 + h3(−2c10 + h3c11), inv1 = (c10c13)−1, c14 = c13inv1; (7M+SQ+I)
c15 = c9c14, c16 = c12inv1c10;
s0 = c7c15, s1 = c8c15, c17 = c4c15;
c18 = (1+u12+u11+u10)(c1+c17)−(v12+v11+v10)(v12+v11+v10+s1+s0);
t3 = c9c15, t0 = u10c17 − v10(v10 + s0);
t2 = (c18 +(−1+u12 −u11 +u10)(−c1 + c17)− (v12 − v11 + v10)(v12 − v11 +
v10 − s1 + s0))/2 − t0;
t1 = c18 − (t0 + t2 + t3), k1 = c11c14, c19 = t0k1, c20 = t1k1, c21 = t2k1;
E = y2 + (s1x + s0)y + t3x3 + t2x2 + t1x + t0
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2.1 Berechnung von resy(E,C) und u˜ := resy(E,C)∗/(u1u2) 35M+6SQ
d0 = c221, d1 = 3c21, d2 = 3(c20 + d0), d3 = c21(6c20 + d0) + 3c19;
d4 = s21, d5 = s
2
0, d6 = (s1+ s0)
2− (d4+d5), d7 = (s1+ s0)(t3 + t2+ t1+ t0);
d8 = (s0 − s1)(t2 + t0 − (t3 + t1)), d9 = (2s1 + s0)(8t3 + 4t2 + 2t1 + t0);
d10 = s1t3, d11 = s0t0, d12 = −(d11 + d10) + (d7 + d8)/2;
d13 = −2d10 +(d11 − d7 +(d9− d8)/3)/2, d14 = d7 − (d11 + d12 + d13 + d10);
d15 = s1d4, d16 = 3d4s0, d17 = 1− 3d10, d18 = d15 − 3d13;
d19 = f2 + d16 + (1− 3d10)f2 − 3d12;
∗2 d20 = (t3+ t2+ t1+ t0)(h3+h2+h1+h0+d4+d6+d5−2(t3+ t2+ t1+ t0)); (15M)
d21 = (−t3+t2−t1+t0)(2(t3−t2+t1−t0)−h3+h2−h1+h0+d4−d6+d5);
d22 = (8t3 + 4t2 + 2t1 + t0)(8(−2t3 + h3) + 4(d4 − 2t2 + h2) + 2(d6 − 2t1 +
h1) + d5 − 2t0 + h0);
d23 = (−8t3 +4t2− 2t1+ t0)(−8(−2t3 +h3)+4(d4− 2t2 +h2)− 2(d6− 2t1 +
h1) + d5 − 2t0 + h0);
d24 = (27t3 +9t2 +3t1 + t0)(27(−2t3 +h3) + 9(d4 − 2t2 +h2) + 3(d6 − 2t1 +
h1) + d5 − 2t0 + h0);
d25 = t0(d5 − 2t0 + h0), d26 = t3(−2t3 + h3),d32 = f2s1;
d27 = −5d26 + ((−(d20 + d21) + (3d25 + (d23 + d22)/2)/2)/2)/3;
d28 = 15d26 + (((5d25 − 7d20 + (−d24 + 7d22 − d23 − d21)/2)/2)/2)/3;
d29 = −3d26 + (((d20 − d25 + (d21 − d22 + (d24 − d23)/5)/2)/2)/2)/3;
d33 = (h3 + h2 + h1 + h0)(d26 + d29 + d27 + d28 + s1 + s0 + d32);
d34 = (−h3 + h2 − h1 + h0)(−d26 + d29 − d27 + d28 + s1 − s0 + d32);
d35 = (8h3 + 4h2 + 2h1 + h0)(8d26 + 4(d29 + s1) + 2(d27 + s0) + d28 + d32);
d36 = (−8h3+4h2−2h1+h0)(−8d26 +4(d29 +s1)−2(d27 +s0)+d28 +d32);
d37 = (27h3 +9h2 +3h1 +h0)(27d26 +9(d29 + s1)+ 3(d27 + s0)+ d28 + d32);
d38 = h0(d28 + d32), d44 = h3d26;
d42 = −5d44 + ((−(d33 + d34) + (3d38 + (d36 + d35)/2)/2)/2)/3;
d41 = 15d44 + (((5d38 − 7d33 + (−d37 + 7d35 − d36 − d34)/2)/2)/2)/3;
d43 = −3d44 + (((d33 − d38 + (d34 − d35 + (d37 − d36)/5)/2)/2)/2)/3;
d40 = (d33 + d34)/2 − (d38 + d42 + d44);
d39 = d33 − (d38 + d40 + d41 + d42 + d43 + d44);
d45 = k31, d46 = d45(d19 + d41) + d3, d47 = d45(d18 + d42) + d2;
d48 = d45(d17 + d43) + d1;
∗3 d46 = d46c16, d47 = d47c16, d48 = d48c16; (3M)
d49 = 2u12, d50 = 2u11 + u212, d51 = 2u10 + 2u12u11, u
′
2 = d48 − d49;
u′1 = d47 − d50 − d49u′2, u′0 = −d49u′1 + d46 − d51 − d50(d48 − d49);
u˜ = x3 + u′2x
2 + u′1x + u
′
0
2.2 Berechnung des Inversen α1 von t− s2 − h modulo u˜ 16M+2SQ
g1 = t3 − h3,g0 = g1(1 + u′2 + u′1 + u′0), g2 = t0 − (d5 + h0 + g1u′0);
g3 = t3 + t2 + t1 + t0 − (h3 + h2 + h1 + h0 + d4 + d6 + d5 + g0);
g5 = (t3 + t2 + t1 + t0 − (h3 +h2 +h1 +h0 + d4 + d6 + d5 + g0)− (−t3 + t2 −
t1 + t0 + h3 − h2 + h1 − h0 − d4 + d6 − d5 − g1(−1 + u′2 − u′1 + u′0)))/2;
g6 = g3 − g5 − g2, g7 = g6u′2 − g5, g8 = g26 , g10 = g8u′0 − g7g2;
g11 = g8(1 + u′2 + u
′
1 + u
′
0)− (g6 + g7)(g6 + g5 + g2)− g10, g12 = g11g6;
g13 = g11g5 − g10g6, g9 = g211, res2 = g9g2 − g13g10,α10 = g7g13;
α12 = g6g12,α11 = (g6 + g7)(g12 + g13)− α10 − α12, α10 = α10 + g9;
α1 = α12x2 + α11x + α10
2.3 Berechnung des Restes v von α1(st− f) durch u˜ 18M+I
i1 = d10 − 1, i2 = d13 − (d10 − 1)u′2, i3 = d11 − f0 − i2u′0;
i4 = d10+d13+d12+d14+d11−(1+f2+f1+f0)−(i2+i1)(u′2+u′1+u′0+1);
i5 = (i4 − ((d10 − d13 + d12 − d14 + d11 − 1− f2 + f1 − f0)− (i2 − i1)(u′2 −
u′1 + u
′
0 − 1)))/2;
i6 = i4− i3− i5, i7 = (i6+ i5+ i3)(α12 +α11 +α10), i9 = i6α12, i10 = i3α10;
i8 = (i6 − i5 + i3)(α12 − α11 + α10), ,i11 = (i7 + i8)/2− (i10 + i9);
i12 = (((4i6 +2i5+ i3)(4α12 +2α11+α10)− i7+ i8− i10)/2−2(4i9 + i11))/3;
i13 = i7 − (i10 + i11 + i12 + i9), i14 = i9, i15 = i12 − i9u′2, i16 = i10 − i15u′0;
i17 = (i9 + i12 + i11 + i13 + i10)− (i15 + i14)(u′2 + u′1 + u′0 + 1);
i18 = (i17 − (i9 − i12 + i11 − i13 + i10) + (i15 − i14)(u′2 − u′1 + u′0 − 1))/2;
i19 = i17 − i16 − i18, inv2 = (res2i19)−1, i20 = inv2i19;
v0 = i20i16, v1 = i20i18, v2 = i20i19;
v = v2x2 + v1x + v0
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3 Berechnung von u := u2D1 16M+3SQ
j1 = inv2res22, j2 = j
3
1 , j3 = j1v1, j4 = j
2
3 , j5 = j1v0, j6 = j3(j4 + 6j5);
∗4 j7 = (v2+v1+v0)(h3+h2+h1), j8 = (v2−v1+v0)(h3−h2+h1), j9 = v2h3; (8M)
j10 = v0h1,j11 = (j7 + j8)/2 − (j10 + j9), j12 = 3j3 + j2j9, j14 = j6 + j2j11;
j13 = 3(j5 + j4) − j2 + j2((((4v2 + 2v1 + v0)(4h3 + 2h2 + h1) − j7 + j8 −
j10)/2 − 2(4j9 + j11))/3);
u2 = j12 − u′2, u1 = j13 − u′1 − u′2u2, u0 = −u′2u1 + j14 − u′0 − u′1(j12 − u′2);
u = x3 + u2x2 + u1x + u0
total 165M, 20SQ, 2I
Tabelle 3.3: Falls h3 = 0, ersetze ∗1, ∗2, ∗3 und ∗4 durch
∗1 inv1 = c−110 ,c14 = inv1,c15 = inv1c9,c16 = 1; (M+I)
∗2 d27 = (t3 + t2 + t1)(h1 + h2 + d4 + d6 − 2(t3 + t2 + t1)); (9M+SQ)
d28 = (t3 − t2 + t1)(h1 − h2 + d6 − d4 − 2(t3 − t2 + t1));
d29 = (4t3 + 2t2 + t1)(−8t3 + 2(d4 − 2t2 + h2) + d6 − 2t1 + h1);
d30 = −2t23,d31 = t1(d6 − 2t1 + h1),d32 = (d27 + d28)/2 − (d31 + d30);
d33 = ((d29 − d27 + d28 − d31)/2− 2(4d30 + d32))/3;
d35 = (h2 + h1 + h0)(d30 + d33 + d32 + s0 + s1);
d36 = (h2 − h1 + h0)(d30 − d33 + d32 + s0 − s1);
d37 = (4h2 + 2h1 + h0)(4d30 + 2(d33 + s1) + d32 + s0);
d43 = h2d30,d39 = h0(d32 + s0),d41 = (d35 + d36)/2− (d39 + d43);
d42 = ((d37 − d35 + d36 − d39)/2− 2(4d43 + d41))/3;
d40 = d35 − (d39 + d41 + d42 + d43),d44 = 0;
∗3
∗4 j11 = v2h2,j12 = 3j3,j13 = 3(j5 + j4)− j2 + j2j11; (5M)
j14 = j6 + j2((v2 + v1)(h2 + h1)− (v1h1 + j11));
Tabelle 3.4: Falls h3, h2 = 0, ersetze ∗1, ∗2, ∗3 und ∗4 durch
∗1 inv1 = c−110 ,c14 = inv1,c15 = inv1c9,c16 = 1; (M+I)
∗2 d37 = −2t23,d35 = t2(d4 − 2t2),d38 = 0,d39 = 0,d43 = 0,d44 = 0; (5M+SQ)
d36 = (t3 + t2)(d4 − 2(t3 + t2))− (d35 + d37),d42 = h1d37,d40 = h0(d36 + s1);
d41 = (h1 + h0)(d37 + d36 + s1)− (d40 + d42);
∗3
∗4 j12 = 3j3,j13 = 3(j5 + j4)− j2,j14 = j6 + j2(h1v2); (2M)
Tabelle 3.5: Falls h3, h2, h1 = 0, ersetze ∗1, ∗2, ∗3 und ∗4 durch
∗1 inv1 = c−110 ,c14 = inv1,c15 = inv1c9,c16 = 1; (M+I)
∗2 d41 = −2h0t23,d38 = 0,d39 = 0,d40 = 0,d42 = 0,d43 = 0,d44 = 0; (M+SQ)
∗3
∗4 j12 = 3j3,j13 = 3(j5 + j4)− j2,j14 = j6;
Tabelle 3.6: Falls h3, h2, h1, h0 = 0, ersetze ∗1, ∗2, ∗3 und ∗4 durch
∗1 inv1 = c−110 ,c14 = inv1,c15 = inv1c9,c16 = 1; (M+I)
∗2 d38 = 0,d39 = 0,d40 = 0,d41 = 0,d42 = 0,d43 = 0,d44 = 0;
∗3
∗4 j12 = 3j3,j13 = 3(j5 + j4)− j2,j14 = j6;
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3.2.5 Die −2-adische Methode
Wir werden eine Methode zur Berechnung der Skalarmultiplikation
mg := g + · · ·+ g︸ ︷︷ ︸
m−mal
in Gruppen G, in denen die Berechnung von −2g bzw. −(g1 + g2) schneller als
die von 2g bzw. g1 + g2 ist, beschreiben. Diese Methode eignet sich besonders fu¨r
Jacobische nicht-hyperelliptischer Kurven vom Geschlecht 3, da in diesem Fall der
beschriebene Algorithmus eine Beschleunigung von ca. 10% zur herko¨mmlichen
Double-and-Add Methode nachweist. Fu¨r weitere Details siehe [4].
Zur Berechnung der Skalarmultiplikation mg in einer beliebigen Gruppe verwen-
det man standardma¨ßig die Double-and-Add Methode:
Algorithmus 4 Double-and-Add
Input: m =
∑l(m)−1
i=0 mi2
i ∈ IN, mi ∈ {0, 1}, g ∈ G
Output: e := mg
1. Setze e := g
2. for i = l(m)− 2 to 0 do
e := 2e
if mi = 0 then
e := e+ g
3. return e
Sei w(m) die Anzahl der von 0 verschiedenen Bits mi von m. Da die Dichte der
von 0 verschiedenen Bits in der bina¨ren Entwicklung von m gleich 1/2 ist, betra¨gt
die Komplexita¨t dieses Algorithmus O(1 + 1
2
) log2(m) Gruppenoperationen.
Sei nun G eine Gruppe, in der die Berechnung von −2g (bzw. −(g1+g2)) schneller
als die Berechnung von 2g (bzw. g1 + g2) ist. Sei ferner m =
∑l(m)−1
i=0 mi2
i, mi ∈
{0,±1} eine bina¨re Entwicklung von m. Mo¨chte man in G die Skalarmultiplikation
7g berechnen, so wa¨re es gu¨nstiger 7g folgendermaßen zu berechnen:
7g := −(−2(−2(−2g)) + g).
Diese Idee la¨sst sich fu¨r die Berechnung vom mg, m ∈ Z, verallgemeinern:
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Algorithmus 5 −2-adische Entwicklung.
Input: m =
∑l(m)−1
i=0 mi2
i ∈ IN, mi ∈ {0,±1}, g ∈ G
Output: e := mg
1. Berechne und speichere −g
2. Berechne l(m), w(m)
3. Setze e := (−1)fg, wobei f := l(m) + w(m) mod 2
4. for i = l(m)− 2 to 0 do
e := −2e
f := 1− f
if mi = 0 then
e := −(e+ (−1)fmig)
f := 1− f
5. return e
Der Aufwand der Berechnung von −2D bzw. −(D1 +D2) fu¨r den speziellen Fall
der Jacobischen einer nicht-hyperelliptischen Kurve
C : y3 + h(x)y − f(x) = 0
vom Geschlecht 3 betra¨gt 130M + 12SQ+ 2I bzw. 147M + 17SQ + 2I : Schritt
3 des Algorithmus 3 wird fu¨r diese Berechnung nicht beachtet. Ebenso braucht
man in Schritt 2.3 nur eine Inversion statt 2 Multiplikationen und eine Inversion
um i20 zu berechnen, da die Berechnung von inv2 nicht mehr notwendig ist.
Kapitel 4
Konstruktive Methode fu¨r den
Satz von Torelli fu¨r g = 3
Unsere Hauptinteresse in diesem Kapitel besteht darin, den Satz von Torelli fu¨r
eine 3-dimensionale u¨ber C deﬁnierte absolut einfache prinzipal polarisierte Abel-
sche Varieta¨t A explizit und eﬃzient zu lo¨sen. Darunter versteht man folgendes:
Finde die Gleichung einer Kurve C vom Geschlecht 3, so dass als prinzipal pola-
risierte Abelsche Varieta¨ten gilt:
Jac(C)  A.
Nach dem Satz von Torelli ist die Kurve C bis auf Isomorphie eindeutig bestimmt.
Das Entscheidungsproblem, ob die Kurve C hyperelliptisch ist oder nicht, wurde
schon durch F. Oort mittels eines Kriteriums u¨ber das Verschwinden bestimmter
gerader Thetanullwerte gelo¨st.
H-J. Weber [97] sowie auch J. Gua`rdia [38] haben fu¨r das hyperelliptische Schottky-
Problem eﬃziente Lo¨sungen gegeben. Der nicht-hyperelliptische Fall, d.h. der
generische Fall, wurde bis heute nicht genauer untersucht.
4.1 Abelsche Varieta¨ten u¨ber C
4.1.1 Polarisierung
Deﬁnition 4.1.1. Sei Cg/Λ ein komplexer Torus. Eine reellwertige alternierende
Bilinearform E(x, y) auf Cg heißt Riemannform auf Cg/Λ, wenn
(i) E(x, y) ∈ Z fu¨r alle x, y ∈ Λ, und
(ii) E(ix, y) eine positiv deﬁnite symmetrische Form ist.
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Bemerkung 4.1.1. Falls H eine positiv deﬁnite Hermitesche Form auf Cg mit
m(H(Λ,Λ)) ⊆ Z ist, so ist m(H) eine Riemannform auf Cg/Λ.
Jede u¨ber C deﬁnierte Abelsche Varieta¨t ist zu einem Torus Cg/Λ isomorph. Ein
komplexer Torus kommt genau dann von einer Abelschen Varieta¨t, wenn es auf
ihm eine Riemannform gibt. Das Paar (Cg/Λ, E) nennen wir dann polarisierte
Abelsche Varieta¨t.
Fu¨r jede polarisierte Abelsche Varieta¨t (Cg/Λ, E) gibt es eine Basis {λ1, . . . , λ2g}
von Λ, so dass die Matrixdarstellung von E bezu¨glich dieser Basis folgende Form
(Eij) := (E(λi, λj))1≤i,j≤2g =
(
0 ∆
−∆ 0
)
mit einer Diagonalmatrix ∆ ∈Mg,g (Z) der Form
∆ =
⎛
⎜⎝ e1 . . .
eg
⎞
⎟⎠ , ei > 0, e1|e2| · · · |eg
annimmt. In [80] ist ein Beweis dieser Aussage zu ﬁnden.
Eine Basis dieser Gestalt nennt man eine symplektische Basis fu¨r das Gitter
Λ. Wir verweisen auf [53] fu¨r eine ausfu¨hrliche Beschreibung eines Algorithmus
zur Berechnung einer symplektischen Basis.
Das Gitter Λ la¨sst sich bezu¨glich einer symplektischen Basis {λ1, . . . , λ2g} in der
Form
Λ = Ω1Z
g + Ω2Z
g
mit
Ωi = (λ1+(i−1)g, . . . , λg+(i−1)g)
schreiben. Dabei erfu¨llen die Matrizen Ωi die Riemann-Relationen
Ω2∆
−1Ωt1 = Ω1∆
−1Ωt2, 2i(Ω2∆
−1Ω
t
1 − Ω1∆−1Ωt2) > 0.
Aus den Riemann-Relationen ist leicht einzusehen, dass Ω1 und Ω2 invertierbar
sind. Die Matrix
Ω := ∆Ω−12 Ω1
nennen wir Periodenmatrix der Abelschen Varieta¨t (Cg/Λ, E). Periodenmatri-
zen Abelscher Varieta¨ten liegen in der Siegelschen oberen Halbebene
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Hg :=
{
Ω ∈ Cg×g| Ωt = Ω, m(Ω) > 0} .
Die symplektische Gruppe
Sp(2g,Z) :=
{
γ =
(
A B
C D
)
∈ GL(2g,Z)| γtJγ = J mit J :=
(
0 Eg
−Eg 0
)}
operiert via
γ(z,Ω) := ((CΩ + D)−1z, (AΩ + B)(CΩ + D)−1)
auf Cg ×Hg.
Die Abelsche Varieta¨t (Cg/Λ, E) heißt prinzipal polarisiert, falls eine symplek-
tische Basis {λ1, . . . , λ2g} existiert, so dass
(Eij) := (E(λi, λj))1≤i,j≤2g =
(
0 Eg
−Eg 0
)
gilt. In diesem Fall ist das Gitter zu LΩ := Z
g +ΩZg a¨quivalent. Die Nebenklasse
Sp(2g,Z)Ω entspricht in diesem Fall genau der Isomorphieklasse der prinzipal
polarisierten Abelschen Varieta¨t (Cg/Λ, E) in Sp(2g,Z) \Hg.
Nicht jede Abelsche Varieta¨t u¨ber C ist prinzipal polarisiert, aber:
Proposition 4.1.1. ([13, p. 75 - VI.6.3]) Jede Abelsche Varieta¨t u¨ber C ist isogen
zu einer prinzipal polarisierten Abelschen Varieta¨t.
Fu¨r den Begriﬀ der prinzipalen Polarisierung gibt es auch eine a¨quivalente, alge-
braische Deﬁnition fu¨r beliebige Deﬁnitionsko¨rper k (siehe [63]).
Eine meromorphe Funktion ϑ auf Cg heißt Thetafunktion auf Cg/Λ, wenn
ϑ(z + λ) = ϑ(z) · exp (2πi(lλ(z) + cλ)) fu¨r alle λ ∈ Λ,
fu¨r geeignete C-Linearformen lλ(z) auf C
g, und von λ abha¨ngige komplexe Zahlen
cλ. Dies erzwingt
lλ1+λ2(z) = lλ1(z) + lλ2(z),
und daher kann man lλ1(z) zu einer R-bilinearen Funktion auf C
g fortsetzen. Ist
ϑ holomorph, so wird durch
Eϑ(x, y) := lx(y)− ly(x)
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wegen
lλ1(λ2) ≡ lλ2(λ1) mod Z
eine Riemannform Eϑ auf C
g/Λ deﬁniert.
Ist anderseits E(x, y) eine Riemannform auf Cg/Λ, so gibt es eine holomorphe
Thetafunktion θ auf Cg/Λ, so dass E = Eθ ist, na¨mlich die Riemannsche The-
tafunktion
θ(z,Ω) :=
∑
n∈Zg
exp(πi(nΩnt + 2nz)),
welche auf Cg×Hg holomorph ist. Die Positivdeﬁnitheit des Imagina¨rsteils von Ω
sichert die absolute und auf jeder kompakten Teilmenge von Cg×Hg gleichma¨ßige
Konvergenz der Reihe.
Eine der wichtigsten Eigenschaften der Riemannschen Thetafunktion ist ihre
”
quasi-Periodizita¨t“ bezu¨glich z −→ z + a fu¨r alle a ∈ LΩ. Dabei heißt θ quasi-
periodisch, falls θ periodisch bis auf einen einfachen multiplikativen Faktor ist.
Genauer gesagt, wenn gilt:
θ(z + m,Ω) = θ(z,Ω) und θ(z + Ωm,Ω) = exp(−πi(mΩmt + 2mz)) · θ(z,Ω)
fu¨r alle z ∈ Cg und m ∈ Zg.
Fu¨r die Menge der 2-Torsionspunkte A[2] von A = Cg/Λ, also fu¨r den Kern der
Isogenie
[2] : A −→ A, a −→ 2a
gilt
A[2] =
{
zm =
1
2
Ωδt +
1
2
t
∣∣ m = [δ

]
mit δ,  ∈ Zg mod 2Zg
}
.
Der Torsionspunkt zm heißt gerade (bzw. ungerade) falls δ
t ≡ 0 mod 2 (bzw.
δt ≡ 1 mod 2). Die Menge A[2] der 2-Torsionspunkte zerfa¨llt in zwei disjunkte
Mengen
∑+ und ∑− von geraden und ungeraden 2-Torsionspunkten.
4.1.2 Jacobische Varieta¨ten
Jacobische Varieta¨ten von Kurven lassen sich prinzipal polarisieren (siehe [64] fu¨r
beliebige Ko¨rper):
Eine u¨ber C deﬁnierte Kurve C vom Geschlecht g ist eine kompakte Riemann-
sche Fla¨che mit g Henkeln. Ihre erste Homologiegruppe H1(C,Z) ist eine freie
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Abelsche Gruppe mit 2g Erzeugern. Als Basis von H1(C,Z) wa¨hlen wir geschlos-
sene Kurven a1, . . . , ag, b1, . . . , bg auf C derart, dass sich die Kurven ai und aj , bi
und bj , ai und bj fu¨r i = j in keinem Punkt, aber die Kurven ai und bi sich in
genau einem Punkt schneiden.
a2
b2
a3
b3
a1
b1
Abbildung 4.1: Homologiegruppe auf einer Riemannschen Fla¨che, g = 3
Es gibt eine Basis {w1, . . . , wg} des Vektorraumes der holomorphen Diﬀerential-
formen Ω1(C) von C mit ∫
ai
wj = δij .
Deﬁniert man anschließend
Ωij :=
∫
bi
wj und Ω := (Ωij)1≤i,j≤g,
so liegt Ω in Hg. Nach dem Satz von Abel ist die Gruppe Jac(C)(C) der komple-
xen Punkte der Jacobischen Varieta¨t Jac(C) komplex analytisch isomorph zum
Torus Cg/LΩ mit dem Gitter LΩ = Z
g + ΩZg.
Die Abel-Jacobi Abbildung Φ deﬁniert durch
Φ : Jac(C)(C) −→ Cg/LΩ
(
∑r
i=1 Pi − rP∞) −→
∑r
i=1
∫ Pi
P∞(w1, . . . , wg) mod LΩ
liefert den Isomorphismus.
Im folgenden identiﬁzieren wir das d-fache symmetrische Produkt Cd von C mit
der Menge der eﬀektiven Divisoren vom Grad d von C.
Deﬁnition 4.1.2. Der Theta Divisor Θ von Jac(C) ist deﬁniert als die Null-
stellenmenge der Riemannschen Thetafunktion θ(z,Ω).
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Das Bild von Cg−1 unter der Abel-Jacobi-Abbildung ist bis auf Translation um
ein Element κ ∈ Jac(C) gleich dem Theta Divisor Θ. Wir bezeichnen κ als die
Riemannsche Konstante. Genauer gilt:
Satz 4.1.1 (Riemann, [69]). Fu¨r die Riemannsche Thetafunktion θ(z,Ω) gilt:
θ(z,Ω) = 0⇐⇒ z = Φ(Q1 + · · ·+ Qg−1)− κ mit Qi ∈ C.
Dabei ist die Riemannsche Konstante κ durch den Basispunkt P∞ der Abel-
Jacobi-Abbildung eindeutig bestimmt, und es gilt κ = Φ(D0) fu¨r einen halb-
kanonischen Divisor D0 von C, d.h. ein Divisor mit 2D0 ∼ KC .
Die durch
Π : Cg−1 −→ Cg/LΩ
D :=
∑g−1
i=1 Pi −→ Φ(D) + κ
deﬁnierte Abbildung Π erfu¨llt die Symmetrie-Eigenschaft
Π(KC −D) = −Π(D) fu¨r alle D ∈ Cg−1,
dabei ist KC ein kanonischer Divisor von C.
Die kanonische Abbildung φ von C hat bezu¨glich der Basis der holomorphen
Diﬀerentiale {ω1, . . . , ωg} von C folgende Darstellung
φ : C −→ Pg−1
P −→ φ(P ) := (ω1(P ) : · · · : ωg(P )).
Proposition 4.1.2 ([37]). Sei C eine u¨ber einem Zahlko¨rper K deﬁnierte Kurve
vom Geschlecht g. Seien P1, . . . , Pg−1 ∈ C(K¯), so dass fu¨r den Divisor D :=
P1 + · · ·+ Pg−1 gilt l(D) = 1. Dann beschreibt die Gleichung
HD(X1, . . . , Xg) :=
(
∂θ
∂z1
(Π(D)), . . . ,
∂θ
∂zg
(Π(D))
)
Ω−11
⎛
⎜⎝ X1...
Xg
⎞
⎟⎠ = 0
eine Hyperebene von Pg−1 durch den Divisor φ(D) (in φ(C)).
4.1.3 Schottky-Problem
Ein Isomorphismus zwischen zwei prinzipal polarisierten Abelschen Varieta¨ten
(A1, E1) und (A2, E2) ist ein Isomorphismus zwischen den Varieta¨ten A1 und A2,
der die prinzipal Polarisierungen E1 und E2 ineinander u¨berfu¨hrt. Ein Isomorphis-
mus von Kurven induziert (bis auf Translation) einen Isomorphismus prinzipal
polarisierter Jacobischer Varieta¨ten. Nach dem Satz von Torelli gilt auch die
Umkehrung:
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Satz 4.1.2 (Torelli [98]). Sind die Jacobischen Varieta¨ten (Jac1, E1) und (Jac2, E2)
zweier Kurven C1 und C2 vom Geschlecht g als prinzipal polarisierte Abelsche
Varieta¨ten isomorph, so sind die Kurven C1 und C2 isomorph.
Bemerkung 4.1.2. Der Satz von Torelli besagt genau, dass eine Kurve durch
ihre Jacobische und die darauf deﬁnierte Polarisierung eindeutig bestimmt ist.
Betrachtet man sie aber als
”
unpolarisierte“ Abelsche Varieta¨ten, so besteht die
Mo¨glichkeit, dass zwei nicht-isomorphe Kurven isomorphe Jacobische besitzen
([46, 56, 31]). In [44] gibt Howe zu n ∈ N eine explizite Methode an, um n
paarweise nicht-isomorphe glatte ebene Quartiken und eine hyperelliptische Kur-
ve vom Geschlecht 3 zu konstruieren, die als unpolarisierte Abelsche Varieta¨ten
die gleiche nicht-einfache Jacobische haben. Im generischen Fall besitzt aber ei-
ne prinzipal polarisierbare Abelsche Varieta¨t genau eine Isomorphieklasse von
prinzipalen Polarisierungen.
Unser Ziel ist eine explizite Konstruktion des Satzes von Torelli. Darunter ver-
stehen wir die folgende Aufgabe:
Finde zu einer vorgegebenen prinzipal polarisierten Abelschen Varieta¨t A, die die
Jacobische einer Kurve definiert, die Gleichung einer Kurve C (bis auf Isomor-
phie) mit Jac(C)  A.
Sei weiterhin k = C und Ag(k) der grobe Modulraum der k-Isomorphieklassen
prinzipal polarisierter Abelscher Varieta¨ten der Dimension g. Dieser grobe Mo-
dulraum ist nach der Arbeit von Mumford [68] als Varieta¨t irreduzibel und besitzt
die Dimension g(g + 1)/2. Sei ferner Mg(k) der grobe Modulraum der Dimensi-
on 3(g − 1) bestehend aus den k-Isomorphieklassen von Kurven vom Geschlecht
g (siehe [16]). Seine Untervarieta¨t Hg(k), die aus den k-Isomorphieklassen von
hyperelliptischen Kurven vom Geschlecht g besteht, hat die Dimension 2g − 1.
Mittels der Abel-Jacobi-Abbildung Jac bettet man Mg(k) sowie auch Hg(k) als
grobe Modulra¨ume in Ag(k) ein. Dann gilt
codimAg(k)Jac(Mg(k)) =
1
2
(g − 2)(g − 3),
codimAg(k)Jac(Hg(k)) =
1
2
(g − 1)(g − 2).
Dies bedeutet fu¨r g = 3, dass alle prinzipal polarisierten Abelschen Varieta¨ten
Jacobische von Kurven sind, aber im allgemeinen nicht mehr Jacobische von
hyperelliptischen Kurven.
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Das Schottky-Problem fragt nach der Charakterisierung des Jacobi-Ortes Jac(Mg(k))
in Ag(k). Dazu gelang C. Poor [73] eine genaue Charakterisierung fu¨r den hype-
relliptischen Jacobi-Ort anzugeben, die aus dem Verschwinden einer Anzahl von
Thetanullwerte besteht.
4.1.4 Riemannsche Thetafunktion und Thetanullwerte
Sei A eine prinzipal polarisierte Abelsche Varieta¨t der Dimension g und Perioden-
matrix Ω ∈ Hg. Zwei Zeilenvektoren δ,  ∈ Zg mod 2Zg, den Charakteristiken,
ordnen wir die auf Cg ×Hg holomorphe Thetafunktion mit Periodenmatrix Ω,
θ
[
δ

]
: Cg ×Hg −→ C
deﬁniert durch
θ
[
δ

]
(z,Ω) :=
∑
n∈Zg
exp
(
πi
(
(n +
1
2
δ)Ω(n +
1
2
δ)t + 2(n +
1
2
δ)(z +
1
2
t)
))
= exp
(
πi
4
δΩδt + πiδ(z +
t
2
)
)
· θ
(
z +
1
2
Ωδt +
t
2
,Ω
)
zu. Die Abbildung
(Zg mod 2Zg)2 −→ A[2], m =
[
δ

]
−→ zm := 1
2
Ωδt +
t
2
bildet eine Bijektion zwischen den Charakteristiken und den 2-Torsionspunkten
von A.
Die Funktionen
θ
[
δ

]
(0,Ω) : Hg −→ C
heißen Thetanullwerte. θ
[
δ

]
(0,Ω) heißt gerade, falls δt ≡ 0 (mod 2) sonst
ungerade, und wegen
θ
[
δ

]
(−z,Ω) = (−1)δ	tθ
[
δ

]
(z,Ω)
verschwinden die ungeraden Thetanullwerten identisch. Es gibt 2g−1(2g + 1) ge-
rade und 2g−1(2g − 1) ungerade Thetanullwerte. Das Verschwinden der geraden
Thetanullwerte ist invariant unter der Operation der symplektischen Gruppe,
denn
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Proposition 4.1.3. ([48, V.2])
Sei M =
(
A B
C D
)
∈ Sp(2g,Z). Sei A0 = diag(A) und
φ[δ,ε](M) = −δDBδt + 2δBCt − CAt + (Dt − Cδt) · (AtB)0.
Dann gilt
θ
[
2(Dδt − Ct) + (CtD)0
2(−Bδt + At) + (AtB)0
] (
0, (AΩ + B)(CΩ + D)−1
)
=
κ(M) · exp (πiφ[δ,ε](M)) · det(CΩ + D)1/2 · θ [2δ2
]
(0,Ω),
wobei κ(M)2 eine Einheitswurzel ist, die nur von M abha¨ngig ist.
In [99] hat A. Weng einen Algorithmus zur eﬃzienten Berechnung von Thetanull-
werten angegben.
Bemerkung 4.1.3. Mo¨chte man die Thetanullwerte noch eﬃzienter berechnen,
so wa¨re es sinnvoll erst die Periodenmatrix Ω im Siegelschen Fundamentalbereich
zu reduzieren, und dann die Thetanullwerte zu bestimmen. In diesem Fall kon-
vergieren sie schneller. Allerdings gibt es fu¨r g ≥ 3 bis heute keinen Algorithmus
zur Siegel-Reduktion (siehe [36] fu¨r g = 2).
4.2 Konstruktive Methode fu¨r den Satz von To-
relli fu¨r g = 3
Sei im folgenden A = C3/(Ω1Z
3 + Ω2Z
3) eine prinzipal polarisierte Abelsche
Varieta¨t mit Periodenmatrix Ω := Ω−12 Ω1 ∈ H3. Dann gilt:
Satz 4.2.1. Sei Ω eine beliebige Periodenmatrix einer absolut einfachen prinzipal
polarisierten Abelschen Varieta¨t der Dimension 3.
(i) Ω ist hyperelliptisch genau dann, wenn genau ein gerader Thetanullwert in
Ω verschwindet.
(ii) Ω ist nicht-hyperelliptisch genau dann, wenn keiner ihrer geraden Thetanull-
werte verschwindet.
Gilt char(k) = 2, und ist C/k eine nicht-hyperelliptische Kurve vom Geschlecht
3, so hat C wegen Proposition 3.1.2 genau 28 Bitangenten. Die Menge der 28
Bitangenten steht in Bijektion mit der Menge der ungeraden 2-Torsionspunkte
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von Jac(C) (siehe [78]), und wegen Proposition 4.1.2 ist die dem ungeraden 2-
Torsionspunkt z0 entsprechende Bitangente gegeben durch die Gerade mit der
Gleichung (
∂θ
∂z1
(z0),
∂θ
∂z2
(z0),
∂θ
∂z3
(z0)
)
Ω−11
⎛
⎝ ZX
Y
⎞
⎠ = 0. (4.1)
Deﬁnition 4.2.1. Sei S = ([i])i=1,...,7 eine Menge von Charakteristiken. Die
Menge S heißt Fundamentalsystem falls gilt:
(i) Jede ungerade Charakteristik kann durch [i] oder [i]+[j ] , i = j, beschrie-
ben werden, und
(ii) Jede gerade Charakteristik kann durch [0] oder [i] + [j ] + [k] , mit paar-
weisen verschiedenen i, j, k beschrieben werden.
Die Menge S := ([i])i=1,...,7 mit
1 =
[
0 0 1
1 0 1
]
2 =
[
0 1 1
1 1 0
]
3 =
[
0 1 0
1 1 1
]
4 =
[
1 1 1
0 0 1
]
5 =
[
1 0 0
1 0 0
]
6 =
[
1 0 1
0 1 1
]
7 =
[
1 1 0
0 1 0
]
,
bildet ein Fundamentalsystem. Seien nun βi (bzw. βij) die zu [i] (bzw. [i]+ [j ])
assoziierten Bitangenten. Die Menge (βi) bildet ein Aronhold-System, also eine
Menge von Bitangenten mit der Eigenschaft, dass die Schnittpunkte (mit der
Quartik) von drei beliebigen Bitangenten dieser Menge nie auf einer Quadrik
liegen (siehe [19])).
Nach linearen Transformationen ko¨nnen wir o.B.d.A. annehmen, dass⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β1 : x1 = 0 β5 : a1x1 + a2x2 + a3x3 = 0
β2 : x2 = 0 β6 : a
′
1x1 + a
′
2x2 + a
′
3x3 = 0
β3 : x3 = 0 β7 : a
′′
1x1 + a
′′
2x2 + a
′′
3x3 = 0
β4 : x1 + x2 + x3 = 0
(4.2)
Die umgekehrte Frage, ob die obigen (βi)i=1,...,7 als Aronhold-System einer glatten
Quartik C auftreten ko¨nnen, wurde schon in 1898 durch Riemann [77] gelo¨st.
Ferner gab Riemann auch eine Methode an, wie man aus der Menge (βi)i=1,...,7
eine glatte Quartik berechnet, die die (βi)i=1,...,7 als Aronhold-System besitzt. Erst
vor kurzem haben L. Caporaso, E. Sernesi [11] und D. Lehavi [59] bewiesen, dass
eine solche Quartik durch (βi)i=1,...,7 (bis auf Isomorphie) eindeutig bestimmt ist.
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Satz 4.2.2 (Riemann, [77]).
Die Quartik C ist isomorph zur Quartik, die wir als Riemann-Modell bezeich-
nen, mit der Gleichung
√
x1v1 +
√
x2v2 +
√
x3v3 = 0, (4.3)
dabei sind v1, v2, v3 gegeben durch⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
v1 + v2 + v3 + x1 + x2 + x3 = 0
v1
a1
+ v2
a2
+ v3
a3
+ ka1x1 + ka2x2 + ka3x3 = 0
v1
a′1
+ v2
a′2
+ v3
a′3
+ k′a′1x1 + k
′a′2x2 + k
′a′3x3 = 0
v1
a′′1
+ v2
a′′2
+ v3
a′′3
+ k′′a′′1x1 + k
′′a′′2x2 + k
′′a′′3x3 = 0
und k, k′, k′′ Lo¨sungen der Gleichungen⎛
⎜⎝
1
a1
1
a′1
1
a′′1
1
a2
1
a′2
1
a′′2
1
a3
1
a′3
1
a′′3
⎞
⎟⎠
⎛
⎜⎝ λλ′
λ′′
⎞
⎟⎠ =
⎛
⎜⎝ −1−1
−1
⎞
⎟⎠ ,
⎛
⎝ a1 a′1 a′′1a2 a′2 a′′2
a3 a
′
3 a
′′
3
⎞
⎠
⎛
⎝ λkλ′k′
λ′′k′′
⎞
⎠ =
⎛
⎝ −1−1
−1
⎞
⎠ .
Ferner gelten fu¨r die 28 Bitangenten
β1 : x1 = 0 β2 : x2 = 0 β3 : x3 = 0
β23 : v1 = 0 β13 : v2 = 0 β12 : v3 = 0
β4 : x1 + x2 + x3 = 0 β5 : a1x1 + a2x2 + a3x3 = 0
β6 : a
′
1x1 + a
′
2x2 + a
′
3x3 = 0 β7 : a
′′
1x1 + a
′′
2x2 + a
′′
3x3 = 0
β14 : v1 + x2 + x3 = 0 β15 :
v1
a1
+ ka2x2 + ka3x3 = 0
β16 :
v1
a′1
+ k′a′2x2 + k
′a′3x3 = 0 β17 :
v1
a′′1
+ k′′a′′2x2 + k
′′a′′3x3 = 0
β24 : x1 + v2 + x3 = 0 β25 : ka1x1 +
v2
a2
+ ka3x3 = 0
β26 : k
′a′1x1 +
v2
a′2
+ k′a′3x3 = 0 β27 : k
′′a′′1x1 +
v2
a′′2
+ k′′a′′3x3 = 0
β34 : x1 + x2 + v3 = 0 β35 : ka1x1 + ka2x2 +
v3
a3
= 0
β36 : k
′a′1x1 + k
′a′2x2 +
v3
a′3
= 0 β37 : k
′′a′′1x1 + k
′′a′′2x2 +
v3
a′′3
= 0
β67 :
v1
1−ka2a3 +
v2
1−ka3a1 +
v3
1−ka1a2 = 0
β57 :
v1
1−k′a′2a′3 +
v2
1−k′a′3a′1 +
v3
1−k′a′1a′2 = 0
β56 :
v1
1−k′′a′′2a′′3 +
v2
1−k′′a′′3a′′1 +
v3
1−k′′a′′1a′′2 = 0
β45 :
v1
a1(1−ka2a3) +
v2
a2(1−ka3a1) +
v3
a3(1−ka1a2) = 0
β46 :
v1
a′1(1−k′a′2a′3) +
v2
a′2(1−k′a′3a′1) +
v3
a′3(1−k′a′1a′2) = 0
β47 :
v1
a′′1 (1−ka′′2a′′3 ) +
v2
a′′2 (1−k′′a′′3a′′1 ) +
v3
a′′3 (1−k′′a′′1a′′2 ) = 0
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Ist nun eine (absolut einfache) prinzipal polarisierte Abelsche Varieta¨t der Di-
mension 3 durch ihre Torusdarstellung A = C3/(Ω1Z
3 +Ω2Z
3) (mit Ω−11 Ω2 ∈ H3)
gegeben, so geht man folgendermaßen vor, um die Gleichung einer Kurve C/C
mit Jac(C) C A zu ﬁnden:
(i) Durch die Berechnung der 36 geraden Thetanullwerte von A entscheidet
man gema¨ß Satz 4.2.1, ob A /∈ Jac(H3(C)).
(ii) Ist A /∈ Jac(H3(C)), so berechnet man in eﬃzienter Weise die Ableitungen
der Thetafunktionen an den ungeraden 2-Torsionspunkten z	i(i ∈ S) und
somit mittels (4.1) auch die Gleichungen der 7 Bitangenten βi des Aronhold-
Systems S.
(iii) Nach linearen Transformationen erreicht man leicht, dass die vier zu den
Charakteristiken [i]i=1...,4 assoziierten Bitangenten βi die kanonische Form
(4.2) annehmen. Mittels Satz 4.2.2 berechnet man die Gleichung der Quartik
im Riemann-Modell C/C mit Jac(C) C A.
Kapitel 5
Modulare Kurven und modulare
Jacobische der Dimension 3
Wir werden uns im folgenden mit heute besonders gut verstandenen Abelschen
Varieta¨ten u¨ber Q bescha¨ftigen, die die Eigenschaft haben, dass an Primidealen
p mit guter Reduktion die Anzahl der Punkte #A(kp) eﬃzient berechenbar ist.
Wir werden uns hauptsa¨chlich mit Q-einfachen Faktoren der Jacobischen von
Modulkurven X0(N) bescha¨ftigen.
5.1 Modulkurven X0(N)
5.1.1 Grundlegende Deﬁnitionen
Sei SL2(Z) die Gruppe der ganzzahligen Matrizen mit Determinante 1. Zu der
natu¨rlichen Zahl N sei
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z)| c ≡ 0 mod N
}
die Hecke-Untergruppe der Stufe N von SL2(Z). Bezeichnen wir mit
H := {τ ∈ C| m(τ) > 0}
die komplexe obere Halbebene und mit
H∗ := H ∪Q ∪ {∞}
die erweiterte komplexe obere Halbebene unter Hinzunahme der Spitzen Q und
∞, so operiert SL2(Z) sowie Γ0(N) auf H∗ vermo¨ge der gebrochenen linearen
Transformationen (
a b
c d
)
z −→ az + b
cz + d
.
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Die Bahnen dieser Operation unter Γ0(N) bezeichnen wir mit
Y0(N) := Γ0(N) \H ⊂ Γ0(N) \H∗ =: X0(N).
X0(N) ist eine kompakte Riemannsche Fla¨che und damit eine u¨ber C deﬁnierte
projektive algebraische Kurve, die wir im folgenden als die Modulkurve von
Γ0(N) bezeichnen. Sei g das Geschlecht von X0(N). Als kompakte Riemannsche
Fla¨che mit g Henkeln hat die erste Homologiegruppe H1(X0(N),Z) von X0(N)
den Rang 2g.
Sei
 : (Z/NZ)∗ −→ C∗
ein Dirichlet-Charakter mit Fu¨hrer cond()|N.
Deﬁnition 5.1.1. Eine holomorphe Funktion f : H −→ C heißt Modulform
(bzw. Spitzenform) vom Gewicht k, Charakter (Nebentyp)  und Stufe N
bezu¨glich Γ0(N), falls f die folgenden Bedingungen erfu¨llt:
(i) f(γτ) = (d)(cτ + d)kf(τ) fu¨r alle τ ∈ H, γ ∈ Γ0(N) mit γ =
(
a b
c d
)
(ii) f ist holomorph in den Spitzen von Γ0(N) fortsetzbar (und vesrschwindet
dort).
Der C-Vektorraum der Modul- bzw. Spitzenformen vom Gewicht k, Charakter
 und Stufe N wird mit Mk(N, ) bzw. Sk(N, ) bezeichnet. Ist der Charakter 
trivial, so bezeichnet man diese Vektorra¨ume kurz mit Mk(N) bzw. Sk(N).
Lemma 5.1.1. Die Abbildung ω deﬁniert durch
ω : S2(N) −→ Ω1(X0(N)), f(τ) −→ 2πif(τ)dτ
induziert einen Isomorphismus zwischen dem Vektorraum der Spitzenformen S2(N)
und dem Vektorraum der holomorphen Diﬀerentialformen Ω1(X0(N)) von X0(N).
Die Dimension von S2(N) als C-Vektorraum ist gleich dem Geschlecht der Mo-
dulkurve X0(N).
Modulformen (zu Γ0(N)) sind periodisch, denn aus
(
1 1
0 1
)
∈ Γ0(N) folgt
f(τ + 1) = f(τ). Somit besitzen Modulformen in der Spitze ∞ eine Fourier-
Entwicklung der Gestalt
f(τ) =
∞∑
n=0
anq
n , wobei q = e2πiτ und an ∈ C.
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Spitzenformen haben eine Fourier-Entwicklung
f(τ) =
∞∑
n=1
anq
n , q = e2πiτ .
Modulformen lassen sich durch ihre Fourier-Koeﬃzienten unterscheiden. Man hat
das folgende eﬀektive Kriterium:
Satz 5.1.1 ([81]). Sei µ := [SL2(Z) : Γ0(N)] = N
∏
p|N(1 + p
−1) und f(τ) =∑∞
n=0 anq
n mit q = e2πiτ eine Modulform vom Gewicht k und Stufe N. Sind alle
Koeﬃzienten an fu¨r 0 ≤ n ≤ µk/12 gleich 0, dann ist f(τ) identisch 0.
5.1.2 Hecke-Operatoren
Hier werden wir uns hauptsa¨chlich mit der Operation von Hecke-Operatoren
auf Modulformen f(τ) ∈ Mk(N), sowie auf die Jacobische J0(N) von X0(N)
bescha¨ftigen. Wir verzichten auf eine genaue Deﬁnition der Hecke-Algebra und
verweisen auf das Buch von Shimura [84].
Lemma 5.1.2. Sei f(τ) =
∑∞
n=0 anq
n ∈Mk(N) und p eine Primzahl. Dann ist
bn := apn + p
k−1 · an/p
der n-te Fourier-Koeﬃzient von Tp(f(τ)) =
∑∞
n=0 bnq
n, wobei an/p = 0 fu¨r p  n.
Ferner gilt:
Tpn =
{
TpTpn−1 − pk−1Tpn−2 , falls p  N
T np , falls p | N
und
Tnm = TnTm falls (n,m) = 1.
Eine Modulform f(τ) ∈Mk(N) heißt (Hecke-) Eigenfunktion, falls sie simul-
tane Eigenfunktion unter allen Hecke-Operatoren ist, d.h. falls
T (f(τ)) = λTf(τ)
fu¨r alle Hecke-Operatoren T. Die Zahlen λT ∈ C heißen Eigenwerte bezu¨glich
der Hecke-Operatoren T und
EλT := {f(τ) ∈Mk(N)| T (f(τ)) = λTf(τ)}
ist der λT -Eigenraum bezu¨glich des Hecke-Operators T.
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Sei M ein positiver Teiler von N und d ein positiver Teiler von N/M. Der Au-
tomorphismus von H deﬁniert durch z −→ d · z induziert einen nicht-konstanten
Morphismus tM,d : X0(N) −→ X0(M). Falls g(τ) ∈ S2(M) und M |N, dann ist
g(dτ) ∈ S2(N) fu¨r d|NM . Wir bezeichnen mit
Salt2 (N) := 〈g(dτ)| g(τ) ∈ S2(M) mit M |N,M = N, d|
N
M
〉
den Raum der Altformen von S2(N).
Das orthogonale Komplement von Salt2 (N) bezu¨glich des Petersson-Skalarprodukts
〈f, g〉 :=
∫
Γ0(N)\H∗
f(τ)g(τ)dxdy mit f, g ∈ S2(N), τ = x + iy
bezeichnet man mit Sneu2 (N), und heißt der Vektorraum aller Neuformen. Fu¨r
den Raum S2(N) der Spitzenformen gilt dann
S2(N) =
⊕
M |N
⊕
d|N/M
tM,d(S
neu
2 (M)).
Sneu2 (N) und S
alt
2 (N) sind invariant unter allen Hecke-Operatoren, und fu¨r den
Raum der Neuformen gilt ferner:
Satz 5.1.2 (Multiplizita¨t 1 [3]). Sneu2 (N) besitzt eine Basis aus Eigenfunktio-
nen von Tp (p  N). Die Unterra¨ume, welche von den einzelnen Eigenfunktionen
aufgespannt werden, sind alle eindimensional. Jede Eigenform f ∈ Sneu2 (N) kann
normiert werden und besitzt eine Fourier-Entwicklung der Gestalt
f(τ) = q +
∞∑
n=2
anq
n , q = e2πiτ .
Lemma 5.1.3. Sei f(τ) = q +
∑∞
n=2 anq
n ∈ Sneu2 (N) eine Hecke-Eigenform und
T ein Hecke-Operator. Dann ist der Hecke-Eigenwert λT eine total reelle ganz
algebraische Zahl und der Ko¨rper
Kf := Q(λT | T Hecke-Operator)
ist eine endliche Erweiterung von Q.
Als eine Konsequenz der durch Deligne [14, 15] bewiesenen Riemannschen Ver-
mutung fu¨r Varieta¨ten u¨ber endlichen Ko¨rpern erha¨lt man den folgenden Satz
u¨ber die Koeﬃzienten einer Neuform:
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Satz 5.1.3 (Ramanujan-Petersson-Vermutung). Fu¨r die Koeﬃzienten der
Neuform f = q +
∑
n≥2 anq
n ∈ Sneu2 (N) gilt
|an| ≤ σ0(n)
√
n,
wobei σ0(n) die Anzahl der positiven Teiler von n bezeichnet.
Im Rahmen seiner Dissertation hat J. Basmaji [8] einen Algorithmus zur eﬃzi-
enten Berechnung der Hecke-Operatoren implementiert.
Sei f = q +
∑
n≥2 anq
n ∈ Sneu2 (N) eine Neuform und χ ein Dirichlet-Charakter
modulo N. Als Twist von f bezeichnen wir die eindeutige (normierte) Neuform
f ⊗ χ vom Charakter χ2 mit der Fourier-Entwicklung (siehe [75])
f ⊗ χ := q +
∑
n≥2
bnq
n,
wobei bp = χ(p)ap fu¨r fast alle Primzahlen p. Demzufolge ist bp = χ(p)ap fu¨r alle
Primzahlen p mit (p, cond(χ)) = 1.
Deﬁnition 5.1.2. Sei f = q+
∑
n≥2 anq
n ∈ Sneu2 (N) eine Neuform. Ein innerer
Twist von f ist ein Paar (σ, χ) mit σ ∈ Gal(Q¯/Q) und χ = 1 ein Dirichlet-
Charakter modulo N, so dass
fσ = f ⊗ χ.
Die Neuform f besitzt komplexe Multiplikation, falls f einen inneren Twist
mit trivialem Automorphismus σ besitzt. In diesem Fall ist χ ein Charakter
assoziiert zu einem imagina¨ren quadratischen Ko¨rper [75]. Den inneren Twist
(σ, χ) bezeichnen wir als extra Twist, falls σ nicht trivial ist. Die von inneren
Twists kommenden Charaktere χ sind stets quadratisch [76]. Besitzt die Neuform
f(τ) := q +
∑
n≥2 anq
n ∈ Sneu2 (N) einen inneren Twist, so gilt a2p ∈ Z fu¨r alle
Primzahlen p.
5.1.3 Arithmetik auf J0(N)
Einfache Faktoren Af von J
neu
0 (N)
Deﬁnition 5.1.3. Eine u¨ber Q deﬁnierte Abelsche Varieta¨t A hat reelle Mul-
tiplikation, falls IE := End(A) ⊗Z Q ein total reeller Zahlko¨rper mit maxima-
lem Grad [IE : Q] = dim(A) ist. A hat komplexe Multiplikation, falls IE :=
End(A) ⊗Z Q eine total imagina¨r quadratische Erweiterung eines total reellen
Zahlko¨rpers mit Grad [IE : Q] = 2 dim(A) ist.
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Seien Jalt0 (N) bzw. J
neu
0 (N) die durch Altformen bzw. Neuformen erzeugten Un-
tervarieta¨ten von J0(N) := Jac(X0(N)), genauer
Jalt0 (N) =
∏
M |N,M =N
∏
d|N/M
t∗M,dJ0(M) und J
neu
0 (N) = J0(N)/J0(N)
alt.
Sei f(τ) = q+
∑
n≥2 anq
n ∈ Sneu2 (N) eine Neuform, Kf := Q(an| n ∈ N) der durch
die Fourier-Koeﬃzienten von f erzeugte Ko¨rper, If := {σ1, . . . , σd} die Menge
aller verschiedenen Einbettungen von Kf in C (d := #If ) und {fσ1 , . . . , fσd} die
Menge der zu f konjugierten Neuformen u¨ber Q.
G. Shimura hat in [87] zu jeder Neuform f(τ) = q +
∑∞
n=2 anq
n ∈ Sneu2 (N) eine
Abelsche Varieta¨t Af/Q mit folgenden Eigenschaften konstruiert:
Satz 5.1.4 (G. Shimura [87]). Zu der Neuform f(τ) = q+
∑∞
n=2 anq
n ∈ Sneu2 (N)
existiert eine Abelsche Untervarieta¨t Af von J0(N) und ein Isomorphismus θ von
Kf nach End(Af)⊗Q mit
(i) dimAf = [Kf : Q] = d,
(ii) Falls ggT(n,N) = 1, dann ist θ(an) die Einschra¨nkung von Tn auf Af ,
(iii) Af ist u¨ber Q deﬁniert.
Ferner ist (Af , θ) durch (i), (ii) und (iii) eindeutig bestimmt, und Af ist eine
einfache Abelsche Varieta¨t u¨ber Q. Besitzt f keinen inneren Twist, so ist Af
absolut einfach mit reeller Multiplikation, insbesondere ist Af fu¨r quadratfreie
Module N absolut einfach.
Bemerkung 5.1.1.
(i) Ist χ = 1 ein nicht-trivialer Dirichlet-Charakter und g = f ⊗ χ ∈ Sneu2 (N)
ein Twist von f ∈ Sneu2 (N), so ist χ2 = 1. In diesem Fall sind die Abelschen
Varieta¨ten Af und Ag u¨ber Q oder u¨ber einem Zahlko¨rper K mit [K : Q] =
2 isomorph.
(ii) Besitzt die Neuform f ∈ Sneu2 (N) komplexe Multiplikation, so ist Af u¨ber
Q¯ isogen zum Produkt Edim(A) einer elliptischen Kurve E mit komplexer
Multiplikation [85]. Andererseits hat f komplexe Multiplikation, falls Af
einen Faktor mit komplexer Multiplikation besitzt [86].
Fu¨r die Neuform f ∈ Sneu2 (N) gibt es nach Konstruktion einen Morphismus
πf : J
neu
0 (N) >> Af .
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Fu¨r den Pullback von Diﬀerentialen gilt
π∗f(Ω
1(Af )) = S2(Af)
dq
q
,
wobei S2(Af) := 〈fσ : σ ∈ Gal(Q¯/Q)〉C.
Satz 5.1.5. Sei BM eine Basis aus nicht-konjugierten Neuformen von S
neu
2 (M),
dann gilt
Jneu0 (N) ∼Q
∏
f∈BN
Af und J
alt
0 (N) ∼Q
∏
M |N,M =N
∏
f∈BM
A
σ0(N/M)
f .
Vermutung 5.1.1 (Taniyama-Shimura in verallgemeinerter Fassung).
Es gibt zu jeder einfachen Abelschen Varieta¨t A/Q mit reeller Multiplikation
eine geeignete Stufe N ∈ N und eine Neuform f = q +∑n≥2 anqn ∈ Sneu2 (N) mit
A ∼Q Af .
Gruppenordnung der Af(Fp)
Satz 5.1.6. [88, p. 95-109] Sei A eine Abelsche Varieta¨t u¨ber einem Zahlko¨rper
k. Dann gilt fu¨r fast alle Primideale p des Ganzheitsrings Ok von k:
(i) Die Reduktion modulo p der Abelschen Varieta¨t A deﬁniert eine Abelsche
Varieta¨t A u¨ber dem Restklassenko¨rper Fp von p.
(ii) Es gibt einen injektiven Homomorphismus ϕ : End(A) −→ End(A).
(iii) Der Grad einer Isogenie bleibt unter dem Homomorphismus ϕ invariant.
Ein Primideal, fu¨r das der obige Satz gilt, heißt Primideal mit guter Reduktion.
Ist C/Q eine Kurve mit reeller Multiplikation, so gilt fu¨r die Reduktion der Ja-
cobischen Jac(C) modulo einem Primideal p mit guter Reduktion:
Proposition 5.1.1. ([29, p. 94 - 6.2]) Sei C/Q eine Kurve mit reeller Multiplika-
tion mit k0. Sei ferner p ein Primideal mit guter Reduktion fu¨r Jac(C). Dann ist
die Jacobische der reduzierten Kurve C entweder nicht einfach, oder hat komplexe
Multiplikation mit einem Erweiterungsko¨rper k von k0.
Die Operation der Hecke-Operatoren Tp auf S2(N) induziert einen Endomorphis-
mus auf J0(N), den wir ebenfalls mit Tp bezeichnen. Hat Af gute Reduktion mo-
dulo p, z.B. fu¨r p  N, so ergibt sich nach der Eichler-Shimura Theorie [20, 83, 47]
fu¨r die Reduktion modulo p die Zerlegung
Tp = πp + πp
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auf der Jacobischen J0(N)/Fp mit dem Frobenius πp und der Verschiebung πp :=
pπ−1p . Ist χπp das charakteristische Polynom von πp auf dem l-adischen Tate-
Modul (l ist eine Primzahl = p) von Af/Fp und χTp das charakteristische Polynom
von Tp auf S2(Af ), so gilt dann
xdim(Af )χTp(t) = χπp(x),
wobei t = x + p/x. Aus #Af(Fp) = χπp(1) sieht man leicht
#Af(Fp) = χTp(p + 1).
Sind ferner ai genau die Eigenwerte des auf dem Unterraum S2(Af) operierenden
Hecke-Operators Tp, so gilt
χTp(t) =
2 dimAf∏
i=1
(1− αit) =
dimAf∏
i=1
(1− ait + pt2).
Ist nun Af u¨ber Q isogen zur Jacobischen Jac(Cf) einer u¨ber Q deﬁnierten Kurve
Cf , so gilt
#Jac(Cf)(Fp) = #Af (Fp) = χTp(p + 1).
5.2 Modulare Jacobische der Dimension 3
5.2.1 Nicht-hyperelliptische modulare Kurven vom Ge-
schlecht 3
Deﬁnitionen und grundlegende Eigenschaften
Deﬁnition 5.2.1. Eine Abelsche Varieta¨t A u¨ber einem Zahlko¨rper K heißt
K-modular der Stufe N, falls es einen K-Morphismus
ν : J0(N) >> A
zwischen den Abelschen Varieta¨ten J0(N) und A gibt.
Sei A eine K-modulare Abelsche Varieta¨t der Stufe N .
(i) A heißt K-neu (der Stufe N), falls es einen K-Morphismus
ν¯ : Jneu0 (N) >> A
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gibt. In diesem Fall ist das folgende Diagram
J0(N)
ν
>> A
Jneu0 (N)
ν¯
>>prneu
>
kommutativ.
(ii) A heißt K-primitiv (der Stufe N), falls A fu¨r jeden echten Teiler M |N
nicht K-modular zur Stufe M ist
Bemerkung 5.2.1. Die Begriﬀe K-modular, K-neu und K-primitiv kommen
urspru¨nglich aus der Theorie der Modulkurve X1(N) (siehe [5, 33, 32]), und die
von uns verwendeten Begriﬀe entsprechen genau den K-modularen Abelschen
Varieta¨ten mit trivialen Charakter. Wir werden uns nur mit der eingeschra¨nk-
ten Deﬁnition von K-modularen Abelschen Varieta¨ten bescha¨ftigen. Die meisten
Ergebnisse lassen sich auch auf X1(N) verallgemeinern.
Deﬁnition 5.2.2. Eine glatte projektive Kurve C u¨ber einem Zahlko¨rper K
heißt K-modular der Stufe N, falls es einen nicht-konstanten Morphismus
π : X0(N) > C
gibt.
Bezeichnung 5.2.1. Wir verwenden die Bezeichnung (A, ν) bzw. (C, π) fu¨r die
K-modulare Abelsche Varieta¨t A bzw. K-modulare Kurve C mit zugeho¨rigem
K-Morphismus ν bzw. π.
Deﬁnition 5.2.3. Eine K-modulare Kurve (C, π) der Stufe N heißt K-neu (bzw.
K-primitiv) der Stufe N , falls ihre Jacobische Jac(C) K-neu (bzw. K-primitiv)
zur Stufe N ist.
Bemerkung 5.2.2 ([5, 32]).
(i) Die Modularita¨t ist vom Deﬁnitionsko¨rper abha¨ngig.
(ii) Falls (C, π) K-modular ist, so ist C(K) = ∅.
Ist (C, π) K-modular, so ist das folgende Diagramm kommutativ:
J0(N)
π∗
>> Jac(C)
X0(N)
∪
∧
π
> C
∪
∧
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Die Umkehrung dieser Aussage ist im allgemeinen falsch.
Ab nun betrachten wir nur noch Q-modulare Abelsche Varieta¨ten (bzw. Kurven),
die wir der Einfachheit halber kurz als modulare Abelsche Varieta¨ten (bzw.
modulare Kurven) bezeichnen werden.
Sei (A, ν) eine neue modulare Abelsche Varieta¨t der Stufe N . Es gibt Neuformen
fi ∈ Sneu2 (N) mit
A ∼Q Af1 × · · · ×Afl .
In diesem Fall gilt
ν∗(Ω1(A)) =
l⊕
i=1
S2(Afi)
dq
q
.
Insbesondere sind neue modulare Abelsche Varieta¨ten auch primitiv der Stufe N.
Die Umkehrung ist im allgemeinen falsch.
Proposition 5.2.1 ([32]). Sei (A, ν) eine modulare Abelsche Varieta¨t.
(i) Ist A neu der Stufe N , so ist A primitiv der Stufe N .
(ii) Fu¨r die Q-einfachen Abelschen Varieta¨ten A sind folgende Aussagen a¨qui-
valent
(1) A ist neu der Stufe N
(2) A ist primitiv der Stufe N
Sei Mg die Menge der (bis auf Q-Isomorphie) neuen modularen Kurven vom
Geschlecht g. Nach Wiles Beweis [101, 92] der Fermatschen Vermutung ist #M1
unendlich. Im Gegensatz zur Klasse der neuen modularen elliptischen Kurven
gibt es nur endlich viele neue modulare Kurven vom Geschlecht g ≥ 2 :
Satz 5.2.1 ([33, 5]). Die Menge der neuen modularen Kurven vom Geschlecht
g ≥ 2 ist endlich und berechenbar.
Vermutung 5.2.1 ([5]). Die Menge der modularen Kurven vom Geschlecht g ≥ 2
ist endlich.
Der Beweis von Satz 5.2.1 liefert fu¨r g −→ ∞ maximal exp((6 + o(1))g2) neue
modulare Kurven vom Geschlecht g.
Fu¨r eine modulare Kurve C mit Jac(C) ∼ Af benutzen wir die Bezeichnung
S2(C) := S2(Af).
Lemma 5.2.1 ([5]). Sei C eine neue modulare Kurve vom Geschlecht g ≥ 2 mit
Stufe N. Folgende Aussagen sind a¨quivalent:
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(i) Es gibt einen nicht-konstanten Morphismus π : X0(N) −→ C mit S2(C) ⊆
S2(X0(N))
neu.
(ii) Es gibt einen nicht-konstanten Morphismus π : X1(N) −→ C mit S2(C) ⊆
S2(X0(N))
neu.
(iii) Die Jacobische Jac(C) der Kurve C ist ein Quotient von Jneu0 (N).
Das folgende Lemma liefert eine Charakterisierung hyperelliptischer modularer
Kurven:
Proposition 5.2.2. Sei C eine neue modulare Kurve der Stufe N vom Geschlecht
3. Sei {ω1, ω2, ω3} eine Basis von S2(C) mit Fourier-Entwicklungen ωi = q +∑
j≥2 a
(i)
j q
j. Dann gilt:
(i) Falls a
(i)
2 = a
(j)
2 fu¨r alle 1 ≤ i, j ≤ 3, so ist C hyperelliptisch und besitzt
einen Q-Weierstrass-Punkt P∞.
(ii) Falls 2|N, so ist C hyperelliptisch.
(iii) Ist C hyperelliptisch, so besitzt S2(C) eine Basis {f1, f2, f3}mit F (f1, f2, f3) =
0 fu¨r eine bestimmte Quadrik F (x, y, z) = 0.
Beweis. Die Aussagen (i) und (ii) wurden in [5] bewiesen. Die Aussage (iii) folgt
aus der Tatsache, dass das Bild φ(C) von C unter dem kanonischen Morphismus
φ : q −→ (f1(q) : f2(q) : f3(q))
eine normale rationale Kurve vom Grad 2 ist. 
Analog zu [5] kann man die nicht-hyperelliptische Variante fu¨r modulare Kurven
vom Geschlecht 3 beweisen.
Proposition 5.2.3. Sei A ein Quotient der Dimension 3 von J0(N). Folgende
Aussagen sind a¨quivalent:
(i) Es gibt eine nicht-hyperelliptische modulare Kurve C der Stufe N vom
Geschlecht 3, so dass Jac(C) ∼Q A.
(ii) Es gibt eine nicht-hyperelliptische modulare Kurve C ′ vom Geschlecht 3 und
einen nicht-konstanten Morphismus π′ : X0(N) −→ C ′, so dass π′∗(Ω1(C ′))
= Ω1(A).
(iii) S2(A) besitzt eine Basis {f1, f2, f3} mit F (f1, f2, f3) = 0 fu¨r eine (bis auf
Isomorphie) bestimmte glatte Quartik F (x, y, z) = 0.
5.2 Modulare Jacobische der Dimension 3 105
Sei C eine nicht-hyperelliptische modulare Kurve vom Geschlecht 3. Nimmt man
eine ganzzahlige Basis von S2(A), so ist die in Proposition 5.2.3 erwa¨hnte Quartik
u¨ber Q deﬁniert.
Lemma 5.2.2. Sei (C, π) eine nicht-hyperelliptische modulare Kurve vom Ge-
schlecht 3 mit π∗(Ω1(C)) = Ω1(Af) fu¨r eine Neuform f ∈ Sneu2 (N). S2(Af) besitzt
eine Basis {h1, h2, h3} mit
h1 = q + O(q
2), h2 = q
2 + O(q3), h3 = O(q
3).
Bezu¨glich der kanonischen Einbettung
φ : q −→ (h1(q) : h2(q) : h3(q))
ist φ(C) eine glatte Quartik mit P∞ = (1 : 0 : 0) ∈ φ(C)(Q). Der Punkt P∞
ist ein Weierstrass-Punkt erster (bzw. zweiter) Ordnung genau dann, wenn h3 =
q4 + O(q5) (bzw. h3 = O(q
5)).
Beweis. Sei S2(Af) = 〈f, fσ, fσ2〉 mit σ ∈ Gal(Q¯/Q). Wegen Proposition 5.2.2 ist
a2 /∈ Q, und somit besitzt S2(Af ) durch Gauß-Elimination eine Basis {h1, h2, h3}
mit
h1 = q + O(q
2), h2 = q
2 + O(q3), h3 = O(q
3).
Da C modular und nicht-hyperelliptisch vom Geschlecht 3 ist, ist das Bild φ(C)
von C unter der kanonischen Einbettung φ
φ : q −→ (h1(q) : h2(q) : h3(q))
eine glatte Quartik der Gestalt∑
aijkx
iyjzk = 0. (5.1)
Setzt man x := h1(q), y := h2(q) und z := h3(q), und berechnet man die Monome
xiyjzk, so gilt x4 = q4 + O(q5), x3y = q5 + O(q6), und xiyjzk = O(q6) sonst.
In (5.1) gilt dann a400, a310 = 0 und somit ist P∞ := (1 : 0 : 0) ∈ φ(C)(Q).
Die Tangente l∞ an P∞ ist die Gerade mit der Gleichung z = 0. Ist ferner
h3(q) = O(q
4), so gilt x2y2 = q6 + O(q7) und xiyjzk = O(q7) fu¨r die von
x2y2, x4, x3y verschiedenen Monomen. Demzufolge ist a220 = 0. φ(C) besitzt dann
eine Gleichung der Form
F (x, y, z) = x3z + x2(a211yz + a202z2) + x(a130y3 + a121y2z + a112yz2 + a103z3)
+(a040y4 + a031y3z + a022y2z2 + a013yz3 + a004z4) = 0
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und somit ist P∞ ein Weierstrass-Punkt erster Ordnung.
Der Beweis fu¨r einen Weierstrass-Punkt zweiter Ordnung erfolgt analog: Man
erha¨lt fu¨r h3 = O(q
5) die Gleichungen x2y2 = q6 + O(q7), xy3 = q7 + O(q8) und
xiyjzk = O(q8) fu¨r die Monome verschieden von x2y2, x4, x3y, xy3, und somit gilt
a220 = a130 = 0, woraus die Behauptung folgt. 
Berechnung der nicht-hyperelliptischen neuen modularen Kurven vom
Geschlecht 3 zu den Stufe N ≤ 4000
Nun betrachten wir nur die nicht-hyperelliptischen neuen modularen Kurven C
vom Geschlecht 3, die u¨ber Q eine einfache Jacobische Varieta¨t A ∼Q Jac(C)
besitzen. In diesem Fall gibt es eine Neuform f = q +
∑∞
n=2 anq
n ∈ Sneu2 (N) mit
Jac(C) ∼Q Af .
Sei {f1, f2, f3} eine Basis von S2(Af) bestehend aus Spitzenformen mit ganzzah-
ligen Fourier-Koeﬃzienten und sei
N4 := {fα11 fα22 fα33 | α1 + α2 + α3 = 4} =: {F1, . . . , F15}
die Menge aller Monome fα11 f
α2
2 f
α3
3 vom Grad 4. Die Elemente von N4 sind
Spitzenformen vom Gewicht 8. Unter allen Spitzenformen
15∑
i=1
aiFi, ai ∈ Z
vom Gewicht ho¨chstens 8 entspricht die Gleichung von C genau der trivialen
Spitzenform. Seien nun die Fourier-Entwicklungen
Fi =
∞∑
j=1
bijq
j .
Die Spitzenform
F =
15∑
i=1
aiFi =
∞∑
j=1
(
15∑
i=1
bijai
)
qj
ist nach Satz 5.1.1 genau dann gleich 0, wenn
15∑
i=1
bijai = 0 fu¨r alle j ≤ µk/12 =: m mit µ = N
∏
p|N
(1 + p−1) und k = 8.
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Die Lo¨sung dieses linearen Gleichungssystems liefert uns eine Linearkombination
des Nullverktors bezu¨glich der Spalten der Matrix B = (bij). Da die Spalten von
B genau die (Fourier-Koeﬃzienten der) Monome fα11 f
α2
2 f
α3
3 vom Grad 4 sind, ent-
spricht C genau der Lo¨sung des obigen linearen Gleichungssystems. In der Praxis
braucht man nicht alle Spalten der Matrix B zu betrachten. Meistens genu¨gt es
schon mit weniger Spalten das lineare Gleichungssystem zu lo¨sen. Leicht veriﬁ-
ziert man dann, ob die entstandene Relation tatsa¨chlich der trivialen Spitzenform
entspricht.
Zur Arithmetik der Modulkurven verwenden wir das umfangreiche Programmpa-
ket Magma [60] sowie Mav [35]. Dadurch war es mo¨glich, folgende Aufgaben zu
lo¨sen
• Untersuchung des Zerlegungsverhaltens der Jacobischen J0(N) in einfache
Faktoren,
• Berechnung der Fourier-Entwicklungen von Spitzenformen f ∈ Sneu2 (N),
• Berechnungen von Periodenmatrizen der einfachen Faktoren Af (siehe Ab-
schnitt 5.2.2),
• Berechnung der Schnittpaarung Hf (siehe Abschnitt 5.2.2).
Fu¨r das folgende Beispiel benutzen wir den Ausdruck A(i), um eine Abelsche
Varieta¨t A der Dimension i zu bezeichnen.
Beispiel 5.2.1. Sei N = 203. Die Modulkurve X0(203) hat Geschlecht 19. Der
zu Sneu2 (203) geho¨rende Teil J
neu
0 (203) der Jacobischen J0(203) hat Dimension 15
und zerfa¨llt in
Jneu0 (203) ∼ A(1)1 ×A(1)2 ×A(1)3 ×A(2)4 ×A(2)5 ×A(3)6 ×A(5)7
mit von neuen Spitzenformen f ∈ Sneu2 (203) erzeugten j-dimensionalen Abel-
schen Varieta¨ten A
(j)
i . Die 3-dimensionale Abelsche Varieta¨t A
(3)
6 kommt aus der
Spitzenform f mit der Fourier-Entwicklung
f(q) = q + αq2 + (−α2 − α+ 1)q3 + (α2 − 2)q4 + (α2 − 4)q5 + (−2α− 1)q6
−q7 + (−α2 − α+ 1)q8 + (α2 + 2α− 1)q9 +O(q10)
wobei α3+α2−3α−1 = 0. Der Raum S2(Af ) wird dann von den Spitzenformen
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f1(q) = q − q4 − 3q5 − q6 − q7 +O(q10)
f2(q) = q2 − q4 − q5 − 2q6 + q9 +O(q10)
f3(q) = q3 − q4 − q5 + q8 − q9 +O(q10)
mit ganzzahligen Koeﬃzienten erzeugt. Mittels Lemma 5.2.2 berechnen wir die
Gleichung der modularen Kurve CF203
CF203 : x3z − x2y2 − 3x2z2 + xy3 + 3xy2z − 4xyz2 + 4xz3 − y4 + 3y3z
−6y2z2 + 3yz3 − 2z4 = 0
mit Jac(CF203) ∼Q A3,1.
Bemerkung 5.2.3. In allen betrachteten Beispielen haben wir jedoch nicht ver-
sucht, die Koeﬃzienten der Kurvengleichung zu minimieren.
Wir benutzen den in [34] deﬁnierten Vorgang zur Etikettierung der Neuformen,
welcher insbesondere eine Ordnung zwischen (Galois-konjugierten Klassen von)
Neuformen mit vorgegebener Stufe deﬁniert.
CB109 x
3z − 2x2yz − x2z2 − xy3 + 6xy2z − 6xyz2 + 3xz3 + y4 − 6y3z
+10y2z2 − 5yz3 = 0
CA151 x
3z − 2x2yz − 2x2z2 − xy3 + 2xy2z + 4xyz2 + xz3 + y2z2 − 3yz3 − 2z4 = 0
CB179 x
3z − 2x2yz − 2x2z2 − xy3 + 2xy2z + xyz2 + 2xz3 + y2z2 − yz3 − z4 = 0
CA295 x
3z − x2y2 − x2z2 + xy3 − xy2z + 2xyz2 − xz3 − y3z + 3y2z2 − yz3 = 0
CF369 x
3z − 2x2z2 − xy3 + 6xyz2 − 6xz3 − 3y2z2 + 6yz3 − z4 = 0
CL855 x
3z − x2z2 − xy3 + 3xyz2 − 3xz3 + 2y3z − 3y2z2 + 3yz3 = 0
CP1215 x
3z − xy3 + 3xyz2 + 5xz3 − 6y2z2 − 3yz3 + z4 = 0
Tabelle 5.1: Modulare Kurven (mit Q-rationalen Weierstrass-Punkten) und mit
Q-einfachen Jacobischen, N ≤ 4000
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CA97 x
3z − x2y2 − 5x2z2 + xy3 + xy2z + 3xyz2 + 6xz3 − 3y2z2 − yz3 − 2z4 = 0
CC113 x
3z − x2y2 − 4x2z2 + xy3 + 2xy2z + 6xz3 − y3z − 3y2z2 + yz3 − 3z4 = 0
CA127 x
3z − x2y2 − 3x2z2 + xy3 − xyz2 + 4xz3 + 2y3z − 3y2z2 + 3yz3 − 2z4 = 0
CB139 x
3z − x2y2 − 2x2z2 + xy3 − 2xy2z + 2xyz2 + xz3 + y4 − 2y3z
+4y2z2 − 3yz3 = 0
CA149 x
3z − x2y2 − 3x2z2 + xy3 + 3xy2z − 2xyz2 + 2xz3 − y4 − y2z2 + yz3 = 0
CC169 x
3z − x2y2 − 3x2z2 + xy3 + 2xyz2 + xz3 + y2z2 − 3yz3 + z4 = 0
CE187 x
3z − x2y2 − x2z2 + xy3 − xy2z − xyz2 + 2xz3 + y3z − y2z2 + 3yz3 = 0
CF203 x
3z − x2y2 − 3x2z2 + xy3 + 3xy2z − 4xyz2 + 4xz3 − y4 + 3y3z − 6y2z2
+3yz3 − 2z4 = 0
CA217 3x
3z − 3x2y2 − 11x2z2 − 3xy3 + 13xy2z − 2xyz2 + 11xz3 − 2y4 − y3z
−4y2z2 + yz3 − 2z4 = 0
CA239 x
3z − x2y2 − x2z2 + xy3 − xy2z + xz3 + y4 − y3z + yz3 − z4 = 0
CE243 x
3z − 3x2z2 − xy3 + 9xyz2 − 6xz3 + 2y3z − 9y2z2 + 9yz3 − 2z4 = 0
CD329 x
3z − x2y2 + xy3 + xyz2 + xz3 − y3z + 2yz3 + z4 = 0
CH475 x
3z − x2y2 − 5x2z2 − xy3 + xy2z + 17xyz2 + 14xz3 − 2y4 − 14y3z
−35y2z2 − 35yz3 − 12z4 = 0
CD1175 x
3z − x2y2 + x2z2 + xy3 − 2xy2z + 2xyz2 − xz3 + y4 − 2y3z + y2z2 + yz3 = 0
Tabelle 5.2: Modulare Kurven (ohne Q-rationale Weierstrass-Punkte) mit Q-
einfachen Jacobischen, N ≤ 4000
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Nicht-neue modulare Kurven und modulare Kurven mit nicht Q-ein-
fachen Jacobischen
Die fu¨r uns interessante modulare Kurven angesichts ihrer Anwendung in der
Kryptographie mu¨ssen eine Q-einfache Jacobische haben. Modulare Jacobische,
die u¨ber Q zerfallen, sind fu¨r die Kryptographie ungeeignet. Dennoch werden wir
sie im folgenden untersuchen, nicht wegen ihre Anwendung in der Kryptographie,
sondern um die in Lemma 5.2.2 vorgestellte Methode vollsta¨ndig zu behandeln.
Sei C eine nicht-hyperelliptische modulare Kurve vom Geschlecht 3. Ist C neu,
so la¨sst sich Lemma 5.2.2 direkt anwenden. Ist C nicht-neu, so liegt der einzige
Unterschied in der Berechnung der zugrundliegenden Basis:
Lemma 5.2.3. ([5, Lemma 3.6]) Sei π : X0(N) −→ C ein nicht-konstanter Q-
Morphismus. Dann besitzt S2(C) eine Gal(Q¯/Q)-invariante Basis B bestehend
aus Spitzenformen
h(q) =
∑
d|N/M
cdf(q
d)
fu¨r ein M |N, f ∈ Sneu2 (M) und cd ∈ Kf .
Beispiel 5.2.2. Sei N = 178 = 2 · 89. Die Jacobische J0(178) zerfa¨llt u¨ber Q in
J0(178) = J
neu
0 (178) × Jalt0 (178) mit Jneu0 (178) = A(1)f1 × A
(1)
f2
× A(2)f3 × A
(3)
f4
und
Jalt0 (178) = (B
(1)
g1 )
2×(B(1)g2 )2×(B(5)g3 )2. Sei Af3,g2 die nicht-einfache und nicht-neue
Abelsche Varieta¨t A
(2)
f3
×B(1)g2 der Dimension 3 mit den Spitzenformen
f3(q) = q + q − q2 + aq3 + q4 + (−2a− 3)q5 +O(q6) ∈ Sneu2 (178),
g2(q) = q − q2 − q3 − q4 − q5 +O(q6) ∈ Sneu2 (89),
wobei Kf3 = Q(a) mit a
2 + 2a − 1 = 0. Sei {f31, f32} die ganzzahlige Basis von
S2(Af3)
f31(q) = q − q2 + q4 − 3q5 − 2q7 − q8 − 2q9 +O(q10),
f32(q) = q3 − 2q5 − q6 − 2q9 +O(q10).
Dann gibt es eine glatte Quartik C : F = 0 mit
F (f31(q), f32(q), g2(q) + 2g2(q2)) = 0,
na¨mlich die Kurve mit der Gleichung
F (x, y, z) = x4 − 8x3y + 38x2y2 − 2x2z2 − 24xy3 − 8xyz2 − 7y4 + 6y2z2 + z4
Die Kurve C ist also eine nicht-hyperelliptische nicht-neue modulare Kurve vom
Geschlecht 3.
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Sei wiederum f ∈ Sneu2 (N) mit dim(Af ) = 3 und {f1, f2, f3} eine Basis von S2(Af)
bestehend aus Spitzenformen mit ganzzahligen Fourier-Koeﬃzienten. Gibt es ein
homogenes Polynom F ∈ Q [x, y, z] vom Grad d ≥ 5 mit F (f1, f2, f3) = 0, so dass
die Kurve C : F = 0 vom Geschlecht 3 ist, so ist der Funktionenko¨rper Q(φ(C))
der kanonischen Einbettung von C in Q(X0(N)) enthalten. Da C
′ := φ(C) eine
glatte Quartik ist, existiert ein nicht-konstanter Q-Morphismus π : X0(N) −→
C ′. In diesem Fall ist Jac(C ′) entweder nicht-neu oder neu fu¨r einen Teiler M von
N.
Beispiel 5.2.3. Wir beziehen uns auf Beispiel 5.2.2 und betrachten die einfa-
che Abelsche Varieta¨t A
(3)
f4
der Dimension 3. Bezu¨glich der ganzzahlige Basis
{f41, f42, f43} von S2(Af4) aus Spitzenformen
f41(q) = q + q2 + q4 + q8 + 3q9 +O(q10),
f42(q) = q3 − q5 + q6 − q9 +O(q10),
f43(q) = q7 − 2q9 +O(q10)
berechnet man die Gleichung einer nicht-hyperelliptische Kurve vom Geschlecht
3 mit dem Modell
C : 0 = x5z2 − 3x4yz2 + 8x4z3 − 2x3y3z + 7x3y2z2 − 23x3yz3 + 26x3z4
−3x2y3z2 + 18x2y2z3 − 53x2yz4 + 42x2z5 + xy6 − 3xy5z − y7
+xy4z2 + 14xy3z3 − 10xy2z4 − 36xyz5 + 32xz6 + 4y6z + 10y5z2
−66y4z3 + 124y3z4 − 100y2z5 + 20yz6 + 8z7.
Ihre kanonische Einbettung kann mittels Magma ermittelt werden: sie besitzt
die Gleichung
C ′ : 0 = x4 − 4x3y + 6x3z + 2x2y2 − 5x2z2 + 4xy3 − 30xy2z
+64xyz2 − 42xz3 − 3y4 + 8y3z + 9y2z2 − 40yz3 + 28z4.
Nun kann man leicht u¨berpru¨fen, dass Jac(C ′) isogen zur Abelschen Varieta¨t
Af3,g2 aus Beispiel 5.2.2 ist.
Im allgemeinen sind Jac(C ′) und Af nicht isogen. Ist aber Jac(C ′) Q-einfach und
neu, so gibt es eine Neuform g ∈ Sneu2 (N) mit Jac(C ′) ∼Q Ag. Ist in diesem
Fall gσ = f ⊗ χ fu¨r σ ∈ Gal(Q¯/Q) und χ einen Dirichlet-Charakter, so ist
Af ∼K Jac(C ′), fu¨r einen Zahlko¨rper K vom Grad 2.
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Beispiel 5.2.4. Sei N = 243 = 35. Der zu Sneu2 (243) geho¨rende Teil J
neu
0 (243)
der Jacobischen J0(243) hat Dimension 12 und zerfa¨llt in
Jneu0 (243)  A(1)f1 ×A
(1)
f2
× A(2)f3 × A
(2)
f4
×A(3)f5 ×A
(3)
f6
mit den durch neue Spitzenformen fj ∈ Sneu2 (N) erzeugten j-dimensionalen Abel-
schen Varieta¨ten A
(j)
fi
. Die 3-dimensionale Abelsche Varieta¨t A
(3)
f6
kommt aus der
Spitzenform mit der Fourier-Entwicklung
f6(q) = q + αq2 + (α2 − 2)q4 + (−α+ 3)q5 + (−2α2 + 3α + 2)q7 +O(q8),
wobei α3 − 3α2 + 3 = 0. Wie zuvor berechnet man eine Basis {f61, f62, f63} von
S2(Af6)
f61(q) = q + 3q5 − 2q7 + 3q8 +O(q10),
f62(q) = q2 − q5 + 3q7 − 4q8 +O(q10),
f63(q) = q4 − 2q7 + 3q8 +O(q10),
bestehend aus Spitzenformen mit ganzzahligen Fourier-Koeﬃzienten. Sei nun C
die singula¨re Kurve vom Geschlecht 3 und Grad d = 6 gegeben durch die Glei-
chung
C : x5z − 7x4z2 − x3y3 − 9x3yz2 + x3z3 + 6x2y3z + 9x2y2z2
+27x2yz3 + 19x2z4 − 3xy3z2 + 18xy2z3 + 27xyz4 + 2xz5
+8y3z3 + 9y2z4 − 9yz5 − 8z6 = 0.
Dann ist F (f61(q), f62(q), f63(q)) = 0. Die kanonische Einbettung von C ist die
glatte Quartik C ′ mit der Gleichung
C ′ : x3y − 2x3z − 12x2y2 + 9x2yz − 24x2z2 + 48xy3 + 24xy2z
−57xyz2 + 66xz3 − 64y4 + 104y3z − 36y2z2 − 65yz3 + 88z4 = 0.
C ′ ist eine neue modulare Kurve mit Q-einfacher Jacobischer Jac(C ′) ∼ Af5 ,
wobei
f5(q) = q + βq2 + (β2 − 2)q4 + (−β − 3)q5 + (−2β2 − 3β + 2)q7 +O(q8)
und mit β3 + 3β2 − 3 = 0. Da es ein σ ∈ Gal(Q¯/Q) und einen nicht-trivialen
Dirichlet-Charakter χ mit fσ6 = f5 ⊗ χ gibt, ist Af6 ∼K Af5 fu¨r einen quadrati-
schen Zahlko¨rper K.
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5.2.2 Nicht-hyperelliptische modulare Jacobische Af der
Dimension 3
In diesem Abschnitt werden wir uns nur noch mit modularen (absolut-) einfachen
Abelschen Varieta¨ten der Dimension 3, die prinzipal polarisiert sind, bescha¨fti-
gen. In diesem Fall sind sie auch Jacobische von Kurven des Geschlechts 3. Durch
die Berechnung der Thetanullwerte kann man leicht entscheiden, ob die entspre-
chende Kurve C hyperelliptisch oder nicht-hyperelliptisch ist.
Wir haben im Rahmen dieser Arbeit das Verhalten der Abelschen Varieta¨ten Af
der Dimension 3 fu¨r N ≤ 4000 untersucht. Die unten abgebildete Tabelle liefert
uns die Anzahl der aufgetretenen prinzipal polarisierten Abelschen Varieta¨ten,
hyperelliptischen Jacobischen und nicht-hyperelliptischen Jacobischen.
#Af 3334
# p.p. Af 79
#Af ∈ Jac(H3(k)) 12
# p.p. Af /∈ Jac(H3(k)) 67
Tabelle 5.3: Verhalten der Af mit dimAf = 3 und N ≤ 4000
Periodenmatrizen der Af
Wir beschreiben in diesem Abschnitt eine Methode von Wang [96] um zu ent-
scheiden ob die Abelsche Varieta¨t Af prinzipal polarisiert ist oder nicht.
Sei f = q +
∑
n≥2 anq
n ∈ Sneu2 (N) eine Neuform und die dazugeho¨rige Abelsche
Varieta¨t Af . Sei f := (f
σ1, . . . , fσd)t und ω(f) := (ω(fσ1), . . . , ω(fσd))t. Das Bild
von H1(X0(N),Z) unter der Abbildung
H1(X0(N),Z)  γ −→
∫
γ
ω(f) := (
∫
γ
ω(fσ1), . . . ,
∫
γ
ω(fσd))t ∈ Cd
ist ein freier Z-Modul vom Rang 2d, also mit anderen Worten ein Gitter Λf in
Cd.
Die Abelsche Varieta¨t Af ist dann isomorph zum Torus C
d/Λf mit der Schnitt-
paarung Hf in H1(X0(N),Z)
Hf : H
+
1 (X0(N),Z)× S2(N)  (σ, f) −→ Hf(σ, f) :=
∫
σ
ω(f) ∈ C
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als nicht-degenerierte Hermitesche Form auf Λf und
m(Hf (Λf ,Λf)) ⊂ Z.
m(Hf) ist dann eine Riemannform auf Λf . Sei ferner {w1, . . . , w2d} eine sym-
plektische Basis von Λf . Dann existieren positive ganze Zahlen e1, . . . , ed mit
e1|e2| · · · |ed, so dass
(m(Hf (wi, wj)))i,j=1,...,2d =
(
0 ∆f
−∆f 0
)
mit einer Diagonalmatrix
∆f =
⎛
⎜⎝ e1 . . .
ed
⎞
⎟⎠ .
Satz 5.2.2 ([96]). Seien
Af :=
(∫
wi
ω(fσj)
)
i,j=1,...,d
∈ Cd×d
und
Bf :=
(∫
wi
ω(fσj)
)
i=d+1,...,2d
j=1,...,d
∈ Cd×d.
Dann gilt fu¨r die Periodenmatrix Ωf (bis auf die Operation der symplektischen
Gruppe Sp(2d,Z) auf Hd)
Ωf = edA
−1
f Bf∆
−1
f .
Insbesondere ist Af Q-isogen zu einer prinzipal polarisierten Abelschen Varieta¨t
falls e1 = · · · = ed.
Nicht-hyperelliptische modulare Jacobische Af der Dimension 3
Als Abelsche Varieta¨t vom GL2-Typ besitzen die prinzipal polarisierbaren Va-
rieta¨ten Af genau
2M , mit 0 ≤M ≤ [Kf : Q]− 1
Isomorphieklassen von prinzipalen Polarisierungen u¨ber Q (siehe [31]).
Hier betrachten wir nur die (bezu¨glich der kanonischen Polarisierung Hf ) prin-
zipal polarisierten Abelschen Varieta¨ten Af . Nach dem vorherigen Abschnitt ist
man in der Lage, die Periodenmatrix Ωf von Af als 3-dimensionalen komplexen
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Torus zu berechnen, sowie zu untersuchen ob Af bezu¨glich Hf prinzipal polari-
siert ist.
Ab nun betrachten wir nur die Af , die prinzipal polarisiert sind. Aus der Kenntnis
von Ωf (und somit ihrer geraden Thetanullwerte) entscheidet man leicht, welche
der Af Jacobische von nicht-hyperelliptischen Kurven sind. Ist Af  Jac(Cf) fu¨r
eine nicht-hyperelliptische Kurve Cf vom Geschlecht 3, so berechnet man mit
der in Kapitel 4 beschriebene Methode die Bitangenten von Cf und somit ein
Riemann-Modell von Cf u¨ber C.
Der natu¨rliche Weg, um die Gleichung u¨ber Q¯ zu rekonstruieren, wa¨re, von den
Q-Invarianten glatter Quartiken die Gleichung mittels Gro¨bner-Basen zu ermit-
teln. Ein vollsta¨ndiges Invariantensystem fu¨r glatten Quartiken ist allerdings bis
heute nicht bekannt. Im folgenden werden wir nur die prinzipal polarisierten mo-
dularen Abelschen Varieta¨ten Af  Jac(Cf) sowie die Dixmier-Invarianten von
Cf auﬂisten.
Details zur nummerischen Approximation der i1, . . . , i6
Um die no¨tige Genauigkeit zur Berechnung der Periodenmatrix Ωf (bezu¨glich der
kanonischen Polarisierung Hf) von Af zu erreichen, beno¨tigen wir genu¨gend viele
Fourier-Koeﬃzienten der neuen Eigenform f ∈ Sneu2 (N). Fu¨r unsere Berechnun-
gen betrachteten wir die 20000 ersten Fourier-Koeﬃzienten.
Fu¨r Q-einfache modulare Jacobische Af  Jac(Cf) sind die entsprechenden
Dixmier-Invarianten von Cf auch u¨ber Q deﬁniert, Cf ko¨nnte selbst u¨ber ei-
nem Zahlko¨rper (vom Grad ≥ 1) deﬁniert sein. Ist Cf u¨ber Q deﬁniert, so wu¨rde
man erwarten, dass Cf ein Modell mit relativ kleinen Koeﬃzienten besitzt. Um
den Vorteil dieser kleinen Koeﬃzienten ausnutzen zu ko¨nnen, berechnen wir nicht
die in Kapitel 3 dargestellten Invarianten, sondern
i′1 =
I6
I23
, i′2 =
I9
I33
, i′3 =
I12
I43
, i′4 =
I15
I53
, i′5 =
I18
I63
, i′6 =
I27
I93
mit noch kleineren Koeﬃzienten. Im generischen Fall ist auch I3 = 0.
Dadurch ist es recht einfach die berechneten komplexwertigen Invarianten durch
rationale Zahlen zu approximieren, zumindest fu¨r i′1. Fu¨r unsere Berechnungen
haben wir dafu¨r die Magma-Funktion
BestApproximation(x,10^a)
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mit einem geeignet gewa¨hlten a ∈ N benutzt. Ebenso ko¨nnte man auch direkt
versuchen, die anderen Invarianten i′2, . . . , i
′
6 mit rationalen Zahlen zu approxi-
mieren. Eine Alternative (nach der Approximation von i′1 durch die rationale Zahl
I6
I23
) wa¨re
i′2I
3
3 =: I˜9, i
′
3I
4
3 =: I˜12, i
′
4I
5
3 =: I˜15, i
′
5I
6
3 =: I˜18, i
′
6I
9
3 =: I˜27
ganzzahlig anzuna¨hern.
Ein naiver Ansatz fu¨r die Suche nach besseren Anna¨herungen von i′6 basiert auf
einer Eigenschaft von Diskriminanten glatter Quartiken: Ist Cf u¨ber Z deﬁniert,
so besitzt ihre Diskriminante genu¨gend große Faktoren der Form 2i · 3j . Da mo-
dulare Jacobische Af ho¨chstens modulo den Primteilern des Moduls N potentiell
schlechte Reduktion haben ko¨nnen, berechnen wir die nun bessere ganzzahlige
Anna¨herung von
I˜27
2i · 3j =
i′6 · I93
2i · 3j =: i˜6
fu¨r z.B. i, j ∈ {0, . . . , 60} und betrachten nur die i˜6 mit
⌈˜
i6
⌉ − i˜6 < 10−b bzw.⌊˜
i6
⌋− i˜6 < 10−b, so dass ⌈˜i6⌉ bzw. ⌊˜i6⌋ nur kleine Primfaktoren (≤ N) besitzen.
Im folgenden werden wir anhand eines Beispiels ausfu¨hrlich die Funktionsweise
unseres Algorithmus verdeutlichen.
Beispiel 5.2.5. Sei N = 511 = 7 · 73 und f die Eigenform von Sneu2 (511) mit der
Fourier-Entwicklung
f = q + aq2 + 2q3 + (a2 − 2)q4 + (−a+ 1)q5 + 2aq6 + q7 + (a− 1)q8 + q9 +O(q10),
wobei a3 − 5a + 1 = 0. Die Abelsche Varieta¨t Af ist isomorph zu einem Torus,
der eine symplektische Basis {λ1, . . . , λ6} besitzt, fu¨r die die Schnittpaarung Hf
die Matrixdarstellung
(Hf (λi, λj))1≤i,j≤6 =
(
0 ∆f
−∆f 0
)
∈ Z6×6
mit der Diagonalmatrix
∆f =
⎛
⎝ 2 2
2
⎞
⎠
annimmt. Nach Satz 5.2.2 ist Af Q-isogen zu einer prinzipal polarisierten Abel-
schen Varieta¨t und besitzt die Torusdarstellung C3/(Z3 + ΩfZ
3) mit der Peri-
odenmatrix
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Ωf =
( −0.36441 · · ·+ 0.77819 . . . i −0.13786 · · · − 0.04781 . . . i −0.03929 · · · − 0.20935 . . . i
−0.13786 · · · − 0.04781 . . . i −0.52538 · · ·+ 0.94223 . . . i −0.08244 · · ·+ 0.64347 . . . i
−0.03929 · · · − 0.20935 . . . i −0.08244 · · ·+ 0.64347 . . . i 0.14824 · · ·+ 1.15829 . . . i
)
.
Mit hoher Genauigkeit stellen wir fest, dass keine ihrer geraden Thetanullwerte
verschwindet: Eine notwendige Bedingung dafu¨r, dass Af isomorph zur Jacobi-
schen einer nicht-hyperelliptischen Kurve Cf vom Geschlecht 3 ist. Da N = 511
zusa¨tzlich quadratfrei ist, ist Af absolut einfach und somit isomorph zur Jaco-
bischen einer nicht-hyperelliptischen Kurve Cf . Bezu¨glich des in 4.2 erwa¨hnten
kanonischen Aronhold-Systems S = (i) berechnen wir mittels (4.1) die zu S
assoziierten Bitangenten
β1 : 0 = x− 1.46227 . . . y − 4.72415 . . . z
β2 : 0 = x + 0.96180 . . . y + 4.68326 . . . z
β3 : 0 = x− (0.20407 · · · − 0.18026 . . . i)y − (0.06484 · · · − 0.56249 . . . i)z
β4 : 0 = x + (0.57120 · · · − 1.18552 . . . i)y + (0.90149 · · · − 1.62543 . . . i)z
β5 : 0 = x + (2.52189 · · ·+ 0.39416 . . . i)y − (3.17444 · · ·+ 0.59506 . . . i)z
β6 : 0 = x− (0.40376 · · ·+ 0.29179 . . . i)y + (0.09718 · · · − 0.22804 . . . i)z
β7 : 0 = x + (0.34754 · · ·+ 1.53705 . . . i)y + (1.79517 · · ·+ 1.71851 . . . i)z
und nach linearen Transformationen erhalten wir
β1 : 0 = x
β2 : 0 = y
β3 : 0 = z
β4 : 0 = x + y + z
β5 : 0 = x + (1.08745 · · ·+ 0.04830 . . . i)y + (1.05224 · · · − 0.03797 . . . i)z
β6 : 0 = x + (1.06127 · · · − 0.03937 . . . i)y + (0.84409 · · · − 0.01732 . . . i)z
β7 : 0 = x + (1.01087 · · ·+ 0.04965 . . . i)y + (1.03160 · · · − 0.09918 . . . i)z
Mittels Satz 4.2.2 berechnen wir das Riemann-Modell fu¨r die kanonische Einbet-
tung der Kurve Cf
Cf : (xv1 + yv2 − zv3)2 = 4xyv1v2
mit
v1 = (7.88335 · · · − 10.5997 . . . i)x + (8.10793 · · · − 11.2220 . . . i)y + (6.92042 · · · − 11.3827 . . . i)z,
v2 = −(7.60169 · · · − 6.77037 . . . i)x− (7.56578 · · · − 7.03769 . . . i)y − (7.69385 · · · − 7.38189 . . . i)z,
v3 = −(1.28165 · · · − 3.82935 . . . i)x− (1.54215 · · · − 4.18435 . . . i)y − (0.22657 · · · − 4.00081 . . . i)z.
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Die Kurve Cf besitzt die Q-rationalen Dixmier-Invarianten
i1 = 7.2252 . . . 10−24 − 9.4189 . . . 10−121i = 59·379 ·431339253·330·78·1114 ·733·10114 ,
i2 = −1.2334 . . . 10−24 + 1.5851 . . . 10−121i = −5
8·377 ·263·431337 ·197689·6021091
257·332·78·1114 ·733·10114 ,
i3 = 6.2081 . . . 10−18 − 8.8880 . . . 10−112i = 56·13·376 ·431336 ·142702121·25535098000501243·328·78·1114 ·733·10114 ,
i4 = 2.4293 . . . 10−16 + 4.6538 . . . 10−111i = 5
5·17·375 ·577·431335 ·3563719·164875199·160402791737
239·328·78·1114 ·733·10114 ,
i5 = −1.1873 . . . 10−12 − 3.0158 . . . 10−107i = −5
4·132 ·374·431334 ·41153760466703282853288413280589099
233·324·78·1114·733·10114 ,
i6 = −1.7786 . . . 10−11 + 2.7155 . . . 10−105i = −5
3·373 ·431333 ·688333·28685999·3031471393386674295606558437642759
236·326·78·1114 ·733·10114 .
Fu¨r unsere nummerischen Berechnungen haben wir auf die Rechner vom Typ
Opteron 246 (2GHz/ 8 GB Ram) des
”
Centre de calcul MEDICIS“
http://medicis.polytechnique.fr
zuru¨ckgegrifen.
Wir haben alle Af mit N ≤ 4000 bezu¨glich der kanonischen Polarisierung Hf
untersucht. Von den 3334 Abelschen Varieta¨ten Af der Dimension 3 sind genau 79
bezu¨glich Hf prinzipal polarisiert. Darunter sind genau 12 der Af hyperelliptisch:
XA41, X
A
95, X
B
284, X
F
385, X
I
544, X
J
544, X
I
1136, X
V
1925, X
Y
2600, X
N
2624, X
O
2624, X
I
2695
und 67 nicht-hyperelliptisch. Fu¨r die erhaltenen nicht-hyperelliptischen Kurven
haben wir ihre Dixmier-Invarianten berechnet, und sie dann in Klassen von Kur-
ven mit gleichen Invarianten unterteilt (siehe Tabelle 5.4). Obwohl es bis jetzt
kein vollsta¨ndiges Invariantensystem fu¨r glatte Quartiken gibt, vermuten wir, dass
alle Kurven in den entsprechenden Klassen paarweise isomorph sind. Es gibt ins-
gesamt 67 Kurven Cf vom Geschlecht 3 mit Jac(Cf) C Af , f ∈ Sneu2 (N) und
N ≤ 4000. Ist unsere Vermutung wahr, so ga¨be es modulo Isomorphie nur 42
Kurven (s. Tabelle 5.4).
Die modularen Kurven Cji aus Tabelle 5.1 und Tabelle 5.2 besitzen die gleichen
Dixmier-Invarianten wie die entsprechenden Kurven Xji aus Tabelle 5.4. Aus
diesem Grund ko¨nnen wir auch annehmen, dass die Jacobischen Jac(Cji ) und
Jac(Xji ) als unpolarisierte Abelsche Varieta¨ten zur gleichen prinzipal polarisierten
Isomorphieklasse geho¨ren (siehe Abschnitt 4.1.3).
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XE187, X
P
2057, X
S
3179, X
T
3179
XF203, X
N
1421
XA217, X
C
1519
XA295, X
C
1475
XC329, X
G
2303,
XD369, X
E
369
XA388, X
F
1552
XB436, X
K
1744
XA452, X
I
1808
XE475, X
G
475
XB511, X
E
3577
XH567, X
Q
3969
XA596, X
F
2384
XH656, X
P
2624, X
S
2624
XB712, X
H
1424
XH855, X
J
855
XD1175, X
E
1175
XH1308, X
O
3924
XC1376, X
D
1376
XG1900, X
I
1900
XQ2432, X
T
2432
XK3400, X
Q
3400
Tabelle 5.4: Klassiﬁkation von nicht-hyperelliptischen Kurven mit Af  Jac(X)
anhand ihrer Invarianten i1, . . . , i6 (g = 3)
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Kurve Invarianten
XA97 i1 =
−239
253·327·973
i2 = 5
2·237
257·329·973
i3 = 23
6·109
239·324·973
i4 = −23
5·106649
237·325·973
i5 = 7·13·23
4·29·47
232·323·973
i6 = 7·23
3·4446899
229·322·973
XB109 i1 =
119
253·327·1093
i2 = 11
7·472
257·329·1093
i3 = 11
6·101·1259
243·324·1093
i4 = 11
5·5894347
240·325·1093
i5 = 11
5·5087·10889
237·323·1093
i6 = 5·11
3·39330808093
236·322·1093
XC113 i1 =
−1
253·327·1133
i2 = 13·61257·329·1133
i3 = −19·23·269243·324·1133
i4 = −836063239·325·1133
i5 = 5·13·38562143237·3231133
i6 = −11·37·62711911236·322·1133
XA127 i1 =
719
253·327·1273
i2 = −43·71
7·139
257·329·1273
i3 = 7·71
6·13933
240·3241273
i4 = −7·71
5·23840251
241·325·1273
i5 = 13·71
4·1336920521
238323·1273
i6 = 53·71
3·607·3251·26681
236·322·1273
XB139 i1 =
−179
253·327·1393
i2 = 13·17
7·349
257·3291393
i3 = −7·17
6·41·367
243·324·1393
i4 = −7·17
5·2835667
240·325·1393
i5 = 5·7·17
5·383·12161
234·323·1393
i6 = 7·11·17
3·53·149854519
236·322·1393
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Kurve Invarianten
XA149 i1 =
839
253·327·1493
i2 = 83
7·1823
257·329·1493
i3 = 5·83
6·239·947
241·324·1493
i4 = 83
5·432110321
241·325·1493
i5 = 7·83
4·236140337759
238·323·1493
i6 = 5·7·17·23·83
3·239·853·58049
236·322·1493
XA151 i1 =
79
253·327·1513
i2 = −7
7·17·617
257·329·1513
i3 = 7
6·23·251·577
243·324·1513
i4 = 7
5·11·1621·5087
240·325·1513
i5 = −7
4·31·37·113·587·6733
237·323·1513
i6 = 7
3·38767·945648167
236·322·1513
XB169 i1 =
518
253·327·136
i2 = −5
14·7·79
257·329·136
i3 = 5
12·155887
243·324·136
i4 = 5
10·11·216829
239·325·136
i5 = 5
8·131·463·69847
237·323·136
i6 = 5
8·89·162518641
236·322·136
XB179 i1 =
−179
253·327·1793
i2 = 17
8·89
257·329·1793
i3 = 5
3·13·177
241·324·1793
i4 = −7·17
6·89·227
241·325·1793
i5 = 17
5·41·2478937
238·323·1793
i6 = −17
3·36829407137
236·322·1793
XE187 i1 =
79
244·327·113·174
i2 = −7
7·59
248·329·113·173
i3 = 5·7
6·157·283
235·324·113·174
i4 = −7
5·13·16456963
236·325·113·174
i5 = 7
4·111770067821
234·323·113·174
i6 = −7
3·37·131·181·101419
232·322·113·174
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Kurve Invarianten
XF203 i1 =
74·179
253·327·293
i2 = 5
3·72·177·283
257·329·293
i3 = 5·7·17
6·353·29327
243·324·293
i4 = 7
2·175·487·216577
240·325·293
i5 = 17
4·6737·8849·359417
236·323·7·293
i6 = 17
3·149·131679238350523
236·322·72·293
XA217 i1 =
59·2279
253·355·73·313
i2 = −5
8·2277·342821
257·357·73·313
i3 = 5
6·2276·439·3871663
239·352·73·313
i4 = 5
5·19·113·2275·3181·4410097
241·353·73·313
i5 = 5
4·2274·3264116968231423459
238·351·73·313
i6 = 5
3·2273·11320571·514794731537767
236·350·73·313
XA239 i1 =
59·79
253·327·2393
i2 = −5
7·77·433
257·329·2393
i3 = −5
6·76·43963
239·324·2393
i4 = −5
5·75·509·112481
241·325·2393
i5 = −5
4·74·27827·3496799
238·323·2393
i6 = −5
4·73·68503144613
236·322·2393
XA295 i1 =
−119
253·327·53·593
i2 = 11
7·13·181
257·329·53·593
i3 = −7·11
6·23203
242·324·53·593
i4 = −7
2·115·370631
241·325·53·593
i5 = 7·11
5·19·769·2287
238·323·52·593
i6 = −7·11
3·197·415664659
236·322·53·593
XC329 i1 =
−199
253·327·73·473
i2 = 5·19
7·1181
257·329·73·473
i3 = −19
6·29·61·67
240·324·73·473
i4 = −13·19
5·701·7723
241·325·73·473
i5 = 19
4·163061001821
238·323·73·473
i6 = 5·19
3·41·7369·904573
236·322·73·473
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Kurve Invarianten
XD369 i1 =
79
244·318·413
i2 = −7
7·97
248·321·413
i3 = 7
6·6353
236·316·413
i4 = 7
5·73·31337
236·318·413
i5 = 7
4·43·4662331
234·315·413
i6 = −7
3·1307·1601·5303
232·316·413
XE369 i1 =
79
244·318·413
i2 = −7
7·97
248·321·413
i3 = 7
6·6353
236·316·413
i4 = 7
5·73·31337
236·318·413
i5 = 7
4·43·4662331
234·315·413
i6 = −7
3·1307·1601·5303
232·316·413
XA388 i1 =
−1
246·327·973
i2 = −233250·329·973
i3 = 5293513241·324·973
i4 = 624203235·325·973
i5 = 71·3533·300997238·323·973
i6 = −29·409326261863236·322·973
XB436 i1 =
1819
237·318·1114·1093
i2 = −5·23·113·181
7
242·320·1114·1093
i3 = 181
6·4727066557
235·315·1114·1093
i4 = 181
5·499·56343733
233·315·1114·1093
i5 = 151·181
4·381481·538018951
234·314·1114·1093
i6 = 181
3·239273·480133·133676033
232·314·1114·1093
XA452 i1 =
319
210·341·1133
i2 = 13·17·31
7·521
221·343·1133
i3 = 31
6·157·336931631
217·338·1133
i4 = 5·31
5·71·53551058051
218·339·1133
i5 = 5·31
4·774401181277897891
222·337·1133
i6 = 7·23·31
3·421·10301727084532427
222·336·1133
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Kurve Invarianten
XE475 i1 =
30679
253·327·56·193
i2 = 479·3067
7·15937
257·329·56·193
i3 = 193·3067
6·115419877
239·324·56·193
i4 = 41·3067
5·41903·2234129
237·325·54·193
i5 = 13·397·479·3067
4 ·6619·8887·25349
232·323·56·193
i6 = 3067
3·1587899065951933060901
229·322·55·193
XG475 i1 =
30679
253·327·56·193
i2 = 479·3067
7·15937
257·329·56·193
i3 = 193·3067
6·115419877
239·324·56·193
i4 = 41·3067
5·41903·2234129
237·325·54·193
i5 = 13·397·479·3067
4 ·6619·8887·25349
232·323·56·193
i6 = 3067
3·1587899065951933060901
229·322·55·193
XB511 i1 =
59·379·431339
253·330·78·1114·733·10114
i2 = −5
8·377·263·431337·197689·6021091
257·332·78·1114·733·10114
i3 = 5
6·13·376·431336·142702121·25535098000501
243·328·78·1114·733·10114
i4 = 5
5·17·375·577·431335·3563719·164875199·160402791737
239·328·78·1114·733·10114
i5 = −5
4·132·374·431334·41153760466703282853288413280589099
233·324·78·1114·733·10114
i6 = −5
3·373·431333·688333·28685999·3031471393386674295606558437642759
236·326·78·1114·733·10114
XH567 i1 =
54
253·39·73
i2 = 5·17257·312·73
i3 = 5·3821242·38·73
i4 = 17·8363241·39·5·73
i5 = 5
2·313
238·36·73
i6 = −19·83·11119236·37·52·73
XA596 i1 =
3599
255·327·1493
i2 = 13·23·73·359
7
257·329·1493
i3 = 23·359
6·89348191
247·324·1493
i4 = 5
2·3595·39644905697
245·325·1493
i5 = 47·359
4·370708577229919
242·323·1493
i6 = 13·19·359
3·16529·794641·2599117
240·322·1493
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Kurve Invarianten
XI637 i1 =
59·539
244·341·77·135
i2 = 5
7·537·103·6287
248·343·77·135
i3 = −5
7·17·536·854383
237·338·75·135
i4 = −5
5·535·3319·2226319
236·339·74·135
i5 = −5
4·19·534·83·150270627149
234·337·74·135
i6 = 5
4·17·533·67·101·25928164139
232·336·73·135
XH656 i1 =
−37339
2105·327·413
i2 = −5·3733
7·406177
2107·329·413
i3 = −7·149·3733
6·16879·167393
297·324·413
i4 = −5
3·103·199·743·37335 ·8299073
295·325·413
i5 = −3733
4·405401·27712897·133880407
291·323·413
i6 = −5·1999·3733
3·443533·46191865920463
289·322·412
XB712 i1 =
79·179·2939
250·327·1114·4714·893
i2 = −7
7·13·177·2937·69188363
247·329·1114·4714·893
i3 = −7
6·176·131·2936·1566637·4274128217
245·324·1114·4714·893
i4 = −5·7
5·175·2935·18553·1577539·228276891527
242·325·1114·4714·893
i5 = 5·7
4·174·2934·167708407·5945094836922119845873
240·323·1114·4714·893
i6 = −7
3·173·2933·1074361·4594141567·5718478988993520877
235·322·1114·4714·893
XB776 i1 =
−59·2819
228·39·973·27714
i2 = −5
7·7107·163·2817·3583
236·312·973·27714
i3 = 5
6·233·2816·5501·1708780933
229·310·973·27714
i4 = −5
5·7·2815·206942796061260631
228·311·973·27714
i5 = 5
5·43·2814·693757·227889956800771
230·38·973·27714
i6 = 5
3·7·2813·9830587851677779315025301731
229·310·973·27714
XH855 i1 =
1
253·318·53·194
i2 = −419257·321·53·194
i3 = −23·53243·316·53·194
i4 = −11551239·318·53·194
i5 = 97·1459236·315·52·194
i6 = 11·23·41·15773236·315·53·194
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Kurve Invarianten
XK855 i1 =
1
253·318·53·194
i2 = −419257·321·53·194
i3 = −23·53243·316·53·194
i4 = −11551239·318·53·194
i5 = 97·1459236·315·52·194
i6 = 11·23·41·15773236·315·53·194
XD1175 i1 =
299
253·327·56·473
i2 = −7·29
7·79
257·329·56·473
i3 = 29
6·47119
238·324·56·473
i4 = 11·29
5·138661
241·325·54·473
i5 = 13·29
4·449·2791·3221
237·323·56·473
i6 = 29
3·37·43·233·653·6823
236·322·55·473
XE1175 i1 =
299
253·327·56·473
i2 = −7·29
7·79
257·329·56·473
i3 = 29
6·47119
238·324·56·473
i4 = 11·29
5·138661
241·325·54·473
i5 = 13·29
4·449·2791·3221
237·323·56·473
i6 = 29
3·37·43·233·653·6823
236·322·55·473
XP1215 i1 =
−1
253·315·59
i2 = −7257·317·59
i3 = −431242·312·59
i4 = 6571241·313·59
i5 = 563232·310·58
i6 = −71·155723236·311·59
XH1308 i1 =
79·1679
237·342·512·1093
i2 = −7
8·103·1677·2287
241·344·512·1093
i3 = 7
7·11·1676·3971210053
235·339·512·1093
i4 = −7
5·113·1675·787·17657·52301
233·340·511·1093
i5 = 7
4·163·1674·68819·1639520011631
232·338·511·1093
i6 = 7
3·11·1673·307·65484401·1299470603113
231·337·512·1093
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Kurve Invarianten
XC1376 i1 =
−1799
265·327·433
i2 = 179
7·1447
267·329·433
i3 = −37·179
6·227·7237
257·324·433
i4 = 179
5·257·3389·4861
255·325·433
i5 = 127·179
4·773·59559133
251·323·433
i6 = 179
3·24851·34961·667697
249·322·433
XD1376 i1 =
−1799
265·327·433
i2 = 179
7·1447
267·329·433
i3 = −37·179
6·227·7237
257·324·433
i4 = 179
5·257·3389·4861
255·325·433
i5 = 127·179
4·773·59559133
251·323·433
i6 = 179
3·24851·34961·667697
249·322·433
XN1421 i1 =
74·179
253·327·293
i2 = 5
3·72·177·283
257·329·293
i3 = 5·7·17
6·353·29327
243·324·293
i4 = 7
2·175·487·216577
240·325·293
i5 = 17
4·6737·8849·359417
236·323·7·293
i6 = 17
3·149·131679238350523
236·322·72·293
XH1424 i1 =
79·179·2939
250·327·1114·4714·893
i2 = −7
7·13·177·2937·69188363
247·329·1114·4714·893
i3 = −7
6·176·131·2936·1566637·4274128217
245·324·1114·4714·893
i4 = −5·7
5·175·2935·18553·1577539·228276891527
242·325·1114·4714·893
i5 = 5·7
4·174·2934·167708407·5945094836922119845873
240·323·1114·4714·893
i6 = −7
3·173·2933·1074361·4594141567·5718478988993520877
235·322·1114·4714·893
XC1475 i1 =
−119
253·327·53·593
i2 = 11
7·13·181
257·329·53·593
i3 = −7·11
6·23203
242·324·53·593
i4 = −7
2·115·370631
241·325·53·593
i5 = 7·11
5·19·769·2287
238·323·52·593
i6 = −7·11
3·197·415664659
236·322·53·593
128 Modulare Kurven und modulare Jacobische der Dimension 3
Kurve Invarianten
XC1519 i1 =
59·2279
253·355·73·313
i2 = −5
8·2277·342821
257·357·73·313
i3 = 5
6·2276·439·3871663
239·352·73·313
i4 = 5
5·19·113·2275·3181·4410097
241·353·73·313
i5 = 5
4·2274·3264116968231423459
238·351·73·313
i6 = 5
3·2273·11320571·514794731537767
236·350·73·313
XC1552 i1 =
−59·2819
228·39·973·27714
i2 = 5
7·7·107·163·2817·3583
236·312·973·27714
i3 = 5
6·233·2816·5501·1708780933
229·310·973·27714
i4 = −5
5·7·2815·206942796061260631
228·311·973·27714
i5 = 5
5·43·2814·693757·227889956800771
230·38·973·27714
i6 = −5
3·7·2813·9830587851677779315025301731
229·310·973·27714
XF1552 i1 =
−1
246·327·973
i2 = −233250·329·973
i3 = 5293513241·324·973
i4 = 624203235·325·973
i5 = 71·3533·300997238·323·973
i6 = −29·409326261863236·322·973
XB1681 i1 =
−1019
253·327·416
i2 = 5
2·7·1017·127
257·329·416
i3 = 23·97·101
6·727
242·324·416
i4 = −101
5·661·413579
241·325·416
i5 = 101
4·1549·384738751
238·323·416
i6 = −5
2·1013·1931·15739·86689
236·322·416
XK1744 i1 =
1819
237·318·1114·1093
i2 = −5·23·113·181
7
242·320·1114·1093
i3 = 181
6·4727066557
235·315·1114·1093
i4 = 181
5·499·56343733
233·315·1114·1093
i5 = 151·181
4·381481·538018951
234·314·1114·1093
i6 = 181
3·239273·480133·133676033
232·314·1114·1093
5.2 Modulare Jacobische der Dimension 3 129
Kurve Invarianten
XI1808 i1 =
319
210·341·1133
i2 = 13·17·31
7·521
221·343·1133
i3 = 31
6·157·336931631
217·338·1133
i4 = 5·31
5·71·53551058051
218·339·1133
i5 = 5·31
4·774401181277897891
222·337·1133
i6 = 7·23·31
3·421·10301727084532427
222·336·1133
XG1900 i1 =
58819
246·327·52·193·3714
i2 = 11·5881
7·34719863
250·329·53·193·3714
i3 = 941·1753·5881
6 ·5267096059
241·324·54·193·3714
i4 = 13·227·463·1579·5881
5 ·7617975877
236·325·54·193·3714
i5 = 571·5881
4·1817952414429245682273271
238·323·55·193·3714
i6 = 11
2·58813·7274639·111288413366594193869057
236·322·56·193·3714
XI1900 i1 =
58819
246·327·52·193·3714
i2 = 11·5881
7·34719863
250·329·53·193·3714
i3 = 941·1753·5881
6 ·5267096059
241·324·54·193·3714
i4 = 13·227·463·1579·5881
5 ·7617975877
236·325·54·193·3714
i5 = 571·5881
4·1817952414429245682273271
238·323·55·193·3714
i6 = 11
2·58813·7274639·111288413366594193869057
236·322·56·193·3714
XP2057 i1 =
79
244·327·113·174
i2 = −7
7·59
248·329·113·173
i3 = 5·7
6·157·283
235·324·113·174
i4 = −7
5·13·16456963
236·325·113·174
i5 = 7
4·111770067821
234·323·113·174
i6 = −7
3·37·131·181·101419
232·322·113·174
XG2303 i1 =
−199
253·327·73·473
i2 = 5·19
7·1181
257·329·73·473
i3 = −19
6·29·61·67
240·324·73·473
i4 = −13·19
5·701·7723
241·325·73·473
i5 = 19
4·163061001821
238·323·73·473
i6 = 5·19
3·41·7369·904573
236·322·73·473
130 Modulare Kurven und modulare Jacobische der Dimension 3
Kurve Invarianten
XD2332 i1 =
−899·256339
245·327·114·1728·534
i2 = 7·89
7·5107·256337·41317517
250·329·114·1728·534
i3 = −89
6·2857·256336·2148527·3056961798049
243·324·114·1728·534
i4 = −89
5·1033·256335·1928593721·469821080308193
236·325·114·1728·534
i5 = −89
4·127·167·1013·4241·256334 ·135719·105716509·48398472322229
242·323·114·1728·534
i6 = −5·89
3·491·1481·256333·77979497·548154071828537491563697735517
240·322·114·1728·534
XF2384 i1 =
3599
255·327·1493
i2 = 13·23·73·359
7
257·329·1493
i3 = 23·359
6·89348191
247·324·1493
i4 = 5
2·3595·39644905697
245·325·1493
i5 = 47·359
4·370708577229919
242·323·1493
i6 = 13·19·359
3·16529·794641·2599117
240·322·1493
XQ2432 i1 =
79·3539
267·341·193
i2 = 7
7·3537·343193
269·343·193
i3 = 7
6·13·3536·1091221199
259·338·192
i4 = 7
5·3535·8897857·47113439
257·339·193
i5 = 5
2·74·53·61·3534·1414211·162129559
253·337·193
i6 = 5·7
3·17·131·3533·6821753·579475796821
251·336·193
XT2432 i1 =
79·3539
267·341·193
i2 = 7
7·3537·343193
269·343·193
i3 = 7
6·13·3536·1091221199
259·338·192
i4 = 7
5·3535·8897857·47113439
257·339·193
i5 = 5
2·74·53·61·3534·1414211·162129559
253·337·193
i6 = 5·7
3·17·131·3533·6821753·579475796821
251·336·193
XF2436 i1 =
6833179
277·332·76·1314·293
i2 = 11·31·683317
7·4586347
279·332·75·1314·293
i3 = 17·43
2·53·1747·6833176 ·5567211887
269·329·76·1314·293
i4 = 419·647·683317
5 ·17493709·7511015087
267·328·74·1314·293
i5 = 47·199·147937·683317
4 ·7244515610259779411941
263·325·76·1314·293
i6 = 5
2·31·199·6833173 ·869616719123·23481259720011791
261·322·73·1314·293
5.2 Modulare Jacobische der Dimension 3 131
Kurve Invarianten
XP2624 i1 =
−37339
2105·327·413
i2 = −5·3733
7·406177
2107·329·413
i3 = −7·149·3733
6·16879·167393
297·324·413
i4 = −5
3·103·199·743·37335·8299073
295·325·413
i5 = −3733
4·405401·27712897·133880407
291·323·413
i6 = −5·1999·3733
3·443533·46191865920463
289·322·412
XS2624 i1 =
−37339
2105·327·413
i2 = −5·3733
7·406177
2107·329·413
i3 = −7·149·3733
6·16879·167393
297·324·413
i4 = −5
3·103·199·743·37335·8299073
295·325·413
i5 = −3733
4·405401·27712897·133880407
291·323·413
i6 = −5·1999·3733
3·443533·46191865920463
289·322·412
XS3179 i1 =
79
244·327·113·174
i2 = −7
7·59
248·329·113·173
i3 = 5·7
6·157·283
235·324·113·174
i4 = −7
5·13·16456963
236·325·113·174
i5 = 7
4·111770067821
234·323·113·174
i6 = −7
3·37·131·181·101419
232·322·113·174
XT3179 i1 =
79
244·327·113·174
i2 = −7
7·59
248·329·113·173
i3 = 5·7
6·157·283
235·324·113·174
i4 = −7
5·13·16456963
236·325·113·174
i5 = 7
4·111770067821
234·323·113·174
i6 = −7
3·37·131·181·101419
232·322·113·174
XI3318 i1 =
50399
268·326·75·1114·793
i2 = 5039
7·108037997
272·327·75·1114·793
i3 = 5·5039
6·26723·4704853
255·322·75·1114·793
i4 = 431·5039
5·34877·233430233
253·322·75·1114·793
i5 = 5·17·5039
4·6682507101602677
244·320·73·1114·793
i6 = 2267·5039
3·92581·8103353·13904729
242·320·73·1114·793
132 Modulare Kurven und modulare Jacobische der Dimension 3
Kurve Invarianten
XK3400 i1 =
6539·2200139
250·318·56·173·5914·64714
i2 = −7·653
7·5279·2200137 ·55112715491
250·320·56·173·5914·64714
i3 = 653
6·2200136·4087442755638681469230822553
245·316·56·173·5914·64714
i4 = −7·29·653
5·12941·2200135 ·1781180730649146639908026951
242·316·54·173·5914·64714
i5 = −653
4·2803·2200134·40160863·5402404159433201·27562324861235273
240·313·56·172·5914·64714
i6 = −19·97·653
3·59707·2200133 ·181323953·647642427644929613139120743606504611
236·314·54·173·5914·64714
XQ3400 i1 =
6539·2200139
250·318·56·173·5914·64714
i2 = −7·653
7·5279·2200137 ·55112715491
250·320·56·173·5914·64714
i3 = 653
6·2200136·4087442755638681469230822553
245·316·56·173·5914·64714
i4 = −7·29·653
5·12941·2200135 ·1781180730649146639908026951
242·316·54·173·5914·64714
i5 = −653
4·2803·2200134·40160863·5402404159433201·27562324861235273
240·313·56·172·5914·64714
i6 = −19·97·653
3·59707·2200133 ·181323953·647642427644929613139120743606504611
236·314·54·173·5914·64714
XE3577 i1 =
59·379·431339
253·330·78·1114·733·10114
i2 = −5
8·377·263·431337·197689·6021091
257·332·78·1114·733·10114
i3 = 5
6·13·376·431336·142702121·25535098000501
243·328·78·1114·733·10114
i4 = 5
5·17·375·577·431335·3563719·164875199·160402791737
239·328·78·1114·733·10114
i5 = −5
4·132·374·431334·41153760466703282853288413280589099
233·324·78·1114·733·10114
i6 = −5
3·373·431333·688333·28685999·3031471393386674295606558437642759
236·326·78·1114·733·10114
XAA3718 i1 =
133·4417139
2105·327·114·2314
i2 = −7·13
3·859·4417137·3514123
2107·329·114·2314
i3 = 13
2·449·4463·6211·4417136 ·1913257757
297·324·114·2314
i4 = 7
2·132·557·1327·4417135 ·321037206283012393
295·325·114·2314
i5 = 13
2·47·4417134·3427397·20815969·31870960750395253
291·323·114·2314
i6 = 7·13·31·887·4483·441713
3 ·1767307·8477687·45150242491501417
289·322·114·2314
XO3757 i1 =
59·176·379·145379
253·327·714·133·40914
i2 = −5
7·175·377·59·8867·145377 ·109899089
257·329·714·133·40914
i3 = 5
7·174·376·145376·33704049305154849133
242·324·712·133·40914
i4 = −5
5·175·375·145375·1627729416107846987466929
241·325·711·133·40914
i5 = 5
4·173·374·2699·145374·415133·22251582641503569502656113
236·323·711·133·40914
i6 = 5
3·172·373·139·145373·28021271·13194547068301·1569599695257109441
236·322·79·133·40914
5.2 Modulare Jacobische der Dimension 3 133
Kurve Invarianten
XO3924 i1 =
79·1679
237·342·512·1093
i2 = −7
8·103·1677·2287
241·344·512·1093
i3 = 7
7·11·1676·3971210053
235·339·512·1093
i4 = −7
5·113·1675·787·17657·52301
233·340·511·1093
i5 = 7
4·163·1674·68819·1639520011631
232·338·511·1093
i6 = 7
3·11·1673·307·65484401·1299470603113
231·337·512·1093
XQ3969 i1 =
54
253·39·73
i2 = 5·17257·312·73
i3 = 5·3821242·38·73
i4 = 17·8363241·39·5·73
i5 = 5
2·313
238·36·73
i6 = −19·83·11119236·37·52·73
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