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Very recently, one of the most biggest agenda issues is to provide the proof of quantum computa-
tional speedup, particularly with a prospect for near-term uses. However, many quantum algorithms
are beyond the reach of noisy intermediate-scale quantum (NISQ) realization. This is mainly be-
cause of the requirement of excessively large superposition and massive quantum circuit. Hence,
we propose a (say) “NISQ-compatible” algorithm for one of the crucial problems in computation
and modern cryptography, the learning-with-errors (LWE) problem. We base an approach on the
divide-and-conquer, wherein a large core process is subdivided into smaller subprocesses. For a
specific error distribution and problem condition, it is shown that the proposed quantum LWE al-
gorithm allows the use of exponentially less-superposed quantum samples and operation overheads
are reduced, while achieving polynomial sample complexity.
Introduction.—Quantum computation has enabled cer-
tain problems that are prohibitively hard in classical
regime to be tractable. Such achievements are becoming
a reality even for intermediate-scale (e.g., only a few hun-
dreds of) noisy qubits [1]. Thus, we have clear research
directions on the quantum computation—those seeking
the evidence of the quantum speedup while pursuing the
achieved speedups to be proved with near-term devices,
styled as noisy intermediate-scale quantum (NISQ) com-
puters [2]. Such a trend enables us to progress to the
next stage of quantum supremacy [1, 3, 4].
The current agenda for quantum computation is to
study and develop new algorithms that are capable of ex-
ecuting tangible quantum speedup, namely with neither
an excessively large superposition nor massive quantum
circuit. For example, one can use a classical-quantum hy-
brid approach, called the variational method [5, 6]. Very
recently, it has been applied to the quantum linear solver
(often referred to as “HHL”) [7, 8] and quantum support-
vector machine [9, 10], which are important in the emerg-
ing field of quantum machine learning. However, only a
few algorithms have been conducted and proved success-
ful in this context [11, 12].
From the above perspective, we devise an algorithm
for a long-standing problem in computation, called the
learning-with-errors (LWE) problem, which is one of the
most influential problems in post-quantum cryptogra-
phy [13, 14], as it is believed to be intractable even in
quantum settings. We base our approach on the “divide-
and-conquer” strategy, wherein a large core process is
subdivided into smaller subprocesses. Consequently, it
reduces both the superposition of quantum samples and
algorithmic process overheads. This reduction is shown
to be exponential, e.g., compared to Ref. [15]. It is also
proved that our algorithm allows polynomial sample and
time complexities, whereas the sub-exponential complex-
ities are best suited in the classical regime [16].
LWE problem.—The LWE problem is defined as fol-
lows: First, a set of samples {(a, a · s+ ηa(mod q))}
is given, where a = a0a1 · · · an−1 ∈ Fnq and a · s +
ηa(mod q) ∈ Fq are the input and output data, re-
spectively. Then, the task is to recover the “hidden”
s = s0s1 · · · sn−1 ∈ Fnq in the presence of errors ηa drawn
from a distribution χ over Fq. Here, Fq is a finite field
of order q, and Fnq denotes the set of all its n-tuples. If
there exist no errors on the samples, i.e., ηa = 0 (∀a), s
can be found by using only O(n) samples. For example,
one can construct a linear equation Aˆx = b using n sam-
ples {(ai, bi = ai · s(mod q))}n−1i=0 , where Aˆ is an n-by-n
matrix whose elements Aij are the fractions aj of ai in
the i-th sample and b = (b0, b1, . . . , bn−1)T . Then, by
calculating x = Aˆ−1b, the sj ’s can be obtained for every
j; and s is recovered [29]. However, the LWE problem is
difficult to solve due to the errors [13, 14, 17–19].
A promising method for achieving quantum speedup
in the LWE problem (or other related problems) would
be to employ largely superposed quantum samples with
the ability to process quantum parallelism such that
|Ψ〉 = 1√|V |
∑
a∈V
|a〉
D
|a · s+ ηa(mod q)〉A , (1)
where V ⊆ Fnq and |V | is the cardinality of V . How-
ever, the preparation of such a state, e.g., by employing
an imaginary quantum-gadget called quantum random-
access memory (QRAM) [1, 21], demands excessively
high computational costs, and it could offset the achieved
speedup (see Sec. S1 of Supplementary Information or
Ref. [22]). In fact, we have reservations on whether the
LWE hardness can be reduced with the quantum sample
in the form of Eq. (1).
Proposed LWE algorithm.—We propose an algorithm
for the LWE problem with regard to the issue noted
above. Before starting, the error model has to be speci-
fied because the efficiency of the LWE algorithms depend
2on it. Here, we consider an error model, i.e., the distri-
bution χ, as being discrete uniform or Gaussian with an
interval [−ξ, ξ] around zero; thus, |ηa| ≤ ξ [30]. Here, we
set ξ = αq with a small factor α ≪ 1 and the order of q
is assumed to be higher than O(poly(n)). Such an error
model is often applied [13, 23].
We design the algorithm based on the divide-and-
conquer strategy: the system of a = a0a1 · · · an−1 ∈ Fnq
is partitioned into n subsystems of scale Fq; hence, n q-
qudits are processed instead of a qn-qudit. For this, we
make an input such as (0, . . . , a′j , . . . , 0)
T with the sum-
mations of n number of original samples. Specifically, we
perform the straightforward Gaussian elimination by us-
ing the matrix Aˆ and b. Subsequently, the correct label
b′j = a
′
jsj + η
′
j for a
′
j , which is the j-th element of b
′,
is determined. Here, b′ is the vector that results from
the Gaussian elimination. This step is commonly intro-
duced in classical (i.e., BKW-based) algorithms [16]. For
the problem length n, a (new) pair (a′j , b
′
j = a
′
jsj + η
′
j)
can be determined by (at most) O(n3) summations of
the original samples. Then, by preparing O(|vj |) pairs,
we can write a less-superposed quantum sample fo the
divide-and-conquer strategy:
|ψj〉 = 1√|vj |
∑
a′j∈vj
∣∣a′j〉D ∣∣a′jsj + η′j〉A , (2)
with vj ⊆ V satisfying |vj | ≤ q ≪ |V |. However, we note
that the sum of the errors will also increase, and we have∣∣η′j∣∣ ≤ ξ′ = κξ with κ = O(n3). Therefore, our error
model becomes a bit more specified with the condition
ξ′ = κξ ≪ q, or equivalently, α≪ κ−1.
We now illustrate the implementation of the algo-
rithm. Given |ψj〉 as in Eq. (2), we run a subroutine
of the Bernstein-Vazirani (BV) kernel [24], denoted as
BV(|ψj〉). Here, BV(|ψj〉) consists of two QFTq, each of
which is applied to the j-th partitioned D and A , where
QFTq denotes the q-dimensional quantum Fourier trans-
form, i.e., QFTq |j〉 = 1√q
∑q−1
k=0 ω
jk |k〉 with ω = ei 2πq .
After performing BV(|ψj〉), we measure the states of D
and A . Then, we obtain the j-th candidate s˜j , which
is subject to an M -trial test, denoted as T (s˜j ,M), to
check whether s˜j is acceptable. If T (s˜j ,M) is completed
by accepting s˜j = sj , we go on to other j. Otherwise,
if T (s˜j ,M) fails, then BV(|ψj〉) is rerun with a different
|ψj〉 to find and test the other s˜j values. These pro-
cesses, namely, the steps for BV(|ψj〉) and T (s˜j ,M), are
repeated up to L ≤ q times for different candidates s˜j
until one of them is accepted [31]. If we accept s˜j for
every j, then s˜0s˜1 · · · s˜n−1 is identified as the solution s.
Otherwise, the algorithm retrieves a ‘failure’. Note that
s = s˜0s˜1 · · · s˜n−1 is dismissed if even one s˜j (among n) is
neither believed as nor equal to the true fraction sj of s.
The M -trial test T (s˜j ,M) is performed as follows:
[T.1] Prepare a ‘deterministic’ (i.e., not superposed
or classical) test sample |tj〉D
∣∣tjsj + η′j〉A using the
other n classical samples. Here, tj is also arbitrar-
ily chosen. [T.2] Evaluate ∆j =
∣∣(tjsj + η′j)− tj s˜j∣∣ =∣∣tj(sj − s˜j) + η′j∣∣ after measuring |tj〉D and ∣∣tjsj + η′j〉A .
Note that when s˜j = sj , the condition ∆j =
∣∣η′j ∣∣ ≤ ξ′ is
always true. Thus, if ∆j ≤ ξ′, the steps [T.1] and [T.2]
continue by preparing other deterministic test samples.
When the candidate s˜j satisfies ∆j ≤ ξ′ for M different
test samples, T (s˜j ,M) passes accepting s˜j = sj ; other-
wise, T (s˜j ,M) fails. Here, the probability of satisfying
∆j ≤ ξ′ even s˜j 6= sj is at most 2ξ
′+1
q
≃ 2κα + 1
q
be-
cause if the η′j in a test sample does not belong within
[−ξ′, ξ′], the condition ∆j ≤ ξ′ can never be satisfied for
s˜j 6= sj . Thus, the probability that we mistakenly accept
a candidate s˜j for any j is
(
2κα+
1
q
)M
≈ (2κα)M , (3)
where O(κα) does not decay faster than O(q−1) because
α≪ κ−1 = O(n−3).
Analysis.—Now, we describe the details of the pro-
posed algorithm and analyze its computational perfor-
mance. First, consider the sample state |ψj〉 in Eq. (2).
Here, if we assume that there exist no errors, i.e., η′j = 0,
by applying BV(|ψj〉), we have
1
q
√
q
∑
a′j∈Fq
∑
kj ,k⋆∈Fq
ωa
′
j(kj+sjk
⋆) |kj〉D |k⋆〉A
=
1√
q
∑
k⋆∈Fq
|−sjk⋆〉D |k⋆〉A , (4)
where we chose vj = Fq (thus, |vj | = q) and δ-function,
i.e., δkj ,−αsjk⋆ =
1
q
∑
a′j∈Fq ω
a′j(kj+αsjk
⋆) was used. Thus,
by measuring the states of D and A , we can immediately
find sj without any test as long as k
⋆ 6= 0 [32].
In the standard LWE problem, i.e., η′j 6= 0, after run-
ning BV(|ψj〉), the states of A are not perfectly corre-
lated to those of D . Instead, the states |kj〉D and |k⋆〉A
are correlated in the following manner:
1
q
√|vj |
∑
a′j∈vj
∑
kj ,k⋆∈Fq
ωa
′
j(kj+sjk
⋆)+η′jk
⋆ |kj〉D |k⋆〉A . (5)
Thus, it yields the candidate s˜j , which is generally not
equal to sj . Then, the probability, say P (s˜j = sj), that
s˜j is equal to sj is calculated by substituting kj = −sjk⋆
into Eq. (S14), such that
P (s˜j = sj) =
1
q2 |vj |
∥∥∥∥∥∥
∑
k⋆∈Fq
∑
a′j∈vj
ωη
′
jk
⋆ |−sjk⋆〉D |k⋆〉A
∥∥∥∥∥∥
2
≥ 1
q2 |vj |
∑
k⋆∈Fq

 ∑
a′j∈vj
Re
(
ωη
′
jk
⋆
)
2
(6)
3where Re(z) is the real part of the complex number z,
and the lower bound in the last line comes from a triv-
ial estimation |z|2 ≥ |Re(z)|2. Then, we can bound the
probability P (s˜j = sj), such that
P (s˜j = sj) ≥ γ |vj |
ξ′q
cos2 (2πγ). (7)
This lower bound follows from Re
(
ωη
′
jk
⋆
)
≥
cos
(
2πγ
|η′j|
ξ′
)
≥ cos (2πγ), where we let k⋆ ≤ ⌊γq
ξ′
⌉
with γ ∈ [0, 14), which leads to ∑k⋆∈Fq → ∑k⋆≤⌊ γqξ′ ⌉
(more detailed calculations are given in Sec. S2 of the
Supplementary Information).
It remains to be investigated whether the bounds on
the quantum sample and time complexities, i.e., O(n×L),
can be reduced. This can be achieved by analyzing the
possible results: (i) We can achieve s = s˜0s˜1 · · · s˜n−1 by
verifying s˜j = sj for every j, implying the success of
the algorithm. Here, let the probability of this overall
success be 1 − δ (for any δ ≥ 0). (ii) The algorithm can
return ‘failure’ to identify s with null output(s) for any j.
(iii) Another failure occurs when the algorithm accepts
s˜0s˜1 · · · s˜n−1 as solution s, even with s˜j 6= sj for any j.
First, let us analyze case (iii) by considering the
probability, denoted as Prob(iii), of mistakenly identi-
fying the solution s. From Eq. (3) and by noting that
s˜0s˜1 · · · s˜n−1 6= s if even one s˜j (among n) is not equal to
sj , we can bound Prob(iii) such that
Prob(iii) ≤ L (2κα)M . (8)
Here, we expect that Prob(iii) reduces to 0 for large n.
Thus, we have to set the number M of test trials such
that (2κα)M decreases at least as fast as O(L−1) with
increasing n. Then, once s˜0, s˜1, . . . , s˜n−1 are accepted,
we can identify that s = s˜0s˜1 · · · s˜n−1 confidently.
Nevertheless, the algorithm can return ‘failure’ with
a certain probability, say Prob(ii). To analyze this, re-
call the result of Eq. (7); we can find that the prob-
ability of having a null output for any j is at most(
1− Cξ′−1)L ≃ δ
n
for large n, where C = γ cos2 (2πγ).
This approximation can be confirmed by letting
|vj | = O(q) (∀j) and L = Cξ′ ln n
δ
. (9)
Then, we can obtain the lower bound of the overall suc-
cess probability, denoted as Prob(i), such that
Prob(i) ≥
(
1− δ
n
)n
≃ 1− δ, (10)
or equivalently, the upper bound of the overall failure
probability as Prob(ii) ≤ δ.
Finally, we can state the quantum sample and time
complexities of our algorithm. Given the ξ-bounded error
distribution χ [23], the proposed algorithm can learn s
with a probability greater than 1−δ. As the total number
of quantum samples to complete learning is at most n×L,
the quantum sample complexity is given by O(nκξ log n
δ
)
with Eq. (9). Here, the factor α is required to be at least
as small as O(κ−1(log n
δ
)−1) since L ≤ q. Therefore, the
sample complexity is polynomial, adopting ξ = poly(n),
and it leads to O(poly(n, log n
δ
)) time complexity, with
κ = O(n3). We further note that the algorithm also
requires at mostM×L deterministic test samples, which
can be polynomial by letting M = O(log κξ), because
α is sufficiently small to permit L(2κα)M → 0; thus,
Prob(iii)→ 0 for large n.
The main reason behind this quantum speedup is the
quantum parallelism. Thus, no such polynomial sample
and time complexities would occur in a similar classical
regime or without using the superposed sample. For in-
stance, a (fully) classical method might be considered,
where s˜j = b
′
ja
′−1
j is directly used as the candidate
and T (s˜j ,M) is performed with classical test samples.
In this case, however, the probability P (s˜j = sj) be-
comes O(ξ′−n) (because b′ja
′−1
j has to be zero), and it
is carried over to the order of L. After all, the sam-
ple and time complexities become exponential with re-
spect to n. This problem is well known in classical LWE.
Alternatively, one may consider a deterministic sample
|ψj〉 =
∣∣a′j〉D ∣∣a′jsj + η′j〉A , which is not superposed but
still allowed to process the quantum parallelism by QFTq.
However, if no superposition is allowed in |ψj〉, or equiva-
lently, if |vj | = 1, the order of O(q−1) in the lower bound
of P (s˜j = sj) in Eq. (7) cannot be canceled out. Then,
we cannot bound the probability Prob(i) as in Eq. (10)
with L being larger than q, and consequently, the algo-
rithm does not work faithfully.
Discussion.—While the quantum advantage for the
LWE problem has been argued by employing the quan-
tum sample in the form of Eq. (1) [15], it requires ac-
cess to excessively large (i.e., of |V | = O(qn)) superpo-
sitions, e.g., through a multi-bit QRAM. For example,
a single run of log2 q
n-bit (primitive) QRAM requires
O(q
n
d ) operations with d-dimensional memory array. At
least in theory, it can be reduced to O(n log2 q) using
the bucket-brigade QRAM [1, 21]. However, it is unclear
whether the bucket-brigade QRAM is realizable, and al-
though promising, it remains rather controversial to call
it a prototype [25]. In fact, such a problem, i.e., achiev-
ing quantum speedup without using an excessively large
superposition or bucket-brigade QRAM, is currently one
of the most challenging issues in quantum computation.
Our divide-and-conquer LWE algorithm allows a lesser
degree (i.e., |vj | = O(q), ∀j) of superposition, requiring
only O(q
1
d ) operations for a QRAM call. Note that the
QRAM-call complexity is exponentially small compared
to the case where Eq. (1) is employed, even without us-
ing the bucket-brigade scheme; at the same time, our al-
gorithm has polynomial quantum sample and time com-
4Algorithm (Type) Sample/Time Complexity
Superposition Size
of Sample State
QRAM Complexity
(Primitive/Bucket Brigade)
Blum et al. [16] (classical) 2O(n/ logn) / 2O(n/ log n) – –
Lyubashevsky [26] (classical) n1+ε / O(2n/ log log n) (for q = 2) – –
Arora and Ge [27] (classical) 2O˜(n
2ε) / Ω(q2 log q) (for ε < 1
2
) – –
Grilo et al. [15] (quantum) O(ξ log 1δ ) / poly(n, log
1
δ ) (for ξ ≪ q) |V | = O(q
n) O(q
n
d ) / O(n log q) ops.
Ours (quantum) O(nκξ log n
δ
) / poly(n, log n
δ
) (for κξ ≪ q with κ = O(n3)) |vj | = O(q) (∀j) O(q
1
d ) / O(log q) ops.
TABLE I:Computational cost comparison among algorithms for LWE. The sample and time complexities are compared
for classical and quantum learning algorithms. Note that the results of Lyubashevsky’s algorithm is the case for q = 2—which
is often referred to as the LPN problem. O˜(·) is the soft-O, which is used to ignore the logarithm n. In the classical algorithms,
nε ≤ ξ is considered with ε ∈ (0, 1). ‘QRAM complexity’ refers to the number of required (interacting or switching) operations
to construct a quantum sample state, where ‘primitive’ and ‘bucket brigade’ indicate the type of QRAM. Variable d is the size
of the memory array to be accessed by the QRAM, and 1− δ is the lower bound of the success probability.
plexities [33]. Furthermore, the cost for implementing the
algorithm kernel, i.e., BV(|ψj〉), is small, requiring only
2 × O((log2 q)2) operations, although it should be run
n times to complete the algorithm—clearly, it is much
easier to execute a small circuit n times than an expo-
nentially large circuit once. The costs of the classical and
quantum LWE algorithms are compared in Table I.
However, we should also appreciate the limitation on
our quantum speedup claimed in Table I to place the im-
plication of our results in an appropriate context. First,
the Gaussian elimination should be performed (at least)
|vj | = O(q) times in order to use a quantum sample, as
presented in Eq. (2); it requires O(n × q) original classi-
cal samples and additional computation load. This task
changes the error condition: |ηa| ≤ ξ → |ηj |′ ≤ ξ′ = κξ
with κ = O(n3). Thus, it must be assumed that κξ ≪ q.
Second, the field order q can be higher than polyno-
mial in the problem length n. Thus, for example, if
q ∈ [2nǫ , 21+nǫ) for |ǫ| < 1 (as applied in a more stringent
cryptographic scenario [23]), the required size of super-
position (i.e., O(q)) becomes large again although it is
exponentially smaller than those of the original super-
position (i.e., O(qn)) in Eq. (1) [34]. In this case, it is
more suitable to use subexponential classical algorithms
(i.e., Refs. [16, 26, 27]) with O(n2 × q) original classi-
cal samples [35]. Consequently, for the error distribution
χ bounded by ξ = poly(n) and the field order q with
a magnitude at most polynomial in n but much larger
than ξ′ = O(n3)ξ [36], our algorithm can achieve tangi-
ble (or NISQ-compatible) quantum speedup. However, it
cannot be decisively claimed that LWE can be “solved”
with a quantum computer, as argued by Grilo et al.
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that the equations ai · s = bi are linearly independent and
Aˆ−1 exists. The (classical) cost for finding Aˆ−1 is at most
O(n3) [28].
[30] In the case of the learning parity with noise (LPN) prob-
lem, the error model is simplified such that ηa is 0 or 1
with probabilities 1−p or p, respectively. However, in this
work, we focus on the LWE by considering q > 2.
[31] Here, the condition L ≤ q is attributable to the fact that
the possible number of s˜j is q.
[32] Thus, the probability of identifying sj is 1 −
1
q
. There-
fore, only n repetitions of the above process allow finding
the solution s = s0s1 · · · sn−1 without any testing process,
where the number of required sample states is O( q
q−1
n)
and the algorithm takes O(poly(n)) time. This is compa-
rable to the well-studied classical results.
[33] Nevertheless, we indicate that the divide-and-conquer
strategy is not always successful. In fact, in the classical
LWE setting, it does not bring any improvement owing
to exponential decrease of the success probability in sam-
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al. [13, 14]
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tion “...if a quantum adversary has access to a particular
superposition of quantum states...” was applied.
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O(n2 × q) classical samples are required to complete the
algorithm
[36] This specific condition does not alter the LWE hardness
at all; thus, solving on a classical computer remains hard
and our results are sufficiently meaningful.
6S1. QRAM AND QUANTUM SAMPLE
Random-access memory (RAM) is used to interrogate a database in computation. Specifically, for a given memory
array, RAM reads memory location k specified by an address register and returns the allocated data, Dk. qRAM is
the quantum version of RAM and provides access to registers in superposition according to [1]
∑
k
βk |k〉 →
∑
k
βk |k〉 |Dk〉 . (S11)
Conventional design demands many quantum (interacting or switching) logic operations to run a qRAM (see Table II
of the main manuscript), and this issue is becoming a major topic on quantum computation [2, 3] and quantum
machine learning research [4–6].
The qRAM inevitably needs to prepare quantum samples (in the form of either Eq. (1) or Eq. (2) of the main
manuscript). A typical scenario is as follows. The qRAM runs for preparing the superposed input state, such that∑
k βk |k〉 →
∑
k βk |k〉 |xk〉 (refer to Eq. (S11)). It is assumed that the sampled (deterministic) input-data states |xk〉
are initially allocated to the k-th memory slot [7]. Then, input states |xk〉 are correlated with states |xk · s+ exk〉, in
superposition and with noise exk . Thus, we have∑
k
βk |k〉 |xk〉 |xk · s+ exk〉 , (S12)
which is used as quantum sample state. We can also consider another scenario, in which correlated states
|xk〉 |xk · s+ exk〉 are initially allocated in the memory slots, and the qRAM reads them out in superposition. Either
way, the qRAM should be incorporated into oracle OΨ, and we should call it to prepare the quantum sample state as
in Eq. (S12). Therefore, the efficiency of the quantum LWE algorithm hinges on the qRAM-call complexity.
S2. FURTHER DETAILS ON THE CALCULATION AND ANALYSIS IN THE MAIN MANUSCRIPT
Firstly, consider the sample state as in Eq. (3) of the main manuscript, i.e.
|ψj〉 = 1√|vj |
∑
a′j∈v
∣∣a′j〉D
∣∣∣a′j⌊(Aˆ−1b)j⌉(mod q)
〉
A
=
1√|vj |
∑
a′j∈v
∣∣a′j〉D ∣∣a′jsj + η′j〉A , (S13)
where η′j = a
′
j(Aˆ
−1
η)j represents the newly defined error, which is still bounded between −ξ and ξ. Then, after
running BV(|ψj〉), i.e., two QFTs, we attain the output as follows:
(
QFTq ⊗QFTq
) |ψj〉 = 1√|vj |
∑
a′j∈vj

 1√
q
∑
kj∈Fq
ωa
′
jkj |kj〉


D
⊗

 1√
q
∑
k⋆∈Fq
ω(a
′
jsj+η
′
j)k
⋆ |k⋆〉


A
=
1
q
√|vj |
∑
a′j∈vj
∑
kj∈Fq
∑
k⋆∈Fq
ωa
′
j(kj+sjk
⋆)+η′jk
⋆ |kj〉D ⊗ |k⋆〉A . (S14)
which is equal to Eq. (3) of the main manuscript. Here, if we assume the no-error condition, i.e., η′j = 0 (or equivalently,
η = null vector), by letting |vj | = q and using the delta function
δkj ,−sjk⋆ =
1
q
∑
a′j∈Fq
ωa
′
j(kj+sjk
⋆), (S15)
we can arrive at the perfectly correlated form as follows:
1
q
√
q
∑
a′j ,kj ,k
⋆∈Fq
ωa
′
j(kj+sjk
⋆) |kj〉D |k⋆〉A =
1√
q
∑
k⋆∈Fq
|−sjk⋆〉D |k⋆〉A . (S16)
7Then, by measuring the j-th data system, D , and the other system, A , we can directly find sj as long as k
⋆ 6= 0.
However, we cannot use the delta function, and the states |kj〉D and |k⋆〉A are not perfectly correlated as in Eq. (S16)
due to the error term η′jk
⋆. Therefore, Eq. (S14) allows a candidate fraction s˜j , which is generally not equal to the
true fraction sj ; and hence, for a certain |k⋆〉A , we can obtain sj only when the state |kj〉D measured in the system
D is equal to |−sjk⋆〉D . Here, we can calculate the success probability, denoted as P (s˜j = sj), that s˜j is equal to sj ,
by substituting kj = −sjk⋆ into Eq. (S14), as below:
P (s˜j = sj) =
1
q2 |vj |
∥∥∥∥∥∥
∑
k⋆∈Fq
∑
a′j∈vj
ωη
′
jk
⋆ |−sjk⋆〉D |k⋆〉A
∥∥∥∥∥∥
2
=
1
q2 |vj |
∑
k⋆∈Fq
∑
l⋆∈Fq
∣∣∣∣∣∣
∑
a′j∈vj
ωη
′
jk
⋆
∣∣∣∣∣∣
2
|〈−sjk⋆|−sjl⋆〉|2 |〈k⋆|l⋆〉|2︸ ︷︷ ︸
δ
−sjk
⋆,−sjl
⋆δk⋆,l⋆
=
1
q2 |vj |
∑
k⋆∈Fq
∣∣∣∣∣∣
∑
a′j∈vj
ωη
′
jk
⋆
∣∣∣∣∣∣
2
. (S17)
Using a trivial estimation |z|2 ≥ |Re(z)|2, here we find that
1
q2 |vj |
∑
k⋆∈Fq
∣∣∣∣∣∣
∑
a′j∈vj
ωη
′
jk
⋆
∣∣∣∣∣∣
2
≥ 1
q2 |vj |
∑
k⋆∈Fq

 ∑
a′j∈vj
Re
(
ωη
′
jk
⋆
)
2
. (S18)
Considering the error η′j in j-stage has to be smaller than ξ, we can use the following property
Re
(
ωη
′
jk
⋆
)
≥ cos
(
2πγ
η′j
ξ
)
≥ cos (2πγ), (S19)
with a factor γ ∈ [0, 14 ) and k⋆ ≤ γqξ . Note here that the factor γ ∈ [0, 14 ) is adopted for the calculation of Re
(
ωη
′
jk
⋆
)
in Eq. (S18), applying the periodic boundary condition, and it leads to
∑
k⋆∈Fq →
∑
k⋆≤⌊ γq
ξ
⌉ with k
⋆ ≤ γq
ξ
. Then, we
can attain the lower bound of P (s˜j = sj) (as in Eq. (7) of the main manuscript) such that
P (s˜j = sj) ≥ 1
q2 |vj |
∑
k⋆≤⌊ γq
ξ
⌉

 ∑
xj∈vj
Re
(
ωη
′
jk
⋆
)
2
≥ γ |vj |
ξq
cos2 (2πγ). (S20)
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