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Abstract
We show that a vector field in Rn can be reconstructed uniquely from the knowl-
edge of restricted Doppler and first integral moment transforms. The line complex
we consider consists of all lines passing through a fixed curve γ ⊂ Rn. The question
of reconstruction of a symmetric m-tensor field from the knowledge of the firstm+1
integral moments was posed by Sharafutdinov in his book (see pp. 78), “Integral
geometry of tensor fields,” Inverse and Ill-posed problems series, De Grutyer. In
this work, we provide an answer to Sharafutdinov’s question for the case of vector
fields from restricted data comprising of the first 2 integral moment transforms.
1 Introduction
The reconstruction of a symmetric m-tensor field f from its ray transform known along
all lines or along a sub-collection of lines in Rn is a very important problem. It has appli-
cations in several areas such as acoustic flow imaging using time-of-flight measurements
[33], non-destructive evaluation [34], deflection optical tomography to determine densi-
ties in supersonic expansions and flames [9], ocean tomography [28, 16], reconstruction
of velocity vector fields in blood vessels [18], boundary rigidity problem [27, 39, 42] and
photoelasticity [39]. Such a reconstruction problem can also be considered in the setting
of Riemannian manifolds, where integrals of a tensor field are considered over geodesics,
and has important applications in geophysics [39, 42, 43, 48].
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It is well known [39] that any symmetric m-tensor field can be decomposed uniquely
into a potential and a solenoidal component. The potential component of a symmetric
tensor field is always contained in the kernel of the ray transform. Thus one can only
hope to recover the solenoidal part of a symmetric m- tensor field from its ray transform.
Sharafutdinov [39] gave an explicit inversion formula to reconstruct the solenoidal part of
a symmetric m-tensor field from the knowledge of its ray transform over all lines in Rn.
For scalar functions (m = 0), the reconstruction problem is a classical one in mathematical
tomography. Beginning with the classical work of Radon [31] and of Cormack [5], there
are several inversion results; see [14] and the references therein. In the case of incomplete
data, there are several inversion results for different values of m [47, 7, 35, 36, 20, 40,
29, 17, 21, 6]. Vertgeim [49] gave a method to reconstruct the solenoidal part from the
associated ray transform over all lines intersecting a fixed curve. Denisjuk [8] showed for
n = 3 and anym that the solenoidal part of a tensor field can be recovered with an explicit
formula if its ray transform is known over all lines intersecting a fixed curve satisfying the
so called Kirillov-Tuy condition. The condition given on the curve in Denisjuk’s work is
less restrictive compared to the work of Vertgeim in the sense that required number of
intersection points of the curve and any hyperplane that intersects support of f is lesser.
The reconstruction of the solenoidal component in a Riemannian geometry setting has
been also extensively studied; see [30, 38, 39, 42, 43, 44, 48, 45]. Furthermore, approximate
inversion results such as microlocal inversion formulas have been thoroughly investigated
as well in several works [12, 10, 2, 3, 42, 19, 25, 32, 43, 44, 24] starting from the fundamental
work of Guillemin-Sternberg [13] who first studied generalized Radon transform in the
framework of Fourier integral operators.
Since the full recovery of a symmetric m-tensor field is not possible from its ray
transform, the question that one can ask is whether it is possible to reconstruct the full
tensor field given some additional data. In this connection Sharafutdinov in [37] proved
a uniqueness result showing that full recovery of a symmetric m-tensor field f is possible
from the knowledge of the so-called first m + 1 integral moments [39, pp.78]. In this
connection, we also point out several related works [41, 15, 4, 46, 11, 22, 1, 23], where
the authors show full reconstruction of a vector field from the knowledge of the usual
(longitudinal) and transverse ray transforms.
Our focus in the current article is to provide an inversion method to uniquely recover
a vector field if its Doppler transform and the 1st integral moment transform (see Defini-
tion 2 below) are known along all lines intersecting a fixed curve γ. To the best of our
knowledge, the explicit reconstruction of the solenoidal component of the vector field from
restricted data is known so far only for the 3-dimensional case. In our work, we show the
reconstruction of the solenoidal component of the vector field from restricted ray trans-
form data in any dimension. Furthermore, the full reconstruction of the vector field from
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restricted integral moment transforms is new and as far as we are aware of, has not been
considered previously. Our proof follows closely the techniques of Denisjuk [8] to recover
the solenoidal part of a vector field explicitly from the knowledge the Doppler transform
known along all lines intersecting a fixed curve satisfying the so-called Kirillov-Tuy con-
dition in Rn. Then we solve an elliptic boundary value problem to get the solenoidal part
in the bounded domain. Finally we use the restricted first integral moment transform to
get the potential part.
The article is organised as follows. In the Section 2, we give preliminaries and the
statements of our main results. In Section 3, we prove some important lemmas which we
use to prove our main results in the same section.
2 Preliminaries and statements of the main results
We start with introducing some notations for spaces of functions and distributions which
we are going to use throughout this article.
• D(Rn;Rn) : the space of covector fields in Rn whose components are compactly
supported smooth functions.
• D′(Rn;Rn) : the space of covector fields in Rn whose components are distributions.
• E(Rn;Rn) : the space of covector fields in Rn whose components are smooth func-
tions.
• E ′(Rn;Rn) : the space of covector fields in Rn whose components are compactly
supported smooth distributions.
In the similar manner, we may define spaces of covector fields in Rn with components in
some Hilbert space Hs or in some Lebesgue space Lp as well.
Definition 1. The Doppler transform of a covector field f = (f1, . . . , fn) ∈ D(Rn;Rn) is
the function Df on the space of oriented lines parametrized by (x, ξ) ∈ TSn−1 and defined
as the following:
Df(x, ξ) =
∫
R
fi(x+ tξ)ξ
idt. (1)
Here and elsewhere with repeating indices, Einstein summation convention will be as-
sumed. With a little abuse of notation, we denote the X-ray transform of a function f
also by Df which is defined as
Df(x, ξ) =
∫
R
f(x+ tξ)dt. (2)
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Definition 2 ([39]). The 1st integral moment transform I1f of a vector field f ∈ D(Rn;Rn)
is defined as a function on TSn−1 by
If(x, ξ) =
∫
R
tfi(x+ tξ)ξ
idt. (3)
Let γ be a fixed curve in Rn parametrized by γ(s) for s ∈ [a, b] ⊂ R and let Cγ denotes
the n-dimensional subspace of TSn−1 which is just collection all lines intersecting this
curve γ. Then Cγ can be parametrized by (γ(s), ξ) for t ∈ [0, 1] and ξ ∈ Sn−1. The
restrictions of the Doppler transform and of the first integral moment on Cγ is denoted by
Dγ (restricted Doppler transform) and by Iγ (restricted first integral moment) respectively.
By duality, we can extend the definition of the Doppler transform D as a map between
E ′(Rn;Rn) (the space of vector fields whose components are compactly supported distri-
butions) and D′(TSn−1) (the space of vector fields whose components are distributions)
in the following way:
〈Df, φ〉TSn−1 = 〈f,D∗φ〉T ∗Rn, for f ∈ E ′(Rn;Rn) and φ ∈ D(TSn−1), (4)
where D∗ is a map from D(TSn−1) to E(Rn;Rn) which is defined by
(D∗φ)i(x) =
∫
Sn−1
ξi
(∫
∞
−∞
φ(x− tξ, ξ)dt
)
dξ.
In fact, we can also compute the dual of Dγ using the duality in the following way:
〈Dγf, φ〉Cγ =
∫
Sn−1
∫ 1
0
Df(γ(s), ξ)φ(γ(s), ξ)dsdξ,
=
∫
Sn−1
∫ 1
0
(∫
R
fi(γ(s) + tξ)ξ
idt
)
φ(γ(s), ξ)dsdξ,
=
∫
Rn
fi(x)
[∫ 1
0
(x− γ(s))i
|x− γ(s)|nφ
(
γ(s),
x− γ(s)
|x− γ(s)|
)
ds
]
dx,
= 〈f,D∗
γ
φ〉Rn.
where
(D∗
γ
φ)i(x) =
∫ 1
0
(x− γ(s))i
|x− γ(s)|nφ
(
γ(s),
x− γ(s)
|x− γ(s)|
)
ds.
Also we would like to mention here that in the calculation ofD∗
γ
we assumed that the curve
lies outside the support of f . We use this dual to extend the definition of restricted Doppler
transform for vector fields whose components are compactly supported distributions. Now
we are going to put some conditions on the curve to make our inversion process work.
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Definition 3 (Kirillov-Tuy condition [6]). Fix a domain B ⊂ Rn. We say that a smooth
curve γ satisfies Kirillov-Tuy condition of order (n − 1), if for almost every hyperplane
H(ω, p) = {x ∈ Rn|〈ω, x〉 = p} intersecting the domain B, there is a set of points
γ1, . . . ,γn−1 ∈ H(ω, p)∩γ, which locally smoothly depends on (ω, p), such that for almost
every point x ∈ H(ω, p) ∩ B the vectors x− γ1, . . . , x− γn−1 are linearly independent.
Example 1. [49] Consider Ω = B(0, r) ⊂ R3 and γ is a union of 3 great circles on the
sphere S(0, R) with R >
√
3r. Then every hyperplane, passing through Ω, contains in the
intersection with γ a nondegenerate triangle.
Example 2. For (n− 1)-linear independent vectors v1, . . . , vn−1 in Rn, define a curve
γ = ∪n−1i=1 li
where li = {tvi : t ∈ R\0}. Then almost every hyperplane in Rn will intersect γ at (n−1)-
distinct points and for almost every x in that hyperplane, {(x − γi)| for 1 ≤ i ≤ n − 1}
forms a linearly independent set because the determinant of the matrix ((x− γ i))n−1i=1 is a
multinomial in the variable x whose zero set has measure 0 in Rn. Hence this γ satisfies
the Kirillov-Tuy condition of order (n− 1).
For the convenience, we will use the following terminology also used by Vertgeim [49]:
Definition 4 ([49]). A curve γ is said to be encompasses a bounded domain Ω, if γ∩Ω = ∅
and for each a ∈ γ and ξ ∈ Rn\{0} only one of the rays {a+tξ : t ≥ 0} and {a+tξ : t ≤ 0}
can intersect Ω.
Remark 5. If a curve γ encompasses the support of a vector field f , then the Doppler
transform restricted to this curve γ becomes
Dγf(a, ξ) =
∫
∞
0
fi(a+ tξ)ξ
idt.
Our aim is to recover the full vector field when its Doppler transform and first integral
moment transform are known for all lines intersecting a fixed curve γ satisfying the
Kirillov-Tuy condition of order 1. To do this first we will recover the Saint-Venant operator
of the vector field f which will suffices to recover the solenoidal part of f in Rn because
of [8, Theorem 2.5]. We then use the solenoidal part to show that the potential part of f
can be recovered from the knowledge of the restricted first integral moment transform.
The following two decompositions of a vector field are well known from [39], the first
decomposition is in the full space and the other one is in the bounded domains. These
decompositions are valid for any order tensor fields but we state them here for vector
fields only.
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Theorem 6 (Theorem 2.14.1 [39]). Let n ≥ 2. For every vector field f ∈ E ′(Rn;Rn)
there exist uniquely determined fields f s
Rn
∈ S ′(Rn;Rn) and vRn ∈ S ′(Rn) tending to zero
at infinity such that
f = f s
Rn
+ dvRn , δf
s
Rn
= 0,
The fields f s
Rn
and vRn are smooth outside supp(f) and satisfying the following estimates
outside the supp(f):
|f s
Rn
(x)| ≤ C(1 + |x|)1−n, |vRn(x)| ≤ C(1 + |x|)2−n, |dvRn(x)| ≤ C(1 + |x|)1−n. (5)
The fields f s
Rn
and vRn are known as the solenoidal part and the potential part of f re-
spectively.
Theorem 7 (Theorem 3.3.2, [39]). Let M be a compact Riemannian manifold with bound-
ary. Let k ≥ 1 be an integer. Then for any f ∈ Hk(M ;Rn) there exist uniquely determined
f sM ∈ Hk(M ;Rn) and vM ∈ Hk+1(M ;Rn) such that
f = f sM + dvM with δf
s
M = 0 and vM |∂M = 0. (6)
The estimates
‖vM‖k+1 ≤ C‖δf‖k and ‖f sM‖k ≤ C‖f‖k
are valid where C is a constant independent of f . In particular, f sM and vM are smooth
if f is smooth.
Definition 8 ([39]). The Saint-Venant operator W : E(Rn;Rn) → E(T ∗Rn ⊗ T ∗Rn) is
defined by the equality
(Wf)ij =
1
2
(
∂fi
∂xj
− ∂fj
∂xi
)
(7)
where E(T ∗Rn⊗T ∗Rn) is the space of 2-tensor fields in Rn whose components are smooth
functions.
We will need these basic known facts of the Radon transform [14]. For a function
f(x), x ∈ Rn, recall the Radon transform of f is given by
f∧(ω, p) =
∫
H(ω,p)
f(x)ds
where ds is the standard volume element on hyperplane H(ω, p). The dual of Radon
transform is defined by
f∨(x) =
∫
x∈P
f(P )dµ
6
where dµ is the unique probability measure on the set of hyperplanes P containing x
invariant under rotations about the point x.
By S(Rn) we denote the space of smooth function on Rn that are rapidly decreasing
with all its derivatives. A function f ∈ S(Rn) can be explicitly reconstructed from the
knowledge of its Radon transform with the following formula:
Theorem 9 ([14]). For f ∈ S(Rn), we have
cf(x) =
(
Λ
dn−1
dpn−1
f∧(ω, p)
)∨
(x)
where
c = (−4pi)n−12 Γ(n/2)/Γ(1/2)
and
(Λf)(ω, p) =
{
f(ω, p) n odd,
Hpf(ω, p) n even
Hp denotes the Hilbert transform with respect to variable p.
Recall the following property of the Radon transform:
(
ai
∂
∂xi
f(x)
)∧
(ω, p) = 〈ω, a〉 ∂
∂p
f∧(ω, p). (8)
We now state the main theorem of this article
Theorem 10. Let B be a bounded domain in Rn and let f ∈ E ′(Rn;Rn) be a vector field
in Rn supported in B. Assume that a curve γ ⊂ Rn encompasses B and satisfies the
Kirillov-Tuy condition of order (n − 1). Suppose the restricted Doppler transform of f ,
Dγf , is known along all lines intersecting the curve γ, then the solenoidal part f
s
Rn
can
be determined uniquely.
Next we use the other decomposition (i.e. the decomposition in the bounded domain)
of the unknown vector field to construct an elliptic boundary value problem. Using the
solution of this constructed elliptic boundary value problem we construct the solenoidal
part of f in the bounded domain which we use with the integral moment transform data
to get the potential part of f .
Theorem 11. Assume f , B and γ are same as in Theorem 10. Then the potential part
of f can be determined uniquely if its restricted first integral moment transform Iγf and
f s
Rn
are known.
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Remark 12. Although, we stated our theorems for any n ≥ 2 but these theorems can
be reformulated for n = 2 case as a formally determined problems. The arguments with
full data are relatively simpler for the case n = 2 and have been already studied in [22].
Therefore, we present proofs only for the case n ≥ 3.
3 Proofs of Main theorems
First we are going to prove the Theorem 10 for the smooth case following closely the ideas
of Denisjuk [8]. Then we use a density argument to prove this theorem for the distribution
case. We first start with a Lagrange type interpolation formula in any dimension.
Proposition 13. Let the vectors v1, . . . , vn−1 ∈ Rn−1 be linearly independent. Let the real
numbers y1, . . . , yn−1 be given. Then there exists a unique linear homogeneous polynomial
F (x) = F (x1, . . . , xn−1) such that F (vi) = yi for 1 ≤ i ≤ n− 1.
Proof. We first prove uniqueness before constructing such polynomial. Let us assume
that there are two such linear polynomials F and G. Then we have (F −G)(vi) = 0 for
i = 1, . . . , (n− 1). But independence of vi’s implies F = G.
Next we construct the polynomial of the following form
F (x) =
n−1∑
i=1
yili(x)
with each li is a homogeneous linear polynomial in x and defined by
li(x) =
∆i(x)
∆
where
∆i(x) = det


v11 . . . v1n−1
...
...
vi−11 . . . vi−1n−1
x1 . . . xn−1
vi+11 . . . vi+1n−1
...
...
vn−11 . . . vn−1n−1


and
∆ = det


v11 . . . v1n−1
...
...
vn−11 . . . vn−1n−1

 .
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Then, we have
F (x) =
n−1∑
i=1
yili(x)
is a homogeneous linear polynomial in x satisfying F (vi) = yi for each 1 ≤ i ≤ n− 1.
If ξ and η are two arbitrary vectors in Rn, then the action of Wf on any such pair
is defined by 〈Wf, (ξ, η)〉 = 〈Wf, ξ ⊗ η〉 = (Wf)ijξiηj . As in [8], we use the Radon
inversion formula given in Theorem 9 to get Wf . With this in mind, we compute
∂
∂p
〈Wf, (ξ, η)〉∧(ω, p) for an arbitrary pair of vectors ξ, η ∈ Rn.
Lemma 14 ([8]). Let the vectors ξ, η ∈ Rn be given. Then for any vector field f ∈
D(Rn;Rn)
〈Wf, (ξ, η)〉∧(ω, p) = 1
2
(
〈ω, η〉 ∂
∂p
〈f, ξ〉∧(ω, p)− 〈ω, ξ〉 ∂
∂p
〈f, η〉∧(ω, p)
)
. (9)
Remark 15. If we decompose ξ and η as
ξ = ξ1 + ξ2 and η = η1 + η2
where ξ1, η1 are parallel to ω and ξ2, η2 are orthogonal to ω. From Lemma 14, we can see
that the L.H.S. of equation (9) vanishes if both vectors ξ, η are orthogonal to ω or parallel
to ω. Therefore we can see that
〈Wf, (ξ, η)〉 = 〈Wf, (ξ1, η2)〉+ 〈Wf, (ξ2, η1)〉.
Keeping this in mind it is sufficient to consider the following case:
Corollary 16 ([8]). Let vector ξ ∈ Rn be orthogonal to ω. Then for any vector field
f ∈ D(Rn;Rn)
〈Wf, (ξ, ω)〉∧(ω, p) = 2−1 ∂
∂p
〈f, ξ〉∧(ω, p). (10)
Using the above Corollary 16 to prove Theorem 10 (atleast in the smooth case) it is
sufficient to show that the derivatives of ∂
∂p
〈f, ξ〉∧(ω, p) w.r.t. p can be explicitly calculated
in terms of the restricted Doppler transform for an arbitrary vector ξ parallel to H(ω, p).
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Lemma 17. Let γ0 be an intersection point of the curve and fixed hyperplane H(w, p).
Consider the parametrization in Rn: x = γ0 + ξt, where ξ ∈ Sn−1 and t ∈ [0,∞). Then
for any vector field f ∈ D(Rn;Rn) and a weight w(ξ)
∂n−1
∂pn−1
[fj(γ0 + tξ)ξ
jtkw(ξ)]∧(ω, p) for k = 1, 2
can be computed explicitly in terms of Dγf .
Proof. The proof of this lemma is given in [8] for any tensor fields of any rank and the
n = 3 case. We give it here for the sake of completeness in our case.
Dγf(γ0, ξ) =
∫
∞
0
fj(γ0 + tξ)ξ
jdt
Dγf(γ0, ξ) =
∫
∞
0
fj(γ0 + tξ)ξ
jtn−2
tn−2
dt.
Now integrating the above equation over the unit sphere centered at γ0 and perpendicular
to ø, S(ω) = {ξ ∈ Sn−1 : |γ0 − ξ| = 1 and 〈ξ, ω〉 = 0}, where |γ0 − ξ| is the Euclidean
distance between γ0 and ξ.∫
S(ω)
Dγf(γ0, ξ)dω(ξ) =
∫
S(ω)
∫
∞
0
fj(γ0 + tξ)ξ
jtn−2
tn−2
dtdω(ξ)
=
∫
H(ω,p)
fj(γ0 + tξ)ξ
j
tn−2
ds, where ds = tn−2dtdω(ξ)
= [fj(γ0 + tξ)ξ
jt−n+2]∧(ω, p).
where
[fj(γ0 + tξ)ξ
jt−n+2]∧(ω, p) =
∫
H(ω,p)
fj(y)(y − γ0)j 1|y − γ0|n−1dy.
Let us multiply Dγf(γ0, ξ) by the weight function w(ξ) and apply the differential operator
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L = ωi
∂
∂ξi
= tωi
∂
∂xi
(Einstein’s summation is assumed) to the product w(ξ)Dγf(γ0, ξ).∫
S(ω)
L (w(ξ)Dγf(γ0, ξ)) dω(ξ) =
∫
S(ω)
ωi
∂
∂ξi
(w(ξ)Dγf(γ0, ξ))dω(ξ)
=
∫
S(ω)
ωi
∂
∂ξi
(
w(ξ)
∫
∞
0
fj(γ0 + tξ)ξ
jdt
)
dω(ξ)
=
∫
S(ω)
∫
∞
0
ωi
∂
∂ξi
(
w(ξ)fj(γ0 + tξ)ξ
j
)
dtdω(ξ)
=
∫
S(ω)
∫
∞
0
tωi
∂
∂xi
(
w(ξ)fj(γ0 + tξ)ξ
j
)
dtdω(ξ)
=
∫
H(ω,p)
ωi
∂
∂xi
(w(ξ)fj(γ0 + tξ)ξ
j)t3−nds
=
∂
∂p
∫
H(ω,p)
(w(ξ)fj(γ0 + tξ)ξ
j)t3−nds, using(8)
=
∂
∂p
[fj(γ0 + tξ)ξ
jw(ξ)t3−n]∧(ω, p).
Application of the same differential operator L successively n − 2 and n − 3 more times
will give us the following two expressions respectively:∫
S(ω)
Ln−1(w(ξ)Dγf)dω(ξ) =
∂n−1
∂pn−1
[fj(γ0 + tξ)ξ
jw(ξ)t]∧(ω, p). (11)
∫
S(ω)
Ln−2(w(ξ)Dγf)dω(ξ) =
∂n−2
∂pn−2
[fj(γ0 + tξ)ξ
jw(ξ)]∧(ω, p). (12)
Let us differentiate the above equation (12) with respect to p by considering planes parallel
to H(ω, p):
∂
∂p
∫
S(ω)
Ln−2(w(ξ)Dγf)dω(ξ) =
∂n−2
∂pn−2
[
∂λ
∂p
∂
∂λ
fj(γ(λ) + tξ)ξ
jw(ξ)
]∧
(ω, p)
+
∂n−1
∂pn−1
[fj(γ0 + tξ)ξ
jw(ξ)]∧(ω, p).
Now if we define L˜ = ∂λ
∂p
Ln−2 ∂
∂λ
then using similar analysis, we get
∂n−2
∂pn−2
[
∂λ
∂p
∂
∂λ
fj(γ(λ) + tξ)ξ
jw(ξ)
]∧
(ω, p) =
∫
S(ω)
L˜(w(ξ)Dγf)dω(ξ).
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Therefore
∂n−1
∂pn−1
[fj(γ0 + tξ)ξ
jw(ξ)]∧(ω, p) =
∂
∂p
∫
S(ω)
Ln−2(w(ξ)Dγf)dω(ξ)
−
∫
S(ω)
L˜(w(ξ)Dγf)dω(ξ).
Lemma 18. Let γ be a curve satisfying the Kirillov-Tuy condition of order (n − 1) and
Dγf is known for all lines intersecting γ. Then for any vector field f ∈ D(Rn;Rn) and
any vector v parallel to H(ω, p), we have
∂n−1
∂pn−1
〈f(x), v〉∧(ω, p) (13)
can be computed explicitly in terms of Dγf .
Proof. From our Kirillov-Tuy condition we know that for almost every hyperplane H(ø, p)
there exist points γ1, · · · ,γn−1 on the curve γ and H(ø, p) satisfying generic condition.
Let us fix one such hyperplane H(ø, p). Then from our assumption the following integrals
are known: ∫
∞
0
fj(γ i + tiξ)ξ
jdti , for i = 1, . . . , n− 1 and ∀ξ ∈ Sn−1.
For x ∈ H(ø, p), we can write x = γj + tjξj for 1 ≤ j ≤ n − 1 for some tj ∈ R+
and ξj ∈ Sn−1. For any point x ∈ H(ø, p) and for a vector v parallel to H(ø, p), using
Proposition 13, we have
〈f(x), v〉 =
n−1∑
i=1
〈f(x), (x− γi)〉
∆i(v)
∆
=
n−1∑
i=1
〈f(x), ξi〉ti∆i(v)
∆
, (14)
where x− γ i = ξiti for every intersection point γi, i = 1, . . . , n− 1 and ξjtj = γij + ξiti
with γij = γi − γj . Recall
12
∆i(v) = det


γi1 + ξiti
...
v
...
γi(n−1) + ξiti


← ith row and
∆ = det


γi1 + ξiti
...
ξiti
...
γi(n−1) + ξiti


= det


γi1
...
ξiti
...
γi(n−1)


.
After simplifying this, we can see that ∆i(v)
∆
= w(ξi) + tiw˜(ξi) where w(ξi) and w˜(ξi) are
function of ξi and known quantities γ ij. Putting this back to equation (14), we get
〈f(x), v〉 =
n−1∑
i=1
〈f(x), ξi〉(w(ξi) + tiw˜(ξi)).
Then we have the following:
∂n−1
∂pn−1
〈f(x), v〉∧(ω, p) =
n−1∑
i=1
∂n−1
∂pn−1
∫
H(ω,p)
〈f(x), ξi〉(w(ξi) + tiw˜(ξi))ds
=
n−1∑
i=1
{
∂
∂p
∫
S(ω)
Ln−2(w(ξi)Dγf)dω(ξi)
−
∫
S(ω)
L˜(w(ξi)Dγf)dω(ξi)
+
∫
S(ω)
Ln−1(w˜(ξi)Dγf)dω(ξi)
}
.
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3.1 Proof of Theorem 10
Proof of Theorem 10. We fix a hyperplane H(ω, p) and consider arbitrary vectors ξ, η.
Decompose these vectors in the components parallel to ω and orthogonal to ω as
ξ = ξ1 + ξ2, η = η1 + η2,
where ξ1, η1 are orthogonal to ω, while ξ2, η2 are parallel to ω. Using Lemma 14 and
Corollary 16 implies that,
〈Wf, (ξ, η)〉∧(ω, p) = [〈Wf, (ξ1, η1)〉+ 〈Wf, (ξ1, η2)〉+ 〈Wf, (ξ2, η1)〉
+ 〈Wf, (ξ2, η2)〉]∧ (ω, p)
From Remark 15, it is known that the first and last term in the above expression are zero.
Therefore, we have
〈Wf, (ξ, η)〉∧(ω, p) = [〈Wf, (ξ1, η2)〉+ 〈Wf, (ξ2, η1)〉]∧ (ω, p)
= [〈Wf, (ξ1, η2)〉 − 〈Wf, (η1, ξ2)〉]∧ (ω, p)
= 〈η, ω〉 [〈Wf, (ξ1, ω)〉]∧ (ω, p)− 〈ξ, ω〉 [〈Wf, (η1, ω)〉]∧ (ω, p).
Now from Corollary 16, we have
∂n−1
∂pn−1
〈Wf, (ξ, η)〉∧(ω, p) = 1
2
(
〈η, ω〉 ∂
n
∂pn
〈f, ξ1〉∧(ω, p)− 〈ξ, ω〉 ∂
n
∂pn
〈f, η1〉∧(ω, p)
)
.
Finally, we use Theorem 9 to get
c〈Wf(x), (ξ, η)〉 =
[
1
2
Λ
(
〈η, ω〉 ∂
n
∂pn
〈f, ξ1〉∧(ω, p)− 〈ξ, ω〉 ∂
n
∂pn
〈f, η1〉∧(ω, p)
)]∨
(x) (15)
where Λ and c are the same as in Theorem 9. Hence we have recovered Wf because
R.H.S. is known from Lemma 18. After this we can use the formula from [8, Theorem
2.5] for m = 1 to get the solenoidal part f s
Rn
explicitly from Wf . Therefore combining all
these we find an operator (Dγ)
−1 such that
S(f) = f s
Rn
= D−1
γ
Dγf, for f ∈ D(Rn;Rn). (16)
This proves our theorem for the smooth case.
Next we claim that the same formula is also valid for compactly supported distribu-
tions. We extend D−1
γ
Dγ : E ′(Rn;Rn) → D′(Rn;Rn) using duality. Then we want to
prove the following:
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Claim 19.
S(f) = f s
Rn
= D−1
γ
Dγf, for f ∈ E ′(Rn;Rn). (17)
Proof of Claim: For f ∈ E ′(Rn;Rn), we can a find a sequence of fk ∈ D(Rn;Rn) which
converges to f in the distribution sense. Using the continuity of the Radon transform and
the inverse radon transform on distributions [26, Section 4], we can see that the right
hand side of (15) makes sense for f ∈ E ′(Rn;Rn). We can take limit k → ∞ on the left
hand side (15) also because of [39, Lemma 2.5.2]. Hence the (15) is valid for compactly
supported distributions also.
Then we can apply theorem [8, Theorem 2.5] (this result is true for tempered distribu-
tions also by duality) for E ′(Rn;Rn) to conclude that f s
Rn
= D−1
γ
Dγf , for f ∈ E ′(Rn;Rn).
This completes the proof of our theorem.
Corollary 20. Let v be a compactly supported distribution whose support is contained in
B and the ray transform of v is known for all lines intersecting the curve γ then v can be
reconstructed with an explicit formula.
Proof. The proof will follow for the smooth case directly from the arguments in the Lemma
17 for functions instead of vector fields. And then using the limiting argument we can
conclude for the general case.
3.2 Proof of Theorem 11
Proof of Theorem 11. As we know from our assumptions on f that f is supported inside
B and we also that form the decomposition theorem 6 that vRn and f
s
Rn
are smooth outside
B. Thus we have
f s
Rn
(x) = −dvRn(x), for x ∈ Rn \B
and
|f s
Rn
(x)| ≤ C(1 + |x|)1−n, |vRn(x)| ≤ C(1 + |x|)2−n, for x ∈ Rn \B
Therefore dvRn(x) is known for every x ∈ Rn \ B because f sRn is known from Dγf . We
can see from the above estimates that the integral of f s
Rn
along lines make sense only if
n ≥ 3 (This is why we have to use different arguments for n = 2 case). Fix any point
x0 on R
n \ B and a direction vector ξ ∈ Sn−1 such that the ray {x0 + tξ : t ∈ [0,∞)} lie
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outside B. Consider∫
∞
0
(dvRn(x0 + tξ))iξ
idt = −
∫
∞
0
〈f s
Rn
(x0 + tξ), ξ〉dt∫
∞
0
d
dt
(vRn(x0 + tξ)dt = −
∫
∞
0
〈f s
Rn
(x0 + tξ), ξ〉dt
vRn(x0) =
∫
∞
0
〈f s
Rn
(x0 + tξ), ξ〉dt.
Since the R.H.S. of the last equality is known hence vRn(x0) is known for all x0 ∈ Rn \B.
In particular vRn|∂B is known.
Next we decompose f using Theorem 7 as the following:
f = f sB + dvB, δf
s
B = 0, vB|∂B = 0.
On B, we have
f s
Rn
− f sB = d(vB − vRn) (18)
Applying divergence operator δ on both side, we get
δd(vB − vRn) = 0
δd is the Laplace operator. Now we solve the following elliptic boundary value problem
to get vB − vRn :
δd(vB − vRn) = 0, in B
(vB − vRn) = g, on ∂B,
where g(x) = − ∫∞
0
〈f s
Rn
(x+ tξ), ξ〉dt with ξ is an outward normal at x ∈ ∂B.
Now f sB can be computed from the equation (18) once we know (vB − vRn) in B from
the above elliptic boundary value problem. In the calculation below, we can assume vB
and f sB are zero outside B because the support of f is contained in B. Now fix a point
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γ0 on the curve γ and consider the following:
If(γ0, ξ) = If
s
B(γ0, ξ) + I(dvB)(γ0, ξ)
I(dvB)(γ0, ξ) = If(γ0, ξ)− If sB(γ0, ξ)∫
∞
0
t
∂vB
∂xi
(γ0 + tξ)ξ
idt = If(γ0, ξ)− If sB(γ0, ξ)∫
∞
0
t
d
dt
{vB(γ0 + tξ)} dt = If(γ0, ξ)− If sB(γ0, ξ)
−
∫
∞
0
vB(γ0 + tξ)dt = If(γ0, ξ)− If sB(γ0, ξ)∫
∞
0
vB(γ0 + tξ)dt = If
s
B(γ0, ξ)− If(γ0, ξ)
DvB(γ0, ξ) = If
s
B(γ0, ξ)− If(γ0, ξ).
Therefore DvB(γ0, ξ) is known because R.H.S. is known from above discussion. Which
implies that DvB is known for all lines intersecting the curve γ since γ0 was an arbitrary
point of the curve γ and ξ ∈ Sn−1. Hence vB can be reconstructed from the Corollary 20
which completes the proof of the Theorem 11.
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