First, we compute the number of non-minimal codewords of weight 2d min in the binary Reed-Muller code RM (r, m). Second, we prove that all codewords of weight greater than 2 m − 2 m−r+1 in binary RM (r, m), are non-minimal.
Introduction
In this paper we deal with binary Reed-Muller codes. These codes are usually defined in terms of Boolean functions, namely Definition 1 ( [5] ) For any m and r, 0 ≤ r ≤ m, the binary r th order ReedMuller code RM (r, m) is defined to be the set of all binary vectors f of length n = 2 m associated with Boolean polynomials f (x 1 , x 2 , . . . , x m ) of degree at most r.
Email addresses: yborisov@moi.math.bas.bg, nlmanev@moi.math.bas.bg (Yuri Borissov, Nickolai Manev ), svetla.nikova@esat.kuleuven.ac.be (Svetla Nikova ). 1 The authors were partially supported by Bulgarian NSF Contract I-803 2 The author was partially supported by research fellowship of DWTC, Belgium, NATO research fellowship and Concerted Research Action GOA-MEFISTO-666 of the Flemish Government. For more details we refer to [5, Ch. 13 ]. Here we only recall that the codewords of minimum weight in RM (r, m) are precisely the incidence vectors of the (m − r)-dimensional affine subspaces (called also (m − r)-flats) of the affine geometry AG(m, 2) and they span RM (r, m). This fact allows a geometric look at Reed-Muller codes and many of their properties are better stated in the language of finite geometries. In this paper we will use both geometric and Boolean function approaches.
Let us denote by [n] := {1, 2, . . . , n} the set of code coordinates. A support of a vector c is defined as supp(c) = {i ∈ [n] : c i = 0}. If supp(c ) ⊂ supp(c) (respectively, ⊆), we also write c ≺ c (respectively, ).
Definition 2 Let C be a q−ary linear code. A nonzero codeword c ∈ C is called minimal if its support does not contain the support of any other nonzero codeword as proper subset. The support of a minimal codeword is called minimal with respect to C.
The sets of minimal codewords in linear codes were considered in connection with constructing a decoding algorithm (see [4] ). For the Euclidean space, this connection was also addressed in [1] . Later the sets of minimal codewords in linear codes were used in a series of papers sparked by [6] to describe minimal access structure in linear secret-sharing schemes. Ashikhmin and Barg [2] have determined the set of minimal codewords for the q−ary Hamming code and for the second order binary Reed-Muller code RM (2, m).
(i) Every support of size ≤ 2d − 1 is minimal with respect to C.
(ii) If c is a non-minimal codeword in C there is a pair of nonzero code vectors c 1 ≺ c and c 2 ≺ c with disjoint supports, such that c = c 1 + c 2 .
As follows from Lemma 3 (i) every codeword in a binary linear code of weight d up to 2d − 1 is minimal. The question that arises is: Whether minimal (non-minimal) codewords of weight 2d exist and if they exist how many they are?
For binary Reed-Muller codes the problems of finding the number of the minimal and non-minimal codewords of weight 2d min are equivalent, because the total number of the codewords of weight 2d min is well known (Kasami et al. [8] ).
The paper is organized as follows: in the next section we find the number of the non-minimal codewords of weight 2d min = 2 m−r+1 in an arbitrary binary ReedMuller code RM (r, m). This result generalizes the result of Ashikhmin and Barg for second order Reed-Muller code [2] . In the last section we first estimate the weights of minimal codewords in RM (r, m), when r ≥ m 2 , using Lemma 3 (iii). Then we prove that all codewords of weight greater than 2 m − 2
of the considered codes are non-minimal. This is again a generalization of the result in [2] for RM (2, m). Note also that the bound 2 m − 2 m−r+1 is better than the one given by Lemma 3 (iii), when m is sufficiently large with respect to r.
2 The number of the non-minimal codewords of weight 2d min .
According to Lemma 3 (ii) any non-minimal codeword of weight 2d min in a binary linear code is a sum of two codewords of minimum weight having nonintersecting supports. But some non-minimal codewords could have more than one representation as a sum of two codewords of minimum weight. Theorem 5 gives the number of such non-minimal codewords of weight 2d min . To prove it we will follow the geometric approach of Juriaan Simonis, which is applied in the proof of Theorem 2.9 in [2] . We will also use the following notation (for q = 2).
Definition 4 ([3])
The quantity known as q-ary gaussian coefficient is defined by:
Theorem 5 The number of non-minimal codewords in RM (r, m) of weight 2d min , which have more than one representation as a sum of two codewords of weight d min is
PROOF. Let us consider a codeword c of weight 2d min , which has more than one representation as a sum of two codewords of weight d min . In geometric terms it means that there exist two pairs of (m − r)-dimensional affine subspaces π 1 , π 2 and τ 1 , τ 2 of AG(m, 2), such that the set M corresponding to c coincides with
Since the intersection of two affine subspaces is again an affine subspace, any of the intersections ρ ij = π i ∩ τ j , i = 1, 2, j = 1, 2 is an affine subspace of dimension m − r − 1. Thus, they are translations of (m − r − 1)-dimensional vector subspaces. Let ρ 11 =t + ξ, where ξ is a (m − r − 1)-dimensional vector subspace andt is the translation vector. Then π 1 −t and τ 1 −t are vector subspaces of dimension m − r. Hence, ρ 12 −t =ā + ξ and ρ 21 −t =b + ξ. Therefore the set M is a union of four translations of the (m − r − 1)-dimensional vector subspace ξ (see Figure 1 ) and ρ 12 =ā + ρ 11 , ρ 21 =b + ρ 11 , ρ 22 =c + ρ 21 , ρ 22 =d + ρ 12 , for some vectorsā,b,c,d, whered ∈ (b +c −ā) + ξ. There are two possible cases: 
In order to find the number P r,m let us fix an (m − r)-dimensional affine subspace π of AG(m, 2) and let τ be a k-dimensional subspace of π, where 0 ≤ k ≤ m − r. Taking into account that the intersection of affine subspaces is again an affine subspace, the number of (m − r)-flats of AG(m, 2) which intersect π exactly in τ is the following: (2) vanishes. Therefore, the number of (m − r)-dimensional affine subspaces which have non-empty intersection with a fixed (m − r)-dimensional affine subspace π is as follows (let a = max{0, m − 2r}): Setting r = 2 in Theorem 7 we get
which is the result of Ashikhmin and Barg for the second order Reed-Muller code [2] .
Proposition 9 Let RM (r, m) be a binary Reed-Muller code of order r > 1.
If c is non-minimal codeword of weight 2d min and 1 is the all-one vector of length 2 m then c + 1 is a non-minimal codeword as well.
PROOF. By Lemma 3 (ii) codeword c can be presented as a sum of two codewords c 1 and c 2 each of minimum weight d min . As codewords of minimum weght c 1 and c 2 are the incidence vectors of two (m − r)-dimensional affine subspaces of AG(m, 2). For each of these subspaces let us take a hyperplane ((m − 1)-dimensional affine subspace) which contains it. Denote by ρ 1 and ρ 2 the complements of the above mentioned hyperplanes to AG(m, 2). There are 3 possibilities: 1. The intersection of ρ 1 and ρ 2 is an (m − 2)-dimensional affine subspace. 2. ρ 1 is an identical with ρ 2 . 3. ρ 1 and ρ 2 is an complements to each other to AG(m, 2). In the first two cases the statement is obvious. In the third case to conclude the proof we note that each of ρ 1 and ρ 2 contains points only from one of supp(c 1 ) or supp(c 2 ). where
) + 1 and, according to Lemma 3 (iii), any codeword of weight greater than the right-hand side is non-minimal. 2 Theorem 13 presents a more general property of the non-minimal codewords in Reed-Muller codes. It can be considered as a generalization of the Ashikhimin and Barg's result [2] for codewords of weight greater than 2 m−1 in RM (2, m). To prove it we need some properties of Boolean functions.
Let f be a Boolean function and let us denote T (f ) = {x|f (x) = 1}, i.e. T (f ) is the set of arguments for which the value of f is 1. The following Lemma is straightforward.
Also, we will use the following result due to Kasami and Tokura.
Theorem 12 ( [7] ) Let f (x 1 , . . . , x m ) be a Boolean function of degree at most r, where r ≥ 2, such that |T (f )| < 2 m−r+1 . Then f can be transformed by an affine transformation into either 
Let us consider case (i). Setting f 1 = x 1 . . . x r−2 and f 2 = x r−1 x r + x r+1 x r+2 + · · · + x r+2µ−3 x r+2µ−2 we have f = f 1 f 2 + 1. For at least one point (x = 0) we have f 1 (x) = f 2 (x) = 0. Thus T (f 1 ) ∪ T (f 2 ) ⊂ F m 2 . Analogously, in case (ii) when r > µ, we set f 1 = x 1 . . . x r−µ and f 2 = x r−µ+1 . . . x r + x r+1 . . . x r+µ . Then f = f 1 f 2 + 1 and the condition of Lemma 11 is again satisfied. In both casesf = f 1 + f 2 is a Boolean polynomial of degree ≤ r. Applying Lemma 11 we can conclude that the polynomialf has T (f ) ⊂ T (f ), i.e. its corresponding codewordc is in RM (r, m) and supp(c) ⊂ supp(c). Therefore, c is non-minimal. Now let r = µ in case (ii). Then f = x 1 x 2 . . . x r + x r+1 x r+2 . . . x 2r + 1 and 2r ≤ m. When m = 2r the non-minimality of c in RM (r, 2r) follows from Theorem 10 a) since wt(c) > 2 2r − 2 r+1 > 2 2r−1 . For m > 2r codeword c is a concatenation of 2 m−2r copies of a codeword c 1 ∈ RM (r, 2r). From the previous case (m = 2r) codeword c 1 is non-minimal. Thus, there exists c 2 ∈ RM (r, 2r), such that c 2 ≺ c 1 . The concatenation of 2 m−2r copies of c 2 will be a codeword of RM (r, m) and the support of c contains its support. Therefore, c is non-minimal. 2
In fact, Theorem 13 is weaker than Theorem 10 for m ≤ 2r + 1, but it gives better results than Lemma 3 (iii), when m is sufficiently large with respect to r. For example, if r = 3, m ≥ 10 then 2 m − 2 m−r+1 < n − k + 1.
