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 Abstract - Identifying the root causes of an out-of-control 
signal is a crucial part in statistical process control.  In this 
paper we propose a network topology approach to do such 
analysis in multivariate process variability monitoring.  A 
real example will be presented to illustrate the analysis of the 
proposed method. 
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I.  INTRODUCTION 
 
 Process monitoring in multivariate setting can be 
divided in two main branches; process mean vector 
monitoring, and process variability monitoring.  The first 
branch is dominated by the use of Hotelling’s 
2
T  statistic 
while the second especially by generalized variance (GV).  
In process mean vector monitoring, if an out-of-control 
(OOC) signal occurs, the most popular and widely used 
method to analyze the root causes of that signal is the 
MYT decomposition method [1].  However, in process 
variability monitoring there is no special method except in 
the case of individual observations [2].  In the case of 
subgroup observations, principle component analysis 
(PCA) is usually used [3]. 
In practice, the use of PCA is often accompanied by 
clustering analysis.  In this paper, which is focus on 
process variability monitoring based on subgroup 
observations, we propose a method based on network 
topology. This approach provides us not only with visual 
representation of covariance structure but also with some 
measures of centrality.  These measures will help us to 
identify the root causes of an OOC signal. 
This paper is organized as follows.  In the next 
section we recall the network topology to produce a visual 
representation of the complex structure of covariance 
matrix.  Later on, we present an industrial example in 




II.  NETWORK TOPOLOGY REPRESENTATION 
 
Network topology is one way to visualize a complex 
system represented by a dissimilarity matrix. It was 
originally developed in computer science.  It has been 
used in various fields of study including chemistry [4], 
medicine [5] and [6], sociology [7] and [8], finance [9], 
[10], [11], [12], and [13] transportation [14] and as well as 
sports [15] and [16]. 
 The essence of a network topology lies in its elements 
and the way they connect with each other [17]. In order to 
construct a network topology, first we transform the 
covariance matrix into correlation matrix and to distance 
matrix. Then we use the concept of ultrametricity to 
transform distance matrix to adjacent matrix and then 
construct the corresponding network. See [9], [18] and 
[19]. 
 The advantage of network topology as a tool to 
simplify the complex structure of covariance matrix is not 
only lies in its ability to visualize that structure but also in 
giving the interpretation of that structure which is useful 
in the search of root causes of any OOC signal. This will 
be clarified in the following case study.   
 
 
III.  AN INDUSTRIAL EXAMPLE 
 
In this section we use the vector variance (VV) chart 
[20] and GV chart to monitor the production process 
variability of trousers in a garment industry. There are p = 
5 quality characteristics required by regional market in 
South East Asia.  There are waist girth A, hips girth B, 
thigh C, lowest part D, and inseam E. The number of 
independent subgroups is m = 24 and the subgroup size is 
n = 25. 
TABLE 1 
SAMPLE VV 
Sample VV Sample VV 
1 0.362 13 1.786 
2 0.295 14 0.967 
3 0.212 15 1.165 
4 2.102 16 5.661 
5 2.635 17 2.192 
6 0.995 18 1.682 
7 1.515 19 1.047 
8 5.544 20 1.192 
9 2.367 21 1.785 
10 1.574 22 0.908 
11 1.047 23 5.664 
12 1.340 24 1.192 
 
ANALYSIS OF AN OUT-OF-CONTROL SIGNALS 
















The sample VV ( )2kTr S for each subgroup is 
presented in TABLE 1. Here, 
k
S  is the k-th sample 
covariance matrix. 
 
To construct the corresponding VV chart, we 
compute the average of covariance matrix S , its square 
2
S , the sum of all diagonal element of 
2
S , the sum of 
square of all elements of 
2
S , and the statistics θ̂  and η̂  
that can be found in [20]. From the data set we obtain 
LCL = - 0.4065 which is set to 0 and UCL = 3.2705.  The 
VV chart is presented in Fig. 1. 
 
 
Fig. 1 : VV Chart 
 
From Fig. 1 we see that the VV chart gives three OOC 






  samples.   
As mentioned in [21], the simultaneous use of VV 
chart and GV chart will give more information about 
process variability from time to time. Therefore, in the 
next paragraph we proceed with GV to monitor the 
stability of covariance structure.   
To construct the corresponding GV chart, first we 
calculate the value of GV for each subgroup. The result is 
presented in TABLE 2. 
TABLE 2  
SAMPLE GV 
Sample GV Sample GV 
1 6.7E-06 13 3.6E-05 
2 5.3E-05 14 4.8E-05 
3 1.8E-05 15 6.3E-05 
4 1.5E-04 16 1.9E-04 
5 7.9E-05 17 4.5E-05 
6 1.1E-04 18 7.7E-04 
7 4.3E-04 19 2.4E-04 
8 7.6E-04 20 2.8E-04 
9 2.3E-04 21 2.6E-05 
10 1.1E-03 22 3.1E-05 
11 2.4E-04 23 2.9E-04 
12 4.5E-04 24 9.4E-05 
Second, we determine the control limits as proposed in 
[22] and we obtain LCL = - 0.0003 which is set to 0 and 
UCL = 0.0007.  The GV chart is presented in Fig. 2. 
 
 
Fig. 2 : GV Chart 
 







 samples. As expected, this result is 
different from that given by VV chart. Therefore, in the 
next paragraph we analyze the root causes of those OOC 
signals. 
Fig. 3 represents the network topology for the 
baseline covariance matrix S  while Fig. 4 – Fig. 8 are for 











, respectively. Those networks are constructed based 
on Kruskal algorithm to obtain MST and by using Pajek 
software to produce all art works [23], [10], [24], [11], 
[25], [14, and [16]. 
 
 
Fig 3. Minimum Spanning Tree, sample S  
 







Fig 5. Minimum Spanning Tree, sample 10 
 
 
Fig 6. Minimum Spanning Tree, sample 16 
 
 
Fig 7. Minimum Spanning Tree, sample 18 
 
 
Fig 8. Minimum Spanning Tree, sample 23 
Fig. 4 – Fig. 8 show that they are different from the 
baseline. Waist girth A becomes the influential 
characteristics excluding Fig.5.  In other hand, inseam E 
becomes the influential characteristics in Fig.5. 
Fig. 4 is the structure of covariance matrix for sample 
8
th
. The direction of its five quality characteristics are 
different compared to the baseline.  It noted that A has 
direct relationship to C. The direction of Fig. 4 is same 
with Fig. 7. 
In Fig. 5, it shows that E has a direct relationship to 
B, C, and D. When look into Fig. 6, we can see the 
covariance matrix for sample 16
th
.  It shows that A has a 
relationship to B, D, and E. 
The most importance result is shows via Fig. 8. This 
signal of OOC is detected by VV chart but not GV chart. 
More specifically, we study the centrality measure.  
Centrality is one of the measurements to rank nodes. 
Many of algorithms of finding important node have been 
studied [26], [14].   
The most widely used three centrality concepts are 
degree, closeness, and betweeness.  We also consider 
eigenvector centrality by Bonachi and strength [26] in this 
section.  These measures will help us to identify the root 
causes of an OCC signal. 
TABLE 3 
DEGREE CENTRALITY  











A 2           3 1 3 3 4 
B 2 1 1 1 1 1 
C 1 2 1 1 2 1 
D 2 1 2 1 1 1 
E 1 1 3 2 1 1 
 
Degree indicates the connectivity of nodes. Based on 
degree centrality, TABLE 3 shows waist girth A and 
inseam E have the most direct connections in this 
network. Thus we can conclude that they play a role as a 
'connector' or 'hub' in this network. 
 
TABLE 4 
BETWEENESS CENTRALITY  











A 0.5000 0.8333 0 0.8333 0.8333 1 
B 0.5000 0 0 0 0 0 
C 0 0.5000 0 0 0.5000 0 
D 0.6667 0 0.5 0 0 0 
E 0 0 0.8333 0.5000 0 0 
 
Freeman defined the betweeness measure as sums of 
proportion of shortest path from one node to another that 
pass through a given node. A node with high betweeness 
has great influence over what flow.  Therefore waist A 












CLOSENESS CENTRALITY  











A 0.5714 0.8000 0.4444 0.8000 0.8000 1 
B 0.5714 0.4444 0.5000 0.5000 0.4444 0.5714 
C 0.4000 0.6667 0.5000 0.4444 0.6667 0.5714 
D 0.6667 0.5000 0.6667 0.5000 0.5000 0.5714 
E 0.4000 0.5000 0.8000 0.6667 0.5000 0.5714 
 
In network topology, closeness indicates how a node 
is close is to the other node. Thus, the closeness is 
computed as what is the shortest geodetic path between 
two nodes. In TABLE 5, waist girth A and inseam E are in 
an excellent position to monitor the information flow in 
the network.  It has the shortest paths to all other, so it are 
close to everyone else.  We can conclude that, it has the 
best visibility into what is happening in the network. 
 
TABLE 6 
EIGENVECTOR CENTRALITY  











A 0.5000 0.6533 0.2706 0.6533 0.6533 0.7071 
B 0.5000 0.2706 0.3536 0.3536 0.2706 0.3536 
C 0.2887 0.5000 0.3536 0.2706 0.5000 0.3536 
D 0.5774 0.3536 0.5000 0.3536 0.3536 0.3536 
E 0.2887 0.3536 0.6533 0.5000 0.3536 0.3536 
 
Eigenvector centrality is providing a model of nodal risk. 
The most influence in this network is also the same with 
degree, betweness, and closeness. It means their risk to 















A 3.0700 3.7992 2.8599 3.5738 3.5548 3.7992 
B 3.1319 3.2689 3.1028 3.0578 2.9376 3.2689 
C 3.1124 3.58747 2.8840 3.2481 3.2279 3.5874 
D 3.0544 3.5876 3.1078 3.0826 3.0822 3.5876 
E 3.0367 3.3884 3.3073 3.3930 3.3102 3.3884 
 
TABLE 7 shows the result on strength also has no 
different with the previous measure on centrality of the 
nodes. Waist girth A and Inseam E are the most 







IV.  ADDITIONAL REMARKS 
 
 Kruskal algorithms are very widely used today.  It 
have two limitations; (1) can only provide a unique 
solution, N-1 number of links, and (2) the algorithm are 
not developed base on a mathematical formulation.  So 
that, the algorithm are classify as a greedy algorithm. 
Therefore, we should take the limitation into 
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