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Abstract
Glaciers play an important role in the evolution of many mountain landscapes. The 
primary objective of this study was to model rates of contemporary glacier erosion through 
numerical modeling. The research uses a regional glaciation model and couples to it (i) a 
process-driven erosion model that includes abrasion and quarrying; and (ii) a sliding-based 
power relation erosion model.
The coupled erosion models were then used to estimate erosion for Peyto Glacier. The 
models predict higher rates of erosion than those estimated from Peyto Lake sediments. 
Contrary to observed sediment yield, both models predict a decrease in erosion during 
glacial retreat. Changes in sediment storage are believed to account for the discrepancy 
seen. Over the past 2000 years, major differences exist between the models during times 
of abrupt climate change. These differences depend on the inter-decadal to century-scale 
variability inherent in the climate proxy data used to force the models.
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1 Introduction
Mountainous environments are constantly changing through time due to tectonics and 
erosion from various processes [Bishop, 2007]. A visually prominent feature in some 
mountains is glaciers, which represent important agents of erosion. Researchers have em­
ployed field [e.g. Hallet et al., 1996], laboratory [e.g. Anderson, 2005] and numerical tech­
niques [e.g. MacGregor et al., 2009] in an attempt to better understand how glaciers erode 
their substrate. From these studies, mathematical relations describing erosion processes 
have been constructed. Numerical simulations of landscape evolution rarely employ these 
process-driven relations, however [e.g. Jamieson et al., 2008]. Instead, power relations are 
used to empirically relate ice dynamics to erosion rate. Power relations avoid the computa­
tional expense and numerical stability issues present in the early process-driven relations. 
Comparisons between modeled and observed erosion rates have captured only long-term 
averages without consideration of the annual erosion rate variations [Hildes, 2001].
Recent advances in the formulation of governing equations for glacier erosion now 
allow opportunities to simulate glacier erosion. This thesis couples two different models 
of glacier erosion to an existing ice dynamics model. Modeled erosion is converted to 
sediment yield and subsequently compared to observed sediment yield over the period 
1917-2010 at Peyto Glacier, Alberta, Canada. The thesis is organized as a paper-style 
thesis.
Chapter 2 describes the ice dynamics model used in this study. It also describes the 
development of the two glacier erosion models used in this study. General behavior and 
limitations of the models are also discussed.
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In Chapter 3 ,1 apply the models of glacier erosion to Peyto Glacier, an alpine glacier in 
the Canadian Rocky Mountains. A comparison is made between the modeled and observed 
sediment yield during the period 1917-2010 including differences temporally and in long­
term average. I also complete a 2000 year simulation to address model similarities and 
differences during periods of advance and retreat. Numerous simulations are completed to 
address parameter uncertainty and climate variability.
Chapter 4 discusses the implications of the research, describes limitations to the study, 
and provides suggestions for further study. Appendix A includes additional maps and 
information regarding the study area. Appendix B presents all the time-series plots from 
sensitivity analysis of the models.
2
2 Development of a Distributed Glacier Erosion Model
2.1 Abstract
I use the UBC Regional Glaciation Model and couple it to (i) a sliding-based power rela­
tion model and (ii) a process-driven model that includes abrasion and quarrying which I 
develop. Using best estimated values for the parameters, the process model predicts five 
times as much erosion as the sliding model. A sensitivity analysis reveals that abrasion 
is sensitive to the assumed grain-size distribution, the choice of basal sliding parameters, 
and a joint parameter representing debris hardness and concentration. The sensitivity to 
grain-size is strongly non-linear, so a poor choice of grain size can cause a large differ­
ence in erosion rates. The quarrying component is strongly dependent on the height and 
spacing of bed irregularities. The sliding model is sensitive to the proportionality constant, 
since it attempts to address all erosion dependencies together and is not well constrained 
physically.
2.2 Introduction
Landscape evolution in mountain environments is heavily influenced by ice cover. Indeed, 
much of the Canadian landscape has been shaped by Quaternary glaciation [Ashmore, 
1993]. Simulating past glacial erosion provides insight into the conditions under which 
the landscape developed. Simulating present glacial erosion provides an estimate of sed­
iment entering mountainous water sources, an important factor in water quality [Glinska- 
Lewczuk, 2009]. To simulate erosion, modeling of both ice movement and erosion pro­
cesses is required.
Glacier ice movement consists of two components: internal deformation and basal
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sliding. Sediment deformation is included as a component of basal sliding. Over the past 
40 years, numerical models have been developed to simulate glacier ice dynamics. These 
models consist of ID models with idealized topography [e.g. MacGregor et al., 2009], 2D 
vertically-integrated models [e.g. Oerlemans et al., 1998, Kessler et al., 2006] and 3D mod­
els [e.g. Thoma et al., 2014] and may include thermodynamics [e.g. Pattyn, 2003]. Some 
models neglect basal sliding [e.g. Rignot et al., 2011], others assume no dependence on 
water pressure [e.g. Fowler, 2010, Weertman, 1964], and some simulate water pressure to 
drive sliding [e.g. Pimentel et al., 2010]. Another major difference between ice dynamics 
models is the use of the shallow ice approximation [e.g. Headley et al., 2012] compared 
to a full-Stokes solution [e.g. Seddik et al., 2012]. While more physically rigorous, the 
Stokes solution comes with a much greater computational expense despite recent attempts 
at reformulation of the problem [Dukowicz, 2012].
Glaciers erode their substrate predominately by two methods: abrasion and quarrying. 
Insight into both processes is limited due to the difficulty of observations at the glacier 
bed [Hart, 1995, Anderson and Anderson, 2010]. Process-driven numerical models have 
focused on developing numerically stable, physical descriptions of the abrasion [Boulton, 
1974, Hallet, 1979] and quarrying [Hallet, 1996, Hildes, 2001, Iverson, 2012] processes. 
Most glacier erosion models assume erosion is directly proportional to an ice quantity 
such as sliding speed [Harbor et al., 1988, Braun et al., 1999, Herman and Braun, 2008]. 
Only recently has a numerically stable quarrying model been developed which is usable in 
landscape evolution applications [Iverson, 2012].
The objective of this study is to couple both a process-driven erosion model and a sim­
plistic landscape evolution type erosion model to a vertically-integrated regional glaciation 
model. The two erosion models will be referred to as the process model and the sliding
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model henceforth. Sensitivity of each model to input parameters will be explored over a 
time period that includes both glacier advance and retreat. The model is applied to Peyto 
Glacier, an alpine glacier in the Canadian Rocky Mountains, because previous studies 
[Smith and Jol, 1997, Mlynowski, 2013] provide calibration data which can be used to 
assess how well the model performs.
2.3 Study area
Peyto Glacier is located immediately east of the continental divide at 51°41’N 116°32’W, 
approximately 90 km northwest of Banff, Alberta, Canada (Figure 2.1). It is one of several 
outflow glaciers from Wapta Icefield. Peyto Glacier has an approximate area of 12 km2 
with a mean elevation of 2635 m and elevation range of 2140 m -  3180 m [Ommanney, 
2002]. Peyto Glacier experiences a continental climate. In recent years the glacier has re­
treated rapidly. It has lost 70% of its mass since the first study of the area in the late 1800’s 
[Demuth et al., 2006]. The bedrock in the region consists of limestones and quartzites 
dating from the Cambrian and Precambrian periods on an eroded anticline [Brunger et al., 
1967]. A mainly dolomitic bedrock for Peyto [Demuth et al., 2006, Holds worth et al., 
1983] is assumed as the glacier substrate.
Boundary conditions at the glacier bed are required for modeling ice and sediment 
dynamics. While no geophysical surveys have been conducted to provide continuous 
transects of ice thickness, several point radar surveys took place on the glacier between 
1983-1986 to estimate ice thickness [Demuth et al., 2006] (Appendix A). These point 
measurements provide a known ice depth in a number of locations across the glacier for 
verification purposes. The bed was found to be an efficient wave reflector, suggesting a rel­
atively smooth, hard surface without major deformities or sediment traps. The resolution
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Figure 2.1: Map of Peyto Lake drainage basin [Mlynowski, 2013].
of these radar surveys [±5 -  10 m] is not sufficient to determine bed irregularities for the 
quarrying model. Since these measurements are at isolated locations, these interpretations 
cannot be extrapolated throughout the glacier as neither bed irregularities nor sediment 
storage are expected to be uniform.
Ice is modeled on a 50 m grid for a 40 km by 20 km region which includes the entire 
Wapta Icefield (Figure 2.2). The surrounding icefields and glaciers connected across the 
flow divide must be included to ensure proper boundary conditions. Possible ice connec-
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Figure 2.2: Map of the complete ice model domain with the Peyto watershed outlined. 
Erosion results are masked to this watershed.
tions during the Little Ice Age maximum around 1836-1846 [Demuth et al., 2006] are 
considered in choosing this extent to prevent edge of domain effects. The extent also in­
cludes the possibility of any smaller glaciers that could contribute to Peyto Lake during 
glacial maxima and their connecting ice flows. While the ice is modeled for this region, 
all erosion is masked to the Peyto drainage basin (Figure 2.1) to account for only sediment
7
that could enter Peyto Lake.
2.3.1 Mass balance
Peyto Glacier has a long history of seasonal mass balance field measurements (Figure 
2.3). The 1966-1995 seasonal mass balance gradient [Demuth et al., 2006] (Appendix 
Figures A.2-A.3) and 1996-2009 net mass balance [Haeberli et al., 2013] records are read­
ily available (site locations in Figure A.l). Figure 2.3 does not include 1996-2009 since 
mass balance gradients were not available. Annual changes in the mass balance appear to 
be predominately vertical shifts, suggesting reconstructions can use a perturbation of the 
mean net mass balance curve. Mean summer and winter seasonal mass balances are used 
to determine the range of a sinusoidal mass balance forcing with equivalent annual mass 
balance to observations.
Prior to the instrumental record, climate proxies must be used to estimate the mass bal­
ance of the glacier. The ideal reconstruction would combine precipitation and temperature. 
Knowing the type of precipitation is crucial, however, and reconstructed precipitation does 
not predict this. Precipitation is also spatially more variable. Proxies of air temperatures 
are thus used in the present study.
Several temperature reconstructions were considered. Using dendrochonologic tech­
niques, Luckman et al. [1997] produced a 900 year temperature reconstruction at a site 
120 km north of Peyto Glacier as well as a shorter 300 year mass balance reconstruction 
for Peyto Glacier [Watson and Luckman, 2004]. Regional temperature variations are well 
correlated (up to 70%) with mass balance variations in the Peyto basin [Watson et al., 
2006]. The best agreement with Luckman’s reconstruction was found with a 2000 year 
reconstruction of 30 -  90°N average temperature by Christiansen and Ljungqvist [2012].
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Figure 2.3: Net mass balance (in water equivalent) by elevation band from field observa­
tions taken between 1966-1995. The thick black line is a second-order polynomial fit to 
the data.
Further support of Christiansen’s reconstruction is evidence of at least four unique cases 
of over-ridden forests at Peyto in the past 3000 years [Luckman et al., 1993]. Over-ridden 
forests suggest periods of significant glacier advance. Marcott et al. [2013] also estab­
lished a 30 -  90°N  temperature reconstruction, but it only has century-scale resolution. In 
Marcott’s reconstruction, a near steady declining temperature is seen throughout the past 
2000 years with exception of the Little Ice Age minimum which is followed by abrupt 
warming. These three temperature reconstructions are shown in Figure 2.4.
A conversion factor is required to relate mass balance to the above temperature records.
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Figure 2.4: Temperature (relative to 1880-1960 reference period) reconstructions consid­
ered for the study. Luckman et al.’s reconstruction is local to the Canadian Rockies, while 
Christiansen et al.’s and Marcott et al.’s reconstructions are global 30 -  90°N  averages. 
Shaded regions indicate the 95% confidence interval.
Marshall et al. [2011] determined the net mass balance sensitivity of Peyto Glacier to vari­
ations in annual temperature to be -0.405 m°C~l (in m water equivalent). Consideration 
was also given to snow melt factors determined by Shea et al. [2009], but these could not 
be adequately scaled up from the daily time scale. From this conversion factor, annual net 
mass balance can be estimated throughout the reconstruction. The mean mass balance by 
elevation band curve from the field data is used with an annual vertical perturbation rep­
resentative of the reconstructed net mass balance. An additional perturbation is added to
10
represent stochastic variability. Stochastic variability is assumed to be normally distributed 
with a standard deviation equivalent to the error range of the temperature reconstruction.
2.4 Ice model
2.4.1 Ice mechanics
Ice behaves as a plastic material, deforming under sufficient pressure (> 50 kPa). Under 
its own weight, this deformation begins to occur approximately 50 m below the glacier 
surface [Cuffey and Paterson, 2010]. On the other hand, basal sliding occurs when gravity 
acting on the glacier exceeds friction at the bed causing the ice mass to slide across the 
bed. As the contact between ice and rock typically has a high coefficient of friction, sliding 
occurs predominately in the presence of meltwater which reduces the effective pressure at 
the bed [Eyles, 2006]. Temperate glaciers, as assumed here for Peyto, have a seasonal 
supply of meltwater allowing enhanced seasonal sliding to occur. The physics of internal 
deformation of ice is moderately well understood but predicting the timing and magnitude 
of basal sliding is far more uncertain [Cuffey and Paterson, 2010]. This uncertainty arises 
from the complex conditions at the glacier bed.
There are several boundary conditions for the ice. At the surface, accumulation/melt 
must match the mass balance and the atmosphere exerts negligible stress. At the bed, ice 
does not penetrate the bedrock and there is friction between the ice and the bed.
Conservation of mass, momentum, and energy must hold in all physical systems. Con­
servation of energy is not addressed here since ice is assumed to be temperate. Including 
thermodynamics would require a more sophisticated ice model that used in this study. As-
11
( i n n  ity
Figure 2.5: Vector diagram for ice movement, 
suming that ice is incompressible (ie. density is constant), conservation of mass requires
dXjVj = 0 (2.1)
where dXj is the partial derivative with respect to Xj, v, [ma~x] is the velocity vector and j  
represents the Jc, y, and z directions. Conservation of momentum in the j  direction yields
Pid,Vj + p,dXk (vjVk) = dXkcrjk + f j  (2.2)
where rjk = crjk -  p8jk [Pa] is the effective stress (total surface stress cr and pressure p), 
and f j  [N m~3] is the force per unit volume from the body forces.
Ice deformation is described by Glen’s Flow Law [Glen, 1955] which states that the
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relation between strain rate, e [s '], and applied stress, r  [Pa], follows a power law as:
eij=AT*-xTij (2.3)
where the exponent n » 3 is roughly constant, and A [Pa~n . r 1] depends mainly on 
temperature and ice impurities [Cuffey and Paterson, 2010]. For temperate ice (T « 0°C), 
A = 2.4 • 10"24 Pa~n s~l is assumed to be a constant. These values are well constrained 
through experiments and assumed constant in this study. The strain rate as defined above 
relates to fluid (ice) velocity derivatives as
1 dVj dvj 
dxj dx,
(2.4)
While the concept of sliding appears simple, mathematical descriptions are difficult 
due to complicated and largely unknown basal conditions. Deformation of subglacial sed­
iments can be incorporated into the description of sliding velocity [Schoof, pers. comm. 
2011]. Due to variable conditions at the glacier bed and the difficulty of observation, slip is 
largely described using empirical relations [Clarke, 2005]. Sliding velocity should depend 
on the shear stress at the bed, and approach zero as the shear stress approaches zero. The 
simplest such relation is given by
v, = Cim (2.5)
where C [Pa~m a-1] is a constant dependent on bed roughness and the thermal and me­
chanical properties of the ice, r  [Pa] is the basal shear stress, and m is a positive exponent. 
This equation was derived by Weertman [1964] using m = \{n + 1) where n v  3 is the 
Glen’s Flow Law exponent. Field experiments have shown that different glaciers require 
different exponents to successfully describe ice motion. No choice of exponent adequately
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describes the variations observed; any positive exponent is generally accepted for model­
ing purposes [Cuffey and Paterson, 2010]. Different exponents show dramatically different 
flow dynamics, so the value will be chosen which best simulates observed conditions at 
the study site. The approach in equation 2.5 assumes no dependence on the presence of 
meltwater at the bed. Since the sliding velocity depends only on the shear stress, sliding is 
more or less constant throughout the year.
Basal water pressure should impact sliding speed. As water pressure rises, the effective 
pressure at the bed Pe [Pa] (difference between ice pressure P, and water pressure Pw) 
decreases so sliding speed should increase. Thus the relation
k l  = C W P ^  (2.6)
should be expected [Cuffey and Paterson, 2010]. Generally m = n ^  3 and q = 1 are 
assumed based on simplified calculations. The relation, however, applies for any positive 
values of m and q since no optimal set of exponents has been identified through observa­
tions [Raymond, 1987]. Caution must be used with Equation 2.6 as it predicts an infinite 
increase in sliding velocity as the ice approaches flotation (Pe = 0). It is important to 
apply a critical effective pressure which yields the maximum sliding velocity. Note that by 
taking q = 0, Weertman’s sliding equation is obtained.
The shallow ice approximation will be used to simplify governing equations. The shal­
low ice approximation assumes that the glacier length is much larger than the ice thick­
ness [Hutter, 1983]. Glacier thicknesses for Peyto are generally 100 -  200 m, while the 
glacier length is on the order of kilometers. Writing the boundary conditions and conserva­
tion equations as dimensionless allows identification of which terms will dominate when 
thickness is assumed to be much smaller than extent. Removing these terms allows sim­
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plification of the governing equations. Vertically integrating equation 2.1 and the surface 
boundary condition yields the continuity equation of ice
(2.7)
where H [m\ is the ice thickness, Q[m2 a '] is the vertically-integrated ice discharge per
unit width and b [m a-1] is the mass balance. Conservation of energy is not addressed 
since I assume that ice is temperate (0 °C). Using the velocity from equations 2.3-2.6 and 
vertically integrating yields the discharge
where r, denotes the x, component of the driving stress r  and S [m] is the surface elevation 
[Cuffey and Paterson, 2010]. The term in brackets from equation 2.8 is known as the 
diffusion coefficient.
2.4.2 Existing ice model
The regional glaciation model developed by Christian Schoof and Garry Clarke of the 
UBC Glaciology Group is used for this study. Initially coded in Matlab, a Python version 
coded by Brian Menounos is used here. The vertically-integrated model uses the shallow
(2 .8)
where the stress is calculated by
r = pigH | VS (2.9)
t , = P ig H d XiS (2.10)
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ice approximation. It is governed by equations 2.7-2.10 with Weertman sliding (q = 0 in 
equation 2.8). The model inputs include subglacial topography and mass balance gradient. 
Cell size and timestep are user-defined, depending on the application. The model tracks 
ice thickness, flux and velocity of each cell through time.
The governing equations are solved by a finite difference approach. For the cell (/', j), 
diffusion coefficients of the discharge are calculated for (i + j), (i -  -, j), (/, j  + j),
(i, j  -  \). Diffusion coefficients are converted to a sparse matrix in coordinate format. 
A conjugate gradient solver [Nazareth, 2009] is used to solve the sparse linear system. 
Parameter choices will be discussed in the model optimization process, section 2.4.4.
2.4.3 Glacial hydrology
Since erosion depends strongly on the glacier sliding speed, it is desired to adapt the model 
from Weertman sliding to allow for the seasonal variability of sliding. Some representa­
tion of subglacial hydrology is required to determine the water pressure in equation 2.6. 
A complete hydrology model has been proposed by Flowers and Clarke [2002], which 
includes four modes of water transport (surficial runoff, englacial transport and storage, 
subglacial water networks, and subglacial aquifers) and exchanges between each. Fur­
ther developments have coupled this with a higher-order ice dynamics model [Pimentel 
and Flowers, 2010]. Unfortunately since water flows on a much faster timescale than ice, 
computing time suffers greatly by introducing a 4-part coupled hydrology model [Herman 
et al., 2011].
Herman et al. [2011] suggests incorporating only the subglacial component of the hy­
drology into a glaciation model. While exchanges between the systems are critical to 
represent the hydrologic system at a given time, subglacial hydrology is the critical com-
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ponent for glacier mechanics. The subglacial hydrology is governed by
(2 .11)
(2 .12)
where hw [m] is the water depth, Qj [m2 s~] ] is the discharge rate per unit width, bh [m a~[] 
is the basal water source term, a  = 3.5 is an empirical exponent, and hc [m] is a critical 
water depth (typically 0.1 m) [Flowers and Clarke, 2002]. The basal water source term 
consists of basal melt as well as surface meltwater that reaches the bed. The discharge, Q, 
is calculated by
where ka, kb, Kmax, and Kmin are all hydraulic conductivity tuning parameters. I adopt the 
values from Herman et al. [2011] due to a lack of field data for site optimization (values 
listed in section 2.4.4).
Even including one component of the glacial hydrology remains computationally ex­
pensive due to the different timescales of flow. This difficulty provides the motivation 
to test a quasi-hydrological approach. The quasi-hydrological approach aims to improve 
upon Weertman sliding without suffering the computational slow-down of a hydrologic 
model. A simple assumption is that the amount of water available to the bed would be 
linearly dependent upon the surface melt rate given by the mass balance. Only water pres­
(log (Kmax) -  log (Kmin)) arctan kt
(2.13)
(2.14)
+ j  (log (Kmax) + log (/rmij )
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sure, not discharge, is needed for the basal sliding velocity. Using the previous subglacial 
hydrology model for motivation, water pressure is estimated by
ing the critical water depth hc. Not all surface melt will reach the bed, and this proportion 
is uncertain. Clason et al. [2012] suggests this proportion is relatively constant, and this 
proportionality is included in the bc parameter which will be optimized. Water pressure 
is taken to be zero if b is positive. To prevent numerical instability near flotation, water 
pressure is capped at Pw = 0.95P;. This approach simulates the annual variability in wa­
ter pressure through the variability of the mass balance. While water volume is expected 
to increase non-linearly down the glacier, summer melt in the ablation area reaches the 
threshold so little difference is seen. Since drainage system development is not included, 
this approach could overestimate water pressure in areas of high melt. This simplification 
of the hydrology is far from perfect, but aims only to be an improvement upon Weertman 
sliding without the substantial computational expense of a full hydrological model.
2.4.4 Model optimization
Optimization of the glaciation model for a study area is required to determine values for 
some hydrology and sliding parameters. Optimization involves choosing free parameters 
that best simulate observations (ice velocity, extent, and thickness). Peyto Glacier will be 
used here, in preparation for the case study in chapter 3.
Before considering the free parameters, the value of many parameters can be con­
strained by their physical meaning. Gravitational acceleration and ice density are taken to
(2.15)
where bc [m a 1 ] is a critical mass balance parameter (which requires calibration) replac-
be constant in this study. Glen’s flow law is reasonably well understood and its parameters 
are assumed constant for a constant ice temperature near 0°C [Cuffey and Paterson, 2010]. 
Bed topography is obtained from UBC’s subglacial topography model which estimates 
bed elevation through surface inversion techniques [Clarke et al., 2013]. Radar surveys 
of ice depth have been used to verify this model in numerous locations. Output from the 
subglacial inversion work [Clarke et al., 2013] was a 200 m digital elevation model (DEM) 
which was interpolated to 50 m  by kriging. A 200 m  grid is too coarse for a glacier the 
size of Peyto Glacier, so the model was run with a spatial resolution of 50 m. The effect 
of using such a small grid size with the shallow ice approximation will be addressed in a 
future study. A smaller grid would push the limits of computing resources as well as the 
topography interpolation. A timestep of a year or more does not capture high melt events 
which lead to seasonal basal sliding and negate the main benefit of estimating subglacial 
water pressure. A one month timestep is chosen to provide a smooth variation in mass bal­
ance through the year. Lacking field measurements, hydrology parameters are assumed to 
be constant (Table 2.1). Finally, surface mass balance from 1966-2009 is used for climate 
input.
Model calibration
Measurable observations to use for optimization are ice extent, ice thickness, and ice 
surface speed. Ice extents are available for numerous years via digitization of air photos. 
The ablation region is used for extent comparisons, since this is the region of the most 
dramatic changes. Several ice thickness measurements were made for Peyto Glacier be­
tween 1983-1986. Ice surface velocity measurements were made in the 1940’s to 1960’s 
by measuring plates, but were limited to the glacier snout [Ommanney, 1972]. These ve­
locities ranged from 4 m a '1 to 12 m a '1 for a given year. Air photo pairs from 1982,
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Table 2.1: Ice model (left) and hydrology (right) parameters
Parameter Value
h c [m ] 0 .1 b
K min [ m a ~ x]
1 x 10~3 b
Kmax [m a ~ l]
1 x 10"6 b
k a 15.0 b
h 0.85 b
p w [kg tfT3] 1000 b
G  [W  m ~2] 0.05 a
L  [kJ kg-1] 334a
Parameter Value
n 3 .0 a
A [Pa-3 a~l] 0.76 x 10"16 a
At [a] 0.083 c
Ax [m] 5 0 d
g [m s~2] 9.81a
Pi [kg m~3] 910a
“Value from [Cuffey and Paterson, 2010]
* Value from [Flowers and Clarke, 2002]
“Equivalent to one month
J200 m used for subglacial hydrology model configuration
1986, and 1991 were analyzed to extract average surface velocities. Unfortunately, due 
to the length of time between photos common features could not be found to determine 
surface velocities. Recent satellite images did not yield a good pair of cloud-free images.
Ice thickness measurements [Demuth et al., 2006] and ice extent [Theo Mlynowski, 
pers. comm] were readily available for 1986. Optimizing the model to these data max­
imized the amount of observations at a single date. The observed mass balance curve is 
adjusted to yield a zero net mass balance for 1986. The adjusted curve is used to evolve the 
modeled ice to a steady state. This zero net mass balance adjustment, denoted mbadd, has 
been estimated to be 0.495 m greater than the 1966 -  1995 average mass balance [Demuth 
et al., 2006]. The steady state solution for a variety of parameter sets is then compared to 
the measured ice thickness and extent. Using a steady state to optimize parameters means
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proper response time of the glacier to changes in mass balance may not be captured.
2.5 Erosion models
2.5.1 Process-driven erosion model
While glacial erosion can occur via numerous processes, the dominant two glacier specific 
processes are abrasion and quarrying [Boulton, 1982]. Fluvial erosion can also be an im­
portant contributor [Koppes and Montgomery, 2009], but the model’s focus is on glacier 
specific processes. The erosion rate from other processes, such as adhesion and dissolu­
tion, is thought to be orders of magnitude less than abrasion and quarrying [Rabinowicz]. 
These other erosive processes are thus excluded from the current study. Abrasion is the 
process of debris scraping against either bedrock or other debris [Anderson and Anderson, 
2010], Erosion of bedrock is considered primary erosion, while erosion of debris is re­
garded as secondary erosion since it is the breakdown of previously eroded particles. Since 
sediment is assumed to have a certain grain-size distribution and is not tracked through 
the model, only primary erosion is explicitly considered in the present study. Abrasion 
typically produces sediments such as silts and clays. Quarrying is the process by which 
fractured rock is removed from the bed by freeze-on (freezing of bedrock to glacier sole) 
[Anderson and Anderson, 2010]. Quarrying produces coarse sediment with grain size as 
large as boulders [Huddart and Stott, 2013].
There has been much debate over the relative importance of quarrying versus abrasion. 
For a smooth bed that is not easily fractured, or a glacier with substantial subglacial till, 
abrasion can be a dominant source of erosion. For a heavily fractured bed surface, how­
ever, the quarrying rate can greatly exceed the abrasion rate [Duhnforth et al., 2010]. In 
general, abrasion is thought to account for at most 40% of erosion but typically much less
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Figure 2.6: Vector diagram of the abrasion process.
[Menzies, 2002]. Bed deformation can also be a substantial contributor to erosion for till- 
based glaciers [Boulton and Hindmarsh, 1987, Clarke, 1987]. This deformation cannot be 
included explicitly without sediment tracking. Erosion from bed deformation is an exam­
ple of secondary erosion [Cuffey and Alley, 1996], and the movement is incorporated into 
the sliding velocity [Schoof, pers. comm. 2011].
Abrasion
Abrasion was first proposed by Tyndall in 1864 [Linton, 1963]. The influencing fac­
tors have been greatly debated since Tyndall, though the existence of the process never 
experienced real opposition. The obvious signs after glacier retreat include striations in 
the direction of glacier movement by large debris and polishing by small debris [Menzies, 
2002]. Two contrasting theories were finally developed in the 1970’s by Boulton [1974]
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and Hallet [1979] to model the abrasion rate a [m a ']. Both take the general form:
k  yjh y F W Vn
a = (2.16)
hs A
where kabr is dependent on debris hardness and concentration, FN [kg m .T2] is the nor­
mal force at the bed, vp [m a~l] is the debris velocity, hs [Pa] is the bedrock hardness, and 
A [m2] is the unit area [Hildes, 2001]. The bedrock hardness and unit area will be included 
in the parameter kabr [Par1 m 2] henceforth. The difference between the theories lies in 
the estimation of FN. For erosion, it is the normal force between debris and bedrock that 
is of importance, rather than between ice and bedrock. Boulton’s theory assumes the ice 
pressure is entirely on the debris; it works well for very thin or cold ice [Boulton, 1982]. 
Hallet’s theory assumes dependence on vertical velocity and debris buoyancy and is suit­
able for temperate ice which can flow around debris by regelation and/or ice deformation. I 
will use Hallet’s theory since it is more widely accepted for warm-based temperate glaciers 
like Peyto [Hart and Boulton, 1991]. Approximating debris as spherical, the normal force 
is described by:
4 4nnR2
FN = ^ nR3 (Pr ~Pi) 8 COS 9 + fbed R2 + R2 V” (2‘1
where R [m] is the radius of the debris, p r and pt [kg m3] are the rock and ice densities, 
g [m s-2] is the acceleration of gravity, 0 is the ice surface gradient, f £ d is a bed modi­
fication factor determined to be 2.4 [Goran, 1970], tj [Pa s] is the effective viscosity of 
ice, v„ [m a -1] is the bed-normal ice velocity relative to the debris particle, and R, is the 
transition radius between regelation and creep [Hallet, 1979]. The first term represents 
buoyancy within the ice, and the second term represents viscous drag. Buoyancy is ne­
glected in modeling since it is small in comparison to viscous drag unless R is extremely
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large [Hildes et al., 2004]. Ice movement normal to the bed is due to a combination of 
basal melting and ice sliding (with the effect of vertical strain negligible) giving
v„ = bmelt + v* sin 9d (2.18)
where bmel‘ is the basal melt rate, v* is the sliding velocity, and 9d is the local bed dip 
angle [Hildes et al., 2004], Note that v„ < 0 indicates debris moving away from the 
bedrock. Since no erosion results from movement away from the bed, v„ is taken as zero. 
Considering the force balance yields the debris velocity [Hildes et al., 2004]
vp = vs (l -  / i / " d sin 9d / f l d) -  bmeh {nf£d /  f l d) (2.19)
where fi is the coefficient of friction and f£ed is the tangential bed modifier determined to 
be 1.7 [O’Neill, 1968]. Note that vp < 0 indicates deposition not movement up-glacier, 
and is taken to be vp = 0. The effective viscosity of the glacier can be found by
l = \ [ A T n- 1]"’ (2.20)
with A, t  and n  previously defined [Cuffey and Paterson, 2010]. Finally, the transition 
radius R,, calculated by Watts [1974], is given by
where Pc [AT Pa !] is the pressure melting coefficient, L [J kg *] is the latent heat of 
fusion, and Zr [m K  VP”1] is the thermal resistivity of the debris.
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Quarrying
After initial debate over the existence of quarrying, it was widely accepted by the early 
1900’s. However, debate continued until recently about the sustainability of quarrying 
[Lindstom, 1988]. Stress from the ice did not appear sufficient to fracture rock, but frac­
turing processes requiring subcritical stresses have now been found [Glasser and Warren, 
1990, Hallet, 1996]. Quarrying is largely restricted to uneven bedrock regions. On the up- 
valley side of an asperity, high pressure results from the ice flowing downslope. This in­
creases melt from regelation which flows over or through cracks in the outcrop, refreezing
on the down-valley side where a cavity forms with much lower pressure. The refreezing
can entrain rock fragments into the ice that have been sufficiently loosened by fractures 
[Liu et al., 2009]. The quarrying rate is governed by
e  = vc ( i - ^ )  (2.22)
where vc [m a~l] is the crack growth velocity and is the cavity size S q [m] normalized 
by the distance between bumps Lq [m\ [Hallet, 1996]. Crack growth is expected to scale 
with stress intensity K, and is found to follow a power law relation
vc = £Km (2.23)
where m = 40 ± 10, and ( is a rock dependent constant. Hallet [1996] notes concern over 
this description due to the extreme sensitivity of crack growth to stress intensity.
More recently, different approaches to calculating crack growth have been developed 
for modeling applications [Hildes, 2001, Iverson, 2012], but most follow the functional 
form of equation 2.22. Hildes’ method implements a combination of crack growth veloc-
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Figure 2.7: Vector diagram of the quarrying process
ities due to tension and shear propogation. While an improvement over Hallet’s descrip­
tion, this approach is still complicated and exhibits extreme sensitivity to stresses [Iverson, 
2012]. Iverson [2012] introduces a simpler approach. While less explicitly derived, it does 
exhibit less sensitivity. For a bed with step-shaped bumps of height h and distance between 
bumps Lq, Iverson [2012] derives that the crack growth velocity is given by
vskh
2ZT
(2.24)
where Jc is the probability of a bump fracturing. Further, the cavity size S q can be deter­
mined by
i h \ i/2
S q = 4 A ~Vn ( i r )  {Pi “ Pwynl2 (2 '25)
where A is from Glen’s Flow Law. For an assumed bed shape (h and Lq), the only factor
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not determined in the ice model is the probability of breaking, k. Iverson estimates this as
stress in the bedrock, o-0 [Pa] is the Weibull scale parameter, and w is the Weibull modulus. 
The factor k  ~  \  is introduced to account for the stresses required for slow crack growth 
over fast crack growth. The deviatoric stress is calculated by
where c is a scalar relating boundary to deviatoric stresses, and stress is capped at the stress 
where ice crushes, crn [Pa],
The erosion processes discussed so far estimate sediment production. Other than sub­
glacial deformation, the only methods of sediment transport are entrainment in the ice and 
movement by subglacial water. The entrainment of eroded material has been modeled pre­
viously, largely driven by regulation at the bed [Iverson, 1993, Alley et al., 1997, Iverson, 
2000], However, it was deemed to be beyond the scope of this study to attempt inclusion 
of a sediment transport component to the model. With the inclusion of an entrainment 
model, sediment transport could be addressed in a future study.
(2.26)
where Vo N 2] is a characteristic rock volume per unit width, (rd [Pa] is the deviatoric
(2.27)
Transport
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2.5.2 Sliding erosion model
Many modeling studies, particularly in landscape evolution, have used a single empirical 
mathematical equation to represent combined abrasion and quarrying [e.g. Braun et al., 
1999, Jamieson et al., 2008], Erosion rate is driven by an ice dynamics quantity such 
as either sliding velocity or ice discharge. Using the more common sliding velocity, this 
equation takes the form
E = Ki |v,| (2.28)
where vs [m a -1] is the sliding velocity and K, is a constant that encompasses all other 
factors of erosion [Herman and Braun, 2008]. An exponent is sometimes included on the 
sliding velocity, but often assumed to be 1.0. There is no physical interpretation of Kt. 
The value is simply chosen to yield reasonable erosion rates in the basins it was tested on. 
The range of values found in the literature will be used here for comparison to the process 
model. However, I note that this is not a definite range and any number could legitimately 
be chosen. This approach to erosion modeling is particularly prevalent in landscape evo­
lution studies as it simplifies model mechanics to allow for shorter computation times. 
Comparisons of the computing times of the two models will be made.
2.6 Results
2.6.1 Model Optimization
The first step was optimizing the parameter choices for the ice dynamics model. While 
velocities were not used in optimization (and measured velocities correspond to locations 
which are no longer ice covered in 1986), similarly low (< 2 0  m a~l) velocities are seen 
at near termini locations. Note that velocities are not this low in general. One region
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Figure 2.8: Map of modeled Peyto Glacier summer ice velocity. The region of high veloc­
ity (in red) is at the location of an icefall.
near the equilibrium line altitude shows particularly high modeled summer velocities up 
to 200 m a-1 (Figure 2.8). Peyto has a steep icefall near this location which explains the 
anomalously high velocities.
The free parameters of the model relate to the sliding law. These parameters (C, m and 
q) vary from glacier to glacier, but are commonly considered to remain constant through 
time for a particular glacier [Cuffey and Paterson, 2010]. Three configurations of the ice 
model are used to assess the impact of different approaches to estimating water pressure. 
Configuration 1 uses Weertman sliding, where hydrology has no influence on sliding (q = 
0). Configuration 2 uses the subglacial hydrology as in Herman et al. [2011] to estimate
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water pressure. Configuration 3 uses the quasi-hydrology approach (Equation 2.15) which 
has an additional free parameter, bc. Optimal values for these free parameters must be 
found for each model configuration.
Optimization of free parameters for each model configuration proceeded similarly, fol­
lowing a uniform stratified sampling approach [Chaudhuri et al., 2007]. The input mass 
balance and topography remained constant. The subglacial hydrology configuration, how­
ever, required a grid size of 200 m to perform optimization runs with compute times in 
the same order of magnitude. In all cases, m and q were initially chosen, and then C (and 
bc for the quasi-hydrology) was varied to obtain an optimal solution compared to obser­
vations for the given exponents. Values of m ranged from 1.0 to 5.0, q ranged from 1.0 to 
3.0, and bc ranged from 1.0 m to 10.0 m. Solutions diverge from observations towards the 
boundaries of these prescribed regions. C varies over many orders of magnitude depend­
ing on the values of m and q so its range is considerably large. Coarse sampling is initially 
taken across each parameter range. Subsequent rounds of finer sampling are completed in 
the regions of best performance. Values of individual parameters cannot be significantly 
changed from the optimized values without requiring changes to the other parameters as 
well.
In all configurations that they appear, bc * 2.8 m, m ~ 3.0 and q ^  1.0 were found to 
be the optimal combination while C values varied among the model configurations. Larger 
values of m resulted in thin ice, while smaller values resulted in thick ice, particularly in 
the accumulation area, for a given ice extent (Table 2.2).
The subglacial hydrology configuration performed the best for ice thickness, but did 
not do well at estimating the glacier extent. The quasi-hydrology configuration outper­
formed the Weertman configuration in estimates of both extent and ice thickness, with low
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computational expense. It also performed nearly as well as the hydrology configuration for 
ice thickness, and better for ice extent estimates. The subglacial hydrology configuration 
is expected to perform the best on both accounts if a 50 m grid was used, since it is the 
most physical representation. Unfortunately, using parameters determined on the 200 m 
grid does not transfer well to a model with a 50 m grid and computation times proved 
prohibitive on a 50 m grid. The computational cost (2-3 days for a 400 year simulation) 
is due to hydrology requiring a time step orders of magnitude shorter than ice. Due to 
the strong performance with limited computational demand of the quasi-hydrology model 
during the optimization phase, it will be used as the ice model of choice for use with the 
erosion models.
2.6.2 Process model
Since the abrasion and quarrying components of the process model depend on different 
parameters, analysis of each will be undertaken separately. The sensitivity analysis can 
be completed by a variety of methods [Hamby, 1994, 1995], Here, it was completed by 
varying each parameter between the minimum and maximum likely physical values. All
Table 2.2: Comparison of optimized ice model performance against observed glacier con­
ditions. The hydrology configuration used a 200 m pixel size, while the others employed 
a 50 m pixel size.
Configuration
Extent Difference {km2) Thickness Difference (m)
Net Absolute Mean RMS
Weertman 0.002 0.142 -11 33
Quasi 0.020 0.085 -7 29
Hydrology 0.04 0.2 -5 27
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other parameters are fixed at their best estimated value from the literature. Models are 
run for a 2000 year period with varied climate, similar to the reconstruction that will be 
used at Peyto in the following chapter. Parameter sensitivities are partially dependent on 
the current ice dynamics, and sensitivities were not seen to transfer well between short and 
long sensitivity tests. The sensitivity of individual erosion parameters varies with changing 
ice dynamics. Sensitivities reported are thus averages of these various conditions.
Abrasion component
For the abrasion model, there are twelve parameters in equations 2.16-2.21: bc, C, 
fbed, fled' G, kabn mi P> Pn Zr, mbadd, and the subglacial grain-size distribution. Param­
eter values are chosen to be representative of a dolomitic basin. Values for Peyto are 
chosen as the middle of this dolomitic range, since specific details of the basin rock prop­
erties are lacking. Each parameter is varied individually over 10 levels across the range of 
dolomitic values, with the exception of grain-size (Table 2.3). The grain-size distribution 
was addressed separately to allow consideration of unimodal and trimodal distributions 
with varying means and standard deviations for each (Table 2.4). The grain-size distribu­
tions used are representative of previous estimates for various glacier basins [Bennett and 
Glasser, 2009, Hildes, 2001, Haldorsen, 1981]. Numerous levels were considered for each 
parameter to determine the linearity of erosion rate variations. Grain size distributions are 
reported as 0 values, with
<p = - lo g 2(2/?) (2.29)
where R is the particle radius in mm. This scale is representative of previously reported 
grain size distributions.
Strong sensitivities are seen for kabr, m, and grain-size distribution (Figure 2.9). Small
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Table 2.3: Parameter values used for sensitivity analysis of the abrasion model
Parameter Value
bc [m a-1] 2.8 (2.7 -  2.9)
C [Pa"3 a ' } 2.45 x 10~9 (2.25 x 1(T9 -  2.65 x 10"9)
f N  
J  bed 2.4 (2.2 -  2.6)
f TJ bed 1.7 (1 .5 -  1.9)
G [W m~2] 0.05(0.00 -  0.10)
kabr 1.0 x 10-'° (5.0 x 10-" - 2 .0 x  10-'°)
m 3.0 (2.95 -  3.05)
P 0.70 (0.60 -  0.85)
P r  [kg m~3] 2800 (2700 -  2900)
Zr [m K W~'] 0.39 (0 .15-0.63)
mbadd [ma~l] 0.495 (0.4 -  0.6)
Table 2.4: Grain-size distribution parameters used for sensitivity analysis of the abrasion 
model
Distribution Mean [0] CT [</)] Weight [%]
Unimodal 0.75 ± 0.5 2.5 ± 0.5 100
Trimodal
-2.5 ± 0.25
5.5 ± 0.25
7.5 ± 0.25
0.1 ±0.1 
1.0 ±0.1 
0.75 ±0.1
2 0 - 2 5
4 5 - 5 5
2 0 - 3 0
ranges were chosen for bc, C and m since these values were calibrated in the ice model 
to match observed glacier conditions and large changes to any would require recalibration 
of the other parameters. Too large of a range of variation was likely chosen for m. The 
calibrated value of C changes by several order of magnitudes when m decreases from 3 to 
2, and this could explain the extreme sensitivity seen for m. The grain-size distribution is
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Figure 2.9: Sensitivity analysis for the mean abrasion rate. A time series for each param­
eter can be seen in the appendix (Figures B.5-B. 12).
by far the most sensitive parameter and erosion rates range across more than an order of 
magnitude between extreme cases. The sensitivity to climate is not well captured here. The 
mass balance parameter MB  represented the base perturbation from the 1966-1995 mass 
balance measurements to the estimated zero net mass balance. As such, the range of values 
considered is significantly smaller than the typical interannual variability. Consideration 
of interannual variability suggests the abrasion rate can vary by up to a factor of two. 
This makes climate of comparable sensitivity to m and kabr. Interannual variability will be 
addressed through stochastic variability in the application of the erosion model.
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Quarrying component
For the quarrying model, there are eight parameters present in equations 2.22-2.26: 
h, Lq, Vo, <r0, <x„, k, c, and w, There are also three parameters (bc, C, and m) related to 
sliding speed which impact quarrying. Similar to the abrasion model, values are chosen 
to be representative of a dolomitic drainage basin and values are set at the middle of the 
dolomitic range since further basin knowledge is lacking. Each parameter is varied indi­
vidually across the range of dolomitic values (Figure 2.10, Table 2.5 and appendix figures 
B.23-B.16).
Strong sensitivity in erosion rates occurs for Lq and h. This suggests that the dimen­
sions of bed irregularities (height and length) are the most important parameters to the 
quarrying model. The other parameters related to rock strength and fracture probability 
show remarkably little variation to the average sediment yield.
Table 2.5: Parameter values used for sensitivity analysis of the quarrying model
Parameter Value
Lq [m] 10.0 (5.0-15.0)
Vo [m2] 10.0 (5.0-15.0)
w 3.5 (1 .5 -5 .0 )
K 0.33 (0.28 -  0.40)
C 0.1 (0.09-0.11)
<To [MPa] 5.0 (3.0 -  7.0)
o-n [MPa] 10.0 (7.0-13.0)
h  [m] 0.1 (0.05-0.15)
b c [m a-1] 2.8 (2.7 -  2.9)
C [Pa"3 a"1] 2.45 x 10“9 (2.25 x 10“9 -  2.65 x 10~9)
m 3.0 (2.95 -  3.05)
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Figure 2.10: Sensitivity analysis of the mean quarrying rate. A time series for each pa­
rameter can be seen in the appendix (Figures B.16-B.23).
Process model
Considering the entire process model, quarrying accounts for approximately 90% of the 
erosion. Erosion rates predominately fluctuate between l.5 mm a~l and 2.0 mm a~x with 
maximum erosion rates slightly leading the maximum ice areas (Figure 2.11). The lack 
of major changes in erosion rate with changing ice conditions suggests the presence of a 
negative feedback mechanism.
Erosion rate increases linearly with sliding velocity at low speeds (Fig. 2.12). This 
increase plateaus beyond approximately 20 ma~l showing further evidence of the negative
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Figure 2.11: Process and sliding model comparison using mean parameter values. Ice area 
is included for comparison to glacier dynamics.
feedback. At high velocity there is less variability in erosion rate, but this could be partially 
due to the lower number of pixels with high sliding velocity. The pixels with high sliding 
velocity all appear in a steep icefall region.
The model shows the highest rates of erosion for ice less than 100 m thick, with de­
creasing maximum rates at higher ice thickness (Figure 2.13). Ice thicker than 150- 200 m 
only occurs in the accumulation area for Peyto Glacier, so much of this decreased rate is 
attributable to the lack of available basal water. Thick ice areas also do not exhibit near 
zero erosion rates as seen at some lower ice thickness locations. This difference can be at-
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Figure 2.12: Erosion rate versus sliding velocity for the process model. Rates are annual 
for each modeled pixel over 2000 years.
tributed to increased basal melt rate due to strain heating, but may be an artifact of limited 
data points.
Mapping the erosion rate across the glacier shows that erosion rates are highest at the 
location of the icefall where sliding speeds were also found to be exceptionally high. Aside 
from this, the erosion is generally highest close to the ELA and high down the middle of 
the ablation zone (Figure 2.14).
Ice thickness (m)
Figure 2.13: Erosion rate versus ice thickness for the process model. Rates are annual for 
each modeled pixel over 2000 years.
2.6.3 Sliding model
Sensitivity analysis is not necessary with the sliding model. This model consists of only 
one parameter, AT,, and the erosion rate is directly proportional to this parameter. In the 
literature, K, is typically constrained between 0.5 x 10-2 and 2.0 x 10-2 [Harbor, 1992, 
Braun et al., 1999], The most common value, 1.0 x 10-2, is used here as the best estimated 
value. Erosion rate for a different K, can be found simply by multiplying the estimated 
erosion rate by Th*s ranSe ° f  ^  values yields average erosion rates between
0.14 mm a~l and 0.57 mm a~]. Unlike the process model, maximum erosion rate lags
0 0.5 1 1.5 H o o
km
Figure 2.14: Erosion rate map of Peyto Glacier for the process model. Rates are annual 
averages.
behind the maximum ice area for the sliding model (Figure 2.11).
The computing time using the sliding model was found to be only 5% faster than the 
combined process model outlined above. The greatest impact on computation is in whether 
hydrology is used to estimate sliding velocity, as well as the chosen grid size and time step. 
Ice dynamics is the intensive computation step.
Using the estimated parameter values found in the literature, erosion rates varied greatly 
between the two models. The process model predicts a long term average erosion rate six 
times higher than the sliding model. The difference can not be minimized by simply scal-
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ing as periods of small ice extents require Kt a  10.0 x 10 2 and periods of large ice extents 
require Kj ~ 2.0 x 10-2. This is explored further with parameter uncertainty in Chapter 3.
2.7 Discussion and Conclusions
A vertically integrated regional glaciation model was adapted to include seasonal varia­
tions to sliding velocity caused by water pressure changes. A complete subglacial hydrol­
ogy model was found too computationally expensive to use in the current study. A simple 
parameterization of water pressure using the mass balance forcing yielded more realistic 
ice dynamics than Weertman sliding without affecting the computation time. Two separate 
erosion models were then developed and coupled to the glaciation model.
The first model calculates the erosion rate through governing equations of the abrasion 
and quarrying processes. This process model estimates a mean erosion rate of 1.8 mm a"1 
over a 2000 year scenario of varied climate. This rate is consistent with field estimates 
of erosion rates for small temperate glaciers [Hallet et al., 1996]. Approximately 90% 
of the erosion rate is attributed to the quarrying component. This fraction is consistent 
with suggestions that quarrying is the dominant glacier erosion process [Menzies, 2002]. 
This fraction could vary greatly with the parameter sensitivity seen, however, and requires 
uncertainty analysis before being accepted.
Quarrying strongly depends on the size and spacing of bed irregularities. For abrasion, 
the strongest sensitivity occurs for subglacial grain-size distribution. Field observation 
of these three quantities is extremely difficult, so values are unlikely to be well contrained 
from field data. Grain-size distribution can be approximated at glacier termini, but this may 
not be representative of subglacial environments [Bennett and Glasser, 2009]. Variability 
of these parameters is important for effective modeling applications.
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Many of the parameters for both abrasion and quarrying are related to the assumed 
bedrock. Only values in the range of dolomite were tested in this study. Both processes 
are expected to be sensitive to changes across a variety of rock types. A comparison of the 
erosion model in various bedrock types is worthy of future study.
The process model erosion shows signs of a negative feedback mechanism to changes 
in sliding velocity. This feedback is present only in the quarrying component which is 
responsible for most of the erosion. Analysis of the quarrying equations 2.22-2.26 show 
that there are two terms, k and 1 -  which decrease as sliding velocity increases. TheLq
quarrying rate varies directly with both of these terms resulting in a negative feedback 
to changes in sliding velocity. This feedback is particularly evident for sliding velocities 
above 30 ma~x. Previous investigations have found feedbacks on erosion from topography 
and subglacial hydrology as well [Kessler et al., 2008, Herman et al., 2011, Iverson, 2012].
The highest erosion rates are seen for the thinner ice in the ablation region due to 
increased meltwater supply. While meltwater supply is crucial to the sliding velocity, 
quarrying also depends inversely on the effective pressure leading to high erosion rates at 
lower elevations even in the absence of high velocities. The variability of erosion rates 
down to 0 mm a -1 can be attributed to either the size of subglacial cavities approaching 
the assumed length between bed irregularities or low elevation gradients.
The second erosion model calculates the erosion rate from the sliding velocity. Using 
the parameter values from the literature, this model predicts an average erosion rate of 
0.28 mm a~l. This rate is six times smaller than the rate observed for the process model. 
This difference may be largely attributed to the parameter choices made in the two models. 
The sliding model’s erosion rate increases more dramatically with increasing ice extents, 
suggesting that parameter choice should consider the glacier extent being modeled. This
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dependence may explain a difference from previous applications which found an erosion 
rate of 1 mm a~x [MacGregor et al., 2000, Brocklehurst and Whipple, 2002].
The process model was found to increase computation time by less than 5%. This small 
difference suggests that a process model could replace the sliding model in many model­
ing applications, as suggested by Iverson [2012]. The process model contains more free 
parameters, but these parameters can be constrained by local geology whereas the sliding 
model parameter cannot be physically constrained by knowledge of a region’s bedrock 
type. While the process model is expected to be a better representation, comparison to 
sediment records is required to confirm this. Parameter uncertainty in the process model 
must also be addressed before conclusions are drawn on model differences.
There are numerous limitations with the model developed here. All models are a bal­
ance between description of the physical system, knowledge of the system and computing 
resources. The first limiting assumption of the model is the use of the shallow ice approxi­
mation (SIA). The use of a 50 m grid size for Peyto Glacier may result in a violation of the 
shallow ice approximation. This effect will be investigated in a future study. The Stokes 
solution provides the most realistic treatment of ice physics. The difference between SIA 
and Stokes models increases as glacier size decreases as well as for steep ice [Meur et al., 
2004], A Stokes model, however, takes approximately 100 times the computing time of a 
SIA model [Meur et al., 2004]. Given that a SIA model simulation for 2000 years takes 16 
hours, a comparable simulation using Stokes solution would take two months. Times are 
respective to a 2 GHz CPU. Python’s conjugate gradient function is parallelized and uti­
lizes 4-6 cores even when more are available. On an equivalent single processor computer, 
a 2000 year simulation takes 30 hours.
Optimizing the model from a transient state in 1986 could also impact how the ice
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varies in time. Recent surveys if ice thickness on lower Peyto Glacier [Kehrl et al., 2014] 
would allow future optimization to have two separate dates of known ice thickness and ice 
extent.
The parameterized hydrology is also a major limitation in this study. Hydrology has 
a crucial influence on sliding speeds and thus all the processes of erosion mentioned. 
The parameterization used is very simple, but a physically-based hydrologic model is too 
computationally expensive for many modeling applications. A future effort employing 
alternative hydrology schemes [e.g. Bueler and Brown, 2009] or developing an improved 
hydrology parameterization with low computational expense would be beneficial to the 
modeling community. Drainage system development can actually lead to lower water 
pressure in the presence of higher melt [Beaud et al., 2014], and this effect is not captured. 
This could be cause overestimation of erosion in the ablation region.
A final limitation of this study is the lack of sediment transport. A component of the 
model to track sediment transport and deposition would be beneficial for both estimates of 
local erosion rate and comparisons to field observations. Areas with substantial deposition 
should have decreased primary erosion rates as the till protects the bedrock. Providing 
an estimate of sediment supply to the glacier terminus instead of primary sediment pro­
duction would be beneficial in comparisons between modeled and observed erosion rates. 
Including sediment transport would be useful in developing our understanding of the role 
of subglacial storage. This avenue would be a worthwhile focus for a future study.
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3 Evaluating the performance of a glacier erosion model 
applied to Peyto Glacier, Alberta, Canada
3.1 Abstract
The sediment yield from the previously developed process and sliding models were com­
pared to the sediment yield recorded in Peyto Lake and its delta during 1917-2010. Both 
models suggest steadily declining erosion over 1917-2010 in contrast to the lake which 
shows peak erosion in 1941 before declining. During the period 1917-2010 the lake-based 
sediment yield estimate for the Peyto Lake catchment is 526 ± 176 Mg km~2a~l. When 
converted to sediment yield, the fraction of sediment estimated to originate from subglacial 
erosion varies from 1035 ± 420 Mg km~2a~x to 286 ±210 Mg km~2a~1 for the process 
and sliding model respectively. These differences in the estimated subglacial erosion also 
occur over the entire 2000 year period of simulation. The process model erosion rate has a 
negative feedback mechanism to climate change which is not present in the sliding model.
3.2 Introduction
While debate continues over the relative importance of glacial and fluvial erosion [Koppes 
and Montgomery, 2009], landscape evolution is often heavily influenced by ice cover. 
Glacier erosion models are useful in investigating how predictions from our current under­
standing of glacial processes relate to observations. Models are also useful for testing the 
relative importance of erosion variables such as debris hardness and bed irregularity spac­
ing. Erosion models have broadly fallen into two groups: process-driven models investi­
gating individual processes or landforms [Hallet, 1979, 1996, Woo and Fitzharris, 1992]
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and simplified models investigating landscape evolution [Braun et al., 1999, MacGregor 
et al., 2000].
While many landscape evolution models focus on fluvial erosion [Avouac and Burov, 
1996, Willett et al., 2001], others recognize glacial erosion as a significant contributor 
[Harbor et al., 1988, Braun et al., 1999, Egholm et al., 2012]. These models posit that 
glacial erosion is related to the sliding speed of the glacier. While detailed erosion pro­
cesses have been theorized for a number of years [Hallet, 1979, 1996], implementation 
in landscape evolution has been limited due to computational expense and numerical sta­
bility [Iverson, 2012]. Direct comparisons between landscape evolution type models and 
process-driven models has also been limited.
Sediment yield describes the mass of sediment deposited from an area such as a 
drainage basin during a period of time. In this thesis, sediment yield will be measured 
in Mg km~2 a~] representing the mass per square kilometre of the drainage basin per year. 
Since field measurements directly measure sediment yield rather than erosion rate, erosion 
rates will be converted to a sediment yield contribution to the Peyto Lake drainage basin. 
It has been widely recognized that increased sediment yields are seen during periods of 
glacial retreat, however debate continues over whether this relation is due to increased 
erosion rates of substrate beneath the glacier [Koppes and Hallet, 2006, Koppes et al., 
2009] or reworking of subglacial sediment deposits [Leonard, 1997, Schiefer et al., 2006]. 
Process driven erosion models can inform this debate with a comparison to field measure­
ments of annual sediment yield. Previous model comparisons to observed sediment yield 
have focused largely on long-term averages [Hildes et al., 2004].
The primary objective of this study is to evaluate the performance of glacier erosion 
models against observed records of sediment yield from a glaciated basin. A secondary
46
objective is to examine how these models behave when forced with climate proxy data 
over the last 2000 years. Implications of the erosion model estimates to the total sediment 
budget of the basin will be addressed.
3.3 Methods and data
The two erosion models were coupled to an ice dynamics model in Chapter 2 and were 
described in detail in sections 2.5 and 2.4 respectively. These models are applied to the 
Peyto Glacier region (study area discussed in section 2.3). I chose Peyto Glacier due 
to a long running mass balance monitoring program [Demuth et al., 2006] and available 
sediment yield estimates [Smith and Jol, 1997, Mlynowski, 2013]. A 2000 year study 
period is chosen from the available climate reconstructions to include periods of glacier 
advance and retreat without altering timesteps or including tectonics. These periods allow 
inferences on the cause of increased sediment yields that are commonly observed during 
glacial retreat.
The erosion models calculate local erosion rates [m a"1] for each ice-covered pixel. 
These rates can be converted to sediment yield (S Y [Mg km2 a-1]) contributions by
S Y  = ^ p rE  (3.1)
**bas
where pixel cell size A pix = 2500 m2, basin area A bas = 48.85 km2, and rock density 
p r [kg m~2} varies with each model simulation. Contributions are summed to yield the 
total drainage basin sediment yield. Non-glacial sediment sources are not considered.
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Figure 3.1: Aerial view of the sediment transport path from Peyto glacier to Peyto Lake 
[Google Earth, 2013].
3.3.1 Sediment sinks
Sediment produced by glacial erosion must either be stored subglacially or transported 
away from the glacier. Sediment transported from the glacier can be deposited in one of 
four regions: the forefield, the delta, Peyto Lake, and beyond Peyto Lake (Fig. 3.1).
The forefield is the final resting place for most large-grain sediments such as boulders. 
Much of the forefield shows Peyto Creek following bedrock channels which suggests little
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to no deposition. There are, however, regions of sediment deposition evidenced by braided 
streams (Fig. 3.2). Lateral moraines from the Little Ice Age exist and represent important 
deposition zones for both quarried and abraded sediments. The age of these moraines dates 
to the end of the Little Ice Age circa 1840 [Luckman, 1996]. No estimates of sediment 
deposition have been made in the forefield, leaving it difficult to quantify. For this rea­
son, the forefield will be included in the storage component of the glacier system. Using 
Google Earth satellite imagery, the region of active deposition and the region of potential 
past deposition is digitized to obtain an estimate of the forefield deposition area. Since 
some areas are difficult to determine the deposition region boundary, a 5% uncertainty is 
assumed.
After passing the forefield, sediment reaches a delta. The delta shows evidence of 
extensive and ongoing sediment deposition. A geophysical survey of the delta estimates 
an average sediment deposition rate of 1437 m3 a-1 over the past 13225 years [Smith 
and Jol, 1997]. The volume represents a mean specific sediment yield of approximately 
80 Mg km~2 a -1, assuming a sediment density of 1950 kg m~3. This is a long-term average 
deposition rate, so an error margin of 30% is included to be representative of interannual 
variability [Schiefer et al., 2010],
The major sediment trap for Peyto Glacier is Peyto Lake. Mlynowski [2013] ex­
tracted sediment cores from the lake to estimate contemporary sediment yield during the 
period 1917-2010. The mean sediment yield in the lake for the period 1917-2010 is 
446 ± 176 Mg km~2 a~x. An increasing sediment yield is seen during 1917-1941, fol­
lowed by a gradual decline until present. The ice area steadily declines throughout the 
whole period. Errors were not propogated through Mlynowski’s analysis, so a 10% error 
margin is applied annually to represent the uncertainty present from different interpolation
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Figure 3.2: Aerial view of the forefield showing isolated areas of fluvial sediments [Google 
Earth, 2013].
methods. In a similar glaciated basin, Menounos et al. [2006] suggests the recent sedi­
ment yield (1931-2001) is 10% higher than the 3000 year averages. Long cores collected 
from Peyto Lake are consistent with lower sediment yield during earlier years [Menounos, 
pers. comm. 2013]. For model simulations before 1917 the mean sediment yield with 
uncertainty from interannual variability is used with a 10% reduction.
The last possibility is that sediment escapes Peyto Lake. The lake traps 99% of sedi­
ment that enters [Smith et al., 1982] and thus sediment exported from the lake is considered 
to be a negligible fraction of the initial sediment production. Sediment outputs are then
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Figure 3.3: Sum of observed sediment yield from the lake and delta. Lake yield is an 
average of interpolations from sediment cores by two different methods (Thiessen poly­
gons and splining) and smoothed using locally weighted regression [Mlynowski, 2013]. 
Ice extent is measured from air photos over the past 60 years and a 1917 map of the area.
represented by the combined lake and delta sediment yield estimates (Fig. 3.3).
3.3.2 Sediment budget
Differences between erosion rates and sediment yield occur due to sediment storage changes 
in the glacier system. Changes to the glacier storage can be described by
AS t = Input -  Output (3.2)
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where inputs are from primary erosion and outputs are from sediment transport [Sanders 
et al., 2013]. The model represents an estimate of the sediment inputs while observations 
of sediment yield represent an estimate of the sediment outputs. Order of magnitude con­
clusions can be drawn on the changes in storage required assuming the model’s estimates 
are plausible.
The input to the system is the primary erosion that is occuring, while the output is the 
sediment yield of the drainage basin down-valley. Equation 3.2 can thus be rewritten as
where the change in storage AS t may be negative. Since the model estimates primary 
erosion and storage can occur either in the glacier system or in the forefield, we obtain
While the glacier and forefield storages can not be separated without observations, the 
extreme considerations of no glacier storage and no forefield storage can lend upper and 
lower bounds to these regions. There is definite evidence of non-zero forefield storage at 
Peyto, while many glaciers show evidence of subglacial storage as they retreat and expose 
subglacial till layers. A region just 50 m down-valley from the current glacier terminus is 
suggestive of such a layer.
Two forefield areas are digitized from Google Earth 2004 satellite imagery (Figure 
3.4). The smaller area, active deposition, represents the region of deposition currently ac­
tive along the creek. The larger area, LI A deposition, represents the maximum deposition 
zone from the Little Ice Age maximum. Due to the time period of interest, deposition is
AS t — S Ymodel S Y,output (3.3)
S Ymodel S YjgiiQ S Yiageglacier fo re fie ld (3.4)
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Figure 3.4: Regions of forefield sediment deposition digitized from Google Earth 2004 
satellite imagery.
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expected throughout the LIA deposition region.
3.3.3 Uncertainty analysis
Uncertainty of erosion and ice parameters is addressed using deterministic sampling [Sal- 
iby, 1997] across the range of values probable for a dolomitic drainage basin (parameter 
value ranges in tables 2.3 and 2.5). For sampling, ten equally spaced values were chosen 
across the range of each parameter. From these values ten parameter sets were randomly 
generated such that each parameter value was unique. That is, for a given parameter all 
ten levels are represented in the parameter sets in random combinations. This process was 
repeated to obtain 400 unique parameter sets for both the abrasion and quarrying compo­
nents. These parameter sets were used for the model simulation. Deterministic sampling 
was used partially because it shows fast convergence to the expected mean [Saliby, 1997], 
Using a 2 GHz 24-core processor computer, a 2000 year model simulation requires roughly 
16 hours. Only a maximum of 4-6 cores were utilized by the parallel processing of the 
python modules allowing for multiple simulations simultaneously. A comparable single­
core computer requires slightly over 30 hours for a 2000 year simulation. Abrasion and 
quarrying components are modeled separately so that each abrasion parameter set is not 
attached to a particular quarrying parameter set. The process model sediment yield repre­
sents the sum of these two components with standard deviations summed in quadrature.
A mass balance perturbation was randomly generated for each time step during model 
simulations to simulate climate variability. This perturbation was normally distributed 
with a standard deviation equivalent to the error range of the temperature reconstruction.
For the sliding model, sediment yield is directly proportional to the sliding model
j^new
parameter. As such, a single simulation can be multiplied by —~ j  to yield a variety of
K?
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estimates. Two hundred simulations with mass balance perturbations were completed. 
Using ten values equally spaced across the literature range of the sliding parameter, 2000 
sediment yield estimates are used to determine the mean and standard deviation.
3.4 Results
3.4.1 Model comparison to lake records, 1917-2010
Ice is modeled prior to 1917 for several hundred years to obtain the starting ice conditions 
for erosion modeling. The mean modeled sediment yield during 1917-2010 for the process 
and sliding models is 1035 ± 420 Mg km~2a~l and 286 ± 210 Mg km~2a~\ respectively. 
The mean observed sediment yield during the period 1917-2010 is 526± 176 Mg km~2a~1. 
While the mean modeled yields agree within error with the observed yield, the temporal 
trend greatly differs (Figure 3.5). Both models predict decreasing yield throughout the 
twentieth century, while the lake yield increases until 1941 before it decreases. An increase 
during 1917-1941 could not be obtained by any parameter set in either model. The models 
agree within error with the observed yield for only short periods.
Sliding model adaptation
In the literature, the sliding model parameter K, is typically constrained between 0.5 x 10-2 
and 2.0 x 10-2, with 1.0 x 10-2 the most common value [Harbor, 1992, Braun et al., 1999]. 
While these are the values used in the literature, there is no physical interpretation of AT, and 
its value has been set to obtain representative erosion rates in the respective basins [Braun 
et al., 1999]. Variations are expected for different study sites due to different physical 
conditions.
The cumulative modeled sediment yield between 1917-2010 accounts for only half the
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Figure 3.5: Mean process and sliding modeled sediment yield compared to the observed 
lake and delta yield (1917-2010). The shaded region represents ±1 standard deviation.
cumulative observed sediment yield. This difference is unlikely to be explained solely by 
reactivation of subglacial and forefield deposits. To compensate for this underestimation, 
sliding parameter values between 1.0 x 10-2 and 4.0 x 10”2 were used for analysis moving 
forward. This effectively doubles the sediment yield estimate of the sliding model.
Process model components
The process model sediment yield is produced by either abrasion or quarrying. Inspec­
tion of the process model shows that abrasion has the same decreasing trend as quarrying 
throughout the period (Fig. 3.6). The sediment produced by abrasion is typically smaller
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Figure 3.6: Breakdown of mean process model sediment yield into abrasion and quarrying 
components compared to the observed lake and delta yield from 1917-2010. The shaded 
region for each line represents ±1 standard deviation.
and thus easier to transport than the sediment produced by quarrying. Despite this, the 
model suggests quarrying is a significant contributor to the delta and lake since abrasion 
accounts for only a small fraction of the observed sediment yield.
3.4.2 Modeled sediment yield for the past 2000 years
After comparison with the lake and delta sediment yields, the models are run for a 2000- 
year period. Since starting conditions are unknown, a variety of starting ice extents are 
used. This time period provides a comparison of the models’ behavior under a variety of
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climate forcings while maintaining a short enough timescale that no changes in grid size 
or time step are required.
The process model has a mean sediment yield of 1680 ± 620 Mg km~2a~] while the 
sliding model has a mean sediment yield of 600 ± 500 Mg km~2a~l . Error margins include 
annual variation and parameter uncertainty so agreement within error does not guarantee 
agreement for any single year in the record. Indeed, the sliding model predicts less erosion 
every year through the study period even with its parameter value doubled (Figure 3.7). 
Error ranges overlap only around the Little Ice Age. Since the sliding parameter is not well 
constrained, values were tested which yielded comparable mean yields. Similar structure 
is seen between the two models for much of the record, however the similarity breaks 
down during the most extreme temperature periods. The sliding model yield is close to 
the observed sediment yields except during the Little Ice Age, whereas the process model 
estimates subglacial/forefield deposition is occuring continuously throughout the record.
Varied initial ice extents were used to address the uncertainty in ice extent at 0 AD. 
The modeled ice extents converge within 200 years regardless of choice suggesting that 
sediment yield for most of the study period is not impacted by the starting ice extent. As 
in Chapter 2, local maxima in modeled yields lead ice extent by 10-20 years in the process 
model and lag ice extent by 10-20 years in the sliding model. The quarrying component 
remains consistent with previous results, varying between 86-91% of the process model 
erosion.
Analyzing various ice quantities reveals that ice volume appears to approximate the 
process model well (Figure 3.8). The behavior of the process model is largely captured 
by modeled ice volume except in the latter years of the Little Ice Age. As with ice area, a 
temporal difference between peaks in sediment yield and ice volume is seen. Unlike area
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Figure 3.7: Process model and sliding model sediment yield over 0-2000 compared to 
long-term average sediment yield of the lake and delta. Vertical line indicates 1917, the 
start of the 1917-2010 study period. The shaded regions represent ±1 standard deviation.
the difference is not consistent, with ice volume leading sometimes (eg. end of the LIA) 
and ice volume lagging at other times (eg. MCA minimum).
Many erosion studies discuss average erosion rate instead of sediment yield when com­
parisons to sediment deposits are not being made. Trends in erosion rate, while linked to 
sediment yield, do show differences during periods of extreme climate.The mean annual 
process erosion rate modeled here is 1.7 ± 0.3 mm. During both the Medieval climate 
anomaly and the late 1900’s, an increase in erosion rate is seen. The Medieval climate 
anomaly is a period of relative high temperature about 1000 AD. This corresponds to
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Figure 3.8: Sediment yield of the process and sliding models over 0-2000 compared to ice 
volume. The shaded regions represent ±1 standard deviation.
when glacier area declines to near 10 km2. In both cases, the sediment yield continues to 
decline. An increase in sediment yield does not occur until the glacier retreat slows. Hold­
ing all parameters constant and varying only the sliding speed illustrates a sharp change 
from increasing to decreasing erosion rate which could be responsible for this negative 
feedback (Figure 3.9).
Erosion rates do not increase as expected during the peak of the Little Ice Age. The 
increased sediment yield seen is due mainly to increased ice area rather than increased 
erosion rate. In this case, the increasing cavity size (which decreases quarrying rate) is
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Figure 3.9: Relationship between quarrying rate and sliding speed with all parameters held 
constant. Curves represent the impact of changing the constant ice thickness used.
dominant over the increasing sliding velocity. Given the overall correlation between ero­
sion rate and ice area, it appears that there is a transition between which factor (increasing 
ice velocity or increasing cavity size) is dominant both at small and large ice extents.
Sliding model adjustment
Since the sliding parameter value is not physically constrained, further adjustments are 
made to compare the models under similar mean sediment yields. To produce a mean sed­
iment yield over the past 2000 years equivalent to the process model, a sliding parameter 
Kj ~ 5.5 x 10~2 is required (Figure 3.10). Other than a sliding model lag, the models now
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Figure 3.10: Sliding and process model sediment yield over time. The sliding model 
parameter has been adjusted to yield the same long-term mean sediment yield.
yield similar estimates for most of the study period. The sliding model, however, shows a 
larger increase during the Little Ice Age.
A significantly different sliding parameter is required to approximate the sediment 
yield of the process model depending on the ice conditions. A value of K; » 3.0 x 10-2 
is required for agreement during the Little Ice Age, while a value of Kt ~ 8.0 x 10“2 is 
required for agreement during the first 1000 years.
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3.4.3 Sediment budget implications
The proportion of sediment transported out of the glacier system (to the lake and delta) to 
the total sediment production is known as the sediment delivery ratio [Woznicki and Ne- 
jadhashemi, 2013]. Assuming the process model is representative, the change in subglacial 
and forefield storage is given by the difference between modeled and observed sediment 
yields. The cumulative change in storage is then (12 ± 3) x 107 Mg over the 2000 year 
model period. This represents a sediment delivery ratio of (29 ± 20)%. Assuming 30% 
void space for unpacked sediment [Small, 1987], dividing by the density yields a total 
sediment storage volume of (6 ± 2) x 107 m3.
The area of active forefield deposition is 1.0 x 106 m2 while the entire forefield covers 
a region of 12.1 x 106 m2. Currently, the glacier area is 12.3 x 106 m2. If the sediment is 
all attributed to the current area of deposition, it would be an average of 60 ± 20 m thick. 
If it is spread across the forefield region, the sediment would be 5 ± 1 m thick. Allowing 
for subglacial storage suggests an average sediment depth of 2.5 ± 0.7 m.
The sliding model with adjusted sliding parameter (literature values doubled) estimates 
a cumulative change in storage of (1 ± 2) x 107 Mg which equates to a sediment delivery
Table 3.1: Average sediment deposit thicknesses required by the model to match observed 
sediment yields
Region
Average deposi 
Process
t thickness (m) 
Sliding
Current deposition area 
Forefield region 
Subglacial 
Forefield and subglacial
60 ±20 
5 ± 1 
5 ± 1 
2.5 ±0.7
6 ±  10 
0.5 ± 0.9 
0.5 ± 0.9 
0.3 ± 0.5
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ratio of (80 ± 40)%. Required sediment thicknesses to accomodate this are summarized in 
Table 3.1. If the original sliding parameter is used, the glacier system has a net removal of 
storage, or a sediment delivery ratio greater than 100%.
3.5 Discussion
Sediment yield during the period 1917-2010
Substantial differences are noted between the observed sediment yield and estimates 
made by both modeling approaches in this study. The process model overestimates (be­
yond error) the observed yield until 1970, suggesting deposition of sediments subglacially 
and in the forefield in the early record. The sliding model, however, underestimates the 
observed yield after 1940. Particularly after 1960, the sliding model suggests most of 
the lake deposits are from reactivated subglacial and forefield deposits. The extent of re­
activation required for model agreement to the lake is excessive, suggesting a parameter 
adjustment is required. While model parameter choices can account for the mean differ­
ence between models and observation, no choice of parameter can explain the difference 
in temporal pattern. Isolated sediment cores collected from Peyto Lake contain sediment 
records beyond the Little Ice Age and suggest that peak sediment yield over an extended 
period still occurs at 1941 [Menounos, pers. comm. 2013]. These cores, however, may 
not be representative of the lake in general.
These differences can be accounted for by considering the system as a whole. The 
models estimate sediment production under the glacier, while the observations estimate 
sediment deposition in the lake and delta. Production includes sediments which are de­
posited subglacially and in the forefield suggesting that the model should overestimate the 
observed sediment yield.
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Production also does not account for the travel time to reach the site of deposition. 
Sediment that is entrained in the ice will take many years to reach the glacier terminus. 
Sediment must reach a stream and be transported fluvially to the delta and lake. Small sed­
iments, such as the primary products of abrasion, can be transported downstream quickly 
as suspended sediment. Larger sediments, such as the primary products of quarrying, are 
transported as bedload and experience a greater delay in transit [McLaren and Bowles, 
1985]. The relationship between sediment production and deposition is complex and not 
easily estimated [Leonard, 1997]. The trend of increasing sediment yield seen for the Peyto 
Lake catchment during glacial retreat has been widely observed [Hallet et al., 1996]. Both 
models, however, fail to reproduce this with any parameter set. This difference is inter­
preted as a sediment lag following the Little Ice Age maximum. The alternative is that our 
current understanding of subglacial erosion must be readdressed.
Annual variations in the delta’s contribution to the observed yield could impact the lag 
found in this study. The delta’s sediment yield is given as an average over the past 13 000 
years and this average was applied annually. Modeled yields as well as lake observations 
suggest that changes of an order of magnitude occur over time, and are likely to be occur­
ring in the delta as well. If variations in the delta deposition rate correlate to variations 
in the lake rate, only the magnitude of the observed sediment yield would be impacted. 
However, the delta deposition rate may lag the lake’s rate due to the difference in transport 
velocity between bedload and suspended sediment which would influence the temporal 
trend. The influence of the delta in either case is likely to have a minor impact as the delta 
represents roughly 15% of the observed yield and major differences are not expected. As 
such, the temporal difference seen between models and observations is concluded to be a 
combination of sediment transport time and sediment storage.
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Net changes in the storage of sediment, either subglacially or in the forefield, could ex­
plain the sediment yield lag. Subglacial sediment exits the glacier through fluvial transport 
and englacial transport. Subglacial water networks change allowing previously deposited 
sediments to be transported years later. Forefield deposits are readily available in the form 
of till sheets and moraines. These deposits are susceptible to spring melt and extreme 
rainfall events which provide episodic sediment transport events [Desloges and Gilbert, 
1994],
Partitioning of the process model shows that quarrying accounts for 80-95% of the 
calculated erosion and is a significant contributor to the lake. Quarrying typically results 
in coarse-grain sediment, however, and the lake is predominately fine-grain sediments. 
The model only addresses primary erosion of bedrock, and quarried sediments will be 
broken down into finer-grain sediments in transport through secondary erosion.
Late Holocene sediment yield
The process and sliding models show a similar temporal trend over a 2000 year period, 
but the process model yield leads the sliding model by 10-30 years. The process model 
erosion peaks just before peak ice extents, whereas the sliding model peaks just after peak 
ice extents. The sliding model erosion is directly proportional to sliding velocity, meaning 
that peak sliding velocities occur after the peak ice extent. During retreat, shear stress 
decreases as ice thins which decreases sliding. At the same time, water pressure increases 
due to increased melt which increases sliding. Water pressure is close to the critical model 
limit during mid-summer throughout the study period, but increased melt does affect ero­
sion during the shoulder seasons. Ice thinning is a much slower process suggesting the 
peak erosion rate should lag behind the peak ice extent (Figure 3.11). The process model 
does not show this behavior suggesting other variables beyond sliding velocity are also
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Figure 3.11: Flow diagram of the influence of melt on sliding velocity, 
important.
Major differences in the models arise during the most extreme climate periods: the 
Medieval climate anomaly (~ 1000 AD), the Little Ice Age maximum (~ 1840 AD), and 
present day (after 1970). In the process model, an increase in erosion rate is seen prior 
to the peak of the Medieval climate anomaly, and a lack of increase is seen prior to the 
Little Ice Age maximum. The sliding model continues to correlate well with ice extent 
through these periods. This difference suggests a negative feedback mechanism in the 
process model which is triggered during extreme climate scenarios.
The notable differences mentioned above can be summarized as a difference in the 
timing of sediment yield maxima, and a difference in behavior during extreme (warm or
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cool) climate periods. The differences were attributed to the quarrying component of the
process model as abrasion did not experience the same trend. Analysis of the quarrying
§
equations 2.22-2.26 show that there are two terms, k and 1 -  j1, which decrease as sliding 
velocity increases. The quarrying rate varies directly with both of these terms resulting in a 
negative feedback to changes in sliding velocity. The behavior of these terms can account 
for the temporal lead of the process model as well as the behavior during the Medieval 
climate anomaly and Little Ice Age. The similarity between the process and sliding models 
for much of the record suggests that sliding velocity remains the dominant factor except for 
extreme climate events. Feedbacks on erosion from topography and subglacial hydrology 
have been investigated [Kessler et al., 2008, Herman et al., 2011, Iverson, 2012], but this 
is the first direct comparison between the feedbacks of process-based and sliding-based 
models to my knowledge.
This feedback can also explain the dramatic sediment yield increases seen in the sliding 
model during the Little Ice Age. Without a stabilizing feedback, sliding speeds rise as 
Peyto Glacier grows leading to large increases in erosion rate. The increased sediment 
yield of the sliding model relative to the process model during the Little Ice Age suggests 
that literature values for the sliding parameter may be more representative for simulating 
ice sheets, but are not effective for small mountain glaciers. When the sliding model 
parameter is used, the climate and ice extent should be considered to account for this 
effect.
There is a strong similarity in temporal structure between ice volume and the process 
model sediment yield. This could indicate that sliding velocity may not be the optimal 
choice for an empirical model. A future study should compare empirical models of ice 
volume or ice discharge to the current results.
68
Sediment budget implications
A drainage basin the size of Peyto could be expected to have a sediment delivery ra­
tio of roughly 10-40% [Jinze and Qingmei, 1982]. This agrees well with the estimated 
sediment delivery ratio for the process model (29 ± 20%), but not with the sliding model 
(80 ± 40%) even with the sliding parameter value doubled. The estimate of an average 
sediment deposit thickness of 2.5 ± 0.7 m across the forefield and subglacial regions ini­
tially seems high, but large volumes of sediment are deposited in the form of moraines. 
Estimating the moraines as 30 -  50 m high with a slope of 30° -  60° suggests the moraines 
contain 1 -  3 x 107 m3 of sediment. This accounts for up to half of the sediment storage es­
timated without considering other areas of large deposition subglacially or in the forefield. 
Considering the sliding model, the moraines account for the entire sediment deposition 
amount. Since other sediment deposits are observed in the forefield, the sliding model 
must still be underestimating erosion.
Limitations
There are many limitations to this study. Firstly, the knowledge of erosion parameter 
values and climate for the Peyto watershed is limited. The climate proxy data used in 
this study was for average temperatures in the northern hemisphere and thus contains no 
information regarding changes in precipitation, an important control on glacier mass bal­
ance. Erosion parameter values were determined on the assumption of a mainly dolomitic 
basin, however bedrock anomalies could cause differences to many of the parameters. The 
method of determining the sliding velocity may also be a limitation. Water depth was ap­
proximated by a simple parameterization of surface melt. A complete hydrology model 
was deemed too computationally expensive for this study. Since sliding parameters are 
not transferable across different cell sizes, the model should be studied for other glaciated
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catchments where records of sediment yield exist. Erosion in subglacial regions with sub­
stantial sediment deposition is overestimated since the deposited sediment will protect the 
bedrock from erosion. The model did not include a sediment tranpsort model which is 
a limitation in comparing observed and modeled sediment yields. The observed annual 
yield is composed of a fraction of the sediment eroded over a number of previous years. 
Finally, the ice model used employs the shallow ice approximation. There has been recent 
work by Egholm et al. [2012] suggesting higher order ice dynamics, a more sophisticated 
hydrology scheme, and a sediment transport model are important to model performance.
3.6 Conclusions
The performance of two glacier erosion models was evaluated against observational data 
from the Peyto Lake catchment. The model results were compared to lake and delta sedi­
ment records.
The process model overestimates the sediment yield from the catchment while the 
sliding model underpredicts sediment yield. Both models predict decreasing sediment 
yield throughout 1917-2010 in contrast to an increasing trend in sediment yield in the 
lake that peaked in 1941. The broad-scale difference between the models and the observed 
record is interpreted as a combination of sediment transport delay and a net change in 
subglacial and forefield storage during the glacial retreat.
To model glaciation over 2000 years, a temperature proxy was used to estimate mass 
balance fluctuations for Peyto. During this time, the sliding model lagged the process 
model but showed comparable magnitudes of erosion if the sliding parameter value is ad­
justed from literature values. The process model has a negative feedback to changes in 
sliding speed which is not present in the sliding model causing differences during extreme
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climate intervals. Considering this feedback, sliding parameter values should vary when 
applied to different ice extents and climates. A sharp peak in the sediment yield of the 
sliding model at the Little Ice Age suggests that literature parameter values may be repre­
sentative of erosion for ice sheets but not small mountain glaciers.
The Peyto sediment budget was assessed using the model results and the models pre­
dict sediment delivery ratios that broadly coincide with ratios found for other glacierized 
catchments. Average thickness of sediment deposited beneath the glacier and in the sedi­
ment forefield are reasonable, and about one half of the estimated storage in the catchment 
can be accounted for in the large lateral moraines present in the watershed.
A future study should be undertaken to address the issue of sediment transport. Includ­
ing even a rough sediment transport model would improve comparisons to field measure­
ments. A study that implements the model for a larger region should also be undertaken. 
Sliding parameter values and grid size would have to be adapted in such a study. Studying 
a larger region would lead directly into a complete landscape evolution study.
71
4 Conclusion
This thesis developed two glacial erosion models and applied them to Peyto Glacier, Al­
berta, Canada. First, a regional glaciation model was adapted to include basal sliding 
driven by subglacial hydrology. Three approaches to subglacial hydrology were used: zero 
hydrology, a linear relation to surface melt, and a physical subglacial hydrology model. 
The linear relation was decided on for use in the erosion model. The first erosion model 
used a power relation to sliding speed used in previous work [Braun et al., 1999]. The 
second erosion model implemented separate abrasion and quarrying components. The 
abrasion component was modeled after Hildes [2001] while the quarrying component was 
modeled after Iverson [2012]. Sensitivity analysis of the process model revealed that abra­
sion is sensitive to the grain-size distribution, the choice of basal sliding parameters, and a 
debris hardness/concentration parameter. Quarrying is sensitive to the height and spacing 
of bed irregularities. These results were specific to an assumed dolomitic rock type. The 
sliding model is directly proportional to a constant which is not constrained physically.
When applied to Peyto Glacier for the period 1917-2010, the sliding and process mod­
els respectively under- and overestimate sediment yield for the Peyto Lake drainage basin. 
The average sediment yield difference can be accomodated by parameter choice, how­
ever both models suggest steadily declining sediment yield while the lake’s yield peaks 
in 1941 before declining. This difference is apparent regardless of parameter choice, and 
is interpreted as a combination of a sediment transport lag and a net change in storage 
subglacially and in the forefield. The sliding model parameter is adjusted to effectively 
double the erosion rate for further simulations due to its underestimation of yield base and 
the lake sediment record.
Extending the model simulations over a 2000 year period shows a strong correlation
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between sediment yield and ice area. Subglacial erosion estimated by the process model 
leads changes in ice area while predicted erosion using the sliding model lags ice area. The 
quarrying component of the process model contains negative feedbacks to sliding speed 
changes. Higher sliding speeds do not necessarily equate to an increased erosion rate. This 
represents a major difference between the two models. As such the sliding model does not 
perform well with large climate fluctuations. Different sliding parameters can be chosen 
to approximate different glacier conditions but no single value can be used effectively.
Over 2000 years, the process model predicts a sediment delivery ratio consistent with 
observations of other glacier basins, while the adjusted sliding model predicts a high sed­
iment delivery ratio where nearly all eroded sediment reaches the lake and delta. The 
remaining sediment from the process model is interpreted as a change in storage, half of 
which can be accounted for by the Little Ice Age moraines. Even the adjusted sliding 
model cannot account for the amount of sediment deposited in the moraines suggesting 
that it still underestimates total erosion.
There are numerous future developments that could be undertaken from this thesis. Pri­
marily, the effect of using a small grid size with the shallow ice approximation should be 
addressed. New field observations could be used to help improve ice model optimization. 
The sliding speed is important in estimating erosion rates, and is influenced by an over­
simplified hydrology model. The possibility of a better hydrology component (without the 
computational expense of a fully physical model) should be investigated.
Lack of sediment transport is a critical limitation for any comparison to field records. 
A future version of the model should be developed with some form of sediment transport 
to improve the comparison to field estimates. I recommend that the process-driven model 
should be implemented over the sliding model in future landscape evolution models due to
73
low (less than 5%) computational expense. This model would allow more robust estimates 
over long study periods which contain climate fluctuations for which the sliding model 
struggles.
The current model is adaptable to any study area and cell size, and should be tested at 
other study areas. Changing cell size and study area will likely require a new optimization 
of sliding parameters. This further study should address the behaviour of the model on a 
larger cell size and across different rock types in basins where sediment yields have been 
measured.
A future study could also compare the performance of the erosion model using a 
Stokes-solution ice model versus the shallow ice approximation used here. While mod­
eling landscape evolution using a Stokes ice model all the time is not currently realistic, 
testing a single drainage basin to assess the sediment yield differences would be worth­
while.
74
References
R.B. Alley, K.M. Cuffey, E.B. Evenson, J.C. Strasser, D.E. Lawson, and G.J. Larson. How 
glaciers entrain and transport basal sediment: physical constraints. Quaternary Science 
Reviews, 16:1017-1038,1997.
R.S. Anderson and S.R Anderson. Geomorphology: The Mechanics and Chemistry o f 
Landscapes. Cambridge University Press, 2010.
S.P. Anderson. Glaciers show direct linkage between erosion rate and chemical weathering 
fluxes. Geomorphology, 67(1-2): 147-157, 2005.
P. Ashmore. Contemporary erosion of the Canadian landscape. Progress in Physical 
Geography, 17(2): 190-204, 1993.
J.P. Avouac and E. Burov. Erosion as a driving mechanism of intracontinental mountain 
growth. Journal o f Geophysical Research, 101:17747-17769, 1996.
Beaud, G.E. Flowers, and S. Pimentel. Seasonal-scale abrasion and quarrying patterns 
from a two-dimensional ice-flow model coupled to distributed and channelized sub­
glacial drainage. Geomorphology, 219:176-191, 2014.
M.M. Bennett and N.F. Glasser. Glacial Geology: Ice Sheets and Landforms. John Wily 
& Sons Ltd., 2009.
P. Bishop. Long-term landscape evolution: linking tectonics and surface processes. Earth 
Surface Processes and Landforms, 32(3):329—365, 2007.
G.S. Boulton. Processes and patterns o f glacial erosion. State University of New York, 
1974.
75
G.S. Boulton. Subglacial processes and the development of glacial bedforms. In Re­
search in Glacial, Glacio-Fluvial and Glacio-Lacustrine Systems. Proceedings o f the 
6th Guelph Symposium on Geomorphology, 1980. 1982. p 1-31, 13 fig, 33 ref, 1982.
G.S. Boulton and R.C.A. Hindmarsh. Sediment deformation beneath glaciers: rheology 
and geological consequences. Journal o f Geophysical Research, 92:9059-9082, 1987.
J. Braun, D. Zwartz, and J.H. Tomkin. A new surface-processes model combining glacial 
and fluvial erosion. Annals o f Glaciology, 28:282-290, 1999.
S.H. Brocklehurst and K.X. Whipple. Glacial erosion and relief production in the Eastern 
Sierra Nevada, California. Geomorphology, 42(1-2): 1-24, 2002.
A.G. Brunger, J.G. Nelson, and I.Y. Ashwell. Recession of the Hector and Peyto Glaciers: 
Further Studies in the Drummond Glacier, Red Deer Valley Area, Alberta. Canadian 
Geographer, ll(l):35-48, 1967.
E. Bueler and J. Brown. Shallow shelf approximation as a “sliding law” in a thermo- 
mechanically coupled ice sheet model. Journal o f Geophysical Research, 114:F03008, 
2009.
S. Chaudhuri, G. Das, and V. Narasayya. Optimized stratified sampling for approximate 
query processing. ACM Trans. Datab. Syst., 32(2):50, 2007.
B. Christiansen and F.C. Ljungqvist. The extra-tropical Northern Hemisphere temperature 
in the last two millennia: reconstructions of low-frequency variability. Climate o f the 
Past, 8:765-786, 2012.
G.K.C. Clarke. Subglacial Till: A physical framework for its properties and processes. 
Journal o f Geophysical Research, 92:8943-8984, 1987.
76
G.K.C. Clarke. Subglacial Processes. Annual Review o f Earth and Planetary Sciences, 
33:247-276, 2005.
G.K.C. Clarke, F. Anslow, A. Jarosch, V. Radic, B. Menounos, and T. Bolch. Subglacial 
topography and ice volume for western Canadian glaciers from a bed stress model and 
mass balance fields. Journal o f Climate, 26:4283-4303,2013.
C. Clason, D.W.F. Mair, D.O. Burgess, and P.W. Nienow. Modelling the delivery of 
supraglacial meltwater to the ice/bed interface: application to southwest Devon Ice Cap, 
Nunavut, Canada. Journal o f Glaciology, 58(208):361-374,2012.
K.M. CufFey and R.B. Alley. Is erosion by deforming subglacial sediments significant? 
(Towards till continuity). Annals o f Glaciology, 22:17-24, 1996.
K.M. CufFey and W.S.B. Paterson. The Physics o f Glaciers. Elsevier, Inc., 4 edition, 2010.
M.N. Demuth, D.S. Munro, and G.J. Young, editors. Peyto Glacier: One Century o f 
Science. National Water Research Institute Science Report 8, 2006.
J.R. Desloges and R. Gilbert. The record of extreme hydrological and geomorphological 
events inferred from glaciolacustrine sediments. Variability in Stream Erosion and Sed­
iment Transport (Proceedings o f the Canberra Symposium, Dec. 1994), IAHS Publ. no. 
224:133-142, 1994.
M. Duhnforth, R.S. Anderson, D. Ward, and G.M. Stock. Bedrock fracture control of 
glacial erosion processes and rates. Geology, 38(5):423-426, 2010.
J.K. Dukowicz. Reformulating the full-Stokes ice sheet model for a more efficient com­
putational solution. The Cryosphere, 6:21-34, 2012.
77
D.L. Egholm, V.K. Pedersen, M.F. Knudsen, and N.K. Larsen. Coupling the flow of ice, 
water, and sediment in a glacial landscape evolution model. Geomorphology, 141-142: 
47-66, 2012.
N. Eyles. The role of meltwater in glacial processes. Sedimentary Geology, 190(1-4): 
257-268, 2006.
G.E. Flowers and G.K.C. Clarke. A multicomponent coupled model of glacier hydrology. 
Journal o f Geophysical Research, 107(B11):2287, 2002.
G.E. Flowers, Helgi Bjomsson, Aslaug Geirsdottir, Gifford H. Miller, Jessica L. Black, 
and G.K.C. Clarke. Holocene climate conditions and glacier variation in central iceland 
from physical modelling and empirical evidence. Quaternary Science Reviews, 27(7-8): 
797-813, 2008.
A.C. Fowler. Weertman, Lliboutry and the development of sliding theory. Journal o f 
Glaciology, 56(200):965-972, 2010.
N.F. Glasser and C.R. Warren. Medium Scale Landforms of Glacial Erosion in South 
Greenland: Process and Form. Geografiska Annaler, Ser. A, 72(3/4):211—215, 1990.
J.W. Glen. The creep of polycrystalline ice. Proceedings o f the Royal Society, Ser. A, 228 
(1175):519—538,1955.
K. Glinska-Lewczuk. Water quality dynamics of oxbow lakes in young glacial landscape 
of NE Poland in relation to their hydrological connectivity. Ecological Engineering, 35 
(l):25-37, 2009.
Google Earth. V 7.1.2.2041. Peyto Glacier, September 2013. 51°40’N 116033’W. [March 
17, 2014].
78
S.L. Goran. The normal force exerted by creeping flow on a small sphere touching a plane. 
Journal o f Fluid Mechanics, 41:619-625,1970.
W. Haeberli, M. Hoelzle, and R. Frauenfelder. Glacier Mass Balance Bulletin, June 2013. 
URL h t t p : //www. wgms. ch/gmbb. html.
S. Haldorsen. Grain-size distribution of subglacial till and its relation to glacial crushing 
and abrasion. Boreas, 10:91-105, 1981.
B. Hallet. A theoretical model of glacial abrasion. Journal o f Glaciology, 23:39-50, 1979.
B. Hallet. Glacial quarrying: a simple theoretical model. Annals o f Glaciology, 22:1-8, 
1996.
B. Hallet, L. Hunter, and J. Bogen. Rates of erosion and sediment evacuation by glaciers: 
A review of field data and their implications. Global and Planetary Change, 12(1-4): 
213-235, 1996.
D.M. Hamby. A Review of Techniques for Parameter Sensitivity Analysis of Environmen­
tal Models. Environmental Monitoring and Assessment, 32:135-154, 1994.
D.M. Hamby. A Comparison of Sensitivity Analysis Techniques. Health Physics, 68(2): 
195-204, 1995.
J.M. Harbor. Numerical modeling of the development of U-shaped valleys by glacial 
erosion. Geological Society o f America Bulletin, 104:1364-1375,1992.
J.M. Harbor, B. Hallet, and C. Raymond. A numerical model of landform development by 
glacial erosion. Nature, 333:347-349,1988.
79
J.K. Hart. Subglacial erosion, deposition and deformation associated with deformable 
beds. Progress in Physical Geography, 19:173-191,1995.
J.K. Hart and G.S. Boulton. The interrelation of glaciotectonic and glaciodepositional 
processes within the glacial environment. Quaternary Science Reviews, 10(4), 1991.
R. Headley, B. Hallet, G. Roe, E.D. Waddington, and E. Rignot. Spatial distribution of 
glacial erosion rates in the St. Elias range, Alaska, inferred from a realistic model of 
glacier dynamics. Journal o f Geophysical Research, 117:F03027, 2012.
F. Herman and J. Braun. Evolution of the glacial landscape of the Southern Alps of New 
Zealand: Insights from a glacial erosion model. Journal o f Geophysical Research, 113: 
F02009, 2008.
F. Herman, F. Beaud, J.D. Champagnac, J.M. Lemieux, and P. Sternai. Glacial hydrology 
and erosion patterns: A mechanism for carving glacial valleys. Earth and Planetary 
Science Letters, 310:498-508, 2011.
D.H.D. Hildes. Modelling subglacial erosion and englacial sediment transport o f the 
North American Ice Sheets. PhD thesis, University of British Columbia, 2001.
D.H.D. Hildes, G.K.C. Clarke, G.E. Flowers, and S.J. Marshall. Subglacial erosion and 
englacial sediment transport modelled for North American ice sheets. Quaternary Sci­
ence Reviews, 23:409-430, 2004.
G. Holdsworth, J. Power, and R. Christie. Radar ice thickness measurements on Peyto 
Glacier. Technical report, Ottawa, Environment Canada, National Hydrology Research 
Institute. Snow and Ice Division, 1983.
80
D. Huddart and T. Stott. Earth Environments: Past, Present and Future. John Wiley & 
Sons, 2013.
K. Hutter. Theoretical Glaciology. Reidel, 1983.
N.R. Iverson. Regelation of ice through debris at glacier beds: implications for sediment 
transport. Geology, 21:559-562, 1993.
N.R. Iverson. Sediment entrainment by a soft-bedded glacier: a model based on regelation 
into the bed. Earth Surface Processes and Landforms, 25(8):881—893, 2000.
N.R. Iverson. A theory of glacial quarrying for landscape evolution models. Geology, 40: 
679-682, 2012.
S.S.R. Jamieson, N.R.J. Hulton, and M. Hagdom. Modelling landscape evolution under 
ice sheets. Geomorphology, 97(1—2):91—108, 2008.
M. Jinze and M. Qingmei. Sediment delivery ratio as used in the computation of watershed 
sediment yield. Journal o f Sediment Research, 2:223-230, 1982.
L.M. Kehrl, R.L. Hawley, E.C. Osterberg, D.A. Winski, and A.P. Lee. Volume loss from 
lower Peyto Glacier, Alberta, Canada, between 1966 and 2010. Journal o f Glaciology, 
60(219):51—56, 2014.
M.A. Kessler, R.S. Anderson, and G.M. Stock. Modeling topographic and climatic control 
of east-west asymmetry in Sierra Nevada glacier length during the Last Glacial Maxi­
mum. Journal o f Geophysical Research, 11:F02002, 2006.
M.A. Kessler, R.S. Anderson, and J.P. Briner. Fjord insertion into continental margins 
driven by topographic steering of ice. Nature Geoscience, 1:365-369, 2008.
81
M. Koppes and B. Hallet. Erosion rates during rapid deglaciation in Icy Bay, Alaska. 
Journal o f Geophysical Research, 111:F02023, 2006.
M. Koppes and D.R. Montgomery. The relative efficacy of fluvial and glacial erosion over 
modem to orogenic timescales. Nature Geoscience, 2:644-647, 2009.
M. Koppes, B. Hallet, and J. Anderson. Synchronous acceleration of ice loss and glacial 
erosion, Glaciar Marinelli, Chilean Tierra del Fuego. Journal o f Glaciology, 55(190): 
207-220, 2009.
E.M. Leonard. The relationship between glacial activity and sediment production: evi­
dence from a 4450-year varve record of neoglacial sedimentation in Hector Lake, Al­
berta, Canada. Journal o f Paleolimnology, 17:319-330,1997.
E. Lindstom. Are roches moutonnees mainly periglacial forms? Geografiska Annaler, Ser. 
A, 70(4):323-331, 1988.
D.L. Linton. The Forms of Glacial Erosion. Transactions and Papers (Institute o f British 
Geographers), 33:1-28, 1963.
G. Liu, Y. Chen, Y. Zhang, and H. Fu. Mineral deformation and subglacial processes on 
ice-bedrock interface of Hailuogou Glacier. Chinese Science Bulletin, 54:3318-3325,
2009.
B.H. Luckman. 1996.
B.H. Luckman, G. Holdsworth, and G.D. Osbom. Neoglacial glacier fluctuations in the 
Canadian Rockies. Quaternary Reseasrch, 39:144-153, 1993.
82
B.H. Luckman, K.R. Briffa, P.D. Jones, and F.H. Schweingruber. Tree-ring based re­
construction of summer temperatures at the Columbia Icefield, Alberta, Canada, AD 
1073-1983. The Holocene, 7(4):375—389, 1997.
K.R. MacGregor, R.S. Anderson, S.P. Anderson, and E.D. Waddington. Numerical sim­
ulations of glacial-valley longitudinal profile evolution. Geology, 28(11): 1031—1034, 
2000.
K.R. MacGregor, R.S. Anderson, and E.D. Waddington. Numerical modeling of glacial 
erosion and headwall processes in alpine valleys. Geomorphology, 103:189-204, 2009.
S.A. Marcott, J.D. Shakun, P.U. Clark, and A.C. Mix. A Reconstruction of Regional and 
Global Temperature for the Past 11,300 Years. Science, 339:1198-1201, 2013.
S.J. Marshall, E.C. White, M.N. Demuth, T. Bolch, R. Wheate, B. Menounos, M J. Beedle, 
and J.M. Shea. Glacier Water Resources on the Eastern Slopes of the Canadian Rocky 
Mountains. Canadian Water Resources Journal, 36(2): 109-134, 2011.
P. McLaren and D. Bowles. The Effects of Sediment Transport on Grain-Size Distribu­
tions. Journal o f Sedimentary Petrology, 55(4):457^470, 1985.
B. Menounos, E. Schiefer, and O. Slaymaker. Nested temporal suspended sediment yields, 
Green Lake Basin, British Columbia, Canada. Geomorphology, 79:114-129, 2006.
J. Menzies. Modern and Past Glacial Environments: Revised Student Edition.
Butterworth-Heinemann, 2002.
E. Le Meur, O. Gagliardini, T. Zwinger, and J. Ruokolainen. Glacier flow modelling: a 
comparison of the Shallow Ice Approximation and the full-Stokes solution. Comptes 
Rendus Physique, 5:709-722, 2004.
83
T. Mlynowski. The Influence of Glacier Change on Sediment Yield, Peyto Basin, Alberta, 
Canada, 2013.
J.L. Nazareth. Conjugate Gradient Method. Wiley Interdisciplinary Reviews: Computa­
tional Statistics, 1:348-353, 2009.
J. Oerlemans, B. Anderson, A. Hubbard, P. Huybrechts, T. Johannesson, W.H. Knap, 
M. Schmeits, A.P. Stroeven, R.S.W. van de Wal, J. Willinga, and Z. Zuo. Modelling 
the response of glaciers to climate warming. Climate Dynamics, 14:267-274, 1998.
C.S.L. Ommanney. Glacier Surveys by District Personnel of the water survey of Canada: 
2. Peyto Glacier. Technical report, Department of Environment, Inland Waters Branch, 
Glacier Inventory Note No. 7, 1972.
C.S.L. Ommanney. Mapping Canada’s Glaciers. US Geological Survey, 1386J, 2002.
M.E. O’Neill. A Sphere in Contact with a Plane Wall in a Slow Linear Shear Flow. 
Chemical Engineering Science, 21(11): 1293-1298, 1968.
F. Pattyn. A new three-dimensional higher-order thermomechanical ice sheet model: Basic 
sensitivity, ice stream development, and ice flow across subglacial lakes. Journal o f 
Geophysical Research, 108:2382, 2003.
S. Pimentel and G.E. Flowers. A numerical study of hydrologically driven glacier dynam­
ics and subglacial flooding. Proceedings o f the Royal Society A, 467(2126):537-558,
2010.
S. Pimentel, G.E. Flowers, and C.G. Schoof. A hydrologically coupled higher-order flow- 
band model of ice dynamics with a Coulomb friction sliding law. Journal o f Geophysi­
cal Research, 115:F04023, 2010.
84
E. Rabinowicz. Friction and Wear o f Materials, PUBLISHER = John Wiley & Sons, 2nd 
edition, YEAR = 1995.
C.E Raymond. How do glaciers surge? A review. Journal o f Geophysical Research: Solid 
Earth, 92(B9):9121—9134,1987.
E. Rignot, J. Mouginot, and B. Scheuchl. Ice Flow of the Antarctic Ice Sheet. Science, 
333(6048): 1427-1430, 2011.
E. Saliby. Descriptive Sampling: An Improvement Over Latin Hypercube Sampling. In 
Proceedings o f the 29th Conference on Winter Simulation, WSC 1997, pages 230-233. 
IEEE Computer Society, 1997.
J.W. Sanders, K.M. CufFey, K.R. MacGregor, and B.D. Collins. The sediment budget of 
an alpine cirque. Geological Society o f America Bulletin, 125(l-2):229-248, 2013.
E. Schiefer, B. Menounos, and O. Slaymaker. Extreme sediment delivery events recorded 
in the contemporary sediment record of a montane lake, southern Coast Mountains, 
British Columbia. Canadian Journal o f Earth Sciences, 43(12): 1777-1790, 2006.
E. Schiefer, M.A. Hassan, B. Menounos, C.P. Pelpola, and O. Slaymaker. Interdecadal 
patterns of total sediment yield from a montane catchment, southern Coast Mountains, 
British Columbia, Canada. Geomorphology, 118:207-212, 2010.
H. Seddik, R. Greve, T. Zwinger, F. Gillet-Chaulet, and O. Gagliardini. Simulations of 
the Greenland ice sheet 100 years into the future with the full Stokes model Elmer/Ice. 
Journal o f Glaciology, 58(209):427-440, 2012.
J.M. Shea, D.R. Moore, and K. Stahl. Derivation of melt factors from glacier mass-balance 
records in western Canada. Journal o f Glaciology, 55(189): 123-130, 2009.
85
R.J. Small. Glacio-Fluvial Sediment Transfer -  An Alpine Perspective, chapter Moraine 
sediment budgets, pages 165-198. John Wiley & Sons: Chichester, 1987.
D.G. Smith and H.M. Jol. Radar structure of a Gilbert-type delta, Peyto Lake, Banff 
National Park, Canada. Sedimentary Geology, 113(3-4): 195-209, 1997.
N.D. Smith, M.A. Venol, and S.K. Kennedy. Comparison of sedimentation regimes in 
four glacier-fed lakes of western Alberta. In A.R. Davidson, W. Nickling, and B.D. 
Fahey, editors, Research in glacial, glacio-fluvial, and glacio-lacustrine systems, pages 
203-238. University of Guelph, 1982.
M. Thoma, K. Grosfeld, D. Barbi, J. Determann, S. Goeller, C. Mayer, and F. Pattyn. Rim- 
bay -  a multi-approximation 3d ice-dynamics model for comprehensive applications: 
model description and examples. Geoscientific Model Development, 7:1-21, 2014.
E. Watson and B.H. Luckman. Tree-ring-based mass-balance estimates for the past 300 
years at Peyto Glacier, Alberta, Canada. Quaternary Research, 62(1):9-18, 2004.
E. Watson, B.H. Luckman, and B. Yu. Long-term relationships between reconstructed 
seasonal mass balance at Peyto Glacier, Canada, and Pacific sea surface temperatures. 
The Holocene, 16(6):783-790, 2006.
P.A. Watts. Inclusions in Ice. PhD thesis, University of Bristol, 1974.
J. Weertman. The theory of glacier sliding. Journal o f Glaciology, 5:287-303, 1964.
S.D. Willett, R. Slingerland, and N. Hovius. Uplift, shortening, and steady state topogra­
phy in active mountain belts. American Journal of Science, 301:455-485, 2001.
86
M. Woo and B.B. Fitzharris. Reconstruction of Mass Balance Variations for Franz Josef 
Glacier, New Zealand, 1913 to 1989. Arctic and Alpine Research, 24(4):281-290,1992.
S.A. Woznicki and A.P. Nejadhashemi. Spatial and Temporal Variabilities of Sediment 
Delivery Ratio. Water Resource Management, 27:2483-2499, 2013.
87
Appendices
A-l
A Study Area
This appendix provides detailed information regarding field measurements made at Peyto 
Glacier including seasonal mass balance records, locations of mass balance measurements, 
and locations of geophysical surveys of glacier thickness.
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Figure A.l: Location of Peyto Glacier seasonal mass balance measurements. Each stake 
was also surveyed once for ice thickness between 1983-1985.
A-2
Table A. 1: Peyto Glacier ice thickness measurements
Stake Depth Date Stake Depth Date
30 59 09/84 119 74 06/85
41 40 08/83 120 39 06/85
40 90 08/83 129 40 06/85
42 67 08/83 130 74 06/85
51 82 06/85 135S 82 06/85
50 143 06/85 140 108 06/85
52 78 06/85 140T 86 06/85
61 96 08/83 145 103 06/85
60 164 08/83 160 136 08/83
60 168 08/86 160 112 06/83
62 143 08/83 170 129 06/84
81 113 08/83 171T 73 06/84
80 194 08/83 172 120 06/84
82 143 08/83 180 120 06/84
85 143 08/83 181T 112 06/84
90 106 08/83 181T 68 06/84
99 86 06/85 182T 68 06/84
110 78 06/85 190 131 06/84
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Figure A.2: Winter mass balance (in water equivalent) by elevation band from field obser­
vations taken between 1966-1995 with a polynomial best fit.
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Figure A.3: Summer mass balance (in water equivalent) by elevation band from field
observations taken between 1966-1995 with a polynomial best fit.
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B Sensitivity Analysis
This appendix details time series plots for the sensitivity analysis performed on each pa­
rameter. The long-term average of each plot line is used in the sensitivity analysis section 
of Chapter 2. Ten levels are used across the range of parameter values detailed in Chapter 
2 .
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Figure B.l: Sensitivity of the abrasion model to the sliding law exponent m. The abrasion 
rate increases as m increases across 2.95-3.05
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Figure B.2: Sensitivity of the abrasion model to the abrasive wear coefficient kabr. The 
abrasion rate increases as kabr increases across 5.0 x 10-1I-2.0 x 10-10
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Figure B.3: Sensitivity of the abrasion model to the geothermal heat flux G. The abrasion
rate increases as G increases across 0.0-0.1 W m~2
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Figure B.4: Sensitivity of the abrasion model to the thermal resistivity of inclusion Zr. The 
abrasion rate increases as Zr increases across 0.15-0.63 m K  W_1
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Figure B.5: Sensitivity of the abrasion model to the critical melt rate bc. The abrasion rate
decreases as bc increases across 2.7-2.9 m a~]
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Figure B.6: Sensitivity of the abrasion model to the normal viscous bed drag factor f^ed. 
The abrasion rate increases as fE .  increases across 22-2.6
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Figure B.7: Sensitivity of the abrasion model to the net mass balance adjustment factor
mb add- The abrasion rate decreases as mbadd increases across 0.4-0.6 m a~l
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Figure B.8: Sensitivity of the abrasion model to the sliding law coefficient C. The abrasion 
rate increases as C increases across 2.25 x 10~9-2.65 x 10~9 Pa-3 a-1
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Figure B.9: Sensitivity of the abrasion model to the coefficient of friction //. The abrasion
rate decreases as ji increases across 0.60-0.85
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Figure B.10: Sensitivity of the abrasion model to the tangential viscous bed drag factor 
fled- The abrasion rate increases as f l ed increases across 1.5-1.9
0 .5
0 .4
0 .3c
a»
cc
a 02MoUJ
0.1
0.0
5 0 0 1000 
te a r  (AO)
1 5 0 0
Figure B. 11: Sensitivity of the abrasion model to the bedrock density p r. The abrasion rate
increases as p r increases across 2700-2900 kg m~3
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Figure B.12: Sensitivity of the abrasion model to the subglacial sediment grain-size distri­
bution. The abrasion rate decreases as grain size $  values increase across -2.5-7.5. Note 
that as <p increases, grain diameter is decreasing.
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Figure B.13: Sensitivity of the quarrying model to the distance between bed irregularities 
Lg. The quarrying rate increases as Lq increases across 5-15 m
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Figure B.H: Sensitivity of the quarrying model to the height of bed irregularities h. The 
quarrying rate increases as h increases across 0.05-0.15 m
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Figure B.15: Sensitivity of the quarrying model to the sliding law exponent m. The quar­
rying rate increases as m increases across 2.95-3.05
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Figure B.16: Sensitivity of the quarrying model to the Weibull scale parameter <r0. The 
quarrying rate decreases as <r0 increases across 3-7 MPa
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Figure B.17: Sensitivity of the quarrying model to the critical melt rate bc. The quarrying
rate increases as bc increases across 2.7-2.9 m a~x
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Figure B.18: Sensitivity of the quarrying model to the slock crack growth stress factor k . 
The quarrying rate increases as k  increases across 0.28-0.4
2 .5
2.0
c 1 .5
cc
1 10(A
UJ
0 .5
0.0
15 0 Q5 0 0 1000 
fe a r  (AD)
Figure B.19: Sensitivity of the quarrying model to the crushing strength of ice cr„. The
quarrying rate increases as cr„ increases across 7-13 MPa
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Figure B.20: Sensitivity of the quarrying model to the sliding law coefficient C. The 
quarrying rate increases as C increases across 2.25 x 10~9-2.65 x 10“9 Par3 a~]
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Figure B.21: Sensitivity of the quarrying model to the characteristic rock volume Vo. The
quarrying rate decreases as Vo increases across 5-15 m2
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Figure B.22: Sensitivity of the quarrying model to the Weibull modulus w. The quarrying 
rate increases as w increases across 1.5-5.0
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Figure B.23: Sensitivity of the quarrying model to the boundary to deviatoric stress scalar
c. The quarrying rate increases as c increases across 0.09-0.11
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