High-dimensional gray-box identication is a fairly unexplored part of system identication. Nevertheless, system identication problems tend to be more high-dimensional nowadays. In this paper we deal with high-dimensional regression with regressors constrained to some manifold. A recent technique in this class is weight determination by manifold regularization (WDMR). WDMR, however, is a black-box identication method. We show how WDMR can be extended to a gray-box method and illustrate the scheme with some examples.
The trend today is to use many inexpensive sensors instead of a few expensive ones, since the same accuracy can generally be obtained by fusing several dependent measurements. It also follows that the robustness against failing sensors is improved. As a result, the need for high-dimensional regression techniques is increasing. Highdimensional regression has previously been discussed by e.g. Tibshirani [1996] , Hastie et al. [2001] .
If measurements are dependent, the regressors will be constrained to some manifold. There is then a representation of the regressors, of the same dimension as the manifold, containing all predictive information. As the manifold is commonly unknown, this representation has to be estimated using data. For this, manifold learning can be utilized. Having found a representation of the manifold constrained regressors, this low-dimensional representation can be used in an ordinary regression algorithm to find a prediction of the output. This has further been developed in the Weight Determination by Manifold Regularization (WDMR, ) approach.
In most regression problems, prior information can improve prediction results. This is also true for highdimensional regression problems. Research to include physical prior knowledge in high-dimensional regression i.e., gray-box high-dimensional regression, has been rather limited, however. Quite recently Rahimi et al. [2007] presented an extension to the Support Vector Regression (SVR, Vapnik [1995] ) framework to incorporate prior knowledge. In this paper, we explore the possibilities to include prior knowledge in high-dimensional manifold constrained regression by the means of regularization. The result will be called gray-box WDMR. In gray-box WDMR we have the possibility to restrict ourselves to predictions which are physically plausible. This is done by incorporating dynamical models for how the regressors evolve on the manifold or for the dynamics of the output. This paper is organized as follows: The problem is formulated in Section 1. Section 2 introduces the main idea of manifold learning and the manifold learning method locally linear embedding. Locally linear embedding gives us a way to express the regressors in a coordinatization of the same dimension as the manifold. These new regressors can be used as regressors in a regression algorithm to predict unknown outputs. However, there may be other coordinatizations more suitable for predicting outputs. The idea of finding a more suitable coordinatization is explored in the so called Weight Determination by Manifold Regularization (WDMR), described in Section 3. In Section 4 we take one step further and develop gray-box WDMR. In gray-box WDMR we have the possibility to include prior knowledge concerning the observed system's evolution on the manifold. We could for example limit ourselves to (in time) continuous systems or even assume a dynamical model for how the regressors evolve on the manifold. We finish with some examples and a conclusion in Section 5 and 6.
A comprehensive version of the of the theory presented in this paper is given in Ohlsson [2008] .
PROBLEM FORMULATION
We are interested in finding f , giving the relation between regressors x ∈ R nx and outputs y ∈ R ny . If we assume that the measurements of f (x) are distorted by some additive noise e we can write y = f (x) + e.
Let us further assume that the regressors are constrained to some manifold Ω ⊂ R nx .
To aid us in our search for f , we are given a set samples {x t , y t } t∈L generated from (1) and with {x t } t∈L ∈ Ω. Given a new regressor x t0 ∈ Ω, t 0 / ∈ L we would like to be able to give an estimate of the corresponding y produced by (1). Since our estimate of y(x t0 ) will be based on the observations, the prediction can be written aŝ y(x t0 ) =f (x t0 , {x t , y t } t∈L ).
With regressors constrained to a manifold, it is many times an advantage to incorporate this information in the predictorŷ (x t0 ) =f (x t0 , {x t , y t } t∈L , Ω). One reason is that the output commonly varies smoothly along the manifold. This is referred to as the semisupervised smoothness assumption [Chapelle et al., 2006] . As Ω is unknown, it has to be estimated using regressorŝ Ω =Ω(x t0 , {x t , y t } t∈L ).
MANIFOLD LEARNING
Manifold learning is a fairly new research area aiming at finding, as the name suggests, descriptions of data on manifolds. The area has its roots in machine learning, and is a special form of nonlinear dimensionality reduction. Some of the most known algorithms are isomap [Tenenbaum et al., 2000] , Locally Linear Embedding (LLE, Roweis and Saul [2000] ), Laplacian eigenmaps [Belkin and Niyogi, 2003] and Hessian eigenmaps (HLLE, Donoho and Grimes [2003] ).
All manifold learning algorithms take as input a set of points sampled from some unknown manifold. A lowdimensional description of the points (a set of points of the same dimension as the manifold) is then computed by searching for a set of new points preserving certain properties of the data. For example, Laplacian eigenmaps tries to preserve the Euclidean distance between neighboring points. Isomap tries to preserve the geodesic distances i.e., the distance along the manifold, between points and locally linear embedding, and Hessian eigenmaps make assumptions about local linearity which is aimed to be preserved. Most manifold learning algorithms will therefore not give an explicit expression for the map between high-dimensional points and their new low-dimensional representation.
Any manifold learning method could be used, some better suited than others and often depending on the problem, to find a coordinatization of the manifold to which the regressors are constrained. We will here focus on locally linear embedding.
Locally Linear Embedding
Locally Linear Embedding (LLE, Roweis and Saul [2000] ) is a manifold learning technique which aims at preserving neighbors. For a given set of regressors {x 1 , . . . , x N } residing on some n z -dimensional manifold in R nx , LLE finds a new set of regressors {z 1 , . . . , z N }, z i ∈ R nz , satisfying the same neighbor-relations as the original regressors. The LLE algorithm can be divided into two-steps:
Step 1: Define the w ij :s Given data consisting of N real-valued regressors x i of dimension n x , the first step minimizes the cost function
Here, C i (K) is chosen so that only K weights w ij become nonzero for every i. In the basic formulation of LLE, the number K and the choice of lower dimension n z ≤ n x are the only design parameters, but it is also common to add a regularization
to (2a), see Roweis and Saul [2000] .
Step 2: Define the z ij :s
In the second step, let z i be of dimension n z and minimize
with respect to z = [z 1 , . . . , z N ], and subject to
using the weights w ij computed in the first step. The solution z to this optimization problem is the desired new low-dimensional representation of the regressors. By expanding the squares we can rewrite Φ(z) as (4) with M a symmetric N × N matrix with the ijth element M ij . The solution to (3) is obtained by using RayleighRitz theorem [Horn and Johnson, 1990] . With ν i the unit length eigenvector of M associated with the ith smallest eigenvalue,
LLE is an unsupervised method that will find a new representation of the regressors without using any knowledge about the outputs {y t } t∈L . However, since our purpose is to use the representation as new regressors in a regression algorithm, there might be better coordinatizations of the manifold.
WEIGHT DETERMINATION BY MANIFOLD REGULARIZATION (WDMR)
In this section we examine the possibilities to find a better suited coordinatization of the manifold by combining the coordinatization and the regression step. The result will be a regression method adjusted to the manifold constrained regressors. The method was earlier introduced in and named Weight Determination by Manifold Regularization (WDMR).
We can at this point assume that the regressors are ordered such that the labeled estimation regressors are the N e first regressors {x t } Ne t=1 , 'e' for estimation. The last N eu regressors {x t } Neu+Ne t=Ne+1 are then the unlabeled regressors which we seek a prediction for, 'eu' for end user. For notational purpose we define x e [x 1 , x 2 , . . . , x Ne ] and similarly x eu , y e and y eu .
First apply the first step of the LLE algorithm (2) to all regressors {x t } Ne+Neu t=1
to obtain M (see (4)). Secondly, to avoid poor coordinatizations, we modify the optimization problem (3) in the second step of the LLE algorithm into
Here, || · || F is the Frobenius norm and f 2 is a function mapping from the coordinatization, z, to the output, y.
The parameter λ is a design parameter which can be set to values between 0 and 1. λ = 1 gives the same coordinatization as LLE and λ = 0 gives a coordinatization equal to a normalized version of the, possible noisy, measurements y e . The function f 2 can be:
• Chosen beforehand.
• Computed by for example alternating between minimizing (5) w.r.t. z and f 2 . However, it is unclear if optimizing over f 2 would improve the results or if there is enough flexibility with a fixed f 2 .
We choose to fix f 2 (z) = z and force the coordinatization z to adapt to this. Remark 1. With f 2 (z) = z, the coordinatization of the manifold z is assumed to be of the same dimension as the output y. When this is not motivated, we use f 2 (z) = [I ny×ny 0 ny×nz−ny ]z. This modification does not introduce any major difficulties. However, for simplicity the derivation in the sequel is done using f 2 (z) = z.
With a fixed f 2 , the constraint on z can be relaxed since the second term of (5) (1 − λ)||y e − z e || 2 F will prevent z from becoming identically zero. The problem is then simplified considerably while many of the properties are still preserved.
The coordinatization z now acts as an estimate of the outputs y. We therefore defineŷ as the coordinatization z that minimizes (5). We then write ŷ(x) Notice that we get an estimate of the unknown outputs along with the filtered estimation outputs.
The algorithm is an algorithm for computing a weightingkernel defined by
The kernel accounts for the restriction of data to a manifold and is well consistent with the semi-supervised smoothness assumption. We summarize the WDMR regression algorithm in Algorithm 1. Related formulations have also been developed by Yang et al. [2006] .
Algorithm 1 WDMR Let x t be the tth element in [x e , x eu ], N e the number of estimation regressors and N eu the number of regressors for which a prediction is searched. For a chosen K, r and λ, (1) Find the weights w ij minimizing
w ij = 1,
w ki w kj the estimated output is given by
GRAY-BOX WDMR
In this section we present a way to include prior knowledge into the WDMR framework. The result will be a new regression algorithm that we will call gray-box WDMR regression.
Since we will include dynamical models in our WDMR framework, we have to introduce the concept of time. We will hence see the set of regressors {x t }
Ne+Neu t=1
as an ordered sequence of regressors measured at time t = 1, . . . , N e + N eu .
The physical knowledge will now be included in WDMR regression by a regularization term G(z), added to the second step of WDMR, i.e., (6). With the N e + N eu × N e + N eu matrix M computed using LLE (see (4)) on the set of regressors {x t } Ne+Neu t=1
, the second step now takes the form
The regularization term G(z) should result in a high cost if the regressors expressed in the coordinatization of the manifold, z, not behave according to the assumed physical model. We could for example assume that there is a linear state space model summarizing our physical knowledge. We write this as
C s a n z × n s matrix. (7b) s t ∈ R ns is here the state vector of the model. The matrix A describes how the state evolves into the state of the next time instance. σ is taken to be a diagonal n s × n s covariance matrix. C s specifies how the state s t relates to our coordinatization of the manifold z t .
A, σ and C s have to be specified in advance. They define our prior knowledge about the data generating system and the desired connection between y and z. We can now define the regularization term G(z) as
λ A and λ S are two design parameters. The norm ||s t+1 − As t || 2 σ −2 is defined as
The first term of G(z) i.e., the term multiplied by λ A , makes s t behave according to the assumed dynamics given in (7a). The second term of G(z) i.e., the term multiplied by λ S enforces the coordinatization z t to evolve according to the assumed dynamics. Now with C s , A and σ defined by prior knowledge, M given from the regressors and with λ S , λ A and λ design parameters, the resulting minimization takes the form
Notice that the minimization is now also over the states of the state space model. We hence try to find a coordinatization z which can be well described by the assumed state space model and at the same time fit well with the manifold assumption and the measured outputs.
(8) is quadratic in s t and z t . A solution can hence be obtained by setting the gradient equal to zero and then solve the obtained linear equation system for s t and z t . Remark 2. To handle dynamical systems, regressors are typically constructed from delayed inputs and outputs. If the input is high-dimensional, the dimension of the regressor space can grow overwhelmingly fast. Gray-box WDMR avoids increasing the dimensionality of the regressor space by the introduction of the dynamical system (7). The price that has to be paid is that we also have to determine s t . With a high-dimensional regressor x, this is however often to be preferred. Remark 3. If the output and the coordinatization of the manifold have the same dimensions, a model (7) can be estimated by computing an Autoregressive (AR, see e.g. Ljung [1999] ) model using the outputs of the estimation data. Remark 4. If the output and the coordinatization of the manifold do not have the same dimensions, the term (1 − λ) t∈L ||y r − z r || 2 of (8) should be modified into (1 − λ) t∈L ||y r − [I ny×ny 0 ny×nz−ny ]z r || 2 . See also Remark 1.
This work has been inspired by Rahimi et al. [2007] who discusses similar extensions for SVR.
EXAMPLES

Regressors on a Spiral
Consider the system
x 2,t = 8 30000 p t sin 8 30000
where the output was distorted by some noiseē t ∼ N (0, 0.005). Let 225 regressor-output pairs be generated by feeding the system (9) with 225 p-values generated from
with s t=0 = [0 0 0] T and e t ∼ N (0, 25I).
Assume now that of the 225 regressor-output pairs, 13 pairs were picked-out and used as estimation data. The 13 chosen pairs give L={1, 18, 35, 52, 69, 86, 103, 120, 137, 154, 171, 188, 205} . Figure 2 were obtained by the use of gray-box WDMR regression (K = 9, λ = 0.9, r = 0.7, λ S = 1, λ A = 10000). To compare with, the performance for WDMR regression (K = 25, λ = 0.99, r = 2) and LapRLS [Belkin et al., 2006] (K = 20, γ I = 100, γ A = 5 × 10 −8 , see (33) in [Belkin et al., 2006] ) are shown in Figure 3 respective Figure 4 . LapRLS is as WDMR, a regression method for regressors constrained to manifolds. It may not be that likely to have the exact knowledge of the dynamic system. One could of course estimate an AR model from the estimation outputs. However, as we will see in the next example, a very accurate model is not necessary to get a good result.
Tracking of Robot
In this example we see images as regressors. The sequence of images used shows an industrial robot and is taken with an ordinary video camera. The video camera took 4 images every second and a total of 111 images. The images consist of 120 × 160 pixels and the gray-tone in a pixel is represented with a scalar value. By vectorizing the 120 × 160 matrix which defines an image, we obtain a 19200-dimensional representation associated with each of the 111 images. The 111 images can hence be seen as 111 points in R 19200 . As the robot has 6 degrees of freedom the 111 points will be constrained to a 6-dimensional manifold in R 19200 . There is then a 6-dimensional coordinatization of the manifold that could be used to represent each of the 111 images.
Let us now consider the problem of tracking one of the joints of the robot. Since it is tedious to by hand pick out the position of the joint, we would rather not do this in more then a few images. Let's say that we accept to mark out the position of the joint in 6 of the 111 images. We could see this as a regression problem consisting of 6 19200-dimensional labeled regressors. The output is the two-dimensional positions in the image of the joint. And the task is to predict the outputs of the remaining 111 − 6 regressors.
Since the regressors are constrained to a 6-dimensional manifold the WDMR framework is suitable for this task. We are only interested in a 2-dimensional output and choose therefore to aim for an incomplete 2-dimensional coordinatization of the manifold.
Assume now that we do not have that much information concerning the industrial robot. The same state space model as in Example 5.1 was therefore scaled to fit the dimensions of the tracking problem,
C s was changed to [I 2×2 0 2×2 0 2×2 ] to better scale with the movements of the robot (the output of the robot is in the order of tens compared to the output of Example 5.1 which varies between −0.6 and zero). σ was scaled to fit the dimensions of the new state space model (11) and was hence set to σ = I 6×6 .
The tracked path of the joint, close to the tool of the industrial robot, is shown in Figure 5 . For both WDMR and gray-box WDMR regression K = 4, λ = 0.9, and r = 0.4. For gray-box WDMR regression λ A = 0.1 and λ S = 10.
The paths from the gray-box and ordinary WDMR regression are quite similar even though the path traced by the WDMR tends to be more piecewise linear than a smooth curve. However, what is not seen in Figure 5 is that the path traced out by WDMR regression is temporally not smooth. This is visualized in Figure 6 . Figure 6 shows the difference in predicted joint position between to successive images. WDMR regression has some quite abrupt changes in predicted position (probably not physically possible). Gray-box WDMR regression, however, produces a much more, in time, smooth prediction. So the conclusion is that a fairly simple model is often enough to improve predictions considerably. 
CONCLUSIONS
We have seen how WDMR, a regression method for manifold-constrained regressors, can be extended to incorporate prior assumptions concerning the system to be modeled. The adjustment was shown to improve the prediction performance in two examples. In the first example the true dynamic model was assumed to be known. Predictions were then shown to be almost perfect. The second example gave a more challenging problem. Images of an industrial robot were there seen as regressors and the position of one of its joints, the output to be predicted. With no model of an industrial robot available, the model used in the first example was slightly modified and used to impose continuity. As a result, the predicted position of the joint's movement made more physical sense.
