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Abstract:
Two different methods of parameter estimation are discussed to correct data for limited experimental
resolution and acceptance losses: 1. The parameters are adjusted directly to the observed data and
afterwards the introduced biases are corrected by a Monte Carlo simulation. 2. The experiment is simulated
with a first guess θ0 of the parameter θ. The simulated data are adjusted to variable parameter values θ by
parameter depending weights. The parameters are inferred from a comparison of the weighted simulated
data with the experimental data in form of histograms. If the statistical error of the simulation can be
neglected, the parameters are determined in a Poisson likelihood fit. In the opposite case, a least square
fit is performed where the sum of the weights in the histogram bins is approximated by a scaled Poisson
distribution. This approximation is more precise than the usually used normal approximation.
In the non-parametric situation it is proposed to unfold the observed data in form of histograms with
bins wide enough to suppress the excessive fluctuations caused by the noise. A likelihood fit is performed
with the expectation maximization (EM) method. The resulting unfolded histogram and the error matrix
can be used to combine data from different experiments and to fit parameters of distributions. The
dependence of the results on the distribution used in the Monte Carlo simulation of the experiment is
reduced to a negligible bias by a spline approximation of the distribution.
The common unfolding methods with explicit regularization are discussed and compared to each other.
Approaches based on the eigenvector decomposition of the response matrix (equivalent to singular value
decomposition), the iterative Richardson-Lucy (EM method) algorithm with early stopping, and three
different penalty regularizations are investigated. To obtain an objective comparison of the methods, the
smoothing parameter is optimized in each method such that the integrated square error (ISE) is minimal.
Results depending on different distributions, experimental resolutions and event numbers are compared in
a statistically significant number of toy experiments. The SVD method fails in some examples and the
Tikhonov norm regularization performs less well than the remaining methods. Based on the ISE of the
unfolded histogram, the best results are obtained with the iterative EM approach with early stopping.
In addition to the histogram representation of the unfolded distribution, a superposition of basic spline
functions is studied. Here,the curvature regularization and the EM method with early stopping produce
promising results. The probability density estimates (PDEs) permit to visualize the true distribution and to
discard predictions on a semi-quantitative level. Several methods to select the regularization parameter are
discussed and a general method which is applicable to all unfolding schemes is proposed: The regularization
parameter is adjusted iteratively in such a way that the mean integrated square error (MISE) is minimal.
Because of the bias and the dependence of the error definition on the statistics, the applied regularization
strength and the used smoothing method, the PDEs obtained by unfolding cannot be used for parameter
inference and for quantitative goodness-of-fit tests. therefore addition to the PDEs, unbiased unfolding
results regularized by wide binning should be published. Parameter fits based on unfolded histograms with
explicit regularization produce significantly biased results and larger uncertainties than direct fits of the
parameters to the raw data.
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1 Introduction
The detectors of physics experiments are never perfect. They suffer from acceptance losses and from
their finite resolution. As a consequence the distributions that we want to measure are distorted. A
typical example is shown in Fig. (1.1) where an observed lifetime distribution is displayed.
The original distribution, we call it the true distribution, is smeared and events at the low end
of the scale are lost. Our goal is to recover as much as possible the true distribution of the data and
in this specific example, we want to extract the interesting parameter, the true lifetime.
In the past, until about 1990, in most experiments it was adequate to perform simple corrections
to distorted distributions, but in the 90ties when structure functions were measured in electron
proton collisions at the electron proton collider HERA, more sophisticated unfolding methods had
to be applied. With new data from the Large Hadron Collider (LHC) at CERN the analysis of
distorted data gained new interest. There exist by now a considerable number of publications on
unfolding and parameter reconstruction. Some early publications [1, 2, 3, 4, 5, 6] after the pioneering
work of Tikhonov [7] remained essentially unnoticed by particle physicists. Blobel was the first to
promote professional unfolding in our field [8]. Since then, a large number of different approaches
and studies were published. [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]A workshop was
held at CERN [25] with interesting contributions but diverging proposals of the participants and an
introduction by Lyons pointing to the essential problems of unfolding which we try to address in this
report. An elementary introduction to unfolding is given in a note by Cowan [26] and a professional
introduction to conventional unfolding with a the focus on singular value decomposition is presented
in the book by Hansen [27].
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Fig. 1.1. Smeared lifetime distribution.
6 1 Introduction
Most authors from the particle physics community demonstrate the quality of their proposed
methods with Monte Carlo studies, based on a single or very few data sets and selected distributions.
It is not clear how well the obtained results and conclusions can be generalized and sometimes the
choice of the free parameters of the models is somewhat arbitrary because they cannot be derived
from first principles. The aim of this report is to summarize, test, extend and compare existing
methods, but clearly not all aspects of unfolding can be covered. The author’s hope is that further
systematic studies are stimulated by this report and that in this way a consensus among particle
physicists can be reached on how distorted data should be analyzed.
The experimental situation is usually the following: We are given a sample of observations which
we call events, drawn from a statistical distribution. Each event is characterized by a set of measured
variables like energy, momentum, time etc.. To simplify the following discussion, we limit ourselves
to a single variable which we denote by x. The extension of the results to several variables is
straight forward. To extract useful information from the sample, we have to understand the detector
properties sufficiently well, such that we can simulate the expected distribution of observed events
for a given undistorted true distribution.
Let us distinguish three different situations and issues:
1. We have of a parametric model. The true distribution from which the observed events are gen-
erated is given up to some unknown parameters. We want to infer the parameters.
2. We completely ignore the true distribution, but we want to prepare the data in such a way
that they can be quantitatively compared to theoretical predictions and to results from other
experiments. Furthermore, we require that results from different experiments can be combined.
To this end, we parametrize the true distribution, usually in form of a histogram or by a spline
approximation and we determine the corresponding parameters, i.e. the content of the histogram
bins or the spline coefficients.
3. As in issue 2, we intend to estimate the completely unknown true distribution, but have the prior
information that the distribution is smooth of which we want to take advantage of. The true
distribution has to be parametrized and the parameters have to be estimated under constraints
which correspond to our smoothness prejudices. Most unfolding procedures refer to this issue.
As we will see, issue 1 has a relative simple solution. If we have a parametric model where
f(x|θ) is known up to unknown parameters θ, we can estimate the parameters with least square
(LS) or maximum likelihood (ML) methods. We compare the folded true distribution to the observed
distribution and vary the parameter of the true distribution until the LS statistic is minimum or
the likelihood is maximum. In some cases we can fit the parameters of f(x|θ) to the observed
sample ignoring the experimental distortion and correct for the bias of the results by a Monte Carlo
simulation.
The situation is similar for issue 2. We have to decide for the kind of parametrization and
choose the number of parameters, i.e. the number of bins in case the result is presented in form of
a histogram. This number has to be relatively small in order to avoid strong fluctuations, excessive
correlations and huge diagonal errors. Another, but not very realistic possibility which permits a
larger number of bins, would be to restrict the fluctuations by a smoothing algorithm which than
has to be published together with the result. The same smoothing could then be applied to arbitrary
predictions before they are compared to the experimental result. A quantitative comparison or a
combination of data from different experiments would not be possible.
Issue 3 is what usually is meant with the notion of unfolding. It belongs to the field of parameter
density estimation (PDE) [28, 29]. It is less well defined than the other two issues because there
is no precise definition of smoothness. Smoothness is not invariant under transformations of the
random variable and usually our prejudices of what is smooth depend on the problem that we have
to solve. The result of unfolding a mass distribution will usually be incompatible with that obtained
from unfolding a mass squared distribution. Also the smoothness criteria may be different when we
investigate a line spectrum superposed to a background or when a transverse momentum distribution
in a particle experiment has to be unfolded. The smoothness constraints improve formally the
precision of the results but introduce a bias. A compromise between precision and bias has to be
found. Since the result and the size of the errors obtained from the adjustment depend crucially
on the smoothness assumptions, the unfolding result is not suited for the inference of parameters
of distributions. However it provides a semi-quantitative illustration of the true distribution and is
normally closer to the true distribution than a simple parametrization. It can be used to discard
theoretical concepts if the discrepancy between the unfolding solution and the prediction is large and
occasionally the results may be useful as input for simulation, for instance of structure functions.
Due to the complexity of the unfolding problematic, the corresponding chapter in this report is much
longer than the others.
Some colleagues believe that the issues 2 and 3 can be solved with a single method. However, it
is not clear how the smoothing parameters can be fixed and how the systematic uncertainties in the
parameter estimation can be handled.
Unfolding in higher dimensions suffers from the curse of dimensionality: The bins of multi-
dimensional histograms are often sparsely populated. This problem can partially be solved with
binning-free unfolding methods. A modest, explorative study is presented in [30].
A technical remark: In many of the figures of this report the titles of the axes and even scales
have been omitted to save space where they are obvious or not necessary for the understanding of
the intended message.
Some parts of this report have been copied with minor modifications from the book by Bohm
and myself [30].
2 Parameter inference
In particle physics we are in the lucky situation that in most cases we have a theoretical description
of the data that we collect. The reason is that the experiments are usually designed with the goal
to test a prediction or to measure parameters of it. We may want, for instance, to determine the
lifetime of a particle from an exponential distribution or the mass and width of a particle from a
Breit-Wigner distribution.
One might think, that first of all, one should unfold the observed distribution to get rid of the
experimental defects and than pursue with the analysis. However, this is not a good idea, because
unfolding is not straight forward and it is accompanied by a loss of information. It is much better to
fold the prediction and to compare the folded prediction to the observed data. In this way we can
avoid some of the approximations that are necessary in unfolding methods and we do not have to
care about the oscillations that occur in unfolding procedures due to the statistical fluctuations of
the data.
In [21] a so-called parametric unfolding method is proposed. This approach has the disadvantage
that a response matrix has to be constructed which depends on the distribution chosen to simulate
the smearing. This dependence can be avoided by iteration but this is not necessary in the much
simpler weighting procedure described in Sect. 2.2.
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Fig. 2.1. Fit of a linear distribution. Left hand: Histogram of the data and shape of the true and the
distorted distributions. Right hand: Transition from the observed parameter to its true value.
2.1 Parameter correction method
Often the true distribution is only slightly distorted by the measurement. Then we can initially
neglect the experimental effects and fit the parameter we are interested in. We obtain a biased
maximum likelihood or least square estimate θˆ′ and an uncertainty δθ′. The bias is then estimated
by a Monte Carlo simulation based on a value θ close to the true value or on θˆ′. The bias is usually
within the uncertainties independent of the value chosen in the simulation. In more than 99% of
all measurements in particle physics this simple method is applied or unnecessary if the bias is
negligible.
If the distortions are large, we have to generate the true distribution for a few values of θ and
simulate the estimation of θ′ to obtain the relation θ(θ′) between the parameter of interest θ and
the observed quantity θ′. The relation θ(θ′) can usually be taken to be linear in the vicinity of θˆ′
and then the choice of two values of θ is enough. The method should become clear in the following
examples.
Example 1. Polarization measurements of hyperons often lead to fits of linear cosine distributions. In
Fig. 2.1 such a distribution is displayed. The dashed line shows a p.d.f. f(x) = 0.5+1.1x, where x is
confined to the interval −1 ≤ x ≤ 1. The folded version of this distribution, with a kernel following
a normal distribution with standard deviation σs = 0.2,
g(x) =
∫ ∞
−∞
N (x′|x, σs)f(x′)dx′ ,
N (x′|x, σs) = 1√
2piσs
exp[− (x
′ − x)2
2σ2s
] ,
extends to regions outside the interval borders of the true distribution. A histogram from a sample
of 100 events, x1, x2, ..., x100 generated according to the folded distribution is displayed in the same
figure. A maximum likelihood fit of the parameter α to the observed data with the log-likelihood
function
lnL(α) =
100∑
i=1
(0.5 + αxi)
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Fig. 2.2. Experimental lifetime distribution. The insert indicates the transition from the observed to the
corrected lifetime.
yields the value αˆ′ = 0.065+0.080−0.082. To correct this number for the smearing effect, several samples
of 105 events each, are generated with different values of α. From the corresponding fitted values a
within statistics linear relation α′ = 0.90α is derived as shown at the lright-hand side of Fig. 2.1.
This relation is then used to correct for the bias of α′. The result is αˆ = αˆ′/0.90 = 0.072+0.089−0.091. The
factor 0.9 which relates α and α′ indicates that the distortion of the measurement entails a loss in
precision of 10%.
Example 2. In Fig. 2.2 an observed distorted lifetime distribution is depicted. The sample mean t
of a sample of N undistorted exponentially distributed lifetimes ti, is a sufficient estimator of the
mean lifetime τ . It contains the full information related to the parameter τ , the mean lifetime. In
case the distribution is distorted by resolution and acceptance effects, the mean value
t′ =
∑
t′i/N
of the distorted sample t′i will usually still contain almost the full information relative to the mean
life τ . The relation τ(t′) between τ and its approximation t′ (see insert of Fig. 2.2) is generated by a
Monte Carlo simulation. The uncertainty δτ is obtained by error propagation from the uncertainty
δt′ of t′,
(δt′)2 =
(t′2 − t′2)
N − 1 ,
t′2 =
1
N
∑
t′2i
using the Monte Carlo relation τ(t′).
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The correction approach has several advantages:
– It is not necessary to histogram the observations. A likelihood fit with individual observations
can be performed.
– Problems due to small event numbers for bins in a multivariate space are avoided.
– It is robust, simple and requires little computing time if a sufficient statistic exists. It is ideal for
online applications.
– All approximations are automatically corrected for by the simulation.
As we have to perform a likelihood or a χ2 fit, in the cases where we do not have a sufficient
statistic, we occasionally may run into the following problem: The data can lay outside the range
covered by the undistorted p.d.f.. In fact this also happens in the first example of this section. It
did not cause any trouble, we just had to extrapolate the linear p.d.f. f(x) to values below −1 and
and above +1. However, if the distribution is steep, some observed data values could correspond to
negative function values where the log-likelihood is not defined. The problem can usually be solved
by a linear transformation of the observed variable in such a way that it is covered by the range
of the variable in which the p.d.f. is defined. In the example depicted in Fig. 2.1 this is [−1, 1].
Here dividing x by 2, values outside the interval [−1, 1] are excluded. The result obtained above and
its error remain unchanged. The Monte Carlo simulation of the analysis procedure automatically
corrects for the scaling.
Our examples concerned simple, smooth distributions. Complex, multi-modal distributions with
large distortions cannot always be handled with the correction method without a sizable loss in
precision.
2.2 Weighting approach
Now we turn to the standard method [31] that should be used in all cases where the resolution
effects are so large that the simple correction method does not produce precise results. Now, the
experimental and the simulated data are compared in form of histograms.
2.2.1 Negligible statistical error of the Monte Carlo simulation
If the data sample is not extremely large, we can generate enough Monte Carlo events such that
their statistical error can be neglected.
We compare a data histogram with B bins and bin contents di to a Monte Carlo generated
histogram with bin contents ti. (We use the letters d and t to denote data and theory.) To produce
the Monte Carlo histogram, events are generated according to the p.d.f. f(x|θ) and the detector
response is simulated. The corresponding observed variables x′ are then histogrammed. We get di
and a prediction cti(θ) where c is the normalization constant. Usually the parametric model does not
predict the number of observed events but only the shape of the distribution. Then the normalization
c is a free parameter. We assume that the number of events di in a bin i is Poisson distributed with
the expected value equal to cti, di ∼ P(di|cti) with the abbreviation P(k|λ) = e−λλk/k!.
The likelihood function
From the Poisson distribution for bin i
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P(di|cti) = e
−cti(cti)
di
di!
we derive the likelihood and its logarithm. The probabilities for the different bins are independent.
We get
L(c, θ) =
B∏
i=1
e−cti(cti)
di
di!
, (2.1)
lnL(c, θ) =
B∑
i=1
[−cti + di ln(cti)] + const. . (2.2)
The parameter dependence is hidden in the numbers ti(θ) and the estimate θˆ is obtained by maxi-
mizing the log-likelihood with respect to θ. The errors δ−, δ+ are derived in the usual way from the
change of the log-likelihood by half a unit: lnL(θˆ) − 1/2 = lnL(θˆ − δ−) = lnL(θˆ + δ+), or, if the
statistics is high enough from the second derivative of the log-likelihood function at its maximum:
δ2 =
[
d2 ln θ
dθ2
]−1
θˆ
.
An obvious estimate of the parameter c is the ratio of the total number N = Σdi of observed
events and the total number M = Σti of simulated events, cˆ = N/M . This is also the maximum
likelihood estimate: Deriving lnL with respect to c and setting the derivative equal to zero,
d lnL
dc
=
B∑
i=1
(−ti + di/c) = 0 ,
we reproduce the consistent result cˆ = Σdi/Σti = N/M .
There is an alternative formulation of the problem: We can calculate the probabilities εi = ti/Σiti
for an event to fall into bin i and describe the data histogram by a multinomial distribution
MNε1,...,εB (d1, ..., dB) =
N !
B∏
i=1
εdii
B∏
i=1
di!
with the constraint Σidi = N . Here a normalization is obsolete. The multinomial formulation is
equivalent to the multi-Poisson formulation with normalization fixed to c = N/M . It is not rec-
ommended to follow the multinomial way because the errors of the different numbers di become
correlated and then the calculations are quite clumsy or unnecessary approximations have to be
made.
Variation of the parameter by weighting the events
To estimate the parameter of interest θ we have to maximize the log-likelihood (2.2), varying θ. At
first sight one might think that for each new choice of θ, the complete Monte Carlo simulation has
to be repeated. To proceed in this way does not work because it would require a huge amount of
computer time1. The parameter change is implemented by re-weighting the Monte Carlo events in
the observed histogram. To each event j in bin i with the observed variable x′ij , generated with the
p.d.f. f(xij |θ0) we associate the weight
1The reason is related to the fact that a repetition of the simulation induces a large statistical modification
of the likelihood or of χ2 independent of a parameter change.
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Fig. 2.3. Experimental distribution (histogram) and true distribution used to generate the data.
wij(θ) = f(xij |θ)/f(xij |θ0) . (2.3)
The weighted event variables x follow the p.d.f. f(x|θ) and the weighted observed variables follow the
smeared distribution which is compared to the observed data distribution. To compute the weight,
we have to remember for each Monte Carlo event the true variable value xij . The sum Σ
mi
j=1wij of
the weights of the mi entries in bin i corresponds to the prediction ti(θ):
ti(θ) =
mi∑
j=1
wij =
mi∑
j=1
f(xij |θ)/f(xij |θ0) .
The values ti(θ) have to be inserted into (2.2). The normalization c can be set, c = N/
∑
ij wij
or left free in the fit. The second possibility is simpler. To simplify the formulas we introduce the
mean value w¯i of the mi weights of the bin i:
w¯i =
1
mi
mi∑
j=1
wij . (2.4)
The corresponding log-likelihood is
lnL(θ) =
B∑
i=1
[−cmiw¯i(θ) + di ln(cmiw¯i(θ))] + const. . (2.5)
Example 3. We consider a superposition of a narrow Gaussian with a uniform background distri-
bution in the interval [0, 1]. The free parameters are the mean µ, the standard deviation σ of the
normal distribution and the background fraction ρ.
f(x) = ρ+ (1− ρ) 1√
2piσ
exp
[
− (x− µ)
2
2σ2
]
(2.6)
A “data” sample is generated with the parameters µd = 0.5, σd = 0.05 and ρd = 0.5, smeared
according to a normal distribution with standard deviation σs and histogrammed into 20 bins. A
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Fig. 2.4. Observed events (histogram), fitted distribution (curve) and corresponding smeared and normal-
ized histogram (dots). The two plots correspond to response functions with standard deviations of 0, 04 and
0.06, respectively.
sample of 2000 events is displayed in Fig. 2.3. To estimate the parameters a large Monte Carlo event
sample with parameters close to the nominal parameters is generated. The smearing parameter σs
and the number of events are varied. The following table contains results for different values of the
smearing parameter σs and two different event numbers. The errors are given in parenthesis and
refer to the last few digits of the parameter values.
# events # events MC σs µ σ ρ
2000 100000 0.00 0.5003(21) 0.0523(20) 0.480(15)
2000 100000 0.02 0.4988(23) 0.0527(23) 0.483(16)
2000 100000 0.05 0.4977(31) 0.0511(44) 0.491(18)
2000 20000 0.05 0.4993(31) 0.0512(44) 0.511(18)
200 10000 0.05 0.5172(103) 0.0640(113) 0.457(56)
The results are independent of the parameter values chosen to generate the Monte Carlo sample.
However, if the location of the peak in the simulation differs strongly from that of the data sample,
the weights become large. Then the number of Monte Carlo events has to be increased to justify
the neglect of the errors. If the simulation parameters are close to the true values, a Monte Carlo
sample which is ten times larger than the data sample is about sufficient. The normalization is a
free parameter in the fit. Fixing it to the event ratios does not change the results.
The following example is more involved.
Example 4. The function to be fitted is a superposition of an exponential and two normal distribu-
tions,
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f(x|νex, ν1, γ, µ1, σ1, µ2, σ2) = νexγ exp(−γx) + ν1 1√
2piσ1
exp
[
− (x− µ1)
2
2σ1
]
+ (1 − νex − ν1) 1√
2piσ2
exp
[
− (x− µ2)
2
2σ2
]
,
with seven parameters, γ, µ1, σ1, µ2, σ2, νex, ν1. The data sample consists of 5000 events that
are generated with the parameters quoted in the second column of the following table. The Monte
Carlo sample contains 50 times more events. Events are generated in the interval [−0.1, 1.1] but in
the fit only events observed in the range [0, 1] are considered. Two different normally distributed
smearing functions with standard deviations σs = 0.04 and σs = 0.06 were applied. The results of
the fits are summarized in the following table and shown in Fig. 2.4. While the uncertainty of the
slope parameter of the exponential contribution changes by a negligible amount with the increased
smearing, the resolution of the parameters of the two normal contributions change by about a factor
two. Despite the large distortion of the original distribution in the case σs = 0.06, the fit is able to
reproduce the true shape quite well.
parameter nominal σs = 0.04 σs = 0.06
γ 1.00 1.072± 0.093 1.041± 0.096
µ1 0.40 0.392± 0.007 0.390± 0.015
σ1 0.05 0.045± 0.008 0.040± 0.019
µ2 0.60 0.597± 0.007 0.596± 0.014
σ2 0.05 0.058± 0.009 0.055± 0.015
νex 0.70 0.677± 0.020 0.691± 0.022
ν1 0.15 0.143± 0.015 0.134± 0.025
The least square formulation
If the observed distribution is not described by Poisson statistics, we cannot apply the maximum
likelihood method and have to turn to the least square formalism which is the second best choice.
We assume again that the number of simulated events M is much larger than the number
of observed events N . The number of events in the histogram bins are assumed to be Poisson
distributed, with the expected value cti. We form a test quantity χ
2,
χ2 =
B∑
i=1
(di − cti)2
δ2i
, (2.7)
where δi is the expected uncertainty of di−cti under the null hypothesis that the data are described
by the prediction, i.e. that the expected value of the bracket equals zero, E(di−cti) = 0. With ti ≫ di
we can neglect the statistical error of the simulation and in the denominator remains the expected
uncertainty squared of di which for the Poisson distribution is the square root of the expected value
cti of di. We obtain:
χ2 =
B∑
i=1
(di − cmiw¯i)2
cmiw¯i
. (2.8)
Remark that approximating δ2i simply by di is inconsistent and biases the results.
If the measurements are not Poisson distributed, the corresponding estimates of the errors δi
have to be inserted in (2.7).
Setting dχ2/dc = 0, we get the estimate cˆ:
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Fig. 2.5. Fit of a linear distorted distribution (squares in c) by the superposition of two Monte Carlo
distributions, a), b).
cˆ =
[
1
B
B∑
i=1
d2i
t2i
]1/2
.
Remark that this estimate differs from the MLE and is in disagreement with the corresponding
estimate from multinomial formulation of the problem, however the difference is negligible in most
cases. It does not really matter whether we fix the normalization to c = N/Σimiw¯i or leave it as a
free parameter in the fit.
For large event numbers di the Poisson distribution can be approximated by a normal distribution
and consequently (di − cti)/
√
cti is normally distributed with variance equal one. Then our test
quantity χ2 follows a χ2 distribution with B − P degrees of freedom, where P is the number of free
parameters in the fit.
Bins with small event numbers are problematic, because the Poisson errors are strongly asym-
metric and LSFs are optimal if the distributions can be approximated by normal distributions.
Therefore for low statistics experiments one should select the bin width as wide as allowed by the
band width of the distribution. The variation of the resolution with the bin width is estimated in
Appendix 2 for a Gaussian peak.
Parameter estimation in experiments with a large number of events
Statistical problems decrease with increasing event numbers, but computational requirements in-
crease. The numerical minimum search that is required to estimate the wanted parameters can
become quite slow. It may happen that we need of the order of 106 or more simulated events. This
means that, for say 104 changes of a parameter value during the extremum search that 1010 weights
have to be computed. This is feasible, but we may want to speed up the fitting procedure.
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The individual weighting of events can be avoided if the parameters appear in factors depending
on the parameters only:
f(x|θ) = h1(θ)f1(x) + h2(θ)f2(x) + ...+ hn(θ)fn(x) (2.9)
Then we can simulate the smeared versions f ′1(x
′) to f ′n(x
′) of f1(x) to fn(x) and compare the
observed histogram to the superposition of the histograms t(1) to t(n) of the smeared functions. We
replace in (2.7) ti by the sum ti = h1(θ)t
(1)
i + h2(θ)t
(2)
i + ... + hn(θ)t
(n)
i . Since we do not need to
compute weights for individual events, the minimum search is accelerated drastically.
To illustrate the method we choose a simple example.
Example 5. We fit a straight line. The p.d.f. be f(x) = 1 − θ/2 + θx, 0 ≤ x ≤ 1. With f1 = 1
and f2 = x we have f(x) = (1 − θ/2)f1(x) + θf2(x). We generate Monte Carlo events uniformly
distributed in x and collect the smeared observed values x′ in a histogram t(1). There may be
acceptance losses. We proceed in the same way with f2(x) and create a histogram t
(2). Our prediction
for di is c[(1− θ/2)t(1)i + θt(2)i ] with the normalization factor c. The χ2 expression becomes:
χ2 =
B∑
i=1
[
di − c
(
(1− θ/2)t(1)i + θt(2)i
)]2
c
(
(1− θ/2)t(1)i + θt(2)i
) .
Fig. 2.5 shows the results from a numerical example. The experimental data are simulated with
5000 events and a slope of θ = 1. The histograms t(1) and t(2) are derived from 106 Monte Carlo
events. The Gaussian resolution is 0.1. Fig 2.5 a) and b) are simulations of the observed uniform
and the observed linear Monte Carlo histograms. A superposition of the two histograms is fitted to
the observed distribution in Fig. 2.5c. The fit result is θ = 0.955± 0.033.
In the superposition (2.9) the functions fi(x) have to be positive integrable. For example, a linear
distribution of the cosine z of the polar angle is described by f(z|θ) = (1 + θz)/2, −1 ≤ z ≤ 1. To
avoid negative probabilities, we express the p.d.f. by f(x|θ) = (1+θ)f1+(1−θ)f2 with f1 = (1+z)/4,
f2 = (1 − z)/4.
Usually the p.d.f.s are not of the simple form (2.9). Then, if the parameter is known to be close
to θ0, we can use a Taylor expansion of f(x|θ) at θ0 in powers of the difference ∆ = θ − θ0 with
respect to the parameter at some preliminary estimate θ0:
f(x|θ) = f(x|θ0) +∆df(x|θ)
dθ
|θ0 +
∆2
2!
d2f(x|θ)
dθ2
|θ0 + · · · (2.10)
= f(x|θ0)
{
1 +∆
1
f(x|θ0)
df(x|θ)
dθ
|θ0 +
∆2
2!
1
f(x|θ0)
d2f(x|θ)
dθ2
|θ0 + · · ·
}
. (2.11)
The powers of the new parameter ∆ factorize. We could now proceed as above and generate sepa-
rately Monte Carlo events for each summand, but it is more economic to generate a single sample
following f(x|θ0) and to apply weights. Let us assume that ∆ is small and that the expansion can
be cut after the third term. The Monte Carlo events are collected into histograms of the observed
values of the variable x′ are filled into the histogram t(0). Weighting each entry by w1(x) and w2(x),
w1(x) =
1
f(x|θ0)
df(x|θ)
dθ
|θ0 , (2.12)
w2(x) =
1
2f(x|θ0)
d2f(x|θ)
dθ2
|θ0 . (2.13)
2.2 Weighting approach 17
1 2 3 4
1
10
100
1000
w = x2
w = x
 
 
nu
m
be
r o
f e
ve
nt
s
x'
Fig. 2.6. Fit of the slope of a smeared exponential distribution. The fit (black histogram) is compared to
the experimental data (squares). The contribution of the weighted histograms are displayed as red and blue
histograms.
we generate the histograms t(1) and t(2).
The parameter inference of ∆ is performed by comparing the experimental histogram bins con-
tents di to ti = c(t
(0)
i +∆t
(1)
i +∆
2t
(2)
i ):
χ2 =
B∑
i=1
(di − cti)2
cti
. (2.14)
In many cases the quadratic term can be omitted. In other situations it might be necessary to
iterate the procedure.
This method works only if the number of Monte Carlo events is high enough to neglect its
uncertainty with respect to that of the experimental data.
To illustrate the method, we consider a lifetime measurement:
Example 6. We expand the p.d.f.
f(x|γ) = γe−γx (2.15)
into a Taylor expansion at γ0 which is a first guess of the decay rate γ:
f(t|γ) = γ0e−γ0x
{
1 +
∆γ
γ0
(1− γ0x) + (∆γ
γ0
)2(−γ0x+ γ
2
0x
2
2
) + · · ·
}
. (2.16)
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The Monte Carlo simulation follows the distribution f0 = γ0e
−γ0x. Weighting the events by
(1/γ0 − x) and (−x/γ0 + x2/2), we obtain the distributions f1 = (1 − γ0x)e−γ0x, f2 = (−x +
γ0x
2/2)e−γ0x and
f(x|γ) = f0(x) +∆γf1(x) + (∆γ)2f2(x) + · · · . (2.17)
If it is justified to neglect the higher powers of ∆γ/γ0, we can again describe our experimental
distribution this time by a superposition of three distributions f ′0(x
′), f ′1(x
′), f ′2(x
′) which are the
distorted versions of f0(x), f1(x), f2(x). The parameter ∆γ is determined by a χ
2 or likelihood fit.
In our special case it is even simpler to weight f0 by x, and x
2, respectively, and to superpose
the corresponding distributions f0, g1 = xf0, g2 = x
2f0 with the factors given in the following
expression:
f(x|γ) ≈ f0(x)
(
1 +
∆γ
γ0
)
− γ0g1(x)
(
∆γ
γ0
+ (
∆γ
γ0
)2
)
+
1
2
g2(x)γ
2
0
(
∆γ
γ0
)2
. (2.18)
The parameter ∆γ is then modified until the correspondingly weighted sum of the distorted
histograms agrees optimally with the data.
Fig. 2.6 illustrates the method with an numerical example. The decays of 5000 events are simu-
lated with a decay rate γ = 1 and a large Gaussian smearing with a standard deviation σ = 0.5. The
histogram formed by these events is indicated by the square dots. 100000 Monte Carlo events are
generated with a decay rate γ0 = 1.2 and histogrammed with the weights 1, x and x
2. The result
of the fit is ∆γ = −0.196± 0.020 and γ = 1.004± 0.020. The adjusted Monte Carlo simulation is
displayed as the black histogram and the contributions by the weighted histograms to the fit are
indicated as the red and blue histograms. Due to the large difference between the true value of γ
and the one used in the simulation, the quadratic term in ∆γ has to be included in the expansion.
If the Monte Carlo events are generated with γ0 = 1.1, the linear approximation is sufficient.
2.2.2 Data contaminated by background and correlated errors
Often the prediction refers to data that are contaminated by background. If we know the source
of the background and its distribution in the true variable x, we can simply reformulate the p.d.f.
in such a way that it includes the background. The common case, however, is that the background
distribution is known only as a function of the observed variable x′ or has to be estimated from the
observed histogram.
We then subtract the estimated background in each bin and include its uncertainty δ(bi) in
quadrature in the denominator of (2.7):
χ2 =
B∑
i=1
(di − bi − cti)2
cti + δ2(bi)
. (2.19)
The normalization constant becomes cˆ = Σi(di − bi)/Σiti. If we have an absolute prediction bi,
for instance from an ancillary measurement with high statistics, the error of Poisson distributed
background is δ2(bi) = bi. If an external background measurement b0i is Poisson distributed and
normalized, bi = νb0i with given uncertainty δν of the normalization, we get instead of the simple
diagonal errors in first order the covariance matrix C:
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C ≡

ct1 + b
2
1δ
2
ν/ν
2 + (1 + ν)b1 δ
2
vb1b2/ν
2 . . . .
δ2vb2b1/ν
2 ct2 + b
2
2δ
2
ν/ν
2 + (1 + ν)b2 . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
 . (2.20)
For a simple numerical example with bi = 20, ν = 1, δν = 0.2 we get b
2
i δ
2
ν/ν
2 + (1 + ν)bi = 16 + 40
and δ2νbibj/ν
2 = 16.
The modified χ2 expression is:
χ2 =
B∑
i=1
(d− b− ct)C−1(d− b− ct)T . (2.21)
The inverse C−1 of the covariance or error matrix is the weight matrix.
We have assumed that the errors correspond to Poisson distributions. If this is not true, then
(2.20) has to be modified accordingly.
2.2.3 Including the statistical uncertainty of the simulation
One should always attempt to generate as many events as necessary to justify neglecting the sta-
tistical uncertainties of the simulation. Usually it is much cheaper the generate a simulated event
than an experimental one. However, there are exceptions which we will discuss now. We cannot
apply anymore the likelihood method and have to come back to the LS formalism where we have to
minimize χ2,
χ2 =
B∑
i=1
(di − cti)2
δ2i
.
The denominator δi, the error of di − cti now has to include the error of ti. To evaluate it, we
first have to estimate the expected number E(di) = E(cti) = τi.
Poisson errors
For a few lines we suppress the index i. If not only d but also t is a Poisson number, t ∼ P (t|τ/c)
then the result is
τˆ =
d+ t
1 + 1/c
(2.22)
We derive this relation in the Appendix 2. An intuitive justification of (2.22) is the following: If in
an experiment d decays are observed in the unit time interval and t decays in the interval (1/c),
then the rate is (d+ t)/(1+ 1/c). We have to add the numbers d and t and divide by the total time.
However, the prediction t is a sum of m weights, t = Σjmwj , where m is a Poisson number and
also wj are i.i.d. random numbers. Thus t follows a so-called compound Poisson distribution (CPD).
The expected value of t is E(t) = E(m)E(w) and its variance σ2CPD is equal to E(m)E(w
2). An
obvious estimate of it is the sum of the observed weights squared, σ̂2CPD = Σ
m
k=1w
2
k = mw
2. The
estimate of the relative error of t is then
δt
t
=
√
mw2
mw
=
√
w2√
mw
.
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The error is larger than the usual Poisson value 1/
√
m by the factor
√
w2/w. It is convenient to
introduce a fictive number of events m˜, the so-called equivalent number of unweighted events or
effective number of events. The number m˜,
m˜ = m
w2
w2
,
has the same error
√
m˜ as a standard Poisson number m˜. Sloppily speaking, the weighted sum t
has the same statistical significance as m˜ unweighted events. The effective number of events is of
course smaller than the number m of Monte Carlo events. It comes close to it, if the dispersion of
the weights is small and it agrees with it, if all weights are equal.
In the large number limit m˜→∞ the distribution of m˜ and then of course also that of t follows
a normal distribution. In Appendix 1 we show that m˜ can even better be described by a Poisson
distribution, and t which is proportional to m˜, t = sm˜, s =
√
w2. by a scaled Poisson distribution
(SPD). We can assume that we can always afford a sufficiently large number of Monte Carlo events
to justify the asymptotic treatment of the CPD with a scaled Poisson distribution.
With the approximation of the CPD by the SPD we can use the result (2.22) and get for
τ = E(d) = E(ct) = E(csm˜)
τ =
d+ m˜
1 + 1/(cs)
.
Using E(d) = τ , and E(m˜) = τ/(cs) we obtain (see Appendix 1)
δ2 = c(
√
w2
w
d+ t) .
Finally we sum over all bins and get the simple result
χ2 =
B∑
i=1
(di − cti)2
(c
√
w2
i
wi
di + ti)
. (2.23)
Normal approximation
For completeness we estimate the uncertainty δ2 also for the case of normally distributed errors.
The normal approximation has to be used if the observed numbers di contain correction terms. We
omit again the bin index and assume that the expected value E(d) is equal to the expected value
E(ct) = τ . For the uncertainty of d we assume that it is proportional to the expected number of d,
δd2 = c′τ while for the simulation we stick to the Poisson error δ2ct = c
2t. In Appendix 2 we derive
τˆ =
[
cd2 + c′c2t2
c+ c′
]1/2
and
δ2 = δ2d + δ
2
ct = τˆ (c
′ + c) .
In the Poisson limit we get
τˆ =
[
d2 + ct2
1 + 1/c
]1/2
and
δ2 = δ2d + δ
2
ct = τˆ (1 + c) .
Remark : The expected bin content τi in bin i is a nuisance parameter. We have estimated it
out, which in principle is a doubtful method. It is justified in our case because the correlation of the
parameters τi with c is negligible.
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Summary of the procedure
Let us summarize the whole procedure:
1. Simulate the experiment with parameter θ0 and obtain events (xik, x
′
ik) were x
′
ik is the smeared
variable of the k-th event of the mi events in bin i of the histogram of x
′.
2. Select a starting value for the normalization c0.
3. Associate a weight wik = 1 to each event.
4. Compute the mean values w¯i, w2i of each bin i and ti = Σwi = miw¯i.
5. Compute χ2 according to (2.23).
6. Let Simplex modify c and θ, recompute weights: wik = f(xik|θ)/f(xik|θ0)
7. Go to 4. until the minimum of χ2 is reached.
In most cases we can generate enough Monte Carlo events and apply the simpler error calculation
of the previous section.
As an example we choose a superposition of a normal distribution and a uniform background :
Example 7. The 4 free parameters of the following superposition of a normal and a uniform distri-
bution
f(x|µ, σ, φ) = φ 1√
2piσ
exp[− (x− µ)
2
2σ2
] + (1− φ); 0 ≤ x ≤ 1 (2.24)
are adjusted. They are the normalization of the observed data to the simulation c, the mean value µ
and the standard deviation σ of the normal distribution and the fraction φ of the normally distributed
events. With the parameter settings µ = 0.5, σ = 0.05, φ = 0.7 the Gaussian is narrow enough to
neglect the tails of the distribution outside the interval [0, 1]. The Monte Carlo events are generated
with the settings µMC = 1.025µ, σMC = 1.05σ, φMC = 1.05φ. The parameter c is not interesting
and not sizably correlated with the other parameters. Strongly correlated are the estimates of the
width σˆ and the fraction φˆ. For the selected parameter values the correlation coefficient is of the
order of 0.3.
The following table summarizes the results of fits averaged over 100 simulated experiments. The
resolutions and the biases of µ, σ and φ are reported for different combinations of event numbers, N
the number of observed events and M the number of Monte Carlo events. The standard deviation
of the Gaussian smearing σs, and the number of bins B is given.
N fit M σs B δµ δσ δφ bµ bσ bφ
100 ML 10000 0.05 10 0.0142 0.0187 0.0578 -0.0001 0.0025 0.0049
100 ML 20000 0.05 20 0.0109 0.0149 0.0590 -0.0010 -0.0008 -0.0020
200 ML 10000 0.05 10 0.0087 0.0126 0.0436 0.0001 0.0003 -0.0008
200 LS 10000 0.05 10 0.0090 0.0138 0.0924 0.0003 0.0049 -0.0767
500 ML 20000 0.05 10 0.0044 0.0066 0.0211 0.0009 -0.0006 0.0006
500 LS 20000 0.05 10 0.0043 0.0067 0.0491 0.0008 -0.0009 -0.0064
1000 ML 50000 0.05 10 0.0037 0.0049 0.0165 -0.0002 0.0002 0.0011
1000 LS 50000 0.05 10 0.0037 0.0049 0.0169 -0.0002 0.0000 -0.0027
1000 LS 1000 0.05 10 0.0049 0.0073 0.0243 -0.0002 0.0004 0.0029
10000 LS 10000 0.05 10 0.0014 0.0020 0.0070 0.0000 0.0002 0.0001
10000 LS 10000 0.0 20 0.0013 0.0018 0.0068 0.0001 0.0002 0.0003
For a small number of observed events, enough Monte Carlo events can be generated such that
their statistical error can be neglected. This has been done in the examples of the first eight rows.
With only 100 events a LS fit fails, because the number of events per bin is too low. In the LS fit bins
with less than 5 events are excluded, which may introduce a bias. The ML fit is always successful.
With 200 events the MLE of µ and σ is slightly more precise than the LS fit. The error δφ is larger
in the LSF than in the MLF. The last three rows correspond to situations where the statistical
fluctuations of the Monte Carlo events have to be taken into account. Increasing the number of
histogram bins slightly reduces the parameter errors if the number of events is large. The numbers
of the last row are computed for the limiting case were smearing is absent. As expected the error of
the width of the bump is slightly reduced.
As we have 100 simulations per example, the uncertainties of the reported biases are a tenth
of the corresponding parameter errors, for example δ(bµ) = δµ/10. Only the result for the fraction
parameter φ in the case of 200 observed events is significantly biased.
Whenever the number of Monte Carlo events is sufficiently high, the ML fit should be preferred
to a LS fit. The factor that we need depends on the weight distribution and on how well the
parameters used in the simulation agree with the parameter estimates. To check the validity of the
approximation, the Monte Carlo sample should be subdivided or even better, bootstrap samples
should be fitted [32].
2.3 Summary
We have compared event samples suffering from a limited resolution and from acceptance losses to
predictions containing unknown parameters. We distinguish different situations:
1. If the distortions are moderate, a standard χ2 or likelihood fit can be performed, comparing
the prediction to the observed data. Corrections to the result can be derived from a Monte Carlo
simulations of the measurement process.
2. If the distribution can be written in the form that the parameter functions factorize,
f(x|θ) =
∑
gi(θ)fi(x) , (2.25)
the observed distribution can be compared to the superposition Σigi(θ)f
′
i(x
′) where f ′i(x
′) are the
folded versions of the functions fi. Histograms ti corresponding to the functions f
′(x′) are generated
in a Monte Carlo simulation. The parameter θ is fitted in a least square or maximum likelihood fit
where the observed data di are compared to Σgi(θ)ti. If the p.d.f. f(x|θ) is not of the form (2.25),
it can be expanded in a Taylor series of ∆θ around an estimate θ0 and then ∆θ is fitted. The
normalization is a free parameter in the fit.
3. In the standard method, individual Monte Carlo events are weighted with f(x|θ)/f(x|θ0)
where x is the undistorted variable and θ0 the parameter value used in the Monte Carlo simulation.
The parameter is adjusted such that the histogram of the weighted events has the same shape as
the histogram of the experimental data.
3.1. If the statistical fluctuation of the simulated number of events can be neglected, the param-
eter is estimated in a Poisson MLF.
3.2. In the rare cases where the statistical uncertainties of the simulation have to be taken into
account, the parameter is adjusted in a LSF. The sum of weights in a bin is described by a compound
Poisson distribution (CPD) and can be approximated by a scaled Poisson distribution (SPD). The
calculation of the denominators (error estimates) of the LS summands based upon a SPD is simpler
than with the normal approximation and the result is more precise.
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4. Background can be taken into account is a LS fit. The normalization of the background
contributions leads to correlations which are included in a weight matrix.
3 Discrete inverse problems and the response matrix
3.1 Introduction and definition
We know turn to the problem of unfolding a distorted distribution for which no parametric prediction
for the true distribution is available.
3.1.1 An inverse problem
Folding is described by the integral
g(x′) =
∫ ∞
−∞
h(x′, x)f(x)dx . (3.1)
The function f(x) is folded with a response function h(x′, x), resulting in the smeared function g(x′).
We call f(x) the true distribution and g(x′) the smeared distribution or the observed distribution.
The three functions g, h, f can have discontinuities but of course the integral has to exist. The
integral equation (3.1) is called Fredholm equation of the first kind with the kernel h(x′, x). If the
function h(x′, x) is a function of the difference x′ − x only (3.1) is denoted as convolution integral,
but often the terms convolution and folding are not distinguished. The relation (3.1) describes the
direct process of folding. We are interested in the inverse problem: Knowing g and h we want to
infer f(x). This inverse problem is classified by the mathematicians as ill posed because it has no
unique solution. In the direct process high frequencies are washed out. The damping of strongly
oscillating contributions in turn means that in mapping g to f high frequencies are amplified, and
the higher the frequency, the stronger is the amplification. In fact, in practical applications we
do not really know g, the information we have consists only in a sample of observations with the
unavoidable statistical fluctuations1. The fluctuations of g correspond to large perturbations of f
and consequently to ambiguities.
The response function often, but not always, describes a simple resolution effect and then it
is called point spread function (PSF). There exists also more complex situations like in positron
emission tomography (PET) where the relation between the observed distribution of two photons
and the interesting distribution of their origin is more involved. In PET and many other applications
the variables x and x′ are multi-dimensional.
3.1.2 The histogram representation
Discretization and the response matrix
The disease of the inverse problem can partially be cured by discretization, which essentially means
that we construct a parametric model. We usually replace the continuous functions by histograms
1In the statistical literature the fluctuations are called noise.
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Fig. 3.1. Relations between the histograms involved in the unfolding process.
which can be written as vectors θ for the true histogram and d for the observed histogram The
two histograms are connected by the response function, here by a matrix A. We get for the direct
process.
E(d) = Aθ . (3.2)
E

d1
d2
.
.
.
dN
 =

A11 . . A1M
A21 . . A2M .
. . . .
. . . .
. . . .
AN1 . . ANM
 ·

θ1
.
.
θM
 .
Here di is the content of bin i of an observed histogram. E(d) is the expected value. A is called
response or folding matrix and θj is the content of bin j of the undistorted true histogram that we
want to determine.
θj =
∫
bin j
f(x)dx
E(di) =
∫
bin i
dx′
∫ ∞
−∞
h(x′, x)f(x)dx
Aij =
∫
bin i
dx′
∫
bin j
h(x′, x)f(x)dx /θj (3.3)
The value Aij represents the probability that the detector registers an event in bin i that belongs to
the true histogram bin j. This interpretation assumes that all elements of d, A and θ are positive.
The number of columnsM is the number of bins in the true histogram and the number of parameters
that have to be determined. The number of rows N is the number of bins in the observed histogram.
We do not want to have more parameters than measurements and require N ≥ M . Normally we
constrain the unknown true histogram, requiring N > M . With N bins of the observed histogram
and M bins of the true histogram we have N −M constraints. The relation between the various
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Fig. 3.2. Folded distributions (left) for two different distributions (right).
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Fig. 3.3. Naive unfolding result obtained by matrix inversion. The curve corresponds to the true distribution.
We require that A is rank efficient which means that the rank is equal to the number of columns
M . Formally, this means that all columns are linearly independent and at least M rows are linearly
independent: No two bins of the true histogram should produce observed distributions that are
proportional to each other. Unfolding would be ambiguous in this situation but a simple solution
is to combine the bins. More complex cases that lead to a rank deficiency never occur in practice.
A more serious requirement is the following: By definition of A, the observed histogram must not
contain events that originate from other sources than the M true bins. In other words, The range of
the true histogram has to cover all observed events. This requirement often entails that only a small
fraction of the events that contained the border bins of the true histogram are found in the observed
histogram. The correspondingly low efficiency leads to large errors of the reconstructed number of
events in these bins. Most published simulation studies avoid this complication by restricting the
range of the true variable.
Some publications refer to an effective rank and to a null space of the matrix A. The null space
is spanned by vectors that fulfill Aθ = 0. With our definitions and the restrictions that we have
imposed, the null space is empty and there is no need to introduce an effective rank.
In particle physics the experimental setups are mostly quite complex and for this reason they
are simulated with Monte Carlo programs. To construct the matrix A we generate events following
an assumed true distribution f(x) characterized by the true variable x and a corresponding true bin
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Fig. 3.4. Unfolding by matrix inversion with different binnings.
j. The detector simulation produces the observed variable x′and the corresponding observed bin i.
We will assume for the moment that we can generate an infinitely large amount of "Monte Carlo
events" such that we do not have to care about statistical fluctuations of the elements of A. The
statistical fluctuations of the observed event numbers be described by the Poisson distribution.
There is another problem that we neglect but that we have to resume later: The matrix A depends
to some extent on the true distribution which is not known in the Monte Carlo simulation. The
dependence is small if the bins of the true distribution are narrow enough to neglect the fluctuations
of f(x) within a bin. This condition cannot always be maintained.
The need for regularization
The discrete model avoids the ambiguity of the continuous ill-posed problem but especially if the
response matrix is large, i.e. the bins are narrow compared to the resolution, the matrix is badly
conditioned which means that the inverse or pseudo-inverse of A contains large components. This
is illustrated in Fig. 3.2 which shows two different original distributions and the corresponding
distributions smeared with a Gaussian N (x − x′|0, 1). In spite of the extremely different original
distributions, the smeared distributions of the samples are practically indistinguishable. This demon-
strates the sizeable information loss that is caused by the smearing, especially in the case of the
distribution with four peaks. Sharp structures are washed out and can hardly be reconstructed.
Given the observed histogram with some additional noise, it will be almost impossible to exclude
one of the two candidates for the true distribution even with a huge amount of data. Since narrow
structures in the true distribution are smeared in the observed distribution and in addition modified
by statistical fluctuations, naive unfolding can produce oscillations as shown in Fig. 3.3. Typically,
the errors of adjacent bins are strongly negatively correlated. Combining them would reduce the
errors considerably and produce a histogram that is closer to the true distribution which is shown
as a curve in Fig. 3.3.
If the matrix A is quadratic, we can simply invert (3.2) and get an estimate θ̂ of the true
histogram.
θ̂ = A−1d . (3.4)
In practice this simple solution usually does not work because, as mentioned, our observations suffer
from statistical fluctuations.
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In Fig. 3.4 the result of a simple inversion of the data vector of Fig. 1.1 is depicted. The left-
hand plot is realized with 10 bins. It is clear that either fewer bins have to be chosen, see Fig. 3.4
right-hand plot, or some smoothing has to be applied.
3.1.3 Expansion of the true distribution
Instead of representing the function f by a histogram, we can expand it into a sum of functions Bi.
The Bi be normalized,
∫∞
−∞
Bi(x)dx = 1.
f(x) ≈
M∑
j=1
jβjBj(x) (3.5)
The response matrix element Aij now is the probability to observe an event in bin i of the
observed histogram that originates from the distribution φj :
Aij =
∫
bin i
dx′
∑
j
∫ ∞
−∞
h(x′, x)Bj(x) dx (3.6)
ti ≈ Aijβj (3.7)
In other words, the observed histogram is approximated by a superposition of the histograms pro-
duced by folding the functions Bj . Unfolding means to determine the amplitudes βj of the basis
functions Bj .
In stead of the expansion into orthogonal functions, f(x) can be approximated by a superposition
of basic spline functions (b-splines). For our applications the b-splines of order 2 (linear), 3 (quadratic)
or 4 (cubic) are appropriate (see Appendix 3).
Unfolding then produces a smooth function which normally is closer to the true distribution than
a histogram. The disadvantage of spline approximations compared to the histogram representation
is that a quantitative comparison with predictions or the combination of several results is more
difficult.
Remark: In probability density estimation (PDE) a histogram is considered as a first order spline
function. The spline function corresponds to the line that limits the top of the histogram bins. The
interpretation of a histogram in experimental sciences is different from that in PDE. Observations
are collected in bins and then the content of the bin measures the integral of the function g over the
bin and the bin content of the unfolded histogram is an estimate of the integral of f over that bin. A
function can always be described correctly by a histogram. The description by spline functions is an
approximation. This has to be kept in mind when we compare the unfolding result to a prediction.
3.2 The least square solution and the eigenvalue decomposition
3.2.1 The least square solution
As mentioned, for a square matrix A, M = N the solution of θ is simply obtained by matrix
inversion, θ̂ = A−1d. The error matrix Cθ = A
−1Cd(A
−1)T is derived by error propagation. We omit
the calculation. In the limit where there is no smearing, A is diagonal and describes only acceptance
losses.
The choice M = N is not recommended. For M ≤ N the least square function χ2stat is given by
the following relation:
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χ2stat =
N∑
i=1
(ti − di)2
ti
=
N∑
i=1
(
M∑
k=1
Aikθk − di)2
M∑
k=1
Aikθk
. (3.8)
If the numbers di are not described by a simple Poisson distribution, we have to insert the weight
matrix2 where V = C−1d is the inverse of its error matrix Cd:
χ2stat =
N∑
i,k=1
[(ti − di)Vik(tk − dk)] . (3.9)
If the data follow a Poisson distribution where the statistics is high enough to approximate it by
a normal distribution and where the denominator of (3.8) can be approximated by di,
χ2stat =
N∑
i=1
(ti − di)2
di
=
N∑
i=1
(
M∑
k=1
Aikθk − di)2
di
, (3.10)
the least square minimum can be evaluated by a simple linear matrix calculus.
The linear LS solution is given in standard textbooks. We apply the transformations
d⇒ b = ATVd , (3.11)
A⇒ Q = ATVA . (3.12)
We call Q least square matrix. We get for the expected value of b
E(b) = Qθ (3.13)
with the LS solution
θ̂ = Q−1b (3.14)
and the error matrix Cθ of the solution
Cθ = Q
−1 .
We have simply replaced A by Q and d by b. Both quantities are then known. The matrix Q is
quadratic and can be inverted if the LS solution exists.
3.2.2 Eigenvector decomposition of the least square matrix
To understand better the origin of the fluctuations of the LS solution (3.14), we factorize the matrix
Q in the following way: The matrix3 Q = UΛU−1 is composed of the diagonal matrix Λ which
contains the eigenvalues of Q and the matrix U whose columns consist of the eigenvectors ui of Q:
Q =
(
u1 u2 . . uM
)

λ1
λ2 0
.
0 .
λM
(u1 u2 . . uM )−1 .
2In the literature the error matrix or covarince matrix is frequently denoted by V and the weight matrix
by V−1.
3We require that the square M × M matrix Q has M linearly independent eigenvectors and that all
eigenvalues are real and positive. These conditions are satisfied if a LS solution exists.
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Fig. 3.5. Set of eigenvectors ordered according to decreasing eigenvalues. A contribution ui in the true
histogram corresponds to a contribution vi to the observed histogram.
Qui = λiui = vi , i = 1, ...,M . (3.15)
Software to produce the eigenvector decomposition can be found in most mathematical computer
libraries.
In case of eigenvalues that appear more than once, the eigenvectors are not uniquely defined.
Linear orthogonal combinations can be created by rotations in the corresponding subspace but they
produce the same LS solution.
The solution θ can be expanded into the orthogonal unit eigenvectors ui:
θ =
M∑
i=1
aiui , θk =
M∑
i=1
aiuik ,
ai = θ · ui , ai =
M∑
k=1
θkuik .
By construction, the amplitudes ai are uncorrelated and the norm ||θ||2 = Σθ2i of the solution is
given by
||θ||2 =
M∑
i=1
a2i .
The transformed observed vector b is
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Fig. 3.6. Eigenvectors of the modified LS matrix ordered with decreasing eigenvalues.
b =
M∑
i=1
aiλiui =
M∑
i=1
aivi .
In Fig. 3.5 we present an schematic example of a set of eigenvectors. A contribution ui to the true
histogram as shown on the left-hand side will produce a contribution vi to the observed histogram.
It is of the same shape but reduced by the factor λi as shown on the right-hand side. The eigenvalues
decrease from top to bottom. Strongly oscillating components of the true histogram correspond to
small eigenvalues. They are hardly visible in the observed data, and in turn, small contributions vi to
the observed data caused by statistical fluctuations can lead to rather large oscillating contributions
ui = vi/λi to the unfolded histogram if the eigenvalues are small. Eigenvector contributions with
eigenvalues below a certain value cannot be reconstructed, because they cannot be distinguished
from noise in the observed histogram.
The eigenvector decomposition is equivalent to the singular value decomposition (SVD). In the
following we will often refer to the term SVD instead of the eigenvector decomposition, because the
former is commonly used in the unfolding literature.
Example 8. In Fig. 3.6 the 20 eigenvectors of a LS matrix ordered with decreasing eigenvalue are
displayed. The response matrix has 20 true and 40 observed bins. The graph is generated from a
sample of 100 000 uniformly distributed events in the range of the observed and the true variables 0 <
x, x′ < 1. The response function is a Gaussian with standard deviation σs = 0.04. The eigenvectors
show an oscillatory behavior where the number of clusters corresponds roughly to the eigenvector
index.
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Fig. 3.7. Observed eigenvectors 1 (top left) and 20 (top right), eigenvalues (bottom left) and significance
of eigenvector amplitudes (bottom right).
In Fig. 3.7 top the eigenvectors 1 and 20 folded with the response matrix are shown. A contribu-
tion of eigenvector 20 to the observed histogram is similar to that of noise. The eigenvalues shown
at the bottom left graph vary by about three orders in magnitude. This means that a contribution
of the eigenvector 20 to the true distribution is suppressed by a factor of 1000 with respect to a
contribution of eigenvector 1. The bottom lright-hand graph shows the significance of the ampli-
tudes that are attributed to the eigenvectors. Significance is defined as the absolute value of the
amplitude divided by its error. As we have indicated above, the significance is expected to decreases
with decreasing eigenvalue. Due to the symmetry of the problem, the amplitudes with even index
should vanish. Statistical fluctuations in the simulation partially destroy the symmetry. Eigenvec-
tor contributions where the significance is below one, are compatible with being absent within one
standard deviation.
Example 9. In Fig. 3.8 we compare the eigenvalues, the parameter errors and the significance of the
amplitudes of the eigenvectors for the experimental resolution σs = 0.04 (left-hand side) with that
of σs = 0.08 (right-hand side). The values are displayed as a function of the eigenvector index for
a sample consisting of 5000 events. The eigenvalues decrease by 4.5 decades for σs = 0.04 and by
8.5 decades for σs = 0.08 from the first to the last eigenvector. The errors of the amplitudes of the
eigenvectors with large index increase dramatically with σs. The vertical lines in the significance
plots indicate the number of eigenvectors that should be retained to obtain the best agreement of
the unfolded histogram with the true histogram. (As measure of the quality we use the integrated
square error ISE which is explained below.) For σs = 0.04 this are 12 and for σs = 0.08 only 8
eigenvectors. For larger numbers the agreement deteriorates due to spurious oscillations. From the
32 3 Discrete inverse problems and the response matrix
0 5 10 15 20
1E-5
1E-4
1E-3
0.01
0 5 10 15 20
1
10
0 5 10 15 20
10
100
1000
0 5 10 15 20
1E-9
1E-8
1E-7
1E-6
1E-5
1E-4
1E-3
0.01
0 5 10 15 20
0.01
0.1
1
10
0 5 10 15 20
10
100
1000
10000
ei
ge
nv
al
ue
si
gn
ifi
ca
nc
e
eigenvalue index
pa
ra
m
et
er
 e
rro
r
eigenvalue index
Fig. 3.8. Eigenvector, parameter error and significance as a function of the eigenvalue index for 5000 events
and resolutions σs = 0.04 (left hand) and σs = 0.08 (right hand).
two plots and the fact that the errors are proportional to the square root of the number of events
we can derive that 200 times more events with σs = 0.08 are necessary to obtain results with the
same precision as with σs = 0.04.
We conclude that it is difficult to compensate a bad resolution of an experiment by increasing
the statistics! We should always make an effort to avoid large smearing effects not only because large
event numbers are required but also because the unfolding results then depend strongly on a precise
knowledge of the response function.
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Fig. 3.9. Left hand: Parameter significance as function of the eigenvalue index. The effective number of
parameters is 17. Right hand: Fitted parameter values as a function of the eigenvalue index.
3.2.3 The effective number of parameters
When we unfold a histogram, the number of bins of the unfolded histogram is the number of free
parameters in the fit. The previous example indicates that the number of parameters that we can
determine in a given problem is rather limited. Below a certain eigenvalue λk, all parameters have
a significance close to or below one. We define an effective number of parameters Neff = k as the
number of parameters with eigenvalues above or equal to this limit but we do not count parameters
separated from the dominant parameters by a gap of two or more parameters with significance below
one. In this way we exclude parameters with small eigenvalues, even if their significance is above one,
because the excess is likely to be caused by statistical fluctuations. For the example of Fig. 3.9 with
a uniform distribution the effective number of parameters is Neff = 17. Because the significances of
parameters 18 and 19 are below one, the parameters with index greater than 19 are not considered
even if their significance is greater than one. This definition is to a certain extend arbitrary, but
it provides a reasonable estimate of the minimum number parameter that we need to describe the
data. There are also parameters left of index 17 that are compatible with being zero. We should not
exclude the corresponding contributions, because the reason for the small values of the significance
are not large errors, but small values of the fitted amplitudes as is indicated in the lright-hand graph.
This graph shows that some amplitudes that correspond to small eigenvalues become rather large.
This is due to the amplification of high frequency noise in the unfolding. The number of bins in the
unfolded distribution should not be much larger than the effective number of parameters, because
then we keep too much redundant information, but on the other hand it has to be large enough to
represent the highest significant eigenvector. A reasonable choice for the number of bins is about
twice Neff . The optimal number will also depend on the shape of the distribution.
In the following example we study the dependence of Neff and the significance on the number
of true bins.
Example 10. Fig. 3.10 is derived from a superposition of two Gaussians with an exponential distri-
bution, see Fig. 2.4, with n = 1 000 000 events distributed with a Gaussian resolution of σs = 0.08
into 100 observed bins. The graph contains results for three different choices of the number of bins
of the unfolded histogram, namely 20, 40 and 80. The effective number of parameters is 11 for 20
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Fig. 3.10. Significance of the eigenvector contributions for three different binnings (20, 40, 80) of the true
distribution. The expanded graph (right hand) indicates that the significance slightly increases with the
number of bins.
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Fig. 3.11. Significance of the eigenvector contributions for two different resolutions. Reducing the smearing
parameter σs by a factor of two (squares) increases the number of effective parameters from 12 to 17.
and 40 bins. With 80 bins the significance for the dominant eigenvectors is slightly higher than for
the lower bin numbers and we get Neff = 12. The parameter Neff is mainly determined by the
experimental resolution and less by the number of observed bins. This is demonstrated in Fig. 3.11.
The 80 bin result of the previous figure is compared to the significance obtained with the resolution
increased by a factor of two.
3.3 Summary
We have studied the unfolding problem in form of histograms and a response matrix. If the number of
events is large enough to apply the normal approximation, it can be solved with a linear least square
fit and a simple matrix formalism. The unfolding solution can be expanded in linearly independent
vectors, the eigenvectors of the least square matrix or equivalently in those of a singular value
decomposition. With decreasing eigenvalues the eigenvectors present more and more oscillations.
Due to the experimental smearing, the high frequency components are washed out and difficult to
distinguish from noise. As a consequence, only a limited number of eigenvectors can significantly be
reconstructed. This number Neff , the effective number of parameters, can be extracted from the
significance of the eigenvector coefficients. Neff depends strongly on the experimental resolution
and is independent of the number of bins M used in the unfolded histogram as long as M is larger
than about twice Neff . For this reason there is no need to choose the number of bins of the unfolded
histogram larger 2Neff . The dependence of Neff on the number of bins N in the observed histogram
is negligible if N is greater than about 4Neff .
4 Unfolding without explicit regularization
4.1 Introduction
If we want to document the experimental information in such a way that it is conserved for a
comparison with a theory that might be developed in future or if we want to compare or combine
the date with those of another experiment, the results have to be unbiased. To achieve this condition
we could store the distorted data together with the resolution function. Such a procedure is optimal
in that no information is wasted but it has severe drawbacks. Two large datasets, the experimental
data and the Monte Carlo sample would have to be published and the whole analysis work would be
left to the scientist who wants to use the data. A less perfect but simple and more practical way is
to unfold the experimental effects and to present the data in form of a histogram together with an
error matrix which than can be used in a future analysis. To avoid the unpleasant oscillation that we
have discussed in the previous section, we have to choose wide bins. Additional explicit smoothing
would bias the data and has to be omitted. We have to accept that some information will be lost.
A third possibility which preserves the information that is necessary for a future quantitative
analysis is to unfold the data with a simple explicit smoothing step and to document the smoothing
function. A comparison of the experimental result with a prediction is then possible but data of
different experiments can not be combined.
In the following we turn to the simple and efficient approach where oscillations are suppressed
by using wide bins in the unfolded histogram. We call this procedure implicit regularization. The bin
contents are fitted either by minimizing the sum of the least squares or by maximizing the likelihood.
We have discussed the LS method already in the previous chapter. The results of the LS fit are
in most cases similar to those of the ML fit. In the asymptotic limit where the event numbers tend
to infinity, and where the Poisson distribution can be approximated by a normal distribution, the
two methods coincide. Contrary to the LS approach, the MLE usually does not produce negative
entries in the unfolded histogram. With the LS method also complex situations can be handled, for
instance when background has to be taken care of while the ML method requires Poisson distributed
event numbers.
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4.2 The maximum likelihood approach
Whenever possible, we should apply a maximum likelihood fit instead of a LS fit. With Poisson
distributed event numbers di with expected values ti =
∑
j Aijθj the probability to obtain di is
P (di) =
e−titdii
di!
and the corresponding log-likelihood is up to an irrelevant constant
lnLstat =
N∑
i=1
[di ln ti − ti]
=
N∑
i=1
di ln M∑
j=1
Aijθj −
M∑
j=1
Aijθj
 . (4.1)
Maximizing lnLstat we obtain an estimate θ̂ of the true histogram.
Usually we have of the order of 20 bins and of course the same number of correlated parameters
which have to be adjusted. In this situation the fit often does not converge very well. Instead of
maximizing the log-likelihood with methods like Simplex, we can compute the solution iteratively.
4.3 The Expectation-Maximization algorithm
The iterations follow the Expectation-Maximization (EM) method [34]. The EM algorithm is a
general iterative method to maximize the likelihood if there are missing (or latent) variables. It is
especially useful in classification problems in conjunction with p.d.f.s of the exponential family1.
Applied to our unfolding problem, the missing information in step k is the fractions of events p
(k)
ij
in an observed bin i that belong to the true bin j. Hence, there are M missing variables per bin. Its
expected value is E(pij) = Aijθj/ΣjAijθj .The following alternating steps
2 are repeated:
– Compute the expected log-likelihood given the actual set of parameters θ(k) and the observed
data d. The expected number of events that migrates from true bin j to bin i is
d
(k)
ij = dip
(k)
ij
= di
Aijθ
(k)
j
M∑
j=1
Aijθ
(k)
j
.
For a Poisson distribution the log-likelihood to observe dij events in bin i that originate from
true bin j is up to a constant lnL(θ) = −Aijθj + dij lnAijθj . The expected log-likelihood of θ is
1To the exponential family belong among others the normal, Poisson, exponential, gamma, chi-squared
distrribution.
2This description of the EM algorithm is simplified and adapted to our specific problem.
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Q(θ|θ(k)) =
N∑
i=1
M∑
j=1
[−Aijθj + d(k)ij lnAijθj ]
=
N∑
i=1
M∑
j=1
[−Aijθj + di
Aijθ
(k)
j
M∑
j=1
Aijθ
(k)
j
lnAijθj ] .
– Maximize the expected likelihood Q(θ|θ(k)) and obtain θ(k+1). The computation of the maxi-
mum of Q is easy, because the components of the parameter vector θ appears in independent
summands.
∂Q
∂θj
=
N∑
i=1
[−Aij + di
Aijθ
(k)
j
M∑
m=1
Aijθ
(k)
j
1
θj
] = 0 ,
αjθ
(k+1)
j =
N∑
i
di
Aijθ
(k)
j∑
j
Aijθ
(k)
j
,
θ
(k+1)
j =
N∑
i=1
Aijθ
(k)
j
di
d
(k)
i
/αj . (4.2)
In the second line we have replaced ΣiAij by αj the average acceptance of the events of true bin
j.
Before the EM method had been invented, the iterative procedure had been introduced indepen-
dently by Richardson and Lucy [1, 2] specifically for the solution of unfolding problems. Later it was
reinvented by Shepp and Vardi [3], Kondor [33], Mülthei and Schorr [5] and D’Agostini [12] made
it popular in particle physics. That the result of the iteration converges to the maximum likelihood
solution, is a general property of the EM method but was also proven by Vardi et al. [4] and later
independently by Mülthei and Schorr [5]. For a discussion of the application to unfolding see [35].
In the particle physics community, unfolding with the EM method is also called D’Agostini
unfolding, Bayesian unfolding, iterative unfolding or Richardson-Lucy unfolding3. I propose to agree
on the term EM unfolding.
The iterative method to find the MLE is not only extremely simple, it is also fast. Approxi-
mately 104 iterations are executed per second on a simple laptop computer. The convergence can
be accelerated by choosing a starting distribution that is close to the expected true distribution.
Figure 4.1 illustrates the convergence of the iteration sequence for an example generated accord-
ing to the distribution of Fig. 4.2. The resolution was set to σs = 0.8. The observed and the true
distributions had 40 and 18 bins, respectively. A uniform starting distribution is used. The required
number of iteration steps increases with the number of events and the smearing parameter σs.
Example 11. We simulate data according to the distribution
f(x) = 0.5
[
1 +
1√
2pi0.08
exp
(
− (x− 0.5)
2
2 · 0.082
)]
3In most of the the figures of this report the abreviation R-L is used.
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Fig. 4.1. χ2 as a function of the number of iterations for different event numbers. In the lright-hand plots
the tails of the curves are enlarged.
which is a superposition of a uniform and a normal distribution in the interval [0, 1]. It is displayed in
Fig. 4.2. The tails of the normal distribution outside the interval are neglected in the normalization.
The response function is also a normal distribution with standard deviation σs = 0.04. A total
of 100000 events is generated. The observed smeared distribution with 40 bins and the unfolded
distribution with 18 bins are shown in Fig. 4.3. The true distribution, displayed in Fig. 4.2, is not
much modified by the smearing. The height of the peak is slightly reduced, the peak is a bit wider
and at the borders there are acceptance losses. The central plot shows the unfolded distribution with
the diagonal errors. Due to the strong correlation between neighboring bins, the errors are about a
factor of five larger than
√
θi. In the right-hand plot the correlation coefficients of bin 10 relative to
the other bins are given. The correlation with the two adjacent bins is negative. It oscillates with
the distance to the considered bins. The correlation coefficients depend only on the bin width and
the smearing function and are independent of the shape of the distribution.
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Fig. 4.2. Superposition of a uniform and a normal distribution. The dashed and dotted curves correspond
to the solid curve smeared with Gaussian resolutions σs = 0.04 and σs = 0.08, respectively.
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Fig. 4.3. Unfolding without explicit regularization. The left-hand plot shows the observed distribution, the
central plot is the result of the unfolding for σs = 0.04 and the lright-hand plot indicates the correlation of
bin 10 with the other bins of the histogram. The curve represents the true distribution.
In the following examples we derive the parameters of the true distribution from the unfolded
histogram.
Example 12. We reduce the number of events to 5000 and increase the smearing to σs = 0.8 equal to
the standard deviation of the peak. To avoid oscillations in the unfolded distribution, the number of
true bins is reduced to 8. The location of the peak is shifted to µ = 0.53. The observed histogram,
the unfolded histogram and the correlation with respect to bin 4 are presented in Fig. 4.4. The
experiment is simulated 500 times and the unfolding result is then used to fit the parameters of the
true distribution. The fit results are summarized in Fig. 4.5. The four parameters of the distribution,
e.g. the location and width of the peak and the numbers of events in the uniform and the Gaussian
part of the distribution, are well reproduced. The biases are negligible compared to the uncertainties.
The standard deviations of the distributions of the fitted parameters agree with the error estimates
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Fig. 4.4. Unfolding without explicit regularization. The left-hand plot shows the observed histogram for
σs = 0.08, the central plot is the unfolded histogram and the right hand plot indicates the correlation of bin
4 with the other bins of the histogram. The curve represents the true distribution.
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Fig. 4.5. Distribution of the fitted parameters of the one-peak example from 500 experiments with 5000
events, 8 true bins and resolution σs = 0.08. The mean value and the standard deviation of the fitted
parameters are given in the graphs.
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Fig. 4.6. Two-peak distribution. The solid curve corresponds to the true distribution, the dashed curve
contains the experimental smearing.
from the individual fits. The low number of bins causes some loss in resolution. In the Appendix 4
the dependence of the resolution of the location and the width of a Gaussian peak is estimated. In
our case the ratio of bin width wb and observed width of the peak is wb/
√
σ2 + σ2s = 1.105. The
reductions in resolution by about 5% and 10% for the peak location and the width compared to the
ideal situation are moderate.
Example 13. We borrow a more involved example from [22]. The distribution now contains a super-
position of a uniform distribution and two normal distributions,
f(x) = c1N (x|µ1, σ1) + c2N (x|µ2, σ2) + c3U(x) , (4.3)
with 7 parameters. We keep 40 bins for the observed histogram and choose 10 bins for the unfolded
histogram. 5000 events are generated in the range −7 ≤ x ≤ 7 according to f(x) with the parameters
c1 = 0.2, c2 = 0.5, c3 = 0.3, µ1 = −2, σ1 = 1, µ2 = 2, σ2 = 1. The smearing resolution σs = 1 is
chosen equal to the standard deviations of the two peaks. The experiment is repeated 500 times and
each time the parameters are estimated. In 10 experiments or 2% of the cases the standard ML fit
failed, mainly because the left-hand peak was not well separated from the larger right-hand peak.
The results of the successful experiments are summarized in Fig. 4.7. The observed bias is again
small compared to the statistical error.
The examples demonstrate that a relatively small number of bins in the true histogram is suffi-
cient to infer several parameters of a theoretical prediction. The precision of the estimates is close to
the limit imposed by the statistical fluctuations of the data. The bias of the results is small compared
to the statistical errors..
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Fig. 4.7. Fit results for the two-peak example.
 
 
 
  
 
 
 
 
   
   
   
Fig. 4.8. Eigenvctors of the unfolded histogram ordered with increasing uncertainty of the coefficients.
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Fig. 4.9. Eigenvalues of the error matrix (left hand) and significance of eigenvector amplitudes.
4.4 Diagonalizing the error matrix
We have seen that we can obtain an uncorrelated parameter set in the linear LS formalism by the
eigenvalue decomposition of the LS matrix Q. The inverse Q−1 is the error matrix matrix. Small
eigenvalues of the error matrix correspond to large eigenvalues of Q.
The diagonalization of the error matrix is not restricted to the linear LS formalism. It can also be
applied to the ML method with the advantage that small event numbers in the observed histogram
can be tolerated. However a sensible result can only be obtained if the unfolded histogram does not
contain empty or sparsely populated bins. The solution of the unfolding problem can be formulated
as a superposition of the eigenvectors of the error matrix which satisfy vi · vj = δij . The unfolded
distribution θ̂ =
∑
aivi is a superposition of the eigenvectors with amplitudes given by ai = θ̂ · vi.
The amplitudes ai which replace the parameters θˆi are uncorrelated with errors given by the square
root of the eigenvalues of the diagonalized error matrix. Diagonalizing the error matrix, we can again
estimate the effective number of parameters Neff .
Example 14. 100000 events are generated according to f(x) = 0.5[1 +N (x|0.5, 0.1)], smeared with
σs = 0.1 and unfolded. The 18 eigenvectors vi, ordered with increasing eigenvalues, which means
with increasing uncertainty of the coefficients, are displayed in Fig. 4.8. With increasing eigenvalue
the components of the eigenvectors oscillate more and more. The eigenvalues and significances of the
eigenvector amplitudes are displayed in Fig. 4.9. From the plot of the significance we can estimate
that this problem has effectively 13 independent parameters.
4.5 Choice of the binning
The essential parameter that we have to fix, is the bin width of the true histogram. The optimal
binning depends on the available statistics, the band width of the structure that we want to resolve
(which can only be guessed) and the detector resolution.
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Fig. 4.10. Unfolding results for different binnings of the true histogram.
Fig. 4.10 shows how dramatically the result of the MLF depends on the binning. All plots contain
the same data, only the number of bins M increase from 10 to 20 in steps of 2. The correlations
and correspondingly the diagonal errors increase. The sequence of the histograms helps to choose a
reasonable binning. The diagonal errors should be small enough to justify the application of error
propagation in a comparison with predictions. As a rule of thumb, the relative error should be
less than 0.5. Sometimes compromises have to be made and larger errors especially in tails of the
distribution can be accepted. From the visual inspection of Fig. 4.10 we would probably choose the
binning of the fourth or fifth plot.
Another helpful parameter is the effective number of independent parameters Neff that we have
discussed in the previous section and which can be derived from the eigenvalue decomposition of
the LS matrix and from the error matrix. The number of bins M has to be larger than Neff but
certainly less than 2Neff . The p-value of the fit has to be acceptable which puts another lower limit
on M .
Some physicists prefer to impose a limit on the so-called purity. Loosely speaking, the purity is
the fraction of the events that are associated to a certain true bin which actually originate from
the corresponding observed bin. For a square matrix A and a bin i it is A−1ii di/θi. This quantity
depends only on the resolution and does not take into account the available statistics. It is of some
interest because a low purity signals a strong dependence of the result on a precise knowledge of the
response function.
In the following Monte Carlo study the number of bins is varied as a function of the two essential
parameters, i.e. the number of events and the resolution.
Example 15. We shift the normal distribution N (0.53, 0.08) of the one-peak distribution in order
to avoid specific symmetry preferences. The events are again equally divided into uniformly and
normally distributed ones. The results for a resolution σr = 0.04 are shown in Fig. 4.11. The top
plots contain 100000 events, the central plots 10000 events and the bottom plots only 1000 events.
Within a row, the number of bins decreases from left to right. For each plot the effective number
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Fig. 4.11. ML fit results for different bin sizes. The number of events decreases from top to bottom from
100000 to 10000 and 1000. In each plot Neff , the number of constraints in the fit and χ2 are given.
of parameters Neff , the number of constraints in the fit Nc and χ
2 of the fit are given. Nc is equal
to the difference between the number of observed bins and the number of true bins. The observed
histogram contains 40 bins and for comparison in some cases 20 bins.
The parameter Neff cannot be larger than the number of true bins M , but otherwise it should
be independent of the binning. Due to small statistical fluctuations it varies by one unit. When we
look at the first row, we realize that all χ2 values are acceptable. The chosen number of bins varies
between 22 and 18 and is close to the number Neff = 17 of independent parameters. The best choice
is close to 19 bins. In the second and the third row with less statistics one would select the second
plot with 15 and 12 bins, respectively. The plots 2 and 3 in the second row and the plots 3 and 4 in
the third row differ only in the number of bins N in the observed histogram. The two histograms
are quite similar indicating that the value of N is of minor importance as long as it is significantly
larger than M .
In Fig. 4.12 the simulations of the previous figure are repeated with the experimental resolution
reduced by a factor of two, σr = 0.08. This leads to a strong reduction of the number of independent
parameters Neff .
In the following table we summarizes the results for Neff for the three different choices of the
number of events and the two simulated resolutions.
number of events σs = 0.04 σs = 0.08
105 17 9
104 13 8
103 10 7
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Fig. 4.12. Same as previous figure but for the smearing constant σs increased to 0.08.
4.6 Dependence on the Monte Carlo input distribution
In the studies presented sofar, the Monte Carlo studies have been performed with the response
matrix generated starting from the true distribution. In real experiments it has to be based on some
guess of the true distribution and as a consequence the unfolded distribution can be biased.
4.6.1 Uniform Monte Carlo distribution
We now use a uniform distribution to determine the response matrix to study the bias caused by
this approximation of the true distribution.
Example 16. We unfold our standard one-peak distribution (2.6) with the parameters, µ = 0.53, σ =
0.08 and 100000 events. (The average bias is independent of the number of events.) We fit the four
parameters to the unfolding result: the position of a Gaussian peak µ, its width σ, the number of
events nn of the normal distribution and the number of uniformly distributed events nu and compare
them to the nominal values. Due to the approximative symmetry of the problem the quantities µ,
nn and nu are expected to be unbiased, but σ is biased toward smaller values. The bias is the larger
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Fig. 4.13. Relative bias of the fitted width σ of a normal distribution due to a biased response matrix. The
upper measurements correspond to a resolution of σs = 0.08, the lower ones to σs = 0.04.
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Fig. 4.14. The lright-hand plot is obtained by combining bins of the left-hand unfolded histogram. The
dots correspond to a simple average, the squares to a weighted average.
the wider the bins are. The relative increase of the width as a function of the number of bins in the
interval 0 < x < 1 is shown in Fig. 4.13 for the two experimental resolutions σs = 0.04 and 0.08.
(It is interesting to notice that the fit produces the best results for 30 bins where the distributions
show extreme oscillations. Apparently, the error matrix is able to account for the fluctuations even
though the diagonal errors are quite large.) It is also clear that the bias can be quite sizable for low
event numbers and bad experimental resolutions. For an experiment with 1000 events and σs = 0.04
about 10 bins may be tolerable which leads to a resulting bias of about 15%.
A simple solution of this bias problem is not known to my knowledge. An obvious proposal is
to unfold with narrow bins and then to combine bins with the intention to reduce the fluctuations.
The content of the bins can either simply be added or a weighted sum can be computed.
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Fig. 4.15. Unfolded histogram obtained by combining bins.
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Fig. 4.16. Spline approximation. The black curve is a fit to the true distribution. The dashed (dotted)
curve is the unfolding result of a smeared distribution with σs = 0.04 (0.08).
Example 17. To test this approach, we choose again our standard example with experimental resolu-
tion σs = 0.04, with 60 bins in the observed histogram and 30 bins in the unfolded histogram where
always two adjacent bins are combined. The result is then a histogram with 15 bins. Fig. 4.14 shows
how extreme the oscillations become with 30 bins. It is astonishing that combining bins leads to
qualitatively reasonable distributions. However the computed errors are unrealistically large, prob-
ably because simple error propagation fails. A fit of the parameters to these distributions produces
strongly biased results for all four parameters with large uncertainties.
To get more insight into the origin of the failure we compare the result of a likelihood fit with 20
bins to a fit with 40 bins where always two bins are combined. The histogram obtained by adding
the events from two adjacent bins shown in Fig. 4.15 is much less smooth than the corresponding
unfolding result from a direct fit as presented in Fig. 4.11.
We have to conclude that our naive method fails. As long as no satisfactory method is available,
we have to model the Monte Carlo input distribution such that it is in agreement with the observed
data and conforms to constraints hopefully provided by physics.
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4.6.2 Spline approximation of the Monte Carlo input distribution
A uniform distribution is a very bad approximation of most true distributions. A possible way to
reduce the bias is to approximate the distribution which is used to determine the response matrix
by spline functions. To this end the observed histogram is unfolded with a smoothing algorithm
where the unfolded distribution is parametrized by b-splines, see Sect. 3.1.3 and Appendix 3. The
result is then used to determine the response matrix with wide bins. The response matrix will still
be slightly biased because of the applied smoothing, but the bias of the fitted parameters is small
compared to the statistical fluctuations.
Example 18. 1000 events following the one-peak distribution (2.6) are generated with experimental
resolutions σs = 0.04 and 0.08. The data are histogrammed into 40 bins. The unfolded distribution
is parametrized with 15 quadratic b-splines. The spline coefficients are determined with a MLF with
a curvature penalty. The result, shown in Fig. 4.16, is then used to determine the response matrix.
Using this matrix a sample of 100000 events is generated and unfolded without explicit regularization
with the iterative ML method to determine the remaining bias. From the resulting 10 bin histogram
together with the error matrix the 4 parameters of the one-peak example are determined in a LSF.
The results are shown in the following table in the last two rows. The width of the peak is still
slightly biased, but this bias has to be compared to the statistical fluctuation for 1000 events which
would be a factor of 10 larger than the error given in the table. The bias is about a factor 6 smaller
than the statistical uncertainty and can be tolerated. Our study corresponds to a small number of
events. Of course the spline approximation for the distribution used to compute the response matrix
would improve with increased statistics and thus the bias would become smaller.
µ σ ρ
nominal 0.53 0.08 0.5
true spline 0.5293 (6) 0.0795 (8) 0.500 (3)
unfold spline σs = 0.04 0.5298 (6) 0.0786 (8) 0.502 (3)
unfold spline σs = 0.08 0.5295 (8) 0.0777 (14) 0.501 (4)
Example 19. We repeat the same procedure for an exponential distribution with 40 observed bins.
To determine the Monte Carlo input distribution used to compute the response matrix, we generate
a data sample of 5000 events drawn from the p.d.f. 5 ·exp(−5x), 0 < x < 1 with resolution σs = 0.08
and unfold it to a superposition of 20 linear b-splines, again with the iterative EM method with
early stopping. As always a uniform starting distribution is chosen. The results for 8, 20, 30, 40
and 50 iterations are summarized in Fig. 4.17 and compared to the true distribution. Obviously
the response matrix is rather insensitive to the number of applied iterations. The unfolding result
for 30 iterations is finally chosen to generate the response matrix. The parameter estimates of the
slope parameter averaged over 1000 event samples yielded a bias of 0.005 ± 0.003 to be compared
to the 1 st. dev. statistical uncertainty of δ = ±0.096 for the fit from a single sample. (With a
perfect detector the uncertainty of the slope parameter derived from the unbinned sample would be
±0.072.)
The solution presented here is not very elegant and it is not clear how well it works for more
complex distributions. Eventually, systematic errors have to be added to the unfolding result. Most
distributions in particle physics will be smoother than the one-peak distribution. Then the proposed
method will certainly provide satisfactory results.
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Fig. 4.17. Linear spline approximations, obtained by unfolding a sample of 5000 events. The true distribu-
tion and the curves obtained for 8, 20, 30, 40 and 50 iterations are displayed.
4.7 Statistical uncertainties introduced by the simulation
In the majority of all cases it is possible to generate enough simulated events to neglect the statistical
fluctuation of the elements of the response matrix. If the number of collected events is very large
and comparable to the number of simulated events, it may be necessary to include it. An analytic
estimate of the error introduced by the uncertainty of the response matrix is complicated. A simple
numeric, but computer time consuming solution of the problem is provided by the bootstrap method
[32]:
Let us assume that we have n observed events and m Monte Carlo events used to compute
A. Then we draw form the set of observed events n events with replacement and from the set
of simulation events m events with replacement. This means that some of the drawn events are
identical. With this bootstrap set we perform the fit of the unfolded distribution. The procedure
is repeated many, say k = 100 times. The standard deviation of the distribution of the results for
each bin is an estimate of the uncertainty of the true bin content, e.g. of the diagonal error. From
the diagonal errors and the correlation matrix which is almost identical in all sets, we can compute
the covariance matrix. If the numbers n and m are very large, a faster method is to subdivide the
data and the Monte Carlo sample in many, say k = 100 subsamples and perform the fit for all
subsamples. The fluctuation of the fitted values provides an estimate of the corresponding diagonal
errors. These errors then have to be scaled down by a factor
√
k (= 10 if 100 subsamples were
used). The covariance matrix is obtained again by scaling the correlation matrix to the diagonal
error elements. The relative uncertainty of the error estimate is in both cases
√
k.
4.8 Summary and recommendations
Unfolding with wide bins avoids excessive fluctuation in the unfolded histogram and produces unbi-
ased results with well defined errors. The histogram is obtained with a likelihood fit if the data are
Poisson distributed in the observed histogram or otherwise by a LS fit. The MLE is computed with
the iterative the EM procedure. The effective number of parameters Neff can be estimated with the
eigenvalue decomposition of the LS matrix as was shown in the previous chapter, or from the diago-
nalization of the error matrix. The number of bins in the unfolded histogram should be larger than
Neff and small enough to avoid large oscillations and errors that forbid linear error propagation. If
the distribution contains narrow peaks, the unfolding result depends on the shape of the distribution
that is used to compute the response matrix. This shape can be approximated by spline functions
which are fitted to the data in a regularized unfolding procedure. Errors of the unfolded histogram
due to statistical uncertainties of the response matrix can be estimated by bootstrap methods.
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5.1 General considerations
5.1.1 Regularization methods
The main field where professional unfolding methods are applied lies in image reconstruction. In
medicine unblurring of tomographic pictures of arterial stenoses, of tumors or orthopedic objects are
important. Other areas of interest are unblurring of images of astronomical surveys, of geographical
maps, of tomographic pictures of tools or mechanical components like train wheels to detect damages.
Also pattern recognition for example of fingerprints or the iris is an important field of interest. The
goal of most applications is to dig out hidden or fuzzy structures from blurred images, to remove noise
and to improve the contrast, while in physics applications we are mainly interested in quantitative
results. We want to be able to combine data, to estimate parameters and to document the results
of experiments. This is achieved with regularization by wide binning as discussed in the previous
chapter. On the other hand, we want also to take advantage of the fact that physics distributions
are rather smooth. Often we can remove the roughness of an unfolding result without affecting very
much the real structures of the true distribution. We then can represent it with many more bins than
without a smoothing algorithm and obtain a much clearer picture of it. We have a penalty to pay:
We cannot safely quantify the uncertainties of our results. This is a general problem in probability
density estimation.
To obtain a smooth distribution, we have to implement a mechanism that suppresses oscillations
caused by the noise in the observed data.
In the majority of situations in experimental physics we unfold one-dimensional distributions.
Most regularization methods permit to extend their recipes to multi-dimensional problems.
We restrict the study to three different explicit regularization methods in their basic form without
sophisticated extensions:
1. Truncation methods : In the eigenvalue decomposition of the LS matrix ( equivalent to the SVD)
low eigenvalue contributions to the unfolding solution are suppressed or eliminated.
2. Penalty methods : A penalty term which is sensitive to unwanted fluctuations is introduced in
the LS or ML fit of the unfolding solution. Typically, deviations from a uniform or a linear
distribution are suppressed. Standard methods penalize curvature, low entropy or a large norm
of the unfolding distribution.
3. Iterative fitting with early stopping: A smooth distribution is iteratively modified and adjusted
to the observation. The iteration process based on the EM method is stopped before “unac-
ceptable”oscillations emerge. Alternatively, the iterative unfolding result is smoothed after each
iteration. Then the iteration sequence converges automatically.
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Some commercial plotting programs offer smoothing algorithms that can be applied to arbitrary
distributions. We will not discuss those because the results are difficult to interpret. A simple bin-
by-bin correction method has been used in the past in some particle physics experiments. The ratio
of the numbers in the observed and the true histogram in the simulation is used to correct the
observed histogram. This approach should be discarded because it can produces wrong or strongly
biased results.
In a recent publication [24] external constraints (positivity, monotonicity, convexity) are intro-
duced into the unfolding process of specific distributions like pt distributions of jets. The method
provides global coverage1 and avoids the regularization with a necessarily doubtfully defined reg-
ularization parameter. The user has to be sure that the constraints do not exclude unexpected
interesting phenomena.
In the following, we first discuss some general properties of regularization approaches and devote
the remaining part to the description of the standard methods and to a comparative study with
specific distributions. We will mainly stick to our simple standard example with Poisson distributed
data of a distribution consisting of a peak over a uniform background and vary the statistics, the
width of the peak and the Gaussian resolution.
5.1.2 Acceptance losses
The correction of acceptance losses is straight forward. The correction can be applied either after
unfolding the smearing effects or it can be included in the response matrix. The latter method
should be preferred because we want to smooth the true distribution and not the distribution which
is affected by the acceptance losses. Furthermore as is emphasized in [20], the acceptance can depend
on the observed variable. Then a correction of the true distribution is not sufficient but the losses
are correctly taken into account in the response matrix.
5.1.3 Variable dependence and correlations
We have already stressed that smoothness criteria cannot be derived from basic principles. Smooth-
ness is not invariant against variable transformations.
Because of the subjective character of smoothing, we can compare the quality of different methods
only with selected examples. However, there is a desirable property of unfolding approaches: They
should take the specific properties of the smearing process into account: The events in a bin of the
observed histogram originate from different bins of the true histogram. Consequently, in the unfolded
histogram the corresponding bin contents are negatively correlated. If the experimental distortions
are caused by a simple resolution effect that is described by a point spread function, the correlation
occurs predominantly between adjacent bins but in more complicated situations the distortions can
lead to correlations between bins that correspond to quite different variable values. In the absence of
correlations between bins and especially if the resolution is perfect, smoothing should not be active.
This feature is inherent in truncated SVD and the EM unfolding with early stopping, but is not
realized in penalty regularization methods2.
Most unfolding methods have the convenient property that the unfolding result does not depend
on the ordering of the bins in the unfolded distribution. This means that multi-dimensional distri-
butions can be represented by one-dimensional histograms. An exception is regularization with a
curvature penalty.
1All predictions that disagree with the error bounds in at least a single bin are excluded at the given
confidence level.
2Of course this can always be achieved manually by setting the regularization parameter to zero.
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The dependence of the smoothness criteria on the chosen variable can be used to adapt the
regularization approaches to specific problems. If, for instance, penalties favor a uniform distribution,
we can choose a variable in which we expect that the distribution is roughly uniform but in most
cases it is better to adapt the penalty function. On might for instance not penalize the deviations
from uniformity for a nearly exponential distribution but the deviation from an exponential. The
corresponding procedure in the iterative EM method is to select the starting distribution such that
it corresponds to our expectation of the true distribution.
5.1.4 Measures of the unfolding quality in Monte Carlo experiments
To get a feeling for a reasonable setting of a regularization parameter, we can compare the unfolded
distribution θ̂ to the true distribution θ in toy experiments. For a quantitative comparison, we
introduce a variable X2, defined by
X2 =
N∑
i=1
(θˆi − θi)2
θi
which resembles the χ2statistic used in goodness-of-fit tests with Poisson distributed histogram
entries. (The choice of the parameter X2 as a test quantity is somewhat arbitrary, X2 is not χ2
distributed.)
In PDE the standard measure of the agreement between the true and the constructed distribu-
tions is the integrated squared error (ISE). For a functions f(x) and its PDE fˆ(x) it is defined by
ISE =
∫ ∞
−∞
[
fˆ(x) − f(x)
]2
dx . (5.1)
(Other common measures are the integrated absolute error
∫ |fˆ(x)− f(x)|dx and the Kullback-
Liebler distance
∫ |fˆ(x) ln[fˆ(x)/f(x)]dx which is related to the likelihood ratio. Contrary to ISE,
these measures are dimensionless.)
The expected value of ISE is called mean integrated square error (MISE).
MISE = E
[∫ ∞
−∞
(fˆ(x) − f(x)2dx
]
.
ISE is not defined for histograms in the way as physicists interpret them. To adapt the ISE
concept to our needs, we modify the definition such that is measures the difference of the estimated
content of the histogram θˆi and the prediction θi.
ISE =
M∑
i=1
(
θˆi − θi
)2
(5.2)
In the following sections the value has been normalized to the event numbers and the numbers of
bins. In the comparisons only the relative values are important and whether we choose (5.1) or (5.2)
which is simpler to compute, does not matter. ISE defined by (5.2) depends on the binning and, as
has been pointed out by Volobouev [39], it is zero for a single bin. The ISE attributes more weight
to regions where there are many events than X2, but the application of the ISE and the quantity
X2 usually lead to similar conclusions. (The denotation of the modified quantities by the names
of well defined parameters ISE and MISE is unfortunate but for technical reasons it cannot be
changed any more in this report. The definition (5.2) is sensible if the unfolding result is compared
to a prediction but if it is used for the visualization of the distribution or for a simulation the PDE
definition (5.1) is relevant.
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5.1.5 Choice of the regularization strength
A critical parameter in all unfolding procedure is the regularization strength which regulates the
smoothness of the unfolding result and which determines bias and precision. The optimal value of the
regularization parameter depends on the specific application. To fix it, we must have an idea about
the shape of the true distribution. We might choose it differently for a structure function, a Drell-
Yan distribution with possible spikes, a transverse momentum distribution and the distribution
of the cosmic background radiation. We need some prior knowledge. Based on purely statistical
arguments, we cannot define smoothness and the optimal regularization parameter. From the data
we can only estimate an upper limit of the regularization parameter: The unfolded distribution has
to be statistically compatible within the measurements. Most unfolding methods try to approach this
limit and eliminate fluctuations that are compatible with noise. There is no scientific justification
for this pragmatic choice and one has to be aware of the fact that in this way real structures may
be eliminated that can be resolved with higher statistics.
Visual inspection
If we resign to the idea to use the unfolded distribution for parameter fits, it seems tolerable to
apply subjective criteria for the choice of the regularization strength. By inspection of the unfolding
results obtained with increasing regularization, we are to some extent able to distinguish fluctuations
caused by the procedure from structures in the true distribution and to select a reasonable value.
Probably this method is in most cases as good as the following approaches which are partially quite
involved.
Goodness-of-fit approaches
An obvious quantity to look at is certainly the χ2 statistic. In a standard LSF, without regularization,
with normally distributed errors, N observed quantities andM fitted parameters, we expect that χ20
follows a χ2 distribution with NDF = N −M degrees of freedom. With regularization the value χ2
will be larger than χ20 by ∆χ
2. It is not reasonable to cut on χ2, the relevant parameter is ∆χ2. With
the usual approximations, we find 1, 2, 3 standard deviation error limits of the fitted parameters by
increasing χ20 by ∆χ
2 = 1, 4, 9 with confidence cl,
cl =
∫ ∆χ2
0
fNDF (u)du (5.3)
where fNDF (u) is the χ
2 distribution with NDF degrees of freedom. With NDF of the order of 20,
the confidence that the true solution is contained in the one standard deviation interval is small. To
be independent of the NDF , we turn to the p-value defined by
p =
∫ ∞
∆χ2
fNDF (u)du = 1− cl (5.4)
Requiring a certain value cl or p, we can derive from (5.4) a corresponding χ2 boundary χ2c in the
M -dimensional parameter space. The parameter p corresponds to the frequency in which the true
parameter point is located outside the boundary in a large number of measurements.
A LSF or MLF without regularization produces the best estimate of the parameters together
with a goodness of fit quantity χ20 and a confidence interval limited by the selected values of ∆χ
2. A
small value of cl and a correspondingly large p-value of the regularized parameter indicate that the
fit is well compatible with the measurement. We could fix the regularization parameter by choosing
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Fig. 5.1. Distribution of the pseudo p-value for different experimental resolutions and event numbers.
a limiting p-value preg which corresponds to a value ∆χ
2
reg by which the regularization is allowed
to increase χ20. For example choosing preg = 0.9, the unfolded distribution should have χ
2 smaller
than the true distribution in 90% of all cases.
Unfortunately the parameter estimate θˆ without regularization is degenerated. LSFs produce
bins with negative entries and the related unphysical fit results are hard to accept as best estimates.
The MLF avoids negative values, but while the LSF produces negative entries, often empty bins
are obtained. The MLF is to be preferred to the LSF but the constraint to positive event numbers
entails an increase of χ2 relative to the nominal value for a LSF. We cannot expect that the expected
value of our test quantity ∆χ2 obeys a χ2 distribution and the distribution of the pseudo p-value
p′ derived from (5.4) will not be uniform. Its distribution can be generated in simulations where we
know the true distribution. Since the p′ distribution depends mainly on the resolution, the number
of events and the binning and less on the shape of the true distribution, it can be estimated also for
real experiments.
Example 20. We generate events, perform a MLF and compute χ20. Folding the true distribution and
comparing it to the observed distribution we get χ2true which is larger than χ
2
0 by ∆χ
2. The number
∆χ2 is converted to p′ by (5.4). The results for the pseudo p-value of the one-peak distribution with
20 true bins, 40 observed bins, different event numbers and resolutions derived from 10000 simulated
experiments are displayed in Fig. 5.1. The distributions are far from being uniform. The lower the
event number and the worse the resolution is, the more the distribution is peaked towards large
pseudo p-values.
It is obvious that we have to take into account the expected shape of the distribution when
we derive the regularization parameter. The value of the cut has to be calibrated and it is not
guaranteed that the same value is optimal independent of binning, event numbers and resolution.
Regularization based upon χ2 or a p-value have been proposed in [10, 19].
Truncation approaches
The unfolding result can be expanded into orthogonal components which are statistically indepen-
dent.
We have studied above the eigenvector decomposition of the modified least square matrix (equiv-
alent to SVD) and realized that the small eigenvalue components λi cause the unwanted oscillations.
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A smooth result is obtained by cutting all contributions with eigenvalues λi, i = 1, ..., k) below a
cut value λk. This procedure is called truncated singular value decomposition (TSVD).The value is
chosen such that eigenvectors are excluded with statistically insignificant amplitudes. The trunca-
tion in the framework of the LSF has its equivalence in the ML method. As shown above, we can
order the eigenvectors of the covariance matrix of a MLF according to decreasing errors and retain
only the dominant components. This method is attractive theoretically, but in concrete applications
technical difficulties may arise due to the fact that the error matrix of the unregularized fit may
not be well conditioned. A possible way out of the dilemma could be to perform a MLF with a
soft regularization by a penalty term and to base the final regularization on the corresponding well
conditioned error matrix. The amplitudes corresponding to the orthogonalized covariance matrix
which are statistically significant are retained.
The physicist community is still attached to the - for historical reasons - popular linear matrix
calculus. Nowadays computers are fast and truncation based on the diagonalized covariance matrix
derived from a non-linear LS or a ML fit is probably the better choice than TSVD.
Empirical Bayes selection
Kuusela and Paranetos [22] form the product
p = p1(d|θ)p2(θ|r) (5.5)
where the first factor is simply the probability to observe d given the true distribution θ and
corresponds to the usual Poisson likelihood. The second factor is a kind of smoothness probability.
It is roughly of the form exp[−rR(θ)] with r the regularization parameter and R a measure of the
smoothness, here derived from the curvature. The log-likelihood of p corresponds to our relation
(5.8). Now the regularization parameter r is chosen such that the probability marginalized with
respect to θ is maximal3.
rˆ = argmax
r
∫
p1(d|θ)p2(θ|r)dθ (5.6)
This means that r is derived from the data. The multi-dimensional integral is considered as in-
tractable numerically, but is solved with the EM algorithm. The estimate rˆ is plugged into (5.5) to
obtain the unfolding result θ̂. The method is attractive because the regularization constant is fixed
in a unique way by a simple principle. Naively, one would optimize r directly from (5.5) together
with θ but then the result would be r = 0, i.e. no regularization.
To derive error bands with 95% coverage, an iterative bias correction is applied to the point
estimate. The correction has a very similar effect as a decrease of the regularization constant. This
is shown in the following example.
Example 21. The distribution 4.3 is used to generate 1000 observed events with a Gaussian resolution
of σs = 1. The events are histogrammed into 40 bins. The unfolded distribution is parametrized by
30 cubic b-splines with 28 knots inside the interval [−7, 7] and 2 knots at the borders. Unfolding is
performed with a curvature penalty to suppress strong variations of the unfolded distribution. Fig.
5.2 left shows the true distribution and the unfolded distribution together with the results obtained
by bias corrections. The bias correction which is computed with 106 simulated events, brings the
unfolded distribution closer to the true distribution, but the fake bump at the left-hand side is also
enhanced, because it is corrected as well for an assumed bias. A very similar result is obtained by
3The marginalization with respect to θ protects against overfitting r. A justification of the method is
indicated in [22] and a relevant reference is given in the publication.
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Fig. 5.2. Bias correction. The left-hand graph shows the true distribution (B), the unfolded distribution
(C) and unfolded distributions with sequential bias corrections (D, E, F). The lright-hand graph shows the
equivalence of the bias correction and a reduced regularization strength.
decreasing the regularization strength as shown in the right-hand graph. A bias corrected distribution
is compared to one where only the regularization strength is decreased such that the heights of the
larger peaks agree. The two distributions are hardly distinguishable in this specific example.
In this way the final choice of the regularization parameter used to compute location and width
of the error bands is shifted to the choice of the number of bias iterations that have to be applied.
Thus a part of the beauty of the method is lost. The bias correction is only applied to the error
bands, the original point estimate is retained [36]. Thus, the errors are not centered at the point
estimates.
Iterative minimization of the integrated square error ISE
The best choice of the regularization strength depends mainly on the resolution, i.e. the response
matrix and less on the shape of the true distribution. A crude guess of the latter can be used to
estimate the regularization parameter r. (Here r is a generic name for the number of iterations in
the EM method, the penalty strength or the cut in truncation approaches.) The true distribution
is approximated by the unfolding result and then r can be optimized with simulated experiments.
A goodness-of-fit measure Q of the quality of the agreement between the distribution used in the
simulation and the distribution obtained in the unfolding has to be defined. A natural choice is
Q = ISE as defined above. The process can be iterated, but since the shape of the true distribution
is not that critical, this will not be necessary in the majority of cases. The procedure consists of the
following steps:
1. Unfold d with varying regularization strength r and select the “best” value r˜ and θ˜(0) by visual
inspection of the unfolded histograms.
2. Use θ˜(0) as input for typically n = 100 simulations of “observed” distributions d˜i, i = 1, n.
3. Unfold each “observed”distribution with varying r and select the value r˜i that corresponds to
the smallest value of the goodness-of-fit measure Q. The value of Q is computed by comparing
the unfolded histogram with θ˜(0).
4. Take the mean value r¯ of the regularization strengths r˜i, unfold the experimental distribution
and obtain θ˜(1). If necessary, go back to 2., replace θ˜(0) by θ˜(1) and iterate.
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The procedure is independent of the regularization method and the quality measure. An example
of its application is presented in Sect. 5.2.3.
Dembinski and Roth [20] propose to minimize the MISE in the observed space. This quantity is
expected to be strongly correlated to MISE in the true space, however, their starting relation (19)
MISE =
∫
V dx′ + ISE (in different notation, the first term of the right-hand side is the variance
integrated over the observed space) is not correct. If the bias is small compared to the integrated
variance, the right-hand side is on average approximately twice as large as the left-hand side.
The L-curve approach
Large fluctuation imply a large value of the norm ||θ2||2 of the solution,
||θ2|| =
M∑
i=1
θ2i .
For a given number of events Σiθi in the unfolded histogram, the norm is minimal for a uniform
distribution. In most unfolding methods, the norm decreases with increasing regularization. In turn
the residual norm
||Aθ − d||2
which measures the discrepancy of the solution with the observed histogram increases with the
regularization strength. The Tikhonov regularization penalizes solution with a large norm of the
solution. A balance has to be found between small ||θ2|| and small ||Aθ−d||. The log-log relation of
these two quantities, with the regularization strength as parameter, is called L-curve [27]. Ideally, for
a rectangular L-shaped curve one would select the regularization corresponding to the corner of the
L-curve where both norms are small. For other regularization penalties the norm ||θ2|| is replaced
by the corresponding expression. Physicists would probably replace the residual norm by χ2.
5.1.6 Error assignment to unfolded distributions
The regularization introduces a bias and decreases the error δs obtained in the fit. The height of
peaks is reduced, the width is increased, valleys are partially filled. The true uncertainties δ depend
on the nominal error δs and the bias b, δ
2 = δ2s + b
2. Increasing the regularization strength reduces
δs but increases the bias b. As the bias cannot be calculated, we have to guess its size when we
choose the regularization strength. The art is to find the optimal balance between the nominal error
and the assumed bias introduced by the regularization.
Calculation of the nominal error
A scientific measurement is of limited use if it is not accompanied by an uncertainty estimate. We
have pointed out above that the assignment of errors to regularized unfolding results is problematic.
Putting aside our concerns and neglecting the bias, we can calculate the errors in different ways:
1. The usual way is to apply error propagation starting from the observed data d. To be consistent4
with the point estimate, the best estimate of the folded distribution dˆi = ΣkAik θˆk should be
used instead. Error propagation is quite sensitive to non-linear relations which occur with low
event numbers. To avoid the problem, θ can be re-fitted starting from dˆ and the errors can be
provided by the fit program.
4Error propagation starting from the observed data insted of the best estimate can lead to inconsistent
results. A striking example is known as Peelle’s pertinent puzzle [37].
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2. The errors can be derived from the curvature matrix at the LS or ML estimates. This is the
standard way in which symmetric error limits are computed in the common fitting programs. In
principle also likelihood ratio or χ2 contours can be computed. The parameters θ is varied, the
corresponding histogram d is computed and compared to d̂ = Aθ̂. Values of θ that change the
difference lnL(θ̂)− lnL(θ) by 1/2 fix the standard likelihood ratio error bounds.
3. We can use bootstrap resampling techniques [32]. In short, the data sample is considered as
representative of the true folded distribution. From the N observed events, N events are drawn
with replacement. They form a bootstrap sample d∗ which is histogrammed and unfolded. This
procedure is repeated many times and in this way a set of unfolded distributions is generated.
from which the fluctuations, confidence intervals and correlations can be extracted. For example,
in a selected bin the standard 68% confidence interval contains 68% of the bootstrap results.
Alternatively we can start from the fitted unfolded distribution dˆAθ̂. Bootstrap histograms are
then constructed from a random Poisson process. For bin i we choose d∗i ∼ Pdˆ. The latter method
includes the fluctuation in the total number of events and is consistent. Bootstrap errors include
flip-flop effects: Small differences in the observed distribution can lead to large differences in
the eigenvector decomposition and in TSVD to sizable changes in the result. Also a curvature
penalty may introduce similar effects.
A more detailed and professional discussion of the error estimation with bootstrap methods is
presented in [22].
Contrary to claims [21], the nominal errors of the unfolded distribution can be computed for all
unfolding approaches with the three mentioned methods5. In the EM method, the errors computed
with methods 1 and 2 do not include the regularization constraint due to early stopping. Bootstrap
sampling takes it into account. The error margins are correspondingly smaller.
Problems related to the errors assignment
Frequentist coverage in the context of unfolding means: For a given coverage probability cl, an
arbitrary true distribution f(x) has to be accepted in the fraction cl of a large number of experiments,
and specifically, parameters of the true distribution estimated from the unfolding result should
within the computed error intervals contain the true parameter values in the fraction cl of many
experiments. Coverage is violated on purpose by the regularization, as the goal of regularization is to
exclude strongly fluctuating distributions that are compatible with the data. Regularized histograms
are biased and correctly calculated errors of biased distributions that do not include a possible
bias in the error estimate cannot cover even for smooth distributions, contrary to claims in some
publications. That the specific distribution which is selected in a toy Monte Carlo experiments is
covered by the unfolding solution within the given errors should be a triviality, but even this is not
realized by most approaches.
Another problem is the dependence of the estimated errors on the regularization strength. In Fig.
5.3 the diagonal error of the highest bin of the one-peak example is plotted as a function of the regu-
larization strength, here for entropy regularization. A qualitative estimate of the range of reasonable
regularizations is indicated in the figure. The interval corresponds to regularization penalties which
lead to a satisfactory agreement of the unfolded distribution with the true distribution. Within this
range the error varies considerably. Each unfolding approach has its own error definition,
Since the regularization excludes variations of the unfolded distribution that are compatible with
noise, the smoothing is more effective in low statistics experiments than in experiments with a large
number of events. The assigned errors do not scale with the square root of the number of events and
thus it is impossible to combine two unfolded data sets, even if they are produced under exactly the
5In the publications [12, 17] by D’Agostini, the error estimation is not correct.
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Fig. 5.3. Error dependence on the regularization strength. (solid line). The dotted curve indicates the
integrated square error as a function of the regularization strength. The units are arbitrary. The vertical
lines qualitatively indicate the uncertainty of the regularization parameter.
same conditions. Small real structures of a distribution that are resolved with high statistics may
be excluded in experiments with a small number of events.
The errors that we can assign to the unfolded distribution are at most a rough indication of
the uncertainties and have to be considered with great care. The presentation of the results in form
of histograms indicate only the diagonal errors but the errors of adjacent bins are correlated, in
some schemes negatively in others positively which makes a big difference if bins are combined. In
publications the covariance matrices or some information about the correlations should be given.
Due to the mentioned correlation problems, sometimes bin-wise coverage is attempted or error
bands are introduced [20, 22]. Predictions should then remain for instance in the fraction α of the
bins inside the error limits. Error bands with a high confidence limit, say 90% give a good qualitative
indication whether a predictions is incompatible with the unfolding result. However, quantitative
conclusions should not be drawn.
Approximate coverage is realized in 5.6 by separating the point estimate from the interval esti-
mate. The regularization for the error estimate is weaker than for the point estimate. In this way
the bias introduced in the interval estimate is small. In [24] constraints which may be available in
some specific cases are used to guaranty (over)coverage.
The restrictions that we have summarized do not mean that explicit unfolding is obsolete. It per-
mits to discover structures in exploratory experiments and its results help to visualize the unknown
distribution much better than the histograms produced by implicit unfolding with wide bins.
5.2 EM unfolding with early stopping
In the previous chapter we have seen that the EM algorithm produces the MLE of the unfolded
histogram. To suppress the fluctuations of the MLE we stop the iteration once the result is compat-
ible with the data and the bin-to-bin fluctuations are still acceptable. We have to fix the starting
distribution and the stopping condition.
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Fig. 5.4. EM iterative unfolding results for 50000 observations and resolution σs = 0.04. The number of
iterations is indicated in the plots.
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Fig. 5.5. X2 and the ISE as functions of the number of iteration for 50000 events and resolution σs = 0.04.
5.2.1 A few examples
We resume our standard one-peak example for 50000, 5000 and 500 events and two different Gaussian
resolutions of σ = 0.04 and 0.08. The starting distribution is uniform. The results are summarized
in the following figures. The unfolded histograms are compared to the true histogram indicated by
squares. The number of iterations is given in each plot. For each of the settings the test quantities
as defined above, X2 and the ISE are plotted as a function of the number of applied iterations. The
optimal number of iterations is similar for both parameters.
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Fig. 5.6. Same as Fig. 5.4 but for resolution σs = 0.08 and 50000 events.
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Fig. 5.7. Same as Fig. 5.5 but for resolution σs = 0.08 and 50000 events.
The optimal result for 50000 events and σs = 0.04 is obtained with 3 iterations, but qualitatively
with 20 iterations the adjustment is satisfactory, too. If we increase σs to 0.08 about 30 iterations are
required to unfold the data. Generally, the optimal number of iterations increases with the Gaussian
smoothing parameter σs and for σs = 0 no iteration would but necessary. The convergence is always
quite fast. With only 500 events, the method does not succeed anymore to reproduce height and
width of the peak very well.
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Fig. 5.8. Same as Fig. 5.4 but for 5000 events, σs = 0.04.
0 10 20 30 40
0
50
100
150
0 10 20 30 40
0.00
0.05
0.10
0.15
0.20
0.25
X2
number of iterations
IS
E
number of iterations
Fig. 5.9. Same as Fig. 5.5 but for σs = 0.04 and 5000 events.
5.2.2 Reduced iteration speed
Occasionally, already the first or second iteration minimizes the test quantities. Then it may be
desirable to have a finer step size, to slow down the convergence. This is achieved with a modified
unfolding function. We just have to introduce a parameter β > 0 into (4.2)
θˆ
(k+1)
j =
[
M∑
i=1
Aij θˆ
(k)
j
di
d
(k)
i
/αj + βθˆ
(k)
j
]
/(1 + β) .
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Fig. 5.10. Same as Fig. 5.8 but for resolution σs = 0.08 and 5000 events.
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Fig. 5.11. Same as Fig. 5.9 but for resolution σs = 0.08 and 5000 events.
The value β = 0 corresponds to the original sequence (4.2). The value β = 1 slows down the
convergence by about a factor of two and with β =∞ the parameter θ remains unchanged.
Applied to the one-peak example with 500 events and σs = 0.04 where the minimum of X
2 is
reached at the second iteration, β = 1 moves the minimum to the forth iteration. However, the result
is slightly worse, the ISE is increased from 0.0487 to 0.0514. The slowing down of the convergence
does not simply interpolate between the results of the standard iteration.
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Fig. 5.12. Same as Fig. 5.4 but for 500 events, σs = 0.04.
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Fig. 5.13. Same as Fig. 5.5 but for 500 events, σs = 0.04.
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Fig. 5.14. Same as Fig. 5.4 but for resolution σs = 0.08 and 500 events.
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Fig. 5.15. Same as Fig. 5.5 but for resolution σs = 0.08 and 500 events.
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Fig. 5.16. Distribution of the minimal ISE from 10000 simulations (left hand) and the estimate of MISE
as a function of the number of iterations (right hand).
5.2.3 Choice of the regularization strength
A heuristic method to estimate the best number of iterations based on the p′ dependence on the
number of iterations has been proposed in [19]. However, the method does not work, if the starting
histogram is close to the true histogram and it has been tested only with very few event samples
and distributions. A better way to select the number of iterations is provided by the method which
tries to minimize the ISE explained in Sect. 5.1.5.
Example 22. To test the method, let us look at the distribution of the lowest ISE that can be
obtained with the standard example with 5000 events and smearing resolution σs = 0.08. The
results from 10000 simulations are given in Fig. 5.16. Each time the number of iterations k for which
the ISE is minimum is selected. The distribution of the minimal values of the ISEs (Fig. 5.16 left
hand) has a mean value of 0.043. The mean integrated square error (MISE) as a function of the
number of iterations is shown at the right-hand side of the same figure. The minimum is obtained
at 14 iterations. Choosing always k0 = 14 iterations a mean value MISE = 0.047 is obtained,
not much larger than the mean of the individually optimized ISE values. Apparently, the MISE
depends only weakly on the number of iterations. In the range from 10 to 20 iterations it varies by
less than 10%.
In real experiments we do not know the true distribution needed to estimate the optimal number
of iterations, but a preliminary unfolded histogram θ(0) can be used instead. Starting from θ(0) a
large sample of observed histograms can be generated from which the number of iterations k0 can
be derived that minimizes the MISE.
The best estimate of k0 depends little on the number k of iterations used to determine the
preliminary histogram θ(0). This is shown In Fig. 5.17 where k0 is plotted as a function of k for
the previous example. The reason behind this behavior is that the optimal regularization depends
mainly on the experimental resolution and less on the details of the true distribution. In cases where
the dependence is larger, the procedure can be iterated.
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Fig. 5.17. Iterative method to select the optimal number of iterations. The estimate k0 (ordinate) varies
little with the number of iterations k (abscissa) used to obtain the unfolded histogram θ(0) used in the
simulation.
5.2.4 Introducing a final smoothing step
It has been proposed [12, 17, 23] to apply after the iteration sequence a final smoothing step: After
iteration i the result θ(i) is folded with a smoothing matrix g, yielding θ(i)′, θ
(i)′
k =
∑
l gklθ
(i)
l . If θ
(i)′
k
agrees with θ
(i−1)′
k within given limits, the iteration sequence is terminated. In this way, convergence
to a smooth result is imposed. In [17] it is proposed to add after the convergence one further iteration
to θ(i+1)′.
The parameters of the smoothing matrix which define the regularization strength have to be
adjusted to the specific properties of the problem that has to be solved. The approach may be very
successful in problems where prior knowledge about the shape of the true distribution is available,
but in the general case it is not obvious how to choose the smoothing step. The intention of the
additional iteration is to avoid a too strong influence of the smoothing step on the final result [17].
5.2.5 Dependence on the starting distribution
So far we have used a uniform starting distribution for the EM iteration. If there is prior knowledge
of the approximative shape of the true distribution, for instance from previous experiments, then
the uniform histogram can be replaced by a better estimate. Experience shows that the influence of
the starting histogram on the unfolding result is rather weak.
Example 23. We repeat the unfolding of the distribution with 50000 events and experimental res-
olution σs = 0.08 starting with the histogram of the observed events. (The choice of the example
with a large number of events is less sensitive to statistical fluctuations than an example with low
statistics and should indicate possible systematic effects.) The two results displayed in Fig. 5.18 are
qualitatively indistinguishable. Starting with the uniform histogram, the lowest ISE = 0.0964 is
obtained after 40 iterations with χ2 = 35.1. With the observed histogram the values obtained after
38 iterations are ISE = 0.0940 with the same value χ2 = 35.1. In the low statistics example with
500 events and resolution σs = 0.04 the minimum is reached already after 2 iterations with the
ISE = 0.0488 and 0.0487, respectively and values χ2 = 36.0 and 36.3.
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Fig. 5.18. Iterative unfolding with two different starting histograms, left uniform and right experimental.
The influence of the starting distribution on the unfolding result should be checked but in the
majority of cases is not necessary to deviate from the uniform histogram.
5.3 SVD based methods
SVD unfolding was first applied in particle physics by Hoecker and Kartvelishvili.
5.3.1 Truncated SVD
The SVD decomposes the unfolded histogram into statistically independent vectors, θ0 = Σ
M
i=1aiui,
and provides an ordering of the vectors according to their sensitivity to noise. In this way it offers
the possibility to obtain a stable solution by chopping off eigenvectors with low eigenvalues. Only
contribution with eigenvector indices less than or equal to the index m are kept:
θreg =
m∑
i=1
aiui .
The choice of of the cut-off m is based on the significance Si = ai/δi of the eigenvector contribu-
tions ai which is provided by the LS fit. The amplitudes of the eliminated eigenvectors should be
compatible with zero within one or two standard deviations.
The application of the method, called truncated SVD (TSVD) is simple and computationally
fast. The idea behind TSVD is attractive but it has some limitations:
– The SVD solution is obtained by a linear LS fit. This implies that low event numbers in the
observed histogram are not treated correctly. Combining bins with low event numbers can reduce
the problem.
– The eigenvalue decomposition is mainly related to the properties of the response matrix and
does not sufficiently take into account the shape of the unfolded distribution. Small eigenvalues
may correspond to significant structures in the true distribution and the corresponding eigenvec-
tors may be eliminated by the truncation. The combination of the vectors belonging to several
“insignificant” amplitudes may contribute significantly to the true distribution.
Figs. 5.19 to 5.29 show unfolding results from TSVD. The same data as in the previous section
have been taken. In all figures the central histogram corresponds to the smallest value of the ISE
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Fig. 5.19. Truncated SVD unfolding results for 50000 events and resolution σs = 0.04. The number of
eigenvectors that have been included is indicated. The central plot corresponds to the minimum of the ISE.
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Fig. 5.20. Distribution of X2 and ISE as a function of the number of the included eigenvectors for 50000
events and resolution σs = 0.04.
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Fig. 5.21. Same as Fig. 5.19 but with resolution σs = 0.08 and 50000 events.
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Fig. 5.22. Same as Fig. 5.20 but with resolution σs = 0.08 and 50000 events.
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Fig. 5.23. Same as Fig. 5.19 but with 5000 events and resolution σs = 0.04.
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Fig. 5.24. Same as Fig. 5.20 but with 5000 events and resolution σs = 0.04.
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Fig. 5.25. Same as 5.19 but with 5000 events and resolution σs = 0.08.
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Fig. 5.26. Same as Fig. 5.20 but with 5000 and resolution σs = 0.08.
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Fig. 5.27. Same as 5.19 but with 500 events and resolution σs = 0.04.
5.3 SVD based methods 73
0 5 10 15 20
100
1000
0 5 10 15 20
0.1
1
X2
number of eigenvectors
M
IS
E
number of eigenvectors
Fig. 5.28. Same as 5.20 but with 500 events and resolution σs = 0.04.
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Fig. 5.29. Same as 5.19 but with 500 events and resolution σs = 0.08.
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Fig. 5.30. Same as 5.20 but with 500 events and resolution σs = 0.08.
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Fig. 5.31. Filter factor as a function of the eigenvector index.
that is attainable. The numbers in the plots indicate how many eigenvectors have been included. The
results for the examples with only 500 events are unsatisfactory, probably because in the uniform
part of the histogram only 12.5 events per bin are expected which makes a linear LSF problematic.
In the two examples the reconstructed number of events is significantly higher than the true number.
The increases are 5% and 7% for the resolutions σs = 0.08 and σs = 0.04. The agreement of the
unfolded histogram with the true histogram is worse than in the EM method. The values of X2 and
ISE as functions of the number of eigenvectors are not very smooth and make it difficult to choose
the number of retained eigenvectors.
5.3.2 Smooth truncation
It has been proposed [27, 38] to replace the brut force chopping off of the noise dominated components
by a smooth cut. This is accomplished by filter factors
ϕ(λ) =
λ2
λ2 + λ20
(5.7)
where λ0 is the eigenvalue which fixes the degree of smoothing and λ is the eigenvalue corresponding
to the coefficient which is to be multiplied by ϕ(λ). The solution is then
θreg =
M∑
i=1
ϕ(λi)aiui .
The function 5.7 is displayed in Fig. 5.31. The amplitude of the eigenvector with eigenvalue λ = λ0
is reduced by a factor 2. For large eigenvalues λ the filter factor is close to one and for small values it
is close to zero. The SVD components with large eigenvalues are hardly affected while components
with small eigenvalues are strongly damped. As an example we simulate and unfold 5000 events
with resolution σs = 0.04 and 50000 events with resolution σs = 0.08. As before, the minimum of
the ISE is determined by varying the parameter λ0, see Figs. 5.33 and 5.35. The central plots of
Figs. 5.32 and 5.34 correspond to the minima of the ISE. The locations of the minima of X2 and
ISE differ considerably. The ISEs in this specific example are 0.224 and 0.639, considerably larger
than those of the standard truncated SVD which are 0.098 and 0.376. This strong effect may be
accidental.
It is a strange compromise to reduce the amplitude of a component m and to include a fraction
of the amplitude of a less significant component n > m.
In [27] it is shown that the filtered SVD solution is equivalent to Tikhonov’s norm regularization
under the condition that the uncertainties of the observations correspond to white noise (normally
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Fig. 5.32. SVD unfolding with smooth truncation. The data sample contains 5000 events, the resolution is
σs = 0.04.
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Fig. 5.33. SVD unfolding with smooth truncation. X2 and ISE for 5000 events and resolution σe = 0.04.
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Fig. 5.34. SVD unfolding with smooth truncation. The data sample consists of 50000 events, the resolutionis
σs = 0.08.
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Fig. 5.35. SVD unfolding with smooth truncation. X2 and ISE for 50000 events and resolution σs = 0.08.
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Fig. 5.36. Significance as a function of the eigenvector index for 50000 events.
distributed fluctuations with constant variance). We will come back to the norm regularization
below.
5.3.3 Selective SVD
Truncated SVD eliminates eigenvector contributions that suffer from large uncertainties. It happens
that modeling the true distribution, high frequency contributions are required and that the corre-
sponding amplitudes are significant. Not the absolute error but the significance is relevant for the
decision whether to include a component or not. Instead of a vertical cut in the bottom plots of
Fig. 3.8 we could apply a horizontal cut and eliminate for example all components with significance
below a certain value, for instance 2 standard deviations (SSVD).
At first sight this idea seems attractive. Why should components that are compatible with noise
be kept? Well, typical distributions in particle and astrophysics have no periodic regularities that
can be associated to specific frequencies and eigenvectors. If an eigenvector k0 is required to describe
the distribution than usually all other eigenvectors k < k0 with lower frequency are required as well.
If their significance is low, then also their amplitude is low and they will not strongly influence
the result. An exception are some angular distributions with preferred and forbidden frequencies.
As a consequence it is reasonable to keep all eigenvectors with eigenvalues larger or equal to the
eigenvalue of any significant eigenvector.
In Fig 5.36 the plot of Fig. 3.8 bottom left is repeated with tenfold statistics. One and two
standard deviations are indicated with solid and dashed lines. The dotted line corresponds to
√
10
standard deviations which are expected for a signal of one standard deviation in the corresponding
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case with only 5000 events. The observed signals with more than two standard deviations for the
eigenvectors 10 and 14 with 5000 events are not present in the high statistics case and therefore
obviously due to statistical fluctuations. Independent on whether we choose truncated or selected
SVD the scatter plot 5.36 would suggest to retain 10, 11 or 12 eigenvectors while the minimum of
the ISE is obtained with 16 contributions. This shows how difficult it is to select the eigenvector
threshold from the significance plots.
Sometimes distributions obey symmetry constraints. For example, a distribution of x may be
known to be symmetric with respect to the center xc of the variable range. Then only odd components
should be present and the even eigenvectors can be ignored [27], but a better way to take advantage
of the symmetry is to replace x by the absolute value |x − xc|. We can proceed in the same way
with more complex symmetries. To infer the symmetry from the observed histogram is dangerous
because statistical fluctuations destroy the exact symmetry and then it is impossible to distinguish
between fluctuations and real effects.
We conclude that truncated SVD should be preferred to selective SVD.
5.4 Penalty regularization
The EM and truncated SVD methods are very intuitive and general. If we have specific ideas about
what we consider as smooth, we can penalize deviations from the wanted features by introduction
of a penalty term R in the likelihood or LS fit:
lnL = lnLstat −R , (5.8)
χ2 = χ2stat +R . (5.9)
Here lnLstat and χ
2
stat are the expressions given in (4.1) and (3.8).The sign of R is positive such that
with increasing R the unfolded histogram becomes smoother. If we prefer a uniform distribution,
R could be chosen proportional to the norm ||θ||2 =∑N1=1 θ2i . This is the simple Tikhonov regular-
ization [7]. Popular are also the entropy regularization which again favors a uniform solution and
the curvature regularization which prefers a linear distribution. Entropy regularization is frequently
applied in astronomy and was introduced to particle physics by Schmelling. All three methods have
the tendency to reduce the height of peaks and to fill up valleys, a common feature of all regulariza-
tion approaches. More sophisticated penalty functions can be invented if a priori knowledge about
the true distribution is available. In particle physics, distributions often have a nearly exponential
shape. Then one would select a penalty term which is sensitive to deviations from an exponential
distribution.
5.4.1 Curvature regularization
An often applied regularization function R is,
R(x) = rc
(
d2f
dx2
)2
. (5.10)
It increases with the curvature of f and favors a linear unfolded distribution. The regularization
constant rc determines the power of the regularization.
For a histogram of M bins with constant bin width we approximate (5.10) by
R = rc
M−1∑
i=2
(2θi − θi−1 − θi+1)2
n2
. (5.11)
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Fig. 5.37. Unfolded histograms with curvature regularization for three different valus of the regularization
constant. The central plot corresponds to the smallest ISE. 50000 events have been generated with resolution
σs = 0.04.
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Fig. 5.38. Test quantities X2 and the ISE as a function of the regularization constant for 50000 generated
events and resolution σs = 0.04.
with n the total number of events and rc the parameter that fixes the regularization strength.
The Figs. 5.37 to 5.47 show the unfolding results of the same samples as studied in the pre-
vious sections. The central histogram corresponds to a minimum of the ISE. The regularization
parameters used to unfold the histograms are indicated in the figures. (To avoid large numbers,
the numbers are not equal but proportional to rc.) Qualitatively the unfolding results are similar
to those obtained with the methods discussed above. Below each unfolding histogram X2 and the
ISE are presented for varying regularization parameters. The dependence of these quantities on the
regularization strength is more complex than in the EM method. The minima of the test quantities
are relatively shallow if the event numbers or the resolution are low and occasionally secondary
minima occur. The agreement of the unfolded histograms with the true histogram is significantly
worse than in the EM approach.
The curvature penalty tries to find a piecewise linear distribution. Sometimes the unfolding result
can be disappointing. An example is presented in Fig. 5.49 where a fake triangular peak is generated
which is absent in all other smoothing approaches that have been investigated. To illustrate the
significance of the excess of events, the nominal errors provided by the fit are included in the graph.
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Fig. 5.39. Same as Fig. 5.37 but with resolution σs = 0.08 and 50000 events.
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Fig. 5.40. Same as Fig. 5.38 but for resolution σs = 0.08 and 50000 events.
0
200
400
600
800
c = 15
0
200
400
600
800
c = 10
0
200
400
600
800
c = 25
Fig. 5.41. Same as Fig. 5.37 but for 5000 events and σs = 0.04.
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Fig. 5.42. Same as Fig. 5.38 but for 5000 events, σs = 0.04.
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Fig. 5.43. Same as Fig. 5.41 but for σs = 0.08 and 5000 events.
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Fig. 5.44. Same as 5.42 but for σs = 0.08 and 5000 events.
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Fig. 5.45. Same as Fig. 5.37 but with 500 events, σs = 0.04.
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Fig. 5.46. Same as Fig. 5.38 but for 500 events, σs = 0.04.
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Fig. 5.47. Same as Fig. 5.39 but for 500 events, σs = 0.08.
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Fig. 5.48. Same as Fig.5.40 but for 500 events, σs = 0.08.
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Fig. 5.49. Unfolding with a curvature penalty for two different regularization strength and comparison with
entropy regularization.
Special treatment of the border bins
The curvature penalty is a function of the content of three adjacent bins. It is not very efficient at
the two border bins of the histogram. In the field of PDE specific methods have been developed to
avoid the problem [28]. More smoothing at the edges of the histogram can be achieved by increasing
the bin size of the border bins or by increasing the penalty. The latter solution is adopted in [22].
5.4.2 Entropy regularization
We borough the entropy concept from thermodynamics, where the entropy S measures the ran-
domness of a state and the maximum of S corresponds to the equilibrium state which is the state
with the highest probability. It has also been introduced into information theory and into Bayesian
statistics to fix prior probabilities. However, there is no intuitive argument why the entropy should
be especially suited to cure the fake fluctuations caused by the noise. It is probably the success of
the entropy concept in other fields and its relation to probability which have been at the origin of its
application in unfolding problems. We penalize a low entropy and thus favor a uniform distribution.
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Fig. 5.50. Unfolded histograms with entropy regularization for three different valus of the regularization
constant. The central plot corresponds to the smallest ISE. 50000 events have been generated with resolution
σs = 0.04.
The entropy S of a discrete distribution with probabilities pi , i = 1, . . . ,M is defined through
the relation:
S = −
M∑
i=1
pi ln pi .
For a random distribution the probability for one of the n = Σθi events to fall into true bin i
is given by θi/n. The maximum of the entropy corresponds to an uniform population of the bins,
i.e. θi = const. = n/M , and equals Smax =
1
M lnM , while its minimum Smin = 0 is found for the
one-point distribution (all events in the same bin j) θi = nδi,j . We define the entropy regularization
penalty with the regularization strength re of the distribution by
R = re
M∑
i=1
θi
n
ln
θi
n
. (5.12)
Adding a term proportional to R to χ2 or subtracting it from lnL can be used to smoothen a
distribution.
A draw-back of a regularization based on the entropy or the norm is that distant bins are related,
while smearing is a local effect. Entropy regularization is popular in astronomy [6, 16]. It has been
introduced to particle physics applications by Schmelling [10].
Simulation results are summarized in the same way as for the curvature regularization in Figs.
5.50 to 5.61.
5.4.3 Tikhonov or norm regularization
The most obvious and simplest way to regularize unfolding results is to penalize a large value of the
norm squared ||θ||2 of the solution:
R =
rn
n2
M∑
i=1
θ2i . (5.13)
The norm regularization has first been proposed by Tikhonov [7]. Minimizing the norm implies a
bias towards a small number of events in the unfolded distribution. To avoid this effect, contrary
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Fig. 5.51. Test quantities X2 and ISE as a function of the regularization constant for 50000 generated
events and resolution σs = 0.04.
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Fig. 5.52. Same as Fig. 5.50 but with resolution σs = 0.08 and 50000 events.
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Fig. 5.53. Same as Fig. 5.51 but for resolution σs = 0.08 and 50000 events.
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Fig. 5.54. Same as Fig. 5.50 but with 5000 events, σs = 0.04.
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Fig. 5.55. Same as Fig. 5.51 but for 5000 events, σs = 0.04.
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Fig. 5.56. Same as Fig. 5.50 but with 5000 events and resolution σs = 0.08.
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Fig. 5.57. Same as Fig. 5.51 but for 5000 events and resolution σs = 0.08.
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Fig. 5.58. Same as Fig. 5.50 but with 500 events, σs = 0.04.
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Fig. 5.59. Same as Fig. 5.51 but for 500 events, σs = 0.04.
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Fig. 5.60. Same as Fig. 5.50 but with 500 events and resolution σs = 0.08.
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Fig. 5.61. Same as Fig. 5.51 but for 500 events and resolution σs = 0.08.
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Fig. 5.62. Norm regularization for 5000 events and resolution σe = 0.04. The central plot correspond to
the minimum of the ISE. The value of the regularization parameter is indicated in each plot.
to the originally proposed penalty, we normalize the norm to the number of events squared n2. The
normalized norm can still bias the result, but in the following examples the bias is negligible.
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Fig. 5.63. Distribution of X2 and ISE as a function of the norm regularization parameter with 5000 events
and resolution σe = 0.04.
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Fig. 5.64. same as Fig. 5.62 but for resolution σs = 0.08 and 5000 events.
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Fig. 5.65. same as Fig. 5.63 but for resolution σs = 0.08 and 5000 events.
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Fig. 5.66. Same as Fig. 5.62 but for 500 events, σs = 0.04.
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Fig. 5.67. Same as Fig. 5.63 but for 500 events, σs = 0.04.
The unfolding results, especially in the case of 500 events, are less convincing than those of the
other penalty methods. We notice a large difference of the penalty values which minimize X2 and
ISE.
5.5 Spline approximations
Simulations of particle experiments often are based on PDEs. For instance the proton structure
functions are required to predict cross sections in proton proton collisions at the Large Hadron
Collider at CERN. For these kind of simulations coarse binned histograms are not optimal and
smooth unfolding results are preferred which can be obtained with spline approximations. Unfolding
to spline functions was first introduced by Blobel [8]. Spline approximations are also proposed in
[22] in conjunction with a curvature penalty and in [20] with entropy regularization. In all three
cases the unfolded distribution is approximated by cubic b-splines. It is not obvious though that
cubic splines are better suited than quadratic splines. The latter are more stable at the border bins
of the unfolded histogram. For steeply falling distributions like transverse momentum distributions
approximations by linear b-splines are appropriate.
The representation of the unfolded function by a superposition of spline functions reduces the
dependence of the unfolding result on the function used in the simulation of the response matrix. In
the methods with penalty regularization, the construction of a response matrix and the dependence
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of the unfolding result on the distribution used in the Monte Carlo distribution can be avoided
altogether with the parameter estimation method explained in Chapter 2. This possibility is also
realized in [20] in conjunction with entropy regularization.
It has to be noted that independently of the regularization a systematic error is introduced by
the fact that the true distribution is approximated by the spline curve. It can happen that this
approximation is poor but normally it is excellent within the statistical uncertainties.
The relevant formulas are given in Sect. 3.1.3.
Once the elements of the response matrix have been computed, the unfolding proceeds in the same
way as with histograms. The unfolding procedure is completely analogous to that with histograms.
The coefficients βi are fitted to the observed data vector d in the same way as in the histogram
representation. Alternatively, the coefficients of the b-splines can be directly fitted (see Sect. 2.2).
5.5.1 Curvature penalty
The curvature penalty of the spline representation is computed following the analytic method used
in [22]. The total squared curvature R
R =
∑
ij
βiΩijβj ,
Ωij =
∫
B′′i (x)B
′′
j (x)dx ,
is a simple function of the second derivatives of the cubic b-splines.
The fit of the b-splines to the data is much less problematic than that of histograms. No secondary
minima of ISE are observed.
Example 24. We apply the method to three data samples of our standard one-peak example with
5000 events and smearing resolution σs = 0.08. Twenty cubic B-splines are fitted to the data. Each
time a curvature penalty is applied such that the ISE is minimal.
In Fig. 5.68 the unfolding results are compared to the true distribution. The unfolded distribu-
tions are transformed back into the histogram presentation and the ISE values for the histograms
are computed. In this way we are able to compare the results to the direct histogram fits. The
resulting values are 0.184, 0.134 and 0.121. The ISE values 0.325, 0.279 and 0.445 from the direct
histogram fit are in all cases significantly worse than those of the spline fits.
5.5.2 EM unfolding
The spline approximation can be implemented in all unfolding methods with minimal changes in the
computer programs. Of special interest is the performance of the iterative method which is especially
successful in the histogram representation. The likelihood of the spline representation converge to
the MLE.
Example 25. In Fig. 5.69 results for the EM unfolding are depicted. The same data sets are used
as in Fig. 5.68. The convergence of the log-likelihood is displayed in Fig. 5.70. The convergence is
initially fast and then the residual value decays exponentially.
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Fig. 5.68. Unfolding of three samples to a cubic spline function with curvature penalty. The bottom plots
are projections of the spline distribution into histogram bins.
Compared to curvature regularization the bias is smaller and the size of the wiggles at the borders
is reduced. The ISE values for the three samples 0.081, 0.053 and 0.080 are substantially lower than
those obtained with the curvature regularization. This may partially be due to the uniform starting
distribution which suppresses fluctuations in the flat region of the distribution.
More detailed studies are necessary to establish the promising performance of the EM-unfolding
into a superposition of b-splines.
5.6 Quality tests of the unfolding methods and comparison
A comparison of regularization methods has to be based on selected examples. Examples can be
chosen such that a specific penalty function favors the corresponding distribution and thus a com-
parison is always partially biased. Furthermore, a quantitative comparison of the different unfolding
methods is difficult, because often clear rules how to choose the regularization strengths are missing.
To avoid this problem, we always select the regularization such that the ISE is minimal. In the
following we compare in the Monte Carlo simulations always the best (relative to the ISE) achiev-
able unfolding results. To judge the quality, we compare the ISE, X2 and χ2 which is computed
by folding the solution and comparing it to the observed histogram. In all cases the reference dis-
tribution is assumed to be uniform. The observed and the true histogram contain always 40 and 20
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Fig. 5.69. Same as Fig. 5.68 but with EM unfolding.
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Fig. 5.70. Difference of the log-likelihood from the value at 106 iterations as a function of the number of
iterations.
bins, respectively. While the value of the ISE depends on the binning, the quality comparison of
the methods is expected to be rather insensitive to it.
We restrict ourselves to the basic versions of the EM method, the simple TSVD and to ML fits
with curvature, entropy and norm penalty terms. The adjustment of the regularization parameter to
a minimal ISE requires many fits. For this reason, we limit the comparison to only a few examples.
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Table 5.1. One-peak example, X2, ISE and χ2, resolution σs = 0.04
events 500 5000 50000
statistic X2 ISE χ2 X2 MISE χ2 X2 MISE χ2
EM 15.1 0.049 36 24.3 0.049 36 24.6 0.067 24
TSVD 25.0 0.078 34 35.2 0.098 37 71.2 0.183 21
curvature 14.2 0.044 42 36.2 0.083 35 51.4 0.202 24
entropy 34.0 0.122 50 51.5 0.133 41 91.9 0.237 29
norm 42.4 0.123 49 90.3 0.206 40 116 0.262 29
observed 118 0.548 483 70.9 0.191 4820 454 1.230 −
Table 5.2. One-peak example, X2, ISE and χ2, resolution σs = 0.08
events 500 5000 50000
statistic X2 ISE χ2 X2 MISE χ2 X2 MISE χ2
EM 23.9 0.098 29 73.3 0.131 47 41.2 0.096 35
TSVD 23.1 0.090 28 174.1 0.264 49 253 0.376 33
curvature 26.4 0.115 33 117 0.199 47 167 0.388 33
entropy 31.3 0.132 35 104 0.173 52 154 0.301 37
norm 46.5 0.174 36 153 0.224 48 464 1.060 36
observed 138 0.558 476 239 0.796 4762 2629 9.08 −
5.6.1 The one-peak distribution
The results for the one-peak example are summarized in Table 5.1 for smearing resolution σs = 0.04
and in Table 5.2 for σs = 0.08. The last line shows the result when the observed distribution is taken
as true distribution. It is comforting that with the exception of one case, the considered unfolding
approaches produces values of the two test quantities that are better than those obtained without
unfolding.
The winner of the comparison is the EM method. There is no clear tendency which would allow
a classification of the other approaches. A curvature regularization seems to be more successful than
the norm regularization. It is astonishing that the performance of truncated SVD is relatively good
for the cases with only 500 events where we would expect that the linear least square fit is inferior
to the methods based on the likelihood function.
Another quantity of interest is the unfolding bias with respect to the total number of events.
Truncated SVD regularization in the 500 event sample looses 7% of the events for resolution σs = 0.4
and 5% for σs = 0.8. The bias is below 1% in all other methods.
5.6.2 A two-peak distribution
We turn to the distribution
f(x) = 0.2N (−2, 1) + 0.5N (2, 1) + 0.3U
defined in the interval [−7, 7] with smearing σs = 1 which has been used in [22]. The function and
its smeared version are displayed in Fig. 5.71 top left. The unfolded distributions obtained with the
EM, the truncated SVD and three penalty methods for the first of 10 samples with 5000 events
are depicted in the same figure. The optical inspection does not reveal large differences between
the results. The mean values of of X2and ISE from the 10 samples are presented in Fig. 5.72.
They indicates that truncated SVD and curvature regularization perform less well than the other
approaches and that the MISE obtained with the EM method is significantly smaller than the
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Fig. 5.71. Unfolding results from different methods. The top left-hand plot shows the true distribution and
its smeared version. The squares correspond to the true distribution.
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Fig. 5.72. Two-peak distribution: Mean values of X2 and ISE from 10 experiments with 5000 events each.
values of the competing approaches. In Fig. 5.73 the MISEs of the EM iteration and the entropy
penalty fit of 100 samples are compared. There are large fluctuations from sample to sample, the
results are correlated but the values of the EM values are always lower than those of the entropy
penalty fit method. The goodness-of-fit statistic χ2 evaluated for the minimum of the MISE is very
similar in all approaches.
It has not been attempted to improve also the statistics for the curvature penalty method to
a similar extent. This would be very time consuming, because to find the minimum of the ISE
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Fig. 5.73. Scatter plot of ISE values obtained from 100 simulated experiments for the two-peak example
in the EM method and the entropy penalty fit.
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Fig. 5.74. Two-peak distribution: Mean values of X2 and ISE from 5 experiments with 50000 events each.
for this method cannot be automatized. Instead we repeat the study with the number of events
increased to 50000 and a different weighting of the contributions to the true distribution: f(x) =
0.3N (−2, 1)+0.5N (2, 1)+0.2U . It is expected that there the fluctuations of the results from sample
to sample are smaller.
In Fig. 5.74 X2 and ISE averaged over 5 samples are plotted for the considered regularization
methods. Again the results of the EM approach are considerably better than those of all other
approaches.
5.6.3 A lifetime distribution
Fig. 5.75 top left shows an exponential distribution f(x) = e−x, ranging from zero to infinity. It is
observed with a resolution of σs = 1 in the interval [−1, 5] which is subdivided into 40 bins. The true
histogram contains 20 bins from which 19 are 0.25 units wide. The 20th bin covers all true values
from 4.75 to infinity. In this way it is guaranteed that all observed values have a true partner. The
last wide bin is excluded from the ISE calculation. 5000 events have been generated.
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Fig. 5.75. Unfolding an exponential distribution.
The unfolding results summarized in Fig. 5.75 demonstrate a rather good performance of the
EM approach. The results for the methods with curvature and entropy penalties are similar but
slightly worse, while norm regularization is unable to reproduce the true distribution. TSVD fails
technically because the linear LS fit cannot cope with the small event numbers in some bins of the
observed histogram.
Of course the performance of all approaches could be improved: We could fit the deviation from a
first guess of an exponential distribution and penalize the deviations. In real experiments one would
anyway fit the relevant parameters with the method described in Chapter 2.
5.6.4 A pt distribution
The following example is similar to the previous one but is of interest because the smearing uncer-
tainty is not constant and because acceptance losses are introduced explicitly.
The distribution of the transverse momentum squared in particle experiments follows in many
cases approximately an exponential distribution. In our toy experiment we simulate again a simple
exponential f(x) = γe−γx in the interval [0, ∞] with γ = 0.2. This time we assume that the
acceptance ε is low for small values of x, ε = 1/[1 + e−(x−2)]. The sigmoid function produces
ε(2) = 0.5, ε(−∞) = 0 and ε(∞) = 1. The true distribution f(x), the accepted part and the
smeared version are displayed in Fig. 5.76.
Momentum measurements have the tendency that the error increases with the momentum. Here
we assume σs(x = 1) = 0.8 and σs ∼ √x. For the graphical representation and to simplify the
programming, it is useful to have uncertainties which are proportional to the bin size. As in [38] we
apply the transformation y =
√
x to the distribution f(x) and get g(y) = 2yγe−γy
2
with smearing
uncertainty σsy = 0.4 independent of y. The unfolding is then performed in y. The result can be
transformed back to the original variable x where we obtain a histogram with bin sizes that increase
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Fig. 5.76. Transverse momentum distribution. The true distribution corresponds to the full line of the left
hand plot. The accepted part is given by the dashed line. Folding with the resolution function produces the
dotted line. The unfolded histogram is evaluated in the range limited by the vertical lines. The transformation
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Fig. 5.77. Unfolded pt distributions. The drop at low pt values id due to the limited acceptance. Top left:
EM method, original binning, Top center: EM method with modified binning. The following plots correspond
to TSVD, curvature, entropy and norm regularization.
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Fig. 5.78. X2, MISE and χ2 of different unfolding results of a pt-distribution.
with x. We choose the interval [2, 6] for the observed variable y′ with 40 bins 0.1 wide and discuss
the results in the y system and do not apply the acceptance correction. This is not the way physicists
like the presentation, but it better suited for the unfolding study. The pure Poisson fluctuations can
be estimated from the event numbers in the linear ordinate and the resolution is constant across the
abscissa. The central 18 bins of the 20 bins of the true histogram are 0.2 wide and contained in the
range 2.2 < y < 5.8. The two border bins cover the intervals [0, 2.2] and [5.8, ∞] and are discarded
after the fit of the unfolded distribution.
The result of the unfolded y histogram for the EM method are shown in the top left plot of Fig.
5.77. The reconstruction of the first two bins is not satisfactory. The reason is the low efficiency
for the number of events in the first bin. The performance can be improved by subdividing the bin
containing the underflow. The procedure has been repeated with 25 true bins and 50 observed bins
where now the underflow bin covers [0, 1.2]. The remaining bins, starting from 1.2 are 0.2 wide
except the last bin which is kept as before. The first 5 bins and the last bin are not considered in
the unfolding test.
The central plot of the top row in Fig. 5.77 shows the improved unfolding result of the EM
method and the following plots those of TSVD and the three penalty methods (curvature, entropy
and norm). The results for the test quantities are displayed in Fig. 5.78. Again EM performs best.
Norm regularization is not competitive.
5.7 Parameter estimation from unfolded histograms
Cousins has proposed the following bottom-line test [40]: “If the unfolded spectrum and supplied
uncertainties are to be useful for evaluating which of two models is favored by the data (and by how
much), then the answer should be materially the same as that which is obtained by smearing the
two models and comparing directly to data without unfolding ”.
In this report a similar test is applied which maintains the idea behind Cousins’ proposal: In
parametric models parameter estimates obtained from the unfolded histogram should be as precise
as those obtained directly from the data. While Cousins emphasizes goodness-of-fit we concentrate
on parameter estimation. The two approaches should lead to the same conclusions.
We use the unfolding results of the five methods as applied to four simulated samples to estimate
the 4 parameters of the one-peak distribution. This example is chosen because the smearing and
unfolding effects are best studied in examples that have sharp structures.
Simulation results for the single peak example and moderate smearing σs = 0.04 are shown
in the Figs. 5.79 and 5.80. The errors are derived from the curvature matrix of the log-likelihood
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Fig. 5.79. Unfolded histograms with assigned errors. The squares indicate the true distribution. Below each
histogram the correlation of the content of bin 10 with the other bins is plotted.
function at its maximum, except for the bootstrap errors of the EM approach which are obtained
from 10000 bootstrap samples derived from the observed sample after each time 4 EM iterations6.
The correlation of all bins relative to bin 10 indicate how the regularization reduces the negative
correlation. As curvature regularization acts locally, the correlation between adjacent bins is positive.
The size of the errors in the EM method are not affected by the regularization. The diagonal errors
are large and there is a strong negative correlation between adjacent bins.
The results of the parameter fits are displayed in Figs. 5.81, 5.82, 5.83 and 5.84. The fit failed in
two cases with the TSVD approach which we do not consider further.
The peak location, Fig. 5.81, is found with similar precision in the EM method and the three
penalty methods. The error estimates of the curvature regularization fail to cover the true value
which is indicated by the horizontal line. This is no surprise, as the penalty term in the fit reduces
the errors. The error assignments obtained of the entropy and norm regularization seem to be
adequate.
As expected, the width of the peak, Fig. 5.82, is reconstructed too wide in all methods except
in the EM method with bootstrap errors. The small bias in the latter case is hard to explain.
The event numbers are reasonably well estimated in all methods except in TSVD and EM with
bootstrap errors.
We conclude that TSVD and EM iterative unfolding with bootstrap errors should be discarded
and that the error estimates of the unfolding procedure with a curvature penalty are doubtful. The
6Due to an initial programming mistake, the random data used for the boostrap approach differ from
those used in the other methods.
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Fig. 5.80. Same as previous figure but for penalty regularization.
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Fig. 5.81. Fit results for the location of the peak.
performance of the remaining methods is similar. There is a sizable and unavoidable bias in the
reconstructed width of the peak. The bias is approximately as large as the statistical error. The
number of simulated experiments is too small for more detailed conclusions.
In the following we compare the parameter estimates for the one-peak example with a widths of
the peak, σ = 0.08 a) directly from the observed sample with the weighting method, b) from the
unfolded histogram with 8 bins without explicit regularization, c) from the unfolded histogram with
entropy regularization, including the full error matrix, d) from the unfolded histogram with entropy
regularization with the diagonal errors only. 100 experiments with 5000 events are simulated. The
results are summarized in Fig. 5.85 and Tables 5.3. The mean values of the fitted location of the peak
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Fig. 5.83. Fit results for the number of events that are associated to the peak.
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Fig. 5.84. Fit results for the number of uniformly distributed events.
and its width are given together with the errors. The corresponding errors for a single experiment
are larger by a factor of 10.
The direct fit exhausts all information and is more precise than all other methods. The results
obtained for the width with entropy resolution are strongly biased especially if only the diagonal
errors are considered. The bias is about as large as the statistical error. We conclude that Cousins’
test fails.
The errors of the fits with implicit regularization by wide binning are moderately larger than
those with explicit regularization but are unbiased. They could probably be reduced by optimizing
the bin width.
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Fig. 5.85. Comparison of fits of the peak location (left) and its width (right) of the one-peak example with
σs = 0.08. From top to bottom: direct fit to the data, implicit regularization by binning, explicit entropy
regularization.
Table 5.3. Estimation of the parameters of a peak with width σ = 0.08.
# experiments µ δµ¯ σ δσ¯ biasσ
nominal 0.5300 0.08
direct 100 0.52997 0.00033 0.08059 0.00052 0.00059
implicit 100 0.53070 0.00039 0.07969 0.00077 -0.00031
explicit 100 0.53052 0.00033 0.08483 0.00052 0.00483
explicit diagonal 100 0.53097 0.00040 0.08527 0.00063 0.00527
The situation will be different for rather smooth distributions. It can even happen that the
regularization penalty reduces the errors to below the statistical limits of an undistorted distribution.
This is acceptable for a probability density estimate but not for a standard measurement. Smooth
distributions can be unfolded with wide bins without much loss in information and then an explicit
regularization is obsolete.
5.8 Summary and recommendations
We have considered five different unfolding methods:
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– Methods based on Singular Value Decomposition: The SVD offers the possibility to discard the
disturbing high frequency components of the unfolded histogram. Truncated SVD is to be pre-
ferred to selective SVD. A smooth cut-off is not recommended. The application of TSVD is
technically simple, but from the considered examples we have to conclude that the performance
is not competitive with that of the other considered methods. TSVD fails in some cases with low
event numbers.
– EM unfolding: The EM method is extremely simple, effective and fast. It can be applied also to
spline representations of the unfolded distribution. In the considered examples it performs better
than the competing methods.
– Unfolding with curvature regularization: This popular method favors linear distributions. A pos-
itive feature is the local smoothing which is adapted to point spread distortions. It is more
difficult to fix the regularization strength than in other methods. Due to the strong bin to bin
correlations the fit of the unfolded histogram has to be assisted to find the absolute minimum.
Its application to multi-dimensional histograms is problematic. The assigned errors occasionally
exclude the true distribution even in toy experiments and in some low statistics examples the
method fails completely to reproduce the true distribution. Some of these difficulties are avoided
if the distribution is approximated by a superposition of b-splines.
– Unfolding with entropy regularization: The method, like norm regularization, favors uniform
distributions. In most of the considered examples, the unfolding results obtained with entropy
regularization are more precise than those with curvature or norm regularization.
– Tikhonov’s norm regularization: The performance in the considered examples is inferior to en-
tropy regularization from which it differs only by the weighting of the of the fluctuations.
TSVD and the EM method are both based on plausible general concepts while the penalties used
to regularize the results, favor specific features of the distributions.
All methods lead to biased results. The nominal errors that can be attributed to the unfolded
histogram are to be considered as rough estimates. The size of the error bars depends on the regular-
ization parameter, the errors do not cover and sometimes exclude even rather smooth distributions.
The assigned errors are partially subjective and should be considered as an educated guess of the
author. An exception are the errors derived in the very special method [24]. In the EM method they
cover approximately, but due to the strong negative correlation of adjacent bins, the diagonal errors
are large and exaggerate the uncertainties in the graphical representation where only the diagonal
errors can be shown. The unfolding results are usually closer to the true distribution than those
obtained with the wide bin method. They help to visualize the true distribution, are useful to ex-
clude qualitatively predictions and can be applied to simulate the distribution. The point estimates
derived from the unfolded distributions are biased and less precise than the values derived directly
from the observed data. The bottom-line test fails. Because of the bias of the point estimates and
the partially arbitrary size of the errors, they cannot be used in quantitative goodness-of-fit tests
and parameter estimation.
Further requirements and remarks:
– It is recommended to fix the regularization parameter by visual inspection or with the iterative
minimization of the ISE.
– The unfolding results depend on the distribution used to determine the response matrix. The
dependence can be kept small, if in a first step the data are unfolded into a superposition of
b-splines. The result is then used to determine the response matrix.
– There are indications that a representation of the unfolded distribution in form of a superposition
of b-splines is closer to the true distribution than that with a histogram. Furthermore in the
methods with penalty regularization it is not necessary to construct a response matrix and the
problem related to its Monte Carlo construction is avoided.
– The considered range of the true variable has to cover all observed variable values. In most Monte
Carlo studies this problem is avoided by artificially restricting the true space.
– It is important to study possible systematic errors due to the limited knowledge of the response
function. The statistical errors introduced by the response matrix can be estimated with resam-
pling techniques.
– Programs off the shelf should be used with caution. The user and not the author of the pro-
gram has the responsibility of the correctness of the results and therefore must understand the
assumptions and approximations that are made.
– It would be interesting to compare the more sophisticated methods [18, 20, 22] to the simple
iterative EM unfolding.
– Publications should always include unbiased results like those provided by histograms with wide
bins without explicit regularization. In this way the requirements for the presentation of the
unfolding results obtained with explicit regularization can be relaxed.
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– If a theoretical prediction exists, parameters can be extracted directly from the distorted data.
It is not necessary to unfold and to construct a response matrix.
– The probability density estimates (PDEs) obtained by unfolding smeared data with explicit
regularization provide a good illustration of the underlying true distribution but cannot be used
to derive quantitative conclusions. The iterative EM unfolding with early stopping performs
significantly better than the other considered unfolding methods.
– If no prediction exists, it is recommended to use the EM method with early stopping to ob-
tain a preliminary spline approximation of the true distribution. This result is then used to
determine the optimal number of the EM iterations by the iterative optimization of the ISE
and to generate an improved response matrix. The data are unfolded a second time, again to a
spline approximation. Qualitative error bands derived with bootstrap resampling methods can
be associated to the result. They should be accompanied by an explanation of their relevance.
They can be obtained with bootstrap resampling. From the regularized unfolding result a final
response matrix is constructed which then is used to unfold the data into an effectively unbiased
histogram with wide bins and to compute an error matrix. In this way the probability density
estimate (PDE) is accompanied by the information that is needed to estimate parameters and
to perform goodness-of-fit tests.
It is hoped that this report will stimulate further systematic studies.
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Appendices
Appendix 1: The Compound Poisson Distribution
If a parameter of a distribution is itself randomly distributed, then we have a compound distribution.
The compound Poisson distribution (CPD) describes the sum of a Poisson distributed number of
very independent and identical distributed weights. In the case we are interested in, we have a
continuous weight distribution. A number n of weights wi, i = 1, .., n, are randomly chosen from a
p.d.f. g(w) where n follows a Poisson distribution P(n|λ) = e−λλn/n!. The distribution f(x) where
x = Σni=1wi has a complicate analytic form, but its moments are easy to calculate.
The first two moments of f(x) follow directly from the definition:
µ = λE(w)
σ2 = λE(w2)
Skewness and kurtosis are also simple functions of the expected values of powers of the weight [41]:
γ1 =
E(w3)
λ1/2E(w2)3/2
, (6.1)
γ2 =
E(w4)
λE(w2)2
. (6.2)
In the special case that all weights are equal, skewness γ1p = λ
−1/2 and kurtosis γ2p = λ
−1
of the Poisson distribution are reproduced. For a narrow weight distribution, more precisely if
E(w2)1/2 ≈ E(w3)1/3 ≈ E(w4)1/4 ≈ E(w), the two shape parameters are close to those of a
Poisson distribution.
This observation suggests to approximate the CPD by a scaled Poisson distribution (SPD),
f(x) ≈ f˜ (x˜) where x˜ = sn˜ and n˜ ∼ Pλ˜. The Poisson distributed number n˜ is multiplied by a scaling
factor s which depends on the weights such that the result x˜ has a similar distribution as x. To
reproduce the first two moments of the CPD, E(x˜) = E(x) = µ, Var(x˜) = Var(x) = σ2, we select λ˜
and the scaling factor s in the following way:
λ˜ = λ
E(w)2
E(w2)
, (6.3)
s =
E(w2)
E(w)
. (6.4)
In applications, the expected values of the powers of the weight are not known. We have only
a set of observed weights. We replace the expected values by the empirical mean values w¯, w2, set
n˜ = nw¯2/w2 and use the observation that n˜ is approximately Poisson distributed. The number n˜ is
called equivalent number of unweighted events or effective number of events because the n observed
events provide the same statistical significance as n˜ Poisson distributed events.
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Fig. 6.1. Comparison of the approximations of a compound Poisson distribution CPD) by a scaled Poisson
distribution (dotted) and a normal distribution (dashed) to the CPD.
It can be shown that the SPD is a much better approximation of the CPD than a normal
distribution [41]. This conclusion relies on simulations and on the analytic result that the SPD
shape parameters are closer to the CPD values than those of the normal distribution where we have
γ1 = γ2 = 0:
γ1(N) = 0 < γ1(SPD) ≤ γ1(CPD) , (6.5)
γ2(N) = 0 < γ2(SPD) ≤ γ2(CPD) . (6.6)
Two examples are shown in Fig. 6.1. In the left-hand graph the sum of n exponentially distributed
weights is displayed. The number n is Poisson distributed with mean 20. Even though the weight
distribution is very wide, the SPD approximates the CPD (the discrete distribution has been ap-
proximated by a polygon) very well, much better than the normal approximation. In the right-hand
graph the weight distribution is a truncated normal distribution N (x > 0|1, 1). Here the agreement
is so good that the SPD and the CPD are hardly distinguishable.
Appendix 2: Error calculation of (d− ct)
Poisson evaluation
Given be two observed Poisson distributed numbers N1, N2, distributed according to N1 ∼ Pλ and
N2 ∼ Paλ with given a and unknown λ. The log-likelihood of λ is
lnL(λ) = −λ− aλ+N1 lnλ+N2 ln(aλ) .
The value λˆ that maximizes L obeys
d lnL
dλ
= 0 = −(1 + a) +N1/λˆ+N2/λˆ .
The result is
λˆ =
N1 +N2
1 + a
.
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With N1 = d, N2 = m˜, we get for the expected value λ = E(d) = E(ct) = E(csm˜) and with
E(m˜) = λ/(cs)we find
λˆ =
d+ m˜
1 + 1/(cs)
.
The error δ of the difference d− ct = d− csm˜ is
δ2 = δ2(d) + δ2(csm˜)
λˆ = δ2(d) + c2s2δ2(m˜) .
The errors have to be calculated from the expected values E(d) = λ, E(m˜) = λ/(cs):
δ2 = λ(1 + cs)
≈ d+ m˜
1 + 1/(cs)
(1 + cs)
≈ cs(d+ m˜)
≈ c(
√
w2
w
d+ t) .
Normal approximation
Under the assumption that the expectation of d and ct is λ, the errors are δ2d = λ and δ
2
t = λ/c. We
form a LS expression
χ2 =
(d− λ)2
λ
+
(ct− λ)2
cλ
which we minimize with respect to λ :
dχ2
dλ
=
−2λ
cλ2
[c (d− λ) − (ct− λ)]− 1
cλ2
[
c(d− λ)2 + (ct− λ)2] = 0 .
We find
λˆ =
[
d2 + ct2
1 + 1/c
]1/2
and
δ2 = δ2d + δ
2
ct = λˆ(1 + c)
Now we consider the more general caseδ2d = c
′λ.
χ2 =
(d− λ)2
c′λ
+
(ct− λ)2
cλ
and get
λˆ =
[
cd2 + c′c2t2
c+ c′
]1/2
and
δ2 = δ2d + δ
2
ct = λˆ(c
′ + c)
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Fig. 6.2. Quadratic and cubic b-spline functions.
Appendix 3: Spline approximation
6.0.1 Quadratic b-splines
A quadratic b-spline (see Fig. 6.2) centered at x0 with a bin width b is defined by
B(x|x0, b) = 1
2b
(
x− x0 + 3/2b
b
)2
for x0 − 3b/2 ≤ x ≤ x0 − b/2 ,
=
1
2b
[
3
2
− 2
(
x− x0
b
)2]
for x0 − b/2 ≤ x ≤ x0 + b/2 ,
=
1
2b
(
x− x0 − 3/2b
b
)2
for x0 + b/2 ≤ x ≤ x0 + 3b/2 ,
= 0 else .
For a given interval [xmin, xmax] subdivided into n bins of width b = (xmax−xmin)/n the number of
quadratic b-spline functions is n+2. Two b-splines are centered outside the interval at x0 = xmin−b/2
and xmax + b/2, respectively.
Cubic b-splines
Cubic b-splines are defined as follows:
B(x|x0, b) = 1
6b
(
2 +
x− x0
b
)3
for x0 − 2b ≤ x ≤ x0 − b ,
=
1
6b
[
−3
(
x− x0
b
)3
− 6
(
x− x0
b
)2
+ 4
]
for x0 − b ≤ x ≤ x0 ,
=
1
6b
[
3
(
x− x0
b
)3
− 6
(
x− x0
b
)2
+ 4
]
for x0 ≤ x ≤ x0 + b ,
=
1
6b
(
2− x− x0
b
)3
for x0 + b ≤ x ≤ x0 + 2b ,
= 0 else .
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For a given interval [xmin, xmax] subdivided into n bins of width b = (xmax−xmin)/n the number
of cubic b-spline functions is n+ 3. Two b-splines are centered outside the interval at x0 = xmin − b,
, xmax + b and two at the borders.
Appendix 4: Choice of the bin width for parametric models
When we determine a parameter θ of a distribution f(x|θ) from a data sample of independent
and identically distributed events (x1,x2, ..., xN ), the first choice of the method is a binning-free
likelihood fit. Often this is not possible or too computer time consuming and we have to group the
data in bins.
Wide bins have the advantage that the fluctuations of the number of entries can be approximated
by a normal distribution, and that correlations due to the limited experimental resolution are small,
but the disadvantage is that the parameter resolution can suffer. For instance the precision with
which we can infer the location and width of a narrow peak over a smooth background decreases
with increasing bin width. The exact relation between bin width and resolution depends on the
shape of the distribution and the parameters of interest but we can derive a rule of thumb based on
the Nyquist-Shannon theorem:
“If a function y(t) contains no frequency higher than νmax, it is completely determined by giving
its values at a series of points spaced 1/(2νmax) apart”
The Nyquist-Shannon theorem is of fundamental importance in the field of digital signal pro-
cessing. It cannot be applied directly to our problem but it provides a hint for reasonable choices
of the bin width. We can associate a maximum spatial frequency νmaxto the the function f(x) that
we allow and apply the Nyquist-Shannon theorem to infer the number of points, here the number
of histogram bins that we need to fix the function parameters. Instead of considering the frequency
we turn to its inverse, the bandwidth1 and get w < hf/2 with w the bin width of the histogram
and hf the band width of the narrowest structure of the function f(x). Let us assume that the low-
est bandwidth hf is due to a narrow Gaussian peak with standard deviation σ. The bandwidth of
normal distribution can be approximated by hf =
√
2σ. (This is used in kernel density estimation.)
With our crude estimate (a factor of two can hardly be argued), we find:
w < σ/
√
2
The bin width should not be larger than the standard deviation of the peak.
A quantitative result can be obtained in the following simple example:
A large data sample is used to determine the mean µ and the standard deviation σ of a normal
distribution. The data are histogrammed into bins of equal width b. The nominal values of the
distribution be µ0 = 0 and σ0 = 1 and the data are contained in the interval −3 < x < 3. The LSF
test statistic χ2 with B = 6/b bins is
χ2 =
B∑
i=1
(cni − ti)2
ti
.
Here ni is the number of events in bin i which, multiplied by a normalization constant c, is
compared to the integral of the normal distribution over the interval [x1i, x2i] given by the bin
boundaries:
1Unfortunately this definition is opposite to the definition of bandwidth in technical applications where
is denotes the range of frequencies.
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Fig. 6.3. Error estimates for the mean (dotted curve) and standard deviation (solid curve) of a normal
distribution obtained from a data histogram. The errors are given in units of the error for infinitely small
bins and the bin width is in units of the nominal standard deviation.
ti =
∫ x2i
x1i
1√
2piσ
exp
[
− (x− µ)
2
2σ2
]
dx
= erf
[
x2i − µ√
2σ
]
− erf
[
x1i − µ√
2σ
]
.
The minimum χ2 = 0 of χ2 is obtained with the settings c = 1, µ = 0, σ = 1 , ni = ti.
The uncertainties of the parameters µ, σ, correspond to the boundary χ2 = 1. Of interest is the
dependence of the errors δµ and δσ on the bin width. To be independent of the number of events, we
consider the ratios δµ/δµ∞ and δσ/δσ∞ where∞ stands for the limit of an infinite number of bins of
zero width. In Fig. 6.3 the ratios are plotted as a function of the bin width in units of σ0. For a bin
width equal to σ0 the resolution of σ is reduced by about 9.3% with respect to the optimal resolution
and for µ the degradation is about 4.1%. For the Nyquist estimate w = σ/
√
2 the numbers are
4.8% for σ and 2.1% for µ respectively .
Remark: This estimate does not apply to the non-parametric case of probability density estima-
tion (PDE). There the quality of the agreement of the estimated distribution fˆ(x) which in our case
is a histogram, is usually measured with the mean integrated square error MISE:
MISE =
∫ ∞
−∞
[
fˆ(x)− f(x)
]2
dx .
The formula for theMISE assumes a uniform distribution inside the bin. Here fˆ(x) corresponds
to the lowest order spline approximation, while in physics applications the bin content is an estimate
of the integral of the distribution and the quality of the agreement is mostly based on the goodness-of
fit statistics χ2.
Appendix 5: Simplex convergence
Simplex is a wide spread robust method to find the parameters that maximizes of a non-linear
function. Contrary to many other minimization methods it does not require to determine derivatives
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of the function that has to be maximized. It has been shown that Simplex converges in deterministic
problems but not necessarily in problems where the data are affected by noise. The problem increases
with the number of parameters.
A description of the simplex algorithm can be found in many textbooks and need not be repeated
here. There are many variants (see refs. in [43] of the original version of Nelder and Mead ([42]).
Standard Simplex [42] has been used in all fits of this manuscript. With N parameters, we initialize
the first of the N + 1 parameters vectors (points in the N -dimensional parameter space) to the
true parameter values known in our Monte Carlo studies. The remaining vectors differ each in one
parameter value by the expected uncertainty from the true value. If the number of parameters is
large, and especially if the parameters are correlated, Simplex fits have the tendency to stop without
having reached the function minimum [43]. Simplex may choose shrinkage while a reflection of the
worst parameter point could be the optimal choice. Finally, all points have almost equal parameter
coordinates such that the convergence criterion is fulfilled. Further improvement steps are so small
that reducing the convergence parameter does not change the result. The convergence problem is
studied in great detail in [43] and a solution which introduces stochastic elements in the stepping
process is proposed.
In this manuscript a different approach is followed. After Simplex signals convergence, the fit is
repeated where the best point so far obtained is kept and the remaining points are initialized in the
same way are before. Alternatively these points are chosen randomly centered at the best value.
Both ways have been applied. The following parameters were used: The maximum number of
steps in Simplex was set to a rather low value of 5000. The starting values of the parameters were
set to the true values which are known for the Monte Carlo studies. The convergence parameter
was 10−12. If the log-likelihood values of two subsequent steps differ by less than this value, the
fit is stopped. The fit is repeated up to 200 times each time keeping the best parameter point but
modifying for each of the remaining N points one parameter. Then a maximum of 1000 or sometimes
10000 additional fits with random initialization of the N points are added. If 20 subsequent fits do
not change the double precision function value within the precision of the computer, the fitting
is terminated. The fit with curvature penalty is especially problematic. This is due to the strong
correlation of the neighboring bin contents. With entropy and norm penalties usually 50 repetitions
are sufficient.
Appendix 6: Expectation Maximization Algorithm
The EM method finds iteratively the MLE in situations where the statistical model depends on latent
variables. The method goes back to the sixties, has been invented several times and has been made
popular by Dempster, Laird and Rubin [34]. A very comprehensive introduction to the expectation
maximization (EM) algorithm is given in the Wikipedia article Ref. [44]. The EM algorithm exists in
many different variants. We will restrict our discussion to its application to classification problems.
To get an idea of the method, we consider a simple standard example. Let us assume that we
have a sample of observations x1, ..., xN each drawn from one of M overlapping normal distribution
fm(x|µm) ∼ N (µm, s) with unknown mean values µ1,..., µM and given standard deviation s. The
log-likelihood for the parameters is
lnL(µ1, ..., µN ) =
M∑
m=1
ΣNi=1zmixi
ΣNi=1zmi
− µm)
where the classification variable zmi = 1 if xi belongs to the normal distribution m and zmi = 0
otherwise. If we know the classification variables, we get the MLE of the parameter µm:
µˆm =
ΣNi=1zmixi
ΣNi=1zmi
.
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If this is not the case, we can estimate zmi from the observed distribution. In the EM formalism
zmi is called missing or latent variable. We can solve our problem iteratively with two altenating
steps, an expectation and a maximization step. We start with a first guess µ
(1)
m of the parameters of
interest and estimate the missing data. In the expectation step k we compute the probability g
(k)
mi that
xi belongs to subdistribution m. It is proportional to the value of the distribution fm(xi|µm) at xi:
g
(k)
mi =
fm(xi|µˆ(k)m )
ΣMj=1fj(xi|µˆ(k)m )
.
The probability gmi is the expected value of the latent variable zmi.The expected log-likelihood is
Q(µ, µ̂(k)) =
M∑
m=1
(
N∑
i=1
g
(k)
mixi − µm
)
.
In the maximization step we obtain the MLEs
µˆ(k+1)m = Σ
N
i=1g
(k)
mixi .
which are used in the following expectation step. The iteration converges to the overall MLE.
Let us generalize this procedure. Given be a probability distribution p(x, z|θ) = g(z|x ,θ)p1(x|θ)
depending on a parameter vector θ and a sample of observations x1, ..., xN . The distribution g of
the latent variables z is a function of θ and x.
– Expectation step: For the parameter vector θ(k) we compute the distribution g of the hidden
variables z. We form the log-likelihood function lnL(θ|x, z) which is a random variable as it
depends on the random z. Averaging over z, we obtain the expected value Q(θ, θ̂
(k)
) of the
log-likelihood:
Q(θ, θ̂
(k)
) = Ez|x,θ(k) [lnL(θ|x, z)] .
The conditional expectation means that we average over z given the distribution of g(z) obtained
for fixed values x and θ̂
(k)
:
Q(θ, θ̂
(k)
) =
∫
Z
lnL(θ|x, z)g
(
z|x, θ̂(k)
)
dz .
If the values of the vector components z are discrete, the integral is replaced by a sum over all
J possible values:
Q(θ, θ̂
(k)
) =
J∑
j=1
lnL(θ|x, zj)g
(
zj |x, θ̂
(k)
)
.
Alternatively, somewhat less efficient, we can insert the expected values of the latent variables:
Q(θ, θ̂
(k)
) = lnL (θ|x,E(z)) .
– Maximization step: The MLE θ(k+1) is computed:
θ(k+1) = argmax
θ
Q(θ|θ(k)) .
The procedure is started with a first θ(1) guess of the parameters and iterated. It converges to a
minimum of the log-likelihood. To avoid that the iteration is caught by a local minimum, different
starting values can be selected. It is especially useful in classification problems in connection with
p.d.f.s of the exponential family2 where the maximization step is relatively simple.
2To the exponential family belong among others the normal, Poisson, exponential, gamma, chi-squared
distrribution.
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Example 26. Unfolding a histogram
Experimental data are collected in form of a histogram with N bins. The number of events in
bin i be di. The experiment suffers from an imperfect resolution and from acceptance losses which
we have to correct for. The "true" histogram with M bins contains θj events in bin j. Knowing the
measurement device we can simulate the experimental effects and determine the matrix A which
relates θ with the expected values of the numbers d: E(di) = Σ
M
j=1Aijθj . The element Aij is the
probability to observe an event in bin i which belongs to the bin j in the true histogram. The missing
information is the number of events dij in an observed bin i that belong to the true bin j. Hence
there areM missing variables per bin. The number dij is Poisson distribution with mean Aijθj . The
likelihood depends only on the hidden variables:
lnL(θ|d11, ..., dNM ) =
M∑
j=1
N∑
i=1
[−Aijθj + dij lnAijθj ] .
The following alternating steps are repeated:
– Expectation step: We have
Q(θ, θ̂
(k)
j ) = Edik lnL
=
M∑
j=1
N∑
i=1
[−Aijθj +E(d(k)ij ) lnAijθj ] .
The expected value E(d
(k)
ij ) conditioned on di and θ̂
(k)
is given by di times the probability that
an event of bin i belongs to true bin j:
E(d
(k)
ij ) = di
Aij θˆ
(k)
j
M∑
j=1
Aij θˆ
(k)
j
.
We get
Q(θ, θ̂
(k)
j ) =
M∑
j=1
N∑
i=1
[−Aijθj + di
Aij θˆ
(k)
j
M∑
m=1
Aimθˆ
(k)
m
lnAijθj ] .
– Maximization step:
The computation of the maximum of Q is easy, because the components of the parameter vector
θ appear in independent summands.
∂Q
∂θj
=
N∑
i=1
−Aij + di
Aij θˆ
(k)
j
M∑
j=1
Aij θˆ
(k)
j
1
θj
 = 0 ,
θˆ
(k+1)
j
N∑
i=1
Aij =
N∑
i=1
di
Aij θˆ
(k)
j
M∑
j=1
Aij θˆ
(k)
j
,
θ
(k+1)
j =
N∑
i=1
di
Aijθ
(k)
j
M∑
j=1
Aijθ
(k)
j
/αj .
ΣNi=1Aij = αj is the average acceptance of the events in the true bin j.
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