The main objective of this paper is to improve stability conditions, uniqueness and convergence of numerical analysis of metal forming processes with contact constraints enforced by the penalty method. A commonly known drawback of this approach is the choice of penalty factor values. When assumed too low, they result in inaccurate fulfillment of the constraints while when assumed too high, they lead to ill-conditioning of the equations system which affects stability and uniqueness of the solution. The proposed modification of the penalty algorithm consists in adaptive estimation of the penalty factor values for the particular system of finite element equations and for the assumed allowed inaccuracy in fulfillment of the contact constraints. The algorithm is tested on realistic examples of sheet metal forming. The finite element code based on flow approach formulation (for rigid-plastic and rigid-viscoplastic material model) has been used.
Introduction
An inherent feature of all analytical and numerical formulations of metal forming processes is the presence of contact constraints between the highly deformable workpiece and the forming tools, usually treated as rigid bodies. Two methods of including the constraints in the analysis are commonly accepted: the Lagrange multipliers method and the penalty method [1] . The first, although more accurate, is considered inconvenient as it increases the size of the equations system; besides, the size may vary from iteration to iteration in the solution algorithm. Thus the most common method employed is the latter, i.e. the penalty approach. In it, the contact constraints are included in the potential energy functional as quadratic forms with coefficients called penalty factors. Assuming the penalty factors large enough one can enforce approximate fulfillment of the contact constraints with good accuracy.
Unfortunately, when the numerical methods (e.g. FEM) are applied, too large values of penalty factors result in ill-conditioning of the system of equations which leads to unstable and non-unique solutions and bad convergence of the iterations schemes. The right choice of the penalty factor values appears thus to be a crucial issue in the correct formulation of the problem. In many commercial and academic codes the penalty factor is assumed constant during the whole forming process and selected arbitrarily, according to the engineer's experience. Typically, it is assumed three to six orders of magnitude above the magnitude of the highest diagonal term in the coefficient matrix of the system of equations. This estimation may not always be good. Let us mention here the case of sheet metal forming analysis, when the sheet stiffness in the in-plane and normal directions differ significantly, and to an even more extent the flow approach formulation of this problem [2] [3] [4] , in which the diagonal terms of the coefficient matrix of the equations system have reasonably different magnitudes in different areas of the sheet model and in different stages of the forming process. Stability and uniqueness of flow approach algorithm in sheet metal forming simulations were studied e.g. in [5] .
Issues of accuracy of penalty methods in contact analysis were investigated in [6, 7] . Penalty parameter tuning techniques have also been considered in [8, 9] . Basic regularization through an associated area and implementation of micromechanical contact models have been introduced in [10] [11] [12] . Some modifications of contact algorithm employing penalty approach were proposed in the recent work [13] .
We propose a modification of the well known penalty approach in contact modeling. Our goal is to find a relationship which allows to calculate the best value of the penalty factor for given conditions. It should be noted that the penalty factor does not need to be the same for all nodes, nor to remain constant in all iterations or time steps. In the proposed approach, we only assume a limit value of the allowed inaccuracy of contact modeling (i.e. allowed tool penetration by workpiece nodes) instead of blindly assuming an abstract value of penalty factor. Penalty factors are estimated at each time instant and iteration for each node remaining in contact with tools on the basis of the current geometry and material parameters and the assumed acceptable penetration value. The resulting precision in the contact modeling preserves approximately the assumed limit value.
The numerical tests performed show good and promising results, see Sect. 3. Noticeable decrease in the condition number of the system of equations is observed. Besides, the method does not increase the number of equilibrium iterations.
Methods
In finite element modelling, the discretized contact constraints between the deformable workpiece nodes and rigid tool surfaces can be written as
where
is an array of prescribed displacements normal to the rigid surface (i.e. actual distances to the surface) at the nodes whose motion is constrained by contact constraints, while D = [D ki ] is a matrix of directional cosines of the normal directions at these locations (for nodes that are not involved in the kth contact constraint, the corresponding terms in the kth row of D are zero). Unless multiple contact constraints at particular nodes are active, the matrix D is orthogonal, i.e.
Penalty method in contact modelling
Let us shortly recall the classical penalty approach to contact modelling in discrete systems. It consists in supplementing the potential energy functional by terms that represent the additional 'penalty energy' of contact constraints. The unconstrained functional in the discrete FE formulation for a nonlinear elastostatic system has the form
where q is the nodal load vector while G(u) is the strain energy. In inelastic systems the form is similar except that G is expressed in terms of displacement increments and additional state parameter fields, but for clarity of presentation we will keep considering it in the above form. Including contact constraints (for simplicity of presentation, let us neglect friction forces), we can write [14] 
where k denotes penalty factor related to kth constraint. The condition of stationarity of the first derivative,
leads to the nonlinear system of equations
The system (6) is solved in iterations according to the Newton-Raphson scheme. Denoting byũ i an already known approximate solution, its correction u i is sought for by solving the following linear system of equations,
where K i j , q i and û k are the tangent stiffness matrix of the unconstrained system, residual forces, and prescribed corrections of contact-constrained displacements, respectively:
In the particular case of a linear elastic problem G = K i j u i u j , q i = q i − K i j u j and K i j is a constant matrix. Resuming, we come up with the system of equations in which the tangent stiffness matrix is increased by locally nonzero terms proportional to the penalty factors. Accordingly, the right-hand side vector is shifted by such terms, too. The system can be written in a compact matrix form as
where is an M × M diagonal matrix containing the penalty factors. The penalty method does not extend the system of equations-the number of unknowns remains the same as in the unconstrained problem. It is clear from the form of (9) that if values of k are large enough, the solution should fulfill the equilibrium equations and the contact constraints with good accuracy. However, taking their values too high leads to ill-conditioning of the coefficient matrix in the system of equations, which has known undesired consequences for the solution stability. The question how to choose the right values is very difficult to answer. Typically, the same value is assumed for all M constraints, and it is taken as a number that dominates by 3-6 orders of magnitude over the highest diagonal term in K. Frequently, this approximation appears much higher than it is necessary from the point of view of required accuracy of contact constraints. Particularly this happens if the constrained displacement d.o.f. has much lower stiffness than other d.o.f.'s in the model, which is a frequent case e.g. in beam or shell structures, or in the case elastic-plastic material models. It is thus very desirable to be able to adaptively estimate the penalty factors adjusting them to the particular FE system of equations for an assumed accuracy level.
The proposed modification
In this section, the modification of penalty approach method is proposed. The main idea is to estimate the penalty factors k , adjusting their values to current stiffness and load conditions of the model and to an assumed accuracy of contact modelling. It is assumed that the penalty factors k differ at different locations (for different discrete node-to-surface contact constraints k = 1, . . . , M) and at different time steps or even equilibrium iterations.
Let us start from a simple one-dimensional example. The model shown in Fig. 1 is considered; k is a stiffness of the spring, q is the exciting force,û is the assumed value of displacement (a restriction resulting from the contact constraint), is the penalty factor and δ is the limit depth of penetration.
Let us rewrite (7) for this simple one-dimensional case:
The displacement u is thus given as
For large values of , the value of displacement u is close to the value ofû. Let us now introduce the allowed inaccuracy (penetration depth) δ. It is required that
This inequality is fulfilled for only large enough values of . To compute its limit value, let us assume the worst allowed result, i.e.
Substituting the relation (11) to Eq. (13) we get after transformations
For this penalty factor value the allowed inaccuracy is preserved. It is clear that the higher required accuracy (i.e. the smaller value of δ), the higher value of is required. Let us now pass to the general case, i.e. consider the system of Eq. (9) solved at each Newton-Raphson iteration.
Let us define the allowed inaccuracy of contact modeling (penetration) as a vector δ = {δ k }, k = 1, . . . , M. Thus, in the worst case we have
Substituting this to (9) one obtains
Premultiplying the above by D and employing the orthogonality condition (2) one comes to the following form
Rewriting this in the index notation and recalling that is a diagonal matrix, we can finally write the expression for the penalty
Comparing this result to that of our 1 d.o.f. example (14), we can see an inconvenience: there are unknown terms u j on the right hand side of Eq. (18) . These are the nodal displacement corrections that are unknowns to be found. However, let us stress at this point that we are not actually interested in exact values of k that ensure precise fulfillment of equation (15). What we are actually looking for are estimated values of the penalty factors that allow the solution to approximately preserve the inaccuracy of contact modeling expressed by (15) . Thus, it is indeed sufficient to substitute for u j in Eq. (18) any good approximate of this vector.
Our proposition to evaluate this approximate is as follows. Since in the convergent iteration scheme the subsequent corrections tend to zero, it is proposed to set u j = 0, except for the nodes where active contact constraints apply-there u j are set to simple orthogonal projection vectors of the current node position onto the contact surface. This can be written in a compact form as
i.e. the formula (18) can be rewritten in an approximate form as
The approximation (19) will surely be sufficient in further iterations, when the computed corrections are indeed small. In the first iteration, the argumentation for the above choice of the approximate of u j may not be convincing and the classical penalty approach should be generally advised as the safe choice. Another option is to apply a special startup strategy, like the one recently proposed in [13] . However, numerical examples presented further show that satisfactory results may be obtained even in the first equilibrium iteration upon introduction of the above approximation. Let us finally comment on the rarely met case when a node has an active contact constraint at more than one surface (i.e. it lies on an edge or a vertex of rigid surfaces). In such a case the orthogonality condition (2) does not hold and the system (17) takes the form
whereĨ = DD T . One has then use Eq. (18) to compute a temporary array of, say, k and solve the following system of M equations:
This is generally not a difficult task, as the matrixĨ is usually nearly diagonal (has only few off-diagonal terms) and close to I. If, however, the considered edge (or vertex) is formed by two (or three) nearly coplanar segments of the tool surface (which frequently happens when smooth surfaces are discretized with finite elements), it is advised to rather apply one of the known smoothing techniques than to strictly employ the above equations.
Penalty method for flow approach formulation in sheet metal forming
Let us now discuss the particular formulation of FE analysis for which the modified penalty method has been implemented and tested. This is the flow approach formulation in sheet metal forming [2] [3] [4] . The approach is based on the assumption that the sheet material obeys the rigid-viscoplastic material model [15, 16] . In this model stresses are calculated from the constitutive equation
where s i j is the Cauchy stress deviator, p denotes the mean stress computed from the plane stress condition andε i j is the strain rate assumed equal to the deviatoric plastic strain ratė
The constitutive viscosity coefficient μ * is determined from the viscoplastic flow rule [16] 
Here, σ y is the current static uniaxial tensile yield stress,
i jεi j are the equivalent stress and the effective inelastic strain rate, respectively, and γ , n are physical parameters of the rigidviscoplastic model used. For plastic materials with strain hardening, the yield limit σ y = σ y (ε) and the effective inelastic strain ε has to be computed as the time integral ofε. Clearly, the viscosity coefficient μ * is a function of the strain rateε i j . The formal analogy between the above plastic flow equations and a formulation of incompressible plane stress elasticity allows to solve the pure plastic flow problem with a numerical code developed for nonlinear incompressible elasticity. Rates of large plastic strains are treated in the same way as elastic strains, while the stiffness matrix is replaced by viscosity matrix. Incompressibility is a source of numerical problems in a general case, however, in sheet metal forming, where the shell theory is used, it is easily included in the plane stress assumption so that constant volume of the shell section is preserved.
Introducing the standard FE interpolation of shell displacements (see [3, 17] for details) and applying it to the virtual work equations together with the constitutive formulation presented above, we obtain the following nonlinear equation system for the vector of generalized (i.e. including also rotational degrees of freedom) nodal velocitiesu
in which K * and q denote the viscosity matrix and the external force vector, respectively. The dependence of the matrix K * on the solutionu is due to the dependence of μ * on strain rateε i j .
In the case of contact, the penalty approach can be easily adopted in the flow approach simulation. At a typical time step t, starting at time t, the contact constraints have the form
After transformations, we obtain the following nonlinear system of equations:
In the Newton-Raphson iteration scheme, given the approximate solutionũ i , the following system for the correction u i is solved
where the tangent viscosity matrix of the unconstrained system K i j , the residual force vector q i and the prescribed corrections of contact-constrained displacements û k at the considered time increment are expressed as
We can notice the striking similarity in the form of the systems (29) and (7). This allows to easily transform the formulae of the modified penalty approach developed in Sect. 2.2 in the considered flow approach formulation. Introducing the allowed inaccuracy vector δ k we can write down the worst-case inaccuracy condition as Substituting it to (29) we obtain
which, after transformations known from Sect. 2.2 leads to the following formulae for the penalty factors k :
3 Numerical examples
Restrained four-node beam
To illustrate the formulation of modified penalty approach in contact modeling, let us consider the unilaterally restrained beam shown in Fig. 2 . The beam is 30 mm long and its crosssection is a 1 × 1 mm 2 . The Young modulus of the material is E = 210 GPa. The load force acting on the beam's free end is 20 N and its deflection is constrained by two rigid surfaces depicted in Fig. 2 . The beam is discretized with three equal two-node finite elements with two displacement and one rotation d.o.f. at each node. The stiffness matrix of a single finite element is given by
where l is the element's length, A and J are the cross-section area and its moment of inertia, respectively. The global stiffness is assembled from element matrices. After imposing the boundary conditions at node 1 and substituting numerical data, 1 it reads 
The load vector has the following components: The beam deflection for this case is shown in Fig. 3a .
In the discrete model, contact constraints affect displacements of nodes 3 and 4 (M = 2). The matrix of normal directions and the vector of allowed normal displacements in the constraint Eq. 
Since the solution (39) violates both the constraints, in the next iteration we need to solve the penalized system (9) i.e.
in which the approximate solutionũ is the previous solution (39), the matrix K remains the same as in the first iteration, q = q − Kũ = 0, and
In the classical penalty approach, the penalty factors would be assumed at the level of, say, 10 3 times the highest diagonal element of K, i.e. k = 42,000. Let us now estimate them using the presented approach. The assumed inaccuracy of the contact modeling is taken for all constraints as δ = 0.0001 mm.
From (20) we obtain Step 1
Step 2
Step 3 The negative result for 1 seems surprising but note that it actually signalizes that the normal contact reaction force at node 3 is expected negative. In other words, it says that the constraint at node 3 is in fact inactive (in order to fulfill constraint it is required to pull the node up to the contact surface), even though it has been detected as active in the previous iteration. Hence, we eliminate this constraint by setting 1 = 0 in the second iteration.
Applying this result in the system of Eq. (41) we obtain the following solution for the nodal displacement vector: 
The approximate beam deflection after the second iteration, Eq. (44), is shown in Fig. 3b . The errors in contact modeling (penetration of the rigid surfaces by contact nodes) are
This means that the inaccuracy is much lower than the assumed allowed level δ = 0.0001 mm.
In the next iteration we repeat the computations forũ set to the current approximate solution (44) and for one active constraint (M = 1, matrix D is reduced to only its second row). To compute the penalty factor 2 we again use (20) and obtain 2 = 227. 8 (46) Note that this value is only five times higher than the highest diagonal term in K, i.e. it is significantly lower than it would be assumed in the classical penalty method. The new approximate nodal displacement vector u =ũ + u resulting from (41) is 
The contact constraint is fulfilled with an error equal exactly of 0.0001 mm which value is assumed as accepted contact modeling inaccuracy. As the norm of residual forces is 0.39 · 10 −6 , the vector (47) is considered the final solution of the problem. The final beam deflection is shown in Fig. 3c . The determinant of the penalized stiffness matrix (in the last Newton step, which determines the solution accuracy) is |K +D D T | = 26.93·10 6 , i.e. it is considerably higher than for the system without contact constraints, |K| = 459.7. Note, however, that the matrix condition number is cond(K + D D T ) = 4.81 · 10 3 which is even less than in that case, cond(K) = 45.72 · 10 3 . This decrease of the matrix condition number by one order of magnitude may be considered as lucky coincidence-its values corresponding to different geometries of rigid surfaces may be significantly higher. But even in the worst case the condition number does not exceed the order of magnitude of 10 4 which means that it at least remains at the same level as in the unconstrained system. For comparison, the condition number for the classical penalty approach with c = 42 · 10 3 results in the condition number of the penalized matrix cond(K + D c D T ) = 841.5 · 10 3 which is significantly higher than in the unconstrained system and in our modified method.
The numerical example has also shown another important advantage of the presented algorithm in comparison with the classical method. Namely, it allowed to detect inactive contact constraint at node 3 after the first iteration [see Eq. (43)], even if it has been activated by the approximate solution computed in this iteration. Negative penalty factor computed for this node indicates that it is attracted to the rigid surface (the normal reaction is negative). In other words, this node does not in fact penetrate the surface and contact constraint should be considered inactive. In the classical method, we would have to assume contact constraint active at the moment and only after the next iteration learn that it should be disactivated. Here, we were able to start the second iteration with the already correct set of active constraints which allowed to save one equilibrium iteration.
Deep drawing of a plastic sheet
The numerical example is a deep drawing of a sheet. The drawing parameters and geometry of tools are taken from the benchmark proposed by Woo in [18] . The geometry of the sheet and tools are presented in Fig. 4 .
The sheet was divided into 1800 triangular finite elements with the DKT shell kinematical formulation (6 d.o.f. per node) [17] . The viscoplastic material model with isotropic hardening was assumed and the rigid-plastic formulation (flow approach) was employed. The Coulomb friction model (μ = 0.162) was assumed. The sheet thickness is 0.81 mm.
In this paper we will focus only on the contact modeling. The velocities, displacements and sheet thickness are consistent with [18] .
There are three cases considered. In the first case the penalty factor is assumed constant, = c = 10 6 . This value allows to obtain the geometric inaccuracy in contact modelling (penetration) at the level 0.01 mm. The two other cases employ the presented modification of the penalty method with the assumed contact inaccuracy levels (for all contact constraints) at 0.01 and 0.001 mm, respectively.
The simulation was divided into 200 equal time steps. In each step a nonlinear problem of equilibrium was solved in Newton iterations. With classical penalty approach the total Fig. 4 The benchmark test of a deep drawing: initial geometry (left) and the final shape (right) Fig. 5 The drawing benchmark, the contact penetration depth field: with contact modeling accuracy δ = 0.01 (left) and δ = 0.001 (right) number of Newton iterations was 963, including 3 steps in which after 25 iterations convergence was not achieved. In cases of presented modification of the penalty approach, the total number of iterations was 836 and 883, respectively, with no non-converged steps. This means that the computation time does not increase due to the proposed modification. Figure 5 presents the contact modeling inaccuracy, i.e. the penetration depth of sheet nodes into rigid tools, for the two assumed levels of inaccuracy. In each case the pictures present the results for the step for which the worst inaccuracy was detected. We can see that, although in both cases the penetration values locally exceed the assumed inaccuracy (which is not surprising as the estimation of the penalty factors is based on a number of approximations), its order of magnitude is preserved. For example, the highest penetration depth for δ = 0.01 is about 0.023 in this step, but in other steps penetrations are much lower (the average of the maximum penetration values over all steps is 0.002).
The condition number of the main system of equations in the described cases was also examined. Figure 6 presents the chart of the condition number of the penalized tangent matrix in the consecutive Newton iterations. Numbers near lines denote time steps. The chart presents the first 10 time steps. The blue dotted line corresponds to simulation with classical penalty approach (with constant penalty factor) while the green solid line denotes the simulation with the presented modified approach for δ = 0.01. We can see that especially in the first time step the condition numbers in the classical approach are significantly higher than in modified penalty algorithm. These ill-conditioning of the main matrix is due to relatively small velocities of blank nodes which results in ill-conditioned viscosity matrix. The modified penalty approach appears to improve this undesired feature. As a result, the number of Newton iterations in this time increment is smaller. In subsequent stable time steps (from the third step up) the condition number of the main system of equations remains still better for the modified approach that in the classical method, although the differences are not that high.
A parametric study was made in order to test the influence of mesh density on the computed penalty factors. Seven structured meshes consisting of 900, 1600, 1800, 2500, 3600, Fig. 6 Matrix condition number during consecutive Newton iteration steps, numbers on chart denotes time steps Fig. 7 The highest, lowest and the average penalty factor in consecutive time steps 4900 and 6400 finite elements (triangular with linear shape functions elements) were examined. It should be noticed that the difference of final sheet thickness between models divided to 1,800 elements and 6,400 elements is less than 5 %. The highest, lowest and the average penalty factor values in consecutive simulation steps are shown in Fig. 7 . The red line denotes coarse (900 elements) mesh, the blue line corresponds to very dense (6,400 elements) mesh. The dashed line refers to the average penalty factor in the case of the dense mesh. We can see that the penalty factors grow with increasing mesh density, but the sensitivity of the computed penalty factors with respect to finite element size is very low. The difference between the highest penalty values computed for the coarse and dense meshes does not exceed one order of magnitude. In the case of intermediate mesh densities (form 1,600 to 4,900 elements) the highest penalty factors in consecutive time steps take intermediate values between the finest and the coarsest mesh cases. The average penalty factor value are nearly the same in all the cases.
(21-22)). We have also shown that exact values of penalty factors cannot be computed, since the values of displacement corrections u j in Eq. (20) are not known and a rough approximation has to be used instead.
There are other reasons why the computation of k is only approximate. One of them is that q i in Eq. (20) is in fact unknown, too. This array contains residual forces, i.e. the external load forces diminished by the internal forces that are supposed to equilibrate them. We assumed that all of them should be known at the moment, but note that the friction forces (which are external loads as well) cannot be computed before the contact constraints are considered in the system of equations. Here we have neglected them when building the formulae (20) for penalty factors, although one could also consider here assuming values computed in the previous iteration.
There is one more issue that requires a comment. When differentiating the potential energy functional (4) we have assumed that is a constant matrix. Later, from our derivations it appeared that it is evaluated on the basis of the solution (or at least its current approximate). Hence, to be strict, one should consider the generalized form of Eq. (6) in which an additional term containing the derivative ∂ k /∂u i appears. This term is, however, neglected in the present formulation which can be justified by the fact that the derivative in this term would have to be multiplied by a squared norm of the vector Du −û which can be considered a small factor.
The above drawbacks of the formulation do not mean that the estimates of penalty factors computed this way cannot be successfully used in real computations. Our numerical examples demonstrate that the method is sufficient to obtain penetrations of the same order of magnitude as the assumed allowed inaccuracy δ. In our tests only in a few time steps and locations the calculated penetrations exceeded δ. In most cases they were significantly (even about 95 %) smaller then the assumed allowed penetration level.
It must be admitted that, due to the mentioned approximations introduced at the stage of computation of penalty factors, it may happen that the presented method is not likely to lead to a good result, at least in the first equilibrium iteration(s) when the proposed approximation of u i may appear too rough. In such cases, as it was mentioned earlier, one may choose to use the classical penalty approach and only in the following iterations switch to the modified formulation presented in this paper. On the other hand, if the use of the presented algorithm in a particular computational problem appears to significantly affect the convergence rate in the equilibrium iterations (which may happen due to the mentioned neglection of certain terms in the problem derivation), one may consider switching to the classical constant penalty factor method during the iteration procedure or freezing the once computed penalty factors starting from a certain equilibrium iteration.
Conclusions
The presented method allows to efficiently adjust values of the contact penalty factors to the actual system of equations and to prescribed tolerance of inaccuracy in fulfillment of contact constraints. The contact modeling is controlled by a directly defined value of maximum allowed penetration (contact modeling inaccuracy) rather than an 'indirect' penalty factor that is indeed difficult to be estimated by a FE code user. This property makes the presented penalty approach comparable to the accuracy of the Lagrange multipliers method, but with much smaller requirements regarding computer resources.
We have also shown that the presented algorithm for adaptive estimation of penalty factors allows to detect the contact constraints that appear to be active but should eventually be deactivated. These constraints are indicated by a negative value of the computed penalty factor. This means that the normal contact reaction required to maintain the node on the contact surface is expected negative (the node is artificially dragged to the contact surface). In such a case, the penalty factor is set to zero which means deactivation of the considered constraint. This feature allows to decrease the number of equilibrium iterations and save the computation time.
The method can improve conditioning of the system matrix compared to classical penalty approach, especially in cases when the base (unconstrained) system matrix is illconditioned itself. This allows to avoid numerical problems in finding accurate solutions of the contact-penalized systems of equations. It should be noticed that computed penalty factors are nearly independent on model discretization.
