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Pojem vysoko náročné výpočty (po anglicky High Performance Computig HPC)  sa používa 
v súvislosti s paralelne prepojenými superpočítačmi alebo klastrami počítačov. Tieto systémy sú 
obyčajne budované z bežne komerčne dostupných, možno ich nazvať aj mainstreamových, 
počítačových komponentov. Cieľom tejto práce je nájst možnosti budovania HPC systemov pomocou 
GPU. Práca popisuje architektúru GPU, programové nástroje na ich využitie. Ďalej sa venuje návrhu 
testovacích aplikácii, zhodnoteniu výsledkov a ich porovnaním s inými komponentami použiteľnými 
na budovanie HPC systémov.   
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Recently there was a significant grow in building HPC systems. Nowadays they are building from 
mainstream computer components. One of them is graphics accelerators with GPU. This thesis deals 
with description of graphics accelerators. It examines possibilities usage. GPU chip has hundreds 
simple processors. This thesis examine possibilities how to benefit from these parallel processors. It 
contains description of several testing applications, discuss results from experiments and compares 
them with another components used for HPC. 
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Pojem vysoko náročné výpočty (po anglicky High Performance Computig HPC)  sa používa 
v súvislosti s paralelne prepojenými superpočítačmi alebo klastrami počítačov. Novým trendom je 
budovanie týchto systémov z bežne komerčne dostupných, možno ich nazvať aj mainstreamových, 
počítačových komponentov. Princíp stavania superpočítača z malých výpočtových jednotiek 
prepojených  pomocou rýchlych komunikačných kanálov mu umožňuje výbornú škálovateľnosť. 
Postupne v priebehu rokov je jednoduché dopĺňať nové jednotky a tak navyšovať celkový výkon. 
Celý systém je pritom vďaka generickým procesorom a softvérovej vrstve pre užívateľa 
transparentný.  
V nedávnej dobe sa objavil nový smer pre HPC. Je ním General Purpose computing na GPU 
(GPGPU). Princíp výpočtov v tejto oblasti spočíva vo využití grafických procesorov GPU, ktoré 
obsahujú veľké množstvo paralelne usporiadaných výpočtových jednotiek – shaderov [Aga02]. Od 
svojho vzniku, prešli shadery v grafických akcelerátoroch obrovským vývojom. Od jednoduchých 
jednotiek na transformáciu vertexov, pre ktoré bolo treba písať programy v pseudo assembly jazyku 
navyše s obmedzeným počtom inštrukcií v programe, až po unifikované shadery s dostatočnými 
možnosťami na spustenie/vykonávanie veľmi zložitých programov. 
Práca sa zaoberá zosumarizovaním možností grafických akcelerátorov na použitie pre 
všeobecné výpočty. V prvej kapitole je vysvetlená motivácia použitia a výhody GPU. Ďalej je 
popísaná všeobecná architektúra grafických akcelerátorov a následne konkrétna architektúra GPU 
niekolkých grafických procesorov poslednej generácie. Štvrtá kapitola je venovaná možnostiam 
programovania GPU. Je tu vysvetlené ako možno použiť grafické API OpenGL alebo negrafické 
frameworky CUDA a CAL. Piata  kapitola obsahuje informácie o spôsobe implementácie testovacích 
príkladov GPU pomocou shaderov a pomocou CUDA. V poslednej kapitole sú uvedené a zhodnotené 







Vďaka prudkému rozvoju trhu s počítačovými hrami existuje v súčasnosti vysoko výkonný hardvér, 
grafické karty, pre ktorý našli výskumníci aj iný spôsob ich využitia než len na zobrazovanie 
počítačovej grafiky. Túto oblasť využitia grafického hardvéru môžeme nazvať GPGPU - General-
Purpose Computing on Graphics Processing Units. 
Pojem GPU v oblasti počítačovej grafiky vznikol v roku 1999 kedy firma Nvidia uviedla prvú 
kartu, ktorá hardvérovo urýchľovala OpenGL funkcie transformácií a osvetlenia (Transform and 
Lightning T&L). Hardvérová T&L jednotka bola základný stupeň vo vývoji pre vertex shadery, 
neskôr pre fragment/pixel shadery až po dnešné unifikovane shadery.   
  
2.1 Stream processing – prúdové spracovanie 
Prúdové spracovanie je nový prístup v paralelnom spracovaní. V porovnaní so súčasnými 
architektúrami, stream procesory poskytujú niekoľkonásobne vyšší výkon pri rovnakej spotrebe 
a veľkosti čipu. 
Pri stream spracovaní máme definovane 2 množiny údajov (streamy): vstupná a výstupná. 
Ďalej je definovaná séria operácii. Tieto operácie sú obyčajné na klasických architektúrach vypočetne 
veľmi náročné. Nazývame ich kernel alebo kernel funkcie. Priebeh spracovania spočíva v aplikovaní 
operácii kernelu na každý element v streame. 
 
V súčasnosti je optimálne písať kernel funkcie vo vyšších programovacích jazykoch podobných 
jazyku C. Sú to napríklad Cg (C for Graphics), GLSL (OpenGL Shading Language) alebo meta 
programovacie jazyky pre GPU Brook a Sh. Kompilery týchto jazykov sú uspôsobené, aby 
maximalizovali využitie hardvéru. Spočíva hlavne v minimalizácii prístupov čítania a zápisu do RAM 
a významne využívanie lokálnych cache procesora. 
Stream spracovanie funguje veľmi dobre v aplikáciách manipulácii s obrazom, videom alebo DSP. Sú 
to aritmeticky intenzívne operácie, ktorá možno paralelne vykonávať na vstupných dátach. 
2.2 Paradigmy  programovania 
Na jednoduchom príklade ukážeme rozdiely medzi rôznymi prístupmi programovania. Máme 2 
množiny dát, v ktorých po sebe nasledujúce štvorice prvkov spolu nejako súvisia. Tieto 2 množiny 
chceme spočítať. 
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2.2.1 Konvenčný, sekvenčný prístup 
Klasický prístup je alokovať miesto pre vstupné údaje a výstupné pole. Následne v cykle spočítať 
jeden prvok za druhým. 
           for(int i = 0; i < 100 * 4; i++) 
     result[i] = source0[i] + source1[i]; 
 
2.2.2 Paralelný SIMD prístup (SWAR) 
Ako v predchádzajúcom príklade aj tu počítame sekvenčne v cykle. V tomto prípade máme navyše 
k dispozicii v procesore register, ktory dokáže spočítať 4 prvky súčasne (vektor). 
  
           for(int el = 0; el < 100; el++) 
   vector_sum(result[el], source0[el], source1[el]); 
2.2.3 Paralelný Stream prístup (SIMD/MIMD) 
Idea tohto prístupu je schovať sekvenčný výpočet, ktorý prebieha v hardvéri. Ako programátor 
definujeme typ dát v streame a definujeme kernel funkcie. Výpočet v tomto prípade môže bežať 
paralelne aj na stovkách ALU jednotiek v jednom procesore. 
streamElements 100; 
streamElementFormat 4 numbers; 
elementKernel "@arg0+@arg1"; 
result = kernel(source0, source1); 
Tento prístup je veľmi výhodný pri počítaní jednoduchých dátových štruktúr. Vďaka 
jednoduchšiemu návrhu ALU ich môže byt v procesore väčšie množstvo. V kombinácii s rýchlym 
prístupom do cache, ponúkajú v súčasnosti až 10x vyšší výkon ako klasická architektúra. Vývoj 
pokračuje ďalej a aj tieto ALU začínajú byť komplexnejšie, čo v budúcnosti umožní spracovávať 




3 Architektúra grafických kariet 
Táto kapitola popisuje možnosti grafických akcelerátorov. V súčasnosti existujú dva najčastejšie 
spôsoby pripojenia grafických kariet do počítača cez AGP a  PCI Express. Spôsob pripojenia má 
významný vplyv na výkon aplikácii bežiacich na GPU. Preto sú tu tieto rozhrania spomenuté aj s ich 
maximálnymi teoretickými prenosovými rýchlosťami. 
 
 
3.1 Accelerated graphics port (AGP) 
AGP je 32bitova zbernica primárne určená pre grafické karty. vytvára samostatnú cestu medzi 
grafickou kartou a CPU, takže nezaťažuje prenos PCI zbernice, kde komunikuje niekoľko zariadení 
súčasne. Oproti PCI zbernici ponuka niekoľko vylepšení. Je rýchlejšia. Ma oddelene kanály na prenos 
dát a adries. Pomocou Graphics address remaping table (GARP) umožňuje grafickej karte pristupovať 
do systémovej RAM. Veľkosť RAM vyhradenej pre AGP sa dá nastaviť v BIOSe základnej dosky 
pod názvom AGP aperture size.  
AGP pochádza od spoločnosti Intel, bola uvedená v roku 1997. Masovo prestala byt 
používaná po roku 2004, kedy bola nahradená zbernicou PCI Express. AGP ma niekoľko verzii od 
AGP 1x až po AGP 8x. Majú viacej rozdielov, medzi nimi aj fyzicky. V tomto prípade však stačí 
spomenúť len ako sa líšia maximálnou dostupnou rýchlosťou prenosov. A to 266MB/s pre AGP 1x až 
po 2133MB/s u AGP 8x, zdroj [3]. 
3.2 PCI Express (PCIe) 
PCI Express je sériová zbernica určená na pripájanie periférnych zariadení. PCIe pozostáva zo 
sériových liniek. Sú to dvojice jednobitových jednosmerných spojení. Jedna linka PCIe verzie 1.1 je 
schopná prenášať dáta rýchlosťou 250 MB/s v každom smere. PCIe slot obsahuje buď jednu, dve, 
štyri, osem, šestnásť alebo tridsaťdva liniek umožňujúc tak teoretické prenosové rýchlosti až do 8 
GB/s. V porovnaní so starou PCI zbernicou rýchlosťou ju prekoná už jednolinková PCIe. AGP 
zbernici sa vyrovná 8 linková PCIe zbernica. Architektúra PCIe je flexibilná. Základná doska a 
periférna karta negociuju počet aktívnych liniek. Týmto systémom možno vhodne využívať 
prenosové pásmo. V súčasnosti je najviac používaná 16 linková zbernica s maximálnou teoretickou 
rýchlosťou 4GB/s v každom smere. 
 5
3.3 Grafická pipeline 
OpenGL je API zamerané na zobrazovanie počítačovej grafiky. Model OpenGL sa dá charakterizovať 
ako klient-server. Aplikácia (klient) posiela príkazy implementácii OpenGL (serveru). Implementácia 
OpenGL je obyčajne súčasťou ovládača grafickej karty. Server príkazy interpretuje a vykonáva. 
Klient aj server môžu bežať na 2 rôznych počítačoch. Príkazy od klienta musia byť vykonávané 
v presnom poradí v akom sú posielané. OpenGL funguje ako stavový automat. 
 
Obrázok 3.1 Pipeline – fixná funkcionalita, zdroj[3] 
3.3.1 Vertex processing – spracovanie vertexov 
Vertex processing je prvý stupeň OpenGL pipeline. Na obrázku je označený číslom (2). V tomto 
momente sú pozície vertexov transformované modelview a projekčnou maticou, normály sú inverzne 
presunuté podľa modelview matice. Textúrovacie súradnice sú presunuté podľa textúrovacích matíc. 
Základná farba je modifikovaná výsledkom z výpočtu svetla. Je aplikovaná farba materiálu a ďalšie. 
Pretože najdôležitejšou časťou tohto stupňa sú transformovanie a osvetlenie, hovorí sa mu aj 
transformation and lighting (T&L). Aplikácia môže kontrolovať tento proces iba pomocou zásahov 
do stavových hodnôt OpenGL. Pomocou glEnable/glDisable môže zapínať a vypínať svetlá, 
premennou glLight môže meniť ich parametre. Premennou glMaterial môže meniť vlastnosti 
materiálu. atď. 
OpenGL ma špecifikovaný počet svetiel. Pomocou konštanty GL_MAX_LIGHTS možno zistiť 
aktuálny maximálny počet svetiel. Tento počet musí byt aspoň 8. Každé svetlo má niekoľko 
parametrov. Svetlo sa tak môže chovať ako priame, bodové alebo ako svetlo reflektoru. Taktiež 
možno nastavovať farbu svetla a jeho typ (difúzne, ambientné, zrkadlové). Tieto atribúty možno 
meniť pomocou funkcie glLight. Jednotlivé svetlá môžeme pomocou príkazov glEnable/glDisable 
zapínať a vypínať. Použitím týchto príkazov na symbolickú konštantu GL_LIGHTING kompletne 
zapneme alebo vypneme osvetlenie. 
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Počítať svetelné efekty samo o sebe nemá význam. Naším cieľom je osvetliť objekty, ktoré 
máme v scéne. Objekty v scéne majú tiež svoje svetelné vlastnosti – vlastnosti materiálu. Sú to farba 
svetla, ktoré emitujú, farba prostredia (ambient), rozptylu (diffuse) a zrkadlenia (specular), 
a lesk.(shininess). Vlastnosti materiálu sa dajú nastaviť zvlášť pre predný aj zadný povrch a menia sa 
funkciou glMaterial. Výsledné osvetlenie objektu je kombináciou typu jeho materiálu a svetelných 
podmienok v scéne. Funkciou glLightModel sa dajú nastaviť globálne parametre osvetlenia. 
3.3.2 Primitive assembly – zloženie primitív 
Po spracovaní vertexov, sú už všetky atribúty vertexov úplne stanovené. Dáta vertexov sú teda 
poslané do ďalšej časti pipeline – primitive assembly (3). Spolu s príkazom glBegin alebo s vertex 
poľom je prenesený atribút, ktorý určuje z koľkých vertexov sa skladá nasledujúca primitíva. Bod je 
jeden vertex, čiaru tvoria dva vertexy, trojuholníky vyžadujú 3 vertexy, štvoruholníky 4 vertexy 
a všeobecné polygóny ľubovoľný počet vertexov. Primitive assembly najskôr nazhromaždí potrebný 
počet vertexov a potom ich pošle do ďalšej časti pipeline. Táto časť pipeline je potrebná pretože 
nasledujúca časť vykonáva operácie nad množinami vertexov. Tieto operácie sú závislé na type 
konkrétnej primitívy. 
3.3.3 Primitive processing – spracovanie primitív 
Nasledujúca časť pipeline (4) pozostáva z viacerých rôznych častí, ktoré boli skombinované do 
jedného bloku. Prvý krok, ktorý nastáva je orezanie (clipping). Táto operácia porovnáva každú 
primitívu s užívateľom definovanými orezávacími rovinami (clipping planes). Užívateľ tieto roviny 
nastavuje pomocou glClipPlane alebo pomocou (view volume). View volume sa nastavuje pomocou 
modelview a projekčnej matice. Ak je primitíva podľa týchto podmienok v zobrazovacom pohľade, je 
poslaná na ďalšie spracovanie. Ak úplne mimo pohľad, primitíva sa ďalej nespracúva. Ak je primitíva 
s časti v pohľade, je rozdelená (clipped) tak, že na ďalšie spracovanie sa pošle iba orezaná časť 
splňujúca podmienky zobrazovacieho pohľadu. 
Ďalšia operácia, ktorá nastáva v tejto časti pipeline je premietnutie podľa perspektívy 
(perspective projection). Ak je tento pohľad aktívny, budú súradnice xyz každého vertexu upravené – 
predelené homogénnou súradnicou w. Každý vertex bude transformovaný podľa súčasného 
zobrazovacieho poľa (viewport transformation) a pre každý vertex budú vytvorené súradnice v okne 
obrazovky. Viewport sa nastavuje pomocou  funkcií glDepthRange  a glViewport. 
V tejto fáze môže byť spravené ešte jedno orezanie. Pomocou glEnable a glCullFace sa dá zapnúť 
operácia, ktorá s použitím vypočítanej súradnice otestuje každý polygón, či je nasmerovaný 
k pozorovateľovi alebo od neho. Na základe tejto informácie možno vybrať, či sa majú orezať 
privrátené, odvrátené alebo oboje polygóny. 
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3.3.4 Rasterization – rasterizácia 
Rasterizácia (5) je proces dekompozície primitív na malé kúsky zodpovedajúce pixelom v cieľovom 
frame buferi. Tieto kúsky sa nazývajú fragmenty. Čiara (definovaná dvomi vertexami) môže 
pokrývať na obrazovke napr. 10 pixelov. Proces rasterizácie konvertuje túto čiaru na 10 fragmentov. 
Fragment je dátová štruktúra. Skladá sa zo súradnice na obrazovke, hĺbky, ďalej obsahuje atribúty 
ako sú farba, textúrovacie súradnice atp. Hodnoty atribútov sú počítané interpoláciou z údajov 
vertexov. V momente rasterizácie majú vertexy primárnu farbu a sekundárnu farbu. Zavolaním 
funkcie glShadeModel môžeme určiť akým spôsobom budú farby použité. Buď budú interpolované 
(Smooth shading), alebo  sa použije farba posledného vertexu pre celú primitívu (Flat shading). 
Pre každú primitívu existujú iné pravidlá rasterizácie a iný stav OpenGL. Šírka bodov sa 
kontroluje pomocou glPointSize, ostatné parametre rasterizácie bodov možno nastaviť pomocou 
funkcie glPointParameter. Šírka čiar sa stanovuje funkciou glLineWidth, vyplňujúci patern sa 
nastavuje funkciou glLineStipple. Vyplňujúci vzor polygónov určuje funkcia glPolygonStipple. 
Polygóny možno vykresľovať vyplnené, alebo ako obrys, alebo ako body. Na to slúži funkcia 
glPolygonMode. Funkcia glPolygonOffset nastavuje stav, ktorý sa používa na výpočet hodnoty, ktorá 
môže zmeniť hodnotu hĺbky fragmentu. Funkcia glFrontFace nastavuje orientáciu polygónov, ktoré 
majú byť považované ako otočené k pozorovateľovi. Vyhladzovanie zúbkov, ktoré sa objavujú na 
primitívach po rasterizácii sa nazýva antialiasing a môže byť zapnutý volaním glEnable 
(GL_POINT_SMOOTH, GL_LINE_SMOOTH, alebo GL_POLYGON_SMOOTH). 
3.3.5 Fragment processing 
Po rasterizácii nasleduje niekoľko operácii, ktoré spoločne nazývame fragment processing (6). Asi 
najdôležitejšou operáciou, ktorá tu nastáva je textúrovanie. Počas tejto operácie sú súradnice textúr 
priradené k fragmentom použité na prístup do oblasti grafickej pamäte nazývanej textúrovacia pamäť 
– texture memory (7). Problematika textúrovania je dosť zložitá. V OpenGL existuje mnoho 
mechanizmov ako pracovať s textúrami. Na operácie s textúrami bolo vytvorených mnoho rozšírení 
(extensions). 
Medzi ďalšie operácie s fragmentami patrí aplikovanie hmly (fog). Je to modifikovanie farby 
fragmentu na základe jeho vzdialenosti od pozorovateľa. Ďalšou operáciou je sčítanie farieb (color 
sum). Color sum spočíva v kombinovaní hodnôt primárnej farby a sekundárnej farby fragmentu. 
Parametre hmly sa nastavujú funkciou glFog . Sekundárne farby sú atribúty vertexu a môžu byť 
predané pomocou funkcie glSecondaryColor alebo vypočítané v časti T&L. 
Na konci jednotky pre fragment processing, sú fragmenty predané množine jednoduchých 
operácií nazývané per-fragment operations (8). Sú to tieto: 
Pixel ownership test – určuje či je cieľový pixel viditeľný alebo schovaný za prekrývajúcim 
oknom 
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Scissor test – fragmenty sú orezané podľa obdĺžnikového regiónu vytvorenom funkciou 
glScissor 
Alpha test – používa alpha hodnotu fragmentu a funkciu glAlphaFunc, aby rozhodol či ho 
vyradiť 
Stencil test – využíva funkcie glStencilFunc a glStencilOp  na porovnanie hodnoty v stencil 
bufery s referenčnou hodnotou 
Depth test – pomocou glDepthFunc porovnáva hĺbku prichádzajúceho fragmentu 
s fragmentom vo frame buferi. 
Blending – zmieša farbu prichádzajúceho fragmentu s fragmentom vo frame buferi, využíva 
funkcie glBlendFunc, glBlendColor, a glBlendEquation. 
Dithering – vykoná logické operácie s hodnotou fragmentu 
Všetky tieto operácie dnes možno efektívne hardvérovo implementovať. Konceptuálne sú to 
jednoduché operácie a súčasný hardvér je schopný takto spracovať milióny pixelov za sekundu. 
 
 
3.3.6 Frame buffer 
Frame bufer uchováva hodnoty pixelov, ktoré budú vykreslené na obrazovku. Existuje veľmi veľa 
možností ako pracovať s frame buferom. To ako sa s frame buferom pracuje, možno kontrolovať  
OpenGL stavovými premennými. Hodnoty frame bufera sa inicializujú funkciou glClear. OpenGL 
podporuje zobrazovanie double-buffering. Frame bufer sa skladá z mnoha regiónov – buferov: front, 
back, left, right, atď. Funkciou glDrawBuffer možno vybrať, do ktorého z nich sa má renderovať. 






3.4 Programovateľnosť grafických kariet 
Niektoré časti fixnej funkcionality, ktorú som popísal v minulej kapitole, nestačili požiadavkám na 
3D zobrazovanie. Pridávanie nových efektov viedlo k neúmernému komplikovaniu hardvéru. 
Riešením bolo zavedenie programovateľných častí. Vhodné sa ukázalo nahradiť časti určené na 
spracovanie vertexov a fragmentov. Tieto programovateľné jednotky zdedili pomenovanie shadery. 
Podľa shaderov používaných v obore offline renderovania počítačovej 3D grafiky.  
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Práve tieto časti grafickej pipeline sú miestom, kde prebieha výpočet kernel funkcii stream 
spracovania. Súčasný vývoj naznačuje, že fixná funkcionalita bude v grafickom hardvéri ustupovať 
a programovateľné časti sa budú zväčšovať. Programovateľné časti narastajú nielen do veľkosti. 
Samé o sebe sa stávajú komplikovanejšie a teda schopné spracovať zložitejšie kernel funkcie.    
 
Obrázok 3.2 Pipeline – umiestnenie shaderov, zdroj[3] 
Tento obrázok ukazuje umiestnenie vertex a fragment shadera v zobrazovacej pipeline (na 
obrázku označený ako vertex/fragment procesor). Samotný shader môže obsahovať niekoľko 
výpočtových jednotiek. 
Spočiatku sa na programovanie shaderov používali priamo inštrukcie shader procesorov, teda 
assembler. Každý výrobca ale ponúka iné možnosti a programy napísané v strojovom kóde sú medzi 
rôznymi výrobcami nekompatibilné. Aj z tohto dôvodu vznikla požiadavka na high-level 
programovací jazyk. Inšpiráciou pre nový jazyk sa stal RenderMan a implementácia shading jazyka 
zo Standfordu. V roku 2002 boli v krátkom slede uverejnené jazyky Cg, HLSL a GLSL. Ich uvedeniu 
predchádzal niekoľkoročný vývoj. HLSL (high-level shading language) sa používa na platforme 
DirectX. Jazyk bol vyvinutý v spolupráci firiem Nvidia a Microsoft. Jazyk Cg (C for graphics) je 
súčasťou SDK a vývojového prostredia shaderov CgFX firmy Nvidia. Firma Nvidia navrhla svoj 
jazyk aj pre OpenGL. Konzorcium ARB (Architecture Review Board) nakoniec vybralo pre OpenGL 
implementáciu od firmy 3DLabs - GLSL (OpenGL Shading Language).  
HLSL a Cg sú veľmi podobné. Medzi aplikáciu a zobrazovacie API vkladajú interpretačnú 
vrstvu. Takéto riešenie má výhodu v štandardizovanom prístupe. Nevýhodou je zase oddelenie od 
hardvéru. Funkcionalita, ktorá nie je podporovaná medzivrstvou zostáva aplikácii skrytá. GLSL je 
úplne zakomponované do OpenGL. Je súčasťou API. Toto je výhoda, ktorá umožňuje vývojárom 
pristupovať k všetkým novým funkciám hardvéru (extensions). Jazyk Cg podporuje DirectX aj 
OpenGL. Pred kompilovaním treba zvoliť profil cieľovej platformy. Profily majú niekoľko úrovní 
rozdelených podľa schopností hardvéru (napr. shader model 1.1, 2.0, 3.0 alebo 4.0). 
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Obrázok 3.3 Rozdiel medzi HLSL a GLSL 
 
Všetky tieto programovacie jazyky vznikli približne v rovnakom čase. Jednotlivé firmy majú 
medzi sebou rôzne dohody a čo je dôležité bežia na takmer rovnakom hardvéri. Pravdepodobne preto 
majú ich jazyky podobnú syntax. Základom je jazyk C. Medzi ďalšie vlastnosti patria striktná typová 
kontrola, podpora vektorových a maticových operácií priamo v jazyku, podobným spôsobom 
komunikujú s hosťovským API, majú približne podobný zoznam vstavaných premenných 
a vstavaných funkcii. Nepodporujú ukazovatele. Keďže GLSL je súčasťou OpenGL, programátor 
môže zvnútra shader programu pohodlne pristupovať k stavovým premenným OpenGL. A to 
v podobe vstavaných (build-in) uniformov. Oproti tomu program napísaný v jazyku Cg sa dodáva 
aplikácii v strojovom kóde. Kvôli tomu je komunikácia s OpenGL riešená formou symbolických 
premenných. Programátor musí všetky uniformy, ktoré chce používať, uviesť vo vstupnej štruktúre 
INPUT a výstupnej štruktúre OUT. 
V nasledujúcej kapitole chcem ukázať princípy programovania shaderov v jazyku GLSL. 
Vďaka príbuznosti jazykov GLSL, Cg a HLSL, možno získané znalosti z GLSL bez ťažkostí 








3.5 Architektúra Geforce 6800 
 
Táto karta má architektúru, ktorá zodpovedá popisu v predchádzajúcej kapitole. Jej pipeline 
obsahuje všetky časti od prípravy vertexov až po framebuffer, s tým že má viacero paralelne 
usporiadaných vertex a fragment shaderov. Na obrázku 3.4. možno vidieť: 
1. 6 vertex shader jednotiek 
2. 16 fragment shader jednotiek 
3. 16 ROP jednotiek (raster operations units) 
 
 
Obrázok 3.4 Schéma grafickej karty GeForce 6800, zdroj[5] 
Po tom ako prejdú dáta cez pipeline od vertex jednotiek až po fragment procesory, skončia 




3.6 Architektúra Geforce 8800 
Grafická karta Geforce 8800 je založená na čipe G80. Na rozdiel od predchádzajúcej generácie kariet 
obsahuje unifikované shader jednotky – stream procesory. Tie sú organizovane v 8 blokoch po 16 
jednotkách. Spolu teda 128. Blok má k dispozícii rýchlu L1 cache.  
 
 
Obrázok 3.5 Jadro grafickej karty GeForce 8800, zdroj[5] 
V diagrame možno vidieť jadro GPU. Stream procesory su zelene. Modrou farbou su oznacene 
fetch jednotky. L1 cache je oranzova.  Sú tam L2 cache, ktoré sú umiestnené na ceste do DRAM 
karty. Ako bude ukázané v nasledujúcej kapitole programový model CUDA kopíruje túto architektúru  
rozmiestnenia cache pamätí. Dôležitá je práve L1 cache 16KB, ktorá sa dá použiť ako shared memory 
paralelne bežiacim vláknam. Viac informácii možno získať z [4] a [5]. 
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4 Možnosti programovania GPU 
4.1 OpenGL Shading Language 
GLSL sú v skutočnosti 2 úzko prepojené jazyky. Jeden určený pre vertex druhý pre fragment 
procesor. Majú rovnakú syntax. Líšia sa iba množinou vstavaných premenných a vstavaných funkcií. 
V tejto kapitole sa hlavne zameriam na prepojenie GLSL s OpenGL. 
Terminológia: 
vertex/fragment procesor – hardvér, na ktorom beží shader 
vertex/fragment shader  – výsledok kompilovania zdrojových súborov 
shader program – výsledok linkovania vertex a fragment shaderov 
Proces kompilovania a linkovania je podobný na aký sme zvyknutý z jazyka C. Jeden shader možno 
kompilovať z viacerých zdrojových súborov. Práve jeden zdrojový súbor musí obsahovať funkciu 
main. Súbory musia mať rovnaké globálne premenné.  
 
4.2 Dátové kvalifikátory 
Dátové kvalifikátory sú označenia premenných a bližšie špecifikujú ich vlastnosti. Sú to napríklad 
kvalifikátory in – premenná určená iba na čítanie, out – premenná určená iba na zápis, inout – určená 
na zápis aj na čítanie. Bližšie si predstavíme kvalifikátory uniform, attribute a varying. Kvalifikujú 
premenné určené na komunikáciu s OpenGL. 
4.2.1 Uniform 
Uniform je kvalifikátor používaný na deklarovanie globálnych premenných. Uniformy slúžia na 
komunikáciu s OpenGL a to v smere do shadera. Hodnota uniform premenných zostáva počas 
spracovania jednej primitívy nemenná. Do uniform premenných sa nedá zapisovať. Uniformom môže 
byť akýkoľvek dátový typ GLSL. GLSL obsahuje jednak vstavané (build-in) uniformy, tiež je možné 
deklarovať vlastné uniformy podľa potreby. Vstavané aj vlastné uniformy zdieľajú určitú 
implementačne závislú veľkosť pamäte. Deklarované ale nepoužité premenné sa do limitu 
nezapočítavajú. Hlavným znakom uniformu je že počas spracovania jednej primitívy, nemení 
hodnotu. Jeho hodnota obyčajne zostáva rovnaká počas spracovávania viacerých primitív. 
Najčastejšie sú to transformačné matice a podobne. 
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4.2.2 Attribute 
Attribute sú globálne premenné prístupné iba vertex shaderu. Slúžia na komunikáciu z fixnou 
funkcionalitou OpenGL. Ich hlavným znakom je, že menia hodnotu s každým prichádzajúcim 
vertexom. Do attribute premennej nemožno zapisovať. Polia a štruktúry nemôžu byť atribútmi. 
Podobne ako uniformy aj atribúty môžu byť vstavané a užívateľom definované. Maximálne množstvo 
prenášaných atribútov je implementačne závislé. 
4.2.3 Varying 
Varying sú globálne premenné, ktoré sprostredkúvajú komunikáciu medzi vertex shaderom, fixnou 
funkcionalitou a fragment shaderom v smere do fragment shadera. Vertex shader môže tieto 
premenné čítať aj zapisovať, fragment shader iba čítať. Varying premenné sú počítané na základe 
vertexov, do fragment shadera sú prenášané hodnoty korektne interpolované podľa perspektívy. Je 
dôležité, aby typy a názvy varying premenných vo vertex a fragment shaderi navzájom zodpovedali, 
ináč sa shadery nepodarí zlinkovať. Fragment shader nemusí využiť všetky varying premenné 
deklarované vo vertex shaderi. Štruktúry nemožno deklarovať ako varying. Ak nie je aktívny 
fragment shader, vertex shader je zodpovedný za zápis varying premenných vyžadovaných fixnou 
funkcionalitou OpenGL. Ak nie je aktívny vertex shader, fixná funkcionalita vypočíta a zapíše 
vstavané varying premenné pre fragment shader. 
 
4.3 Vertex procesor 
Je programovateľná jednotka, ktorá spracúva prichádzajúce vertexy a dáta k nim pripojené. Vertex 
procesor je určený vykonávať grafické operácie: 
1. transformácie vertexov 
2. generovanie a transformovanie koordinácii textúr 
3. osvetlenie 
4. aplikovanie farby na vertexy 
 
Nasledovný obrázok ilustruje spôsob komunikácie vertex procesora s fixnou funkcionalitou 
OpenGL. Na vstupe sú nasledovné dáta. Dáta prenášané s každým vertexom pomocou attribute 
premenných. Medzi najčastejšie používané vstavané attribute premenné patria gl_Color, gl_Normal, 
gl_Vertex atď. Užívateľsky definované attribute premenné sa najčastejšie používajú na prenos dát 
napr. fyzikálnych veličín rýchlosť, zrýchlenie , čas a pod. Ďalej sú to uniform premenné. Medzi 
vstavané uniform premenné patria transformačné matice, premenné špecifikujúce parametre svetla 
a pod. Vertex procesor môže taktiež čítať z textúr. 
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Vertex procesor zapisuje do nasledovných výstupných premenných. Najdôležitejšia je 
gl_Position. Je to povinná premenná, kam sa zapisuje spracovaný vertex a posiela ďalej do pipeline. 
V procese rasterizácie a orezania možno využiť premenné gl_PointSize a gl_ClipVertex. Vertex 
procesor môže zapisovať do niekoľkých vstavaných varying premenných. Keďže Fragment shader 
nepodporuje attribute premenné, užívateľský definované varying premenné sú jediný spôsob ako mu 
možno predať dáta meniace hodnotu s každým vertexom. 
 
Obrázok 4.1 Schéma vstup/výstup vertex procesor, zdroj [3] 
Ak je fragment shader aktívny, výstup vertex shadera musí súhlasiť z jeho vstupom. Ak 
fragment shader nie je aktívny, vertex shader musí uspokojiť potreby fixnej funkcionality. 
 
4.4 Fragment procesor 
Fragment procesor je programovateľná jednotka určená na paralelné spracovanie/farbenie plôch. 
Fragment shader je vykonaný pre každý fragment vyprodukovaný fixnou funkcionalitou v procese 
rasterizácie. Pri každom fragmente, má fragment shader prístup k interpolovaným hodnotám všetkých 
varying premenných: Color, normal, texture coordinates, arbitrary values. 
 Hodnoty vypočítané fixnou funkcionalitou medzi vertex procesorom a fragment procesorom 
sú prístupné pomocou špeciálnych premenných. Premennými gl_FragCoord a gl_FrontFacing sú 
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prenesené hodnoty pozície fragmentu v okne (window coordinate position) a či bol fragment bol 
generovaný rasteriziáciou čelnej primitívy. 
 
Obrázok 4.2 Schéma vstup/výstup fragment procesor, zdroj[3] 
Tak ako vo vertex shaderi, aj vo fragment shaderi je možné pomocou uniformov pristupovať 
k OpenGL stavovým hodnotám (glColor a pod.). OpenGL stav je rovnako prístupný vo vertex shaderi 
aj vo fragment shaderi. To znamená, že pomocou fragment shadera možno prevádzať napríklad 
operáciu osvetlenia podobnú ako robí T&L. Fragment shader to ale dokáže per pixel, takže 
kvalitnejšie. 
Veľkou výhodou fragment shadera je, že dokáže pristupovať neobmedzene krát do textúrovacej 
pamäte a načítané hodnoty ľubovoľne kombinovať. Fragment shader je schopný čítať viac hodnôt 
z jednej textúry (multiple values from a single texture), a tiež viac hodnôt z viacej textúr (multiple 
values from multiple textures). Výsledok prístupu k textúre môže byť základom pre čítanie v inej 
textúre (dependent texture read). Počet takýchto čítaní nie je obmedzený. Týmto spôsobom možno vo 
fragment shaderi implementovať algoritmus ray-tracing. 
Fragment shader výsledok výpočtov ukladá do výstupných premenných gl_FragColor a 
gl_FragDepth. Fragment shader môže celý výpočet zahodiť (discard fragment). Výsledok fragment 




4.5 Nvidia CUDA 
Compute Unified Device Architecture (CUDA). Firma Nvidia ponúka prostredie CUDA na vývoj 
dátovo paralelnych aplikácii. Zámerom je sprístupniť grafický hardvér vývojárom bez toho, aby 
museli ovládať počítačovú grafiku. Doteraz bolo nutné vedieť sa orientovať aspoň v jednom 
grafickom API napríklad OpenGL a ovládať programovací jazyk shaderov (napríklad Cg). CUDA 
tento hendikep odstraňuje, vývojárom stačí ovládať jazyk C a zorientovať sa v novom API ktoré 
CUDA prináša. Nie je to len API. Vývojár dostane novy kompilátor, knižnice CUBLAS a CUFFT, 
Profiler, Debugger a SDK s množstvom príkladov. Na web stránke nvidia možno nájsť tutoriály, 
videa a fórum pre vývojárov. 
 
 
Obrázok 4.3 Schéma behu vláken v CUDA, zdroj[6] 
 
4.5.1 Programový model CUDA 
Programový model CUDA popisuje bežné PC (CPU,RAM,GPU) inými názvami a špecifikuje vzťahy 
medzi nimi. V tomto modeli sa nachádza host (CPU), ktorého úlohou je riadiť systém. V modeli je 
ďalej zariadenie "device" (GPU), v ktorom beží jadro "kernel". Kernel je funkcia. Je spoločná pre 
množstvo spracovávaných dát a preto môže byt vykonávaná paralelne. Host riadi kompiláciu kernelu 
a nahráva ho do zariadenia. Zariadenie môže načítavať dáta z lokálnej pamäte alebo zo systémovej. 
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Prístup do lokálnej je niekoľkokrát rýchlejší. Kernel je spoločný pre všetky dáta. Jednotlivé sady dát a 
kernelu tvoria vlákno. V zariadení takto beží súčasne niekoľko vlákien. Vlákna sú organizovane do 
blokov (batch). 
CUDA API obsahuje funkcie na riadenie a organizovanie týchto blokov. Blok vláken 
kooperuje a má prístup k rýchlej zdieľanej pamäti. Počet vláken v bloku je ale obmedzený. Bloky 
prislúchajúce rovnakému kernelu možno organizovať do gridov. V rámci gridu už ale neexistuje 
kooperácia a zdieľanie pamäte vláknami. 
  
 
Obrázok 4.4 Streaming Multiprocesor, zdroj[5] 
 
Na obrázku 4.4 je schéma jedného z ôsmych blokov GPU GeForce 8800. Blok obsahuje 2 
Streaming Multiprocesory (SM) a každý z nich 8 Scalar Thread Procesorov (SP) (zelené), 4 fetch 
jednotky (modré) a L1 cache. Tu je vidieť ako programový model CUDA závisí priamo na hardvéri 
GPU a prečo ho nemožno použiť na starších generáciách grafických kariet. Fetch jednotky plánujú 
spúšťanie inštrukcii v shader procesoroch a tak vytvárajú bežiace vlákna. Vlákna majú k dispozícii 
zdieľanú pamäť L1.  
Blok v programovom modeli CUDA teda možno mapovať priamo na hardvérový blok GPU. 
CUDA Grid je na vyššej úrovni a má prístup k ďalším súčastiam GPU ako sú textúrovacie jednotky 
alebo L2 cache. 
 
4.5.2 Model pamäte 
Pre vlákna platia určité obmedzenia prístupu do lokálnej pamäti na zariadení. Pre uchovanie 
konzistentnosti názvov budú teraz použité anglické názvy. Znalosť týchto vzťahov je nutná pre lepšie 
pochopenie ako prúdia dáta v GPU a pre optimalizovanie algoritmov na GPU. 
  
Register Local Shared Global Constant Texture 
Thread R/W R/W    
Block  R/W R/W   
Grid    R-only R-only 
      
Host    R/W R/W 
Tabuľka 4.1 Programový model CUDA, prístupnosť pamätí 
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Vysvetlivky: R/W znamená zápis aj čítanie. R-only iba čítanie. HOST je CPU 
 
Prístup do oblasti Shared, constant a texture je urýchľovaný cez cache. Prístup do Global nie je 
urýchľovaný ("kešovaný").  
4.5.3 Model behu vlákien 
Spúšťanie blokov vlákien v rámci gridu je plánované. To koľko blokov môže bežať súčasne závisí od 
nárokov jednotlivých vlákien na registre a zdieľanú pamäť. Ak sa stane, že sa nedá spustiť ani jeden 
blok, cely kernel neuspeje pri spustení. Často sa stáva, že vlákna treba synchronizovať. V takom 
prípade je dobré mať viac bežiacich kernelov. Kým vlákna jedného kernelu sa synchronizujú a čakajú 
napríklad na dáta z DRAM, vlákna iného kernelu môžu pokračovať v práci a týmto spôsobom zakryť 
latencie spôsobené prístupmi do DRAM. Shader jednotky zostávajú vyťažené. 
 
4.5.4 CUDA Vlastnosti 
Pre CUDA aplikáciu je garantovaný možný beh na viacerých zariadeniach iba ak sú obidve rovnaké. 
SLI Mód sa tvári ako jedno zariadenie. Aby CUDA videla 2 grafiky ako 2 zariadenia, SLI treba 
vypnúť. 
V určitých prípadoch môže operačný systém zrútiť CUDA program. Môže to nastať v prípade zmeny 
rozlíšenia obrazovky. Obrazovka je vykresľovaná z oblasti nazývanej primary surfase. Ak grafická 
karta nemá dosť voľnej DRAM, ukrojí potrebný nárok pre primary surface nejakej aplikácii na GPU. 
4.5.5 Vývoj v prostredí CUDA 
Programovacím jazykom v CUDA je C rozšírený o nové vlastnosti, ktoré umožňujú smerovať časti 
kódu do GPU. Sú to: 










direktíva, ktorá určuje ako je kernel spúšťaný na zariadení 
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__global__ 





    
Tento rozšírený C jazyk je kompilovaný kompilátorom nvcc. Nvcc je odvodený od open research 
kompilátora Open64. 
4.5.6 CUDA Zhrnutie 
Zavedenie nového kompilátora jazyka C++, ktorým možno kompilovať aj shader programy. Kód pre 
shadery ale musí byt označený a platia preň podobne obmedzenia aké majú pôvodne shader jazyky 
ako napríklad Cg 
 Vylepšenia oproti pôvodným GPGPU aplikáciám: 
- kernel môže zapisovať do ľubovoľnej pamäte 
- vlákna majú 16KB zdieľanej pamäte, ktorú môžu samé spravovať (viď L1 cache na 
obrázkoch 3.5 a 4.4) 
- rýchlejší download a readback, vďaka obídeniu OpenGL API 
- nové celočíselné a bitové operácie 
  
 Limitácia: 
- iba bilineárne filtrovanie textúr, mipmaping nie je povolený 
- rekurzívne funkcie treba previesť na smyčky 
- odchýlky od IEEE 754 štandardu pre počítanie s číslami s pohyblivou rádovou čiarkou 
- latencia zbernice medzi CPU – GPU 
- dostupné iba na novej generácii GPU 
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4.6 AMD Compute Abstraction Layer (CAL) 
CAL je navrhnutá poskytovať interface AMD procesorom a grafickým kartám. CAL má byť 
zachovaná aj pre budúce generácie procesorov. Výpočtový model tejto vrstvy je nezávislý na 
procesore a umožňuje ľubovoľné rozkladať záťaž medzi CPU alebo GPU. 
4.6.1 Programový Model 
CAL systém sa skladá z master procesu, ktorý beží na CPU a riadi jedno a viac zariadení. V systéme 
je ďalej "Remote" pamäť a samotne zariadia s "lokálnou" pamäťou. Na obrázku je schéma tohto 
systému. Zariadenia majú 1 a viac kontextov. Master proces na ne rozposiela príkazy, zadáva úlohy 
na prácu a dotazuje sa či už sú úlohy splnene. Zariadenia majú obyčajne rýchlejší prístup do lokálnej 
pamäti. Master proces zase do "Remote" pamäti. 
 
 
Obrázok 4.5 Schéma behu procesov v CAL, zdroj[7] 
 
GPU zariadenia sa obyčajne skladá z viacerých SIMD procesorov. Program ktorý na nich beží 
sa nazýva kernel. Vstup a výstup kernelu môže byt local aj remote. Na spustenie výpočtu treba 
špecifikovať kernelu výstup (je možné aj viac výstupov). Výstupom býva obdĺžniková plocha. 
Plánovač následne rozdelí tuto plochu pre procesory v zariadení. 
 22
 
Obrázok 4.6 Context Procesu v CAL, zdroj[7] 
V CAL existujú 2 typy príkazov, príkazy zariadeniam a kontextom. Príkazy zariadeniam primárne 
zahrňujú alokovanie zdrojov (napr. lokálnej alebo vzdialenej pamäti). Kontext je zoznam príkazov. 
Postupne ako sú posielane príkazy zariadeniu ukladajú sa do kontextov. Keď sa naplní veľkosť 
zoznamu je konte. V zariadení môže byt niekoľko kontextov. Sú paralelne a nie sú na sebe závisle. 
 
4.6.2 CAL zhrnutie 
Programový model CAL, podobne ako CUDA, abstrahuje nad GPU. Používa iné názvy, ale 
s podobným efektom ako CUDA. Hlavný rozdiel medzi CAL a CUDA je že nesprístupňuje 
programátorovi kompilátor, ale stream jazyk Brook++. V konečnom dôsledku je to ale jedno, pretože 
v prvom aj druhom prípade sa takýto skompilovaný kód ešte prevádza na mikrokód konkrétneho 
GPU. Jeden aj druhý framework sľubujú zachovanie kompatibility pre budúce generácie grafických 
kariet. AMD nevylučuje rozšírenie CAL stream programovania aj nad budúce generácie CPU. 
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5 Implementované testovacie aplikácie 
5.1 Spôsob implementácie 
5.1.1 Príprava grafickej pipeline 
Výsledok nášho výpočtu budeme renderovať do framebufferu. Konkrétne použijeme Frame Buffer 
Object (FBO), ktorý nám umožní ukladať čísla s 32 bitovou presnosťou. V závislosti od verzie 




void initFBO(void) { 
    glGenFramebuffersEXT(1, &fb);  
    glBindFramebufferEXT(GL_FRAMEBUFFER_EXT, fb); 
} 
 
5.1.2 Príprava dát, streamy 
Spracúvané dáta sa v počítači nachádzajú v niekoľkých kópiách. Sú uložené v RAM  čo je CPU časť 
nasej aplikácie. Pred spracovaním na GPU je tieto dáta potrebne preniesť do RAM grafickej karty a to 
v podobe textúry. V závislosti od zvolenej funkcii OpenGL na kopírovanie textúr, v tomto procese 
môžu vzniknúť v RAM ďalšie kópie našich dát. Takéto značné kopírovanie významne časovo 
zaťažuje priebeh výpočtu. Vyber správnej funkcie závisí od konkrétnej situácie. V neskoršej kapitole 
si priblížime vhodný spôsob pre náš prípad. 
 
5.1.3 Texture Target 
Textúry sú dátové štruktúry primárne určené na uchovávanie obrazových hodnôt (RGB,RGBA). My 
budeme potrebovať typ ktorý dôkaze ukladať float hodnoty. V OpenGL môžeme použiť 2 druhy 
textúr. GL_TEXTURE_2D je štandardný typ v OpenGL. Rozmery tejto textúry môžu byt len 
mocniny 2 a indexovanie v textúre je normalizovane na interval [0,1]. Ďalším možným typom ale 
prístupnom iba pomocou extension alebo vo vyššej verzii OpenGL je 
GL_TEXTURE_RECTANGLE_ARB. Tento typ umožňuje ľubovoľné rozmery textúry a indexácia 
jej prvkov nie je normalizovaná. 
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 5.1.4 Texture Format 
Budeme potrebovať textúru, ktorá dokáže uchovať float hodnoty. Výrobcovia grafických kariet majú 
každý vlastné formáty a existuje veľké množstvo kombinácii. Využijeme ďalšiu extension 
ARB_texture_float, ktorá nám sprístupní vnútorné formáty textúr väčšiny výrobcov. 
GLuint texID; 
glGenTextures (1, &texID); 
glBindTexture(texture_target,texID); 
glTexParameteri(texture_target, GL_TEXTURE_MIN_FILTER, GL_NEAREST); 
glTexParameteri(texture_target, GL_TEXTURE_MAG_FILTER, GL_NEAREST); 
glTexParameteri(texture_target, GL_TEXTURE_WRAP_S, GL_CLAMP); 
glTexParameteri(texture_target, GL_TEXTURE_WRAP_T, GL_CLAMP); 
glTexEnvi(GL_TEXTURE_ENV, GL_TEXTURE_ENV_MODE, GL_REPLACE); 
glTexImage2D(texture_target, 0, internal_format,  
             texSize, texSize, 0, texture_format, GL_FLOAT, 0); 
 
Predchádzajúci kód vytvorí a prípoji objekt textúry, nastaví parametre filtrovania orezania atd. 
a nakoniec alokuje miesto v pamäti pre dáta textúry. 
Voľba správnej kombinácie CPU dát ich formátu a formátu textúry je závislá na riešenom probléme 
a má veľký vplyv na výsledný výkon aplikácie. 
 
5.1.5 Namapovanie dát do textúry 
Aby sme boli schopní presne kontrolovať dáta v textúre pomocou jej súradníc je treba správne 
nastaviť projekciu s 3D priestoru na 2D obrazovku a ďalej 1:1 mapovanie texelov, z ktorých čítame 




gluOrtho2D(0.0, texSize, 0.0, texSize); 
glMatrixMode(GL_MODELVIEW); 
glLoadIdentity(); 
glViewport(0, 0, texSize, texSize); 
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5.1.6 Zápis dát do textúry, ich transfer medzi CPU – GPU 
Spočítané dáta je potrebne niekam uložiť. Na ich uloženie opäť použijeme textúru. Poslúži nám FBO. 
Textúra môže byt v jednom momente nastavená buď iba na čítanie alebo iba na zápis. Je to dôsledok 
paralelnej architektúry vo vnútri GPU a jeho jednoduchej RAM logiky. 
 
5.2 Pixel Buffer Objects (PBO) 
Výkon grafických aplikácii je často obmedzený rýchlosťou rozhrania, cez ktoré je grafická karta 
pripojená do systému. Zbernice AGP aj PCIe majú asymetricky rozdelene prenosové pásmo s 
rýchlejším nahratím smerom do karty (download) a pomalším prenosom späť do systémovej pamäti 
(readback). Readback je dôležitý z dvoch dôvodov: pri získavaní konečných výsledkov výpočtov v 
GPU ale taktiež medzivýsledkov pri algoritmoch, ktorých niektoré časti musia bežať na CPU. Pri 
porovnávaní celkového výkonu môže pomalý prenos z GPU do RAM rozhodnúť v neprospech 
výpočtov na grafickej karte. 
Dôležitou podmienkou rýchlych prenosov medzi GPU a CPU je správny formát prenášaných dát. 
Ovládač grafickej karty zarovnáva prenášané dáta na 32 bitov. Zoberieme ako príklad transfer textúr.  
5.2.1 Download 
Spracúvané dáta sa v počítači nachádzajú v niekoľkých kópiách. Sú uložené v RAM  čo je CPU časť 
našej aplikácie. Pred spracovaním na GPU je tieto dáta potrebne preniesť do RAM grafickej karty a to 
v podobe textúry. V závislosti od zvolenej funkcie OpenGL na kopírovanie textúr, v tomto procese 
môžu vzniknúť v RAM ďalšie kópie našich dát. Takéto značné kopírovanie významne časovo 
zaťažuje priebeh výpočtu. Vyber správnej funkcie závisí od konkrétnej situácie. V neskoršej kapitole 
si priblížime vhodný spôsob pre náš prípad. 
Hlavnú úlohu pri tomto teste zohráva PBO. Testovacia aplikácia obsahuje inicializačný kód 
shaderov a PBO  
Pokyny na presun dát sú zadávané funkciou 
glTexSubImage2D(GL_TEXTURE_RECTANGLE_EXT, 0, 0, 0, 
                      size, size, format, GL_FLOAT, texData);   
5.2.2 Readback 
Readback, teda prenos dát späť do systémovej RAM sa vykonáva pomocou funkcie glReadPixels. Jej 
parametre sú  




Ak chceme na prenos použiť PBO objekt, treba ho inicializovať. To vykonáme nasledovným 
spôsobom: 
glGenBuffersARB(1, &pboID); 
            glBindBufferARB(GL_PIXEL_PACK_BUFFER_ARB, pboID); 
            glBufferDataARB(GL_PIXEL_PACK_BUFFER_ARB, dataSize, NULL, 
                            GL_STREAM_READ_ARB); 
 
Po skončení operácie prenosu dát treba PBO objekt uvoľniť. 
 
glBindBufferARB(GL_PIXEL_PACK_BUFFER_ARB, 0); 
            glDeleteBuffersARB(1, tmpPBOIDs); 
5.3 Násobenie Matíc 
V tejto kapitole sú popísané techniky implementácie algoritmov v GPU 
5.3.1 Spôsob pomocou OpenGL 
Násobenie matíc zahŕňa okrem predchádzajúcich krokov transferu textúr aj zadefinovanie kernelu 
a jeho spustenie príkazom na vykreslenie. Pred tým ale treba správne nastaviť scénu. Existuje 
niekoľko spôsobov a  výkonom sa líšia v jednotkách percent. Jedným z nich je: 
 
glBegin(GL_QUADS); 
glVertex2f(left,   bottom); 
glVertex2f(right, bottom); 
glVertex2f(right, top); 
glVertex2f(left,   top); 
glEnd(); 
,kedy je na scénu vykresľovaný štvoruholník definovaný 4 vertexami. 
 
Nasledujúci spôsob je o trochu výkonnejší: 
glViewport(0,0,width,height) 
glBegin(GL_TRIANGLE); 
glVertex2f(  0,  0); 
glVertex2f(width*2, 0); 
glVertex2f(  0, height*2); 
glEnd(); 
Vykresľuje trojuholník, z ktorého je využitá vnútorná štvorcová plocha tvorená odvesnami a bodom 
na prepone. 
5.3.1.1 Kernel shader 
Nasleduje špecifikovať kernel. Ten je najlepšie napísať v shading jazyku. Najjednoduchší algoritmus 




  C[i,j] = 0; 
  for(i=0;i<N;i++) 
   C[i,j] += A[i,k] * B[k,j]; 
 
Možno využiť vlastnosti shader procesorov nazývanú swizling, kedy v rámci jedného vektoru 
sa dá manipulovať s elementmi vektoru bez straty výkonu. V shaderoch sa používajú 4-prvkove 
vektory. Existujú 2 techniky ako toto úložné miesto využiť: 2x2 
for (k=0;k<n/2;k++) 
C[i,j].xyzw = A[i,k].xxzz * B[k,j].xyxy + 
   A[i,k].yyww * B[k,j].zwzw; 
 
Alebo 4x1: 
C[i,j].xyzw = accum[i,j].xyzw + A[i,k].xyzw * B[k/4,j].xxxx + 
     A[i,k+1].xyzw * B[k/4,j].yyyy + 
     A[i,k+2].xyzw * B[k/4,j].zzzz + 
     A[i,k+3].xyzw * B[k/4,j].wwww;  
  
5.3.1.2 Multitexturing 
Tento spôsob nevyužíva shader, ale s maticami uloženými v textúrach manipuluje pomocou 
multitexturingu. Tento spôsob zahrnuje niekoľko krokov. 
1. vymazať obrazovku - clear screan 
2. nastaviť mód kreslenia na overaly 
3. nahrať textúru texA s maticou A 
4. nahrať textúru texB s maticou B 
5. nastaviť mód multitexturing na modulate 
6. nastaviť framebufer na accumulate 
7. cyklus, pre každý blok vykresli obdĺžnik s danými súradnicami textúr 
for (i=1;i<l;i++) 
draw( rectangle(m x n) with 
texA coords (0,i),(0,i),(m-1,i),(m-1,i) 
texB coords (i,0),(i,n-1),(i,n-1),(i,0)) 
 
5.3.2 Spôsob pomocou CUDA 
Princíp kernelu spočíva v spracovaní každého elementu matice jedným vláknom. Maticu treba 
rozdeliť na bloky o veľkosti BLOCK_SIZE. V rámci jedného bloku vlákna zdieľajú medzivýsledky 
násobenia. Táto časť pamäti je v kóde označená vyhradeným slovom __shared__. K vláknam je 
pristupované pomocou premennej threadIdx. Pri načítavaní matíc do zdieľanej pamäte je treba vlákna 
synchronizovať. To sa deje pomocou funkcie __syncthreads(). 
 
int aStep  = BLOCK_SIZE; 
int bBegin = BLOCK_SIZE * bx; 
 28
int bStep  = BLOCK_SIZE * wB; 
 
for (int a=aBegin, b=bBegin;  a <= aEnd;  a += aStep, b += bStep) { 
 
        __shared__ float As[BLOCK_SIZE][BLOCK_SIZE]; 
        __shared__ float Bs[BLOCK_SIZE][BLOCK_SIZE]; 
 
        AS(ty, tx) = A[a + wA * ty + tx]; 
        BS(ty, tx) = B[b + wB * ty + tx]; 
        __syncthreads(); 
        for (int k = 0; k < BLOCK_SIZE; ++k) 
            Csub += AS(ty, k) * BS(k, tx); 
} 
 
5.4 Presnosť výpočtov 
Pri riešení tejto problematiky sa používajú 2 anglické výrazy Presicion a Accuracy. Obidve slová u 
nás všeobecné prekladane ako presnosť. Precision sa vzťahuje k presnosti jedného výpočtu. 
Hovoríme, že hardvér má 32 alebo 64 bitovú presnosť. Pri počítaní s reálnymi číslami označujeme ju 
ako Single alebo Double Precision - jednoduchá alebo Dvojitá Presnosť. Doslovný preklad tohto 
slova je precíznosť, čo aj vernejšie vystihuje jeho charakter. Precíznosť ako jemnosť 
vzorkovania/kódovania reálnych čísel do binárnej formy. 
Accuracy sa prekladá ako presnosť alebo vernosť. Tento vyraz možno použiť na označenie 
finálneho výsledku výpočtu. Vyjadruje nakoľko je vypočítaná hodnota presná. Nakoľko je verná 
skutočnej pravdivej hodnote, ktorú nepoznáme. 
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Obrázok 5.1 single precision 
Na obrázku 5.1 je znázornená reprezentácia desatinných čísel v pamäti na 32 bitoch podľa 
normy IEEE 754. Jeden byt je vyhradený pre znamienko, 8 bitov pre exponent a 23 bitov pre mantisu 
(significant). Hodnota čísla je vyjadrená ako: 
znamienko mantisa x 2exponent 
Tento systém teda predstavuje konečnú množinu hodnôt. Pri počítaní s reálnymi číslami 
vznikajú výsledky, ktoré nemôžu byť niektoré presne reprezentované a vtedy sa vyberajú najbližšie 
hodnoty z tejto reprezentácie. Takto vznikajú chyby zaokrúhľovania. Podľa normy IEEE 754 sa 
zavádza pojem ULP (unit in last place) a  je požadované, aby zaokrúhľovacia chyba na tomto mieste 











Sčítanie [-0.5,0.5] (-1,0] 
Odčítanie [-0.5,0.5] (-1,1) 
Násobenie [-0.5,0.5] (-1,0] 
Delenie [-0.5,0.5] (-1,0] 
Tabuľka 5.1 Chyby zaokrúhľovania 
Podľa tabuľky 5.1 možno vyjadriť čí daný systém zaokrúhľuje korektne , nezaokrúhľuje alebo 
sa chová iným spôsobom. Tieto informácie sa dajú zistiť z dokumentácie hardvéru, alebo pomocou 
správne navrhnutých testov. Tie sú zamerané hlavne na operácie kde dochádza k prenosom bitov 
príznakov a na určité vzory reprezentácie čísel. Viac z tejto problematiky sa možno dozvedieť 
z publikácie [20]. 
Niektoré skúmane vzory binárnej reprezentácie čísel: 
00...010... (všetko nuly až na jeden bit 1 , Schryerov typ 1) 
10...010... (ako predchádzajúci ale s 1 na začiatku) 
11...101... (všetko jednotky až na jeden bit 0) 
00...011... (na začiatku nuly potom jednoty) 









6 Výsledky testovania 
Táto kapitola zhrňuje výsledky testov. V poslednej časti je  porovnaná presnosť ich výpočtov. 
6.1 Metodika testovania 
Bolo skúmaných viacero kombinácii parametrov (napríklad rôzne veľkosti vstupných dát) a bolo 
prevedených niekoľko behov testov s danými parametrami. Tabuľky a grafy výkonov obsahujú 
priemerované hodnoty týchto behov. Ak je v tabuľke prázdna bunka, daný test sa nepodarilo vykonať. 
Testovaných bolo 7 typov grafických kariet. Usporiadané podľa veku a schopností architektúry 
- Radeon X800 
- Radeon X1650 
- GeForce 6600 GT 
- GeForce 7600 Go 
- GeForce 8600 GT 
- Quadro NVS320M 
- GeForce 8800 GT 
Karta ATI/AMD Radeon X800 je najstaršia. Pipeline má delenú na Vertex a Fragment shadery. Má 
obmedzenú pamäť pre shader program, ale na testovanie násobenia matíc postačuje.  Radeon X1650 
a GeForce 6600 sú zástupcami predposlednej generácie kariet. Majú podobnú architektúru ako X800, 
ale s väčším počtom shader jednotiek a väčšou pamäťou pre shader program. 
GeForce 8600, 8800 a Quadro sú zástupcami poslednej generácie kariet. Majú unifikované shadery 
a je na nich možné spúšťať CUDA programy.  
 
6.2 Prenosy medzi CPU a GPU 
Úlohou týchto testov je zistiť vhodnosť danej karty pre náročné výpočty a či prenosy medzi CPU 
a GPU nebudú brzdou. Testovali sa prenosy smerom do GPU (Download) aj smerom z GPU 
(Readback).  
6.2.1 Download 
Tabuľka 6.1 obsahuje priemerovane hodnoty transferov textúr (polí údajov) o veľkosti 512x512 až 
4096x4096. Väčšina testovaných grafických kariet ma limit 2048x2048. Karty GeForce 8000 
generácie zvládajú aj veľkosti 4096x4096. 
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Z nameraných hodnôt sa dá usúdiť že rýchlosť prenosu nezávisí na veľkosti prenášaných dát. 
Rozdiely medzi rýchlosťami prenosov pre danú kartu sú menej ako 10%. Výnimku tvorí GeForce 
8600, ktorá ma veľkú odchýlku pre najväčší typ textúry 4096.  
Najrýchlejší prenos dosahuje GeForce 8800. Možno povedať že prenosová rýchlosť 2GB/s je 
postačujúca. 
 
Download (MB/sec) 512 1024 2048 4096 AVG STDEV 
Radeon X800 GTO 267 258 240  255 14
Radeon X1650 487 467  477 14
GeForce 6600 GT 413 406 380  400 17
GeForce 8600 GT 1405 1377 1377 469 1157 459
GeForce Go 7600 551 571 572  565 12
Quadro NVS 320M 667 678 790  712 68
GeForce 8800 GT 2188 2205 2058 2195 2162 69
Tabuľka 6.1 Prenosové rýchlosti z CPU do GPU  
 
6.2.2 Readback 
Tabuľka 6.2 obsahuje hodnoty prenosov z GPU do RAM počítača. Ani pri jednej karte sa nepodaril 
vykonať test s textúrou veľkosti 4096x4096. Všetky testy prebehli s pomocou PBO, okrem karty 
X800, ktorá dosiahla 24MB/s, co je nepostačujúce. Všeobecne platí že Readback je pomalší. U karty 
GeForce 8800 asi o 20% oproti Downloadu. I táto hodnota je akceptovateľná.. 
 
Readback   (MB/sec) 512 1024 2048 AVG STDEV 
Radeon X800 GTO 186 24 24 78 94 
Radeon X1650 238 322   280 59 
GeForce 6600 GT 749 769  759 14 
GeForce 8600 GT 1407 1573 1660 1547 129 
GeForce Go 7600 1015 1042 1084 1047 35 
Quadro NVS 320M 906 1086 1141 1044 123 
GeForce 8800 GT 1586 1458 1622 1555 86 
Tabuľka 6.2 Prenosové rýchlosti z GPU do systému  
 
6.2.3 Zhrnutie 
Súčasné systémy sú schopné dosiahnuť 50% teoretickej rýchlosti PCIe, viď kapitola 3.2. 
Readback je pomalší než download. Pre porovnanie, prenosová rýchlosť medzi GPU a DRAM je 
u GF 8800 GT 50 GB/s a vo vnútri GPU až 300 GB/s, zdroj [5]. Z tohto pohľadu sa 2 GB/s môžu 
zdať ako úzke hrdlo. Preto treba dobre plánovať prenosy dát a zakrývať latencie paralelnými 
prenosmi. 
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6.3 Násobenie matíc 
 
6.3.1 Testy použitím OpenGL API 
Tabuľka 6.3 obsahuje výsledky násobenia matíc na GPU. Hodnoty sú v GFLOPS. Testovalo sa 
s náhodne generovanými štvorcovými maticami 1024x1024 až 4096x4096. U starších generáciách 
kariet sa nepodarilo vykonať všetky testy. X800 zvládla matice do 2048, GeForce 6600 iba 1024. 
U Radeonu X1650 sa vykonal test iba s 1024x1024 maticou. Tabuľka obsahuje dvojice stĺpcov pre 
každú veľkosť matice. Prvý z týchto stĺpcov predstavuje čistý čas výpočtu na GPU. Druhy stĺpec 
obsahuje hodnoty, kde sa berú do úvahy aj transfery dať z/do GPU. 
Stará generácia kariet dosahuje v tomto teste výkon okolo 3 GFLOPS. Výnimkou je X800. 
I keď má, podobne ako ostatne karty staršej generácie menej shader jednotiek, obsahuje 2x širšiu 
pamäťovú zbernicu a to jej umožňuje vyšší výkon.  
 
 
matrix multi    (GFLOPS) 1024 1024 2048 2048 4096 4096 AVG STDEV
Radeon X800 GTO 5.3 6.2 6.2 6.4    6.0 0.5
Radeon X1650  3.5          
GeForce 6600 GT 3.5 3.4      3.4 0.1
GeForce 8600 GT 13.8 13.2 14.2 14.3 14.5 14.5 14.1 0.5
GeForce Go 7600 3.3 3.2 3.3 3.3 3.3 3.3 3.3 0.1
Quadro NVS 320M 10.5 10.0 11.2 11.3 11.5 11.4 11.0 0.6
























Graf 6.1 Výkon GPU – násobenie matíc GFLOPS  
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Tabuľka 6.4 obsahuje hodnoty prenosovej rýchlosti dát medzi GPU a DRAM grafickej karty. Čím je 
vyššia “Bandwidth“ aj výkon GPU je vyšší. Možno vidieť koreláciu medzi dosiahnutými GFLOPS 
a hodnotami v tejto tabuľke. 
 
matrix multi    (GB/sec) 1024 1024 2048 2048 4096 4096 AVG STDEV
Radeon X800 GTO 12.7 16.0 14.9 15.3    14.7 1.5
Radeon X1650  8.5          
GeForce 6600 GT 8.4 8.2      8.3 0.2
GeForce 8600 GT 33.3 31.7 34.3 34.5 34.8 34.8 33.9 1.2
GeForce Go 7600 7.9 7.6 8.0 8.0 8.1 8.0 7.9 0.2
Quadro NVS 320M 25.4 24.0 27.0 27.1 27.6 27.3 26.4 1.4
























Graf 6.2 Výkon GPU – násobenie matíc GB/s  
6.3.2 Testy pomocou CUDA 
Testovane bolo na grafickej karte GeForce 8800GT. Program implementovaný pomocou OpenGL 
API dosiahol priemerne 53 GFLOPS. CUDA kernel vytvorený prepísaním 3x vnoreného for cyklu 
dosiahol priemerne 70 GFLOPS. CUBLAS sgemm funkcia dosiahla priemerne 80 GFLOPS. 
A nakoniec kernel optimalizovaný pomocou CUDA Visual Profileru dosiahol až na 90GFLOPS 
a priemerne 87 GFLOP. Optimalizácie spočívajú hlavne správnom synchronizovaní blokov vlákien 
a rozbalení niekoľkých smyčiek for cyklu. 
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V tabuľke 6.5 možno vidieť namerané hodnoty výkonu. V stĺpcoch pre štvorcové matice 
o veľkosti 512x512 až 4096x4096 float čísel. 
 
matrix multi    (GFLOPS) 512 1024 2048 4096 AVG STDEV 
OpenGL 43.3 55.2 58.4 57.4 53.6 7.0 
CUDA 55.9 71.2 77.2 76.5 70.2 9.9 
CUBLAS 74.8 82.6 84.2 84.5 81.5 4.6 
CUDA optim 82.4 84.2 89.5 92.4 87.1 4.7 
Tabuľka 6.5 Výkon GF 8800 GT – násobenie matíc  
 
V grafe 6.3 sú zobrazené hodnoty z predchadzajucej tabulky po riadkoch   
 























Graf 6.3 Násobenie matíc na GeForce 8800 GT 
6.4 Presnosť výpočtov 
6.4.1 Dodržiavanie štandardu IEEE 754 
Presnosť výpočtov bola porovnáva s programom Paranoia. Program testuje hraničné podmienky pri 
zaokrúhľovaní čísel. A kontroluje dodržiavanie štandardu IEEE 754.  
Výsledky možno zhrnúť podľa generácii grafických kariet. Program podľa tohto spúšťal 
špecifické shadery. Na ati X800 to bol program ARB1.0f, na ati X1650 bol spustený ARB2.f. Na 
Nvidia 6600 bežal FP3.0, na Nvidia 7600 FP4.0 a na Nvidia 8600 najnovší GP4fp. 
V dodržiavaní štandardu IEEE je na tom najlepšie Nvidia 8 generácie, ale ani tá nie je sto 
percentná. Príklad výsledku testu je v prílohe. 
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6.4.2 Presnosť aritmetických operácii 
V tabuľke 6.6 možno vidieť dodržiavanie štandardu IEEE 754 so strany GPU. Čím staršia generácia, 
tým horší výsledok. GeForce 8800 zaokrúhľuje správne, až na operáciu delenia. Radeon X800 
podporuje iba 24bitovú presnosť a je v týchto tabuľkách iba z informatívnych dôvodov. Výsledky 
jeho testu sú úplne mimo. 
Operácia  IEEE 754 Chopped GeForce 6600 GeForce 8800 Radeon X800 
Sčítanie [-0.5,0.5] (-1,0] [-1,0] [-0.5,0.5]   [-254, 0] 
Odčítanie [-0.5,0.5] (-1,1) [-0.75,0.75] [-0.5,0.5]   [-INF, +INF] 
Násobenie [-0.5,0.5] (-1,0] [-0.78,0.62] [-0.5,0.5]   [-490, 8] 
Delenie [-0.5,0.5] (-1,0] [-1.19,1.37] [-1.58,1.80]   [-509, 251] 
Tabuľka 6.6 Presnosť zaokrúhľovania 
 
6.4.3 Presnosť ostatných funkcii 
Z tabuľky 6.7. možno vidieť presnosť odmocniny, mocniny, sin, cos, exp a log funkcií. Ich presnosť 
je približne na 5 až 7 desatinných miest. Pre lepšiu ilustráciu je tu aj graf 6.4.  
 
  8800GT 6600 GT X800 
RSQ 1.83E-06 1.01E-05 3.06E+01
RCP 6.87E-05 9.40E-05 9.99E+02
SIN 3.00E-07 2.27E-07 1.52E-03
COS 1.96E-07 2.45E-07 9.99E-01
EX2 3.12E-07 3.61E-07 7.59E+00
LG2 9.91E-07 1.17E-06 9.97E+00





















Graf 6.4 Presnosť ostatných funkcií 
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Záver 
V práci bola popísaná architektúra súčasnej a niekoľko predchádzajúcich generácii grafických kariet. 
Dôvodom tohto bolo hlavne získanie prehľadu o vývoji architektúry grafických kariet a 
možnostiach jej uplatnenia vo vysoko náročných výpočtoch (HPC). Grafické akcelerátory sa 
v priebehu minulých 10 rokov vyvinuli z jednoduchých prídavných kariet urýchľujúcich grafické 
operácie na karty obsahujúce komplexné GPU s množstvom paralelne sústredených shader jednotiek 
(v súčasnosti nazývané aj ako stream procesory). I keď sú tieto shader jednotky architektonicky 
jednoduché, ich množstvo dovoľuje dosahovať jednotlivým grafickým akcelerátorom teoreticky 
výkon až 500 GFLOPS. S použitím vhodných algoritmov je tento výkon možné využiť v HPC 
systémoch. 
V práci sú popísané 2 základné spôsoby ako využiť GPU na negrafické výpočty vhodné pre 
HPC. Prvým z nich je použitie grafického API napríklad OpenGL. Druhým spôsobom je prístup 
priamejšie na hardvér pomocou frameworku CUDA od Nvidia alebo CAL od AMD.  
Ísť cestou OpenGL znamená nutnosť vyznať sa v základoch programovania grafických 
aplikácii. Je nutné namapovať riešený problém na grafické primitívy. V práci je popísaný koncept 
stream programovania, ktorý spočíva v definovaní jadra (kernelu) paralelne spracúvajúce prúd 
vstupných dát. Vstupné dáta sú uložené v textúrach grafickej karty a kernel je program bežiaci 
v shader (stream) procesoroch GPU. Kernel môže byť napísaný v shading jazyku  napríklad Cg alebo 
Glsl. Samotné spracovanie prebehne príkazom na vykreslenie grafickej scény. Po tomto príkaze sú do 
frame buffera uložené výstupné dáta kernelu a ako textúra prenesené späť do systému mimo grafickú 
kartu. 
Druhá cesta použitia CUDA odbúrava nutnosť abstrakcie cez grafické API a umožňuje priamo 
riadiť beh blokov stream procesorov. Zavádza koncept vlákien. Tie sú organizované do vyšších 
organizačných štruktúr: blokov a gridov. Ako ukázali prevedené testy, použitie tejto druhej cesty 
prináša vyšší výkon. Jednoduchým prepísaním existujúcich aplikácií možno získať významné 
navýšenie výkonu. CUDA uľahčuje vývoj aplikácii viacerými spôsobmi. K dispozícii sú pripravené 
knižnice na vedecké výpočty CUBLAS a CUFFT, ďalej knižnica so základnými primitívami 
paralelného programovania CUDPP. Optimalizácia CUDA programov spočíva hlavne v správnej 
synchronizácii vláken a zabezpečení rýchleho lokálneho zdieľania dát.  
V teste násobenia matíc (single precission), karta GeForce 8600 GT dosiahla pomocou 
OpenGL 14 GFLOPS a s pomocou CUDA 25 GFLOPS. Na starších generáciách kariet nešlo spustiť 
CUDA programy. V OpenGL dosiahli od 3 do 6 GFLOPS. Procesor Intel Core Duo 2,66GHz s cache 
4MB dosiahol s rovnakou maticou v neoptimalizovanej verzii 1,7 GFLOPS a s použitím BLAS 
knižnice 12 GFLOPS. Optimalizovaním CUDA programu sa podarilo na karte Geforce 8800 GT 
 37
dosiahnuť až 90 GFLOPS, čo je približne štvrtina jej hrubého teoretického výkonu. Výkon v double 
precision klesá u CPU na polovicu a u GPU na štvrtinu. 
Testy presnosti aritmetických operácií ukázali, že okrem karty GeForce 8800 nedodržujú 
štandard IEEE 754. Táto karta má vyhovujúce výsledky testu presnosti až na operáciu delenia. Ako 
potvrdili aj iné zdroje [11], GPU nemá inštrukciu delenia a túto operáciu aproximuje pomocou 
násobenia čitateľa a prevrátenej hodnoty menovateľa. 
Grafickú kartu GeForce 8800 GT možno odporučiť na HPC aplikácie. Jej cena je približne 
rovnaká ako bežné CPU Intel Core Duo. V teste dosiahla 8x vyšší výkon a jej teoretický výkon je 20x 
vyšší než CPU. Má však ale 2x vyššiu spotrebu elektrickej energie. Alternatívou ku GPU môžu byť 
IBM Cell procesor, ktorý sľubuje ešte vyšší výkon [21], systémy založené na FPGA [18] alebo 
ClearSpeed, ktorý ponúka 66 GFLOPS double precision pri spotrebe iba 25W [22]. 
  
GPU majú vysoký teoretický výkon. Ale na to, aby ho bolo možné využiť, je nutné prispôsobiť 
súčasné algoritmy a vytvoriť nové verzie s lepším uplatním v paralelných výpočtoch. Toto je aj smer, 
ktorým by sa mohla uberať ďalšia práca. Využiť znalosti paralelných modelov a algoritmov na 
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Príloha 1 : Výsledok testu IEEE 754 
Verifying U1 U2 F9 and B9 
VERIFY U1, U2, F9, B9, FAILURE CAN ALSO MEAN INCOMPLETE CARRY 
PROPOGATION 
U1 U2 F9 B9 Verified 
MULTIPLICATION GUARD BIT TESTS 
This first checks that 1*x and x*1 behave the same 
Then it checks if (1+U2)*2 and 2*(1+U2) behave the same 
Multiplication guard bit tests: passed passed passed passed 
MULTIPLICATION: Seems to have guard bit 
 
DIVISION GUARD BIT TESTS 
The following three division guard bit tests are from line 2000 
DIVISION: 1/(1-U2) - (1 + U2) == 0 test: passed 
DIVISION: 1/3 == 3/9 test: passed 
DIVISION: 3/9 == 9/27 test: passed 
These are tests of X/1 == 1 from line 2040 and 1/(1+U2) < 1 from 
2070 
DIVISION: F9/1 == F9 test: passed 
DIVISION: (1+U2)/1 == (1+U2) test: passed 
DIVISION: 1/(1+U2) < 1 test passed 
DIVISION seems to have guard bit 
 
ADDITION/SUBTRACTION GUARD BIT TESTS 
Subtraction guard bit tests: passed passed passed passed 
SUBTRACTION: Seems to have guard bit 
 
SUBTRACTION COMPARISON TESTS 
Tests for consistency in comparison and subtraction. 
Specifically either (1-U1) == 0 or (1-U1) - 1 < 0. 
Subtraction comparison tests (at least one of the following must 
pass): failed passed 
SUBTRACTION: Comparison and Subtraction consistent (2170) 
 
DIVISION ROUNDING TESTS  
Tests on line 2480 
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DIVISION rounding: (1.5+u2+u2)/(1+u2) - 1.5 <= 0 test: passed 
 
---------------------------------------------- 
    SUMMARY 
---------------------------------------------- 
Profile = gp4fp 
Readback seems to work 
U1 U2 F9 B9 Verified 
 
----BEGINNING PARANOIA TESTS---- 
No fuzziness detected in comparison 
MULTIPLICATION: Seems to have guard bit 
MULTIPLICATION: Accuracy tests passed 
DIVISION seems to have guard bit 
SUBTRACTION: Seems to have guard bit 
SUBTRACTION: Comparison and Subtraction consistent (2170) 
MULTIPLICATION: Is neither chopped nor correctly rounded 
DIVISION: Is neither chopped nor correctly rounded 
SUBTRACTION: Appears to be correctly rounded 
SUBTRACTION: (X-Y) + (Y-X) == 0 test passed 
SUBTRACTION(less MACs): Is neither chopped nor correctly rounded  
SUBTRACTION(less MACs): (X-Y) + (Y-X) == 0 test passed 
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