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Abstract
The Riemann–Hilbert problem is studied for holomorphic functions in higher dimensional poly domains and the explicit con-
structive solution is given. The connection between the Riemann problem and the Riemann–Hilbert problem for poly domains
is presented and proven. Contrary to earlier studies, our results provide explicit solutions and are not attached to any artificial
assumptions.
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1. Introduction
Let χ = (χ1, . . . , χn) be a multi-sign corresponding to a vertex of the n-dimensional cube [−1,+1]n. Let D+ :=
{z ∈ C: |z| < 1} and D− := {z ∈ C: |z| > 1}. We denote the poly domain D−σ1 ×· · ·×D−σν ×D+σν+1 ×· · ·×D+σn ⊂ Cn as
D
χσ1 ···σν (ν) or simply Dχ(ν) when it is proper, where ν gives the number of minus (−) signs and the indices σ1, . . . , σν
show the position of these minus sign components. Let Cα(∂0Dn,C) be Hölder function space.
The Riemann–Hilbert problem RH(M). Let λ ∈ Cα(∂0Dn,C), ϕ ∈ Cα(∂0Dn,R), 0 < α < 1, with λ(ζ ) = 0
on ζ ∈ ∂0Dn. Find a function φχσ1 ···σν (ν)(ζ ), holomorphic in Dχσ1 ···σν (ν) for the given ν and σ1 · · ·σν such that
Re
{
λ(ζ )φχσ1 ···σν (ν)(ζ )
}= ϕ(ζ ), ζ ∈ ∂0Dn. (1.1)
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Theorem 1.1. Let K(χσ1···σν (ν)) be the index of λ defined by
K
(
χσ1···σν (ν)
)= (−Kσ1, . . . ,−Kσμ,−Kσμ+1, . . . ,−Kσν ,Kσν+1, . . . ,Kσν+λ ,Kσν+λ+1 , . . . ,Kσn)
with
Kσ1  0, . . . , Kσμ  0, Kσμ+1  0, . . . , Kσν  0, 0 μ ν,
Kσν+1  0, . . . , Kσν+λ  0, Kσν+λ+1  0, . . . , Kσn  0, 0 λ n − ν,
where
|Kστ | :=
∣∣∣∣ 12πi
∫
∂Dστ
d log
(
λ(ζ )
)∣∣∣∣ ∈ N∪ {0}, 1 τ  n.
We assume that
arg
{
ζ−K(χσ1 ···σν (ν))λ(ζ )
} ∈ BHχσ1 ···σν (ν) (1.2)
and
eImγ
χσ1 ···σν (ν)(ζ )ϕ(ζ ) ∈ BHχσ1 ···σν (ν) (1.3)
are satisfied with
γ χσ1 ···σν (ν)(z) := 2
(2πi)n
∫
∂0Dn
arg
{
ζ−K(χσ1 ···σν (ν))λ(ζ )
}
C(ζ, z)
dζ
ζ
(1.4)
where BHχσ1 ···σν (ν) is the space of boundary values of functions, harmonic in Dχσ1 ···σν (ν).
For the case μ + λ > 0, the sign of the index is not the same as the sign of the domain,
sign
[
K
(
χσ1···σν (ν)
)] = χσ1···σν (ν), for given ν, (1.5)
we further assume that solvability condition
eImγ
χσ1 ···σν (ν)(ζ )ϕ(ζ ) ∈ ζKσ1σ1 · · · ζ
Kσμ
σμ ζ
−Kσν+1
σν+1 · · · ζ
−Kσν+λ
σν+λ BHχσ1 ···σν (ν) (1.6)
is satisfied. Then problem RH(M) is solvable.
For the case μ = λ = 0, the sign of the index is the same as the sign of the domain,
sign
[
K
(
χσ1···σν (ν)
)]= χσ1···σν (ν) for given ν,
condition (1.6) becomes (1.3) and the solution is given by
φχσ1 ···σν (ν)(z) = eiγ χσ1 ···σν (ν)(z)[zK(χσ1 ···σν (ν))ψχσ1 ···σν (ν)(z) + Pχσ1 ···σν (ν)2K+(χσ1 ···σν (ν))(z)] (1.7)
with arbitrary complex constants ακ , 0  κ  2K+(χσ1···σν (ν)), and coefficients of polynomial P
χσ1 ···σν (ν)
2K+(χσ1 ···σν (ν))
(z)
satisfying
ακ + α[2K+(χσ1 ···σν (ν))−κ] = 0 for 0 κ K+
(
χσ1···σν (ν)
)
,
where K+(χσ1···σν (ν)) = (Kσ1 , . . . ,Kσν ,Kσν+1, . . . ,Kσn) and
ψχσ1 ···σν (ν)(z) = 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕ(ζ )C(ζ, z)
dζ
ζ
. (1.8)
For 1 μ + λ n, the solution is
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ν∏
ρ=μ+1
z
−Kσρ
σρ
n∏
τ=μ+λ+1
z
Kστ
στ
× 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕ(ζ )
μ∏
ρ=1
ζ
−Kσρ
σρ
ν+λ∏
τ=ν+1
ζ
Kσρ
σρ C(ζ, z)
dζ
ζ
. (1.9)
In the case 1 μ + λ n, the homogeneous problem ϕ = 0 is only trivially solvable.
The Riemann problem R(M). Let G,g ∈ Cα(∂0Dn,C), 0 < α < 1, with G(ζ) = 0, ζ ∈ ∂0Dn. For fixed 0 ν  n
find functions φχ(ν), φ−χ(ν) holomorphic in Dχ(ν), D−χ(ν) respectively, such that
φχ(ν)(ζ ) + φ−χ(ν)(ζ )G(ζ ) = g(ζ ), ζ ∈ ∂0Dn. (1.10)
The problems HR(M) and R(M) are connected by the following.
Theorem 1.2. The solution to the Riemann problem (1.10) with
−G(ζ) = λ(ζ )
λ(ζ )
, g(ζ ) = 2ϕ(ζ )
λ(ζ )
is a solution to the Riemann–Hilbert problem (1.1) if some free complex parameters are chosen properly.
In this paper we study the Riemann–Hilbert problem for poly domains and establish its connection to the Riemann
problem. We have given not only the solvability conditions to the problem but also explicit solutions. We present two
possible formulations of the Riemann–Hilbert problem in the higher dimensional case. We show that just one of them
is essential and we solve it explicitly.
The study of the Riemann–Hilbert problem in higher dimensional poly domains has both theoretical significance
and numerous aspects of application [10,20,22]. Theoretical and numerical studies on nonlinear Riemann–Hilbert
problems [29,30], connections to other fields and different aspects of Riemann–Hilbert transmission problems [7–9]
are also motivating factor for our study.
On the Riemann–Hilbert problem numerous research has been done and rich results are achieved in the plane
case [1,13,21,27]. They lead to the development of new promising techniques for the analysis of a large class of
problems [10,20,22]. The Riemann–Hilbert approach has been the solution provider for a vast array of problems in
mathematics, mathematical physics and applied mathematics [12].
It is well known that the poly disc and the ball in the higher dimensional space are typical different natural exten-
sions of the disc in the complex plane. Problems of the ball are well studied, but studies of poly domains are far from
being exhausted due to certain ambiguity on holomorphic functions of poly domains. It is known that holomorphic
functions are important for boundary value problems and that a holomorphic function in a poly domain can be fully
determined by the values not on the whole boundary but by the values just on the characteristic boundary [17]. As
the boundary of a ball—the sphere divides the space Cn (n > 1) into two parts just like in the one variable case,
the characteristic boundary of a poly domain—the essential boundary or the Shilov boundary—divides the space Cn
(n > 1) into 2n parts and contrary to that the variables of the ball are dependent, the variables of poly domains are
independent. Thus problems for poly domains turn out to have more interesting features.
The Riemann and Riemann–Hilbert problems are closely connected and one confirms the other, at least in the case
of complex plane [1,13,21,27]. About the Riemann problem for poly disc and poly domains there are some results
in literature [3,6,14–16,19,26,28]. About the Riemann–Hilbert problem for poly domains there is nothing known,
except for the poly disc Dn [2,4]. However studies of [2,4] are just for one pair of all poly domains, for the rest
the Riemann–Hilbert problem was remained open and the connection between the Riemann and Riemann–Hilbert
problems was not studied. Only in a recent relevant paper [11] some kind of special Riemann and Riemann–Hilbert
problems for holomorphic functions were treated from a new perspective. Necessary and sufficient conditions for the
existence of finitely linearly independent solutions and finitely many solvability conditions were given. They for the
Riemann–Hilbert problem are a special subject of our consideration.
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and the Riemann–Hilbert problem. This connection has never been established and proven anywhere for higher di-
mensional space, although in the one variable case it is well established and proven [1,13]. Applying the modified
Cauchy kernel [5,25] and the results of the Riemann problem [26] we are able to present and prove the connection
between the Riemann problem and the Riemann–Hilbert problem for poly domains.
In the following sections the Riemann–Hilbert problem for poly domains is solved first, then the Riemann problem
and its main results in higher dimensional case [26] are introduced and the connection between the Riemann problem
and the Riemann–Hilbert problem for poly domains is presented and proven. The corresponding one-dimensional
problems are well studied and there are numerous results. The most important ones are [1,13,21,27].
2. The well-posed formulation of the Riemann–Hilbert problem for torus domains
In the case of unit circle in C, there is one boundary, only one inside and only one outside the domain. As it is still
the case for the unit ball Bn in Cn, for the unit poly disc the situation is quite different. The torus has more domains
than simply pure inner and pure outer domains, i.e., the torus has some domains which are neither pure inner nor pure
outer domains [24]. In C2 we have four different domains divided by the torus and we can find four holomorphic
functions in the respective domains for the given value on torus. For a given value, a holomorphic function that can
be defined in a respective torus domain has nothing in common with the holomorphic functions defined in the other
respective torus domains, except with the holomorphic function defined in the totally opposed torus domain, see [5,
25].
It is known that a given real function γ (ζ ) on ∂0Dn is not always the real part of boundary values of a harmonic
function in Dn, as it was in the one-dimensional case.
Just from this point the solvability conditions occur for the Riemann–Hilbert problem for holomorphic functions
in Dn. Therefore this kind of solvability conditions remains generally for the Riemann–Hilbert problem for holomor-
phic function of poly domain.
It is well known that there is a connection between the Riemann–Hilbert problem and the Riemann problem. For
the Riemann problem there are two kinds of formulations [26]. Thus also for the Riemann–Hilbert problem, two
different formulations can be given.
Let us denote the space of boundary values of functions, holomorphic in Dχ1,χ2 , by ∂Hχ1,χ2 and harmonic in Dχ1,χ2
by BHχ1,χ2 where χ1, χ2 ∈ {+,−}. Clearly BHχ1,χ2 = ∂Hχ1,χ2 ⊕ ∂H−χ1,−χ2 and BHχ1,χ2 = BH−χ1,−χ2 .
We need the values on ∂0D2 of functions to be at least Hölder continuous, so the corresponding holomorphic
function in Dχ1,χ2 has the same Hölder continuity in the closure of Dχ1,χ2 , due to the independence of the variables
of torus, details can be seen in [1] for the case of one dimension.
Throughout the paper we treat the problem in concern applying Fourier method in the Hölder function space.
For certain reason we need to define a set of complex-valued functions:
W(∂D,C) =
{
f
∣∣∣ f (ζ ) = +∞∑
−∞
akζ
k, ζ ∈ ∂D, ‖f ‖W :=
+∞∑
−∞
|ak| < ∞
}
which is called the one-dimensional Wiener algebra [23] and simply denoted by W 1. By the Weierstrass theorem the
Fourier series of functions from the Wiener algebra are also uniformly convergent. Because of the independence of
the variables on the Shilov boundary ∂0Dn (n > 1), we have the Wiener algebra for torus as
Wn =
{
f
∣∣∣ f (z) = +∞∑
−∞
aκζ
κ , ζ ∈ ∂0Dn, ‖f ‖Wn :=
+∞∑
−∞
|aκ | < ∞
}
.
For the sake of simplicity the Wiener algebra is applied as the function space in some cases to highlight the essence
of the higher dimensional problem without being lost in technical detail.
Our discussion on the Riemann–Hilbert problem and on the connection to the Riemann problem moreover will
not be restricted to the Wiener algebra, but only to the Hölder function space Cα(∂0Dn,C) with 0 < α < 1. However
according to the Bernstein theorem Cα(∂0Dn,C) turns out to be the Wiener algebra for α > 1/2 [18].
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functions and the Cauchy integral for poly domains were defined. For a given ϕ ∈ W(∂0Dn,R), applying the factorized
boundary values, corresponding holomorphic functions can be defined.
2.1. Formulation of the problem for Cn
Without proper notation for equations of poly domains, description of the equations would be very inconvenient
in the higher dimensional spaces. One has to find a better way of description. For this reason we apply the following
notation introduced in [5,25].
Definition. Let χ = (χ1, . . . , χn) be a multi-sign, satisfying
χ1, . . . , χn ∈ {+,−}, 0 ν  n, 1 σ1 < · · · < σν  n,
1 σν+1 < · · · < σn  n, {σ1, . . . , σn} = {1, . . . , n}, χσ1 = −, . . . , χσν = −,
χσν+1 = +, . . . , χσn = +, χ(ν) = χσ1···σν (ν),
where ν gives the number of minus (−) signs and the indices σ1, . . . , σν show the position of these minus sign
components. Obviously χ(ν) has (n − ν) plus (+) sign components at the positions σν+1, . . . , σn. In addition
χ(ν) = χσ1···σν (ν) = −χρ1···ρn−ν (n − ν) = −χ(n − ν) for 0 ν  n, and {ρ1, . . . , ρn−ν} = {1, . . . , n} \ {σ1 · · ·σν} ={σν+1 · · ·σn}, when treating χ(ν) as a vector.
For convenience we denote D−σ1 × · · · × D−σν × D+σν+1 × · · · × D+σn as Dχσ1 ···σν (ν) and D+σ1 × · · · × D+σν × D−σν+1 ×
· · · ×D−σn as D−χσ1 ···σν (ν).
Actually χσ1···σν (ν), 0 ν  n, can be understood as signs of vertices of the n-dimensional cube [−1,+1]n. In the
case n = 2 the signs (+,+), (+,−), (−,+), (−,−) correspond to the signs of the vertices (1,1), (1,−1), (−1,1),
(−1,−1) of the unit square. Therefore we denote χ∗ as the vertices of the [−1,+1]n cube, while χ represents the
respective multi-sign.
Let ϕ ∈ W(∂0Dn,R). Then ϕ can be represented as
ϕ(η) =
∑
κ∈Zn
ακη
κ, ακ = 1
(2πi)n
∫
∂0Dn
ϕ(ζ )ζ−κ dζ
ζ
, ακ = α−κ , κ ∈ Zn, (2.1)
where Z is the set of all integers. This Fourier series is absolutely and uniformly convergent to ϕ(η), η ∈ ∂0Dn, because
of ϕ ∈ W(∂0Dn,R) and it can be split into 2n parts:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
[
n∏
t=1
( +∞∑
kt=1
ζ
−kt
t + 1
)
− 1
]
α−k1,...,−kn =
∑
|κ|>0, κ∈Zn+
α−κζ−κ =: (−1)nφχ(n)(ζ ), ζ ∈ ∂0Dn,
n∏
t=1
( +∞∑
kt=1
(
ζ
χ∗t
t
)kt + δχtt
)
αχ∗1 k1,...,χ∗n kn =: (−1)νφχ(ν)(ζ ), 0 ν < n, ζ ∈ ∂0Dn,
(2.2)
where
δ
χt
t =
|χ∗t + χ∗t∗+1|
2
, 1 t  n, t∗ = t mod (n).
Remark 2.1. If the δk are treated as numbers, then there is an interesting fact
1 = |χ
∗
t+1 + 1|
2
+ |χ
∗
t+1 − 1|
2
=: δ+t + δ−t , 1 t  n − 1,
1 = |χ
∗
1 + 1|
2
+ |χ
∗
1 − 1|
2
=: δ+n + δ−n .
However throughout in our paper we interpret δh (1 h n) as components of an n-dimensional tuple. Any element
of the tuple is composed of exactly just n components, including some δk and some complex numbers at (0 k, t  n).
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other n − 1 components, together forming an element of the set of tuples.
Clearly φχ(ν)(ζ ) in (2.2) can be seen as the boundary value of a holomorphic function φχ(ν)(z) in Dχ(ν).
Uniqueness of factorization of (2.1) as (2.2) can be proven by the following lemma from [5,25].
Lemma 2.1.
n∏
t=1
(at + at + 1) + 1 =
n∏
t=1
[(
at + δ+t
)+ (at + δ−t )]= n∑
ν=0
∑
1σ1<···<σνn
1σν+1<···<σnn
ν∏
t=1
(aσt + δ−σt )
n∏
t=ν+1
(
aσt + δ+σt
)
for at ∈ C, 1 t  n, where cd{σ1, . . . , σν, σν+1, . . . , σn} = n,
χ∗σ1 = · · · = χ∗σν = −1, χ∗σν+1 = · · · = χ∗σn = +1.
By the decomposition of boundary values (2.2), an arbitrary holomorphic function φχ(ν)(z) in Dχ(ν) with boundary
values in Wn and continuous on ∂0Dn, without loss of generality, can be expressed as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
n∏
t=1
( +∞∑
kt=1
(z
kt
t )
χ∗t + δχtt
)
αχ∗1 k1,...,χ∗n kn =: (−1)νφχ(ν)(z), 0 ν < n, z ∈ Dχ(ν),[
n∏
t=1
( +∞∑
kt=1
z
−kt
t + 1
)
− 1
]
α−k1,...,−kn =: (−1)nφχ(n)(z), z ∈ D−n,
(2.3)
and they converge absolutely and uniformly even on ∂0Dn [5,25].
Thus for ϕ ∈ Cα(∂0Dn,C) with 0 < α < 1, instead of ϕ ∈ W(∂0Dn,C), the Cauchy integral can be defined as
φχ(ν)(z) = 1
(2πi)n
∫
∂0Dn
ϕ(ζ )C(z, ζ )
dζ
ζ
, (2.4)
where
C(z, ζ ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(−1)ν∏nk=1[ (zkζ−1k )χ∗k1−(zkζ−1k )χ∗k + δχkk ], 0 ν  n − 1, z ∈ Dχ(ν),
(−1)n[ z
z−ζ − 1], ν = n, z ∈ D−n,
ζ
ζ−z , z ∈ ∂0Dn.
Obviously by the decomposition of boundary values (2.2) all the corresponding holomorphic functions can be repre-
sented as (2.4). We call (2.4) the Cauchy integral for poly domains.
The holomorphic functions defined by (2.3) can be obtained from (2.4) in the corresponding poly domains and
their boundary values (2.2) can also be given by φχ(ν)(ζ ) := limz→ζ∈∂0Dn, z∈Dχ(ν) φ(z).
Interestingly
n∏
t=1
(
a
χt
t + δχtt
)= n∏
t=1
(
a
−χt
t + δχtt
)
.
If ϕ(η) is real and ϕ(0) = 0, then
(−1)νφχ(ν)(ζ ) :=
n∏
t=1
( +∞∑
kt=1
(
ζ
kt
t
)χ∗t + δχtt ,
)
αχ∗1 k1,...,χ∗n kn
=
n∏( +∞∑(
ζ
kt
t
)−χ∗t + δχtt
)
α−χ∗1 k1,...,−χ∗n kn = (−1)νφ−χ(ν)(ζ ), ζ ∈ ∂0Dn, 0 ν  n,t=1 kt=1
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turns out to be very useful for solving the Riemann problem [26] as well as for proving the connection between the
Riemann and the Riemann–Hilbert problems in the sequel.
For certain purpose we give some equivalent forms of a property of holomorphic functions of the unit disc.
Lemma 2.2. Let
f
(
ζχ
∗)= ∞∑
k=1
fχ∗kζ
χ∗k + δχf0 ∈Hχ , ζ ∈ ∂D.
Assume K ∈ Z and K < 0. Then
f
(
zχ
∗)= 1
2πi
∫
∂D
f
(
ζχ
∗)[ (zζ−1)χ∗
1 − (zζ−1)χ∗ + δ
χ
]
dζ
ζ
, z ∈ Dχ ,
and for δχ ∈ {0,1} the following are equivalent:
• ζχ∗Kf (ζχ∗)= F (ζχ∗) ∈Hχ ,
• fχ∗k = 0 for 1 − δχ  k −K − δχ ,
• f (zχ∗)= 1
2πi
∫
∂D
f
(
ζχ
∗)(
zζ−1
)−χ∗K[ (zζ−1)χ∗
1 − (zζ−1)χ∗ + δ
χ
]
dζ
ζ
, z ∈ Dχ .
For proving some of our results, we need to apply the following theorem from [5,25].
Lemma 2.3. Let the function γ ∈ Cα(∂0Dn;R) with 0 < α < 1, satisfy for a given index ν ∈ {0,1, . . . , n}, 1 σ1 
· · · σν  n, the following condition
γ (ζ ) ∈ BHχσ1 ···σν (ν). (2.5)
Then
φχ(0)(z) = 1
(2πi)n
∫
∂0Dn
γ (ζ )
[
2
1
1 − z/ζ − 1
]
dζ
ζ
+ iC1, z ∈ Dn, (2.6)
φχ(n)(z) = 1
(2πi)n
∫
∂0Dn
2γ (ζ )
[
1
1 − ζ/z − 1
]
dζ
ζ
, z ∈ (D−)n, (2.7)
φχσ1 ···σν (ν)(z) = 1
(2πi)n
∫
∂0Dn
2γ (ζ )
n∏
k=1
(
(zkζ
−1
k )
χ∗k
1 − (zkζ−1k )χ
∗
k
+ δχkk
)
dζ
ζ
, z ∈ Dχσ1 ···σν (ν), 0 < ν < n, (2.8)
are holomorphic functions in corresponding poly domains with arbitrary real C1 and satisfy
Reφ±χσ1 ···σν (ν)(ζ ) = γ (ζ ), ζ ∈ ∂0Dn. (2.9)
The condition (2.5) is not only sufficient but also necessary.
Due to our detailed discussion in the previous subsection we introduce here two kinds of essentially different
formulations of the problem for the torus (n  2) not much going into details. In the following we formulate the
Riemann–Hilbert problem for the whole space and for a given poly domain respectively.
A formulation for the whole space Cn with general coefficient can be the following.
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|λχσ1 ···σν (ν)g (ζ )| = 1 on ζ ∈ ∂0Dn. Find a function φχσ1 ···σν (ν)(ζ ), holomorphic in Dχσ1 ···σν (ν) for 0 ν  [n2 ], 1 σ1 · · · σν  n, such that∑
χ(ν)
Re
{
λ
χσ1···σν (ν)
g (ζ )φ
χσ1 ···σν (ν)(ζ )
}= ϕ(ζ ), ζ ∈ ∂0Dn. (2.10)
It is again easy to verify that for every 0 ν  n, 1 σ1  · · · σν  n, it is necessary for the problem to satisfy
solvability condition
λ
χσ1 ···σν (ν)
g (ζ ) ∈ BHχσ1 ···σν (ν). (2.11)
Since φχσ1 ···σν (ν)(ζ ) ∈ BHχσ1 ···σν (ν), the left-hand side of (2.10) can be seen as direct sum of BHχσ1 ···σν (ν) for
0  ν  [n2 ], 1  σ1  · · ·  σν  n. Thus if the right-hand side is properly decomposed, then Eq. (2.10) becomes
actually a sum of 2n−1 independent single equations, i.e., by projecting both sides of Eq. (2.10) with the corresponding
function spaces BHχσ1 ···σν (ν) we have 2n−1 independent single equations on torus. Therefore the problem (RH(Ig))
for the whole space can be equivalently reformulated as the Riemann–Hilbert problem with general coefficient for
a given poly domain Dχσ1 ···σν (ν) in the following.
The Riemann–Hilbert problem (RH(Πg)). Let λχσ1 ···σν (ν)g (ζ ) ∈ Cα(∂0Dn,C), ϕ ∈ Cα(∂0Dn,R), 0 < α < 1, with
|λχσ1 ···σν (ν)g (ζ )| = 1 on ζ ∈ ∂0Dn. Find a function φχσ1 ···σν (ν)(ζ ), holomorphic in Dχσ1 ···σν (ν) for 0 ν  [n2 ], 1 σ1 · · · σν  n, such that
Re
{
λ
χσ1···σν (ν)
g (ζ )φ
χσ1 ···σν (ν)(ζ )
}= ϕχσ1 ···σν (ν)s (ζ ), ζ ∈ ∂0Dn, (2.12)
where ϕχσ1 ···σν (ν)s (ζ ) :=PBHχσ1 ···σν (ν)[ϕ(ζ )] andPBHχσ1 ···σν (ν)[ϕ(ζ )] is the projection of ϕ(ζ ) on the space BHχσ1 ···σν (ν).
The starting point or subject of this formulation is the single space of boundary values of harmonic functions on
a pair of poly domains but not a single variable as it was the case for considerations about the Riemann problem for
poly domains [3,14–16,19], only exceptions are [2,26] and [4]. In [2,4] the Riemann–Hilbert problem was considered
for a single poly disc Dn. Results for D−n can be achieved similarly.
However the formulation (RH(Ig)) is not well-posed if (2.11) is not satisfied. So we prefer a more better formula-
tion, i.e., a well-posed one for the whole space.
The Riemann–Hilbert problem (RH(Ip)). Let λ ∈ Cα(∂0Dn,C), ϕ ∈ Cα(∂0Dn,R) with 0 < α < 1. Find a function
φχσ1 ···σν (ν)(ζ ), holomorphic in Dχσ1 ···σν (ν), for 0 ν  [n2 ], 1 σ1  · · · σν  n, such that∑
χ(ν)
Re
{
λ
χσ1···σν (ν)
s (ζ )φ
χσ1 ···σν (ν)(ζ )
}= ϕ(ζ ), ζ ∈ ∂0Dn, (2.13)
where λχσ1 ···σν (ν)s (ζ ) :=PBHχσ1 ···σν (ν)[λ(ζ )] and |λ
χσ1 ···σν (ν)
s (ζ )| = 1 on ζ ∈ ∂0Dn.
Now every function in Eq. (2.13) belongs to the same space BHχσ1 ···σν (ν) which is actually the necessary condition
for solvability of (2.13). This condition is automatically satisfied in the one variable case. Thus for solving Eq. (2.13)
we do not need any restrictions and this means we got a well-posed formulation of the Riemann–Hilbert problem for
true higher dimensional torus.
By projecting respective function spaces BHχσ1 ···σν (ν) the problem (2.13) can be reduced to
The Riemann–Hilbert problem (RH(Πp)). Let λ ∈ Cα(∂0Dn,C), ϕ ∈ Cα(∂0Dn,R) with 0 < α < 1. Find a func-
tion φχσ1 ···σν (ν)(ζ ), holomorphic in Dχσ1 ···σν (ν) for the given ν and σ1 · · ·σν such that
Re
{
λ
χσ1···σν (ν)
s (ζ )φ
χσ1 ···σν (ν)(ζ )
}= ϕχσ1 ···σν (ν)s (ζ ), ζ ∈ ∂0Dn, (2.14)
where ϕχσ1 ···σν (ν)s (ζ ) := P χσ1 ···σν (ν)[ϕ(ζ )], λ
χσ1 ···σν (ν)
s (ζ ) :=P χσ1 ···σν (ν)[λ(ζ )] and |λ
χσ1 ···σν (ν)
s (ζ )| = 1 on ζ ∈ ∂0Dn.BH BH
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Theorem 1.1 are replaced by their projections PBHχσ1 ···σν (ν)[λ(ζ )] and PBHχσ1 ···σν (ν)[ϕ(ζ )], Eq. (1.1) becomes (2.14)
and Theorem 1.1 is valid for projected functions. So proving Theorem 1.1 for (2.14) is indeed sufficient for all other
cases.
3. Solution of the problem
Lemma 3.1. The general solution to the special Riemann–Hilbert problem for functions, holomorphic in Dχσ1 ···σν (ν)
of the form
Re
{
ζK(χσ1 ···σν (ν))ϕχσ1 ···σν (ν)(ζ )
}= 0, ζ ∈ ∂0Dn, (3.1)
for multi-index K(χσ1···σν (ν)) = (−Kσ1 , . . . ,−Kσν ,Kσν+1, . . . ,Kσn), 0Kσν , 0 ν  n, is
ϕχσ1 ···σν (ν)(z) =
2Kσ1∑
μσ1=0
· · ·
2Kσν∑
μσν =0
2Kσν+1∑
μσν+1=0
· · ·
2Kσn∑
μσn=0
αμz
−μσ1
σ1 · · · z−μσνσν z
μσν+1
σν+1 · · · zμσnσn
=: Pχσ1 ···σν (ν)2K+(χσ1 ···σν (ν))(z) with αμ + α[2K+(χσ1 ···σν (ν))−μ] = 0, 0 μ 2K
+(χσ1···σν (ν)), (3.2)
where K+(χσ1···σν (ν)) = (Kσ1 , . . . ,Kσν ,Kσν+1 , . . . ,Kσn).
The lemma becomes actually Lemma 5.16 in [4] for ν = 0. The proof for ν = 0 is trivial, so is omitted.
The following is the proof of Theorem 1.1.
Proof. Due to (1.2) the function γ χσ1 ···σν (ν)(ζ ) is a holomorphic function in Dχσ1 ···σν (ν) satisfying
Reγ χσ1···σν (ν)(ζ ) = arg{ζ−K(χσ1 ···σν (ν))λχσ1 ···σν (ν)s (ζ )} for ζ ∈ ∂0Dn.
Therefore on ∂0Dn
e−iγ
χσ1 ···σν (ν)(ζ ) = eImγ χσ1 ···σν (ν)(ζ )−i argλ
χσ1 ···σν (ν)
s (ζ )+iK(χσ1 ···σν (ν)) arg ζ
= λχσ1···σν (ν)s (ζ ) ζK(χσ1 ···σν (ν))eImγ
χσ1 ···σν (ν)(ζ )
and for a solution φχσ1 ···σν (ν)(ζ ) to (2.14) we have
Re
{
ζ K(χσ1 ···σν (ν))e−iγ
χσ1 ···σν (ν)(ζ )φχσ1 ···σν (ν)(ζ )
}= eImγ χσ1 ···σν (ν)(ζ ) Re{λχσ1 ···σν (ν)s (ζ )φχσ1 ···σν (ν)(ζ )}
= eImγ χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)s (ζ ) =: ϕ˜χσ1 ···σν (ν)s (ζ ). (3.3)
Under condition (1.3) on eImγ χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)s (ζ ), the function ψχσ1···σν (ν) is a solution to the Schwarz problem
Re
{
ψχσ1 ···σν (ν)(ζ )
}= eImγ χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)s (ζ ), ζ ∈ ∂0Dn,
and according to Lemma 2.3, the function ψχσ1 ···σν (ν) can be represented by (1.8). Therefore in the case μ = λ = 0
holomorphic function φχσ1 ···σν (ν)(z) − zK(χσ1 ···σν (ν))ψχσ1 ···σν (ν)(z) satisfies the special homogeneous Riemann–Hilbert
condition
Re
{
ζK(χσ1 ···σν (ν))
(
φχσ1 ···σν (ν)(ζ ) − ζK(χσ1 ···σν (ν))ψχσ1 ···σν (ν)(ζ ))}= 0, ζ ∈ ∂0Dn,
so by Lemma 3.1 the solution to (2.14) can be given by (1.7) in this case.
In the case 0 μ + λ n, for a holomorphic solution φχσ1 ···σν (ν)(ζ ) to (2.14), the function
φ˜χσ1 ···σν (ν)(z) := zKσ1σ1 · · · z
Kσμ
σμ z
−Kσν+1
σν+1 · · · z
−Kσν+λ
σν+λ φ
χσ1 ···σν (ν)(z)
is holomorphic in Dχσ1 ···σν (ν). Hence, φ˜χσ1 ···σν (ν) satisfies the Riemann–Hilbert condition
Re
{
ζ K˜(χσ1 ···σν (ν))φ˜χσ1 ···σν (ν)(ζ )
}= eImγ χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)s (ζ ), ζ ∈ ∂0Dn,
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K˜σν+1 = · · · = K˜σν+λ = 0  K˜στ = Kστ for ν + λ + 1  τ  n. So the problem is reduced to the first case of the
theorem. Since solvability conditions (1.2), (1.3) are satisfied, we have
φ˜χσ1 ···σν (ν)(z) = eiγ χσ1 ···σν (ν)(z)[zK˜(χσ1 ···σν (ν))ψχσ1 ···σν (ν)(z) + Pχσ1 ···σν (ν)2K˜+(χσ1 ···σν (ν))(z)] (3.4)
with arbitrary complex constants ακ , 0 κ+  2K˜+(χσ1···σν (ν)), coefficients of polynomial P
χσ1 ···σν (ν)
2K˜(χσ1 ···σν (ν))
(z) satis-
fying
ακ + α[2K˜(χσ1 ···σν (ν))−κ] = 0 for 0 κ
+  K˜+
(
χσ1···σν (ν)
)
,
where ψχσ1 ···σν (ν) is given by (1.8). Thus we have now
φχσ1 ···σν (ν)(z) = eiγ χσ1 ···σν (ν)(z)[zK(χσ1 ···σν (ν))ψχσ1 ···σν (ν)(z)
+ z−Kσ1σ1 · · · z
−Kσμ
σμ z
Kσν+1
σν+1 · · · z
Kσν+λ
σν+λ P
χσ1 ···σν (ν)
2K˜+(χσ1 ···σν (ν))
(z)
]
. (3.5)
Due to Kσρ  0 for 1  ρ  μ  ν and for ν + 1  ρ  ν + λ  n the function φχσ1 ···σν (ν) is holomorphic if and
only if ακ = 0 for 0  κ+  2K˜+(χσ1···σν (ν)) and z
Kσ1
σ1 · · · z
Kσμ
σμ z
Kσν+1
σν+1 · · · z
Kσν+λ
σν+λ ψ
χσ1 ···σν (ν)(z) is holomorphic at
zσρ = ∞ for 1  ρ  μ  ν and at zστ = 0 for ν + 1  τ  ν + λ  n. This means ψχσ1 ···σν (ν)(z) cannot be an
ordinary holomorphic function in Dχσ1 ···σν (ν) but a special one which has no low order terms up to a polynomial de-
gree |Kσ1 |, . . . , |Kσμ |, |Kσν+1 |, . . . , |Kσν+λ |, in other words, by Lemma 2.2 this means that for the variable ζσt with
1 t  μ, we have
1
2πi
∫
∂Dσt
eImγ
χ(ν)(...,ζσt ,...)ϕχ(ν)s (. . . , ζσt , . . .)
(
z−1σt ζσt
1 − z−1σt ζσt
+ δχσtσt
)
dζσt
ζσt
= 1
2πi
∫
∂Dσt
eImγ
χ(ν)(...,ζσt ,...)ϕχ(ν)s (. . . , ζσt , . . .)
(
z−1σt ζσt
)|Kσt |( z−1σt ζσt
1 − z−1σt ζσt
+ δχσtσt
)
dζσt
ζσt
and for the variable ζσt with ν + 1 t  ν + λ, we get
1
2πi
∫
∂Dσt
eImγ
χ(ν)(...,ζσt ,...)ϕχ(ν)s (. . . , ζσt , . . .)
(
zσt ζ
−1
σt
1 − zσt ζ−1σt
+ δχσtσt
)
dζσt
ζσt
= 1
2πi
∫
∂Dσt
eImγ
χ(ν)(...,ζσt ,...)ϕχ(ν)s (. . . , ζσt , . . .)
(
zσt ζ
−1
σt
)|Kσt |( zσt ζ−1σt
1 − zσt ζ−1σt
+ δχσtσt
)
dζσt
ζσt
.
Thus ψχσ1···σν (ν)(z) is holomorphic if
ψχσ1 ···σν (ν)(z) = 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕ
χσ1 ···σν (ν)
s (ζ )
×
μ∏
ρ=1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
)
×
ν+λ∏
τ=ν+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
)
dζ
ζ
= 2
(2πi)n
∫
n
eImγ
χσ1 ···σν (ν)(ζ )ϕ
χσ1 ···σν (ν)
s (ζ )∂0D
716 A. Mohammed / J. Math. Anal. Appl. 343 (2008) 706–723×
μ∏
ρ=1
(
z−1σρ ζσρ
)−Kσρ( z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
)
×
ν+λ∏
τ=ν+1
(
zσρ ζ
−1
σρ
)−Kσρ( zστ ζ−1στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
)
dζ
ζ
holds, and it holds if condition (1.6) is satisfied. Therefore
φχσ1 ···σν (ν)(z) = eiγ χσ1 ···σν (ν)(z)
ν∏
ρ=μ+1
z
−Kσρ
σρ
n∏
τ=μ+λ+1
z
Kστ
στ
× 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕ
χσ1 ···σν (ν)
s (ζ )
μ∏
ρ=1
ζ
−Kσρ
σρ
ν+λ∏
τ=ν+1
ζ
Kσρ
σρ
×
μ∏
ρ=1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
)
×
ν+λ∏
τ=ν+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
)
dζ
ζ
.
This is (1.9). 
The corresponding homogeneous problem is only trivially solvable.
4. The Riemann problem
4.1. The formulation of the Riemann problem
We introduce here only two different formulations of the Riemann problem with projection coefficient and its main
result, details can be found in [26].
The Riemann problem RI(p) (with projection coefficient). Let G,g ∈ Cα(∂0Dn,C), 0 < α < 1. Find holomorphic
functions φχ(ν)(ζ ) in Dχ(ν), 0 ν  n, such that∑
χ(ν)
Gχ(ν)(ζ )φχ(ν)(ζ ) = g(ζ ), ζ ∈ ∂0Dn, (4.1)
where Gχ(ν)(ζ ) =PBHχ(ν)[G(ζ)] with Gχ(ν)(ζ ) = 0, ζ ∈ ∂0Dn.
The Riemann problem RII(p) (with projection coefficient). Let G,g ∈ Cα(∂0Dn,C), 0 < α < 1. For a fixed
0 ν  n, find functions φχ(ν), φ−χ(ν) holomorphic in Dχ(ν), D−χ(ν) respectively, such that
φχ(ν)(ζ ) + φ−χ(ν)(ζ )Gχ(ν)(ζ ) = gχ(ν)(ζ ), ζ ∈ ∂0Dn, (4.2)
where Gχ(ν)(ζ ) =PBHχ(ν)[G(ζ)] with Gχ(ν)(ζ ) = 0, ζ ∈ ∂0Dn, and gχ(ν)(ζ ) =PBHχ(ν)[g(ζ )].
Now every function in Eq. (4.2) belongs to the same space BHχ(ν) just like in the one variable case. Thus for
solving Eq. (4.2) we do not need any restrictions.
4.2. The homogeneous Riemann problem
Lemma 4.1. The homogeneous problem (4.2) with gχ(ν) = 0 is nontrivially solvable if and only if
sign
[
K
(
χ(ν)
)]= χ(ν) (4.3)
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the same as the sign of the index K(χ(ν)), where
Kσi :=
∣∣∣∣ 1(2πi)
∫
∂Dσi
d log
(−Gχ(ν)(ζ ))∣∣∣∣ ∈ N∪ {0}.
For K(χ(ν)), which satisfies (4.3), the homogeneous problem (4.2) with gχ(ν) = 0 has |K(χ(ν))| + 1 linearly inde-
pendent solutions⎧⎨⎩φχ(ν)(z) = z
−kσ1
σ1 · · · z−kσνσν z
kσν+1
σν+1 · · · zkσnσn eγ χ(ν)(z), z ∈ Dχ(ν),
φ−χ(ν)(z) = zKσ1−kσ1σ1 · · · zKσν −kσνσν z
kσν+1−Kσν+1
σν+1 · · · zkσn−Kσnσn eγ−χ(ν)(z), z ∈ D−χ(ν),
(4.4)
where 0 kστ Kστ , 1 τ  n, and
γ±χ(ν)(z) := 1
(2πi)n
∫
∂0Dn
log
{
ζ−K(χ(ν))
(−Gχ(ν)(ζ ))}C(ζ, z)dζ
ζ
, z ∈ D±χ(ν).
The simple canonical function of the Riemann problem is{
X
χ(ν)
0 (z) = eγ
χ(ν)(z), z ∈ Dχ(ν),
X
−χ(ν)
0 (z) = eγ
−χ(ν)(z), z ∈ D−χ(ν),
(4.5)
and the general solution to the homogeneous problem is⎧⎨⎩φ
χ(ν)(z) = Pχ(ν)
K+(χ(ν))(z)X
χ(ν)
0 (z), z ∈ Dχ(ν),
φ−χ(ν)(z) = P−χ(ν)
K+(χ(ν))(z)X
−χ(ν)
0 (z), z ∈ D−χ(ν),
(4.6)
where Pχ(ν)
K+(χ(ν))(z) is a polynomial of z ∈ Dχ(ν) with degree up to K+(χ(ν)) with arbitrary coefficients and
K+(χ(ν)) = (Kσ1 , . . . ,Kσν ,Kσν+1, . . . ,Kσn).
Remark 4.1. There is an equivalent, more classical but less straightforward formulation of (4.5)–(4.6) as follows.
The canonical function is{
Xχ(ν)(z) = eγ χ(ν)(z), z ∈ Dχ(ν),
X−χ(ν)(z) = z−K(χ(ν))eγ−χ(ν)(z), z ∈ D−χ(ν).
(4.7)
The general solution to the homogeneous problem is{
φχ(ν)(z) = PK(χ(ν))(z)Xχ(ν)(z), z ∈ Dχ(ν),
φ−χ(ν)(z) = PK(χ(ν))(z)X−χ(ν)(z), z ∈ D−χ(ν), (4.8)
where PK(χ(ν))(z) is a polynomial of z ∈ Dχ(ν) = D−σ1 ×· · ·×D−σν ×D+σν+1 ×· · ·×D+σn with degree up to Kχ(ν) with
arbitrary coefficients.
4.3. The inhomogeneous Riemann problem
Lemma 4.2. If the sign of the index [K(χ(ν))] of Gχ(ν)(ζ ) in (4.2) is exactly the same as χ(ν), the solution to the
problem can be given by
φ±χ(ν)(z) = X±χ(ν)(z)[ψ±χ(ν)(z) + P±χ(ν)
K+(χ(ν))(z)
]
, z ∈ D±χ(ν). (4.9)
If the sign [K(χ(ν))] has τ + μ (0  τ  ν, 0  μ n − ν, 0 < μ + τ) opposite components compared with χ(ν)
(i.e., Kσi < 0 (1  i  τ), Kσj < 0 (ν + 1  j  ν + μ) and the remaining Kσi ’s are nonnegative), the solvability
condition
1
(2πi)n
∫
n
gχ(ν)(ζ )
Xχ(ν)(ζ )
τ∏
α=1
ζ
kσα
σα
ν∏
β=τ+1
ζ
kσβ
σβ
ν+μ∏
j=ν+1
ζ
kσj
σj
n∏
θ=ν+μ+1
ζ
kσθ
σθ
dζ
ζ
= 0 (4.10)∂0D
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0 kσα −Kσα (1 α  τ), 0 kσj −Kσj (ν + 1 j  ν + μ),
0
τ∑
α=1
kσα +
ν+μ∑
j=ν+1
kσj −
τ∑
α=1
Kσα −
ν+μ∑
j=ν+1
Kσj − 1, kσβ , kσθ ∈ Z+,
must be satisfied. Then the solution is
φ±χ(ν)(z) = X±χ(ν)(z)ψ±χ(ν)(z), z ∈ D±χ(ν), (4.11)
where
ψ±χ(ν)(z) = 1
(2πi)n
∫
∂0Dn
[
gχ(ν)(ζ )
/
Xχ(ν)(ζ )
]
C(ζ, z)
dζ
ζ
, z ∈ D±χ(ν). (4.12)
Remark 4.2. Condition (4.10) can be represented as[
gχ(ν)(ζ )
/
Xχ(ν)(ζ )
] ∈ ζKσ1σ1 · · · ζKστστ ζ−Kσν+1σν+1 · · · ζ−Kσν+μσν+μ BHχσ1 ···σν (ν). (4.13)
5. The connection
We have mentioned that for holomorphic functions defined by the modified Cauchy kernel (2.4) the relationship
(−1)νφχ(ν)(ζ ) = (−1)νφ−χ(ν)(ζ ), ζ ∈ ∂0Dn, 0 ν  n,
holds for ϕ(η) real on ∂0Dn and ϕ(0) = 0 (without ϕ(0) = 0 we have one free parameter to fix). Therefore with the
transformation from (4.2) to (2.14) we do not need to impose any restriction on the form of holomorphic functions,
i.e., we do not need to exclude some branches of holomorphic functions to get the transformation as is done in the
literature so far when establishing the connection in question.
Proof of Theorem 1.2. We prove the connection in two cases. Let K(χ(ν)) := indλχ(ν)(ζ ), then indGχ(ν)(ζ ) =
2K(χ(ν)).
5.1. The case sign[K(χ(ν))] = sign[χ(ν)]
In this case K(χ(ν)) = (−Kσ1, . . . ,−Kσν ,Kσν+1, . . . ,Kσn) and Kστ  0 for 1 τ  n. So the solution to (4.2) is
φχ(ν)(z) = Xχ(ν)(z)[ψχ(ν)(z) + Pχ(ν)2K+(χ(ν))(z)], z ∈ Dχ(ν),
where ψ±χ(ν)(z) defined as in (4.12) and
Xχ(ν)(z) = exp 1
(2πi)n
∫
∂0Dn
log
{
ζ−2K(χ(ν))
(−Gχ(ν)(ζ ))}C(ζ, z)dζ
ζ
, z ∈ Dχ(ν).
So for z ∈ Dχ(ν),
Xχ(ν)(z) = exp 1
(2πi)n
∫
∂0Dn
log
{
ζ−2K(χ(ν))
[
λχ(ν)(ζ )
λχ(ν)(ζ )
]}
C(ζ, z)
dζ
ζ
= exp i
(2πi)n
∫
∂0Dn
2
{
argλχ(ν)(ζ ) − K(χ(ν)) · arg ζ}C(ζ, z)dζ
ζ
= exp i
(2πi)n
∫
n
arg
{
ζ−K(χ(ν))λχ(ν)(ζ )
}
2C(ζ, z)
dζ
ζ
= exp{iγ χ(ν)(z)}∂0D
A. Mohammed / J. Math. Anal. Appl. 343 (2008) 706–723 719with
γ χ(ν)(z) = 1
(2πi)n
∫
∂0Dn
arg
{
ζ−K(χ(ν))λχ(ν)(ζ )
}
2C(ζ, z)
dζ
ζ
, z ∈ Dχ(ν).
Since |ζ | = 1 and |λχ(ν)(ζ )| = 1 for ζ ∈ ∂0Dn, we have
λχ(ν)(ζ )eiγ
χ(ν)(ζ ) = λχ(ν)(ζ )ei Re{γ χ(ν)(ζ )}−Im{γ χ(ν)(ζ )}
= λχ(ν)(ζ )ei{arg ζ−K(χ(ν))+argλχ(ν)(ζ )}−Im{γ χ(ν)(ζ )} = ζ−K(χ(ν))e− Im{γ χ(ν)(ζ )}.
Thus for z ∈ Dn,
φχ(ν)(z) = eiγ χ(ν)(z)
{
1
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}ζK(χ(ν))C(ζ, z)dζ
ζ
+ Pχ(ν)2K+(χ(ν))(z)
}
.
However,
1
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}ζK(χ(ν))C(ζ, z)dζ
ζ
= 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)(ζ )
ν∏
ρ=1
ζ
−Kσρ
σρ
n∏
τ=ν+1
ζ
Kστ
στ
×
ν∏
ρ=1
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) n∏
τ=ν+1
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
)
dζ
ζ
and for |zσρ | > 1, we have
ζ
−Kσρ
σρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
=
⎧⎪⎪⎨⎪⎪⎩
z
−Kσρ
σρ
[ z−1σρ ζσρ
1−z−1σρ ζσρ
]+∑Kσρkσρ =1 z−kσρσρ ζ−(Kσρ −kσρ )σρ if δχσρσρ = 0,
z
−Kσρ
σρ
[ z−1σρ ζσρ
1−z−1σρ ζσρ
+ 1]+∑Kσρ −1kσρ =0 z−kσρσρ ζ−(Kσρ −kσρ )σρ if δχσρσρ = 1
=
⎧⎪⎪⎨⎪⎪⎩
z
−Kσρ
σρ
[ z−1σρ ζσρ
1−z−1σρ ζσρ
]+ PKσρ ,Kσρ −1(z−σρ , ζ−σρ ) if δχσρσρ = 0,
z
−Kσρ
σρ
[ z−1σρ ζσρ
1−z−1σρ ζσρ
+ 1]+ PKσρ −1,Kσρ (z−σρ , ζ−σρ ) if δχσρσρ = 1
=: z−Kσρσρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
+ PKσρ (z−σρ , ζ−σρ ).
Similarly for |zστ | < 1, we have
ζ
Kστ
στ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
=: zKστστ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
+ PKστ (zστ , ζστ ).
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1
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}ζK(χ(ν))C(ζ, z)dζ
ζ
= 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)(ζ )
ν∏
ρ=1
{
z
−Kσρ
σρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
+ PKσρ (z−σρ , ζ−σρ )
}
×
n∏
τ=ν+1
{
z
Kστ
στ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
+ PKστ (zστ , ζστ )
}
.
Applying the simple fact, Lemma 1 in [5],
n∏
t=1
(at + bt ) =
n∑
t=0
∑
1λ1<···<λtn
1λt+1<···<λnn
aλ1 · · ·aλt bλt+1 · · ·bλn, for at , bt ∈ C, 1 t  n,
and denoting
ν∏
ρ=1
{
z
−Kσρ
σρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
+ PKσρ (z−σρ , ζ−σρ )
} n∏
τ=ν+1
{
z
Kστ
στ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
+ PKστ (zστ , ζστ )
}
=:
ν∏
ρ=1
[
S−σρ (ζσρ ) + P−σρ (ζ−σρ )
] n∏
τ=ν+1
[
S+στ (ζ
−
στ
) + P+στ (ζστ )
] := Fχ(ν)(z, ζ )
we have
Fχ(ν)(z, ζ ) =
[
ν∑
t=0
∑
1λ1<···<λtν
1λt+1<···<λνν
t∏
i=1
S−σλi (ζσλi )
ν∏
j=t+1
P−σλj (ζ
−
σλj
)
]
×
[
n∑
s=ν
∑
ν+1τν+1<···<τsn
ν+1τs+1<···<τnn
s∏
t=ν+1
S+στt (ζ
−
στt
)
n∏
=s+1
Pστ (ζστ )
]
=
ν∏
i=1
S−σi (ζσi )
n∏
t=ν+1
S+στt (ζ
−
στt
) +
ν∏
j=1
P−σλj (ζ
−
σλj
)
n∏
=ν+1
Pστ (ζστ )
+
ν∏
i=1
S−σi (ζσi )
[
n−1∑
s=ν
∑
ν+1τν+1<···<τsn
ν+1τs+1<···<τnn
s∏
t=ν+1
S+στt (ζ
−
στt
)
n∏
=s+1
Pστ (ζστ )
]
+
ν∏
j=1
P−σj (ζ
−
σj
)
[
n∑
s=ν+1
∑
ν+1τν+1<···<τsn
ν+1τs+1<···<τnn
s∏
t=ν+1
S+στt (ζ
−
στt
)
n∏
=s+1
Pστ (ζστ )
]
+
[
ν−1∑
t=1
∑
1λ1<···<λtν
1λt+1<···<λνν
t∏
i=1
S−σλi (ζσλi )
ν∏
j=t+1
P−σλj (ζ
−
σλj
)
]
×
[
n∑
s=ν
∑
ν+1τν+1<···<τsn
ν+1τ <···<τ n
s∏
t=ν+1
S+στt (ζ
−
στt
)
n∏
=s+1
Pστ (ζστ )
]
.s+1 n
A. Mohammed / J. Math. Anal. Appl. 343 (2008) 706–723 721Since eImγ χ(ν)(ζ )ϕχ(ν)(ζ ) ∈ BHχ(ν) we have eImγ χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)(ζ ) = hχσ1 ···σν (ν)1 (ζ ) + h
−χσ1 ···σν (ν)
2 (ζ ) with
h
χσ1 ···σν (ν)
1 (ζ ) ∈ ∂Hχσ1 ···σν (ν) and h
−χσ1 ···σν (ν)
2 (ζ ) ∈ ∂H−χσ1 ···σν (ν). Now by the Cauchy theorem we can easily verify
that
1
(2πi)
∫
∂Dστ
h
χσ1 ···σν (ν)
1 (. . . , ζστ , . . .)Pστ (ζστ )
dζστ
ζστ
= 0, ν + 1 τ  n,
1
(2πi)
∫
∂Dσj
h
χσ1 ···σν (ν)
1 (. . . , ζσj , . . .)P
−
σj
(ζ−σj )
dζσj
ζσj
= 0, 1 j  ν,
1
(2πi)
∫
∂Dσλj
h
χσ1 ···σν (ν)
1 (. . . , ζσλj , . . .)P
−
σλj
(ζ−σλj )
dζλj
ζλj
= 0, 1 λj  ν,
1
2πi
∫
∂Dσi
h
−χσ1 ···σν (ν)
2 (. . . , ζσi , . . .)S
−
σi
(ζσi )
dζσi
ζσi
= 0, 1 i  ν,
1
2πi
∫
∂Dστν+1
h
−χσ1 ···σν (ν)
2 (. . . , ζστν+1 , . . .)S
+
στν+1
(ζ−στν+1 )
dζστν+1
ζστν+1
= 0, ν + 1 τν+1  n,
1
2πi
∫
∂Dσλi
h
−χσ1 ···σν (ν)
2 (. . . , ζσλj , . . .)S
−
σλi
(ζσλi
)
dζσλi
ζσλi
= 0, 1 λi  ν.
This means
1
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}ζK(χ(ν))C(ζ, z)dζ
ζ
= 2
(2πi)n
∫
∂0Dn
eImγ
χ(ν)(ζ )ϕχ(ν)(ζ )
{
ν∏
i=1
S−σi (ζσi )
n∏
t=ν+1
S+στt (ζ
−
στt
) +
ν∏
j=1
P−σλj (ζ
−
σλj
)
n∏
=ν+1
Pστ (ζστ )
}
dζ
ζ
= 2
(2πi)n
∫
∂0Dn
eImγ
χσ1 ···σν (ν)(ζ )ϕχσ1 ···σν (ν)(ζ )zK(χ(ν))C(z, ζ )
dζ
ζ
+ P˜K(χ(ν))(z),
where P˜K(χ(ν))(z) is a polynomial of degree at most K(χ(ν)) in z ∈ Dχ(ν) and its coefficients depend only on
eImγ
χ(ν)(ζ )ϕχ(ν)(ζ ).
Thus for z ∈ Dχ(ν) we get
φχ(ν)(z) = eiγ χ(ν)(z)
{
2
(2πi)n
∫
∂0Dn
ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}zK(χ(ν))C(ζ, z)dζ
ζ
+ zK(χ(ν))QK(χ(ν))(z)
}
where QK(χ(ν))(z) has the form
QK(χ(ν))(z) =
K+(χ(ν))∑
κ+(χ(ν))=0
{
cκ(χ(ν))z
κ(χ(ν)) + c−κ(χ(ν))z−κ(χ(ν))
}
and its coefficients depend on P˜K(χ(ν))(z) and Pχ(ν)2K+(χ(ν))(z). If
Re
{
QK(χ(ν))(ζ )
}= 0 on ∂0Dn,
then φχ(ν)(z) as a solution to (2.14) can be seen immediately. For ζ ∈ ∂0Dn we have
Re
{
λχ(ν)(ζ )ζK(χ(ν))eiγ
χ(ν)(ζ )
}= e− Im{γ χ(ν)(ζ )}.
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Re
{
λχ(ν)(ζ )φχ(ν)(z)
}= e− Im{γ χ(ν)(ζ )} Re{ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )} + QK(χ(ν))(ζ )}
= ϕχ(ν)(ζ ) + e− Im{γ χ(ν)(ζ )} Re{QK(χ(ν))(ζ )}.
The condition Re{QK(χ(ν))(ζ )} = 0 on ∂0Dn imposes conditions on Pχ(ν)2K+(χ(ν))(z).
5.2. The case sign[K(χ(ν))] = sign[χ(ν)]
Suppose the sign [K(χ(ν))] has μ+λ (0 μ ν, 0 λ n− ν, 0 < μ+λ n) opposite components compared
with χ(ν) (i.e., Kσi < 0 (1 i  μ ν), Kσν+j < 0 (1 j  λ n−ν) and the remaining Kσi ’s are nonnegative) and
further solvability condition (4.10) or equivalently (4.13) is satisfied. Then the solution for z ∈ Dχ(ν) to the Riemann
problem (4.2) can be given by (4.11), i.e.,
φχ(ν)(z) = X
χ(ν)(ζ )
(2πi)n
∫
∂0Dn
[
gχ(ν)(ζ )
/
Xχ(ν)(ζ )
]
C(ζ, z)
dζ
ζ
= e
iγ χ(ν)(z)
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}ζK(χ(ν))C(ζ, z)dζ
ζ
.
Similar to the previous subsection we have
φχ(ν)(z) = e
iγ χ(ν)(z)
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}
×
μ∏
ρ=1
ζ
−Kσρ
σρ
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
ζ
−Kσρ
σρ
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
)
×
ν+λ∏
τ=ν+1
ζ
Kστ
στ
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
ζ
Kστ
στ
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
)
dζ
ζ
= e
iγ χ(ν)(z)
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}
×
μ∏
ρ=1
ζ
−Kσρ
σρ
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
{
z
−Kσρ
σρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
+ PKσρ (z−σρ , ζ−σρ )
}
×
ν+λ∏
τ=ν+1
ζ
Kστ
στ
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
{
z
Kστ
στ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
+ PKστ (zστ , ζστ )
}
dζ
ζ
= e
iγ χ(ν)(z)
(2πi)n
∫
∂0Dn
2ϕχ(ν)(ζ )eIm{γ χ(ν)(ζ )}
×
μ∏
ρ=1
ζ
−Kσρ
σρ
(
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
) ν∏
ρ=μ+1
z
−Kσρ
σρ
[
z−1σρ ζσρ
1 − z−1σρ ζσρ
+ δχσρσρ
]
×
ν+λ∏
τ=ν+1
ζ
Kστ
στ
(
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
) n∏
τ=ν+λ+1
z
Kστ
στ
[
zστ ζ
−1
στ
1 − zστ ζ−1στ
+ δχστστ
]
dζ
ζ
.
This is (1.9), and thus the proof is complete. 
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