I. INTRODUCTION
t he Global Positioning System (GPS) was created about 25 years ago solely for global navigation purposes. However, soon it became clear that signals from GPS and other Global Navigation Satellite Systems (GNSS) can be used for a large variety of applications, and, particularly, for Earth remote sensing. In late 1980s GNSS signals were proposed for remote sensing of the Earth's atmosphere by performing radio occultation measurements [1, 2] . The first observations and processing of the radio occultation data were performed in a GPS/MET experiment [3, 4] . About the same time, the idea of using GNSS signals reflected off the Earth's surface for scatterometry purposes was discussed by Hall and Cordey [5] . Martin-Neira first proposed to use them for ocean altimetry [6] . It is worth mentioning that a similar approach based on communication signals emitted by satellites and planetary probes was exploited in [7] [8] [9] . In 1998, Garrison and Katzberg demonstrated from an aircraft experiment that the GNSS signal reflections can sense ocean surface roughness and related wind [10] , [11] . The GNSS signal reflections from a low Earth orbit at very low grazing angles were occasionally observed during radio occultation experiments [12] , [13] . The first GNSS signal reflections at steep incidence were serendipitously found in calibration data during the SIR-C radar experiment onboard the U.S. Space Shuttle [14] .
Similar to traditional radar remote sensing, the GNSS reflectometry technique can be applied to remote sensing of various types of natural covers, such as ocean, land, ice, snow, vegetation. The GNSS signals reside at frequencies commonly called L-band, which are capable of penetrating cloud cover and are particularly sensitive to soil moisture, sea-ice salinity and snow water content.
The most important difference between the GNSS reflectometer and traditional radar is that the latter represents a monostatic, backscatter sensor, whereas the GNSS reflectometer represents non-cooperative bistatic (or, rather multi-static) radar of opportunity. That means that the non-cooperative transmitter and the receiver are separated by a significant distance. An illustration of the bistatic configuration, with the receiver in a low Earth orbit, is shown in Fig. 1 . It can be said that GNSS bistatic radar of opportunity consists, in fact, only of a receiver of a small form-factor while the multiple transmitters are always in the sky and provide continuous illumination signals for free.
Measuring a delay between the direct signal and the reflected one from the Earth's surface and recalculating the temporal delay into the spatial intervals turns GNSS bistatic radar into an altimeter. Conventional radar altimetery is monostatic. It provides altimetric measurement at the spacecraft nadir and only along a single ground track. The GNSS altimeter can perform altitude measurements along multiple widely spaced ground tracks acquiring signals simultaneously from several satellites. Measuring the peak power of the scattered GNSS signal and widening of its waveform and retrieving from these parameters the surface roughness and dielectric properties of the probed media makes GNSS bistatic radar a multi-beam scatterometer.
The constraints of GNSS reflectometry are related to the relatively low power of the signal, and a fixed set of L-band frequencies and bandwidths. Since the transmitted GNSS signals of opportunity are relatively weak, the scattered signal is received only from the area around the nominal specular point on the surface called a glistening zone. The location of this point is predetermined by the relative positions of both the transmitter and the receiver with respect to the Earth's surface. Therefore, it cannot be changed at will as in the case of monostatic mapping radar where scanning beams can create a rather large and continuous swath. On the other hand, specialized monostatic radars are significantly more expensive, massive, require large antennas and high power supply which means large solar panels. So, for the price of one heavy and expensive radar satellite a constellation of small GNSS-R satellites spread over an orbit can be utilized. Such a constellation can compensate for a sparse swath of a single satellite and will increase the global coverage by decreasing the repeat time compared to a single satellite.
Soon after the first trial field experiments, more elaborate aircraft campaigns with GNSS-R bistatic radars measured various geophysical parameters of Earth environment. This includes the retrieval of wind speed and later wind vector above rough seas using reflected signals from multiple GPS satellites [15] - [18] . The retrieval algorithm used a theoretical model in the form of a bistatic radar equation which related the reflected waveforms to mean-square slopes, and from there, to wind speed [19] . A significant body of GPS reflection data obtained with a NASA Langley GPS receiver was collected during multiple flights on the NOAA P-3 "hurricane hunter" aircraft through tropical cyclones [20] - [21] . This enabled building an empirical model which related mean-square slope of waves to wind speed over a large range of wind speeds [22] .
Along with scatterometric wind measurements, GNSS-R altimetry was pursued as well. The ability to make altimetry measurements of the reflecting surface has been demonstrated repeatedly during various aircraft campaigns by researchers in the U.S. and Europe (see, e.g., [23] - [29] ). Knowledge of the near-surface soil moisture content also can be inferred from GNSS-R measurements. Promising results were obtained using measurements both from tower and aircraft [30] - [34] . Sea-ice sensing with GNSS-R airborne bistatic radar was shown to be possible [35] - [37] .
It was determined that not only the GNSS signals themselves present an opportunity, but also GNSS-R receivers of opportunity exist and can be used for remote sensing. It was found that data obtained from existing networks of ground-based geodetic GNSS instruments at low elevation angles can be used to infer soil moisture, snow depth and vegetation growth from the change in the interference pattern created by multipath propagation [38] - [45] . A similar method of GNSS-R interference pattern can be used with linearly polarized antennas exploiting the high sensitivity of the interference signal to soil moisture at the pseudoBrewster angle [46] .
The first remote-sensing measurements using GNSS signal reflections from space were performed during the UK Disaster Monitoring Constellation mission in 2004. Dozens of GPS reflections have been observed from the UK-DMC satellite [47] . The feasibility of this technique for global ocean, land and ice sensing at spacecraft altitudes was demonstrated in [48] - [51] , with a validation of ocean wind sensing from satellites published in [52] .
Finally, the technology is rapidly gaining in momentum as demonstrated by the launch of TechDemoSat-1 in July 2014 (which carries a GNSS-R instrument) [53] , and with the selection in 2012 by NASA of the eight-satellite constellation Cyclone GNSS (CYGNSS) mission [54] . This development is accompanied by increased activity in Europe with the planned 3Cat-2 and GEROS missions [55] - [57] . All of the current and future GNSS-R missions will be discussed briefly later.
All of this work taken together makes a promising case for the future of this technology, which despite being nearly two decades old is still in need of much further study.
II. MULTI-STATIC COVERAGE

A. SummAry of AvAilAble GNSS SiGNAlS for remote SeNSiNG
GNSS are constellations of satellites designed to provide position, velocity, and timing information for use on Earth and, to some extent, in space. Currently, the most widely used operational GNSS is the Global Positioning System (GPS). It consists of nominally 24 Medium Earth Orbit (MEO) satellites arranged in six orbital planes with approximately a 12-hour orbital period (even though currently there are more than 24 in operation) [58] . The system was designed and realized by the United States Department of Defense and since being commissioned, the user base of the GPS constellation has expanded in ways that few would have predicted. In addition to its traditional applications, GPS and generally GNSS satellites are now valid alternatives for Earth and atmospheric remote sensing.
In addition to GPS, another GNSS that was fully operational in the recent past is the Russian Federation's GLONASS, which consists of at least 24 MEO satellites in three orbital planes, with an 11-hour and 15-min orbital period. The GLONASS system has made a welcomed comeback in recent years, and in 2011 re-achieved an operational constellation of 24 satellites [58] .
Despite the popularity of GPS, many users are interested in alternative systems. Additionally, multiple GNSS provide more available transmission signals which are greatly improving the coverage and revisit times of space-based GNSS remote sensing. The Galileo constellation is the European Union's effort to provide both an alternative and a complement to GPS [58] . It will consist of 30 MEO satellites in three orbital planes, with approximately a 14-hour orbital period. The first Galileo satellite was launched in December 2005, which was followed by the launch of a four-satellite in-orbit validation mini-constellation over the next decade. Full completion of the 30-satellite Galileo system is expected by 2019.
In addition to GPS, GLONASS and Galileo, there are other GNSS currently in development, such as the People's Republic of China's Beidou-2 or COMPASS constellation which is planned to achieve a full satellite constellation operational by 2020. It will consist of 35 satellites: 27 MEO satellites, three inclined geosynchronous orbit satellites, and five geostationary satellites [59] . Japan's proposed Quasi-Zenith Satellite System (QZSS) is a constellation of four Space Based Augmentation System (SBAS) satellites, including three satellites in Tundra orbits and one in a geosynchronous orbit, which will provide additional coverage in the West Pacific region [60] . This is in addition to the existing SBAS systems of WAAS and EGNOS operating over North America and Europe, respectively. Finally, India's Regional Navigation Satellite System (IRNSS) is a system of seven satellites in lower inclination which are intended to provide a navigation capability for the Indian subcontinent, but will also have the potential to be used for remote-sensing applications [61] .
b. GNSS-r CoverAGe ANd reviSit time
In theory, all of the above-listed GNSS constellations, as well as numerous other signals of opportunity not discussed in this tutorial (see [62] - [64] for examples of using non-GNSS signals for bistatic remote sensing) can be used for Earth remote sensing. One of the most attractive benefits of GNSS-R is its general simplicity and low-cost passive instrumentation, which enables smaller instruments, smaller satellites, and larger constellations. The actual coverage statistics of the GNSS-R CYGNSS missions has been simulated and is presented below. Additionally, an example of a "future" constellation that utilizes both the GPS and Galileo constellations is shown to demonstrate the impressive coverage and revisit statistics achievable using constellations of GNSS-R remote-sensing satellites. GNSS-R measurements are traditionally taken in "tracks" or "arcs" across the surface as the bistatic specular reflection points between the GNSS transmitters and receiving satellites move across the surface (imagine the reflection points shown in Fig. 1 tracking out paths as both the receiving satellite and transmitter orbit). Over time these tracks slowly cover large regions of the globe depending on the receiver and transmitter orbits. Fig. 2 shows an illustration of the coverage and revisit time statistics that eight satellites in 35 degree inclination equatorial orbits (i.e. CYGNSS) can achieve using only four parallel measurements from the GPS constellation only. CYGNSS' primary mission is the study of ocean winds and waves in tropical cyclones (hence, its low inclination orbit). However, in the future it is expected that GNSS-R will be used to sense ocean, land, and ice features globally using larger constellations. Fig. 3 shows a coverage and revisit time simulation for a possible GNSS-R constellation which consists of 24 polar orbiting satellites in three orbit planes, each tracking up to 10 parallel reflections from both the GPS and Galileo constellations. The results clearly demonstrate the coverage potential of GNSS-R, with complete global coverage achieved with an average revisit time of less than two hours globally.
III. GNSS SIGNAL STRUCTURE
The GPS was the first fully operational Global Navigation Satellite System. Its signal structure was designed to allow multiple transmitters using the same frequency band, and to have a certain tolerance to multipath and jamming, a serious issue for military applications, and increasingly more often to civilian applications as well. It was also conceived to have a low power spectral density to avoid mutual interference with other microwave systems, and to allow the estimation of the ionospheric delay for accurate range determination. These features are achieved by means of spread spectrum techniques. In short, this implies spreading the bandwidth of the navigation signal (a bi-phase modulation with a symbol rate of 50 Hz) by mixing it with a pseudo-random rectangular pulse train that has a much higher frequency than the data. The higher the spreading frequency, the higher the power spectral density decrease for a given total radiated power. The spreading sequences are known as pseudo-random noise (PRN), since they have auto-correlation and cross-correlation properties similar to those of Gaussian noise, but with the advantage that they can be precisely generated and regenerated, since they are in essence deterministic. Each GPS satellite has its own PRN code that not only allows discriminating between transmitters, but also grants the required jamming and multipath resilience, and provides range estimations to determine the user position by triangulation.
To understand the structure and properties of the PRN codes, it is useful to consider first the case of a pure random sequence of pulses of width c x (Fig. 4) : where xn takes the values !1 with equal probability. Each individual pulse that composes the sequence is known as a "chip" in opposition to a "bit", since it does not carry any information. The auto-correlation of ( ) P t is approximately a triangular function given by:
where x is the time lag. For the L1 C/A code . 0 977 c x = ns, which corresponds to 293 m. As compared to conventional radar altimeters, this value is too large to ensure a satisfactory range resolution for altimetry applications. Higher signal-to-noise ratios (SNR), and larger bandwidth codes with narrower auto-correlation functions are required. The actual PRN codes cannot be, strictly speaking, random, since it is necessary to regenerate the spreading sequence used by the transmitter at the receiver to decode the navigation signal and retrieve the pseudo-range observable. Therefore, the PRN codes will be deterministic and periodic sequences, but with auto-correlation properties similar to those of a pure random sequence.
The Coarse Acquisition (C/A) codes are used for open-access civil service. They have a period of 1 ms to allow quick signal acquisition, and a length of 1023 chips. This implies a chip rate of 1023 MHz, and a bandwidth of 2.46 MHz. The resulting C/A codes have high autocorrelation peaks to clearly identify an acquired satellite and low cross-correlation peaks so that the signals from different satellites do not interfere between each other (Fig. 5) . In order to discriminate a weak signal surrounded by strong ones, it is necessary for the autocorrelation peak of the weak signal to be higher than the cross-correlation peaks of the stronger signals. In an ideal case of using random sequences, the codes would be orthogonal and the cross-correlations zero. The PRN codes used are almost orthogonal, and the cross-correlation values are as low as -65/1.023 (12.5% of the time), -1/1.023 (75% of the time), or 63/1.023 (12.5% of the time).
There is also a precise code (P) used for the restricted military signal. It has a chipping rate ten times faster than the C/A code (10.23 MHz) that results in a tenfold increase of the pseudo-range observable accuracy. The code period is one week, so that the direct acquisition of the code (i.e., the estimation of the code offset) is pretty cumbersome. Therefore, to acquire the P code special data fields of the navigation frames are used (Z-count and Time of Week (TOW)). To increase the code robustness even more it is possible to switch the system operation to use an encrypted version of the P code, noted as P(Y) [65] . The C/A and P codes are modulated in-phase and quadrature on the L1 carrier as shown in (3):
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where S t 1^h is the signal transmitted by a given GPS satellite P / C A1 is the transmitted power for the civil signal at L1, and PP 1 is the transmitted power for the restricted signal at L1. On L2, for a long time, only the P code was broadcast:
On April 28, 2014, the U.S. Air Force began broadcasting civil navigation (CNAV) messages on the L2C and L5 signals. Prior to that, L2C and L5 provided a default message (Message Type 0) containing no data. The L2 signal began with the launch in 2005 of GPS Block IIR(M). As of June 25, 2014, 13 GPS satellites are broadcasting this signal, and by 2018 all 24 GPS satellites will be broadcasting it. The LC2 sequence has the same chip rate of the C/A signal, but it is composed of two PRN codes of different length. On one side the moderate length code (CM) is 10230 chips long, repeats every 20 ms, and it is modulated with navigation data. On the other side, the long code (CL) has 767250 chips, repeats every 1.5 s, and has no data modulation. Each code is generated at 511.5 MHz and then multiplexed on a chip-by-chip basis to obtain the composite signal at a rate of 1.023 chips/s. A detailed description can be found in [66] .
Navigation information such as ephemeris, almanacs, or corrections and constellation health are conveyed by the 50 Hz bi-phase code . D t h All the bit/chip transitions in the C/A, P, and D codes are synchronous, since they are all driven by the same clock. These various signals are broadcast at L-band, thus suffering low atmospheric and rain attenuations. The carrier frequencies are all multiples of 10. 
The frequency spacing between L1 and L2 allows estimation of the ionospheric delay as:
where t1 D is the time delay at the frequency L1 due to the ionosphere, f1 and f2 are the L1 and L2 frequencies and t d D h is the measured time difference between frequencies f1 and . f2 The minimum received power for the L1 P signal is on the order of -133 dBm for a 0 dBic right-hand circularly polarized (RHCP) antenna. At L1 the C/A signal is 3 dB higher than the P signal. At L2 the P code is transmitted 3 dB below the L1 P signal. The SNR for the direct signal ranges between 39 dBHz and 52 dBHz, depending on the geometry, the actual transmitted power, and the instrumental and propagation losses [67] . Within the GPS satellite antenna field of view (FOV), the different signal attenuation due to different propagation losses and atmospheric absorption is compensated with the pattern itself of the transmitting antenna. More specifically, the edge of the Earth is 14° off the antenna boresight, and therefore the pattern maximum is located at this angle.
The transmitted signal is RHCP, and so it is immune to the ionospheric Faraday rotation and the receiving antenna does not have to be pointing to the transmitting satellite to avoid polarization mismatch.
The new L5 signal designed for Safety of Life (SoL) applications is broadcast in a radio band reserved exclusively for aviation safety services. It features higher power, larger bandwidth, and an advanced signal design including two in-phase and quadrature multiplexed signals: a navigation data channel and a data-free channel to allow more robust carrier phase tracking. It began in 2010 with GPS Block IIF. As of June 25, 2014 , six GPS satellites are broadcasting this signal, and it will be available for all 24 GPS satellites by 2021 [68] .
Other satellite navigation systems such as Galileo share the same frequency bands, as illustrated by Fig. 6 (see also [69] ). The PRN sequences are not necessarily generated using shift registers, but instead using look-up tables. Also, advanced modulation techniques (Binary Offset Carrier Signals or BOC) are used to increase the achievable accuracy with the same bandwidth [70] . The BOC modulation is the result of multiplying the PRN code with a sub-carrier which is equal to the sign of a sine or a cosine waveform, yielding so-called sine-phased or cosine-phased BOC signals, respectively, as shown in [71] and unless indicated in a different way, when talking about BOC signals, it will always be understood as the sine-phased variant. For the sine-phased BOC signals (i.e. L1M, E1B and E1C), the autocorrelation function (ACF) can be expressed as an addition of triangles [72] :
where / n m a = is the symbol ratio and / tc c x a = For the cosine-phased BOC signals (i.e. E1A), the ACF is given by:
Finally, the ACF for the E5 signal can be closely approximated using the general expression of a CDBOC modulation: Table 1 shows the main signal characteristics for the GPS L1 and L5 and for the Galileo E1 and E5 bands. The carrier frequency is denoted by Fc and the chipping rate and the BOC sub-carrier frequency are named as fc and , fs respectively. The bandwidths and the received powers are the ones defined in the GPS Interface Specification (IS) documents [73] , and the Galileo Interface Control Document [70] , except for the L1M power, for which [74] is used as a reference, and for the E1A power which is assumed to be equally distributed within the E1 band.
These documents describe the minimum received power, and therefore may lead to pessimistic performance estimates. It is known that, actually, typical power values for the GPS signals are about 3 dB higher than the specified minimum.
IV. BASIC PRINCIPLES
The main product of GNSS bistatic radar is the so-called Delay-Doppler map (DDM) of the scattered signal. In order to obtain the DDM the processing consists of cross-correlating the recorded signal from the down-looking antenna with a replica of the PRN code of the GNSS satellite for a set of different time lags and different carrier frequency offsets (see, e.g. [19, 50, 75] ). This procedure is similar to the so-called match-filter signal processing known in conventional radar signal processing. This cross-correlation is obtained over a time interval, called a coherent integration time which should be shorter than the coherence time of the noisy scattered signal. To better explain how bistatic radar deals with such signals we will, for a moment, turn our attention to the surface scattering mechanisms involved, with more details available in [76] .
A. diffuSive ANd CohereNt SCAtteriNG
The GNSS signal illuminating the Earth's surface is relatively weak, so acquiring the scattered signal is a challenge. Because of this, GNSS bistatic radars often only receive the scattered signal from a limited angular zone around the nominal specular direction where the scattered signal is the strongest. The size of this zone depends on the roughness of the surface. Let us assume that the surface extends over many sizes of the first Fresnel zone, and is practically flat and smooth. This means that typical heights h of roughness are much smaller than the wavelength m of the signal. More accurately, accounting for the angle of incidence, , i we require that the Rayleigh parameter, / , cos h 2r i m will be smaller than 1. Then, we deal with specular, spatially coherent, reflection from a mirror-like surface. In this case, the reflected signal can be treated as a proxy for the direct signal where the complex amplitude should be factored by the Fresnel reflection coefficient. Since the illuminating signal is temporally coherent within the chip duration, the phase of the reflected signal also preserves its coherence. If the roughness heights become comparable to, or larger than the signal's wavelength, diffuse scattering emerges while the specular component disappears. The diffuse scattering is also centered on the nominal specular direction but it comes from an area much larger than the first Fresnel zone. Frequently, this area is called a "glistening" zone.
In the case of wind-driven waves on the sea surface, the diffuse scattering of the GNSS L-band signal is formed by the quasi-specular reflections on curved facets produced by waves. This type of scattering is different from the Bragg resonant scattering typical for a monostatic radar setup. Usually, it is produced by the combined effect of a large number of reflection points within the glistening zone. According to the two-scale (or composite) model, the large-scale (larger than several radio wavelengths) component of the sea surface is responsible for the quasispecular scattering within the glistening zone. Outside of this region, the quasi-specular scattering decays very fast, yielding to Bragg resonant scattering from a small-scale surface component.
b. GNSS-r biStAtiC rAdAr equAtioN
For fully diffuse scattering of the GNSS signal from a rough surface, the following bistatic radar equation holds for the ensemble mean of the correlation power as a function of the time delay and the frequency offset, a.k.a. a delay-Doppler map (DDM) [19] :
where: Ti is the coherent integration time; P G t t is the transmitter's Effective Isotropic Radiated Power;
Gr is the receiver antenna gain pattern; Rt and Rr are distances between the nominal specular point and the transmitter/ receiver, respectively; 2 | is the Woodward Ambiguity Function (WAF), which describes the range and Doppler selectivity of the coherent radar [77] ; 0 v is the normalized bistatic radar cross section (BRCS) of the rough surface, which gives a portion of the scattered power carried by the outgoing plane wave in a specific 4 Galileo signals: Received minimum RF signal strength on Earth's surface when the SV is above 10-degree user elevation angle with an ideally matched and isotropic 0dBi antenna and lossless atmosphere; 5 Equal power distribution assumed; 6 For the GPS signals, the typical value is obtained by increasing the specified minimum by 3dB; 7 for the BOC signals, the bandwidth is defined between the outer nulls of the largest spectral lobes.
direction, while the unit surface is being illuminated by the unit wave incoming in another direction. The WAF in (11) can be approximated by the square product of two functions: the triangularly shaped (in the case of GPS L1 signals; see (2) ) correlation function ( ) x K and the sinc-shaped function ( ).
S f The first term determines an equi-range annulus zone, and the second one determines an equi-Doppler-frequency zone. The width of ( ) x K is determined by two times the PRN chip length, , 2 c x and the width of S f h is determined by two times the inverse of the coherent integration time, / . f T 2
Dop i = For fixed positions of the transmitter and the receiver, both WAF and BRCS are functions of reference surface coordinates.
In applying this model to new GNSS signals with new modulation schemes such as BOC, it would be necessary to substitute the appropriate delay and Doppler responses for the new signal characteristics. Some of the new characteristics to be found in future GNSS signals were discussed previously in the Section "GNSS Signal Structure."
The normalized bistatic radar cross section (BRCS) 0 v describes the strength of the scattered signal originating from a particular point on the rough surface and propagating in the direction of the receiver's antenna. So, in terms of surface coordinates, it describes the glistening zone of the rough surface. In the commonly used geometric-optics limit of the Kirchhoff approximation this term is represented by the following expression [78] , [79] :
Though this value is a function of the scattering vector, , q v for fixed positions of the transmitter and the receiver above a surface, this vector can be expressed as a function of the coordinate t v in the mean surface plane. The value of 0 v depends on the complex Fresnel coefficient 0 which in turn depends on the signal polarization state, the complex dielectric constant of the reflecting medium, , f and the local incidence angle.
Factor P s v h in (12) is the probability density function (PDF) of the slopes of the large-scale (larger than several radio wavelengths) component of the sea surface which is responsible for the quasi-specular scattering within the glistening zone. Usually, the most probable orientation of surface slopes is parallel to the mean plane, . z 0 = Then, the PDF has a maximum at , s 0 = and the bistatic cross-section 0 v has a maximum at ,
i.e., at the nominal specular direction with respect to the mean surface.
There are several limitations associated with the bistatic radar equation in the form presented by (11) . First, it is limited to the case of completely diffuse surface scattering; i.e., when the coherent specular component is absent, or can be safely neglected. However, sometimes the coherent component is noticeable, or even dominant in the scattering process. This can be found for forward scattering from calm seas, lakes, relatively flat land, or sea ice characterized by the weak surface roughness (with heights much smaller than the signal wavelength). This situation can be remedied by augmenting (11) with a term describing a coherent reflection. It can be constructed from a product of a mirrored proxy of the direct signal cross-correlation power , , Y f 0 2
x h the absolute value squared of the Fresnel reflection coefficient, and the factor that takes into account the loss of the spatial coherence due to the presence of some relatively weak surface roughness:
This term will describe a sharp peak of the DDM centered at the delay and the frequency offset associated with the nominal specular point on the surface. The same weak surface roughness will be responsible for the rest of the DDM forming a very shallow pedestal described by (11) . In most cases, it probably will not be detectible due to thermal noise. The specular component can be incorporated into the bistatic radar equation (placed under the integral) in the form of a so-called coherent BRCS, ,
v (see, for example, [80] ). This additional BRCS includes a delta function over spatial coordinates multiplied by the factor that accounts for factors such as a reflection coefficient, antenna pattern and distance. Therefore, the definition of coh v differs from the diffuse cross section, , 0 v definition as a characteristic of the scattering object alone.
The factorization of the WAF into a product of a delaydepended K function and frequency-dependent S function was used in (11) . The limitations imposed by it are not obvious. At least, they are of the same nature as in monostatic radar signal processing [77] , and to our knowledge, in practice these limitations play no significant role.
Frequently, the bistatic radar equation is used with a BCRS, 0 v in the form of the geometric optics limit of the Kirchhoff approximation (12) but it is not a necessary condition. Any other reasonable EM scattering model can be used in (11) x h over some observation time T ; i.e., with averaging over a finite number of statistically independent samples. Such limited-sample averaging itself contains residual noise, which might affect our ability to accurately retrieve the ideal average waveform from the measured one.
When a narrow-band GNSS signal is scattered from a rough surface, the carrier phases arriving from individual reflection points sum together in unpredictable ways at the down-looking antenna, resulting in a completely random received phase and amplitude at the receiver. This causes the total received level of Y 2 to fluctuate over time due to constructive and destructive interference between individual reflections. This phenomenon is known in traditional remote sensing applications as fading, or speckle noise, and is unavoidable for a diffusely scattering surface and a coherent illumination. This noise is multiplicative; i.e., it disappears together with the transmitted signal in contrast to an additive thermal noise originating from the observed scene and the receiver. Both the fading signal and the thermal noise are assumed to be uncorrelated, stationary random processes, which obey circular Gaussian statistics, and have different correlation times and different variances, both with zero means.
The analysis shows that the statistics of sample-averaged Y N 2 obtained by averaging N statistically independent samples can be described by the ensemble average of , Y 2 or a mean correlation power, and number ,
N similar to what is derived for traditional monostatic radars [76] . The residual standard deviation of the sample-averaged crosscorrelation power Y N 2 due to speckle noise reduces approximately as / . N 1 It is important to know the correlation time cor
x of the fading signal being received because it determines the choice of the coherent integration time for the matchedfilter processing. Choosing a very small coherent integration time ,
Ti will not allow buildup of the correlator output to its full potential, whereas integrating for too long will not be an improvement over incoherent summation of independent samples. Also, knowing cor x allows one to estimate number N as / .
or from its power spectrum [81] , [82] . A stochastic model for the waveform time series measurements was developed in [82] , which was validated by experimental data in [83] .
For the case of fast-moving platforms such as aircraft, or satellite, cor x can be related to the signal characteristic spatial scale, the correlation radius, , cor t through the translational velocity of the receiver's platform :
The GNSS transmitter motion should also be accounted for. For estimates of cor t one can use the van CittertZernike theorem from which it follows that for a spatially incoherent source of size , D the scale cor t at distance L from the source obeys the classical diffraction formula:
where m is the wavelength of the signal's carrier, and D is the scale of the surface footprint associated with the DDM [82] .
C. em SCAtteriNG modelS
The effect of the Earth's surface enters the bistatic radar equation (11) through the normalized bistatic radar cross section (BRCS), , 0 v which depends on the directions of incoming and outgoing EM waves, and on the properties of the scattering medium. If the diffuse part of the scattering is weak so that the specular reflection prevails, then 0 v reduces to the value coh v discussed above. In the opposite case, when coh v can be neglected, one must deal with calculating the diffuse bistatic cross section, . this significantly simplifies the problem. In this case, the BRCS is driven mainly by the surface roughness and by the impedance, or dielectric permittivity of the very top layer of the medium. If radiation penetrates the scattering medium, it might involve volumetric scattering from inhomogeneities, or multiple reflections from the layers inside the medium (as for ice, snowpack, or vegetation canopy). This would significantly complicate the problem of finding the BRCS. Even for the former case of pure surface scattering, calculating the BRCS can be a challenge. This also pertains to regimes of low-grazing angle scattering, or of multiple scattering from a very rough surface.
Here, we limit ourselves to consideration of a much simpler, single-scattering regime. Also, many practical cases allow various simplifying assumptions regarding the surface roughness, so it is possible to determine manageable formulations. There are numerous theoretical models and approaches of that sort in the literature (see, e.g., [84] ). We will mention here only the most popular ones. Among them are the Kirchhoff approximation (KA), the Integral Equation Method (IEM), and the Small Slope Approximation (SSA), accompanied by their variants and further approximations [79] , [85] - [94] . The difference between them lies in specific limitations applied to wavelength, geometry and parameters describing roughness, so, as a result, some models are more successful than others.
For example, one of the most widely used approaches is the Geometric Optics limit of the Kirchhoff Approximation (KA-GO). It estimates the Kirchhoff diffraction integral by the stationary phase method. Physically, it means that the EM field at the point of reception is determined by contributions from a multitude of specular points distributed over a portion of the rough surface, whereas diffraction effects are neglected. Frequently, this type of scattering is called quasispecular. The KA-GO works quite well for forward scattering around the nominal specular direction of the linearly polarized and left-hand circularly polarized (LHCP) waves. The difference between the GO and KA approximations in this regime most likely exceeds the accuracy of the KA itself. The GO approximation gives an incorrect prediction for BRCS for out-of-plane scattering, and for the right-hand circular polarization (RHCP). This is due to the fact that for the latter cases, one needs to account for diffraction effects which are neglected in the KA-GO approach.
In principle, the Kirchhoff Approximation accounts for diffraction but only partially because it does not transition into the expression predicted by the small perturbation method for directions away from the nominal specular reflection [88] . This means that it cannot reproduce the Bragg resonant scattering accurately. Let alone, it is still difficult to obtain an analytical solution using the KA without further simplifying assumptions. If the surface slopes are small the Physical Optics approximation of the KA can be used [76] . Some other simplifying ideas are used in alternative formulations of the KA [95] , [96] . Overall, the KA (as well as both the GO and PO approximations) is limited to the cases of large correlation scales and average curvature radii of the surface compared to the radiation wavelength. Also, it works only for incidence well away from grazing.
The early attempt to unify the KA and the small perturbation method, so that both quasi-specular reflections and Bragg scattering are described simultaneously, have been undertaken by the classical two-scale, or composite model [79] , [97] . More rigorously, this was done in a set of "advanced" theories which include, among others, the integral equation method [85] , the small-slope approximation method [86] - [89] , and the reduced local curvature approximation of third order and its versions [90] - [94] . The two-scale method is heuristic by nature. It requires an arbitrary spectral splitting parameter which divides the surface elevation spectrum into two parts: small-scale and largescale spectral components of roughness. The small-scale component is responsible for the Bragg scattering, whereas the large scales provide a quasi-specular contribution. The dividing wavenumber is established from the comparisons of the model predictions with the measurements [98] .
At the same time, the small-scale approximation and similar approaches (like IEM and RLCA3) do not require the dividing wavenumber because it employs the entire elevation spectrum without splitting it on large-scale and small-scale components. It takes into account the abovementioned diffraction effects. However, similar to the KA-GO approach, it requires the ocean roughness to have small slopes (1 0.2-0.4).
Since the SSA is a more accurate approximation, it can be used to assess the validity of the KA-GO approximation [99] . There are two approximations of the SSA, the SSA of the 1st order and the more accurate approximation, the SSA of the 2nd order. Practice shows that the SSA of the 1st order, or the SSA1 suffices for calculations of the LHCP BRCS of the L-band signal in the forward-scattering regime. For calculations of the RHCP BRCS and for a wide-angle scattering regime, the more accurate SSA2 is required. The SSA1 gives the expression for the BRCS 0 v in the form of a 2D surface integral similar to that obtained in the Kirchhoff approximation but with a more accurate pre-integral factor [87] , [88] ; generally, the integral cannot be evaluated by the stationary phase method. Some of the above-discussed theoretical models were employed for modeling of the L-band polarimetric bistatic scattering from sea and land surfaces (see, e.g., [100] - [104] ).
For the cases when all the above-mentioned analytical methods are not satisfactory, direct numerical simulations are needed. However, for bistatic geometry and wide-spectrum roughness, they might be prohibitively time consuming.
d. SurfACe modelS
In most of the models mentioned above, when calculating , 0 v one needs to make an assumption about the probability distribution of the surface elevations or slopes. Typically, bivariate Gaussian, or normal, distribution is used in the literature for describing the statistics of ocean and land surfaces. The advantage of a Gaussian distribution is that it is fully expressed through the second-order statistical moments of the random field of surface elevations or slopes. In the case of the KA-GO, the BRCS is explicitly expressed through the PDF of surface slopes which, in turn, depends on slope variances along orthogonal axes. The variance of slopes, or mean-square slope (MSS) can be derived from the correlation function Bh t v h of the surface elevations, or equivalently, from its spectrum l W v h (which is a Fourier transform of Bh t v h) by integrating it over wavenumbers, , l which are smaller than a dividing wavenumber, ): l)
Models such as the IEM, or the SSA employ the full surface spectrum in their formulations directly without retreating to the variances of elevations, or slopes and, therefore, without using the dividing wavenumber.
To describe ocean surface wave spectra, semi-empirical models are frequently used that were designed to explain field observations, particularly, microwave radar data (see, e.g., [105] ). Others suggest obtaining sea-surface spectra by solving a wave action balance equation (e.g., [106] ). These models describe wind-driven waves in deep water under diverse wave age (often called 'fetch') conditions. For the wind-driven waves, it is convenient to introduce the MSS along wind direction, , v They can be calculated using (14) . Under well-developed conditions (i.e. the waves and wind have reached equilibrium), the statistical distribution of surface slopes would connect the wind speed and direction. The stronger the wind, the larger the MSS of slopes. The direction along which the corresponding mean-square slope is maximal indicates the up/down wind direction.
There are situations when wind and waves are not in equilibrium. Such conditions exist in hurricanes where wind and wave propagation directions are not aligned. To our knowledge, there are no analytical spectral models describing hurricane waves, but there are various numerical coupled ocean-atmosphere models for wave fields in hurricanes, (e.g., WAVEWATCH III [107] ). However, they are mostly concerned with energy-bearing spatial frequencies at the peak of the wave spectrum, leaving aside smaller scales that contribute significantly to the total MSS of surface waves.
There are some indications that the actual PDF of ocean wave slopes L-band filtered according to (14) does not exactly follow a Gaussian curve at their tails [108] . Accounting for non-Gaussian features in the PDF of surface slopes would require knowledge of third and fourth statistical moments of slopes, skewness, and peakedness, respectively. Unfortunately, in many cases those parameters are not readily available.
The Gaussian statistics is often used to describe the rough soil surface in soil-surface-scattering studies. It is also rather common for these studies to use an exponential correlation function [85] . Such a correlation function is usually associated with "multiscale," or "fractal" surfaces with a wide range of roughness length scales with the smallest ones comparable to, or shorter than, the electromagnetic wavelength. The MSS for such surfaces are often infinite. To regularize this divergence, usually an additional "cutoff wavenumber" parameter is introduced which truncates the surface spectrum at high-frequencies beyond which the contribution to the MSS is neglected [109] , [110] .
Besides surface roughness, another important parameter enters into analytical scattering models. It is the dielectric permittivity of the lower media such as ocean water, soil, snowpack, or ice. For example, for the KA-GO the dielectric permittivity defines the value of the local Fresnel reflection coefficient, which controls how much energy is reflected back to the upper hemisphere, and how much is transmitted downward into the lower medium. If the lower medium is absorbing (has losses due to conduction and is associated with the imaginary part of the dielectric permittivity), this would limit penetration of the radiation into the lower medium. The penetration depth is an important parameter in soil-surface scattering studies.
There are semi-empirical models for dielectric permittivity for sea water, soil, snow, and sea ice which relate the dielectric permittivity to the temperature and salinity in the case of sea water [111] , or to water content and the chemical and physical composition of the medium [112] - [114] . In some cases, the internal structure (layering, or depth profile) within the penetration depth might play an important role in GNSS signal reflection from soil [41] and from snowpack [115] .
e. the delAy-doppler mAp
From the bistatic radar equation (11), it is seen that the delay-Doppler map emerges as a convolution of the WAF with the BRCS function within the antenna footprint described by its gain pattern. In a sense, delay-Doppler mapping creates an image of the scattering coefficient in the delay-Doppler domain. The WAF is close to unity within an area formed by the annulus zone and the Doppler zone, and tends to zero outside this area. Physically, it means that there are certain contours on the surface for which the scattered signal has the same traveling path length upon arrival to the receiver. Similarly, there are certain surface contours for which the scattered signal acquires the same Doppler frequency shift. Geometrically, the boundaries of annulus zones are formed by the intersection of the equaldelay ellipsoid, formed by GNSS signals, with the Earth's surface. These equi-range lines can be regarded as ellipses if we locally approximate Earth's surface by a plane. The equiDoppler lines imposed by sinc-function S f h can be found from the equation
where VTX v and VRX v are, accordingly, velocities of the transmitter and the receiver with respect to the Earth's surface. They can be regarded as hyperbolae on the Earth's surface. At this point, one can notice that the delay-Doppler map created by bistatic GNSS radar has much in common with the delay-Doppler map of unfocused synthetic aperture radar (SAR) [77] . Indeed, in our case, we have the same Doppler frequency/time delay format and pixels formed by the intersection of equi-Doppler and equi-range lines. The differences are that the geometry of these lines is more complex than in the case of SAR due to the bistatic configuration, and that here we have forward bistatic scattering instead of backscattering for SAR. Fig. 8a depicts an idealized case of the satellite receiver flying at 600-km altitude, in the same plane as the GNSS transmitter, so the equi-Doppler lines (black lines on the left panel) are perpendicular to the AB line, the intersection of the incidence plane with the Earth's surface. The green ellipses are equi-range lines having their common focus at point O. The right panel presents the corresponding DDM which has a characteristic horseshoe shape. Pixels in the surface coordinate domain formed by intersecting equirange and equi-Doppler lines (on the left) and pixels in the delay-Doppler domain of the DDM (on the right) are connected to each other. The zero-level intensity of the DDM (dark blue area) corresponds to non-intersecting equi-range One can see that the interior of the DDM is filled with pixels which are a result of scattering from pairs of separated surface pixels. Here we have the so-called ambiguity problem. At the same time, the brightest feature of the DDM lying along the curved line A'O'B' is formed by the singular pixels aligned along the line AOB without being affected by the ambiguity. Notice that those pixels (shown in pink) become narrower in a radial direction and wider in an azimuthal direction while moving from the center outward. At the same time, the area occupied by those pixels decreases. This explains why the brightness of the DDM decreases while moving from O' to A' (or to B') even when having a uniform scattering coefficient. Some GNSS reflection receivers are limited to sampling a 1-D waveform which represents a cut of a delay-Doppler map along time delay, ,
x while the frequency offset f is fixed and intended to compensate the Doppler shift associated with the nominal specular point on the Earth's surface. An example of the 1-D delay waveform is shown in Fig. 8b . The leading edge of such a waveform, up to the peak value, is produced by the central elliptic annulus zone (filtered by the S function) when it expands from zero to its maximal value. The trailing edge shape of the 1-D waveform is determined by the WAF behavior over time lags, and/or of the BRCS decay along radial directions reflecting the distribution of surface slopes. Therefore, surface roughness affects the shape of the trailing edge and an exact position of the correlation power peak. The trailing edge is more stretched and the peak is more shifted toward later time lags when the surface becomes rougher. In particular, this has implication for accurate GNSS altimetry measurements. The availability of accurate information on surface roughness is important for compensating the bias.
Let us consider in more detail the DDM performance for the case of the satellite-based receiver observing the rough sea surface. As the sea surface roughness changes, the peak of the bistatically reflected power will vary and the shape of the delay-Doppler map will change. In the bistatic scattering case, the relationship between wind speed and peak power detected is the opposite of that of a backscattering geometry. When the wind speed is low, a strong forward reflection results in a very strong received signal. As the wind speed increases, the peak power decreases. See Fig. 9 for an example of a noise-free DDM generated with a 5 m/s wind speed. This DDM was generated using the CYGNSS End-to-End Simulator developed at Ohio State University at an arbitrary spacecraft reflection geometry (500 km altitude, 20 degrees incidence reflection angle, 11 dBi receive antenna gain) with both thermal and speckle noise turned off to allow for better observation of the spreading of the signal in delay and Doppler.
At this example geometry and constant transmit and receive powers, the signal peak power will fluctuate over a range of approximately 5 dBW from 5 m/s winds to 50 m/s winds (using the wind/wave empirical model based on [21] ). The change of the peak as a function of wind speed is illustrated in Fig. 10 . In addition to the correlation between the peak power and the sea roughness, there is also information in the leading edge slope. Better than 2 m/s wind-speed retrieval accuracy was achieved from space in [52] using only the magnitude of the estimated scattering cross section, while [116] was able to improve on that result by using both the magnitude and leading edge slope of the signals.
f. SpAtiAl reSolutioN
If the geometry of the problem is such that the Rayleigh parameter of the rough surface is smaller than unity, then the Example of the noise-free DDM generated using the CYGNSS End to End Simulator (E2ES) under the following conditions: receiver altitude: 500 km, reflection incidence angle: 20°, 11 dBi receiver antenna gain, wind speed: 5 m/s. specular reflection is dominant, and therefore, the spatial resolution of the bistatic GNSS-R radar will be limited to the first Fresnel zone,
For aircraft altitudes of 5 to 10 km, lFr is several tens of meters. For satellite altitudes of 300 to 600 km, it grows to several hundred meters. That would be a rather good spatial resolution for any radartype sensor.
Unfortunately, diffuse, quasi-specular scattering is the more frequently occurring process when dealing with natural surfaces. In this case, scattered radio waves arrive from the "glistening" zone, which is much larger than the first Fresnel zone. With the help of the Woodward ambiguity function (see (11) ), which acts as a spatial filter, the scattered signal can be transformed into a delay-Doppler map. Ultimately, pixels of that map would determine the spatial resolution of the bistatic GNSS-R radar.
As seen from Fig. 9a , for large time lags, the equi-range zones are getting increasingly closer to each other. So, the pixels created by intersections of those distant equi-range zones with the equi-Doppler lines might seem small. But the power in those small pixels is low (and noisy), and additionally, they are affected by the ambiguity that would significantly diminish the spatial resolution.
In practice, surface pixels which contribute the most to the power of the corresponding DDM pixels have the largest size; so they are most suitable for measurements. They occupy the area near the nominal specular point which corresponds to the maximum in the DDM. The intersection of the first annulus zone with the first Doppler zone creates the pixel with the best spatial resolution. The size of the first annulus zone is proportional to , aRr where a is the code chip length. The angle of incidence, of course, is also contributing to a more accurate expression for the annulus zone size. It can be found, e.g., in [96] . For 600-km receiver altitude, C/A code, and 1-ms coherent integration time (which determines the size of the Doppler zone), the size of the pixel on the ground will be of the order of 20 to 30 km. For the P(Y), or M code, it will be approximately 10 times smaller along the equi-Doppler line. This size would determine the best instantaneous spatial resolution for this configuration.
However, because of the low signal-to-noise ratio, the signal needs to be incoherently accumulated over some time. During that time the receiver and the footprint associated with the considered pixel will move over the surface with a speed of about 2-5 km/s, thus making the resolution lower along the direction of motion. Therefore, finding a resulting spatial resolution would depend on several geometrical, dynamical, and receiver's parameters, with a particular choice of both the coherent and incoherent integration time.
V. GNSS-R RECEIVER DATA ACQUISITION TECHNIQUES
As in navigation receivers, the most common GNSS reflectometers' architecture (conventional GNSS-R or "cGNSS-R" in short) correlates coherently during Tc seconds (typically +1 [10] :
where t is the time when the integration starts. However, since the reflected signal is of even weaker amplitude than the direct one, that is, the signal-to-(thermal) noise ratio is even poorer, and -more important-it usually suffers from speckle noise, a large number of incoherent averages ( ) Ni are required in order to improve the signal-to-noise ratio of , , :
As explained in Section III, although the width of the auto-correlation function is not critical for scatterometry applications, for altimetry applications it determines the best achievable time (range) resolution, which, under the assumption of uncorrelated additive white Gaussian noise (AWGN), is given by the Cramer-Rao bound (CRB) [117] :
where SNR is the signal-to-noise ratio, and b is the socalled rms bandwidth, defined as:
In Eq. (19) B and BIS are the baseband bandwidths of the receiver's filter and the transmitted signal according to the Interface Specification documents [70] , [73] , and ( ) S f 2 is its spectrum. Actually, for low SNRs (1 5 dB)
the Ziv-Zakai bound [117] provides a better indication of the magnitude of the estimation errors, which can be actually much larger than the CRB ones. Therefore, for the same SNR, the larger the rms bandwidth ( ), b the better the achievable range resolution. In principle, one way to overcome the bandwidth limitation is using the so-called interferometric GNSS-R processing [74] , or "iGNSS-R", in which the reflected signal is cross-correlated with the direct signal itself s t D^h after proper Doppler frequency and delay adjustment as sketched in Fig. 12 , and formulated in (20) and (21) . The ultimate performance of the iGNSS-R will depend not only on , b but on the SNR (as in (22)), the noise correlation, the width of the tracking window, etc. as discussed in Section VI. However, the value of b computed from the waveforms shown in Fig. 15 (top) is .
MHz, a much smaller value than the receiver's and the signal's bandwidth, and it will ultimately limit the achievable altimetry resolution improvement by a factor of `4.8 MHz / 2.2 MHz (rms bandwidth of WF signal with composite signal / bandwidth of C/A code) = 2.18 ( ) 10 1
[118], [119] . Similar results have been obtained by [120] - [122] . The physical explanation of this result is the smoother shape of the waveform resulting from the convolution of the ACF with the scatterers on the surface, as compared to the ACF itself. The best altimetry performance could only be achieved for quasi-specular reflections, when the WF looks like the ACF.
, ,
The inter-comparison between cGNSS-R and iGNSS-R is not straightforward since there are pros and cons for each method. In cGNSS-R the code replica is generated locally: it allows one to separate signals from different satellites by their code; it inherently has an infinite SNR (small losses can be expected from frequency responses mismatches); smaller size antennas can be employed to track the reflected signals using frequency responses mismatches), and smaller size (directivity) antennas can be used to track the reflected signals. Use of currently available public C/A codes for altimetry is not feasible because of their limited bandwidth which leads to a limited range resolution. Also, the delay and Doppler frequency dynamics for these codes are larger, and these values must be adjusted more frequently for proper operation [123] . In iGNSS-R there is no need to know the code, since the direct signal itself is used instead. It allows not only use of GNSS signals, but satellite radio, satellite television, or any other sources of opportunity with larger transmitted power, larger bandwidth, and better SNR, leading to potentially improved range resolution. In addition, the differential processing produced in the cross-correlation leads to slower delay and Doppler frequency dynamics, which are -in principle-easier to track [123] . The main drawbacks are the large antenna size (directivity) required for the up-looking antenna, even when satellite television signals are used, which leads to the use of beam-steering techniques, and eventually multi-beam antennas if several reflection points are to be tracked, the need to separate different satellites from their signature ("location") in the delay-Doppler map, and the higher susceptibility to radio frequency interference.
To overcome some limitations of the previous techniques, newer approaches have been developed, namely, the reconstructed GNSS-R (rGNSS-R) [124] - [126] and the partial interferometric GNSS-R (piGNSS-R) [127] . The rGNSS-R is similar to the cGNSS-R technique, but semicodeless techniques are used to reconstruct the P(Y) code which is then correlated with the reflected signal. The piGNSS-R is similar to the iGNSS-R technique, but the P and M codes components of the direct signal are extracted from the reference signal (direct signal) by coherent demodulation, and the interferometric approach is then applied to the reflected signal.
In Fig. 13 (top) the correlation approach used in the down-looking channel (slave: shown) instrument provides P-code processing of encrypted GPS signals without knowledge of the encrypted code, in addition to the C/A code for cGNSS-R, while the up-looking channels (master: not shown) use a similar correlation approach and feed the information to the down-looking channel (slave) [119] , [120] . In Fig. 13 (bottom) the direct L1-C/A signal is processed with typical DLLs and PLLs. The locked C/A code model is used to form a L1P model, which is then applied to the direct signal (center left), and after integration over +0.5 MHz W-chips to estimate their signs, it is combined with the P-code model to form a L1 Y-code model which is used to correlate with the down-looking channel. The advantages of this technique rely mainly on the larger bandwidth of the P(Y) codes, as compared to the C/A ones, and the large SNR, despite the losses of the semi-codeless approach. Fig. 14 shows the basic approach of the piGNSS-R technique. The advantage of this technique is an even better range resolution as compared to the iGNSS-R one, but at the expense of a 3 dB signal loss (C/A code has been removed), which needs to be compensated by a 3 dB larger antenna directivity.
It is worth mentioning that relative altimetry or scatterometry observations can also be performed by applying the cGNSS-R techniques shown in Fig. 11 to the direct signal as well. This approach is intrinsically more insensitive to errors than absolute measurements performed with the basic scheme shown in Figs. 11 or 12 . Alternatively, the second receiving chain can be replaced by a mechanical or electrical beam steering to alternate between the direct and reflected signals.
For static receivers, the fading produced by the constructive/destructive interference between the direct and the reflected signals can also be used to infer geophysical information (Interference Pattern Technique, or IPT), such as soil moisture or vegetation/snow height [46] , [128] . For a vertically polarized antenna, the fading disappears at the pseudo-Brewster angle, which depends on the dielectric constant, and the amplitude of the fading fluctuations depends on the magnitude of the reflection coefficient, which depends on the dielectric constant as well. If the relative phase of the fading patterns at vertical and horizontal polarizations is observed, a 90° phase shift occurs at the pseudo-Brewster angle, which is almost insensitive to roughness effects. These applications will be discussed in more detail in Section VII.
Finally, in order to illustrate the relative performance of cGNSS-R and iGNSS-R (and derived techniques), Fig. 15 (from [129] ) illustrates the simulated power waveforms for different wind speeds and at , 0 i c i = normalized to the peak amplitude of the power waveforms for a wind speed of U 3 10 = m/s, for iGNSS-R (top) and cGNSS-R (bottom). As it can be noted, the scatterometry information is preserved in both techniques (peak amplitude), but the slope of the leading edge of the iGNSS-R waveform is much steeper than that of the cGNSS-R waveform, which should lead to a higher range resolution (depending on the SNR, Section VI).
VI. THERMAL NOISE, SPECKLE, AND COHERENCE TIME
A. the Simplified ApproACh
In Section V the altimetry performance was estimated in (18) using the CRB under the assumption of AWGN, and found only to be dependent on the SNR and .
b Also discussed was how to compute b for different receiver techniques, and how b could be extended beyond the bandwidth of the publicly available codes. The computation of the SNR is now presented. The SNR (thermal noise only) at the input of the correlator is given by:
where PR is the total received reflected power, 2 | is the Woodward ambiguity function of the transmitted signal, k is the Boltzmann's constant, T is the equivalent system's noise temperature, and min , B BIS " , is the minimum bandwidth among BI and . BIS For a cGNSS-R instrument, the SNR at correlator's output is also given by (22) as compared to SNRcr is SNR SNR 2 cr + -dB, to be traded off with the increase of . b However, the SNR is not only affected by thermal noise, speckle noise can be even dominant. A rough approximation to assess the effect of speckle noise is by adding it to the thermal noise as:
where NSR / . ( . dB), 1 3 63 5 6 speckle = -and it is independent on the bandwidth. Finally, the SNR is improved by incoherent averaging as . Ni
b. the reAliStiC ApproACh
In Sections V and VI.A a crude approximation to the effect of noise was presented. A more precise estimation of the delay is presented here using the Cramér-Rao bound (CRB) including the covariance matrix ) (C of the data:
where sl is the waveform's derivative. In the case of AWGN, uncorrelated from sample to sample, (25) reduces to / , s
, which is equivalent to (18) , but in the (discrete) time domain, instead of the frequency domain.
In reality, the ultimate achievable scatterometry or altimetry performance depends on the snap-shot SNR (no incoherent averaging or N 1 i = ) and bandwidth, and on the cross-correlation of the noise present in consecutive lags , , Y t f
h (fast time) as well.
Additionally, the GNSS-R observable (Eqs. (17) and (21)) was estimated as the average of the square of Ni complex
. Physical interpretation of the noise correlation between consecutive lags of the same waveform (top), and between the same waveform lag in consecutive waveforms (bottom) [82] . Fig. 16 . The analysis of the noise correlation between consecutive lags is performed using the covariance matrices defined as:
which can be understood as the sum of two terms: one corresponding to the signal, and the other one corresponding to the noise. Fig. 17 illustrates this for a spaceborne cGNSS-R instrument. Interested readers are referred to a simulation study for the cGNSS-R case in [130] , a detailed analytical study for the cGNSS-R case in [131] , and for the iGNSS-R case in [74] . As can be observed from Figs. 17(a) and (b), the noise component is present in all the delays, while clearly this is not the case for the signal term since it is dependent on the backscattered signal. The covariance noise term follows the shape of the auto-correlation function (ACF), and the covariance signal term is dependent on the complex multiplication of the ACF at delays 1 x and .
2
x This analysis is fundamental to estimate the achievable SNR and the ultimate instrument performance, as well as to specify the instrument in an optimum way in terms of bandwidth [72] , sampling frequency, width and central position of the tracking window [129] . In addition, the correlation between consecutive lags is also related to the achievable data compression that can be achieved, for example, using the wavelet transform [118] . Fig. 18 shows consecutive waveforms (cGNSS-R) plotted vs. the correlation lag (x-axis) for up to 1.000 snapshots ( ms, . ). T N 1 1000
As can be observed, the amplitude fluctuations are quite strong, and the correlation between the noise in the same lag x in consecutive observables ("bin-to-bin" correlation) limits the effectiveness of the incoherent averaging. The speed of these fluctuations depends on two factors: a) the properties of the surface under observation (i.e., how fast it changes, if it changes at all, for example the ice, the land, or the variable ocean surface under different wind speeds), and b) the relative movement between the transmitter and receiver (i.e., how fast the two coronae move away one from the other).
This effect is better illustrated in Fig. 19 , which shows the progress of the waveform estimation using the PIR-A airborne instrument (iGNSS-R) in a field experiment at the Baltic sea on November 11th, 2011. The coherent integration time is T 1 i = ms, and the number of incoherent averages increases from 1 up to 10.000. As can be understood, longer integration times are required to achieve a clear waveform due to the higher noise of the interferometric processing. The zoom shows that individual waveforms are formed by the scattering on a few facets only (in particular, the zoom shows one around the specular reflection point), and how the impulse response to that facet is simply the ACF squared (Fig. 7a) . Fig. 20a shows the standard deviation of each correlation lag as a function of the incoherent integration time (as in Fig. 19 ). It can be recognized that: a) the standard deviation is higher where the waveform amplitude is higher (speckle noise or "multiplicative" noise), and b) the standard deviation does not reduce as the squared root of , Ni because the corresponding area to the lags associated to higher peaks is smaller and contains fewer scatterers. Before the leading edge, and in the tail, thermal noise dominates and the SNR increases as the square root of Ni (Fig. 20b) . This effect can be interpreted as an "effective" number of incoherent averages N , eff Sample interferometric waveforms obtained with PIR-A instrument for T 1 i = ms, and N 1 i = (red), 10 (purple), 100 (orange), 1.000 (green), and 10.000 (blue) waveforms [132] . Zoom for red plot ( N 1 i = ) around the main peak compares well with Fig. 7a squared both in the relative amplitude of the side lobes and the location at !1 P-chips of the main peak.
lag, and that, unfortunately, is smaller where the waveform is larger, where it is carrying the information. Fig. 20c is much closer to 1, so noise reduction by incoherent averaging becomes more effective.
VII. APPLICATIONS AND TECHNIQUES
This section compiles a set of remote sensing applications of the GNSS-R technique, some of their retrieval algorithms and performance. Most of these applications have been developed in the last ten years, the ocean altimetric (sea-surface height) and the scatterometric (sea winds and surface roughness) being the first suggested and attempted, more than 15 years ago ( [6] and [10] , respectively). One can find accounts of various GNSS-R applications in [50] , [75] , [133] , [134] .
The section is first organized in five sub-sections, each one devoted to a particular scientific application. For GNSS-R altimetry and ocean scatterometry, several GNSS-R techniques are explained and their performances discussed. Only the basic measurement principles are given for the rest of applications. Table 3 compiles a summary of the remote sensing applications, and the scenarios from which it is possible to obtain their products. The applications are not fully proven, or those with immature algorithms will not be further detailed, but bibliographical references are provided.
A. Altimetry
The first application foreseen for GNSS-R was ocean altimetry, that is, determination of the sea-surface height. However, the altimetric measurement principles are quite general and also valid for altimetry over any other surface that can reflect enough power to enable precise observables. For GNSS-R, this is typically ocean and ice.
The product of interest in altimetric applications is the vertical height of the reflecting surface, either in absolute terms (e.g., with respect to the center of the Earth) or in relative terms (e.g., with respect to a given reference surface such as the ellipsoid, geoid, or a well-established spatiotemporal average of the elevation surface). Given that a GNSS-R observation is representative of a certain area over the surface (see Section IV), the GNSS-R measured surface height will be an averaged value across this area.
The way to estimate the vertical component of the surface location is done by measuring it with respect to the receiving system, the position of which must be properly known. The strong point of GNSS-R altimetry is its multi-static capability that is, being able to solve the surface altitude at each reflection point. This means solving the specular point location using the information from a single GNSS. However, it is well known that the GNSS technique requires at least four GNSS simultaneous radio-link signals to combine their information and properly solve the time-position coordinates of the receiver. Is it feasible to attempt inferring surface height solutions from individual radio links? The answer is yes if both transmitter and receiver positions are known, and good apriori information of the reflecting surface is available. The techniques to precisely position the receiving and transmitting systems are not within the scope of this tutorial, although they also are essentially based on GNSS [50] .
Another important aspect to consider is the integration of the GNSS-R observables and their re-tracking: because altimetric measurements require the highest possible SNR, long signal integration times are recommended (the longest possible within the user-required along-track resolution). Before proceeding to integrate the sequential waveforms, they should be re-aligned in time to correct for any possible error introduced by the receiver's open-loop models (for example, intervals for which the receiver does not update the model or it does but in an imprecise way). This procedure is called re-tracking. It must always be based on a deep knowledge of the receiver internal algorithms, and it might change from receiver to receiver. When re-tracking is not properly applied, the integrated waveform blurs, and its leading edge can be significantly distorted (loss of sharpness).
1) GrouP-deLaY aLtimetric oBservaBLes
The observable of interest for altimetric retrievals is the delay of the reflected signal. Delay here can be understood as (1) the time lapse between the transmission of the signal at the GNSS satellite and its reception at the GNSS receiver platform; or (2) the time lapse between the arrival of the reflected radio link and the arrival of the line-of-sight (nonreflected, also called "direct") radio link. In high-altitude receiving systems, it might be more convenient to use the first definition of delay, whereas using the second one has many advantages at lower altitudes. Among the GNSS community it is common to work with ranges or distances rather than the time lapses needed for the signal to travel them. The term "delay" is then used indistinctly for both concepts, and often expressed in units of length (as range/distance).
Regardless of which delay we are interested in, we need to determine the arrival time of the reflected signal. One might be tempted to think that this can be done the same way as a standard GNSS receiver determines the arrival time of the line-of-sight signal, that is, assuming that the signal arrives at the moment corresponding to the peak of its modulation correlation function (for example, peak of the triangle function in most of the currently available GNSS civil signals). As explained in Section IV, the reflection process is likely to deform the correlation function (waveform) because of scattering off surface elements around and even away from the specular point. For rough surfaces such as the ocean, the peak of the waveform is typically shifted from the specular delay caused by the surface roughness [28] . Signals reflected off a roughness-free surface (e.g., very calm waters or smooth sea ice) present a non-distorted correlation function, and the specular delay does correspond to the delay of its peak (as in standard lineof-sight GNSS). On the contrary, signal reflected off a rough surface is strongly distorted, with many contributions from off-specular reflectors, and the peak is delayed with respect to the specular arrival time. Then, the arrival time of the shortest-specular-delay corresponds to some point between the rising of signal power and its peak, an unknown point along the leading edge of the waveform. How can this point be determined?
Several approaches have been suggested. In the pioneering ground-based GNSS-R altimetric experiments, the delay of the peak was used, e.g., [24] . It did work because of the low altitude of the receiver and calm water conditions of the experiments. Subsequently, an alternative approach was suggested for altimetric processing of GNSS-R airborne experiments, consisting of fitting a theoretical model to the waveform, where the delay-shift was one of the parameters of the model, e.g., [26] . This is a suitable approach but it might depend on the goodness of the fit of the model and its potential sea surface roughness residual effects. To overcome this problem, [141] suggested and [142] showed that for an ideal receiver the maximum of the derivative of the waveform's leading edge corresponds to the specular ray-path delay. In a non-ideal receiver, its limited bandwidth filters the signal features and small biases can be introduced. Fig. 21 shows an example for a iGNSS-R type of waveform (see [142] for examples of derivatives of triangular-like correlation functions-cGNSS-R-and [122] , [75] for their comparison with iGNSS-R).
The location of the specular ray-path arrival moment within the reflected waveform is not an absolute measure troposphere/ionosphere 1 n n u G = ground-based Gnss-r; a = airborne Gnss-r; s = spaceborne Gnss-r; Y = yes; n = no; u = uncertain 1 Ocean water permittivity (salinity/temperature) and the atmospheric techniques based on GNSS reflectometry are immature, or not fully proven. Bibliographical references are [135] , [136] for GNSS-R ocean water permittivity; [137] , [138] for GNSS-R troposphere; and [139] , [140] for GNSS-R ionospheric applications. of its range or delay. It is a measure of the error made by the open-loop receiver when trying to align the reflected signal with the replica (or the reflected signal with the direct one in the iGNSS-R approach). Therefore, the proper delay is the sum of both terms: receiver range model plus location of the specular arrival time within the waveform. As in GNSS positioning and navigation techniques, these measured ranges do not correspond to true distances, because instrumental and environmental effects contribute to the signal propagation delay. For this reason they are called pseudoranges, . t
2) GeneraL aLtimetric inversion
The approaches presented in the previous section result in pseudoranges for both the direct and reflected signals, t and T, t respectively, and unmodelled noise :
The atmosphere-induced delays can be due to the ionosphere and to the troposphere (when the receiver platform is inside the troposphere). These effects will be addressed in Section VII.A.5. On the other hand, the reflected pseudorange includes the geometric reflected distance , 
t t t t t t t t t f
Note that if the receiver platform is at low altitude, most of the atmospheric contributions to the delay will be common to both branches, and thus cancel one another out. In this case, only the troposphere below the receiver will contribute to this term. The geometric differential term 
where Rl v is the location of the down-looking antenna, and ant t is the vector from the line-of-sight antenna phase center to the reflections' antenna phase center. According to Fermat's principle, the specular point has the property of corresponding to the path of shortest time propagation An example of iGNSS-R waveform (black line) and its derivative (grey line). The delay of the specular ray-path, as given by the peak of the derivative, is indicated by a dashed line. The peak of the waveform is delayed with respect to the specular arrival. Plot uses data from an ESA airborne experiment (information about this experiment can be found in [120] , [122] ; data available in [143]). between the transmitter, the surface and the receiver, and its incident angle is equal to the reflected one. Then, with a good apriori knowledge of the Earth surface Sref (lon, lat), such as the geoid or the mean sea surface, and both R v and T v positions, it is possible to have a good a-priori estimation of the specular point position , S 0 " and we can assume that only a small vertical correction needs to be adjusted:
( ; , , ) ( , , )
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(uv t being a unitary vector pointing towards the local vertical direction) [75] , [144] .
Then, solving the bistatic altimetric solution is reduced to finding the vertical correction H such that it better fits the corrected data :
The correction terms , , , 
3) FLat earth aPProximation aLtimetric inversion
When the receiver platform is at a relatively low altitude above the surface, it is possible to assume that the Earth is locally flat. The altitude to which this condition holds depends on the incidence angle of the observation and the tolerance of the user to the errors this might induce. Fig. 23 shows the errors made in the vertical component of the specular point location when assuming a flat Earth, with respect to assuming a spherical Earth. Only incidence angles in up to 50° (down to 40° elevation) have been included; beyond these angles the error increases quickly. The horizontal errors are slightly larger (16% at 50° incidence, and increasing to more than 500% at an 80° incidence angle).
Under this assumption, the differential geometric term g t D can be simplified to a function of the elevation angle of observation:
where A is the altitude of the receiver above the reflecting surface. Because the precise positioning of the receiver is usually made with an up-looking antenna, here we assume that A is the altitude of this antenna above the reflecting surface. The height of the surface with respect to a reference surface (ellipsoid, geoid, or other topographic models) can then be obtained with precise knowledge of the receiver's position:
= -being the vertical distance between the reference surface and the receiver). Note that ant t is not the antenna's offset vector itself, but its projection into the direction from where the signal reaches the receiver,
" " " -=-t being the scattering wavenumber vector). Then, . k 
t0 . This phase can also be expressed as a pseudorange ( / ) . t t 2 t m r z = z^ĥ h Note that this observable is very precise: for each full cycle variation of the phase, the pseudorange observable only changes one (+ m 20 cm in GNSS L-band frequencies). This information would be very valuable in GNSS-R altimetry, but unfortunately most of the GNSS-R observations correspond to diffuse scattering, in which the phase shifts and jumps randomly, impeding its use as range-change tracker. The exceptions are: ◗ very calm waters (it eventually might happen, not as a general case, but e.g., over lakes, ponds, harbors [23] , [25] , [145] ); Vertical component of the error in the specular point location due to the assumption of local flat Earth, for different receiver altitudes (x-axis) and incidence angles (different curves).
◗ low elevation angles of observation (the effective roughness decreases with increasing incidence angle, e.g., [144] , [146] ); ◗ some sea-ice types [147] , [148] ; ◗ sheltered waters and snow surfaces at very low receiver altitudes (ground-based stations, e.g., [39] , [149] - [151] . In these latter cases the line-of-sight and reflected signals have a short relative delay, thus interfering with each other. The receiver then captures the interferometric patterns. These patterns are used to extract several parameters, among them the altimetric one. Details of this Interferometric Pattern Technique (IPT), also called Multipath Reflectometry (GNSS-MR) are given in Section VII.F. It should not be confused with the interferometric GNSS-R (iGNSS-R) technique explained in Section V.
In [146] it was demonstrated that scattering of GNSS over open sea waters at standard ocean-roughness conditions (not calm waters) and captured from a dynamic airborne platform presented sufficient signal coherence properties to enable phase-delay observations. This work also showed that this holds for elevation angles of observation below and up to approximately 30° elevation. Next, we present one of the algorithms that can be used for obtaining the phase-delay observables and infer from them the altimetric solution.
The in-phase and quadrature components of received fields permit one to define the complex reflected E r and
where, t D z has the same terms as in (30) , plus a constant term K that accounts for the unknown ranges of both direct and reflected signals at : t0 
This equation holds if the receiver has applied the same dynamic models to both line-of-sight and reflected signals; otherwise the phase shift must be compensated.
Note that it is possible to "stop" the phase of by counterrotating it with a good model of , t D z including the geometric range and the delay-corrections, ,atmosphere, roughness, ... .
That is, arg c onst.
The altimetric solution, thus, is the surface height H (or receiver altitude A) such that "stops" the phase of I field. Note that this approach does not require to "anchoring" the phase-delay observable (i.e., to explicitly solve for the K term in (36)).
For static receivers at low altitude (ground-based platforms), when the flat-Earth assumption can be used, the evolution of these observables is only due to the movement of the GNSS transmitter, which gradually changes the elevation angle. Then, (34) applies. If the model mod t D z perfectly matches the real data, the signal is fully stopped and its derivative becomes zero; otherwise, the derivative is a measure of the error made in the model. Assuming that the rest of the terms are properly modeled and the error is only due to the surface level, then the derivative is a direct measure of this error:
5) sYstematic eFFects and corrections As they propagate through the atmosphere, radio-and microwave signals experience extra delay relative to the propagation through a vacuum, and they can also curve their path because of the gradients in the refractive index, n [152] . Given that the refractive index of the atmosphere mostly changes with altitude (vertical gradients), the more slant the propagation path, the more impact of the gradients and bending. The delay induced with respect to the vacuum propagation is given by , N dl 10
where N is called refractivity, defined as .
The refractivity of the neutral atmosphere (neglecting liquid water content) is a function of the partial pressures of dry air and water vapor, the temperature, and the compressibility factors of these gases (e.g., [153] , [154] ). Note that for reflected signals, the integral along the ray in (35) includes the ray trajectory from the transmitter to the specular point, and from the specular point to the receiver. Monostatic radar altimeter missions use microwave radiometers aboard the same platform to determine the tropospheric delay over the measurement area. This approach is complicated for spaceborne bistatic altimetric measurements because of their wide range of areas that should be monitored (very wide swath). Solutions are being investigated in the frame of ESA's PARIS-IoD and GEROS-ISS missions.
In GNSS-R at lower receiver platforms, for which experimental data exist, the differential delay cancels most of the atmospheric contribution, including the ionospheric one. Only the effect coming from the troposphere below the receiver needs to be corrected. Sometimes the GNSS receiving system is able to use direct signals to determine the zenith delay ( ZD). ZD is the atmospheric delay that would be induced in a zenith observation from a receiver at a given altitude H , ZD H N dh 10
and it can be estimated by combining information from different GNSS line-of-sight observations. The ZD at the receiver's altitude does not solve for the tropospheric effect below the receiver, which is the one that does not cancel out in differential GNSS-R and needs to be corrected. A simple exponential model can then be used to extrapolate from the relatively low receiver altitude down to the reflecting surface. In [148] it is suggested that
where hscale is the vertical extent of the troposphere. If the GNSS-R observation were at the nadir, and the GNSS receiver could estimate ( ), ZD Hr then the remaining tropospheric delay in the differential observable t D (line of sight propagation subtracted) would be . 
ZD
Generally, the observations are not at nadir, therefore the equation above needs to be corrected with global mapping functions, m. This is an approximation used in Very Long Baseline Interferometry (VLBI) and GNSS geodesy, for which the tropospheric delay at a given elevation e is a function of the zenith delay:
, lon, lat, time .
These global mapping functions depend on the elevation angle, the geo-location and time [155] . A more rigorous development of these terms separates the hydrostatic from the wet component of the tropospheric delay (and their corresponding mapping functions). The hydrostatic one is a result of the induced dipole moment, and it has a typical value of approximately 2.3 meters at sea level. The wet component is associated with the atmospheric water vapor, it is due to the permanent dipole moment of the molecules of water vapor, and has smaller values (0-0.3 m) but larger variability in time and space.
Equation (40) includes the ionospheric effect. This effect is usually separated from the tropospheric one because of the dispersive nature of the ionospheric plasma. Then, the combination of the observables at different GNSS transmitted frequencies are used to either mitigate or to isolate the ionospheric effect. The ionospheric delay for a given carrier frequency f is proportional to the integrated electron density along the propagation path, I , and the inverse square of the frequency [156] :
? t^h (the first-order approximation). The ionospheric effect, even in standard GNSS applications, is one of the effects that is more difficult to model accurately.
The ionospheric-free combination is one that eliminates (or highly mitigates) its effects:
where , i 1 2 t = are the observables as measured at .
The disadvantage of using a linear combination of observables is that the noise of the combination increases.
Other systematic effects are those induced by the surface roughness and the instrument itself, currently under investigation. The electromagnetic bias (offset introduced because of non-Gaussian surface elevation distribution within the measurement zone) is now being modeled and assessed [157] , [158] . While on the instrumental side, the bandwidth effect has been inspected in simulated data for the PARIS IoD instrumental configuration [132] . Table 4 compiles the precision achieved in GNSS-R experiments using both group-delay and phase-delay techniques. The table compiles data from [75] and [159] .
6) aLtimetric PerFormances
Various studies based on theoretical models have analyzed the expected altimetric performance of the In Orbit Demonstrator for PARIS iGNSS-R spaceborne altimeter [74] . The resulting expected precision corresponding to observations at nadir and integrated for 100 km along the track are 13 cm, 17 cm, and 16 cm at GPS L1 band [74] , [122] , and [132] , respectively. In [132] other bands are also investigated resulting in an expected precession in 30 cm at GPS L5, 13 cm, and 8 cm at GALILEO E1 and E5, respectively, for observations at nadir and integrated for 100 km along the track.
b. WiNdS ANd WAveS
The use of GNSS reflected signals as wind scatterometers was first suggested in [10] . In fact, both GNSS reflectometry and wind scatterometers measure surface roughness, not wind speed directly, and it is generally assumed that surface roughness is more closely correlated with the wind stress on the sea surface rather than with wind speed measured at some altitude above the ocean surface (typically at 10 m). Many ocean applications require the wind stress, while meteorological applications often prefer the effective wind at a certain altitude. The relationship between both parameters, linked to the drag coefficient, is currently the focus of intense research activity (e.g., there is a dedicated working group within the Ocean Vector Wind Science Team-OVWST [165] , [166] ).
The selection of microwave bands for wind scatterometers is based on their sensitivity to the wind-generated capillary-gravity waves on the sea surface. The sensitivity increases as the wavelength of the microwave approaches the wavelength of the wind-generated ripples, amplified by resonance effects. Unlike dedicated wind radar-scatterometers, the wavelength of the carrier signal cannot be selected in GNSS-R: it is given by the GNSS transmitters. The GNSS L-band signals have electromagnetic carrier wavelengths longer than the fine surface ripples generated by instantaneous winds. In principle, only surface features of typical length longer than the electromagnetic carrier wavelength can be sensed, meaning that L-band signals have less optimal frequency for wind monitoring compared to typical scatterometric Ku-, or C-bands. At the same time L-band signals are not significantly attenuated by rain, so this makes them invaluable for wind monitoring in tropical cyclones.
As the wind blows, it transfers energy to the ocean, increasing the waves' height and length, changing their spectra and surface slopes' statistics. This is used in some studies to adjust or calibrate the apparent ocean surface slopes at L-band, in the form of a modified relationship between the variance of the slopes and the wind (see (3) in [21] ), and valid for a wide range of wind speeds. Some other studies present the L-band roughness parameter as a product by itself (e.g. [167] , [168] ), although it is not the oceanographic standard one.
The advantage of taking this approach is its complementarity to wind information, because the L-band-filtered variance of the surface slopes (mean square slopes, MSS) strongly depends on the stage of development of the sea. This opens potential inversion schemes, closer to data-assimilation approaches, in which independent wind information could be combined with GNSS-R observations of the L-band roughness to infer information about wave age or dragging-related parameters. The L-band roughness parameters might also be suitable sea-surface descriptors to provide roughness corrections to L-band radiometric missions for improving their sea-surface salinity measurements. The L-band radiometric measurements of the surface salinity have a major systematic effect given by the surface roughness, in particular, to the portion of the spectrum to which L-band signals are sensitive. There is a set of promising studies along these lines, such as [169] - [172] .
1) retrievaL aLGorithms
Several algorithms have been implemented to extract ocean surface roughness and wind state from the GNSS-R [164] , [146] 400 km Leo ice 0.1 (slant eflections, in radio-occultation geometry) [144] table 4. GroUp-delay and phaSe-delay altimetric performance aS obtained in GnSS-r eXperimentS Sorted by their receiVerS' altitUde. adapted and eXtended from [75] , [159] .
observables. Brief summaries of the algorithms and techniques are compiled below, together with their range of applicability. Only the main principles behind each of the techniques are presented, and bibliographic references are given to the source documents. Some of them are shown in Fig. 25 .
(a) Fitting theoretical models
After renormalizing and realigning the delay-waveform, the best fit against a theoretical model gives an estimate for the geophysical and instrumental-correction parameters.
As seen in Section IV, the geophysical parameters typically are the 10-meter altitude wind speed, or isotropic sea-surface slopes' variance (mean square slopes-MSS). Some of the work done with this methodology include: (e.g., [17] , [18] , [20] , [167] , [173] ). The fit also can be constrained to the trailing edge of the waveform, as suggested in [19] , and implemented in [17] . This technique works best for airborne altitudes and is not feasible for ground-based receivers because the effect of waveform spreading due to roughness is diminished for low altitudes. It can be extended to a multi-satellite common inversion using several GNSS reflections arriving from close areas characterized by the same surface roughness state. This approach estimates wind direction (or roughness anisotropy) with 180c residual ambiguity. It was suggested and tested in airborne campaigns in [16] , [18] . It is rather straightforward for the case of a single airborne platform, when different satellite reflections arrive to the receiver from relatively close surface areas with the presumably same surface roughness state. For spaceborne receiving systems, this method would lose spatial resolution because the trailing edge of the reflected waveform originates from a very large glistening zone. Instead, one can look into the change of the peak power as suggested in [52] . The CYGNSS mission baseline retrieval algorithms will be mainly based on this approach [116] . In order to estimate wave anisotropy (wind direction) from space a multi-satellite constellation would be required to invert simultaneously (or close in time) several GNSS reflections assuming they all sense the same surface roughness at different angles.
Alternatively, a possibility for obtaining wave anisotropy information from a single GNSS reflection observation by using the Doppler domain of the signal, that is, the delay-Doppler map, was discussed in [168] , [49] . Then, the applicability extends to spaceborne systems (in addition to airborne scenarios).
(b) ddm metrics
The sea-surface roughness information can also be obtained from the "size" of the waveform. The "size" can be defined in different ways, such as the extension of its delay and/or Doppler spread, or its area and/or volume within a given threshold. These techniques can be applied from airborne and spaceborne platforms, but they lose sensitivity at low altitudes.
A stochastic theory that results in two algorithms to retrieve surface winds was developed in [174] . They relate the sea roughness conditions to both the Doppler spread and the delay spread of the reflected signals. For example, the bandwidth at 3-dB level of the cumulative Doppler values is proportional to the roughness MSS and the elevation angle:
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The volume under the normalized or calibrated DDM, or the area under the normalized waveform up to a predetermined threshold change depending on the surface roughness. This hypothesis was first suggested and tested in simulated data by [169] and experimentally confirmed in [172] . This approach might be valuable for potential use of GNSS-R observations in support of oceanic L-band radiometric missions, such as SMOS [175] .
Recently, more elaborate DDM metrics have been proposed to retrieve ocean wind speed [176] and wind vector [177] from GNSS-R experiments onboard a high-altitude jet aircraft. The wind-speed retrieval based on the "taxicab distance" from the DDM center of the mass to the DDM maximum position gave the best result. It was found that windspeed retrievals based on "distance"-related observables provide more accurate wind-speed estimates compared to the retrieval based on the DDM-area metrics. The reason is that the "distance"-related observables are more sensitive to wind speed and less sensitive to variations of the elevation angle [176] . A new descriptor based on the DDM was proposed for wind-direction retrieval in [177] . This descriptor, designated as the skewness angle, measures the asymmetry in the DDM power distribution along the Doppler frequency axis, and it was modeled as a function of wind direction by means of a simulation study. Then that model was validated using real GNSS-R data from an airborne experiment. After validation, the DDM skewness model was successfully used for wind-direction retrieval with a resulting RMS error on the order of 20°.
(c) scatterometric-delay As seen in Section VII.A.1, the arrival time of the waveform's peak does not correspond to the arrival time of the specular reflection. We can define the range between both arrivals as the scatterometric delay: . scatt p eak s pec t t t = -For a given geometry, this delay is nearly linear with MSS [28] . This fact is applied to airborne-acquired data to retrieve the surface's slope variances, MSS [142] , [178] . This technique can be applied to airborne and high-altitude ground-based experiments, but it is likely that the scatterometric delay would quickly saturate in spaceborne scenarios.
(d) linear or deconvolution approaches
A set of approaches attempts to untangle geophysical information from the radar equation by its reorganization in sets of linear equations or deconvolution. In general, these approaches are suited for airborne and spaceborne scenarios. For example, if the GNSS bistatic radar equation is re-organized in a series of terms, each depending on the surface slope, the system is linear with respect to the Probability Density Function (PDF) of the slopes. Discrete values of the PDF(s) are therefore obtained. This retrieval does not require an analytical model for the PDF (no particular statistics assumed), thus enabling one to obtain non-Gaussian features of the PDF (such as up/down-wind separation [108] ).
A similar approach permits 2-D mapping of the normalized radar cross section (NRCS) over the glistening zone, directly inverted from the DDMs [179] . Accumulation of information from either combining several overlapping glistening zones or from time series of a single satellite DDM to linearly invert the sea roughness over a fixed 2-D grid was also suggested in [180] (where it was misnamed tomographic approach). The potential outcome of this latter technique to the CYGNSS mission is being investigated (N. RodriguezAlvarez and J.L. Garrison, personal communication) .
(e) coherence-time When the specular component of the scattering is significant (very low-altitude observations, very slant geometries, or relatively calm waters), the coherence time of the interferometric complex field depends on the sea state. It is then possible to develop the algorithms to retrieve significant wave height [181] , [182] . This approach is suitable for ground-based scenarios.
2) scatterometric PerFormance
The first analysis of the scatterometric performances expected from spaceborne GNSS-R based on UK-DMC data was investigated in [52] . The performance obtained was 1.8 m/s rms error for weak and moderate winds. The most recent re-validation study of the UK-DMC results is presented in [116] . It is based on wind retrieval that combines five different GNSS-R observables applied to UK-DMC low-Earth orbiter GNSS-R data, and compares the inferred values to collocated buoy information.
The performance obtained is of the order of 1.7 m/s error in a range of winds from 2.4 to 10.7 m/s, which very close to the results obtained in [52] . This is also consistent with former estimates of the scatterometric performance for airborne platforms such as in [10] and [167] . The windspeed uncertainties found in [167] , using stratospheric GNSS-R data, resulted in precision from 0.1 to 2 m/s in a range of wind speeds from 1 to 8 m/s. And in [10] , the precision achieved from aircraft altitudes is of the order of 1 m/s.
An intense experimental work on wind retrieval under hurricane-like conditions, achieving +4 m/s precision in retrievals of high winds was compiled in [20] - [22] , [183] .
There is a general agreement that GNSS-R is sensitive to anisotropies and wind direction with 180° ambiguity [16] , [18] , [168] , [177] , [180] . However, more recent data analysis strategies permitted inferring non-Gaussian features of the surface slopes statistics, including the sense (up-or downwind) direction, and breaking the 180° ambiguity [108] . The inhomogeneities of the wave field within the glistening zone can also be explored, as explained above in this Section. (see, e.g., [179] ).
C. Soil moiSture ANd veGetAtioN
As described in Section IV, the permittivity of the reflecting surface has direct impact on the received power, through the Fresnel reflection coefficient (see (12) ). In its turn, the permittivity of the soil depends on its moisture content and vegetation cover (e.g., [76] ). Being L-band signals, GNSS reflections are mostly sensitive to the upper 1-2 cm layer of the soil [34] , [40] . When the soil is covered with dense vegetation, the bistatic scattering around the specular direction is essentially influenced by the attenuation [184] , so that the reflection power decreases with increasing plant biomass.
The use of GNSS signal surface multipath interference for ground dielectric permittivity monitoring data of GNSS ground-based stations was first proposed in [185] , [186] . To mitigate an adverse effect of the surface roughness in GNSS-R moisture retrievals, a reception of the scattered signal at two orthogonal linear polarizations with analyzing their ratio was suggested in [187] . A simpler approach was examined experimentally for which only the circular cross-polar component of the reflected field was acquired [33] , [34] , often normalized by the direct co-polar signal. The technique recently has been extended to include both circular components in [188] , [189] .
Over bare soil, and if the reflection process were perfectly coherent, the ratio between the reflected and the line-of-sight electromagnetic fields would be directly proportional to the Fresnel reflection coefficient, together with a geometric factor due to the longer path trajectory of the reflected signal, and instrumental factors (the antenna pattern). Due to incoherent scattering, the scattered peak power is also a function of the surface roughness. On top of this, the vegetation canopy also affects the bistatic scattering. Then, the separation between the vegetation, the roughness, and the soil moisture effects onto the total power must be carefully tackled, and for which it is important to properly model the relative contribution of the coherent and incoherent scattering.
The strategy in [189] is to isolate the coherent component by subtracting the incoherent one (based on temporal integration methods). Alternatively, forward models can help in the inversion of mixed (coherent and incoherent) observations, taking into account that the radar equation (11) assumes incoherent scattering solely. An implementation of the complete model that accounts for both coherent and incoherent components of the scattering, soil roughness, and vegetation canopy is presented in [80] .
From static ground-based stations, the multi-path reflectometry and interferometric pattern techniques (which will be explained in Section VII.F) have shown robust evidence of their capabilities to sense soil moisture (e.g., [38] , [40] , [43] , [46] , [190] ), and vegetation (e.g., [44] - [45] ). Currently, thanks to the initiative of the EarthScope Plate Boundary Observatory (PBO), soil moisture and vegetation products obtained with these techniques are available from the PBO H 2 O network of more than 100 (soil moisture) and 360 (vegetation) GNSS geodetic stations across the western USA [191] , [192] . The retrieval error of the bare soil moisture due to surface roughness in these interferometric techniques has been reported at 3-4% level [46] .
Observations of soil moisture spatial variations from space using UK-DMC data were discussed in [48] , [50] .
d. SNoW
Continental snow is currently being monitored with GNSS reflectometry as it occurs in geodetic GNSS stations. The multi-path reflectometry technique analyzes the interferometric pattern to infer the depth of the snow. The measurement principle is based on the frequency of the interference to measure snow depth variations (e.g., [39] , [193] ), or on both its frequency and amplitude to solve for snow thickness and equivalent water content [194] , [195] . As in the case of soil moisture, the PBO H 2 O network monitors continental snow cover over more than 150 GNSS geodetic stations across the western USA [191] , [196] - [198] .
The estimated precision of these measurements is at a few cm level. Linear polarization antennas can also be used to quantify the number and location of the interference notches and solve for the thickness of the snow layer [199] . These sets of algorithms are based on the interferometric pattern technique described in Section VII.F.
An extreme case of interferences can be found in reflections off thick dry snow, such as the snow cover in continental polar sheets (Greenland and Antarctica). The upper layers of some of these thick layers of snow are very dry and light, for which L-band signals can penetrate down to a few hundreds of meters. Then, multiple reflections off different sub-surface snow layers might occur. The scattering components originated from these snow layers are essentially coherent, interfering with each other. It is then possible to separate these different reflections by means of radio-holographic analysis: applying spectral techniques to the complex field after subtracting a complex reference field (e.g., the line-of-sight signal) [115] , [200] . Reflections off snow sub-surface layers down to almost 300 meters have been reported in Concordia Station (Dome C, Antarctica).
e. SeA iCe
Because the sea-ice surface can be relatively smooth, especially at its earlier stages of development, L-band signals reflect coherently. Then, phase-delay altimetry (Section VII.A.4) can be feasible in this case, as was proved in [147] , [148] , and [200] . Such measurements can be related to the ice thickness or free-board level. The fact that dry snow is essentially transparent for L-band signals, makes measurements of ice thickness using this technique less contaminated by snow piling up over sea ice.
Besides altimetric measurements, GNSS reflectometry has been used to characterize Arctic sea ice. A correlation between the peak power of the GPS returns and RADARSAT backscattered measurements over such surfaces has been shown in the aircraft experiment [35] . A demonstration of technical feasibility of obtaining sea-ice information from space using UK-DMC data was presented in [51] .
Both permittivity (temperature and brine) and sea-ice surface roughness retrievals were achieved by analyzing the shape of GPS waveforms and comparing it to a model [36] , [37] . Alternatively, the ratio between the amplitudes of both circular (cross-and co-) polarizations has shown sensitivity to variations in the permittivity of the sea ice, especially at relatively low elevation angles of observation, around the pseudo-Brewster angle [200] .
f. iNterferometriC pAtterN teChNique (ipt) ANd multipAth-refleCtometry (GNSS-mr)
In the context of this tutorial, the interferometric pattern technique and multi-path reflectometry will be understood as the techniques that use the interference between the lineof-sight signal and the Earth-surface reflected one when the receiving system is at low altitude and under static conditions (left panel in Fig. 26 ). Strictly speaking, using the interferometric fringes to extract information about the reflecting surface can also be used under other conditions (e.g., [144] from a LEO). Under our restricted definition, many aspects are simplified: most of the systematic effects cancel out, and the geometry variations at observation time scales come solely from the movement of the transmitter. Both IPT and multipath reflectometry are based on the same principle, but for historical reasons the multipath-reflectometry term is often applied to those "accidental" or undesirable reflections such as in GNSS geodetic stations. In this case, the interfering signals are co-polar (RHCP) only. The IPT has been used often in dedicated experiment, often using dedicated equipment and sometimes in other polarization basis.
The measurement principle of this technique is explained in the central panel of Fig. 26 . The coherent component of the signal scattered on the ground surface, around the GNSS antenna, has a different ray path with respect to the direct one (changing as the transmitter moves across the sky), and it will be affected by the permittivity of the reflecting media, or even by secondary reflection in layers of a third type of media (e.g. vegetation layer). The frequency of the oscillations depends on the altitude of the receiver above the reflecting surface: every time the reflected ray path increases/reduces its range with respect to the direct signal by one electromagnetic wavelength , m the total received power goes through one interferometric oscillation. The amplitude of the oscillations relates to different factors. Some are instrumental, such as the antenna patterns and polarization characterization. Others are related to the reflecting surface, such as the roughness of the reflecting surface (incoherent contribution) and its reflectivity (Fresnel coefficient, in turn linked to the permittivity of the medium). The permittivity of the medium also modifies the phase of the scattered signal, and thus the phase of the interferometric oscillation. This effect is used to extract soil moisture products [191] , [192] . It is modeled in [201] , and the open-source software is available [202] .
The right panel in Fig. 26 sketches the behavior of the interferometric pattern when observed with a vertically-polarized antenna. Then, around the pseudo-Brewster angle, the fading V-pol-reflected signal creates a distinct minimum ("notch") accompanied by the interferometric oscillation (leaving only the power from the direct signal). Because the pseudo-Brewster angle is a function of the propagation and reflecting media complex permittivities, the location of the minimum and its amplitude provides useful information to invert these observations into the parameters that drive the permittivity of the reflecting medium. If another layer is present, secondary minima appear, permitting its characterization. [190] contains the model for a three-medium scenario (air, one surface layer, one sub-surface layer). The model, initially implemented for soil moisture layers, later proved applicable to other layering, such as vegetation [46] and snow [199] .
VIII. CURRENT AND FUTURE SPACE-BASED MISSIONS
A. techdemoSat-1
Following the success of the UK-DMC experiment, Surrey Satellite Technology Limited in the U.K. embarked on the development of a more advanced autonomous GNSS remote sensing instrument which was successfully launched on July 8, 2014 onboard the TechDemoSat-1 satellite [53] . This instrument will provide the baseline instrument which the CYGNSS mission will carry and will operate for approximately every two days out of 14 (due to time-sharing arrangements with other new technologies being tested). In addition to tracking L1 C/A code reflections from space and generating delay Doppler maps of surface reflections onboard, it will also detect and map reflections from the GPS L2 signals from space for the first time. This mission and instrument will provide a key demonstration of maturing GNSS technology, moving several applications well beyond the raw data sampling and ground-processing demonstrations that were performed on the UK-DMC experiment nearly a decade earlier.
b. CyGNSS
The capabilities of GNSS-R ocean wind remote sensing were clearly recognized by NASA when it selected the University G N S S T r a n s m i t t e r z 0 + Dt geo 2 r m of Michigan led proposal for the Cyclone GNSS (CYGNSS) mission for the Earth Ventures 2 call [54] . CYGNSS consists of a constellation of eight satellites in an equatorial orbit, each carrying a delay-Doppler mapping receiver. CYGNSS's primary mission goal is to sense ocean wind and wave conditions in the inner core of tropical cyclones to improve intensity forecasting. Additionally, the ocean wind measurements provided by CYGNSS over its lifetime are expected to prove very valuable to the wider physical oceanography community, providing a wealth of measurements to study the Earth's global climate. CYGNSS is scheduled for launch in 2016 and will generate measurements at approximately five hour intervals in the Earth's equatorial regions (see coverage simulation in this tutorial). As an added bonus, it will also generate measurements over land surfaces allowing further validation of GNSS-R land-sensing techniques such as the estimation of near surface soil moisture.
C. 3 CAt-2 3 Cat-2 is a 3 # 2 unit CubeSat-based GNSS-R/-RO research/ demonstration mission carried out by the Remote Sensing Lab and the NanoSat Lab at the Universitat Politècnica de Catalunya-Barcelona Tech. It is supported by a Spanish Research grant for the payload and platform, by an FP7 EU project for the launch, and by the Institut d'Estudis Espacials de Catalunya (IEEC) for some of personnel costs. Its launch is scheduled for the end of 2015 [55] , [56] . 3 Cat-2's main payload is PYCARO: the P(Y) and C/A ReflectOmeter [124] . It includes two receiving channels, and two dual-frequency (L1+L2) and dual-polarization (switchable) antennas: the zenithal antenna, a single microstrip patch, and the nadir-looking antenna, a 3 # 2 array of microstrip patches with +13 dB gain. An additional Software Defined Radio will compute complete Delay Doppler Maps over selected targets (ocean, land, ice, and boreal forests). In nadir-pointing mode, it will perform GNSS-R observations, and in selected orbits it will be oriented in limb-pointing mode to perform polarimetric radio occultations (secondary objective). PYCARO has been tested in two stratospheric balloon experiments (October 2013 and October 2014) supported by ESA's Educational Office within the REXUS/ BEXUS program. During the second flight on October 8th, 2014, PYCARO collected for the first time ever-to authors' knowledge-GPS, GLONASS and Galileo reflected signals over land from +30 km height at both LHCP and RHCP, and at both L1 and L2 bands (see the cover page).
d. pAriS-iod
The concept of Passive Reflectometry and Interferometry System (PARIS) using GNSS reflected signals for ocean altimetry was proposed by ESA in 1993 [6] . Recently, ESA has initiated a study of an in-orbit demonstration mission named the PARIS In-orbit Demonstrator, (PARIS IoD) [74] .
Its goal is to demonstrate that accurate mesoscale altimetry using a GNSS reflections is feasible. The required accuracy should be achieved by using GNSS bandwidth of all available signals (3 # 40 MHz) by performing the direct correlation between up-and down-looking signals. As of the end of 2012 the mission has concluded its Phase-A (feasibility) studies.
e. GeroS GEROS-ISS stands for GNSS REflectometry, Radio Occultation and Scatterometry onboard the International Space Station. It is a scientific experiment, proposed to the European Space Agency (ESA) in 2011 for installation onboard the ISS. The main focus of GEROS is the dedicated use of signals from the currently available Global Navigation Satellite Systems (GNSS) for remote sensing of the Earth system with focus to climate change studies [57] . The primary mission objectives of GEROS are: (1) to measure the altimetric sea-surface height of the ocean using reflected GNSS signals to allow methodology demonstration, establishment of error budget, and resolutions and comparison/ synergy with results of satellite-based nadir-pointing altimeters, and (2) to retrieve scalar ocean surface mean square slope (MSS), which is related to sea roughness, wind speed and direction, with a GNSS spaceborne receiver to allow methodology testing, establishment of error budget and resolutions. The mission entered into Phase-A (feasibility studies) during the fourth quarter of 2014.
IX. SUMMARY
In this tutorial, we covered numerous techniques and applications of remote sensing using GNSS bistatic radar of opportunity. We presented a short history of the subject, described basic physical principles of this technique and related signal processing methods, introduced various remote sensing application areas, and concluded with brief accounts of current and planned space-based missions. More than 25 years ago, it was first suggested for scatterometry, and a few years later, as a new tool for ocean altimetry. Soon after that, the first airborne experiments were conducted by small groups of enthusiasts to prove the feasibility of the GNSS reflectometry to do altimetry, measure ocean winds and soil moisture. All these experiments used dedicated GNSS receivers specially designed to single out surface reflections in order to further extract geophysical information. Later researchers found that geodetic GNSS instruments also can be used to measure soil moisture, snow depth, and vegetation growth in the vicinity of their antennas from the interference pattern created by multipath. While the airborne GNSS-R bistatic systems has received appreciation among U.S. and European researchers in the field of remote sensing, the ultimate goal was to fly those sensors in low Earth's orbit. A first such attempt was made in 2003 with the UK-DMC satellite and GNSS-R experiment. Using it, researchers collected short data sets with signals reflected of the ocean surface, the land, and sea ice. The first delay-Doppler maps were obtained from space and analyzed on the ground. Eleven years later another UK satellite, TechDemoSat-1, was successfully launched in July 2014. Now, both in Europe and in the U.S., researchers are planning new missions that will continue further use of the GNSS-R technique for remote sensing purposes. The launch of a demonstration GNSS-R instrument will be conducted in 2015 onboard the European 3Cat-2 satellite. The NASA CYGNSS constellation is planned for launch in October 2016. It will consist of eight small satellite observatories. The goal of the proposed mission is to provide researchers with ocean surface winds throughout the life cycle of hurricanes for better weather forecasting.
These days we are witnessing how the GNSS-R remote sensing is coming out of its infancy and heading toward a more mature state. There are a number of challenges ahead that need to be addressed, but a vision for GNSS-R remote sensing looks promising both for airborne and spaceborne systems. They can nicely complement existing radar and radiometer remote sensing, and in some situations can provide unique opportunities and capabilities that cannot be achieved by existing traditional remote sensing tools.
