Abstract: Image dehazing is a useful technique which can eliminate the bad effect of haze on images and enhance the performances of image/video processing algorithms in the hazy weather. In this study, a single image dehazing method is proposed. The authors estimate the initial transmission properly based on latent region-segmentation and refine the estimated initial transmission by an objective function with a novel weighted L 1 -norm regularisation term. The half-quadratic splitting minimisation method is employed to solve this optimisation problem. They also define an evaluation function to estimate the reliable global atmospheric light. With the refined transmission map and atmospheric light they recover the haze-free image by the haze imaging model. The authors' method is compared with three state-of-the-art methods and is also validated by two image quality assessment methods. The comparative experimental results and evaluations demonstrate that their method can recover comparable and even better results with clear details, low contrast loss and high contrast in most cases.
Introduction
Haze is a common natural phenomenon in our daily life caused by the atmospheric absorption and scattering. When haze appears, we always capture the photographs with low contrast and lack of clarity. The low-quality images caused by haze usually degrade the performances of various image processing and video analysis algorithms, such as face recognition, object tracking and intelligent surveillance. The dehazing technique can eliminate the bad effect of haze on images and enhance the performances of image/video processing algorithm in the hazy weather. However, image dehazing is a severe ill-posed problem and its core issue, transmission estimation, is challenging. Some researchers propose many approaches based on multiple images or extra information to estimate medium transmission for haze removal. Narasimhan and Nayar [1, 2] use two images captured in different weathers to estimate the object depths as the transmission. In [3] , their method requires user to indicate regions that are heavily affected by weather and ones that are not, or to provide some coarse depth information. In [4, 5] , Schechner et al. propose a haze removal method with two or more images taken with different degrees of polarisation. In their method, the camera must be in a fixed position and an attached polarisation filter is set to a different angle for each photograph. Kopf et al. [6] employ both the input images and the prior knowledge of the scene geometry for dehazing. The accuracy of their method mainly depends on the input depth information.
Recently, some researchers propose some effective algorithms of single image dehazing. Compared with the methods with multiple images or extra information, the limitation of single image dehazing methods is quite few. These algorithms mainly use assumptions or constraints to estimate the unknown transmission. In [7] , with the observation that a haze-free image has a higher contrast ratio than the hazy image, Tan proposes a dehazing algorithm by maximising the local contrast of a hazy image. This algorithm can get visually compelling results. However, the restored image often suffers from super-saturation and yields halo artefacts near the depth discontinuities. Kim et al. [8] propose a fast dehazing algorithm for images and videos based on the optimised contrast enhancement. To avoid the contrast to be overstretched, this algorithm truncates some pixel values, then minimises a cost function to alleviate information loss and optimises the medium transmission by guided image filter [9] . However, this algorithm is not robust enough. Fattal [10] separates the scene radiance into two components, the albedo and the shading, then restores the scene radiance with independent component analysis (ICA) under the hypothesis that the shading and the medium transmission are locally statistically uncorrelated. This algorithm is physically valid and can produce impressive effects. However, it is a computationally intensive algorithm. Tarel and Hautire [11] employ a fast median filter to estimate the atmospheric veil in real-time. Nevertheless the restored outcomes are not quite visually compelling. He et al. [12] propose the wellknown dark channel prior to estimate scene depths of hazy image. This prior is based on the statistics that, in most of the non-sky patches of the haze-free outdoor images, at least one colour channel has very low intensity at some pixels. With dark channel prior, the algorithm firstly generates a rough estimation of the transmission map and then applies the soft matting strategy to refine the rough transmission. The haze-free results are quite compelling. However, the processing speed of soft matting is slow. As a consequence, He et al. [9] further propose an edge-preserving smoothing operator called guided image filter which can avoid gradient reversal artefacts near the sharp edges. With the guided image filter to optimise the rough transmission map, the processing speed of their algorithm is accelerated obviously. The quality of their recovered results is similar to the effect of soft matting. However, when the scene objects are inherently similar to the atmospheric light and no shadow is cast on them, the dark channel prior will fail. In [13] , Ancuti et al. present a pixel-wise algorithm to obtain transmission without refinement procedures. Based on per pixel hue disparity between the observed image and its semiinverse, they recognise the haze regions and non-haze regions, then use a layer-based algorithm to restore the haze-free images. Due to the ambiguity between colour and depth, this algorithm is not robust and often suffers from over-saturated pixels. Meng et al. [14] estimate the transmission based on the boundary constraint from radiance cube. Combining with a weighted L 1 −norm based contextual regularisation, their algorithm iteratively optimises scene transmission. A series of high-order filters including eight Kirsch operators and Laplacian operator are applied to preserve image edges and corners. However, due to employing the weak constraint on the transmission in the whole image and unstable atmospheric airlight estimation, their algorithm usually suffers from super-saturation and hue errors. With the development of machine learning, some learning-based algorithms also are proposed. Tang et al. [15] investigate several haze-relevant multiscale features (dark channel, hue disparity, local max contrast and local max saturation) in a learning framework to identify the best feature combination for image dehazing. Then they use the synthetic hazy image patches to train the specific model for image dehazing. However, their dehazing model may boost noise in dense haze and produce blocky artefacts.
In this paper, we propose a transmission estimation method based on latent region-segmentation to estimate the proper initial transmission from single image. To optimise the initial transmission, we define a novel objective function. In this objective function, the weighted L 1 −norm regularisation term is used to smooth contextual regions of transmission map while preserving the salient edges. Considering both of intensity similarity and spatial similarity within a local patch, our weight function in the regularisation term can inhibit the halo artefacts efficiently. We adopt the half-quadratic splitting minimisation method [16, 17] to solve the optimisation problem iteratively and achieve our refined transmission map. To estimate the global atmospheric light, we define a novel evaluation function. With the refined transmission and reliable atmospheric light, we can restore haze-free results from single image. Our method is compared with three state-ofthe-art methods and is validated by two image quality assessment methods. We adopt the dynamic range independent IQA [18] and blind contrast restoration assessment method based on visible edges ratio [19] to evaluate the performances of our method in colour space and grey level, respectively. The comparative experimental results and evaluations demonstrate that our method can recover the better results with clear details, low contrast loss and high contrast.
Background
Narasimhan and Nayar [1, 2] propose an applicable model describing the image formation in bad weather. This model includes the attenuation of scene radiances and the scatter caused by atmospheric light, and has been widely employed by most researchers in image dehazing [12, 20, 21] . This model is
where I denotes the observed intensity of haze image captured by camera, J is the scene surface radiance and describes the intensity of haze-free image, A is a global variable called as global atmospheric light and represents the ambient light in the atmosphere, t is the medium transmission. When we suppose the atmosphere is homogenous, t(x) is inversely proportional to the scene depth and can be expressed as follows:
where β is the scattering coefficient of the atmosphere, and d(x) denotes the scene depth from camera at each pixel. For image dehazing, the purpose is to recover scene radiance J. According to (1) , the scene surface radiance J at each pixel is described as
From (3), t and A are also unknowns, so haze removal is a severe ill-posed problem. To estimate the medium transmission, He et al. [12] propose the dark channel prior. This method is based on the observation that at least one of RGB colour channels has very low intensity at some pixels in most of the non-sky regions. They further assume that the transmission in a local patch Ω is constant, and define the dark channel J d of J:
where c denotes one channel of RGB colour space, Ω(y) is a local patch centred at y. Then they take the min operation in the local patch Ω on the haze imaging model (1) among three colour channels:
After substituting (4) into (5), the estimated transmission t d by dark channel prior at each pixel is
For neglecting the sky regions, the dark channel prior is not available in the large bright areas. The reason is mainly that the intensities of pixels in the sky and other bright regions are quite high and they do not approach to zero as the assumption in a dark channel prior. According to (4) and (5), we obtain
In bright regions, J d (x) does not approximate to zero while has high intensity. The denominator in (7) is not equal to 1 as in (6), but has low value. Therefore, in bright regions, the transmission t(x) should be higher than t d (x). If we adopt the loose bound of dark channel prior and simply set J d (x) to be zero as (6) , in bright regions the transmission will be underestimated. From (3), the underestimated transmission will result in over-saturated pixels. Though in non-bright regions J d (x) conforms to dark channel prior, the patch-wise min-operator on I c (x)/ A c in (6) will lead to overestimated transmission. For example, in one patch, if the pixel (which has the minimum value) and the central point belong to different objects, the term I c (x)/ A c in (6) will be lower than its true value and the transmission of current pixel will be higher than its accurate value. From (3), the overestimated transmission will lead the intensity of pixels in dehazing results to be lower than the true scene surface radiance.
Transmission estimation
Transmission estimation is a significant procedure in dehazing. The effect of dehazing mainly depends on the accuracy of transmission estimation. Both underestimating and overestimating transmissions will result in undesirable dehazing results. In this section, to solve the problems mentioned above, according to the dark channel prior and another intrinsic prior, we propose a transmission estimation method based on latent region-segmentation to obtain proper initial transmission. We know that the transmission ranges from zero to one, as 0 ⩽ t(x) ⩽ 1. According to (1), we derive
In practice, most pixels in bright regions (e.g. sky, bright water or glass surfaces, the headlights of vehicles and some white objects) can be a little brighter than the global atmospheric light. Therefore, in bright regions, I c (x) are higher than A, and we have
To avoid the transmission to be underestimated in bright regions, we do not assume the haze-free radiance J to be zero as in [12] . According to the priors that in bright regions J(x) has high value and J(x) ⩽ 255, we have the inequality
Supposing that A is given, we take the maximum value of t c (x) as the lower bound of transmission as follows:
To avoid the overestimated transmission, we do not use the patchwise min-operator as in [12] . For in non-bright regions I c (x) are lower than the value of A, at each pixel we can get another inequality
Since in non-bright regions the dark channel prior is available, min c (J c (x)) should equal to zero. The inequality (12) can be rewritten as follows:
Still supposing that A is given and taking the maximum value in inequality (13) as the lower bound of t(x) in non-bright regions, we have
To sum up, the initial transmission of the whole image can be described as follows:
Equation (15) can separate the scene into bright and non-bright regions latently with smooth edges and correct the transmissions in the two sorts of regions, respectively. It also keeps the transmission values within the reasonable range. If the transmission of any pixel is higher than 1, this pixel will be over-saturated.
Figs. 1b and e illustrate the dehazing results by the dark channel prior and our latent region-segmentation based transmission estimation method, respectively. We can observe that in non-bright regions the dehazing effect of Fig. 1e is superior to Fig. 1b and in bright regions our method also produces fewer halo artefacts than the dark channel prior. The scatter plots in Fig. 1 aim at pixelwisely displaying the differences between the rough transmission obtained by the dark channel prior and our method in both nonbright and bright regions. Figs. 1c and f illustrate the scatters plots of transmission in non-bright regions by the two methods. Figs. 1d and g illustrate the scatter plots of transmission in bright regions by the two methods. We can see that our pixel-wise transmission values are much lower in the non-bright regions and higher in the bright regions than the values of patch-wise transmission estimated by dark channel prior at most pixels. The scatters plots demonstrate that our latent region-segmentation based transmission estimation method can efficiently overcome the problems of overestimation and underestimation by dark channel prior in the whole image.
The histograms in Fig. 2 are transmission statistical histograms. In each group, the first denotes the sum of transmission values in bright regions by dark channel prior; the first bar denotes the sum of transmission values in bright regions by our method; the third and fourth bars denote the sums of transmission values in nonbright regions by dark channel prior and our method, respectively. The statistical histograms further validate that our transmission estimation method can increase the transmission values when they are underestimated in bright regions and reduce the transmission values when they are overestimated in non-bright regions. Fig. 3 displays the comparative results by the dark channel prior and our method. From top to bottom, we compare the performances of the two algorithms in the sky region, bright water surface and dense fog, respectively. In the sky region, our dehazing result has fewer halo artefacts. On the water surface and in the dense hazy regions, our results are clearer. In non-bright regions, our results have more prominent dehazing effects than that of the dark channel.
Optimising transmission
In Section 3, we obtain proper initial transmission by our latent region-segmentation based transmission estimation method. However, the pixel-wise transmission will lead the result to be distorted in colour and make haze-free result look like a canvas. We need to refine the rough pixel-wise transmission map for dehazing. Based on the observation that the pixels in a local patch often share similar depth value in common texture regions and the depth on the edges usually has drastic variation, we propose an objective function with a weighted L 1 −norm regularisation term to refine the rough transmission map. The half-quadratic splitting minimisation method is used to solve the optimisation problem iteratively.
Cost function with weighted L 1 -norm regularisation term
Though the pixels in the same object commonly share similar depth, on the edges between objects the depth will abruptly leap and lead to significant halo artefacts in the dehazing results. To restrain the halo artefacts, we constrain a weight function W on the gradient of rough transmission. W(x) plays a switch role of the constraint on the gradient of rough transmission at pixel x. When the gradient of depth (rough transmission) at x is large, W(x) should be small, and vice versa. When W(x) = 0, the corresponding contextual constraint of ∇t(x) will be cancelled. We describe this process as follows:
where ∇t(x) = (∇ x t(x), ∇ y t(x)) denotes the horizontal and vertical gradient of rough transmission, and ∘ denotes the dot product operator. The weight function W(x) is defined as follows: ) is small, the W(x) will be large and can guarantee the gradient of transmission ∇t(x) to be small. W can smooth the contextual regions of transmission map. The distance function d c (y) is defined as follows: In the whole image, we compactly describe the discrete regularisation on ∇t as ∥ W ∘ ∇t ∥ 1 . To obtain the optimal transmission, we give an optimisation function with the L 1 −norm regularisation as follows:
where the first part is the data term that measures the fidelity of t(x) to the original transmission t o (x) derived from (15), the second part is the weighted L 1 −norm regularisation term, λ is a parameter to seek a balance between the two terms.
Transmission calculation
We optimise transmission t(x) through minimising objective function (19) with half-quadratic splitting minimisation method. Xu et al. [16] and Wang et al. [17] used this splitting scheme to solve two other different convex problems. We introduce the auxiliary variable u and transform (19) to a new optimisation function as follows:
where β is a weight, u = (u h , u v ), u h and u v are the horizontal and vertical gradients, respectively. We assume that t is fixed in (20) and minimise u at each pixel by following function:
for W(x), β and ∇t(x) are given, we can solve (21) as
where sign( ⋅ ) is a sign function. Then we optimise t with fixing u derived from (22) by minimising the function below:
The optimised t can be calculated by the equation below:
where ∇ x T and ∇ y T denote the transposed editions of directional gradient operators and ⊗ expresses the convolution operator. The closed-form solution for this least-squares minimisation problem can be speeded up by fast Fourier transform. We can compute the optimised transmission t f directly as follows:
where ℱ( ⋅ ) is the Fourier transform and ℱ −1 ( ⋅ ) is its inverse version, ℱ( ⋅ ) is its complex conjugate version.
Algorithm 1 describes the solution of (20) . In the iteration process, β is increasing from β 0 = 1 to β max = 2 6 , multiplied by κ = 2 for each iteration. The parameter setting can ensure a good balance between efficiency and performance. We compared our refined transmission maps with that using guided image filter. Fig. 4 shows that our refined transmission maps are smoother and our haze-free results are also clearer. We mark the regions where our advantage is obvious with rectangles.
Recovering the scene radiance
Removing haze from single image by (3) and estimating transmission by our method both require an accurate global atmospheric light A. In this section, we introduce a new strategy to estimate the reliable global atmospheric light and recover our hazefree results with haze imaging model.
Estimating the atmospheric light
From (15), we know that the estimated transmission t o (x) and atmospheric light A have a close relationship. Inaccurate estimation of A will undermine the accuracy of transmission estimation and the quality of recovered scene radiance J. The atmospheric light A in (1) is often estimated as the brightest colour in an image, such as [7, 10] . In practice, using the bright objects may lead to undesirable selection of the atmospheric light. In most cases, the optimal global atmospheric light is a little darker than the brightest pixels in an image. He et al. [12] first pick the top 0.1% brightest pixels in the dark channel, then select the pixels with highest intensity in input image I as the atmospheric light. Kim et al. [8] propose a hierarchical searching method based on the quad-tree subdivision. They divide the region, which has the highest score (the average pixel value subtracted by the standard deviation of the pixel values within each region) into four smaller rectangular regions continually until the size of the selected region is smaller than a prescribed threshold.
We define a scoring formula based on a prior to estimate the atmospheric light. The prior is that the atmospheric light of an outdoor haze image usually appears in the dense haze areas or sky areas. In these areas, the contrasts of pixels are very low and the textures of images are very sparse. So we define the scoring formula as follows:
where p b indicates the set of top 0.1% brightest pixels in the dark channel, c(x) indicates the contrast value at each x; ds(x) indicates the texture density in a square patch ω(x) centred at the pixel x. Generally, the size of ω(x) is 11 × 11, and ds(x) can be expressed as follows:
where |ω(x)| expresses the number of the pixels in ω(x), I e is a binary map which denotes the Sobel edge detection result of an input image. In I e , 1 denotes the edge pixels, 0 denotes the nonedge pixels. We can employ the L 0 −norm to calculate the sum of I e (x) in each ω(x). In our strategy, the pixel whose score E A (x) is minimal in p b is selected as the centre point of the atmospheric light area ω A (x) [its size is same with ω(x)]. Then we get the maximum channel value max c (I c (y)) for each pixel y ∈ ω A (x) from the input image I.
Finally, we compute the average value of max c (I c (y)) as the atmospheric light intensity A. The red rectangles in Fig. 5 illustrate the atmospheric light regions.
Recovering the scene radiance
With the refined transmission map and the estimated atmospheric light, the ill-posed single image dehazing problem can be solved. We rewrite (1) as follows: then we recover the scene radiance as follows:
We illustrate the framework of our single image dehazing algorithm in Fig. 6 . Some of our recovered haze-free results are illustrated in Fig. 7 and Fig. 5 .
Implementing details
To make our algorithm easier to be understood, here we introduce some of parameters and implement details. We fix σ in (19) to 10 for all results illustrated in this paper. The sizes of local patches ω in (17) and (27) are both 11 × 11; λ in (19) is generally set as 2. We solve (20) by 6 iterations, β is increasing from β 0 = 1 to β max = 2 6 , multiplied by κ = 2 for each time. In (27), to decide which patch is sparse enough to express the atmospheric light region, we hope to achieve edge points as much as possible, so we select a low value 0.001 as the threshold for edge detection. ε in (29) is set as 0.1 for avoiding division by zero. Note that, the parameters mentioned above are all constant for the input hazy images.
Experimental results
In this section, we display some of our dehazing results and compared the performances of our method with that of other three state-of-the-art methods [8, 12, 14] in computational cost and quality of results. Two image assessment methods are employed to evaluate the performances of the dehazing methods in colour space and grey level, respectively.
Example results
Figs. 7 and 5 display some examples of our dehazing results and the corresponding optimal transmission maps. In these examples, we can see that our method can efficiently restore haze-free images with high contrast and vivid colour information. Moreover, in the sky region, the halo artefacts of our results are also quite few. From bottom row of Fig. 5 , we can see that our transmission maps are quite consistent with perception and approximate to the depth map.
Qualitative comparisons
In Fig. 8 , we compared our results with those of [8, 12, 14] in quality. We obtain some results of other algorithms from the authors' personal homepages and others through running the programs posted by the authors. Comparing our method with that in [12] , in some details, especially in bright regions, our results are better than theirs. For instance, compared Figs. 8(1.b) and (2.b) with Figs. 8(1.e) and (2.e), the red carriage in dense haze, the sky and the distant tree regions in our results are more evident and have higher contrast. The tower crane disappears in Fig. 8(3.b) , but it is restored in Fig. 8(3.e) clearly. In Fig. 8(4.b) , the veil on the wall is still obvious, while in Fig. 8(4.e) , we can see the clear red wall. From Figs. 8(1.c)-(4.c) , we learn that the method in [14] can restore a haze-free image with high quality and fine edge details. However, because they employ the weak constraint on the transmission of the whole image and choose different values of the atmospheric airlight intensity in the three channels, their results usually suffer from super-saturation and hue errors. Comparing the results of our method with that produced by the algorithm of [8] in the last two rows, our dehazing results are superior to theirs in most cases. However, we find that the objects in our results (especially the white and grey ones) near to the lens usually suffer from the super-saturation. This is due to that our method uses colour differences to replace depth differences, and these objects have similar colour with the dense hazes while the haze on them are quite light. Our method will process such objects as the dense haze. Consequently, the contrast of these pixels is excessively and inaccurately enhanced, such as the small white houses in Fig. 8(1.e) .
Quantitative evaluation
We processed the experimental images on a PC with 3.1 GHz Intel Core i5-2400 processor and 4G memory. We compare our computational cost with the three algorithms mentioned above. The data of other algorithms are obtained through running the programs posted by the authors on the web. The programs of [8, 12, 14] and ours are implemented with Matlab language, only the program of [14] is implemented with C++ language. Processing a 600 × 400 pixel image, our method needs about 0.8-1 s. Processing the same size images, the algorithm in [12] needs 10-20 s. The dark channel We employ the dynamic range independent IQA [18] to evaluate the contrast restoration capacity of our method in colour space like in [13] . The dynamic range independent IQA compares images with radically different dynamic ranges and evaluates the quality of contrast restoration pixel-wise. The three evaluation indicators of this metric include: loss of visible contrast (green) -contrast that was visible in the input image becomes invisible in the output image, amplification of invisible contrast (blue) -contrast that was invisible in input image becomes visible in the output image, and reversal of visible contrast (red) -contrast that is visible in both images, but has different contrast polarity. The loss of visible contrast P loss , amplification of invisible contrast P ampl and reversal of visible contrast P rev are computed as follows:
where k and l are the spatial band and orientation indices, respectively,P loss k, l , P ampl k, l and P rev k, l mean the conditional probabilities of loss of visible contrast, amplification of invisible contrast and reversal of visible contrast, respectively, P denotes conditional probability which is filtered by the corresponding cortex filter (for details about IQA please refer to [18] ). Fig. 9 shows the comparative haze-free and IQA results of the four algorithms. We use the online implementation of IQA metric at the authors' home page [22] to produce the evaluation results. The bottom-left table of Fig. 9 shows the comparative ratios of the pixels yielded by the dynamic range independent IQA. We only record the pixels whose probability scale is higher than 70% to reduce the possibility of misclassification. From the left bottom table of Fig. 9 , we can find that our method can get almost all the best evaluation results on the Figs. 9a and b except the 'contrast amplification' on the Fig. 9b (Our method gets the second best evaluation result). According to the data, we see that our dehazing results have lower contrast loss ratio, higher contrast amplification and higher reversal ratios than other three algorithms. As a general interpretation, contrast loss (green) is related to image blurring, contrast amplification (blue) and reversal (red) are connected to image sharpening [18] . The evaluation results objectively reflect that our restored results have better sharpening and more texture information in most cases.
We use the visible edges ratio image assessment method proposed in [19] to evaluate the performances of the four compared methods in grey level. The two indicators of this assessment method are the ratio of new visible edges (e) and ratio of average gradient (r¯).
The e denotes the increased rate of visible edges after haze removal and is described as follows:
where n I and n J denote the cardinal number of the visible edges in the input hazy image I and the restored haze-free image J, respectively. The larger e is, the ability of method to restore edges is stronger.
The r¯ uses the gradients of visible edges in the restored image to represent the restoration degree of the image edge and texture information. r¯ is described as follows:
where r i = ΔJ /ΔI, ΔI and ΔJ are the gradients of I and J, respectively, r i denotes the set of visible edges of J. A larger rm eans that the corresponding dehazing method has better capacity of edge preservation than others.
In Fig. 10 , we show the ratio of new visible edges e and ratio of average gradient r¯ obtained by the four compared methods on the images in Fig. 9. From Fig. 10 , our method gets the best results of [12] ; from 1.c to 4.c, the outputs of Meng's algorithm [8] ; from 1.d to 4.d, the haze-free results of Kim's algorithm [14] ; from 1.e to 4.e, our dehazing effects the ratio of average gradient on both Figs. 9a and b, and gets the best and second best results of the ratio of new visible edges on Figs. 9a and b. We can draw the conclusion that the performance of our method is better than that of other methods in most cases.
Conclusion
In this paper, we propose an efficient single image dehazing method. From some intrinsic priors we derive a lower bound of transmission, which is used to estimate the initial transmission. This method can efficiently solve the problems of transmission overestimation in non-bright regions and transmission underestimation in bright regions by the dark channel prior. A novel objective function including with weighted L 1 -norm regularisation is proposed to refine this initial transmission map. For both intensity similarity and spatial similarity of transmission are considered, our weight function can efficiently restrain the halo artefacts. The half-quadratic splitting minimisation method is employed to solve the optimisation problem iteratively. We also define an evaluation function to estimate the global atmospheric light. With the refined transmission and accurate atmospheric light, we can restore haze-free results from single image. Our method is compared with three state-of-the-art algorithms and is validated by two image assessment methods both in colour space and grey level. The comparative experimental results and evaluations demonstrate that our method can recover the better results with clear details, low contrast loss and high contrast in most cases.
Nevertheless, sometimes our method makes pixels supersaturated. It is due to that some objects (especially the white and grey ones) near to the lens have similar colour with the dense haze, but the haze on these objects are quite light. In these conditions, for we use colour differences to replace depth differences which cannot be achieved directly, our method cannot reliably distinguish which pixel is heavily haze-contaminated and which is not. Then the method may process these objects as the dense haze and give these pixels very low transmission. Consequently, the contrast of pixels in these regions is excessively and inaccurately enhanced, such as shown in Fig. 7 , the ground in Fig. 8(1.d) and some pixels in our result of Fig. 9b . For solving this problem, maybe more intrinsic priors from the multi-spectral images should be required. The processing speed of our algorithm also should be accelerated for real-time dehazing. [12] , Meng et al. [14] , Kim et al. [8] 
