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Abstract	  
One of the major issues of biological research is that events happen 
continuously while we only sample them at a few discrete time points. This is 
especially evident when studying gene mRNA expression. Due to expense and 
difficulty of these experiments they seldom have more than a handful of time points 
whose time scale ranges from hours to days. This time frame is much longer then the 
minimal time step of changes in mRNA. I have developed here a computational 
method that categorizes genes by their expression patterns over time. Starting from a 
time course of mRNA genes arrays I fit each gene to the least complex segmented 
linear model that well describes the time course. In this fashion each gene was fit to 
either single slope or multiple contiguous slopes. Normalizing the distribution of the 
fold changes of slopes; each slope was assigned a general direction - up (u) down (d) 
or flat (f). We could thus fit all the genes in a single experiment to one of 39 patterns 
– 3 with single slopes (u, d, f) 9 with two slopes (uu, ud, uf, du, dd, df, fu, fd, ff) and 
27 with three slopes (uuu, uud, uuf, udu, udd, udf, etc.). We could now ask not only 
which genes are over or under-expressed at a given time point in a given response but 
also if there were general trends to the dynamics of specific genes. This new question 
is much less likely to be affected by the happenstance of when things are measured as 
it relies on multiple time points and not just a single one. As a test case of our method 
we analyzed a published dataset of 11 gene arrays showing mRNA expression of 
monocyte derived human dendritic cells at 0 to 18 hours post infection by Newcastle 
disease virus. Specifically, we checked whether any patterns of expression were 
evident amongst genes with transcription binding sites for members of the IRF and 
STAT gene families. We chose these, as they are known to be important in the 
antiviral response. A clear pattern emerged at once. Only 7 of the 39 categories had 
genes whose binding sites where significantly closer to transcription start site (an 
indication of their reliability as putative target sites). Most of these categories 
involved up slopes in some constellation. In the genes driven by IRF we identified 
most particularly the “uf’, ‘fu’ and ‘uuf’ categories while the STAT activated genes 
showed also some genes whose general patterns where of down regulation (df and fd). 
Interestingly, from these patterns we could also identify differences in the extent of 
temporal control of up or down regulated genes. For both IRF and STAT transcription 
factors all up regulated genes appeared to stop raising their expression levels at ~ 8-10 
hours. We could see this because in all the genes with IRF and STAT binding sites the 
timing of the final ‘f’ slope (i.e. the last slope in ‘uf and uuf’ categories) was at 8-10 
hours post infection. We did not find such a pattern in the down-regulated genes, 
which had some genes that stopped decreasing at every time point from 2 to 12 hours 
post infection (the limit of our range of analysis). One caveat of our study was that 11 
time points was potentially the lower bound in terms of minimal data for analysis. 
Following FDR correction we could only consider ~ 1700 genes for a 3 slope model. 
Despite this the slope method did lead to some interesting results relating different 
transcription factors to patterns of gene activation and determining when these 
patterns are specifically constrained in time or not. It is my hope in the future to 
further develop this model and utilize to study other cellular responses. 
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Introduction	  
One of the major issues in analyzing non-continuous time course data is that 
important things often happen between measurements. To solve this one could try and 
fit a function to all the measurements and then analyze the function to find points of 
interest. Two issues exist with these kinds of methods it is hard to identify which 
model to fit and it is time consuming especially if you are dealing with high-
throughput time course data (Billups et al. 2009). I present here a computational 
method to identify the best-segmented linear model that describes a time course of 
mRNA expression data. I will then show how one can use this analysis to categorize 
all genes by the temporal pattern of their expression and specifically by the points of 
expression change and their direction of change. 
Time course analysis is widely used in the study of biological process, such as 
cell reactions to a stimulus (Storey et al. 2005,  Claus et al. 2007, Coffey and Hinde 
2011). DREM and Stepminer are two existing methods to analyze time course 
microarray gene expression. DREM (Dynamic Regulatory Events Miner) works by 
fitting functions to whole time course dynamics and identifying bifurcation points, 
places in the time series where the expression of a subset of genes diverges from the 
rest of the genes (Schulz et al. 2012, Ernst et al. 2007). Stepminer identifies genes that 
undergo one or two binary transitions over short time course, and reports a p-value for 
the matching pattern of each gene. It then categorizes genes by the Bayesian direction 
and time of transitions (Sahoo et al. 2007). Although we could not verify it, as code 
was unavailable, Stepminer has been modified to create Slopeminer, which adds to 
Stepminer by calculating the slope for the change between steps (McCormick, 
Shrivastava, and Liao 2008). 
	  	   5	  
In a temporal experiment, multiple microarray recordings make a time course 
of mRNA expression, which demonstrates gene activity more specifically over time. 
With the assistance of my method, it is easier to understand temporal progression on 
certain events. As an example, we analyzed a group of post viral infection gene arrays 
to gain more specific understanding in temporal control of mRNA expression. Rather 
than treat the whole time course as equally importance, as DREM does, or only focus 
on overall pattern of major shifts as Stepminer does (things go up down or are mixed), 
I assigned to each gene a model based on both time of change, direction of change 
and its magnitude. Through this categorization we can ask: ‘Which genes are up-
regulated, down-regulated or have more complicated patterns as a result of the 
stimulus?’ ‘When does the gene change its direction of expression?’ ‘What is the 
change?’ and ‘how fast does the change happen?’ 
To test out the usefulness of this method I used it to analyze the innate 
immune response in human dendritic cells to Newcastle disease virus (NDV). This 
virus while often fatal in poultry is completely harmless in humans. NDV can infect 
cells but cannot interfere with the human immune system(Martinez-Sobrido et al. 
2006). Therefore, infection with NDV is a perfect model of how the innate antiviral 
response would be at the cellular level if viruses did not attempt to interfere with it, as 
most pathogenic viruses do (Hu et al. 2007, Qiao et al. 2010). Previous analyses of 
this dataset and this infection have shown that the response to NDV is highly regular 
and controlled between samples and individuals, especially in the pattern of up 
regulated genes. Patterns of control in the down-regulation of genes are less clear 
(Zaslavsky et al. 2010). 
My segmented linear models categorized genes into different patterns 
depending on the TF that drove them (As determined by target sites closer than 
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expected to transcription start site (TSS)). This was especially clear in showing the 
induction of patterns of up regulation. Which were both specific and had specific time 
points in which their temporal patterns changed. For instance IRF TFs induced gene 
to follow a temporal pattern that went up at early stage of post infection and stopped 
rising at the 8th or 10th hours post infection. What is especially interesting in this 
result is that it appears to show that TFs are inducing not only the control of when 
genes go up but also when they stop going up. As in the previous analysis the timing 
of down regulated genes and specific patterns of expression seemed to be less tightly 
linked to specific TF, although some TF did seem linked to the triggering of down 
regulating patterns in general. 
None of these results could be achieved with Stepminer as it combines in each 
of its categories multiple categories found in our method, diluting and confusing the 
signal that enables the comparison of different patterns of change and points of 
segmentation. 
Method	  
1.	  Pre-­‐analysis	  
Data	  description	  
We tested our methods on gene arrays taken from monocyte derived dendritic 
cells at 10 points post infection with NDV and at time zero (Zaslavsky et al. 2010). 
There were two sets of blood from two different donors that were infected with NDV. 
Total expression levels of RNA were measured at: 0, 1, 2, 4, 6, 8, 10, 12, 14, 16 and 
18 hours after infection. Biological replicates were performed for both donors using 
Affymetrix HU133 plus 2 Gene Chip Array, as shown in 
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Table 1. Patient 1 sample 1 (p1s1) had only 10 time points, missing the 18th 
hour. According to previous findings (Zaslavsky et al. 2010), correlation among 
samples was significant in the experiment. We therefore considered it to be 
appropriate to use average gene expression of all 4 samples to demonstrate gene 
expression patterns. For the dataset without 18th hour measurement (p1s1), we took 
the average of others as simulation for that time point.  
Table 1. Measurements at all time points in different samples 
Hours 0 1 2 4 6 8 10 12 14 16 18 
p1s1 X X X X X X X X X X  
p1s2 X X X X X X X X X X X 
p2s1 X X X X X X X X X X X 
p2s2 X X X X X X X X X X X 
This table shows total expression levels of RNA were measured at: 0, 1, 2, 4, 6, 8, 10, 12, 
14, 16 and 18 hours after infection. Biological replicates were performed for both donors 
using Affymetrix HU133 plus 2 Gene Chip Array, as shown in (Zaslavsky et al. 2010) 
	  
Normalization	  and	  removal	  of	  genes	  whose	  expression	  is	  at	  noise	  
Raw Affymetrix microarray data were normalized using GCRMA (Wu et al. 
2004). Following the specific distribution of values in the chips we then decided on a 
noise cutoff of 6 on the log scale of gene array brightness. Any values that were seen 
below the threshold were marked as being at zero level of expression. Thus for 
instance we found that HOXB9 was never expressed during this experiment, as shown 
in Figure 1. In our analysis we considered only genes whose level of expression was 
above noise in at least one time point in all samples. After considering this noise 
threshold we were left with 16110 genes whose changes in expression we analyzed. 
We considered the rest of the genes to be unaffected by the antiviral response. These 
genes were used as background in the analyses where such was needed. 
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Figure 1. Example: noise gene HOXB9 
In this figure we see that HOXB9 was never expressed during this experiment. This is an 
example of the genes that we marked as being at zero level of expression because it was 
only found to be expressed below the noise threshold.  
	  
2.	  Method	  for	  the	  fitting	  of	  multiple	  segmented	  linear	  models	  
F-­‐test	  segmentation	  
To fit the best set of segmented linear models to each gene, we followed a 
nested algorithm that incorporated false discovery rate (FDR) correction. For all non-
noise genes we compared for each gene the efficacy of a single linear fit to the gene 
expression time course with that of the fit of all possible 2-segment models (Figure 2). 
Linear models had to incorporate at least 3 time points as otherwise we would have 
degraded all models to fully segmented models exactly replicating the data. No point 
could belong to more than one segment. We used an F –test to determine if the 
addition of complexity in the two line models improved our description of the data. 
The F statistic was calculated as shown in Equation 1 with RSSsmaller being the 
simpler model residual sum of squares, and RSSlarger for higher complexity model. 
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df is the measure of degree of freedoms, dfsmaller is the df in mode with fewer-
segment model, while dflarger is the df in model with more segment one in a 
comparison. For all those genes in which a specific two-line model did a better job 
(after correction for multiple testing) we then compared the best-fit two-line model to 
all possible three-line models using the same methodology and factoring for multiple 
testing. Fitting to higher order models always diminishes the RSS, we used F test to 
determine if the greater amount of variability explained was worth the loss of degrees 
of freedom. 
s 
Equation 1. F-test 
Fitting to one-line model
Calculating RSS r1
Fitting to one-line model
Calculating RSS r2
smaller larger
smaller larger
larger
larger
RSS RSS
RSS
df df
F
df
−
−
=
If pf<=αc1 One-segment modelNo
Fitting to three-line model
Calculating RSS r3
Yes
smaller larger
smaller larger
larger
larger
RSS RSS
RSS
df df
F
df
−
−
=
If pf<=αc2 Two-segment modelNo
Three-segment model
Yes
 
Figure 2. Using F-test segmentation to choose best-fit model 
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Figure 3 shows, for example of IFN the comparisons between one-line vs. 2 
line (left side) and between the best two-line model vs. three-line models (right side, 
only best 3 line model shown).  
 
Figure 3. Visualized fitting results in different segment models (e.g. IFNB1) 
For IFNB1 - the comparisons between one-line vs. all 2 line (left side) and between the 
best two-line model vs. three-line models (right side, only best 3 line model shown). 
	  
Calculating	  false	  discovery	  rate	  
To deal with the huge amount of tests involved in our method we had to 
determine the FDR so that we could choose a critical value (c) for our test that 
minimized the probability of false positives (q) to a manageable value (an expected 
rate of less than one test in our case) (Benjamini and Hochberg 1995). We determined 
the effects of multiple testing separately for all the tests between one and two segment 
models and between two and three segments models. This was necessary as the 
number of tests we did in the second set of comparisons depended on the number of 
tests that were significant in the first. As shown in Figure 4, for the first set of tests 
(between the single segment model and all the two segment models) we determined 
that even for an unchanged c1 of 0.05 (q=6*10-5) our FDR would be less than one test. 
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The FDR of the two segment vs. three segment comparison was much higher and only 
by modifying them to c2=10-4 did we get a value of q (q=3*10-4) that was small 
enough to minimize the number of estimated false positives to less than one test.  
 
Figure 4. False positive q values of p values in two the F tests 
p vs q plots underlying our decision of corrected α leading to appropriate FDR 
correction, in one-line vs. two-line (left) and best two-line vs. three-line (right) models. 
Red lines indicate position where q values is such that less than one false positive test is 
expected and the equivalent p value.  
	  
3.	  Dividing	  genes	  by	  their	  pattern	  of	  changes.	  
Once all genes had been divided into single line – double line and triple line 
models, we next divided them into categories based on the pattern of their segments. 
The fold change of each segment was determined; since segments are not all the same 
length the segments were normalized by their length (i.e. by the span of time they 
traversed). We now divided segments by their direction - up, down and flat. To 
determine what level of fold change could be considered to be flat we looked at the 
distribution of all segments by the log of their fold change per hour (see Figure 5). We 
took the log of the fold change so that it would exhibit a more symmetrical 
distribution when comparing fold change up and down. We then designated 
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everything between the 1st and 3rd quartiles as flat (f) while segments above the 3rd 
quartile were designated as up (u) and segments from the 1st quartile were designated 
as down (d) (Figure 6). 
 
Figure 5. Quartile threshold for segment and gap fold changes 
The log distribution of the fold change per hour of all segments (top right) and gaps 
(bottom right). Overlay of both (left) Segments fold change distribution (red) and gap 
(blue). The dispersal of fold change in gaps and segments is not the same and so 
quartiles were determined separately (red broken lines on figures at right). In both cases 
anything in the 3rd quartile was considered up (u), in the third quartile down (d) and in 
between flat (f).  
	  
4.	  Categorization	  of	  segment	  models	  
From the 3 possible directions of each segment we could categorize all the 
genes into 39 different categories. We could thus divide all above noise genes into 27 
categories for three-segment models, 9 categories for two-segment ones, and 3 for 
one-segment models. Figure 6 illustrates total 39 categories. We can further divide 
each category by the timing of the shift between segments. In an experiment with 11 
time points, such as the one we analyzed here, this gives us six different possibilities 
for each two-segment model and six different models for the 3-line mode. The models 
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for each of the 3 segment model timing examples are however much more similar as 
with 11 time points the range of possible segment sizes is very limited. 
 
Figure 6. 39 categories by different segmentation 
This figure shows 39 categories we divided by fold change direction of each segment (up, 
for down and f for flat). Patterns in same color have similar trend. Pink - sigmoid up; 
Orange – up down; Red – up; Blue – down; Grenn – down up; Purple – sigmoid down 
and Black – no trend / flat  
	  
5.	  Adjusting	  the	  segment	  model	  
Gaps	  between	  segments	  
Due to our decision to not have any time point described by two segments, 
each time course has, depending on its segmentation model, between 0 and 2 gaps in 
its description, each two hours long. What happens between two segments could play 
an important role in categorization. For example, gene BATF3 (see Figure 7) has 
three 'flat' segments (fff category – notice scale of changes), indicating it does not 
change in the anti-viral response. In fact, as we can see, BATF3 kept going up as a 
step function, during the gap between segment 1 and 2 (4-6 hours) and during the gap 
between segment 2 and 3 (10-12 hours), as shown in Figure 7. To deal with this issue 
we categorized the fold change of each gap alongside the fold changes of the slopes 
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into f, u and p. We then used the gap fold changes to correct categorizations. We re-
assigned the time course data that included adjacent flat directions whose gaps were 
characterized as u or d. For example, ff data with a gap going up would be reassigned 
to be in the fu category. All in all 2095 genes with two segments models and 160 
genes with three segment models had to be corrected in this fashion. 
 
Figure 7. Gap necessity (e.g. fff of BATF3) 
The figure shows an example – BATF3 of fff genes with big gaps between segments. 
BATF3 kept going up as a step function, during the gap between segment 1 and 2 (4-6 
hours) and during the gap between segment 2 and 3 (10-12 hours).  
	  
Negative	  fold	  change	  fixing	  
Although all the measurements are above 26=64 after noise removal, there are 
some fitting values below zero, especially initial and final ones, which may result in 
negative fold changes. To avoid them, as shown in Figure 8, we lift those constructive 
points of the fitting line with problem a certain value by k (k equals the distance of the 
minimum value to 64). Fold change of other segments remain as before. All in all 180 
genes with two segments models and 14 genes with three segment models had to be 
corrected in this fashion.	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Figure 8. Fix negative fold change (e.g. IFIT1) 
Example of correction of single point with negative fold change. 
	  
6.	  Transcription	  factor	  (TF)	  binding	  site	  identification	  
To identify putative TF binding sites, the human sequences were analyzed 
using the TRANSFAC MATCH algorithm (Kel et al. 2003) with a cutoff chosen to 
minimize the sum of false positives and false negatives by previous work. Binding 
sites were determined with TRANSFAC binding matrices from the 2008.3 release of 
TRANSFAC (Matys et al. 2003) that were compared to the hg18 build of the human 
genome. The analysis was performed for all 30 human TF matrices whose gene 
targets had been shown to be over-expressed in at least one time point of this NDV 
response (Zaslavsky et al. 2010). We identified in this way all transcription factor 
binding sites in 2000bp ahead of transcription start site (TSS) in all gene sequences, 
validated for conservation. Putative binding sites were considered to be evolutionarily 
conserved if matches were also found at the aligned positions in both chimp and 
mouse sequences and had no gaps present in the multiple alignment (Zaslavsky et al. 
2010).   
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7.	  Determining	  sets	  of	  genes	  targeted	  by	  specific	  TF	  from	  patterns	  of	  target	  
site	  distance	  from	  TSS.	  	  
In order to validate the ability of our categorization to relate temporal patterns 
to biological control and function, we compared in each category the pattern of the TF 
binding sites of the genes and record distance between target site and TSS. There is a 
positive correlation between distance and genetic function of TF. Therefore, we 
determined that a specific TF could be inducing genes to be in a given category if the 
target sites of that TF were closer to TSS than expected from the pattern of TF target 
sites in noise genes. We used Mann-Whitney test to compare distances of binding 
sites in a category to the baseline distances from target sites of the TF in noise genes. 
Results	  
1.	  Segmentation	  and	  categorization	  
We chose 16110 genes (out of 54675) after background noise removal. Using 
corrected p-value thresholds (ac1 = 0.05 and ac2 = 10-4), 13667 genes were assigned 
to have two-segment linear model, which is the majority population model (84.8%). 
Only 780 genes were chosen to have one-line models and 1663 had a three-line model. 
Amongst all these genes only 194 had to be corrected due to a fold change calculation 
starting with a negative value. Once all negative fits had been fixed, we changed all 
fold changes to the scale of log2 in order to make them distribute symmetrically. 
Figure 5 shows fold changes distribution: the left plot shows both segment fold 
changes and gap fold changes; the two plots on right are segment (top) and gap 
(bottom) fold changes with thresholds set at the 1st and 3rd quartiles, marked in red.  
We did not use a single pair of thresholds because gap fold changes distributed 
differently from segment fold changes (see on left of Figure 5). Furthermore, absolute 
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value of gap thresholds was relatively larger than segments, which underlay our 
ability to get significant results in our F-test segmentation because of the necessity of 
breaking a series of data into segments. 
Table 2. Number of genes in 39 categories before and after gap fixing 
pattern orig gap 
fix 
pattern orig gap 
fix 
pattern orig gap 
fix uuu 3 3 ddd 3 3 fff 149 103 
uud 35 35 ddf 102 102 uu 643 643 
uuf 205 205 dfu 47 69 ud 0 0 
udu 77 77 dfd 6 13 uf 3382 3382 
udd 13 13 dff 90 61 du 1064 1064 
udf 151 151 fuu 10 19 dd 0 0 
ufu 42 79 fud 30 51 df 3678 3678 
ufd 4 8 fuf 213 213 fu 881 1818 
uff 85 44 fdu 29 41 fd 0 1112 
duu 13 13 fdd 10 12 ff 4019 1970 
dud 25 25 fdf 185 185 u 151 151 
duf 70 70 ffu 30 17 d 207 207 
ddu 23 23 ffd 13 28 f 422 422 
The table shows gene numbers in 39 categories based on the thresholds (col: orig), and 
number of genes after fixing adjacent flat segments with gap fold change (col: gap fix). 
Categories affected by fixing are highlighted with bold (decreasing) and italic underline 
(increasing).  
Table 2 shows number of genes in 39 categories based on the thresholds 
(column: orig), as well as number of genes after fixing adjacent flat segments with 
gap fold change (column: gap fix). There were 2255 genes re-categorized by gap 
fixing. For instance, category fd did not contain any genes originally, but was re-
assigned 1112 genes after gap fixing. All the fd genes came from ff, which indicates 
those genes had a significant step down during later stage of the experiment. It is 
possible to have some interactions with other genes and make them shutdown 
following a temporal pattern. Figure 9 and Figure 10 show visualized categorization 
result in separate plots. Patterns of some categories become clearer after gap fixing 
than before (see Figure 9).  
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Figure 9. 39 categories before gap fixing 
The figure shows gene expressions in 39 categories before gap fixing. Each gene was 
normalized to a 0-1 scale during plotting. Colors indicate similar trends. Pink - sigmoid 
up; Orange – up down; Red – up; Blue – down; Grenn – down up; Purple – sigmoid 
down and Black – no trend / flat 
 
 
Figure 10. 39 categories after gap fixing 
As in Figure 9, not especially categories that have been populated such as fd that had no 
genes before fixing. Other categories remain unpopulated (dd and ud). 
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Figure 11. IRF7 target site distances of categorized genes 
Each boxplot in the figure shows distribution of target binding site distance from TSS. 
Above each plot is the name of the category and the p-value of the Mann-Whitney 
comparison of TF target site distribution in genes from that category with TF 
distribution amongst noise genes. The numbers bellow each plot are the number of 
genes with target site/ number of genes in category. Yellow plots are 3 line models, green 
plots are two line models and blue plots are 1 line models. On the left side are 3 identical 
box plots (white) of the distribution of target sites in the noise genes The empty plots are 
of categories where none of the genes have target sites.  
 
2.	  Relating	  temporal	  category	  to	  transcriptional	  control	  
The ability to categorize genes by their pattern of change over time is useful 
only if it can be related to specific mechanism of biological control and function. To 
illustrate how our method could be used in this fashion we next ask if the genes in any 
particular change pattern category appear to be controlled by a specific TF. As 
described in the methods section we therefore determined which categories had genes 
targeted by specific TF. Rather than studying all possible TF we focused here on 
those TF that were known to be relevant to the NDV response and had been shown to 
be overexpressed for targets in at least one time point (Zaslavsky et al. 2010). For 
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each of the relevant 30 TF matrices we identified which categories had genes that 
were likely influenced by them. Figure 11 shows an example result for IRF7 
(TRANSFAC matrix IRF7_01). Only 3 categories have TF binding sites closer to 
TSS than expected these are UUF, FUF and U. A full set of tables describing the 
result for all matrices can be found in Appendix 1. We summarized the result in 
Figure 12. We can see quite clearly that different TF elicit different patterns of gene 
expression and that categories are not randomly associated. For example we focused 
on the patterns generated by IRF and STAT families of TF. These are interesting to 
look at as they come up early in the response, as do the genes that they induce. As 
such it makes sense to expect that they will generate clear patterns of expression.  
 
Figure 12. Categories with significant binding sites 
The figure shows those TF that were known to be relevant to the NDV response and had 
been shown to be overexpressed for targets in at least one time point (Zaslavsky et al. 
2010). For each of the relevant 30 TF matrices we identified which categories had genes 
that were likely influence by them. For each TF listed we divide the categories into those 
with TF sites (red), those with sites significantly close to TSS (green) and those with no 
sites (blue). We can see quite clearly that different TF elicit different patterns of gene 
expression and that categories are not randomly associated. 
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The IRF controlled genes all follow up categories, all of which generates 
genes that follow the uuf pattern and most also the uf and fu temporal pattern (Figure 
13). STAT controlled genes seemed to follow down regulating temporal patterns. 
Although they were less precisely uniform in the categories they generated, their 
models were mostly patterns of down-reglating genes – fdf, ffd, fd and d.  
 
Figure 13. Categories with significant binding sites that induced by IRF and STAT 
This figure is a subset of figure 12 and follows the same pattern. We divide the segment 
categories into those with TF sites (red), those with sites significantly close to TSS (green) 
and those with no sites (blue). 
 
3.	  Dividing	  categories	  by	  the	  time	  of	  change	  and	  linking	  them	  to	  
transcriptional	  control.	  
A further strength of our method is that we can categorize genes not only by 
their pattern but by the point of differentiation. Given the small amount of genes with 
3 segment models in the dataset, we analyzed only the genes that followed two 
segment models in this fashion.  
As an example in Figure 14, we see IRF1 target sites distribution of uf (top) 
and df (bottom) genes, split by time. Numbers of target sites are not much different 
between two categories (174 in uf and 115 in df). But according to Mann-Whitney 
test score, which is shown on top of each plot, category uf has two significant time 
points (8th and 10th hour), while none of df time point is significant. Also larger 
percentage of uf genes is seen in these two time points: 51.15% of uf target site genes 
stopped going up at 8th or 10th hour. The df genes are more uniformly distributed and 
stop going down across all time points.  
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Figure 14. IRF1 target sites of uf(top) and df (bottom) genes spliting by time 
The figure shows distribution of IRF1 induced uf genes split by time. According to 
Mann-Whitney test score, which is shown on top of each plot, category uf has two 
significant time points (8th and 10th hour). Larger percentage of uf genes is in these two 
time points than df genes: 51.15% of uf target site genes stopped going up at 8th or 10th 
hour. 
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Looking more generally at all IRF genes (Figure 15) we see that again all IRF 
induced genes follow specific temporal patterns and the ud genes all flatten out at 
8/10 hours. STAT genes do not show any specific temporal pattern and distribute the 
targeted genes in this category in such a way as to either have no time point with 
significant genes (STAT5A_01) or to have multiple time points with significant genes 
(STAT1_01). If we now look at all 30 matrices (Figure 16) we see a similar trend. 
The gene in uf seem controlled in when they switch CREB genes t 2 or 12 hour, MYC 
at 6 hours and NFKB and REL at 10 hours post infection. Other 2 line models do not 
have as consistent a control across TF families and in the case of down regulating 
patterns it appears there is no relationship to timing with most genes having no 
significant target sites and those that do (for instance FOXO3_01 and CART1_01) 
having them at every time point. 
 
Figure 15. Significant two-line categories splitting over time 
Categorization of model by time of segmentation in two line segmentation models, for 
IRF and STAT TF. Top row - uf, fu, df and fd models and bottom uu, du and ff models. 
Each figure divided by hours from 2 to 12 post infection. We divide the segmentation 
time categories into those with TF sites (red), those with sites significantly close to TSS 
(green) and those with no sites (blue). Last column in blue for comparison. 
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Figure 16. All matrices binding site analysis in two-segment model over time 
Categorization of model by time of segmentation in two line segmentation models from 
left to right - uf, fu, df, fu, uu, du and ff. All else as in figure 15.  
 
4.	  Over-­‐expression	  of	  known	  “viral	  response”	  genes	  in	  the	  categories	  that	  
are	  controlled	  by	  IRF	  genes.	  
To further validate that the categories we identified as being driven by IRF 
were indeed related to the anti-viral response, we checked if they included known 
anti-viral genes. For this purpose we checked if they were over represented with 
members from a list of 538 known “viral response genes (Jenner and Young 2005). In 
all cases the categories that were shown to be driven by IRF were over expressed with 
genes from this list (p<0.05 for test of over-expression using hyper-geometric 
distribution). This was especially striking for the genes of UUF category, which were 
driven by multiple IRF types and included IFNB1, IFNA1, IL15, and CCLX3, all 
known drivers of the anti-viral response (Remoli et al. 2007, Sato et al. 2000, 
Izaguirre et al. 2003, Dai et al. 2003). 
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Table 3. Over-expressed categories 
Ratio 
(important/significant) 
uuf uf fu fuf du
d 
u df fd ff 
ICSBP1, IRF8 0.3 0.2 0.1 / / / / / / 
IRF1 (I) 0.4 0.2 0.1 0.2 0.2 / 0 / 0 
IRF1 (II) 0.4 0.1 0 / / / / 0 / 
IRF7 0.4 / 0.1 0.3 / 0 0 / 0 
IRF1-8, ICSBP1 0.3 0.2 0.2 / / / / / / 
IRF1-5, 7-9, ICSBP1, 
ISGF3 
0.3 0.1 / / 0.3 / 0 / / 
The table shows the viral response genes. All categories that were shown to be driven by 
IRF were over expressed with genes from this list. Especially high is the fraction in 
genes of the UUF category (marked in red). 
	  
5.	  Categorization	  results	  with	  Stepminer	  
To compare the usefulness of our method we also analyzed the NDV response 
dataset with Stepminer (Sahoo et al. 2007). We categorized all non-noise genes into 
four groups, plus some genes that do not belong to any category, they were 
considered as ‘Rest’ (seeTable 4). 
Figure 17 shows distribution of genes categorized by Stepminer and their 
associations using our method. Each Stepminer category is related mostly to a subset 
of segment models, which is mostly comprised of an appropriate set of categories: up 
in Stepminer is comprised mostly of categories that include u segments, down mostly 
d segments. However, there are 3 issues: (1) it cannot tell them apart, (2) it cannot 
divide them in time, (3) its intermediate states bundle together very disparate 
dynamics.  
The issue of lack of discrimination becomes even clearer when we attempt to 
associate patterns of expression to transcriptional control (see Figure 18). Where in 
our method for IRF we see a clear pattern of up dynamics (specifically for uuf and uf) 
using Stempiner we get both up-down and down-up patterns, similarly in STAT 
where our method identifies the pattern generated as being downward Stepminer 
identifies both up and down. 
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Table 4. Stepminer categorization result 
Up Down Up-Down Down-Up Rest 
3929 7919 860 408 2994 
The table shows gene numbers of Stepminer result in 5 categories with 16110 non-noise 
genes. 
 
Figure 17. Division of segment model categories in Stepminer categories 
The distribution of genes categorized by Stepminer and their associations using the 
segmentation method. From top to bottom we see which segment model categories were 
found in Up, Down, Up-Down, Down-Up and Rest categories from Stepminner. 
 
 
 
Figure 18. Indication of TF control of temporal pattern 
For all TF shown to influence the NDV response(Zaslavsky et al. 2010), we identified 
those segment model categories (right) or Stepminer categories (left) with genes driven 
by specific TF. Categories are divided into those with target sites (in red) with target 
sites significantly close to TSS (green) or with no target sites (blue).  
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Discussion	  
Time course experiments segregate what is a continuous process into discrete 
time points of an arbitrary nature. While it is interesting to know the entire dynamics 
of changes in the expression or mRNA, the time when expression starts or stops are 
probably most important. This is because when we follow only mRNA levels we may 
miss later processing stages during translation and protein-protein interaction and 
regulation. I have therefore attempted to develop a method which utilized information 
on trends across time points to determine when the direction of expression changes 
and the direction of that change. In this respect I am pulling short of methods like 
DREM which fit whole time course dynamics to a single function (Schulz et al. 2012, 
Ernst et al. 2007) and on the other hand elaborating further on simplistic methods like 
Stepminer that only allow for the discrimination between types of step functions 
(Sahoo et al. 2007). Utilizing this method to re-analyze the DC response to NDV in 
10 time points post infection + time zero I have reached several conclusions regarding 
the efficacy of my method and the anti-viral response.  
 A cursory look at my results could lead one to think that it could be replicated 
by existing clustering methods. However, invariably they would not allow for such 
clear association with specific temporal patterns as made in our research. As an 
example let us look at K-means clustering. This is a method that aims to make each 
observation belong to the cluster with the nearest mean. It always categorizes dataset 
with same scale of value. However in microarray analysis, expression values are split 
across a long range of scales. Thus for instance, two genes that were induced by the 
same TF to follow a similar pattern but without temporal control would not be 
identified as well as genes whose point of expression change where the same but 
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whose ranges of up or down regulation where different. Only with our method can we 
try to answer the questions ‘When does the gene change its direction of expression?’ 
and ‘How fast does the change happen?’ independently.  
 
My method is capable of discriminating between dynamics that have a 
continuous linear nature across all time points and those better modeled by two steps. 
This includes the identification of events that have a step function whose interval is 
less than the time of measurement (via gap correction). The low FDR correction 
needed in these comparisons is indication of the good discriminatory level of my test 
in comparing these two models. For 3-segment models it appears that 11 time points 
is not enough. The few choices for points of segmentation led me to suppose that this 
would be the case and the high FDR p value correction and small number of genes 
identified corroborate this. It is interesting to note however that despite this, some 3-
segment models were identified and that those showed evidence of transcriptional 
control. From this I gather that the lack of time points is an issue that makes my 
identification more conservative. i.e. I missed some important 3 segment patterns of 
gene expression but those I identified as being important are probably correct. 
Nonetheless, this implies that in some cases 2 fragment models should have been 
identified as 3 fragment models. I suspect that in many cases these are the ones 
identified as ff. I base this suggestion on the fact that some of these ff genes had 
evidence on TF control (i.e. binding sites significantly close to TSS). 
In general the TF analysis showed well the advantage of my suggested method. 
In general my conclusions from this analysis are that some but not all TF do not only 
enhance gene expression but cause those genes to follow a specific pattern. This form 
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of control is much more pronounced in the up-regulated genes where I showed both 
specific patterns (uf and uuf for IRF, NFKB and REL - Figure 12) and specific timing 
of segmentation point (8-10 hours for IRF, 2 or 12 hours for CREB, 6 hours for MYC 
and 12 hours for NFKB and REL TF - Figure 16). Two points are interesting to note 
in this context: (1) uuf could be considered a subset of uf with added control of the 
rate of up regulation so it has two phases, and (2) In both uuf and uf what is controlled 
here is not just the time of up regulation, but in fact also the time at which gene 
expression stops rising (i.e when things go flat). Thus the TF reacting to NDV have a 
step wise time for up regulating genes (IRF+STAT, then CREB and MYC then 
NFKB) (Zaslavsky et al. 2010), and also of when the stop inducing genes to go up. 
This sits well with another aspect of the previous analysis of NDV response, namely 
that timing of up regulation is mostly between 4 and 12 hours and the entire control 
network ends at 14 hours despite having further time points measured (Zaslavsky et al. 
2010). 
It could be thought that this cessation of up regulation is simply because things 
are starting to run down as part of the antiviral chain of events, which inevitably will 
end in cell death. However, this would not fit with the specificity of the time for each 
TF, especially as the down-regulated patterns do not show any such control. In fact in 
the down-regulated patterns we do not see many consistent patterns of any kind. TF 
may generally have target sites in specific down pattern and not in up (as in the case 
of STAT) but there is no bias towards specific patterns like uuf in the case of up 
regulating TF (Figure 12). Furthermore, when we divide the two segment models by 
their time of segmentation we either see no specific time points or (as in the case of 
CART1 and FOX1 - Figure 16) we see all time points. Thus, even if a TF is inducing 
down regulation, and even down regulation in a specific temporal pattern and stages, 
	  	   30	  
the timing of each stage is not as well controlled as for the up regulating TF. It should 
be noted that this is still one step more control of down regulation then had been 
shown in the previous analysis of NDV response. There no role for these TF in the 
control of down regulated genes could be found. While many genes where down-
regulated they were doing so in a very stochastic fashion that related only to the 
collapse of the cell (Zaslavsky et al. 2010). One caveat in all this is that control of 
down-regulation and any negative process is much harder to do. This is both because  
of the fact that expression can not fall bellow zero and also because in many cases TF 
are down-regulated in an indirect fasion in combination with some other, making 
control of gene expression and its time of interaction with the TF less distinct. 
All the patterns I have described here could not be in any way found with the 
use of Stepminer (Figure 6). Simply categorizing genes by their different types of step 
functions drowned out completely the signal of the antiviral response and mixed 
together patterns of up and down-regulation. I would thus conclude that my novel 
methods of linear segmented models and their categorization is preferable to 
Stepminer. A greater number of time points would have allowed for greater detail in 
the types of relationships over time between genes and the TF or pathways that induce 
them. However, even with only 11 time points from the response to NDV, some 
important 3 segment temporal patterns were identified as were most (i.e. uff in Table 
3), if not all, of the two step gene expression patterns and the TF that induced them. 
 To sum up, the segmented linear model method offers more temporal patterns, 
especially more complicated models than Stepminer. Also, it not only focuses on the 
period of change happens, but also considers trends and time before and after change. 
The categorization result with splitting by time shows clear temporal pattern in some 
categories, and was validated by genetic function analysis.  
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Table 5. Numbers of genes with binding site for particular TF (cont.) 
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Table 6. Mann-Whitney score of binding site comparison to baseline 
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Table 6. Mann-Whitney score of binding site comparison to baseline (cont.) 
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Table 7. Number of genes with binding site in categories splitting by time 
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Table 7. Number of genes with binding site in categories splitting by time (cont.) 
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Table 8. Mann-Whitney score of time-splitting biding site comparison with baseline 
 
	  	   41	  
Table 8. Mann-Whitney score of time-splitting biding site comparison with baseline (cont.) 
 
