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A CRITICAL CENTRE-STABLE MANIFOLD FOR SCHRO¨DINGER’S
EQUATION IN THREE DIMENSIONS
MARIUS BECEANU
Abstract. Consider the focusing H˙1/2-critical semilinear Schro¨dinger equation in R3
i∂tψ +∆ψ + |ψ|
2
ψ = 0. (0.1)
It admits an eight-dimensional manifold of special solutions called ground state solitons.
We exhibit a codimension-one critical real-analytic manifold N of asymptotically sta-
ble solutions of (0.1) in a neighborhood of the soliton manifold. We then show that
N is centre-stable, in the dynamical systems sense of Bates–Jones, and globally-in-time
invariant.
Solutions in N are asymptotically stable and separate into two asymptotically free
parts that decouple in the limit — a soliton and radiation. Conversely, in a general
setting, any solution that stays H˙1/2-close to the soliton manifold for all time is in N .
The proof uses the method of modulation. New elements include a different lineariza-
tion and an endpoint Strichartz estimate for the time-dependent linearized equation.
The proof also uses the fact that the linearized Hamiltonian has no nonzero real
eigenvalues or resonances. This has recently been established in the case treated here
— of the focusing cubic NLS in R3 — by the work of Marzuola–Simpson and Costin–
Huang–Schlag.
1. Introduction
1.1. Main result. Consider the equation
i∂tψ +∆ψ + |ψ|2ψ = 0.
Positive solutions to this equation at fixed energy −α2 are of the form eitα2φ(x, α), where
φ(x, α) > 0 are solutions of the stationary Schro¨dinger equation
−∆xφ(x, α) + α2φ(x, α) = φ3(x, α). (1.1)
The manifold of ground state solitons, here denoted sol, consists of all solutions φ(x, α),
subjected to translations, boost, rescaling, and gauge transformations:
sol :=
{
w(p) = w(α,Γ, vk ,Dk) ∈ H˙1/2 | w(p) = w(α,Γ, vk ,Dk) = ei(v·x+Γ)φ(x−D,α)
}
.
(1.2)
sol is diffeomorphic to R7 × (R/Z), which can be lifted to R8.
Initial data w(p) = w(α,Γ, vk ,Dk) at t = 0 on the manifold sol evolves under (0.1) into
w(α,Γ− t|v|2 + α2t, vk, 2tvk +Dk) = ei(Γ+v·x−t|v|2+α2t)φ(x− 2tv −D,α). (1.3)
Letting the parameters of motion also progress along a time-dependent parameter path
π(t) =
(
vk(t),Dk(t), α(t),Γ(t)
)
This work is part of the author’s Ph.D. thesis at the University of Chicago.
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with ‖π˙‖L1t∩L∞t <∞, we define asymptotically free moving solitons wπ(t) by
wπ(t)(x) = e
iθ(x,t)φ(x− y(t), α(t))
θ(x, t) = v(t) · x+
∫ t
0
(α2(s)− |v(s)|2) ds+ Γ(t)
y(t) = 2
∫ t
0
v(s) ds +D(t).
(1.4)
wπ(t) moves on the manifold sol both under the action of (0.1) and by changes in π(t).
Theorem 1.1 (Main result). There exists a codimension-one real analytic manifold N ⊂
H˙1/2, inside a neighborhood of sol
V (sol) = {ψ0 ∈ H˙1/2 | dH˙1/2(ψ0, sol) := minw∈sol ‖ψ0 − w‖H˙1/2 < ǫ},
such that for any initial data ψ(0) = ψ0 ∈ N the equation (0.1) has a global solution ψ(t)
that exists on the interval t ∈ (t0,∞), t0 < 0.
N and solutions ψ(t), for ψ(0) = ψ0 ∈ N , have the following properties:
1. ψ(t) = r(t)+wπ(t) is asymptotically stable, in the sense that it is the sum of a moving
soliton wπ(t), parametrized by π as in (1.4), and a dispersive term r, such that
‖π˙‖1 . α(0)dH˙1/2(ψ0, sol)
‖r‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
. dH˙1/2(ψ0, sol).
(1.5)
2. ψ, r, and wπ depend real-analytically on the initial value ψ(0) ∈ N .
3. The dispersive term r scatters in H˙1/2: for initial data r0 ∈ N there exists ρ ∈ H˙1/2
with ‖ρ‖H˙1/2 . dH˙1/2(ψ0, sol), such that
r(t) = eit∆ρ+ oH˙1/2(1). (1.6)
4. ψ(t) ∈ N for all t ∈ (−ǫ,∞), ǫ > 0, i.e. N is invariant under the nonlinear flow.
5. N is the centre-stable manifold of the equation (0.1).
6. Every solution ψ ∈ L∞t H˙1/2x to (0.1) such that supt≥0 dH˙1/2(ψ(t), sol) << 1 and
supt≥0 infΓ,D ‖ψ(t) − eiΓ+D∇ψ(0)‖H˙1/2 < 2‖φ‖H˙1/2 must belong to N .
N is the centre-stable manifold for (0.1) and is invariant under the time evolution.
A general condition under which results like Theorem 1.1 hold is that the point spectrum
of the linearized Hamiltonian comes from the symmetries of the equation; see Section 1.6.
For a discussion of centre-stable manifolds, the reader is referred to Section 1.4. For a
definition of the norms involved in the statement of Theorem 1.1, see the Appendix.
A similar result holds for global backward-in-time solutions. The invariant manifold in
that case is the complex conjugate, N . The intersection of N and N is a codimension-two
real-analytic manifold of global solutions ψ(t) that exist for all t ∈ R.
1.2. Background and history of the problem. From a physical point of view, the
cubic focusing Schro¨dinger equation in R3 (0.1) describes, in a first approximation, the
self-focusing of optical beams due to a nonlinear dependence of the refraction index on
the field strength. As such, the equation was derived for the first time in 1965 in [PLKel]
starting from one proposed by Chiao–Garmire–Townes in [ChGaTo]. The physical effect
associated by Kelley to finite time blowup in (0.1) is called “anomalous Raman gain”.
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(0.1) can also serve as a simplified model for the Schro¨dinger map equation. The cubic
nonlinearity also appears in the Gross–Pitaevskii equation, which describes Bose–Einstein
condensates. It also arises in the mean field limit from the Hartree potential, also in other
physical contexts.
In general, consider the semilinear focusing Schro¨dinger equation on Rd × R
i∂tψ +∆ψ + |ψ|pψ = 0, ψ(0) given. (1.7)
It admits soliton solutions of the form eitα
2
φ(x, α), where
−∆φ+ α2φ = φp+1. (1.8)
Important invariant quantities for this equation include mass, defined for L2 solutions,
M [ψ] =
∫
Rd
|ψ(x, t)|2 dx, (1.9)
momentum, which is H˙1/2-critical,
P [ψ] =
∫
Rd
i∇ψ(x)ψ(x) dx, (1.10)
and energy, defined for H1 solutions,
E[ψ] =
∫
Rd
1
2
|∇ψ(x, t)|2 − 2
p+ 2
|ψ(x, t)|p+2 dx. (1.11)
Equation (1.7) is invariant under the rescaling
ψ(x, t) 7→ α2/pψ(αx, α2t). (1.12)
For sc = d/2− 2/p, H˙sc has the same scaling. We interpret this as meaning that (1.7) is
H˙sc-critical, for sc = d/2 − 2/p. Of particular interest are the L2 mass-critical exponent
p = 4n , the H˙
1/2-critical exponent p = 4n−1 , and the H˙
1 energy-critical exponent p = 4n−2 .
Except for this introductory discussion, we always assume that n = 3 and p = 2, in
which case (1.7) reduces to H˙1/2-critical (0.1) and (1.8) reduces to (1.1).
1.3. Orbital and asymptotic stability. The stability of soliton solutions (1.8) of the
Schro¨dinger equation (1.7) under small perturbations has been extensively studied.
Orbital stability was proved, by the Lyapunov method, in the L2-subcritical case by
Cazenave–Lions [CaLi] and Weinstein [Wei2], [Wei3].
Soffer–Weinstein [SoWe1], [SoWe2] introduced the modulation method to the study
of asymptotic stability. Further results concerning the stability of small solitons and L2-
subcritical solitons belong to Pillet–Wayne [PiWa], Buslaev–Perelman [BuPe1], [BuPe2],
[BuPe3], Cuccagna [Cuc1], [Cuc2], Rodnianski–Schlag–Soffer [RoScSo1], [RoScSo2],
Tsai–Yau [TsYa1], [TsYa2], [TsYa3], Gang–Sigal [GaSi], Cuccagna–Mizumachi [CuMi],
and Kirr–Za˘rnescu [KiZa1], [KiZa2].
Grillakis–Shatah–Strauss [GrShSt1], [GrShSt2] proved sharp results in a general
setting for soliton stability for Hamiltonian evolution equations. When applied to (1.7),
their method shows the dichotomy between the L2-subcritical case, where the ground state
soliton is stable, the L2-critical case, where the ground state soliton is linearly unstable,
and the L2-supercritical cases, where the ground state soliton is exponentially unstable.
4 MARIUS BECEANU
In the L2-critical case p = 4n , the symmetry transformations of (1.7) also include the
pseudoconformal symmetry. Applying it to the soliton φ (1.8), one obtains explicit finite-
time blowup solutions that blow up at a rate of t−1.
Solutions of soliton mass form a threshold for the L2-critical equation (1.7), p = 4n . We-
instein [Wei1] showed that H1 solutions ψ withM [ψ] < M [φ] exist globally in time. Merle
[Mer] showed that all threshold blowup solutions, M [ψ] = M [φ], arise from transforma-
tions of the soliton and proved scattering for 〈x〉−1L2 ∩H1 solutions with M [ψ] ≤M [φ].
Bourgain-Wang [BoWa] proved the existence of a codimension-one set of solutions that
blow up at a t−1/2 rate. Perelman [Per] proved the existence of a stable blowup rate of
t−1/2 log log t in a neighborhood of the soliton.
Schlag [Sch] extended the method of modulations to the L2-supercritical case. He
proved the existence of a codimension-one Lipschitz manifold of W 1,1 ∩ H1 initial data
that generate asymptotically stable solutions to (0.1). Subsequent results in this direction
include those of Buslaev–Perelman [BuPe1], Krieger–Schlag [KrSc1], Cuccagna [Cuc2],
Beceanu [Bec1], Marzuola [Mar], and Stanislavova–Stefanov [StSt].
In the L2-supercritical case, negative energy initial data in Σ = 〈x〉−1L2 ∩ H1 leads
to finite time blowup, due to the virial identity (see Glassey [Gla]). For a relaxation
of this condition and a survey of existing results see Sulem–Sulem [SuSu] and Cazenave
[Caz]. Berestycki–Cazenave [BeCa] showed that blow-up can occur for arbitrarily small
perturbations of ground state solitons such as (1.8). The blowup is self-similar, as shown
by results of Merle–Raphael [MeRa] and Krieger–Schlag [KrSc2].
A similar result was obtained in 2006 by Kenig–Merle [KeMe] for the energy-critical
equation (1.7), p = 4n−2 , for n ≥ 3. Taking radial ψ ∈ H˙1 data with E[ψ] < E[φ],
they showed the following dichotomy: if ‖∇ψ(0)‖2 < ‖∇φ‖2, then φ exists globally and
scatters, while if ‖∇ψ(0)‖2 > ‖∇φ‖2 and ψ(0) ∈ L2 then ψ blows up in finite time. In
this regime, the equality ‖∇ψ(0)‖2 = ‖∇φ‖2 cannot occur. The behavior of solutions at
the energy threshold, E[ψ] = E[φ], was then classified by Duyckaerts–Merle [DuMe]: the
same two cases are present, together with three others.
Following this approach, Holmer–Roudenko [HoRo], Duyckaerts–Holmer–Roudenko
[DuHoRo], and Duyckaerts–Roudenko [DuRo] established corresponding results for the
H˙1/2-critical equation (0.1). Their main findings may be summarized as follows:
Theorem 1.2. Assume that ψ is a solution of (0.1) in the region
ψ ∈ B = {ψ ∈ H1 |M [ψ]E[ψ] − 2P [ψ]2 ≤M [φ]E[φ]}, (1.13)
where φ > 0 is a soliton given by (1.1). Then one of the following holds:
(1) IfM [ψ]‖∇ψ‖22−2P [ψ]2 < M [φ]‖∇φ‖22, then ψ exists globally and scatters or equals
a special solution, φ−, up to symmetries: Galilean coordinate changes, scaling,
complex phase change, or conjugation.
(2) If M [ψ]‖∇ψ‖22 − 2P [ψ]2 =M [φ]‖∇φ‖22, then ψ equals eitφ(·, 1) up to symmetries.
(3) If M [ψ]‖∇ψ‖22 − 2P [ψ]2 > M [φ]‖∇φ‖22 and ψ ∈ 〈x〉−1L2 is radial, then ψ blows
up in finite time or must equal, up to symmetries, a special solution φ+.
The special solutions φ− and φ+ are defined by the following properties: φ−(t) scatters
as t→ −∞ and converges at an exponential rate to eitα2φ(x, α) as t→ +∞, while φ+(t)
blows up in finite time for t < 0 and converges exponentially fast to a soliton as t→ +∞.
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Theorem 1.1 then shows that the boundary ∂B is not a smooth manifold. In fact, in the
neighborhood of the soliton manifold sol, B is contained between two H˙1/2 hypersurfaces,
N and N , that meet transversally.
The contacts B ∩ N and B ∩ N occur along nine-dimensional manifolds. These are
precisely the special solutions φ+(t) and φ−(t), at large t, subject to the symmetry trans-
formations.
This fact fits well with several other natural observations. Firstly, eliminating the
soliton manifold sol, an eight-dimensional set, from B, an infinite-dimensional set, divides
B into two disconnected components; this certainly could not happen if B were smooth.
Secondly, consider the functional that defines B, F [ψ] = M [ψ]E[ψ] − 2P [ψ]2. Due to
the extremizing property of the soliton φ in the Gagliardo–Nirenberg–Sobolev inequality,
the first differential of F at φ is identically zero: for any h ∈ H1,
dF (h) := lim
ǫ→0
F [φ+ ǫh]− F [φ]
ǫ
= 0. (1.14)
Therefore, the tangent cone to B at φ is determined by the sign of second differential of
F , which is a quadratic form of indefinite sign; hence the lack of smoothness.
Recently, Nakanishi–Schlag [NaSc1] have obtained a complete description of solution
dynamics for (0.1) on a neighborhood of the ground state soliton, in radial H1. For an
overview of their method, applied to several equations, see the monography [NaSc2].
They show all solutions fall into one of nine disjoint regions, of which four are open and
five are finite codimension manifolds. The five finite codimension regions lie on N ∪ N .
Two of the open regions lie in the set B described above. The other two open regions have
higher energy than the soliton and their characterization is completely new: they contain
solutions that blow up at one end and completely disperse at the other.
Directly relevant to the discussion of Theorem 1.1 are results of Schlag [Sch], [Bec1],
Cuccagna [Cuc2], and Kirr–Zarnescu [KiZa1].
In [Sch], Schlag extended the method of modulation to the L2-supercritical case. He
proved that locally around each ground-state soliton there exists a codimension-one Lip-
schitz submanifold of H1(R3) ∩W 1,1(R3) of initial data that lead to global H1 ∩W 1,∞
solutions to (0.1). These solutions decompose into a moving soliton and a dispersive term.
[Bec1] showed that, for initial data on a codimension-one local Lipschitz manifold
in Σ = 〈x〉−1L2 ∩ H1 , there exists a global solution to (0.1) in the same space Σ.
Furthermore, the manifold is identified as the centre-stable manifold for (0.1) within Σ.
In particular, the solution stays on the manifold for some positive finite time.
Cuccagna [Cuc2] studied asymptotically stable solutions for the mass-supercritical
Schro¨dinger equation (1.7) in R× R:
iut + uxx + |u|pu = 0, 5 < p <∞. (1.15)
p = 5 is the L2-critical exponent in R, while every exponent is H1-subcritical. Starting
from even H1 initial data, Cuccagna obtained a set of stable solutions, from a codimension-
one set near the manifold, without manifold structure.
Unlike previous results, Theorem 1.1 holds in a critical space, H˙1/2, for equation (0.1).
It was not known before whether asymptotically stable manifolds exist in the critical norm
or are epiphenomena related to using supercritical norms in the study of the equation.
Theorem 1.1 settles this point.
6 MARIUS BECEANU
Working in a critical space also leads to several specific improvements. Firstly, we
identify the asymptotically stable manifold N as a centre-stable manifold in the sense of
[BaJo], with a simpler proof than in [Bec1]. Secondly, the critical norm of the solution,
as a rule, stays bounded for all time — unlike supercritical norms, which may grow poly-
nomially or exponentially. Thus we prove that N is globally-in-time invariant: solutions
starting on N exist globally and remain on the manifold N , for all positive time.
Finally, the fact that the manifold N is real-analytic raises the possibility of finding
its analytic continuation beyond the neighborhood V (S) of the soliton manifold. It be-
comes interesting to identify the global object that corresponds to the local centre-stable
manifold.
1.4. Centre-stable manifolds. The notion of invariant (stable, centre-stable, or unsta-
ble) manifolds was introduced in the study of finite-dimensional and discrete-time dynam-
ical systems; see Kelley [AlKel] and Smale [Sma].
Invariant manifolds were then used in the study of dissipative equations; see, among
others, the work of Chafee–Infante [ChIn] and Henry’s monograph [Hen] regardining the
semilinear heat equation and Keller [Keller] concerning the damped wave equation.
Bates–Jones [BaJo] proved for a large class of semilinear equations that the space of
solutions locally decomposes into an unstable and a centre-stable manifold. Their result
is as follows. Consider a Banach space X and the semilinear equation
ut = Au+ f(u), (1.16)
under the assumptions
H1 A : X → X is a closed, densely defined linear operator that generates a C0 group.
H2 The spectrum of A, σ(A) = σs(A)∪σc(A)∪σu(A), decomposes into left half-plane
(stable), imaginary (centre), and right half-plane (unstable) components. The
stable and unstable components, σs(A) and σu(A), are bounded.
H3 The nonlinearity f is locally Lipschitz, f(0) = 0, and for every ǫ > 0 there exists
a neighborhood of 0 ∈ X on which ‖f(x)− f(y)‖ ≤ ǫ‖x− y‖.
Let Xu, Xc, and Xs be the A-invariant subspaces corresponding to σu, σc, and σs and let
Sc(t) be the evolution generated by A on Xc. [BaJo] further assume that
C1-2 dimXu and dimXs are finite.
C3 Sc has subexponential growth: ∀ρ > 0 ∃M > 0 such that ‖Sc(t)‖ ≤Meρ|t|.
Let Υ be the flow on X generated by (1.16). N ⊂ U is called t-invariant if Υ(s)v ∈ U
for all s ∈ [0, t] implies that Υ(s)v ∈ N for s ∈ [0, t].
Definition 1.1. Let the unstable manifold W u ⊂ U be the set of solutions that remain
in U for all t < 0 and decay exponentially as t→ −∞:
W u = {u ∈ U | ∀t ≤ 0 Υ(t)u ∈ U, ∃C1 > 0 ∀t ≤ 0 ‖Υ(t)u‖X . eC1t}.
Also consider the canonical direct sum spectral projection πcs onto the centre-stable
part of the spectrum: πcs(X) = Xc ⊕Xs.
Definition 1.2. A centre-stable manifoldN ⊂ U is a Lipschitz manifold (i.e. parametrized
by Lipschitz maps) such that N is t-invariant relative to U , πcs(N ) contains a neighbor-
hood of 0 in Xc ⊕Xs, and N ∩W u = {0}.
The conclusion of [BaJo] is then
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Theorem 1.3. Under assumptions H1-H3 and C1-C3, locally around 0, there exist an
unstable Lipschitz manifold W u tangent to Xu at 0 and a centre-stable manifold W cs
tangent to Xcs at 0.
Gesztesy–Jones–Latushkin–Stanislavova [GJLS] established a spectral mapping theo-
rem for the semigroup obtained by linearizing the equation
iut −∆u− f(x, |u|2)u− βu = 0 (1.17)
around an exponentially decreasing standing wave solution. In particular, the spectral
condition H2 then implies the semigroup norm estimate C3.
By [GJLS], all the conditions of [BaJo] are met for (2.132), leading to the existence
of a centre-stable manifold NBaJo in this setting.
Indeed, in the Banach algebra Hs ⊂ L∞, s > 3/2, the Hamiltonian H is a closed,
densely defined operator with the required spectral properties H1–H3 and C1–C3. In
particular, the nonlinearity N(Z1,W (π0(t))) has the Lipschitz property with arbitrarily
small constant:
‖N(Z1,W (π0))−N(Z2,W (π0))‖Hs . max(‖Z1‖Hs , ‖Z2‖Hs)‖Z1 − Z2‖Hs .
This shows that property H3 holds in Hs, for s > 3/2. Thus, there exists a local centre-
stable manifold for (1.17) in Hs, s > 3/2.
The global existence of solutions on the centre-stable manifold is not addressed in
[BaJo] and [GJLS]. The t-invariance property of [BaJo] means that a solution starting
on the centre-stable manifold N remains there for as long as it stays small in norm.
However, once a solution on N leaves the specified neighborhood U , its behavior can no
longer be known by this method and its existence is not guaranteed any longer.
On the other hand, knowing, for reasons specific to the equation, that solutions on N
remain in a small neighborhood of 0 for all time implies the orbital or asymptotic stability
of solutions on N .
Several existing results can be interpreted in light of this theory. Chafee-Infante’s
[ChIn], Henry’s [Hen] or Keller’s [Keller] results required that the equation should be
dissipative or contain a damping term, but held globally in time. Then, the stable manifold
has finite codimension and the centre and stable manifolds are finite-dimensional.
Schlag [Sch], in the absence of a damping term, proved a global asymptotic stability
result, but the manifold was not time-invariant, because it was defined in W 1,1 ∩H1.
The centre-stable manifold of [Bec1] exists in the Σ = H1∩〈x〉−1L2 norm, which grows
linearly with t for Schro¨dinger’s equation (0.1). More generally, the same method works
in Σs = H˙s ∩ 〈x〉−sLs, s ∈ (3/4, 1], whose norm grows at a rate of 〈t〉s. The centre-stable
manifold is locally-in-time invariant in Σs, but solutions may leave the manifold after finite
time because of the Σs norm growth.
On the other hand, the critical H˙1/2 norm of solutions does not grow with time, so
the manifold constructed in H˙1/2 is globally-in-time invariant. This paper identifies the
critical centre-stable manifold N for (0.1) in H˙1/2 and shows that solutions starting on
N remain on N for all time.
It is important to note that H˙1/2 is not an algebra and that the conditions of Theorem
1.3 of [BaJo] are not met in H˙1/2. Indeed, if ψ ∈ H˙1/2, it does not follow that |ψ|2ψ ∈
H˙1/2, much less that this nonlinearity is Lipschitz continuous, which is Condition H3 of
Theorem 1.3.
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However, even though Condition H3 fails in H˙1/2, the conclusion of [BaJo] — the
existence of a centre-stable manifold N — still holds.
1.5. Setting and notations. Equation (0.1) admits periodic solutions eitα
2
φ(x, α), where
φ = φ(x, α) = αφ(αx, 1) (1.18)
is a solution of the semilinear elliptic equation (1.1)
−∆φ+ α2φ = φ3.
We consider positive L2 solutions of (1.1), called ground states. Ground states are unique
up to translation, radially symmetric, smooth, and exponentially decreasing. Berestycki–
Lions proved the existence of ground states in [BeLi] and showed they are infinitely
differentiable and exponentially decaying. In a more general context, (1.18) becomes the
Derrick–Pohozaev identity, see [BeLi].
Uniqueness of ground states was established by Coffman [Cof] for cubic and Kwong
[Kwo] and McLeod–Serrin [McSe] for more general nonlinearities.
Equation (0.1) is invariant under its symmetry transformations, which are translations,
boost, rescaling, and gauge transformations. Since ψ is complex-valued, gauge transfor-
mations have the form f 7→ eiΓf , Γ ∈ R:
g(t) f(x, t) := ei(Γ+v·x−t|v|
2)αf(α(x− 2tv −D), α2t). (1.19)
When ψ(t) ∈ H1/2 is a solution to (0.1), so is g(t)ψ(t). However, boost transformations
do not preserve H˙1/2.
Applying symmetry transformations to the ground state soliton f(x, t) = eitφ(x, 1), we
obtain an eight-parameter family (1.3) of solutions to (0.1):
g(t) eitφ(x, 1) = ei(Γ+v·x−t|v|
2+α2t)φ(x− 2tv −D,α).
Such solutions are called solitons — or standing waves if they have no boost, i.e. v = 0.
We find solutions Ψ =
(
ψ
ψ
)
to (0.1) that approach sol asymptotically as t goes to
infinity. Such solutions have the form
Ψ =Wπ(x, t) +R(x, t) =
(
wπ(x, t)
wπ(x, t)
)
+
(
r(x, t)
r(x, t)
)
, (1.20)
where Wπ =
(
wπ
wπ
)
is a moving soliton and R =
(
r
r
)
is a small correction term that
disperses like the solution of the free Schro¨dinger equation as t→ +∞.
We parametrize the moving soliton wπ(t) by setting, following (1.4),
wπ(t) = e
iθ(x,t)φ
(
x− y(t), α(t))
= ei(Γ(t)+
∫ t
0
(α2(s)−|v(s)|2) ds+v(t)x)φ(x− 2 ∫ t0 v(s) ds −D(t), α(t)).
The parameters of this formula,
α(t), Γ(t), v(t) =
(
v1(t), v2(t), v3(t)), and D(t) = (D1(t),D2(t),D3(t)
)
, (1.21)
are called modulation parameters and π(t) = (α(t),Γ(t), v(t),D(t)) is called the parameter
path or modulation path. For each t, π(t) ∈ R8 contains eight parameters, since v, D ∈ R3.
Due to the nonlinear interaction between wπ and r, the modulation parameters are not
constant in general; they are time-dependent. However, in the course of the proof they
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are not allowed to vary too much. A minimal condition, which we impose henceforth, is
that π has bounded variation and
α˙, Γ˙, v˙k, D˙k ∈ L1t (1.22)
are small in this norm. We assume no stronger rate of decay. This implies that the
modulation parameters converge as t→∞ to final values, but at no particular rate, and
that their range is contained within arbitrarily small intervals.
1.6. Proof outline. Linearizing the equation (0.1) around a moving soliton wπ0(t) driven
by a modulation path π0(t) as in (1.4) leads to the time-dependent Hamiltonian
Hπ0(t) =
(
∆+ 2|wπ0(t)|2 (wπ0(t))2
−(wπ0(t))2 −∆− 2|wπ0(t)|2
)
.
By Lemma 2.3, we reduce the study of i∂t +Hπ0(t) to that of i∂t +H, where
H =
(
∆− 1 + 2φ2(·, 1) φ2(·, 1)
−φ2(·, 1) −∆+ 1− 2φ2(·, 1)
)
. (1.23)
The spectrum of H is completely known. Marzuola–Simpson gave a computer-assisted
proof in [MaSi] to the fact that σac(H) = (−∞,−1]∪ [1,∞) contains no embedded eigen-
values. Costin–Huang–Schlag [CoHuSc] proved the spectral gap property analytically.
In Section 2.3 we give a full description of the spectral properties of H.
The proof of Theorem 1.1 is based on a fixed point principle. We solve the linearized
equation (2.20), jointly with the linearized modulation equations, in the space X (2.33).
Considering the solution (R,π) as a function Φ of the auxiliary variables (R0, π0), we show
that Φ is a contraction for fixed initial data.
We prove the stability of a small ball in X under Φ, Proposition 2.4, then prove that
Φ is a contraction on this ball in the space Y , Lemma 2.6. This is enough to conclude
the existence of a fixed point for Φ, in Proposition 2.8, which is an asymptotically stable
solution of (0.1).
At this point, the solution size ‖R‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
+ ‖π˙‖L1t∩L∞t depends on that of
‖R(0)‖H˙1/2 . Lemma 2.14 implies that ‖R(0)‖H˙1/2 is comparable to the distance dH˙1/2(ψ(0), sol).
Proposition 2.13 establishes the continuous dependence of Ψ on initial data. The scat-
tering of the solution is shown in Section 2.8.
We define the manifold N in Definition 2.2 and prove its local uniqueness in Proposition
2.15 and its invariance by Corollary 2.16. N and its embedding into H˙1/2, as well as
solutions’ dependence on initial data, are real-analytic by Proposition 2.17.
Finally, in Theorem 2.18 we prove that N is a centre-stable manifold for (0.1) in the
sense of Definition 1.2, see Bates–Jones [BaJo].
1.7. Linear results. In establishing the main nonlinear result, Theorem 1.1, a crucial
ingredient is an endpoint Strichartz estimate for the time-dependent linearized Schro¨dinger
equation
i∂tZ − iv(t)∇Z +A(t)σ3Z +HZ = F, Z(0) given. (1.24)
Here Z =
(
z1
z2
)
and, in general,
H = H0 + V =
(
∆− µ 0
0 −∆+ µ
)
+
(
W1 W2
−W2 −W1
)
, µ > 0. (1.25)
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W1 and W2 are real-valued and of Schwartz class.
The Hamiltonian of (1.24) has the form
−iv(t)∇ +A(t)σ3 +H,
hence is nonselfadjoint and time-dependent. Since the potential V appears by linearizing
(0.1) around a ground state soliton φ, see (2.20), V is smooth and exponentially decaying.
In fact, the real analyticity of V gets used in proving the analiticity of the soliton manifold
sol and then of the centre-stable manifold N .
In this paper we prove endpoint Strichartz estimates for (1.24), of the form
‖Z‖
L2t W˙
1/2,6
x ∩L∞t H˙1/2x
.
(‖Z(0)‖2 + ‖F‖L2t W˙ 1/2,6/5x +L1t H˙1/2x ). (1.26)
Keel–Tao [KeTa] proved endpoint Strichartz estimates for free Schro¨dinger and wave
equations and, more generally, showed that certain kernel decay bounds, together with
L2-boundedness of the evolution, imply endpoint Strichartz estimates.
In the nonselfadjoint case (1.24), these dispersive estimates have to be proved anew.
They do not follow in the same manner as or from the selfadjoint case, where, for example,
the unitarity of the time evolution immediately implies the L2 boundedness.
In [Sch], Schlag proved L1 → L∞ dispersive estimates for the Schro¨dinger equation
with a nonselfadjoint Hamiltonian, as well as non-endpoint Strichartz estimates. Erdogˆan
and Schlag [ErSc] proved L2 bounds for the evolution as well. [Bec1] proved endpoint
Strichartz estimates in the nonselfadjoint case following the method of Keel–Tao. Finally,
Cuccagna–Mizumatchi [CuMi] retrieved all previous results as a simple consequence of
the boundedness of wave operators in the nonselfadjoint case.
A further complication appears in (1.24) from the time-dependent Hamiltonian terms
A(t)σ3 and iv(t)∇. Here Z is the solution to (1.24), A(t) = α2(t) − α2(∞) is the scale-
dependent oscillation frequency, and v(t)− v(∞) is the translation velocity.
Instead of treating A(t)σ3 and iv(t)∇ as inhomogenous terms, we make them part of
the time-dependent Hamiltonian for which we prove the endpoint Strichartz estimates.
This technique leads to the following Strichartz estimates, which improve upon and are
distinct from previous estimates:
Theorem 1.4. Consider equation (1.24), for H = H0 + V as in (1.25) and a potential
V not necessarily real-valued:
i∂tZ − iv(t)∇Z +A(t)σ3Z +HZ = F, Z(0) given,
H =
(
∆− µ 0
0 −∆+ µ
)
+
(
W1 W2
−W2 −W1
)
.
Assume that V = V1V2 and V1, V2 ∈ S. Also assume that ‖A‖∞ and ‖v‖∞ are sufficiently
small, in a manner that depends on V , and that σ(H0) contains no exceptional values of
H. Then
‖PcZ‖L∞t H˙1/2x ∩L2t W˙ 1/2,6x ≤ C
(
‖Z(0)‖H˙1/2 + ‖F‖L1t H˙1/2x +L2t W˙ 1/2,6/5x
)
. (1.27)
Here the assumptions are not sharp; for sharp results, see [Bec3]. Pc is the projection
on the continuous spectrum of H.
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2. The Nonlinear Result
2.1. Notations and preliminary results. We linearize the original equation (0.1)
around a moving soliton wπ(t). Substituting ψ(t) = wπ(t) + r(t) in (0.1),
i∂t(wπ + r) + ∆(wπ + r) + (wπ + r)(wπ + r)
2 = 0. (2.1)
In keeping with (1.4), the soliton wπ(t) is described by
wπ(t) = e
i(Γ(t)+
∫ t
0 (α
2(s)−|v(s)|2) ds+v(t)·x)φ
(
x− 2 ∫ t0 v(s) ds −D(t), α(t)).
Note that wπ(t) depends on the values π takes on [0, t]. If we define w : R
8 → sol by
w(p) = w(α,Γ, v,D) = ei(Γ+v·x)φ
(
x−D,α), (2.2)
then wπ(t) 6= w(π(t)). In fact,
wπ(t) = w
(
α(t),Γ(t) +
∫ t
0
(α2(s)− |v(s)|2) ds, v(t),D(t) + 2
∫ t
0
v(s) ds
)
.
Expanding the equation accordingly, note that
∂twπ = (Γ˙ + α
2 − v2)∂Γwπ + α˙∂αwπ + v˙∂vwπ − (2v + D˙)∂Dwπ (2.3)
∆wπ = ∆e
iθ(x,t)φ(x− y(t), α(t)) + 2∇eiθ(x,t)∇φ(x− y(t), α(t))+
+ eiθ(x,t)∆φ(x− y(t), α(t)) (2.4)
= (α2 − v2)wπ + 2iv∇wπ − |wπ|2wπ.
Here we use the following notation: given a soliton w = w(p) as in (2.2), ∂Γw(p), ∂αw(p),
∂Dkw(p), and ∂vkw(p) are the partial derivatives of w(p) with respect to these parameters.
They span the tangent space Tw(p)sol to the soliton manifold sol at the point w(p):
∂Γw(p) = iw(p), ∂αw(p) = ∂αw(p), ∂Dkw(p) = ∂xkw(p), ∂vkw(p) = ixkw(p).
We thus define the differential dw(p) of the map p 7→ w = w(p) : R8 → sol. The differential
dw(p) : TpR
8 → Tw(p)sol maps a tangent vector δp = (δα, δΓ, δvk , δDk) ∈ TpR8 to one in
Tw(p)sol:
dw δp = ∂Γw δΓ + ∂αw δα+ ∂Dkw δDk + ∂vkw δvk.
The explicit computation (2.3) shows the cancellation of the cubic term containing wπ.
The equation for r becomes
i∂tr + ∆xr + i(dwπ(t))π˙(t) + (|r|2r + r2wπ + 2|r|2wπ + 2r|wπ|2 + rw2π) = 0. (2.5)
Here dwπ(t) is the differential d evaluated at the point wπ(t). Since as noted previously
wπ(t) 6= w(π(t)), it follows that dwπ(t) π˙(t) 6= ∂twπ(t).
(2.5) is a Schro¨dinger equation in r. By conjugating (2.5), we obtain an equivalent
equation for r:
i∂tr −∆r + idwππ˙ − (|r|2r + (r)2wπ + 2|r|2wπ + 2r|wπ|2 + r(wπ)2) = 0. (2.6)
Since both (2.5) and (2.6) involve both r and r, it is most convenient to solve them together
as a system or, rather, to see the pair of equations as just one equation concerning the
column vector R =
(
r
r
)
.
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In the sequel we employ column vectors consisting of a complex-valued function (written
in lowercase) and its conjugate, e.g.
Ψ =
(
ψ
ψ
)
, R =
(
r
r
)
, Z =
(
z
z
)
, etc.
As in [Sch], subsequent computations preserve this symmetry. Indeed, henceforth all
column vectors are of the form F =
(
f
f
)
, or, otherwise put, σ2F = F , where σ2 =
(
0 1
1 0
)
.
This fact makes the following dot-product, which we use henceforth, real-valued:
〈F,G〉 := 〈f, g〉+ 〈f , g〉 :=
∫
R3
(
f(x)g(x) + f(x)g(x)
)
dx.
The terms of (2.5) and (2.6) that are linear in r and r give rise to a time-dependent,
nonselfadjoint two-by-two matrix Hamiltonian
Hπ(t) =
(
∆+ 2|wπ(t)|2 wπ(t)2
−wπ(t)2 −∆− 2|wπ(t)|2
)
= ∆σ3 + Vπ(t), (2.7)
whereas the other terms collect into the homogenous right-hand side of the equation:
F =
(
i(dwπ)π˙ + |z|2z + z2wπ + 2|z|2wπ
i dwππ˙ − |z|2z − (z)2wπ − 2|z|2wπ
)
. (2.8)
Let Sol = {W (p) =
(
w(p)
w(p)
)
| w(p) ∈ sol}. Given W ∈ Sol, consider its partial derivatives
with respect to the modulation parameters f ∈ {α,Γ, vk,Dk}, ∂fW =
(
∂fw
∂fw
)
:
∂ΓW (p) =
(
iw(p)
−iw(p)
)
= iσ3W (p), ∂αW (p) = ∂αW (p),
∂DkW (p) = ∂xkW (p), ∂vkW (p) = iσ3xkW (p).
Here σ3 is the third Pauli matrix σ3 =
(
1 0
0 −1
)
.
Define the differential dW (p) : TpR
8 → TW (p)Sol of the map p 7→W (p):
dW δp = ∂ΓW δΓ + ∂αW δα + ∂DkW δDk + ∂vkW δvk.
Let Wπ(t) =
(
wπ(t)
wπ(t)
)
. The first term in (2.8) is then idπWπ(t) π˙(t) =
(
idπwπ(t) π˙(t)
i dπwπ(t) π˙(t)
)
.
The remaining nonlinear term in (2.8) is
N(R,Wπ(t)) =
(−|r|2r − r2wπ(t)− 2|r|2wπ(t)
|r|2r + r2wπ(t) + 2|r|2wπ(t)
)
.
The equation fulfilled by the vector variable R becomes
i∂tR−Hπ(t)R = F (t), F = −idπWπ π˙ +N(R,Wπ). (2.9)
To this equation for R we join the modulation equations (2.12) that determine π, hence
the term −idπWπ π˙.
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For reference, define the cotangent vectors ∂∗fW (p) ∈ TW (p)Sol
∂∗αW = iσ3∂ΓW, ∂
∗
ΓW = iσ3∂αW,
∂∗vkW = iσ3∂DkW, ∂
∗
Dk
W = iσ3∂vkW.
(2.10)
These allow one to define the following differential form d∗ : T ∗R8 → T ∗Sol:
d∗W (p) : R8 → T ∗Sol, p 7→ d∗pW (p),
d∗W δπ = ∂∗ΓW δΓ + ∂
∗
αW δα + ∂
∗
Dk
W δDk + ∂
∗
vk
W δvk.
Also consider the second differential dd∗W (p) : TT ∗R8 → TT ∗Sol, defined as the differ-
ential of d∗W (p), for f ∈ {α,Γ, vk ,Dk}.
At each time t and for all f ∈ {α,Γ, vk ,Dk} we impose the orthogonality condition
〈R(t), ∂∗fWπ(t)〉 = 0. (2.11)
This condition arises as follows: to each p = (α,Γ, vk,Dk) ∈ R8 associate the Hamiltonian
H(W (p)) =
(
∆+ 2|w(p)|2 w(p)2
−w(p)2 −∆− 2|w(p)|2
)
+ 2iv∇− (α2 − |v|2)σ3.
Note that H(Wπ(t)) = Hπ(t)+2iv(t)∇− (α(t)2 −|v(t)|2)σ3. Condition (2.11) states that
R(t) has no component in the zero eigenspace of H(Wπ(t)).
As an important aside, due to the orthogonality condition, the momentum of ψ decom-
poses into the momentum of w and the momentum of r:
P [ψ] =
∫
R3
i∇ψ(x, t)ψ(x, t) dx
=
∫
R3
i∇ww dx+
∫
R3
i∇rr dx+
∫
R3
i(∇wr +∇rw) dx
= P [w] + P [r] +
∫
R3
i(∇wr −∇wr) dx = P [w] + P [r] +
3∑
k=1
〈r, ∂∗vkW 〉
= P [w(t)] + P [r(t)].
P [ψ] is a constant of motion, so if (2.11) holds then P [w(t)] + P [r(t)] is constant.
Taking the time derivative in (2.11) leads to modulation equations. We use the constant
‖φ‖H˙1/2 within the formulae; recall φ is given by (1.1).
Lemma 2.1 (The modulation equations). (2.11) holds for all t if and only if (2.11) is
satisfied at t = 0 and if the following equations are true:
α˙ = 2α2‖φ‖−2
H˙1/2
(〈R, (dπ∂∗αWπ) π˙〉 − i〈N(R,Wπ), ∂∗αWπ〉)
Γ˙ = 2α2‖φ‖−2
H˙1/2
(〈R, (dπ∂∗ΓWπ) π˙〉 − i〈N(R,Wπ), ∂∗ΓWπ〉)
v˙k = α‖φ‖−2H˙1/2
(〈R, (dπ∂∗vkWπ) π˙〉 − i〈N(R,Wπ), ∂∗vkWπ〉)
D˙k = α‖φ‖−2H˙1/2
(〈R, (dπ∂∗DkWπ) π˙〉 − i〈N(R,Wπ), ∂∗DkWπ〉).
(2.12)
Proof. Differentiating (2.11) with respect to t, we obtain
〈R, ∂t∂∗fWπ〉 = −〈∂tR, ∂∗f 〉,
where ∂tR is expressed by (2.9):
〈R, ∂t∂∗fWπ〉 = −
〈
iHπ(t)R + dπWππ˙ + iN(R,Wπ), ∂
∗f
〉
.
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We process each term separately. For every W ∈ Sol
〈∂αW,∂∗fW 〉 =
1
4α
‖W‖22 if f = α and zero otherwise
〈∂ΓW,∂∗fW 〉 =
1
4α
‖W ‖22 if f = Γ and zero otherwise
〈∂DkW,∂∗fW 〉 =
1
2
‖W ‖22 if f = Dk and zero otherwise
〈∂vkW,∂∗fW 〉 =
1
2
‖W ‖22 if f = vk and zero otherwise.
(2.13)
Moreover, ‖W‖22 = 2α−1‖φ‖2H˙1/2 . Thus
〈dπWππ˙, ∂∗fW 〉 =
1
2α2
‖φ‖2
H˙1/2
f˙ , f ∈ {α,Γ};
〈dπWππ˙, ∂∗fW 〉 =
1
α
‖φ‖2
H˙1/2
f˙ , f ∈ {Dk, vk}.
Furthermore,
∂t∂
∗
fWπ = (d∂
∗
fWπ) π˙ +
(
H∗(Wπ)−H∗π
)
∂∗fWπ.
Finally,
H∗(W )∂∗αW = 0, H
∗(W )∂∗ΓW = −2i∂∗αW,
H∗(W )∂∗vkW = 0, H
∗(W )∂∗DkW = −2i∂∗vkW.
(2.14)
This leads to (2.12). 
Let
LπR =2α
2
∑
f∈α,Γ
‖φ‖−2
H˙1/2
〈R, (dπ∂∗fWπ)π˙〉∂fWπ
+α
∑
f∈{vk ,Dk}
‖φ‖−2
H˙1/2
〈R, (dπ∂∗fWπ)π˙〉∂fWπ
(2.15)
and
Nπ(R,Wπ) =2α
2
∑
f∈{α,Γ}
‖φ‖−2
H˙1/2
i〈N(R,Wπ), ∂∗fWπ〉∂fWπ
+α
∑
f∈{vk ,Dk}
‖φ‖−2
H˙1/2
i〈N(R,Wπ), ∂∗fWπ〉∂fWπ.
(2.16)
Remark 2.2. The modulation equations (2.12) are equivalent to
dπWπ π˙ = LπR− iNπ(R,Wπ). (2.17)
LπR represents the part that is linear in R and Nπ(R,W ) represents the nonlinear
component 〈N(R,W ), ∂∗fWπ〉.
Let P0(Wπ(t)) be the zero spectral projection of H(Wπ(t)); see Section 2.3. Then
Nπ(R,Wπ) = P0(Wπ)N(R,Wπ) and LπR also has a similar expression.
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2.2. The linearized equation. At this point we linearize the equation (2.9). We intro-
duce auxiliary functions R0 and π0 to represent all terms that are quadratic or cubic in R
or π. We keep linear, first-order terms in the unknowns R and π for which we solve the
equation. The equation becomes linear in R and π and quadratic and cubic in R0 and π0.
Starting with π0, we construct the moving soliton Wπ0 , its partial derivatives ∂fWπ0 ,
cotangent vectors ∂∗fWπ0 , and the differentials dWπ0 and d∂
∗
fWπ0 according to the given
definitions:
π0(t) = (α0(t),Γ0(t), v0(t),D0(t)),
wπ0(t) = e
i(Γ0(t)+
∫ t
0 ((α
0)2(s)−|v0|2(s)) ds+v0(t)·x)φ(x− 2 ∫ t0 v0(s) ds −D0(t), α0(t)),
Wπ0(t) =
(
wπ0(t)
wπ0(t)
)
,
(2.18)
as well as
∂Γwπ0 = iwπ0 , ∂αwπ0 = ∂αwπ0 , ∂Dkwπ0 = ∂xkwπ0 , ∂vkwπ0 = ixkwπ0 ,
∂fWπ0 =
(
∂fwπ0
∂fwπ0
)
,
∂∗αWπ0 = iσ3∂ΓWπ0 , ∂
∗
ΓWπ0 = iσ3∂αWπ0 , ∂
∗
vk
Wπ0 = iσ3∂DkWπ0 , ∂
∗
Dk
Wπ0 = iσ3∂vkWπ0 .
The connection between (0.1), (2.9), and the linearized equation (2.20) is the following:
Lemma 2.3. ψ is a solution of (0.1) if and only if
Ψ =
(
ψ
ψ
)
=Wπ0 +R, (2.19)
Wπ0(t) is a moving soliton parametrized by (2.18), and (R,π) is a fixed point of the map
(R0, π0) 7→ (R,π), where R and π solve the following system of linear equations:
i∂tR+Hπ0(t)R = F, F = −iLπ0R+N(R0,Wπ0)−Nπ0(R0,Wπ0)
f˙ = 2(α0)2‖φ‖−2
H˙1/2
(〈R, (dπ∂∗fWπ0) π˙0〉 − i〈N(R0,Wπ0), ∂∗fWπ0〉), f ∈ {α,Γ}
f˙ = α0‖φ‖−2
H˙1/2
(〈R, (dπ∂∗fWπ0) π˙0〉 − i〈N(R0,Wπ0), ∂∗fWπ0〉), f ∈ {vk,Dk}.
(2.20)
Here
Hπ0(t) =
(
∆+ 2|wπ0(t)|2 (wπ0(t))2
−(wπ0(t))2 −∆− 2|wπ0(t)|2
)
,
N(R0,Wπ0) =
(−|r0|2r0 − (r0)2wπ0 − 2|r0|2wπ0
|r0|2r0 + (r0)2wπ0 + 2|r0|2wπ0
)
,
Lπ0R = 2(α
0)2
∑
f∈α,Γ
‖φ‖−2
H˙1/2
〈R, (dπ∂∗fWπ0)π˙0〉∂fWπ0
+ α0
∑
f∈{vk ,Dk}
‖φ‖−2
H˙1/2
〈R, (dπ∂∗fWπ0)π˙0〉∂fWπ0 ,
(2.21)
Nπ0(R
0,Wπ0) = 2(α
0)2
∑
f∈{α,Γ}
‖φ‖−2
H˙1/2
i
〈
N(R0,Wπ0), ∂
∗
fWπ0
〉
∂fWπ0
+ α0
∑
f∈{vk ,Dk}
‖φ‖−2
H˙1/2
i
〈
N(R0,Wπ0), ∂
∗
fWπ0
〉
∂fWπ0 .
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Our main objective is solving the system (2.20) in a suitable space, with a view toward
applying a fixed point theorem to obtain (R0, π0) = (R,π).
Proof. We substitute R0 for R and π0 for π into all higher order terms of (2.9) and (2.12).
By this substitution, the nonlinear Schro¨dinger equation (2.9) becomes the following equa-
tion, linear in both R and π˙:
i∂tR−Hπ0(t)R = F. (2.22)
Here F = −idπWπ0(t) π˙(t) +N(R0,Wπ0) and
dWπ0(t) π˙(t) = ∂ΓWπ0(t) Γ˙(t) + ∂αWπ0(t) α˙(t) + ∂DkWπ0(t) D˙k(t) + ∂vkWπ0(t) v˙k(t).
The orthogonality condition we put on the linearized equation (2.22) is
〈R(t), ∂∗fWπ0(t)〉 = 0, f ∈ {α,Γ, vk ,Dk}. (2.23)
Taking the derivative in (2.23) with respect to t, we obtain the linearized version of the
modulation equations of Lemma 2.1: (2.12) become
α˙ = 2(α0)2‖φ‖−2
H˙1/2
(〈R, (d∂∗αWπ0)π˙0〉 − i〈N(R0, π0), ∂∗αWπ0〉)
Γ˙ = 2(α0)2‖φ‖−2
H˙1/2
(〈R, (d∂∗ΓWπ0)π˙0〉 − i〈N(R0, π0), ∂∗ΓWπ0〉)
v˙k = α
0‖φ‖−2
H˙1/2
(〈R, (d∂∗vkWπ0)π˙0〉 − i〈N(R0, π0), ∂∗vkWπ0〉)
D˙k = α
0‖φ‖−2
H˙1/2
(〈R, (d∂∗DkWπ0)π˙0〉 − i〈N(R0, π0), ∂∗DkWπ0〉).
(2.24)
The identity (2.17) translates into
dWπ0 π˙ = Lπ0R− iNπ0(R0, π0). (2.25)
Finally, we collect together (2.22) and (2.24) and replace dπWπ0 π˙ on the right-hand
side of (2.22) by its expression (2.17) in order to arrive at (2.20). 
2.3. The spectrum of H. Let φ be the positive ground state soliton given by (1.1).
Applying the symmetries of the equation to φ, parameters p = (α,Γ, vk ,Dk) ∈ R8 define
the general ground state soliton
w = w(p) = ei(Γ+v·x)φ(x−D,α),
W =W (p) =
(
w
w
)
.
(2.26)
The Hamiltonian obtained by linearizing (0.1) around w is
H(W ) = H(p) :=
(
∆+ 2|w|2 w2
−w2 −∆− 2|w|2
)
+ 2iv∇− (α2 − |v|2)σ3. (2.27)
All the operators H(W ) are in fact conjugate to one another, by the symmetries of the
equation — rescaling, boost, translation, and gauge —, up to a constant factor of α2:
Dil1/αe
−D∇TDe−i(xv+Γ)σ3H(α,Γ, v,D)ei(xv+Γ)σ3eD∇Dilα = α2H(1, 0, 0, 0). (2.28)
Therefore, all H(W ) have the same spectrum up to dilation. Thus, it suffices to study
H = H(1, 0, 0, 0):
H :=
(
∆− 1 + 2φ2 φ2
−φ2 −∆+ 1− 2φ2
)
. (2.29)
We list the known spectral properties ofH. As proved by Buslaev–Perelman in [BuPe1]
and Rodnianski–Schlag–Soffer in [RoScSo2], under fairly general assumptions, σ(H) ⊂
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R ∪ iR and is symmetric with respect to the coordinate axes. All eigenvalues are simple
with the possible exception of 0.
Furthermore, by Weyl’s criterion σess(H) = (−∞,−1] ∪ [1,∞).
Grillakis–Shatah–Strauss [GrShSt1] and Schlag [Sch] showed that H has only one
pair of conjugate imaginary eigenvalues, call them ±iσ, and that the corresponding eigen-
vectors decay exponentially. Hundertmark–Lee [HuLe] removed the exponential decay
assumption on the off-diagonal components of the potential.
The pair of conjugate imaginary eigenvalues ±iσ reflects the instability of the ground
state soliton (1.1), coming from the fact that (0.1) is L2-supercritical.
The generalized eigenspace at 0 arises due to the symmetries of the equation, which is
invariant under Galilean coordinate changes, gauge transformations, and rescaling. Each
symmetry gives rise to a generalized eigenstate of the Hamiltonian H at 0. Proving that
there are no other zero eigenstates is harder and was done by Weinstein in [Wei2], [Wei3].
Using ideas of Perelman [Per], Schlag [Sch] showed that if the scalar operators
L± = −∆+ 1− 2φ2(·, 1) ∓ φ2(·, 1)
that arise by conjugating H with
(
1 i
1 −i
)
have no eigenvalue in (0, 1] and no resonance
at 1 — the so-called gap property —, then the real discrete spectrum of H is {0} and the
edges ±1 of the essential spectrum are neither eigenvalues nor resonances.
Demanet–Schlag [DeSc] verified numerically that L± meet this condition. More re-
cently, Costin–Huang–Schlag [CoHuSc] have given a completely analytic proof to the
gap property. Therefore, H has no eigenvalues in [−1, 1] and ±1 are neither eigenvalues
nor resonances.
Adapting Agmon’s method [Agm] to the matrix case, [ErSc] and [CuPeVo] proved
that any resonances embedded in the interior of the essential spectrum (that is, in (−∞,−1)∪
(1,∞)) have to be eigenvalues, under very general assumptions.
Marzuola–Simpson [MaSi] have shown by an analytical, computer-assisted proof that
no eigenvalue lies in the essential spectrum of H, thus completing, in a sense, the descrip-
tion of the spectrum.
To sum up, the spectrum of H consists of a pair of conjugate purely imaginary eigen-
values ±iσ, a generalized eigenspace at 0, and the essential spectrum (−∞,−1] ∪ [1,∞).
Following [Sch], let F± be the eigenfunctions of H corresponding to ±iσ; then there
exists f+ ∈ L2 such that
F+ =
(
f+
f
+
)
, F− = F+ =
(
f
+
f+
)
.
Due to the symmetry σ3Hσ3 = H
∗ of the Hamiltonian H, the respective eigenfunctions
of H∗ are σ3F±. Then, the imaginary spectrum projection is given by
Pim = P+ + P−, P± = 〈·, iσ3F∓〉F±
up to a constant; the constant becomes 1 after the normalization∫
R3
Re f+(x) Im f+(x) dx = −1/2.
It helps to represent the discrete eigenspaces of H(W ) as explicitly as possible. Let
F±(W ) the eigenfunctions of H(W ) corresponding to the ±iσ(W ) eigenvalues.
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Schlag [Sch] proved in a more general setting that F±(W ), L2 normalized, and σ
are locally Lipschitz continuous as a function of W and that F±(W ) are exponentially
decaying.
There is no explicit formula for F±(W ), but the dependence of F±(W ) and σ on π is
explicit, since the operators H(W ) are conjugate to one another:
F±(W ) = ei(xv+Γ)σ3eD∇DilαF±,
σ(W ) = α2σ.
(2.30)
Also observe that ∂fW , where f ∈ {α,Γ, vk,Dk}, are the generalized eigenfunctions of
H(W ) at zero and ∂∗fW , defined as in (2.10), fulfill the same role for H(W )
∗.
We then express the Riesz projections on the three components of the spectrum (con-
tinuous, null, and imaginary) of H(W ) as
Pim(W ) = P+(W ) + P−(W ), P±(W ) = α−3〈·, iσ3F∓(W )〉F±(W ),
P0(W ) = 4α‖W‖−22 (〈·, ∂∗α〉∂αW + 〈·, ∂∗Γ〉∂ΓW )+
+ 2‖W‖−22
∑
k
(〈·, ∂∗vk 〉∂vkW + 〈·, ∂∗Dk 〉∂DkW ),
Pc(W ) = 1− Pim(W )− P0(W ).
2.4. The fixed point argument. Stability. Consider a small neighborhood of a soliton
w0 = w(p0), determined by p0 = (α0,Γ0, vk0,Dk0) ∈ R8, where
w0 = e
i(Γ0+v0·x)φ(x−D0, α0), W0 =
(
w0
w0
)
.
By Section 2.3, W0 determines a Hamiltonian H(W0) of the form (2.27):
H(W0) =
(
∆+ 2|w0|2 w20
−w20 −∆− 2|w0|2
)
+ 2iv0∇− (α20 − |v0|2)σ3.
H(W0) has an associated null space projection P0(W0), an imaginary spectrum pro-
jection Pim(W0) = P+(W0) + P−(W0), and an essential spectrum projection Pc(W0) =
I − P0(W0)− Pim(W0).
Up to quadratic corrections, the centre-stable submanifold at W0 is the following affine
subspace Nlin(W0) of H˙1/2:
Nlin(W0) :=W0 + (Pc(W0) + P−(W0))H˙1/2
=
{
W0 +R0 | R0 ∈ H˙1/2,
(
P0(W0) + P+(W0)
)
R0 = 0
}
.
Nlin(W0) has codimension nine within H˙1/2, so we need a supplementary argument, pre-
sented separately, to recover eight codimensions from the symmetries of (0.1).
Take initial data of the form
R(0) = R0 + hF
+(W0), π(0) = π0 = (α0,Γ0, (vk)0, (Dk)0), (2.31)
where R0 ∈ (Pc + P−)H˙1/2. Thus, W0 + R0 ∈ Nlin(W0) and the quadratic correction is
hF+(W0), made in the direction of F
+(W0). In particular,
P0(W0)R(0) = 0, P+(W0)R(0) = hF
+(W0). (2.32)
(2.31) also implies that ‖R(0)‖H˙1/2 . ‖R0‖H˙1/2 + |h|.
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Consider the space
X = {(R,π) | R ∈ L∞t H˙1/2x ∩ L2t W˙ 1/2,6x , π˙ ∈ L1}, (2.33)
with the seminorm
‖(R,π)‖X = ‖R‖L∞t H˙1/2x ∩L2t W˙ 1/2,6x + α
−1
0 ‖π˙‖L1t , (2.34)
where α0 is the scaling parameter of (2.31).
We define a map Φ as follows:
Definition 2.1. Φ(R0, π0) is the map that associates, to a pair (R0, π0) of auxiliary
functions, the unique bounded solution (R,π) ∈ X of the linearized equation system
(2.20), with initial data (2.31), where R0 is given and h is allowed to take any value:
Φ(R0, π0) := (R,π). (2.35)
We show that, everything else being fixed, the solution (R,π) of (2.20) is in X for a
unique value of h := h(R0, R
0, π0). Thus the map Φ is well-defined.
X is natural in the study of (0.1) and of its linearized version (2.20). Indeed, since
the Schro¨dinger equation (0.1) is H˙1/2-critical, we study it in the critical Strichartz space
L∞t H˙
1/2
x ∩ L2t W˙ 1/2,6x . Likewise, π˙ ∈ L1 is a minimal assumption and there is no room for
a stronger condition, when working in a critical space.
Fix a small δ0 = δ0(W0) > 0. We prove the following stability property: for δ ∈ (0, δ0),
if ‖(R0, π0)‖X < δ, then ‖(R,π)‖X = ‖Φ(R0, π0)‖X < δ.
Proposition 2.4 (Stability). Let (R,π) be a solution of equation (2.20) linearized around
(R0, π0) with initial data (2.31). Assume that (R0, π0) satisfy (2.31) and, for some δ ≤ δ0,
‖(R0, π0)‖X ≤ δ. Then (R,π) ∈ X for a unique value of h := h(R0, R0, π0) and
‖R‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
. ‖R0‖H˙1/2 + δ2,
‖π˙‖L1t + |h(R0, R
0, π0)| . α0(δ‖R0‖H˙1/2 + δ2).
(2.36)
If ‖R0‖H˙1/2 ≤ cδ and δ is small, it follows that the set
{(R,π) | R(0) = R0 + hF+(W0 =W (π0)), π(0) = π0, ‖(R,π)‖X ≤ δ} (2.37)
is stable under an application of the map Φ and also that |h(R0, R0, π0)| . α0δ2.
Proposition 2.4 holds with a constant that depends on W0, for sufficiently small δ <
δ0(W0). We are also interested in the dependence of the result on W0.
Clearly, the result is invariant under translations and gauge transformations. The
Strichartz norms are H˙1/2 scaling-invariant, while ‖π˙‖L1t and h scale like α0. After ac-
counting for this, the statement of Proposition 2.4 also becomes scale-independent. The
constants will still depend on the momentum of W0, P [W0].
Proof. The modulation path π0 : [0,∞)→ R8 defines the moving soliton wπ0(t) by (2.18).
Linearizing around wπ0(t) yields the Hamiltonian Hπ0(t), as per Lemma 2.3.
Denote
w(π0(t)) = ei(Γ
0(t)+v0(t)·x)φ
(
x−D0(t), α0(t)), W (π0(t)) = (w(π0(t))
w(π0(t))
)
; w(π0(t)) 6= wπ0(t).
In view of Theorem 1.4, consider the family of isometries
U(t) = e
∫ t
0 (2v
0(s)∇ + i((α0(s))2 − |v0(s)|2)σ3) ds. (2.38)
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With H(W ) given by (2.27), note that
W (π0(t)) = U(t)Wπ0(t), H(W (π
0(t))) = U(t)−1H(Wπ0(t))U(t),
and let Z(t) := U(t)R(t).
Also let
H(t) := H(W (π0(t))), P0(t) := P0(W (π
0(t))),
Pc(t) := Pc(W (π
0(t))), Pim(t) := Pim(W (π
0(t))),
P+(t) := P+(W (π
0(t))), P−(t) := P−(W (π0(t))),
F+(t) := F+(W (π0(t))), F−(t) := F−(W (π0(t))),
∂∗fW (t) := ∂
∗
fW (π
0(t)), σ(t) := σ(W (π0(t))).
(2.39)
Rewriting (2.20) with Z as the unknown, we obtain
i∂tZ −H(t)Z = U(t)F (t). (2.40)
Instead of fixing a time-independent Hamiltonian for (2.40), we take H(t) itself as the
time-dependent Hamiltonian.
The equation (2.40) for Z has three parts, which correspond to the three components
of the spectrum of H(t) — continuous, null, and imaginary. Let
I = Pc(t) + P0(t) + Pim(t), Pim(t) = P+(t) + P−(t). (2.41)
Each component has a different behavior and has to be studied separately. By using a
different method for each component, we prove the estimates that enable the contraction
scheme.
The kernel component is bounded by the method of modulation. By (2.31), the or-
thogonality condition
〈R(t), ∂∗fWπ0(t)〉 = 0
holds at time t = 0 and due to the modulation equations (2.20) orthogonality still holds
for all t ∈ R. Applying the isometry U(t), the orthogonality condition becomes
〈Z(t), ∂∗fW (t)〉 = 0,
which is equivalent to
P0(t)Z(t) = 0. (2.42)
The continuous spectrum component of Z fulfills the equation, derived from (2.40),
i∂t
(
Pc(t)Z
)
+H(t)Pc(t)Z = Pc(t)U(t)F (t) + i
(
∂tPc(t)
)
Z. (2.43)
The inhomogenous term
F = −iLπ0R+N(R0, π0)−Nπ0(R0, π0)
given by (2.21) is bounded in the dual Strichartz norm by the fractional Leibniz rule.
Estimate the quadratic and cubic terms of N(R0, π0) as follows:
‖(r0)2w(π0)‖
L2t W˙
1/2,6/5
x
. ‖(r0)2‖
L2t H˙
1/2
x
‖w(π0)‖
L∞t H˙
1/2
x
. ‖R0‖2
L4t W˙
1/2,3
x
‖W (π0)‖
L∞t H˙
1/2
x
.
The same applies to the cubic term, when we replace w(π0) by r0:
‖(r0)2r0‖
L2t W˙
1/2,6/5
x
. ‖R0‖2
L4tW
1/2,3
x
‖R0‖
L∞t H˙
1/2
x
.
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Since ‖R0‖2
L4t W˙
1/2,3
x
≤ ‖R0‖
L∞t H˙
1/2
x
‖R0‖
L2t W˙
1/2,6
x
,
‖N(R0, π0)−Nπ0(R0, π0)‖L2t W˙ 1/2,6/5x . ‖R
0‖
L2t W˙
1/2,6
x
(‖R0‖
L∞t H˙
1/2
x
+ ‖R0‖2
L∞t H˙
1/2
x
)
.
Thus
‖N(R0, π0)−Nπ0(R0, π0)‖L2t W˙ 1/2,6/5x . δ
2 + δ3.
We bound Lπ0R by Strichartz estimates:
‖Lπ0R‖L1t H˙1/2x . ‖π˙‖L1t ‖R‖L∞t H˙1/2x . δ‖R‖L∞t H˙1/2x = Cδ‖Z‖L∞t H˙1/2x .
In conclusion,
‖F‖
L1t H˙
1/2
x +L2t W˙
1/2,6/5
x
. δ‖Z‖
L∞t H˙
1/2
x
+ δ2 + δ3 (2.44)
Furthermore,
(∂tP+(t))Z = (∂tα
−3)〈Z, iσ3F−(t)〉F+(t) + α−3〈Z, iσ3∂tF−(t)〉F+(t)+
+ α−3〈Z, iσ3F−(t)〉∂tF+(t)
= −3α−4α˙〈Z, iσ3F−(t)〉F+(t) + α−3〈Z, iσ3dπF−(t)π˙0(t)〉F+(t)+
+ α−3〈Z, iσ3F−(t)〉dπF+(t)π˙0(t)
(2.45)
and likewise for P− and P0. Since Pc = I − P0 − Pim and P0(t)Z(t) = 0,
‖(∂tP±(t))Z‖L2t W˙ 1/2,6/5x . δ‖Z‖L2t W˙ 1/2,6x . (2.46)
Provided ‖π˙0‖1 < δ is sufficiently small, Theorem 1.4 leads to endpoint Strichartz
estimates for Pc(t)Z(y), through the following construction. Recall that
H(t) =
(
∆+ 2|w(π0(t))|2 w2(π0(t))
−w2(π0(t)) −∆− 2|w(π0(t))|2
)
+ 2iv0(t)∇− ((α0(t))2 − |v0(t)|2)σ3.
Denote, for π0(0) = π0 following (2.31),
H˜(t) =
(
∆+ 2|w(π0)|2 w2(π0)
−w2(π0) −∆− 2|w(π0)|2
)
+ 2iv0(t)∇− ((α0(t))2 − |v0(t)|2)σ3.
We bound (H˜−H)Z by endpoint Strichartz estimates. Because of the lack of an endpoint
Sobolev embedding, we do this explicit computation: W˙ 1/2,6 ⊂ W˙ 1/2,6−ǫ+W˙ 1/2,6+ǫ implies
W˙ 1/2,6 ⊂ W˙ 1/2,6 ∩ W˙ 1/2,6−ǫ + W˙ 1/2,6 ∩ W˙ 1/2,6+ǫ. (2.47)
Then, by the fractional Leibniz rule,
‖fg‖W˙ 1/2,6/5 . ‖f‖W˙ 1/2,6∩W˙ 1/2,6−ǫ‖g‖W˙ 1/2,6/5∩L3/2+ǫ
and, because W˙ 1/2,6 ∩ W˙ 1/2,6+ǫ ⊂ L∞,
‖fg‖W˙ 1/2,6/5 . ‖f‖W˙ 1/2,6∩W˙ 1/2,6+ǫ‖g‖W˙ 1/2,6/5 .
By decomposing f ∈ W˙ 1/2,6 into two parts, one in W˙ 1/2,6 ∩ W˙ 1/2,6−ǫ and the other in
W˙ 1/2,6 ∩ W˙ 1/2,6+ǫ, in conclusion we have that
‖fg‖W˙ 1/2,6/5 . ‖f‖W˙ 1/2,6‖g‖W˙ 1/2,6/5∩L3/2+ǫ .
The difference H˜(t)−H(t) is a multiplication operator and is uniformly small for all t in
any Schwartz seminorm; in particular,
‖H˜(t)−H(t)‖
L∞t (W˙
1/2,6/5
x ∩L3/2+ǫx ) . ‖π
0(t)− π0‖L∞t ≤ ‖π˙0(t)‖L1t ≤ δ.
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Thus
‖(H˜ −H)Z‖
L2t W˙
1/2,6/5
x
≤ ‖H˜(t)−H(t)‖
L∞t (W˙
1/2,6/5∩L3/2−ǫx )‖Z‖L2t W˙ 1/2,6x
. δ‖Z‖
L2t W˙
1/2,6
x
.
(2.48)
By (2.44), (2.46), (2.48), and Theorem 1.4 applied to H˜, for small δ
‖Pc(t)Z‖L∞t H˙1/2x ∩L2t W˙ 1/2,6x . ‖Z(0)‖H˙1/2 + δ
2 + δ‖Z‖
L2t W˙
1/2,6
x
. (2.49)
For the imaginary spectrum component PimZ write, following Section 2.3,
Pim(t)Z(t) = h
+(t)F+(t) + h−(t)F−(t). (2.50)
Then, by taking the time derivative of
h±(t) := (α0(t))−3〈Z(t), iσ3F∓(t)〉, (2.51)
we obtain
∂th
± = (α0)−3〈∂tZ, iσ3F∓〉 − 3α˙0(α0)−4〈Z, iσ3F∓(t)〉+
+ (α0)−3〈Z, iσ3(dπF∓)π˙0〉.
(2.52)
Replacing ∂tZ by its expression (2.20), we arrive at
∂th
± = ±σ(t)h± − 〈UF, σ3F∓〉−
− 3α˙0(α0)−4〈Z, iσ3F∓〉+ (α0)−3〈Z, iσ3(dπF∓)π˙0〉.
(2.53)
Thus h+(t) and h−(t) satisfy the equation
∂t
(
h−
h+
)
+
(
σ(t) 0
0 −σ(t)
)(
h−
h+
)
=
(
N−(t)
N+(t)
)
, (2.54)
where ±iσ(t) are the imaginary eigenvalues of H(t), as in Section 2.3, and
N± = −〈UF, σ3F∓〉 − 3α˙0(α0)−4〈Z, iσ3F∓〉+ (α0)−3〈Z, iσ3(dπF∓)π˙0〉.
(2.53) and (2.44) imply
‖N±(t)‖L2t . δ‖Z(t)‖L2t W˙ 1/2,6x + δ
2. (2.55)
To control Pim(t)Z(t) we use the following fact, see [Sch]. It characterizes the bounded
solution of the system (2.54).
Lemma 2.5. Let x(t) =
(
x1(t)
x2(t)
)
and consider the equation
x˙−
(
σ(t) 0
0 −σ(t)
)
x = f(t), (2.56)
where f(t) ∈ eρtLpt (0,∞), f(t) =
(
f1(t)
f2(t)
)
, and for all t σ(t) ≥ σ0 > ρ ≥ 0.
Then x(t) ∈ eρtLpt (0,∞) if and only if
x1(0) = −
∫ ∞
0
e−
∫ t
0
σ(τ) dτf1(t) dt. (2.57)
In this case,
|x1(0)| . ‖f(t)‖eρtLpt (0,∞), ‖x(t)‖eρtLpt (0,∞) . |x2(0)| + ‖f(t)‖eρtLpt (0,∞),
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and for all t ≥ 0
x1(t) = −
∫ ∞
t
e
∫ t
s σ(τ) dτf1(s) ds,
x2(t) = e
− ∫ t0 σ(τ) dτx2(0) +
∫ t
0
e−
∫ t
s σ(τ) dτf2(s) ds.
Proof. By Duhamel’s formula, any solution will be an explicit linear combination of the
exponentially increasing solution and the exponentially decaying solution:
x1(t) = e
∫ t
0 σ(τ) dτ
(
x1(0) +
∫ t
0
e−
∫ s
0 σ(τ) dτf1(s) ds
)
,
x2(t) = e
− ∫ t0 σ(τ) dτx2(0) +
∫ t
0
e−
∫ t
s σ(τ) dτf2(s) ds.
If x1(t) remains bounded in e
ρtLpt (0,∞), the expression in parantheses x1(0)+
∫ t
0 e
− ∫ s0 σ(τ) dτf1(s)
must converge to 0, hence (2.57) must hold. Conversely, if (2.57) holds, then
x1(t) = −
∫ ∞
t
e
∫ t
s
σ(τ) dτf1(s) ds. (2.58)
Then limt→∞ x1(t) = 0 and both x1 and x2 are bounded by the convolution of f1, respec-
tively δ0(t)x2(0) + f2(t), with exponentially decreasing kernels:
|x1(t)| .
∫ t
−∞
e−σ0(t−s)|f1(s)| ds,
|x2(t)| .
∫ t
−∞
e−σ0(t−s)
(
δ0(s)|x1(0)| + |f2(s)|
)
ds.
Convolution with e−σ0t is a bounded operation on eρtLpt (0,∞), 1 ≤ p ≤ ∞, for |ρ| < σ0.
The conclusion follows. 
σ ∈ (0,∞) depends on the scaling parameter α by (2.30). Then σ(t) belongs to a
compact subset [a1, a2] of (0,∞), because α0(t) belongs to a compact subset of (0,∞). By
Lemma 2.5, equation (2.54) has a bounded solution if and only if (2.57) holds:
h+(0) = −
∫ ∞
0
e−
∫ t
0 σ(τ) dτN+(t) dt. (2.59)
Note that h = h+(0), where h is given by (2.31) and h+(0) is by (2.59). R is bounded
in L∞t H˙
1/2
x if and only if Z is bounded. Z is bounded if and only if each of its components
is bounded, PimZ in particular. By (2.59), ‖Z‖L∞t H˙1/2x is finite if and only if
h = −
∫ ∞
0
e−
∫ t
0
σ(τ) dτN+(t) dt. (2.60)
We next obtain a formula for h that involves R instead of Z. Recall that iσ(τ) is the
imaginary eigenvalue of H(Wπ0(τ)). Expanding N+ and reverting the isometry U within
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(2.60) leads to the explicit formula that we use later
h = −
∫ ∞
0
e−
∫ t
0
σ(Wπ0 (τ)) dτ
(〈F, σ3F−(Wπ0(t))〉−
− 3α˙0(t)(α0(t))−4〈R, iσ3F−(Wπ0(t))〉+
+ (α0(t))−3〈R, iσ3(dπF−(Wπ0(t)))π˙0(t)〉
)
dt.
(2.61)
Denote this value of h by h(R0, R
0, π0). By Lemma 2.5,
|h(R0, R0, π0)| . ‖N+‖L1t+L∞t . δ‖Z‖L2t W˙ 1/2,6x + δ
2
and
‖Pim(t)Z‖L2t W˙ 1/2,6x ≤ ‖b+‖L2t + ‖b−‖L2t
. ‖N+‖L2t + ‖N−‖L2t + ‖R0‖H˙1/2
. ‖R0‖H˙1/2 + δ‖R‖L2t W˙ 1/2,6x + δ
2.
(2.62)
For h = h(R0, R
0, π0), R is indeed bounded: putting (2.42), (2.49), and (2.62) together
and taking into account the fact that
‖Z‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
= ‖R‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
,
we obtain
‖R‖
L2t W˙
1/2,6
x
. ‖R0‖H˙1/2 + δ‖R‖L2t W˙ 1/2,6x + δ
2.
Regarding the parameter path π, from the modulation equations (2.20) and (2.24) we get
|π˙(t)| . 〈α0〉2(|〈R(t), dπd∗πWπ0(t))| |π˙0(t)|+ |〈N(R0(t),Wπ0(t)), dπWπ0(t)〉|)
. ‖R(t)‖
H˙
1/2
x
|π˙0(t)|+ ‖R0(t)‖2
W˙
1/2,6
x
(1 + ‖R0(t)‖H˙1/2x ).
(2.63)
Because of the lack of an endpoint Sobolev embedding, we again need to use (2.47).
Thus ‖π˙‖1 . δ‖R‖L∞t H˙1/2x + δ
2. Therefore
‖(R,π)‖X = ‖(Z, π)‖X . ‖R0‖H˙1/2x + δ‖(R,π)‖X + δ
2.
This proves (2.36), hence the stability of (2.37) for small initial data R0 ∈ H˙1/2 and for
the unique suitable choice of h = h(R0, R
0, h0). 
2.5. The fixed point argument: contraction. Choose δ > 0 such that the scale α(t)
belongs to a fixed compact subset of (0,∞), so the imaginary eigenvalue iσ of H(W (π0(t))
fulfills
σ ∈ [a1, a2] ⊂ (0,∞),
for all t and paths π0 that we consider. Fix a constant ρ, 0 < ρ < a1.
For any two solutions of (2.20), Φ(R0j , π
0
j ) = (Rj , πj) ∈ X, j = 1, 2, such that
‖(R0j , π0j )‖X ≤ δ,
we prove that Φ acts as a contraction in the following space Y :
Y := {(R,π) |‖e−tρR(t)‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
+ ‖e−tρπ˙(t)‖L1t <∞}.
Y is an affine space for fixed π(0) = p0.
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Furthermore, for fixed R0 we prove that h = h(R0, R
0, π0), for which the solution with
initial data (2.31) is bounded by Proposition 2.4, satisfies
|h(R0, R01, π01)− h(R0, R02, π02)| . δ‖(R01, π01)− (R02, π02)‖Y .
This suffices to complete the contraction argument, see Proposition 2.8.
In proving the continuous dependence of the solution on the initial data, it is useful to
also allow R1 and R2 to start from different initial data. This leads to the the following
perturbation/contraction lemma that we use repeatedly in the sequel.
More generally, we prove a comparison result in spaces with polynomial weights. For
0 ≤ a < ρ, define the weights
An(t) =
n∑
j=0
〈at〉j
j!
. (2.64)
Each weight An is a polynomial of degree n; the case n = 0 is the same as having no
weight. An have the property that
n∑
j=0
Aj(t)An−j(t) ≤ CnAn(t);
∫ t
0
An(s) ds . An+1(t); An(t) < e
〈at〉.
We then define the polynomially weighted spaces Yn ⊂ Y of weight An(t):
Yn := {(R,π) |‖R(t)‖An(t)L∞t H˙1/2x ∩An(t)L2t W˙ 1/2,6x + ‖π˙(t)‖An(t)L1t <∞}.
We prove two comparison estimates. One assumes that both solutions scatter, i.e. are inX,
and evaluates the difference in Y or Yn. The second assumes one solution to (0.1) scatters
and the other is in L∞t H˙
1/2
x . In the second case, the estimate holds in etρL∞t H˙
1/2
x × etρL1t .
Lemma 2.6 (Contraction). Consider two solutions, (R1, π1) and (R2, π2), of two distinct
linearized equations of the form (2.20):
i∂tRj +Hπ0j
(t)Rj = Fj , Fj = −iLπ0jRj +N(R
0
j ,Wπ0j
)−Nπ0j (R
0
j ,Wπ0j
)
f˙j = 2(α
0
j )
2‖φ‖−2
H˙1/2
(〈Rj , (dπ∂∗fWπ0j )π˙
0
j 〉 − i〈N(R0j ,Wπ0j ), ∂
∗
fWπ0j 〉), f ∈ {α,Γ}
f˙j = α
0
j‖φ‖−2H˙1/2(〈Rj , (dπ∂
∗
fWπ0j
)π˙0j 〉 − i〈N(R0j ,Wπ0j ), ∂
∗
fWπ0j
〉), f ∈ {vk,Dk}
(2.65)
for j = 1, 2, with initial data
Rj(0) = R0j + hjF
+(W (p0j)), πj(0) = π
0
j (0) = p0j given. (2.66)
Assume in addition that
‖(R01, π01)‖X ≤ δ, ‖R02‖L∞t H˙1/2x ≤ δ, ‖R2‖L∞t H˙1/2x ≤ δ, ‖π˙
0
2‖∞ ≤ δ, ‖π˙2‖∞ ≤ δ,
and hj := h(R0j , R
0
j , π
0
j ) are the unique values for which PimRj ∈ L∞t H˙1/2x by Lemma 2.5.
If δ > 0 is sufficiently small, then
‖(R1, π1)− (R2, π2)‖etρL∞t H˙1/2x ×∂−1t etρL∞t .
. δ‖(R01, π01)− (R02, π02)‖etρL∞t H˙1/2x ×∂−1t etρL∞t + ‖R01 −R02‖H˙1/2 + |p01 − p02|,
|h1 − h2| . δ
(‖(R01, π01)− (R02, π02)‖etρL∞t H˙1/2x ×∂−1t etρL∞t + ‖R01 −R02‖H˙1/2 + |p01 − p02|).
(2.67)
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If in addition ‖(R02, π02)‖X ≤ δ, hence ‖(R2, π2)‖X ≤ δ, then
‖(R1, π1)− (R2, π2)‖Y . δ‖(R01, π01)− (R02, π02)‖Y + ‖R01 −R02‖H˙1/2 + |p01 − p02|.
(2.68)
Moreover, uniformly for all n ≥ 0,
‖(R1, π1)− (R2, π2)‖Yn+2 . δ‖(R01, π01)− (R02, π02)‖Yn + ‖R01 −R02‖H˙1/2 + |p01 − p02|.
(2.69)
δ and various constants depend on the value of ρ used in the definition of Y (2.5) and
on p0. The permissible choice of ρ is a function of the scaling parameter α0 of p0.
Note that if (Rj, πj) = Φ(R
0
j , π
0
j ) and ‖(R0j , π0j )‖X ≤ δ, then by Proposition 2.4
‖(Rj , πj)‖X ≤ δ for j = 1, 2. This is sufficient for the contraction argument to work
in Proposition 2.8.
The more general statement (2.67) is useful in the proof of Proposition 2.15.
Remark 2.7. A comparison estimate also exists for different starting solitons, π0j (0) =
πj(0) = p0j , j = 1, 2. However, one has to use H
1/2 instead of H˙1/2 for comparison
purposes, because only H1/2 is preserved by boost transformations R(x) 7→ eivxR(x).
Proof of Lemma 2.6. Rj, j = 1, 2, satisfy the equations
i∂tRj +Hπ0j
(t)Rj = Fj , (2.70)
with initial data
Rj(0) = R0j + hjF
+(W (p0j)).
Furthermore, Rj satisfy the orthogonality conditions
〈Rj(t), ∂∗fWπ0j (t)〉 = 0
at time t = 0 and thus, due to equation (2.65), at every time t.
Let R = R1−R2, π = π1−π2. By hypothesis, ‖R‖L∞t H˙1/2x . δ and π(0) = 0. Subtracting
the equations (2.70) of R1 and R2 from one another, we obtain an equation for R:
i∂tR+Hπ01(t)R = F˜ , F˜ = F1 − F2 −
(
Hπ01(t)−Hπ02(t)
)
R2. (2.71)
Choose the Hamiltonian Hπ01(t) (the choice of Hπ01(t) or Hπ02(t) is arbitrary) and apply
the isometry U(t) defined by (2.38-2.39) to (2.71):
U(t) = e
∫ t
0 (2v
0
1(s)∇ + i((α01)2(s)− |v01(s)|2)σ3) ds. (2.72)
Let
Z(t) := U(t)R(t). (2.73)
We introduce notations similar to (2.42):
H(t) := H(W (π01(t))), P0(t) := P0(W (π
0
1(t))),
Pc(t) := Pc(W (π
0
1(t))), Pim(t) := Pim(W (π
0
1(t))),
P+(t) := P+(W (π
0
1(t))), P−(t) := P−(W (π
0
1(t))),
F+(t) := F+(W (π01(t))), F
−(t) := F−(W (π01(t))),
∂∗fW (t) := ∂
∗
fW (π
0
1(t)), σ(t) := σ(W (π
0
1(t))).
(2.74)
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The equation for Z becomes
i∂tZ +H(t)Z = U(t)F˜ .
The initial value Z(0) = (h1−h2)F+(W (p01))+R01−R02+h2(F+(W (p01))−F+(W (p02)))
satisfies the bound
‖Z(0)‖H˙1/2 . |h1 − h2|+ ‖R01 −R02‖H˙1/2 + δ|p01 − p02|.
Split Z into three parts, according to the Hamiltonian’s spectrum:
Z(t) = Pc(t)Z(t) + P0(t)Z(t) + Pim(t)Z(t).
We bound each component of Z as we did in the proof of Proposition 2.4, but here we
use weighted norms in t instead of uniform norms. Another difference is that P0(t)Z(t) is
no longer null, because the orthogonality condition does not hold.
We estimate F˜ = F1−F2− (Hπ01(t)−Hπ02(t))R2 term by term along the lines of (2.44).
Note that
|π01(t)− π02(t)| . |p01 − p02|+min(etρ‖π˙‖etρL1t , 〈ρ〉
−1etρ‖π˙‖L∞t ).
Then in any Schwartz seminorm Sn
‖Wπ01(t)−Wπ02(t)‖etρL∞t (Sn)x .
. |p01 − p02|+ sup
t
(
e−tρ|π01(t)− π02(t)|+ e−tρ
∫ t
0
|π01(s)− π02(s)| ds
)
. |p01 − p02|+ sup
t
min
(
‖π˙(t)‖etρL1t
(
1 + e−tρ
∫ t
0
esρ ds
)
, 〈ρ−1〉‖π˙(t)‖etρL∞t
(
1 + e−tρ
∫ t
0
esρ ds
))
. |p01 − p02|+min(〈ρ−1〉‖(R01, π01)− (R02, π02)‖Y , 〈ρ〉−2‖π˙01 − π˙02‖etρL∞t ).
Integrating in time preserves the spaces etρLpt , 1 ≤ p ≤ ∞, at the cost of a factor of ρ−1:∥∥∥ ∫ t
0
f(s) ds
∥∥∥
etρLpt
. 〈ρ−1〉‖f‖etρLpt .
This inequality is equivalent to stating that convolution with χt≥0e−tρ is a bounded oper-
ation on Lp.
When using the polynomial weights An(t) instead, integration in t raises n by 1.
In particular, we obtain that when ‖R2‖L∞t H˙1/2x ≤ δ
‖(Hπ01(t)−Hπ02(t))R2‖etρL∞t H˙1/2x . ‖Hπ01(t)−Hπ02(t)‖eρtL∞t H˙1/2x ‖R2‖L∞t H˙1/2x
. δ〈ρ−2〉(|p01 − p02|+ ‖π˙01 − π˙02‖etρL∞t ).
If in addition ‖(R2, π2)‖X ≤ δ, then
‖(Hπ01(t)−Hπ02(t))R2‖etρL2t W˙ 1/2,6/5x . ‖Hπ01(t)−Hπ02(t)‖eρtL∞t (W˙ 1/2,6/5x ∩L3/2−ǫ)‖R2‖L2t W˙ 1/2,6x
. δ〈ρ−1〉(|p01 − p02|+ ‖π˙01 − π˙02‖etρL1t ).
The linear terms Lπ01R1 − Lπ02R2 satisfy similar inequalities, resulting in
‖Lπ01R1 − Lπ02R2‖etρL∞t H˙1/2x . δ〈ρ
−2〉(‖R1 −R2‖L∞t H˙1/2x + |p01 − p02|+ ‖π˙01 − π˙02‖etρL∞t ).
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Assuming that ‖(R02, π02)‖X ≤ δ, one has
‖Lπ01R1 − Lπ02R2‖etρL2t W˙ 1/2,6/5x .
. δ〈ρ−1〉(‖(R1, π1)− (R2, π2)‖Y + ‖(R01, π01)− (R02, π02)‖Y + |p01 − p02|).
Evaluate the cubic terms through the following identity:
r21r1 − r22r2 = r21(r1 − r2) + 2|r1|2(r1 − r2)− 2r1|r1 − r2|2 − (r1 − r2)2r1
+ |r1 − r2|2(r1 − r2).
Then
‖r1|r1 − r2|2‖etρL2t W˙ 1/2,6/5x . ‖r1‖L∞t H˙1/2x
∥∥(r1 − r2)(r1 − r2)∥∥etρL2t H˙1/2x .
Then note that
‖fg‖
L2t H˙
1/2
x
. ‖(f + g)2‖
L2t H˙
1/2
x
+ ‖f2‖
etρL2t H˙
1/2
x
+ ‖g2‖
etρL2t H˙
1/2
x
. ‖f + g‖2
etρ/2L4t W˙
1/2,3
x
+ ‖f‖2
etρ/2L4t W˙
1/2,3
x
+ ‖f‖2
etρ/2L4t W˙
1/2,3
x
. (‖f‖
L∞t H˙
1/2
x
+ ‖g‖
L∞t H˙
1/2
x
)(‖f‖
etρL2t W˙
1/2,6
x
+ ‖g‖
etρL2t W˙
1/2,6
x
).
The other terms compute in the same manner. For example,
wπ01 |r
0
1|2 − wπ02 |r
0
2|2 = (wπ01 − wπ02)|r
0
1|2 + wπ02(r
0
1 − r02)r01 + wπ02r
0
1(r
0
1 − r02)
− wπ02 |r
0
1 − r02|2.
We treat each component in the manner demonstrated above, i.e.
‖wπ02(r
0
1 − r02)r01‖etρL2t W˙ 1/2,6/5x . ‖wπ02r
0
1‖L2t H˙1/2x ‖e
−tρ(r01 − r02)‖L∞t H˙1/2x
. δ2‖r01 − r02‖etρL∞t H˙1/2x .
The nonlinear terms then satisfy the bound∥∥N(R01, π01)−Nπ01(R01, π01)− (N(R02, π02)−Nπ02(R02, π02))∥∥etρL2t W˙ 1/2,6/5x .
. δ2〈ρ〉−2(‖R01 −R02‖etρL∞t H˙1/2x + ‖π˙
0
1 − π˙02‖eρtL∞t + |p01 − p02|).
The conclusion is that
‖F˜‖
etρL2t W˙
1/2,6/5
x +etρL
∞
t H˙
1/2
x
.
. δ〈ρ−2〉(‖R‖
etρL∞t H˙
1/2
x
+ ‖R01 −R02‖etρL∞t H˙1/2x + ‖π˙
0
1 − π˙02‖etρL1t + |p01 − p02|
)
as well as
‖F˜‖
etρL2t W˙
1/2,6/5
x
. δ〈ρ−1〉(‖(R,π)‖Y + ‖(R01, π01)− (R02, π02)‖Y + |p01 − p02|). (2.75)
The continuous spectrum projection Pc(t)Z has the equation
i∂t(Pc(t)Z) +H(t)Pc(t)Z = Pc(t)U(t)F˜ + i(∂tPc(t))Z.
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By Corollary 3.9, we obtain an exponentially weighted Strichartz estimate:
‖Pc(t)Z‖etρL∞t H˙1/2x .
. ‖Pc(0)Z(0)‖H˙1/2 + 〈ρ〉−1‖F˜‖etρL2t W˙ 1/2,6/5x +etρL∞t H˙1/2x + ‖(∂tPc(t))Z‖etρL1t H˙1/2x
. ‖R01 −R02‖H˙1/2 + δ〈ρ−3〉
(|p01 − p02|+ ‖R‖etρL∞t H˙1/2x + ‖R01 −R02‖etρL∞t H˙1/2x + ‖π˙01 − π˙02‖etρL1t ).
(2.76)
There is no contribution of h1 − h2, since Pc(0)Z(0) does not depend on it.
If ‖(R02, π02)‖X ≤ δ, then likewise
‖Pc(t)Z‖etρL∞t H˙1/2x . ‖R01−R02‖H˙1/2+δ〈ρ
−2〉(|p01−p02|+‖(R,π)‖Y +‖(R01, π01)−(R02, π02)‖Y ).
Taking the difference of the orthogonality conditions satisfied by R1 and R2 leads to
〈R1(t)−R2(t), ∂∗fWπ01(t)〉 = 〈R2(t), ∂
∗
fWπ02(t)− ∂
∗
fWπ01(t)〉. (2.77)
Applying the isometry U(t) to the left-hand side of (2.77), one obtains that
〈Z(t), ∂∗fW (t)〉 ≡ 〈R1(t)−R2(t), ∂∗fWπ01(t)〉.
Hence, according to whether (R2, π2) ∈ X,
‖P0(t)Z(t)‖etρL∞t H˙1/2x . δ〈ρ
−2〉(|p01 − p02|+ ‖π˙01 − π˙02‖etρL1t ),
‖P0(t)Z(t)‖etρL∞t H˙1/2x ∩etρL2t W˙ 1/2,6/5x . δ〈ρ
−1〉(|p01 − p02|+ ‖(R01, π01)− (R02, π02)‖Y ).
(2.78)
Lemma 2.5 applies to the imaginary component Pim(t)Z(t), because Pim(t)Z(t) ∈ L∞t H˙1/2x .
Let Pim(t)Z(t) = h
+(t)F+(t) + h−(t)F−(t), see Section 2.3. Then
∂th
± = ±σ(t)b± − 〈UF˜ , σ3F∓〉−
− 3α˙0(α0)−4〈Z, iσ3F∓〉+ (α0)−3〈Z, iσ3(dπF∓)π˙0〉.
Thus h+ and h− solve the system of equations
∂t
(
h−
h+
)
+
(
σ(t) 0
0 −σ(t)
)(
h−
h+
)
=
(
N−(t)
N+(t)
)
,
where
N± = −〈UF˜ , σ3F∓〉 − 3α˙01(α01)−4〈Z, iσ3F∓〉+ (α01)−3〈Z, iσ3(dπF∓)π˙01〉.
Thus
‖N±‖etρL∞t . δ〈ρ−2〉
(‖R‖
etρL∞t H˙
1/2
x
+ ‖π˙‖etρL1t + ‖R
0
1 −R02‖etρL∞t H˙1/2x + ‖π˙
0
1 − π˙02‖etρL1t
)
.
By Lemma 2.5,
|h1 − h2| = |h+(0)| . δ〈ρ−1〉
(‖(Z01 , π01)− (Z02 , π02)‖Y + ‖Z‖etρH˙1/2x )
as well as
|h1 − h2| . δ〈ρ−2〉
(‖R01 −R02‖L∞t H˙1/2x + ‖π˙01 − π˙02‖etρL1t + ‖R‖L∞t H˙1/2x + ‖π˙‖etρL1t ).
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Also, according to whether (R20, π
2
0) ∈ X,
‖PimZ‖etρL∞t H˙1/2x . δ〈ρ
−2〉(|p01 − p02|+ ‖R01 −R02‖L∞t H˙1/2x + ‖π˙
0
1 − π˙02‖etρL1t + ‖R‖L∞t H˙1/2x + ‖π˙‖etρL1t ),
‖PimZ‖Y . δ〈ρ−1〉(|p01 − p02|+ ‖(Z01 , π01)− (Z02 , π02)‖Y + ‖(R,π)‖Y ).
(2.79)
Finally, we compare the modulation equations (2.65) and evaluate the difference term
by term as in (2.63). π˙(t) on the left-hand side is bounded by terms of size
∫ t
0 |π(s)| ds on
the right-hand side. Handling both kinds of terms in the same space requires exponential
weights, since an inequality of the form∥∥∥ ∫ t
0
f(s) ds
∥∥∥
B
. ‖f‖B
holds only in exponentially weighted spaces B such as etρLpt , ρ > 0. Up to here, we could
have used polynomial weights instead of exponential weights in the argument, but this
makes exponential weights necessary to close the loop.
In spaces with polynomial weights, integrating twice in t gains two powers of t. On the
scale of An weights defined by (2.64), when the right-hand side is in Yn, the left-hand side
is in Yn+2.
Then π = π1 − π2 fulfills
‖π˙‖etρL∞t . δ〈ρ−2〉
(‖R01 −R02‖etρL∞t H˙1/2x + ‖π˙01 − π˙02‖etρL∞t H˙1/2x + ‖R1 −R2‖etρL∞t H˙1/2x )
as well as
‖π˙‖etρL1t . δ〈ρ
−2〉(‖(Z01 , π01)− (Z02 , π02)‖Y + ‖(Z, π)‖Y ). (2.80)
Putting (2.76), (2.78), (2.79), and (2.80) together we obtain (2.68). Alternately,
performing the same computation with polynomial weights leads to (2.69) and, absent
the assumption that (R02, π
0
2) ∈ X, to (2.67). 
2.6. Invariance and analyticity of N . Take a small parameter δ0 > 0 and let
Nlin(W ) = {R0 ∈ (Pc(W ) + P−(W ))H˙1/2 | ‖R0‖H˙1/2 < δ0}.
We formally conclude the contraction argument.
Proposition 2.8 (Asymptotical stability). For each soliton W0 = W (π0) ∈ Sol there
exists δ0 = δ0(α0) such that there is a map h : Nlin(W0)→ R such that
(1) h is locally Lipschitz continuous in R,
(2) |h(R0,W0)| . α0‖R0‖2H˙1/2 , where α0 is the scaling parameter of W0,
and initial data
Ψ(0) := FW0(R0) =W0 +R0 + h(R0,W0)F+(W0) (2.81)
gives rise to an asymptotically stable solution Ψ to (0.1) with Ψ(0) = F(R0,W0) and
Ψ(t) =Wπ(t) +R(t).
Wπ(t) is a moving soliton with Wπ(0) =W0, parametrized as in (1.4) by a path π such that
‖π˙‖1 . α0‖R0‖2H˙1/2 .
R has initial data R(0) = R0 + h(R0,W0)F
+(W0) and is in the endpoint Strichartz space
‖R‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
. δ.
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Consider an asymptotically stable solution of (0.1) obtained by Proposition 2.8. At a
soliton W0 =W (p0), such solutions have initial values of the form
Ψ =W0 +R0 + h(R0,W0)F
+(W0).
F+(W0) is the normalized eigenvector of H(W0) for the eigenvalue iσ(W0); see Section 2.3.
R0 belongs to the codimension-nine affine subspace Nlin(W0) of H˙1/2 and h(R0,W0) is
defined by Proposition 2.8.
For sufficiently small δ0 > 0, by Lemma 2.14 ‖R0‖H˙1/2 is comparable to the distance
from Ψ(0) to Sol
min
W∈Sol
‖Ψ(0)−W‖H˙1/2 . (2.82)
Thus we can substitute one for the other in the statement of Proposition 2.8.
Proof of Proposition 2.8. Take δ proportional to ‖R0‖H˙1/2 , such that 0 < δ < δ0. From
(R0(t), π0(t)) := (0, p0), recursively define the sequence
(Rn+1, πn+1) := Φ(Rn, πn)
with initial data R(0) = R0 + h(R0, Rn, πn)F
+(W0).
By Proposition 2.4, ‖(Rn+1, πn+1)‖X . δ for every n ≥ 0. Then, by Lemma 2.6, for
sufficiently small δ
‖(Rn+1, πn+1)− (Rn, πn)‖Y + |h(R0, Rn+1, πn+1)− h(R0, Rn, πn)| ≤
≤ 1
2
‖(Rn, πn)− (Rn−1, πn−1)‖Y .
(Rn, πn) and the associated parameters hn := h(R0, Rn, πn) form Cauchy sequences in Y ,
respectively in C.
Let (R,π) := limn→∞(Rn, πn) in Y . Then (R,π) is a fixed point of Φ and, by Lemma
2.3, a solution to (0.1) with the specified initial data, weakly and locally in time, thus
strongly and globally also. By passing to the strong Y limit, hence to the weak limit in X,
‖(R,π)‖X ≤ lim sup
n
‖(Rn, πn)‖X ≤ δ.
This follows on every finite time interval [0, T ] and then in the limit on [0,∞).
Let h = h(R0,W0) := limn→∞ hn. By passing to the limit in
P+(W0)Rn(0) = h(R0, Rn, πn)F
+(W0),
we get that P+(W0)R(0) = h(R0, R, π)F
+(W0). Thus h = h(R0, R, π). 
At this point we define the centre-stable manifold N . Let δ0 be given by Proposition 2.8.
Definition 2.2. Let Sol be the eight-dimensional soliton manifold and for W ∈ Sol
Nlin(W ) := {R0 ∈ (Pc(W ) + P−(W ))H˙1/2 | ‖R0‖H˙1/2 < δ0}
N (W ) := {W +R0 + h(R0,W )F+(W ) | R0 ∈ Nlin(W )}
N :=
⋃
W∈Sol
N (W ).
(2.83)
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Note that solutions Ψ defined by Proposition 2.8 are exactly those with Ψ(0) ∈ N .
For each fixed soliton W0 ∈ Sol, Nlin(W0) is a codimension-nine closed linear subspace
of H˙1/2 and N (W0) is its image under the mapping
FW0(R0) :=W0 +R0 + h(R0,W0)F+(W0). (2.84)
Below we show that FW0 is real-analytic, hence defines a real-analytic structure for N (W0).
More generally, consider the exponential map expW0 : TW0Sol → Sol and let WR0 :=
expW0(P0(R0)). Define, for ‖R0‖H˙1/2 ≤ δ0 << 1,
FW0(R0) :=WR0+(I−P0(WR0))R0+h(
(
Pc(WR0)+P−(WR0)
)
R0,WR0)F
+(WR0). (2.85)
Since h(R0,W0) is real-analytic, so is FW0 . Furthermore, dFW0(0) = I, because
FW0(R0) =W0 + dW0 P0(R0) + (I − P0(W0))R0 +O(‖R0‖2H˙1/2)
=W0 +R0 +O(‖R0‖2H˙1/2),
with quadratic corrections. Thus, FW0 is locally invertible at 0 ∈ H˙1/2.
N is locally the FW0 image of the set {‖R0‖H˙1/2 ≤ δ0 | P+(WR0)R0 = 0}, which has a
natural real-analytic manifold structure. Indeed, let
P+(WR0)R0 = 〈R0, iσ3F−(WR0)〉F+(WR0) := f(R0)F+(WR0).
f(R0) = 〈R0, iσ3F−(WR0)〉 is an analytic function. Its differential at 0 ∈ H˙1/2 is df(0)R =
〈R, iσ3F−(W0)〉. Then, for ǫ << 1 the set {‖R0‖H˙1/2 ≤ δ | f(R0) = ǫ} is a real-analytic
manifold.
This shows both that N is real-analytic and that it is analytically embedded into H˙1/2,
with local coordinate charts FW0 given by (2.85) on {Ψ ∈ H˙1/2 | ‖Ψ−W0‖H˙1/2 . δ}.
Applying Lemma 2.6 to solutions of (0.1) obtained by Proposition 2.8 leads to this:
Proposition 2.9. [Continuous dependence on initial data] For W0 ∈ Sol, consider solu-
tions Ψ1 and Ψ2 to (0.1) given by Proposition 2.8, such that
‖Ψ1(0)−W0‖H˙1/2 < δ(W0), ‖Ψ2(0) −W0‖ < δ(W0).
Then
‖Ψ1 −Ψ2‖etρL∞t H˙1/2x ∩etρL2t W˙ 1/2,6/5x . ‖Ψ1(0)−Ψ2(0)‖H˙1/2
and
|h(R01,W02)− h(R02,W02)| .
(
dH˙1/2(Ψ1(0),Sol) + dH˙1/2(Ψ2(0),Sol)
)‖Ψ1(0)−Ψ2(0)‖H˙1/2 .
The continuous dependence of solutions on the fiber, i.e. on W0, is given by symmetry
transformations for H1/2 initial values.
In H˙1/2 boost is not a symmetry, so the dependence on initial data is given by symme-
tries only for five out of the eight modulation parameters. Proposition 2.9 holds across
fibers, with a constant that depends on P [W0].
Proof. By Proposition 2.8, let Ψj(t) =Wπj(t) +Rj(t). Lemma 2.6 yields
‖(R1, π1)− (R2, π2)‖Y . ‖R01 −R02‖H˙1/2 + |π01 − π02|,
which implies the first conclusion, and
|h(R01,W01)− h(R02,W02)| . δ
(‖R01 −R02‖H˙1/2 + |p01 − p02|).
Taking δ proportional to ‖R01‖H˙1/2 + ‖R02‖H˙1/2 leads to the second conclusion.
By Lemma 2.14, ‖R01−R02‖H˙1/2+|p01−p02| is comparable to ‖Ψ1(0)−Ψ2(0)‖H˙1/2 . 
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In particular, F defined by (2.84) is locally Lipschitz continuous. In the sequel we
establish the analiticity of F .
Definition 2.3. Given two Banach spaces A and B, a map f : A → B is analytic if it
admits a Taylor series expansion:
f(a) = f0 + f1(a) + f2(a, a) + . . . ,
such that each fn is n-linear and there exists C1 such that ‖fn‖B(A⊗n,B) . Cn1 .
With no loss of generality, fn are symmetric. Similar definitions work for differentiable,
Cn, or smooth maps. Considering the Taylor series expansion of f
f(a) =
∞∑
n=0
dnf(a0)(a− a0),
note that fn(a0) =
1
n!d
nf(a0).
The composition of analytic functions is analytic. Thus, one can define analytic maps
on analytic manifolds by means of analytic local charts.
To show analyticity, we use the following characterization:
Lemma 2.10. f : A → B is analytic if and only if there exist n-linear functions fn :
A⊗n → B such that, uniformly for all n,∥∥∥f(a)− ∞∑
n=0
fn(a, . . . , a)
∥∥∥
B
. ‖a‖n+1A .
Proof. Apply Definition 2.3. 
Lemma 2.11. The map F˜ : Nlin × R→ H˙1/2,
F˜ (W,R, h) =W +R+ hF+(W ), (2.86)
is locally a real analytic diffeomorphism at each point where h = 0, i.e. (W,R, 0).
Proof. Let W0 = W (p0) and consider the first-order differential of F˜ , dF˜ |(W0,R0,h0):
R8 ×Nlin(W0)× R→ H˙1/2:
dF˜ |(W0,R0,h0) (δπ, δR, δh) = (dπW0)δπ + δR + (δh)F+(W0) + h0dπF+(W0) δπ.
(2.87)
dF˜ is bijective when h0 = 0 due to the following identity:
Ψ = P0(W0)Ψ + Pc(W0)Ψ + P−(W0)Ψ + P+(W0)Ψ
=
∑
f∈{α,Γ,vk,Dk}
〈Ψ, ∂∗fW0〉∂fW0 + (Pc(W0) + P−(W0))Ψ+
+ α−30 〈Ψ, iσ3F−(W0)〉F+(W0).
(2.88)
This produces an explicit inverse for the linear first-order differential dF˜ : if
Ψ = dF˜ |(W0,R0,h0) (δπ, δR, δh), (2.89)
then the inverse is given by
δπ = (〈Ψ, ∂∗αW0〉, 〈Ψ, ∂∗ΓW0〉, 〈Ψ, ∂∗vkW0〉, 〈Ψ, ∂∗DkW0〉),
δR = (Pc(W0) + P−(W0))Ψ,
δh = α−30 〈Ψ, iσ3F−(W0)〉.
(2.90)
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The inverse function theorem shows that F˜ is then locally invertible.
Smoothness comes from the explicit forms of ∂fW0 and ∂fF
+(W0). Indeed, In Lemma
2.12 we prove the analiticity of W (p) and of its derivatives up to any finite order, as well
as that of F+(W (p)) and its derivatives. This implies that F˜ is real analytic. 
The analyticity of F˜ is closely tied to that of the soliton W (p), of its derivatives, and of
the eigenvectors F+(W (p)), considered as functions of the parameters p. The analyticity
of W (p) was proved by Li–Bona [LiBo], but here we need a different statement.
Lemma 2.12. For an exponentially decaying ground state φ of equation (1.1)
−∆φ(·, α) + α2φ(·, α) = φ3(·, α),
the soliton
w(p)(x) = ei(x·v+Γ)φ(x−D,α) (2.91)
is a real analytic function of p in any Schwartz seminorm Sn. Furthermore, for any
multiindex β = (βα, βΓ, βvk , βDk)
‖∂βαα ∂βΓΓ ∂
βvk
vk ∂
βDk
Dk
w‖Sn ≤ C1C |β|2
∏
f∈{α,vk}
βf !. (2.92)
Also consider the imaginary eigenstate F+(W (p)) that solves the equation
(∆− 1 + 2|w(p)|2)f+(w(p)) + φ2f+(w(p)) = iσ(w(p))f+(w(p)).
F+(W (p)) is a real analytic function of p in any Schwartz seminorm Sn.
We distinguish between two kinds of parameters for w(p). In α and vk, the domain of
analyticity is a strip of the form |Re z| ≤ z0. On the other hand, as a function of Γ and
Dk, w(p) extends to an analytic function of exponential type on C.
Proof. We first show that w is an analytic e−(1−ǫ)|x|L∞x -valued map. Since the derivatives
of an analytic map are also analytic and ∂Dkw(p) = −∂xkw(p), by iterating it follows that
arbitrarily many derivatives of w(p) are analytic maps into this space.
The real analyticity of w is equivalent to its complex analyticity and the joint complex
analyticity in all variables is equivalent to separate analyticity in each variable.
Since φ(·, α) decays exponentially at the rate e−(α2−ǫ)|x|, by the Agmon bound, we can
extend w to an analytic function for all Γ and on the strip {v | | Im v| < α2}. This proves
analyticity in regard to Γ and v.
Analyticity in D and α requires that φ(x, 1) is an analytic function in x, in the sense
that there exist constants C1 and C2 such that for every multiindex β = (βv1 , βv2 , βv3)
‖∂βφ‖2 ≤ C1|β|!C |β|2 .
φ is exponentially decaying, |φ(x)| ≤ Ce−(1−ǫ)|x|, and satisfies the equation
−∆φ+ φ = g(φ). (2.93)
By taking g(φ) = φ3, we retrieve equation (1.1). However, we make the more general
assumption that g is analytic and its derivatives grow subexponentially, meaning that, for
any C4 > 0, |g(j)(0)| . Cj4 .
It is enough to impose this condition on g itself, since its derivatives g(j) will then satisfy
the same bound by Cauchy’s formula.
Then, for any C4 > 0 and fixed f in the Sobolev space H
2, ‖g(j) ◦ f‖H2 ≤ C1Cj4 .
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This characterizes not only polynomials, such as g(z) = z3, but also functions of subex-
ponential growth such as g(z) = cosh(
√
z).
Applying ∂β to (2.93), we obtain
(−∆+ 1)∂βφ = ∂β(g ◦ φ)
=
|β|∑
j=1
∑
β1+...+βj=β
∂β1φ · . . . · ∂βjφ · (g(j) ◦ φ).
We show by induction on |β| that, in the Banach algebra H2, for a suitable C2
‖∂βφ‖H2 ≤
C3C
|β|
2
|β|2 + 1 .
Assuming that this induction hypothesis holds for all indices up to |β|, we obtain that
‖∂βφ‖H4 . ‖(−∆+ 1)(∂βφ)‖H2
. C3C
|β|
2
|β|∑
j=1
∑
β1+...+βj=β
Cj4C
j
1
(|β1|2 + 1) · . . . · (|βj |2 + 1) .
Note that
n∑
k=0
1
(k2 + 1)((n − k)2 + 1) <
6
n2 + 1
.
By induction, we obtain that∑
n1+...+nj=n
1
(n21 + 1) · . . . · (n2j + 1)
≤ 6
j−1
n2 + 1
.
Therefore
‖∂βφ‖H4 .
C3C
|β|
2
|β|2 + 1
|β|∑
j=1
(6C4C1)
j .
By making C2 and C3 sufficiently large and C4 sufficiently small, we obtain that the sum
is uniformly bounded for all |β| and
‖∂βφ‖H4 .
C
|β|
2
|β|2 + 1 ≤
C3C
|β|+1
2
|β|2 + 1 .
This proves that the induction hypothesis holds for derivatives of order |β|+ 1.
This proof shows that D 7→ eD∇φ is an analytic H2-valued map. More generally, the
same argument works for any Banach algebra A containing φ and with the property that
‖∇f‖A . ‖(−∆+ 1)f‖A.
Thus, it suffices that A is invariant under convolution with the kernel
xke
−|x|
|x|3 +
xke
−|x|
|x|2 .
For ǫ > 0, the Banach algebra A := e−(1−ǫ)|x|L∞ fulfills this condition, hence D 7→ eD∇φ
is an A-valued analytic map.
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This ensures the joint analyticity of w(p) given by (2.91) in the variables D, v, and
Γ around the point φ = w(p = (1, 0, 0, 0)). By symmetry transformations, this implies
analyticity around any other point.
∂αφ is given by the generator of dilations, which is a combination of multiplication by
x and taking the gradient ∇, applied to φ:
∂αφ = (α
−1 + x∇)φ.
Therefore, analyticity with respect to α follows from that with respect to translations and
boost, i.e. D and v.
When w(p) is analytic, so are its derivatives, by definition. Hence w(p) is analytic in
any Schwartz seminorm Sn.
The analyticity of F+(W (p)) as a function of p reduces to that of a fixed eigenfunction
F+(W (p0)) with respect to the symmetry transformations. F
+ =
(
f+
f
+
)
(see Section 2.3)
satisfies the equation
(∆− 1 + 2φ2)f+ + φ2f+ = iσf+.
Using the fact that φ is analytic, the proof proceeds in the same manner: one shows by
induction that
‖∂βf+‖e−(1−ǫ)|x|L∞ ≤
C3C
|β|
2
|β|2 + 1 .

Lemma 2.11 has the following consequence:
Proposition 2.13. FW0 : Nlin(W0) → N given by (2.84) is locally one-to-one and Lip-
schiz. F−1W0 : N → Nlin defined on RanF is also locally Lipschitz.
Proof. F is Lipschitz because h(R,W ) is so too, by Proposition 2.9, and because
FW0(R) = F˜ (W0, R, h(R,W0)).
The local invertibility of FW0 is due to Lemma 2.11: for a sufficiently small δ0, h(R,W0)
is close to zero and the previous lemma applies. To establish the Lipschitz property of
F−1, we discard the parameter h. 
Thus, N is a Lipschitz manifold and its embedding into H˙1/2 is also locally Lipschitz.
If h is Cn, smooth, or analytic, the same is true for N and its embedding into H˙1/2.
Lemma 2.11 also implies that, if Ψ ∈ H˙1/2 is sufficiently close to the manifold of
solitons Sol, there exists a unique soliton nearest to Ψ in the H˙1/2 norm, which we call
its projection on Sol. This notion should be taken with a grain of salt, because there are
several ways to define a natural H˙1/2 norm for (0.1).
We recall that R and all other C2-valued functions we employ have the form R =
(
r
r
)
,
so the dot product is real-valued.
Lemma 2.14. For every W ∈ Sol there exists δ > 0 such that, for Ψ ∈ H˙1/2, whenever
‖Ψ−W‖H˙1/2 < δ there exists W1 such that P0(W1)(Ψ −W1) = 0 and
‖Ψ −W1‖H˙1/2 ≤ C‖Ψ−W‖H˙1/2 . (2.94)
Furthermore, W1 depends Lipschitz continuously on Ψ ∈ H˙1/2.
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Due to symmetry transformations, δ can be chosen independently of W .
This also holds for W˙ 1/2,6, with the same proof, but we do not use it in the sequel.
On a Hilbert space, this statement is straightforward when P0 is an orthogonal pro-
jection and the constant can then be taken to be 1. However, this proof does not use
orthogonality.
Proof. If δ is sufficiently small, Lemma 2.12 implies that Ψ = F˜ (W1, R, h) for some
(W1, R, h) close to (W, 0, 0): since F˜
−1 is bounded,
‖W −W1‖H˙1/2 + ‖R‖H˙1/2 + |h| . ‖Ψ −W‖H˙1/2 . δ. (2.95)
Since R ∈ Nlin(W1), by definition P0(W1)(Ψ −W1) = 0.
To a first orderW−W1 lies in a direction tangent to Sol, i.e. within the range of P0(W1),
so by the Taylor expansion
‖(I − P0(W1))(W −W1)‖H˙1/2 . ‖W −W1‖2H˙1/2 .
Thus
‖Ψ −W1‖H˙1/2 = ‖(I − P0(W1))(Ψ −W1)‖H˙1/2
≤ C‖Ψ−W‖H˙1/2 + ‖(I − P0(W1))(W −W1)‖H˙1/2
. ‖Ψ−W‖H˙1/2 + ‖W −W1‖2H˙1/2 .
(2.96)
Moreover,
‖W −W1‖2H˙1/2 ≤ (‖Ψ −W‖H˙1/2 + ‖Ψ−W1‖H˙1/2)2
. ‖Ψ−W‖H˙1/2 + δ‖Ψ −W1‖H˙1/2 .
(2.97)
For sufficiently small δ we retrieve (2.94).
The proof of continuous dependence is completely analogous. 
The solutions ψ constructed by Proposition 2.8 arise by a very specific and rather
technical construction. We next give a more general definition of asymptotically stable
solutions and prove that all such solutions can be retrieved by means of Proposition 2.8.
Definition 2.4. Fix a small parameter δ1 > 0. ψ(x, t) is a small asymptotically stable solu-
tion to (0.1) if supt≥0 dH˙1/2(ψ(t),Sol) < δ1 and supt≥0 infΓ,D ‖ψ(t)−eiΓ+D∇ψ(0)‖H˙1/2 < 2‖φ‖H˙1/2 .
Thus, solutions in this class live near the soliton manifold sol for all t ≥ 0 and travel at
most a finite, but not necessarily small, distance in the parameter space in the v and α
directions. Here φ is the solution to (1.1).
Every solution with initial data in N is small and asymptotically stable. A partial
converse is also true: we show that Definition 2.4 characterizes the set N .
Proposition 2.15. There exists δ1 > 0 such that, if ψ(0) is the initial value of a small
asymptotically stable solution ψ of (0.1) that satisfies Definition 2.4, then ψ(0) ∈ N .
This remains true after replacing 0 with any t ≥ 0.
Proof. Write Ψ =Wπ(t) +R(t), π(0) = p0, satisfying the orthogonality condition
P0(Wπ(t))R(t) = 0. (2.98)
By Lemma 2.14, there exists π(t) such that P0(Wπ(t))R(t) = 0. This is equivalent to the
orthogonality condition (2.98).
38 MARIUS BECEANU
Let π(t) = (α(t),Γ(t), vk(t),Dk(t)). Definition 2.4 implies that for all t ≥ 0
‖w(π(t)) −w(π(0))‖H˙1/2 . 2δ1 + sup
t≥0
‖ψ(t) − ψ(0)‖H˙1/2 < 2‖φ‖H˙1/2 .
When α1 >> α2, ‖φ(·, α1) − φ(·, α2)‖ → 2‖ψ‖H˙1/2 . Therefore, for all t ≥ 0 α(t) belongs
to a fixed compact set.
Due to the orthogonality condition (2.98), the conservation of momentum implies that
P [wπ(t)] + P [r(t)] = P [wπ(0)] + P [r(0)].
Thus supt≥0
∣∣P [wπ(t)] − P [wπ(0)]∣∣ < 2δ1. Therefore v(t) belongs to a fixed compact set
for all t.
Thus, σ(W (π(t)) belongs to a compact set in (0,∞) and the solitons W (π(t)) are
uniformly bounded in each Schwartz seminorm.
(2.98) translates into modulation equations for π of the form (2.12). Then (R,π) satisfy
the equation system, akin to (2.20),
i∂tR+Hπ(t)R = F, F = −iLπR+N(R,Wπ)−Nπ(R,Wπ)
f˙ = 2α2‖φ‖−2
H˙1/2
(〈R, (dπ∂∗fWπ) π˙〉 − i〈N(R,Wπ), ∂∗fWπ〉), f ∈ {α,Γ}
f˙ = α‖φ‖−2
H˙1/2
(〈R, (dπ∂∗fWπ) π˙〉 − i〈N(R,Wπ), ∂∗fWπ〉), f ∈ {vk,Dk}.
By the second and the third equation, we infer that
‖π˙‖L∞ . ‖R‖L∞t H˙1/2x ‖π˙‖L∞ + ‖R‖
2
L∞t H˙
1/2
x
+ ‖R‖3
L∞t H˙
1/2
x
.
Hence, for small δ1 > 0, ‖π˙‖L∞t is finite:
‖π˙‖L∞ . δ2 + δ3.
Due to (2.98), R has no null eigenspace component. Thus R decomposes into two com-
ponents, R(t) = Pc(t)R(t) + Pim(t)R(t). Since σ(Wπ(t)) = σ(W (π(t)) is bounded from
below, Lemma 2.5 applies. Then for
h0F
+(Wπ(0)) = P+(Wπ(0))R(0),
h+(t)F+(W (π(t)) = P+(Wπ(t))R(t),
h−(t)F−(W (π(t)) = P−(Wπ(t))R(t),
we have that h0 = h
+(0) and
h+(t) = −
∫ −∞
t
e
∫ t
s
σ(τ) dτN+(s) dt,
h−(t) = e−
∫ t
0
σ(τ) dτh−(0) +
∫ t
0
e−
∫ t
s
σ(τ) dτN−(s) dt.
Then, both the initial data
Ψ(0) =W (p0) +R0 + h0F
+(W0)
and, by Proposition 2.8, the initial data
Ψ˜(0) =W0 +R0 + h(R0,W0)F
+(W0)
give rise to the small asymptotically stable solutions Ψ, Ψ˜ ∈ X,
Ψ(t) =Wπ(t) +R(t), Ψ˜(t) =Wπ˜(t) + R˜(t).
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By the comparison Lemma 2.6, since W0 and R0 are the same for both solutions,
‖(R,π)−(R˜, π˜)‖
etρL∞t H˙
1/2
x ×∂−1t etρL∞t
+|h0−h(R0,W0)| . δ‖(R,π)−(R˜, π˜)‖etρL∞t H˙1/2x ×∂−1t etρL∞t .
(2.99)
For sufficiently small δ, we obtain that (R,π) = (R˜, π˜), hence h0 = h(R0,W0). Therefore
Ψ(0) = Ψ˜(0) =W0 +R0 + h(R0,W0)F
+(W0) ∈ N .

Corollary 2.16. If Ψ is a solution to (0.1) whose initial data Ψ(0) belongs to N , then
Ψ(t) also belongs to N for all t > 0 and for sufficiently small t < 0.
Proof. Both for t > 0 and for sufficiently small t < 0, ψ(t) exists by Proposition 2.8 for
t > 0 and due to the local existence theory for small t < 0.
ψ(t) gives rise to a small asymptotically stable solution that conforms to Definition 2.4
— that solution being ψ itself.
Proposition 2.15 then shows that ψ(t) ∈ N . 
Five maps describe asymptotically stable solutions to (0.1) on t ∈ [0,∞):
h(W0, R0) : Nlin(W0)→ R,
FW0(R0) : Nlin(W0)→ N , F(R0,W0) = F˜ (W0, R0, h(R0,W0)) :=W0 +R0 + h(R0,W0)F+(W0),
and the actual solution map
Ψ(R0,W0) : Nlin(W0)→ etρL∞t H˙1/2x ∩ etρL2t W˙ 1/2,6/5x := Wπ(R0,W0) +R(R0,W0),
π(R0,W0) : Nlin(W0)→ etρW˙ 1,1t ,
R(R0,W0) : Nlin(W0)→ etρL∞t H˙1/2x ∩ etρL2t W˙ 1/2,6/5x .
Note that FW0(R0) = Ψ(W0, R0)(0) and Ψ(W0, R0) = R(W0, R0) +Wπ(W0,R0).
We prove that all five maps are real analytic, hence h ◦ F−1, Ψ ◦ F−1, π ◦ F−1, and
R ◦F−1 are also real-analytic. This is equivalent to changing the dependent variable from
R0 ∈ Nlin(W0) to Ψ(0) =W0 +R0 + h(W0, R0) ∈ N (W0).
Hence the solution Ψ(t), its dispersive part R(t), and the moving soliton Wπ(t) will
depend analytically on Ψ(0) ∈ N (W0).
The dependence of these maps on W0, across the fibers of N , is explicitly given by
symmetry transformations, which are analytic in the H1/2 setting.
Analyticity across the fibers of N (i.e. as a function of W0) is then easy to obtain in
H1/2, but becomes more delicate in H˙1/2, because boost transformations ψ 7→ eivxψ are
not H˙1/2-bounded.
Proposition 2.17. For fixed W0 ∈ Sol there exists ρ > 0 such that h(W0, R0), FW0(R0) ∈
H˙
1/2
x , (R,π), and Ψ(R0,W0) are real analytic functions of Ψ(0) ∈ N (W0).
Analyticity of Ψ(R0,W0) is closely tied to that of the nonlinearity in (0.1) and (1.7).
If the nonlinearity were of class Ck, then the manifold N , its embedding into H˙1/2, and
Ψ(R0,W0) would also be of class C
k. The cubic nonlinearity of (0.1) is analytic.
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Proof of Proposition 2.17. Proving the analyticity of h, F , (R,π), and Ψ on N reduces to
showing that (R,π) and h are analytic as functions of R(0) ∈ N , in the local coordinates
determined by the chart FW0 (2.85) — thus as functions of R0.
Let WR0 := expW0 P0(R0). Recall that N is locally the image of the set {W0 + R0 |
P+(WR0)R0 = 0, ‖R0‖H˙1/2 ≤ δ0 << 1} under the analytic map
FW0(R0) :=WR0 + (I − P0(WR0))R0 + h
((
Pc(WR0) + P−(WR0)
)
R0,WR0
)
F+(WR0).
Take initial data for (0.1) of the form Ψ(0) =Wπ(0) +R(0), where
π(0) = p0 + P0(WR0)R0, R(0) =
(
Pc(WR0) + P−(WR0)
)
R0.
Ψ(0) ∈ N is an analytic function of R0: Ψ(0) =
∑∞
n=0Ψ
n(0), where Ψ0(0) =W0, Ψ
1(0) =
R0, and
Ψn(0) = dn
(
WR0 − P0(WR0)R0
)
+
n∑
m=0
hm(R0)(F
+)n−m(WR0).
Thus ‖Ψn(0)‖ . Cn1 ‖R0‖nH˙1/2 . Because W and F±(W ) are analytic, R(0) and π(0) are
also analytic functions of R0:
R(0) =
∞∑
m=0
Rm(0), π(0) =
∞∑
m=0
πm(0),
where
|πn(0)| + ‖Rn(0)‖H˙1/2 . ‖R0‖nH˙1/2 . (2.100)
In particular
π0(0) = p0, π
1(0) = P0(W0)R0, R
0(0) ≡ 0, R1(0) = (Pc(W0) + P−(W0))R0.
Denote the solution to (0.1) provided by Proposition 2.8 for the initial value Ψ(0) by
Ψ(t) := Wπ(t) +R(t). R(t) and π(t) satisfy a system of the same form as (2.20):
i∂tR+Hπ(t)R = F (π,R),
f˙ = Ff (π,R), f ∈ {α,Γ, vk,Dk}.
(2.101)
Here
Hπ(t) = ∆σ3 + Vπ(t),
F (π,R) = −iLπR+N(R,Wπ)−Nπ(R,Wπ)
and we introduced the notation
Ff (π,R) :=


4α‖Wπ‖−22 (〈R, dπ∂∗fWπ π˙〉
− i〈N(R,Wπ), ∂∗fWπ〉), f ∈ {α,Γ}
2‖Wπ‖−22 (〈R, dπ∂∗fWπ π˙〉
− i〈N(R,Wπ), ∂∗fWπ〉), f ∈ {vk,Dk}.
We then find an asymptotic expansion around 0 of the form
R(R0) ∼
∞∑
n=0
Rn(R0), π(R0) ∼
∞∑
n=0
πn(R0), h(R0) ∼
∞∑
n=0
hn(R0). (2.102)
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Rn = 1n! d
nR(R0), π
n = 1n! d
nπ(R0), and h
n = 1n! d
nh(R0) are n-linear functions of R0 and∥∥∥R(R0)− n∑
m=0
Rm(R0)
∥∥∥
etρL∞t H˙
1/2
x ∩etρL2t W˙ 1/2,6x
≤ Cn‖R0‖n+1H˙1/2 ,
∥∥∥π˙(R0)− n∑
m=0
π˙m(R0)
∥∥∥
etρL1t
≤ Cn‖R0‖n+1H˙1/2 ,
∣∣∣h(R0)− n∑
m=0
hm(R0)
∣∣∣ ≤ Cn‖R0‖n+1H˙1/2 .
(2.103)
We define Rn, πn, and hn by identifying the n-th-order terms — which will involve Rm,
πm, and hm for 1 ≤ m < n — in the equation (2.101), within the initial data R(0) and
within the nonlinearities F (π,R) and Ff (π,R). We then solve (2.101) with this input
and show that the remainders have order n+ 1 in R0.
Finally, we prove that hn, (Rn, πn), and the remainders in (2.102) grow at most ex-
ponentially with n, hence that h and (R,π) equal the sum of their Taylor series inside a
positive convergence radius. In fact, R, π, and h are analytic in the ball B(W0, C
−1
1 )∩N ⊂
H˙1/2, when Cn . C
n
1 uniformly for all n in (2.103).
The constant zeroth-order terms in the expansion are
R0(t) = 0, π0(t) ≡ p0 ∈ R8, h0 = 0.
We then find the first-order differentials (dR, dπ) and dh and check that
‖(R,π) − (dR, π0 + dπ)‖Y . ‖R0‖2H˙1/2 ; |h− dh| . ‖R0‖2H˙1/2 .
Equation (2.101) makes the orthogonality condition
〈R(t), ∂∗fWπ(t)〉 = 0 (2.104)
valid for all t. Indeed, since (2.104) holds for t = 0, (2.101) ensures that (2.104) holds
for all t.
Define the first-order terms R1 and π1 as solutions of equation (2.105), obtained by
linearizing (2.101) around (R0, π0):
i∂tR
1 +Hπ0(t)R
1 = ∂πF (π
0, R0)π1 + ∂RF (π
0, R0)R1 − (∂πVπ0(t) π˙1)R0
f˙1 = ∂πFf (π
0, R0) π˙1 + ∂RFf (π
0, R0)R1, f ∈ {α,Γ, vk ,Dk}.
(2.105)
For initial data, take
R1(0) :=
(
Pc(W0) + P−(W0)
)
R0 + h
1F+(W0), π
1(0) := P0(W0)R0. (2.106)
Note that, because R0(t) ≡ 0, π˙0(t) ≡ 0, the following terms cancel in (2.105):
(∂πVπ0(t) π˙
1)R0 = 0, ∂πFf (π
0, R0) = 0, ∂RFf (π
0, R0) = 0,
∂πF (π
0, R0) = 0, ∂RF (π
0, R0) = 0.
This improvement only holds when taking the differential at 0 and is due to the nonlinearity
being of order higher than two, i.e. cubical in (0.1).
By (2.105) then π˙1(t) ≡ 0 and
i∂tR
1 +Hπ0(t)R
1 = 0. (2.107)
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The orthogonality condition 〈R, ∂∗fWπ〉 = 0 becomes to a first order
〈R1, ∂∗fWπ0〉+ 〈R0, ∂π∂∗fWπ0 π1〉 = 0.
Consequently, as R0 ≡ 0, the orthogonality condition also holds for R1:
〈R1, ∂∗fWπ0〉 = 0. (2.108)
By endpoint Strichartz estimates and Lemma 2.5, we obtain that R1 is bounded for a
unique value of h1 and then it satisfies
‖R1‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
. ‖R0‖H˙1/2 .
Note that ‖R1‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
can be made arbitrarily small and ‖π˙1‖L1t = 0.
To show that R1(t) = dR and π1(t) = dπ, for R1(t) given by (2.107) and π1(t) ≡ p0,
consider
S1 = R0 +R1, Σ1 = π0 + π1.
The fact that F (π,R), Vπ, and Ff (π,R) are differentiable means that
F (Σ1, S1) = F (R0, π0) + ∂πF (π
0, R0)π1 + ∂RF (π
0, R0)R1 + o1(R
1, π1),
VΣ1 = Vπ0 + ∂πVπ0 π
1 + o2(π
1),
Ff (Σ
1, S1) = Ff (π
0, R0) + ∂πFf (π
0, R0)π1 + ∂RFf (π
0, R0)R1 + o3(R
1, π1).
(2.109)
In fact, all three quantities are analytic, being explicitly given by analytic functions.
The main issue is that the soliton Wπ(t) depends not just on π(t) and π˙(t), but also on∫ t
0 π(s) ds. Thus, each derivative increments the power of growth in t.
Due to analyticity, the error terms in (2.109) are quadratic:
‖o1(R1, π1)‖〈t〉L2tW 1/2,6/5x . ‖(R
1, π1)‖2X
‖o2(π1)‖〈t〉L∞t W˙ 1/2,6/5x ∩〈t〉L∞t L3/2−ǫx . ‖(R
1, π1)‖2X
‖o3(R1, π1)‖〈t〉L1t . ‖(R
1, π1)‖2X .
Therefore
i∂tS
1 +HΣ1(t)S
1 = F (Σ1, S1) +O2(R1, π1)
f˙Σ1 = Ff (Σ
1, S1) +O2f (R
1, π1), f ∈ {α,Γ, vk ,Dk},
(2.110)
where O2, O2f are bounded by
‖O2(R1, π1)‖〈t〉L2tW 1/2,6/5x + ‖O
2
f (R
1, π1)‖〈t〉L1t . ‖(R
1, π1)‖2X . (2.111)
By (2.108), S1 fulfills the approximate orthogonality relation
‖〈S1(t), ∂∗fWΣ1(t)〉‖〈t〉L∞t . ‖(R1, π1)‖2X .
Comparing the equation system (2.110) giving S1 and Σ1 to (2.101) satisfied by R and
π, as in Lemma 2.6 we obtain that
‖(R,π) − (S1,Σ1)‖Y . ‖(R1, π1)‖2X . ‖R0‖2H˙1/2 .
Higher-order terms. We repeat this process for the higher-order terms in the expan-
sion of R, π, and h.
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Let n ≥ 1 and consider a variation π(t) = π0 + δπ(t) of π0. By Lemma 2.12, solitons
are analytic functions of their parameters: in any Schwartz seminorm Sn,
‖dnπW (π0) δπ‖Sn . Cn2 n!(‖δπ˙‖L1t + |δπ(0)|)
n. (2.112)
By (2.92) only derivatives in α and vk increase factorially:
‖∂βαα ∂βΓΓ ∂
βvk
vk ∂
βDk
Dk
w(p)‖Sn . C |β|2
∏
f∈{α,vk}
βf !.
Recall that Wπ0 given by (1.4) and (2.18) has the form
Wπ0(t) =
(
wπ0(t)
wπ0(t)
)
,
wπ0(t) = w
(
α0(t),Γ0(t) +
∫ t
0
((α0(s))2 − |v0(s)|2) ds, v0(t),D(t) + 2
∫ t
0
v0(s) ds
)
We obtain for Wπ0 , ∂fWπ0 , F
+(Wπ0), and all other quantities that depend on Wπ0 the
following explicit expression of analyticity: for any multiindex β = (βα, βΓ, βvk , βDk)
‖∂βαα ∂βΓΓ ∂
βvk
vk ∂
Dk
Dk
Wπ0(t) δπ‖Sn ≤ C1C |β|2
∏
f∈{α,vk}
βf !
∏
f∈{Γ,Dk}
〈t〉βf (‖δπ˙‖1 + |δπ(0)|)|β|.
(2.113)
While in α and vk Wπ0(t) is analytic on a strip, in Γ and Dk Wπ0(t) extends to an
analytic function of exponential type on the whole complex plane. This stronger property
is necessary in the sequel.
Pick a and a1 such that a < a1 ≤ σ(α(t)), for any time t, where α(t) is the scaling
component of π(t) and π is any path admissible in this proof.
Recall that the weights An(t) given by (2.64) have the form
An(t) =
n∑
j=0
〈at〉j
j!
< e〈at〉
and the property that
∑n
j=0Aj(t)An−j(t) ≤ CnAn(t).
By (2.113), Wπ0 then has a Taylor series Wπ0(t) =
∑∞
n=0W
n
π0(t), such that in any
Schwartz seminorm (Sn)x
‖W nπ0(t)(δπ)‖An(t)L∞t (Sn)x ≤ C1Cn2 (‖δπ˙‖1 + |δπ(0)|)n.
This yields a power series expansion for Vπ0 : Vπ0(t) =
∑∞
n=0 V
n
π0(t), such that
‖V nπ0(δπ)‖An(t)L∞t (Sn)x ≤ C1Cn2 (‖δπ˙‖1 + |δπ(0)|)n.
In this weighted space setting, let m1 + . . . +mn = m and take n path variations δπ1 to
δπn such that δπj(0) = 0, j = 1, n. Then in any Schwartz seminorm SN
‖V nπ0(δπ1, . . . , δπn)‖Am+n(t)L∞t (SN )x .
. Cn1
(‖δπ˙1‖Am1 (t)L1t + |δπ1(0)|) · . . . · (‖δπ˙n‖Amn (t)L1t + |δπn(0)|).
Starting with the explicit form of F (R,π) and Ff (R,π), note that the zeroth- and first-
order terms cancel:
F (R0, π0) = dF (R0, π0) = 0, Ff (R
0, π0) = dFf (R
0, π0) = 0.
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This is due to the fact that F (R,π) and Ff (R,π) arise from linearizing a nonlinear term
of order higher than two around R0 = 0, π˙0 = 0.
We obtain the power series expansion F =
∑n
m=0 F
m, Ff =
∑n
m=0 F
m
f . F
n and Fnf are
n-linear and
‖Fn‖
An−2(t)L2t W˙
1/2,6/5
x
≤ C1Cn2 (‖(δR, δπ)‖X + |δπ(0)|)n,
‖Fnf ‖An−2(t)L1t ≤ C1C
n
2 (‖(δR, δπ)‖X + |δπ(0)|)n.
The gain from n to n − 2 takes place because the highest π˙ derivative present in the
expressions of Fn and Fnf has order n − 2. In turn, the reason for this is that the first
nonzero derivatives of F or Ff , in either R or π˙, are the second-order ones, and each
derivative of order n− k is paired with derivatives of order at most k.
Consider the scale of weighted spaces
Xn = {(R,π) | ‖R‖An(t)L∞t H˙1/2x ∩An(t)L2tW 1/2,6x + ‖π˙‖An(t)L1t + |π(0)| <∞}.
Let m1 + . . . +mn = m and note an extended analyticity property for F
n:
‖Fn‖
Am+n−2(t)L2t W˙
1/2,6/5
x
≤ C1Cn2 ‖(δR1, δπ1)‖Xm1 · . . . · ‖(δRn, δπn)‖Xmn
‖Fn‖Am+n−2(t)L1t ≤ C1C
n
2 ‖(δR1, δπ1)‖Xm1 · . . . · ‖(δRn, δπn)‖Xmn .
(2.114)
In the Taylor expansion of F (π(R0), R(R0)), where π(R0) ∼
∑∞
m=0 π
m(R0) and R(R0) ∼∑∞
m=0R
m(R0) are functions of R0, the n-th-order term in R0 is
n∑
j=1
∑
n1+...+nj=n
F j
(
(Rn1 , πn1), . . . , (Rnj , πnj )
)
. (2.115)
Writing only the n-th-order terms in the Taylor expansion of (2.101), we obtain the
subsequent equation for Rn and πn:
i∂tR
n +Hπ0(t)R
n =
n∑
j=2
∑
n1+...+nj=n
F j((Rn1 , πn1), . . . , (Rnj , πnj ))
−
n∑
j=1
∑
n1+...+nj+n˜=n
(∂jπVπ0)(t)(π
n1 , . . . , πnj )Rn˜ := T1 − T2
f˙n =
n∑
j=2
∑
n1+...+nj=n
F jf ((R
n1 , πn1), . . . , (Rnj , πnj )) := T3.
(2.116)
The initial conditions are Rn(0) and πn(0) given by (2.100).
Since the expansion is around zero, all terms directly containing R0 or π0 cancel:
F 1(π0, R0) = 0, F 1f (π
0, R0) = 0, (∂πVπ0(t)π
n)R0 = 0. (2.117)
Then highest-order terms, i.e. containing Rn and πn, are absent from T1, T2, and T3,
which are then determined by terms of order up to n− 1.
Finally, we prove by induction that for every n
‖(Rn, πn)‖Xn−1 ≤ k1kn2 ‖R0‖nH˙1/2 .
To this purpose, assume that the induction hypothesis
‖(Rm, πm)‖Xm−1 ≤ k1km2 ‖R0‖mH˙1/2 (2.118)
is true for every 1 ≤ m < n and some constants k1 and k2 to be set later.
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We take k1 << 1, then set k2 sufficiently large so that (2.118) holds for m < n = 2:
‖(R1, π1)‖X0 ≤ k1k2‖R0‖H˙1/2 .
Then the inhomogenous terms in (2.116) obey the bounds
‖T1‖An−1(t)L2t W˙ 1/2,6/5x =
∥∥∥∥
n∑
j=2
∑
n1+...+nj=n
F j((Rn1 , πn1), . . . , (Rnj , πnj ))
∥∥∥∥
An−1(t)L2t W˙
1/2,6/5
x
≤
≤ C1
n∑
j=2
(C2k1)
jkn2 ‖R0‖nH˙1/2
and likewise for the other two terms, that is
‖T2‖An−1(t)L2t W˙ 1/2,6/5x =
∥∥∥∥
n∑
j=1
∑
n1+...+nj+n˜=n
(∂jπVπ0)(t)(π
n1 , . . . , πnj )Rn˜
∥∥∥∥
An−1(t)L2t W˙
1/2,6/5
x
≤
≤ C1
n∑
j=2
(C2k1)
jkn2 ‖R0‖nH˙1/2 ,
respectively
‖T3‖An−1(t)L1t =
∥∥∥∥
n∑
j=2
∑
n1+...+nj=n
F jf ((R
n1 , πn1), . . . , (Rnj , πnj ))
∥∥∥∥
An−1(t)L1t
≤
≤ C1
n∑
j=2
(C2k1)
jkn2 ‖R0‖nH˙1/2 .
(2.119)
Importantly, summation starts from j = 2 within T1, T2, and T3 because the first-order
differentials vanish by (2.117). The powers of t in T1, T2, and T3 are at most n− 2 since
j − 2 +
n∑
j=2
(nj − 1) = n− 2 < n− 1. (2.120)
Making k1 sufficiently small, the sum
∑n
j=2(C2k1)
j becomes bounded and uniformly small
for all n, so
‖T1‖An−1(t)L2t W˙ 1/2,6/5x + ‖T2‖An−1(t)L2t W˙ 1/2,6/5x + ‖T3‖An−1(t)L1t . C˜k
2
1k
n
2 ‖R0‖nH˙1/2 .
We solve the equation system (2.116) for Rn and πn as we did before.
For the modulation path πn, (2.119) directly shows that ‖π˙n‖An(t)L1t . ‖R0‖nH˙1/2 .
As in (2.38-2.39), we apply a unitary transformation U(t) to (2.116) of the form
U(t) = e
∫ t
0 (2v
0(s)∇+ i((α0)2(s)− |v0(s)|2)σ3) ds
Zn(t) = U(t)Rn(t)
W (π0(t)) = U(t)Wπ0(t).
In (2.116) this transformation takes a particular form, as α0(t) and v0(t) are constant.
We split Zn into its three spectral projections Pc(t)Z
n(t), P0(t)Z
n(t), and Pim(t)Z
n(t)
— and estimate each piece in the weighted Strichartz norm An(t)L
∞
t H˙
1/2
x ∩An(t)L2t W˙ 1/2,6x .
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For the continuous spectrum component Pc(t)Z
n(t), Strichartz estimates imply that
‖Pc(t)Zn(t)‖An(t)L∞t H˙1/2x ∩An(t)L2t W˙ 1/2,6x ≤ C˜k
2
1k
n
2 ‖R0‖nH˙1/2 . (2.121)
Regarding the imaginary component Pim(t)Z
n(t), recall the convolution estimates∫ t
0
e−a1(t−s)An(s) ds ≤ CAn(t),∫ ∞
t
ea1(t−s)An(s) ds =
∫ ∞
0
e−a1sAn(t+ s) ds ≤ CAn(t).
Both estimates hold uniformly in n.
Since the right-hand side of (2.116) has polynomial growth, Lemma 2.5 shows that
there exists a unique subexponential solution to the equation of Pim(t)Z(t), for a suitable
value of the parameter hn and then
‖Pim(t)Z(t)‖An(t)L∞t H˙1/2x ∩An(t)L2t W˙ 1/2,6x ≤ C˜k
2
1k
n
2 ‖R0‖nH˙1/2 .
Rn fulfills an approximate orthogonality condition:
〈Rn, ∂∗fWπ0〉+
n∑
j=1
∑
n1+...+nj+n˜=n
〈
Rn˜, (djπ∂
∗
fWπ0)(π
n1 , . . . , πnj )
〉
= 0.
By the induction hypothesis (2.118) we hence obtain a bound for P0(t)Z(t):
‖P0(t)Zn(t)‖An(t)L∞t H˙1/2x ∩An(t)L2t W˙ 1/2,6x ≤ C˜k
2
1k
n
2 ‖R0‖nH˙1/2 . (2.122)
Combining the three estimates, for the unique suitable value of the parameter hn given
by Lemma 2.5
‖(Rn, πn)‖Xn−1 ≤ C˜k21kn2 ‖R0‖nH˙1/2 . (2.123)
Setting k1 << 1 we obtain
‖(Rn, πn)‖Xn−1 ≤ k1kn2 ‖R0‖nH˙1/2 . (2.124)
Next, we verify that Rn = 1n!d
nR and πn = 1n!d
nπ. Denote
Sn = R0 +R1 + . . .+Rn, Σn = π0 + π1 + . . . + πn. (2.125)
Up to error terms On+1 and On+1f , S
n and Σn solve an equation system of the form
(2.110):
i∂tS
n +HΣn(t)S
n = F (Σn, Sn) +On+1
f˙Σn = Ff (Σ
n, Sn) +On+1f , f ∈ {α,Γ, vk ,Dk}.
(2.126)
The error terms are of size
‖On+1‖〈t〉nL2tW 1/2,6/5x + ‖O
n+1
f ‖〈t〉nL1t . ‖R0‖
n+1
H˙1/2
.
Comparing (Sn,Σn) and (R,π) in Y as in Lemma 2.6, then
‖(R,π)− (Sn,Σn)‖Y . ‖R0‖n+1H˙1/2 . (2.127)
This concludes the proof of analyticity for R and π.
CRITICAL CENTRE-STABLE MANIFOLDS 47
Finally, recall that h(R0,W0) is given by formula (2.61), which becomes
h(R0,W0) = −
∫ ∞
0
e−
∫ t
0 σ(Wπ(τ)) dτ
(〈F, σ3F−(Wπ(t))〉−
− 3α˙(t)(α(t))−4〈R, iσ3F−(Wπ(t))〉+
+ (α(t))−3〈R, iσ3(dπF−(Wπ(t)))π˙(t)〉
)
dt.
(2.128)
Since all the functions in this formula are analytic and grow more slowly than eta1 , we
directly obtain a power series expansion for h.
Note that in the power series h =
∑∞
n=0 h
n, each term hn is the unique value that makes
(Rn, πn) bounded in equation (2.116). By (2.128), hn is given by an n-linear form of R0
for each n, one that grows exponentially in norm with n.
Using Lemma 2.6 to compare (R,π) and the sum of the first n terms (Sn,Σn) given by
(2.126), we obtain
|h− (h0 + . . .+ hn)| ≤ C1Cn2 ‖R0‖n+1H˙1/2 . (2.129)
This construction of hn proves the analyticity of h more explicitly. 
2.7. The centre-stable manifold. Finally, we relate the manifold N issued from Propo-
sition 2.8 to the centre-stable manifold of [BaJo].
Proposition 2.18. N is a H˙1/2 centre-stable manifold for (0.1) in the sense of Definition
1.2 and [BaJo].
Proof. To begin with, we rewrite (0.1) to fit it within the stable manifold theory of [BaJo].
Consider the soliton Wπ0(t) parametrized by a constant path, which we take to be
π0(t) = (1, 0, 0, 0) with no loss of generality. Thus
Wπ0(t) =
(
eitφ(·, 1)
e−itφ(·, 1)
)
(2.130)
for all t. We linearize the equation around this constant path. For R = Ψ−Wπ0, equation
(2.9) takes the form
∂tR− iHπ0R = N(R,Wπ0). (2.131)
Making the substitution Z = e−itσ3R, Wπ0(t) becomes the constant soliton W (π0(t)) :=
W0 and Z has the equation
i∂tZ +H(W0)Z = N(Z,W0), (2.132)
where
H(W0) :=
(
∆+ 2φ2(·, 1) − 1 φ2(·, 1)
−φ2(·, 1) −∆− 2φ2(·, 1) + 1
)
(2.133)
and
N(Z,W0) =
(−|z|2z − z2φ(·, 1) − 2|z|2φ(·, 1)
|z|2z + z2φ(·, 1) + 2|z|2φ(·, 1)
)
. (2.134)
Note that the right-hand side terms are at least quadratic in Z, due to linearizing around
a constant path.
The spectrum of H is σ(H) = (−∞,−1]∪ [1,∞)∪{0,±iσ}, see Section 2.3. The stable
spectrum is {−iσ}, the unstable spectrum is {iσ}, and (−∞,−1] ∪ [1,∞) is the centre.
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The manifold N ⊂ H˙1/2 of Definition 2.2 is invariant under the time evolution (0.1)
by Corollary 2.16. Let
N˜ := N −W0 = {Ψ−W0 | Ψ ∈ N}, W0 =
(
φ(·, 1)
φ(·, 1)
)
.
N˜ is the image of N under the mapping Ψ 7→ Z(Ψ) = e−itσ3Ψ−W0.
In the sequel we show that Ψ ∈ N if and only if Z(Ψ) ∈ NBaJo. We show N˜ is a
centre-stable manifold for (2.132) in the sense of Definition 1.2, relative to a small H˙1/2
neighborhood V = {Z | ‖Z‖H˙1/2 < δ0} of the origin.
We verify the three properties listed in Definition 1.2: N˜ is t-invariant with respect to
V, πcs(N˜ ) contains a neighborhood of 0 in Xc ⊕Xs, and N˜ ∩W u = {0}.
The t-invariance of N˜ within V follows from Corollary 2.16. Indeed, Corollary 2.16 is
stronger than t-invariance, as it holds unconditionally and globally in time.
We next prove the second element of Definition 1.2. Here πcs = Pc + P0 + P− and
Xc ⊕Xs =
(
Pc(W0) + P0(W0) + P−(W0)
)
H˙1/2.
By Proposition 2.8, for each R0 ∈ Nlin(W0) = (Pc(W0)+P−(W0))H˙1/2, R0 = πcsF(R0,W0),
where F(R0,W0) ∈ N .
Moreover, let R1 = R0 + P0(W0)R1, where R1 ∈ Xc ⊕ Xs, R0 ∈ Nlin, and using the
exponential map expW0 : TW0Sol→ Sol define
G(R1) = π
csF(R0,W0 + expW0(P0(W0)R1)).
G is nonlinear, but it is analytic and dG(0) = I. Thus G is locally invertible at 0, hence
πcs is surjective on a H˙1/2 neighborhood of 0.
Lastly, we show that N˜ ∩ W u = {0}, where W u is the unstable manifold given by
Definition 1.1. To this purpose we follow the proof of [Bec1].
Consider a solution
Z := e−itσ3Ψ−W0 ∈ N˜ ∩W u
of (2.132). By Definition 1.1, Z0(t) exists for all t < 0, ‖Z0(t)‖H˙1/2 < δ0 for some small
δ0 and all t < 0, and Z
0 decays exponentially as t → −∞, meaning that there exists C1
such that for all t ≤ 0 ‖Z0(t)‖H˙1/2 . eC1t.
Henceforth assume that Z 6≡ 0 in order to obtain a contradiction.
Any rate of decay, rather than exponential decay, will suffice to obtain the contradiction.
Since Ψ(0) fulfills Definition 2.4, it gives rise to a small asymptotically stable solution
Ψ(−t) by Proposition 2.8 and Proposition 2.15.
Thus Ψ(−t) fulfills Definition 2.4, meaning that Ψ(t) = eitσ3Z0(t) +Wπ0(t) is a small
asymptotically stable solution of (0.1) as t goes to −∞.
Therefore, for t ≤ 0 Ψ = R(t) +Wπ(t), the orthogonality condition P0(Wπ(t))R(t) = 0
is satisfied, and ‖R(t)‖H˙1/2 . δ. Endpoint Strichartz estimates imply that
‖R‖
L∞t (−∞,T ]H˙1/2x ∩L2t (−∞,T ]W˙ 1/2,6x
. eC1T . (2.135)
The path π satisfies modulation equations, so ‖π˙‖L1t (−∞,T ] . eC2T as well.
Since Ψ(0) ∈ N , π(t) exists for all t ≥ 0 and R extends to a solution bounded in the
Strichartz norm:
‖R‖
L∞t [0,∞)H˙1/2x ∩L2t [0,∞)W˙ 1/2,6x
≤ Cδ. (2.136)
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Let U(t) be the family of isometries defined for π(t) = (α(t),Γ(t), v(t),D(t)) by
U(t) = e
∫ t
0 (2v(s)∇ + i(α2(s)− |v(s)|2)σ3) ds
and set Z(t) = U(t)R(t). Z(t) satisfies the equation
i∂tZ −H(t)Z = F.
The orthogonality condition holds for Z by construction, so P0(t)Z(t) = 0.
Let Z(t) = Pc(t)Z(t) + Pim(t)Z(t) and
δ(T ) := ‖Z‖
L∞t (−∞,T ]H˙1/2x ∩L2t (−∞,T ]W˙ 1/2,6x
+ ‖π˙‖L1t (−∞,T ].
Note that δ(t)→ 0 as t→ −∞, so we can assume δ(t) to be arbitrarily small.
By endpoint Strichartz estimates, for T ≤ 0
‖Pc(t)Z(t)‖L2t (−∞,T ]W˙ 1/2,6x ∩L∞t (−∞,T ]H˙1/2x . ‖F‖L2t (−∞,T ]W˙ 1/2,6/5x +L1t (−∞,T ]H˙1/2x
. δ(T )‖Z‖
L∞t (−∞,T ]H˙1/2x
,
(2.137)
because the right-hand side contains only quadratic and higher degree terms.
Let Pim(t)Z(t) = h
−(t)F−(t)+h+(t)F+(t). Since Z(t) is bounded as t→ −∞, applying
Lemma 2.5 to Pim(−t)Z(−t) we obtain
h−(t) = −
∫ t
−∞
e−σ(t−s)N−(s) ds
h+(t) = e(t−T )σb+(T )−
∫ T
t
e(t−s)σN+(s) ds.
(2.138)
Therefore
‖Pim(t)Z(t)‖L∞t (−∞,T ]H˙1/2x ≤ ‖P+Z(T )‖H˙1/2x + δ(T )‖Z‖L∞t (−∞,T ]H˙1/2x .
Combining (2.137) and (2.138), we obtain
‖Z‖
L∞t (−∞,T ]H˙1/2x
. δ(T )‖Z‖
L∞t (−∞,T ]H˙1/2x
+ ‖P+Z(T )‖H˙1/2 . (2.139)
For sufficiently negative T0, it follows that ‖Z(T )‖H˙1/2 . ‖P+Z(T )‖H˙1/2 , for any T ≤ T0.
The converse is also true, so the two norms are comparable.
Next, we estimate (I−P+(t))Z(t), in a manner that parallels (2.137) and (2.138). Using
‖Z(T )‖H˙1/2 . ‖P+Z(T )‖H˙1/2 in the evaluation leads to this result for (I − P+(t))Z(t):
‖(I − P+(t))Z(t)‖H˙1/2 . δ(t)‖P+Z(t)‖H˙1/2 . (2.140)
Recall that Ψ(0) ∈ N . Then, when in Definition 2.4 of N δ0 > 0 is sufficiently small,
‖Z(t)‖H˙1/2 is bounded from below as t→∞. Indeed, to a first order, Z(t) is given by the
free time evolution of the initial data; all other terms are quadratic in size. The first-order
term is bounded away from zero, unless Z(0) ≡ 0.
On the other hand, by Lemma 2.5
‖P+Z(t)‖H˙1/2 ≤
∫ ∞
t
e(t−s)σ |N+(s)| ds. (2.141)
Hence ‖P+Z(t)‖H˙1/2 goes to zero and becomes arbitrarily small as t→∞.
Lemma 2.4 of [BaJo] implies that if the ratio ‖P+Z(T0)‖H˙1/2/‖(I − P+)Z(T0)‖H˙1/2 is
small enough, it will stay bounded when t ≤ T0. The proof of this lemma is based on
Gronwall’s inequality.
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However, this contradicts (2.140), as
‖(I − P+(t))Z(t)‖H˙1/2/‖P+(t)Z(t)‖H˙1/2 ≤ Cδ(t) (2.142)
goes to 0 as t approaches −∞. This contradiction shows that Z ≡ 0.
This proves that N˜ ∩W u = {0}: there are no exponentially unstable solutions in N˜ in
the sense of [BaJo].
By Definition 1.2, this shows that N˜ is a centre-stable manifold. 
2.8. Scattering. Strichartz space bounds and estimates imply that the radiation term
scatters like the solution of the free equation, meaning
r(t) = e−it∆rfree + oH˙1/2(1) (2.143)
for some rfree ∈ H˙1/2.
As a reminder, R satisfies the equation (2.9)
i∂tR−Hπ(t)R = F, (2.144)
where Hπ(t) = ∆σ3 + Vπ(t), and R has finite Strichartz norm,
‖R‖
L∞t H˙
1/2
x ∩L2t W˙ 1/2,6x
<∞, (2.145)
while F has finite dual Strichartz norm,
‖F‖
L2t W˙
1/2,6/5
x
<∞. (2.146)
Rewrite (2.144) as
i∂tR−∆σ3R = F − Vπ(t)R. (2.147)
By Duhamel’s formula,
R(t) = e−it∆σ3R(0)− i
∫ t
0
e−i(t−s)∆σ3(F (s)− Vπ(s)R(s)) ds. (2.148)
Let
Rfree = R(0)− i
∫ ∞
0
eit∆σ3(F (t) − Vπ(t)R(t)) dt. (2.149)
Then
R(t)− e−it∆σ3Rfree = ie−it∆σ3
∫ ∞
t
eis∆σ3(F (s)− Vπ(s)R(s)) dt. (2.150)
Note that
‖F − VπR‖L2t W˙ 1/2,6/5x ≤
≤‖F‖
L2t W˙
1/2,6/5
x
+ ‖Vπ‖L∞t (W˙ 1/2,6/5−ǫx ∩W˙ 1/2,6/5+ǫx )‖R‖L2t W˙ 1/2,6x <∞.
(2.151)
implies
lim
t→∞ ‖χ[t,∞)(s)(F (s)− Vπ(s)R(s))‖L2t W˙ 1/2,6/5x = 0. (2.152)
e−it∆σ3 being an isometry, it follows that R(t)− e−it∆σ3Rfree → 0 in H˙1/2.
This leads to the same conclusion in the scalar case, after passing to the scalar functions
r and rfree, where R =
(
r
r
)
and Rfree =
(
rfree
rfree
)
.
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3. Linear estimates
3.1. Notations and basic results. We prove a dispersive estimate for the linear time-
dependent equation that includes terms of the form v(t)∇Z(t), where ‖v˙(t)‖L1t is small.
Z is a solution of the Schro¨dinger equation, of finite Strichartz norm.
Such results have been proved in [Bec2], [Bec3], in a sharp, scaling-invariant setting.
We adapt those results to the current problem by proving they also hold in H˙1/2.
Consider the linear Schro¨dinger equation in R3
i∂tZ +HZ = F, Z(0) given, (3.1)
where
H = H0 + V =
(
∆− µ 0
0 −∆+ µ
)
+
(
W1 W2
−W2 −W1
)
. (3.2)
W1 and W2 are real-valued. We also assume that W1 and W2 are of Schwartz class S.
Following the nonlinear setting, we take H with no eigenvalues, nor resonances in
(−∞,−µ] ∪ [µ,∞).
The resolvent of H0 = −∆, defined by R0(λ) := (H0−λ)−1, is complex analytic on the
Riemann surface of
√
λ− µ +√λ+ µ, so we express it as a function of √λ− µ. Then it
has the integral kernel
R0(λ
2 + µ)(x, y) =
1
4π

− e−
√
λ2+2µ|x−y|
|x−y| 0
0 e
iλ|x−y|
|x−y|

 . (3.3)
In the complex plane, R0(λ) is an analytic function on C \ σ(H0). By the limiting
absorption principle, it extends continuously up to the boundary in the closed lower half-
plane or upper half-plane, but not in both at once, due to the jump discontinuity on
(−∞,−µ] ∪ [µ,∞).
Let S be the Schwartz space — a locally convex space defined by the family of seminorms
‖f‖Sn :=
n∑
k=1
‖〈x〉n−k〈∆〉kf‖2.
f ∈ S means that, for every n, |f |Sn is finite.
Summarizing results of [Sch] and [ErSc], we list the spectral properties of H.
Proposition 3.1. Let H = H0+V be given by (3.2) and take V ∈ S. Then σ(H) ⊂ R∪iR
and σac(H) = (−∞,−µ] ∪ [µ,∞).
Assume that H has no eigenvalues or resonances in (−∞,−µ]∪ [µ,∞). Then the point
spectrum of H consists of simple eigenvalues, with the possible exception of 0, where H
may have a nontrivial Jordan form.
The finitely many Riesz projections Pζj , 1 ≤ j ≤ n, corresponding to the eigenvalues ζj
are given by
Pζj =
1
2πi
∫
|z−ζj |=ǫ
RV (z) dz.
Pζj and P
∗
ζj
have finite rank and their ranges are spanned by Schwartz-class functions.
The continuous spectrum projection Pc is given by Pc = I −
∑
j=1 Pζj .
We also state the limiting absorption principle, following [Agm] and [IoSc], thusly.
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Proposition 3.2. Let H = H0 + V be as in (3.2) and assume that V ∈ S. Assume that
H has no eigenvalues or resonances embedded in (−∞,−µ] ∪ [µ,∞). Then
sup
λ∈R
‖RV (λ± i0)‖B(W˙ 1/2,6/5,W˙ 1/2,6) <∞. (3.4)
Proof. Write V = V1V2, where
V1 = σ3
(
W1 W2
W2 W1
)1/2
, V2 =
(
W1 W2
W2 W1
)1/2
, σ3 =
(
1 0
0 −1
)
. (3.5)
Note that
RV (λ) = R0(λ)−R0(λ)V R0(λ) +R0(λ)V1(I + V2R0(λ)V1)−1V2R0(λ), (3.6)
Thus (I+V2R0(λ±i0)V1)−1 ∈ L∞λ B(H˙1/2, H˙1/2) implies RV (λ±i0) ∈ L∞λ B(W˙ 1/2,6/5, W˙ 1/2,6).
Since V2R0(λ± i0)V1 is compact on H˙1/2, by Fredholm’s alternative, this is implied by
the nonexistence of a function f ∈ H˙1/2 such that
f + V2R0(λ± i0)V1f = 0. (3.7)
Indeed, V1f would have to be an eigenstate or resonance for H at λ ∈ (−∞,−µ]∪ [µ,∞),
contradicting our spectral assumption. Note that only ±µ could actually be resonances.
Finally, the uniform boundedness of ‖V2R0(λ±i0)V1‖B(H˙1/2,H˙1/2) follows from the norm-
continuity of V2R0(λ± i0)V1 and the fact that
lim
λ→∞
‖V2R0(λ± i0)V1‖B(H˙1/2,H˙1/2) = 0. (3.8)

Notations. The computations take place in Lebesgue and Sobolev spaces of functions on
R3 × R and occasionally in Lorentz spaces Lp,q, for which see [Bec3].
Lp denote Lebesgue spaces, with norm ‖f‖p, 1 ≤ p ≤ ∞. When n is an integer, Sobolev
spaces of order n are defined by
‖f‖Wn,p =
( ∑
|α|≤n
‖∂αf‖pp
)1/p
(3.9)
for 1 ≤ p <∞ and ‖f‖Wn,∞ = sup|α|≤n ‖∂αf‖∞ when p =∞.
Homogenous and inhomogenous Sobolev spaces of fractional order, W˙ s,p and W s,p, are
defined by interpolation:
‖f‖W s,p =
∥∥〈∇〉sf∥∥
p
, respectively ‖f‖W˙ s,p =
∥∥|∇|sf∥∥
p
. (3.10)
Here 〈∇〉s and |∇|s denote Fourier multipliers:
〈∇〉sf = ((1 + |ξ|2)s/2f̂(ξ))∨, |∇|sf = (|ξ|sf̂(ξ))∨.
When p = 2, we denote Hs := W s,2 and H˙s := W˙ s,2.
B(X,Y ) is the Banach space of bounded operators from X to Y .
Strichartz estimates are proved in mixed space-time norms of the form
‖f‖Lpt W˙ s,qx =
(∫ ∞
−∞
‖f(x, t)‖p
W˙ s,qx
dt
)1/p
. (3.11)
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3.2. Strichartz estimates. We start by recalling the connection between the free evo-
lution eitH0 and the resolvent R0(λ) = (H0 − λ)−1 of H0.
When H = −∆ + V , the Fourier transform of eitH exists on a strip Imλ < −y0, by
Gronwall’s inequality.
Lemma 3.3. Assume that V ∈ L∞ and H = H0+V has the form (3.2). Then the equation
i∂tZ +HZ = F, Z(0) given, (3.12)
admits a weak solution Z ∈ L∞locL2t for Z(0) ∈ L2 and F ∈ L∞t L2x. For t ≥ 0
‖Z(t)‖2 ≤ Cet‖V ‖∞‖Z(0)‖2 +
∫ t
0
e(t−s)‖V ‖∞‖F (s)‖2 ds. (3.13)
Furthermore, RV (λ) ∈ B(L6/5,L6) is the Fourier transform of eitH for Imλ < −‖V ‖∞:
lim
ρ→∞
∫ ρ
0
e−itλeitHf dt = iRV (λ)f. (3.14)
We refer the reader to Lemma 2.10 in [Bec3] for the proof of this statement.
In order to obtain Strichartz estimates in the time-independent case, we use the follow-
ing representation formula, proved in [Sch] under more restrictive assumptions.
Lemma 3.4. Let V ∈ L1∩L∞ and H be given by (3.2). Assume that H has no eigenstates
or resonances embedded in its essential spectrum σac(H) = (−∞,−µ] ∪ [µ,∞).
Then for any f , g ∈ L2 〈(RV (λ− i0) −RV (λ+ i0))f, g〉 is absolutely integrable and
〈Pcf, g〉 = 1
2πi
∫
(−∞,−µ]∪[µ,∞)
〈(
RV (λ− i0)−RV (λ+ i0)
)
f, g
〉
dλ. (3.15)
We refer the reader to Lemma 2.12 in [Bec3] for the proof.
From this representation, we derive the necessary H˙1/2 time-dependent Strichartz esti-
mates. We also require the following technical lemma.
Lemma 3.5. Consider H = H0+ V as in (3.2) such that V is of Schwartz class, V ∈ S.
Assume that H has no eigenvalues or resonances embedded in σ(H0). Then there exists a
decomposition
V − PpH = V˜1V˜2, (3.16)
where Pp = I − Pc, such that V˜1 ∈ B(L2, 〈x〉−N˜L2), V˜2 ∈ B(〈x〉N˜L2, L2). Moreover,
V˜1 ∈ B(H˙1/2, 〈x〉−N˜ H˙1/2), V˜2 ∈ B(〈x〉N˜ H˙1/2, H˙1/2). (3.17)
Proof. Take, for some large n,
V˜1 = (V − PpH)〈x〉n, V˜2 = 〈x〉−n. (3.18)
PpH and P
∗
pH
∗ are finite-rank operators, whose ranges are spanned by the eigenfunctions
of H, respectively of H∗.
All these eigenfunctions decay exponentially due to Agmon’s bound [Agm] and are
smooth because the potential V itself is smooth. 
This construction suffices in the case of Schwartz-class potentials. For a more general
approach, see Lemma 2.13 in [Bec3].
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Theorem 3.6 (H˙1/2 Strichrtz estimates). Let Z be a solution of the linear Schro¨dinger
equation
i∂tZ +HZ = F, Z(0) given. (3.19)
Consider H = H0 + V , V ∈ S is given by (3.2), and assume that H has no eigenvalues
or resonances in (−∞,−µ] ∪ [µ,∞). Then
‖PcZ‖L∞t H˙1/2x ∩L2t W˙ 1/2,6x ≤ C
(‖Z(0)‖H˙1/2 + ‖F‖L1t H˙1/2x +L2t W˙ 1/2,6/5x ). (3.20)
Proof. We start from (3.25) and use the fact that
sup
λ∈R
‖RV (λ− i0)Pc‖B(W˙ 1/2,6/5,W˙ 1/2,6) <∞.
Let F , G ∈ L∞t (L1x∩L2x) have compact support in t and consider the forward time evolution
(TF )(t) =
∫
t>s
ei(t−s)HPcF (s) ds.
TF (t) is in L2x for all t and grows at most exponentially, so its Fourier transform is well-
defined for Imλ < −‖V ‖∞ (where, in particular, ‖RV (λ)‖2→2 is bounded):
T̂ F (λ) = iRV (λ)PcF̂ (λ).
By the representation formula (3.15), for Pc given by Proposition 3.1 and f , g ∈ H1/2
〈RV (λ0)Pcf, g〉 = 1
2πi
∫
(−∞,−µ]∪[µ,∞)
〈
RV (λ0)(RV (λ− i0) −RV (λ+ i0))f, g
〉
dλ
=
1
2πi
∫
(−∞,−µ]∪[µ,∞)
〈 1
λ− λ0 (RV (λ− i0) −RV (λ+ i0))f, g
〉
dλ.
Here we used the resolvent identity RV (λ1)−RV (λ2) = (λ1 − λ2)RV (λ1)RV (λ2).
For some fixed λ1 6∈ σ(H0), RV (λ1) is bounded from L6/5 to L6. Then, for any λ2 6= λ1,
λ2 6∈ σ(H0)
〈RV (λ1)Pcf, g〉 − 〈RV (λ2)Pcf, g〉 =
=
1
2πi
∫
σ(H0)
〈 λ2 − λ1
(λ− λ1)(λ− λ2)(RV (λ− i0)−RV (λ+ i0))f, g
〉
dλ.
By the limiting absorption principle,
sup
λ∈(−∞,−µ]∪[µ,∞)
‖RV (λ± i0)‖W˙ 1/2,6/5→W˙ 1/2,6 <∞.
Since the integrand decays like λ−2, it follows that
sup
λ∈C
‖RV (λ)Pc‖W˙ 1/2,6/5→W˙ 1/2,6 <∞. (3.21)
When y > ‖V ‖∞, e−yt(TF )(t) ∈ L2t H˙1/2x and eytG(t) ∈ L2t H˙1/2x . Taking the Fourier
transform in t, by Plancherel’s theorem∫
R
〈(TF )(t), G(t)〉 dt = 1
2π
∫
R
〈(
e−yt(TF )(t)
)∧
,
(
eytG(t)
)∧〉
dλ
=
1
2πi
∫
R
〈
RV (λ− iy)PcF̂ (λ− iy), Ĝ(−t)(λ− iy)
〉
dλ.
(3.22)
Here 〈·, ·〉 is the dot product, in the real Hilbert space sense.
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The pairing makes sense because RV (λ)Pc ∈ B(L2, L2) is analytic in λ for Imλ < 0.
By the resolvent identity, we express RV Pc in (3.22) as
RV Pc = R0 −R0(V − PpH)R0 +R0F1(V )
(
V˜2RV PcV˜1
)
V˜2R0. (3.23)
The first term represents the free Schro¨dinger evolution, which is bounded by the endpoint
Strichartz estimates of [KeTa]:
1
2πi
∫
R
〈
R0(λ− iy)F̂ (λ− iy), Ĝ(−t)(λ− iy)
〉
dλ.
For the same reason it is true that∥∥V˜2R0(λ− i0)F̂ (λ)∥∥L2λ,x ≤ C‖F‖L2tL6/5x ,∥∥V˜1R0(λ− i0)Ĝ(λ)∥∥L2λ,x ≤ C‖F‖L2tL6/5x .
(3.24)
Since F (t) and G(t) have compact support in t, it follows that F̂ (λ) and Ĝ(λ) are analytic.
For every y ∈ R, V˜2R0(λ + iy)F̂ (λ + iy) and V˜ ∗1 R0(λ + iy)Ĝ(λ + iy) are in L2λ,x. This
allows shifting the integration line toward the real axis. We obtain∫
R
〈TF (t), G(t)〉 dt = 1
2πi
∫
R
〈
RV (λ− i0)PcF̂ (λ), Ĝ(−t)(λ)
〉
dλ. (3.25)
Following (3.23) and (3.24), this implies∫
R
〈TF (t), G(t)〉 dt . (1 + sup
λ∈R
‖RV (λ− i0)Pc‖B(W˙ 1/2,6/5,W˙ 1/2,6)
)‖F‖
L2t W˙
1/2,6/5
x
‖G‖
L2t W˙
1/2,6/5
x
. ‖F‖
L2t W˙
1/2,6/5
x
‖G‖
L2t W˙
1/2,6/5
x
.
(3.26)
By approximation, we then remove the assumption that F and G have compact support
and replace H1/2 by H˙1/2. This establishes the inhomogenous Strichartz estimate∥∥∥∫
t>s
ei(t−s)HPcF (s) ds
∥∥∥
L2t W˙
1/2,6
x
. ‖F‖
L2t W˙
1/2,6/5
x
. (3.27)
By iterating and applying Duhamel’s formula we obtain (3.20). 
3.3. Strichartz estimates with time-dependent potentials. We prove endpoint H˙1/2
Strichartz estimates for the specific time-dependent problem obtained by linearizing (0.1)
around a moving soliton. We follow the framework of [Bec3] and only address the specifics
of the H˙1/2 case here.
Given parameters A(t) and v(t) = (v1(t), v2(t), v3(t)), consider the family of isometries
U(t) = e
∫ t
0 (2v(s)∇ + iA(s)σ3) ds. (3.28)
The rate of change of U(t) is then controlled by ‖A(t)‖L∞t + ‖v(t)‖L∞t .
The time-dependent linearized Schro¨dinger equation has the form
i∂tR(t) + (H0 + U(t)
−1V U(t))R(t) = F (t), R(0) given. (3.29)
The Hamiltonian at time t is precisely U(t)−1(H0+ V )U(t), since H and U commute, i.e.
it is H conjugated by U(t).
Let Z(t) = U(t)R(t). We rewrite the equation in the variable Z, obtaining
i∂tZ(t)− i∂tU(t)U(t)−1Z(t) +H0Z(t) + V Z(t) = U(t)F (t), Z(0) = R(0). (3.30)
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In the next lemma we list all the properties of U(t) that we use in the study of (3.29)
and (3.30).
Lemma 3.7. Let U(t) be defined by (3.28).
1. U(t) is a strongly continuous family of W˙ s,p isometries, for s ∈ R, 1 ≤ p <∞.
2. For every t, s ≥ 0, U(t) and U(s) commute with H0 and each other.
3. There exist N , ǫ(N) > 0 such that for all 0 ≤ σ ≤ 1
‖〈x〉−N (U(t)U(s)−1ei(t−s)H0 − ei(t−s)H0)χt>s〈x〉−N‖B(L2τ H˙σx ,L2t H˙σx ) ≤
≤ C(‖A(t)‖L∞t + ‖v(t)‖L∞t )ǫ(N).
(3.31)
For a parallel statement and its proof, also see Lemma 2.16 of [Bec3].
Proof. The first two properties are easy to check directly. As for the third, we compare
T (t, s) = ei(t−s)H0χt>s and T˜ (t, s) = ei(t−s)H0e
∫ t
s (2v(τ)∇+iA(τ)σ3) dτχt>s.
Due to the pointwise decay of the kernel,
‖T˜ (t, s)− T (t, s)‖1→∞ . |t− s|−3/2. (3.32)
On the other hand, ‖T˜ (t, s)− T (t, s)‖2→2 ≤ C. It follows that for N > 1
‖〈x〉−N (T − T˜ )〈x〉−N‖B(L2t,x,L2t,x) < C,
with a constant independent of A and v.
Assume ‖A‖∞, ‖v‖∞ ≤ 1. Consider first the case where v(t) ≡ 0; hence let
T˜osc(t, s) := e
i(t−s)H0e
∫ t
s iA(τ)σ3 dτχt>s. (3.33)
Since |eia − 1| ≤ min(1, a),
‖T˜osc(t, s)− T (t, s)‖2→2 . min(1, ‖A‖∞|t− s|). (3.34)
For sufficiently large N , (3.32) and (3.34) imply that
‖〈x〉−N (T˜osc − T )〈x〉−N‖B(L2t,x,L2t,x) .
.
∫ t
t−‖A‖−2/5∞
‖A‖∞|t− s| ds+
∫ t−‖A‖−2/5∞
−∞
|t− s|−3/2 ds . ‖A‖1/5∞ .
Next, consider the case when v(t) 6≡ 0. Let d(t) = ∫ t0 v(τ) dτ . Then
e−i(t−s)∆e
∫ t
s
2v(τ)∇ dτ =
= 1
(−4πi)3/2 (t− s)−3/2e
i
(
|x−y|2
4(t−s)
− (x−y)(d(t)−d(s))
t−s
+ (d(t)−d(s))
2
t−s
)
.
(3.35)
We treat ei
(d(t)−d(s))2
t−s as above. Consider the kernel
T˜1(t, s) := e
i(t−s)H0e
∫ t
s
iA(τ)σ3 dτ ei
(d(t)−d(s))2
t−s χt>s.
Since (d(t)−d(s))
2
t−s ≤ ‖v‖∞|t− s| and |eia − 1| ≤ min(1, a),
‖〈x〉−N (T˜1 − T˜osc)〈x〉−N‖B(L2t,x,L2t,x) .
.
∫ t
t−‖v‖−2/5∞
‖v‖∞|t− s| ds+
∫ t−‖v‖−2/5∞
−∞
|t− s|−3/2 ds . ‖v‖1/5∞ .
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Then
‖〈x〉−N (T˜1 − T )〈x〉−N‖B(L2t,x,L2t,x) .
. ‖〈x〉−N (T˜osc − T )〈x〉−N‖B(L2t,x,L2t,x) + ‖〈x〉
−N (T˜1 − T˜osc)〈x〉−N‖B(L2t,x,L2t,x)
. ‖A‖1/5∞ + ‖v‖1/5∞ .
(3.36)
Considering that
∣∣ei (x−y)(d(t)−d(s))t−s − 1∣∣ . min(1, ‖v‖∞(|x| + |y|)), it follows that for suffi-
ciently large N
‖〈x〉−N (T˜ (t, s)− T˜1(t, s))〈x〉−N‖2→2 . ‖v‖∞|t− s|−3/2.
Also note that ‖T˜ (t, s)− T˜1(t, s)‖2→2 ≤ C. Therefore
‖〈x〉−N (T˜1 − T˜ )〈x〉−N‖B(L2t,x,L2t,x) .
.
∫ t
t−‖v‖2/5∞
|t− s| ds+
∫ t−‖v‖2/5∞
−∞
‖v‖∞|t− s|−3/2 ds . ‖v‖4/5∞ .
(3.37)
By (3.36) and (3.37), for ‖v‖∞ ≤ 1
‖〈x〉−N (T˜ − T )〈x〉−N‖B(L2t,x,L2t,x) .
. ‖〈x〉−N (T˜ − T˜1)〈x〉−N‖B(L2t,x,L2t,x) + ‖〈x〉
−N (T˜1 − T )〈x〉−N‖B(L2t,x,L2t,x)
. ‖A‖1/5∞ + ‖v‖1/5∞ .
(3.38)
Also note that
‖〈x〉−N (T˜ − T )〈x〉−NF‖L2t H˙1x . ‖〈x〉
−N−1(T˜ − T )〈x〉−NF‖L2t,x+
+ ‖〈x〉−N (T˜ − T )〈x〉−N−1F‖L2t,x+
+ ‖〈x〉−N (T˜ − T )〈x〉−N∇F‖L2t,x
.
(‖A‖ǫ/3∞ + ‖v‖ǫ/3∞ )‖F‖L2t H˙1x ,
by the Sobolev embedding H˙1 ⊂ L6,2 ⊂ 〈x〉L2. Thus, for sufficiently large N ,
‖〈x〉−N (T˜ − T )〈x〉−NF‖L2t H˙1x . (‖A‖
1/5
∞ + ‖v‖1/5∞ )‖F‖L2t H˙1x . (3.39)
Interpolating between (3.39) and (3.38), we obtain (3.31). 
Theorem 3.8. Consider equation (3.29), with H = H0 + V given by (3.2) and V ∈ S:
i∂tZ − iv(t)∇Z +A(t)σ3Z +HZ = F, Z(0) given,
H =
(
∆− µ 0
0 −∆+ µ
)
+
(
W1 W2
−W2 W1
)
.
Assume that ‖A‖∞ and ‖v‖∞ are sufficiently small in a manner that depends on ‖V ‖Sn ,
for sufficiently large n, and that there are no eigenvalues or resonances of H in (−∞,−µ]∪
[µ,∞). Then
‖PcZ‖L∞t H˙1/2x ∩L2t W˙ 1/2,6x . ‖Z(0)‖H˙1/2 + ‖F‖L1t H˙1/2x +L2t W˙ 1/2,6/5x . (3.40)
We also use exponentially weighted Strichartz inequalities.
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Corollary 3.9. Consider equation (3.29), with H = H0 + V given by (3.2) and V ∈ S.
Assume that ‖A‖∞ and ‖v‖∞ are sufficiently small in a manner that depends on ‖V ‖Sn
and that there are no eigenvalues or resonances of H in (−∞,−µ] ∪ [µ,∞). Then
‖PcZ‖etρL∞t H˙1/2x ∩etρL2t W˙ 1/2,6x . ‖Z(0)‖H˙1/2 + ‖F‖etρL1t H˙1/2x +etρL2t W˙ 1/2,6/5x .
Furthermore,
‖PcZ‖etρL∞t H˙1/2x . 〈ρ〉
−1‖PcZ‖etρL∞t H˙1/2x .
Proof. The first inequality simply corresponds to using the same proof for the kernels
T (t, s) = ei(t−s)H0−ρ(t−s)χt>s, T˜ (t, s) = ei(t−s)H0−ρ(t−s)e
∫ t
s
(2v(τ)∇+iA(τ)σ3) dτχt>s.
The result is then entirely analogous.
The second conclusion is proved by Minkowski’s inequality. 
Proof of Theorem 3.8. To begin with, by Lemma 3.3, V ∈ S guarantees the existence of
a solution R, albeit one that may grow exponentially.
As in the time-independent case, let
Z˜ = PcZ, F˜ = PcF − 2iv(t)[Pc,∇]Z˜ +A(t)[Pc, σ3]Z˜. (3.41)
The equation becomes
i∂tZ˜ − iv(t)∇Z˜ +A(t)σ3Z˜ +HZ˜ = F˜ , Z˜(0) = PcR(0) given.
The commutation terms
2iv(t)[Pc,∇]Z˜, A(t)[Pc, σ3]Z˜
are small in the dual Strichartz norm for small ‖v‖∞ and ‖A‖∞ and thus can be controlled
by a fixed point argument in the endpoint Strichartz norm.
Lemma 3.5 provides the decomposition V −PpH = V˜1V˜2, where V˜1 and V˜ ∗2 are bounded
from H˙1/2 to 〈x〉−N H˙1/2. Denote, for U given by (3.28),
T˜V˜2,V˜1F (t) =
∫ t
−∞
V˜2Pce
i(t−s)H0U(t)U(s)−1V˜1F (s) ds, (3.42)
respectively
T˜V˜2,IF (t) =
∫ t
−∞
V˜2Pce
i(t−s)H0U(t)U(s)−1F (s) ds.
By Duhamel’s formula,
V˜2Z˜(t) = iT˜V˜2,V˜1 V˜2Z˜(t) + T˜V˜2,I(−iF˜ (s) + δs=0Z˜(0)). (3.43)
We compare the time-dependent kernel T˜V˜2,V˜1 with the time-independent one
TV˜2,V˜1F (t) =
∫ t
−∞
V˜2Pce
i(t−s)H0 V˜1F (s) ds. (3.44)
By Lemma 3.7 we obtain that
lim
‖A‖∞→0
‖v‖∞→0
‖TV˜2,V˜1 − T˜V˜2,V˜1‖B(L2t H˙1/2x ,L2t H˙1/2x ) = 0. (3.45)
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The operator I − iTV˜1,V˜2 is invertible in B(L2t H˙
1/2
x , L2t H˙
1/2
x ). Indeed, its inverse is
(I − iTV˜1,V˜2)−1F (t) = F (t)− i
∫ t
−∞
V˜2Pce
i(t−s)H V˜1F (s) ds. (3.46)
The right-hand side belongs to B(L2t,x, L2t,x) due to Theorem 3.6 and the Duhamel formula
proves that the right-hand side is the inverse of the left-hand side, as claimed.
Hence, when ‖A‖∞ and ‖v‖∞ are small enough, I−iT˜V˜1,V˜2 is also invertible in B(L2t,x, L2t,x).
Once we invert T˜V˜2,V˜1 in B(L2t H˙
1/2
x , L2t H˙
1/2
x ), the proof of H˙1/2 endpoint Strichartz esti-
mates proceeds by
Z˜ =
(
T˜I,I + T˜V˜1,I(I − iTV˜1,V˜2)−1T˜I,V˜2
)
(δt=0Z˜(0)− iF˜ ). (3.47)

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