Atmospheric waves as scaling, turbulent phenomena by J. Pinel & S. Lovejoy
Atmos. Chem. Phys., 14, 3195–3210, 2014
www.atmos-chem-phys.net/14/3195/2014/
doi:10.5194/acp-14-3195-2014
© Author(s) 2014. CC Attribution 3.0 License.
Atmospheric 
Chemistry
and Physics
O
p
e
n
 
A
c
c
e
s
s
Atmospheric waves as scaling, turbulent phenomena
J. Pinel and S. Lovejoy
Physics, McGill University 3600 University St., Montreal, Que., Canada
Correspondence to: S. Lovejoy (lovejoy@physics.mcgill.ca)
Received: 15 February 2013 – Published in Atmos. Chem. Phys. Discuss.: 5 June 2013
Revised: 1 February 2014 – Accepted: 12 February 2014 – Published: 2 April 2014
Abstract. It is paradoxical that, while atmospheric dynamics
are highly nonlinear and turbulent, atmospheric waves are
commonly modelled by linear or weakly nonlinear theories.
We postulate that the laws governing atmospheric waves are
in fact high-Reynolds-number (Re), emergent laws so that
– in common with the emergent high-Re turbulent laws –
they are also constrained by scaling symmetries. We pro-
pose an effective turbulence–wave propagator which corre-
sponds to a fractional and anisotropic extension of the classi-
cal wave equation propagator, with dispersion relations sim-
ilar to those of inertial gravity waves (and Kelvin waves) yet
with an anomalous (fractional) order Hwav/2. Using geosta-
tionary IR radiances, we estimate the parameters, ﬁnding that
Hwav ≈ 0.17±0.04 (the classical value = 2).
1 Introduction
The atmosphere is a highly turbulent system with the ratio
of nonlinear to linear terms – the Reynolds number (Re) –
typically of the order ≈1012. At the same time, there is no
doubt that atmospheric waves exist and play an important
role in transferring energy and momentum. These empirical
facts only become problematic when we consider the nu-
merous apparently successful studies comparing data with
linear (or weakly nonlinear) theory, commonly (for gravity
waves) with the Taylor–Goldstein equations or with the lin-
earized shallow-water equations. For example, in the words
of Nappo (2002), “almost all of what we know about the na-
ture of gravity waves is derived from the linear theory” (em-
phasis in the original).
Although one may easily get the impression that linear
wave theories have been empirically conﬁrmed, a closer look
reveals that what has typically been scrutinized is the linear
theory dispersion relations. Considering the example of grav-
ity waves, we ﬁnd that these have mostly been tested in the
horizontal (and occasionally in the vertical) directions. Other
predictions of the corresponding linear theory – “polariza-
tion relations” – are invoked but are only used in a diagnostic
mode so that they cannot be considered to have been con-
vincingly validated (see Placke et al., 2013). Recently, linear
gravity wave theory has been directly brought into question
by data from dropsonde pairs. For example, such pairs have
directly shown that certain terms neglected in the Taylor–
Goldstein equations are typically much larger than the corre-
sponding retained terms (Lovejoy and Schertzer, 2013). Also
the pairs have clearly shown that the vertical structure of the
atmosphere is composed of a fractal hierarchy of unstable
layers through which linear gravity waves would not able to
propagate (Lovejoy et al., 2008a).
The application of linear wave theories are generally justi-
ﬁed in cases where the nonlinear terms are weak, such as in
theories of linear advection (e.g. Pielke, 2002) or more gen-
erally by the existence of large regions of laminar ﬂow, as
well as for the study of terrain-induced or heating-induced
mesoscale waves (Smith, 1979; Lin, 1987, 2007, and refer-
ences therein). Empirical and modelling studies have also at-
tempted to relate linear waves to cyclogenesis in the trop-
ics (Frank and Roundy, 2006; Schreck et al., 2012; Shen et
al., 2012, 2013, and references therein). However, since the
1980s – and largely thanks to the development of multifractal
cascade models – there has been dramatic progress in under-
standing atmospheric intermittency (Schertzer and Lovejoy,
1987; Frisch, 1995). It is now clear that a prime characteris-
tic of fully developed turbulence is that most of the important
ﬂuxes are concentrated in highly sparse (fractal) sets so that
much of the ﬂow appears relatively calm. The modern under-
standing is that, by its very nature, turbulence is highly inter-
mittent so that on any realization of a turbulent process there
will be violent regions in proximity to ones of relative calm.
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However, examination of the apparently calm regions shows
that they also have embedded regions of high activity, and as
we zoom into smaller and smaller regions this strong hetero-
geneity continues in a scaling manner until we reach the dis-
sipation scale (Tuck, 2010). This explains why aircraft mea-
surements of the wind invariably ﬁnd roughly k−5/3 (i.e. tur-
bulent) spectra even in apparently calm regions. Large-scale
regions of true laminar ﬂow have yet to be documented by
actual measurements. However, the multifractal, multiplica-
tivecascadepicturehasbeenwellveriﬁedevenatlargescales
(e.g. Lovejoy and Schertzer, 2010). Therefore, it would be a
mistake to separate these regions of high and low “turbulent
intensities” and associate them with different mechanisms or
to apply nonturbulent (linear) wave theories to regions of ap-
parent calm.
In the last few years, (nonlinear) scaling theories of waves
have become more compelling. This is because empirical ev-
idence and theoretical arguments have amassed to the ef-
fect that atmospheric dynamics give rise to emergent high-
Reynolds-number scaling laws with different horizontal and
vertical exponents. This allows the horizontal scaling to ac-
curately apply over huge ranges in scale (see Lovejoy and
Schertzer (2010) and Lovejoy and Schertzer (2013) for re-
cent reviews). Based on the classical laws of turbulence,
they involve extensions to account for (multifractal) inter-
mittency and anisotropy. Their success underlines the funda-
mental role of scale symmetries in constraining the high-Re
dynamics. All this motivates the following question: are at-
mospheric waves also scaling turbulent phenomena? If this is
the case, we may logically expect anomalous wave propaga-
tors that could readily have dispersion relations identical to
or nearly indistinguishable from their classical counterparts,
while simultaneously having nontrivial consequences for the
dynamics and for our understanding – for example, we ﬁnd
that energy transport will be modiﬁed (Appendix B).
If dispersion relations from linear theory and those from
strongly nonlinear theory can be very similar to each other,
then how might one empirically distinguish them? The obvi-
ous way is to note that linear theory also predicts the entire
space–time propagators relating the wave forcings and re-
sponses. A key characteristic of linear theories is that they
involve integer powers of the (space and time) differential
operators, and this strongly constrains the form of the propa-
gators; below, we show how this allows us to test the theory
by seeking possible anomalous propagator exponents. We in-
vestigate this using geostationary satellite infrared radiances.
This paper attempts to show how scaling propagators with
both turbulent and wave-like characteristics could arise while
being consistent with both (anisotropic) turbulence theory
and observations. However, let the reader be warned that –
while the turbulent part of the propagator, which was derived
and empirically tested elsewhere (it is summarized here in a
Appendix A), is reasonably well grounded – the wave-like
part, i.e. the subject of this paper, is in contrast fairly spec-
ulative; it is perhaps little more than a proof of concept. On
the theoretical side, the reason is that with only scaling sym-
metries to guide us the possibilities are very broad, while
on the empirical side over the scaling range accessible here
(60–5000km in space and 3–100h in time) the turbulent part
of the spectrum is by far the most dominant one, account-
ing for an empirical range of spectral densities of a factor
≈105, leaving the residual wave-like part to account for the
remaining factor of 0.9±0.5 in the dynamical spectral scal-
ing range.
2 Fractional propagators and turbulence
In order to motivate our model, consider the classical wave
equation for the wave I with forcing f:

∇2 −
1
V 2
∂2
∂t2

I(r,t) = f(r,t). (1)
V is the wave velocity, r is the position vector and t the time
variable.
As usual, we can solve Eq. (1) by taking Fourier trans-
forms (denoted by tildes):
˜ I(k,ω) = ˜ g(k,ω) ˜ f(k,ω); ˜ g(k,ω) =

ω2
.
V 2 −|k|2
−1
, (2)
where k is the wave vector, ω the frequency and ˜ g(k,ω) is
the propagator. This propagator is symmetric with respect to
an isotropic space–time scale transformation by factor λ−1:
˜ g

λ−1(k,ω)

= λH ˜ g((k,ω)); H = 2. (3)
However we anticipate that at high Re “effective propaga-
tors” may emerge constrained by the same overall scaling
symmetry but with some other “anomalous” exponent H 6=2.
In this case we obtain fractional propagators corresponding
to fractional generalizations of the wave equation
˜ g(k,ω) =

ω2
.
V 2 −|k|2
−H/2
; (4)

∇2 −
1
V 2
∂2
∂t2
H/2
I(r,t) = f(r,t).
Although we will only require fractional propagators, if
needed, we could deﬁne the fractional differential operator in
Eq. (4) by the inverse Fourier transform of ˜ g(k,ω)−1 (or see
e.g. Miller and Ross (1993) for fractional differential equa-
tions). If we seek the real space solution of Eq. (1) or (4),
we can use the fact that Fourier space products (Eq. 2) cor-
respond to real space convolutions (“∗”); hence the solutions
to Eqs. (1) and (4) are I(r,t) = g(r,t)∗f(r,t) so that the
propagator links the forcing f to the response I.
In order to estimate g(r,t) we can appeal to the method
of stationary phase (e.g. Bleistein and Handelsman (1986))
which ensures us that the dominant contribution to g(r,t)
is due to the wave-number–frequency region over which
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˜ g(k,ω) is singular; this singularity deﬁnes the dispersion re-
lation and accounts for its origin and signiﬁcance (see Ap-
pendix B). For both the classical Eq. (1) and the nonclassical
Eq. (4), we ﬁnd the dispersion relation
ω = ±V |k|, (5)
which is therefore of fundamental importance, a fact which
is true for any H >0, not only for positive but even integer
values of H.
Before attempting to estimate propagators of real data, we
must take into account the fact that atmospheric waves oc-
cur in the presence of turbulence. Indeed the spectrum is so
strongly dominated by a “turbulent background” that it must
ﬁrst be removed before evidence of any wave-like propaga-
tor can be observed. This is paradoxical since the wave-like
part implies the existence of a set of points (kx, ky, ω) such
that ˜ g(kx,ky,ω) → ∞; in the simplest case, such a “singu-
lar set” is a surface in (kx, ky, ω) space and should be easy
to detect, although the topology need not be so simple (see
Sect. 5). However, the singularities are apparently of sufﬁ-
ciently low order and the spectral estimates are sufﬁciently
noisy that in practice the singular set is hard to observe. In-
deed it is much easier to study 2-D subspaces obtained by
integrating out one of the spectral coordinates (which also
reduces the “noise”), although if H is small enough (and this
is indeed the case here; see below) this can integrate out the
singularities. Indeed, one of the main techniques for empiri-
cally investigating atmospheric waves (Wheeler and Kiladis,
1999; Hendon and Wheeler, 2008; Dias et al., 2012) inte-
grates over ky space to yield a (kx, ω) 2-D spectrum while
also using an ad hoc averaging technique for removing the
turbulent contribution.
Following Wheeler and Kiladis (1999) (and see Kiladis
et al. (2008) for a review), we also use infrared data al-
though at hourly not daily resolution: we use instead a theo-
retically motivated turbulent spectrum to search for evidence
of anomalous wave propagators. To understand this, recall
the classical Kolmogorov law of three dimensional isotropic
turbulence:
1I (1r) = φ|1r|H ; φ = ε1/3; H = 1/3, (6)
where I is a component of the wind, 1I is a ﬂuctuation, 1r
isavectordisplacement,ε istheturbulentenergyﬂuxandthe
equality is understood in a statistical sense. In Fourier space
this becomes
˜ I(k) = ˜ gtur(k) ˜ φ(k) ; ˜ gtur(k) = |k|−H . (7)
Comparing this with Eq. (2), we see that ˜ φ(k) is the forc-
ing and ˜ gtur(k) is the spatial part of a (fractional order)
propagator (a Green’s function). Now recall that, for real I,
˜ I(k) = ˜ I∗(−k), if in addition we assume statistical transla-
tional invariance (“statistical homogeneity”), then we may
deﬁne the spectral densities PI, Pφ, by
D
˜ I (k) ˜ I
 
k0E
= δ
 
k +k0
PI(k), (8)
so that PI(k) ∝
 
 ˜ I
 

2
, Pφ(k) ∝
 
 ˜ φ
 

2
, where “<.>” denotes
ensemble averaging.
To obtain the classical Kolmogorov–Obhukhov k−5/3 law
we use
Pφ(k) = P0|k|−sφ ;sφ = d −K(2), (9)
where P0 is a dimensional constant, d is the dimension of
space and K(2) is the second-order intermittency correction.
This yields
PI(k) = Pφ(k)|˜ gtur|2 = P0|k|−sφ−2H = P0k−sφ−2H; (10)
k = |k|.
The angle-integrated (“isotropic”) spectral density E(k) is
then given by integrating P over shells in Fourier space. Ig-
noringconstantfactors(2π ind = 2,4π ind = 3),weobtain
the (intermittency corrected) isotropic Kolmogorov law
E(k) ≈ PI(k)kd−1 = k−β ; β = 1+2H −K(2) (11)
(sinceH = 1/3,weseethatthenonintermittentK(2)=0case
does indeed have exponent β = 5/3).
A basic consequence of wide-range spatial scaling of at-
mospheric ﬁelds (in particular the wind) is that the spec-
trum and spectral density of the turbulent ﬂuctuations in hor-
izontal wave-number–frequency (kx, ky, ω) space follow the
straightforward space–time extension of Eq. (6):
˜ I(k,ω) = ˜ gtur(k,ω) ˜ φ(k,ω); (12)
PI(k,ω) = |˜ gtur(k,ω)|2Pφ(k,ω),
where PI(k,ω) and Pφ(k,ω) are space–time spectral densi-
ties, and ˜ gtur(k,ω) is the turbulent propagator. To obtain the
form of ˜ gtur(k,ω), we follow Lovejoy and Schertzer (2010)
and Pinel et al. (2014) outlined in Appendix A (see
Eq. (A13)) to obtain the dimensionless propagator
˜ gtur(k,ω) =
 
−iω0 +kkk
−Htur , (13)
where
ω0 = (ω+k ·µ)σ−1; σ =

1−

µ2
x +a2µ2
y
1/2
; (14)
kkk =

k2
x +a2k2
y
1/2
,
where kx, ky and ω have been nondimensionalized as dis-
cussed in Appendix A, using the size of the Earth and the
turbulent velocity Vw, and µ =
 
µx,µy

is the mean dimen-
sionless horizontal advection vector. The (horizontal) spatial
(Fourier) scale function is kkk and a is the north–south/east–
west aspect ratio; when a = 1, we obtain kkk = |k|. The
transformationω → ω0combinestheeffectsofameanadvec-
tion by velocity µ and the statistical variability of the advec-
tion wind about its mean (via σ). Note that (a) the factor i in
www.atmos-chem-phys.net/14/3195/2014/ Atmos. Chem. Phys., 14, 3195–3210, 20143198 J. Pinel and S. Lovejoy: Atmospheric waves as scaling, turbulent phenomena
Eq. (13) is necessary so that the propagator respects causal-
ity, and (b) overall ˜ gtur respects the same isotropic scaling
symmetry as the wave propagator (Eq. 3) but with exponent
Htur.
Note that, if needed, more complex spatial scale functions
may be used; they they are only weakly constrained to be of
the general form kkk = |k|8

b k

, where b k is a unit vector
and 8 a fairly general function (see Appendix B for more
details). kkk replaces the vector norms in the isotropic the-
ories. For another example, below we consider the speciﬁc
case of Kelvin waves with the help of another wave scale
function – kkk =

k2
x −a2k2
y
1/2
– which has the effect of
“channelling” the waves in the zonal direction.
3 Fractional propagators and waves
With the exception of the weak singularities associated with
waves, the turbulence dominates the spectral density; the
PI(k,ω) given in Eq. (12) with the propagator Eq. (13) al-
ready gives a good approximation to the empirical spec-
tral density. This may be seen in Fig. 1 using Multifunc-
tional Transport Satellite (MTSAT) data (described below)
which shows the 1-D spectral densities E(kx), E(ky), E(ω)
obtained by successively integrating out various pairs of vari-
ables from PI(kx,ky, and ω) (see Pinel et al., 2014). The log–
log linearity on this ﬁgure directly shows that the spectra are
scaling and the near-perfect superposition of the 1-D spectra
demonstrates that the scaling exponents are essentially iden-
tical so that (in conformity with Eq. (3) the conclusions of
Appendix A and the form Eq. (13)) the radiance ﬁeld struc-
ture functions are symmetric with respect to isotropic scale
changes (1x,1y,1t) → λ−1(1x,1y,1t) or, equivalently,
(kx,ky,ω) → λ(kx,ky,ω). This turbulence part corresponds
to the “background” spectrum obtained by Wheeler and Ki-
ladis (1999); any wave behaviour is to be found in deviations
from this.
A simple model that takes into account waves while re-
specting both the space–time scaling and the turbulent forc-
ing and background is obtained by including a factor ˜ gwav
in the overall propagator. To be “wave-like”, ˜ gwav must be
causal, unlocalized in space–time and must also be chosen
so that the overall scaling symmetry of the system (Eq. 3)
is respected by the overall propagator ˜ gI(k,ω). Following
Wheeler and Kiladis (1999), who factored the spectral den-
sity into a “red noise” turbulent background and a wave part,
and inspired by Eqs. (2) and (13), we can use the form
˜ I(k,ω) = ˜ gI(k,ω) ˜ φ(k,ω); ˜ gI(k,ω) = ˜ gtur(k,ω)˜ gwav(k,ω),(15)
with ˜ gtur given by Eq. (13) and ˜ gwav given by
˜ gwav(k,ω) =

ω02
.
v2
wav −kkk2
−Hwav/2
. (16)
This is a generalization of Eq. (2) to account for spa-
tial anisotropy (with |k| → kkk). The replacement ω →
(ω+k ·µ)σ−1 is the classical advection transformation (see
e.g. Nappo, 2002); although just as in the turbulent propa-
gator (where it is more fully justiﬁed), we have included the
extra factor σ to take into account the statistical variation of
the advection velocity (see Eq. 14). Finally, the parameter
vwav is the phase speed nondimensionalized by the turbulent
velocity Vw (Eq. 13). Note that the overall propagator ˜ gI sat-
isﬁes the scaling symmetry Eq. (3) with H = Htur +Hwav.
Due to ˜ gwav, the overall propagator ˜ gI yields the dispersion
relation
ω = −k ·µ±σvwavkkk. (17)
With respect to the background advection (µ), σvwav is the
effective wave speed which takes into account the mean wave
speed (vmax) and the statistical variability via σ. By taking
appropriate scale functions kkk one can obtain dispersion re-
lations close to gravity and other waves (see Lovejoy et al.,
2008b). The factorization of the propagator into a turbulent
and wave-like part (Eq. 15) is quite natural since it can be
re-written ˜ gI = ˜ gwav ˜ φ
0
, where φ0 = ˜ gtur ˜ φ corresponds to the
overall space–time localized (turbulent-like) response to the
forcing turbulent ﬂux; the overall result is a turbulent-like
forcing ˜ φ
0
for the waves; in real space, gI = gwav ∗φ0.
To interpret the propagators and dispersion relations in
terms of travelling waves, note that in the Fourier expansion
of g(r, t), the propagator ˜ gI (k, ω) is the amplitude of the
Fourier coefﬁcient of exp(-i(k·r+ωt)); i.e. it corresponds to
a wave travelling in the direction −k. Evanescent waves oc-
curwhen,foragivenrealfrequencyω,thedispersionrelation
implies that in some directions k is no longer real but com-
plex with the imaginary part corresponding to exponential
damping. In the propagator framework, the equivalent phe-
nomenon is obtained by considering, for a given wave vector
k, the corresponding frequency (e.g. Eq. 17); when the latter
is complex, then waves in the direction −k will decay rapidly
in time and will thus not propagate.
For the most general propagator respecting the constraints
of scaling, causality and reality, see Appendix B. Although
the dispersion relation is independent of the propagator ex-
ponent Hwav, the exponent does determine the (power law)
rate of decay of the forcing so that the value of Hwav will af-
fect the transport of momentum and energy (for the general
result, see Bleistein and Handelsman (1986); for an applica-
tion to gravity waves, see Lovejoy et al (2008)).
Of more relevance here are Kelvin waves which are the
low Coriolis parameter/high “effective thickness” limit of
the inertial gravity (Poincaré) wave dispersion relations of-
ten invoked at these space–time scales. First, for only one
spatial (zonal) dimension, we may note that Kelvin waves
are a special case of Eq. (17) with kkk = kx. Consider-
ing the full horizontal plane, Kelvin waves are channelled;
they only propagate in the zonal direction. To obtain some
channelling while maintaining the same overall scaling sym-
metry, in e gwav we could replace the spatial (Fourier) scale
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function kkk =

k2
x +a2k2
y
1/2
by kkk =

k2
x −a2k2
y
1/2
,
which only allows meridional propagation for small-scale
(high-wave-number) structures. For example, when µ = 0,
large structures with kx <ω/(σvwav) cannot propagate in the
meridional direction, they are channelled.
Finally, combining Eq. (13), (15) and (16), we obtain the
turbulent-wave spectral density:
PI(k,ω) = Pφ(k,ω)|˜ gtur|2|˜ gwav|2; (18)
PI(k,ω) = Pφ(k,ω)

ω02 +kkk2
−Htur 
ω02/v2
wav −kkk2
−Hwav
;
Pφ(k,ω) = P0

ω02 +kkk2
−sφ/2
.
In Eq. (18), we have followed the assumption in the isotropic
case (Eq. 10) that the forcing of the ﬂux has the same
scale symmetries as |˜ gtur|2; from Eq. (A13) we see that
sφ = d −K(2) is the spectral exponent of the ﬂux and P0 a
dimensional constant determined by the climatological (low-
frequency) average forcing.
4 Data analysis
We follow Wheeler and Kiladis (1999) and Hendon and
Wheeler (2008) but estimate the turbulent background us-
ing regressions to estimate the parameters of ˜ gI (i.e. of
˜ gtur and ˜ gwav). The data set was comprised of 1386 images
(∼two months of data, September and October 2007) of radi-
ancesmeasuredbytheﬁrst“thermal”infraredchannel(10.3–
11.3µm, particularly sensitive to temperature near the top of
clouds) of the geostationary satellite MTSAT over the west-
ern South Paciﬁc at resolutions 30km and 1 hr over latitudes
40◦ S–30◦ N and longitudes 80◦ E–200◦ E. We separated the
sample into ﬁve 277h (∼12-day) blocks, calculating for each
block the spectral density of ﬂuctuations of the ﬁeld with re-
spect to the mean image (we used a standard Hann window
to reduce spectral leakage). Note that as opposed to Wheeler
and Kiladis (1999), who averaged their data in order to es-
timate the turbulent contribution to the signal, we rather av-
eraged our data to obtain a better statistical estimate of the
ensemble spectrum; the regression to the theoretical form
provides the smooth background. In contrast, Wheeler and
Kiladis (1999) performed an additional ad hoc smoothing
to better bring out wave-like signals. Our choice of 12-day
blocks was made since the temporal scaling has a break at
about 5–10 days and we were only interested in analysing the
high-frequency “weather” regime. Choosing a longer block
period would allow us to examine lower frequencies, but
would take us outside the unique (weather) scaling regime
considered in this paper and would decrease the number of
blocks and the corresponding amount of averaging.
To see how a purely turbulent spectrum already provides
a good approximation, we performed a multivariate regres-
sionontheempiricalMTSATspectraldensityandtheoretical
Figures
Figures 1 and 2 are the same than in the previous version of the manuscript. For figures 3, 4, C1 and 
C2, here are new versions; as well as a new figure : C3.
Figure 1 :
Fig. 1. 1-D spectra from MTSAT data; blue: temporal; or-
ange: meridional; purple: zonal and a multivariate regression
curved due to the ﬁnite empirical domain; black, using Hwav =0,
Vw =41±3kmh−1; τw = Le/Vw ≈ 20 ± 1 days; a ≈ 1.2±0.1;
sI ≈3.4±0.1; P0 =2.8±0.2◦ C2 km2h; µx ≈ −0.3 ± 0.1; (vx ≈
−12 ± 4kmh−1); µy ≈ 0.10 ± 0.08; (vy ≈ 4 ± 3kmh−1); σ =
0.95 ± 0.03.
form (Eq. 18) with Hwav =0. Figure 1 shows the 1D spec-
tra obtained by integrating the 3-D density over the com-
plementary coordinates using sφ =2.88±0.01 and Htur =
H =0.26±0.05. The log-log linearﬁt is good over the range
of scales 120–5000km in space and 3–100h in time (except
for small diurnal contributions at 12 and 24h); it is especially
good if we numerically take into account ﬁnite sample size
effectsatthelargeandsmallscales(thecurvatureintheblack
line in Fig. 1 i.e. good agreement to the highest wavenum-
ber at 60km scales). The excellent superposition conﬁrms
the scale symmetry of the type Eq. (3): PI
 
λ−1(k,ω)

=
λsIPI(k,ω), with sI = sφ +2H = 3.4±0.1 (Eq. 18).
We now consider the three 2-D spectra, obtained by suc-
cessively integrating the 3-D spectral density over kx, ky and
ω. The ﬁt is sufﬁciently good that we can use the above
regression with Hwav =0 to estimate all the turbulent pa-
rameters. However for the 1-D spectra to have ﬁxed expo-
nents, when ﬁtting the wave part we must use the constraint
H = Htur +Hwav so that the 1-D spectral slopes are not af-
fected. In this way we ﬁnd an optimum relative weighting
for the turbulence and wave contributions. Figure 2a–d show
these for three different values of Hwav. As before, the purely
turbulent (Hwav =0) case gives a good ﬁt with mean devi-
ations ±11% in Log10P(k, ω) in the three 2-D spaces (ex-
cludingthediurnalspikesandtheorigin),whichissmallcon-
sidering that the 2-D space signal P(k, ω) varies over about
four orders of magnitude. The orientations of the contours
of P(kx, ω) and P(ky, ω) is a consequence of the nonzero
mean zonal velocity vx ∼ −12±4kmh−1 and smaller mean
meridional velocity vy ∼ 4 ± 3kmh−1, the wave part is the
residual: |˜ gwav|2 ∝ PI

ω02 +kkk2
sφ/2+Htur
; see Eq. (18)
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( a )
( b )
( c )
( d )
Fig. 2. Comparison of 2-D spectral densities from MTSAT data (in black) and a multivariate regression from theoretical PI(k,ω) given by
Eq. (18) (in colour). The 2-D subspaces (left to right) are (ω, kx), (ω, ky) and (kx, ky). The ranges are ω from (2h)−1 to (277h)−1; kx
from (60km)−1 to (≈13000km)−1 and ky from (60km)−1 to (≈8000km)−1. (a) With imposed Hwav =0, which corresponds to the purely
turbulent case (with Htur = H −Hwav, H =0.26±0.05, sφ = 2.88 ± 0.01). The other parameters are Vw = 41 ± 3kmh−1; τw = Le/Vw ≈
20±1 days; a ≈ 1.2 ± 0.1; sI ≈ 3.4 ± 0.1; P0 = 2.8 ± 0.2◦, C2 km2h; µx ≈ −0.3 ± 0.1; (vx ≈ −12 ±4kmh−1); µy ≈ 0.10 ± 0.08;
and (vy ≈ 4 ± 3kmh−1). Hence, σ = 0.95±0.03. (b) Hwav =0.17± 0.04 (best-ﬁt value) and nondimensional wave speed vwav =1.0±0.8.
(c) Fit from Eq. (18) with ˜ gwav from Eq. (19). Hwav =0.08±0.04 and vwav = 1.4±0.8. (d) Same parameters as (a), but with imposed
Hwav = 1.
with kkk =

k2
x +a2k2
y
1/2
. Although this is noisy, the value
Hwav ≈ 0.17±0.04 (so that Htur = H −Hwav =0.09±0.06;
H =0.26±0.05 is ﬁxed) gives the best overall ﬁt and nondi-
mensional wave speed vwav =1.0±0.8. Recall that the case
vwav = 1 means the wave speed is equal to that of the tur-
bulent wind. Note that, even though Hwav >Htur, the turbu-
lence still dominates the overall spectrum: due to the fac-
tor Pφ (Eq. (18)) one should compare sφ+2Htur ∼ 3.06 with
2Hwav ∼0.34.
In order to isolate the wave contribution to the spectrum,
Wheeler and Kiladis (1999) removed a turbulent background
(estimated with an ad hoc averaging technique) from their
(kx, ω) 2-D spectrum and tried to identify maxima in the
residual with linear theory dispersion relations. Following
them,weremoved(bydividing)fromtheempirical3-Dspec-
tral density the turbulent background estimated from the ﬁt
of Eq. (18) with Hwav = 0 (i.e. the purely turbulent spectral
density from which we obtained Fig. 2a). The residual from
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Figure 3 :
Fig. 3. Contour plot in the 2-D (kx ,ω) space (i.e. integrated over
ky). Black lines: the empirical spectral density divided by the “tur-
bulent background” (i.e. the ﬁt of Eq. (18) with imposed Hwav = 0;
region of maxima relevant to Kelvin waves indicated in grey). Blue
lines: |˜ gwav|2 =
 ω0
vwav + k k k sign(k ·µ)
 −2Hwav with param-
eters Hwav = 0.08±0.04 and vwav = 1.4±0.8 integrated over ky
(the maximal line is indicated in green). In red: the dispersion re-
lation for Kelvin waves (corresponding to h = 12m in Fig. 3 of
Wheeler and Kiladis, 1999).
which wave behaviour is to be identiﬁed (and which is to be
described by the wave part of Eq. 18) is presented in Fig. 3
for the (kx, ω) 2-D space with ω>0 (i.e. after integrating over
ky). We observe a region of maxima (Fig. 3 in grey) for kx >0
which is similar to the residual obtained by Wheeler and Ki-
ladis (1999) although for larger wave numbers and frequen-
cies. Also shown in Fig. 3 is the theoretical dispersion rela-
tion for Kelvin waves which was obtained by Wheeler and
Kiladis (1999) (compare with their Fig. 3 for the equivalent
depth h = 12m).
A key point about Kelvin waves and Fig. 3 is that they
are asymmetrical in the zonal direction (kx). In contrast, the
simple form of ˜ gwav used in Eq. (18) involves a Fourier space
scale function kkk =

k2
x +a2k2
y
1/2
which is symmetrical
in k and which involves, in the (kx, ω) space, maxima lines
(coming from the singularities) for kx >0 as well as for kx<0,
whichisincompatiblewithFig.3(greyregion).However,the
only constraints on the form of ˜ gwav are that it must respect
causality, that g is real (hence ˜ g(k,ω) = ˜ g∗(−k,−ω)), and
that the overall scaling symmetry (Eq. 3) is respected (see
Appendix B for the general form). We can therefore modify
the form of ˜ gwav so that it is no longer invariant under kx →
−kx. For example, the following form is adequate:
˜ gwav(k,ω) =

i
 
ω0
vwav +kkksign(k ·µ)
	−Hwav ; (19)
kkkwav =

k2
x +a2k2
y
1/2
.
Replacing ˜ gwav in Eq. (18) with Eq. (19) preserves the qual-
ity of the ﬁt of the total (turbulent-wave) spectral density (see
the 2-D subspaces in Fig. 2c) and gives a spectra Pwave(kx,ω)
close to the data, including a maxima line which is close
to the maxima in the residual presented in Fig. 3. With
this asymmetrical propagator, we ﬁnd that the only param-
eters that change signiﬁcantly are vwav = 1.4±0.8, Hwav =
0.08±0.04 (so that Htur = H −Hwav = 0.18±0.06).
5 Reﬁned singularity analysis
The above analysis is paradoxical since our hypothesis is that
there is a singular surface in (kx, ky, ω) space yet analysis
of the 1-D and 2-D sections showed no direct evidence of
singular behaviour. This is consistent with the ﬁnding that
0<Hwav <1,implyingthatthesingularitiesareintegratedout
in the lower-dimensional sections. In order to display poten-
tial singularities, we are therefore forced to study the full
3-D density P(kx,ky, ω) recognizing that most of the vari-
ation is due to the turbulent part and that the wave part –
being only weakly singular – is expected to manifest itself in
maxima, perhaps with surface-like topology (line-like in 2-D
sections). If one considers 2-D sections of P(kx,ky, ω) – for
instance for ω ﬁxed – and using a landscape analogy, these
maxima would be either isolated peaks or crests of moun-
tain ranges (including saddle points in such crests). To detect
these peaks or crests, we implemented an ad hoc singularity
detection algorithm that “scans” parallel to the axes to esti-
mate maxima successively in the kx, and ky directions (for
ω ﬁxed). In principle, considering the maxima in a single di-
rection is adequate, but in practice the singular surface has
parts that are roughly parallel to a given axis; the resulting
ambiguity can be resolved by determining maxima in two
orthogonal directions.
The results are shown in Fig. 4, where we compare such
an analysis with the theoretical behaviour (with ˜ gwav from
Eq. (19)) for constant ω sections. A drawback of the method
is that it does not distinguish maxima due to the turbulent
contribution and from the (presumed) wave contribution, and
in the empirical case the separation is not always evident. In
the ﬁgure, the two have been distinguished by the colour of
the lines. We see that, although far from perfect, the semi-
ellipses indicating the theoretical singularity (dispersion re-
lation) are close to the empirical ones. Given that we used
a straightforward generalization of the classical wave equa-
tion with only one new parameter, vwav (two if we include
Hwav =0.08, but this does not affect the singular surface), and
given that the wave part of the overall propagator Eq. (16) as
the postulated multiplicative decomposition (Eq. 15) are not
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Figure 4 :
Fig. 4. Left to right, top to bottom, four (kx,ky) sections of P(kx,ky, ω) for ω=2, 3, 5 and 10 hr−1, origin in the centre. The black line
is the theoretical singularity (dispersion) curve (|˜ gwav|2 with ˜ gwav from Eq. 19), the blue the empirically estimated curve using the ad hoc
algorithm, and the green and red show maxima but are presumed to originate in the turbulence “background” (they are very close to the axes).
more than the simplest analytical hypotheses, the results are
quite encouraging, yet they indicate some of the difﬁculties.
6 Conclusion
The atmosphere is highly nonlinear yet displays both tur-
bulent and wave-like behaviour over huge ranges of space–
time scales. Theories explaining the turbulent aspects as-
sume that the dynamics are strongly nonlinear and scaling;
in contrast, the corresponding wave theories are generally
linear or weakly nonlinear. We proposed that the paradox
can be resolved by noting that, although linear theory pre-
dicts propagators, only the relations implied by the singu-
lar part of the latter – the dispersion relations – have been
tested to any extent. However, linear theories invariably in-
volve integer-ordered differential operators and correspond-
ing integer-ordered propagators, so we may test these theo-
ries by examining the propagators – or at least their squared
moduli which are amenable to empirical spectral determina-
tion. Although linear theories are commonly extended using
the WKB (Wentzel–Kramers–Brillouin) approximation, this
amounts to a transformation of variables, which itself is only
valid if it is weakly nonlinear: it cannot compensate for the
neglect of the nonlinear terms. Yet even aside from the issue
of linearization, at least in the classical case of gravity waves
(AppendixC),weshowedthatinanycase–duetoturbulence
– the necessary WKB smoothness conditions were rarely sat-
isﬁed so that the method cannot be justiﬁed.
The mathematical structure of the turbulent laws that link
the observables to driving turbulent ﬂuxes (such as energy
ﬂuxes) use scaling (turbulent) propagators which are very
similar to those of wave equations except that the latter are
singular.Toaccountforbothwavesandturbulence,theactual
propagators need only respect scale symmetries and can be
modelled as products of turbulent-like and wave-like (space–
time localized and unlocalized) propagators, with both in-
volving anomalous exponents. The wave propagator involves
the mean horizontal turbulent wind and energy ﬂux as well
as a mean background wave advection velocity. Although in
Appendix B we give the more general results, in the case
studied here it was obtained as an (anisotropic and fractional)
generalization of the classical wave equation (which is ap-
proximately satisﬁed by inertial gravity waves and Kelvin
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waves). Using 2 months of MTSAT hourly geostationary
IR radiances, using a simple form for the wave propagator,
we found that the best ﬁt involved an anomalous wave scal-
ing exponent Hwav ≈ 0.17±0.04; for comparison, the classi-
cal wave equation has the integer value Hwav = 2. Since the
propagator determines the rate at which the forcing decays in
time (Appendix B), such an anomalous exponent will affect
the transport of energy and momentum and thus has implica-
tions for the dynamics.
Investigating the wave structure, we followed Wheeler and
Kiladis (1999), dividing our empirical spectral density by a
theoretically estimated turbulent background; the maxima in
the residual are to be identiﬁed with wave dispersion rela-
tions. Since there are only weak theoretical constraints on
the form of the wave propagator, we chose a simple ansatz
that is compatible with the observations.
This paper is simply an early attempt to understand waves
in highly turbulent media using scaling symmetries as con-
straints. On the one hand, these symmetries are so broad that
they provide only limited guidance; on the other hand, the
turbulent part – with no wave contribution at all – explains
almost all of the observed dynamical spectral scaling range
of factor ≈ 105, leaving only a small residual (a factor which
has a mean of 0.9±0.5) for the wave-like part. The empiri-
cal situation would certainly be improved if data from other
ﬁelds covering wide scale ranges in the full (x, y, z, t) space
could be found, but at present the (x, y, t) geostationary radi-
ances are apparently the best available. Therefore, this paper
should be seen more as a proof of concept than as provid-
ing deﬁnitive results. The main conclusion is thus that a pri-
ori strongly turbulent atmospheric dynamics are compatible
with the observed waves. If this is true, to understand them
requires neither the existence of large laminar regimes nor
linear theories.
Linear theories of atmospheric waves were developed
starting in the 1930s, well before the ongoing revolutions in
both computing and in atmospheric data. At the time, they
were attractive because they provided a rare tool for theoret-
ically understanding atmospheric dynamics. As atmospheric
science becomes increasingly dominated by brute force nu-
merical modelling, they remain attractive as being among the
last analytically tractable approaches to the subject. In addi-
tion – at least so far – they have survived the “golden age” of
meteorological data because even today few data sets exist
with high-enough space–time resolutions to fully test them
and they have had some apparent successes. Nevertheless,
we ﬁnd their theoretical bases implausible, and detailed ex-
amination of both gravity and Kelvin waves suggests they
are empirically untenable. It is likely that their success lies
in their – at least rough – capture of the appropriate scaling
symmetries which constrain the system at both low and high
Reynolds number.
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Appendix A
The space–time turbulent spectrum
The 23/9D model of spatial turbulence (Schertzer and Love-
joy, 1985a, b) involves wide-range scaling in the horizon-
tal and vertical directions but with different scaling expo-
nents – the horizontal being dominated by energy ﬂuxes,
and the vertical by buoyancy variance ﬂuxes. Since the in-
frared radiances are essentially (x, y, t) (horizontal-time)
ﬁelds, we need not explicitly consider the vertical; however
we do need to extend the model to space-time. In this ap-
pendix, we summarize the arguments developed in Lovejoy
et al. (2008b), Lovejoy and Schertzer (2010, 2013) and in
Pinel et al. (2014).
The ﬁrst step is to rewrite the isotropic Eq. (6) in a more
general anisotropic scaling manner by replacing the vector
norm by a space–time scale function [[1R]]:
1I (1R) = φ[[1R]][[1R]]H , (A1)
where we have used the subscript [[1R]] to emphasize that
the ﬂux is at resolution [[1R]]. The space–time scale func-
tion is symmetric with respect to generalized scale changes
Tλ:
[[Tλ1R]] = λ−1[[1R]]; Tλ = λG, (A2)
where G is the generator of the scale-changing operator Tλ.
Ignoring for the moment advection, and taking I as a hor-
izontal velocity component, the canonical (simplest) nondi-
mensional scale function compatible with the Kolmogorov
law is
[[1R]] = Lw




1x
Lw
2
+
 
1y
Lw

a
!2
+

1t
τw
2/Ht



1/2
, (A3)
where Ht = (1/3)/(1/2) = 2/3, Lw and τw are the outer
scales of the scaling in space and in time, and a is a
north–south/east–west aspect ratio. The outer scales are
linked by the overall average energy ﬂux ε: τw = ε−1/3L
2/3
w
(τw is the lifetime/“eddy-turn-over time” of structures
size Lw). Successively substituting 1R = (1x,0,0), 1R =
(0,1y,0) and 1R = (0,0,1t) into Eq. (A3) and the latter
into Eq. (A1) yields the Kolmogorov law in the horizontal
directions (e.g. 1v = ε1/31x1/3) and the Lagrangian law in
time (1v = ε1/21t1/2).
The next step is to consider the scale function correspond-
ing to a constant advection in the horizontal v =
 
vx,vy

.
Due to Galilean invariance (i.e. under x → x −vx1t;y →
y −vy1t;1t → 1t), we obtain
[[1R]] = Lw




1x −vx1t
Lw
2
+
 
1y −vy1t
Lw

a
!2
+

1t
τw
2/Ht



1/2
. . (A4)
Since there is no scale separation, v is a turbulent velocity, so
that over a given region it will be dominated by the advection
due to the largest eddies. For the same reasons, the link be-
tween Lw and τw is via a turbulent velocity, a consequence
of which is that the pure temporal development (Lagrangian)
term may be neglected.
Denotingthescalefunctionobtainedbyaveragingoverthe
ensemble of different advection velocities as the “effective”
scale function, it is obtained by averaging
[[1R]]2 =

1x −vx1t
Lw
2
+
 
1y −vy1t
Lw

a
!2
(A5)
over the turbulence (this argument is not completely rigorous
since, due to the intermittency, averaging over other powers
of [[1R]] will give somewhat different parameters). Turbu-
lence will have two effects on Eq. (A5): the mean advection
by v, and the effect of turbulent variability. The overall result
(for more details, see Pinel and Lovejoy, 2014) is
D
1I (1R)2
E
=
D
φ2
[[1R]]eff
E
[[1R]]2H
eff , (A6)
with the effective scale function given by
[[1R]]eff =

1RTB1R
1/2
;B =


1 0 −µx
0 a2 −a2µy
−µx −a2µy 1

, (A7)
where we have used the nondimensional variables
1R → 1R =

1x
Lw
,
1y
Lw
,
1t
τw

; µ =
 
µx,µy

=
 
vx,vy

/Vw, (A8)
with v = (vx,vy) the overall mean advection over the region
considered and Vw = (v2
x+a2v2
y)1/2 the large-scale turbulent
velocity at planetary scale.
The intermittency corrections come from the scaling of the
ﬂux φ:
D
φ2
[[1R]]eff
E
≈ [[1R]]
−K(2)
eff , (A9)
so that, overall,
D
1I (1R)2
E
≈ [[1R]]
ξ(2)
eff . (A10)
The structure function exponent ξ(2)=2H−K(2) thus takes
into account the scaling exponent H as well as the intermit-
tency correction.
To obtain the corresponding spectral density PI(k,ω) (and
hence ˜ gtur(k,ω)), we follow the development presented by
Lovejoy and Schertzer (2010) (see also Pinel et al. (2014))
and use the general relation between structure functions and
spectra:


|1I(1R)|2
= 2
∞ R
−∞
dK
 
1−eiK·1R
PI(K), with
nondimensionalized wave vector
K =
 
Lwkx,Lwky,τwω

,
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so that the effective real space scale function (that takes into
account the averaging over an ensemble of advection veloci-
ties) deﬁnes an effective Fourier space scale function:
[[K]]eff =

KTB−1K
−1/2
; (A11)
B−1 =


1−a2µy µxµy µx
µxµy
 
1−µ2
x

a2 µy
µx µy 1

.
Using
ω0 = (ω+k ·µ)σ−1; σ =

1−

µ2
x +a2µ2
y
1/2
, (A12)
this can be simpliﬁed to [[K]]eff =
 
ω02 +kkk21/2
, where
kkk2 = k2
x+
 
ky

a
2 isthe(horizontal)spatial(Fourier)scale
function. The transformation ω → ω0 combines the effects of
a mean advection by velocity µ, and the statistical variability
of the advection wind about its mean is accounted for by σ.
With this scale function, we have the nondimensional
spectra
PI(K) = |˜ gtur|2Pφ(K); |˜ gtur|2 = [[K]]−2H
eff ; (A13)
Pφ = [[K]]
−d+K(2)
eff
(with d = 3 for horizontal space–time).
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Appendix B
The general form for space–time propagator, dispersion
relations, group velocities and wave amplitudes
In sect. 3, we discussed some speciﬁc examples of both
space–time localized (turbulent) and space–time unlocalized
(wave-like) propagators; here we outline their general prop-
erties.
B1 Scaling
The basic scaling symmetry of the Fourier transform of the
propagator is
˜ g

λ
˜ GK

= λ−Hg(K) ; K = (k,ω); k =
 
kx,ky

, (B1)
where ˜ G is a matrix; it is the transpose of the real space gen-
erator G of the scale-changing operator Tλ = λ−G discussed
in Appendix A. This generality is needed at minimum to take
into account the vertical stratiﬁcation. The solution is
˜ g(K) = [[K]]−H , (B2)
where the space–time (Fourier) scale function satisﬁes
hh
λ
˜ GK
ii
= λ[[K]]. (B3)
However,forthehorizontalradianceﬁeldthatweempirically
found (Fig. 2), ˜ G=identity matrix, in this case λ
˜ G = λ, and
the solution in terms of unit vectors ˆ K is
[[K]] = |K|2

ˆ K

; ˆ K =
K
|K|
, (B4)
where 2 is a (complex) function of the unit vector ˆ K; this
can be easily checked. When ˜ G is not the identity matrix,
we must ﬁrst diagonalize the system and then perform a non-
linear coordinate transformation after which the same basic
solution method may be applied; see Lovejoy and Schertzer
(2013) for details.
B2 Causality
Causality implies that g(r,t) = 0 for t <0: otherwise the fu-
ture will inﬂuence the past. The consequence for the Fourier
propagator is that there cannot be any singularities/poles of
˜ g(K)intheupperhalfcomplexω plane;thereforewerewrite
[[K]] as a product of zero and nonzero parts:
[[K]] =
h
(−iω+kkk)F

ˆ K
i
, (B5)
where F is an arbitrary nonzero function of unit vector ˆ K
and kkk is the spatial (Fourier) scale function. It satisﬁes
kλkk = λkkk . (B6)
The solution kkk of this scaling equation is
kkk = |k|8

b k

; b k = k
|k| . (B7)
The propagator poles are deﬁned by the zeroes of [[K]], i.e.
the frequencies ω satisfying
ω = −i|k|8

b k

. (B8)
Causality now imposes the condition
Re(kkk) > 0 (B9a)
or, equivalently,
Re

8

b k

> 0. (B9b)
Note that advection by the deterministic vector µ is equiv-
alent to the transformation ω → ω+k ·µ; this is equiva-
lent to 8

b k

→ 8

b k

−i|µ|cos

b k ·µ

. In Appendix A
it is argued that a random advection can be modelled by
the ω → (ω+k ·µ)/σ which is equivalent to 8

b k

→
σ

8

b k

−i

b k ·µ

.
B3 Reality
If the forcing and responses are real, then the propagator g is
real and its Fourier transform satisﬁes
˜ g(K) = ˜ g∗(K), (B10)
where the asterisk indicates complex conjugate. Hence
[[−K]]∗ = [[K]] (B11)
and
2

ˆ K

= 2∗

− ˆ K

;8
 b k

= 8∗ 
−b k

;F
 b k

= F∗ 
−b k

. (B12)
Overall, we have
˜ g(k,ω) = [[K]]−H =
h
−iω+|k|8

ˆ k

F

ˆ K
i−H
, (B13)
where 8, F satisfy Eq. (B12).
Alternatively, in the usual wave tradition, we can use com-
plex waves and simply take real parts when needed. In this
case, we can ignore the reality condition (Eq. B10), choosing
˜ g simply to satisfy the scaling and causality conditions, and
then – if needed – construct a ˜ g of a real propagator by taking
˜ g(K) → 1
2 (˜ g(K)+ ˜ g∗(−K)).
B4 Dispersion relations and waves
The propagator form B5 is convenient for discussing the tur-
bulent case since space–time localisation will lead to that
form with corresponding kkk > 0 – i.e with no poles (see the
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discussion in Lovejoy et al. (2008)). However, when there
are poles, the latter deﬁne dispersion relations and it is con-
venient to consider the form:
˜ gwav(k,ω) = [[K]]−Hwav ; (B14)
[[K]] = (−i(ω−ωd (k)))Fwav

ˆ K

,
where ωd(k) deﬁnes the dispersion relation. In this case, the
scaling and causality constraints impose
ωd (k) = kkkwav; kλkkwav = λkkkwav ; Imkkkwav < 0 (B15)
(the reality condition can be treated as indicated above). Fi-
nally, Fwav

ˆ K

is a nonzero function of the unit vector
ˆ K satisfying Fwav

ˆ K

= F∗
wav

− ˆ K

. However, the overall
propagator is the product of the wave and turbulence propa-
gators:
˜ gI = ˜ gtur ˜ gwav =
h
(−iω+kkk)Ftur

ˆ K
i−Htur
(B16a)
h
(−i(ω−ωd (k)))Fwav

ˆ K
i−Hwav
,
so that without loss of generality we may take Fwav = 1, ef-
fectively absorbing it into Ftur:
˜ gI =
h
(−iω+kkk)Ftur

ˆ K
i−Htur
[(−i(ω−ωd (k)))]−Hwav . (B16b)
In order to see what such Fourier propagators imply for the
real space behaviour, ﬁrst take the inverse Fourier transform
with respect to ω:
gwav(k,t) =
∞ Z
−∞
e−i(k·r+ωt)gwav(k,ω)dω (B17)
=
∞ Z
−∞
e−i(k·r+ωt)(−i(ω−ωd (k)))−Hwav dω
= 2(t)t−1+Hwave−i(k·r+ωd(d)t),
where we have ignored constant numerical factors and 2(t)
is the Heaviside function (2(t)=0 for t <0, otherwise=1;
it assures that causality is respected). We may now use
the method of stationary phase (e.g. Bleistein and Handels-
man (1986), and see Lovejoy et al. (2008) for the applica-
tion to gravity waves) to estimate the real space propagator
gwav(r,t):
gwav(r,t) (B18)
≈ 2(t)t−d/2−1+Hwav

det

∂2ωd (k)
∂ki∂kj
−1/2
e−i(k·r+ωd(k)t+ϕ0(k)),
where d is the dimension of space; for the horizontal space
discussed in the paper, d =2 and ϕ0(k) is a phase, and “det”
indicates determinant. Equation (B18) is a parametric equa-
tion; k is the wave vector which satisﬁes the “ray” equation:
r = −vg(k)t, (B19)
where vg is the group velocity:
vg(k) = ∇ωd (k). (B20)
The negative sign in Eq. (B19) is due to the fact that the
Fourierpropagator ˜ gwav(k,t)istheamplitudeofawavetrav-
elling in the direction – k as discussed in Sect. 3. When the
determinant vanishes, the approximation breaks down; the
corresponding rays are the “caustics”.
Of more interest to our present discussion is the am-
plitude factor t−d/2−(1−Hwav) which quantiﬁes the rate at
which an impulse forcing at t = 0 decays as the disturbance
spreads. For comparison, the classical wave equation corre-
sponds to Hwav =1 so that in 2-D the waves decay as t−1
(to see this, in Eq. (2), use the identity

ω2/V 2 −|k|2
−1
=
V
2ω
h
(ω/V −|k|)−1 +(ω/V +|k|)−1
i
; i.e. there are two
terms each with H =1). We see that smaller values of Hwav
correspond to waves that decay more quickly in time. Al-
though the precise implications of this for energy transport
will depend on the physical nature of the ﬁeld I whose re-
sponse is described by g,one generally ﬁnds that the power p
is proportional to the wave amplitude squared multiplied by
the group velocity, i.e. p ∝ |g|2vg; hence the amplitude fac-
tor for the wave power is ∝ t−d−2(1−Hwav). If the observed
Hwav <1 (as is the case here), then the amplitudes decays
anomalously quickly and, when compared with a classical
wave propagator, the fractional propagator will deposit the
energy more locally.
The above calculation of gwav(r,t) is fairly straightfor-
ward; if we use the full turbulence-wave Fourier propa-
gator gI (k,ω) = gtur(k,ω)gwav(k,ω), this corresponds to
gI (r,t) = gtur(r,t)∗gwav(r,t), where “∗” indicates “convo-
lution”. Alternatively, as indicated in Sect. 3 since both the
forcing turbulent ﬂux φ and the turbulent propagator gtur are
space–time localized, we may consider that the overall forc-
ing is φ0 = g∗
turφ; the propagator gwav(r,t) thus transports
the disturbance φ0.
Atmos. Chem. Phys., 14, 3195–3210, 2014 www.atmos-chem-phys.net/14/3195/2014/J. Pinel and S. Lovejoy: Atmospheric waves as scaling, turbulent phenomena 3209
Fig. C1. This shows the Brunt–Vaisälä frequency N (in Hz) as esti-
mated by a single dropsonde over the Paciﬁc; only estimates across
layers <20 m thick were used, and it was typical of the 238 son-
des analysed in the Paciﬁc 2004 experiment. Analysis of dropsonde
pairs (Lovejoy et al., 2008a) indicated that the measurement errors
are less than the thickness of the lines. The right-hand side shows
the real part, the left hand side the negative of the imaginary part
(these unstable layers constituted 15% of the all the values, and this
was typical).
Appendix C
The WKB approximation, the example of gravity waves
The ﬁrst step in formulating a linear wave theory is to lin-
earizetheequationsbyeliminatingvariousnonlinearterms,a
procedurethatisvalidonlywhentheyaresmallerthanthere-
tained terms. In the simplest cases, the resulting linear equa-
tions have constant coefﬁcients. Since the coefﬁcients are
determined by a presumed mean state around which the lin-
earizationhasbeenperformed,theassumptionthatthecoefﬁ-
cients are constant is very artiﬁcial so that linear theory is of-
ten extended to cases where the coefﬁcients are slowly vary-
ing: the WKB approximation (Wentzel–Kramers–Brillouin,
also known as the Liouville–Green method). It is therefore
conceivable that, although it does not compensate for the ne-
glect of the nonlinear terms, the WKB theory might provide
a more plausible basis for linear theories.
Rather than continue the discussion at a purely theoretical
level, let us consider the classical atmospheric application of
the WKB method: to gravity waves. Consider the classical
wave equation in the z direction only, without forcing and
for frequencies N. We follow the standard development from
Gill (1982). In this case Eq. (1) reduces to
d2w
dz2 +m2w = 0; m = N
V ; I (z,t) = w(z)eiNt . (C1)
Fig. C2. This shows Log10

δ0
 where δ0 = N−3/2 d2N−1/2
dz2 in
(sm−1)2. δ = V 2δ0 is the nondimensional smoothness parameter
determining the applicability of the WKB approximation and V is
the wave speed (assumed constant). For the WKB approximation to
be valid, we require δ  1.
Fig. C3. This shows Log10Vc where Vc =
 
δc/δ01/2 is the critical
speed, δc is the critical value of the nondimensional smoothness
parameter δ, and here we take δc =0.01. For the application of the
WKB method, we require V<Vc. The median Vc (1.9cms−1) is
shown by the dashed red line.
Where w is the vertical component of the wind, m is the
vertical wave number and N =(dlogθ/dz)1/2 is the Brunt–
Vaisälä frequency, (θ is the potential temperature), Eq. (C1)
is a special case of the Taylor–Goldstein equations. If N and
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V (hence m) are independent of z, then we have the solutions
w = Ae±imz. (C2)
The WKB method extends this to the case where m varies
slowly. The approximation starts by deﬁning the phase
φ =
Z
m dz, (C3)
from which the approximate solution is obtained:
w = m−1/2e±iφ. (C4)
However, the condition of validity of the approximation is
that φ varies slowly; it is quite strict:
δ = m−3/2d2m−1/2
dz2  1. (C5)
Rather than taking the theoretical analysis further, we empir-
ically check whether this smoothness criterion is satisﬁed by
using high-resolution dropsondes. Although the wave speed
V is not readily empirically accessible, N is accessible and,
in any case, V is often assumed to be constant – as for exam-
ple in the case of hydrostatic waves treated in Gill (1982). If
we take V =constant, then the method is applicable for small
δ:
δ = V 2δ0  1; δ0 = N−3/2 d2N−1/2
dz2 . (C6)
In Lovejoy et al. (2008a) data from 238 dropsondes from the
Paciﬁc 2004 experiment were analysed with vertical reso-
lutions varying from ≈5 to ≈ 12m (depending on altitude,
but with frequent outages; see Lovejoy et al. (2007) for de-
tails of the experiment). Three instability criteria were con-
sidered: conditional instability corresponding to N2<0 (rel-
evant here), as well as dynamical instability and convective
instability; Fig. C1 shows a typical example. The occasional
use of sonde pairs directly showed that the measurement er-
rors were small (less than the thickness of the lines in the
ﬁgure). In all cases it was found that the atmosphere is ac-
tually a fractal hierarchy of unstable layers. Lovejoy and
Schertzer (2013) give a summary as well as an empirical
demonstration that the linearization assumptions needed to
obtain the Taylor–Goldstein were generally badly violated.
The vertical thus has a large number of layers with imag-
inary N in which the gravity waves would be evanescent
(see the black lines in Fig. C1); this is already quite prob-
lematic for the method. However, with the help of the WKB
approximation, the smoothness condition can also be exam-
ined. Fig. C2 shows the estimate of δ’: it is seen that at the
sonde resolution it varies wildly; for example over half the
layers had δ’>25 (sm−1)2, while only 6% of the layers had
δ0 <1 (sm−1)2. This places strong limits on the maximum
wave speed V that is compatible with the WKB approxima-
tion. For example, if we interpret the condition δ  1 as a
requirement that δ<δc (for a small δc), then we require
V < Vc; Vc =
 
δc/δ01/2. (C7)
Takingδc =0.01,weobtainthelimitsshownin Fig.C3where
we ﬁnd that 90% of the time, in order for the proﬁle to be
smooth enough, the wave speed must be less than 7.5cms−1,
and that 1% of the time it must be less than 1.4 mm/s. Since
gravity waves are usually considered to have wave speeds of
the order of several m/s, these very low values are highly
problematic for the application of the WKB approximation.
A scaling analysis of the statistics of the ﬂuctuations 1δ
shows that


1δ(1z)q
≈ 1zξ(q). Although ξ(1) ≈ 0.1 indi-
cates that in the small-scale limit (1z → 0) the mean 1δ
does decrease, the intermittency (due to the multifractality)
is so extreme that for example the root mean square value


1δ(1z)21/2
has an exponent ξ(2)/2 ≈ −0.35, indicating
thatinfactitrapidlydivergesinthesmall-scalelimit.Incom-
parison, the corresponding exponents for 1(Re(N)) are ξ(1)
≈ 0.0 and ξ(2)/2 ≈ −0.1, i.e. much less intermittent but with
the same qualitative behaviours.
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