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2Abstract
En el siguiente trabajo se busca implementar un método que resuelva los problemas de
Difusión-Transporte-Reacción en el caso estacionario y transitorio a través de elementos
ﬁnitos, evitando los problemas de estabilización.
In this work we intend to implement a routine to solve the Difussion-Transport-Reaction
problems in the steady and time-dependent cases through a ﬁnite-element scheme, avoi-
ding the stabilization problems.
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Capítulo 1
Introducción
En el siguiente documento se presenta el trabajo ﬁn de máster necesario para la con-
secución del 'Master's Degree in Advanced Mathematics and Mathematical Engineering'.
En él, se pretende aplicar lo aprendido durante todo el curso en las distintas asignaturas,
en especial en la asignatura de 'Numerical Methods for PDEs'. Supone el último paso
para completar la formación recibida durante el año y en él se quiere mostrar el esfuerzo
que se ha llevado a cabo durante el curso.
Se busca obtener soluciones numéricas para problemas de Difusión-Transporte-Reacción
con el ﬁn de simular el movimiento de una sustancia en un medio concreto. Se ha bus-
cado implentar las soluciones mediante elementos ﬁnitos a través de la programación en
MatLab . El trabajo se ha desarrolado en tres fases a cada cual le corresponde un capítulo
del presente trabajo.
Primera fase: Problemas estacionarios
En esta fase se han desarrollado las herramientas para la resolución de problemas
que no dependen del tiempo. Utilizando un código ya implementado se ha ﬁnali-
zado añadiendo la programación necesaria para desarrollar la estabilización de las
soluciones.
Segunda fase: Problemas transitorios
Utilizando el código de la fase anterior se ha desarrollado un código similar para
la resolución de problemas de Difusión-Transporte-Reacción que si dependen del
tiempo. También se han elaborado los códigos para la estabilización de las soluciones.
Tercera fase:Resultados numéricos
Se presentan algunos problemas y se muestran la soluciones obtenidas para cada
uno de ellos. Se muestran las diferencia en las soluciones de algunos de ellos al tener
en cuenta o no los métodos de estabilización.
1.1. Motivación
Modelar y predecir la forma como se transportan y reaccionan sustancias vertidas en
cuerpos líquidos es un campo de estudio que involucra e interesa a diferentes disciplinas,
tales como la: medicina, oceonografía, biología marina, ingeniería, matemáticas aplicadas,
química, ecología, etc. El conocimiento de la forma como se dispersa, mueve y reacciona
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una sustancia vertida en el agua u otros líquidos como la sangre o el aceite , permite trazar
anticipadamente la trayectoria que llevará el contaminante o el medicamento, conocer los
tiempos que tardará en llegar a un determinado punto, evaluar el impacto con antelación,
planear estrategias para las posibles actuaciones, etc. de aquí el interés que despierta este
problema.
En concreto, la ecuación diferencial de Difusión-Tranporte-Reacción que nos ocupa
se usa para el modelado de múltiples problemas de diferente naturaleza (física, química,
económica, poblacional, etc.) para dar respuesta a los preguntas que se plantean aunque,
en algunas ocasiones, su solución numérica conlleva algunos problemas de estabilización.
Lo que buscamos en el siguiente trabajo es desarrollar un programa que aporte una so-
lución numérica estable a los distintos problemas que pueden plantearse en las situaciones
ya comentadas.
Capítulo 2
Problema estacionario
2.1. Formulación
Sea Ω ⊂ Rn (n=1,2) y conocidos ΓD, ΓN tales que ΓD ∪ ΓN = ∂Ω y ΓD ∩ ΓN = ∅.
Las condiciones de frontera en ΓD son conocidas por condiciones de Dirichlet y en ΓN
como condiciones de Neumann. El problema de difusión-transporte-reacción asociado está
deﬁnido por las siguientes ecuaciones:
−µ∆c+ u · ∇c+ σc = f en Ω
c = φD en ΓD
u · µ∆c = µ ∂c
∂n
= φN en ΓN
(2.1)
donde c(x) es la incógnita, u(x) es el campo de velocidad, µ(x) > 0 es el coeﬁciente
de viscosidad, σ(x) > 0 es el coeﬁciente de reacción y f(x) es el término de la fuerza. La
función φD es conocida y aporta los valores de c en ΓD mientras que φN aporta los valores
del vector normal de difusión en ΓN .
Para simpliﬁcar asumiremos que las condiciones de Neumann se dan en todo ΓN y
u(x), µ(x) y σ(x) constantes.
Buscamos calcular la forma débil del problema como primer paso hacia su resolución
a través de elementos ﬁnitos. Consideramos:
W = H1ΓD = {w ∈ H1(Ω)|w = 0 en ΓD} (2.2)
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S = {c ∈ H1(Ω)|c = φD en ΓD} ≡ W + {φˆD} (2.3)
donde φˆD es cualquier función en H
1(Ω) tal que φˆD = φD en ΓD. Por tanto podemos
considerar S como una translación de W y, como consecuencia, un espacio afín. A partir
de este momento y sin perdida de generalidad deﬁniremos φD = 0 en ΓD ya que en el
caso contrario bastará con aplicar un lifting sobre las condiciones de Dirichlet. Por tanto
podemos identiﬁcar S ≡ W
Sea w = w(x) ∈ W una función test y multiplicamos (2.1) por w
− µ∆c w + u · ∇c w + σc w = f w (2.4)
Integramos en Ω
−
∫
Ω
µ∆c w dx+
∫
Ω
u · ∇c w dx+
∫
Ω
σcw dx =
∫
Ω
fw dx (2.5)
Aplicamos la fórmula de Green y las condiciones de contorno
∫
Ω
µ∇c∇w dx+
∫
Ω
u · ∇c w dx+
∫
Ω
σcw dx =
∫
Ω
fw dx+
∫
ΓN
φN w ds (2.6)
Deﬁniremos las siguientes formas bilineales y el funcional:
d(c, w) =
∫
Ω
µ∇c · ∇w dx (2.7)
t(u; c, w) =
∫
Ω
u · ∇c wdx (2.8)
r(c, w) =
∫
Ω
σcw dx (2.9)
fˆ(w) =
∫
Ω
σfw dx+
∫
ΓN
φNw ds (2.10)
por tanto la fórmula débil del problema (2.1) es
hallar c ∈ S : d(c, w) + t(u; c, w) + r(c, w) = fˆ(w) ∀w ∈ W (2.11)
Esta forma débil es la base de la discretización espacial de elementos ﬁnitos del pro-
blema.
2.2. Aproximaciones numéricas
2.2.1. Forma débil para el caso discreto
Sea Sh ⊂ S yW h ⊂ W espacios de dimensión ﬁnita. Estos espacios se caracterizan por,
entre otras cosas, la partición del dominio. A partir de ahora consideraremos el dominio Ω
discretizado a través de una partición regular T h(Ω) de ne elementos convexos tales que
Ω =
ne⋃
e=1
Ωe y Ωe ∩ Ωf = ∅ para e 6= f
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Cada subdominio Ωe tiene una frontera suave y h es el tamaño característico de la
malla (diam(Ωe)≤ h para todos los elementos). Supondremos una malla uniforme. La
aproximación ch ∈ Sh satisfará, con la precisión dada por h, las condiciones de frontera
sobre ΓD. Los espacios de interpolación son deﬁnidos como:
W h = {w ∈ H1(Ω)| w|Ωe ∈ Pm(Ωe) ∀e y w = 0 sobre ΓD}
Sh = {c ∈ H1(Ω)| c|Ωe ∈ Pm(Ωe) ∀e y c = φD sobre ΓD}
(2.12)
donde Pm es el espacio de elementos de interpolación ﬁnita. En nuestro caso estos
espacios serán el conjunto de polinomios de grado 1 o 2 deﬁnidos sobre cada Ωe
La fórmula de Garlekin se obtiene al restringir la forma débil (2.11) a estos espacio de
dimensión ﬁnita. El problema queda así:
Hallar ch ∈ Sh :
d(ch, wh) + t(u; ch, wh) + r(ch, wh) = fˆ(wh) ∀wh ∈ W h (2.13)
2.2.2. Forma algebraica
Consideremos {ϕ1(x), ϕ2(x), ϕ3(x), · · · , ϕNh(x)} una base para W h. Por tanto pode-
mos escribir ch(x) =
∑Nh
j=1 cjϕj donde cj ∈ R y ϕj = ϕj(x), j = 1, 2, · · · , Nh . Tomando
wh = ϕi para cada i = 1, 2, · · · , Nh y sustituyendo en la forma débil de Galerkin (2.13)
tendremos: ∫
Ω
µ∇
(
Nh∑
j=1
cjϕj
)
∇ϕi dx+
∫
Ω
u · ∇
(
Nh∑
j=1
cjϕj
)
ϕi dx+
+
∫
Ω
σ
(
Nh∑
j=1
cjϕj
)
ϕi dx =
∫
Ω
fϕi dx+
∫
ΓN
φN ϕi ds
(2.14)
Nh∑
j=1
cj
∫
Ω
µ∇ϕj∇ϕi dx+
Nh∑
j=1
cj
∫
Ω
u · ∇ϕj ϕi dx+
+
Nh∑
j=1
cj
∫
Ω
σϕjϕi dx =
∫
Ω
fϕi dx+
∫
ΓN
φN ϕi ds
(2.15)
Podemos deﬁnir las matrices y vectores siguientes:
D ≡ (dij) =
∫
Ω
µ∇ϕj∇ϕi dx Matriz de difusión (2.16)
T(u) ≡ (tiju) =
∫
Ω
u · ∇ϕj ϕi dx Matriz de transporte (2.17)
R ≡ (rij) =
∫
Ω
σϕjϕi dx Matriz de reacción (2.18)
F ≡ (fi) =
∫
Ω
fϕi dx+
∫
ΓN
φN ϕi ds Vector de fuerza (2.19)
Sustituyendo estas matrices en (2.15) obtenemos la forma algebraica de dicho proble-
ma:
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(D+T(u) +R)c = F (2.20)
donde c = (c1, c2, · · · , cNh)T ∀t ∈ [t0, T ]
De esta forma la resolución del problema queda determinada por la resolución de un
sistema lineal.
2.2.3. Técnicas de estabilización
La solución del problema de DTR utilizando una formulación usual de elementos
ﬁnitos lleva frecuentemente a soluciones poco exactas o con oscilaciones erróneas, excepto
aquellos casos en los que el término relacionado con la difusión predomina numéricamente
sobre los demás. La presencia de estas oscilaciones esta relacionada con los valores de
los coeﬁcientes de la ecuación, es decir con la naturaleza del fenómeno predominante. El
método de Galerkin presenta importantes divergencias con respecto a la solución real en
los casos donde Pe > 1 siendo Pe el número de Pèclet.
Pe =
‖u‖h
2µ
h es la longitud característica de la malla. Esta condición deﬁne todos los casos en donde
el fenómeno de transporte predomina sobre el de difusión. Una forma de estabilizar la
solución puede ser reduciendo la longitud característica de la malla, disminuyendo por
tanto el número de Pe . Sin embargo para casos con campos de transporte fuertes esta
técnica puede no ser la más apropiada desde el punto de vista computacional.
La estabilización de la solución se puede obtener utilizando diversos métodos, entre
los cuales se encuentran el método de Petrov Galerkin de contracorriente y el método de
mínimos cuadrados de Galerkin que estudiaremos a lo largo de esta sección.
Para estabilizar el término de transporte se ha de asegurar que la solución de la ecua-
ción diferencial es también una solución de la forma débil para ello se han propuesto
varias técnicas, todas ellas siguen una estructura similar añadiendo términos extras sobre
los elementos interiores de la forma débil de Galerkin. Estos términos son funciones del
residuo de la ecuación diferencial para asegurar la consistencia.
En nuestro caso el residuo de la ecuación diferencial es:
R(c) = −µ∆c+ u · ∇c+ σc︸ ︷︷ ︸
L(c)
−f = L(c)− f (2.21)
donde L es un operador diferencial asociado a la ecuación diferencial. Destacar que en el
momento en el que restringimos el problema a un espacio en dimensión ﬁnita de elementos
ﬁnitos (y remplazamos c por ch) R(c) sólo se calcula para cada elemento interior Ωe. La
fórmula general de estas técnicas de estabilización consistente es:
d(c, w) + t(u; c, w) + r(c, w) +
∑
e
∫
Ω
P(w)τR(c) dx = fˆ(w) (2.22)
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donde P es cierto operador aplicado a la función test que caracteriza al método, R es el
residuo de la ecuación diferencial y τ es el parámetro de estabilización y se deﬁne de la
siguiente forma1:
τ =
(
2‖u‖
h
+
4µ
h2
+ σ
)−1
En este problema τ será constante pues tenemos una malla uniforme y u, µ y σ
constantes.
El método de Petrov-Galerkin en contracorriente (SUPG)
Esta técnica de estabilización esta deﬁnida por:
P(w) = u · ∇w (2.23)
La restricción del problema a la forma débil queda de la siguiente forma:
Hallar ch ∈ Sh :
d(ch, wh) + t(u; ch, wh) + r(ch, wh) +
∑
e
∫
Ω
P(wh)τR(ch) dx = fˆ(wh) ∀wh ∈ V h (2.24)
Calculamos el término de estabilización:∫
Ω
(P(wh)τR(ch)) dx =
=
∫
Ω
(u · ∇wh)τ(−µ∆ch + u · ∇ch + σch − f) dx =
=τ
[
−
∫
Ω
(u · ∇wh)(µ∆ch) dx+
∫
Ω
(u · ∇wh)(u · ∇ch) dx+
+
∫
Ω
(u · ∇wh)(σch) dx−
∫
Ω
(u · ∇wh)f dx
]
(2.25)
Si reescribimos ch(x) =
∑Nh
j=1 cjϕj y tomando w
h = ϕi para cada i = 1, 2, · · · , Nh
tendremos:∫
Ω
(P(wh)τR(ch)) dx =
τ
[
−
∫
Ω
(u · ∇ϕi)
(
µ∆
(
Nh∑
j=1
cjϕj
))
dx+
∫
Ω
(u · ∇ϕi)
(
u · ∇
(
Nh∑
j=1
cjϕj
))
dx+
+
∫
Ω
(u · ∇ϕi)
(
σ
(
Nh∑
j=1
cjϕj
))
dx−
∫
Ω
(u · ∇ϕi)f dx
]
=
= τ
[
−
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)(µ∆ϕj) dx+
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)(u · ∇ϕj) dx+
+
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)(σϕj) dx−
∫
Ω
(u · ∇ϕi)f dx
]
(2.26)
1Codina's (2000)
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Deﬁnimos las siguientes matrices y vectores de estabilización:
S(2) ≡ S(2)(ij) =
∫
Ω
(u · ∇ϕi)(µ∆ϕj) dx (2.27)
S(3) ≡ S(3)(ij) =
∫
Ω
(u · ∇ϕi)(u · ∇ϕj) dx (2.28)
S(4) ≡ S(4)(ij) =
∫
Ω
(u · ∇ϕi)(σϕj) dx (2.29)
O(1) ≡ O(1)(i) =
∫
Ωe
u · ∇ϕi f dx (2.30)
Podemos deﬁnir S y O de la siguiente forma:
S = τ
(−S(2) + S(3) + S(4))
O = τO(1)
(2.31)
Nótese que en el caso de que los polinomios utilizados en la discretización sean de
grado 1 el término S(2) = 0
Sustituyendo en (2.26) podemos reescribir la forma algebraica (2.20), añadiendo el
término de estabilización. El problema quedaría así:
(D+T(u) +R+ S)c = F+O (2.32)
El método de los mínimos cuadrados (GLS)
Esta técnica de estabilización esta deﬁnida por:
P(w) = L(w) = u · ∇w − µ∆w + σw (2.33)
La restricción del problema a la forma débil queda de la siguiente forma:
Hallar ch ∈ Sh :
d(ch, wh) + t(u; ch, wh) + r(ch, wh) +
∑
e
∫
Ω
P(wh)τR(ch) dΩ ∀wh ∈ V h (2.34)
Calculamos el término de estabilización:∫
Ω
(P(wh)τR(ch)) dx =
=
∫
Ω
(u · ∇wh − µ∆wh + σwh)τ(−µ∆ch + u · ∇ch + σch − f) dx =
=τ
[
−
∫
Ω
(u · ∇wh)(µ∆ch) dx+
∫
Ω
(u · ∇wh)((u · ∇ch) dx+
∫
Ω
(u · ∇wh)(σch) dx+
−
∫
Ω
(u · ∇wh)f dx+
∫
Ω
(µ∆wh)(µ∆ch) dx−
∫
Ω
(µ∆wh)(u · ∇ch) dx+
−
∫
Ω
(µ∆wh)(σch) dx+
∫
Ω
(µ∆wh)f dx−
∫
Ω
(σwh)(µ∆ch) dx+
+
∫
Ω
(σwh)(u · ∇ch) dx+
∫
Ω
(σwh)(σch) dx−
∫
Ω
(σwh)f dx
]
(2.35)
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Si reescribimos ch(x) =
∑Nh
j=1 cjϕj y tomando w
h = ϕi para cada i = 1, 2, · · · , Nh
tendremos:
∫
Ω
(P(wh)τR(ch)) dx =
=τ
[
−
∫
Ω
(u · ∇ϕi)
(
µ∆
(
Nh∑
j=1
cjϕj
))
dx+
∫
Ω
(u · ∇ϕi)
(
(u ·
(
Nh∑
j=1
cj∇ϕj
))
dx+
+
∫
Ω
(u · ∇ϕi)
(
σ
(
Nh∑
j=1
cjϕj
))
dx−
∫
Ω
(u · ∇ϕi)f dx+
+
∫
Ω
(µ∆ϕi)
(
µ∆
(
Nh∑
j=1
cjϕj
))
dx−
∫
Ω
(µ∆ϕi)
(
u ·
(
Nh∑
j=1
cj∇ϕj
))
dx+
−
∫
Ω
(µ∆ϕi)
(
σ
(
Nh∑
j=1
cjϕj
))
dx+
∫
Ω
(µ∆ϕi)f dx−
∫
Ω
(σwh)
(
µ∆
(
Nh∑
j=1
cjϕj
))
dx+
+
∫
Ω
(σϕi)
(
u ·
(
Nh∑
j=1
cj∇ϕj
))
dx+
∫
Ω
(σϕi)
(
σ
(
Nh∑
j=1
cjϕj
))
dx−
∫
Ω
(σϕi)f dx
]
=
(2.36)
=τ
[
−
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)(µ∆ϕj) dx+
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)((u · ∇ϕj) dx+
+
Nh∑
j=1
cj
∫
Ω
(u · ∇ϕi)(σϕj) dx−
∫
Ω
(u · ∇ϕi)f dx+
+
Nh∑
j=1
cj
∫
Ω
(µ∆ϕi)(µ∆ϕj) dx−
Nh∑
j=1
cj
∫
Ω
(µ∆ϕi)(u · ∇ϕj) dx+
−
Nh∑
j=1
cj
∫
Ω
(µ∆ϕi)(σϕj) dx+
Nh∑
j=1
cj
∫
Ω
(µ∆ϕi)f dx−
∫
Ω
(σϕi)(µ∆ϕj) dx+
+
Nh∑
j=1
cj
∫
Ω
(σϕi)(u · (∇ϕj) dx+
Nh∑
j=1
cj
∫
Ω
(σϕi)(σϕj) dx−
∫
Ω
(σϕi)f dx
]
Deﬁnimos las siguientes matrices y vectores de estabilización:
S(2),S(3),S(4),O(1) de la misma forma que en el apartado anterior.
S(6) ≡ S(6)(ij) =
∫
Ω
(µ∆ϕi)(µ∆ϕj) dx (2.37)
S(7) ≡ S(7)(ij) =
∫
Ω
(µ∆ϕi)(u · ∇ϕj)dx (2.38)
S(8) ≡ S(8)(ij) =
∫
Ω
(µ∆ϕi)(σϕj)dx (2.39)
O(2) ≡ O(2)(i) =
∫
Ω
(µ∆ϕi)f dx (2.40)
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S(10) ≡ S(10)(ij) =
∫
Ω
(σϕi)(µ∆ϕj)dx (2.41)
S(11) ≡ S(11)(ij) =
∫
Ω
(σϕi)(u · ∇ϕj)dx (2.42)
S(12) ≡ S(12)(ij) =
∫
Ω
(σϕi)(σϕj)dx (2.43)
O(3) ≡ O(3)(i) =
∫
Ω
(σϕi)f dx (2.44)
Podemos deﬁnir S y O de la siguiente forma:
S = τ
(−S(2) + S(3) + S(4) + S(6) − S(7) +−S(8) − S(10) + S(11) + S(12))
O = τ
(
O(1) −O(2) +O(3)
) (2.45)
Nótese, de nuevo, que en el caso de que los polinomios utilizados en la discretización
sean de grado 1 los términos correspondientes a S(2), S(6), S(7), S(8), S(10), O(2) serán nulos.
Sustituyendo podemos reescribir la forma algebraica, añadiendo el término de estabi-
lización. El problema quedaría así:
(D+T(u) +R+ S)c = F+O (2.46)
2.3. Algoritmo de resolución
En esta sección explicamos, en mayor profundidad y a nivel de programación el al-
goritmo de resolución del método de Galerkin que proponemos. El lenguaje utilizado ha
sido MatLab, por ser un lenguaje programación que se adapta bien a la resolución de este
tipo de problemas y por la existencia de un código anterior que nos ha servido de punto
de partida.
La implementación del código para la resolución del caso del problema estacionario es
muy sencilla pues se trata de calcular un sistema lineal y buscar su solución.
2.3.1. Pasos previos
Antes de ejecutar nuestro código debemos tener preparada una malla uniforme con el
dominio del problema. Esta malla se debe presentar con los siguientes registros:
mesh =
d: 1
d1_fem: 'P1'
d1_p: [2x177 double]
d1_e: [7x40 double]
d1_t: [4x312 double]
El registro d1_fem indica el grado de los polinomios escogidos para la resolución, y
d1_p, d1_e y d1_t contienen la información de la malla utilizada.
Debemos crear un archivo llamado DTRData donde encontraremos la información de
los valores del problema: µ, σ, f, etc. Como ejemplo:
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%FORCE (scalar function!)
x = varargin{1};
y = varargin{2};
a = DTRData(11,x,y); %Transport Vector
force = (2*DTRData(10,x,y)+DTRData(12,x,y)).*cos(x).*cos(y) -
a(1,:).*sin(x).*cos(y) - a(2,:).*cos(x).*sin(y);
varargout(1) = {force};
Guardamos estos archivos en una carpeta dentro de la ruta 'FEFiP/DataDTR'. Ini-
ciamos el programa principal y el problema llamando a las funciones StartFEFiP y Start-
Problem('DTR/NombreDeCarpeta')
Por último, deﬁnimos un registro llamado settings que contenga las siguientes variables:
settings.method = 'Direct';
settings.plot = 1;
settings.error = 1;
settings.DTRstab = 1; %1 SUPG %2 GLS
El registro settings.method nos indica el tipo de resolución que queremos aplicar,
settings.plot sera 0 o 1 dependiendo de si queremos que el programa nos muestre una
imagen con la solución. Si disponemos de la solución exacta del problema el programa
puede calcular el error cometido en la discretización deﬁniendo esta variable como 1. Por
último el registro settings.DTRStab indica si queremos que el programa aplique algún
tipo de estabilización al problema. Tendrá valor 1 en caso de que queramos usar el método
SUPG y 2 en el caso de que el elegido sea el GLS. Si no necesitamos utilizar ninguno de
estos métodos de estabilización settings.DTRStab=0.
2.3.2. Pseudo-Código
Una vez realizados los pasos previos realizamos la llamada al programa. En el caso del
problema estacionario llamaremos a la función
[c,error] = DTR (mesh,dof,settings)
mesh, dof y settings se deﬁnen según los pasos previos. En el caso de que settings.error=0
la variable error será vacía tras la ejecución del programa.
Pasamos a relatar paso a paso el algoritmo empleado:
1. Calculamos las matrices y vectores necesarios. (D,T(u),R) y F. En el caso de que
apliquemos algún método de estabilización calcularemos también S y O. En otro
caso S = O = 0.
2. Deﬁnimos A = D+T(u) +R+ S y B = F+O
3. Reducimos las matrices imponiendo condiciones de contorno.
4. Resolvemos el sistema lineal AX = B
La solución será un vector que contenga el valor de c en cada nodo de la malla elegida.
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Capítulo 3
Problema transitorio
Tras esudiar el problema DTR estacionario, en el siguiente apartado resolveremos el
problema DTR en el caso en el que este dependa del tiempo (Problema transitorio). En
este caso los problemas de estabilización para el método de discretización de Galerkin
permanecen por lo que deberemos utilizar, de nuevo, técnicas para su solución. Para
ello, basándonos en el código del problema anterior y añadiendo algunos cambios hemos
desarrollado la resolución de este.
3.1. Formulación
Sea Ω ⊂ Rn (n=1,2) y conocidos ΓD, ΓN tales que ΓD ∪ ΓN = ∂Ω y ΓD ∩ ΓN = ∅. Las
condiciones de frontera en ΓD son conocidas por condiciones de Dirichlet y en ΓN como
condiciones de Neumann. La forma fuerte del problema de difusión-transporte-reacción
dependiente del tiempo asociado está deﬁnido por las siguientes ecuaciones:
∂c
∂t
− µ∆c+ u · ∇c+ σc = f en Ω× [t0,∞]
c(x, t0) = c0(x) en Ω
c = φD en ΓD
µ ∂c
∂n
= φN en ΓN
(3.1)
donde c(x, t) es la incógnita, u(x, t) es el campo de velocidad, µ(x) > 0 es el coeﬁciente
de viscosidad, σ(x) el coeﬁciente de reacción y f(x, t) es el término de la fuerza. Las
funciones φD,φN y c0 son conocidas y aportan los valores de c en ΓD, los valores del vector
normal de difusión en ΓN y los valores de c en el momento inicial t0 respectivamente.
La resolución numérica de este problema incluye una doble discretización: una discre-
tización espacial y una temporal. La discretización espacial se hará de manera similar a
la empleada en el apartado de problema estable y para la discretización temporal utiliza-
remos el método conocido como θ-método.
Existencia y unicidad: Quarteroni y Valli (1194, Cap. 12) y Morton (1996, Teorema
2.5.1) presentaron las condiciones exactas para la existencia y la unicidad de la solución.
En los problemas de transporte dominante, es suﬁciente para la existencia y la unicidad
imponer que µ ≥ µ0 > 0 y 0 < ν0 ≤ σ − 12∇ · u ≤ ν1 en Ω. Con estas condiciones
la forma bilineal asociada al operador espacial (formulación de Galerkin) es continua y
coercitiva con constante de coercitividad C = min{µ0, (µ0 + CΩµ0)/(1 + CΩ)} donde CΩ
es la constante de la desigualdad de Poincaré. De esta manera se puede aplicar el lema de
Lax-Milgran.
16
CAPÍTULO 3. PROBLEMA TRANSITORIO 17
Al igual que en el apartado anterior buscaremos la forma débil del problema para
proceder a la doble discretización.
Consideramos W = H1ΓD = {w ∈ H1(Ω)|w = 0 en ΓD} y St = {c|c(·, t) ∈ H1(Ω), t ∈
[0, T ] y c(x, t) = φD en ΓD} donde φˆD es cualquier función en H1(Ω) tal que φˆD = φD en
ΓD. Al igual que en el apartado anterior consideraremos φD(x) = 0 ∀x ∈ ΓD
Sea w = w(x) ∈ W una función test y multiplicamos (3.1) por w
∂c
∂t
w − µ∆c w + u · ∇c w + σc w = f w (3.2)
Integramos en Ω∫
Ω
∂c
∂t
w dx−
∫
Ω
µ∆c w dx+
∫
Ω
u · ∇c w dx+
∫
Ω
σcw dx =
∫
Ω
fw dx (3.3)
Aplicamos la fórmula de Green y las condiciones de contorno∫
Ω
∂c
∂t
w dx+
∫
Ω
µ∇c∇w dx+
∫
Ω
u·∇c w dx+
∫
Ω
σcw dx =
∫
Ω
fw dx+
∫
ΓN
φN w ds (3.4)
Deﬁniremos d, t, r, fˆ al igual que en el apartado anterior en los nuevos espacios y
añadiremos la aplicación m:
m(c, w) =
∫
Ω
∂c
∂t
w dx (3.5)
por tanto la fórmula débil del problema (3.1) es
Conocidos φD, φN , f, c0para cada t > 0 hallar c ∈ St :
m(c, w) + d(c, w) + t(u; c, w) + r(c, w) = fˆ(w) ∀w ∈ W (3.6)
3.2. Aproximaciones numéricas
3.2.1. Forma débil para el caso discreto
Como ya hemos comentado en este problema habrá que realizar una doble discretiza-
ción. Una semidiscretización espacial y otra temporal. En el caso de la semidiscretización
espacial actuamos de forma similar al problema estable. Deﬁnimos dos espacios de dimen-
sión ﬁnita Sh y W h, subconjuntos de S y W .
W h = {w ∈ H1(Ω)| w|Ωe ∈ Pm(Ωe) ∀e y w = 0 sobre ΓD}
Sht = {c|c(·, t) ∈ H1(Ω), c(·, t)|Ωe ∈ Pm(Ωe) ∀e y c = φD sobre ΓD}
(3.7)
donde Pm es el espacio de elementos de interpolación ﬁnita. En nuestro caso estos
espacios serán el conjunto de polinomios de grado 1 o 2 deﬁnidos sobre cada Ωe.
La fórmula de semidiscretización de Galerkin se obtiene restringiendo la anterior forma
débil (3.6) a estos espacios de dimensión ﬁnita de la siguiente forma:
Para cada t ∈ [0, T ] hallar ch ∈ Sht :{
m(ch, wh) + d(ch, wh) + t(u; ch, wh) + r(ch, wh) = fˆ(wh) ∀wh ∈ W h
ch(x, 0) = c0(x) ∀x en Ω
(3.8)
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3.2.2. Forma algebraica
Consideremos {ϕ1(x), ϕ2(x), ϕ3(x), · · · , ϕNh(x)} una base para W h. Por tanto pode-
mos escribir ch(x, t) =
∑Nh
j=1 cj(t)ϕj(x) donde cj(t) ∈ R j = 1, 2, · · · , Nh para cada t ∈
[t0, T ]. Tomando w
h = ϕi para cada i = 1, 2, · · · , Nh tendremos:
∫
Ω
∂
∂t
(
Nh∑
j=1
ci(t)ϕj(x)
)
ϕi(x) dx+
∫
Ω
µ∇
(
Nh∑
j=1
cj(t)ϕj(x)
)
∇ϕi(x) dx+
+
∫
Ω
u · ∇
(
Nh∑
j=1
cj(t)ϕj(x)
)
ϕi(x) dx+
∫
Ω
σ
(
Nh∑
j=1
cj(t)ϕj(x)
)
ϕi(x) dx =
=
∫
Ω
f(t)ϕi(x) dx+
∫
ΓN
φN(t) ϕi(s) ds
(3.9)
Nh∑
j=1
∂cj(t)
∂t
∫
Ω
ϕj(x) ϕi(x) dx+
Nh∑
j=1
cj(t)
[∫
Ω
µ∇ϕj(x)∇ϕi(x) dx+
+
∫
Ω
u · ∇ϕj(x) ϕi(x) dx+
∫
Ω
σϕj(x)ϕi(x) dx
]
=
=
∫
Ω
f(t)ϕi(x) dx+
∫
ΓN
φN(t) ϕi(s) ds
(3.10)
Deﬁnimos las siguientes matrices y vectores:
M ≡ (mij) =
∫
Ω
ϕj(x) ϕi(x) dx (3.11)
D ≡ (dij) =
∫
Ω
µ∇ϕj(x)∇ϕi(x) dx (3.12)
R ≡ (rij) =
∫
Ω
σϕj(x)ϕi(x) dx (3.13)
T(u; t) ≡ (Tij(u; t)) =
∫
Ω
u(t) · ∇ϕj(x) ϕi(x) dx (3.14)
F(t) ≡ (fi(t)) =
∫
Ω
f(t)ϕi(x) dx+
∫
ΓN
φN(t) ϕi(s) ds (3.15)
c(t) =

c1(t)
c2(t)
...
cNh(t)
 (3.16)
Las matrices D,R son las mismas que las de la sección anterior y T(u),F tienen la
misma deﬁnición salvo que en este problema dependen del instante de tiempo.
La forma algebraica para el sistema semidiscreto se obtiene al sustituir estas matrices
en la forma débil del problema (3.10) queda así:{
M∂c(t)
∂t
+ (D+T(u; t) +R)c(t) = F(t) ∀t ∈ [t0, T ]
c(·, 0) = c0(·)
(3.17)
CAPÍTULO 3. PROBLEMA TRANSITORIO 19
Para la discretización temporal recurriremos a la familia de métodos llamados θ-
métodos. Con estos métodos se realiza la discretización temporal a través de un simple
paso de tiempo y se reemplazan los otros términos a través de una combinación lineal de
los valores en tiempo tn y de los los valores en el tiempo tn+1, dependiendo del valor del
parametro θ ∈ [0, 1]
Sea ∆t un paso de tiempo concreto (y constante), deﬁnimos tn = t0 +∆t n, c
n ≈ c(tn),
y escribiremos el superíndice ·n sobre una matriz o un vector para indicar que están
evaluados en ese paso de tiempo. El θ-método aplicado al problema (3.17) consiste en
resolver el siguiente sistema:
cn+1 − cn
∆t
= θM−1
[−(D+Tn+1(u) +R)cn+1 + Fn+1]+
+ (1− θ)M−1 [−(D+Tn(u) +R)cn + Fn]
(3.18)
[
M
∆t
+ θ(D+Tn+1(u) +R)
]
cn+1 =
=
[
M
∆t
− (1− θ)(D+Tn(u) +R)
]
cn + (1− θ)(Fn) + θ(Fn+1)
(3.19)
Para valores de θ < 1/2 el método sólo es estable para los valores que cumplen
∆t ≤ 2h
2
(1− 2θ)C
donde C es una constante, y h es el tamaño característico de la malla.
Para valores de θ ≥ 1/2 el método es incondicionalmente estable.
Por tanto, el problema queda reducido a la resolución de un sistema lineal para cada
paso de tiempo donde cn es conocido y la incógnita es cn+1
3.2.3. Técnicas de estabilización
La formulación de Galerkin presenta, como ya hemos comentado, ciertas deﬁciencias
en cuanto a la estabilidad del método cuando el término del transporte es dominante. Para
estabilizar este término de una forma consistente, debemos asegurar que la solución de la
ecuación diferencial sea igualmente solución de la forma débil. Al igual que en el apartado
anterior utilizaremos las técnicas de GLS y SUPG adaptadas al problema dependiente del
tiempo.
En este caso el residuo de la ecuación diferencial es:
R(c) = ∂c
∂t
+ u · ∇c+ σc− µ∆c︸ ︷︷ ︸
L
−f (3.20)
donde L es un operador diferencial asociado a la ecuación diferencial. Destacar que, al
igual que en el apartado anterior, en el momento en el que restringimos el problema a un
espacio en dimensión ﬁnita de elementos ﬁnitos (y remplazamos c por ch) R(c) sólo se
calcula para cada elemento interior Ωe. La fórmula general del método para el problema
DTR dependiente del tiempo será:
m(c, w) + d(c, w) + t(u; c, w) + r(c, w) +
∑
e
∫
Ωe
(P(w)τR(c)) dx = fˆ(w) (3.21)
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donde P es cierto operador aplicado a la función test que caracteriza al método, R es el
residuo de la ecuación diferencial y τ es el parámetro de estabilización y se deﬁne para la
familia de θ-métodos de la siguiente forma1:
τ =
(
1
θ∆t
+
2‖u‖
h
+
4µ
h2
+ σ
)−1
De nuevo recordar que, en nuestro problema, τ será constante pues suponemos u, µ y
sσ constantes y consideramos una malla uniforme.
El método de Petrov-Galerkin en contracorriente (SUPG)
Esta técnica de estabilización esta deﬁnida por:
P(w) = u · ∇w (3.22)
La restricción del problema a la forma débil queda de la siguiente forma:
Hallar para cadat > 0, ch ∈ Sh :
m(ch, wh) + d(ch, wh) + t(u; ch, wh) + r(ch, wh) +
∑
e
∫
Ω
P(wh)τR(ch) = fˆ(wh) ∀wh ∈ V h
(3.23)
Calculamos el término de estabilización:
∫
Ω
(P(wh)τR(ch)) =
=
∫
Ω
(u · ∇wh)τ(∂c
h
∂t
− µ∆ch + u · ∇ch + σch − f) dx =
=τ
[∫
Ω
(u · ∇wh)(∂c
h
∂t
) dx−
∫
Ω
(u · ∇wh)(µ∆ch)dx+
∫
Ω
(u · ∇wh)(u · ∇ch)dx+
+
∫
Ω
(u · ∇wh)(σch)dx−
∫
Ω
(u · ∇wh)fdx
]
(3.24)
Si reescribimos ch(x) =
∑Nh
j=1 cjϕj y tomando w
h = ϕi para cada i = 1, 2, · · · , Nh
tendremos:
∫
Ω
(P(wh)τR(ch)) =
=τ
[∫
Ω
(u · ∇ϕi)
(
∂
∂t
(
Nh∑
j=1
cj(t)ϕj
))
dx−
∫
Ω
(u · ∇ϕi)
(
µ∆
(
Nh∑
j=1
cj(t)ϕj
))
dx+
+
∫
Ω
(u · ∇ϕi)
(
u · ∇
(
Nh∑
j=1
cj(t)ϕj
))
dx+ .
∫
Ω
(u · ∇ϕi)
(
σ
(
Nh∑
j=1
cj(t)ϕj
))
dx+
−
∫
Ω
(u · ∇ϕi)fdx
]
=
(3.25)
1Codina (2000)
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=τ
[
Nh∑
j=1
∂cj(t)
∂t
∫
Ω
(u · ∇ϕi)(ϕj) dx−
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)(µ∆ϕj)dx+
+
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)(u · ∇ϕj)dx+ .
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)(σϕj)dx+
−
∫
Ω
(u · ∇ϕi)fdx
]
deﬁnimos las siguientes matrices y vectores de estabilización:
S(1) ≡ S(1)(ij) =
∫
Ω
(u · ∇ϕi)(ϕj) dx (3.26)
S(2),S(3),S(4),O(1) igual que en la sección anterior ((2.27)(2.28)(2.29)y(2.30)).
Podemos deﬁnir S1,S2 y O de la siguiente forma:
S1 = τS(1)
S2 = τ(−S(2) + S(3) + S(4))
O = τO(1)
(3.27)
Nótese que en el caso de que los polinomios utilizados en la discretización sean de
grado 1 el término S(2)(c
h, wh) = 0
Sustituyendo en (3.25) podemos reescribir la forma algebraica (3.17), añadiendo el
término de estabilización. El problema quedaría así:
{
(M+ S1(t)) ∂c(t)
∂t
+ (D+T(u; t) +R+ S2(t))c(t) = F(t) +O(t) ∀t ∈ [t0, T ]
c(·, 0) = c0(·)
(3.28)
El método de los mínimos cuadrados (GLS)
Esta técnica de estabilización esta deﬁnida por:
P(w) = L(w) = u · ∇w − µ∆w + σw (3.29)
La restricción del problema a la forma débil queda de la siguiente forma:
Hallar ch ∈ Sh :
m(ch, wh) + d(ch, wh) + t(u; ch, wh) + r(ch, wh) +
∑
e
∫
Ω
P(wh)τR(ch) = fˆ(wh) ∀wh ∈ V h
(3.30)
Calculamos el término de estabilización:
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∫
Ω
(P(wh)τR(ch)) dx =
=
∫
Ω
(u · ∇wh − µ∆wh + σwh)τ(∂c
h
∂t
− µ∆ch + u · ∇ch + σch − f) dx =
=τ
[∫
Ω
(u · ∇wh)(∂c
h
∂t
) dx−
∫
Ω
(u · ∇wh)(µ∆ch) dx+
∫
Ω
(u · ∇wh)((u · ∇ch) dx+
+
∫
Ω
(u · ∇wh)(σch) dx−
∫
Ω
(u · ∇wh)f dx−
∫
Ω
(µ∆wh)(
∂ch
∂t
)+
+
∫
Ω
(µ∆wh)(µ∆ch) dx−
∫
Ω
(µ∆wh)(u · ∇ch) dx+
−
∫
Ω
(µ∆wh)(σch) dx+
∫
Ω
(µ∆wh)f dx+
∫
Ω
(σwh)(
∂ch
∂t
) dx−
∫
Ω
(σwh)(µ∆ch) dx+
+
∫
Ω
(σwh)(u · ∇ch) dx+
∫
Ω
(σwh)(σch) dx−
∫
Ω
(σwh)f dx
]
(3.31)
Si reescribimos ch(x) =
∑Nh
j=1 cjϕj y tomando w
h = ϕi para cada i = 1, 2, · · · , Nh
tendremos:
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∫
Ω
(P(wh)τR(ch)) dx =
=τ
[∫
Ω
(u · ∇ϕi)( ∂
∂t
(
Nh∑
j=1
cj(t)ϕj
)
) dx−
∫
Ω
(u · ∇ϕi)
(
µ∆
(
Nh∑
j=1
cj(t)ϕj
))
dx+
+
∫
Ω
(u · ∇ϕi)
(
(u ·
(
Nh∑
j=1
cj(t)∇ϕj
))
dx+
∫
Ω
(u · ∇ϕi)
(
σ
(
Nh∑
j=1
cj(t)ϕj
))
dx+
−
∫
Ω
(u · ∇ϕi)f dx−
∫
Ω
(µ∆ϕi)
(
∂
∂t
(
Nh∑
j=1
cj(t)ϕj
))
+
+
∫
Ω
(µ∆ϕi)
(
µ∆
(
Nh∑
j=1
cj(t)ϕj
))
dx−
∫
Ω
(µ∆ϕi)
(
u ·
(
Nh∑
j=1
cj(t)∇ϕj
))
dx+
−
∫
Ω
(µ∆ϕi)
(
σ
(
Nh∑
j=1
cj(t)ϕj
))
dx+
∫
Ω
(µ∆ϕi)f dx+
∫
Ω
(
(σϕi)(
∂
∂t
(
Nh∑
j=1
cj(t)ϕj
))
dx+
−
∫
Ω
(σϕi)
(
µ∆
(
Nh∑
j=1
cj(t)ϕj
))
dx+
∫
Ω
(σϕi)
(
u ·
(
Nh∑
j=1
cj(t)∇ϕj
))
dx+
+
∫
Ω
(σϕi)
(
σ
(
Nh∑
j=1
cj(t)ϕj
))
dx−
∫
Ω
(σϕi)f dx
]
=
=τ
[
Nh∑
j=1
∂cj(t)
∂t
∫
Ω
(u · ∇ϕi)(ϕj) dx−
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)(µ∆ϕj) dx+
+
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)((u · ∇ϕj) dx+
Nh∑
j=1
cj(t)
∫
Ω
(u · ∇ϕi)(σϕj) dx+
−
∫
Ω
(u · ∇ϕi)f dx−
Nh∑
j=1
∂cj(t)
∂t
∫
Ω
(µ∆ϕi)ϕjdx+
+
Nh∑
j=1
cj(t)
∫
Ω
(µ∆ϕi)(µ∆ϕj) dx−
Nh∑
j=1
cj(t)
∫
Ω
(µ∆ϕi)(u · ∇ϕj) dx+
−
Nh∑
j=1
cj(t)
∫
Ω
(µ∆ϕi)(σϕj) dx+
∫
Ω
(µ∆ϕi)f dx+
Nh∑
j=1
∂cj(t)
∂t
∫
Ω
(σϕi)ϕj dx+
−
Nh∑
j=1
cj(t)
∫
Ω
(σϕi)(µ∆ϕj) dx+
Nh∑
j=1
cj(t)
∫
Ω
(σϕi)(u · ∇ϕj) dx+
+
Nh∑
j=1
cj(t)
∫
Ω
(σϕi)(σϕj) dx−
∫
Ω
(σϕi)f dx
]
(3.32)
deﬁnimos las siguientes matrices y vectores de estabilización:
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S(5) ≡ S(5)(ij) =
∫
Ω
(µ∆ϕi)(ϕj) dx (3.33)
S(9) ≡ S(9)(ij)
∫
Ω
(σϕi)(ϕj) (3.34)
S(1),S(2),S(3),S(4),O(1)S(6),S(7),S(8),O(2),S(10),S(11),S(12),O(3) igual que en la sec-
ción anterior ((2.27)(2.28)(2.29),(2.30)(2.37)(2.38)(2.39),(2.40)(2.41) (2.42)(2.43),(2.44)).
Podemos deﬁnir S1, S2 y O de la siguiente forma:
S1 = τ(S(1) − S(5) + S(9))
S2 = τ(−S(2) + S(3) + S(4) + S(6) − S(7) − S(8) − S(10) + S(11) + S(12))
O = τ(O(1) −O(2) +O(3))
(3.35)
Nótese, de nuevo, que en el caso de que los polinomios utilizados en la discretización
sean de grado 1 los términos correspondientes a S(2),S(5)S(6),S(7),S(8),S(10),O(2) serán
nulos.
Sustituyendo en (3.32) podemos reescribir la forma algebraica (3.17), añadiendo el
término de estabilización. El problema quedaría así:
{
M+ S1(t)∂c(t)
∂t
+ (D+T(u; t) +R+ S2(t))c(t) = F(t) +O(t) ∀t ∈ [t0, T ]
c(·, 0) = c0(·)
(3.36)
3.2.4. θ-método con términos de estabilización
Consideremos las formas algebraicas que provienen de los distintos métodos de esta-
bilización (3.28) y (3.36)
(M+ S1)
∂c
∂t
+ (D+T(u) +R+ S2)c = F+O (3.37)
donde c = c(t) = (c1(t), c2(t), · · · , cNh(t))T ∀t ∈ [t0, T ]
Aplicando el θ-método a ese sistema y realizando algunos cálculos obtenemos:
cn+1 − cn
∆t
= θ(M+ S1n+1)−1
[−(D+Tn+1(u) +R+ S2n+1)cn+1 + Fn+1 +On+1]+
+ (1− θ)(M+ S1n)−1 [−(D+Tn(u) +R+ S2n)cn + Fn +On]
(3.38)
M+ S1n+1
∆t
(cn+1 − cn) = θ [−(D+Tn+1(u) +R+ S2n+1)cn+1 + Fn+1 +On+1]+
+ (1− θ) [(M+ S1n+1)(M+ S1n)−1(−1)(D+Tn(u) +R+ S2n)cn + Fn +On]
(3.39)
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[
(M+ S1n+1)
∆t
+ θ(D+Tn+1(u) +R+ S2n+1)
]
cn+1 =
= θ(Fn+1 +On+1) + (1− θ)(M+ S1n+1)(M+ S1n)−1(Fn +On)+
+ (1− θ)
[
(M+ S1n+1)
∆t
− (M+ S1n+1)(M+ S1n)−1(D+Tn(u) +R+ S2n)
]
cn
(3.40)
Por tanto la resolución del problema consistirá en la resolución de este sistema a cada
paso de tiempo.
3.3. Algoritmo de resolución
En esta sección explicamos, al igual que hicimos en el problema estacionario, el algo-
ritmo de resolución del método de Galerkin que proponemos.
La implementación del código para la resolución del caso del problema transitorio
presenta mayor diﬁcultad que en el caso estacionario. En la búsqueda de un código eﬁ-
ciente es necesario reutilizar variables pues en otro caso se necesitaría demasiada memoria
computacional para la resolución de problemas simples.
Se busca la resolución de un sistema lineal a cada paso de tiempo.
3.3.1. Pasos previos
Antes de ejecutar nuestro código debemos realizar los mismo pasos previos que en el
problema estacionario. Sin embargo en algunos puntos se ha de introducir modiﬁcaciones.
En el archivo DTRData la variable tiempo, si es necesaria, se debe introducir como
varargin3. Como ejemplo:
% TRANSPORT (vector function!)
x = varargin{1};
y = varargin{2};
t = varargin{3}; %time
transport = [1+t+0*x; 1-t+0*y];
%transport = transport;
varargout(1) = {transport};
Al igual que en el caso estacionario, guardamos estos archivos en una carpeta dentro
de la ruta 'FEFiP/Data/DTR' e iniciamos el programa principal y el problema llamando
a las funciones StartFEFiP y StartProblem('DTR/NombreDeCarpeta')
En cuando al registro settings ademas de las variables ya comentadas tendremos que
añadir una más referente al valor de θ del θ-método que se desee usar:
settings.method = 'Direct';
settings.plot = 1; %1 picture
%2 movie
settings.error = 1;
settings.DTRstab = 1; %1 SUPG %2 GLS
settings.tmethod = 1; % 0 forward Euler
% 1/2 Crank-Nicholson
% 1 backward Euler
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Además en el caso de que queramos crear un pequeño clip que muestre las variaciones
a través del tiempo podemos indicar en el registro settings.plot el valor 2.
3.3.2. Pseudo-Código
Una vez realizados los pasos previos realizamos la llamada al programa. En el caso del
problema transitorio llamaremos a la función
[c,error,M] = DTRTime (mesh,dof,t0,Nt,tmax,settings)
mesh, dof y settings se deﬁnen según los pasos previos. En el caso de que settings.error=0
o settings.plot∈ 0, 1 las variables error y M respectivamente serán vacías tras la ejecución
del programa. t0 es el tiempo inicial de nuestro problema, tmax el tiempo ﬁnal y Nt el
número de pasos de tiempo que queremos realizar.
Pasamos a relatar paso a paso el algoritmo empleado:
1. Comprobamos si la malla utilizada y el paso de tiempo escogidos cumplen las con-
diciones de estabilidad del θ-método empleado.
2. Calculamos las matrices constantes. (M,D,R)
3. Calculamos las matrices y vectores dependientes del tiempo en el primer paso T,F.
En el caso de que apliquemos algún método de estabilización calcularemos también
S1, S2 y O en t0. En otro caso S1 = S2 = O = 0.
4. Calculamos D+T0 +R+ S20, (M+ S10)−1,F0 +O0
5. Entramos en el bucle.
a) Calculamos las matrices y vectores dependientes del tiempo en el nuevo paso
de tiempo Tn+1,Fn+1. En el caso de que apliquemos algún método de estabi-
lización calcularemos también S1, S2 y O en tn+1
b) Calculamos D+Tn+1 +R+ S2n+1, (M+ S1n+1)−1,Fn+1 +On+1
c) Calculamos:
A = (M+S1
n+1)
∆t
+ θ(D+Tn+1(u) +R+ S2n+1)
B = θ(Fn+1 +On+1) + (1− θ)(M+ S1n+1)(M+ S1n)−1(Fn +On) +
+ (1− θ)
[
(M+S1n+1)
∆t
− (M+ S1n+1)(M+ S1n)−1(D+Tn(u) +R+ S2n)
]
d) Imponemos las condiciones de contorno y reducimos las matrices a los nodos
internos.
e) Resolvemos el sistema lineal AX = B
f ) Guardamos cn+1 = X,Tn = Tn+1,Fn = Fn+1,S1n = S1n+1,S2n = S2n+1,
On = On+1.
g) Iniciamos el bucle.
6. El bucle termina cuando se han realizado Nt pasos.
La solución será una matriz que contenga el valor de c en cada nodo de la malla elegida
para cada paso de tiempo.
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Capítulo 4
Resultados numéricos
En este apartado mostraremos algunos resultados numéricos obtenidos de diversos
problemas. En algunos de ellos contaremos con la solución exacta por lo que podremos
observar los errores entre la solución numérica y la real.
4.1. Problema Estacionario
4.1.1. Problema1
{
−µ∆c+ u · ∇c+ σc = f en Ω = [0, 1]× [0, 1]
c = cos(x) cos(y) en ∂Ω
(4.1)
donde
f = (2µ+ σ) cos(x) cos(y)− u1 sin(x) cos(y)− u2 cos(x) sin(y)
µ = 1
σ = 5
u(x, y) = (10, 10)
El problema tienen número de Pèclet Pe > 1 y la malla utilizada tiene como longitud
característica h = 0,1250
28
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Mesh2. Solución Exacta.
Mesh2. Sin estabilización.
Mesh2. SUPG.
4.1.2. Problema2
Buscaremos las soluciones para el siguiente problema1
−µ∆c+ u · ∇c = f en Ω = [0, 1]× [0, 1]
c = φD en ∂Ω
µ ∂c
∂n
= φN en ΓN
(4.2)
donde
f = 0
µ = 0,0001
σ = 0
u(x, y) = (cos(pi/6), sin(pi/6)];
1Sección 2.6.4 del libro: J. Donea and A. Huerta, Finite Element Method for Flow Problems, Wiley,
2003.
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Caso 1 • en Γ1,Γ2,Γ3 : φD = 0
• en Γ4 : φD =
{
0 si y ≥ 0,2
1 si y < 0,2
Caso 2 • en Γ1 : φD = 0
• en Γ4 : φD =
{
0 si y ≥ 0,2
1 si y < 0,2
• en Γ2,Γ3 : φN = 0
Caso 1
(h = 0,1250,Pe > 1 )
Mesh2. Sin estabilización.
Mesh2. SUPG.h=0.1250
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Caso 2
Mesh2. Sin estabilización.
Mesh2. SUPG.
4.1.3. Problema 3
Buscamos las soluciones para el siguiente problema2{
−µ∆c+ u · ∇c+ σc = f en Ω = [0, 1]× [0, 1]
c = φD en ∂Ω
(4.3)
donde
f = 1
µ = 1
φD = 0
σ = 1
Caso 1 u = 1
2
(
cos pi
6
, sin pi
6
)
.
Caso 2 u = 10−3
(
cos pi
6
, sin pi
6
)
Caso 1
(h = 0,1250,Pe > 1 )
2Sección 2.6.5 del libro: J. Donea and A. Huerta, Finite Element Method for Flow Problems, Wiley,
2003.
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Mesh2. Sin estabilización.
Mesh2. SUPG.
Caso 2
(h = 0,1250,Pe < 1 )
Mesh2. Sin estabilización.
Mesh2. SUPG.
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4.1.4. Problema 4
Buscamos las soluciones para el siguiente problema3{
−µ∆c+ u · ∇c+ σc = f en Ω = [0, 1]× [0, 1]
c = φD en ∂Ω
(4.4)
donde
f =
{
1 si
√
x2 + y2 ≤ 1
2
0 en otro caso
u = 1− (x2 + y2)
( −y
x
)
µ = 0,0001
φD = 0
σ = 2
(Pe > 1)
Mesh2. Sin estabilización.
Mesh2. Con estabilización SUPG.
3Sección 5.6.3 del libro: J. Donea and A. Huerta, Finite Element Method for Flow Problems, Wiley,
2003.
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4.2. Problema transitorio
4.2.1. Problema1

−µ∆c+ u · ∇c+ σc = f en Ω = [0, 1]× [0, 1]
c = 0 en ∂Ω
c0 = 0 en Ω
(4.5)
donde
f = cos(x) sin(x) cos(t)−µ(− cos(x) sin(y) sin(t)−cos(x) sin(y) sin(t)−u1 sin(x)sin(y)+
+u2(cos(x) cos(y) sin(t) + σ cos(x) cos(y) sin(t)
µ = 1
σ = 1
u(x, y) = (1 + t, 1− t)
Mesh2. Sin estabilización.t = pi, θ = 1
4.2.2. Problema2
4 
−µ∆c+ u · ∇c = f en Ω = [0, 1]× [0, 1]
c = 0 en ∂Ω
c0 = 0 en ∂Ω
(4.6)
donde
f = e−t
10
{
cos
(
pi/2
√
x2 + y2
)
si
√
x2 + y2 ≤ 1
0 en otro caso
µ = 1
σ = 1
u(x, y) = (−y, x)
4Sección 5.6.2 del libro: J. Donea and A. Huerta, Finite Element Method for Flow Problems, Wiley,
2003.
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Mesh2. Sin estabilización.t = pi, θ = 1
Mesh2. Sin estabilización.t = pi, θ = 0
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