Abstract. We study the point-to-point shortest path problem with preprocessing. Given an input graph, we preprocess it so as to be able to answer a series of source-to-destination queries efficiently. Our work is motivated by an algorithm of Gutman [ALENEX'04], based on the notion of reach, which measures how important each vertex is with respect to shortest paths. We present a simplified version of his algorithm that does not require explicit lower bounds during queries. We also show how the addition of shortcuts to the graph greatly improves the performance of both preprocessing and queries. Finally, we combine a reach-based algorithm with landmark-based A * search to obtain a wide range of space-time trade-offs. For our motivating application, driving directions for road networks, the resulting algorithm is very efficient and practical. The road networks of the USA and Western Europe have roughly 20 million vertices, but on average our algorithm must visit fewer than a thousand to find the distance between two points. Our algorithm also works reasonably well on 2-dimensional grid graphs with random arc weights.
Introduction
We study the point-to-point shortest path problem (P2P): given a directed graph G = (V, A) with nonnegative arc lengths and two vertices, the source s and the destination t, find a shortest path from s to t. Although there is a single input graph, typically there are many source/destination queries. We therefore allow preprocessing of the input graph, but limit the size of the precomputed data to a (moderate) constant times the graph size. Preprocessing time is limited by practical considerations. For example, in our motivating application, driving directions on large road networks, quadratic-time algorithms are impractical. We are interested in exact shortest paths only.
Finding shortest paths is a fundamental problem. The single-source problem with nonnegative arc lengths has been studied most extensively [3, 5, 10, 11, 15, 16, 17, 18, 22, 27, 36, 47, 51] . Near-optimal algorithms are known both in theory, with near-linear time bounds, and in practice, with running times within a small constant factor of the breadth-first search time.
The P2P problem with no preprocessing has been addressed, for example, in [26, 39, 45, 52] . While no nontrivial theoretical results are known for the general P2P problem, there has been work on the special case of undirected planar graphs with slightly super-linear preprocessing space. The best bound in this context is c 0000 (copyright holder) due to Fakcharoenphol and Rao [14] . Algorithms for approximate shortest paths that use preprocessing have also been studied; see e.g., [4, 28, 48] .
Previous work on exact P2P algorithms with preprocessing includes, e.g., [19, 23, 24, 30, 33, 37, 40, 43, 44, 50] . We focus our discussion here on the most relevant recent developments in preprocessing-based algorithms for road networks. Such methods have two components: a preprocessing algorithm, which computes auxiliary data, and a query algorithm, which computes an answer for a given s-t pair.
Gutman [24] introduced the notion of vertex reach. Informally, the reach of a vertex v is large if v is close to the middle of some long shortest path and small otherwise. Gutman proposes a simple modification of Dijkstra's algorithm that can prune an s-t search based on (upper bounds on) vertex reaches and (lower bounds on) vertex distances from s and to t. He uses Euclidean distances as lower bounds, and observes that the efficiency can be improved if reaches are combined with Euclidean-based A * search [25, 38] , which uses lower bounds on the distance to the destination to direct the search towards it.
Goldberg and Harrelson [19] (see also [23] ) have shown that the performance of A * search (without reaches) can be significantly improved if Euclidean lower bounds are replaced by landmark-based lower bounds. These bounds are obtained by storing (in the preprocessing step) the distances between every vertex and a small set of special vertices, the landmarks. During queries, one can use this information, together with the triangle inequality, to obtain lower bounds on the distance between any two vertices in the graph. This leads to the alt (A * search, landmarks, and triangle inequality) method for the point-to-point problem.
Sanders and Schultes [40, 41] use the notion of highway hierarchies to design efficient algorithms for road networks. The preprocessing algorithm builds a hierarchy of increasingly sparse highway networks; queries start at the original graph and gradually move to upper levels of the hierarchy, greatly reducing the search space. To magnify the natural hierarchy of road networks, the algorithm adds shortcuts to the graph: additional edges with the same lengths as the original shortest paths between their endpoints.
In this paper, our first major contribution is to show that reaches can be used to prune the search even when explicit lower bounds (such as those obtained by Euclidean bounds or landmarks) are not available. By making the search bidirectional, we can use the bounds implicit in the search itself to prune it.
The second major contribution of our paper is to explain how shortcuts can be used in the context of reach-based algorithms. This significantly improves both preprocessing and query efficiency. The resulting algorithm is called re. Although the preprocessing algorithm needs to be modified in order to generate shortcuts, the query algorithm remains the same regardless of whether shortcuts are present or not.
Our third major contribution is to show that the alt method can be combined with reach-based pruning in a natural way, leading to an algorithm we call real. We also show that by maintaining landmark data only for high-reach vertices, one can greatly reduce the memory requirements of real. Furthermore, if we use some of the saved space for more landmarks, we can win in both space and time.
In addition, we introduce several improvements to preprocessing and query algorithms for landmark-and reach-based methods.
We evaluate the efficiency of our algorithms through experiments, mostly on road networks with three length functions (travel times, travel distances, and unit lengths). Our experiments show practical results for all three metrics. The road networks of Western Europe or the United States, each with roughly 20 million vertices, can be preprocessed in an hour or less. The average query with our fastest algorithm takes roughly one millisecond on a standard workstation and scans fewer than 1000 vertices.
We have also obtained good results for 2-dimensional grids with random arc lengths. Although not as good as for road networks, the results prove that our techniques have more general applicability. To show the limitations of these techniques, we also experimented with grids of higher dimension and with random graphs. On these inputs, our heuristics do not achieve significant performance gains.
This paper is organized as follows. Section 2 reviews Dijkstra's algorithm and some variants, and establishes the notation used throughout the paper. Section 3 formalizes the definition of reach and explains how it can be used to prune a pointto-point shortest path search. Section 4 deals with reach computation: how reaches (or upper bounds on reaches) can be computed in reasonable time during the preprocessing stage of our algorithm. Section 5 reviews the alt algorithm and shows how it can be combined with reach-based pruning. Section 6 presents our experimental results. Final remarks are made in Section 7, including a brief comparison with recent work presented at the 9th DIMACS Implementation Challenge [8] .
Preliminaries
The input to the preprocessing stage of a P2P shortest path algorithm is a directed graph G = (V, A) with n vertices and m arcs, and nonnegative lengths ℓ(a) for every arc a. Besides the source s and the sink t, the query stage takes as input the data produced by the preprocessing stage, which includes the graph itself (potentially modified) and auxiliary information. The goal is to find a shortest path from s to t. We denote by dist(v, w) the shortest-path distance from vertex v to vertex w with respect to ℓ. In general, dist(v, w) = dist(w, v).
The labeling method for the shortest path problem [31, 32] finds shortest paths from the source to all vertices in the graph. It works as follows (see e.g., [46] If the length function is nonnegative, the labeling method terminates with correct shortest path distances and a shortest path tree. Its efficiency depends on the rule to choose a vertex to scan next. We say that d(v) is exact if it is equal to the distance from s to v. If one always selects a vertex v such that, at selection time, d(v) is exact, then each vertex is scanned at most once. Dijkstra [11] (and independently Dantzig [5] ) observed that if ℓ is nonnegative and v is a labeled vertex with the smallest distance label, then d(v) is exact. The labeling method with the minimum label selection rule is known as Dijkstra's algorithm.
For the P2P case, note that when the algorithm is about to scan the sink t, we know that d(t) is exact and the s-t path defined by the parent pointers is a shortest path. We can terminate the algorithm at this point. Intuitively, Dijkstra's algorithm searches a ball with s in the center and t on the boundary.
One can also run Dijkstra's algorithm on the reverse graph (the graph with every arc reversed) from the sink. The reverse of the t-s path found is a shortest s-t path in the original graph.
The bidirectional algorithm [5, 13, 38] alternates between running the forward and reverse versions of Dijkstra's algorithm, each maintaining its own set of distance labels. We denote by d f (v) the distance label of a vertex v maintained by the forward version, and by d r (v) the distance label of a vertex v maintained by the reverse version. (We will still use d(v) when the direction would not matter or is clear from the context.) During initialization, the forward search scans s and the reverse search scans t. The algorithm also maintains the length of the shortest path seen so far, µ, and the corresponding path. Initially, µ = ∞. When an arc (v, w) is relaxed by the forward search and w has already been scanned by the reverse search, we know the shortest s-v and w-t paths have lengths d f (v) and d r (w), respectively.
, we have found a path that is shorter than those seen before, so we update µ and its path accordingly. We perform similar updates during the reverse search. Note that, to maintain the current best path, it is enough to remember the arc (v, w) whose relaxation gave the current value of µ, as the forward search maintains the s-v path of length d f (v) and the reverse search maintains the w-t path of length d r (w). We can alternate between the searches in any order. In our experiments, we strictly alternate between the searches, balancing the work between them.
Intuitively, the bidirectional algorithm searches two touching balls centered at s and t: we can stop when the search in one direction selects a vertex already scanned in the other. A slightly tighter criterion is to terminate the search when top f +top r ≥ µ, where top f and top r denote the top keys (values) in the forward and reverse priority queues, respectively (i.e., the smallest labels of unscanned vertices in each direction). To see why this is a valid criterion, suppose there exists an s-t path P whose length is less than µ. Then there must exist an arc (v, w) on this path such that dist(s, v) < top f and dist(w, t) < top r , which means that v and w must have been scanned already. Suppose, without loss of generality, that v was scanned first; then, when scanning w, path P would have been detected. Since it was not, P cannot exist and µ must indeed be the length of the shortest s-t path.
Reach-Based Pruning
Given a path P from s to t and a vertex v on P , the reach of v with respect to P is the minimum of the length of the prefix of P (the subpath from s to v) and the length of the suffix of P (the subpath from v to t). See Figure 1 . The reach of v, r(v), is the maximum, over all shortest paths P through v, of the reach of v with respect to P . Throughout this paper, we assume that shortest paths are unique. If the input has ties, these can be broken in several ways; we describe our tie-breaking procedure in Section 4.6.
The intuition behind the notion of reach is simple. A vertex has high reach only if it is close to the middle of some very long shortest path. On road networks,
The reach of v with respect to the shortest path P between s and t is the minimum between the lengths of its prefix and its suffix (with respect to v).
high-reach vertices roughly correspond to highways, whereas low-reach vertices correspond to local intersections. Take a vertex v representing an intersection between two local roads in a small town. There are shortest paths containing v that start close to v and end somewhere far away, and shortest paths containing v that start far away and end close to v. Usually, however, it is not the case that there is a shortest path that starts far away from v, passes through v, and ends far away from v.
The knowledge that a particular vertex v has low reach can be used to prune it during searches. Once we are far away from the source s and the target t, there is no point in visiting v: we know it cannot be on the shortest path from s to t. The remainder of this section will make these observations more formal.
For large graphs, computing exact reaches is impractical with current algorithms. Instead, we efficiently compute upper bounds on the reach of every vertex, which is enough for our purposes. Section 4 will explain in detail how this can be done. For now, assume that we have valid reach upper bounds; how they were obtained is immaterial.
We denote an upper bound on r(v) by r(v). Let dist(v, w) denote a lower bound on the distance from v to w. The following fact allows us to use reaches for pruning an s-t Dijkstra's search: Suppose r(v) < dist(s, v) and r(v) < dist(v, t). Then v is not on a shortest path from s to t, and therefore Dijkstra's algorithm does not need to label or scan v.
This holds for the bidirectional algorithm as well.
Note that upper bounds on reaches are not enough: we still need lower bounds on distances from s (which the search itself can provide) and to t. Gutman [24] proposed using Euclidean lower bounds to find lower bounds on distances to t. Unfortunately, this only works when vertex coordinates are available, which is not always the case. Even when they are available, as in the case of road networks, the lower bounds are not particularly tight, especially when length functions other than travel distances are used.
We propose a simpler (and more effective) strategy: make the search bidirectional, and extract implicit lower bounds from the bidirectional search itself. During an execution of a bidirectional version of Dijkstra's algorithm, consider the search in the forward direction, and let γ be the smallest distance label of a labeled vertex in the reverse direction (i.e., the topmost key in the reverse heap). If a vertex v has not been scanned in the reverse direction, then γ is a lower bound on the distance from v to the target t. The same idea applies to the reverse search: we use the topmost key in the forward heap as a lower bound on the distance from the source to any vertex not yet scanned in the forward direction.
When we are about to scan v, we know that d f (v) is the distance from the source to v. So we can prune the search at v if v has not been scanned in the reverse direction,r(v) < d f (v), andr(v) < γ. When using these bounds, the stopping condition is the same as for the standard bidirectional algorithm (without pruning). As in the original case, we can alternate between the searches in any way. We call the resulting procedure the bidirectional bound algorithm. See Figure 2 . A variant of this method is the self-bounding algorithm, which can prune a vertex based on its own distance label, regardless of the other direction. Assume we are about to scan a vertex v in the forward direction (the procedure in the reverse direction is similar). If r(v) < d f (v), we prune the vertex. Note that if the distance from v to t is at most r(v), the vertex will still be scanned in the reverse direction, given the appropriate stopping condition. It is easy to see that the following stopping condition works.
Stop the search in a given direction when either there are no labeled vertices or the minimum distance label of labeled vertices for the corresponding search is at least half the length of the shortest path seen so far. The self-bounding algorithm can safely ignore the lower bound to the destination because it leaves to the other search to visit vertices that are closer to it. Note, however, that when scanning an arc (v, w), even if we end up pruning w, the selfbounding algorithm must check if w has been scanned in the opposite direction; if so, it must check if the candidate path using (v, w) is the shortest path seen so far.
The natural distance-balanced algorithm falls into both of the above categories. It balances the radii of the forward search and the reverse search by scanning in each iteration the labeled vertex with minimum distance label, considering both directions. The distance label of this vertex is also a lower bound on the distance to the target, as the search in the opposite direction has not selected the vertex yet. This algorithm, which we call re, is the one we tested in our experiments, given its simplicity and the fact that it can be naturally combined with A * search, as Section 5.2 will show. Although it could be implemented with only one priority queue, we use two for consistency with the other algorithms we implemented.
3.1. Early Pruning. Our implementation checks whether a vertex w can be pruned not only when scanning it, but also when considering whether to insert it into the heap or not. We call this early pruning. When processing an arc (v, w) in the forward search, we are actually evaluating a path from s to t that passes through v and w. The distance from s to w on this path is d f (v) + ℓ(v, w); a lower bound on the distance from w to t is γ (the topmost value in the reverse heap), assuming that w has not been scanned yet. Ifr(w) < min{d f (v) + ℓ(v, w), γ}, we can prune the search at w. The same procedure applies to the reverse search.
Besides avoiding heap insertions, early pruning can actually reduce the number of arcs we have to scan. Suppose that the arcs in the adjacency list of v are sorted in decreasing order of upper bounds on reaches. In other words, if (v, w) and (v, x) are such thatr(w) <r(x), then (v, x) appears before (v, w) in the adjacency list of v. If, when scanning (v, w), we determine thatr(w) < γ andr(w) < d f (v), then we can not only prune (v, w), but implicitly prune all remaining arcs in the adjacency list of v. Note that there will be cases wherer(w) will be greater than d f (v) but smaller than d f (v) + ℓ(v, w); we can still prune w, but we must continue traversing the adjacency list of v. To make this optimization possible, we can sort the adjacency lists when reading the graph for queries (as we did in our experiments) or during the preprocessing step.
To ensure that implicit pruning is indeed correct, there is still a special case we must address. As described, the routine assumes, when processing (v, w), that γ is a valid lower bound on the distance to t from every neighbor z of v that appears after (v, w) in the adjacency list. This may not be true if z has already been scanned: the algorithm will miss the arc (v, z) when scanning v, and it can conceivably be part of the shortest path. Fortunately, this arc will have already been scanned from z during the reverse search. At that point, however, v had not yet been scanned in the forward direction, and therefore the algorithm will not have checked if (v, z) belongs to the shortest path. This can remedied by performing an additional check when scanning v itself: if v is labeled in the other direction, the algorithm checks whether d f (v) + d r (v) ≤ µ and updates the shortest path seen so far accordingly.
3.2. Improving Locality. When reaches are available, a typical point-topoint query spends most of its time scanning high-reach vertices. Except at the very beginning of the search, low-reach vertices are pruned. During repeated searches, most vertices visited have high reach. This suggests an obvious optimization: during preprocessing, reorder the vertices such that high-reach vertices are close together in memory to improve cache locality.
The simplest way to achieve this would be to sort vertices in non-increasing order of reach. This, however, will destroy the locality of the input: in many applications (including road networks), the original vertex order has high locality.
Instead, we adopt the following approach to order the vertices. We partition the vertices into two equal-sized sets: the first contains the n/2 vertices with highest reach, and the other contains the remaining vertices. We keep the original relative ordering in each part, then recursively process the first part. Besides improving locality, this reordering also facilitates other optimizations, such as reach-aware landmarks (described in Section 5.4).
Reach Computation
Having seen how reach upper bounds are used to prune the search, we now turn to the problem of computing these bounds. The standard algorithm for computing exact reaches builds shortest path trees from each vertex in the graph. The shortest path tree rooted at vertex r compactly represents all shortest paths that start at r.
1
The reach of a vertex v restricted to these paths is given by the minimum between its depth (the distance from r) and its height (the distance to its farthest descendent in the tree). The reach of v with respect to the entire graph is the maximum reach of v with respect to all shortest path trees.
Building n shortest path trees is too expensive for large road networks. Fortunately, as already mentioned, it is enough to compute upper bounds on reaches. Gutman [24] suggested an algorithm for this purpose that works in rounds. Each round tries to find upper bounds for reaches that are smaller than a threshold ǫ by growing partial shortest path trees of depth greater than 2ǫ. Intuitively, a highreach vertex (i.e., a vertex with reach at least ǫ) must be close to the middle of some shortest s-t path of length slightly bigger than 2ǫ. This path will be among those considered when a partial shortest path tree is grown from s. At the end of a round, vertices with bounded reach are removed from the graph, the threshold ǫ is increased (by a multiplicative factor), and the procedure is repeated in the resulting subgraph, now with a larger threshold. This process continues until all reaches have been bounded.
Since the threshold increases substantially as the algorithm progresses, so does the depth of the shortest path trees obtained. Therefore, the efficiency of the algorithm depends crucially on how fast the graph shrinks due to the elimination of low-reach vertices. Intuitively, one would like the number of vertices in the partial trees to remain approximately constant from one round to the next. Unfortunately, when Gutman's algorithm is applied to road networks, the trees increase in size, rendering the algorithm impractical for large graphs.
4.1. Our Approach. Our algorithm is based on the same basic approach (growing partial trees) as Gutman's, but we suggest several improvements that lead to significant speedups.
Our most important improvement is adding shortcut arcs (or simply shortcuts) to the graph during the preprocessing procedure. A shortcut (v, w) is a new arc with length equal to that of an existing path between v and w. If we break ties appropriately (giving preference to shortcuts), we may decrease the reach of internal vertices on the original v-w path. This speeds up both preprocessing (because more vertices are eliminated after each round) and queries (because vertices with lower reach are more likely to be pruned). The resulting algorithm becomes practical for large road networks, such as those of the USA and Western Europe.
Our method for generating shortcuts is based on the one suggested by Sanders and Schultes [40, 41] in the context of highway hierarchies. The idea is to bypass a low-degree vertex v by adding for each pair of arcs [(u, v) , (v, w)] an arc (u, w) of length ℓ(u, v) + ℓ(v, w) and deleting v and all arcs adjacent to it. To avoid introducing too many arcs, we prefer to bypass vertices of low degree. Although this shortcut strategy is local, its repeated application may introduce shortcuts representing very long paths. This happens on road networks, where these paths often correspond to portions of highways between two important exits.
A second important novelty of our preprocessing algorithm is that it computes upper bounds on the reaches of arcs, not vertices. Let P be the shortest path from s to t, and assume it contains an arc (v, w). The reach of (v, w) with respect to P is the minimum between the distance from s to w and the distance from v to t. The reach of (v, w) (with respect to the entire graph), denoted by r(v, w), is the maximum, over all shortest paths P containing (v, w), of the reach of (v, w) with respect to P . The main advantage of computing arc reaches is that it allows for more efficient shortcutting: a high-reach vertex can be bypassed as soon as enough low-reach arcs incident to it are eliminated.
We now outline the preprocessing algorithm in more detail. Like Gutman's algorithm, it works in rounds (or levels). At level i, it tries to bound all arc reaches below some threshold ǫ i , which grows exponentially with i. Level i starts by removing from the graph every arc whose reach was bounded in the previous level. It then eliminates (bypasses) some low-degree vertices by adding shortcuts between its original neighbors. Finally, it grows partial shortest path trees from all remaining vertices, and uses these trees to find upper bounds on the reaches of arcs whose reaches are less then ǫ i . The algorithm proceeds until all arcs have been eliminated, i.e., until all reaches have been bounded.
2
At this point, arc reaches are converted to vertex reaches, which are used during queries. We could employ arc reaches during queries, but vertex reaches require less space and are easier to use.
Although the partial shortest path trees grown in a given level contain only vertices and arcs that have not been eliminated from the graph, our goal is to find reach upper bounds that are valid for the original graph. We must therefore take into consideration the arcs that have already been deleted, either in previous iterations or when introducing shortcuts in the current iteration. We do that implicitly, by associating penalties with each vertex v in the current graph, as Section 4.2 will explain in detail. Intuitively, penalties are used to artificially extend the lengths of all shortest paths that start or end at v in the original graph, implicitly accounting for the fact that these paths could be extended to vertices that have been previously eliminated by the preprocessing routine.
Unfortunately, although they help find valid upper bounds, penalties often lead to overly conservative reach estimates. We may end up with upper bounds that are significantly above the actual reach values, which makes pruning less effective during queries. This is especially true for high-reach vertices, the last to have their reaches bounded. This is unfortunate, since they are arguably the most important vertices in the graph: queries prune most low-reach vertices and spend most of their time traversing high-reach ones.
To minimize this issue, the preprocessing algorithm also has a refinement phase. After all reach upper bounds are obtained, we compute exact vertex reaches on the subgraph induced by the δ vertices with highest reach upper bound, where δ is a user-defined parameter (set to 2⌈
√ n⌉ in most of our experiments). The remaining vertices are considered only implicitly, as penalties. 2 We reiterate that these arcs are "eliminated" during preprocessing only; all original arcs and shortcuts will be present in the final graph, on which queries will be performed.
The remainder of this section describes in detail each component of the preprocessing algorithm: the partial-trees procedure (Section 4.2), shortcut generation (Section 4.3), and the refinement step (Section 4.4). Other implementation details, including parameter choices, are discussed in Section 4.5.
4.2. Approximate Reaches: Growing Partial Trees. We now describe the main routine executed in each iteration of our preprocessing algorithm. Given a graph G = (V, A) and the threshold ǫ, our goal is to find valid reach upper bounds for arcs in A whose actual reaches are smaller than ǫ. (This discussion deals with a single iteration, and therefore assumes that ǫ is fixed.) For the remaining arcs, the upper bound is ∞. While the algorithm is allowed to report false negatives (i.e., it may find an upper bound of ∞ for arcs whose actual reach is less than ǫ), it must never report a false positive.
Fix an arc (v, w). To prove that r(v, w) < ǫ, we must consider all shortest paths that contain (v, w). Fortunately, we do not have to evaluate all such paths explicitly: it suffices to process only minimal paths. Let P st = (s, s ′ , . . . , v, w, . . . , t ′ , t) be the shortest path between s and t, and assume that (v, w) has reach at least ǫ with respect to this path. Path P st is ǫ-minimal with respect to (v, w) if and only if the reaches of (v, w) with respect to P s ′ t and P st ′ are both smaller than ǫ.
The algorithm works by growing a partial tree T r from each vertex r ∈ V . It runs Dijkstra's algorithm from r, but stops as soon as it can prove that all minimal paths starting at r are part of the tree. In order to determine when to stop growing the tree, we need the notion of inner vertices. Let v be a vertex in this tree, and let x be the first vertex (besides r) on the path from r to v. We say that v is an inner vertex if either v = r or d(x, v) < ǫ, where d(x, v) denotes the distance (in the tree) between x and v. Note that, when v is not an inner vertex, no path P rt starting at r will be ǫ-minimal with respect to a tree arc (u, v): if the reach of (u, v) is greater than ǫ with respect to P rt , it will also be greater than ǫ with respect to P xt .
The tree arcs whose heads are inner vertices are those whose reaches we will try to bound; we call them inner arcs. The partial tree T r must be large enough to include all of them, as well as enough descendants to bound their height accurately. More precisely, we must make sure that every inner vertex v has one of two properties: (1) v has no labeled (unscanned) descendent; or (2) v has at least one scanned descendent whose distance from p(v) (the parent of v in T r ) is ǫ or greater. When these conditions are satisfied, we do not need to grow the tree any further because all ǫ-minimal paths starting at r are already taken into account. In practice, however, this condition often leads to very large partial trees. As Section 4.2.1 will explain, we use a relaxed version of the second condition that only guarantees that the distance (in the partial tree) to every labeled vertex from its closest inner ancestor is greater than ǫ. When processing the partial tree, we consider both scanned and labeled vertices (which will be leaves) as belonging to it. This ensures that there are no false positives, but may generate false negatives.
Once the tree is built, processing it is straightforward. For each vertex v, we know its depth, i.e., the distance from the root to v. In O(|T r |) time, one can also compute the height of every inner vertex v, defined as the distance within the tree from v to its farthest descendent (either scanned or labeled). The reach of a tree arc (v, w) with respect to the partial tree is the minimum between the depth of w and the height of v. The reach bound for (v, w) with respect to the entire graph is the maximum over all such reaches, considering all partial trees that contain (v, w) and have w as an inner vertex. If this maximum is at least ǫ, we declare the reach bound to be ∞.
As already observed, the notion of running several rounds of partial-tree computation to find reach upper bounds is due to Gutman [24] . Our algorithm improves on his in three important ways. First, we add shortcuts between two rounds of partial-trees computation, which causes the graph to shrink much faster (on road networks). Second, we compute arc reaches instead of vertex reaches, which decreases the degrees of high-reach vertices more quickly during preprocessing and allows them to be bypassed (which reduces their reach). Finally, we only grow partial shortest path trees from vertices that have not been eliminated yet (as the next subsection will explain). Gutman's algorithm, in contrast, also grows trees from eliminated vertices with "live" neighbors, which is significantly slower. Without these modifications, the preprocessing algorithm would be impractical for very large graphs, and query performance would be significantly worse.
4.2.1. Dealing with penalties. As described, the algorithm assumes that partial trees are grown from every vertex in the graph. We would like, however, to run the partial-trees routine even after some of the vertices have been eliminated (because they were bypassed or their reach was bounded in a previous iteration), growing partial trees from the remaining vertices only. Eliminated vertices must be taken into account, however, since they may belong to the shortest paths that determine the reaches of the remaining vertices.
We use the notion of penalties to account for the eliminated vertices. If v is a vertex that remains in the graph, its in-penalty is the maximum over the reaches of all arcs (u, v) that have already been eliminated. Similarly, the out-penalty of v is the maximum reach of all arcs (v, w) that have already been eliminated. The intuition behind penalties is simple. Suppose that the reach of an arc (x, y) (still in the graph) is determined by the shortest path between s and t. Some arcs on this path may have already been eliminated from the graph, because they have small reach. But consider the largest subpath s ′ -t ′ of s-t that remains in the graph and contains (x, y): if we implicitly "extend" it on both ends (by adding in-penalty(s ′ ) to the prefix and out-penalty(t ′ ) to the suffix), the reach of (x, y) with respect to this subpath will be at least as large as the original reach.
To consider penalties when processing partial trees, it suffices to modify some of the definitions used by the procedure. The (redefined) depth of a vertex v within a tree T r , denoted by depth r (v), is the distance from r to v plus the in-penalty of r. Similarly, the height of a vertex is redefined to take out-penalties into account. We implicitly attach a pseudo-leaf v ′ to each vertex v in T r and set the length of the arc between v and v ′ to be the out-penalty of v. Heights are computed not with respect to T r , but with respect to the pseudo-tree obtained when the pseudo-leaves are taken into account. As before, the reach of a tree arc (v, w) with respect to T r is the minimum between the (modified) depth of w and the (modified) height of v.
Next we describe two simple modifications to the way partial trees are grown. They use penalty information to reduce the number of inner vertices in each tree, and with them the number of scanned vertices. This makes the algorithm faster without changing the reach bounds it obtains.
First, when deciding whether v is an inner vertex with respect to a root r, we compute depth r (v) taking in-penalties into account, i.e., as d(r, v) + in-penalty(r). To be considered an inner vertex, v must satisfy one of the following conditions:
(1) v = r or (2) p(v) = r or (3) depth x (v) < ǫ (recall that x is the second vertex on the path from r to v). There is one exception to condition (3): if depth r (p(v)) < in-penalty(p(v)), v will not be considered an inner vertex (because its modified depth will be even higher in the tree rooted at p(v)), and neither will its descendents. Note that, together, these definitions imply that the parent of an inner vertex must also be an inner vertex.
The second modification is in the stopping criterion. We grow the tree until none of the labeled (unscanned) vertices is relevant. All inner vertices are relevant. To decide whether an outer vertex is relevant, we keep track of the extension of each vertex w, denoted by ext r (w): if u is the last inner vertex on the path from r to w, ext r (w) is defined as d(p(u), w). An outer vertex v is relevant if its parent is relevant and ext r (p(v)) + out-penalty(p(v)) ≤ ǫ. This definition ensures that, when v is not relevant, every inner ancestor of v will have height greater than ǫ even if we stop growing the tree at p(v).
Our implementation introduces a third modification: we relax the notion of relevance to allow the algorithm to stop sooner. To be relevant, in addition to the conditions above, a vertex v must be such that ext r (v) + out-penalty(v) ≤ ρǫ, with ρ ≥ 1 (we used ρ = 1.1 in our experiments). Even if we end up not scanning v because of this rule, the algorithm remains correct because, as a labeled vertex, v is still guaranteed to appear in the final partial tree. Unlike the first two modifications, this relaxed definition may lead to worse reach bounds, since the parent u of v in the partial tree when it stops growing may not be v's actual parent (which may remain unscanned). As a result, the reaches of u and its ancestors may appear to be artificially high; in particular, the iteration may end up assigning infinite bounds to vertices whose actual reaches are less than ǫ. In practice, we observed that the heuristic stopping criterion makes the algorithm significantly faster and has little effect on the quality of the bounds.
4.2.2. Improvable arcs. When an iteration of the reach algorithm starts, we assume that all the arcs that remain in the graph have reach estimater(v, w) = 0. We grow partial shortest path trees one at a time. For each inner arc (v, w) in a tree, we check if its reach with respect to the tree is greater thanr(v, w). If so, we updater(v, w) to its reach value in the current tree (or to ∞, if the reach in the current tree is greater than ǫ).
The fact that the reach estimate can only increase as the algorithm progresses (within a single iteration) can be used to speed up the computation. Assume we have already grown a few partial shortest path trees and the current reach estimate of (v, w) isr(v, w). When growing a new partial shortest path tree T r , suppose (v, w) is again an inner arc. Without any further processing, we know that the reach of (v, w) with respect to this tree will be no greater than depth r (w). If this value is smaller than (or equal to)r(v, w), we can safely say that T r is irrelevant for computing the reach of (v, w). To formalize this notion, we say that a vertex v is improvable with respect to T r if depth r (v) >r(p(v), v).
We can now redefine the extension ext r (w) of a vertex w as d(u, w), where u is the last inner vertex on the path from r to w that is improvable. Compared with the previous definition, the extension of a vertex can only be larger (or remain the same). As a result, fewer vertices will be considered relevant, thus allowing the search to stop sooner.
4.2.3.
Dealing with long arcs. The partial-trees algorithm aims at analyzing ǫ-minimal paths. Typically, these paths have length close to 2ǫ, which is the usual depth of the trees examined. In fact, if all arc lengths are much smaller than ǫ, it is not hard to see that all partial trees will have comparable depth.
Some road networks, however, contain arcs that are significantly longer than average. An obvious example is an arc representing a ferry route. Partial shortest path trees that include these arcs tend to be much deeper. Since for road networks the total number of vertices in a tree is roughly quadratic in the depth, this can significantly slow down the preprocessing procedure.
To speed up the algorithm, we used a hard bound on the total depth of the tree. We set it to 4ǫ, which is large enough so that most trees are unaffected, but small enough to prune exceptional cases significantly. Unfortunately, we cannot simply stop growing the tree when it reaches this value and process the result. Because the standard stopping criteria will not be observed, this might lead to false positives (i.e., some reaches will be underestimated).
Consider what happens, for instance, when we grow a partial tree from a root r, and let (r, v) be a very long arc (e.g., ℓ(r, v) > 4ǫ) incident to r. Suppose that the shortest path from r to some vertex x consists of the arcs (r, v), (v, w), and (w, x), with ℓ(v, w) < ǫ and ℓ(w, x) ≫ ǫ. Clearly, r(v, w) is greater than ǫ. An algorithm that simply stops growing partial trees when their depth reaches 4ǫ will not detect this path, however. When growing the tree from r, it would stop after its depth reached 4ǫ. At this point, v will be labeled (with parent r), but not scanned, and vertex w may not have been visited at all. When growing a tree from v, we would only see the path (v, w, x), where the reach of (v, w) is smaller than ǫ.
To avoid this situation, we must use a modified notion of in-penalty when growing partial trees. For every vertex v, we determine the length ℓ(u, v) of its longest remaining incoming arc. If it is ǫ or larger, we set in-penalty ′ (v) ← max{in-penalty(v), ℓ(u, v)}. Intuitively, whenever there is a long arc incident to v, we ensure that the in-penalty of v is large enough to "catch" all necessary ǫ-minimal paths. In the example above, even though we would abort the search too soon when growing a tree from r, we would still determine that (v, w) has high reach when growing the tree from v itself.
Of course, the downside of this approach is that it may lead to more false negatives, since in some cases arc (u, v) will not be on the shortest paths between u and the inner vertices of the partial tree rooted at v. Very long arcs are relatively rare, however, and the considerable speed-up allowed by this technique makes it worthwhile in practice.
4.2.4. Converting arc reaches to vertex reaches. Before the refinement step, we convert the upper bounds on arc reaches into upper bounds on vertex reaches. Consider a vertex v, and let P be the shortest path that determines r(v). Assume that r(v) > 0, i.e., that v is not an endpoint of P . Let (u, v) and (v, w) be the arcs of P entering and leaving v. Clearly, the reaches of these arcs with respect to P are at least r(v); conversely, r(v) ≤ min{r(u, v), r(v, w)}.
Unfortunately, we do not know which neighbors of v are the ones that determine the reach (i.e., which ones are u and w). But it is easy to verify that r(v) ≤ min{max x {r(x, v)}, max y {r(v, y)}}. In other words, a valid upper bound for r(v) is the minimum over the highest incoming arc reach and the highest outgoing arc reach.
Often, however, both maxima are achieved at the same neighbor x = y. Although the upper bound in this case is still valid, it may be much higher than necessary, since we know that u = w on the path that determines the highest reach. We can exclude this case as follows:
(1) Find x ′ , the incoming neighbor of v that maximizes r(x ′ , v), then find y ′ , the outgoing neighbor of v that is different from x ′ and maximizes r(v, y ′ ). Let δ ′ be the minimum of r(x ′ , v) and r(v, y ′ ). (2) Find the outgoing neighbor y ′′ of v such that r(v, y ′′ ) is maximized, and the incoming neighbor x ′′ of v that is different from y ′′ and maximizes r(x ′′ , v). Let δ ′′ be the minimum of r(x ′′ , v) and r(v, y ′′ ).
Note that δ ′ and δ ′′ may be different from each other in a directed graph. A valid upper bound on r(v) is the maximum of δ ′ and δ ′′ . As a special case, if v has only one neighbor (even if it is both incoming and outgoing), the reach of v will be zero.
Adding Shortcuts.
To bypass a vertex v, we first examine all pairs [(u, v) , (v, w)] of incoming/outgoing arcs with u = w. For each pair, if the arc (u, w) is not in the graph, we add an arc (u, w) of length ℓ(u, v)+ℓ(v, w). Otherwise, we set ℓ(u, w) ← min{ℓ(u, w), ℓ(u, v) + ℓ(v, w)}. Finally, we delete v and all arcs adjacent to it.
In principle, any vertex in the graph could be subject to this procedure. Bypassing high-degree vertices, however, would significantly increase the number of arcs in the graph. To avoid an excessive expansion, we consider the ratio c v between the number of new arcs added and the number of arcs deleted by the procedure above. A vertex is deemed bypassable if c v ≤ c, where c is a user-defined parameter (we follow the notation proposed by Sanders and Schultes [41] ). Higher values of c will cause the graph to shrink faster during preprocessing, but may increase the final number of arcs substantially. For road networks, we used 0.5 for the first level, 1.0 for the second, and 1.5 for the remaining levels. This prevents the algorithm from adding too many shortcuts at the beginning of the preprocessing algorithm (when the graph is larger but shrinks faster) and ensures that the graph will shrink fast enough as the algorithm progresses. For grids, which do not have a natural hierarchy, we used higher values of c from the beginning.
We impose some additional constraints on a vertex v to deem it bypassable (besides having a low value of c v ). First, we require both its in-degree and its out-degree to be bounded by a constant (5 in our experiments). This guarantees that the total number of arcs added by the algorithm will be linear in n. We also consider two additional measures (besides c v ) related to v: the length of the longest shortcut arc introduced when v is bypassed, and the largest reach of an arc adjacent to v (when v is about to be removed). The maximum between these two values is the cost of v, and it must be bounded by ǫ i /2 during iteration i for the vertex to be considered bypassable (recall that ǫ i is the threshold for bounding reaches at iteration i). As explained in Section 4.2.3, long arcs and large penalties can decrease the quality of the reach upper bounds provided by the preprocessing algorithm. Imposing these additional bypassability criteria prevents such long arcs and large penalties from appearing too soon.
On any given graph, many vertices may be bypassable. When a vertex is bypassed, the fact that we remove existing arcs and add new ones may affect the bypassability of its neighbors. Therefore, the order in which the vertices are processed matters. Vertices with low expansion (c v ) and low cost are preferred, since they are the least likely to affect the bypassability of their neighbors. When deciding which vertex v to bypass next, we take the vertex that minimizes the product of these two measures (expansion and cost). When a vertex is bypassed, its neighbors must have their priorities updated. We use a priority queue to efficiently determine which vertex to bypass next.
4.3.1. Computing reaches of deleted arcs. As already mentioned, when a vertex v is bypassed, it is deleted from the graph alongside all arcs currently incident to it. At this moment, we must find a valid upper bound on the reaches of these deleted arcs. Consider an incoming arc (u, v). We know that any shortest path P containing this arc will not continue beyond v using one of the existing outgoing arcs (since we break ties by preferring shortcuts, such path would contain one of the newly inserted shortcuts instead). Therefore, P will either stop at v or proceed through a previously deleted arc. In the latter case, out-penalty(v) bounds the length of the suffix of P that starts from v. It follows that we can safely set the upper boundr(u, v) on the reach of (u, v) to ℓ(u, v) + out-penalty(v). The same argument applies to an outgoing arc (v, w): we setr(v, w) ← ℓ(v, w)+in-penalty(v).
The penalties associated with the neighbors of v must also be updated to take the reaches of the newly eliminated arcs into account.
Exact Reaches: Refinement
Step. The refinement step computes exact vertex reaches on the subgraph induced by the δ vertices with highest reach, where δ is a user-defined parameter. Vertices and arcs not in this induced subgraph are considered implicitly, as penalties associated with every remaining vertex in the graph. To simplify notation, in this section we denote by n the number of vertices of the induced subgraph in which we compute exact reaches.
As already mentioned, exact reaches can be computed by growing shortest path trees from each of the n vertices in the graph, then computing the depth and height of each vertex within these trees. We developed an algorithm that has the same worst-case complexity, but can be significantly faster in practice on road networks. Even though it is still prohibitively expensive for large road networks, it is very useful when applied in the refinement step on a much smaller subgraph.
Our method follows the same principle as the basic algorithm: build a shortest path tree from each vertex in the graph and compute reaches within these trees. Our improvement consists of building parts of these trees implicitly by reusing previously found subtrees.
The algorithm works as follows. First, it partitions the vertices of the graph into k subsets, for a given parameter k (usually around √ n). The algorithm will work with any such partition, but some are better than others, as we shall see. We call each subset a region of the graph. The frontier of a region A, denoted by f (A), is the set of vertices v ∈ A such that there exists at least one arc (v, w) with w ∈ A.
The remainder of the region consists of internal vertices. Given any set S ⊆ V , we say that a vertex v is stable with respect to S if it has the same parent in all shortest path trees rooted at vertices in S; otherwise, we call it unstable. For any region A, the following holds:
Lemma 4.1. If v ∈ V \ A is stable with respect to f (A), then v is stable with respect to A.
Proof. Let p r (v) denote the parent of v in T r (the shortest path tree rooted at some vertex r) and p f (A) (v) denote the common parent of v in all shortest path trees rooted at f (A)
A vertex v ∈ V is considered tainted with respect to f (A) if at least one of the following conditions holds: (1) v is unstable with respect to f (A); (2) v has an unstable descendent in at least one of the |f (A)| trees; or (3) v ∈ A. If none of these conditions holds, v is untainted. An untainted vertex v will be the root of the exact same subtree in every shortest path tree rooted at f (A). The lemma above also ensures that it would be the root of the same subtree if we grew a shortest path tree from any internal vertex of A as well.
Our algorithm takes advantage of this. In its first stage, it grows full shortest path trees from every vertex in f (A). For these trees, it computes the height and the depth of every vertex, as usual. The second stage of the algorithm grows truncated trees from every internal vertex of A (i.e., every vertex in A\f (A)). These truncated trees contain only tainted vertices; no untainted vertex is ever visited. Even so, it is still possible to compute the reach of the tainted vertices as if we had grown the entire tree. The depth can be computed as before. For the height, we need to consider vertices that were not visited. This is done as follows. Consider a maximal untainted subtree rooted at a vertex w. The height of this tree can be easily precomputed. Because w is untainted, its parent p(w) will be the same (tainted) vertex in every shortest path tree rooted at A. Therefore, w imposes an implicit penalty on p(w) equal to w's own height plus the length of the arc (p(w), w). The extended penalty of a tainted vertex is defined as the maximum between its own out-penalty and the implicit penalties associated with its untainted children. Note that the extended penalty needs to be computed only once, after all trees rooted at the frontier are built. When trees are built from internal vertices, the height of each vertex visited (which must be tainted) is computed as usual, using extended penalties instead of out-penalties.
Our description so far allows us to correctly compute the reach of each tainted vertex, but we also need to determine the reach of the untainted vertices. Although the height of an untainted vertex v is the same across all trees, the depth varies, and so does the reach. Fortunately, we do not need to know the reach of v within each tree; it suffices to know the maximum reach. Since the height is constant, the maximum is realized in the tree that maximizes the depth of v. If, when growing full and truncated shortest path trees, we remember the maximum depth of each tainted vertex, we can later compute (in linear time) the maximum depth of all untainted vertices. Since their heights are known, their reaches (with respect to the trees rooted at A) can be easily determined.
4.4.1. Regions. The algorithm above is correct regardless of how the regions are chosen. In particular, if each region has exactly one vertex, we have the standard algorithm. Of course, there are better choices of regions. There are two main goals to achieve: (1) the size of the frontier should be small compared to the size of the entire region and (2) the number of tainted vertices should be minimized. On road networks, these two goals are conflicting. In general, a larger region will have a smaller fraction of its vertices in the frontier. However, it also increases the probability of an external vertex being tainted. A good compromise is to choose regions with roughly √ n vertices. To create a partition with at least k sets, we pick k vertices at random to be centers and determine their Voronoi regions (we use k = 2⌈ √ n⌉). Recall that the Voronoi region associated with a center v is the set of vertices w that are closer to v than to any other center (ties are broken arbitrarily). One can compute the Voronoi diagram of a graph with a multiple-source version of Dijkstra's algorithm. If there are unreachable vertices, they are assigned to regions by themselves.
Although the Voronoi diagram is a simple way of defining the regions, it is certainly not the best conceivable partition. A topic for future research is to compute regions quickly with relatively smaller frontiers.
4.5. Other Details. As already mentioned, the reach threshold grows exponentially as the preprocessing algorithm progresses: we set ǫ i+1 ← 3ǫ i for each round i. It remains to determine ǫ 1 , the threshold during the first round. Ideally, our choice should be such that the first iteration takes roughly as much time as each of the remaining iterations. A large value will make the first iteration comparatively slow and will not give the algorithm the chance to add shortcuts when needed. In contrast, a very small value will introduce penalties too early, which will decrease the accuracy of the reach upper bounds computed in subsequent iterations.
The value of ǫ 1 depends on an integer input parameter k 1 (we used k 1 = 1000 in our experiments). We pick ⌊n/k 1 ⌋ root vertices at random. For each root, we grow a partial shortest path tree with exactly k 1 vertices and take note of its radius (the distance label of the last scanned vertex). We set ǫ 1 to be half the minimum among all such radii. This ensures that, during the first iteration of the preprocessing algorithm, not many partial shortest path trees have more than k 1 vertices. Our choice of k 1 is fairly robust for road networks: small changes do not have much effect on the performance of either preprocessing or queries.
4.6. Correctness. We argued that the transformation of arc reaches into vertex reaches and the refinement step are correct. For completeness, we now present a (somewhat tedious but straightforward) proof that the main stage of our algorithm, which grows partial trees and adds shortcuts to the graph, is correct: it finds valid upper bounds on reaches. We focus on the basic version of the partial-trees algorithm, which takes penalties into account when processing the tree but not when growing it. The three improvements described in Section 4.2.1 are not taken into account, and neither are the special stopping criteria introduced in Section 4.2.3 to handle very long arcs. We have already argued why these accelerations do not affect correctness.
Before we proceed to the proof, we must explain in more detail an important element of the partial-trees algorithm. Recall that we assume that ties are broken so that a shortcut is always preferred to the arcs it replaces; furthermore, we assume that all original shortest paths are unique. We deal with these issues by working with canonical paths. A canonical path is a shortest path with additional properties, including uniqueness. We require the following properties, which are sufficient and easy to work with, but may not be necessary.
(
subpath P with more than one arc such that the graph contains a shortcut arc for P .
Regarding Property 1, note that, if the graph has no cycles of zero-length arcs, all shortest paths are simple. Property 5 ensures that adding shortcut arcs decreases vertex reaches.
We implement canonical paths as follows. For each original arc a, we generate a length perturbation ℓ ′ (a). When computing the length of a path, we separately sum lengths and perturbations along the path, and use the perturbation to break ties in path lengths.
First suppose there are no shortcut arcs. If the perturbations are chosen uniformly at random from a big enough range of integers, with high probability all shortest paths (with respect to length and perturbations) are canonical paths. In our implementation, perturbations were picked uniformly at random from the range [1, 65535] . Shortcut arcs are added after the perturbations are introduced. The length and the perturbation of a shortcut arc are equal to the sum of the corresponding values for the arcs on the path that we shortcut. To break ties in a graph with shortcuts, we use the number of hops of the paths (fewer hops are better) after considering perturbations. Note that Dijkstra's algorithm can easily maintain the number of hops of candidate paths. It is not hard to see that the shortest paths that win the tie breaking are canonical.
Our way of dealing with canonical paths is conceptually simple but has two disadvantages: the memory overhead for storing perturbations during queries (which is minor) and a small probability of failure due to ties in sums of perturbations. Regarding the latter issue, we have never observed the algorithm working incorrectly during our extensive experiments. In general, our method can use any tie breaking rule that gives preference to paths with shortcuts and for which a (suitably modified) Dijkstra's algorithm finds the corresponding canonical paths. It is possible that other tie-breaking approaches, such as that of [9] , will work. However, this is not completely obvious.
Our preprocessing algorithm computes upper bounds on reaches with respect to the set of canonical paths as defined above using tie-breaking by perturbations and hops. During queries, however, we can completely ignore both tie-breaking rules, and simply prune by reach. If we only prune a vertex v if r(v) < dist(s, v) and r(v) < dist(v, t) (as our algorithms do), the canonical path will not be pruned. The algorithm may not necessarily return the canonical path as its answer, but it is guaranteed to find a path of the same length.
Once we have the notion of canonical shortest paths, we can prove that the upper bounds on arc reaches computed during the first stage of the preprocessing algorithm are indeed valid. The proof is by a straightforward induction with a somewhat tedious case analysis. Proof. We break the process into its elementary steps, where an elementary step is either bypassing a vertex or a round of partial tree computations (after which we delete every arc whose reach is finitely bounded). Let G i be the original graph with all shortcuts added up to the end of step i, and let G ′ i be the graph that the algorithm is left with after step i. We prove by induction on the steps that the following invariants hold.
(1) For every arc (v, w) that we have deleted until (and including) step i (i.e., (v, w) ∈ G (2) and (3) immediately follow from Invariant (1) because of the way we update the penalties.
We outline a proof of the induction step. The basis is trivial. Assuming these invariants are true at the end of step i − 1, we must prove that they also hold at the end of step i.
Since adding shortcuts can only reduce reaches, Invariant (1) continues to hold for all arcs deleted prior to step i. We will establish Invariant (1) for every arc that we delete during step i.
Assume step i is bypassing a vertex v. Let (v, w) (or (w, v)) be an arc that we delete when bypassing v. Then, from the correctness of the penalties after step i − 1 and the discussion in Section 4.3, it follows that r(v, w) indeed bounds the reach of (v, w) in the graph G i , which includes also all shortcut arcs added when we bypassed v.
Assume step i is a partial tree computation. Let ǫ be the threshold of the current level, and let (v, w) be an arc whose reach we bound at this step (r(v, w) < ǫ). Assume (to get a contradiction) that the reach of (v, w) in G i is r(v, w) > r(v, w). Note that the partial tree computation is done in the graph G ′ i−1 and, since we do not bypass vertices in this step,
Assume first that r(v, w) ≥ ǫ, and let P = (s, . . . , v, w, . . . , t) be an ǫ-minimal path with respect to (v, w) in G i . For a vertex x ∈ P , let p(x) be the vertex preceding x on P and let f (x) be the vertex following x on P . Let P ′ = (z, . . . , v, w, . . . , y) be the maximal subpath of P in G ′ i−1 containing (v, w). Since if z = s the reach of the arc (p(z), z) in G i−1 is at least min{dist(s, z), dist(p(z), t)}, it follows from the correctness of the penalties after step i − 1 that in-penalty(z) + dist(z, w) ≥ ǫ. Let z ′ be the last vertex on the prefix of P ′ up to and including v such that in-penalty(z ′ ) + dist(z ′ , w) ≥ ǫ. In the partial tree rooted at z ′ , w is inner. (Note that this is true also if z ′ = v.) If y = t then the reach of (y, f (y)) is at least min{dist(y, t), dist(s, f (y))}. So (regardless of whether y is t or not) by the correctness of the penalties after step t − 1 we get that dist(v, y) + out-penalty(y) ≥ ǫ. Let y ′ be the last vertex after v on P ′ such that dist(v, y ′ ) + out-penalty(y ′ ) < ǫ (or v if there is no such vertex). Then y ′ must be scanned, and f (y ′ ) must be a labeled child of y ′ , during the shortest path computation from z ′ . Therefore, in the partial tree rooted at z ′ the depth of w and the height of v are both at least ǫ. So in this tree the arc (v, w) should have gotten a bound of ∞ on its reach, which is a contradiction. If r(v, w) < ǫ, let P = (s, . . . , v, w, . . . , t) be an r(v, w)-minimal path. A similar argument shows that there is a partial tree in which the bound on the reach of (v, w) is at least r(v, w), which gives a contradiction.
4.7. Cardinality Reach and Highway Hierarchies. Having fully described our reach-based algorithm (re), we now discuss its relationship to the hh algorithm of Sanders and Schultes [40, 41] . We show similarities between the algorithms other than those pointed out in [40, 41] .
We introduce a variant of reach that we call c-reach (cardinality reach). Given a vertex v on a shortest path P , grow equal-cardinality balls centered at the endpoints of P until v belongs to one of the balls. Let c P (v) be the cardinality of each of the balls at this point. The c-reach of v, c(v), is the maximum, over all shortest paths P , of c P (v). Note that if we replace cardinality with radius, we get the definition of reach. To use c-reach for pruning the search, we need the following values. For a vertex v and a nonnegative integer i, let ρ(v, i) be the radius of the smallest ball centered at v that contains i vertices. Consider a search for the shortest path from s to t and a vertex v. We do not need to scan v if ρ(s, c(v)) < dist(s, v) and ρ(t, c(v)) < dist(v, t). A direct implementation of this pruning method would require maintaining n − 1 values of ρ for every vertex.
The main idea behind hh preprocessing is to use the partial-trees algorithm for c-reaches instead of reaches. Given a threshold h, the algorithm identifies vertices that have c-reach below h (local vertices). Consider a bidirectional search. During the search from s, once the search radius advances past ρ(s, h), one can prune local vertices in this search. One can do similar pruning for the reverse search. This idea is applied recursively to the graph with low c-reach vertices deleted. This gives a hierarchy of vertices, in which each vertex needs to store a ρ-value for each level of the hierarchy it is present at. The preprocessing phase of hh also adds shortcuts and uses other heuristics to reduce the graph size at each iteration.
An important property of the hh query algorithm, which makes it similar to the self-bounding algorithm discussed in Section 3, is that the search in a given direction never goes to a lower level of the hierarchy. Our self-bounding algorithm can be seen as having a "continuous hierarchy" of reaches: once a search leaves a reach level, it never comes back to it.
Reaches and A * Search
This section reviews A * search and the alt algorithm, and shows how the latter can be combined with reach pruning in a natural way.
A
* Search. Suppose we need to find shortest paths in a graph G with distance function ℓ. A potential function maps vertices to reals. Given a potential function π, the reduced cost of an arc is defined as ℓ π (v, w) = ℓ(v, w) − π(v) + π(w). Suppose we replace ℓ by ℓ π . Then for any two vertices x and y, the length of every x-y path (including the shortest) changes by the same amount, π(y) − π(x). Thus the problem of finding shortest paths in G is equivalent to the problem of finding shortest paths in the transformed graph. Now suppose we are interested in finding the shortest path from s to t. Let π f be a (perhaps domain-specific) potential function such that π f (v) gives an estimate on the distance from v to t. In the context of this paper, A * search [12, 25] is an algorithm that works like Dijkstra's algorithm, except that at each step it selects a labeled vertex v with the smallest key, defined as k f (v) = d f (v) + π f (v), to scan next. It is easy to see that A * search is equivalent to Dijkstra's algorithm on the graph with length function ℓ π f . If π f is such that ℓ π is nonnegative for all arcs (i.e., if π f is feasible), the algorithm will find correct shortest paths. We refer to the class of A * search algorithms that use a feasible function π f with π f (t) = 0 as lower-bounding algorithms, since π f (v) is guaranteed to be a lower bound on the distance from any vertex v to t.
We combine A * search and bidirectional search as follows. Let π f be the potential function used in the forward search and let π r be the one used in the reverse search. Since the latter works in the reverse graph, each original arc (v, w) appears as (w, v), and its reduced cost w.r.t. π r is ℓ πr (w, v) = ℓ(v, w) − π r (w) + π r (v), where ℓ(v, w) is the length in the original graph. We say that π f and π r are consistent if, for all arcs (v, w), ℓ π f (v, w) in the forward graph is equal to ℓ πr (w, v) in the reverse graph. This is equivalent to π f + π r = constant.
If π f and π r are not consistent, the forward and reverse searches use different length functions. When the searches meet, we have no guarantee that the shortest path has been found. Assume π f and π r are feasible (but not necessarily consistent) and give lower bounds to the sink and from the source, respectively. Ikeda et al. [26] suggest using an average function, defined as
for the forward computation and p r (v) =
= −p f (v) for the reverse one. To make the algorithm more intuitive, we add π r (t)/2 to the forward function (which ensures that p f (t) = 0) and π f (s)/2 to the reverse function (making it zero at s). Because the added terms are constant, the functions remain consistent. Although p f and p r usually do not give lower bounds as good as the original ones, they are feasible and consistent.
Recall that the standard bidirectional algorithm can stop as soon as top f + top r ≥ µ, where top f is the top key in the forward heap, top r is the top key in the reverse heap, and µ is the length of the shortest path found so far. For bidirectional A * with consistent lower bounds, we can use a similar stopping criterion, but in the transformed graph.
Let v f and v r be the top vertices in each heap (with keys top f and top r , respectively). The standard stopping criterion states that we can stop as soon as dist(s, v f ) + dist(v r , t) ≥ [best path seen so far]. In the transformed graph, the distance between s and v f corresponds to
Similarly, the distance between v r and t in the transformed graph is d r (v r ) + p r (v r ) − p r (t) = k r (v r ) − p r (t) = top r − p r (t). Finally, the length of the shortest path seen so far is µ − p f (s) + p f (t). The stopping criterion then becomes:
Since we fixed p f (t) = 0, this translates into top f + top r ≥ µ + p r (t).
The alt Algorithm.
The alt algorithm [19, 23] is an A * -based method that uses landmarks and triangle inequality to compute feasible lower bounds. We select a small subset of vertices (a constant number) as landmarks and, for each vertex in the graph, precompute distances to and from every landmark. Consider a landmark L. If we are using distances to L, then, by the triangle inequality, (v, w) . To get the tightest lower bound, one can take the maximum of these bounds, over all active landmarks (i.e., those in use for the current search). These bounds are feasible, and we use the average function to ensure consistency. Intuitively, the best lower bounds on dist(v, w) are given by landmarks that appear "before" v or "after" w. The version of alt algorithm that we use balances the work of the forward search and the reverse search (see Section 2). This version had better overall performance than other variants [21] .
5.2.1. Active Landmarks. Each s-t query starts with just two active landmarks, those that give the best lower bounds on the distance from s to t (one using distances to the landmark, the other using distances from the landmark). Periodically, the algorithm checks whether adding another landmark to the set of active ones would be advantageous. We call this a checkpoint.
Of course, checkpoints are expensive, so we avoid running them too often. We allow each search (forward and reverse) to have at most ten checkpoints. In addition, we require that at least 8k vertices be scanned between checkpoints in the same direction, where k is the total number landmarks available. For details, see [23] .
Landmark Generation.
In our experiments, we use the avoid algorithm to select landmarks. Among the landmark selection algorithms studied in [23] , avoid is the second best in terms of solution quality. It is only surpassed by maxcover, which is essentially avoid followed by a simple local search and is about five times slower. We have discovered a minor issue with our previous implementation of avoid that caused it to obtain slightly worse landmarks than it should. The fixed version of avoid provides slightly better landmarks, and is almost as good as maxcover.
The avoid method works by adding one landmark at a time. In each iteration, it tries to pick a landmark in a region that is still not well-covered by existing landmarks. To do so, it first builds a complete shortest path tree T r rooted at a vertex r picked in a randomized fashion. More precisely, r is picked with probability proportional to the square of its distance to the closest existing landmark (if there is no landmark yet, r is picked uniformly at random). The algorithm then assigns a weight to each vertex v, defined as the difference between the distance from r to v and the lower bound on that distance given by the existing landmarks (if there are no landmarks yet, the weight is constant). Therefore, vertices with weak lower bounds will have larger weights. The algorithm determines the vertex p that, among all vertices that have no landmark as a descendent, maximizes the sum of the weights of its descendents in T r (we call this sum the size of p). A leaf of the subtree of T r rooted at p is then selected as the new landmark. More precisely, we follow a path from p to a leaf by picking in each step a child with maximum size.
Computing the lower bound on the distance from the root r to a particular vertex takes time proportional to the number of landmarks already selected, which makes avoid quadratic in the number k of landmarks. This is not a major issue when only 16 landmarks are selected (as in most of our experiments), but the algorithm does get measurably slower with 64 or more landmarks. We propose a simple modification to the algorithm to make it linear in the number of landmarks.
When processing the shortest path tree rooted at r, we still define the weight of v to be the difference between the distance from r to v and the current lower bound on this distance, but only if v belongs to a set of n/k relevant vertices. For all other vertices, we define the weight as zero. The set of relevant vertices is picked uniformly at random (unless reaches are available, as Section 5.4 will explain). For the range of values of k we tested (up to 64), the landmarks produced by this method were not measurably worse than those obtained when n vertices are considered relevant, as in [21] .
As observed in [23] , we create a separate file for each landmark. For each vertex (in order), it contains the distances to and from the landmark stored contiguously. To save space, we use a simple compression scheme that exploits the fact that, on road networks, distances to and from the same landmark are usually very similar, and that vertices with similar identifiers are usually close together in the graph. Although each (uncompressed) distance could be stored as a 32-bit value, there are long runs in which the first 16 bits in each distance are identical. These 16 bits are represented only once, together with an 8-bit count on the number of times it is repeated (runs with more than 255 elements are split); each distance in the run is then represented by its 16 least significant bits. This approach, which is a run-length encoding scheme, 3 leads to compression ratios that are close to 50%. We observe that compression is used only in disk. Once in main memory, landmark distances are kept uncompressed as 32-bit integers. We still keep a separate array for each landmark, with "from" and "to" distances stored contiguously.
Combining Reaches and Landmarks.
Reach-based pruning can be easily combined with A * search: the basic idea is to just run A * search and prune vertices (or arcs) based on reach conditions. Specifically, when A * search is about to scan a vertex v, we extract from the key of v the length of the shortest path from the source to v. Furthermore, π f (v) is a lower bound on the distance from v to the destination. If the reach of v is smaller than both d f (v) and π f (v), we prune the search at v.
Note that we must actually use landmark-based lower bounds for pruning. Implicit bounds cannot be used with A * search because the search grows balls with respect to reduced costs, which have little correlation with the original lengths.
The reason why reach-based pruning works is that, although A * search uses transformed lengths, the shortest paths remain invariant. This applies to bidirectional search as well. We use d f (v) and π f (v) to prune in the forward direction, and d r (v) and π r (v) to prune in the reverse direction. Pruning by reach does not affect the stopping condition of the algorithm: the usual condition for A * search can still be applied. We call our implementation of the bidirectional A * search algorithm with landmarks and reach-based pruning real. As we did for alt, our implementation of real balances the work of the forward and reverse searches.
Note that real has two preprocessing algorithms: the one used by re (which computes shortcuts and reaches) and the one used by alt (which chooses landmarks and computes distances between them and all vertices). These two procedures can be independent from each other: since shortcuts do not change distances, landmarks can be generated regardless of what shortcuts are added. Furthermore, queries are still independent of the preprocessing algorithm: they only take as input the graph with shortcuts, the reach values, and the distances to and from landmarks. How this data was obtained is immaterial. We will see in Section 5.4, however, that it might be useful to take reaches into account when generating landmarks.
5.3.1. Optimizations. Our implementation of real actually uses early pruning, as in re. When scanning arc (v, w) in the forward direction, we prune w if r(w) < min{d f (v) + ℓ(v, w), π f (w)}. (We restrict our discussion to the forward search; the reverse one is similar.) Note that this computation requires knowledge of π f (w), a lower bound on the distance from w to the target. Computing it requires retrieving from memory the distances between w and all active landmarks, and computing the triangle inequality in each case. Although this takes constant time, it is relatively expensive in practice. Before actually computing it, we use π f (v) − ℓ(v, w) as a lower bound on the distance from w to t; since v is the vertex being scanned, π f (v) is readily available. If (1) r(w) < d f (v) + ℓ(v, w) and (2) r(w) < π f (v) − ℓ(v, w), we can prune w. Only if condition (2) fails and condition (1) succeeds do we need to compute π f (w).
Also as in re, we can use arc sorting to prune some arcs implicitly. We sort the arcs (v, w) in the adjacency list of v by r(w) + ℓ(v, w) (in non-increasing order). Suppose that, while scanning v, we find an arc (v, w) such that (1
. This implies that conditions (1) and (2) above are true for w and therefore (v, w)-and all arcs that succeed it-can be pruned. Note that conditions (2) and (2 ′ ) are equivalent, but condition (1) may succeed while (1 ′ ) fails. In this case we still prune the arc, but keep traversing the adjacency list.
We also try to prune a vertex after we remove it from the heap (and before we scan it). This is still useful because the lower bound on the distance to the target may have improved since the vertex was inserted into the heap, due to the activation of new landmarks.
5.4.
Reach-Aware Landmarks. Although landmark generation and reach computation can be completely independent, we can use landmarks more efficiently when reaches are available. We can reduce the memory requirements of the algorithm by storing landmark distances only for high-reach vertices. As we shall see, however, this results in some degradation of query performance. If we add more landmarks, we get a wide range of trade-offs between query performance and memory requirement. We call the resulting method, a variant of real, the partial landmark algorithm.
Queries for the partial landmark algorithm work as follows. Let R be the reach threshold: we store landmark distances for all vertices with high reach, i.e., with reach at least R. We start a query by running the bidirectional Dijkstra algorithm with reach pruning (but without A * search), until either the algorithm terminates or both balls searched have radius R. In the latter case, we know that, from this point on, we need to examine only vertices with reach R or more. We switch to A * search (still with pruning by reach) by removing all labeled vertices from the heaps and reinserting them using new keys that incorporate lower bound values.
Recall that, for every vertex v it visits, A * search may need lower bounds on the distance from v to t (in the forward search) or from s to v (in the reverse search). They are computed with the triangle inequality, which requires distances between these vertices (v, s, and t) and the landmarks. These are guaranteed to be available for v, which has high reach, but not for s or t, which are arbitrary vertices. We therefore need to specify how to compute a lower bound on the distance between a low-reach vertex (s or t) and a high-reach one (v).
Suppose s has low reach (t is treated symmetrically). Let s ′ , the proxy for s, be the high-reach vertex that is closest to s. 4 One can compute proxies during preprocessing and store them, or compute them during the initialization phase of the query algorithm; we choose the latter approach. Two executions of a multiplesource version of Dijkstra's algorithm (one in the forward graph and one in the reverse graph) suffice to compute both the proxies and the appropriate distances.
As already mentioned, when processing a high-reach vertex v, the A * search needs lower bounds on dist(s, v) and dist(v, t). Given a landmark L, we can obtain these bounds using either distances from L or distances to L. With the help of proxies, these bounds can be easily computed.
A lower bound on dist(s, v) using distances to L is given by
Using distances from L, the lower bound can be computed as follows:
Lower bounds on distances from v to the target t can be computed similarly. Using distances from landmarks, the following relation applies:
With distances to landmarks, the appropriate expression is
Note that distances between L and v, s ′ and t ′ are computed during the preprocessing stage, since all three vertices have high reach. As already mentioned, the distances between every vertex and its proxy (or, more precisely, proxies) are computed in the initialization phase of the query algorithm.
The quality of the lower bounds obtained by the partial landmark algorithm depends not only on the number of landmarks available, but also on the value of R. In general, the higher the reach threshold, the farther the proxy s ′ will be from s (and t ′ from t), thus decreasing the accuracy of the lower bounds. If all landmark distances are available, R will be zero, and the algorithm will behave exactly as the standard real method. By decreasing the number of distances per landmark (representing distances only to higher-reach vertices), R will increase; a trade-off between memory usage and query efficiency is thus established.
It turns out, however, that we can often improve both memory usage and query times. Starting from the base algorithm, we can increase the number of landmarks while decreasing the number of distances per landmark so that the total memory usage is lower. On large road networks, we can find parameter values for which both memory use and query times decrease.
We note that, in our experiments, we do not pick the reach threshold R explicitly. Instead, we actually pick how many vertex distances we want to store per landmark; the value of R will be fully determined by this choice.
5.4.1. Landmark Generation. As observed in Section 5.2.2, we use a fast version of the avoid method to generate landmarks. We also use it to generate partial landmarks, with a small modification. Instead of picking the set of relevant vertices uniformly at random, we pick the first n/k vertices in the vertex list. Because vertices are approximately sorted in decreasing order of reach (as seen in Section 3.2), only vertices with high reach are taken into account, which greatly simplifies the implementation when only partial landmark data is stored. In terms of solution quality, these two approaches are roughly equivalent.
Experimental Results
We implemented our algorithms in C++ and compiled them with Microsoft Visual C++ 2005. All tests were performed on a dual-processor, 2.4 GHz AMD Opteron machine running Microsoft Windows Server 2003 with 16 GB of RAM, 32 KB instruction and 32 KB data level 1 cache per processor, and 2 MB of level 2 cache. Our code is single-threaded and runs on a single processor at a time (but is not pinned to a particular processor).
Our implementation uses two kinds of priority queues. We use 4-heaps when the number of elements in a priority queue is small, such as during queries and when building partial trees during preprocessing. For single-source shortest path computations on the entire graph, we use multi-level buckets [17, 22] . Multilevel buckes are faster in general, but 4-heaps are competitive when the number of elements is small, and have a smaller memory overhead.
One of the main goals of our experimental analysis is to measure the performance of our algorithm on the road networks of the USA and Europe, made available for the 9th DIMACS Implementation Challenge. The experiments, reported in Section 6.1, include both random and local queries. We also investigated how much various ingredients of our algorithms contribute to the overall performance. In particular, we study the preprocessing/query and the time/space trade-offs. Section 6.2 considers how our algorithms behave on other graph classes. In particular, we present results on grid graphs in 2 and 3 dimensions with random arc weights. We also conducted preliminary experiments on higher-dimensional grids and random graphs. Since our algorithm performed poorly on these graphs, we omit the detailed results.
We ran the alt (with 16 landmarks), re and real-(i, j) algorithms, where real-(i, j) uses i landmarks and maintains landmark data for n/j highest-reach vertices. We call the parameter j the sparsity of the landmarks. For instance, real-(64,16) maintains 64 landmarks, but with distances only to n/16 vertices with high reaches; real-(16,1) uses 16 landmarks, each with distances to all vertices in the graph. All landmarks (for alt and all variants of real) were generated with the avoid method. On grid graphs, we also ran our own implementation of the bidirectional version of Dijkstra's algorithm, denoted by bd. For machine calibration purposes, we ran the DIMACS Challenge implementation of the P2P version of Dijkstra's algorithm, denoted by d, on the largest road networks.
For the graphs of the USA and Europe with travel times as arc lengths, additional data from previous works was available at the time of writing. In particular, we report the results obtained by the highway hierarchy-based algorithm of Sanders and Schultes, as reported in [41] . Their sequential code was run on a dual-core 2.0 GHz AMD Opteron machine, which is comparable to our machine. In fact, because of a different memory architecture, d runs about 2% faster on their machine. Their algorithm has two versions [41] : hh-mem, entirely based on highway hierarchies, and hh, which replaces high levels of the hierarchy by a table with distances between all pairs of vertices in the corresponding graph.
6.1. Road Networks. The graphs representing the USA (Tiger/Line) [49] and (Western) Europe [35] road networks belong to the 9th Implementation DI-MACS Challenge [8] data set. The USA is symmetric and has 23 947 347 vertices (road intersections) and 58 333 444 arcs (directed road segments); Europe is directed, with 18 010 173 vertices and 42 560 279 arcs. To evaluate the performance on smaller graphs, we tested the subgraphs of USA described in Table 1 . All graphs are strongly connected. We used two natural metrics as length functions: travel times and travel distances. In addition, to test the robustness of our algorithm, we considered a third metric (uniform) in which all arcs have unit length. For all metrics, lengths were represented as 32-bit integers. 6.1.1. Random queries. Our first experiment consists of running our algorithms on 1000 random queries. In each case, the source and the target are picked independently and uniformly at random from the set of all available vertices. Table 2 presents results for the USA graph, and Table 3 shows the corresponding results for the European road network. In each case, all three metrics (length functions) are considered.
For each algorithm, we report the average query time (in milliseconds), the average number of scanned vertices and, when available, the maximum number of scanned vertices (over the queries in the set). Also shown are the total preprocessing time (in minutes) and the total disk space (in megabytes) required by the preprocessed data. For d, this is the space required to store only the graph itself; for alt, this includes the graph and landmark data; for re, it includes the graph with shortcuts (which has roughly two-thirds more arcs) and an array of vertex reaches; finally, the data for real includes the graph with shortcuts, the array of reaches, and landmark data. All files are stored in binary format, with 32-bit lengths, distances, and vertex identifiers.
travel distances, as the number of vertices scanned by re shows. Preprocessing, however, can be slower-probably because the partial trees become too dense with our default choice of parameters. We made no attempt to tune the algorithm for unit lengths.
Although the two graphs have similar sizes, the algorithms behave differently when lengths are travel times. alt is relatively more efficient on Europe than on USA, while re is faster on the USA graph. By combining alt and re, real is more robust than either method, and has similar performance on both graphs. In fact, even if we consider all six combinations of graphs and metrics, real-(64,16) was remarkably consistent: the average number of scans ranged from 538 to 670.
For a fixed graph, real-(16,1) and real-(64,16) have almost identical query performance, the latter being slightly better on most metrics. Given that real-(64,16) requires about half as much disk space, it has the edge for these queries. However, preprocessing for real-(64,16) takes roughly twice as long. As already observed, re is less robust than real: the query times of re on USA, for example, vary from 1.77 ms for travel times to 5.78 ms for travel distances, while the corresponding numbers for real-(64,16) are 0.86 and 1.22 ms.
We can compare re and real to hh-mem and hh for the travel-time metric, for which the data is available. re performs worse than hh-mem, but the difference is small, particularly on the USA graph. For queries, the performance of real-(64,16) is similar to that of hh, and real-(64,16) uses a little less space. Preprocessing for hh, however, is faster, especially on Europe.
6.1.2. Graph size dependence. To test how the performance of our algorithms depends on graph size, we ran 1000 random queries on subgraphs of the USA road network. The results are reported in Tables 4 and 5 . Although query times tend to increase as the graph grows, they are not strictly monotone: the graph structure affects the performance of the algorithm. It is clear, however, that reachbased algorithms have better asymptotic performance than alt. As the graph size increases by two orders of magnitude, so does the time for alt queries. Running times of re and real change by a factor of six or less for travel times, and more for travel distances. The speed advantage of real-(64,16) relative to real-(16,1) holds only for large graphs: for smaller ones, the loss of precision due to proxies (defined in Section 5.4) is relatively higher, since the average shortest path is shorter.
Regarding preprocessing time, with a fixed number of landmarks alt is roughly linear in the graph size. For 16 landmarks, the preprocessing of alt is faster than the preprocessing of re, and the ratio of the two does not change much as the graph size increases. With 64 landmarks, the times for landmark selection and reach computation are roughly the same: preprocessing takes about twice as long for real-(64,16) as for re.
6.1.3. Local queries. Up to this point, we have reported data only on random queries. A more realistic assumption for road networks is that most queries will be more local. To define the notion of local queries formally, we use the concept of Dijkstra rank. Suppose we run Dijkstra's algorithm from s, and let v be the k-th vertex it scans. Then the Dijkstra rank of v with respect to s is ⌊log 2 k⌋. To generate a local query with rank r, we pick s uniformly at random from V , and pick t uniformly at random from positions [2 r , 2 r+1 ) in the scanning order. Note that our definition of Dijkstra rank differs slightly from the one proposed by Sanders and Schultes [40] , but it has a similar purpose. For each of the large graphs (Europe and Comparing the two plots in each figure to one another, we observe that the curves showing running times and the curves showing scan counts are very similar, but shifted by a constant that is related to the time per vertex scan of each method.
As random queries tend to involve pairs of vertices that are very far apart, our previous discussion applies to local queries with high Dijkstra rank. In particular, in this context alt is the slowest of the four algorithms, and the real variants are the fastest (with very similar performance). Now consider very local queries, with small Dijkstra rank. real-(16,1) scans the fewest vertices, but due to the higher overhead of accessing landmark information its running time can be slightly worse than that of re. real-(64,16) mostly visits low-reach vertices and thus fails to take advantage of the landmark data. It scans about the same number of vertices as re, but is slower due to the higher overhead. alt clearly has the worst asymptotic performance as a function of the Dijkstra rank, but for small ranks it scans only slightly more vertices than re. As the rank grows, alt becomes worse than the other methods, and re becomes consistently worse than real-(16,1). real-(64,16) improves, and catches up with real-(16,1) for large ranks.
In terms of query times and scan counts, real-(16,1) and real-(64,16) are the best options. real-(64,16) is somewhat worse for very local queries, but slightly better for higher Dijkstra ranks. Its main advantage, however, is its lower space requirement.
6.1.4. Reach-aware landmarks. We now study how landmark sparsity influences query times and space usage. For 16 and 64 landmarks, we vary the fraction of vertices for which landmark data is maintained. Tables 6 and 7 show that, as the sparsity increases, we get a substantial reduction in the memory overhead associated with landmarks. The number of vertex scans increases steadily (but slowly).
Running times increase substantially when the sparsity increases from 1 to 2, despite the fact that the number of scans barely changes. This is because sparsity 1 corresponds to the standard real algorithm: all distances to and from landmarks are available, and therefore the algorithm does not need to deal with proxies, which slow down the computation. With sparsity 2, proxies must be taken into account. Although the lower bounds have similar quality (as the number of scans shows), computing them is more expensive.
Curiously, when we further increase the sparsity the effect on the running time is minor, despite the increase in the number of vertex scans. With increased sparsity, a relatively greater portion of the vertices will be scanned at the beginning of the search, before the algorithm starts using A * search. The algorithm will behave essentially like re at the beginning, and we have seen that re has significantly lower overhead per scan than real.
One can win in all measures of query performance. As already mentioned, compared to real-(16,1), which is not landmark-aware, real-(64,16) uses less space and often runs faster. Note that our current preprocessing algorithm runs landmark generation on the full graph; for the landmark-aware case, one could eliminate low-reach vertices to improve performance. Figure 6 . Local queries on USA with travel distances: running times and scan counts.
On a final note, observe that the number of landmark distances that must be stored depends on the ratio between the number of landmarks and the sparsity. In particular, when these ratios are the same, the number of distances stored will also be the same; this is the case of real- (16, 8) and real-(64,32), for example. According to the tables, however, real-(64,32) actually requires slightly more space to represent the information. To understand why, recall (from Section 5.2.2) that landmark files are compressed. The compression ratio is better when vertices with similar identifiers are close to each other in the graph, which is generally true in the original graph. When vertices are partially reordered by reach, however, this is no longer true, especially for very high reaches (i.e., very low vertex identifiers): the compression ratio is much worse in the beginning of the file (high-reach vertices) than towards the end (low-reach vertices). real-(16,8) stores 16 files, each with n/8 pairs of distances (to and from the landmark); real-(64,32), on the other hand, must store 64 files, each with only n/32 pairs of distances. The average reach in the latter case is much higher, which explains the worse compression ratio.
6.1.5. Shortcut generation. We now examine how the performance of our algorithm is affected by the choice of shortcuts. Recall that we only allow a vertex to be bypassed if (among other criteria) the ratio of the number of new shortcuts created to the number of arcs eliminated it at most some constant c. In our algorithm, we set c to 0.5 in the first iteration, 1.0 in the second, and 1.5 for the remaining ones. these are close to the results obtained with c = 1.0 (fixed), but with better query performance and preprocessing time. 6.1.6. Exact reaches and the refinement step.
Recall that the refinement step of the preprocessing algorithm recomputes δ highest reaches with an exact algorithm. In the previous experiments, we set δ = 2⌈ √ n⌉. For the USA graph, in particular, we set δ to 9788. Table 9 shows the trade-off between preprocessing and query times as δ varies for the USA graph (with both travel times and travel distances as length functions). We tested δ values ranging from 0 to 10⌈ √ n⌉; in each case, 100 000 random queries were run. The table shows that increasing δ does improve queries, but significantly slows down the preprocessing routine. Using δ = 10⌈ √ n⌉, queries are up to 20% faster than when no refinement step is used, but preprocessing is more than twice as slow. Recomputing all reaches would be ideal to speed up queries, but preprocessing would be prohibitively expensive. Even on Bay Area, a subgraph of USA with only 321 270 vertices, exact reach computation takes almost 2.5 hours with our new exact algorithm (the standard one takes more than 10 hours). But queries do become 40% faster with exact reaches. How much time, if any, to spend in the refinement phase of the preprocessing algorithm depends on the requirements of the application. We chose δ = 2⌈ √ n⌉ for most of our experiments because its effect on the preprocessing time is negligible. 6.1.7. Retrieving the shortest path. The query times reported so far for re and real consider only the task of finding the shortest path in the graph with shortcuts. Although this path has the same length as the corresponding path in the original graph, it has much fewer arcs. On USA with travel times, for example, the shortest path between a random pair of vertices has more than 4500 vertices in the original graph, but fewer than 30 in the graph with shortcuts. With travel distances, these values increase to about 5000 and 43, respectively. Our algorithm can retrieve the original path from the path with shortcuts in time proportional to the number of arcs on the original path. For this, it uses an arc map, which maps each shortcut arc to the two arcs it replaces. The arc map is built during the preprocessing step and has roughly the same size as the graph with shortcuts, but it is not included in the "disk space" column of our tables, since not all applications require it.
Since paths in the original graph have many more arcs than the paths found by re or real, retrieving the original path can be relatively costly. To measure this, we reran the re algorithm. After each query, we dumped the list of arc identifiers to an array, and at the same time computed the sum of the costs of these arcs. Even though we already know what the sum will be, this procedure is a good approximation of what an actual application might do. Retrieving the original list of arcs on the USA with travel times takes roughly one millisecond, which is comparable to the time real takes to actually determine the shortest path distance with travel times. With travel distances, real is comparatively slower, but retrieving the original path still takes about one millisecond.
On the Europe graph, the overhead of retrieving the shortest path is somewhat smaller, mainly because there are fewer arcs in the original paths: less than 1400 Table 10 shows computational results for 2-dimensional grids. The table includes results for alt, re, two versions of real, d (the reference implementation of Dijkstra's algorithm made available by the 9th DIMACS Implementation Challenge) and bd (our own implementation of the bidirectional version of Dijkstra's algorithm). Note that bd scans fewer vertices than d, but has higher overhead per scan, due to the fact that our implementation of bd is compatible with our more elaborate algorithms, whereas d is more restricted. We did not attempt to tune the algorithms for these graphs, except by setting the parameter c (defined in Section 4.3) to 1.0 for all iterations of the reach computation algorithm (the use of increasing values of c, starting at 0.5, is tuned for road networks). It is possible that additional tuning may help, especially if it takes into account the structure of these graphs.
Compared to bd, both re and real are significantly faster. Queries and preprocessing times, however, are clearly not as good as those for road networks of similar size. But the fact that there is an improvement at all is noteworthy, given the absense of a clear hierarchy on grids with random edge weights.
For the graph sizes we consider, re and alt have comparable query times, but re has better asymptotic performance. Preprocessing, however, is much more expensive for re. real-(16,1) benefits from the performance improvements of both re and alt and therefore has much better query times (although its preprocessing times are also high, due to the reach computation).
Unlike on large road networks, real-(64,16) queries pay a significant performance penalty compared to real- (16, 1) . This is probably because the graphs are relatively small and well-structured, which makes increasing the number of landmarks not as advantageous as for large road networks. The fact that the relative performance gap between the two algorithms narrows as the graph size increases supports this conjecture. For the smallest grid in our test, real-(64,16) is more than five times slower than real-(16,1) and even slower than re. For the largest grid, however, it is faster than re and only about three times as slow as real-(16,1). real-(64,16) uses significantly less space than real-(16,1), however.
The experiments on 2-dimensional grids show that reaches help even when a graph does not have an obvious highway hierarchy, and that the applicability of real is not restricted to road networks. On the largest grid, it is over seven times faster than alt, and two orders of magnitude faster than the bidirectional Dijkstra algorithm.
Next we discuss the results of running our algorithms on 3-dimensional grids, shown in Table 11 . Since these graphs have higher average degree, we used c = 2.0 when generating shortcuts. The table shows that both reach-based and landmarkbased algorithms are less effective than on 2-dimensional grids. alt queries are only modestly slower, however, and alt preprocessing time is not affected much. In contrast, re preprocessing becomes asymptotically slower-the time roughly triples when the graph size doubles. With this rate of growth, it would take about two months to preprocess a grid comparable in size to the European road network.
Consider queries of re and alt. The average number of scans for re is about seven times greater than for alt. The running time is about five times greater, except for the largest problem, where it is greater by a factor of slightly over three. The average number of scans suggests that real-(16,1) has a small asymptotic 10 seconds on a PocketPC with a 400 MHz ARM processor and 128 MB of RAM, and local queries (which should be much more common) are significantly faster.
An interesting direction of future research is to make the algorithms effective on a wider range of graphs. Although our methods work reasonably well on 2-dimensional grids, we have shown that they have only limited applicability to 3-dimensional grids, for instance.
Many other open problems remain. The performance of our best query algorithms depend crucially on the quality of the reaches available. Faster algorithms to compute exact reaches (or at least better upper bounds on reaches) would speed up our queries. More importantly, the problem of finding good shortcuts deserves a more detailed study. Our current algorithm uses a series of heuristics to determine when to add shortcuts, but there is no reason to believe that they find the best possible shortcuts. It is also desirable to get theoretical justification for the good practical performance of our algorithms.
Finally, it would be interesting to find other applications for the concepts and techniques we use. For example, reach information may also be useful for highway design: high-reach local roads are natural candidates for becoming highways with increased speed limits.
Recent work. A preliminary version of this paper [20] was presented at the 9th DIMACS Implementation Challenge [8] . Several other papers presented also dealt with the point-to-point shortest path problem. Lauther [34] and Köhler et al. [29] presented algorithms based on arc flags, but their running times (for both preprocessing and queries) are dominated by real and hh. Delling, Sanders, et al. [7] presented a variant of the partial landmarks algorithm in the context of highway hierarchies, but with only modest speedups (for technical reasons A * search cannot be combined naturally with hh). In a different paper, Delling, Holzer, et al. [6] showed how multi-level graphs could be used to perform random queries in less than 1 ms, but only after weeks of preprocessing time.
The fastest queries were achieved by algorithms based on transit node routing, a concept introduced by Bast et al. [1] and combined with highway hierarchies by Sanders and Schultes [42] (these papers were later merged [2] ). The intuition is simple: when following the shortest path from a fixed source s to any point "far away," the path leaves the source's "local area" via one of a very limited number of access nodes. The set of all access nodes, considering all possible sources, are the transit nodes of the graph. On USA and Europe with travel times, there are only a few thousand of those. Preprocessing computes the access nodes and the distances between them, and most queries consist of a few table lookups. Both graphs can be processed in about three hours, and random queries take in 6 µs on average (local queries are slightly slower, at 20 µs). If preprocessing time is limited to about an hour, average query times are still only 11 µs (0.3 ms for local queries). The effectiveness of transit nodes depends strongly on the natural hierarchy of the underlying road network. If travel times are replaced by travel distances, preprocessing time increases to about eight hours, and average query times are close to 0.1 ms. Performance would probably be significantly worse on other graph classes, such as grids.
Even for travel distances, queries with transit-node routing are significantly faster than with real. Our method does appear to be more robust, however, to changes in the length function. Moreover, these approaches are not mutually exclusive. As Bast et al. observe in [2] , a reach-based approach could be used instead of highway hierarchies to compute a suitable set of transit nodes and the corresponding distance tables. An actual implementation of the combined algorithm is an interesting topic for future research. It should be noted, however, that speeding up our algorithm would only make sense if a full description of the shortest path is not required; traversing the shortest path already costs about as much as finding its length.
