We revisit the well-known problem of sorting under partial information: sort a finite set given the outcomes of comparisons between some pairs of elements. The input is a partially ordered set P , and solving the problem amounts to discovering an unknown linear extension of P , using pairwise comparisons. The information-theoretic lower bound on the number of comparisons needed in the worst case is log e(P ), the binary logarithm of the number of linear extensions of P . In a breakthrough paper, Jeff Kahn and Jeong Han Kim (STOC 1992) showed that there exists a polynomial-time algorithm for the problem achieving this bound up to a constant factor. Their algorithm invokes the ellipsoid algorithm at each iteration for determining the next comparison, making it impractical.
1. an O(n 2 ) algorithm performing O(log n·log e(P )) comparisons;
2. an O(n 2.5 ) algorithm performing at most (1 + ε) log e(P ) + Oε(n) comparisons;
3. an O(n 2.5 ) algorithm performing O(log e(P )) comparisons.
All our algorithms are simple to implement. * Postdoctoral Researcher of the Fonds National de la Recherche Scientifique (F.R.S.-FNRS).
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INTRODUCTION
Problem definition. We consider the following problem:
Let V = {v1, . . . , vn} be a set equipped with an unknown linear order . Given a subset of the relations vi vj, determine the complete linear order by queries of the form: "is vi vj?".
This problem is called Sorting under Partial Information. We are given the outcomes of a number of comparisons between elements of a linearly ordered set, and we wish to "complete the sort" by performing more comparisons. The partially ordered set (poset) P = (V, P ) encoding these known outcomes is a partial information that should help reducing the number of comparisons performed. Denoting by e(P ) the number of linear extensions of P , it is obvious that the number of required comparisons is at least log e(P ) in the worst case 1 . An example is given in Figure 1 .
Previous results. The problem was first posed by Fredman in 1976 [8] . He showed that there exists an algorithm that performs log e(P ) + 2n additional comparisons between elements of V . However, the number of comparisons performed by Fredman's algorithm is not O(log e(P )) in case log e(P ) is sub-linear, and deciding what comparisons should be done takes super-polynomial time. At that time, it remained opened whether there existed, on the one hand, an algorithm performing O(log e(P )) comparisons, and, on the other hand, an algorithm running in polynomial time.
The first question was answered by Kahn and Saks in 1984 [13] . They showed that there always exists a query of the form "is vi vj?" such that the fraction of linear extensions in which vi is smaller than vj lies in the interval (3/11, 8/11) . This is a relaxation of the well-known 1/3-2/3 conjecture, a conjecture formulated independently by Fredman, Linial, and Stanley, see [17] . A simpler proof yielding weaker bounds was given by Kahn and Linial in 1991 [12] . Better bounds were later given by Brightwell, Felsner, and Trotter [2] . Iteratively choosing such a comparison yields an algorithm that performs O(log e(P )) comparisons. However, finding the right comparisons remained intractable.
In 1995, Kahn and Kim published a breakthrough paper [11] in which they describe a polynomial-time algorithm performing O(log e(P )) comparisons, thus answering both questions positively. Their key insight is to relate log e(P ) to the entropy of the incomparability graph of P , a quantity that can be computed in polynomial time. Their algorithm, although polynomial, is still far from practical because it uses the ellipsoid algorithm O(log e(P )) = O(n log n) times to determine the comparisons.
Contribution. Our results are described in the table below.
We denote by EA(n) the time needed for the ellipsoid algorithm to compute the entropy of a poset of order n. The original bound given by Kahn and Kim [11] on the number of comparisons performed by their algorithm is 54.45 · log e(P ). The improved bound given in the table is a byproduct of our results.
Algorithm
Global complexity Number of comparisons K&K [11] O(n log n · EA(n)) ≤ 9.82 · log e(P )
We now compare these results to those of Kahn and Kim (shortly: K&K). In terms of global complexity, each of our algorithms greatly improves over that of K&K. Furthermore:
• If log e(P ) is super-linear, the number of comparisons of our second algorithm is lower than that of K&K. By optimizing over ε, it can be shown that the number of comparisons is actually log e(P ) + o(log e(P )) + O(n) in this case (a number of comparisons comparable to that of Fredman's algorithm).
• If log e(P ) is linear or sub-linear, the number of comparisons of our third algorithm is comparable to that of K&K (although the constant in front of log e(P ) is still far from the best constant achieved by a superpolynomial algorithm [2] ).
• Our first two algorithms have the following useful property: they compute a sorting strategy that can then be used to solve any given instance with the same partial information P , in time proportional to the number of comparisons, plus a term linear in n.
Outline and key ideas. K&K showed that graph entropy, as defined by Körner in 1973, plays a central role in the problem of sorting under partial information. Letting H(P ) be the entropy of the incomparability graph of P , they showed that log e(P ) = Θ(nH(P )). Every comparison performed by their algorithm decreases nH(P ) by at least some constant. Hence the total number of comparisons is O(nH(P )) and thus O(log e(P )). Furthermore, their algorithm is polynomial, since the entropy can be computed in polynomial time using convex programming algorithms. Our goal is to obtain practical algorithms, without sacrificing the number of comparisons. Our first key idea is to compute a greedy chain decomposition of P , that is, a partition of P into chains (totally ordered subsets), obtained by iteratively extracting a longest chain. This allows us to get rid of the costly convex programming machinery and enables us to focus only on the relevant part of P . In [5] , we have provided bounds on the amount of information (in terms of entropy) that is lost when we forget the relations of P between two distinct chains of a greedy chain decomposition.
We directly obtain a mergesort-like algorithm: find a greedy chain decomposition of P , and merge the chains using a simple linear-time merging algorithm. The number of comparisons performed by this algorithm can be shown to be close to log e(P ), up to an arbitrarily small factor and a term linear in n. This is described in Section 4.
As noted above, our mergesort-like algorithm performs better than that of K&K provided the information theoretic lower bound log e(P ) is super-linear. The algorithms are comparable (in terms of number of comparisons) if log e(P ) is linear. If log e(P ) is sub-linear, we have to use another strategy: instead of forgetting all the relations of P between the chains of a greedy chain decomposition, we keep some of them. Namely, we keep all the relations between the elements of the longest chain and the rest of P . When log e(P ) is small compared to n, the longest chain contains a large fraction of the elements. Hence, this less radical strategy keeps most of the information contained in P .
Our second key idea is contained in the following algorithm: find a longest chain A, use the mergesort-like algorithm on P − A, yielding a chain B, and cautiously merge the chains A and B using the current partial information. Thus we reduce the general sorting problem to an easier subproblem known as merging under partial information. It is a special case of the problem of sorting under partial information in which P can be covered by exactly two chains, and has been studied in 1984 by Linial [17] . By using an algorithm for merging under partial information performing O(log e(P )) comparisons, we obtain an algorithm for the general sorting problem performing O(log e(P )) comparisons. This is shown in Section 5.
The problem of merging under partial information is tackled in Section 6. Although Linial [17] already provided an algorithm for the problem, we considerably improve on its complexity. We first show that in this special case, the entropy of the incomparability graph of P can be computed very easily. The computation relies on a structural lemma on the entropy of bipartite graphs by Körner and Marton [16] , and on the additional structure exhibited by the incomparability graph of a poset covered by two chains.
Then, we show that given the vertex weights achieving the entropy, there exists a sequence of pairwise chain mergings, each of which decreases nH(P ) by an amount proportional to the number of comparisons performed. After each merging, the weights on the vertices can be updated efficiently. This yields the desired algorithm for merging under partial information, and thus an algorithm for sorting under partial information performing O(log e(P )) comparisons. The global complexity of the algorithm is O(n 2.5 ).
Preliminaries on complexity measures, the entropy of a graph, and greedy chain decompositions, are given in Section 2. We also offer new results on the entropy, improving several aspects of K&K's analysis. Mainly, we prove the tight inequality nH(P ) ≤ 2 log e(P ), whereas K&K show nH(P ) ≤ (1 + 7 log e) log e(P ) 11.1 log e(P ).
As a first simple example of a near-optimal algorithm for sorting under partial information, we give an analogue of insertion sort in Section 3. This algorithm has global complexity O(n 2 ) and performs a number of comparisons within a log n factor only of the information-theoretic lower bound. We included an appendix at the end of the paper, in which we discuss the complexities of three important steps used in our algorithms, among which the construction of a greedy chain decomposition. Some proofs are omitted and can be found in the long version of the paper 2 .
PRELIMINARIES
We give a number of definitions and summarize the contribution of K&K [11] to the problem. We also give an improved upper bound on the quantity nH(P ).
Complexity Measures.
Consider an algorithm for sorting under partial information. The query complexity is the number of comparisons between elements of P that are done by the algorithm. The preprocessing complexity measures the computational work done before the first comparison is performed. The rest of the work is measured by the sorting complexity. The preprocessing phase and sorting phases are defined similarly. Thus, in the preprocessing phase, we are restricted to only process the input poset. The comparisons are performed during the sorting phase. The global complexity is simply the sum of the preprocessing and sorting complexities.
Our model of computation is a RAM machine with Θ(log n)-size words, and the global complexity is measured as the total number of arithmetic and logical operations on words.
Entropy and sorting. We recall that a subset S of vertices of a graph is a stable set (or independent set) if the vertices in S are pairwise nonadjacent. The stable set polytope of a graph G with vertex set V and order n is the n-dimensional polytope STAB(G) := conv{χ S ∈ R V : S stable set in G}, where χ S is the characteristic vector of the subset S, assigning the value 1 to every vertex in S, and 0 to the others. The entropy of G is defined as (see [14, 7] )
Any point x ∈ STAB(G) describes a feasible solution of the convex program (1) . The entropy of x is the value of the objective function of that program with respect to x. For any given poset P , we consider two graphs: the comparability graph G(P ) and the incomparability graphḠ(P ). The vertex set of G(P ) is the ground set of P and two distinct vertices v and w are adjacent in G(P ) whenever they are comparable in P . The incomparability graphḠ(P ) is simply the complement of G(P ). We denote by H(P ) the entropy of G(P ) and by H(P ) the entropy ofḠ(P ).
Entropy plays an important role in the sorting under partial information problem. The first reason is explained by the following result due to K&K. In particular, it implies log e(P ) = Θ(nH(P )). Thus the information theoretic lower bound and the entropy of the incomparability graph of P are tightly related.
Lemma 1 ([11]
). For any poset P of order n, log e(P ) ≤ nH(P ) ≤ min{log e(P ) + log e · n, c1 log e(P )}, where c1 = (1 + 7 log e) 11.1.
The second reason is that, while computing e(P ) is #Pcomplete [3] , computing H(P ) can be done in polynomial time by solving the convex minimization problem (1), as we now explain. When G =Ḡ(P ), the stable set polytope STAB(G) has a known description in terms of linear inequalities. Although the number of inequalities is (in most cases) exponential, the corresponding separation problem can be solved efficiently. Hence (1) can be solved by the ellipsoid algorithm.
Much of this nice behaviour is due to the perfection of G(P ). We recall that a graph G is perfect if ω(H) = χ(H) holds for every induced subgraph H of G, where ω(H) and χ(H) denote the clique and chromatic numbers of H, respectively. If G is perfect, then its complementḠ is also perfect [18] . The comparability graph G(P ) of P is always perfect, hence the same holds for the incomparability graph G(P ) of P . The following result is the easy part of a result by Csiszár, Körner, Lovász, Marton, and Simonyi.
Lemma 2 ([7]
). Assume G is a perfect graph with vertex set V and order n, and let x ∈ R V and z ∈ R V be feasible solutions to (1) for G andḠ, respectively. Then x and z are optimal iff xvzv = 1/n for all v ∈ V . In particular,
The algorithm of K&K [11] is based on two main lemmas, Lemma 1 above and the next lemma. Whenever a and b are incomparable elements of P , we denote by P (a < b) the poset obtained by adding the relation (a, b) to the partial order of P and closing transitively.
Lemma 3 ([11]
). In any poset P of order n that is not a chain there are a, b incomparable such that
Let V denote the ground set of P . Given an optimal solution x ∈ R V to (1) for G(P ), K&K show how to choose a pair a, b as in Lemma 3. Knowing the primal solution x, this choice can be done efficiently (in O(n 2 ) time).
Comparing a and b gives a new partial information P ∈ {P (a < b), P (b < a)}. The key is that for any outcome, nH(P ) ≤ nH(P ) − c2. This is proved by modifying appropriately an optimal dual solution, that is, an optimal solution z ∈ R V to (1) forḠ(P ). By Lemma 2, zv = 1/(nxv) for all v ∈ V . Knowing x, a new dual solution z can be efficiently constructed (in O(n 3 ) time).
To determine the next comparison, the K&K algorithm needs to compute an optimal solution x to (1) for G(P ). Because the optimality of z is not guaranteed, letting
This explains why their algorithm uses the ellipsoid algorithm before each comparison.
We have shown in [5] that H(P ) can be expressed via a convex minimization problem with 2n variables and at most n 2 constraints, making possible the use of interior point algorithms for computing H(P ). Although this makes the K&K algorithm more practical, this does not make it competitive with our algorithms in terms of running time since it is unlikely that computing H(P ) using interior point algorithms can be done in less than O(n 4 ) time (plugging in a straightforward way the number of variables and constraints in complexity bounds for interior point algorithms would yield a O(n 6 ) complexity [1] ).
A new result on the entropy of incomparability graphs.
K&K conjectured that the value for the constant c1 in Lemma 1 could be improved to c1 = 1 + log e 2.44. Using the same line of attack as above, we were able to show that one can actually take c1 = 2, which is best possible. Note that this bound is tight, as shown by the poset consisting of two incomparable elements. The proof is omitted in this version of the paper.
Greedy chain decompositions. Suppose we want to approximate the entropy H(G) of a given perfect graph G. We have shown [5] that the following greedy heuristic performs very well. First, iteratively remove a maximum stable set in G. Denote by S1, . . . , S k the stable sets extracted from G. Second, construct the greedy pointx :
Theorem 1 ( [5] ). Let G be a perfect graph on n vertices and denote byg the entropy of an arbitrary greedy point in STAB(G). Then, for every ε > 0,
In the context of the sorting under partial information problem, we apply the greedy heuristic toḠ(P ). This gives a decomposition of P into chains C1, . . . , C k that we call a greedy chain decomposition. Although the fastest known algorithm for computing a maximum chain in a poset of order n has complexity O(n 2 ) (see [9] , Chapter 5), a greedy chain decomposition can be found in O(n 2.5 ) time, see Appendix A.
INSERTION SORT
We first propose an O(n 2 ) sorting algorithm with query complexity O(log n · log e(P )). It consists of first finding a maximum chain C ⊆ P , then iteratively inserting the remaining elements of P \ C in the chain C, using binary search. We refer to this algorithm as Algorithm 1. In order to show that its query complexity is O(log n · log e(P )), we need two lemmas.
Lemma 5. Let P be a poset of order n and let C be a maximum chain in P . Then |C| ≥ 2 −H(P ) n.
Proof. It is well known ( [15, 4] ) that the entropy of a graph on n vertices with stability number α is at least − log α n . The result follows by applying this toḠ(P ).
Now the number of comparisons performed by the algorithm is at most
This algorithm has the property that we can perform the preprocessing step only once, and sort all instances with the same partial information in time O(log n · log e(P )) + O(n). To achieve this, we store the maximum chain C in a balanced binary search tree in time O(n) and insert each remaining element in time O(log n).
MERGE SORT
In order to improve on the previous algorithm, we can use an approach similar to mergesort.
Algorithm 2:
• Phase 1 (Preprocessing): find a greedy chain decomposition C1, . . . ,
Our next lemma bounds the query complexity of Algorithm 2 in terms ong. Its proof is omitted.
The query complexity of Algorithm 2 is at most (g + 1)n.
The following theorem uses this bound and Theorem 1.
Theorem 2. For any ε > 0, the query complexity of Algorithm 2 is at most
Proof. From Lemma 7, we infer that the query complexity is at most
We conclude that Algorithm 2 is an O(n 2.5 ) algorithm with query complexity at most (1 + ε) log e(P ) + Oε(n), for any ε > 0. Note that again, we can reuse the chain decomposition obtained in the preprocessing phase for sorting any instance with the same partial information in time proportional to the query complexity.
CAUTIOUS MERGE SORT
The query complexity of Algorithm 2 is not O(log e(P )) because it completely ignores a large part of the partial information. Now, we show that using the partial information for the last merge suffices to obtain an algorithm with query complexity O(log e(P )).
The subproblem at hand is that of merging under partial information. It is a special case of sorting under partial information, in which the given poset P is covered by two chains A and B, that is, P is of width at most 2. (The width of a poset P is the maximum size of an antichain of P .)
That problem was studied by Linial [17] , who proposed an algorithm with query complexity O(log e(P )). However, this algorithm requires computing polynomially many Θ(n) × Θ(n) determinants. In Section 6, we obtain an O(n 2 log 2 n) algorithm for the problem with query complexity at most 6 log e(P ).
Theorem 3. Suppose there exists an algorithm for the problem of merging under partial information with global complexity T (n) and query complexity at most c3 log e(P ), given as partial information a poset P of order n and width at most 2. Then there exists an algorithm for the problem of sorting under partial information with global complexity O(n 2.5 ) + T (n) and query complexity at most (9.09 + c3) log e(P ).
Proof. Let Algorithm 5 be the hypothesized algorithm for merging under partial information. (Such an algorithm will be given in Section 6.4.) Consider the following algorithm.
Algorithm 3:
1. find a maximum chain A ⊆ P 2. apply Algorithm 2 to the poset P − A, yielding a chain B
3. apply Algorithm 5 to the current partial information P From Lemma 5, we have |A| ≥ 2 −H(P ) n, and therefore (using Lemma 6):
Now from Theorem 2 the number of comparisons in steps 2 and 3 is at most
+c3 log e(P ) (from (2))
(from Lemma 4)
The global complexity is O(n 2.5 ) + T (n).
MERGING UNDER PARTIAL IN-FORMATION
In this section, we assume that P is covered by two disjoint chains, denoted by A and B. First, we describe a structural result by Körner and Marton [16] concerning the entropy of a bipartite graph. Second, we show how to use this to obtain an O(n 2 log 2 n) algorithm with query complexity at most c3 log e(P ), with c3 = 6.
The Entropy of Bipartite Graphs
Because the width of P is at most 2, the incomparability graphḠ(P ) of P is a bipartite graph. Körner and Marton [16] describe a method for computing the entropy of any bipartite graph (see Theorem 3.8 in Simonyi's survey on graph entropy [19] ). Below, h(x) := −x log x−(1−x) log(1− x) is the binary entropy function (by convention, h(0) = h(1) := 0).
Theorem 4 ([16]
). Let G be a bipartite graph of order n, with bipartition A, B. Then, one can find partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k such that
The partitions are constructed iteratively. Let NG(X) denote the neighborhood of a set X of vertices in the graph G. For i ∈ {1, . . . , k}, Körner and Marton define Ai as any subset of A := A − A1 − · · · − Ai−1 that maximizes
in the graph G obtained from G by removing all vertices contained in some Aj or some Bj with j < i, and define Bi as N G (Ai). By convention, if there is a vertex u in A that is isolated, then we let Ai = {u} and Bi = ∅. If A is empty and B := B − B1 − · · · − Bi−1 is not, we pick a vertex v in B , let Ai = ∅ and Bi = {v}. Given partitions as in Theorem 4, the point x ∈ STAB(G) achieving the minimum in (1) is obtained by simply letting xu = |Ai|/(|Ai| + |Bi|) whenever u ∈ Ai and xv = |Bi|/(|Ai| + |Bi|) whenever v ∈ Bi.
In Appendix B, we prove the following result.
Lemma 8. The entropy of a poset P of order n and width at most 2 can be computed in time O(n 2 log 2 n).
Local Improvement of a Feasible Solution
Let G =Ḡ(P ), and let E denote the edge set of G.
The point x is a feasible solution of the convex program (1). An edge uv ∈ E is tight with respect to that solution if xu + xv = 1. Let G(x) denote the graph whose vertices are those of G and whose edges are the edges of G that are tight.
The point x is locally optimal if, letting C1, . . . , C k be the (connected) components of G(x), and letting Ai = Ci ∩ A and Bi = Ci ∩ B, for i = 1, . . . , k, we have:
(4) In Appendix C, we prove that each Ai and each Bi is an interval of its respective chain, and that the components Ci = Ai ∪ Bi are linearly ordered by P , provided that x is locally optimal.
By convention, we always order the components C1, . . . , C k in such a way that the corresponding ratios |Ai|/|Bi| are nonincreasing. (In particular, this is true if A1, . . . , A k and B1, . . . , B k are produced by the method of Körner and Marton described above.) If x ∈ STAB(G) is not locally optimal, then one can efficiently find a locally optimal point x ∈ STAB(G) with entropy at most that of x. We call this operation a local improvement. It will be used O(n) times in Algorithm 4 and once in Algorithm 5. In both cases, we show that we can perform all necessary local improvements in O(n 2 ) time, see Appendix C for a detailed discussion.
Iterated Hwang-Lin
Here, we explain how to solve "one half" of the problem of merging under partial information. Let again G =Ḡ(P ). Consider a locally optimal point x ∈ STAB(G), the corresponding components C1, . . . , C k of G(x) and partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k . Let j ∈ {1, . . . , k} be the last index for which Aj is nonempty. Thus, j = k if G has no isolated point in B, and j < k otherwise. Now, assume |Aj| ≥ |Bj|, that is, |Ai| ≥ |Bi| for all i ∈ {1, . . . , j}. Provided this holds, we can use the following algorithm to merge A and B.
Algorithm 4: (Iterated Hwang-Lin algorithm)
1. while P is not a chain :
(a) pick j ∈ {1, . . . , k} maximum such that Aj = ∅ (b) merge Aj and Bj with the Hwang-Lin merging algorithm [10] (c) raise xv to 1 for all v ∈ Bj (d) run local improvement on x, update partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k
We need the following lemma on the Hwang-Lin merging algorithm [10] (the proof is omitted).
Lemma 9. Provided |A| ≥ |B|, the number of comparisons performed by the Hwang-Lin algorithm for merging two disjoint chains A and B is at most |B| log(4|A|/|B|).
The analysis of the iterated Hwang-Lin algorithm is given in our next lemma.
Lemma 10. Let P be a poset of order n covered by two disjoint chains A, B, and let G =Ḡ(P ). Assume that x ∈ ST AB(G) is a locally optimal point whose corresponding partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k satisfy |Ai| ≥ |Bi| for all i ∈ {1, . . . , k} such that Ai = ∅. The iterated Hwang-Lin algorithm merges A and B in at most 2nh comparisons, where h denotes the entropy of x. Its global complexity is O(n 2 log 2 n).
Proof. Let P denote the partial information after the merging operation 1b, and G =Ḡ(P ). Let also x ∈ R V be the point obtained from x by raising xv to 1 for all v ∈ Bj.
Because x is locally optimal and belongs to STAB(G), in the graph G, none of the vertices in Bj is adjacent to a vertex in A−Aj. In other words, all elements of Bj are comparable to all elements in A − Aj in P . Hence, all elements of Bj are comparable to all other elements in P . It follows that x ∈ STAB(G ).
Consider the point x obtained by running the local improvement procedure described in Appendix C on x , and the corresponding bipartitions A = A 1 ∪ · · · ∪ A k and B 1 ∪ · · · ∪ B k . Because |A i | ≥ |B i | still holds for all i ∈ {1, . . . , k } such that A i = ∅, we are allowed to iterate.
Letting h denote the entropy of x , we have nh − nh ≥ |Bj| log |Aj| + |Bj| |Bj| ≥ 1 2 |Bj| log 4|Aj| |Bj| .
By Lemma 9, we infer that the number of comparisons needed for merging Aj and Bj is at most twice the difference nh − nh. The result follows.
Two Iterated Hwang-Lin's Suffice
Finally, we can state our algorithm for merging under partial information. Again, we let G =Ḡ(P ).
Algorithm 5:
1. compute the optimal solution x to (1), compute the components of G(x) and the corresponding partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k 2. if |Ai| ≥ |Bi| for all i such that Ai = ∅, apply Algorithm 4
3. if |Bi| ≥ |Ai| for all i such that Bi = ∅, apply Algorithm 4, exchanging the roles of A and B
otherwise:
(a) pick j such that |Aj| ≥ |Bj| > 0 and 0 < |Aj+1| ≤ |Bj+1| Here is our final result:
Theorem 5. Algorithm 5 is an O(n 2 log 2 n) algorithm solving the problem of merging under partial information with query complexity at most 3nH(P ) hence, by Lemma 4, at most 6 log e(P ).
Proof. Without loss of generality, by Lemma 10, we can assume that the algorithm enters step 4. Also, by symmetry, we can assume that H1 ≤ H2. By Lemma 10, the query complexity of step 4f is at most 2nH1.
Let P denote the partial information after step 4f and G =Ḡ(P ). By choice of j, steps 4g and 4h produce a point x in STAB(G ) whose entropy is at most that of x. Running the local improvement procedure on x gives a new point x ∈ STAB(G ), together with partitions A 1 ∪· · ·∪A k and B 1 ∪· · ·∪B k , in time O(n 2 ). Observe that |B i | ≥ |A i | for all i = 1, . . . , k such that B i = ∅. Thus we can apply the iterated Hwang-Lin algorithm to P and x . By Lemma 10, the query complexity of step 4j is at most
The total query complexity is thus at most 4nH1 + 2nH2 ≤ 3(nH1 + nH2).
By Lemmas 8, 10 and 14, the global complexity of Algorithm 5 is O(n 2 log 2 n).
APPENDIX
We discuss the complexities of three crucial procedures used in our algorithms, namely, finding a greedy chain decomposition, computing the entropy of a poset covered by exactly two chains, and making a point locally optimal.
A. GREEDY CHAIN DECOMPOSI-TIONS
Any given poset P can be canonically decomposed into "levels". To construct this decomposition, we find the set L1 of minimal elements of P (that is, the elements of P without predecessor), then set L2 of minimal elements of P − L1, and continue likewise until we find a set L h such that P − L1 − · · · − L h is empty. The set Li is the ith level of P , and h is the height of P . By construction, every element of Li has a predecessor in Li−1, for i = 2, . . . , h. Thus P contains a chain of size h. Because each level is an antichain, the maximum size of a chain in P is precisely h.
The levels of a poset P of order n can be found in time O(n 2 ). If, while constructing the levels, we record for each vertex in a level Li with i ≥ 2 one of its predecessors in the previous level Li−1, a maximum chain of P can be then found in time O(h). Proposition 1. There is a O(n 2.5 ) algorithm finding a greedy chain decomposition of any poset of order n.
Proof. We assume we know all the relations of P . If needed, we compute a transitive closure in time e O(n ω ), where ω is any real such that any two n × n matrices can be multiplied by performing O(n ω ) arithmetic operations, e.g., ω = 2.376.
While the height of P exceeds √ n, we repeat the following steps: build the decomposition of P into levels from scratch, find a maximum chain C in P , record C and remove C from P . This first phase takes O( √ n n 2 ) = O(n 2.5 ) time. Now the height of P is at most √ n. We continue as before except that rebuilding the levels each time from scratch, we update them. To this end, we maintain for each element v of P a table of predecessors. Suppose v lies in level Li. Then the jth entry of the table gives the list of predecessors of v lying j levels down, in level Li−j.
Updating the levels is done as follows. First, for each element u of the chain C, we delete u from P and update the table of predecessors of every successor of u. We mark every element v ∈ P − C such that the first component of the predecessor table for v becomes empty. Second, for i = 1, . . . , h, we process the ith level Li: For each element u that is marked, we determine the minimum index j such that the jth component of the predecessor table for u is nonempty, move u in level Li−j, update the predecessor table for u and the predecessor table of every successor v of u. Again, we mark every element v such that the first component of the predecessor table for v becomes empty.
In order to analyze the algorithm, we assign to each relation of P a "score". The score of u P v is i+j, where i and j are the indices of the levels containing u and v, respectively. Initially, the score of each relation is O( √ n). Each time a relation is considered, its score is decreased by at least one. Hence, a given relation is considered O( √ n) times through all the updates. Thus, the second phase of the algorithm also takes O(n 2 √ n) = O(n 2.5 ) time. Therefore, a greedy chain decomposition can be found in O(n 2.5 ) time.
B. COMPUTING THE ENTROPY OF WIDTH 2 POSETS
Consider a poset P of order n, covered by two disjoint chains A and B. If P is a chain, then H(P ) = 0. Now, assume that P is not a chain, so the width of P is exactly 2. Let again G denote the incomparability graph of P , that is, G =Ḡ(P ). The properties of G that we repeatedly use below are stated in the next lemma (the proof is omitted).
Lemma 11. Let P be a poset covered by two disjoint chains A and B, and let G =Ḡ(P ). Then:
(i) The graph G is bipartite, with bipartition A, B;
(ii) The neighborhood N (u) of any vertex u in G is an interval in the opposite chain (thus, G is biconvex);
(iii) Consider two elements u and v of the same chain, say A, and such that u P v. Let [cu, du] and [cv, dv] denote the intervals of A defined by N (u) and N (v), respectively. Then, we have cu P cv and du P dv. In particular, N (w) is contained in the interval [cu, dv] of A with endpoints cu and dv, whenever w belongs to A and u P w P v.
Suppose that, in the definition of the partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k given after Theorem 4, each set Ai is chosen to be inclusion-wise minimal among the subsets of A = A − A1 − · · · − Ai−1 maximizing the ratio (3) . We claim that, with this choice of Ai, each Ai is an interval of the chain A and each Bi is an interval of the chain B. As precedingly, let B = B − B1 − · · · − Bi−1 and let G be the subgraph of G induced by A ∪ B .
First, we show that the subgraph of G induced by Ai ∪ Bi is connected, for every i ∈ {1, . . . , k}. Suppose otherwise, that is, for some i ∈ {1, . . . , k}, there are partitions Ai =
contradicting the choice of Ai.
Second, we show that, for every i ∈ {1, . . . , k}, the sets Ai and Bi are intervals in the chains A and B , respectively. Let u and v be two elements of Ai such that u <P v and w / ∈ Ai whenever u <P w <P v. By Lemma 11(iii), because G [Ai ∪ Bi] is connected, the intervals N G (u) and N G (v) are non-disjoint. By the choice of Ai, the vertices u and v are consecutive in A because adding to Ai any point w ∈ A − Ai with u <P w <P v increases |Ai| without changing |N G (Ai)|. It follows that Ai is an interval of the chain A , hence Bi = N G (Ai) is an interval of the chain B .
Third, this implies that, for every i ∈ {1, . . . , k}, the sets Ai and Bi are intervals in the chains A and B, respectively. The claim follows. Now, we are ready to prove that computing the entropy of a poset of width 2 can be done in O(n 2 log 2 n) time.
Proof of Lemma 8. Let again G =Ḡ(P ) and A, B be a bipartition of G. Initialize i to 1.
While A contains a vertex u isolated in G , we let Ai = {u} and Bi = ∅, and increase i.
While A is not empty, we use the method of Körner and Marton to pick the next set Ai. Rather than allowing Ai be any subset of A maximizing (3), we seek a set Ai maximizing (3) that is also an interval of A . (By the above discussion, such a set exists.) We claim this can be done in O(n log 2 n) time.
Let a1, . . . , a and b1, . . . , bm be enumerations of the elements of A and B , respectively, such that aj P aj+1 for j ∈ {1, . . . , − 1} and bj P bj+1 for j ∈ {1, . . . , m − 1}. We parametrize the intervals of A by pairs (α, β) with 0 ≤ α < β ≤ . The interval corresponding to the pair (α, β) is [aα+1, a β ].
For a given α ∈ {0, . . . , − 1}, we let γ be the smallest index such that bγ is adjacent (that is, incomparable) to aα+1, and let f (α) = γ − 1. For a given β ∈ {1, . . . , }, we let δ be the largest index such that b δ is adjacent (that is, incomparable) to a β , and let g(β) = δ. Because no isolated vertex of G belongs to A (if such a vertex existed, it should have been included in Ai−1), f (α) and g(β) are well-defined, and f (α) < g(β) whenever 0 ≤ α < β ≤ .
By Lemma 11(iii) , the neighborhood of the interval [aα+1, a β ] corresponding to the pair (α, β) is the interval
]. It follows that the ratio (3) computed for Ai = [aα+1, a β ] equals
Let ρ be a guess on the maximum ratio (3) achieved by an interval Ai of A . We wish to know if there exist indices α and β satisfying 0 ≤ α < β ≤ such that (5) is at least ρ. Equivalently, we wish to know if there exist α ∈ {0, . . . , −1} and β ∈ {1, . . . , } such that
If we can solve this subproblem in time T (n), we can find the desired interval Ai in time O(T (n) log n) by a binary search over ρ. Now, to each value α in {0, . . . , − 1} we associate a blue point (α+1, α−ρf (α)) in R 2 and to each value β in {1, . . . , } we associate a red point (β, β − ρg(β)) in R 2 . The subproblem amounts to finding a pair of points in R 2 , one blue and the other red, such that the blue point is coordinate-wise smaller or equal to the red point. Since this can easily be solved in O(n log n) time (see, e.g., [6] ), the claim follows.
Then, we define Bi as N G (Ai), increase i, and update G , A and B . We also update all values f (α) and g(β). Now A is empty. While B is not empty, we pick any element v in B , let Ai = ∅ and Bi = {v}, and increase i.
In time O(n 2 log 2 n), we obtain partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k . The optimal solution of (1) is obtained by letting xu = |Ai|/(|Ai| + |Bi|) and xv = |Bi|/(|Ai| + |Bi|) for u ∈ Ai and v ∈ Bi.
C. THE LOCAL IMPROVEMENT PROCEDURE
Now, we show that the weight updates (step 1d in Algorithm 4 and step 4i in Algorithm 5) can be implemented so that the total cost over all iterations is O(n 2 ). The following lemma gives important structural information on locally optimal points. Below, when X and Y are two disjoint subsets of the poset P , we write X P Y whenever u P v holds for every u ∈ X and every v ∈ Y .
Lemma 12. Let P be a poset covered by two disjoint chains A, B, and let G =Ḡ(P ). Consider a point x in STAB(G). Let C1, . . . , C k denote the components of G(x) and, for i = 1, . . . , k, let Ai = A ∩ Ci and Bi = B ∩ Ci. If x is locally optimal, then (i) each Ai and each Bi is an interval in its respective chain;
(ii) Ai P Aj holds if and only if Bi P Bj holds.
Proof. (i) Suppose otherwise. Then there exists an index i ∈ {1, . . . , k}, distinct vertices u, u in Ai such that u / ∈ Ai whenever u <P u <P u , and a vertex w in A − Ai such that u <P w <P u . By Lemma 11(iii), because Ci is a component of G(x) containing u and u , there is a vertex v of Bi adjacent to both u and u in G.
By Lemma 11(ii) , the neighborhood of v in G is an interval of A containing u and u . Thus, it also contains w. Because w does not belong to Ci, the edge vw is not tight with respect to x. Thus, we have xv + xw < 1, that is, xw < xu = x u .
Let Cj denote the component of w in G(x). Because x is locally optimal, w is not the only vertex of Cj because otherwise (4) would imply xw = 1. Thus there exists a vertex v in B adjacent to w. By Lemma 11(iii), this vertex is adjacent to u or u . Without loss of generality, assume that v is adjacent to u. Then we have xu + x v = xu + (1 − xw) > 1, a contradiction.
(ii) By contradiction, suppose Ai P Aj and at the same time Bj P Bi, for distinct indices i, j in {1, . . . , k}. Without loss of generality, assume that |Aj|/|Bj| ≥ |Ai|/|Bi|. Now, let u ∈ Ai and let v ∈ Bj. Because x is locally optimal and the components of G(x) respectively containing u and v are distinct, u and v are comparable in P . If u P v then also {u} P Bi, contradicting the fact that Ci is connected. If v P u then also {v} P Aj, contradicting the fact that Cj is connected.
Step 1d of Algorithm 4 can be implemented in time O(n).
Proof. As in the proof of Lemma 10, let P denote the partial information before the merging operation 1b, let G =Ḡ(P ), let P denote the partial information after the merging operation 1b, and let G =Ḡ(P ).
Computing the new incomparability graph. First, we compute the graph G from G. For representing the incomparability graphs, it suffices to record the two endpoints of the interval of A or B defined by the neighborhood of each vertex (again, we use Lemma 11(ii)). Using that representation, we can efficiently compute G from G, as follows.
Knowing the chain resulting from the merging of Aj and Bj, we partition Aj into three (possibly empty) sets A 1 j , A 2 j and A 3 j . The first set A 1 j consists of all elements u of Aj such that {u} P Bj. The third set A 3 j consists of all elements u of Aj such that Bj P {u}. The second set A 2 j contains the other elements of Aj. Notice that the elements in A 2 j , as the elements in Bj, are cutpoints of P (that is, they are comparable to all other elements).
Because x is locally optimal, each element of A − Aj is already comparable to all elements of Bj in P . The neighborhood of these elements is not affected by the merging operation. The neighborhood N G (u) of an element u in A 1 j (resp. A 3 j ) can be obtained by removing from NG(u) all elements v such that w P v (resp. v P w) for some w in Bj. For elements u in A 2 j , we have N G (u) = ∅. This defines the edge set of G . The neighborhood N G (v) of each element v in B can obtained from its corresponding neighborhood NG(v) accordingly.
Updating the weights. Second, letting x ∈ R V denote the point obtained from x by raising xv to 1 for all v ∈ Bj, we transform x into a new point of STAB(G ) that is locally optimal and whose entropy is at most that of x . This is done by raising some weights in x and decreasing some other weights in x . During this process, we keep track of the way the initial partitions A = A1 ∪ · · · ∪ A k and B = B1 ∪ · · · ∪ B k evolve. By Lemma 12(i), each Ai is an interval in A and each Bi is an interval in B. Hence, we can represent these partitions by recording the endpoints of each interval involved.
Phase 1. First, we raise the weight x u to 1 for all vertices u of Aj that are isolated in G . As the vertices of Bj, they become trivial components. Next, we raise the weights x v corresponding to vertices v of Aj that are not isolated in G , causing these vertices to move in components adjacent to Aj. The vertices of Aj that are not isolated in G belong to either A 1 j or A 3 j . They respectively form initial and final subintervals of Aj that we denote by I 1 and I 3 .
For now, we focus on A 1 j and I 1 . Our handling of A 3 j and I 3 is symmetric.
Assuming I 1 = ∅ (otherwise nothing has to be done), choose ∈ {1, . . . , k} in such a way that the interval A directly precedes Aj in P . By Lemma 12(ii), B also directly precedes Bj in P . All elements of I 1 are adjacent to at least one element in B and, in particular, to the maximum of B . Now raise the weight x v for each v ∈ I 1 simultaneously, at the same speed, until some edge vw of G becomes tight. (Proceed similarly for vertices in I 3 .) Thus, we obtain a new point x ∈ STAB(G ). We claim that w belongs to B .
Suppose otherwise. Then w belongs to a component Ci distinct from C . Necessarily, we have Ai P A P Aj and Bi P B P Bj.
Let u w be an edge of G such that u ∈ A and w ∈ B . Let also u ∈ Ai be a neighbor of w in G . Such an edge and such a neighbor exist because C and Ci are non-trivial components of G . Because the neighborhood of a vertex in G is an interval in the opposite chain (Lemma 11(ii)), vw and u w are edges of G , see Figure 2 for an illustration. Then, we have Phase 2. Now, we adjust the weights in x for the updated component(s). Once again, we focus on the case of the component C ∪ I 1 of G (x ).
The weights in A ∪ I 1 and B with respect to x are respectively |A |/(|A | + |B |) and |B |/(|A | + |B |). For turning x into a locally optimal point, the weights should become (|A | + |I 1 |)/(|A | + |B | + |I 1 |) and (|B |)/(|A | + |B | + |I 1 |), respectively. Thus, the weights should be raised for elements in A ∪ I 1 and decreased for elements in B .
If no component of G (x ) precedes C in P , then nothing can prevent this update. Otherwise, let Cm denote the component of G (x ) directly preceding C . If there is no edge from A ∪ I 1 to Bm in G , then we are fine again. Now assume that there is such an edge. Notice that this occurs if and only if the minimum element v of A ∪ I 1 is adjacent to the maximum element w of Bm.
We simultaneously raise the weights of the elements in A ∪ I 1 and decrease the weights of the elements in B . If some edge becomes tight, we stop. Let x denote the resulting point of STAB(G ).
If some edge became tight, by the same argument used above (see Figure 2 ), the edges that became tight are precisely those that have one end in A ∪ I 1 and the other end in Bm. (In particular, vw became tight.) Then A ∪ I 1 , B , Am and Bm merge into a component of G (x ).
If no edge became tight, we can update the weights as initially planned. Now, either x is locally optimal or we repeat the process, until we reach a locally optimal solution.
Finally, we note that the above local improvement procedure produces a point whose entropy is at most the entropy of x . Indeed, in the first phase, we only increase weights, which always decreases the entropy. In the second phase, we re-balance some weights: letting Ci = Ai ∪ Bi denote a new component of G (x ) (e.g., Ai = Aj ∪ I 1 and Bi = Bj), we increase x u towards |Ai|/(|Ai|+|Bi|) for u ∈ Ai and decrease x v towards |Bi|/(|Ai| + |Bi|) for v ∈ Bi, while keeping that is strictly convex over the interval (0, 1) with a minimum in x = |Ai|/(|Ai| + |Bi|).
Computing the new incomparability graph and the first phase can both be done in O(n) time. Each iteration of the second phase takes constant time. But there cannot be more than n iterations, as the number of components decreases by one every time. Thus the whole procedure has complexity O(n).
Note that an invariant of the main loop in Algorithm 4
is that for all components Ci = Ai ∪ Bi such that Ai = ∅, we have |Ai| ≥ |Bi|. It is easy to check that this invariant is maintained throughout the above update operations.
By arguments similar to those used in the proof of Lemma 13, we easily get the following result.
Lemma 14.
Step 4j of Algorithm 5 can be implemented in time O(n 2 ).
