In this paper, a downlink multiple input multiple output (MIMO) non-orthogonal multiple access (NOMA) wireless communication system is considered. In NOMA systems, the base station has unicast data for all users, and multiple users share the same resources. Maximizing the minimum cluster rate amongst multiple NOMA clusters through transmit precoding under quality-of-service (QoS) and total transmit power constraints is investigated. It is first shown that maximizing the minimum cluster rate and minimizing the maximum weighted cluster mean square error problems lead to the same optimal point. For the latter problem, Karush-Kuhn-Tucker (KKT) optimality conditions are derived and the expressions satisfied by the optimal receivers, minimum mean square error (MMSE) weights and the optimal precoders are obtained. Then, an iterative and low complexity transmit precoder design algorithm is proposed. Simulation results show that the proposed algorithm significantly outperfoms orthogonal multiple access (OMA) and multi-user linear precoding (MULP) schemes.
I. INTRODUCTION
The demand for data traffic is steadily increasing and wireless networks of the next decade have to meet the high data rate requirements for many different applications [1] . To handle this high data rate, non-orthogonal multiple access (NOMA) is considered as a breakthrough technique, which enables simultaneous multiple access in the power domain for 5G wireless networks [2] . Specifically, downlink NOMA is an application of broadcast channels [3] and it relies on superposition coding (SPC) at the transmitter to transfer multiple data streams in the same resource block, and successive interference cancellation (SIC) at the receiver to cancel cochannel interference. NOMA has the potential to deliver higher system throughput [4] , [5] and higher ergodic sum capacity [6] , and to achieve better outage performance [7] compared to the existing orthogonal multiple access (OMA) techniques.
In NOMA systems, each user can have a dedicated precoding vector, or a cluster of users can share the same precoding vector. The former has the advantage of custom precoding for each user, but suffers from the rank constraints in the downlink multiuser MIMO broadcast channel [8] . The latter is not limited by rank, but messages are not individually precoded, so channel gain vectors and precoders are mismatched.
Assuming the transmit signals of each user are coded by a dedicated precoding vector, sum rate maximization, total power minimization and max-min fairness for NOMA systems are studied under different constraints and with different methods in the literature. The paper [8] solves the sum rate maximization problem by approximating the problem with a minorization-maximization algorithm (MMA). The paper [9] presents a precoding design for maximizing the sum rate of all users under decoding order and quality-of-service (QoS) constraints. Similarly, to maximize sum rate, [10] studies the channel state information (CSI) based singular value decomposition (CSI-SVD) precoding scheme. Total power minimization with QoS requirements and total power minimization under target interference level constraints are respectively investigated in [11] and [12] . Fairness in NOMA systems are studied in [13] and [14] , but both are for single-antenna base stations, and the latter assumes only 2 users. Max-min fairness for nonclustered NOMA for a multiple antenna base station is studied in [11] .
As mentioned above, in NOMA, a single precoder vector can be shared by a cluster of users. For this case, weighted sum rate optimization under a total power constraint when two users exist in each cluster is studied in [15] . For clustered downlink NOMA systems, a sub-optimal user clustering algorithm is proposed and the optimal power allocation policy that maximizes the weighted sum rate is derived in [16] . Similarly, [17] maximizes strong users' sum rate subject to QoS constraints on weak users' rates. Minimizing total transmission power for downlink clustered NOMA is studied in [18] and [19] .
In this work, we study fairness for a downlink MIMO NOMA system, where the base station broadcasts precoded and superposed signals to clusters of users. To the best of our knowledge, there is no precoding study on fairness for clustered downlink NOMA. In our problem, the objective is to maximize the minimum cluster rate under QoS and total transmit power constraints. Due to the non-convexity of maximizing the minimum cluster rate problem, we use the equivalence between maximizing the minimum cluster rate and minimizing the maximum weighted cluster mean square error problems at the optimal point. We first prove that these two problems lead to the same optimal solution. Employing the KKT optimality conditions, we find the expressions the optimal receivers, minimum mean square error (MMSE) weights and the optimal precoders have to satisfy. Utilizing these expressions, we propose an iterative algorithm to evaluate the optimal precoders and the optimal receivers. We use the exponential penalty method to evaluate the Lagrange multipliers. We find that the proposed alternating optimization algorithm significantly improves the minimum cluster rate performance with respect to OMA and multi-user linear precoding (MULP) schemes.
Next, we explain the system model in Section II. We define the optimization problems in Section III, and propose the precoder design in Section IV. We present the numerical results in Section V. Finally we provide conclusions and future work in Section VI.
II. SYSTEM MODEL
In this paper we study a downlink multiuser MIMO system. The base station has M transmit antennas and communicates with K clusters. There are L single antenna users in each cluster 1 . Each user belongs to only one cluster.
The base station aims to send the data s 1,1 , . . . , s k,l , . . . s K,L to all KL users. Here s k,l represents the data stream intended for the l-th user in the k-th cluster. All s k,l are independent and E{s k,l s * k,l } = α k,l , where α k,l is the ratio of power allocated to data stream for the l-th user in the k-th cluster. Moreover, L l=1 α k,l = 1. To send all the messages, the base station superposes all the messages in a cluster and forms s = [s 1 , . . . , s K ] T ∈ C K×1 , where s k = L l=1 s k,l . When p k ∈ C M×1 indicates the precoder vector for the k-th cluster, the base station transforms s with the precoder matrix P = [p 1 , . . . , p K ] ∈ C M×K . Then, the base station transmits x ∈ C M×1 , which is equal to
The base station has an average total power constraint E tx , which is written as
Then, the received signal at the l-th user in the k-th cluster becomes
Here, h k,l ∈ C 1×M is the effective channel gain vector of the l-th user in the k-th cluster. The effective channel gain is defined as h k,l =h k,l / d ρ k,l , where d k,l is the distance between the l-th user in the k-th cluster and the base station, and ρ is the path loss exponent. The entries inh k,l are independent and identically distributed (i.i.d.) and complex valued random variables. The noise component n k,l is a circularly symmetric complex Gaussian random variable with zero mean and unit variance, and n k,l are i.i.d. for all k and l. The base station is informed about all effective channel gains h k,l , while the receivers know only their own h k,l .
A. Achievable Data Rates
For the clustered NOMA system we investigate, the messages for different clusters will be treated as noise, while SIC will be carried out within a cluster to limit intra-cluster interference. Due to SIC, in the k-th cluster, the l-th user's message is decoded at the i-th user, for which l ≤ i. In other words, the first user in the cluster decodes its own message only, and the L-th user decodes all user's messages within the cluster. Moreover, decoding is ordered and starts from the first user's message. Then, for this NOMA system, the signal to interference ratio (SINR) for decoding the l-th user's message at the i-th user in the k-th cluster, i = 1, . . . , L, l = 1, . . . , i, k = 1, . . . , K can be written as
In the above equation, r k,i→l is the effective noise variance and is defined as
where, I k,i = K t=1,t =k |h k,i p t | 2 and is equal to the intercluster interference at user-i in the k-th cluster. Then, in the k-th cluster, the i-th user's achievable rate for decoding the l-th user's message is
Overall, the achievable rate for the l-th user's message in the k-th cluster is defined as the minimum of all R k,i→l , and is denoted as
B. Error Variance Definitions
It is well known that mutual information and minimum mean square error (MMSE) are related [20] , [21] , and we can state R k,l in terms of error variances, assuming MMSE receivers are employed at the receivers.
To estimate the l-th user's message, the i-th user in the kth cluster employs the SIC receiver V k,i→l on its equivalent received signal aŝ
and obtains its estimateŝ k,i→l . Then, the MSE of the i-th user's estimate of the l-th user's message in the k-th cluster becomes
where
Given above, the optimal MMSE receiver can be written as
When this MMSE receiver in (11) is employed, the resulting error variance expression in (9) becomes 3 As the message for the l-th user has to be decoded by all users i for which i ≥ l in the k-th cluster, we define ε mmse k,l as ε mmse
Note that, the rate and MMSE expressions in (6) and (12) are related, and we can write
III. PROBLEM DEFINITIONS
A. Max-Min Fair Sum Rate
In this subsection, we define the max-min fair (MMF) sum rate optimization problem, which aims to find the optimal precoder matrix P, such that the minimum of each cluster rate is maximized subject to a total power constraint and a minimum rate constraint for each user. The cluster rate is defined as the sum of the rates of the users in the same cluster. Then, the optimization problem is stated as
where, R k,l is defined in (7) , R = [R 1,1 , . . . , R 1,L , . . . , R K,1 , . . . , R K,L ] and R th k,l ≥ 0 is the threshold data rate that user-l in the k-th cluster has to satisfy.
To solve this problem, we restate the problem by adding an auxiliary variable c and convert P 1 to a new optimization problem as
This problem is still non-convex and hard to solve. Next, we convert this problem once more into an equivalent WMMSE problem using the relation between rate and MMSE. To do that, we introduce the augmented weighted MSE defined as
where b k,i→l > 0 is introduced as the weight for MSE. We also define
B. Min-Max Fair WMMSE
Similar to the MMF sum rate problem, the MMF WMMSE problem is defined as
, . . . , ξ mmse K,1 , . . . , ξ mmse K,L ] and ξ th k,l is the threshold error variance for the l-th user's data in the k-th cluster.
The problem P 2 is not convex. To solve P 2 , we restate P 2 as a smooth constrained optimization problem by introducing an auxiliary variablec and write
(21e)
C. Gradient Expressions for Both MMF Problems
In this subsection, we find the gradient expressions and KKT conditions for the MMF sum rate and the MMF WMMSE problems respectively defined in (16) and (21) . Comparing the Lagrangian expressions for the two problems, we will prove that they are equivalent at the optimal solution point.
To solve the problems in (16) and (21), we write the Lagrangian expressions for both problems P ′ 1 and P ′ 2 respectively as
where {µ, κ, ψ, λ} and {μ,κ,ψ,λ} denote the Lagrange multiplier sets for f and g respectively. We derive ∇ p k f , ∇ p k g in Appendix A and state them in (24) and (25) as
D. KKT Conditions for Both Problems and Equivalence
For the MMF sum rate problem, in addition to ∇ p k f , we calculate ∂ c f and ∂ R k,l f as
Then, due to the KKT conditions, a local optimum must satisfy ∇ p k f = 0, ∂ R k,l f = 0, ∂ c f = 0 and the following complementary slackness conditions
where ⋆ is used to denote the optimal value. In this problem, we assume the total power constraint is always satisfied with equality, as increasing the power will always increase the achievable rates. Similarly, for the MMF WMMSE problem
Then, a local optimum must satisfy ∇ p k g = 0, ∂ ξ mmse k,l g = 0, and ∂cg = 0. At the locally optimum point
When (24) and (25) 
then the two equations become equivalent. Note that, when we employ these weights in the weighted MSE expression (18) , we find that ξ mmse k,i→l = 1 − R k,i→l which accordingly yields ξ mmse k,l = 1 − R k,l by definition. Moreover, we are free to choose ξ th k,l = 1 − R th k,l . With these relations, the sets of equations (26)-(31) and (32)-(37) are also equivalent. Thus, the optimal precoders designed for the MMF sum rate and MMF WMMSE problems are equal to each other at the optimal solution point and it is sufficient to design precoders for only one of the problems.
IV. ITERATIVE PRECODER DESIGN
The problem defined in (21) is hard to solve and there are no closed form expressions for the optimal precoders. Instead, in this section we propose an iterative precoder design algorithm.
The optimization problem in (21) assumes that the optimal MMSE receiver defined in (11) is employed at all users, and finds the optimal precoders at the transmitter. Below, we first define a generalized problem which allows for arbitrary receivers V k,i→l that attain ε k,i→l in (9).
When θ k , Γ k,l , η k,i→l and β denote the Lagrange multipliers for (39) and V and b consist of all receivers V k,i→l and weights b k,i→l respectively, the Lagrangian objective function of (39) is defined as
Studying the KKT conditions for (40), similar to the analysis in the previous section, we can state the following theorem. Theorem 1: For the optimization problem defined in (39), the following data receiver V k,i→l , the Lagrange multiplier β, and the transmit precoders P defined in (43) satisfy the KKT conditions.
Proof: The proof is provided in Appendix B. Remark 1: The receiver V k,i→l in (41) is exactly equal to the MMSE receiver V mmse k,i→l given in (11) . Remark 2: When the optimal MMSE receiver V mmse k,i→l and the weights b k,i→l in (38) are substituted in ξ k,i→l of (17), then ξ k,i→l becomes equal to ξ mmse k,i→l . Utilizing Theorem 1, we propose solving for the receivers (41), the Lagrange multiplier (42) and the precoders (43) in an iterative fashion in Algorithm 1. However, calculating the Lagrange multipliers set {θ k , Γ k,l , η k,i→l , ∀i, l, k} for problem (39) in Algorithm 1 is not trivial. In [22] , an exponential penalty method is suggested to solve min-max type problems. According to the exponential penalty method, in each iteration of the algorithm, we update {θ k , Γ k,l , η k,i→l } as Algorithm 1 Proposed MMF WMMSE Algorithm 1: Initialize: ǫ, α k,l , E tx , Υ, ∆, P = P init , ν = log(KL)/ǫ set n = 0; 2: iterate ∀j, l, k; 3: n = n + 1 4: compute [V k,i→l ] (n) using (41) 5: compute [ε k,i→l ] (n) using (9) 6: compute [b k,i→l ] (n) using (38) 7: compute [Γ k,l ] (n) using (45) 8: compute [θ k ] (n) using (44) 9: compute [η k,i→l ] (n) using (46) 10: compute [β] (n) using (42) 11: compute [P] (n) using (43) 12 :
13:
If Tr (P (n) − P (n−1) )(P (n) − P (n−1) ) H < Υ then 14: If (39d) satisfied then terminate 15: else then ν = ν + ∆ 16: else then go to Step 2
In the above equations, ν is a constant and as long as ν ≥ (log KL)/ǫ, the solution is ǫ-optimal. Note that, this choice satisfies the KKT conditions on {θ k , Γ k,l , , η k,i→l } since K k=1 θ k = 1, and L i=l η k,i→l = Γ k,l + θ k , θ k ≥ 0, Γ k,l ≥ 0, η k,i→l ≥ 0.
In each iteration, the algorithm increases the objective function since there is a total power constraint. Thus, the proposed WMMSE algorithm converges to an upper limit. This limit is within an ǫ neighborhood of a local optimum, as the algorithm utilizes the equations found via the KKT conditions, and the exponential penalty method is employed. Following similar steps as in [21, Section IV-A] and [23] , one can prove convergence in full detail.
Note that, the expressions given in Theorem 1 are valuable as they significantly accelerate Algorithm 1. When these expressions are used, the algorithm ends in a couple of minutes. However, if in each iteration of the algorithm, an optimization toolbox such as CVX [24] is used, the algorithm takes hours or days.
V. NUMERICAL RESULTS
In this section, we present numerical results to evaluate the performance of the proposed transmission strategy MMF WMMSE NOMA. In particular, we compute the proposed transmit precoder using Algorithm 1 and compare it with orthogonal transmission and multiuser linear precoding.
In the simulations, the entries inh k,l are assumed to be i.i.d. circularly symmetric complex Gaussian random variables with zero mean and unit variance, and the users are uniformly distributed in a circular region. We assume that the path loss exponent ρ = 4. The effective channel gain magnitudes are ordered and |h k,L | > |h k,L−1 | > . . . > |h k,1 |. It means that we name the user with the smallest effective channel gain magnitude as the first user in a cluster and the L-th user has the largest channel gain magnitude. The users are clustered according to the user selection scheme proposed in [16, Algorithm 1, Figure 3 ]. In this user selection scheme, the aim is to put users, which have highly different effective channel gain magnitudes, |h k,l |, in the same cluster. Thus, the base station sorts the channel gains of all users. For L = 2, the base station then puts the user with the highest effective channel gain magnitude in the same cluster with the worst user in the first cluster. Then the second best and second worst users are put in the second cluster. The remaining clusters are formed in a similar fashion. For L = 3, the users are ordered, and divided into 3 groups, as the first K best users, the second best K users and the worst K users. The best users in the first and second groups are then clustered with the worst user in the last group. Similarly, the second best users in the first and second groups are clustered with the second worst user in the last group. All clusters are formed in a similar fashion.
In this work, we assume a simple power allocation scheme. The total power is equally distributed among the clusters. However, within each cluster, the power level of each user is inversely proportional to its effective channel gain magnitude squared, |h k,l | 2 . This power allocation scheme supports fairness as it tries to balance out the rate terms R k,i→l in (7) .
The presented results are averaged over 10 2 channel realizations. In Algorithm 1, the maximum number of iterations is limited to 200, ǫ and Υ are set to 10 −3 and ∆ is set to 3. ∆ is used to tune the algorithm to satisfy the rate constraint R th k,l . The transmit signal to noise ratio (SNR) is defined as E tx /σ 2 . Here σ 2 is the noise variance and set to 1. In the following simulation results, we consider algorithm convergence and MMF WMMSE results of Algorithm 1 for different settings. Fig. 1 shows the convergence behavior of the proposed alternating optimization scheme given by Algorithm 1 for three different initial points. In the figure, the initial precoder matrix, P init , can be the scaled identity matrix, the singular value decomposition (SVD) based precoder or a randomly chosen matrix. If it is chosen as the scaled identity matrix, then P init = qI, where q is selected so as to satisfy the transmit power constraint. On the other hand, the SVD based initial precoder is calculated as follows. Let H k be the channel matrix of the k-th cluster; i.e. H k = [h k,1 , ..., h k,L ], with the singular value decomposition H k = USV T . Then P init = U(:, 1) where U(:, 1) denotes the first column of U. In the figure, M = 4, K = 4, L = 2, R th k,l = 0.2, ∀k, l, and the total transmit power is set to 10 dB. The figure confirms that the proposed algorithm converges fast and to the same optimal point for all three initial points.
A. Convergence Analysis

B. Orthogonal Multiple Access and Multiuser Linear Precoding
In this subsection, we describe the two multiple access schemes we use for comparison: orthogonal multiple access (OMA) and multiuser linear precoding (MULP). To make a fair comparison, we have to define the MMF rates for OMA and MULP, MMF OMA and MMF MULP respectively. 1) OMA: In OMA, the transmission time is divided into L equal slots and the base station transmits data to K users in each time slot. In other words, the base station communicates with one user from each cluster in each time slotl. For each time slot-l, the input data vector is denoted as s l,OMA = [s 1,l , . . . , s K,l ] T ∈ C K×1 . We assume all s k,l are independent and E{s k,l s * k,l } = 1. The input data vector s l,OMA is linearly processed in time slot-l by a precoder matrix P l,OMA = [p l,OMA 1 , . . . , p l,OMA K ] ∈ C M×K , where the precoding vector p l,OMA k ∈ C M×1 is dedicated to the kth user in the time slot-l. The overall transmit data vector x l,OMA ∈ C M×1 at the base station can be written as x l,OMA = P l,OMA s l,OMA . Then, the SINR at user-k in time slot-l is given by
(47) and the corresponding rate expression is calculated as
). To find the MMF OMA rate, we solve the following optimization problem for ∀k, k = 1, 2, . . . , K P l,OMA * = arg max
and define R OMA k,l * as the rates attained with the precoder P l,OMA * at all the K users served at time slot l. Then, the MMF OMA rate R OMA can be calculated as
In other words, at each time slot-l, the optimization problem maximizes the minimum rate over K users served in that time slot. The sum cluster rate is calculated as the sum of the rates of all users in the cluster and the MMF rate is the minimum of all such cluster rates.
2) MULP: In MULP precoding, the base station transmits data to all KL users simultaneously. The input data vector is denoted as s MULP = [s 1,1 , . . . , s 1,L , . . . , s K,1 , . . . , s K,L ] T ∈ C KL×1 . We assume all s k,l are independent and E{s k,l s * k,l } = 1. The input data vector s MULP is linearly processed by a precoder matrix P MULP = [p MULP ] ∈ C M×K . Then, the overall transmit data vector x MULP ∈ C M×1 at the base station can be written as x MULP = P MULP s MULP . The SINR at user-l in the k-th cluster is given by
and the corresponding rate expression is calculated as
). Then, we solve the following problem for ∀k, k = 1, 2, . . . , K P l,MULP * = arg max
When R MULP k,l * is defined as the rates attained with the precoder P l,MULP * at the l-th user of each cluster, the MMF MULP rate R MULP can be calculated as
To solve both optimization problems stated for OMA and MULP, we first find their equivalent weighted MMSE problems as done in Section III and solve them in an iterative fashion as in Section IV. However, instead of solving for the KKT conditions, in each iteration of the algorithm, we employ the CVX toolbox [24] . transmit SNR. While OMA enjoys full DoF, it suffers from time division and is inferior to the proposed NOMA scheme. The MMF WMMSE NOMA reaps the benefits of full DoF and superposition coding and becomes superior to all. In Fig. 3 , we investigate the effect of number of users in each cluster. We simulate a system with M = K = 3, L = 2 and M = K = 3, L = 3 for the rate constraint R th k,l = 0.2 bits for all users. We observe that proposed NOMA algorithm outperforms OMA and MULP schemes for both cases and increasing the number of users in each cluster decreases the MMF rates for all schemes. As the number of users in each cluster increase, it is harder to attain a large rate for all users.
C. Comparisons with MMF WMMSE NOMA
Finally, Fig. 4 shows the impact of the user distances in the same cluster. The simulation is run for M = 2, K = 2, L = 2 for the given rate constraint R th k,l = 0.2 bits and transmit SNR is set to 10dB. For this figure, the simulation setting is slightly different from above. One of the users is uniformly located on a disk with radius d, 0 < d < 1. The other user is assumed to be uniformly located on an annulus in between radii d and 1. As a result, as d decreases, 1/d increases and the effective channel gain magnitudes the users observe become more imbalanced on average. We observe that when the asymmetry in the system increases, the MMF rate of the proposed NOMA algorithm increases significantly. The MULP scheme performs the worst as it suffers from DoF limitations.
VI. CONCLUSION
In this paper, we study precoder and receiver design for maximizing the minimum cluster rate in downlink MIMO non-orthogonal multiple access (NOMA). In NOMA, users' messages in each cluster are combined using superposition coding and then precoded at the transmitter. To cancel intracluster interference, receivers in the same cluster employ successive interference cancellation. We prove that maximizing the minimum cluster rate, and minimizing the maximum cluster MMSE are equivalent at the optimal solution, and solve the problem via alternating optimization. We show that the NOMA scheme significantly outperforms orthogonal multiple access (OMA) and multi-user linear precoding (MULP). The effects of the number of users in each cluster and the discrepancy between the user distances within a cluster are also investigated. It is of future interest to study the proposed algorithm's performance in mmWave massive MIMO systems with limited feedback.
APPENDIX A
In this appendix, we derive ∇ p k f (P, R, c, µ, ψ, λ) and ∇ p k g(P, R,c,μ,ψ,λ). The Lagrangian objective function f is given in (22) . First, we need ∇ p k R t,i→l for both t = k and t = k. Note that ∇ log X = (∇X)X −1 , and ∇ X (X H AX) = AX [25, ch E.3].
First, assume t = k. Using (14),
The gradient
] is calculated by applying the chain rule as
where e m is the unity column vector with 1 at the m th element and zeros elsewhere and is of size M × 1. The last term is 0 since ∂p k ∂p * k = 0. On the other hand, we have 2
as ∇ X (XAX H ) = XA [25] . Then, substituting (53) in (52), we obtain Next, we compute ∇ p k R t,i→l , for t = k as
Using ∇ X (X −1 ) = −X −1 ∇(X)X −1 [26] , we can write 
Overall, for t = k, we have ∇ p k R t,i→l = −h H t,i r −2 t,i→l h t,i p t ε mmse t,i→l p H t h H t,i h t,i p k . (61)
The gradient of last term in (22) is
Combining (56), (61) and (62), we find ∇ p k f (P, R, c, µ, ψ, λ) as stated in (24) . The gradient ∇ p k g(P, R,c,μ,ψ,λ) is computed in a similar manner as ∇ p k f (P, R, c, µ, ψ, λ) to be found as in (25) .
APPENDIX B
In this appendix, we prove Theorem 1. Taking the derivative of the objective function h in (40) with respect to V k,i→l , then equating it to zero, we obtain
Then, when η k,i→l > 0,
Secondly, taking the gradient of (40) with respect to p H k , and equating it to zero, we have the following equation 
Then,
To calculate β, we post-multiply both sides of (63) by V * k,i→l η k,i→l b k,i→l and perform K k=1 L l=1 L i=l on both sides. We also pre-multiply (65) with p H k and sum over k, k = {1, 2, . . . , K}. After calculating the trace of these two resulting equations, we observe that the left sides of both equations are equal. Then, the right sides are also equal to each other. As we assume that the power constraint in (2) is satisfied with equality we can find that
