Abstract. This is a preliminary investigation of the geometry and dynamics of rational maps with only two critical points. 
§0. Introduction. We consider rational maps f :Ĉ →Ĉ of degree n ≥ 2 with only two critical points. (Compare [R2] , [M2] , [Sti] , [Si] for the special case n = 2 .) The moduli space M , consisting of all holomorphic conjugacy classes of such maps, is biholomorphic to C 2 . The Julia set of such a map is either connected, or totally disconnected and isomorphic to the one sided shift on n symbols. In the latter case this Julia set can be either hyperbolic or parabolic. Correspondingly the moduli space splits as the disjoint union M = C ∪ S hyp ∪ S par of the connectedness locus, the hyperbolic shift locus, and the parabolic shift locus. Here S hyp is an open subset of M with free cyclic fundamental group, while S par is a codimension one subset, conformally isomorphic to C D . Perhaps the most interesting part of moduli space is the open set C NP ⊂ C consisting of conjugacy classes which are "essentially nonpolynomial-like" in the sense that all fixed points are strictly repelling. This region C NP can also be described as the difference C (H 0 ∪ C PL ) , where H 0 is the principal hyperbolic component consisting of maps with two attracting fixed points, and C PL is the set of classes in C which have exactly one attracting fixed point, and hence are polynomial-like in a unique way.
The moduli space M ∼ = C 2 contains a real subspace M R ∼ = R 2 . This consists not only of conjugacy classes of maps with real coefficients but also, when the degree n is odd, of a more exotic region consisting of conjugacy classes of maps which commute with the antipodal map z → −1/z . Such maps give rise to dynamical systems on the nonorientable surface which is obtained by identifying z with −1/z .
In order to understand limiting behavior as the rational map becomes degenerate, it is convenient to introduce a partial compactification of moduli space by adding a line L ∞ ∼ = C of "points at infinity". The resulting extended moduli space E = M ∪L ∞ fibers as a complex line bundle C ֒→ E X −→Ĉ over the Riemann sphere, with Chern number equal to n − 1 . The connectedness locus has compact closure within the extended moduli space. There is also an extended real moduli space E R ⊂ E which fibers as a real line bundle
over the circle R ∪ {∞} . Topologically, E R is either a cylinder or Möbius band according as n is odd or even.
For each λ = 0 in C the curve Per 1 (λ) consisting of conjugacy classes of maps with a fixed point of multiplier λ forms a holomorphic section of the line bundle E →Ĉ . Any two such sections have exactly n − 1 intersections, counted with multiplicity. On the other hand, for λ = 0 the locus Per 1 (0) is not a section, but rather coincides with a fiber
This fiber can be identified with the set of conjugacy classes of unicritical polynomials z → z n + b .
Acknowledgements. I am indebted to A. Epstein for suggesting the problem, to D. Schleicher and M. Shishikura for valuable assistance, particularly in the proof of 4.2, and to A. Douady for supplying the proof in Appendix A. Furthermore, I am indebted to the Gabriella and Paul Rosenbaum Foundation and to the National Science Foundation (Grant DMS-9505833) for their support of mathematical activity at the Institute for Mathematical Sciences at Stony Brook. §1. Conjugacy Invariants and the Moduli Space M Let rat n be the 2n − 2-dimensional moduli space consisting of all holomorphic conjugacy classes of rational maps f of degree n ≥ 2 . This note is concerned with the 2-dimensional subspace M consisting of those conjugacy classes (f ) ∈ rat n such that f has only two critical points. First consider the marked moduli space M ′ , consisting of conjugacy classes of f with numbered critical points c 1 , c 2 . Here, by definition, the conjugacy class of (f , c 1 , c 2 ) consists of all (φ • f • φ −1 , φ(c 1 ) , φ(c 2 )) , where φ ranges over Möbius automorphisms of the Riemann sphereĈ . We can construct a complete set of invariants for such an (f , c 1 , c 2 ) as follows. Putting c 1 at zero and c 2 at infinity, we may assume that
with determinant ad − bc = 0 . (There should be no confusion between the coefficient c and the critical points c j .)
Theorem 1.1. A complete set of conjugacy invariants for such an f , with marked critical points at zero and infinity, is given by the expressions
These are subject to the relation BC = X n−1 (X + 1) n+1 ,
but to no other relations. Hence the moduli space M ′ consisting of all such marked conjugacy classes is homeomorphic to the affine algebraic variety consisting of all (X, B, C) ∈ C 3 satisfying equation (3) .
As an example, the polynomial function f (z) = z n + b corresponds to the matrix Proof of 1.1. Multiplying the four coefficients in (1) by a common factor, we can normalize so that ad−bc = 1 . The coefficients are then uniquely determined up to a common change of sign. Note that the expressions (2) are all invariant under this transformation, since numerator and denominator are homogeneous of the same degree. With this normalization, we can write (2) in the simpler form
Such a normal form with critical points at zero and infinity is not unique, since we are still free to conjugate by a Möbius automorphism which fixes both zero and infinity. If we write such an automorphism as φ(z) = z/t 2 , then we must replace f by φ • f • φ −1 (z) = f (t 2 z)/t 2 . A brief computation shows that the four coefficients, normalized so that the determinant remains +1 , are then transformed by the rule (a , b , c , d ) → (t n−1 a , b/t n+1 , t n+1 c , d/t n−1 ) .
It is clear that the three expressions (2 ′ ) are invariant under this transformation (4), and also under a simultaneous change of sign for a, b, c, d , and that they satisfy the required relation (3). Conversely, given (X, B, C) satisfying (3), we must show that there is one and only one corresponding choice of ±(a, b, c, d) , up to the transformation (4). Case 1. Suppose that C = 0 , hence c = 0 and d = 0 . Then using (4) we can make a linear change of variables so that d = 1 . It follows from (2 ′ ) that a = X + 1 , b = X/c , c n−1 = C .
Thus we obtain a normal form which is uniquely determined by X and C , up to a choice of (n − 1)-st root for C . With this choice of a, b, c, d , note that the relation B = a n+1 b n−1 follows from (3). But applying (4) again with t equal to any (2n − 2)-nd root of unity, since t n−1 = ±1 , we see that (a , b , c , d ) → ±(a , b/t 2 , t 2 c , d) ,
where t 2 can be an arbitrary (n − 1)-st root of unity. Therefore, the conjugacy class does not depend on a particular choice of (n − 1)-st root c .
Case 2. If B = 0 the argument is similar.
Case 3. If B = C = 0 , then X must be either 0 or −1 by equation (3). If X = B = C = 0 , then b = c = 0 and f is conjugate to z → z n .
On the other hand, if X + 1 = B = C = 0 , then it follows that a = d = 0 and that f is conjugate to the map z → 1/z n .
(These two exceptional points in moduli space often require special attention.) This completes the proof.
Now consider the quotient space of M ′ under the involution (f , c 1 , c 2 ) ↔ (f , c 2 , c 1 )
which interchanges the two critical points.
Corollary 1.2. This quotient space M , consisting of all holomorphic conjugacy classes of degree n bicritical maps, is biholomorphic to C 2 , with coordinates X and Y = B + C .
We will use the notation L X 0 (or sometimes {X = X 0 } ) for the complex line consisting of all (f ) ∈ M with X(f ) = X 0 .
Proof of 1.2. If f is given by (1), then a holomorphically conjugate map with critical points interchanged is given by 1 f (1/z) = dz n + c bz n + a .
Thus (a, b, c, d) ↔ (d, c, b, a) and B ↔ C , with X fixed. We must form the quotient of M ′ under this involution. Since the product BC can be expressed as a smooth function of X , it is easy to check that the two quantities X and Y = B + C form a complete and independent set of invariants for the quotient variety M .
Remark. Note that the algebraic variety (3) has a singular point at X = −1 , B = C = 0 , and (if n ≥ 3 ) another singular point at X = B = C = 0 . It is remarkable that by passing to the quotient variety in which we unmark the critical points, these two singular points miraculously disappear. Proof. It is not hard to check that there can be an automorphism fixing the two critical points only in the exceptional cases (z → z n ) for n ≥ 3 , and (z → 1/z n ) for all n ≥ 2 . If we exclude these two cases, then a non-trivial automorphism commuting with f must be an involution which interchanges the two critical points. It is easy to see that such an involution exists if and only if B = C = Y /2 . Since the two exceptional cases also satisfy this equation, the conclusion then follows from (3).
Remarks. In the two exceptional cases, the group of Möbius transformations commuting with f is dihedral of order 2(n − 1) or 2(n + 1) respectively.
Adam Epstein remarks that there is a natural involution of the symmetry locus given by (f ) → (f # ) , where f # = f • I = I • f has the same Julia set as f . Here I is the (usually unique) involution commuting with f . This map f # has invariants X # = −1 − X and
For n even, the symmetry locus is irreducible, conformally isomorphic to a punctured plane. However when n is odd, this symmetry locus is a reducible variety, splitting as Y = ±2 X (n−1)/2 (X + 1) (n+1)/2 . In fact a class (f ) ∈ M can be symmetric in two essentially different ways when n is odd. Using the normal form (1), we may assume that the involution which commutes with f is given by z → 1/z . The two points ±1 which are fixed by this involution will also be fixed by f when
but will be interchanged by f when
These two halves of the symmetry locus behave quite differently. For example it is not hard to see that the locus (5 − ) is contained in the connectedness locus, while (5 + ) is not.
The correspondence (f ) → X(f ) is rather natural, and can be defined in several different ways. For example we will see in §2 that X(f ) is linearly related to the sum of the multipliers at the various fixed points of f . As another example, note the following cross-ratio formula. Lemma 1.4. If f is a rational map with critical points c 1 , c 2 and with critical values v j = f (c j ) , then the invariant X = X(f ) is equal to the negative of the cross-ratio
Proof. This cross-ratio is clearly well defined and invariant under conjugation. (Note that the denominator never vanishes.) Putting the critical points at c 1 = ∞ and c 2 = 0 , the left hand factors cancel and the cross-ratio reduces to 0
as required.
For further cross-ratio formulas, see Appendix C.
Corollary 1.5. Let mod(f ) ∈ (0 , ∞) be the largest possible modulus of an annulus inĈ which separates the critical values of f from the critical points of f . Given a sequence of conjugacy classes (f i ) ∈ M , the invariants |X(f i )| tend to infinity if and only if the invariants mod(f i ) tend to infinity.
Proof. In fact we will show that log(r) 2π
where r = |X| , and where both the upper and the lower bound tend to infinity as r → ∞ . After a Möbius automorphism, we may assume that the critical points are located at 0 , −1 and the corresponding critical values at X , ∞ . Now the lower bound is obtained by using the round annulus {z ; 1 < |z| < r} , while the upper bound follows from [A, Ch. III] .
The space C 2 is an extremely flabby object, with a very large group of holomorphic automorphisms. In §6 we will impose a much more rigid structure on the moduli space M ∼ = C 2 by partially compactifying it. The invariant X will play a key role in this partial compactification, since it will serve as the projection map of a canonical fibration, with typical fiber L X 0 = {(f ) ; X(f ) = X 0 } . §2. Fixed Points and the curves Per 1 (λ) Every rational map f of degree n has n + 1 fixed points counted with multiplicity. Let λ 1 , . . . , λ n+1 be the multipliers * at these fixed points, and let
be the k -th elementary symmetric function of these multipliers. It is convenient to set σ 0 = 1 .
Theorem 2.1. For each degree n there exists polynomials
with integer coefficients so that
Remark 2.2. It seems surprising that every one of the elementary symmetric functions σ k with k = n can be expressed as a function of X alone. Only σ n depends also on the coordinate Y . As an example to illustrate this statement, consider the family of unicritical polynomials f (z) = z n + b , with invariants X = 0 and Y = b n−1 . For the special case b = 0 , there are two fixed points of multiplier zero and n − 1 fixed points of multiplier n , hence σ k = n k n − 1 k for every k . It follows from 2.1 that this same formula holds for any value of the parameter b , provided that k = n . On the other hand for k = n , since this binomial coefficient is zero, it follows that
Here is some information about the polynomials d P k (X) . * By definition, the multiplier at a finite fixed point z = f (z) is the first derivative λ = f ′ (z) . (In the case of a fixed point at infinity the multiplier is equal to the limit of 1/f ′ (z) as z → ∞ .) 6 2. FIXED POINTS Lemma 2.3. Each P k (X) with 0 ≤ k ≤ n is a polynomial of degree k , with
On the other hand,
with degree n − 1 . The constant term P k (0) in these polynomials is equal to the binomial coefficient
, while the coefficient of the degree k term is equal to the sum
(Note that the formula for P k (0) follows immediately from Remark 2.2.) As one immediate corollary of 2.1 and 2.3: We could equally well use the two invariants σ 1 and σ n as coordinates for the moduli space M ∼ = C 2 , in place of the invariants X and Y of §1. (In practice, in §6, it will be convenient to use X and σ n as coordinates.)
Remark. The holomorphic fixed point formula asserts that
provided that λ j = 1 for all j . (See for example [M1] .) This gives rise to a linear relation between the σ k , or equivalently between the P k , which takes the form
It follows by continuity that this relation still holds also when some of the λ j equal 1 . Note that the invariant Y is not involved, since the coefficient of σ n in this formula is zero.
Each of the n + 1 multipliers λ = λ k trivially satisfies the polynomial equation
If we substitute 2.1 into this formula, divide by n n+1 , and set λ/n = µ , then it reduces to
Solving for Y , this yields the following.
Theorem 2.4. If µ = λ/n is non-zero, then Y can be expressed as a polynomial function in X , µ and µ −1 of the form
(Compare 2.6.) As explicit examples, we have
for n = 2 , and
for n = 3 .
To begin the proof of 2.1 and 2.4 we will prove the following much weaker statement.
Lemma 2.5. The product µ n Y can be expressed as a polynomial function of degree ≤ 2n in X and µ .
Proof. We will use the normal form (1). Suppose that λ = 0 or equivalently µ = 0 . The fixed point of multiplier λ = n µ cannot be at zero or infinity. Therefore, using (4), we can normalize so that this fixed point is at z = 1 . Setting u = a + b , we then have
Taking ad − bc = 1 as usual, we have X = bc = ad − 1 . A straightforward computation shows that the multiplier at z = 1 is
which we can solve as
Starting from the Newton formula
it follows inductively that we can express each s k as a polynomial function of u − u −1 and X . The precise formula is
where c k,j stands for the sum
of binomial coefficients. (Note that these computations are independent of the degree n .) Equivalently, recalling that µ = 1/u 2 , we can write
Now we can compute
Substituting (9) into (10) , it follows that µ n Y can be expressed as a polynomial with integer coefficients in X and µ , with degree at most 2n as asserted.
Proof of 2.1 and 2.4. Let us write the resulting formula for Y as
taking this expression as definition of the polynomials P k (X) . Now in order to prove 2.4, we must also show that P k = 0 for k > n + 1 , or in other words that P n−j = 0 for j < −1 . To do this, we will derive the same formula (11) in a different way.
Since b + c = (u − 1/u) and bc = X , we can describe b and c as the two roots of the equation
For X fixed and u large, we can express the two solutions as Laurent series in u with polynomials in X as coefficients. Taking b to be the solution which remains bounded as u → ∞ , these can be worked out inductively as
From these we can compute
as a Laurent series in u . This series begins as
Thus there are no terms in µ −j with j > 1 . This proves that formula (11) reduces to the required form
Now let us replace µ by λ/n , then multiply by (−n) n λ , and rearrange terms. In this way, we see that
whenever λ = 0 . It follows by continuity that this formula remains true when λ = 0 . (In fact, when λ = 0 we have X = 0 , so that this identity reduces to P n+1 (0) = 0 , which can easily be verified directly.) On the other hand, it is certainly true that
If the n + 1 multipliers are pairwise distinct, then they can satisfy only one such equation of degree n+1 . Setting corresponding coefficients equal, we obtain the required identities (6) . These identities follow in the general case by continuity or by analytic continuation, since for generic (f ) ∈ M the n + 1 multipliers are indeed distinct. (To prove this, we need only construct a single example where the multipliers are distinct. For example if f (z) = z n + b with b large, then the fixed points have the form β(1 + o(1)) where β ranges over the n-th roots of −b , and the corresponding multipliers λ = nz n−1 = nβ n−1 (1 + o(1)) are well separated.) This completes the proof of 2.1 and 2.4. Lemma 2.3 and the sample computation (8) are now straightforward. Proofs will be left to the reader.
Definition. Let Per 1 (λ) ⊂ M be the curve consisting of all points (f ) in moduli space such that f has a fixed point of multiplier λ .
(We will modify this definition very slightly in 6.5. See also §8.)
Corollary 2.6. Each Per 1 (λ) ⊂ M with λ = 0 can be described a smooth curve of the form
Hence if λ = λ ′ with λλ ′ = 0 , 1 , then the two curves Per 1 (λ) and Per 1 (λ ′ ) have exactly n − 1 points of intersection, counted with multiplicity.
Proof. The first statement follows immediately from 2.4. Using 2.3, we then see that each such intersection Per 1 (λ) ∩ Per 1 (λ ′ ) is described by a polynomial equation of the form
In the generic case where λ ′ = λ , 1/λ , this equation has degree n − 1 , and the assertion follows. However, if λλ ′ = 1 then the leading coefficient of this polynomial equation is zero. In this case, we must count one or more "intersections at infinity", in order to get the right number. (See §6.) A more significant exception occurs when λ ′ = 0 . In fact each Per 1 (λ) with λ = 0 intersects Per 1 (0) in a single point. (As λ ′ → 0 with X and Y bounded, note that the locus Per 1 (λ ′ ) degenerates towards the curve X n−1 = 0 of multiplicity n − 1 .)
Remark 2.7.It is sometimes convenient to consider the moduli space for bicritical maps with one marked fixed point. In this case, a complete set of invariants is provided by X and Y together with the multiplier λ = n µ at this marked point. These are subject only to the relation µY = X n−1 − µP n (X) + µ 2 P n−1 (X) − + · · · + (−µ) n+1 . We can understand the topology of the resulting variety better by introducing a new coordinate Y µ = Y + P n (X) − µP n−1 (X) + − · · · + (−µ) n in place of Y . Then X , Y µ and µ are subject only to the relation µ Y µ = X n−1 . For n ≥ 3 this variety has a unique singular point at X = Y = Y µ = µ = 0 . §3. Shift Locus or Connectedness Locus By definition, a conjugacy class (f ) of degree n rational maps belongs to the connectedness locus C if the Julia set J f is connected; and belongs to the shift locus S if J f is totally disconnected with f | J f topologically conjugate to the one sided shift on n symbols. This section will prove that every conjugacy class of maps with only two critical points must belong to one or the other:
Theorem 3.1. Every (f ) ∈ M belongs either to the connectedness locus or to the shift locus.
Note: If (f ) belongs to the shift locus, then evidently both critical points belong to the Fatou setĈ J f , which is connected but far from simply connected. There are two possibilities. If f has an attracting fixed point, and hence is hyperbolic on its Julia set, then we will say that (f ) belongs to the hyperbolic shift locus S hyp . Otherwise, f must have a parabolic fixed point, and we will say that (f ) belongs to the parabolic shift locus S par . Thus the moduli space partitions as a disjoint union
We will explore this partition of M further in Sections 4 and 7.
Remark 3.2. In contrast with the polynomial case, we will see that the connectedness locus is neither closed nor bounded in M (although it has compact closure in the extended moduli space E ). In analogy with the polynomial case, one might be tempted to conjecture that the interior of the connectedness locus consists only of hyperbolic maps. In fact this conjecture is plausible if we restrict attention to the subset H 0 ∪ C PL of the connectedness locus, consisting of maps with at least one attracting fixed point. However, the connectedness locus also contains an "essentially non-polynomial-like" region C NP consisting of maps for which all n + 1 fixed points are strictly repelling. This region is certainly contained in the interior of the connectedness locus, and yet contains many non-hyperbolic maps. (Compare [R1] .) Here is one example. If
then the critical points are 0 and ∞ with 0 → ∞ → κ → 1 , so that both critical orbits eventually land at the repelling fixed point 1 . It follows that the Julia set is the entire Riemann sphere, and that all periodic orbits are strictly repelling. (This map lies in the locus X = −1 , where one critical point maps directly to the other. Compare [BB] .) It is conjectured that the region C NP is a topological 4-cell. Evidently an understanding of the topology and dynamics associated with this region C NP would be fundamental in reaching an understanding of bicritical maps.
The first ingredient in the proof of 3.1 is the following result which is due to Shishikura. In fact, more generally, it is shown in [Pr] and in [Ma] that any rational map with all critical values in a single Fatou component, when restricted to its Julia set, is isomorphic to the one sided shift. However, since their argument is rather complicated, and since we need only the bicritical case, a proof of B.5 is included in Appendix B.
Remark 3.3. Here is an alternative statement: Suppose that both critical orbits are eventually absorbed by an invariant Fatou component, Ω = f (Ω) . Then (f ) belongs to the shift locus. In fact such a Fatou component must contain at least one of the two critical points, and hence must be fully invariant, Ω = f −1 (Ω) . Hence it contains both critical values, and 3.1 applies. (By way of contrast, a map with three critical points may well have connected Julia set, even though all critical orbits are eventually absorbed by an invariant Fatou component. For example the map f (z) = 2 + 2z 3 /(27(2 − z)) has critical points 0 , 3 , ∞ with orbit 3 → 0 → 2 → ∞ ending on a superattractive fixed point. The immediate basin of infinity contains no other critical point, since no critical orbit converges non-trivially to infinity, hence this basin is simply connected. It follows, as in the proof of 3.1, that every Fatou component is simply connected.)
The proof of 3.1 will also make use of the following elementary observation.
Lemma 3.4. Let P ⊂Ĉ be a region bounded by a simple closed curve which passes through neither critical value. Then the pre-image of P under f can be described as follows.
Case 0. If P contains no critical value, then f −1 (P ) consists of n disjoint simply-connected regions bounded by n disjoint simple closed curves.
Case 1. If P contains just one critical value, then f −1 (P ) is a single simply connected region bounded by a simple closed curve, and maps onto P by a ramified n-fold covering.
Case 2. If P contains both critical values, then f −1 (P ) is a multiply connected region with n boundary curves, and maps onto P by a ramified nfold covering.
The proof is straightforward. (Note that Cases 0 and 2 correspond to the "inside" and "outside" of the same simple closed curve. In the case of just one critical point in P , the set f −1 (P ) must be connected since f is locally n-to-one near a critical point, and the branched covering f −1 (P ) → P is unique up to isomorphism, since the fundamental group of P (critical value) is free cyclic, so that there is only one n-fold covering of this set up to isomorphism.) Proof of 3.1. Suppose that (f ) is not in the shift locus, and hence that no Fatou component contains more than one critical value. If L is a loop in an arbitrary Fatou component, then using Sullivan's Non-Wandering Theorem we see that some forward image f •k (L) lies in a simply connected region U which is either:
(1) a linearizing neighborhood of some geometrically attracting periodic point, (2) a Böttcher neighborhood of some superattracting periodic point, (3) an attracting petal for a parabolic point, or (4) a Siegel disk. Here we are using the fact that there are no Herman rings (Theorem A.1). Using 3.4, it follows by induction on k that each component of f −k (U) is simply connected. This proves that every Fatou component is simply connected, and hence that the Julia set is connected. §4. The Parabolic Shift Locus S par ∼ = C D Recall from §3 that the moduli space M splits as a disjoint union
Evidently S hyp is an open subset of moduli space, disjoint from the curve Per 1 (1) ∼ = C , while S par is a relatively open subset of this curve Per 1 (1) .
We will first prove the following. Proof. For every (f ) in the parabolic shift locus, we must show that f can be approximated arbitrarily closely by a map with connected Julia set, and also by a hyperbolic map with totally disconnected Julia set. Let {f t } be a holomorphic one-parameter family of maps with f 0 = f . We will assume that each f t has two critical points, and that this family is not contained in Per 1 (1) . Then for |t| small but non-zero, the parabolic fixed point for f 0 splits into two nearby fixed points, with multipliers say λ 1 and λ 2 . As t traverses a loop around t = 0 , these two fixed points may be interchanged. However, if we set t = u 2 , then both λ 1 and λ 2 can certainly be expressed as single valued holomorphic functions of u , with λ 1 (0) = λ 2 (0) = 1 . Since these functions are non-constant, we can choose u close to zero so that λ 1 (u) takes any required value close to 1 .
First let us choose u so that λ 1 (u) = e 2πi/q , with q > 1 . Then the corresponding fixed point is parabolic, with at least two attracting petals. Hence the associated Fatou set is not connected, and (f u 2 ) must belong to the connectedness locus C . Now let us choose u so that λ 1 (u) is real, with λ 1 < 1 , so that the corresponding fixed point is strictly attracting. For u sufficiently close to zero, we will show that (f u 2 ) belongs to the hyperbolic shift locus. Choose a simple arc A joining the two critical points with the Fatou set for f 0 . Then for large k the image f •k 0 (A) lies close to the parabolic point, and within a sector of small angular size about the attracting direction for this parabolic point. An easy perturbation argument then shows that the same description holds for f (u 2 ) , provided that λ 1 (u) < 1 with u close to zero. (See for example [M3, §4] .) Thus both critical values lie in a common Fatou component, and it follows that (f u 2 ) ∈ S hyp . Figure 1 . Pictures of C ∩ Per 1 (λ) for λ = 0 , .01 , 0.5 , and λ = 1 respectively, for the degree n = 4 . The configuration deforms continuously for 0 < λ < 1 , and conjecturally as λ → 1 also. However, there is a qualitative difference between the first and second pictures due to the fact that as λ → 0 the curve Per 1 (λ) converges not towards Per 1 (0) but rather towards an (n − 1)-fold branched covering of Per 1 (0) as shown in [LS] .) Note the (n − 1)-fold rotational symmetry.
I will outline two proofs of 4.2, one suggested by conversations with Schleicher, and one suggested by Shishikura. The first begins as follows.
Proof of compactness. It will be convenient to use the normal form (1), choosing the matrix of coefficients to have the form
where α ∈ C is a parameter. Then it is easy to check that the associated rational function f satisfies f (1) = f ′ (1) = 1 , and that the invariant X = X(f ) of §1 is given by X = ((n − 1) 2 − α 2 )/4n , so that |X| → ∞ as |α| → ∞ . Let us set
with k = 2/α . Then a straightforward computation shows that the map z → f (z) corresponds to
where the error estimate holds uniformly provided that both |α| and |αw| are sufficiently large. In particular, it follows that the region {z ; Re(w) > 1/2} maps holomorphically into itself, and hence is contained in the Fatou set of f , provided that |α| is sufficiently large. On the other hand, it is not hard to check that
Thus, for |α| sufficiently large, both critical values belong to the half-plane Re(w) > 1/2 , and hence belong to the same Fatou component, so that (f ) belongs to the parabolic shift locus. Therefore the closed set C ∩ Per 1 (1) is bounded and hence compact, as asserted.
Remark 4.3. We can construct a holomorphic function Φ : S par → C as follows. For any (f ) ∈ S par , let P ⊂Ĉ J f be an attracting petal for the parabolic fixed point, and let φ be a Fatou coordinate, mapping P biholomorphically into C , and satisfying
Then φ extends canonically to a holomorphic map which carries the entire parabolic basin onto C , satisfying this same functional equation. In particular, if c 1 and c 2 are the critical points, then the difference φ(c 1 ) − φ(c 2 ) is a well defined complex number, independent of the choice of petal and Fatou coordinate. In order to make this construction independent of the numbering of the critical points, we set
then it is not difficult to check that Φ : S par → C is well defined and holomorphic. (Compare the construction of Fatou coordinates as given in [Ste] .) The curves |Φ| = constant are shown in Figure 1d , and in a much larger region of Per 1 (1) in Figure 3 . The asymptotic formula
as |X(f )| → ∞ can be verified as follows. The inequality dF (w) dw = 1 + O 1 αw 2 follows from (13) together with the Schwarz Lemma. Hence
provided that w 2 /w 1 is reasonably close to 1 . Setting
as in [Ste] , it follows that
But w 2 − w 1 = 2n/α by (14); and (15) follows. The proof of 4.2 continues as follows. In order to show that C ∩ Per 1 (1) is connected, we study the limit, in the Hausdorff topology, of the intersection Per 1 (λ) as λ tends to 1 through real values λ < 1 . We first show that
We again use the normal form (12) with marked critical points 0 and ∞ , and with parabolic fixed point z = 1 , writing f = f α , where α is the parameter. Consider a boundary point f α 0 of C ∩ Per 1 (1) . We will show that f α 0 can be approximated arbitrarily closely by maps f α such that one critical orbit of f α lands on a repelling periodic orbit. To fix our ideas, suppose that the critical point ∞ lies in the parabolic basin for f α 0 , and consider the family of maps
for k = 1 , 2 , 3 , · · · , where α ranges over some neighborhood of α 0 . Choose a repelling periodic orbit for f α 0 with period ≥ 3 . This orbit varies holomorphically with the parameter α , throughout some neighborhood of α 0 . If the forward orbit of z = 0 avoids this periodic orbit for all such α , then (17) must be a normal family. The hypothesis that every neighborhood of f α 0 intersects the parabolic shift locus then guarantees that this family of maps must converge uniformly near α 0 to the constant map α → 1 as k → ∞ . In particular, f •k α 0 (0) must converge to 1 . If 0 lies in the same parabolic basin as ∞ , then it follows that f α 0 lies in the shift locus, contradicting our hypothesis. The only other possibilities are that either:
(a) f α 0 has two distinct parabolic basins, so that z = 1 is a fixed point of higher multiplicity, or (b) some forward image f •k α 0 (0) is precisely equal to the parabolic fixed point. In case (a), under a slight perturbation within Per 1 (1) this fixed point splits into one fixed point of multiplier +1 . together with a second fixed point which can have any multiplier close to +1 . In particular, if we perturb so that this second fixed point is attracting, then we must be within the connectedness locus. Therefore f α 0 is not an isolated point of C ∩ Per 1 (1) . Hence it is not an isolated boundary point, and, after a slight perturbation, we can obtain a contradiction by the argument above.
In case (b), there is only one parabolic basin. Suppose that (f α 0 ) were an isolated point of C ∩ Per 1 (1) . Let α range over a small circle centered at α 0 , and assume that the corresponding maps f α all belong to the (parabolic) shift locus. Then the corresponding images f •k α (0) must loop around the parabolic fixed point z = 1 one or more times, without ever hitting the Julia set J(f α ) . By Mañé-Sad-Sullivan or Lyubich, this Julia set must vary continuously as we go around around the loop. Choose a repelling periodic point of period ≥ 2 which is close enough to z = 1 so that it remains inside this loop in the z -plane, for all parameter values in the circle. A priori, we might worry that this periodic point comes back to a different periodic point as we go around the circle. However this cannot happen since we can deform the circle in Per 1 (1) into a circle in Per 1 (1 − ǫ) which deforming the Julia set homeomorphically. The corresponding disk in Per 1 (1 − ǫ) bounds a disk in the hyperbolic shift locus, so the monodromy must be trivial. Now shrink the parameter loop down to the point z = 1 . A winding number argument shows that at some point during this shrinking, the image f •k α (0) must exactly hit the corresponding repelling point, and hence belong to the Julia set. This contradicts the hypothesis that (f α 0 ) was isolated in C ∩ Per 1 (1) . But if this point is not isolated, then we see as above that it is indeed possible to approximate f α 0 by a map with 0 eventually mapping to a repelling periodic point. Now as we vary λ = 1 to a value slightly less than 1, the point in moduli space satisfying this critical orbit relation, say f •k (0) = f •ℓ (0) deforms continuously, and necessarily belongs to the connectedness locus. This proves (16).
Next we note that lim sup
In fact this statement follows easily from the proof of 4.1: If f belongs to the parabolic shift locus, then an approximating map with λ < 1 belongs to the hyperbolic shift locus.
Remark. In fact it is conjectured that C ∩ Per 1 (1) is equal to the Hausdorff limit of C ∩ Per 1 (λ) as λ ր 1 . However, our arguments will leave open the possibility of a "parabolic queer component" in C ∩ Per 1 (1) , whose points can be approximated arbitrarily closely by points in the hyperbolic shift locus.
Proof that C ∩ Per 1 (1) is connected. For |λ| < 1 , it is known that C ∩ Per 1 (λ) is compact, connected and full, with connected boundary. (Compare [GK] , [M2] .) If C∩Per 1 (1) were not connected, then we could choose boundary points in two different components. By (16), these could be approximated by points in the boundary of say C∩Per 1 (1−ǫ) . Since this is true for arbitrarily small ǫ , it would follow from (18) that these points must actually belong to the same component. Thus C ∩ Per 1 (1) is connected.
In order to prove that C ∩ Per 1 (1) is full, or equivalently that the parabolic shift locus is connected, we will need a sharper form of the construction used to prove B.5. Here by an attracting petal we mean a simply-connected open set P which eventually captures all orbits in the parabolic basin, and such that f maps the closure P homeomorphically, with f (P ) ⊂ P ∪ {ẑ} whereẑ is the parabolic fixed point. By a critical orbit relation, we mean some relation of the form
Let us start with some petal P 0 , with smooth boundary containing no points of the critical orbits. We may assume that P 0 contains no critical value. Inductively construct P 0 ⊂ P 1 ⊂ P 2 ⊂ · · · where P k+1 is the connected component of f −1 (P k ) which contains P k . Define the two integers 0 ≤ k 1 ≤ k 2 , by setting k j equal to the smallest integer such that P k j contains j distinct critical values. Then P k 1 is itself a petal, but P k 1 +1 is not, since it contains a critical point (using 3.4). The proof of 4.4 will be by induction on the difference k 2 − k 1 . To start the induction, if k 1 = k 2 , then P k 1 is the required petal, and we are done.
Suppose then that k 1 < k 2 . Let v 1 be the critical value which is contained in P k 1 . By 3.4 we know that P k 1 +1 is a simply connected open set which contains the corresponding critical point c 1 and is a branched n-fold covering of P k 1 . Let x = f •(k 2 −k 1 ) (c 2 ) be the unique point in P k 1 +1 P k 1 which belongs to the second critical orbit. Choose some path γ within P k 1 P k 1 −1 which joins the critical value v 1 to the boundary of P k 1 , and which avoids the point f (x) = f •(k 2 −k 1 ) (v 2 ) . Then the preimage of γ under f is a union γ 1 ∪ · · · γ n of n paths, each joining the critical point c 1 to the boundary of P k 1 +1 . These n paths cut the open set P k 1 +1 into n regions, each of which maps diffeomorphically onto P k 1 γ . Exactly one of these n regions contains the point x , and exactly one of these n regions contains P k 1 .
ASSERTION:
It is possible to choose the path γ so that x and P k 1 belong to the same connected component of
As an example, in Figure 4 this requirement fails as the figure is drawn. However, if we modify the path γ in a neighborhood of f (x) so that it passes above f (x) rather than below, then the requirement will be satisfied. More generally, we can choose the path γ from v 1 so as to loop any number of times around an arc joining v 1 to f (x) before terminating on ∂P k 1 . By choosing the number of loops appropriately, we can easily guarantee that x lies in the required component of P k 1 +1 (γ 1 ∪ · · · ∪ γ n ) . Details will be left to the reader.
The proof of 4.4 now proceeds as follows. Construct a new attracting petal P ′ 0 which contains no critical value by removing a thin neighborhood of γ from P k 1 . Then the Figure 4 . This shows the three petals P k 1 −1 , P k 1 , and
belongs to the orbit of the second critical point. A path γ from v 1 to ∂P k 1 within P k 1 (P k 1 −1 ∪ {f (x)}) lifts to n distinct paths γ i from c 1 to ∂P k 1 +1 . We must choose this path γ so that x and P k 1 belong to the same connected component of
which contains P k 1 . By the construction, both v 1 and x = f •(k 2 −k 1 ) (c 2 ) belong to this set P ′ 1 . Therefore, the new difference k ′ 2 − k ′ 1 will be equal to k 2 − k 1 − 1 . The conclusion of 4.4 now follows by induction.
Proof of 4.2 (conclusion).
We must show that the parabolic shift locus is connected. The proof will make use of a standard quasiconformal surgery argument, as suggested to me by D. Schleicher. After a small perturbation of f , we may assume that there are no critical orbit relations. Choose a petal P as in 4.4, and choose an embedded disk ∆ ⊂ P f (P ) which contains both critical values in its interior. Now choose a diffeomorphism from ∆ to itself which is the identity near the boundary and which moves the critical value v 2 arbitrarily close to v 1 . Pulling the standard conformal structure back under this diffeomorphism, we obtain a new conformal structure on P f (P ) . Now push this new structure forward under the various iterates of f , and also pull it backwards under the various iterates of f −1 . Since the Shishikura Condition is satisfied: every orbit intersects ∆ at most once, it follows that we obtain a well defined measurable conformal structure, invariant under f . By the measurable Riemann Mapping Theorem, there is a quasiconformal mapping Φ which conjugates this new structure to the standard conformal structure. Now g = Φ • f • Φ −1 is a new rational map, topologically conjugate to f . By the construction, the two critical values of g are close together in an embedded disk Φ(∆) which contains no critical point. By 1.5, it follows that the invariant |A(g)| is arbitrarily close to infinity. Thus g belongs to the unbounded component of the parabolic shift locus. Since f and g clearly belong to the same connected component of S par , this shows that S par is connected.
Alternative Proof. Shishikura has suggested a quite different proof of 4.2, based on an explicit model for the parabolic shift locus. Suppose that we start with a map such as
which has a simply-connected parabolic basin B with a single branch point 0 → b . Let P 0 ⊂ B be the largest attracting petal which maps diffeomorphically onto a right half-plane under the Fatou coordinate map. Thus the critical point 0 belongs to the boundary of P 0 , and the critical value b belongs to the boundary of the smaller petal f (P 0 ) . Then our model space (B (f (P 0 ) ∪ {b}))/ ≈ , conformally isomorphic to a punctured disk, is obtained by removing the subset f (P 0 ) ∪ {b} from the basin B , and then gluing the two halves of ∂f (P 0 ) {b} onto each other under the correspondence z ↔ z . To each point v in this model space, we construct a multiply connected parabolic basin B ′ v with two critical points as follows. The original basin B can be described as the union of simply-connected open subsets
where f maps each P k+1 = f −1 (P k ) onto P k by an n-fold covering, branched only over b . Let k 0 be the smallest index such that v ∈ P k 0 . Construct a new family
be the n-fold cyclic covering of P ′ k , branched over both b and v for k ≥ k 0 . The covering should be such that any parallel to a boundary curve in P ′ k lifts to n distinct curves in P ′ k+1 for k ≥ k 0 . Then the inclusion
v be the union of the P ′ k . Note that there is a canonical parabolic map f ′ v from this Riemann surface B ′ v to itself, carrying each P ′ k+1 onto P ′ k . Now for each (f ) in the parabolic shift locus it is not hard to see that there is one and only one v in the model space so that B ′ v with its dynamics is conformally conjugate to the Fatou set of f , with its dynamics. Furthermore this correspondence (f ) → v is holomorphic and proper. In fact if a sequence of classes (f j ) ∈ S par is such that the corresponding v j converge to a limit in the model space, then they must posses annuli with moduli bounded away from zero which separate the two critical points from the Julia set. Hence such a sequence cannot converge to a point in the connectedness locus, for which the two critical points must belong to distinct Fatou components. Similarly the f j must possess annuli with modulus bounded away from zero separating critical points from critical values. Hence they cannot diverge to infinity in Per 1 (1) .
Thus to prove that this correspondence (f ) → v is a conformal isomorphism, one needs only to check that it has degree one, which follows easily from the asymptotic formula (15). §5. Real Maps This section will study bicritical maps f :Ĉ →Ĉ such that the invariants X and Y of §1 are both real. First a definition:
A homeomorphism A :Ĉ →Ĉ is antiholomorphic if it has the form A(z) = φ(z) for some Möbius automorphism φ ofĈ , and is called an involution if A • A is the identity map.
Lemma 5.1. The invariants X(f ) and Y (f ) are both real if and only if the bicritical map f :Ĉ →Ĉ commutes with some antiholomorphic involution of C .
Proof. Let g(z) = f (z) be the complex conjugate map in which all coefficients are replaced by their complex conjugates. Evidently X(g) = X(f ) and Y (g) = Y (f ) . Therefore, if X and Y are real, then it follows that f is holomorphically conjugate to g , say
so that f commutes with A . It follows that f commutes with A • A , which is a holomorphic map fromĈ to itself. If (f ) lies off of the symmetry locus of 1.3, this proves that A • A is the identity map, as required. In the special case where (f ) does belong to the symmetry locus, we first approximate f by maps f j with (f j ) off the symmetry locus, and then construct the required A by passing to the limit as f j → f .
Note. In the case where (f ) does belong to the symmetry locus, we can push (f ) off the symmetry locus in two or more different directions, so this construction is not unique. In fact, in the symmetric case, there always exist two or more distinct antiholomorphic A which commute with f .
We must now distinguish two different cases. The antiholomorphic involution A may have a circle of fixed point. In this case, a Möbius change of coordinates will reduce it to the standard form A(z) = z with fixed point set R ∪ {∞} , and it follows easily that the corresponding map f can be expressed as a rational map with real coefficients. On the other hand, it may happen that A has no fixed points at all. In this case, a Möbius change of coordinates reduces A to the standard antipodal map A(z) = −1/z . It follows from a theorem of Borsuk and Hopf that a map f which commutes with this antipodal map necessarily has odd degree. (Compare [AH] .) Such an f gives rise to a conformal self-map with only one critical point on the non-orientable "Klein surface" which is obtained fromĈ by identifying each z with −1/z .
More precisely, we can distinguish six cases as follows. Suppose that f commutes with the antiholomorphic involution A . For the first five cases we suppose that A has a circle S 1 of fixed points. Note that f induces a map from this circle to itself.
Case +n . For any degree n , it may happen that f induces an n-fold covering map of degree +n from the circle S 1 to itself. In this case the Julia set J(f ) either coincides with S 1 , in which case (f ) has just two Fatou components forming a cycle of period two, or else J(f ) is a Cantor subset of S 1 , so that (f ) belongs to the shift locus.
Case −n . If f induces an n-fold covering of degree −n , then again the Julia set may be S 1 or a Cantor subset. Correspondingly, (f ) either belongs to the hyperbolic component in which each critical point maps to the Fatou component of the other critical point, or belongs to the shift locus.
Case 0 . If the degree n is even, then the only other possibility is that f maps S 1 onto a proper subset of itself by a map of degree zero. In this case, the forward orbits of the two critical points lie in the image f (S 1 ) , which is an interval I ⊂ S 1 . (Compare [M2] .) Restricting f to this interval, we obtain a map which is either monotone, or unimodal, or bimodal of a rather restricted type since each point of I has at most two preimages in I . Thus the dynamics is largely captured by the theory of smooth interval maps. +n -n 0 Figure 5 . Symmetry locus in the real (X, Y )-plane for degree n = 2 . The three complementary domains are labeled according to the degree of the associated map from the circle of real points to itself. The picture for any even value of n would be similar.
Note that we can pass between these three cases only by crossing the symmetry locus. (Compare Figure 5.) For the remaining three cases, we assume that the degree n is odd.
Case +1 . For any odd n , the circle S 1 may map to itself by a homeomorphism of degree +1 with two critical inflection points. The dynamics of the critical orbits is then governed by the theory of monotone degree one circle maps, with a rotation number which is well defined up to sign. (Compare [BB] .) If the rotation number is p/q , then both critical orbits converge to (the same or different) cycles of period q , while if the rotation number is irrational then the Julia set is the entire Riemann sphere.
Case −1 . Similarly S 1 may map to itself by a homeomorphism of degree −1 . In this case, both critical orbits must converge to cycles of period one or two.
Case of Antipode Preserving Maps. If
then (f ) necessarily belongs to the connectedness locus. For every hyperbolic component in this region of the (X, Y )-plane, there are either two antipodal attracting orbits of the same period p , or else a single attracting orbit of period 2p satisfying the identity A(x) = f •p (x) . In the latter case it is convenient to say that the hyperbolic component is of type p + p . [NS] ) Along the top edge, these maps give rise to degree one circle homeomorphisms, with rotation number as indicated. Also, along the edge of the principal hyperbolic component, the multiplier of one of the two indifferent fixed points is indicated, using the notation e(x) = e 2πix .
The division of the real (X, Y )-plane into five regions for a typical odd n is shown in Figure 6 . The antipode-preserving region in this plane is shown in detail in Figure 8 for two values of n , and a typical associated Julia set is shown in Figure 7 . §6. The Extended Moduli Space E = M ∪ L ∞ We will first prove the following. Consider a sequence of conjugacy classes (f i ) which tend to infinity in moduli space, in the sense that max(|X(f i )| , |Y (f i )|) → ∞ .
Lemma 6.1 After passing to a suitable subsequence and ordering the fixed points of each f i so that |λ 1 | ≤ |λ 2 | ≤ · · · ≤ |λ n+1 | , we have either:
(1) the product λ 1 λ 2 tends to +1 , while λ 3 , . . . , λ n+1 → ∞ , or else: (2) λ 1 → 0 and λ 2 , . . . , λ n+1 → ∞ .
Proof. For 0 ≤ k ≤ n + 1 , letσ k = σ n+1−k /σ n+1 be the k -th elementary symmetric function of the reciprocals 1/λ 1 , . . . , 1/λ n+1 . This is well defined and finite, provided that X = 0 so that the λ j are all non-zero.
After passing to a subsequence, we can assume that X and Y and each of the λ j tends to a well defined limit inĈ . First suppose that X → ∞ . Then we see from 2.1 and 2.3 thatσ k → 0 for k ≥ 3 , whilê σ 2 → 1 . Now suppose that exactly k of the λ j tend to zero, while the remaining n + 1 − k tend to non-zero or infinite limits. Then it is easy to check thatσ k → ∞ ; hence we must have k ≤ 1 . Next suppose that one of the λ j tends to zero while ℓ of them tend to finite non-zero limits. Then a similar argument shows thatσ ℓ+1 → ∞ ; hence ℓ = 0 and we are in Case 6.1(2). Finally, suppose that none of the λ j tend to zero but that ℓ of them tend to finite non-zero limits. Thenσ ℓ is finite and non-zero, butσ ℓ+1 = 0 ; hence ℓ = 2 and the conclusion follows. We must also consider the situation when Y tends to infinity while X tends to a finite limit. In this case, examining the behavior of the function
(compare 2.4), as µ varies over a large circle, we see that there is exactly one zero of this expression inside the circle, provided that |Y | is sufficiently large, and that this zero has the form µ = O(1/Y ) . Hence one of the multipliers must tend to zero while the remaining n multipliers tend to infinity.
A convenient "coordinate at infinity" is provided by the sum of reciprocalŝ
If only λ 1 and λ 2 remain finite, with λ 1 → λ and λ 2 → λ −1 , note that this coordinatê σ 1 tends to λ + λ −1 . We can now define the extended moduli space E to be the disjoint union M ∪ L ∞ , where L ∞ is a complex line with coordinateσ 1 ∈ C . To make this union into a complex manifold, we cover it with two coordinate patches, each biholomorphic to C 2 . The first coordinate patch is M itself, with coordinates X and σ n . The second is (M L 0 ) ∪ L ∞ with coordinatesX = 1/X andσ 1 . In the overlap M L 0 , these two coordinate systems are related by the biholomorphic map
Lemma 6.2. The union E , with complex structure defined in this way, is a well defined Hausdorff complex manifold. Furthermore, the coordinate function X extends to a locally trivial holomorphic projection
where each fiber L X is conformally isomorphic to C . Similarly, the real part of moduli space can be extended to a real fibration E R → R ∪ {∞} with fiber R .
The proof is straightforward.
Remark 6.3. Although the fibers of this line bundle have a sharp geometric and algebraic interpretation, it is not known whether they have any real dynamic meaning. However, there are three particular fibers which certainly do have dynamic interpretations: The fiber L 0 consists of maps with a superattracting fixed point (compare Figure 1a) . The fiber L −1 consists of maps for which one critical point maps immediately to the other. (For a study of this family, see Bamón and Boberieth [BB] .) Finally, the line at infinity, L ∞ is certainly quite unique. Computer pictures suggest that each fiber L X may intersect C in a set which is full and connected, so that L X ∩ S hyp is conformally isomorphic to C D ; although I know of no reason why this should be true. I don't have a good algorithm for making pictures of L X ∩ C . However, if we pass to the (n + 1)-fold branched covering in which one fixed point is marked, then we can parametrize by its multiplier λ . (Compare 2.7.) It is relatively easy to make pictures in the disk |λ| < 1 where this marked point is attracting. Note that L X ∩ S hyp embeds uniquely in this disk for X = 0 . (See Figure 9. ) Figure 9 . Pictures in the disk |λ| < 1 for X equal to −.2 , .2i and .2 respectively, for degree n = 2 . (Compare 6.3.) The connectedness locus is shaded grey; while the curves in the shift locus indicate the number of iterations needed for both critical orbits to reach a small neighborhood of the attracting fixed point.
Lemma 6.4. The space of all holomorphic sections of the bundle X : E →Ĉ is an n-dimensional vector space, consisting of all polynomial functions of the form
σ n = n−1 j=0 c j X j ,σ 1 = n−1 j=0 c jX n−1−j /n n+1 .
It follows that a function Y = Y (X) gives rise to a holomorphic section of this bundle if and only if the sum
The proof is straightforward. (Compare 2.1 and 2.3.)
Corollary 6.5. Each curve Per 1 (λ) with λ = 0 extends naturally to a smooth section of this complex line bundle E →Ĉ , intersecting the line at infinity at the point with coordinatesX = 0 ,σ 1 = λ + λ −1 .
Proof. This follows immediately, using 2.1 and 2.3. Thus it seems natural to extend our previous definition, and think of Per 1 λ as a smooth compact subset of the manifold E . Note that the coordinateσ 1 at infinity is real with −2 ≤σ 1 ≤ 2 if and only if |λ| = 1 . (Compare 7.5.)
Other examples of smooth sections of this bundle are the coordinate curve σ n = 0 , the half symmetry locus Y = −2X (n−1)/2 (X + 1) (n+1)/2 of (5) when n is odd, and the curves Figure 10 . Schematic picture of the compactified moduli space E ∪∞ , with a singular point at∞ , showing the three overlapping systems of coordinates.
We can actually compactify moduli space by adding one more point which we will call ∞ , contained in a third coordinate neighborhood. However the result is no longer a manifold when n > 2 , but rather an orbifold. In fact a neighborhood of infinity in E has fundamental group which is cyclic of order n − 1 . This third coordinate neighborhood W can be parametrized by coordinates s, t subject to the identifications (s, t) = α(s, t) , where α ranges over all (n − 1)-st roots of unity. They are related to the coordinates (X, σ n ) on the overlap where σ n = 0 and s = 0 , and to the coordinates (X,σ 1 ) on the overlap wherê σ 1 = 0 and t = 0 , by the identities
Note that there is just one point∞ ∈ W which does not belong to E , namely the singular point∞ which has coordinates s = t = 0 . It is not difficult to check that these coordinate transformations are compatible, so that E ∪∞ is a well defined compact Hausdorff space. Now a small neighborhood of infinity in E can be identified with a neighborhood of∞ in W with this singular point removed. Evidently, for reasonable choice of neighborhood, the fundamental group will be cyclic of order n − 1 .
Intuitively, we can think of the fibers of our holomorphic line bundle as a pencil of lines though this exceptional point∞ . This pencil of lines sweeps out the compactified moduli space E ∪∞ . §7. The Extended Hyperbolic Shift LocusS hyp ⊂ E We will prove the following.
Theorem 7.1. The connectedness locus C is contained in a compact subset of the extended moduli space E .
Hence the closure of C within E is a compact set. In fact we will see that this closure consists of C itself together with the parabolic shift locus S par and together with the line segment consisting of points in the line L ∞ with coordinateσ 1 ∈ [−2 , 2] . It follows that the complement of the closure of C within E is a neighborhood of infinity in E . This complement will be called the extended hyperbolic shift locusS hyp . It consists of S hyp , together with those points on the line L ∞ withσ 1 ∈ C [−2 , 2] .
We will first outline a somewhat conceptual proof based on quasiconformal surgery, and then provide a sharper computational proof. The first proof will be based on the function (f ) → |λ| min which assigns to each point of moduli space the smallest of the absolute values |λ j | of the multipliers at the n + 1 fixed points. This function is evidently continuous, with |λ| min ≥ 0 , and with |λ| min = 0 only on the line Per 1 (0) . Furthermore, we can extend continuously over E , mapping each point with coordinateσ 1 = λ + λ −1 on the line at infinity to the smaller of |λ| and |λ −1 | .
We will prove the following two statements.
Lemma 7.2. The set of all points of E with |λ| min ≥ 1/2 is compact.
(It follows from 7.2, or from (7), that this function (f ) → |λ| min is bounded on E .) Lemma 7.3. The set of all (f ) in the connectedness locus with |λ| min ≤ 1/2 forms a compact subset of M .
Putting these two assertions together, it will follow that C is contained in a compact subset of E , and hence has compact closure in E , as required.
Proof of 7.2. Using the coordinates (X ,σ 1 ) in E Per 1 (0) , first consider the neighborhood |X| ≤ 1 of the line at infinity. If all of the λ j satisfy |λ j | ≥ 1/2 , then |λ
Thus the set of points with |X| ≤ 1 and |λ| min ≥ 1/2 is bounded, hence compact. Now look at the complementary region |X| ≤ 1 , using the coordinates (X , σ n ) in M . It follows from 2.1 that the elementary symmetric function σ k is bounded throughout this region for every k = n . Hence, if |σ n | is sufficiently large, then examining the behavior of the function
as λ varies over the circle |λ| = 1/2 , we see that there is a zero of this function somewhere within the disk |λ| < 1/2 . In other words, |λ| min < 1/2 , which proves Lemma 7.2.
Outline Proof of 7.3. The multibrot set Mult n is defined to be the connectedness locus in the b-plane for the family of maps
( Figure 2 .) By a surgery argument, any (f ) ∈ C having an attracting fixed point of multiplier λ can be constructed by starting with some polynomial f b as above, and replacing its basin of infinity by a suitable Blaschke product β . This Blaschke product, having just one critical point in the unit disk, can be normalized so that β(1) = 1 and β(0) = 0 , with β ′ (0) = λ . It is not difficult to check that the space Blas n (1/2) of all such β with |λ| ≤ 1/2 is compact. Now pasting β| D in place of the restriction of f b to its basin of infinity, with the point 1 ∈ ∂D corresponding to the landing point of the zero ray for f b , we obtain a well defined (f ) ∈ C . In this way, we construct a continuous map from the compact set Mult n × Blas n (1/2) onto the set of (f ) ∈ C with λ| min ≤ 1/2 . Hence this set is also compact. This proves Lemma 7.3, and completes the first proof of Theorem 7.1.
Alternative Proof. We will use the invariants X , B , C of §1, with the abbreviation
(Compare [M2] .) Consider a sequence of maps f j with marked critical points so that the conjugacy classes (f j ) tend to infinity in M . Thus, passing to a subsequence if necessary, at least one of the invariants X(f j ) , B(f j ) , C(f j ) must tend to infinity. Since BC = (X + 1) n+1 X n−1 by (3), it follows that B or C must tend to infinity, and interchanging the two critical points if necessary we may assume that C(f j ) → ∞ . We will use the normal form
with critical values f (∞) = v and f (0) = v − κ . Note that f −1 (∞) is the set of n-th roots of −1 . The invariants A = v/κ , C = 1/κ n can be computed from (2). It follows that κ → 0 , and that the critical value v satisfies the equation v n = A n /C . It will be convenient to set ǫ = |κ|/n . Note that both ǫ and |κ|/ǫ = nǫ also tend to zero as j → ∞ . Case 1. Suppose that A n /C is bounded away from −1 , or equivalently that v is bounded away from the n-th roots of −1 . Let N ǫ (v) be the open neighborhood of radius ǫ about v , with ǫ as above. Then the pre-image V = f −1 N ǫ (v) consists of all z with
If ǫ is small, this set can be described as the complement V = C (U 1 ∪ · · · ∪ U n ) of the union of closed neighborhoods U 1 , . . . , U n of the various n-th roots of −1 , where each U j has radius roughly ǫ . Thus V is a connected open set which contains both critical points. Since v is bounded away from the roots of −1 , it follows that the neighborhood f (V ) = N ǫ (v) is compactly contained in V . Thus all orbits in V converge to an attracting fixed point, and it follows from §3 and Appendix B that (f j ) is contained in the hyperbolic shift locus.
Case 2. We can sharpen the above estimate to cover certain cases where v n = A n /C converges to −1 . Suppose in fact that A n /C → −1 but
as v n → −1 hence |v| → 1 . If δ is the distance from v to the closest n-th root of −1 , this is asymptotic to √ nδ/ǫ . Thus if this quantity is large, then ǫ << δ , and it follows as in Case 1 that (f j ) belongs to the hyperbolic shift locus.
Remark 7.4. Note that each U j maps diffeomorphically onto the complement C N ǫ (v) , which contains the Julia set. In this way we can see directly that the Julia set becomes strongly hyperbolic as (C/A n + 1) √ A → ∞ , and is isomorphic to a one-sided shift on the symbols U 1 , . . . , U n .
Case 3. Now suppose that the expression
It then follows from (3) that
as j → ∞ , or equivalently Y + 2X n = O(X n−1 ) . Now recall from §2 that
It follows thatσ 1 remains bounded as j → ∞ and X → ∞ , so that the (f j ) remain within a compact subset of the extended moduli space E . Combining the Cases 1,2,3, this completes the alternate proof of 7.1.
It seems natural to extend the sets C and S hyp to the line at infinity. By definition, this complementary neighborhood of infinity, consisting of S hyp together with all points at infinity withσ 1 ∈ [−2 , 2] , will be called the extended hyperbolic shift locus. (Note that the line segment [−2 , 2] consists of allσ 1 = λ + λ −1 = 2 cos θ with λ = e iθ on the unit circle, while its complement consists of all λ + λ −1 with 0 < |λ| < 1 .)
Proof of Lemma 7.5. Consider a point p on the line at infinity with coordinateŝ σ 1 ∈ [−2 , 2] and υ = 0 . We must show that every point (f ) of the moduli space M which is sufficiently close to p must belong to the hyperbolic shift locus. Setσ 1 = λ + λ −1 with |λ| < c < 1 . By Lemma 2 we see that every (f ) ∈ M which is sufficiently close to p must have |λ min | < c . By Lemma 7.3 above we know that no such (f ) , close to p , can belong to the connectedness locus. Similarly, by Corollary 4, no such (f ) can belong to the locus Per 1 (1) , which is is a closed set intersecting the line at infinity in just one point with coordinateσ 1 = 2 . This completes the proof. to the open unit disk, which maps each (f ) to the multiplier at its unique attracting fixed point. (The extension of π to the line at infinity is straightforward.) If λ ∈ D {0} , then the fiber π −1 (λ) is isomorphic to the open disk, with a point on the line at infinity as center. In fact, in this way we obtain a topological fibration
(Compare the discussion in [GK] and [M2] .) However, the fiber π −1 (0) is different in two ways. First it is missing a point at infinity, and hence is a punctured disk. Second, there is no local cross-section near zero. Instead we have something like a Seifert fibration. In fact, since σ n+1 /n n+1 = (X) n−1 by Corollary 2, it follows that
for λ close to zero and A close to +1 in the shift locus. Thus a small loop around the line A = 1 in the shift locus corresponds to a loop in the λ-plane which winds n − 1 times around the origin. Thus n−1 times a generator for the fundamental group of π −1 (D {0} , which is free cyclic, maps to zero in the fundamental group of S hyp . §8. The Curves Per p (λ) ⊂ E Roughly speaking, the curve Per p (λ) is the set of all conjugacy classes with an orbit of period p and multiplier λ . However, we must be somewhat careful to give a definition which yields a well behaved algebraic curve, even in exceptional cases.
Definition. Given an integer p ≥ 1 and a complex number λ , let Per 0 p (λ) ⊂ M be the set consisting of all conjugacy classes (f ) ∈ M such that the map f has a periodic orbit with period exactly p and with multiplier λ . If λ = 1 or if p = 1 , then it is not difficult to see that Per 0 p (λ) is a closed subset of M ∼ = C 2 , and that this set varies continuously with λ . In this case, the closure of Per 0 p (λ) within the extended moduli space E will be called Per p (λ) .
The choice of a good definition when λ = 1 and p > 1 is more awkward. The set Per 0 p (1) is usually not closed. Furthermore, Per p (λ) tends to a set which is substantially larger than the closure Per This number k n (p) of intersections can be described as the degree of the projection map X : Per p (λ) →Ĉ . Evidently k n (1) = 1 . For p > 1 , we can compute this number k n (p) by looking at the special case X = 0 and λ = 0 . If we set f b (z) = z n + b with invariants X = 0 and Y = b n−1 , then the equation f
•p b (0) = 0 has degree n p−1 in the unknown b , so there are n p−1 solutions b , counted with multiplicity. Subtracting off the numbers of solutions for proper divisors of p , and then dividing by n − 1 since there are n − 1 distinct choices of b for each value of Y = b n−1 = 0 , we see that the number k n (p) can be expressed as a polynomial of degree p − 2 in the degree n , for any fixed p ≥ 2 . The first few values are as follows. period p 1 2 3 4 5 6 number k n (p) 1 1 n + 1 n(n + 1) (n + 1)(n 2 + 1) (n + 1) (n 3 + n − 1)
If we use the notation n k = q|k ν n (q) , as in [M2, §D] , then k n (p) = ν n (p)/(n(n − 1)) for p > 1 .
Example 8.2. For the special case p = 2 , it follows that each Per 2 (λ) is a smooth section of the fibration X : E →Ĉ . To illustrate this statement, we will show that the curve Per 2 (0) has equation
It will be convenient to write this equation as
This is zero, with f (0) = 0 , if and only if ab n−1 + d n = 0 , which implies that B + A n = 0 . It then follows from (3) that
when A , B = 0 . Since this equation remains the same if we interchange the two critical points, the conclusion follows provided that the invariants are non-zero. On the other hand, the special cases where ABC = 0 are easily dealt with. For example if c = 0 so that f (∞) = ∞ , then we can take f (z) = z n + b with A = 1 . This has a period 2 critical orbit if and only if Y = B = b n−1 = −1 . Similarly, if d = 0 so that f (0) = ∞ , then we have a period 2 critical orbit if and only if f (∞) = 0 , which implies that f is conjugate to z → 1/z n with A = B = C = Y = 0 .
Remark 8.3. It is conjectured that each Per p (λ) with λ = 1 is an irreducible algebraic curve. Note however that the variety
is definitely reducible when p > 2 . In fact this limit variety consists not only of the curve Per 0 p (1) , which has lower degree, but also contains all of the curves of the form Per q (ω) where q < p is a proper divisor of p , and where ω is any primitive (p/q)-th root of unity. For p = 1 this difficulty does not occur, and Per 1 (1) = Per 0 1 (1) is a perfectly well behaved section of the line bundle X : E →Ĉ . For p = 2 , the set Per 0 2 (1) is actually vacuous, and the limit curve Per 2 (1) is identical with Per 1 (−1) . For n = 3 , we have
where the projection Per 0 3 (1) →Ĉ has degree n − 1 .
Unfortunately, the proof of Lemma 8.1 is not very constructive. It can be outlined as follows. Start with the algebraic variety V p consisting of all pairs
The multiplier map λ : V p → C carries each such pair to the first derivative of f •p a,b,c,d at z , suitably modified when z = ∞ . Note that V p ⊃ V q for any divisor q of p . Hence we can define the variety Per p ⊂ PSL(2, C) ×Ĉ to be the closure of V p V q , where q ranges over all proper divisors of p . Now let Per p (λ) be the subvariety on which the multiplier map takes the constant value λ . This projects, under the composition PSL(2, C) ×Ĉ → PSL(2, C) → M onto the variety Per p (λ) ∩ M . The main problem is to show that Per p (λ) ∩ M forms a bounded subset of E . If |λ| ≤ 1 , then any map with an orbit of period p ≥ 2 and multiplier λ must belong to the connectedness locus, which has compact closure in E . On the other hand, if |λ| > 1 then any such periodic orbit must be contained in the Julia set. But it follows from Remark 7.4, that as we tend to infinity in E the dynamics becomes more and more hyperbolic, so that the multipliers of all periodic orbits in the Julia set tend to infinity. In this way, we see that each Per p (λ) ∩ M with p ≥ 2 has compact closure in E . This closure is the required variety Per p (λ) .
Remark 8.4. One curious consequence of this argument is the fact that for p ≥ 2 the intersection Per p (λ) ∩ L ∞ is independent of λ , depending only on p . To see this, note that an algebraic function on C which takes an open set into R must be constant. Since the algebraic function λ → Per p (λ) ∩ L ∞ carries the entire open set |λ| < 1 into the line segment C ∩ L ∞ , the conclusion follows. In the special case n = 2 , with p ≥ 2 , it is known that this intersection Per p (λ) ∩ L ∞ consists precisely of those points of L ∞ with coordinateσ 1 = 2 cos(2πj/q) for some 0 < j/q ≤ 1/2 with q ≤ p . (See [M2] , [Sti] .) It seems very likely that this same statement is true for all values of n .
Appendix A. No Herman Rings
I am indebted to A. Douady for supplying the following arguments, which are based on Shishikura [Sh] .
Theorem A.1. A rational map with two critical points cannot have any Herman rings.
Proof. Denote by f the map, c 1 , c 2 the two critical points, and v 1 , v 2 the corresponding critical values. Assume that f has a cycle of Herman rings of period k . Choose an equator E i in each ring so that f (E i ) = E i+1 , taking i modulo k . Proof. Otherwise f −1 (E i ) would be a single curve which maps to E i with degree n > 1 .
Definitions. Evidently each E i separatesĈ into two connected components. By the "inside" component D i ofĈ E i we will mean that component which contains no critical value. (Think of the case where one of the two critical values is the point ∞ .) The complementary componentĈ D i which contains both critical values will be called the "outside" of E i . Another way of distinguishing these two components is the following. Proof. Since D i+1 contains no critical value, its pre-image f −1 (D i+1 ) is a union of n disjoint disks, each of which maps homeomorphically and contains no critical point. Evidently exactly one of these n disks must have the required curve E i as boundary. Now let S ⊂ Z/kZ be the set of indices i such that D i =D i (so thatD i is the "outside" of E i ). Equivalently, by A.3, we can define S as the set of indices i such that c 1 , c 2 ∈ D i .
Lemma A.4. This set S is non-vacuous.
For otherwise the D i would form a cycle of Siegel disks, which is impossible. Now let S = {i j } , where these indices are numbered so that
It will be convenient to set i p = i 0 + k . Lemma A.5 . For each j between 0 and p − 1 , the composition f
Proof. This follows from A.3, since
As an immediate corollary, it follows that the set S must have at least two elements. For otherwise, if S = {i 0 } had only one element, it would follow that f •(i 1 −i 0 ) = f •k mapped the curve E i 0 onto itself reversing orientation, which is impossible for the equator of a Herman ring. Proof of Theorem A.1. Since the disks D i with i ∈ S have disjoint boundaries, and all contain the two critical points, there must be a unique innermost one, say D i j . Then the curve E i j+1 = ∂D i j+1 must lie outside of E i j . Let A = D i j+1 D i j be the annulus bounded by E i j and E i j+1 . Since A ⊂D i j , it follows from A.5 that A maps biholomorphically onto an annulus
and furthermore that E i j+1 is a boundary component of A ′ . Thus these two annuli A and A ′ must have the same modulus. Since the other boundary component of A ′ is either disjoint from E i j or equal to E i j , it follows from the Grötzsch inequality that A = A ′ . In other words, the composition f •(i j+1 −i j ) maps the annulus A onto itself, interchanging its two boundary components. By the classification of Fatou components, no such annulus can exist for a rational map of degree n > 1 . This contradiction completes the proof.
Appendix B. Totally Disconnected Julia Sets.
We will first prove the following result, with no restriction on the number of critical points. Let f be a rational function of degree n ≥ 2 . In the hyperbolic case, this was proved by Rees [R] . I attempted to extend the argument to the parabolic case in [M2] , however the details of the argument were not quite right. The following proof is rather different and perhaps easier. It will be based on the following ideas.
for all x = y in V . If K is compact, then an equivalent condition is that for some ǫ > 0 we have (19) whenever 0 < dist(x, y) < ǫ . The proof will be based on several preliminary constructions. First note the following.
There exists a constant ǫ ′ > 0 so that the inequality (19) holds whenever x and y are distinct points which belong to the same connected component of K and satisfy dist(g(x), g(y)) < ǫ ′ .
For otherwise, with ǫ as above, there would exist pairs (x i , y i ) belonging to the same component K i of K so that dist(g(x i ) , g(y i )) converges to zero as i → ∞ , but with dist(x i , y i ) ≥ ǫ . After passing to a subsequence, we may assume that the points x i converge to some point x and that the y i converge to some y , where dist(x, y) ≥ ǫ and where g(x) = g(y) . But this is impossible since x and y belong to the same connected component of K . In fact, if L denotes the set of all accumulation points of K i as i → ∞ , then L is a connected subset of K containing both x and y .
The diameter diam(K) ≥ 0 of a non-vacuous compact metric space is defined to be the maximum distance between two of its points. More generally, for any integer m ≥ 1 define diam m (K) to be the largest number δ so that there exist m + 1 points x 0 , x 1 , . . . , x m in K which are δ -separated in the sense that dist(
Note that diam m (K) = 0 if and only if K is a finite set with at most m elements.
Choose m large enough so that K can be covered by subsets X 1 , . . . , X m of diameter < ǫ ′ . It then follows that diam m (K) < ǫ ′ , since a collection of ǫ ′ -separated points can have at most one point in each X i .
Proof of B.2. Choosing m as above, Let δ max be the supremum of the numbers diam m (K α ) as K α ranges over all connected components of K . We want to prove that δ max = 0 . Otherwise, if δ max > 0 , we will obtain a contradiction by constructing a "largest" component K µ , with diam m (K µ ) equal to δ max , and then showing that diam m (f (K µ )) > δ max .
Let K i be a sequence of components of K such that the numbers δ i = diam m (K i ) converge to the supremum δ max , and choose points x 0 (i) , x 1 (i) , . . . , x m (i) ∈ K i which are δ i -separated. After passing to a subsequence, we may assume that each sequence x j (1) , x j (2) , x j (3) , . . . converges to a limit x j ∈ K . Let L be the set of all accumulation points of {K i } as i → ∞ . Then L is connected, and hence is contained in some connected component K µ . Furthermore diam m (K µ ) = δ max since L contains m + 1 points x j which are δ max -separated. Now, assuming that δ max > 0 , we will show that
In fact, for each 0 ≤ i < j ≤ m we have either
These inequalities would prove (20) , which is impossible. This contradiction proves that δ max must be zero. Hence every connected component K α is finite, and hence consists of a single point. This proves B.2.
Proof of B.1. In one direction this is clear, since a totally disconnected set cannot separate the Riemann sphere. For the proof in the other direction, suppose that all critical values lie in a single Fatou component U . Choose a smoothly embedded closed disk ∆ * ⊂ U which contains all of the critical values in its interior. Let ∆ =Ĉ interior (∆) be the complementary closed disk which contains the Julia set. Since ∆ contains no critical values, its pre-image f −1 (∆) splits as a disjoint union
of smoothly embedded closed disks, each of which maps homeomorphically onto ∆ under f . Now every connected component J α of the Julia set must be contained in one of the ∆ j , and hence must map homeomorphically under f . Thus, to prove B.1, we need only show that f restricted to the Julia set is locally distance increasing with respect to a suitably chosen metric. In fact we will prove the following.
Lemma B.3. Suppose that the orbit of every critical point of f converges towards an attracting or parabolic cycle. Then f restricted to its Julia set is locally distance increasing with respect to a suitably chosen metric.
(For a sharper statement, see Tan and Yin [TY] , and compare Douady-Hubbard [DH] .)
Proof of B.3. Let Π be the closure of the post-critical set of the rational map f . Then the complementĈ Π has a well defined Poincaré metric. Recall that f , considered as a map from the subset f −1 (Ĉ Π) ⊂Ĉ Π ontoĈ Π , is locally distance increasing. In particular, in the hyperbolic case, it follows that f is locally distance increasing as a map from the Julia set to itself. However, in order to handle the parabolic case, we must modify this metric in a neighborhood of the parabolic points, which belong both to the Julia set and to the postcritical closure.
tends to 1 as z →ẑ , this inequality will be satisfied provided that ǫ is sufficiently small. (Note that we must first choose M and then choose ǫ .)
Next note that any two points x and y of (C Π) ∪ N ǫ (P ) can be joined by a (not necessarily unique) geodesic, which may be made up of finitely many smooth pieces consisting of line segments within N ǫ (P ) together with Poincarè geodesic segments outside of N ǫ (P ) . If x , y ∈ J are sufficiently close, then they are contained in a small ball B which maps diffeomorphically under f to a set f (B) which contains a minimal geodesic f • Γ from f (x) to f (y) . (In the special case where x and y are close to a parabolic point, we can choose this ball to be the closure of a repelling petal.) Integrating the inequality (22) along Γ we obtain the required inequality (21) . This proves that f | J is locally distance increasing.
Now consider the more general case where f has parabolic points of higher period, where the rotation number may be any root of unity. Then some iterate f •m has all parabolic points fixed with rotation number +1 . Thus f •m | J is locally distance increasing with respect to some metric dist(x, y) , constructed as above. It then follows easily that f | J is locally distance increasing with respect to the new metric
This completes the proof of B.3.
To complete the proof of B.1, we need only note, using Sullivan's Non-Wandering Theorem, and the resulting classification of Fatou components, that any map with all critical values in the Fatou set must indeed have every critical orbit converging to an attracting or parabolic cycle.
Remark. It is not actually necessary to use such a deep result as the Non-Wandering Theorem in order to prove B.1. More directly, one could proceed as follows. Suppose that all critical values are contained in the Fatou component U 1 . Then we will show that U 1 must be periodic, with period ≤ 2 . Otherwise, if U 1 were aperiodic, or periodic with period ≥ 3 , note that the three sets f −1 (U 1 ) and U 1 and f (U 1 ) would be pairwise disjoint. Construct f −1 (∆) = ∆ 1 ∪ · · · ∆ n as in the proof of B.2. If U 1 = f (U 1 ) , then f (U 1 ) ⊂ ∆ , and it would follow that U 1 must be contained in one of the ∆ j , say in ∆ 1 . Then the intersection A = interior (∆ 1 ∩ ∆) would be a non-degenerate annulus with smooth boundary. Furthermore, the map f would carry this annulus A ⊂ ∆ 1 homeomorphically onto an annulus f (A) ⊂ ∆ which shares one boundary component f (∂∆ 1 ) = ∂∆ . Note that both of these annuli would lie on the same side of this common boundary component. Now if U 1 did not have period ≤ 2 , then the other boundary components ∂∆ 1 ⊂ f −1 (U 1 ) and f (∂∆) ⊂ f (U 1 ) would lie in disjoint Fatou components, and hence would be disjoint. Thus one of these two annuli would be be a proper subset of the other, which is impossible by the Grötzsch inequality. Hence this case cannot occur, and the component U 1 must be periodic of period ≤ 2 . Thus we need only the classification of periodic Fatou components in order to complete the proof of B.1.
Next we will prove the following. Let f be a rational map of degree n ≥ 2 with Julia set J . Proof. It follows from (b) that the interior of such a disk ∆ * is contained in the Fatou set. Therefore, by (a) and B.1, the Julia set J is totally disconnected. As in the proof of B.2, the complementary closed disk ∆ contains J , and f −1 (∆) splits as a disjoint union ∆ 1 ∪ · · · ∪ ∆ n , where each ∆ i maps homeomorphically onto ∆ . But now we have the additional information that each ∆ i is a subset of ∆ . It follows inductively that each finite intersection
is a closed topological disk. In fact
Now given an infinite sequence I = (i 0 , i 1 , i 2 , . . .) , it follows that the intersection J I of the nested sequence
is compact, connected, and non-vacuous. This intersection is contained in the Julia set, since by condition (c) every orbit outside of the Julia set eventually leaves the disk ∆ . Hence by B.1 each J I is a single point. Equivalently, to each point z of J we can assign a sequence I(z) = (i 0 , i 1 , i 2 , . . .) of integers between 1 and n by the condition that z j ∈ D i j where
is the orbit of z . Evidently J I consists of the unique point which has symbol sequence equal to I . Since f maps J I to J σ(I) , where
is the shift operator, this proves that the correspondence z → I(z) is a topological conjugacy from f | J onto the one-sided shift on n symbols.
We will only try to apply this lemma in the following very special case. Note: The hypothesis that f has only two critical values implies that f has only two critical points (making use of the fact that the twice punctured sphere has free cyclic fundamental group). By way of contrast, a Chebyshev polynomial of degree n ≥ 3 has only three distinct critical values on the Riemann sphere but has n distinct critical points.
Proof of B.5. Let U 0 be a simply connected open set bounded by a smooth Jordan curve, which satisfies f (U 0 ) ⊂ U 0 , and which eventually absorbs every orbit in the Fatou set. Thus in the hyperbolic case U 0 will be a neighborhood of the attracting point, while in the parabolic case U 0 will be a carefully chosen attracting petal. We can assume that the boundary of U 0 is disjoint from the two critical orbits. Now define a sequence of connected open sets with smooth boundary
by setting U k+1 equal to the connected component of f −1 (U k ) which contains U k . If U k is simply connected and contains at most one critical value, then it is easy to show that U k+1 is also simply connected. Thus we can continue this construction until we obtain some U m which contains both critical values. The closure U m will then be the required disk ∆ * , so that we can apply B.4.
Appendix C. Cross-Ratio Formulas. In 1.4 we saw that the invariant X of 1.1 can be defined as a cross-ratio. This appendix will give corresponding formulas for the invariants B and C . Let us use the notation
(As an example, note that cr(0, ∞ ; r, s) = s/r .) It will be convenient here to work with the number
in place of X . With these notations, we can restate 1.4 as follows. Given a bicritical map f with critical points c 1 and c 2 and critical values v j = f (c j ) , we have
The proof is easily supplied. (Note that the denominator is never zero.) Evidently A = 0 if and only if one critical point maps directly to the other. Now let p j ∈ f −1 (c j ) be any precritical point. Then we can form the cross-ratio
If we take c 1 = 0 , c 2 = ∞ , with f (z) = (az n + b)/(cz n + d) as in §1, then this takes the form
provided that a, b, d = 0 . This is well defined only up to multiplication by an n-th root of unity. However, its n-th power
is uniquely defined, independent of the choice of p 1 . Evidently we can write this identity as
provided that A , B = 0 . (Compare (2) .) The corresponding identity
is proved by interchanging the roles of the two critical points.
It is interesting to note the relation between these expressions and the discussion of the curve Per 2 (0) in Example 7.2. In fact if the critical point c 1 has period two, then we can choose p 1 ∈ f −1 (c 1 ) equal to f (c 1 ) = v 1 , and it follows that the cross-ratio (24) is equal to +1 , yielding the formula A n + B = 0 , which was used in §7.
To get a formula analogous to (24) when A may be zero, we can form the closely related cross-ratio
This is valid whenever X = A − 1 = 0 .
Appendix D: Meromorphic and Entire Transcendental Maps
Douady has pointed out to me that there is an analogous theory of holomorphic maps of infinite degree which have only two singular values (or equivalently two asymptotic values; we will see that such maps cannot have any critical points). Examples are provided by the tangent and exponential maps: tan : C →Ĉ {i , −i} and exp : C →Ĉ {0, ∞} .
If we place the singular values at zero and infinity, then the pre-image f −1 (Ĉ {0, ∞}) of the set of non-singular values must map ontoĈ {0, ∞} by a free cyclic covering. Thus this pre-image must be conformally isomorphic to C , and hence must be equal toĈ {s} for some uniquely defined singular point s ∈Ĉ . It then follows easily that we can write
so that f :Ĉ {s} →Ĉ {0, ∞} with singular point
We will think of the coefficient matrix a b c d as an element of the projective general linear group PGL 2 (C) . That is, we assume that ad − bc = 0 , and we identify this matrix with ta tb tc td for any t = 0 . Note however that this coefficient matrix in PGL 2 (C)
is not uniquely determined by the mapping f : Since f (z) = f (z + 2πi) , the matrix a + 2πic b + 2πid c d determines the same mapping.
Remark. The map f = exp •µ above is clearly conjugate to g = µ • exp , where
with singular point at infinity. (For a study of dynamics in this family of maps, see [DK2] .) If we use this alternative normal form, note that the Julia set is invariant under the translation w → w + 2πi . As one example, taking the matrix of coefficients to be 1 −1 1 1 we obtain the map g(w) = tanh(w/2) .
Marked singular values. Going back to the normal form (26) , let us first consider only conjugacies of the form z → e t z which fix the two singular values. It is not hard to check that the correspondence f (z) → f (e t z)/e t lifts to a free holomorphic action of the additive group of C on PGL 2 (C) , where each t ∈ C acts by the diffeomorphism 
(In the special case where t is a multiple of 2πi , this action yields a different element of PGL 2 (C) corresponding to the same map f .) We will see that this action is rather badly behaved. In particular, it is not a proper action, and the quotient space of PGL 2 (C) under this action, that is the moduli space for holomorphic conjugacy classes of maps of the form (26) with marked singular values, is not a Hausdorff space. However we can express PGL 2 (C) as a union of two open subsets on which the action is well behaved.
To begin the analysis, note that the quantity
is clearly invariant under the action (27) . The notation is chosen in analogy with the X of §1. (In fact there is a precise relationship: If we approximate exp(z) by the polynomials E n (z) = (1 + z/n) n as in [DGH] , then it is not hard to check that X(exp •µ) is equal to the limit of X(E n • µ)/n as the degree n tends to infinity.) I don't know of any direct dynamic characterization of this new invariant X . However, if X = 0 then the quantity e 1/X can be expressed as a ratio,
which does give it a geometric interpretation. Now cover PGL 2 (C) by two open subsets as follows.
Case 1. Suppose that
Then there is a unique choice of the variable t in (27) so that φ t a b c d will be a matrix of the form * 0 * * . Thus we obtain a unique normal form for this matrix, which after multiplying all entries by a common constant, we can write as A 0 AX 1 , with A = 0 and with X as in (28) , corresponding to the map f (z) = exp Az AXz + 1 .
A brief computation shows that A can be expressed in terms of the original matrix entries as
One special case is of particular interest: If s = ∞ so that f is an entire transcendental function, then X = 0 and we obtain the unique normal form f (z) = exp(Az) , or equivalently g(w) = Ae w , with A ∈ C {0} . 
In the intersection of Cases 1 and 2, when cd = 0 ⇐⇒ X = 0 ⇐⇒ s ∈ {0, ∞} , it will be slightly easier to work with the products AX and BX rather than the invariants A and B themselves. Note the identity
Using this, we will prove the following. has an essential singularity at X = 0 , we can choose a sequence of numbers X j → 0 so that exp(−1/X j )/X 2 j tends to the product AB . Setting B j = exp(−1/X j )/AX it follows that the image of 0 −B j 1 X j B j (which tends to 0 −B 1 0 ) is equal to the image of A 0 X j A 1 (which tends to A 0 0 1 ), and the conclusion follows.
Unmarked singular values. Next let us study the moduli space of holomorphic conjugacy classes of maps (26) without marking the singular values. This means that we must also allow the conjugation
which interchanges the two singular values. It is easy to check that the quantity X remains invariant under this conjugation. The discussion now divides into two cases:
Entire transcendental case. If X = 0 ⇐⇒ s ∈ {0, ∞} then, interchanging the two singular values if necessary, we may assume that s = ∞ . We then have the unique normal form f (z) = e Az , as discussed above. (See for example [D] .)
Meromorphic case (Compare [B] .) If X = 0 ⇐⇒ s ∈ {0, ∞} , then the quantities A and B are both defined, with A ↔ B if we interchange the two singular values. Thus the sum Y = AX + BX
is a well defined homomorphic conjugacy invariant. Here Y = Y (f ) can take on any complex value. Given X = 0 and Y , we can uniquely identify this holomorphic conjugacy class as follows. Using the relation (31) , since we know both A + B and AB , we can solve for {A, B} . It will be convenient to use a normal form with s = −d/c = 1 . In fact we can take c = 1 , d = −1 , so that the coefficient matrix takes the form a b 1 −1 , with
Now, choosing one of the two possibilities for A , we can solve for e b , make some choice for b ∈ log(e b ) , and then solve for a = (1/X) − b . The resulting conjugacy class is independent of these two choices.
Again it is easy to see that the entire moduli space is not Hausdorff. However, it is equal to the union of two disjoint well behaved Hausdorff subspaces, namely the subspace where X = 0 , parametrized by the invariant A ∈ C {0} , and the subspace where X = 0 , parametrized by (X, Y ) ∈ (C {0}) × C .
The symmetry locus. Many of the constructions for bicritical maps generalize easily to maps with two asymptotic values. For example, using (31) it is not hard to see that a map in our class commutes with some holomorphic automorphism of C if and only if X = 0 and AX = BX = Y /2 = ± e −1/2X .
Thus, just as in the case of bicritical maps of odd degree, the symmetry locus is the union of two smooth submanifolds, corresponding to the two choices of sign. However, in the present case, these two families are well known. With sign +1 we obtain the tangent family {k tan(z)} as studied in [DK1] , [KK] , or equivalently the hyperbolic tangent family since tan z = tanh(iz)/i . With sign −1 we obtain the cotangent family {k cot z} .
Real forms. If the invariants X and Y are both defined and real, then there are two possibilities according as the associated quantities A and B satisfying (31) and (32) are real numbers or conjugate complex numbers. (These two possibilities overlap only along the real part of the symmetry locus, where A = B = B .) If A and B are real, then clearly the given map is conjugate to one of the form f (x) = exp (ρ(x)) where ρ is a fractional linear transform with real coefficients (that is, with coefficient matrix belonging to PGL 2 (R) ). Such an f maps the real line diffeomorphically onto some open interval contained in R ∪ ∞ . On the other hand, if A = B then it is not hard to show that the map is conjugate to one of the form f (x) = tan (ρ(x)) , where again ρ is a fractional linear transformation with real coefficients. In this case, f maps R onto R ∪ ∞ with degree ±∞ .
Fixed points and the curves Per 1 (λ) . For any λ = 0 let Per 1 (λ) be the locus (in unmarked moduli space) consisting of all conjugacy classes of maps having a fixed point of multiplier λ . We can analyze this locus much as in §2. Putting the designated fixed point at z = 1 , we may assume that the coefficient matrix has the form 1 −1 c d . Then
Evidently, given λ = 0 and X , we can solve uniquely for {c, d} and hence for the pair of functions f (z) and 1/f (1/z) . In the case X = 0 this means that there is one and only one constant A = λe −λ so that the map z → e Az has a fixed point of multiplier λ . In the case X = 0 it means that there is a unique Y = Y (X, λ) so that the map (26) with invariants X, Y has a fixed point of multiplier λ . Thus each locus Per 1 (λ) is a smooth curve in moduli space, which intersects each line X = constant in a single point, even though the correspondence X → Y (X, λ) has an essential singularity at X = 0 . Presumably, in the generic case, two such curves Per 1 (λ) and Per 1 (λ ′ ) must have infinitely many intersection in every neighborhood of the nonHausdorff locus X = 0 , whether or not they meet this locus at a common point.
