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Abstract
The importance of Markov chains comes from 2 facts. First of all, large numbers of
phenomena can be described in this way. Second, a well-developed theory allows us to perform
computations. A Markov chain, according to http://en.wikipedia.org, is a stochastic process that
satisfies the Markov property. The Markov property is satisfied only if one can predict the future
of some random variable (fortune, moves, etc.) using only the current state of the stochastic
process. An introductory course in probability and statistics, for a mathematician, is enough to
understand the importance of Markov chain models. The game of Checkers uses a Markov chain
model.
I would like to discuss the Markov chain model as it relates to a game of checkers, using
an 8x8 checkerboard. Any mathematician, using a Markov chain model, can predict the
probability of a specific, colored piece making the next move when the time comes for the
corresponding color’s turn. Also, a mathematician can predict the conditional probability of a
piece moving (i.e. the probability of a black piece moving given that one of his or her own
moved on the previous move). But, since the current move depends on the previous move, the
events of two distinct moves are in most cases not independent. Finally, we can define discrete
random variables for the number of moves a certain piece makes, as well as discrete random
vectors for the number of moves any two pieces make.

The Checkerboard Application of a Markov Chain Model
MA-385 – Honors Thesis (Austin, Spring 2018)
Introduction.
I recognized the importance of Markov chain models through applying a Markov chain
model to a game of checkers, using an 8x8 checkerboard. The closest experience I had to a
Markov chain model was the technical manual I had to complete for a technical writing class I
had to take in the Fall of 2017. I expected the concept of Markov chain model to be more related
to real analysis than anything, yet when I used the Markov chain model to simulate my game of
checkers, I realized that Markov chain models could be applied to discrete probability
distributions, as well. I learned that a Markov chain model is a stochastic model in which the
probability of the ith event in a sequence depends only on the (i-1)th event in the same sequence.
For example, the probability of a certain piece moving on a checkerboard depends only on the
previous piece moving on the checkerboard. Therefore, combined with the definition of sigmaalgebra and independence, we can compute the probability that a single piece moves when it is
the corresponding color’s turn the entire game. Additionally, by defining random vectors with
respect to (ῼ, F, P) in addition to conditioning, we can compute the probability that a piece
moves n many times in the game, given certain conditions regarding characteristics of the board,
such as the current arrangement of the pieces.
I would like to give some elementary definitions to begin. First, I would like to define
what a Markov chain model is, as well as terms related to Markov chain models, which include
sigma-algebra, conditional probability, independence of two events, random variables, and

random vectors. Second, I would like to give the procedure I used to experiment with the
Markov chain model.
Elementary Definitions.
It is rare that, in any non-probability course, the knowledge one has of Markov chains
will determine the rest of his or her career. Well, since Markov chains are related to probability,
one’s knowledge of Markov chains in probability class will determine not only how far he or she
goes in his or her career, but also how successful he or she is in the probability classroom.
Furthermore, to have a chance of completely understanding the checkerboard games, one needs
to understand the meaning and the importance of Markov chains. In addition, one must know the
concepts behind Markov chains, which includes, but is not limited to, sigma-algebras.
Durrett (2009) says that the importance of Markov chains comes from two facts: (a) large
numbers of phenomena can be described in this way, and (b) a well-developed theory allows us
to perform real-world computations (Durrett 2009, 114). Because Markov chains are important,
we need to define a few terms related to Markov chains. Since we are studying Markov chains,
let us first define what Markov chain is.
In the briefest sense, a Markov chain is a stochastic process. Yet because a Markov chain
is a stochastic process in which probabilities of event(s) happening at a certain iteration depend
only on the previous iteration (English Oxford Living Dictionaries n.d.), the Markov chain model
is a very interesting stochastic process (Chang, 5). The term Markov chain was named after
Andrei A. Markov (1856-1922), and he was a famous Russian mathematician.
But, Heckman (n.d.) gives an alternate definition of a Markov chain, which is a model of
a situation containing a finite number of states, and whether the state changes from state i to state

j, for any i, j ϵ ℕ, are pairwise constant probabilities (Heckman, 1). Also, according to Heckman
(n.d.), it does not matter what happened for the state to reach state i in the first place.
Concerning Markov, he knew about stochastic models and what they mean. So, we need to know
what stochastic model means.
Google Dictionary does not give an explicit definition of stochastic model. However
since Google Dictionary does give the definition of stochastic, we can derive the definition of
stochastic model. According to Google Dictionary, stochastic means randomly determined, but
we know since randomly determined is one of the foundations of probability, stochastic models
are based on probability. Therefore, a stochastic model is a randomly determined model, and
since we are discussing Markov chains, Markov chains are randomly determined models in
which probabilities of events happening at a certain iteration depend only on the previous
iteration. But, Monte Carlo simulations realize Markov chains; therefore, let us discuss Monte
Carlo simulations.
According to The Free Dictionary by Farlex, analyzing a system’s behavior by randomly
altering the input and observing changes in the output allows us to generate a Monte Carlo
simulation (Segen’s Medical Dictionary 2011). Also, according to Your Dictionary, a person
who performs a Monte Carlo simulation analyzes the results of the system’s behavior to decide
which variables are recurring, if any (Webster’s New World Finance and Investment Dictionary
2010). In addition, according to Fichthorn & Weinberg (1991), Monte Carlo simulations are used
as mathematical tools for the purpose of studying dynamic phenomena in the realm of physics
(Fichtorn & Weinberg 1991, 1090). Monte Carlo is a Monaco city near the south of France, and
Monaco is known for its casinos. Even if we know the concrete concepts behind Markov chains
and feel as if we know all about them, we still need to know more abstract concepts, such as

random experiments and sigma-algebras. I would like to first define random experiment, and
following defining random experiment, I would like to give a mathematical definition of what I
mean by sigma-algebra.
Based on concepts of probability, a random experiment is an experiment in which three
conditions are met. The first condition lies in the fact that we know all of the possible outcomes.
Second, the experiment can be performed under the same conditions independently and
repeatedly. Finally, we cannot predict with certainty which outcome we will get when we run the
experiment next time. Using our knowledge of random experiments, if we have proved our
experiment to be a random experiment, then we can construct a probability space (ῼ, F, ℙ) that is
associated with this random experiment, where ῼ represents the sample space, and the sample
space is the set containing all of the possible outcomes of the experiment. Not only do we need
to define a sample space, but we need to associate a collection or family of events within the
sample space and a probability of each event.
F is a collection of subsets of ῼ that satisfy three conditions. In each condition, we
assume A is an arbitrary subset of ῼ. The first condition is ῼ ϵ F (The sample space is a family
member). Next, if A ϵ F, then Ac ϵ F. So, if A is an event, then Ac is an event (In fact, Ac is
defined as the set of outcomes not in A). Finally, the third condition is If {Ai, i ϵ I}, where I is
countable set, then ⋃𝑖∈𝐼 𝐴𝑖 ϵ F. Following verifying each of the three conditions, I can call F a
sigma-algebra (σ-algebra) on ῼ. Sigma-algebras can apply to the checkerboard application of
Markov chain models, and I would like to give an example.
An example of where sigma-algebras can apply to the checkerboard application of a
Markov chain model is when we define moves for a certain piece at a certain point in the game.
Let A be the event in which a certain piece moves, and let us assume that blacks are currently

moving. The smallest sigma-algebra containing A, denoted by σ(A), is σ(A) = {ῼ, ∅, A, Ac}. I
would like to briefly explain what each of these four events mean. ῼ is the event in which any of
the black pieces move, and the probability of ῼ is 1 since one piece has to move. On the other
hand, the probability of ∅ (the complement of ῼ) is 0 since, again, one pieces has to move on
each turn for the game to continue. Now that I have fully defined σ-algebra, I would like to
continue by first defining conditional probability and next defining independence of two events.
Suppose A is in a family of events with ℙ(A) > 0. For B in the family of events, we define
the conditional probability of B, given A, denoted by ℙ(B|A), by ℙ(B|A) =

ℙ(𝐴 ⋂ 𝐵)
ℙ(𝐴)

. So, the way the

event is defined, we have the order of events swapped (B is the first event defined and A is the
second event defined.) As long as the notation is clear and is applied correctly to the conditional
probability formula, the answers will be the same as if A was the first event and B was second. I
would like to apply the concept of conditional probability in the Results section to the probability
of one color piece making the second move, given that the same color, but maybe a different
piece (could also be the same piece) made the first move. But first, I would like to define what
independence is and give an example in which we can immediately discover two events are not
independent.
If ℙ(B|A) = ℙ(B) and ℙ(A|B) = ℙ(A), then A and B are independent events. In other words,
if P(A⋂ 𝐵) = P(A) . P(B), then A and B are independent events by the definition of conditional
probability. Consider the case in which ℙ(B) > 0. If ℙ(B) > 0 and ℙ(B|A) = 0, then we know that
the event A occurs does impact the happening of event B; in the current case, A occurs means B
cannot occur. So, A and B are not independent. To summarize, if ℙ(A|B) does not equal ℙ(A),
then A is not independent of B, and if ℙ(B|A) does not equal ℙ(B), then B is not independent of A.
In either case, A and B are not independent.

I would like to emphasize the importance of conditional probability and independence in
my Markov chain model of a checkerboard. The importance is that one can predict this special
kind of probability, the conditional probability, of move i given move i – 1, for i > 0
(nonnegative i). Yet because the second move depends on the first move, the events of a color
piece making the first move and the same color (possibly a different piece) making the second
move are not independent. I will emphasize dependence more in the Results section. For now, I
would like to define random variable.
Let (ῼ, F) be a measurable space, a function X: ῼ  R (reals) is called a random
variable w.r.t. (ῼ, F) if for every x in the reals, {ὠ in ῼ: X(ὠ) <X) is an element of F. I will
emphasize random variables more in the Results section. For a brief example, however, we can
let X be the number of moves a certain piece makes in the game. X = {0, …, n}, where n is the
total number of moves the person/computer controlling its color makes. So, X is a random
variable. I would like to define random variable with respect to the cumulative distribution
function (cdf) of random variable X.
Let X be a random variable, and assume we have proved it to be a random variable
because it meets the definition above (see Section V, part A). Now, for (ῼ, F, ℙ), the cumulative
distribution function (cdf) of X, denoted by F: R  [0, 1] is defined by x in the reals F(x) = ℙ(ὠ
in ῼ: X(ὠ) < x). We can extend the definition with respect to the cumulative distribution
function by changing our probability space from ℙ to ℙA, provided ℙ(A) > 0. Then, we can define
the cumulative distribution function of random variable X by FA(x) = ℙA(ὠ ϵ A: X(ὠ) < x). I
would like to illustrate cumulative distribution functions using a simple example, and afterwards,
I would like to apply cumulative distribution functions to my checkerboard Markov chain model.

I would like to consider the scenario in which a fair coin is tossed twice. Let X be a
random variable (see definition in Section V, Part A) denoting the number of heads, and let Y be
a random variable denoting the indicator function of the event {X = 2} (that is, Y can take two
possible values: 0 if X is not equal to 2, and 1 if X is equal to 2. I will comment more once I
reach the Results section. Using these two random variables, I can define new probabilities and
mass functions. But, first, I would like to define what a random vector is.
Given a probability space (ῼ, F, ℙ), let (X, Y) be a mapping from ῼ to R2 (2-dimensional
space). I would like to call (X, Y) a random vector if {ὠ is an element of ῼ such that (X, Y)(ὠ) <
(x, y)} is an element of F for all (x, y) who are elements of R2. Remember, (u, v) < (x, y) if and
only if u < x and v < y is a partial ordering on R2. Using the information given above, define F(x,
y) = ℙ((X, Y) < (x, y)) = ℙ(X < x, Y < y). There are three main properties of F(x, y). The first
property is the monotonicity property: F(u, v) < F(x, y) if (u, v) < (x, y). Second,
lim

𝑥→∞,𝑦→∞

𝐹(𝑥, 𝑦) = 1, and, in the above limit, if x-∞ or y-∞, then

lim

𝑥→∞,𝑦→∞

𝐹(𝑥, 𝑦) = 0.

Finally, I would like to emphasize the parallelogram rule: (u, v) < (x, y) implies F(x, y) – F(x, v)
– F(u, y) + F(u, v) > 0. In the same manner, I would like to apply the random vector concept to
the Results section. To briefly illustrate, I can let X be the random variable denoting the number
of moves a certain piece makes throughout the game, and I can let Y be a random variable
denoting the indicator function of the event {X = m}. Finally, before going into the thesis, I will
emphasize random vectors and joint distribution functions to some extent.
Let (X, Y) be a random vector, and assume we have proved it to be a random vector
because it meets the definition in Section V, Part A. Now, for (ῼ, F, ℙ), the joint distribution
function (jdf) of (X, Y), denoted by F: R2  [0, 1] is defined by (x, y) in R2 F(X) = P(ὠ in ῼ: (X,
Y)(ὠ) < (x, y)). In other words, If A is in F with ℙ(A) > 0, then (ῼ, F, ℙA) is defined by FA(x, y) =

ℙA(ὠ in A: (X, Y)(ὠ) < (x, y)). I will emphasize random vectors and joint distribution functions
more in the Results section. For now, I would like to emphasize two more extremely important
concepts I will use often throughout the paper, which are the concept of mutually exclusive
events and the law of total probability.
Two events are mutually exclusive if both cannot happen at the same time. For example,
let us consider a pair of dice. In this example, let A be the event that one rolls a sum of 7 (the die
scores add up to 7). Let B be the event that one rolls a product of 12 (the product of the die
scores is 12). By listing all of the possible outcomes, we discover that these two events are not
mutually exclusive. The counterexample to the events A and B being mutually exclusive, in this
case, would result from considering the case where d1, d2 are die scores, and d1 = 3, d2 = 4.
d1 + d2 = 3 + 4 = 7, and d1 . d2 = 3 . 4 = 12. Therefore, in the example, the two events are not
mutually exclusive.
But, let us consider a sample case of a first move in the game of checkers. ONLY one
move can happen on the checkerboard at a time. The previous fact forbids two pieces being
chosen for the first move at the same time. In this case, the two events are mutually exclusive. If
two events are mutually exclusive, then the probability of one of these events happening is
defined as the sum of the probabilities.
The formal definition of mutually exclusive is as follows: Let A, B be two events. Let A ∪
B be defined as the union of the two events. Let P(A), P(B), and P(A ∪ B), respectively, be the
probability of event A, event B, and one of event A and event B occurring. Then P(A ∪ B) =
P(A) + P(B). Now, I would like to give the law of total probability and then move on to the
simulation of the Markov chain model.

The law of total probability is, simply stated, P(B) = ∑ 𝑃(𝐵 ⋂ 𝐴𝑖 ). But, by the definition
of conditional probability, we can rewrite our previous equation as P(B) = ∑ 𝑃(𝐴) ∗ 𝑃(𝐵|𝐴𝑖 ). So,
we can calculate total probability a little more easily.
Procedure.
Because Markov chains are so important and I have defined the terms relevant to Markov
chains, I would like to lay out the procedure by stating I used an 8x8 checkerboard to run a basic
simulation of a checkers game in which black (the player) won and red (the computer) lost. The
game of checkers is one way to simulate a Markov chain model, and I iterated through the game
(moves i = 1, 2, … n) to predict the likelihood that a certain move will be made on the
checkerboard. I took the first step by making sure the checkerboard was 8x8 and all pieces were
arranged correctly according to the rules of checkers. Next, I took the preconditions to make sure
I could predict the probability of a certain piece moving at each iteration. The goal of my
Markov chain model was to prove that the probability of one piece moving depended only on the
previous piece’s move.
Methods.
Because everyone needs to understand why Markov Chains are studied so much, for
example, in board games, I would like to study an application of Markov chain models. One such
application is a game based upon checkerboards. Checkers is the main classic game based upon
checkerboards. Based on what we learn from Monte Carlo simulations, we can predict the
likelihood that a certain move will be made on the checkerboard. We start with a checkerboard,
as shown in Figure 1 on the following page.

B1

B2
B5

B9

B3
B6

B10

R1

B4
B7

B11

R2

B8
B12

R3

R4

R5

R6
R7
R8
R9
R10
R11
R12
Figure 1. The starting configuration of the checkerboard. We will visualize the checkerboard as
an 8x8 array indexed from 0 to 7 in each direction, to better serve our purpose.
From our checkerboard in Figure 1, we can predict the likelihood (probability) of a
certain piece moving. In our game, we assumed that the black pieces go first. At each iteration,
when we said “the ith move,” we meant “ith move for a certain color piece.”
Results.
As we can see, on the first move, B1, B2, B3, B4, B5, B6, B7, and B8 have 0 probability of
moving because there are no available spaces for them to move without moving on top of B9,
B10, B11, and B12. Let us define ῼ as the set of possible moves. ῼ = {Bj: j = 9… 12}. From
Figure 1, B9 has one available move. To better serve our purpose, let us look ahead to the next
move. Define A as the event in which B9 moves on the first move, and define B as the event in
which B5 moves on the second move. Since A and B are events, they are in the family of events
F, and they are subsets of ῼ.
Now, I would like to construct the σ-algebra on A and B. The mathematical description is
given above on page 3. Since “words matter” in mathematics, I would like to give a worded
definition of each of the mathematical descriptions. I would like to be wise and construct a table
with the mathematical descriptions on the left and the “worded descriptions” on the right.

Mathematical Description
ῼ
∅
A
Ac
B
Bc

Worded Description
Any of the pieces move.
None of the pieces move.
B9 moves on the first move.
B9 does not move on the first move.
B5 moves.
B5 does not move.
B9 moves on the first move, or B5 moves on
𝐴⋃𝐵
the second move, or both.
B9 moves on the first move, and B5 moves on
𝐴⋂𝐵
the second move.
B9 moves on the first move, or B5 does not
𝐴 ⋃ 𝐵𝑐
move on the second move, or both.
B9 moves on the first move, and B5 does not
𝐴 ⋂ 𝐵𝑐
move on the second move.
B9 does not move on the first move, or B5
𝐴𝑐 ⋃ 𝐵
moves on the second move.
B9 does not move on the first move, and B5
𝐴𝑐 ⋂ 𝐵
moves on the second move.
B9 does not move on the first move, or B5
𝐴𝑐 ⋃ 𝐵 𝑐
does not move on the second move.
B9 does not move on the first move, and B5
𝐴𝑐 ⋂ 𝐵 𝑐
does not move on the second move.
Table 1. The interpretation for the σ-algebra on A and B.
From Figure 1, B10, B11, and B12 have two available moves each. I preferred to define
mutually exclusive, so I let C be the event B10 moved on the first move, and I let D be the event
B6 moved on the second move. Before choosing the first move, I emphasized two facts. First, I
gave one of the laws of probability, which is the probability of event A or event C happening,
and, in the same way, the probability of event B or event D happening. After defining and
observing mutually exclusive, I interpreted the outcomes of the first move, picked a first move,
and
I considered the probability of B9, B10, B11, or B12 making the first move. The
probabilities of the pieces moving added up to 1. Using events A as described above, I calculated
1

that the probability of B9 making the first move (event A) is equal to 7, and the probability of B10

making the first move (Please note that Event C defines this probability) is equal to the
probability of B11 making the first move, which is equal to the probability of B12 making the first
2

move, which is equal to 7. Since the latter three probabilities are mutually exclusive, the
6

probability of one of B10, B11, or B12 making the first move is equal to 7. In the same way, since
1

2

3

events A and C are mutually exclusive, ℙ(A ∪ B) = ℙ(A)+ℙ(B) = 7 + 7 = 7.
Now, for the sake of probability, I chose B9 to make the first move.
B1

B2
B5

B3
B6

B4
B7

B10

B8

B11

B12

B9
R1
R5

R2

R3

R6

R4

R7

R8

R9
R10
R11
R12
Figure 5. The resulting checkerboard after making the first move (without computer’s move).
The computer will now assist in generating the rest of the moves (Checkers Simulation
2018). The computer moved piece R1 (note R1 had two available moves) from (5, 1) to (4, 2).
When I moved piece B9 first, the computer moved piece R1. I was red in our game, and
the computer was black, but the same concept still applied. Also, the conditional probability of
2

R1 making the first move for the reds was 7 because R1 had 2 available moves. Thankfully, B9
making the first move and R1 making the second move are independent events. Therefore, the
1

2

2

actual probability of R1 making the first move for the reds is equal to 7 ∗ 7 = 49.
I will generate moves depending on the computer’s moves. I moved (in this order) pieces
B5, B9, B10, B11 (eliminating R1), B1, B12; and the computer moved (in this order) pieces R2, R3, R1
(eliminated by B11), R2, R3, R6. I constructed a probability table with the conditional probability

of each corresponding moved piece moving on the respective turn. Note again: B5 moved first,
and R2 moved second.

Piece Moved (Bi)
5

Piece Moved (Ri)
2

Probability (Bi mov) Probability (Ri mov)
1
1
7
7
1
1
9
3
7
10
2
1
10
1
10
11
1
2
11
2
8
10
1
2
1
3
10
10
1
1
12
6
8
10
Table 2. The pieces moved on the current series of moves (moves 2, … 7).
Let us consider, for example, the unconditional probability of B5 moving. The probability
2

of the previous piece, R1, moving, was 49. But, we must consider in turn the probabilities of each
of the other pieces moving. In other words, we must consider the probabilities of pieces Ri
moving, where i = 1, … 4.
2

2

1

Case 1: R1 moved. P(R1) = 49, so the probability of B5 moving is equal to 49 ∗ 7 =

2

. Under

343

our circumstance, this is the probability we are looking for. In other words, in 2 games of
checkers out of 343, the following sequence of pieces will move in this exact order: B9, R1, B5.
2

2

1

2

2

2

1

2

1

1

1

1

Case 2: R2 moved. P(R2) = 49, so the probability of B5 moving is equal to 49 ∗ 7 = 343.
Case 3: R3 moved. P(R3) = 49, so the probability of B5 moving is equal to 49 ∗ 7 = 343.
Case 4: R4 moved. P(R4) = 49, so the probability of B5 moving is equal to 49 ∗ 7 = 343.

THE RESULTING BOARD IS NOW:
B2
B1

B3

B4

B6

B7

B8

R2

B12

R3

B5
B10
B9

B11
R6

R4

R7
R8
R9
R10
R11
Figure 6. The resulting checkerboard after a determined series of moves.

R12

R5

We consider moving piece B9 next; however, we have reached an important situation in
this game. We need to consider the individual probabilities of the individual pieces moving. In
other words, the probability of one piece moving does depend on the previous piece’s move, so
the two events are not independent. For example, if B9 does not move now and R5 moves on the
next move, B9 cannot move. Conversely, if B9 moves now, then R5 cannot move until B9 moves
again.
A diagram of possible moves on the board for black pieces is:
B2

B3

B4

B1

B6

B7

B8

B10

R2

B12

R3

B5
B9

B11
R6

R4

R5

R7

R9
R10
R11
Figure 7. White arrows indicate available moves for black pieces.

R8
R12

There are ten total possible moves for the black pieces, compared to eight total possible
moves for the black pieces at the start of the game. From Figure 7, we can see the probabilities
1

2

for each black piece moving is either 10 or 10.
But, a more experienced mathematician, or in this case, more experienced probability
analyst, would predict the possibility of R9 moving, given that B9 moves. This is an example of

planning ahead in probability, in this case, Markov chain studies. We will not make the actual
move yet, but let us assume that B9 moved. The checkerboard layout WOULD BE:
B2
B1

B3

B4

B6

B7

B8

R2

B12

R3

B5
B10
B11
B9

R6

R4

R5

R7
R8
R9
R10
R11
R12
Figure 8. The resulting checkerboard IF B9 MOVED. Orange arrows indicate available moves
for red pieces in this situation.
Now, we will consider what happens if R9 also moves. R9 would stop B9 and would force
the player moving the blacks to take action and “block” the next move (which would most likely
be the computer (red) jumping the player (black). Given only the current board, considering only
1

the possible moves, and choosing one move at random, the probability that R9 would move is 9,
since there are only 9 possible red moves.
However, we could block the computer, with B10 moving. So, let us move B9 and see
what happens. See Figure 8 for a view of the checkerboard after B9 moves, and see Figure 9 for
a view of the checkerboard after the computer moves.
B2

B3

B1

B4
B7

B6

B8

B12

R7

R2
B10

B5

R3

B9
R5

R8
R9

R10

R4
R11

R12
Figure 9. The current state of the checkerboard after R7 moves. Note that R9 did not move, so
we are not concerned yet. However, R9 could eventually move, gaining our concern.

I would like to continue the game from here, and I have hope that as many as 12 black
pieces can stay on the board. And, I would like observe the laws of probability wisely.
I moved the following pieces: B10, B5 (jumped R6), B6, B8, B12, B2, and the computer
moved the following pieces: R6 (jumped B11), R7, R8, R9, R11, R10.
I considered moving piece B3 next; however, I have reached yet another important
situation in this game. I needed to consider the individual probabilities of the individual pieces
moving, as we did when I encountered a situation resembling Figure 6. Figure 9 shows the
current state. Like we did in the previous scenario, we will analyze the individual probabilities of
the individual red pieces moving, after we consider a piece moving. Without a picture, once
again, we do not have an accurate description to be able to describe with certainty the most
desirable outcome.
A diagram of possible moves on the board for black pieces is (without possible jumps indicated):
B2

B3

B1

B4
B7

B6

B8

B12

R7

R2
B10

B5

R3

B9
R5

R8
R9

R10

R4
R11
R12

Figure 10. Like Figure 7, white arrows indicate the possible moves for black pieces.
Since we are so close to “crowning” piece B9, let us move that piece first.

Figure 11 shows the diagram of the checkerboard after the move is made, and after the
computer makes its move.
B2

B3

B1

B4
B7

B6

B8

B12

R7

R2
B10

B5

R3

R10

R8

R4

R5

R11
B9
R12
Figure 11. The checkerboard after B9 moves (and jumps R9). B9(K) represents that B9 is
crowned a “King” and can move diagonally in any direction. R10 moved to an “unwise spot.”
Let us continue the game from here, and we have hope that all 11 remaining black pieces
will stay on the board. And, let us continue to observe the laws of probability as we make each
move. I moved the following pieces: B5 (jumped R10), B1 (jumped R2), B10 (jumped R5), B4, B5,
B10, B5(K), and the computer moved the following pieces: R2, R5, R7, R8, R11, R12, … and after
that, there were no more available moves. So the black player won. Figure 12 shows the ending
arrangement of the checkerboard, after all moves have been final.

B3
B2

B7
B6

B1

B4
B8

R7
B12

R3
R8

R11

R4

B5(K)
R12
B10(K)
B9(K)
Figure 12. The ending arrangement of the checkerboard. Note that the game has been blocked
for the red pieces. We need not go further.

Conclusion Remarks.
In conclusion, I designed a checkerboard Markov chain model that has many applications
in probability. For example, the concept of independence applies when we determine if one
move will affect the next move. In many cases, the probability of the next move will directly
depend on the previous move. Also, conditional probability is important in that we can calculate
the actual probability of the intersection of two events from the product of the conditional
probability of one event given another event and the probability of the one event. Also, random
variables and random vectors can be applied to the Markov chain model. Therefore, the
checkerboard application is a Markov chain model.
Appendix.
1. What is the probability that B1 moves the entire time in the game?
Answer: 0.
2. What is the probability that B9 moves when it is black’s turn on the first three tries and R2
does not make any move?
Answer: Probability that B9 moves the entire time in the game is hard to compute. The
probability that B9 moves when it is black’s turn every time during the game can be calculated
only by the law of total probability.
Take probability of B9 moving on the first move; denote this by event A. Then for the
second move, we need to add up the probabilities of the other (four) pieces moving because only
4 of the reds can make the second move. Let C and D denote, respectively the events of R3
making the second move and R4 making the second move. Also, let E denote the event of R4
making the second move. So we need ℙ(𝐴 ⋂ 𝐶), ℙ(𝐴 ⋂ 𝐷), ℙ(𝐴 ⋂ 𝑀2 ). Because we have the

conditional probability formula (see Section IV, Sub-section A, page 3), we can compute each of
these probabilities.
Calculation for each of the probabilities is below.
1

ℙ(𝐴 ⋂ 𝐶) = 𝑃(𝐴) ∗ 𝑃(𝐶|𝐴) = 7 ∗
ℙ(𝐴 ⋂ 𝐷) = 𝑃(𝐴) ∗ 𝑃(𝐷|𝐴) =

1
7

2
7

∗
1

2

=
2
7

ℙ(𝐴 ⋂ 𝑀2 ) = 𝑃(𝐴) ∗ 𝑃(𝑀2 |𝐴) = 7 ∗

49

=
2
7

2
49

=

2
49

ℙ (𝐴 ⋂ 𝐸) = 𝑃(𝐴) ∗ 𝑃(𝐸|𝐴) =

1 1
1
∗ =
7 7
49

Take probability of B9 moving on the third move (second black move); denote this by
event B. We need
ℙ(𝐵| (𝐴 ⋂ 𝐶) , ℙ(𝐵|𝐴 ⋂ 𝐷), ℙ(𝐵|𝐴 ⋂ 𝑀2 ), ℙ(𝐵|𝐴 ⋂ 𝐸).
We need to analyze what happens in each of the four scenarios. Any of the pieces R1-R4
could have made the first move for the reds; therefore, we must analyze all cases.

ℙ(𝐵| (𝐴 ⋂ 𝐶) =

3
(∗)
14

(*) Note: The computer could have moved R2 in two different directions, diagonal left or
diagonal right. If the computer made a diagonal left move, B9 had only one possible move. If the
computer made a diagonal right move, B9 had two possible moves.

ℙ(𝐵| (𝐴 ⋂ 𝐷) =

2
7

ℙ(𝐵| (𝐴 ⋂ 𝑀2 ) =

1
7

ℙ(𝐵| (𝐴 ⋂ 𝐸) =

2
7

5

So ℙ(B) = 7.
It remains to calculate ℙ(A⋂ 𝐵).

𝑃 (𝐴 ⋂ 𝐵) = 𝑃(𝐴) ∗ 𝑃(𝐵|𝐴) =

1 5
5
∗ = .
7 7 49

How to interpret this result: The probability of B9 moving on the first two moves of the game is
5

.

49

Now consider an additional move: B9 may move on the third move of the game, with all 12 of
the black pieces remaining. Even though B9 did not move on the second move of our official
game, we will assume that B9 did move, and we are seeking to continue to move B9 for as long as
we can. Important: We MUST assume that B9 did move to the left (Left as in your left, NOT his
left) because there is no way for him to move to the right. Also, if R5 had moved, the probability
of B9 moving the entire game would be equal to 0 because B9 could not have moved the next
move on which it was black’s turn.
Let Xi be a Bernoulli random variable corresponding to B9 moving one more time . A Bernoulli
random variable is a random variable that has only two possible outcomes: We get a success, or
we get a failure. If B9 moves, then we call “success;” otherwise, we call a failure. We need to
construct a probability, namely
𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵).

Even though we know piece R2 moved, let us consider the possibilities of the red pieces moving,
one by one, and we can better understand the probability of B9 moving. In other words, we need
the law of total probability, again. Let F1… F12 denote the possibilities of any of the pieces R1…
R12 moving on the current move. From the figure below, we can see that the cardinality of the
sample space is 8. The probabilities are as follows, in mathematical notation:
2

P(Fi) = {81
8

, if 𝑖 = 3
, otherwise

Now, let us calculate the probability that B9 moves again.
So, if R1 moves right, the probability is given as:

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹1 ) =

1
8

But, if R1 moves left, the probability is given as:

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹1 ) =

1
7

(R10 will have one less move available).
We need to consider both cases when we consider the final probability.
Let us continue to calculate the probabilities.

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹2 ) =

1
8

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹3 ) =

1
8

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹4 ) =

1
8

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹5 ) = 0

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵 ⋂ 𝐹6 ) =

1
8

Worrying about the rest of the probabilities is restless because they are all 0. Pieces R7-R12
cannot move on this trial.
It remains to calculate
𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵).
6

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵) = 𝑃({𝑋 = 1}|[⋃(𝐴 ⋂ 𝐵 ⋂ 𝐹𝑖 )]) − 𝑃({𝑋 = 1}|[𝐴 ⋂ 𝐵 ⋂ 𝐹2 ]).
𝐼=1

Since 𝐴, 𝐵, 𝐹𝑖 are mutually exclusive, we can rewrite
6

𝑃({𝑋 = 1}|[⋃(𝐴 ⋂ 𝐵 ⋂ 𝐹𝑖 )]) − 𝑃({𝑋 = 1}|[𝐴 ⋂ 𝐵 ⋂ 𝐹2 ])
𝐼=1

as
6

∑[𝑃({𝑋 = 1}|[(𝐴 ⋂ 𝐵 ⋂ 𝐹𝑖 )])] − 𝑃({𝑋 = 1}|[𝐴 ⋂ 𝐵 ⋂ 𝐹2 ])
𝑖=1

(Except for the summation and the first intersection symbol, green represents every item that is
included in the initial summation.)

This is also a steps problem. We must break our problem down into steps. Step 1: Move a red
piece. Step 2: Move a black piece. The cases are listed above. The multiplication and addition
principles will work very well here.

𝑃 ({𝑋 = 1}|𝐴 ⋂ 𝐵) =

1 1 1 1 1 1 2 1 1 1 1
1 1
50
∗ + ∗ + ∗ + ∗ + ∗ + ∗0+ ∗ =
.
8 7 8 8 8 8 8 8 8 8 8
8 8
448

Now, to calculate the intersection’s probability, since the events are not independent, we will use
the multiplication formula.

𝑃 ({𝑋 = 1} ⋂ 𝐴 ⋂ 𝐵) =
250

5 50
250
∗
=
49 448 21952

The probability that B9 moves the first 3 tries is 21952.
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