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Notes on exotic and perverse-coherent sheaves
Pramod N. Achar
Dedicated to David Vogan on his 60th birthday
Abstract. Exotic sheaves are certain complexes of coherent sheaves on the
cotangent bundle of the flag variety of a reductive group. They are closely
related to perverse-coherent sheaves on the nilpotent cone. This expository
article includes the definitions of these two categories, applications, and some
structure theory, as well as detailed calculations for SL2.
Let G be a reductive algebraic group. Let N be its nilpotent cone, and let
N˜ be the Springer resolution. This article is concerned with two closely related
categories of complexes of coherent sheaves: exotic sheaves on N˜ , and perverse-
coherent sheaves on N . These categories play key roles in Bezrukavnikov’s proof of
the Lusztig–Vogan bijection [B2] and his study of quantum group cohomology [B3];
in the Bezrukavnikov–Mirkovic´ proof of Lusztig’s conjectures on modular represen-
tations of Lie algebras [BM]; in the proof of the Mirkovic´–Vilonen conjecture on
torsion on the affine Grassmannian [ARd1]; and in various derived equivalences re-
lated to local geometric Langlands duality, both in characteristic zero [ArkB, B4]
and, more recently, in positive characteristic [ARd2, MR].
In this expository article, we will introduce these categories via a relatively
elementary approach. But we will also see that they each admit numerous alter-
native descriptions, some of which play crucial roles in various applications. The
paper also touches on selected aspects of their structure theory, and it concludes
with detailed calculations for G = SL2. Some proofs are sketched, but many are
omitted. There are no new results in this paper.
My interest in these notions began when David Vogan pointed out to me, in
2001, the connection between the papers [B1, B2] and my own Ph.D. thesis [A1].
It is a pleasure to thank David for suggesting a topic that has kept me interested
and busy for the past decade and a half!
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1. Definitions and preliminaries
1.1. General notation and conventions. Let k be an algebraically closed
field, and let G be a connected reductive group over k. We assume throughout that
the following conditions hold:
• The characteristic of k is zero or a JMW prime for G.
• The derived subgroup of G is simply connected.
• The Lie algebra g of G admits a nondegenerate G-invariant bilinear form.
Here, a JMW prime is a prime number that is good for G and such that the main
result of [JMW] holds for G. That result, which is concerned with tilting G-
modules under the geometric Satake equivalence, holds for quasisimple G at least
when p satisfies the following bounds:
An, Bn, Dn, E6, F4, G2 Cn E7 E8
p good for G p > n p > 19 p > 31
The condition that g admit a nondegenerate G-invariant bilinear form is satisfied
for GL(n) in all characteristics, and for quasisimple, simply connected groups not
of type A in all good characteristics.
Fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. Let X be the
character lattice of T , and letX+ ⊂ X be the set of dominant weights corresponding
to the positive system opposite to the roots of B. (In other words, we think of B
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as a “negative” Borel subgroup.) Let u ⊂ g be the Lie algebra of the unipotent
radical of B. Let W be the Weyl group, and let w0 ∈ W be the longest element.
For λ ∈ X, let
δλ = min{ℓ(w) | wλ ∈ X
+} and δ∗λ = δw0λ.
For any weight λ ∈ X, let dom(λ) be the unique dominant weight in its Weyl group
orbit. Two partial orders on X will appear in this paper. For λ, µ ∈ X, we write
λ  µ if µ− λ is a sum of positive roots;
λ ≤ µ if dom(λ) ≺ dom(µ), or else if dom(λ) = dom(µ) and λ  µ.
Let Xmin ⊂ X+ be the set of minuscule weights. Elements of −Xmin are called
antiminuscule weights. For any λ ∈ X, there is a unique minuscule, resp. antimi-
nuscule, weight that differs from λ by an element of the root lattice, denoted
+
m(λ), resp. m¯(λ).
Note that m¯(λ) = w0
+
m(λ).
Let Rep(G) and Rep(B) denote the categories of finite-dimensional algebraic
G- and B-representations, respectively. Let indGB : Rep(B) → Rep(G) and res
G
B :
Rep(G) → Rep(B) denote the induction and restriction functors. For any λ ∈ X,
let kλ ∈ Rep(B) be the 1-dimensional B-module of weight λ, and let
Hi(λ) = Ri indGB kλ.
If λ ∈ X+, then H0(λ) is the dual Weyl module of highest weight λ, and the other
Hi(λ) vanish. On the other hand, we put
V (λ) = HdimG/B(w0λ− 2ρ) ∼= H
0(−w0λ)
∗.
This is the Weyl module of highest weight λ.
Let N ⊂ g be the nilpotent cone of G, and let N˜ = G×B u. Any weight λ ∈ X
gives rise to a line bundle ON˜ (λ) on N˜ . The Springer resolution is denoted by
π : N˜ → N .
Let the multiplicative group Gm act on g by z · x = z
−2x, where z ∈ Gm
and x ∈ g. This action commutes with the adjoint action of G. It restricts to an
action on N or on u; the latter gives rise to an induced action on N˜ . We write
CohG×Gm(N ) for the category of (G×Gm)-equivariant coherent sheaves on N , and
likewise for the other varieties. Recall that there is an “induction equivalence”
(1.1) CohB×Gm(u) ∼= CohG×Gm(N˜ ).
The Gm-action on g corresponds to equipping the coordinate ring k[g] with
a grading in which the space of linear functions g∗ ⊂ k[g] is precisely the space
of homogeneous elements of degree 2. Thus, a (G × Gm)-equivariant coherent
sheaf on g is the same as a finitely-generated graded k[g]-module equipped with
a compatible G-action. Similar remarks apply to CohG×Gm(N ) and CohB×Gm(u).
If V =
⊕
n∈Z Vn is a such a graded module (or more generally, a graded vector
space), we define V 〈n〉 to be the graded module given by (V 〈m〉)n = Vm+n. Given
two graded vector modules V,W , we define a new graded vector space
Hom(V,W ) =
⊕
n∈Z
Hom(V,W )n where Hom(V,W )n = Hom(V,W 〈n〉).
We extend the notation F 7→ F〈n〉 to CohG×Gm(N˜ ) via the equivalence (1.1).
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Remark 1.1. In a forthcoming paper [MR], Mautner and Riche prove that
all good primes are JMW primes. That paper will also give new proofs of the
foundational results in Sections 1.2 and 1.4 below, placing them in the context of
the affine braid group action on DbCohG×Gm(N˜ ) introduced in [BR]. The main
result of [MR] appears in this paper as Theorem 3.3.
1.2. Exotic sheaves. This subsection and the following one introduce the
two t-structures we will study. On a first reading, the descriptions given here are,
unfortunately, rather opaque. We will see some other approaches in Section 3; for
explicit examples, see Section 5.
For λ ∈ X, let DbCohG×Gm(N˜ )≤λ be the full triangulated subcategory of
DbCohG×Gm(N˜ ) generated by line bundles ON˜ (µ)〈m〉 with µ ≤ λ and m ∈ Z. The
category DbCohG×Gm(N˜ )<λ is defined similarly.
Proposition 1.2. For any λ ∈ X, there are objects ∆ˆλ, ∇ˆλ ∈ D
bCohG×Gm(N˜ )
that are uniquely determined by the following properties: there are canonical distin-
guished triangles
∆ˆλ → ON˜ (λ)〈δλ〉 → Kλ → and K
′
λ → ON˜ (λ)〈δλ〉 → ∇ˆλ →
such that Kλ ∈ DbCoh
G×Gm(N˜ )<λ, K′λ ∈ D
bCohG×Gm(N˜ )<w0dom(λ), and
Hom•(∆ˆλ,F) = Hom
•(F , ∇ˆλ) = 0 for all F ∈ D
bCohG×Gm(N˜ )<λ.
Proof sketch. This is mostly a consequence of the machinery of “mutation
of exceptional sets,” discussed in [B3, §2.1 and §2.3]. The general results of [B3,
§2.1.4] might at first suggest that Kλ and K′λ both lie just in D
bCohG×Gm(N˜ )<λ.
To obtain the stronger constraint on K′λ, one first shows that line bundles already
have a strong Hom-vanishing property with respect to :
(1.2) Hom•(ON˜ (µ),ON˜ (λ)) = 0 if µ 6 λ.
The result is obtained by combining this with a study of the ∇ˆλ based on Propo-
sition 1.5 below. ♦
The preceding proposition says, in part, that the ∇ˆλ constitute a “graded
exceptional set” in the sense of [B3, §2.3]. In the extreme cases of dominant or
antidominant weights, equation (1.2) actually implies that
(1.3) ∇ˆλ ∼= ON˜ (λ) and ∆ˆw0λ
∼= ON˜ (w0λ)〈δw0λ〉 for λ ∈ X
+.
The proposition also implies that the composition ∆ˆλ → ON˜ (λ)〈δλ〉 → ∇ˆλ is
nonzero for all λ ∈ X. This is the morphism ∆ˆλ → ∇ˆλ appearing in the following
statement.
Theorem 1.3. There is a unique t-structure on DbCohG×Gm(N˜ ) whose heart
ExCohG×Gm(N˜ ) ⊂ DbCohG×Gm(N˜ )
is stable under 〈1〉 and contains ∆ˆλ and ∇ˆλ for all λ ∈ X. In this category, every
object has finite length. The objects
Eλ〈n〉 := im(∆ˆλ〈n〉 → ∇ˆλ〈n〉)
are simple and pairwise nonisomorphic, and every simple object is isomorphic to
one of these.
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This t-structure is called the exotic t-structure on DbCohG×Gm(N˜ ). The ∆ˆλ
and ∇ˆλ are called standard and costandard objects, respectively. Further properties
of these objects will be discussed in Section 2.1.
Proof sketch. The existence of the t-structure follows from [B3, Proposi-
tion 4], which describes a general mechanism for constructing t-structures from
exceptional sets. However, that general mechanism does not guarantee that the
∆ˆλ and ∇ˆλ lie in the heart. One approach to showing that they do lie in the
heart (see [ARd2]) is to deduce it from the derived equivalences that we will see
in Sections 3.1 (for k = C) or 3.2 (in general). ♦
1.3. Perverse-coherent sheaves. For any λ ∈ X, let
Aλ = π∗ON˜ (λ).
For λ ∈ X+, we define DbCohG×Gm(N )≤λ to be the full triangulated subcategory
of DbCohG×Gm(N ) generated by the objects Aµ〈m〉 with µ ∈ X+, µ ≤ λ, and
m ∈ Z. The category DbCohG×Gm(N )<λ is defined similarly. Note that these
categories are defined only for dominant weights, unlike in the exotic case.
One basic property of the Aλ, often called Andersen–Jantzen sheaves, is that
if sα ∈W is a simple reflection such that sαλ ≺ λ, then there is a natural map
(1.4) Asαλ → Aλ〈−2〉
whose cone lies in DbCohG×Gm(N )<dom(λ) [A3, Lemma 5.3].
For a dominant weight λ ∈ X+, we introduce the following additional notation:
(1.5) ∆¯λ = Aw0λ〈δ
∗
λ〉, ∇¯λ = Aλ〈−δ
∗
λ〉.
It follows from (1.4) that there is a natural nonzero map
∆¯λ → ∇¯λ
whose cone lies in DbCohG×Gm(N )<λ. This morphism appears in the following
statement.
Theorem 1.4. There is a unique t-structure on DbCohG×Gm(N ) whose heart
PCohG×Gm(N ) ⊂ DbCohG×Gm(N )
is stable under 〈1〉 and contains ∆¯λ and ∇¯λ for all λ ∈ X+. In this category, every
object has finite length. The objects
ICλ〈n〉 := im(∆¯λ〈n〉 → ∇¯λ〈n〉)
are simple and pairwise nonisomorphic, and every simple object is isomorphic to
one of these.
This t-structure is called the perverse-coherent t-structure on DbCohG×Gm(N ).
The justification for this terminology will be discussed in Section 3.3.
Proof sketch. The first step is to show that the ∆¯λ and ∇¯λ satisfy Ext-
vanishing properties similar to (but somewhat weaker than) those in Proposi-
tion 1.2. (To be precise, the ∇¯λ constitute a “graded quasiexceptional set,” but not
an exceptional set. See [B2, §2.2 and Remark 8].) The existence of the t-structure
follows from a general mechanism, as in Theorem 1.3. In this case, the fact that
the ∆¯λ and the ∇¯λ lie in the heart can be checked by direct computation; see [B2,
Lemma 9] or [A3, Lemma 5.2]. ♦
6 PRAMOD N. ACHAR
1.4. The relationship between exotic and perverse-coherent sheaves.
In this subsection, we briefly outline a proof of the t-exactness of π∗, following [B3,
§§2.3–2.4]. Let α be a simple root, and let Pα ⊃ B be the corresponding parabolic
subgroup. Let uα ⊂ u be the Lie algebra of the unipotent radical of Pα. The
cotangent bundle T ∗(G/Pα) can be identified with G×
Pα uα. On the other hand,
let N˜α = G×
B uα. There are natural maps
T ∗(G/Pα)
πα←−− N˜α
iα−→ N˜ ,
where iα is an inclusion of a smooth subvariety of codimension 1, and πα is a
smooth, proper map whose fibers are isomorphic to Pα/B ∼= P1.
Let ρ = 12
∑
α∈Φ+ α, where Φ
+ is the set of positive roots. In general, ρ need
not lie in X, but because G has simply-connected derived group, there exists a
weight ρˆ ∈ X such that (β∨, ρˆ) = 1 for all simple coroots β∨.
Let Ψα : D
bCohG×Gm(N˜ )→ DbCohG×Gm(N˜ ) be the functor
Ψα(F) = iα∗π
∗
απα∗i
∗
α(F ⊗ON˜ (ρˆ− α))⊗ON˜ (−ρˆ)〈1〉.
This coincides with the functor denoted Fα〈−1〉[1] or F ′α〈1〉[−1] in [B3, §2.3]. (Note
that the statement of [B3, Lemma 6(b)] contains a misprint.)
Proposition 1.5. (1) The functor Ψα is self-adjoint.
(2) If sαλ = λ, then Ψα(∆ˆλ) = Ψα(∇ˆλ) = 0.
(3) If sαλ ≺ λ, then
Ψα(∆ˆsαλ)
∼= Ψα(∆ˆλ)〈−1〉[1] and Ψα(∇ˆsαλ) ∼= Ψα(∇ˆλ)〈1〉[−1].
(4) There are natural distinguished triangles
∆ˆsαλ → ∆ˆλ〈1〉 → Ψα(∆ˆλ)[1]→, Ψα(∇ˆλ)[−1]→ ∇ˆλ〈−1〉 → ∇ˆsαλ → .
Proof sketch. For costandard objects, parts (1), (3), and (4) appear in [B3,
Lemma 6 and Proposition 7]. In fact, the proofs of those statements also establish
part (2). Similar arguments apply in the case of standard objects. ♦
It is likely that the distinguished triangles in part (4) above are actually short
exact sequences in ExCohG×Gm(N˜ ); see Section 4.3.
Proposition 1.6. The functor π∗ : D
bCohG×Gm(N˜ ) → DbCohG×Gm(N ) re-
stricts to an exact functor π∗ : ExCoh
G×Gm(N˜ )→ PCohG×Gm(N ). It satisfies
π∗∆ˆλ ∼= ∆¯dom(λ)〈−δ
∗
λ〉,
π∗∇ˆλ ∼= ∇¯dom(λ)〈δ
∗
λ〉,
π∗Eλ ∼=
{
ICw0λ if λ ∈ −X
+,
0 otherwise.
Proof sketch. One first shows that π∗ ◦Ψα = 0 for all simple roots α. The
formula for π∗∆ˆλ (resp. π∗∇ˆλ) is clear when λ is dominant (resp. antidominant),
so it follows for general λ from Proposition 1.5. The t-exactness of π∗ follows
immediately from its behavior on standard and costandard objects.
Since Eλ is the image of a nonzero map h : ∆ˆλ → ∇ˆλ, π∗Eλ is the image of
π∗h : ∆¯dom(λ)〈−δ
∗
λ〉 → ∇¯dom(λ)〈δ
∗
λ〉. But it follows from the definition of a graded
quasiexceptional set (see Theorem 1.4) that Hom(∆¯dom(λ)〈n〉, ∇¯dom(λ)〈m〉) = 0 un-
less n = m. Thus, π∗h = 0 unless δ
∗
λ = 0. In other words, π∗Eλ = 0 if λ /∈ −X
+.
Assume now that λ ∈ −X+. To show that π∗Eλ ∼= ICdom(λ), it suffices to
show that π∗h is nonzero. Recall that ∆ˆλ ∼= ON˜ (λ)〈δλ〉. We may assume that
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h is the map appearing in the second distinguished triangle from Proposition 1.2:
K′λ → ∆ˆλ
h
→ ∇ˆλ →. Since K′λ lies in D
bCohG×Gm(N˜ )⊳λ, our computation of π∗ on
standard and costandard objects implies that
(1.6) π∗K
′
λ ∈ D
bCohG×Gm(N )<dom(λ).
If π∗h = 0, then π∗K′λ
∼= ∆¯dom(λ)⊕∇¯dom(λ)[−1], contradicting (1.6). Thus, π∗h 6= 0,
as desired. ♦
1.5. Remarks on grading choices. Equation (1.5) involves a choice of nor-
malization in the grading shifts. The choice we have made here (which is consistent
with [A3, M, ARd1]) has the desirable property that it behaves well under Serre–
Grothendieck duality (see Section 3.3).
Proposition 1.2 also involves such a choice. Our choice agrees with [ARd2]
but differs from [B3]. The choice we have made here has two advantages: (i) it is
compatible with the choice in (1.5), in the sense that the formula for π∗Eλ involves
no grading shift; and (ii) it behaves well under Verdier duality via the derived
equivalence of Section 3.2. The reader should bear this in mind when comparing
statements in this paper to [B3].
One can also drop the Gm-equivariance entirely and carry out all the construc-
tions in the preceding sections in DbCohG(N˜ ) or DbCohG(N ). Simple objects
in ExCohG(N˜ ) are parametrized by X rather than by X × Z, and likewise for
PCohG(N ). Almost all results in the paper have analogues in this setting, ob-
tained just by omitting grading shifts 〈n〉 and by replacing all occurrences of Hom
by Hom. In most cases, we will not treat these analogues explicitly.
However, there are a handful of exceptions. The proof of Theorem 2.3 is dif-
ferent in the graded and ungraded cases. Theorem 3.3 does not (yet?) have an
ungraded version in positive characteristic. Although Theorems 3.1 and 3.7 both
have graded analogues, the focus in the literature and in applications is on the
ungraded case, and their statements here reflect that.
2. Structure theory I
2.1. Properly stratified categories. In this subsection, we let k be an ar-
bitrary field. Let A be a k-linear abelian category that is equipped with an auto-
morphism 〈1〉 : A → A , called the Tate twist. Assume that this category has the
following properties:
(1) Every object has finite length.
(2) For every simple object L ∈ A , we have End(L) ∼= k.
Let Ω be the set of isomorphism classes of simple objects up to Tate twist. For
each γ ∈ Ω, choose a representative Lγ . Assume that Ω is equipped with a partial
order ≤. For any finite order ideal Γ ⊂ Ω, let AΓ ⊂ A be the full subcategory
consisting of objects all of whose composition factors are isomorphic to some Lγ〈n〉
with γ ∈ Γ.
Such a category is of particular interest when for each γ ∈ Γ, there exist four
morphisms ∆¯γ → Lγ , Lγ → ∇¯γ , ∆γ → Lγ , Lγ → ∇γ such that:
(3) If γ is a maximal element in an order ideal Γ ⊂ Ω, then for all ξ ∈ Γr{γ},
Hom(∆¯γ , Lξ) = Ext
1(∆¯γ , Lξ) = 0 and Hom(Lξ, ∇¯γ) = Ext
1(Lξ, ∇¯γ) = 0.
(4) The kernel of ∆¯γ → Lγ and the cokernel of Lγ → ∇¯γ both lie in A<γ .
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(5) If γ is a maximal element in an order ideal Γ ⊂ Ω, then in AΓ, ∆γ → Lγ is
projective cover of Lγ , and Lγ → ∇γ is an injective envelope. Moreover,
∆γ has a filtration whose subquotients are of the form ∆¯γ〈n〉, and ∇γ has
a filtration whose subquotients are of the form ∇¯γ〈n〉.
(6) Ext2(∆γ , ∇¯ξ) = 0 and Ext
2(∆¯γ ,∇ξ) = 0 for all γ, ξ ∈ Ω.
A category satisfying (1)–(6) is called a graded properly stratified category. If it
happens that ∆γ ∼= ∆¯γ and ∇γ = ∇¯γ for all γ ∈ Γ, then we instead call it a graded
quasihereditary or a highest-weight category.
Objects of the form ∆¯γ〈n〉 (resp. ∇¯γ〈n〉) are called proper standard (resp. proper
costandard) objects. Those of the form ∆γ〈n〉 (resp.∇γ〈n〉) are called true standard
(resp. true costandard) objects. In the quasihereditary case, there is no distinction
between proper standard objects and true standard objects; we simply call them
standard, and likewise for costandard.
There are obvious ungraded analogues of these notions: we omit the Tate twist,
and replace all occurences of Hom and Ext above by ordinary Hom and Ext.
Remark 2.1. Some sources, such as [A3, B2], use the term quasihereditary to
refer to a category that only satisfies properties (1)–(4) above.
2.2. Quasihereditarity and derived equivalences. Let us now return to
the assumptions on k from Section 1.1. Our next goal is to see that the exotic and
perverse-coherent t-structures fit the framework introduced above. Because of a
subtlety in the perverse-coherent case, the statements in this subsection explicitly
mention the Gm-equivariant and non-Gm-equivariant cases separately.
Theorem 2.2. The category ExCohG(N˜ ) is quasihereditary, and the category
ExCohG×Gm(N˜ ) is graded quasihereditary. There are equivalences of categories
DbExCohG(N˜ )
∼
→ DbCohG(N˜ ), DbExCohG×Gm(N˜ )
∼
→ DbCohG×Gm(N˜ ).
Proof sketch. The fact that these categories are (graded) quasihereditary
is an immediate consequence of Theorem 1.3 and basic properties of exceptional
sets. For the derived equivalences, one can imitate the argument of [BGS, Corol-
lary 3.3.2]. Specifically, both DbExCohG×Gm(N˜ ) and DbCohG×Gm(N˜ ) are gener-
ated by both standard objects and the costandard objects. To establish the derived
equivalence, it suffices to show that the natural map
(2.1) Extk
ExCohG×Gm (N˜ )
(∆ˆλ, ∇ˆµ〈n〉)→ HomDbCohG×Gm (N˜ )(∆ˆλ, ∇ˆµ〈n〉[k])
is an isomorphism for all λ, µ ∈ X, k ≥ 0, and n ∈ Z. When k = 0, this map is an
isomorphism by general properties of t-structures. When k > 0, the left-hand side
vanishes by general properties of quasihereditary categories, while the right-hand
side vanishes by general properties of exceptional sets. Thus, (2.1) is always an
isomorphism, as desired. The same argument applies to ExCohG(N˜ ). ♦
Theorem 2.3. The category PCohG(N ) is properly stratified, and the category
PCohG×Gm(N ) is graded properly stratified. There are equivalences of categories
DbPCohG×Gm(N )
∼
→ DbCohG×Gm(N ), DbPCohG(N )
∼
→ DbCohG(N ).
Proof sketch. It was shown in [B2, A3] that PCohG×Gm(N ) satisfies ax-
ioms (1)–(4) of Section 2.1 (cf. Remark 2.1), with the objects of (1.5) playing the
roles of the proper standard and proper costandard objects.
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The proof of axioms (5) and (6) is due to Minn-Thu-Aye [M, Theorem 4.3].
His argument includes a recipe for constructing the true standard and true costan-
dard objects. This recipe is reminiscent of Proposition 1.2: specifically, by [M,
Definition 4.2], there are canonical distinguished triangles
∆λ → V (λ) ⊗ON 〈δ
∗
λ〉 → Kλ → and K
′
λ → H
0(λ)⊗ON 〈−δ
∗
λ〉 → ∇λ →
with Kλ,K′λ ∈ D
bCohG×Gm(N )<λ.
The derived equivalences are more difficult here than in the exotic case, mainly
because there may be nontrivial higher Ext-groups between proper standard and
proper costandard objects. In the (G × Gm)-equivariant case, the result is proved
in [A3]. The proof makes use of the Gm-action in an essential way; it cannot simply
be copied in the ungraded case. However, by [B, Lemma A.7.1], the following
diagram commutes up to natural isomorphism:
DbPCohG×Gm(N )
∼ //
U

DbCohG×Gm(N )
U

DbPCohG(N ) // DbCohG(N )
Here, both vertical arrows are the functors that forget the Gm-equivariance. It is
not difficult to check that these vertical arrows are degrading functors as in [BGS,
§4.3]. Thus, for any λ, µ ∈ X, we have a commutative diagram⊕
n∈Z Ext
k
PCohG×Gm (N )(∆¯λ, ∇¯µ〈n〉)
∼ //
≀

⊕
k∈ZHomDbCohG×Gm (N )(∆¯λ, ∇¯µ〈k〉[n])
≀

ExtkPCohG(N )(U(∆¯λ), U(∇¯µ))
// HomDbCohG(N )(U(∆¯λ), U(∇¯µ)[k])
Since the top arrow and both vertical arrows are isomorphisms, the bottom arrow
must be as well. That map is analogous to (2.1), and, as in the proof of the
preceding theorem, it implies that DbPCohG(N ) ∼= DbCohG(N ). ♦
2.3. Costandard and tilting objects. The abstract categorical framework
of Section 2.1 places standard and costandard objects on an equal footing, but in
practice, the following result makes costandard objects considerably easier to work
with explicitly.
Theorem 2.4. (1) For all λ ∈ X, ∇ˆλ is a coherent sheaf.
(2) For all λ ∈ X+, ∇¯λ is a coherent sheaf.
In contrast, even for SL2, many standard objects are complexes with cohomol-
ogy in more than one degree.
Proof sketch. The first assertion is proved in [ARd2], using Theorem 3.3
below to translate it into a question about the dual affine Grassmannian. The
second assertion is due to Kumar–Lauritzen–Thomsen [KLT], although in many
cases it goes back to much older work of Andersen–Jantzen [AJ]. ♦
Recall that a tilting object in a quasihereditary category is one that has both
a standard filtration and a costandard filtration. The isomorphism classes of inde-
composable tilting objects are in bijection with the isomorphism classes of simple
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(or standard, or costandard) objects. Let
Tˆλ ∈ ExCoh
G×Gm(N˜ )
denote the indecomposable tilting object corresponding to Eλ.
In a properly stratified category that is not quasihereditary, there are two
distinct versions of this notion: an object is called tilting if it has a true standard
filtration and a proper costandard filtration, and cotilting if it has a proper standard
filtration and a true costandard filtration. These notions need not coincide in
general. See [ARd1, §2.2] for general background on (co)tilting objects in this
setting.
Proposition 2.5 ([M]). In PCohG×Gm(N ), the indecomposable tilting and
cotilting objects coincide, and they are all of the form T (λ)⊗ON 〈n〉.
Proposition 2.6. In ExCohG×Gm(N˜ ), every tilting object is a coherent sheaf.
For λ ∈ X+, we have Tˆλ ∼= T (λ)⊗ON˜ .
Proof sketch. This can be deduced by adjunction from Proposition 2.5 using
the fact that π∗ON ∼= π!ON ∼= ON˜ and the criterion from [B3, Lemma 4]. ♦
At the moment, there is no comparable statement describing Tˆλ for nondom-
inant λ. A better understanding of tilting exotic sheaves is highly desirable; in
particular, it would shed light on the question below. An affirmative answer would
have significant consequences for the geometry of affine Grassmannians and for
modular representation theory. In Section 5, we will answer this question for SL2.
Question 2.7 (Positivity for tilting exotic sheaves). Is it true that Hom(Tˆλ, Tˆµ)
is concentrated in nonnegative degrees for all λ, µ ∈ X?
3. Applications
Many of the applications of exotic and perverse-coherent sheaves rely on the
fact that these t-structures can be constructed in several rather different ways.
Quasiexceptional sets: This refers to the construction that was carried
out in Section 1. (For an explanation of this term and additional context,
see [B2, §2.2] and [B3, §2.1].)
Whittaker sheaves: In this approach, we transport the natural t-structure
across a derived equivalence relating our category of coherent sheaves to
a suitable category of Iwahori–Whittaker perverse sheaves on the affine
flag variety for the Langlands dual group Gˇ.
Affine Grassmannian: This approach is Koszul dual to the preceding one,
and involves Iwahori-monodromic perverse sheaves on the affine Grass-
mannian for Gˇ.
Local cohomology: In the perverse-coherent case, there is an algebro-geo-
metric construction in terms of local cohomology that superficially resem-
bles the definition of ordinary (constructible) perverse sheaves. Indeed,
this description is the reason for the name “perverse-coherent.”
Braid positivity: In the exotic case, the t-structure is uniquely determined
by certain exactness properties, the most important of which involves the
affine braid group action of [BR].
In this section, we briefly review these various approaches and discuss some of their
applications. Some of these are (for now?) available only in characteristic zero.
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3.1. Whittaker sheaves and quantum group cohomology. Let p be a
prime number, and let K = F¯p((t)) and O = F¯p[[t]]. Let Gˇ be the Langlands dual
group to G over F¯p, and let Bˇ
−, Bˇ ⊂ Gˇ be opposite Borel subgroups corresponding
to negative and positive roots, respectively. (Note that our convention for Gˇ differs
from that for G, where B ⊂ G denotes a negative Borel subgroup.) These groups
determine a pair I− = e−1(Bˇ−), I = e−1(Bˇ) of oppposite Iwahori subgroups, where
e : GˇO → Gˇ is the map induced by t 7→ 0. Recall that the affine flag variety is the
space F l = GˇK/I.
Let Uˇ− ⊂ Bˇ− be the unipotent radical, and for each simple root α, let Uˇ−α ⊂ Uˇ
−
be the root subgroup corresponding to −α. The quotient Uˇ−/[Uˇ−, Uˇ−] can be
identified with the product
∏
α Uˇ
−
α . For each α, fix an isomorphism ψα : Uˇ
−
α
∼= Ga.
Let I−u = e
−1(Uˇ−) be the pro-unipotent radical of I−, and let ψ : I−u → Ga be the
composition
I−u
e
−→ Uˇ− → Uˇ−/[Uˇ−, Uˇ−] ∼=
∏
α
U−α
∏
ψα
−−−→
∏
α
Ga
∑
−→ Ga.
Finally, let X = ψ∗AS, where AS denotes an Artin–Schreier local system on Ga.
Let ℓ be a prime number different from p. The Iwahori–Whittaker derived
category of F l, denoted DbIW(F l, Q¯ℓ), is defined to be the (I
−
u ,X )-equivariant de-
rived category of Q¯ℓ-sheaves on F l. (In many sources, this is simply called the
(I−u , ψ)-equivariant derived category. For background on this kind of equivariant
derived category, see, for instance, [ARc2, Appendix A].) We also have the abelian
category PervIW(F l, Q¯ℓ) of Iwahori–Whittaker perverse sheaves on F l.
Theorem 3.1 ([ArkB, B3]). Assume that k = Q¯ℓ. There is an equivalence of
triangulated categories
DbCohG(N˜ ) ∼= DbIW(F l, Q¯ℓ).
This equivalence is t-exact for the exotic t-structure on the left-hand side and the
perverse t-structure on the right-hand side. In particular, there is an equivalence of
abelian categories
ExCohG(N˜ ) ∼= PervIW(F l, Q¯ℓ).
There is an equivalence of categories DbPervIW(F l, Q¯ℓ)
∼
→ DbIW(F l, Q¯ℓ) (see
[ArkB, Lemma 1]), so Theorem 3.1 can be restated in a way that matches the
exotic t-structure with the natural t-structure on DbPervIW(F l, Q¯ℓ).
This equivalence plays a key role in Bezrukavnikov’s computation of the coho-
mology of tilting modules for quantum groups at a root of unity [B3]. Specifically,
after relating DbCohG×Gm(N˜ ) to the derived category of the principal block of the
quantum group, the desired facts about quantum group cohomology are reduced
to the following statement about exotic sheaves, called the positivity lemma [B3,
Lemma 9]:
(3.1) Exti(∆ˆλ〈n〉,Eµ) = Ext
i(Eµ, ∇ˆλ〈−n〉) = 0 if i > n.
To prove the positivity lemma, one uses Theorem 3.1 to translate it into a question
about Weil perverse sheaves on F l. The latter can be answered using the powerful
and well-known machinery of [BBD].
We will not discuss the proof of Theorem 3.1, but as a plausibility check, let us
review the parametrization of simple objects in PervIW(F l, Q¯ℓ). Iwahori–Whittaker
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perverse sheaves are necessarily constructible along the I−-orbits on F l, which, like
the I-orbits, are naturally parametrized by the extended affine Weyl groupWext for
G. However, not every I−-orbit supports an X -equivariant local system: according
to [ArkB, Lemma 2], those that do correspond to the set fWext ⊂Wext of minimal-
length coset representatives for W\Wext. Thus, simple objects in PervIW(F l, Q¯ℓ)
are parametrized by fWext, which is naturally in bijection with X.
For w ∈ fWext, let Lw ∈ PervIW(F l, Q¯ℓ) denote the corresponding simple
object. Let fW fext be the set of minimal-length representatives for the double cosets
W\Wext/W , and form the Serre quotient
PervfIW(F l, Q¯ℓ) = PervIW(F l, Q¯ℓ)
/(
the Serre subcategory generated
by the Lw with w /∈ fW
f
ext
)
.
Theorem 3.2 ([B4]). Assume that k = Q¯ℓ. There is an equivalence of trian-
gulated categories
DbCohG(N ) ∼= DbPerv
f
IW(F l, Q¯ℓ).
This equivalence is t-exact for the perverse-coherent t-structure on the left-hand
side and the natural t-structure on the right-hand side. In particular, there is an
equivalence of abelian categories
PCohG(N ) ∼= Perv
f
IW(F l, Q¯ℓ).
It seems likely that analogous statements to the theorems in this subsection
hold when k has positive characteristic.
3.2. The affine Grassmannian and the Mirkovic´–Vilonen conjecture.
Recall that the affine Grassmannian is the space Gr = GˇK/GˇO. Here, we may
either defineK and O as in the previous subsection, and work with e´tale sheaves on
Gr, or we may instead putK = C((t)) andO = C[[t]] and equip Gr with the classical
topology. (For a discussion of how to compare the two settings, see, e.g., [RSW,
Remark 7.1.4(2)].) In this subsection, we will work with a certain category of
“mixed” I-monodromic perverse k-sheaves on Gr, denoted Pervmix(I) (Gr, k). If k has
characteristic zero, this category should be defined following the pattern of [BGS,
Theorem 4.4.4] or [ARc1, §6.4]: Pervmix(I) (Gr, Q¯ℓ) is not the category of all mixed
perverse sheaves in the sense of [BBD], but rather the full subcategory in which
we allow only Tate local systems and require the associated graded of the weight
filtration to be semisimple. For k of positive characteristic, this category is defined
in [ARc3] in terms of the homological algebra of parity sheaves.
In both cases, the additive category Parity(I)(Gr, k) of Iwahori-constructible
parity sheaves can be identified with a full subcategory of DbPervmix(I) (Gr, k). In
the case where k = Q¯ℓ, Parity(I)(Gr, k) is identified with the category of pure
semisimple complexes of weight 0.
Theorem 3.3 ([ABG] for k = Q¯ℓ; [ARd2, MR] in general). There is an
equivalence of triangulated categories
P : DbCohG×Gm(N˜ )
∼
→ DbPervmix(I) (Gr, k)
such that P (F〈n〉) ∼= P (F)(n2 )[n]. This equivalence is not t-exact, but it does induce
an equivalence of additive categories
Tilt(ExCohG×Gm(N˜ ))
∼
→ Parity(I)(Gr, k).
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Note that the exotic t-structure can be recovered from the class of tilting ob-
jects in its heart. When k = Q¯ℓ, there is also an “unmixed” version of this theo-
rem [ABG]. In positive characteristic, a putative unmixed statement is equivalent
to a “modular formality” property for Gr that is currently still open.
The next theorem is a similar statement for the perverse-coherent t-structure.
This result does not, however, extend to an equivalence involving the full derived
category DbCohG×Gm(N ).
Theorem 3.4 ([ARd1]). There is an equivalence of additive categories
Tilt(PCohG×Gm(N ))
∼
→ Parity(GˇO)(Gr, k).
An important consequence of the preceding theorem is the following result,
known as the Mirkovic´–Vilonen conjecture (see [MV1, Conjecture 6.3] or [MV2,
Conjecture 13.3]). In bad characteristic, the conjecture is false [J].
Theorem 3.5 ([ARd1]). Under the geometric Satake equivalence, the stalks
(resp. costalks) of the perverse sheaf on Gr corresponding to a Weyl module (resp.
dual Weyl module) of G vanish in odd degrees.
Proof sketch. The statement we wish to prove can be rewritten as a state-
ment about the vanishing of certain Ext-vanishing groups in the derived category
of constructible complexes of k-sheaves on Gr. Theorem 3.4 lets us translate that
question into one about Hom-groups in the abelian category PCohG×Gm(N ) in-
stead. The latter question turns out to be quite easy; it is an exercise using basic
properties of properly stratified categories. ♦
3.3. Local cohomology and the Lusztig–Vogan bijection. The follow-
ing theorem describes PCohG×Gm(N ) in terms of cohomology-vanishing conditions
on a complex F and on its Serre–Grothendieck dual D(F), given by D(F) =
RHom(F ,ON ). These conditions closely resemble the definition of ordinary (con-
structible) perverse sheaves; indeed, this theorem is the justification for the term
“perverse-coherent.”
Theorem 3.6 ([B2]; see also [A3]). Let F ∈ DbCohG×Gm(N ). The following
conditions are equivalent:
(1) F lies in PCohG×Gm(N ).
(2) We have dim suppHi(F) ≤ dimN − 2i and dim suppHi(DF) ≤ dimN −
2i for all i ∈ Z.
(3) Whenever x ∈ N is a generic point of a G-orbit, we have Hi(Fx) = 0 if
i > 12 codim x¯, and H
i
x(F) = 0 if i <
1
2 codim x¯.
(In the last assertion, Fx is just the stalk of F at x, while Hix(−) is cohomology
with support at x.)
Proof sketch. In [B2], condition (3) was taken as the definition of the cate-
gory PCohG×Gm(N ), following [B1, AriB], while the t-structure of Theorem 1.4 is
considered separately and initially given no name. According to [B2, Corollary 3],
the two t-structures coincide; the proof consists of showing that the Aλ satisfy
condition (3).
Condition (3) can be used to define “perverse-coherent” t-structures on varieties
or stacks in considerable generality, not just on the nilpotent cone of a reductive
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group. This theory is developed in [B1, AriB]. The equivalence of conditions (2)
and (3) holds in this general framework; see [AriB, Lemma 2.18]. ♦
As with ordinary perverse sheaves, there is a special class of perverse-coherent
sheaves satisfying stronger dimension bounds. Let C ⊂ N be a nilpotent orbit, and
let E be a (G×Gm)-equivariant vector bundle on C. There is an object
IC(C, E) ∈ PCohG×Gm(N ),
called a coherent intersection cohomology complex, that is uniquely characterized
by the following two conditions:
(1) IC(C, E) is supported on C, and IC(C, E)|C ∼= E [−
1
2 codimC].
(2) We have dim suppHi(F) < dimN−2i and dim suppHi(DF) < dimN−2i
for all i > 12 codimC.
Moreover, when E is an irreducible vector bundle, IC(C, E) is a simple object of
PCohG×Gm(N ), and every simple object arises in this way.
Theorem 3.6 has an obvious G-equivariant analogue (omitting the Gm-equi-
variance), as does the notion of coherent intersection cohomology complexes. The
latter yields a bijection
(3.2)
{
simple objects
in PCohG(N )
}
∼
←→
{
(C, E)
∣∣∣ C a G-orbit, E an irreducible
G-equivariant vector bundle on C
}
that looks very different from the parametrization of simple objects in §1.3. Com-
paring the two yields the following result of Bezrukavnikov.
Theorem 3.7 ([B2]). There is a canonical bijection
X+
∼
←→ {(C, E)}.
The existence of such a bijection was independently conjectured by Lusztig [L2]
and Vogan. For G = GLn, the Lusztig–Vogan bijection was established earlier [A1]
(see also [A2]) by an argument that provided an explicit combinatorial description
of the bijection.
In general, it is rather difficult to carry out computations with coherent IC’s,
and the problem of computing the Lusztig–Vogan bijection explicitly remains open
in most cases. The extreme cases corresponding to the regular and zero nilpotent
orbits are discussed below, following [A2, Proposition 2.8]. Let
Nreg ⊂ N and C0 ⊂ N
denote the regular and zero nilpotent orbits, respectively.
Proposition 3.8. The bijection of Theorem 3.7 restricts to a bijection
Xmin
∼
←→ {(Nreg, E)}
Proof sketch. Since the elements ofXmin are precisely the minimal elements
of X+ with respect to  (or ≤), the proper costandard objects {∇¯λ | λ ∈ Xmin}
are simple. Every Aλ has nonzero restriction to Nreg (since π is an isomorphism
over Nreg), so for λ ∈ Xmin, the simple object ICλ = ∇¯λ must coincide with some
IC(Nreg, E). Thus, the bijection of Theorem 3.7 at least restricts to an injective
map Xmin →֒ {(Nreg, E)}. The fact that it is also surjective can be deduced from
the well-known relationship between minuscule weights and representations of the
center of G. ♦
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Proposition 3.9. The bijection of Theorem 3.7 restricts to a bijection
X+ + 2ρ
∼
←→ {(C0, E)}.
Here, 2ρ =
∑
α∈Φ+ α, as in Section 1.4. The proof of this will be briefly
discussed at the end of Section 4.2.
3.4. Affine braid group action and modular representation theory.
In [BM], Bezrukavnikov and Mirkovic´ proved a collection of conjectures of Lusztig
[L3] involving the equivariant K-theory of Springer fibers and the representation
theory of semisimple Lie algebras in positive characteristic. In this work, which
builds on the localization theory developed in [BMR1, BMR2], a key ingredient
is the noncommutative Springer resolution, a certain k[N ]-algebra A0 equipped
with a (G×Gm)-action, along with a derived equivalence
(3.3) Db(A0-modG×Gm) ∼= DbCohG×Gm(N˜ ).
Here, we will just discuss one small aspect of the argument. At a late stage in [BM],
one learns that Lusztig’s conjectures follow from a certain positivity statement
about graded A0-modules, and that, moreover, it is enough to prove that positivity
statement in characteristic 0. From then on, the proof follows the pattern we saw
with (3.1): by composing (3.3) with Theorem 3.1, one can translate the desired
positivity statement into a statement about Weil perverse sheaves on the affine flag
variety F l, and then use the machinery of weights from [BBD].
To carry out the “translation” step, one needs an appropriate description of
the t-structure on Db(A0-modG×Gm) corresponding to the perverse t-structure on
DbPervIW(F l, Q¯ℓ), or, equivalently, to the exotic t-structure
1 on DbCohG×Gm(N˜ ).
Unfortunately, the exceptional set construction of Section 1 is ill-suited to this
purpose.
The theorem below gives a new characterization of ExCohG×Gm(N˜ ) that does
adapt well to the setting of A0-modules. Its key feature is the prominent role it gives
to the affine braid group action on DbCohG×Gm(N˜ ) that is constructed in [BR].
Specifically, it involves the following notion: a t-structure on DbCohG×Gm(N˜ ) is
said to be braid-positive if, in the aforementioned affine braid group action, the
action of positive words in the braid group is right t-exact. (The definition of
the ring A0 also involves braid positivity, and the t-structure on DbCohG×Gm(N˜ )
corresponding to the natural t-structure on Db(A0-modG×Gm) is braid-positive.)
Before stating the theorem, we need some additional notation and terminology.
Given a closed G-stable subset Z ⊂ N , let DbZCoh
G×Gm(N˜ ) ⊂ DbCohG×Gm(N˜ )
be the full subcategory consisting of objects supported set-theoretically on π−1(Z).
For a nilpotent orbit C ⊂ N , let DbCCoh
G×Gm(N˜ ) be the quotient category
Db
C
CohG×Gm(N˜ )/Db
CrC
CohG×Gm(N˜ ).
A t-structure on DbCohG×Gm(N˜ ) is said to be compatible with the support filtration
if for every nilpotent orbit C, there are induced t-structures on Db
C
CohG×Gm(N˜ )
1A caveat about terminology: most of [BM] is concerned with nonequivariant coherent
sheaves or A0-modules. In that paper, the term exotic t-structure refers to a certain t-structure
in the nonequivariant setting, and not to the t-structure of Theorem 1.3. In [BM], the latter
t-structure is instead called perversely exotic.
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and DbCCoh
G×Gm(N˜ ) such that the inclusion and quotient functors, respectively,
are t-exact.
Theorem 3.10 ([BM, §6.2.2]). Assume that the characteristic of k is zero or
larger than the Coxeter number of G. The exotic t-structure on DbCohG×Gm(N˜ )
is the unique t-structure with all three of the following properties:
(1) It is braid-positive.
(2) It is compatible with the support filtration.
(3) The functor π∗ is t-exact with respect to this t-structure and the perverse-
coherent t-structure on DbCohG×Gm(N ).
See [D, MR] for comprehensive accounts of the role of the affine braid group
action in the study of the exotic t-structure.
4. Structure theory II
4.1. Minuscule objects. As noted above, exotic sheaves do not, in general,
admit a “local” description like that of perverse-coherent sheaves in Section 3.3.
Nevertheless, when we look at the set of regular elements
N˜reg := π
−1(Nreg),
the compatibility with the support filtration from Theorem 3.10 lets us identify a
handful of simple exotic sheaves. Recall that π is an isomorphism over Nreg, so
N˜reg, like Nreg, is a single G-orbit.
Lemma 4.1. (1) If λ ∈ −Xmin, then Eλ ∼= ON˜ (λ)〈δλ〉.
(2) If λ /∈ −Xmin, then Eλ|N˜reg = 0.
This lemma says that we can detect antiminuscule composition factors in an
exotic sheaf by restricting to N˜reg.
Proof. The first assertion follows from the observation that elements of−Xmin
are minimal with respect to ≤, so the standard objects ∆ˆλ = ON˜ (λ)〈δλ〉 are simple.
Now take an arbitrary λ ∈ X, and suppose that Eλ|N˜reg 6= 0. Since π is an
isomorphism over Nreg, π∗Eλ has nonzero restriction to Nreg. A fortiori, π∗Eλ is
nonzero. By Proposition 1.6, λ must be antidominant, and π∗Eλ ∼= ICw0λ. Then
Proposition 3.8 tells us that w0λ ∈ Xmin, so λ ∈ −Xmin, as desired. 
Lemma 4.2. Let λ, µ ∈ X, and suppose that λ−µ lies in the root lattice. Then
ON˜ (λ)〈(2ρ
∨, µ− λ)〉|N˜reg
∼= ON˜ (µ)|N˜reg .
Proof. Since λ−µ is a linear combination of simple roots, it suffices to prove
the lemma in the special case where µ = 0 and λ is a simple root, say α. In this
case, (2ρ∨,−α) = −2.
Let N˜α be as in Section 1.4. As explained in [B3, Lemma 6] or [A3, Lemma 5.3],
there is a short exact sequence of coherent sheaves
(4.1) 0→ ON˜ (α)〈−2〉 → ON˜ → iα∗ON˜α → 0.
Recall that N˜α does not meet N˜reg—indeed, its image under π is the closure of the
subregular nilpotent orbit. So when we restrict to N˜reg, that short exact sequence
gives us the desired isomorphism ON˜ (α)〈−2〉|N˜reg
∼
→ ON˜ |N˜reg . 
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Proposition 4.3. For all λ ∈ X+, ∇¯λ is a torsion-free coherent sheaf on N .
Proof. Let Y = NrNreg, and let s : Y →֒ N be the inclusion map. SinceNreg
is the unique open G-orbit, any coherent sheaf with torsion must have a subsheaf
supported on Y . If ∇¯λ had such a subsheaf, then H0(s!∇¯λ) would be nonzero. But
this contradicts the local description of PCohG×Gm(N ) from Section 3.3. 
Proposition 4.4. Let µ ∈ Xmin. For any λ ∈ X, we have
[Aλ : ICµ〈n〉] =
{
1 if µ =
+
m(λ) and n = (2ρ∨, λ),
0 otherwise.
Proof. Proposition 3.8 implies that we can determine the multiplicities of
minuscule objects in any perverse-coherent sheaf by considering its restriction to
Nreg. By Lemmas 4.1 and 4.2, we have
Aλ|Nreg ∼= π∗ON˜ (λ)|Nreg
∼= π∗ON˜ (m¯(λ))〈(2ρ
∨, λ− m¯(λ))〉|Nreg
∼= π∗Em¯(λ)〈(2ρ
∨, λ− m¯(λ))− δm¯(λ)〉|Nreg
∼= IC+
m(λ)
〈(2ρ∨, λ− m¯(λ)) − δ∗+
m(λ)
〉|Nreg .
Consider the special case where λ ∈ Xmin. In other words, λ =
+
m(λ), and A+
m(λ)
∼=
∇¯+
m(λ)
〈δ∗+
m(λ)
〉 ∼= IC+
m(λ)
〈δ∗+
m(λ)
〉. Comparing with the formula above, we see that
(2ρ∨,
+
m(λ)− m¯(λ)) − δ∗+
m(λ)
= δ∗+
m(λ)
for any λ ∈ X. Since (2ρ∨,
+
m(λ)) = −(2ρ∨, m¯(λ)), we deduce that
(4.2) (2ρ∨,
+
m(λ)) = (2ρ∨,−m¯(λ)) = δm¯(λ) = δ
∗
+
m(λ)
.
The result follows. 
Corollary 4.5. (1) Let λ ∈ X+ and µ ∈ Xmin. We have
[∇¯λ : ICµ〈n〉] =
{
1 if µ =
+
m(λ) and n = (2ρ∨, λ)− δ∗λ,
0 otherwise.
(2) Let λ ∈ X and µ ∈ −Xmin. We have
[∇ˆλ : Eµ〈n〉] =
{
1 if µ = m¯(λ) and n = (2ρ∨, dom(λ)) − δλ,
0 otherwise.
Proof. The first part is just a restatement of Proposition 4.4. Next, Proposi-
tion 1.6 implies that [∇ˆλ : Eµ〈n〉] = [∇¯dom(λ)〈δ
∗
λ〉 : ICw0µ〈n〉]. Using the observation
that δ∗λ − δ
∗
dom(λ) = −δλ, the second part follows from the first. 
4.2. Character formulas. In this subsection, we work with the group ring
Z[X] and its extension Z[X][[q]][q−1] = Z[X] ⊗Z Z[[q]][q−1]. For λ ∈ X, we denote
by eλ the corresponding element of Z[X] or Z[X][[q]][q−1]. If V =
⊕
n∈Z Vn is a
graded T -representation (or a representation of some larger group, such as B or G)
with dimVn <∞ for all n and Vn = 0 for n≪ 0, we put
chV =
∑
n∈Z
∑
ν∈X
(dim V νn )q
neν
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where V νn is the ν-weight space of Vn. More generally, if V is a chain complex of
graded representations, we put
chV =
∑
i∈Z
(−1)i chHi(V ).
Next, for any λ ∈ X+, we put
χ(λ) = chH0(λ) =
∑
w∈W (−1)
ℓ(w)ew(λ+ρ)−ρ∏
α∈Φ+(1 − e
−α)
for λ ∈ X+.
(The right-hand side is, of course, the Weyl character formula.)
Let λ ∈ X+ and µ ∈ X, and let Mµλ (q) be Lusztig’s q-analogue of the weight
multiplicity. Recall (see [L1, (9.4)] or [Bry, (3.3)]) that this is given by
Mµλ (q) =
∑
w∈W
(−1)ℓ(w)Pw(λ+ρ)−(µ+ρ)(q),
where Pν(q) is a q-analogue of Kostant’s partition function, determined by∏
α∈Φ+
1
1− qeα
=
∑
ν∈X
Pν(q)e
ν .
Kostant’s multiplicity formula says that Mµλ (1) is the dimension of the µ-weight
space of the dual Weyl module H0(λ).
It is clear from the definition that Pν(q) = 0 unless ν  0, and of course
P0(q) = 1. From this, one can deduce that
(4.3) Mµλ (q) = 0 if µ 6 λ.
It is known that when µ ∈ X+, all coefficients in Mµλ (q) are nonnegative, but this
is not true for general µ. On the other hand, for nondominant µ, it may happen
that Mµλ (q) is nonzero but M
µ
λ (1) = 0.
Lemma 4.6 ([Bry, Lemma 6.1]). Let λ ∈ X. We have
chAλ =
∑
µ∈X+, µλ
Mλµ (q)χ(µ).
The proof of this lemma in [Bry] seems to assume that k = C, but this actually
plays no role in the proof.
Theorem 4.7. Let λ, µ ∈ X+. As a G-module, Aλ has a good filtration, and∑
n≥0
[Aλ : H
0(µ)〈−2n〉]qn =Mλµ (q).
Proof. For dominant λ, recall that Aλ is actually a coherent sheaf on N .
The fact that Aλ has a good filtration is due to [KLT]. The character of any
G-module with a good filtration is, of course, a linear combination of various χ(µ)
(with µ ∈ X+), and the coefficient of χ(µ) is the multiplicity of H0(µ). 
If M is a G-module with a good filtration, then we also have
dimHomG(V (µ),M) = [M : H
0(µ)].
This observation can be used to reformulate the preceeding theorem: for λ, µ ∈ X+,
Mλµ (q) =
∑
n≥0
dimHomG×Gm(V (µ)〈−2n〉, Aλ)q
n.
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This can be generalized to arbitrary λ ∈ X, using Lemma 4.6 and the fact that ch
gives an embedding of the Grothendieck group of PCohG×Gm(N ) in Z[X][[q]][q−1].
Theorem 4.8. Let λ ∈ X. For any µ ∈ X+, we have∑
i≥0
(−1)i
∑
n≥0
dimExtiG×Gm(V (µ)〈−2n〉, Aλ)q
n =Mλµ (q).
S. Riche has communicated to me another proof of this fact, based on Broer’s
treatment [Bro] of the Mλµ (q) rather than Brylinski’s.
We conclude this subsection with a sketch of the proof of Proposition 3.9. We
begin with a lemma about characters of Andersen–Jantzen sheaves.
Lemma 4.9. Let λ ∈ X+. We have
χ(λ) =
(∑
w∈W
(−1)ℓ(w) chAλ+ρ−wρ
)∣∣∣∣∣
q=1
.
Proof. Fix a dominant weight µ ∈ X+, and consider the following calculation:∑
w∈W
(−1)ℓ(w)Mλ+ρ−wρµ (q) =
∑
w,v∈W
(−1)ℓ(w)(−1)ℓ(v)Pv(µ+ρ)−(λ+2ρ−wρ)(q)
=
∑
v∈W
(−1)ℓ(v)
(∑
w∈W
(−1)ℓ(w)Pwρ−(λ+ρ−v(µ+ρ)+ρ)(q)
)
=
∑
v∈W
(−1)ℓ(v)M
λ+ρ−v(µ+ρ)
0 (q).
Now evaluate this at q = 1. We haveM
λ+ρ−v(µ+ρ)
0 (1) = 0 unless λ+ρ−v(µ+ρ) = 0.
But since λ and µ are both dominant, λ+ ρ and µ+ ρ are both dominant regular,
and the condition λ+ ρ− v(µ+ ρ) = 0 implies that v = 1 and µ = λ. Thus,(∑
w∈W
(−1)ℓ(w)Mλ+ρ−wρµ (q)
)∣∣∣∣∣
q=1
=
{
1 if µ = λ,
0 otherwise.
The left-hand side is the coefficient of χ(µ) in
(∑
(−1)ℓ(w) chAλ+ρ−wρ
) ∣∣
q=1
. 
Proof sketch for Proposition 3.9. We first describe a way to interpret
“(chICµ)|q=1” for arbitrary µ ∈ X+. Although there are typically infinitely many
qn with nonzero coefficient in ch ICµ, it can be shown that there is a (possibly
infinite) sum
chICµ =
∑
ν∈X+
cν(q)χ(ν)
where each cν(q) is a Laurent polynomial in Z[q, q
−1]. The collection of integers
{cν(1)}ν∈X+ can be regarded as a function X
+ → Z. In an abuse of notation, we
let (chICµ)|q=1 denote that function.
A key point is that in the space of functionsX+ → Z, the various {(chICµ)|q=1}
remain linearly independent. (This fact was explained to me in 1999 by David
Vogan. It is closely related to the ideas in [V, Lecture 8].)
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Since ICλ+2ρ〈ℓ(w0)〉 occurs as a composition factor in Aλ+2ρ but not in any
Aλ+ρ−wρ with w 6= w0, Lemma 4.9 implies that for some integers aµ, we have
(4.4) χ(λ) = (−1)ℓ(w0)(ch ICλ+2ρ)|q=1 +
∑
µ<λ+2ρ
aµ(ch ICµ)|q=1.
On the other hand, any simple G-representation L(ν) gives rise to a coherent in-
tersection cohomology complex IC(C0, L(ν)). For some bµ ∈ Z, we have
(4.5) χ(λ) = (−1)ℓ(w0)(ch IC(C0, L(λ)))|q=1 +
∑
µ<λ
bµ(ch IC(C0, L(µ)))|q=1.
An induction argument comparing (4.4) and (4.5) yields the result. 
4.3. Socles and morphisms. In this subsection, we study the socles of stan-
dard objects, the cosocles of costandard objects, and Hom-spaces between them.
The results for PCohG×Gm(N ) strongly resemble classical facts about category O
for a complex semisimple Lie algebra, or about perverse sheaves on a flag variety
(see, for instance, [BBM, §2.1]). In the case of ExCohG×Gm(N˜ ), the corresponding
picture is partly conjectural.
Proposition 4.10. Let λ ∈ X+.
(1) The socle of ∆¯λ is isomorphic to IC+
m(λ)
〈−(2ρ∨, λ)+δ∗λ〉, and the cokernel
of IC+
m(λ)
〈−(2ρ∨, λ) + δ∗λ〉 →֒ ∆¯λ contains no composition factor of the
form ICµ〈m〉 with µ ∈ Xmin.
(2) The cosocle of ∇¯λ is isomorphic to IC+
m(λ)
〈(2ρ∨, λ)− δ∗λ〉, and the kernel
of ∇¯λ ։ IC+
m(λ)
〈(2ρ∨, λ)− δ∗λ〉 contains no composition factor of the form
ICµ〈m〉 with µ ∈ Xmin.
Proof. Because ∇¯λ is a coherent sheaf, the local description of PCoh
G×Gm(N )
from Section 3.3 implies that it has no quotient supported on N rNreg. (See [B1,
Lemma 6] or [AriB, Lemma 4.1] for details.) Therefore, its cosocle must contain
only composition factors of the form IC(Nreg, E). The claims about ∇¯λ then follow
from Propositions 3.8 and 4.4. Finally, we apply Serre–Grothendieck duality to
deduce the claims about ∆¯λ . 
Lemma 4.11. Let λ, µ ∈ X. We have
dimHom(ON˜ (λ),ON˜ (µ)〈n〉) =
{
1 if λ  µ and n = (2ρ∨, λ− µ),
0 otherwise.
Proof. We have already seen in (1.2) that this Hom-group vanishes unless
λ  µ. Assume henceforth that λ  µ. We may also assume without loss of
generality that µ = 0. Because ON˜ is a torsion-free coherent sheaf, the restriction
map
(4.6) Hom(ON˜ (λ),ON˜ 〈n〉)→ Hom(ON˜ (λ)|N˜reg ,ON˜ 〈n〉|N˜reg )
is injective. The latter is a Hom-group between two equivariant line bundles on a
(G × Gm)-orbit. This group has dimension 1 if those line bundles are isomorphic,
and 0 otherwise. In particular, Hom(ON˜ (λ)|N˜reg ,ON˜ 〈n〉|N˜reg ) can be nonzero for
at most one value of n, and hence likewise for Hom(ON˜ (λ),ON˜ 〈n〉).
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Note that if Hom(ON˜ (λ1),ON˜ 〈n1〉) and Hom(ON˜ (λ2),ON˜ 〈n2〉) are known to
be nonzero (and hence 1-dimensional), then taking their tensor product shows that
Hom(ON˜ (λ1 + λ2),ON˜ 〈n1 + n2〉)
is nonzero. Therefore, we can reduce to the case where λ is a simple positive root,
say α. Note that (2ρ∨, α) = 2. Thus, to finish the proof, it suffices to exhibit a
nonzero map ON˜ (α)→ ON˜ 〈2〉. We have seen such a map in (4.1). 
Theorem 4.12. Let λ, µ ∈ X+. We have
dimHom(∇¯λ, ∇¯µ〈n〉) =
{
1 if λ ≥ µ and n = (2ρ∨, λ− µ)− δ∗λ + δ
∗
µ,
0 otherwise.
Proof. It is clear that this Hom-group vanishes if λ 6≥ µ. If λ ≥ µ but
n 6= (2ρ∨, λ − µ) − δ∗λ + δ
∗
µ, then by Proposition 4.10, ∇¯µ〈n〉 has no composition
factor isomorphic to the cosocle of ∇¯λ, and again the Hom-group vanishes.
Assume henceforth that λ ≥ µ and n = (2ρ∨, λ − µ) − δ∗λ + δ
∗
µ. Let K be the
kernel of the map ∇¯µ〈n〉 → E+
m(µ)
〈(2ρ∨, λ)− δ∗λ〉, and consider the exact sequence
· · · → Hom(∇¯λ,K)→ Hom(∇¯λ, ∇¯µ〈n〉)
c
→ Hom(∇¯λ,E+
m(µ)
〈(2ρ∨, λ)− δ∗λ〉)→ · · · .
The first term vanishes because K contains no composition factor isomorphic to the
cosocle of ∇¯λ. Therefore, the map labeled c is injective. The last term clearly has
dimension 1, so dimHom(∇¯λ, ∇¯µ〈n〉) ≤ 1. To finish the proof, it suffices to show
that Hom(∇¯λ, ∇¯µ〈n〉) 6= 0.
By Lemma 4.11, there is a nonzero map ON˜ (λ)〈−δ
∗
λ〉 → ON˜ (µ)〈n−δ
∗
µ〉. Recall
from (4.6) that that map has nonzero restriction to N˜reg. Applying π∗, we obtain
a map ∇¯λ → ∇¯µ〈n〉 that is nonzero, because its restriction to Nreg is nonzero. 
It is likely that statements of a similar flavor hold in the exotic case. Corol-
lary 4.5 lets us predict what the socles of standard objects and cosocles of costan-
dard objects should look like. In Section 5, we will confirm the following statement
for G = SL2.
Conjecture 4.13. Let λ ∈ X.
(1) The socle of ∆ˆλ is isomorphic to Em¯(λ)〈−(2ρ
∨, dom(λ)) + δλ〉, and the
cokernel of Em¯(λ)〈−(2ρ
∨, dom(λ)) + δλ〉 →֒ ∆ˆλ contains no composition
factor of the form Eµ〈m〉 with µ ∈ −Xmin.
(2) The cosocle of ∇ˆλ is isomorphic to Em¯(λ)〈(2ρ
∨, dom(λ)) − δλ〉, and the
kernel of ∇ˆλ ։ Em¯(λ)〈(2ρ
∨, dom(λ))− δλ〉 contains no composition factor
of the form Eµ〈m〉 with µ ∈ −Xmin.
It may be possible to prove this conjecture using the affine braid group tech-
nology developed in [BR, MR]. Below is an outline of another possible approach:
(1) Consider the pair of functors
DbCohG×Gm(N˜ )
Πα // DbCohG×Gm(N˜α)
Πα
oo
given by Πα(F) = πα∗i∗α(F(ρˆ−α)) and Π
α(F) = (iα∗π∗αF)(−ρˆ)〈1〉, where
ρˆ is as in Section 1.4. Note that Ψα ∼= Πα ◦ Πα. Check that Πα is left
adjoint to Πα〈−1〉[1] and right adjoint to Πα〈1〉[1].
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(2) Define an “exotic t-structure” on DbCohG×Gm(N˜α). Its heart should be
a graded quasihereditary category whose standard (resp. costandard) ob-
jects are Πα(∆ˆλ) (resp. Πα(∇ˆλ)) with λ ≺ sαλ. The functor Πα should
be t-exact.
(3) Now imitate the strategy of [BBM, §2.1] or [BY, Lemma 4.4.7], with the
functors Πα and Π
α playing the role of push-forward or pullback along
the projection from the full flag variety to a partial flag variety associated
to a simple root.
One would likely have to show along the way that the distinguished triangles of
Proposition 1.5(4) are actually short exact sequences in ExCohG×Gm(N˜ ):
(4.7)
0→ ∆ˆsαλ → ∆ˆλ〈1〉 → Ψα(∆ˆλ)[1]→ 0,
0→ Ψα(∇ˆλ)[−1]→ ∇ˆλ〈−1〉 → ∇ˆsαλ → 0
if sαλ ≺ λ.
There should also be an equivalence like that in Theorem 3.1 relating ExCohG(N˜α)
to Iwahori–Whittaker sheaves on a partial affine flag variety GˇK/Jα, where Jα ⊂
GˇO is the parahoric subgroup corresponding to α.
If these expectations hold, we would obtain the following analogue of Theo-
rem 4.12.
Theorem 4.14. Assume that Conjecture 4.13 holds, and that the sequences
in (4.7) are exact. Let λ, µ ∈ X. Then dimHom(∇ˆλ, ∇ˆµ〈n〉) ≤ 1, and
dimHom(∇ˆλ, ∇ˆµ〈n〉) = 0 if λ 6≥ µ, or if n 6= (2ρ
∨, dom(λ)− dom(µ)) − δλ + δµ.
If λ ∈ X+ and λ ≥ µ, then dimHom(∇ˆλ, ∇ˆµ〈(2ρ∨, λ− dom(µ)) + δµ〉) = 1.
In contrast with Theorem 4.12, we do not expect the Hom-group to be nonzero
for arbitrary weights λ ≥ µ. Rather, it should only be nonzero when µ is smaller
than λ in the finer partial order coming from the geometry of F l or Gr. See, for
instance, [B3, Footnote 5].
Proof. To show that this Hom-group vanishes if λ 6≥ µ or n 6= (2ρ∨, dom(λ)−
dom(µ))− δλ + δµ, and that it always has dimension at most 1, one can repeat the
arguments from the proof of Theorem 4.12.
Suppose now that λ ∈ X+, λ ≥ µ, and n = (2ρ∨, λ − dom(µ)) + δµ. We must
show that Hom(∇ˆλ, ∇ˆµ〈n〉) 6= 0. If µ happens to be dominant as well, then the
claim follows from Lemma 4.11. Otherwise, note that λ ≥ dom(µ) ≥ µ. By the
previous case, we have a nonzero map u : ∇ˆλ → ∇ˆdom(µ)〈(2ρ
∨, λ− dom(µ))〉. That
map must be surjective, as can be seen by considering cosocles. Next, the exact
sequences in (4.7) imply that there is a surjective map v : ∇ˆdom(µ) → ∇ˆµ〈δµ〉. The
composition v〈(2ρ∨, λ− dom(µ))〉 ◦ u is the desired nonzero map ∇ˆλ → ∇ˆµ〈n〉. 
5. Explicit computations for SL2
For the remainder of the paper, we focus on G = SL2. In keeping with the
assumptions of Section 1.1, we assume that the characteristic of k is not 2. We
identifyX = Z andX+ = Z≥0. Note that neither of the partial orders of Section 1.1
agrees with the usual order on Z. In this section, ≤ will mean the usual order on
Z. We write X and ≤X for those from Section 1.1. Thus, for n,m ∈ Z, we have
n X m if m− n ∈ 2Z≥0,
n ≤X m if |n| < |m|, or else if |n| = |m| and n ≤ m.
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5.1. Standard and costandard exotic sheaves. Throughout, we will work
in terms of the left-hand side of the equivalence (1.1). Typically, “writing down an
object of CohG×Gm(N˜ )” will mean writing down the underlying graded B-module
for an object of CohB×Gm(u). For instance, the structure sheaf ON˜ looks like
grading degree: · · · −2 −1 0 1 2 3 4 5 6 7 8 · · ·
B-representation: · · · − − k0 − k2 − k4 − k6 − k8 · · ·
Of course, an indecomposable object of CohB×Gm(u) must be concentrated either
in even degrees or in odd degrees. In the computations below, we will often omit
grading labels for degrees in which the given module vanishes.
We will also make use of notation from Section 1.4 such as N˜α, Pα, etc., where
α = 2 is the unique positive root of G. Note that N˜α can be identified with the
zero section G/B ⊂ N˜ . As in (1.1), we have an equivalence
CohB×Gm(pt) ∼= CohG×Gm(N˜α).
The composition of πα∗ : D
bCohG×Gm(N˜α) → DbCoh
G×Gm(pt) with this equiva-
lence is the induction functor R indGB : D
bCohB×Gm(pt)→ DbCohG×Gm(pt).
If V is a B-representation, then iα∗V denotes the object
iα∗V ∼=
0 2 4 6 8 10 · · ·
V − − − − − · · ·
in CohB×Gm(u). In this section, we will generally suppress the notation for resGB and
tensor products. For instance, in the following statement, H0(−n− 1)k−1 should
be understood as the B-representation resGB H
0(−n− 1)⊗ k−1.
Lemma 5.1. If n < 0, then
Ψα(ON˜ (n))
∼= iα∗(V (−n− 1)k−1)〈1〉[−1]
∼=
(
−1 1 3 5 7 9 · · ·
V (−n− 1)k−1 − − − − − · · ·
)
[−1].
If n > 0, then
Ψα(ON˜ (n))
∼= iα∗(H
0(n− 1)k−1)〈1〉 ∼=
−1 1 3 5 7 9 · · ·
H0(n− 1)k−1 − − − − − · · ·
.
Finally, Ψα(ON˜ ) = 0.
Proof. Recall that Ψα(ON˜ (n))
∼= iα∗π∗απα∗i
∗
α(ON˜ (n − 1)) ⊗ ON˜ (−1)〈1〉. In
particular, we have
πα∗i
∗
α(ON˜ (n−1))
∼= πα∗OG/B(n−1) ∼= R ind
G
B kn−1
∼=

H0(n− 1) if n > 0,
V (−n− 1)[−1] if n < 0,
0 if n = 0.
The result follows. 
Proposition 5.2 (Costandard exotic sheaves). If n < 0, then
∇ˆn ∼=
−1 1 3 5 7 9 · · ·
H0(−n− 1)k−1 k−n k−n+2 k−n+4 k−n+6 k−n+8 · · ·
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If n ≥ 0, then
∇ˆn ∼=
0 2 4 6 8 10 · · ·
kn kn+2 kn+4 kn+6 kn+8 kn+10 · · ·
Proof. For dominant weights n ≥ 0, this is just a restatement of the fact
from (1.3) that ∇ˆn ∼= ON˜ (n). Suppose now that n < 0, and consider the dis-
tinguished triangle ∇ˆ−n〈−1〉 → ∇ˆn → Ψα(∇ˆ−n) → from Proposition 1.5(4). We
have already determined the first term, and the last term is given in Lemma 5.1.
Combining those gives the result. 
Proposition 5.3 (Standard exotic sheaves). If n ≤ 0, then ∆ˆn is a coherent
sheaf, given by
∆ˆ0 ∼=
0 2 4 6 8 10 · · ·
k0 k2 k4 k6 k8 k10 · · ·
∆ˆn ∼=
−1 1 3 5 7 9 · · ·
kn kn+2 kn+4 kn+6 kn+8 kn+10 · · ·
if n < 0.
If n > 0, there is a distinguished triangle H0(∆ˆn)→ ∆ˆn → H1(∆ˆn)[−1]→ with
−2 0 2 4 6 8 · · ·
H1(∆ˆn) ∼= V (n− 1)k−1 − − − − − · · ·
H0(∆ˆn) ∼= − k−n k−n+2 k−n+4 k−n+6 k−n+8 · · ·
Proof. For n ≤ 0, this is again just a restatement of (1.3), while for n >
0, it follows from the distinguished triangle ∆ˆ−n〈−1〉 → ∆ˆn → Ψ(∆ˆ−n) → of
Proposition 1.5(4). 
5.2. Auxiliary calculations. In this subsection, we collect a number of mi-
nor results that will be needed later for the study of simple and tilting objects.
Lemma 5.4. For any V, V ′ ∈ Rep(G), we have RHomRep(B)(V, V
′k−1) = 0.
Proof. By adjunction, RHom(V, V ′k−1) ∼= RHomRep(G)(V,R ind
G
B(V
′k−1)).
But R indGB(V
′k−1) ∼= V ′ ⊗R ind
G
B k−1 = 0. 
Lemma 5.5. For any V ∈ Rep(G), iα∗(V k−2) lies in ExCoh
G×Gm(N˜ ).
Proof. It suffices to show that
Hom(∆ˆm[−k], iα∗V k−2) = Hom(iα∗V k−2, ∇ˆm[k]) = 0 for all k < 0.
The vanishing of the latter is obvious, since iα∗V k−2 and ∇ˆm are both coherent
sheaves. Likewise, the vanishing of the former is obvious when m ≤ 0, or when
k < −1. When m > 0 and k = −1, using Lemma 5.4, we have
Hom(∆ˆm[1], iα∗V k−2) ∼= Hom(iα∗V (m− 1)k−1〈2〉, iα∗V k−2)
∼= HomRep(B)(V (m− 1)k−1, V k−2)〈−2〉
∼= HomRep(B)(V (m− 1), V k−1)〈−2〉 = 0. 
Lemma 5.6. For n > 0, there are short exact sequences of B-representations
0→ H0(n− 1)k−1 → H
0(n)→ kn → 0,
0→ k−n → V (n)→ V (n− 1)k1 → 0.
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Proof. This can be checked by direct computation using, say, the realization
of H0(n) as the space of homogeneous polynomials of degree n on A2. 
Lemma 5.7. For n ≤ −2, there is a short exact sequence in ExCohG×Gm(N˜ ):
0→ iα∗H
0(−n− 2)k−2〈1〉 → ∇ˆn → ∇ˆ−n−2〈1〉 → 0.
Proof. Note that for any G-representation V , there are natural isomorphisms
(5.1) HomCohG×Gm (N˜ )(V ⊗ON˜ 〈k〉,ON˜ (m))
∼= HomRep(B×Gm)(V 〈k〉, km ⊗ k[u])
∼=
{
HomRep(B)(V, km−k) if k ≤ 0 and k is even,
0 otherwise.
For instance, we can see in this way that
(5.2)
Hom(H0(−n− 1)⊗ON˜ (1)〈−2〉,ON˜ (−n− 2)),
Hom(H0(−n− 1)⊗ON˜ (−1),ON˜ (−n− 2))
are both 1-dimensional. Consider the following exact sequence, induced by (4.1):
(5.3) 0→ H0(−n− 1)⊗ON˜ (1)〈−2〉
i
→ H0(−n− 1)⊗ON˜ (−1)
→ iα∗(H
0(−n− 1)k−1)→ 0.
The map i induces an isomorphism between the two Hom-groups in (5.2).
By similar reasoning, we find that
(5.4) Ext1(H0(−n− 1)⊗ON˜ (−1),ON˜ (−n− 2))
∼= Ext1Rep(B)(H
0(−n− 1)k−1, k−n−2) ∼= Ext
1
Rep(B)(H
0(−n− 1), k−n−1)
∼= Ext1Rep(G)(H
0(−n− 1), H0(−n− 1)) = 0.
Now apply Ext•(−,ON˜ (−n−2)) to (5.3) to obtain a long exact sequence. From (5.2)
and (5.4), we deduce that
(5.5) Ext1(iα∗(H
0(−n− 1)k−1),ON˜ (−n− 2)) = 0.
Now apply Hom(−,ON˜ (−n− 2)〈1〉) to the distinguished triangle
(5.6) ON˜ (−n)〈−1〉 → ∇ˆn → iα∗H
0(−n− 1)k−1〈1〉 →
from Proposition 1.5(4). It is clear that Hom(iα∗H
0(−n−1)k−1〈1〉,ON˜ (−n−2)〈1〉)
vanishes. Combining this with (5.5), we find that
Hom(∇ˆn,ON˜ (−n− 2)〈1〉)
∼
→ Hom(ON˜ (−n)〈−1〉,ON˜ (−n− 2)〈1〉)
is an isomorphism. The latter is 1-dimensional (by (5.1)), so the former is as well.
We have constructed a nonzero map h : ∇ˆn → ∇ˆ−n−2〈1〉. We claim that as
a map of coherent sheaves, h is surjective. By construction, its image at least
contains the image of ∇ˆ−n〈−1〉 ∼= ON˜ (−n)〈−1〉, i.e., the submodule containing all
homogeneous elements in degrees ≥ 1. The only question is whether h is surjective
in grading degree −1. If it were not, then ∇ˆ−n〈−1〉 would be a quotient of ∇ˆn as
a coherent sheaf. This would imply the splitting of the distinguished triangle (5.6),
contradicting the indecomposability of ∇ˆn. Thus, h is surjective.
Restricting h to the space of homogeneous elements of degree −1, we get a
surjective map of B-representationsH0(−n−1)k−1 → k−n−2. Lemma 5.6 identifies
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the kernel of that map for us. We therefore have a short exact sequence of coherent
sheaves
0→ iα∗H
0(−n− 2)k−2〈1〉 → ∇ˆn → ∇ˆ−n−2〈1〉 → 0.
Lemma 5.5 tells us that this is also a short exact sequence in ExCohG×Gm(N˜ ). 
Lemma 5.8. For n ≤ −2, there is a short exact sequence in ExCohG×Gm(N˜ ):
0→ ∆ˆ−n−2〈−1〉 → ∆ˆn → iα∗V (−n− 2)k−2 → 0.
We omit the proof of this lemma, which is quite similar to Lemma 5.7. Note
that in grading degree −1, we have the distinguished triangle of B-representations
V (−n− 3)k−1[−1]→ kn → V (−n− 2)k−2 →
obtained from Lemma 5.6 by tensoring with k−2.
Lemma 5.9. For any V ∈ Rep(G), iα∗(V k−1)[−1] lies in ExCoh
G×Gm(N˜ ).
Proof. As in Lemma 5.5, it suffices to show that
Hom(∆ˆm[−k], iα∗V k−1[−1]) = Hom(iα∗V k−1[−1], ∇ˆm[k]) = 0 for all k < 0.
The vanishing of the former is easily seen in terms of the natural t-structure on
DbCohG×Gm(N˜ ). The vanishing of the latter is also clear when k ≤ −2. If k = −1
and m ≥ −1, then this Hom-group vanishes because ∇ˆm is a torsion-free coherent
sheaf, while iα∗V k−1 is torsion. Finally, if k = −1 and m ≤ −2, we use Lemma 5.7.
Consider the exact sequence
(5.7) 0→ Hom(iα∗V k−1, iα∗H
0(−m− 2)k−2)→ Hom(iα∗V k−1, ∇ˆm)
→ Hom(iα∗V k−1, ∇ˆ−m−2〈1〉)→ · · ·
We have already seen that the last term vanishes. The first term is isomorphic to
HomRep(B×Gm)(V k−1, H
0(−m− 2)k−2) ∼= HomRep(B×Gm)(V,H
0(−m− 2)k−1),
and this vanishes by Lemma 5.4. So the middle term in (5.7) vanishes as well, and
iα∗V k−1〈2〉[−1] lies in ExCoh
G×Gm(N˜ ), as desired. 
Lemma 5.10. We have
π∗(∆ˆn ⊗ON˜ (1))
∼=
{
π∗(∆ˆn+1) if n ≤ −2,
π∗(∆ˆ−n−1)〈1〉 if n ≥ −1.
π∗(∇ˆn ⊗ON˜ (1))
∼=
{
π∗(∇ˆ−n−1)〈1〉 if n < 0,
π∗(∇ˆn+1) if n ≥ 0.
Proof. If n ≥ 0, then it is clear that ∇ˆn ⊗ ON˜ (1)
∼= ∇ˆn+1. Similarly, for
n = −1, we have ∇ˆ−1 ⊗ ON˜ (1)
∼= ∇ˆ0〈1〉. If n ≤ −2, we use Lemma 5.7 together
with the fact that π∗(iα∗H
0(−n− 2)k−1) = 0 to deduce that
π∗(∇ˆn ⊗ON˜ (1))
∼= π∗(∇ˆ−n−2〈1〉 ⊗ ON˜ (1))
∼= π∗(∇ˆ−n−1)〈1〉.
The proof for standard objects is similar. 
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5.3. Socles and morphisms. In this subsection, we verify Conjecture 4.13
and the conclusions of Theorem 4.14 for G = SL2.
Proposition 5.11. If n > 0, we have the following short exact sequences in
ExCohG×Gm(N˜ ):
0→ ∆ˆ−n → ∆ˆn〈1〉 → Ψα(∆ˆn)[1]→ 0,
0→ Ψα(∇ˆn)[−1]→ ∇ˆn〈−1〉 → ∇ˆ−n → 0.
Proof. In view of Proposition 1.5, all we need to do is check that Ψα(∆ˆn)[1]
and Ψα(∇ˆn)[−1] lie in ExCoh
G×Gm(N˜ ). By Lemma 5.1, we have
Ψα(∆ˆn)[1] ∼= Ψα(∆ˆ−n)〈1〉 ∼= Ψα(ON˜ (−n))〈2〉
∼= iα∗V (n− 1)k−1〈3〉[−1],
Ψα(∇ˆn)[−1] ∼= Ψα(ON˜ (n))[−1]
∼= iα∗H
0(n− 1)k−1〈1〉[−1].
By Lemma 5.9, these both lie in ExCohG×Gm(N˜ ). 
Proposition 5.12. Let m,n ∈ Z. Then
dimHom(∇ˆm, ∇ˆn〈k〉) =
{
1 if m ≥X n and k = |m| − |n| − δm + δn,
0 otherwise.
Moreover, any nonzero map ∇ˆm → ∇ˆn〈k〉 is surjective.
Proof. The determination of dimHom(∇ˆm, ∇ˆn〈k〉) can be done by direct
computation using Proposition 5.2. Note that each costandard object is gener-
ated as a k[u]-module by a single homogeneous component (lying in grading degree
0 or −1). Moreover, the costandard objects associated to dominant weights are free
over k[u]. With these observations, the problem of computing Hom(∇ˆm, ∇ˆn〈k〉) can
be reduced to that of computing Hom-groups between certain B-representations.
The latter is quite straightforward.
We now consider the surjectivity claim. Suppose m ≥X n. If m ≥ 0, then
m ≥X −m ≥X m− 2 ≥X −m+ 2 ≥X · · · ≥X n.
Lemma 5.7 and Proposition 5.11 together give us a collection of surjective maps
∇ˆm ։ ∇ˆ−m〈1〉։ ∇ˆm−2〈2〉։ ∇ˆ−m+2〈3〉։ · · ·։ ∇ˆn〈m− |n|+ δn〉.
Their composition is a nonzero element of Hom(∇ˆm, ∇ˆn〈m − |n| + δn〉), and it is
surjective. Similar reasoning applies if m < 0. 
Proposition 5.13. Let n ∈ Z.
(1) The socle of ∆ˆn is isomorphic to Em¯(n)〈−|n| + δn〉, and the cokernel of
Em¯(n)〈−|n|+δn〉 →֒ ∆ˆn contains no composition factor of the form Em〈k〉
with m ∈ {0,−1}.
(2) The cosocle of ∇ˆn is isomorphic to Em¯(n)〈|n| − δn〉, and the kernel of
∇ˆn ։ Em¯(n)〈|n| − δn〉 contains no composition factor of the form Em〈k〉
with m ∈ {0,−1}.
Proof. We will treat only the costandard case. Proposition 5.12 tells us that
there is a surjective map ∇ˆn ։ ∇ˆm¯(n)〈|n| − δn〉 ∼= Em¯(n)〈|n| − δn〉. Corollary 4.5
already tells us that ∇ˆn can have no other antiminuscule composition factor. To
finish the proof, we must show that ∇ˆn has no simple quotient Em〈k〉 with m /∈
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{0,−1}. If it did, then the composition ∇ˆn → Em〈k〉 → ∇ˆm〈k〉 would be a nonzero,
nonsurjective map, contradicting Proposition 5.12. 
5.4. Simple and tilting exotic sheaves. We are now ready to determine the
simple exotic sheaves En and the indecomposable tilting objects Tˆn for all n ∈ Z.
Proposition 5.14 (Simple exotic sheaves). We have
En ∼=

iα∗L(−n− 2)k−2〈1〉 if n ≤ −2,
ON˜ (−1)〈1〉 if n = −1,
ON˜ if n = 0,
iα∗L(n− 1)k−1〈2〉[−1] if n ≥ 1.
Proof. The weights n = 0 and n = −1 are antiminuscule, so in those cases,
En is given by Lemma 4.1.
By Lemmas 5.5 and 5.9, respectively, we know that iα∗L(−n − 2)k−2〈1〉 and
iα∗L(n−1)k−1〈2〉[−1] belong to ExCoh
G×Gm(N˜ ). One can show by induction with
respect to the partial order ≤X that they are simple, using our explicit description
of the standard and costandard objects. We omit further details. 
Proposition 5.15 (Tilting exotic sheaves). We have
Tˆn ∼=
{
T (−n− 1)⊗ON˜ (−1)〈1〉 if n < 0,
T (n)⊗ON˜ if n ≥ 0.
Proof. For n ≥ 0, this is just a restatement of Proposition 2.6. Assume
henceforth that n < 0. To show that the T (−n− 1)⊗ON˜ (−1) are tilting objects,
we will use the criterion of [B3, Lemma 4], which says that it is enough to check
that for all k > 0, we have
Hom(∆ˆm[−k], T (−n− 1)⊗ON˜ (−1)) = Hom(T (−n− 1)⊗ON˜ (−1), ∇ˆm[k]) = 0,
or, equivalently,
Hom(∆ˆm ⊗ON˜ (1)[−k], T (−n− 1)⊗ON˜ ) =
Hom(T (−n− 1)⊗ON˜ , ∇ˆm ⊗ON˜ (1)[k]) = 0.
By adjunction and the fact that π∗ON ∼= π!ON ∼= ON˜ , this is in turn equivalent to
the vanishing of the following Hom-groups in DbCohG×Gm(N ):
Hom(π∗(∆ˆm ⊗ON˜ (1))[−k], T (−n− 1)⊗ON ) =
Hom(T (−n− 1)⊗ON , π∗(∇ˆm ⊗ON˜ (1))[k]) = 0.
These equalities hold because T (n− 1)⊗ON is a tilting object in PCoh
G×Gm(N )
(Proposition 2.5), while π∗(∆ˆm ⊗ON˜ (1)) is proper standard and π∗(∇ˆm⊗ON˜ (1))
is proper costandard (by Lemma 5.10 and Proposition 1.6).
There is an obvious morphism ∆ˆn → T (−n− 1)⊗ON˜ (−1)〈1〉, and this shows
that Tˆn ∼= T (−n− 1)⊗ON˜ (−1)〈1〉, as desired. 
Proposition 5.16. If k = C, then every standard or costandard object in
ExCohG×Gm(N˜ ) is uniserial.
Proof. This holds by induction with respect to ≤X, using the short exact
sequences in Lemmas 5.7 and 5.8 and Proposition 5.11. 
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For example, the composition series of ∇ˆn looks like this:
n ≥ 0 :
cosocle: Em¯(n)〈n〉
...
E−n+2〈3〉
En−2〈2〉
E−n〈1〉
socle: En
n < 0 :
cosocle: Em¯(n)〈−n− 1〉
...
E−n−4〈3〉
En+2〈2〉
E−n−2〈1〉
socle: En
.
We conclude by answering Question 2.7 for G = SL2.
Proposition 5.17 (Positivity for tilting exotic sheaves). For any n,m ∈ Z,
the graded vector space Hom(Tˆn, Tˆm) is concentrated in nonnegative degrees.
Proof. We must show that Hom(Tˆn, Tˆm〈k〉) = 0 for all k < 0. From Propo-
sition 5.15, this is obvious if n < 0 or if m ≥ 0. It is also obvious if n ≥ 0, m < 0,
and k ≤ −2. It remains to consider the case where n ≥ 0, m < 0, and k = −1.
Using Lemma 5.4, we find that
Hom(T (n)⊗ON˜ , T (−m− 1)⊗ON˜ (−1))
∼= HomRep(B)(T (n), T (−m− 1)k−1) = 0,
as desired. 
5.5. Perverse-coherent sheaves. After the hard work of the exotic case,
the calculations in the perverse coherent case are relatively easy.
Proposition 5.18. For n ∈ Z≥0, ∇¯n is given by
∇¯0 ∼=
0 2 4 6 8 10 · · ·
H0(0) H0(2) H0(4) H0(6) H0(8) H0(10) · · ·
∇¯n ∼=
1 3 5 7 · · ·
H0(n) H0(n+ 2) H0(n+ 4) H0(n+ 6) · · ·
if n > 0.
For n ∈ {0, 1}, we have ∆¯n ∼= ∇¯n, whereas for n ≥ 2, we have
n− 3 n− 1 n + 1 n+ 3
−1 1 · · · −
+
m(n) −
+
m(n) −
+
m(n) −
+
m(n) · · ·
H
1(∆¯n) ∼= V (n− 2) V (n− 4) · · · V (
+
m(n)) − − · · ·
H
0(∆¯n) ∼= − − · · · − H
0(m¯(n)) H0(m¯(n) + 2) H0(m¯(n) + 4) · · ·
Proof. Apply R indGB to the formulas from Propositions 5.2 and 5.3. 
With a bit more effort, it is possible to give a finer description of the k[N ]-
action on these modules. Recall that for SL2, the nilpotent cone N is isomorphic
as an SL2-variety to the quotient A
2/(Z/2), where the nontrivial element of Z/2
acts by negation. This gives rise to an isomorphism
k[N ] ∼= k[x2, xy, y2],
where the right-hand side is the subring of (Z/2)-invariant elements in the polyno-
mial ring k[x, y]. For n ∈ Z≥0, let
Mn = k[x
2, xy, y2] · (xn, xn−1y, . . . , yn) ⊂ k[x, y].
Thus, Mn consists of polynomials whose terms have degrees ≥ n and ≡ n (mod 2).
Lemma 5.19. There is an isomorphism of k[N ]-modules ∇ˆn ∼=Mn〈n− δ∗n〉.
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Proof. For n = 0, we haveM0 ∼= ON ∼= ∇¯0, and there is nothing to prove. For
n = 1, recall that ∇¯1 is a simple perverse-coherent sheaf, and up to grading shift,
it is the unique simple object that is a torsion-free coherent sheaf not isomorphic
to ON . It is easy to check from Proposition 5.18 that M1 is isomorphic as a
(G × Gm)-representation to ∇¯1 (and that it is not isomorphic to ∇¯0), so to prove
thatM1 ∼= ∇¯1, it suffices to show that M1 is a simple perverse-coherent sheaf. This
can be done by computing its local cohomology at 0, and then using the criterion
described after Theorem 3.6.
For n ≥ 2, Proposition 4.10 gives us a map
∇¯n → ∇¯+
m(n)
〈n− 1〉
that is surjective as a morphism in PCohG×Gm(N ). We claim that it is also injective
as a morphism in CohG×Gm(N ). Indeed, the map is an isomorphism over Nreg, so
its kernel would have to be supported on N r Nreg. But ∇¯n is a torsion-free
coherent sheaf (see Proposition 4.3), so that kernel must be trivial. In other words,
as a coherent sheaf, ∇¯n can be identified with a certain submodule of ∇¯+
m(n)
〈n−1〉.
Proposition 5.18 shows us that the desired submodule is precisely Mn. 
Let i0 : {0} →֒ N be the inclusion map of the origin into the nilpotent cone.
Proposition 5.20 (Simple perverse-coherent sheaves). We have
ICn ∼=

ON if n = 0,
∆¯1 ∼= ∇¯1 ∼=M1 if n = 1,
i0∗L(n− 2)〈1〉[−1] if n ≥ 2.
Proof. The local description of PCohG×Gm(N ) from Section 3.3 makes it
clear that the list of objects above is an exhaustive list of simple perverse-coherent
sheaves up to grading shift. To check the parametrization in the cases where n ≥ 2,
we simply note that there is a nonzero map ∆¯n → i0∗L(n− 2)〈1〉[−1]. 
Recall that the tilting objects in PCohG×Gm(N ) have been completely described
in Proposition 2.5. We will not repeat that description here.
Proposition 5.21. For any n ≥ 2, we have the following short exact sequences
in PCohG×Gm(N ):
0→ i0∗H
0(n− 2)〈1〉[−1]→ ∇¯n → ∇¯n−2〈1 + δ
∗
n−2〉 → 0,
0→ ∆¯n−2〈−1− δ
∗
n−2〉 → ∆¯n → i0∗V (n− 2)〈1〉[−1]→ 0.
Proof. We already know from Theorem 4.12 that dimHom(∇¯n, ∇¯n−2〈1 +
δ∗n−2〉) = 1. Lemma 5.19 lets us identify the cone of any such map (up to grading
shift) with the space of homogeneous polynomials in k[x, y] of degree n − 2: in
other words, with H0(n− 2). The local description of PCohG×Gm(N ) implies that
i0∗H
0(n− 2)〈1〉[−1] is indeed a perverse-coherent sheaf, and this gives us the first
short exact sequence above. The second is then obtained by applying the Serre–
Grothendieck duality functor D. 
Proposition 5.22. If k = C, then every standard or costandard object in
PCohG×Gm(N˜ ) is uniserial.
Proof. This is immediate from Proposition 5.21. 
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For example, the composition series of ∇¯n for n > 0 looks like this:
n even and ≥ 2:
cosocle: IC0〈n− 1〉
IC2〈n− 2〉
IC4〈n− 4〉
...
ICn−4〈4〉
ICn−2〈2〉
socle: ICn
n odd:
cosocle: IC1〈n− 1〉
IC3〈n− 3〉
IC5〈n− 5〉
...
ICn−4〈4〉
ICn−2〈2〉
socle: ICn
Finally, since PCohG×Gm(N ) is properly stratified but not quasihereditary, it
also has true standard and true costandard objects. The following proposition
describes them.
Proposition 5.23. We have ∆0 ∼= ∇0 ∼= ON . If n > 0, there are short exact
sequences
0→ ∇¯n → ∇n → ∇¯n〈2〉 → 0, 0→ ∆¯n〈−2〉 → ∆n → ∆¯n → 0.
Exercises
1. This exercise involves the q-analogues discussed in Section 4.2 for G = SL2.
Let n ∈ Z≥0 and let m ∈ Z. Show that
Pn(q) =
{
qn/2 if n ∈ 2Z≥0,
0 otherwise,
and
Mmn (q) =

0 if m > n or n 6≡ m (mod 2),
q(n−m)/2 if −n ≤ m ≤ n and n ≡ m (mod 2),
q(n−m)/2 − q(−n−m−2)/2 of m ≤ n− 2 and n ≡ m (mod 2).
In particular, when m < −n, Mmn (1) is always zero, but M
m
n (q) is not.
2. Let G = SL2, and let n ∈ Z≥0. Explicitly describe the bigraded algebra
Ext•(∇¯n, ∇¯n). Answer : If n = 0, this algebra is just k. If n > 0, this algebra is a
polynomial ring with one generator living in bidegree (1,−2).
3. Let G = SL2. Compute explicitly the k[N ]-module structure on H1(∆¯n).
4. (a) Prove that for all λ ∈ X, the line bundle ON˜ (λ) lies in ExCoh
G×Gm(N˜ ).
Then prove that Eλ〈−δλ〉 occurs as a composition factor of ON˜ (λ) with multiplic-
ity 1, and that all other composition factors Eµ〈k〉 satisfy µ < λ.
(b) For G = SL2, compute the multiplicites of all composition factors in ON˜ (λ).
5. Let λ ∈ X. Prove that
dimHom(Awλ, Aλ〈n〉) =
{
1 if wλ ≺ λ and n = 2(δλ − δwλ),
0 otherwise.
Then prove that the image of any nonzero map Awλ → Aλ〈2(δλ − δwλ)〉 contains
ICdom(λ)〈δ
∗
dom(λ) − 2δwλ〉 as a composition factor.
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