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In this paper the existence results of positiveω-periodic solutions are obtained for the fully
third-order ordinary differential equation
u′′′(t) = f (t, u(t), u′(t), u′′(t)), t ∈ R
where f ∈ C(R× (0,∞)× R× R,R) is ω-periodic in t , and f (t, u, v, w)may be singular
at u = 0. The discussion is based on a fixed point theorem in cones.
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1. Introduction
The existence problem of periodic solutions is an important topic in ordinary differential equation qualitative analysis. In
this paper, we discuss the existence of positive ω-periodic solutions for the fully third-order ordinary differential equation
u′′′(t) = f (t, u(t), u′(t), u′′(t)), t ∈ R (1)
where the nonlinearity f : R× (0,∞)×R×R→ R is a continuous function which isω-periodic in t and f (t, u, v, w)may
be singular at u = 0.
The existence of periodic solutions for third-order ordinary differential equations has been considered by several authors;
see [1–9] and references therein. Some theorems andmethods of nonlinear functional analysis have been applied to research
on this problem, such as the method of topological degree and Leray–Schauder fixed point theorem [1,6], the upper and
lower solutionsmethod andmonotone iterative technique [2–4], the implicit function theorem [5], andMawhin coincidence
degree theory [7].
In recent years the fixed point theorems of cone mapping, especially the fixed point theorem of Krasnoselskii’s cone
expansion or compression type, have been availably applied to some special third-order and higher-order periodic boundary
problems of ordinary differential equations, and some results of existence andmultiplicity of positive periodic solutions have
been obtained; see [8,9] for the third-order situation and see [10] for the higher-order one. In [8], Chu and Zhou considered
the periodic boundary value problem for the third-order equation
u′′′(t)+ ρ3u(t) = f (t, u(t)), t ∈ [0, 2pi ]
where ρ ∈ (0, 1√
3
) is a constant and f ∈ C([0, 2pi ] × (0,∞)). Using Krasnoselskii’s fixed point theorem in cones, they
obtained the existence results of positive solutions. Their results extended the one obtained by the Schauder fixed point
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theorem in [6]. In [9], by Krasnoselskii’s fixed point theorem in cones, Feng established some existence and multiplicity
results of positive periodic solutions for the third-order equation
u′′′(t)+ αu′′(t)+ βu′(t) = f (t, u(t)), t ∈ [0, 2pi ],
where α and β are positive constants and satisfy certain conditions. In [10], the author using the fixed point index theory
in cones obtained some existence results of positive solutions for periodic boundary problem of the nth-order equation
u(n)(t)+ an−1u(n−1)(t)+ · · · + a0u(t) = f (t, u(t)), t ∈ [0, 2pi ].
In these works, the new discovered positivity of Green function of the corresponding linear periodic boundary value prob-
lems plays an important role. The positivity guarantees that the integral operators of the third-order or higher-order periodic
problems are cone-preserving in the cone
P = {u ∈ C[0, ω] | u(t) ≥ σ‖u‖, t ∈ [0, ω]} (2)
in the Banach space C[0, ω], where σ > 0 is a constant. Hence the fixed point theorems of cone mapping can be applied to
such third-order or higher-order periodic problems. However, all of these works are on the special equations whose non-
linearities contain no derivative terms, and few researchers consider the existence of the positive periodic solutions for the
general third-order Eq. (1) that nonlinearity f explicitly contains derivative terms u′(t) and u′′(t).
The purpose of this paper is to establish the existence results of periodic solutions to the general third-order equation
(1). For the periodic problem of Eq. (1), since the corresponding integral operator has no definition on cone P , the argument
methods used in [8–10] are not applicable. We will use a completely different method to treat Eq. (1). Our main results will
be given in Section 3. Some preliminaries to discuss Eq. (1) are presented in Section 2.
2. Preliminaries
Let Cω(R) denote the Banach space of all continuous ω-periodic function u(t) with norm ‖u‖C = max0≤t≤ω |u(t)|.
Generally, for n ∈ N, we use Cnω(R) to denote the Banach space of all nth-order continuous differentiableω-periodic function
with the norm ‖u‖Cn =∑nk=0 ‖u(k)‖C . In C2ω(R), we reendow an equivalent norm to ‖u‖C2 by
‖u‖C02 = ‖u‖C + ‖u′′‖C . (3)
Let C+ω (R) denote the cone of all nonnegative functions in Cω(R).
Let M > 0 be a constant. For h ∈ Cω(R), we consider the existence of ω-periodic solution of the linear third-order
differential equation
u′′′(t)+Mu(t) = h(t), t ∈ R. (4)
It is easy to verify that the linear third-order boundary value problem{
u′′′(t)+Mu(t) = 0, t ∈ [0, ω],
u(0)− u(ω) = 0, u′(0)− u′(ω) = 0, u′′(0)− u′′(ω) = 1 (5)
has a unique solution. We denote the solution by Φ(t). By [3, Lemma 2.1], the ω-periodic solution of the Eq. (4) can be
expressed byΦ . By [3, Lemma 2.1] or a direct calculation, we easily obtain the following lemma:
Lemma 2.1. Let M > 0. Then for every h ∈ Cω(R), the linear equation (4) has a uniqueω-periodic solution u(t)which is given by
u(t) =
∫ t
t−ω
Φ(t − s)h(s)ds := Sh(t), t ∈ R. (6)
Moreover, S : Cω(R)→ C2ω(R) is a completely continuous linear operator.
Lemma 2.2. Let 0 < M <
(
2pi√
3ω
)3
. Then the solutionΦ of the linear third-order boundary value (5) is positive on [0, ω].
Proof. This lemma can be obtained from [2, Proposition 2.3]. As a complement, we give the following direct proof.
Let ρ = 3√M . It is easy to prove the linear second-order boundary value problem{
u′′(t)− ρu′(t)+ ρ2u(t) = 0, t ∈ [0, ω],
u(0)− u(ω) = 0, u′(0)− u′(ω) = 1
has a unique solutionΦ2(t)which is given by
Φ2(t) =
e
ρ
2 t
(
e
ρω
2 sin
√
3ρ
2 (ω − t)+ sin
√
3ρ
2 t
)
√
3ρ
2
((
e
ρω
2 − 1
)2 + 2e ρω2 (1− cos √3ρ2 ω)) . (7)
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Clearly
Φ1(t) = e
−ρt
1− e−ρω (8)
is the unique solution of the linear first-order boundary value problem{
u′(t)+ ρu(t) = 0, t ∈ [0, ω],
u(0)− u(ω) = 1.
By a direct calculation, we can verify that
Φ(t) =
∫ t
0
Φ2(t − s)Φ1(s)ds+
∫ ω
t
Φ2(ω + t − s)Φ1(s)ds (9)
is the unique solution of the linear third-order boundary value (5). When 0 < M <
(
2pi√
3ω
)3
, by (7) Φ2(t) > 0 on [0, ω].
SinceΦ1(t) > 0 on [0, ω], from (9) we see thatΦ(t) > 0 for every t ∈ [0, ω]. 
Thereinafter, we assume that 0 < M <
(
2pi√
3ω
)3
. Then the solution of Eq. (5)Φ(t) > 0 for every t ∈ [0, ω]. If h ∈ C+ω (R)
and h(t) 6≡ 0, by (7) the ω-periodic solution of Eq. (4) u(t) > 0 for every t ∈ R, and we term it the positive ω-periodic
solution. This positivity is important for our discussion. Let
σ =
min
t∈I Φ(t)
max
t∈I
Φ(t)
, C1 =
max
t∈I
|Φ ′(t)|
min
t∈I Φ(t)
, C2 =
max
t∈I
|Φ ′′(t)|
min
t∈I Φ(t)
, (10)
where I = [0, ω]. Choose a cone K in C2ω(R) by
K = {u ∈ C2ω(R) | u(t) ≥ σ‖u‖C , |u(i)(t)| ≤ Ciu(t), i = 1, 2, t ∈ R}. (11)
We have the following lemma:
Lemma 2.3. Let 0 < M <
(
2pi√
3ω
)3
. Then for every h ∈ C+ω (R), the ω-periodic solution of Eq. (4) u = Sh ∈ K. Namely,
S(C+ω (R)) ⊂ K.
Proof. Let h ∈ C+ω (R), u = Sh. For every t ∈ R, from (6) it follows that
u(t) =
∫ t
t−ω
Φ(t − s)h(s)ds ≤ max
τ∈I
Φ(τ )
∫ t
t−ω
h(s)ds = max
τ∈I
Φ(τ )
∫ ω
0
h(s)ds,
and therefore,
‖u‖C ≤ max
τ∈I
Φ(τ )
∫ ω
0
h(s)ds.
Using (6) again, we obtain that
u(t) =
∫ t
t−ω
Φ(t − s)h(s)ds ≥ min
τ∈I Φ(τ )
∫ t
t−ω
h(s)ds
= min
τ∈I Φ(τ )
∫ ω
0
h(s)ds ≥ σ‖u‖C .
For every t ∈ R, since
u(i)(t) =
∫ t
t−ω
Φ(i)(t − s)h(s)ds, i = 1, 2,
we have
|u(i)(t)| ≤
∫ t
t−ω
|Φ(i)(t − s)|h(s)ds ≤ max
τ∈I
|Φ(i)(τ )|
∫ t
t−ω
h(s)ds
= max
τ∈I
|Φ(i)(τ )|
∫ ω
0
h(s)ds
= Cimin
τ∈I Φ(τ )
∫ ω
0
h(s)ds ≤ Ciu(t), i = 1, 2.
Hence, u ∈ K . 
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Now we consider the nonlinear equation (1). Hereinafter, we assume that the nonlinearity f satisfies the hypothesis
(H0) There exists a positive constantM ∈
(
0,
(
2pi√
3ω
)3)
such that
f (t, x, y, z)+Mx ≥ 0, x ∈ (0,+∞), t, y, z ∈ R.
Let f1(t, x, y, z) = f (t, x, y, z)+Mx, then f1(t, x, y, z) ≥ 0 for x > 0, t, y, z ∈ R, and Eq. (1) is rewritten to
u′′′(t)+Mu(t) = f1(t, u(t), u′(t), u′′(t)), t ∈ R. (12)
For u ∈ K , if u 6= 0, then ‖u‖C > 0 and by the definition of K , u(t) ≥ σ‖u‖C > 0 for every t ∈ R. Hence
F(u)(t) := f1(t, u(t), u′(t), u′′(t)), t ∈ R (13)
is well defined, and F : K \ {0} → C+ω (R) is continuous. So we can define the integral operator A : K \ {0} → C2ω(R) by
Au(t) =
∫ t
t−ω
Φ(t − s)f1(s, u(s), u′(s), u′′(s))ds = (S ◦ F)(t). (14)
By the definition of operator S, u is a positive ω-periodic solution of Eq. (1) if and only if u is a nontrivial fixed point of A.
From assumption (H0), Lemmas 2.1 and 2.3, we easily obtain that
Lemma 2.4. A(K \ {0}) ⊂ K, and A : K \ {0} → K is a completely continuous mapping.
Wewill find the nonzero fixed point of A. Our discussion need the following fixed point theorem of conemapping, which
can be found in [11,12].
Theorem 2.1. Let E be a Banach space, and K ⊂ E be a closed convex cone. Assume that Ω1 andΩ2 are bounded open subsets
of E with θ ∈ Ω1, Ω1 ⊂ Ω2. Let A : K ∩ (Ω2 \ Ω1) → K be a completely continuous mapping. If A satisfies the following
conditions
(1) λAu 6= u for u ∈ K ∩ ∂Ω1, 0 < λ ≤ 1;
(2) there exists e ∈ K \ {θ} such that u− Au 6= τe for u ∈ K ∩ ∂Ω2, τ ≥ 0,
or the following conditions
(3) there exists e ∈ K \ {θ} such that u− Au 6= τe for u ∈ K ∩ ∂Ω1, τ ≥ 0;
(4) λAu 6= u for u ∈ K ∩ ∂Ω2, 0 < λ ≤ 1,
then A has a fixed point in K ∩ (Ω2 \Ω1).
Theorem 2.1 is an improvement of the fixed point theorem of Krasnoselskii’s cone expansion or compression. We will
use it to discuss the existence of positive ω-periodic solutions of Eq. (1) in next section.
3. Main results
We consider the existence of positive ω-periodic solutions of Eq. (1). Let f ∈ C(R× (0,∞)×R×R) satisfy Assumption
(H0) and f (t, x, y, z) be ω-periodic in t . Let C1 and C2 be the constants defined by (10) and I = [0, ω]. To be convenient, we
introduce the notations
f0 = lim inf
x→0+
min|y|≤C1x,|z|≤C2x,t∈I
f (t, x, y, z)
x
,
f 0 = lim sup
x→0+
max
|y|≤C1x,|z|≤C2x,t∈I
f (t, x, y, z)
x
,
f∞ = lim inf
x→+∞ min|y|≤C1x,|z|≤C2x,t∈I
f (t, x, y, z)
x
,
f∞ = lim sup
x→+∞
max
|y|≤C1x,|z|≤C2x,t∈I
f (t, x, y, z)
x
.
Our main results are as follows:
Theorem 3.1. Let f : R × (0,∞) × R × R → R be continuous and f (t, x, y, z) be ω-periodic in t. If f satisfies Assump-
tion (H0) and the condition
(H1) f 0 < 0, f∞ > 0,
then Eq. (1) has at least one positive ω-periodic solution.
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Theorem 3.2. Let f : R × (0,∞) × R × R → R be continuous and f (t, x, y, z) be ω-periodic in t. If f satisfies Assump-
tion (H0) and the condition
(H2) f0 > 0, f∞ < 0,
then Eq. (1) has at least one positive ω-periodic solution.
Noting that 0 is an eigenvalue of associated linear eigenvalue problems of Eq. (1) with periodic boundary condition, if
one inequality concerning comparison with 0 in (H1) or (H2) of Theorem 3.1 or Theorem 3.2 is not true, the existence of
periodic solution to Eq. (1) cannot be guaranteed. In fact, for the simple case of f (t, x, y, z) ≡ 1, f∞ = f∞ = 0, the second
inequalities in (H1) and (H2) are not true, and the corresponding equation u′′′(t) = 1 has no ω-periodic solution. Hence, 0
is the optimal value in the conditions (H1) and (H2).
In Theorem 3.1, the condition (H1) allows that f (t, x, y, z) is superlinear growth on x, y and z. For the application
see Example 3.1 below. In Theorem 3.2, the condition (H2) allows that f (t, x, y, z) has strong singularity at x = 0. See
Example 3.2 below.
Proof of Theorem 3.1. Choose working space E = C2ω(R). Let K ⊂ C2ω(R) be the closed convex cone in C2ω(R) defined by
(11) and A : K \ {0} → K be the completely continuous operator defined by (14). Then the positive ω-periodic solution of
Eq. (1) is equivalent to nontrivial fixed point of A. Let 0 < r < R < +∞ and set
Ω1 = {u ∈ C2ω(R) | ‖u‖C02 < r}, Ω2 = {u ∈ C2ω(R) | ‖u‖C02 < R}. (15)
We show that the operator A has a fixed point in K ∩ (Ω2 \Ω1) by Theorem 2.1 when r is small enough and R large enough.
By the assumption of f 0 < 0 and the definition of f 0, there exist ε ∈ (0,M) and δ > 0, such that
f (t, x, y, z) ≤ −εx, t ∈ I, |y| ≤ C1x, |z| ≤ C2x, 0 < x ≤ δ. (16)
Let r ∈ (0, δ). We now prove that A satisfies the condition (1) of Theorem 2.1, namely λAu 6= u for every u ∈ K ∩ ∂Ω1 and
0 < λ ≤ 1. In fact, if there exist u0 ∈ K ∩ ∂Ω1 and 0 < λ0 ≤ 1 such that λ0Au0 = u0, then by the definition of A and
Lemma 2.1, u0 ∈ C2ω(R) satisfies the differential equation
u0′′′(t)+Mu0(t) = λ0f1(t, u0(t), u0′(t), u0′′(t)), t ∈ R. (17)
Since u0 ∈ K ∩ ∂Ω1, by the definitions of K andΩ1, we have
|u0′(t)| ≤ C1u0(t), |u0′′(t)| ≤ C2u0(t),
0 < σ‖u0‖C ≤ u0(t) ≤ ‖u0‖C02 = r < δ, t ∈ R. (18)
Hence from (16) it follows that
f (t, u0(t), u0′(t), u0′′(t)) ≤ −εu0(t), t ∈ R.
By this inequality, (17) and the definition of f1 we have
u0′′′(t)+Mu0(t) ≤ λ0(Mu0(t)− εu0(t)) ≤ (M − ε)u0(t), t ∈ R.
Integrating both sides of this inequality from 0 to ω and using the periodicity of u0(t), we obtain that
M
∫ ω
0
u0(t)dt ≤ (M − ε)
∫ ω
0
u0(t)dt.
Since
∫ ω
0 u0(t)dt ≥ ωσ‖u0‖C > 0, it follows that M ≤ M − ε, which is a contradiction. Hence the condition (1) of
Theorem 2.1 holds.
On the other hand, since f∞ > 0, by the definition of f∞, there exist ε1 > 0 and H > 0 such that
f (t, x, y, z) ≥ ε1x, t ∈ I, |y| ≤ C1x, |z| ≤ C2x, x ≥ H. (19)
Define a function g : (0,∞)→ R+ by
g(x) = max
{
f (t, x, y, z)+Mx
x
∣∣∣∣ t ∈ I, |y| ≤ C1x, |z| ≤ C2x} . (20)
Then g : (0,∞)→ R+ is continuous. By (16) and Assumption (H0)
0 ≤ g(x) ≤ M − ε, 0 < x ≤ δ.
This implies that
C3 := sup{xg(x) | 0 < x ≤ H} < +∞.
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Hence for every t ∈ I , 0 < x ≤ H , |y| ≤ C1x and |z| ≤ C2x, we have
|f (t, x, y, z)− ε1x| ≤ |f (t, x, y, z)+Mx| + |(M + ε1)x|
≤ xg(x)+ (M + ε1)x
≤ C3 + (M + ε1)H := C4.
Combining this inequality with (19), it follows that
f (t, x, y, z) ≥ ε1x− C4, t ∈ I, |y| ≤ C1x, |z| ≤ C2x, x > 0. (21)
Choose e(t) ≡ 1. Clearly, e ∈ K \ {θ}. We show that that A satisfies the condition (2) of Theorem 2.1 if R is large enough,
namely u−Au 6= τe for every u ∈ K∩∂Ω2 and τ ≥ 0. In fact, if there exist u1 ∈ K∩∂Ω2 and τ1 ≥ 0 such that u1−Au1 = τ1e,
since u1 − τ1e = Au1, by definition of A and Lemma 2.1, u1(t) ∈ C3ω(R) satisfies the differential equation
u1′′′(t)+M(u1(t)− τ1) = f1(t, u1(t), u1′(t), u1′′(t)), t ∈ R. (22)
Since u1 ∈ K ∩ ∂Ω2, by the definition of K , we have
u1(t) ≥ σ‖u1‖C , |u1′(t)| ≤ C1u1(t), |u1′′(t)| ≤ C2u1(t), t ∈ R. (23)
Hence, from (22) and (21), it follows that
u1′′′(t) = f (t, u1(t), u1′(t), u1′′(t))+Mτ1
≥ f (t, u1(t), u1′(t), u1′′(t)) ≥ ε1u1(t)− C4, t ∈ R.
Integrating this inequality on [0, ω] and using the periodicity of u1(t), we get that∫ ω
0
u1(t)dt ≤ C4ω
ε1
. (24)
By the first inequality of (23), we have∫ ω
0
u1(t)dt ≥ ωσ‖u1‖C .
From this inequality and (24) it follows that
‖u1‖C ≤ 1
ωσ
∫ ω
0
u1(t)dt ≤ C4
σε1
.
By this and the third inequality of (23), we have
‖u1‖C02 = ‖u1‖C + ‖u1′′‖C ≤ ‖u1‖C + C2‖u1‖C ≤
(1+ C2)C4
σε1
:= R. (25)
Therefore, choose R > max{R, δ}, then A satisfies the condition (2) of Theorem 2.1.
Now by the first part of Theorem 2.1, A has a fixed point in K ∩ (Ω2 \ Ω1), which is the positive ω-periodic solution of
Eq. (1). 
Proof of Theorem 3.2. LetΩ1,Ω2 ⊂ C1ω(R) be defined by (15). We use Theorem 2.1 to prove that the operator A has a fixed
point in K ∩ (Ω2 \Ω1) if r is small enough and R large enough.
By the assumption of f0 > 0 and the definition of f0, there exist ε > 0 and δ > 0, such that
f (t, x, y, z) ≥ εx, t ∈ I, |y| ≤ C1x, |z| ≤ C2x, 0 < x ≤ δ. (26)
Let r ∈ (0, δ) and e(t) ≡ 1. We prove that A satisfies the condition (3) of Theorem 2.1, namely u − Au 6= τe for every
u ∈ K ∩ ∂Ω1 and τ ≥ 0. In fact, if there exist u0 ∈ K ∩ ∂Ω1 and τ0 ≥ 0 such that u0 − Au0 = τ0e, since u0 − τ0e = Au0, by
definition of A and Lemma 2.1, u0(t) ∈ C3ω(R) satisfies the differential equation
u0′′′(t)+M(u0(t)− τ0) = f1(t, u0(t), u0′(t), u0′′(t)), t ∈ R. (27)
Since u0 ∈ K ∩ ∂Ω1, by the definitions of K andΩ1, u0 satisfies (18). From (18) and (26) it follows that
f (t, u0(t), u0′(t), u0′′(t)) ≥ εu0(t), t ∈ R.
By this, (27) and the definition of f1, we have
u0′′′(t) = f (t, u0(t), u0′(t), u0′′(t))+Mτ0 ≥ εu0(t), t ∈ R.
Integrating this inequality on I and using the periodicity of u0(t), we obtain that
∫ ω
0 u0(t)dt ≤ 0. But
∫ ω
0 u0(t)dt ≥
ωσ‖u0‖C > 0, this is a contradiction. Hence A satisfies the condition (3) of Theorem 2.1.
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Since f∞ < 0, by the definition of f∞, there exist ε1 ∈ (0,M) and H > 0 such that
f (t, x, y, z) ≤ −ε1x, t ∈ I, |y| ≤ C1x, |z| ≤ C2x, x ≥ H. (28)
Choosing R > max
{
1+C2
σ
H, δ
}
, we show that A satisfies the condition (4) of Theorem 2.1, namely λAu 6= u for every
u ∈ K ∩ ∂Ω2 and 0 < λ ≤ 1. In fact, if there exist u1 ∈ K ∩ ∂Ω2 and 0 < λ1 ≤ 1 such that λ1Au1 = u1, then by definition
of A and Lemma 2.1, u1 ∈ C3ω(Ω) satisfies the differential equation
u1′′′(t)+Mu1(t) = λ1f1(t, u1(t), u1′(t), u1′′(t)), t ∈ R. (29)
Since u1 ∈ K ∩ ∂Ω2, by the definition of K , u1 satisfies (23). By the third inequality of (23), we have
‖u1‖C02 = ‖u1‖C + ‖u1′′‖C ≤ ‖u1‖C + C2‖u1‖C = (1+ C2)‖u1‖C .
Consequently,
‖u1‖C ≥ 1
(1+ C2)‖u1‖C02 . (30)
By (30) and the first inequality of (23), we have
u1(t) ≥ σ‖u1‖C ≥ σ
(1+ C2)‖u1‖C02 =
σ
(1+ C1)R > H, t ∈ R.
From this, (23) and (28) it follows that
f (t, u1(t), u1′(t), u1′′(t)) ≤ −ε1u1(t), t ∈ R.
By this and (29), we have
u1′′′(t)+Mu1(t) ≤ λ1(Mu1(t)− ε1u1(t)) ≤ (M − ε1)u1(t), t ∈ R.
Integrating this inequality on [0, ω] and using the periodicity of u1(t), we obtain that
M
∫ ω
0
u1(t)dt ≤ (M − ε1)
∫ ω
0
u1(t)dt.
Since
∫ ω
0 u1(t)dt ≥ ωσ‖u1‖C > 0, from this inequality it follows that M ≤ M − ε1, which is a contradiction. This means
that A satisfies the condition (4) of Theorem 2.1.
By the second part of Theorem 2.1, A has a fixed point in K ∩ (Ω2 \ Ω1), which is the positive ω-periodic solution of
Eq. (1). 
Example 3.1. Consider the superlinear third-order differential equation
u′′′ = a0(t)u+ a1(t)u2 + a2(t)(u′)2 + a3(t)(u′′)2, t ∈ R, (31)
where ai(t) ∈ Cω(R), i = 0, 1, 2, 3. Assume that
−
(
2pi√
3ω
)3
< a0(t) < 0, a1(t), a2(t), a3(t) > 0, t ∈ R.
ChooseM = −mint∈I a0(t). It is easy to verify that f (t, x, y, z) = a0(t)x+a1(t)x2+a2(t)y2+a3(t)z2 satisfies the conditions
(H0) and (H1). Hence, by Theorem 3.1, Eq. (31) has at least one positive ω-periodic solution.
Example 3.2. Consider the singular differential equation
u′′ = a(t)u+ b0(t)+ b1(t)(u
′)2 + b2(t)(u′′)2
u2
, t ∈ R (32)
where a(t), b0(t), b1(t), b2(t) ∈ Cω(R). If −
(
2pi√
3ω
)3
< a(t) < 0 and b0(t), b1(t), b2(t) > 0 for t ∈ R, then f (t, x, y, z)
= a(t)x + b0(t)+b1(t)y2+b2(t)z2
x2
satisfies the conditions (H0) and (H2). By Theorem 3.2, Eq. (32) has a positive ω-periodic
solution.
Since Eqs. (31) and (32) have nonlinear terms of u′ and u′′, which are not in the range considered by [1–10], the existence
results in Examples 3.1 and 3.2 cannot be obtained from References [1–10].
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