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Abstract
Atmospheric turbulence in free-space optical communications turns signal demodula-
tion and decoding into a multimode problem as wavefronts of the transmitting laser
beams are warped spatially past the desired form of a diffraction-limited spot at the
receiver end of a free-space optical receiver. Adaptive optics, a traditional solution
to this problem, is computationally expensive and adds complexity to receiver ar-
chitecture by requiring tools like wavefront sensors and deformable mirrors. Due to
the enabling technology of Geiger-mode avalanche photodiode (GM-APD) arrays, a
simple algorithm that only requires information from the GM-APD array to imple-
ment the technique of dynamic pixel selection can be realized entirely in software
or firmware. Dynamic pixel selection exploits the temporal and spatial information
attached to each received photon by filtering out noisy or otherwise undesirable por-
tions of the array in order to exploit any excess channel capacity in the link to allow
on-the-fly adjustments of data rates. Preliminary results, specific to the MIT Lin-
coln Laboratory photon-counting, free-space optical communication system, which
utilizes an 8 x 8 GM-APD receiver array, operates at a 1.06pm wavelength with 16-
PPM signalling, and supports data rates up to 10 Mbps over 1-5km long paths, will
be discussed.
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Chapter 1
Introduction
1.1 Free-space optical communication systems
Prior to the development and deployment of long haul fiber-optic communication
systems, a network of line-of-sight microwave links served as the backbone for the
telephone network. That network has now been supplanted by the fiber-optic com-
munication infrastructure which has enabled the Internet age. There are, however,
many situations in which the broadband capability provided by communication at
optical wavelengths is desired, but in which it is inconvenient, unaffordable, or im-
possible to establish a fiber connection between the desired endpoints. In this realm,
free-space optical (FSO) communications are becoming the systems of choice.
The objective of a free-space optical communication system is to transmit infor-
mation from one point to another via the use of mid-infrared to mid-ultraviolet carrier
waves along a line of sight path between two points. The advantages of FSO com-
munications are numerous [16] due to the fact that minimal infrastructure is required
to construct these links. A network of terrestrial free-space links could be used to
network an entire city together. The portability of free-space communication systems
also lends them for use in temporary network installations that can also be used to
re-establish communication links in the case of an emergency. The wavelength A of
the carrier wave is a key parameter that is used to define two design drivers of a
communication system [1]:
Figure 1-1: An example of a possible network constructed out of air-to-air, ground-
to-air, and ground-to-ground free-space optical communication links.
* The beamwidth is defined as the divergence angle of an electromagnetic beam
between its half-power points as it travels along its free space path. In the best
case, when the system is diffraction limited, the beamwidth is 2, where D is
the diameter of the transmitter aperture.
* The bandwidth is the span of frequencies used to carry information by the
communication system. Generally speaking, for a system with carrier frequency
f = 7, where c is the speed of light, system implementation becomes increas-
ingly difficult as the communication bandwidth becomes an increasing fraction
of f. Maximizing the communication bandwidth is desirable because it mini-
mizes the time required to transmit a fixed-size message.
Radio and television stations broadcast their programs using radio waves waves
with wavelengths ranging from 1 - 102 meters. Current satellite uplinks operate at
in the Ka-band and X-band regions of the spectrum, which have wavelengths ranging
from 1-10 centimeters. It is clear that the beamwidth and bandwidth design drivers
both improve as the communications system uses electromagnetic waves with shorter
and shorter wavelengths. Free-space optical communication systems that operate in
the mid-ultraviolet to mid-infrared range of the spectrum, with wavelengths from
0.1 to 10 microns, thus offer orders of magnitude in improvements to the system's
Beamwidth decreases.--
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Figure 1-2: The electromagnetic spectrum, adapted from [14].
beamwidth and bandwidth, as seen in Figure 1-2.
The narrower beamwidth of FSO enables the following system improvements
[16],[7],[1].
* The narrower beam conveys greater signal power per steradian. As a result, op-
tical transmitter and receiver components can be smaller, lighter, and consume
less power than their radio-frequency counterparts.
* FSO communication links do not operate in the 3kHz-300GHz frequency spec-
trum that is regulated by the Federal Communications Commission (FCC). As
a result, they do not require FCC licensing or frequency allocation.
It is clear that a typical free-space optical communication link like the one seen in
Figure 1-1 has significant advantages over lower-frequency communications. However,
the same short wavelength and high carrier frequency lead to significant limitations
on FSO communications.
The first major limitation of any free-space link is the requirement of an unob-
structed line-of-sight path between the transmitter and receiver in order for informa-
tion to be transmitted. In addition, the transmitter and receiver must also be pointed
such that their fields of view intersect one another as shown in Figure 1-3. Indeed, the
receiver's field of
view
transmitter signal beam transmitter's receiver
field of view
Figure 1-3: A sketch of the field of views of the transmitter and receiver of a free-space
optical communication link.
narrow beamwidths of FSO communications make establishing and maintaining the
alignment shown in Figure 1-3 a much more significant challenge than the comparable
problem in the radio-frequency region. This thesis does not address the challenges of
pointing in a free-space optical communication system.
The second major limitation of a free-space optical link arises when the propaga-
tion path lies partly or wholly within the earth's atmosphere. The presence of clouds,
fog, rain, or snow in the propagation path of an FSO link will severely to catastroph-
ically degrade its communication performance owing to the pronounced scattering -
and at some wavelengths, absorption - of the optical beam. Consequently, the desir-
able narrow-beam high data rate operating regime for atmospheric-path FSO systems
is limited to clear-weather conditions. However, even in clear weather, an FSO link
must contend with the effects of atmospheric turbulence.
Atmospheric turbulence refers to the random changes in the refractive index of the
atmosphere caused by turbulent mixing of air parcels with approximately 1 Kelvin
temperature differences. Turbulence degrades FSO links in a variety of ways. The
transmitter beam can be spread by turbulence to a divergence beyond the beamwidth
predicted by diffraction theory, which in turn causes a decrease in the signal power
collected at the receiver. There can also be beam wander, or the random motion
of the centroid of the signal-power spot in time at the receiver. Turbulence also
causes angular spread. For example, instead of all the light arriving arriving at the
receiver along the diffraction-limited line-of-sight path, a broader range of arrival
angles can occur, thus blurring the signal-power spot seen in the focal plane of a
receiving telescope. Worst of all, turbulence causes fading, known as scintillation,
that can bury the communication signal in atmospheric background light. Improving
the performance of an FSO link operating in the presence of atmospheric turbulence
is the ultimate goal of this thesis.
In order for an FSO communication system to successfully convey information,
sufficient signal power must be detected at the receiver to overcome any accompany-
ing noise. As a result, an optical receiver in a free-space communication link must
have an aperture sized to compensate for turbulence-induced beam spread and beam
wandering. Similarly, the receiver field of view must be sufficient to accommodate any
turbulence-induced angular spread. Increasing the receiver aperture and its field of
view also increases the amount of background light that it collects. Furthermore, the
increased field of view will require the use of a larger photodetector or photodetector
array. In general, this larger detector size leads to increased detector noise, like an
increased dark current. For convenience in what follows, all of the preceding noises
will be lumped together and referred to collectively as background noise.
Background noise is thus a key limiting factor for free-space optical communication
systems and is one this thesis will address. In particular, we will be interesting in
optimizing signal power collection while minimizing background power collection so
as to get the best overall communication performance.
Given an optical communication link, the signaling scheme, and the model for
the noise added to the channel over which the information is transmitted, a metric
referred to as the 'Shannon channel capacity,' or simply the 'channel capacity', can
be derived. Only the signaling scheme, amount of signal power, and amount of back-
ground power present in received symbol affect the value of this metric. Shannon's
channel capacity theorem is extremely useful and provides an operational definition
for this metric. Shannon's theorem states that for any data rate less than the channel
capacity, there exists an encoding and decoding scheme such that received codewords
can be decoded with an arbitrarily small bit error rate. For data rates above the
channel capacity, reliable information transmission is impossible. It is easy to see
that FSO channel capacity increases with increasing signal power and decreases with
increasing background power at the receiver. Thus, it is immediately apparent that
there is a very definite advantage in being able to selectively increase signal power
while rejecting as much noise as possible.
In this thesis, we will derive, design, and test a data-rate optimization algorithm
that selectively maximizes signal power collection while minimizing background noise
on the MIT Lincoln Laboratory FSO communication system in order to increase the
data rate at which the link operates.
1.2 The Lincoln Laboratory FSO photon-counting
communication system
The MIT Lincoln Laboratory FSO Communication System (LLFSO) is a photon-
counting communication system intended for use in clear-weather conditions over
terrestrial links ranging from 1 to 5 kilometers in length. These terrestrial links can
either be ground-to-ground or air-to-ground. In the LLFSO, source data is converted
into a bit stream, which is then encoded into optical pulses for transmission. The
receiver detects the light pulses and decodes them back into data. While a full
implementation of the ground-to-air link does exist, the development and testing
of Dynamic Pixel Selection, the algorithm developed in this thesis, took place on
an end-to-end testbench implementation of this system. The block diagram of the
components of the testbench is shown in Figure 1-4.
A detailed description is available in [13]. For our purposes, the following char-
acteristics are germane. Data is encoded in a 16 Pulse Position Modulation (PPM)
format such that a single photon occupies one of 16 time slots in a transmitted sym-
bol. Thus, each signal photon can encode up to 4 bits of information. However,
background noise in the link can easily corrupt the 16-PPM symbols such that the
receiver may decode one or more of the transmitted symbols incorrectly. As a result,
the link uses a rate-! Serially Concatenated Convolutional code (SCCC) that allows
the link to operate within 1 dB of the Shannon capacity of the link [21].
Source
Data
pticsDecoder DecodedOpts Data
Figure 1-4: The end-to-end testbench implementation of the Lincoln Laboratory FSO
communication system. Modified from [13].
This efficient signaling scheme is constructed around the assumption that single
photons can be detected with a narrow timing resolution on the order of nanoseconds.
The technology that has enabled this assumption is the fabrication of arrays of Geiger
Mode Avalanche Photodiode (GM-APDs). The GM-APDs used in the LLFSO de-
tector have been designed for use in a laser-communication system transmitting at
near-infrared wavelengths. LLFSO GM-APDs have photon detection efficiencies of up
to 50% and dark count rates of less than 20 kHz [24]. They are highly reverse-biased
diodes that switch from high-impedance to a low-impedance devices when an initial
photon absorption in the diode junction causes an avalanche of additional charge
carriers who presence is easily detected in the external circuit. While this extreme
sensitivity to impinging photons is what makes the GM-APD such an excellent pho-
ton detector it is also the cause of the unique challenges faced by a receiver using
GM-APDs.
The first unique challenge is detector holdoff time. After an avalanche has been
triggered, the GM-APD can only be re-armed once sufficient time has passed to
ensure that all additional photocarriers have streamed through the diode junction.
This holdoff time requirement means that after one photon has been detected, the
GM-APD will be blind to any signal photons that arrive during the holdoff period.
The LLFSO compensates for this possible blocking loss of signal photons by using an
8 x 8 array of GM-APDs. The receiver optics distribute the incoming photon flux over
several detectors in the array, reducing the flux incident on a single detector and hence
decreasing the likelihood that blocking loss will occur. An additional consequence of
this approach is the fact that the Poisson statistics of photons incident on the array
are preserved due to the absence of blocking loss effects [8].
The use of a GM-APD array, as just described, entails an additional tradeoff. Each
detector added in the array contributes its own dark counts and collected background
light. Thus, the specific system components of the LLFSO also motivate the need
for a spatial filter that could be dynamically resized to fit to a signal spot spread out
over the array.
The LLFSO system is capable of data rates up to 10 Mbps with communication
efficiencies of greater than 1 bit per photon. However, its use of GM-APD arrays as
well as the nature of any general free-space optical communication link motivates the
need for the Dynamic Pixel Selection (DPS) algorithm that will be the focus of this
thesis.
1.3 Organization of Thesis
The goal of the Dynamic Pixel Selection algorithm is to turn GM-APD detectors in
the 8x8 GM-APD array on and off in order to compensate for atmospheric turbulence
and improve the performance of the system. The following chapters first set up the
problem of optimizing the
Chapter 2 deals with the problem of what the signal beam arriving at the GM-
APD looks like after it has propagated through atmospheric turbulence. Chapter 2
presents the atmospheric and optical physics necessary to motivate and quantify the
characteristics of the received signal to emphasize the need for the Dynamic Pixel
Selection algorithm. In addition, the two parameters that define the bandwidth and
resolution of the algorithm will be determined. The question of how the receiver ex-
tracts the field-of-view information from the frequency content of the received optical
signal will be answered. In order to make the previous listed tasks tractable, the
Kolmogorov long-exposure model for atmospheric turbulence will be assumed.
Chapter 3 then discusses how the algorithm should rate the different masks that
will be used to filter incoming photon data from the GM-APD. In order to do this,
the performance of a communication link is be measured and predicted given signal
and background photon counts at the receiver end of the link using the link's channel
capacity so that each of the masks can be linked to a number defining the overall
performance of the link.
Chapter 4 discusses the overall function of the DPS algorithm the algorithm raises
the data rate and improves the bit error rate of the LLFSO communication system.
In order to do this, the chapter traces through the entire algorithm, function block
by function block. The assumptions made in the design of each block, inputs to each
block, and the function of each block are discussed.
Chapter 5 presents the data used to test the DPS algorithm in all of its possible
operational modes. First, the testbench setup is discussed, as are the methods used
to characterize a real, implemented, and imperfect system. Then, the the number
and value of the test points needed to induce all possible modes of the DPS algorithm
are derived and discussed. Finally, results from the test points are presented.
Chapter 6 summarizes the results and presents areas for future research.
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Chapter 2
The physics of free space optical
communication
High data-rate FSO communication over an atmospheric path is only possible in clear
weather. Even then, there are significant complications that would not be present
were the link established through optical fiber. In particular, the FSO link must
overcome three major problems if it is to transmit information reliably:
* The transmitter must be stably pointed onto the line-of-sight propagation path
to the receiver, and that receiver must include the transmitter in its field of
view.
* The system must employ means to compensate for link dropouts caused by
turbulence-induced fading.
* The link must be arranged to handle the time-varying beam spread and angular
spread arising from atmospheric turbulence.
This thesis assumes that the problem of stable pointing has already been solved for
the LLFSO system. In addition, it assumes that fading due to turbulence can be
handled by the second-long interleaving time included in the source data encoding.
The focus here will thus be on compensating for the beam spread and beam wander
effects in the received optical signal. The multidimensional problem of accounting
for the temporal and spatial transformations of the transmitted optical signal at the
detector plane must therefore be understood in order to proceed.
In order to successfully extract the maximum amount of signal power from the
received data while rejecting a a maximum amount of background power, a free-space
optical communication receiver must either have an aperture small enough to select
a single mode of the received signal, or must be capable of treating the problem of
signal extraction as a multimodal problem. Small apertures are limited by the fact
that usually admit low amounts of widely spread signal beams and may not allow
enough signal power through to the decoder for the link to operate reliably. As a
result, the multimodal receiver solution is greatly preferable.
Section 2.1 frames the problem of imaging with aberrations in a tractable way
by making the appropriate assumptions about the wave equations of the propagating
beam and the system functions of the atmosphere. It presents the optical physics
necessary to derive the way in which the optical signal propagating along a free-space
path transforms before it is detected at the receiver.
Section 2.2 defines two parameters that are used to define the type of atmospheric
turbulence, known as the long-exposure Kolmogorov turbulence model, for which the
LLFSO-specific DPS algorithm can compensate in real-time without encountering la-
tency constraints. The two parameters are the Fried radius, which is used to quantify
the beam spread in a FSO system due to atmospheric seeing, and the Greenwood
frequency, which specifies the time scale for temporal changes in turbulence.
Section 2.3 combines the derivations for laser propagation in Section 2.1 with the
spatial parameters derived in Section 2.2 in order to discuss the need for the DPS
algorithm.
2.1 Signal propagation in a free-space optical com-
munication link
2.1.1 Ideal propagation in an optical communication link
In order to formulate a tractable method of dealing with a transmission signal as it
propagates in a free-space link, the spatial content of the source will be taken to be
a complex envelope U(z), which we will assume to be a coherent spherical wave that
diffracts through a circular transmitter aperture. Neglecting diffraction for now, U(z)
satisfies
ejkzU(z) = (2.1)
where k = 2 is the wave number, and z is the distance from the source point.
Following Tyson's derivation [23], a coordinate system is constructed in which the
Kirchoff integration rule can be applied to the spherical wave equation along the area
of the aperture. The source is located at the point Po in the (xo, Yo) plane and is a
I pu I lpan, P P S
source, PO imaging point, P1
Figure 2-1: Geometry of point-source illumination of a plane screen Fresnel-Kirchoff
diffraction formula. Modified from Fourier Optics by Joseph W. Goodman.
distance z0o from the pupil plane. The point at which the wave is measured, P1 , is
located at (XI, yi) and is a distance zl away from the pupil plane. The pupil plane, P'
is defined to be located in the (x', y') plane. The field at Pi is given by a 2D surface
integral over the aperture AP that can be written in rectangular coordinates [10] as
follows:
U(xI) A jk(r+ls) (cos/ - cos a)dS (2.2)
U(y)-2j I AP 1 Ir-s
For typical FSO systems the assumption of far-field propagation can then be made,
i.e.
k(x' 2 + y'2)maxz 2 (2.3)
which collapses (2.2) into the Fraunhofer diffraction integral,
U(xj, yx) = jzl) I_ A U (x ' y C 2) ' (x lx +Yly)dx'dy' (2.4)
oc F[U(x', y')] (2.5)
where Y denotes the spatial Fourier transform evaluated at the spatial frequencies
fx = - and f, - Y.
With this framework in place, the width of a diffraction-limited coherent spherical
wave in the far field can be easily evaluated. Specifically, we get the following closed
form equation for the intensity when the aperture is circular with a diameter R, as
seen in [10] () A 2 1 (27Rr 2(r) = 2  Az (2.6)
jzA 2xrRr
Here the intensity is expressed in cylindrical coordinates where r 2 = x2 + y2 . A = R27r
is the area of the diffraction pupil; and Jl(x) is a first-order Bessel function. This
intensity distribution is known as the Airy pattern.
This closed form for the intensity of a coherent beam in the best-case scenario of
a diffraction-limited FSO system offers a lower bound for the beam spread of a source
propagating through a medium with no aberrations. The distance d between the first
nulls of the Airy function provides that bound. It is given by
zA
d = 2.44 (2.7)
D
providing the basic estimate for the beam spread of a diffraction-limited optical signal,
which was discussed in Section 1.1. We will use this expression in Section 2.3 when
the problem of refocusing the received optical signal is discussed. It will also be used
to define the solid angle required for the detector to collect approximately 84% of the
signal power.
2.1.2 Propagation with thin-lens aberrations
Now, a model for aberrations along the free-space propagation path will be introduced.
This model will preserve the idea that the far-field behavior is proportional to the
spatial Fourier transform at the pupil plane.
To accomplish this we model all aberrations as thin lenses spread out along the
propagation path. From Roggeman [17], the lens transmission function is given in
cylindrical coordinates as
T(r = e- 2f (2.8)
where f is its focal length. The Fraunhofer equation at P1 then becomes
ejkzle zl ( 1 1Y ) f
U(xl,yl) = z J U(x',y')e- k -I)(x x +Y1Y )dx'dy' (2.9)
After rescaling the coordinates of the integral in (2.9), it is seen that the spatial
frequencies of the new Fourier transform are now fx = x and f, = Y, where
1 = - - -. Therefore, the cumulative effects of propagation and aberration along
a free-space path on the image of an object can be viewed as a series of Fourier
transforms.
-(Up ) oc Y(Upa).T(PSF) (2.10)
Up, O< Upupil @ PSF (2.11)
where 0 denotes convolution. In (2.11), it is seen that the series of Fourier transforms
modeling aberrations along the path can be combined into an imaging function known
as the point spread function (PSF). PSFs will be used in Section 2.2 to create a simple
function to model the very complicated aberrations of atmospheric turbulence.
2.2 Accounting for atmospheric turbulence in a
free-space optical communication system
Owing to approximately 1 Kelvin temperature variations in the atmosphere, it can
be divided into pockets of air, call turbules, on the order of centimeters to meters in
diameter that have indices of refraction differing in a few parts in a million. Warm
air is less dense and has a lower index of refraction, while cold air is more dense and
has a higher index of refraction. The denser, cold air sinks while the warm air rises.
The mixing that occurs in this motion leads to atmospheric turbulence [22].
These turbules can be modeled as lenses with varying diameters and focal lengths.
As they rise and fall due to temperature variations, they refract and blur optical sig-
nals passing through them. Formulating a basic model of the atmosphere will allow a
discussion of the parameter that defines the size of the spatial mode of a received op-
tical signal that has propagated through the atmosphere, as well as the time constant
that quantifies the time scale of atmospheric evolution. From these two parameters,
as well as the thin lens approximation, point spread functions that provide a first-
order approximation for the distribution of signal energy in the receiver's focal plane
can be constructed.
Following the derivation in [2], we first assume that the turbulence is statistically
homogeneous and isotropic so that its statistics do not depend on the choice of coor-
dinate axes. In addition, dynamic pixel selection should be performed on time scales
that are long compared to the correlation time of turbulence induced propagation
effects. This approximation is called the long-exposure limit. Toward that end, we
will use the Kolmogorov-spectrum turbulence model to quantify the time scale at
which the long-exposure approximation becomes valid.
2.2.1 The Greenwood frequency
The bandwidth at which an adaptive optics receiver should operate in order to com-
pletely compensate for turbulence is the Greenwood frequency. This frequency is
found from the frozen-flow hypothesis, which states that the turbules do not evolve
as they blow across the transmission path [11]. For Kolmogorov-spectrum turbulence,
the Greenwood frequency is given by
52
fG = 2.31A-5 secY C, (z)Vnd(z)dz (2.12)
where r is the propagation distance, C2(z) is the turbulence strength parameter along
the propagation path, and vwind is the transverse wind speed along that path. Typical
models for C (z) include the Hufnagel-Valley Boundary model, the SLC-Day model,
or the Clear-1 Night model. These models are statistically constructed from data at
observed at varying locations [19]. Typical values for C2(z) range from 1 0 -1m3 to
10-16m [22].
Over time scales that are short compared to -, the focal-plane spatial pattern in
an FSO communication receiver will be frozen. The dynamic pixel selection algorithm,
however, will be designed to work in the long-exposure limit when the receiver's focal-
plane spatial pattern has been blurred by averaging over a time scale that is long
compared to I. Typical values of the Greenwood frequency range from 10-100 Hz
[11]. Thus the DPS algorithm should perform its updates on times scales at least an
order of magnitude longer than 0.01-0.1 seconds.
2.2.2 The Fried parameter
The Fried seeing cell parameter ro can be thought of as the diameter of a thin lens
that provides a first-order approximation to the long-exposure blurring, or angular
spread, encountered at an FSO receiver. For the geometry in Figure 2-2, Fried found
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Figure 2-2: Geometry for calculating the Greenwood frequency fG and the Fried
parameter ro. Modified from Principles of Adaptive Optics by Robert K. Tyson.
that [6].
ro = 0.423k 2 sec 0J C(z)dz (2.13)
Typical values for ro range from 4 to 20 mm. A beam received after propagation
through atmospheric turbulence with a Fried parameter ro will have an angular spread
of A instead of the diffraction limited value of , where R is the radius of thero R
receiver's aperture. Variations of ro, which occur on time scales much longer than '
change the size of the signal spot in the receiver's focal plane and motivate our DPS
algorithm for dynamically restricted the receiver's field of view.
2.3 Multimode reception in an optical communi-
cation link and the role of Dynamic Pixel Se-
lection
Figure 2-3 shows the propagation behavior for the ideal situation in which there is
no turbulence. A point source propagates into the Fraunhofer regime so that a plane
wave arrives at the receiver's entrance aperture. The received plane wave, which
contains the 16-PPM temporal signal, contains no spatial information. From (2.8)
we can show that the lens in Figure 2-3 will transform the received plane wave into
the expected Airy pattern on the receiver focal plane where the GM-APD array will
be located, as shown in 2-3 and written in (2.6).
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Figure 2-3: Focusing optics in an optical receiver. An incoming plane wave from an
ideal propagation path is transformed into an Airy function. Derived in part from
[7].
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n . 2.4d
plane Wave Imaging plane
Figure 2-4: Geometry for determining the number of spatial modes an optical re-
ceiver detects. The orthogonal frequency components of the incoming plane waves
are imaged into orthogonal spatial components at the image plane. Derived in part
from [7].
ng lens
A single point source, in the absence of turbulence, becomes focused into an Airy
function by the receiver lens. Thus, at best, any optical source can only be fo-
cused to a diffraction-limited spatial resolution given by (2.7). A diffraction-limited
optical system does not account for atmospheric turbulence. The long-exposure Kol-
mogorov assumption makes it easy to calculate a point spread function that will
account for angular spread arising from atmospheric turbulence. The Kolmogorov
Normalized Airy, Moffatt, Gaussian, and Kolmogorov PSFs vs. radius from center in units of FWHM1-*
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Figure 2-5: Comparing long-exposure point-spread functions to an expected
diffraction-limited Airy function with d=3ro.
point spread function, as given by (2.15), requires a Fourier transform calculation.
Two simpler, closed-form expressions that closely approximate the general shape of
the long-exposure Kolmogorov PSF are the Moffatt and Gaussian functions, given by
(2.16) and (2.17), respectively [12].
1 [ kr FWHM UKolmogorov(r) = 1 kJo(kr)er 2.9207 dk (2.14)
27rJ0
Moffatt(r) = 4(20 - 1) r ]- (2.15)
• FWHM2 FWHM
41n2 41n2 2
Gaussian(r) 4rFWHM2 eFW42 (2.16)
(2.17)
Note that the propagation effects enter these point spread functions only through
the full-width half-maximum (FWHM) point of the beam, which is size for seeing by
setting FWHM = - where ro is the Fried parameter. With these results in hand
we can address the question of how large a field of view a detector requires in order
to collect the majority of the energy from the received signal.
As shown in Figure 2-4, the solid angle occupied by light from a single point source
when it is focused onto the detector plane is
Qmode-noatmosphere -- (2.18)
for a circular receiver aperture of diameter D when there is no turbulence and the
propagation is diffraction limited. With atmospheric turbulence whose Fried seeing
parameter is ro, a point source is transformed by the Kolmogorov long-exposure
optical transfer function with an angular spread A. This beam passes through the
focusing lens at the receiver plane. To a first order, this system can be modeled as two
lenses in series with diameters ro and D. In this case, the actual solid angle covered
by a point source at the imaging plane after it travels through a long-exposure model
of the atmosphere with a seeing parameter ro and a focusing lens of diameter D is
Qmode = - + (2.19)
A smaller ro value corresponds to a signal intensity profile with a larger full-width
half maximum (FWHM) point. Therefore, a smaller ro corresponds to worse seeing
conditions. The smaller ro is, the more diffuse the single signal mode that arrives at
the detector is, as shown in Figure 2-6.
Poor seeing, Good seeing,
small ro large ro
Figure 2-6: A sketch of the areas
power under poor and good seeing
over which a multimode detector would receive
conditions.
The detector's field of view, in steradians, when the overall array has a circular
diameter d and the receiver lens has a focal length f, is
(2.20)det = ) 24 fe
For a non-circular detector, Qdet is simply proportional to (A). The number of
spatial modes that can be contained within this field of view is found by dividing Qdet
from (2.20) by the diffraction-limited field of view from (2.19)
Qdet
Number of detected diffraction-limited modes =d
Qmode-noatmosphere
(dD 2
'AfcJ
(2.21)
(2.22)
which we will assume to be greater than one. Because of turbulence, however, the
number of diffraction-limited spots contained in a detector sized for the seeing pa-
rameter ro is
Qmode
Diffraction-limited modes in ro-sized detector = mode (2.23)
Qmode-noatmosphere
= ) 2  (2.24)
where ro is much smaller than D.
It is now easy to see why dynamic pixel selection will be valuable. Suppose that
ro = 4 mm, as seen in [6] for a terrestrial path, and D = 127 cm. A diffraction-limited
detector, with d d A, will collect only a signal mode of the signal beam's detector-
plane spatial pattern. However, the spatial pattern is comprised of 105 modes. Hence
the diffraction-limited receiver will suffer 50 dB of signal power loss when compared
to a detector whose size is matched to the signal beam's focal plane pattern. By
enlarging the detector, however, a much larger amount of background light is also
collected. Dynamic pixel selection allows the receiver to optimize its performance for
the prevailing ro value.
Given a multimode detector in the form of an 8 x 8 array of GM-APDs with
pixels that can be dynamically turned off and on in order to select and pass on
signal modes from receiver to decoder, an algorithm that uses this functionality to
maximize the overall data rate of the system can be constructed. This algorithm
is the Dynamic Pixel Selection algorithm. Its design and operation will be further
discussed in Chapters 4 and 5. Before turning to that development, it will be valuable
to establish the performance metric with which the DPS algorithm's behavior will be
optimized.
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Chapter 3
Selecting an Optimization Metric
Chapters 1 and 2 have made it clear that the Dynamic Pixel Selection algorithm
will weigh different spatial filtration configurations of the GM-APD array with some
sort of metric in order to choose the spatial filter that best maximizes the data
rate and performance of the link. The discussion in this chapter, when contrasted
with the mechanics of the algorithm in Chapter 4, will show that the complexity of
the algorithm does not lie in its implementation but rather in the selection of the
appropriate optimization metric for the DPS algorithm should. Metric selection will
therefore be the task of this chapter.
After discussing the requirements for this optimization metric, we will define the
signal and background photon fluxes over possible spatial masks. Next, peculiarities
in the way the data rate is changed in the LLFSO will be discussed in order to
quantify how the data rate changes affect the signal and background photon fluxes.
Finally, two possible metrics, the link signal margin and the link data-rate margin will
be discussed. Finally, the link data-rate margin will be selected as the appropriate
optimization metric.
3.1 Requirements for a metric
The LLFSO receiver performs soft-decision iterative decoding of incoming 16-PPM
signals by evolving the log-likelihood ratios attached to the incoming data in order
to select the most probable symbol. This is in contrast to hard-decision decoders for
photon-counting PPM systems, which simply select the PPM time slot containing the
most photons as the signal slot.
For the hard-decision decoding case, the symbol error rate (SER) is clearly the
metric that determines the performance of the decoder at the given signal and back-
ground power received over the entire symbol. However, this is not the case for the
SER of a soft-decision PPM signaling scheme decoder. Instead, the SER would have
to be simulated for each different implementation of a soft-decision decoder. While
it would be simple to simply generate and file the new metric into a lookup table
(LUT) with each system change, the fact that one LUT would be completely useless
from one decoder implementation to the next is disconcerting.
Considering the above issues, four requirements can be listed for the margin that
will be used in the METRIC block.
* The requirement metric must be versatile enough to cover all implementations
of direct-detection decoders for the 16-PPM signaling scheme used in the cur-
rent system, at least to the point that the entire metric will not have to be
regenerated when the encoding/decoding scheme is changed.
* It should be sufficiently meaningful so that the optimum result will actually
contain information about whether or not the data rate of the system can be
increased or should be decreased.
* The metric should be parameterized in terms of the number of received signal
photons ns, the number of detected background photons rb, and M, the order
of the PPM signaling scheme.
* It should be capable of returning an optimum result from the different spatial
masks, which are described in terms of n, and rb.
We will show that this decoder-independent, parameterizable and useful metric
exists in the form of the link's capacity margin, which is the difference between the
channel capacity and the data rate of the system.
3.2 LLFSO System Operation - deriving signal and
background power per mask
The LLFSO system is able to extract and measure values of signal and background
photons by using an embedded pilot tone that is in the received data stream. By
addressing each of the GM-APD pixels independently to read out this information,
the signal and background photon fluxes per pixel can be calculated.
The signal photon flux on the i th pixel will be referred to as p,i while the back-
ground flux on the pixel will be referred to as Ubi. The signal and background photons
received per symbol for a given spatial mask can then be calculated from
n. = E/sit (3.1)
mask
and
nb= bit (3.2)
mask
where t is the duration of one PPM time slot and the summations are over only those
pixels that are 'on' in the spatial mask. However, a peculiarity in the way the LLFSO
system adjusts its data rates affects the way n, and nb are calculated. The data rate
in bits of a system using M-ary PPM signaling and a rate-r code is
[bits bits
data rate [symbol= r log 2 (M) symbol (3.3)
The current testbench system on which the DPS algorithm is implemented can only
operate at certain discrete data rates in bits per second. The system's data rate is
changed by using a basic repeat code that requires that a data symbol be received an
integer Q times before the decoder can decode the symbol. For a given value of tslot,
the system's effective data rate in bits per second (bps) becomes:
[ bits r log2 (M) bits 1 symbol
[ second] symbol MQtsiot seconds
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Table 3.1: Q factors and data rates
1
2
for a system with tslot -- 12.9ns, M = 16, and
where Q is an integer from 1 to 32. For the current testbench, which operates using
a 16-PPM signaling scheme with a minimum time slot length of 12.9 nanoseconds,
this means that data rates as shown in Table 3.1 are available.
Because changing the Q repeat factor changes the effective length of a single data
symbol, the signal and background photon fluxes over a masked array are affected as
shown in (3.5) and (3.6).
n, =E Asi(QtS1ot)
mask
nb E bi(Qtslot)
mask
(3.5)
(3.6)
Q Data Rate (bps)
1 8,802,773
2 4,401,386
3 2,934,258
4 2,200,693
5 1,760,555
6 1,467,129
8 1,100,347
10 880,277
12 733,564
15 586,852
20 440,139
24 366,782
30 293,426
40 220,069
60 146,713
120 73,356
Table 3.2: nsmin(nb)
b (backgroundphotons ) (signalphotons
b slot smin slot
0.1000 2.4000
0.1500 2.7000
0.2000 3.0500
0.2500 3.2500
0.3000 3.5600
0.3500 3.7800
0.4000 4.0000
0.4500 4.2700
0.5000 4.5500
0.5500 5.0800
3.3 Defining the limiting factors in the system
Before a spatial mask can be chosen, the signal and background levels at which the
system will not achieve reliable communication must be determined. This problem
was approached empirically from the perspective that, given a background level nb,
the system needs a minimum amount of signal nsmin in order to successfully decode
the received signal. That minimum signal was measured by reducing the signal power
at the receiver end of the testbench for a given background power until the SCCC
decoder operated at 8 iterations. The results can be found in Table 3.2.
Figure 3-1 plots the data points in Table 3.2, as well as the expected minimum
signal required to achieve Shannon capacity. The gap between the two curves can
be attributed to nonidealities in the SCCC turbodecoder and timing jitter between
the transmitter and receiver, which could cause signal and background photons to
be binned incorrectly. However, we note that there is still a large gap between the
actual minimum signal required and the signal required by a system with a lossy
decoder. Previous implementations of the LLFSO did approach and actually fit the
decoder-limited receiver loss. This particular iteration of the testbench system, on
which the data n,,smin(nb) was taken, is lossier than an ideal link and a link affected
only by decoder loss. However, characterization work has not been performed yet
to determine the cause of the increase in nsmin gap between current and previous
LLFSO implementations. However, this pessimistically high estimate for ,,min can
still be used in the DPS algorithm as a point mapping to a threshold margin without
affecting its general function.
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Figure 3-1: Minimum signal power required to successfully decode at a given back-
ground power for the implemented system, for a system with losses due to the SCCC
turbodecoder alone, and for the ideal system capable of achieving Shannon capacity.
In terms of n, and nb we can define the link's signal margin at a given spatial
mask to be
.MAsig - - nsmin(nb) (3.7)
= Q sitsiot - nsmin(Q 1 Pbislot) (3.8)
mask mask
(3.9)
Simple and appealing though it may be, it is not clear that Msig is a suitable metric for
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selecting the data rate and improving decoder performance. By definition, Mi > 0
provides a criterion by which all possible Q factors can be tested to find the maximum
data rate at which the link will have enough signal to achieve decoder convergence.
However, the evaluation of the excess signal margin on the link does not correspond to
the amount of excess data rate the link has available. In addition, the link data-rate
margin is also a more appropriate measure of the decoder performance.
The SCCC turbodecoder implemented in the testbench setup is a max-log-MAP
iterative turbodecoder [21]. Log-likelihood ratios for the raw data in an arriving
symbol are constructed using the derived Poisson channel parameters for the signal
and background photons. Then, the decoder evolves a symbol solution by repeatedly
passing the log-likelihood ratios through concatenated Soft-Input Soft-Output (SISO)
decoders until the decoder as a whole converges to a clear solution [3]. Under these
operating parameters, the decoder used in the testbench setup has achieved data rates
within 1 dB of the Shannon capacity [13].
In the case of the testbench system's max-log-MAP iterative turbodecoder, the
decoder is allowed a maximum of 50 iterations before it must output a decision. The
higher the number of iterations the decoder takes to come to a decision, the more
stressed it is and the greater the likelihood of an incorrect decoding decision. Given
this performance of the decoder as well as the statement that turbocodes belong to
the class of codes whose error rates decrease exponentially at data rates less than
capacity [5], the number of iterations of the decoder can both be tied to the margin
between the channel capacity of the existing link and the data rate at which the
system is actually operating.
In other words, an appropriate metric can be constructed from the Shannon chan-
nel capacity of the system, written as a function C(ns, nb) of the signal and back-
ground photon numbers, according to
Mcap - C(n, nb) - C(n,,min (nb), nb) (3.10)
From now on, C(nsmi(nb), fb) will be referred to as the threshold capacity of the link,
while C(ns, nb) will be referred to as the working capacity of the link.
3.4 Review of channel capacity
W X" y"
estimte
messw m of message
Figure 3-2: General block diagram of a communication system. Modified from Ele-
ments of Information Theory by Cover and Thomas.
Figure 3-2 shows a block diagram of a communication system in which a set of
messages, W, that are mapped into n-bit signals X", are transmitted over a channel
which outputs Y'. The behavior of the channel is characterized by a conditional
probability distribution p(YIX) when the channel has no memory. The decoder
processes the corrupted signal Y" to produce an estimate of the input message, W.
The channel capacity, C, is then the maximum mutual information, I(X, Y), of
the channel over all choices of a prior distribution for X, as shown in (3.11) and
(3.12).
C = max I(X, Y) (3.11)
p(X)
I(X, Y)= p(X, Y)log( p(X, Y) (3.12)
Xn ,yn
Shannon's Noisy Channel Coding Theorem provides an operational definition of ca-
pacity [20]. It states that given a channel capacity of C and a data rate R, there is
guaranteed to exist an encoding scheme such that received codewords can be decoded
with an arbitrarily small probability of error provided that R < C. The converse
to this theorem also states that for R > C it is impossible to transmit data reliably
through this channel.
The FSO channel with atmospheric turbulence is time-varying with memory on
the order of 1-, where fG is the Greenwood frequency. However, the one second
interleaving time employed in the LLFSO system can handle atmospheric fades that
range up to approximately 0.5 seconds [13]. The overall channel, therefore, is rendered
memoryless by this interleaving [15] and is discrete by virtue of the 16-PPM signaling
scheme. Therefore, (3.11) is a correct equation for the capacity of the overall system.
3.5 Evaluating the channel capacity of an idealized
version of the LLFSO link
Moision and Hamkins [18] derived the equation for the channel capacity of the M-
ary PPM optical communications over a Poisson channel. The channel over which
the LLFSO communicates will be assumed to be Poisson with rate parameters n,
and nb, as previously defined, governing the probability distribution of the incoming
signal and background photons. This model has been selected for its convenience.
In addition, the photon-counting capability of the LLFSO system's GM-APD array,
plus the interleaving that it employs makes the Poisson channel model a reasonable
approximation to the true channel.
In order to find the capacity equation for an M-ary PPM system, we assign discrete
probability mass functions to both the signal slot and the non-signal slots.
* PYIx=1(YilXi = 1): probability distribution of photons in the i th PPM slot as-
suming that this time slot contains the signal pulse.
* pyix=o(Yi xi = 0): probability distribution of photons in the it h PPM slot as-
suming that the time slot does not contain the signal pulse.
The likelihood ratio L(yi) is the ratio of the probability of receiving yi photons in
slot i when slot i contains the signal pulse divided by the probability of receiving yi
photons in the it h slot when it does not contain a signal pulse.
L(yi) P =(Yii = ) (3.13)
PYixc=o(Yil i = 0)
The soft-decision capacity of a channel using the M-ary PPM signal format is
given by [18].
C = p () 10g2 ML(Y (3.14)
For the memoryless Poisson channel, we have assumed the distributions of photons
in the signal plus background and background slots of the transmitted symbol are
governed by 3.16 and 3.15, respectively.
e-nb Yi
Py x=o (,i), I , y = 0, 1, 2... (3.15)
e-(nnb)(s (n- ±fb)Yi
PYIX=l Y ,) = 0,1,2... (3.16)
3.6 Evaluating the link margin of a 16-PPM Pois-
son channel as a metric
The difference between the capacity of the 16-PPM Poisson channel capacity and the
system's data rate does appear to fulfill each of the four requirements specified in
Section 3.1 for the metric to be stored in the DPS algorithm's lookup table..
3.6.1 Versatility and Meaningfulness
The channel capacity of the 16-PPM channel used in the system is sufficiently general
to cover all decoder implementations used in the system. The channel capacity in
general is an intelligent metric to use in that the working definition of the capacity
directly corresponds to whether or not a desired data rate is achievable for the system,
and it also carries information about how well the decoder will perform given a link
margin.
3.6.2 Parametrizability over over ns, nb, and M - Monte-Carlo
methods and LUT Generation
The main complexity of the capacity equation (3.14) lies in the fact that the capacity
is the expected value of a ratio of two log-likelihood ratios over all possible observation
vectors Y. Given that the number of photons per time slot is theoretically unlimited,
and the observation vector Y comprises 16 time slots, there are an infinite number of
observation vectors to be summed over.
To simplify this problem, which has no closed-form solution, Monte Carlo methods
must be used. In the Monte Carlo method of capacity calculation, T trials are run.
In each trial, an observation vector governed by the distribution of a given n, and nb
is constructed. The observation probability of the generated Y and resulting value of
the likelihood function 3.13 are computed and tallied into a running total. Finally,
an average over the values of the running sum are taken, resulting in the Monte Carlo
calculated channel capacity. The code for this operation can be found in Appendix
B.1.
While implementing the above routine is complex, the main complexity arises in
deciding how many trials, or generated observation vectors, are required to obtain
a sufficiently accurate estimate of the capacity. Using information theory and the
Asymptotic Equipartition Property (AEP), the number of trials T can be determined
for a given n, and nb as described in Appendix A. The number of trials required for
typical values of n, and nb ranges from 103 to 106.
3.6.3 Optimizability
For a general understanding of the way channel capacity behaves over the range of
signal and background strengths, it is most useful to look at a three-dimensional plot
of the capacity vs. signal and background levels given in units of photons as shownslot
in Figure 3-3(a). The channel capacity is plotted in units of sybiol. The data rateinpysymbolT
of the system itself is 2 bit, given that the system operates with 4-bit symbols, and
utilizes a rate-' code to transmit and receive data.
The system is bound to operate at 2 bit - if the capacity lies below the data rate
for a given signal and background power, it will be impossible to successfully close the
communication link. Therefore, the first duty of the METRIC block, given the spatial
masks, is to make certain that the link can successfully be closed by asserting that
the link margin, or difference between the channel capacity and data rate, is greater
than zero. This is most obvious as seen in Figure 3-3(a), which depicts the data rate
plane slicing through the 3D function of the channel capacity.
If the system is operating at a channel capacity for a given n, and nb that lies
above the data rate, there is a certain amount of excess signal power being transmitted
through the link. In Figure 3-3(a), it is clear that there are essentially three regimes
in the channel capacity. They are:
* n, I< M x nb: Here, it is clear that the capacity is almost 0 and that the low
signal-to-noise ratio in the channel is strangling the communication link.
* n, = nsmin: At this point, as shown in the contour of Figure 3-3(b) the capacity
is barely within range of the data rate. If optimization of spatial masks occurs
in this regime, care will have to be taken to ensure that the estimation of n, and
nb are sufficiently robust so that the METRIC block does not suggest a spatial
mask for which the data rate exceeds the actual capacity, and so does not allow
the communications link to operate.
* ns, M x nb: In this high-SNR regime, the capacity essentially hits a plateau.
For a wide range of n. and nb values in this regime, the capacity values would
allow a wide range of spatial masks for which the 2b it data rate could be
achieved. It is expected that for this regime, optimizing the spatial masks
would not result in a great improvement in the channel capacity, and additional
signal margin would not affect the performance of the decoder.
Given the versatility, meaningfulness, parameterizability, and optimizability of the
16-PPM Poisson channel capacity, it can be definitively stated that the link margin
Mcapacity of a 16-PPM Poisson channel is the correct optimization metric to use in the
Capacity fc(ns, nb) vs. ns, nb
Q,3.5
0 .. ,3 .2 1 0
gnb ckrud htons a si hO ns
(a) A 3D plot of the capacity for the 16-PPM Poisson channel vs.
n and nb. The plane on the graph corresponds to the data rate
at which the system operates.
Contour plot of capacity at 2 8yopver n, and nb2.5 .5 ..........2 2 ......... . .
00.50 0.1 02 0.3 0.4 0.5 0.6
ba ndbackndphotons undtons
nb sot_ snot
(b) A contour plot of the channel capacity for the 16-PPM Poisson channel
Figure 3-3: 3D and contour plots of the capacity of a 16-PPM Poisson channel.
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Dynamic Pixel Selection Algorithm. The function C, which gives a channel capacity
for an n, and an nb to use in the DPS algorithm, will be used to evaluate (3.10).
It can easily be stored in a lookup table (LUT) within the system so that the DPS
algorithm access it.
Chapter 4
Dynamic pixel selection
The Dynamic Pixel Selection (DPS) algorithm exploits the capability of the LLFSO
to adaptively adjust the amount of signal and background levels sent to the decoder
so that the entire link can operate at the maximum possible data rate. Because the
receiver employs an 8 x 8 GM-APD array, each of the 64 detectors turned on or off
by a spatial filter so that the number of raw signal photons passed from the receiver
to the decoder is maximized while the number of background photons passed to the
decoder is minimized. The DPS algorithm assumes that out of all the possible spatial
filters that can be applied to the 8 x 8 GM-APD array in the DPS algorithm, one
is the optimal filter. This optimal filter, when used to post-process the received raw
photon data, will result in the signal and background power that allow the link to
perform at the highest possible data rate and the best possible capacity margin in
order to optimize performance.
Unk
Monitor &
Control
Reeiver
Decoder
Figure 4-1: The DPS algorithm is placed between the GM-APD detector and the
Receiver system in order to filter photon data sent to the Decoder.
Only three simple computational blocks are required to implement the DPS al-
gorithm. The first block, the POISSON-FIT block, is used to measure the received
signal and background photons per GM-APD detector in the detector array. It uses
these fluxes to also determine the Poisson rate parameters describing the probabilistic
processes that govern the signal and background photons impinging on the GM-APD
array. The second block is the SORT block. It is used to generate the candidate
spatial masks over which the DPS algorithm will optimize. The third block is the
METRIC block. It takes in candidate spatial masks from the SORT block and selects
the mask which best optimizes the metric contained in the lookup table attached
to the METRIC block. The result of the METRIC block, and of the Dynamic Pixel
Selection algorithm itself, is the highest data rate at which the link could possibly
operate as well as the spatial mask that will yield the value of that maximum data
rate.
The block diagram of the algorithm is shown in Figure 4-2. The rest of this chapter
will go through each of these three blocks - the POISSON-FIT block, the SORT block,
and the METRIC block in detail. The theory and implementation of the computations
of each block will be discussed. The end results of the algorithm will be discussed in
Chapter 5.
Poisson-fit Block Sort Block Metric Block
Figure 4-2: General block diagram of the Dynamic Pixel Selection algorithm.
4.1 The Poisson-fit block
The POISSON-FIT block generates and 8 x 8 array of signal photons per time slot per
detector and an 8 x 8 array of background photons per time slot per detector. The
signal and background photon counts over the GM-APD array are generated by using
temporal information embedded in the data stream of the LLFSO. By discussing the
maximum likelihood estimator of a Poisson process, we will prove that these gener-
ated signal and background photon count values can be viewed as rate parameters
that describe the Poisson processes for the incoming signal photon streams and back-
ground photon streams at the detector. The Poisson distribution for the probability
of detecting k incident photons impinging on an array over a single time slot, tlot, is
p(k; A) = )ke- = 0, 1, 2... (4.1)
where p is the rate in photonstslot
First, we will describe how the signal and background photons received per de-
tector are extracted from pilot tones, also known as SYNC tones, that are embedded
in the data stream. Then, we will tie these empirically derived values to the rate
parameters used to define Poisson
4.1.1 Retrieving temporal photon count information
In the LLFSO system, the raw PPM signaling format that is received contains SYNC
tones interspersed between the data symbols, where a SYNC tone is defined to be
a 16-PPM symbol that contains an "ON" pulse in its center time slot. The SYNC
tones allow the receiver to temporally synchronize with the transmitter. After this
time synchronization, the receiver can bin the received photons as signal photons or
background photons based on whether or not they arrived in the center time slot.
Using this binning, we can then scale the photon flux per pixel by the signaling time
slot to1,t to construct ns, the signal photons per time slot, and rb, the background
photons per time slot.
The receiver relies on a SYNC detector algorithm that searches for tones that
fit the periodicity and structure of the SYNC tone. The SYNC detector algorithm
continuously splits the incoming signal stream with a histogram that matches the
length of the SYNC tone and aggregates these sections of raw photon counts. Noise
and data symbols add incoherently while SYNC tones add coherently, as seen in 4-3.
/ 4
Dta Symbols Sync To Symbol D Symbols
Figure 4-3: Receiver time synchronization - SYNC tones add coherently, while data
symbols and noise add incoherently. Modified from 'An End-to-End Demonstration
of a Receiver Array Based Free-Space Photon Counting Communications Link' by P.
Hopman and L. Candell.
Two layers of phase locked loops (PLLs) are then used to track the center slot of
the SYNC symbols and the gradual drift in the center slot of the SYNC symbols over
time. The drift in the timing of the center slot is due to Doppler shifts, the drifting
of the receiver and transmitter clocks, and jitter from the photon detection itself [13].
Given that the temporal slides listed above are fully compensated by the PLL
detection and tracking algorithm on the receiver side, it is assumed that each photon
detected at the receiver end can be accurately assigned to one of the 16 time slots
in the detected SYNC symbols. As a result, a very simple calculation can be run to
estimate the n, and nb, background photons per slot. These two parameters will allow
the rest of the DPS algorithm to calculate the current performance of the channel as
well as estimate the optimal performance of the communication channel.
4.1.2 Calculating nsi and nbi
Given the raw photon counts per pixel per time slot in a SYNC symbol over the
GM-APD array, calculating the signal and background photons per slot becomes a
simple exercise in solving simultaneous equations.
photon counts
217>- - - -
SYNC symbol
1(n,, +n) a total signal slot photons
Figure 4-4: Calculating ni from raw photon count data given Q = 1, tso1 t = 12.9ns.
Both the temporal and spatial locations of the photons are used to calculate the nsi,
or the number of signal photons per ith pixel per time slot over the entire GM-APD
array.
For each pixel, the equations in (4.3) and (4.4) can be used to solve for ni and
nb. N is a generic constant that describes the number of SYNC symbols over which
the photon counts were collected. N is a function of the frame rate, the order of the
PPM signaling scheme, and the integration period of the receiver, where the frame
rate is defined to be the number of SYNC symbols in a single collected supersymbol.
M, for the LLFSO system, is 16, and tit is 100 milliseconds.
N x (pi + p#i)
N x (p, + Mii)
N
From these calculated Lij and
to (3.5) and (3.6).
= photons in signal slot in ith pixel (4.2)
= photons in entire symbol in ith pixel (4.3)
tint (4.4)M * frame rate
pibi values, ni and nb values can be calculated according
em,
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4.1.3 The Poisson Maximum Likelihood Estimator and Esti-
mation Error
At this point, all of the psi and Lbi values that are calculated are simply deterministic
descriptions of the photon flux at a the ith detector of a receiver array. The question
remains of how the Poisson rates p of the signal and background photons arriving at
the receiver can be estimated, and, of course, how they are related to the calculated
nsi and nbi-
To address this problem we will derive the maximum likelihood (ML) estimator
of a generic Poisson rate parameter p. This estimator determines the rate parameter
estimate 1f that that maximizes the probability of observing the given raw photon
count data sequence. Deriving the ML estimator of a distribution begins with writing
out the log-likelihood ratio as a function of the parameter that needs to be estimated
and then maximizing the probability of the observed sequence with respect to the
estimated parameter. The basic derivation is as follows.
L(p) = log p(k p) (4.5)
= log( (4.6)
dL(Iz)dp = 0 (4.7)
-n0+- ki 0 (4.8)
Si=1
E ki (4.9)
i=1
The final form of the estimator, seen in (4.9), shows that the sum of total photon
counts over the integration period is a sufficient statistic from which the Poisson rate
parameters can be estimated. Amazingly enough, (4.9) proves that we have already
calculated the rate parameters for the signal and background photons impinging on
the the ith pixel of an array in a by calculating psi and pbi.
In addition, since (4.9) proves that the average of the photon counts per pixel
is a Maximum Likelihood Estimator, the Fisher Information of the estimator can be
used to bound the error in estimating the p rate parameter. Since the variance of
the estimator goes as 1, the error in the estimator is on the order of L. Essentially,
the error of the using the signal and background flux values ,i and /bi as rate
parameters is equal to -, where N is the number of SYNC symbols over which the
raw photon counts were taken as defined in (4.4). Finally, nsi and nbi Poisson rate
parameters for signal and background photon rates per pixel per signaling time slot
can be calculated for a given Q and tslot. This simple linear scaling of the Poisson
rate parameters is valid because combining two Poisson processes results in a third
Poisson process whose rate is the sum of the the original rates.
As a result, the POISSON-FIT block can send an 8 x 8 array of si and bi values
over the 8 x 8 GM-APD array to the SORT block, where the pi and pbi can be
viewed as either deterministic flux values or estimates of a rate of a probabilistic
Poisson process.
4.2 SORT block
The goal of the SORT block is to generate a set of spatial filters intended to overlay
the GM-APD array with the guarantee that the set of generated filters contains the
optimal filter. This optimal filter will be guaranteed to correspond to signal and
background levels that will maximize the data rate of the system and the channel
capacity margin. Each of the values in the spatial mask corresponds to a '0' or a
'I', depending on whether or not raw photons from the pixel will be counted at the
receiver and passed to the decoder. These binary-valued spatial filters will be referred
to as 'masks' from now on.
4.2.1 The sorting metric
The first problem faced in the implementation of the SORT block is deciding how to
reduce the number of spatial masks that qualify as optimization candidates. The 8 x 8
GM-APD array has a total of 64 pixels. Therefore, there are 264, or approximately
2 x 1019 spatial masks, that can be tested for optimality. There are two major problems
with defining the testing domain in this way:
* Time constraints. Testing all of these combinations and then providing real-
time feedback to the rest of the system is impossible.
* Order of growth. The number of elements in the testing domain grows expo-
nentially with the number of pixels in the array
Testing all possible spatial masks is a very large task even for an 8 x 8 GM-APD array.
The task would be even more unfeasible for a larger GM-APD array that might be
developed in the future. Therefore, it follows that the SORT block needs a metric
that will measure the quality of each pixel.
By assigning an importance to each pixel, the domain of masks over which the
DPS algorithm optimizes can be reduced to the number of pixels in the array. For
N-pixel array, the SORT block generates N spatial masks, numbered 1... N, by the
following procedure. The ith spatial mask is taken to be the one in which only the i
pixels with the highest ni values are assigned '1' values and would have their data
passed through to the decoder from the GM-APD array. As a result, the SORT
block reduces the task of optimizing over spatial masks from an exponential problem
to a linear problem with respect to the number of pixels in the given detector. For
the LLFSO's 8 x 8 array, this corresponds to a decrease from 2"4 possible masks to
only 64 possible masks.
4.2.2 Sorting by psi
The metric that the SORT block uses is an extremely simple one - the 1psi values
assigned to each pixel determine which pixels are turned on for each of the 64 possible
masks for the 8 x 8 GM-APD array.
The Ibi values are assumed to be identical across the entire array. The background
comes from extraneous light falling on the detector array as well as dark count rates.
As noted in [9], the dark count rates in the GM-APD array are the same for all pixels
in the array due to the reliable fabrication process that is employed to produce the
array. In addition, the array as a whole is focused on a single portion of the sky, see
Figure 1-3, which means that rates due to background light are also constant across
the array. This behavior was confirmed during a link test, as shown in Figure 4-5,
which plots nbi across an entire GM-APD array for Q = 1 and to,,t = 12.9ns. As a
result, the simple assessment of pixels by the amount of signal photon rates on each
pixel (pi) while assuming a constant average noise per pixel (AUi) is a valid way to
construct spatial masks.
In addition to demonstrating the sort-by-psi procedure, Fig. 4-5 summarizes the
function of the SORT block. Given the array of Ui values over the detector, it
constructs 64 spatial masks using the si values to rank order each of the 64 pixels.
The sample spatial masks seen in Fig. 4-5 allow several important conclusions to
be drawn about the absence of restrictive assumptions when sorting by /si is used.
In particular, the signal spot is not assumed to be symmetric, nor is it assumed to
be centered on the array. These assumptions are most obvious in the spatial masks
corresponding to the top 9 and top 18 pixels selected.
Finally, Fig. 4-5 also motivates the need for a spatial mask. By viewing the ni
and nbi values summed over the 'ON' pixels in each one of the masks, the need to
reject background photons while preserving signal photons is clear. The spatial mask
for all 64 pixels is an extremely poor one because it admits an unnecessary amount of
background. The spatial mask with only the most signal-filled pixel selected provides
excellent background rejection but preserves less than 10% of the original n, over the
entire array.
It is useful to get an idea of how n, and nb evolve from one pi-generated spatial
mask to the next. In Figure 4-6, it is seen that n, is a concave, saturating function
whereas nb increases linearly as the number of pixels turned on in each ni rank-
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Figure 4-5: A given raw array of ni and nbi over an 8 x 8 GM-APD array for Q = 1
and tlt = 12.9ns, and the corresponding spatial masks the SORT block generates
when selecting the top 1, 9, 18, and 64 pixels.
ordered mask is increased. The saturating increase of the signal is expected, given
the point-spread functions discussed in Chapter 2. They govern the spread of the
signal spatially across the array and support the idea that the majority of the signal
is contained in only a few pixels, with a drop off in signal strength in the pixels
further away from the center of the PSF. In addition, the linear increase of the
background supports the assumption that the background power levels across the
array are constant. Therefore, an optimal spatial mask that minimizes the background
while preserving the maximum possible amount of signal on the array should exist.
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Figure 4-6: A plot of the way n, and nb for Q = 1 and tlot = 12.9ns increase over
the generated masks as the number of top pixels selected in a given spatial mask
is increased. The raw data used to generate these plots was also used to generate
Figure 4-5.
The tradeoff between signal preservation and background rejection is what mo-
tivates the function of the METRIC block. After generating the 64 spatial masks,
the SORT block passes the masks to the METRIC block, where the mask that best
optimizes the given function held in the METRIC block will be selected to filter the
raw photon data before it enters the decoder.
4.3 METRIC block
The spatial masks generated from the SORT block are the input of the METRIC
block. The METRIC block chooses and outputs the spatial mask that maximizes the
data rate based on the link margin Mcap as discussed in Chapter 3.
Mcap is defined as the difference C(ns, nb) - C(smin,, rib) for a given signal and
background flux over the entire GM-APD array (ns, rb). It is calculated using an
LUT to store values of C(n,,nb). Generating this LUT is taken as a fixed cost,
albeit a large one. From testing, it was determined that the LUT should support
n, values up to 6.5 photons and nb values up to 0.55 photons Within these ranges,
the resolution required for the n, coordinate is approximately 0.01Photons while theslot
resolution required for the nb coordinate is approximately 0.001 phot.n The much
higher resolution required for the nb coordinate is due to the fact that the nb value
is measured in terms of single slots, instead of over an entire symbol. Thus, small
changes in the nb result in much higher swings in capacity. In the end, the LUT
is required have the dimensions of 650 x 550 with the above resolutions for n, and
rb. For finer resolutions, interpolation techniques can be used to calculate capacity
values.
It should be noted that only at this point in the DPS algorithm are the signal
and background fluxes n, and nb being used in the sense of rate parameters defining
the characteristics of signal and background Poisson processes over the total array.
If the optimization metric used in the DPS algorithm was Msi, which is defined as
(ns - nsmin, nb), n and nb would simply be used in their context as deterministic
photon fluxes over the total array.
Figure 4-7 is a functional block diagram that details the operation of the METRIC
block. For a given Q, or repeat factor, the block first sums the signal (n,_total_i)
and background (nbtotali) levels for the each of the 64 spatial masks generated by
Figure 4-7: The functional block diagram detailing the operation of the METRIC
block of the DPS algorithm.
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the SORT block. It then constructs a 64-long vector of capacity margin values, Mcap,
for each of the masks and selects the maximum capacity margin value as well as the
corresponding index imax. The METRIC block initializes the operation at the lowest
possible Q, Q = 1, and then asks the following question: Is the maximum capacity
margin value greater than the data rate? Its behavior, once the question is answered,
is as follows.
* NO: If the capacity margin is less than 0, then this means that the data rate
is out of bounds and is not accessible according to Shannon's Noisy Channel
Coding Theorem. Therefore, no spatial mask or encoding scheme at the cur-
rent repeat factor will allow the link to transmit information reliably. Q is
incremented by 1, and the algorithm continues.
* YES: If the capacity margin is greater than 0, then the operation can terminate,
as the highest possible data rate has been found. Qoptial is set to the current
value of Q, and the spatial mask with the top imax pixels selected is chosen for
system operation.
It is particularly interesting to look at the general shape of the capacity margin
vectors associated with each of the 64 spatial masks for a given Q factor. Figure 4-8
shows the capacity margin optimization as the METRIC block operates. Note that
values of Mcap are now given in bits. This is a more intuitive way to measure the
possible change in performance of the system since the units of bits per second carry
more meaning when assessing the performance of a communication system.
The shapes of these capacity margin vectors and the information that can be
gleaned from the path across the capacity LUT will be further analyzed in Chapter 5.
4.4 Conclusion
Dynamic Pixel Selection is an easily implementable algorithm that only requires raw
photon counts from a direct-detection multimode detector and the capability to tem-
porally track signal and background time slots. With these two requirements fulfilled,
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Figure 4-8: An example data rate optimization of the METRIC block in units of bits
second"
the low-complexity, easily implementable DPS algorithm can ensure that the system
operates at the maximum data rate at all times. Thus, dynamic pixel selection is
a computationally cheap, easily implementable way to take advantage of the multi-
mode receiver capability of the GM-APD array in a photon-counting free-space optical
communication link in order to maximize the data rate at which the system operates.
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Chapter 5
Performance analysis of the DPS
algorithm
In order to verify the robustness and capability of the DPS algorithm, it is necessary
to test the algorithm over a range of inputs that are sufficiently diverse in order to run
the DPS algorithm in different modes. In this manner, we can establish the fact that
the DPS algorithm improves system performance. Demonstrating this improvement
will be the subject of this chapter.
First, five testing points that span all DPS operational modes will be constructed
by analyzing the gradients of the theoretical channel capacity versus the signal and
background strengths. Next, the performance of the DPS algorithm at the five dif-
ferent testing points will be studied using data derived from the testbench system.
For each of the testing points, the spatial masks resulting from the optimization will
be discussed. Then, the question of whether or not the system is capable of working
at the data rate suggested by the DPS algorithm will be answered. Finally, improve-
ments in the error rate of the system will be discussed by comparing iteration counts
from the decoder before and after the DPS algorithm's optimization. In addition,
solutions from the simple signal margin optimization discussed in Chapter 3, Mig
will be evaluated against the capacity margin optimization metric, Mcp, used in the
DPS algorithm.
The testing points employed in our testbench measurements will also be linked to
atmospheric seeing conditions that would result in the particular spatial configuration
of signal and background photon counts received at the GM-APD array. As a result,
the work in this chapter can be applied to assessing the value of the DPS algorithm
in real application scenarios.
5.1 The testbench system and decoder
A picture of the testbench system on which the data was taken is included in Figure 5-
1. It should be noted that this picture only contains the receiver end of the testbench
system, and therefore only shows the GM-APD array, FPGA board on which the
turbodecoding algorithm is implemented, and the fiber and receiving optics through
which the PPM encoded signal is transmitted on the receiver. By moving the fiber,
the spot size and location on the GM-APD array can be changed to simulate long-
exposure seeing effects.
Figure 5-1: A bird's eye view of the receiver
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end of the LLFSO testbench system.
Another portion of the testbench system is its graphical user interface (GUI). The
GUI visualizes the system parameters at the receiver end of the testbench setup and
summarizes the performance of the decoder and thus of the communication link. The
most important parts of the GUI are highlighted in Figure 5-2.
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Figure 5-2: Graphical User Interface output when testbench system receiver is suc-
cessfully receiving and decoding payload data.
The GUI sections within the blue boxes show the signal and background strengths
and data rate at which the entire communication link is operating. At the operating
point, data is being transmitted at 1.1 Mbps with a signal n, of 5.864 photons and a
background nb of 0.113 photonsslot
The GUI sections within the yellow boxes summarize the spatial mask that is being
applied to the 8 x 8 GM-APD array. The Top Pixel check box corresponds to whether
or not the DPS algorithm is turned on for the system. The 8 x 8 grid represents the
GM-APD array. The squares in the grid are displayed using a logarithmic gray scale
keyed to the total photon counts over the array in the given integration period. If
the DPS algorithm is on, the pixels that are selected by the algorithm are encircled
in a green square. If the DPS algorithm is off, data from all 64 pixels is aggregated
and sent to the decoder.
The parameter that measures the performance of the decoder is the number of
iterations the decoder requires to come to a solution. It is outlined in red in Figure 5-
2. The number of iterations the testbench decoder requires to come to a solution will
be measured and presented for each testing region to summarize the performance of
the system and decoder before and after the application of the DPS algorithm. For
the LLFSO system, it is specified that the definition of a working decoder corresponds
to the decoder requiring 8 iterations or less.
5.2 Selecting testing points
Because the metric used in assessing the DPS algorithm is the link's capacity margin,
it is instructive to select testing points based on the gradients of the Shannon capacity
with respect to slight changes in either signal or background strength at a given
operating point. Contour plots for both of these gradients are shown in Figure 5-3.
We see from Figure 5-3 that the primary parameter that affects the gradient of
the capacity at signal and background levels which are sufficient for reliable decoding
is associated with changes in the rate at which signal photons arrive at the detector,
n,. From the capacity gradient with respect to the signal strength, the working
capacity of the link as defined in Chapter 3, and the line corresponding to equal signal
and background strength within a 16-PPM symbol, 5 testing regions that cover all
possible operating points of the DPS algorithm are selected. The specific test points
we employed are shown in Figure 5-4.
* Test Point 1: This test point corresponds to high signal levels and low back-
ground strength. It is the best possible scenario for link operation, and is also
the scenario in which the DPS algorithm most dramatically increases the data
rate because of the large available link margin.
* Test Point 2: This test point corresponds to low signal strength and low back-
ground strength. It is a difficult scenario for link operation because its (ns, rb)
point is so close to the threshold signal strength, nrmin. As a reminder, the
values of nsmin(nb) can be found in Table 3.2 and represent the minimum sig-
nal photons required given nb background photons on the link in order for the
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Figure 5-3: Contour plots of the gradient of the Shannon capacity in bits with re-
symbol
spect to changes in signal and background strengths. In addition, lines corresponding
to n, = 16nb are plotted to show the point at which signal and background strengths
are equal in a received 16-PPM symbol.
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Figure 5-4: The 5 test points in (n8 (signal photons per slot),nb (background photons
per slot)) that will be employed to validate the DPs algorithm across the full range of
operating conditions. The plots are referenced against |Oapacit Ins,8b, threshold signal
strength nsmin(nb), and line along which the signal and background strengths are
equal over a single symbol.
decoder to converge at 8 iterations. At best, the DPS algorithm can construct
a more robust spatial mask that can increase the margin between the working
and threshold capacity in order to ensure the link stability. At worst, the DPS
algorithm will not be able to construct a spatial mask to allow the system to
operate.
* Test Point 3: This test point corresponds to the point at which the total signal
and background photons over an entire 16-PPM symbol are equal. It is well
within a stable, flat region of the capacity and also operates well above the
working capacity of the link. The DPS algorithm should offer a slight data rate
improvement.
* Test Point 4: This test point corresponds to high signal strength which is, nev-
ertheless, swamped by the total background level in the symbol and is actually
under nsmin(nb). This test point actually lies under the threshold capacity as-
sociated with the level of background received. As a result, the DPS algorithm
will not be able to suggest any improvement in the data rate, but will be biased
toward a spatial mask that rejects as much background as possible in order to
allow the link to transmit information reliably. Again, as in Test Point 2, in
the worst case scenario the DPS algorithm will not be construct an optimizing
spatial mask that will allow reliable information transmission.
* Test Point 5: This test point corresponds to very high signal and background
strength. Significant data rate improvements should be suggested by the DPS
algorithm, and the spatial masks generated in this region will be much more
discriminating than the masks generated in Test Point 1. Unlike Test Point 4,
the link is already operational at this (n,, nb) point, so the duty of the DPS
algorithm lies in increasing the data rate and not in improving the performance
of the decoder.
5.3 Discussing data sets
5.3.1 Test Point 1: Plateau region, n, > M * b, ns = 6.5,
nb = 0.1
This test point represents the best-case scenario for the DPS algorithm wherein it
can greatly raise the system's data rate. Here, the signal strength on the link is very
high and the background level is extremely low. As a result, the margin between the
link's working capacity and its threshold capacity, Mcapacity, is large, allowing the
DPS algorithm a great deal of excess capacity which it can trade off for an increased
data rate. In Figure 5-5(a), it is seen that the signal spot is sized for moderately
poor seeing conditions because the signal spot is spread out across the GM-APD
array. Combined with the fact that the operating point is located at a plateau in
the capacity metric with respect to the background level, this signal spread implies
that the DPS algorithm will pass as many of the pixels receiving signal photons as
possible to the decoder.
Due to the large margin at the initial data rate of 1.1 Mbps, running the DPS
algorithm at 1.1 Mbps has no effect on the average number of iterations as seen in
Table 5.1. This is also confirmed by checking the capacity margin optimization plot
in Figure 5-6(a). Since there is so much signal on the array and so little background
on the array, there is essentially no difference in the cost between the various spatial
masks so long as they include enough signal to sit above the threshold capacity for
the given background levels. Running the DPS algorithm optimization at 1.1 Mbps
only decreases the number of decoder iterations while barely increasing the capacity
margin from 0.453 Mbps to 0.039 Mbps, as shown in Table 5.1.
Figure 5-6(a) plots the capacity margins Mcpacity in bits per second versus the
number of top pixels selected in a candidate spatial mask. It predicts that an increase
in the data rate from 1.1Mbps to 2.93Mbps will reduce the capacity margin in the
link down from 0.453 Mbps to 0.039 Mbps. In addition, Table 5.1 demonstrates that
while the DPS algorithm does suggest the correct data rate at which the link could be
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Figure 5-5: DPS capacity margin optimization with spatial masks in Test Point 1.
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(b) Test Point 1: Simulation signal margin optimization.
Figure 5-6: DPS capacity margin and signal margin optimization in Test Point 1.
Table 5.1: DPS Algorithm operation in Test Point 1
Data rate (Mbps) DPS n, nb Iter. Ma[Mbps] Mig potons
1.1 Off 6.54 0.113 2.05 0.453 4.054
1.1 On 6.10 0.100 2.00 0.453 3.703
2.93 Off 2.45 0.043 4.45 0.039 0.050
2.93 On 2.45 0.043 4.33 0.039 0.050
operating, the spatial masks suggested by the DPS algorithm at either data rate have
no real effect on the performance of the decoder because of the fact that the capacity
C(n, nb) in this region is relatively immune to slight changes in the signal n, of the
given mask. It is also interesting to note that while the signal margin optimization
also suggests the same data rate and spatial mask, it does seem to imply that the
performance of the decoder will decrease wildly with each increasing data rate, which
is not at all the case as evidenced by the capacity margin optimization in Figure 5-
6(a). In reality, the link margin only decreases sharply when the link is operated at
a 2.93 Mbps data rate.
That the DPS algorithm correctly suggests that the data rate be tripled at the
given signal and background levels is an excellent indicator of the way in which
the algorithm can improve system performance at low background and high signal
strength.
5.3.2 Test Point 2: Non-plateau region, ns > M * rb, n, = 2.3,
nb = 0.1
This test point was chosen to prove that, under low background and low signal con-
ditions, the DPS algorithm is faced with a distinct disadvantage when operating on
a point with n, < nsmin(nb). At this particular point, the DPS algorithm is unable
to construct a spatial optimization that increases the capacity margin of the link so
that the system can function at the given data rate.
Figure 5-7(a) shows that although signal strength is relatively low, the spot itself is
sized for good seeing conditions. As seen in Figure 5-7(b), however, the DPS algorithm
Table 5.2: DPS Algorithm operation in Test Point 2
Data rate (Mbps) DPS n, nb Iter. Mcap[Mbps] Mig
1.1 Off 2.28 0.0953 18.69 -0.0326 -0.117
is unable to optimize the link performance despite the low background situation. The
data rate cannot be increased because of the low signal power. By this same token,
the decoder performance cannot be improved because the background is low. The
low background contributes to flat capacity vectors, which in turn mean that exists
a wide set of spatial filters that all lie near a nonnegative capacity margin as shown
in Figure 5-8(a). However, the flatness of the capacity vectors also means that there
is no obvious peak or optimization which yield a larger capacity margin than the
current operating point. As a result, the DPS algorithm returns the result that it
is impossible to reliably transmit information over the link at the current 1.1 Mbps
data rate or any higher data rate.s
As a check, we note that the Msi optimization also results in no data rate being
selected, as shown in Figure 5-8(b).
The DPS algorithm's prediction of the link's failure at the initial test point is con-
firmed by the decoder's iteration count of 18.69 as seen in Table 5.2. More crucial,
however, is DPS algorithm's assertion that before any data rate or decoder improve-
ments can be made at the array, more signal photons must arrive at the detector.
5.3.3 Test Point 3: n, r M* nb, ns = 4.4, nb = 0. 3
This test point represents the most general link situation, in that LLFSO system is
typically operated at high signal strengths that are still on the order of background
level per symbol. Slightly better seeing conditions than Test Point 1 were assumed,
as seen in Figure 5-9(a).
Because of the high signal level over the array, the DPS algorithm concludes that
the link's data rate can be increased from 1.1 Mbps to 1.47 Mbps. This increase
can be accomplished by a spatial filter that rejects just under 66% of the noise in
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Figure 5-7: DPS capacity margin optimization with spatial masks in Test Point 2.
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(b) Test Point 2: Simulation signal margin optimization.
Figure 5-8: DPS capacity margin and signal margin optimization in Test Point 2.
the array, as shown in Figure 5-9(b). It interesting to note that the DPS algorithm
does account for the seeing conditions that are better than those in Test Point 1
by creating a mask narrower than the mask generated in Test Point 1 to admit the
maximum possible amount of signal photons from the detector to the decoder.
The most interesting feature of this test point is the difference in the utility of the
DPS algorithm at the current data rate versus the optimized data rate. At the given
data rate of 1.1 Mbps, a spatial filter generated by the DPS algorithm is predicted to
only have the slightest effect on the performance of the decoder itself to the high link
margin. This prediction is confirmed by the mild decrease in average iterations from
4.3 to 4.2 iterations when the DPS algorithm is applied at the initial data rate, as
seen in Table 5.3. It is unsurprising that a slight shift in the background and signal
levels would have little effect on decoder operation if the decoder is already operating
with a high capacity link margin.
In Figure 5-10(a), the effects of the DPS algorithm at the higher data rate of
1.47Mbps are much clearer. Without spatial filter optimization at the suggested
higher data rate, the DPS algorithm predicts that the link margin will be low and
will result in a stressed decoder with an elevated iteration count. With spatial mask
optimization, however, the margin increases sharply, which corresponds to a greatly
improved decoder performance. Table 5.3 shows that iterations at the optimized data
rate fall from an unacceptable 8.8 iterations to a more respectable 4.1 iterations. In
addition, Figure 5-10(a) also carries information about the signal and background
levels across the array. The fact that the signal level is high is implied by the ac-
cessibility of a data rates higher than 1.1 Mbps. Furthermore, the gentler peaks in
the capacity optimization curves Mcapacity means that the cost of the background is
still not especially significant in comparison to the level of signal across the set of
spatial masks. The gentle Mcapacity curves imply that almost all of the masks allow
operation at the optimal data rate of 1.47Mbps.
The signal optimization curves seen in Figure 5-10(b) are particularly interesting
in this region. Given that background has risen across the array, weighting the masks
according to the signal margin associated with each one would actually be a reasonable
way to solve the optimization problem. However, while optimizing by Mig seems to
yield the right spatial mask, the increases in signal strength seem to have nothing to
do with the degree of improvement in the decoder, other than predicting that decoder
improvement will occur.
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Figure 5-9: DPS capacity margin optimization with spatial masks in Test Point 3.
5.3.4 Test Point 4: Non-plateau region, n, < M * nb, n, = 4.0,
nb - 0.511
This test point was chosen as, presumably, the worst possible scenario for DPS al-
gorithm operation. Here, the background strength is much higher than the signal
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Figure 5-10: DPS capacity margin and signal margin optimization in Test Point 3.
Table 5.3: DPS Algorithm operation in Test Point 3
Data rate (Mbps) DPS n, nb Iter. Map[Mbps] M ,,g[ photons
1.1 Off 4.326 0.294 3.010 0.153 0.803
1.1 On 4.195 0.150 2.639 0.306 1.493
1.467 Off 3.434 0.215 8.785 0.108 0.325
1.467 On 2.786 0.066 4.086 0.157 0.386
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level in a symbol and the link is unable to transmit at the lowest possible data rate
because the current operating point corresponds to a negative capacity margin of
-0.120 Mbps. Therefore, the link is unreliable and operates at 15.59 decoder iteration
counts, a number that is far higher than the system specification of a maximum of
8 iterations. For this test point, seeing conditions are sized to be extremely good in
order to maximize the performance of the DPS algorithm. This good seeing can is
shown Figure 5-11(a). Because of the small signal spot and the large number of signal
photons on the array, the DPS algorithm is able to construct a spatial mask that will
allow the decoder to converge at the 1.1Mbps data rate.
The optimized spatial mask admits data from fewer than half the pixels on the
array. Therefore, the background noise sent to the decoder is also halved. This drastic
chopping of the array is somewhat intuitive given the fact that each additional pixel
carries a heavy penalty in the form of a high background level per pixel. It can also
be seen in the form of the peaks present in the capacity margin optimization vectors
plotted in Figure 5-12(a). Nicely enough, the signal optimization curves plotted in
Figure 5-12(b) also predict the same range of spatial masks that would allow the link
to operate at 1.1Mbps. However, the MAig, if used in the DPS algorithm, would
not predict the increase in decoder performance correctly. It weights the increase in
signal margin far too heavily to properly account for the negative effect of the added
background on the decoder.
The key point that should be drawn from this test case is the fact that the DPS
algorithm's spatial filtering of the receiver array allows the communication link access
to a data rate that would otherwise be far out of range. The reason this was not
possible in Test Point 2 despite the unusually good seeing is because there simply
were not enough signal photons detected at the GM-APD array such that dropping
signal photons while constructing a discriminating spatial mask would not result in
a negative capacity margin. As a result, oddly enough, Test Point 2, not Test Point
4, is the worst possible scenario for DPS operation.
As expected from the radical change in the capacity margin from negative to pos-
itive, the application of the DPS algorithm improves the performance of the decoder
from 16 to 4 iterations as seen in Table 5.4. This magnitude in the decrease of the de-
coder iteration count is again predicted by the steepness of the capacity optimization
curves. It is clear from Figure 5-12(a) that sizing the detector appropriately greatly
decreases the probability of decoder error.
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Figure 5-11: DPS capacity margin optimization with spatial masks in Test Point 4.
5.3.5 Test Point 5: Plateau region,n , < M * nb, n, = 5.9, nb =
0.5
This test point was chosen to see how the DPS algorithm would operate at high levels
of both background and signal. In addition, it is also used to demonstrate that spatial
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Figure 5-12: DPS capacity margin and signal margin optimization in Test Point 4.
Table 5.4: DPS Algorithm operation in Test Point 4
Data rate (Mbps) DPS n, nb Iter. Mcap[Mbps] Mig [photons
1.1 Off 4.020 0.511 15.594 -0.120 -0.647
1.1 On 3.063 0.130 3.840 0.144 0.483
masks generated by the DPS algorithm are required before the maximal data rates
can be accessed in this particular high background test point.
Initially, the communication link was operating well above any of the capacity
thresholds in Table 3.2, as shown in Figure 5-13(a). Despite seeing conditions as
good as those in Test Point 4, the spatial mask generated by the DPS algorithm
is not as discriminating as the masks encountered in Test Points 4. This can be
attributed to the fact that the level of signal in the link is so high that there is no
clear advantage in slightly increasing the margin of the link. This is due to the fact
that Test Point 5 lies on the plateau of the capacity curve seen in Figure 3-3(a).
As seen in Table 5.5, the only effect of the spatial optimization is to decrease the
average number of iterations in the decoder from 3.59 to 2.55. Essentially, the DPS
algorithm does not add a lot of value to the system if it is operating at a high capacity
margins.
The DPS algorithm does suggest that, given the large capacity margin in the
current operating point of the system, the data rate can be doubled as shown Figure 5-
13(a). From Figure 5-14(a), it is apparent that at the optimized data rate, the link
will not be operate without the necessary DPS spatial mask as evidenced by the
decoder iteration count of 47. However, using the DPS algorithm to optimally filter
the GM-APD array allows the decoder to finally converge at an iteration count of 10,
as seen in Table 5.5. The signal margin optimization in Figure 5-14(b) suggests the
same strict optimization in order to double the data rate to 2.2Mbps.
The reason that the DPS optimized spatial masks are required in order to access
higher data rates is a direct consequence of the peakiness of the Mcap and Mig,
which in turn makes the margin optimization curves shown in Figure 5-14(a) and
Figure 5-14(b) more likely to cross the zero-margin line multiple times, thus creating
a domain of spatial masks where the link can operate at the given data rate. This
behavior is caused by the high background associated with each pixel. Therefore,
as predicted, high numbers of background photons at the array drive the need for
spatial masks sized for seeing the signal spot in order to operate the link at higher
data rates.
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Figure 5-13: DPS capacity margin optimization with spatial masks in Test Point 5.
Table 5.5: DPS Algorithm operation in Test Point 5
Data rate (Mbps) DPS us nb ter. Mcap[Mbps] M photns
1.1 Off 5.893 0.500 3.594 0.148 1.343
1.1 On 4.501 0.144 2.546 0.345 1.837
2.2 Off 2.947 0.244 46.81 -0.169 -0.279
2.2 On 2.589 0.100 10.30 0.136 0.189
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(a) Test Point 5: DPS algorithm's capacity margin optimization.
Signal margin (Msi) vs. number of pixels in mask
- Q=l: 8,802,773 bps
* .--------- Q=2:4,401,386 bps
Q=3: 2,934,258 bps
- Q=4: 2,200,693 bps
- Q=6:1,467,129 bps
Q=8: 1,100,347 bps
* best number of pixelsfor highest data rate
l -L I
10 20 30 40 50 60
Number of top pixels selected
(b) Test Point 5: Simulation signal margin optimization.
Figure 5-14: DPS capacity margin and signal margin optimization in Test Point 5.
5.4 Analysis and conclusions
Test Point 2 proves that the DPS algorithm is capable of arriving at the fact that no
optimized spatial mask of any kind will allow the link to operate with an extremely
low amount of signal power. Test Point 4 proves that the DPS algorithm is capable of
accurately suggesting spatial masks that will allow the link to converge at a desired
data rate when the signal levels on the link are high enough in comparison to a low
background level. Test Points 1, 3, and 5 prove that the DPS algorithm is capable of
accurately suggesting data rates at which the system can operate with the available
level of signal and the ambient background across the array.
It is also interesting to test the notion that the decoder performance is improved
by using one metric over another in the DPS algorithm. In order to test this theory,
the DPS algorithm was rerun using Mig as the optimization metric. Then, for each of
the five Test Points, the iterations of the decoder at operating points chosen by Mig
optimization in the DPS algorithm were divided by decoder iterations at the operating
points chosen by the originally discussed Mcap algorithm. The results are extremely
interesting in that they carry information about when the simpler optimization metric,
MAig, should be used, and when the more complicated capacity margin metric, Mcap
should be used in the DPS algorithm. Figure 5-15 shows that for low capacity margins
Mcap which, in turn, correspond to a more stressed decoder operating close to link
capacity, the signal margin optimization Msig is not particularly good at selecting
operating points that induce the best possible decoder operation. This is implied by
the fact that the number of iterations of the decoder with M~Aig operating point is,
for smaller values of Mcap, anywhere from 15%-45% above the number of iterations
for a decoder optimized by M Zig.
However, Mig is the correct metric to use in links where the signal level on the
link fluctuates widely due to clouds or other atmospheric conditions. This would
require to the decoder to be operated further away from the link's capacity in order
to ensure that the link would be capable of still transmitting information reliably
despite fluctuations in the signal, and thus, in the signal margin. For the case of a
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Figure 5-15: SCCC decoder iterations as a function of Mcap, ,sig.
link with signal level fluctuations with stricter requirements on decoder performance,
the signal margin is by far the better metric because it is far easier to implement.
Its coarse resolution across the photons axis is sufficient if such a sharp performanceslot
cutoff is desired. This can be attributed to the fact that the M,ig is not a very good
measure of the finer points of decoder operation. As previously discussed, at best it
simply corresponds to whether or not the decoder will be capable of operating.
In the case of a clear link with little to no signal fluctuation, it is desirable to
operate the link near the capacity limit. In this case, it is necessary to operate the
decoder at iterations corresponding to a more stressed performance. However, in
order to gain information about the decoder and actually operate it near capacity,
the resolution gained from the capacity margin metric is absolutely required in order
to operate the decoder with the fewest possible number of iterations. This need
justifies the complexity involved in generating the capacity lookup table that stores
the function C(n,, nb). In other words, the capacity margin metric, Mmp, is best for
situations in which the selected optimized points may fall in in a more difficult decoder
performance region, such as Test Points 2,3, and 5 when data is being transmitted
across a clear path with almost no fluctuation in the signal levels arriving at the
receiver.
Chapter 6
Conclusions and Findings
The goal of this thesis was to construct an algorithm that would dynamically resize
the effective detector of a free-space optical communication system specific to MIT
Lincoln Laboratory in order to achieve maximum signal admittance and background
rejection in order to increase the data rate of the communication link as well as
improve the performance of its decoder. The algorithm was designed and implemented
in the Lincoln Lab Free-Space Optical communication system, and its performance
was evaluated in five different signal and background power regimes.
In the test cases in which the link received large amounts of signal, the DPS
algorithm suggested the appropriate increase in the data rate. In the test cases in
which the link was forced into an operating point in which it did not have enough
signal strength to converge to a solution, the DPS algorithm was able to suggest a
spatial mask that appropriately filtered unnecessary background from the receiver
and thus allowed the decoder to operate at the given signal strength. These test
cases proved that the DPS algorithm is capable of accurately suggesting achievable
data rate improvements. This is a key point because it establishes the reliability of
the DPS algorithm's optimization suggestions and guarantees that the link will not
drop out because of an overly optimistic, incorrect data rate suggestion.
Possible extensions to the algorithm include altering the function of the SORT
block to rank the pixels not by their individual signal contents, ni, but by some more
intelligent metric that takes the background associated with each pixel into account.
This would also eliminate the assumption of constant background across the array,
which would be erroneous in the case of an array defect that might result in one pixel
having a much higher dark count rate than its neighbors.
In addition, changing the selection of candidate spatial masks in the SORT block
is another interesting way to alter the DPS algorithm. Another option for spatial
mask generation would be generating masks that were essentially progressively larger
circles of pixels around the centroid of the received signal spot. This mask generation
technique would reduce the current complexity of set of optimization candidate spatial
masks from 64 to 8. However, the additional simplicity of assuming a symmetric signal
spot around the array could possibly negatively affect the operation of the modified
DPS algorithm. Evaluation and simulation of this technique would have to take place
in order to weigh the benefit of simplifying the DPS algorithm in this manner.
A final extension to the DPS algorithm is shortening the time scale on which
the algorithm operates from the long-exposure time frame to a shorter time frame
that could deal with spatial jitter in the signal spot at the receiver due to tip and tilt
Zernike modes present in short-exposure atmospheric turbulence. While this improve-
ment could offer even greater degrees of background rejection and signal selection over
the GM-APD detector array, care would have to be taken in the estimation of the
signal and background photon fluxes across the array due to the shortened time scales.
In conclusion, the Dynamic Pixel Selection algorithm is a proven, promising al-
gorithm whose implementation on the MIT Lincoln Laboratory Free-Space Optical
communication system has greatly enhanced the performance of the existing system
by providing real-time spatial filtering on the receiver array.
Appendix A
Numerical calculation of the
capacity of a 16-PPM Poisson
channel using Monte Carlo
Methods
This appendix will discuss the use of the Asymptoptic Equipartition Property (AEP)
to estimate the number of probabilistic sequences that determine the capacity of a
link using an M-ary PPM signalling scheme propagating through a Poisson channel
with signal and background photon rates per slot of n, and nb. It will also discuss
the reason an iterative method for the calculation of the capacity is required.
The AEP addresses the behavior of discrete random variables X 1, X2,...XN that
are independent and identically distributed with the common distribution p(X). Ac-
cording to the Weak Law of Large Numbers (WLLN) we have
lim Pr 1 log (p(xl, x 2 , . Xn)) - H(X) > = 0 (A.1)
n-L-+o n
where H(X), the entropy of the random variable X, is
H(X) = - 1: p(x) log(p(x)) (A.2)
xEX
We can modify A.1 such that we deal with the probability of each sequence instead,
i.e.,
2 -n(H(X) +c) < p(x 1, x 2 , ... x,) < 2 -n(H(X)-e) (A.3)
for n sufficiently large. From (A.3), a "typical" set A!E ) can be defined such that the
sample entropy of each member of the sequence adheres to the constraint in (A.3).
The atypical set consists of the outlying sequences that are far less likely to occur
than those in the typical set. All possible values of the sequences where n values are
drawn from the distribution p(X) are members of either the typical set or the atypical
set, shown in Figure A-1.
typical
Figure A-1: A graphical representation of the typical set and atypical set of an n-long
sequence drawn from a distribution p(X).
As n -+ 00 in (A.1), it is apparent that the probability of an n-long sequence
being in the set A!n ) is nearly one. In addition to this, as c - 0, the sequences (X 1,
X2,.. .Xn) become equiprobable, as seen in (A.3). From these two statements, the
cardinality, or number of sequences in the typical set can be written as follows:
IA n)l = 2 nH(X) (A.4)
A more rigorous version of (A.4) can be found in [4].
In the specific case of the photon-counting optical communication system, it must
be noted that X is actually an M-long vector, X, where M = 16 for the 16-PPM
signalling scheme used in the communication link. In A.7 through A.10 it is shown
that the entropy of the entire sequence is the sum of the entropy for each slot. X is
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defined as (X,X ... XM), where X' is the number of photon counts in the ith
slot of the M-ary sequence. Since the photon counts in each slot are independent of
one another,
(A.5)p(X = p(X)
i=1
Therefore,
H(X) S-E p(i) log(p(!))
9Ek
M
EXi=1 x
M M
Sp(P() g(log(p(pxx))))
MEX2 MEX M i=1
(A.6)
(A.7)
1 EX1 2 EXMEX M XMEXM
M
x lpCX1 im logix1
XMEXM j=1M M
- p(x 1 ) log(p(x))
x EX M
M
- 5H(XM)
S..- p(x )
xMEX M
log(p(xM))
(A.8)
(A.9)
(A.10)
i=1
To proceed further, we note that the channel at each slot is Poisson-distributed.
We define the Poisson channel, Poiss(p), as a Poisson distribution such that
p(k; ,) = ,
Therefore, given that X is an M-long vector with one signal slot, (M-1) background
slots, and statistics governed by n, and nb, we get
H(-) = H(Poiss(n + nb)) + (M - 1)H(Poiss(nb))4(X)  (Poiss(n,  b))   )H Poiss(nb)) (A.12)
From A.4, we can establish the cardinality of a typical set of n X sequences. We
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(A.11)
can also rewrite A.4 slightly as:
(A.13)JA )I l ( 2 H(k))
which signals that the base size of the typical set X can be written as 2H(' ) . From
this, we conclude that the number of Monte-Carlo generated sequences over which
the capacity calculation for an M-PPM photon-count observation vector governed by
signal and background statistics of n8 and nb in a Poisson channel must be run is
Iterations = 2 H(Poiss(n s+ nb))+(M-1)H(Poiss(nb)) (A.14)
Figure A-2 is a plot of the entropy of a Poisson random variable versus its rate
parameter It.
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Figure A-2: Entropy of a Poisson random variable versus the rate parameter a.
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A contour map of A.14 vs. n, and nb is also shown in A-3.
Contour plot of loglo(cardinality) of typical set vs. ns,n b
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Figure A-3: logo0 contour plot of number of required iterations versus n, and nb*
From Figure A-3, it can be seen that the number of observation sequences that are
likely to occur directly corresponds to the background photons per slot (nb). This is
logical, given that the background noise in the non-signal slots dominates the number
of photons in the decoded symbol.
The question arises, however, of why it is necessary to iterate through as many
'good' sequences as possible, given that all the typical sequences are equiprobable
(A.3), and that the capacity is essentially a function of probability. The capacity is
governed by
ML(Y1)C = Ep (y log2 [ L
Sj=1L(Y)
- pylx=l(yi x = 1)L(y) = PYlx=o(Yix = 0)
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(A.15)
(A.16)
See [18] for details.
For a particular Poisson random number generator, there is no guarantee that the
generated 'observed' sequence ' is actually a typical sequence. Even if the M-long
vector were a typical sequence, it would still be necessary to iterate through as many
of the typical sequences as possible in order to round up the generated ' vectors that
occupy the space of all possible Y so that (A.16) can be accurately calculated. Given
(A.14), the number of sequences necessary to calculate the capacity can be estimated.
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Appendix B
Project Code
B.1 Code for Monte Carlo generation of 16-PPM
Poisson channel capacities
// capacitycalc.cpp: Numerically calculates 16-PPM Poisson
channel capacity
// Originally written by Ryan Shoup, MIT Lincoln Laboratory
// Modified by Nivedita Chandrasekaran
" stdafx .h"
<stdio. h>
<stdlib .h>
<time. h>
<math. h>
"randint .h"
" capacity_calc .h"
//given ns/nb. order/Trials, returns a Monte Carlo
the capacity
//of the channel in
double getCapacity(double Ns, double Nb, const int
Trials)
const double
const double
const double
int i,j;
NbSlotScaleFactor = 1.0;
Log2Constant = 1.0/log(2.0);
LoglOConstant = 1.0/log(10.0);
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#include
#include
#include
#include
#include
#include
#include
calculation of
Order, int
//int *x = new int[Order];
int x[16];
double dO, dl;
double Avg--0.0,Tot=0.0;
double NsplusNb = Nb+Ns;
double NsplusNb_table [100] , Nb_table [100];
initPoiss (Nsplus Nb , NsplusNb_table);
initPoiss (Nb, Nb_table) ;
RandInt (true);
for (Tot=0.0, i=0; i<Trials; i++)
{
// START get random vector
x[0] = getPoissEvent(Ns_plus_Nb_table);
for (j=l; j<Order; j++)
x[j] = getPoissEvent (Nb_table);
}// END get random vector
/7/7//7//CAPACITY CALC STARTS HERE//////////
// calculate numerator term
dO - getObservationProbability (x, Order, 0, Ns_plus_Nb_table,
Nbtable);
if(dO != dO)
return 1;
I
// calculate denominator term
for (dl=-0.0,j=-0; j<Order; j++)
dO;
dl -+= getObservationProbability (x,
, Nbtable) ;
Order , j , Ns_plus_Nb_table
dl *= 1.0/Order;
if (dO==0.0 II dl - 0.0)
Tot = 0;
else
Tot += Log2Constant*(log (dO)-log (dl)) ;
if(Tot != Tot)
{
return 1;
)} // i for trials
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Avg - Tot/Trials;
return Avg;
}
71
/returns the probability that the array of observed values will
happen, assuming that the int
//given contains the NsNb value and everything else (Order-1)
contains just the Nb value.
double getObservationProbability (int observedvals [16], int Order,
int given, double *NsNbtab, double *Nbtab)
{
int i;
int holder;
double logprobability , temp;
81 const double eps = le-12;
//double *slotprob = new double[Order];
double slotprob [16];
// check individual probabilities
for (i=0; i<Order; i++)
{
if(observedvals [i]==100){
holder = 100;
}
91 if (i=given)
{
slotprob [i] = getPoissProb( observedvals [i],NsNbtab);}
else
{
slotprob [i] = getPoissProb (observedvals [i ,Nbtab);
}}
for (logprobability=0.0,i=0; i<Order; i++)
101 {
logprobability += log(slotprob[i]); //combine probabilities
for each slot
}
temp = exp(logprobability);
if(temp<eps)
{
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return 0.0;
}
else
{
111 return(exp( logprobability));
}}
//returns poisson probability value given table *Table and
arrival time x
double getPoissProb(int x, double *PDFtable)
{
return PDFtable[x];
121 }
7/picks a random number and returns the first int arrival time
has a pdf greater than the random int
/ -- > generates a random sequence of poiss arrival times
int getPoissEvent (double PDFtable[100])
{
int i;
double temp, tempnum, sum = 0.0;
// get random number
131 tempnum = RandInt(false);
temp = (double)tempnum/MaxRandInt;
for (i=0; i<101; i++){
sum - sum + PDFtable [ i];
if (temp <= sum)
break;
}
return(i);
}
141 //////////////////////I//////////////////////////////////
//construct 100-element table of Poisson pdf with the given
Lambda
//returns nothing, but fills the input *PDFtable with Poisson pdf
values
void initPoiss (double lambda, double *PDFtable)
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double logkfactorial = 0.0; //k is number of counts
double explambda = exp(-1*lambda);
double temp = 0.0;
double threshold = le-5;
bool bzeroprob = false; //is the pdf zero yet?
if(lambda - 0.0) //first case: is lambda zero? if
accordingly
for(int i=0; i<100; i++) //for
and a zero
lambda = 0, fills u
so fill pdf
,ith a one
if(i==0)
PDFtable[i] = 1.0;
}
else
{
PDFtable[i] = 0.0;
}}}
else 7/given a nonzero
for(int k=0;k<100; k++) //start
of pdf values (i.e. poisson
creating a 100-element
probs for 0-100 events)
if(!bzeroprob) //if the pdf is not zero yet, keep calculating
if(k>l)
logkfactorial += log
the factorial in
}
temp = explambda*(exp
store the pdf
if(temp<threshold) //
bzeroprob = true; //... set
the table with a 0
PDFtable[k] = 0.0;
((double)k); 7/keep a running tally of
the pdf
(k*log(lambda) - logkfactorial)); //
if the calculated pdf < threshold, then
the bzeroprob flag high and fill
else
PDFtable [k] = temp;
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lambda
array
}
else
{
PDFtable[k] = 0.0;
}
191 }
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