Abstract-Users of remote sensing images analyzing land cover characteristics are very much interested in classification schemes that define a consistent set of target categories. Up to now, a number of established classification schemes are mainly being used by interpreters of medium-resolution optical satellite images focusing on large-scale land cover. In contrast, we concentrate in this publication on the definition of a new classification scheme for highresolution synthetic aperture radar (SAR) images that are mostly taken over built-up areas. Here, we can see many small details of buildings, industrial facilities, and infrastructure that have to be classified. However, the appearance of details in high-resolution SAR images is often difficult to understand for human observers, and, therefore, calls for an automated semantic annotation of the target objects that has to follow a number of specific scientific guidelines. We demonstrate that a selection of representative SAR images with subsequent feature extraction and relevance feedback classification during the generation of a classification scheme leads to a reliable definition of a new high-resolution multi-level SAR image classification scheme that can be applied globally for semantic annotation in an automated chain.
I. INTRODUCTION
A COMPREHENSIVE in-depth content-oriented analysis of images needs detailed information about their semantics (i.e., the meaning of the local and global image content taken from a thesaurus of semantic labels). When we look at satellite images as we know them from a variety of Earth observation missions, we are able to extract much more knowledge from our image archives once we can query, for instance, the temporal evolution of airport runways within a given country, or the percentage of a city area occupied by parking lots. To this end, we have to annotate visible objects with local content descriptors following a common scheme (e.g., public park, skyscraper, power plant). Then, these annotations can be used for further investigations. However, the image annotation has to be scientifically valid, shall be consistent over large collections of image data, and, in order to be comprehensive, should cover complete images rather than a few isolated regions of interest, and should be done with the help of automated tools.
We managed to set up a rule set of scientific guidelines and-based on these guidelines-created an initial framework of manual and partly automated steps to perform the required semantic annotation together with the definition of a robust multi-level classification/annotation scheme tailored to X-band high-resolution SAR images. The focus of this paper will be on the description of the scientific guidelines and the generation of our semiautomated classification/annotation scheme where image patches are classified into categories and annotated. This scheme is embedded within a hierarchical multi-level approach allowing us to integrate elementary annotations within higher level annotations. The multi-level approach seems to be a mandatory step for the annotation of high-resolution images where local pixel-based information is not sufficient for context recognition.
At a first glance, our three-level scheme with a total number of 150 categories is rather similar to already existing schemes. However, we offer increased discrimination power for individual objects in urban areas. To our knowledge, this is a new capability that is not yet offered by other existing classification systems. As a proof of concept, we applied statistical analyses to the annotation results of images taken over different continents and countries. It turns out that we can clearly see typical regional characteristics. Future work will aim at the integration of our annotation scheme within ontology concepts and geographical information systems.
In the following, we will concentrate on land cover information derived from radar images taken by satellites [42] , i.e., space-borne SAR images notably of the TerraSAR-X mission [52] . Images of this civil SAR mission are comparable to other high-resolution SAR data being available as standard products where an image (or a time series of images) typically comprises several thousand rows and columns with a resolution of up to 1 m, and signal-to-noise ratios that permit automated image classification. For more detailed product descriptions, see, for instance, [52] . In our case, we mainly look at the high-resolution characteristics of urban scenes, of infrastructure, and of vegetation and we could apply classification to single images as well as to time series of images and obtained useful results. Thus, this publication aims at advanced Earth observation, the digital modeling of human activities on our planet, and new database applications.
The paper is organized as follows: Section II explains the scientific background of our approach, followed by Section III containing a survey of already existing land cover description approaches, in particular with regard to urban characteristics and multi-level description schemes. Section IV summarizes past and current related work already being done within the community, while Section V outlines the specific characteristics of our selected high-resolution SAR images. Section VI details our approach and explains our targeted datasets and 1939-1404 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
the required processing chain. Validation results are presented in Section VII, followed by an outlook in Section VIII and a conclusion in Section IX. Finally, the Appendix compares further details of several existing classification schemes.
II. SCIENTIFIC BACKGROUND
Automated land cover classification derived from satellite images is an important research topic that has to be adapted continuously to the evolving imaging characteristics of new sensors and their image products. In order to obtain reliable useroriented classification results, one needs annotation schemes that fully exploit the data content of advanced imagers and their data processing chains. The conceptions of these annotation schemes are of profound interest to the scientific community, as they tell us what level of information extraction can be attained routinely from the available images.
In our case, we concentrate on an annotation scheme for X-band SAR images with meter-scale resolution. Typical instruments delivering such images are TerraSAR-X, COSMOSkyMed, or airborne SAR images with many similar characteristics [50] ; however, we are not aware of a common annotation scheme for these data that fully exploits the imaging potential of high-resolution SAR images notably over urban and industrial areas. Thus, we were prompted to conceive and validate a new multiinstrument approach for high-resolution SAR images with the aim of providing compatible annotation results.
Our concept had to be based on a number of requirements and constraints. 1) Our overall goal was to annotate full scenes with all local target characteristics. Due to the high local variability of urban and industrial sites, we had to foresee spatially detailed annotation based on small image patches with individual annotation. Thus, for classification and annotation, we cut all images into a series of patches with a typical size of 200 × 200 pixels for images with a resolution of 1 m (cf., Section VI-C2). 2) Another goal was to provide reliable annotation despite the presence of typical SAR imaging effects such as the wide dynamic signal range, the large diversity of targets, speckle noise, multiple reflections, radar shadows, and overlays. As a consequence, we had to minimize misclassifications by including a category of Unclassified for unidentifiable local targets. This additional category prevents the spoiling of classification results by outliers. In addition, we can use data of different quality levels (e.g., signal-to-noise ratio) by considering their respective metadata annotations. 3) In order to get robust patch annotation despite a big quantity of image data, we had to resort to (semi-) supervised classification and a top-down multi-level image annotation approach explaining the spatial semantic context of a patch (e.g., settlements/inhabited built-up areas/highdensity residential areas). A three-level structure turned out to be our preferred solution. From a technical standpoint, this multi-level annotation can be supported by a visual display of the full image that contains all contextual information needed by an operator for visual annotation support. The operator support will be minimized by limiting it to an initial training phase and auto-annotation during further operations. This technique is described in [5] . 4) Reliable classification and annotation calls for realistic sample data to be used during an initial training phase. When it comes to the classification of vegetation and built-up areas, we have to take into account regional vegetation zones, seasonal effects, and local architecture. On the other hand, we can use image metadata to determine dates, locations, and various other recording parameters.
The consequence for our annotation scheme is to re-use the same annotation labels but to re-train and to store them separately when necessary. 5) Finally, a number of technical requirements to be met were easy scalability to incorporate new classes (see the examples being contained in [47] , efficient operations, traceability of classification results, provision of internal analysis tools, removal of outdated information, and the capability of reprocessing).
III. LAND COVER DESCRIPTION APPROACHES
Our land cover description scheme shall exploit the full information content of image data. Thus, during a first classification step, we had to consider the spatial and temporal neighborhood relationships of our data prior to any semantic annotation. In addition, our stringent discrimination requirements necessitated specific classification approaches. Typical examples are contained in [40] and [53] . Based on our experience with high-resolution SAR images, we know that pixel-based classification approaches do not provide good results. As a consequence, we had to resort to sliding windows, medium-sized patches, irregularly shaped regions, full images, image stacks, and sequences of images. Then, the semantic information extraction will rely on pixel windows, extracted features, detected clusters, and derived categories. Internally, this can result in a variety of database structures and can culminate in fuzzy approaches. Additional support may be gained from already existing semantic catalogues and interfaces with geographic databases [23] and [45] .
As will be described in Section VI, we took all these requirements into account and developed a new land cover description scheme specifically tailored for high-resolution SAR images. This scheme is based on the decomposition of images into medium-sized regular patches and exploits the multi-level interrelationships of features and clusters.
IV. RELATED WORK
In this section, we outline some well-known taxonometric classification/nomenclature schemes that are currently being available. Our description is structured into four parts: the first part contains an overview of classification schemes mainly addressing global land cover and vegetation, the second part is related to Europe or specific European countries (e.g., the UK and Germany) and is based on additional in-situ measurements, the third part contains open-source community services, and the last part gives an example of commercially available products. As a conclusion, Table I contains a summary of key figures presented in this section. Ongoing standardization and embedding approaches (e.g., ISO and INSPIRE) for land cover description will be dealt within Section VIII. Please note that the existing classification schemes are mostly vegetation-oriented and have not been developed for high-resolution SAR images. Therefore, our SAR image classification/annotation system will be described in Section VI.
A. Global Vegetation Oriented Schemes
The following schemes have been developed for the analysis of global land cover and land use based on medium-resolution optical satellite images. Thus, these schemes cannot be used for a detailed analysis of urban scenes.
1) Anderson Classification Scheme:
Anderson proposed one of the first land cover/land use classification schemes in 1976 [1] . The Anderson scheme has been defined because different types of satellite images had become available. Its levels 1 and 2 are generally for US users who desire data on a nationwide, interstate, or state-wide basis, while levels 3 and 4 are usually for users who need local information at the intrastate, regional, county, or municipal level. This classical classification system was mainly applied to medium-resolution Landsat and Skylab data. For further details, see Table A .I in the Appendix.
2) Land Cover Classification System (LCCS):
The LCCS of the Food and Agriculture Organization has been designed to fulfill specific crop yield requirements with respect to crop types, fruits, etc., and to generate maps at various scales. This classification concept has the goal to identify changes that affect the global Earth system, or occur in isolated places [12] . Table A .I in the Appendix contains the LCCS land cover classification scheme [12] and [49] . Recently, this classification system was expanded into a land cover metalanguage that allows flexible parameterizations. The LCCS approach has been applied successfully to a number of projects.
Global Land Cover 2000 is a global and regional land cover map project managed by the European Commission's Joint Research Centre (JRC). A short description is given in [35] . For further details, see [36] .
The ESA-GlobCover project delivered global land cover maps covering the entire Earth [6] . The GlobCover project [21] contributed to land use, ecosystems, and climate change.
The U.S. Geological Survey (USGS), the JRC, and the University of Nebraska-Lincoln have generated the global land cover characterization 1-km resolution global land cover dataset to be used for different applications [60] .
From the USGS National Map Urban Area Imagery collection, 100 images that cover various urban areas were selected and grouped in the UC Merced Land Use Dataset [54] .
3) Global Terrestrial Observing System (GTOS):
The GTOS of the United Nations describes land dynamics [27] . It provides coarse resolution land cover data on a five-year cycle and periodic monitoring of forest areas at fine resolution. GTOS provides information about the land cover distribution of vegetation and the related land use. Currently, the produced global land cover maps are at a resolution between 250 m to 1 km.
B. European In-Situ Supported Schemes
The next five schemes have been compiled with support from field experts who collected in-situ ground truth measurements. Therefore, the defined categories are more detailed in the sense of human-made infrastructure than the previous ones (see Section IV-A).
1) CORINE Land Cover (CLC):
CLC is a continuous activity of the European Environment Agency (EEA) and provides information on land cover with a mapping unit of 25 hectares and a mapping scale of 1:100 000. Currently, CLC covers 38 European countries. A detailed list of categories is contained in Appendix Table A .II. Since end of 2014, a new version of CLC, namely CLC2012 with a mapping unit of 5 hectares has been available to the users [8] and [57] . CLC is characterized by the introduction of categories describing artificial surfaces and water bodies.
2) Urban Atlas (UA): The UA of EEA offers a highresolution land use map of 228 urban areas (i.e., cities) in Europe [39] . The cities are mapped at a geometric resolution of approximately 1:10 000 having a minimum mapping unit of 0.25 hectares. The UA [19] uses an extension of the CLC nomenclature with respect to artificial surfaces. Its full list of categories is shown in Table A .II of the Appendix.
3) LUCAS:
The LUCAS survey is a recurring activity of Eurostat [22] . It is an in-situ land cover/land use survey. Its data are mainly gathered by surveyors on ground. In the LUCAS 2009 survey, 235 000 points were visited by 500 field surveyors on the spot. Those spots were selected from a standard 2-km grid with in total around 1 million points covering 23 European Union countries. A survey point corresponds to a circle with a 1.5 m radius so the point represents an area of about 7 sq.m. The land cover and the visible land use around each survey point were classified according to the harmonized LUCAS land cover and land use nomenclatures [22] . A list of the LUCAS level 1 and 2 categories is presented in Table A .II of the Appendix. The advantages of LUCAS are a detailed description of crop types and woodland. 
4) Land Cover Map:
The British Land Cover Map (LCM) represents a repeated thematic classification of the United Kingdom recorded by satellite images and by external datasets used to refine the classification [24] . They were classified using a hierarchical nomenclature corresponding to the Joint Nature Conservation Committee [34] . The minimum mappable area is 0.5 hectares [38].
5) ATKIS:
ATKIS is an official German topographic/ cartographic information system and aims at the semantic and geometric integration of geoscientific datasets. ATKIS uses geological and soil science maps with scales of 1:5000, 1:25 000, 1:50 000, and 1:100 000 [44] . Depending on the map scale, different categories are defined. This classification scheme [3] and [33] is very specific and it is very difficult to convert remote sensing image data into the detailed ATKIS categories.
C. Open-Source Community Schemes
During the last years, a number of crowd source services became available that support the analysis of satellite images with highly detailed geographical information.
1) OpenStreetMap (OSM):
OSM [28] maintains an opensource public-domain global editable map based on information provided by users. OSM is built by a community of users that contribute and maintain the data [43] . OSM has millions of entries covering all continents. First results of time-evolving linked geospatial data are described in [4] .
2) GeoNames: GeoNames [25] is a public domain collection of 10 million geographical names and consists of over 8 million unique features whereof 2.8 million populated places and 5.5 million alternate names. GeoNames is integrating geographical data such as names of places in several languages, elevations, population, etc., from various sources. GeoNames allows the user to combine its data with remote sensing data. In our case, GeoNames can be used for the semantic annotation of our target areas. First results of our in-house applications are described in [4] .
3) Global Land Cover 30: We expect that future publications will also rely on the recently published Global Land 30 dataset [56] that provides a near-global high-resolution land cover annotation of our planet.
D. Commercial Schemes
A number of commercial vendors offer annotation packages that support the classification of remote sensing images.
1) Example: ArcGIS:
ArcGIS is an example of a commercial product that supports the generation of maps, data management, the analysis of geographic data, data editing, geomatic processing, and the handling of metadata. For semantic annotation, ArcGIS uses ArcCatalog, an annotation tool that administrates GIS data, raster images, etc., further details are contained in [7] .
V. OUR SELECTED HIGH-RESOLUTION SAR IMAGES
In our case, we concentrated on TerraSAR-X, an X-band instrument with various operating modes, selectable polarization, and a number of product generation options [52] . A typical TerraSAR-X image taken in High Resolution Spotlight mode can be acquired with an incidence angle between 20°and 50°. When recorded with a range bandwidth of 300 MHz, it has an along-flight scene size of about 5 km and an across-flight scene size between 5 and 10 km. Its pixel spacing lies between 0.5 and 1.5 m with a resolution between 1.1 and 3.4 m. The radiometric resolution will range from 1.4 to 3.1 dB. The product size may be up to 800 MB.
VI. OUR APPROACH

A. Rationale
High-resolution SAR images contain a lot of information about target characteristics. A detailed inspection of Fig. 2 . Classification/annotation processing chain: Download and store the selected image data, tile each image into patches and generate quick looks, extract a feature vector from each patch, classify the feature vectors into categories using an interactive learning algorithm based on SVM, and manually select a semantic annotation for each category (based on our annotation scheme).
TerraSAR-X images revealed that human settlements can be classified into inhabited and uninhabited built-up areas with a large number of sub-categories. The same holds for industrial production areas, for military facilities, and for transport. For instance, a more detailed analysis of airport images resulted in 11 clearly identifiable subcategories ranging from control towers and hangars to test stands and individual airplanes. Hence, we defined a classification scheme based on reliably discernible categories that can be retrieved from available high-resolution SAR images (see Section VI-B1 and Table A.I in the Appendix).
Currently, this proposed semantic annotation scheme will become a general semantic catalogue for various kinds of Earth observation images [20] .
B. Dataset 1) Target Area Selection:
We generated a test and validation data set that mainly covers urban and industrial areas together with their infrastructure from all over the world, selected from the TerraSAR-X archive [52] . The dataset contains 288 full scenes of urban and nonurban target areas (41 scenes from Africa, six from Antarctica, 59 from Asia, 80 from Europe, 40 from the Middle East, 54 from North and South America, and eight from ocean surfaces). These scenes were selected based on their availability, their content, the typical diversity of countryspecific land cover, and the recording parameters of each scene. The locations of the scenes are marked with red colored diamonds in Fig. 1 . If a country comprises too many scenes, only one red diamond is shown for this country.
2) Product-Type Selection: We selected high-resolution Spotlight mode images because they provide a lot of details in urban areas. We took horizontally polarized (HH) images as this option is most frequently recorded over land and we used images taken from ascending and descending pass directions. As for the product generation options, we selected multilook ground range detected data as they are not affected by geometrical interpolation effects over mountainous terrain, and, thus, are most suited for feature extraction. This was also the reason for choosing radiometrically enhanced products that are optimized with respect to radiometry (i.e., reduced speckle) [52] . As a result of the product mode and product parameter selection, our images have a pixel spacing of 1.25 m and a resolution of about 2.9 m. The average size of each full scene is 4200 × 6400 pixels (rows × columns).
C. Classification/Annotation Chain 1) Processing Chain:
For all our TerraSAR-X images, we need classification and semantic annotation. As we have highresolution images, pixel-based methods do not capture the contextual information, and global features describing the overall properties of images are not accurate enough for local features. Therefore, our general approach during the annotation scheme development was to tile each TerraSAR-X image into a number of non-overlapping patches, and to perform feature extraction, classification, and annotation for each individual patch. The corresponding processing chain is shown in Fig. 2 .
The main steps of the processing chain are as follows. 1) Tile the selected images into patches of 160 × 160 pixels. This patch size has been selected based on the findings of [15] as it yielded the best precision/recall results (for more details, see also Section VI-C2). 2) Generate a quick-look image of each tiled patch for the operator making the classification. 3) Extract a feature vector from each patch using Gabor filtering and compute the mean and standard deviations of the Gabor coefficients. We inter-compared a number of promising alternatives and options [15] . It turned out that a combination of patches consisting of 160 × 160 pixels with four scales and six orientations yielded the best precision/recall results-even for a high number of different categories when trained interactively by active machine learning and combined with an appropriate classifier (see below). 4) Classify the feature vectors of each patch and group the feature vectors into categories using a support vector machine (SVM) with relevance feedback (RF) [11] . Each patch is assigned to a single category based on the dominant content of the patch (including the category Unclassified). 5) Annotate each category by giving an appropriate semantic meaning to each category [14] . For this we use reference data (e.g., Google Earth) for visual support. The annotations may be region specific and are stored in a corresponding semantic catalogue. This full chain is semi-automated, i.e., the first three functions of the chain are automated, while the last two functions require manual operator interaction. The latter functions are: 1) classification including an operator to rank the patches via human-machine interaction. The operator has to give positive and negative examples which are grouped into categories of relevance (i.e., active learning with at least one positive and several negative examples typically resulting in 15 to 20 image patches being used for training). By experience, we need about five to seven interactive iteration clicks to obtain satisfactory classification accuracy for each category. 2) Annotation, i.e., the (time consuming and manual) selection of the proper semantic labels for each category.
After the generation of our annotation scheme, we use the derived feature sets and the set of semantic categories for a fully automated semantic annotation of newly arriving images.
2) Selection of Tiling, Feature Extraction, and Classification Parameters: The processing chain defined above needs some additional parameters. Our selection of the patch size was made so that a patch covers a typical object on ground. In common remote sensing scenes as described by [48] , this value lies around 200 × 200 m, and given our pixel spacing of 1.25 m, results in a patch size of 160 × 160 pixels.
We also had to choose a feature extraction algorithm. After detailed comparisons between gray level cooccurrence matrix techniques, bag-of-words techniques, non-linear short time Fourier transforms, filter banks, and Gabor filters, we selected a Gabor filter set with four scales and six orientations [37] and [15] .
For classification, we chose a SVM with RF. We selected a χ2 kernel for this learning machine that makes highly accurate classifications with a small number of examples for each category [10] . Our SVM was embedded into an environment that supports users with a RF software tool being linked to our image database and a precision/recall tool [16] .
D. Our Proposed Classification/Nomenclature Scheme
Currently, there are only a few publications dealing with the definition of semantic categories for high-resolution SAR im- ages (e.g., [41] , [46] , and [51] ), while the situation is less critical for optical images where we already have, for instance, a number of higher level object-based categories such as delineations of central business districts [58] . In our case, we were able to define a nomenclature adapted to our TerraSAR-X images and we propose a hierarchical semantic annotation scheme with three levels and with a total of 150 categories of which nine categories belong to level 1, 73 categories belong to level 2, and 68 categories belong to level 3 (cf., Table A .I in the Appendix). Interestingly, the level 3 categories describe details of man-made infrastructure, while the categories describing natural environments do not have level 3 refinements. Table II shows, as an outline, a selected number of semantic categories extracted from the full hierarchical annotation scheme. The semantic annotation of each category is depicted on the left, while the right side contains a quick-look example of each semantic annotation. For graphical illustrations and a deeper understanding of typical feature vectors and cluster centers for each category, see [59] .
In the following, we show two examples using fully detailed data: In the first example, we semantically annotate different cities of the world and demonstrate that the regional characteristics have a profound impact on the obtained categories. In the second example, we annotate a time series of disaster area images of Sendai, Japan. Here, one can clearly see that a flooding caused by a tsunami changed many of the previously retrieved surface cover categories.
For the first example, we chose four cities from different continents: Bangkok in Asia (see Fig. 3 ), Beirut in the Middle East (see Fig. 4 ), Venice in Europe [see Fig. 5(a) ], and San Francisco in North America [see Fig. 5(b) ]. Fig. 6 summarizes the annotation results for the city of Venice, Italy.
For the second example, we chose a pre-and a post-disaster image from a time series of images that illustrate the effects of the March 2011 tsunami in Japan. Fig. 7 shows three categories that were identified as damages caused by the Tsunami. We can use our classification/nomenclature scheme for change detection by comparing the pre-and postevent classification results of geographically overlapping image pairs. This semantic annotation can be used for qualitative analysis in rapid mapping scenarios. For further details, see [13] .
VII. PERFORMANCE TESTING AND VALIDATION
For performance testing (after testing and verifying the basic software components), we compared running the complete processing chain from ingestion to annotation on two computer systems, namely a desktop PC with software coded in different languages, and a high-performance server. Initial tests of our software have been performed on a standard PC with a processor clock rate of 2.40 GHz, and a RAM capacity of 8 GB. The software for the PC has been coded in MATLAB R2015a and Java 8. Typically, we obtain a CPU usage of less than 25% as we store all image files on a disk and have to wait for the completion of data transfers to and from the local PC disk. The actual memory consumption of our PC configuration is less than 50 MB per image.
The practical run time results are: 1) data ingestion and patch tiling take together 1.7 ms per patch of 256 × 256 pixels; 2) feature extraction (e.g., Gabor filtering) requires 2.4 ms per patch; 3) classification and display of a new set of retrieved patches needs about 4 to 6 ms when we have a collection volume of 2 GB of image data.
In contrast, our operational system [20] consists of powerful server machines equipped with large RAM capacity (32 GB). In this configuration, all operations can be done in RAM and no intermediate disk storage is required. The run times on the server [20] are at least one order of magnitude shorter as we converted all MATLAB code into Java and used optimized Java compilation parameters.
For the validation of our proposed semantic annotation scheme, we mainly performed two tasks for selected target areas: The first one was to visually compare our annotation results with the existing CLC 2006 categories [18] even if the comparison is based on different spatial resolutions. The second task was to compute the precision/recall metric [29] for each category.
These two tasks will be demonstrated in the following example of Venice, Italy.
1 Fig. 8(a) ]. Please note that these categories are more detailed than the CLC categories as shown in Fig. 8(c) . Table IV . For instance, CLC does not discriminate between bridges, buoys, and sea water. In order to show the resulting maps, we present (as a typical example) the results for a SAR image of Venice. Fig. 8(b) (left) gives an impression the [61] is shown in Fig. 8(d) . This screenshot demonstrates that the UA generates a detailed labeling of the inner city area with a high number of categories; however, these categories are rather general when compared with our classification scheme. 3) The corresponding precision/recall results of our 17 Venice categories are shown below (see Table III ). Here, we compare reference data (i.e., manually annotated image patches) with retrieval results of our processing chain. It turns out that other satellite SAR images result in very similar annotation quality levels. In contrast to multimedia images, many remote sensing images yield low recall values. This is due to the fact that remote sensing images are more diverse and contain multiple categories/classes within an image patch. Another example is shown in Fig. 9 depicting the city of Ottawa, Canada, where a comparable annotation quality level is reached.
Similar precision/recall values are obtained for other target areas. This shows that our annotation scheme seems to be consolidated.
In addition, we analyzed whether images of similar target areas can be grouped into specific collections to be annotated jointly. To this end, we determined the number of existing categories by separate annotation of individual images in order to get an idea about the semantic categories that can be retrieved globally. Then, we studied pairs of urban images from different geographical regions in order to learn whether the same urban categories appear in both regions. Finally, we studied larger sets of urban images and investigated the resulting categories. It turns out that images of architecturally similar cities can be annotated jointly. The same seems to hold for related vegetation zones. On the other hand, existing categories have to be re-trained in other geographical areas if necessary. This may result in considerable effort. We learned that the transferability of image information does require a lot of care as different architectural styles of each country result in country-specific categories and internal tables.
The pie charts of Figs. 6, 10-12 show the different categories that can be identified for each inner city even if the actual extent and the environment of each city differ.
As a first example, we show a pie chart of the nine semantic categories that can be retrieved from an image of Oslo, Norway (see Fig. 10 ). The second example (see Fig. 11 ) illustrates the retrieval of categories from two images (Belgrade, Serbia, and Skopje, FYROM). One can see that the retrieved categories differ considerably as the two cities (i.e., Belgrade and Skopje) have a quite different architecture. A third example (see Fig. 12 ) depicts the results of a joint retrieval of categories from a group of five architecturally similar North American cities.
The next two illustrations present typical examples where a joint annotation can be made for architecturally similar urban areas (see Fig. 13 ) or cannot be made for dissimilar urban areas (see Fig. 14) .
VIII. OUTLOOK
When we try to find out more about future land cover applications based on satellite images (mainly from a European perspective), we have to take into account applications envisaged by the Copernicus Land Monitoring Services initiative [9] , the data processing environments compiled by the EAGLE group [17] , the challenges of Big Data, and the use of linked open data.
Future applications (e.g., [30] ) will call for embedded solutions that include more aspects than a simple list of semantic annotation terms.
1) Some users want to identify and classify complex and highly structured objects in satellite images. For these applications, one has to find and apply complex feature extraction or deep learning techniques together with the application of rule sets (i.e., ontologies that contain formalized rules about the components of complexstructured objects and their spatial arrangement). The extraction of complex features from satellite images is described by [55] , while the current state of remote sensing ontologies is summarized by [2] . 2) Another aspect is the use of existing international standards and the formalization of annotation schemes for a standardized description of land cover semantics. On the one hand, international bodies such as ISO or OGC set standards for digital geographic information in their ISO 19100 series [32] . On the other hand, institutions such as the European Union embed these ISO standards in much larger directives that prescribe how to represent and access geographical information in European networks (e.g., [31] ) that support web-based services. During the next years, we expect a growing number of publications covering these aspects.
IX. CONCLUSION
We demonstrated how the availability of a new SAR sensor generation with increased target discrimination capabilities will impact the data interpretation steps that are based on existing tools and embedding systems (including annotation schemes). It will be interesting to observe how the next ten years of imaging sensors with all the capabilities and constraints set up by new data distribution concepts will influence the current schemes. Since many years, he has been involved in a number of national and international space projects with the German Aerospace Center, Oberpfaffenhofen, Munich, Germany; among them were deepspace missions as well as earth observation missions. In particular, he has been involved in the design of deep-space instruments from initial engineering studies to detailed design work, modeling of instrument performance, instrument assembly and testing, real-time experiment control, instrument check-out and calibration, data verification and validation, as well as data processing and scientific data analysis. Besides instrument related aspects, he has also many years of experience in the processing and analysis of various instrument data within ground segments, in particular of optical and SAR remote sensing data, in the interpretation of geophysical data with emphasis on retrieval algorithms with forward modeling, inversion techniques, and data mining. Special experience in signal processing resulted from engagement in image data compression and feature analysis together with performance analysis of image classification. 
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