Abstract. Commutative local Artinian algebras over a field can be thought of as algebras of functions on a non-reduced scheme that has only one point. This paper deals with the problem of classification of such algebras. They have a natural invariant: Hilbert-Samuel sequence. We say that a Hilbert-Samuel sequence is of homogeneous finite type, if it corresponds to a finite number of isomorphism classes of graded local algebras. We find all the Hilbert-Samuel sequences of homogeneous finite type in the case of algebras that can be generated by two elements. For all other sequences we prove the existence of infinite families of graded algebras that admit two generators.
Introduction
This paper deals with the problem of classification of associative commutative algebras with unit over an algebraically closed field. We study Artinian, or, equivalently, finite-dimensional, case. We can restrict ourselves to the case of local algebras, because the general case can be reduced to the local one.
Local algebras have a natural invariant: the Hilbert-Samuel sequence H = (d k ) k≥0 where d k = dim m k /m k+1 and m is the maximal ideal of the algebra. It is meaningful to classify local algebras according to their Hilbert-Samuel sequences. Complete classification is known for algebras of dimension not greater than 6. Necessary references are listed below.
We give partial solution to the following problem, proposed by Arzhantsev: find all the Hilbert-Samuel sequences for which the number of pairwise non-isomorphic algebras is finite. We deal with graded algebras that can be generated by 2 elvements and not less. In terms of Hilbert-Samuel sequence this is equivalent to d 1 = 2. The case d 1 = 1 is trivial, see Example 1. Under these assumptions, the complete solution to the problem is obtained: in Theorem 1 we give a complete list of the Hilbert-Samuel sequences for which there are finitely many classes of isomorphism of graded algebras that admit two generators. We call them sequences of homogeneous finite type. As a consequence, there are infinite families of non-isomorphic graded algebras with d 1 = 2 for any other sequence. In Theorem 2 we also find some sequences that are of finite type, that is there are finitely many isomorphism classes of algebras (graded or not) with this sequence.
Classification of local finite-dimensional algebras is closely related to classification of pairs of commuting nilpotent operators (see [3] ) and to the study of punctual Hilbert scheme Hilb n (A 2 ), see [3] , [7] and [8] . Local algebras arise naturally in the theory of algebraic transformation groups, as was shown by Hassett and Tschinkel. Namely, in Proposition 2.15 and Section 3 in [5] they prove that there is a one-to-one correspondence between local algebras of dimension n + 1 and an additive structures on the projective space P n . Recall that an additive structure on an algebraic variety is an isomorphism class of faithful actions with an open orbit of the group G n a , where G a is the additive group of a field. The theory of additive structures is analogous to the theory of toric varieties, that is, varieties which admit G n m -action with an open orbit, G m being the multiplicative group of a field. The additive case is less studied at the moment. However, the case of additive structures on projective hypersurfaces is treated in [1] and [2] , using the techniques of local algebras.
The problem of classification of local algebras has been studied by many people. For the algebras of dimension not greater than 6 complete classification was obtained in the work of Mazzola, see [7] . In fact, Mazzola worked with nilpotent commutative associative algebras without unit, but these algebras of dimension n clearly are in one-to-one correspondence with local algebras with unit of dimension n + 1. He obtained complete list of isomorphism classes (there are finite number of them in this case), using Hochschild cohomology theory. He also studied the geometry of moduli spaces of such algebras.
A more elementary approach was used in the work of Poonen, see [9] . He provided direct computations which are valid for the ground field of any characteristic. Mazzola avoided the case of characteristic equal to 2 and 3.
Surpunenko (see [11] ) showed that the number of pairwise non-isomorphic algebras is infinite in any dimension greater than 6. He worked with matrix algebras to show that. See also [12] .
Results of the paper can be generalized in two ways. First, one can consider local algebras with arbitrary d 1 . However, the situation seems to be much more complicated here. Second, one can study not graded local algebras. In our case, when d 1 = 2, one can hope to find infinite families of non-isomorphic algebras for almost all sequences that we have on the list in Theorem 1.
The author is grateful to his scientific adviser Ivan Arzhantsev for posing the problem and encouraging in writing the paper.
Preliminaries
Fix a base field K which we assume to be algebraically closed of characteristic zero. We consider commutative associative local finite-dimensional algebras with identity R over K with the maximal ideal m. The word "algebra" will mean this throughout the paper.
Let us make some preliminary remarks concerning the structure of such algebras. First of all, since K is algebraically closed and R is finite-dimensional we have R/m ≃ K. It is easy to see that the ideal m is nilpotent. It is also well known that if the images of the elements x 1 , . . . , x n span m/m 2 then these elements generate the ideal m and the algebra R as well. Minimal number of generators for R is equal to the dimension of m/m 2 . Moreover, the elements x
Recall the following definition.
Occasionally we say that an algebra R is of the type H(R). Since R is finite-dimensional, only finite number of d i are nonzero, so we write only nonzero terms of the sequence. As we have mentioned above dim R/m = d 0 (R) = 1. We introduce the following definition.
Definition 2. The sequence of finite type is such a Hilbert-Samuel sequence that there is only a finite number of pairwise non-isomorphic algebras of this type. Otherwise, the sequence is said to be of infinite type. Example 1. Any sequence with d 1 = 1 is of finite type. Moreover, one can show that
We deal with the following problem: find all Hilbert-Samuel sequences of finite type. We give a solution to this problem for graded algebras (we recall the definition later) in the case d 1 = 2.
The case d 1 = 2 is especially nice since we have the following proposition (see [4] and [6] ).
Conversely, for any sequence of this form there is an algebra with this sequence. The word trivial will be justified by Proposition 2. We also need this definition.
Definition 4.
The associated graded algebra G(R) of a local algebra R with the maximal ideal m is a space ∞ k=0 m k /m k+1 with multiplication defined on the direct summands in the following way:
If R is finite-dimensional then its associated graded algebra is also finite-dimensional. It is easy to see that if an algebra is a factor by a homogeneous ideal then it is isomorphic to its associated graded algebra. The converse is also true. We say that such algebras are graded or homogeneous.
Definition 6. The sequence of homogeneous finite type is such a Hilbert-Samuel sequence that there is only a finite number of pairwise non-isomorphic graded algebras of this type. Otherwise, the sequence is said to be of homogeneous infinite type.
The main result of this paper is the following theorem. 
All the other sequences are of homogeneous infinite type. 
This is shown in Propositions 4, 5, 2, 18 and 19, respectively. To solve the problem of finding all Hilbert-Samuel sequences of finite type completely in the case d 1 = 2 one has to construct infinite families of non-graded algebras of the types H 2 , H 4 , . . . , H 10 or to prove that there are none (however, the former seems more probable).
Infinite families of algebras
In this section, we construct infinite families of pairwise non-isomorphic algebras (Proposition 3). We start with the following simple observation.
Proposition 2. For any n there is only one algebra (up to isomorphism) of the type
Proof. Pick two generators x, y of m and notice that there are no non-trivial relations containing monomials in x, y of degree less than n. On the other hand, any monomial in x and y of degree n or more equals zero. Hence our algebra is isomorphic to K[x, y]/(x, y) n .
The next proposition gives the desired series of sequences of infinite type. These algebras are constructed as a factor algebra of K[x, y] by homogeneous ideal I and hence they are naturally graded. To prove it we need the following lemma. Lemma 1. If graded algebras R 1 and R 2 are isomorphic then they are isomorphic as graded algebras, by which we mean an isomorphism that preserves grading on both algebras.
Proof. Let φ be an isomorphism between R 1 and R 2 . Since both algebras are graded they are isomorphic to their associated graded algebras. Recall that these isomorphisms are constructed as follows:
that are isomorphisms of vector spaces. We let τ i be ⊕ k≥0 τ i,k which is the desired isomorphism. Consider the following diagram:
We have to constructφ that makes the diagram commute. Notice that since φ is an isomorphism it maps m
isomorphically for any k ≥ 0 where m i is the maximal ideal in R i . We call these isomorphismsφ k and letφ = ⊕ k≥0φk . We have to check that suchφ is a homomorphism. This is easy and we left it to the reader.
Proposition 3. The sequence
is of infinite type for n ≥ 4, 1 ≤ k ≤ n and also for n = 3, k = 2.
Proof. Let the algebra R have the Hilbert-Samuel sequence of the form ( 
Due to the previous lemma we can assume thatφ is homogeneous, that isφ(x) = l 1 (x, y),φ(y) = l 2 (x, y) where l 1 , l 2 are linearly independent linear forms in x, y. Notice thatφ takes a subspace
Since φ is an isomorphism we have thatφ maps V to V ′ isomorphically. We call V and V ′ relation spaces for algebras R and R ′ respectively. Of course, they depend on our choice of the isomorphisms
We have shown that given these isomorphisms φ induces an isomorphism of the relation spaces of these algebras.
Under this isomorphism a polynomial a 0
Hence we have an algebraic action (defined by the formulas given above) of GL (2) on K[x, y] n and induced algebraic action of PGL (2) on the Grassmannian Gr(n + 1 − k, n + 1) ≃ Gr(k, n + 1) which parametrizes all the (n + 1
As we have seen if two algebras are isomorphic then their relation spaces are in the same PGL(2)-orbit in the Grassmanian.
Let us count dimensions: it is well known that dim Gr(k, n + 1) = k(n + 1 − k) and dim PGL(2) = 3, so if k(n + 1 − k) > 3 then there are infinitely many PGL(2)-orbits and hence infinitely many isomorphism classes of algebras. It is easy to check that this inequality holds for n ≥ 4, 1 ≤ k ≤ n and for n = 3, k = 2.
Two sequences of finite type
Now we show that the previous result cannot be improved for n = 3: there are finitely many algebras of either of two types: (1, 2, 3, 1) and (1, 2, 3, 3). 
Proof. For any two generators x, y of m we know that the vectors x, y, x 2 , xy, y 2 are linearly independent. Choose a nonzero element z in m 3 (it is unique up to proportionality). Then we have the map θ : If (ax + by) 3 = ab(a − b)z we have z = x 2 y = −xy 2 , x 3 = y 3 = 0 so our algebra is R 3 . If (ax + by) 3 = a 2 bz we have z = x 2 y, x 3 = xy 2 = y 3 = 0 and we get R 2 .
If (ax + by) 3 = a 3 z we have z = x 3 , x 2 y = xy 2 = y 3 = 0 and we get R 1 .
Proposition 5. There are only 3 non-isomorphic algebras of the type (1, 2, 3, 3):
Proof. For any two generators x, y of m we know that the vectors x, y, x 2 , xy, y 2 are linearly independent. We have only one relation of the form f = a 0 x 3 + a 1 x 2 y + a 2 xy 2 + a 3 y 3 = 0, a i ∈ K. We can make a linear change of coordianates such that the roots of this polynomial in P Technique used in the Proposition 5 can be applied to show once again that the sequence (1, 2, . . . , n − 1, n, n) is of infinite type for n ≥ 4. This is because 4 or more distinct points on P 1 (which are the roots of the polynomial that span I n ), have continuous invariants.
Extensions of constructed families
Now it is natural to consider algebras that have Hilbert-Samuel sequence with longer "tail", by which we mean nonzero
We use the following approach. Suppose that we have an infinite family of pairwise nonisomorphic algebras AH with the Hilbert-Samuel sequenceH. We want to obtain an infinite family B H of pairwise non-isomorphic algebras with the sequence H. Suppose that for any algebraR in AH we can construct an algebra R with the sequence H (so B H will consist of the algebras constructed in this way from the algebras in AH ), and there is a canonical way to obtainR from R, which means that if R ≃ R ′ for some other algebra R ′ from B H then R ≃R ′ . Hence it is clear that B H is an infinite family of pairwise non-isomorphic algebras and the sequence H is of infinite type.
In the next proposition, AH will be the infinite family of algebras withH = (1, 2, . . . , n, n), n ≥ 4 obtained in the Proposition 3, and H will be a sequence of the form (1, 2, . . . , n, n, . . . ) also for n ≥ 4. The canonical way to obtainR from R is factorization by m n+1 .
Proposition 6. The following sequence is of infinite type:
Proof. Due to the Proposition 3 we know that there are infinitely many pairwise nonisomorphic algebras of the typeH = (1, 2, 3, . . . , n − 1, n, n). We show that for any algebrā R of this type there is at least one algebra R of the type H such that R/m n+1 ≃R. This proves the assertion since if
and hence there must be at least the same number of pariwise non-isomorphic algebras of the type H as of the typeH.
LetR ≃ K[x, y]/Ī for some idealĪ be an algebra of the typeH. We fix the type H = (1, 2, 3 , . . . , n − 1, n, n, d n+1 , . . . , d n+k ) that our new algebra R will have. ConsiderĪ n = I ∩ K[x, y] n , the homogeneous component of degree n inĪ. It is clear thatĪ n = f for some
n+k+1 . Since the elements x l f, x l−1 yf, . . . , y l f are linearly independent and span J n+l for 0 ≤ l ≤ k the algebra R(n) is local finite-dimensional and it has the type H(n) = (1, 2, . . . , n − 1, n, n, n, . . . , n)
We will proceed by induction, starting from R(n) (the index n suggests that d i (R(n)) = d i for 0 ≤ i ≤ n where these d i are as in the statement of the proposition). We will add some elements to our ideal I(n) in order to get R(n + 1) = K[x, y]/I(n + 1), and so on.
Suppose we have obtained an algebra R(n + s − 1) = K[x, y]/I(n +
Because of the last restriction we cannot choose these elements arbitrarily. Now we explain how to choose them.
We will denote I(n + s − 1) by I. We will work in I n+s . Since the basis of induction is R(n) we can assume that I n+s = 0. We can also assume that I n+s = (K[x, y]) n+s and I n+s+1 = LI n+s where L denotes the space of linear forms x, y . We want to find such an element h ∈ (K[x, y]) n+s that it is not in I n+s but hL intersects I n+s+1 nontrivially. Assume there are no such elements. That implies that for any non-zero f not in I n+s (such f exists since I n+s = (K[x, y]) n+s ) we have f L ∩ I n+s+1 = 0. We also can take a nonzero f ′ ∈ I n+s = 0 for which we clearly have f ′ L ⊂ I n+s+1 . We denote r = n + s. We decompose f and f 
′ , f r = f ) we find that for some t we have f t L ⊂ I n+s+1 and f t+1 L ∩ I n+s+1 = 0. But this leads to a contradiction since the nonzero element f t l t+1 = f t+1 l ′ t+1 is in f t L ⊂ I n+s+1 and in f t+1 L which intersects I n+s+1 trivially. So there is an element h ∈ (K[x, y]) n+s \I n+s with the desired property hL ∩ I n+s+1 = 0. We claim that dim(I + (h)) n+s = dim(I) n+s + 1 and dim(I + h) n+t ≤ dim(I) n+t + 1, s + 1 ≤ t ≤ k. The first equality follows from our choice of h. To see that the inequality holds consider two cases. 1). The case hL ⊂ I n+s+1 is obvious. 2). The case hL ∩ I n+s+1 = hl 1 for some linear form l 1 . Then the element hl 2 for any linear form l 2 that is not proportional to l 1 (notice that hl 1 and hl 2 span hL) satisfies the condition analogous to that of h: h 2 = hl 2 is in (K[x, y]) n+s+1 \I n+s+1 and the space h 2 L∩I n+s+2 = 0 since it contains an element h 2 l 1 = hl 1 l 2 , since hl 1 is in I n+s+1 . Proceeding by induction we prove the desired inequality.
We have learned how to add elements to I n+s in order to increase its dimension to the desired value n + s + 1 − d n+s in such a way that we add at most the same value to dim I n+t , s + 1 ≤ t ≤ k. Since the values n ≥ d n+1 ≥ · · · ≥ d n+k in the sequnce H fixed above are non-icreasing, the values n + s + 1 − d n+s , 1 ≤ s ≤ k are non-decreasing and hence we can apply the procedure described above to the algebra R(n) and, controlling dimensions on each step, we can get the sequence R(n), R(n + 1), . . . , R(n + k) where the algebra R(n + k) has the type H. Remark 1. The construction given above can also be applied to the following situation: suppose that we have a homogeneous algebra R ≃ K[x, y]/I of the type H = (1, 2, . . . , n − 1, n, d n , . . . , d n+k ), n ≥ 2, k ≥ 2, n ≥ d n ≥ · · · ≥ d n+k with the property I = (I n ), that is I is generated by its n-th homogeneous component. In this case we can add some elements to I and obtain an algebra of the type
′ n in order to be able to apply our extension method. In the previous proposition we constructed algebras with d c(H) = c(H). Now we have to consider other values of d c(H) . We will use the same technique of extending a family AH to a family B H .
Proposition 7. For any n, d such that
is of infinite type, where
Proof. Due to the previous proposition we know that for 4 ≤ d, d + 1 ≤ n the sequencē
where
are as in the statement of the proposition, is of infinite type. This infinite family of algebras will form our set AH. For each algebra in it we will construct an algebra of the type H as in the statement of the proposition, thus forming a set B H .
Here is the construction: letR ≃ K[x, y]/Ī has the typeH and let f be a nonzero element inĪ d and I ′ = (x, y) n+1 ∩Ī. Then we can consider an algebra
. But in J there are no relations of degree less than n, hence d i (R) = i + 1 for 0 ≤ i ≤ n − 1, so R has the desired type. Now we describe a canonical way to getR from R ≃ K[x, y]/I constructed above. To do this we have to notice that all the polynomials in I n are divisible by an unique homogeneous polynomial f R of degree d. The existence and uniqueness of such a polynomial follows from the construction given above. If we factor out an ideal generated by this f we would obtain preciselyR.
From the discussion before Proposition 6 it follows that there are infinitely many pairwise non-isomorphic algebras with the sequence H, that is H is of infinite type.
Unfortunately, this construction does not tell us anything about algebras of the type H = (1, 2, 3 
To study them we need one result that is also useful in itself. Moreover, the condition of having n − k common roots determines an algebraic subvariety of codimension n − k in Gr(2, n + 1) which we identify with the variety of all planes spanned by two non-proportional polynomials in the space of all homogeneous polynomials of degree n.
A technical lemma
Conversely, suppose that f h 1 = gh 2 is in (K[x, y] ) n+k where h 1 , h 2 are polynomials of degree k. Then clearly f and g must have at most k different linear factors, that is they must have at least n − k common linear factors.
To prove the second assertion notice that the condition (f ) n+k ∩ (g) n+k = 0 is equivalent to the following one: all the 2(k +1)×2(k +1) minors of the (n+k +1)×2(k +1) matrix made of the coordinates of the vectors
]) n+k , are equal to zero. Notice that if k = n − 1 we get a 2n × 2n matrix S(f, g) that is called a Sylvester matrix. It is well known that its determinant is equal to the resultant of f, g which in turn is equal to zero if and only if f and g have a common root in P 1 . That agrees with our proposition. Moreover, one can show that it is an irreducible polynomial in the coefficients of f and g and hence the zero locus of this determinant is an irreducible subvariety of codimension one in Gr(2, n + 1).
Now we prove the statement on the dimension of our subvarieties of planes of homogeneous polynomials of degree n that have a common factor of degree at least n − k. We denote these subvarieties of Gr(2, n + 1) by D k . We want to construct a birational morphism µ k :
Here we identify P n−k with a projectivization of (K[x, y]) n−k and Gr(2, k + 1) with a space of all two-dimensional planes in (K[x, y]) k . Locally Gr(2, k + 1) is a set of pairs of linearly independent polynomials of degree k which we can multiply by a polynomial of degree n−k from
This multiplication is our map µ k . Thus we obtain two linearly independent polynomials of degree n that correspond to a point in Gr(2, n + 1). One can check that this map is surjective on D k ⊂ Gr(2, n + 1). Moreover, on an open set in D k consisting of planes of polynomials with exactly n−k common linear factors preimage of a point is unique, so it is bijective. Applying Theorem 7 in [10], 6.3, we get that dimD k = dim(P n−k × Gr(2, k + 1)) = n + k − 2 and hence codimD k = n − k.
Example 2. We apply this result to algebras R ≃ K[x, y]/I of the type H = (1, 2, 3, 2). It follows that a generic algebra (that has a relation space in which polynomials have no common roots, these spaces form an open subset of Gr(2, 4)) can be extended (in a sense of the construction given in the Proposition 6) only to a type H = (1, 2, 3, 2, 1). The algebras that can be extended to a type H = (1, 2, 3, 2, 1, 1, . . . , 1) form a subvariety of dimension 3 in Gr(2, 4) and the algebras that can be extended to a type H = (1, 2, 3, 2, 2, . . . , 2) form a subvariety of dimension 2. Hence we can apply our dimension argument (see Proposition 3) only to the case H = (1, 2, 3, 2, 1). So we get Proposition 8. The sequence (1, 2, 3, 2, 1) is of infinite type.
We can give examples of the three types of behavior described above:
Later we will show that the sequence H = (1, 2, 3, 2, 2, . . . , 2) is of homogeneous finite type.
Example 3. Now we apply this result to the algebra R ≃ K[x, y]/I of the type H = (1, 2, 3, 4, 3) . We summarize all the possibilities in the following table (type of the extension, dimension of the subvariety, dimensions of the ideal components, an example): 2, 3, 4, 3, 2, 1, 0 , . . . , 0), dimD 4 = 6, I 5 = 4, I 6 = 6, (1, 2, 3, 4, 3, 2, 1, 1, . . . , 1) , dimD 3 = 5, I 5 = 4, I 6 = 6, I 7 = 7, K[x, y]/(x 4 , xy 3 ); H 3 = (1, 2, 3, 4, 3, 2, 2, 2 , . . . , 2), dimD 2 = 4, I 5 = 4, I 6 = 5, I 7 = 6, K[x, y]/(x 4 , x 2 y 2 ); H 4 = (1, 2, 3, 4, 3, 3, 3, 3, . . . , 3) , dimD 1 = 3, I 5 = 3, I 6 = 4, I 7 = 5, K[x, y]/(x 4 , x 3 y).
In the first three cases the dimension argument of Proposition 3 works and hence we have proven the following Proposition 9. The sequences (1, 2, 3, 4, 3, 2, 2, . . . , 2), (1, 2, 3, 4, 3, 2, . . . , 2, 1, . . . , 1) , that is
Proof. To show that for every algebra of the type (1, 2, 3, 4, 3, 2, . . . , 2, 2, . . . , 2) there is an algebra of the type (1, 2, 3, 4, 3, 2, . . . , 2, 1, . . . , 1) use Remark 1.
Remaining sequences
Now we are ready to deal with the remaining sequences. 
Proof. We have dimI n = n + 1 − s. Suppose that all the polynomials in I n have exactly k common linear factors, 0 ≤ k ≤ n. Hence I n = hq 1 , . . . , hq n+1−s where h is the product of all the common linear factors and q i are polynomials of degree n − k and they have no common factors. It follows that dimI n = n + 1 − s ≤ n − k + 1 = dimK[x, y] n−k and hence k ≤ s.
On the other hand, since d n+1 = s we have dimI n+1 = n + 2 − s, that is dimI n+1 = dimI n + 1. We can choose the basis f 1 , . . . , f r for I n where r = n + 1 − s such that I n+1 is spanned by xf 1 , yf 1 , . . . , xf r , yf r , and moreover, that because of our choice of basis the elements xf 1 , xf 2 , . . . , xf r , yf r are linearly independent. But since dimI n+1 = r + 1 it follows that xf 1 , xf 2 , . . . , xf r , yf r = I n+1 . From this we can see that yf 1 = xf 2 , yf 2 = xf 3 , . . . , yf r−1 = xf r . Hence (see Lemma 2) the elements f 1 has n − 1 common root with f 2 , which in turn has n − 1 common root with f 3 and so on.
It is obvious that
We can decompose f 1 into a product of n linear forms: f 1 = l 1 . . . l n . From the above argument it follows that decomposition of f i into a product of linear forms differs from that of f 1 by at most i − 1 linear forms, 2 ≤ i ≤ r = n − s + 1. Hence all the f i have at least n − (n − s) = s common linear factors, that is k ≥ s.
So we have k = s. Hence dimI n = dimK[x, y] n−k and I n = hK[x, y] n−k and hence (see Proposition 7) there is one-to-one correspondence between subspaces I n and algebras of the type (1, 2, . . . , s − 1, s, s, . . . , s, s, . . . , s) . Reasoning as in Proposition 5 can show that since s ≤ 3 there are finitely many of such homogeneous algebras. Now we discover that if we slightly modify our sequence it will be of infinite type. 2, 3, 3, . . . , 3, 2) is of infinite type, where
Proposition 11. The sequence
Proof. We consider possible isomorphism φ :
′ of the type H. Due to Lemma 1 we can assume that φ is homogeneous. Clearly we have
Assume that f and f ′ both have 3 distinct roots. After a linear change of variables we may assume f = f ′ = xy(x + y). We lift φ toφ :
Hence after a linear change (permuting x, y and rescaling coordinates) if it is necessary we may assume thatφ(x) = x, φ(y) = y.
We have that R is isomorphic to R ′ if and only if I n = I ′ n . Since there can be infinitely many subspaces I n that contain (f ) n we have that our sequence is of infinite type.
Remark 2. The case of the sequence (1, 2, 3, 2) is covered by Proposition 2. 2, 3, . . . , n, 3, . . . , 3, 2) ,
Corollary 2. The sequence
Proof. Follows from the previous proposition and our method of extensions as in the proof of Proposition 7. 2, 3, 3, . . . , 3, 1) ,
Corollary 3. The following sequence is of infinite type:
Proof. Analogous to Proposition 11. (1, 2, 3, . . . , n, 3, . . . , 3, 1) ,
Proof. Analogous to Corollary 4.
Proposition 12.
The following sequences are of homogeneous finite type: (1, 2, 3, 3, . . . , 3, 2, 2 (1, 2, 3, 3, . . . , 3, 1, 1, . . . , 1) , (1, 2, 3, 3, . . . , 3, 2, 2, . . . , 2, 1, 1, . . . , 1) ,
Proof. We start with the sequence H 1 . We can assume that I 3 = xy(x + y) . We want to know the number of subspaces I n consisting of polynomials of degree n − 1 such that R = K[x, y]/(xy(x + y)) + (I n ) has the type H 1 . As in the proof of the Proposition 10, since k ≥ 1 we have one-to-one correspondence between such subspaces I n and homogeneous polynomials of degree 2 which we denote by g (recall that this correspondence is simple: for every g we assign I n = (g) n , and for every I n there is such g). But since I n must contain a subspace (xy(x + y)) n , and I n = (g) n , that is (xy(x + y)) n ⊂ (g) n , it follows that g divides xy(x + y). Hence there is only finite number of possibilities to choose I n , and hence only finite number of algebras of type H 1 .
The case H 2 is analogous, with polynomial g being of degree 1. We move to the case H 3 . Here we choose a polynomial g of degree two that divides xy(x+y) to obtain I n = (g) n and then (we can proceed by analogy since l ≥ 2) we choose a linear polynomial h that divides g to obtain I n+k+1 . Clearly, there is finite number of possibilities for these choices.
Corollary 5. The following sequences are of homogeneous finite type for n ≥ 3:
H 3 = (1, 2, 3 , . . . , n − 1, n, 3, 3, . . . , 3, 2, 2, . . . , 2, 1, 1, . . . , 1),
Proof. Use the correspondence described in the proof of the previous proposition. Proposition 13. The sequence H = (1, 2, 3 , . . . , 3, 2, 1, . . . , 1)
Proof. We can assume that I 3 = xy(x + y) . Since k ≥ 2 we have I n+1 = (g) n+1 for some linear form g. But we also should have (xy(x+y)) n+1 ⊂ I n+1 = (g) n+1 and hence there is only three possibilities to choose g since g must divide xy(x + y). We can assume that g = x + y.
We also have I n ⊂ (g) n . Then I n = (x + y)q 1 , . . . , (x + y)q n−1 since dim I n = n − 1 where q i are polynomials of degree n − 1. It is easy to see that all q i do not have common factors, otherwise we would have d n+1 = 2. We have I n = (x + y) q 1 , . . . , q n−1 ≃ q 1 , . . . , q n−1 ⊂ (K[x, y]) n−1 .
We also should have (xy(x+y)) n ⊂ I n . There is still infinitely many possibilities to choose a general (such that consists of polynomials with no common factors) hyperplane in (K[x, y]) n−1 containing a subspace W = (xy) n−1 = x n−2 y, x n−3 y 2 , . . . , xy n−2 with dimW = n − 2. For example, one can add to W a vector (ax n−1 + y n−1 ) for any a ∈ K. Hence we are done. 
Proof. Use the correspondence described in the proof of Proposition 12.
If we put n = 3 in the previous proposition we get the case (1, 2, 3, 2, 1 , . . . , 1) which was mentioned in Example 2. This case needs special consideration. Proposition 14. The sequence H = (1, 2, 3, 2, 1, . . . , 1)
Proof. We have 3 where g is some linear form and q i do not have common factors since they span (K[x, y]) 3 . We may assume that g = x.
To choose a subspace I 3 in (K[x, y]) 3 that consists of polynomials divided by x is the same as to choose two non-proportional polynomials ax 2 + bxy + cy 2 and dx 2 + exy + f y 2 . If a = d = 0 we have the subspace xy, y 2 . If a = 0 or d = 0 these subspaces can be assumed to be x 2 + cy 2 , xy + f y 2 or x 2 + bxy, y 2 . In the second case after rescaling y we have x 2 + xy, y 2 . In the first case (we may assume c = 0) we may add the second polynomial multiplied by a constant to the first one to get the full square (y + ux) 2 , u ∈ K. We make a linear change: x → x, y → y + ux. Then our plane is y 2 , vx 2 + wxy . After rescaling x and y we get y 2 , x 2 + xy . Hence there are finite number of possibilities.
By Proposition 8, the sequence (1, 2, 3, 2, 1) is of infinite type. 2, 3 , . . . , 3, 2, 2, . . . , 2, 1)
Proposition 15. The sequence
Proof. As always we assume that I 3 = xy(x + y) . To choose I n is the same as to choose a polynomial g of degree 2 that divides xy(x + y). There is finite number of possibilities to do that. But we have to choose a hyperplane in (K[x, y]) n+k+1 containing (I n ) n+k+1 which is a subspace of codimension two. There is no restriction on this subspace and hence there is infinite number of possibilities to make this choice.
Corollary 7.
The sequence 2, 3 , . . . , n, 3, . . . , 3, 2, 2, . . . , 2, 1)
Now we deal with the cases (1, 2, 3 , . . . , n, 2, 2, . . . , 2, 1, . . . , 1) and (1, 2, 3 , . . . , n, 2, 1, . . . , 1). The first case can be reduced to the case (1, 2, 2, . . . , 2, 1, . . . , 1) . 2, 2, . . . , 2, 1, . . . , 1)
Proposition 16. The sequence
Proof. Consider an algebra R ≃ K[x, y]/I of the type H. We have I 2 = f so we may assume first that f has two distinct roots and f = xy. We have d n−1 = 2, d n = 1 so I n−1 = (f ) n−1 , I n = (f ) n + g for some homogeneous polynomial g of degree n. Since (f ) n = (xy) n = x n−1 y, x n−2 y 2 , . . . , xy n−1 we may assume that g = ax n + by n . Making a rescaling of x and y we can get g = x n + y n or (permuting x and y if necessary) g = x n . Now let f = x 2 . In the notation as above we can assume g = axy n−1 + by n . Again by a linear change we can get g = xy n−1 + y n or g = xy n−1 or g = y n . Clearly we have finite number of possibilities. (1, 2, 3 , . . . , n, 2, 1, . . . , 1) for n ≥ 4.
Proposition 17. The sequence (1, 2, 3 , . . . , n, 2, 1, . . . , 1)
Proof. We construct infinite family of pairwise non-isomorphic algebras of this type. We take I n = x q 1 , . . . , q n−1 , q i ∈ (K[x, y]) n−1 and q i do not have common factors. They form a hyperplane in (K[x, y]) n−1 . Such hyperplanes exist: take, for example, x n−1 + ay n−1 , x n−2 y, . . . , xy n−2 , a ∈ K. Since the condition of having common linear factors is closed in Gr(n−1, n) and the set of hyperlanes of polynomials with no common factors is non-empty we see that the dimension of the subvariety of such hyperplanes is dim Gr(n−1, n) = n−1 ≥ 3. Moreover, we see that I n+1 = x(K[x, y]) n and hence for the algebras that we construct we always can identify the only linear form which divide all the elements in I n+1 . Homomorphism of the homogeneous algebras are given by the maps of P 1 , and we can consider only maps that preserve x . The dimension of this group is 2 < dim Gr(n − 1, n) = n − 1 and hence there are infinite number of pairwise non-isomorphic algebras of the type H. Proof. Analogous construction works. Take I n = xy q 1 , . . . , q n−2 where q i ∈ (K[x, y]) n−2 do not have common factors, then I n+1 = xy(K[x, y]) n−1 . The dimension of the group which fixes x and y on P 1 is 1 and the space of hyperplanes in (K[x, y]) n−2 in Gr(n − 2, n − 1) is n − 2-dimensional. Since n ≥ 4, n − 2 ≥ 2 > 1 and we are done.
Corollary 10. The sequence (1, 2, 3, . . . , n, 3, 2, . . . , 2, 1, . . . , 1)
Remark 5. The cases (1, 2, 3, 3, 2) and (1, 2, 3, 3, 2, 1) are covered by Corollary 6. They are of infinite type. The sequence (1, 2, 3, 3, 2, 2, . . . , 2, 1) is also of infinite type. The sequence (1, 2, 3, 3, 2, 2, . . . , 2, 1, 1, . . . , 1) is of homogeneous finite type. This was shown in Proposition 15 and Proposition 12, respectively.
Corollary 11. The sequence (1, 2, 3, . . . , n, 3, 1, 1 . . . , 1)
Proof. Take I n+1 = x(K[x, y]) n and let I n be arbitrary subspace of codimension 3 in (K[x, y]) n that satisfies the following condition: x, y I n ⊂ I n+1 = x(K[x, y]) n = x n+1 , x n y, . . . , xy n . This implies that I n ⊂ x n , x n−1 y, . . . , xy n−1 . Hence there are Gr(n − 2, n) ways to choose I n . The dimension of Gr(n − 2, n) is 2n − 4 ≥ 4 for n ≥ 4. Since the dimension of the group that acts on P 1 and fixes x is 2, we get the desired result. 
Some sequences of finite type
In this section, we give some additional results in which we prove that certain sequences are of finite type. Proof. Let k be the integer such that m k = 0 and m k+1 = 0, k ≥ 2. We claim that there exists an element x ∈ m such that x k = 0. Indeed, for any x 1 , . . . , x k ∈ m one has x 1 . . . 
