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0. Introduction
In non-relativistic quantum physics [19, 20, 47] a spinless (charged) parti-
cle with d-dimensional Euclidean configuration space Rd, which is subjected
to a scalar potential V , as well as to a magnetic field derived from a vec-
tor potential A, is characterized by a Schro¨dinger operator H ≡ H(A, V ).
The latter is a linear, self-adjoint, second-order partial-differential oper-
ator acting on a dense domain in the Hilbert space L2(Rd) of Lebesgue
square-integrable functions ψ on Rd [14, 7]. The spectrum of H corre-
sponds physically to the possible values E ∈ R of the particle’s energy.
Useful information on a given Schro¨dinger operator H can be obtained by
studying its semigroup {e−tH}t≥0. As was convincingly demonstrated by
Carmona [11] and Simon [40, 42], this, in turn, can be done very efficiently
by using the Feynman-Kac(-Itoˆ) formula [40, 13, 46, 10], which provides a
probabilistic representation of e−tHψ in terms of a Brownian-motion expec-
tation. Until present, the most systematic study along these lines is that
of Simon [42]. It covers mostly situations without a magnetic field and
where the scalar potential V is assumed to be Kato decomposable. The
latter assumption assures in particular that the operator H is bounded
from below and, hence, that {e−tH}t≥0 is a family of bounded operators.
Part of the regularity results in [42] were recently generalized to allow for
rather general magnetic fields and an arbitrary open subset of Rd as the
configuration space [10]. For additional regularity results see [23].
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Some physically interesting situations, however, are modelled by scalar
potentials which are not Kato decomposable and lead to Schro¨dinger opera-
tors that are unbounded from below. Here we only mention the Stark effect
of atoms, electronic properties of disordered solids and the physically differ-
ent, but mathematically closely related problem of classical diffusion in ran-
dom media. For the first situation one uses a scalar potential with a term
linear in the position [5, 14], and for the latter two situations the realizations
of a suitable random scalar potential [29, 12, 36, 32, 46, 21, 22]. Gaussian
random potentials are very popular examples thereof in the physics litera-
ture on disordered systems [39, 17, 33]. Since H is unbounded from below
in these cases, the associated Schro¨dinger semigroup {e−tH}t≥0 consists
of unbounded operators. Among other things, the unboundedness of the
operator exponentials e−tH brings up new kinds of questions concerning
domains, common cores for different t, etc. In fact, there are interesting
analytic results on semigroups of unbounded linear operators even on ab-
stract Hilbert and Banach spaces for more than two decades [35, 25, 18, 31]
(see also Thm. 4.9 in [15]). However, it was only recently that Simon [43]
singled out a maximal class of negative scalar potentials such that H is un-
bounded from below, but given an arbitrarily large (time) parameter t > 0
the operator exponential e−tH still acts as an integral operator on functions
ψ, which have sufficiently fast decay at infinity, and e−tHψ is given by a
Feynman-Kac formula.
The present paper is in the spirit of Simon’s note [43]. By suitably ex-
tending his Feynman-Kac formula we aim to achieve a better understanding
of rather general unbounded Schro¨dinger semigroups {e−tH}t≥0 on L2(Rd),
which have remained widely unexplored up to now. To this end we consider
a large class of scalar potentials which allows for the same fall-off towards
minus infinity at infinity as was considered in [43]. In addition, the presence
of rather general magnetic fields is admitted. Under these assumptions, we
prove continuity of the Feynman-Kac-Itoˆ integral kernel kt of e
−tH and of
the image function e−tHψ, provided that t > 0 and ψ has sufficiently fast
decay at infinity. Moreover, we extend the Feynman-Kac-Itoˆ representa-
tion of e−tHψ to all ψ in the domain of the possibly unbounded operator
e−tH . This yields an alternative characterization of its domain and renders
e−tH the maximal Carleman operator induced by the integral kernel kt. A
theorem of Nussbaum [35] is applied to identify a common operator core
for e−tH for all t ≥ 0. Lemma 1.7 and Theorem 1.10 summarize these
results. Semigroup properties of the family {e−tH}t≥0 are compiled in
Theorem 1.12. Similar to Thm. B.7.8 in [42], we infer in Theorem 1.14 the
existence and continuity of integral kernels for certain bounded functions
of H , thereby allowing one to evaluate related traces in terms of integral
kernels. In particular, all this is true for any spectral-projection operator
χI(H) of H associated with a Borel set I ⊂ R which is bounded from
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above, see Corollary 1.16. Finally, the functional calculus is extended to
integral kernels in Corollary 1.18. Applications to Schro¨dinger operators
with rather general random scalar potentials yield a rigorous justification
of some statements which are frequently used in the physics literature on
disordered systems. Corollary 1.27 delivers an integral-kernel representa-
tion of the integrated density of states and Corollary 1.29, respectively its
particularization to Gaussian random scalar potentials in Corollary 1.31,
concerns properties of the integral kernel of the averaged semigroup.
The paper is organized as follows. Section 1 contains the basic notions,
the precise formulations of the results mentioned in the previous paragraph
and various comments. Sections 2 to 5 are devoted to the proofs.
1. Results and Comments
1.1. Basic Notation and Definitions
As usual, let N := {1, 2, 3, . . .} denote the set of natural numbers. Let
R, respectively C, denote the algebraic field of real, respectively complex
numbers and let Zd be the simple cubic unit-lattice in d dimensions, d ∈ N.
We fix a Cartesian co-ordinate system in d-dimensional Euclidean space Rd
and define an open cube in Rd as a translate of the d-fold Cartesian product
I × . . . × I of an open interval I ⊆ R. In particular, Λℓ(x) stands for the
open cube in Rd with edge length ℓ > 0 and centre x = (x1, . . . , xd) ∈ Rd.
The Euclidean scalar product x · y := ∑dj=1 xjyj of x, y ∈ Rd induces the
Euclidean norm |x| := (x · x)1/2.
We denote the volume of a Borel subset Λ ⊆ Rd with respect to the
d-dimensional Lebesgue measure as |Λ| := ∫Λ dx = ∫RddxχΛ(x), where χΛ
stands for the indicator function of Λ. In particular, if Λ is the strictly
positive half-line, Θ := χ] 0,∞[ denotes the left-continuous Heaviside unit-
step function.
The Banach space Lp(Rd), p ∈ [1,∞], consists of all Borel-measurable
complex-valued functions f : Rd → C which are identified if their
values differ only on a set of Lebesgue measure zero and which pos-
sess a finite norm ‖f‖p :=
(∫
Rd
dx |f(x)|p)1/p < ∞, if p < ∞, and
‖f‖∞ := ess supx∈Rd |f(x)| < ∞, if p = ∞. We recall that L2(Rd)
is a separable Hilbert space with scalar product 〈·, ·〉 given by 〈f, g〉 :=∫
Rd
dx f∗(x) g(x). Here the star denotes complex conjugation and the func-
tion f∗ is defined pointwise by f∗(x) := (f(x))∗. We write f ∈ Lploc(Rd),
if fχΛ ∈ Lp(Rd) for any bounded Borel set Λ ⊂ Rd. The uniform local
Lebesgue spaces Lpunif,loc(R
d) consist of all those f ∈ Lploc(Rd) for which
supx∈Zd ‖fχΛ1(x)‖p < ∞. The Kato class [28, 3, 48, 23] over Rd may be
defined as the vector space K(Rd) := {f ∈ L1loc(Rd) : limt↓0 κt(f) = 0},
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where κt(f) := supx∈Rd
∫ t
0
ds
∫
Rd
dξ e−|ξ|
2 |f(x+ ξ√s)|. It obeys the inclu-
sion K(Rd) ⊆ L1unif,loc(Rd) with equality if d = 1. We say that f belongs to
Kloc(Rd), if fχΛ ∈ K(Rd) for any bounded Borel set Λ ⊂ Rd. Moreover, f is
called Kato decomposable, in symbols f ∈ K±(Rd), if sup{0, f} ∈ Kloc(Rd)
and sup{0,−f} ∈ K(Rd). Finally, C∞0 (Rd) is the vector space of all func-
tions f : Rd → C which are arbitrarily often differentiable and have com-
pact supports suppf .
The absolute value of a closed operator F : dom(F ) → L2(Rd), with
dense domain of definition dom(F ) ⊆ L2(Rd) and Hilbert adjoint F ∗, is
the positive operator |F | := (F ∗F )1/2. The (uniform) norm of a bounded
operator F : L2(Rd) → L2(Rd) is defined as ‖F‖ := sup{‖Ff‖2 : f ∈
L2(Rd) , ‖f‖2 = 1
}
.
Definition 1.1. Let d ∈ N. A vector potential A is a Borel-
measurable, Rd-valued function on Rd and a scalar potential V is a Borel-
measurable, R-valued function on Rd. Furthermore,
(A) a vector potential A is said to satisfy property (A), if both its square
|A|2 and its divergence∇·A lie in the intersection L2loc(Rd)∩Kloc(Rd).
Here, ∇ = (∂1, . . . , ∂d) stands for the gradient, which is supposed to
act in the sense of distributions on C∞0 (Rd).
(C) a vector potential A is said to satisfy property (C), if there exist real
constants Bjk = −Bkj , where j, k ∈ {1, . . . , d}, such that
Ak(x) =
1
2
d∑
j=1
xj Bjk (1.1)
for all x ∈ Rd and all k ∈ {1, . . . , d}. In other words, A generates a
spatially constant magnetic field given by the skew-symmetric d× d-
matrix with entries Bjk = ∂jAk − ∂kAj .
(V) a scalar potential V is said to satisfy property (V), if it can be written
as a sum
V = V1 + V2 (1.2)
with V1 being locally square-integrable and Kato decomposable,
V1 ∈ L2loc(Rd) ∩ K±(Rd) , (1.3)
and V2 obeying a sub-quadratic growth limitation in the following
sense: for every ε > 0 there exists a finite constant vε > 0 such that
|V2(x)| ≤ ε|x|2 + vε (1.4)
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for Lebesgue-almost all x ∈ Rd.
Remarks 1.2. (i) For one space dimension, d = 1, there is no loss of
generality in assuming A = 0 on account of gauge equivalence.
(ii) If d ≤ 3, then L2loc(Rd) ⊆ Kloc(Rd).
(iii) Due to gauge equivalence we have contented ourselves in for-
mulating the constant-magnetic-field condition (C) in the Poincare´ gauge
(1.1).
(iv) Property (C) implies property (A).
(v) Property (V) allows for a larger class of potentials than those
considered in [43]. This is because (V) requires weaker local regularity
properties. Yet, the crucial sub-quadratic growth limitation of V (x) to-
wards minus infinity as |x| → ∞ is identical.
(vi) Even though a quadratic growth limitation instead of the
stronger condition (1.4) would still yield a self-adjoint Schro¨dinger semi-
group, we do not consider such situations, because the corresponding
Feynman-Kac(-Itoˆ) formula would not hold for an arbitrarily large time
parameter t, cf. Sect. 5.13 in [27].
We base the definition of Schro¨dinger operators on the following propo-
sition, whose proof is an application of Thm. 2.5 in [24].
Proposition 1.3. Let A be a vector potential with property (A) and
let V be a scalar potential with property (V). Then the differential operator
C∞0 (Rd) ∋ ϕ 7→
1
2
d∑
j=1
(i∂j + Aˆj)
2 ϕ+ Vˆ ϕ (1.5)
is essentially self-adjoint on L2(Rd). Here i =
√−1 denotes the imagi-
nary unit and a superposed hat on a function indicates the corresponding
multiplication operator.
Definition 1.4. The self-adjoint closure of (1.5) on L2(Rd) is called
the (magnetic) Schro¨dinger operator and denoted by H(A, V ).
As suggested in [43], we introduce vector spaces of Lp(Rd)-functions with
a decay at infinity which is faster than that of some Gaussian function.
These spaces are tailored for the, in general, unbounded Schro¨dinger semi-
group {e−tH(A,V )}t≥0 with V having property (V).
INTEGRAL KERNELS FOR UNBOUNDED SCHRO¨DINGER SEMIGROUPS 7
Definition 1.5. For each p ∈ [1,∞] we set
LpG(R
d) :=
{
ψ ∈ Lp(Rd) : there exists ρ ∈]0,∞[ such that∫
Rd
dx eρ|x|
2 |ψ(x)|p <∞
}
. (1.6)
Remarks 1.6. (i) Ho¨lder’s inequality yields the chain of inclusions
L∞G (R
d) ⊆ LqG(Rd) ⊆ LpG(Rd) ⊆ L1G(Rd) , (1.7)
if 1 ≤ p ≤ q ≤ ∞.
(ii) The space LpG(R
d) is dense in Lp(Rd) for any p ∈ [1,∞] thanks
to the inclusion
C∞0 (Rd) ⊂ LpG(Rd) . (1.8)
1.2. Continuous integral kernels for unbounded Schro¨dinger semigroups
and their spectral projections
As a preparation for the Feynman-Kac-Itoˆ formula (1.17) in Theo-
rem 1.10 below we need to recall the Brownian bridge in Rd associated with
the starting point x ∈ Rd, the endpoint y ∈ Rd and the closed time interval
[0, t], where t > 0 is fixed but arbitrary. It may be defined as the Rd-valued
stochastic process whose d Cartesian components are independent and have
continuous realizations [0, t] ∋ s 7→ bj(s) ∈ R, j ∈ {1, . . . , d}. Moreover,
the j-th component bj is distributed according to the Gaussian probability
measure characterized by the mean function [0, t] ∋ s 7→ xj + (yj − xj)s/t
and the covariance function [0, t]× [0, t] ∋ (s, s′) 7→ min{s, s′} − ss′/t, see
e.g. [40, 37, 46]. We denote the joint (product) probability measure of
b := (b1, . . . , bd) by µ
0,t
x,y. Given t > 0, a vector potential A with property
(A) and a scalar potential V with property (V), then the Euclidean action
functional
St(A, V ; b) := i
∫ t
0
db(s) ·A(b(s)) + i
2
∫ t
0
ds (∇ · A)(b(s)) +
∫ t
0
ds V (b(s))
(1.9)
associated with these potentials is well defined for µ0,tx,y-almost all paths b
of the Brownian bridge. The first integral on the right-hand side of (1.9)
is a stochastic line integral to be understood in the sense of Itoˆ. The other
two integrals with random integrands are meant in the sense of Lebesgue.
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The µ0,tx,y-almost-sure existence of the integrals in (1.9) follows e.g. from
Sects. 2 and 6 in [10] and the estimate
∫
µ0,tx,y(db)
∣∣∣∣
∫ t
0
ds V2(b(s))
∣∣∣∣ ≤ tvε + ε
∫ t
0
ds
∫
µ0,tx,y(db) |b(s)|2 <∞ .
(1.10)
The latter is valid for all ε > 0 and relies on (1.4), Fubini’s theorem and an
explicit computation. As to the applicability of (1.4) in this estimate, we
have used the basic fact that for µ0,tx,y-almost every path b of the Brownian
bridge the set {s ∈ [0, t] : b(s) ∈ Λ} of time instances, for which b stays
in a given Lebesgue-null set Λ ⊂ Rd, is itself of Lebesgue measure zero in
[0, t], that is,
∫ t
0 ds
χΛ
(
b(s)
)
= 0. We will make use of this fact in the
following without further notice.
Lemma 1.7. Let A be a vector potential with property (A) and let V
be a scalar potential with property (V). Finally, let t > 0. Then
(i) the function kt : R
d × Rd → C, (x, y) 7→ kt(x, y), where
kt(x, y) :=
e−|x−y|
2/(2t)
(2πt)d/2
∫
µ0,tx,y(db) e
−St(A,V ;b) , (1.11)
is well defined in terms of a Brownian-bridge expectation, Hermitian in the
sense that kt(x, y) = k
∗
t (y, x) for all x, y ∈ Rd, continuous and obeys the
semigroup property
kt+t′(x, z) =
∫
Rd
dy kt(x, y) kt′ (y, z) (1.12)
for all x, z ∈ Rd and all t′ > 0.
(ii) for every δ > 0 there exists a finite constant a
(δ)
t > 0, indepen-
dent of x, y ∈ Rd, such that the estimate
|kt(x, y)| ≤ a(δ)t exp
{
−|x− y|
2
4t
+ δ|x|2 + δ|y|2
}
(1.13)
holds for all x, y ∈ Rd.
(iii) the function kt obeys
kt(x, ·) ∈ L∞G (Rd) for all x ∈ Rd (1.14)
and thus has the Carleman property (1.15) below. Moreover, the mapping
Rd → L2(Rd), x 7→ kt(x, ·) is strongly continuous.
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Remarks 1.8. (i) The lemma is proven in Section 2.
(ii) Concerning the asserted continuity of kt, the proof will even show
that the function ]0,∞[×Rd × Rd ∋ (t, x, y) 7→ kt(x, y) is continuous.
(iii) The estimate (1.13) corresponds to Thm. 2.1 in [43].
(iv) Part (iii) of Lemma 1.7 continues to hold with kt(x, ·) replaced
by kt(·, x) thanks to the Hermiticity of kt (for all x, y ∈ Rd).
(v) While (1.14) follows (directly) from the estimate (1.13), the
weaker Carleman property of kt,
kt(x, ·) ∈ L2(Rd) for Lebesgue-almost all x ∈ Rd , (1.15)
is already a consequence of the semigroup property, the Hermiticity and
the continuity of kt.
Definition 1.9. Let H(A, V ) be the Schro¨dinger operator of Defini-
tion 1.4 and let t ∈ R. Then the operator exponential e−tH(A,V ) is densely
defined, self-adjoint and positive by the spectral theorem and the functional
calculus for unbounded functions of unbounded self-adjoint operators (see
e.g. Chap. 5 in [7]).
We are now in a position to give a probabilistic representation of
e−tH(A,V ) by a Feynman-Kac-Itoˆ formula.
Theorem 1.10. Let A be a vector potential with property (A) and let
V be a scalar potential with property (V). Moreover, let t > 0 and let
e−tH(A,V ) be given by Definition 1.9. Then
(i) the domain of e−tH(A,V ) is given by
dom
(
e−tH(A,V )
)
=
{
ψ ∈ L2(Rd) :
∫
Rd
dy kt(·, y)ψ(y) ∈ L2(Rd)
}
(1.16)
with kt defined in (1.11). Moreover, L
2
G(R
d) ⊆ dom(e−tH(A,V )) is an op-
erator core for e−tH(A,V ).
(ii) e−tH(A,V ) is the maximal Carleman operator induced by the con-
tinuous integral kernel (1.11) in the sense that
e−tH(A,V )ψ =
∫
Rd
dy kt(·, y)ψ(y) (1.17)
for all ψ ∈ dom(e−tH(A,V )) and that kt has the Carleman property (1.15).
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(iii) the image e−tH(A,V )ψ of any ψ ∈ dom(e−tH(A,V )) has a con-
tinuous representative in L2(Rd) given by the right-hand side of (1.17). If
even ψ ∈ L2G(Rd), then, in addition, e−tH(A,V )ψ ∈ L∞G (Rd).
Remarks 1.11. (i) The proof of Theorem 1.10 is deferred to Section
3.
(ii) For the theory of Carleman operators we refer to [45, 4, 49]. We
follow mostly the terminology and conventions of [49].
(iii) The right-hand side of (1.17) maps even any ψ ∈ L1G(Rd) (and
hence any ψ ∈ LpG(Rd) for all p ∈ [1,∞]) to an element of L∞G (Rd). This
fact is well known for the free case A = 0 and V = 0. It extends to the
general situation of Theorem 1.10 simply by the basic estimate (1.13).
(iv) Theorem 1.10 extends the main result of [43], where the
Feynman-Kac-Itoˆ formula (1.17) was proven for A = 0 and ψ ∈ L2G(Rd)
under somewhat more restrictive assumptions on the scalar potential V ,
see Remark 1.2(v).
(v) If V2 = 0, then the scalar potential V = V1 is Kato decomposable
and H(A, V1) therefore bounded from below. Regularity properties of the
associated bounded Schro¨dinger semigroup {e−tH(A,V1)}t≥0 are well known
and have been studied in great detail, see the seminal paper [42] and [23]
for the non-magnetic case A = 0. Part of these results were extended to
situations with rather general vector potentials in [10].
So far we have been concerned with the (possibly unbounded) operator
exponential e−tH(A,V ) for a fixed but arbitrary time parameter t ∈]0,∞[.
Next we compile some semigroup properties of the family {e−tH(A,V )}t≥0.
Theorem 1.12. Assume the situation of Theorem 1.10. Then the fam-
ily {e−tH(A,V )}t≥0 is a strongly continuous (one-parameter) semigroup of
self-adjoint operators generated by the Schro¨dinger operator H(A, V ) in the
following sense:
(i) the semigroup law
e−(t+t
′)H(A,V )ψ = e−tH(A,V ) e−t
′H(A,V )ψ (1.18)
holds for all t, t′ ∈ [0,∞[ and all ψ ∈ L2G(Rd).
(ii) the orbit mapping uψ : [0,∞[→ L2(Rd), t 7→ uψ(t) :=
e−tH(A,V )ψ is strongly continuous (at t = 0 only from the right) for all
ψ ∈ L2G(Rd).
(iii) for every ϕ ∈ C∞0 (Rd) the orbit mapping uϕ is strongly differen-
tiable (at t = 0 only from the right) and the unique solution of the linear
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initial-value problem
d
dt
Φ(t) = −H(A, V )Φ(t) , Φ(0) = ϕ , (1.19)
for a strongly differentiable (at t = 0 only from the right) mapping Φ :
[0,∞[→ dom(H(A, V )), t 7→ Φ(t).
Remarks 1.13. (i) The proof of Theorem 1.12 is given in Section 3.
(ii) Interesting analytic results on semigroups of unbounded opera-
tors on abstract Hilbert and Banach spaces were previously obtained in
e.g. [35, 25, 18, 31].
In many situations it is useful to know that not only e−tH(A,V ) has a
continuous integral kernel but also certain bounded functions of H(A, V ).
Theorem 1.14. Assume the situation of Theorem 1.10 and let F ∈
L∞(R) be a bounded function with an at least exponentially fast decay at
plus infinity in the sense that the inequality
|F (E)| ≤ γmin{1, e−τE} (1.20)
holds for Lebesgue-almost all E ∈ R with some constants γ, τ ∈]0,∞[.
Furthermore, let F
(
H(A, V )
)
be defined by the spectral theorem and the
functional calculus. Then
(i) F
(
H(A, V )
)
is a bounded Carleman operator induced by the con-
tinuous integral kernel f : Rd × Rd → C, (x, y) 7→ f(x, y), where
f(x, y) :=
〈
kt(·, x), e2tH(A,V )F
(
H(A, V )
)
kt(·, y)
〉
(1.21)
with arbitrary t ∈]0, τ/2[, in the sense that
F
(
H(A, V )
)
ψ =
∫
Rd
dy f(·, y)ψ(y) (1.22)
for all ψ ∈ L2(Rd) and that f has the Carleman property (1.15).
(ii) the left-hand side of (1.22) has a continuous representative in
L2(Rd), which is given by the right-hand side of (1.22).
(iii) for every w ∈ L∞G (Rd) the product F
(
H(A, V )
)
wˆ is a Hilbert-
Schmidt operator with squared norm given by
Trace
{
wˆ∗
∣∣F (H(A, V ))∣∣2wˆ} = ∫
Rd
dx |w(x)|2
∫
Rd
dy |f(x, y)|2 . (1.23)
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Here wˆ denotes the bounded multiplication operator uniquely corresponding
to w, and wˆ∗ denotes its Hilbert adjoint.
Remarks 1.15. (i) The right-hand side of (1.21) is well defined and
continuous in (x, y) ∈ Rd × Rd by Lemma 1.7(iii), Remark 1.8(iv), the
boundedness of e2tH(A,V )F
(
H(A, V )
)
and the continuity of the L2(Rd)-
scalar product 〈·, ·〉. Moreover, (1.21) is independent of the chosen t ∈
]0, τ/2[.
(ii) The proof of Theorem 1.14 is given in Section 4 and rests on
a more general result, which is formulated as Lemma 4.1. This lemma is
in the spirit of Thm. B.7.8 in [42], but, among others, we have relaxed
a boundedness assumption in a suitable way. Theorem 1.14 itself may be
viewed as a generalization of Thm. B.7.1(d) in [42] from Kato-decomposable
scalar potentials to ones with property (V) and to vector potentials with
property (A). But, whereas Thm. B.7.1(d) in [42] relies on resolvent tech-
niques and requires the power-law decay |F (E)| ≤ const.(1 + |E|)−α with
α > d/2 for energies E in the spectrum of H , we work with the semigroup
and thus need the decay property (1.20).
Corollary 1.16. Assume the situation of Theorem 1.14 and let I ⊂
R be a Borel set in the real line which is bounded from above, sup I < ∞.
Then Theorem 1.14 holds with F = χI , that is, for the spectral projection
χI
(
H(A, V )
)
associated with the energy regime I of the Schro¨dinger opera-
tor H(A, V ). Denoting the corresponding continuous integral kernel (1.21)
by pI , Eq. (1.23) takes the form
Trace
[
wˆ∗χI
(
H(A, V )
)
wˆ
]
=
∫
Rd
dx |w(x)|2 pI(x, x) (1.24)
for all w ∈ L∞G (Rd).
Remark 1.17. The proof of Corollary 1.16 is given in Section 4.
Finally, we note that the functional calculus extends to integral kernels.
Corollary 1.18. Assume the situation of Theorem 1.14. Then
f(x, y) =
∫
R
dp(E;x, y) F (E) (1.25)
holds for all x, y ∈ Rd and all F obeying (1.20). In addition, (1.25) holds
for the function F given by F (E) = e−tE with some arbitrary t ∈]0,∞[,
in which case one has to set f = kt. The right-hand side of (1.25) is to
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be understood as a Lebesgue-Stieltjes integral with respect to the complex
“distribution” function R ∋ E 7→ p(E;x, y) := p]−∞,E[(x, y).
Remark 1.19. The proof of Corollary 1.18 is given in Section 4.
1.3. Applications to random Schro¨dinger operators
The results of the previous subsection are nicely illustrated by random
Schro¨dinger operators. In fact, certain random potentials of wide-spread
use in the physics literature on disordered systems lead to Schro¨dinger
operators which are almost surely unbounded from below and hence to
Schro¨dinger semigroups which are almost surely unbounded from above.
Definition 1.20. A random scalar potential V on Rd is a random
field V : Ω × Rd → R, (ω, x) 7→ V (ω)(x), on a complete probability space
(Ω,A,P) which is measurable with respect to the product of the sigma-
algebra A of event sets in Ω and the sigma-algebra of Borel sets in Rd.
Furthermore, a random scalar potential V is said to satisfy property
(S) if there exist two reals p1 > p(d) and p2 > p1d/ [2(p1 − p(d))] such
that
sup
x∈Zd
E
[‖V χΛ1(x)‖p2p1] <∞. (1.26)
Here, E[X ] :=
∫
Ω P(dω)X
(ω) denotes the expectation of a (complex-
valued) random variable X on Ω, and the real p(d) is defined as
follows: p(d) := 2 if d ≤ 3, p(d) := d/2 if d ≥ 5 and p(4) > 2,
otherwise arbitrary.
(E) if it is Rd-ergodic with respect to the group of translations in Rd, see
[29].
(I) if
sup
x∈Zd
E
[‖V χΛ1(x)‖2ϑ+12ϑ+1] <∞, (1.27)
where ϑ ∈ N is the smallest integer with ϑ > d/4.
(L) if the finiteness condition
Lt := ess sup
x∈Rd
E
[
e−tV (x)
]
<∞ (1.28)
holds for all t > 0.
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(G) if V is a Gaussian random field [2, 34] which is Rd-homogeneous, has
zero mean, E [V (0)] = 0, and a covariance function x 7→ C(x) :=
E [V (x)V (0)] that is continuous at the origin where it obeys 0 <
C(0) <∞.
Remarks 1.21. (i) While property (S) will assure the applicability of
the results in the previous subsection, property (I), respectively (L), is
mainly a technical one needed for the existence of the integrated density
of states in Proposition 1.25 below, respectively for the existence of the
disorder-averaged semigroup in Corollary 1.29 below.
(ii) Given (E), property (I) simplifies to E
[|V (0)|2ϑ+1] < ∞ and
property (L) to Lt = E
[
e−tV (0)
]
< ∞. Property (L) implies neither (S)
nor (I) and vice versa. Moreover, if d 6= 4, property (I) in general does not
imply property (S), even if property (E) is supposed. Given (E), a simple
sufficient criterion for both (S) and (I) to hold is the finiteness
E
[|V (0)|p] <∞ (1.29)
of the p-th absolute moment for some real p > max{3, d + 1}. To prove
this claim for property (S), we choose p1 = p2 = p in (1.26). For (I) the
claim follows from 2ϑ ≤ max{2, d}.
(iii) If V has property (G), then the standard Gaussian identity
E
[
exp
{∫
Rd
ζ(dx) V (x)
}]
= exp
{
1
2
∫
Rd
ζ(dx)
∫
Rd
ζ(dy) C(x− y)
}
.
(1.30)
holds for all (finite) complex Borel measures ζ on Rd. Accordingly, property
(G) implies properties (S), (I) and (L), see Remark 3.9(iii) in [26] for details.
It also implies property (E), if the covariance function C decays at infinity.
In order to apply the results of the previous subsection we need the
following
Lemma 1.22. Let V be a random scalar potential with property (S).
Then for P-almost every ω ∈ Ω the realization V (ω) : Rd → R, x 7→ V (ω)(x)
is a scalar potential with property (V).
Remark 1.23. The proof of the lemma is given in Section 5.
For a vector potential with property (A) and a random scalar potential
with property (S) we thus infer from Proposition 1.3 and Definition 1.4 the
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existence of the random (magnetic) Schro¨dinger operator H(A, V ) given by
the realizations H(A, V (ω)), which are essentially self-adjoint on C∞0 (Rd)
for P-almost all ω ∈ Ω.
As an obvious consequence of Lemma 1.22 we note
Corollary 1.24. Let A be a vector potential with property (A) and
let V be a random scalar potential with property (S). Then the results of
Lemma 1.7, Theorem 1.10, Theorem 1.12, Theorem 1.14, Corollary 1.16
and Corollary 1.18 apply for P-almost every ω ∈ Ω to the realization
H(A, V (ω)) of the random Schro¨dinger operator as given by Definition 1.4.
Corollary 1.24 is the basis for the rigorous derivations of two frequently
used relations in the physics literature on disordered systems.
1.3.1. Integrated density of states. The first of these two relations is an
integral-kernel representation of the integrated density of states of random
Schro¨dinger operators. To formulate this representation, we first recall one
possible definition of the integrated density of states in
Proposition 1.25. Let A be a vector potential with property (C) and
let V be a random scalar potential with properties (S), (E) and (I). Let
Γ ⊂ Rd be a bounded open cube and let χˆΓ denote the bounded multiplication
operator associated with the indicator function of Γ. Then the expectation
value
N(E) :=
1
|Γ| E
{
Trace
[
χˆΓ χ]−∞,E[
(
H(A, V )
)
χˆΓ
]}
(1.31)
is well defined for every energy E ∈ R in terms of the spatially localized
spectral projection associated with the half-line ] − ∞, E[ of the random
Schro¨dinger operator H(A, V ). Furthermore it is independent of Γ. The
integrated density of states E 7→ N(E) is the unbounded left-continuous
distribution function of a positive Borel measure on the real line R .
Proof . We refer to Thm. 3.1 in [26] for the case d ≥ 2 and to Thm. 5.20
in [36] for the case d = 1.
Remark 1.26. Mostly, N(E) is defined as the almost surely non-random
quantity arising in the infinite-volume limit from the number of eigenval-
ues per volume (counting multiplicities) of a finite-volume restriction of
H(A, V (ω)) below E. This definition coincides with the one in Proposi-
tion 1.25 above, as is shown in Cor. 3.3 of [26] under the present assump-
tions on A and V .
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On account of Corollary 1.24 and (1.31) we conclude
Corollary 1.27. Let A be a vector potential with property (C) and
let V be a random scalar potential with properties (S), (E) and (I). Then
the equality
N(E) = E
[
p(E; 0, 0)
]
(1.32)
holds for all E ∈ R , where p(ω)(E; ·, ·) = p(ω)]−∞,E[ denotes the continuous
integral kernel of the spectral projection χ]−∞,E[
(
H(A, V (ω))
)
. We recall
that p(ω)(E; ·, ·) exists for P-almost all ω ∈ Ω according to Corollary 1.24.
Remarks 1.28. (i) The corollary is proven in Section 5.
(ii) The representation (1.32) for the integrated density of states has
been known previously from a rigorous point of view only under additional
assumptions on the random scalar potential. For example, Remark VI.1.5
in [12] and Remark 3.4 in [26] require from the outset the P-almost sure
existence of continuous integral kernels for the spectral projections. A
sufficient criterion for this requirement is that V is P-almost surely Kato
decomposable [42, 10]. Earlier derivations of the representation (1.32) by
different authors require even stronger conditions on V , see Thms. 5.18
and 5.23 in [36]. The latter theorem, however, covers differential operators
more general than Schro¨dinger operators.
(iii) To our knowledge, Corollary 1.27 provides the first rigorous
derivation of the representation (1.32) for a wide class of random scalar po-
tentials. As we have seen, this class includes also random potentials leading
to Schro¨dinger operators which are P-almost surely unbounded from below.
For example, this is the case if V has properties (G) and (E) [29, 12, 36].
For such a choice of V the relation (1.32) is frequently taken for granted in
the physics literature on disordered systems, see e.g. [39, 33, 17].
(iv) Corollary 1.27 strengthens Cor. 3.3 in [26] in the sense that Eq.
(3.6) in [26] may be replaced by Eq. (3.7) in [26] without an additional
assumption.
1.3.2. Disorder-averaged semigroup. The second application, for which
Corollary 1.24 provides a rigorous justification, concerns, loosely speaking,
the expectation value of the random operator exponential e−tH(A,V ).
Corollary 1.29. Let A be a vector potential with property (A) and let
V be a random scalar potential with properties (S) and (L). Moreover, let
t > 0 and let k
(ω)
t denote the continuous integral kernel of e
−tH(A,V (ω)). We
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recall that k
(ω)
t exists for P-almost all ω ∈ Ω according to Corollary 1.24.
Then
(i) the disorder-averaged integral kernel kt : R
d×Rd → C , (x, y) 7→
kt(x, y) := E[kt(x, y)] is well defined, Hermitian in the sense that kt(x, y) =
kt
∗
(y, x) for all x, y ∈ Rd, continuous and dominated by the free heat kernel
according to
|kt(x, y)| ≤ Lt e
−|x−y|2/(2t)
(2πt)d/2
(1.33)
for all x, y ∈ Rd. In particular, kt(x, ·) ∈ L∞G (Rd) for all x ∈ Rd. The
mapping Rd → L2(Rd), x 7→ kt(x, ·) is strongly continuous.
(ii) the function kt induces a bounded, self-adjoint and positive Car-
leman operator Tt on L
2(Rd) in the sense that
Ttψ :=
∫
Rd
dy kt(·, y)ψ(y) (1.34)
for all ψ ∈ L2(Rd) and that kt has the Carleman property (1.15).
(iii) the image Ttψ of any ψ ∈ L2(Rd) has a continuous representative
in L2(Rd) given by the right-hand side of (1.34). If even ψ ∈ L2G(Rd), then
one has in addition Ttψ ∈ L∞G (Rd) and the equality
Ttψ = E
[
e−tH(A,V )ψ
]
(1.35)
holds.
Remarks 1.30. (i) The corollary is proven in Section 5.
(ii) In view of the equality in (1.35), the operator Tt may be called
the averaged semigroup (operator). One should note, however, that the
one-parameter family {Tt}t≥0 is not a semigroup in general.
(iii) Assuming also properties (C) and (E), the diagonal of the kernel
kt is constant and given by the (two-sided) Laplace transform
kt(0, 0) =
∫
R
dN(E) e−tE (1.36)
of the integrated density of states. This follows from Lemma 5.1(ii) below,
Corollary 1.18, integration by parts and Fubini’s theorem. The latter two
steps rely both on Lemma 4.2 below.
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The content of Corollary 1.29 is often used in the physics literature on
disordered solids and random media for the special case where V is a ho-
mogeneous Gaussian random potential, that is a random scalar potential
with property (G). For this choice of V , the random Schro¨dinger operator
H(A, V ) is P-almost surely unbounded from below [29, 12, 36], but com-
plies with the assumptions of Corollary 1.29 according to Remark 1.21(iii).
The corresponding Carleman kernel kt in Corollary 1.29 can then be made
more explicit by applying Fubini’s theorem and the standard Gaussian
identity (1.30) with the finite measure ζ on Rd defined for µ0,tx,y-almost ev-
ery Brownian-bridge path b by its sojourn times ζ(Λ) :=
∫ t
0 ds
χΛ(b(s)) in
Borel sets Λ ⊆ Rd. This leads to
Corollary 1.31. Let A be a vector potential with property (A) and
let V be a random scalar potential with property (G). Finally, let t > 0.
Then the assertions of Corollary 1.29 hold with
kt(x, y) =
e−|x−y|
2/(2t)
(2πt)d/2
∫
µ0,tx,y(db) e
−St(A,0;b)
× exp
{
1
2
∫ t
0
ds
∫ t
0
ds′ C
(
b(s)− b(s′))} (1.37)
for all x, y ∈ Rd.
Remark 1.32. The integral kernel (1.37) obeys the inequality
|kt(x, y)| ≤ e−|x−y|
2/(2t) kt(0, 0)
∣∣
A=0
, (1.38)
which is sharper, but less explicit than the estimate (1.33), when partic-
ularized to a Gaussian random potential. As to the validity of (1.38) we
note that by the diamagnetic inequality it suffices to consider the situation
with A = 0. The latter was treated in [33] by adapting an argument in the
proof of Lemma 3.4 in [16].
2. Proof of Lemma 1.7
This section contains the probabilistic arguments which enter Lemma 1.7.
Proof (of Lemma 1.7). To begin with, we establish the bound (1.13).
In so doing we also show that the Brownian-bridge functional b 7→
exp{−St(A, V ; b)} is µ0,tx,y-integrable and hence (1.11) well defined. To this
end, we successively apply the triangle and the Cauchy-Schwarz inequality
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to the (absolute square of the) Brownian-bridge expectation in (1.11)∣∣∣∣
∫
µ0,tx,y(db) e
−St(A,V ;b)
∣∣∣∣
2
≤
(∫
µ0,tx,y(db) |e−St(A,V ;b)|
)2
=
(∫
µ0,tx,y(db) e
−St(0,V ;b)
)2
≤
∫
µ0,tx,y(db) e
−St(0,2V1;b)
∫
µ0,tx,y(db) e
−St(0,2V2;b) .
(2.1)
It follows from Eq. (1.3.5) in [46] that∫
µ0,tx,y(db) e
−St(0,2V1;b) ≤ C0(t) exp
{|x− y|2/(4t)} (2.2)
thanks to V1 ∈ K±(Rd) by property (V). Here C0(t) is strictly positive
and continuous in t ∈]0,∞[. Moreover, it is independent of x, y ∈ Rd. As
to the second expectation in the last line of (2.1), the inequality (1.4) and
the proof of Thm. 2.1 in [43] give for all λ > 0 and all ε ∈]0, (λt2)−1[ the
estimate ∫
µ0,tx,y(db) e
−St(0,λV2;b) ≤
∫
µ0,tx,y(db) e
St(0,λ|V2|;b)
≤ Υ(λεt2) eλtvε e2λεt(|x|2+|y|2) , (2.3)
where Υ(ξ) :=
∫ 1
0
dσ [1 − 4ξσ(1 − σ)]−d/2 is increasing in ξ and finite
for all ξ ∈ [0, 1[. Together with (2.2) and (2.1), the estimate (2.3) with
λ = 2 establishes (1.13) for all δ ∈]0, t−1[ by identifying δ with 2εt. For
arbitrary δ ≥ t−1 the estimate (1.13) then follows from the monotonicity
of δ 7→ eδ|x|2+δ|y|2 .
Next we prove the properties of kt claimed in part (i) of the lemma.
The Hermiticity and the semigroup property of kt are a consequence of
the time-reversal invariance and the Markov property of the Brownian
bridge, respectively. This follows from the line of reasoning in the proof
of Eqs. (1.3.6) and (1.3.7) in [46]. For the proof of the continuity of kt we
refer to Corollary 2.3 below.
Finally, we turn to the proof of part (iii). The claim (1.14) is imme-
diate from the estimate (1.13). The semigroup property (1.12) and the
Hermiticity give
‖kt(x, ·)− kt(z, ·)‖22 = k2t(x, x) − k2t(z, x)− k2t(x, z) + k2t(z, z) (2.4)
for all x, z ∈ Rd. This equality together with the continuity of k2t estab-
lishes the strong continuity of the mapping Rd → L2(Rd), x 7→ kt(x, ·).
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Lemma 2.2 below is our basic technical result for deducing the already
claimed continuity of kt. It will also enter the proof of the Feynman-Kac-
Itoˆ formula in the next section. For both purposes Lemma 2.2 will provide
an approximation argument. We use it to deduce the desired properties
from corresponding ones of Schro¨dinger semigroups with regularized scalar
potentials which are Kato decomposable.
Definition 2.1. Given any real R > 0 and a scalar potential V with
property (V), we define a regularized scalar potential VR ∈ L2loc(Rd) ∩
K±(Rd) by setting
VR := V1 + V2,R , (2.5)
where its truncated part x 7→ V2,R(x) := Θ(R− |x|)V2(x) lies in L∞(Rd).
Lemma 2.2. Let A be a vector potential with property (A) and let V be
a scalar potential with property (V). For t > 0, R > 1 and x, y ∈ Rd define
the regularized kernel
k
(R)
t (x, y) :=
e−|x−y|
2/(2t)
(2πt)d/2
∫
µ0,tx,y(db) e
−St(A,VR;b) . (2.6)
Then for every triple τ1, τ2, ρ˜ ∈]0,∞[ with τ1 ≤ τ2 there exists ρ ∈]0,∞[
such that one has the uniform-type-of convergence
lim
R→∞
sup
x,y∈Rd
sup
t∈[τ1,τ2]
[
eρ|x|
2−ρ˜|y|2 |kt(x, y)− k(R)t (x, y)|
]
= 0 . (2.7)
Proof . Given a Ho¨lder exponent p ∈]1,∞[, we denote by p′ := (1 −
p−1)−1 its conjugate exponent. Moreover, we let t ∈ [τ1, τ2] arbitrary. Then
the triangle and the Ho¨lder inequality yield∣∣∣∣
∫
µ0,tx,y(db)
[
e−St(A,V ;b) − e−St(A,VR;b)
]∣∣∣∣
≤
∫
µ0,tx,y(db) e
−St(0,V1;b)
∣∣∣e−St(0,V2;b) − e−St(0,V2,R;b)∣∣∣
≤
[∫
µ0,tx,y(db) e
−St(0,pV1;b)
] 1
p
[∫
µ0,tx,y(db)
∣∣∣e−St(0,V2;b) − e−St(0,V2,R;b)∣∣∣p′]
1
p′
.
(2.8)
The first expectation in the last line of (2.8) is bounded according to
[∫
µ0,tx,y(db) e
−St(0,pV1;b)
]1/p
≤ C1 exp
{|x− y|2/(4τ1p)} , (2.9)
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confer (2.2). Here C1 ≡ C1(p, τ1, τ2) is a finite constant. In order to bound
the second expectation in the last line of (2.8) we employ the elementary
inequality |er − er′ | ≤ |r − r′| emax{r,r′} for r, r′ ∈ R together with |V2,R| ≤
|V2| and the Cauchy-Schwarz inequality. This gives∫
µ0,tx,y(db)
∣∣∣e−St(0,V2;b) − e−St(0,V2,R;b)∣∣∣p′
≤
∫
µ0,tx,y(db) e
St(0,p
′|V2| ;b) ∣∣St(0, V2 − V2,R; b)∣∣p′
≤
[∫
µ0,tx,y(db) e
St(0,2p
′|V2| ;b)
]1/2 [∫
µ0,tx,y(db)
∣∣St(0, V2 − V2,R; b)∣∣2p′
]1/2
.
(2.10)
The first expectation in the last line of (2.10) can be estimated as in (2.3),∫
µ0,tx,y(db) e
St(0,2p
′|V2| ;b) ≤ C2p′2 exp
{
4p′ετ2
(|x|2 + |y|2)} , (2.11)
where ε ∈]0, (2p′τ22 )−1[ is arbitrary and C2 ≡ C2(p, ε, τ2) is another finite
constant. Here we have used the monotonicity of the right-hand side of
(2.3) in t. To bound the second expectation in the last line of (2.10) we
observe that
|V2(x)− V2,R(x)| ≤ (ε|x|2 + vε)Θ(|x| −R) ≤ (ε+ vε) |x|
4
R2
(2.12)
for all ε > 0 and Lebesgue-almost all x ∈ Rd. Here we have exploited
R > 1 and the “Chebyshev” inequality Θ(ξ−1) ≤ ξ2, ξ ∈ R. By the Jensen
and the triangle inequality, Fubini’s theorem and upon standardizing the
Brownian bridge according to b(s) =: t1/2 b˜(s/t) + x + (y − x)s/t, the
estimate (2.12) yields∫
µ0,tx,y(db)
∣∣St(0, V2 − V2,R; b)∣∣2p′
≤
((ε+ vε)t
R2
)2p′ ∫ t
0
ds
t
∫
µ0,tx,y(db) |b(s)|8p
′
=
((ε+ vε)t
R2
)2p′ ∫ 1
0
dσ
∫
µ0,10,0(d b˜) |t1/2b˜(σ) + x+ (y − x)σ|8p
′
.
(2.13)
This result and several applications of the elementary inequality
|r + r′|α ≤ 2α(|r|α + |r′|α) (2.14)
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for α > 0 and r, r′ ∈ Rd show that there exist two further finite constants
C3 ≡ C3(p, ε) and C4 ≡ C4(p, ε) such that
[∫
µ0,tx,y(db)
∣∣St(0, V2 − V2,R; b)∣∣2p′
]1/(2p′)
≤ τ2
R2
[
C3τ
2
2 + C4
(|x|4 + |y|4)] .
(2.15)
Combining (2.8), (2.9), (2.10), (2.11) and (2.15), we obtain∣∣∣∣
∫
µ0,tx,y(db)
[
e−St(A,V ;b) − e−St(A,VR;b)
]∣∣∣∣
≤ C1C2τ2
R2
[
C3τ
2
2 + C4
(|x|4 + |y|4)] exp{ |x− y|2
4τ1p
+ 2ετ2
(|x|2 + |y|2)}
(2.16)
for all t ∈ [τ1, τ2], all ε ∈]0, (2p′τ22 )−1[ and all x, y ∈ Rd. Another applica-
tion of (2.14) and choosing p = 2τ2/τ1 ≥ 2 then yields
sup
t∈[τ1,τ2]
[
eρ|x|
2−ρ˜|y|2 |kt(x, y) − k(R)t (x, y)|
]
≤ C1C2τ2
R2(2πτ1)d/2
[
C3τ
2
2 + C4
(|x|4 + |y|4)]
× exp{− [1/(4τ2)− 4ρ− 8ετ2]|x− y|2 − (ρ˜− 4ρ− 10 ετ2)|y|2}
(2.17)
for all ρ, ρ˜ > 0, all ε ∈]0, (2τ2 − τ1)/(4τ32 )[ and all x, y ∈ Rd. The assertion
of the lemma now follows by choosing ρ and ε so small that 4ρ+ 10 ετ2 <
min{ρ˜, (4τ2)−1}.
Lemma 2.2 possesses an immediate corollary, which completes the proof
of Lemma 1.7.
Corollary 2.3. The function
]0,∞[×Rd × Rd → C, (t, x, y) 7→ kt(x, y) (2.18)
is continuous under the assumptions of Lemma 1.7.
Proof . Since by assumption VR lies in K±(Rd) and both |A|2 and ∇·A
lie in Kloc(Rd), Thm. 6.1 in [10] for the case d ≥ 2, respectively Prop. 1.3.5
in [46] for the case d = 1, guarantee the continuity of the function
]0,∞[×Rd × Rd → C, (t, x, y) 7→ k(R)t (x, y) (2.19)
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for all R > 0. But according to Lemma 2.2 the kernel k
•
is the locally uni-
form limit of k(R)
•
as R→ ∞. Hence, k
•
inherits the continuity properties
of k(R)
•
.
3. Proofs of Theorem 1.10 and Theorem 1.12
Given the two probabilistic Lemmata 1.7 and 2.2, the additional argu-
ments needed to prove Theorem 1.10 and Theorem 1.12 are purely analytic.
First, we exploit the fact that the function kt, as defined in Lemma 1.7, is
a Carleman kernel [49].
Lemma 3.1. Let A be a vector potential with property (A) and let V be
a scalar potential with property (V). For t > 0 we denote by Kt the integral
operator induced by the kernel kt with domain
dom(Kt) :=
{
ψ ∈ L2(Rd) :
∫
Rd
dy kt(·, y)ψ(y) ∈ L2(Rd)
}
(3.1)
and action
Ktψ :=
∫
Rd
dy kt(·, y)ψ(y) (3.2)
for all ψ ∈ dom(Kt). Then Kt is a maximal Carleman operator, hence
closed, and its domain is dense thanks to the inclusion
L2G(R
d) ⊆ dom(Kt) . (3.3)
Moreover, the image Ktψ of any ψ ∈ dom(Kt) has a continuous represen-
tative in L2(Rd) given by the right-hand side of (3.2). If even ψ ∈ L2G(Rd),
then, in addition, Ktψ ∈ L∞G (Rd).
Proof (of Lemma 3.1). By Lemma 1.7(i) and (iii) we know that kt
is a Hermitian Carleman kernel. Thus, Thm. 6.13(a) in [49] yields the
closedness of the induced maximal Carleman operator Kt. The inclusion
(3.3) is implied by Remark 1.6(i) and the inclusion KtL
2
G(R
d) ⊆ L∞G (Rd),
which we prove next. To do so, we note that (1.13) implies
sup
x∈Rd
[
eρ|x|
2 |kt(x, y)|
]
≤ a(δ)t e(4ρ+5δ)|y|
2
(3.4)
for all ρ, δ > 0 with ρ + δ < 1/(16t) and all y ∈ Rd. In deriving (3.4) we
have also used the elementary inequality (2.14) with r = x− y, r′ = y and
α = 2.
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Consequently, given any ψ ∈ L2G(Rd), we get
ess sup
x∈Rd
∣∣∣eρ|x|2(Ktψ)(x)∣∣∣ ≤ a(δ)t
∫
Rd
dy e(4ρ+5δ)|y|
2 |ψ(y)| . (3.5)
Now, choosing ρ and δ small enough, the right-hand side of (3.5) is finite
since L2G(R
d) ⊆ L1G(Rd) by Remark 1.6(i).
In order to complete the proof of the lemma we have to show the conti-
nuity of Ktψ for all ψ ∈ dom(Kt). To this end we observe
∣∣(Ktψ)(x) − (Ktψ)(x′)∣∣ ≤ ‖ψ‖2 ‖kt(x, ·) − kt(x′, ·)‖2 (3.6)
by the triangle and the Cauchy-Schwarz inequality for all x, x′ ∈ Rd. The
desired result now follows from the strong continuity of x 7→ kt(x, ·) in
Lemma 1.7(iii).
We will eventually prove Theorem 1.10 by showing the operator equality
Kt = e
−tH(A,V ). As an initial step we recall Definition 2.1 and employ
Lemma 2.2 in order to establish strong convergence of the regularized op-
erator exponentials e−tH(A,VR) to Kt on L2G(R
d) as R→∞.
Lemma 3.2. Let t > 0, ψ ∈ L2G(Rd) and suppose the assumptions of
Theorem 1.10. Then
lim
R→∞
‖e−tH(A,VR)ψ −Ktψ‖2 = 0 (3.7)
holds.
Proof . We recall from Thm. 6.1 in [10] for the case d ≥ 2, respectively
from Eq. (6.6) in [40] or from Eqs. (1.3.3), (1.3.4) and Exercise 1.4.2 in
[46] for the case d = 1, the Feynman-Kac-Itoˆ formula for the bounded
semigroup with the regularized potential
e−tH(A,VR)ψ =
∫
Rd
dy k
(R)
t (·, y)ψ(y) , (3.8)
valid for all ψ ∈ L2(Rd). Now, given any ψ ∈ L2G(Rd) there exists ρ˜ > 0
such that ‖eρ˜|·|2ψ‖1 < ∞ by Remark 1.6(i). Lemma 2.2 then yields the
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existence of ρ > 0 such that the right-hand side of the estimate
‖e−tH(A,VR)ψ −Ktψ‖22 =
∫
Rd
dx
∣∣∣∣
∫
Rd
dy
[
k
(R)
t (x, y)− kt(x, y)
]
ψ(y)
∣∣∣∣
2
≤
∫
Rd
dx e−2ρ|x|
2
[ ∫
Rd
dy eρ˜|y|
2 |ψ(y)|
× eρ|x|2−ρ˜|y|2 ∣∣k(R)t (x, y)− kt(x, y)∣∣
]2
≤
[
sup
x,y∈Rd
(
eρ|x|
2−ρ˜|y|2 ∣∣k(R)t (x, y)− kt(x, y)∣∣)
]2
× [π/(2ρ)]d/2 ‖eρ˜|·|2 ψ‖21 (3.9)
vanishes as R→∞.
Remark 3.3. One can even show that the convergence in Lemma 3.2
holds with respect to the Lp(Rd)-norm for arbitrary p ∈ [1,∞], if one
requires ψ ∈ LpG(Rd), see also Remark 1.11(iii).
The next lemma concerns a certain stability of strong-resolvent conver-
gence. It will be the basis for an argument similar to the one provided by
Thm. 3.1 in [43].
Lemma 3.4. For n ∈ N let An and A be self-adjoint operators acting on
a complex Hilbert space and let G : R→ R be a continuous function. Define
G(An) for n ∈ N and G(A) via the spectral theorem and the functional
calculus as self-adjoint operators. Then strong-resolvent convergence of An
to A as n→∞ implies strong-resolvent convergence of G(An) to G(A).
Proof . For z ∈ C with Im z 6= 0 we define the bounded continuous
function Rz : R→ C, λ 7→ Rz(λ) := (λ−z)−1. Hence, the compositionRzG
is also a bounded and continuous function on R. Therefore, (RzG)(An) =
Rz(G(An)) converges strongly to (RzG)(A) = Rz(G(A)) as n → ∞ by
Thm. VIII.20(b) in [38] or Thm. 9.17 in [49].
Having these auxiliary results at our disposal, we can proceed to prove –
as an intermediate step – Theorem 1.10(ii), which is analogous to the claim
of Remark 1 after Thm. 1.2 in [43].
Lemma 3.5. Let t > 0. Under the assumptions of Theorem 1.10 one
has L2G(R
d) ⊆ dom(e−tH(A,V )) and the Feynman-Kac-Itoˆ formula
e−tH(A,V )ψ = Ktψ (3.10)
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holds for all ψ ∈ L2G(Rd). In particular, e−tH(A,V ) and thus Kt are both
symmetric on L2G(R
d).
Proof (of Lemma 3.5). The Schro¨dinger operators H(A, V ) and
H(A, VR), R > 0, are all essentially self-adjoint on C∞0 (Rd) according to
Proposition 1.3 and Definition 1.4. Moreover, H(A, VR) converges strongly
to H(A, V ) on C∞0 (Rd) as R→∞. This can be inferred from (1.4) and the
estimate
‖H(A, VR)ϕ−H(A, V )ϕ‖22 =
∫
Rd
dx
∣∣V (R)2 (x)− V2(x)∣∣2 |ϕ(x)|2
≤
∫
Rd
dx Θ(|x| −R) (ε|x|2 + vε)2 |ϕ(x)|2 ,
(3.11)
which is valid for all ε > 0 and all ϕ ∈ C∞0 (Rd). The right-hand side of
(3.11) vanishes, if R is large enough. Therefore, Thm. VIII.25(a) in [38]
implies that H(A, VR) converges to H(A, V ) in strong-resolvent sense as
R→∞, and thus, thanks to Lemma 3.4, e−tH(A,VR) converges to e−tH(A,V )
as R → ∞ in strong-resolvent sense for all t > 0. Since the operators
e−tH(A,VR) and e−tH(A,V ) are self-adjoint, strong-resolvent convergence is
equivalent to e−tH(A,V ) being the strong-graph limit of e−tH(A,VR) as R→
∞ by Thm. VIII.26 in [38]. Thus, by definition of this limit, the graph
Gt :=
{
(ψ, φ) ∈ L2(Rd)× L2(Rd) : ψ ∈ dom(e−tH(A,V )), φ = e−tH(A,V )ψ}
(3.12)
of e−tH(A,V ) consists of all pairs (ψ, φ) ∈ L2(Rd)× L2(Rd) for which there
exists a sequence {ψR}R with ψR ∈ dom
(
e−tH(A,VR)
)
= L2(Rd) such that
lim
R→∞
(‖ψR − ψ‖2 + ‖e−tH(A,VR)ψR − φ‖2) = 0 . (3.13)
According to Lemma 3.2 the convergence in (3.13) holds for every ψ ∈
L2G(R
d), if we set ψR = ψ and φ = Ktψ, that is,
Gt ⊇
{
(ψ, φ) ∈ L2(Rd)× L2(Rd) : ψ ∈ L2G(Rd), φ = Ktψ
}
. (3.14)
This implies L2G(R
d) ⊆ dom(e−tH(A,V )) and (3.10). Moreover, the restric-
tion of the self-adjoint operator e−tH(A,V ) to L2G(R
d) yields a symmetric
operator.
Having settled Lemma 3.5, we are in a position to establish Theorem 1.12
on the semigroup properties of the family {e−tH(A,V )}t≥0.
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Proof (of Theorem 1.12). (i) The validity of the semigroup law
(1.18) on L2G(R
d) relies on the functional calculus for unbounded functions
of unbounded self-adjoint operators, see e.g. Chap. 5 in [7], on Lemma 3.5
and on the inclusionKtL
2
G(R
d) ⊆ L∞G (Rd), which was proven in Lemma 3.1.
The latter two ensure that both sides of (1.18) are well defined on L2G(R
d).
(ii) Strong continuity of the orbit mapping uψ for ψ ∈ L2G(Rd) follows
from the functional calculus, too, in that
‖uψ(t+ h)− uψ(t)‖22 =
∫
R
〈ψ, P (dE)ψ〉 (e−(t+h)E − e−tE)2 (3.15)
for all t ∈ [0,∞[ and all h ∈ [−t,∞[. Here P denotes the projection-
valued spectral measure of the Schro¨dinger operator H := H(A, V ), that
is, P (I) := χI(H) for Borel sets I ⊆ R. Indeed, the integral in (3.15)
vanishes in the limit h→ 0 by the dominated-convergence theorem, because
we may assume h ∈ [−t, h0] with some h0 ∈]0,∞[ so that the function
R ∋ E 7→ (1 + 2 e−(t+h0)E)2 dominates the integrand of (3.15) and is
〈ψ, P (·)ψ〉-integrable due to ψ ∈ L2G(Rd). In the special case t = 0, this
procedure gives the only meaningful right-sided limit h ↓ 0.
(iii) First we claim C∞0 (Rd) ⊂ dom(He−tH). Since C∞0 (Rd) ⊂
dom(e−tH), this follows from Thm. 5.2.9(c) in [7], if∫
R
〈ϕ, P (dE)ϕ〉 (Ee−tE)2 <∞ (3.16)
for all ϕ ∈ C∞0 (Rd). The latter holds true, because (Ee−tE)2 ≤ E2 +
e−2t0E for all E ∈ R with some t0 > t and because C∞0 (Rd) ⊂ dom(H) ∩
dom(e−t0H). Next we compute the strong derivative of uϕ for ϕ ∈ C∞0 (Rd).
To this end, we consider the squared norm
∥∥h−1(e−(t+h)Hϕ− e−tHϕ)+He−tHϕ∥∥2
2
=
∫
R
〈ϕ, P (dE)ϕ〉 [h−1(e−(t+h)E − e−tE)+ Ee−tE]2 (3.17)
for h ∈] − t, 1] \ {0} and claim that it vanishes in the limit h → 0. (In
the special case t = 0, the limit gives the only meaningful right-sided
derivative.) This follows from the dominated-convergence theorem and the
h-independent upper bound 2E2
(
2+ e−2tE+2e−2(t+1)E
)
for the integrand
in (3.17). This bound is 〈ϕ, P (·)ϕ〉-integrable as a function of E because
of ϕ ∈ C∞0 (Rd) ⊂ dom(H) and (3.16).
It remains to show that uϕ is the unique solution of the initial-value problem
(1.19). To this end, let Φ be an arbitrary solution of (1.19) and fix t > 0
arbitrary. By the above reasoning one has dds e
−(t−s)Hg = He−(t−s)Hg in
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the strong sense for arbitrary s ∈]0, t[ and arbitrary g ∈ C∞0 (Rd). As a
consequence, one finds
d
ds
〈e−(t−s)Hg,Φ(s)〉 = 〈He−(t−s)Hg,Φ(s)〉 − 〈e−(t−s)Hg,HΦ(s)〉 = 0
(3.18)
by the assumptions on Φ and the self-adjointness of H . Hence, the funda-
mental theorem of calculus implies
0 =
∫ t
0
ds
d
ds
〈e−(t−s)Hg,Φ(s)〉 = 〈g,Φ(t)〉 − 〈e−tHg,Φ(0)〉
= 〈g,Φ(t)〉 − 〈g, e−tHϕ〉 = 〈g,Φ(t)− uϕ(t)〉 . (3.19)
The denseness of C∞0 (Rd) in L2(Rd) completes the proof of uniqueness.
An immediate consequence of the just-proven Theorem 1.12 is
Corollary 3.6. Assume the situation of Theorem 1.10. Then
L2G(R
d) is an operator core for e−tH(A,V ) for all t > 0.
Proof . By Theorem 1.12 and the symmetry of e−tH(A,V ) on L2G(R
d),
see Lemma 3.5, all three assumptions of Thm. 1 in [35] are fulfilled by
choosing there α = t ∈ ]0,∞[, St = e−tH(A,V ) with dom(St) = L2G(Rd) and
D = L2G(R
d). In this context, we recall from Lemma 3.5 that e−tH(A,V )
is symmetric on L2G(R
d) and from Theorem 1.12 that the mapping [0,∞[∋
t 7→ 〈ψ, uψ(t)〉 is continuous – and hence Borel measurable – for every ψ ∈
L2G(R
d) due to the strong continuity of the orbit mapping uψ. Therefore
the claim follows from Thm. 1 in [35].
The remaining part of the proof of Theorem 1.10 is provided by
Lemma 3.7. Assume the situation of Theorem 1.10 and let Kt be de-
fined as in Lemma 3.1. Then one has the equality
Kt = e
−tH(A,V ) . (3.20)
Proof . We follow [4] or [45] and introduce the restriction K0t :=
Kt|dom(K0t ) of the maximal Carleman operator Kt to the subspace
dom(K0t ) :=
{
ψ ∈ dom(Kt) : κtψ ∈ L1(Rd)
}
, (3.21)
where the function Rd ∋ x 7→ κt(x) := ‖kt(x, ·)‖2 = [k2t(x, x)]1/2 is well
defined and continuous because of Lemma 1.7(iii). The estimate (1.13)
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in Lemma 1.7 and Remark 1.6(i) imply L2G(R
d) ⊆ dom(K0t ). Thus, the
Feynman-Kac-Itoˆ formula from Lemma 3.5 leads to
e−tH(A,V )|L2G(Rd) = Kt|L2G(Rd) = K
0
t |L2G(Rd) ⊆ K
0
t . (3.22)
Here, as usual, the notation A ⊆ B means that the operator B is an
extension of the operator A. By Thm. 10.1 in [45] the operator K0t is
symmetric, hence closable. Taking the closure of (3.22) with respect to the
graph norm and exploiting Corollary 3.6, we get e−tH(A,V ) ⊆ K0t . Since
K0t is symmetric, so is its closure K
0
t . Therefore we conclude
e−tH(A,V ) = K0t , (3.23)
because self-adjoint operators are maximally symmetric. Furthermore, we
observe the equalities K0t =
(
K0t
)∗
= (K0t )
∗ = Kt, which hold according
to (3.23), Thm. VIII.1(c) in [38] and Thm. 10.1 in [45]. This completes the
proof.
Finally, we gather our previous results to complete the
Proof (of Theorem 1.10). Corollary 3.6 has established that L2G(R
d) is
an operator core for e−tH(A,V ). The remaining assertions of Theorem 1.10
follow from Lemma 3.7, Lemma 3.1 and Lemma 1.7(iii).
4. Proofs of Theorem 1.14, Corollary 1.16 and Corollary 1.18
The following lemma is in the spirit of Thm. B.7.8 in [42], but, among
others, we do not assume that the operator M is bounded.
Lemma 4.1. Let M be the maximal self-adjoint Carleman operator in-
duced by the Borel-measurable and Hermitian integral kernel m : Rd×Rd →
C in the sense that
C∞0 (Rd) ⊂ dom(M) :=
{
ψ ∈ L2(Rd) :
∫
Rd
dy m(·, y)ψ(y) ∈ L2(Rd)
}
,
Mψ =
∫
Rd
dy m(·, y)ψ(y) (4.1)
for all ψ ∈ dom(M), m(x, y) = m∗(y, x) for Lebesgue-almost all pairs
(x, y) ∈ Rd×Rd and m has the Carleman property (1.15). Assume further
that x 7→ m(·, x) defines a strongly continuous mapping from Rd to L2(Rd).
Finally, let B be a bounded operator on L2(Rd) such that MB and MB∗
are also bounded and that MBM admits a bounded closed extension MBM
to all of L2(Rd). Then
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(i) MBM is a bounded Carleman operator induced by the continuous
integral kernel β : Rd × Rd → C, (x, y) 7→ β(x, y) := 〈m(·, x), Bm(·, y)〉 in
the sense that
MBMψ =
∫
Rd
dy β(·, y)ψ(y) (4.2)
for all ψ ∈ L2(Rd) and β has the Carleman property (1.15).
(ii) the left-hand side of (4.2) has a continuous representative in
L2(Rd), which is given by the right-hand side of (4.2).
(iii) for any w ∈ L∞(Rd) with ∫
Rd×Rd dxdy |w(x)|2 |m(x, y)|2 < ∞
the product MBMwˆ is a Hilbert-Schmidt operator with squared norm given
by
Trace
[
wˆ∗|MBM |2wˆ] = ∫
Rd
dx |w(x)|2
∫
Rd
dy |β(x, y)|2 . (4.3)
Here wˆ is the bounded multiplication operator uniquely corresponding to w,
and wˆ∗ denotes its Hilbert adjoint.
Proof . The strong continuity of the mapping Rd → L2(Rd), x 7→
m(·, x), the triangle and the Cauchy-Schwarz inequality imply the con-
tinuity of the function M : Rd → R, x 7→ M(x) := ‖m(·, x)‖2 because
|M(x) −M(x′)| ≤ ‖m(·, x) −m(·, x′)‖2. Now, for every ϕ ∈ C∞0 (Rd) and
every ψ ∈ L2(Rd) the Cauchy-Schwarz inequality provides the estimate
∫
Rd×Rd
dxdy |ψ(y)| |m(y, x)| |ϕ(x)| ≤ ‖ψ‖2 ‖ϕ‖2 ‖Mχsuppϕ‖2 <∞
(4.4)
due to the continuity of M. Therefore, (4.1) and Fubini’s theorem yield
〈Mϕ,ψ〉 =
∫
Rd
dx ϕ∗(x) 〈m(·, x), ψ〉 , (4.5)
where the scalar product in the integrand is well defined, because, by hy-
pothesis, m(·, x) ∈ L2(Rd) for all x ∈ Rd. Next, we consider a sequence
(ψn)n∈N ⊂ C∞0 (Rd) with limn→∞ ‖ψn − ψ‖2 = 0 and supn∈N{‖ψn‖2} ≤
2‖ψ‖2. From the boundedness of MBM , the continuity of the scalar prod-
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uct 〈·, ·〉 and (4.5) we conclude
〈ϕ,MBMψ〉 = lim
n→∞
〈ϕ,MBMψn〉
= lim
n→∞〈Mϕ,BMψn〉
= lim
n→∞
∫
Rd
dx ϕ∗(x) 〈m(·, x), BMψn〉
= lim
n→∞
∫
Rd
dx ϕ∗(x) 〈MB∗m(·, x), ψn〉 . (4.6)
Since
sup
n∈N
∣∣〈MB∗m(·, x), ψn〉∣∣ ≤ 2 ‖MB∗‖ ‖ψ‖2M(x) (4.7)
for all x ∈ Rd, MB∗ is bounded and M is continuous, the dominated-
convergence theorem and the continuity of the scalar product yield
〈ϕ,MBMψ〉 =
∫
Rd
dx ϕ∗(x) 〈MB∗m(·, x), ψ〉 (4.8)
for all ϕ ∈ C∞0 (Rd) and all ψ ∈ L2(Rd). Moreover, the function Rd ∋ x 7→
〈MB∗m(·, x), ψ〉 belongs to L∞loc(Rd), confer (4.7), so that the lemma of Du
Bois-Reymond – also known as the fundamental lemma of the calculus of
variations, see e.g. Lemma 3.26 in [1] – implies(
MBMψ
)
(x) = 〈MB∗m(·, x), ψ〉
=
∫
Rd
dy
[∫
Rd
dz m(y, z)
(
B∗m(·, x))(z)]∗ ψ(y)
=
∫
Rd
dy 〈m(·, x), Bm(·, y)〉ψ(y) (4.9)
for Lebesgue-almost all x ∈ Rd and all ψ ∈ L2(Rd). To get the last equality,
we have also used the Hermiticity, m(x, y) = m∗(y, x) for Lebesgue-almost
all pairs (x, y) ∈ Rd × Rd. This proves (4.2).
The Carleman property (1.15) for β follows from part (iii) of the lemma
(to be proven below). Indeed, since m is Hermitian and since M is con-
tinuous, one may choose w = χΛ in (4.3) for an arbitrary bounded Borel
subset Λ ⊂ Rd. This completes the proof of part (i).
The proof of assertion (ii) follows from the first equality in (4.9), the fact
that the mapping Rd → L2(Rd), x 7→ m(·, x), is strongly continuous, MB∗
is bounded and 〈·, ·〉 is continuous.
For the proof of assertion (iii) we exploit our assumption on w, the
maximality of the Carleman operator M , (4.1) and Thm. VI.23 in [38] to
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conclude that Mwˆ is Hilbert-Schmidt. Therefore, MBMwˆ = MBMwˆ is
Hilbert-Schmidt, too, by the boundedness ofMB and the Ho¨lder inequality
for Schatten norms, see e.g. Thm. 2.8 in [41]. Thanks to w ∈ L∞(Rd) and
Eq. (4.2) we have MBMwˆψ =
∫
Rd
dy β(·, y)w(y)ψ(y) for all ψ ∈ L2(Rd).
Hence (4.3) follows from an anew application of Thm. VI.23 in [38].
After these preparations it is easy to deduce Theorem 1.14 as a special
case.
Proof (of Theorem 1.14). We apply Lemma 4.1 with the choices M =
e−tH(A,V ) and B = e2tH(A,V )F
(
H(A, V )
)
, where t ∈]0, τ/2[.
This is allowed, because Theorem 1.10 ensures that e−tH(A,V ) is a maxi-
mal Carleman operator with the required properties, recall Remark 1.6(ii),
Lemma 1.7 and Remark 1.8(iv).
Furthermore, we observe from (1.20) and the functional calculus for un-
bounded functions of unbounded self-adjoint operators, see e.g. Chap. 5 in
[7], that the operator product B = e2tH(A,V )F
(
H(A, V )
)
is bounded. The
functional calculus also guarantees that the two operator productsMB and
MB∗ are bounded and that the equality MBM = F
(
H(A, V )
)
holds on
dom(M). The latter implies the boundedness of MBM = F
(
H(A, V )
)
,
because F ∈ L∞(R).
Finally, the finiteness of the integral
∫
Rd×Rd dxdy |w(x)|2|kt(x, y)|2 for all
w ∈ L∞G (Rd) follows from the estimate (1.13) with sufficiently small δ > 0,
inequality (2.14) and Remark 1.6(i). Thus, all assumptions of Lemma 4.1
are fulfilled and Theorem 1.14 holds with f = β and for all w ∈ L∞G (Rd).
Next we show how to deduce Corollary 1.16 from Theorem 1.14.
Proof (of Corollary 1.16). Clearly, choosing F = χI in Theorem 1.14
is in accordance with (1.20) because of sup I < ∞. Therefore, part (i) of
this theorem yields the existence and continuity of the integral kernel pI of
χI
(
H(A, V )
)
. To derive (1.24) we note that the operator wˆ∗χI
(
H(A, V )
)
wˆ
is trace class by Theorem 1.14(iii) and χ2I = χI . Moreover, thanks to
w ∈ L∞G (Rd) the L2(Rd × Rd)-function (x, y) 7→ w∗(x)pI(x, y)w(y) is an
integral kernel for wˆ∗χI
(
H(A, V )
)
wˆ. Recalling that Λℓ(x) is the open cube
in Rd with edge length ℓ > 0 and centre x ∈ Rd, an application of Thm. 3.1
in [8], see also [9] or [6], gives the equality
Trace
[
wˆ∗χI
(
H(A, V )
)
wˆ
]
=
∫
Rd
dx lim
ℓ↓0
ℓ−2d
∫
Λℓ(x)×Λℓ(x)
dx′dy′ w∗(x′) pI(x′, y′)w(y′) . (4.10)
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The continuity of pI and the Lebesgue differentiation theorem, see e.g.
Sects. I.1.3 and I.1.8 in [44], now complete the proof because
lim
ℓ↓0
ℓ−2d
∫
Λℓ(x)×Λℓ(x)
dx′dy′ w∗(x′) pI(x′, y′)w(y′)
= pI(x, x) lim
ℓ↓0
∣∣∣∣ℓ−d
∫
Λℓ(x)
dx′ w(x′)
∣∣∣∣
2
= pI(x, x) |w(x)|2 (4.11)
for Lebesgue-almost all x ∈ Rd.
Now we are concerned with the second corollary to Theorem 1.14.
Proof (of Corollary 1.18). We fix x, y ∈ Rd. In the first case we apply
the functional calculus to the right-hand side of (1.21). This gives
f(x, y) =
∫
R
dϑt(E;x, y) e
2tE F (E) (4.12)
for any t ∈]0, τ/2[ with the complex spectral “distribution” function
ϑt(E;x, y) :=
〈
kt(·, x), χ]−∞,E[
(
H(A, V )
)
kt(·, y)
〉
. Here, τ > 0 is the con-
stant required to exist for F in (1.20). In particular, for F = χ]−∞,E0[ with
E0 ∈ R , Eq. (4.12) takes the form
p(E0;x, y) =
∫ E0
−∞
dϑt(E;x, y) e
2tE . (4.13)
This equation holds for arbitrary t > 0, because τ can be chosen arbitrarily
large in this particular case. Taken together, (4.12) and (4.13) yield the
claim (1.25).
In the second case we may write
kt(x, y) =
〈
kt/2(·, x), kt/2(·, y)
〉
=
∫
R
dϑt/2(E;x, y) =
∫
R
dp(E;x, y) e−tE
(4.14)
for all t > 0. Here, the first equality is due to the Hermiticity and the semi-
group property of the kernel kt, the second equality is just the definition
of ϑt/2 and the last equality follows from (4.13).
For convenience, we formulate and prove simple estimates on the integral
kernel of a spectral projection in the remainder of this section. We will only
need these estimates for the applications to random Schro¨dinger operators.
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Lemma 4.2. Assume the situation of Corollary 1.16. Then the di-
agonal of the continuous integral kernel pI of the spectral projection
χI
(
H(A, V )
)
obeys the estimates
0 ≤ pI(x, x) ≤ et sup I kt(x, x) (4.15)
for all x ∈ Rd with any t ∈]0,∞[.
Proof . Fix x ∈ Rd arbitrary, pick ϕ ∈ C∞0 (Rd) and define ϕ(ε)x by
ϕ
(ε)
x (y) := ε−dϕ
(
(y − x)/ε) for every y ∈ Rd and every ε ∈]0, 1]. Then
{ϕ(ε)x }ε∈]0,1] ⊂ L2(Rd) is a family of approximating delta functions at x ∈
Rd. By the continuity of pI and the dominated-convergence theorem one
gets the representation
pI(x, x) = lim
ε↓0
〈ϕ(ε)x , χI
(
H(A, V )
)
ϕ(ε)x 〉 . (4.16)
The same arguments yield
kt(x, x) = lim
ε↓0
〈ϕ(ε)x , e−tH(A,V )ϕ(ε)x 〉 (4.17)
for any t ∈]0,∞[. The claim (4.15) now follows from the functional calculus
and the elementary inequalities
0 ≤ χI(E) ≤ et(sup I−E) (4.18)
for all E ∈ R .
5. Proofs of Lemma 1.22, Corollary 1.27 and Corollary 1.29
Proof (of Lemma 1.22). We mimic the proof of [30], see also
Prop. V.3.2 in [12]. By the definition of p(d) in property (S) and since
(d/2)p1/[p1 − p(d)] < p2, we can find ν ∈]0, 2[ and r ∈]p(d), p1[ such that
d
ν
p1
p1 − r < p2 . (5.1)
Next, we pick a constant c ∈]0,∞[ and define
V
(ω)
2 (x) := V
(ω)(x)Θ
(
c(1 + |x|ν)− |V (ω)(x)|) , (5.2a)
V
(ω)
1 (x) := V
(ω)(x) − V (ω)2 (x) (5.2b)
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for all ω ∈ Ω and all x ∈ Rd. Clearly, for every ω ∈ Ω the realization V (ω)2
satisfies (1.4) for all ε > 0. We will show below that V
(ω)
1 ∈ Lrunif,loc(Rd) for
P-almost all ω ∈ Ω. This proves the lemma, because Lrunif,loc(Rd) ⊆ K(Rd),
see e.g. Eq. (A 21) in [42] for d ≥ 2 and note K(R) = L1unif,loc(R).
In this proof we use the abbreviation Λ(y) := Λ1(y) for the open unit
cube in Rd with centre y ∈ Rd. To prove P[V1 ∈ Lrunif,loc(Rd)] = 1 we apply
the “Chebyshev-Markov” inequality Θ(ξ − 1) ≤ |ξ|κ with κ = p1 − r > 0
to obtain for all ω ∈ Ω the estimate
‖V (ω)1 χΛ(y)‖rr =
∫
Λ(y)
dx |V (ω)(x)|r Θ
( |V (ω)(x)|
c(1 + |x|ν) − 1
)
≤ c˜
r ‖V (ω)χΛ(y)‖p1p1
(1 + |y|ν)p1−r
(5.3)
for all y ∈ Zd with some constant c˜ ∈]0,∞[, which is independent of y ∈ Zd.
This implies
∑
y∈Zd
P
[‖V1χΛ(y)‖r > 1] ≤ ∑
y∈Zd
E
[
Θ
(
c˜ ‖V χΛ(y)‖p1/rp1
(1 + |y|ν)(p1−r)/r − 1
)]
≤ c˜q
∑
y∈Zd
E
[
‖V χΛ(y)‖p1q/rp1
]
(1 + |y|ν)(p1−r)q/r . (5.4)
In order to get the second inequality in (5.4), we used the “Chebyshev-
Markov” inequality with κ = q, where q is chosen such that
d
ν
p1
p1 − r <
p1q
r
< p2 . (5.5)
The numerator in the second line of (5.4) is uniformly bounded in y ∈ Zd
due to the right inequality in (5.5), Jensen’s inequality and property (S).
The left inequality in (5.5) then assures that the series in the second line
of (5.4) is summable, which implies by the first Borel-Cantelli lemma
P
[‖V1χΛ(y)‖r > 1 for infinitely many y ∈ Zd] = 0 . (5.6)
This delivers
P
[
sup
y∈Zd
‖V1χΛ(y)‖r =∞
]
= P
[‖V1χΛ(y0)‖r =∞ for some y0 ∈ Zd]
≤
∑
y∈Zd
P
[‖V1χΛ(y)‖r =∞]
36 BRODERIX, LESCHKE AND MU¨LLER
≤
∑
y∈Zd
P
[‖V χΛ(y)‖p1 =∞]
= 0 , (5.7)
where we have used the countable subadditivity of P for the first inequality
and |V1| ≤ |V | as well as r < p1 for the second inequality. The last equality
in (5.7) follows from property (S). Thus, we have shown
P
[
V1 ∈ Lrunif,loc(Rd)
]
= 1 . (5.8)
For the proof of Corollary 1.27 and Corollary 1.29 we need suitable mea-
surability properties of the involved integral kernels, which we establish
in
Lemma 5.1. Let A be a vector potential with property (A) and let V
be a random scalar potential with property (S). Then there exists Ω0 ∈ A
with P(Ω0) = 1 such that for every ω ∈ Ω0
(i) the operator exponential e−tH(A,V
(ω)) has a continuous integral
kernel k
(ω)
t for any t > 0 and the mapping
Ω0×]0,∞[×Rd × Rd → C
(ω, t, x, y) 7→ k(ω)t (x, y)
(5.9)
is A0 ⊗ B(]0,∞[)⊗ B(Rd)⊗ B(Rd)-measurable.
(ii) the spectral projection χ]−∞,E[
(
H(A, V (ω))
)
has a continuous in-
tegral kernel p(ω)(E; ·, ·) for any E ∈ R and the mapping
Ω0 × R× Rd × Rd → C
(ω,E, x, y) 7→ p(ω)(E;x, y) (5.10)
is A0 ⊗ B(R)⊗ B(Rd)⊗ B(Rd)-measurable.
Here, A0 is the restriction of the sigma-algebra A of Ω to Ω0, and given
any Borel set B ⊆ Rd we denote by B(B) the sub-sigma-algebra of Borel
sets in Rd which are contained in B.
Proof . The existence and continuity of the integral kernels is guar-
anteed by Corollary 1.24, Lemma 1.7, Theorem 1.10 and Corollary 1.16
(see also Corollary 1.18). The measurability claimed in (i) follows from the
Brownian-bridge representation (1.11) for k
(ω)
t . The claim of (ii) follows
from (i), Corollary 1.18 and the invertibility of the Laplace transforma-
tion.
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Proof (of Corollary 1.27). We fix E ∈ R arbitrary. Lemma 5.1(ii)
guarantees the existence, continuity and suitable measurability prop-
erties of the integral kernel p(ω)(E; ·, ·) of the spectral projection
χ]−∞,E[
(
H(A, V (ω))
)
for all ω ∈ Ω0 ∈ A with P(Ω0) = 1. Eq. (1.24)
and Proposition 1.25 imply that
N(E) = E
[∫
Γ
dx
|Γ| p(E;x, x)
]
(5.11)
is finite. Now the claim follows from Fubini’s theorem, because
p(ω)(E;x, x) ≥ 0 for all ω ∈ Ω0 and all x ∈ Rd, see Lemma 4.2, and
because E[p(E;x, x)] is independent of x ∈ Rd due to the Rd-ergodicity of
V .
Proof (of Corollary 1.29). We fix t > 0 arbitrary. Lemma 5.1(i) guar-
antees the existence, continuity and suitable measurability properties of
the integral kernel k
(ω)
t of the operator exponential e
−tH(A,V (ω)) for all
ω ∈ Ω0 ∈ A with P(Ω0) = 1. Jensen’s inequality, Fubini’s theorem and
property (L) imply for µ0,tx,y-almost every path b of the Brownian bridge the
estimate
E
[
exp
{
−
∫ t
0
ds V (b(s))
}]
≤
∫ t
0
ds
t
E
[
exp
{−tV (b(s))}] ≤ Lt <∞ ,
(5.12)
which shows that the integral kernel kt is well defined and obeys the in-
equality
|kt(x, y)| ≤ E
[|kt(x, y)|] ≤ Lt e−|x−y|2/(2t)
(2πt)d/2
(5.13)
for all x, y ∈ Rd, thereby proving (1.33). The Hermiticity of kt is inher-
ited from that of kt, see Lemma 1.7(i). The estimate (5.13) also yields
kt(x, ·) ∈ L∞G (Rd) for all x ∈ Rd, and hence the Carleman property (1.15)
for kt. We defer the proof of the continuity of kt to the end, but exploit
its consequences right now. Jensen’s inequality, Fubini’s theorem and the
almost-surely applicable Markov property (1.12) yield the estimate
‖kt(x, ·) − kt(z, ·)‖22 ≤
∫
Rd
dy E
[|kt(x, y) − kt(z, y)|2]
= k2t(x, x) − k2t(z, x)− k2t(x, z) + k2t(z, z) , (5.14)
showing that the continuity of k2t implies the strong continuity of the
mapping Rd → L2(Rd), x 7→ kt(x, ·).
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The estimate (5.13) delivers
|Ttψ| ≤ Lt e−tH(0,0)|ψ| (5.15)
for all ψ ∈ L2(Rd), where Tt is defined as in (1.34). Consequently, Tt
is a bounded Carleman operator on L2(Rd). Moreover, Tt is self-adjoint
because of the Hermiticity of kt and an interchange of integrations thanks
to (5.13) and Fubini’s theorem. The continuity of any image Ttψ follows
from the strong continuity of kt(x, ·) by proceeding along the lines of Eq.
(3.6) in the proof of Lemma 3.1.
Now let ψ ∈ L2G(Rd) so that the equality Ttψ = E
[
e−tH(A,V )ψ
]
follows
from (1.17) and an interchange of integrations. This interchange is again
allowed by Fubini’s theorem and (5.13). The inequalities (5.13) and (2.14)
imply that Ttψ ∈ L∞G (Rd) for all ψ ∈ L2G(Rd). Remark 1.11(iii) applies
accordingly.
Next we establish the positivity of Tt. Given any ψ ∈ L2G(Rd), one de-
duces from the just-proven equality (1.35), the estimate (5.13) and Fubini’s
theorem that 〈ψ, Ttψ〉 = E
[〈ψ, e−tH(A,V )ψ〉] ≥ 0, where the lower bound
follows from the positivity of e−tH(A,V
(ω)) for P-almost all ω ∈ Ω. Now, the
denseness of L2G(R
d) in L2(Rd), the boundedness of Tt and the continuity
of the scalar product yield 〈ψ, Ttψ〉 ≥ 0 for all ψ ∈ L2(Rd).
Finally, we turn to the postponed proof of the continuity of the map-
ping Rd × Rd → C , (x, y) 7→ kt(x, y). This continuity will follow from
Lemma 5.1(i) and the dominated-convergence theorem, provided we show
E
[
sup
x,y∈K
|kt(x, y)|
]
<∞ (5.16)
for any bounded set K ⊂ Rd × Rd. In order to do so, let us fix ω ∈ Ω0
and x, y ∈ K arbitrary. By using (1.11), the triangle inequality, Jensen’s
inequality and Fubini’s theorem, we get
|k(ω)t (x, y)| ≤ (2πt)−d/2
∫ t
0
ds
t
∫
µ0,tx,y(db) e
−tV (ω)(b(s))
= (2πt)−d/2
∫ 1
0
dσ
∫
Rd
dz gσ
(
z −mx,y(σ)
)
e−tV
(ω)(z) , (5.17)
where the equality follows from an explicit computation with mx,y(σ) :=
x+ (y − x)σ and
gσ(z) :=
exp{−|z|2/[2(1− σ)σt]}
[2π(1− σ)σt]d/2 . (5.18)
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Next we apply Ho¨lder’s inequality with the conjugated exponents p ∈]1,∞[
and p′ := (1−p−1)−1 to the integral with respect to z in (5.17), which yields
the upper bound
(∫
Rd
dz e−ptV
(ω)(z) e−p|z|
)1/p(∫
Rd
dz ep
′|z|∣∣gσ(z −mx,y(σ))∣∣p′
)1/p′
.
(5.19)
The second integral in (5.19) is bounded from above by
ep
′ max{|x|,|y|}
∫
Rd
dz ep
′|z| |gσ(z)|p
′ ≤ ep′ max{|x|,|y|} [(1− σ)σt](1−p′)d/2 Ip′ ,
(5.20)
where Ip′ := (2π)
−d/2 ∫
Rd
dζ e−p
′(|ζ|2−|ζ|√t)/2 < ∞ for any p′ > 1. This
gives the estimate
E
[
sup
x,y∈K
|kt(x, y)|
]
≤ (2πt)−d/2I1/p′p′
(
sup
z∈K
e|z|
)∫ 1
0
dσ[(1 − σ)σt]−d/(2p)
×E
[(∫
Rd
dz e−ptV (z) e−p|z|
)1/p]
. (5.21)
The expectation value on the right-hand side of (5.21) is finite for any p > 1
by Jensen’s inequality, property (L) and Fubini’s theorem. Therefore (5.16)
follows from the boundedness of K and by choosing p > max{1, d/2}.
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