ABSTRACT This paper aims at bridging the gap between feature selection and feature space size by utilizing both square and non-square self-organizing maps under different configuration scenarios for classifying a multi-class multi-label corpus, the Reuters Mod Apte' split. The selection of non-square maps is based on a heuristic process for finding the suitable size for the self-organizing map. Vector construction is based on a simple, yet effective procedure aiming at transforming the vectors from multi-label to uni-label. The proposed solution improves classification efficiency not only in terms of accuracy but also in computational resources needed and time for training. Extensive experiments were conducted, using different configurations regarding map and vector sizes, and training cycles, also utilizing context words, to assess their impact in the classifier's performance. Furthermore, an intelligent algorithm for label selection is being proposed, aiming to show that the neighboring nodes on the map affect the selection of labels for a specific node. According to the experiments conducted, our approach achieves 10% increase in Macro-Average F1 scores, 30× decrease in vector dimensionality, and approximately 34× smaller maps when compared to the baseline scenario.
I. INTRODUCTION
The evolution of the Internet has created new standards to the way electronic documents are disposed, indexed, searched and retrieved. Furthermore, the number of electronic documents available through the web is growing continuously, thus posing challenges concerning their availability, retrieval and long-term preservation. In this context, the task of automatic document classification and more specifically the multi-class multi-label one, in which each data item has allocated more than one label at a time, becomes significantly important. Moreover, the multi-label classification task is more complex when compared to uni-label classification as the assumption that the labels assigned in each item are stochastically independent does not always apply [1] .
Various research studies focus on the multi-class unilabel classification problem [2] , whereas most of the recent research concerning the multi-class multi-label classification aims in its transformation into a set of binary classification problems [3] . In this transformation, for each category present in the set, a binary classifier is created and trained upon the dataset, so as each classifier to be able to distinguish whether a testing sample belongs to a specific category or not. Unfortunately, this approach would suffice only under the assumption that the categories are independent [1] . In the Reuters dataset, selected in our case, the labels assigned to an item are correlated, and therefore the transformation to a set of binary classification problems was not possible.
Traditionally, the automatic categorization of a set of electronic documents into a set of different categories, denoted by different labels, is a supervised classification task [1] . In this case, the classifier learns based on the labeled instances used during the training phase and afterwards the testing subset is used to assess its performance. However, this approach requires a large, well annotated corpora and is deemed ineffective with datasets that have an unbalanced distribution of samples between the classes. This limitation imposes the selection of unsupervised approaches over the supervised ones.
In contrast to the traditional approaches, the SelfOrganizing Map (SOM) is an unsupervised machine learning method, that can cluster similar documents together by means of vector similarity measures, without prior knowledge of the categories. In this case, the labels of the training instances will be used only to guide the assignment of labels to the testing dataset after the training phase. Another differentiation regarding the supervised techniques, is that a trained SOM contains identifiable but non-delimited clusters [1] . In the created clusters, similar documents tend to share common labels and therefore SOM inherently preserves the correlation between labels, as related labels can be found either on the same or in a neighboring node on the map.
In this paper, we focus on the utilization of SOM for classifying a multi-class multi-label corpus under different configuration options. Several grid sizes are compared, using a different set of parameters such as vector size, training cycles, context words etc., to show that specific configurations outperform other state-of-the-art methods. We use and compare both square and non-square SOMs to assess the impact in the classifier's performance. The selection of nonsquare grids was rather than an incidental choice, based on a technique proposed in [4] for selecting the grid size for a SOM, presented in detail in the next subsections. To the best of our knowledge, this is the first attempt to perform such as comparison on this task. Furthermore, to avoid extensive feature engineering, we used a simple set of features relying on word statistics that can easily be applied for any dataset without modifications. Moreover, an intelligent algorithm for deciding on the labels to be assigned on an item, based on the labels present on neighboring nodes, as well as to determine the most suitable labels when no label is present, is introduced, which is another contribution of this work.
Several parts of the algorithms presented in this work will be integrated in an experimental document classification system, to be used at National Technical University of Athens (NTUA), serving two different purposes. Firstly, to support manual annotation of documents and learning material, which is an expensive, time-consuming and error-prone process and secondly to assist the authors when inserting electronic documents in the system by providing useful insights on the most suitable categories for a given document.
The remainder of this paper is organized as follows. In Section II, a circumstantial review of recent approaches concerning multi-label document classification, feature selection and classification approaches using unsupervised machine learning methods and more specifically SOM, is provided. Section III describes the dataset utilized for running the experiments, whereas Section IV presents in detail the proposed solution. Section V addresses the experimental evaluation and more specifically, the experiments conducted, the evaluation measures used, and the results obtained, followed by a comparison and an overall discussion on the results (Section VI). Finally, Section VII concludes the work and provides some thoughts on improvements and research questions to be addressed in the future.
II. RELATED WORK A. MULTI-LABEL DOCUMENT CLASSIFICATION
The main aim of a document classification task is to allocate each item of a text corpus in one or more categories depending whether it is a multi-class uni-label or a multiclass multi-label classification task. Based on the training data, then the system can classify previously unseen items to their corresponding category. In a uni-label setting, each item is classified in only one category, whereas in a multi-label task each item may belong in more than one category [5] . The main objective of this task is to propose the best classification scheme, aiming at reducing the dimensionality of the feature vectors used while increasing the accuracy of the classifier [6] . According to [1] , the multi-label task poses specific challenges, as the labels assigned to an item may not be stochastically independent i.e., the labels may be correlated. Consequently, the perception of the multi-label task as a set of binary classification tasks is not straightforward.
Several approaches have been proposed to solve the problem of multi-class multi-label classification. The work proposed in [6] , aims at comparing two popular algorithms namely, k-nearest neighbor (k-NN) and Support Vector Machine (SVM), using Inverse Document Frequency (IDF) and term frequency (TF) as term weighting measures. Their findings suggest that SVM is computationally expensive as the dataset size increases whereas k-NN is affected by irrelevant features that evoke increased computational and processing-time requirements. Reference [7] attempts to compare k-NN with naïve Bayes and Term-Graph algorithms using the Reuters-21578 corpus [8] , where k-NN seems to outweigh the rest. Our work utilizes TFIDF as term weighting measure and focuses on determining the suitable size for SOM with respect to computational capacity and processing-time, while maintaining vector dimensionality relatively small, to avoid including irrelevant features that may deteriorate the classifier's performance. An attempt to evaluate two different systems on multi-class multi-label classification was presented in [9] , showcasing that classification performance is highly dependent on the dataset used and the objective of the task. The first system was based on a sequential data representation model, namely the hierarchical SOM, whereas the second utilized Vector Space Model (VSM) for document representation and Latent Semantic Indexing (LSI) for encoding the vectors to a lower dimensional space. Their results suggest that LSI performs better on uni-labeled documents whereas the use of the hierarchical SOM outperforms LSI on a multi-label setting. In our case, SOM was utilized as the selected dataset is a multiclass multi-label one, aiming to show that there is correlation between the labels assigned to an item, thus justifying its selection.
A multi-class multi-label approach dealing with the problem of having more classes than examples was studied in [10] . They propose and analyze a two-stage approach comprising of a heuristic algorithm to construct an initial classifier and a simple yet principled method to augment this classifier by removing ''harmful'' labels from its output. A supervised generative approach to multilabel spoken document categorization that can be also applied for text document categorization, namely the Label Correlation Mixture Model (LCMM), was presented in [11] . LCMM consists of a label correlation model and a multi-label conditioned model which can be seen as a supervised label mixture model. The authors also suggest that their approach can effectively address the problem of having more classes than examples but without providing enough evidence on how this is achieved. Both approaches are similar to ours, as the Reuters corpus has an unbalanced distribution of samples between the classes, resulting in having some classes with only a few samples. In our case, apart from the neighboring property that is utilized to take advantage of the labels assigned in the closest nodes, we also use Macro average precision measures to assess the classifier's performance, in classes that have only a small number of samples. Furthermore, the idea presented in [11] even though a supervised one, may prove effective in our case as well and as such is left as future work.
A semi-supervised text classification algorithm that emerged from the adaptation of two different semantic classification models, was presented in [12] . In contrast to the supervised approaches presented before, to the best of our knowledge this work is the first semi-supervised attempt to the task, relying on class-based semantics. The experiments conducted suggest that the incorporation of semantic models can promote the classification task in terms of achieving better accuracy on small datasets, whereas eliminating noise in large datasets.
An approach utilizing Deep Neural Networks (DNNs) for multi-label document classification of a newspaper corpus in the Czech language, was studied in [13] . The selection of DNNs was based on findings that they tend to learn from simple features, thus it is easier to generalize the approach for different datasets, showcasing that DNNs achieve better classification results when compared to the baseline scenario. In the proposed approach, an unsupervised algorithm, namely SOM was selected, combined by a carefully selected feature selection process based on word statistics, generic enough to be applied to other datasets without major modifications. In addition, experiments were conducted for determining the best-suited vector size for the selected dataset, to minimize both computational resources and time for training the models.
Two similar approaches, applied in a different domain, namely in medicine, were presented in [14] and [15] respectively. In [14] , a novel DNN (Spatio-Net) was utilized, taking as input small image patches from Whole-slide Images (WSIs), aiming to take advantage from the structural information among them for automatic cancer metastasis detection, while in [15] , a temporal regression network (TempReg-Net), to accurately identify specific frames from MRI sequences, by integrating the Convolutional Neural Network (CNN) with the Recurrent Neural Network (RNN), was proposed. DNNs in the first case were proved to be effective, as manual detection of cancer metastases in WSIs requires exhaustive examination and analysis by pathologists, a labor-intensive and time-consuming task, while detection results may be highly subjective. The idea behind this approach, is that image patches and their neighbors usually include spatial patterns that are vital for the inference. Similarly, in the latter case, spatial information is exploited in the DNN architecture. More specifically, a CNN encodes the spatial information of a cardiac sequence, and an RNN decodes the temporal information. In our approach, the neighboring nodes are used to decide on the labels to be assigned on a testing sample. These approaches are interesting and can be applicable to the NLP domain as well, with some modifications, as currently they target a binary classification task whereas we address a multi-class multi-label one.
The incorporation of DNNs in medicine, was also studied in [16] , where an automatic wearable electrocardiogram (ECG) classification and monitoring system with stacked denoising autoencoder (SDAE) is presented for cardiac arrhythmia detection. The SDAE was used to learn the ECG feature representation, and classify the ECG beat by softmax regression. To enhance the performance of the system, active learning was incorporated for fine tuning the DNN by selecting the most informative features.
In [17] , an automated framework for detecting lumen and media-adventitia borders in intravascular ultrasound images was presented, developed on the basis of an adaptive regiongrowing method and an unsupervised clustering method while in [18] two artificial neural networks (ANN) were utilized for the same problem. The first ANN was combining two types of imaging information namely, spatial and neighboring features. The different vascular layers were distinguished accordingly, through two sparse auto-encoders and one softmax classifier. Then, the second ANN was used to optimize the result of the first network. Similarly, ultrasound image sequences were utilized to track the motion of the carotid artery wall for early diagnosis of atherosclerotic disease using a non-linear state-space approach [19] and an elasticity-based state-space approach [20] , [21] .
B. FEATURE SELECTION
An important aspect when building an automatic text classification system, is vector quantization and feature selection, as it contributes to the reduction of the feature space [22] . Very important is deemed also the size of the feature set, as it has been proved that increasing the feature space does not imply better accuracy on the classification task, as with a huge feature space the classifier's performance may gradually deteriorate [13] , [23] . Another advantage when using reasonable number of features, is the reduction of the overhead in processing power and time, accompanied by improved classification performance, as many irrelevant or redundant features may affect significantly the classifier's performance [24] , [25] . Different approaches have been proposed, that can be arbitrarily separated in two different categories, either based on statistics or having a more linguistic VOLUME 6, 2018 orientation. In this paper, we focus on the first category as we aim at creating a system that can be applied to different datasets easily, while the second category implies extensive feature engineering, usually conducted by experts in the field that is difficult to generalize when a different dataset is selected.
The first category comprises of feature selection methods based on Document Frequency (DF) and related frequency measures, Information Gain, Mutual Information and Pointwise Mutual Information, x2-test, Term Strength [26] as well as different combinations of those methods [6] . These approaches usually use either simple features, such as 1-grams or more complex ones, such as 2-or 3-grams in combination with topological features, such as relative position of first and/or last occurrence of a term [27] . The use of TF combined with a stemmer-based feature extraction algorithm has been studied in [3] and was evaluated by experimenting with different classifiers. Here, we selected TFIDF combined with the Porter stemmer, as the use of TF alone does not consider the singularity of a term on the whole dataset.
In [28] , a fuzzy Bag-of-Words model for document representation was used, aiming at capturing high-level semantic meanings behind the data. Instead of conducting exact word matching, fuzzy mapping based on semantic correlation among words, quantified by cosine similarity measures, was engaged. However, the approach presented in [28] could not be applied in our case, as the Reuters dataset is a collection of news items, not very extensive in terms of length and with varying context, thus highly unlikely to be efficient in extracting semantic relationships. On the other hand, the aforementioned approach may be deemed effective if another dataset was selected.
A zone-based term extraction approach, using topic representative words, has been presented in [29] , combined with TFIDF-based unsupervised methods for extracting keywords for text categorization. Their findings suggest that the use of topic representative words outperforms the simple 1-gram model. The dataset selected in our case imposes the use of features based only on word statistics, as the approach presented in [29] focuses on information extraction rather than classification. However, the features proposed there, may be of interest if a different dataset is selected. Furthermore, we experimented not only with 1-gram terms but also with context words for assessing their impact in the classifier's performance.
In [24] , feature maximization was proposed as a way for achieving effective features selection, as according to the authors, it is an extremely useful metric favoring clusters with maximum feature F-measure. On the contrary, we experimented using a relatively simple feature selection process, tested under different configuration scenarios to determine the suitable vector size for the utilized dataset. As the distribution of the samples in the classes was not equal, we utilized micro-and macro-average quality measures to evaluate the classifier's performance.
Methods closer to linguistics are: POS-tag filtering, Noun Phrase (NP) chunks and other related POS patterns [27] . In [9] , a simple POS tagger [30] was applied, to select the nouns of interest from the document, after tag information and non-textual data were removed. POS-tag filtering has been also proposed for better representing documents [31] . The use of lexical and syntactic features for reducing the feature space, has been also proposed in [32] . Moreover, in [33] , the use of novel unsupervised features based on Latent Dirichlet Allocation (LDA) stemmer and semantic spaces, namely HAL and COALS, has been proposed. Even though LDA is utilized extensively to extract high-level representations from text documents, it suffers from extensive finetuning on hyper-parameters related to the number of classes, or word and topic distribution, for finding their optimal values [34] . To overcome this problem, the authors propose a method based on a two-step process. Initially, it expands the representation space by using a set of topic spaces and then compacts the space by removing poorly relevant dimensions, using the Reuters dataset for their experiments. In our case, the batch version of SOM algorithm is utilized, to overcome the need of fine-tuning the learning rate hyper-parameter. Furthermore, SOM is an unsupervised NN that inherently has the ability to group similar vectors in the same or neighboring sub-space.
A different approach has been presented in [2] , where structural elements from the document were used as features for automatic document metadata extraction using SVMs. Furthermore, a rule-based feature extraction method, using contextual information, was also introduced in this work. As mentioned also previously, our work utilizes word statistics, as we aim at creating a generic feature selection process easily applicable to different datasets.
C. SELF-ORGANIZING MAPS
In most of the approaches, for allocating previously unseen documents to one or more categories, supervised machine learning techniques are utilized, as they are deemed to be more effective. A shortcoming of these approaches is that they require an accurately annotated large-scale corpora with good balance between the different classes [29] , [35] . The Reuters corpus has an unbalanced distribution of samples between the classes, thus posing challenges in the incorporation of supervised techniques.
On the contrary, SOM is an unsupervised NN, able to cluster similar instances of the data together irrespective of the labels assigned to them [36] . SOM has inherently the ability to map and display higher-dimensional vectors to the two-dimensional space [4] , [36] , [37] . In other approaches, VSM and LSI, have been incorporated to achieve dimensionality reduction [6] , [9] . In [38] , Random Mapping for highly dimensional vectors has been utilized, to achieve fast similarity computation, as other dimensionality reduction methods are too costly to be employed. Even though, the dimensionality of the original vectors is reduced, the mutual similarities between the data vectors are approximately preserved in the reduced space. As such, they showcase that the accuracy achieved, is almost as good as the original, because the inner product between the mapped vectors follows closely the inner product of the original vectors.
SOM has been extensively applied in different application domains, including finance, biomedical analyses, industrial analysis, statistical analysis and text organization. Three different examples concerning the management of document collections have been presented in [4] , along with several hints on how to achieve dimensionality reduction in the construction of very large SOMs. The authors also argue that the use of very large SOMs is a good modeling approach, as it significantly increases complexity, processing time for update and searching operations and computational resources needed. However, this approach is followed in [1] , where specific choices, such as the utilization of especially large feature vectors and the use of the stepwise recursive version (online), instead of using the batch version of SOM, necessitated the use of large-scale High Performance Computing (HPC) to perform the costly computations. In our work, based on the findings reported on [4] we experimented with different vector and grid sizes to showcase that the utilization of very large vectors and grids does not necessarily imply better classifier accuracy, whereas imposing significant requirements concerning the resources and time for training.
A mixed approach, operating both in an online and an offline fashion, was introduced in [39] , to deal with highdimensionality of features, while enhancing the efficiency of the classifier. In this paper, we utilize the batch training setting for SOM, that is significantly quicker than the online version, whereas the TFIDF weighting scheme was utilized, for selecting the features that better represent the dataset without including irrelevant features that may decrease the classifier's performance. [35] mainly focuses on co-reference resolution, but is general enough to be applied to other datasets too. This work is aligned with our approach, as we selected SOM to deal with smaller datasets that may not be well annotated or the samples belonging to different classes may be unbalanced. The incorporation of text mining techniques for overcoming the shortages of the original SOM algorithm by expanding the map both hierarchically and laterally were examined in [40] . Similarly in [41] , text mining techniques are also incorporated aiming to develop a language independent model by the incorporation of 2 SOMs, namely, a word cluster and a document cluster map. In our case, instead of changing the core SOM algorithm we developed an intelligent algorithm for label selection.
ConSOM (conceptual SOM), Fast SOM and V-SOM (cyclic variant) were presented in [42] . ConSOM is aiming to catch the morphological characteristics of each language based on ontological knowledge, whereas Fast SOM utilized novel feature representation and similarity computation methods to accelerate text clustering of large collections. Our work utilized the original batch SOM algorithm, using a different approach for vector construction, aiming at creating vectors that would be consumed by SOM, as the algorithm cannot inherently deal with multiple labels allocated in the same vector.
A hybrid approach, utilizing Naïve Bayes for vectorizing the documents and SOM as a multi-dimensional unsupervised classifier, has been proposed in [43] . Its foundation lies on the idea that the combination of the two algorithms will enhance the clustering efficiency while overcoming the shortcomings of Naïve Bayes algorithm. We utilized SOM for both dimensionality reduction and training, while the TFIDF weighting scheme was utilized for vector construction.
Overall, our proposed solution aims at exploiting the advantages of the state-of-the-art approaches for classifying a multi-class multi-label corpus regarding feature selection and training processes, as well as the labels attribution to the testing samples, aiming at enhancing the classifier's performance in terms of accuracy while minimizing processing time and computational resources needed. More specifically, our approach incorporates a specific procedure for vector construction, to handle the multi-label requirements, avoiding the reduction of the problem to a set of binary classification problems. Furthermore, the feature selection process is designed to be relatively generic, based on word statistics, thus being easily applicable to a different setting. We use the batch SOM algorithm for training, deemed more stable and significantly quicker than that online version and we select the grid size for the SOM, based on a heuristic process using the two largest eigenvectors as will be presented in detail below. Finally, an intelligent algorithm for labels attribution is proposed, considering the labels allocated to the neighboring nodes for further enhancing the performance of the classifier.
III. DATASET DESCRIPTION
The Reuters Corpus [8] constitutes one of the most commonly used datasets for benchmarking classification approaches. The initial dataset (Reuters-22173) is a collection of 22173 newswire articles from Reuters during the year 1987. The fact that it contains documents without topics and typographical errors has led to the creation of Reuters-21578. Furthermore, subsets with different characteristics to facilitate the comparison of the results between the different approaches have been created.
The Mod Apte' (or RV1) split [44] , which according to [5] is the most commonly used subset of the Reuters dataset, consists of 12,902 documents for 90 classes, with 9,603 samples for training and 3,299 samples for testing. These samples could be further reduced to 7,769 training documents and 3,019 testing documents by selecting the categories with at least one training and one testing sample. The Apte' split 115 has at least one training document for each of the 115 categories but this does not apply also for the testing documents. Moreover, the Apte' split 10 has been extensively used, as it contains the ten categories with the largest number of samples from the Mod Apte' split.
In this paper, the subset containing at least one sample for both training and testing sets, available through the Python Natural Language Toolkit (NLTK) package [45] , has been used. From this dataset, by applying some pre-processing steps, as will be analyzed in the next section, the Apte' 10 split was also retrieved.
In Table 1 , the distribution between the training and testing samples for the ten larger classes (in number of samples) has been presented. The total training documents for the top-10 classes are 7192, whereas the testing documents are 2787 accounting for 92% of the total number of both training and testing samples.
Furthermore, from Table 2 can be derived that most documents have either 1 or 2 classes. As such, we can safely assume that the ten classes represent the majority of the corpus and thus the distribution among the classes is not equal. This fact poses challenges concerning the quality measures that will be used to measure the performance of the classifier, as the accuracy on the smaller categories may deteriorate over the larger categories. Thus, micro-and macro-average measures will be used, to measure the performance of the classifier as will be analyzed in the next section.
IV. CLASSIFICATION USING SELF-ORGANIZING MAPS
In this section we propose, design and implement a novel approach for classifying the Reuters corpus using the traditional SOM algorithm. As stated previously, this is a multi-class multi-label problem. However, SOM cannot handle multiple labels for the same vector inherently. Thus, a new approach, for handling the multiple labels assigned in each vector, is proposed. Furthermore, the proposed approach aims at utilizing a smaller set of features for vector construction than the state-of-the-art methods, using both square and non-square SOMs for validation. Moreover, an intelligent algorithm for deciding on the labels that will be assigned to an item, as well as to determine the most suitable labels for an item when no label is present, is showcased. Fig. 1 depicts the flowchart of the proposed method. The detailed explanation of the solution is described in the following subsections. In general, the left part of the flowchart depicts the training, whereas the right the testing procedure. More specifically, the training documents are given as input, pass a pre-processing procedure to extract the most significant features that comprise the feature space. Then, the vectorized documents are fed to SOM for training. The output of this process is a trained SOM. During testing, the testing documents are projected to the trained SOM to discover the node on the map to which each sample belongs. It should be noted that both training and testing feature vectors are constructed using the same procedure, explained below in detail. Finally, the node on the map, that a sample is assigned to, as well as its neighboring nodes are used to select the most suitable labels for each of them, based on an intelligent algorithm, which is another contribution of this work.
A. PRE-PROCESSING
During pre-processing, the input data are transformed into a format which can be processed by the classifier. This step is common to most of the previously presented approaches and usually comprises of word tokenization, stop-words removal and stemming. In our approach, this procedure comprises six subsequent steps as summarized in Fig.2 .
More specifically, the text is first transformed into lower case and then is tokenized, to retrieve a list of words for each data item. As a next step, using the previously created list of words, the stop words are detached using the corresponding function available through the NLTK Python package. The next step is stemming, which usually refers to a rough heuristic process, that aims at transforming derivationally related forms of a word to a common base form, by stripping words from their derivational affixes [46] . For stemming the tokens, the Porter stemmer [47] was used, as it has empirically been proved very effective and performs less aggressive stemming than the older Lovins stemmer [48] . The last two steps include the removal of any character that is not text, such as numerical characters and punctuation and the removal of ''too short'' words (less than three characters). As we aim at providing a generic process, this parameter can be altered during the initial configuration. It should be highlighted that the last step should be performed after the tokens are stemmed. The output of this procedure is a vocabulary of keywords for each data item. The output of the training is a SOM which is given as input together with the testing documents to discover the appropriate labels for the testing samples using also an intelligent algorithm for label selection. In the next subsection, the weighting scheme chosen for the feature selection process, as well as the construction of the vectors representing each data item in the corpus, are presented.
B. FEATURE SELECTION -VECTOR CONSTRUCTION
This step aims at selecting the most informative features for representing a document as a vector to be fed to SOM. Vector dimensionality depends on the number of selected features that comprise the feature space. It is obvious that the higher the dimension of the vectors the more computationally intensive becomes the classification task.
Let us suppose S = {d 1 , d 2 , . . . , d K }, is the collection of documents of the Reuters corpus. Each document that belongs to the collection S is represented by a n-dimensional vector of the following form: 
In the equation above, N denotes the total number of documents in the corpus whereas the denominator denotes number of documents where the term t appears. TFIDF is the product of TF and IDF measures as defined below.
The vectors were constructed using the TfidfVectorizer available through the scikit-learn Python package [49] . After the calculation of the TFIDF values for all words in the corpus, the x words having the highest TFIDF scores are selected to construct the vectors. As will be analyzed in detail in the Experimental Setup section, x ranges from 250-3000 words. An example of features selected by the vectorizer is given in Fig.3 where only single words (1-grams) were selected as features whereas in Fig.4 n-grams of words were selected. Experiments were conducted using both settings to assess the use of the context of words in the classification. After vector construction, each vector was normalized using the ''l2 norm'' or Euclidean norm (distance). In the last step, labels belonging to the corresponding data sample were assigned to each vector.
The final vector is illustrated in Table 3 . Each sample consists of a set of features F = {f 1 , f 2 , . . . , f n } and a set of labels L = {l 1 , l 2 , . . . , l k }. As stated previously, multiclass multi-label problems are usually transformed into a set of binary classification problems. Instead of constructing multiple binary classifiers, we propose the transformation of the problem to a multi-class uni-label one and the utilization of an intelligent algorithm for labels attribution. Each sample that has more than one labels, is split in more samples, each having one label from the initial set of labels L, i.e., a sample with 3 different labels will become 3 samples represented by the same set of features F but having one label at a time. This transformation is illustrated in Table 4 , considering the constructed vector presented in Table 3 . 
C. SOM ALGORITHM AND TRAINING PROCEDURE
The original SOM is a two-dimensional array of neurons where each neuron is a codebook vector [4] . In SOM model, a feature of the input vector is projected to a specific spatial location of an output neuron on the map. The main advantage of the incorporation of SOM for classification or clustering tasks, is that the system has the ability learn from the vectors passing through the input layer in a self-organized manner. Each neuron, i.e., node on the map, has a weight that changes in every training epoch according to the input vector provided, based on a similarity measure (usually the Euclidean distance). In an optimal partitioning setting, the distance from the best matching unit (BMU hereinafter) or the winner unit (codebook vector) for each input data item is minimized, i.e., the Mean Quantization Error is minimized. Suppose that the input data items constitute a set of n-dimensional vectors x. The codebook vectors are represented by m i , where i is the index of each codebook vector. The number of this index depends on the selected grid size.
Algorithm 1 Topographic Error Computation
Step 1: For each input data item find 1 st and 2 nd BMUs.
Step 2: Check if the BMUs are adjacent on the map.
Step 3: Calculate the proportion of the data items that their BMUs are not adjacent.
Step 4: Normalise value in the range 0-1.
The winner codebook vector index denoted by c can be found by the following equation:
Then, the Mean Quantization Error is defined by the following equation, where p(x) is the probability density function of x. The Quantization Error (QE hereinafter) is computed by determining the average distance of the sample vectors to the codebook vectors by which they are represented.
Another, quality measure to assess the vectors projection on the grid is the Topographic Error (TE hereinafter), denoted by Algorithm 1, that measures the topology preservation for a 67392 VOLUME 6, 2018 given input. Its calculation is pretty simple, as for each input vector the first and the second BMUs are calculated. The next step is to check whether they are adjacent on the map. Finally, the proportion of the data items that their BMUs are not adjacent, compared to the total number of input vectors, is calculated and normalized in the 0-1 range. The closest it is to zero, the better the model, as it denotes perfect topology preservation. According to [36] , there is a tradeoff between these two measures, as increasing projection quality usually decreases the projection properties. Another assumption based on this work is that larger grid sizes tend to decrease the quantization error monotonically.
In this paper, the SOM algorithm available through the SOMPY python library [51] is used. This implementation is based on the original SOMToolbox library from Matlab. The work presented in [4] has provided inspiration and justification for several modeling choices we have made. As the input data items in our case constitute a finite set, batch computation of SOM was selected. In the batch process, all input data items are given to the algorithm as a single batch and all models are updated in a single con-current operation. A straight-forward implication of the selection of the batch computation instead of the recursive stepwise approximation process is that there is no need for learning-rate parameter thus making its convergence faster.
Another modeling decision of paramount importance was to decide on how the models were initialized. According to [52] , there are two different types of initialization, namely the random and the linear. The linear is preferable as it shows faster ordering and convergence. In the first case, the m i , is selected randomly so nothing or little is known about the input data, whereas in the latter, the initial values are selected as a regular two-dimensional sequence of vectors taken along a hyperplane spanned by the two largest principal components of x. In this case, the codebook vectors are initialized to lie in the same input space that is spanned by two eigenvectors that correspond to the largest eigenvalues of the input data. This has the effect of stretching SOM to the same orientation as the data playing the most significant role. Using the vectors constructed in the previous phase the SOM model is built using hyperparameters that are justified by the modeling choices analyzed above.
More specifically, we use the batch computation method with linear initialization and variance normalization for the input vectors. Furthermore, before the training phase, the labels to be used by the SOM instance are set to the labels constructed in the phase before. The steps followed for training are denoted in the following algorithm (Algorithm 2), whereas the training procedure of SOM is illustrated in Fig.5 . Firstly, each node on the map is associated with a codebook vector. Then, for every training vector, VOLUME 6, 2018 the BMU whose weight is closest to the vector by means of Euclidean distance, is found. Finally, the values of the codebook vectors in the neighbourhood of the winner unit are updated. This is illustrated in Fig.5 as the neighboring nodes come closer to the BMU (marked with red). This procedure is repeated for all training epochs. This way, SOM shapes an elastic network that folds onto the schema formed by the input data during the training procedure. Moreover, the codebook vectors tend to drift there where data is dense while only a few codebook vectors are where data is sparsely located.
Algorithm 2 The Batch Training Procedure of SOM
Step 1: Initialize the training epoch count to 0.
Step 2: Associate each node of the map i using a codebook vector m i , initialized using the linear method.
Step 3: Set a list for each node on the map that will contain certain input vectors x(t) associated with each node.
Step 4: Select a training vector from the set x(t).
Step 5: For the selected vector find the winning unit k (BMU), whose weight is closest to the vector by means of Euclidean distance given by equation (3).
Step 6: Make a copy of x(t) into the sub list associated with the winning neuron. In this manner, the network tends to approximate the probability density function of the input data. After the training phase is completed, each BMU is associated implicitly with a set of labels corresponding to the training samples assigned to each node on the map. Each BMU on SOM can have one or more labels assigned.
Algorithm 3 INTERSECT Steps for Label Selection
Step 1: Get a random data item from the testing subset, find the BMU and extract the labels.
Step 2: Find the closest n-nodes and extract the labels.
Step 3: Take the intersection of the two sets.
Step 4: Assign the remaining labels to the testing item.
Step 5: If there are no remaining items in the testing subset stop the labelling process else go to Step 1.
The next step is to project the testing vectors on the map and calculate the BMU for each of them. After the projection, each feature vector from the testing subset, is associated similarly with a set of labels based on the BMU it was allocated. Different approaches have been proposed on how to select the labels to associate each testing sample. Most of the approaches either assign to the testing sample all labels present in the BMU or perform majority voting to select the most frequent. However, these approaches are inferior as they do not consider the neighboring nodes on the map. In this paper, we propose an intelligent algorithm for label selection based on a neighboring property as will be analyzed in the following subsection.
D. INTERSECT -INTELLIGENT ALGORITHM FOR LABEL SELECTION
As mentioned above, the label selection procedure for the testing samples usually spans in two different approaches that come with specific shortcomings. As such, we propose a novel heuristic approach for labels selection to overcome the limitations of the current approaches.
The proposed algorithm is tailored specifically for multiclass multi-labeled datasets, as it gets the closest BMUs to the selected one, using the Euclidean distance, and disregards the labels that are not common in all the neighboring BMUs. The intuition behind this heuristic algorithm is the observation that BMUs belonging in the same cluster tend to share common labels. As such, instead of using only the assigned BMU for the labeling procedure, our algorithm expands to the neighboring nodes on the map to decide on the labels, thus taking advantage of the neighboring properties of the BMUs, to disregard labels that may not be relevant to the selected testing sample. It should be noted that the same algorithm is also utilized for labeling BMUs with no prediction, i.e., BMUs that do not have an associated training feature vector. The steps performed to select the labels for each testing sample are described in Algorithm 3. The performance of the proposed heuristic algorithm is demonstrated in the experiments conducted, described in detail in the following section.
V. EXPERIMENTAL EVALUATION
The objective of this process is to validate the classification accuracy of the proposed approach for the selected dataset. As such, several experiments with different configuration options were conducted, while both square and non-square maps were utilized to assess the impact of the SOM topology in the classifier's performance. The selected evaluation metrics, the algorithm for the size of the SOM, the experimental set up, as well as the results obtained from the conducted experiments and discussion on the findings, are described in detail in the following subsections.
A. PERFORMANCE METRICS
The most commonly used performance metrics to assess a classifier's performance are Precision, Recall and F1 score. As we are focusing on a multi-class multi-label classification setting, the quality metrics should be either per category, or globally aggregated, as the classifiers performance on the whole dataset may be misleading, because the performance on the less frequent classes may be falsely perceived to be the same as in the largest ones. To avoid this, micro-and macro-average precision measures have been used, available through the scikit-learn python module [53] , [54] . The formal definition of the precision measures is given in the equations below.
Micro_Average Precision: Every assignment (document, label) has the same importance. Common categories have more effect over the aggregate quality than smaller ones. This precision measure is calculated using the following equation, where c denotes the number of correctly classified data items and n the total number of data items.
Micro_Average Precision
Macro_Average Precision: The quality for each category is calculated independently and their average is reported. In this case, all categories are equally important. This measure is used to assess the classifier's performance in the smaller categories and is calculated given the equation below, where c j denotes the correctly classified documents belonging to class j and n j the total number of documents belonging to that class.
Macro_Average Precision
Recall quality measure is calculated using the following equation where c denotes the number of correctly classified data items and k the items incorrectly classified as not belonging in the class.
The F1 score given by the following equation is based on precision and recall measures defined above. It should be noted that in terms of precision either micro-or macro-can be used to measure F1. The higher the score, the better the classification performance.
Algorithm 4 SOM Map Size Calculation
Step 1: Calculate map units using Equation 9.
Step 2: Find the 2 biggest eigenvalues.
Step 3: If eigenvalue_1 = 0 or eigenvalue_2 * mapunits < eigenvalue_1 then ratio = 1 Step 4: Else ratio = √ eigenvalue_1/eigenvalue_2
Step 5: Calculate size1 = min(map_units, round( √ map_units/ratio)) Step 6: Calculate size2 = round(map_units/size1)
Step 7: Return size1, size2
B. SOM SIZE CALCULATION
The selection of non-square maps was based on the assumption reported in [4] , that in order to find or get close to the optimal map size, depending on the input data, one should select the two largest principal components i.e., the components that have the largest eigenvalues. According to the authors, the size obtained from this procedure is just a guess, as the exact size of the array cannot be estimated beforehand. Instead it must be determined through trial and error, but this assumption gives an idea of the initial map size to start with.
In this paper, we follow the solution presented in [55] for map size calculation from SOM Toolbox in Matlab. It uses a heuristic formula for the calculation of map units as denoted in the following equation. After the number of map units has been determined, the map size is determined. Basically, the two biggest eigenvalues of the training data are calculated and based on their values, the ratio between side lengths of the map grid is also calculated as denoted by the following algorithm. The actual side lengths are then set, so that their product is as close to the desired number of map units as possible. map_units = 5 * vector_length 1/2 (9) Based on this calculation the size for both Top 10 and 90 categories considering 1-, 2-and 3-grams and different vector sizes, namely, 1000, 2000 and 3000 dimensions per vector, is depicted in the following table (Table 5 ). The justification of the selected sizes is further empowered from the results presented in the next subsection, as they tend to produce better F1 scores.
The results presented in the table suggest that the vector sizes selected ''match'' well with a specific set of nodes. For example, when examining the results for 90 categories, we can observe that the differences between 1000 and 2000 dimensions per vector are negligible. In addition, in 3000 dimensions per vector we observed that even a smaller number of nodes is needed. This is interesting, as the smaller the number of nodes, the less time is needed for training. The results concerning the Top 10 categories follow the same pattern, but vector size (at least the ones we experimented with) seems not to affect the computation of the map size for the given dataset. Instead the use of context words seems to reduce the number of nodes on the map by 2.5% for 2-grams and 1.6% for 3-grams. VOLUME 6, 2018 TABLE 6. Micro-and Macro-Average F1 scores, TE and QE using square maps of different sizes (1-grams only).
C. EXPERIMENTAL SETUP
The experimental evaluation was performed on the Mod Apte' split of the Reuters corpus. The feature vectors were constructed following the approach described previously, whereas the corpus was trained using the batch SOM algorithm. Different rounds of experiments were carried out using different map sizes and configuration options utilizing both 90 and Top 10 categories of the corpus.
The first round of experiments aimed at assessing the role that the SOM size plays in the classification performance. As such, the same configuration options were used for both the entire Mod Apte' split and Top 10 categories subset. More specifically, the parameters concerning the rough and finetune training epochs were set to 15 and 7 respectively. Different vector sizes were tried, namely 250, 500, 1000, 2000, 3000-dimension feature vectors, to assess to impact of the vocabulary size to the classifier's performance. In this first round of experiments only single words (1-grams) and square maps were used. The map sizes utilized were 8 * 8, 16 * The second round of experiments aimed at evaluating the use of context words in the classification performance. As such, in this round we conducted the same experiments as in the previous one, utilizing also 2-grams and 3-grams reporting the achieved F1 scores.
The third round of experiments aimed at evaluating the use of non-square maps and different training epochs to the classification results. It should be noted that in this round only 1-grams (single-words) were used. The vector sizes utilized were 1000, 2000, and 3000.
The last round of experiments aimed at evaluating the use of context words in the classification results. As such, we repeated the previous experiments, utilizing also 2-grams and 3-grams as features, using the SOM sizes presented in Table 5 . The results of the four rounds of experiments are presented in detail in the next subsection. Furthermore, in the last part of the next section, we attempt to compare our work with the work presented in [1] making some interesting observations.
D. RESULTS
As described in the previous subsection, we conducted experiments using both Top 10 and all (90) categories of the Reuters corpus. To observe SOM performance, first we experimented with different map and vector sizes utilizing only square maps and 1-grams.
With respect to 90 categories, we observed that the results follow the same pattern, as for each map size small differences were observed between different vector sizes. The classifier achieved around 0.50 or 50% with a 32 * 32 map, reaching 0.63 for sizes 60 * 60 and 64 * 64. For the same map size, the differences between different vector sizes range from 1-5%. For Macro-Average F1 scores, it seems that the performance of the classifier increases with the utilization of bigger vectors, as the highest scores were achieved when selecting vectors having 2000 and 3000 dimensions, whereas the classifier scores around 28% for 1000, 2000 and 3000 dimensions per vector for a 64 * 64 map. The classifier achieved from 28% to 30% for map sizes 40 * 40, 60 * 60, 64 * 64 and 75 * 75, but here the deviation between vector sizes is more significant ranging from 0% to 10%.
We repeated the experiments using the Top 10 categories only, to assess if we can infer the same or similar conclusions. For Micro-Average scores, the trend remains the same, as there is a linear increase in the scores for map sizes 8 * 8 to 32 * 32, but for grid sizes larger than 50 * 50 the performance of the classifier deteriorates gradually. This happens due to the high values of the TE reported in this case, implying that the topology is not preserved for the given input. Another interesting observation is that vectors with less dimensions are superior when compared to vectors having 2000 or 3000 dimensions. When comparing Microand Macro-Average scores, the trends are similar, as the highest F1 scores were achieved when selecting vectors having 250 and 500 dimensions.
The highest results obtained irrespective of the vector size for different map sizes (90, Top 10 categories) are depicted in Table 6 and Table 7 respectively, while QE and TE values are also reported. These values are essential for selecting the highest score, as there are specific map sizes that produce the same scores but the QE and TE values provide useful insights on the grid size to be selected.
According to Table 6 , the highest F1 score is achieved for 50 * 50 and 55 * 55 map sizes. Both grids give approximately the same TE, but we choose the 55 * 55 grid as it produces a lower QE. It should be noted that 60 * 60 and 64 * 64 grids are not selected even though they achieve a 63% F1 score, because the TE is near 1 even if the QE is smaller than the previously examined grids. As already discussed previously, the aim is to produce different configuration scenarios and select the ones that give a TE near to zero, as this means that the topology of the map is preserved and consequently the selected model is good for the given input. Macro-Average F1 scores tend to stabilize around 28-30% for maps between 40 * 40 and 75 * 75. As such, the highest scores are achieved when using a 60 * 60 grid with a zero TE. This selection is further empowered, as other grids with the same score produce a higher TE. When observing the 128 * 128 grid, we see that F1 deteriorates significantly. This is justified as the TE value reported is near 1 and the QE is also increasing when compared to the 75 * 75 grid. If we observe the whole set of results for QE, for an 8 * 8 grid the QE is 41.74 and gradually decreases as the map size increases, whereas in the last case (128 * 128 map) starts increasing again, denoting that there is a trade-off between SOM size, the QE and TE. This could be observed also for other grid sizes between these two, but it is not the focus of this paper to find the exact point where this happens.
Accordingly, Table 7 depicts the highest results for Top 10 categories of the Reuters corpus. For Micro-Average, we achieve 79%, for 40 * 40, 45 * 45 and 50 * 50 maps whereas 55 * 55, 60 * 60 and 64 * 64 produce scores with deviation 1% to 2%. We select the 40 * 40 as it has the lowest TE whereas minor differences can be observed for the QE. Although the score for this map size is high, the model is not performing well, as the TE values are high for most of the grids we experimented with. Table 8 represents SOMs of different sizes for 90 categories as Unified distance matrices (U-matrices). Each node in the map is represented by a codebook vector, that has the same dimensions as the vectorized documents. In this example, the dimensionality of the codebook vectors is 1000. The corresponding maps regarding Top 10 categories are not presented in this paper for brevity reasons. The U-Matrix visualizes distances between neighboring map units and promotes the observation of the map's clusters structure. High values of the U-matrix indicate a cluster border. More specifically, a dark coloring corresponds to a large distance and thus a gap between the codebook values in the input space. Uniform areas of similar colorings indicate the clusters themselves denoting also similarity between vectors in the same area. It is obvious that maps of smaller size, have more labels attached in each node, whereas larger maps have fewer or none. VOLUME 6, 2018 Nodes that have labels attached are marked using a grey point indicating that a label is present. Furthermore, we can observe that in larger grids non-delimited clusters can be assorted, that do not differentiate as the grid grows.
The second round of experiments aimed at exploring how the use of context words affects the classification. In this round, the same configuration options, regarding map and vector sizes were selected, but we also utilized 2-grams and 3-grams. The focus of this round was to showcase the differences in the scores reported when using context words, compared to the results obtained in the previous round. An interesting conclusion drawn when examining the Micro-Average F1 scores for 90 categories, is that the use of n-grams produces higher results in smaller grids. For example, in an 8 * 8 grid, 1-grams produce 17% F1 score, whereas for 2-grams and 3-grams the same score is 30% and 32% respectively. The corresponding results for Macro-Average suggest that the use of context words does not increase the classifier's performance for the classes with small number of samples, as the use of 1-grams is superior. Accordingly, when observing Micro-Average and Macro-Average scores for Top 10 categories, we can safely assume that the utilization of context words does not significantly affect the classifier's performance, as a deviation around 1% to 2% for the whole set of experiments was reported.
In the following sub section, results regarding the use of context words for different map sizes are presented. The F1 scores selected are the highest, irrespective of the vectors utilized, ranging 250 to 3000 dimensions. Micro-Average F1 scores for 90 categories suggest that for each map size small differences can be observed between different vector sizes, as the classifier scores around 0.55 (5% deviation between the different vector sizes) with a 32 * 32 map, larger vectors performing better. For Macro-Average, we can safely assume that the performance of the classifier deteriorates when using vectors with smaller dimensions for grids larger than 32 * 32. It can also be perceived that the highest F1 scores were achieved for vectors having 2000 and 3000 dimensions with deviation between 0% and 13%. For Micro-Average and Top 10 categories, the trend remains the same, as there is a linear increase in the scores for map sizes 8 * 8 to 32 * 32, the scores tend to stabilize for a 40 * 40 grid, but the performance of the classifier deteriorates gradually as the size of the map increases, because of the high TE values. The highest scores for Macro-Average F1 are achieved when selecting vectors having 250 dimensions (grids larger than 40 * 40), around 59% to 65% depending on the vector size, the best performance observed for a 50 * 50 map. Fig.6 and Fig.7 present the highest results achieved for Micro-and Macro-Average, irrespective of vector dimensionality and n-grams utilized, for 90 and Top 10 categories respectively. For 90 categories, the best results are 65% achieved on 75 * 75 grid and 30% on 60 * 60 and 75 * 75 grid for Micro-and Macro-Average respectively. The corresponding numbers for Top 10 categories are 80% and 68% for a 45 * 45 map. The third round of experiments aims at evaluating the use of non-square maps and different training epochs to the classification results. In this round, only 1-grams were used, whereas the dimensionality of the vectors, ranged from 1000 to 3000. The results obtained are presented in Table 9 regarding the 90 categories and Table 10 regarding Top 10 categories. These tables present values using 4 decimal points to highlight the otherwise indistinguishable differences in the results.
According to Table 9 , the highest Micro-Average F1 score (69.38%) is achieved for 18 * 27 and 40 training cycles using vectors of 2000 dimensions. It is not clear how many training cycles should be selected, as for 1000 and 3000-dimension vectors, the highest scores are given for 20 training cycles. Furthermore, the deviation in the results between the different training epochs for the same vector size, ranges from 0.5% (1000 and 3000 vector size) to 0.4% for 2000 vectors. For Macro-Average, the highest scores are produced when using 3000 dimensions per vector and an 18 * 27 grid, with a F1 reaching 40.63%, at 15 training cycles. Accordingly, Table 10 depicts highest results for Top 10 categories. For Micro-Average, the highest F1 score (85.24%), is given for 1000 vector size and 40 training cycles, whereas 84.77% and 84.40% are given on 20 training cycles for 2000 and 3000 vectors respectively. For 2000 and 3000 vectors the results obtained showcase that 30 training cycles produce the best results both Micro-and Macro-Average, even though the deviation between the other training epochs is minor (0.5-1%). For Macro-Average, the F1 score achieved is 78% with a vector size of 2000 at 30 training cycles. Table 11 and Table 12 represents the resulting SOMs for 90 and Top 10 categories as U-matrices. The grid sizes are similar, but we can observe that there is differentiation on the clusters created. We can also observe that for these grid sizes the number of nodes with no labels is significantly reduced when compared to the square grids presented on Table 8 .
The last round of experiments aims at evaluating the use of context words in the classification results. In this set of experiments, the vector sizes we experimented with, are also within the range 1000 -3000. The tables below present also TE and QE scores to provide a clearer view on the model that best suits the given input.
According to Table 13 the highest F1 scores are 0.69 for Micro-and 0.40 for Macro-Average respectively. Even though for Micro-Average other combinations also produce the same or similar results, the selected configuration has zero TE and a smaller QE compared to the rest. The deviation reported amounts for 1% Micro-Average and 1-4% in MacroAverage. Table 14 presents the experiments conducted for Top 10 categories where the highest scores are 0.86 for Microand 0.78 for Macro-Average, 3000 dimensions per vector and 2-grams. It should be noted that this configuration has also a zero TE even though the QE is not the lowest in these series of experiments. Furthermore, it is notable that the other configurations tend to produce results with deviation 1% for Micro-and 1-2% for Macro-Average. As such, it cannot be inferred whether a specific configuration increases the classifier's performance.
The last part of this section is dedicated to the comparison of our experimental results with the ones presented in [1] . Table 15 summarizes the results of the two approaches for 90 categories and square maps whereas Table 16 compares our results with those presented in [1] using also non-square maps for both 90 and Top 10 categories. It should be highlighted that the results presented in Table 17 regarding Top 10 categories cannot be directly compared, as in [1] only samples belonging to one and only category have been selected, thus transforming the problem to a ''one-of'' classification. Even though a direct comparison in this case is not suggested, the deviation of the F1 scores between the two approaches is small, 3% on Micro-Average and only 4% on Macro-Average. For the 90 categories, they achieve 0.78 using a 32 * 32 grid whereas we achieve 0.69 using a 19 * 26 grid for categories with large number of samples. For Macro-average we achieve 0.40 using a 20 * 24 grid whereas they achieved 0.30 using a 128 * 128 grid. For the Top 10 categories they achieved 0.89 (Micro-Average) and 0.82 (Macro-Average) using a 32 * 32 grid whereas we achieved 0.86 and 0.78 respectively using an 18 * 23 grid. As mentioned in the previous section, our approach does not focus only in finding the highest F1 score but also to examine the appropriate configuration options regarding how well the models fit the given input, by examining also metrics such as TE and QE that are not considered in the other approach.
VI. OVERALL DISCUSSION
Using the traditional SOM algorithm, we were able to observe relations between the categories as documents belonging the same or similar (in terms of context) categories were placed VOLUME 6, 2018 in adjacent nodes on the map. This justifies the selection of SOM over other traditional approaches, as SOM is able to capture such relationships inherently. Therefore, using the proposed approach it was not required to reduce the problem to a set of independent binary classifiers, that do not take into account the relation between the labels. We converted the multi-class multi-label classification problem to multiclass uni-label by utilizing a stepwise approach for vector construction. After vector construction, each sample that has multiple labels is split in more samples, each having one label from the initial set of labels, but keeping the vector part intact. In addition, by using the heuristic procedure presented in Eq. 9 and Algorithm 4 we were able to calculate the size for the SOM that indicated the use of non-square maps. This selection is further supported by the previously presented results (Table 13 and Table 14) denoting that the selection of the grid size based on this approach is performing better when compared to square grids. Moreover, when assigning labels to previously unseen documents we designed and implemented INTERSECT, a simple yet effective algorithm, according to the classification results, especially for Macro-Average F1 scores.
In summary, the overall approach followed in this paper was based on several promising design choices and algorithmic procedures, the worthiness and effectiveness of which were eventually justified by the experimental results. These choices can be condensed as follows: a. the use of SOM as an unsupervised classifier; b. the conversion of vectors from multi-label to uni-label by taking extra care to maintain the relations between the labels; c. the process for calculating the size for the SOM; d. the use of batch SOM version that converges faster and does not require the ''learning rate'' hyperparameter and e. the INTERSECT algorithm we proposed for label selection, taking into account the labels assigned also in the neighboring nodes.
When comparing our results to the approach presented in [1] we were able to come to a set of interesting conclusions. Both conducted experiments using 90 and Top 10 categories of the Mod Apte' split, using the same evaluation measures thus making the approaches comparable. To find the BMU for each testing sample, the Euclidean distance was selected in both approaches.
Moreover, the weighting scheme used for the feature selection process was based on word statistics and more specifically, the TF-IDF. Instead of taking all context words between 1-7, experiments were conducted either using none or 1 to 2 context words. As Reuters is a news corpus, the use of an extended window around a word for finding its context is not justified, as news items have limited length and the context is significantly different from item to item to benefit from such a window. The results presented further support this indication, as the use of context words does not significantly affect classification performance. It is worth emphasizing, that classification performance is improved when using 1-grams for categories that have small number of samples.
Other than that, we used around 34 times smaller vocabulary for vector construction, ranging from 250 to 3000 dimensions per vector, instead of using 33120 dimensions per vector that would evoke significantly increased computational and processing time requirements. We achieved comparable results when using all (90) categories (Micro-Average) and better results on Macro-Average.
Furthermore, instead of using the online version of SOM, the batch version was used. According to [4] , this version is preferable as it is more stable. Another difference between the two approaches lies in the label selection process, as in [1] majority voting was engaged for label selection and examining the neighboring BMUs only if no label was present in the BMU. Majority voting selects only the label that appears in the majority of samples allocated in the node. Therefore, again only one label is assigned at each node. On the other hand, we designed and implemented our own algorithm for label selection based on the labels assigned not only on the node but also on the neighboring nodes.
Overall, our approach suggests the use of 1-grams rather than context words for this specific dataset, as their use seems to improve the classification results by 10% for MacroAverage F1 scores. Furthermore, we achieved 30 times decrease in vector dimensionality than the baseline approach, whereas the selection of SOM size based on the algorithm presented in this paper, has led to the use of 34 times smaller maps. Overall, our results indicate comparable or even better results in some cases (categories with small number of samples), while using less resources and time for training, due to the 30 times smaller vectors and 34 times smaller grid size, thus making the approach appropriate for every day applications that cannot afford a timely training process.
VII. CONCLUSIONS
In this paper, we researched the use of both square and non-square SOMs for assessing the classification capacity of the methods in a multi-class multi-labeled setting. The feature selection approach is as lightweight and generic as possible, to ensure its applicability to other datasets with minor modifications. The classification accuracy has been increased by 10% for the classes with small number of samples, with respect to other state-of-the-art approaches and surpasses them in terms of time and resources needed. We have shown that by using the proposed feature selection process we are able to capture the most significant features of the dataset while maintaining the vector size relatively small, thus improving classification efficiency. Furthermore, the INTERSECT algorithm for label selection was proposed, based on the intersection of labels between the BMU and its neighboring nodes. The proposed approach was extensively tested under different configuration settings, utilizing the commonly used benchmark dataset for multiclass multi-label approaches, namely the Reuters Mod Apte' split.
We have also considered several future research directions to extend and improve this work. One step is to experiment using other datasets to showcase the generalization of the proposed approach as a whole. That applies also to the incorporation of other unsupervised or deep learning algorithms to assess their performance compared to SOM under the same experimental conditions. Finally, our intention is to apply the proposed solution not only for classification but also for information extraction from textual data, taking advantage of the similarity of documents belonging in the same cluster for extracting information from previously unseen documents.
