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Contexte et motivations
Le développement de nouveaux outils fiables pour la caractérisation des ressources
halieutiques est un enjeu majeur pour améliorer l’évaluation et la gestion des écosys-
tèmes marins exploités. Évidemment, les ressources halieutiques ne sont pas inépui-
sables et par suite leur exploitation est régie par un certain nombre de mesures de
gestion mises en œuvre. Ces mesures de gestion sont fondées sur la connaissance de
l’état des ressources halieutiques (stocks de poissons par exemple) et des niveaux de
capture compatibles avec une exploitation durable. Chaque année, des experts donnent
leur avis concernant des centaines de stocks de poissons 1. Ces opinions reposent princi-
palement sur la taille et l’âge des poissons débarqués par la pêche commerciale, les rejets
et les prises des campagnes scientifiques en mer [Campana et Thorrold, 2001; Laurec et
Le Guen, 1981].
L’échantillonnage des poissons en taille et en âge permet en particulier d’estimer un
paramètre clé de la dynamique des populations exploitées : la croissance [Lester et al.,
2004; Yu et Wann, 2009]. L’estimation de la loi de croissance des poissons permet d’une
part de comprendre certains traits d’histoire de vie des espèces et des populations (lon-
gévité, âge de la maturité sexuelle, périodes de reproduction, migrations, mortalité. . .)
[Bagenal, 1974; Mairteinsdottir et Begg, 2002; Summerfelt et Hall, 1987], d’autre part de
reconstruire l’état et la structure démographique des des stocks exploités. Ces données
sont utilisées afin d’évaluer comment les stocks se projetteront à court terme selon dif-
férents scénarios d’exploitation, et finalement d’identifier ceux de ces scénarios qui sont
compatibles avec une exploitation durable [Aldebert et Recasens, 1996; Quinn et Deriso,
1999; Troadec, 1992]. En raison de l’appauvrissement actuel de nombreuses ressources
halieutiques, la demande et le besoin de données de croissance ne cessent de s’accroître
pour aider à la prise de décision en matière de gestion des pêcheries et d’exploitation
durable des ressources aquatiques. Dans ce contexte, l’otolithe, concrétion de carbo-
nate de calcium située au niveau de l’oreille interne du poisson, est considéré comme
une véritable archive biologique et environnementale à l’instar des cernes des arbres,
permettant de reconstituer à la fois des paramètres environnementaux (température,
salinité. . .) et des traits de vie individuels des poissons (âge, croissance, reproduction,




Stewart, 2006; Treble et al., 2008]. Afin d’estimer la croissance et d’établir la structure
démographique de chaque stock de poisson étudié, des centaines de milliers de pièces
(otolithes, écailles. . .) sont prélevées par mois, par trimestre, et chaque année sur un
échantillon représentatif [Amezcua, 2006; Campana et Thorrold, 2001].
L’otolithe montre des patrons de structures périodiques qui sont liées aux change-
ments dans le milieu où se trouve le poisson (tels que les changements de température)
et aux facteurs endogènes tels que des événements ontogéniques [Panfili et al., 2003]. La
figure 1 présente un exemple d’image d’une coupe d’otolithe. En observant cette image,
on aperçoit une alternance de zones concentriques opaques et translucides. Cette al-
ternance, qui fait penser aux couches concentriques visibles sur une coupe de tronc
d’arbre, permet d’évaluer l’âge du poisson. Chaque année se sont déposées une couche
opaque et une couche translucide (voir chapitre 1 pour plus de détails sur la structure
de l’otolithe).
Figure 1 – Image d’une coupe transversale d’un otolithe de Plie d’âge 10 ans vue en lumière
réfléchie. Pour déterminer l’âge du poisson il suffit de compter le nombre de stries observées.
Les espaces entre les stries sont fonction de la croissance du poisson chaque année.
Outre la détermination de l’âge et la loi de croissance, les otolithes de poissons 2
peuvent servir à la reconnaissance de l’espèce et/ou de la population. En effet, les
formes externes des otolithes de poissons sont fortement influencées par les facteurs en-
vironnementaux et génétiques. Les otolithes ont alors une forme externe distinctive qui
est souvent caractéristique de l’espèce et du stock considérés [Gaemers, 1988; L’abee-
Lund, 1984]. L’identification des espèces de poissons à partir des otolithes est un enjeu
majeur dans de nombreuses études écologiques marines. Par exemple, les otolithes ré-
cupérés dans l’estomac ou dans des déjections d’animaux pourraient être utilisés pour
déterminer le spectre alimentaire [Jobling et Breiby, 1986; Johnson et al., 2006; Mar-
tucci et al., 1993; Olsson et North, 1997; Ross et al., 2005; Veldkamp, 1995; West et al.,
2009; Zijlstra et Van Eerden, 1995]. La discrimination du stock est aussi une nécessité
de base pour la gestion des pêcheries pour un certain nombre de raisons [Begg et al.,
1999; Jonsdottir et al., 2006; Kutkuhn, 1981; Ponton, 2006], y compris l’affectation
des captures parmi les pêcheries possibles, la quantification du degré d’échanges entre
2. les pièces calcifiées marines en général.
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les individus des stocks de poissons qui se mélangent sur des aires de reproduction ou
d’engraissement 3, l’identification des sous-populations pour un stock donné . . .
Dans l’analyse des pièces calcifiées, l’existence d’une forte variabilité inter-individuelle
dans leur formation est à l’origine des difficultés rencontrées. Pour s’affranchir des va-
riabilités inter-individuelles, on a besoin d’un outil de synchronisation des images et
des signaux extraits des pièces étudiées. Ainsi, grâce à cet outil, les variations inter-
individuelles seront atténuées, et les études de comparaison pourront se faire à partir
de l’information véritablement utile. De plus, afin d’étudier les similarités et/ou les dif-
férences entre les différentes observations et d’en construire des modèles statistiques, il
nous faut un système de référence commun qui permet de les représenter et d’en éli-
miner les inter-variabilités. Cette problématique est connue en traitement du signal et
de l’image sous le nom de recalage. Les outils de recalage sont aujourd’hui d’un grand
intérêt et touchent plusieurs domaines applicatifs comme la vision industrielle [Moon
et al., 2004], l’imagerie de surveillance [Le Moigne et al., 2003; Liying et Weidong, 2009]
et surtout l’imagerie biomédicale [Guo et al., 2005; Makela et al., 2002; Ramirez et al.,
2003; Shams et al., 2010].
Les outils de recalage développés sont divers et variés selon le type de signaux et
d’images traités et selon l’application considérée [Le Moigne et al., 2003; Shams et al.,
2010; Van den Elsen et al., 1993]. La qualité des images par exemple, en particulier le
contraste et la résolution, est très variable d’une modalité à l’autre, allant d’un niveau
élevé à un niveau très faible. Le développement méthodologique doit prendre en consi-
dération les caractéristiques propres à chaque application afin d’assurer une efficacité
optimale d’analyse.
Nous nous intéressons aux signaux et aux images issus de l’analyse de l’otolithe du
poisson comportant de fortes variabilités inter-individuelles, car de nature biologique.
Les images obtenues sont souvent peu contrastées même si elles présentent des struc-
tures géométriques spécifiques. L’objectif de cette thèse est par conséquent la mise au
point d’outils robustes pour faire correspondre différents signaux et images utilisés dans
l’analyse et l’interprétation de l’otolithe et les ramener à la même référence. Le système
de recalage établi devra servir en plus à la reconnaissance de l’espèce et du stock du
poisson sur la base de la comparaison de la forme externe de la pièce calcifiée 4.
Contributions de la thèse
Le travail principal sera d’établir des schémas de recalage robuste de signaux et
d’images, ainsi qu’une mesure de similarité efficace pour la reconnaissance de formes
(classification et recherche). Les méthodes élaborées devront être appliquées sur diffé-
rents signaux et images issus de la biologie où l’on peut observer une forte variabilité
inter-individuelle menant à des mesures aberrantes.
3. la définition précise des stocks demeure un défi pour les scientifiques de la gestion de la pêche car
il n’est pas encore possible de cartographier directement les stocks.
4. ce travail rentre dans le cadre d’une collaboration avec l’IFREMER, France.
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− Recalage de signaux 1D
(a) (b)
Figure 2 – Exemple de recalage de signaux 1D. (a) : Deux courbes représentant le profil
d’intensité du niveau de gris sur deux radiales de deux images d’otolithes de Plies du même
groupe d’âge (4 ans). (b) : Les deux courbes représentées après un recalage non-linéaire.
(a) (b)
(c)
Figure 3 – (a) et (b) : Deux images d’otolithes de Plie du même groupe d’âge (4 ans). Sur
chacune de ces deux images, le lecteur a placé une radiale pour définir une zone préférentielle de
lecture. (c) : Les deux profils d’intensité (le long des deux radiales) synchronisés par un recalage
1D. L’un des deux profils synchronisés laisse apparaître la présence de deux faux anneaux qui
ne sont pas des marques annuelles. Les marques annuelles sont indiquées par un rond plein •
et les faux anneaux par un ×.
Tout d’abord nous proposons une approche de recalage robuste de signaux 1D ([RI-
3],[CI-2],[CN-1]). Cette approche est appliquée dans des problèmes biologiques réels
comme l’analyse de la variabilité individuelle en vue d’une aide à l’interprétation. La fi-
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gure 2 donne un exemple des signaux à recaler et montre bien la forte variabilité présente
dans ce type de signaux. Dans la figure 3 nous avons reporté un autre exemple pour
illustrer l’aide à l’interprétation que cet outil peut apporter. Les deux profils d’intensité
sont synchronisés par le recalage de signaux 1D. On peut voir sur l’un des deux profils
l’apparence de deux faux anneaux qui ne sont pas des marques annuelles. L’apparence
des faux anneaux peut être interprétée comme la traduction d’un stress qu’a vécu le
poisson durant sa vie à l’année correspondante.
− Recalage et reconnaissance de contours de formes
Figure 4 – Exemple d’une mise en correspondance de deux formes (externes) d’otolithes pour
l’identification de l’espèce. On propose de faire une comparaison locale de formes dans le but
de la reconnaissance de formes 2D.
L’approche de recalage a été adaptée ensuite pour le recalage de courbes 2D et
la reconnaissance de formes à partir de leur contour ([RI-2],[RI-3],[CI-2],[CN-1]). La
figure 4 montre un exemple de recalage de contours d’otolithes pour l’identification du
stock et/ou de l’espèce du poisson. Cette approche est basée sur la minimisation d’une
fonction de coût issue de l’analyse des géodésiques de forme [Younes, 2000]. La mesure
de similarité issue du recalage des contours est ici exploitée pour la reconnaissance de
formes.
Figure 5 – Forme moyenne et variance locale d’un ensemble de contours externes d’otolithes.
L’image de gauche est la forme moyenne. La taille de la flèche en chaque point de l’image de
droite est proportionnelle à la variation du contour en ce point.
Le recalage de contours 2D est aussi appliqué pour établir des modèles statistiques
(forme moyenne et variance) qui permettent de représenter les variabilités observées
sur les formes. La figure 5 montre un exemple de la forme moyenne calculée sur un
ensemble de contours d’otolithes de poissons de même espèce avec les variances aux
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différents points. On peut bien observer que la variabilité de forme est très localisée, ce
qui justifie la nécessité d’une méthode d’analyse locale des formes d’otolithes.
− Recalage d’images de séquences de formes
(a) (b) (c)
Figure 6 – Exemple de recalage d’images. (a) : Deux images d’otolithes de Plies du même
groupe d’âge (4 ans). (b) : Les deux images représentées après un recalage les ramenant au
même référentiel. Le recalage de ces images est basé sur l’information géométrique induite par
les anneaux de croissance observés. (c) : Deux moitiés des deux images recalées. On observe
l’apparence de deux faux anneaux au cours d’une année de la vie d’un des deux poissons.
L’approche de recalage de contours de formes est étendue ensuite pour recaler des
images présentant des séquences de formes comme les images d’otolithes ([RI-3],[CI-
4]). La figure 6 donne un exemple de recalage d’images d’otolithes. Les approches de
recalage basées sur l’intensité de niveau de gris ne réussissent pas à recaler les images
d’otolithes qui sont le plus souvent très peu contrastées. L’approche proposée, basée-
géométrie, réussit à recaler les images d’otolithes et de-là les structures géométriques
qui se trouvent sur ces images.
− Ouverture des outils proposés
Une autre contribution de la thèse concerne la pertinence et l’applicabilité des outils
développés en vision par ordinateur ([RI-1],[RI-3],[CI-1],[CI-3]). Leur efficacité a été
démontrée en utilisant des images de référence (base de test MPEG-7) et à partir de
quelques images biomédicales (images de la vidéokératographie) et de la biologie végétale
(images de coupes de tronc d’arbres).
Organisation du document
Ce document est organisé principalement en deux parties, chacune composée de
plusieurs chapitres.
La première partie, “Généralités”, vise à présenter le cadre général du travail proposé
dans cette thèse. Dans le chapitre 1 nous faisons une introduction sur la structure de
l’otolithe de poisson et sur les études menées pour analyser et interpréter cette structure
par ordinateur. Le chapitre 2 a pour objectif de donner au lecteur un état de l’art sur les
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techniques de recalage de signaux et d’images. Le chapitre 3 est consacré à un aperçu
des techniques de représentation et de reconnaissance de formes par ordinateur.
La deuxième partie, “Méthodologie et validation” présente le travail réalisé dans
cette thèse. Dans le chapitre 4 intitulé “Recalage de signaux 1D et de courbes 2D” nous
proposons une approche de recalage robuste de signaux 1D et nous l’appliquons aux
signaux d’otolithes. Dans le même chapitre, nous proposons d’utiliser les géodésiques
de formes pour recaler les contours de formes 2D. Ces formes 2D étant codées par
leurs fonctions tangentes aux contours, leur recalage revient à recaler deux signaux 1D.
Nous présentons ici une première application directe de l’algorithme proposé comme un
outil d’élaboration de modèles statistiques de formes. Une illustration est donnée à par-
tir des formes d’otolithes. Nous proposons ensuite, dans le chapitre 5, “Classification de
contours de formes 2D”, une nouvelle technique de classification utilisant les géodésiques
de formes, basée sur le recalage 1D. Cette technique est comparée à un état de l’art
des méthodes employées, à partir de la base de test MPEG-7 largement utilisée pour
l’évaluation des techniques de classification et de recherche de formes. La technique est
appliquée ensuite à la classification des formes de pièces calcifiées pour l’identification
du stock et d’espèces de poissons et de coquilles. Le chapitre 6 généralise l’approche
de recalage proposée pour les contours 2D afin de recaler des images impliquant des
séquences de formes, comme les images d’otolithes. Comme applications, nous présen-
tons des expérimentations sur des images d’otolithes de poissons, des images de troncs
d’arbres et des images issues de la topographie cornéenne.
Dans la conclusion, nous récapitulons les réalisations effectuées par ce travail de
thèse. Les nouveautés apportées aux applications biologiques et à la vision par ordi-
nateur sont exposées avec les principaux résultats obtenus. Enfin, nous évoquerons les
perspectives que nous proposons pour la présente étude.
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1.1 Introduction
Ce chapitre est consacré à une présentation des généralités, biologiques et techniques,
sur la sclérochronologie et en particulier à l’étude de l’otolithe, pièce calcifiée à l’intérieur
de l’oreille interne du poisson utilisée pour reconstruire les traits de vie du poisson
[Campana, 2005].
Ce chapitre commence par introduire la sclérochronologie qui est la science qui étu-
die les pièces calcifiées des organismes vivants, dont l’analyse de l’otolithe fait partie
(section 1.2). Nous présentons ensuite l’otolithe de poisson tout en décrivant sa struc-
ture particulière ; nous donnons un rapide aperçu de l’utilisation des otolithes dans les
études biologiques et marines puis nous faisons le point sur l’intérêt d’analyser ces pièces
(section 1.3). Nous terminons ce chapitre par une description des techniques développées
en traitement du signal et de l’image pour l’analyse des pièces calcifiées, notamment les
otolithes (section 1.4).
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1.2 Sclérochronologie
La sclérochronologie est la science qui étudie les traits d’histoire de vie des animaux
aquatiques (poissons, céphalopodes. . .) à partir de l’analyse de leurs pièces calcifiées
(otolithes, statolithes, écailles, coquilles. . .). Elle se base sur l’étude de divers types de
signaux structurels, qu’ils soient chimiques et/ou optiques, dans le but d’estimer l’âge
et la croissance des individus. Elle permet d’estimer la période et la durée d’événements
marquants de l’histoire individuelle. Ces données sont essentielles à la compréhension
des traits de vie des espèces et à l’étude de la structure démographique des populations
et de leur dynamique [Campana, 2005; Panfili et al., 2003].
Nous nous intéressons dans cette thèse à la sclérochronologie des poissons dont
les pièces calcifiées montrent des patrons de structures périodiques qui sont liées aux
variations du taux de croissance induites par des changements dans le milieu où se trouve
le poisson (tels que les changements de température) et des facteurs endogènes tels que
des événements ontogéniques [Bagenal, 1974; Campana et Neilson, 1982; Summerfelt et
Hall, 1987].
La détermination exacte de l’âge des poissons est un élément particulièrement im-
portant pour l’étude de la dynamique des populations. Elle constitue la base des calculs
menant à la connaissance de la croissance, de la mortalité, du recrutement et autres
paramètres fondamentaux des populations [Aldebert et Recasens, 1996; Burel et al.,
1996; Campana et Thorrold, 2001; De Pontual et al., 2006; Fablet et al., 2007; Landa
et al., 2002; Macchi et al., 2006; Mairteinsdottir et Begg, 2002; Silva et Stewart, 2006;
Treble et al., 2008].
Trois principaux types de pièces se sont avérés porteurs d’information, ce qui a
abouti à la division de la sclérochronologie en trois sous-disciplines : la scalimétrie, qui
traite des écailles, l’otolithométrie, qui traite des otolithes et la squelettochronologie,
qui traite des os.
Les écailles, les arêtes, les rayons de nageoire et les otolithes ont tous été utilisés
pour déterminer l’âge des poissons, car ils forment souvent, à l’instar d’autres parties
osseuses du poisson, des anneaux annuels comparables à ceux des arbres. Ce sont, toute-
fois, les otolithes qui permettent généralement de déterminer le plus précisément l’âge,
en grande partie grâce à leur croissance continue durant le cycle vital du poisson et à
leur nature acellulaire (signifiant qu’ils ne sont pas sujettes à la résorption). Ces ca-
ractéristiques donnent aux otolithes un avantage de taille par rapport aux écailles et
à d’autres structures, en particulier chez les poissons les plus âgés. C’est pourquoi les
otolithes sont devenus la matière privilégiée dans la détermination de l’âge des poissons
et des millions d’otolithes sont analysés chaque année à cette fin [Campana et Thorrold,
2001].




Le mot otolithe vient du grec, otos : oreille et lithos : pierre. Donc, otolithe signi-
fie littéralement pierre d’oreille, il s’agit bien de “pierre” et non d’os. Ces “pierres” se
trouvent dans le crâne du poisson, juste à l’arrière du cerveau. Les otolithes (Figure
1.1) ne sont pas reliés au crâne du poisson, mais flottent librement derrière le cerveau,
à l’intérieur des conduits mous et transparents de l’oreille interne [Dunkelberger et al.,
1980; Fay, 1984; Popper et Hoxter, 1981; Tavolga et al., 1981]
Figure 1.1 – Otolithes d’un merlu.
Les otolithes sont des concrétions calcaires qui communiquent les vibrations sonores,
dans le labyrinthe de l’oreille interne des poissons osseux (Téléostéens). Ils interviennent
dans l’audition et l’équilibre (permettant au poisson de se situer dans son milieu). Ils
sont présents dès la fin du stade embryonnaire (en fin d’incubation pour les œufs de
salmonidés) et s’accroissent ensuite avec le développement de l’organisme. Il en existe
trois paires qui diffèrent en forme et en taille. Ces différents types d’otolithes se sont
répartis dans différentes cavités cérébrales [Popper et Hoxter, 1981; Popper et Lu, 2000] :
– la sagitta dans le sacculus,
– l’asteriscus dans le lagena et
– le lapillus dans l’utriculus.
Chez la plupart des espèces, les sagittae sont les plus utilisés car ce sont les plus
grands et les plus faciles à prélever. La majeure partie des études sur la formation
des otolithes s’est focalisée sur la sagitta et le sacculus. Dans la littérature, le terme
otolithe est souvent utilisé pour décrire une seule des trois paires, généralement la paire
de sagittae [Fay, 1984; Panfili et al., 2003].
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1.3.2 Structure
Chimiquement, les otolithes des poissons sont des concrétions minéralisées de carbo-
nate de calcium (CaCO3) généralement cristallisées sous forme d’aragonite. Au cours de
la cristallisation, certains éléments chimiques (Sr,Mn,Mg, Fe, Cl,Na,K, P . . . ), issus
de l’environnement, peuvent s’incorporer au carbonate de calcium. Ces éléments ne sont
pas indispensables à la formation de l’otolithe, mais ils y précipitent avec les molécules
structurales de l’otolithe en formation. Leur concentration dans l’otolithe reflète donc
leur concentration dans l’endolymphe 1 [Campana, 1999]. L’analyse microchimique de
ces éléments incorporés durant la vie des individus peut permettre la reconstruction des
traits de la vie du poisson [Campana et Thorrold, 2001].
En morphométrie, les otolithes ne grandissent pas nécessairement à la même vitesse
dans les trois dimensions. Une sagitta typique a une forme elliptique sur son plan sagit-
tal. S’il existe un modèle de l’otolithe, il sera composé d’un certain nombre de couches
concentriques ayant des rayons différents. Selon la quantité de matière organique dans
chaque couche ou zone, son aspect variera d’extrêmement opaque à complètement hyalin
(transparent). Les zones opaques sont formées principalement d’une matière organique :
les protéines, et les zones transparentes principalement de matière minérale : le calcium
[Blacker, 1969; Summerfelt et Hall, 1987]. La première zone déposée est généralement
appelée le nucleus ou noyau de l’otolithe.
L’otolithe peut montrer des séries de structures d’accroissement sur une échelle de
temps s’étalant d’un rythme journalier à un rythme annuel. La figure 1.2 montre un
exemple des anneaux journaliers et un autre des anneaux annuels. Ces patrons recon-
naissables sont légèrement différents, bien qu’au niveau opérationnel ils soient le résultat
de variations de la quantité relative de calcium et de protéines sur les accroissements
ou les zones [Blacker, 1969; Morales-Nin, 1986; Summerfelt et Hall, 1987].
L’estimation de l’âge du poisson dépend des changements visibles de la croissance
de l’otolithe. Les patrons de croissance les plus intéressants se situent à quatre niveaux
de résolution [Campana et Thorrold, 2001; Panfili et al., 2003] :
– Accroissements primaires, permettant une résolution des jours. Ces marques
journalières sont très fines et peuvent être mises en évidence grâce à la tétra-
cycline. Ces anneaux ne sont visibles qu’aux forts agrandissements (microscopie
photonique ou électronique). Ils varient en épaisseur de moins de 1 µm à 12 µm
[Bagenal, 1974].
– Zones saisonnières, permettant une résolution de plusieurs mois ou d’une sai-
son de croissance. Ces anneaux sont parfois distinguables sur des otolithes entiers
(sans traitement préalable) et/ou après une préparation adaptée. Les deux prin-
cipaux types de marque saisonnière ont des opacités différentes. Deux méthodes
d’éclairage sont généralement utilisées pour la visualisation des images d’otolithes
(figure 1.2). En cas de visualisation par lumière transmise, les zones opaques sont
sombres et les zones translucides sont lumineuses ; tandis que par lumière réfléchie,
ce sont les zones opaques qui apparaissent claires et le zones transparentes qui ap-
1. l’endolymphe est le liquide contenu dans le labyrinthe membraneux de l’oreille interne des verté-
brés.




Figure 1.2 – (a) et (b) : Otolithe entier de Plie (Pleuronectes platessa) montrant les zones
saisonnières opaques (O) et translucides (T) observées sous une lumière transmise ((a)) et sous
une lumière réfléchie ((b)) sur un fond noir. Les zones opaques sont sombres sous une lumière
transmise et lumineuses sous une lumière réfléchie, et c’est l’inverse pour les zones translucides.
Échelle : 2 mm. (c) et (d) : Représentation des anneaux de croissance observés sur une image
d’otolithe d’une Morue Atlantique (Gadus morhua). (c) : Anneaux annuels. Échelle : 1 mm.
(d) : Anneaux journaliers. Échelle : 10 µm.
paraissent sombres. Il arrive qu’une image d’otolithe prise par l’une des méthodes
d’éclairage apporte plus d’information qu’une image du même otolithe mais prise
par l’autre méthode d’éclairage. Les zones saisonnières peuvent atteindre quelques
centaines de microns de largeur et sont parfois visibles à l’œil nu ou avec de faibles
agrandissements (10× à 40×). La différence du taux de matrice organique dans les
deux zones peut être soulignée soit par une opération de brûlage qui transforme
la matrice organique en une marque opaque brune, soit après coloration avec des
colorants spécifiques [Panfili et al., 2003].
– Accroissements annuels appelés aussi marques ou anneaux annuels ou annuli,
permettant une résolution des années. De nombreux poissons de régions tempérées
et tropicales montrent des accroissements annuels comprenant, normalement, des
zones opaques et translucides. Le dépôt opaque correspond aux couches formées
durant l’hiver, le dépôt translucide correspond aux couches formées durant l’été.
Ces dépôts sont généralement visibles à l’œil nu car les stries sont assez larges.
La taille des stries dépend des conditions climatiques ; en hiver, la croissance
est ralentie, en été, elle est accélérée : cela est dû à une plus grande quantité
de nourriture disponible pour le poisson, de plus la température plus élevée est
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propice au fonctionnement des enzymes.
– Discontinuités (ultra) structurales dans l’otolithe, correspondant à des stress
variés qui ne sont pas nécessairement réguliers durant la vie de l’individu. Elles
peuvent être distinguées avec de forts ou parfois de faibles agrandissements, mais
en général après une préparation préalable. La matrice organique est généralement
abondante dans ces discontinuités et par suite elles sont généralement bien visibles
après une attaque acide superficielle [Morales-Nin, 1986].
1.3.3 L’otolithe comme archive individuelle pour l’écologie marine
L’exploitation des otolithes est basée sur la capacité qu’ils ont par modification
de leur structure à mémoriser l’activité métabolique, reflet des phénomènes de crois-
sance et d’événements relatifs au cycle vital (éclosion, métamorphose, reproduction. . .)
ou d’ordre éco-physiologiques (stress divers) [Campana et Neilson, 1985; Campana et
Thorrold, 2001; Jones, 2000]. Du fait qu’ils enregistrent les traits d’histoire de vie des in-
dividus, les otolithes ont été décrits comme de véritables boîtes noires [Lecomte-Finiger,
1999] ou CD-ROM [Radhakrishan et al., 2009] des poissons.
Les caractéristiques des otolithes (forme, dimensions, composition chimique, mi-
crostructure) sont utilisées dans de nombreuses études scientifiques s’étalant sur trois
échelles principales [Campana, 2005].
– Échelle individuelle : étude des traits de vie individuels, comme l’âge, la crois-
sance, la migration, l’origine natale, de l’identification d’espèce, de la localisation
géographique et de la période de la ponte. . . [Campana et Neilson, 1985; L’abee-
Lund, 1984; Secor et al., 1995; Silberschneider et al., 2009; Treble et al., 2008;
Volk et al., 2010]
– Échelle de la population : études des structures démographiques, des distributions
des âges à maturité, du mélange ou structure des stocks. . . [Aldebert et Recasens,
1996; Begg et Brown, 2000; Gerber et al., 2009; Troadec, 1992]
– Échelle de l’environnement : étude de la température, de la pollution, de la conta-
mination. . . [Burke et al., 1993; Campana et Neilson, 1985; Neilson et Geen, 1982]
Traits et conditions de vie Les étapes du développement de l’organisme s’inscrivent
dans l’otolithe, et aussi les conditions de vie du milieu. Ces informations sont décelables
d’une part par les variations d’épaisseur des marques et d’autre part à partir de leur
composition chimique. C’est ainsi que les changements de milieu (passage par un es-
tuaire), l’abondance ou l’absence de nourriture, les pollutions, les stress, seront mis en
évidence [Burke et al., 1993; Campana et Thorrold, 2001; Radhakrishan et al., 2009].
La température du milieu par exemple a un rôle sur la largeur et la netteté des marques
journalières des otolithes ; cette largeur diminue en températures froides. En plus, plu-
sieurs éléments chimiques de l’otolithe (Ca, Sr, Na, K, Mg, Ba et P) sont trouvés corrélés
à la température et la salinité de l’eau. D’où par une analyse chimique, les migrations
entre les marines, l’eau douce et des habitats estuariens peuvent être suivies à partir
des variations prévisibles dans le rapport de strontium - calcium ou de la concentration
isotopique dans les otolithes. L’analyse chimique élémentaire des otolithes est égale-
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ment appliquée à comprendre l’influence des obstacles physiques lors de leur migration.
[Campana et Neilson, 1985; Neilson et Geen, 1982; Radhakrishan et al., 2009].
Âge du poisson Les données sur l’âge des poissons sont essentielles à la compré-
hension des traits d’histoire de vie des espèces et des populations (longévité, âge au
recrutement, âge à la maturité sexuelle, mortalité) et à l’étude de la structure démogra-
phique des populations et de leur dynamique (par exemple dans les modèles d’estimation
basés sur une structuration en âge). Ces données sont largement utilisées pour aider à
la prise de décision en matière de gestion des pêcheries et d’exploitation durable des
ressources halieutiques [Campana, 2005; Laurec et Le Guen, 1981]. Pour estimer l’âge
du poisson on compte sur l’otolithe le nombre de stries, en différenciant les stries an-
nuelles des autres stries [Amezcua, 2006; Stevenson et Secor, 1999; Summerfelt et Hall,
1987]. En effet, des marques suite à des stress (reproducteurs, carences alimentaires,
pollution. . .) peuvent également perturber l’estimation de l’âge [Campana et Neilson,
1985]. C’est pourquoi depuis quelques années certaines études explorent la possibilité
d’utiliser la morphométrie de l’otolithe (par exemple le poids de l’otolithe) comme esti-
mateur de l’âge du poisson [Bermejo, 2007; Cardinale et al., 2004; Doering-Arjes et al.,
2008; Muir et al., 2008; Pino et al., 2004; Steward et al., 2009].
Croissance du poisson Comme la croissance corporelle (somatique) des poissons
et la croissance des otolithes sont souvent en forte corrélation, la largeur des stries de
croissance de l’otolithe reflète le taux de croissance somatique [Xie et al., 2005]. Les
estimations sur la taille du poisson à un âge donné sont d’une grande importance dans
la gestion et la conservation des ressources halieutiques exploitables, la reproduction
artificielle et les pratiques de l’aquaculture [Laurec et Le Guen, 1981; Quinn et De-
riso, 1999]. L’estimation de la loi de croissance des poissons permet de comprendre
certains traits d’histoire de vie des espèces et des populations (longévité, âge de la
maturité sexuelle, périodes de reproduction, migrations, mortalité. . .) [Bagenal, 1974;
Mairteinsdottir et Begg, 2002; Summerfelt et Hall, 1987] et permet d’autre part de re-
construire la structure démographique des captures, ce qui sert à connaître l’état et la
structure démographique actuels des stocks exploités. Ces données sont utilisées afin
d’évaluer comment les stocks se projetteront à court terme selon différents scénarios
d’exploitation, et finalement d’identifier lesquels de ces scénarios sont compatibles avec
une exploitation durable [Aldebert et Recasens, 1996; Quinn et Deriso, 1999; Troadec,
1992].
Étapes de la vie larvaire Non seulement on peut évaluer l’âge du poisson en années,
mais aussi en jours pour un poisson jeune. En effet, des marques journalières très fines
sont visibles à très fort grossissement au microscope optique et bien sûr en microscopie
électronique à balayage. On peut ainsi connaître avec une grande exactitude l’âge des
larves de poissons [Campana et Thorrold, 2001]. L’analyse des microstructures journa-
lières, c’est-à-dire leur dénombrement et la mesure de leur épaisseur, va permettre non
seulement d’évaluer l’âge en jours des larves mais aussi d’appréhender les différentes
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étapes du développement larvaire : l’éclosion, la résorption des réserves vitellines, l’ou-
verture buccale, le premier repas planctonique, les premiers jours de vie. . .C’est ainsi
que, à partir de l’étude des otolithes de civette (petite anguille transparente qui arrive
sur les côtes d’Europe, depuis la mer des Sargasses où elle est née, et après avoir traversé
l’Atlantique), la durée de migration larvaire transatlantique des anguilles a pu être éva-
luée à une année [Ahrenholz et al., 1995; Burel et al., 1996; Campana et Neilson, 1982;
Pothin et al., 2006; Reveillac et al., 2008].
La microanalyse chimique complète des informations obtenues à partir de l’examen
de la microstructure peut renseigner sur des événements exceptionnels survenus pendant
la vie larvaire. Le rapport O18/C13 renseigne par exemple sur la température et sur la
profondeur de la masse d’eau à laquelle le poisson a éclos. Le rapport Sr/Ca indique
les mouvements migratoires anadromes [Lecomte-Finiger, 1999].
Identité du poisson L’otolithe a une forme distinctive qui est souvent caractéristique
de l’espèce du poisson à laquelle il appartient. La forme de l’otolithe varie d’une espèce
à une autre, mais elle est relativement constante au sein d’une espèce. Cette notion de
spécificité sert de base à une reconnaissance ou une identification des espèces de poissons
[Gaemers, 1988; L’abee-Lund, 1984]. En paléontologie, la science qui étudie les restes
fossiles des êtres vivants du passé, les otolithes servent comme précieux outils car ils
permettent l’identification du poisson. L’ensemble des données obtenues par l’étude des
otolithes permet de retracer le paléoclimat, la paléobathymétrie, la paléoclimatologie, la
paléoécologie. . . [Nolf, 1993, 1995; Nolf et Brzobohaty, 2002; Reichenbacher et Kowalke,
2009]. Une autre application basée sur l’identification de l’espèce de poisson à partir de
l’otolithe consiste en la définition du régime alimentaire et des habitudes alimentaires de
certains gros poissons, de Cétacés ichtyophages et d’oiseaux. En effet, les otolithes sont
lentement digérés et sont exploitables dans l’analyse des contenus d’estomacs ou des
déjections d’animaux [Jobling et Breiby, 1986; Martucci et al., 1993; Olsson et North,
1997; West et al., 2009]. Le cormoran est ainsi connu pour être un grand consommateur
de poissons. L’analyse des otolithes trouvés dans son estomac et/ou dans ses déjections
permet de conclure quant à ses habitudes alimentaires [Johnson et al., 2006; Ross et al.,
2005; Veldkamp, 1995; Zijlstra et Van Eerden, 1995].
Caractérisation de stock ou de population L’identification du stock du poisson
est aussi une nécessité de base pour la gestion des pêcheries [Begg et al., 1999; Kut-
kuhn, 1981]. L’analyse de la morphologie et l’analyse chimique des otolithes peuvent
être utilisées pour la détermination des stocks des poissons. En analyse de la morpholo-
gie, la forme de l’otolithe et ses variations intra-spécifiques sont autant d’éléments qui
permettent de caractériser des stocks poissons. Les dimensions précises du nucleus, la
forme externe du contour de l’otolithe, le poids, la variation de la largeur des accrois-
sements et d’autres mesures morphométriques ont été utilisés pour la discrimination
des stocks [Begg et Brown, 2000; Begg et al., 2000; Bird et al., 1986; Bolles et Begg,
2000; Cardinale et al., 2004]. Chimiquement, des variations dans les compositions élé-
mentaires et isotopiques dans les otolithes (la présence ou l’absence de certains éléments
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ou composés chimiques) ont montré qu’ils peuvent être utilisés comme marqueurs na-
turels ou des étiquettes de différents stocks géographiques [Campana et Neilson, 1985].
Ces marqueurs chimiques ont été utilisés pour déterminer la nativité d’un stock donné,
le lieu natal des poissons, le mélange des stocks et des populations. . . [Gagliano et
McCormick, 2004].
1.4 Analyse d’otolithes assistée par ordinateur
Des centaines de milliers d’otolithes sont analysés et interprétés chaque année par
les laboratoires travaillant dans le domaine de l’évaluation des stocks [Campana et
Thorrold, 2001]. Ce grand nombre d’échantillons est nécessaire pour avoir une bonne
idée sur l’état des stocks pour ensuite prendre les décisions convenables respectant les
conditions biologiques et écologiques [Quinn et Deriso, 1999]. Ce travail fastidieux se
fait toujours par des lecteurs humains experts. Un expert humain compte visuellement
les marques de croissance et doit aussi parfois mesurer la taille des accroissements, afin
d’estimer l’âge et d’établir la courbe de croissance.
De plus, le travail humain est toujours accompagné de subjectivité car les images
des otolithes présentent le plus souvent des faux anneaux, des anneaux dédoublés ou
discontinus, des zones où les anneaux sont resserrés ou ne peuvent pas être distingués,
ce qui perturbe la lecture de l’expert qui pourra fournir, sur un même otolithe, deux
interprétations différentes à deux instants différents. Par conséquent, le travail fourni
par les experts humains est un travail subjectif, lent et manquant de précision. D’où
la nécessité de trouver des méthodes automatisées ou semi-automatisées capables de
détecter les stries d’otolithes et de bien les interpréter pour estimer ensuite l’âge et
la croissance ; comme nous l’avons déjà souligné, la fiabilité des résultats de l’analyse
des pièces calcifiées est essentielle à une gestion correcte des stocks halieutiques [Panfili
et al., 2003].
Dans ce paragraphe, nous présentons sommairement l’utilisation actuelle du traite-
ment et de l’analyse d’images pour l’interprétation des pièces calcifiées. Initialement,
les méthodes proposées pour faciliter l’interprétation des pièces calcifiées n’ont pas pris
en considération la perception continue et bidimensionnelle des stries. Mais ensuite dif-
férents outils se sont développés dans le but de caractériser correctement les formes
bidimensionnelles des stries de croissance.
1.4.1 Pré-traitement
L’image de l’otolithe qu’on traite par ordinateur est obtenue suite à un nombre
d’opérations induisant le plus souvent différents types de bruit [Panfili et al., 2003]. Les
sources de dégradation de l’information pertinente sont donc nombreuses et la diversité
du matériel ne permet pas toujours d’extrapoler les solutions mises au point sur une
espèce et un type de préparation donnés. Ainsi, en général, des pré-traitements numé-
riques de l’image (rehaussement du contraste, optimisation de la dynamique, débrui-
tage, détection du bord. . .) sont nécessaires en amont de toute analyse et interprétation.
Cependant ce pré-traitement ne doit pas entraîner des effets négatifs sur les résultats
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attendus, allant du simple déplacement d’une marque de croissance à l’introduction de
marques supplémentaires.
En pré-traitement d’images d’otolithes, des algorithmes assez classiques en vision
par ordinateur sont utilisés tout en prenant en compte la spécificité de ces images. Pour
le débruitage par exemple, on utilise un filtrage gaussien linéaire paramétré en fonction
de la largeur du plus petit anneau de croissance à conserver [Benzinou, 2000].
(a) Image d’origine (b) Filtrage Gaussien (σ = 5)
(c) Filtrage adapté et orienté
Figure 1.3 – Lissage adapté d’image d’otolithe [Chessel, 2007]. Le lissage adapté conserve
mieux les structures pertinentes de l’image que le lissage Gaussien du même ordre.
Les techniques de lissage non-linéaire [Alvarez et al., 1993; Tschumperlé, 2006; Wei-
ckert, 1998], adaptées aux images naturelles et qui essaient de préserver les contours de
type saut d’amplitude, ne sont pas particulièrement adaptées aux images d’otolithes,
qui en sont dépourvues. Récemment, la reconstruction de la morphogénèse de l’otolithe
à partir d’un potentiel U [Fablet et al., 2008] est appliquée dans le pré-traitement, plus
précisément le filtrage, adapté aux images d’otolithes. Avec le potentiel estimé U corres-
pondant, il est possible de définir un lissage orienté et adaptatif des images d’otolithes
[Chessel, 2007]. Un exemple du filtrage adapté et orienté d’image d’otolithe est mon-
tré en figure 1.3 ; ce lissage conserve mieux les structures pertinentes de l’image que le
lissage Gaussien [Chessel, 2007].
1.4.2 Extraction des anneaux de croissance
L’estimation de l’âge et de la croissance du poisson est essentiellement basée sur
le dénombrement et la localisation des patrons de croissance. C’est pourquoi, dans la
littérature, la majorité des travaux proposés pour l’analyse de l’otolithe par ordinateur
traite du problème de la détection des anneaux de croissance. Au début, les approches
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étaient basées sur l’analyse unidimensionnelle de signaux extraits sur des radiales [Troa-
dec, 1991, 1992; Welleman et Storbeck, 1995] ; les premiers outils de traitement d’images
d’otolithes se limitaient alors à l’utilisation de profils simples pour détecter des zones de
croissance sur des images numériques. Ensuite, d’autres approches se sont développées
pour introduire des techniques d’analyse bidimensionnelle des images [Benzinou, 2000;
Fablet, 2006a; Fablet et al., 2008; Rodin et al., 2004].
1.4.2.1 Analyse unidimensionnelle
Figure 1.4 – Analyse du profil d’intensité du niveau du gris sur une radiale [Troadec et Ben-
zinou, 2002].
Dans un profil 1D (figure 1.4), les anneaux sont assimilés à des extrema d’intensité
(pics ou vallées). Des filtres linéaires de lissage sont utilisés pour sélectionner les pics et
les vallées les plus significatifs. Une fois la tendance enlevée (les anneaux du bord sont
plus clairs que ceux du centre) et la fréquence démodulée (les marques de croissance sont
plus rapprochées près du bord que près du nucleus), on tombe sur un signal oscillant
de période annuelle (figure 1.4). Il convient alors de recourir à des traitements linéaires
classiques, tels que la transformée de Fourier, pour venir estimer le nombre de périodes
(stries) contenus dans le signal. Cependant, en travaillant sur un seul profil d’image,
on perd de façon certaine toute information relative à la continuité des anneaux. Le
signal sera par conséquent très sensible aux défauts locaux pouvant être interprétés à
tort comme des pics ou des vallées.
H. Troadec avait proposé dans [Troadec, 1991, 1992] la première méthode pour le
traitement des images d’otolithes basée sur une technique de reconnaissance de formes.
Afin de se rapprocher d’une perception de la continuité locale, l’étude n’est plus limitée à
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(a) (b)
Figure 1.5 – Analyse de différents profils sur une image d’otolithe [Troadec et Benzinou, 2002].
(a) : On extrait multiples profils (lignes de points rouges) dans une zone d’intérêt (cadre vert).
(b) : Représentation graphique montrant que les profils simples manqueront quelques anneaux
tandis que les profils multiples tendront à déplacer des anneaux ou à sur-estimer leur largeur.
Le signal bleu : profil simple ; le vert : profils moyennés ; le rouge : médiane des multiples profils
radiaires synchronisés.
une seule radiale. On extrait les niveaux de gris sur n radialesRi (i = 1 · · ·n) situées dans
une région d’intérêt, partant du nucleus vers le bord de l’otolithe (figure 1.5). L’image
est ensuite transformée en coordonnées polaires, en faisant apparaître les différentes
radiales Ri. Pour tout rayon fixe, r, on cherche la valeur médiane des différents niveaux
de gris des différentes valeurs angulaires, θi, et on l’attribue à une radiale synthétique,
Rs :
Rs = Medianei=1···nI[r, θi] (1.1)
Ainsi, la radiale synthétique Rs combine les données à partir de plusieurs profils.
Par ailleurs, l’originalité de cette méthode réside dans l’introduction d’un modèle de
croissance a priori (une métrique) pour démoduler le signal biologique, c’est-à-dire
pour soustraire la non-linéarité de la largeur des accroissements. Le modèle de croissance
utilisé est celui de Von Bertalanffy [Von Bertalanffy, 1938]. Ce modèle est défini par :
Lt = L∞(1 − e−k(t−t0)) où L∞ est la longueur asymptotique hypothétique, k est le
coefficient de croissance, t0 est le temps hypothétique auquel la longueur du poisson est
égal à 0 et t est l’âge.Ce traitement a été appliqué aux cas d’otolithes de larves de Soles
[Lagardère et Troadec, 1991, 1997].
Une autre méthode travaillant sur les niveaux de gris extraits sur plusieurs radiales
a été proposée par [Welleman et Storbeck, 1995]. Cette approche n’introduit aucune
donnée biologique concernant la loi de croissance et propose d’assimiler le signal syn-
thétique à une série chronologique. La modélisation de cette série permettra de tester
l’existence d’un certain nombre d’extrema afin d’en évaluer le nombre, au lieu de dé-
moduler en fréquence le signal et estimer le nombre d’oscillations par analyse spectrale.
La modélisation porte précisément sur l’allure de l’enveloppe du signal. Welleman et
Storbeck ont appliqué cette technique au cas d’otolithes de Plies où la modélisation
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s’effectue au moyen d’une interpolation polynomiale d’ordre 2.
1.4.2.2 Modèles déformables
Les approches de détection et de localisation des anneaux de croissance basées sur
les opérateurs classiques de détection de contours n’étaient pas suffisamment efficaces
et avaient beaucoup de limitations lorsque l’image était bruitée, texturée et faiblement
contrastée. En effet, les opérateurs locaux sont très sensibles aux bruits et à la texture.
De plus, ils ne prennent pas en considération la continuité des contours et nécessitent
donc une étape postérieure pour clore les anneaux détectés. Pour résoudre ce problème,
les chercheurs ont eu recours à des méthodes de détection de contours qui utilisent des
données concernant la géométrie des contours à détecter.
Bulle localement déformable En s’inspirant de l’idée du modèle de contours actifs
[Kass et al., 1987], [Benzinou et al., 1997] a proposé l’utilisation d’un nouveau modèle
déformable, qu’il a appelé la bulle localement déformable, pour détecter les anneaux de
croissance sur les images d’otolithes. Le modèle proposé est basé sur une représentation
B-spline paramétrique. La bulle évolue par petites déformations, sous l’action d’une force
locale sur des points de contrôle, proportionnellement à la résistance locale. L’évolution
de la bulle est également contrainte par addition d’information de haut niveau ; la loi
de croissance est introduite pour adapter la vitesse d’avancement des points à la vitesse
de croissance de l’otolithe. Les points de contrôle sont distribués de façon à éviter le
problème d’agglomération des points rencontrés avec le modèle des contours actifs. La
figure 1.6 montre à gauche le modèle proposé pour quatre points de contrôle, et à droite
le résultat de détection sur un otolithe de Plie obtenu avec seize points de contrôle.
(a) Schéma du modèle utilisé, pour quatre
points de contrôle
(b) Résultat sur un otolithe de
Plie avec seize points de contrôle
Figure 1.6 – Méthode de détection par bulle localement déformable [Benzinou et al., 1997].
La détection des anneaux obtenue par cette méthode sur les images d’otolithes
semble intéressante. Les anneaux périphériques, de structure complexe, sont relative-
ment bien détectés. Cependant si l’image comporte des défauts importants, la dérive
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ou l’ancrage prématuré des points de contrôle sont à craindre. Pour améliorer les per-
formances de la méthode, [Benzinou, 2000] a suggéré d’adapter le nombre de points de
contrôle au cours du traitement d’une image, ce nombre étant dans la première version
de la méthode constant.
“Template” qualitatif Un autre nouveau modèle a été proposé par [Benzinou, 2000].
Ce modèle, appelé Template qualitatif, est inspiré des travaux de [Yuille et al., 1988] sur
la reconnaissance de visages. Les templates s’appuient d’emblée sur les connaissances a
priori de la géométrie des structures cherchées dans l’image et utilisent un nombre res-
treint de paramètres. Comme la croissance de l’otolithe est un processus accrétionnaire
dans le temps, la formation des anneaux se fait graduellement pendant le développement
de l’otolithe ; en fait la forme du bord extérieur ne diffère pas beaucoup des formes des
anneaux. C’est ce qu’on appelle la propriété de mémorisation des formes des anneaux
de croissance. Dans le modèle Template qualitatif, la forme des anneaux de croissance
est obtenue à partir de celle du bord réduite à une échelle inférieure par homothétie
centrée sur le nucleus. Le modèle, qui est une courbe B-spline avec un certain nombre
de points de contrôle, est initialisé à une échelle très petite autour du nucleus pour un
processus de déformation itérative. L’accroissement du modèle se fait ensuite grâce à
une force de gonflage calculée en fonction des niveaux de gris des pixels compris entre
le modèle à l’itération i et le modèle à l’itération i− 1. La figure 1.7 montre le principe
de la méthode et des résultats sur un otolithe de Plie.
(a) Schéma du modèle utilisé (b) Résultats sur un otolithe de Plie
Figure 1.7 – Méthode de contour actif par template qualitatif [Benzinou, 2000].
Bien que cette méthode ne donne pas la forme exacte des stries de croissance, elle
ne présente pas les problèmes de dérive et d’ancrage qui peuvent être rencontrés dans
l’application du modèle de la bulle localement déformable [Benzinou, 2000]. Ce modèle
a été expérimenté dans [Troadec et al., 2000] sur un ensemble de 102 images d’otolithes
de Plies dont l’âge a été préalablement estimé par un lecteur expert. Les résultats
obtenus sont excellents et encourageants pour les poissons jeunes, tandis que pour les
poissons âgés les dernières stries ne sont pas détectées et l’erreur d’estimation augmente
considérablement. Ceci est dû au fait que les dernières stries chez les poissons les plus
âgés ne sont pratiquement visibles que sur une zone restreinte autour du plus grand axe
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de croissance, ce qui rend difficile la minimisation de la fonction d’énergie associée au
processus d’évolution du modèle.
Extraction semi-locale et validation bayésienne [Fablet, 2006a] a développé une
autre approche pour l’extraction et l’interprétation des structures concentriques dans
les images d’otolithes. L’approche proposée est constituée de deux étapes. Lors de la
première étape, on extrait les anneaux de croissance significatifs correspondant aux
crêtes et aux vallées concentriques dans l’image. La deuxième étape a pour but de
valider les marques de croissance extraites lors de la première étape. Elle essaye de
différencier les marques réelles des fausses marques. Cette mission n’est pas facile du
tout ; en effet, l’accord dans l’interprétation des images d’otolithes varie entre les experts
de 95% à 85% même avec des images faciles à lire.
(a) Le template local utilisé (b) Application sur une image d’otolithe de
Plie
Figure 1.8 – L’approche d’extraction semi-locale basée sur un template local [Fablet, 2006a].
La méthode est dite extraction semi-locale, car elle utilise des templates semi-locaux
(figure 1.8). Dans des secteurs angulaires prédéterminés, des templates semi-locaux sont
adaptés aux segments locaux d’image correspondant à des arêtes ou des vallées. Ce
modèle est un bon compromis entre la capacité à s’adapter à la forme locale des anneaux
de croissance, et la résistance au bruit dans les images.
Dans [Fablet, 2006a], l’estimation de l’âge et de la croissance est formulée comme un
problème de sélection bayésienne d’un sous-ensemble pertinent d’anneaux parmi l’en-
semble des anneaux extraits. L’évaluation du schéma bayésien d’interprétation pour un
ensemble de 200 otolithes de Plies a validé l’approche en termes d’amélioration des ré-
sultats antérieurs obtenus par des approches automatiques et en termes de comparaison
aux taux d’agrément inter-experts.
1.4.2.3 Démodulation et construction de graphe
Cette méthode est une variante de la segmentation d’images d’otolithes basée sur
la démodulation de l’image et sur la construction de graphe. Elle a été présentée dans
[Rodin et al., 1996] puis approfondie dans [Benzinou, 2000, 2008].
L’image de l’otolithe est d’abord transformée en coordonnées polaires par la lecture
de l’intensité des pixels se trouvant sur un segment de droite qui est pris comme un
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Figure 1.9 – Illustration du principe de la transformée polaire par extraction de radiales le
long de l’image à transformer [Benzinou, 2008]. Gauche : image originale. Milieu : résultat de
la transformation polaire simple. Droite : image polaire étendue.
vecteur tournant avec un pas angulaire constant. Les anneaux de croissance sont repré-
sentés sur la nouvelle image par des bandes quasiment parallèles (figure 1.9). L’image
(ρ, θ) résultante est ensuite démodulée afin de soustraire la non-linéarité de la largeur
des structures à détecter. Après des opérations de binarisation, labellisation et nodage,
la construction du graphe se fait en reliant les objets nodés afin de reconstituer com-
plètement les stries de l’otolithe [Benzinou, 2008].
L’algorithme décrit a été testé sur un échantillon de 102 images d’otolithes de Plies
[Benzinou, 2008]. Dans le cas d’images à structures bien définies et parfaitement dis-
cernables à l’œil humain, on note des résultats très satisfaisants. La construction de
graphe correspondante est concluante et modélise bien toutes les stries de l’otolithe. En
revanche, lorsqu’on a affaire à des structures mal définies et se rapprochant les unes des
autres (cas d’images d’otolithes âgés de plus de cinq ans), quelques problèmes se posent :
la reconstruction est parfois partielle et contient des graphes mal positionnés. Ceci est
dû à plusieurs raisons. L’étape de pré-segmentation peut effacer les derniers anneaux
qui sont en général très étroits et peu contrastés. De plus, ces anneaux n’apparaissent
qu’au niveau du grand axe, ce qui rend difficile la reconstruction totale de ces anneaux.
A noter aussi que cette méthode est sensible au mauvais pointage du nucleus.
1.4.2.4 Segmentation par système multi-agent
[Guillaud, 2000] a proposé deux algorithmes de détection de contours dans les images
d’otolithes utilisant une approche, relativement récente dans le domaine de la vision par
ordinateur, basée sur des systèmes multi-agent. Dans un système multi-agents, chaque
agent est une entité évoluant dans un environnement physique ou virtuel au sein duquel
il peut accomplir des actions. Un agent a la capacité de percevoir cet environnement et
de décider des actions à réaliser en fonction de ce qu’il perçoit. Le type d’agent utilisé
en traitement d’image pour l’analyse d’otolithes est une entité munie de deux capteurs
pouvant percevoir l’intensité des pixels de l’image. Cet agent peut alors se diriger vers
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les pixels voisins d’intensité maximale si on veut détecter les maxima d’intensité de
l’image, ou bien se diriger vers les pixels voisins d’intensité minimale pour détecter les
minima. Un agent peut également mémoriser sa trajectoire et reconnaître s’il a parcouru
un contour fermé en retrouvant son point de départ.
Le principal problème rencontré dans les méthodes précédentes était dans la détec-
tion des dernières stries d’otolithe de poisson âgé. Ces stries fines seront mieux détectées
par une perception plus locale basée sur un système multi-agent (figure 1.10).
(a) Le parcours des agents (b) Les structures détectées
Figure 1.10 – Extraction de structure par un algorithme multi-agent [Guillaud, 2000]. Un
exemple de résultat sur une image d’otolithe de Plie.
Au premier algorithme [Guillaud et al., 2002b], les agents sont obligés de se déplacer
parallèlement au bord extérieur de l’otolithe. Cet algorithme a donné un taux de réussite
assez élevé pour les premiers groupes d’âge, toutefois les derniers anneaux d’otolithes de
poissons les plus âgés sont moins bien détectés. Le deuxième algorithme a été proposé
pour résoudre ce problème [Guillaud et al., 2002a]. Il consiste à évaluer a posteriori la
trajectoire suivie par les agents. Le taux de bonne estimation de l’âge est nettement
supérieur à celui obtenu par la première méthode, surtout pour les groupes d’âge élevé.
Soulignons qu’avec cette méthode, la forme des anneaux détectés n’est pas totale-
ment contrainte à prendre la forme du contour extérieur, les anneaux détectés ont donc
des formes plus proches de la réalité.
1.4.3 Détection automatique du nucleus
La majorité des travaux concernant l’automatisation de la lecture des otolithes était
focalisée sur la détection des stries de croissance supposant que la position du nucleus
était connue 2. La détection automatique du nucleus n’a été étudiée que dans les travaux
[Cao et Fablet, 2006; Guillaud et al., 2002a; Welleman et Storbeck, 1995].
La méthode proposée dans [Welleman et Storbeck, 1995] consiste à détecter le point
le plus sombre dans une région d’intérêt précisée a priori. Cette méthode n’est pas
robuste en raison de la complexité des images traitées.
2. donnée interactivement par le lecteur expert.
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En [Guillaud et al., 2002a], on a proposé d’utiliser un système multi-agent pour
détecter le nucleus. La détection se fait avec la détection des anneaux de croissance et
nécessite une paramétrisation très complexe. Cette méthode reste tout de même bien
compliquée.
[Cao et Fablet, 2006] ont proposé une méthode morphologique de détection auto-
matique du nucleus. L’approche proposée est robuste et évite le problème de paramé-
trisation. Pour rendre leur approche plus efficace, ils ont eu recours à une méthode en
deux étapes basée sur la combinaison des propriétés morphologiques avec la décision a
contrario. A la première étape, on détecte automatiquement, par une opération mor-
phologique, une zone d’intérêt où le nucleus se trouve. Ensuite, à la deuxième étape,
une détection plus fine et précise de la position du nucleus se fait, en prenant en compte
le fait que l’accroissement de l’otolithe au cours du temps n’est pas symétrique. Cette
méthode a été testée sur un échantillon de 250 images d’otolithes de Plies dont l’âge
s’étale de 1 à 13 ans. On a obtenu des détections satisfaisantes du nucleus.
1.4.4 Reconstruction de la morphogénèse de l’otolithe
Dans [Chessel, 2007; Fablet et al., 2006, 2008] les auteurs ont proposé une méthode
capable de reconstituer la morphogénèse 3 de l’otolithe. S’appuyant sur une formulation
variationnelle, ce problème est posé en termes de construction des niveaux d’une fonction
potentielle à partir de l’image de l’otolithe (figure 1.11).
Figure 1.11 – Le processus de croissance accrétionnaire de l’otolithe est représenté par les lignes
de niveaux d’une fonction potentielle U [Chessel, 2007]. La forme à un temps t est donnée par la
ligne de niveau Γt(U) = {p ∈ R2 tel que U(p) = f(t)} avec f une fonction continue monotone .
L’approche proposée dans le but de la modélisation de la morphogénèse de l’otolithe
passe par plusieurs étapes. La première étape consiste à extraire de l’image les points
3. l’histoire de forme en fonction du temps.
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d’intérêt et y estimer le champ d’orientation. Ce champ d’orientation est considéré
tangent aux anneaux de croissance de l’otolithe, représentant la forme de l’otolithe au
cours de la vie du poisson. Ensuite on cherche dans une seconde étape à estimer à partir
du champ dense une fonction de potentiel U continue de R2 vérifiant U = 0 sur le
bord de l’otolithe, U = 1 au centre, et d’autres contraintes géométriques. Les formes
successives de l’otolithe seront les lignes de niveau de ce potentiel. La forme à un temps
t est donnée par la ligne de niveau
Γt(U) = {p ∈ R2 tel que U(p) = f(t)} (1.2)
où f est une fonction continue et strictement monotone.
Plusieurs essais de modélisation de la morphogénèse de différentes otolithes ont été
effectués pour montrer l’efficacité de la méthode proposée.
1.4.5 Méthodes statistiques pour l’estimation de l’âge et de la crois-
sance
Les méthodes d’estimation de l’âge du poisson à partir de l’analyse de l’otolithe
peuvent être différenciées des attributs utilisés et/ou des méthodes statistiques mises
impliquées. Les attributs peuvent être des données structurelles (zones de croissance
détectées. . .) ou bien géométriques (poids de l’otolithe, sa longueur. . .). Nous pouvons
trouver aussi des méthodes incluant des caractéristiques extraites du poisson-même. Les
méthodes statistiques utilisées sont diverses aussi : régression, analyse en composantes
principales, réseaux de neurones, SVM. . .
L’utilisation de la régression consiste à considérer que les zones de croissance se
déposent selon un modèle de croissance relativement régulier et le système est fondé
sur l’ajustement d’un modèle de croissance. La première approche a été proposée par
[Summerfelt et Hall, 1987] où pour chaque otolithe, un modèle de croissance du type
Von Bertalanffy [Von Bertalanffy, 1938] est ajusté à l’ensemble de positions des zones
de croissance localisées. L’analyse des résidus de cet ajustement donne une indication
sur la validité des anneaux de croissance. Cette approche a été ensuite étendue par l’in-
troduction d’une contrainte dans le processus de la détection des zones, en démodulant
le profil de l’image par un modèle de croissance [Lagardère et Troadec, 1997; Troadec,
1991].
[Robirtson et Morison, 1998] ont été les premiers à essayer de bénéficier de l’expé-
rience des experts pour développer un système d’estimation d’âge à partir des images
d’otolithes basé sur les réseaux de neurones. Les caractéristiques considérées dans cette
étude sont formées par les parties réelle et imaginaire des coefficients de Fourier d’un
profil d’intensité le long d’un axe de lecture donné.
Récemment, de nombreuses études explorent la possibilité d’utiliser la morphomé-
trie de l’otolithe comme estimateur de l’âge du poisson [Bermejo, 2007; Cardinale et al.,
2004; Doering-Arjes et al., 2008; Muir et al., 2008; Pino et al., 2004; Steward et al.,
2009]. En effet, chez certaines espèces les caractéristiques morphométriques de l’oto-
lithe, comme le poids, le volume, l’épaisseur, la forme extérieure et les courbures 3D
semblent être liées à l’âge du poisson [Lou et al., 2005]. Fablet et al. ont proposé dans
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[Fablet et Le Josse, 2005; Fablet et al., 2004] d’utiliser des méthodes de classification à
base de noyaux en particulier de type SVM (Séparateurs à Vaste Marge, Support Vector
Machines) [Vapnik, 1995], l’analyse en composantes principales et les réseaux de neu-
rones [Bishop, 1995]. Les caractéristiques utilisées sont des caractéristiques extraits de
l’image (alternance des anneaux : analyse fréquentielle et spatiale) ainsi que des carac-
téristiques géométriques (périmètre de l’otolithe, sa surface. . .). La méthode proposée
a été testée dans [Fablet, 2006b] sur 320 images d’otolithes de Plies de groupes d’âge
allant de 1 à 6 ans. On a conclu que cette méthode est efficace. Le taux moyen d’esti-
mations correctes est très proche du taux d’agrément inter-experts, mais les erreurs de
classification augmentent avec les otolithes de poissons âgés.
D’autres caractéristiques extraites de la croissance des poissons, comme la longueur,
ont également été largement utilisées dans les méthodes d’estimation d’âge, dont un
exemple est la clé âge-longueur [Kimura et Chikuni, 1987]. Dans [Bermejo, 2007; Ber-
mejo et al., 2007], la classification par âge des poissons est proposé, par le biais des
systèmes statistiques d’apprentissage, comme les machines à vecteurs de support [Ber-
mejo et Monegal, 2007; Vapnik, 1995], sur la combinaison des caractéristiques morpho-
logiques de la forme d’otolithe et les autres caractéristiques de la croissance des poissons
comme sa longueur, son poids et son sexe. Par ailleurs, on a trouvé que la longueur des
poissons, le poids et le sexe ont des capacités discriminantes légèrement supérieures
aux caractéristiques morphologiques de l’otolithe à des fins de classification par âge.
Toutefois, lorsque les deux types de caractéristiques sont employés ensemble, la plus
grande précision est obtenue (vers 75%) [Bermejo et al., 2007]. Cette approche est utile
dans les cas où les anneaux de croissance ne sont pas correctement visualisés ou sont
indisponibles.
L’utilisation de la classification par apprentissage pour l’automatisation de l’estima-
tion de l’âge à partir des images d’otolithes pose plusieurs problèmes. La croissance des
pièces calcifiées est un phénomène qui dépend de plusieurs facteurs. La base d’appren-
tissage doit donc être mise à jour de temps en temps et modifiée d’un stock à l’autre.
De plus, avant de traiter une image d’otolithe avec ces systèmes, il faut être sûr qu’on a
déjà introduit dans la base d’apprentissage des données correspondant à la même classe
d’âge. Ce nouveau concept est intéressant mais nécessite plus d’effort pour améliorer
ses performances.
1.4.6 Analyse de formes pour l’identification d’espèce et la discrimi-
nation du stock
Les formes externes des otolithes de poissons sont utilisées dans des applications
d’identification de l’espèce [Gaemers, 1988; L’abee-Lund, 1984] et/ou du stock du pois-
son [Begg et Brown, 2000; Cardinale et al., 2004; Ponton, 2006]. Les méthode d’analyse
de formes appliquées doivent assurer l’invariance à la translation, à la rotation et au
facteur d’échelle. L’invariance à la translation, à la rotation et et au facteur d’échelle
est demandée pour que l’analyse ne soit pas dépendante des conditions d’acquisition
d’images telles que la position et l’orientation de la structure calcifiée dans l’image et
le facteur de zoom de l’appareil d’imagerie. D’ailleurs, l’invariance au facteur d’échelle
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permet aussi d’être indépendant de la taille individuelle de la forme en raison de l’âge
et la variabilité de la croissance.
La méthode la plus populaire pour l’analyse de formes d’otolithes repose sur les des-
cripteurs de Fourier [Bird et al., 1986; Duarte-Neto et al., 2008; Torres et al., 2000]. Ces
descripteurs sont calculés à partir de points équidistants échantillonnés sur le contour,
et la distance entre les formes est définie comme la distance euclidienne entre les des-
cripteurs de Fourier [Persoon et Fu, 1986]. L’utilisation des descripteurs de Fourier el-
liptiques [Kuhl et Giardina, 1982] a été proposée pour s’adapter aux formes complexes
qui présentent des péninsules et des golfes [Cardinale et al., 2004; Tort, 2003].
Récemment, d’autres représentations comme les ondelettes [Chuang et Kuo, 1996]
et la courbure multi-échelle (CSS) [Mokhtarian et Mackworth, 1986] ont également été
étudiés dans l’analyse des formes des structures calcifiées [Parisi-Baradad et al., 2005].
Une présentation plus détaillée de ces descripteurs sera faite au chapitre 3 de ce mémoire.
Une analyse morphométrique des objets, appelée “Morphométrie Géométrique”(MG),
a été suggérée dans [Rohlf et Marcus, 1993] comme une révolution dans la morphométrie.
Cette approche a connu depuis des avancées significatives et est largement appliquée
pour la recherche en biologie [Adams et al., 2004]. Elle se base sur les coordonnées des
points de repère identifiables biologiquement et les informations géométriques sur leurs
positions relatives. L’efficacité de la MG a été testée pour la comparaison des formes
d’otolithes de poissons d’espèces différentes [Ponton, 2006]. Il a été démontré que la
MG semble légèrement plus efficace que les approches basées sur l’analyse de Fourier à
distinguer les sagittae de quatre espèces de poissons. Dans cette analyse, la MG a été
réalisée sur la base de 13 points de repère et semi-repères (points de repère glissants)
définis sur la vue latérale de chaque sagitta.
La MG est plus pertinente que l’approche de Fourier en raison de sa comparaison
locale des formes. Les descripteurs de Fourier sont calculés à partir d’une analyse glo-
bale, et par suite ils sont globaux et non localisés spatialement. Toutefois, on n’est pas
toujours en mesure de définir des points repères sur les formes étudiées dans toutes
les applications ; leur acquisition par des experts est coûteuse. [Bookstein, 1996] avait
proposé une technique permettant de détecter automatiquement les différences entre les
contours des formes pour analyser les formes par des méthodes basées sur des points de
repère sans la définition des points repères.
1.4.7 Extraction des caractéristiques locales
La reconstruction de la morphogénèse de l’otolithe 4 [Fablet et al., 2008] a été ex-
ploitée pour l’extraction automatique de certaines caractéristiques locales des otolithes.
1.4.7.1 Extraction des axes de croissance
Plusieurs études biologiques se basent sur la définition d’un axe de croissance, qui
peut être décrit comme une courbe normale aux structures de croissance, reliant le
nucleus au bord de l’otolithe. Actuellement, ces axes sont soit pris rectilignes soit définis
4. décrite en section 1.4.4.
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à la main. La possibilité d’extraire automatiquement des axes de croissance courbes
suivant les structures de l’image est donc très attendue dans les études biologiques ; elle
peut être faite à partir du potentiel U estimé. En effet, l’orientation du gradient de U
est une estimation des directions de croissance. La figure 1.12 montre les résultats de
cet algorithme sur deux otolithes sur des points régulièrement espacés le long du bord.
(a) Image originale d’un otolithe de Merlan (b) Axes de croissance extraits sur 1.12(a)
(c) Image originale d’un otolithe de Morue (d) Axes de croissance extraits sur 1.12(c)
Figure 1.12 – Extraction des axes de croissance estimés selon les lignes de champ du gradient
de la fonction potentielle U [Chessel, 2007].
1.4.7.2 Estimation de mesures locales
Pour bien comprendre la formation de l’otolithe, il reste nécessaire de faire l’analyse
de sa composition chimique en fonction de la croissance locale des structures. A partir
du potentiel U , il est possible de définir des mesures locales de croissance à la même
résolution que l’image d’origine [Chessel, 2007; Fablet et al., 2009] :
– Courbure des anneaux ; étant donnée une paramétrisation polaire (ρ(θ), θ)
d’une ligne de niveau donnée Γt(U), la courbure en un point p se calcule par :
courbure(p) =
2ρ′2(p) + ρ2(p)− ρ(p)ρ′′(p)
[ρ′2(p) + ρ2(p)]3/2
(1.3)
– Incrément de croissance ; cette caractéristique représente la vitesse instantanée
de dépôt en un point de l’otolithe. En supposant la fonction U calibrée en temps,
il est possible de calculer l’incrément local de croissance en p comme l’inverse du
gradient 1/‖∇U(p)‖.
– Anisotropie de croissance ; c’est la différence de vitesse de croissance selon les
axes. Cette caractéristique peut nous permettre de remonter aux caractéristiques
du processus accrétionnaire de manière locale.
Pour une ligne de niveau donnée Γt(U) = {p ∈ R2 tel que U(p) = f(t)}, l’incré-
ment de croissance médian est donné par G˜Γt(U) = median (1/‖∇U(p)‖, p ∈ Γt(U)).
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A un pixel p de la ligne de niveau Γt(U) on associe alors une mesure de l’aniso-
tropie de croissance définie par [1/‖∇U(p)‖ − G˜Γt(U)].
– Opacité ; directement mesurée sur l’image, elle est liée aux caractéristiques physico-
chimiques de la biominéralisation. Il est généralement supposé que l’opacité est
fonction du rapport entre la partie minérale et la partie organique du dépôt ac-
crétionnaire.
– Opacité relative ; de manière similaire à l’anisotropie de croissance, une opacité
relative peut être définie pour étudier les caractéristiques locales des variations
de l’opacité. Pour une ligne de niveau Γt(U) = {p ∈ R2 tel que U(p) = f(t)},
l’opacité médiane est définie comme I˜Γt(U) = median (I(p), p ∈ Γt(U)) et l’opacité
relative en p sur la ligne de niveau Γt(U) est définie comme I(p)− I˜Γt(U).
Un exemple d’illustration est donné en figure 1.13, montrant ces mesures pour un
otolithe de Lieu noir.
Opacité
Incréments de croissance Courbure
Anisotropie de croissance Opacité relative
Figure 1.13 – Illustration des mesures locales sur un otolithe de Lieu noir en vue d’une étude
quantitative et spatialisée de la croissance [Fablet et al., 2008].
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1.5 Discussion et positionnement de la thèse
Le traitement et l’analyse d’images d’otolithes interviennent dans deux applications
principales : (1) l’étude de l’âge et de la croissance via le comptage et la mesure des in-
créments de croissance et (2) la discrimination d’espèces et de stocks basée sur l’analyse
de la forme du contour externe de l’otolithe.
De nombreux travaux ont traité le problème de la détection des anneaux de crois-
sance des otolithes en vue de l’estimation de l’âge et de la croissance des poissons
[Benzinou, 2000, 2008; Fablet et al., 2004, 2008; Guillaud, 2000; Rodin et al., 2004].
Ces méthodes offrent de bonnes performances pour les cas les plus simples, mais la
possibilité d’application à des situations plus complexes n’est pas immédiate. Les ca-
ractéristiques photométriques des images (faible contraste, non-stationnarité, bruit) et
l’existence d’une forte variabilité inter-individuelle dans les dépôts de marques (pério-
diques ou apériodiques) rendent difficile la définition de méthodes génériques d’extrac-
tion robuste des structures d’intérêt. Dans le même temps, l’analyse des caractéristiques
chimiques de l’otolithe s’est largement développée [Campana, 2005; Panfili et al., 2003].
L’analyse conjointe des caractéristiques structurelles (marques de croissance, noyaux
et axes de croissance, forme spatio-temporelle, périodicité, check. . .) et chimiques (élé-
ments traces, isotopes stables, spectrométrie infra-rouge) extraites à partir de différentes
modalités d’observation 5 apparaît comme un axe prometteur pour répondre aux objec-
tifs de décryptage de l’archive. Cette analyse conjointe nécessite le développement d’un
outil permettant la mise en évidence de similarités ou de différences de patrons structu-
raux et chimiques sur les otolithes. Ceci peut aider par la suite à valider des marqueurs
biologiques individuels.
Si beaucoup de travaux ont été proposés pour l’extraction automatique d’indica-
teurs, tels que les centres, axes et marques de croissance, on ne trouve pas par contre de
travaux développant des méthodes de construction de modèles statistiques de la forma-
tion de l’otolithe [Campana, 2005]. Pour mieux comprendre la formation de l’otolithe
et pouvoir ensuite bien le décoder, il est nécessaire de faire des analyses quantitatives
sur les images : analyse statistique de la forme de l’otolithe et de son évolution tant au
niveau inter- que intra-spécifique via le calcul d’un otolithe moyen, d’un otolithe médian,
des variances. . . Il s’agit de l’élaboration de modèles statistiques, à partir d’images déjà
interprétées, qui peuvent servir dans de nouvelles interprétations. Ils peuvent servir de
données a priori ou de validation, comme c’est déjà fait dans les travaux d’estimation
d’âge avec les modèles de croissance [Troadec, 1991, 1992].
L’élaboration de modèles statistiques et celle de mesures de similarité nécessitent
une étape préliminaire permettant de ramener les données en un même référentiel et
d’en éliminer les inter-variabilités. Cette problématique est connue en traitement du
signal et de l’image sous le nom de recalage. Les outils de recalage sont alors d’un grand
intérêt. Formellement, le recalage est considéré comme la recherche d’une transformation
optimisant une certaine mesure de similarité. Dans la littérature, on a généralement
recours à des mesures de similarité issues de mesures de corrélation ou d’information
5. imagerie optique en lumière transmise et réfléchie, WDS, ICPMS, IRMS, Raman. . .
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mutuelle [Veltkamp et Hagedoorn, 2001; Witkin et al., 1987]. Lorsque les signaux sont
assez similaires, ces mesures restent suffisantes pour produire des résultats concluants.
Toutefois, dans l’analyse des otolithes, les signaux et les images présentent une variabilité
inter-individuelle assez importante, ce qui mène à des mesures aberrantes. De plus, les
images des otolithes sont peu contrastées et le recalage basé-intensité trouve toutes
ses limites pour ce type d’images. Dans ce travail, nous allons proposer des approches
robustes de recalage de signaux et d’images basées sur une formulation variationnelle.
D’un autre côté, les études antérieures ont montré la spécificité de la forme des
otolithes et son pouvoir à identifier l’espèce du poisson à laquelle il appartient [L’abee-
Lund, 1984; Parisi-Baradad et al., 2005]. D’autres études plus récentes ont montré que
la forme des otolithes est aussi en forte relation avec les conditions environnementales
[Bird et al., 1986; Cardinale et al., 2004; Duarte-Neto et al., 2008; Ponton, 2006; Torres
et al., 2000]. Elle peut donc être utilisée pour caractériser diverses populations locales
[Mérigot et al., 2007; Pothin et al., 2006]. Une population locale est définie comme
l’appartenance d’individus d’une même espèce vivant dans un milieu donné à un instant
donné. La discrimination de différentes populations contribue à la gestion des stocks.
Les méthodes d’analyse de formes utilisées pour l’identification de l’espèce et du
stock sont des méthodes basées principalement sur des descripteurs de forme calculés
à partir d’une analyse globale, et par suite ils sont globaux et non localisés spatiale-
ment. La description ensembliste n’exploite pas les différences/ressemblances locales des
formes. Dans cette thèse, nous proposons de comparer les formes par la définition d’une
métrique qui prend en compte la correspondance des points de caractéristiques simi-
laires. Comparativement à d’autres méthodes locales de comparaison de formes [Ponton,
2006], nous abordons ici les problèmes de comparaison de formes dans le cas où aucun
point de repère n’est défini. Mais si besoin est, les contraintes avec des points repères
peuvent être facilement ajoutées à la formulation.
Dans le chapitre suivant, nous allons faire un état de l’art sur les techniques de
recalage proposées dans la littérature.
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2.1 Introduction
Une des problématiques majeures et complexes dans le traitement du signal et de
l’image est de pouvoir analyser et traiter plusieurs signaux/images dans un référentiel
commun. Ce problème est connu sous le nom de recalage. Le recalage est largement traité
en imagerie médicale et on trouve dans la littérature une grande diversité de méthodes
[Shams et al., 2010]. Le recalage requiert l’estimation d’une transformation permettant
la superposition des caractéristiques correspondantes entre les signaux. Cette transfor-
mation est simple (faible nombre de paramètres) dans le cas où les signaux sont d’une
même réalité physique mais pris par des modalités différentes ou encore par différents
points de vue (transformation rigide ou affine). Ces transformations deviennent plus
compliquées lorsqu’on veut recaler des signaux de différentes réalités physiques ayant
des observations similaires.
Ce chapitre est consacré à la présentation générale du problème de recalage de
signaux. Les signaux considérés dans ce chapitre seront des fonctions unidimensionnelles
(1D : courbes) ou bidimensionnelles (2D : images).
Nous définissons tout d’abord le recalage (section 2.2) et présentons ses intérêts
(section 2.3) afin de mieux comprendre les motivations qui conduisent à recaler des
signaux et des images. Nous donnons ensuite la terminologie utilisée dans le contexte
du recalage (section 2.4). Les termes définis seront utilisés tout au long de ce document.
Le processus de recalage requiert plusieurs étapes nécessaires, ces étapes sont décrites
brièvement dans la section 2.5. La diversité des applications et des déformations entre les
signaux a abouti à une diversité de méthodes de recalage qui peuvent être classées selon
plusieurs critères. Cette classification de méthodes est détaillée dans la section 2.6. La
caractéristique-clé de chaque méthode de recalage est le type de la transformation qu’elle
cherche ; nous décrivons en section 2.7 les différentes classes de transformations et leurs
propriétés. En cas de transformation non paramétrique, le lissage de la transformation
est assuré par la théorie de la régularisation introduite en section 2.8. Nous dressons
ensuite un état de l’art des différentes méthodes de recalage et critères de similarité
proposés dans la littérature. Nous distinguons pour le recalage d’images entre approches
iconiques (section 2.9) et celles basées sur des correspondances géométriques (section
2.10).
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2.2 Définition
Le recalage de signaux (1D ou 2D) est la synchronisation d’un ensemble de signaux
(voir figures 2.1 et 2.2). Formellement, le problème de l’alignement de deux signaux
S1 et S2 (que nous considérerons par la suite comme des fonctions réelles 1D ou 2D),
consiste à déterminer une transformation f telle que S1 ≈ S2 ◦ f . La transformation
f qu’on cherche doit minimiser l’écart entre les fonctions S1 et S2 ◦ f au sens d’une
certaine mesure de dissimilarité entre les deux signaux.
Cette transformation qui a comme but principal d’imposer une certaine similitude
entre les deux signaux en transformant un des signaux doit être maintenue suffisamment
régulière afin de conserver les caractéristiques du signal S2 après déformation.
La correspondance que cherche un système de recalage est une correspondance d’in-
formations extraites des deux signaux. Les informations guidant le système de recalage
peuvent être pour les images par exemple des attributs photométriques (niveaux de
luminance), ou bien des attributs géométriques (points, lignes, surfaces, courbures, . . .).
Ceci mène à deux grandes approches de recalage d’images : les approches iconiques
(section 2.9) et les approches géométriques (section 2.10).
(a) Six courbes présentant des caractéris-
tiques similaires, observées sur des intervalles
différents
(b) Les courbes recalées et ramenées au
même référentiel
Figure 2.1 – Un exemple de recalage de signaux 1D. Le recalage est le processus de synchro-
nisation d’un ensemble de signaux, qui les ramène au même référentiel.
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(a) (b) (c)
Figure 2.2 – Un exemple de recalage de signaux 2D (Images de 4 cercles déformés) [Bigot,
2003]. (a) : Cercles originaux. (b) : Déformation non-rigide des cercles. (c) : Les cercles de (b)
sont alignés par rapport aux cercles orignaux.
2.3 Motivations
La nécessité de recaler des signaux se révèle dans beaucoup de problèmes pratiques
dans des domaines divers. Les outils de recalage sont aujourd’hui d’un grand intérêt
et touchent plusieurs domaines applicatifs comme la vision industrielle, l’imagerie de
surveillance et surtout l’imagerie biomédicale. Le recalage est souvent nécessaire pour
la fusion de données, le calcul du flot d’image, la réalisation d’une mosaïque d’images,
la localisation et le suivi de cible [Guo et al., 2005; Le Moigne et al., 2003; Liying et
Weidong, 2009; Makela et al., 2002; Moon et al., 2004; Ramirez et al., 2003; Shams
et al., 2010].
Figure 2.3 – Un exemple de l’utilisation du recalage pour la fusion des données [Kessler, 2006].
Afin d’utiliser des informations issues de sources d’imagerie multiples, les données doivent être
géométriquement ramenées à un système de coordonnées commun. Cet exemple est issu de la
radiothérapie pour fusionner les informations extraites par deux types d’imageries, MR et PET,
pour former une seule image MR-PET contenant toutes les informations.
Le recalage peut servir principalement pour la fusion de données prises de différentes
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sondes [Kessler, 2006; Makela, 2003]. Il arrive que différents signaux apportent des
informations complémentaires. Lorsque ces informations sont précieuses il est nécessaire
de les fusionner afin de n’exclure aucune information. L’utilisation des informations
issues de ces différentes sources de manière intégrée nécessite que les données soient
géométriquement ramenées à un système de coordonnées commun (figure 2.3). Il peut
servir encore pour l’identification ou la reconnaissance de formes. Le recalage des formes
permet de mesurer la similarité ou la dissimilarité entre les formes, ce qui aboutit à
la définition d’une métrique qui pourrait être utilisée pour la reconnaissance d’objets
proches.
Le recalage est voulu dans l’analyse des otolithes pour servir comme un outil de
synchronisation de signaux et d’images dans plusieurs études nécessitant de ramener
les données au même référentiel. Il peut aider à s’affranchir de la variabilité inter-
individuelle pour l’interprétation, à l’élaboration de modèles statistiques à partir d’images
déjà interprétées, et à la reconnaissance de formes pour l’identification du stock et/ou
de l’espèce du poisson (voir l’introduction générale).
2.4 Terminologie
Nous donnons ici les définitions des principaux termes utilisés dans le contexte du
recalage :
– Signal de référence : c’est le signal qui est gardé sans changement et est employé
comme référence.
– Signal source ou signal à recaler : c’est le signal qui est déformé pour s’aligner
avec le signal de référence.
– Fonction de transformation : c’est la fonction qui est employée pour déformer
le signal source et le rendre le plus possible similaire au signal de référence.
– Points de contrôle ou points de repères : ce sont des points d’attribut unique
dans les signaux. La correspondance des points de contrôle est employée pour
déterminer la fonction de transformation.
2.5 Étapes du recalage
Le recalage des signaux passe par plusieurs étapes. En général, chaque processus de
recalage suit le plan suivant :
1. Pré-traitement : la première étape consiste à traiter les signaux par des moyens
traditionnels de traitement de signal afin de les débruiter ou d’améliorer leur
contraste. Parfois il est nécessaire de les segmenter (images), ou d’y détecter les
bords.
2. Extraction d’attributs ou de primitives : à cette étape on extrait des signaux
des primitives qui vont être nécessaires pour déterminer la transformation de re-
calage. Ces primitives peuvent être des maxima, minima, points, lignes, contours,
régions, gabarits, courbures, etc.
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3. Mise en correspondance des primitives : c’est la détermination des corres-
pondances entre les primitives extraites des signaux.
4. Détermination de la fonction de transformation : à partir des coordon-
nées des points correspondants (sur les primitives), on détermine la fonction de
transformation qui transforme les coordonnées de chaque point/pixel du signal à
recaler en coordonnées du point/pixel correspondant dans le signal de référence.
5. Rééchantillonnage : rééchantillonnage du signal source dans le même système
de coordonnées du signal de référence en utilisant la fonction de transformation.
2.6 Classification des méthodes de recalage
La diversité des méthodes de recalage proposées vient de la diversité des causes de
déformations dans les signaux et de la diversité des problèmes et des applications.
Le recalage fait l’objet de nombreuses recherches. Plusieurs auteurs proposent un
dénombrement et une classification des méthodes développées suivant différents critères
[Fookes et Bennamoun, 2002; Maintz et Viergever, 1998; Pluim et al., 2003; Van den
Elsen et al., 1993] :
1. La dimension des données : les données peuvent être en 1D, 2D, 3D (volume)
et 4D (acquisition dynamique d’un volume).
2. Les attributs à mettre en correspondance : ces attributs peuvent être extrin-
sèques (cadre stéréotaxique en imagerie médicale, marqueurs, calibrage des sys-
tèmes d’acquisition) ou intrinsèques (luminance, attributs géométriques extraits
manuellement ou calculés à l’aide de la géométrie différentielle).
3. Niveau d’interaction de l’interface : cette interaction peut être manuelle,
semi-automatique ou automatique.
4. Le domaine de transformation : une transformation est soit locale, soit glo-
bale. Elle est dite globale lorsque le changement d’un des paramètres affecte la
totalité du signal. Elle est définie par une formulation définie sur le signal en en-
tier. Par contre, les transformations locales sont définies à l’endroit concerné et
sont ainsi beaucoup plus difficiles à exprimer rapidement (figure 2.4).
5. La fonction de similarité : le but du recalage c’est d’aligner deux signaux par
une transformation qui optimise un critère de similarité. Le choix du critère de
similarité dépend de l’application étudiée et surtout de la nature et du type de la
déformation entre les signaux à recaler. Nous définirons brièvement dans la section
2.9 les différentes mesures de similarité et leurs propriétés.
6. Le type de transformation : la caractéristique la plus fondamentale de n’im-
porte quelle technique de recalage est le type de la transformation utilisée pour
aligner les deux signaux. Le choix de la transformation doit être un compromis
entre une déformation lisse et régulière et celle qui réalise une bonne correspon-
dance. Pour trouver la fonction de transformation (non paramétrique), on est
amené donc à optimiser une expression composée de deux termes, un terme de
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mesure de similarité et un terme de régularisation nécessaire pour empêcher les
irrégularités que peut subir la transformation. Le lissage peut être assuré en im-
posant à la transformation des contraintes via des équations différentielles.
Dans la section 2.7, nous définirons brièvement les différentes classes de transfor-
mation et leurs propriétés.
7. La méthode d’optimisation : une fois le problème formalisé, on recherche
la transformation par une méthode d’optimisation dont le rôle est crucial. L’op-
timiseur est responsable d’une stratégie efficace et souvent non exhaustive pour
rechercher la transformation qui donne la meilleure correspondance entre les si-
gnaux. Dans la littérature du recalage, les optimiseurs peuvent être classés comme
basés sur le gradient ou sans gradient, globaux ou locaux, et de séries ou parallé-
lisables [Shams et al., 2010].
Soulignons pour clôturer cette section que dans un système de recalage, le choix des
éléments (les attributs, le type de la transformation, le critère de similarité, le schéma
d’optimisation. . .) dépend principalement de l’application étudiée. Mais ce n’est pas lié
exclusivement à l’application car des interactions fortes entre les différents éléments
imposent une attention particulière afin d’obtenir le compromis le plus satisfaisant. Par
exemple, le choix d’un optimiseur dépend fortement du type de la transformation choisi
(le nombre de paramètres à optimiser. . .) et du critère de similarité choisi (la possibilité
d’accès à ses dérivées. . .).
2.7 Types de transformations d’images
Comme nous l’avons vu, la transformation est l’élément du système de recalage qui
met en correspondance les images à recaler. Cette transformation peut être globale ou
locale (figure 2.4). Une transformation de correspondance est appelée globale quand un
changement dans l’un de ses paramètres a une influence sur la transformation de l’image
toute entière. Dans une transformation de correspondance locale, un tel changement
influe seulement sur une partie de l’image. La granularité d’une transformation locale
peut varier de la taille d’un pixel (ou voxel) à la taille d’une région ou d’une partie
de région [Maintz et Viergever, 1998; Makela et al., 2002; Van den Elsen et al., 1993;
Veltkamp et Hagedoorn, 2001].
Selon le problème du recalage, une transformation peut être colinéaire ou défor-
mable [Van den Elsen et al., 1993]. La transformation est dite colinéaire si elle conserve
la linéarité, c’est-à-dire si elle transforme une ligne droite en une autre ligne droite ;
mathématiquement, elle peut être décrite par une forme matricielle. Les transforma-
tions colinéaires sont soit rigides, soit de similitude, soit affines, soit projectives. Les
méthodes de transformation déformable peuvent être classées comme paramétriques et
non paramétriques.
Il est supposé que le type de la transformation utilisée dans la mise en correspon-
dance est adéquat pour décrire la déformation réelle dans les signaux et les images de
l’étude. Pour choisir la bonne combinaison entre domaine et élasticité, certaines infor-
mations sont souhaitées, par exemple au sujet des distorsions des machines de mesure,
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des erreurs de calibrage des machines, de l’élasticité des parties des objets qui sont nu-
mérisés. . . Donc le type de la transformation peut être choisi correctement seulement
en fonction de l’application spécifique.
Dans cette section, nous définirons brièvement les différents types de transformation
utilisés dans le recalage d’images et leurs propriétés.
Soient S1 une image référence et S2 une image source définies sur un domaine D ⊂
R2. Recaler S2 sur S1 consiste à trouver une transformation spatiale f : D → D sur
un espace de transformations telle que S2 ◦ f soit similaire à S1 au sens d’un critère de
similarité prédéfini. Ainsi, pour tout point p = (x, y) ∈ D, on cherche une fonction de
transformation f telle que S2(f(p)) soit similaire à S1(p).
Figure 2.4 – Exemples de transformations d’images 2D reportées selon le domaine d’applica-
tion (global ou local) et les catégories d’élasticité (rigide, affine, projective ou courbée). Toutes
les transformations locales peuvent induire des trous ou des chevauchements. Les transfor-
mations locales affines, projectives, et courbées peuvent être forcées afin que les trous ou les
chevauchements ne se produisent pas [Van den Elsen et al., 1993].
2.7.1 Transformations colinéaires
Dans cette catégorie on écrit f(p) en fonction de p et un nombre de paramètres à
déterminer.
2.7.1.1 Transformation rigide
Cette transformation est composée uniquement d’une translation et d’une rotation.
Comme elle n’autorise que des transformations isométriques (conservations des angles,
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des distances et du parallélisme), la distance entre deux points quelconques dans une
première image est conservée pour les deux points transformés dans la deuxième image.
La forme et la dimension sont donc conservées par cette transformation qui s’écrit :
f(p) = Γ · p+ t (2.1)








cos θ ± sin θ
sin θ ∓ cos θ
)





est le vecteur de translation entre les deux images.
L’estimation des paramètres θ et t nécessite au minimum la connaissance des coordon-
nées de deux couples de points correspondants dans les deux images. On dit que c’est
une transformation à deux degrés de liberté.
La transformation rigide globale suffit pour des images d’objets relativement stables,
comme l’image d’un même otolithe dans différentes modalités par exemple. Les trans-
formations locales rigides peuvent être utiles dans une étude biomédicale, par exemple,
où on étudie des images prises, à différents instants, d’un squelette d’un patient dans
lesquelles chaque région locale correspondrait à un os [Van den Elsen et al., 1993].
2.7.1.2 Transformation de similitude
En plus de la translation et de la rotation, cette transformation autorise les mises à
l’échelle. Elle s’écrit :
f(p) = s Γ · p+ t (2.2)
où s est un paramètre d’échelle, t ∈ R2 est un vecteur de translation et Γ est une matrice
de rotation 2D. Les angles sont conservés par cette transformation qui est elle aussi à
deux degrés de liberté.
2.7.1.3 Transformation affine
Une transformation est dite affine lorsqu’elle transforme une ligne droite dans une
image en une autre ligne droite dans l’autre image, tout en conservant le parallélisme.
Elle est composée d’une transformation de similitude et d’une transformation de ci-












est une matrice réelle.
L’estimation des paramètres {aij} nécessite au minimum la connaissance des coor-
données de trois couples de points non colinéaires dans les deux images.
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La mise en correspondance affine est, par exemple, convenable aux objets stables
lorsque l’information concernant le redimensionnement ou l’inclinaison des images est
manquante ou peu fiable. Les transformations affines locales peuvent être limitées de
telle sorte que l’image transformée ne présente pas de trous [Lemoine et al., 1991].
2.7.1.4 Transformation projective
Une transformation est dite projective lorsqu’elle transforme une ligne droite dans
une image en une autre ligne droite dans l’autre image, mais en ne conservant pas le
parallélisme. Elle s’exprime en 2D sous la forme suivante :
f(p) =
(
(a1 x+ a2 y + a3)/(a4 x+ a5 y + 1)
(a6 x+ a7 y + a8)/(a9 x+ a10 y + 1)
)
(2.4)
L’estimation des paramètres {ai}i=1..10 nécessite au minimum la connaissance des
coordonnées de quatre couples de points non colinéaires dans les deux images.
Les transformations projectives sont utiles pour recaler des images obtenues à partir
de différentes vues d’une scène plate [Calderon et Romero, 2007]. En imagerie médicale,
elles sont presque exclusivement utilisées pour recaler des images de projection (obtenues
par les rayons X, par exemple) avec des images tomographiques 3D [Van den Elsen et al.,
1993].
2.7.2 Transformations déformables
Une transformation déformable est aussi appelée transformation courbée car elle
transforme une ligne droite en une ligne courbée (figure 2.4). Cette transformation peut
être paramétrique ou non paramétrique. Les méthodes de transformations déformables
les plus efficaces pour le recalage sont non paramétriques [Shams et al., 2010].
Les transformations déformables et locales avec une granularité assez élevée peuvent
être utilisées lorsque l’une des images doit être suffisamment déformée pour s’adapter à
une autre image, comme en correspondance des données d’un individu avec les données
dans un Atlas ou en correspondance des objets qui changent de forme entre les deux
analyses, dans les études abdominales par exemple [Van den Elsen et al., 1993].
2.7.2.1 Transformations paramétriques
Les méthodes paramétriques sont basées sur une interpolation (par morceaux en cas
d’une transformation locale) d’un champ de déplacement en utilisant un ensemble de
points de contrôle placés dans le domaine de l’image [Shams et al., 2010]. Une classe bien
connue de ces fonctions de transformation sont les transformations de type polynômial
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Ces transformations incluent les transformations quadratiques, bicarrées, cubiques
et bicubiques en tant que cas particuliers [Tang et Suen, 1993]. Dans le recalage des
images prises de longue distance, des polynômes du troisième degré et plus sont employés
[Richards, 1986]. D’autres fonctions telles que les B-splines, les splines de type plaque
mince et les fonctions de Bézier sont également utilisées [Shams et al., 2010].
2.7.2.2 Transformations non paramétriques
Les méthodes non paramétriques sont basées sur une formulation variationnelle du
problème de recalage, où la transformation est décrite par un champ de déplacement
arbitraire régularisé par certains critères de lissage [Modersitzki, 2004].
Ces transformations non paramétriques ne peuvent pas s’exprimer de la même fa-
çon que les transformations paramétriques. Elles sont non linéaires et permettent des
déformations plus complexes, déformations utilisables de manière locale ou globale.
2.8 La théorie de la régularisation
Le problème de recalage est mathématiquement un problème mal posé lorsque l’on
se met dans le contexte de la recherche d’une transformation qui optimise une certaine
mesure de similarité. Pour le rendre bien posé, il faut ajouter une contrainte restreignant
le domaine des solutions possibles. Dans le cas de transformations non paramétriques,
la théorie de régularisation fournit un formalisme mathématique bien approprié abou-
tissant à des modèles variationnels. Toutefois, son intérêt est limité dans le cas de
transformations paramétriques [Hermosillo, 2002; Petitjean, 2003].
Dans les approches variationnelles, le problème est posé comme une optimisation
d’une énergie composée de deux termes. Un terme d’attache aux données issu d’un
critère de similarité et un terme de régularisation contraignant la déformation par des
contraintes liées aux propriétés comportementales a priori des transformations consi-
dérées. Mathématiquement, pour S1 comme signal de référence et S2 signal source, cela
se pose sous la forme d’une fonctionnelle d’énergie :
E(f) = (1− α)ED(S1, S2(f)) + αER(f) (2.7)
où ED représente le terme d’attache aux données lié au critère de similarité, ER le terme
de régularisation, f la transformation que l’on cherche et α un paramètre pondérant
l’importance relative de chaque terme.
Plusieurs critères de régularisation ont été proposés à partir de modèles physiques
fondés sur des formalismes utilisant les équations aux dérivées partielles [Bajcsy et
Kovačič, 1989; Christensen et al., 1996; Lester et al., 1999; Petitjean, 2003; Richard,
2002; Richard et Cohen, 2003].
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2.9 Approches iconiques
Nous avons vu que le principe des méthodes de recalage est de chercher la trans-
formation optimisant un critère de similarité entre les valeurs des signaux. En recalage
d’images, lorsque le critère de similarité est voulu au niveau de l’information de lumi-
nance aux points entre les deux images, le recalage est dit iconique. Ces approches ont
l’avantage de la robustesse grâce à l’absence de l’étape de segmentation nécessaire pour
les approches géométriques. Pour définir les critères de similarité on utilise des critères
mathématiques ou statistiques traduisant une mesure de similarité entre le signal réfé-
rence et le signal recalé. Ces signaux peuvent être soit des signaux 1D (courbes), soit
2D (images). L’efficacité d’un processus de recalage dépend de l’exactitude de la mesure
de similarité utilisée ; plus la métrique est précise, plus le recalage est précis.
Différentes mesures de similarité ont été proposées dans la littérature scientifique
[Fookes et Bennamoun, 2002; Gholipour et al., 2007; Guo et al., 2005; Kessler, 2006;
Liying et Weidong, 2009; Maintz et Viergever, 1998; Veltkamp et Hagedoorn, 2001; Zi-
tova et Flusser, 2003]. Il n’y a pas une seule mesure de similarité qui soit connue pour
produire le meilleur résultat dans toutes les situations. Selon le type de signaux four-
nis, une mesure de similarité peut fonctionner mieux que d’autres dans des problèmes
de recalage. Différentes études comparant les principaux critères de similarité ont été
réalisées en fonction de la relation qui lie les valeurs des deux signaux [Penney et al.,
1998; Roche et al., 2000; Wu et al., 2009]. Dans la suite, nous exposerons les principales
mesures de similarité développées et caractériserons leurs propriétés.
Nous utilisons les notations S1 pour le signal référence et S2 pour le signal qui subit
la transformation f . La dimension de f est naturellement la même que celle des signaux
utilisés (1D ou 2D).
2.9.1 Signaux issus de la même modalité
Dans cette catégorie, l’hypothèse de base est la conservation de l’intensité d’un(e)
signal/image à l’autre. Cela comprend un certain nombre de mesures populaires, par
exemple la somme des différences d’intensité au carré (l’erreur quadratique), la somme
des différences d’intensité absolue (l’erreur absolue) et la corrélation croisée [Brown,
1992]. Bien que ces mesures ne soient pas équivalentes en termes de robustesse et de
précision, aucune d’elles n’est en mesure de faire face aux changements des valeurs
relatives d’un signal à l’autre.
L’erreur absolue et l’erreur quadratique
L’erreur absolue est mesurée par la somme des différences absolues entre les valeurs :




Elle mesure la dissimilarité entre S1(p) et S2(f(p)). Plus cette mesure est petite,
plus l’alignement est établi par le recalage.
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L’erreur quadratique est définie par :




Ce critère a été utilisé dans [Lefébure et Cohen, 2001; Richard et Cohen, 2003]. Il est
à la fois simple et rapide à calculer. Toutefois, il n’autorise aucune variation de valeur
entre les signaux [Roche et al., 2000]. Malgré cela, ce critère est optimal dans le cas où
les signaux diffèrent seulement d’un bruit gaussien.
Le critère de l’erreur absolue est moins sensible que l’erreur quadratique à la présence
d’un petit nombre de points ayant des valeurs très différentes.
Le coefficient de corrélation normalisé et le rapport de corrélation
Dans le cas de dépendance par une transformation affine, le critère optimal [Roche
et al., 2000] est le coefficient de corrélation normalisée défini par :
CCN(S1, S2, f) =









µS1 et µS2 désignent les moyennes respectives de S1 et S2 ◦ f .
Cette mesure statistique a la propriété de calculer la corrélation sur une échelle
absolue qui est dans [−1, 1]. Ce critère est bien précis dans le cas d’un signal avec
un bruit blanc (comparativement aux erreurs absolu et quadratique) mais il n’est pas
tolérant aux distorsions locales. Sous certaines hypothèses, la valeur mesurée donne une
indication linéaire de la similarité entre deux signaux. C’est parfois utile pour mesurer
le degré de confiance d’un recalage et pour limiter le nombre d’opérations à effectuer
lorsqu’un degré de confiance suffisant est atteint [Svedlow et al., 1976].
Par ailleurs, la corrélation peut aussi être calculée comme produit de transformées de
Fourrier. Cette forme est largement utilisée car elle peut être obtenue en utilisant la FFT.
Elle peut donc être implémentée efficacement pour des signaux de larges dimensions.
Plus généralement, dans le cas d’une dépendance fonctionnelle entre les valeurs des
deux signaux, le critère optimal est le rapport de corrélation [Roche et al., 2000] :








L’entropie de Shannon du signal différence
Ce critère est issu de la théorie de l’information. L’entropie de Shannon du signal
différence est donnée par [Shannon, 1948] :
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p(.) étant la densité de probabilité du signal différence S2(f)−s S1 et s > 0 un paramètre
de correction de différence (de contraste pour les images) à estimer. Ω est l’ensemble
des niveaux de gris.
2.9.2 Signaux issus de modalités différentes
Pour les signaux issus de modalités différentes, les relations entre les valeurs des deux
signaux sont plus complexes, voire n’ont pas de dépendance fonctionnelle. Les signaux
sont donc modélisés comme des distributions, et les mesures de similarité utilisées dans
ce cas sont généralement issues de la théorie de l’information (l’information mutuelle,
les entropies. . .) [Hermosillo, 2002; Maes et al., 1997; Thevenaz et Unser, 2000].
Information mutuelle









où PS1(a) est la probabilité que la valeur en un point de S1 soit a et PS2(b) est la
probabilité que la valeur en un point de S2(f) soit b.
Comparativement au coefficient de la corrélation croisée et à la somme des diffé-
rences absolues, l’information mutuelle est plus sensible aux bruits dans les signaux.
La valeur a doit toujours correspondre à une valeur b pour avoir une bonne simila-
rité. Cela montre que des signaux pris par différents capteurs peuvent être recalés par
l’information mutuelle lorsqu’il y a correspondance entre des régions homogènes. Par
contre, le bruit dans l’un ou les deux signaux détériorera rapidement cette mesure. Ce
qui nécessite un prétraitement pour éliminer les bruits des deux signaux.
Ce critère est optimal lorsqu’aucune hypothèse autre que statistique n’est faite sur la
relation entre les deux signaux [Roche et al., 2000]. Il a été utilisé dans [Maes et al., 1997;
Thevenaz et Unser, 2000; Viola et Wells, 1997] en recalage d’images quasi-rigide et dans
[Maintz et Viergever, 1998] en recalage non rigide. La comparaison de l’information mu-
tuelle aux autres critères est décrite dans [Roche et al., 2000] en utilisant la formulation
du problème d’estimation de vraisemblance maximale pour des combinaisons différentes
de modalités d’imagerie.
De par ses bonnes performances, le recalage par information mutuelle a été ensuite
l’objet de plusieurs développements méthodologiques [Castro-Pareja et Shekhar, 2005;
Fookes et Bennamoun, 2002; Hermosillo, 2002; Knops et al., 2006; Luan et al., 2008;
Pluim et al., 2003].
L’entropie de Shannon conjointe
Le recalage par l’entropie de Shannon conjointe [Collignon et al., 1995; Studholme
et al., 1995] est effectué par la mesure de similarité suivante :
ESC(S1, S2, f) = −
∫
(a,b)∈Ω2
p(a, b)log(p(a, b))dbda (2.14)
Kamal Nasreddine Année 2010
68 Chapitre 2. État de l’art sur le recalage
p(.) étant la densité de probabilité de la variable aléatoire conjointe (S1, S2(f)).
Ce critère présente un gros inconvénient : l’estimation des probabilités est dépen-
dante du domaine de recouvrement des signaux à recaler ayant pour effet, par exemple,
de maximiser p(0, 0).
2.10 Approches par mise en correspondance d’attributs géo-
métriques
Contrairement aux méthodes iconiques, les approches par mise en correspondance
d’attributs géométriques ne travaillent pas directement avec les valeurs de l’intensité
du signal. Ces approches sont basées sur la mise en correspondance de caractéristiques
géométriques qui restent stables avec le changement des conditions de mesure et avec
la présence de bruit additif. Cette propriété rend ces méthodes appropriées dans les
situations où les changements d’illumination (des images) sont attendus ou l’analyse
multi-capteur est demandée.
Les approches géométriques nécessitent deux étapes. Une première étape de détec-
tion afin d’extraire les attributs nécessaires à guider le processus de recalage. Cette
première étape peut ou non être supervisée, sa qualité est cruciale pour la qualité du
résultat du recalage. L’étape suivante consiste à chercher la transformation qui effectue
la meilleure mise en correspondance des attributs extraits. Le choix des méthodes de
mise en correspondance est fonction de la nature de ces attributs qui peuvent être des
points, des courbes, des surfaces, ou d’autres éléments. Suivant la nature de ses attri-
buts, on distingue différentes méthodes de mise en correspondance [Zitova et Flusser,
2003].
2.10.1 Détection des attributs
Les attributs géométriques étaient dans un premier temps des objets sélectionnés
manuellement par un expert. Après, les recherches se dirigeaient vers une automatisation
de cette étape de recalage. L’automatisation est basée sur l’extraction de caractéristiques
saillantes dans les images. Ces caractéristiques peuvent être de grandes régions (forêts,
lacs, champs), des lignes (limites des régions, côtes, routes, rivières) ou des points (coins
de région, intersections, points sur les courbes à courbure élevée). Elles doivent être
distinctes, réparties sur tout le signal et efficacement détectables dans les deux signaux
[Zitova et Flusser, 2003].
Selon le cas étudié, les attributs géométriques peuvent être classés en trois classes
majeures : régions, lignes ou points.
Les caractéristiques de type région peuvent être des régions fermées d’images où le
contraste est bien élevé. Ce type d’attributs a été utilisé pour le recalage d’images où
les régions considérée sont été par exemple, des projections de réservoirs d’eau et des
lacs [Helm, 1991], des bâtiments [Hsieh et al., 1992a], des forêts [Sester et al., 1998], des
zones urbaines [Roux, 1996] ou des ombres [Brivio et al., 1992]. Les régions sont souvent
représentées par leur centre de gravité qui est invariant à la rotation, à la mise en échelle
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et à l’inclinaison, et stable dans un bruit aléatoire et aux variations d’illumination. Les
régions sont détectées par des méthodes classiques de segmentation [Nikhil et Sankar,
1993; Zhang, 2001]. La précision de la segmentation peut influer sensiblement sur le
résultat du recalage. Afin d’améliorer la qualité du recalage, une idée de segmentation
par itérations avec le processus du recalage est proposée [Goshtasby et al., 1986]. A
chaque itération, l’estimation approximative de la correspondance entre les objets a été
utilisée pour régler les paramètres de segmentation. Les auteurs affirment que le recalage
est atteint avec une exactitude de sous-pixel.
Les caractéristiques de type ligne peuvent être des segments de lignes [Hsieh et al.,
1992b; Moss et Hancock, 1997; Wang et Chen, 1997] ou des contours d’objets [Goshtasby
et al., 1986; Govindu et al., 1998] comme par exemple des lignes côtières [Maître et
Wu, 1987; Shin et al., 1997], des routes [Li et al., 1992] ou des structures anatomiques
allongées [Vujovic et Brzakovic, 1997] dans l’imagerie médicale. La correspondance de
lignes est généralement exprimée par la correspondance de points échantillonnés sur les
lignes, la correspondance des extrémités ou la correspondance des milieux des lignes. Les
méthodes standards de détection de bords, comme le détecteur de Canny [Canny, 1986]
ou celui basé sur le Laplacien de la gaussienne [Marr et Hildreth, 1980], sont utilisés
pour la détection des attributs en ligne. Un état de l’art sur les méthodes de détection
de bords existants ainsi que leur évaluation peut être trouvé dans [Ziou et Tabbone,
1998].
Les caractéristiques de type point peuvent être les intersections de lignes [Stockman
et al., 1982], les croisements [Growe et Tonjes, 1997; Roux, 1996], les centroïdes des
régions [Ton et Jain, 1989], les points de forte variance [Ehlers et Fuller, 1991], les
discontinuités de la courbure locale [Manjunath et al., 1996; Zheng et Chellappa, 1992],
les points d’inflexion des courbes [Ali et Cohen, 1998; Banerjee et al., 1995], les extrema
locaux de la transformée en ondelettes [Fonseca et Costa, 1997; Hsieh et al., 1996],
les points les plus distinctifs par rapport à une mesure de similarité spécifiée [Likar
et Pernuš, 1999], et les coins [Bhattacharya et Sinha, 1997; Hsieh et al., 1992a; Wang
et al., 1983]. Les algorithmes de base des détecteurs de caractéristiques points sont basées
dans la plupart des cas sur la détection de points comme des intersections de lignes,
des centroïdes de régions fermées, des extrema locaux du module de la transformée en
ondelettes ou bien des sommets d’angles ou des coins. Beaucoup d’efforts ont été faits
dans le développement de méthodes précises, robustes et rapides pour la détection de
points caractéristiques. Des états de l’art sur les détecteurs peuvent être trouvés dans
les références [Rohr, 1994, 2001; Smith et Brady, 1997; Zheng et al., 1999].
Par la suite, on considère le cas où sont données les positions de deux ensembles
de points (qu’ils soient eux-mêmes des points caractéristiques, des points extrémités ou
milieux de lignes caractéristiques, ou bien des centres de gravité de régions. . .). L’objectif
est de trouver la transformation entre ces points en utilisant leurs relations spatiales ou
bien des descripteurs de caractéristiques. Sachant qu’il peut y avoir du bruit dans la
distribution des points de chaque ensemble, comme il peut y avoir des points dans une
des images et pas dans l’autre.
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2.10.2 Mise en correspondance à partir des relations spatiales
Pour une transformation rigide la mise en correspondance se fait classiquement par
des algorithmes de type ICP (Iterative Closest Point) [Besl et McKay, 1992; Zhang,
1994]. Pour d’autres types de transformations entre les deux images, si l’on connaît la
nature de la transformation, deux méthodes peuvent être utilisées : cohérence de la scène
et utilisation des accumulateurs. Dans le cas contraire où on ne connaît pas la nature
de la transformation, la mise en correspondance de points est réalisée par interpolation
et approximation par fonctions radiales.
2.10.2.1 Cas de transformation rigide
L’algorithme du point le plus proche itéré (ICP) a été originalement formulé
dans [Besl et McKay, 1992; Zhang, 1994] et consiste en les opérations suivantes :
1. Pour tout point pi de l’ensemble de départ, trouver qj le point le plus proche en
termes de distance euclidienne dans l’ensemble d’arrivée ;
2. Estimer en fonction de ces mises en correspondance une transformation rigide par
approximation des moindres carrés ;
3. Appliquer cette transformation à l’ensemble de départ ;
4. Itérer jusqu’à réalisation d’un critère d’arrêt (distance entre points correspondants
suffisamment faible).
Depuis l’introduction de l’ICP, de nombreuses variantes ont été proposées sur le
concept de base. Ces variantes affectent les étapes de l’algorithme par la sélection d’un
certain ensemble de points, par la pondération des paires correspondantes de manière
appropriée, par le rejet de certaines paires, ou par l’attribution d’une erreur de me-
sure [Liying et Weidong, 2009]. Ces variantes visent principalement l’accélération des
différentes étapes de l’algorithme ICP.
2.10.2.2 Cas de transformation de nature connue
Dans ce cas, la nature de la transformation est connue et la transformation se formule
comme paramétrique ; on cherche alors à trouver les paramètres correspondants. Les
deux méthodes qui peuvent être utilisées dans ce cas sont : cohérence de la scène et
utilisation des accumulateurs.
Cohérence de la scène On choisit un nombre de points dans chaque image égal au
degré de liberté d de la transformation puis on trouve les paramètres de la transformation
qui fait correspondre ces d points ; on compte enfin le nombre des autres points des deux
ensembles qui s’alignent par la transformation particulière trouvée. Si le nombre de
points qui s’alignent est suffisamment élevé, on s’arrête là, sinon on reprend de nouveau
d points et on recommence le même processus [Goshtasby et Stockman, 1985].
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Utilisation des accumulateurs On crée d accumulateurs a[], b[], c[]. . . initialisés
à 0, où a, b, c . . . sont les paramètres de la transformation de degré de liberté d. A
partir de d couples de points dans les deux images, on cherche les paramètres de la
transformation correspondante. On incrémente les accumulateurs correspondant de 1 et
on répète le processus un très grand nombre de fois. Finalement, on repère les valeurs
des paramètres qui ont eu le plus grand nombre dans les accumulateurs. Ce sont les
valeurs des paramètres de la transformation qui seront prises en compte [Stockman
et al., 1982].
2.10.2.3 Cas de transformation de nature inconnue
Fonctions radiales Soit D ∈ R2 le domaine de l’image. Soient pi ∈ D (respective-
ment qi ∈ D), avec i = [1..n], les n points de repère ponctuels de l’image source S2
(respectivement de l’image référence S1). On recherche comme transformation spatiale
une fonction interpolante f : R2 → R2, telle que sur un espace fonctionnel paramétrique
donné :
∀ i ∈ [1..n] f(pi) = qi (2.15)
Les composantes fx et fy de la transformation f s’écrivent comme la somme d’un
terme polynômial (modélisant les grandes déformations) et d’un terme radial (modéli-
sant les déformations locales autour du point de repère considéré). La fonction radiale
peut prendre différentes formes, certaines étant paramétrées pour pouvoir contrôler l’in-
fluence locale des amers [Ruprecht et Müller, 1995]. La solution la plus lisse consiste
à utiliser les splines de plaques minces comme base de fonctions radiales [Rohr et al.,
1999].
2.10.3 Mise en correspondance en utilisant des descripteurs invariants
Comme une alternative aux méthodes exploitant les relations spatiales, la mise en
correspondance des points caractéristiques peut être estimées à l’aide de descripteurs,
de préférence invariants à la déformation prévue. Le descripteur utilisé doit remplir plu-
sieurs conditions. Les plus importantes sont l’invariance (les descripteurs des attributs
qui se correspondent dans l’image référence et dans l’image déformée doivent être les
mêmes), la stabilité (la description d’une caractéristique qui est légèrement déformée
d’une manière inconnue doit être proche de la description de la caractéristique originale),
et l’indépendance (si le descripteur est un vecteur, ses éléments devraient être fonction-
nellement indépendants). Toutefois, généralement pas toutes ces conditions doivent (ou
peuvent) être satisfaites simultanément et il est nécessaire de trouver un compromis
approprié [Zitova et Flusser, 2003].
Plusieurs méthodes ont été proposées. Nous en citons ici les plus familières ; pour
plus de détails, le lecteur pourra se référer au chapitre 3 de ce mémoire.
Tout descripteur de forme invariant et assez discriminant peut être employé dans
la mise en correspondance des caractéristiques de type ligne. [Goshtasby et al., 1986]
utilisent les matrices de formes comme des descripteurs simples et rapides pour le reca-
lage des images satellites. Les matrices de formes sont utilisées sous différentes variantes
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dans plusieurs applications [Zitova et Flusser, 2003]. Pour recaler des images satellite,
[Li et al., 1995] proposent d’utiliser une représentation des contours par chaîne de codes
et d’opérer une mise en correspondance moyennant une mesure de corrélation. Dans
[Duan et al., 2008], les descripteurs de Fourier sont utilisés dans différentes applications
de recalage d’images.
Un grand groupe de méthodes utilise les moments invariants pour la description
des caractéristiques de type région [Zitova et Flusser, 2003]. Considérant les déforma-
tions les plus souvent rencontrées, [Hu, 1962] a introduit les moments invariants à la
transformation de similitude. Par la suite, [Flusser et Suk, 1993] ont dérivé les moments
invariants aux transformations affines et les ont utilisés avec succès pour le recalage des
images Spot et Landsat [Flusser et al., 1994].
Notons finalement qu’un descripteur combinant des informations iconiques et géo-
métrique peut être utilisé. Il peut être défini comme la fonction de l’intensité du niveau
de gris elle-même, limitée au voisinage de l’attribut géométrique [Lehmann, 1998]. Dif-
férentes mesures de similarités basées sur l’intensité sont utilisées (coefficient de corré-
lation [Zheng et Chellappa, 1992], information mutuelle [Zitova et al., 2002]. . .).
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2.11 Conclusion
Dans ce chapitre nous avons présenté le processus de recalage des signaux/images.
Le recalage devient un processus récurrent en traitement du signal et de l’image ; il in-
tervient dans un grand nombre d’applications et de domaines. La diversité des domaines
où il est impliqué a mené à un développement très vaste dans les techniques employées.
Nous avons vu ici les mesures de similarité et les modèles les plus répandus. Chaque
application et chaque type de données nécessite une mesure particulière et un modèle
de recalage approprié.
De par la complexité des images d’otolithes, la problématique du recalage nous
oriente naturellement vers une approche avec des transformations locales, non-rigides et
libres. Une formulation non paramétrique sera établie avec une approche variationnelle
où la transformation est décrite par un champ de déplacement arbitraire régularisé par
certains critères de lissage (chapitres 4 et 6). Cette approche devrait être nécessairement
robuste contre la variabilité inter-individuelle importante.
D’un autre côté, les images d’otolithes sont souvent peu contrastées, ce qui impose
un critère de similarité qui ne soit pas fondé sur une relation photométrique entre les
images. D’autre part, ces images présentent des structures géométriques relativement
bien organisées. L’approche de recalage proposée devrait prendre en considération cette
structure particulière. Le recalage basé sur la géométrie s’avère donc le plus adapté
à cette application. Comme ce recalage est basé sur la comparaison de formes, nous
présentons dans le chapitre suivant un état de l’art sur les méthodes de comparaison de
formes.
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3.1 Introduction
Ce chapitre “État de l’art sur la reconnaissance de formes” est destiné à présenter
les outils de la reconnaissance de formes par ordinateur.
La reconnaissance des formes est le processus visant à trouver pour une forme don-
née l’ensemble de formes auquel elle appartient (classification), ou à dire quelles sont les
formes de la base qui ont les mêmes propriétés que cette forme (recherche). Classique-
ment, le schéma d’un processus de reconnaissance de formes comporte deux étapes : la
première consiste à apprendre la description de formes à partir d’une base d’exemples
(apprentissage), la seconde va reconnaître une forme à partir de sa description extraite
de l’image (classification ou recherche).
Une étape essentielle pour la reconnaissance de formes concerne la description des
formes pouvant apparaître à différents endroits, à différentes orientations ou échelles.
Cette description est nécessaire pour obtenir une représentation des données extraites
des formes de la base d’apprentissage qui sera ensuite utilisée pour l’apprentissage.
Cette même description est utilisée pour l’extraction de la représentation des formes à
reconnaître. Plusieurs travaux ont été consacrés à la définition de descripteurs de formes
invariants par un groupe de transformations. Les descripteurs à mettre en œuvre doivent
répondre à plusieurs critères. Tout d’abord, ils doivent être invariants par différentes
transformations géométriques. D’autre part, la robustesse de la reconnaissance dans le
cas où l’objet apparaît tronqué ou noyé dans un bruit est également un point important.
Nous nous intéressons à l’élaboration d’un outil de comparaison de formes qui sera
appliqué pour la reconnaissance de formes d’otolithes de poissons et d’autres pièces
calcifiées. Les formes externes des otolithes de poissons sont utilisées dans des applica-
tions d’identification de l’espèce [Gaemers, 1988; L’abee-Lund, 1984] et/ou du stock du
poisson [Begg et Brown, 2000; Cardinale et al., 2004; Ponton, 2006]. L’outil développé
doit être invariant aux transformations géométriques (translation, rotation, facteur
d’échelle. . .) et robuste aux données aberrantes dues à la variabilité inter-individuelle
très significatives dans les applications biologiques. Le principe de recalage présenté
dans le chapitre précédent est basé sur une mesure de similarité entre signaux. L’idée
principale de la méthode proposée dans cette thèse est d’utiliser la mesure de similarité
issue d’un recalage de formes pour la reconnaissance de formes. Dans ce chapitre, nous
présentons plusieurs descripteurs invariants. Bien que cette présentation ne puisse pas
fournir une liste exhaustive, elle indique néanmoins la diversité des invariants utilisés
pour la reconnaissance d’objets. Les descripteurs listés ici sont les descripteurs qui seront
comparés à la méthode proposée dans ce manuscrit en chapitre 5.
Afin de valider les performances des descripteurs, une méthode de reconnaissance
doit être utilisée pour connaître le taux de reconnaissance pour chaque descripteur.
Nous allons tester les différents algorithmes par des expériences de classification et
de recherche. Placés dans un cadre de classification de formes supervisée, nous allons
appliquer et tester les algorithmes des k-plus proches voisins (k-PPV) [Hastie et al.,
2001; Knight, 1999], puis les Séparateurs à Vaste Marge (SVM) [Vapnik, 1995] et les
forêts aléatoires [Breiman, 2001].
Nous commençons ce chapitre par donner les concepts fondamentaux de la repré-
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sentation et la caractérisation des formes par ordinateur (section 3.2). Nous présentons
ensuite (section 3.3) les méthodes de description les plus couramment utilisées dans le
domaine de la reconnaissance de formes par ordinateur. La dernière partie de ce cha-
pitre (section 3.4) sera dédiée aux techniques de classification supervisée, notamment le
classifieur k-PPV, le classifieur SVM et le classifieur par forêts aléatoires.
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3.2 Concepts fondamentaux
Dans cette section, nous présentons les concepts fondamentaux pour la représenta-
tion de formes, l’extraction de leurs caractéristiques et les mesures de similarité entre
elles.
3.2.1 Représentation et caractérisation des formes
La forme peut être représentée par son contour ou une région [Costa et Cesar, 2001] :
– Le contour est la ligne planaire qui limite l’objet dans l’image. Seule l’information
extraite de la forme de cette ligne est utilisée pour la caractérisation de forme.
– La région est l’ensemble de tous les pixels dans l’image de l’objet. Toute la forme
de l’objet sera prise en compte pour la caractérisation.
Ce qui permet la reconnaissance des formes est le fait que ces formes ont des carac-
téristiques particulières. Les formes ou les éléments de formes doivent donc être décrits
ou représentés d’une manière convenable. En général, une description exhaustive de
toutes les propriétés de la forme est mathématiquement impossible, et un ensemble
de caractéristiques doit être extrait à partir de formes. Par conséquent, le problème
consiste à définir un ensemble de caractéristiques (aussi petit que possible) conduisant
à un pouvoir discriminant élevé : plus deux formes sont différentes, plus la diversité de
leurs ensembles de caractéristiques devrait être importante.
Une caractérisation de forme peut être soit globale (la valeur de chaque attribut dé-
pend de la forme entière), soit locale ou semi-locale (chaque attribut est basé sur un point
particulier, ou sur une partie de la forme). Les descriptions basées sur des ensembles de
caractéristiques locales sont à privilégier, en raison du problème d’occlusion. Les carac-
téristiques peuvent également être classées selon leur degré d’invariance géométrique.
Comme la reconnaissance de formes doit être invariante vis-à-vis d’un certain nombre
de déformations géométriques, lorsque les caractéristiques ne sont pas invariantes, le
processus de mesure de similarité final devra prendre en compte l’invariance.
Par la représentation du contour, seule la frontière de l’objet est exploitée pour la ca-
ractérisation de la forme en ignorant le contenu intérieur de la forme. Le contour est une
courbe continue dans le plan. Parmi les caractérisations basées sur le contour, on trouve
les descripteurs de Fourier [Arbter et al., 1990; Nixon et Aguado, 2007; Zhang et al.,
2008], les descripteurs d’ondelettes [Bala et Cetin, 2004; Chuang et Kuo, 1996; Muller
et Ohm, 1999], la courbure multi-échelle [Mokhtarian et Mackworth, 1986],. . . Comme
les descripteurs sont calculés en utilisant seulement les pixels du contour, la complexité
algorithmique est faible et les tailles de leurs vecteurs sont compactes.
La région comporte généralement tous les pixels à l’intérieur de la forme qui sont
pris en compte pour caractériser la forme. Elle peut être constituée d’une seule région ou
bien d’un ensemble de régions. Les descripteurs de forme basés sur la région exploitent
à la fois le contour et les pixels de l’intérieur de la forme. Parmi ces descripteurs de
forme, on peut citer les descripteurs de moments de la région [Hu, 1962; Kim et Kim,
2000], les descripteurs de grille [Lu et Sajjanhar, 1999], la matrice de forme [Flusser,
1992]. . . Comme le descripteur basé sur la région fait usage de tous les pixels constituant
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la forme, il peut décrire efficacement diverses formes dans un seul descripteur. Toutefois,
la taille des caractéristiques basées sur la région est généralement grande. Il conduit
à une complexité de calcul croissante pour l’extraction de caractéristiques et pour la
mesure de similarité.
Reste à souligner que la description d’objets basée sur les contours est considérée
comme plus pertinente que l’autre description car la forme d’un objet se distingue es-
sentiellement par la frontière. Dans la plupart des cas, la partie centrale de l’objet ne
contribue guère à la reconnaissance de la forme [Zhao et Chen, 1997]. En plus, l’analyse
de forme basée sur le contour étudie différentes caractéristiques issues d’un calcul cur-
viligne (convexité, inflexions, points extrêmes, courbure. . .). Alors que l’analyse basée
sur la région est généralement plus difficile impliquant des techniques plus compliquées
et fortement sensibles au bruit (la transformée de l’axe médian, mesures de textures. . .)
[Lu et Sajjanhar, 1999]. Toutefois, les inconvénients des méthodes basées sur le contour
sont que les contours peuvent comprendre des bords faux ou des bords discontinus ;
elles peuvent souffrir d’une sensibilité au seuillage choisi pour la détection des bords.
En outre, les opérateurs de détection de bords sont intrinsèquement sensibles aux bruits
présents dans l’image. Par conséquent, les images doivent être lissées avant d’appliquer
les opérateurs de détection de bords. Tout lissage ne doit pas cacher ou brouiller les
structures fines et d’autres caractéristiques subtiles. Enfin ces méthodes ne peuvent pas
représenter des formes pour lesquelles l’information sur le contour complet n’est pas
disponible, comme des objets avec des trous, des objets partiellement occlus ou des
objets complexes composés de plusieurs régions déconnectées. Dans ces derniers cas les
méthodes basées sur la région sont préférables.
En ce qui concerne les images d’otolithes de poissons, c’est la forme du contour
externe de la structure qui peut servir pour l’identification de l’espèce et du stock du
poisson. Par conséquent, on s’intéresse ici à une méthode d’analyse de forme basée
sur le contour externe. En plus, sur les images d’otolithes le contour externe peut être
extrait efficacement [Benzinou, 2008]. Toutefois, la méthode proposée doit rester robuste
aux occlusions possibles sur les pièces, occlusions qui peuvent parvenir de l’étape de
préparation.
3.2.2 Distance d’un espace métrique
Visuellement l’être humain observe deux images et juge qu’il s’agit du même objet
lorsque les deux formes sont similaires. En vision par ordinateur on juge la similarité
d’objets par le calcul d’une distance entre les caractéristiques extraites des formes. On
définit une mesure de similarité qui assigne une distance de petite valeur à des objets
similaires, et de grande valeur aux objets non similaires. Un espace RN est dit métrique
si, pour deux éléments x et y quelconques de l’espace, il existe une distance d(x,y) qui
satisfait les propriétés suivantes :
– d est continue
– une différence majeure de d devrait entraîner une dissimilarité plus grande qu’une
différence mineure
– d(x,y) ≥ 0
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– d(x,y) = 0 si et seulement si x = y
– d(x,y) = d(y,x)
– d(x, z) ≤ d(x,y)+d(y, z)
La représentation des caractéristiques de forme est généralement faite par un des-
cripteur de forme constitué par un ensemble de vecteurs. La distance de formes est
essentiellement la distance entre deux vecteurs. Étant donnés deux vecteurs, A =
(a1, a2, · · · , aN ) et B = (b1, b2, · · · , bN ), il existe de nombreuses méthodes classiques
pour calculer la distance de vecteurs dans un espace métrique :
Distance de Minkowski (Lp)







Cette distance est rarement utilisée en dehors des cas p = 1, 2 ou ∞.
Lorsque p = 1, d1(A,B) est la distance de norme L1. Elle est appelée la distance de
Manhattan car c’est la distance que parcourt une voiture dans une ville structurée en





Lorsque p = 2, d2(A,B) est la distance Euclidienne. C’est la distance la plus intuitive





Lorsque p→∞, on obtient la distance de norme infinie L∞. Elle est connue sous le
nom de distance de Chebyshev. C’est une métrique définie dans un espace vectoriel où
la distance entre deux vecteurs est leur différence la plus grande sur n’importe quel axe





La distance cosinus mesure la différence en direction des vecteurs. Cette distance
est définie par l’angle entre les deux vecteurs :
dCos(A,B) = 1− cos θ = 1− A ·B
T
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(a) (b) (c)
Figure 3.1 – Définition des distances de Minkowski et de la distance cosinus. (a) : La distance de
Manhattan dMan = d11+d12. La distance de Chebyshev dCh = max(d11, d12). (b) : La distance
euclidienne dEu =
√
(x1 − x2)2 + (y1 − y2)2. (c) : La distance cosinus mesure la différence en
direction des vecteurs ; les deux vecteurs A et A1 ont la même direction et alors ont la même
distance cosinus par rapport au vecteur B.
La distance cosinus prend seulement l’angle en compte, et par suite deux vecteurs
de même direction ont la même distance cosinus par rapport à n’importe quel autre
vecteur (voir figure 3.1(c)).
Distance du ‘Khi-deux’ : χ2
La distance euclidienne augmente à mesure que s’accroît le nombre de variables,
et sa valeur dépend également de l’échelle des variables. Ce problème peut être évité
en standardisant les variables. Pour pallier les inconvénients liés à l’utilisation de la









Cette distance est utilisée pour évaluer la proximité de variables quantitatives ; elle
mesure l’indépendance des éléments des deux vecteurs. Une valeur faible de cette dis-
tance signifie que les écarts entre les éléments sont dus au hasard et que la situation
observée est compatible avec l’hypothèse d’indépendance. Si cette distance calculée est
importante, on peut conclure à une liaison significative.
Distance de Hausdorff
La distance de Hausdorff [Rucklidge, 1996] entre deux vecteurs A et B est la plus
grande distance euclidienne qu’on peut avoir de n’importe quel point de A au point le
plus proche correspondant de B. Autrement, lorsqu’on choisit un point arbitraire de A,
la distance de ce point au point le plus proche de B par rapport à ce point est plus
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petite que la distance de Hausdorff (voir figure 3.2). Cette distance est définie par :
dH(A,B) = max{fd(A,B), fd(B,A)}





Figure 3.2 – Un exemple de la distance de Hausdorff entre deux formes A et B. On considère
le point de A le plus éloigné de B, à une distance d1 de B. On considère ensuite le point de B
le plus éloigné de A, sa distance à A est notée d2. La distance de Hausdorff est la plus grande
valeur des deux distances, en l’occurrence d1, pour l’exemple choisi.
La distance de Hausdorff n’est pas invariante aux transformations géométriques et
elle n’est pas robuste au bruit. L’avantage de cette distance est la possibilité de son
utilisation pour la correspondance partielle de formes [Bai et al., 2008].
3.3 Méthodes classiques de description de formes
Dans cette section, nous présentons plusieurs descripteurs de formes proposés dans
la littérature. Nous ne pouvons pas fournir ici une liste exhaustive, nous allons tout
de même tenter de montrer la diversité des descripteurs utilisés pour la reconnaissance
d’objets. Les descripteurs listés ici sont les descripteurs qui seront comparés à la méthode
proposée dans ce manuscrit en chapitre 5.
3.3.1 Descripteurs de Fourier
De nombreuses techniques basées sur les descripteurs de Fourier ont été proposées
pour la reconnaissance des formes. La méthode proposée dans [Arbter et al., 1990] trans-
forme une description paramétrée du contour dans le domaine de Fourier pour obtenir
un jeu de coefficients. Ces coefficients sont normalisés pour éliminer la dépendance sur
les transformations affines et sur le point de départ. Pour améliorer le taux de clas-
sification de formes, une approche multi-échelle basée sur les descripteurs de Fourier
a été proposée dans [Kunttu et al., 2006]. Cependant, ces techniques restent globales
car les descripteurs correspondants sont issus d’un calcul comprenant tous les points
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du contour (ou de l’objet entier dans le cas des descripteurs de Fourier 2D [Direkoglu
et Nixon, 2008]). L’occlusion de la forme à n’importe quel endroit entraîne alors des
perturbations sur tous les descripteurs.
Les descripteurs de Fourier complexes sont l’outil le plus populaire pour la caractéri-
sation de formes chez les biologistes [Bird et al., 1986; Cardinale et al., 2004; Duarte-Neto
et al., 2008; Torres et al., 2000]. Ces descripteurs sont issus de la transformée de Fourier
d’une représentation complexe de la forme donnée par la séquence de l’ensemble des
coordonnées des pixels du contour :
b(k) = (xk − xc) + j(yk − yc) (3.1)
pour k = 0, 1, · · · , N −1, où N est la longueur du contour. xc et yc sont les coordonnées
du centroïde de la forme, et xk et yk sont les coordonnées du kie`me point du contour de la
forme. La représentation complexe réalise l’invariance à la translation. Les descripteurs







pour n = 0, 1, · · · , N − 1.
Ces descripteurs de Fourier peuvent être interprétés comme la projection de la
forme sur les harmoniques de forme. L’amplitude du coefficient D(n) fait référence
à la contribution de l’harmonique de fréquence 2pinN dans la forme originale. Les descrip-
teurs d’ordre inférieur décrivent la forme générale et ont généralement les plus grandes
amplitudes en raison de l’importance relative des caractéristiques décrites par ces har-
moniques. En général, il a été constaté que les 10 à 15 premiers descripteurs sont habi-
tuellement suffisants pour une description quasi-complète de forme très complexe [Sonka
et al., 1998]. La figure 3.3 montre un exemple de reconstruction de forme à partir des
descripteurs de Fourier. Pour la classification de formes, seuls les premiers descripteurs
de Fourier sont donc pris en compte. Les harmoniques de hautes fréquences rejetées sont
considérées comme du bruit. Le nombre de descripteurs pris en compte est choisi de ma-
nière à avoir des résultats pratiquement indépendants des descripteurs supplémentaires
d’ordre supérieur.
L’invariance à la rotation et au changement d’échelle est obtenue en enlevant le
descripteur continu et ensuite les descripteurs sont normalisés par rapport au premier
coefficient non nul, ce qui donne les descripteurs de Fourier normalisés. La distance
entre deux formes est calculée comme la distance euclidienne entre les vecteurs associés
à des descripteurs de Fourier normalisés .
Dans le domaine de la vision par ordinateur, ont été menées plusieurs études com-
paratives entre différents descripteurs de formes à partir du contour externe (Fourier,
modèle auto-régressif, code à enchaînement, courbure multi-échelle 1 et descripteurs des
moments). Ces études ont montré la supériorité des descripteurs de Fourier pour la
1. Curvature Scale Space (CSS).
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Figure 3.3 – Un exemple de la reconstruction d’un contour de forme à partir des descripteurs
de Fourier [Rusnell et al., 2008]. (a) : Le contour original. (b) : Le contour (a) reconstruit à
partir des premiers 5% des descripteurs de Fourier ; le contour reconstruit est dessiné en noir
et le contour d’origine est superposé en gris. (c) : En ne retenant que les premiers 3% des
descripteurs. (d) : En ne retenant que les premiers 2% des descripteurs.
classification [Golden, 1980; Kauppinen et al., 1995; Mehtre et al., 1997; Zhang et Lu,
2003].
Toutefois, lorsque la forme étudiée devient moins circulaire et comporte plus de coins
angulaires, il a été démontré que les descripteurs de Fourier complexes nécessitent un
nombre important de termes d’ordre supérieur pour décrire le contour de façon satisfai-
sante [Nicoli et Anagnostopoulos, 2008]. La figure 3.4(a) montre le contour d’une image
satellite d’un ensemble de véhicules rectangulaires ; leur contour contient des compo-
santes à hautes fréquences dans les coins. La figure 3.4(b) montre le contour reconstruit
à l’aide de 20 descripteurs de Fourier. Il est évident que des descripteurs supplémen-
taires sont nécessaires pour représenter le contour qui semble encore trop rond. Pour une
bonne approximation du contour, environ 114 descripteurs sont nécessaires. La figure
3.4(c) montre une reconstitution du contour cible en utilisant 114 descripteurs.
Pour contourner cet inconvénient, une solution alternative a été proposée dans [Kuhl
et Giardina, 1982], il s’agit des descripteurs de Fourier elliptiques.
3.3.2 Descripteurs de Fourier elliptiques
Les descripteurs de Fourier elliptiques ont été largement utilisés pour la description
des contours et la reconnaissance de formes [Nixon et Aguado, 2007; Tort, 2003]. Ces
descripteurs extraits du contour de la forme ont une signification physique claire du
contour. Le contour est décrit par un ensemble ordonné d’harmoniques, chacune ca-
ractérisant géométriquement une ellipse [Kuhl et Giardina, 1982]. Chaque harmonique
est définie par quatre coefficients appelés descripteurs elliptiques, qui donnent les pa-
ramètres d’une ellipse (figure 3.5) : la longueur de l’axe majeur (2Ak), la longueur de
l’axe mineur (2Bk), l’orientation de rotation de l’axe majeur (θk), et l’angle de phase de
l’ellipse (φk) défini à partir du point de départ P . Une forme est donc décomposée en
une somme de phaseurs tournants, chacun définissant une ellipse et qui tournent avec
une vitesse proportionnelle à leur numéro d’harmoniques (figure 3.6(b)).
Les descripteurs sont définis à partir des paramètres de l’ellipse par les équations
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(a) (b) (c)
Figure 3.4 – Reconstruction d’un contour complexe à l’aide des descripteurs de Fourier [Nicoli
et Anagnostopoulos, 2008]. (a) : Contour d’une image satellite d’un ensemble de véhicules
rectangulaires ; leur contour contient des composantes à hautes fréquences dans les coins. (b) :
Le contour reconstruit à l’aide de 20 descripteurs de Fourier. (c) : Le contour reconstruit à
l’aide de 114 descripteurs. Comme le contour est relativement compliqué et contient beaucoup
de coins, un nombre important de descripteurs est nécessaire pour avoir une représentation
satisfaisante.
suivantes :
ak = +Ak cos(θk) cos(φk)−Bk sin(θk) sin(φk) (3.3)
bk = −Ak cos(θk) sin(φk)−Bk sin(θk) cos(φk)
ck = +Ak sin(θk) cos(φk) +Bk cos(θk) sin(φk)
dk = −Ak sin(θk) sin(φk) +Bk cos(θk) cos(φk)
Figure 3.5 – Représentation géométrique d’une ellipse.
Ces descripteurs sont invariants vis-à-vis de la rotation, de la translation et du
changement d’échelle. Selon [Kuhl et Giardina, 1982], pour un contour fermé représenté
par N points (xi, yi)i=1:N , les coefficients de l’harmonique d’ordre k sont donnés par :
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où L est le périmètre du contour, si est l’abscisse curviligne du point d’indice i, ∆xi =
(xi−xi−1), ∆yi = (yi−yi−1) et ∆si =
√
(∆xi)2 + (∆yi)2. L’amplitude de l’harmonique












L’amplitude des descripteurs décroît exponentiellement en fonction de l’ordre crois-
sant. Les descripteurs pris en compte pour la classification de formes sont donc les
premiers coefficients.
(a) (b)
Figure 3.6 – Reconstruction d’un contour complexe à l’aide des descripteurs de Fourier ellip-
tiques [Nicoli et Anagnostopoulos, 2008].
L’avantage des descripteurs de Fourier elliptiques est qu’ils permettent une bonne
représentation de la forme originale, même si un nombre relativement faible de descrip-
teurs sont employés. La figure 3.6(a) montre le contour de 3.4(a) reconstruit à partir de
quatre descripteurs de Fourier elliptiques (k : 0 à 3). La figure 3.6(b) montre la repré-
sentation graphique de la reconstruction du contour à l’aide des descripteurs de Fourier
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elliptiques en donnant les ellipses correspondant aux harmoniques k : 1 à 3 (le terme
d’ordre 0 décrit la position du centre du contour). La représentation par les descripteurs
de Fourier elliptiques fournit une telle estimation proche du contour original avec un
norme de descripteurs plus petit que celui des descripteurs de Fourier complexes décrits
en 3.3.1.
3.3.3 Moments spatiaux
La notion de moment en mathématiques est dérivée de la notion de moment en
physique. Parmi les descripteurs basés sur la région, les moments sont très populaires
car ils ont été introduits dans les années 60 [Hu, 1962]. Il s’agit notamment des moments
géométriques [Hu, 1962], des moments invariants [Hu, 1962], des moments de Legendre
[Teague, 1980], des moments de Zernike [Khotanzad et Hong, 1990; Teague, 1980] et
des moments de Chebyshev [Mukundan et al., 2001].
Soit une forme décrite par les points (x, y) de sa région R. Le moment géométrique


















Les moments centrés sont invariants par translation. A partir des moments cen-
trés, [Hu, 1962] a identifié sept moments, appelés moments de Hu invariants qui sont
invariants par translation, rotation et changement d’échelle. Ils sont donnés par :
MH1 = MC20 +MC02
MH2 = (MC20 −MC02)2 + 4MC211
MH3 = (MC30 −MC12)2 + (3MC21 −MC03)2
MH4 = (MC30 +MC12)
2 + (3MC21 +MC03)
2
MH5 = (MC30 −MC12)(MC30 +MC12)[(MC30 +MC12)2 − 3(MC21 +MC03)2]
+(3MC21 −MC03)(MC21 +MC03)[3(MC30 +MC12)2 − (MC21 +MC03)2]
MH6 = (MC20 −MC02)[(MC30 +MC12)2 − (MC21 +MC03)2]
+4MC211(MC30 +MC12)(MC21 +MC03)
MH7 = (3MC21 −MC03)(MC30 +MC12)[(MC30 +MC12)2
−3(MC21 +MC03)2] + (3MC12 −MC03)(MC21 +MC03)[3(MC30 +MC12)2
−(MC21 +MC03)2]
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Les moments de Hu invariants par translation, rotation et changement d’échelle
sont simples à calculer. Toutefois, ils présentent plusieurs inconvénients. Tout d’abord
ces moments sont redondants comme leur base n’est pas orthogonale ; ils présentent
un important degré de redondance d’information. En plus, les moments d’ordre supé-
rieur sont très sensibles au bruit. Finalement la présence des puissances d’ordre m et n
rend la plage des valeurs très large, ce qui mène à une instabilité numérique [Celebi et
Aslandogan, 2005].
Moments de Zernike
Teague [Teague, 1980] a proposé l’utilisation des moments continus et orthogonaux
pour surmonter les problèmes associés aux moments géométriques et invariants. Il a
introduit deux moments différents, les moments de Zernike et ceux de Legendre, sur la
base orthogonale de polynômes de Zernike et de Legendre, respectivement. Plusieurs
études ont montré par la suite la supériorité des moments de Zernike sur les moments
de Legendre en raison de leur meilleure représentation des caractéristiques de forme et
leur faible sensibilité au bruit [Mukundan et Ramakrishnan, 1998].
Les moments de Zernike sont dérivés des polynômes de Zernike orthogonaux donnés
par :
Pnm(x, y) = Pnm(r cos θ, r sin θ) = Rnm(r)exp(jmθ) (3.12)





s!× (n−2s+|m|2 )!(n−2s−|m|2 )!
rn−2s (3.13)
n = 0, 1, · · · ; 0 ≤ |m| ≤ n et n− |m| est impair.
Les moments de Zernike sont des fonctions orthogonales sur le disque unitaire (r =√
x2 + y2 ≤ 1). Le moment de Zernike d’ordre n avec répétition m de la région de forme








f(r cos θ, r sin θ) ·Rnm(r) · exp(jmθ) r ≤ 1 (3.14)
Ces moments présentent l’avantage d’être invariants à la rotation, ils sont aussi
robustes au bruit et aux variations mineures de la forme [Khotanzad et Hong, 1990;
Kim et Kim, 2000] et bien expressifs puisque la base est orthogonale (la redondance de
l’information représentée par ces moments est minimale [Teague, 1980]).
Toutefois, le calcul des moments de Zernike pose plusieurs problèmes, surtout la nor-
malisation de l’espace de coordonnées de l’image qui doit être transformé en domaine où
les polynômes orthogonaux sont définis, c’est-à-dire le cercle unitaire pour le polynôme
de Zernike. En plus le calcul des polynômes de Zernike reste difficile et complexe lorsque
l’ordre devient élevé [Mukundan et al., 2001].
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Moments radiaux de Chebyshev
Pour éviter de rencontrer les problèmes associés aux moments continus et ortho-
gonaux (moments de Zernike), on a introduit l’utilisation des moments de Chebyshev
[Mukundan et al., 2001] basés sur des polynômes orthogonaux et discrets de Chebyshev.
On a montré que les moments de Chebyshev sont supérieurs aux moments géométriques,
aux moments de Zernike, et aux moments de Legendre pour la reconnaissance de formes
[Celebi et Aslandogan, 2005]. Toutefois, cette première formulation des moments de Che-
byshev n’était pas invariante par rotation. [Mukundan, 2004] a introduit par la suite les
moments radiaux de Chebyshev qui possèdent la propriété d’invariance par rotation.
Étant donné une région de forme définie par f(r, θ), le moment radial de Chebyshev








tp(r) · exp(−jqθ) · f(r, θ)
où tp(r) sont les polynômes orthogonaux normalisés de Chebyshev d’une image de taille
N ×N définis par :
t0(r) = 1
t1(r) = (2r −N + 1)/N
tp(r) =







, p > 1










, p = 0, 1, · · · , N − 1
et m = (N/2) + 1.
La correspondance entre (r, θ) et (x, y) est donnée par :
x =
rN





2(m− 1) sin θ +
N
2
Comme pour les moments de Zernike, on peut démontrer que les amplitudes de ces
moments sont invariantes à la rotation [Mukundan, 2004].
Bilan
Outre les moments décrits précédemment, il y a d’autres moments de la représenta-
tion de forme, par exemple, le moment homocentrique polaire-radial [Jin et al., 2006],
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les moments orthogonaux de Fourier-Mellin [Zhang et al., 2010], les moments pseudo-
Zernike [Mehtre et al., 1997]. . . Les descripteurs de formes à base de moments sont
généralement concis et robustes. Ils sont également invariants à la mise en échelle, à la
rotation et à la translation de l’objet. Toutefois, en raison de leur nature globale, en
ce sens que chaque moment contient des informations sur tous les points de la forme,
la description des formes n’est pas locale. L’inconvénient principal des méthodes basées
sur les moments, c’est qu’il est difficile de mettre en corrélation des moments d’ordre
élevé avec les principales caractéristiques locales d’une forme.
3.3.4 Courbure multi-échelle (CSS)
(a) σ = 0 (b) σ = 1 (c) σ = 4 (d) σ = 7
(e) σ = 11 (f) σ = 23 (g) σ = 25 (h) σ = 29
(i)
Figure 3.7 – Courbure multi-échelle. Évolution de la forme d’une voiture de l’image originale
(a) à l’image correspondante à l’échelle σ = 29. Dans chaque image les points d’inflexion sont
marqués par des ronds. (i) : l’image CSS de la voiture donnée en (a).
La courbure multi-échelle (Curvature Scale Space : CSS ) est une représentation
des formes introduite dans [Mokhtarian et Mackworth, 1986]. Elle est invariante par
transformations affines. Cette méthode est basée sur la recherche de points d’inflexion
sur le contour sur plusieurs échelles, ceci pour passer sur plusieurs niveaux de détails.
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Le passage d’une résolution à l’autre résulte d’un lissage itéré du contour.
Soit un contour paramétré par l’équation cartésienne suivante :
Γ(s) = (x(s), y(s)) (3.15)
où s est l’abscisse curviligne du point du contour. Une version plus lisse de ce contour
est définie par :
Γσ(s) = (X(s, σ), Y (s, σ)) (3.16)
avec X(s, σ) = x(s)∗g(s, σ) et Y (s, σ) = y(s)∗g(s, σ), ∗ est l’opérateur de convolution,










La courbure multi-échelle est donnée par :
C(s, σ) =
Xs(s, σ)Yss(s, σ)−Xss(s, σ)Ys(s, σ)


















(y(s) ∗ g(s, σ))
σ fait référence au paramètre d’échelle. Cette technique est convenable pour débrui-
ter et lisser un contour car en augmentant σ on obtient une courbe de plus en plus lisse.
La fonction définie par C(s, σ) = 0 est l’image CSS du contour étudié Γ. Un exemple
est donné en figure 3.7. La comparaison entre contours au moyen de la CSS est basée
sur la comparaison des endroits des maxima des représentations CSS.
La technique CSS a été prouvée comme une technique robuste de représentation
de forme. En effet, la représentation CSS capture les principales caractéristiques d’une
forme et elle est robuste au bruit, au changement d’échelle et à l’orientation des objets.
En plus, elle est compacte, fiable et rapide tout en conservant les informations locales
d’une forme. La représentation CSS conserve fidèlement toutes les concavités et les
convexités de la forme.
Malgré tous ses avantages, la CSS n’offre pas toujours des résultats en adéquation
avec le système visuel humain. Comparée à d’autres outils, elle dispose d’une relative-
ment faible précision pour la reconnaissance de formes [Zhang et Lu, 2003]. En effet,
bien que cette représentation soit locale et basée sur une analyse multi-échelle, la com-
paraison entre les formes dans la représentation CSS se fait compte tenu des points
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de courbure nulle, et non de tous les points. Les principaux inconvénients de cette re-
présentation sont dus au problème de faibles et fortes concavités/convexités sur une
forme.
3.3.5 Contexte de forme
(a) (b) (c)
(d) (e) (f) (g)
Figure 3.8 – Calcul du descripteur contexte de forme et correspondance de formes [Belongie
et al., 2002]. (a) et (b) : Points échantillonnés de deux formes. (c) : Le diagramme de l’his-
togramme log-polaire utilisé pour le calcul du contexte de forme. Cinq points sur la direction
radiale log r et douze points sur la direction angulaire θ sont considérés. (d), (f) et (e) : Des
exemples de contextes de forme par rapport aux points indiqués respectivement par ◦, /,  sur
(a) et (b). Chaque contexte de forme est un histogramme log-polaire des coordonnées des autres
points de la forme mesurées par rapport au point de référence (couleur sombre : grandes va-
leurs). (g) : La correspondance trouvée en optimisant un coût défini comme étant la distance
χ2 entre les histogrammes.
Le contexte de forme (Shape Context : SC [Belongie et al., 2002]) est développé
comme un descripteur local pour trouver des correspondances entre des formes et des
modèles. Dans cette approche, une forme est représentée par un ensemble discret de N
points échantillonnés à partir du contour de l’objet. Étant donné l’ensemble de points,
le contexte de forme code la distribution relative (distance et orientation) des points du
plan par rapport à chaque point de la forme.
Considérons les vecteurs originaires d’un point à tous les autres points échantillonnés
sur la forme. Ces vecteurs expriment la répartition de la forme entière par rapport au
point de référence. Ce descripteur est l’histogramme des coordonnées polaires relatives
de tous les autres points.
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La figure 3.8 représente un exemple du calcul du contexte de forme. En 3.8(c) est
illustré le diagramme log-polaire utilisé pour le calcul du contexte de forme. Ce dia-
gramme considère cinq points sur la direction radiale log r et douze points sur la direc-
tion angulaire θ. L’histogramme est formé en plaçant le centre de ce diagramme sur le
point de référence considéré (figure 3.9). Dans la figure 3.8, les histogrammes en points
indiqués par ◦, /,  sur les deux formes sont représentés. Visuellement, on peut voir la
ressemblance des deux contextes de formes correspondants aux points ◦ et  qui sont
deux points similaires sur les deux formes. Par ailleurs, le point / est totalement diffé-
rent des autres et on voit clairement les différences entre l’histogramme à ce point et
les histogrammes aux autres points.
Figure 3.9 – Construction de l’histogramme pour la représentation de l’ensemble de points
utilisant le contexte de forme. L’histogramme polaire est calculé en comptant les points dans
les cases du diagramme polaire placé en point de référence.
Les contextes de forme ont été utilisés comme attributs d’un problème de corres-
pondance bipartie pondérée. Ce principe a été appliqué à une variété de problèmes de
reconnaissance d’objets [Belongie et al., 2002; Hao et Malik, 2003; Mori et Malik, 2002;
Thayananthan et al., 2003]. Le descripteur de contexte de forme possède les propriétés
d’invariance à la translation (comme il est défini en se basant sur des positions relatives),
au changement d’échelle (en normalisant les distances radiales par rapport à la distance
moyenne entre toutes les paires de points) et à la rotation (en tournant le système de
coordonnées en chaque point de sorte que l’axe des abscisses positives soit aligné avec
le vecteur tangent).
3.3.6 Contexte de forme avec distance interne
Afin d’améliorer la classification des formes articulées, les contextes de forme ont été
modifiés pour prendre en compte la distance interne au lieu de la distance euclidienne
[Ling et Jacobs, 2007].
La distance interne est définie comme la longueur du chemin le plus court entre les
points de la forme. Cette distance a la caractéristique d’être insensible aux articulations,
une propriété souhaitable pour la comparaison de formes complexes. Par exemple, la
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Figure 3.10 – La distance interne entre deux points de la forme [Ling et Jacobs, 2007]. La
polyligne en pointillés indique le chemin le plus court entre les deux points. La distance interne
est définie comme étant la longueur de ce chemin. Cette distance est insensible aux articulations,
alors que la distance euclidienne ne possède pas cette propriété.
figure 3.10 montre deux formes de la même catégorie mais avec des articulations diffé-
rentes. Intuitivement, cet exemple montre que la distance interne est insensible à l’ar-
ticulation. Notons que la distance euclidienne ne possède pas cette propriété. En effet,
définie comme la longueur du segment de droite entre les points, la distance euclidienne
ne considère pas si le segment de droite franchit les limites de la forme.
Figure 3.11 – L’angle interne entre deux points d’une forme [Ling et Jacobs, 2007]. Elle est
définie comme étant l’angle que fait la direction tangentielle au point de départ avec la direction
du plus court chemin qui relie les deux points. On voit qu’elle est insensible aux articulations.
Dans ce nouveau contexte de forme à distance interne [Ling et Jacobs, 2007] la
distance euclidienne est directement remplacée par la distance intérieure dans le dia-
gramme log-polaire. L’orientation relative entre deux points est définie comme l’angle
que fait la direction tangentielle au point de départ avec la direction du plus court che-
min qui les relie. Cette orientation est appelée angle interne et elle est aussi insensible
aux articulations (figure 3.11).
La figure 3.12 montre des exemples de contextes de forme calculés par les deux
méthodes différentes (Shape Context : SC et Inner-Distance Shape Context : IDSC). Il
est clair que le SC est semblable pour les trois formes, alors que l’IDSC n’est similaire
que pour les coléoptères. Cette figure montre bien que la distance interne caractérise
mieux la forme.
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Figure 3.12 – Le contexte de forme (shape context : SC) et le contexte de forme à distance
interne (Inner-distance shape context : IDSC) [Ling et Jacobs, 2007]. La première ligne montre
trois objets avec deux points marqués p etq sur chaque forme. Les lignes suivantes montrent
(de haut en bas), le SC à p, l’IDSC à p, le SC à q et l’IDSC à q.
3.3.7 Correspondances fixées avec mesure de probabilité de chance
Généralement les systèmes de classification de forme mesurent directement la simi-
larité ou la dissimilarité de la forme en question aux autres formes de la base disponible,
sans utiliser les informations statistiques d’appartenance à une classe donnée. Pour amé-
liorer la précision de reconnaissance, l’approche proposée dans [Super, 2006] est basée
sur l’appariement de formes utilisant une information statistique d’appartenance à une
classe donnée. En effet, la répartition des formes de la base d’apprentissage dans l’es-
pace de formes n’est généralement pas uniforme. En conséquence, des distances égales
d’une forme aux différentes autres formes n’ont pas la même signification en régions de
haute densité qu’en des régions de faible densité de l’espace. Ceci laisse penser que le
remplacement d’une distance de l’espace par une mesure de probabilité, fondée sur la
répartition des formes disponibles dans l’espace, conduirait à une meilleure précision.
L’alignement des formes se fait par la méthode de correspondances fixées décrite dans
[Sebastian et al., 2003; Super, 2003]. Cet algorithme consiste tout d’abord à définir sur
le contour les points caractéristiques correspondant à des maxima et des minima locaux
de la courbure. La figure 3.13(a) montre les points caractéristiques d’une forme typique.
Pour chaque point caractéristique x, soit y le point du contour le plus loin de x en termes
de distance euclidienne, et z le point du contour le plus éloigné de la ligne droite définie
par x et y. Pour chaque point caractéristique x, les points x, y et z servent à définir
une transformation de similitude, Tx, qui ramène le contour dans un nouveau repère
canonique où Tx(x) = (0, 0), Tx(y) = (1, 0), et, si nécessaire, le contour est réfléchi pour
avoir Tx(z) en dessus de l’axe des abscisses. Cette nouvelle représentation du contour est
invariante en translation, rotation, échelle et réflexion. Les figures 3.13(b)-(d) montrent
par exemple trois des quinze poses possibles de la forme de la figure 3.13(a). Deux
formes sont ajustées en comparant toutes les paires de poses dans le repère canonique
et en choisissant la meilleure paire de poses. La distance entre deux poses est calculée
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par la somme des distances au carré entre les points qui se correspondent selon la
correspondance fixée par leurs indices d’échantillonnage (figure 3.14). Les points des
deux poses doivent être échantillonnés selon le même schéma d’échantillonnage : même
nombre de points, même origine, même sens et même distance inter-points.
(a) (b) (c) (d)
Figure 3.13 – Points caractéristiques et poses d’une forme [Super, 2006]. (a) : Un exemple de
forme avec les points caractéristiques. Les points caractéristiques se trouvent sur des valeurs
significatives de la courbure. (b)-(d) : Trois des 15 contours normalisés, ou poses, de la forme
donnée en (a). Il y a une pose par point caractéristique. Les positions de x, y et z sont indiquées
par des points.
Figure 3.14 – Correspondance fixée de deux poses dans le repère canonique [Super, 2006]. Les
segments courts montrent les correspondances fixées des points.
Le système apprend un ensemble de fonctions de probabilité “de chance” (Chance
Probability Function : CPF ). La distance calculée après alignement des formes dispo-
nibles est utilisée pour le calcul des CPFs. Les CPFs estiment les probabilités d’obtenir
(suite à du hasard) une forme requête à des distances particulières des différentes formes
de la base. Lors de la classification ou de la recherche, les CPFs apprises sont utilisées
pour estimer les probabilités “de chance” (Chance Probability : CP) des distances obser-
vées entre la forme requête et la base de formes. Ces probabilités estimées sont ensuite
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utilisées comme une mesure de similarité pour la recherche et/ou la classification de
formes.
Soit Ef l’espace des formes disponibles et p(F ) la densité de probabilité dans cet
espace. SoitD(F, F ′) la distance mesurée entre les formes F et F ′ et PF (d) la probabilité
qu’une forme soit à une distance d de F :
PF (d) = Prob{F ′ ∈ Ef : D(F, F ′) ≤ d}
On estime cette probabilité en traitant p(F ) comme une fonction de densité discrète
définie sur la base de formes, par suite PF (d) est estimée par :
PF (d) = card({F ′ ∈ Ef : D(F, F ′) ≤ d})/card(Ef )
Figure 3.15 – La fonction de probabilité de chance CPF pour une forme [Super, 2006]. Ici est
utilisée une méthode d’interpolation linéaire par morceaux.
Supposons que les formes en Ef sont classées par la distance à F , c’est-à-dire,
F1, F2, · · · , Fn, où F1 = F . Puis PF [D(F, Fi)] = i/n pour i = 1, · · · , n. La probabilité
PF (d) pour chaque forme F est une distribution de probabilité cumulative. Un exemple
de PF (d) est montré en figure 3.15 où cette fonction est ensuite interpolée linéairement
pour obtenir la probabilité CPF.
Lors de la classification ou de la recherche, pour une pose d’une forme inconnue q,
la probabilité de q par rapport à F est définie par :
CPF (q) ≡ PF [D(F, q)] = Prob{F ′ ∈ Ef : D(F, F ′) ≤ D(F, q)}
Cette probabilité est la probabilité d’avoir une forme proche (suite au hasard) à F
qu’à q suivant la distribution des formes dans l’espace des formes. Plus cette probabilité
est faible, plus F et q sont similaires. Finalement, pour la classification ou la recherche,
la signification de la distance est utilisée à la place de la distance elle-même pour la
comparaison des formes.
Cette approche a été testée sur différentes bases d’images, les résultats obtenus sont
relativement performants [Super, 2006]. Cependant, il faut noter que la correspondance
fixée est d’autant précise que les formes sont relativement similaires. Si la base d’ap-
prentissage ne contient pas de formes très similaires à la forme requête, les résultats
seront donc bien dégradés.
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3.3.8 Correspondance procustéenne hiérarchique
La distance de Procuste [Gower, 2004] est une métrique de formes du type moindre
carré qui exige une correspondance des points des formes. Pour déterminer la distance
de Procuste entre deux formes, on trouve tout d’abord le barycentre de chaque forme,
puis on change les échelles des formes pour qu’elles aient une taille égale. L’alignement
des formes se fait en position par rapport aux coordonnées des centroïdes et en rotation
par rapport aux orientations. Ces étapes d’alignement et l’interprétation graphique de
la distance de Procuste sont décrites en figure 3.16.
(a) Les formes originales (b) Les opérations préliminaires
Figure 3.16 – L’analyse procustéenne consiste à aligner les formes en position, en échelle et
en rotation. La distance de Procuste est définie comme la somme des distances entre les points
deux à deux après alignement.
Mathématiquement, la distance de Procuste entre deux formes, F et F ′ est la somme












[(xiF − xiF ′)2 + (yiF − yiF ′)2] (3.19)








∥∥F′i − (aΓFi + t)∥∥2 (3.20)
où a est un paramètre d’échelle, t ∈ R2 est un vecteur de translation et Γ est une matrice
de rotation 2D.
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Ce concept a été utilisé dans [McNeill et Vijayakumar, 2006] pour développer une
approche multi-échelle pour la comparaison et la correspondance de formes, appelée
correspondance procustéenne hiérarchique (Hierarchical Procrustes Matching : HPM ).
Cette approche recherche récursivement les correspondances des segments de longueurs
différentes. La distance finale entre formes est calculée comme somme pondérée des
distances calculées en différentes résolutions.
L’algorithme HPM est évidemment plus compliqué que l’algorithme Procuste clas-
sique mais il fournit des résultats de reconnaissance extrêmement plus performants
[McNeill et Vijayakumar, 2006]. Il est robuste à un certain nombre de transformations
telles que les petites déformations indépendantes des parties de la forme mais il n’est
pas conçu pour traiter une occlusion importante ou un réarrangement des parties.
3.3.9 Description par arbre de forme (shape-tree)
L’approche proposée dans [Felzenszwalb et Schwartz, 2007] est une méthode de
comparaison de formes basée sur la correspondance de formes à partir d’une description
hiérarchique de leurs contours. Cet algorithme d’appariement est fondé sur une procé-
dure de composition. Il combine les appariements entre les segments adjacents sur deux
courbes pour former des appariements entre les segments les plus longs. La figure 3.17
illustre la procédure où on combine un appariement de A1 à B1 avec un autre de A2 à
B2 pour obtenir une plus longue correspondance entre les deux courbes.
Figure 3.17 – La composition des appariements entre les segments adjacents sur deux courbes
pour former un appariement entre les segments les plus longs [Felzenszwalb et Schwartz, 2007].
La figure 3.18 décrit la représentation hiérarchique des contours des formes. En
partant d’une courbe complète, le choix d’un point central coupe la courbe initiale en
deux moitiés. La description hiérarchique de la courbe est définie de façon récursive
et peut être représentée par un arbre binaire, comme l’illustre la figure 3.18. Cette
représentation est appelée arbre de forme (shape-tree).
Chaque nœud de l’arbre de forme représente la position relative d’un point central
par rapport au début et à la fin d’une sous-courbe. Le nœud successeur à gauche décrit
la sous-courbe du début jusqu’au point central alors que le successeur à droite décrit la
sous-courbe du point central jusqu’à la fin. Finalement, les feuilles de cet arbre (nœuds
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Figure 3.18 – L’arbre de forme [Felzenszwalb et Schwartz, 2007]. Les cercles pleins représentent
des points de terminaison des sous-courbes et les cercles vides représentent les points centraux.
Chaque nœud stocke la position d’un point central par rapport aux points de terminaison. Le
point central devient un point de terminaison lorsqu’une sous-courbe est divisée.
terminaux) correspondent aux emplacements des points d’échantillonnage de la courbe
par rapport à leurs points voisins.
Les nœuds terminaux de l’arbre de forme représentent les positions relatives des
trois points adjacents le long de la courbe. Ces nœuds représentent les propriétés géo-
métriques locales (l’angle formé en un point, la courbure, la distance relative entre les
points adjacents. . .). D’autre part, les nœuds près de la racine de l’arbre représentent
l’information plus globale (positions relatives des points éloignés les uns des autres).
Pour comparer deux courbes, on construit les arbres correspondants et on mesure
la quantité totale de déformation comme une somme sur des déformations appliquées à
chaque nœud de l’arbre. La distance de Procuste [Gower, 2004] est utilisée pour mesurer
la déformation en chaque nœud. La nature hiérarchique de l’arbre de forme garantit que
les deux propriétés géométriques locales et globales sont conservées.
3.3.10 Correspondance de parties de formes
En raison du bruit et de l’occlusion des objets dans les images, il est parfois impos-
sible d’extraire les contours complets de ces objets. Toutefois, des parties de contours
peuvent être correctement reconstituées soit par regroupement de bord ou en tant que
parties des contours des régions segmentées. Par conséquent, la reconnaissance d’objets
à partir des parties de contours semble une voie de recherche prometteuse [Bai et al.,
2008].
Ce concept nécessite l’élaboration d’une mesure de similarité entre des parties de
contours. Dans la littérature scientifique, seul un petit nombre d’approches a abordé le
problème de la similarité entre des parties de formes [Bai et al., 2008; Latecki et La-
kaemper, 2002; Latecki et Lakamper, 2000; Latecki et al., 2005a,b; Pentland, 1987; Saber
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(a) (b)
(c)
Figure 3.19 – Reconnaissance de formes à partir de correspondances de composants du contour
[Bai et al., 2008]. Après regroupement des pixels des composants du contour, chaque partie du
contour est comparée à des segments connus en utilisant une similitude de forme. (a) : L’image
originale d’entrée. (b) : Les pixels de contour sont groupés par des segments de droite et le
segment de contour le plus significatif obtenu par la détection de contour est marqué en rouge.
(c) : La deuxième colonne représente la partie de contour extraite de l’image dans la première.
Les colonnes qui suivent représentent les segments des contours de la base qui ressemblent le
plus au segment extrait.
et al., 2005; Tanase et Veltkamp, 2005]. Les mesures de similarité définies sur des formes
partielles exigent que la partie requête soit presque identique à la partie correspondante
du contour cible. Il s’agit clairement d’une hypothèse irréaliste à cause des distorsions
du bruit, et en raison de variations dues aux différentes perspectives de projection. Dans
l’approche de [Latecki et Lakaemper, 2002], la définition d’une mesure de similarité de
forme est basée sur une comparaison des courbes polygonales utilisant la distance Eu-
clidienne de leurs fonctions d’angle de la tangente. L’approche de [Saber et al., 2005]
est basée sur une représentation matricielle des distances deux à deux entre les points
caractéristiques des contours. Une matrice d’une partie d’un contour doit correspondre
à une sous-matrice de l’autre contour. Étant donné la meilleure correspondance, une
transformation affine est calculée, et enfin la distance de Hausdorff est établie. Ainsi,
cette approche ne tolère aucune distorsion sur un des deux contours. [Tanase et Velt-
kamp, 2005] ont proposé d’utiliser une approche de programmation dynamique étendue
directement sur la fonction angle du contour de l’objet, et la distance entre deux fonc-
tions est définie par l’intégrale de leurs différences. Leur approche n’est pas invariante
au changement d’échelle et reste très sensible aux distorsions. La méthode décrite dans
[Bai et al., 2008] donne de bons résultats avec des distorsions de forme mineures mais ne
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fournit pas une solution complète au problème de la distorsion. La mesure de similarité
utilisée dans ce papier est basée sur le contexte de forme [Belongie et al., 2002]. Le
contexte de forme a été choisi car il est robuste aux petits désalignements des parties
de contour. Un exemple de reconnaissance à partir des parties de formes utilisant cet
algorithme est montré en figure 3.19.
3.3.11 Description par chaîne de symboles
Dans [Daliri et Torre, 2008], une technique toute récente représente les formes en
utilisant une chaîne de symboles, et la reconnaissance de forme se fait par des opérations
sur cette chaîne de symboles. Il s’agit d’une approche locale basée sur les contours.
L’algorithme proposé dans ce travail est basé sur plusieurs étapes. Les deux contours
de formes à comparer sont représentés par N paires de points. Le coût de correspon-
dance entre les points des deux formes est évalué par le contexte de la forme [Belongie
et al., 2002]. Ayant le coût de la correspondance de chaque point d’une forme avec tous
les points dans l’autre forme, on obtient en utilisant la programmation dynamique la
meilleure correspondance entre les ensembles de points des deux formes. Compte tenu
de la correspondance entre les deux ensembles de points, les deux contours sont ali-
gnés ensuite en utilisant l’analyse Procuste [Gower, 2004]. Après l’alignement, chaque
contour est transformé en une chaîne de symboles et une version modifiée de la distance
éditée est utilisée pour calculer la similarité entre chaînes de symboles.
Figure 3.20 – Le codage d’un contour de forme donné par une chaîne de symboles [Da-
liri et Torre, 2008]. Le bec de l’oiseau est le point de départ et le cercle plein est le centre
de gravité. Chaque point du contour est représenté par deux symboles, l’un représentant
l’angle (A1, A2, · · · , A8) et l’autre représentant la distance par rapport au centre de gravité
(S,M1,M2, L).
La figure 3.20 illustre un exemple de la représentation symbolique d’un contour de
forme. Pour coder le contour par une chaîne de symboles, tout d’abord, le centre de
gravité du contour est localisé et sa distance maximale dmax aux points du contour
est calculée. Les distances entre les différents points du contour et le centre de gravité
Kamal Nasreddine Année 2010
104 Chapitre 3. État de l’art sur la reconnaissance de formes
sont calculées et normalisées à dmax. Ces distances normalisées sont quantifiées selon
quatre classes (S,M1,M2, L), correspondant respectivement à une petite, moyenne1,
moyenne2 et grande distance du centre de gravité.
Ensuite, pour chaque point pj du contour, les deux points pj−K et pj+K sont consi-
dérés et l’angle ∠(Pj−k, Pj , Pj+k) est calculé et quantifié dans huit classes différentes
dans [0, pi], soient huit angles différents (A1, A2, · · · , A8). Chaque point du contour est
donc représenté par deux symboles, l’un représentant l’angle et l’autre représentant la
distance par rapport au centre de gravité (figure 3.20).
Figure 3.21 – Un exemple montrant comment calculer la distance éditée entre deux chaînes :
A1 − S − A5 −M2 et A2 − S − A7 − L [Daliri et Torre, 2008]. Les flèches ajoutent le coût à
la cellule précédente. Les flèches horizontales ajoutent le coût de la suppression (il est ici mis à
1), les flèches verticales ajoutent le coût d’insertion (mis ici à 1) et enfin les flèches diagonales
ajoutent le coût de remplacement (1 ou 0, 5 ou 0) ; dans chaque cellule le coût minimum de ces
trois valeurs est sélectionné.
Pour évaluer la similarité entre deux chaînes de symboles, plusieurs algorithmes
peuvent être utilisés, tels que la distance éditée (ou distance de Levenstein) [Ristad et
Yianilos, 1998]. La distance éditée entre deux chaînes est donnée par le nombre minimum
d’opérations nécessaires pour transformer une chaîne en une autre, où une opération
est soit une insertion, soit une suppression, soit une substitution d’un seul caractère.
La distance éditée est une généralisation de la distance de Hamming définie pour les
chaînes de même longueur, où seules les substitutions sont considérées. La figure 3.21
représente un exemple montrant comment calculer la distance éditée entre deux chaînes :
A1− S −A5−M2 et A2− S −A7− L. La dernière cellule dans la matrice indique la
distance calculée pour ces deux chaînes. Cela signifie que le coût de remplacement de A2
par A1 (0, 5) + le coût de remplacement de A7 par A5 (1) + le coût de remplacement
de L par M2 (0.5) rend ces deux chaînes identiques.
L’algorithme proposé dans ce travail n’est pas rapide et il est plus compliqué que
d’autres algorithmes, mais il est plus précis. Par conséquent, cet algorithme présente
une amélioration significative par rapport aux approches antérieures à la reconnaissance
de forme. Afin d’avoir des résultats supérieurs par rapport aux algorithmes précédents,
il est nécessaire de maintenir toute la complexité de l’algorithme.
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3.4 Méthodes de classification supervisée
Dans la section précédente, nous avons vu les méthodes de description des formes et
dans cette section nous allons présenter quelques techniques de classification supervisée
qu’on va utiliser afin de valider les performances des descripteurs de forme.
Dans les problèmes de classification supervisée, on définit des règles caractérisant
l’appartenance d’un individu à une classe d’objets donnée. Les méthodes de classi-
fication ont donc pour objectif la recherche de telles règles sur la base d’un jeu de
données, selon un processus dit d’apprentissage. Le problème de classification super-
visée avec n classes pourrait être formulé comme suit : trouver un estimateur ou un
classifieur f qui détermine correctement la classe de l’appartenance d’une entrée incon-
nue x ∈ Rp en se basant sur N échantillons étiquetés, c’est-à-dire de classes connues,
(xi, yi), i = 1, · · · , N , où yi ∈ {1, · · · , n} est l’étiquette de l’échantillon xi ∈ Rp. Le but
de l’apprentissage statistique d’un classifieur est de minimiser l’erreur commise par le
classifieur sur des données inconnues. Cependant, minimiser cette erreur peut conduire
à un phénomène connu sous le nom de sur-apprentissage (overfitting). Dans ce cas le
modèle a bien appris l’ensemble de la base d’apprentissage, sans pour autant être ca-
pable de généraliser ; lorsqu’on devient de plus en plus fidèle aux données de la base
d’apprentissage, il y aura un risque de trop minimiser l’erreur apparente au détriment
de l’erreur réelle de classification. Il faut que le classifieur trouve un compromis entre la
fidélité aux données et la généralisation.
Les méthodes de classification se distinguent essentiellement par la forme concep-
tuelle de ces règles et par les procédures de construction qui en découlent. Parmi les
principales méthodes existantes, nous rappellerons brièvement le principe de la méthode
des k-plus proches voisins, puis celui des méthodes de noyau (en particulier le SVM) et
des méthodes par arbres aléatoires.
3.4.1 Méthode des k-plus proches voisins
Nous ne rentrons pas dans les détails du déroulement de cet algorithme et renvoyons
par exemple à [Knight, 1999] et [Hastie et al., 2001] pour la connaissance de différents
aspects théoriques.
Étant donné un ensemble de données labellisées (base d’apprentissage), on veut
classer un individu d’entrée en étudiant son voisinage formé selon une distance à définir
en fonction des attributs descripteurs. Cette approche consiste à étendre le voisinage du
point représentant l’individu à classer jusqu’à ce qu’il contienne k points des échantillons
d’apprentissage. Le point est alors affecté à la classe la plus représentée parmi ces k
points. Cette règle, conceptuellement très simple puisque aucune fonction complexe de
densité ne doit être estimée, porte le nom de méthode des k-plus proches voisins [Fix
et Hodges, 1989].
Dans cette méthode, l’attribution d’une classe est donc réalisée au travers d’une
règle d’affectation basée sur l’ensemble des attributs descripteurs, mais estimée locale-
ment sur un sous-ensemble de l’échantillon de base. La règle d’affectation doit d’ailleurs
être générée pour chaque nouvel individu à étiqueter, ce qui peut entraîner des coûts
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importants en temps de calcul lorsque le nombre d’individus et d’attributs descripteurs
augmente. Enfin cet algorithme est très sensible à la présence de points aberrants non
représentatifs et une présélection des variables peut permettre de supprimer cet effet si
les variables responsables de la présence des points aberrants sont alors identifiées.
3.4.2 Classification par Séparateurs à Vaste Marge (SVMs)
Les machines à vecteurs supports ou séparateurs à vaste marge 2 [Boser et al., 1992;
Vapnik, 1995] sont un ensemble de techniques d’apprentissage supervisé destinées à
résoudre des problèmes de classification et de régression. Les SVM sont une généra-
lisation des classifieurs linéaires. Ils ont été développés dans les années 1990 à partir
des considérations théoriques de Vladimir Vapnik sur le développement d’une théorie
statistique de l’apprentissage : la Théorie de Vapnik-Chervonenkis [Boser et al., 1992].
Les SVM ont rapidement été adoptés pour leur capacité à travailler avec des données
de grandes dimensions, le faible nombre d’hyper-paramètres, le fait qu’ils soient bien
fondés théoriquement, et leurs bons résultats en pratique.
3.4.2.1 Classifieur binaire
Un classifieur est dit binaire lorsque les données qu’il traite appartiennent à deux
classes seulement. Donc les étiquettes y ∈ {−1,+1} ne peuvent prendre que deux valeurs
distinctes. Dans ce cas, le problème de classification revient à trouver une surface de
séparation ∆ qui sépare l’espace χ d’entrées en deux demi-espaces, chacun affecté à une
classe.
L’hyper-surface de séparation peut être décrite par une fonction réelle h telle que
∆ = {x/h(x) = 0}. Et par suite, pour une entrée x la sortie du classifieur est donnée
par :
f(x) = signe(h(x)) (3.21)
La figure 3.22 représente un exemple de classifieur binaire.
3.4.2.2 Classifieur linéaire et classifieur non-linéaire
Le classifieur de la figure 3.22 est dit linéaire car la surface de séparation est un
hyperplan. Un hyperplan est défini par :
∆ = {x/h(x) = wTx+ b = 0} (3.22)
où le vecteur w et b sont les paramètres à trouver.
Le problème de classification revient donc à résoudre le système :
f(x) = signe(wTx+ b) = yi ⇐⇒ yi(wTx+ b) ≥ 0, i = 1, · · · , N (3.23)
2. Support Vector Machines dans la littérature anglo-saxonne.
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Figure 3.22 – Classifieur linéaire séparant par un hyperplan les données représentées par des
points blancs des autres représentées par des points noirs.
Si on peut trouver une surface plane vérifiant ces conditions, les données sont dites
linéairement séparables. Malheureusement les données de classification sont plus com-
plexes par nature. D’où la nécessité de trouver un classifieur non-linéaire pouvant trouver
des surfaces de séparation plus complexes.
Afin de pouvoir traiter des cas où les données ne sont pas linéairement séparables,
on transforme l’espace de représentation des données en un espace de plus grande di-
mension, dans lequel il est probable qu’il existe une séparatrice linéaire. Ceci est réalisé
grâce à une fonction noyau, qui doit respecter certaines conditions (figure 3.23).
Figure 3.23 – Une transformation non linéaire Φ appliquée aux données d’origine permet de
séparer les données linéairement.
La fonction noyau doit respecter certaines conditions, elle doit correspondre à un
produit scalaire dans un espace de grande dimension. Le théorème de Mercer [Mercer,
1909] explicite les conditions qu’une fonction K doit satisfaire pour être une fonction
noyau : elle doit être symétrique, semi-définie positive.
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Des noyaux usuels employés avec les SVM sont :
– le noyau polynomial : K(xi, xj) = (xTi · xj + 1)d






Afin de garantir une certaine performance du classifieur, les SVMs sont des clas-
sifieurs d’apprentissage statistique formulant des bornes sur l’erreur de généralisation.
Ces classifieurs reposent sur deux idées clés, qui permettent de traiter des problèmes
de discrimination non-linéaire, et de reformuler le problème de classification comme un
problème d’optimisation quadratique. La première idée clé est de transformer l’espace
de représentation des données d’entrées dans un autre espace où les données seront
linéairement séparables (figure 3.23). La deuxième idée clé des SVMs est la notion de
marge maximale.
La marge (figure 3.24) est la distance entre la frontière de séparation et les échan-
tillons les plus proches. Ces derniers sont appelés vecteurs supports : VSs. Dans les
SVMs, la frontière de séparation est choisie comme celle qui maximise la marge. Ce
choix est justifié par la théorie de Vapnik-Chervonenkis (ou théorie statistique de l’ap-
prentissage), qui montre que la frontière de séparation de marge maximale possède
la plus petite complexité (dite capacité dans la théorie de Vapnik-Chervonenkis). Le
problème est de trouver cette frontière séparatrice optimale, à partir d’une base d’ap-
prentissage. Ceci est fait en formulant le problème comme un problème d’optimisation
quadratique convexe qui a une solution unique, et pour lequel il existe des algorithmes
d’optimisation connus et efficaces. Les problèmes classiques rencontrés en apprentissage,
comme les minima locaux, sont ainsi évités [Andrew, 2000; Mangasarian, 1998; Vapnik,
1995].
Figure 3.24 – Classifieur à large marge SVM qui sépare les points blancs des points noirs avec
un hyperplan optimal (-). Les carrés sont tracés autour des vecteurs supports (VSs).
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3.4.2.4 Classification multi-classe
Pour les SVMs, généralement on a recours à une approche très commune pour les
classifications multi-classes (où le nombre de classes n > 2) consiste à construire un
ensemble de classifieurs binaires, chacun affecté à une tâche particulière. Deux méthodes
peuvent être utilisées :
1. Un contre tous : chaque classifieur binaire est appris pour distinguer une classe
de toutes les autres. Cette méthode nécessite de former n classifieurs.
2. Un contre un : chaque classifieur binaire est appris pour distinguer entre deux
classes. Cette méthode nécessite l’apprentissage de n(n−1)/2 classifieurs binaires
mais avec une base d’apprentissage plus petite comparativement à la méthode Un
contre tous.
3.4.3 Classification par arbres de décision
Pour définir des règles de classification à partir d’un ensemble d’exemples exis-
tants dans une base d’apprentissage, une catégorie particulière d’algorithmes utilise la
construction d’arbres hiérarchisés (figure 3.25). Les branches de ces arbres sont formées
par des tests logiques portant sur les attributs choisis de manière à discriminer au mieux
les différentes classes existantes, formant au final des classifieurs appelés arbres de déci-
sion. Ces algorithmes offrent de nombreux avantages, notamment l’absence d’hypothèses
concernant la distribution des populations cibles et la possibilité de traiter conjointe-
ment des données numériques ou qualitatives [Breiman et al., 1984; Nguyen et Nguyen,
2005]. Ils fournissent également une représentation synthétique claire du processus de
classification, dont l’interprétation est aisée [Brostaux, 2005].
Parmi les algorithmes proposés utilisant les arbres de décision, beaucoup sont limi-
tés à certaines catégories de données ou d’interactions [Loh et Shih, 1997; Shih, 1999].
Néanmoins une méthode relativement récente, appelée forêts aléatoires [Breiman, 2001],
est développée dans l’objectif d’améliorer la stabilité des prédictions et gérer des inter-
actions complexes. Cette approche est basée sur l’agrégation des résultats de plusieurs
arbres de décision.
3.4.3.1 Construction d’un arbre de décision
Il existe plusieurs méthodes pour construire les arbres de décision [Nguyen et Nguyen,
2005; Pop et al., 2005; Quinlan, 1993]. La construction de l’arbre à partir de données
se fait de haut en bas par des étapes successives où, à chaque étape, on choisit un
nœud terminal, ensuite on cherche le meilleur attribut et la meilleure question selon
une mesure de score pour enfin éclater le nœud.
Généralement les arbres utilisés pour la classification sont des arbres de décision
binaires, où chaque nœud comporte une règle de décision binaire. En ce qui concerne
l’apprentissage supervisé, la création d’un arbre de décision est un processus itératif.
Les nœuds de l’arbre sont définis à partir d’une division binaire itérative de l’ensemble
de données de la base d’apprentissage, de telle sorte que chaque nœud soit associé à
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Figure 3.25 – Un exemple d’arbre de décision utilisé pour la classification [Shih, 1999]. On
attribue à chaque nœud un test de décision en fonction des valeurs des attributs Xi choisis. Le
triple à côté de chaque nœud terminal donne le nombre d’individus de classe 1, 2 et 3 dans le
nœud. A chaque nœud terminal est associée sa classe majoritaire. Lors de la classification d’un
objet de classe inconnue, on le fait passer le long de l’arbre selon les règles de décision choisies
et enfin il est assigné à la classe du nœud terminal qu’il atteint.
un sous-ensemble d’objets étiquetés et une règle de division. Cette division itérative se
termine généralement lorsque n’importe quel nœud terminal ne comporte qu’une classe
d’objets. Les arbres de classification peuvent différer selon le type considéré de règles de
division et des critères de la division [Loh, 2009; Loh et Shih, 1997; Shih, 1999, 2004].
Divers critères ont été proposés pour la division des nœuds d’arbre de classification.
[Kass, 1980] a utilisé une procédure de test basée sur la statistique du χ2 de Pearson
pour choisir la meilleure façon de division. [Breiman et al., 1984] ont introduit le concept
CART qui fournit l’indice de Gini et le critère twoing comme critères pour la division.
La probabilité est aussi utilisée pour former des critères de division par [Quinlan, 1993].
[Taylor et Silverman, 1993] ont proposé l’amélioration moyenne a posteriori (Mean
Posterior Improvement : MPI ) comme un critère alternatif au critère Gini. [Breiman et
Friedman, 1988] et [Loh et Shih, 1997] ont employé des tests statistiques pour sélection-
ner les divisions. Quelques règles de division sont comparées dans [Buntine et Niblett,
1992; Fayyad et Irani, 1992; Loh et Shih, 1997]. Ces études et le débat qui a suivi leur
présentation ont souligné à quel point il est difficile d’être exhaustif et équitable lors de
la comparaison des algorithmes proposés.
Généralement, le choix de la règle de décision est fait à chaque nœud par la maxi-
misation du gain d’information G :
(a∗, V ∗a ) = arg max{a,Va}
G(a, Va)
où a correspond à l’attribut et Va est la valeur de division correspondante à l’attribut
a. Ce gain se mesure comme une différence de l’impureté à chaque nœud. Une série
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Figure 3.26 – Deux partitions binaires possibles selon l’attribut utilisé (a1 ou a2) [Fayyad et
Irani, 1992]. Lors de l’éclatement du nœud, on retient la partition (3 classes) qui offre le gain
le plus grand. Le gain se mesure en terme de gain dans la pureté d’information où la majorité
d’individus appartiennent à la même classe.
d’individus est dite pure si tous les individus appartiennent à la même classe. Un cas
extrême de l’impureté à un nœud se produit lorsque les effectifs de toutes les classes
sont égaux (figure 3.26). Pour quantifier la notion d’impureté, une famille de fonctions
appelées mesures d’impureté [Breiman et al., 1984] est définie. Une telle fonction doit
permettre de mesurer alors le degré de mélange des individus dans les différentes classes.
Elle doit être minimale lorsque tous les exemples appartiennent à la même classe et
maximale lorsque les exemples sont équirépartis. Lors de la construction de l’arbre, on
décide si un nœud est terminal en comparant la valeur de la fonction d’impureté choisie
par rapport à un seuil fixé, et on attribue à la feuille la classe majoritaire. Nous utilisons
φ pour désigner une mesure d’impureté. Le gain d’information est alors mesuré par la
différence entre l’impureté initiale du nœud parent et la somme des impuretés des nœuds







où φ0 indique l’impureté au nœud parent considéré et φm est l’impureté obtenue dans
le nœud m des nœuds fils.






où pmi est la probabilité de la classe i dans le nœud m.
L’indice de Gini utilisé dans [Breiman et al., 1984] comme une autre mesure d’im-
pureté donne comme résultat des arbres semblables à ceux résultant des algorithmes





Les autres critères développés par la suite [Fayyad et Irani, 1992; Taylor et Silverman,
1993] n’ont pas connu la diffusion des précédents.
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Lors de la classification d’un objet de classe inconnue, on le fait passer le long de
l’arbre selon les règles de décision choisies pour enfin lui assigner la classe du nœud
terminal qu’il atteint.
Cette méthode de classification a comme avantages d’être interprétable, flexible et
relativement efficace. Cependant elle présente des points faibles en raison d’une variance
importante et d’une précision inférieure à celle d’autres méthodes [Breiman, 2001]. Pour
pallier ces points faibles, on a recours à des approches améliorant la méthode. La solution
la plus efficace et la plus connue est d’agréger plusieurs arbres pour former des méthodes
d’ensemble et la décision globale est ensuite prise par vote, c’est-à-dire par majorité des
résultats des différents arbres, ce qui améliore bien la précision.
3.4.3.2 Les méthodes d’ensemble
Dans les méthodes d’ensemble, on construit plusieurs modèles sur la même base
de données. L’idée se fait sur un sous-ensemble de données. On appelle bootstrap
un ensemble de données obtenu en sélectionnant au hasard avec remise n observations
parmi les N >> n observations de la base d’apprentissage.
L’idée est que la construction de chaque modèle se fait par une des stratégies sui-
vantes :
a) Boosting [Freund et Schapire, 1996] Dans cette stratégie, la construction des
arbres est séquentielle et itérative. Le but de la construction séquentielle est d’amé-
liorer et optimiser la performance de n’importe quel algorithme d’apprentissage faible.
Le principe de la méthode se résume par ces étapes :
1. Sélectionner aléatoirement un ensemble D1 de n1 observations (sans remise)
2. Appliquer l’algorithme A1 à ces données.
3. Sélectionner aléatoirement n2 observations de manière judicieuse : 1/2 bien clas-
sées par A1 et 1/2 mal classées.
4. Entraîner A2 sur cet ensemble D2 de données
5. Sélectionner n3 observations qui ne sont pas classées de la même manière par A1
et A2
6. Entraîner A3 sur cet ensemble D3.
Un algorithme boosté peut aussi être utilisé au sein d’un autre. La décision est
ensuite prise par vote.
Ce type de procédure permet de renforcer n’importe quel algorithme d’apprentissage
médiocre ; on peut atteindre ainsi le niveau de performance voulu sur l’ensemble de test
(si on répète la procédure un assez grand nombre de fois).
Cet algorithme est réputé pour être un des principes d’apprentissage les plus efficaces
[Breiman, 2001].
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b) Bagging ou aléatoire [Breiman, 1996]. Cette stratégie est basée sur une construc-
tion aléatoire, parallèle et indépendante des arbres. Le but premier du bagging est d’at-
ténuer l’instabilité inhérente à certaines méthodes de discrimination. Une méthode de
discrimination est dite instable si un changement mineur dans les données provoque un
changement assez important du modèle comme le cas des arbres de décision [Breiman,
1996].
Le principe du bagging se résume par les étapes suivantes :
1. Répéter b fois : Entraîner le modèle sur un échantillon bootstrap.
2. On obtient ainsi b modèles
3. La décision pour toute nouvelle donnée est prise par vote c’est-à-dire par majorité
des résultats des modèles.
Le boosting est plus performant que le bagging, mais le dernier est plus rapide grâce
à la construction parallèle indépendante des arbres.
c) Forêts aléatoires [Breiman, 2001] Cette méthode combine l’idée de Bagging de
[Breiman, 1996] et la sélection aléatoire de caractéristiques, introduite indépendamment
par [Amit et Geman, 1997; Ho, 1998] afin de construire un ensemble d’arbres de décision
avec une variation contrôlée.
3.4.3.3 Forêts aléatoires
La forêt aléatoire (Random Forest) [Breiman, 2001] est une des dernières techniques
statistiques mises à la disposition des statisticiens pour les problématiques concernant
l’analyse de gros volumes de données. La forêt aléatoire peut s’appliquer sur des données
à la fois quantitatives (numériques) et qualitatives (symboliques). La définition que
Breiman donne dans [Breiman, 2001] est générique pour ne pas contraindre la nature
de ces paramètres. La forêt aléatoire a fait l’objet de plusieurs études prospectives et
comparatives [Bernard et al., 2007; Breiman, 2001; Geurts et al., 2006; Rodriguez et al.,
2006].
Principe Une forêt aléatoire est constituée d’une combinaison d’un ensemble d’arbres
simples de décision, avec la particularité que chacun de ces arbres est construit in-
dépendamment à partir d’un sous-ensemble aléatoire d’attributs. C’est une méthode
d’ensembles qui se base sur l’injection d’aléatoire.
Le principe est d’utiliser la technique bagging, comme proposée essentiellement par
Breiman [Breiman, 2001], avec un choix, à chaque nœud, du meilleur test parmi un
sous-ensemble d’attributs sélectionnés d’une façon aléatoire. À chaque nœud, le meilleur
embranchement est choisi parmi un petit nombre de variables explicatives.
Ainsi une forêt aléatoire peut être construite par exemple via un tirage aléatoire
des attributs qui définissent l’espace de description des données contenues dans la base
d’apprentissage, ou encore via un tirage aléatoire des données d’apprentissage utilisées
pour chaque classifieur de base.
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Avantages et inconvénients La sélection d’un sous-ensemble de variables explica-
tives parmi un grand nombre disponible permet d’obtenir une plus grande variété de
modèles. L’agrégation des classes prédites par tous les modèles générés se fait pour don-
ner un classifieur plus robuste et plus précis. La sélection aléatoire à chaque nœud d’un
sous-ensemble de variables, pour le choix de l’embranchement dans la construction de
l’arbre, réduit de beaucoup les temps de calcul.
En conséquence, on arrive à des résultats aussi performants que le boosting et même
meilleurs. De plus, l’algorithme de forêts aléatoires est plus robuste et plus rapide que
les algorithmes de boosting [Breiman, 2001; Rodriguez et al., 2006]. Pourtant les méca-
nismes qui expliquent le bon fonctionnement de ce principe de génération d’ensembles
de classifieurs basés sur l’aléatoire ne sont à ce jour toujours pas clairement identifiés ;
et bien que plusieurs hyper-paramètres puissent être utilisés pour modifier le comporte-
ment de la forêt aléatoire, leur influence sur les performances n’a pas été encore validée
théoriquement dans la littérature.
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3.5 Conclusion
L’analyse de forme est une composante fondamentale de tout problème de reconnais-
sance d’objets par ordinateur. De nombreux descripteurs de forme ont été proposés dans
la littérature. Ceux-ci peuvent être classés comme “basés-région” ou “basés-contour”. Les
descripteurs de forme basés sur le contour utilisent seulement les informations de la ligne
de la frontière de forme, sans tenir compte du contenu intérieur de la forme. Les descrip-
teurs basés sur la région sont appropriés aux objets complexes composés de plusieurs
régions déconnectées. La description basée sur les contours est considérée comme plus
importante que l’autre description car la forme d’un objet se distingue essentiellement
par la frontière et elle fait intervenir des techniques moins compliquées et moins sensibles
au bruit.
Nous avons présenté au travers de ce chapitre un bref aperçu du domaine de la
reconnaissance de formes en expliquant les concepts de base sur les formes et leurs
représentation par ordinateur. Plusieurs techniques d’extraction de caractéristiques de
forme ont été décrites et comparées. Ces approches incluent des méthodes locales, des
approches globales et des méthodes multi-échelles. Le choix des caractéristiques appro-
priées pour le système de reconnaissance de forme doit prendre en considération le genre
d’attributs adaptés à la tâche et l’application concernée. Il n’existe pas de caractéristique
générale qui serait la mieux adaptée à chaque type d’images.
Dans les images d’otolithes de poissons, c’est la forme du contour externe de la
structure qui peut servir pour l’identification de l’espèce et du stock du poisson. Par
conséquent, on s’intéresse ici à une méthode d’analyse de forme basée sur le contour
externe. Le chapitre 5 suivant sera dédié à la définition d’une nouvelle distance entre
formes pour in fine l’utiliser dans les problèmes de reconnaissance de formes d’otolithes.
Basée sur le recalage, cette méthode est une approche de comparaison locale qui prend en
considération les caractéristiques locales des formes. L’analyse multi-échelle peut servir
pour considérer en même temps des caractéristiques globales et locales plus détaillées. La
méthode est voulue invariante aux transformations géométriques et robuste aux données
aberrantes et aux occlusions, afin d’être indépendante des conditions d’acquisition des
images et des variabilités biologiques inter-individuelles.
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4.1 Introduction
Une grande variété d’applications conduisent à des problématiques dans lesquelles
des signaux de différentes longueurs doivent être comparés, pour voir en quoi ils sont
différents et quels en sont les éléments qui se correspondent. Dans de nombreuses si-
tuations, il existe une correspondance naturelle entre les éléments (composantes, coor-
données. . .) d’un signal et ceux de l’autre signal, et la seule comparaison objective est
entre ces éléments qui se correspondent. Dans de telles situations, il est facile de faire
les comparaisons. Notre travail porte sur les comparaisons plus difficiles qui se posent
lorsque la correspondance n’est pas connue à l’avance.
Dans l’analyse de l’otolithe du poisson, on s’intéresse à comparer plusieurs signaux
correspondant au même processus biologique observé sur des otolithes de différents indi-
vidus, ou bien des signaux correspondant à des observations faites sur le même otolithe
mais sous différentes modalités. Si nous souhaitons mesurer la similarité et/ou les diffé-
rences entre ces signaux, les représenter, analyser les inter-variabilités ou en construire
des modèles statistiques, il nous faut trouver un système de référence commun. Nous
proposons ici d’utiliser les outils de recalage de signaux pour la synchronisation des
mesures à comparer. Ainsi, grâce au recalage, les variations inter-individuelles seront
atténuées, et les études de comparaison pourront se faire à partir de l’information vé-
ritablement utile. Le résiduel des valeurs de signaux après recalage peut être utilisé
comme critère de comparaison à des fins de reconnaissance ou d’identification.
Formellement, le recalage est considéré comme la recherche d’une transformation
optimisant une certaine mesure de similarité. Dans la littérature, on a généralement
recours à des mesures de similarité issues de mesures de corrélation ou d’information
mutuelle [Veltkamp, 2001; Witkin et al., 1987]. Lorsque les signaux sont assez similaires,
ces mesures restent suffisantes pour produire des résultats concluants. Toutefois, dans
de nombreuses applications biologiques, comme l’analyse des otolithes de poissons, les
signaux présentent une variabilité inter-individuelle assez importante, ce qui mène à des
mesures aberrantes. Dans ce travail, nous proposons des approches robustes de recalage
de signaux et de formes 2D basées sur une formulation variationnelle.
Nous commençons le chapitre par la présentation de l’approche robuste de recalage
de signaux 1D avec sa formulation variationnelle et ses applications (section 4.2). En
particulier, nous proposons de recaler des caractéristiques structurelles entre elles pour
venir en aide à l’interprétation d’otolithe, et des caractéristiques chimiques 1 (proxies)
avec des signaux environnementaux dans le but d’estimer la loi de croissance nécessaire
pour la gestion de stocks halieutiques. Dans la deuxième partie de ce chapitre (section
4.3), le recalage de contours de formes 2D est posé comme un problème de recherche d’un
chemin géodésique dans un espace de formes. Ce recalage est basé sur le recalage robuste
de signaux 1D. Une évaluation de l’approche est faite sur des contours synthétiques,
puis sur des contours réels d’otolithe afin d’établir des modèles statistiques de formes.
1. mesurées sur les otolithes.
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4.2 Recalage de signaux 1D
L’algorithme de la déformation temporelle dynamique (DTW : Dynamic Time War-
ping) [Bellman et Kalaba, 1959] est très utilisé pour la comparaison dynamique de sé-
quences temporelles. Au tout début, il a été largement exploré pour le traitement de la
parole [Sakoe et Chiba, 1978; Sankoff et Kruskal, 1983], mais actuellement il est utilisé
dans de nombreux domaines : la reconnaissance du mouvement et des gestes [Gavrila et
Davis, 1995], la robotique [Schmill et al., 1999], l’exploration de données [Keogh et Paz-
zani, 1999], la reconnaissance de l’écriture manuscrite et la signature [Efrat et al., 2007;
Rath et Manmatha, 2003], la surveillance [Zhang et al., 2006], la bio-informatique [Vial
et al., 2009] . . . Le DTW est utilisé pour synchroniser deux séries chronologiques ; une
série chronologique est une liste d’échantillons prélevés à partir d’un signal, ordonnée
dans le temps. Une approche naïve pour faire correspondre les deux séries chronolo-
giques pourraient être de faire correspondre les échantillons par ordre de l’échantillon-
nage. L’inconvénient de cette méthode est qu’elle ne produit pas les résultats intuitifs,
car elle peut ne pas faire correspondre les bons échantillons (figure 4.1(a)).
(a) (b)
Figure 4.1 – Comparaison de deux courbes par correspondance directe des échantillons (a)
et par Dynamic Time Warping (b) [Rath et Manmatha, 2003]. Comme on peut le voir, la
comparaison par DTW est plus intuitive que la comparaison directe des échantillons.
Le DTW a été proposé pour résoudre cette contradiction entre l’intuition et la cor-
respondance obtenue des points. Le principe consiste en recherche de la correspondance
optimale entre les points échantillonnés dans les deux séries chronologiques. L’aligne-
ment est optimal en ce sens qu’il minimise une mesure cumulative de distances locales
entre les échantillons correspondants deux à deux. La figure 4.1(b) montre un tel aligne-
ment. La procédure est appelée déformation temporelle (Time Warp), car elle déforme
les axes de temps des deux séries de telle manière que les échantillons correspondants ap-
paraissent dans le même emplacement sur un axe temporel commun. La tâche du DTW
est la recherche de l’alignement optimal des séries en minimisant une fonction de coût
(ou distance). La distance utilisée dans l’algorithme DTW est la distance euclidienne
entre les échantillons.
Comme en DTW, on pose le problème de recalage de signaux comme la recherche
d’une fonction de correspondance qui optimise une fonction de coût mesurant la simi-
larité entre les signaux. La mesure de similarité proposée pour le recalage de signaux
issus de l’analyse de l’otolithe doit être une mesure robuste aux données aberrantes
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venant de la forte inter-variabilité biologique. Nous décrivons ci-dessous la formulation
variationnelle de l’approche de recalage robuste que nous proposons.
4.2.1 Formulation variationnelle robuste
Étant donné deux signaux S(t) et S˜(t), le recalage consiste à trouver la trans-
formation qui fait correspondre au mieux les points de caractéristiques similaires (fi-
gure 4.1(b)). Ceci revient à déterminer la fonction de transformation φ(t) telle que
S(t) ≈ S˜(φ(t)) où ≈ désigne une similarité optimale des signaux après alignement.
Ce problème est posé en termes de minimisation d’une fonctionnelle d’énergie ESS˜ (φ)
(4.1). Cette fonctionnelle d’énergie comprend un terme d’attache aux données, ESS˜D ,
qui évalue la similarité entre S(t) et S˜(φ(t)) et un terme de régularisation, ER qui va
permettre de contraindre et de borner les recherches sur la fonction de transformation
φ(t).





où φt = dφdt . α est un paramètre qui contrôle la régularité de la solution, sa valeur opti-
male peut être déterminée par expérimentation. Pour assurer une monotonie croissante
pour φ, la minimisation de ESS˜(φ) doit être effectuée sous la contrainte φt > 0.
Le choix de la mesure de similarité dépend de la nature des signaux à recaler. On
considère ici des signaux de même nature de telle sorte que ESS˜D (φ) puisse être donnée
par une norme
∥∥∥S − S˜(φ)∥∥∥.
Dans le cas où l’on considère la norme euclidienne comme une mesure de simila-
rité, comme considérée en DTW, toutes les données se retrouvent à contribution égale.
En présence de données bruitées, ceci n’est pas souhaitable. Afin de réduire l’influence
des points aberrants et de rendre la solution plus robuste aux inter-variabilités indivi-
duelles, nous allons introduire un estimateur robuste. La norme robuste consiste
à atténuer la contribution énergétique des points qui présentent une variation élevée
comparativement aux autres points.
Estimateur robuste
L’estimation robuste est une technique d’estimation qui se veut insensible aux petites
variations et indépendante aux valeurs inhabituelles, ce qui permet une optimisation
plus ou moins idéale de l’algorithme (figure 4.2(a)).
Le principe de l’estimateur robuste [Huber, 1981] consiste en l’utilisation d’une fonc-
tion norme ρ(r) dont la valeur s’adapte en fonction de la variation des points de données
comparée à celles de la majorité d’autres points. Cette fonction est continue, symétrique
et ayant un minimum généralement égal à zéro. On remarque sur la figure 4.2(b) que la
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(a) (b)
Figure 4.2 – Comparaison entre un estimateur robuste et un estimateur non robuste. En (a)
l’estimation robuste est une technique voulue insensible aux petites variations et robuste aux
données aberrantes. En (b) le principe de la norme robuste consiste à atténuer la contribution
des points de variation élevée.
valeur de la norme augmente et tend vers l’infini avec la fonction quadratique. Cepen-
dant, l’estimateur robuste de Leclerc tend vers une limite envisageable quand l’erreur
augmente.





où ρ est un estimateur robuste.
Le problème revient donc à minimiser la fonctionnelle suivante :







Plusieurs formes d’estimateurs robustes ρ ont été proposées [Black et Rangarajan,
1996; Huber, 1981]. Dans la suite, nous allons utiliser l’estimateur de Leclerc ρ(r) =
1− exp(−r2/(2σ2)) où σ est l’écart-type des erreurs r(t) = S(t)− S˜(φ(t)).
4.2.2 Schéma de minimisation
Pour minimiser ESS˜ (φ), deux méthodes numériques sont considérées : une par pro-
grammation dynamique et l’autre basée sur un schéma itératif incrémental.
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4.2.2.1 Programmation dynamique
La programmation dynamique est largement utilisée dans la résolution de problèmes
de DTW [Keogh et Pazzani, 1999; Rath et Manmatha, 2003; Sakoe et Chiba, 1978;
Vial et al., 2009]. Étant donné les deux signaux discrétisés S(ti)i=1..N et S˜(t˜j)j=1..M ,
l’algorithme de programmation dynamique considère dans le plan [t1, tN ] × [t˜1, t˜M ] la
grille G qui contient tous les points (x, y) tels que x = ti et y ∈ [t˜1, t˜M ], ou y = t˜j et
x ∈ [t1, tN ] (figure 4.3). Tout point (ti, t˜j) représente une correspondance des instants
ti et t˜j . On cherche une fonction de correspondance φ continue, croissante, et qui soit
linéaire sur chaque cellule rectangulaire de la grille. La valeur de l’énergie est calculée en
chaque point de la grille en fonction des valeurs aux points précédents. Le trajet du coût
minimal est finalement trouvé par parcours inverse. Ce trajet est contraint de respecter
les conditions aux limites (point de départ et point d’arrivée aux coins opposés de la
grille), la continuité (les pas consécutifs doivent être faits entre des points de cellules
adjacentes) et la monotonicité.
Figure 4.3 – Illustration du shéma de minimisation par programmation dynamique avec un
exemple de fonction de correspondance.
Sur la grille G, on appelle H[i−1,i][j] le segment horizontal t˜ = t˜j , ti−1 ≤ t ≤ ti.
De même, on appelle V[i][j−1,j] le segment vertical t = ti, t˜j−1 ≤ t˜ ≤ t˜j . Soit Gij =
H[i−1,i][j]∪V[i][j−1,j]. SoitM(t, t˜) un point de la grille tel queM ∈ Gij . SoitM ′ = (t′, t˜′)
un autre point de la grille G, on dit que que M ′ < M si t′ < t et t˜′ < t˜. Soit P(M)
l’ensemble de points M ′, précédents de M , tels que M ′ ∈ H[i−1,i][j−1] ∪ V[i−1][j−1,j] et
M ′ < M . Pour tout point M ′ ∈ P(M), on définit le coût de M ′ vers M par :
V (M ′,M) = (1− α)ρ(S(ti)− S˜(t˜j))(t− t′) + α




Le problème de minimisation de ESS˜ pourrait être reformulé en le problème de trou-
ver un entier p et une séquence de points M1 = (t1, t˜1),M2, · · · ,Mp−1,Mp = (tN , t˜M ),
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avec Mi−1 ∈ P(Mi), qui minimise un coût global L(M1, · · · ,Mp) =
∑p
i=2 V (Mi−1,Mi).
Ce chemin peut être trouvé efficacement en utilisant le programme dynamique qui
évalue d’une façon récurrente le coût au pointM ,W (M), comme une mesure cumulative
du coût au point précédent M ′ et du coût de M ′ vers M :
W (M) = inf
M ′∈P(M)
(W (M ′) + V (M ′,M))
Pour plus de détails sur la technique de minimisation par programmation dyna-
mique, nous renvoyons le lecteur aux travaux de [Kruskall et Liberman, 1983].
4.2.2.2 Algorithme itératif incrémental
Dans l’algorithme de minimisation par schéma itératif que nous proposons, le signal
le plus court est interpolé pour avoir deux signaux du même nombre d’échantillons
(N = M). Le problème est posé de la façon suivante. A chaque itération k, étant donnée
φk on calcule l’incrément δφk tel que φk+1 = φk + δφk et δφk = argmin
δφ
ESS˜(φk + δφ).
L’initialisation est donnée par la fonction identité.
Cette minimisation utilise une estimation pondérée par une fonction de pondération
ω appelée fonction de poids associée à la norme robuste. La valeur de ω s’ajuste selon
l’ampleur de la variation des données donnant un poids voisin de zéro pour les obser-
vations ayant des résidus importants, et un poids proche de un pour les observations
ne présentant pas d’anomalie. La fonction de pondération ω(r) associée à l’estimateur
robuste ρ(r) est définie à partir de la fonction d’influence, ψ(r), la dérivée première de









La figure 4.4 donne les représentations graphiques des fonctions d’influence et de
poids des deux normes, quadratique et robuste de Leclerc. Pour cette dernière, la valeur
du poids ω(r) est inversement proportionnelle à l’erreur, ce qui permet d’avoir un poids
robuste minimal pour un résidu élevé. Pour le modèle quadratique, on remarque que le
poids est une fonction constante.
En utilisant un algorithme pondéré au sens des moindres carrés itératif, deux étapes
sont considérées :
1. le calcul des poids robustes ωki issus de l’estimateur robuste ρ. Par exemple, les






) où r(ti) =
S(ti)− S˜(φk(ti)) et σ est l’écart-type de la distribution des r,
2. l’estimation de δφk = {δφk(ti)} comme solutions successives de la minimisation
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Figure 4.4 – Comparaison des estimateurs et leurs fonctions de poids correspondantes. Les
poids correspondant à l’estimateur quadratique sont identiques pour toutes les observations.







∥∥∥φk(ti+1) + δφ(ti+1)− φk(ti−1)− δφ(ti−1)∥∥∥2 (4.7)
avec S˜t = dS˜dt .
Pour α = 0, l’équation obtenue n’a pas de solution unique. L’expression de δφk(ti)





g(ti) = (1− α)(S˜(φk(ti))− S˜(φk(ti−1)))
N(ti) = ω(r(ti))g(ti)r(ti)
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Figure 4.5 – Visualisation des bornes applicables à la transformation recherchée.
Par ailleurs, il est naturel d’imposer comme contrainte supplémentaire à savoir que
φ soit croissante. De manière générale, on impose la condition suivante : φk+1(ti) ≥
φk+1(ti−1) +  avec  une valeur positive. Dans certains cas, cette contrainte peut être
renforcée par la définition de bornes inférieure et supérieure délimitant l’ensemble des
transformations admissibles (figure 4.5).
4.2.3 Application aux signaux d’otolithes
4.2.3.1 Aide à l’interprétation
Le recalage de signaux est un outil nécessaire pour la comparaison de signaux issus
d’un même processus biologique. Lorsque l’on étudie un processus particulier chez plu-
sieurs individus, on remarque que les signaux présentent des caractéristiques similaires.
Afin de déterminer la forme typique du processus observé, il nous faut ramener tous
les signaux à un référentiel commun. Le recalage sert dans ce cas à synchroniser les
différentes observations.
La figure 4.6 représente des signaux qui correspondent à des mesures de niveaux
d’intensité le long du grand axe de croissance 2 sur des images d’otolithes de Plie de
même groupe d’âge (7 ans). On remarque que ces signaux présentent des oscillations
correspondant aux anneaux de croissance des otolithes.
Cette caractéristique est commune à tous ces signaux mais ils ne sont pas repré-
sentés en synchronisation des oscillations, ce qui rend difficile la comparaison locale ou
la détermination de la forme typique. Ces mesures sont représentées en fonction de la
distance du pixel au nucleus. L’apparition des anneaux de croissance est une spécifité
individuelle en ce sens qu’elle est sujette à des variations en fonction des conditions envi-
ronnementales et endogènes. Pour effacer ces variations inter-individuelles, il faut recaler
les signaux ; il s’agit d’une étape de pré-conditionnement nécessaire avant l’application
de toute autre procédure statistique.
2. défini par l’expert comme une zone préférentielle de lecture. Partant du nucleus comme origine, cet
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Figure 4.6 – Profils d’intensité des images le long du grand axe de croissance sur des otolithes
de poisson Plie d’âge 7 ans. Il s’agit du même processus observé sur des sujets différents. Les
mesures sont donc observées sur des intervalles différents et sujettes à des variations inter-
individuelles.
Figure 4.7 – Recalage linéaire des signaux de la figure 4.6.
Les signaux représentés en figure 4.7 correspondent aux mêmes signaux que ceux de
la figure 4.6 mais alignés linéairement. Nous observons que les signaux sont ramenés au
même intervalle d’observation mais les oscillations correspondantes ne sont pas encore
synchronisées, et par suite ce recalage n’est pas suffisant pour déterminer la forme
typique du processus observé.
En figure 4.8 nous reportons les signaux recalés par l’approche de recalage non-
linéaire proposée. Les oscillations des signaux sont dans ce cas bien synchronisées. Ces
signaux recalés seront utilisés dans des procédures d’inférence statistique en vue d’une
aide à l’interprétation. Par exemple, en moyennant les valeurs des signaux après recalage
non-linéaire, nous obtenons la courbe de la figure 4.9. Cette courbe correspond à la forme
axe correspond souvent au plus grand allongement de l’otolithe et présente le maximum d’informations.
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Figure 4.8 – Recalage non-linéaire des signaux de la figure 4.6. Les oscillations des signaux
sont bien synchronisées.
typique du processus observé si l’on mesure l’intensité du niveau de gris le long du grand
axe sur une image d’otolithe de Plie d’âge 7 ans. Cette forme typique est associée à une
courbe de variance représentant les caractéristiques locales des variations de l’opacité,
liées à la variabilité naturelle. La figure 4.10 représente la courbe de croissance typique
de l’otolithe de Plie estimée par le lecteur expert à partir de la forme typique donnée
en figure 4.9.
Figure 4.9 – Moyenne et variance des signaux de la figure 4.6 après recalage par l’approche
non-linéaire proposée.
Il est important de noter que l’estimation de l’âge à partir de l’interprétation des
structures des otolithes fait l’objet de controverses récurrentes. A titre d’exemple, un
échange réalisé au niveau européen en 2003 pour un échantillon d’otolithes de Plie a
montré que le taux d’agrément à l’âge modal variait de 40% à 95% suivant l’expérience
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Figure 4.10 – Estimation de la loi de croissance typique pour des otolithes de Plies.
du lecteur. D’autres études récentes [De Pontual et al., 2006; Mellon et al., 2010] s’ap-
puyant sur des campagnes de marquage-recapture ont mis en évidence l’invalidité des
critères communément utilisés pour l’estimation d’âge de Merlu. Dans ce contexte, l’ou-
til développé sera utilisé comme outil d’aide à l’interprétation ou de mise en évidence de
protocoles d’interprétation. La forme typique peut par exemple être exploitée pour esti-
mer un profil de croissance en présence de zones aveugles (zones sans informations). Elle
peut aussi permettre de distinguer, s’il y a lieu, les marques apériodiques (associées à
des événements apériodiques : stress environnementaux, reproduction. . .) des marques
périodiques (figure 4.11). De la même façon, la loi de croissance typique permet de
disposer d’un gabarit de croissance a priori permettant au lecteur expert d’établir un
incrément arbitraire à partir duquel il pourra considérer qu’il a affaire effectivement à
une marque de structure, qu’il va falloir sélectionner. Ce seuil de distance dynamique
définissant la dimension des éléments peut être utilisé pour vérifier la concordance des
stries détectées et donc pour régler les problèmes d’absence de stries et de présence de
fausses stries. Ces données peuvent également être exploitées dans la définition d’une
mesure de confiance des interprétations.
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(a)
(b)
Figure 4.11 – Le profil recalé laisse apparaître la présence de trois faux anneaux qui ne sont
pas des marques annuelles. Les faux anneaux sont indiquées par × sur l’image originale.
4.2.3.2 Estimation de la loi de croissance
L’estimation de la loi de croissance est un enjeu majeur dans les études halieutiques
car elle permet d’accéder à la clé taille-âge du poisson 3 [Lester et al., 2004; Yu et Wann,
2009].
Nous présentons ici une application du recalage de signaux 1D à l’estimation de la
loi de croissance de poissons. L’idée est de recaler une signature chimique portée par
l’otolithe à un signal issu de l’environnement. Par exemple, la concentration de l’isotope
d’oxygène δ18O dans les otolithes est connue pour être liée à la température de l’eau
[Panfili et al., 2003].
Dans la figure 4.12(a) on voit que la mesure du δ18O le long d’un axe de croissance de
l’otolithe peut être considérée comme un signal modulé en fréquence. La loi modulante
n’est rien d’autre que la variation de croissance de l’otolithe avec l’âge du poisson.
Le recalage du signal δ18O avec les enregistrements de la température de l’eau fournit
un moyen pour estimer la relation espace-temps et par suite la loi de croissance de
3. pour plus de détails, le lecteur pourra se reporter au chapitre 1 de ce document.
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l’otolithe comme illustré sur la figure 4.12(b). Notons que la croissance corporelle des
poissons et la croissance des otolithes sont souvent en forte corrélation et par suite on
sait établir via des modèles mathématiques la loi de croissance individuelle du poisson
à partir de la croissance de l’otolithe [Xie et al., 2005].
(a) Recalage de signaux 1D (b) La loi de croissance estimée comme la
fonction de correspondance entre le temps et
l’espace de l’otolithe passe par les points dé-
terminés visuellement par un lecteur expert
lors de son analyse des structures de l’oto-
lithe
Figure 4.12 – Recalage d’une signature chimique mesurée le long d’un axe de croissance d’un
otolithe de poisson et les enregistrements de température de l’eau pour estimer la loi de crois-
sance de l’otolithe.
La figure 4.13 illustre cette application sur quatre otolithes de Morue d’âge deux ans.
Nous pouvons voir que ces différents otolithes ont à peu près la même loi de croissance
sur les deux années d’étude.
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Figure 4.13 – Recalage d’une signature chimique mesurée le long d’axes de croissance de quatre
otolithes de Morue et les enregistrements de température de l’eau pour estimer leurs lois de
croissance. Le temps allant de zéro à deux ans. Droite : La loi de croissance estimée comme
la fonction de correspondance entre le temps et l’espace de l’otolithe. Gauche : Le recalage
effectué.
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4.3 Recalage de contours de formes 2D
Généralement, les méthodes de recalage des contours peuvent être regroupées en
deux grandes classes : celles basées sur des transformations rigides contre celles ba-
sées sur des déformations non rigides [Veltkamp et Hagedoorn, 2001]. Les méthodes du
recalage rigide recherchent les paramètres optimaux qui alignent des points caractéris-
tiques, en supposant que la transformation est composée seulement d’une translation,
d’une rotation et d’une mise à l’échelle ; elles manquent donc de précision et ne peuvent
pas appréhender toute la variabilité (la variabilité inter-individuelle par exemple).
Les méthodes fondées sur les déformations élastiques s’appuient sur la minimisation
d’un critère d’appariement approprié [Veltkamp et Hagedoorn, 2001]. Elles peuvent pré-
senter l’inconvénient d’un traitement asymétrique des deux courbes et dans de nombreux
cas, ne garantissent pas l’invariance vis-à-vis de la rotation et de la mise en échelle. En
outre, les techniques existantes prennent généralement avantage de contraintes spéci-
fiques aux applications et/ou de l’utilisation de points de repère sur la forme. Ces points
sont généralement définis comme points de courbure minimale et points de courbure
maximale [Del Bimbo et Pala, 1999; Super, 2006], points de courbure nulle [Mokhtarian
et Bober, 2003], points à une distance de points spécifiques [Zhang et al., 2003], des
parties de courbes convexes ou concaves [Diplaros et Milios, 2002], ou tout autre critère
approprié aux formes concernées.
Nous nous intéressons à une approche robuste de recalage de contours de formes, avec
un traitement symétrique, sans contraintes spécifiques et qui soit spatialement locale
et invariante par rapport à la rotation, à la translation et au facteur d’échelle. Pour
arriver à ces fins, nous proposons d’utiliser les géodésiques dans l’espace des formes
qui se révèlent un outil puissant pour assurer les propriétés voulues. Le recalage de
contours de formes est posé comme un problème de recherche d’un chemin géodésique
dans un espace de formes. Dans la suite nous commençons par définir l’espace de formes
et les géodésiques de formes avec un aperçu rapide sur les travaux antérieurs avant de
présenter l’approche proposée. Délibérément, nous n’allons pas rentrer dans les détails
mathématiques, nous allons utiliser le développement mathématique nécessaire pour
bien présenter l’approche proposée, et le lecteur intéressé pourra revenir aux travaux et
documents référencés.
4.3.1 Géodésiques et analyse de formes
L’analyse de formes en utilisant les géodésiques dans l’espace des formes est apparue
comme un outil puissant pour comparer des formes en assurant l’invariance aux trans-
formations géométriques. L’étude des espaces de formes planaires a connu récemment
un regain d’intérêt [Bookstein, 1986; Klassen et Srivastava, 2002; Klassen et al., 2004;
Michor et al., 2008; Mio et al., 2009; Younes, 2000] ; ces espaces de formes ont été étudiés
pour l’analyse des variations de formes dans de nombreuses applications de vision par
ordinateur : en particulier en surveillance [Charpiat, 2009; Srivastava et al., 2005], en
imagerie médicale [Charpiat et al., 2005; Mio et al., 2007; Srivastava et al., 2005] et en
météorologie [Cohen et Herlin, 1998].
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Espace de formes Étant donné un contour planaire fermé Γ, le groupe des transla-
tions, rotations et changements d’échelle crée une famille de contours planaires fermés.
Les éléments de cette famille ont tous la propriété d’une caractéristique commune qui
est leur forme. L’ensemble de toutes ces familles est appelé l’espace de formes. Mathé-
matiquement, l’approche commune consiste à définir un espace de formes en utilisant
les variétés d’un ensemble de formes d’intérêt.
Variété Riemannienne Étant donné un ensemble de formes individuelles d’inté-
rêt, l’espace de formes est généralement une variété non-linéaire 4 de ces éléments. Le
contexte théorique consiste donc en la construction de cette variété de formes. Le cadre
de Riemann, en particulier, est attrayant car il offre des espaces de formes avec une
structure riche très utile pour les différentes applications [Klassen et al., 2004]. L’idée
principale de ce type de variété est d’étendre la notion de surface à des objets de dimen-
sion plus grande 5. Plus intuitivement, Riemann considère une variété de dimension n
comme un empilement continu de variétés de dimension n− 1 [Jost, 2002]. Notons que
cette description intuitive n’est en fait valable que localement, c’est-à-dire au voisinage
de chaque point de la variété. Chaque variété est munie d’une métrique permettant de
définir la longueur d’un chemin entre deux points de la variété. Une discussion générale
de plusieurs classes de paramétrisation et métriques qui ont été introduites à cet effet
peut être trouvée dans [Michor et Mumford, 2007].
Géodésiques de formes La distance entre deux formes données dans l’espace de
formes est définie comme la longueur minimale d’un chemin sur la variété qui relie ces
deux formes. Ces chemins les plus courts sont connus sous le nom des géodésiques et
leur détermination se fait en utilisant la géométrie locale de la variété. Les géodésiques
dans l’espace des formes sont donc définies comme les trajets les plus courts entre les
formes par rapport à une métrique donnée. Nous nous sommes particulièrement intéres-
sés au gauchissement qui est défini par des petites déformations locales lisses passant
d’une forme à l’autre. Sur la variété, ce gauchissement sera décrit par une géodésique
comme illustré en figure 4.14. Les géodésiques sont largement utilisées dans des études de
variation et changement de formes d’organismes ; par exemple, les variations morphomé-
triques (le gauchissement d’images 6) peuvent être traitées comme un trajet géodésique
dans un espace de formes [Younes, 2000].
Analyse de formes Plusieurs applications intéressantes ont été abordées à partir de
l’analyse de formes par l’approche de l’espace et les géodésiques de formes.
La première application concerne l’estimation de la déformation d’une forme à
l’autre. Les formes intermédiaires interpolées entre deux formes sont générées par le
4. courbée.
5. par définition, la dimension d’une variété désigne le nombre de paramètres indépendants qu’il faut
se fixer pour positionner localement un point sur la variété. Les courbes sont des variétés de dimension
un puisque l’abscisse curviligne (par exemple) suffit à décrire la position.
6. Image warping dans la littérature aglo-saxonne.
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(a) Forme
de départ
(b) Formes interpolées : chemin géodésique allant
de (a) jusqu’à (c) dans l’espace de formes
(c) Forme
d’arrivée
Figure 4.14 – Chemin géodésique dans un espace de formes. Le chemin de déformation repré-
senté est celui allant de (a) à (c).
chemin géodésique reliant les points correspondants dans l’espace de formes. Cette ap-
plication a été utilisée pour l’estimation de la déformation des silhouettes de personnages
dans des séquences vidéo [Charpiat, 2009; Srivastava et al., 2005] puis dans le domaine
biomédical pour l’estimation de la déformation des organes [Charpiat et al., 2005; Mio
et al., 2007; Srivastava et al., 2005].
La deuxième application a porté sur l’utilisation de la distance géodésique (la lon-
gueur du chemin géodésique) comme une mesure de similarité pour la comparaison des
formes [Younes, 1998, 2000]. Ceci étant, cette mesure de similarité n’a, à notre connais-
sance, jamais été testée sur des problèmes de reconnaissance de formes, c’est pourquoi
nous proposons dans le chapitre suivant une nouvelle distance pour la classification et la
recherche de formes. Une autre application concerne les études statistiques de formes ;
étant donné un ensemble de courbes (ou de formes), on peut définir les notions de
forme moyenne et de covariance en utilisant les chemins géodésiques, et donc élaborer
des cadres statistiques pour l’étude des formes [Klassen et al., 2004].
La motivation d’utiliser l’approche de l’espace et les géodésiques de formes pour
l’analyse et la comparaison de formes réside dans le fait que la métrique donnée par
la distance géodésique est invariante par rapport à un ensemble de transformations
géométriques (rotation, translation, changement d’échelle. . .). Aussi, la fonction de cor-
respondance trouvée entre les formes peut être contrainte d’être un difféomorphisme
(c’est-à-dire lisse et inversible, avec une inverse lisse) pour que les parties connexes
restent connectées, les ensembles disjoints restent disjoints, la régularité des caracté-
ristiques telles que la courbure soit préservée, et les coordonnées soient transformées
de manière cohérente. En outre, le recalage de contours exprimé par une formulation
variationnelle de cette approche peut assurer un traitement symétrique [Younes, 2000].
Travaux antérieurs Les travaux sur les espaces de formes se distinguent principa-
lement par la représentation des courbes qui peut être discrète (par l’utilisation des
points repères) ou continue (par des fonctions continues comme l’expression de l’angle
de la tangente à la courbe en fonction de l’abscisse curviligne). Pour construire une
géodésique dans l’espace de formes, les approches proposées formulent le problème par
des équations aux dérivées partielles (EDP) ou par des formalismes variationnels. Des
contraintes sont ajoutées parfois aux formulations selon les applications et les formes
étudiées. Un exemple de ces contraintes pourrait être d’empêcher le croisement des
courbes.
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Les premières formulations de l’espace de formes, et l’utilisation de paramètres pour
définir les statistiques de formes, ont été développées dans les travaux pionniers de
[Kendall, 1984] et [Bookstein, 1986]. Dans ces travaux, un objet 2D est représenté
comme un ensemble discret de points de repère. En supprimant les effets de translation,
de rotation, et de changement d’échelle de ces points de repère, l’espace de formes est
donné par la structure d’une variété Riemannienne courbée. La théorie des espaces de
formes fondés sur les points repères a été examinée dans plusieurs ouvrages [Dryden
et Mardia, 1998; Small, 1996]. L’espace de formes étudié dans ces approches est une
variété Riemannienne de dimension finie, souvent appelé une variété de formes ; les
différentes formes correspondent à des éléments de cet espace et la quantification des
différences de forme est obtenue par une métrique Riemannienne sur cet espace (par
exemple, la métrique de Procuste). Un aspect important de ce travail est sa maturité
pour des cadres statistiques. Les chercheurs ont défini les distributions de probabilité
sur ces variétés de formes et ont cherché des méthodes statistiques pour l’estimation de
la forme comme dans [Mardia et Dryden, 1989]. Dans ces approches, la correspondance
des points des courbes est souvent faite à la main bien qu’il existe quelques exceptions
[Cremers et al., 2002]. Récemment, [Charpiat et al., 2005] ont étudié les statistiques de
formes en se basant sur la notion de la distance de Hausdorff entre les points repères.
Ils proposent d’utiliser des approximations lisses de la distance de Hausdorff reposant
sur une comparaison des fonctions de distance signées de formes. L’approche proposée
par [Eckstein et al., 2007] est conceptuellement liée. Ils considèrent le flot de gradient
régularisé géométriquement pour la déformation des surfaces.
Une limitation majeure dans ces travaux est l’utilisation de points de repère pour
définir les formes. Les formes sont souvent codées par un échantillonnage grossier des
contours des objets, les résultats et la précision de l’analyse de la forme qui en résulte
sont fortement dépendantes des choix effectués. En outre, il est généralement difficile
d’automatiser la sélection de ces points repères. Cependant, d’autres travaux plus ré-
cents ont porté sur la représentation continue des variations de formes planes, où les
espaces de formes sont des variétés de dimension infinie [Klassen et al., 2004; Younes,
2000]. Dans ces approches on représente les contours par une fonction continue sous
forme de courbe, pour ensuite étudier leurs formes (bien sûr, la mise en œuvre par or-
dinateur et l’implémentation numérique nécessitent une discrétisation éventuelle, mais
la discrétisation n’intervient ici que le plus tard possible).
Afin de dériver une géodésique dans l’espace de formes, on se concentre générale-
ment sur une métrique Riemannienne particulière ayant des propriétés bien spécifiques
[Michor et al., 2008]. Par une approche variationnelle, [Younes, 1998] a proposé d’uti-
liser une métrique qui mesure le coût de déformation entre les éléments (les courbes)
de l’espace de formes. La métrique Riemannienne est définie sur l’espace tangent à une
courbe, c’est-à-dire sur l’espace des transformations infinitésimales d’une courbe, puis
étendue à tout l’espace. Des travaux plus récents [Klassen et al., 2004; Mio et al., 2007;
Schmidt et al., 2006] ont souligné l’efficacité de ce modèle de l’espace de formes et ont
développé sa théorie mathématique [Michor et Mumford, 2007]. Ce concept a été gé-
néralisé ultérieurement à l’espace des images [Ceritoglu et al., 2009; Miller et Younes,
2001; Miller et al., 2006]. [Michor et Mumford, 2003] ont utilisé les équations aux déri-
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vées partielles (EDP) et ont étudié des métriques sur l’espace des courbes lisses modulo
des reparamétrisations. Bien que ce travail établisse un cadre mathématique rigoureux
pour comparer les courbes lisses, il manque de contraintes empêchant que les courbes
se croisent. [Klassen et al., 2004] ont défini leur espace de formes à partir des courbes
planaires paramétrées par l’abscisse curviligne. Cette simplification a conduit à une
équation différentielle ordinaire (EDO) au lieu d’une équation aux dérivées partielles
(EDP) pour le calcul des géodésiques. Une limitation clé de cette approche est que les
distances calculées ne sont en général non symétriques, leur calcul est aussi intrinsè-
quement instable. [Sharon et Mumford, 2006] concevaient une métrique basée sur des
correspondances entre objets 2D par des transformations conformes (qui conservent les
angles).
Une méthode d’analyse de formes qui contraint les courbes à ne pas présenter d’auto-
intersections est l’approche par difféomorphisme, d’abord proposée par [Grenander,
1993]. Dans ce cadre, les variations de forme sont représentées comme les actions des dif-
féomorphismes sur un modèle. [Younes, 1998, 2000] a adopté cette approche et défini une
métrique sur un groupe de difféomorphismes, qui est de dimension infinie. L’approche
par difféomorphisme préserve les formes et la construction proposée par [Younes, 1998,
2000] se limite d’emblée à l’étude de courbes sans croisements. Une limitation de cette
approche est la nécessité de considérer l’action du groupe de difféomorphisme ; le coût de
complexité de calcul des difféomorphismes est élevé. Les développements ultérieurs [Mi-
chor et al., 2008] considèrent la possibilité de déformation de courbes avec croisement.
Dans l’étude qui nous intéresse, les courbes étudiées sont sans croisement et nous ne
voulons pas permettre de telles déformations, c’est pour cela que nous allons considérer
dans notre approche la formulation variationnelle proposée par [Younes, 1998, 2000] qui
est, par ailleurs plus stable et symétrique par définition [Schmidt et al., 2006].
4.3.2 L’approche proposée
L’approche que nous allons retenir dans ce manuscrit est la méthode de construction
proposée par [Younes, 2000] sous la forme variationnelle car elle est stable et empêche
le croisement des courbes. La recherche du trajet géodésique entre deux formes avec
une formulation variationnelle remonte à une question de recalage conformément à la
métrique considérée. Étant donné une paramétrisation des deux courbes 2D, cela revient
à un recalage de signaux 1D (figure 4.15).
L’approche de recalage entre deux formes F et F˜ , proposée dans [Younes, 2000]
consiste à minimiser la mesure de similarité donnée par :







où s est l’abscisse curviligne, θ et θ˜ sont les fonctions angles 7 qui représentent F et
F˜ respectivement. φ désigne la fonction de correspondance et φs = dφds . La mesure de
7. La fonction angle est définie comme étant l’angle que fait la tangente au point de la courbe avec
l’axe horizontal.
Année 2010 Kamal Nasreddine
4.3. Recalage de contours de formes 2D 139
Figure 4.15 – La fonction de correspondance φ des deux contours F et F˜ de la figure 4.14 :
à gauche, la fonction de correspondance est une fonction monotone qui fait correspondre une
abscisse curviligne entre 0 et 1 sur le premier contour à l’abscisse curviligne du deuxième
contour ; à droite, visualisation de la fonction de correspondance comme recalage de contours
2D.









La paramétrisation du contour via la fonction d’angle θ(s) conduit naturellement à
une représentation qui est conforme aux propriétés d’invariance attendues (translation et
mise à l’échelle). Toute translation de la courbe n’a aucun effet sur θ, et toute homothétie
n’a aucun effet sur le paramètre normalisé s. Ainsi, les courbes modulo translation et
homothétie seront toutes représentées par la même fonction d’angle θ(s). Une rotation
d’angle c transforme la fonction θ(s) en θ(s) + c modulo 2pi. Pour assurer l’invariance
par rotation, la minimisation de MSFF˜ (φ) pour tous les choix d’origines des courbes
est considérée.
Vue comme une fonction de coût, cette mesure de similarité correspond au coût de
déformation recalant les deux formes F et F˜ . Sa détermination explicite respecte toutes
les conditions nécessaires pour avoir une vraie distance entre les courbes 2D (ceci a été
validé par une approche algébrique et variationnelle détaillée dans [Younes, 2000]).
Les étapes de la construction aboutissant à la formulation de l’équation (4.9) peuvent
être résumées comme suit :
1. Soit C l’espace de formes considéré. Chaque objet dans C est supposé pouvoir
être déformé en tout autre objet dans C. Notre objectif est de définir une distance
mesurant la quantité de déformation nécessaire pour passer d’une forme à l’autre.
2. Les déformations sur C sont représentées par l’action d’un groupe G de dimension
infinie :
G× C → C
(a, F ) → a · F
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Le fait que chaque objet peut être déformé en un autre objet implique que l’action
du groupe est transitive : pour toutes formes (F, F˜ ) ∈ C2, il existe a ∈ G tel que
a · F = F˜ .
3. Soit e l’élément identité de G et δe une petite variation de e dans une direction
donnée. Pour toute forme F dans C, on définit le coût d’une petite déformation
infinitésimale F → (e+δe)·F . Le groupe d’actionG est muni d’une métrique Riem-
mannienne appropriée. Pour déduire le coût de déformation entre deux formes,
on va appliquer le principe de moindre action pour ainsi chercher l’élément du
groupe le plus proche de l’identité.
4. Le coût total de déformation d’une forme F par une suite de petites déformations
définissant un chemin g : [0, 1] → G est calculé en intégrant les coûts des petites
déformations.
5. Le coût de déformation d’une forme F en une autre forme F˜ , avec F˜ = a · F où
a ∈ G est défini comme le coût minimum parmi tous les chemins g : [0, 1] → G
tel que g(0) = e et g(1) = a. Formellement, soit γ(a, F ) le coût (de déformation)
de la transformation F → a · F . Pour comparer deux formes F et F˜ , on pose
d(F, F˜ ) = inf
g
γ(a, F ), F˜ = a · F , ce qui correspond au plus faible coût demandé
pour déformer F en F˜ .
Formulation robuste Afin d’améliorer la robustesse de cette approche aux données
aberrantes, nous y avons introduit une norme robuste à l’image de celle développée dans
4.2. Le problème de recalage des formes 2D revient alors à minimiser la fonctionnelle
EFF˜ (φ) donnée par :
EFF˜ (φ) = (1− α) EFF˜D (φ) + α ER(φ) (4.10)











où r(s) = θ(s)− θ˜(φ(s)).
Implémentation numérique Pour minimiser EFF˜ (φ), nous utilisons là aussi les
deux méthodes précédemment décrites : par programmation dynamique et par schéma
itératif incrémental.
Étant donné les deux signaux discrétisés θ(si)i=1..N et θ˜(s˜j)j=1..M , l’algorithme de
programmation dynamique considère dans le plan [s1, sN ] × [s˜1, s˜M ] la grille G qui
contient tous les points p(x, y) avec x = si et y ∈ [s˜1, s˜M ], ou y = s˜j et x ∈ [s1, sN ]
(figure 4.16). On va chercher une fonction de correspondance φ continue, croissante, et
qui soit linéaire sur toute cellule rectangulaire de la grille. La démarche est la même que
dans 4.2.2.1.
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Figure 4.16 – Illustration du shéma de minimisation par programmation dynamique avec un
exemple de fonction de correspondance.
La valeur de l’énergie EFF˜ (φ) est calculée en chaque point de la grille en fonction
des valeurs aux points précédents. Le trajet du coût minimal est finalement trouvé par
parcours inverse. Cette procédure est itérée pour tous les choix d’origines des courbes
pour ainsi s’affranchir des effets de rotation. Pour plus d’informations, cet algorithme
est bien détaillé dans [Trouvé et Younes, 2000; Younes, 2000].
Dans le schéma itératif incrémental que nous proposons, on calcule à chaque ité-
ration k l’incrément δφk tel que δφk+1 = φk + δφk et δφk = argmin
δφk
EFF˜ (φk + δφk).
L’initialisation de l’algorithme est donnée par la fonction identité prise à tour de rôle
pour tous les choix d’origine des courbes. Pour α = 0, l’équation obtenue n’a pas de
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4.3.3 Évaluation des performances sur des contours synthétiques
Pour étudier l’impact de l’ajout du critère robuste et du terme de régularisation,
nous allons tester ici le processus d’appariement proposé sur des contours de synthèse
(un des contours est obtenu par application d’une transformation connue à l’autre). Un
exemple de ces formes synthétiques est donné en figure 4.17 avec la représentation de
la fonction de transformation utilisée.
(a) Courbe
référence
(b) La transformation appliquée (c) La courbe à ali-
gner
Figure 4.17 – Test du recalage de contours 2D sur des formes synthétiques. Nous avons appliqué
la transformation donnée en (b) sur la forme (a) pour obtenir la forme (c).
En figure 4.18 nous avons reporté l’erreur quadratique moyenneEQMθ = E
(∣∣∣θ − θ˜(φ)∣∣∣2)
obtenue pour différentes valeurs de α ∈ [0, 1]. Ce résultat est issu de l’algorithme de
minimisation par programmation dynamique. Pour des grandes valeurs de α, la régula-
rité prend le pas sur la similarité et l’alignement est atteint avec une EQMθ résiduelle
relativement élevée. Pour des petites valeurs de α, l’algorithme robuste aboutit à des
solutions avec des erreurs résiduelles plus faibles (de l’ordre de EQMθ = 0.085) cor-




≈ 0.001. Le gain 8 dû à la solution
robuste est illustré en figure 4.18(b) ; ce gain est optimal pour α = 0 et atteint 90%.
Les formes alignées, données en figures 4.18(c) et 4.18(d), montrent bien la supériorité
de la solution robuste. La consistance de ce résultat a été mise en évidence en testant
différentes formes avec de nombreuses fonctions de transformation (tableau 4.1).
En utilisant le schéma itératif incrémental, la minimisation conduit à la même solu-
tion que par programmation dynamique, sauf pour α = 0 (figure 4.19). En effet, pour
le schéma itératif le terme de régularisation est nécessaire ; α devrait avoir une valeur
différente de zéro pour aboutir à une solution unique. Expérimentalement, une valeur
de α dans l’intervalle [0.1, 0.2] est optimale.
8. défini comme : EQMNonRobuste−EQMRobuste
EQMNonRobuste
× 100.
Année 2010 Kamal Nasreddine
4.3. Recalage de contours de formes 2D 143
Tableau 4.1 – Illustration du gain apporté par l’algorithme robuste (en terme d’EQMθ) pour
quelques formes particulières de la fonction de transformation.
Transformation appliquée Gain = EQMNonRobuste−EQMRobusteEQMNonRobuste × 100
Fonction carrée 76%
Fonction racine carrée 78%
Fonction sinus 82%
Fonction sigmoïde 90%









Figure 4.18 – Résultats du recalage proposé sur les contours synthétiques donnés en figure
4.17, en utilisant la programmation dynamique, pour différentes valeurs de α ∈ [0, 1].
Dans la figure 4.20, nous apportons un autre test pour une forme synthétique obte-
nue par l’application d’une coupure sur la forme donnée à la figure 4.17(c). Les résultats
de son alignement à la forme de référence (figure 4.17(a)) sont reportés en figures 4.21
et 4.22. Il est bien clair que l’algorithme robuste est plus robuste vis-à-vis de l’occlusion,
il est encore capable d’aligner les courbes et de retrouver fidèlement la transformation
appliquée (l’erreur résiduelle est très faible). Avec l’algorithme non robuste, l’apparie-
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Figure 4.19 – Résultats du recalage proposé sur les contours synthétiques donnés en figure
4.17, en utilisant le schéma itératif, pour différentes valeurs de α ∈]0, 1]. Cet algorithme itératif
conduit à la même solution que par programmation dynamique (Figure 4.18(a)).
Figure 4.20 – Test du recalage proposé sur des formes synthétiques en présence d’occlusion.
Forme occluse obtenue à partir de la forme 4.17(c).
ment est affecté par l’occlusion et la transformation trouvée demeure, au contraire,
relativement loin de la vraie transformation (figure 4.21(b)).
La pertinence du critère robuste est encore plus visible quand on analyse l’évolution
de l’algorithme par schéma itératif incrémental le long des différentes initialisations
relatives aux choix des origines des courbes. Nous avons reporté dans le tableau 4.2 les
résultats obtenus pour quelques initialisations, éloignées de la solution correcte, dans le
recalage des deux formes données en figure 4.20. On remarque qu’avec le critère robuste
l’EQMθ s’amenuise avec les itérations pour atteindre l’optimum. En revanche lorsque le
critère non robuste est utilisé, seul un minimum local est atteint et l’EQMθ préserve des
valeurs assez significatives. Ces tests montrent que le critère robuste ajouté est robuste
à l’initialisation de l’origine des courbes, l’invariance en rotation est assurée avec une
seule initialisation. Par conséquent, une seule initialisation de l’algorithme pourra être
considérée en pratique.
Soulignons enfin que la minimisation itérative incrémentale est souvent beaucoup
plus rapide que celle par programmation dynamique, surtout dans le cas où le recalage
se fait sans points de repère. Par exemple, pour les contours synthétiques considérés en
figure 4.17, ce temps atteint 9, 7 fois celui requis par le schéma itératif robuste.
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(a) La transformation trouvée avec l’algorithme
robuste pour α = 0.1
(b) La transformation trouvée avec l’algorithme
non robuste pour α = 0.1
(c) EQMθ en fonction de α (d) Le gain apporté par l’algorithme robuste
Figure 4.21 – Résultat du recalage proposé sur une forme synthétique en présence d’occlusion,
en utilisant le schéma itératif, pour différentes valeurs de α ∈]0, 1]. On recale la forme occluse
donnée en figure 4.20 par rapport à la référence 4.17(a).
Tableau 4.2 – Les EQMθ obtenues par l’algorithme itératif incrémental en sa version robuste
et non robuste, avec des initialisations de φ à différents angles de la solution correcte (35◦,
45◦, 90◦ et 135◦). Le gain apporté par la solution robuste est rappelé en fin du tableau. Cette
expérience est réalisée à partir des formes synthétiques données en figure 4.17, la solution
correcte correspond à l’angle 0◦.
Angle EQMNonRobuste EQMRobuste Gain= EQMNonRobuste−EQMRobusteEQMNonRobuste × 100
35◦ 0.293 0.087 70.30%
45◦ 8.66 0.089 98.97%
90◦ 0.296 0.085 71.28%
135◦ 1.78 0.086 95.17%
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Figure 4.22 – Résultats du recalage de formes. La forme alignée, avec l’algorithme robuste et
avec l’algorithme non robuste ; la forme de référence est donnée en figure 4.17(a) et la forme à
recaler en figure 4.20.
Année 2010 Kamal Nasreddine
4.3. Recalage de contours de formes 2D 147
4.3.4 Application aux otolithes : modèles statistiques de formes
Nous voulons ici appliquer la méthode de recalage proposée pour établir des modèles
statistiques de formes d’otolithes. Un modèle statistique de formes est une description
mathématique approximative des observations des formes. Il s’exprime généralement
par une forme moyenne et une variance. Un des principaux avantages des algorithmes
de recherche des chemins géodésiques est leur capacité à établir des modèles statistiques
des formes étudiées.
Une expérimentation a été menée en ce sens à partir d’un jeu de données issues
de la base d’images d’otolithes AFORO 9, où sont considérées six classes d’espèces de
poissons. Nous présentons dans la figure 4.23 la forme moyenne et les variances locales




Figure 4.23 – Forme moyenne et variance locale (par espèce) des formes externes des otolithes
impliqués dans la base d’images AFORO. Dix otolithes sont considérés pour chaque espèce
de poisson. L’image de gauche est la forme moyenne. La taille de la flèche en chaque point
de l’image de droite est proportionnelle à la variation du contour en ce point. (a) : Umbrina
canariensis, (b) : Coris julis, (c) : Diplodus annularis, (d) : Trisopterus minutus, (e) : Scomber
colias, (f) : Trachurus mediterraneus.
Comme nous pouvons le constater sur la figure 4.23, les variations observées sur les
formes externes des otolithes de poissons sont très locales, ce qui justifie la nécessité
d’un outil de comparaison locale de formes.
9. AFORO website : http ://www.cmima.csic.es/aforo/
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4.4 Conclusion
Dans ce chapitre, nous avons proposé un schéma de recalage robuste de signaux
1D pour l’utiliser dans l’analyse des otolithes de poisson. En effet, la forte variabilité
naturelle portée par les signaux d’otolithes rend nécessaire le développement d’un nouvel
outil plus fiable et plus efficace. La méthode proposée est une méthode variationnelle
minimisant un critère de similarité et imposant une certaine régularité à la fonction
de correspondance recherchée. Le critère de similarité proposé dans ce chapitre est issu
d’un estimateur robuste pour être indépendant aux données aberrantes. Un critère non
robuste serait sensible aux données aberrantes et ne conviendrait pas aux applications
biologiques où les variabilités inter-individuelles sont généralement assez importantes.
Cette approche de recalage a été appliquée comme un outil d’aide à l’interprétation des
signaux d’otolithes et pour l’estimation de la loi de croissance des poissons.
L’approche de recalage de signaux 1D a été adaptée ensuite pour le recalage de
courbes 2D codées par leurs fonctions tangentes. Cette approche est basée sur la mi-
nimisation d’un critère de similarité issu de l’analyse des géodésiques de formes. La
méthode de calcul des géodésiques retenue ici est celle proposée par [Younes, 2000] sous
la forme variationnelle, elle est stable et empêche le croisement des courbes. Par test
sur contours synthétiques, nous avons montré que cette approche de recalage est ca-
pable de retrouver les déformations que peut subir un contour avec une erreur résiduelle
très négligeable. Cet algorithme a été appliqué par la suite pour élaborer des modèles
statistiques de formes d’otolithes.
Une extension de cette approche de recalage de contours de formes va être proposée
dans le chapitre 6 pour recaler des images présentant des séquences de formes. Dans le
chapitre 5 suivant, nous proposons d’utiliser la mesure de similarité, proposée dans ce
chapitre pour le recalage de contours, dans des problèmes de reconnaissance de formes.
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5.1 Introduction
Comme introduit au chapitre 1, c’est la forme externe des otolithes qui est princi-
palement utilisée pour l’identification de l’espèce [Gaemers, 1988; L’abee-Lund, 1984]
et/ou du stock du poisson [Begg et Brown, 2000; Cardinale et al., 2004; Ponton, 2006].
Nous nous intéressons dans ce chapitre à la reconnaissance de formes pour de telles
applications.
L’approche de reconnaissance de formes décrite ici est basée-contour et établie sur
un processus de comparaison entre les formes par mise en correspondance (ou recalage).
Le recalage de contours a été largement utilisé pour la reconnaissance de formes basée-
contour [Ayache et Faugeras, 1986; Diplaros et Milios, 2002; Gdalyahu et Weinshall,
1999]. Notre approche de recalage robuste de contours et de formes 2D sera ici exploitée
pour la reconnaissance de formes.
Tout d’abord nous définissons en section 5.2 la nouvelle distance proposée pour la
classification et la recherche de formes. La section 5.3 est consacrée aux méthodes de
classification et de recherche qui seront utilisées avec la distance proposée dans les diffé-
rents tests et applications. En section 5.4 notre approche basée recalage et géodésiques
de formes est comparée à l’état de l’art des approches de reconnaissance de formes
(classification et recherche). Dans la même section, nous montrons que les géodésiques
peuvent également êtres utilisées par des techniques de classification de type SVM ou
forêts aléatoires. La distance proposée est ensuite appliquée dans des problèmes de clas-
sification issus de la biologie marine (section 5.5) ; il s’agit de l’identification d’espèce
et/ou du stock de poissons et de coquilles Saint-Jacques. Il est montré ici que la dis-
tance proposée surpasse les distances déjà utilisées et reconnues comme puissantes par
les biologistes.
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5.2 Métrique pour la classification et la recherche de formes
Dans ce chapitre, nous proposons d’exploiter l’approche des géodésiques pour la
classification et la recherche de formes. Par là-même nous proposons de comparer les
formes par la définition d’une métrique qui prend en compte la correspondance des
points de caractéristiques similaires.
Distance mono-échelle Formellement, la distance entre deux formes F1 et F2 est
définie par :








avec T l’espace des transformations admissibles (croissantes et régulières).
Outre l’invariance par transformations géométriques (translation, rotation, facteur
d’échelle. . .), cette métrique permet de définir assez facilement des points repères, ils
sont tout simplement considérés comme points où φ(s) est connue a priori. Cela peut
être utile lorsqu’on traite des images où l’on peut définir des points de repère biolo-
giques, comme les points indiqués particuliers de la structure de l’otolithe (figure 5.9).
L’invariance à la translation, à la rotation et à l’échelle est demandée pour que l’analyse
ne soit pas dépendante des conditions d’acquisition de l’image, telles que la position et
l’orientation de la pièce calcifiée dans l’image et le facteur de zoom du dispositif d’ima-
gerie. D’ailleurs, l’invariance à l’échelle permet aussi d’être indépendant de la taille
individuelle de la forme qui varie avec l’âge et la croissance.
Une autre propriété tout aussi importante de la métrique proposée est qu’elle est
symétrique, dans le sens où le recalage d’une forme F1 par rapport à une autre forme F2
est identique au recalage de F2 par rapport à F1. En fait, dans les deux cas on cherche
le trajet de coût de déformation minimal recalant les deux formes.
Distance multi-échelle Les psychophysiciens de la vision soulignent que la percep-
tion humaine est un processus de traitement et d’analyse de l’information à différentes
résolutions [Ullman, 1996]. En vision par ordinateur une analyse multi-échelle peut donc
être un élément clé pour la reconnaissance des formes. Des techniques hiérarchiques ont
été proposées avec les méthodes purement globales ou locales [Fan et al., 2005; McNeill
et Vijayakumar, 2006].
La notion d’échelle a été traitée sous différentes formes. La CSS-représentation uti-
lise des résolutions qui proviennent d’un lissage itéré de la frontière. En analyse par
ondelettes, l’échelle correspond à la fréquence de l’harmonique. Ici, la caractérisation
hiérarchique sera considérée par la combinaison d’un ensemble de recalages des formes,
effectués à différentes résolutions d’échantillonnage. L’échelle est considérée ici comme
liée à la résolution de l’échantillonnage de la forme, telle que considérée dans [Attalla
et Siy, 2005] par exemple.
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La distance multi-échelle proposée pour la comparaison de formes est donc une
combinaison de N distances mesurées à N échelles différentes. Cette distance entre les







dk est la distance définie dans l’équation (5.1) entre les mêmes formes à la kie`me échelle
et N le nombre d’échelles considérées.
5.3 Méthodes de classification et de recherche
On suppose avoir un ensemble de formes classées, (Fl, Cl), où Fl est la forme du
le`me échantillon de la base et Cl la classe correspondante. Le procédé de reconnaissance
doit être est évalué sur des images non incluses dans la base d’apprentissage. Un test
de validation croisée un-sorti (aussi appelée leave-one-out) est effectué sur la base des
images disponibles. Les images sont extraites une à une de la base d’images afin d’être
utilisées à tour de rôle comme image à classifier [Kunttu et al., 2006].
En premier lieu, nous allons utiliser le critère du plus proche voisin (section 3.4.1)
comme classifieur. La classification d’une nouvelle forme F est issue du classifieur plus
proche voisin en fonction de la distance d considérée.
Ensuite, nous testerons la distance proposée avec l’algorithme de classification par
forêts aléatoires (section 3.4.3.3). Les caractéristiques qu’on utilise à l’éclatement des
feuilles sont les distances géodésiques calculées entre les formes deux à deux. La base
des caractéristiques est très grande et les algorithmes de classification par vote sont faits
pour ce cas-ci.
Finalement, la distance proposée sera testée avec l’algorithme de classification SVM
(section 3.4.2). Nous testons la classification en utilisant pour attributs d’apprentissage
les distances géodésiques calculées entre les formes deux à deux.
La précision de recherche, elle, sera mesurée par ce qu’on appelle le test Bull’s eye
[Jeannin et Bober, 1999].
5.4 Évaluation sur la base de formes MPEG-7
Pour comparer l’approche proposée à l’état de l’art, des méthodes de reconnaissance
de formes en vision par ordinateur, nous procédons à une évaluation des performances
en classification et en recherche de formes à partir de la base d’images MPEG-7, partie
B [Jeannin et Bober, 1999]. Cette base d’images est composée d’un grand nombre de
formes de différents types : 70 classes de formes avec 20 exemples de chaque classe,
pour un total de 1400 formes. Les classes comprennent des objets naturels et artificiels.
La reconnaissance de formes sur cette base d’images n’est pas une affaire simple car
certaines images de la base présentent des données aberrantes : certains échantillons
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sont visuellement différents des autres membres de leur propre classe (Figure 5.1), et
certaines formes sont très similaires à des exemples d’autres classes (Figure 5.2).
(a) Chiens (b) Pommes (c) Coléo-
ptères
(d) Eléphants
(e) Mouches (f) Chapeaux (g) Chevaux (h) Cuillères
Figure 5.1 – Illustrations des difficultés de reconnaissance sur la base de test MPEG-7.











Figure 5.2 – Illustrations des difficultés de reconnaissance sur la base de test MPEG-7.
Exemples de paires de formes issues de classes différentes mais qui sont très similaires.
Nous ne discutons pas ici la phase de détection des contours, qui paraît assez évi-
dente à la vue des images à traiter. L’ensemble des contours de formes sont issus d’une
extraction automatique en utilisant la boîte à outils de traitement d’images de Matlab 1.
En vue d’être invariant par transformation miroir, l’appariement optimal entre les
deux formes résulte de l’équation (4.11) où sont considérées avec la première forme, et
la seconde forme puis la seconde forme retournée.
La représentation de forme est faite par échantillonnage de points également distants
le long du contour. Les échantillonnages de forme à différentes échelles avec 32, 48, 64
et 192 points sont considérés.
La précision de recherche est mesurée par ce qu’on appelle le test Bull’s eye [Jeannin
et Bober, 1999] : pour chaque image dans la base, les 40 formes les plus similaires sont
récupérés. Au maximum, 20 des 40 formes récupérées sont des tirs corrects. La précision
de recherche est mesurée par le rapport du nombre de tirs corrects de toutes les images
au plus grand nombre de tirs qui est de 20× 1400.
1. http ://www.mathworks.com/products/image/
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5.4.1 Résultats et discussion
Les résultats de la classification de formes sur cette base d’images ont été effectués
en variant α ∈ ]0, 1]. En figure 5.3, nous avons montré la variation du taux de réussite
par la distance en mono-échelle et l’algorithme du plus proche voisin au regard de α.
Pour α ∈ [0, 05; 0, 2], les résultats ne changent pas de façon significative (±0, 01%) par
rapport au taux maximum obtenu. Il faut noter que la valeur de α intervient dans
le processus de convergence du recalage de formes et non pas dans l’expression de la
distance définie dans l’équation (5.3).
Figure 5.3 – Le taux de réussite de la classification par la distance en mono-échelle et l’al-
gorithme plus proche voisin (en %) sur la base MPEG-7 au regard des valeurs de α (α est le
coefficient qui contrôle la régularité de la solution).
L’approche proposée, basée sur les géodésiques dans l’espace des formes, a été com-
parée aux approches de l’état de l’art sur la partie B de la base d’images MPEG-7. Cette
comparaison est donnée au tableau 5.1, où le taux de classification est celui obtenu par
l’algorithme plus proche voisin. En effet, dans la littérature, les résultats donnés sur les
méthodes citées dans ce tableau ont été issus de cet algorithme de classification. Par la
suite nous allons également donner les résultats de la classification par forêts aléatoires
et par SVM.
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Tableau 5.1 – Comparaison de l’approche proposée aux approches de l’état d’art sur la base
d’images MPEG-7. Le taux de classification (taux de réussite) est mesuré par l’algorithme plus
proche voisin et le taux de recherche par le test Bull’s eye.
















Squelette DAG 60% ND
[Lin et Kung, 1997]
Vecteurs propres multicouches 70, 33% ND
[Super, 2006]
Descripteurs de Fourier elliptiques ND 82%
[Nixon et Aguado, 2007]
Moments spatiaux de Zernike 70, 22% 90%


















Contexte de forme 76, 51% ND
[Belongie et al., 2002]
Correspondance de parties de formes 76, 45% ND
[Latecki et Lakaemper, 2002]
Distance éditée de courbe 78, 17% ND
[Sebastian et al., 2003]
Contexte de forme avec distance interne 85, 40% ND
[Ling et Jacobs, 2007]
Racer 79, 09% 96, 8%
[Super, 2003]
Distance carrée normalisée 79, 36% 96, 9%
[Super, 2003]
Correspondances fixées 80, 78% 97%
[Super, 2006]
Correspondances fixées avec mesure 83, 04% 97, 2%
de probabilité de chance [Super, 2006]
Correspondances fixées avec calcul de poses et 84% 97, 4%
mesure de probabilité de chance [Super, 2006]

























Ondelettes 67, 76% ND
[Chuang et Kuo, 1996]
Courbure multi-échelle (CSS) 75, 44% ND
[Mokhtarian et al., 1996]
Courbure multi-échelle optimisée 81, 12% ND









Description par arbre de forme 87, 7% ND
[Felzenszwalb et Schwartz, 2007]
Correspondance procustéenne hiérarchique 86, 35% 95, 71%
[McNeill et Vijayakumar, 2006]
Description par chaîne de symboles 85, 92% 98, 57%
[Daliri et Torre, 2008]
Approche proposée 89,05% 98,86%
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Nous allons maintenant discuter les performances des méthodes énumérées dans le
tableau 5.1, au regard des similitudes et différences avec la méthode proposée. Pour
plus de clarté, ces méthodes ont été catégorisées selon les critères : mono-échelle/multi-
échelle, globale/locale et basée recalage/non-basée recalage. Une méthode est appelée
ici globale dans le sens où les descripteurs de formes utilisés intègrent l’information sur
tous les points de la forme, la comparaison de formes n’est donc pas spatialement locale.
L’approche multi-échelle proposée surpasse toutes les approches reportées avec un
taux de bonne classification de 98, 86% correspondant à un gain en termes de taux de
réussite entre 0, 3% et 17%. En ce qui concerne le test Bull’s eye, un score de 89, 05%
est atteint. Ce pourcentage est supérieur de 1, 35% au meilleur résultat publié jusqu’à
présent. Dans les travaux antérieurs les scores les plus élevés sont ceux des méthodes
fondées sur l’appariement entre les formes et/ou avec l’analyse hiérarchique (Description
par arbre de forme, Correspondance procustéenne hiérarchique, Description par chaîne
de symboles, Contexte de forme avec distance interne, Correspondances fixées avec
calcul de poses et mesure de probabilité de chance) ; ce fait justifie les choix effectués
pour développer l’approche proposée.
Mono-échelle versus multi-échelle La comparaison des performances entre les
approches mono-échelle et celles multi-échelle montre clairement que l’analyse multi-
échelle est plus pertinente. Les approches mono-échelle ont un taux moyen de bonne
classification de 94, 04% et un taux moyen de recherche de 77, 62%, tandis que pour les
approches hiérarchiques, ces moyennes sont respectivement de 97, 16% et 81, 91%. Les
performances de la méthode géodésique sont améliorées de 3, 81% en taux de classement
correct et de 3, 35% en score de recherche par le passage d’une analyse mono-échelle
à une analyse multi-échelle. En effet, l’analyse multi-échelle est un élément clé pour la
reconnaissance de formes car elle prend en considération les aspets de forme à différentes
résolutions.
Locale versus globale D’un autre côté, dans une analyse mono-échelle ou multi-
échelle, les méthodes comparant les formes localement sont plus efficaces que celles
qui font une comparaison spatialement globale. Par exemple, le taux moyen de bonne
classification pour les méthodes mono-échelle globales est de 86% alors qu’il est de
96, 73% pour les méthodes mono-échelle locales. Les scores de recherche présentent la
même évolution : 66, 85% contre 80, 85% pour les méthodes uni-échelles globales et
locales respectivement. Le gain dû aux techniques locales provient de l’avantage qu’elles
prennent en compte les différences locales entre les formes.
Reconnaissance basée recalage versus non-basée recalage Dans l’aspect local,
nous faisons la distinction entre les méthodes basées sur le recalage de formes, et celles
fondées sur d’autres critères (tableau 5.1). On peut voir que les méthodes basées sur
le recalage de formes sont les plus efficaces : les approches multi-échelle basées sur
le recalage de formes ont un taux moyen de classement correct de 97, 71% et un score
moyen de recherche de 87, 26% comparativement à 95, 5% et 74, 77% pour les approches
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fondées sur d’autres critères.
Supériorité de l’approche proposée La méthode basée-géodésiques, dans sa forme
mono-échelle, surpasse toutes les autres méthodes mono-échelle pour la recherche de
formes avec un score de 85, 7%. Avec un taux de réussite de 95, 05% en classification,
elle surpasse toutes les méthodes mono-échelle, sauf celles où le recalage de formes est
réalisé avec l’apprentissage statistique [Super, 2003, 2006].
En analyse mono-échelle comme en analyse multi-échelle, la supériorité de la mé-
thode proposée par rapport aux autres méthodes fondées sur le recalage de formes est
due à la pertinence de la mesure de similarité utilisée, fondée sur les géodésiques. En
plus de l’invariance par transformations géométriques (translation, rotation et facteur
d’échelle), cette mesure de similarité présente l’avantage d’être symétrique : la mesure
de similarité entre la forme F1 et la forme F2 est exactement la même que celle entre F2
et F1. Cette propriété importante, qui reste souvent non assurée par les méthodes basées
recalage, est due au fait que le recalage est ici posé comme un problème de recherche de
trajet de coût de déformation minimal. Les performances obtenues montrent bien que
les géodésiques sont un outil puissant pour la classification et la recherche de formes.
L’esprit de notre stratégie multi-échelle est similaire à celui développé dans [Da-
liri et Torre, 2008]. La mesure de similarité multi-échelle est une moyenne des me-
sures le long des échelles considérées. Cela correspond ici à une combinaison des coûts
d’alignement indépendamment mesurés aux différentes résolutions. A contrario, dans
les travaux antérieurs [Felzenszwalb et Schwartz, 2007; Mcneill et Vijayakumar, 2006],
l’analyse multi-échelle provenait d’une série de recalages successifs, où le recalage à une
résolution donnée dépend des recalages aux résolutions inférieures.
Limite de l’approche Dans la figure 5.4 nous avons reporté des images de plusieurs
objets de différentes classes. Ces formes sont très similaires, la courbure diffère dans un
petit nombre de points de contours seulement. Expérimentalement, on remarque que
l’utilisation du critère robuste conduit à considérer ces points de données comme des
valeurs aberrantes. Par exemple, si nous nous concentrons sur les 20 plus proches voisins
d’un échantillon de la classe cuillère, plus de 50% sont des éléments des classes : montre,
crayon, clé et bouteille. Si par contre nous utilisons la mesure de similarité sans les poids
robustes, 95% des 20 plus proches voisins sont de la même classe, cuillère. En utilisant
des poids robustes, la précision de recherche moyenne est pénalisée en raison de la faible
précision obtenue pour ces 6 classes, mais globalement elle reste plus grande que sans
l’utilisation des poids robustes.
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(a) Montre (b) Cuillère (c) Crayon (d) Poisson (e) Clé (f)
Bou-
teille
Figure 5.4 – Exemples de formes de classes différentes mais à courbures analogues.
5.4.2 Amélioration des performances en classification
Dans les tests de la classification par forêt aléatoire, le taux de réussite atteint 96, 1%
en analyse mono-échelle et 99, 02% en analyse multi-échelle.
En figure 5.5(a) nous avons donné le taux d’erreur de classement en fonction des
deux paramètres, N le nombre d’arbres, et mtry le nombre de variables d’essai choisies
par hasard à chaque nœud. En analyse mono-échelle (figure 5.5(a)), le taux d’erreur de
classement minimal correspond à un nombre d’arbres N = 500 et à mtry = 150. Ce
taux descend à 3, 9%, ce qui correspond à un gain de 1% par rapport à la classification
par l’algorithme du plus proche voisin. En analyse multi-échelle (figure 5.5(b)), le taux
d’erreur de classement minimal descend à 0, 98%, ce qui correspond à un gain de 0, 16%
par rapport à la classification par l’algorithme du plus proche voisin.
Dans les tests de classification par SVM nous avons utilisé pour attributs d’appren-
tissage les distances géodésiques calculées entre les formes deux à deux. Le taux de
réussite est maximal avec un noyau polynomial d’ordre 1, 5. Ce taux atteint 97, 66% en
analyse mono-échelle et 99, 44% en analyse multi-échelle.
En figure 5.6, nous avons donné le taux d’erreur de classement en fonction du degré
du polynôme. Le taux d’erreur de classement minimal correspond à un ordre égal à
0, 5. Ce taux descend à 2, 34%, ce qui correspond à un gain de 2, 61% par rapport
à la classification par l’algorithme du plus proche voisin et 1, 56% par rapport à la
classification par forêt aléatoire. En analyse multi-échelle, le taux d’erreur de classement
avec d = 0, 5 est égal à 0, 56%, ce qui correspond à un gain de 0, 58% par rapport
à la classification par l’algorithme du plus proche voisin et 0, 42% par rapport à la
classification par forêt aléatoire.
Nous avons récapitulé dans le tableau 5.2 les différents résultats obtenus, selon la
distance et le type de classification utilisés.
Tableau 5.2 – Les différents taux de réussite obtenus selon la distance et le type de classification
utilisés sur la base MPEG-7.
Plus proche voisin Forêt aléatoire SVM
Distance mono-échelle 95, 05% 96, 10% 97, 66%
Distance multi-échelle 98, 86% 99, 02% 99, 44%
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(a)
(b)
Figure 5.5 – La variation du taux d’erreur de classification par forêt aléatoire. (a) : En analyse
mono-échelle. (b) : En analyse multi-échelle.
Figure 5.6 – La variation du taux d’erreur de classification en analyse mono-échelle par SVM
à noyau polynômial en fonction du degré d du polynôme.
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5.5 Applications aux pièces calcifiées
Les otolithes de poissons ont une forme externe distinctive qui est souvent carac-
téristique de l’espèce et du stock considérés. La forme externe de l’otolithe varie d’une
espèce à une autre, mais reste quasi-invariable au sein d’une même espèce (figure 5.7).
Cela peut être mis à profit pour une reconnaissance ou une identification des poissons
[L’abee-Lund, 1984]. En effet, l’identification des espèces de poissons à partir des oto-
lithes est un enjeu majeur dans de nombreuses études écologiques marines. Par exemple,
les otolithes récupérés de l’estomac ou des déjections d’animaux pourraient être utilisés
pour déterminer le spectre alimentaire [Gaemers, 1988; L’abee-Lund, 1984]. La forme
de l’otolithe et ses variations intra-spécifiques servent aussi pour caractériser le stock
ou l’environnement du poisson [Jonsdottir et al., 2006]. La discrimination du stock est
une nécessité de base pour la gestion des pêcheries surtout pour l’étude de mélanges de





Figure 5.7 – Exemples d’images d’otolithes entières de différentes espèces de poissons. - (a) :
Ombrine bronze (Umbrina canariensis), (b) : Girelle Brune (Coris julis), (c) : Sparaillon (Di-
plodus annularis), (d) : Capelan (Trisopterus minutus), (e) : Maquereau blanc (Scomber colias),
(f) : Severeau (Trachurus mediterraneus). La forme externe est spécifique de l’espèce considérée.
2. Voir section 1.3 dans le chapitre 1 pour de plus amples détails.
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En ce qui concerne les études des formes des pièces calcifiées, les méthodes les plus
utilisées sont basées sur les descripteurs de Fourier normalisés (complexes ou elliptiques)
[Bird et al., 1986; Cardinale et al., 2004; Duarte-Neto et al., 2008; Torres et al., 2000]. Les
descripteurs de Fourier sont calculés à partir d’un ensemble de points également espa-
cés du contour, la distance entre formes est définie comme étant la distance euclidienne
entre les descripteurs normalisés [Persoon et Fu, 1986]. Ces descripteurs sont normali-
sés et choisis afin d’assurer l’invariance aux transformations de similitude (translation,
rotation et échelle).
L’approche de classification proposée est appliquée à l’identification des espèces et
des stocks à partir des pièces calcifiées. Nous allons ici comparer la métrique proposée (en
mono-échelle) aux descripteurs de Fourier, complexes et elliptiques. Trois expériences
ont été menées à partir de trois jeux de données différents :
(E1) Identification de l’espèce du poisson à partir de la forme externe de l’otolithe :
les 60 contours d’otolithes utilisés dans cette expérience sont issus de la base
d’images d’otolithes AFORO 3. Ici 6 classes d’espèces de poissons ( maquereau
blanc (Scomber colias), girelle Brune (Coris julis), ombrine bronze (Umbrina ca-
nariensis), sparaillon (Diplodus annularis), severeau (Trachurus mediterraneus) et
capelan (Trisopterus minutus)) sont considérées.
(E2) Identification du stock de poisson à partir de la forme externe de l’otolithe : cette
expérience est effectuée sur un ensemble de 205 contours d’otolithes de rouget
barbet (Mullus surmuletus) provenant de trois régions : golfe de Gascogne, golfe
de Lion et la Manche.
(E3) Identification du stock à partir de la forme externe de la coquille : dans cette expé-
rience, 517 coquilles Saint-Jacques (Pecten Maximus) sont considérées, provenant
de 12 stocks différents en Espagne, France, Norvège et Royaume-Uni (figure 5.8).
Comme les otolithes de poissons, les coquilles présentent des différences de formes
en fonction des conditions génétiques et/ou environnementales [Barats et al., 2008;
Chauvaud et al., 1998; Laing, 2000, 2002; Lorrain et al., 2005].
3. AFORO website : http ://www.cmima.csic.es/aforo/
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(a)
(b) (c)
Figure 5.8 – Carte des stocks des coquilles Saint-Jacques considérées dans l’expérience (E3)
et exemple d’images de coquilles issues de deux stocks différents. (a) : Carte des stocks. (b) :
Coquille des îles d’Aran (Royaume Uni). (c) : Coquille de Bessaker (Norvège). La forme externe
est spécifique du stock considéré.
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5.5.1 Résultats de classification
Les performances sont évaluées en termes de taux de classification correcte. Ces
taux sont issus de la méthode leaving one out où chaque forme à son tour est exclue de
l’ensemble d’apprentissage et utilisée comme une image requête.
Identification d’espèce de poisson Les résultats de l’expérience (E1) sont rappor-
tés dans le tableau 5.3 comme nombre de succès de classification ramené au nombre
d’échantillons de la classe. Ces résultats ont été obtenus par l’algorithme du plus proche
voisin. On voit bien que la distance proposée surpasse celles des descripteurs de Fourier.
En utilisant l’approche géodésique, nous sommes en mesure d’identifier les espèces de
tous les otolithes de l’expérience, à l’exception de 2 échantillons d’otolithes de severeau
(Trachurus mediterraneus) qui sont mal classés. Les matrices de confusion des résultats
de classement sont données dans le tableau 5.4. Le nombre d’erreurs de classement est
plus grand avec les descripteurs de Fourier : 18, 33% avec les descripteurs de Fourier
complexes et 15% avec les descripteurs de Fourier elliptiques, contre 3, 33% avec la
méthode des géodésiques de formes.
Tableau 5.3 – Identification d’espèce de poisson sur la base d’images de l’expérience (E1) -
les résultats sont donnés en termes de nombre d’otolithes correctement identifiés par rapport
au nombre d’échantillons de la classe. La méthode basée-géodésiques dans l’espace de formes
surpasse nettement les méthodes de Fourier (DFC et DFE).
Avec les Avec les Avec la
Espèce descripteurs de descripteurs de métrique
Fourier complexes Fourier elliptiques proposée
Sparaillon 6/10 8/10 10/10
(Diplodus annularis)
Ombrine bronze 9/10 8/10 10/10
(Umbrina canariensis)
Girelle Brune 10/10 7/10 10/10
(Coris julis)
Severeau 6/10 10/10 8/10
(Trachurus mediterraneus)
Capelan 9/10 9/10 10/10
(Trisopterus minutus)
Maquereau blanc 9/10 9/10 10/10
(Scomber colias)
Moyenne 8,16/10 8,5/10 9,67/10
Kamal Nasreddine Année 2010
164 Chapitre 5. Classification de contours de formes 2D
Tableau 5.4 – Identification d’espèce de poisson sur la base d’images de l’expérience (E1) -




































































































Sparaillon (Diplodus annularis) 6 1 1 2 0 0
Ombrine bronze (Umbrina canariensis) 1 9 0 0 0 0
Girelle Brune (Coris julis) 0 0 10 0 0 0
Severeau (Trachurus mediterraneus) 3 0 0 6 0 1
Capelan (Trisopterus minutus) 0 0 0 1 9 0




Sparaillon (Diplodus annularis) 8 2 0 0 0 0
Ombrine bronze (Umbrina canariensis) 0 8 1 1 0 0
Girelle Brune (Coris julis) 0 1 7 0 2 0
Severeau (Trachurus mediterraneus) 0 0 0 10 0 0
Capelan (Trisopterus minutus) 0 0 1 0 9 0








Sparaillon (Diplodus annularis) 10 0 0 0 0 0
Ombrine bronze (Umbrina canariensis) 0 10 0 0 0 0
Girelle Brune (Coris julis) 0 0 10 0 0 0
Severeau (Trachurus mediterraneus) 2 0 0 8 0 0
Capelan (Trisopterus minutus) 0 0 0 0 10 0
Maquereau blanc (Scomber colias) 0 0 0 0 0 10
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Identification du stock de poisson Les résultats de l’expérience (E2) sont pré-
sentés dans le tableau 5.5. La méthode basée sur les géodésiques de formes réalise de
meilleurs résultats de classification que les approches de Fourier.
Par l’algorithme SVM, en moyenne 58, 98% des otolithes sont correctement classés
à l’aide des descripteurs de Fourier complexes, 65, 06% en utilisant les descripteurs de
Fourier elliptiques, tandis que ce taux augmente à 78, 05% lorsque les géodésiques de
forme sont utilisées. Ces taux sont respectivement de 54, 86%, 60, 94% et 73, 3% par
l’algorithme de la forêt aléatoire et 52, 89%, 56, 19% et 68, 55% par l’algorithme du plus
proche voisin.
A noter ici que les résultats obtenus avec les descripteurs de Fourier elliptiques sont
ceux de la classification basée sur les amplitudes des harmoniques plutôt que sur les
coefficients d’harmoniques ; en effet le premier critère surpasse le second sur cette base
d’images.
Tableau 5.5 – Identification du stock de poissons (rouget barbet) sur la base d’images de l’expé-
rience (E2) - les résultats sont donnés en termes de taux de bonne classification. Pour chacune
des trois méthodes, les algorithmes plus proche voisin, forêt aléatoire et SVM ont été évalués.
La méthode des géodésiques surpasse nettement les méthodes de Fourier (DFC et DFE).
Avec les Avec les Avec la
Stock descripteurs de descripteurs de métrique
Fourier complexes Fourier elliptiques proposée
Algorithme du plus proche voisin
Golfe de Gascogne 33, 33 33, 33 58, 33
Golfe de Lion 39, 62 50, 94 56, 60
Manche 85, 71 84, 29 90, 71
Moyenne±σ 52,89± 28,60 56,19± 25,88 68,55± 19,21
Forêt aléatoire (N = 500 et mtry = 150)
Golfe de Gascogne 33, 33 41, 66 66, 66
Golfe de Lion 43, 39 54, 71 60, 37
Manche 87, 85 86, 43 92, 85
Moyenne±σ 54,86± 29,01 60,94± 23,02 73,30± 17,23
SVM (noyau polynômial de degré d = 0, 5)
Golfe de Gascogne 41, 66 50, 00 75, 00
Golfe de Lion 45, 28 56, 60 64, 15
Manche 90, 00 88, 58 95, 00
Moyenne±σ 58,98± 26,92 65,06± 20,63 78,05± 15,65
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Identification du stock de coquilles Dans l’expérience de l’identification des stocks
des coquilles (E3), les résultats de classification donnés au tableau 5.6 ont été obtenus
avec l’algorithme du plus proche voisin. Là aussi la méthode basée sur les géodésiques
surpasse les approches de Fourier dans presque tous les stocks. En utilisant les géodé-
siques le taux d’identification correct est de 53, 16%, tandis qu’il est de 47, 24% avec les
descripteurs de Fourier complexes et 31, 83% avec les descripteurs de Fourier elliptiques.
La matrice de confusion relative à l’approche géodésique est donnée dans le tableau 5.7.
Tableau 5.6 – Identification du stock de coquilles Saint-Jacques sur la base d’images de l’ex-
périence (E3) - les résultats sont donnés en termes de taux (en %) des coquilles correctement
identifiées. L’algorithme utilisé est celui du plus proche voisin. Là encore la méthode basée
géodésiques surpasse nettement les méthodes de Fourier.
Nombre Avec les Avec les Avec la
Stocks des descripteurs de descripteurs de métrique
coquilles Fourier complexes Fourier elliptiques proposée
Aran islands 46 60, 87 32, 61 76, 09
Austevoll 31 29, 03 16, 13 22, 58
Bergen 37 24, 32 29, 73 32, 43
Bessaker 42 73, 81 11, 90 80, 95
Brest 35 31, 43 20, 00 17, 14
Bronnoysund 65 61, 54 33, 85 70, 77
Cambell 35 17, 14 34, 29 37, 14
Hollyhead 45 51, 11 40, 00 11, 11
Scarborough 43 39, 53 37, 21 60, 47
Seine 29 44, 83 27, 59 79, 31
Traena 67 88, 06 46, 27 88, 06
Vigo 42 45, 24 52, 38 61, 9
Moyenne±σ 47,24± 21,02 31,83± 11,85 53,16± 27,51
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5.5.2 Discussion
L’approche proposée fondée sur les géodésiques de formes a été comparée aux ap-
proches de Fourier pour la classification de formes. Une évaluation des performances a
été effectuée au travers des trois bases d’images de pièces calcifiées. L’approche proposée
surpasse nettement les approches de Fourier avec un gain en termes de taux de classifi-
cation correcte entre 6% et 21% sur les trois bases traitées. A noter que l’utilisation de
la distance multi-échelle n’a pas permis ici d’améliorer davantage les résultats obtenus.
Les techniques étudiées sont invariantes par transformations géométriques (translation,
rotation et changement d’échelle). Mais alors que l’analyse de Fourier repose sur une ca-
ractérisation globale des formes, l’approche proposée exploite les caractéristiques locales
des formes. En particulier, les points de forte courbure jouent un rôle clé en classifica-
tion. Cet aspect local peut aussi rendre plus simple l’utilisation de points de repère
qui peuvent être détectés automatiquement ou fixés par des experts, pour améliorer la
caractérisation des formes [Johnson et Christensen, 2002].
Par ailleurs, lorsque nous observons les résultats de correspondance entre les formes
des contours d’otolithes, nous trouvons que les repères définis dans [Ponton, 2006], pour
l’analyse par “morphométrie géométrique” (MG), sont automatiquement appariés dans
l’approche géodésique. Dans la figure 5.9, nous avons donné deux exemples d’illustration
à partir de deux espèces de poissons. Les repères de la MG ont été : les pointes du rostrum
et antirostrum, la limite supérieure du sulcus et l’extrémité postérieure de la sagitta,
leurs positions sont indiquées par des cercles pleins.
(a) Otolithes de Girelle Brune (Coris julis) (b) Otolithes de Severeau (Trachurus medi-
terraneus)
Figure 5.9 – Illustration de la mise en correspondance automatique des points clés dans l’ap-
proche géodésique. L’appariement des formes en utilisant l’approche géodésique fait corres-
pondre de lui-même les points habituellement utilisés en comparaison de formes en “morpho-
métrie géométrique”(MG)[Ponton, 2006]. Les cercles pleins indiquent les positions des repères
utilisés en MG.
Un net avantage des descripteurs elliptiques de Fourier sur les deux autres mé-
thodes a été noté dans le taux de classement des échantillons Trachurus mediterraneus.
En effet, les formes de certains échantillons des deux espèces Severeau (Trachurus medi-
terraneus) et Sparaillon (Diplodus annularis) (figure 5.10) sont très proches, conduisant
à des erreurs de classification en utilisant l’approche géodésique et par les descripteurs
Année 2010 Kamal Nasreddine
5.5. Applications aux pièces calcifiées 169
de Fourier complexes. La principale différence dans la forme des otolithes de ces deux
espèces réside dans le fait que le contour des otolithes de Severeau (Trachurus medi-
terraneus) est composé d’une série d’arcs d’ellipse, répétée à la même fréquence, alors
que le contour de l’autre espèce ne présente pas cette structure. Or les descripteurs
elliptiques de Fourier décrivent les formes par des ellipses de différentes fréquences ; ils
sont donc l’outil le plus puissant pour décrire ce type de formes. Ce cas laisse penser à
une perspective où l’on combine l’analyse spectrale avec l’approche géodésique, qui est
une analyse spatiale des formes.
(a) Otolithe de Severeau (Trachurus
mediterraneus)
(b) Otolithe de Sparaillon (Diplo-
dus annularis)
Figure 5.10 – Illustration de la difficulté de discrimination entre les deux classes Severeau
(Trachurus mediterraneus) et Sparaillon (Diplodus annularis). Les formes des otolithes sont
très proches et la principale différence réside dans la série d’arcs d’ellipses qui composent le
contour des otolithes de Severeau (Trachurus mediterraneus). Cette caractéristique est très
bien décrite par les descripteurs elliptiques de Fourier.
Bilan et perspectives Les résultats reportés dans les tableaux 5.3 à 5.7 confirment
la pertinence de la forme externe des otolithes et des coquilles pour l’identification des
espèces et/ou la discrimination des stocks.
De toutes les façons un pourcentage de 100% absolu n’est pas tout le temps attei-
gnable car différents facteurs peuvent intervenir dans la forme externe, y compris la
génétique, la migration entre stocks, la température de l’eau, l’abondance de la nourri-
ture, la profondeur de l’eau. . .
D’un autre côté, les résultats de classification du tableau 5.7 montrent que la forme
externe des coquilles demeure très spécifique pour la majorité des stocks, en particulier
pour ceux de l’extrême sud (Seine, Vigo) et de l’extrême nord (Traena, Bronnoyssund,
Bessaker).
Comme perspectives d’amélioration des résultats, on peut penser à intégrer dans
le processus de reconnaissance d’autres caractéristiques reconnues ayant une influence
sur l’identification des espèces et/ou la discrimination des stocks (poids de la pièce,
croissance. . .). En fait, un des points forts de la géodésie de formes est qu’elle peut être
combinée avec d’autres caractéristiques indépendantes dans une analyse multi-variable.
Par exemple, dans l’expérience (E2) la connaissance et l’intégration des lois de crois-
sance des otolithes de rouget barbet (Mullus surmuletus) améliorent les performances
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de classification (tableau 5.8). En effet, si seule l’information de croissance est utilisée
pour identifier les stocks, les résultats de classification sont moins bons que si nous utili-
sons la métrique géodésique seule (50, 74% contre 68, 55% de classification correcte). La
métrique définie sur l’information de la loi de croissance, dcroissance, est considérée ici
comme étant quadratique moyenne entre les deux profils de croissance. La classification
intégrant les deux informations (forme et croissance) est effectuée en pondérant les deux
métriques : d =
√
w1 · d2Geodesique + w2 · d2croissance. Les poids optimaux (w1 et w2) ont
été déterminés par validation croisée. Le taux moyen de classification correcte est alors
amélioré de 12% pour atteindre 80, 15%.
Tableau 5.8 – Illustration de l’analyse multi-variable avec l’exemple de l’expérience (E2). L’iden-
tification du stock est basée sur les deux informations forme et croissance à la fois. Taux de
réussite (en %) par l’algorithme du plus proche voisin.
Avec la Avec la
Stock différence de métrique proposée
croissance couplée avec la croissance
Golfe de Gascogne 66, 67 66, 67
Golfe de Lion 43, 40 77, 36
Manche 42, 14 96, 43
Moyenne±σ 50,74± 13,81 80,15± 15,07
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5.6 Conclusion
Nous avons proposé dans ce chapitre d’utiliser les géodésiques de formes dans la
définition d’une nouvelle métrique pour la reconnaissance de formes. Nous avons montré
l’efficacité de cette métrique par des tests de reconnaissance complexes et variés. Nous
avons aussi montré que les distances issues de la géodésie de formes peuvent être des
attributs pertinents pour l’apprentissage statistique de type SVM ou forêts aléatoires
par exemple.
Tout d’abord, l’approche a été validée sur la base d’images MPEG-7 qui est large-
ment utilisée dans la littérature par les méthodes de reconnaissance de formes. Cette
comparaison a montré l’efficacité des géodésiques pour la classification et la recherche
de formes.
Ensuite, l’approche a été appliquée à des données issues de la biologie marine (images
d’otolithes et de coquilles). Ces données sont connues pour être complexes et présentent
des variabilités inter-individuelles assez importantes. Nous nous sommes intéressés aux
problèmes liés à l’identification des espèces et à la discrimination des stocks. L’approche
proposée a donné des résultats qui surpassent nettement ceux des approches couram-
ment utilisées par les biologistes. Les taux de réussite réalisés sur les otolithes sont de
96, 7% en identification des espèces et 80, 15% en discrimination des stocks. Pour les
coquilles, le taux de réussite obtenu en discrimination des stocks est de 53, 16%. L’amé-
lioration des résultats dans certains cas passera par l’intégration de caractéristiques
supplémentaires dans une analyse multi-variable.
Au cours du chapitre, nous avons également analysé les bénéfices et les limites de
la méthode proposée. L’utilisation de l’approche géodésique améliore la classification
comme le montrent tous les tableaux de comparaison. Ce gain non négligeable apporté
par l’approche proposée est en grande partie dû à sa capacité à recaler les différences
locales de formes ; ces différences sont considérées comme du bruit dans les approches
globales, ce qui mène à une baisse des performances de la classification.
Lors des expérimentations certaines formes rencontrées, pourtant de classes diffé-
rentes, ont été très similaires. Leur courbure diffère sur un petit nombre de points de
contour seulement. Expérimentalement, nous avons remarqué que l’utilisation du critère
robuste avait conduit à considérer ces points de données comme des valeurs aberrantes.
Une perspective serait de mieux adapter le critère robuste à ce type de données. La
deuxième limite reportée dans ce chapitre concerne la prise en compte d’oscillations en
forme d’arcs d’ellipses, elle ouvre la perspective de combiner l’analyse spectrale avec
l’approche proposée, qui est une analyse spatiale des formes.
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6.1 Introduction
Ce chapitre traite du recalage d’images qui contiennent des séquences de formes. En
fait, un certain nombre de structures biologiques comme les troncs d’arbres, les otolithes
de poissons, les coraux et les coquillages se développent selon un processus d’accrétion.
En d’autres termes, elles peuvent être considérées comme une succession de couches
concentriques par rapport à un noyau initial. Le recalage de ce type d’images est donc
d’une grande importance pour de nombreuses études biologiques et écologiques.
Dans les sciences médicales aussi, on trouve des images impliquant des séquences de
formes. Par exemple, la topographie cornéenne, qui est un processus de cartographie de
la courbure de la surface de la cornée [Richard, 2005], requiert l’analyse d’images qui
contiennent des motifs concentriques.
Dans ce chapitre, une méthode robuste pour faire correspondre des images de sé-
quences de formes est développée. Les formes successives sont tout d’abord représentées
par une fonction potentielle [Fablet et al., 2008], et l’algorithme de recalage est ensuite
effectué sur cette représentation par lignes de niveaux. Cet algorithme de recalage est
basé sur l’approche géodésique proposée (au chapitre 4) pour le recalage de contours
de formes 2D. Son efficacité sera démontrée par test sur des images de synthèse et des
images réelles très peu contrastées, où le recalage basé sur l’intensité de niveau de gris
ne réussit pas à aligner correctement les structures.
Ce chapitre est structuré de la manière suivante. Nous décrivons dans un premier
temps les étapes de la méthode proposée, qui comportent la représentation des images
à l’aide de fonctions potentielles suivie du recalage des fonctions potentielles par une
approche variationnelle (section 6.2). Ensuite, nous présentons l’implémentation numé-
rique de l’algorithme proposé (section 6.3) et les différentes applications considérées
(section 6.5). En particulier, nous allons aborder le recalage d’images d’otolithes de
poissons, celui d’images de troncs d’arbres et celui d’images issues de la topographie
cornéenne.
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6.2 Recalage de séquences de formes
Le but principal est ici de recaler deux images impliquant des séquences de formes.
Cela revient à trouver la transformation géométrique qui fait correspondre au mieux
les pixels de ces deux images. Comme ces images sont souvent issues de la biologie,
elles sont en général très peu contrastées et le recalage basé sur l’intensité des niveaux
de gris n’est pas approprié à ce type d’images. En figure 6.2, nous avons reporté les
résultats du recalage iconique, en utilisant un algorithme robuste de recalage dense
[Kim et Fesseler, 2004] basé sur le niveau de gris et le gradient du niveau de gris. Les
informations iconiques ne sont donc pas suffisantes pour faire le recalage de ces images.
Toutefois, ces images sont fortement structurées géométriquement : la séquence de
formes est bien organisée. Au lieu de recaler directement les deux images d’origine,
nous proposons de faire recaler leurs deux séquences respectives (figure 6.1), séquences
estimées grâce à une représentation par lignes de niveaux.
(a) Image référence : otolithe
de Plie d’âge 4 ans
(b) Image à recaler : otolithe
de Plie d’âge 4 ans
(c) Image (b) recalée à
l’image (a) par recalage
basé-géométrie
(d) Séquence de formes issue
de l’image (a)
(e) Séquence de formes is-
sue de l’image (b)
(f) Moitié haute : référence ;
Moitié basse : résultat du re-
calage basé-géométrie
Figure 6.1 – Recalage de deux images d’otolithes à partir de leurs séquences de formes. Le
recalage basé-géométrie a réussi à bien aligner les deux images, tandis que le recalage basé-
intensité n’est pas capable de le faire (figure 6.2).
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(a) Résultat du recalage
basé sur l’intensité
(b) Résultat du recalage basé
sur le gradient d’intensité
Figure 6.2 – Résultats du recalage iconique des deux images d’otolithes 6.1(a) et 6.1(b). Comme
les images sont faiblement contrastées, le recalage basé sur l’intensité n’a pas réussi à aligner
les structures d’anneaux.
6.2.1 Représentation par lignes de niveaux
Dans [Fablet et al., 2008], on a développé une technique 1 pour estimer une fonction
potentielle qui représente la séquence de formes d’une image donnée (figure 6.3).
Les formes de la séquence sont données par des lignes de niveaux d’une fonction
potentielle U continue de R2, telle que la forme à un temps t est donnée par la ligne de
niveau :
Γλ(U) = {p ∈ R2 / U(p) = λ(t)} (6.1)
où λ est la valeur du niveau ; λ est une fonction continue et strictement monotone.
(a) Image d’une coupe transversale
d’un otolithe de Lieu présentant une
séquence de formes
(b) Représentation de l’image (a) par une
fonction potentielle
Figure 6.3 – Représentation d’une image impliquant une séquence de formes par une fonction
potentielle.
1. décrite en section 1.4.4 du chapitre 1
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6.2.2 Méthode proposée
L’approche que nous proposons pour le recalage d’images de séquences de formes
peut être résumée par les étapes suivantes :
1. Pour recaler deux images (figures 6.1(a) et 6.1(b)), nous représentons leurs sé-
quences de formes par des lignes de niveaux calibrés (6.1(d) et 6.1(e) respecti-
vement). Comme les deux représentations sont calibrées, deux lignes de niveaux
sur les deux séquences qui se correspondent seront indiquées par la même valeur
de λ. Il reste à faire correspondre les points des deux niveaux correspondants en
optimisant un critère de similarité. Soit s ∈ [0, 1] l’abscisse curviligne normalisée
sur la courbe (à un niveau λ) Γλ. Cette courbe est paramétrée par l’angle θ(λ, s)
entre la tangente à la courbe et l’axe horizontal. Nous appelons φ(λ, s) la fonction
de correspondance au point d’abscisse s du niveau λ.
2. Nous recalons les différentes lignes de niveaux (figure 6.4) en optimisant un critère
de similarité entre les deux niveaux à faire correspondre, tout en imposant une
régularité à φ par rapport à s et par rapport à λ en même temps. Pour ce faire,
nous allons nous appuyer sur l’approche proposée au chapitre 4 pour le recalage
de contours 2D.
3. Après avoir recalé tous les niveaux échantillonnés, les points des images n’appar-
tenant à aucun de ces niveaux sont recalés par interpolation spatiale pour obtenir
l’image recalée (figure 6.1(c)).
Figure 6.4 – Recalage de séquences de formes. Comme les deux séquences de formes sont
calibrées, le recalage recherché est effectué sur les points des niveaux correspondants deux à
deux.
6.2.3 Formulation variationnelle robuste
Etant donné deux fonctions potentielles U et U˜ relatives à deux images, notre but
est de déterminer une fonction de transformation Φ(Γλ) = φ(λ, s) telle que Γλ(U) =
Φ(Γλ(U˜)) pour tous les niveaux λ. Formellement, ce problème est posé en termes de mi-
nimisation d’une fonctionnelle d’énergie EUU˜ (φ) (donnée en équation (6.2)), impliquant
un terme d’attache aux données, EUU˜D , qui évalue la similarité entre Γλ(U) et Φ(Γλ(U˜))
et deux termes de régularisation, (6.3) et (6.4), relatives à l’abscisse curviligne s et au
niveau λ, respectivement.
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|φλ(λ, s)|2 dλds (6.4)
où φs = ∂φ∂s et φλ =
∂φ
∂λ . α et β sont des variables qui contrôlent la régularité.
En utilisant la métrique proposée pour les courbes 2D (donnée en équation (4.11))
et en intégrant sur tous les niveaux λ, ce problème de recalage revient à minimiser :















λ |φλ(λ, s)|2 dλds
6.3 Résolution numérique
Pour l’implémentation numérique, on discrétise EUU˜ (φ) en fonction des niveaux
et abscisses curvilignes échantillonnés, λi,i=1:m et sj,j=1:n. Pour trouver la fonction de
correspondance φ optimale, nous utilisons les deux méthodes de minimisation : par
programmation dynamique et par schéma itératif incrémental (voir sections 4.2.2 et
4.3.2).









2(λi, sj)− 4(α+ β)
S(λi, sj) =
√
φk(λi, sj+1)− φk(λi, sj−1)














+2α(2φki,j − φki,j−1 − φki,j+1 − δφki,j−1 − δφk−1i,j+1)
+2β(2φki,j − φki−1,j − φki+1,j − δφki−1,j − δφk−1i+1,j)
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Une fois la solution optimale trouvée, l’interpolation spatiale en tous les points de
l’image, faisant passer de φ(λi, sj) à φ(p) où p est un pixel de l’image à recaler, est
assurée par la méthode dite de Krigeage [Oliver et Webster, 1990].
6.4 Interpolation spatiale
La fonction de transformation φ(λ, s) trouvée fait correspondre les pixels relatifs à
des niveaux échantillonnés. On cherche à trouver les points correspondants des autres
pixels de l’image par interpolation (estimation) spatiale.
L’interpolation spatiale est un problème classique d’estimation d’une fonction F (p)
en un point du plan p = (x, y) à partir de valeurs connues de F en un certain nombre,





Le problème consiste à déterminer la pondération wi de chacun des points envi-
ronnants. Il existe plusieurs façons de choisir ces poids. Les deux méthodes les plus
couramment utilisées sont l’interpolation linéaire (fonction de l’inverse de la distance)
et la méthode des splines cubiques (ajustement de polynômes cubiques).
Toutefois, la méthode optimale au sens statistique du terme reste la méthode connue
sous le nom de Krigeage 2 [Oliver et Webster, 1990]. C’est la méthode d’estimation la
plus précise. Le Krigeage est l’estimateur linéaire qui assure la variance d’estimation
minimale. On peut l’utiliser autant pour l’interpolation que pour l’extrapolation.
Afin de déterminer la pondération de chacun des points environnants, le Krigeage
choisit les poids à partir du degré de similarité entre les valeurs de F , c’est-à-dire à partir
de la covariance entre les points exprimée en fonction de la distance h les séparant. Il
utilisera alors le semi-variogramme (la moitié du variogramme) γ(h).
Une fois calculé le semi-variogramme γ(h), il suffit ensuite d’ajuster une fonction
analytique à tous ces points pour obtenir une fonction continue caractérisant complète-
ment la semi-variance en fonction de la distance entre les points. Le Krigeage consiste
enfin à calculer les wi à l’aide des valeurs de la fonction γ(h) pour les m points choisis.
La toolbox Kriging de DACE 3 est disponible avec différentes formes de fonctions
de corrélation : exponentielle, exponentielle généralisée, gaussienne, linéaire, sphérique,
cubique et spline. Ici, nous l’avons utilisée avec la forme exponentielle généralisée qui
donnait les meilleurs résultats dans toutes les expérimentations considérées.
2. Le Krigeage porte le nom de son précurseur, l’ingénieur minier sud-africain D.G. Krige
3. DACE, Design and Analysis of Computer Experiments, http ://www2.imm.dtu.dk/∼hbn/dace
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6.5 Evaluation expérimentale
6.5.1 Tests sur des images synthétiques
Tout d’abord, nous avons effectué des tests sur des images synthétiques illustrées en
figure 6.5. Nous avons testé les performances des différentes options (dynamique/itérative,
robuste/non robuste).
(a) Image référence
(b) Image à recaler (c) Composantes x, y de la transformation réelle
(d) Résultat du recalage
basé-intensité
(e) Composantes x, y de la transformation par recalage
basé-intensité
(f) Résultat du recalage
basé-géométrie
(g) Composantes x, y de la transformation par recalage
basé-géométrie
Figure 6.5 – Recalage d’images synthétiques. Le recalage basé sur la géométrie est capable de
trouver la transformation réelle, celui basé sur l’intensité ne l’est pas.
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Dans la méthode itérative, l’intérêt du critère robuste a été testé en initialisant
φ à différents angles de la solution correcte (30◦, 45◦, 90◦ et 135◦). Les valeurs de
l’erreur quadratique moyenne (EQM) de |φ| et de l’angle de la tangente θ aux itérations
successives sont représentées par la figure 6.6 suivante.
(a)
(b)
Figure 6.6 – Variation de l’erreur quadratique moyenne de |φ| (a) et de θ (b) en fonction du
nombre d’itérations dans le schéma itératif robuste et non robuste. Ici, la légende “Non robus-
te” signifie que l’algorithme itératif a été utilisé sans le critère robuste, tandis que “Robuste”
désigne l’utilisation de ce critère dans l’algorithme. L’initialisation de φ a été placée à différents
angles (30◦, 45◦, 90◦ et 135◦) de la solution correcte.
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On remarque que sans le critère robuste, lorsque l’initialisation est placée relative-
ment loin de la solution correcte, il y a risque de convergence vers un minimum local :
c’est ce qui est arrivé avec l’initialisation à 45◦. Aussi, on constate qu’avec l’utilisation
du critère robuste, la convergence vers le minimum global est assurée indépendamment
de l’initialisation, et ce plus rapidement que dans le cas non robuste.
Le résultat du recalage avec ces images synthétiques est reporté en figure 6.5 avec
une comparaison au recalage basé-intensité. On peut remarquer que le recalage ico-
nique n’aligne pas correctement les structures contenues dans les deux images à recaler.
D’autre part, le recalage proposé basé-géométrie est capable de trouver quasiment la
transformation réelle, les erreurs géométriques et iconiques trouvées sont négligeables
(Tableau 6.1 ci-dessous).
Tableau 6.1 – Comparaison entre le recalage iconique et le recalage proposé basé-géométrie.
Sont données ici les erreurs quadratiques moyennes (EQM) de |φ|, de l’intensité des niveaux de
gris (les images sont codées sur 256 niveaux) et de θ mesuré en radians.
Type du EQM de EQM de EQM de
recalage |φ| l’intensité θ
basé-géométrie 1, 01 2, 25 0, 06
basé-intensité 82, 01 180, 63 1, 28
En utilisant la programmation dynamique, les résultats obtenus sont similaires à
ceux de la méthode itérative robuste avec un temps de traitement associé beaucoup
plus important (plus de 10 fois plus grand).
6.5.2 Recalage des images d’otolithes
6.5.2.1 Intérêt
Lors de l’analyse visuelle des otolithes, l’existence d’une forte variabilité inter-individuelle
dans les dépôts de marques (périodiques ou apériodiques) est à l’origine des diffi-
cultés rencontrées. Le recalage d’images permet de s’affranchir des variabilités inter-
individuelles. L’idée est que grâce au recalage les variations inter-individuelles seront
atténuées, les comparaisons entre otolithes pourront ainsi se faire à partir de l’infor-
mation utile. La nécessité de recaler les images d’otolithes se révèle dans de nombreux
problèmes pratiques. Le recalage est souvent nécessaire pour :
– définir une métrique qui mesure la distance entre deux otolithes pour la com-
paraison entre les formes, voire les séquences de formes, la classification ou plus
généralement des études statistiques.
– étudier les structures observées (opacité, forme, périodicité. . .) suite à une re-
cherche d’exemples similaires dans une base d’images interprétées, comme outil
d’aide à la lecture et à l’interprétation des otolithes.
– faire une étude statistique 2D conjointe de signatures chimiques (δ18O, Sr, K. . .),
géométriques (forme, check. . .), et basées intensité (opacité. . .) de l’otolithe. Cette
étude sur un ensemble d’otolithes nécessite une étape préliminaire de recalage
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afin de ramener les images à une référence commune. La fusion de données est
nécessaire car les caractéristiques chimiques constituent une source d’information
importante pour explorer l’effet de l’environnement et du métabolisme sur les
signatures portées par les otolithes et pour appréhender leurs corrélations.
6.5.2.2 Tests et résultats
Nous avons testé l’algorithme proposé sur différentes images d’otolithes de différentes
espèces et de différents groupes d’âges. Les résultats obtenus sont très satisfaisants même
avec un petit nombre de niveaux échantillonnés (par exemple, un nombre égal à aˆge+ 2
en plus du contour externe).
En figure 6.1, nous avons reporté un exemple de résultat sur deux otolithes de Plie du
groupe d’âge 4 ans. Ce résultat est obtenu avec l’algorithme itératif robuste proposé. La
comparaison au recalage basé-intensité (figure 6.2) démontre la pertinence de l’approche
proposée pour le traitement des images d’otolithes.
Un autre exemple est donné en figure 6.7 pour deux otolithes de Plie d’âge 10 ans. Le
résultat obtenu démontre l’efficacité de l’approche proposée malgré le très faible niveau
de contraste et la complexité des structures périphériques très fines et très resserrées.
En figures 6.8 et 6.9 nous reportons deux exemples de résultats sur deux otolithes
de Lieu d’âge 3 ans.
(a) Image référence (b) Image à recaler (c) Superposition des deux
images (a) et (b)
(d) Image (b) recalée à
l’image (a) par recalage
basé-géométrie
(e) Moitié haute : référence ;
moitié basse : image recalée
(f) Superposition des images
référence et recalée
Figure 6.7 – Un exemple de résultat du recalage basé-géométrie de deux images d’otolithes à
partir de leurs séquences de formes.
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(a) Image d’un otolithe de Lieu (b) Image d’un autre otolithe de
Lieu du même groupe d’âge 3 ans
(c) Image (b) recalée à l’image (a) par
recalage basé-géométrie
(d) Image (a) recalée à l’image (b)
par recalage basé-géométrie
Figure 6.8 – Un exemple de résultat du recalage basé-géométrie de deux images d’otolithes de
Lieu à partir de leurs séquences de formes.
(a) Image d’un otolithe de Lieu (b) Image d’un autre otolithe de
Lieu du même groupe d’âge 3 ans
(c) Image (b) recalée à l’image
(a) par recalage basé-géométrie
(d) Image (a) recalée à l’image (b)
par recalage basé-géométrie
Figure 6.9 – Un autre exemple de résultat du recalage basé-géométrie de deux images d’oto-
lithes de Lieu à partir de leurs séquences de formes.
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6.5.2.3 Aide à l’interprétation
L’application du recalage a ici pour objectif de faire correspondre les structures de
même type entres elles et de différencier les structures de type différent. Dans l’exemple
de la figure 6.1, le recalage qui a ramené les deux images d’otolithes au même référentiel
a révélé l’existence de deux faux anneaux dans l’otolithe de l’image à recaler (figure
6.1(f)). Les faux anneaux traduisent généralement un stress qu’a vécu le poisson durant
sa vie à l’année correspondante.
6.5.2.4 Estimation de l’âge du poisson
Nous présentons ici une application du recalage pour l’estimation automatique de
l’âge du poisson. L’automatisation de l’estimation de l’âge est hautement attendue car
l’estimation visuelle des experts humains pose de nombreux problèmes principalement
liés à la subjectivité humaine. L’estimation de l’âge du poisson est indispensable à l’étude
de la biologie et de la dynamique des populations exploitées. Certains paramètres de
la population comme le taux de croissance, le taux de mortalité et l’âge de la maturité
dépendent fortement de la détermination précise de l’âge [Quinn et Deriso, 1999].
Dans cette section nous proposons d’appliquer les techniques de recalage 1D et 2D
à l’estimation automatique de l’âge à partir d’une base de 105 images d’otolithes de Plie
dont l’âge s’étale de 2 à 8 ans (15 images par groupe d’âge). L’idée consiste à étudier
le résiduel du recalage comme une mesure de similarité pouvant servir à l’estimation
automatique de l’âge dans un problème de classification. Cela peut se faire à partir des
signaux 1D, acquis sur un axe standardisé entre le noyau et le bord, ou à partir des
images toutes entières. Nous voulons montrer que l’utilisation de toute l’information
image (information 2D) conduirait à améliorer les résultats de l’estimation de l’âge par
rapport à l’utilisation d’une information réduite au seul axe 1D.
Les distances utilisées ont été définies à l’image de celle proposée pour la reconnais-
sance de formes (équations (5.1) et (5.2)).
– Cas des signaux 1D :







SS˜ sont respectivement la mesure de similarité et la fonctionnelle d’éner-
gie données en équations (4.3) et (4.4).
– Cas des images :







UU˜ sont respectivement la mesure de similarité et la fonctionnelle d’éner-
gie données en équation (6.5).
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Au tableau 6.2, nous avons reporté la matrice de confusion obtenue dans la classifica-
tion à partir des signaux 1D. Les signaux sont extraits un à un de la base d’apprentissage
pour être utilisés à tour de rôle comme signal à classifier (leave-one-out). L’algorithme
de classification utilisé est celui du plus proche voisin.
Tableau 6.2 – Estimation automatique de l’âge du poisson par recalage de l’information 1D -
matrice de confusion de la classification.
hhhhhhhhhhhhhhhhhClasse correcte
Classe estimée II III IV V VI VII VIII
Groupe d’âge II 11 2 2 0 0 0 0
Groupe d’âge III 1 10 2 2 0 0 0
Groupe d’âge IV 0 3 9 1 1 1 0
Groupe d’âge V 0 0 3 9 1 2 0
Groupe d’âge VI 0 0 0 1 11 0 3
Groupe d’âge VII 0 0 0 0 1 11 3
Groupe d’âge VIII 0 0 0 0 1 2 12
Le tableau 6.3 donne la matrice de confusion résultante de la classification par re-
calage 2D des images. Les représentations des images par lignes de niveaux ont toutes
été calibrées entre 0 et 1. Là aussi nous avons utilisé la méthode leave-one-out et l’al-
gorithme du plus proche voisin.
Tableau 6.3 – Estimation automatique de l’âge du poisson par recalage des images - matrice de
confusion de la classification.
hhhhhhhhhhhhhhhhhClasse correcte
Classe estimée II III IV V VI VII VIII
Groupe d’âge II 15 0 0 0 0 0 0
Groupe d’âge III 0 13 2 0 0 0 0
Groupe d’âge IV 0 1 13 1 0 0 0
Groupe d’âge V 0 0 2 10 3 0 0
Groupe d’âge VI 0 0 0 1 12 2 0
Groupe d’âge VII 0 0 0 0 2 12 1
Groupe d’âge VIII 0 0 0 0 0 3 12
Des résultats obtenus, nous pouvons voir que 82, 86% des otolithes sont bien classés
par recalage 2D, contre 69, 52% par recalage 1D. Le recalage 2D a apporté un gain
non négligeable. Les résultats obtenus par cette méthode d’estimation d’âge sont très
bons au regard des taux d’agrément inter-experts (qui varient de 40% à 95%, selon
l’expérience des lecteurs, sur les groupes d’âge allant de 2 à 6 ans). Un point fort de
cette méthode est le taux de réussite obtenu pour les groupes d’âge élevé surpassant les
techniques d’estimation développées auparavant à partir de la détection des stries de
croissance (tableau 6.4). Par rapport à la méthode utilisant l’apprentissage statistique
des profils mono-dimensionnels développée dans [Fablet et Le Josse, 2005], les résultats
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sont aussi meilleurs : en moyenne 91% contre 86% sur les groupes d’âge allant de 2 à 4
ans. Pour les groupes d’âge au delà de 5 ans, la méthode de [Fablet et Le Josse, 2005]
donne un taux de réussite de 83, 5% mais ce taux de classification correspond à une
classe 5+ confondant tous les échantillons d’âge superieur ou égal à 5 ans.
Tableau 6.4 – Comparaison des performances des méthodes proposées pour l’estimation de
l’âge avec celles des techniques développées auparavant à partir de la détection des stries de
croissance.
``````````````Méthode
Groupes d’âge Jusqu’à 5 ans De 5 à 8 ans Jusqu’à 8 ans
Détection mono-dimensionnelle 50%
[Welleman et Storbeck, 1995]
Template qualitatif 80% 20% 50%
[Troadec et al., 2000]
Démodulation et graphe 90% 70% 80%
[Benzinou, 2008]
Système multi-agent 82% 68% 76%
[Guillaud et al., 2002a]
Recalage de profils 65% 72% 70%
Recalage d’images 85% 77% 83%
Nous montrons en figure 6.10 un exemple d’otolithe pour lequel l’estimation de l’âge
à partir de l’information 1D n’a pas réussi à cause de la complexité des structures
périphériques. C’est l’élément du groupe d’âge 8 ans qui a été estimé comme étant du
groupe d’âge 6 ans (tableau 6.2). Les deux derniers anneaux ne sont pas bien représentés
sur le profil 1D. En analyse 2D, la perception des anneaux est mieux représentée et par
suite l’âge de cet échantillon a été correctement estimé.
L’exploitation du recalage d’images a apporté un gain non négligeable pour l’esti-
mation automatique de l’âge du poisson. L’idée principale derrière cette méthode était
de voir ce que pouvait apporter l’utilisation des histoires de formes des otolithes pour
l’estimation de l’âge. Les techniques déjà proposées [Benzinou, 2008; Guillaud et al.,
2002a; Troadec et al., 2000; Welleman et Storbeck, 1995] sont basées sur la détection
des stries de croissance, l’âge est ensuite déduit par dénombrement des anneaux détectés.
Nous avons ainsi démontré que l’utilisation de l’histoire de forme de l’otolithe est une
bonne piste pour améliorer les résultats d’estimation de l’âge du poisson. Cette étude
vient conforter des études récentes montrant que chez certaines espèces à structures
d’otolithe parfois très complexes comme la Morue [Bermejo, 2007; Doering-Arjes et al.,
2008], le Poisson-Ange [Steward et al., 2009] et le Corégone [Muir et al., 2008], on peut
trouver des informations fiables pour l’estimation de l’âge à partir des caractéristiques
morphologiques de la forme de l’otolithe. Ces travaux n’ont cependant exploité jusqu’à
présent que la forme externe de l’otolithe.
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(a) Image d’un otolithe de Plie d’âge
8 ans
(b) Profil d’intensité sur l’axe préférentiel de lecture
allant du nucléus au bord
Figure 6.10 – Un exemple d’otolithe d’âge 8 ans pour lequel l’estimation de l’âge par reca-
lage des signaux 1D n’a pas réussi (âge estimé de 6 ans). Le profil d’intensité montre bien la
complexité des structures périphériques.
6.5.3 Autres applications
6.5.3.1 Recalage d’images de la vidéokératographie
La forme de la cornée joue un rôle primordial dans le processus de la vision humaine.
Quand il y a un problème de vision, la modification de la forme de la cornée peut
grandement améliorer la focalisation des rayons sur la rétine. Afin de faire cette chirurgie
ophtalmique, il est nécessaire de développer certains outils pour analyser la forme de la
cornée.
La vidéokératographie est un processus qui permet d’évaluer la forme de la cornée
par l’étude de l’image déformée d’une mire de test, obtenue par réflexion sur la surface
de face de la cornée et capturée avec une caméra vidéo. Le patient se penche sur un
disque de Placido, composé d’anneaux concentriques clairs et sombres alternés, placé
devant ses yeux. Une caméra vidéo enregistre l’image formée de la réflexion des anneaux
lumineux par la cornée.
Quand les anneaux de l’image réfléchie sont circulaires, cela signifie qu’il n’y avait
pas d’astigmatisme cornéen. Si l’image montre des déformations elliptiques, cela signifie
que la cornée présente un astigmatisme significatif. Lorsque la distance entre les anneaux
est courte, la cornée est courbée et d’une puissance dioptrique élevée. Plus cette distance
est grande, plus la cornée est plate et caractérisée par un réglage dioptrique faible.
Le recalage d’images peut être utilisé pour assister l’analyse des déformations d’an-
neaux en recalant l’image déformée au motif de test. Il est aussi très utile quand on
veut recaler une image réfléchie à une autre image réfléchie déjà interprétée.
Dans la figure 6.11 nous rapportons un exemple de recalage d’images réalisé dans le
but de trouver la transformation géométrique (figure 6.11(e)) due à la réflexion sur la
surface de la cornée.
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(a) Image référence (b) Image à recaler
(c) Moitié haute : image re-
calée ; moitié basse : image
référence
(d) L’image (b) recalée par
rapport à l’image (a)
(e) Composantes x, y de la transformation (déformation) obtenue
Figure 6.11 – Recalage d’images appliqué à la topographie cornéenne.
6.5.3.2 Recalage d’images de troncs d’arbres
Notre approche de recalage pourrait également être utile dans les études biologiques
et écologiques relevant de la dendrochronologie. Cette discipline qui s’intéresse à la
croissance des arbres est utilisée dans des domaines divers et variés comme la climato-
logie, la géologie, l’archéologie, l’architecture, l’histoire de l’art. . .
Les différents tissus végétaux du tronc d’arbre se répartissent de façon concentrique.
Une coupe transversale du tronc d’arbre montre des cernes concentriques correspondant
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aux couches de croissance annuelle (figure 6.12(a)). Leur comptage permet de connaître
l’âge de l’arbre au moment de sa coupe. Chaque année, il y a un nouvel ajout de cellules
en forme d’un manchon cylindrique formé à l’extérieur du précédent. Sur une coupe
transversale de tronc, on le voit sous la forme d’un cerne ou anneau de croissance. Le bois
généré à l’année correspond à la partie la plus jeune du tronc et située à la périphérie
sous l’écorce. Il est très riche en eau et assure le transport de substances nutritives.
Comme il est à la périphérie, ce bois est exposé aux insectes et aux champignons. Enfin
les cernes ne sont pas réguliers et leur épaisseurs et formes dépendent des conditions
environnementales ou saisonnières comme le climat, la température, la pluviosité, la
sécheresse, les attaques parasitiques, la disponibilité d’eau et de lumière, les foudres, la
nature du sol. . . Ainsi un anneau large indique les conditions favorables de croissance,
et un anneau étroit indique des conditions relativement difficiles.
Plusieurs études peuvent être faites en se basant sur la structure du bois et des
cernes de croissance. Nous citons ci-dessous en ce qui suit quelques études de la den-
drochronologie.
– Le comptage des cernes sur une coupe du tronc permet de déterminer l’âge de
l’arbre, ou l’âge d’une branche de l’arbre.
– L’étude détaillée des épaisseurs et des densités des anneaux sur des longues pé-
riodes de temps, parfois plus de trois mille ans (sur plusieurs arbres), est utile
pour connaître les conditions environnementales qu’a subi cet arbre au cours du
temps. L’épaisseur des cernes varie fortement en fonction des conditions clima-
tiques de l’année durant laquelle ils se sont formés. Ce qui permet de reconstituer
les conditions climatiques passées en étudiant l’épaisseur relative des cernes.
– Des profils réalisés sur des troncs d’arbres d’une région peuvent être comparés et
mis bout à bout pour former des références sur plusieurs centaines d’années. Cette
base de références peut être utilisée pour dater de nouveaux échantillons non datés
venant par exemple de poutres de bâtiments historiques, de bois archéologiques
ou de fossiles d’âges inconnus. Cette étude repose nécessairement sur un outil de
synchronisation. Le recalage peut bien servir à ce sujet.
Certaines études de dendrochronologie cherchent à analyser les différences qui appa-
raissent sur les images de différentes coupes du même tronc d’arbre. Le recalage d’images
peut aussi assister ces études.
En figure 6.12 nous avons donné les résultats de recalage des images de deux coupes
transversales d’un tronc d’arbre d’âge 30 ans. Les résultats sont très satisfaisants malgré
l’épaisseur très finie des cernes de croissance et leur rapprochement. Le recalage aligne
bien les cernes tout en préservant leurs structures géométriques.
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(a) Coupe transversale d’un tronc
d’arbre
(b) Une autre coupe transversale du
même tronc
(c) Moitié haute : (b) recalée à (a) ; moi-
tié basse : (a)
(d) L’image (b) recalée par rapport à
l’image (a)
(e) Moitié haute : (a) recalée à (b) ; moi-
tié basse : (b)
(f) L’image (a) recalée par rapport à
l’image (b)
Figure 6.12 – Recalage d’images de deux coupes transversales d’un tronc d’arbre d’âge 30
ans.
Kamal Nasreddine Année 2010
192 Chapitre 6. Recalage d’images de séquences de formes
Comme il peut ne pas être évident de voir facilement les différences entre les images,
nous allons nous focaliser sur certaines zones d’intérêt le long de ces images. En figure
6.13 nous présentons différentes coupes sur les images originales que nous avons recalées
pour voir de près les différences.
(a) De gauche à droite : coupe 6.12(a), coupe 6.12(b) avec des
cernes plus plats, coupe 6.12(a) recalée, coupe 6.12(b) recalée
(b) De gauche à droite : coupe 6.12(a) avec des cernes plus plats, coupe 6.12(b), coupe 6.12(a) recalée, coupe 6.12(b)
recalée
(c) De gauche à droite : coupe 6.12(a) avec cerne central el-
liptique, coupe 6.12(b) avec cerne central circulaire, coupe
6.12(a) recalée, coupe 6.12(b) recalée
(d) De gauche à droite : coupe 6.12(a), coupe 6.12(b), coupe 6.12(a)
recalée, coupe 6.12(b) recalée
Figure 6.13 – Mise en évidence des différences sur les images originales et recalées de la figure
6.12.
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6.6 Conclusion
Dans ce chapitre nous avons proposé et testé une approche de recalage d’images
impliquant des séquences de formes. Cette approche de recalage basé-géométrie est plus
adaptée aux images peu contrastées, pour lesquelles le recalage basé-intensité manque
d’efficacité. L’étude de validation a été menée sur des images synthétiques, puis sur des
images réelles issues de la biologie et du milieu médical.
Dans l’étude des otolithes de poissons, les applications présentées ici concernent
l’aide à l’interprétation des structures de croissance ainsi qu’un exemple d’estimation
automatique de l’âge utilisant l’apprentissage statistique. Une perspective pourrait être
la construction d’images de modèles statistiques comme l’image d’un otolithe moyen
(par groupe d’âge), à partir d’une base d’images disponibles.
Dans ce travail, nous avons utilisé l’information géométrique pour effectuer le reca-
lage d’images. Bien que le recalage iconique ne donne pas de résultats satisfaisants, l’in-
tégration des informations d’intensité avec la méthode proposée pourrait améliorer les
résultats dans certaines applications. Surtout, nous pourrions ajouter, aux contraintes
du problème du recalage, des points de repère en fonction des niveaux de gris des pixels.
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Conclusion générale et perspectives
Le développement de nouveaux outils fiables pour la caractérisation des ressources
halieutiques est un enjeu majeur pour améliorer l’évaluation et la gestion des écosys-
tèmes marins exploités. Les otolithes sont des pièces calcifiées biominérales situées au
niveau de l’oreille interne des poissons. Ils enregistrent à la fois les paramètres envi-
ronnementaux (température, salinité. . .) et les traits de vie individuels des poissons
(âge, croissance, migration. . .). Considérés comme de véritables archives biologiques,
ces pièces sont utilisées dans des analyses en routine pour la détermination de la struc-
turation démographique des pêcheries. Cependant, la forte variabilité inter-individuelle
reste à l’origine de beaucoup de difficultés rencontrées par les experts lors de l’analyse
visuelle. Dans cette thèse, nous avons développé des outils de recalage de signaux et
d’images permettant de ramener les données dans une même référence et s’affranchir
ainsi de leur inter-variabilité.
Tout d’abord, une approche variationnelle et robuste est proposée pour le recalage
de signaux 1D. Nous avons introduit le critère robuste dans la définition de la mesure
de similarité afin de rendre le recalage insensible aux inter-variabilités biologiques qui
généralement mènent à des mesures aberrantes. Puis le recalage 1D proposé est utilisé
avec le calcul des géodésiques de formes pour le recalage de contours de formes 2D à des
fins de reconnaissance (classification et recherche). L’approche de recalage des contours
est ensuite étendue au recalage d’images présentant des séquences de formes comme les
images des otolithes. Cette approche de recalage, basé-géométrie, est particulièrement
bien adaptée aux images peu contrastées, pour lesquelles le recalage basé-intensité est
peu performant.
Un autre volet de notre contribution est relatif aux problèmes de reconnaissance de
signaux, formes et images. Nous avons proposé des distances basées sur le résiduel du
recalage. Les distances proposées présentent plusieurs avantages :
– elles s’appuient sur une comparaison locale ;
– elles sont robustes aux données aberrantes et aux inter-variabilités ;
– elles sont invariantes par rapport aux transformations géométriques ;
– elles sont symétriques ;
– elles peuvent être utilisées dans un cadre multi-échelle, ce qui permet de résoudre
certains problèmes rencontrés avec les méthodes purement globales ou purement
locales ;
– elles autorisent la définition de points repères.
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Au niveau des applications, nous avons visé celles qui exigent de ramener les données
à un système de référence commun afin de mesurer la similarité et/ou les différences
entre signaux, formes ou images. Les représenter de cette façon permet d’analyser les
inter-variabilités ou d’en construire des modèles statistiques. Dans la bibliographie, on
constate que la plupart des travaux sur l’automatisation de l’analyse de l’otolithe ont
traité le problème de la détection des anneaux de croissance dans le but de l’estimation
de l’âge et de la croissance des poissons, mais on ne trouve pas de travaux développant
des outils de synchronisation de signaux et d’images afin de les ramener à un référentiel
commun. Grâce aux techniques de recalage proposées dans cette thèse, les variations
inter-individuelles ont été atténuées, et les études de comparaison sont faites à partir
de l’information véritablement utile.
Les approches de recalage proposées ont été testées sur des données synthétiques puis
réelles afin d’évaluer les performances et de les comparer aux méthodes déjà utilisées et
proposées dans la littérature. Ces comparaisons montrent que ces approches sont assez
performantes.
Le recalage de signaux 1D est appliqué tout d’abord à des signatures structurelles
issues d’images d’otolithes pour l’aide à l’interprétation des marques de croissance. Par
la suite, nous avons proposé de recaler des signatures chimiques mesurées sur les otolithes
avec des signaux environnementaux temporels connus pour être en corrélation avec ces
derniers, dans le but d’estimer la loi de croissance nécessaire pour la gestion des stocks
halieutiques. Ce recalage aboutit à une relation espace-temps qui n’est autre que la loi
de croissance biologique. Finalement le recalage 1D a été appliqué pour l’estimation de
l’âge des poissons. Dans cette application, 69, 52% des otolithes traités avaient un âge
correctement estimé.
L’approche proposée pour la reconnaissance de formes a été validée dans un pre-
mier temps sur la base d’images MPEG-7, une base d’images largement testée dans la
littérature par les méthodes de reconnaissance de formes. Cette comparaison a montré
l’efficacité des géodésiques pour la reconnaissance de formes : 99, 44% des formes de
la base ont été correctement classées par l’algorithme SVM. Le tableau 6.5 reporte les
différents résultats obtenus selon la distance et l’algorithme de classification utilisés,
ainsi que les scores Bull’s eye obtenus par l’approche proposée.
Tableau 6.5 – Taux de réussite en classification et en recherche, selon la distance utilisée, obtenus
sur la base d’images MPEG-7.
Classification Recherche
Plus Forêt SVM Bull’s eyeproche voisin aléatoire
Distance
95, 05% 96, 10% 97, 66% 85, 7%mono-échelle
Distance
98, 86% 99, 02% 99, 44% 89, 05%multi-échelle
Cet outil de reconnaissance de formes a montré ensuite son utilité pour l’identifi-
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cation de l’espèce et/ou du stock de poisson et de la coquille Saint-Jacques, à partir
de la forme externe des pièces. Ces données sont notoirement complexes et présentent
des variabilités inter-individuelles très importantes. L’approche géodésique a donné des
résultats qui surpassent nettement les autres approches couramment utilisées par les
biologistes. Le tableau 6.6 reporte les meilleurs résultats obtenus dans ces expérimen-
tations, avec une comparaison aux résultats obtenus avec les descripteurs de Fourier,
l’outil le plus utilisé par les biologistes. Notons ici qu’un pourcentage de 100% absolu
n’est pas tout le temps atteignable car différents facteurs endogènes et environnemen-
taux interviennent dans la forme externe.
Tableau 6.6 – Résultats de la classification de formes - Pourcentage des formes correctement
classées.
Avec Avec
Expérience les descripteurs la métrique
de Fourier proposée
Identification d’espèces de poissons 81, 60% 96,67%
Identification de stocks de poissons 58, 98% 78,05%
Identification de stocks de coquilles 47, 24% 53,16%
L’approche de recalage d’images a été appliquée tout d’abord pour l’aide à l’in-
terprétation des structures de croissance. L’autre application a concerné l’estimation
automatique de l’âge en utilisant une distance là-aussi basée sur le résiduel du recalage.
Dans cette application, 82, 86% des otolithes traités avaient un âge correctement estimé.
D’autres applications à des images de coupes de troncs d’arbres et de vidéokératographie
ont été présentées.
Comme perspectives, nous proposons poursuivre l’étude des géodésiques de formes
pour la caractérisation et le décryptage des archives biologiques marines. D’un point de
vue méthodologique, quatre aspects vont être approfondis :
1. la méthode de calcul des géodésiques retenue dans cette thèse est celle proposée
par [Younes, 2000] sous la forme variationnelle car elle est stable et empêche le
croisement des courbes. L’espace tangent d’une forme étant l’ensemble des défor-
mations infinitésimales qui peuvent lui être appliquées, un produit scalaire dans
cet espace attribue un coût à une déformation. Au lieu d’en choisir un en parti-
culier, [Charpiat, 2009] a récemment proposé un cadre pour apprendre différentes
métriques de formes à partir d’une série d’exemples de formes. Ce cadre est conçu
pour être en mesure de traiter des ensembles de formes avec des déformations
très variées. Un produit scalaire peut donc être vu comme un a priori sur les
déformations. La tâche dans le travail de [Charpiat, 2009] est de trouver les mé-
triques optimales, c’est-à-dire les produits scalaires dans les espaces tangents qui
conviennent le mieux possible à une variété empirique de formes donnée. Ce pro-
blème est posé en termes de minimisation d’une fonctionnelle d’énergie formulée
sur les différentes métriques utilisées. Cet aspect pourra être considéré comme
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perspective intéressante de ce travail.
2. la détermination de modèles statistiques devrait être approfondie à la lumière des
travaux développés dans [Charpiat et al., 2005; Klassen et al., 2004]. Les variations
de formes peuvent être mieux représentées et modélisées en exploitant les analyses
en composantes principales géodésiques sur les espaces de formes [Huckemann et
Hotz, 2009; Huckemann et Ziezold, 2006].
3. l’approche de classification proposée avec l’apprentissage statistique (SVM, forêt)
devrait être plus étudiée afin de trouver d’autres paramètres de formes toujours
issus des géodésiques mais qui soient plus efficaces pour l’apprentissage. Les ca-
ractéristiques que nous avons utilisées dans l’apprentissage de l’algorithme SVM
et celles utilisées à l’éclatement des feuilles dans l’algorithme de la forêt aléa-
toire sont les distances géodésiques calculées entre les formes deux à deux. Ce
type d’attribut s’est montré efficace, mais d’autres attributs extraits de l’analyse
dans l’espace de formes pourraient être encore plus efficaces. Nous pensons plus
spécialement à des mesures locales de déformations.
4. dans l’approche du recalage d’images, nous avons utilisé l’information géomé-
trique. Bien que le recalage iconique ne donne pas de résultats satisfaisants, l’inté-
gration des informations d’intensité avec la méthode proposée pourrait améliorer
les résultats dans certaines applications. Nous pourrions en particulier ajouter,
aux contraintes du problème du recalage, des points de repère en fonction des
niveaux de gris des pixels.
D’un point de vue applicatif, nous pourrons aborder l’extension des méthodes déve-
loppées au traitement d’autres données non montrées dans cette thèse à cause d’indis-
ponibilité dans la plupart des cas. Parmi ces applications, citons :
1. l’utilisation de la séquence de formes d’otolithe dans le processus de reconnais-
sance, au lieu de la forme extérieure seule, pour parvenir à une identification plus
précise de l’espèce et/ou du stock du poisson.
2. l’étude statistique 2D conjointe de signatures chimiques, géométriques, et basées
intensité de l’otolithe dans une analyse multi-variable. Sur les signatures recalées,
la fusion de données pourrait constituer une source d’information importante pour
explorer l’effet de l’environnement et du métabolisme sur ces signatures portées
par les otolithes afin d’appréhender leurs corrélations.
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Une approche variationnelle robuste est proposée pour le recalage de signaux 1D
puis appliquée au calcul des géodésiques de formes pour la classification. L’approche
est ensuite étendue au recalage d’images de séquences de formes. Cette approche de
recalage, basé-géométrie, est particulièrement bien adaptée aux images peu contrastées,
pour lesquelles le recalage basé-intensité manque d’efficacité.
Une étude de validation est menée sur des signaux et des images issus de la biologie
et du milieu médical. La reconnaissance de formes (classification et recherche) a aussi été
validée sur la base d’images MPEG-7 largement utilisée dans la littérature scientifique.
L’application principale visée concerne le traitement des signaux et des images issus
d’archives biologiques marines (otolithes de poissons et coquilles Saint-Jacques), qui
présentent une grande variabilité inter-individuelle et où les approches de recalage sont
d’un intérêt tout particulier. Les méthodes proposées ont été appliquées avec succès à
l’identification de l’espèce et/ou du stock du poisson et de la coquille Saint-Jacques, à
l’estimation de l’âge et de la croissance du poisson, comme aide à l’interprétation des
marques de croissance et à l’établissement de modèles statistiques de formes.
Mots-clés Recalage de signaux, recalage d’images, géodésiques dans l’espace des
formes, optimisation, reconnaissance de formes, otolithes de poissons, coquilles Saint-
Jacques.
Abstract
A robust variational method is proposed for 1D signal registration and applied in
order to compute shape geodesics for shape classification issues. It is then extended to
be applied for matching images of shape sequences. This geometric approach is mainly
applied to poorly contrasted images where the intensity-based registration fails.
Experiments are carried out on real signals and images issued from biological and
medical applications. Shape recognition (classification and retrieval) has also been vali-
dated on the image database MPEG-7.
The main application of this study concerns the processing of signals and images
issued from marine biological archives (fish otoliths and seashells) which depict a high
individual variability such that registration-based approaches are of particular interest.
The proposed methods were applied successfully to the identification of species and/or
stock of fish and seashells, to the estimation of fish age and growth, to assist growth
pattern interpretation and to establish statistical modeling of shapes.
Keywords Signal registration, image registration, geodesics in shape space, optimi-
zation, shape recognition, fish otoliths, seashells.
