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SOME COMPUTATIONS OF FROBENIUS-SCHUR INDICATORS
OF THE REGULAR REPRESENTATIONS OF HOPF ALGEBRAS
KENICHI SHIMIZU
Dedicated to Professor Mitsuhiro Takeuchi in honor of his distinguished career
Abstract. We study Frobenius-Schur indicators of the regular representa-
tions of finite-dimensional semisimple Hopf algebras, especially group-theoret-
ical ones. Those of various Hopf algebras are computed explicitly. In view of
our computational results, we formulate the theorem of Frobenius for semisim-
ple Hopf algebras and give some partial results on this problem.
1. Introduction
In [10], Linchenko and Montgomery defined Frobenius-Schur indicators of char-
acters of finite-dimensional semisimple Hopf algebras as follows: For a character χ
of such a Hopf algebra H , the n-th Frobenius-Schur indicator of χ is given by
(1) νn(χ) = χ(Λ
[n])
where Λ ∈ H is the normalized integral and (−)[n] means the n-th Sweedler power.
In this paper, we study and compute Frobenius-Schur indicators νn(H) of (the
characters of) the regular representations of finite-dimensional semisimple Hopf
algebrasH . It follows from the work of Ng and Schauenburg [19] that these numbers
have the following remarkable property: νn(H) = νn(L) for every n if the category
of H-modules and that of L-modules are monoidally equivalent (see also [7]). In
view of this invariance, studying them is important for the representation theory
of Hopf algebras. In fact, Kashina, Montgomery and Ng studied νn(H) and gave
some applications to the representation theory in [7].
For that reasons, it is interesting to compute explicit values of νn(H). There is
a formula of νn(H) due to Kashina, Sommerha¨user and Zhu: In [8], they showed
that it is equal to the trace of the linear map h 7→ S(h[n−1]) (h ∈ H) where S is the
antipode of H . However, because of difficulties of the computation of the Sweedler
power, the computation of νn(H) is still difficult.
To compute Frobenius-Schur indicators of the regular representation, we intro-
duce some new methods. Note that Ng and Schauenburg generalized Frobenius-
Schur indicators to objects of linear pivotal categories in [19]. By using their defini-
tion, for a pivotal fusion category C, we define its n-th indicator νn(C) in Section 3 so
that νn(C) = νn(H) when C is the category Rep(H) of finite-dimensional represen-
tations of H . It turns out that νn(C) is an invariant of fusion categories admitting
pivotal structures. By using some categorical methods, we introduce a formula for
indicators of group-theoretical categories, which are a well-studied class of fusion
categories. Since many known semisimple Hopf algebras are group-theoretical, this
formula can be applied to compute νn(H) for various H .
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As is well-known in the theory of finite groups, for a finite group G,
νn(CG) = #{g ∈ G | gn = 1}.
Frobenius showed that the right-hand side of this equation is divisible by n if n
divides |G|. It is natural to ask whether νn(H) has the same property (see Defi-
nition 6.2 for a precise statement). Our computational results, which are obtained
in Section 5, seem to suggest that the answer to this question is “yes”. We cannot
provide a complete answer to this question, but give some partial results on it.
This paper is organized as follows: In Section 2, we summarize some results
on fusion categories and provide some lemmas. In Section 3, we define the n-th
indicator νn(C) of a pivotal fusion category C and introduce some basic properties
of νn(C). One of the most important property is that νn(C) = νn(D) for every n
if C and D are monoidally equivalent (Theorem 3.1). We also show that νn(C) is a
cyclotomic integer and that νn(C) is real if C admits a braiding.
In Section 4, we introduce a formula for indicators of group-theoretical cat-
egories. By using this formula, we argue arithmetic properties of indicators of
group-theoretical categories. In the following Section 5, we compute Frobenius-
Schur indicators of the regular representations of various Hopf algebras. In Sec-
tion 6, we formulate and discuss Frobenius theorem for semisimple Hopf algebras,
in view of results of Section 4 and Section 5.
2. Preliminaries
2.1. Pivotal categories. Throughout this paper, the basic theory of Hopf algebras
and monoidal categories will be freely used. Our main references are [2], [4] and [9].
We work over the field C of complex numbers. Unless otherwise noted, quasi-Hopf
algebras are assumed to be finite-dimensional (over C). Functors between C-linear
categories are always assumed to be C-linear.
First we fix some conventions. In a monoidal category C, the associativity iso-
morphism is denoted by aX,Y,Z : (X ⊗ Y ) ⊗ Z → X ⊗ (Y ⊗ Z). We may assume
that the unit object 1 ∈ C is strictly unital, that is, it satisfies 1⊗ V = V = V ⊗ 1
and the unit constraints are identities. A left dual object of V ∈ C is denoted by
V ∗ if it exists. Duality morphisms are usually denoted by
bV : 1→ V ⊗ V ∗ and dV : V ∗ ⊗ V → 1.
We say that C is left rigid if every object of C has a left dual. If C is left rigid, the
assignment V 7→ V ∗ extends naturally to a contravariant endofunctor (−)∗ on C,
and (−)∗∗ is naturally a monoidal endofunctor on C.
The trace of a morphism f : V → V ∗∗ in C is given by
tr(f) = dV ∗ ◦ (f ⊗ idV ∗) ◦ bV ∈ EndC(1).
Let g :W → W ∗∗ be another morphism in C. We can regard f ⊗ g as a morphism
V ⊗W → (V ⊗W )∗∗ via the canonical isomorphism. It is well-known that
(2) tr(f ⊗ g) = tr(f) ◦ tr(g) ∈ EndC(1)
if idV ⊗ tr(g) = tr(g)⊗ idV . This condition is satisfied, for example, if C is a fusion
category which will be mentioned later.
A pivotal structure on a left rigid monoidal category C is an isomorphism idC →
(−)∗∗ of monoidal functors. Let j be a pivotal structure on C. It is known that
j∗V = j
−1
V ∗ for every V ∈ C, see [22, Appendix A]. The pivotal trace of f : V → V
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with respect to j is given and denoted by ptrj(f) = tr(jV ◦ f). The pivotal trace of
idV is called the pivotal dimension of V and denoted by pdimj(V ). The subscript
j of ptrj and of pdimj are often omitted if j is understood.
A pivotal category is a left rigid monoidal category equipped with a pivotal
structure. Let F : C → D be a monoidal functor between pivotal categories that
preserves the pivotal structures and the unit objects. Then,
(3) ptr(F (f)) = F (ptr(f))
for every morphism f : V → V in C. See, for example, [19, §6] for the proof.
For a monoidal category C, we denote by Crev the monoidal category with the
underlying category C and the reversed tensor product ⊗rev given by V ⊗rev W =
W ⊗ V . If C is a pivotal category, Crev is naturally a pivotal category. We denote
by V rev the object V of C regarded as an object of Crev. For a morphism f in C,
f rev has the same meaning. For f : V → V in C, we have
(4) ptr(f rev) = ptr(f∗).
Note that, in general, the pivotal trace of f and of f∗ are different. C is said to be
spherical if ptr(f) = ptr(f∗) for every f : V → V in C, see [3, Definition 2.5].
2.2. Fusion categories. A fusion category C is a linear semisimple rigid monoidal
category with finitely many isomorphism classes of simple objects such that the
unit object is simple and EndC(V ) ∼= C for every simple object of C. We denote
by Irr(C) the set of (representatives of) isomorphism classes of simple objects. The
Grothendieck ring of C is denoted by KZ(C). Set K(C) = KZ(C)⊗Z C.
Let C be a fusion category. Then, since EndC(1) ∼= C by definition, we may
treat the trace of a morphism as a complex number. We first prove that pivotal
dimensions are cyclotomic integers (cf. Corollary 5.15 and Corollary 8.54 of [4]).
Lemma 2.1. Let C be a pivotal fusion category. There exists a root of unity ξ such
that pdim(V ) ∈ Z[ξ] for every V ∈ C.
Proof. Equation (2) yields that the assignment V 7→ pdim(V ) defines a represen-
tation of KZ(C). It is obvious that pdim(V ) is an algebraic integer. Now the result
follows from [4, Corollary 8.53]. 
It is conjectured, but not proved, that every fusion category admits a pivotal
structure [4, Conjecture 2.8]. Instead, we can always define the Frobenius-Perron
dimensions [4, Section 8] of objects of fusion categories; That of V ∈ C is defined
to be the Frobenius-Perron eigenvalue of the left multiplication of V on K(C) and
is denoted by FPdim(V ).
Under certain assumptions, a fusion category admits a pivotal structure. Recall
that V ∗∗ ∼= V for every V ∈ C. For a simple object V , fix an isomorphism g : V →
V ∗∗ and set |V |2 := tr(g) tr((g∗)−1). This does not depends on the choice of g and
is called the squared norm of V . A fusion category C is said to be pseudo-unitary if∑
V ∈Irr(C)
|V |2 =
∑
V ∈Irr(C)
FPdim(V )2.
If C is pseudo-unitary, C has a canonical pivotal structure j such that pdimj(V ) =
FPdim(V ) for every V ∈ C [4, Proposition 8.23]. Every monoidal equivalence be-
tween pseudo-unitary fusion categories preserves the canonical pivotal structures
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[19, Corollary 6.2]. Note that the category Rep(H) of finite-dimensional representa-
tions of a semisimple quasi-Hopf algebra H is pseudo-unitary [4, Proposition 8.24].
Hence it has a canonical pivotal structure j such that
(5) pdimj(V ) = FPdim(V ) = dimC(V )
for every V ∈ Rep(H).
2.3. Ribbon categories. Let C be a left rigid braided monoidal category with
braiding c. The Drinfeld isomorphism u : idC → (−)∗∗ is defined by
uV = (dV ⊗ idV ∗∗)a−1V ∗,V,V ∗∗(idV ∗ ⊗c−1V,V ∗∗)aV ∗,V ∗∗,V (bV ∗ ⊗ idV ).
This satisfies uV⊗W = (uV ⊗uW )c−1V,W c−1W,V for all V,W ∈ C. A ribbon category is a
left rigid braided monoidal category C equipped with a twist [9, Definition XIV.3.2],
that is, an isomorphism θ : idC → idC of functors satisfying
θV⊗W = (θV ⊗ θW )cW,V cV,W and (θV )∗ = θV ∗ .
The former equation holds if and only if j = uθ : idC → (−)∗∗ is a pivotal structure
on C. If θ is a twist, this j is a spherical pivotal structure on C. Under the
assumption that C is a fusion category, j is spherical if and only if θ is a twist.
We denote by Z(C) the left Drinfeld center of a monoidal category C. Recall
that the objects of Z(C) are pairs (V, eV ) of an object V ∈ C and a half-braiding
eV : V ⊗ (−) → (−) ⊗ V . Mu¨ger [15] showed that Z(C) is a fusion category if
so is C, and then the forgetful functor ΠC : (V, eV ) 7→ V has a two-sided adjoint
IC : C → Z(C). On the objects, we have
(6) IC(V ) ∼=
⊕
(X,eX )∈Irr(Z(C))
(X, eX)
⊕[X:V ]
where [X : V ] := dimCHomC(X,V ).
A pivotal structure j on C naturally induces a pivotal structure J on Z(C) such
that ptrJ(f) = ptrj(ΠC(f)) for every endomorphism f in Z(C). If j is spherical,
since ΠC(f∗) = f∗ for every morphism f in C, also J is spherical. Therefore, the
Drinfeld center of a spherical fusion category has a canonical twist, and hence it
turns into a ribbon category.
2.4. Frobenius-Schur indicators. Frobenius-Schur indicators for pivotal cate-
gories are introduced by Ng and Schauenburg in [19]. Let us briefly recall the
definition. First, let C be a monoidal category with left duality. Then there exist
isomorphisms
AXY,Z : HomC(X,Y ⊗ Z)→ HomC(Y ∗ ⊗X,Z)
and
BX,YZ : HomC(X ⊗ Y, Z)→ HomC(X,Z ⊗ Y ∗)
that are natural in X , Y and Z [9, Proposition XIV.2.2]. We set
DV,W = B
1,V ∗
W ◦A1V,W : HomC(1, V ⊗W )→ HomC(1,W ⊗ V ∗∗)
for V,W ∈ C. For an object V ∈ C, define V ⊗n ∈ C inductively by V ⊗0 = 1,
V ⊗1 = V and V ⊗n = V ⊗ V ⊗(n−1) for n ≥ 2. Now we assume C to be a linear
pivotal category (with finite-dimensional Hom-spaces). Then linear automorphisms
E
(n)
V : HomC(1, V
⊗n)→ HomC(1, V ⊗n) (n = 1, 2, · · · )
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are defined by
E
(n)
V (f) = a
(n)
V ◦
(
idV ⊗(n−1) ⊗j−1V
) ◦DV,V⊗(n−1)(f),
where a
(n)
V : V
⊗(n−1)⊗V → V ⊗n is the unique isomorphism obtained by composing
tensor products of associativity and identity morphisms. Explicitly, it is given
inductively by
(7) a
(1)
V = idV , a
(n)
V = (idV ⊗a(n−1)V ) ◦ aV,V ⊗(n−2),V (n ≥ 2).
The n-th Frobenius-Schur indicator of V is given and denoted by
(8) νn(V ) = Tr
(
E
(n)
V
)
where Tr means the usual trace of linear maps.
Ng and Schauenburg showed that the above formula is a generalization of (1),
that is, the right-hand side of (8) is equal to the right-hand side of (1) if V ∈ Rep(H)
for some semisimple Hopf algebra H (see [20, Remark 4.3]). They also generalized
the “third formula” of Kashina, Sommerha¨user and Zhu [8, §6.4, Corollary] to
objects of spherical fusion category: If C is a spherical fusion category, we have
(9) νn(V ) =
1
dim(C) ptr
(
θnIC(V )
)
(V ∈ C)
where θ is the canonical twist of Z(C) and dim(C) =∑V ∈Irr(C) |V |2 (see [18, The-
orem 4.1]). This formula plays an important role in Section 3.
One might think that the definition of E
(n)
V is slight complicated. It should be
understood in terms of graphical calculus [19, §5]. If we did so, it would be obvious
that the n-th power of E
(n)
V is equal to the identity. The following lemma follows
immediately this observation (see [19, Theorem 5.1]).
Lemma 2.2. νn(V ) ∈ Z[ζn] where ζn is a primitive n-th root of unity.
The definition of Frobenius-Schur indicators depends on the choice of pivotal
structures. Let C be a pivotal fusion category with pivotal structure j and let j′ be
another pivotal structure on C. For a while, we denote by ν′n the n-th Frobenius-
Schur indicator with respect to j′. If V is a simple object of C, then there exists
λV ∈ C× such that j′V = λV jV . As remarked in [18, Remark 5.2], we have
ν′n(V ) = λ
−1
V νn(V ).
and, on the other hand, pdimj′(V ) = λV pdimj(V ). Hence we have the following:
Lemma 2.3. Let C be a fusion category that admits a pivotal structure. If V ∈ C
is a simple object, the value ν˜n(V ) = νn(V ) pdim(V ) does not depend on the choice
of pivotal structures on C.
Remark 2.4. Let C be a linear monoidal category with left duality. Assume that
V ∈ C is isomorphic to V ∗∗. Then, we fix an isomorphism g : V → V ∗∗ and define
linear automorphisms
E
(n)
V,g : HomC(1, V
⊗n)→ HomC(1, V ⊗n) (n = 1, 2, · · · )
by the same formula as E
(n)
V but with jV replaced by g. We define ν˜n(V ) by
ν˜n(V ) = Tr(E
(n)
V,g) tr(g).
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analogously. If EndC(V ) ∼= C, the right-hand side does not depends on the choice
of g : V → V ∗∗. In particular, if V is a simple object of a fusion category, ν˜n(V )
can be well-defined.
2.5. Indicators of invertible objects. An object V of a monoidal category C is
said to be invertible if the functor V ⊗ (−) is an equivalence. In this subsection, we
introduce some formulae for Frobenius-Schur indicators of invertible objects.
Let V be an invertible object of a pivotal fusion category C. Then, by induction
on n, we see that V ⊗n is a simple object for every n. Therefore,
dimCHomC(1, V ⊗n) =
{
1 if V ⊗n ∼= 1,
0 otherwise.
In particular, νn(V ) = 0 unless V
⊗n ∼= 1. If V ⊗n ∼= 1, we have
HomC(V ∗, V ⊗(n−1)) ∼= HomC(1, V ⊗n) ∼= HomC(1,1) ∼= C.
Since V ∗ is simple, this implies that V ∗ is isomorphic to V ⊗(n−1).
Theorem 2.5. Let C be a pivotal fusion category and V ∈ C an invertible object
such that V ⊗n ∼= 1. Fix an isomorphism λ : V ∗ → V ⊗(n−1). Then, we have
νn(V ) = pdim(V
∗) ·
(
dV (λ
−1 ⊗ idV ) ◦ (a(n)V )−1 ◦ (idV ⊗λ)bV : 1→ 1
)−1
where a
(n)
V : V
⊗(n−1) ⊗ V → V ⊗n is the isomorphism given by (7).
Proof. Set p = dV (λ
−1⊗idV )(a(n)V )−1 : V ⊗X → 1 and q = (idV ⊗λ)bV : 1→ V ⊗X
where X = V ⊗(n−1). One can easily see that p and q are isomorphisms, and hence
so is p ◦ q. Consider the commutative diagram
HomC(1, V ⊗ V ∗) HomC(1,idV ⊗λ)−−−−−−−−−−−→ HomC(1, V ⊗X)
DV,V ∗
y yDV,X
HomC(1, V ∗ ⊗ V ∗∗) −−−−−−−−−−−−→
HomC(1,λ⊗idV ∗∗)
HomC(1, X ⊗ V ∗∗).
By chasing bV in the diagram, we have DV,X(q) = (λ ⊗ idV ∗∗) ◦ bV ∗ . Hence
p ◦ E(n)V (q) = dV (λ−1 ⊗ j−1V )DV,X(q) = dV (idV ∗ ⊗j−1V )bV = pdim(V ∗).
Since dimCHomC(1, V ⊗n) = 1, we have p ◦ E(n)V (q) = νn(V ) · p ◦ q. This implies
that νn(V ) = pdim(V
∗) · (p ◦ q)−1. 
The following is an immediate consequence of Theorem 2.5. We use the same
notations as in [9, XV.5] for quasi-Hopf algebras.
Corollary 2.6. Let H = (H,∆, ε,Φ, S, α, β) be a semisimple quasi-Hopf algebra
and V a one-dimensional representation of H with character χ. Then we have
νn(V ) =
δχn,ε
χ(α)χ(β)
n−2∏
k=1
〈χ⊗ χk ⊗ χ,Φ〉
with respect to the canonical pivotal structure on Rep(H).
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For a finite group Γ and a normalized 3-cocycle ω ∈ Z3(Γ,C×), let VecΓω denote
the category of finite-dimensional Γ-graded vector spaces with associator given by ω.
This category is monoidally equivalent to Rep(CΓω) where C
Γ
ω is a semisimple quasi-
Hopf algebra defined as follows: CΓω has same algebra structure, comultiplication,
counit and antipode as CΓ, the dual of Hopf algebra of CΓ. Φ, α and β are given
respectively by
Φ =
∑
x,y,z∈Γ
ω(x, y, z)ex ⊗ ey ⊗ ez, α = 1 and β =
∑
g∈Γ
ω(g, g−1, g)−1eg
where {eg}g∈Γ is the dual basis of {g}g∈Γ. For g ∈ Γ, let Eg denote a one-dimen-
sional Γ-graded vector space having a non-zero g-component. By Corollary 2.6, we
have the following formula due to Ng and Schauenburg [20, Proposition 7.1].
Corollary 2.7. With respect to the canonical pivotal structure, we have
νn(Eg) = δgn,1
n−1∏
k=1
ω(g, gk, g).
3. Indicators of the regular representation
Let C be a pivotal fusion category. For a positive integer n, set
(10) νn(C) =
∑
V ∈Irr(C)
νn(V ) pdim(V ).
As we remarked in Remark 2.4, the right-hand side can be defined for arbitrary
fusion category C. However, we always assume that C has a pivotal structure since
examples of non-pivotal categories are not known. In fact, examples we deal with
in this paper are all spherical.
If C is Rep(H) for some semisimple quasi-Hopf algebra H (with the canonical
pivotal structure), then νn(C) is equal to νn(H), the n-th Frobenius-Schur indica-
tor of the regular representation of H . Indeed, it follows from Artin-Wedderburn
theorem and the additivity of Frobenius-Schur indicators [19, Corollary 7.8] that
νn(H) =
∑
V ∈Irr(C)
νn(V ) dimC(V ).
By equation (5), we have νn(H) = νn(Rep(H)).
We first prove that the assignment C 7→ νn(C) is an invariant of fusion categories
admitting a pivotal structure.
Theorem 3.1. Let C and D be pivotal fusion categories. If C and D are monoidally
equivalent, we have νn(C) = νn(D) for every n.
Proof. Let F : C → D be a monoidal equivalence. By Lemma 2.3, νn(C) and νn(D)
do not depend on the choice of pivotal structures. Hence we may assume that F
preserves the pivotal structures by changing pivotal structure of D. Then, for every
V ∈ Irr(C), we have
νn(F (V )) = νn(V ) and pdim(F (V )) = pdim(V )
by [19, Corollary 4.4] and (3). Now the proof is obvious.
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Let C and D be pivotal fusion categories. Then the exterior product C ⊠ D is
naturally a pivotal fusion category. Recall that the objects of C⊠D are finite sums
of the form
⊕
i Vi ⊠Wi (Vi ∈ C, Wi ∈ D) and
HomC⊠D(V ⊠W,V
′
⊠W ′) = HomC(V, V
′)⊗HomD(W,W ′).
One can easily see that E
(n)
V⊠W = E
(n)
V ⊗E(n)W . We have νn(V ⊠W ) = νn(V ) νn(W )
as remarked in the proof of Proposition 5.11 of [18]. We also have pdim(V ⊠W ) =
pdim(V ) pdim(W ).
Proposition 3.2. νn(C ⊠D) = νn(C) νn(D).
Proof. (V,W ) 7→ V ⊠W gives a bijection between Irr(C) × Irr(D) and Irr(C ⊠ D).
The proof follows directly from the above observation. 
One may expect that νn(C) is an algebraic integer. In fact, the following propo-
sition follows from Lemma 2.1 and Lemma 2.2.
Proposition 3.3. There exists a root of unity ξ such that νn(C) ∈ Z[ξ].
If C is Rep(H) for some semisimple Hopf algebra H , ν2(C) is equal to the trace
of the antipode S [8, Proposition 2.5]. Since S2 = idH by the theorem of Larson
and Radford, we have Tr(S) ∈ Z. The following proposition is motivated by this
fact.
Proposition 3.4. ν2(C) ∈ R.
Proof. Let V be a simple object of C. Since (E(2)V )2 is identity and since
HomC(1, V ⊗2) ∼= HomC(V ∗, V ) ∼=
{
C if V is self-dual,
0 otherwise,
we have that ν2(V ) 6= 0 if and only if V is self-dual and that ν2(V ) ∈ {±1} if V is
self-dual. Let I be the subset of Irr(C) consisting self-dual objects. Then we have
ν2(C) =
∑
V ∈I
ν2(V ) pdim(V ).
If V is self-dual, pdim(V ) = pdim(V ∗) = pdim(V ) (for the last equality, see [4,
Proposition 2.9]). Therefore, the right-hand side is a real number. 
One might expect moreover that ν2(C) is an integer. However, this does not
hold in general. In fact, if C is the Tambara-Yamagami category [25, Definition 3.1]
associated with a finite abelian group A, a non-degenerate symmetric bicharacter
χ of A and a square root τ of |A|−1, we have
ν2(C) = #{a ∈ A | a2 = 1}+ sgn(τ)
√
|A|
where sgn means the sign of a real number. This is not an integer unless |A| is a
square number. Indicators of Tambara-Yamagami categories will be discussed in a
forthcoming paper.
Of course, it follows from the above proof, ν2(C) ∈ Z if pdim(V ) ∈ Z for every
self-dual simple object V . In particular, ν2(H) for a semisimple quasi-Hopf algebra
H is an integer.
Higher indicators are not real in general. We show that νn(C) ∈ R for every n if
C admits a braiding. The following lemma is needed to prove this. Recall that also
Crev is a pivotal fusion category.
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Lemma 3.5. νn(Crev) = νn(C).
Proof. By [19, Lemma 5.2], we have νn(V
rev) = νn(V ). We also have
pdim(V rev) = pdim(V ∗) = pdim(V )
by (4) [4, Proposition 2.9]. Now the proof is obvious. 
Corollary 3.6. νn(C) ∈ R if C admits a braiding.
Proof. If C admits a braiding, C is monoidally equivalent to Crev. By Theorem 3.1
and Lemma 3.5, we have νn(C) = νn(Crev) = νn(C). 
As another corollary of Lemma 3.5, we have the following description of indica-
tors of the opposite category Cop.
Corollary 3.7. νn(Cop) = νn(C).
Proof. The duality gives a monoidal equivalence between C and Cop rev. This implies
that νn(C) = νn(Cop). Hence, νn(Cop) = νn(C). 
Now we assume C to be spherical. The following equation (11) is due to Ng and
Schauenburg (see the proof of Theorem 5.5 of [18]). We present the proof for the
sake of completeness.
Lemma 3.8. Let C be a spherical fusion category. We have
(11) νn(C) = 1
dim(C)
∑
X∈Irr(Z(C))
θnX pdim(X)
2
where θ is the canonical twist of Z(C).
Proof. We use formula (9). In view of (6), we have
νn(C) = 1
dim(C)
∑
V ∈Irr(C)
ptr(θnIC(V )) pdim(V )
=
1
dim(C)
∑
X∈Irr(Z(C))
∑
V ∈Irr(C)
θnX pdim(X) · [ΠC(X) : V ] pdim(V ).
Here, since ΠC(X) ∼=
⊕
V ∈Irr(C) V
⊕[ΠC(X):V ], we have
pdim(X) = pdim(ΠC(X)) =
∑
V ∈Irr(C)
[ΠC(X) : V ] pdim(V )
by the additivity of the pivotal dimension. This completes the proof. 
Remark 3.9. (i) Some authors defined the regular representation in C by using
Frobenius-Perron dimensions instead of pivotal dimensions. One can prove∑
V ∈C
νn(V ) FPdim(V ) =
1
dim(C)
∑
X∈Z(C)
θnX pdim(X) FPdim(X).
in a similar way as the proof of Lemma 3.8.
(ii) The right hand side of equation (11) is equal to the Reshetikhin-Turaev
invariant of the lens space L(n, 1) associated with modular tensor category Z(C),
see [2] and [26].
The following corollaries are direct consequences of Lemma 3.8.
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Corollary 3.10. Let C and D be spherical fusion categories. If Z(C) and Z(D)
are equivalent as ribbon categories, we have νn(C) = νn(D) for every n.
Corollary 3.11. Let C and D be pseudo-unitary fusion categories. If Z(C) and
Z(D) are equivalent as braided monoidal categories, we have νn(C) = νn(D) for
every n.
Modular tensor categories [2] are an important class of fusion categories. A
formula of indicators of modular tensor categories has been obtained by Kashina,
Montgomery and Ng: In the proof of Proposition 5.5 of [7], they showed that
νn(M) = 1
dim(M)
∣∣∣∣∣∣
∑
X∈Irr(M)
θnX pdim(X)
2
∣∣∣∣∣∣
2
for a modular tensor category M with twist θ. If C is a spherical fusion category,
then Z(C) is a modular tensor category [15]. Therefore:
Theorem 3.12 (cf. [7, Theorem 5.6]). νn(Z(C)) = |νn(C)|2.
In the case where C is pseudo-unitary, we can give another proof: Mu¨ger showed
that there is an equivalence Z(Z(C)) ≈ Z(C⊠ Crev) of braided monoidal categories
in [15]. Therefore Theorem 3.12 follows from Corollary 3.11. It should be remarked
that this argument is not applicable for general spherical fusion categories since we
did not prove that Z(Z(C)) and Z(C ⊠ Crev) are equivalent as ribbon categories.
We apply our results to Hopf algebras and obtain the following:
Theorem 3.13. Let H and L be semisimple quasi-Hopf algebras. Denote by D(H)
the Drinfeld double of a quasi-Hopf algebra H.
(a) Suppose that Rep(D(H)) and Rep(D(L)) are equivalent as braided monoidal
categories. Then νn(H) = νn(L) for every n.
(b) νn(H ⊗ L) = νn(H) νn(L).
(c) νn(H
op cop) = νn(H) and νn(H
op) = νn(H
cop) = νn(H).
(d) νn(H) ∈ R if H admits a universal R-matrix.
(e) νn(D(H)) = |νn(H)|2.
( f ) If H is a Hopf algebra, then νn(H
∗), the n-th Frobenius-Schur indicator of
the regular representation of the dual Hopf algebra H∗, is equal to νn(H).
The part (a), (b), (c), (d) and (e) are obvious. The part (f) follows from (a) and
the well-known fact that Rep(D(H)) and Rep(D(H∗)) are equivalent as braided
monoidal categories. Of course, this can be derived directly from the definition of
νn(H). We note that the part (e) has appeared in [7].
H and L are said to be monoidally Morita equivalent if Rep(H) and Rep(L) are
equivalent as monoidal categories. By part (a) of the above theorem, we have that
if H and L are monoidally Morita equivalent, then νn(H) = νn(L) for every n, as
we referred in Section 1.
4. Group-theoretical categories
4.1. Formulae for group-theoretical categories. In this section, we study in-
dicators of group-theoretical categories. We briefly recall the definition. Let Γ be
a finite group and ω ∈ Z3(Γ,C×) a normalized 3-cocycle. If F is a subgroup of Γ
and α : F × F → C× is a function satisfying δα = ω|F×F×F , CαF =
⊕
x∈F Ex is
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an algebra in VecΓω with multiplication given by α. The category C(Γ, ω, F, α) is
defined to be the monoidal category of CαF -bimodules in Vec
Γ
ω. A fusion category
C is said to be group-theoretical if it is monoidally equivalent to the category of such
a form. Since every group-theoretical category is pseudo-unitary, it has a canonical
pivotal structure [4, Corollary 8.43].
Theorem 4.1. For a group-theoretical category C = C(Γ, ω, F, α), we have
(12) νn(C) =
∑
g∈Γ
δgn,1
n−1∏
k=1
ω(g, gk, g).
Proof. By [17], see also [21], there exists an equivalence Z(C) ≈ Z(VecΓω) of braided
monoidal categories. Therefore, by Corollary 3.11, we have
νn(C) = νn(VecΓω) =
∑
g∈Γ
νn(Eg).
By Corollary 2.7, we have the result. 
Remark 4.2. (i) Note that the right-hand side of (12) first appeared in the paper of
Altschu¨ler and Coste [1, (3.13)] as the Dijkgraaf-Witten invariant of the lens space
L(n, 1) associated with Γ and ω.
(ii) For ω ∈ Z3(Γ,C×) and n ≥ 1, define ω˜n : Γ→ C by
(13) ω˜n(g) = δgn,1
n−1∏
k=1
ω(g, gk, g) (g ∈ Γ).
One can easily see that ω˜n(g) depends only on the cohomology class of the restric-
tion of ω to the cyclic subgroup generated by g. In particular, if ω is cohomologous
to the trivial 3-cocycle, ω˜n(g) = δgn,1.
(iii) Altschu¨ler and Coste showed that ω˜n is a class function on Γ (see [1, Appen-
dix]). As the referee kindly pointed out, this follows from (ii) and the well-known
fact in group cohomology that the function
ωx(a, b, c) = (xax−1, xbx−1, xcx−1) (a, b, c ∈ Γ)
is a 3-cocycle cohomologous to ω.
From the viewpoint of the theory of Frobenius-Schur indicators, the fact that
ω˜n is a class function can be understood as follows: Let x ∈ Γ and define an
endofunctor (−)x on VecΓω by V x = (Ex ⊗ V ) ⊗ E∗x (V ∈ VecΓω). Since Ex is an
invertible object, this functor extends to a monoidal autofunctor on VecΓω. By the
invariance of Frobenius-Schur indicators, we have νn(E
x
g ) = νn(Eg) for every g ∈ Γ.
This implies that ω˜n is a class function on Γ.
4.2. Abelian extensions of group algebras. Let (F,G) be a matched pair of
finite groups [24] together with maps
⊳ : G× F → G and ⊲ : G× F → F.
The bicrossed product is denoted by F ⋊⋉G; It is a set F ×G endowed with multi-
plication given by (x, g) · (y, h) = (x(g ⊲ y), (g ⊳ y)h) (x, y ∈ F , g, h ∈ G). The set
of equivalence classes of abelian extensions
(14) 1→ CG → A→ CF → 1
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associated with this matched pair is denoted by Opext(CF,CG). It is known that
every Hopf algebra A fitting into an abelian extension (14) can be constructed
from maps σ : G × F × F → C× and τ : G × G × F → C× satisfying certain
cocycle conditions. The corresponding Hopf algebra, denoted by A = CG#σ,τCF ,
is constructed as follows: For an algebra K, we mean by a K-ring an algebra
equipped with an algebra map from K. As a CG-ring, A is generated by ux (x ∈ F )
with relations
(15) uxuy =
∑
g∈G
σ(g;x, y)eguxy and uxeg = eg⊳x−1ux
where eg ∈ CG is the dual basis of g ∈ G. Note that A is generated by ux (x ∈ F )
and eg (g ∈ G) as an algebra. The comultiplication of A is the algebra map
∆ : A→ A⊗A determined by
(16) ∆(ux) =
∑
h∈G
τ(g, h;x)eguh⊲x ⊗ ehux and ∆(eg) =
∑
h∈G
egh−1 ⊗ eh.
We omit a description of the antipode. For more details, see, e.g., [13]. If σ and
τ are trivial, the corresponding Hopf algebra is called the bismash product and
denoted by CG#CF .
Recall that we used the argument of Natale [17] in the proof of Theorem 4.1.
She also showed that if A is a Hopf algebra fitting into (14), then Rep(A) is
monoidally equivalent to C(F ⋊⋉G,ω, F, 1) where ω ∈ Z3(F ⋊⋉G,C×) is the image
of A ∈ Opext(CG,CF ) under the map ω appearing in the Kac exact sequence
· · ·−→H2(F ⋊⋉G,C×)−→H2(F,C×)⊕H2(G,C×) ∂−→Opext(CG,CF )
ω−→H3(F ⋊⋉G,C×)−→H3(F,C×)⊕H3(G,C×) −→ · · · .
(17)
If A = CG#σ,τCF , the corresponding ω is given by
(18) ω(x, y, z) = σ(x|G; y|F , y|G ⊲ z|F )τ(x|G ⊳ y|F , y|G; z|F )
where |F : F ⋊⋉G→ F and |G : F ⋊⋉G→ G are canonical projections. The following
is a direct consequence of Theorem 4.1.
Corollary 4.3. Notations are as above. For every n, we have
νn(C
G#σ,τCF ) =
∑
g∈F ⋊⋉G
δgn,1
n−1∏
k=1
ω(g, gk, g)
where ω is given by (18).
More precisely, νn(C
G#σ,τCF ) is given as follows: For a pair (x, g) ∈ F × G,
define xn(x, g) ∈ F and gn(x, g) ∈ G (n ≥ 1) inductively by
x1(x, g) = x, xn+1(x, g) = x · (g ⊲ xn(x, g)),
g1(x, g) = g, gn+1(x, g) = (gn(x, g) ⊳ x) · g
so that (x, g)n = (xn(x, g), gn(x, g)) in F ⋊⋉G. Then
νn(C
G#σ,τCF ) =
∑
x∈F,g∈G
δxn,1δgn,1
n−1∏
k=1
σ(g;xk, gk ⊲ x)τ(g ⊳ xk, gk;x),
where we abbreviated xk(x, g) and gk(x, g) as xk and gk, respectively. Note that
for n = 2 this formula has been showed by Kashina, Mason and Montgomery in [6].
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If A is isomorphic to the bismash product CG#CF , then the corresponding ω is
trivial, and hence we have the following:
Corollary 4.4. νn(C
G#CF ) = #{x ∈ F ⋊⋉G | xn = 1}
More precisely, the right hand side of the above equation is equal to the number
of pairs (x, g) ∈ F × G such that xn(x, g) = 1 and gn(x, g) = 1. This has been
showed by Kashina, Montgomery and Ng in [7] in a different way.
4.3. Arithmetic properties of indicators. We have shown that indicators of a
pivotal fusion category C are cyclotomic integers in Proposition 3.3. This propo-
sition can be refined in the case where C is group-theoretical. To start with, we
observe the right-hand side of (12) with Γ = ZN . For a while, we fix a positive
integer n and a normalized 3-cocycle ω ∈ Z3(ZN ,C×). Let ω˜n : ZN → C denote
the function given by (13) with Γ = ZN .
Lemma 4.5. Let e be the cohomological order of ω, that is, the order of the coho-
mology class of ω in H3(ZN ,C
×). Suppose that i ∈ ZN satisfies ni = 0. Then the
following hold:
(a) ω˜n(i) is a root of unity whose order divides all N , n and e.
(b) ω˜n(ai) = ω˜n(i)
a2 for every a ∈ ZN .
Proof. Following a description of [14, Appendix E], H3(ZN ,C
×) is a cyclic group
of order N generated by the cohomology class of
(19) ψN (j, k, l) = exp
(
2π
√−1
N2
· j(k + l − k + l)
)
(j, k, l ∈ ZN ),
where a denotes the integer between 0 and N − 1 representing an element a ∈ ZN .
Since the function ω˜n depends only on the cohomology class of ω, we may assume
that ω = (ψN )
r with r = (N/e) ·s for some s ∈ Z coprime to N . Then, we compute
ω˜n(i) = exp
(
2πr
√−1
N2
n−1∑
k=1
i(i+ ki− (k + 1)i)
)
= exp
(
2πs
√−1
e
· n(i)
2
N
)
.
By an elementary number-theoretical argument, we can replace i in the above
equation with i. Therefore, we obtain a formula
ω˜n(i) = exp
(
2πs
√−1
e
· ni
2
N
)
= exp
(
2πs
√−1
n
· n
2i2
Ne
)
.
Now (b) is obvious. Note that e is a divisor of N . (a) follows from that both ni2/N
and n2i2/eN are integers under our assumption that ni = 0 in ZN . 
Lemma 4.6. Notations are as above. Let S =
∑
i∈ZN ω˜n(i).
(a) Suppose that ω is cohomologous to (ψN )
r where ψN ∈ Z3(ZN ,C×) is the
normalized 3-cocycle given by (19). Then S = S(nr/d, d) where d =
gcd(N,n) is the greatest common divisor of N and n and
S(a,m) :=
m−1∑
i=0
exp
(
2π
√−1
m
· ai2
)
(a ∈ Z,m ∈ N).
(b) Let e be the cohomological order of ω. There exists an integer a and a
common divisor c of d and e such that S = (d/c) · S(a, c).
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The part (a) has been showed by Altschu¨ler and Coste [1, (3.18)].
Proof. The solutions i of the congruence equation ni ≡ 0 (mod N) are i = (N/d) ·j
(j = 0, 1, · · · , d− 1). By Lemma 4.5 (b), we have a formula
(20) S =
d−1∑
j=0
ω˜n(N/d)
j2 .
(a) By arguments in the proof of Lemma 4.5, ω˜n(N/d) = exp(2π
√−1 · nr/d2).
The proof is done by comparing the definition of S(a,m) with (20).
(b) Let c be the order of ω˜n(N/d). By Lemma 4.5 (a), c divides both d and
e. Fix a ∈ Z such that ω˜n(N/d) = exp(2π
√−1 · a/c). Then our claim follows
immediately from (20). 
The above S(a,m) is called the quadratic Gauss sum. It can be computed by
the following Lemma 4.7 which is well-known in the number theory. The reader
may refer to, for example, [16, Chapter V] for the proof.
Lemma 4.7. Let a and m be positive integers. We denote by
(
n
)
the Jacobi-
Legendre symbol for a positive odd integer n.
(a) S(a+ km,m) = S(a,m) for every k ∈ Z.
(b) For any common divisor d of a and m, S(a,m) = d · S(a/d,m/d).
(c) Suppose that a and m are relatively prime. Then, if m is odd,
S(a,m) =
(
a
m
)√
m×
{
1 if m ≡ 1 (mod 4),√−1 otherwise.
If m ≡ 0 (mod 4),
S(a,m) =
(
m
a
)√
m×
{
1 +
√−1 if a ≡ 1 (mod 4),
1−√−1 otherwise.
If m ≡ 2 (mod 4), S(a,m) = 0.
Since every finite group is a union of its cyclic subgroups, above results are very
helpful for our purpose. Fix a group-theoretical category C = C(Γ, ω, F, α) till the
end of this subsection. Let c(ω) be the least common multiple of the cohomological
orders of the restrictions of ω to all cyclic subgroups of Γ. One can easily see that
c(ω) divides both the exponent of Γ and the cohomological order of ω.
We give a refinement of Proposition 3.3 by using c(ω). For a positive integer m,
let R(m) be the subring of C generated by the set {S(a, d) | d|m, 0 < a < d}. For
example, R(1) = R(2) = Z, R(3) = Z[
√−3] and R(4) = Z[2√−1]. It is obvious by
the definition that R(m) ⊂ R(m′) if m divides m′.
Lemma 4.8. νn(C) ∈ R(d) where d = gcd(n, c(ω)).
Proof. Let C1, · · · , Cm be all cyclic subgroups of Γ whose orders are divisors of n.
Ci1 ∩ · · · ∩Cik is denoted by Ci1···ik for convention. For a subset X ⊂ Γ, set
(21) Wn(X) =
∑
g∈X
δgn,1
n−1∏
k=1
ω(g, gk, g).
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By Theorem 4.1, νn(C) =Wn(X) where X = {g ∈ Γ | gn = 1}. Since X =
⋃m
i=1 Ci,
νn(C) =
m∑
k=1
∑
1≤i1<···<ik≤m
(−1)k−1Wn(Ci1···ik).
Therefore, it suffices to prove that Wn(Ci1···ik) ∈ R(d) for every i1, · · · , ik. This
follows from Remark 4.2 (ii) and Lemma 4.6 (b), since the cohomological order of
the restriction of ω to Ci1···ik divides both n and c(ω). 
The following are direct consequences of the above lemma.
Corollary 4.9. νn(C) ∈ R(c(ω)) for every n ≥ 1.
Corollary 4.10. Suppose that c(ω) ≤ 2. Then νn(C) ∈ Z for every n ≥ 1.
We are interested in arithmetic properties of indicators. Let K be the subfield
of C generated by {νn(C)}n≥1. K has the following property:
Proposition 4.11. K/Q is Galois. If K 6= Q, the Galois group Gal(K/Q) is
isomorphic to a direct product of finitely many Z2’s. In particular, the degree of the
extension K/Q is a power of two.
Proof. Let p1, · · · , pm be all prime divisors of c(ω). By Lemma 4.7 and Corol-
lary 4.9, K is a subfield L = Q[
√−1,√p1, · · · ,√pm], which is the minimal splitting
field of
f(x) = (x2 + 1)(x2 − p1)(x2 − p2) · · · (x2 − pm) ∈ Q[x].
L/Q is a Galois extension and the corresponding Galois group is isomorphic to
Zm+12 . Now the proof is obvious by the fundamental theorem of Galois theory. 
Remark 4.12. Let K be as above. Suppose that ζ ∈ K \ {±1} is a root of unity.
By the above proposition, Gal(Q(ζ)/Q) is isomorphic to a direct product of finitely
many Z2’s. On the other hand, if the order of ζ is m, Gal(Q(ζ)/Q) ∼= Z×m. It follows
from these observations that ζ24 = 1.
This remark is motivated by the Frobenius-Schur indicators of the regular rep-
resentations of semisimple Hopf algebras of dimension 27. We will use primitive
third roots of unity to express them, see Theorem 5.4.
4.4. Some estimations of c(ω). In view of results of the last subsection, it is
important to know c(ω) to study indicators of group-theoretical categories. Here
we give the following estimation of c(ω).
Lemma 4.13. Let Γ be a finite group and ω ∈ Z3(Γ,C×) a normalized 3-cocycle.
Suppose that there exists a normal subgroup H of Γ such that the restriction of ω
to H is trivial. Then c(ω) divides the exponent of the quotient group Γ/H.
Proof. Let e be the exponent of Γ/H . By the definition, e is the smallest positive
integer such that xe ∈ H for every x ∈ Γ. Let ωx denote the restriction of ω to the
cyclic subgroup of Γ generated by x. By the definition of c(ω), it is sufficient to
show that ωex is trivial for every x ∈ Γ.
Let x ∈ Γ. Consider the restriction map ρx : H3(〈x〉,C×)→ H3(〈xe〉,C×). This
is known to be surjective (see [27, §6.7]; Note that H∗(G,C×) ∼= H∗+1(G,Z) for all
group G). By the assumption that the restriction of ω to H is trivial, ωx ∈ Ker(ρx).
Hence we have
|Ker(ρx)| = |H
3(〈x〉,C×)|
|Im(ρx)| =
|H3(〈x〉,C×)|
|H3(〈xe〉,C×)| =
|〈x〉|
|〈xe〉| = gcd(m, e)
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where m is the order of x. This implies that ωex is trivial. 
By using this estimation of c(ω), we give some criteria for indicators of group-
theoretical categories being integers.
Corollary 4.14. Let C = C(Γ, ω, F, α) be a group-theoretical category. If there
exists a subgroup H of Γ of index two such that the restriction of ω to H is trivial,
then νn(C) ∈ Z for every n.
Proof. As H has index two, H is normal in Γ. Note that R(2) = Z. The result
follows from Corollary 4.9 and Lemma 4.13. 
Corollary 4.15. Suppose that A is a semisimple Hopf algebra fitting into an abelian
extension 1→ CG → A→ CZ2 → 1. Then νn(A) ∈ Z for every n.
Proof. Let Γ = G⋊⋉Z2 be the bicrossed product associated with this extension.
By the Kac exact sequence (17), the restriction of ω = ω(A) ∈ Z3(Γ,C×) to G is
trivial. Recall that Rep(A) is equivalent to C(Γ, ω,G, 1) as a monoidal category.
By Corollary 4.14, νn(A) ∈ Z for every n. 
5. Examples
In this section, we compute Frobenius-Schur indicators of regular representations
of some group-theoretical Hopf algebras.
Throughout this section, we use the following notations: For an element g of a
group, ord(g) means the order of g. µN is the group of N -th roots of unity in C.
For a positive integer n and a prime number p, let bp(n) denote the maximal non-
negative integer i such that pi divides n. The Iverson bracket [P ] for a condition
P is used to indicate 1 if P holds and 0 otherwise. For example,
[b2(n) = 0] = [n odd] =
{
1 if n is odd,
0 if n is even.
5.1. Some Hopf algebras of dimension 2N2. Fix an integer N > 1. The right
action of F = Z2 on G = ZN × ZN given by
(i, j) ⊳ 0 = (i, j), (i, j) ⊳ 1 = (j, i) (i, j ∈ ZN )
and the trivial action of G on F make (F,G) into a matched pair. Masuoka [12,
§2] showed that Opext(CF,CG) ∼= µN . The Hopf algebra, denoted by H2N2(ξ), ob-
tained by the abelian extension corresponding to ξ ∈ µN is isomorphic to CG#σ,τCF
with σ and τ given by
σ((i, j); a, b) =
{
ξij if a = b = 1,
1 otherwise,
τ((i, j), (k, l); a) =
{
ξjk if a = 1,
1 otherwise
for i, j, k, l ∈ ZN and a, b ∈ Z2, see the proof of [12, Theorem 2.1].
Applying Corollary 4.3, we compute Frobenius-Schur indicators of the regular
representation of H2N2(ξ). Let Γ = F ⋊⋉G. By (18), ω ∈ Z3(Γ,C×) associated to
H2N2(ξ) is given by
ω((a1, i1, j1), (a2, i2, j2), (a3, i3, j3)) =

1 if a3 = 0,
ξj1i2 if a3 6= 0 and a2 = 0,
ξi1j1+i1i2 if a3 6= 0 and a2 6= 0
for (ak, ik, jk) ∈ Γ (k = 1, 2, 3).
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Theorem 5.1. The n-th Frobenius-Schur indicator of the regular representation of
H = H2N2(ξ) is given as follows: If either n is odd or the condition
(22) b2(N) = b2(ord(ξ)) = b2(n)− 1 ≥ 1
holds, then νn(H) = gcd(N,n)
2. Otherwise, νn(H) = gcd(N,n)
2 +N gcd(N,n/2).
Proof. Let ω˜n : Γ → C be the function given by (13). We first suppose that n is
odd. Then, g ∈ Γ satisfies gn = 1 if and only if g = (0, i, j) with i, j ∈ ZN satisfying
ni = nj = 0. For such an element g ∈ Γ, we have ω˜n(g) = 1. Hence, we obtain
νn(H) = (#{i ∈ ZN | ni = 0})2 = gcd(N,n)2.
Next, we suppose that n = 2k is even. Then g ∈ Γ satisfies gn = 1 if and only if
one of the following exclusive conditions holds:
• g = (0, i, j) with i, j ∈ ZN satisfying ni = nj = 0.
• g = (1, i, j) with i, j ∈ ZN satisfying k(i+ j) = 0.
Let g = (1, i, j) ∈ Γ be an element satisfying gn = 1. Since k(i + j) = 0 in ZN ,
we may assume that j = −i + (N/d) · m (0 ≤ m < d) where d = gcd(N, k). We
compute
ω˜n(g) =
k−1∏
l=0
ω(g, g2l, g)ω(g, g2l+1, g) = ξE(k;i,j)
where E(k; i, j) ∈ ZN , the exponent of ξ, is given by
k−1∑
l=0
{lj(i+ j) + ij + i(li+ lj + i)} =
(
k
2
)
· (i+ j)2 =
(
k
2
)
· N
2
d2
·m2.
Set E(k) =
(
k
2
) · (N/d)2 so that E(k; i, j) = E(k)m2. Since 2E(k) ≡ 0 (mod N),
ξE(k) = ±1. We also see that ξE(k) = −1 only if both N and k are even. By the
above arguments, we compute
νn(H) = gcd(N,n)
2 +
N−1∑
i=0
d−1∑
m=0
ξE(k)m
2
= gcd(N,n)2 + [ξE(k) = +1] ·N gcd(N, k).
Now it suffices to show that the condition (22) is equivalent to that ξE(k) = −1.
This can be done by easy number-theoretical arguments. 
Suppose that there exists ζ ∈ µN satisfying ξ = ζ2. (Such a ζ always exists when
N is odd.) Then, it follows from the above theorem that νn(H2N2(ξ)) is equal to
the number of elements g ∈ Γ satisfying gn = 1.
On the other hand, if there does not exist such a ζ ∈ µN , then N is necessarily
even, and we have ν2N (H2N2(ξ)) = N
2 6= ν2N (H2N2(1)) = 2N2. This implies that
H2N2(ξ) and H2N2(1) are not monoidally Morita equivalent. Letting N = 2, we
obtain the following result of Tambara and Yamagami [25]. This result was also
obtained by Ng and Schauenburg by using Frobenius-Schur indicators in a way
slightly different from ours [20, §6].
Corollary 5.2. Let B8 = H8(−1), D8 the dihedral group of order 8, Q8 the quater-
nion group of order 8. Then B8, CD8 and CQ8 are not mutually monoidally Morita
equivalent.
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Proof. Note that H8(1) ∼= CD8. B8 and CD8 are not monoidally Morita equivalent
by the above observation. We also have ν2(CQ8) = 2 while ν2(B8) = ν2(CD8) =
6. This implies that both B8 and CD8 are not monoidally Morita equivalent to
CQ8. 
5.2. Some Hopf algebras of dimension N3. Fix an odd integer N . The right
action of F = ZN on G = ZN × ZN given by
(i, j) ⊳ a = (i + aj, j) (a, i, j ∈ ZN )
and the trivial action of G on F makes (F,G) into a matched pair. Masuoka [12, §3]
showed that Opext(CG,CF ) ∼= µN ×µN . We denote by HN3(ξ, ζ) the Hopf algebra
obtained by the abelian extension corresponding to (ξ, ζ) ∈ µN×µN . Following the
proof of [12, Theorem 3.1], H = HN3(ξ, ζ) is constructed as follows: As a C
G-ring,
H is generated by x with relations
xN =
∑
i,j∈ZN
ξjeij and xeij = ei−j,jx
where eij ∈ CG is the dual basis of (i, j) ∈ G. H is generated by x and eij (i, j ∈ ZN )
as an algebra. The comultiplication of H is the algebra map ∆ determined by
∆(x) =
∑
p,q,r,s∈ZN
ζqrep,qx⊗ er,sx and ∆(eij) =
∑
p,q∈ZN
ei−p,j−q ⊗ epq,
and the counit is the algebra map ε determined by ε(x) = 1 and ε(eij) = δi0δj0.
Let us find cocycles σ and τ corresponding to HN3(ξ, ζ). Fix an N -th root λ
of ξ−1. For j ∈ ZN , set λj = λm where 0 ≤ m < N is a unique integer such that
j ≡ m (mod N). Then, since the element
u1 =
∑
i,j∈ZN
λjeijx ∈ HN3(ξ, ζ)
satisfies uN1 = 1, ua := u
a
1 (a ∈ ZN ) is well-defined. We have
∆(ua) =
∑
i,j,k,l∈ZN
τ((i, j), (k, l); a)eijua ⊗ eklua
where τ : G×G× F → C× is given by
τ((i, j), (k, l); a) = (λj+lλ
−1
j λ
−1
l )
a · ζa·jk+(a2)·jl.
Note that the right-hand side of the above equation is well-defined for a ∈ ZN .
Comparing these equations with (15) and (16), we have thatHN3(ξ, ζ) is isomorphic
to CG#1,τCF with the above τ .
Let Γ = F ⋊⋉G. By (18), the corresponding ω ∈ Z3(Γ,C×) is given by
ω((a1, i1, j1), (a2, i2, j3), (a3, i3, j3)) = (λj1+j2λ
−1
j1
λ−1j2 )
a3ζa3·j1i2+(
a3
2 )j1j2
where ak, ik, jk ∈ ZN (k = 1, 2, 3). Let ω˜n : Γ → C be the function given by (13).
To compute indicators, we provide the following lemma.
Lemma 5.3. Let n be a positive integer.
(a) g = (a, i, j) ∈ Γ satisfies gn = 1 if and only if na = ni = nj = 0 in ZN .
(b) Let g = (a, i, j) ∈ Γ be an element satisfying gn = 1. Then
ω˜n(g) = ξ
ajn/N · ζ(n3)a2j2 .
SOME COMPUTATIONS OF FROBENIUS-SCHUR INDICATORS 19
Proof. (a) We have gn = (na, ni +
(
n
2
)
aj, nj) by induction on n. This implies
that gn = 1 if and only if na = ni +
(
n
2
)
aj = nj = 0 in ZN . Since N is odd,(
n
2
)
aj = 0 under the assumption that na = 0. Therefore, this is equivalent to that
na = ni = nj = 0.
(b) Suppose that 0 ≤ a, j < N . By the definition of ω, we have
ω˜n(g) =
n−1∏
k=1
τ
(
i, j, ki+
(
k
2
)
aj, kj; a
)
=
n−1∏
k=1
(λj+kjλ
−1
j λ
−1
kj )
a · ζaj(ki+(k2)aj)+(a2)kj2 = λ−naj · ζE(n;a,i,j)
where E(n; a, i, j) ∈ ZN , the exponent of ζ, is given by
E(n; a, i, j) = a2j2
n−1∑
k=1
(
k
2
)
+
{
ai+
(
a
2
)
j
}
· j
n−1∑
k=1
k =
(
n
3
)
a2j2.
We also have λ−naj = (λ
N
j )
− 1
N
na = ξajn/N . This completes the proof. 
Theorem 5.4. The n-th Frobenius-Schur indicator of the regular representation of
H = HN3(ξ, ζ) is given as follows: Let α = ξ
E1(n) and β = ζE2(n) where
E1(n) =
Nn
gcd(N,n)2
and E2(n) =
(
n
3
)
N4
gcd(N,n)4
.
If both the condition
(23) b3(n) = b3(N) = b3(ord(ζ)) ≥ 1
and the inequality b3(ord(ξ)) ≤ 1 hold, then
νn(H) =
gcd(N,n)3
9 ord(α)
×
{
5 + 4β if b3(ord(ξ)) = 0,
3(5− 2β) if b3(ord(ξ)) = 1.
Otherwise, νn(H) = gcd(N,n)
3/ ord(α).
Proof. Let d = gcd(N,n). Note that the solutions x of the congruence equation
nx ≡ 0 (mod N) are x = (N/d) · r (0 ≤ r < d). By the previous lemma,
νn(H) = d
d−1∑
r,s=0
αrsβr
2s2 .
Since 3E2(n) ≡ 0 (mod N), β is a third root of unity. It follows from easy number-
theoretical arguments that β 6= 1 if and only if the condition (23) holds.
Suppose that β = 1. Then, since αd = 1,
νn(H) = d
d−1∑
r,s=0
(αr)s = d2 ·#{0 ≤ r < d | αr = 1} = d
3
ord(α)
.
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H ν1(H) ν3(H) ν9(H) ν27(H)
H27(1, 1) 1 27 27 27
H27(β, 1) 1 9 27 27
H27(1, β) 1 3(5 + 4β
2) 27 27
H27(β, β) 1 3(5− 2β2) 27 27
H27(1, β
2) 1 3(5 + 4β) 27 27
H27(β, β
2) 1 3(5− 2β) 27 27
Table 1. Indicators of regular representations of H27(ξ, ζ)
Suppose that β 6= 1. Then d is divisible by 3. Let m = ord(α3). We compute
νn(H) = d
d−1∑
s=0
d/3−1∑
r=0
(α3rs + α(3r+1)sβs
2
+ α(3r+2)s)βs
2
.
= d
d−1∑
s=0
(1 + αsβs
2
+ α2sβs
2
)
d/3−1∑
r=0
(α3s)r
=
d2
3
d/m−1∑
i=0
(1 + αmiβ(mi)
2
+ α2miβ(mi)
2
).
Note that d/m is divisible by 3. Since α3m = β3 = 1, the i-th summand of the above
sum is equal to 3 if i ≡ 0 (mod 3) and 1 + (αm + α2m)βm2 otherwise. Therefore
νn(H) =
d3
9m
(5 + 2(αm + α2m)βm
2
).
Note that b3(ord(ξ)) = b3(ord(α)) since we have assumed (23). The rest of the
proof is a case-by-case analysis according to e = b3(ord(ξ)). We have
αm + α2m =

2 (e = 0),
−1 (e = 1),
−1 (e ≥ 2),
βm
2
=

β (e = 0),
β (e = 1),
1 (e ≥ 2),
ord(α) =

m (e = 0),
3m (e = 1),
3m (e ≥ 2).
By compiling these equations, we complete the proof. 
This theorem shows that νn(HN3(ξ, ζ)) does not depends on ζ if N is coprime to
3. The situation is different and very interesting when N = 3. Fix a primitive third
root β of unity. Then, by the classification result of Masuoka [11, Theorem 3.1], non-
commutative Hopf algebras of dimension 27 are H27(β
i, βj) (i = 0, 1; j = 0, 1, 2) up
to isomorphism. By Theorem 5.4, we have Table 1 of Frobenius-Schur indicators
of the regular representations of them.
This table gives us various information on categories of representations of them.
For example, we have the following by Theorem 3.13:
Corollary 5.5. Hopf algebras H27(β
i, βj) (i = 0, 1; j = 0, 1, 2) are not mutually
monoidally Morita equivalent. H27(β
i, βj) (i = 0, 1; j = 1, 2) are neither quasitri-
angular nor coquasitriangular.
5.3. A family of braided Hopf algebras of Suzuki.
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5.3.1. Suzuki’s construction. Suzuki [23] introduced a family of finite-dimensional
Hopf algebras AαβNL, parametrized by integers N ≥ 1, L ≥ 2 and α, β ∈ {±1}, to
give a systematic description of cosemisimple Hopf algebras of low-dimensions. In
fact, as Suzuki remarked, every non-trivial semisimple Hopf algebras of dimension
eight and of dimension twelve belong to this family (in characteristic zero).
We recall his construction. As an algebra, AαβNL is generated by xij (i, j ∈ Z2)
with defining relations
x200 = x
2
11, x
2
01 = x
2
10, x
2N
00 + αx
2N
01 = 1, xijxkl = 0 (if i− j 6= k − l),
x00x11x00 · · ·︸ ︷︷ ︸
L
= x11x00x11 · · ·︸ ︷︷ ︸
L
, x01x10x01 · · ·︸ ︷︷ ︸
L
= β x10x01x10 · · ·︸ ︷︷ ︸
L
.
The coalgebra structure of AαβNL is given by
∆(xij) = xi0 ⊗ x0j + xi1 ⊗ x1j , ε(xij) = δij
and the antipode is given by S(xij) = x
4N−1
ji . Suzuki showed that it has a set
{xs00 x11x00x11 · · ·︸ ︷︷ ︸
t
, xs01 x10x01x10 · · ·︸ ︷︷ ︸
t
| 1 ≤ s ≤ 2N, 0 ≤ t < L}.
as a basis, and hence dimC(A
αβ
NL) = 4NL.
Fix a quadruple (N,L, α, β) and denote AαβNL by A. Let G
∨ be the group gen-
erated by central grouplike elements h± = x200 ± x201 ∈ A. CG∨ is canonically
isomorphic to CG where G = G∨∨ is the character group of G∨. As remarked in
[23, Remark 3.4], A fits into an extension
(24) 1 −→ CG −→ A π−→CD2L −→ 1.
Here, D2L is the dihedral group of order 2L which has a Coxeter presentation
(25) D2L =
〈
s0, s1 | s20 = s21 = (s0s1)L = 1
〉
.
The quotient map π is given by π(xij) = δijsi (i, j ∈ Z/2Z).
Our first task is to find cocycles σ and τ such that A ∼= CG#σ,τCD2L. Following
the theory of CG-rings, this is same as to find invertible elements ux ∈ A (x ∈ D2L)
such that (idA⊗π)∆(ux) = ux⊗x. For this purpose, we introduce some notations.
Let e˜i = α
ix2N0i (i ∈ Z2). They are central orthogonal idempotents satisfying
e˜0 + e˜1 = 1. For a non-negative integer m and i, j ∈ Z2, we set
χ
(m)
ij = e˜i−j · xijxi+1,j+1xij · · ·︸ ︷︷ ︸
m
.
The following lemma is useful for computation.
Lemma 5.6. The following equations hold in A for 0 ≤ m < 2L:
∆(χ
(m)
ij ) = χ
(m)
i0 ⊗ χ(m)0j + χ(m)i1 ⊗ χ(m)1j ,
χ
(m)
11 = h
−L+m
+ χ
(2L−m)
00 , χ
(m)
01 = βh
−L+m
+ χ
(2L−m)
10 .
Every element x ∈ D2L can be expressed as
x = s0s1s0 · · ·︸ ︷︷ ︸
l
(0 ≤ l < 2L)
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in a unique way. This number l is denoted by ℓ(x). Remark that, in general, ℓ(x)
is not the minimal length of x with respect to generators s0 and s1. Set r = s0s1
and s = s0. Then D2L has another group presentation
D2L = 〈r, s | rL = s2 = 1, srs−1 = r−1〉.
Every element x ∈ D2L can be expressed as x = risj (0 ≤ i < L; j = 0, 1) in a
unique way. By using these i and j, we have ℓ(x) = 2i+ j.
Using notations introduced in above, we define ux ∈ A (x ∈ D2L) by
ux = h
−⌊l/2⌋
+ (χ
(l)
00 + η
lχ
(l)
10 )
where l = ℓ(x), η is a fixed 2L-th root of β and ⌊ ⌋ is the floor function. By
Lemma 5.6, (idA⊗π)∆(ux) = ux ⊗ x for all x ∈ D2L. The following lemma shows
that all ux are invertible.
Lemma 5.7. uxuy = σ˜(x, y)uxy for all x, y ∈ D2L where
σ˜(x, y) =
{
(e˜0 + η
2ℓ(y)e˜1) · h[ℓ(y) odd]+
}[ℓ(x) odd]
∈ (CG∨)×.
Here, Iverson bracket is used to make the definition of σ˜(x, y) compact.
Proof. Note that, by definition,
ur = h
−1
+ (e˜0x00x01 + η
2 · e˜1x10x01) and us = e˜0x00 + η · e˜1x10.
Verify the following equalities by using Lemma 5.6:
uLr = 1, us · ur = (e˜0 + η4e˜1)usr, us · us = (e˜0 + η2e˜1)h+.
Let x ∈ D2L. Then ℓ(x) is even (resp. odd) if and only if x = ri (resp. x = ris)
for some i. Note that uri = (ur)
i and uris = (ur)
i · us. The proof can be done by
a case-by-case analysis according to parities of ℓ(x) and ℓ(y). 
We define an automorphism x 7→ x on D2L by s0 = s1 and s1 = s0.
Lemma 5.8. ∆(ux) = ux ⊗ e˜0ux + ux ⊗ e˜1ux for all x ∈ D2L.
Proof. Since the claim is obvious when x = 1, we assume that x 6= 1. Then,
x = s1s0s1 · · ·︸ ︷︷ ︸
ℓ(x)
= s0s1 · · · s0s1︸ ︷︷ ︸
2L
s1s0s1 · · ·︸ ︷︷ ︸
ℓ(x)
= s0s1s0 · · ·︸ ︷︷ ︸
2L−ℓ(x)
.
Hence we have ℓ(x) = 2L− ℓ(x). By Lemma 5.6,
∆(h
⌊l/2⌋
+ ux) = χ
(l)
00 ⊗ χ(l)00 + χ(l)01 ⊗ χ(l)10 + ηl(χ(l)10 ⊗ χ(l)00 + χ(l)11 ⊗ χ(l)10 )
= (χ
(l)
00 + η
lχ
(l)
10 )⊗ χ(l)00 + h−L+l+ (χ(l
′)
00 + η
l′χ
(l′)
10 )⊗ ηlχ(l)10
where l = ℓ(x) and l′ = ℓ(x). Note that
⌊
1
2 l
′⌋ = L+ ⌊12 l⌋− l. We obtain
∆(ux) = ux ⊗ e˜0ux + ux ⊗ e˜1ux
by multiplying both sides by ∆(h
−⌊l/2⌋
+ ) = h
−⌊l/2⌋
+ ⊗ h−⌊l/2⌋+ . 
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5.3.2. Cyclic case. We assume that (N,α) 6= (even,+1). Then, G∨ is a cyclic group
of order 2N generated by h = x200−αx201 [23, Proposition 3.3]. The character group
G = G∨∨ of G∨ is a cyclic group of order 2N generated by a group homomorphism
b : G∨ → C×, hk 7→ ζk2N (k ∈ Z)
where ζ2N is a fixed primitive 2N -th root of unity. By the orthogonality relation
of characters, the dual basis {ek} of {bk} is given by
ek =
1
2N
2N∑
i=0
ζ−ik2N h
i (k = 0, 1, · · · , 2N − 1).
The elements e˜0, e˜1, h± ∈ CG∨ can be written as linear combinations of ek as
e˜0 =
N−1∑
i=0
e2i, e˜1 =
N−1∑
i=0
e2i+1 and h± =
2N−1∑
i=0
(∓αζ2N )i ei.
Comparing Lemma 5.7 and Lemma 5.8 with (15) and (16), we have the following.
Lemma 5.9. Assume that (N,α) 6= (even,+1). The right group action of G on
D2L given by b⊲x = x (x ∈ D2L) and the trivial action of D2L on G make (G,D2L)
into a matched pair. Define σ : G×D2L ×D2L → C× by
σ(bi;x, y) =
{
η2ℓ(y)[i odd] · (−αζ2N )i[ℓ(y) odd]
}[ℓ(x) odd]
.
AαβNL is isomorphic to C
G#σ,1CD2L as a Hopf algebra.
Let ΓNL = G⋊⋉D2L be the bicrossed product. Both G and D2L are regarded as
subgroups of ΓNL. Note that ΓNL has a presentation
ΓNL =
〈
b, r, s
∣∣∣∣∣ b
2N = rL = s2 = 1, srs−1 = r−1,
brb−1 = r−1, bsb−1 = r−1s
〉
.
By (18), the 3-cocycle ω ∈ Z3(ΓNL,C×) associated with A is given by
ω(bix, bjy, bkz) =
{
η(−1)
j2ℓ(z)[i odd] · (−αζ2N )i[ℓ(z) odd]
}[ℓ(y) odd]
for i, j, k ∈ Z2N and x, y, z ∈ D2L.
Remark 5.10. c(ω) ≤ 2. This follows from Corollary 4.13, since 〈b, r〉 is a subgroup
of index 2 such that the restriction of ω to this subgroup is trivial.
Theorem 5.11. Suppose that (N,α) 6= (even,+1). Then the n-th Frobenius-Schur
indicator of the regular representation of A = AαβNL is given by
νn(A) = gcd(N,n) gcd(L, n)
+ [b2(n)− 1 ≥ b2(N)] · 2L gcd(N,n)
+ [b2(n)− 1 ≥ b2(N), b2(L)] · εNL(n) gcd(N,n) gcd(L, n)
where
εNL(n) = (−α)[b2(n)=1](−1)[b2(n)=b2(N)+1]β[b2(n)=b2(L)+1].
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Proof. Let ω˜n : Γ → C denote the function given by (13). For positive integers
r and s, let r//s := r/ gcd(r, s). Note that rx ≡ 0 (mod s) if and only if x ≡ 0
(mod r//s). Equations like [r//s odd] = [b2(r) ≤ b2(s)] will be used many times.
Let H be the subgroup of ΓNL generated b
2 and r. It is a normal subgroup of
ΓNL isomorphic to ZN × ZL. We have
νn(A) =Wn(H) +Wn(bH) +Wn(sH) +Wn(bsH)
where Wn(X) (X ⊂ ΓNL) is given by the same formula as (21).
Suppose that n is odd. Let g ∈ ΓNL with gn = 1. Then g ∈ H , since every
element of ΓNL \H has an even order. Since the restriction of ω to H is trivial, we
have
νn(A) = #{g ∈ H | gn = 1} = gcd(N,n) gcd(L, n).
Hence the equation holds for n.
Suppose that n = 2k is even. Then, Wn(H) = gcd(N,n) gcd(L, n) in the same
way as above. We compute (i) Wn(bH), (ii) Wn(sH) and (iii) Wn(bsH) in what
follows.
(i) Since ω|bH×bH×bH ≡ 1, we haveWn(bH) = #{g ∈ bH | gn = 1}. Let g ∈ bH .
Then g = b2i+1rj for some i, j. gn = 1 if and only if k(2i + 1) ≡ 0 (mod N). If
N//k is even, this congruence equation has no solutions. Otherwise, the number of
this solutions is gcd(N, k). Summarizing, we have
Wn(bH) = [N//k odd] · L gcd(N, k) = [b2(n) ≥ b2(N) + 1] · L gcd(N,n).
(ii) Let g ∈ sH . Then g = b2irjs for some i, j. We have that ω˜n(g) = δgn,1 · ζ2ik2N
and that gn = 1 if and only if 2ik ≡ 0 (mod N). If N//k is odd, then the solutions
of this congruence equation are i = (N//k) · m (0 ≤ m < gcd(N, k)). For these
i, we have ζ2ik2N = 1, and hence Wn(sH) = L · gcd(N, k). On the other hand,
if N//k is even, the solutions of this congruence equation are i = 12 (N//k) · m
(0 ≤ m < 2 gcd(N, k)). For these i, we have ζ2ik2N = (−1)m, and hence Wn(sH) = 0.
Summarizing, we have
Wn(sH) = [b2(n) ≥ b2(N) + 1] · L gcd(N,n).
(iii) Let g ∈ bsH . Then g = b2i+1rjs for some i, j. We have that ω˜n(g) = δgn,1 ·
(−αη−2(2j+1)ζ2i+12N )k and that gn = 1 if and only if both the following congruence
equations hold:
(2i+ 1)k ≡ 0 (mod N)(26)
(2j + 1)k ≡ 0 (mod L)(27)
If N//k is even, the congruence equation (26) has no solutions. Similarly, (27) has
no solutions if L//k is even. Therefore, Wn(bsH) = 0 if either N//k or L//k is even.
Suppose that both N//k and L//k are odd. Write N//k = 2i0+1. Then the solu-
tions of the congruence equation (26) are i = i0 + (N//k) ·m (0 ≤ m < gcd(N, k)).
For these i, (2i+ 1)k ≡ k//N (mod 2N). Since N//k is odd,
ζ
k(2i+1)
2N = (−1)k/N = (−1)[b2(k)=b2(N)] = (−1)[b2(n)=b2(N)+1].
Similarly, if j satisfies (27), η−2k(2j+1) = β[b2(n)=b2(L)+1]. Summarizing, we have
Wn(bsH) = [b2(n)− 1 ≥ b2(N), b2(L)] · εNL(n) gcd(N,n) gcd(L, n).
Combining (i), (ii) and (iii), we have the result. 
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5.3.3. Non-cyclic case. We next suppose that (N,α) = (even,+1). Then G∨ has a
presentation
G∨ = 〈h+, h− | h+h− = h−h+, hN± = 1, h2+ = h2−〉.
Define group homomorphism a, b : G∨ → C× by
〈a, h±〉 = ζN , 〈b, h±〉 = ±1
where ζN is a fixed primitive N -th root of unity. Let (e
+
0 , · · · , e+N−1, e−0 , · · · , e−N−1)
be the dual basis of (1, a, · · · , aN−1, b, ab, · · · , abN−1). We have
e±k =
1
2N
(1 ± ζ−kN h−)
N−1∑
i=0
ζ−kiN h
i
+ (k = 0, 1, · · · , N − 1),
e˜0 =
N−1∑
i=0
e+i , e˜1 =
N−1∑
i=0
e−i , and h± =
N−1∑
i=0
ζiN (e
+
i ± e−i ).
Comparing Lemma 5.7 and Lemma 5.8 with (15) and (16), we have the following:
Lemma 5.12. Assume that (N,α) = (even,+1). Then the left group action of G
on D2L given by a ⊲ x = x, b ⊲ x = x and the trivial action of D2L on G make
(G,D2L) into a matched pair. Define a map σ : G×D2L ×D2L → C× by
σ(aibj ;x, y) =
{
η2ℓ(y)[j odd] · ((−1)jζiN )[ℓ(y) odd]
}[ℓ(x) odd]
Then A+βNL
∼= CG#σ,1CD2L as a Hopf algebra.
Let Γ′NL = G⋊⋉D2L and ω ∈ Z3(Γ′NL,C×) the normalized 3-cocycle associated
with A+βNL. G and D2L are regarded as subgroups of Γ
′
NL. Γ
′
NL is decomposed into
a direct sum of 〈a〉 and 〈b, r, s〉. The former subgroup is a cyclic group of order N ,
and the latter is isomorphic to Γ1L.
Remark 5.13. c(ω) ≤ 2. This follows from Corollary 4.13, since 〈a, b, r〉 is a sub-
group of index 2 such that the restriction of ω to this subgroup is trivial.
Theorem 5.14. The n-th Frobenius-Schur indicator of the regular representation
of A = A+βNL with N even is given by
νn(A) = gcd(N,n) · gcd(L, n)
+ [b2(n)− 1 ≥ 0] · L gcd(N,n)
+ [b2(n)− 1 ≥ b2(N)] · L gcd(N,n)
+ [b2(n)− 1 ≥ b2(N), b2(L)] · ε′NL(n) gcd(N,n) gcd(L, n)
where
ε′NL(n) = (−1)[b2(n)=1]β[b2(n)−1=b2(L)].
Proof. The proof is very similar to that of Theorem 5.11. Wn(X) and r//s have the
same meanings as in the proof of Theorem 5.11. Let H be the subgroup of Γ′NL
generated by a and r. Then we have
νn(A) =Wn(H) +Wn(bH) +Wn(sH) +Wn(bsH).
Suppose that n is odd. Then in a similar way as the proof of Theorem 5.11,
νn(A) = #{g ∈ H | gn = 1} = gcd(N,n) gcd(L, n).
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Suppose that n = 2k is even. Then Wn(H) = gcd(N,n) gcd(L, n). We compute
(i) Wn(bH), (ii) Wn(sH) and (iii) Wn(bsH) in what follows.
(i) Since ω|bH×bH×bH ≡ 1, we haveWn(bH) = #{g ∈ bH | gn = 1}. Let g ∈ bH .
Then g = aibrj for some i, j. gn = 1 if and only if 2ik ≡ 0 (mod N). The number
of solutions of this congruence equation is gcd(N, 2k) = gcd(N,n). Summarizing,
we have Wn(bH) = L gcd(N,n).
(ii) Let g ∈ sH . Then g = airjs for some i, j. We have that ω˜n(g) = δgn,1 · ζikN .
In a similar way as (ii) of the proof of Theorem 5.11,
Wn(sH) = [N//k odd] · L gcd(N, k) = [b2(n)− 1 ≥ b2(N)] · L gcd(N,n).
(iii) Let g ∈ bsH . Then g = aibrjs for some i, j. We have that ω˜n(g) =
δgn,1 · (−η−2(2j+1)ζiN )k and that gn = 1 if and only if both of the following holds:
2ik ≡ 0 (mod N),(28)
(2j + 1)k ≡ 0 (mod L).(29)
The latter congruence equation has no solutions if L//k is even. Suppose that
L//k = 2j0 + 1 is odd. Then the solutions of (29) are j = j0 + (L//k) ·m (0 ≤ m <
gcd(L, k)). For these j, 2k(2j + 1) ≡ (k//L) · 2L (mod 4L). Since L//k is odd,
η−2k(2j+1) = βk/L = β[b2(n)=b2(L)+1].
Now we compute Wn(bHs) as follows:
Wn(bHs) = [b2(n)− 1 ≥ b2(L)] · ε′NL(n) gcd(L, n)
∑
i
ζikN
where i runs through the solutions of (28). In a similar way as (ii) of the proof
of Theorem 5.11, we have that the sum is equal to [b2(n) − 1 ≥ b2(N)] gcd(N,n).
Therefore,
Wn(bHs) = [b2(n)− 1 ≥ b2(L), b2(N)] · ε′NL(n) gcd(L, n) gcd(N,n).
Combining (i), (ii) and (iii), we have the result. 
6. Frobenius theorem
We conclude this paper by raising a question motivated by a theorem of Frobenius
on the number of solutions of the equation xn = 1 in finite groups. For a finite
group G and a positive integer n, let G[n] = {g ∈ G | gn = 1}. In 1895, Frobenius
proved the following theorem:
Theorem 6.1 (Frobenius). If n divides |G|, then n divides |G[n]|.
There are numerous proofs of this theorem, see, e.g., [5]. Now recall that
νn(CG) = |G[n]|. By using Frobenius-Schur indicators, we formulate the theorem
of Frobenius for pivotal fusion categories as follows:
Definition 6.2. Let C be a pivotal fusion category such that dim(C) is a positive
integer. We say that Frobenius theorem holds for C if νn(C) is divisible by n (in the
ring of algebraic integers) for every divisor n of dim(C).
Note that dimRep(H) = dimC(H) for a semisimple quasi-Hopf algebra H . We
say that Frobenius theorem holds for H if it holds for Rep(H). Theorem 6.1 claims
that, in our terms, “Frobenius theorem holds for every finite group algebra”. Our
question is the following:
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Question 6.3. Does Frobenius theorem hold for every semisimple Hopf algebra?
There exists a semisimple quasi-Hopf algebra for which Frobenius theorem does
not hold: Let Γ = Zp with p an odd prime with p ≡ 1 (mod 4) and ω = ψp the
3-cocycle given by (19) with N = p. Then Frobenius theorem does not hold for the
quasi-Hopf algebra H = CΓω. In fact, since Rep(H) ≈ VecΓω, we have νp(H) =
√
p
by results of Section 4. p does not divides νp(H) while p does dimC(H) = p.
In the rest of this section, we give some partial results on Frobenius theorem
for semisimple Hopf algebras, especially group-theoretical ones. The following is
obvious by Theorem 3.13 (f).
Theorem 6.4. Frobenius theorem holds for a semisimple Hopf algebra H if and
only if it holds for the dual Hopf algebra H∗.
By results of Section 4 and Section 5, we have the following:
Theorem 6.5. Let H be a semisimple Hopf algebra. Frobenius theorem holds for
H if one of the following holds:
(a) H is isomorphic to a bismash product CG#CF .
(b) H is isomorphic to H2N2(ξ).
(c) H is isomorphic to HN3(ξ, ζ).
(d) H is isomorphic to the Suzuki’s Hopf algebra AαβNL.
(a) is a direct consequence of the Frobenius theorem for finite groups (see Corol-
lary 4.4). Even if we know explicit values of indicators, (b), (c) and (d) of the
above theorem are cumbersome to check. In the rest of this section, we show a
more general result that covers both (b) and (d). Let C = C(Γ, ω, F, α) be a fixed
group-theoretical category, till the end of this section.
Theorem 6.6. Let n be a divisor of |Γ|. Suppose that p = gcd(n, c(ω)) is a prime.
(a) If p = 2, νn(C) is divisible by n.
(b) If p is odd, νn(C) is divisible by n√p .
We point out that Isaacs and Robinson gave a nice and elementary proof of
Theorem 6.1 in [5]. Our proof is based on their idea.
Proof. By Theorem 4.1, νn(C) =
∑
g∈Γ[n] ω˜n(g) where ω˜n : Γ → C is the function
given by (13). Let g ∈ Γ. There exists a unique decomposition g = x · y = y · x
such that the order of x is a power of p and the order of y is coprime to p. x and y
are called the p-part and p′-part of g, respectively. Write n = pk · q with q coprime
to p. Then the assignment g 7→ (x, y) gives a bijection between Γ[n] and
Φ := {(x, y) | x ∈ Γ[pk], y ∈ CΓ(x), yq = 1}
where CΓ(x) is the centralizer of x in Γ.
Recall the construction of the p-part of g ∈ Γ[n]. By elementary number theory,
there exist a, b ∈ Z such that apk+bq = 1. Then the p-part of g is given by x = gbq.
Note that bq ≡ 1 (mod pk). By Lemma 4.5,
ω˜n(x) = ω˜n(g
bq) = ω˜n(g)
b2q2 = ω˜n(g).
This means that ω˜n(g) depends only on the p-part of g.
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We first show that νn(C) is divisible by q. Note that Γ[pk] is invariant under
conjugation. Let x1, · · · , xr be representatives of conjugacy classes contained in
Γ[pk]. Since ω˜n is a class function,
νn(C) =
r∑
i=1
|Γ|
|CΓ(xi)| · |CΓ(xi)[q]| · ω˜n(xi).
By Theorem 6.1, |CΓ(xi)[q]| = mi · gcd(|CΓ(xi)|, q) for some positive integer mi.
Every summand of the right-hand side of the above equation is divisible by q, since
|Γ|
|CΓ(xi)| · |CΓ(xi)[q]| =
|Γ| ·mi gcd(|CΓ(xi)|, q)
|CΓ(xi)| =
|Γ| ·mi
lcm(|CΓ(xi)|, q) · q
where lcm(a, b) is the least common multiple of a and b. This implies that νn(C) is
divisible by q.
Next, we argue the divisibility of νn(C) by powers of p. Let
X = {g ∈ Γ[pk] | ω˜n(g) 6= 1} and Φ′ = {(x, y) ∈ Φ|x ∈ X}.
Then, we have
(30) νn(C) = |Φ \ Φ′|+
∑
x∈X
|CΓ(x)[q]| · ω˜n(x).
Note that every element of X has order pk. Indeed, if x ∈ Γ[pk−1], ω˜n/p(x) is
a p-th root of unity by Lemma 4.5, and hence ω˜n(x) = ω˜n/p(x)
p = 1. For every
x ∈ X and m ∈ Z coprime to p, xm ∈ X by Lemma 4.5. It follows from these
observations that M := Z×
pk
acts freely on X by m ⇀ x = xm. Let x1, · · · , xs be
complete representatives of orbits of this action. Note that, if x and x′ belong to
the same orbit, CΓ(x) = CΓ(x
′). Hence,
|Φ′| =
s∑
i=1
|M | · |CΓ(xi)[q]| =
s∑
i=1
pk−1(p− 1)|CΓ(xi)[q]|.
By Lemma 4.5, the second term of the right-hand side of (30) is computed as
follows: ∑
x∈X
|CΓ(x)[q]| · ω˜n(x) =
s∑
i=1
∑
m∈M
|CΓ(xi)[q]| · ω˜n(xi)m
2
=
s∑
i=1
p−1∑
m=1
pk−1|CΓ(xi)[q]| · ω˜n(xi)m
2
.
Let Si =
∑p−1
m=0 ω˜n(xi)
m2 . Combining the above equations, we have
νn(C) = |Γ[n]| − pk
s∑
i=1
|CΓ(xi)[q]|+ pk−1
s∑
i=1
|CΓ(xi)[q]| · Si.
If p = 2, then each Si is zero. This implies that νn(C) is divisible by 2k. By the
Chinese remainder theorem, νn(C) is divisible by n = 2k · q.
If p is odd, then by Lemma 4.7, each Si is divisible by
√
p. This implies that
νn(C) is divisible by pk−1√p. Again by the Chinese remainder theorem, νn(C) is
divisible by q · pk−1√p = n/√p. 
As a direct consequence, we have the following corollaries.
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Corollary 6.7. Frobenius theorem holds for C if c(ω) = 2.
Corollary 6.8. Suppose that c(ω) is a prime number and that νn(C) is an integer
for every n. Then Frobenius theorem holds for C.
Theorem 6.5 (d) follows from Corollary 6.7, see Remark 5.10 and Remark 5.13.
Recall that we gave some estimations of c(ω) in Section 4. Theorem 6.5 (b) follows
from the following corollary of Theorem 6.6, which can be obtained by a similar
way as the proof of Corollary 4.15.
Corollary 6.9. Frobenius theorem holds for semisimple Hopf algebras H fitting
into an abelian extension 1→ CG → H → CZ2 → 1.
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