Fractional order (FO) controllers are highly considered with regard to higher performance and robustness of these controllers in FO systems. According to advantages of PID controllers such as suitable performance, low price and simplicity of design, they are widely used in industry. A FOPID controller is used for two-link robot control in this paper. Considering vast use of evolutionary algorithms and numerical optimization, coefficients of the FO controller are optimized using evolutionary algorithms in this paper. An individual FOPID controller is applied in order to control each link. Three evolutionary optimization algorithms including particle swarm optimization (PSO), genetic algorithm and estimation of distribution algorithm, are compared from optimal coefficients determination point of view. Experimental results indicate that FOPID controller is more applicable according to use of actual model for robot and suitable performance of the PSO algorithm.
Along with introduction of fractional order (FO) controllers and their higher performance and robustness on FO systems by Podlubny in 1994, FO systems and their control process are significantly considered 1 . Although PID controllers are introduced long time ago, they are widely used in industry because of their advantages such as low price, design simplicity and suitable performance 2, 3 . While three parameters of design including proportional (K p ), integral (K i ), and derivative (K d ) are available in PID controllers, two more parameters exist in FOPID controllers for adjustment. These parameters are integral fractional order and derivative fractional order 4 . In comparison with PID controllers, FOPID controllers have more flexible design that result in more precise adjustment of closed-loop system 5 . FOPID controllers are defined by FO differential equations. It is possible to tune frequency response of the control system by expanding integral and derivative terms of the PID controller to fractional order case. This characteristic result in a more robust design of control system, but it is not easily possible 6 . According to non-linearity, uncertainty, and confusion behaviors of robot arms, they are highly recommended for experimenting designs of control systems. Despite non-linear behavior of robot arm, it is demonstrable that a linear proportional derivative controller can stabilize the system using Lyapanov 7 . But, classic PD controller itself cannot control robot to reach suitable condition. Several papers and wide researches in optimizing performance of the robot manipulator show the importance of this issue. Different adaptive and robust procedures are proposed for robot control that all of them are so complicated in analysis and design [8] [9] [10] [11] . Approaches that have been proposed for robot control are categorized in non-linear methods that are more difficult than linear methods in analysis and implementation [12] [13] [14] . In this paper, individual FOPID controllers are applied for controlling two-link robot arm with non-linear treatment. On the other hand, evolutionary optimization algorithms such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Estimation of Distribution Algorithm (EDA) are used to determine optimal parameters for the controllers in such non-linear systems.
In the following, literature review is provided at first and then fractional order concepts and FOPID are described. Introductions of evolutionary optimization algorithms, model of the robot, proposed method, and experimental results are provided, respectively. Finally, paper is discussed and concluded.
Related work
A partial differential equation dynamic model is proposed in 15 to regulate joint position and suppress elastic vibration of a flexible twolink controller with different payloads. Approximate stability of closed-loop system and effectiveness of the proposed method are validated theoretically and numerically. A new non-linear partial differential equation observer is proposed in 16 to control a flexible two-link robot. A singular perturbation approach is also used for analyzing rigidity-flexibility coupling dynamics.
In order to control active magnetic bearing system, a FOPID controller is proposed in 17 using an adaptive GA for multi-objective optimization. It is proved that FOPID has impressive effect on overshoot and settling time reduction. Another optimal FOPID controller was proposed in 18 for a full vehicle non-linear active suspension system. An electromagnetism-like algorithm and GA based FOPID design is proposed in 19 for second order system with time delay. Proposed algorithm has faster convergence and better global optimization capability.
In another approach a hybrid LQ-fuzzy controller is proposed for the purpose of two-link robot control 20 . Not only does the proposed method provide robustness but also it does not increase the order of the whole complex non-linear system. In 21 uncertain parameters are modeled as fuzzy variables and using fuzzy dynamic analysis, a two-link robot controller is studied. Differential evolution (DE) algorithm is also used in 22 for PID controller adjustment in unstable and integrating processes with time delay. A differential evolution algorithm based FOPID controller is used in 23 . PSO, GA, and DE algorithms were compared in second order and FO plants and also in speed control of a DC motor. Experimental results show that better solutions were found by DE-based methods consuming less computational time.
In order to overcome defects of traditional two-link robot controllers such as non-linear characteristics and uncertainties, a combination of neural network and linear controller is used in 24 . In this approach, non-linear model is converted to linear model and unknown parameters of the system are recognized by neural network with special learning rules. Finally, a stabilized closedloop system is obtained using linear feedback-H ∞ control method. An H ∞ loop-shaping design feedback controller and a command pre-shaping filter as feed-forward controller are used in 25 as two-link robot controller. It can control joint angles of the robot arm and suppress vibrations of the system, simultaneously using proper loop shape. In 26 parameters of a FO controller were optimized using modified PSO that has better solution and faster search speed in contrast with GA. By using PSO in 27 , a FOPID controller was designed that has remarkable reduction in overshoot, rise time and setting time. In another approach, the PSO was applied to determine FOPID parameters with efficient search and more robust performance using for an automatic voltage regulator 28 . A novel Adaptive PSO was also used in 29 to find optimal parameters of PID controller and unstable nonlinear system.
A two-degrees-of-freedom planar robot, which is not actual and practical, was controlled by FOPID controller optimized with PSO and GA evolutionary algorithms in 30 . Performances of the evolutionary algorithms are compared using different cost functions. Simulation results show that the FOPID controller has better performance while using PSO algorithm for tuning instead of using GA.
Fractional order concepts and FOPID controller Fractional order calculations
In order to study about FO controllers, mathematical concepts and FO systems should be analyzed at first. FO calculation is a branch of correct order calculations that tries to find possibility of fractional order integral and derivative being. Among all definitions for FO integral and derivative, Riemann-Liouville, Grunwald-Ltnykuf, and Caputo that include Cauchy integral, are more useful than others. Thus, the general form of derivative-integral fractional operator will be defined as follows:
... (1) where the correct order of derivativeintegral operator is defined with q and parameter that represents the fractional integral or derivative is defined with t. a denotes lower limit of derivative and integral. Among above mentioned definitions of fractional order, Grunwald-Ltnykuf is the most common and widely used definition which is defined as follows 31 :
... (2) where are coefficients of and that can be rewritten as Euclidean gamma function as below:
... (3) General arithmetic operator that includes order of derivative and integral is also expressed as follows:
... ... (7) By applying the Laplace transform to equation (7) we have:
... (8) Regarding equation (8) , it is obvious that the conventional PID controller can be achieved by setting and . So, it can be said that the correct order PID controller is a special case of FOPID controller in which the order of derivative and integral terms are set to 1. As shown in the definition of Riemann-Lionville 32 , dimensions of the FO systems are infinite. So, because of two additional parameters in FO controllers, they are highly flexible in design and of course these designs are more complicated, consequently.
Evolutionary optimization algorithms Particle swarm optimization (PSO)
PSO algorithm by Eberhart and Kennedy was presented as a model of local motion for group of animals. This algorithm is applied on various issues such as minimizing cost function, non-linear mapping, training neural networks, neural network inversion, and data mining as well. The algorithm includes a bunch of particles. Each of which can be shown to be optimal response to the problem of optimization. The algorithm continuously updates the position of each particle by calculating particle velocity and applying that to the position of the The most common way to form chromosomes in GAs is binary strings. Therefore, each decision variable is designed in a binary form and then chromosome is made by getting these variables together. Although this method is the most extensive coding scheme, but other methods such as display with real numbers are growing. A fitness function must also be devised to attribute proper value to each coding solution. During the process, the parents are selected for breeding and mating and mutation operators are combined together to produce new offspring. This process is repeated several times to produce next generation population. Then the population will be investigated and if the convergence measures are met, this process is terminated. Pseudo-code of the GA is as follows 34 : 1.
Determine and initialize chromosomes 2.
Obtain a cost function for each chromosome and determine the best chromosome (with the smallest cost function) 3.
Until the stop conditions have been established: 4.
Select the chromosomes of parents with regard to the accuracy of previous population 5.
Crossover: Do fertility and creating a new generation 6.
Mutation: Determine place of new offspring produced in chromosomes 7.
Acceptance: Accommodate new offspring in the population 8.
Replacement: Replace new population instead of previously used and apply for later stages of the algorithm 9.
End of the algorithm.
Estimation of distribution algorithm (EDA)
EDA is a new concept in the field of evolutionary computation which is emerged with the idea of making a probabilistic and selective model of the population. These algorithms do not relay on large genetic basis, but a distinct possibility model for distribution of selected people in the search space is made for every generation. Like the classic GA, all types of EDAs will begin the process with an initial population. Then numbers of basic people are selected and parent generations are replaced by new offspring according to estimation of basic people distribution. In fact, mutation and crossover particle. If is position of ith particle at time t, position of the particle at each time is calculated as 33 :
... (9) Structure of the algorithm is in a manner that all particles are perfectly linked together. In each time cycle, all particles are updated by social component of the best particle which is resulted from all particles. This component is called .
Velocity is calculated as follows:
... (10) where denotes velocity of ith particle in jth dimension at time t. , and are constants which are weight of inertia, coefficient of personal training, and coefficient of global training, respectively. They are used to adjust the cognitive and social components. Pseudo-code of the PSO algorithm is: 1. Determine and initialize the position and velocity of the particles.
2.
Obtain a cost function for each particle and determine the best particle (the smallest value of the cost function) 3.
Update velocity and position of particles regarding the position of the best particle.
5.
Obtain cost function of all particles and determine the best particle. 6.
Update the global optimal. 7.
Genetic algorithm (GA)
GA can be called as a global search method that mimics the natural laws of biological evolution. This algorithm obtains better approximation of final response in each generation using selection process which is proportional to the value of responses and reproduction of selected responses. It is done by using operators which are emulated from natural genetic. This process makes the new generations to be consistent with the conditions of the issue. Before the implementation of a GA, an appropriate presentation must be found for the intended issue. operations in GA are replaced by a unit whose job is to estimate the distribution and sampling new people. In this algorithm, the direct role of the parent in reproduction is attenuated. Parents are not producing children but overall distribution of parents result in producing children. Unlike genetic based algorithms which implicitly doing the processing on structural blocks, processing of EDA is explicitly depended on use of probabilistic model. Whatever the accuracy of this probabilistic model is higher, the algorithm effectively avoids destruction of important structural blocks 35 . Pseudo-code of the EDA is as follows: 1.
Determine and initialize the population 2.
Obtain the cost function for each person of population 3.
Select the top people of the whole population 5.
Calculate the distribution probability of selected people 6.
Reproduce according to the distribution probability 7.
Acquire new cost function for each person of the population 8.
Replace new population instead of the previously used and apply for later steps of the algorithm 9.
Robot model
The model of a robot arm with two degrees of freedom in vertical plane examined in the proposed method is shown in Fig.1 . This robot with two degrees of freedom is part of an industrial robot with six degrees of freedom or two end joints of an artist arm. It can be said that control of the second and third joints in a robot with six degrees of freedom are the most complex ones. While they have to endure full weight of engines and gearboxes, so much torque is applied to the second and third joints. Standard model proposed for hard joint robot arm is usually as follows 36 :
... (11) where denotes relations position vector, stands for moment of inertia matrix, and is vector of Coriolis acceleration and from center acceleration.
is gravitational acceleration vector, and denotes engines torque vector. Equations of nonlinear robot are multivariable with multi-inputs and multi-outputs and external disturbance also adds complexity. This complexity is one of the major challenges in modeling and controlling the robot. According to more real and practical feature of the robot model in this paper, expression is obtained as follows 35 :
... (12) ... (13) Material of body and weight of arms are changed with regard to above relations. Accordingly, robot model becomes closer to actual and practical model and non-linearity of the system is increased.
Proposed method
While non-linear controllers are of high complexity and single-loop robot arm control using the classic controller is not possible, a linear double-loop controller for controlling robot arm is considered in this paper to achieve optimal performance. Real robot arm model 36 is used for practical condition that described in section 5 and a separate FOPID controller is used for each individual link of the robot arm. Indeed, both links of robot arm are controlled in parallel with the aim of tracking the input desired trajectory. Due to nonlinearity of the system, a linear controller design with conventional methods is not helpful. In this Fig. 1 . Robot arm with two degrees of freedom regard, the evolutionary optimization algorithms including GA, PSO, and EDA are used to determine the optimal parameters of controller. The proposed algorithm shows that linear controller is capable of controlling a non-linear system with all complexities. Considering more practical robot model and increased non-linear performance, the proposed method is compared with 30 from controlling point of view. Also, the proposed scheme is evaluated for appropriate operation of optimization algorithms. According to the obtained results from feasibility and usability points of view, the proposed method is more suitable for implementation.
Simulation results
In order to evaluate the proposed approach in MATLAB software environment, modeling the robot arm is done first. Then, robot model and control system are simulated in MATLAB Simulink as in Fig. 2 to evaluate the performance of FOPID controller in controlling twolink robot.
At first, dynamic model of two-link robot 36 is implemented with following numerical values to evaluate performance of FOPID controller and to compare performance of optimization algorithms in finding optimal coefficients.
... (14) Also, desired trajectory for the robot will be as follows 30 :
... (15) MRSE is the object function of optimization problem. Its relation is as follows: In the study on optimization algorithms, utilized simulation parameters are in accordance with table 1.
After simulations, the optimal coefficients of FOPID controller using PSO, GA, and EDA are obtained as in table 2. As mentioned above, evaluation criterion is MRSE that is a type of error criteria. Despite the real robot model and increased non-linear behavior, optimal coefficients are smaller and the proposed controller gives better control operations, so it is more practical and suitable for implementation. Graphical results of tracking the first desired trajectory by controlled robot using FOPID controller optimized with GA, EDA, and PSO optimization algorithms are shown in Fig. 3 , Fig. 4, and Fig. 5 , respectively. As can be observed in Fig.3 , PSO algorithm is able to track the first desired trajectory after almost 0.8 s. It is also observed that PSO has good performance in positive and negative peaks of desired trajectory and the path is followed with minimum error. According to Fig. 4 , it can be seen that GA is able to track the first desired trajectory after about 0.7 s. the algorithm has relatively good performance in positive and negative peaks of desired trajectory. The EDA could track the first desired trajectory after nearly 0.5 s. It can be observed in Fig. 5 that the algorithm has acceptable performance in positive peaks of desired trajectory while it has some errors in negative peaks.
Graphical results of tracking the second desired trajectory are also depicted in Fig. 6, Fig. 7 , and Fig. 8, respectively .
It is observed in Fig. 6 that PSO algorithm could track the second desired trajectory after about 1.3 s with minimum error in positive and negative peaks. Regarding Fig. 7 , GA is converged to the second desired trajectory after almost 1.1 s. It has acceptable performance in positive peaks but some errors are occurred in negative peaks during tracking. The EDA is depicted in Fig. 8 for the second desired trajectory that is converged after about 1.45 s with good performance in positive peaks. It has further errors than two other algorithms during tracking negative peaks. For more detailed comparison of performance in tracking, three optimization algorithms are shown in one figure for each desired trajectory as follows. According to the results shown in Fig. 9 and Fig. 10 , FOPID controller optimized with evolutionary optimization algorithms have been able to control two links of a robot arm, simultaneously. Thus, desired trajectories are followed as well as possible.
To evaluate and compare the performance of optimization algorithms, the tracking error is shown in table 3 with MRSE measure. It can inferred from the results of table 3 that FOPID controllers optimized with PSO algorithm trace the desired trajectories with less tracking error than GA and EDA algorithms.
CONCLUSION
The application and operation of FOPID controllers to control the actual and practical twolink robot is studied in this paper. According to the non-linearity of the robot system, the design of such controllers for non-linear systems without use of optimization algorithms and using only trial and error, experimental, and conventional methods is very difficult or nearly impossible. So, in the controller design process, controller parameters are calculated using PSO, GA, and EDA algorithms. Regarding the simulation results, it is concluded that PSO algorithm shows better performance among three mentioned optimization algorithms. Also, the results indicate more suitability of implementation with regard to the actual robot model used in this paper. Therefore, it seems possible to design such controllers for robots with more degrees of freedom to reach desired performance.
