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Einleitung
Es ist ein altes Problem der Diﬀerentialtopologie, die Immersionsdimension
einer kompakten glatten Mannigfaltigkeit X zu bestimmen. Die Immersions-
dimension ist die kleinste ganze Zahl j, so daß X in einen euklidischen Raum
der Dimension j immersiert werden kann.
U¨ber die projektiven Ra¨ume gibt es eine Vielzahl an Ergebnissen ([Ati62],
[San64], [AGM65], [Fed66], [MM67], [Mil67], [Jam71], [Ste71], [SS78],
[DM77], [DM79], [Cra91], [Dav93]).
Eine fu¨r alle kompakten glatten Mannigfaltigkeiten gu¨ltige, nur von der Di-
mension der Mannigfaltigkeit abha¨ngige obere Schranke fu¨r die Immersions-
dimension hat Cohen in [Coh85] angegeben. Diese obere Schranke ist in-
sofern scharf, als es zu jeder natu¨rlichen Zahl d > 1 eine kompakte glatte
d-dimensionale Mannigfaltigkeit gibt, deren Immersionsdimension gleich der
in [Coh85] angegebenen oberen Schranke ist.
Fu¨r spezielle homogene Ra¨ume haben mehrere Autoren weitere obere Schran-
ken angegeben.
Tornehave berechnet in [Tor68] eine obere Schranke fu¨r die Immersionsdi-
mensionen von Nebenklassenra¨umen bezu¨glich eines Zentralisators eines To-
rus. Fu¨r viele Fahnenmannigfaltigkeiten hat Lam in [Lam75] kleinere obere
Schranken bestimmt (vgl. auch [Hil82b]). Als wesentliches Hilfsmittel benut-
zen alle Autoren den Immersionssatz von Hirsch ([Hir59]).
Zur Ermittlung von unteren Schranken fu¨r die Immersionsdimension lie-
fern unter anderem die Ganzzahligkeitssa¨tze von Atiyah und Hirzebruch
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([AH59]) und Mayer ([May65]) geeignete Mittel. Durch ihre Anwen-
dung haben Sugawara ([Sug79]), Paryjas ([Par88]) und Mayer ([May97],
[May98]) untere Schranken fu¨r die Immersionsdimension von Graßmann-
Mannigfaltigkeiten bestimmt. Durch andere Methoden haben Hoggar
([Hog71]), Oproiu ([Opr76], [Opr81]), Ilori ([Ilo79]), Hiller und Stong
([HS81]), Markl ([Mar88]) und Tang ([Tan93a], [Tan93b], [Tan95]) sowie
Connell ([Con74]) Nicht–Immersionssa¨tze fu¨r Graßmann-Mannigfaltigkeiten
beziehungsweise fu¨r niedrig–dimensionale komplexe Fahnenmannigfaltigkei-
ten bewiesen.
Fu¨r eine kompakte Lie-Gruppe G und eine abgeschlossene Untergruppe U
von G lassen sich viele topologische Invarianten des homogenen Raums G/U
durch die Strukturdaten der Lie-Gruppen G und U ausdru¨cken. Beispiele fu¨r
solche Ra¨ume sind die projektiven Ra¨ume und allgemeiner die Fahnenman-
nigfaltigkeiten.
Bereits 1958 waren wesentliche Zusammenha¨nge zwischen den topologischen
Invarianten und diesen Strukturdaten bekannt und in der grundlegenden
Artikelreihe
”
Characteristic classes and homogenous spaces“ von Borel
und Hirzebruch ([BH58], [BH59], [BH60]) vero¨ﬀentlicht worden. In ihr wer-
den insbesondere das getwistete Todd-Geschlecht und das ungetwistete A-
Geschlecht berechnet und die Frage nach der Existenz von komplexen, fast
komplexen und Spin-Strukturen auf G/U beantwortet.
Seitdem sind eine Vielzahl von weiteren Ergebnissen, etwa u¨ber die Signatur
([Sha79], [HS90], [BMP90], [Slo92]), gewonnen worden.
Ziel der vorliegenden Arbeit ist es, mit Hilfe der Lie-Gruppen-Invarianten
von G und U Aussagen u¨ber charakteristische Zahlen zu machen, die im
Zusammenhang mit der Immersionsdimension von G/U stehen.
Im ersten Kapitel werden bekannte Immersions- und Nicht-Immersionssa¨tze
zusammengestellt und die zu ihrer Formulierung no¨tigen Objekte wie das
Hilbert–Polynom eingefu¨hrt. Anschließend werden (virtuelle) Diﬀerentialope-
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ratoren deﬁniert, deren Indizes in speziellen Fa¨llen gleich dem Wert eines
Hilbert–Polynoms an einer ganzzahligen Stelle sind.
Im zweiten Kapitel werden Ergebnisse aus der Struktur- und Darstellungs-
theorie kompakter Lie–Gruppen sowie einige Beziehungen zwischen der topo-
logischen Struktur eines homogenen Raumes und der algebraischen Struktur
der Lie–Gruppen vorgestellt.
Das dritte Kapitel dient dazu, fu¨r homogene Ra¨ume die Indizes der im er-
sten Kapitel eingefu¨hrten Diﬀerentialoperatoren zu berechnen. Das Ergebnis
dru¨ckt den Index durch algebraische Invarianten von Lie–Gruppen aus.
Im ersten Abschnitt des vierten Kapitels werden Identita¨ten und Abscha¨tzun-
gen zusammengetragen, die bei den Anwendungen der bisherigen Ergebnisse
nu¨tzlich sind.
In den weiteren fu¨nf Abschnitten des vierten Kapitels werden untere Schran-
ken fu¨r die Immersionsdimensionen von (komplexen, quaternionalen bzw.
orientierten reellen) Fahnenmannigfaltigkeiten sowie der Mannigfaltigkeiten
Sp(n)/U(n1)× · · · × U(ns) bzw. SO(2n)/U(n1)× · · · × U(ns) bestimmt.
Im Anhang ﬁndet man einige Tabellen, in denen fu¨r konkrete homogene
Ra¨ume die ermittelten unteren Schranken den bekannten oberen Schranken
gegenu¨bergestellt werden.
Herrn Professor Dr. Karl Heinz Mayer danke ich fu¨r zahlreiche nu¨tzliche
Hinweise und viele anregende Diskussionen, mit denen er die vorliegende
Arbeit unterstu¨tzte und fo¨rderte.
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Kapitel 1
Das Hilbert–Polynom
1.1 Die Aˆ–Klasse und das Hilbert–Polynom
In diesem Kapitel sei X eine kompakte zusammenha¨ngende diﬀerenzierbare
orientierte Mannigfaltigkeit von gerader Dimension 2n mit Pontrjaginschen
Klassen pi(X) ∈ H4i(X;Z) und Fundamentalklasse [X].
K(X) sei der K–Ring von X.
Ist A ein kommutativer Ring mit 1, so sei H∗(X;A) der singula¨re Kohomo-
logiering von X mit Koeﬃzienten in A.
Ferner seien ch : K(X)→ H∗(X;Q) der Chern–Charakter
und ch(X) ⊂ H∗(X;Q) das Bild von K(X) unter ch.
Fu¨r ein Element z =
∑∞
j=0 z2j ∈ H∗(X;Q) mit z2j ∈ H2j(X;Q) sowie eine
rationale Zahl t ∈ Q sei z(t) =
∞∑
j=0
z2jt
j.
9
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Satz 1.1
Ist t ∈ Z und z ∈ ch(X), so ist z(t) ∈ ch(X).
Beweis: vgl. [AH59], p.387. 
Deﬁnition 1.2
Wir setzen
Aˆ(X) =
∞∑
j=1
Aˆj (p1(X), . . . , pj(X)) ,
wobei
{
Aˆj
}
die multiplikative Sequenz zur Potenzreihe
1
2
√
z
sinh
(
1
2
√
z
) ist.
Aˆ(X) heißt die Aˆ–Klasse von X.
Fu¨r alle d ∈ H2(X;Q) und z ∈ H∗(X;Q) sei
Aˆ (X, d, z) =
(
z · edAˆ(X)
)
[X]. 
Satz und Deﬁnition 1.3
Fu¨r d ∈ H2(X;Q) und z ∈ ch(X) ist
H(t) = Aˆ
(
X,
d
2
, z(t)
)
ein Polynom in t vom Grad kleiner oder gleich n mit rationalen Koeﬃzienten.
H wird das zu d und z assoziierte Hilbert–Polynom von X genannt. 
Bemerkung 1.4
Ist t ∈ Z, d ∈ H2(X;Z) und d ≡ w2(X) mod 2, so ist H(t) ganzzahlig.
Beweis: vgl. [AH59], p.388. 
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1.2 Immersions- und Nicht-Immersionssa¨tze
Die Bedeutung des Hilbert-Polynoms fu¨r das Immersionsproblem liegt in dem
folgenden Ganzzahligkeitssatz (vgl. [May65]):
Satz 1.5 (Mayer)
Es sei X eine 2n–dimensionale kompakte diﬀerenzierbare orientierte Man-
nigfaltigkeit.
H sei das zu d ∈ H2(X;Z) und z ∈ ch(X) assoziierte Hilbert–Polynom.
Falls X in R2n+k mit k ∈ {2s, 2s + 1} immersiert werden kann, so ist
2n+sH(1
2
) ganzzahlig.
Insbesondere kann unter diesen Voraussetzungen X nicht in einen euklidi-
schen Raum der Dimension −2ν2(
(
H(1
2
)
)− 1 immersiert werden.
Dabei verwenden wir die folgende Bezeichnung:
Bezeichnungen 1.6
Fu¨r q ∈ Q sei ν2(q) der Exponent des Primfaktors 2 in der Primfaktordar-
stellung von q.
Bemerkung 1.7
Der Ganzzahligkeitssatz in [May65] umfaßt zudem die folgende Nicht–
Einbettungsaussage: Falls X in R2n+k mit k ∈ {2s, 2s+1} eingebettet werden
kann, so ist 2n+s−1H(1
2
) ganzzahlig. Er beinhaltet außerdem Verscha¨rfungen
fu¨r den Fall, daß z ∈ chO(X) oder z ∈ chSp(X) gilt. 

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Obere Schranken fu¨r die Immersionsdimension liefern die folgenden Theore-
me:
Theorem 1.8 (Cohen)
Es sei X eine d–dimensionale kompakte diﬀerenzierbare Mannigfaltigkeit mit
d > 1. Dann ist X immersierbar in einen euklidischen Raum der Dimension
2d−α(d). Dabei ist α(d) gleich der Anzahl der Ziﬀer 1 in der Bina¨rdarstellung
von d.
Beweis: [Coh85].
Bemerkung 1.9
Dieses Ergebnis ist scharf in dem Sinn, daß es zu jeder natu¨rlichen Zahl d > 1
eine d–dimensionale kompakte diﬀerenzierbare Mannigfaltigkeit X gibt, deren
Immersionsdimension gleich 2d− α(d) ist. (vgl. [Coh85]. p.238) 
Fu¨r homogene Ra¨ume hat Tornehave ([Tor68]) zum Teil kleinere obere
Schranken fu¨r die Immersionsdimension gefunden:
Satz 1.10
Es sei G eine kompakte Lie–Gruppe und Ad die adjungierte Darstellung von
G auf der reellen Lie–Algebra g0 von G. Wenn U der Zentralisator Z(S)
einer toralen Unterguppe S von G und die Dimension des Zentrums von
U gleich s ist, dann ist G/U immersierbar in einen euklidischen Raum der
Dimension dim(g0)− s.
Beweis: vgl. [Sch86], Prop.4.
Bemerkung 1.11
(i) Fu¨r die Bezeichnungen vgl. Kapitel 2.
(ii) Lam hat in [Lam75] weitere Ergebnisse fu¨r reelle und quaternionale
Fahnenmannigfaltigkeiten erzielt. Fu¨r die genauen Aussagen vgl. die
Bemerkungen 4.26 und 4.34. 
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Die Beweise der obigen Sa¨tze basieren auf den folgenden Ergebnissen von
Hirsch ([Hir59]):
Theorem 1.12 (Hirsch)
Es sei X eine d–dimensionale kompakte diﬀerenzierbare Mannigfaltigkeit.
Falls ein reelles k–dimensionales Vektorraumbu¨ndel η u¨ber X existiert, so
daß k ≥ 1 gilt und T (X) ⊕ η trivial ist, so kann X in einen euklidischen
Raum der Dimension d+ k immersiert werden.
Beweis: vgl. [Tor68], p.24. 
Theorem 1.13 (Hirsch)
Es sei X eine d–dimensionale kompakte diﬀerenzierbare Mannigfaltigkeit.
Falls X in einen euklidischen Raum der Dimension d + k + r immersiert
werden kann, so daß das Normalenbu¨ndel ein triviales r–dimensionales Un-
terbu¨ndel entha¨lt, so kann X in einen euklidischen Raum der Dimension d+k
immersiert werden.
Beweis: vgl. [Hir59], p.269. 
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1.3 Die Beschreibung des Hilbert–Polynoms
mit Diﬀerentialoperatoren
In diesem Abschnitt wollen wir Ergebnisse aus [May65] und [MS73] vorstel-
len. Sie werden es uns erlauben, Hilbert-Polynome an der Stelle 1
2
auszuwer-
ten.
Bezeichnungen 1.14
Fu¨r natu¨rliche Zahlen k, n sei G(2n, 2, k) ⊂ Spin(2n + 2 + k) das Urbild
von SO(2n) × SO(2) × SO(k) ⊂ SO(2n + 2 + k) unter der kanonischen
zweibla¨ttrigen U¨berlagerungsabbildung λ : Spin(2n+2+k)→ SO(2n+2+k).
Satz 1.15
Es sei X eine 2n–dimensionale kompakte orientierte diﬀerenzierbare S1–
Mannigfaltigkeit. Die Fixpunktmenge Y der S1-Operation sei endlich.
Zusa¨tzlich seien ein a¨quivariantes komplexes eindimensionales Gera-
denbu¨ndel E u¨ber X, ein a¨quivariantes r-dimensionales komplexes Vek-
torraumbu¨ndel D und ein a¨quivariantes k-dimensionales reelles Vektor-
raumbu¨ndel F u¨ber X gegeben.
Ferner seien c1(E) ≡ w2(F ) + w2(X) mod 2 und F als orientiert vorausge-
setzt. Dann gilt:
T (X)⊕ E ⊕ F ⊕D ist ein Vektorraumbu¨ndel mit Strukturgruppe SO(2n)×
SO(2)×SO(k)×U(r). P sei das zugeho¨rige Prinzipalbu¨ndel. Auf P existiert
eine S1-Aktion, die die S1-Aktion auf T (X)⊕ E ⊕ F ⊕D induziert.
Ferner existiert ein Prinzipalbu¨ndel Q u¨ber X mit Gruppe G(2n, 2, k) und
eine zweibla¨ttrige U¨berlagerungsabbildung κ : Q → P, so daß fu¨r alle
(q, g1, g2) ∈ Q × G(2n, 2, k) × U(m) die Identita¨t κ (q · (g1, g2)) = κ(q) ·
(λ(g1), g2) gilt.
Wenn zusa¨tzlich die Voraussetzung (∗) erfu¨llt ist, daß es auf Q eine S1–
Aktion gibt, die die S1–Aktion auf P induziert, so existiert ein a¨quivari-
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anter elliptischer Diﬀerentialoperator erster Ordnung auf X, dessen Index
Γ(X,E, F,D) ∈ R(S1) die folgenden Eigenschaften hat:
(i) Γ(X,E, F,D)(1)
= (−1)n2 k2 
(
e
1
2
c1(E)ch(D)
(∏
i
cosh
(yi
2
))
Aˆ(X)
)[
X
]
.
Dabei ist p(F ) =
∏
i (1 + y
2
i ) die totale Pontrjaginsche Klasse von F .
(ii) Fu¨r alle Elemente g einer geeigneten dichten Teilmenge von S1 gilt:
Γ(X,E, F,D)(g)
=
∑
y∈Y
(
2l(y)g
1
2
γ(y) ·
r∑
ρ=1
gµρ(y) ·
n∏
ν=1
(
g−
1
2
mν(y) − g 12mν(y)
)−1
·
s∏
σ=1
(
g
1
2
βσ(y) + g−
1
2
βσ(y)
)
Aˆ({y})
)[
{y}
]
.
Dabei bezeichnen wir fu¨r einen Fixpunkt y ∈ Y die Drehzahl der kom-
plexen Darstellung Ey von S
1 mit γ(y), die Drehzahlen der komple-
xen Darstellung Dy von S
1 mit µ1(y), . . . , µr(y), die positiven Dreh-
zahlen der reellen Darstellung Ty(X) von S
1 mit m1(y), . . . ,mn(y)
und die positiven Drehzahlen der reellen Darstellung Fy von S
1 mit
β1(y), . . . , βs(y). Ferner trete die triviale eindimensionale reelle Dar-
stellung mit der Vielfachheit 2l(y) oder 2l(y)+1 als Unterdarstellung in
Fy auf. Alle Drehzahlen mo¨gen entsprechend ihren jeweiligen Vielfach-
heiten geza¨hlt werden. Stimmt die Orientierung von Ty(X), bezu¨glich
der alle Drehzahlen von Ty(X) positiv sind, mit der von der orientier-
ten Mannigfaltigkeit X induzierten Orientierung von Ty(X) u¨berein, so
sei der Punkt {y} positiv orientiert, anderenfalls negativ.
Es ist zu beachten, daß wegen der vorausgesetzten Endlichkeit der Fix-
punktmenge die Darstellungen Ty(X) keine trivialen Unterdarstellun-
gen besitzen. Also besitzt Ty(X) eine komplexe Struktur, so daß alle
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Drehzahlen bezu¨glich dieser komplexen Struktur positiv sind. Die Ori-
entierung von {y} sei durch diese komplexe Struktur induziert.
Bemerkung 1.16
(i) Die Zusatzannahme (∗) garantiert, daß die rechte Seite der Formel in
(ii) eine meromorphe Abbildung in g beschreibt. Wegen der Stetigkeit
der linken Seite in 1 ist 1 eine hebbare Singularita¨t dieser meromorphen
Abbildung, und der uns interessierende Ausdruck Γ(X,E, F,D)(1) ist
durch eine entsprechende Grenzwertbildung bestimmbar.
(ii) Ist die Zusatzannahme (∗) nicht erfu¨llt, so existieren auf X und den
Bu¨ndeln E, F , G S1–Aktionen, so daß diese die Zusatzannahme (∗)
erfu¨llen und alle Drehzahlen gegenu¨ber den urspru¨nglichen verdoppelt
werden. (vgl. [AH70], Prop.2.1 oder [Sch72], Satz (2.6)).
Insbesondere la¨ßt sich auch in diesem Fall Γ(X,E, F,D)(1) als Grenz-
wert des Terms in (ii) (mit den Daten der urspru¨nglichen S1–Aktion)
berechnen.
Bemerkung 1.17
(i) Sind E,F,D virtuelle a¨quivariante Bu¨ndel, d.h. beliebige Elemente aus
KS1(X) bzw. KOS1(X), die die entsprechenden Voraussetzungen des
Satzes erfu¨llen, so liefert der obige Satz einen a¨quivarianten
”
virtuel-
len“ Diﬀerentialoperator, fu¨r dessen formalen Index die Aussagen des
Satzes gelten.
(ii) Ist F = 0 und ersetzen wir D durch ψt(D), wobei t eine ganze Zahl
und ψt die Adams-Operation ist, so gilt
Γ(X,E, F, ψt(D))(1) = (−1)n
(
e
1
2
c1(E)ch(ψt(D))Aˆ(X)
) [
X
]
= (−1)n
(
e
1
2
c1(E)ch(D)(t)Aˆ(X)
) [
X
]
= (−1)nAˆ
(
X,
c1(E)
2
, ch(D)(t)
)
= (−1)nH(t).
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Dabei bezeichnet H das zu c1(E) und ch(D) assoziierte Hilbert-
Polynom. 
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Kapitel 2
Homogene Ra¨ume
2.1 Grundlagen
Satz und Deﬁnition 2.1
Es sei G eine kompakte zusammenha¨ngende Lie-Gruppe und U eine zusam-
menha¨ngende abgeschlossene Untergruppe von G.
Die Menge der Linksnebenklassen von G modulo U bezeichnen wir mit
G/U = {gU | g ∈ G}.
Wir versehen G/U mit der Quotiententopologie und der eindeutig be-
stimmten C∞–diﬀerenzierbaren Struktur, so daß die kanonische Projektion
π : G → G/U eine glatte Abbildung und G/U eine Quotientenmannigfaltig-
keit bezu¨glich π ist.
Eine auf diese Weise konstruierte Mannigfaltigkeit heißt ein homogener
Raum. (vgl. [BD85], I(4.3)) 
Satz 2.2
(G,G/U, π) ist ein Prinzipalbu¨ndel mit Strukturgruppe U . (vgl. [BD85],
I(4.3)) 
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2.2 Lie-Gruppen
Die topologische Struktur von homogenen Ra¨umen ha¨ngt eng mit den al-
gebraischen Eigenschaften der beteiligten Lie–Gruppen zusammen. Deshalb
werden wir in diesem Abschnitt wichtige Resultate aus der Darstellungstheo-
rie kompakter Lie–Gruppen pra¨sentieren. Die Ergebnisse sind in den meisten
Lehrbu¨chern u¨ber Darstellungstheorie, etwa in [Ada69], [BD85], [FH96] oder
[Kna96], nachzuschlagen.
In diesem Abschnitt sei G als eine kompakte zusammenha¨ngende Lie-Gruppe
mit Neutralelement e vorausgesetzt.
Satz und Deﬁnition 2.3
Te(G) tra¨gt die Struktur einer reellen Lie–Algebra und heißt die Lie–Algebra
g0 von G (vgl. [Kna96], p.3). Ihre Komplexiﬁzierung g0 ⊗ C bezeichnen wir
mit g.
Es existiert eine natu¨rliche C∞–Abbildung exp : g0 → G mit exp(0) = e und
T0(exp) = id : T0(g0) = g0 → g0. exp heißt die Exponentialabbildung von G.
(vgl. [Kna96], p.49) 
Satz 2.4
Ist H eine weitere (nicht notwendig zusammenha¨ngende) Lie–Gruppe und
θ : G → H ein Lie–Gruppen–Homomorphismus, so ist Te(θ) ein Lie–
Algebren–Homorphismus.
Ist θ′ : G → H ein weiterer Lie–Gruppenhomorphismus mit Te(θ) = Te(θ′),
so ist θ = θ′.
Beweis: vgl. [Ada69], 1.7 und 2.17.
Deﬁnition 2.5
Eine endlich–dimensionale komplexe Darstellung von G ist ein Paar (V,Φ),
bestehend aus einem endlich–dimensionalen komplexen Vektorraum V und
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einem stetigen Homomorphismus Φ : G → Aut(V ). V heißt der Darstel-
lungsraum dieser Darstellung.
Wenn wir Mißversta¨ndnisse ausschließen ko¨nnen, bezeichnen wir die Dar-
stellung einfach mit V und das Element Φ(g)(v) mit g(v) oder gv.
Entsprechend ist der Begriﬀ einer reellen oder quaternionalen Darstellung
von G deﬁniert. 
Deﬁnition 2.6
Eine endlich–dimensionale komplexe Darstellung einer komplexen Lie–
Algebra a ist ein Paar (V, ϕ), bestehend aus einem endlich–dimensionalen
komplexen Vektorraum V und einem Lie–Algebra–Homomomorphismus
ϕ : a→ End(V ). V heißt der Darstellungsraum dieser Darstellung.
Wenn wir Mißversta¨ndnisse ausschließen ko¨nnen, bezeichnen wir die Dar-
stellung einfach mit V .
Entsprechend ist der Begriﬀ einer reellen oder quaternionalen Darstellung
von a deﬁniert. 
Bemerkung 2.7
Auf natu¨rliche Art und Weise sind Begriﬀe wie
”
unita¨re Darstellung“,
”
Ir-
reduzibilita¨t von Darstellungen“ und
”
Invarianz von Unterra¨umen“ sowie
funktorielle Konstruktionen von Darstellungen deﬁniert. 
Beispiel 2.8
Die Konjugationsabbildung A : G → Aut(G) mit A(g)(h) = g−1hg induziert
reelle Darstellungen Ad von G und ad von g0 auf g0 sowie eine komplexe
Darstellung ad von g auf g. Diese heißen die adjungierten Darstellungen von
G. (vgl. [Ada69], 1.10) 
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Wegen der Kompaktheit von G gilt der folgende Satz:
Satz 2.9
(i) Ist (V,Φ) eine endlich–dimensionale komplexe oder reelle Darstellung
von G, so existiert auf V eine euklidische Struktur, so daß (V,Φ) unita¨r
ist.
(ii) Ist V eine endlich–dimensionale komplexe Darstellung von G, so
existieren invariante Unterra¨ume V1, . . . , Vs von V , so daß
V = V1 ⊕ · · · ⊕ Vs gilt und die Darstellungen V1, . . . , Vs irreduzi-
bel sind.
Beweis: vgl. [Ada69], 3.20. 
Deﬁnition 2.10
Auf der durch die Menge der irreduziblen Darstellungen von G erzeugten
frei abelschen Gruppe la¨ßt sich mit Hilfe des Tensorprodukts eine Ringstruk-
tur deﬁnieren. Dieser Ring heißt der (reelle beziehungsweise komplexe) Dar-
stellungsring von G und wird mit RR(G) beziehungsweise R(G) = RC(G)
bezeichnet. 
Satz und Deﬁnition 2.11
Fu¨r eine endlich–dimensionale komplexe Darstellung (V,Φ) von G deﬁninie-
ren wir eine Abbildung χV = χΦ : G → C durch χV (g) = spur(Φ(g)). χV
heißt der Charakter von (V,Φ) und hat die folgenden Eigenschaften:
(i) χV (e) = dimCV .
(ii) χV ist stetig und konstant auf den Konjugationsklassen von G. Eine
solche Abbildung heißt Klassenfunktion.
(iii) χV ∗(g) = χV (g
−1) = χV (g) fu¨r alle g ∈ G.
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(iv) χV deﬁniert einen injektiven Ringhomomorphismus
χ : R(G)→ CL(G) = {f ∈ C(G,C) | f ist Klassenfunktion}.
Das Bild von χ heißt der Charakter-Ring von G. Auch dieser wird mit
R(G) bezeichnet.
Beweis: vgl. [Ada69], 3.32. 

Die Darstellungstheorie toraler Gruppen ist besonders einfach:
Satz 2.12
Es sei T k = Rk/Zk der k–dimensionale Standard–Torus. Dann gilt:
(i) T k ist monogenisch, d.h. T k besitzt ein erzeugendes Element.
(ii) Ist V eine irreduzible komplexe Darstellung von T k, so ist V eindimen-
sional.
(iii) Ist (C,Φ) eine komplexe Darstellung von T k, so ist Φ von der Form
Φ([x1, . . . , xk])(z) = e
2πi(n1x1+...+nkxk)z, wobei n1, . . . nk ganze Zahlen
sind.
(iv) Es sei ρj die durch ρj([x1, . . . , xk])(z) = e
2πi(xj)z gegebene eindimen-
sionale komplexe Darstellung von T k. Dann ist R(T k) der Ring der
endlichen Laurent–Reihen in ρ1, . . . , ρk.
(v) Ist V eine irreduzible reelle Darstellung von T k, so ist V entweder ein-
dimensional und trivial oder die Reelliﬁzierung einer nicht–trivialen
komplexen irreduziblen Darstellung.
Beweis: vgl. [Ada69], 4.3, 3.71, 3.76, 3.77, 3.78. 

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Zur Klassiﬁkation der Darstellungen von kompakten Lie–Gruppen benutzt
man die Kenntnisse u¨ber die Darstellungen der maximalen abelschen Unter-
gruppen von G. Diese sind toral wegen des folgenden Satzes:
Satz 2.13
Eine kompakte, zusammenha¨ngende, abelsche Lie–Gruppe ist ein Torus.
Beweis: vgl. [Ada69], 2.32. 
Deﬁnition 2.14
Ein maximaler Torus in G ist eine torale Untergruppe T , so daß fu¨r jede
torale Untergruppe S von G mit T ⊂ S die Gleichheit T = S gilt. 
Der folgende Satz liefert einen U¨berblick u¨ber die Eigenschaften maximaler
Tori:
Satz und Deﬁnition 2.15
(i) Es existiert ein maximaler Torus in G. Jede torale Untergruppe ist in
einem maximalen Torus enthalten.
(ii) Je zwei maximale Tori von G sind als Untergruppen von G konjugiert.
Insbesondere haben zwei maximale Tori von G dieselbe Dimension. Die-
se Dimension heißt der Rang von G.
(iii) Ist T ein maximaler Torus in G und ist NG(T ) der Normalisator von T
in G, so ist NG(T )/T eine endliche Gruppe und heißt die (analytische)
Weyl–Gruppe von G (bezu¨glich T ).
(iv) Der kanonische Homomorphismus i∗ : R(G) → R(T ) ist ein Isomor-
phismus auf den Unterring R(T )W (G) derW (G)–invarianten Elemente.
Beweis: vgl. [Ada69], 4.8, 2.23 sowie [BD85], IV(1.4), VI(2.1) 

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In den weiteren Sa¨tzen sei T ein fest gewa¨hlter maximaler Torus in G. t0 sei
die Lie–Algebra von T , t = t0⊗ C die komplexiﬁzierte Lie–Algebra von T .
Bemerkung 2.16
Wir ko¨nnen die Elemente von W (G) auch im algebraischen Sinn, d.h. als
Selbstabbildungen von t oder t0 auﬀassen. (vgl. [Kna96], 4.54) 
Deﬁnition 2.17
(i) Ein multiplikativer Charakter von T ist eine stetiger Homomorphismus
ξ : T → S1. (vgl. [Kna96], 4.32)
(ii) Ein Element µ ∈ t∗ heißt analytisch integral, falls es einen multiplika-
tiven Charakter ξµ von T gibt mit ξµ(expH) = e
µ(H) fu¨r alle H ∈ t0.
(vgl. [Kna96], 4.58)
Bemerkung 2.18
Ein Element µ ∈ t∗ ist genau dann analytisch integral, falls µ(H) ∈ 2πiZ fu¨r
alle H ∈ t0 mit expH = 1 gilt. (vgl. [Kna96], 4.58) 
Satz 2.19
Es sei µ ∈ t∗ ein analytisch integrales Element. Dann ist fu¨r alle w ∈W (G)
das Element µ ◦ w analytisch integral. Ferner existiert ein Element ρ im
Darstellungsring von G mit
χρ(expH) =
∑
µ′∈µW (G)
eµ
′(H) fu¨r alle H ∈ t0.
Beweis: Die rechte Seite ist W (G)-invariant. (vgl. Satz 2.15(iv)) 
Satz und Deﬁnition 2.20
(i) Es sei V eine komplexe s–dimensionale Darstellung von G. Dann ist
V eine komplexe Darstellung von T und zerfa¨llt als solche in ein–
dimensionale Unterdarstellungen Vβ1 , . . . , Vβs, wobei {β1, . . . , βs} eine
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W (G)–invariante Menge analytisch integraler Elemente ist und die
Darstellung von T auf Vβj durch g(v) = e
βj(g) · v fu¨r alle g ∈ T und
v ∈ Vβj gegeben ist. Die Elemente β1, . . . , βs heißen die Gewichte der
Darstellung V .
(ii) Es sei V eine reelle s–dimensionale Darstellung von G. Dann ist V eine
reelle Darstellung von T und zerfa¨llt als solche in eine r–dimensionale
triviale Unterdarstellung V0, wobei s − r = 2d eine gerade natu¨rliche
Zahl ist, und zwei–dimensionale Unterdarstellungen Vβ1 , . . . , Vβd, wo-
bei {±β1, . . . ,±βd} eine W (G)–invariante Menge analytisch integraler
Elemente ist und die Darstellung von T auf Vβj die Reelliﬁzierung der
durch g(v) = eβj(g) · v fu¨r alle g ∈ T und v ∈ Vβj gegebenen komplexen
Darstellung von T ist. Die Elemente ±β1, . . . ,±βd heißen die Gewichte
der Darstellung V .
(iii) Ist V = g0 die adjungierte Darstellung von G, so ist V0 = t0. Die
Gewichte der adjungierten Darstellung g0 heißen die Wurzeln von G.
Alle Wurzeln sind auf t0 rein imagina¨r. (vgl. [Kna96], 4.58) 
Deﬁnition 2.21
Es sei (Li) eine Basis von t
∗
0. Eine totale Ordnung auf t
∗
0 ist gegeben durch∑
λiLi >
∑
µiLi ⇐⇒ λ1 = µ1, . . . , λr−1 = µr−1, λr > µr fu¨r ein r ≥ 1.
Deﬁnition 2.22
Eine positive Wurzel heißt einfach, wenn sie nicht als Summe zweier positiver
Wurzeln darstellbar ist. 
Bezeichnungen 2.23
(i) Σ(G) sei das Wurzel-System von G.
(ii) Σ+(G) = {α ∈ Σ(G) |α > 0} heißt das System positiver Wurzeln von
G bezu¨glich der gewa¨hlten Ordnung. 
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Die Struktur– und Darstellungstheorie von G ist eng verwoben mit der ent-
sprechenden Theorie der Lie–Algebren g0 und g von G. Deshalb stellen wir
im folgenden Unterabschnitt Ergebnisse der Theorie der Lie–Algebren zu-
sammmen.
Zur Vereinfachung der Darstellung deﬁnieren wir sa¨mtliche Begriﬀe nur fu¨r
den komplexen Fall.
Da g und g0 die Lie–Algebren der kompakten Lie–Gruppe G sind, beno¨tigen
wir nicht die allgemeine Theorie von Lie–Algebren.
Dies fu¨hrt dazu, daß wir manche Objekte nicht durch die Standarddeﬁnitio-
nen einfu¨hren, sondern durch (technisch einfachere) Eigenschaften beschrei-
ben, die in dem von uns betrachteten Fall a¨quivalent sind.
Deﬁnition 2.24
(i) Sind a, b Teilmengen von g, so sei
[a, b] = {[A,B] |A ∈ a, B ∈ b}.
Entsprechend sei a+ b deﬁniert.
(ii) Ein Untervektorraum a von g heißt Lie–Unteralgebra, falls [a, a] ⊂ a
gilt.
(iii) Eine Lie–Unteralgebra a von g heißt Ideal in g, falls [g, a] ⊂ a gilt. 
Beispiel 2.25
(i) Sind a, b Ideale in g, so sind auch a ∩ b, a+ b und [a, b] Ideale in g.
(ii) Insbesondere ist [g, g] ein Ideal in g und heißt das Kommutatorideal
von g.
(iii) zg = {H1 ∈ g |[H1, H2] = 0 fu¨r alle H2 ∈ g}
ist ein Ideal in g und heißt das Zentrum von g.
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Beweis: vgl. [Kna96], 1.7. 
Satz und Deﬁnition 2.26
Es gilt g = zg⊕ [g, g].
[g, g] ist halbeinfach im Sinne der Lie–Algebra–Theorie und heißt deswegen
auch der halbeinfache Summand von g.
G, g und g0 heißen halbeinfach, wenn [g, g] = g gilt. Dies ist a¨quivalent dazu,
daß Z(G) endlich ist, und dazu, daß zg = 0 gilt. (vgl. [Kna96], 4.25, 4.29)

Satz und Deﬁnition 2.27
(i) Durch B : g× g→ C mit
B(H1, H2) = spur(ad(H1) ◦ ad(H2))
wird auf g eine symmetrische Bilinearform deﬁniert. Sie heißt die
Killing–Form von G.
(ii) Die Einschra¨nkung von B auf den halbeinfachen Summanden [g, g] ist
nicht–ausgeartet. (vgl. [Kna96], 1.42)
(iii) t′ = t ∩ [g, g] ist eine Cartan-Algebra von [g, g]. (vgl. [Kna96], 2.13)
(iv) t′∗ kann als Teilmenge von t∗ aufgefaßt werden. Dabei bilden Elemente
von t′∗ Elemente aus zg auf 0 ab. (vgl. [Kna96], p.200) 
Satz und Deﬁnition 2.28
Es sei B die Killing-Form von G. Die Einschra¨nkung von B auf t′ ist nicht–
ausgeartet. Die induzierte Bilinearform auf t′∗ bezeichnen wir mit 〈 , 〉. Die
Einschra¨nkung von 〈 , 〉 auf den reellen Untervektorraum t0 ∩ t′ ist negativ
deﬁnit; die Einschra¨nkung auf den reellen Untervektorraum i(t0∩t′) ist positiv
deﬁnit. (vgl. [Kna96], p.207) 
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Deﬁnition 2.29
(i) Ein Element µ ∈ t′∗ heißt algebraisch integral bezu¨glich G, falls
2 〈µ, α〉
〈α, α〉 ∈ Z fu¨r alle α ∈ Σ(G)
gilt. (vgl. [Kna96], 4.59)
(ii) Ein Element µ ∈ t′∗ heißt algebraisch halbintegral bezu¨glich G, falls 2µ
algebraisch integral ist.
Bemerkung 2.30
(i) Analytisch integrale Elemente von t′∗ sind algebraisch integral. (vgl.
[Kna96], 4.59)
(ii) Falls G halbeinfach ist und ein triviales Zentrum hat, so ist jedes ana-
lytisch integrale Element eine ganzzahlige Linearkombination der Wur-
zeln. (vgl. [Kna96], 4.68) 
Satz und Deﬁnition 2.31
(i) w ∈ W (G) permutiert die Wurzeln von G. (vgl. [Ada69], 4.37)
(ii) Fu¨r ein Element w ∈ W (G) gilt det(w) = (−1)|{α∈Σ+(G) |αw<0}|. Wir
bezeichnen det(w) auch mit sign(w). sign: W (G)→ {±1} ist ein Grup-
penhomomorphismus. (vgl. [Kna96], II.12.21–23 oder [Hil82a], (1.5)
und Bem. vor (3.2))
(iii) Die Bilinearform 〈 , 〉 auf t′∗ ist invariant gegenu¨ber der Operation von
W (G). (vgl. [Kna96], 2.62) 
Satz und Deﬁnition 2.32
Wir deﬁnieren
δ =
1
2
∑
α∈Σ+(G)
α.
δ ist algebraisch integral bezu¨glich G.
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Beweis: vgl. [Kna96], 2.69 und 4.62. 
Satz 2.33
Fu¨r alle H ∈ t′∗ gilt:∑
w∈W (G)
sign(w)eδw(H) =
∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(H)
)
(vgl. [Kna96], 5.111) 
Deﬁnition 2.34
Es sei Q+ = {H ∈ t0 |α(H) > 0 fu¨r alle α ∈ Σ+(G)}. Q+ ist eine maximale
konvexe Teilmenge von Q = {H ∈ t0 |α(H) = 0 fu¨r alle α ∈ Σ+(G)} und
heißt die positive Weyl–Kammer oder die Fundamentalkammer von G. 
Satz 2.35
Es sei µ ein algebraisch halbintegrales Element bezu¨glich G und 〈 , 〉 die durch
die Killing–Form induzierte Bilinearform auf t′∗. Dann gilt:
lim
H→0
H∈t′
∑
w∈W (G)
sign(w)eµ(w(H))
∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(H)
) = ∏
α∈Σ+(G)
〈µ, α〉
〈δ, α〉 . (∗)
Bemerkung 2.36
Fu¨r eine einfache Wurzel α ist 2 〈δ, α〉 = 〈α, α〉 > 0. Eine beliebige positive
Wurzel ist eine Summe von einfachen Wurzeln. Daher ist der auf der rechten
Seite von (∗) auftretende Nenner tatsa¨chlich von 0 verschieden. (vgl. [Kna96],
2.69)
Beweis von Satz 2.35:
1.Fall: µ ist algebraisch integral und ein Element des Abschlusses der positi-
ven Weyl–Kammer.
Die Behauptung folgt dann unmittelbar aus der Weylschen Dimensionsfor-
mel, vgl. etwa [BH58], sect. 3.4.
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2.Fall: µ ist algebraisch integral.
Nach [BH58], sect. 2.7, existiert w0 ∈ W (G), so daß µw0 ein Element der
abgeschlossenen positiven Weyl–Kammer ist. Nach dem 1.Fall gilt also:
lim
H→0
∑
w∈W (G)
sign(w)eµ(w(H))
∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(H)
)
2.31(ii)
= lim
H→0
sign(w0)
∑
w∈W (G)
sign(w)eµ(w0(w(H)))
∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(H)
)
1.Fall
= sign(w0)
∏
α∈Σ+(G)
〈µw0, α〉
〈δ, α〉
2.31(iii)
= sign(w0)
∏
α∈Σ+(G)
〈
µ, αw−10
〉
〈δ, α〉
2.31(ii)
=
∏
α∈Σ+(G)
〈µ, α〉
〈δ, α〉 .
3.Fall: µ ist algebraisch halbintegral.
lim
H→0
∑
w∈W (G)
sign(w)eµ(w(H))
∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(H)
)
= lim
H→0
∑
w∈W (G)
sign(w)eµ(w(2H))
∏
α∈Σ+(G)
(
e
1
2
α(2H) − e− 12α(2H)
)
= lim
H→0
∑
w∈W (G)
sign(w)e2µ(w(H))
∏
α∈Σ+(G)
(
eα(H) − e−α(H))
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= lim
H→0
∑
w∈W (G)
sign(w)e2µ(w(H))
∏
α∈Σ+(G)
(
e
1
2
α(H) + e−
1
2
α(H)
) ∏
α∈Σ+(G)
(
e
1
2
α(H) − e− 12α(2H)
)
2.Fall
=
∏
α∈Σ+(G)
〈2µ, α〉
2 〈δ, α〉
=
∏
α∈Σ+(G)
〈µ, α〉
〈δ, α〉 . 
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2.3 Die topologische Struktur homogener
Ra¨ume
Es sei G eine kompakte zusammenha¨ngende Lie–Gruppe und U eine abge-
schlossene Untergruppe von G gleichen Rangs. T sei ein maximaler Torus in
U .
Bezeichnungen 2.37
(i) Die Lie-Algebra von G bezeichnen wir mit g0, ihre Komplexiﬁzierung
g0 ⊗ C mit g.
Entsprechend sei t0 die Lie-Algebra von T und t ihre Komplexiﬁzierung.
Wir deﬁnieren t′ durch t′ = t ∩ [g, g].
(ii) Σ(G) sei das Wurzel-System von G, Σ+(G) ein System positiver Wur-
zeln von G.
Σ(U) ⊂ Σ(G) sei das Wurzel-System von U , Σ+(U) = Σ(U) ∩ Σ+(G).
(iii) Die Elemente von Ψ = Σ+(G) \ Σ+(U) heißen die positiven komple-
menta¨ren Wurzeln von G bzgl. U .
(iv) Es seien W (G) die Weyl-Gruppe von G, W (U) die Weyl-Gruppe von
U .
Bemerkung 2.38
(i) Σ+(U) ist ein System positiver Wurzeln von U .
(ii) Es gilt W (U) ⊂ W (G). 
Deﬁnition 2.39
U operiert mittels der adjungierten Darstellung auf dem Tangentialraum
TU(G/U) mit Gewichten α ∈ Σ+(G) \ Σ+(U) = Ψ. Diese Darstellung heißt
die Isotropie-Darstellung ι : U → Aut+(TU(G/U)). 
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Satz 2.40
Das Tangentialbu¨ndel von G/U tra¨gt u¨ber ι eine U-Struktur.
Beweis: vgl. [BH58] (Prop. 7.5) und die anschließende Bemerkung. 

Satz 2.41
(i) G/U ist eine einfach zusammenha¨ngende Mannigfaltigkeit der Dimen-
sion 2 |Ψ|. Eine Orientierung von G/U wird durch eine Orientierung
von TU(G/U) deﬁniert.
(ii) Die Abbildungen g˜ : G/U → G/U mit g ∈ G und xU → gxU sind
orientierungserhaltende Diﬀeomorphismen von G/U .
Beweis:
(i) Wir betrachten die Homotopiesequenz zum Prinzipalbu¨ndel G→ G/U :
· · · → π1(U)→ π1(G)→ π1(G/U)→ π0(U)→ π0(G)→ · · ·
Da G und U zusammenha¨ngend sind, ist der einfache Zusammenhang
von G/U a¨quivalent zur Surjektivita¨t von π1(U) → π1(G). Da G/T
einfach zusammenha¨ngend ist (vgl. [Ada69], Lemma 5.54), ist π1(T )→
π1(G) surjektiv, also auch π1(U)→ π1(G).
(ii) Fu¨r einen Weg gt von e nach g ist g˜t eine Isotopie von id nach g˜. 
Die Wurzelraum-Zerlegung von G ist
Te(G) = g0 = t0 ⊕
⊕
α∈Σ+(G)
g0,α,
wobei die reelle Darstellung von T auf g0,α mit der Reelliﬁzierung der kom-
plexen eindimensionalen Darstellung von T mittels der Wurzel α identiﬁziert
werden kann.
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Die Wurzelraum-Zerlegung von U ist
Te(U) = u0 = t0 ⊕
⊕
α∈Σ+(U)
g0,α. 
Deﬁnition 2.42
Wir orientieren TU(G/U) und damit G/U entsprechend der Identiﬁzierung
der Wurzelra¨ume g0,α, α ∈ Ψ, mit Kopien von C. 

Satz und Deﬁnition 2.43
Wir deﬁnieren
δ =
1
2
∑
α∈Σ+(G)
α,
δ′ =
1
2
∑
α∈Σ+(U)
α,
δ˜ =
1
2
∑
α∈Ψ
α.
Ist G einfach zusammenha¨ngend, so sind a¨quivalent:
(i) G/U tra¨gt eine Spin-Struktur.
(ii) δ′ ist integral bzgl. G.
(iii) δ˜ ist integral bzgl. G.
Beweis: vgl. [HS90], p.327. 
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Kapitel 3
Hilbert–Polynome homogener
Ra¨ume
Wir wollen die Resultate aus Abschnitt 1.3 auf homogene Ra¨ume anwen-
den und unter Verwendung von Satz 2.35 Hilbert–Polynome von homogenen
Ra¨umen berechnen.
3.1 Eine S1-Aktion auf G/U
Wir wa¨hlen λ : S1 → T als regula¨re Ein-Parameter-Untergruppe von G
innerhalb der Fundamentalkammer, d.h. das Diﬀerential von λ in 1 ist ei-
ne lineare Abbildung d1λ : R = s
1 → t0, so daß d1λ(1) ein Element der
Fundamentalkammer ist.
Da Mißversta¨ndnisse auszuschließen sind, werden wir in Zukunft mit λ sowohl
den Homomorphismus S1 → T als auch das Diﬀerential R→ t0 bezeichnen.
λ schra¨nkt jede T -Aktion auf einem Raum zu einer S1-Aktion ein.
Insbesondere existiert via λ eine kanonische S1-Aktion auf G/U .
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Satz 3.1
Die Fixpunktmenge dieser S1-Aktion auf G/U ist gegeben durch
(G/U)λ = {gU ∈ G/U | g ∈ NG(T )}.
Bemerkung 3.2
Fu¨r g1, g2 ∈ NG(T ) gilt die Gleichheit g1U = g2U genau dann, wenn g1 ∈
g2NU(T ) gilt. Also steht (G/U)
λ in Bijektion zu den Mengen NG(T )/NU(T )
und (NG(T )/T )/(NU(T )/T ) ∼= W (G)/W (U) und ist damit endlich.
Ferner ha¨ngt fu¨r g ∈ NG(T ) die Linksnebenklasse gU nur von der durch g
repra¨sentierten Linksnebenklasse in W (G)/W (U) ab.
Also sind die Ausdru¨cke wU und [w]U fu¨r w ∈ W (G) bzw. [w] ∈
W (G)/W (U) sinnvoll.
Damit la¨ßt sich der Satz 3.1 so formulieren:
Korollar 3.3
Die Fixpunkte der S1-Aktion auf G/U sind genau die paarweise verschiede-
nen Punkte [w]U ∈ G/U mit [w] ∈W (G)/W (U).
Beweis von 3.1 und 3.3: [HS90], sect. 2.5 
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3.2 A¨quivariante Vektorraumbu¨ndel u¨ber
homogenen Ra¨umen
Es sei eine (reelle oder komplexe) Darstellung ρ von U mit Darstellungsraum
V gegeben. Diese induziert u¨ber das kanonische U -Prinzipalbu¨ndelG→ G/U
ein Vektorraumbu¨ndel G×ρ V . G operiert a¨quivariant auf dem kanonischen
Prinzipalbu¨ndel und damit auch auf dem assoziierten Vektorraumbu¨ndel;
dasselbe gilt fu¨r sa¨mtliche abgeschlossenen Untergruppen von G.
Satz 3.4
Die T -Aktion in der Faser (G ×ρ V )wU mit w ∈ W (G) ist a¨quivalent zu
ρ ◦ w−1 (vgl. [HS90]), dasselbe gilt fu¨r alle Untergruppen von T .
Insbesondere sind die Gewichte der T -Aktion auf dem Tangentialraum im
Fixpunkt wU gegeben durch α ◦ w−1 mit α ∈ Ψ, wobei w−1 hier die Aktion
der Weyl-Gruppe in der Lie-Algebra t0 bezeichnet.
Beweis: Es sei g ∈ NG(T ) ein Repra¨sentant von w ∈ W (G). Jedes Element
in G×ρ V , das in der Faser u¨ber dem Fixpunkt [g] ∈ G/U liegt, besitzt eine
eindeutige Darstellung [g, v] mit v ∈ V . Fu¨r t ∈ T und v ∈ V gilt:
t[g, v] = [tg, v]
= [g g−1tg︸ ︷︷ ︸
∈T
, v]
= [g, ρ(g−1tg)v]
= [g, ρ(w−1(t))(v))] 

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Satz 3.5
Es seien G ⊃ U zusammenha¨ngende Lie-Gruppen gleichen Rangs. Ferner
seien eine komplexe eindimensionale Darstellung η von U mit Gewicht γ
und Darstellungsraum L sowie eine komplexe r-dimensionale Darstellung ζ
von U mit Darstellungsraum K und Gewichten µ1, . . . , µr gegeben.
Außerdem sei eine k-dimensionale reelle Darstellung ϕ von U mit Darstel-
lungsraum V und positiven Gewichten β1, . . . , βs gegeben. Die triviale eindi-
mensionale Darstellung von U trete als Summand in V mit der Vielfachheit
2l oder 2l + 1 auf.
Alle Gewichte mo¨gen ihrer Vielfachheit entsprechend geza¨hlt werden.
Ferner gelte
c1(G×η L) ≡ w2(G×ϕ V ) + w2(G/U) mod 2 (∗).
Dann gilt
2
k
2

(
e
1
2
c1(G×ηL)ch(G×ζ K)
(∏
i
cosh
(yi
2
))
Aˆ(G/U)
)[
G/U
]
= 2l ·
∑
ρ
∑
ε:{1,...,s}→{±1}
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′ +
1
2
∑
σ
ε(σ)βσ, α
〉
∏
α∈Σ+(G)
〈δ, α〉
.
Dabei benutzen wir die folgenden Bezeichnungen:
p(G×ϕ V ) =
∏
i (1 + y
2
i ) ist die totale Pontrjaginsche Klasse von G×ϕ V .
〈 , 〉 ist die durch die Killing-Form von G induzierte Bilinearform auf t′∗.
δ ist die halbierte Summe der positiven Gewichte von G, und δ′ ist die ent-
sprechende Summe bezu¨glich U .
Σ+(G) ist die Menge der positiven Gewichte von G, Ψ die Menge der positi-
ven komplementa¨ren Gewichte von G bezu¨glich U .
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Bemerkung 3.6
(i) Die Gu¨ltigkeit der Bedingung (∗) la¨ßt sich unmittelbar an den Gewich-
ten der Darstellungen ablesen. (vgl. [BH58], sect. 11). Zur Vereinfa-
chung wollen wir lediglich fu¨r den Fall V = 0 das zu (∗) a¨quivalente
Kriterium angeben:
c1(G×η L) ≡ w2(G/U) mod 2
⇐⇒ 1
2
(
γ +
∑
α∈Ψ
α
)
ist analytisch integral bezu¨glich G.
(ii) Ist U der Zentralisator einer toralen Untergruppe von G, so liefert ein
Theorem von Wang, daß G/U eine homogene komplexe Struktur tra¨gt.
(vgl. [Wan54].)
Fu¨r den Fall, daß L = Λ|Ψ|(TU(G/U)) gilt, K eindimensional ist und
µ1 orthogonal zu den Wurzeln von U ist und positiv ist, stimmt die
Formel in 3.5 mit der Formel in [Sug79], sect.2, u¨berein. (vgl. auch
[BH59], sect. 24.7.)
Beweis von Satz 3.5:
Wir deﬁnieren E = G ×η L und F = G ×ϕ V und D = G ×ζ K. Ferner sei
T (G/U) das Tangentialbu¨ndel von G/U . S1 operiert auf diesen Ra¨umen wie
in Abschnitt 3.1. T (G/U) ist a¨quivariant isomorph zu G×ι TU(G/U). F ist
orientierbar, da U zusammenha¨ngend ist.
Die positiven Gewichte von TU(G/U)) sind die Komplementa¨rwurzeln α ∈ Ψ.
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Zusammenstellung der Bezeichnungen
Darstellung Ko¨rper Dim. Gewichte ass.Bu¨ndel
(L, η) C 1 γ E
(V, ϕ) R
2s+ 2l
oder
2s+ 2l + 1
±β1, . . . ,±βs, 0, 0, . . . , 0 F
(K, ζ) C r µ1, . . . , µr D
TU (G/U) R 2 |Ψ| Komplementa¨rgewichte T(G/U)
Die Fasern dieser Bu¨ndel u¨ber dem Fixpunkt wU sind nach 3.4 wiederum
Darstellungen von T mit Gewichten γw−1,±βjw−1, µjw−1, αw−1.
Die Ergebnisse aus Abschnitt 1.3 liefern, daß fu¨r alle Elemente x einer dichten
Teilmenge von R die Gleichheit
Γ(G/U,E, F,D)(e2πix) =
1
|W (U)|
∑
w∈W (G)
γ(wU,E, F,K)(e2πix) (∗∗)
mit
γ(wU,E, F,D)
(
e2πix
)
= e
1
2
(γw−1λ(x)) ·
(∑
ρ
eµρw
−1λ(x)
)
·2l
∏
σ
(
e
1
2
(βσw−1λ(x)) + e−
1
2
(βσw−1λ(x))
)
·
∏
α∈Ψ
(
e−
1
2
(αw−1λ(x)) − e 12 (αw−1λ(x))
)−1
gilt.
(∗∗) ist bei Beachtung der Ergebnisse in Abschnitt 3.2 genau die For-
mel aus Abschnitt 1.3. Zu betrachten ist nur die Vorzeichenfrage von
γ(wU,E, F,D) (e2πix). In Abschnitt 1.3 wird verlangt, daß jeder Fixpunkt
so orientiert ist, daß alle Drehzahlen des Tangentialraums positiv sind. Je-
des α mit negativem αw−1 liefert also einen Orientierungswechsel. Dieser
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wird dadurch beru¨cksichtigt, daß fu¨r solche α der obige Nenner gegenu¨ber
der Formel in Abschnitt 1.3 ein anderes Vorzeichen hat.
Zur Vorbereitung der Grenzwertberechnung formen wir den Term um, so daß
wir Satz 2.35 anwenden ko¨nnen:
Γ(G/U,E, F,D)(e2πix)
=
1
|W (U)|
∑
w∈W (G)
γ(wU,E, F,K)(e2πix)
=
1
|W (U)|
∑
w∈W (G)
e
1
2
(γw−1λ(x)) ·
(∑
ρ
eµρw
−1λ(x)
)
·2l
∏
σ
(
e
1
2
(βσw−1λ(x)) + e−
1
2
(βσw−1λ(x))
)
·
∏
α∈Ψ
(
e−
1
2
(αw−1λ(x)) − e 12 (αw−1λ(x))
)−1
= (−1)|Ψ| 1|W (U)|
∑
w∈W (G)
e
1
2
(γw−1λ(x)) ·
(∑
ρ
eµρw
−1λ(x)
)
·2l
∏
σ
(
e
1
2
(βσw−1λ(x)) + e−
1
2
(βσw−1λ(x))
)
·
∏
α∈Ψ
(
e
1
2
(αw−1λ(x)) − e− 12 (αw−1λ(x))
)−1
= (−1)|Ψ| 1|W (U)|
∑
w∈W (G)
e
1
2
(γw−1λ(x)) ·
(∑
ρ
eµρw
−1λ(x)
)
·2l
∏
σ
(
e
1
2
(βσw−1λ(x)) + e−
1
2
(βσw−1λ(x))
)
·
∏
α∈Σ+(U)
(
e
1
2
(αw−1λ(x)) − e− 12 (αw−1λ(x))
)
·
∏
α∈Σ+(G)
(
e
1
2
(αw−1λ(x)) − e− 12 (αw−1λ(x))
)−1
2.31(ii)
= (−1)|Ψ| 1|W (U)|
∑
w∈W (G)
sign(w)e
1
2
(γw−1λ(x)) ·
(∑
ρ
e(µρw
−1λ(x))
)
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·2l
∏
σ
(
e
1
2
(βσw−1λ(x)) + e−
1
2
(βσw−1λ(x))
)
·
∏
α∈Σ+(U)
(
e
1
2
(αw−1λ(x)) − e− 12 (αw−1λ(x))
)
·
∏
α∈Σ+(G)
(
e
1
2
(αλ(x)) − e 12 (−αλ(x))
)−1
2.33
= (−1)|Ψ| 1|W (U)|
∑
w∈W (G)
sign(w)e
1
2
(γw−1λ(x)) ·
(∑
ρ
eµρw
−1λ(x)
)
·2l
∑
ε:{1,...,s}→{±1}
(∏
σ
e
1
2
ε(σ)(βσw−1λ(x))
)
·
∑
w′∈W (U)
(
sign(w′)eδ
′w′−1w−1λ(x)
)
·
∏
α∈Σ+(G)
(
e
1
2
(αλ(x)) − e− 12 (αλ(x))
)−1
= (−1)|Ψ| 2
l
|W (U)|
∑
w′∈W (U)
sign(w′)
∑
ρ
∏
α∈Σ+(G)
(
e
1
2
(αλ(x)) − e− 12 (αλ(x))
)−1
·
∑
ε
∑
w∈W (G)
sign(w)e(
1
2
γ+µρ+δ′w′−1+ 12
∑
σ ε(σ)βσ)w−1λ(x)
Da mit x→ 0 auch λ(x)→ 0 gilt, liefert Satz 2.35 nun:
2
k
2

(
e
1
2
c1(G×ηL)ch(G×ζ K)
(∏
i
cosh
(yi
2
))
Aˆ(G/U)
)[
G/U
]
= (−1)|Ψ|Γ(G/U,E, F,D)(1)
=
2l
|W (U)| ·
∏
α∈Σ+(G)
〈δ, α〉−1
·
∑
w′∈W (U)
sign(w′)
∑
ρ
∑
ε
[
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′w′−1 +
1
2
∑
σ
ε(σ)βσ, α
〉
2.31(ii)
=
2l
|W (U)| ·
∏
α∈Σ+(G)
〈δ, α〉−1
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·
∑
w′∈W (U)
∑
ρ
∑
ε
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′w′−1 +
1
2
∑
σ
ε(σ)βσ, αw
′−1
〉
2.31(iii)
=
2l
|W (U)| ·
∏
α∈Σ+(G)
〈δ, α〉−1
·
∑
w′∈W (U)
∑
ρ
∑
ε
∏
α∈Σ+(G)
〈
1
2
γw′ + µρw′ + δ′ +
1
2
∑
σ
ε(σ)βσw
′, α
〉
=
2l
|W (U)| ·
∏
α∈Σ+(G)
〈δ, α〉−1
·
∑
w′∈W (U)
∑
ρ
∑
ε
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′ +
1
2
∑
σ
ε(σ)βσ, α
〉
= 2l ·
∑
ρ
∑
ε:{1,...,s}→{±1}
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′ +
1
2
∑
σ
ε(σ)βσ, α
〉
∏
α∈Σ+(G)
〈δ, α〉
Dabei haben wir im vorletzten Schritt ausgenutzt, daß die Mengen {γ},
{±β1, . . . ,±βs} und {µ1, . . . , µr} W (U)-invariant sind, da sie die Gewich-
te von Darstellungen von U sind. 
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3.3 Nicht-Immersionssa¨tze fu¨r homogene
Ra¨ume
Wir wenden die Ergebnisse des vorherigen Abschnitts auf die folgende Si-
tuation an: Wir setzen V = 0 und ersetzen K durch K(t) = ψt(K), wobei
K eine virtuelle komplexe Darstellung von U und t eine ganze Zahl ist. Wir
bezeichnen mit ψt die Adams-Operation.
Satz 3.7
Es seien G ⊃ U zusammenha¨ngende Lie-Gruppen gleichen Rangs. Ferner
seien eine komplexe eindimensionale Darstellung η von U mit Gewicht γ
und Darstellungsraum L sowie eine W (U)–invariante Familie (µ1, . . . , µr)
analytisch integraler Elemente gegeben.
Nach 2.15(iv) existieren komplexe Darstellungen (K1, ζ1), . . . , (Ks, ζs) und
ganze Zahlen n1, . . . , ns mit
r∑
ρ=1
eµρ =
s∑
σ=1
nσχKσ .
1
2
(
γ +
∑
α∈Ψ
α
)
sei analytisch integral bezu¨glich G. Dann gilt:
(i) Aˆ
(
G/U,
c1(G×η L)
2
, z
)
=
r∑
ρ=1
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
.
(ii) H(t) =
r∑
ρ=1
∏
α∈Σ+(G)
〈
1
2
γ + tµρ + δ
′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
.
Dabei benutzen wir die folgenden Bezeichnungen:
H ist das zu c1(G ×η L) und z =
s∑
σ=1
nσch (G×ζσ Kσ) assoziierte Hilbert–
Polynom von G/U .
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〈 , 〉 ist die durch die Killing-Form von G induzierte Bilinearform auf t′∗.
δ ist die halbierte Summe der positiven Gewichte von G, und δ′ ist die ent-
sprechende Summe bezu¨glich U .
Σ+(G) ist die Menge der positiven Gewichte von G, Ψ die Menge der positi-
ven komplementa¨ren Gewichte von G bezu¨glich U .
Bemerkung 3.8
(i) Fu¨r fast komplexe homogene Ra¨ume mit invarianter fast komplexer
Struktur la¨ßt sich L als ho¨chste a¨ußere Potenz von TU(G/U) (aufgefaßt
als komplexer Vektorraum) wa¨hlen. Das Gewicht dieser a¨ußeren Potenz
ist die Summe der positiven komplementa¨ren Gewichte. Damit ergeben
sich 1
2
(
γ +
∑
α∈Ψ
α
)
=
∑
α∈Ψ
α und 1
2
γ + δ′ = δ.
(ii) Fu¨r homogene Spin-Ra¨ume la¨ßt sich L trivial wa¨hlen. Damit ergeben
sich 1
2
(
γ +
∑
α∈Ψ
α
)
= 1
2
∑
α∈Ψ
α und 1
2
γ + δ′ = δ′.
(iii) In Verbindung mit Satz 1.5 liefert der obige Satz unmittelbar einen
Nicht–Immersionssatz fu¨r homogene Ra¨ume. Im Fall, daß r = 1 gilt,
liegt H(t) bereits in faktorisierter Form vor, und der Wert ν2
(
H
(
1
2
))
ist leicht zu bestimmen. Ist r > 1, so sind dazu gro¨ßere Anstrengungen
no¨tig. 
Beweis von 3.7:
Fu¨r alle σ ∈ {1, . . . , s} seien µ(σ)1 , . . . , µ(σ)r(σ) die Menge der Gewichte von Kσ.
Fu¨r jedes analytisch integrale Element µ gilt:
|{ρ ∈ {1, . . . , r} |µρ = µ}| =
s∑
σ=1
r(σ)∑
ρ=1
µ
(σ)
ρ =µ
nσ.
Nach Satz 3.5 gilt fu¨r alle σ ∈ {1, . . . , s}:
Aˆ
(
G/U,
c1(G×η L)
2
, ch (G×ζσ Kσ)
)
=
r(σ)∑
ρ=1
∏
α∈Σ+(G)
〈
1
2
γ + µ(σ)ρ + δ
′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
.
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Es folgt mit z =
∑
σ
nσch (G×ζσ Kσ)
Aˆ
(
G/U,
c1(G×η L)
2
, z
)
=
s∑
σ=1
nσAˆ
(
G/U,
c1(G×η L)
2
, ch (G×ζσ Kσ)
)
=
s∑
σ=1
nσ
r(σ)∑
ρ=1
∏
α∈Σ+(G)
〈
1
2
γ + µ(σ)ρ + δ
′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
=
∑
µanalyt.int.
s∑
σ=1
r(σ)∑
ρ=1
µ
(σ)
ρ =µ
nσ
∏
α∈Σ+(G)
〈
1
2
γ + µ+ δ′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
=
∑
µanalyt.int.
r∑
ρ=1
µρ=µ
∏
α∈Σ+(G)
〈
1
2
γ + µ+ δ′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
=
r∑
ρ=1
∏
α∈Σ+(G)
〈
1
2
γ + µρ + δ
′, α
〉
∏
α∈Σ+(G)
〈δ, α〉
.
Also gilt der Teil (i) der Behauptung. Teil (ii) der Behauptung folgt fu¨r ganze
Zahlen t aus Teil (i) und der Additivita¨t der Adams–Operation. 
Kapitel 4
Anwendungen
4.1 Vorbereitende Formeln
Der wesentliche Schlu¨ssel zur Berechnung der Zahlen ν2(q) ist das folgende
zahlentheoretische Lemma. Zur Formulierung beno¨tigen wir zuna¨chst folgen-
de Bezeichnungen:
Bezeichnungen 4.1
Fu¨r n ∈ N seien:
α(n) = Anzahl der Ziﬀer 1 in der Bina¨rdarstellung von n;
α1(n) =
n−1∑
κ=0
α(κ).
Lemma 4.2
ν2(n!) = n− α(n). 
Zur Vorbereitung auf die Anwendung dieses Lemmas stellen wir die Gu¨ltig-
keit der folgenden einfach zu beweisenden Identita¨ten fest:
Satz 4.3
n+1∏
i=1
(2i− 1) = (2n+ 1)!
2n · n!
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n∏
i=1
(2i) = 2n · n!
∏
1≤i<j≤n
(j − i) =
n∏
j=1
(j − 1)!
∏
1≤i<j≤n
(j + i) =
n∏
j=1
(2j − 1)!
j!
∏
1≤i<j≤n
(j + i+ 1) =
n∏
j=1
(2j)!
(j + 1)!
∏
1≤i<j≤n
(j + i− 1) =
n∏
j=1
(2j − 2)!
(j − 1)!
∏
1≤i<j≤n
(j + i− 2) =
n−1∏
j=1
(2j − 1)!
(j − 1)!
α(n) =

 α
(
n
2
)
, n gerade
α(n− 1) + 1, n ungerade
α1(n) =

 2α1
(
n
2
)
+ n2 , n gerade
α1(n− 1) + α(n− 1), n ungerade
ν2
( ∏
1≤i<j≤n
(j − i)
)
=
n(n− 1)
2
− α1(n)
ν2
( ∏
1≤i<j≤n
(j + i)
)
=
n(n− 3)
2
+ α(n)
ν2
( ∏
1≤i<j≤n
(j + i+ 1)
)
=
(n− 2)(n+ 1)
2
+ α(n+ 1)
ν2
( ∏
1≤i<j≤n
(j + i− 1)
)
=
n(n− 1)
2
ν2
( ∏
1≤i<j≤n
(j + i− 2)
)
=
(n− 2)(n− 1)
2
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Bemerkung 4.4
Die obigen Formeln werden wir in den weiteren Rechnungen benutzen, ohne
auf ihre Verwendung explizit hinzuweisen.
Bemerkung 4.5
(i) α1 ist streng monoton wachsend und nimmt fu¨r 2er-Potenzen n die
Werte α1(n) =
n
2 log2(n) an.
(ii) Mit obigen Rekursionsgleichungen sind α(n) und α1(n) in einer Zeit
von O(log n) beziehungsweise O((log n)2) berechenbar. 
In den weiteren Sa¨tzen werden Werte von α1 nur in der Form α1(n)−α1(k)−
α1(n − k) mit 0 ≤ k ≤ n vorkommen. Deshalb sind die folgenden Sa¨tze
interessant:
Satz 4.6
Es sei n eine natu¨rliche Zahl und k ∈ {0, . . . , n}. Dann gilt
0 ≤ α1(n)− α1(k)− α1(n− k) ≤ min{2ρ | ρ ∈ N und 2ρ ≥ n} − 1 < 2n− 1.
Beweis:
Fu¨r natu¨rliche Zahlen p und ρ deﬁnieren wir
α(ρ)(p) = Ziﬀer mit Stellenwert 2ρ in der Bina¨rdarstellung von p;
α
(ρ)
1 (p) =
p−1∑
κ=0
α(ρ)(κ).
Zwischenbehauptung 1: Es sei ρ ∈ N. Zu jeder natu¨rlichen Zahl p existieren
eindeutig bestimmte natu¨rliche Zahlen s(p), r(p) mit p = s(p) · 2ρ+1 + r(p)
und 0 ≤ r(p) < 2ρ+1. Mit diesen Bezeichnungen ist
α
(ρ)
1 (p) = s(p) · 2ρ +max{0, r(p)− 2ρ}.
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Beweis der Zwischenbehauptung 1:
Fu¨r p = 0 ist die Aussage trivial.
Es sei nun p > 0.
1.Fall: 0 ≤ r(p− 1) < 2ρ.
Dann ist α(ρ)(p− 1) = 0, s(p) = s(p− 1) und r(p) = r(p− 1) + 1. Es folgt
s(p) · 2ρ +max{0, r(p)− 2ρ}
= s(p) · 2ρ
= s(p− 1) · 2ρ +max{0, r(p− 1)− 2ρ}
= α
(ρ)
1 (p− 1)
= α
(ρ)
1 (p).
2.Fall: 2ρ ≤ r(p− 1) < 2ρ+1 − 1.
Dann ist α(ρ)(p− 1) = 1, s(p) = s(p− 1) und r(p) = r(p− 1) + 1. Es folgt
s(p) · 2ρ +max{0, r(p)− 2ρ}
= s(p) · 2ρ + r(p)− 2ρ
= s(p− 1) · 2ρ +max{0, r(p− 1)− 2ρ}+ 1
= α
(ρ)
1 (p− 1) + 1
= α
(ρ)
1 (p).
3.Fall: r(p− 1) = 2ρ+1 − 1.
Dann ist α(ρ)(p− 1) = 1, s(p) = s(p− 1) + 1 und r(p) = 0. Es folgt
s(p) · 2ρ +max{0, r(p)− 2ρ}
= s(p− 1) · 2ρ + 2ρ
= s(p− 1) · 2ρ +max{0, r(p− 1)− 2ρ}+ 1
= α
(ρ)
1 (p− 1) + 1
= α
(ρ)
1 (p).
Damit ist die Zwischenbehauptung 1 bewiesen.
4.1. VORBEREITENDE FORMELN 53
Zwischenbehauptung 2: Es sei ρ ∈ N. Dann gilt:
0 ≤ α(ρ)1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k) ≤ 2ρ.
Beweis der Zwischenbehauptung 2:
Es gilt
n = (s(k) + s(n− k)) · 2ρ+1 + r(k) + r(n− k).
1.Fall: 0 ≤ r(k) < 2ρ und 0 ≤ r(n− k) < 2ρ.
Dann ist 0 ≤ r(k) + r(n− k) < 2ρ+1, also s(n) = s(k) + s(n− k)
und r(n) = r(k) + r(n− k). Es folgt
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
= max{r(n)− 2ρ, 0}
∈ {0, . . . , 2ρ − 1}.
2.Fall: 2ρ ≤ r(k) < 2ρ+1 und 0 ≤ r(n− k) < 2ρ.
Dann ist 2ρ ≤ r(k) + r(n− k) < 2ρ+1 oder 2ρ+1 ≤ r(k) + r(n− k) < 3 · 2ρ.
Im ersten dieser Unterfa¨lle ist s(n) = s(k) + s(n− k)
und r(n) = r(k) + r(n− k). Es folgt
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
= r(n)− r(k)
= r(n− k)
∈ {0, . . . , 2ρ − 1}.
Im zweiten Unterfall ist s(n) = s(k) + s(n− k) + 1
und r(n) = r(k) + r(n− k)− 2ρ+1. Es folgt
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
= 2ρ − (r(k)− 2ρ) = 2ρ+1 − r(k)
∈ {1, . . . , 2ρ}.
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3.Fall: 2ρ ≤ r(n− k) < 2ρ+1 und 0 ≤ r(k) < 2ρ.
Die Behauptung folgt durch Rollentausch unmittelbar aus dem 2.Fall.
4.Fall: 2ρ ≤ r(k) < 2ρ+1 und 2ρ ≤ r(n− k) < 2ρ+1.
Dann ist 2ρ+1 ≤ r(k) + r(n− k) < 3 · 2ρ oder 3 · 2ρ ≤ r(k) + r(n− k) < 2ρ+2.
Im beiden Unterfa¨llen ist s(n) = s(k) + s(n− k) + 1
und r(n) = r(k) + r(n− k)− 2ρ+1.
Im ersten Unterfall ist
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
= 2ρ − (r(k)− 2ρ)− (r(n− k)− 2ρ)
= 3 · 2ρ − r(k)− r(n− k)
∈ {1, . . . , 2ρ}.
Im zweiten Unterfall ist
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
= 2ρ + (r(n)− 2ρ)− (r(k)− 2ρ)− (r(n− k)− 2ρ)
= 0.
Damit ist die Zwischenbehauptung 2 bewiesen.
Zwischenbehauptung 3: Ist ρ ∈ N und ρ ≥ log2(n), so ist α(ρ)(κ) = 0 fu¨r alle
κ ∈ {0, . . . , n− 1}. Insbesondere verschwindet fu¨r alle ρ ≥ log2(n) der Term
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k).
Beweis der Zwischenbehauptung 3:
Anderenfalls wa¨re n > κ ≥ 2ρ ≥ 2log2(n) = n.
Damit ist auch die Zwischenbehauptung 3 bewiesen.
Mit ρ0 = max{ρ ∈ Z | ρ < log2(n)} ist ρ0 + 1 = min{ρ ∈ Z | ρ ≥ log2(n)},
und es folgt:
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α1(n)− α1(k)− α1(n− k)
=
ρ0∑
ρ=0
α
(ρ)
1 (n)− α(ρ)1 (k)− α(ρ)1 (n− k)
≤
ρ0∑
ρ=0
2ρ
= 2ρ0+1 − 1
= min{2ρ | ρ ∈ Z und ρ ≥ log2(n)} − 1
< 2n− 1 
Lemma 4.7
Fu¨r alle p ∈ N gilt:
0 ≤ α(p) ≤ log2(p) + 1.
Beweis:
Es sei p =
R∑
ρ=0
aρ2
ρ mit aρ ∈ {0, 1} fu¨r alle ρ ∈ {0, . . . , R − 1} und aR = 1.
Dann gilt α(p) ≤ R + 1 = log2(2R) + 1 ≤ log2(p) + 1. 
Satz 4.8
Die Abbildungen g, h : {0, 1, . . . , n} → Z seien gegeben durch
g(k) = 4k(n− k) + 2α1(k) + 2α1(n− k) und
h(k) = 8k(n− k)− 2k + 2α1(k) + 2α1(n− k).
Dann gilt:
(i) g(k) = g(n− k), falls k ≤ n2 ;
(ii) g(k) ≥ g(k − 1), falls 0 < k ≤ n2 −
log2(n)− 1
4 ;
(iii) h(k) ≥ h(n− k), falls k ≤ n2 ;
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(iv) h(k) ≥ h(k − 1), falls 0 < k ≤ n2 −
log2(n)− 2
8 .
Beweis:
Wegen α(p) ≤ log2(p) + 1 fu¨r alle p ∈ N0 gilt
g(k)− g(k − 1)
= −8k + 4n+ 4 + 2α(k − 1)− 2α(n− k)
≥ −8k + 4n+ 4− 2 log2(n)− 2
= −8k + 4n+ 2− 2 log2(n)
und
h(k)− h(k − 1)
= −16k + 8n+ 6 + 2α(k − 1)− 2α(n− k)
≥ −16k + 8n+ 6− 2 log2(n)− 2
= −16k + 8n+ 4− 2 log2(n). 

Bei der Berechnung gu¨nstiger Parameter zur Behandlung des Immersions-
problems fu¨r die komplexen Fahnenmannigfaltigkeiten ist folgendes Mini-
mierungsproblem zu lo¨sen:
Lemma 4.9
Es sei n ≥ 2 eine ganze Zahl. Die Abbildung
Rn : {(x1, . . . , xn) ∈ Zn |xκ = xλ fu¨rκ = λ} → N0
sei gegeben durch Rn(x1, . . . , xn) =
∑
1≤κ<λ≤n
ν2(xλ − xκ).
Rn hat in (1, . . . , n) eine Minimalstelle.
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Beweis:
Zuna¨chst bemerken wir, daß fu¨r eine Permutation σ ∈ Sn die Werte
Rn(x1, . . . , xn), Rn(x1 + 1, x2 + 1, . . . , xn + 1) und Rn(xσ(1), . . . , xσ(n)) u¨ber-
einstimmen.
Wir beweisen die Behauptung mit vollsta¨ndiger Induktion. Fu¨r n = 2 ist die
Behauptung klar.
Es sei also n ≥ 3. (x1, . . . , xn) sei eine Minimalstelle von Rn. Ohne Ein-
schra¨nkung ko¨nnen wir annehmen, daß x1, . . . , xm ungerade und xm+1, . . . , xn
gerade sind. Ferner ko¨nnen wir annehmen, daß m ≥ n
2
gilt. Ansonsten
erho¨hen wir jede Komponente um 1.
Es sei xκ = 2yκ − 1 fu¨r κ ≤ m und xκ = 2yκ fu¨r κ > m.
Es ist m = n, da sich ansonsten der Widerspruch
Rn(x1, . . . , xn)
=
∑
1≤κ<λ≤n
ν2(2yλ − 1− 2yκ + 1)
=
(
n
2
)
+
∑
1≤κ<λ≤n
ν2(yλ − yκ)
=
(
n
2
)
+Rn(y1, . . . , yn)
> Rn(y1, . . . , yn)
ergeben wu¨rde.
Es gilt:
Rn(x1, . . . , xn)
=
∑
1≤κ<λ≤m
ν2(xλ − xκ) +
∑
m+1≤κ<λ≤n
ν2(xλ − xκ)
=
∑
1≤κ<λ≤m
ν2(2yλ − 2yκ) +
∑
m+1≤κ<λ≤n
ν2(2yλ − 2yκ)
=
(
m
2
)
+
∑
1≤κ<λ≤m
ν2(yλ − yκ) +
(
n−m
2
)
+
∑
m+1≤κ<λ≤n
ν2(yλ − yκ)
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=
(
m
2
)
+Rm(y1, . . . , ym) +
(
n−m
2
)
+Rn−m(ym+1, . . . , yn)
≥
(
m
2
)
+Rm(1, . . . ,m) +
(
n−m
2
)
+Rn−m(1, . . . , n−m)
= Rn(1, 3, . . . , 2m− 1, 2, 4, . . . , 2(n−m))
Also ist auch (1, 3, . . . , 2m− 1, 2, 4, . . . , 2(n−m)) eine Minimalstelle.
Angenommen, es wa¨re m = "n+1
2
#, also m > n+1
2
. Dies ist a¨quivalent zu
2m− 3 > n− 2 und zu n−m < m− 1.
Im Widerspruch zur Minimalita¨t von Rn(1, 3, . . . , 2m− 1, 2, 4, . . . , 2(n−m))
stu¨nde
Rn(1, 3, . . . , 2m− 3, 2m− 1, 2, 4, . . . , 2(n−m))
−Rn(1, 3, . . . , 2m− 3, 2(n−m+ 1), 2, 4, . . . , 2(n−m))
=
∑
1≤κ≤m−1
ν2(2m− 1− 2κ+ 1)−
∑
1≤κ≤n−m
ν2(2(n−m+ 1)− 2κ)
=
∑
1≤κ≤m−1
ν2(2(m− κ))−
∑
1≤κ≤n−m
ν2(2(n−m+ 1− κ))
=
∑
1≤κ≤m−1
ν2(2κ)−
∑
1≤κ≤n−m
ν2(2κ)
=
∑
n−m+1≤κ≤m−1
ν2(2κ)
=
∑
n−m+1≤κ≤m−1
(ν2(κ) + 1)
> 0.
Also ist m = "n+1
2
#, und es sind (1, 3, . . . , 2"n+1
2
# − 1, 2, 4, . . . , 2"n
2
#) und
(1, 2, 3, 4, . . . , n) Minimalstellen. 

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Bei der Behandlung des Immersionsproblems fu¨r die quaternionalen Fahnen-
mannigfaltigkeiten ist die Determinante einer Matrix zu berechnen, die die
folgende Gestalt hat:
Satz 4.10
Fu¨r alle n ∈ N gilt:
det
(
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1
)
1≤κ,λ≤n
= 2
(2n− 1)!
(n− 1)! · det
(
x2λ−2κ + y
2λ−2
κ
)
1≤κ,λ≤n .
Beweis: Wir zeigen mit vollsta¨ndiger Induktion nach l ∈ {1, . . . , n}:
det
(
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1
)
1≤κ,λ≤n
= 2l
l∏
ν=1
(2ν − 1)
· det


λ∈{1,...,l}︷ ︸︸ ︷
x2λ−2κ + y
2λ−2
κ
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1︸ ︷︷ ︸
λ∈{l+1,...,n}


1≤κ≤n
.
Fu¨r l = 1 ist die Gu¨ltigkeit der Gleichung trivial. Es gelte nun die Aussage
fu¨r l ∈ {1, . . . , n− 1}. Es folgt
det
(
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1
)
1≤κ,λ≤n
= 2l
l∏
ν=1
(2ν − 1)
· det


λ∈{1,...,l}︷ ︸︸ ︷
x2λ−2κ + y
2λ−2
κ
(1− xκ)2l+1 + (1 + xκ)2l+1 + (1− yκ)2l+1 + (1 + yκ)2l+1
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1︸ ︷︷ ︸
λ∈{l+2,...,n}


1≤κ≤n
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(∗)
= 2l
l∏
ν=1
(2ν − 1)
· det


λ∈{1,...,l}︷ ︸︸ ︷
x2λ−2κ + y
2λ−2
κ
2l+1∑
j=0
(
2l+1
j
)
((−1)j + 1) (xjκ + yjκ)
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1︸ ︷︷ ︸
λ∈{l+2,...,n}


1≤κ≤n
= 2l
l∏
ν=1
(2ν − 1)
· det


λ∈{1,...,l}︷ ︸︸ ︷
x2λ−2κ + y
2λ−2
κ
l∑
k=0
(
2l+1
2k
)
2
(
x2kκ + y
2k
κ
)
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1︸ ︷︷ ︸
λ∈{l+2,...,n}


1≤κ≤n
(∗∗)
= 2l+1
l+1∏
ν=1
(2ν − 1)
· det


λ∈{1,...,l+1}︷ ︸︸ ︷
x2λ−2κ + y
2λ−2
κ
(1− xκ)2λ−1 + (1 + xκ)2λ−1 + (1− yκ)2λ−1 + (1 + yκ)2λ−1︸ ︷︷ ︸
λ∈{l+2,...,n}


1≤κ≤n
Dabei gilt die Gleichheit (∗) aufgrund des binomischen Lehrsatzes und die
Gleichheit (∗∗) aufgrund der Invarianz der Determinante unter elementaren
Zeilenumformungen.
Die Aussage fu¨r l = n liefert die Behauptung. 
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4.2 Nicht-Immersions-Sa¨tze fu¨r komplexe
Fahnenmannigfaltigkeiten
Bezeichnungen 4.11
(i) n1, . . . , ns seien positive ganze Zahlen.
(ii) n =
s∑
σ=1
nσ, lσ = 1 +
σ−1∑
j=1
nj, mσ =
σ∑
j=1
nj.
(iii) τ : {1, . . . , n} → {1, . . . , s} sei gegeben durch
τ(λ) = σ ⇐⇒ lσ ≤ λ ≤ mσ.
(iv) G = U(n), U = U(n1)× · · · × U(ns).
(v) T = U(1)× U(1)× · · · × U(1).
Beispiel 4.12
Fu¨r s = 3, n1 = 1, n2 = 4 und n3 = 3 liefern diese Bezeichnungen:
σ nσ lσ mσ τ
−1(σ)
1 1 1 1 {1}
2 4 2 5 {2, 3, 4, 5}
3 3 6 8 {6, 7, 8}
Satz 4.13
U(n1) × · · · × U(ns) ist der Zentralisator Z(S) der toralen Untergruppe
S =
{
diag
(
eirτ(1) , . . . , eirτ(n)
)∣∣ r1, . . . , rs ∈ R} in U(n).
Beweis: vgl. [Tor68], p.25 ﬀ. 
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Satz 4.14
(i) G und U erfu¨llen nach Bemerkung 3.6(ii) die Voraussetzungen der Be-
merkung 3.8(i). T ist ein gemeinsamer maximaler Torus.
(ii) g0 kann auf kanonische Weise mit der Lie-Algebra u(n) der schiefher-
miteschen komplexen n×n-Matrizen identiﬁziert werden. (vgl. [Ada69],
5.17(i).)
g = g0 ⊗ C kann nach [Kna96], I.15.4, auf kanonische Weise mit der
Lie-Algebra gl(n,C) der komplexen n×n-Matrizen identiﬁziert werden.
Dies liefert [g, g] = sl(n,C).
t′∗ ist der Spann der linearen Abbildungen Lλ (λ = 1, . . . , n) mit
Lλ(D) = Dλλ modulo der Relation L1 + · · ·+ Ln = 0.
(iii) Die Weyl-Gruppe W (G) ist auf kanonische Weise isomorph zu Sn. Die
Weyl-Gruppe W (U) ist auf kanonische Weise isomorph zu Sn1 × · · ·×
Sns. (vgl. [Ada69], 5.17(i).)
(iv) Die Killing-Form von G induziert auf t′∗ die Bilinearform 〈 , 〉 mit〈 ∑
1≤λ≤n
aλLλ,
∑
1≤κ≤n
bκLκ
〉
=
1
2n
( ∑
1≤κ≤n
aκbκ − 1
n
( ∑
1≤λ≤n
aλ
)( ∑
1≤κ≤n
bκ
))
.
(vgl. [FH96], p.213)
(v) Ein System positiver Wurzeln von G ist gegeben durch
Σ+(G) = {Lλ − Lκ | 1 ≤ λ < κ ≤ n}.
(vgl. [Ada69], 5.28)
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Die halbierte Summe der positiven Wurzeln ist gleich
δ =
1
2
n∑
λ=1
(n− 2λ+ 1)Lλ.
(vi) Fu¨r ganze Zahlen µ1, . . . , µs ist
n∑
λ=1
µτ(λ)Lλ ein W (U)-invariantes und
analytisch integrales Element aus t′∗. (vgl. [Kna96], IV,9.17) 
Mit diesen Daten ist das entsprechende Hilbert-Polynom von G/U gleich
H(t)
= ±
∏
1≤κ<λ≤n
〈
n∑
ν=1
(
tµτ(ν) +
1
2
(n− 2ν + 1)
)
Lν , Lκ − Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(
1
2
(n− 2ν + 1)
)
Lν , Lκ − Lλ
〉
= ±
∏
1≤κ<λ≤n
((
tµτ(κ) +
1
2
(n− 2κ+ 1)
)
−
(
tµτ(λ) +
1
2
(n− 2λ+ 1)
))
∏
1≤κ<λ≤n
(
1
2
(n− 2κ+ 1)− 1
2
(n− 2λ+ 1)
)
= ±
∏
1≤κ<λ≤n
((
tµτ(κ) − κ
)− (tµτ(λ) − λ))∏
1≤κ<λ≤n
(−κ+ λ)
.
Zusammengefaßt ergibt sich:
Satz 4.15
Sind µ1, . . . , µs ganze Zahlen, so existiert ein Element z ∈ ch(G/U), so daß
das zu c1(G/U) und z assozierte Hilbert-Polynom durch
H(t) = ±
∏
1≤κ<λ≤n
((
tµτ(κ) − κ
)− (tµτ(λ) − λ))∏
1≤κ≤n
(κ− 1)!
gegeben ist.
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Um Nicht-Immersions-Ergebnisse zu erhalten, interessieren wir uns fu¨r die
µ1, . . . , µs, so daß ν2
(
H
(
1
2
))
minimal wird.
Dazu wa¨hlen wir eine Teilmenge S ⊂ {1, . . . , s}. k sei deﬁniert durch
k =
∑
σ∈S
nσ. Dann ist n− k =
∑
σ/∈S
nσ.
In dieser Situation bestimmen wir nun den minimalen Wert von ν2(H(
1
2
))
unter der Bedingung, daß µσ genau dann gerade ist, wenn σ ∈ S gilt.
Es seien µ1, . . . , µs so gewa¨hlt, daß sie die obigen Bedingungen erfu¨llen.
γ1, . . . , γs seien durch µσ = 2γσ fu¨r σ ∈ S und µσ = 2γσ − 1 fu¨r σ /∈ S
deﬁniert.
ν2
(
H
(
1
2
))
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
(
1
2
(
µτ(κ) − µτ(λ)
)
+ λ− κ
)
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
(
1
2
(
µτ(κ) − µτ(λ)
)
+ λ− κ
)
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
(
1
2
(
µτ(κ) − µτ(λ)
)
+ λ− κ
)
−
∑
1≤κ<λ≤n
ν2 (λ− κ)
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
γτ(κ) − κ
)− (γτ(λ) − λ))
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
γτ(κ) − κ
)− (γτ(λ) − λ))
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
(
−1
2
+
(
γτ(κ) − κ
)− (γτ(λ) − λ))
−n(n− 1)
2
+ α1(n)
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
γτ(κ) − κ
)− (γτ(λ) − λ))
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+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
γτ(κ) − κ
)− (γτ(λ) − λ))
−k(n− k)− n(n− 1)
2
+ α1(n)
Lemma 4.16
In der obigen Situation ist ν2
(
H
(
1
2
))
fu¨r
γσ = 1 +mσ +
∑
1≤ϑ<σ
ϑ∈S
nϑ, falls σ ∈ S, und
γσ = 1 +mσ +
∑
1≤ϑ<σ
ϑ ∈S
nϑ, falls σ /∈ S,
minimal.
Beweis: Die erste Summe ist nach Lemma 4.9 minimal, wenn
{γτ(κ) − κ | 1 ≤ κ ≤ n, τ(κ) ∈ S} = {1, 2, . . . , k}
gilt. Durch die obige Festlegung von γσ fu¨r σ ∈ S wird dies erreicht, wie wir
durch vollsta¨ndige Induktion u¨ber die Ma¨chtigkeit von S zeigen. Ist S = ∅,
so ist die Behauptung trivial. Ist S = ∅, so sei σ = max(S) und S1 = S \{σ}.
Es folgt:
{γτ(κ) − κ | 1 ≤ κ ≤ n, τ(κ) ∈ S}
= {γτ(κ) − κ | 1 ≤ κ ≤ n, τ(κ) ∈ S1} ∪ {γσ − κ | lσ ≤ κ ≤ mσ, }
= {1, . . . , k − nσ} ∪ {1 +mσ + (k − nσ)− κ | lσ ≤ κ ≤ mσ, }
= {1, . . . , k − nσ}
∪ {1 +mσ + (k − nσ)−mσ, . . . , 1 +mσ + (k − nσ)− lσ}
= {1, . . . , k − nσ} ∪ {1 + k − nσ, . . . , k}
Entsprechend verfahren wir fu¨r die zweite Summe. 
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Wir erhalten:
Lemma 4.17
Es seien n1, . . . , ns ganze Zahlen und S eine Teilmenge von {1, . . . , s}. Mit
den Bezeichnungen n =
s∑
σ=1
nσ und k =
∑
1≤σ≤s
σ∈S
nσ gilt:
Das Minimum aller mit geraden Zahlen {µσ |σ ∈ S} und mit ungeraden
Zahlen {µσ |σ /∈ S} konstruierbarer Werte ν2
(
H
(
1
2
))
ist der Wert
−2k(n− k) + α1(n)− α1(k)− α1(n− k).
Beweis: Mit den obigen Bezeichnungen ist der minimale Wert gleich∑
1≤κ<λ≤k
ν2(λ− κ) +
∑
1≤κ<λ≤n−k
ν2(λ− κ)
−k(n− k)− n(n− 1)
2
+ α1(n)
=
k(k − 1)
2
− α1(k) + (n− k)(n− k − 1)
2
− α1(n− k)
−n(n− 1)
2
+ α1(n)− k(n− k)
= α1(n)− α1(k)− α1(n− k)− 2k(n− k). 
Satz 4.18
Die komplexe Fahnenmannigfaltigkeit U(n)/U(n1) × · · · × U(ns) mit reeller
Dimension n2−
s∑
σ=1
n2σ kann nicht in einen euklidischen Raum der Dimension
4k(n− k)− 2α1(n) + 2α1(k) + 2α1(n− k)− 1 immersiert werden. Dabei ist
k eine beliebige natu¨rliche Zahl, die als Summe
∑
σ∈S
nσ mit S ⊂ {1, . . . , s}
auftritt.
Bemerkung 4.19
(i) Fu¨r den Fall der komplexen Graßmann-Mannigfaltigkeiten (s = 2,
n1 = k, n2 = n − k) stimmen die Ergebnisse mit denen in [Sug79]
und [May97] u¨berein.
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(ii) In [Lam75] ist das folgende positive Ergebnis bewiesen: Die kom-
plexe Fahnenmannigfaltigkeit U(n)/U(n1) × · · · × U(ns) ist eine π–
Mannigfaltigkeit oder kann in einen euklidischen Raum der Dimension
n2 − s immersiert werden.
(iii) Besonders gute Ergebnisse liefern diejenigen Werte fu¨r k, die
”
na-
he“ bei n2 liegen. (vgl. Satz 4.8) 
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4.3 Nicht-Immersions-Sa¨tze fu¨r quaterniona-
le Fahnenmannigfaltigkeiten
Bezeichnungen 4.20
(i) n1, . . . , ns seien positive ganze Zahlen.
(ii) n =
s∑
σ=1
nσ, lσ = 1 +
σ−1∑
j=1
nj, mσ =
σ∑
j=1
nj.
(iii) τ : {1, . . . , n} → {1, . . . , s} sei gegeben durch
τ(λ) = σ ⇐⇒ lσ ≤ λ ≤ mσ.
(iv) G = Sp(n), U = Sp(n1)× · · · × Sp(ns).
(v) T = U(1)× U(1)× · · · × U(1).
Satz 4.21
(i) G und U erfu¨llen die Voraussetzungen der Bemerkung 3.8(ii). T ist ein
gemeinsamer maximaler Torus.
(ii) g0 kann auf kanonische Weise mit der Lie-Algebra sp(n) der schief-
hermiteschen quaternionalen n× n-Matrizen identiﬁziert werden. (vgl.
[BD85], I.2.19) Nach den Ausfu¨hrungen in [Kna96], pp.35-36, kann g0
mit der Lie-Algebra sp(n,C) ∩ u(2n) identiﬁziert werden.
g = g0 ⊗ C kann mit der Lie-Algebra sp(n,C) identiﬁziert werden.
Dies liefert, daß g einfach ist und
t = t′ =



 D1 0
0 −D1


∣∣∣∣∣∣∣∣D1 ist Diagonalmatrix in gl(n,C)


gilt.
t∗ ist der Spann der linearen Abbildungen Lλ (λ = 1, . . . , n) mit
Lλ(D) = Dλλ.
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(iii) Die Weyl-Gruppe W (G) ist auf kanonische Weise isomorph zum semi-
direkten Produkt aus Sn und {±1}n, wobei die Operation von Sn auf
{±1}n durch die Standardoperation auf der Menge der Indizes gegeben
ist.
Die Weyl-Gruppe W (U) ist auf kanonische Weise isomorph zum ent-
sprechenden semidirekten Produkt aus Sn1×· · ·×Sns und {±1}n. (vgl.
[BD85], IV.3.8)
(iv) Die Killing-Form von G induziert auf t′∗ die Bilinearform 〈 , 〉 mit
〈 ∑
1≤λ≤n
aλLλ,
∑
1≤κ≤n
bκLκ
〉
=
1
4n+ 4
( ∑
1≤κ≤n
aκbκ
)
.
(vgl. [FH96], p.241)
(v) Ein System positiver Wurzeln von G ist gegeben durch
Σ+(G) = {Lλ − Lκ, Lλ + Lκ, 2Lλ | 1 ≤ λ < κ ≤ n}.
(vgl. [Ada69], 5.28) Die halbierte Summe ist gleich
δ =
n∑
λ=1
(n− λ+ 1)Lλ.
(vi) Ein System positiver Wurzeln von U ist gegeben durch
Σ+(U) =
s⋃
σ=1
{Lλ − Lκ, Lλ + Lκ, 2Lλ | lσ ≤ λ < κ ≤ mσ}.
Die halbierte Summe ist gleich
δ′ =
n∑
λ=1
(mτ(λ) − λ+ 1)Lλ.
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(vii) Fu¨r ganze Zahlen µ1, . . . , µs ist


∑
1≤λ≤n
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈


{±1}, falls µτ(κ) = 0
{1}, falls µτ(κ) = 0

 (∗)
eine W (U)-invariante Menge von analytisch integralen Elementen aus
t∗. (vgl. [Kna96], IV.9.19)
Bemerkung 4.22
In der Familie( ∑
1≤λ≤n
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈ {±1}, falls 1 ≤ κ ≤ n
)
kommt jedes Element aus (∗) genau
(
2
∑
1≤σ≤s
µσ=0
nσ
)
-mal vor. 

Mit diesen Daten ist das entsprechende Hilbert-Polynom von G/U gegeben
durch
2
∑
1≤σ≤s
µσ=0
nσ
H(t)
= ±
∑
ε1,...,εn=±1


∏
1≤κ≤n
〈
n∑
ν=1
(ενtµτ(ν) +mτ(ν) − ν + 1)Lν , 2Lκ
〉
∏
1≤κ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , 2Lκ
〉
·
∏
1≤κ<λ≤n
〈
n∑
ν=1
(ενtµτ(ν) +mτ(ν) − ν + 1)Lν , Lκ − Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , Lκ − Lλ
〉
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·
∏
1≤κ<λ≤n
〈
n∑
ν=1
(ενtµτ(ν) +mτ(ν) − ν + 1)Lν , Lκ + Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , Lκ + Lλ
〉


= ±
∑
ε1,...,εn=±1


∏
1≤κ≤n
2
(
εκtµτ(κ) +mτ(κ) − κ+ 1
)
∏
1≤κ≤n
2 (n− κ+ 1)
·
∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ+ 1
)
+
(
ελtµτ(λ) +mτ(λ) − λ+ 1
))
∏
1≤κ<λ≤n
((n− κ+ 1) + (n− λ+ 1))
·
∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ+ 1
)− (ελtµτ(λ) +mτ(λ) − λ+ 1))∏
1≤κ<λ≤n
((n− κ+ 1)− (n− λ+ 1))


= ±
∑
ε1,...,εn=±1
[ ∏
1≤κ≤n
(
εκtµτ(κ) +mτ(κ) − κ+ 1
)
·
∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ+ 1
)2−(ελtµτ(λ) +mτ(λ) − λ+ 1)2)
]
·
∏
1≤κ<λ≤n
((n− κ+ 1)− (n− λ+ 1))−1
·
∏
1≤κ<λ≤n
((n− κ+ 1) + (n− λ+ 1))−1
·
∏
1≤κ≤n
(n− κ+ 1)−1
= ±
∑
ε1,...,εn=±1
[
det
((
εκtµτ(κ) +mτ(κ) − κ+ 1
)2λ−2)
1≤κ,λ≤n
·
∏
1≤κ≤n
(
εκtµτ(κ) +mτ(κ) − κ+ 1
)]
·
∏
1≤κ<λ≤n
(λ− κ)−1 ·
∏
1≤κ<λ≤n
(2n− κ− λ+ 2)−1 ·
∏
1≤κ≤n
(n− κ+ 1)−1
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= ±
∑
ε1,...,εn=±1
[
det
((
εκtµτ(κ) +mτ(κ) − κ+ 1
)2λ−1)
1≤κ,λ≤n
]
·
∏
1≤κ<λ≤n
(λ− κ)−1 ·
∏
1≤κ<λ≤n
(κ+ λ)−1 ·
∏
1≤κ≤n
κ−1
= ±
∏
1≤κ≤n
(κ− 1)!−1 ·
∏
1≤κ≤n
κ! ·
∏
1≤κ≤n
(2κ− 1)!−1 · n!−1
· det
((−tµτ(κ) +mτ(κ) − κ+ 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ+ 1)2λ−1)
1≤κ,λ≤n
= ±
∏
1≤κ≤n
(2κ− 1)!−1
· det
((−tµτ(κ) +mτ(κ) − κ+ 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ+ 1)2λ−1)
1≤κ,λ≤n
An dieser Stelle wollen wir fu¨r alle σ ∈ {1, . . . , s} innerhalb des
”
σ-
ten Blocks“ (d.h. fu¨r κ ∈ {lσ, . . . ,mσ}) elementare Zeilenumformungen
durchfu¨hren.
Bezeichnungen 4.23
Fu¨r alle r ∈ Z fu¨hren wir auf der Menge der nσ×n-Matrizen die Relationen
∼r ein:
A1 ∼r A2 ⇐⇒
Fu¨r alle (n− nσ)× n-Matrizen B gilt: det

 A1
B

 = ±2r det

 A2
B

 .
Es folgt:((−tµτ(κ) +mτ(κ) − κ+ 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ+ 1)2λ−1) lσ≤κ≤mσ
1≤λ≤n
∼0
(
(−tµσ + κ)2λ−1 + (tµσ + κ)2λ−1
)
1≤κ≤nσ
1≤λ≤n
∼0


(−tµσ + 1)2λ−1 + (tµσ + 1)2λ−1
(−tµσ + 2)2λ−1 + (tµσ + 2)2λ−1
(−tµσ + κ)2λ−1 + (tµσ + κ)2λ−1︸ ︷︷ ︸
3≤κ≤nσ


1≤λ≤n
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∼−1


(−tµσ + 1)2λ−1 + (tµσ + 1)2λ−1 + (−tµσ + 1)2λ−1 + (tµσ + 1)2λ−1
(−tµσ + 2)2λ−1 + (tµσ)2λ−1 + (−tµσ)2λ−1 + (tµσ + 2)2λ−1
(−tµσ+ κ)2λ−1− (−tµσ+ κ− 2)2λ−1− (tµσ+ κ− 2)2λ−1+ (tµσ+ κ)2λ−1︸ ︷︷ ︸
3≤κ≤nσ 1≤λ≤n


∼0
(
(−tµσ + κ)2λ−1 + (tµσ − κ+ 2)2λ−1
+(−tµσ − κ+ 2)2λ−1 + (tµσ + κ)2λ−1
)
1≤κ≤nσ
1≤λ≤n
∼0
((−tµτ(κ) + κ− lτ(κ) + 1)2λ−1
+
(
tµτ(κ) − κ+ lτ(κ) + 1
)2λ−1
+
(−tµτ(κ) − κ+ lτ(κ) + 1)2λ−1
+
(
tµτ(κ) + κ− lτ(κ) + 1
)2λ−1)
lσ≤κ≤mσ
1≤λ≤n
Dabei wurde im Schritt mit ∼−1 fu¨r κ = nσ, . . . , 3 das (−1)-fache der (κ−2)-
ten Zeile zur κ-ten Zeile addiert, die erste Zeile verdoppelt und zur zweiten
Zeile die Nullzeile addiert. Wir beachten, daß die obigen Umformungen auch
fu¨r die Fa¨lle nσ ∈ {1, 2} gu¨ltig sind.
Folglich ist das Hilbert-Polynom gegeben durch
2
∑
1≤σ≤s
µσ=0
nσ
H(t)
= ±2−s
∏
1≤κ≤n
(2κ− 1)!−1
· det
((−tµτ(κ) + κ− lτ(κ) + 1)2λ−1 + (tµτ(κ) − κ+ lτ(κ) + 1)2λ−1
+
(−tµτ(κ)− κ+ lτ(κ)+ 1)2λ−1+ (tµτ(κ)+ κ− lτ(κ)+ 1)2λ−1)
1≤κ,λ≤n
4.10
= ±21−s det
((−tµτ(κ) + κ− lτ(κ))2λ−2 + (tµτ(κ) + κ− lτ(κ))2λ−2)
1≤κ,λ≤n
·(n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1
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Zusammengefaßt ergibt sich:
Satz 4.24
Sind µ1, . . . , µs ganze Zahlen, so existiert ein Element z ∈ ch(G/U), so daß
das zu 0 ∈ H2(G/U) und z assozierte Hilbert-Polynom durch
H(t) = ± det
((−tµτ(κ) + κ− lτ(κ))2λ−2 + (tµτ(κ) + κ− lτ(κ))2λ−2)
1≤κ,λ≤n
·(n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1 · 2
1−s− ∑
1≤σ≤s
µσ=0
nσ
gegeben ist. 

Um Nicht-Immersions-Resultate zu erhalten, wa¨hlen wir t = 1
2
und, moti-
viert durch die Ergebisse u¨ber die komplexen Fahnenmannigfaltigkeiten, die
ganzen Zahlen µ1, . . . , µs wie folgt:
Es sei S ⊂ {1, . . . , s}, k =∑σ∈S nσ, l =∑σ/∈S nσ = n− k, und
µσ =


1 + 2
∑
θ<σ
σ∈S
nθ, falls σ ∈ S
2
∑
θ<σ
σ/∈S
nθ, falls σ /∈ S
.
O.B.d.A. sei S von der Form S = {1, . . . , p} mit p ∈ {0, . . . , s}. Dann ist
k = mp, l = n−mp, und
µσ =

 2lσ − 1, falls 1 ≤ σ ≤ p2(lσ − k − 1), falls p+ 1 ≤ σ ≤ s .

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Wir fu¨hren elementare Zeilenumformungen in den ersten k Zeilen durch:((
−1
2
µτ(κ) + κ− lτ(κ)
)2λ−2
+
(
1
2
µτ(κ) + κ− lτ(κ)
)2λ−2)
1≤κ≤k
1≤λ≤n
=
((
1
2
− 2lτ(κ) + κ
)2λ−2
+
(
−1
2
+ κ
)2λ−2)
1≤κ≤k
1≤λ≤n
=
((
−1
2
+ 2lτ(κ) − κ
)2λ−2
+
(
−1
2
+ κ
)2λ−2)
1≤κ≤k
1≤λ≤n
∼p
((
−1
2
+ κ
)2λ−2)
1≤κ≤k
1≤λ≤n
.
Dabei folgt die letzte Relation aus der Tatsache, daß fu¨r alle
σ ∈ {1, . . . , p} und alle κ ∈ {lσ, . . . ,mσ} gilt:
• Falls κ = lσ, so ist
−12 + 2lτ(κ) − κ = −12 + κ.
• Falls lσ + 1 ≤ κ ≤ 2lσ − 1, so ist
1
2 ≤ −12 + 2lτ(κ) − κ < −12 + κ.
• Falls κ ≥ 2lσ, so ist
1
2 ≤ −
(
−12 + 2lτ(κ) − κ
)
< −12 + κ.
Also ist((
−1
2
+ 2lτ(κ) − κ
)2λ−2
+
(
−1
2
+ κ
)2λ−2)
1≤κ≤k
1≤λ≤n
eine Matrix von der Form(
x2λ−2κ + y
2λ−2
κ
)
1≤κ≤k
1≤λ≤n
,
wobei fu¨r alle κ ∈ {1, . . . , k} ein Element ν ∈ {1, . . . , κ} existiert, so daß
xκ = yν ist. Also la¨ßt sich die Matrix mit elementaren Zeilenumformungen
schrittweise von oben nach unten vereinfachen.
76 KAPITEL 4. ANWENDUNGEN
Wir fu¨hren elementare Zeilenumformungen in den letzten n−k Zeilen durch:((
−1
2
µτ(κ) + κ− lτ(κ)
)2λ−2
+
(
1
2
µτ(κ) + κ− lτ(κ)
)2λ−2)
k+1≤κ≤n
1≤λ≤n
=
((
k + 1 + κ− 2lτ(κ)
)2λ−2
+ (−k − 1 + κ)2λ−2
)
k+1≤κ≤n
1≤λ≤n
=
((−k − 1− κ+ 2lτ(κ))2λ−2 + (−k − 1 + κ)2λ−2) k+1≤κ≤n
1≤λ≤n
∼s−p−1+np+1
(
(−k − 1 + κ)2λ−2
)
k+1≤κ≤n
1≤λ≤n
=
(
(−1 + κ)2λ−2
)
1≤κ≤n−k
1≤λ≤n
Dabei folgt die vorletzte Relation aus der Tatsache, daß fu¨r alle
σ ∈ {p+ 1, . . . , s} und alle κ ∈ {lσ, . . . ,mσ} gilt:
• Falls σ = p+ 1, so ist
k + 1 + κ− 2lτ(κ) = −k − 1 + κ.
• Falls σ ∈ {p+ 2, . . . , s} und κ = lσ, so ist
−k − 1− κ+ 2lτ(κ) = −k − 1 + κ.
• Falls σ ∈ {p+ 2, . . . , s} und lσ + 1 ≤ κ ≤ 2lσ − k − 1, so ist
0 ≤ −k − 1− κ+ 2lτ(κ) < −1− k + κ.
• Falls σ ∈ {p+ 2, . . . , s} und κ ≥ 2lσ − k, so ist
1 ≤ k + 1 + κ− 2lτ(κ) < −1− k + κ.

Mit diesen Daten ist das Hilbert-Polynom von G/U gegeben durch
H
(
1
2
)
= ± det


((
−12 + κ
)2λ−2)
1≤κ≤k(
(−1 + κ)2λ−2
)
1≤κ≤n−k


1≤λ≤n
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·(n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1
= ±
∏
1≤κ<λ≤k
(λ− κ)
∏
1≤κ<λ≤k
(−1 + λ+ κ)
∏
1≤κ<λ≤n−k
(λ− κ)
·
∏
1≤κ<λ≤n−k
(−2 + λ+ κ)
∏
1≤κ≤k
1≤λ≤n−k
(
−1
2
+ λ− κ
) ∏
1≤κ≤k
1≤λ≤n−k
(
−3
2
+ λ+ κ
)
·(n− 1)!−1 ·
∏
1≤κ≤n
(2κ− 1)!−1
= ±
∏
1≤κ≤k
(κ− 1)!
∏
1≤κ≤k
(2κ− 2)!
(κ− 1)!
∏
1≤κ≤n−k
(κ− 1)!
·
∏
1≤κ≤n−k−1
(2κ− 1)!
(κ− 1)!
∏
1≤κ≤k
1≤λ≤n−k
(
−1
2
+ λ− κ
) ∏
1≤κ≤k
1≤λ≤n−k
(
−3
2
+ λ+ κ
)
·(n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1
= ±
∏
1≤κ≤k
(2κ− 2)! ·
∏
1≤κ≤n−k−1
(2κ− 1)! · (n− k − 1)!
·
∏
1≤κ≤k
1≤λ≤n−k
(
−1
2
+ λ− κ
) ∏
1≤κ≤k
1≤λ≤n−k
(
−3
2
+ λ+ κ
)
·(n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1

Die fu¨r das Nicht-Immersions-Problem wichtige Gro¨ße ν2
(
H
(
1
2
))
berechnen
wir als
ν2
(
H
(
1
2
))
=
∑
1≤κ≤k
(2κ− 2)−
∑
1≤κ≤k
α(2κ− 2)
+
∑
1≤κ≤n−k−1
(2κ− 1)−
∑
1≤κ≤n−k−1
α(2κ− 1)
+(n− k − 1)− α(n− k − 1)
−2k(n− k)
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−
∑
1≤κ≤n−1
(2κ− 1)− (n− 1) +
∑
1≤κ≤n−1
α(2κ− 1) + α(n− 1)
= k(k − 1)−
∑
1≤κ≤k
α(κ− 1)
+(n− k − 1)2 − (n− k − 1)−
∑
1≤κ≤n−k−1
α(κ− 1)
+(n− k − 1)− α(n− k − 1)
−2k(n− k)
−(n− 1)2 − (n− 1) + (n− 1) +
∑
1≤κ≤n−1
α(κ− 1) + α(n− 1)
= k − 4k(n− k)− α1(k)− α1(n− k) + α1(n)
Satz 4.25
Die quaternionale Fahnenmannigfaltigkeit Sp(n)/Sp(n1) × · · · × Sp(ns) mit
reeller Dimension 2
(
n2 −
s∑
σ=1
n2σ
)
kann nicht in einen euklidischen Raum
der Dimension
8k(n− k)− 2k + 2α1(k) + 2α1(n− k)− 2α1(n)− 1
immersiert werden. Dabei ist k eine beliebige natu¨rliche Zahl, die als Summe∑
σ∈S
nσ mit S ⊂ {1, . . . , s} auftritt.
Bemerkung 4.26
(i) Fu¨r den Fall der quaternionalen Graßmann–Mannigfaltigkeiten
(s = 2, n1 = k, n2 = n − k) stimmen die Ergebnisse mit denen in
[May97] u¨berein.
(ii) In [Lam75] ist das folgende positive Ergebnis bewiesen: Die quaternio-
nale Fahnenmannigfaltigkeit Sp(n)/Sp(n1) × · · · × Sp(ns) ist eine π–
Mannigfaltigkeit oder kann in einen euklidischen Raum der Dimension
2n2 − n− s immersiert werden. 
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4.4 Nicht-Immersions-Sa¨tze fu¨r reelle Fah-
nenmannigfaltigkeiten
Bezeichnungen 4.27
(i) n1, . . . , ns seien positive ganze Zahlen.
(ii) n =
s∑
σ=1
nσ, lσ = 1 +
σ−1∑
j=1
nj, mσ =
σ∑
j=1
nj.
(iii) τ : {1, . . . , n} → {1, . . . , s} sei gegeben durch
τ(λ) = σ ⇐⇒ lσ ≤ λ ≤ mσ.
(iv) G = SO(2n), U = SO(2n1)× · · · × SO(2ns).
(v) T = SO(2)× SO(2)× · · · × SO(2).
Satz 4.28
(i) G und U erfu¨llen die Voraussetzungen der Bemerkung 3.8(ii). T ist ein
gemeinsamer maximaler Torus.
(ii) g0 kann auf kanonische Weise mit der Lie-Algebra so(2n) der schief-
symmetrischen reellen (2n) × (2n)-Matrizen identiﬁziert werden. (vgl.
[BD85], I.2.15)
g = g0⊗C kann mit der Lie-Algebra so(2n,C) der schiefsymmetrischen
komplexen (2n) × (2n)-Matrizen identiﬁziert werden. (vgl. [Kna96],
I.15.4)
Dies liefert, daß g einfach ist und
t = t′=

diag



 0 z1
−z1 0

 , . . . ,

 0 zn
−zn 0


∣∣∣∣∣∣ z1, . . . , zn ∈ C




gilt.
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t∗ ist der Spann der linearen Abbildungen Lλ (λ = 1, . . . , n) mit
Lλ

diag



 0 z1
−z1 0

 , . . . ,

 0 zn
−zn 0





 = zλ.
(iii) Die Weyl-Gruppe W (G) ist auf kanonische Weise isomorph zum se-
midirekten Produkt aus Sn und
{
(ε1, . . . , εn) ∈ {±1}n
∣∣∣∣ n∏
κ=1
εκ = 1
}
,
wobei die Operation von Sn auf
{
(ε1, . . . , εn) ∈ {±1}n
∣∣∣∣ n∏
κ=1
εκ = 1
}
durch die Standardoperation auf der Menge der Indizes gegeben ist.
Die Weyl-Gruppe W (U) ist auf kanonische Weise isomorph zum
direkten Produkt aus entsprechenden semidirekten Produkt aus Snσ
und
{
(εlσ , . . . , εmσ) ∈ {±1}nσ
∣∣∣∣ mσ∏
κ=lσ
εκ = 1
}
. (vgl. [FH96], p.271) (vgl.
[BD85], IV.3.6)
(iv) Die Killing-Form von G induziert auf t′∗ die Bilinearform 〈 , 〉 mit
〈 ∑
1≤λ≤n
aλLλ,
∑
1≤κ≤n
bκLκ
〉
=
1
4n− 4
( ∑
1≤κ≤n
aκbκ
)
.
(vgl. [FH96], p.272)
(v) Ein System positiver Wurzeln von G ist gegeben durch
Σ+(G) = {Lλ − Lκ, Lλ + Lκ | 1 ≤ λ < κ ≤ n}.
(vgl. [Ada69], 5.28)
Die halbierte Summe ist gleich
δ =
n∑
λ=1
(n− λ)Lλ.
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(vi) Ein System positiver Wurzeln von U ist gegeben durch
Σ+(U) =
s⋃
σ=1
{Lλ − Lκ, Lλ + Lκ, | lσ ≤ λ < κ ≤ mσ}.
Die halbierte Summe ist gleich
δ′ =
n∑
λ=1
(mτ(λ) − λ)Lλ.
(vii) Fu¨r ganze Zahlen µ1, . . . , µs ist

∑
1≤λ≤n
ελµτ(λ)Lλ
∣∣∣∣∣∣∣∣∣∣
εκ ∈

 {±1}, falls µτ(κ) = 0{1}, falls µτ(κ) = 0
mσ∏
κ=lσ
εκ = 1 fu¨r alle σ ∈ {1, . . . , s}


(∗)
eine W (U)-invariante Menge von analytisch integralen Elementen aus
t∗. (vgl. [Kna96], IV.9.20)
Bemerkung 4.29
In der Familie
 ∑
1≤λ≤n
ελµτ(λ)Lλ
∣∣∣∣∣∣∣
εκ ∈ {±1}, falls 1 ≤ κ ≤ n
mσ∏
κ=lσ
εκ = 1 fu¨r alle σ ∈ {1, . . . , s}


kommt jedes Element aus (∗) genau
(
2
∑
1≤σ≤s
µσ=0
(nσ−1))
-mal vor.
Bemerkung 4.30
G/U ist Spin–Mannigfaltigkeit, da w2(G/U) = 0 gilt.
Beweis:
Das Tangentialbu¨ndel von G/U ist a¨quivariant isomorph zum Vektor-
raumbu¨ndel
⊕
1≤σ<θ≤s
ξσ ⊗ ξθ, wobei ξ1, . . . , ξs die kanonischen Bu¨ndel
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u¨ber G/U sind. Da ξ1, . . . , ξs orientierbar sind, gilt w2(G/U) =∏
1≤σ<θ≤s
(2nσw2(ξθ) + 2nθw2(ξσ)) = 0. 

Mit diesen Daten ist das entsprechende Hilbert-Polynom von G/U gegeben
durch
2
∑
1≤σ≤s
µσ=0
(nσ−1)
H(t)
= ±
∑
ε1,...,εn=±1
mσ∏
κ=lσ
εκ=1 ∀σ


∏
1≤κ<λ≤n
〈
n∑
ν=1
(ενtµτ(ν) +mτ(ν) − ν)Lν , Lκ − Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν)Lν , Lκ − Lλ
〉
·
∏
1≤κ<λ≤n
〈
n∑
ν=1
(ενtµτ(ν) +mτ(ν) − ν)Lν , Lκ + Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν)Lν , Lκ + Lλ
〉


= ±
∑
ε1,...,εn=±1
mσ∏
κ=lσ
εκ=1 ∀σ


∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ
)− (ελtµτ(λ) +mτ(λ) − λ))∏
1≤κ<λ≤n
((n− κ)− (n− λ))
·
∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ
)
+
(
ελtµτ(λ) +mτ(λ) − λ
))
∏
1≤κ<λ≤n
((n− κ) + (n− λ))


= ±
∏
1≤κ<λ≤n
((n− κ)− (n− λ))−1 ·
∏
1≤κ<λ≤n
((n− κ) + (n− λ))−1
·
∑
ε1,...,εn=±1
mσ∏
κ=lσ
εκ=1 ∀σ
∏
1≤κ<λ≤n
((
εκtµτ(κ) +mτ(κ) − κ
)2− (ελtµτ(λ) +mτ(λ) − λ)2)
= ±
∑
ε1,...,εn=±1
mσ∏
κ=lσ
εκ=1 ∀σ
∏
1≤κ<λ≤n
(λ− κ)−1 ·
∏
1≤κ<λ≤n
(2n− κ− λ)−1
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· det
((
εκtµτ(κ) +mτ(κ) − κ
)2λ−2)
1≤κ,λ≤n
(∗∗)
= ±2−s
∏
1≤κ<λ≤n
(λ− κ)−1 ·
∏
1≤κ<λ≤n
(2n− κ− λ)−1
·
∑
ε1,...,εn=±1
det
((
εκtµτ(κ) +mτ(κ) − κ
)2λ−2)
1≤κ,λ≤n
= ±2−s
∏
1≤κ<λ≤n
(λ− κ)−1 ·
∏
1≤κ<λ≤n
(κ+ λ− 2)−1
· det
((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2)
1≤κ,λ≤n
= ±2−s
∏
1≤κ≤n
(κ− 1)!−1 ·
∏
1≤κ≤n−1
(κ− 1)! ·
∏
1≤κ≤n−1
(2κ− 1)!−1
det
((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2)
1≤κ,λ≤n
= ±2−s(n− 1)!−1
∏
1≤κ≤n−1
(2κ− 1)!−1
· det
((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2)
1≤κ,λ≤n
Der Schritt (∗∗) folgt daraus, daß fu¨r alle σ ∈ {1, . . . , s} die mσ-te Zeile
unabha¨ngig davon ist, ob wir fu¨r εmσ den Wert +1 oder −1 einsetzen.
An dieser Stelle wollen wir fu¨r alle σ ∈ {1, . . . , s} innerhalb des
”
σ-
ten Blocks“ (d.h. fu¨r κ ∈ {lσ, . . . ,mσ}) elementare Zeilenumformungen
durchfu¨hren.
Mit den Bezeichnungen aus 4.23 gilt:
((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2) lσ≤κ≤mσ
1≤λ≤n
∼0
(
(−tµσ + κ− 1)2λ−2 + (tµσ + κ− 1)2λ−2
)
1≤κ≤nσ
1≤λ≤n
∼0
((−tµτ(κ) + κ− lτ(κ))2λ−2 + (tµτ(κ) + κ− lτ(κ))2λ−2) lσ≤κ≤mσ
1≤λ≤n
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Mit diesen Daten ist das Hilbert-Polynom von G/U gegeben durch
2
∑
1≤σ≤s
µσ=0
(nσ−1)
H(t)
= ± det
((−tµτ(κ) + κ− lτ(κ))2λ−2 + (tµτ(κ) + κ− lτ(κ))2λ−2)
1≤κ,λ≤n
·
∏
1≤κ≤n−1
(2κ− 1)!−1 · (n− 1)!−1
Zusammengefaßt ergibt sich:
Satz 4.31
Sind µ1, . . . , µs ganze Zahlen, so existiert ein Element z ∈ ch(G/U), so daß
das zu 0 ∈ H2(G/U) und z assozierte Hilbert-Polynom durch
H(t) = ± det
((−tµσ + κ− lτ(σ))2λ−2 + (tµσ + κ− lτ(σ))2λ−2)
1≤κ,λ≤n
·2
−s− ∑
1≤σ≤s
µσ=0
(nσ−1)
· (n− 1)!−1 ·
∏
1≤κ≤n−1
(2κ− 1)!−1
gegeben ist. 

Wenn wir das entsprechende Hilbert–Polynom fu¨r die quaternionale Fahnen-
mannigfaltigkeit Sp(n)/Sp(n1)× · · · ×Sp(ns) mit A(t) bezeichnen, so ergibt
sich
H(t) = A(t) · 2|{σ |µσ=0}|−1
und
ν2
(
H
(
1
2
))
= ν2
(
A
(
1
2
))
+ |{σ |µσ = 0}| − 1.
(vgl. Satz 4.24.)
Insbesondere erhalten wir mit den wie im Abschnitt 4.3 gewa¨hlten ganzen
Zahlen µ1, . . . , µs das folgende Nicht-Immersionsergebnis:
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Satz 4.32
Die Mannigfaltigkeit SO(2n)/SO(2n1)×· · ·×SO(2ns) von reellen orientier-
ten Fahnen hat reelle Dimension 2
(
n2 −
s∑
σ=1
n2σ
)
und kann nicht in einen
euklidischen Raum der Dimension
8k(n− k)− 2k + 2α1(k) + 2α1(n− k)− 2α1(n)− 1
immersiert werden. Dabei ist k eine beliebige natu¨rliche Zahl, die als Summe∑
σ∈S
nσ mit S ⊂ {1, . . . , s} auftritt.
Korollar 4.33
Die reelle Fahnenmannigfaltigkeit O(2n)/O(2n1) × · · · × O(2ns) hat reelle
Dimension 2
(
n2 −
s∑
σ=1
n2σ
)
und kann nicht in einen euklidischen Raum der
Dimension
8k(n− k)− 2k + 2α1(k) + 2α1(n− k)− 2α1(n)− 1
immersiert werden. Dabei ist k eine beliebige natu¨rliche Zahl, die als Summe∑
σ∈S
nσ mit S ⊂ {1, . . . , s} auftritt.
Beweis: Die kanonische Projektion SO(2n)/SO(2n1) × · · · × SO(2ns) →
O(2n)/O(2n1) × · · · × O(2ns) ist U¨berlagerungsabbildung und damit eine
Immersion.
Bemerkung 4.34
(i) Fu¨r den Fall der reellen Graßmann–Mannigfaltigkeiten (s = 2,
n1 = k, n2 = n − k) stimmen die Ergebnisse mit denen in [May97]
u¨berein.
(ii) Wenn wir anstelle der Menge (∗) die W (U)-invariante Menge von ana-
lytisch integralen Elementen
 ∑
1≤λ≤n
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈

 {±1}, falls µτ(κ) = 0{1}, falls µτ(κ) = 0

 (∗′)
86 KAPITEL 4. ANWENDUNGEN
benutzen, so erhalten wir als Verallgemeinerung der Ergebnisse in
[May98] ein Hilbert-Polynom der Form
H(t) = A(t) · 2s−1.
(iii) In [Lam75] ist das folgende positive Ergebnis bewiesen: Die reel-
le Fahnenmannigfaltigkeit O(2n)/O(2n1) × · · · × O(2ns) ist eine π–
Mannigfaltigkeit oder kann in einen euklidischen Raum der Dimension
2n2 − n immersiert werden. 
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4.5 Nicht-Immersions-Sa¨tze fu¨r die Mannig-
faltigkeiten
Sp(n)/U(n1)× · · · × U(ns)
Bezeichnungen 4.35
(i) n1, . . . , ns seien positive ganze Zahlen.
(ii) n =
s∑
σ=1
nσ, lσ = 1 +
σ−1∑
j=1
nj, mσ =
σ∑
j=1
nj.
(iii) τ : {1, . . . , n} → {1, . . . , s} sei gegeben durch
τ(λ) = σ ⇐⇒ lσ ≤ λ ≤ mσ.
(iv) G = Sp(n), U = U(n1)× · · · × U(ns).
(v) T = U(1)× U(1)× · · · × U(1).
Satz 4.36
U(n1)× · · · × U(ns) ist der Zentralisator Z(S) der toralen Untergruppe S ={
diag
(
eirτ(1) , . . . , eirτ(n)
)∣∣ r1, . . . , rs ∈ R} in Sp(n).
Beweis: Es sei A ∈ Z(S). Da A mit der Matrix diag (i, . . . , i) vertauschbar
ist, ist jeder Eintrag von A mit i vertauschbar, also komplex. Also ist der
Zentralisator von S in Sp(n) gleich dem Zentralisator von S in U(n), und die
Behauptung folgt aus Satz 4.13. 
Satz 4.37
(i) G und U erfu¨llen nach Bemerkung 3.6(ii) die Voraussetzungen der Be-
merkung 3.8(i). T ist ein gemeinsamer maximaler Torus.
t∗, W (G), W (U), 〈 , 〉, Σ+(G) und δ sind in den Sa¨tzen 4.14 und 4.21
beschrieben.
(ii) Fu¨r ganze Zahlen µ1, . . . , µs ist
n∑
ν=1
µτ(ν)Lν ein W (U)-invariantes und
analytisch integrales Element aus t∗. 
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Mit diesen Daten ist das entsprechende Hilbert-Polynom von G/U gegeben
durch:
H(t)
= ±
∏
1≤κ<λ≤n
〈
n∑
ν=1
(tµτ(ν) + (n− ν + 1))Lν , Lκ − Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , Lκ − Lλ
〉
·
∏
1≤κ<λ≤n
〈
n∑
ν=1
(tµτ(ν) + (n− ν + 1))Lν , Lκ + Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , Lκ + Lλ
〉
·
∏
1≤κ≤n
〈
n∑
ν=1
(tµτ(ν) + (n− ν + 1))Lν , 2Lκ
〉
∏
1≤κ≤n
〈
n∑
ν=1
(n− ν + 1)Lν , 2Lκ
〉
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
((n− κ+ 1)− (n− λ+ 1))
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
((n− κ+ 1) + (n− λ+ 1))
·
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
)
∏
1≤κ≤n
(n− κ+ 1)
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
(−κ+ λ)
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·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
(2n− κ− λ+ 2)
·
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
)
∏
1≤κ≤n
(n− κ+ 1)
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
(−κ+ λ)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
(κ+ λ)
·
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
)
∏
1≤κ≤n
κ
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
·
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
)
·n!−1
∏
1≤κ≤n
κ!
∏
1≤κ≤n
(κ− 1)!−1
∏
1≤κ≤n
(2κ− 1)!−1
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
·
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
) · ∏
1≤κ≤n
(2κ− 1)!−1
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Zusammengefaßt ergibt sich:
Satz 4.38
Sind µ1, . . . , µs ganze Zahlen, so existiert ein Element z ∈ ch(G/U), so daß
das zu c1(G/U) ∈ H2(G/U) und z assozierte Hilbert-Polynom durch
H(t) = ±
( ∏
1≤κ<λ≤n
(tµτ(κ) + n− κ+ 1)− (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ+ 1) + (tµτ(λ) + n− λ+ 1)
)
∏
1≤κ≤n
(
tµτ(κ) + n− κ+ 1
) ∏
1≤κ≤n
(2κ− 1)!−1
gegeben ist . 

Die Ergebnisse aus 4.2 motivieren dazu, die ganzen Zahlen µ1, . . . , µs wie
folgt zu wa¨hlen, um gute Nicht-Immersionsergebnisse zu erhalten.
Wir wa¨hlen eine Teilmenge S ⊂ {1, . . . , s} und deﬁnieren
γσ = −n+mσ +
∑
1≤ϑ<σ
ϑ∈S
nϑ, falls σ ∈ S,
γσ = −n+mσ +
∑
1≤ϑ<σ
ϑ ∈S
nϑ, falls σ /∈ S,
µσ = 2γσ, falls σ ∈ S,
µσ = 2γσ − 1, falls σ /∈ S und
k =
∑
σ∈S
nσ.
Damit ist die Menge {γτ(κ) + n − κ + 1 | 1 ≤ κ ≤ n, τ(κ) ∈ S} gleich der
Menge {1, 2, . . . , k} und die Menge {γτ(κ) + n− κ+ 1 | 1 ≤ κ ≤ n, τ(κ) /∈ S}
gleich der Menge {1, 2, . . . , n− k}.
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Es folgt
ν2
(
H
(
1
2
))
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
−
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
−
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
−
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
+
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
+
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ+ 1
)
+
(
1
2
µτ(λ) + n− λ+ 1
))
+
∑
1≤κ≤n
τ(κ)∈S
ν2
(
1
2
µτ(κ) + n− κ+ 1
)
+
∑
1≤κ<λ≤n
τ(κ)/∈S
ν2
(
1
2
µτ(κ) + (n− κ+ 1)
)
−
∑
1≤κ≤n
ν2 ((2κ− 1)!)
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
(
(γτ(κ) + n− κ+ 1)− (γτ(λ) + n− λ+ 1)
)
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
(
(γτ(κ) + n− κ+ 1)− (γτ(λ) + n− λ+ 1)
)
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
(
−1
2
+ (γτ(κ) + n− κ+ 1)− (γτ(λ) + n− λ+ 1)
)
+
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
(
(γτ(κ) + n− κ+ 1) + (γτ(λ) + n− λ+ 1)
)
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+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
(−1 + (γτ(κ) + n− κ+ 1) + (γτ(λ) + n− λ+ 1))
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
(
−1
2
+ (γτ(κ) + n− κ+ 1) + (γτ(λ) + n− λ+ 1)
)
+
∑
1≤κ≤n
τ(κ)∈S
ν2
(
γτ(κ) + n− κ+ 1
)
+
∑
1≤κ<λ≤n
τ(κ)/∈S
ν2
(
−1
2
+ γτ(κ) + n− κ+ 1
)
−
∑
1≤κ≤n
ν2 ((2κ− 1)!)
=
∑
1≤κ<λ≤k
ν2 (κ− λ) +
∑
1≤κ<λ≤n−k
ν2 (κ− λ)− k(n− k)
+
∑
1≤κ<λ≤k
ν2 (κ+ λ) +
∑
1≤κ<λ≤n−k
ν2 (−1 + κ+ λ)− k(n− k)
+
∑
1≤κ≤k
ν2 (κ)− (n− k)
−
∑
1≤κ≤n
ν2 ((2κ− 1)!))
=
k(k − 1)
2
− α1(k) + (n− k)(n− k − 1)
2
− α1(n− k)− k(n− k)
+
k(k − 3)
2
+ α(k) +
(n− k)(n− k − 1)
2
− k(n− k)
+k − α(k)− (n− k)− n2 + n+ α1(n)
= −(n− k)− 4k(n− k)− α1(k)− α1(n− k) + α1(n)
Daraus folgt:
Satz 4.39
Die Mannigfaltigkeit Sp(n)/U(n1) × · · · × U(ns) mit reeller Dimension
n(2n+ 1)−
s∑
σ=1
n2σ kann nicht in einen euklidischen Raum der Dimension
8k(n− k) + 2(n− k)− 2α1(n) + 2α1(k) + 2α1(n− k)− 1
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immersiert werden. Dabei ist k eine beliebige natu¨rliche Zahl, die als Summe∑
σ∈S
nσ mit S ⊂ {1, . . . , s} auftritt. 
Satz 4.40
Sp(n)/U(n1)×· · ·×U(ns) ist eine π–Mannigfaltigkeit oder la¨ßt sich in einen
euklidischen Raum der Dimension 2n2 + n− s immersieren.
Beweis: Dies folgt unmittelbar aus den Sa¨tzen 1.10 und 4.36. 
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4.6 Nicht-Immersions-Sa¨tze fu¨r die Mannig-
faltigkeiten
SO(2n)/U(n1)× · · · × U(ns)
Bezeichnungen 4.41
(i) n1, . . . , ns seien positive ganze Zahlen.
(ii) n =
s∑
σ=1
nσ, lσ = 1 +
σ−1∑
j=1
nj, mσ =
σ∑
j=1
nj.
(iii) τ : {1, . . . , n} → {1, . . . , s} sei gegeben durch
τ(λ) = σ ⇐⇒ lσ ≤ λ ≤ mσ.
(iv) G = SO(2n), U = U(n1)× · · · × U(ns).
(v) T = U(1)× U(1)× · · · × U(1) = SO(2)× · · · × SO(2).
Satz 4.42
U(n1)× · · · × U(ns) ist der Zentralisator Z(S) der toralen Untergruppe
S =
{
diag
((
cos rτ(1) sin rτ(1)
− sin rτ(1) cos rτ(1)
)
,...,
(
cos rτ(n) sin rτ(n)
− sin rτ(n) cos rτ(n)
))∣∣∣ r1, . . . , rs ∈ R} .
in SO(2n).
Beweis: Es sei A ∈ Z(S). Wir fassen A als R-linearen Endomorphismus von
Cn auf. Da A mit der Matrix diag
((
0 1
−1 0
)
,...,
(
0 1
−1 0
))
vertauschbar ist,
ist A sogar C–linear. Also ist der Zentralisator von S in SO(2n) gleich dem
Zentralisator von S in U(n), und die Behauptung folgt aus Satz 4.13. 
Satz 4.43
(i) G und U erfu¨llen nach Bemerkung 3.6(ii) die Voraussetzungen der Be-
merkung 3.8(i). T ist ein gemeinsamer maximaler Torus.
(ii) t∗, W (G), W (U), 〈 , 〉, Σ+(G) und δ sind in den Sa¨tzen 4.28 und 4.14
beschrieben.
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(iii) Fu¨r ganze Zahlen µ1, . . . , µs ist
n∑
ν=1
µτ(ν)Lν ein W (U)-invariantes und
analytisch integrales Element aus t∗. 

Mit diesen Daten ist das entsprechende Hilbert-Polynom von G/U gegeben
durch:
H(t)
= ±
∏
1≤κ<λ≤n
〈
n∑
ν=1
(tµτ(ν) + (n− ν))Lν , Lκ − Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν)Lν , Lκ − Lλ
〉
·
∏
1≤κ<λ≤n
〈
n∑
ν=1
(tµτ(ν) + (n− ν))Lν , Lκ + Lλ
〉
∏
1≤κ<λ≤n
〈
n∑
ν=1
(n− ν)Lν , Lκ + Lλ
〉
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
((n− κ)− (n− λ))
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
((n− κ) + (n− λ))
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
(−κ+ λ)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
(2n− κ− λ)
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= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
(−κ+ λ)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
∏
1≤κ<λ≤n
(κ+ λ− 2)
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
·
∏
1≤κ≤n−1
(κ− 1)!
∏
1≤κ≤n−1
(2κ− 1)!−1
∏
1≤κ≤n
(κ− 1)!−1
= ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
·(n− 1)!−1
∏
1≤κ≤n−1
(2κ− 1)!−1
Zusammengefaßt ergibt sich:
Satz 4.44
Sind µ1, . . . , µs ganze Zahlen, so existiert ein Element z ∈ ch(G/U), so daß
das zu c1(G/U) ∈ H2(G/U) und z assozierte Hilbert-Polynom durch
H(t) = ±
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ)− (tµτ(λ) + n− λ)
)
·
∏
1≤κ<λ≤n
(
(tµτ(κ) + n− κ) + (tµτ(λ) + n− λ)
)
(n− 1)!−1
∏
1≤κ≤n−1
(2κ− 1)!−1
gegeben ist. 

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A¨hnlich wie im vorhergehenden Abschnitt wa¨hlen wir die ganzen Zahlen
µ1, . . . , µs:
Wir wa¨hlen eine Teilmenge S ⊂ {1, . . . , s} und deﬁnieren
γσ = −n+mσ +
∑
1≤ϑ<σ
ϑ∈S
nϑ, falls σ ∈ S,
γσ = −n+ 1 +mσ +
∑
1≤ϑ<σ
ϑ ∈S
nϑ, falls σ /∈ S,
µσ = 2γσ, falls σ ∈ S,
µσ = 2γσ − 1, falls σ /∈ S und
k =
∑
σ∈S
nσ.
Damit ist die Menge {γτ(κ) + n− κ | 1 ≤ κ ≤ n, τ(κ) ∈ S} gleich der Menge
{0, 1, . . . , k − 1} und die Menge {γτ(κ) + n − κ | 1 ≤ κ ≤ n, τ(κ) /∈ S} gleich
der Menge {1, 2, . . . , n− k}.
ν2
(
H
(
1
2
))
=
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
1
2
µτ(κ) + n− κ
)
−
(
1
2
µτ(λ) + n− λ
))
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ
)
−
(
1
2
µτ(λ) + n− λ
))
+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ
)
−
(
1
2
µτ(λ) + n− λ
))
+
∑
1≤κ<λ≤n
τ(κ)∈S,τ(λ)∈S
ν2
((
1
2
µτ(κ) + n− κ
)
+
(
1
2
µτ(λ) + n− λ
))
+
∑
1≤κ<λ≤n
τ(κ)/∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ
)
+
(
1
2
µτ(λ) + n− λ
))
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+
∑
1≤κ,λ≤n
τ(κ)∈S,τ(λ)/∈S
ν2
((
1
2
µτ(κ) + n− κ
)
+
(
1
2
µτ(λ) + n− λ
))
−
∑
1≤κ≤n−1
ν2 ((2κ− 1)!)− ν2((n− 1)!)
=
∑
1≤κ<λ≤k
ν2 (κ− λ) +
∑
1≤κ<λ≤n−k
ν2 (κ− λ)− k(n− k)
+
∑
1≤κ<λ≤k
ν2 (κ+ λ− 2) +
∑
1≤κ<λ≤n−k
ν2 (−1 + κ+ λ)− k(n− k)
−
∑
1≤κ≤n−1
ν2 ((2κ− 1)!)− ν2((n− 1)!)
=
k(k − 1)
2
− α1(k) + (n− k)(n− k − 1)
2
− α1(n− k)− k(n− k)
+
(k − 2)(k − 1)
2
+
(n− k)(n− k − 1)
2
− k(n− k)
−(n− 1)2 + (n− 1) + α1(n− 1)− (n− 1) + α(n− 1)
= (n− k)− 4k(n− k)− α1(k)− α1(n− k) + α1(n)
Mit dem Rollentausch k ↔ n− k folgt :
Satz 4.45
Die Mannigfaltigkeit SO(2n)/U(n1) × · · · × U(ns) mit reeller Dimension
n(2n− 1)−
s∑
σ=1
n2σ kann nicht in einen euklidischen Raum der Dimension
8k(n− k)− 2k − 2α1(n) + 2α1(n− k) + 2α1(k)− 1
immersiert werden. Dabei ist k eine beliebige natu¨rliche Zahl, die als Summe∑
σ∈S
nσ mit S ⊂ {1, . . . , s} auftritt. 
Satz 4.46
SO(2n)/U(n1) × · · · × U(ns) ist eine π–Mannigfaltigkeit oder la¨ßt sich in
einen euklidischen Raum der Dimension 2n2 − n− s immersieren.
Beweis: Dies folgt unmittelbar aus den Sa¨tzen 1.10 und 4.42. 
Anhang
In diesem Anhang sind fu¨r jeden der betrachteten fu¨nf Typen die Dimen-
sionen und die Schranken der Immersionsdimensionen von jeweils 25 zufa¨llig
ausgewa¨hlten homogenen Ra¨umen tabellarisch zusammengestellt.
Dabei sind die
”
Fahnenzahlen“ Zahlen aus der Menge {1, . . . , 10} und die
”
Fahnendimensionen“ Zahlen aus der Menge {1, . . . , 25}.
Zur besseren U¨bersicht bezeichnen wir Gruppen wie U(n1)× · · · × U(ns) in
den Tabellen mit U(n1, . . . , ns).
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Komplexe Fahnenmannigfaltigkeiten
Mannigfaltigkeit Dim u.S. o.S.
U(128)/U(14,16,7,9,25,5,24,21,7) 14086 16256 16375
U(99)/U(13,2,7,9,6,21,20,21) 8180 9702 9793
U(46)/U(16,10,3,17) 1462 2036 2112
U(51)/U(4,20,4,23) 1640 2544 2597
U(33)/U(4,19,8,2) 644 1026 1085
U(32)/U(25,7) 350 666 694
U(15)/U(3,4,8) 136 210 222
U(66)/U(3,6,9,17,12,16,1,2) 3536 4290 4348
U(127)/U(10,24,8,9,16,23,13,16,8) 14034 16002 16120
U(91)/U(23,24,17,4,23) 6342 8190 8276
U(89)/U(24,25,24,16) 5888 7790 7917
U(45)/U(23,2,18,2) 1164 1980 2021
U(30)/U(21,5,4) 418 724 832
U(53)/U(10,18,14,11) 2068 2750 2805
U(154)/U(23,25,10,20,21,23,4,22,2,4) 20572 23562 23706
U(71)/U(15,24,18,11,3) 3786 4970 5036
U(145)/U(16,24,19,9,25,14,21,14,3) 18284 20880 21016
U(59)/U(8,9,15,1,4,22) 2610 3422 3475
U(56)/U(6,11,14,6,19) 2386 3064 3131
U(65)/U(22,7,3,13,15,5) 3264 4160 4219
U(67)/U(25,16,12,14) 3268 4368 4485
U(52)/U(10,21,17,1,3) 1864 2648 2699
U(65)/U(3,10,6,21,1,11,13) 3348 4160 4218
U(128)/U(23,13,15,12,16,13,2,16,10,8) 14468 16256 16374
U(38)/U(23,15) 690 1346 1375
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Quaternionale Fahnenmannigfaltigkeiten
Mannigfaltigkeit Dim u.S. o.S.
Sp(85)/Sp(6,4,18,17,13,3,24) 11612 14280 14358
Sp(61)/Sp(9,22,7,20,3) 5396 7320 7376
Sp(121)/Sp(16,20,22,4,23,20,16) 24600 29040 29154
Sp(113)/Sp(5,9,1,22,6,23,25,1,21) 21092 25312 25416
Sp(74)/Sp(15,16,3,11,25,4) 8448 10800 10872
Sp(125)/Sp(6,24,25,21,22,21,6) 25972 30988 31118
Sp(121)/Sp(25,22,10,7,24,15,18) 24516 29040 29154
Sp(54)/Sp(15,14,15,10) 4340 5698 5774
Sp(63)/Sp(5,19,21,3,15) 5816 7758 7870
Sp(28)/Sp(2,21,5) 628 1136 1251
Sp(134)/Sp(9,25,9,23,20,17,5,1,25) 30600 35644 35769
Sp(105)/Sp(22,1,17,25,21,19) 17648 21696 21939
Sp(66)/Sp(11,19,8,15,13) 6832 8576 8641
Sp(97)/Sp(1,9,10,7,11,4,13,19,10,13) 16484 18624 18711
Sp(105)/Sp(22,18,11,25,13,14,2) 18204 21840 21938
Sp(35)/Sp(9,10,16) 1576 2368 2412
Sp(46)/Sp(7,18,21) 2604 4112 4183
Sp(109)/Sp(24,18,22,25,6,7,1,4,2) 19532 23544 23644
Sp(18)/Sp(3,15) 180 344 356
Sp(19)/Sp(1,18) 72 138 142
Sp(94)/Sp(18,22,21,3,8,8,14) 14508 17484 17571
Sp(58)/Sp(8,15,21,10,3,1) 5048 6612 6664
Sp(149)/Sp(23,9,9,3,23,7,9,24,24,18) 38732 44104 44243
Sp(93)/Sp(10,21,16,20,11,2,13) 14316 17112 17198
Sp(115)/Sp(1,5,14,24,18,1,15,24,13) 22264 26220 26326
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Reelle orientierte Fahnenmannigfaltigkeiten
Mannigfaltigkeit Dim u.S. o.S.
SO(206)/SO(36,50,32,16,16,24,24,8) 17944 21012 21115
SO(76)/SO(26,4,12,6,28) 2060 2812 2850
SO(90)/SO(36,38,16) 2552 3872 4005
SO(66)/SO(26,22,12,6) 1508 2112 2145
SO(312)/SO(48,20,20,12,46,34,44,38,6,44) 42736 48360 48516
SO(218)/SO(28,32,16,18,34,12,32,46) 20348 23544 23653
SO(70)/SO(12,28,30) 1536 2336 2415
SO(98)/SO(4,44,2,12,12,24) 3392 4704 4753
SO(260)/SO(28,22,46,34,46,42,20,22) 29148 33540 33670
SO(98)/SO(22,6,32,38) 3308 4658 4753
SO(108)/SO(18,8,26,16,8,16,16) 4884 5720 5778
SO(82)/SO(46,32,4) 1784 3238 3321
SO(42)/SO(18,16,8) 560 828 861
SO(256)/SO(10,20,42,20,18,36,28,38,2,42) 28628 32512 32640
SO(268)/SO(38,32,30,48,30,50,4,36) 30720 35644 35778
SO(62)/SO(50,12) 600 1160 1196
SO(30)/SO(22,8) 176 330 349
SO(232)/SO(28,12,34,50,36,22,50) 22480 26674 26796
SO(54)/SO(20,34) 680 1316 1356
SO(176)/SO(38,22,16,20,46,32,2) 12624 15312 15400
SO(178)/SO(24,16,10,30,24,50,24) 13100 15664 15753
SO(192)/SO(26,50,34,10,14,32,4,22) 15356 18240 18336
SO(302)/SO(50,18,48,48,48,30,32,28) 39380 45286 45451
SO(278)/SO(38,8,36,6,48,34,18,50,40) 33280 38364 38503
SO(230)/SO(12,34,30,44,20,48,30,12) 22508 26220 26335
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Die Mannigfaltigkeiten
Sp(n)/U(n1)× · · · × U(ns)
Mannigfaltigkeit Dim u.S. o.S.
Sp(45)/U(7,1,13,6,18) 3516 4038 4090
Sp(64)/U(11,10,23,20) 7106 8178 8252
Sp(68)/U(11,19,21,8,9) 8248 9224 9311
Sp(110)/U(16,16,8,4,11,25,8,17,5) 22594 24200 24301
Sp(47)/U(13,12,22) 3668 4402 4462
Sp(129)/U(13,20,14,20,18,6,9,15,6,8) 31480 33282 33401
Sp(61)/U(16,24,19,2) 6306 7282 7499
Sp(70)/U(8,21,18,23) 8512 9682 9866
Sp(86)/U(6,7,11,5,10,22,6,17,2) 13734 14792 14869
Sp(112)/U(6,1,22,16,3,17,19,14,14) 23372 25088 25191
Sp(51)/U(22,2,9,18) 4360 5190 5249
Sp(47)/U(4,21,1,21) 3566 4402 4461
Sp(114)/U(19,25,10,16,13,23,2,6) 24026 25992 26098
Sp(43)/U(2,16,10,9,6) 3264 3698 3736
Sp(50)/U(9,11,18,2,4,6) 4468 4996 5044
Sp(59)/U(23,2,17,16,1) 5942 6872 7016
Sp(79)/U(12,19,9,4,6,10,19) 11462 12482 12554
Sp(73)/U(7,19,24,15,8) 9456 10616 10726
Sp(84)/U(24,11,11,15,9,14) 12876 14088 14190
Sp(56)/U(25,9,22) 5138 6208 6325
Sp(85)/U(4,10,11,14,21,15,7,3) 13378 14450 14527
Sp(118)/U(12,19,12,3,10,8,22,22,10) 26076 27848 27957
Sp(23)/U(22,1) 596 597 1079
Sp(53)/U(16,24,13) 4670 5578 5668
Sp(114)/U(2,6,24,13,19,2,13,16,19) 24170 25992 26097
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Die Mannigfaltigkeiten
SO(2n)/U(n1)× · · · × U(ns)
Mannigfaltigkeit Dim u.S. o.S.
SO(282)/U(24,18,23,2,21,18,10,15,10) 36998 39480 39612
SO(130)/U(5,14,20,15,5,6) 7478 8300 8379
SO(136)/U(22,13,11,9,13) 8156 9106 9175
SO(166)/U(18,10,6,5,15,2,19,8) 12556 13612 13687
SO(248)/U(4,8,19,21,10,25,2,16,15,4) 28520 30504 30618
SO(66)/U(24,6,3) 1524 1678 2142
SO(86)/U(3,25,14,1) 2824 3526 3651
SO(160)/U(20,16,22,4,4,14) 11352 12640 12714
SO(96)/U(12,5,8,21,2) 3882 4502 4555
SO(88)/U(13,23,8) 3066 3778 3825
SO(104)/U(24,22,6) 4260 5280 5353
SO(104)/U(9,1,14,19,9) 4636 5280 5351
SO(270)/U(15,9,24,17,24,25,10,11) 33722 36180 36307
SO(90)/U(20,25) 2980 3918 4003
SO(198)/U(14,14,17,18,16,9,10,1) 18060 19404 19495
SO(92)/U(4,19,5,1,17) 3494 4140 4181
SO(124)/U(6,14,11,4,15,10,2) 6928 7564 7619
SO(194)/U(17,7,2,18,6,25,22) 16910 18624 18714
SO(106)/U(18,1,8,20,3,3) 4758 5512 5559
SO(30)/U(3,3,5,4) 376 420 431
SO(38)/U(3,7,2,7) 592 684 699
SO(186)/U(13,6,8,7,20,2,18,12,7) 15966 17112 17196
SO(24)/U(2,10) 172 173 274
SO(274)/U(11,22,21,19,2,23,4,16,19) 34828 37264 37392
SO(56)/U(3,25) 906 907 1538
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