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Abstract
With the growing dependence on wind power generation, improving the accuracy of
short-term forecasting has become increasingly important for ensuring continued economical
and reliable system operations. In the wind power forecasting field, ensemble-based
forecasting models have been studied extensively; however, few of them considered learning
the features from both historical wind data and NWP data. In addition, the exploration of the
multiple-input and multiple-output learning structures is lacking in the wind power
forecasting literature. Therefore, this study exploits the NWP and historical wind data as input
and proposes a two-stage forecasting framework on the shelf of moving window algorithm.
Specifically, at the first stage, four forecasting models are constructed with deep neural
networks considering the multiple-input and multiple-output structures; at the second stage,
an ensemble model is developed using ridge regression method for reducing the extrapolation
error. The experiments are conducted on three existing wind farms for examining the 2-h
ahead forecasting point. The results demonstrate that 1) the single-input-multiple-output
(SIMO) structure leads to a better forecasting accuracy than the other threes; 2) ridge
regression method results in a better ensemble model that is able to further improve the
forecasting accuracy, than the other machine learning methods; 3) the proposed two-stage
forecasting framework is likely to generate more accurate and stable results than the other
existing algorithms.
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1. Introduction
Renewable energy has become a primary focus of academic research and driven changes
in power industries. Wind energy is considered a very promising source of such energy [1].
Thus far, China has deployed the largest wind-power capacity (188,390 MW) in the world [2].
The integration of wind power into the power market reduces pollution caused by traditional
energy resources (e.g., coal and oil). However, the intermittent and dynamic nature of wind
energy adds risk to economical and reliable operations [3]. According to the intraday power
market exchange in China, each wind farm is supposed to submit a short-term wind power
forecasting (WPF) results every 15 min to a scheduling center, where a composite forecast is
built concerning the next 15 min to 4 h. In general, the schedule center selects one time point
within the future 4 h to evaluate the forecasting accuracy. According to the survey, most
provinces select a point 2-h ahead; hence, in this paper, we use this time point to examine the
performance of our proposed model. For a short-term WPF, existing models can generally be
classified into three groups [4]: physical models based on numerical weather prediction
(NWP), statistical models based on data-driven intelligent algorithms, and hybrid physical
and statistical models.
NWP models simulating the physics of the atmosphere using laws and boundary
conditions, have been widely used in the literature [5-11]. However, the direct adoption of
NWP models for WPF faces various challenges, such as those of spatial and temporal
resolution and accuracy. Compared to NWP models, statistical models, such as autoregressive
moving average (ARMA) methods [12, 13], autoregressive integrated moving average
(ARIMA) methods [14], Kalman filter [15] and deep neural networks [16-18], use historical
data for training, and usually outperform NWP models for short-term WPF. In terms of the
hybrid models, they use the historical wind power data and NWP data as input to build the
forecasting model. Because of using more input information than the others, such models
theoretically lead to better forecasting accuracy as long as they are well developed. For
example, Wu et al. [19] used convolutional neural networks (CNN), long short-term memory
(LSTM) networks and recurrent neural networks to extract the features from the hybrid data
for the development of a 4-h-ahead WPF model; Liu et al. [20] decomposed the hybrid data
using wavelet packet and then made use of CNN and LSTM to forecast 10-, 20-, and
30-min-ahead wind speed. However, all the aforementioned researches only use a single
model to forecast the all scenarios.
Recently, some researches pay attention to using the ensemble model for improving the
forecasting accuracy. As commented by Freedman et al. [21], ensemble models may produce
more accurate forecasting results than any of a single model. Briefly, the architecture of an
ensemble method builds several models at the first stage and then combines the results from
the first stage with an ensemble algorithm at the second stage. For example, Feng et al. [22]
exploited several machine learning techniques to build the forecasting models and then
integrated the results with an algorithm to further improve the forecasting accuracy; Wang et
al. [23] utilized CNN to extract features from each decomposed raw wind power data by
wavelet transform, and then output the forecasting results with an ensemble method; Hao and
Tian [24] proposed a two-stage WPF module with a novel nonlinear ensemble method at the
second stage to integrate all the components and forecast error values. More related
researches could be found in [25-27].
In the ensemble-based researches, some ones only used the historical wind data as input
such as [23-27]; by contrast, Feng et al. [22] utilized the NWP data as input to forecast the
1-h-ahead wind speed. Considering the success of the hybrid data (NWP and historical wind
data) in the literature, we prefer to use such mixed data to develop the forecasting model.
However, NWP and historical wind data are generated by different mechanisms; hence, the
internal patterns of different types of data are different. Even though the combination of CNN
and LSTM networks has shown distinguished performance in [19] and [20], these researches
do not consider the ensemble methods; more importantly, these researches combine and enter
the different types of data into the model directly without analyzing whether such a direct
combination would cause positive or negative effects on the forecasting accuracy. In addition,
for the WPF related researches, the output is always just a single output. In the literature, the
structure with multiple outputs has been studied in the deep learning area. As described in Xu
et al. [28], multiple-output learning is to simultaneously predict multiple outputs given an
input. In addition, Zhao et al. [29] commented that adding an auxiliary output may help
gradient pass down to lower layers and make low-level features more accurate so that the
over-fitting issue might be prevented. Hence, we further consider adding a wind speed
forecasting result as an auxiliary output to investigate whether this structure is likely to
improve the forecasting accuracy of wind power. Lastly, in the ensemble-based researches,
e.g., [22] and [23-27], machine learning algorithms are usually used to blend the results from
the first stage; however, these researches do not consider the usage of the ridge regression
(RR) method, which is likely to reduce the extrapolation error [30]. In statistics, when
examining the model with the data that is over the original range, the extrapolation of the
model would occur [31].
To bridge the gap discussed above, this paper firstly develops a moving-window based
two-stage forecasting framework. At the first stage, we propose four forecasting models using
CNN and LSTM networks to learn the features of the data with different input and output
structures, namely single-input-single-output (SISO) model, multiple-input-single-output
(MISO) model, single-input-multiple-output (SIMO) model and
multiple-input-multiple-output (MIMO) model. After that, we conduct an experiment to
explore which structure is more beneficial in wind power forecasting. At the second stage, we
integrate the results from the first stage with RR method and use a moving-window algorithm
to update the parameters of the ensemble model. Moreover, several statistical modeling
methods are selected as benchmarks to demonstrate the advantage of RR in addressing the
extrapolation error of the model. Finally, the forecasting results are compared with those
generated by several existing algorithms.
In the following, Section 2 introduces the first-stage models; Section 3 describes the
two-stage forecasting framework; Section 4 displays the experiment results, and Section 5
presents the concluding remarks.
2. Development of the first-stage models
The combination of CNN and LSTM has been widely used in the literature, e.g., Wu et al.
[19] and Liu et al. [20], to develop a deep neural network for the wind power forecasting. In
this study, we also make use of such a technique combination to build the SISO, SIMO,
MISO and MIMO models at the first stage, respectively.
2.1.SISO model
The SISO model, as shown in Fig. 1, follows the structure that is extensively used in the
literature, in which the input data are combined to enter in the forecasting model together and
then output the single forecasting result.
Figure 1. Architecture of SISO model using deep neural networks.
Given the prediction horizon ℎ and time steps 𝑛, if we are at time 𝑡, we use the historical
wind power data 𝑥𝑝 = {𝜑𝑝𝑡−𝑛,…,𝜑𝑝𝑡−1,𝜑𝑝𝑡} , historical wind speed data 𝑥𝑠 =
{𝜑𝑠𝑡−𝑛,…,𝜑𝑠𝑡−1,𝜑𝑠𝑡} , and NWP data 𝑥𝑤 = {𝜑𝑤𝑡−ℎ+1,…,𝜑𝑤𝑡+ℎ,𝜑𝑤𝑡+ℎ+1,…,𝜑𝑤𝑡+2ℎ−1} as input to
build the forecasting model. As noted, the NWP data used in this study are obtained one day
in advance; therefore, such settings are reasonable. The strategy of SISO model is to solve the
regression problem by minimizing the loss function in every batch of output:
𝐿𝑝 =
1
𝑚
∑ 𝜑෡𝑝𝑡+h − 𝜑𝑝𝑡+h
2
, (1)
where 𝜑෡𝑝𝑡+h is the forecasting wind power results using the SISO model at time 𝑡 + ℎ, 𝜑𝑝𝑡+h
is the actual wind power generation at time 𝑡 + ℎ and 𝑚 is the number of the total points used
for modeling. As seen in Fig. 1, historical wind speed, historical wind power and NWP data
are combined as a 15 × 7 matrix. 7 represents 7 input variables, namely five NWP variables
(wind speed, wind direction, humidity, air pressure and temperature) and historical wind
speed variable and historical wind power variable. If we are at 8 o’clock in the morning, for
NWP data, 15 represents the data from 8:15 a.m. to 11:45 a.m.; for wind speed and power
data, 15 represents the data from 4:30 a.m. to 8:00 a.m. The constructed matrix is accepted by
a 64 hidden-size LSTM layer; after that, with the ELU activation function in the first layer,
the outputs are passed to the CNN layers. Taking the first convolutional layer as an example,
64 7 represents the input size, 4 is the number of the kernels, (3, 3) indicates the kernel size,
and (1, 1) is the step length. After three fully-connected (FC) layers, wind power is output at
the last FC layer.
2.2.SIMO model
In the following, we present the architecture of the SIMO model. Compared to SISO
model, SIMO model also forecasts wind speed besides forecasting wind power as shown in
Fig. 2. The main idea behind SIMO model follows the structure of multiple-output learning.
Hence, the loss function could be written as:
𝐿𝑝,𝑠 =
1
𝑚
𝛼∑ 𝜑෡𝑝𝑡+h − 𝜑𝑝𝑡+h
2 + 1
𝑚
𝛽∑ 𝜑෡𝑠𝑡+h − 𝜑𝑠𝑡+h
2
, (2)
where 𝜑෡𝑠𝑡+h is the forecasting wind speed results at time 𝑡 + ℎ , 𝜑𝑠𝑡+h is the actual wind
speed at time 𝑡 + ℎ , 𝛼 and 𝛽 are the weight parameters. The Pearson correlation coefficient
between real wind speed and wind power is greater than 0.933 in these three wind farms;
hence, we set 𝛼 and 𝛽 as 1 and 0.9 in this study.
Figure 2. Architecture of SIMO model using deep neural networks.
2.3.MISO model
Taking NWP wind speed, real wind speed and wind power data in the same periods as
shown in Fig. 3, we can find out that these three variables have high similarities to each other;
however, NWP wind speed has smaller variances than the others, and NWP wind speed has
less correlations with real wind power than real wind speed. Hence, the aim of the
multiple-input structure is to explore whether learning different types of data separately is
able to improve the forecasting accuracy or not, compared to SISO structure. Fig. 4 presents
the architecture of the MISO model. As seen, to extract the features of NWP data, we still use
SISO structure; however, for the historical wind speed and wind power data, we use another
LSTM layers to learn their internal patterns, respectively. Before output, the extracted features
from three different types of input data are concatenated.
Figure 3. An example of NWP wind speed, real wind power and wind speed in the same
periods
Figure 4. Architecture of MISO model using deep neural networks
2.4.MIMO model
The structure of the networks for MIMO model is an integration of MISO and SIMO
models, as shown in Fig. 5. Compared to the other threes, the architecture of MIMO model is
the most complicated one; however, it should be noted that this does not guarantee it will
produce the most accurate forecasting results than the others. When designing these four
structures, we would like to investigate how the models perform when only changing the way
of input-and-output structure. If the results of these four models have no significant
differences to each other, the ensemble procedure has little meaning; otherwise, combining
the forecasting results with a statistical method provides more potentials to further improve
the forecasting accuracy.
Figure 5. Architecture of MIMO model using deep neural networks
3. Two-stage forecasting framework
To develop a two-stage forecasting framework, the data used for each stage is critical. In
this study, considering the over-fitting issue, we require first-stage and second-stage training
sets have no crossover. In addition, we use a validation set to examine the goodness of the
first-stage models. When forecasting wind power ramp events, a common assumption that the
forecasting model does not depend on the long-term historical data is made [32]. Therefore,
we exploit the latest data before the forecasting day as the validation set and second-stage
training set for the further improvement of the forecasting accuracy. Note that the validation
set might be the same as the second-stage training set or not.
Fig. 6 is the blueprint of the two-stage forecasting framework, which is built on the shelf
of moving-window algorithm for the input data update. As shown in Fig. 6, there are two
moving-window processes. Moving-window 1 is to move the training and testing datasets
forward in a certain time period. Testing datasets are divided into daily subsets; therefore,
Moving-window 2 is to move the second-stage training set forward as the testing subset
evolves. In this study, we set the window size of the first-stage training set as one-year data.
In addition, the window sizes of validation set, second-stage training set and testing set are all
10-day data. For example, if we would like to forecast the short-term wind power at Jan 11,
2020, we use the data at year 2019 as the first-stage data and the data from Jan 1 to Jan 10,
2020 as the validation set and second-stage training set. When forecasting the wind power at
Jan 20, 2020, we still use the data at year 2019 as the first-stage data but the second-stage data
are updated to Jan 10 to Jan 19, 2020. Subsequently, for the forecasting at Jan 21, 2020, we
will make use of the data from Jan 11, 2019 to Jan 10, 2020 to train the models at the first
stage, and utilize the data from Jan 11 to Jan 20, 2020 as the validation set and second-stage
training set.
Besides the moving-window algorithms, at the first stage, the four proposed deep neural
networks in Section 2 are applied to the first-stage data to train the models. At the second
stage, the first-stage models (MIMO, MISO, SIMO and SISO) are applied to the second-stage
training set to obtain the forecasting results 𝑌෡𝛼,𝑌෡𝛽,𝑌෡𝛾 and 𝑌෡𝛿, respectively. These forecasting
results and their corresponding real power, 𝑌𝑡2 , are used to generate a new dataset for
training the ensemble model using RR method. When forecasting the next-period wind power,
the testing data will be firstly entered into the four well trained models at the first stage to
achieve 𝑌෡𝛼' ,𝑌෡𝛽
' ,𝑌෡𝛾' and 𝑌෡𝛿
' , which will then be entered into the RR model through the “blue
lines” shown in Fig. 6. The detailed information about this two-stage forecasting framework
is presented in Algorithm 1.
Figure 6. Two-stage forecasting framework proposed in this study
Algorithm 1 Two-stage forecasting algorithm proposed in this study
Require:
St1:First stage training set .
St2:Second stage training set.
Sv1:First stage validation set.
Ste:Test set.
t1:Starting point of St1.
t2:Starting point of St2.
tv:Starting point of Sv1.
te:Starting point of Ste.
lc1:Stage 1 update cycle, which is defined as an integral multiple of lc2.
lc2:Stage 2 update cycle.
Xt1:input data of St1.
Xt2:input data of St2.
Xv1:input data of Sv1.
Xte:input data of Ste.
Yt1:Real power observation of St1.
Yt2:Real power observation of St2.
Yv1:Real power observation of Sv1.
Mα:MIMO model with output Y෡α.
Mβ:MISO model with output Y෡β.
Mγ:SIMO model with output Y෡γ.
Mδ:SISO model with output Y෡δ.
MRR:RR model with output Y෡.
1:while Ste is not null:
2:do train Mα,Mβ,Mγ,Mδ with input Xt1 and output Yt1 as training set,
and validate them with input Xv1 and output Yv1.
3:for i ← 1 to (
lc1
lc2
):
4:do collect Y෡α ← Mα Xt2 , Y෡β ← Mβ Xt2 , Y෡γ ← Mγ Xt2 , Y෡δ ← Mδ Xt2
5: train MLR with Y෡α, Y෡β,Y෡γ,Y෡δ as input and Yt2 as output
6:for j ← 1 to lc2:
7:do collect Y෡α' j ← Mα Xte j , Y෡β
' j ← Mβ Xte j ,
Y෡γ' [j] ← Mγ Xte j , Y෡δ
' [j] ← Mδ Xte[j]
8:get RESULT:Y෡te
' [j] ← MLR Y෡α' [j],Y෡β
' [j],Y෡γ' [j],Y෡δ
' [j]
9:tv ← tv + lc2, te ← te + lc2
10:update St2,Ste
11:t1 ← t1 + lc1
12:t2 ← t2 + lc1
13:update St1,St2
14:end while
4. Case study
4.1.Wind-farm data description
In this study, we implement our model at three wind farms in the Fujian Province of
China to evaluate short-term WPF accuracy. The basic information of these wind farms is
shown in Table 1. As observed, the wind conditions of these three wind farms are not quite
the same by observing the mean and standard deviations of wind speed and wind power of
these three wind farms, which denotes the experiment results can show the generalization of
the forecasting models.
The data obtained cover 2018–2019. We randomly select 10-day data from each season
as testing set to examine the performance of the developed models. Hence, when
moving-window 1 moves to the new step, for the first day forecasting, evaluation set
coincides with second-stage training set.
Table 1. Basic information of wind farms used in this study
No. of wind farm (WF) WF 1 WF 2 WF 3
Number of wind turbines 33 24 24
Installed capacity 49.5 MW 48 MW 48 MW
Type of manufacturer Envision EN70-1500 Vestas V80-2000 Gamesa G90
Hub-height of the tower(s) 70 m 80 m 90 m
Cut-in/cut-out wind speed 4.0 m/s / 25 m/s 3.5 m/s / 25 m/s 3 m/s / 21 m/s
Rated wind speed 11.6 m/s 14.5 m/s 11 m/s
Swept area 3915 m2 5027 m2 6362 m2
Mean wind speed 5.38 m/s 5.73 m/s 6.25 m/s
Mean wind power 12.73 MW 12.91 MW 12.07 MW
Standard deviation of wind speed 2.85 3.33 3.53
Standard deviation of wind power 12.89 12.87 13.51
4.2.Forecasting results
In this section, we implement the proposed model to forecast the 2-h ahead wind power at
the three given wind farms. Following the literature, we use the root mean-square error
(RMSE) and mean absolute error (MAE) to evaluate the performance of the forecasting
results.

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where N is the total forecasting points. 𝑃𝑟 is the real wind-power generation and 𝑃𝑓 is the
forecasting wind-power generation.
4.2.1. Experiment 1
In the first experiment, considering the different structures of the models at the first stage,
we investigate how the four models presented in Section 2 perform in the forecasting
accuracy. Note that in this experiment, there is no moving-window 2 procedure as presented
in Fig. 6. In other words, we build the first-stage models and then use them to forecast 10-day
wind power in order to examine the performance of these four models. We use WF1, WF2,
WF3 to represent wind farm 1, wind farm 2, and wind farm 3, respectively. After using the
evaluation measurement presented in Eqs. (3) and (4), we have the results of four seasons
shown in Table 2.
As seen, for each season, the accuracies of the proposed models are different; however,
most of the results from SIMO model have the best forecasting accuracies. To better show the
general performance of these four models, we average the forecasting accuracy of four
seasons and present them in Fig. 7.
Table 2. Forecasting results comparison between presented four models in each season
Spring MIMO MISO SIMO SISO Summer MIMO MISO SIMO SISO
WF1
RMSE 5.5242 5.5795 5.3376 5.7981
WF1
RMSE 3.6307 3.7707 3.5861 3.8215
MAE 4.2093 4.2734 4.0671 4.4994 MAE 2.0724 2.2217 2.0469 2.3701
WF2
RMSE 2.9125 2.925 2.5205 2.704
WF2
RMSE 4.3182 4.3391 4.0855 4.5418
MAE 1.8784 1.8315 1.6091 1.7583 MAE 3.2826 3.3305 3.1694 3.5356
WF3
RMSE 2.3081 2.2459 2.0235 2.2106
WF3
RMSE 5.4227 5.567 4.7035 5.1366
MAE 1.3194 1.4657 1.1654 1.4309 MAE 4.0186 4.1316 3.5202 3.8857
Autumn MIMO MISO SIMO SISO Winter MIMO MISO SIMO SISO
WF1
RMSE 5.2346 5.2490 4.9586 5.0682
WF1
RMSE 5.0679 5.2256 4.8618 5.1487
MAE 3.8446 3.8977 3.6221 3.8527 MAE 3.5209 3.73 3.3299 3.6106
WF2
RMSE 4.0866 4.1866 3.8224 4.0557
WF2
RMSE 4.7144 4.7109 4.7249 4.8591
MAE 2.9126 3.0005 2.7651 2.9071 MAE 3.3419 3.3122 3.3112 3.5154
WF3
RMSE 5.2954 5.2845 4.5240 4.6975
WF3
RMSE 4.9402 5.0171 4.9409 5.1371
MAE 3.5466 3.4424 2.9324 3.1839 MAE 3.7694 3.8224 3.8051 3.9060
Figure 7. Average forecasting accuracy comparison of the four proposed forecasting
models.
In Fig. 7, all the results from the three wind farms have the best forecasting accuracy
using SIMO model, compared to the others. Further, as noted, MIMO model has a slightly
better performance than MISO model in these three cases, which means the multiple-output
structure is a way to improve the forecasting accuracy. However, comparing MISO to SISO,
we cannot obtain the clear conclusion that the multiple-input structure can improve the
forecasting accuracy. Hence, for this specific study, such results indicate when learning the
features of the data, it is better to mix them together as a single input; moreover, adding an
auxiliary output can help improve the forecasting accuracy. In addition, we illustrate the
variances of the absolute difference between predicted wind power and real wind power from
the four proposed models in Fig. 8. As observed, the difference variances are not quite the
same to each other in each case; however, the variances of SIMO model have the lowest one
in all cases, which implies SIMO model generates the more consistently stable results than the
others.
Figure 8. Variances of the absolute difference between predicted wind power and real wind
power from four proposed models.
4.2.2. Experiment 2
In this section, we implement the proposed two-stage framework to build the forecasting
model. Even though the SIMO model in Section 4.2.1 has shown distinguished performance
compared to the others, the second stage of the framework aims to further improve the
accuracy with the application of RR model. As aforementioned, we prefer to use the latest
information before the forecasting day to build the ensemble model. Even though this method
would update the ensemble model in time effectively, it may also lead to the model
extrapolation due to the quantity of the input data. Hence, the selection of the modeling
technique at the second stage becomes paramount. To better demonstrate the performance of
RR method, we also exploit support vector regression (SVR), artificial neural networks (ANN)
and Gaussian process regression (GPR) methods as benchmarks.
The forecasting accuracies of each season using different statistical modeling
techniques are presented in Table 3. As seen, not every ensemble model has a better
performance than SIMO model in all cases; however, RR model outperforms SIMO model in
each case. More importantly, it is found out that machine learning techniques do not show the
outstanding performance for the second-stage model, compared to RR method. Especially, in
some cases, SVR and GPR based ensemble models have much worse performance than the
others, which are marked as red in Table 3. To investigate this, we plot the forecasting results
of WF3 winter case in Fig. 9.
Table 3. Forecasting accuracy comparison using different modeling techniques for ensemble
As observed in Fig. 9, all four forecasting methods have similar performance except in
the steps 729-785, SVR and GPR based ensemble models lead to very different forecasting
results (marked with a red circle) than the others. Such irrational forecasting phenomenon
occurs in eighth forecasting day. Hence, we explore the input information that builds the
eighth ensemble model and the input information for examining the eighth model in Fig. 10,
where the first 1000 data are for ensemble model construction and the rest are for testing. As
seen, when building the ensemble model, the range of the input data is between 0 and 38 MW;
however, the rest data have some over 38 MW (see the dashed rectangle in Fig. 10). In this
specific case, SVR and GPR based models may be very sensitive to the extrapolation issue so
that the forecasting results become much worse in the testing day 8. As a comparison, RR and
Spring SIMO RR SVR ANN GPR Summer SIMO RR SVR ANN GPR
WF1
RMSE 5.3376 5.2612 5.4061 5.2697 5.4689
WF1
RMSE 3.5861 3.4939 3.4281 3.5430 3.4691
MAE 4.0671 4.0077 4.0857 3.9931 4.2199 MAE 2.0469 1.9085 1.8168 2.0917 1.9829
WF2
RMSE 2.5205 2.4865 2.4887 2.5469 2.5748
WF2
RMSE 4.0855 3.9674 4.0611 3.9793 4.1710
MAE 1.6091 1.5803 1.4260 1.5800 1.5519 MAE 3.1694 3.0383 3.1411 3.0375 3.1980
WF3
RMSE 2.0235 2.0183 2.0561 2.1224 2.1118
WF3
RMSE 4.7035 4.6511 4.5685 4.7544 4.6760
MAE 1.1654 1.1502 1.0217 1.1678 1.1285 MAE 3.5202 3.4728 3.3738 3.5205 3.4811
Autumn SIMO RR SVR ANN GPR Winter SIMO RR SVR ANN GPR
WF1
RMSE 4.9586 4.7464 4.8681 4.8041 4.8259
WF1
RMSE 4.8618 4.7531 4.8418 4.6949 5.2367
MAE 3.6221 3.5090 3.5100 3.6443 3.5612 MAE 3.3299 3.2343 3.2055 3.1636 3.6595
WF2
RMSE 3.8224 3.6748 4.2732 3.8029 5.1703
WF2
RMSE 4.7249 4.5551 4.8481 4.6041 5.1104
MAE 2.7651 2.6277 2.9386 2.7373 3.3129 MAE 3.3112 3.2276 3.3947 3.2898 3.7321
WF3
RMSE 4.524 4.3834 4.5486 4.4422 5.3223
WF3
RMSE 4.9409 4.6874 6.2021 4.9197 7.6411
MAE 2.9324 2.8778 2.9795 2.9548 3.3843 MAE 3.8051 3.5662 4.3800 3.7487 4.9461
Figure 9. Ten-day forecasting results in the winter case of WF3 using different ensemble
techniques
ANN methods have a good performance when the extrapolation of the model occurs. Such
experiments not only demonstrate the advantage of RR as an ensemble modeling technique
but also denote the importance of the modeling technique selection considering the
extrapolation issue.
Figure 10. Input information illustration for the eighth day forecasting in the winter case of
WF3 (the first 1000 data are for modeling and the rest are for testing).
4.2.3. Experiment 3
In this section, we exploit four existing methods as benchmarks to demonstrate the
performance of the proposed forecasting algorithm. Specifically, we exploit persistence model
(P) and ARIMA model, which have been widely used in the literature as benchmarks for the
short-term wind power/speed forecasting. In addition, we utilize the SVR based forecasting
model (SVRf) from Sarikprueck et al. [33] as another benchmark. Lastly, we remove the
LSTM and convolutional layers in SIMO model to build a new forecasting model with only
FC layers, which is regarded as using traditional artificial neural networks (ANNf) to
construct the forecasting model. The forecasting accuracy results are presented in Table 4. As
seen, in most cases, the proposed two-stage forecasting (TSF) algorithm performs better than
the existing ones. Even though sometimes, SVRf method has a slightly better performance
than the TSF method in terms of MAE, this method also results in the worse forecasting
accuracy in the other cases. For the further investigation between the TSF and SVRf
algorithms, we plot the 10-day forecasting results in the Spring case of WF1. As shown in Fig.
11, the proposed algorithm seems to generate the closer forecasting results to the real wind
power than SVRf method, especially inside the black circle. Moreover, we integrate all the
forecasting results together and statistically analyze the absolute difference between
forecasting results and the real wind power. As shown in Table 5, the TSF algorithm leads to
the lowest mean and variance, which indicates the proposed algorithm is able to generate
more accurate and stable results than the other methods. Even though the mean of SVRf
method is slightly worse than that of the TSF algorithm, its variance is much bigger, which
connotes the SVRfmethod may generate the less stable results than the TSF algorithm.
Table 4. Forecasting accuracy comparison between the proposed two-stage forecasting (TSF)
algorithm and the existing ones
Spring TSF P SVRf ANNf ARIMA Summer TSF P SVRf ANNf ARIMA
WF1
RMSE 5.2612 5.9184 5.3201 5.5617 6.1944
WF1
RMSE 3.4939 4.0955 3.7485 3.9543 4.4910
MAE 4.0377 4.3259 3.8785 4.1690 4.6378 MAE 1.9085 2.0696 1.9627 2.1562 2.2277
WF2
RMSE 2.4865 2.8930 2.4891 2.7396 2.9794
WF2
RMSE 3.9674 4.4904 4.2450 4.1354 4.6609
MAE 1.5803 1.6245 1.5935 1.6951 1.6854 MAE 3.0383 3.3055 3.2568 3.2249 3.4266
WF3
RMSE 2.0483 2.3462 2.2469 2.979 2.4515
WF3
RMSE 4.6511 5.9998 5.5993 5.2180 6.3524
MAE 1.1502 1.2481 1.0412 2.2115 1.2827 MAE 3.4728 4.2760 3.9678 3.9425 4.6812
Autumn TSF P SVRf ANNf ARIMA Winter TSF P SVRf ANNf ARIMA
WF1
RMSE 4.7464 5.5783 5.5869 5.9684 5.9430
WF1
RMSE 4.7531 5.4044 5.1818 5.0692 5.6672
MAE 3.5090 3.8938 3.9398 4.2516 4.3409 MAE 3.2343 3.5594 3.3073 3.3917 3.9695
WF2
RMSE 3.6748 4.4854 4.1025 4.1008 4.6135
WF2
RMSE 4.5551 4.8692 4.8692 4.9768 5.1203
MAE 2.6277 3.2049 2.8699 2.9030 3.3434 MAE 3.1276 3.2013 3.2013 3.4768 3.5799
WF3 RMSE 4.3834 6.296 5.9204 5.5003 6.7510 WF3 RMSE 4.6874 5.2915 5.4555 6.9488 5.3920
MAE 2.8778 3.9545 3.5512 3.5555 4.4165 MAE 3.5662 3.9521 4.0336 5.0752 4.1393
Table 5. Absolute difference analysis between the real wind power (WP) and forecasting
results
TSF vs WP P vs WP SVRf vs WP ANNf vs WP ARIMA vs WP
Variance 8.5034 13.1778 11.9421 11.7409 13.8744
Mean 2.6487 2.9593 2.7801 3.0991 3.2395
Figure 11. An example of forecasting results using proposed algorithm and SVRfmethod.
5. Conclusion
WPF using ensemble model is a widely studied topic. Compared to the literature works,
this paper makes use of the day-ahead NWP data and historical wind data as input to develop
a two-stage forecasting framework on the shelf of moving window algorithm. Specifically, we
propose four models with deep neural networks at the first stage. The four models use the
same parameters in the CNN and LSTM layers except their input and output structures.
Experiment 1 demonstrates that SIMO model results in better forecasting accuracies than the
other threes, which indicates the multiple-output learning structure is a way for the
improvement of the forecasting accuracy in the wind power field; however, the multiple-input
learning structure cannot bring any benefits in this study. Moreover, after using the proposed
TSF algorithm to forecast the wind power generations, we find out that the TSF algorithm
using RR method is able to further improve the forecasting accuracy as shown in Table 4,
compared to SIMO model in all cases. More importantly, as Figs. 8 and 9 illustrated, some
machine learning techniques are likely to lead to the extrapolation errors, which denotes the
importance of selecting the ensemble model. In the end, we compare the proposed TSF
algorithm with several existing algorithms. Even though SVRf method sometimes leads to a
better accuracy in terms of MAE, this method has bigger RMSE values in all cases, and also
has bigger absolute mean and variance difference than TSF algorithm as shown in Tables 4
and 5. All in all, the proposed TSF algorithm is able to generate more accurate and stable
forecasting results than the existing ones.
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