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STRUCTURES
The calculations of the relaxed structures are carried
out using density functional theory (DFT) formalism, as
implemented in the ABINIT code[1, 2]. Norm-conserving
Troullier-Martins type pseudo-potentials generated with
fhi98PP code are used to describe interactions between
ions and electronic density. The exchange-correlation
energy is given by the generalized gradient approxima-
tion (GGA) of Perdew, Burke and Ernzerhof. The wave
functions are represented in a plane-wave basis set with
a cutoff energy of 30 Ha. Some calculations are con-
firmed at a cutoff of 40 Ha. The reciprocal space of
the low-temperature phase (Pnma) is sampled with a
4 × 4 × 4 Monkhorst-Pack-type grid [3], whereas for the
high-temperature phase (Cmcm) and the cubic phase, an
8×8×8 unshifted grid was used. The total energy of both
phases is converged to within 3 meV. Atomic positions
and lattice parameters are relaxed using a Broyden algo-
rithm where a maximal absolute force over atoms of 10−6
Ha/Bohr is set as a stopping criterion for the relaxation.
The Pnma phase is made up of two-dimensional lay-
ers stacked along the c axis. The layers have a weak
interaction which controls the global structural proper-
ties. Anions and cations form layers in a zig-zag pattern
of chains. Each atom has four neighbours with covalent
bonding.
In the past, many groups studied the low T Pnma
phase, few studied the high T Cmcm phase. To our
best knowledge, only Ref. [4] have investigated the high
T phase theoretically and used experimental structure
from Ref. [5]. Overall, we have a good agreement for the
Pnma with the structures of other groups. For the Cmcm
phase, we have a good agreement with experimental data
: while the a and b axis are slightly underestimated, the
c axis is overestimated. The differences result from three
sources: common overestimation due to the GGA, the
pseudopotential approximation; the lack of thermal ex-
pansion comparing to high temperature lattice constants;
and the lack of Van der Waals corrections.
Calculations of the Cubic phase of SnSe are also pre-
sented here. This structure is not a natural phase of SnSe
because the melting of SnSe appears before the phase
transition from Cmcm to Cubic phase. However, this
phase can be induced by pressure and has interesting su-
perconducting properties [6].
Table I summarizes the different cell parameters used
here and found in the literature.
Pnma
Pseudo-potentials Cell parameters
Zhao et al. [5] 4.22 4.40 11.58
Sassi et al. [7] 4.153 4.433 11.497
Chattopadhyay et al. [8] 4.153 4.445 11.501
at 295 K
Chattopadhyay et al. [8] 4.282 4.334 11.580
at 790 K
Relaxed structure GGA PBE FHI 4.2095 4.4968 11.7201
Carrete et al. [9] LDA PAW 4.20 4.55 11.72
Guo et al. [10] LDA PAW PW 4.12 4.29 11.31
Guan et al. [11] GGA PBE SOC 4.190 4.46 11.570
Cmcm
Pseudo-potentials Cell parameters
Zhao et al. [5] 4.31 4.31 11.70
Chattopadhyay et al. [8] 4.318 4.310 11.705
at 825 K
Relaxed structure GGA PBE FHI 4.2838 4.2816 11.9025
Modified Cmcm GGA PBE FHI 4.2816 4.2838 11.9025
Cubic
Pseudo-potentials Cell parameters
Relaxed structure GGA PBE FHI 6.0468 6.0468 6.0468
TABLE I. Summary of the experimental and theoretical struc-
tures used for our calculations and found in the literature.
The relaxed structures are used to calculate harmonic and
anharmonic phonons. Structures from Ref. 8 are used to cal-
culate electronic band structures, defect formation energies
and Seebeck coefficients.
2ELECTRONIC BAND STRUCTURE
Electronic band structures were calculated with
Wien2k code [12] using the exchange correlation func-
tional of Engel-Vosko [13] on a finer 35× 33× 12 k-point
grid for the Pnma phase and 25×25×23 k-point grid for
the Cmcm phase. Figure 1 shows electronic band struc-
tures for Pnma phase at 298 and 790 K as well as that of
the Cmcm phase at 825K. For the Pnma structures the
bandgap is 0.96 eV at 298 K which decreases to 0.90 eV
at 790K. For the Cmcm structure the bandgap is 0.77
eV.
FIG. 1. Electronic band structures Pnma structure with ex-
perimental volume taken at 298 K and 790 K, and Cmcm
structure with experimental volume at 825K.
HARMONIC PHONON BAND STRUCTURES
Phonon band structures along high symmetry lines
have been obtained by standard methods based on re-
sponse function calculations and DFPT[14] with the
ABINIT code. Respectively twenty-nine (Pnma),
twenty-one (Cmcm) and eight (Cubic) irreducible q-
points were taken from an unshifted 4 × 4 × 4 grid of k-
points and used for the interpolation of interatomic force
constants (IFC). Pnma phonon band structure (Fig. 2)
shows a gap of around 4 cm−1 and there are several cross-
ing points along the Γ − X and Γ − Y directions that
we should expect to be quite temperature dependent as
is the case in PbTe [15]. The strongest differences be-
tween experimental and theoretical phonon frequencies
at Γ lies below 10 %, except for LO modes which are
strongly underestimated. Cmcm phonon band structure
(Fig. 3) presents an unstable phonon mode at Γ. Cubic
phonon band structure is presented in Fig. 4. No unstable
phonon modes and some band crossing can be observed.
The first characteristic demonstrate the metastablility of
the structure and the second gives hint of good thermal
properties as in PbTe [15].
FIG. 2. Pnma phonon band structure.
ANHARMONIC HIGH-TEMPERATURE
PHONONS
To accurately describe the high temperature anhar-
monicity of SnSe we used ab initio molecular dynamics
in combination with the temperature dependent effec-
tive potential technique (TDEP)[16, 17] to extract ef-
fective interatomic force constants at finite temperature.
The ab initio molecular dynamics was carried out with
the the projector augmented wave (PAW)[18] method
as implemented in VASP.[19–22] Exchange-correlation
was treated with the Perdew-Burke-Ernzerhof functional
form.[23] The simulation cell was constructed from a
4×4×4 repetition of the unit cell (256 atoms). We used a
3FIG. 3. (a) Cmcm phonon band structure. An unstable
phonon mode at Γ distorts the Cmcm structure as shown
in (b). This distorted structure does not correspond to the
Pnma structure (c). Eigenvectors (red arrows) show that dis-
tortions appear only along the a axis and alternate the bond
lengths between Sn and Se along that axis. In this distorted
structure appears one of the main characteristics of the Pnma,
i.e. the dimerization along one of the inter-plane axis. How-
ever, the dimerized axis in Pnma is the b axis. Thus, the
unstable phonons are not responsible for the full transition
from Cmcm to Pnma.
set of seven volumes around equilibrium and ran molec-
ular dynamics at 800K using the Γ-point for Brillouin
zone integration and an energy cutoff of 400 eV for about
10000 time steps starting from 5 different random seeds
to ensure good phase space coverage. The temperature
was controlled with a Nose-Hoover thermostat[24, 25].
A 2 femtosecond time step was used in the molecular
dynamics calculations. Out of the 10000 timesteps 30
were randomly chosen, recalculated using a 2 × 2 × 2
k-point grid, and interatomic force constants were ex-
tracted. The equilibration time of each MD simulation
has been greatly reduced by starting from uncorrelated
samples corresponding to a canonical ensemble. These
initial guesses were already thermalised using the method
described in Ref. [26].
FIG. 4. Cubic phonon band structure. The absence of un-
stable phonon mode proves the metastable character of the
structure at 0 K.
METADYNAMICS
The crystal structural transition involves energies that
can be difficult to describe by normal Ab initio molecu-
lar dynamics due to limitations in simulation time and
thermodynamic sampling. In order to overcome this, a
method was introduced in 2003 by Marton˘a´k, Laio and
Parrinello [27, 28] known as metadynamics for crystals.
In this methodology, the Gibbs potential G is defined as
a function of the collective variable h, which is the ma-
trix defined by lattice vectors as h = ~a,~b,~c. The matrix
h is evolved by a steepest descent algorithm, driving the
system to a minimum of G. The key in metadynam-
ics is the introduction of a history dependent repulsive
potential in the Lagrangian, given by a series of Gaus-
sians that are added at each time step. The presence of
this potential drives the system out of its instantaneous
minimum, and allows the structure to evolve to other
configurations and explore the potential energy surface.
The calculations reported in this work follow exactly the
implementation discussed in Refs. [27–29].
The computational details for the metadynamics are as
follows. The ab initio molecular dynamics was obtained
using the VASP code.[19–22] Exchange-correlation was
treated with the Perdew-Burke-Ernzerhof functional
form. Similar calculations were also performed by con-
sidering the PBEsol as the exchange correlation func-
tional [33], with similar results. The initial state was
built from an optimized Pnma cell of 8 atoms, and sev-
eral calculations were performed with supercells of 3x3x3
and 3x3x2, for a total of 216 atoms and 144 atoms re-
spectively. Short molecular dynamics of 300 fs with a
Nose´ thermostat [30–32] are used to estimate the aver-
age stress tensor at each metadynamic step. The MD is
performed with only Γ point sampling of the Brillouin
Zone - we have checked that the energy ordering of the
Pnma, Cmcm, and rocksalt phases is correct even with
4the reduced sampling. For the Gaussian history term,
our reported results are obtained with a gaussian width
of σ of 10 (kbar A˚3)(1/2) and a Gaussian height of 100
kbar A˚3 (taken to be σ2 to obtain a normalized Gaus-
sian). We have also tested with values for σ of 20 (kbar
A˚3)(1/2) and 40 (kbar A˚3)(1/2).
FIG. 5. Gibbs free energy obtained from metadynamics for
T = 300K. Different gaussian widths were considered, start-
ing from σ = 40, 20 and 10. The last two cases see the same
potential energy surface, while for σ = 40, the metadynamics
gets rather quickly to a minima and large oscillations are ob-
served, while each of the minima corresponds to a cubic like
structure.
Figure 5 shows the evolution of the Gibbs free energy
per formula unit as a function of the metadynamics step
for T = 300K and with the PBE functional. For σ = 40,
the metadynamics oscillates quite quickly and strongly,
while the changes for σ = 10 and 20 are smaller and do
not show important differences. A first new minimum
of the PES is reached within 10-20 iterations. During
this period, there is a relative shift between the SnSe bi-
layers towards a rocksalt-like stacking. After this shifting
settles, the structure oscillates between different minima
in Gibbs Free Energy, with b/a > 1 and b/a < 1.
To characterize the proximity of the system to Pnma,
Rocksalt, and Cmcm structures, Figure 6 shows his-
tograms of the average Sn-Se distances, binned over the
last 150 fs in the MD runs of different metadynamics
steps. At step 1 the Sn-Se distances correspond retains
some of the Pnma (energy miminization of the final struc-
ture of step 1 identifies space group 62). Temperature
seems to be a stronger driving force than the Gaussians,
in the relative shifting between the SnSe layers, as it is
already present in metadynamics step 1. In very few iter-
ations, the Free energy is reduced to the closest minimum
that corresponds to a b/a ratio close to 1.0. This indicates
that the transition from the Pnma phase almost barrier-
less. After iteration 20, the structure presents one broad
peak with an Sn-Se average bond length in plane of 3.02
A˚. This is close to distances present in the rockstalt case
(3.028 A˚) and Cmcm ( 3.054 A˚), but the shorter bond in
FIG. 6. Average atomic Sn-Se distance at different metady-
namics steps for T = 300K and σ = 10. Dotted line cor-
responds to the relaxed Pnma phase, dotted-dashed is the
relaxed rockstalt phase and the dashed line is the relaxed
Cmcm phase, all at 0K.
Cmcm is missing. The peak shifts gradually to larger val-
ues up to iteration 20 and then it oscillates around 2.92
A˚. The lower right panel of Fig 6 (main paper) shows
that the scalar product of generalized forces is never pos-
itive after the layer slip occurs: the system never falls
into another separate well. Neither does it attain the
value of -1, which would indicate the metadynamics is
climbing straight out of a well in the PES. The image
is that of continuous rotation in a large and flat well in
the PES. Based on the lattice parameter ratio and the
behavior of the histogram we conclude that the structure
moves from the Pnma phase to rocksalt with very little
initial barrier to the bilayer “slip”. The b/a ratio is close
to one, but the system retains some local memory of the
anisotropy of Pnma and Cmcm in the asymmetry of the
bond length peak. The metadynamics clearly shows the
path from Pnma towards rocksalt, and the results do not
show any presence of a Cmcm phase, even at 700K.
(a) (b)
(c) (d)
FIG. 7. Metadynamics snapshots after the molecular dynam-
ics run at each particular metadynamics states at T = 300K
and σ = 10. (a) Step 1 (b) Step 21 (c) Step 33 (d) Step 39.
5CARRIER CONCENTRATION
Zhao et al. determined carrier concentration in the
structure via hall measurements[5]. We can observe that
the carrier concentration is constant in the 300 K-600
K range which correspond to the Pnma phase. During
the transition region (600 K-807 K), the carrier concen-
tration rises exponentially. They also report anisotropic
hall coefficients which leads to different carrier concentra-
tions along cartesian axis. However, the determination
of carrier concentrations with hall resistances assumes a
single parabolic band model and a hall scattering factor
of unity. Though this simple model fails to determine the
exact carrier concentration because it should be isotropic
along the different cartesian directions, it gives a good in-
dication of the real value throughout the structure. Our
calculations are carried out with a temperature depen-
dent carrier concentration chosen to be the mean value
of the carrier concentration along the three cartesian di-
rections. We also extrapolate the curve for higher tem-
peratures as measurement of hall coefficients stops at 823
K[5]. Several extrapolation schemes are performed and
the one that is retained is the one that maximize the See-
beck coefficients for Cmcm phase in the range 824 K-1000
K. Lower or larger carrier concentrations result in a lower
Seebeck coefficient. Our extrapolation shows that the ex-
ponential rise of the carrier concentration of the transi-
tion zone is stopped with the stabilization of the Cmcm
phase at 807 K. Above that point, our results show that
the carrier concentration continues to rise with a smaller
pace. The creation of defects in the structure continues
when the structure become Cmcm. The constant shape
of the experimental conductivity and Seebeck coefficient
for the Cmcm phase measured by Zhao et al. [5] con-
firms the rise of the carrier concentration with tempera-
ture. Indeed, as the temperature rises, the conductivity
should decrease due to higher electron-phonon scatter-
ing. This decrease is compensated by the rise of carrier
concentration. Similarly, the diminution of the band gap
with temperature tends to decrease the Seebeck coeffi-
cient and is also compensated by increasing the amount
of carriers in the structure. Fig. 8 shows the chemi-
cal potential plotted with the carrier concentration and
the density of states of the 3 structures used to calculate
the Seebeck coefficients. We can also split the analysis
in 3. For the first structure, the experimental carrier
concentration is approximately constant. The chemical
potential rises slightly to counteract the temperature ef-
fects. During the phase transition (600 K - 800 K), the
chemical potential is strongly lowered to populate the
valence bands and to increase exponentially the carrier
concentration. Finally, in the Cmcm region, the chemi-
cal potential stays constant as the rise of temperature is
sufficient to ensure the rise of the carrier concentration.
FIG. 8. Chemical potential of the 3 structures used to calcu-




For the defect-thermochemistry calculations we con-
sider the defects in their dilute limit [34–36]. The energy
required to generate a defect, D, with charge q under
given crystal growth condition is
Ed(D
(q), µe) = Ef(D







α nαEα is the defect
formation energy expressed with respect to its natural
state. E(D(q)) is the total energy of the supercell contain-
ing the defect and Ebulk is the energy of the pristine host
material. Furthermore, nα is the number of atoms of ele-
ment α that are transferred to the defected cell from the
reservoir, Eα is the energy of the reference state and ∆µα
is their corresponding chemical potentials. The chemical
potential of the charge, µe, is expressed with respect to
the valence band maximum (VBM) for the pristine cell.
We considered charged defects with q = [3, 2]. In Fig. 2
(main paper), for each defect D(q) at every µe value, we
illustrate only the Ed for the most stable charged defect
at a given µe. Consequently, the slope of Ed versus µe
graph is the charge q for the defect.
Two different corrections to the defect energy are im-
plemented, firstly due to difference in the alignment of
the valence bands for the defected and pristine supercells
and secondly the spurious electrostatic self-interactions
due to the finite size of the supercells [34, 37]. The el-
emental chemical potentials (∆µSn and ∆µSe) indicate
the growth conditions. These are in principle variables,
but must satisfy conditions that lead to a thermodynami-
cally stable host and prevent the formation of competing
phases. Note that the defect energies in Fig. 2 of the
6main paper are illustrated at Se rich growth conditions
which favours p-doping of SnSe by the virtue of stable
V acSn defects.
The concentration of defects, cD(q) , is calculated using
the procedure detailed in Refs. 34 and 35. Conservation
of charge results in the following expressions,











where ne and nh are the number of electrons and holes.
εCBM and εVBM are the conduction band minimum
(CBM) and VBM respectively, f(ε;µe) is the Fermi-
Dirac distribution and n(ε) is the DFT density of States.
Here we approximate that the amount of defects in the
host is small enough for the electronic structure of the
defected super-cell to be equal to that of the host, i.e.
the dilute limit. Boltzmann’s distribution will result in
the following expression for the temperature dependence
of cD(q) ,





where c0 is the number of the possible defect sites, Ed is
the defect formation energy obtained from Eq. (1) and
kB is the Boltzmann’s constant. The three simultane-
ous equations, Eq. (1), Eq. (2) and Eq. (3) are solved to
obtain cD(q) at different temperature for each defect.
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