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Abstract
In this article, stabilization result for the viscoelastic fluid flow problem governed by Kelvin-
Voigt model, that is, convergence of the unsteady solution to a steady state solution is proved
under the assumption that linearized self-adjoint steady state eigenvalue problem has a minimal
positive eigenvalue. Both power and exponential convergence results are derived under various
conditions on the forcing function. It is shown that results are valid uniformly in the time
relaxation or some times called regularization parameter κ as κ → 0, which in turn, establishes
results for the Navier-Stokes system.
Keywords: Viscoelastic fluid, Kelvin-Voigt model, exponential decay, power and exponential
convergence, steady state, stabilization. 1
1 Introduction
Consider the following equation arising in Kelvin-Voigt model of viscoelastic fluid flow problem:
find (u, p) such that
ut − κ∆ut − ν∆u+ u · ∇u+∇p = f(x, t), x ∈ Ω, t > 0,(1.1)
∇ · u = 0, x ∈ Ω, t > 0,(1.2)
u(x, 0) = u0 x ∈ Ω, u = 0 on ∂Ω, t ≥ 0,(1.3)
where, ν > 0 is the coefficient of kinematic viscosity, κ > 0 is the retardation time or the time of
relaxation of deformations and Ω is a bounded convex polygonal domain in R2 with boundary ∂Ω.
Regarding viscoelastic fluid flow problems, Pavlovskii [19] first introduced this model as a model
of weakly concentrated water-polymer mixture. Then, Oskolkov [13] and his collaborators called
it as Kelvin-Voigt model. For applications of such models see [2], [3] and [5] and reference therein.
Recently, Cao et al.[4] have proposed this model as an inviscid regularization with regularizing
parameter κ of the Navier-Stokes system. Since the system differs from the system of Navier-
Stokes equations by −κ∆ut, then one is curious to explore how far results on stabilization for the
Navier-Stokes system carry over to the Kelvin-Voigt model (1.1)-(1.3). Therefore, in this article,
both power and exponential convergence results of the unsteady solution to a steady state solution
are proved under various assumptions on the forcing function f(x, t).
For local and global solvability of the problem (1.1)-(1.3), refer to [14], [15], [16] and [17]. Earlier,
exponential decay property has been proved for the problem (1.1)-(1.3) when f = 0 in Bajpai et
al.[1], but the constants appeared in their estimates depend on ( 1κr ), r ≥ 1. Subsequently, Pany
et al. [18] have modified the arguments of [1] to establish exponential decay properties, which
are valid uniformly in κ as κ → 0, that is, these results hold for the Navier-Stokes system. On
1AMS subject classification: 35B35, 76D05, 93D20.
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related results on long term dynamics of the problem (1.1)-(1.3), refer to Kalantarov and Titi [9],
Kalantarov [10] and Kalantarov et al. [11].
On stabilizability, Sobolevskii [20] has shown exponential convergence of the unsteady solution of
the Oldroyd’s model to its steady state solution under the assumption that forcing function f is
Ho¨lder continuous and exponentially decaying. Further, He et al. [8] have shown both exponential
and power convergence for the solution by relaxing the Ho¨lder continuity of the forcing function
and assuming that forcing function f has exponential or power decay property. For linearized
viscoelastic flow problem asymptotic behavior is discussed in [7].
The main contribution of this article is on the convergence of the problem (1.1)-(1.3) to a steady
state under the assumption that the associated linearized steady state self-adjoint eigenvalue
problem has a minimal positive eigenvalue. Further, both exponential and power convergence
results are shown for the velocity and the pressure in various norms under a variety of assumptions
on the forcing function. Moreover, it is proved that results are valid uniformly in the time
relaxation or regularizing parameter κ as κ → 0. This, in turn, establishes that results are valid
for the Navier-Stokes system.
For the rest of this article, first we introduce R2- valued function denoted by bold face type letters
as
H10 = (H
1
0 (Ω))
2, L2 = (L2(Ω))2 and Hm = (Hm(Ω))2,
where L2(Ω) is the space of square integrable functions defined in Ω with inner product (φ, ψ) =∫
Ω
φ(x)ψ(x) dx and norm ‖φ‖ =
(∫
Ω
|φ(x)|2 dx
) 1
2
. Further, Hm(Ω) denotes the standard Hilbert
Sobolev space of order m ∈ N+ with norm ‖φ‖m =

 ∑
|α|≤m
∫
Ω
|Dαφ|2 dx


1/2
. Note that H10 is
equipped with a norm
‖∇v‖ =

 2∑
i,j=1
(∂jvi, ∂jvi)


1/2
=
(
2∑
i=1
(∇vi,∇vi)
)1/2
.
Let H−1 be the dual space of H10 with norm ‖·‖−1. For more details see [12].
The rest of the article is organized as follows. Section 2 focuses on the corresponding steady
state problem with some properties. Section 3 is devoted to both exponential and power conver-
gence result of unsteady solution to the corresponding steady state solution.
2 Steady state problem and its properties
In this section, first we introduce some spaces :
J1 = {φ ∈ H10 : ∇ · φ = 0},
J = {φ ∈ L2 : ∇ · φ = 0 ∈ Ω, φ.n = 0 on ∂Ω}
and Hm/R be the quotient space with norm ‖p‖Hm/R = infc∈R‖p+ c‖m.
Setting −∆˜ = −P∆ : J1 ∩H2 ⊂ J→ J as the stokes operator. Note that the following Poincare´
inequality holds true:
(2.1) ‖v‖2 ≤ 1
λ1
‖∇v‖2 ∀v ∈ H10,
where λ−11 is the best possible constant depending on the domain Ω. Moreover, the following
holds:
(2.2) ‖∇v‖2 ≤ 1
λ1
‖∆˜v‖2 ∀v ∈ J1 ∩H2.
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The continuous bilinear forms a(·, ·) and d(·, ·) on H10 ×H10 and H10 × L2/R are
a(u,v) = (∇u,∇v), ∀ u, v ∈ H10,
d(v, q) = (q,∇ · v), ∀ v ∈ H10, q ∈ L2/R,
and define the trilinear form b(·, ·, ·) as
b(v,w,φ) :=
1
2
(v · ∇w,φ)− 1
2
(v · ∇φ,w), v,w,φ ∈ H10.
Note that for v ∈ J1, w,φ ∈ H10; b(v,w,φ) = (v · ∇w,φ).
The continuous bilinear form d(v, q) satisfy the property:
(2.3) c‖q‖ ≤ sup
v∈H1
0
d(v, q)
‖∇v‖ , ∀q ∈ L
2/R.
The trilinear form satisfy the following properties:
(2.4) b(u,v,w) = −b(u,w,v) ∀u,v,w ∈ H10,
(2.5) b(u,v,w) ≤ N‖∇u‖‖∇v‖‖∇w‖ ∀ u,v,w ∈ H10,
(2.6) b(u,v,w) ≤ N‖u‖1/2‖∇u‖1/2‖∇v‖1/2‖∆v‖1/2‖w‖ ∀ u ∈ H10,v ∈ H2 ∩H10,w ∈ L2,
and
(2.7) b(v,w,w) = 0 ∀ v,w ∈ J1.
For more details we refer to [6] and [21].
An equilibrium (steady state) solution (u∞, p∞) to the continuous problem (1.1)-(1.3) satisfies
−ν∆u∞ + u∞ · ∇u∞ +∇p∞ = f∞ in Ω,(2.8)
∇ · u∞ = 0 in Ω,(2.9)
u∞ = 0 on ∂Ω,(2.10)
where f∞ = limt→∞ f(t, x). In its weak form, the steady state solution satisfies (u
∞, p∞) ∈
H10 × L2/R
ν(∇u∞,∇φ) + (u∞ · ∇u∞,φ) + (∇p∞,φ) = (f∞,φ) ∀ φ ∈ H10,(2.11)
(∇ · u∞, χ) = 0 ∀ χ ∈ L2.(2.12)
Equivalently, seek u∞ ∈ J1 such that
(2.13) ν(∇u∞,∇φ) + (u∞ · ∇u∞,φ) = (f∞,φ) ∀ φ ∈ J1.
Now, we make the following assumption:
(A1) The eigenvalue problem
−ν∆z¯+ 1
2
[∇u∞ + (∇u∞)∗]z¯+ ∇¯q = λz¯ in Ω,
∇ · z¯ = 0 in Ω,
z¯ = 0 on ∂Ω,(2.14)
has a minimum eigenvalue λ0 > 0. This is a sufficient condition for a unique solvability of the
problem (2.8)-(2.10). When f∞ = 0, the solution u∞ of (2.11)-(2.12) becomes zero. Therefore,
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the eigenvalue problem (2.14) becomes standard Stokes problem and then the minimum eigenvalue
λ0 > 0. Moreover, from (2.13)
ν‖∇u∞‖2 = (f∞,u∞) ≤ ‖f∞‖−1‖∇u∞‖
and hence, ‖∇u∞‖ ≤ 1ν ‖f∞‖−1. When ‖f∞‖−1 is very small, with reasonable ν, ‖∇u∞‖ is small.
Thereby, as a consequence of Stokes eigenvalue problem, the assumption (A1) holds.
Remark 2.1. Now for the problem (2.8)-(2.10), there is also another easily verifiable uniqueness
condition namely
N‖f∞‖−1 1
ν2
< 1,(2.15)
where, N = supu,v,w∈H1
0
(Ω)
(u · ∇v, w)
‖∇u‖‖∇v‖‖∇w‖ .
Now, for f = 0, (2.15) clearly holds. When, f 6= 0, (2.15) is valid under the smallness assumption
on ‖u∞‖1, which in fact can be obtained from the smallness assumption on ‖f∞‖−1. It can be
proved that, if (2.15) is satisfied, then λ0 > 0. For a proof see [6]. For completeness, below we
discuss how (2.14) and (2.15) are related. From (2.17), it follows that
λ‖z¯‖2 = ν‖∇z¯‖2 − (z¯ · ∇z¯,u∞) ≥ ν‖∇z¯‖2 −N‖∇z¯‖2‖∇u∞‖ ≥ ν‖∇z¯‖2 −N‖∇z¯‖2 1
ν
‖f∞‖−1
= ν
(
1−N‖f∞‖−1 1
ν2
)
‖∇z¯‖2.(2.16)
Hence, we can see if the right hand side of (2.16) is positive which follows from (2.15), minimal
eigenvalue is also positive. Also, λ0 > 0 for other weaker assumption on u
∞ or equivalently on
forcing function namely when ‖ρ∂Ωf∞‖, ‖ρ2∂Ω ∂f
∞
∂xk
‖ are small, where ρ∂Ω(x) is a distance from
point x ∈ Ω to boundary ∂Ω. For more details, we refer to [20].
Multiply (2.14) with z¯ ∈ H2 ∩H10 with ∇ · z = 0 to obtain
(2.17) ν‖∇z¯‖2 + (z¯ · ∇u∞, z¯) = λ‖z¯‖2,
that is
ν‖∇z¯‖2 − (z¯ · ∇z¯,u∞) = λ‖z¯‖2.
So it follows that from (2.17) and (2.4) the following inequality holds
νa(z¯, z¯) + b(z¯, z¯, z¯) + b(u¯∞, z¯, z¯) + b(z¯, u¯∞, z¯) = νa(z¯, z¯) + b(z¯, u¯∞, z¯) = λ‖z¯‖2 ≥ λ0‖z¯‖2.
(2.18)
Also it can be proved that
(2.19) νa(z¯, z¯) + b(z¯, z¯, z¯) + b(u¯∞, z¯, z¯) + b(z¯, u¯∞, z¯) = νa(z¯, z¯) + b(z¯, u¯∞, z¯) ≥ γ1‖∇z¯‖2
holds for some constant γ1 > 0. For a proof, see, [8] and [20]. Before proceeding further, we first
discuss on some a priori bounds of the steady state solution, which are needed in the sequel.
Remark 2.2. (i) Choose φ = u∞ in (2.13) to obtain
ν‖∇u∞‖2 = (f∞,u∞) ≤ ‖f∞‖−1‖∇u∞‖.
Therefore, ‖∇u∞‖ is bounded by
(2.20) ‖∇u∞‖ ≤ 1
ν
‖f∞‖−1.
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(ii) From the Poincare´ inequality, it follows that
(2.21) ‖u∞‖ ≤ 1√
λ1
‖∇u∞‖ ≤ 1
ν
√
λ1
‖f∞‖−1.
Therefore, ‖u∞‖ is also bounded.
(iii) Rewrite (2.13) as
(2.22) − ν∆˜u∞ + u∞ · ∇u∞ = f∞.
Forming the L2- inner product between (2.22) and −∆˜u∞, we arrive at
ν‖∆˜u∞‖2 = (f∞,−∆˜u∞) + (u∞ · ∇u∞, ∆˜u∞).
Now use the Cauchy-Schwarz inequality, (2.6) and the Young’s inequality to obtain
ν‖∆˜u∞‖2 ≤ ν
4
‖∆˜u∞‖2 + 1
ν
‖f∞‖2 + C‖u∞‖ 12 ‖∇u∞‖‖∆˜u∞‖ 32
≤ ν
2
‖∆˜u∞‖2 + C(ν)‖f∞‖2 + C(ν)‖u∞‖2‖∇u∞‖4.
Hence, using (2.20)-(2.21) it follows that
ν‖∆˜u∞‖2 ≤ C(ν)(‖∞‖2 + ‖u∞‖2‖∇u∞‖4) ≤ C,
and, ‖∆˜u∞‖ is bounded.
(iv) From the interpolation inequality in 2- dimension
(2.23) ‖u∞‖L∞ ≤ C‖u∞‖1/2‖∆˜u∞‖1/2,
and therefore, ‖u∞‖L∞ is also bounded.
(v) From the Gagliardo-Nirenberg inequality in 2- dimension
‖u∞‖L4 ≤ C‖u∞‖1/2‖∇u∞‖1/2,
and therefore, ‖u∞‖L4 is bounded and similarly, ‖∇u∞‖L4 is also bounded.
(vi) From (2.11), using (2.23), it follows that
‖∇p∞‖ = sup
φ∈L2
|(∇p∞,φ)|
‖φ‖ ≤ ‖f
∞‖+ ν‖∆˜u∞‖+ C‖u∞‖ 12 ‖∇u∞‖‖∆˜u∞‖ 12 .
So, ‖∇p∞‖ is bounded and by using the Poincare´ inequality, it follows that
‖p∞‖ is bounded.
3 Stabilization result
This section focuses on a priori bounds for the problem (3.4), which are valid uniformly in
time using both power and exponential weight functions in time. It is, further, shown both the
exponential and power convergence of (u(t), p(t)) to (u∞, p∞), which is valid uniformly in κ as
κ→ 0.
Let z = u− u∞, q = p− p∞. Then, (z, q) satisfies
zt − κ∆zt − ν∆z + z · ∇z+ u∞ · ∇z+ z · ∇u∞ +∇q = F in Ω(3.1)
∇ · z = 0 in Ω(3.2)
z(x, 0) = u0 − u∞ = z0(say) and z = 0 on ∂Ω.(3.3)
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Now the weak formulation of (3.1)-(3.3) is to seek a pair of functions (z(t), q(t)) ∈ H10 × L2/R
with z(0) = z0 such that ∀t > 0
(zt,φ) + κa(zt,φ) + νa(z,φ) + b(z, z,φ) + b(u
∞, z,φ) + b(z,u∞,φ) + (q,∇ · φ) = (F,φ) ∀ φ ∈ H10,
(∇ · z, χ) = 0 ∀ χ ∈ L2.(3.4)
Equivalently, find z(t) ∈ J1 with z(0) = z0 such that for t > 0
(zt,φ) + κa(zt,φ) + νa(z,φ) + b(z, z,φ) + b(u
∞, z,φ)
+ b(z,u∞,φ) = (F,φ) ∀φ ∈ J1.(3.5)
Throughout this paper we always assume that
0 < α <
λ1
4(1 + λ1κ)
min
{
ν, γ1
}
, δ0 > 0 and α1 = α− δ0 > 0 , β = 2δ.(3.6)
τ(t) = max{t¯, t},where t¯ = 4δ(1 + κλ1)
λ1
max
{
1
ν ,
1
γ1
}
if δ > 0 and τ(t) = 1 if δ = 0.
For showing convergence result regarding z(t) only, we always assume that it is solution of (3.5)
and for (z(t), q(t)) its a solution of (3.4).
Lemma 3.1. Suppose (A1), lim supt→∞ τ
β(t)e2α1t‖F(t)‖2 ≤M and z0 ∈ H10 hold. Then,
τβ(t)(‖eα1tz‖2+κ‖eα1t∇z‖2) + γ1e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds
≤ e−2δ0tτβ(0)(‖z0‖2 + κ‖∇z0‖2) + 2
λ1γ1
e−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds,
where λ1 > 0 is the minimum eigenvalue of the Dirichlet eigenvalue problem for the Laplace
operator. Moreover,
(3.7) lim sup
t→∞
τβ(t)(‖eα1tz‖2 + κ‖eα1t∇z‖2) ≤ M
λ1γ1δ0
,
and
(3.8) lim sup
t→∞
τβ(t)‖eα1t∇z(t)‖2 ≤ M
λ1γ21δ0
.
Proof. Set φ = e2αtz in (3.5) to get
1
2
d
dt
(‖eαtz‖2 + κ‖eαt∇z‖2)− α(‖eαtz‖2 + κ‖eαt∇z‖2)
+ e2αt
(
νa(z, z) + b(z, z, z) + b(u∞, z, z) + b(z,u∞, z)
)
= (eαtF, eαtz).(3.9)
Use (2.19), (3.6), the Poincare´ inequality (2.1) and the Young’s inequality to obtain
d
dt
(‖eαtz‖2 + κ‖eαt∇z‖2) + 2γ1‖eαt∇z‖2 ≤ 2α
λ1
(1 + κλ1)‖eαt∇z‖2 + 2(eαtF, eαtz)
≤ γ1
2
‖eαt∇z‖2 + 2
λ1γ1
‖eαtF‖2 + γ1
2
‖eαt∇z‖2.(3.10)
Therefore, we arrive at
(3.11)
d
dt
(‖eαtz‖2 + κ‖eαt∇z‖2) + γ1‖eαt∇z‖2 ≤ 2
λ1γ1
‖eαtF‖2.
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Multiply (3.11) with τβ(t) to obtain
d
dt
(
τβ(t)(‖eαtz‖2+κ‖eαt∇z‖2)
)
+ γ1τ
β(t)‖eαt∇z‖2
≤ 2
λ1γ1
τβ(t)‖eαtF‖2 + d
dt
(τβ(t))(‖eαtz‖2 + κ‖eαt∇z‖2).(3.12)
Now for t¯ ≥ 2β (1+κλ1)γ1λ1 , it follows that
d
dt
τβ(t) = 0, ∀t ≥ 0 and β = 0; d
dt
τβ(t) = 0 ∀0 < t < t¯ and β > 0.(3.13)
For t > t¯ ≥ 2β (1+κλ1)γ1λ1 , apply the Poincare´ inequality to obtain
d
dt
(τβ(t))(‖eαtz‖2 + κ‖eαt∇z‖2) ≤ βτβ−1(t)( 1
λ1
+ κ)‖eαt∇z‖2
≤ γ1
2
t¯τβ−1(t)‖eαt∇z‖2 ≤ γ1
2
τβ(t)‖eαt∇z‖2.(3.14)
Therefore, using (3.14) in (3.12), we arrive at
(3.15)
d
dt
(
τβ(t)(‖eαtz‖2 + κ‖eαt∇z‖2)
)
+
γ1
2
τβ(t)‖eαt∇z‖2 ≤ 2
λ1γ1
τβ(t)‖eαtF‖2.
Integrate (3.15) with respect to t from 0 to t and then, multiply the resulting inequality by e−2δ0t
to obtain
τβ(t)(‖eα1tz‖2+κ‖eα1t∇z‖2) + γ1
2
e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds
≤ e−2δ0tτβ(0)(‖z0‖2 + κ‖∇z0‖2) + 2
λ1γ1
e−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds.(3.16)
A use of L’Hospital’s rule yields
lim sup
t→∞
τβ(t)(‖eα1tz‖2 + κ‖eα1t∇z‖2) ≤ 2
λ1γ1
lim sup
t→∞
e−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds
=
1
λ1γ1δ0
lim sup
t→∞
τβ(t)e2α1t‖F‖2
≤ M
λ1γ1δ0
,(3.17)
and
(3.18) lim sup
t→∞
γ1
2
e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds ≤ M
λ1γ1δ0
,
that is
(3.19) lim sup
t→∞
τβ(t)γ1e
2α1t‖∇z(t)‖2 ≤ 2M
λ1γ1δ0
.
This completes the proof.
Lemma 3.2. Under the assumption (A1), let lim supt→∞ τ
β(t)e2α1t‖F(t)‖2 ≤ M and z0 ∈
H2 ∩H10. Then, there exists a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that
τβ(t)(‖eα1t∇z‖2 + κ‖eα1t∆˜z‖2) + ν
2
e−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z(s)‖2ds
≤ Ce−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds+ Ce−2δ0tτβ(0)(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
+ Ce−2δ0t
∫ t
0
‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds.
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Moreover,
(3.20) lim sup
t→∞
τβ(t)(‖eα1t∇z‖2 + κ‖eα1t∆˜z‖2) ≤ CM
2δ0
,
and
(3.21) lim sup
t→∞
τβ(t)‖eα1t∆˜z(t)‖2 ≤ CM
νδ0
.
Proof. Rewrite (3.5) as
zt − κ∆˜zt − ν∆˜z+ z · ∇z+ u∞ · ∇z+ z · ∇u∞ = F.(3.22)
Form the L2- inner product between (3.22) and −e2αt∆˜z to find that
1
2
d
dt
(‖eαt∇z‖2 + κ‖eαt∆˜z‖2)−α(‖eαt∇z‖2 + κ‖eαt∆˜z‖2) + ν‖eαt∆˜z‖2
= (eαtF,−eαt∆˜z) + e2αt
(
b(z, z, ∆˜z) + b(u∞, z, ∆˜z) + b(z,u∞, ∆˜z)
)
.(3.23)
The term b(z, z, ∆˜z) is bounded by
b(z, z, ∆˜z) ≤ N‖z‖1/2‖∇z‖‖∆˜z‖3/2
≤ ν
12
‖∆˜z‖2 + 1
4
(
9
ν
)3‖z‖2‖∇z‖4.(3.24)
The term b(u∞, z, ∆˜z) + b(z,u∞, ∆˜z) is bounded by
b(u∞, z, ∆˜z) + b(z,u∞, ∆˜z) ≤ 2N( 1
λ1
)
1
4 ‖∇u∞‖1/2‖∆˜u∞‖1/2‖∇z‖‖∆˜z‖
≤ ν
12
‖∆˜z‖2 + 12
ν
√
λ1
N2‖∇u∞‖‖∆˜u∞‖‖∇z‖2.(3.25)
The term (eαtF,−eαt∆˜z) is bounded by
(3.26) (eαtF,−eαt∆˜z) ≤ ν
12
‖eαt∆˜z‖2 + 3
ν
‖eαtF‖2.
Therefore from (3.23) using (3.24), (3.25), (3.26) and the Poincare´ inequality, we arrive at
d
dt
(‖eαt∇z‖2+κ‖eαt∆˜z‖2) + 2ν‖eαt∆˜z‖2
≤ 2α (1 + λ1κ)
λ1
‖eαt∆˜z‖2 + ν
2
‖eαt∆˜z‖2 + 6
ν
‖eαtF‖2
+
24
ν
√
λ1
N2‖∇u∞‖‖∆˜u∞‖‖eαt∇z‖2 + 1
2
(
9
ν
)3‖z‖2‖∇z‖2‖eαt∇z‖2.(3.27)
Consequently using (3.6) it follows that
d
dt
(‖eαt∇z‖2+κ‖eαt∆˜z‖2) + ν‖eαt∆˜z‖2
≤ 6
ν
‖eαtF‖2 + 24
ν
√
λ1
N2‖∇u∞‖‖∆˜u∞‖‖eαt∇z‖2 + 1
2
(
9
ν
)3‖z‖2‖∇z‖2‖eαt∇z‖2.(3.28)
Now multiplying by τβ(t) to (3.28), we obtain
d
dt
(
τβ(t)(‖eαt∇z‖2+κ‖eαt∆˜z‖2)
)
+ ντβ(t)‖eαt∆˜z‖2
≤ 6
ν
τβ(t)‖eαtF‖2 + 24
ν
√
λ1
N2‖∇u∞‖‖∆˜u∞‖τβ(t)‖eαt∇z‖2
+
1
2
(
9
ν
)3τβ(t)‖z‖2‖∇z‖2‖eαt∇z‖2 + d
dt
(τβ(t))(
1
λ1
+ κ)‖eαt∆˜z‖2.
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For t¯ ≥ 2β(1+κλ1)νλ1 , it follows that
d
dt
(τβ(t))(
1
λ1
+ κ)‖eαt∆˜z‖2 = βτβ−1(t) (1 + κλ1)
λ1
‖eαt∆˜z‖2 ≤ ν
2
t¯τβ−1(t)‖eαt∆˜z‖2 ≤ ν
2
τβ(t)‖eαt∆˜z‖2.
Integrate from 0 to t and then multiply the resulting inequality by e−2δ0t to arrive at with a
use of Lemma 3.1
τβ(t)(‖eα1t∇z‖2 + κ‖eα1t∆˜z‖2) + ν
2
e−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z‖2
≤ Ce−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds+ Ce−2δ0tτβ(0)(‖z0‖2 + (1 + κ)‖∇z0‖2 + κ‖∆˜z0‖2)
+ Ce−2δ0t
∫ t
0
‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds.(3.29)
Now apply L’Hospital’s rule and put α1 = 0 in (3.7) and (3.8) to obtain
lim sup
t→∞
τβ(t)(‖eα1t∇z‖2 + κ‖eα1t∆˜z‖2)
≤ C 1
2δ0
(lim sup
t→∞
τβ(t)‖eα1tF‖2 + lim sup
t→∞
τβ(t)‖z(t)‖2‖∇z(t)‖2‖eα1t∇z(t)‖2)
≤ C 1
2δ0
lim sup
t→∞
τβ(t)‖eα1tF‖2,
and
lim sup
t→∞
ν
2δ0
‖eα1t∆˜z(t)‖2 ≤ C 1
2δ0
lim sup
t→∞
τβ(t)‖eα1tF‖2.
This concludes the proof.
Lemma 3.3. Under the assumption (A1), let lim supt→∞ τ
β(t)e2α1t‖F(t)‖2 ≤ M and z0 ∈
H2 ∩H10. Then, there exists a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that
τβ(t)‖eα1t∇z‖2 + e−2δ0t
∫ t
0
τβ(s)(‖eαszt(s)‖2 + 2κ‖eαs∇zt(s)‖2)ds
≤ Ce−2δ0tτβ(0)(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
+ Ce−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds+ Ce−2δ0t
∫ t
0
τβ(s)‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds.
Moreover,
(3.30) lim sup
t→∞
τβ(t)(‖eα1t∇z‖2) ≤ CM 1
2δ0
,
and
(3.31) lim sup
t→∞
τβ(t)(‖eα1tzt(t)‖2 + 2κ‖eα1t∇zt(t)‖2) ≤ CM.
Proof. Set φ = e2αtzt in (3.5) to obtain
‖eαtzt‖2 + κ‖eαt∇zt‖2 + ν
2
d
dt
‖eαt∇z‖2 = να‖eαt∇z‖2 + (eαtF, eαtzt)− eαtb(z, z, eαtzt)
− b(u∞, eαtz, eαtzt)− b(eαtz,u∞, eαtzt).(3.32)
The term (eαtF, eαtzt) is estimated as
(eαtF, eαtzt) ≤ 3
2
‖eαtF‖2 + 1
6
‖eαtzt‖2.
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The term eαtb(z, z, eαtzt) is bounded by
eαtb(z, z, eαtzt) ≤ eαt‖z‖L4‖∇z‖L4‖eαtzt‖
≤ Ceαt‖z‖1/2‖∇z‖‖∆˜z‖1/2‖eαtzt‖
≤ 1
6
‖eαtzt‖2 + 3C
2
2
‖z‖‖∇z‖‖eαt∇z‖‖eαt∆˜z‖
≤ 1
6
‖eαtzt‖2 + C‖z‖2‖∇z‖2‖eαt∇z‖2 + C‖eαt∆˜z‖2.
For the term b(u∞, eαtz, eαtzt) + b(e
αtz,u∞, eαtzt), we note that
b(u∞, eαtz, eαtzt) + b(e
αtz,u∞, eαtzt) ≤ 2N 1
λ41
‖∇u∞‖1/2‖∆˜u∞‖1/2‖eαt∇z‖‖eαtzt‖
≤ 1
6
‖eαtzt‖2 + 6N2 1
λ21
‖∇u∞‖‖∆˜u∞‖‖eαt∇z‖2.
On substitution, we arrive at from (3.32) that
‖eαtzt‖2+2κ‖eαt∇zt‖2 + ν d
dt
‖eαt∇z‖2
≤ 3‖eαtF‖2 + C(‖eαt∇z‖2 + ‖eαt∆˜z‖2) + C‖z‖2‖∇z‖2‖eαt∇z‖2.
Multiply the above inequality by τβ(t) to arrive at
ν
d
dt
(τβ(t)‖eαt∇z‖2) + τβ(t)(‖eαtzt‖2 + 2κ‖eαt∇zt‖2)
≤ 3τβ(t)‖eαtF‖2 + Cτβ(t)(‖eαt∇z‖2 + ‖eαt∆˜z‖2)
+ Cτβ(t)‖z‖2‖∇z‖2‖eαt∇z‖2.
Integrate above inequality from 0 to t and then, multiply the resulting inequality by e−2δ0t to
obtain
τβ(t)‖eα1t∇z‖2+e−2δ0t
∫ t
0
τβ(s)(‖eαszt(s)‖2 + 2κ‖eαs∇zt(s)‖2)ds
≤ e−2δ0tτβ(0)‖∇z0‖2 + Ce−2δ0t
∫ t
0
τβ(s)(‖eαs∇z(s)‖2 + ‖eαs∆˜z(s)‖2)ds
+ Ce−2δ0t
∫ t
0
τβ(s)‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds.(3.33)
An application of Lemmas 3.1 and 3.2 in (3.33) yields
τβ(t)‖eα1t∇z‖2 + e−2δ0t
∫ t
0
(‖eαszt(s)‖2 + 2κ‖eαs∇zt(s)‖2)ds
≤ Ce−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + Ce−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds
+ Ce−2δ0t
∫ t
0
τβ(s)‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds.(3.34)
Now as t→∞, using L’Hospital’s rule, we obtain from (3.34) as in Lemmas 3.1 and 3.2
lim sup
t→∞
τβ(t)(‖eα1t∇z‖2) ≤ CM 1
2δ0
,
lim sup
t→∞
e−2δ0t
∫ t
0
τβ(s)(‖eαszt(s)‖2 + 2κ‖eαs∇zt(s)‖2)ds ≤ CM 1
2δ0
.
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Hence,
lim sup
t→∞
τβ(t)(‖eα1tzt(t)‖2 + 2κ‖eα1t∇zt(t)‖2) ≤ CM.
This completes the rest of the proof.
Lemma 3.4. Under the assumption (A1), let lim supt→∞ τ
β(t)e2α1t(‖F(t)‖2 + ‖Ft‖2−1) ≤ M1
and z0 ∈ H2 ∩H10. Then, there exists a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that
τβ(t)(‖eα1tzt‖2 + κ‖eα1t∇zt‖2) + νe−2δ0t
∫ t
0
τβ(s)‖eαs∇zt(s)‖2ds
≤ Ce−2δ0tτβ(0)(‖F0‖2 + (1 + κ)‖∆˜z0‖2) + Ce−2δ0t
∫ t
0
τβ(s)‖eαsFt(s)‖2−1ds
+ Ce−2δ0t
∫ t
0
‖∇z(s)‖2‖eαszt(s)‖2ds+ Ce−2δ0t
∫ t
0
‖eαszt(s)‖2ds.
Moreover,
lim sup
t→∞
τβ(t)(‖eα1tzt‖2 + κ‖eα1t∇zt‖2) ≤ C(M1) 1
2δ0
,(3.35)
and
(3.36) lim sup
t→∞
τβ(t)‖eα1t∇zt(t)‖2 ≤ C (M1)
ν
.
Proof. Differentiate (3.5) with respect to t and set φ = e2αtzt to obtain
(ztt, e
2αtzt)+κ(∇ztt, e2αt∇zt) + ν(∇zt, e2αt∇zt)
= ((z · ∇z)t,−e2αtzt)− e2αtb(u∞, zt, zt)− e2αtb(zt,u∞, zt) + (Ft, e2αtzt).(3.37)
Now (3.37) can be written as
d
dt
(‖eαtzt‖2+κ‖eαt∇zt‖2) + 2ν‖eαt∇zt‖2
= 2α(‖eαtzt‖2 + κ‖eαt∇zt‖2) + 2(eαtFt, eαtzt)− 2b(eαtzt, z, eαtzt)− 2b(z, eαtzt, eαtzt)
− 2(u∞, eαtzt, eαtzt)− 2b(eαtzt,u∞, eαtzt).(3.38)
The right hand side terms of (3.38) are bounded by
2α(‖eαtzt‖2 + ‖eαt∇zt‖2) ≤ 2α(1 + κλ1)
λ1
‖eαt∇zt‖2 ≤ ν
2
‖eαt∇zt‖2,
2(eαtFt, e
αtzt) ≤ ν
6
‖eαt∇zt‖2 + 6
ν
‖eαtFt‖2−1,
2b(eαtzt, z, e
αtzt) + 2b(z · eαt∇zt, eαtzt) = 2b(eαtzt · ∇z, eαtzt) ≤ C‖∇z‖‖eαtzt‖‖eαt∇zt‖
≤ ν
6
‖eαt∇zt‖2 + C(ν)‖eαtzt‖2‖∇z‖2,
and
2b(u∞, eαtzt, e
αtzt) + b(e
αtzt,u
∞, eαtzt) = 2b(e
αtzt,u
∞, eαtzt) ≤ C‖eαtzt‖‖∇u∞‖‖eαt∇zt‖
≤ ν
6
‖eαt∇zt‖2 + C‖eαtzt‖2.
Hence, we arrive at from (3.38)
d
dt
(‖eαtzt‖2+κ‖eαt∇zt‖2) + ν‖eαt∇zt‖2 ≤ 6
ν
‖eαtFt‖2−1 + C‖∇z‖2‖eαtzt‖2 + C‖eαtzt‖2.
11
Multiply the above inequality by τβ(t) to obtain
d
dt
(
τβ(t)(‖eαtzt‖2 + κ‖eαt∇zt‖2)
)
+ ντβ(t)‖eαt∇zt‖2
≤ 6
ν
τβ(t)‖eαtFt‖2−1 + Cτβ(t)‖∇z(t)‖2‖eαtzt‖2 + Cτβ(t)‖eαtzt‖2
+
d
dt
(
τβ(t)
)( 1
λ1
+ κ
)
‖eαt∇zt‖2
≤ 6
ν
τβ(t)‖eαtFt‖2−1 + Cτβ(t)‖∇z(t)‖2‖eαtzt‖2 + Cτβ(t)‖eαtzt‖2
+
ν
2
τβ(t)‖eαt∇zt‖2.
Rearrange the above inequality to integrate from 0 to t and then multiply the resulting inequality
by e−2δ0t to arrive at
τβ(t)(‖eα1tzt‖2+κ‖eα1t∇zt‖2) + ν
2
e−2δ0t
∫ t
0
τβ(s)‖eαs∇zt(s)‖2ds
≤ e−2δ0tτβ(0)(‖zt(0)‖2 + ‖∇zt(0)‖2) + 6
ν
e−2δ0t
∫ t
0
τβ(s)‖eαsFt‖2−1ds
+ Ce−2δ0t
∫ t
0
‖∇z(s)‖2‖eαszt(s)‖2ds+ Ce−2δ0t
∫ t
0
τβ(s)‖eαszt(s)‖2ds.(3.39)
Now from equation (3.5) after putting φ = zt, it follows that
(3.40) ‖zt‖2 + κ‖∇zt‖2 ≤ C(ν, λ1, ‖f∞‖−1)(‖F‖2 + ‖∆˜z‖2 + ‖∇z‖2‖∆˜z‖2).
From (3.40), we can find the estimate at t = 0 that is ‖zt(0)‖2+κ‖∇zt(0)‖2. Use previous Lemma
3.3 in (3.39) to obtain
τβ(t)(‖eα1tzt‖2+κ‖eα1t∇zt‖2) + νe−2δ0t
∫ t
0
τβ(s)‖eαs∇zt(s)‖2ds
≤ Ce−2δ0tτβ(0)(‖F0‖2 + (1 + κ)‖∆˜z0‖2) + Ce−2δ0t
∫ t
0
τβ(s)‖eαsFt(s)‖2−1ds
+ Ce−2δ0t
∫ t
0
‖∇z(s)‖2‖eαszt(s)‖2ds+ Ce−2δ0t
∫ t
0
τβ(s)‖eαszt(s)‖2ds.(3.41)
This completes the first part of the proof. Use L’Hospital’s rule to obtain from (3.41)
lim sup
t→∞
τβ(t)(‖eα1tzt‖2 + κ‖eα1t∇zt‖2) ≤ C(M1) 1
2δ0
,
and
lim sup
t→∞
νe−2δ0t
∫ t
0
τβ(s)e2αs‖∇zt(s)‖2ds ≤ C(M1) 1
2δ0
,
and hence,
lim sup
t→∞
ντβ(t)‖eα1t∇zt(t)‖2 ≤ C(M1).
This completes the rest of the proof.
Lemma 3.5. Under the assumption (A1), let lim supt→∞ τ
β(t)e2α1t(‖F(t)‖2 + ‖Ft‖2−1) ≤ M1
and lim supt→∞ τ
β(t)e2α1t(‖F(t)‖2+‖Ft‖2) ≤M2 and z0 ∈ H2∩H10. Then, there exists a positive
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constant C = C(N, ν, λ1, ‖f∞‖−1) such that for α1 = α− δ0, δ0 > 0
ντβ(t)‖eα1t∆˜z‖2 + 4e−2δ0t
∫ t
0
τβ(s)
(‖eαs∇zt(s)‖2 + κ‖eαs∆˜zt(s)‖2)ds
≤ Cτβ(t)e2α1t
(
‖F‖2 + ‖z‖2‖∇z‖4 + ‖∇z‖2
)
+ Cτβ(0)e−2δ0t(‖F0‖2 + ‖z0‖22 + ‖z0‖2‖∇z0‖4)
+ Ce−2δ0t
∫ t
0
τβ(s)
(‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2 + ‖eαs∇zt(s)‖2‖∇z‖2) ds
+ Ce−2δ0t
∫ t
0
τβ(s)
(‖eαsF(s)‖2 + ‖eαsFt(s)‖2) ds.
Moreover,
lim sup
t→∞
ντβ(t)‖eα1t∆˜z‖2 ≤ C
2δ0
(
M1 +M2
)
,(3.42)
and
lim sup
t→∞
τβ(t)
(
‖eα1t∇zt‖2 + κ‖eα1t∆˜zt‖2
)
≤ C(M1 +M2).(3.43)
Proof. Rewrite (3.5) as
zt − κ∆˜zt − ν∆˜z+ z · ∇z+ u∞ · ∇z+ z · ∇u∞ = F.(3.44)
Form the L2- inner product between (3.44) and −e2αt∆˜zt to obtain
ν
2
d
dt
(‖eαt∆˜z‖2)+ (‖eαt∇zt‖2 + κ‖eαt∆˜zt‖2) = e2αt(F,−∆˜zt) + e2αt(z · ∇z, ∆˜zt)
+ e2αt
(
u∞ · ∇z+ z · u∞, ∆˜zt
)
+ να‖eαt∆˜z‖2
=
(
I1 + I2 + I3
)
+ να‖eαt∆˜z‖2.
Multiply the above inequality by 2τβ(t) to arrive at
d
dt
(
ντβ(t)‖eαt∆˜z‖2
)
+ 2τβ(t)
(‖eαt∇zt‖2 + κ‖eαt∆˜zt‖2)
= 2τβ(t)e2αt(F,−∆˜zt) + 2τβ(t)e2αt(z · ∇z, ∆˜zt)
+ 2τβ(t)e2αt
(
u∞ · ∇z+ z · u∞, ∆˜zt
)
+ 2ν
(
ατβ(t) +
d
dt
τβ(t)
)‖eαt∆˜z‖2
≤ (I1 + I2 + I3)+ Cτβ(t)‖eαt∆˜z‖2.(3.45)
Integrate (3.45) with respect to time from 0 to t and then, multiply the resulting equality by
e−2δ0t to obtain
ντβ(t)‖eα1t∆˜z‖2 + 2e−2δ0t
∫ t
0
τβ(s)
(‖eαs∇zt(s)‖2 + κ‖eαs∆˜zt(s)‖2) ds
≤ ντβ(0)e−2δ0t‖∆˜z0‖2 + e−2δ0t
∫ t
0
(
I1 + I2 + I3
)
ds+ Ce−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z‖2 ds.(3.46)
Since
I1 = 2τ
β(t)e2αt(F,−∆˜zt) = 2 d
dt
(
τβ(t)e2αt(F,−∆˜z))+ 4ατβ(t)e2αt(F, ∆˜z) + 2τβ(t)e2αt(Ft, ∆˜z)
+ 2
d
dt
(
τβ(t)
)
e2αt(F, ∆˜z),
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therefore, it follows that
e−2δ0t
∫ t
0
I1ds ≤ 2τβ(t)e2α1t(F,−∆˜z) + 2τβ(0)e−2δ0t(F0, ∆˜z0)
+ Ce−2δ0t
∫ t
0
τβ(s)e2αs
(
(F, ∆˜z) + (Ft, ∆˜z)
)
ds
≤ ν
6
τβ(t)‖eα1t∆˜z‖2 + Cτβ(t)‖eα1tF‖2 + Cτβ(0)e−2δ0t(‖F0‖2 + ‖∆˜z0‖2)
+ Ce−2δ0t
∫ t
0
τβ(s) (‖eαsF‖2 + ‖eαsFt(s)‖2) + Ce−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z‖2 ds.
The term I2 is rewritten as
I2 = 2τ
β(t)e2αt(z · ∇z, ∆˜zt)
= 2
d
dt
(
τβ(t)e2αt(z · ∇z, ∆˜z)) − 4ατβ(t)e2αt(z · ∇z, ∆˜z)− 2τβ(t)e2αt(zt · ∇z, ∆˜z)
− 2τβ(t)e2αt(z · ∇zt, ∆˜z)− 2 d
dt
(
τβ(t)
)
e2αt(z · ∇z, ∆˜z).
Hence, after bounding all the trilinear terms suitably, it follows that
e−2δ0t
∫ t
0
I2(s)ds ≤ ν
6
τβ(t)‖eα1t∆˜z‖2 + Cτβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2 + Ce−2δ0tτβ(0)
(
‖∆˜z0‖2
+ ‖z0‖2‖∇z0‖4
)
+ Ce−2δ0t
∫ t
0
τβ(s)
(
‖eαs∆˜z‖2 + ‖z‖2‖∇z‖2‖eαs∇z‖2
+ ‖eαs∇zt(s)‖2‖∇z‖2
)
ds.
Similarly,
e−2δ0t
∫ t
0
I3(s)ds = 2τ
β(t)e2α1t(u∞ · ∇z+ z · ∇u∞, ∆˜z)− 2τβ(0)e−2δ0t(u∞ · ∇z0 + z0 · ∇u∞, ∆˜z0)
− 4αe−2δ0t
∫ t
0
τβ(s)e2αs(u∞ · ∇z+ z · ∇u∞, ∆˜z) ds
− 2e−2δ0t
∫ t
0
τβ(s)e2αs(u∞ · ∇zt + zt · ∇u∞, ∆˜z) ds
≤ ν
6
τβ(t)‖eα1t∆˜z‖2 + Cτβ(t)‖∇u∞‖2‖eα1t∇z‖2 + Cτβ(0)e−2δ0t‖z0‖22
+ Ce−2αt
∫ t
0
τβ(s)
(
‖eαs∇z‖2 + ‖eαs∇zt(s)‖2
)
ds.
Hence from (3.46), we arrive at
ντβ(t)‖eα1t∆˜z‖2 + 4e−2δ0t
∫ t
0
τβ(s)
(‖eαs∇zt(s)‖2 + κ‖eαs∆˜zt(s)‖2)ds
≤ Cτβ(t)
(
‖eα1tF‖2 + ‖z‖2‖∇z‖2‖eα1t∇z‖2 + ‖eα1t∇z‖2
)
+ Ce−2δ0tτβ(0)
(
‖F0‖2
+ ‖z0‖22 + ‖z0‖2‖∇z0‖4
)
+ Ce−2δ0t
∫ t
0
τβ(s)
(
‖eαs∆˜z‖2 + ‖eαs∇z‖2
+ ‖eαs∇zt‖2 + ‖z‖2‖∇z‖2‖eαs∇z‖2 + ‖eαs∇zt(s)‖2‖∇z‖2
)
ds
+ Ce−2δ0t
∫ t
0
τβ(s)
(‖eαsF(s)‖2 + ‖eαsFt(s)‖2) ds.
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This completes the first part of the proof.
Again use L’Hospital’s rule and approach as in previous Lemmas 3.1-3.4 to obtain
lim sup
t→∞
ντβ(t)‖eα1t∆˜z‖2 ≤ C
2δ0
(
M1 +M2
)
,
and
lim sup
t→∞
τβ(t)
(
‖eα1t∇zt‖2 + κ‖eα1t∆˜zt‖2
)
≤ C(M1 +M2).
Now
κ‖∆˜zt‖ ≤ ‖zt‖+ ν‖∆˜z‖ + C‖z‖ 12 ‖∇z‖‖∆˜z‖ 12 + C‖∇z‖+ ‖F‖.
Hence, it follows that
‖κ∆˜zt‖2 ≤ C
(
‖zt‖2 + ‖∆˜z‖2 + ‖z‖2‖∇z‖4 + ‖∇z‖2 + ‖F‖2
)
.
A use of previous Lemmas and (3.42) yields
lim sup
t→∞
τβ(t)‖eα1tκ∆˜zt‖2 ≤ C(M1 +M2).(3.47)
This completes the rest of the proof.
Lemma 3.6. Under the assumption (A1), let τβ(t)e2α1t‖F(t)‖2 ≤M ∀t ≥ 0. Then, there exists
a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that
(3.48) τβ(t)‖eα1tz(t)‖2
H1
≤ CM ∀t, β ≥ 0,
holds.
Proof. From Lemma 3.1, it follows that
τβ(t)(‖eα1tz(t)‖2 + κ‖eα1t∇z(t)‖2) ≤ τβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2) + 2
γ1λ1
e−2δ0t
∫ t
0
τβ(s)e2αs‖F‖2ds
≤ τβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2) + 2
γ1λ1
M
1− e−2δ0t
2δ0
≤ τβ(0)(‖z0‖2 + κ‖∇z0‖2) + 1
γ1λ1δ0
M.(3.49)
Also from Lemma 3.1, we find that
(3.50)
d
dt
(‖eα1tz(t)‖2 + κ‖eα1t∇z(t)‖2) + γ1
2
‖eα1t∇z‖2 ≤ 2
γ1λ1
‖eα1tF‖2.
Integrate (3.50) from 0 to t to obtain
γ1
2
∫ t
0
e2α1s‖∇z(s)‖2ds ≤ (‖z0‖2 + κ‖∇z0‖2) + 2
γ1λ1
∫ t
0
e2α1s‖F‖2ds
≤ (‖z0‖2 + κ‖∇z0‖2) + 2
γ1λ1
Mt.
Therefore, we arrive at
(3.51)
∫ t
0
‖z(s)‖2‖∇z(s)‖2ds ≤ C(1 + t) ∀t ≥ 0.
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Now from (3.29) in Lemma 3.2, it follows that by using Gronwall’s inequality
τβ(t)(‖eα1t∇z‖2 + κ‖eα1t∆˜z‖2)
≤
(
e−2δ0tτβ(0){‖∇z0‖2 + κ‖∆˜z0‖2}+ C(ν)e−2δ0t
∫ t
0
τβ(s)e2αs‖F‖2ds
)
× exp{C(N, ν, λ1, ‖f∞‖−1)
∫ t
0
‖z(s)‖2‖∇z(s)‖2ds}
≤
(
e−2δ0t{‖∇z0‖2 + κ‖∆˜z0‖2}+ C(ν)M (1− e
−2δ0t)
2δ0
)
× exp{C(M)(1 + t)}.(3.52)
Now, (3.52) holds for finite t, 0 < t ≤ T , where 0 < T <∞. For large t > T , we note from Lemma
3.1, that
lim sup
t→∞
τβ(t)‖eα1t∇z‖2 ≤ C lim sup
t→∞
τβ(t)‖eα1tF‖2 ≤ CM.(3.53)
Therefore from (3.53) and for a finite time T > 0 there holds
(3.54) τβ(t)‖eα1t∇z(t)‖2 ≤ CM ∀t ≥ T.
Hence, (3.54) with (3.52) and (3.49) complete the proof.
Lemma 3.7. Under the assumption (A1), let τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2−1) ≤M1 and
τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2) ≤ M2 ∀t ≥ 0. Then, there exists a positive constant C =
C(N, ν, λ1, ‖f∞‖−1) such that for t ≥ 0
τβ(t)(‖eα1tzt‖2 + κ‖eα1t∇zt‖2) ≤ Cτβ(0)(‖F0‖2 + ‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C (M1)
2δ0
,
ντβ(t)‖eα1t∆˜z‖2 ≤ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M1 +M2),
and
τβ(t)‖eα1tκ∆˜zt‖2 ≤ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M1 +M2),
hold.
Proof. From Lemma 3.4, we obtain
τβ(t)(‖eα1tzt‖2 + κ‖eα1t∇zt‖2) + νe−2δ0t
∫ t
0
τβ(s)‖eαs∇zt(s)‖2ds
≤ Ce−2δ0tτβ(0)(‖F0‖2 + (1 + κ)‖∆˜z0‖2) + Ce−2δ0t
∫ t
0
τβ(s)‖eαsFt(s)‖2−1ds
+ Ce−2δ0t
∫ t
0
‖∇z(s)‖2‖eαszt(s)‖2ds+ Ce−2δ0t
∫ t
0
‖eαszt(s)‖2ds.
Use the Gro¨nwall’s inequality and Lemma 3.4 to proceed as in Lemma 3.6 to arrive at
τβ(t)
(‖eα1tzt‖2+κ‖eα1t∇zt‖2)+ νe−2δ0t
∫ t
0
τβ(s)‖eαs∇zt(s)‖2ds
≤ Ce−2δ0tτβ(0)(‖F0‖2 + ‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
+ CM1
(1− e−2δ0t)
2δ0
≤ Ce−2δ0tτβ(0)(‖F0‖2 + ‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C (M1)
2δ0
.(3.55)
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From Lemma 3.5, it follows that
ντβ(t)‖eα1t∆˜z‖2 + 4e−2δ0t
∫ t
0
τβ(s)e2αs
(‖∇zt(s)‖2 + κ‖∆˜zt(s)‖2)ds
≤ Cτβ(t)e2α1t
(
‖F‖2 + ‖z‖2‖∇z‖4 + ‖∇z‖2
)
+ Cτβ(0)e−2δ0t(‖F0‖2 + ‖z0‖22 + ‖z0‖2‖∇z0‖4)
+ Ce−2δ0t
∫ t
0
τβ(s)e2αs
(‖z(s)‖2‖∇z(s)‖4 + ‖∇zt(s)‖2‖∇z‖2) ds
+ Ce−2δ0t
∫ t
0
τβ(s)e2αs
(‖F(s)‖2 + ‖Ft(s)‖2) ds.
A use of previous Lemmas 3.6 and 3.6 with (3.55) implies
(3.56) ντβ(t)‖eα1t∆˜z‖2 ≤ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M +M1).
Now
κ‖∆˜zt‖ ≤ ‖zt‖+ ν‖∆˜z‖ + C‖z‖ 12 ‖∇z‖‖∆˜z‖ + C‖∇z‖+ ‖F‖.
Therefore, we arrive at
τβ(t)‖eα1tκ∆˜zt‖2 ≤ Cτβ(t)‖eα1tzt‖2 + Cτβ(t)‖eα1t∆˜z‖2 + Cτβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2
+ Cτβ(t)‖eα1t∇z‖2 + Cτβ(t)‖eα1tF‖2.
A use of previous Lemmas and (3.56) yields
(3.57) τβ(t)‖eα1tκ∆˜zt‖2 ≤ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M1 +M2).
This completes the rest of the proof.
Lemma 3.8. Under the assumption (A1), let τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2−1) ≤M1 and
τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2) ≤ M2 ∀t ≥ 0. Then, there exists a positive constant C =
C(N, ν, λ1, ‖f∞‖−1) such that
(3.58) τβ(t)‖eα1tq(t)‖2H1(Ω)/R ≤ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M1 +M2).
Proof. Use property of the divergence free space J1 to obtain for φ ∈ H10
(∇q,φ) = (zt − κ∆˜zt − ν∆˜z+ z · ∇z+ u∞ · ∇z+ z · ∇u∞ − F,φ).
Hence, it follows that
|(∇q,φ)| ≤ ‖zt‖‖φ‖+ κ‖∆˜zt‖‖φ‖+ ν‖∆˜z‖‖φ‖+ C‖z‖1/2‖∇z‖‖∆˜z‖1/2‖φ‖
+ C(ν, λ1, ‖f∞‖−1)‖∇z‖‖φ‖+ ‖F‖‖φ‖,
and
τδ(t)‖eα1t∇q‖ ≤ |(τ
β(t)eα1t∇q,φ)|
‖φ‖ ≤ Cτ
δ(t)
(
‖eα1tzt‖+ κ‖eα1t∆˜zt‖+ ‖eα1t∆˜z‖
+ eα1t‖z‖1/2‖∇z‖‖∆˜z‖1/2 + ‖eα1t∇z‖ + ‖eα1tF‖
)
.(3.59)
Hence, squaring both sides, the above inequality can be rewritten as
τβ(t)‖eα1t∇q‖2 ≤ C
(
τβ(t)‖eα1tzt‖2 + τβ(t)‖κeα1t∆˜zt‖2 + τβ(t)‖eα1t∆˜z‖2
+ τβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2 + τβ(t)‖eα1t∇z‖2 + τβ(t)‖eα1tF‖2
)
.(3.60)
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Also from (2.3), it follows that
(3.61) cτδ(t)‖eα1tq(t)‖ ≤ sup
v∈H1
0
(v, τδ(t)eα1t∇q(t))
‖∇v‖ ≤
1√
λ1
τδ(t)‖eα1t∇q(t)‖.
Therefore, using previous Lemmas 3.6 and 3.7 we obtain from (3.60)
τβ(t)‖eα1tq‖2H1/R ≤ τβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2) + C(M1 +M2).(3.62)
This concludes the proof.
Below, we prove one of the main theorem of this paper
Theorem 3.1. Under the assumption (A1), let lim supt→∞ τ
β(t)e2α1t‖F(t)‖2 ≤ M , and z0 ∈
H2 ∩H10. Then, there exists a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that
lim sup
t→∞
τβ(t)
(
‖eα1tz(t)‖2
H2
+ (‖eα1tzt(t)‖2 + κ‖eα1t∇zt(t)‖2) + ‖eα1tq(t)‖2H1(Ω)/R
)
≤ C(M).
(3.63)
Proof. From equation (3.59), we obtain
τβ(t)‖eα1t∇q‖2 ≤ C
(
τβ(t)‖eα1tzt‖2 + τβ(t)‖κeα1t∆˜zt‖2 + τβ(t)‖eα1t∆˜z‖2
+ τβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2 + τβ(t)‖eα1t∇z‖2 + τβ(t)‖eα1tF‖2
)
.(3.64)
Also from (2.3), it follows that
cτδ(t)‖eα1tq(t)‖ ≤ sup
v∈H1
0
(v, τδ(t)eα1t∇q(t))
‖∇v‖ ≤
1√
λ1
τδ(t)‖eα1t∇q(t)‖.
Hence, we arrive at from (3.64)
lim sup
t→∞
τβ(t)‖eα1tq(t)‖2H1/R ≤ C
(
lim sup
t→∞
τβ(t)‖eα1tzt‖2 + lim sup
t→∞
τβ(t)‖κeα1t∆˜zt‖2
+ lim sup
t→∞
τβ(t)‖eα1t∆˜z‖2 + lim sup
t→∞
τβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2
+ lim sup
t→∞
τβ(t)‖eα1t∇z‖2 + lim sup
t→∞
τβ(t)‖eα1tF‖2
)
≤ C(M) + lim sup
t→∞
τβ(t)‖κeα1t∆˜zt‖2.(3.65)
From the equation (3.5), we obtain
lim sup
t→∞
τβ(t)‖eα1tκ∆˜zt‖2 ≤ C
(
lim sup
t→∞
τβ(t)‖eα1tzt‖2 + lim sup
t→∞
τβ(t)‖eα1t∆˜z‖2
+ lim sup
t→∞
τβ(t)‖z‖2‖∇z‖2‖eα1t∇z‖2
+ lim sup
t→∞
τβ(t)‖eα1t∇z‖2 + lim sup
t→∞
τβ(t)‖eα1tF‖2
)
≤ CM.(3.66)
Hence, a use of (3.66) in (3.65) shows
(3.67) lim sup
t→∞
τβ(t)‖eα1tq(t)‖2H1/R ≤ C(M).
The rest of the proof follows from Lemmas 3.1, 3.2 and 3.3.
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Remark 3.1. If the forcing function satisfies the property
(3.68) lim sup
t→∞
tβe2α1t‖F(t)‖2 = 0,
then as a consequence of Theorem 3.1, we obtain for 0 < t¯ ≤ t
(3.69) lim sup
t→∞
tβ(t)
(
‖eα1tz(t)‖2
H2
+ (‖eα1tzt(t)‖2 + κ‖eα1t∇zt‖2) + ‖eα1tq(t)‖2H1(Ω)/R
)
= 0,
and as t→∞
(3.70)
(
‖z(t)‖2
H2
+ (‖zt(t)‖2 + κ‖∇zt‖2) + ‖q(t)‖2H1(Ω)/R
)
= O(t−βe−2α1t) as t→∞.
Below we prove two Theorems which are valid for all t > 0.
Theorem 3.2. Under the assumption (A1), let τβ(t)e2α1t‖F(t)‖2 ≤ M , and z0 ∈ H2 ∩ H10.
Then, there exists a positive constant C = C(N, ν, λ1, ‖f∞‖−1) such that for all t > 0
τβ(t)‖eα1tz(t)‖2
H1
+ e−2δ0t
∫ t
0
τβ(s)(‖eαszt(s)‖2 + κ‖eαs∇zt(s)‖2)ds
+ e−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z(s)‖2ds+ e−2δ0t
∫ t
0
τβ(s)e2αs‖q‖2H1(Ω)/Rds
≤ C M
2δ0
+ Cτβ(0)e−2δ0t
(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2).
Proof. From Lemmas 3.2 and 3.3, we find that
e−2δ0t
( ∫ t
0
τβ(s)(‖eαszt(s)‖2 + κ‖eαs∇zt(s)‖2)ds+
∫ t
0
τβ(s)‖eαs∆˜z(s)‖2ds
)
≤ Ce−2δ0t
( ∫ t
0
τβ(s)e2αs‖F‖2ds+ τβ(0)(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
+
∫ t
0
τβ(s)‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds
)
≤ CM 1− e
−2δ0t
2δ0
+ e−2δ0tτβ(0)
(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
+ e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds
)
≤ CM 1− e
−2δ0t
2δ0
+ e−2δ0tτβ(0)(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2)
)
≤ C M
2δ0
+ Cτβ(0)e−2δ0t
(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2).
Also, it follows that
e−2δ0t
∫ t
0
τβ(s)e2αs‖κ∆˜zt(s)‖2ds
≤ C
(
e−2δ0t
∫ t
0
τβ(s)‖eαszt(s)‖2ds+ Ce−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z(s)‖2ds
+ e−2δ0t
∫ t
0
τβ(s)‖∇z(s)‖2‖eαs∇z(s)‖2ds
+ e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds+ e−2δ0t
∫ t
0
τβ(s)‖eαsF(s)‖2ds
)
≤ C M
2δ0
+ Cτβ(0)e−2δ0t
(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2).
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Now from equations (3.60) and (3.61) in Lemma 3.8, we obtain
e−2δ0t
∫ t
0
τβ(s)e2αs‖q‖2H1(Ω)/Rds
≤ C
(
e−2δ0t
∫ t
0
τβ(s)‖eαszt(s)‖2ds+ e−2δ0t
∫ t
0
τβ(s)‖eαsκ∆˜zt(s)‖2ds
+ e−2δ0t
∫ t
0
τβ(s)‖eαs∆˜z(s)‖2ds++e−2δ0t
∫ t
0
τβ(s)‖eαs∇z(s)‖2ds
+ e−2δ0t
∫ t
0
τβ(s)‖z(s)‖2‖∇z(s)‖2‖eαs∇z(s)‖2ds
+ e−2δ0t
∫ t
0
τβ(s)‖eαsF‖2ds
)
≤ C M
2δ0
+ Cτβ(0)e−2δ0t(‖z0‖2 + κ‖∇z0‖2 + κ‖∆˜z0‖2).
The rest of the proof follows from the Lemma 3.6.
Theorem 3.3. Under the assumption (A1), let τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2−1) ≤M1 and
τβ(t)e2α1t(‖F(t)‖2 + ‖Ft‖2) ≤ M2 ∀t ≥ 0. Then, there exists a positive constant C =
C(N, ν, λ1, ‖f∞‖−1) such that for all t > 0
τβ(t)
(
‖eα1tz(t)‖2
H2
+ ‖eα1tzt(t)‖2 + ‖eα1tq(t)‖2H1(Ω)/R
)
≤ τβ(0)e−2δ0t((1 + κ)‖∆˜z0‖2) + C(M1 +M2),
and
τβ(t)
(
κ‖eα1t∇zt‖2 + ‖eα1tκ∆˜zt‖2
) ≤ τβ(0)e−2δ0t(1 + κ)‖∆˜z0‖2 + C(M1 +M2).
hold.
Proof. Proof follows from Lemmas 3.6, 3.7 and 3.8 .
Remark 3.2. Note that all the results are valid uniformly in κ as κ → 0. Therefore, present
analysis provides also convergence of unsteady Navier-Stokes equation to its steady state system.
4 Conclusion
In this article, the convergence of the Kelvin-Voigt viscoelastic fluid flow model to a steady
state is established. Both exponential and power convergence results are proved under different
prescribed conditions on the forcing function. Moreover, all the results are valid uniformly in
the time relaxation or regularizing parameter κ as κ → 0, establishing validity even for the
Navier-Stokes system.
Acknowledgements. The second author acknowledges the support provided by the National
Programme on Differential Equations: Theory, Computation and Applications (NPDE-TCA) vide
the DST project No.SR/S4/MS:639/90. The first author acknowledges the financial support from
UGC, Govt. India.
References
[1] S. Bajpai, N. Nataraj, A. K. Pani, P. Damazio, and J. Y. Yuan, Semidiscrete Galerkin method
for equations of motion arising in Kelvin-Voigt model of viscoelastic fluid flow, Numer. Meth.
PDEs. 29 (2013), pp. 857-883.
20
[2] M. Burtscher and I. Szczyrba, Numerical Modeling of Brain Dynamics in Traumatic Situa-
tions - Impulsive Translations, Conference on Mathematics and Engineering Techniques in
Medicine and Biological Sciences (2005), pp. 205-211.
[3] M. Burtscher and I. Szczyrba, Computational simulation and visualization of traumatic brain
injuries, Conference on Modeling, Simulation and Visualization Methods (2006), pp. 101-107.
[4] Y. Cao, E. M. Lunasin, and E. S. Titi, Global well-posedness of the three-dimensional viscous
and inviscid simplified Bardina turbulence models Commun. Math. Sci. 4 (2006), pp. 823-848.
[5] C. S. Cotter, P. K. Smolarkiewicz, and I. N. Szezyrba, A viscoelastic model from brain
injuries, Intl. J. Numer. Meth. Fluids 40 (2002), pp. 303-311.
[6] V. Girault and P. A. Raviart, Finite element approximation of the Navier-Stokes equations,
Lecture notes in Mathematics, Springer, New York, 1981.
[7] Y. He and Y. Li, Asymptotic behavior of linearized viscoelastic flow problem, Discrete Contin.
Dyn. Syst. -Ser. B 10 (2008), 843-856.
[8] Y. He, Y. Lin, S. Shen, and R. Tait, On the convergence of viscoelastic fluid flows to a steady
state, Advances in Differential Equations 7 (2002), pp. 717-742.
[9] V. K. Kalantarov and E. S. Titi, Global attractors and determining modes for the 3D Navier-
Stokes-Voight equations, Chinese Ann. Math. Ser. B 30 (2009), 697-714.
[10] V. K. Kalantarov,Global behavior of solutions of nonlinear equations of mathematical physics
of classical and non-classical type, Postdoctoral Thesis, St. Petersburg, 1988.
[11] V. K. Kalantarov, B. Levant, and E. S Titi, Gevrey regularity of the global attractor of the
3D Navier-Stokes-Voight equations, J. Nonlinear Sci. 19 (2009), 133-152.
[12] S. Kesavan, Topics in Functional Analysis and Application, New Age International (P)Ltd
Publishers, New Delhi, 2008.
[13] A. P. Oskolkov, The uniqueness and global solvability for boundary value problems for the
equations of motion of water solutions of polymers, Zapiski Nauch. Sem. POMI 38 (1973),
pp. 98–136.
[14] A. P. Oskolkov, Theory of nonstationary flows of Kelvin-Voigt fluids, J. Math. Sciences 28
(1985), pp. 751-758.
[15] A. P. Oskolkov, Initial-boundary value problems for equations of motion of Kelvin-Voigt fluids
and Oldroyd fluids, Proc. Steklov Inst. Math. 2 (1989), pp. 137-182.
[16] A. P. Oskolkov and R. D. Shadiev, Non local problems in the theory of the motion equations
of Kelvin-Voigt fluids, J. Math. Sciences 59 (1992), pp. 1206-1214.
[17] A. P. Oskolkov and R. D. Shadiev, Towards a theory of global solvability on [0,∞] of initial-
boundary value problems for the equations of motion of Oldroyd and Kelvin-Voigt fluids, J.
Math. Sciences 68 (1994), pp. 240-253.
[18] A. K. Pany, S. Bajpai, and A. K. Pani, Optimal error estimates for semidiscrete Galerkin
approximations to equations of motion described by KelvinVoigt viscoelastic fluid flow model,
J. Comput. Appl. Math. 302 (2016), pp. 234-257.
[19] V. A. Pavlovskii, To the equation of theoretical description of weak aqueous polymer solutions,
Sov. Phy. Dokl. 200 (1971), pp. 809-812.
[20] P. E. Sobolevskii, Stabilization of viscoelastic fluid motion(Oldroyd’s mathematical model),
Differential and Integral Equations, 7 (1994), pp. 1597-1612.
[21] R. Temam, Navier-Stokes equations, theory and numerical analysis, North-Holland, Amster-
dam, 2002.
21
