Abstract. We establish a generalization of Breen's theory of cubic structures on line bundles over group schemes. We study such "n-cubic structures" inductively using multiextensions. As a result we obtain information on the set of isomorphism classes of line bundles with n-cubic structures over finite multiplicative group schemes over Spec (Z) by relating this set to certain corresponding eigenspaces of ideal class groups of cyclotomic fields.
Introduction
Let L be a line bundle over an abelian variety A. Consider the line bundle Θ 3 (L) over the triple product A × ×A × A whose fiber over the point (x, y, z) is
The classical theorem of the cube states that for any such L, the line bundle Θ 3 (L) is trivial. Since all regular functions on A are constants, any trivialization of Θ 3 (L) satisfies certain additional compatibility conditions which were explained by L. Breen in [Br] . Breen studied the resulting structure in great detail and generality. In particular, he considered line bundles L over a general commutative group scheme H: A trivialization of Θ 3 (L) which satisfies certain conditions is called in [Br] a "cubic structure" on L. (These conditions generalize the aforementioned compatibilities and so are satisfied automatically when H is an abelian variety). This notion of "cubic structure" is closely related to the notion of a biextension which was introduced previously by Mumford and Grothendieck. If ξ :
is a cubic structure on L, then the line bundle Θ 2 (L) over H × H with fiber over (x, y) given by Θ 2 (L) (x,y) = L x+y ⊗ L −1 x ⊗ L −1 y ⊗ L 0 supports the structure of a (symmetric) biextension. Conversely, if M is a line bundle over H × H with a structure of a symmetric biextension, then the diagonal pull-back ∆ * (M) is a line bundle over H which supports a corresponding cubic structure.
In this paper, we study a generalization of the notion of cubic structure: For a line bundle L over a commutative group scheme over H and n ≥ 2, we consider trivializations ξ of the line bundle Θ n (L) over H n = H × · · · × H that satisfy appropriate "cubic" conditions (see Definition 3.1). We call such trivializations n-cubic structures on L (for n = 3, we essentially recover the notion of [Br] ). Our main results concern line bundles with n-cubic structures over finite multiplicative group schemes over Z. Roughly speaking, we show that the set of isomorphism classes of line bundles with n-cubic structure (L, ξ) over such group schemes is controlled by certain eigenspaces of ideal class groups of cyclotomic fields. As a corollary of classical results on the structure of these ideal class groups, we see that line bundles over finite multiplicative group schemes that support an n-cubic structure for some n are often trivial.
To state precisely some of our results we will need some additional notation. Recall that the k-th Bernoulli number B k is defined by
Also, recall that by work of Borel ([Bo] ), the Quillen K-groups K m (Z) are finite for even integers m ≥ 2. For a prime p, and a = p k ·a ∈ Z >0 with gcd(a , p) = 1, we set ord p (a) = p k . We set h + p = #Cl(Q(ζ p + ζ −1 p )) and for u ∈ Z >0 e(u) =
numerator (B n /n) , if u is even, p,p|h
Let G be a finite abelian group and n ≥ 2. We set H = G D Spec (Z) = Spec (Z [G] ) for the Cartier dual of the constant group scheme G. ord p (#G) .
In particular, if L is a line bundle over H which supports an n-cubic structure then we have
Notice that since B 2 = 1/6, B 4 = −1/30 and K 4 (Z) is trivial ( [Ro] ), we have M n−1 (G) = 1 for n ≤ 5 and all G. We also show (see Theorem 8.4 in the text): Theorem 1.2. Suppose L is a line bundle over H = G D Spec (Z) which supports an n-cubic structure. If the prime divisors of #G are bigger than or equal to n and satisfy Vandiver's conjecture, then the line bundle ν * (L) which is obtained as the pull-back of L by the normalization morphism ν :H → H is trivial.
Vandiver's conjecture (sometimes also attributed to Kummer) for the prime p is the statement that p does not divide the class number h + p . This has been verified numerically for all p < 12 · 10 6 [BCEM] . However, there is doubt about its truth in general (see [W] , p. 158). By Rim's theorem ( [Ri] ) when #G = p, ν * gives an isomorphism between the Picard groups Pic(µ p ) and Pic(μ p ) Cl(Q(ζ p )). Hence, Theorem 1.2 implies the following: If the line bundle L over µ p supports an n-cubic structure with n ≤ p and p satisfies Vandiver's conjecture, then L is trivial.
The proofs of these results proceed via an inductive analysis of n-cubic structures. Our approach uses "n-extensions" -this notion generalizes that of a biextension (n = 2) and already appears in [SGA7I] . To an n-cubic structure ξ : O H n ∼ − → Θ n (L) we associate the structure of a "symmetric n − 1-extension" E(L, ξ) on the line bundle Θ n−1 (L) over H n−1 . This generalizes the construction of the symmetric biextension on Θ 2 (L) associated to the cubic structure (L, ξ) which was described in the beginning of the introduction. We show that if E(L, ξ) is isomorphic to the trivial symmetric n − 1-extension, then the n-cubic structure ξ on L is obtained by an n − 1-cubic structure ξ on L via a standard functorial procedure. Now consider the pull-back ∆ * (E(L, ξ)) via the diagonal ∆ : H → H n−1 . Another key technical statement (Proposition 5.4) is that we can write
where L has an n − 1-cubic structure. These results allow us to inductively study n-cubic structures via (symmetric) n-extensions. For example, an inductive argument using (1.1) shows that we can write the (n − 1)!! := (n − 1)!(n − 2)! · · · 1!-th power of L as a product of line bundles
where δ (L (i) ) is obtained via a diagonal pull-back from a line bundle over H n−i−1 that carries a structure of a symmetric n − 1 − i-extension. When H = µ r , with r = p m a prime power, the group of (symmetric) n-extensions over H can now be determined as follows: First we see that we can consider multiextensions of Z/rZ-torsors over H n−1 instead. We then show that such multiextensions are given by families of unramified extensions of the fields Q(ζ p k ) for k ≤ m, which satisfy certain properties. Using class field theory one can see that these are described by appropriate eigenspaces of the p-primary part of the ideal class group Cl(Q(ζ p k )). Theorem 1.1 then follows from results on the relation of the orders of these eigenspaces with Bernoulli numbers and the orders of the Quillen K-groups K m (Z) (Herbrand's theorem, work of Soulé, Kurihara). To discuss Theorem 1.2 set C(p k ) = Cl(Q(ζ p k )) and use the superscript (j) to denote the eigenspace of
where Gal(Q(ζ p )/Q) = (Z/pZ) * acts via the j-th power of the Teichmuller character ω : (Z/pZ) * → Z * p . Recall the classical reflection homomorphism
We show that the map which associates to the pair (L, ξ) of a line bundle with n-cubic structure over µ r the isomorphism class of ν * (L) ⊗(n−1)!! can be written as a composition of homomorphisms in which one of factors is the direct sum ⊕
Vandiver's conjecture, the reflection homomorphisms are all trivial. This leads to the proof of Theorem 1.2. Our study of cubic structures is motivated by the observation ( [P] ) that they play an important role in the theory of geometric Galois modules. The key link is the fact that the functor on line bundles given by the square of the determinant of cohomology along a projective flat morphism of relative dimension d is equipped with a d + 2-cubic structure (of functors between strictly commutative Picard categories; see [Du] ). This follows from [De] for d = 1 and was shown by Ducrot ([Du] ) in general. Using this, Theorems 1.1 and 1.2 allow us to extend the results of [P] to higher dimensional varieties and are basic for understanding coherent fixed point formulas for finite abelian group actions on varieties over Z (see [CPT] ). These applications are treated in separate articles.
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Picard categories and Torsors

2.a. A (commutative)
Picard category is a non-empty category P in which all morphisms are isomorphisms and which is equipped with an "addition" functor + :
, and commutativity isomorphisms τ p 1 ,p 2 : p 1 +p 1 ∼ − → p 2 +p 1 functorial in p 1 , p 2 which satisfy the axioms described in [SGA4] XVIII, 1.4. If we have τ p,p = Id p+p , for all objects p of P then we say that the Picard category is "strictly commutative" (s.c.).
A commutative group defines a "discrete" s.c. Picard category: The objects are the elements of the group, the only morphisms are the identity morphisms and the addition is given by the group law. For a scheme S the category of invertible sheaves of O S -modules on S with morphisms isomorphisms of O S -modules and "addition" given by tensor product over O S is a s.c. Picard category which we will denote by PIC(S) (see [De] ). 2.b. Let H → S be a group scheme flat and affine over S. We refer to [DG] III for the notion of an H-torsor. Under our assumptions, this is given by a scheme p : T → S with right action of H and p affine faithfully flat such that the map T × S H → T × S T given by (t, h) → (t · h, t) is an isomorphism. If Y is an S-scheme we will occasionally use the expression "X → Y is an H-torsor" to mean that X → Y is a torsor for the group scheme
is an H-torsor, then π is affine and flat and identifies Y with the (categorical) quotient X/H. In fact, this quotient is universal in the sense that for every base change S → S, the natural morphism
For more details on the following the reader can refer to [DG] III §4. A morphism between two torsors T 1 → S, T 2 → S, is an S-morphism f : T 1 → T 2 which commutes with the Haction; by descent such a morphism is necessarily an isomorphism. Assume now in addition that H → S is commutative; let T 1 → S, T 2 → S be two H-torsors. We let the group scheme H act on the fiber product T 1 × S T 2 by (t 1 , t 2 ) · h = (t 1 · h, t 2 · h −1 ). The quotient (T 1 × S T 2 )/H then gives an H-torsor over S (the action is via (t 1 , t 2 ) · h = (t 1 · h, t 2 )) which we will denote by T 1 · T 2 . We can see that there are canonical isomorphisms of H-torsors
; these give to the category of H-torsors over S the structure of a s.c Picard category.
Denote by G m the multiplicative group scheme over Spec (Z). For a scheme S, there a natural additive functor equivalence between the s.c Picard category PIC(S) of invertible O S -sheaves and the s.c Picard category of
(In what follows, for simplicity, we will denote the G mS -torsor associated to the invertible sheaf L again by L).
2.c.
In what follows we let G be a finite commutative group. For a scheme S we will denote by G S the constant group scheme g∈G S given by G. Denote by G D S the Cartier dual group scheme of G S ; by definition, this represents the sheaf of characters Hom(G S , G mS ). When S = Spec (Z) we will often abuse notation and simply write G instead of G S . Let us recall that if π : T → S is a G-torsor over S then the morphism π is finite andétale ([D-G] III, §2, n o 6).
3. Hypercubic structures 3.a. Let H → S be a commutative S-group scheme. For n ≥ 1, we will denote by H n := H × · · · × H the n-fold fiber product over S (for simplicity, we will often omit the subscript S in the notation of the product). If I is a subset of the index set {1, . . . , n}, we will denote by m I the morphism H n → H given on points by (h 1 , . 
(an invertible sheaf on H n ). A permutation σ : {1, . . . , n} → {1, . . . , n} induces a corresponding S-isomorphism σ : H n → H n . Since m I · σ = m σ(I) permuting the factors of 3.1 gives a canonical isomorphism
Now suppose that n ≥ 2 and consider the morphisms A, B, C, D : H n+1 → H n given by
We can observe that there is a canonical isomorphism
which is obtained by contracting duals and permuting factors (cf. [Br] 
Definition 3.1. Let n ≥ 2. An n-cubic structure on the invertible sheaf L over H is an isomorphism of invertible sheaves on H n (3.9)
(i.e a choice of a global generator ξ(1) of Θ n (L)) which satisfies the following conditions:
c0) It is "rigid", i.e if (0, . . . , 0) : S → H n is the zero section, then
c1) It is "symmetric", i.e for all σ ∈ S n ,
c2) It satisfies the "cocycle condition"
This definition also appears in [AHS] 2.39. For n = 3 it is a slight variant of Breen's definition of a cubic structure ( [Br] §2; see also Moret-Bailly [MB] ). To explain this set
(Recall that m ∅ : H 3 → H is the zero homomorphism). There are isomorphisms analogous to (3.2) and (3.7) for Θ (L) . According to Breen, a cubic structure on L is a trivialization t : O H 3 ∼ − → Θ(L) which respects these isomorphisms (i.e satisfies conditions analogous to (c1) and (c2)). On the other hand, (3.8) induces a canonical isomorphism
Hence, t also induces a "rigidification" of L, i.e an isomorphism O S ∼ − → 0 * L which we will denote by r(t). For any invertible sheaf L on H now set L rig := L ⊗ p * 0 * L −1 , p : H → S the structure morphism. The invertible sheaf L rig is equipped with a canonical rigidification r can and so there is a canonical isomorphism
One can now verify that ξ → t(ξ) := φ can · ξ gives a bijective correspondence between the set of 3-cubic structures ξ on L in the sense above and the set of Breen's cubic structures t on L rig which satisfy r(t) = r can (cf. [Br] §2.8 and [AHS] Remark 2.44).
b) In what follows, we will often denote various invertible sheaves by giving their fibers over a "general" point of the base. For example, we can denote Θ 3 (L) as
(This gives the fiber of Θ 3 (L) over the point (x, y, z) of H 3 .) 3.b. i) By definition, an isomorphism between the invertible sheaves with n-cubic struc- (L , ξ ) are invertible sheaves with n-cubic structures we define their product
where ξ * ξ is the composition
with α the standard natural isomorphism. We can see that the pairs (L, ξ) give the objects of a s.c. Picard category n-CUB(H, G m ) with arrows given by isomorphisms as above and "addition" given by the above product. (This is similar to the corresponding statement for Breen's cubic structures; see [Br] 
can now be given via the ratio of the generators
gives an n-cubic structure on L if and only if the element c satisfies:
(Here h i , 0 ≤ i ≤ n, range over all T -valued points of H, T any S-scheme. Also, for example, c(h 1 , h 2 , . . . , h n ) ∈ Γ(T, O * T ) is obtained from c by pulling back along the morphism T → H n given by (h 1 , h 2 , . . . , h n )).
An inductive argument shows that if c ∈ Γ(H n , O * H n ) satisfies (c0), (c1), (c2) above, then it also satisfies c0 )
c(h 1 , h 2 , . . . , h n ) = 1, if at least one of the h i is 0.
iii) Suppose that S = Spec (R) and H = G D S , the Cartier dual of a finite abelian constant group scheme G. Then,
(In these relations χ 1 ⊗ · · · ⊗ χ n etc. are characters of G n which are evaluated on the element c of R[G n ]).
As above if c ∈ R[G n ] * satisfies (c0), (c1), (c2) above (for all characters of G), then it also satisfies c0 ) (χ 1 ⊗ · · · ⊗ χ n )(c) = 1, if at least one of the characters χ i is trivial.
3.c. Suppose that A is an abelian group and n ≥ 1. Denote by I[A] the augmentation ideal of the group ring Z[A]; by definition, this is the kernel of the ring homomorphism
(the n-th symmetric power of the Z[A]-module I[A]; cf. [AHS] 2.3.1 where the reader is also referred to for more details). The abelian group C n (A) is the quotient of Sym
by all the relations of the form
with a 1 , . . . , a n , b ∈ A. After rearranging and reindexing, this relation can be expressed in terms of the generators [a 1 , . . . , a n ] :
. . , a n ] + [a 0 , a 1 + a 2 , a 3 , . . . , a n ] = = [a 0 , a 1 , a 3 , . . . , a n ] + [a 0 + a 1 , a 2 , . . . , a n ]. Now suppose that A = H(Spec (R )), the group of characters of the finite abelian group G with values in the R-algebra R . We can see by the above that an n-cubic element c ∈ R[G n ] * gives a group homomorphism
In fact, every element c ∈ R[G n ] * which satisfies (c0 ) gives a group homomorphism
By the above, if this homomorphism factors through C n (A) (for all R-algebras R ) then c is n-cubic.
Multiextensions
4.a. Suppose that J and H are two flat commutative group schemes over the scheme S. We will assume that J → S is affine. By [SGA7I] VII §1 giving a commutative group scheme extension E of H by J is equivalent to giving, for every S-scheme U → S and each U -point a : U → H over S, a J U -torsor E a with the following additional structure: These torsors should come together with isomorphisms
which satisfy the commutativity and associativity conditions described by loc. cit. (1.1.4.1) and (1.2.1). Both the torsors and the above isomorphisms should be functorial in the S-scheme U .
4.b. We again refer the reader to [SGA7I] VII for the definition of J-biextensions of commutative group schemes. There is an obvious generalization of both the notions of extension and biextension: the notion of an n-extension of (H, . . . , H) by J. (Often, for simplicity, we will just say "n-extension of H by J"; for n = 1 this is an extension of commutative group schemes as above and for n = 2 a J-biextension of (H, H)). By definition (see loc. cit. Def. 2.1 for n = 2 and 2.10.2 in general) such an n-extension is a J-torsor E over H n equipped with "compatible partial composition laws". Giving an n-extension of (H, . . . , H) by J is equivalent to giving, for each S-scheme U → S and U -valued point (a 1 , . . . , a n ) of H n over S, a J-torsor E (a 1 ,...,an) over U with additional structure: These torsors should come together with isomorphisms (i = 1, . . . , n)
which satisfy commutativity and associativity conditions. In addition, we require the compatibility between the isomorphisms for a pair i = j described by the obvious generalization of [SGA7I] VII (2.1.1). Once again both the torsors and the isomorphisms should be functorial on the S-scheme U .
There is an obvious notion of isomorphism between n-extensions of H by J (it is given by an isomorphism of the corresponding torsors that respects the composition laws (4.2)). The n-extensions of H by J give the objects of a strictly commutative Picard category n-EXT(H, J) with morphisms given by isomorphisms of n-extensions and a natural product which corresponds to the product of J-torsors. These facts are explained in detail in [SGA7I] Exp. VII §1 and §2 when n = 1, 2. The same constructions apply to the general case (see loc. cit. Remark 3.6.7). We will denote by n-Ext 1 (H, J) the commutative group of isomorphism classes of n-extensions of H by J and by n-Ext 0 (H, J) the commutative group of the endomorphisms of the identity object.
Note that sending the class of an n-extension to the class of the underlying J-torsor over H n defines a group homomorphism
When J = G m , we can view this as a homomorphism
4.c. Suppose that E is an n-extension of H by J. If σ ∈ S n is a permutation, then we also denote by σ : H n → H n the corresponding automorphism. We can see that the pull-back J-torsor σ * E also supports a canonical structure of an n-extension of H by J. Denote by ∆ n the diagonal homomorphism H → H n . We will say that the n-extension E of H by J is symmetric if it comes together with isomorphisms of n-extensions
which satisfy the following properties:
ii) For every pair σ, τ ∈ S n , the following diagram is commutative
where the left vertical arrow is the natural isomorphism of J-torsors.
Notice that the trivial n-extension is naturally symmetric. When n = 1 every extension is symmetric with Ψ id = id. By definition, an isomorphism between two symmetric nextensions (E, {Ψ σ }) and (E , {Ψ σ }) is an isomorphism f : E ∼ − → E of n-extensions such that for any σ ∈ S n , we have f · Ψ σ = Ψ σ · σ * f .
Differences and Polynomial expansions
In this section we assume that S = Spec (R) and H = G D S , the Cartier dual of the finite constant group scheme given by the abelian group G. The constructions which we will describe below are certainly valid under less restrictive hypotheses. However, we are only going to need them under these assumptions and so we choose to explain them only in this case since then the presentation simplifies considerably. We consider the "n − 1-th symmetric difference" Θ n−1 (L) of the invertible sheaf with an n-cubic structure (L, ξ) on H. We first show that Θ n−1 (L) is naturally equipped with the structure of an n − 1-extension and then explain how we can recover a power of (L, ξ) from such symmetric differences using a "polynomial expansion".
whereĥ j means "omit h j " and where in the last expression h i + h i+1 is placed in the i-th position. If L is an invertible sheaf on H, we can see from the definitions that there is a canonical isomorphism
Let now (L, ξ) be an invertible sheaf with an n-cubic structure over H. We will show how we can associate to the pair (L, ξ) an n − 1-extension E(L, ξ) of H by G m . The corresponding G m -torsor on H n−1 is given by Θ n−1 (L). For n = 3 a similar construction is described in [Br] §2; the general cases follows along the same lines. We sketch the argument below: By composing (5.1) with ξ we obtain an isomorphism
of invertible sheaves on H n . We can verify that these isomorphisms provide the partial composition laws (4.2) of an n − 1-extension: To check that the c i are commutative, associative and compatible with each other we can reduce to the case that R is local and L is the trivial invertible sheaf on H (3.b (ii)-(iii)). Then the n-cubic structure ξ on L is given by an n-cubic element c ∈ R[G n ] * and, by the above, the "composition law" c i is given via multiplication by the element c. Hence, we are reduced to checking certain identities for c. These follow directly from properties (c1) and (c2) of 3.b (ii). More specifically, the commutativity, resp. associativity, property for c i follows directly from property (c1), resp. (c2), for c. The compatibility between the partial composition laws c i for various i also follows immediately from (c1) and (c2). As a result, the isomorphisms c i , 1 ≤ i ≤ n − 1, provide Θ n−1 (L) with the structure of an n − 1-extension E (L, ξ) . In fact, we can see that the construction (L, ξ) → E(L, ξ) is functorial and gives an additive functor
Actually, we can see that the n − 1-extension E(L, ξ) is symmetric (in the sense of the previous paragraph) with the symmetry isomorphisms Ψ σ given by the isomorphisms P σ of (3.2) (σ ∈ S n−1 ). Indeed, it is easy to see that the isomorphisms P σ of G m -torsors satisfy the conditions (i) and (ii) of 4.c and it remains to show that they actually give (iso)morphisms of n − 1-extensions. An argument as above now shows (by reducing to the case R local and L trivial) that this follows from the definitions and property (c1).
5.b. In this paragraph, we assume that n ≥ 3. Let L be an invertible sheaf over H equipped with an isomorphism ξ :
For simplicity, we set
Define an isomorphism
by composing the inverse of (5.1) with the trivialization of
is a line bundle with an n − 1-cubic structure on H, then ξ given by (5.3) gives an n-cubic structure on L. In fact, the construction
Proof. To show the first statement we have to show that the isomorphism (5.3) above satisfies the conditions (c0), (c1), (c2) of Definition 3.1 for an n-cubic structure. For this purpose, we may assume that R is local and that L is the trivial invertible sheaf on H (see 3.b (ii)). Then the n − 1-cubic structure ξ is given by an
In other words, we have
for all points h i , 1 ≤ i ≤ n, of H. We now have to show that if c satisfies (c0), (c1), (c2) of 3.b (ii) with n replaced by n − 1, then c satisfies (c0), (c1), (c2) for n: It is clear that c satisfies (c0) and that c is symmetric in the "variables" h 1 , h 2 and in h 3 , . . . , h n separately. To show that c satisfies (c1) in general, it is enough to show that, in addition, we have
To explain this we may assume that n = 3 (the argument for n > 3 is essentially the same). By the cocycle condition (c2) for c we obtain:
By multiplying both sides with c (h 2 , h 3 ) −1 and using the symmetry condition for c we obtain (5.6) and this shows condition (c1) for c. The cocycle condition (c2) for c now follows directly from (5.5). This proves the first statement of the Lemma. To show the second statement we first observe that our construction is functorial. The rest follows from the definition of the product of multiextensions.
Lemma 5.2. Suppose that (L, ξ) is an invertible sheaf with an n-cubic structure over H which is such that the corresponding n − 1-extension E(L, ξ) of 5.a is trivial as a symmetric multiextension. Then there is an n − 1-cubic structure ξ on L which induces the n-cubic structure ξ by the procedure of Lemma 5.1. Conversely, if the n-cubic structure ξ is induced from an n − 1-cubic structure ξ by the procedure of Lemma 5.1 then E(L, ξ) is trivial as a symmetric multiextension.
Proof. (For n = 3 and general H this is essentially [Br] Prop. 2.11.) Suppose that E(L, ξ) is trivial as a symmetric n − 1-extension. By definition, this means that there is an isomorphism
which is compatible with the partial composition laws (4.2) and the symmetry isomorphisms
for all τ ∈ S n−1 . Recall that the composition laws on E(L, ξ) are given by (5.2). We can now see that the isomorphism ξ is compatible with the composition law for i = 1 if and
is obtained from the isomorphism ξ by the procedure described in the beginning of 5.b. We just have to show that the isomorphism ξ defines an n − 1-cubic structure. For this purpose, we may assume that R is local and that L is the trivial invertible sheaf on H (see 3.b (ii)). As in the proof of the previous lemma, we see that the isomorphisms ξ, ξ are given by elements c ∈ R[G n ] * , c ∈ R[G n−1 ] * respectively which are related by (5.5). Since ξ is an n-cubic structure, c satisfies (c0), (c1) and (c2) of 3.b (ii). We would like to show that c satisfies (c0), (c1) and (c2) with n replaced by n − 1. Property (c0) follows immediately from (5.5). Since ξ is compatible with the symmetry isomorphisms c satisfies (c1). It remains to show property (c2); the relevant equation can be written
This now follows from Property (c1) for c and (5.5). We will leave the converse to the reader.
Remark 5.3. Note that in the paragraph above we assumed that n ≥ 3. Suppose now that n = 2. Then we
5.c. Let n ≥ 1. Suppose that (L, ξ) is an invertible sheaf with an n + 1-cubic structure over H. If ∆ n : H → H n is the diagonal morphism, then we can consider the invertible
Proposition 5.4. Suppose that n ≥ 2. Then the invertible sheaf L defined above is equipped with a canonical n-cubic structure ξ .
Remark 5.5. Notice that the invertible sheaf δ(L, ξ) is always "rigid", i.e equipped with
Also notice that when
Notice that successive application of Proposition 5.4, combined with the above remark, gives the following.
Corollary 5.6. (Polynomial expansion) There is an isomorphism of invertible sheaves
is the diagonal and E (n−i) on H n−i supports a (symmetric) n − i-extension structure. In particular, for any m ∈ Z we have
where m * denotes the pull back via multiplication by m : H → H.
Remark 5.7. Suppose n = 2 and set L rig = L ⊗ 0 * L −1 . Let us consider the pull-back of
. This gives an isomorphism
This in turn induces an isomorphism
The statement of Proposition 5.4 then amounts to the fact that L⊗(−1) * L −1 has a canonical 2-cubic ("square") structure. This is classical for line bundles on abelian varieties. For n = 2, the expansion of Corollary 5.6 is
Notice that the identity (5.10) can be interpreted as saying that the term δ(L (i) , ξ (i) ) in the expansion of Corollary 5.6 is of "degree n − i". This somewhat justifies our use of the terminology "Polynomial expansion".
Proof of 5.4. For simplicity,
If R is an R-algebra we consider H(R ) = H(Spec (R )); this is the group of characters of G with values in R . Let χ 0 , χ 1 , . . . , χ n be R -valued characters of G. If S is a subset of {0, . . . , n}, we set χ S = i∈S χ i . (Here and below a product, resp. a tensor product, over the empty set is 1, resp. the trivial invertible sheaf.) By the definition, we have
Repeated application of the composition laws (4.2) now provide functorial isomorphisms (5.14)
p:{1,...,n}→S
(the tensor product runs over all maps p : {1, . . . , n} → S). Observe that if S = {1, . . . , n} we have 
Hence, using the symmetry isomorphisms and (5.13) we can see that there is a canonical isomorphism (5.18) (E (χ 1 ,...,χn) )
Since by definition E = Θ n (L) we obtain from (5.18) a canonical isomorphism
We will now show that the isomorphism (5.19) above satisfies the conditions (c0), (c1), (c2) of an n-cubic structure. For this purpose, we may assume that R is local and that L is the trivial invertible sheaf on H (see 3.b (ii)-(iii)). Then all the invertible sheaves in the construction above are also trivial and the hypercubic structure ξ is given by an n + 1-cubic element c ∈ R[G n+1 ] * . By unraveling the definition above we can now see that the isomorphism (5.19) is given as multiplication by
gives the isomorphism (5.14). (The element d S gives the isomorphism (5.14) for χ i , i = 1, . . . , n, the "universal"
Notice that if #S ≤ 1, then d S = 1.) In fact, it is more convenient to consider the inverse of (5.14) and view that as the composition of several isomorphisms in which the arguments χ S are unraveled one by one. Suppose that S = {i 1 < i 2 < · · · < i m } = ∅. Then the first of these isomorphisms is
By the definition of the composition law of the n-extension E = E(L, ξ) (see 5.a), this is described by the inverse of the element:
Using 3.c we see that we can write this as the value of the element
of C n+1 (H(R )) at c −1 . For simplicity, we set
Similarly, we can now see that the isomorphisms
which give the next step in unraveling the inverse of (5.14) are described by evaluating at c −1 the element
The combined effect (for k = 1, · · · , m) of all of these on the tensor product of (5.21) is given by evaluating at c −1 the element
The next step is unraveling the first remaining χ S in E (χ i k ,χ ip ,χ S ,...,χ S ) . As above, we can see that this is given by the elements
with combined effect
and so on. Putting everything together we see that (χ 1 ⊗· · ·⊗χ n )(d S ) is given by evaluating the element
For simplicity, set
) (here by definition Ψ ∅ = 0). The proof of the proposition will follow if we show the following properties:
Property (f0) is obvious and it is enough to concentrate on (f1) and (f2). Let F = { n i=0 x k i i | k i ∈ Z} be the free abelian group generated by the symbols x 0 , x 1 , . . . , x n and let us consider C k (F ) := Sym Lemma 5.8. The multiplication morphism a 1 ⊗· · ·⊗a k → a 1 · · · a k induces an isomorphism
Proof. In this case, Z Suppose that y i , 1 ≤ i ≤ n, are elements of F . The identities (5.28), (5.30) with χ i replaced by y i can be used to define elements Ψ S (y 1 , . . . , y n ), Φ(y 1 , . . . , y n ) ∈ C n+1 (F ). The group homomorphism F → H(R ) given by x i → χ i induces a homomorphism C n+1 (F ) → C n+1 (H(R )) which sends the elements Φ(x 1 , . . . , x n ), Φ(x 0 x 1 , . . . , x n ), to Φ(χ 1 , . . . , χ n ), Φ(χ 0 χ 1 , . . . , χ n ) etc. Hence, it is enough to show
In what follows, we will identify C k (F ) with I[F ] k using the multiplication morphism of Lemma 5.8. Furthermore, we will eliminate the brackets from the notation of elements of the group ring Z[F ].
As above, if S = {i 1 < · · · < i m } ⊂ {1, . . . , n}, we set
and also (5.32)
Proof. By the definition of Ψ S (y 1 , . . . , y n ) we have
However, observe that by telescoping we find
(5.34)
The result now follows from the standard identity.
Lemma 5.9 and the definition of Φ(y 1 , . . . , y n ) (cf. (5.30)) now imply
Notice that (g1) now follows immediately. It remains to show (g2). To do that we will compare terms between the two sides of the equation (g2). Let us consider the left hand side of the equation. Using (5.35) above we can see that it is a sum:
where we set
and where Z is a sum of terms which are either of the form (−1) n−(#T −1) ( i∈T x i − 1) n or of the form (−1) n−#T ( i∈T x i − 1) n , for certain T ⊂ {0, 1, . . . , n}. More specifically, we can write
where
(In these sums, T ranges over subsets of {0, 1, . . . , n}.) The rest of the terms cancel out since they appear twice but with different signs in Φ(x 0 x 1 , x 2 , . . . , x n ) and Φ(x 0 , x 1 , . . . , x n ). Similarly, a careful look at the right hand side of (g2) reveals that it is equal to the sum
Now observe that the identity S⊂{1,...,n}
Hence, by the above, we can now conclude that (g2) is equivalent to the identity
which is easily seen to be true. This concludes the proof of the identity (g2) and of Proposition 5.4.
Multiextensions and abelian sheaves
In the next few paragraphs, we will not distinguish in our notation between a commutative group scheme A over a scheme T and the sheaf of abelian groups on the site T fppf which is given by the sections of A. We will use the derived category of the homotopy category of complexes of sheaves of abelian groups on T fppf (recall that T fppf is the site of T -schemes which are locally of finite presentation with the fppf topology). Otherwise, we continue with the notations and general set-up of §4. If Y → S is an object of S fppf , we will denote by Z[Y ] the abelian sheaf on the fppf site of S which is freely generated by the points of Y (see [SGA4] IV 11). If Y and Y are two objects of S fppf then there is a canonical isomorphism:
The natural morphism of sheaves
Now suppose that H → S is a commutative group scheme which is finite locally free over S. We will denote by H : Z[H] → H the augmentation homomorphism. Then, under 6.2, the homomorphism Ext 1 ( H , J) is identified with the natural homomorphism
Suppose F , F are abelian sheaves (on S fppf ) and E a complex of abelian sheaves which is bounded above. Then there is a canonical spectral sequence
which induces an exact sequence:
There is also a canonical isomorphism:
6.a. By [SGA7I] VII (2.5.4.1) and 3.6.7 (see also loc. cit. 3.6.4, 3.6.5 and the remarks in VIII §0.2) there are canonical isomorphisms
In the source of the second morphism
⊗ H is the complex, well-defined up to canonical isomorphism in the derived category, obtained by applying successively the derived tensor product functor.
When J = G m , the discussion in loc. cit. shows that the diagram (6.9)
commutes. Here the second vertical isomorphism is Ext
, and the lower horizontal isomorphism is given by (6.2) and (6.1).
6.b. We continue to assume that H → S is finite locally free. Once again, we denote by
. Then, the exact sequence (6.5) gives an isomorphism (6.10)
By composing (6.8) with (6.10) and (6.6) we obtain a canonical isomorphism
For n = 1, (6.11) amounts to an isomorphism (6.13)
To describe the isomorphism (6.13), suppose we start with an H D -torsor Q → S which, under (6.2), corresponds to the extension
Tensoring with H gives an extension
which we can push out by H D ⊗ H → G m ; a ⊗ h → {a, h}, to obtain an extension of H by G m . We can see that this push-out extension is isomorphic to (6.14)
Here the (representable) fppf sheaf in the middle is the quotient sheaf for the action of H D on Q × S H × S G m given by (q, h, u) · a = (q · a, h, {a, h} −1 u) and has group structure given via descent by (q, h, u) · (q , h , u ) = (q, hh , {q −1 q , h }uu ). The isomorphism (6.13) and the explicit extension (6.14) are discussed in detail in [Wa] ; see Theorems 2 and 3.
(Notice that the fact that H 1 (S, H D ) is isomorphic to Ext 1 (H, G m ) can also be obtained directly from the local-global spectral sequence H p (S, Ext
In fact, we can obtain a similar description for the map (6.12) (cf.
[SGA7I] VIII (1.1.6) where the details of this construction for n = 2 are left to the reader): Suppose that Q → H n−1 is the H D H n−1 -torsor supporting the structure of an n − 1-extension of H by H D . The construction (6.14) applied to S = H n−1 provides us with an extension of H H n−1 by G mH n−1 . The underlying G mH n -torsor over H H n−1 = H n then supports a canonical structure of n-extension whose isomorphism class is the image of the class of Q under the map (6.12).
6.c. We continue to assume that H → S is finite locally free. For future use we observe that the following diagram is commutative:
This follows from the description of the maps (6.12), (6.13) in the previous paragraph.
6.d. Suppose now that S = Spec (R) and H
is the Cartier dual of the finite constant abelian group scheme G S . Let T → S be an S-scheme; Suppose q : Q → T is a G-torsor; the construction (6.14) gives a corresponding extension of G D T by G mT . Suppose that S = Spec (R ) → S is another S-scheme and consider a character χ : G → R * ; this corresponds to a point S → G D S which we will still denote by χ. Now suppose that T is an S × S T -scheme and consider the morphism f :
By pulling back the G mT -torsor underlying the extension (6.14) along f :
f is the image of the class of Q under the composition
we may think of it as a coherent O G D T -module which, as we can see using descent, is invertible.
Proof. This is a special case of [Wa] Theorem 3. It also follows directly from the explicit description of the middle sheaf in the extension (6.14) as a quotient and the fact that in this case of free G-action taking quotient commutes with base change (see (2.1)).
Remark 6.2. Suppose that we take T = S × S T and f = (χ, id). For simplicity, we set
for any a ∈ Z.
Multiextensions of finite multiplicative group schemes
Suppose that S = Spec (Z) and H = G D , the Cartier dual of a finite abelian constant group scheme G. If G Z/n 1 Z × · · · × Z/n r Z, then
/(x k − 1)) denotes the group scheme of k-th roots of unity over Z. Our goal in this section is to understand the category of n-extensions of H by G m . The main result is Theorem 7.7.
7.a. Let us suppose that n ≥ 2.
Lemma 7.1. With the above notations and assumptions
Proof. We have (n ≥ 2)
Each element of this last group is given by a morphism
Since H n−1 is connected and H D G is constant any such morphism factors through the identity section; hence this group is trivial. The result now follows from (6.7).
Remark 7.2. a) Lemma 7.1 shows that for n ≥ 2 the Picard category of n-extensions of H by G m is "discrete", i.e there is at most one isomorphism between any two objects. b) As a consequence of (a), any two symmetric n-extensions of H by G m which are isomorphic as n-extensions are also isomorphic as symmetric n-extensions. In particular, if an n-extension of H by G m is trivial as an n-extension then it is also trivial as a symmetric n-extension.
7.b.
In what follows we will study the group n-Ext 1 (H, G m ) of isomorphism classes of n-extensions of H = G D by G m . We begin by introducing some notations. If C is an abelian group and m ≥ 1 an integer, we will denote by C/m, resp. m C, the cokernel, resp. kernel, of the map C → C given by multiplication by m. Set ζ r = e 2πi/r and for simplicity denote by C(r) the ideal class group Cl(Q(ζ r )) of the cyclotomic field Q(ζ r ). We will identify (Z/rZ) * with the Galois group Gal(Q(ζ r )/Q) by sending a ∈ (Z/rZ) * to σ a defined by σ a (ζ r ) = ζ a r . Now let p be a prime number; we will denote by v p , resp. | | p the usual p-adic valuation, resp. p-adic absolute value. Consider the Teichmuller character ω : (Z/pZ) * → Z * p characterized by a = ω(a) mod pZ p . For simplicity, set ∆ = Gal(Q(ζ p )/Q). We will view ∆ as a direct factor of Gal(Q(ζ p k )/Q) for any k ≥ 1. Suppose D is a Z[∆]-module which is annihilated by a power of p. For i ∈ Z we set
We have
We will consider the groups Hom(
In particular, since (C(p k )/p k ) (0) = (0) we obtain C(1; p m ) = (0).
One of the main results in this section is:
Proposition 7.5. There is a natural injective homomorphism
with image the subgroup C(n; p m ).
Before we consider the proof we will discuss some consequences of this result. Observe that C(n; p) Hom(C(p), Z/p) (n−1) . Hence, for m = 1 the result amounts to:
Corollary 7.6. There are natural isomorphisms
Recall the definition of the integer e(n) from the Introduction. As we shall now see, Corollary 7.6 can now be used to obtain: Theorem 7.7. For every finite abelian group G, the group of isomorphism classes of n-
In particular, if (#G, e(n)) = 1, then n-Ext
Proof. Using (6.8) we can see that the group n-Ext 1 (G D , G m ) is annihilated by the order #G and that it can be written as direct sum
where G p is the p-Sylow subgroup of G. The desired result will now follow if we show that p |e(n) implies n-Ext 1 (G D p , G m ) = (0). Using (6.8) again and employing the long exact cohomology sequence which is obtained by unraveling G D p into its "simple pieces" (each isomorphic to µ p ) we see that it is enough to show that p |e(n) implies that n-Ext
Corollary 7.6 then implies that it suffices to show that when p |e(n), we have (C(p)/p) (1−n) = (0). This now follows from well-known results on cyclotomic ideal class groups ( [W] , [Ku] , [So] ). For the convenience of the reader we sketch the argument (we can assume that p is odd). First of all, when n ≥ 2 is even the result follows directly from Herbrand's theorem ( [W] 
(See [So] , [Ku] for more details.) For n ≥ 2, there is a surjective Chern character ( [DF] ; see [So] )
Since (C(p)/p) (0) = (0) and p |h + p implies that (C(p)/p) (1−n) = (0) for n > 1 odd, these facts imply the result.
Remark 7.8. a) We have B 2 = 1/6, B 4 = −1/30 and K 4 (Z) is trivial (see [Ro] ; in fact, for our purposes it suffices to know that K 4 (Z) has at most 6-power torsion. This is somewhat simpler and is shown in Soulé's addendum to [LS] ). Hence, we see that Theorem 7.7 implies that for all finite abelian groups G n-Ext
b) Note that [So] gives a doubly exponential bound on the order of K 2n−2 (Z) for n > 1 odd. However, according to the Kummer-Vandiver conjecture, p |h + p . Assuming this we could replace in the statement of Theorem 7.7 e(n) by e (n) given by e (n) = e(n) if n is even, e (n) = 1 if n is odd. Actually when the prime divisors of #G satisfy the KummerVandiver conjecture (which is true for all primes < 12 · 10 6 by the computations of [BCEM] ) we have
Indeed, the first e (n) which is not equal to 1 is e (12) = 691. c) Note that the Quillen-Lichtenbaum conjecture, coupled with the argument in the proof of Theorem 7.7 above, implies that for n > 1 odd we have e(n) = 2 a · #K 2n−2 (Z) (a ∈ Z).
Before we continue, we observe that Theorem 7.7 together with the results of the previous section imply Theorem 1.1 of the Introduction:
Proof of Theorem 1. This combined with Remark 7.8 (a) gives Corollary 7.9. Let G be a finite abelian group and
To identify the kernel above, we will follow a technique used by Mazur in [M] §2. For the convenience of the reader we repeat some of Mazur's arguments. Suppose that X and Y are any two schemes equipped with F p -valued points
We will use the symbol X ∨ Y to refer to any scheme theoretic union of X and Y along a subscheme which is a nilpotent extension of Spec (F p ). For Y = S = Spec (Z) we set
(fppf orétale cohomology). There is an exact sequence
obtained using the Mayer-Vietoris exact sequence forétale cohomology, the fact that Spec (F p ) is connected and that H 1 (S, Z/p m ) = (0). Hence,H 1 (X, Z/p m ) is independent of the exact scheme theoretic union of X and S used in the definition. A similar calculation, shows that for any diagram as in (7.4), we have
this is a closed subscheme of µ p k . Class-field theory gives a natural isomorphism
Since the unique prime ideal of Z[ζ p k ] that lies above (p) is principal, by the exact sequence (7.5) and the definition of the Artin map, we have
Now observe that we have canonical identifications
where a ∈ (Z/p k ) * acts via the operation "raising to the a-th power" on µ p k . The isomorphism (7.7) is compatible with the action of (Z/p k ) * by functoriality of cohomology on the one side and by (7.2) on the other. If π k : T p k → T p k−1 is the natural projection, there is a commutative diagram
with N k−1 induced by the norm. Now notice that µ s p m for any s ≥ 1, can be obtained as a wedge (in the sense of ∨ defined above) of several copies of T p k , 1 ≤ k ≤ m, with S. More precisely, µ s p m is the wedge of S with
Using (7.9) we see that (7.11) is an isomorphism. We can also consider the map
given by the same rule as the one above. The map (7.12) is injective and using (7.10) we can see that its image is the subgroup of all elements (φ k ) 1≤k≤m which are such that φ k ((pa i )) = π * k φ k−1 ((pa i )). Let us denote this subgroup by F (s; p m ). By applying the above to s = n − 1, n we can conclude that there are commutative diagrams (7.13)
where the k-th component of δ i ((φ k ) 1≤k≤m ) is the map given by
It now follows that the kernel of ⊕ i δ i is isomorphic to the group of m-tuples (φ k ) 1≤k≤m of multilinear maps
Note that a multilinear map
. Using (7.8) and the multilinearity we see that conditions (i) and (ii) above translate to
The proof of Proposition 7.5 now follows.
Remark 7.11. We can see from the proof that the injective homomorphism (7.14)
is obtained as follows: Consider the homomorphism
defined as the composition
where the first arrow is the inverse of (6.12), t is the forgetful map and ∆ * n−1 is the pull-back along the diagonal ∆ n−1 : µ p m → µ n−1 p m . Then ψ n is given by the composition of ψ n with the isomorphism
obtained by (7.7) and (7.9). Indeed, the maps φ k in the proof of the Proposition are determined by their image on the "diagonal" elements (p −k , . . . , p −k ).
Reflection homomorphisms
In the next few paragraphs, we elaborate on the constructions of the previous section. We continue with the same assumptions and notations. In particular, we again write T p k = Spec (Z[ζ p k ]) which we think of as a closed subscheme of µ p k . We will denote by µ p m = 0≤k≤m T p k the normalization of the scheme µ p m and by ν : µ p m → µ p m the natural projection map. Our main goal is to express the composition
in terms of the classical "reflection homomorphisms" (see below). We do this in Corollary 8.2. We can then deduce some additional results on the pull-back ν * L of an invertible sheaf L on µ p m with hypercubic structure.
8.a. Consider the homomorphism (6.16) described in 6.d
Using (7.7) (class field theory) and C(p k ) = Pic(T p k ) we see that this amounts to a homomorphism
If Q → T p k is a Z/p k -torsor there is an unramified Galois extension N of Q(ζ p k ) with Galois group Z/p k and ring of integers O N such that the Z/p k -torsor Q is Q = Spec (O N ). Lemma 6.1 implies that L Q f (χ 0 ) is isomorphic to the invertible sheaf which corresponds to the locally free rank 1
Notice that N/Q(ζ p k ) is a Kummer extension. Therefore, it can be obtained by adjoining
. We can arrange so that the
Using this we can see that R k coincides with the classical "reflection homomorphism"
(see for example [W] §10.2 for the case k = 1; actually the reflection homomorphism defined there is the negative of the one above):
where a * denotes the pull-back by the Galois automorphism a : T p k → T p k . Using Lemma 6.1 and (6.17) we see that this gives
The isomorphism (8.3) now implies that R k "reflects" between odd and even eigenspaces, in fact it decomposes into a direct sum of Recall that (7.7) and (7.9) give an isomorphism under (8.7). We obtain a homomorphism (8.8) R :
By unraveling the definition of R we see that the description of "reflection homomorphisms" in the above paragraph implies that Proposition 8.1. The homomorphism R is a direct sum R = ⊕ 1≤k≤m R k with
the "reflection homomorphism" as defined above.
We now obtain:
Corollary 8.2. There is a commutative diagram
Proof. Recall that by Remark 7.11, the homomorphism ψ n is given by the composition of ψ n : n-Ext 1 (µ p m , G m ) → H 1 (µ p m , Z/p m ) with the isomorphism (8.7). The result follows now from the definitions of the homomorphisms R and ψ n , Proposition 8.1, and the commutative diagram (6.15) for H = µ p m : Indeed, we can observe that the composite homomorphism (8.6) essentially gives a half of the commutative diagram (6.15) for H = µ p m .
Remark 8.3. If the prime p satisfies the Kummer-Vandiver conjecture, then the reflection maps R (n) k are all trivial; indeed, either n or 1 − n is even and so either ( p k C(p k )) (n) or (C(p k )/p k ) (1−n) is trivial ( [W] Cor. 10.6). Then the composition ν * · ∆ * n · t along the first row of the above diagram is also the trivial homomorphism. Proof. Suppose that G = G p 1 × · · · × G p k is the decomposition of G into its p-Sylow subgroups. Set H p j = (G p j ) D = Spec (Z[G p j ]) and let pr j : H → H p j be the natural projection. If all the prime divisors p j , 1 ≤ j ≤ k, of #G satisfy the assumption of the theorem then we have L ⊗M n (G) O H by Theorem 1.1 and its proof (cf. Remark 7.8 (b)). On the other hand, Corollary 5.6 gives the "polynomial expansion"
Here, the invertible sheaf E(L (i) , ξ (i) ) carries the structure of an (n − i)-extension of H by G m . Notice that, since Pic(Z) = (0), 0 * L is trivial. Our goal is to show that the invertible sheaves ν * ∆ * n−i E(L (i) , ξ (i) ), 0 ≤ i ≤ n − 1, are also trivial. This would imply that we have ν * L ⊗n!! O H from which, given the above discussion, the result follows. Observe that (6.8) implies that there is an isomorphism of multiextensions
where E i j is an (n − i)-extension of H p j by G m . Using (8.9) we see that it is enough to prove that the invertible sheaves ν * ∆ * n−i (E i j ) are trivial, where now ν and ∆ n−i are the normalization and diagonal morphisms for the group scheme H p j . In fact, since the normalization H p j is the disjoint union of components corresponding to characters of G p j and these factor through prime power order cyclic quotients we can see that we can reduce to the case of a prime power order cyclic group. More precisely, it is enough to show the following statement: If E is an (n − i)-extension of µ p m by G m , then the invertible sheaf ν * ∆ * n−i (E) is trivial. Corollary 8.2 applied to n − i implies that the composition factors through the reflection homomorphisms. Hence, if p satisfies our assumption then the homomorphism (8.10) is trivial (Remark 8.3). Therefore, the invertible sheaves ν * ∆ * n−i (E) are trivial. The result now follows.
8.d. Suppose that G = Z/p and that L is an invertible sheaf on µ p which supports an n + 1-cubic structure ξ with p ≥ n + 1. As above, Corollary 5.6 gives
Since, by Theorem 1.1, the invertible sheaf L is p-power torsion and GCD(p, n!!) = 1, we can write
where E n−i is an invertible sheaf on µ n−i p with a (n − i)-extension structure. Let us denote by t j (L, ξ) the image of E j under the homomorphism ψ j : j-Ext 1 (µ p , G m ) → Hom((C(p)/p) (1−j) , p −1 Z/Z) of Proposition 7.5 (In this case, ψ j is an isomorphism; cf. Corollary 7.6). By [Ri] , the pull back ν * : Pic(µ p ) → Pic(μ p ) = Cl(Q(ζ p )) is an isomorphism and we can use it to identify these class groups. Therefore, Corollary 8.2 and the above equality now implies that we can write
in Pic(µ p ) = Cl(Q(ζ p )) with R (j) = R
1 : Hom((C(p)/p) (1−j) , p −1 Z/Z) → ( p C(p)) (j) the reflection homomorphism.
