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Abstract
We use various combinatorial and probabilistic techniques to study growth rates for the prob-
ability that a random permutation from the Mallows distribution avoids consecutive patterns.
The Mallows distribution behaves like a q-analogue of the uniform distribution by weighting
each permutation pi by qinv(pi), where inv(pi) is the number of inversions in pi and q is a positive,
real-valued parameter. We prove that the growth rate exists for all patterns and all q > 0, and
we generalize Goulden and Jackson’s cluster method to keep track of the number of inversions
in permutations avoiding a given consecutive pattern. Using singularity analysis, we approxi-
mate the growth rates for length-3 patterns, monotone patterns, and non-overlapping patterns
starting with 1, and we compare growth rates between different patterns. We also use Stein’s
method to show that, under certain assumptions on q, the length of σ, and inv(σ), the number
of occurrences of a given pattern σ is well approximated by the normal distribution.
Keywords: consecutive pattern, permutation, Mallows distribution, inversion, growth rate, cluster
method, Stein’s method
Mathematics subject classification: 05A05, 60C05, 05A15, 05A16, 62E17, 62E20, 05A30
1 Introduction
Let Sn be the set of permutations of [n] = {1, . . . , n}. Given a list of m distinct integers w =
w1 . . . wm, the standardization of w, written st(w), is the unique permutation of [m] that is order-
isomorphic to w. We obtain st(w) by replacing the smallest element among {w1, . . . , wm} with 1,
the second smallest with 2, and so on.
We say that pi ∈ Sn contains σ ∈ Sm consecutively if there exists an index j ∈ [n−m+ 1] such
that st(pijpij+1 . . . pij+m−1) = σ; otherwise, we say that pi avoids σ consecutively. In this context,
we call σ a pattern and we write Sn(σ) to denote the set of permutations in Sn that avoid σ as
a consecutive pattern. The systematic study of consecutive patterns originated in [13, 14] and
has expanded in various directions since. Although much of the literature on pattern avoidance
deals with classical pattern avoidance, whereby pi ∈ Sn avoids σ ∈ Sm only if st(pii1 . . . piim) 6= σ
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for all length m subsequences 1 ≤ i1 < · · · < im ≤ n, consecutive pattern avoidance has received
significant attention in the last 15 years; see [12] for a survey. Except for some references in the
introduction, we speak only of consecutive pattern avoidance in this paper, even if not explicitly
stated.
In this paper we connect prior work on consecutive pattern avoidance to ongoing developments
at the interface of pattern avoidance and random permutations. Classical enumerative studies of
pattern avoidance admit a straightforward probabilistic interpretation, as the problem of enumerat-
ing permutations avoiding a consecutive pattern σ ∈ Sm is equivalent to finding the probability that
a uniform random permutation avoids σ. This observation makes a variety of combinatorial and
probabilistic techniques available for studying pattern avoidance. So far, these connections have
been mostly confined to the equivalence between enumeration and uniform random permutations.
Below we bring tools from analytic combinatorics and probability theory to bear on the behavior
of pattern avoidance for a widely studied class of non-uniform random permutations.
A straightforward and natural way to generate a class of non-uniform distributions is by expo-
nential tilting of the uniform distribution with respect to some statistic t : Sn → R on the space of
permutations. In this generic setting, we assign probability
qt(pi)∑
σ∈Sn q
t(σ)
(1)
to each pi ∈ Sn. Any such model specializes to the uniform distribution upon setting q = 1. For
example, taking t(pi) equal to the number of cycles in pi yields the well known Ewens sampling
formula [6, 15]. Previous authors [4, 9] consider certain questions of pattern avoidance, such as
analogs of Wilf equivalence, in a setting equivalent to (1).
Owing to its natural importance in the context of ranking statistics, we study pattern avoidance
probabilities under the setting of (1) with t(pi) taken to be the number of inversions in pi. An
inversion in pi = pi1 . . . pin ∈ Sn is a pair of indices (i, j) with i < j and pii > pij . For a real-
valued parameter q > 0, the Mallows distribution with parameter q on Sn—sometimes denoted
Mallows(q)—assigns probability
qinv(pi)
[n]q!
(2)
to each pi ∈ Sn, where inv(pi) is the number of inversions in pi, [n]q = 1 + q + · · · + qn−1, [n]q! =
[1]q[2]q . . . [n]q, and
(
m+n
m
)
q
=
[m+n]q !
[m]q ![n]q !
are the usual q-analogues with q treated as a real-valued
parameter.
Mallows’s distribution [28] is a canonical statistical model for ranking data, with many useful
statistical properties stemming from its exponential family structure endowed from (1) and other
probabilistic properties; see, e.g., [17, Chapters 6 and 7] for more discussion of its statistical ap-
plications. More recent work on the Mallows distribution reveals connections to a range of topical
problems in statistical physics [35], Markov chain Monte Carlo [8], the longest increasing subse-
quence problem [2, 3], cycle lengths in random permutations [18], and quasi-exchangeable sequences
[19, 20].
Others have recently studied characteristics of classical pattern avoidance for uniform random
permutations [22, 23, 29], with the former two references tying characteristics of certain pattern
avoiding permutations to Brownian excursion, a fundamental probabilistic object. Perarnau [32]
uses probabilistic techniques to give an alternate proof of the fact that, among consecutive patterns
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of a given length, the monotone pattern is avoided by the largest number of permutations of length
n, for sufficiently large n. A proof of this fact using singularity analysis of generating function was
previously given in [11]. In [7], two of the authors used the technique of Poisson approximation
to estimate pattern avoidance probabilities for sufficiently large patterns in random permutations
from the Mallows distribution. The method in [7] breaks down for fixed patterns of small size.
Our analysis below builds on these other recent developments at the interface of probability and
combinatorics in several distinct ways. Much of the contents of Sections 2-6 extend the techniques
from singularity analysis and analytic combinatorics developed in [14, 21]. In Section 7, we use
probabilistic techniques to obtain bounds on the growth rate for arbitrary patterns, generalizing
the outcomes in [32]. In Section 8, we conclude our discussion by studying complementary behavior
of pattern avoidance in Mallows permutations using the probabilistic technique of Stein’s method.
Whereas the techniques of Sections 2-7 zero in on the growth rate of the probability of pattern
avoidance, our analysis in Section 8 considers the asymptotic distribution of the number of occur-
rences of a given pattern in a random permutation from the Mallows distribution, which also gives
the rate of convergence to the Gaussian distribution, providing a complementary perspective to the
results of Sections 3-6. The results of Section 8 are in the same vein as other work of [27], who
studied the asymptotic distribution of the number of occurrences of patterns in uniform random
permutations, and Janson [25], who studied the behavior of random permutations drawn uniformly
from the set of 132-avoiding permutations.
1.1 Preliminaries
For q > 0 and σ ∈ Sm, we write Pn(σ, q) to denote the probability that a random permutation from
distribution (2) avoids σ and
Fσ(q, z) =
∑
n≥0
Pn(σ, q)z
n (3)
to denote the corresponding generating function. By definition
Pn(σ, q) =
∑
pi∈Sn(σ)
qinv(pi)
[n]q!
,
so that
Fσ(q, z) =
∑
n≥0
∑
pi∈Sn(σ)
qinv(pi)
zn
[n]q!
is the q-exponential generating function for σ-avoiding permutations with respect to the inversion
number. In fact, the same argument works for any family of subsets An ⊆ Sn: the ordinary
generating function for the probability that a permutation in Sn belongs to An equals the q-
exponential generating function for permutations in An with respect to the inversion number.
The definition of Fσ(q, z) can be generalized in order to consider not only permutations that
avoid σ but also all permutations with respect to the number of occurrences of σ. Let cσ(pi) denote
the number of occurrences of σ in pi as a consecutive pattern, and let
F˜σ(q, u, z) =
∑
n≥0
∑
pi
qinv(pi)ucσ(pi)
zn
[n]q!
(4)
so that F˜σ(q, 0, z) = Fσ(q, z).
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The Mallows distribution possesses several nice properties that are amenable to the study of
pattern avoidance. One immediately useful observation is that the probability of a permutation
pi ∈ Sn under the Mallows distribution with parameter q−1 equals
q− inv(pi)
[n]q−1 !
=
q(
n
2)−inv(pi)
[n]q!
=
qinv(pi
r)
[n]q!
,
that is, the probability of the permutation pir := pin . . . pi1 under the Mallows distribution with
parameter q. The same holds by replacing pir with pic = (n+ 1− pi1) . . . (n+ 1− pin); whence,
Fσr(q, z) = Fσc(q, z) = Fσ(1/q, z) = Fσrc(1/q, z). (5)
Two other crucial properties of the Mallows distribution, whose combinatorial equivalent is given
in Lemma 2.1, are weak dissociation and consecutive homogeneity. Weak dissociation says that for
any non-overlapping sets of indices α = {i, i+ 1, . . . , i+k− 1} and β = {j, j+ 1, . . . , j+ `− 1}, i.e.,
α∩β = ∅, the probability that a given pattern of size k occurs at the indices in α is independent of
the probability that any other pattern of size ` occurs at the indices of β. Consecutive homogeneity
says that for pi = pi1 . . . pin from the Mallows(q) distribution on Sn, 1 ≤ i < i+m− 1 ≤ n, and any
σ ∈ Sm, the pattern st(piipii+1 . . . pii+m−1) is distributed according to Mallows(q) on Sm. These two
properties appear repeatedly throughout our analysis below.
1.2 Outline
We organize the rest of the paper as follows. In Section 2, we generalize the cluster method of
Goulden and Jackson [21] to keep track of the inversion number. In Section 3, we show that the
growth rate, defined as limn→∞ Pn(σ, q)1/n, exists for all patterns σ and all q > 0. In Section 4, we
apply the method of Section 2 to approximate the growth rate of pattern avoidance probabilities
for monotone patterns (with a precise description for certain values of q). In Section 5, we treat the
pattern 132, for which we can determine the growth rate in all cases, and generalize the argument to
all non-overlapping patterns starting with a 1. In Section 6, we compare the growth rates between
the different patterns of length 3. In Section 7, we prove upper and lower bounds for the growth
rate of arbitrary patterns. In Section 8, we apply Stein’s method to m-dependent random variables
to obtain a central limit theorem governing the number of occurrences of a given pattern, with
explicit error rates.
2 The cluster method with respect to inversion number
The proof of the following lemma uses the well-known fact that if W is the set of words consisting
of m zeros and n ones, then ∑
w∈W
qinv(w) =
(
m+ n
m
)
q
. (6)
Lemma 2.1. Let A ⊆ Sm, B ⊆ Sn, and
C = {pi ∈ Sm+n : st(pi1 . . . pim) ∈ A, st(pim+1 . . . pim+n) ∈ B}.
Then (∑
pi∈A
qinv(pi)
[m]q!
)(∑
pi∈B
qinv(pi)
[n]q!
)
=
∑
pi∈C
qinv(pi)
[m+ n]q!
.
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Proof. Given σ ∈ A and τ ∈ B, there are (m+nm ) permutations pi ∈ Sm+n such that st(pi1 . . . pim) = σ
and st(pim+1 . . . pim+n) = τ , obtained by choosing which m of the values 1, . . . ,m + n will be
placed in the first m entries. Such a choice can be encoded by a word w of length m + n where
wi = 0 if the value i appears in the first m entries and wi = 1 otherwise. We then have inv(pi) =
inv(σ) + inv(τ) + inv(w). Denoting by W the set of words consisting of m zeros and n ones, we
have∑
pi∈C
qinv(pi) =
∑
σ∈A
∑
τ∈B
∑
w∈W
qinv(σ)+inv(τ)+inv(w) =
(∑
σ∈A
qinv(σ)
)(∑
τ∈B
qinv(τ)
)(∑
w∈W
qinv(τ)
)
.
The result now follows from Equation (6).
Remark 2.2. Lemma 2.1 can be deduced by interpreting the sums as probabilities and appealing to
the weak dissociation and consecutive homogeneity properties of the Mallows(q) distribution. See
[7, Section 5] for a more detailed account of these properties.
Lemma 2.1 allows us to generalize the cluster method of Goulden and Jackson [21] in order
to be able to keep track of the inversion number. For σ ∈ Sm, we say that (pi; i1, i2, . . . , ik) is a
k-cluster of length n with respect to σ if
• pi ∈ Sn,
• 1 = i1 < i2 < · · · < ik = n−m+ 1,
• ij+1 ≤ ij +m− 1 for all j, and
• st(piijpiij+1 . . . piij+m−1) = σ for all j.
One can think of a k-cluster as a permutation pi with k marked occurrences of σ that start at the
positions ij , each marked occurrence overlaps the next one, and the first and last marked occurrences
are all the way at the beginning and at the end of pi, respectively. For example (192834756; 1, 3, 6)
is a 3-cluster with respect to 1423 and (12345678; 1, 4, 5) is a 3-cluster with respect to 1234. Note
that pi may have additional occurrences of σ aside from the marked ones. The number of inversions
of the cluster is defined to be inv(pi).
Let cσ(i, k, n) denote the number of k-clusters of length n with respect to σ having i inversions.
For example, cσ(inv(σ), 1,m) = 1 for any σ ∈ Sm and c132(4, 2, 5) = 1 because of the cluster
(15243; 1, 3). Let
Cσ(q, t, z) =
∑
n,k,i
cσ(i, k, n)q
itk
zn
[n]q!
(7)
be the corresponding q-exponential generating function.
Recall the definitions of Fσ(q, z) and F˜σ(q, u, z) from Equations (3) and (4). The following is a
generalization of the cluster method that keeps track of the inversion number.
Theorem 2.3. For every σ ∈ Sm,
F˜σ(q, u, z) = (1− z − Cσ(q, u− 1, z))−1 .
In particular, setting u = 0,
Fσ(q, z) = (1− z − Cσ(q,−1, z))−1 .
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Proof. By concatenation of two permutations ρ ∈ Sa and τ ∈ Sb we mean any permutation pi ∈ Sa+b
such that st(pi1 . . . pia) = ρ and st(pia+1 . . . pia+b) = τ . By permutation with some marked occurrences
of σ we mean a permutation pi together with a set S of indices so that pi has an occurrence of σ
starting at each i ∈ S, and possibly other occurrences as well.
Every permutation with marked occurrences of σ can be decomposed uniquely as a concate-
nation of clusters with respect to σ and single entries (those that do not belong to any marked
occurrence). It follows that the generating function (1− z − Cσ(q, t, z))−1 counts permutations pi
with marked occurrences of σ, where the exponent of z is the length of pi, the exponent of t is the
number of marked occurrences of σ in pi (which is also an additive parameter), and the exponent
of q is the total number of inversions of pi. Indeed, by Lemma 2.1, the product of the q-exponential
generating functions of two sets of permutations A and B keeps track of the number of inversions of
all the possible concatenations of a permutation from A with a permutation from B. For example,
in the expansion of (1− z − Cσ(q, t, z))−1 =
∑
i≥0(z +Cσ(q, t, z))
i, the term Cσ(q, t, z) z Cσ(q, t, z)
corresponds to all possible concatenations consisting of a cluster, followed by a single entry, followed
by another cluster.
To this generating function, a permutation pi ∈ Sn with a total of ` occurrences of σ contributes
a term tkzn/n! for each of the
(
`
k
)
ways to mark k of these ` occurrences, for every k ≤ `. Thus,
the contribution of pi to (1− z − Cσ(q, u− 1, z))−1 is
∑`
k=0
(
`
k
)
qinv(pi)(u− 1)k z
n
[n]q!
= qinv(pi)u`
zn
[n]q!
,
which agrees with the contribution of pi to F˜σ(q, u, z). Setting u = 0, this contribution is q
inv(pi) zn
[n]q !
if pi avoids σ, and 0 otherwise. It follows that (1− z − Cσ(q,−1, z))−1 = Fσ(q, z).
Theorem 2.4 ([12]).
F12...m(q, z) =
∑
j≥0
zjm
[jm]q!
−
∑
j≥0
zjm+1
[jm+ 1]q!
−1
Proof. By the second part of Theorem 2.3, it is enough to show that
1− z − C12...m(q,−1, z) =
∑
j≥0
zjm
[jm]q!
−
∑
j≥0
zjm+1
[jm+ 1]q!
. (8)
Clusters with respect to 12 . . .m have no inversions, since the underlying permutation is of the
form 12 . . . n. Thus,
C12...m(q,−1, z) =
∑
n,k
c12...m(0, k, n)(−1)k z
n
[n]q!
.
To simplify the alternating sum in k, note that k-clusters of length n with respect to 12 . . .m are
in bijection with sequences (i1, i2, . . . , ik) with i1 = 1, ik = n −m + 1, and 1 ≤ ij+1 − ij ≤ m − 1
for all j, which are in bijection with compositions of n−m with k − 1 parts, each of size at most
m− 1. It follows that the ordinary generating function of k clusters can be expressed as∑
n,k
c12...m(0, k, n)t
kxn =
txm
1− t(x+ x2 + · · ·+ xm−1) ,
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and so∑
n,k
c12...m(0, k, n)(−1)kxn = −x
m
1 + x+ x2 + · · ·+ xm−1 =
−xm(1− x)
1− xm = −
∑
j≥1
(xjm − xjm+1).
We conclude that ∑
n,k
c12...m(0, k, n)(−1)k z
n
[n]q!
= −
∑
j≥1
(
zjm
[jm]q!
− z
jm+1
[jm+ 1]q!
)
,
from where Equation (8) follows.
A pattern σ ∈ Sm is said to be non-overlapping (also called minimally overlapping in the
literature) if no permutation of length n < 2m − 1 has two occurrences of σ. For example, 132 is
non-overlapping.
Theorem 2.5 ([12, 34]). Let σ = σ1 . . . σm be a non-overlapping pattern with σ1 = 1 and let
b = σm. Then
F˜σ(q, u, z) =
1− z −∑
k≥1
k−1∏
j=1
(
j(m− 1) +m− b
m− b
)
q
qk inv(σ)(u− 1)kzk(m−1)+1
[k(m− 1) + 1]q!
−1 .
Proof. Since σ is non-overlapping, all k-clusters with respect to σ have length n = k(m − 1) + 1.
Let
ak =
∑
i
cσ(i, k, k(m− 1) + 1)qi
be the polynomial that counts k-clusters according to their number of inversions. Clearly a1 =
qinv(σ), so let us assume that k ≥ 2. In every k-cluster pi, the positions of the entries {1, 2, . . . , b} are
forced, since they must belong to the occurrence of σ that starts in position 1, namely pi1pi2 . . . pim.
On the other hand, the remaining m−b entries in this occurrence of σ can take any of the remaining
k(m−1) + 1− b values. Such a choice can be encoded by a word w of length k(m−1) + 1− b where
wi = 0 if the value i+ b appears in pi1pi2 . . . pim and wi = 1 otherwise. Once this word w is chosen,
pi is uniquely determined by the relative order of the entries pimpim+1 . . . pik(m−1)+1−b, which, up to
standardization, form an arbitrary (k− 1)-cluster τ with respect to σ. Additionally, the number of
inversions of pi equals the number of inversions among the first m entries (which is inv(σ)), plus the
number of inversions among the entries pimpim+1 . . . pik(m−1)+1−b (which is inv(τ)), plus the number
of inversions between one of the first m entries and one of the remaining entries (which is inv(w)).
It follows that
ak = q
inv(σ)
(∑
τ
qinv(τ)
)(∑
w
qinv(w)
)
,
where τ ranges over all (k− 1)-clusters with respect to σ and w ranges over all {0, 1}-valued words
of length k(m− 1) + 1− b having m− b zeros. Using Equation (6), we have
ak = q
inv(σ)ak−1
(
k(m− 1) + 1− b
m− b
)
q
.
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By induction on k, we get
ak = q
k inv(σ)
k∏
j=2
(
j(m− 1) + 1− b
m− b
)
q
= qk inv(σ)
k−1∏
j=1
(
j(m− 1) +m− b
m− b
)
q
.
By Equation (7) and using the above argument,
Cσ(q, u−1, z) =
∑
n,k,i
cσ(i, k, n)q
i(u−1)k z
n
[n]q!
=
∑
k,i
cσ(i, k, k(m−1)+1)qi(u−1)k z
k(m−1)+1
[k(m− 1) + 1]q!
=
∑
k
ak(u− 1)k z
k(m−1)+1
[k(m− 1) + 1]q! =
∑
k
k−1∏
j=1
(
j(m− 1) +m− b
m− b
)
q
qk inv(σ)(u− 1)kzk(m−1)+1
[k(m− 1) + 1]q! .
The result follows now from Theorem 2.3.
3 Growth rates
In analogy to the fact that limn→∞
( |Sn(σ)|
n!
)1/n
exists for every σ, we can prove the following result
about the Mallows distribution. Recall from Section 1 that we write Pn(σ, q) for the probability
that a random permutation of length n from the Mallows distribution with parameter q avoids σ.
Theorem 3.1. For every q > 0 and every pattern σ, the limit
ρ(σ, q) := lim
n→∞Pn(σ, q)
1/n (9)
exists.
Combinatorial proof. First we show that for every m,n,
Pm+n(σ, q) ≤ Pm(σ, q)Pn(σ, q). (10)
This is a consequence of Lemma 2.1. Indeed, taking A = Sm(σ), B = Sn(σ), and
C = {pi ∈ Sm+n : st(pi1 . . . pim) ∈ A, st(pim+1 . . . pim+n) ∈ B},
we have that Sm+n(σ) ⊆ C, since a permutation that avoids σ must avoid σ in the first m and in
the last n entries. Thus,
Pm+n(σ, q) =
∑
pi∈Sm+n(σ)
qinv(pi)
[m+ n]q!
≤
∑
pi∈C
qinv(pi)
[m+ n]q!
=
(∑
pi∈A
qinv(pi)
[m]q!
)(∑
pi∈B
qinv(pi)
[n]q!
)
= Pm(σ, q)Pn(σ, q).
Applying Fekete’s lemma [37, Lemma 1.6], it follows that limn→∞ Pn(σ, q)1/n exists.
Probabilistic proof. Let pi = pi1 . . . pin+m be a random permutation from the Mallows(q) distribution
on Sn and let σ ∈ Sk for n + m ≥ k ≥ 1. For j = 1, . . . , n + m − k + 1, let Aj be the event that
st(pijpij+1 . . . pij+k−1) 6= σ, that is, the segment of pi starting at position j avoids σ. Then we have
Pn+m(σ, q) = P
n+m−k+1⋂
j=1
Aj
 ≤ P
n−k+1⋂
i=1
Ai ∩
n+m−k+1⋂
j=n+1
Aj

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by removing those events An−k+2, . . . , An that overlap with the first n and last m locations of pi.
By the weak dissociation property of the Mallows distribution, |i− j| ≥ k implies that Ai and
Aj are independent, that is, P(Ai ∩Aj) = P(Ai)P(Aj). Thus,
P
n−k+1⋂
i=1
Ai ∩
n+m−k+1⋂
j=n+1
Aj
 = P(n−k+1⋂
i=1
Ai
)
P
n+m−k+1⋂
j=n+1
Aj
 = Pn(σ, q)Pm(σ, q),
where the last equality is a consequence of the consecutive heterogeneity property of the Mallows
distribution. This proves (10). To deduce that limn→∞ Pn(σ, q)1/n exists we now apply Fekete’s
lemma as before.
Remark 3.2. The alternate proofs of Theorem 3.1 illustrate the interplay between combinatorial
and probabilistic techniques on display throughout the paper.
The quantity ρ(σ, q) defined in Theorem 3.1 is called the growth rate of σ, and it is a function of
q. From the definition it follows that 0 ≤ ρ(σ, q) ≤ 1 for all σ and q. It is clear from Equation (5)
that ρ(σr, q) = ρ(σ, 1/q). To draw plots of ρ(σ, q) for 0 ≤ q < ∞, it will be convenient to use the
change of variables x = q−1q+1 , or equivalently q =
1+x
1−x . With this transformation, x ranges between
−1 and 1, and the values −1, 0, 1 for x correspond to 0, 1,∞ for q, respectively. Additionally, the
symmetry between q and 1/q resulting from reversing the pattern corresponds to the symmetry
between x and −x, and thus the graph for σr is obtained by reflecting the graph for σ with respect
to the vertical axis.
Using a well-known fact of singularity analysis [16, Theorem IV.7], ρ(σ, q)−1 equals the radius
of convergence of Fσ(q, z) as a function of a complex variable z. Additionally, if this radius is finite,
then Fσ(q, z) has a real singularity at z = ρ(σ, q)
−1, by Pringsheim’s Theorem [16, Theorem IV.6]
and the fact that this generating function has non-negative coefficients.
By Theorem 2.3, defining
ωσ(q, z) = 1− z − Cσ(q,−1, z) (11)
allows us to write Fσ(q, z) =
1
ωσ(q,z)
. In particular, the smallest singularity of Fσ(q, z), when it
exists, is either a zero or a singularity of ωσ(q, z). In some cases there is no such singularity, that
is, Fσ(q, z) has infinite radius of convergence.
4 Monotone patterns
In this section we study the growth rate ρ(σ, q) when σ = 12 . . .m for any m ≥ 3. (When m = 2,
there is exactly 1 permutation of n, namely n(n − 1) . . . 1, that avoids 12, yielding ρ(12, q) ≡ 0.)
Note that ρ(m. . . 21, q) = ρ(12 . . .m, 1/q), so our results apply to the monotone decreasing pattern
as well.
By the arguments in Section 3, ρ(12 . . .m, q)−1 equals the smallest positive singularity of the
generating function F12...m(q, z) = 1/ω12...m(q, z) given in Theorem 2.4, for ω12...m(q, z) as defined
in (11). Let an =
zn
[n]q !
, so that
ω12...m(q, z) =
∑
j≥0
(
zjm
[jm]q!
− z
jm+1
[jm+ 1]q!
)
=
∑
j≥0
(ajm − ajm+1). (12)
Note that anan−1 =
z
[n]q
. We consider two cases depending on whether q is larger or smaller than 1.
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Case q ≥ 1. In this case, [n]q = 1 + q + · · · + qn−1 goes to infinity as n → ∞. Thus, for any
fixed z, we have anan−1 < 1 for n large enough. It follows that the series (12) converges, and thus
ρ(12 . . .m, q)−1 is the smallest positive zero of ω12...m(q, z), which can be easily approximated by
truncating the sum, since the factorial in the denominator makes the terms quickly go to zero.
Figure 1 shows the plots of ρ(12 . . .m, q) for q ∈ [1,∞) and m ∈ {3, 4, 5}, with the horizontal
axis rescaled by q = 1+x1−x , so that x ∈ [0, 1). The values of ρ(12 . . .m, q) have been obtained by
truncating the series (12) at j = 10 and finding its zero numerically.
Figure 1: Plots of ρ(12 . . .m, q) with q = 1+x1−x > 1 for m = 3 (red), m = 4 (brown) and m = 5
(green).
If we now let m go to infinity, and we write the smallest positive zero of ω12...m(q, z) as z0 = 1+,
then we have that  = 1[m]q ! − 1[m+1]q ! +O
(
1
[m+2]q !
)
, yielding
ρ(12 . . .m, q) = 1− 1
[m]q!
+
1
[m+ 1]q!
+O
(
1
[m+ 2]q!
)
.
Case q < 1. In this case,
an
an−1
=
z(1− q)
1− qn → z(1− q)
as n→∞. Thus, the radius of convergence of ω12...m(q, z) is 11−q .
For q above a certain threshold, the function ω12...m(q, z) has a zero z0 with z0 <
1
1−q . In this
case, the smallest positive such zero can be estimated by truncating the series as before, giving the
growth rate ρ(12 . . .m, q) = z−10 . However, for small values of q, the function ω12...m(q, z) does not
have a positive zero smaller than 11−q , so we use a different method to approximate its smallest
zero z0.
We first approximate the tail of ω12...m(q, z) as follows. First note that
[n]q! =
∏n
i=1(1− qi)
(1− q)n .
As n→∞, the numerator approaches a constant, whose reciprocal we denote by
cq :=
1∏∞
i=1(1− qi)
. (13)
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Using the approximation
an =
zn
[n]q!
≈ cq(z(1− q))n, (14)
we get, for large K,∑
j≥K
(ajm − ajm+1) ≈
∑
j≥K
cq(z(1− q))jm(1− z(1− q)) = cq(1− z(1− q)) (z(1− q))
Km
1− (z(1− q))m ,
and so
ω12...m(q, z) ≈
K−1∑
j=0
(ajm − ajm+1) + cq(1− z(1− q)) (z(1− q))
Km
1− (z(1− q))m . (15)
We can find the smallest positive zero of the right-hand side of (15) numerically, obtaining an
approximation of the smallest zero z0 of ω12...m(q, z).
Using this method for m = 3, we have computed an approximation of ρ(123, q) as the reciprocal
of the smallest positive zero of the right-hand side of (15) for K = 40. The resulting plot appears
in Figure 2. We note that the smallest zero satisfies z0 <
1
1−q roughly when 0.4124 < q < 1
(equivalently, −0.4160 < x < 0 with the rescaling q = 1+x1−x). However, for smaller values of q, our
method still yields an approximation of ρ(123, q).
Figure 2: Plot of ρ(123, q) for 0 < q < 1 obtained by computing z−10 where z0 is the smallest positive
zero of ω123(q, z), approximated by (15) with K = 40. The horizontal axis has been rescaled by
q = 1+x1−x .
In the limit as q → 0, the Mallows distribution assigns probability one to monotone increasing
permutations, and so limq→0 ρ(12 . . .m, q) = 0, which agrees with Figure 2.
For comparison purposes, Figure 3 shows the plots of Pn(123, q)
1/n for n = 30 and n = 50. As
n goes to infinity, these plots approach ρ(123, q). In general, Pn(12 . . .m, q)
1/n can be obtained by
computing the coefficient of zn in the expression for F12...m(q, z) in Theorem 2.4.
Let us finish this section by analyzing the behavior of the growth rate ρ(12 . . .m, q) for fixed
q < 1 as m goes to infinity. For large m, we can use the approximation
ω12...m(q, z) ≈ 1− z + cq(1− z(1− q)) (z(1− q))
m
1− (z(1− q))m .
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Figure 3: Plots of P30(123, q)
1/30 (turquoise) and P50(123, q)
1/50 (orange) as functions of x, overlaid
with ρ(123, q) (red) found using our method.
Writing the smallest positive zero of ω12...m(q, z) as z0 = 1 + , then we have that
 ≈ cq(1− (1 + )(1− q)) (1 + )
m(1− q)m
1− (1 + )m(1− q)m .
The possibility that (1 + )(1− q) ≥ 1 can be easily ruled out because it gives a contradition with
the fact that → 0 as m→∞. Thus, using that (1 + )(1− q) < 1, we can write
 ≈ cq(1− (1 + )(1− q))(1 + )m(1− q)m = cq(q − (1− q))(1 + )m(1− q)m
from where we get
 = cqq(1− q)m +O(m(1− q)2m).
5 Non-overlapping patterns starting with a 1
In this section we study the growth rates ρ(σ, q) when σ = σ1 · · ·σm is a non-ovelapping pattern with
σ1 = 1. The generating function Fσ(q, z) = 1/ωσ(q, z) for such a pattern is given in Theorem 2.5,
and ρ(σ, q)−1 equals the smallest positive singularity of this generating function.
5.1 The pattern 132
Let
hk =
qkz2k+1
[2k + 1]q
∏k
j=1[2j]q
,
so that, by Theorem 2.5,
ω132(q, z) = 1− z −
∑
k≥1
k−1∏
j=1
[2j + 1]q
 qk(−1)kz2k+1
[2k + 1]q!
= 1− z −
∑
k≥1
(−1)khk. (16)
12
We consider the quotient
hk
hk−1
=
qz2[2k − 1]q
[2k + 1]q[2k]q
, (17)
and distinguish two cases depending on whether q is larger or smaller than 1.
Case q ≥ 1. In this case, hkhk−1 → 0 as k →∞, and so the series ω132(q, z) is convergent. It follows
that ρ(132, q)−1 is the smallest positive zero of ω132(q, z), and it can be approximated by truncating
the sum (16).
Figure 4 shows a plot of ρ(132, q) with the rescaling q = 1+x1−x . For q ≥ 1, ρ(132, q) has been
found by taking the reciprocal of the smallest zero of a truncation of ω132.
Figure 4: Plot of ρ(132, q) as a function of x, obtained by taking the reciprocal of the smallest
positive zero of the series for ω132 truncated at j = 20.
If we write z0 = 1 + , we have that ω132(z0) = 0 is equivalent to
 =
∑
k≥1
(−1)k−1qk(1 + )2k+1
[2k + 1]q
∏k
j=1[2j]q
. (18)
As q →∞, the dominant term of [n]q is qn−1, and so qk[2k+1]q∏kj=1[2j]q = O(q−k(k+1)). It follows
that
 =
q(1 + )3
[2]q[3]q
+O(q−6) =
q
[2]q[3]q
+
3q2
[2]2q [3]
2
q
+O(q−6) = q−2 − 2q−3 +O(q−4)
and
ρ(132, q) = (1 + )−1 = 1− q−2 + 2q−3 +O(q−4).
Equivalently, as q → 0,
ρ(231, q) = 1− q2 + 2q3 +O(q4).
Case q < 1. In this case,
hk
hk−1
→ q(1− q)z2
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as k →∞. Thus, for z < 1√
q(1−q) , the series ω132(q, z) is convergent. We will show that, for every
q < 1, this series has a zero with z0 <
1√
q(1−q) ; therefore, this zero equals ρ(132, q)
−1 and can be
approximated by truncating the series as before.
In fact, we will show that ω132(q, z) always has a zero with 1 < z0 <
√
3, which implies the above
statement because
√
3 < 2 ≤ 1√
q(1−q) for q ∈ (0, 1). First, note that for 0 < z <
√
3, Equation (17)
gives
hk
hk−1
≤ 3q[2k − 1]q
[2k + 1]q[2k]q
<
3q
[2k + 1]q
≤ 3q
[3]q
≤ 1
for every k ≥ 1 and q ∈ [0, 1], where in the last inequality we have used the fact that 3 ≤ 1+q+q2q
for all q ∈ [0, 1], which follows from the fact that 0 ≤ (1− q)2. By truncating an alternating series
whose terms decrease in absolute value, we have that, for any odd N ,
ω132(z) < 1− z −
N∑
k=1
(−1)kqkz2k+1
[2k + 1]q
∏k
j=1[2j]q
=: pN (z)
for 0 < z <
√
3. Since ω132(0) = pN (0) = 1, it follows that z0 < z1, where z1 is the smallest
positive zero of pN (z). Finally, by truncating at N = 5 (any larger odd N works too), we obtain
that z1 <
√
3, as can be seen by checking that p5(
√
3) < 0 for all q ∈ (0, 1).
Thus, we have proved that 0 < z0 < z1 <
√
3 as desired.
The above argument shows that for q ≥ 1, the value of ρ(132, q) can be approximated by
taking the reciprocal of the smallest zero of a truncation of ω132, as we have done in Figure 4. An
interesting feature of this graph is that the minimum of ρ(132, q) is attained for some value of q
strictly between 0 and ∞. A numerical approximation of this value is q ≈ 0.6447045, which gives
a growth rate of ρ(132, q) ≈ 0.7665452. As q → 0, Equation (18) gives the approximation
 =
q(1 + )3
[2]q[3]q
− q
2(1 + )5
[2]q[4]q[5]q
+O(q3) =
q
[2]q[3]q
+
3q2
[2]2q [3]
2
q
− q
2
[2]q[4]q[5]q
+O(q3) = q +O(q3),
and
ρ(132, q) = (1 + )−1 = 1− q + q2 +O(q3).
Note that some care must be taken when expanding out expressions containing q-analogues in
powers of q.
5.2 Generalizations
The arguments in the previous subsection generalize to non-overlapping patterns that start with
a 1. Letting σ ∈ Sm be a non-overlapping pattern with σ1 = 1 and σm = b, Theorem 2.5 gives
ωσ(q, z) = 1− z −
∑
k≥1(−1)khσk , where we define
hσk :=
k−1∏
j=1
(
j(m− 1) +m− b
m− b
)
q
qk inv(σ)z(m−1)k+1
[k(m− 1) + 1]q! . (19)
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The quotient of consecutive terms can be simplified as
hσk+1
hσk
=
(
k(m− 1) +m− b
m− b
)
q
qinv(σ)zm−1
[k(m− 1) +m]q · · · [k(m− 1) + 2]q
=
[k(m− 1) +m− b]q · · · [k(m− 1) + 2]q[k(m− 1) + 1]q qinv(σ)zm−1
[m− b]q! [k(m− 1) +m]q · · · [k(m− 1) + 3]q[k(m− 1) + 2]q
=
[k(m− 1) + 1]q qinv(σ)zm−1
[m− b]q!
∏b−1
i=0 [k(m− 1) +m− i]q
.
Case q ≥ 1. In this case, noting that b ≥ 2 we see that h
σ
k+1
hσk
→ 0 as k → ∞. It follows that
the series ωσ(q, z) is convergent, and that ρ(σ, q)
−1 is the smallest positive zero of ωσ(q, z), which
can be approximated by truncating the sum, analogously to what we did for the pattern 132. In
Figure 5, the parts of the graphs of ρ(σ, q) for q ≥ 1 (equivalently, x ≥ 0) have been computed in
this way truncating at k = 15.
Case q < 1. In this case,
hσk+1
hσk
→ (1− q)
b−1qinv(σ)zm−1
[m− b]q!
as k →∞. Thus, for
z <
(
[m− b]q!
(1− q)b−1qinv(σ)
) 1
m−1
, (20)
the series ωσ(q, z) is convergent. If this series has a positive zero z = z0 satisfying (20), then this
zero equals ρ(σ, q)−1 and can be approximated by truncating the series as we did for the pattern
132.
However, even without the assumption that the smallest positive zero of ωσ(q, z) satisfies (20),
we can use the following method to estimate this zero. First, we write (19) as
hσk =
qk inv(σ)z(m−1)k+1
[k(m− 1) + 1]q! ([m− b]q!)k−1
k−1∏
j=1
m−b∏
i=1
[j(m− 1) + i]q.
As in the case of monotone patterns, we use the approximation
[k(m− 1) + 1]q! ≈ 1
cq(1− q)k(m−1)+1
as k →∞, with cq as defined in Equation (13). Similarly, we can approximate
k−1∏
j=1
m−b∏
i=1
[j(m− 1) + i]q ≈ 1
dq,m,b(1− q)(k−1)(m−b)
as k →∞, with dq,m,b being the constant defined by
dq,m,b :=
1∏∞
j=1
∏m−b
i=1 (1− qj(m−1)+i)
.
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Thus, for large k, we can write
hσk ≈
cq(1− q)m+1−b[m− b]q! z
dq,m,b
(
qinv(σ)(1− q)b−1zm−1
[m− b]q!
)k
.
And for K large enough,
ωσ(q, z) ≈ 1− z −
K−1∑
k=1
(−1)khσk −
cq(1− q)m+1−b[m− b]q! z
dq,m,b
(
− qinv(σ)(1−q)b−1zm−1[m−b]q !
)K
1 + q
inv(σ)(1−q)b−1zm−1
[m−b]q !
. (21)
In Figure 5, ρ(σ, q) for q < 1 (equivalently, x < 0) has been approximated for the three non-
overlapping patterns of length 4 starting with a 1 as the reciprocal of the smallest positive zero
of (21) with K = 15.
Figure 5: Plots of ρ(σ, q) with q = 1+x1−x for σ = 1243 (red), σ = 1342 (purple), and σ = 1432
(blue). The intersection of these curves with the y-axis coincides for 1342 and 1432 (see [11] for an
explanation) but it is slightly lower for the pattern 1243. We also point out that the curve for 1432
is not perfectly symmetric with respect to the y-axis.
6 Comparisons among patterns
Theorem 6.1. For q ≥ 1 and every n, we have
Pn(132, q) ≤ Pn(123, q),
and so ρ(132, q) ≤ ρ(123, q) for q ≥ 1. Equivalently, for q ≤ 1 and every n, we have Pn(231, q) ≤
Pn(321, q), and so ρ(231, q) ≤ ρ(321, q) for q ≤ 1.
Proof. In [13], the authors give an injection Ψ : Sn \ Sn(123)→ Sn \ Sn(132) defined as follows. If
pi contains both 123 and 132, let Ψ(pi) = pi, otherwise, let Ψ(pi) be the permutation obtained by
traversing pi from left to right and replacing each occurrence of 123 with one of 132, by switching
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the entries playing the role of 2 and 3. It is clear that inv(Ψ(pi)) ≥ inv(pi) for every pi ∈ Sn\Sn(123),
and so qinv(Ψ(pi)) ≥ qinv(pi) for q ≥ 1. Since Ψ is an injection, we have∑
τ∈Sn\Sn(132)
qinv(τ) ≥
∑
pi∈Sn\Sn(123)
qinv(Ψ(pi)) ≥
∑
pi∈Sn\Sn(123)
qinv(pi)
for q ≥ 1, and so ∑
τ∈Sn(132)
qinv(τ) ≤
∑
pi∈Sn(123)
qinv(pi).
Dividing by [n]q! on both sides, we get that Pn(132, q) ≤ Pn(123, q) for q ≥ 1. The other statements
now follow immediately.
In Section 8, we extend our discussion of pattern avoidance, which specializes to the setting in
which a pattern occurs exactly zero times, by considering the distribution of the number of times
a pattern occurs in a random permutation. For example, by looking just at the expected number
of occurrences of the patterns 132 and 231 in a random permutation of size n from the Mallows
distribution with parameter q > 0, we obtain (n− 2)q/[3]q! and (n− 2)q2/[3]q!, respectively. From
this observation, we see that there are more occurrences on average of 231 than 132 when q > 1
and vice versa for q < 1. It is natural to conjecture that the probability of avoiding 231 ought to
be smaller than the probability of avoiding 132 when q > 1, and vice versa when 0 < q < 1. The
corresponding statement in the limit, at the level of growth rates, can be verified by looking at
Figure 4, which shows that for q = 1+x1−x < 1 (equivalently, x < 0), we have ρ(132, q) < ρ(132, 1/q) =
ρ(231, q), since the transformation q ↔ 1/q corresponds to the reflection x↔ −x in the picture.
There are, however, interesting characteristics other than the growth rate ρ(σ, q) of the pat-
tern avoidance probability, such as the asymptotic distribution of the number of occurrences of a
pattern and its rate of convergence. These properties rely on calculations other than the marginal
probability Pn(σ, q) needed to obtain the expected number of occurrences, and therefore reveal
more intricate structural features of pattern avoiding permutations. We illustrate this further in
our comparison of patterns 1432, 2341 and 2413 in Sections 7 and 8.
6.1 Monotonicity of avoiding monotone patterns
Increasing the value of q in the Mallows distribution gives higher probability to permutations with
more inversions. It is therefore natural to conjecture that the probability of avoiding the pattern
12 . . .m increases with q. This conjecture is supported by our numerical evidence in Figures 1, 2,
and 3.
Conjecture 6.2. If q < q′, then Pn(12 . . .m, q) < Pn(12 . . .m, q′) and ρ(12 . . .m, q) < ρ(12 . . .m, q′).
This conjecture would follow if we could show that the sequence
|{pi ∈ Sn(12 . . .m) : inv(pi) = k}|
|{pi ∈ Sn : inv(pi) = k}|
is weakly increasing in k. Note that, using inversion tables to represent permutations, the above
denominator equals the number of sequences (a1, . . . , an) with 0 ≤ ai ≤ i−1 for all i and
∑
i ai = k,
whereas the numerator equals the number of such sequences that additionally do not contain three
consecutive entries with ai ≥ ai+1 ≥ ai+2.
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A more probabilistic approach, which appears to suffer from similar difficulties, is to obtain
a coupling between the two bumping processes driving the Mallows(q) distribution in order to
establish stochastic dominance between the number of occurrences of 12 . . .m in Mallows(q) and
Mallows(q′) distributions for q < q′; see [7] for the relevant definitions.
We have been unable to establish the conjecture using either of these techniques, and so we
leave this as an open problem.
7 Bounds on ρ(σ, q)
Our techniques above allow us to approximate the growth rate for those patterns whose generating
function is sufficiently tractable to analyze. In the absence of explicit generating functions, we
establish upper and lower bounds for the growth rate using different techniques. In this section, we
generalize many of the results in [32] to bound ρ(σ, q), for arbitrary σ ∈ Sm and q > 0, using Suen’s
inequality and a version of the Lova´sz local lemma. The analysis in [32] specializes to ρ(σ, 1) only.
For any permutation pi = pi1 . . . pin and any pattern σ ∈ Sm, we can mark the occurrences of σ
in pi by mapping pi to a {0, 1}-valued sequence (x1, . . . , xn−m+1), with
xj =
{
1, st(pijpij+1 . . . pij+m−1) = σ,
0, otherwise.
(22)
If pi is a random permutation of n drawn from the Mallows(q) distribution, then the associated
sequence of markings (x1, . . . , xn−m+1) is also random and Nn(σ, q) :=
∑n−m+1
j=1 xj is the random
variable counting the number of occurrences of σ in pi.
For each j = 1, . . . , n − m + 1, we define Aj ≡ Aj(σ, q, n) := {xj = 1} to be the event that
σ occurs in position j of a Mallows(q) permutation. We write Acj = {xj = 0} to denote the
complement of Aj , and A = {A1, . . . , An−m+1}. We define the dependency graph H of A to be
the graph with vertex set V (H) = {1, . . . , n −m + 1} and edge set E(H) with an edge between
nodes i and j if and only if 1 ≤ |i− j| ≤ m− 1. By the weak dissociation property of the Mallows
distribution, if any two disjoint subsets S, T ⊂ {1, . . . , n−m+ 1} are such that there are no edges
between the nodes in S and T in the dependency graph H, then the sets of events {Ai}i∈S and
{Aj}j∈T are independent.
Proposition 7.1. Fix any m ≥ 3, σ ∈ Sm, and q > 0. Then we have
ρ(σ, q) ≤
(
1− q
inv(σ)
[m]q!
)1/m
. (23)
In particular, the right-hand side of Equation (23) is the same for all patterns σ ∈ Sm with the
same number of inversions.
Proof. We follow the same routine as in [32, p. 1002]. We define the index set I := {1 + km : 0 ≤
k < n/m} so that
P(Nn(σ, q) = 0) = P
(
n−m+1⋂
i=1
Aci
)
≤ P
(⋂
i∈I
Aci
)
=
∏
i∈I
1− P
Ai
∣∣∣∣∣∣
⋂
j∈I,j<i
Acj
 .
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By the weak dissociation property, events Ai and Aj are independent for i ∈ S = {i} and j ∈ T =
{j : j ∈ I, j < i}, and by consecutive homogeneity P (Aj) = P (A1) = qinv(σ)/[m]q! for every j.
Combining this with the fact that |I| ≤ n/m, we have
P
Ai
∣∣∣∣∣∣
⋂
j∈I,j<i
Acj
 = P (Ai) = P (A1) = qinv(σ)
[m]q!
and
P(Nn(σ, q) = 0) ≤
∏
i∈I
(
1− q
inv(σ)
[m]q!
)
≤
(
1− q
inv(σ)
[m]q!
)n/m
.
Suen’s inequality provides a notable improvement to the above upper bound in many instances
by taking into account interactions between dependent events. Let E(H) denote the set of edges
in the previously defined dependency graph H. We define
∆ :=
∑
{i,j}∈E(H)
P(Ai ∩Aj),
and
δ := max
1≤i≤n−m+1
∑
j:{i,j}∈E(H)
P(Aj).
The following is an improvement to Suen’s original inequality due to Janson [24, Theorem 2].
Theorem 7.2 (Suen’s inequality). Let {xi}i=1,...,n−m+1 be a finite family of indicator random
variables with dependency graph H and define N =
∑n−m+1
i=1 xi. Let µi := Exi, i = 1, . . . , n−m+1.
Then
P(N = 0) ≤ exp
(
−
n−m+1∑
i=1
µi + ∆e
2δ
)
.
We are thus able to produce an improved upper bound for ρ(σ, q) using the overlap set of σ,
defined below.
Definition 7.3 (Overlap set). For every σ ∈ Sm and 1 ≤ s ≤ m− 1, we define the overlap set of
σ of size s as the set of permutations τ ∈ S2m−s such that st(τ1 · · · τm) = st(τm−s+1 · · · τ2m−s) = σ,
denoted by Ovs(σ). We similarly define Ov(σ) :=
⋃
s Ovs(σ) as the overlap set of σ.
Remark 7.4. In the language of Section 2, each τ ∈ Ovs(σ) corresponds to a 2-cluster (τ ; 1,m−s+1)
of σ, whose only marked occurrences of σ overlap in exactly s positions and occur at the beginning
and end of τ .
Proposition 7.5. Fix any m ≥ 3, σ ∈ Sm and q > 0, and define
T (s, σ, q) :=
∑
τ∈Ovs(σ)
qinv(τ)
[2m− s]q! . (24)
Then
ρ(σ, q) ≤ exp
(
−q
inv(σ)
[m]q!
+ exp
(
4(m− 1)q
inv(σ)
[m]q!
)
m−1∑
s=1
T (s, σ, q)
)
. (25)
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Proof. For fixed m ≥ 3, σ ∈ Sm, and q > 0, with n ≥ 2m− 1, let x1, . . . , xn−m+1 be the markings
defined in (22) for a Mallows(q) permutation and let Aj = {xj = 1} be as defined above. We have
P(Aj) =
qinv(σ)
[m]q!
, P(Aj ∩Ai) = Exixj ,
whence
∆ =
m−1∑
s=1
n−2m+1+s∑
i=1
Exi xi+m−s =
m−1∑
s=1
(n− 2m+ 1 + s)T (s, σ, q), (26)
and also
δ = 2(m− 1)q
inv(σ)
[m]q!
.
We then apply Theorem 7.2 by noting that (n−m+1)/n ≤ 1 and (n−m+1)/n→ 1 as n→∞,
and also ∆n ≤
∑m−1
s=1 T (s, σ, q) and
∆
n
→
m−1∑
s=1
T (s, σ, q).
The lower bound is a bit more delicate, and uses a version of the Lova´sz local lemma [33,
Lemma 2.1] particularly suited to this type of problem.
Theorem 7.6 (Lova´sz local lemma [33]). Let {Aj}rj=1 be events in some probability space, and
let {zj}rj=1 be a sequence of numbers in (0, 1). For each i ≤ r, suppose there is an integer m(i)
satisfying 0 ≤ m(i) ≤ i such that
P
Ai
∣∣∣∣∣∣
⋂
j<m(i)
Acj
 ≤ zi i−1∏
j=m(i)
(1− zj). (27)
Then, for any t ∈ {1, 2, . . . , r}, we have
P
(
t⋂
i=1
Acj
)
≥
t∏
`=1
(1− z`).
Proposition 7.7. Fix any m ≥ 3, σ ∈ Sm, q > 0, and assume that
f(q,m) :=
1
2
(
1− q
inv(σ)
[m]q!
−
√
1− (4m− 2)q
inv(σ)
[m]q!
+
q2 inv(σ)
[m]q!2
)
is such that q
inv(σ)
[m]q !
ef(q,m) ∈ (0, 1). Then
ρ(σ, q) ≥ 1− q
inv(σ)
[m]q!
exp
(
1
2
(
1− q
inv(σ)
[m]q!
−
√
1− (4m− 2)q
inv(σ)
[m]q!
+
q2 inv(σ)
[m]q!2
))
. (28)
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Proof. In order to apply Theorem 7.6 in our setting, we first choose m(i) = i−m+ 1, so that the
left-hand side of Equation (27) is
P
Ai
∣∣∣∣∣∣
⋂
j<i−m+1
Acj
 = P(Ai) = qinv(σ)
[m]q!
,
as in the proof of Proposition 7.1. Then, by symmetry of the events in index i, it suffices to find a
single z ∈ (0, 1) such that
qinv(σ)
[m]q!
≤ z(1− z)m−1. (29)
Following [31, p. 12], we consider z of the form z = q
inv(σ)
[m]q !
ef(q,m), for some positive function
f(q,m). Then (29) is equivalent to
1 ≤ ef(q,m)
(
1− q
inv(σ)
[m]q!
ef(q,m)
)m−1
,
e−
f(q,m)
m−1 ≤ 1− q
inv(σ)
[m]q!
ef(q,m),
−f(q,m)
m− 1 ≤ log
(
1− q
inv(σ)
[m]q!
ef(q,m)
)
. (30)
At this point we utilize the inequality log(1 − x) ≥ − x1−x , valid for all x < 1, and so we must
assume that q
inv(σ)
[m]q !
ef(q,m) < 1. Equation (30) will then hold assuming the following holds:
f(q,m) ≥ (m− 1)
qinv(σ)
[m]q !
ef(q,m)
1− qinv(σ)[m]q ! ef(q,m)
. (31)
Rearranging, this is equivalent to
f(q,m)
(
e−f(q,m) − q
inv(σ)
[m]q!
)
≥ (m− 1)q
inv(σ)
[m]q!
.
Note that e−f(q,m) > 1− f(q,m) for f(q,m) < 1, and so the above inequality will be satisfied if the
following holds:
f(q,m)
(
(1− f(q,m))− q
inv(σ)
[m]q!
)
≥ (m− 1)q
inv(σ)
[m]q!
. (32)
Since this is quadratic in f(q,m), by solving using equality in place of inequality in (32), we can
obtain the region in which the inequality is satisfied. The two solutions are
f(q,m) =
1
2
(
1− q
inv(σ)
[m]q!
±
√
1− (4m− 2)q
inv(σ)
[m]q!
+
q2 inv(σ)
[m]q!2
)
.
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Since the coefficient of f(q,m)2 is negative in (32), we know that inequality (32) is satisfied for all
values in between the solutions. Since both solutions are positive, we take the smaller solution to
obtain the optimal value
z =
qinv(σ)
[m]q!
exp
(
1
2
(
1− q
inv(σ)
[m]q!
−
√
1− (4m− 2)q
inv(σ)
[m]q!
+
q2 inv(σ)
[m]q!2
))
.
This completes the proof.
Remark 7.8. There is a minor technical issue in [32, Proof of Theorem 5], which does not affect
the validity of [32, Theorem 5] as stated, since the resulting bounds are stated in terms of asymp-
totic estimates as m tends to infinity. However, it does impact the final form and proof of our
Proposition 7.7, since we are adapting the argument and using it in its preasymptotic form.
Specifically, the argument used to obtain z = 1m!e
(m−1)/m!, see [31, p. 12], is flawed. It seems
that instead of using the inequality 1 − x > e− x1−x , as we have done following Equation (30), the
reverse inequality 1 − x < e−x was used. We have verified numerically that for 3 ≤ m ≤ 500,
inequality (29) fails for q = 1 and this value of z.
Rather than rely on the analytic lower bound obtained in Proposition 7.7, we can instead
compute the optimal value of z in (29) numerically for each σ and q to obtain a better estimate,
as we have done in the examples of the next section.
7.1 Examples
We next compute the explicit bound implied by Suen’s inequality in Proposition 7.5 for some
specific patterns. See Figure 6 for plots of this improved bound, together with the bounds implied
by Propositions 7.1 and 7.7.
7.1.1 Pattern 1432
First, we consider the pattern σ = 1432 of length 4 with 3 inversions previously encountered in
Section 5.2. The upper and lower bounds given in Propositions 7.1 and 7.7 apply to all other
patterns of length 4 with 3 inversions, namely, 2341, 2413, 3142, 3214, 4123. The upper bound
from Proposition 7.5, however, depends on the set of overlaps Ov(1432), which we have presented
in Table 1 along with the number of inversions for each pattern. The quantity
∑m−1
s=1 T (s, 1432, q),
with T (s, σ, q) defined in Equation (24), is then
m−1∑
s=1
T (s, 1432, q) =
q12 + q11 + 2q10 + 2q9 + 2q8 + q7 + q6
[7]q!
=: T1432(q),
allowing us to compute the upper bound for all q > 0:
ρ(1432, q) ≤ exp
(
− q
3
[4]q!
+ T1432(q) e
12q3
[4]q !
)
.
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(a) σ = 1234
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(c) σ = 1342
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(d) σ = 1432
Figure 6: In each of the graphs, the solid blue curve is a plot of ρ(σ, q) with q = 1+x1−x , found using
the techniques from Sections 4 and 5. Looking at x = 0, the top-most dotted curve with top
shading is a universal upper bound valid for all patterns of length 4 with exactly inv(σ) inversions.
The dotted curve underneath with top shading is an upper bound specifically for the indicated
pattern σ using Suen’s inequality. The bottom-most dotted curve is the lower bound implied by
the analytical solution (28). The dotted curve just above the bottom-most dotted line is a universal
lower bound valid for all patterns of length 4 with exactly inv(σ) inversions, computed by solving
inequality (29) numerically.
7.1.2 Pattern 1342
We next consider 1342, which has length 4 and 2 inversions. The other patterns of length 4 with
2 inversions are 1423, 2143, 2314, and 3124. As in the previous example, we compute Ov(1342)
along with the number of inversions for each element in the set, summarized in Table 1. We have
m−1∑
s=1
T (s, 1342, q) =
q10 + q9 + 2q8 + 2q7 + 2q6 + q5 + q4
[7]q!
=: T1342(q),
23
τ ∈ Ov(1432) inv(τ)
1432765 6
1532764 7
1542763 8
1632754 8
1642753 9
1652743 10
1732654 9
1742653 10
1752643 11
1762543 12
τ ∈ Ov(1342) inv(τ)
1342675 4
1352674 5
1362574 6
1372564 7
1452673 6
1462573 7
1472563 8
1562473 8
1572463 9
1672453 10
τ ∈ Ov(2341) inv(τ)
3452671 9
3462571 10
3472561 11
3562471 11
3572461 12
3672451 13
4562371 12
4572361 13
4672351 14
5672341 15
τ ∈ Ov(2413) inv(τ)
362514 9
462513 10
2514736 7
2614735 8
2714635 9
3514726 8
3524716 9
3614725 9
3624715 10
3714625 10
3724615 11
τ ∈ Ov(1243) inv(τ)
1243576 2
1253476 3
1263475 4
1273465 5
Table 1: Permutations in Ov(1432), Ov(1342), Ov(2341), Ov(2413), and Ov(1243), with their
corresponding number of inversions.
and so
ρ(1432, q) ≤ exp
(
− q
2
[4]q!
+ T1342(q) e
12q2
[4]q !
)
.
7.1.3 Pattern 1243
The pattern 1243 demonstrates that the condition in Proposition 7.7 is essential, and that sometimes
it is best to evaluate the relevant quantities numerically, as the interplay between q and m can be
quite complicated when attempting to solve inequality (29), which does not always have a solution.
In this case, pattern 1243 has length 4 with exactly 1 inversion, which is also the case for patterns
1342 and 2134. The overlap set is much smaller than in previous examples, consisting of just the
four elements given in Table 1. We have
m−1∑
s=1
T (s, 1243, q) =
q5 + q4 + q3 + q2
[7]q!
=: T1243(q),
and so
ρ(1243, q) ≤ exp
(
− q
[4]q!
+ T1243(q) e
12q
[4]q !
)
.
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In particular, this is the first case covered so far where there is a range of values of q for which
inequality (29) has no solution.
7.1.4 Other patterns
Figure 7 plots the bounds for the pattern 2413, which has 3 inversions and, therefore, shares the
universal upper and lower bounds of Figure 6d, but which differs from pattern 1432 with its own
custom improved upper bound.
Figure 8 plots the various universal bounds for patterns of length 5 with inversions 1, 2, . . . , 10.
The symmetry in these bounds for (q, inv(σ))↔ (1/q, (m2 )−inv(σ)) reflects the symmetry in ρ(σ, q).
Figure 9 showcases the versatility and computational efficiency of the generic bounds by plotting
the bounds for any pattern of length 10 with exactly 5 inversions.
Finally, we revisit the monotonically increasing pattern 1234, which is the only pattern of length
4 with 0 inversions. In this case, there is also a large range of values of q for which inequality (29)
has no solution. In addition, Suen’s inequality rises above 1 for q small enough, whereas the
universal bound is more useful. Figure 6a plots these bounds, and Figure 10 plots the bounds for
the monotonically increasing patterns 12 . . .m for m = 6, 8, 10.
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Figure 7: Plot of the bounds for ρ(2413, q), with q = 1+x1−x , as described in the caption of Figure 6.
8 Distribution of the number of occurrences
For any permutation pi = pi1 . . . pin and σ ∈ Sm, recall the definition of x1, . . . , xn−m+1 as the
indicator variables defined in (22) and Nn(σ, q) =
∑n−m+1
j=1 xj as the random variable counting
the number of occurrences of σ in pi from the Mallows(q) distribution on Sn. When concerned
only with the binary event of whether pi avoids σ, the only relevant information in x1, . . . , xn−m+1
is whether the event {Nn(σ, q) = 0} occurs, and our analysis above focuses on the asymptotic
behavior of Pn(σ, q) = P(Nn(σ, q) = 0). By Theorem 3.1, this probability decays exponentially fast
in n, implying that for all practical purposes Pn(σ, q) is negligible for even moderately large values
of n. As a complement of our prior analysis, we now consider how far a permutation strays from
avoiding a given pattern by studying the distribution of the number of occurrences of σ in a random
25
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Figure 8: Plots of the bounds for ρ(σ, q) for patterns σ of length m = 5 with 0, 1, . . . , 5 inversions,
respectively. The plots for patterns with 10, 9, . . . , 6 inversions are obtained by reflecting the first
five by the line x = 0.
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Figure 9: Plot of the bounds for ρ(σ, q) for any σ ∈ S10 with exactly 5 inversions.
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Figure 10: The solid blue curve is a plot of ρ(12 . . .m, q) with q = 1+x1−x , for m = 6, 8, 10. The other
curves are as described in the caption of Figure 6.
permutation from the Mallows(q) distribution. Other authors, e.g., [7, 27, 30], have studied similar
questions using different techniques and under different assumptions.
Computing the distribution of the number of occurrences, however, is complicated by the depen-
dence among the locations at which a pattern is allowed to occur. For a simple example, notice that
the pattern 213 can occur at most once in a permutation of length 4, meaning that the variables
x1, x2 indicating occurrence starting in positions 1 and 2, respectively, are negatively correlated.
On the other hand, the pattern 123 can occur 0, 1, or 2 times in a permutation of length 4.
Complications due to this dependence, however, are mitigated by the weak dissociation prop-
erty of the Mallows(q) distribution, according to which xi and xj are independent as long as
|i− j| > m− 1. In probabilistic terms, (x1, . . . , xn−m+1) is an (m − 1)-dependent sequence, for
which much is already known, including quantitative bounds on convergence rates to a central
limit theorem; see [5]. The consecutive homogeneity property of the Mallows(q) distribution im-
plies that xi and xj have the same distribution. Both the weak dissociation and consecutive
homogeneity properties of the Mallows(q) distribution play a critical role, implicitly or explicitly,
throughout all of our above analysis, including the probabilistic proof that the growth rate always
exists (Theorem 3.1) and the bounds obtained in Section 7, as when deriving the improved upper
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bounds in Proposition 7.5.
These properties also play a role in the following theorem, which applies to the entire distribution
of Nn(σ, q) and, therefore, says something about its behavior in high probability regions that are
most likely to occur.
For any σ ∈ Sm, recall the definition of the overlap set Ov(σ) from Definition 7.3.
Theorem 8.1. Fix any m ≥ 3, σ ∈ Sm, q > 0, n ≥ 2m − 1, and let Nn(σ, q) denote the number
of times σ occurs in a random permutation of length n from the Mallows(q) distribution. For
1 ≤ s ≤ m− 1, define
µ(σ, q) :=
qinv(σ)
[m]q!
; an(σ, q) := (n−m+ 1)µ(σ, q); T (s, σ, q) :=
∑
τ∈Ovs(σ)
qinv(τ)
[2m− s]q! ; (33)
bn(σ, q)
2 := (n−m+ 1)µ(σ, q)(1− µ(σ, q)) + 2
m−1∑
s=1
(n− 2m+ 1 + s) (T (s, σ, q)− µ(σ, q)2) ; (34)
θn(σ, q) :=
µ(σ, q)(1− µ(σ, q))3 + (1− µ(σ, q))µ(σ, q)3
bn(σ, q)3
.
Then we have
sup
k
∣∣∣∣P(Nn(σ, q) ≤ k)− P(Z ≤ k − an(σ, q)bn(σ, q)
)∣∣∣∣ ≤ 75(10(m− 1) + 1)2(n−m+ 1)θn(σ, q), (35)
where Z is a Gaussian random variable with mean 0 and variance 1, that is,
P(Z ≤ z) =
∫ z
−∞
1√
2pi
e−x
2/2dx, −∞ < z <∞.
Proof. Fix any m ≥ 3, σ ∈ Sm, q > 0, and n ≥ 2m − 1. We use the notation µ ≡ µ(σ, q), bn ≡
bn(σ, q), and θn ≡ θn(σ, q). By linearity of expectation, it immediately follows that ENn(σ, q) =
(n−m+ 1)µ. For bn, we use the decomposition of the variance of Nn(σ, q) =
∑n−m+1
i=1 xi by
Var(Nn(σ, q)) =
n−m+1∑
i=1
Var(xi) + 2
∑
i<j
Cov(xi, xj),
where Cov(xi, xj) = E(xixj)− E(xi)E(xj) is the covariance of xi and xj . By the weak dissociation
property of the Mallows(q) distribution, Cov(xi, xj) = 0 whenever |i− j| > m− 1, and so we need
only consider pairs i and j for which 1 ≤ |i− j| = s ≤ m− 1. Using Definition 7.3, we have
Exi xi+m−s =
∑
τ∈Ovs(σ)
qinv(τ)
[2m− s]q! , 1 ≤ s ≤ m− 1, 1 ≤ i ≤ n− 2m+ 1 + s.
Since xi is an indicator random variable, we also have Var(xi) = µ(1−µ) for all i = 1, 2, . . . , n−m+1
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by the consecutive homogeneity property of the Mallows distribution. Whence,
b2n = Var
(
n−m+1∑
i=1
xi
)
=
n−m+1∑
i=1
Var(xi) + 2
∑
i<j
Cov(xi, xj).
=
n−m+1∑
i=1
µ(1− µ) + 2
m−1∑
s=1
n−2m+1+s∑
i=1
(
Exi xi+m−s − µ2
)
= (n−m+ 1)µ(1− µ) + 2
m−1∑
s=1
(n− 2m+ 1 + s) (T (s, σ, q)− µ2) .
where we used (26) in the last equality. Next, we define the random variables
ξi :=
xi − µ
bn
, i = 1, 2, . . . , n−m+ 1,
and
W :=
n−m+1∑
i=1
ξi.
We have E ξi = 0 for i = 1, 2, . . . , n −m + 1, and by our choice of bn above we have Var(W ) = 1.
We also have, since xi is an indicator random variable, that 0 ≤ µ ≤ 1, and so
θn = E|ξi|3 = E|xi − µ|
3
b3n
=
µ(1− µ)3 + µ3(1− µ)
b3n
, for all i = 1, 2, . . . , n−m+ 1.
By [5, Theorem 2.6], since the collection {ξi}1≤i≤n is (m− 1)-dependent, it satisfies E ξi = 0 for
all i = 1, 2, . . . , n, and since Var(W ) = 1, we obtain the following bound for W :
sup
x
|P(W ≤ x)− P (Z ≤ x)| ≤ 75(10(m− 1) + 1)2
n−m+1∑
i=1
E|ξi|3.
Inequality (35) now follows since θn = E|ξi|3 for all i = 1, 2, . . . , n−m+ 1.
Theorem 8.1 is stated in terms of an inequality that is valid for all finite values of parameters
with explicitly defined constants, rather than as a limit theorem. A distinct advantage of Stein’s
method is that it yields explicit preasymptotic bounds, from which quantitative statements can be
derived for all finite values of the parameters. Theorem 8.1 also yields many corollaries. We assume
the notation from Theorem 8.1 in the rest of this section.
Proposition 8.2. Fix any m ≥ 3, σ ∈ Sm, and q > 0. Assume
2
m−1∑
s=1
T (s, σ, q)− (2m− 1)µ(σ, q)2 + µ(σ, q) > 0,
i.e., it is strictly positive. Then Nn(σ,q)−an(σ,q)bn(σ,q) converges in distribution to a normal random
variable with mean 0 and variance 1 as n tends to infinity, with rate O
(
n−1/2
)
.
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Proof. For fixed m ≥ 3, σ ∈ Sm, and q > 0, we have
an(σ, q) = nµ(σ, q) + φ1(σ, q),
where φ1(σ, q) := −(m− 1)µ(σ, q) is a function which does not depend on n. Similarly, we have
bn(σ, q)
2 = nφ2(σ, q) + φ3(σ, q),
where φ2(σ, q) := 2
∑m−1
s=1 T (s, σ, q)− (2m− 1)µ2 + µ and φ3(σ, q) do not depend on n. Note that
bn(σ, q)
2 equals the variance of a sum of random variables, which must always nonnegative. Thus,
by assuming that φ2(σ, q) > 0, we have
an(σ, q) = O(n) and bn(σ, q) = O(
√
n) as n→∞, (36)
and also
θn(σ, q) = O
(
1
bn(σ, q)3
)
as n→∞.
Thus, asymptotically as n tends to infinity, the right-hand side of Equation (35) is O(n/bn(σ, q)
3),
which by (36) is also O(n−1/2).
Corollary 8.3. Fix any m ≥ 3, σ ∈ Sm, and take q = 1. Assume
2
m−1∑
s=1
T (s, σ, 1)− (2m− 1)µ(σ, 1)2 + µ(σ, 1) > 0.
Let pn(σ, k) denote the number of permutations of n with exactly k occurrences of σ. For any
M ≥ 0, define xM := M−an(σ,1)bn(σ,1) . Then for each n ≥ 2m− 1 and M ≥ 0, we have∣∣∣∣∣
∑M
k=0 pn(σ, k)
n!
−
∫ xM
−∞
e−y2/2√
2pi
dy
∣∣∣∣∣ ≤ 75(10m+ 1)2(n−m+ 1)θn(σ, 1).
In particular, as M and n tend to infinity, suppose there is an x ∈ R such that also xM → x, then∑M
k=0 pn(σ, k)
n!
→
∫ x
−∞
e−y2/2√
2pi
dy.
8.1 Comparison of patterns 1432, 2341 and 2413
In this section, we compare the patterns 1432, 2341, and 2413, each of which has 3 inversions.
Thus, we expect on average the same number of these patterns in a random permutation, that is,
ENn(1432, q) = ENn(2341, q) = ENn(2413, q), for all q > 0 and n ≥ 1. However, the variance of
the number of occurrences, denoted Var(Nn(σ, q)), differs for each pattern σ. To see why this is the
case, we note that the only difference between patterns in the formula for bn(σ, q)
2 in Equation (34)
is in the terms T (s, σ, q), 1 ≤ s ≤ m − 1, where T (s, σ, q) is the probability that in a random
permutation of length 2m− s, the pattern σ occurs at the start and at the end (with possibly more
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Figure 11: Each plot contains a histogram (the shaded region) for the cumulative sum of the number
of occurrences of the pattern 1432 in a random sample of size 104 generated from the Mallows(q)
distribution using n = 1000, plotted with the cumulative normal distribution function implied by
Theorem 8.1, for values of q = 0.2, 0.5, 1, 1.3, 2, 5, as indicated below each plot.
occurrences allowed). We showed previously in Section 7.1.1 and in Table 1 that for pattern 1432
we have Ov2(1432) = Ov3(1432) = ∅, whence
T (2, 1432, q) = T (3, 1432, q) = 0,
and also
T (1, 1432, q) =
q12 + q11 + 2q10 + 2q9 + 2q8 + q7 + q6
[7]q!
.
In fact, it is clear (see [32, Lemma 9]) that, unless σ ∈ Sm is monotone, Ovm−1(σ) = ∅. Thus, we
need only consider T (s, σ, q) for s = 1, 2 in this section.
Continuing for pattern 2341, we have Ov2(2341) = ∅, so T (2, 2341, q) = 0; also, by Table 1,
which enumerates the elements of Ov(2341), we have
T (1, 2341, q) =
q15 + q14 + 2q13 + 2q12 + 2q11 + q10 + q9
[7]q!
.
At this point, it is apparent that when q = 1, the variances of Nn(1432, q) and Nn(2341, q) are in
fact the same, since |Ovs(1432)| = |Ovs(2341)| for all 1 ≤ s ≤ 3. In addition, since the reversal of
1432 is 2341, by (5) we also have bn(1432, q) = bn(2341, 1/q) for all q > 0, which is apparent by the
symmetry about the vertical axis in Figure 12 between the two corresponding curves.
Finally, the pattern 2413 is distinct from the previous two patterns in the sense that Ov2(2413) =
{362514, 462513}. By Table 1, we have
T (2, 2413, q) =
q10 + q9
[6]q!
,
T (3, 2413, q) =
q11 + 2q10 + 3q9 + 2q8 + q7
[7]q!
.
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We have found that b100(2413, q) and b100(1432, q) cross at the point x100 ≈ −0.2519754, corre-
sponding to a value of q100 ≈ 0.5974755, which gives b100(2413, q0) = b100(1432, q0) ≈ 1.641219 (see
Figure 12). As n grows, this intersection appears to achieve a limiting value of x∞ ≈ −0.2510049,
corresponding to q∞ ≈ 0.5987148, and taking n large we have
bn(1432, q∞)√
n
→ 0.1667240.
In addition, we observe numerically that the curve b100(2413, q) always stays strictly above b100(2341, q)
for q > 0.
Figure 12: A comparison of the standard deviations of N100(σ, q) for σ = 1432 (blue), 2341 (red),
2413 (green).
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