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Abstract
Confidence intervals for the means of multiple normal populations are often based on a
hierarchical normal model. While commonly used interval procedures based on such a model
have the nominal coverage rate on average across a population of groups, their actual coverage
rate for a given group will be above or below the nominal rate, depending on the value of the
group mean. Alternatively, a coverage rate that is constant as a function of a group’s mean can
be simply achieved by using a standard t-interval, based on data only from that group. The
standard t-interval, however, fails to share information across the groups and is therefore not
adaptive to easily obtained information about the distribution of group-specific means.
In this article we construct confidence intervals that have a constant frequentist coverage
rate and that make use of information about across-group heterogeneity, resulting in constant-
coverage intervals that are narrower than standard t-intervals on average across groups. Such
intervals are constructed by inverting biased tests for the mean of a normal population. Given
a prior distribution on the mean, Bayes-optimal biased tests can be inverted to form Bayes-
optimal confidence intervals with frequentist coverage that is constant as a function of the
mean. In the context of multiple groups, the prior distribution is replaced by a model of across-
group heterogeneity. The parameters for this model can be estimated using data from all of
the groups, and used to obtain confidence intervals with constant group-specific coverage that
adapt to information about the distribution of group means.
Keywords: biased test, confidence region, hierarchical model, multilevel data, shrinkage.
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1 Introduction
A commonly used experimental design is the one-way layout, in which a random sample Y1,j , . . . , Ynj ,j
is obtained from each of several related groups j ∈ {1, . . . , p}. The standard normal-theory model
for data from such a design is that Y1,j , . . . , Ynj ,j ∼ i.i.d. N(θj , σ2), independently across groups.
Inference for the θj ’s typically proceeds in one of two ways. The “classical” approach is to use
the unbiased sample mean y¯j as an estimator of θj , and to construct a confidence interval for θj
by inverting the appropriate uniformly most powerful unbiased (UMPU) test, that is, constructing
the standard t-interval. Such an approach essentially makes inference for each θj using only data
from group j (although a pooled-sample estimate of σ2 is often used). The estimator of each θj is
unbiased, and the confidence interval for each θj has the desired coverage rate.
An alternative approach is to utilize data from all of the groups to infer each individual θj . This
is typically done by invoking a hierarchical model, that is, a statistical model that describes the
heterogeneity across the groups. The standard one-way random effects model posits that θ1, . . . , θp
are a random sample from a normal population, so that θ1, . . . , θp ∼ i.i.d. N(µ, τ2). In this case,
shrinkage estimators of the form
θˆj =
µˆ/τˆ2 + y¯jnj/σˆ
2
1/τˆ2 + nj/σˆ2
are often used, where (µˆ, τˆ2, σˆ2) are estimated using data from all of the groups. This estimator
has a lower variance than the sample mean, but is generally biased. Confidence intervals based on
these shrinkage estimators are often derived from the hierarchical model: Letting θ˜j be defined as
θ˜j =
µ/τ2 + y¯jnj/σ
2
1/τ2 + nj/σ2
,
then E[(θ˜j−θj)2] = (1/τ2+nj/σ2)−1, where the expectation integrates over both the normal model
for the observed data and the normal model representing heterogeneity across the groups. This
quantity is also the conditional variance of θj given data from group j, which suggests an empirical
Bayes posterior interval for θj of the form θˆj ± t1−α/2/
√
1/τˆ2 + nj/σˆ2, where tγ denotes the γ-
quantile of the appropriate t-distribution. Compared to the classical t-interval y¯j ± t1−α/2
√
σˆ2/nj ,
this interval is narrower by a factor of
√
τˆ2/(τˆ2 + σˆ2/n). However, its coverage rate is not 1 − α
for all groups. While the rate tends to be near the nominal level on average across all groups, the
rate for a specific group j will depend on the value of θj . Specifically, the coverage rate will be
too low for θj ’s far from the overall average θ-value, and too high for θj ’s that are close to this
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average (see, for example, Snijders and Bosker (2012, Section 4.8)). Other types of empirical Bayes
posterior intervals have been developed by Morris (1983), Laird and Louis (1987), He (1992) and
Hwang et al. (2009). Like the interval obtained from the hierarchical normal model, these intervals
are narrower than the standard t-interval but fail to have the target coverage rate for each group.
In the related problem of confidence region construction for a vector of normal means, several
authors have pursued procedures that dominate those based on UMPU test inversion (Berger, 1980;
Casella and Hwang, 1986). In particular, Tseng and Brown (1997) obtain a modified empirical
Bayes confidence region that has exact frequentist coverage but is also uniformly smaller than the
usual procedure. In this article we pursue similar results for the problem of multigroup confidence
interval construction. Specifically, we develop a confidence interval procedure that has the desired
coverage rate for every group, but also adapts to the heterogeneity across groups, thereby achieving
shorter confidence intervals than the classical approach on average across groups. More precisely,
our goal is to obtain a multigroup confidence interval procedure {C1(Y ), . . . , Cp(Y )}, based on
data Y from all of the groups, that attains the target frequentist coverage rate for each group and
all values of θ = (θ1, . . . , θp), so that
Pr(θj ∈ Cj(Y )|θ) = 1− α ∀θ ∈ Rp, ∀ j ∈ {1, . . . , p}, (1)
and is also more efficient than the standard t-interval on average across groups, so that
E[|Cj(Y )|] < 2t1−α/2, (2)
where |C| denotes the width of an interval C, and the expectation is with respect to an unknown
distribution describing the across-group heterogeneity of the θj ’s. The interval procedures we
propose satisfy the constant coverage property (1) exactly. Property (2) will hold approximately,
depending on what the across-group distribution is and how well it is estimated.
The intuition behind our procedure is as follows: While the standard t-interval for a single group
is uniformly most accurate among unbiased interval procedures (UMAU), it is not uniformly most
accurate among all procedures. We define classes of biased hypothesis tests for a normal mean,
inversion of which generates 1−α frequentist t-intervals that are more accurate than the standard
UMAU t-interval for some values of the parameter space, but less accurate elsewhere. The class
of tests can be chosen to minimize an expected width with respect to a prior distribution for the
population mean, yielding the confidence interval procedure (CIP) that is Bayes-optimal among
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all CIPs that have 1 − α frequentist coverage. We call the Bayes-optimal frequentist procedure a
“frequentist assisted by Bayes” (FAB) interval procedure. In a multigroup setting, the “prior” for
the population mean is replaced by a model for across-group heterogeneity. The parameters in this
model can be estimated using data from all of the groups, yielding an empirical FAB confidence
interval procedure that maintains a coverage rate that is constant as a function of the group means.
Several authors have studied constant coverage CIPs in the single-group case that differ from
the UMAU procedure. Such procedures generally make use of some sort of prior knowledge about
the population mean. In particular, our work builds upon that of Pratt (1963), who studied the
Bayes-optimal z-interval for the case that σ2 is known. Other related work includes Farchione
and Kabaila (2008) and Kabaila and Tissera (2014), who developed procedures that make use of
non-probabilistic prior knowledge that the mean is near a pre-specified parameter value (e.g. zero).
Their procedures have shorter expected widths near this special value, but revert to the UMAU
procedures when the data are far from this point. Evans et al. (2005) obtained minimax CIPs for
cases where prior knowledge takes the form of bounds on the parameter values.
The FAB t-interval we construct is a straightforward extension of the Bayes-optimal z-interval
developed by Pratt (1963). In the next section, we review the FAB z-interval of Pratt and extend
the idea to construct a FAB t-interval for the case that σ2 is unknown. In Section 3 we use the
FAB t-interval procedure to obtain group-specific confidence intervals that have constant coverage
rates for all groups and all values of θ, and are also asymptotically optimal as the number of groups
increases. In Section 4 we illustrate the use of the FAB interval procedure with an example dataset,
and compare its performance to that of the UMAU and empirical Bayes procedures often used for
multigroup data. A discussion follows in Section 5. Proofs are given in an appendix.
2 FAB confidence intervals
Consider a model for a random variable Y that is indexed by a single unknown scalar parameter
θ ∈ R. A 1− α confidence region procedure (CRP) for θ based on Y is a set-valued function C(y)
such that Pr(θ ∈ C(Y )|θ) = 1 − α for all θ ∈ R. As is well-known, a CRP can be constructed by
inversion of a collection of hypothesis tests. For each θ ∈ R, let A(θ) be the acceptance region of
an α-level test of Hθ : Y ∼ Pθ versus Kθ : Y ∼ Pθ′ , θ′ 6= θ. Then C(y) = {θ : y ∈ A(θ)} is a 1− α
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CRP. We take the risk R(θ, C) of a 1− α CRP to be its expected Lebesgue measure
R(θ, C) =
∫ ∫
1(y ∈ A(θ′)) dθ′ Pθ(dy).
For our model of current interest, Y ∼ N(θ, σ2) with σ2 known, there does not exist a CRP that
uniformly minimizes this risk over all values of θ. However, there exist optimal CRPs within certain
subclasses of procedures. For example, the standard z-interval, given by Cz(y) = (y + σzα/2, y +
σz1−α/2), minimizes the risk among all unbiased CRPs derived by inversion of unbiased tests of Hθ
versus Kθ, and so is the uniformly most accurate unbiased (UMAU) CRP.
That the interval is unbiased means Pr(θ′ ∈ Cz(Y )|θ) ≤ 1 − α for all θ and θ′, and that it is
UMAU means R(θ, Cz) = 2σz1−α/2 ≤ R(θ, C˜) for any other unbiased CRP C˜ and every θ. But
while Cz is best among unbiased CRPs, the lack of a UMP test of Hθ versus Kθ means there will
be CRPs corresponding to collections of biased level-α tests that have lower risks than Cz for some
values of θ. This suggests that if we have prior information that θ is likely to be near some value
µ, we may be willing to incur larger risks for θ-values far from µ in exchange for small risks near
µ. With this in mind, we consider the Bayes risk R(pi,C) =
∫
R(θ, C)pi(dθ), where pi is a prior
distribution that describes how close θ is likely to be to µ. This Bayes risk may be related to the
marginal (Bayes) probability of accepting Hθ as follows:
R(pi,C) =
∫
R(θ, C)pi(θ)dθ =
∫ ∫ ∫
1(y ∈ A(θ′)) dθ′ Pθ(dy)pi(dθ)
=
∫ ∫ ∫
1(y ∈ A(θ′))Pθ(dy)pi(dθ) dθ′
=
∫
Pr(Y ∈ A(θ′)) dθ′.
The Bayes-optimal 1 − α CRP is obtained by choosing A(θ) to minimize Pr(y ∈ A(θ)) for each
θ ∈ R, or equivalently, to maximize the probability that Hθ is rejected under the prior predictive
(marginal) distribution Ppi for Y that is induced by pi. This means that the optimal A(θ) is the
acceptance region of the most powerful test of the simple hypothesis Hθ : Y ∼ Pθ versus the
simple hypothesis Kpi : Y ∼ Ppi. The confidence region obtained by inversion of this collection of
acceptance regions is Bayes optimal among all CRPs having 1−α frequentist coverage. We describe
such a procedure as “frequentist, assisted by Bayes”, or FAB.
Using this logic, Pratt (1963) obtained and studied the Bayes-optimal optimal CRP for the
model Y ∼ N(θ, σ2) with σ2 known and prior distribution θ ∼ N(µ, τ2). Under this distribution
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for θ, the marginal distribution for Y is N(µ, τ2 + σ2). The Bayes-optimal CRP is therefore given
by inverting acceptance regions A(θ) of the most powerful tests of Hθ : Y ∼ N(θ, σ2) versus
Kpi : Y ∼ N(µ, τ2 + σ2) for each θ. This optimal CRP is an interval, the endpoints of which may
be obtained by solving two nonlinear equations. We refer to this CRP as Pratt’s FAB z-interval.
The procedure used to obtain the FAB z-interval, and the form used by Pratt, are not imme-
diately extendable to the more realistic situation in which Y1 . . . , Yn ∼ i.i.d N(θ, σ2) where both θ
and σ2 are unknown. The primary reason is that in this case the Bayes-optimal acceptance region
depends on the unknown value of σ2, or to put it another way, the null hypothesis Hθ is composite.
However, the situation is not too difficult to remedy: Below we re-express Pratt’s z-interval in terms
of a function that controls where the type I error is “spent”. We then define a class of t-intervals
based on such functions, from which we obtain the Bayes-optimal t-interval for the case that σ2 is
unknown.
2.1 The Bayes-optimal w-function
For the model {Y ∼ N(θ, σ2), θ ∈ R} we may limit consideration of CRPs to those obtained by
inverting collections of two-sided tests:
Lemma 2.1. Suppose the distribution of Y belongs to a one-parameter exponential family with
parameter θ ∈ R. For any confidence region procedure C˜ there exists a procedure C, obtained by
inverting a collection of two-sided tests, that has the same coverage as C˜ and a risk less than or
equal to that of C˜.
For the normal model of interest, an interval A(θ) = (θ − σu, θ − σl) will be the acceptance
region of a two-sided level-α test if and only if u and l satisfy Φ(u)−Φ(l) = 1−α, or equivalently,
if u = z1−αw and l = zα(1−w) for some value of w ∈ (0, 1), where Φ is the standard normal CDF and
zγ = Φ
−1(γ). It is important to note that the value of w, and thus l and u, can vary with θ and still
yield a 1−α confidence region: Let w : R→ (0, 1) and define Aw(θ) = (θ−σz1−αw(θ), θ−σzα(1−w(θ))).
Then for each θ, Aw(θ) is the acceptance region of a level-α test of Hθ versus Kθ. Inversion of
Aw(θ) yields a 1− α CRP given by
Cw(y) = {θ : y + σzα(1−w(θ)) < θ < y + σz1−αw(θ)}. (3)
This confidence region can be seen as a generalization of the usual UMAU z-interval, given by
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C1/2(y) = {θ : y+σzα/2 < θ < y+σz1−α/2}, corresponding to a constant w-function of w(θ) = 1/2.
Given a prior distribution for θ, the Bayes-optimal w-function corresponds to the Bayes-optimal
CRP. For the prior distribution θ ∼ N(µ, τ2) considered by Pratt, the optimal w-function depends
on ψ = (µ, τ2, σ2) and is given as follows:
Proposition 2.1. Let Y ∼ N(θ, σ2), θ ∼ N(µ, τ2) and let w : R → (0, 1). Then R(ψ,Cwψ) ≤
R(ψ,Cw) where wψ(θ) is given by wψ(θ) = g
−1(2σ(θ−µ)/τ2) with g(w) = Φ−1(αw)−Φ−1(α(1−w)).
The function wψ(θ) is a continuous strictly increasing function of θ.
As stated in Pratt (1963) but not proven, Cwψ(y) is actually an interval for each y ∈ R, and
so Cwψ is a confidence interval procedure (CIP). In fact, a CRP Cw will be a CIP as long as the
w-function is continuous and nondecreasing:
Lemma 2.2. Let w : R → (0, 1) be a continuous nondecreasing function. Then the set Cw(y) =
{θ : y + σzα(1−w(θ)) < θ < y + σz1−αw(θ)} is an interval and can be written as (θL, θU ), where θL
and θU are solutions to θL = y + σzα(1−w(θL)) and θU = y + σz1−αw(θU ).
A bit of algebra shows that Pratt’s FAB z-interval can be expressed as Cwψ = (θ
L, θU ), where
θL and θU solve
θU =
y + σΦ−1(1− α+ Φ(y−θUσ ))
1 + 2σ2/τ2
+ µ
2σ2/τ2
1 + 2σ2/τ2
θL =
y + σΦ−1(α− Φ( θL−yσ ))
1 + 2σ2/τ2
+ µ
2σ2/τ2
1 + 2σ2/τ2
.
Solutions to these equations can be found with a zero-finding algorithm, and noting the fact that
θL < y + σzα and y + σz1−α < θU .
Some aspects of the FAB z-interval procedure are displayed graphically in Figure 1. The left
panel gives the w-functions corresponding to the Bayes-optimal 95% CIPs for σ2 = 1, µ = 0 and
τ2 ∈ {1/4, 1, 4}. At varying rates depending on τ2, the w-functions approach zero or one as θ
moves towards −∞ and ∞, respectively. The level-α tests corresponding to these w-functions are
“spending” more of their type I error on y-values that are likely under the N(µ, σ2 + τ2) prior
predictive distribution of Y . This makes the intervals narrower than the usual interval when y is
near µ, and wider when y is far from µ, as shown in the middle panel of the figure. In particular,
at y = µ, the 95% FAB z-interval with τ2 = 1/4 has a width of 3.29, which is about 84% of that of
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Figure 1: Descriptions of the FAB z-procedure. The left plot gives Bayes-optimal w-functions for
three values of τ2, at level α = 0.05. The middle plot gives the corresponding confidence interval
procedures, with the UMAU procedure given by dashed lines. The top plot on the right gives the
risk functions (expected widths) of the 95% FAB z-intervals for the three values of τ2, with the
corresponding prior densities plotted below.
the UMAU interval. Average performance across y-values is given by risk, or expected confidence
interval width, displayed in the top right plot. Expected widths of the FAB z-intervals are lower
than those of the UMAU intervals for values of θ near µ (15% lower for θ = µ and τ2 = 1/4), but
can be much higher for θ-values far away from µ, particularly for small values of τ2. Relative to
small values of τ2, the larger value of τ2 = 4 enjoys better performance than the UMAU interval
over a wider range of θ-values, but the improvement is not as large near µ. Additional calculations
(available from the replication code for this article) show that the performance of the FAB interval
near µ improves as α increases, as compared to the UMAU interval. For example, with τ2 = 1/4
and α = 0.50, the width of the FAB interval at y = µ is about 25% of that of the UMAU interval,
and its risk at θ = µ is 60% that of the UMAU interval.
2.2 FAB t-intervals
Adoption of Pratt’s z-interval has been limited, possibly due to two factors: First, in most ap-
plications the population variance is unknown, and second, the prior distribution for θ must be
specified. We now address this first issue by developing a FAB t-interval. Suppose we have a sam-
ple Y1, . . . , Yn ∼ i.i.d. N(θ, σ2), with sufficient statistics (Y¯ , S2), the sample mean and (unbiased)
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sample variance. The standard UMAU t-interval is given by {θ : y¯ + s√
n
tα/2 < θ < y¯ +
s√
n
t1−α/2}.
This interval is symmetric around y¯, with the same tail-area probability (α/2) defining the lower
and upper endpoints. The development of the w-function described in the previous subsection
suggests viewing the UMAU t-interval as belonging to the larger class of CRPs, given by
Cw(y¯, s
2) = {θ : y¯ + s√
n
tα(1−w(θ)) < θ < y¯ + s√n t1−αw(θ)}, (4)
for some w : R→ (0, 1). Any procedure thus defined satisfies Pr(θ ∈ Cw(Y¯ , S2)|θ) = 1− α for any
value of θ. Additionally, Cw is a CIP as long as w is a continuous nondecreasing function:
Lemma 2.3. Let w : R→ (0, 1) be a continuous nondecreasing function. Then the set Cw(y¯, s2) =
{θ : y¯ + s√
n
tα(1−w(θ)) < θ < y¯ + s√n t1−αw(θ)} is an interval and can be written as (θL, θU ), where
θL and θU are solutions to θL = y¯ + s√
n
tα(1−w(θL)) and θU = y¯ + s√n t1−αw(θU ).
For a given w-function, the endpoints of the interval can be ree¨xpressed as
F
(
y¯ − θU
s/
√
n
)
= αw(θU ) (5)
F
(
y¯ − θL
s/
√
n
)
= 1− α(1− w(θL)), (6)
where F is the CDF of the tn−1 distribution. Using the same logic as at the beginning of Section 2,
the Bayes risk of a CRP for a prior distribution pi on θ and σ2 is R(pi,C) =
∫
Pr((Y¯ , S2) ∈ A(θ′)) dθ′,
where Pr((Y¯ , S2) ∈ A(θ′)) is the prior predictive (marginal) probability of (Y¯ , S2) being in the
acceptance region A(θ′) under the prior distribution pi. Given a prior pi that corresponds to a
continuous, nondecreasing w-function, the Bayes-optimal FAB interval can be obtained numerically
by using an iterative algorithm to solve (5) and (6). However, this requires computation of the
w-function, which for each θ is the minimizer in w of Pr((Y¯ , S2) ∈ Aw(θ)), where
Aw(θ) =
{
(y¯, s2) : tαw <
y¯ − θ
s/
√
n
< t1−α(1−w)
}
. (7)
Obtaining the optimal w-function will generally involve numerical integration. Consider a N(µ, τ2)
prior on θ and so conditionally on σ2 we have Y¯ ∼ N(µ, σ2/n + τ2) and (n − 1)S2/σ2 ∼ χ2n−1.
From this we can show that c(Y¯ −θ)/(S/√n) has a noncentral tn−1 distribution with noncentrality
parameter λ = c µ−θ
σ/
√
n
, where c =
√
σ2/n/
√
σ2/n+ τ2. Therefore, the probability of the event
{(Y¯ , S2) ∈ A(θ)}, conditional on σ2, can be written as
Pr({Y¯ , S2} ∈ A(θ)|σ2) = Fλ(ct1−α(1−w))− Fλ(ctαw),
9
where Fλ is the CDF of the noncentral tn−1 distribution with parameter λ = c µ−θσ/√n . The Bayes-
optimal w-function is therefore given by
wpi(θ) = arg min
w
∫ (
Fλ(ct1−α(1−w))− Fλ(ctαw)
)
ppi(σ
2) dσ2, (8)
where ppi(σ
2) is the prior density over σ2.
In the replication material for this article we provide R-code for obtaining wpi(θ) and the cor-
responding Bayes-optimal t-interval Cpi(y¯, s
2) for the class of priors where θ and σ2 are a priori
independently distributed as normal and inverse-gamma random variables. Here, we provide some
descriptions of this FAB t-interval procedure for some parameter values that make the interval com-
parable to the z-interval from Section 2.1. Specifically, we consider the case that n = 10, 1/σ2 ∼
gamma(1, 10) and θ ∼ N(0, τ2) for τ2 ∈ {1/4, 1, 4}. This makes the prior median of σ2 near 10,
and the variance of Y¯ near 1 (and so the variance of Y¯ here is comparable to the variance of Y
in Section 2.1). The left panel of Figure 2 gives the w-functions, which are very similar to those
of the FAB z-procedure displayed in Figure 1, but with somewhat larger derivatives near µ. The
second panel gives the FAB t-intervals as functions of y¯, with s2 fixed at 10. Again, the intervals
resemble the corresponding z-intervals, but are slightly wider due to the use of t-quantiles instead of
z-quantiles. The effect of not knowing σ2 is more noticeable in the plot of the risk functions, given
in the right-upper plot. While the shapes of the risk functions are similar to those of the analogous
z-intervals, the risks (expected widths) are larger due to the fact that the width of a t-interval is
dependent on S2, which is proportional to a χ29 random variable having non-trivial skew.
3 Empirical FAB intervals for multigroup data
A potential obstacle to the adoption of FAB confidence intervals is the aversion that many re-
searchers have to specifying a distribution over θ. However, in multigroup data settings, probabilis-
tic information about the mean θj of one group is may be obtained from data of the other groups.
This information can be used to specify a probability distribution pi for the likely values of θj ,
from which an empirical FAB interval may be constructed. Such an interval will have exact 1− α
coverage for every value of θj , but a shorter expected width for values that are deemed likely by pi.
For the usual homoscedastic hierarchical normal model having a common within-group variance, we
develop such a procedure that may be used in practice, and show that it is risk-optimal asymptot-
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Figure 2: Descriptions of the FAB t-procedure. The left plot gives Bayes-optimal w-functions for
three values of τ2, at level α = 0.05. The middle plot gives the corresponding confidence interval
procedures with s2 fixed at 10. The top plot on the right gives the expected widths of the 95%
FAB t-intervals for the three values of τ2, with the corresponding prior densities plotted below.
ically in the number of groups. We also develop a similar procedure for the case of heteroscedastic
groups.
3.1 Asymptotically optimal procedure for homoscedastic groups
Consider the case of p normal populations with means θ1, . . . , θp and common variance and sam-
ple size, so that Y1,j , . . . Yn,j ∼ i.i.d. N(θj , σ2) independently across groups (common sample sizes
are used here solely to simplify notation). The standard hierarchical normal model posits that
the heterogeneity across groups can be described by a normal distribution, so that θ1, . . . , θp ∼
i.i.d.N(µ, τ2). In the multigroup setting, this normal distribution is not considered to be a
prior distribution for a single θj , but instead is a statistical model for the across-group hetero-
geneity of θ1, . . . , θp. The parameters describing the across- and within-group heterogeneity are
ψ = (µ, τ2, σ2).
For each group j let Cj be a 1−α CRP for θj that possibly depends on data from all of the other
groups. Letting C = {C1, . . . , Cp} we define the risk of such a multigroup confidence procedure as
R(C, ψ) =
1
p
p∑
j=1
E[|Cj(Y )|],
where Y is the data from all of the groups and the expectation is over both Y and θ1, . . . , θp. Under
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the hierarchical normal model, the risk at a value of ψ is minimized by letting each Cj be equal to
Cwψ(y¯j), the FAB z-interval defined in Section 2 but with ψ = (µ, τ
2, σ2/n), since Var[Y¯j |θj ] = σ2/n.
The oracle multigroup confidence procedure is then Cwψ = {Cwψ(y¯1), . . . , Cwψ(y¯p)}, which has risk
R(Cwψ , ψ) =
1
p
p∑
j=1
E[|Cwψ(y¯j)|] = E[|Cwψ(y¯)|],
where y¯ ∼ N(θ, σ2/n) and θ ∼ N(µ, τ2). While this oracle procedure is generally unavailable in
practice, estimates of ψ may be obtained from the data and used to construct a multigroup CIP
that achieves the oracle risk asymptotically as p→∞. To show how to do this, we first construct
a 1−α CIP for a single θ based on Y¯ ∼ N(θ, σ2/n) and independent estimates S2 and ψˆ of σ2 and
ψ. We show how the risk of this CIP converges to the oracle risk as S2
a.s.→ σ2 and ψˆ a.s.→ ψ, and
then show how to use this fact to construct an asymptotically optimal multigroup CIP.
The ingredients of our FAB CIP for a single population mean θ are as follows: Let Y¯ ∼
N(θ, σ2/n) and qS2/σ2 ∼ χ2q be independent. Consider the 1− α CRP for θ given by
Cw(y¯, s
2) = {θ : y¯ + s√
n
tα(1−w(θ)) < θ < y¯ + s√n t1−αw(θ)}, (9)
where the t-quantiles are those of the tq-distribution. As described in Section 2.2, this procedure
has 1 − α coverage for every value of θ and is an interval if w : R → (0, 1) is a continuous
nondecreasing function. This holds for non-random w-functions as well as for random w-functions
that are independent of Y¯ and S2. In particular, suppose we have estimates ψˆ = (µˆ, τˆ2, σˆ2/n) that
are independent of Y¯ and S2. We can then let w = wψˆ, the w-function of the Bayes optimal z-
interval assuming a prior distribution θ ∼ N(µˆ, τˆ2) and that Var[Y¯ |θ] = σˆ2/n. Note that we are not
assuming (µ, τ2, σ2/n) actually equals (µˆ, τˆ2, σˆ2/n), we are just using these values to approximate
the optimal w-function by wψˆ and the optimal CIP by Cwψˆ .
The random interval Cwψˆ(Y¯ , S
2) differs from the optimal interval Cwψ(Y¯ ) in three ways: First,
the former uses S2 instead of σ2 to scale the endpoints of the interval. Second, the former uses
t-quantiles instead of standard normal quantiles. Third, the former uses ψˆ to define the w-function,
instead of ψ. Now as q increases, S2
a.s.→ σ2 and the t-quantiles in (9) converge to the corresponding
z-quantiles. If we are also in a scenario where ψˆ can be indexed by q and ψˆ
a.s.→ ψ, then we expect
that wψˆ converges to wψ and that the risk of Cwψˆ converges to the oracle risk:
Proposition 3.1. Let Y¯ ∼ N(θ, σ2/n), qS2/σ2 ∼ χ2q, and ψˆ be independent for each value of q,
with ψˆ
a.s.→ ψ as q →∞. Then
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1. Cwψˆ defined in (9) is a 1− α CIP for each value of θ and q;
2. E[|Cwψˆ |]→ E[|Cwψ |] as q →∞.
We now return to the problem of constructing an asymptotically optimal multigroup procedure.
Let Y¯j and S
2
j be the sample mean and variance for a given group j. Divide the remaining groups
into two sets, with p1 − 1 in the first set and p2 = p − p1 + 1 in the second. Pool the group-
specific sample variances of the first set of groups with S2j to obtain an estimate S˜
2
j of σ
2, so that
p1(n−1)S˜2j /σ2 ∼ χ2p1(n−1). From the remaining groups, obtain a strongly consistent estimate ψˆj of
ψ (such as the MLE or a moment-based estimate). Then Y¯j , S˜
2
j and ψˆj are independent for each
value of p. Therefore, a 1− α CIP for θj is given by
Cwψˆj
(y¯j , s˜
2
j ) = {θj : y¯j + s˜j√n tα(1−wψˆj (θj)) < θj < y¯j +
s˜j√
n
t1−αwψˆj (θj)
}, (10)
where the quantiles are those of the tp1(n−1) distribution. If p1 is chosen so that it remains a
fixed fraction of p as p increases, then S˜2j and ψˆj converge to σ
2 and ψ respectively, and the t-
quantiles converge to the corresponding standard normal quantiles. By Proposition 3.1, the risk
of this interval converges to that of the oracle risk. Repeating this construction for each group j
results in a multigroup confidence procedure that has 1 − α coverage for each group conditional
on (θ1, . . . , θp), but is also asymptotically optimal on average across the N(µ, τ
2) population of
θ-values.
In practice for finite p, different choices of p1 and p2 will affect the resulting confidence intervals.
Since the minimal width of each interval is directly tied to the degrees of freedom p1(n− 1) of the
variance estimate S˜2j , we suggest choosing p1 to ensure that the quantiles of the tp1(n−1) distribution
are reasonably close to those of the standard normal distribution. If either p or n are large, this
can be done while still allowing p2 to be large enough for (µˆ, τˆ
2, σˆ2/n) to be useful.
3.2 A procedure for heteroscedastic groups
If a researcher is unwilling to assume a common within-group variance, constant 1−α group-specific
coverage can still be ensured by using intervals of the form
Cwj (y¯j , s
2
j ) = {θj : y¯j + sj√nj tα(1−wj(θj)) < θj < y¯j +
sj√
nj
t1−αwj(θj)}, (11)
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where wj is an estimate of the Bayes-optimal w-function discussed at the end of Section 2.2,
estimated with data from groups other than j. We recommend obtaining wj from a hierarchical
model for both the group-specific means and variances, as this allows across-group sharing of
information about both of these quantities. For example, the replication material for this article
provides code to obtain estimates of the w-function that is optimal for the following model of
across-group heterogeneity:
θ1, . . . , θp ∼ i.i.d. N(µ, τ2) (12)
1/σ21, . . . , 1/σ
2
p ∼ i.i.d. gamma(a, b).
We estimate the across-group heterogeneity parameters (µ, τ2, a, b) as follows: For each group j let
X2j =
∑
i(Yi,j− Y¯j)2 ∼ σ2jχ2nj−1. If 1/σ2j ∼ gamma(a, b) independently for each j then the marginal
density of X21 , . . . , X
2
p can be shown to be
p(x21, . . . , x
2
p|a, b)
p∏
j=1
c(x2j )
Γ(a+ (nj − 1)/2)ba
Γ(a)(b+ x2j/2)
a+(nj−1)/2 ,
where c is a function that does not depend on a or b. This quantity can be maximized to obtain
marginal maximum likelihood estimates of aˆ and bˆ. Now if σ21, . . . , σ
2
p were known, then a maximum
likelihood estimate of (µ, τ2) could be obtained based on the fact that under the hierarchical model,
Y¯j ∼ N(µ, σ2j /nj + τ2) independently across groups. Since the σ2j ’s are not known we use empirical
Bayes estimates, given by σˆ2j = (bˆ + x
2
j/2)/(aˆ + (nj − 1)/2), to obtain the “plug-in” marginal
likelihood estimates (µˆ, τˆ2):
(µˆ, τˆ2) = arg max
µ,τ2
∏
j
1√
σˆ2j /nj + τ
2
φ
 y¯j − µ√
σˆ2j /nj + τ
2
 ,
where φ is the standard normal probability density function.
To create a FAB t-interval for a given group j, we obtain estimates (µˆj , τˆ
2
j , aˆj , bˆj) using the
procedure described above with data from all groups except group j. The w-function wj for group
j is taken to be the Bayes-optimal w-function defined by Equation 8, under the estimated prior
θj ∼ N(µˆj , τˆ2j ) and 1/σ2j ∼ gamma(aˆj , bˆj). The independence of (Y¯j , S2j ) and (µˆj , τˆ2j , aˆj , bˆj) ensures
that the resulting FAB t-interval has exact 1−α coverage, conditional on θ1, . . . , θp and σ21, . . . , σ2p.
We speculate that this procedure enjoys similar optimality properties to those of the approach
for homoscedastic groups described in Section 3.1: If the hierarchical model given by (12) is correct,
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then as the number p of groups increases, the estimates (µˆj , τˆ
2
j , aˆj , bˆj) will converge to (µ, τ
2, a, b)
and the interval for a given group will converge to the corresponding Bayes-optimal interval. So far
we have been unable to prove this, the primary difficulty being that the Bayes-optimal w function
given by Equation 8 is a non-standard integral involving the non-central t-distribution, and is not
easily studied analytically.
4 Radon data example
A study by the U.S. Environmental Protection Agency measured radon levels in a random sample
of homes. Price et al. (1996) use a subsample of these data to estimate county-specific mean radon
levels (on a log scale) in the state of Minnesota. This dataset consists of log radon values measured
in 919 homes, each being located in one of p = 85 counties. County-specific sample sizes ranged
from 1 to 116 homes. In this section we obtain a 95% FAB confidence interval for each county-
specific mean radon level, based on data from all of the counties, and compare these intervals to
the corresponding UMAU intervals. Also, in a simulation study based on these data, we compare
the expected widths of these two types of intervals to empirical Bayes posterior intervals, and show
how the latter do not provide constant coverage across values of the county-specific means.
4.1 County-specific confidence intervals
Letting Yi,j be the radon measurement for home i in county j, we assume throughout this section
that Y1,j . . . , Ynj ,j ∼ i.i.d. N(θj , σ2j ) and that the data are independently sampled across counties.
Under the assumptions of a constant across-county variance and the normal hierarchical model
θ1, . . . , θp ∼ i.i.d. N(µ, τ2), the maximum likelihood estimates of σ2, µ and τ2 are σˆ2 = 0.637,
µˆ = 1.313 and τˆ2 = 0.096. The estimate of the across-county variability is substantially smaller
than the estimate of within-county variability, suggesting that there is useful information to be
shared across the groups. However, Levene’s test of heteroscedasticity (an F -test using the absolute
difference between the data and group-specific medians) rejects the null of homoscedasticity with
a p-value of 0.011. For this reason, we use the FAB t-interval procedure described in Section 3.2
for each group, having the form {θj : y¯j +
√
s2j/nj × tα(1−wj(θj)) < θj < y¯j +
√
s2j/nj × t1−αwj(θj)},
where α = .05, y¯j and s
2
j are the sample mean and variance from county j, and wj is the optimal w-
function assuming θj ∼ N(µˆj , τˆ2j ) and 1/σ2j ∼ gamma(aˆj , bˆj), where µˆj , τˆ2j , aˆj and bˆj are estimated
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Figure 3: FAB and UMAU 95% confidence intervals for the radon dataset. The UMAU intervals
are plotted as wide gray lines, the FAB intervals as narrow black lines. Vertical and horizontal lines
are drawn at
∑
y¯j/p.
from the counties other than county j. Such intervals have 95% coverage for each county, assuming
only within-group normality.
We constructed FAB and UMAU intervals for each county that had a sample size greater than
one, i.e. counties for which we could obtain an unbiased within-sample variance estimate. Intervals
for counties with sample sizes greater than two are displayed in Figure 3 (intervals based on a sample
size of two were excluded from the figure because their widths make smaller intervals difficult to
visualize). The UMAU intervals are wider than the FAB intervals for 77 of the 82 counties having
a sample size greater than 1, and are 30% wider on average across counties. Generally speaking,
the counties for which the FAB intervals provide the biggest improvement are those with smaller
sample sizes and sample means near the across-group average. Conversely, the five counties for
which the UMAU intervals are narrower than the FAB interval are those with moderate to large
sample sizes, and sample means somewhat distant from the across-group average.
4.2 Risk performance and comparison to posterior intervals
Assuming within-group normality, the FAB interval procedure described above has 95% coverage
for each group j and for all values of θ1, . . . , θp. Furthermore, the procedure is designed to ap-
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proximately minimize the expected risk under the hierarchical model θ1, . . . , θp ∼ i.i.d. N(µ, τ2),
among all 95% CRPs. However, one may wonder how well the FAB procedure works for fixed
values of θ1, . . . , θp. This question is particularly relevant in cases where the hierarchical model is
misspecified, or if a hierarchical model is not appropriate (e.g., if the groups are not sampled). We
investigate this for the radon data with a simulation study in which we take the county-specific sam-
ple means and variances as the true county-specific values, that is, we set θj = y¯j and σ
2
j = s
2
j for
each county j. We then simulate nj observations for each county j from the model Y1,j , . . . , Ynj ,j ∼
i.i.d. N(θj , σ
2
j ).
We generated 10,000 such simulated datasets. For each dataset, we computed the widths
of the 95% FAB and UMAU confidence intervals for each county having a sample size greater
than one. Additionally, for comparison we also computed empirical Bayes posterior intervals,
which are often used in hierarchical modeling. The posterior interval for group j is given by
θˆj ± t1−α/2 × (1/τˆ2 + nj/sˆ2j )−1/2, where θˆj is the empirical Bayes estimator given by
θˆj =
µˆ/τˆ2 + y¯jnj/s
2
j
1/τˆ2 + nj/s2j
,
and t1−α/2 is the 1 − α/2 quantile of the tn−1-distribution. As discussed in the Introduction,
such intervals are always narrower than the corresponding UMAU intervals but will not have 1−α
frequentist coverage for each group. Instead, such intervals generally have 1−α coverage on average,
or in expectation with respect to the hierarchical model over the θj ’s.
The results of this simulation study are displayed in Figure 4. The left panel of the figure gives
the expected widths of the FAB and Bayes procedures relative to those of the UMAU procedure.
Based on the 10,000 simulated datasets, the estimated expected widths across counties were about
2.28, 1.60 and 1.61, respectively for the UMAU, FAB and Bayes procedures respectively. As with
the actual interval widths for the non-simulated data, expected widths of the FAB intervals are
smaller than those of the UMAU intervals for most counties (79 out of 82). The Bayes intervals
are always narrower than the UMAU intervals for all groups by construction. However, while they
tend to be narrower than the FAB intervals for θj ’s far from θ¯ =
∑
θj/p, near this average they
are often wider than the FAB intervals. This is not too surprising - the FAB intervals are at their
narrowest near this overall average, while the Bayes intervals tend to over-cover here. This latter
issue is illustrated in the right panel of the figure, which shows how the Bayes credible intervals do
not have constant coverage across groups. This is because the Bayes intervals are centered around
17
ll
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
0.5 1.0 1.5 2.0 2.5
0.
4
0.
6
0.
8
1.
0
1.
2
θ
w
id
th
 ra
tio
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
ll
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
FAB
Bayes
l
l
l
l
l
l l
ll
l
l
l
l l
l
l
l
l l
l
l
l
l l
ll
l
l l
l
l l
l
l
l
l
l l
l
l
l
l
l
l l
l
l
ll
l ll
l
l
l
ll
l
l
l
l
l
ll
l l l
l
l
l
l
l
l
l
l
l
0.5 1.0 1.5 2.0 2.5
0.
92
0.
94
0.
96
0.
98
θ
po
ste
rio
r i
nt
er
va
l c
ov
er
ag
e
Figure 4: Simulation results. The left panel gives relative expected interval widths of the FAB and
Bayes procedures relative to the UMAU procedure. The right panel indicates how coverage rates of
Bayes posterior intervals are not constant across groups. Points are coverage rates based on 10,000
simulated datasets, and vertical lines are nominal 95% intervals representing Monte Carlo standard
error. Vertical lines are drawn at
∑
θj/p in each panel.
biased estimates that are shrunk towards the estimated overall mean θ¯. If θj is far from θ¯ then the
bias is high and the coverage is too low, whereas if θj is near θ¯ the coverage is too high since the
variability of the shrinkage estimate θˆj is lower than that of y¯j . The group-specific coverage rates of
the Bayes intervals vary from about 91% to 98%, although the average coverage rate across groups
is approximately 95%. In summary, the UMAU procedure provides constant 1−α coverage across
groups, but wider intervals than those obtained from the FAB and Bayes procedures. The Bayes
procedure provides narrower intervals but non-constant coverage. The FAB procedure provides
both narrower intervals and constant coverage.
5 Discussion
Standard analyses of multilevel data utilize multigroup confidence interval procedures that either
have constant coverage but do not share information across groups, or share information across
groups but lack constant coverage. These latter procedures typically do maintain a pre-specified
coverage rate on average across groups, but the value of this property is unclear if one wants
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to make group-specific inferences. The FAB procedures developed in this article have coverage
rates that are constant in the mean parameter, and so maintain constant coverage for each group
selected into the dataset, while also making use of across-group information. The FAB procedures
are approximately optimal among constant coverage procedures if the across-group heterogeneity
is well-represented by a normal hierarchical model.
If the across-group heterogeneity is not well-represented by a hierarchical normal model, then
the FAB procedure will still maintain the chosen constant coverage rate but may not be optimal.
We speculate that in such cases, the FAB procedure based on a hierarchical normal model, while not
optimal, will still have better risk than the UMAU procedure when the across-group heterogeneity
corresponds to any probability distribution with a finite second moment. This is partly because
the UMAU procedure is a limiting case of the FAB procedure as the across-group variance goes
to infinity. We have developed an analytical argument of this and have gathered computational
evidence, but a complete proof of the dominance of a misspecified FAB procedure over the UMAU
procedure is still a work in progress. Of course, the basic idea behind the FAB procedure could be
implemented with alternative models describing across-group heterogeneity, such as models that
allow for sparsity among the group-level parameters. We have implemented a few such procedures
computationally, but studying them analytically is challenging.
Replication code for this article can be found at the second author’s website. The multigroup
FAB procedures discussed in Sections 3 and 4 are provided by the R-package fabCI.
Appendix: Proofs
Proof of Lemma 2.1. This lemma follows from Ferguson (1967, Section 5.3), which says that for
any level-α test of a point null hypothesis for a one-parameter exponential family, there exists a
two-sided test of equal or greater power. Let {φ˜θ(y) : θ ∈ R}, {A˜(θ) : θ ∈ R} be the test functions
and acceptance regions corresponding to the CRP C˜(y). The coverage of C˜ is
Pr(Y ∈ A˜(θ)|θ) = 1− E[φ˜θ(Y )|θ]. (13)
By Theorem 2 from Ferguson (1967, Section 5.3), for each θ ∈ R there exists a two-sided test φθ
such that
E[φθ(Y )|θ] = E[φ˜θ(Y )|θ]. (14)
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Denote the acceptance regions corresponding to these two-sided test as {A(θ) : θ ∈ R}. Inverting
these regions gives a CIP C(y). The coverage of C(y) is
Pr(Y ∈ A(θ)|θ) = 1− E[φθ(Y )|θ]. (15)
Hence by (13), (15), and (14), the coverage of C(y) is the same as the coverage of C˜(y). The width
of C˜(y) is:
W (y) =
∫
R
1(t ∈ C˜(y))dt =
∫
R
1(y ∈ A˜(t))dt =
∫
R
(1− φ˜t(y))dt.
The expected width of C˜(y) is:
E[W˜ |θ] =
∫
R
W (y)p(y|θ)dy =
∫
R
∫
R
(1− φ˜t(y))p(y|θ)dydt (16)
where p(y|θ) is the density of Y given θ. Similarly, the expected width of C(y) is
E[W |θ] =
∫
R
∫
R
(1− φt(y))p(y|θ)dydt. (17)
Again, by Theorem 2 from Ferguson (1967, Section 5.3), for every θ ∈ R∫
R
φt(y)p(y|θ)dy ≥
∫
R
φ˜(y)p(y|θ)dy.
Thus ∫
R
(1− φt(y))p(y|θ)dy ≤
∫
R
(1− φ˜t(y))p(y|θ)dy. (18)
Therefore by (16), (17), (18), we have E[W |θ] ≤ E[W˜ |θ].
Proof of Proposition 2.1. Without loss of generality, we prove the proposition for the simple case
when µ = 0 and σ2 = 1. Other cases can be obtained by reparametrizing as Y˜ = (Y − µ)/σ,
θ˜ = (θ − µ)/σ and τ˜2 = τ2/σ2 so that Y˜ ∼ N(θ˜, 1) and θ˜ ∼ N(0, τ˜2).
The Bayes optimal procedure minimizes the Bayes risk R(ψ,Cw) =
∫
Pr(Y ∈ A(θ)) dθ, where
Y has the marginal density N(0, 1 + τ2). For a given w-function, the Bayes risk is
R(ψ,Cw) =
∫
R
Φ(
θ − l√
1 + τ2
)− Φ( θ − u√
1 + τ2
) dθ
=
∫
R
Φ(
θ − Φ−1(α(1− w))√
1 + τ2
)− Φ(θ − Φ
−1(1− αw)√
1 + τ2
) dθ.
(19)
We will show that, as a function of w, the integrand H is minimized at wψ(θ) as given in the
proposition statement. First, we obtain the derivative of H with respect to w:
H ′(w) = exp(−1
2
(θ − Φ−1(α(1− w)))2
1 + τ2
)
1√
1 + τ2
α
exp(−12(Φ−1(α(1− w)))2)
− exp(−1
2
(θ − Φ−1(1− αw))2
1 + τ2
)
1√
1 + τ2
α
exp(−12(Φ−1(1− αw))2)
.
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Setting this to zero and simplifying shows that a critical point wψ satisfies
2θ/τ2 = Φ−1(wα)− Φ−1((1− w)α). (20)
Let the right side of (20) be g(w). It’s not difficult to verify that g(w) a continuous and strictly
increasing function of w, with range (−∞,∞). Thus there is a unique solution wψ(θ) to the equation
above, wψ(θ) = g
−1(2θ/τ2), which is a continuous and strictly increasing function of θ. Since H ′(w)
is continuous on (0, 1) with only one root, and limw→0 H ′(w) = −∞, limw→1 H ′(w) = ∞, then
H(w) is minimized by wψ(θ). Therefore wψ(θ) minimizes the Bayes risk, and Cwψ is the Bayes-
optimal procedure among all CRPs.
Proof of Lemma 2.2. Cw(y) can be written as Cw(y) = {θ : y < θ − σl(θ) and θ − σu(θ) < y}.
Letting f1(θ) = θ − σu(θ), f2(θ) = θ − σl(θ), we first prove that Cw(y) can also be written
as Cw(y) = {θ : f−12 (y) < θ and θ < f−11 (y)}. Note that both Φ−1 and w(θ) are continuous
nondecreasing functions. Therefore f1(θ) = θ − Φ−1(1− αw(θ)) is a strictly increasing continuous
function, with limθ→−∞ θ−Φ−1(1−αw(θ)) = −∞ and limθ→+∞ θ−Φ−1(1−αw(θ)) = +∞. Hence,
f−11 exists, and is a strictly increasing continuous function with range (−∞,∞). Thus f1(θ) < y
can also be expressed as θ < f−11 (y). Similarly, y < f2(θ) can also be expressed as f
−1
2 (y) < θ.
Next, in order to show that Cw(y) is an interval, we need to show that f
−1
2 (y) < f
−1
1 (y). To see
this, we only need to show
θ − σΦ−1(1− αw(θ)) < θ − σΦ−1(α(1− w(θ))),
or that Φ−1(αw(θ)) < Φ−1(1 − α(1 − w(θ))). This follows since Φ−1(x) is a strictly increasing
function. Thus Cw(y) = {θ : f−12 (y) < θ < f−11 (y)}, which is an interval.
Proof of Lemma 2.3. The proof is basically the same as the proof of Lemma 2.2. We only need to
replace y with y¯, σ with s/
√
n, and the z-quantiles with t-quantiles, and then use the same logic
as in the proof of Lemma 2.2.
The proof of Proposition 3.1 requires the following lemma that bounds the width of the FAB
t-interval:
Lemma. The width of Cwψ(y¯, s
2) satisfies
|Cwψ(y¯, s2)| < |y¯ − µ|+ s√n(|t(α/2)|+ |t(1− α/2)|), (21)
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where t-quantiles are those of the tq-distribution.
Proof. For notational convenience, for this proof and the proof of Proposition 3.1, we write tα as
t(α). By previous results, the endpoints θL and θU of Cwψ(y¯, s
2) are solutions to
θU − s√
n
t(1− αwψ(θU )) = y¯
θL − s√
n
t(α(1− wψ(θL))) = y¯.
(22)
Here wψ(θ) is defined as wψ(θ) = g
−1(2(θ−µ)
τ2/σ
), where g(w) = Φ−1(αw) − Φ−1(α(1 − w)). At
the upper endpoint, we have wψ(θ
U ) = F ((y¯ − θU )/(s/√n))/α, where F is the CDF of the tq-
distribution. When θU > µ, we have wψ(θ
U ) > g−1(0) = 1/2. Thus θU < y¯ − s√
n
t(α/2). Also,
g−1(2(θ
U−µ)
τ ′2/σ ) < 1, so θ
U > y¯ − s√
n
t(α). When θU < µ, y¯ − s√
n
t(α/2) < θU . This implies that
y¯ − s√
n
t(α) < θU < y¯ − s√
n
t(α/2) if θU > µ
y¯ − s√
n
t(α/2) < θU < µ if θU < µ.
Similarly we have
µ < θL < y¯ − s√
n
t(1− α/2) if θL > µ
y¯ − s√
n
t(1− α/2) < θL < y − s√
n
t(1− α) if θL < µ.
Therefore
|Cwψ(y¯, s)| = θU − θL < |y¯ − µ|+ s√n(|t(α/2)|+ |t(1− α/2)|).
Proof of Proposition 3.1. That Cwψˆ is a 1−α CIP follows by construction of the interval and that
ψˆ is independent of Y¯ and S2. To prove the convergence of the risk, we denote the endpoints of
the oracle CIP Cwψ as θ
U and θL, which are the solutions to
θU − σ√
n
Φ−1(1− αwψ(θU )) = Y¯
θL − σ√
n
Φ−1(α(1− wψ(θL))) = Y¯ .
We denote the endpoints of Cwψˆ as θ
U
q and θ
L
q , which are the solutions to
θUq − S√n t(1− αwψˆ(θUq )) = Y¯
θLq − S√n t(α(1− wψˆ(θLq ))) = Y¯ .
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We first prove that |Cwψˆ | − |Cwψ | = (θUq − θU ) + (θL − θLq )
a.s.→ 0 as q → ∞ for each fixed Y¯ . We
can write the upper endpoints as θU = G(ψ, Y¯ , σ2), and θUq = Gq(ψˆ, Y¯ , S
2), where G and Gq are
continuous functions of their parameters. The difference between G and Gq is that the former is
obtained based on z-quantiles, while the later is based on t-quantiles. We have
|θUq − θU | = |Gq(ψˆ, Y¯ , S2)−G(ψ, Y¯ , σ2)| (23)
≤ |Gq(ψˆ, Y¯ , S2)−G(ψˆ, Y¯ , S2)|+ |G(ψˆ, Y¯ , S2)−G(ψ, Y¯ , σ2)|. (24)
The first term in (24) converges to zero because the convergence of Gq → G is uniform, and the
second term converges to zero because (ψˆ, S2)
a.s.→ (ψ, σ2). Elaborating on the convergence of the
first term, note that Gq is a monotone sequence of continuous functions: Given q2 > q1, we have
tq2(1 − αw) < tq1(1 − αw). Hence θ − S√n tq2(1 − αwψˆ(θ)) > θ − S√n tq1(1 − αwψˆ(θ)). Therefore
Gq2(ψˆ, Y¯ , S
2) < Gq1(ψˆ, Y¯ , S
2), and so by Dini’s theorem, Gq → G uniformly on a compact set of
(ψˆ, S2) values. Since (ψˆ, S2)
a.s.→ (ψ, σ2), with probability one there is an integer Q such that when
q > Q, |ψˆ−ψ| ≤ c1 and |S2− σ2| ≤ c2 for any to positive constants c1 and c2. Thus, Gq converges
to G uniformly on this compact set and the first term in (24) converges to zero.
Now we show the expected width converges to the oracle width by integrating over Y¯ . This is
done by finding a dominating function for |Cwψˆ(Y¯ , S2)| and applying the dominated convergence
theorem. By the previous lemma we know that
|Cwψˆ(Y¯ , S2)| < |Y¯ |+ |µˆ|+ S√n(|t(α/2)|+ |t(1− α/2)|).
Note that |t(α/2)| + |t(1 − α/2)| < |t1(α/2)| + |t1(1 − α/2)|, where t1 is the t-quantile with one
degree of freedom. Similar to the argument earlier in this proof, given two constants c1, c2 > 0, we
can find a Q such that when q > Q, we have |µˆ| < |µ|+ c1 and S2 < σ2 + c2 a.s.. Now we have an
dominating function for |Cwψˆ(Y¯ , S2)|
|Cwψˆ(Y¯ , S2)| < W¯ (Y¯ , S2, ψˆ) = |Y¯ |+ |µ|+ c1 +
√
σ2+c2√
n
(|t1(α/2)|+ |t1(1− α/2)|).
Since |Y¯ | is a folded normal random variable with finite mean, it’s easy to see that this dominating
function is integrable. Therefore, by dominated convergence theorem we have limq→∞ E[|Cwψˆ |] =
E[|Cwψ |].
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