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Abstract 
 
Transition transport equation approaches have specific advantages in comparison to classical 
streamline-based methods as, for example, the e
N
-method, especially for the aerodynamic 
analysis of very large, complex aircraft configurations. Because the turbulence model unfolds its 
potential in specific areas of the flow while the transition model unfolds its own potential in 
different areas, both modeling approaches must be applicable in a computational fluid dynamics 
simulation to cover all physical phenomena at realistic aircraft configurations.  
For complex configurations, it was shown for many cases that Reynolds stress models can yield 
more accurate predictions than eddy viscosity turbulence models if the corresponding numerical 
results are compared to measured data from experiments. Thus, the coupled application of a 
Reynolds stress model and a transition transport model are of interest for flow solvers which are 
to be applied in industry and research. So far, the combination of Reynolds stress models with a 
transition transport model has not yet been made available. In addition, the transition model must 
be able to predict crossflow transition because this transition mechanism can dominate in flows 
about three-dimensional aircraft configurations. For transition transport equation approaches this 
is still a topic of active research. 
In this thesis the coupling of a Reynolds stress model with a transition transport model and the 
extension of the transition model for the prediction of crossflow transition are provided. The 
Reynolds stress model is the SSG/LRR-ω model by Eisfeld, the transition model is the γ-Reθt 
model by Langtry and Menter. The original γ-Reθt model is closely coupled to the Menter k-ω 
SST eddy viscosity model. Together they form a 4-equation model. The coupling of the two 
transport equations of the γ-Reθt model and the seven equations of the Reynolds stress model lead 
to a 9-equation model. Because the original γ-Reθt model only accounts for streamwise transition 
mechanisms it must be extended so that crossflow transition can be predicted. The crossflow 
extension leads to the γ-Reθt-CF model. 
Through investigations based on a large number of test cases including simple and complex flows 
and geometries the predictive potential of the coupled models is demonstrated. The 
implementation of the 9-equation model was carried out and all numerical results have been 
obtained using the unstructured DLR TAU code.   
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Zusammenfassung 
 
Transitionstransportgleichungsansätze haben im Vergleich zu klassischen stromlinienbasierten 
Methoden spezifische Vorteile, wie beispielsweise das e
N
-Verfahren, insbesondere für die 
aerodynamische Analyse sehr großer, komplexer Flugzeugkonfigurationen. Da das 
Turbulenzmodell sein Potential in bestimmten Flußbereichen entfaltet, während das 
Übergangsmodell in verschiedenen Bereichen sein eigenes Potential entfaltet, müssen beide 
Modellierungsansätze in einer computergestützten Strömungssimulationssimulation anwendbar 
sein, um alle physikalischen Phänomene an realistischen Flugzeugkonfigurationen abzudecken. 
 
Für komplexe Konfigurationen wurde für viele Fälle gezeigt, dass Reynolds-Stressmodelle 
genauere Vorhersagen als Wirbelviskositäts-Turbulenzmodelle liefern können, wenn die 
entsprechenden numerischen Ergebnisse mit den gemessenen Daten aus Experimenten verglichen 
werden. Daher ist die gekoppelte Anwendung eines Reynolds-Stressmodells und eines 
Transitionstransportmodells für Strömungslöser von Interesse, die in der Industrie und in der 
Forschung eingesetzt werden sollen. Bisher ist die Kombination von Reynolds-Stressmodellen 
mit einem Transitionstransportmodell noch nicht verfügbar. Darüber hinaus muss das 
Übergangsmodell in der Lage sein, einen Querstromübergang vorauszusagen, da dieser 
Übergangsmechanismus in Strömungen über dreidimensionale Flugzeugkonfigurationen 
dominieren kann. Für Übergangstransportgleichungsansätze ist dies immer noch ein Thema der 
aktiven Forschung. 
 
In dieser Arbeit wird die Kopplung eines Reynolds-Stressmodells mit einem 
Transitionstransportmodell und die Erweiterung des Transitionsmodells für die Vorhersage des 
Crossflow-Übergangs bereitgestellt. Das Reynolds-Stressmodell ist das SSG/LRR-ωModell von 
Eisfeld, das Übergangsmodell ist das γ-Reθt Modell von Langtry und Menter. Das ursprüngliche 
γ-Reθt Modell ist eng mit dem Menter k-ω SST Eddy-Viskositätsmodell gekoppelt. Zusammen 
bilden sie ein 4-Gleichungsmodell. Die Kopplung der beiden Transportgleichungen des γ-Reθt 
Modells und der sieben Gleichungen des Reynolds-Spannungsmodells führt zu einem 9-
Gleichungsmodell. Da das ursprüngliche γ-Reθt-Modell nur stromübergreifende 
Übergangsmechanismen berücksichtigt, muss es erweitert werden, so dass ein 
Querstromübergang vorhergesagt werden kann. Die Querstromverlängerung führt zum γ-Reθt-CF 
Modell. 
 
Durch Untersuchungen, die auf einer großen Anzahl von Testfällen basieren, einschließlich 
einfacher und komplexer Strömungen und Geometrien, wird das Vorhersagepotential der 
gekoppelten Modelle demonstriert. Die Implementierung des 9-Gleichungsmodells wurde 
durchgeführt und alle numerischen Ergebnisse wurden unter Verwendung des unstrukturierten 
DLR-TAU-Codes erhalten 
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Nomenclature 
 
 [1] 
(1) Heat capacity ratio 
(2) Intermittency factor for transition model 
θteR
~
 [1] Transport transition onset momentum thickness Reynolds number 
*  [m] Approximated momentum thickness in streamwise direction 
c                                      [m] Chord length 
Cf [1] Skin friction coefficient 
CL, CD [1] Lift coefficient, drag coefficient 
Cp [1] Pressure coefficient 
d [m] Wall distance in the Orthonormal Cartesian-coordinates 
FSTI [%] Freestream turbulence intensity, 100(2k/3)
1/2
/U0 
g [s0.5] Alternative turbulent dissipation rate, g = (1/ω)
1/2
 
H or H12 [1] Shape factor in streamwise direction 
H12,corr [1] Approximated shape factor in streamwise direction for C1 -based approach 
He [ms-2] Helicity,  uu

  
k [m2s-2] Turbulent kinetic energy 
M [1] Mach number 
N [1] amplification factor 
NCF [1] Critical N-factor for CF instabilities 
NTS [1] Critical N-factor for T-S instabilities 
p [Pa] Pressure 
Rec [1] Reynolds number based on chord length 
Redwdy [1] Reynolds number based on wall-normal gradient of crosswise velocity, 
ReHe [1] Reynolds number based on helicity, ρy
2
He/(| u

|μ) 
Rev [1] Reynolds number based on vorticity, ρy
2
S/μ  
Rex [1] Reynolds number based on the distance to the leading edge, ρU0x/μ 
Reδ2 [1] Reynolds number based on crosswise displacement thickness 
Reθ [1] Reynolds number based on streamwise momentum thickness, ρθU0/μ 
Reθt [1] Transition onset momentum thickness Reynolds number (based on 
freestream conditions), ρθtU0/μ 
Rij [m
2
s
-2
] Turbulent Reynolds stresses  Rij= uiʼ ujʼ 
RT [1] Turbulent viscosity ratio (μt/μ) 
Rv [1] Vorticity Reynolds number 
Ry [1] Wall-distance based turbulent Reynolds number 
S [s-1] Absolute value of strain rate, (2SijSij)
1/2
 
Sij [s
-1
] Strain rate tensor, 0.5(∂ui/∂xj + ∂uj/∂xi) 
Tu [%] Local turbulence intensity, 100(2/3 k)
1/2
/Uref 
U [ms-1] Local velocity 
uʼ,  vʼ,  wʼ [ms-1] Local fluctuating velocity component 
U, V,  W [ms-1] Freestream velocity component (Mean velocity) 
u, w [ms-1] Velocity component in streamwise and crossflow direction 
u0 [ms
-1
] Freestream velocity in wing-attached coordinate system 
U0 [ms
-1
] Local freestream velocity 
ue [ms
-1
] velocity at the boundary-layer edge 
Uref [ms
-1
] Inlet reference velocity 
uT,  vT,  wT [ms
-1
] Local velocity component from the CFD solver 
x, y, z [m] Orthonormal Cartesian-coordinates 
x/c [1] Axial distance over axial chord 
xc, ys, z [m] Wing attached coordinates 
XM [m] Location of the inviscid streamline inflection point 
xT, yT, zT [m] Local streamline coordinates 
y [m] Distance to nearest wall for the wing attached coordinate system 
y
+
 [1] Dimensionless distance in wall coordinates, ρyμτ/μ 
y
+
(1) [1] Dimensionless distance of the first grid layer to the wall 
δ [m] Boundary layer thickness 
δ1 [m] Displacement thickness in the streamwise direction 
δ2 [m] Displacement thickness in the crosswise direction 
η [1] similarity parameter 
θ [m] Momentum thickness 
ϑ [deg] Local sweep angle 
θ1 [m] Momentum thickness in streamwise direction 
ϑT [deg] Local angle, due to coordinate transformation 
ϑsw [deg] Local geometrical sweep angle 
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λθ  or λ2 [1] Pressure-gradient parameter, (ρθ/μ)(dU/ds) 
2(approximated) [1] 
Approximated pressure-gradient parameter for local helicity based 
approach 
2,corr [1] Approximated pressure-gradient parameter for local C1- based approach 
μ [kgm-1s-1] Molecular viscosity 
μt [kgm
-1
s
-1
] Eddy viscosity 
μτ [kgm
-1
s
-1
] Friction velocity 
ν [m2s-1] Kinematic viscosity 
νt [m
2
s
-1
] Kinematic turbulent viscosity 
ρ [kgm-3] Density 
τ [kgm-1 s-2] Wall shear stress 
Ω [s-1] Absolute value of vorticity, (2ΩijΩij)
1/2
 
Ωij [s
-1
] Vorticity tensor, 0.5(∂ui/∂xj - ∂uj/∂xi) 
α [deg] Angle of Attack 
β0 [deg] Angle between the wall and potential streamlines 
βh [1] Hartree -parameter 
 [m2s-3] Turbulent dissipation  rate 
2,corr [1] Approximated pressure-gradient parameter for local C1- based approach 
σ  [1] Propagation parameter of the turbulent spots 
 [s-1] 
(1) Specific turbulent dissipation  rate for turbulence model 
(2) Wave frequency in linear stability theory 
Subscripts 
∞ Freestream 
c Chordwise, normal to leading edge 
e Boundary layer edge 
i Imaginary part of a complex variable 
i,j,k Index of a variable 
r Real part of a complex variable 
s Spanwise, parallel to leading edge 
sw Streamwise 
cf Crossflow 
t Turbulent 
T Transition onset 
Abbreviation 
2D-/3D- two-dimensional/ three-dimensional 
AoA                                             Angle of Attack 
APG                                             Adverse pressure gradient 
ATL                                            Attachment line 
BL Boundary layer 
CF                                                Crossflow 
CFD                                            Computational fluid dynamics 
DES                                             Detached eddy simulation 
DNS                                             Direct numerical simulation 
DWP Drag prediction workshop 
EASM                                         Explicit algebraic stress model 
EVM                                           Eddy viscosity model 
FPG                                             Favorable pressure-gradient 
FSC Falkner-Skan and Cooke 
GGDH Generalized gradient diffusion hypothesis 
HPC                                            High-performance computing 
LES                                             Large eddy simulation 
LRR                                             Launder-Reece-Rodi model 
NS Navier-Stokes equations 
PSE                                             Parabolized stability equations 
RANS                                          Reynolds averaged Navier-Stokes equations 
Re                                               Reynolds number 
RSM                                             Reynolds stress model 
SAS                                            Scale adapted simulation 
SGDH Simplified gradient diffusion hypothesis 
SGS                                            Sub-grid scale 
SSG                                             Speziale-Sarkar-Gatski model 
SST                                             Shear stress transport model 
T-S                                               Tollmien-Schlichting  
TSP Temperature sensitive paint 
ZPG                                             Zero pressure-gradient 
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Chapter 1    Introduction 
 
Accurate Reynolds-Averaged Navier-Stokes (RANS) simulations of the flow over complex 
aircraft configurations constitute a wide range of challenges such as flow separation under strong 
or weak adverse pressure gradient, shock prediction or the laminar-turbulent transition of 
boundary layers. Especially, in the context of the civil aircraft industry and the related research, 
the limits of the application range are the borders of the flight envelope. Some of the related 
physical effects which define the borders of the flight envelope are the transition from laminar to 
turbulent flow, flow separation and the interaction between the two phenomena. At present, it is 
not possible to simulate weakly and moderately separated flows and their effects ensuring the 
high accuracy demands in the industry using large eddy simulation (LES) or hybrid RANS/LES 
approaches due to the high computational times and costs involved. Moreover, these approaches 
are not yet fully applicable to complex three-dimensional aircraft configurations. Thus, the pure 
RANS approach using turbulence models in combination with reliable transition prediction 
methods is the only realistic option. 
In the case of RANS applications, the highest level of turbulence modeling is the Reynolds stress 
models (RSM), which solve the equations of the six Reynolds stresses directly and, in addition, a 
seventh transport equation for a turbulent length-scale providing variable. RSM can be superior 
to eddy viscosity models (EVM) such as the Spalart-Allmaras (S-A) one-equation model [95] or 
the Menter k-ω SST two-equation model [61][62] if the corresponding numerical results are 
compared to measured data from experiments. RSM have the potential to give more accurate 
predictions for complex flows and are affordable for industrial applications. The SSG/LRR-ω 
model developed by Eisfeld et al. [24][25] at DLR is the standard RSM in the DLR TAU code 
[89]. The model yields a very satisfying accuracy for many flows, for example, flows with shock-
induced separation.  
An obvious merit of this type of turbulence model is the following: the Reynolds stress tensor is 
computed directly, thus, the flaws of the Boussinesq approximation used in all EVM are 
eliminated [110]. Using the Boussinesq approximation the Reynolds stress tensor is directly 
proportional to the strain rate tensor. In so doing, an alignment of the Reynolds stress and the 
strain rate tensors is enforced. This is physically not correct in general. A RSM yields a higher 
accuracy for flows with strong curvature and rotation. It has no stagnation point anomaly which 
is common for EVM. It yields a better resolution, confinement and sustainment of free vortices, 
for instance, the vortex flow at wing tip, nacelle and strake. In some cases, such as the secondary 
vortex in a duct,   it yields the correct vortex position whereas EVM does not. There are cases of 
three-dimensional corner flows exhibiting multiple-vortex systems where the positions of the 
vortices match the experimentally determined positions in the RSM-based RANS simulation 
results in contrast to the results based on EVM. Experience has shown that RSM exhibit lower 
grid dependence than EVM and is faster on the way towards grid convergence. The re-
distribution of the Reynolds stresses due to the pressure-strain correlation is another feature of 
RSM leading to better predictions for flows with normal Reynolds stress anisotropy. In the 5
th
 
AIAA drag prediction workshops (DWP-5), it was shown that due to the anisotropy of the normal 
Reynolds stresses, there is no occurrence of the wing-body-junction separation bubble in cases 
where no bubble should occur [42][90] [112] [113]. RSM can yield better results in adverse 
pressure gradient (APG) turbulent boundary layer flows. Although explicit algebraic Reynolds 
stress models (EARSM) may have similar advantages with regard to streamline curvature and 
rotation [37] as a full differential Reynolds stress transport model, EARSM are considered as 
having similar flaws as the EVM they are based on [110]. 
Differential RSM can cause difficulties during the solution procedure of the RANS equations, 
especially if the geometrical complexity or the complexity of the physical phenomena is growing. 
On the one hand, an RSM can resolve the unsteadiness in the flow field in situations where an 
EVM still predicts a steady flow. In such a situation it is necessary to perform a time-accurate 
computation leading to a higher computational effort compared to an EVM-based computation. If 
the resolved unsteadiness is insignificant for the global flow solution the trade-off may be 
unsatisfactory. If the resolved unsteadiness is significant one can have a clear advantage over an 
EVM which may yield the unsteadiness at different flow conditions. On the other hand, RSM-
based computations can suffer from numerical instabilities which may prevent a full convergence 
of the computation, especially for very complex configurations. This aspect is addressed in 
currently ongoing research projects as the DLR-internal project VicToria [72] and in the German 
joint research project VitAM [103]. In both projects dedicated activities are carried out in order to 
improve the stability and robustness of RSM-based computational fluid dynamics (CFD) 
computations. Relying on the future success of these activities a primal aspect for the motivation 
of this work is to make available the potential of a selected RSM in combination with another 
modeling approach for complex aircraft configuration. From the modeling point of view the 
potential of RSM lies in the following aspects: The production of Reynolds stress for the RSM 
model is exact, the change of strain rate or vorticity of the mean flow is calculated in the 
production term. The constitutive model terms of an RSM are simpler than those of an EVM, for 
instance, the production term for an RSM is linear in the velocity gradient while the EVM is 
quadratic. Therefore, an RSM can show less grid dependence compared to many EVM. Moreover, 
is faster on the way towards grid convergence. Due to the higher modeling effort with regard to 
the pressure-strain correlation, the Reynolds stress diffusion and the Reynolds stress destruction 
terms, an RSM is more complex and offers more possibilities to bring experimental knowledge 
into the model via calibration. The RSM selected for this work is the SSG/LRR- model. This 
model is the standard RSM in the DLR TAU code [89] and has been applied successfully to a 
large number of configurations of low, medium and high complexity. For many generic test cases 
it could be shown that the expected physical phenomena were reproduced with very good 
accuracy. For specific flow phenomena, for example, vortex dominated flows the accuracy was 
significantly better than these from EVM-based simulation results. The other modeling approach 
which has been combined with the SSG/LRR- model is a transition modeling transport equation 
approach.   
In order to capture all physical phenomena occurring at aircraft configurations with sufficient 
accuracy a transition prediction and modeling approach must available together with the 
turbulence model. Several transition prediction methods are commonly used in CFD simulations 
for industrial applications, for example, the e
N
 method [5], empirical transition criteria and 
transport equation approaches such as the -Reθt model by Langtry & Menter [62]. The former 
two methods have obvious drawbacks for complex configurations. For instance, additional codes 
for the stability analysis or for boundary-layer calculations are coupled with the CFD solver and 
the parallelization strategies usually employed for codes purely solving transport equations 
cannot be fully exploited for such a coupled system. Thus, a significant efficiency limitation can 
lead to very large computation time in cases of very complex configurations. To analyze the 
stability of the laminar boundary layer accurately, the mesh must be very fine to ensure a 
sufficient resolution if the RANS code provides the boundary-layer data. This is expensive. In 
addition, streamline or other directional information must be computed explicitly. If the 
boundary-layer code provides the required boundary-layer data, it is limited to certain simple 
flows such as attached flow on the wing with straight leading edge due to the simplifications used 
in the boundary-layer equations. While a transport equation transition model as the -Reθt model 
does not have this kind of limitation, its accuracy highly depends on the empirical transition 
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criteria which are built into the overall modeling framework. In addition, the model itself must be 
well calibrated. The -Reθt transport model predicts transition based on empirical transition 
criteria, and uses only grid-local quantities which are available at every point of the 
computational mesh without computing streamlines, finding the boundary-layer edge or tracking 
boundary-layer parameters along the streamlines. The -Reθt model is closely coupled to the 
Menter k- SST model in its original version and forms the -ReθtSST model, being a 4-equation 
transition model. It is a suitable transition prediction approach for very complex configurations 
using current unstructured CFD solvers as the DLR TAU code. The -Reθt model supports the 
full exploitation of state-of-the-art parallelization strategies and provides the flexibility of 
introducing additional transition criteria covering further transition mechanisms with relative ease 
[62]. The -Reθt SST model is available in the TAU code and has been applied successfully to 
many configurations of different complexity leading to very good results of the transition regions 
and of physical quantities such as pressure and skin-friction distributions or lift and drag 
coefficients. In this respect, the simulation results obtained using the -Reθt SST model are 
comparable to those using, for example, the e
N
 method for transition prediction. Based on these 
experiences another motivation for this work is to provide the potential of an RSM together with 
the advantages of the -Reθt model in a new joint model and to make it available in the DLR TAU 
code. 
The most critical aspect with regard to the -Reθt transition model is the prediction of the 
crossflow (CF) transition. The original -Reθt model by Langtry and Menter is limited to 
streamwise transition mechanisms. However, CF transition is one of the main transition 
mechanisms on a three-dimensional aircraft configuration, for example, on swept wings and 
fuselages, and is more important when the Reynolds number is larger. A difficulty in the 
prediction of CF transition in the framework of the -Reθt model is the existence of an inflection 
point of the crossflow velocity profile in the boundary layer being the source of the crossflow 
instabilities. Because the direction of the crossflow velocity is normal to the local streamline, it is 
very difficult to identify or define the crossflow velocity in a CFD solution locally, that is, at 
every point of the computational grid without computing streamline or other directional 
information explicitly. Several existing CF-extension approaches to predict crossflow transition 
have originated recently from the work done by Grabe et al. [32][33][35] at DLR. In this work 
one of these CF-extension approaches is modified in a specific manner and another new CF-
extension approach is derived and tested. The extension of the -Reθt model to CF transition is 
usually termed the -Reθt-CF model. However, the crossflow extension and its proper validation 
is still a topic of worldwide research. 
This thesis follows two objectives leading to a new transition modeling transport equation 
approach for complex aircraft configurations. On the one hand, the SSG/LRR- Reynolds stress 
turbulence model is coupled to the -Reθt transition model forming a new 9-equation model (-
Reθt RSM) in order to compute the flow on very complex configurations in a reliable and 
affordable way. During the corresponding work an appropriate approach for the coupling of the 
SSG/LRR- and -Reθt models was derived, calibrated, implemented into the DLR TAU solver 
and validated. The coupling of the two models has been realized in such a way, that the turbulent 
variable distributions in the laminar and transitional regions exhibit the expected physical 
behavior. In its basic version (based on the original -Reθt model by Langtry and Menter) the -
Reθt RSM model includes laminar-turbulent transition due to Tollmien-Schlichting (T-S) 
instabilities, laminar separation and by-pass transition. 
As a further step, the last CF transition model variant of Grabe [33] has been finalized by the 
author during the work for this thesis. It is called C1-based approach. It is based on ONERA’s 
empirical C1-criterion. All the quantities in this model variant are evaluated only by grid-local 
quantities computed from the CFD solver. The three-dimensional laminar boundary-layer 
approximation according to Falkner-Skan and Cooke (FSC-equations) is solved to get the 
crossflow boundary-layer data so as to evaluate the C1 criterion. The FSC-equations are based on 
assumptions which provide a major restriction of this model variant, resulting in clear application 
limitations, that is, it can be reliably applied only to wing-like geometries with transition 
occurring in the favorable pressure gradient (FPG) region, because non spanwise pressure 
gradient and no-physical solutions for zero pressure gradient (ZPG) flows can occur for flows 
where the assumptions of the FSC-equations are not satisfied. To overcome these drawbacks, 
another CF-extension based on the helicity is proposed by the author of the thesis leading to a 
second model variant. The helicity is the streamwise vorticity in the boundary layer and 
constitutes the main contribution to the crossflow velocity gradient which is used in the C1-based 
approach. A new transition criterion based on a helicity Reynolds number is proposed by the 
author, and it can be shown that it is closely linked to the C1 criterion. Therefore, the helicity-
based model variant is based on physics and can replace the C1-based model variant.    
Through investigations based on a large number of test cases including simple and complex flows 
and geometries the predictive potential of the coupled models is demonstrated. The 
implementation of the models was carried out and all numerical results have been obtained using 
the unstructured DLR TAU code.   
The work documented in the thesis includes the following: In 0, the transition phenomena which 
can occur on an aircraft and different transition prediction approaches are listed and compared 
with each other. In 0, the streamwise transition prediction approach in the original -Reθt 
transition model and two crossflow prediction approaches are presented. The first CF-extension is 
based on existing work and has been adapted using a fully-local formulation compatible with 
unstructured and parallelized CFD codes. The second CF-extension is also formulated in a fully-
local manner and has been derived independently for the work documented in this thesis. In 0, the 
coupling approach to the SSG/LRR- RSM model is proposed and carefully calibrated for both 
streamwise and crossflow transition. In 0, the influences of the computational grid and numerical 
discretization are discussed. The best practice recommendations are derived. In 0, the model is 
validated using several two-dimensional and three-dimensional cases exhibiting different flow 
conditions and different transition mechanisms. The results are compared to those from the -
Reθt-SST model without and with CF-extensions for all cases and to available experimental data. 
For two-dimensional cases fully-turbulent simulation results are included. In 0, the work in this 
thesis has been summarized and the open questions on the current framework of transition 
modeling are discussed. Finally, possible future work is discussed. 
The formulation of the -Reθt-RSM 9-equation model through coupling the SSG/LRR- model 
by Eisfeld and the -Reθt model by Langtry and Menter as well as the helicity-based model 
variant of the -Reθt-CF model are original research contributions from the author. 
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Chapter 2    Transition phenomena 
 
The transition is the process that relatively order state of flow which is called laminar flow turns 
into chaotic state or turbulent flow; or on the contrary, the chaotic state of flow turns to relatively 
order state. In principle, the transition can occur in the free shear layer or wall-bounded flow. In 
this thesis, the laminar to turbulent transition in the wall-bounded flow is of our interest. In the 
turbulent region, all size of eddies contain momentum and energy interact with each other, and 
may move towards the wall. Thus, the shear stress is much higher than the laminar flow on the 
wall due to the mixing of turbulent eddies.  
Transition in a wall-bounded flow is finished through a number of paths described by Morkovin 
[65]. In his theory, the so-called “receptivity” is the first stage of the transition. In the first stage 
the disturbance from the freestream convects into the boundary layer, becomes the initial 
condition of the flow, and then determines the transition road through different paths. The 
external disturbance in the freestream of the flight environment consist are either acoustic or 
vortical. Both types are referred to as natural disturbances. After entering into the boundary layer, 
the interaction with surface curvature, shape discontinuities and surface roughness can amplify or 
decay the instabilities triggered by the disturbance. The paths or the stages of the growth of 
instabilities are discussed in detail in the review of Saric et al. [80]. According to Reed et al. [76] 
the irrotational parts of the freestream disturbances (sound) are considered to contribute to the 
initial amplitudes of the two-dimensional (2D) Tollmien-Schlichting waves, whereas the vortical 
parts of the freestream disturbances (turbulence) are the contributors of the three-dimensional 
(3D) aspects of the breakdown process.  
Transition on a typically swept wing in free flight condition contains several sources of 
instabilities, as depicted in Figure 2.1. Each type of instabilities might be amplified and trigger 
transition finally under certain circumstance, results in fully turbulent state downstream. At the 
leading edge, the attachment line instabilities can be the source of attachment line transition. If 
not, the crossflow instability might trigger the crossflow transition. In downstream, the Tollmien-
Schlichting instabilities start to dominate and possible streamwise transition may occur. The 
generation of 3D disturbance amplification and the higher order instabilities in line with the final 
breakdown causes the transition of laminar flow into the fully turbulent flow. All the detailed 
descriptions of the listed transition mechanisms will be shown in section 2.1, and then the 
corresponding transition prediction approaches are listed and compared in section 2.2. 
 
Figure 2.1: Transition mechanisms on a typical swept wing. 
2.1  Transition mechanisms 
2.1.1 Attachment line transition 
As illustrated in Figure 2.2, the flow attaches to the wing before separating to the upper and lower 
surfaces. A special streamline along the leading edge is formed called attachment line (AL). The 
velocity profile in the AL boundary layer is quite similar to Blasius velocity profile. The 
boundary layer of AL is strongly influenced by the divergence of the external flow. Therefore, it 
is very unstable to the disturbance from the freestream turbulence or the turbulence from the 
upstream fuselage boundary layer [29]. Once the instabilities in the attachment line boundary 
layer are amplified under a certain condition, attachment line transition will occur and 
contaminate the whole wing unless relaminarization process exists downstream with strongly 
favorable pressure-gradient [29]. Such transition starts at the leading edge of the swept wing is 
known as the attachment line transition (ALT).  
  
Figure 2.2: Formation of attachment line  
However, the onset of transition in attachment line boundary layer can be triggered by two kinds 
of condition. One is known as the attachment line contamination (ALC), whose phenomenon 
occurs when the turbulence from the fuselage or adjacent wall propagates along the swept leading 
edge and then contaminates the wing surface. The other is the nature transition of the attachment 
line boundary layer similar as the Tollmien-Schlichting transition which will be introduced in 
section 2.1.3.1. ALC is more frenquently seen on wings with large leading edge radii and large 
sweep angle for complex aircraft. 
2.1.2 Crossflow transition 
According to Saric et al. in Ref. [4], crossflow phenomena on the swept wing are an inherent 
property of three-dimensional boundary flows. In the inviscid region outside the boundary layer, 
the combined influences of the wing sweep and the pressure-gradient produce curved streamlines 
at the boundary layer edge. The centripetal force is balanced by the pressure force. However, 
inside the boundary layer, the streamwise velocity is reduced due to the viscous wall effect, and 
hence, the centripetal force decreases while the pressure force is unchanged. This imbalance 
results in a secondary flow in the boundary layer that is perpendicular to the direction of the 
inviscid streamline, called crossflow (CF). A typical sketch of the three-dimensional velocity 
profile for a 3D laminar boundary layer is depicted in Figure 2.3. In a locally defined coordinate 
system, the velocity vector in the boundary layer has a tangential component u and a crossflow 
component w. An inflection point (namely the solution of D
2
U = 0 where D represents the y-
derivative which is in the wall-normal direction and U is the corresponding velocity profile) for 
the crossflow component exists which satisfies the so-called Rayleigh’s criterion [74] and 
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therefore it is unstable to disturbance. In the local defined streamwise-crosswise coordinate 
system, u is always the velocity component in streamwise direction and w is always the velocity 
component in crosswise direction in the thesis. 
 
Figure 2.3: The swept-wing boundary layer profiles (provided by Normann Krimmelbein, private 
communication, used with permission). 
 
Figure 2.4:  the laminar boundary layer development on a swept wing (provided by Normann 
Krimmelbein, private communication, used with permission). 
The evolution of the boundary layer velocity profile with varying pressure-gradient is illustrated 
in Figure 2.4. The crossflow velocity profile is highly unstable in favorable pressure-gradient 
(FPG), i.e. for accelerated flows because of the existence of the inflection point in the velocity 
profile which provides a source of an inviscid instability [80]. Since the instability amplifies zero 
frequency disturbances, it appears as co-rotating and stationary vortices whose axes are aligned to 
within a few degrees of the local inviscid streamlines. In the stability theory which will be 
introduced in section 2.2.2, the crossflow waves with a wave number vector making an angle of 
85° to 89° with respect to the freestream direction. Such features of the CF instability make it be 
triggered easily by surface roughness or other receptivity processes. That’s why the surface 
roughness is one of the key parameter determines the transition location. Furthermore, the 
secondary instabilities which have high frequency are created and they are highly amplified, lead 
to local breakdown rapidly and forms the ‘saw-tooth’ pattern of shear distributions. While in the 
experiments, CF vortices are observed as regularly spaced streaks results in non-uniform in span 
as shown in Figure 2.5. In this figure, the typical footprint of the stationary CF vortices via the 
sublimation visualization technique as well as the “saw-tooth” pattern of transition line is obvious. 
The streamwise velocity profile downstream of the inflection point pmin(Figure 2.4) is unstable in 
regions of zero pressure-gradient (ZPG) or adverse pressure-gradient (APG) and it generates 
waves similar to the two-dimensional T-S waves [4] which coincide with the information as 
shown in Figure 2.1and more details of this type of transition will be given in the next section. 
Moreover, the crossflow velocity profile becomes “S-shaped” and the crossflow vortices are 
relatively stable to disturbances in this regime.  
  
Figure 2.5: Example of visualization (sublimation) of the wall of a swept wing showing stationary 
vortices (taken from NASA/TP-1999-209344, [Dagenhart, J. Ray., and Saric, William S., 
“Crossflow Stability and Transition Experiments in Swept -Wing Flow”] and used with 
permission of NASA and the author)  
The crossflow transition can be triggered by two modes of crossflow waves, one type of wave is 
in the form of stationary vortices and the other is traveling vortices. The stationary mode 
manifests as co-rotating, nearly streamwise vortices, whereas traveling crossflow wave fronts are 
inclined relative to the inviscid streamlines. The wave number vector of the most unstable 
traveling mode has a spanwise component opposite the direction of the crossflow [54]. The 
stationary modes are typically dominant in low-noise environments of flight and “quiet” wind 
tunnels, and the traveling modes tend to dominate in a high turbulent wind tunnel which is more 
conventional to be used. When the turbulence level Tu > 0.15%, the produced crossflow 
transition can be dominated by traveling waves [80]. Thus traveling waves are more important 
when the freestream turbulence intensity (FSTI) is quite high, which is not of our interest in this 
thesis.  
2.1.3 Streamwise transition 
In streamwise direction, there is no inflection point in the velocity profile in zero pressure-
gradient (ZPG) flow which has Blasius velocity profile, so it is unconditionally stable according 
to Rayleigh’s criterion [74]. In this case, viscosity plays a destabilizing role and this instability is 
described by the Orr-Sommerfeld equation (OSE) [83]. It is a big difference to the crossflow 
transition which meets the Rayleigh’s criterion naturally. In this section, the streamwise transition 
includes not only the Tollmien-Schlichting transition but also bypass transition as well as 
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separation induced transition 
2.1.3.1  Tollmien-Schlichting transition 
Tollmien-Schlichting waves were originally derived mathematically by Tollmien and Schlichting 
during 1929 to 1935; see review by Michael Echert [115]. By that time, TS-waves could not 
easily be observed in conventional wind tunnels due to their high level of free stream turbulence 
[88]. 
The disturbance described as turbulence intensity (Tu) also often referred to as turbulence level is 
defined in Eq 2.1, which is the ratio of the root-mean-square of the turbulent velocity fluctuations 
to the mean velocity U. In 1947 Schubauer & Skramstad [88] were able to document the 
existence of T-S waves in a “quiet” wind tunnel by installing several damping screens. The 
turbulence intensity in the work section can be as low as 0.032%.  
 
2
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  Eq 2.1 
The onset of the two-dimensional T-S waves and the transition to fully turbulent flow is slow and 
takes a long distance according to the experiment or DNS simulation. A typical sequence of 
stages of the laminar-turbulent transition initiated in a boundary layer by such a two-dimensional 
instability wave is shown in Figure 2.6. It is also the classic or conventional description regarding 
the T-S transition.  
 
Figure 2.6: Graphical depiction of the natural transition process (taken from DLR-IB 224-2013 A 84, 
[Grabe, C., “Correlation-based Transition Transport Modeling in the DLR TAU-Code”] and used 
with permission of the author) 
In the beginning, the initial disturbance spectrum is nearly infinitesimal and random. The initial 
instability generated by the freestream turbulence level will occur as two-dimensional T-S waves, 
into finite amplitude, traveling in the mean flow direction for two-dimensional incompressible 
flow and in the direction with a certain angle with the mean flow direction for three-dimensional 
compressible flow. 
Then, when a linear instability wave has reached large enough amplitude, it enters the region of 
its essentially non-linear, but still two-dimensional development. The development of three-
dimensional -structures seen from the top and hairpin structure seen from the side view normal 
to the flow, then formations of the streamwise vortical structures are the main features in this 
stage.  
The next step is the breakdown of the streamwise vortex instead of further growth. The 
longitudinally stretched vortices begin a cascading breakdown into smaller units until the relevant 
frequencies and wave numbers are approaching randomness. 
After that is the appearance of “turbulent spots”. In this diffusively fluctuating state, intense local 
changes occur at random times and locations in the shear layer near the wall are known as the 
intermittency phenomenon.  
In the end is the interaction and merging of turbulent spots. The spreading spots result in a fully 
turbulent state downstream.  
 
Figure 2.7: T-S wave visualization in the experiment (©ONERA - The French Aerospace lab / Henri 
Werlé, used with permission)  
The T-S wave is able to be visualized in a water tunnel on the flat plate in Figure 2.7, in which 
the -structures are also clearly observed and then turns to disorder.  
At the late stage of T-S type transition, the formation of turbulent spots is random but intermittent. 
Pfeil et al. [70] illustrated the intermittent behavior of the flow across the transitional region as 
the turbulent spots spread downstream in the boundary layer. The special behavior of the 
intermittent flow makes it possible to model the intermittency of the flow. 
2.1.3.2 Bypass transition 
In many fluid flows, transition pattern of boundary layers from laminar to turbulence is forced by 
very strong freestream perturbations and the first and possibly second and third stages of the 
natural transition process shown in Figure 2.6 are bypassed such that turbulent spots are directly 
produced. This phenomenon is called bypass transition. This type transition affects various 
engineering applications for instance turbomachinery flows, wind turbine flow, etc. For this 
reason, a freestream turbulence level of 1% is often taken as the boundary between natural 
transition and bypass transition [46]. The surface roughness as well as a turbulent injection into 
the laminar boundary can also trigger bypass transition. It is also common in the free flight of 
aircraft, for instance, the wake from the main wing or the fuselage affects the tail or the wake 
from the fuselage or blade of the helicopter affects the tail, which causes the by-pass transition.  
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2.1.3.3 Separation-induced transition 
As a laminar boundary layer is under strong adverse pressure-gradients, the flow is prone to 
separation. The transition may occur in the shear layer of the separated flow as a result of the 
inviscid instability mechanism. Once the transition has started, the momentum exchange in the 
shear layer by a turbulent mixing reduces the extent of the reverse flow layer and consequently 
the displacement effect of the bubble. The shear layer entrains more fluid and contributes to the 
reattachment of the free shear layer. This reattachment forms a laminar separation/turbulent-
reattachment bubble on the surface, as depicted in Figure 2.8. The points denoted by 'S' 
correspond to the streamwise location of separation point, the ones denoted by 'T' correspond to 
the streamwise location of the transition onset point and the ones denoted by 'R' correspond to the 
streamwise location of the reattachment point. The size of the laminar separation region depends 
on the Reynolds number. In the case of low Reynolds numbers with a low level of turbulence, the 
transition might be too slow and consequently, the turbulent mixing effect cannot make the flow 
reattach. The separation induced transition cause the losses of total pressure and the significant 
increment of drag. Longer separation bubble means even higher losses. 
 
Figure 2.8: Sectional view of a two-dimensional laminar separation bubble 
In the separated shear layer, the main source affecting the transition process is the Kelvin-
Helmholtz (K-H) instability [57]. The other is the T-S instabilities which is rare when the 
Reynolds number is higher and the adverse pressure-gradient is weak. The instabilities lead to the 
growth of fluctuations in the separated shear layer. As they move downstream, they are amplified 
and finally trigger the transition.  
2.1.4 Other transition mechanisms 
There are other different types of transition mechanisms on the complex geometries, such as 
relaminarization and Görtler transition. If the favorable pressure-gradient is strong enough, the 
turbulent flow from the upstream direction is stabilized again, this phenomenon is called 
relaminarization, or reverse transition. It can happen on the slat or the main wing of the aircraft in 
high-lift after attachment line transition due to the strong favorable pressure-gradient [77][104]. 
In a turbo-machinery environment, one can find this type of flow in nozzles, in the exit ducts of 
combustors, on the front part of turbine blade suction side and generally on the aft part of turbine 
blade pressure side [56]; Laminar flow on a concave wall can transition to turbulence due to the 
presence of Görtler vortices [111].  The centrifugal pressure-gradient in laminar boundary layer 
flows on concave surfaces with longitudinal curvatures causes a dynamic instability which 
manifests itself as a system of streamwise counter-rotating Görtler vortices if the boundary layer 
thickness is comparable to the radius of curvature. Since they are not common seen on the surface 
of wing, they are not discussed further in this thesis. 
2.2 Transition prediction  
Approaches for transition prediction can be classified into five methods regarding how accurate 
of the transition behavior being reproduced. Each of them yields a different level of resolution of 
the transition phenomenon. In this section, the computation effort, the transition prediction ability, 
and the compatibility within CFD of each method will be discussed with the order of reduction.  
2.2.1 DNS or LES 
As described in the previous section, the disturbances penetrate into the boundary layer or 
generated due to surface roughness, then trigger unsteady waves and further develop to more 
complex flow structures and turns to fully turbulent flow. This process is highly time dependent 
and complex vortex structure appears, the only tool to study this phenomenon is DNS. In fact, 
DNS is able to provide even more flow structures which are very difficult to be observed in the 
experiment and help to understand the mechanism.  
The work done by Liu et al. [50] is an example which shows the DNS ability to reveal the nature 
of transition process. In their study, DNS study was performed on a simple flow over a flat plate 
with natural transition. They demonstrated the structure of late transition, claimed that “The 
widely spread concept “vortex breakdown” is found theoretically impossible and never happened 
in practice” [51]. Instead, the so-called “vortex breakdown” stage shown in Figure 2.6 is due to 
the small length-scale vortices, which are generated by the solid wall near the ringnecks (the 
rings are a part of the -structures) from the beginning to the end. A much better term to describe 
such process is the loss of symmetry or disordering which is caused by the instability of multi-
level vortex packages of which the ring circle overlapping [52]. The by-pass type transition 
coupling between the high freestream turbulence and the pre-transitional boundary layer was 
studied by several DNS studies. One of them is done by Jacobs & Durbin [23][40], who found 
that low-frequency perturbations in the freestream are able to penetrate into the boundary layer, 
where they produce boundary layer modes of even lower frequency. These modes, in turn, are 
acted upon by shear and grow and elongate in the direction of the flow [23]. The growth of these 
streaks is essentially due to vertical displacement of mean momentum. DNS study on crossflow 
transition can also be run in a selective domain of the whole flow field by perturbing or inserting 
single steady or unsteady CF modes into the laminar boundary layer. An example can be found in 
Ref. [22]. The linear and non-linear growth of the secondary instability is able to be observed 
successfully. 
LES is also able to identify the Λ-vortices, roll-up of shear layers and hairpin vortices for a 
natural transition caused by T-S instabilities. It is due to the fact that the turbulent viscosity is 
automatically inactive in the early transitional stage for the proper LES model, which allows the 
disturbances to grow according to linear and non-linear instability theories. See the research done 
by Sayadi and Moin in Ref. [82], in which LES of two types of natural transitions were 
performed using six different SGS models with different grid resolutions. Some SGS models 
failed to capture the transition location while the dynamic SGS models are capable of predicting 
the point of transition accurately and independently of the transition scenario. The study also 
showed that on the coarse grid the overshoot of skin-friction coefficients were under-predicted in 
the transitional regime and also in the turbulent region. 
However, the cost for DNS or LES is not affordable for complex geometry transition study. So 
far DNS is restricted to low Re (of fully turbulent flow) and simple geometries, other challenges 
for DNS in transition study are the modeling and the documentation of the boundary conditions 
of the flow. LES is less expensive but still demanding and more testing is necessary to find a 
suitable SGS model. Thus, both DNS and LES are not yet used for industrial relevant flow in 
practice.  
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2.2.2  Local linear stability theory 
The transition from laminar to the turbulent motion in wall bounded flow is related to the stability 
of the laminar flow, the evolution of the disturbance can be described by the stability theory, and 
great effort was made on the subject of stability of boundary layers, the reviews can be seen in 
Saric et al. [80]. Here, two most common used approaches are introduced. One is the e
N
 method 
based on the linear stability theory (LST), the basic idea is to superpose small disturbances onto 
the undisturbed laminar boundary layer and determine whether these perturbations amplify or 
decay. The other is called parabolized stability equations (PSE) method which is more advanced 
and contains both the linear and non-linear stage. The e
N
 method still is a widely used approach 
for the prediction of transition onset locations in aircraft wing design as well as in full-scale 
aircraft analysis computations using CFD. 
2.2.2.1  eN method 
According to the work done by Arnal et al. [5],  the stability equation can be derived from the 
linearized, unsteady Navier-Stokes equations for the laminar boundary layer by decomposing the 
instantaneous quantities into a mean value and a fluctuating value, in conjunction with neglecting 
the non-linear term as well as assuming parallel flow (without boundary layer thickening effect), 
then the govern equations for fluctuating quantities can be obtained, after taking a sinusoidal 
form for the fluctuating perturbations and a certain successive elimination, a fourth-order linear 
and homogeneous differential equation called stability equation is obtained. 
              tzxiyyhyyfpwvu   exp,,,,,,  Eq 2.2 
The sinusoidal form of the fluctuating perturbations is given in Eq 2.2, here pwvu  ,,,  is a 
velocity, pressure fluctuation, and        yyhyyf  ,,,  is an amplitude function, y denotes the 
direction normal to the surface. On a swept wing, x is often measured along the wing surface in 
the direction normal to the leading edge and z being the spanwise direction.  
The problem of stability equations is an eigenvalue problem which can be analyzed by either 
temporal theory or spatial theory, between which have strong connections.  For temporal theory, 
α and β are real and  is complex, while for spatial theory,  is real and represents the frequency 
of the perturbation and both α and β are complex. For a complex variable, the subscript “r” 
means the real part which usually represents the frequency of the perturbation and “i” means the 
imaginary part which usually represents an amplification rate. As the mean flow is specified, 
nontrivial solutions exist for particular combinations including the Reynolds number, the wave 
number (α and β) as well as the wave frequency () only.     
The wave number angle which is also referred to in section 2.1.2 is defined as Eq 2.3 (left) in 
temporal theory or Eq 2.3 (right) in spatial theory, which also is the angle between the external 
streamline and the wave vector direction. For the Tollmien-Schlichting instability, it is very close 
to 0° for subsonic flow and increases up to 30-40° for transonic flows. When it is between 85 and 
90° corresponds to the crossflow instability. This angle is going to be used in the 0 of crossflow 
transition criteria. 
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For two-dimensional flow, the velocity in spanwise direction has vanished. For the two 
dimensional perturbation for incompressible flow ( 0r and 0i ), the stability equations are 
simplified to the Orr-Sommerfeld equation. The solution yields the stability diagram, telling the 
state of the flow for a given streamwise station and a perturbation with either given wave number 
or given frequency, respectively. Both temporal theory and spatial theory yield same type of 
stability diagrams. For a given perturbation with a certain frequency, according to the diagram in 
spatial theory, as the Reynolds number based on the boundary layer thickness increases, it 
amplifies at the neutral point located at x0 and damps again downstream, denoted as x1. Then the 
total amplification rate from the neutral point x0 to a downstream location x is defined as Eq 2.4, 
here i  is the spatial amplification rate of the wave:  
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x
idxAA
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0ln   Eq 2.4 
For a variety of perturbations with different frequencies, the change of the total amplification rate 
forms a pattern of curves. The envelope of all the curves defined as the maximum of Eq 2.4 can 
be identified for a specific frequency, and is defined in Eq 2.5. At the transition location, the N 
factor is defined as the critical N-factor (Ncrit).  
   
f
AAN 0lnmax  Eq 2.5 
For three-dimensional flow, also the characteristics of a disturbance wave are three-dimensional 
which increases the complexity of the problem. Then, it is necessary to prescribe additional 
quantities such as r and i .The proposed solutions for the stability analysis for three-
dimensional laminar boundary layers can be found in the review by Arnal [3]. Now the details are 
not explained here. Several strategies are available, and often used is the NCF-NTS method. Here 
NTS denotes for the T-S disturbances and NCF denotes for CF disturbances.  
Based on this theory, the so-called e
N 
method was developed and used as an important tool for 
industrial application. To predict transition, a transition criterion is used to determine the 
transition location. The critical N-factors for a given flow condition for instance in a wind tunnel 
or free flight can be obtained by solving the incompressible stability equations and then 
calibrating with the experimental location, or for T-S transition the Mack formula [53] can be 
used as a transition criterion where the turbulent intensity is the measurement of external 
disturbance. In general application, Mack formula is only suitable for flow in low turbulence 
environment.   
 )ln(4.243.8 TuNTS   Eq 2.6 
If the e
N
 method is coupled with a RANS solver, the resolution of the computational mesh used 
must be sufficiently high for the stability analysis. A very fine mesh can solve the problem 
naturally but increases the computation cost greatly at the same time. An alternative way is to use 
the boundary layer code to calculate the laminar boundary layer, which has several limitations 
and confines the application to only simple flow such as flow over a wing-like geometry. This 
method has several shortages in practical applications, for instance, the computation for flow with 
laminar separation may exhibit unsteady vortex shedding.  
A limitation of the e
N
 method is that the theory behind this method is the linear stability theory, 
which has several restrictions, such as non-parallel flow with the history effect from the upstream, 
and neglecting non-linear terms for the unsteady N-S equations when derives the stability 
equation. Thus, it cannot predict transition where non-linear effects dominate, such as bypass 
transition or surface roughness induced transition. In recent development [6], the non-linear 
behavior of the unstable disturbances just before the breakdown to turbulence is modeled. In this 
approach, several empirical constants emerge and need to be calibrated for certain flows. 
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2.2.2.2  PSE 
A more general approach is the application of the parabolized stability equations (PSE) proposed 
by Herbert and Bertolotti and a review can be found in the review of Herbert [38], it opens new 
avenues to the analysis of the streamwise growth of linear and nonlinear disturbances in slowly 
varying shear flows such as boundary layers, jets and far wakes. In PSE, as in linear stability 
theory, the evolution of steady or unsteady disturbances traveling in a laminar boundary layer is 
described and the impact of the disturbances on the stability of the steady base flow is 
investigated. In non-linear PSE, non-parallel, curvature (wall surface and disturbance 
propagation) and non-linear effects (modal interactions) of the disturbed laminar boundary layer 
are taken into account; in linear PSE the non-linear interactions are neglected. Linear PSE has the 
similar cost as the non-linear stability theory but contains the lowest level non-linearity [114]. For 
the practical application of non-linear PSE, there are the general challenge that initial (upstream) 
conditions must be specified and one must assign amplitudes and phases to various modes for 
which one wishes to study interaction. Nonlinear PSE can reproduce DNS results with fraction 
the DNS costs [7], however, the nonlinear stability approaches are still time-consuming and 
difficult to use for systematic practical applications [114]. 
2.2.3 Empirical transition criteria 
Transition criterion is an empirical method from experimental data which monitor the boundary 
layer parameter. It assumes that transition occurs immediately when certain local conditions are 
satisfied.  Several boundary layer parameters are calculated, such as the boundary layer 
momentum thickness, etc. Since it is an integral quantity calculated from the wall to the boundary 
layer edge, it needs additional effort if it shall be computed in an automatic calculation chain.  
The accuracy depends on the way to compute the boundary layer data. If the RANS solver 
provides the boundary layer data directly which consists of only local quantities such as the 
velocity, pressure and density, then a very fine mesh is required. If the RANS solver provides 
only the information demands by a boundary layer code, then the limitations arise as discussed in 
section 2.2.2.1. In the following section, the some important transition prediction criteria are 
shown. 
2.2.3.1  Attachment line contamination criteria 
The most commonly used attachment line contamination criterion is based on the attachment line 
Reynolds number RAL defined in Eq 2.7. Here w  is the spanwise velocity component along the 
attachment line,   is the kinematic viscosity, the parameter   is used as the appropriate length-
scale for the attachment line related to the flow divergence and is defined in Eq 2.8. Here 
lae
dXdu
,
 is the chordwise pressure-gradient with X presents the chord direction. The criterion 
allows predicting attachment line contamination for a given sweep and curvature of the leading 
edge. 
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  Eq 2.8 
For attachment line contamination, when the critical RAL < 245 (see Ref. [29]), all disturbances 
are damped; for RAL > 640, attachment line contamination will occur; in between, small 
disturbances are damped, large disturbances produce turbulent attachment line flow. Numerical 
values depend strongly on the reference used. 
 640~245, TALCR  Eq 2.9 
The critical Reynolds number  for nature attachment line transition which is only observed in 
experimental condition could be higher, transition occurs until RAL is above 600 (see Ref. [30]), 
the disturbulence amplitude of the T-S waves increase as they are convected downstream 
eventually leading to breakdown and the formation of turbulence spots, marking the onset of 
transition. 
2.2.3.2  Crossflow transition criteria 
The most commonly accepted transition criterion to predict transition due to crossflow instability 
is labeled as C1-criterion developed at ONERA/CERT [5]. It correlates the displacement 
thickness Reynolds number in a cross-wise direction at the transition point (Re2,T) defined by Eq 
2.10 with the streamwise shape parameter H12 defined in Eq 2.12. Here eu  is the velocity 
magnitude at the boundary layer edge, 2  is the displacement thickness in a crosswise direction 
defined by Eq 2.11, here  is the molecular viscosity coefficient. Note that the crossflow 
direction is defined locally based on the streamline direction at the boundary layer, which is not 
easy to be found in a general CFD solver, additional effort is required to identify the boundary 
layer edge and store the information for the calculation of local crossflow velocity in the whole 
boundary layer. 
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The correlation function and the experimental data from different groups including the freestream 
turbulence intensity of the wind tunnel can be found in Ref. of Bippes [9]. Figure 2.9 depicts the 
C1-criterion, here the y-coordinate is Re2,T and the solid line represents the correlation function 
of C1-criterion. The exact correlation functions are illustrated in Eq 2.13 and Eq 2.14. This 
criterion is usually fine for wing-like geometry with transition onsets not far downstream from 
the leading edge, for instance, in the first 10% chord [68]. The influence of turbulence intensity to 
the transition process is not considered. 
 3.2150Re 12,2  HifT  Eq 2.13 
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There is another so-called C2 criteria developed in ONERA/CERT which takes the influence of 
turbulence intensity to the transition process, see the Ref. [5]. It correlates the Reynolds number 
based on the displacement thickness for a special velocity profile. In contrast to the C1-criterion, 
C2-criterion contains the effect of turbulence intensity from the freestream, and it is derived from 
the stability analysis, thus, it is not a pure empirical correlation, but goes much more deeply into 
the physics of the phenomena. However, C2-criterion is even difficult to be applied for a general 
CFD computation. For instance, the determination of one of the important key parameter (min) is 
not possible without running stabilities calculations which cost more time than applying the C1-
criterion. Besides, C1-crtierion yields almost similar or even better accuracy than C2-criterion, 
see the applications in Ref. [5] and Ref.[16] when calculating crossflow transition on varieties of 
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infinite swept wing as well as 3D configurations. Thus, the C2-criterion is seldom used as an 
empirical criterion for industrial applications. More details about the C2-criterion can be found in 
Appendix A . 
 
Figure 2.9:  C1-criterion 
2.2.3.3  Streamwise transition criteria 
Many empirical correlations have been proposed for streamwise transition because it is relatively 
simple to design the relevant experiment and collect sufficient data for a 2D incompressible flow. 
Here a widely used criterion is the work done by Abu-Ghannam & Shaw [1] as well as Langtry & 
Menter [63]. Both these two streamwise transition criteria correlate the streamwise momentum 
thickness Reynolds number (Reθ) defined in Eq 2.15 as the function of freestream turbulence 
intensity defined in Eq 2.18 and the no-dimensional pressure-gradient parameter, such as 2 
defined in Eq 2.17, in which dsdue is the flow acceleration rate in the streamwise direction. The 
integral value of the momentum thickness in streamwise direction is defined in Eq 2.16. Reθ1 is a 
non-dimensional measurement for the momentum of the boundary layer which has significant 
change during the transition process. Thus, it is used widely for the streamwise transition 
criterion. The freestream turbulence intensity is the source of the instabilities, and the pressure-
gradient is the driving force to accelerate or decrease the amplification rate in the boundary layer.  
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In the correlation function of Abu-Ghannam & Shaw and Langtry & Menter, the turbulence 
intensity at the boundary layer edge in the correlation function is different to the definition in Eq 
2.1 as   
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The Abu-Ghannam & Shaw criterion is specifically designed for the turbulence intensity defined 
as Eq 2.18 in the range of 0.1 to 9, which is more close to the traditional wind tunnel turbulent 
level. The correlation functions are Eq 2.19 to Eq 2.21. Most of the efforts are spent on 
describing the effect of pressure-gradient. 
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The exact correlation derived by Langtry & Menter written from Eq 2.22 to Eq 2.25 is a modified 
version of Abu-Ghannam & Shaw transition criterion, the construction approach to the 
correlation is the same. Langtry & Menter’s criterion have higher transition momentum thickness 
Reynolds number in the favorable pressure-gradient region, and fits the experimental data better. 
At the same time, it works for flow within even smaller turbulence intensity (less than 0.1), which 
is the background turbulence level for free flight condition. 
 
  
  
    3.1%
%100
2196.0
%428.58951.1173Re 22 





 TuifF
Tu
Tut   Eq 2.22 
         3.1%5658.0%10050.331Re 2
671.0


TuifFTut   Eq 2.23 
 
   
  
0689.40566.123986.121 2
5.1
%
3
2
2
222
5.1






 
 ifeF
Tu
 
Eq 2.24 
 
    
  
01275.01 2
5.0
%
0.35
2
2 





 
   ifeeF
Tu
 
Eq 2.25 
Both criteria for streamwise transition work in a wide range of turbulence level and large 
pressure-gradient regime. In comparison to the adverse pressure-gradient region, the 
experimental data in the favorable pressure-gradient is not that abundant, which may imply that 
the accuracy for transition occurring in the favorable pressure-gradient region is not reliable. 
When applying these criteria in the CFD solver, the momentum thickness is an integral quantity, 
which requires very high grid resolution in the boundary layer if the boundary layer data is 
provided by the solver itself directly. On the other hand, to calculate the pressure-gradient 
parameter, the velocity gradient along the streamline direction at the boundary layer edge is 
required to know, and the turbulence intensity in the correlation function is the value at the 
boundary layer edge, thus, additional efforts are needed to find the boundary layer edge and store 
the key parameter at the boundary layer edge for the usage in the boundary layer for the solver.  
The other popular streamwise transition criterion, such as the Arnal-Habiballah-Delcourt (AHD) 
[6] is not shown in detail in this thesis because their application is not as wide as the above two 
transition criterion. AHD criterion is derived from N-factor curves computed for Falkner-Skan 
self-similar attached velocity profiles [67]. The pressure-gradient parameter is defined in a 
different way based on an averaged Pohlhausen parameter between the critical point and the 
current point where we want to evaluate. It is only valid for transition in low turbulence level 
which triggers the pure T-S transition. 
2.2.3.4  Relaminarization criteria 
The relaminarization is likely to onset when the acceleration parameter K defined in Eq 2.26 is 
greater than about 3×10
-6 
according to [104], and a higher threshold of  5×10
-6
 to 10×10
-6
 is also 
found in the experiment that relaminarization of turbulent flow should be expected if K is higher 
than this value [68][69][104].  Here dsdue  is the flow acceleration rate in the streamwise 
direction,   is the kinematic viscosity, eu  is the velocity magnitude at the boundary layer edge. 
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This criterion can be applied easily in a CFD solver than other criteria listed before. However, as 
soon as K decreases the turbulence reappears rapidly [68], which suggests that it may not be vital 
compared to the other transition mechanism. 
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2.2.4 Transition transport models  
The RANS approach is not able to simulate the effects of the disturbance waves directly and so 
the growth of the disturbances in the boundary layer and the contribution to the main flow is 
neglected.  To use the transition criteria developed in the last several decades directly in a 
transport equation is an alternative choice. The variables in the transition criteria use integral 
boundary-layer data which are not available in a RANS solver during the computation because at 
each grid point, only “local” variables such as the density, velocity components, pressure, 
temperature and turbulence variables are available. To apply a transition criterion in transport 
equation, the variables in the transition criterion must be replaced or simulated approximately or 
exactly using only local quantities. There are four major types of transition transport models. 
The first approach is the low-Re transition model which is a two-equation model without explicit 
empirical correlations. The transition process is captured for flows at low Reynolds numbers and 
is thought to be the streamwise type transition. However, the transition behavior is a numerical 
behavior instead of physical behavior. In the research work done by Rumsey [78], it was 
demonstrated the automatic transition behavior exists for the SST as well as for the SA model. 
Wilcox [110] did an analytical study using his two-equation model, and shows that the transition 
process for the k- turbulence model starts at Rex = 8100 and ends at Rex = 12254, which is too 
upstream for a natural transition with T-S waves starts at a Reynolds number of 90000 [110]. 
Therefore, this transition modeling approach is not of interest in this thesis.  
The second type is based on the concept of laminar kinetic energy which plays an important role 
in the instabilities eventually triggering transition. An additional transport equation based on the 
concept of laminar kinetic energy coupled with the turbulence model (usually a two-equation 
model), takes the development of the pre-transitional laminar fluctuations into consideration. This 
model was thought to be quite close to the flow physics from the detailed study of the by-pass 
transition process. However, this approach usually uses many complex algebraic functions to 
describe the wall effect or the transfer of kinetic energy from laminar to turbulent state and many 
coefficients needs to be calibrated. One example of this model is the one developed by Walters et 
al. [106][107]. For this model good results on both by-pass transition and T-S transition were 
achieved. This model, in fact, contains an implicit streamwise transition criterion, and the 
physical modeling background is similar to the third approach which will be discussed in the next 
section. 
The third approach is based on the intermittency phenomenon described in section 2.1.3.1. The 
intermittency factor  can be used to monitor the state of the flow.  equals 0 indicates the flow 
stays laminar and  equals unit (1) indicates the flow is turbulent. For values between 0 and 1 the 
flow is transitional. The streamwise intermittency distribution can be correlated from the 
experimental mesurements. For instance, Dhawan and Narasimha [19] proposed a correlation 
given in Eq 2.28. Here U is the freestream velocity and xt is the point of transition onset, n is the 
formation rate of the turbulent sports and   is the propagation parameter of the turbulent spots. It 
is the original physical background for many transport equations of the intermittency factor. 
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The empirical correlation of the intermittency factor can be transfered into a transport equation 
and a transport equation for  is obtained. Whenever an intermittency model is used, the 
transition onset location must be obtained from a “special trigger” explicitly or implicitly, usually 
by an empirical correlation criterion. The corresponding approaches to realize the “special trigger” 
yield a number of different transition models.  Over the years, many intermittency models have 
been proposed. All these models are coupled with turbulence models of k- type, which are 
relatively simple, numerically robust and quite accurate for a number of applications for turbulent 
flows in industry. 
Suluksna & Juntasaro [99] have compared 3 different intermittency factor based models, and 
found that the early developed models are not as good as the -Reθt model coupled with the 
Menter k- SST model proposed by Langtry & Menter [62]. Today it is a widespread 
representative of this model type. This model has been implemented into many unstructured and 
structured CFD solvers and is applied to a large number of configurations of different 
complexity. The model uses two additional transport equations for the intermittency-reflecting 
variable  and the momentum thickness Reynolds number Reθt and interacts tightly with the 
Menter k- SST turbulence model.  
The last approach is the so-called amplification factor transport transition (AFT) model proposed 
by Coder & Maughmer [13][14] coupled with a common turbulence model. Here, the envelope 
values of the amplification or N-factor in streamwise direction are computed via a transport 
equation. The AFT equation is based on the method of Drela & Giles [21], in which the envelope 
amplification factor N of the Tollmien–Schlichting instabilities was correlated with the pressure-
gradient parameter. The transition onset is determined by the critical N-factors based on Mack’s 
formula in Eq 2.6, the transition behavior is achieved by the tightly coupled turbulence model. 
This method contains also many algebraic functions to get the boundary-layer data information 
(the shape factor of the laminar boundary layer) using only local quantities.  
For the complete work documented in this thesis, the -Reθt model by Langtry & Menter has been 
used as starting point. The decision for this specific model was due to the good experiences made 
with the model when it was applied to many test cases using the DLR TAU code. The general 
decision for a transition transport equation model is based on the motivation to have a RSM-
based simulation functionality with integrated laminar-turbulent transition prediction capability 
that fully exploits all parallelization strategies available in the TAU code. This property may be 
crucial in case of very complex aircraft and flow configurations if the application of the e
N
 
method via the transition prediction module of the TAU code and its need for the explicit 
computation of directional information, for example, along streamlines might become a severe 
bottleneck. 
Eventually, it shall be emphasized that the -Reθt model is only capable of bringing transitional 
flow effects into the overall simulation results. The transitional flow effects are then reflected in 
all usual physical quantities describing the flow field around an aircraft, for example, pressure 
and skin-friction distributions. A traditional stability analysis as with the local, linear stability 
theory tracking individual stability modes or the growth of envelope N-factors is not possible.     
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Chapter 3    γ-Reθt transition model 
 
3.1  Introduction 
For transport equation based transition modeling method to cope with streamwise transition 
mechanisms, transition prediction is usually realized by linking quantities from local flow field 
variables to an empirical transition criterion, such as in the -Reθt model by Langtry & Menter 
[62], where the vorticity Reynolds number is linked to the momentum thickness Reynolds 
number to apply the Langtry & Menter’s transition criterion [62]. There are also other approaches 
as listed before in section 2.2.4 where four different transport equation approaches are available. 
Some of them have a similar key link inside the model. For instance, the formulation of the 
laminar kinetic energy developed by Walters et al. [106][107] contains a transformed formula of 
the vorticity Reynolds number, but the transition criterion inside is realized by setting a constant 
leading to a transition onset location as well as many functions handling the effects of turbulence 
intensity and pressure-gradient. The amplification factor transport transition (AFT) model 
proposed by Coder & Maughmer [13] [14] also employs a Reynolds number based on only local 
quantities, which has a very close connection to the vorticity Reynolds number in the laminar 
boundary layer. 
However, the -Reθt model has become the most popular model in contrast to the other models 
for the following major advantages: Firstly, transition prediction is based on only local quantities, 
thus this model is fully compatible with the current state-of-the-art of CFD requirements such as 
the computation on unstructured meshes and employing parallelization strategies. Secondly, the 
transition criterion implemented in the model is a fine correlation based on sufficient existing 
experiment data, not like many other transition model utilizing an implicit transition criterion. 
Thirdly, the modeling approach is easy to understand and flexible to add more mechanisms in 
principle. With these merits and good accuracy for many cases with different operational 
conditions [62][99], it has become a widely accepted transition model so far.  
In the following section, the concept of the vorticity Reynolds number will be introduced at first 
and its link to the momentum thickness Reynolds number which is used for many streamwise 
transition criteria is discussed. The transition criterion usually contains other key parameters and 
must be formulated in such a way that only grid-local quantities are needed to compute all 
parameters in the model formulation. This approach is interpreted in detail. The link of the 
vorticity Reynolds number and momentum thickness Reynolds number is also the key idea in one 
of the two approaches for the crossflow extension of the γ-Reθt model. This approach has been 
proposed by the author of the thesis. Here, the vorticity Reynolds number is used to approximate 
the momentum thickness of the laminar boundary layer. 
Crossflow prediction is not covered by the original -Reθt model as well as other models listed in 
the first paragraph in this chapter. The CF-extension based on the framework of the -Reθt model 
is still current worldwide research, and several outcomes were published, such as the several 
published CF-extension approaches [33][11] [64] originated from the work done by Grabe [32]. 
These models can be classified as the C1-based approach, in which the empirical correlation of 
the C1-criterion is used. In all of these approaches, the Falkner-Skan and Cooke (FSC) equations 
are used to compute the critical parameters inside the C1-criterion, which employs several 
assumptions and is one of the sources providing limits to industrial application. For the model 
proposed by Grabe [32][33], the FSC-equations are solved at each grid point via a data-base 
method. However, this model needs additional knowledge of the geometry shape which will be 
interpreted in the following section. This limits the approach to wing-like geometries. The user 
also has to deal with some extra information for more complex configurations. Thus, it is a semi-
local approach, not a fully-local approach. In Ref. [11], Choi & Kwon modified this approach by 
eliminating the requirement to explicitly provide geometrical information. This modification gave 
inspirations for a fully-local formulation of the C1-based approach. In contrast to Ref. [11], in the 
fully-local formulation of the C1-based approach presented in this thesis a physically consistent 
approximation of the pressure gradient being a very important variable for crossflow transition is 
used. Also Menter proposed a way to eliminate the need for explicit geometrical information of 
the semi-local C1-based approach in Ref. [64]. Here, however, a number of additional 
approximations have been used leading to deviations of some specific model quantities whose 
errors seem too high to accept. This increases the difficulties to calibrate the model for different 
test cases in various operational conditions. Moreover, his approach contains the non-linear 
appearance of a velocity gradient which needs more computational effort.  
In this thesis, Grabe’s semi-local approach [32] has been modified and finally a fully-local model 
variant of the CF-extended -Reθt model has been derived, the local C1-based model variant. The 
FSC-equations are still solved, but not via a data-based method. All the solutions of FSC-
equations are contained in specific correlation functions, which are parts of the model variant. In 
comparison to the semi-local C1-approach, it is independent to the geometry shape or the 
coordinate system. However, due to the use of the FSC-equations, this model is still only 
applicable to wing-like geometries. 
There are other local approaches which are not based on the C1-criterion. For instance, the idea 
based on the helicity concept firstly proposed by Mueller et al.[66] and then further refined by 
Langtry et al. [47]. The helicity is assumed to be an indicator of the strength of CF-instabilities. 
The only concern for this approach is that their models detect the crossflow instabilities by 
adding an additional source term to the transport equation of momentum thickness Reynolds 
number, which brings a strong influence of the freestream turbulence intensity explicitly to the 
crossflow transition prediction. So far it is not clear if it is a good idea to do so. Furthermore, the 
transition criterion inside their model is newly proposed, but lacks enough experimental data to 
support. The other important model is proposed by Medida & Baeder [59][58], they adopt the 
idea of Watanabe et al. [108] who use the so-called Kohama crossflow criterion to detect the 
crossflow transition. A modified crossflow Reynolds number is proposed by Medida and Baeder, 
in which the inviscid streamline curvature is used. In fact, the inviscid streamline curvature is a 
non-local parameter as well. To evaluate this parameter locally, they use a trick by bringing the 
blending functions in the original -Reθt model to detect the boundary-layer edge, and then 
evaluate the streamline curvature at the detected boundary-layer edge. This approach is not 
reliable because the blending function cannot give the exact laminar boundary-layer edge. It is 
not clear that if the physical background for this two discussed models is really true. So far, the 
only widely accepted transition criterion for crossflow transition is still the C1-criterion. 
In order to overcome the drawback of the C1-based model variant and to simplify the 
computation effort (without using the FSC-equations), a new CF-extension approach based on a 
helicity based Reynolds number was proposed by the author of the thesis. The helicity was found 
to be the main contribution to the crossflow velocity gradient which is the key concept used in the 
C1-based approach proposed by Grabe [32], and the corresponding helicity-based Reynolds 
number is proved to be a powerful indicator to detect CF instabilities. The helicity-based 
Reynolds number can be computed easily and has similar physical background as the vorticity 
Reynolds number. A new transition criterion using a helicity Reynolds number which was 
proposed by the author, proved to have a stronge connection to the C1-criterion. Therefore, the 
helicity-based approach reflects the physical circumstances of the CF transition and can replace 
the C1-based approach, and is applicable to arbitrary geometries. 
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Both CF-extended -Reθt model variants, the C1-based model variant and the helicity-based 
model variant have been published in Ref. [34] within the framework of -Reθt SST model. Here 
in the following section, the basic idea will be presented in detail. 
3.2 Streamwise transition modeling  
The transition criteria for streamwise transition listed in section 2.2.3.3 correlate the transition 
momentum thickness Reynolds number (Reθt) of the boundary layer at the transition point with 
the pressure-gradient and the freestream turbulence intensity (Tu). All the three quantities need to 
be computed using only local quantities. In the following section, the connection of the vorticity 
Reynolds number and the momentum thickness Reynolds (Reθ), the local computation of the 
pressure gradient (here, the second pressure gradient (2)) and the freestream turbulent intensity 
are discussed. 
3.2.1 Vorticity Reynolds number and Reθ formulation 
The work done by Van Driest & Blumer [102] proposed a so-called vorticity Reynolds number 
and applied this locally defined variable to detect the streamwise transition. According to their 
statement, the vorticity Reynolds number is derived by considering that the ratio of the local 
inertial stress in the equation to the local viscous stress given in Eq 3.1, here l  is a length to scale 
the turbulence eddies and is assumed to be proportional to the wall distance y. Meantime, du/dy is 
the velocity gradient at distance y to the nearest wall, which can be  approximated by the scalar 
strain-rate or the vorticity of the flow in the boundary layer. Thus, the final formulation is 
obtained and termed as vorticity Reynolds number (Rev). The connection between the growth of 
disturbances and the function Rev was shown by Van Driest and Blumer in comparison with 
experimental data.  A study of Langtry & Sjolander [48] also showed that the peak growth of 
disturbances in the boundary layer was exactly at the same location where Rev reaches its largest 
value (shown for the T3 series of flat plates in the European Research Community on Flow 
Turbulence and Combustion (ERCOFTAC) [81]). Langtry & Menter [62] also stated that the 
combination of y
2
S is responsible for the growth of disturbances inside the boundary layer, 
whereas ν=ρ/μ is responsible for their damping. As y2S grows with the thickness of the boundary 
layer and μ stays constant, the transition will take place once a critical value of Rev is reached. 
The vorticity Reynolds number depends only on the local quantities, which can be computed in 
an unstructured, parallel RANS-based CFD solver. 
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The most common transition criteria to predict the transition in two-dimensional boundary layers 
developed in last several decades are based on the momentum thickness Reynolds number (Reθ). 
The ratio between the maximum Rev inside the boundary layer and Reθ is the important link, and 
it is correlated via the constant value of 2.193, which is derived from the Blasius velocity profile. 
Menter & Langtry assumed that for moderate pressure-gradients, which means the streamwise 
shape factor is between 2.3 to 2.9 (2.3 < H12 < 2.9), the difference between the actual momentum 
thickness Reynolds number and the maximum of the vorticity Reynolds number is less than 10% 
[62]. With this assumption, the empirical transition criterion based on Reθ is approximated by this 
vorticity Reynolds number using Eq 3.2 simply.  
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Figure 3.1: Shape of voritcity Reynolds number (Rev, Redudy in the figure) profile in a Blasius 
boundary layer (taken from DLR-IB 224-2013 A 84, [Grabe, C., “Correlation-based Transition 
Transport Modeling in the DLR TAU-Code”] and used with permission of the author) 
For the AFT model proposed by Coder et al. [13][14], a Reynolds number based on the local 
velocity U and the wall distance y is defined and given in Eq 3.3. Since the local velocity in the 
laminar boundary layer can be approximated by the mean strain-rate and the wall distance, thus 
this Reynolds number has a close correlation to the vorticity Reynolds number.  In the AFT 
model, the connection between this proposed Reynolds number and the momentum thickness 
Reynolds number at the neutral point (“0” is used as the index) is given in Eq 3.4. Here yk  is a 
variable and varies with the pressure gradient. We can conclude that the AFT model is designed 
in a similar way as the approach based on the vorticity Reynolds number. 
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3.2.2 λ2 and Tu  
The pressure-gradient parameter λ2 and the turbulence intensity Tu in the streamwise criterion are 
another two key parameters which should be modeled with the local quantities. For the current 
approach, they are transported into the boundary layer via the transport Reθt-equation, so the local 
value of the pressure-gradient and the turbulent intensity are not the same as the physical value in 
the current modeling approach but an approximation of the same order. The modeling details will 
be introduced in section 4.2 in Chapter 4, or found in Ref. [62]. 
3.3 Crossflow transition modeling  
For crossflow transition modeling, the semi-local C1 approach from Grabe [32] is discussed in 
detail at first to show the basic idea and its limits, and then the two approaches to model 
crossflow transition are proposed. One approach is still based on the concept of the vorticity 
Reynolds number, the physical background of this Reynolds number is missing, but instead, it is 
a measurement of the momentum thickness of the three-dimensional laminar boundary layer. 
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Then the vorticity Reynolds number is linked to the crossflow displacement thickness (Reδ2) in 
the laminar boundary layer by solving the FSC-equations. In the end, the C1-criterion described 
in section 2.2.3.2 is applied to detect the CF transition. This approach is named as the local C1-
based approach, which is a modification version of the semi-local C1 approach. The second 
approach is based on a new Reynolds number called helicity Reynolds number, which is derived 
following the way to derive the vorticity Reynolds number. The physical background is very 
clear, and a transition criterion based on helicity Reynolds number is newly correlated and 
applied. The corresponding approach is named as local helicity-based approach. 
3.3.1 Recalling the semi-local C1 approach 
In this part, the semi-local C1 approach from Grabe [32] is fully represented here. It is the 
starting point of the other improved models. Where does the crossflow velocity gradient 
Reynolds number come from, how to compute it locally, how to evaluate the C1-criterion locally 
via Falker-Skan and Cooke equations are demonstrated in detail. The drawbacks of this idea are 
also referred. 
3.3.1.1  Crossflow velocity gradient Reynolds number  
According to Grabe [32], to detect the crossflow transition following the concept of the vorticity 
Reynolds number in streamwise direction in Eq 3.1, the turbulent shear stress over the viscous 
shear stress in crossflow direction is studied and given in Eq 3.5. Analogously to the derivation of 
the Reynolds number correlation for two-dimensional boundary layers, the mixing-length 
hypothesis of Prandtl is also introduced for the turbulent stress in crossflow direction. The 
turbulence length scale l is still assumed to be proportional to the wall distance y, and w is the 
crossflow velocity component.  
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When this stress ratio reaches a certain value in the boundary layer, turbulence starts to grow and 
transition occurs. The ratio of turbulence stress in crossflow direction over viscous stress is 
interpreted as the Reynolds number based on the crosswise velocity gradient in wall-normal 
direction Redw/dy. The physical background of this newly proposed Reynolds number is the 
following: In the crosswise direction, if the ratio of turbulent to viscous stress reaches a certain 
value in the boundary layer, the transition will take place. Thus, the approach by van Driest & 
Blumer [102] is directly adopted for the crossflow direction. How to compute this Reynolds 
number using only local quantities is discussed in the next section. 
3.3.1.2  Local definition of crossflow velocity and its gradient in wall normal direction 
To compute this crossflow velocity w, Grabe [35] studied the components for a three-dimensional 
wing-like geometry as illustrated in Figure 3.2. The black line indicates the leading edge of the 
wing. The vector eu

denotes the inviscid velocity streamline at the boundary layer edge. Here the 
velocity component with index ‘T’ means that it is defined in the Cartesian-coordinate system 
used in the flow solver. Index “c” represents the chordwise direction and “s” represents the 
spanwise direction. The local velocity has components, both, in the Cartesian-coordinate system 
as well as in the local wing-attached coordinate system, in which the x-axis is aligned with the 
wing chord. The local sweep angle  represents the angle between the velocity normal to the 
leading edge and the local velocity at the boundary layer edge. Within the boundary layer a 
continuously changing angle exists between the velocity in xT-direction defined in the flow solver 
and the local velocity vector u

 in the boundary layer, which is called the angle T . Additionally, 
for a swept wing, the local geometric sweep angle sw  is the angle between the chordwise xc-
direction and the xT-direction in the flow solver. It is constant for an infinite swept wing. In this 
case, the angle between the local velocity vector and the edge-velocity vector is constructed: 
swT   . 
To evaluate the Reynolds number based on the crosswise velocity gradient with respect to the 
wall-normal coordinate Redw/dy, the velocity component w needs to be extracted from these 
coordinate systems. For a three-dimensional boundary layer,  
    swTTT wuw   sin22  Eq 3.6 
Based on the velocity in crosswise direction w, the gradient with respect to the wall-normal 
coordinate y is derived. The local geometric sweep angle sw  and the local sweep angle   are 
considered constant over the boundary layer height while the angle T depends on y. The gradient 
of the latter is given in [35]. Finally, the wall-normal gradient of the crosswise velocity is: 
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Eq 3.7 
Clearly, to compute this velocity component in such a way, the coordinate system for the CFD 
solver should be also adjusted in such coordinate system. From the description above, for an 
infinite swept wing, it is very easy to do so. For the three-dimensional wingbody configuration, 
one needs additional effort to identify the leading edge and its sweep angle. For geometry without 
clearly defined straight leading-edge, such as the fuselage or the multi-swept wing, this approach 
is not capable to calculate the crossflow velocity. 
 
Figure 3.2: System of velocity components for a wing-like geometry (taken from DLR-IB 224-2013 
A 84, [Grabe, C., “Correlation-based Transition Transport Modeling in the DLR TAU-Code”] and 
used with permission of the author) 
3.3.1.3 Falkner-Skan and Cooke equations  
In Grabe’s work [32], the Falkner-Skan and Cooke equations is a key to find the link between the 
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non-local quantities such as the crossflow displacement thickness Reynolds number (Re2) used 
in the C1-criterion and the local quantities such as the Reynolds number based on the crosswise 
velocity gradient in wall-normal direction Redw/dy.  
The Falkner-Skan equation describes the steady two-dimensional laminar boundary layer that 
forms along a wedge placed symmetrically in a constant unidirectional flow. It can be considered 
as a generalization of the zero-pressure gradient or Blasius flow over a semi-infinite flat plate, 
that is, the Falkner-Skan equation describes flows in which the plate is not parallel to the 
oncoming flow. Cooke [15] considered the flow over an infinitely yawed wedge at zero angle of 
attack and extended the two-dimensional solution by the spanwise component of velocity in the 
boundary layer. For the main flow, the following relations are assumed 
 m
cec xu ~,  and constant, esw  Eq 3.8 
Here m is the wedge angle. This similarity solution is an approximated solution for three-
dimensional boundary layers on infinite swept wings and yawed cylinders. The index “c,e” 
coupled with “u” represents the chordwise velocity at the boundary layer edge, and the index “s,e” 
coupled with “w” represents the spanwise velocity at the boundary layer edge. The system of the 
Falkner-Skan and the Cooke equations are given in Eq 3.9 
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Here f   represents the ratio of the chordwise velocity in the boundary layer to the chordwise 
velocity at the boundary layer edge (direction normal to the leading edge), while g  stands for the 
ratio of the spanwise velocity in the boundary layer to the spanwise velocity at the boundary layer 
edge (parallel to the leading edge). The solutions of FSC-equations is a one-parameter family 
solution, relies on the Hartree-paramter h  only, which is a function of the wedge angle m . 
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Eq 3.10 
The similarity parameter η is defined in Eq 3.11. 
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The boundary layer conditions of the equations in Eq 3.9 are 0 gff when 0  and 
1,1  gf   as  . The streamwise and crosswise velocities, u and w, are normalized by 
the velocity at the boundary layer edge 
 2
,
2
, esece wuu   Eq 3.12 
 
ee u
w
W
u
u
U   Eq 3.13 
The dimensionless streamwise and crosswise velocities U and W expressed by the solution of the 
FSC-equations is  
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Where   is the local sweep angle defined in section 3.3.1.2. From the definition of the 
dimensionless crosswise velocity, one finds that this velocity can become zero in three cases: 
(1) At the zero local sweep angle; 
(2) At 90° local sweep angle; 
(3) If  gf   is zero. This is the case if the Hartree-parameter becomes zero ( 0h ), no 
pressure gradient. 
In real physical flow conditions, crossflow velocity still exists even though the pressure-gradient 
vanishes for three-dimensional flow. This is a clear drawback when using FSC-equations as the 
simplified three-dimensional laminar boundary layer. Except this drawback, based on the 
framework of FSC-equations, one can study the three-dimensional laminar boundary layer with 
relative ease.  
3.3.1.4  Crossflow Reynolds number ratio and shape factor 
Grabe [32] proposed a simple relation at the transition point,  to model the local quantity which is 
the  Reynolds number based on the crosswise velocity gradient in wall-normal direction Redw/dy  
to the non-local quantity which is the displacement thickness Reynolds number in crossflow 
direction as given in Eq 3.15, here T,2Re is evaluated by the C1-criterion in Eq 2.15.  
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The Reynolds number based on the displacement thickness in crosswise direction (2) is 
originally defined as Eq 3.16, 
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It can be expressed by the Falkner-Skan and Cooke equations as follows: 
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Using Eq 3.14, Re2 can be rewritten as 
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The quantity e represents the boundary layer thickness and it is defined by the boundary 
conditions of the Falkner-Skan and Cooke equations for  . 
The Reynolds number based on the crosswise velocity gradient in wall-normal direction Redw/dy 
can also be expressed in the framework of FSC-equations as  
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max,Re yw   reaches its maximum value at a certain point. Here this particular point is denoted as
max  when using the similarity variable. 
As a result, the corresponding Reynolds number ratio is  
29 of 155 
 
  
  



dgf
fg
K
e
cf
 



0
2
max
max  
Eq 3.20 
Here it is a variable, varying only with different Hartree-parameters ( h ).  
For the streamwise shape factor (H12), which is another non-local parameter in the C1-criterion, 
can also be evaluated by solving the FSC-equations. The momentum thickness in streamwise 
direction 1  and the displacement thickness in streamwise direction 1  are defined as the 
following. 
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By introducing the FSC-equations, they are transformed as 
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Then the shape factor in streamwise direction is defined as Eq 3.25. It is a function of Hartree-
parameter h  and local sweep angle . 
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The local sweep angle is defined by the pressure coefficient and the geometric sweep angle sw  
according to Grabe [32], which is valid with the assumption that no pressure gradient in spanwise 
direction on wing-like geometry. Here Cp is the pressure coefficient. 
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The Hartree-parameter h can be evaluated by the pressure gradient, pressure coefficient and the 
geometric sweep angle sw  in Eq 3.27. Here u is the freestream velocity, and cx is distance to 
the leading edge in the chordwise direction, and cxp  is the pressure gradient in chordwise 
direction.  The details about how to derive this formulation can be found in [32].  
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3.3.1.5 Application the semi-local C1-based model in the CFD solver 
A data-base method is used to evaluate the FSC-equations at each grid point in the CFD solver. 
For a given pair of Hartree-parameter h  from Eq 3.27, local sweep angle ϑ from Eq 3.26, the 
streamwise shape factor H12 in Eq 3.25, the crossflow Reynolds number ratio in Eq 3.20 can be 
evaluated. The crosswise velocity gradient in wall-normal direction Redw/dy in Eq 3.5 and Eq 
3.7 is computed if knowing the geometric sweep angle. As Redw/dy growing to a certain value, 
according to Eq 3.15 by using the streamwise shape factor to evaluate the transition crossflow 
displacement thickness Reynolds number, we can detect if the flow is about to transition. By this 
way, the semi-local model is able to detect the crossflow onset and the C1-criterion is 
implemented inside explicitly.  
3.3.2 Local C1-based approach 
As shown with many details in section 3.3.1, the semi-local C1-based model has several 
drawbacks: It can only be applied onto to the geometry with clearly defined leading edge; at the 
same time, the sweep angle must be known in advance; In addition, one also needs to define the 
distance to the leading edge in chordwise direction for the calculation of Hartree-parameter, 
which causes more effort to apply with this model for complex wing-body configurations. Here a 
modified version is proposed by the author of the thesis to remove the above drawbacks. 
To realize the C1-criterion shown in Eq 2.13 & Eq 2.14, the crossflow displacement thickness 
Reynolds number (Re2) and the shape factor (H12) are modeled using only local quantities by 
analyzing the FSC equations further. An additional quantity, the local sweep angle ( ), is 
modeled in order to compute the Re2 and H12.  Then, 2 correlation functions fitted for three-
dimensional flow for Re2 and H12 are formulated by the author. Since all the correlation 
functions are based on the FSC laminar boundary layer equations, which have several 
assumptions, the application using this model is limited to only wing-like geometries as well. In 
the following sections details are given with regard to the local formulation of Re2, the sweep 
angle and the shape factor H12. The coordinate system in this section is based on the wing-
attached coordinate system.  
3.3.2.1  Re2 modeling 
The Reynolds number based on the displacement thickness in crosswise direction 2 and the 
vorticity Reynolds number on this chordwise and spanwise coordinate system are written 
together in Eq 3.28. 
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Here S is the stain-rate magnitude. In three-dimensional boundary layer, the streamwise velocity 
gradient in wall-normal direction in the boundary layer can be approximated by the strain-rate 
magnitude or the vorticity magnitude, and this can be proved simply by performing the 
dimensional analysis. These two special Reynolds numbers can be expressed in the framework of 
Falkner-Skan and Cooke equations as follows: 
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Using Eq 3.14, Re2 and the vorticity Reynolds number can be written  
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Rev reaches its maximum value at a certain point, here this point again denoted at max  . 
Thus, a Reynolds number ratio Reratio defined by Eq 3.33 represents the ratio between the 
maximum of vorticity Reynolds number and the displacement thickness Reynolds number in the 
crosswise direction. 
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Eq 3.33 
This equation implies that this ratio varies with a different local sweep angle ( ) and the Hartree-
parameter h . Since h  represents the pressure-gradient, shape factor contains also the 
information of the pressure-gradient, and the shape factor is another key parameter would be 
approximated using local quantities, so the relationship between the Reynolds ratio, local sweep 
angle, the shape factor as well as Hartree-parameter is studied in the following paragraph. 
 
Figure 3.3: The relationship between the Reynolds number ratio, shape factor and local sweep angle 
For a given Hartree-parameter h  and a local sweep angle , Reratio defined in Eq 3.33 and the 
shape factor H12 defined in Eq 3.25 has only unique solution. Figure 3.3 shows Reratiosinϑ varying 
with shape factor H12 at 9 different local sweep angles. A simple curve fitting can be used to 
match these data as depicted in a black curve, defined in function Eq 3.34. The deviation between 
the fitting curve and the data from FSC solutions appears when shape factor is larger than 2.5. 
This is because the FSC-equations yields very small value of crossflow velocity (zero crossflow 
velocity when H12 = 2.59) which is not true for real three-dimensional flow. As a result, the 
fitting curve was designed to match these data, but fit with more reasonable value. 
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Here a final correlation function about the Reynolds number ratio is written as follows 
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In this formulation, 1f  is the main function given in Eq 3.34. 2f  is a small adjustment to the 
Reynolds number ratio for different local sweep angle. 3f  is to increase the ratio when the local 
sweep angle is very small. 4f  is a function to reduce the Reynolds number ratio if the shape 
factor is high in the regime where the pressure-gradient is zero or positive corresponding to ZPG 
or APG flows. The Reynolds number ratio computed by the FSC-equations is only valid in the 
region where the favorable pressure-gradient is very strong. This ratio in the region of zero and 
adverse pressure-gradient region is calibrated by numerical experiments done by the following 
steps: 
1) Specify laminar flow for an infinite-swept wing.  
2) Get converged laminar RANS solution; compute Rev in the boundary layer. 
3) Use DLR TAU [89] transition module (COCO [85]) to compute the boundary layer data 
including shape factor H12 and Re2. 
4) Compute the local sweep angle using the pressure coefficient Cp and the geometric sweep 
angle sw . 
5) Collect the data of Reynolds number ratio versus the shape factor and local sweep angle, 
and use it as a reference for the Reynolds number ratio correlation. 
 
Figure 3.4: Comparison between the correlation function and the FSC reference for the Reynolds 
number ratio 
The comparison of the final correlation for this Reynolds number ratio and the FSC solutions can 
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be seen in Figure 3.4.  The deviations between them for different sweep angles are small when 
H12 < 2.5 corresponds to strong favorite pressure-gradient (FPG). The deviation becomes larger 
and larger when H12 increases until the pressure-gradient is zero corresponds to H12 = 2.59. In the 
zero pressure-gradient regime the FSC results of this Reynolds number ratio is infinite. This is 
because the crossflow velocity computed by FSC-equations for weak FPG and ZPG is under-
predicted. The accuracy of this Reynolds number ratio correlation can be found in Appendix C.1. 
In this way, the crossflow displacement Reynolds number Reδ2 is approximated by the vorticity 
Reynolds number Rev, the shape factor and the local sweep angle via a correlation function which 
is a close fit to the FSC-equations. 
3.3.2.2  Local sweep angle calculation 
For the Reynolds number ratio correlation, one unknown variable is the local sweep angle . The 
local sweep angle  is defined as the angle between the velocity vector at the boundary layer 
edge and the chord direction as depicted in Figure 3.2. The evaluation of this angle using only 
local quantities was firstly proposed by Choi & Kwon [11], who approximated the local sweep 
angle as the angle of the local velocity vector and the local pressure gradient vector, but they 
made a mistake here. In fact, the local sweep angle can be approximated by the angle of the local 
velocity vector and the local pressure gradient vector projected on the surface. Still this modeling 
approach has limits, that it is only valid for the case without pressure gradient in spanwise 
direction. How to prove this relation is the following. 
On the boundary layer edge in a chordwise-spanwise coordinate system, since the viscosity effect 
is so small that it can be neglected, then the momentum equations for a steady flow is simplified 
and written as follows 
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Eq 3.37 to Eq 3.39 are the momentum equations in the chordwise direction, wall-normal direction 
and spanwise direction, respectively. On the wing-like geometry without spanwise pressure 
gradient, we have 
 
 ,, ses ww  Eq 3.40 
It yields 
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The pressure-gradient vector projected at the surface plane can be written as 
   tdpnpp 

 Eq 3.42 
Here n

 is the wall-normal direction and can be written as  0,1,0n

 in the chordwise-spanwise 
coordinate system. The index t represents that the vector parallels to the surface. 
Thus, we get 
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Then the angle ( ) between the vector of the pressure-gradient along the surface plane and the 
local velocity is given in Eq 3.34.  
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Insert Eq 3.41 into Eq 3.44, we obtain 
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Eq 3.45 
At the boundary-layer edge, this angle  equals to the local sweep angle   as 
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Eq 3.46 
Now the angle between the projected pressure-gradient vector on the surface plane and the 
velocity vector in the boundary layer is used to approximate the local sweep angle in the 
boundary layer as given in Eq 3.36. Clearly, this approximation makes sense only when the 
pressure-gradient in the spanwise direction can be neglected. The flow on the infinite swept wing, 
conical wing or trapezoid wing fits this assumption well. 
    Eq 3.47 
3.3.2.3  Shape factor correlation  
The shape factor which is used for both C1-criterion and the Reynolds number ratio can be 
expressed by the second pressure-gradient parameter 2 , defined in Eq 3.48, where eu represents 
the scalar velocity at the boundary layer edge, and 1 is the momentum thickness in the 
streamwise direction. dsdue  is the velocity gradient along the streamlines. 
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The compressible Bernoulli equation is used to compute the velocity at the boundary-layer edge 
(edge-velocity). As a result, the edge-velocity is expressed by the local pressure in Eq 3.49, here 
  is the specific heat ratio (for ideal gas it is 1.4). Here 0u is the freestream velocity, and ep  is 
the local pressure at the boundary-layer edge.  
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For the isentropic flow, we have 
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Then the compressible form of velocity at the boundary-layer edge can be expressed using the 
local pressure in the boundary layer and the reference pressure, velocity and density in the 
freestream. 
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Then the edge-velocity gradient can be expressed in Eq 3.52  
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Here xi is the Einstein-notation. Since the pressure in the attached boundary layer is constant, ep  
in the equation of edge-velocity gradient in the boundary layer can be replaced by local pressure. 
The local edge-velocity gradients along the streamwise direction now are expressed as Eq 3.53 
with only local quantities. It is valid for two-dimensional flows. However for three-dimensional 
flows, the local velocity vector may not be aligned with the direction of the edge-velocity vector 
due to the existence of crossflow. Since the crossflow velocity is small in comparison to the total 
velocity, the deviation is negligible especially in the upper part of the boundary layer where the 
critical Reynolds number such as vorticity Reynolds number reaches its peak value. 
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Again, the relationship between the streamwise 1Re and the vorticity Reynolds number vRe  is 
used to get the approximated momentum thickness and renamed as 
*  in Eq 3.54. 
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Then, a local based approach to evaluate 2 is achieved in Eq 3.55 and named as corr,2

. It does not 
have the original meaning of the second pressure-gradient parameter except an approximation. 
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Then, the FSC-equations are used to evaluate the relationship between corr,2 and the streamwise 
shape factor H12. 
Using the solution of the FSC-equations, according to Eq 3.23 the dimensionless momentum-
thickness is given by Eq 3.56, if only the integral remains on the right-hand side, the left-hand 
side of the equation can be written as 
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Eq 3.56 
Taking the square of the left-hand side, using the approximated momentum thickness, and 
replacing the square of the momentum thickness by the pressure-gradient parameter 
corr,2  
defined in Eq 3.55 yields  
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Eq 3.57 
In the chordwise-spanwise coordinate system, according to the FSC-equations, the velocity in the 
wall-normal direction and the spanwise pressure-gradient are both zero, so Eq 3.53 is reduced to 
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At the boundary-layer edge, as defined in Eq 3.12 
 2
,
2
, ecece wuu   Eq 3.59 
Eq 3.58 can be expressed as 
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Take Eq 3.60 to Eq 3.57, we obtain 
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Since 
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Take Eq 3.55 into Eq 3.64, we have 
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Eq 3.65 can be expressed by FSC-equations and the final form is 
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After taking out the same term on numerator and denominator, we get 
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Eq 3.67 can be evaluated simply by solving FSC-equations with a given pair of sweep angle
and Hartree-parameter βh. Figure 3.5 shows the comparison of the shape factor varying with 
2,corr at different local sweep angles. The dots are the solutions of the FSC-equations. It can be 
seen clearly that for different local sweep angles, the data gather together around a curve, and a 
correlation function is designed to fit this curve. The solid line is a correlation function obtained 
by a simple curve fitting method. In the favorable pressure-gradient region, the correlation 
function agrees with the computation from the FSC-equations well in the regime where the shape 
factor is between 2.4 to 2.6. The generally favorable pressure-gradient in external flow locates in 
this regime. Streamwise shape factor smaller than 2.4 corresponds to very extreme conditions 
which are not considered in the current study.  
 
Figure 3.5: Shape factor varying with 𝝀2,corr at different local sweep angles 
The correlation function is in the form of Eq 3.68, here 
corr,2  is evaluated with only local 
quantities, defined in Eq 3.55. It is only valid at a certain point where the maximum/minimum 
value is reached. 
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Table 3.1: Shape factor varying with βh and local sweep angle ( ) computed by FSC-equations 
βh\  0° 10° 20° 30° 40° 50° 60° 70° 80° 
0 2.5908 2.5908 2.5908 2.5908 2.5908 2.5908 2.5908 2.5908 2.5908 
1.0 2.2161 2.2150 2.2168 2.2322 2.2689 2.3271 2.3988 2.4694 2.5216 
2.0 2.1552 2.1431 2.1217 2.1190 2.1525 2.2231 2.3188 2.4180 2.4935 
Here the minimum of the shape factor for a given sweep angle is limited by Eq 3.69. This is due 
to the fact that, as the local sweep angle increasing, the minimum value of the shape factor is 
higher for real flow than the value by the correlation function. 
  35.2,818.10085.0maxmin,12  H  Eq 3.69 
In Table 3.1, the solution of the shape factor for a given Hartree-parameter is shown, βh = 0 
corresponding to no pressure-gradient flow. βh = 1 is rarely observed on external flow, and βh = 2 
indicates extremely strong favorable pressure-gradient and define the limitations here in Eq 3.58.  
This correlation is also compared with a number of numerical experiments, the procedure of 
which is the same as used in section 3.3.2.1,  on the ONERA D infinite-swept wing with different 
sweep angles (from 40° to 60°). The data depicted as dots in the Figure 3.6 is from the numerical 
experiment and good agreement is achieved as well. More examples of the validation of the 
correlation function for the streamwise shape factor can be found in Appendix C.1. 
 
Figure 3.6: Comparison of shape factor varying with 2 at a number of ONERA D cases 
3.3.2.4  Application of the local C1-based model in the CFD solver 
At each grid point, the local sweep angle is evaluated using Eq 3.42 and Eq 3.45. The streamwise 
shape factor is evaluated using Eq 3.68 and Eq 3.69 by the local defined pressure gradient using 
Eq 3.55. Then the crosswise displacement thickness Reynolds number for the laminar boundary 
layer can be computed using the vorticity Reynolds number and the Reynolds number ratio 
defined in Eq 3.35. In this way, the crosswise displacement thickness Reynolds number is 
computed. Since the shape factor is also known, the C1-criterion can be applied directly to 
determine the transition onset. And no additional information of the geometry is needed. 
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3.3.3 Local helicity-based approach 
As shown in section 3.3.1 and 3.3.2, it is very complicated to realize the crossflow transition 
prediction based on the FSC equations. And the use of FSC-equations or the other modeling 
approach employs the assumption that the pressure gradient in spanwise direction must be zero, 
which limits the model to be applicable for only particular geometries. On the other hand, the 
model in section 3.3.2 has no physical background in comparison to the model in section 3.3.1. 
Thus a simpler approach based on the helicity based Reynolds number is proposed to overcome 
all the drawbacks. 
3.3.3.1  Helicity Reynolds number ReHe  
The Reynolds number based on the crosswise velocity gradient in wall-normal direction Redw/dy 
has clearly physical background. At transition onset, when this stress ratio in crossflow direction 
reaches a certain value in the boundary layer, turbulence starts to grow and transition occurs. 
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According to Grabe [32], the wall-normal gradient of the crosswise velocity is recalled here 
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To simplify the computation of the crosswise velocity gradient based Reynolds number, Eq 3.70 
with the crosswise velocity gradient defined in Eq 3.71 can be split into two parts as Eq 3.72 and 
Eq 3.73. The first part, P1 is given in Eq 3.72 contains only the streamwise velocity gradient in 
the streamwise direction. The second part P2 given in Eq 3.73 contains only the streamwise 
vorticity. Near the boundary layer edge which is the region of major importance for the 
evaluation of the helicity Reynolds number the value of swT    is very small, so that the first 
part P1 can be neglected. The second part P2 contains the streamwise vorticity which is also called 
helicity and the general form is defined in Eq 3.74. Here u

 is the local velocity vector and u is 
the absolute value of the local velocity. 
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The corresponding helicity Reynolds number is defined in Eq 3.75. 
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An example of the relationship between the two components P1 (Eq 3.72) and P2 (Eq 3.73) as 
well as the helicity-based Reynolds number can be seen in Figure 3.7 for the ONERA D infinite-
swept wing [84]. The angle of attack is α = -6°, the sweep angle is sw = 60°. The Reynolds 
number based on the freestream chordwise velocity is Rec = 1.0×10
6
. The distributions of the 
Reynolds numbers described in the above equations versus wall distance in the laminar region are 
given in the lower x-axis and y-axis, respectively. The angle swT   which is usually negative 
in the FPG region is given as well on the upper x-axis. It increases from the boundary layer edge 
to the wall. The helicity-based Reynolds number ReHe colored by the blue line almost coincides 
with P2 colored by the pink line. It is clear to be observed that the contribution to the Redw/dy 
comes mainly from P2, at the same time, at the point where P2 has its maximum and denotes with 
a black horizontal line, the angle difference is very close to 2° indicates its cosine value is nearly 
1. Thus, the crosswise velocity gradient Reynolds number Redw/dy can be approximated by ReHe 
simply. 
The helicity is the streamwise vorticity in the boundary layer, and the most unstable point for 
crossflow is the inflection point which provides the source of instability. The instability appears 
as co-rotating vortices. Even though the co-rotating vortices do not exist in an RANS solution, 
the helicity can be used as an indicator of how much the crossflow velocity is “twisted”. The 
assumption here is that the stronger the helicity in the boundary layer, the stronger the co-rotating 
vortices can appear, and it makes sense. Thus, we take the helicity-based Reynolds number as a 
critical parameter to predict the CF transition induced by stationary CF waves. 
 
Figure 3.7: Distributions of the specific Reynolds numbers in the wall-normal direction 
3.3.3.2  Transition criterion based on helicity Reynolds number 
Instead of linking the helicity-based Reynolds number with Reδ2 to evaluate the C1-criterion, a 
new transition criterion based on the helicity-based Reynolds number versus streamwise shape 
factor was introduced. The data for the ReHe at the transition point is collected based on results 
for computations for several configurations that were partly also used to formulate the C1-
criterion. 
To construct our own database, the experiments performed on an infinite swept wing consisting 
of the ONERA D airfoil relevant experiment conducted by Schmitt & Manie [84] and in DERAT 
[31], the infinite-swept NLF (2)-0415 wing [17] as well as the three-dimensional DLR 6:1 
inclined prolate spheroid [43] are considered. The process to construct data for the criterion is as 
follows: Firstly, for each case on a fine enough mesh, transition is prescribed downstream of the 
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measured transition location, and then a fully converged solution is generated. Secondly, the 
DLR TAU code [89] and the transition module inside are used to evaluate the streamwise shape 
factor (H12) by analyzing the velocity profile at the point of the measured transition location. 
Thirdly, the ReHe profile at the measured transition point is computed and a set of the maximum 
value, named transition helicity-based Reynolds number (ReHe,T), is obtained. At last, all data are 
put together aiming to correlate a curve about ReHe,T versus H12. 
Figure 3.8 depicts all the collected data and the final correlation function using a simple linear 
data fitting approach. The data scatters as well, but it appears that the scattering data gathers only 
in the region where the favorable pressure-gradient is not very strong, for which we are not sure 
yet. It was found that when the pressure-gradient turns to zero or becomes positive, the crossflow 
velocity profile is “S- shaped” as depicted in Figure 2.4, ReHe increases dramatically. As shown 
in Figure 3.8 a blue square in the adverse pressure-gradient region is far beyond the curve. Here, 
we limit the minimum of ReHe,T to 150, which is a safe value to detect the onset of crossflow 
transition. Since in the region where the pressure-gradient is close to zero or positive, the 
transition is not dominated by crossflow instability as discussed before. Thus, this limitation 
makes sense. 
 
Figure 3.8: ReHe,T versus H12 at the transition point observed in the experiment 
The correlation function of ReHe,T versus of the streamwise shape factor is given in Eq 3.76. 
  0.150,7.133283.456maxRe 12,  HTHe  Eq 3.76 
The FSC-equations are also used as a reference to evaluate the new criterion. In Figure 3.9, the 
black line is the C1-criterion. For a given Hartree-parameter (βh) and local sweep angle ϑ, the 
ratio between ReHe,T and Reδ2 can be evaluated by solving the FSC-equations. Then, the dots 
represent ReHe,T transformed via the FSC-equations from Reδ2 evaluated by the C1-criterion. The 
purple line represents the correlation function of Eq 3.76. The dots in the region 2.3 <  H12 < 2.55 
are only slightly larger than the proposed correlation function for ReHe,T. The C1-criterion is only 
valid between 2.3 <  H12 < 2.7, Reδ2,T is constant if H12 is smaller than 2.3, that’s why ReHe,T 
transformed from constant Re 2,T decreases as H12 is smaller than 2.3. The transformed ReHe,T in 
this region is not physically correct and that transition occurs under such a strong pressure-
gradient is rarely observed. Nevertheless, the current correlation for ReHe,T relates to the C1-
criterion closely when H12 is between 2.4 to 2.55, which is the most relevant shape-factor region 
in practice. 
 
Figure 3.9: Comparison between the results obtained by the FSC-equations and the new correlation 
3.3.3.3  Shape factor correlation 
In the current correlation function, H12 is used as the non-dimensional measure of the pressure-
gradient. However, H12 is a ratio of two integral quantities which are not available in the process 
of CFD. Hereby, fully-local quantities are used to approximate the streamwise shape factor 
instead. The goal of the correlation is to make sure that the simulated shape factor is a good 
approximation at the location where the maximum ReHe is reached at a certain location in a fully 
laminar boundary layer.  
The shape factor can be correlated with the second pressure-gradient parameter 2 , defined in Eq 
3.77, where eu  is the absolute value of the velocity at the boundary layer edge. 
 
ds
due



2
2   Eq 3.77 
A correlation applied by Cliquet et al. [12] can be used to compute the shape factor for two-
dimensional flows in Eq 3.78. 
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212  H  Eq 3.78 
The non-local momentum thickness in Eq 3.77 is replaced by a length-scale l, and then an 
approximated 2  is achieved in Eq 3.79. The length-scale is approximated by a function of the 
wall distance y , given in Eq 3.80. For a flat plate with zero pressure-gradient, the boundary layer 
thickness is about 7.5 times to the momentum thickness. And usually, the point where ReHe 
reaches its maximum value locates at a certain location not far from half of the boundary layer 
thickness. Here max,HeC is a closure coefficient that needs to be calibrated. 
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Eq 3.80 
Using the local )(2 edapproximat defined in Eq 3.79 the shape factor can be computed using Eq 3.78. It 
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is a two-dimensional correlation function. However for three-dimensional flows, this 
approximation works very well for flows such as ONERA D, NLF (2)-0415 as well as the 
ONERA M6 wing. The validation can be found in Appendix C.2. The closure is given in Eq 3.81.  
 6944.0max, HeC  Eq 3.81 
3.3.3.4  Application the local helicity based model in the CFD solver 
To apply this model, the approximated pressure gradient parameter defined in Eq 3.79 is 
computed at each grid point. Then the streamwise shape factor can be evaluated using Eq 3.78. 
The helicity-based Reynolds number defined in Eq 3.75 is also computed easily at all grid point. 
By applying the transition criterion in Eq 3.76, the crossflow transition onset can be determined.  
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Chapter 4    Coupling of γ-Reθt and a Reynolds stress model and 
model calibration 
 
Since Reynolds stress turbulence models originate from the Reynolds stress transport equations 
they contain dozens of new unknowns, and more effort was spent to close this model to in a 
physical way, yields different Reynolds stress models. Usually, a length-scale equation is used 
for the modeling of the destruction effect of Reynolds stresses. Hence, an RSM model has 7 
transport equations generally. In the beginning, it is based on an -type length-scale equation, 
which is called dissipation rate equation and can be derived directly from the transport equation 
of the fluctuation velocity. The transport equation of the dissipation rate consists of more 
unknown terms, seeing Ref. [41] illustrates a typical modeling approach for ε-type RSM model. 
Wilcox developed an RSM model based on his -type length-scale equation coupled with a 
simplified version of the Launder-Reece-Rodi (LRR) model, and gets good results on many free 
shear flows and wall-bounded flows [110]. In Comparison to the RSM model developed before, 
it reduces the complexity a lot. Based on this model, Eisfeld [25] proposed and formulated a 
combined usage of two different but similar RSMs which are blended in the same manner as is 
done in the Menter BSL k-ω model. This model does not increase the modeling effort too much, 
but the accuracy is quite satisfying [24] for many industrial flows especially for shock-induced 
separation flow than other types of RSMs, the comparison between different latest developed 
RSMs can be found in Ref. [10] and Ref. [25].  
RSM is not very robust compared to eddy viscosity models from a numerical point of view [110]. 
Recently, this model was transformed to a g-based model by Togiti [101], which has better the 
near-wall behavior of the length-scale equation. Therefore g-based SSG/LRR varant is more 
robust in terms of numerical issues. This improvement extends the freedom of the application of 
SSG/LRR-ω model to very complex geometries with fewer restrictions than before. The details 
of the SSG/LRR-g model can be found in Appendix E.1. 
In this chapter, the γ-Reθt model is coupled with the SSG/LRR-ω model. In the beginning, in 
section 4.1, the exact formulation of the SSG/LRR-ω model is listed; the coupling approach 
follows the γ-Reθt model coupling with the SST model but corresponding modifications adapted 
to the RSM model are employed. In order to apply this model to real flow problems, the so-called 
sustaining term is used to sustain the ambient turbulence intensity. There is an important 
modification for the length-scale equation to overcome the shortcoming of RSMs in the laminar 
boundary layer and it is discussed in detail. In section 4.2, to predict transitional flow, a 
modification of the γ-Reθt model is needed for the streamwise transition prediction including a 
new design of the onset function as well as the new calibrations of new critical correlation 
functions. The extension of the original γ-Reθt model to predict crossflow transition is named γ-
Reθt-CF model or CF-extension in the following chapter.  In Section 4.3, two CF-extensions with 
new designs of onset functions as well as the final calibration are shown in detail. So far, there 
are no open publications about the coupling of the RSM model with the γ-Reθt model available. 
All the quantities used in this chapter are defined in the orthonormal Cartesian coordinate system. 
4.1 The γ-Reθt RSM transition model 
4.1.1 SSG/LRR-ω model 
The idea of this model is to extend the application of the Speziale-Sarkar-Gatski (SSG) model 
which is usually applied for free shear flows to wall-bounded flows in conjunction with a -
equation [25]. The length-scale equation is the -equation of Menter’s BSL model [60],  which is 
a two-layer turbulence model and behaves as Wilcox k- model [109] in the inner layer, and 
returns to standard k-ε model to avoid the problem of early version of -based model ( the 1988 
Wilcox -equations [109]), the results of which are sensitive to the freestream. By this design, 
the SSG/LRR- model behaves as the linear LRR- model in the inner layer which follows the 
original Wilcox stress- model and the non-linear SSG- in the outer layer. The compressible 
version of the SSG/LRR- model equations are written in Eq 4.1 to Eq 4.2. 
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Eq 4.2 
The production term of each Reynolds stress is exact: 
 
k
i
jk
k
j
ikij
x
U
R
x
U
RP





   Eq 4.3 
The dissipation of Reynolds stresses is modeled as a simple isotropic model: 
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Here k is the turbulent kinetic energy and C is constant. 
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 09.0C  Eq 4.6 
ij is the pressure-strain term, which has the same order of magnitude as the production term, 
plays a critical role in most flows of engineering interest but involves essentially unmeasurable 
correlations [110]. The highest modeling effort for RSM was spent on this term to reach a 
rational closure approximation. Two models are widely accepted by the CFD community. One is 
based on the work of Speziale-Sarkar-Gatski [97] and known as SSG model, and the other is 
done by Launder-Reece-Rodi [49] and known as LRR model. Both models can be written in the 
same form as Eq 4.7 according to the finding of Eisfeld [25], with different model coefficients 
listed in Eq 4.22 and Eq 4.25.  
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Here the anisotropy tensor is defined as 
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Here the traceless strain rate tensor was used to keep the tracelessness also in the incompressible 
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and compressible flow. They are defined in Eq 4.9. 
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The rotation tensor is given by 
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With its second invariant 
 
ijijbbII   Eq 4.11 
In general, LRR model is a linear model, in which the expansion in terms of the anisotropy tensor 
bij defined in Eq 4.8. Thus the corresponding coefficients for the quadratic terms in bij are zero. 
While SSG is a quasi-linear model, which involves only minor non-linear extensions compared to 
the LRR model.   
Neglecting the pressure diffusion component, the diffusion term is modeled via a generalized 
gradient diffusion hypothesis (GGDH) [18]: 
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A simplified diffusion model is also available following the diffusion model of eddy viscosity 
models (EVM) based on a simplified gradient diffusion hypothesis (SGDH). There is no great 
difference to GGDH when it is applied for turbulent flow predictions in general practice [25] but 
turned out to be more stable for very complex geometries by the author of the thesis. 
 


















l
ij
SDGH
k
ij
x
Rk
D
x
D


  Eq 4.13 
For the length-scale equation, the production term, destruction term, cross-diffusion term as well 
as diffusion term are given from Eq 4.14 to Eq 4.17, respectively. 
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All of the coefficients are blended (similar to Menter's SST/BSL model) via: 
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The blending function is formulated as follows: 
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Here, d is the distance to the nearest wall. 1F  equals 1 near the wall and equals 0 in the freestream. 
The inner (near-wall) coefficients are: 
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The outer coefficients are: 
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The wall condition for all the Reynolds stresses is zero value on the wall. For the specific 
dissipation rate, it is determined by the local quantities.  
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Here d is the distance from the wall to the nearest grid point. 
One the far-field, they are determined by the turbulence intensity (Tu), freestream velocity ( 0U ), 
and the setting of inflow turbulence viscosity ( t ). 
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4.1.2 Coupling of the models 
The design of the original γ-Reθt model is to model the intermittency factor which indicates the 
state of the flow. It is coupled with the turbulence model in a very simple way that only the 
intermittency factor enters into the source term of the transport equation of the turbulent kinetic 
energy.  The coupling with the Menter SST model is the so-called original γ-Reθt SST model or 
4-equation model in this thesis. For more information about this model, see Appendix B.2. The 
source term of the turbulence kinetic energy is relaxed by the effective intermittency factor, so 
that in the laminar region, the flow stays laminar, and in the turbulent region, the model behaves 
as the original SST model. Thus to couple the γ-Reθt model with an RSM model, the simplest 
approach is still to follow the γ-Reθt SST model, that only letting the intermittency factor enter 
into the source term of the transport equations. Here, the source terms of the turbulent Reynolds 
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stresses in RSM are relaxed in the same way. The final whole framework of the new model is 
built as Eq 4.30 to Eq 4.33, and named as 9-equation model because 9 transport equations are 
solved for the transition model or γ-Reθt RSM model in this thesis.  
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The production term and destruction term in Eq 4.3 and Eq 4.4 are multiplied with the effective 
intermittency factor which is defined later in section 4.2 to maintain laminar flow before 
transition, yields the Eq 4.34 and Eq 4.35. By this way, in the laminar region, the effective 
intermittency is almost 0, results in zero production of turbulence. While the destruction term is 
0.1 times of the exact destruction, so the destruction of turbulence is larger than the production of 
turbulence, the overall effect is to obtain a laminar flow. When the effective intermittency factor 
is 1, the transition model returns to the original turbulence model. 
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The pressure-strain term, acts as a re-distribution of the Reynolds stresses, and has no 
contribution to the transport of turbulent energy, thus it does not exist in the SST model. Here it 
is also multiplied by effective intermittency factor to remove the Reynolds stress re-balance 
effect in the fully laminar region. Re-distribution is calibrated for the fully turbulent flow so that 
the normal stresses stay at a certain ratio in the boundary layer, such as 4:2:3 [110], which is a 
good approximation throughout the log-layer and much of the defect layer. Therefore, it has no 
contributions in the laminar flows where all turbulent stresses are close to zero. On the other hand, 
it was found that the re-distribution term results in the unphysical behavior of the turbulent 
normal Reynolds stress ratio, for instance, one normal stress is positive while other two normal 
stresses are zero in the pre-transitional boundary layer, which shall not happen in the real 
physical flow. Thus, it is better to turn off the re-balancing effect in the fully laminar boundary 
layer.  
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Furthermore, in order to control the turbulence decay in the freestream, the sustaining term is 
used to obtain the ambient turbulence intensity, and it will be introduced in section 4.1.3. The 
length-scale equation for SSG/LRR- model is also modified, and more details can be found in 
section 4.1.4. The γ-Reθt model itself will be introduced in section 4.2. 
When the transition model interacts with the SSG/LRR-ω turbulence model, the blending 
function needs to be modified as well following the idea of the original γ-Reθt SST model. The 
SSG/LRR-ω turbulence model shares the same blending functions as SST model, so do the 
disadvantages of the blending function F1 defined in Eq 4.19-Eq 4.21, which is responsible for 
switching between the inner-layer model (LRR-ω model or k-ω) and out-layer model (SSG-ε or 
k-ε) in the laminar region. It was argured by Menter et al. [62] that in the center of the laminar 
boundary layer F1 can potentially switch from 1.0 to 0.0. This is not desirable, as the LRR-ω 
mode (k-ω model) must be activated in the laminar and transitional boundary layers. The 
deficiency in the blending function is not surprising as the equations used to define F1 were 
intended solely for use in turbulent boundary layers. The solution proposed by Menter et al. [62] 
is to redefine the blending function F1 that will always equal to 1.0 in a laminar boundary-layer. 
It is also used in the 9-equation model as given in Eq 4.37. 
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4.1.3  Sustaining turbulence 
In free flight conditions, the large scale of turbulent eddies exists in the free air and is one of the 
sources of disturbances to general T-S transition. However, in the CFD computational domain, 
which has a very large computational domain to ensure numerical requirements for far-filed 
boundary condition, as a result, the free decay of turbulence quantities is inevitable. The decay 
rates can be very large and non-physical when commonly used inflow values for the turbulent 
quantities are specified. Moreover, it has no reason to obey the decay equations used to calibrate 
the turbulent models in isotropic turbulence. In reality, the kinetic energy relevant to the aircraft 
flow varies very little over the size of the CFD domain [96].In addition to being unrealistic, the 
steep decay associated with such inflow values is not calculated accurately as the grid is not fine 
far from the geometry. The decay is grossly underestimated and grid-dependent.  
Spalart & Rumsey [96] have proposed an approach to interact with the Menter SST model by 
introducing additional source terms for the k-equation and the ω-equation. They are denoted as 
ambk,P  and amb,P . The boundary-layer turbulence responds only to what we will call the ambient 
values of the turbulence variables: those in the vicinity of the aircraft. Thus, for example, grid-
dependent ambient values can have an influence on the location in the boundary layer in which 
the model yields the onset of transition to turbulence. Since small variations in transition location 
do not typically have a glaring impact on the global results, this problem is largely out of sight for 
the user [96]. 
 ambambambk, k =P   Eq 4.38 
 
ambambamb,amb,  =P    Eq 4.39 
 2
0
610 U =kamb
  and 
L
U
 =ωamb
05  Eq 4.40 
Here, L is the defining length-scale for the particular problem, usually associated with some 
feature or scale of the aerodynamic body of interest. In the equations, amb and ambk are taken to 
be these far-field boundary values. The extra terms have the effect of exactly canceling the 
destruction terms in the freestream when the turbulence levels are equal to the set ambient levels. 
Inside the boundary layer, they are generally orders of magnitude smaller than the destruction 
terms for reasonable freestream turbulence levels (say, Tu = 1% or less), therefore, have little 
effect. The far-field boundary condition 20
610 U =kamb
 corresponds to a freestream Tu level of 
0.08165%. The level does not match the freestream conditions for many airfoil test cases which 
are tested in a wind tunnel with turbulence intensity of the order of 0.2% or slightly higher. To 
apply their modification to the flow of interest, the ambient values were set to a function of the 
given freestream turbulence intensity and viscosity ratio at the inlet, as shown in Eq 4.41 which is 
proposed by Seyfert et al. [91]. Here Tu is the turbulence intensity of the wind tunnel in the inlet 
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or of the real world. U is the local velocity. By this setting, in the vicinity of the wall, the 
imposed ambient turbulent kinetic energy is far smaller than the local turbulent kinetic energy 
thus the ambient term have a tiny effect on the original turbulence model. The ambient values 
were set to a function of the given freestream turbulence intensity and viscosity ratio at the far-
field boundary.   
 
2
2
3
UTu =k 2amb   and  
freestreamt
amb
amb
μμμ
ρk
 =ω  Eq 4.41 
The ambient term follows the idea of Seyfert et al. [91], and it is designed to associate with 
the production of Reynolds stresses as Eq 4.42 and Eq 4.43.  
 
ambambambij, k =P 
3
2  Eq 4.42 
 
ambambamb,  =P    Eq 4.43 
In Spalart & Rumsey [96] and Seyfert et al. [91], they add the ambient term to the source term of 
the equation directly. However, this modification changes the turbulence equation in the 
turbulence boundary layer. The ambient term is very small in comparison to the production term, 
but still plays a role. It is better to deactivate the ambient term in the turbulent boundary layer, the 
author of the thesis realize this by setting a threshold to control it. Here the ambient term is only 
activated when  
 
ambkkk PP ,  Eq 4.44 
This can ensure the ambient term does not have an impact on the turbulent boundary layer at all. 
4.1.4 Length-scale equation modification 
The transport equation of the length-scale for the SSG/LRR-ω RSM model and the Menter SST 
k-ω model is re-written as follows: 
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The production term for SSG/LRR-ω RSM model is given in Eq 4.46,  
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To understand this term, recall the anisotropy tensor defined in Eq 4.8, the ratio of Reynolds 
stress to the turbulent kinetic energy can be written as 
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Then Eq 4.45 becomes  
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In the laminar region the Reynolds stresses vanish, thus 0ijb  and Eq 4.49 is obtained.  
 0, lamP  Eq 4.49 
On the other hand, the production term for Menter SST k-ω model is given as 
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The corresponding Reynolds stresses in the SST model are modeled based on the Boussinesq 
eddy-viscosity approximation, written as 
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Where the turbulent eddy viscosity Tv  is defined by Menter with the shear stress assumption [61] 
as 
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The production of turbulence kinetic energy in the boundary layer for incompressible flow are 
simplified as 
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  Eq 4.53 
Here the mean strain rate is  
   212 ijijSSS   Eq 4.54 
In the end, the production of  is linear to the square of the mean strain rate. In contrast to the 
RSM model, in the laminar region, the production does not vanish. This is a fundamental 
difference of an RSM model to the eddy-viscosity model in the laminar region and results in 
different transitional behavior in the end.  
 2SP     Eq 4.55 
Figure 4.1 is velocity profile and the specific dissipation rate () profile at the same location in 
the boundary layer for a fully turbulent plate with the same numerical settings and turbulence 
inlet conditions. The y-axis is the non-dimensional wall distance scaled by the boundary-layer 
thickness, and the x-axis is the magnitude of the velocity in the left hand figure and specific 
dissipation rate () in the right hand figure. It is shown that the profiles predicted by SST model 
and SSG/LRR- model are almost identical in terms of the velocity distribution and specific 
dissipation rate ().  
 
Figure 4.1: Velocity profile and specific dissipation rate distribution in the fully boundary layer 
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Figure 4.2 shows the velocity profile and specific dissipation rate (ω) profile in a laminar flat 
plate. The original γ-Reθt SST model, the γ-Reθt RSM model without modified length-scale 
equation and the γ-Reθt RSM model modified length-scale equation which is shown later are 
tested and compared. In the laminar region, the velocity profiles at the same location predicted by 
different approaches are the same. In contrast, the specific dissipation rate (ω) for the γ-Reθt RSM 
model without modified length-scale equation as depicted in red in the left hand figure decreases 
towards to the wall. This distribution is because of the behavior of the production term for the 
RSM model. In the laminar boundary layer, the turbulence Reynolds stresses in the upper part of 
the boundary layer are not zero due to the diffusion effect transporting turbulence from the 
freestream into the boundary layer, thus the production of ω does not vanish. However, the 
production of the Reynolds stresses is smaller than the dissipation in the laminar boundary layer, 
and even smaller near the wall, thus, the turbulent Reynolds stresses vanish from the top of the 
boundary layer to the bottom. As the Reynolds stresses tend towards zero, the production of ω 
vanishes as well. Because the wall condition for ω defined in Eq 4.28 produces a very high level 
of ω, this results in an increasing of ω again approaching further to the wall. As a result, in the 
laminar boundary layer, the ω profile has a concave shape approaching the wall along the wall 
distance. This behavior proves to have a negative influence on the turbulence growth in the 
transition region that the growth rate of turbulence in the transitional region is too fast. The 
transition length (defined as the distance from the location where the skin-friction coefficient 
starts to grow to the point where the skin-friction reaches its peak and decreases downstream 
when the flow has fully transitions from laminar to turbulent flow) is too short if one uses the 
unchanged formulation of the ω-production. In figure 4.3, the transition length predicted by the γ-
Reθt RSM model without modified length-scale equation is obviously shorter than the other 
approaches as well as the measured data. For the original γ-Reθt SST model, the production term 
of ω in the laminar region is determined only by the mean strain-rate, which assures that the 
distribution of ω is a function of velocity profile only and mathematically predictable. But in the 
γ-Reθt RSM model without modified length-scale equation, the distribution of ω is also 
determined by the level of turbulence, which makes the evaluation of ω in the laminar and 
transitional region more difficult. Hence, the production of ω for the RSM model is modified 
using a hybrid approach via Eq 4.56. By such a specific design, as illustrated in Figure 4.2 (left), 
the profile of ω is identical to the original γ-Reθt SST model. 
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lamC  is a weight function and given in  Eq 4.56.  The -production is proportional to the square 
of absolute value of strain rate when the factor lamC is 1 and returns back to the original 
production term of SSG/LRR- model as lamC is 0. Between 0 and 1, it is determined by the 
intermittency factor  and local transition onset momentum thickness Reynolds number θteR
~
. This 
special formulation can improve the near-wall performance of   when the flow is fully laminar 
and the transitional behavior for flows with very high turbulence level. 
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The typical example is the T3A- test case [81] with transition onset at the end of the flat plate. 
Figure 4.3 illustrates the different skin-friction coefficient distributions predicted using the 
different formulations for the ω-production. The accuracy of the transition onset location is not 
important here because the models used here are not calibrated yet. The original γ-Reθt SST 
model and the γ-Reθt RSM model with modified length-scale equation predict a better transition 
length as well as the growth rate of turbulence. The γ-Reθt RSM model without modified length-
scale equation yields a steeper slope which indicates that the turbulence grows very fast 
downstream transition onset as discussed before.  
 
Figure 4.2: Velocity profile and specific dissipation rate distributions in the fully laminar boundary 
layer 
 
Figure 4.3: Skin-friction distributions for T3A- flat plate using different formulations for the ω-
production 
4.2 Streamwise transition calibration 
In order to predict the stream-transition, the original form of the whole framework of γ-Reθt 
model is kept without any change for the following reasons. The transition model is built based 
on only local quantities such as the turbulence intensity in the freestream, the vorticity Reynolds 
number determined only by the velocity profile itself. The turbulence quantities affect the 
transition model only by the turbulence viscosity ratio in the form of control functions. Thus, the 
link to the turbulence model is weak, and there is no need to modify the γ-Reθt model in purpose.  
The production term is defined in Eq 4.58. Here the growth rate of intermittency is controlled by 
the Fonset function and Flength. If Fonset is zero, the production is zero. The other components in the 
production term are about the dimension issue and are set as the limitation for the intermittency 
factor (e.g. γ cannot exceed 1).  
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      1
5.0
1length 1= eonseta cFScFP   Eq 4.58 
The destruction term is designed to be zero for turbulence flow. In the laminar boundary layer, it 
plays as a sink term varies only to the value of intermittency factor. 
  1= 22    eturba cFcE  Eq 4.59 
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The local turbulence viscosity ratio ( TR ) is used as a key parameter in the blending function and 
defined as 
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RT   Eq 4.61 
The constants for the intermittency equations are 
 1.0=   0.06;=   50.0;=   2.0; =  1.0;= 22 faea1e1 cccc   Eq 4.62 
The prediction of separation induced transition is controlled by the separation intermittency 
factor sep   which can be larger than 1 as the vorticity Reynolds number vRe  exceeds cRe235.3 , so 
transition occurs and is finished in a short distance so that the flow can re-attach on the wall again. 
Here cRe  is a critical Reynolds number to define the onset of turbulence, and more details are 
given later. 
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The effective intermittency factor is the maximum of the transport intermittency factor and the 
separation intermittency factor, and this is the term interacting with the turbulence model directly. 
  sepeff  ,max  Eq 4.65 
The constant for the function of the separation intermittency factor is given in Eq 4.66, and it 
controls the size of separation bubble, the larger value corresponds to smaller separation region. 
In this thesis, it is not further calibrated because this value works well. 
 21 s  Eq 4.66 
In Eq 4.63 an important blending function is used, it is formulated by the approximated 
boundary-layer thickness, a wake function ( wakeF ) and the intermittency factor. It is supposed to 
be 1 in the boundary layer and 0 away from the boundary layer.  
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Eq 4.67 
The boundary-layer thickness is simulated by the transport teR
~
as shown in Eq 4.68. Due to these 
settings, the boundary-layer thickness is only an approximation valid for certain Reynolds 
numbers. 
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The wake function ensures that the blending function is not active in the wake regions 
downstream of an airfoil. 
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The transport θteR
~
 equation is the same as in the original γ-Reθt model. 
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Here t  is a time scale, which is present for dimensional reasons. The blending function tF  is 
used again to turn off the source term in the boundary layer and allows the transported scalar θteR
~
 
to diffuse in from the freestream. In the freestream, tF  is 0, and the transport scale θteR
~
is equal 
to θtRe which is the transition onset momentum Reynolds number defined in Eq 2.22 to Eq 2.25. 
The model constants for the θteR
~
 equation are 
 2.0=     0.03;= ttc    Eq 4.72 
The empirical correlations given in Eq 2.22 to Eq 2.25for transition onset are based on the non-
dimensional pressure-gradient parameter defined as 
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The momentum thickness is computed via Eq Eq 4.74 
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Where dsdU  is the acceleration along the streamwise direction and can be computed by taking 
the derivative of the velocity U in the x-, y- and z-directions and then summing up the 
contributions of these derivatives along the streamwise flow direction. It should be noted that the 
use of the streamline direction is not Galilean-invariant, because the velocity appears explicitly in 
the formulation of the equations. This property comes from the original model formulation and 
has been kept unchanged:  
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The empirical correlations for streamwise transition, Eq 2.22 to Eq 2.25, are solved iteratively 
because the momentum thickness θt is present on the left-hand side of the equation and also on 
the right-hand side in the pressure-gradient parameter θ. An initial guess for the local value of θt 
was obtained based on the zero pressure-gradient solution of Eq 2.22 to Eq 2.25and the local 
values of the turbulence intensity.  
For numerical robustness, the acceleration parameters, the turbulence intensity defined in Eq 2.18, 
and the empirical correlation should be limited as follows: 
   20Re;027.0%;1.01.0  tTu   Eq 4.80 
On the wall, the normal flux of both  and Reθt are zero. 
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On the farfield, the intermittency is set to one, and the transport teR
~
 is initiated according to the 
freestream turbulence intensity using Eq 2.22 to Eq 2.25by assuming zero pressure gradients at 
the farfield. 
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4.2.1 New onset function 
The onset function controls the growth of the intermittency factor, and it is a little different to the 
original function. The 1onsetF  function is a ratio of the vorticity Reynolds number over 2.193 
(which is used to approximate the momentum thickness Reynolds number of laminar boundary 
layer) to the critical momentum thickness Reynolds number which determines the location where 
turbulence starts to grow. The transition momentum thickness Reynolds number ( θtRe ) indicates 
the transition location where turbulence usually fully dominates. Thus θcRe  is smaller than θtRe , 
and is not measurable. So θcRe  is calibrated by numerical simulations to match the experiment.  
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The onset function is then further transformed to a 4
th
 order exponential function so that once 
1onsetF  is larger than 1, then the growth rate is accelerated. Here the origonsetF _2  is the same function 
named as 2onsetF  in the original γ-Reθt model 
   )0.2,,min(max 4 11_2 onsetonsetoriginalonset FFF   Eq 4.84 
   origonsetbponsetnbponset FfFfF _22 1   Eq 4.85 
Here bpf is a new blending function and only activated when θteR
~
is smaller than 120, 
corresponding to a turbulence intensity of more than 6.5% and bypass transition usually. This 
modification aims to improve the prediction ability of the T3B test case [81] which will be shown 
in the next chapter. 2onsetF  is equal to origonsetF _2  if bpf  = 0. 
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3onsetF  is a control function defined by the local turbulence viscosity ratio TR  given in Eq 4.61. If 
TR  is smaller than a critical value, and then 3onsetF is about 1, as a result the final onset function 
defined in Eq 4.89 is determined by the value of onset function 2onsetF . If 2onsetF  is not strong 
enough to trigger a transition, or in other words, if it is smaller than 1, then the final onset 
function is 0 and the flow stays laminar. 
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  0,max 32 onsetonsetonset FFF   Eq 4.89 
The critical value for TR has an influence on the transition length especially for crossflow 
transition and the impact study can be found in Appendix D.1. For the streamwise transition, the 
original value is kept as given in Eq 4.90. 
 5.2a  Eq 4.90 
4.2.2 New correlation function 
The two missing parts for the transition model are the following. Firstly, the correlation functions 
for the critical momentum thickness number θcRe  which are used for different regimes of its 
variable teR
~
and control the onset of streamwise transitoion. Secondly, the transition length 
control function Flength controls the growth rate of intermittency factor. There are different sets of 
values which can be used to get the expected transition location, but not all of them make sense. 
Figure 4.4 shows the influence of different sets of these two critical parameters for the prediction 
of the transition process on the T3A- case [81].  A smaller value of Flength given by blue line in 
the figure yields a long transitional region and yields the transition far downstream compared to 
the larger value of Flength given by the red line. However, Flength must not be too small, because 
too small values result in a too long transitional region which may not exist for real flows. This is 
shown by the blue line. Turbulence starts to grow at Rex = 1.0×10
6
, where it occurs too far 
upstream and no sign of transition in the experiment is visible.  
The final correlations for Flength and cRe  based on the benchmark test cases are defined as 
follows: 
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Figure 4.4: Skin-friction distributions for T3A- flat plate with different critical correlation 
parameters 
In certain cases, such as transition at higher Reynolds numbers, the value of 
teR
~

 will often 
decrease to very small values in the boundary layer shortly downstream the transition. Because 
Flength is based on it, this can result in a local increase in the source term for the intermittency 
equation, which in turn can show up as a sharp increase in the skin-friction [46]. The skin-friction 
does eventually return back to the fully turbulent value, however, this effect is unphysical. It 
appears to be caused by a sharp change in the value of y
+
(1) in the viscous sub-layer where the 
intermittency decreases back to its minimum value due to the destruction term. This effect can be 
eliminated by forcing Flength to be always equal to its maximum value (in this case 40.0) in the 
viscous sub-layer. The modification does not appear to have any effect on the predicted transition 
length. An additional benefit is that, at higher Reynolds numbers, the model now appears to 
predict the skin-friction overshoot as measured in experiments: 
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   sublayersublayerlengthlength FFFF  0.401  Eq 4.96 
4.3 CF transition calibration  
The transport equations for the intermittency and the transition momentum thickness Reynolds 
number in the original γ-Reθt model are quite flexible to take more transition mechanisms into 
consideration. Here, the production of the intermittency factor is modified by adding CF 
transition to the modeling framework. For the current CF-extension, the production of the 
intermittency factor consists of two parts. One part accounts for the streamwise transition which 
is the same as the original model, given in Eq 4.97; the other part contains the contribution due to 
crossflow transition, given in Eq 4.98. In order to differ with the original form, the subscript ‘cf’ 
is used as an indicator that the corresponding term models the crossflow transition. Then, the 
overall contributions including streamwise transition and crossflow transition are summed up 
simply as Eq 4.99. The destruction term of the intermittency stays the same as the original one, as 
written in Eq 4.100. The closures for Eq 4.97, Eq 4.98 and Eq 4.100 in γ-Reθt-CF model stay the 
same as shown in Eq 4.62 and are not listed here. 
      1
5.0
1length1 1= eonseta cFScFP   Eq 4.97 
      15.0,1cflength,2 1= ecfonseta cFScFP   Eq 4.98 
 
21=   PPP   Eq 4.99 
  1= 22    eturba cFcE  Eq 4.100 
4.3.1 Local C1-based approach 
To control the onset of crossflow transition in the γ-Reθt -CF model, a similar onset function for 
crossflow is defined from Eq 4.101 to Eq 4.105. 
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cfonsetF ,1 is the onset function for the crossflow transition, when the simulated cross-wise 
displacement thickness Reynolds number corr,2Re  exceeds the critical crosswise displacement 
thickness Reynolds number C,2Re , transition starts to grow. The approach to approximate 
corr,2Re is based on the vorticity Reynolds number over a Reynolds number ratio corrratio,Re , here it 
is a variable of the local sweep angle  and the pressure gradient. 
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Eq 4.102 
Here the correlation functions are very complex and can be found in Eq 3.34-Eq 3.36 
   0.2,,maxmin 4 ,1,1,2 cwonsetcfonsetcfonset FFF   Eq 4.103 
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  0,max ,3,2, cfonsetcfonsetcfonset FFF   Eq 4.105 
The control functions for crossflow transition onset follow the idea of the control functions for 
streamwise transition in the original -Reθt model as given in Eq 4.103 to Eq 4.105.  
The transition process is controlled by Eq 4.103 to Eq 4.105 and Flength,cf in Eq 4.107.  Here a is 
the model constant and needs to be calibrated, and Reδ2,c, Flength,cf are the critical functions and 
need to be calibrated as well. The simulated transition region is relatively thin and the transition 
process is slow if the value of the closure coefficient in Eq 4.104 stays the same as the original -
Reθt model. To accelerate the transition process, it is set to  
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 5.1a  Eq 4.106 
The calibration of cflengthF , for crossflow transition prediction yields a constant value 5.0 in this 
case. In order to remove the drawback that in the fully turbulent region the computed skin-
friction coefficient does not return to fully turbulent value as found before for the original -Reθt 
model, it is forced to be its highest value in the viscous sub-layer as well. 
   sublayersublayercflength FFF  0.4010.5,  Eq 4.107 
The start of the transition process in the model occurs upstream of the transition locations which 
is usually considered as transition onset location, for example, when is has been measured in an 
experiment. After a certain evolution process, the flow turns from laminar to turbulent. The start 
of the transition process in the model is associated with the critical Reynolds number. To simplify 
the calibration process, the critical Reynolds number is designed as linearly proportional to the 
transition Reynolds number T,2Re (defined in Eq 2.13 and Eq 2.14, the streamwise shape factor 
in the correlation function can be approximated by the Eq 3.68) as 
 
TC c ,2,2 ReRe    Eq 4.108 
The final calibrated value for the closure is  
 65.0c  Eq 4.109 
4.3.2 Local helicity-based approach 
For the helicity-based approach, the design of onset function and the control functions are the 
same as the local C1-based approach. They are defined by Eq 4.110 to Eq 4.113. 
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The onset of crossflow transition depends on the helicity-based Reynolds number ReHe. If it 
reaches a critical value defined by ReHe,C, then the onset function is larger than 1, as a result the 
production term in Eq 4.110 is activated and the intermittency starts to grow. The onset control 
functions are the same as in the local C1-based approach. The transition process is controlled by 
Eq 4.112 and Flength,cf in Eq 4.116.  Here a is the model constant which needs to be calibrated. 
ReHe,C and Flength,cf are the critical functions which need to be calibrated as well. 
 0.2a  Eq 4.114 
   sublayersublayercflength FFF  0.4010.5,  Eq 4.115 
Also in this approach the start of the CF transitions process occurs upstream of the real transition 
onset point. Thus the critical helicity-based Reynolds number (ReHe,C) for crossflow transition is 
smaller than the value associated with the point of transition onset, ReHe,T. A study of the 
crossflow transition cases yields that 0.55 times of the transition criterion based on helicity 
Reynolds number (ReHe,T defined in Eq 3.76) fits quite well to the experimental measurement in 
terms of the real transition onset location.  
 
THeCHe c ,, ReRe   Eq 4.116 
The final calibrated value for the closure is  
 55.0c  Eq 4.117 
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Chapter 5    Grid influences and best practice 
 
Before verifying the transition prediction method on the complex geometries, the model behavior 
on different meshes and the numerical schemes should be conducted to understand the grid 
requirement and numerical behavior of the transition model. As we know that the turbulent 
models yield changing results as the grid is refining until the grid convergence is achieved, the 
transition model shall have the same grid-dependence problem on coarse mesh. In section 5.1 the 
grid convergence study will be performed on a flat plate without pressure gradient for streamwise 
transiton prediction and on an infinite swept wing for crossflow transition prediction. The 
requirements of generating mesh for the transition model will be proposed when applying the -
Reθt RSM model with/without crossflow extension. The numerical scheme study will be 
conducted and presented in section 5.2, which shows that the transition line location is very 
sensitive to the level of numerical errors induced from the different discretization schemes used. 
When the sustaining turbulence is activated, the inflow condition should be set carefully and the 
best practice is concluded as well and given in section 5.3. For very complex configurations, due 
to poor mesh quality as well as flow complexiety, the SSG/LRR- model or the SSG/LRR- 
model coupled with the -Reθt model may not run or get converged, some suggestions on 
applying this model for such complex flow will be discussed in section 5.4. 
All computations are done using the DLR TAU code [89]. The TAU code is a modern three-
dimensional, parallelized performance-oriented, compressible RANS code that uses unstructured 
hybrid grids, which may consist of hexahedral, tetrahedral, pyramidal, and prismatic cells. The 
code is based on a finite volume formulation and uses an edge-based dual-cell approach (that is, a 
vertex-centered scheme), where the inviscid terms are computed employing either a second-order 
central scheme or one of various upwind schemes with linear reconstruction for second-order 
accuracy. The viscous terms are computed with a second-order central scheme. For the 
convective terms of the turbulence equations a first-order and a second-order Roe-type upwind 
discretization scheme are available. Scalar or matrix artificial dissipation may be chosen by the 
user and a low Mach number preconditioning is available, enabling the solver to be applied to 
incompressible flow problems. The time integration can be carried out using either an explicit 
hybrid multistage Runge–Kutta scheme or an implicit approximate factorization scheme. For 
steady-state calculations, the integration is accelerated by local time stepping and explicit residual 
smoothing. These techniques are embedded in a multigrid algorithm based on agglomerated 
coarse grids. In fully-turbulent computations, one-equation or two-equation eddy viscosity 
models and a number of Reynolds stress models are available. For transitional flow, transition 
can be predicted either by transport equation type model (Langtry & Menter -Reθt SST model 
[62] and -Reθt-CF SST model [34]) or by the transition module [45], which is developed for 
automatic transition prediction in RANS computations. A coupled program system is used, 
consisting of a transition prediction module implemented directly into the flow solver. The code 
can be used together with a laminar boundary-layer method, COCO [85], for the calculation of 
highly accurate laminar boundary-layer data. Alternatively, the boundary-layer data can be 
directly extracted from the RANS solution. A fully automated, local linear stability code, LILO 
[86], analyzes the laminar boundary layer and detects transition due to Tollmien-Schlichting or 
crossflow instabilities.  
5.1 Grid convergence  
5.1.1 Streamwise transition 
In this thesis, the focus is the transition behavior for wall-bounded flow, so the most important 
issue with respect to grid convergence study is to investigate the grid requirement in the boundary 
layer. In general, for unstrucuted meshes the grid topology in the boundary layer for 2D flow is 
structured mesh and for 3D flow is prism-layers, the key factors are the grid expansion ratio in 
wall-normal direction, the resolution of the viscous sub-layer as well as the streamwise resolution. 
The flow on the flat plate without pressure gradient is the ideal test case to study this above issue 
for the transition model. Furthermore, the mesh of the flat plate case is very simple to design, 
here the Schubauer and Klebanoff (S&K [88]) flat plate is used because it is a natural transition 
case which is very interested for aircraft designers. The distributions of the skin-friction 
coefficient are used to demonstrate the influences of the factors discussed above.  
Figure 5.1 is an example of the effect of the grid expansion ratio in the boundary layer for S&K 
flat plate. The overall number of mesh points is the same with 350 grid points in the streamwise 
direction and 200 grid points in the wall-normal direction. The distance of the first grid layer to 
the wall is the same, which is 5×10
-6
m, corresponding to y
+
(1) <1 on the whole plate. The grid 
expansion ratio varies from 1.01, 1.1 and 1.4, respectively. A small grid expansion ratio indicates 
a high grid resolution in the boundary layer. The grid in the streamwise direction distribute 
averagedly. The grid resolution in the boundary layer is independent to the grid numbers in the 
wall-normal direction with the above described settings.  
 
Figure 5.1: Comparison of skin-friction coefficient for different expansion ratios in the wall-normal 
direction 
It is clear that the effect of the expansion ratio in the viscous boundary layer has a significant 
influence on the result. The smaller this ratio, the more upstream the transition onset locates. The 
transition location moves upstream as the expansion ratio decreases from 1.1 to 1.01 slightly, and 
1.01 is already a value not possible for industrial application to generate an affordable mesh for 
complex geometry, thus it can be concluded that the expansion ratio for a general mesh being 
approximately 1.1 is acceptable to use, but larger than 1.1 is not enough. This can be explained 
by the fact that the onset of the transition depends on the growth of vorticity Reynolds number 
Rev defined in Eq 3.1, which relies strongly on the grid resolution in the wall-normal direction. 
And too coarse mesh in the boundary layer yields an under-estimated the velocity gradient in the 
expansion ratio r : 
 
r = 1.4 
r = 1.1 
r = 1.01 
 
grid points: 350×200 
first grid line y(1): 5×10
-6
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wall-normal direction and an under-estimated the vorticity Reynolds number and finally a 
delayed transition location.  
The refinement in the viscous sub-layer is also a key parameter to determine the grid quantities. 
Figure 5.2 illustrates 3 different meshes with the same number of grid points and the same 
expansion ratio (which is 1.1) in the boundary layer but with different first level of the grid to the 
wall corresponding to different y
+ 
(1). It is, however, clearly shown that this model is not 
sensitive to the even finer resolution of the laminar boundary layer. This indicates that the mesh 
requirement for the transition model is the same as for the turbulent model, that y
+
 (1) of the 
order of 1 is enough for the transition prediction.  
 
Figure 5.2: Comparison of skin-friction coefficient for different distance of first grid level to wall 
(y
+
(1)) 
 
Figure 5.3: Comparison of skin-friction coefficient for different grid number in streamwise and 
wall-normal direction 
The grid convergence study was performed on the meash with 1.01 for the grid expansion ratio 
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-6
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and with first mesh point to the wall equal to 5×10
-6
. 4 sets of meshes with different grid 
resolution in the computation domain were used, the first 3 types have 200 grid points in wall-
normal direction, but the grid points are 120, 200 and 350 in streamwise direction; the last mesh 
has 400 points in wall-normal direction and 700 points in the steamwise direction. Figure 5.3 
shows that grid convergence is achieved finally on the finest mesh. Except the coarse mesh with 
120 grid points in the streamwise direction, other meshes yield almost the same results. This 
study indicates that in the streamwise direction too less grid points yield higher skin-friction in 
the laminar region and is not recommended for streamwise transition prediction.  However, if 
enough grid points placed in the streamwise and the wall-normal direction, grid convergence can 
be achieved. 
The grid study on the flat plate case suggests the conclusion that the mesh for the transition 
model requires a high resolution in the wall-normal direction (grid expansion ratio r ≤ 1.1 and y+ 
(1) ≈1) to get the correct velocity gradient in the boundary layer and a certain number of grid 
points (which depends on case to case, for example, approximate 200 points for S&K flat plate) 
placed in the streamwise direction. By these settings, the transition model developed in the thesis 
could obtain grid-independent solution for streamwise transition. 
5.1.2 Crossflow transition 
Concerning crossflow transition, the crossflow velocity is more sensitive to the grid resolution 
because the crossflow velocity is only a very small part of the overall velocity in the boundary 
layer. Given this fact, the studies of grid convergence with the two variants of the CF-extension, 
the local C1-based model and the local helicity-based model, are essential and performed in this 
section. The grid convergence study was carried out on the ONERA D infinite-swept wing [84].  
For such configuration, an unstructured-hybrid mesh is used. The airfoil is covered by an O-type 
hexahedral mesh layer around the airfoil and the rest of the computational domain is filled with 
tetrahedral cells. Since the height of the O-type layers is a constant value usually evaluated by 
estimating the turbulent boundary layer thickness at the trailing edge, then the grid expansion 
ratio is calculated by the grid generator automatically when giving the number of hexahedral 
layers. A series of mesh with different level of resolution in contour and wall-normal directions 
were generated for comparison. The number of grid points for the hexahedral domain varies from 
128 to 512 in the contour direction and from 24 to 128 in the wall-normal direction. The distance 
of first grid level to the wall is the same for all meshes and y
+
 (1) ≈1 is also satisfied.  
   
Figure 5.4: Cf distributions varying with different numbers of grid points in contour and wall-
normal directions for the local C1-based (left) and the helicity-based (right) γ-Reθt-CF RSM model 
grid points: contour × wall-normal  
C1-based γ-Reθt-CF RSM 
 
 
 
grid points: contour × wall-normal  
helicity-based γ-Reθt-CF RSM 
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For the local C1-based approach, the left side of Figure 5.4 shows the computed Cf distributions 
on 5 sets of mesh. For the cases with 256 points in the contour direction but different grid points 
in the wall-normal direction, it is clearly shown that transition locations moves upstream as the 
grid points in the wall-normal direction increase. 24 grid points in wall-normal direction yield too 
downstream transition location, as shown by the green line. When comparing the red curve with 
the bule curve, both of them have 32 points in the wall-normal direction, transition location 
moves downstream when doubling the mesh in the contour direction. If the transition point is 
defined as the point where Cf starts to grow rapidly, then grid convergence is achieved when 
comparing with the black line and dashed orange line.  
For the local helicity-based approach, a same grid convergence study was performed and the 
predicted Cf distributions are shown in the right side of Figure 5.4.For the local helicity-based γ-
Reθt-CF RSM model, very similar conclusion is found, that this crossflow transition prediction 
approach also require more than 32 points in the wall-normal direction for ONERA D infinite 
swept wing [84]. The different numbers of grid points in the streamwise direction have an effect 
on the transition length as well. Grid convergence is also achieved when the mesh has more than 
256×64 points in the O-type hexahedral layers.  
With both model variants an acceptable nearly grid-converged result has been obtained for the 
infinite swept wing, and the mesh requirement for the boundary layer is that with sufficient fine 
mesh, for instance 64 grid points in the wall-normal direction and 256 grid points in the contour 
direction, the grid-independent solution for the γ-Reθt-CF RSM model developed in the thesis can 
be achieved.  
5.2 Numerical scheme settings 
The discretization method is studied on also the ONERA D case [84] as a simple test case to 
understand how the numerical scheme of the convective terms for the turbulence equations can 
affect the transition location finally. The transition model is the helicity-based γ-Reθt-CF RSM 
model. In TAU code [89], 5 numerical discretization schemes are available for the turbulent 
fluxes discretization, which are: the first-order Roe-scheme (Roe) and second-order Roe-scheme 
(Roe2nd), two types of the central scheme with small differences with one named as “average of 
flux”  (AoF: the flux is the central average of the analytic flux on each side of the face) and the 
other named as “flux of average” (FoA: the flux is the analytic flux of centrally averaged 
conservative variables on the face), as well as another first order upwind scheme “AUSMDV”.  
The hybrid mesh for the O-type hexahedral domain has 250 points in the contour direction and 64 
points in the wall-normal direction, the other domain is filled with tetrahedral cells. The other 
settings for the turbulence model and numerical settings are the same. The distributions of skin-
friction coefficient on the whole surface computed by the above discussed discretization methods 
are shown in Figure 5.5, which illustrates that the first-order schemes including the Roe-scheme 
and the AUSMDV scheme yield too upstream transition transition. The other second-order 
schemes including the Roe-scheme and two central schemes yield almost the same transition 
location.  
The other test case is the prolate spheroid [43] as an example for a three dimensinal test case in 
combination with grid convergence study, for this case the transition location on the surface of 
spheroid forms a curve and the measured skin-friction is also available for comparison. The mesh 
is a hybrid unstructured mesh with prism layers in the boundary layer, the height of the prism 
layers is not defined by the turbulent boundary layer thickness, but a constant value based on the 
geometry of spheroid, so in this study, the number of grid points in this study can not be used as a 
reference. A different number of prism layers from 64 to 256 are placed in the near-wall region to 
resolve the boundary layer. The mesh size on the surface is also adapted to the size of the prisms 
in the boundary layer. A coarse mesh in the boundary layer corresponds to a coarse mesh on the 
surface as well.  
On this spheroid with a Reynolds number of Re = 6.5×106, if only the first-order Roe scheme is 
employed, as depicted in Figure 5.6 that grid-dependent solutions are achieved on the finest grid 
which has 256 grid points in the wall-normal direction and the minimum size of the cell on the 
surface is 1.25×10-3 m. Since even finer mesh is too costy to run, whether the grid converged 
solution has been achived so far is not clear. In the computation, the transition location on the 
leeward and the nose is quite identical and matches the experiment very well, but on the 
windward transition moves further downstream when the grid is finer. On the windward of the 
spheroid, transition occurs due to other transition mechanisms in the experiment. This 
phenomenon is not able to be captured by current transition modeling approach, thus a laminar 
flow on the windward is expected on the windward side in simulations.  
 
Figure 5.5: Different numerical schemes for turbulent fluxes in TAU code on ONERA D wing (Roe: 
first-order Roe upwind scheme; Roe2nd: second-order Roe upwind scheme; AoF: average of flux, 
second-order; FoA: flux of average, second order; AUSMDV: first-order AUSMDV upwind scheme) 
 
Figure 5.6: First-order Roe scheme for turbulent 
convection terms varying with different 
numbers of nodes in the wall-normal directions 
(flow is from left to right with incident angle of α 
= 15°) 
Figure 5.7: Comparison of first-order and 
second-order Roe schemes (flow is from left to 
right with incident angle of α = 15°) 
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For the finer mesh with 128 nodes in the wall-normal direction, the transition pattern is as 
expected and identical to the computation given in Figure 5.6 with first-order Roe-scheme but 
256 grid points in the near wall region. Hence, a fine mesh and a second-order numerical 
discretization are needed for the -Reθt-CF model.  
However, when second-order Roe-scheme is employed, as depicted in Figure 5.7, obvious 
improvement is achieved even on the coarse mesh, the expected laminar flow moves to the aft on 
the windward surface.  
The investigations done on the infinite swept wing and the spheroid indicate that, for simple case 
or complex, it is recommended to employ the second-order scheme for the discretization of 
convective fluxes for transition model. If much finer mesh is used, the grid convergence solution 
on a 3D geometry can be achieved. 
5.3 Sustaining turbulence 
Sustaining turbulence term is a trick to maintain the suitable turbulence intensity in the vicinity of 
the airfoil or aircraft without considering the free decay of turbulence in the computation domain. 
In this thesis, the ambient value for the sustaining term is designed to be determined by the 
freestream turbulence, which consists of the freestream turbulence intensity and turbulent 
viscosity ratio (RT). The turbulent viscosity ratio is the ratio between the turbulence viscosity and 
the molecular viscosity as written in Eq 4.61. The study on the ONERA D infinite swept wing 
[84] is presented here as an example with the sustaining term is activated. For this case, the 
transition is triggered by crossflow instabilities. The turbulence viscosity ratio varies from 0.01 to 
20. When this value is too small, for a given constant turbulent intensity, the specific dissipation 
rate (ω) will be very high in the freestream. As a result, the high value of ω is transported into the 
boundary layer by convection and diffusion effect, which causes unphysical low skin-friction 
coefficients and delays transition. When RT is larger than 1, the computed surface-friction does 
not vary with the initial value of turbulence anymore. Therefore, to get a reliable result using 
sustaining turbulence technology, the turbulent viscosity ratio shall be larger than 1. 
 
Figure 5.8: The impact of turbulence viscosity ratio (RT) at the farfield boundary using sustaining 
turbulence 
5.4 Other settings 
For the SSG/LRR-ω, there are two choices for the diffusion model, as given in section 4.1.1, and 
it is recommended to use GGDH as the diffusion model [24]. For very complex geometries, the 
recommended RSM model and the corresponding transition model coupled with the -Reθt model 
may not be able to get a converged solution, however, the SGDH diffusion model is simpler and 
more robust based on the experience of author.There is no significant impact on the purely 
attached flow in terms of transition location as depicted in Figure 5.9, where the -Reθt-CF RSM 
model is used with only different diffusion models for RSM model. The cases that GGDH 
diffusion model can cause numerical difficulties for flows simulated on a very fine mesh will be 
illustrated in section 6.3, for such cases, SGDH diffusion model is an option to help.  
 
Figure 5.9: Skin-friction coefficient distributions using different diffusion models 
For some limited number of test cases, even SGDH diffusion model cannot yield converged 
solution. As a replacement for the SSG/LRR- model, the more robust SSG/LRR-g model 
proposed by Togiti [101] can be applied. The g-based RSM has almost identical behavior in 
terms of turbulent flow prediction as the ω-based RSM model on a much finer mesh which is 
exactly the basic requirement for transition prediction. The coupling with the γ-Reθt model can be 
found in the Appendix E.2, and the transport equation for the γ-Reθt model is kept the same, the 
coupling approach with the g-based RSM model follows the same way as coupling with the ω-
based model. The final γ-Reθt (-CF) RSM-g model has very similar transition behavior as the γ-
Reθt (-CF) RSM- model, the information and verification of the model can be found in 
Appendix E.2. 
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Chapter 6    Validation cases 
 
In this chapter, the approaches developed in this thesis for the transition prediction are validated 
on different flows, including the zero pressure-gradient (ZPG) flat plate, several two-dimensional 
airfoils as well as several three-dimensional configurations in transonic and subsonic regions with 
transition phenomenon. The best practice on mesh generation gained in 0 for the transition model 
was applied for all test cases, which means that the meshes used here satisfy the requirements that 
y
+
(1) is below 1, wall-normal expansion ratio r is below 1.1 and sufficient nodes are presented in 
the streamwise direction in order to properly resolve the laminar, transitional and turbulent 
boundary layers. All simulations were computed with the DLR TAU code [89]. All the 
computations employ the second-order Roe-scheme for the convective terms in the transport 
turbulent/transition equations, while the viscous terms are discretized using a second-order 
central-scheme. The inviscid terms of the main flow equations are discretized by the second-
order central-scheme, with the second-order dissipation coefficient equals to 0.5 and the fourth-
order dissipation coefficient equals to 1/128. The sustaining turbulence term is activated if the 
computation domain is very large and the freestream turbulence intensity of the freestream in the 
experiment is bigger than 0.1%.  
For all selected cases the transition phenomenon is clearly identifiable in the experiment. The 
technologies to detect the transition are not the same. Generally, the occurrence of transition is 
detected by the surface skin-friction distribution. However, it is not easy to measure the surface 
shear stress on complex geometries. Instead, a hot-wire technology is used to record the flow 
state. This technology can only demonstrate the state of the flow where the probes are placed. 
The other technologies able to identify the continuous transition-line is to make use the important 
feature of transitional flow, in which the convective heat transfer rate in the turbulent region is 
stronger than that in the laminar region. For instance, one can impose a quick temperature change 
into the flow and analyze the thermal signatures via temperature sensitive paint (TSP); one can 
also use the so-called sublimation technique based on naphthalene or other heat sensitive 
materials. Although different technologies are used for different cases, the difference is not of 
interest in the thesis, and it is believed that the transition location in the measurement could be 
used as a reference. In the numerical simulation, because the skin-friction is an output of flow 
solver, the transition location is defined as the middle point between the point where the skin-
friction coefficient starts to increase strongly and the point where it reaches its maximum value, 
then it is compared with the experimental transition location to validate the proposed transition 
model. The model behavior of the new γ-Reθt RSM transition model is also compared with the γ-
Reθt SST transition model and the RSM turbulence model. If the transition is dominated by the 
crossflow transition, the γ-Reθt RSM transition model with two CF-extension approaches is used 
and compared with the γ-Reθt SST transition model with two CF-extensions. The comparisons 
show that the γ-Reθt RSM model is an efficient transition model, and both CF-extensions work 
well, especially for the loca helicity-based crossflow transition prediction approach. 
6.1 Zero-pressure-gradient flat plate 
The ERCOFTAC (European Reseach Community on Flow, Turbulence and Combustion) zero-
pressure-gradient flat plate T3 test cases (T3A, T3B, T3AM, T3C5, T3C2, T3C3, and T3C4) [81] 
and the natural transitional flat plate of Schubauer and Klebanoff (S&K) [88], are commonly 
used to calibrate the transition model [46][48][99] and also computed in this thesis. The T3 test 
cases contain flows without/with pressure gradient, and detailed flow data, for instance, the 
velocity profile, and the turbulent stress in the boundary layer and the freestream turbulence 
intensity are meansured by hot-wires. Since the transition on T3 cases is in the bypass regime due 
to very high turbulence intensity in the freestream, which is not of great interest in this thesis, 
only the flow with zero-pressure-gradient is considered here. The ZPG T3 cases are T3B, T3A 
and T3AM with leading edge freestream turbulence intensities (Tu) of 6.5%, 3.3%, and 0.87%, 
respectively. The Schubauer and Klebanoff zero-pressure-gradient flat plate experiment was 
performed in a relatively quiet wind tunnel and had a freestream turbulence intensity of only 
about 0.1 % near the transition location [88], which is very close to the free flight condition. The 
velocity profiles of several positions upstream and downstream the transition are measured in the 
experiment, makes this case appropriate to be used as a validate case. 
The same structured mesh were used for the computation of all flat plate test cases, which has an 
inlet zone of 0.15m long and a height of 0.3m. The mesh resolution is 350 grid cells in 
streamwise direction and 200 grid cells normal to the wall. The distance of the first layer of the 
grid is very small to ensure y
+
(1) smaller than 1 for all flow conditions on the whole flat plate. 
The total number of grid points is about 155,600. Figure 6.1 is the sketch of the mesh with the 
boundary type. 
 
Figure 6.1: Computational grid for flat plate 
The inlet conditions used for the flat plate test case is listed in Table 6.1.The inlet turbulence 
quantities were specified in order to match the experimentally measured decay of the freestream 
turbulence. The RSM model used here is the SSG/LRR- model and the diffusion model for 
RSM model is GGDH. 
Table 6.1: Inlet condition for the flat-plate test cases at 0.15m upstream of plate leading edge 
Case T3B T3A T3A- S&K(1) S&K(2) 
Inlet velocity  (m/s) 9.4 5.2 19.8 50.1 50.1 
μt/μ 100 13 9 5 5 
FSTI(%) inlet value 8.20 7.28 1.0 0.035 0.2 
Density (kg/m
3
) 1.2 1.2 1.2 1.2 1.2 
Dynamic viscosity ( 10
-5 
kg/ms ) 1.79 1.79 1.79 1.79 1.79 
Leading edge turbulence intensity in experiment (%) 6.5 3.3 0.87 0.03 0.18 
6.1.1 T3-series ZPG flat plate 
T3-series with high freestream turbulence intensity at the inlet experience large rates of 
turbulence decay. With the settings of the turbulent flow at the inlet in Table 6.1, the turbulence 
decay computed by the turbulence/transition model is compared with the experimental 
measurements in Figure 6.2, which illustrates the distribution of freestream turbulence intensity 
(FSTI) on the flat plate for all T3 ZPG test cases, and very good agreement for all cases between 
simulation and experimental data [81] are achieved. The skin-friction coefficient (Cf) 
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distributions along the flat plate computed with different models are plotted in Figure 6.3 to 
Figure 6.5.  
 
Figure 6.2: Comparison of freestream turbulence intensity for different cases. 
Figure 6.3 shows the skin-friction distributions measured in the experiment [81] and computed by 
simulations versus the Reynolds number based on the distance from the leading edge on T3B flat 
plate. The fully laminar computation is only able to predict the laminar flow and the fully 
turbulent computation employing SSG/LRR-ω model matches only the turbulent part well and is 
not able to predict the transition. Both the γ-Reθt SST model and the γ-Reθt RSM model are able 
to predict the transition on the flat plate near the leading edge. The skin-friction of T3B in the 
laminar tends to be over-predicted slightly for both γ-Reθt model variants. This may be due to the 
large values of freestream eddy viscosity that has to be specified in order to obtain the correct 
decay rate of turbulence intensity with streamwise distance, which spoils the fully laminar flow in 
simulations. The γ-Reθt RSM model yields better agreement with the experimental data in the 
transitional regime than the γ-Reθt SST model. 
 
Figure 6.3: Comparison of skin-friction coefficient for different approaches on T3B flat plate. 
For the T3A test case, a lot of comparisons were done by different model developers such as in 
[62][99], they showed that the γ-Reθt SST model cannot capture the correct Cf growth rate in the 
transition region, the same as the computation done in this thesis. However, the γ-Reθt RSM 
model obtains a quite good match with the experimental data, as illustrated in Figure 6.4.  
 
Figure 6.4: Comparison of skin-friction coefficient for different approaches on T3A flat plate  
 
Figure 6.5: Comparison of skin-friction coefficient for different approaches on T3A- flat plate 
For the T3A- case shown in Figure 6.5, the transition location predicted by the γ-Reθt RSM model 
fits the experimental data well, the solution predicted with the γ-Reθt SST model obtains an 
earlier transition, but very good results were obtained by the γ-Reθt SST model in Ref.[62] and 
Ref.[99]. The disagreement between my computation and others’ computation using the γ-Reθt 
SST model may be due to the reason that the computations were performed with different flow 
solvers on different meshes, bringing unknown uncertainties between each other.  
6.1.2 Schubauer & Klebanoff flat plate 
In the Schubauer & Skramstad’s experiment [87], a wide range of inlet freestream turbulence 
intensities was investigated on a clean flat plate and  the location of the transition region on the 
flat plate scaled as Rx(Reynolds number based on the distance from the leading edge) is plotted 
against the turbulence intensity, as shown in Figure 6.6. Transition region moves to higher 
Reynolds number region by the reduction of the free turbulence intensity, but transition is 
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unaffected when turbulence intensity is below 0.08%. 
  
Figure 6.6: Effect of turbulence intensity on transition onset locations (data is taken from NACA-
TR-909, [Schubauer, G B and Skramstad, H K., “Laminar-Boundary-Layer Oscillations and 
Transition on a Flat Plate” ])  
 
Figure 6.7: Comparison of skin-friction coefficient for different approaches on Schubauer & 
Klebanoff flat plate 
The freestream turbulence intensity at the leading edge is set to be 0.03% in our computation 
which is different from the value of 0.18% used by Langtry & Menter in [62] to calibrate their γ-
Reθt SST model. The transition location of Rex = 3×10
6
 corresponds to a freestream turbulence 
intensity lower than 0.08% in Figure 6.6, thus it is believed that the turbulence intensity of 0.18% 
is not appropriate. Here, the transition model variants are tested for both kind of turbulence. As 
illustrated in Table 6.1, the turbulent/transition models are initiated by two different settings at 
the inlet boundary, which are S&K 1 and S&K2. The settings in S&K 1 results in FSTI = 0.03% 
and in S&K2 results in FSTI = 0.18%. The viscosity ratio at the inlet boundary is set to be 5 
corresponding to a very weak decay rate along the plate because no information of turbulence 
decay is available.  
Figure 6.7 illustrates the skin-friction coefficient distributions on the flat plate computed by 
different models with 2 different types of settings for turbulence/transition model. For γ-Reθt SST 
model, transition occurs in the neighborhood of Rex = 3×10
6 
for FSTI = 0.18% as the results from 
Langtry & Menter [62], too downstream transition location for low turbulence intensity condition 
(FSTI = 0.03%). However, transition occurs near the expected locations for γ-Reθt RSM model 
when FSTI = 0.03%. The transition length is shorter than that in the experimental measurements 
which are reproduced from the measured velocity profiles at different locations given in [62]. As 
a matter of fact, the exact transition length and transition location is not known due to very 
limited information. 
6.2 2D airfoils and infinite swept wing 
This section describes the results obtained for a variety of flow on 2D airfoils and an infinite 
swept wing. The test cases include the NLF(1)-0416 airfoil [93], the NACA0021 airfoil [100] in a 
wind turbine airfoil study, the CAST 10 airfoil tested in the Transonic Wind Tunnel Göttingen 
(TWG) [36], the A310 3-element high-lift airfoil in take-off configuration at low turbulence level 
[55]. For the validation of crossflow transition, the NLF (2)-0415 [17] swept wing is used. The 
inflow conditions and the status of sustaining turbulence (if it is used or not) are shown in Table 
6.2. The turbulence intensity of the wind tunnel for the flow is given and denoted by FSTIexp. 
Again the RSM model used here is the SSG/LRR- model and the diffusion model for RSM 
model is GGDH. 
Table 6.2: farfield boundary condition for all the 2D/2.5D cases 
 
Mach 
number 
Reynolds 
number 
FSTIfarfield μt/μ 
Sustaining 
turbulence 
FSTIexp 
NLF(1)-0416 0.1 4.0×10
6
 0.0317% 5 no 0.03% 
NACA0021  0.1 2.7×10
5
 0.6% 1 yes 0.6% 
CAST10-2 0.75~0.76 2×10
6
 52.5% 35 no 0.1% 
A310 take-off 
multi-element 
0.22 6×10
6
 0.07% 0.1 no 0.07% 
NLF(2)-0415 
infinite swept 
wing 
<0.3 1.92~3.73×10
6
 0.09% 1.0 yes 0.09% 
6.2.1 NLF (1)-0416 airfoil 
The one-element 2D airfoil NLF (1)-0416 of Somers [93] is a test case measured at very low 
turbulence intensity. Experiments were performed in the NASA Langley Low-Turbulence 
Pressure Tunnel (LTPT). Pressure coefficient distributions and force coefficients were obtained 
at a Reynolds number based on the airfoil chord from Re = 1.0×10
6
 to 4.0×10
6
 in the subsonic 
regime. Transition measurement was performed by placing a number of orifices along the airfoil 
and using microphones to detect the noise level which has a significant increase in the turbulent 
boundary layer over for laminar boundary layer [93].  Here only the end of laminar flow and the 
beginning of turbulent flow could be identified, and shown here in the plots as a reference as 
possible transition locations. The turbulence intensity of the wind tunnel was about 0.03%. For 
this computation, only test cases at Re = 4.0×10
6
 and M = 0.1 were selected to evaluate the 
transition model behavior, because this flow condition approximates to the real industry 
application. 
The mesh consists of 244 hexahedral cells on the upper and 268 hexahedral cells on the lower 
surface in the streamwise direction. The total number of grid points is about 100,000. The 
boundary layer is resolved with 60 points normal to the wall and y
+
(1) is less than 0.5. Figure 6.8 
shows the mesh in the vicinity of the NLF (1)-0416 airfoil. 
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Figure 6.8: Computational grid for NLF (1)-0416 airfoil 
Since the freestream turbulence intensity is very low, the decay of turbulence in the freestream 
was negligible. The turbulence intensity at the farfield boundary is set to be 0.0317% and the 
viscosity ratio at the farfield was set to be 5 to get a weak turbulence decay rate from farfield to 
the airfoil.  
 
Figure 6.9: Transition locations on lower and upper side of NLF (1)-0416 for different approaches 
Figure 6.9 shows the transition locations on both sides of the airfoil as a function of the angle of 
attack (α). The transition locations for the computational results were determined at the position 
with minimum skin-friction coefficient. If there is laminar separation induced transition, the 
transition locations shown in the plot were determined at the re-attachment point because the 
deviation of the the exact transition location and the re-attachment point is quite small at this 
Reynolds number. The transition locations obtained with the γ-Reθt SST model and the γ-Reθt 
RSM model are in good agreement with the experimental data.  When α > 2°, the transition is 
predicted slightly upstream on the suction side by the γ-Reθt SST model than by the γ-Reθt RSM 
model; on the pressure side the transition is dominated by separation induced transition according 
to the simulations by the transition models and the predicted transition locations for these angles 
of attack fall in the range of measured data. When α <  2°, on the suction side the transition 
locations predicted by the γ-Reθt SST model are more downstream than by the γ-Reθt RSM model; 
on the pressure side, transition locations predicted by the γ-Reθt SST model are more upstream 
than by the γ-Reθt RSM model, especially at the angle of attack α = -4.07°. Both transition 
models obtain the same transition location on the pressure side at the angle of attack of α = -6.10° 
corresponding to separation induced transition. 
 
Figure 6.10: Comparison of force coefficients versus angle of attack (left) and the force polar for 
different approaches (right) 
Lift and drag coefficients (CL and CD) are plotted versus the angle of attack and the force polar in 
the up side and bottom side of Figure 6.10. Results of the γ-Reθt SST model and the γ-Reθt RSM 
model are compared with the experimental data as well as with results obtained from fully 
turbulent computations. The drag coefficients based on the computations using the γ-Reθt SST 
model exhibit slightly larger drag values compared with the experimental data when the angle of 
attack α > 5°, and the lift coefficients based on the computations using the γ-Reθt RSM model 
exhibit slightly larger lift than the γ-Reθt SST model when α > 7°. As expected, fully turbulent 
computations yield larger drag than the transitional computations, and the polar curves predicted 
with both transition models yield very similar results and agree better with experimental data than 
with fully-turbulent RSM computations. 
 
Figure 6.11: Comparison of pressure coefficients α = -2.04° (left) and α = 12.21° (right) for different 
models 
The measured pressure coefficient distributions for α = -2.04° and 12.21° are compared with 
simulation results as illustrated in Figure 6.11. For α = -2.04°, the measured transition location at 
the upper side is between 39% and 44% of the chord length. The Cf distributions computed with 
the different models are also shown in Figure 6.11 (left). It indicates that the transition occurs at 
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41% of chord for the γ-Reθt RSM model and the flow is about to separate while the transition 
occurs at 45% of chord length for the γ-Reθt SST model because of laminar separation bubble. 
The Cp distributions on the upper surface obtained by both transition models match the 
experimental data well. Since it is difficult to judge if there is a laminar bubble around 42% chord 
by the measured data of Cp, it is not possible to tell which model yields the better prediction. The 
RSM model predicts a larger value of Cp on the upper surface and a smaller Cp on the lower 
surface. The measured data shows a larger suction peak on the lower surface which is not 
predicted by all models. For α = 12.21° the distinct feature is the laminar separation at about 65% 
of the chord length on the pressure side, both the γ-Reθt SST model and the γ-Reθt RSM model 
capture the small pressure change as illustrated in Figure 6.11 (right). The suction peak obtained 
with the γ-Reθt RSM model is higher than the other two models and fits with the experimental 
data better. But the γ-Reθt RSM model yields a separation bubble near the leading edge which 
cannot be confirmed by the measured Cp distribution. 
From the performance of the γ-Reθt RSM model on this natural-laminar-wing, the proposed 
transition model is able to predict the transition location at different angle of attacks, and yield 
significant improvement in comparison to fully turbulent computation, as well as similar behavior 
as the γ-Reθt SST model. The detailed investigation with respect to pressure distributions shows 
very small deviations for both transition models at moderate and high angles of attack, and the 
deviations may come from some factors beyond the scope of the thesis. 
6.2.2 NACA0021 airfoil 
The NACA0021 airfoil is used as a horizontal axis wind turbine (HAWT) airfoil in the doctoral 
thesis of Swalwel [100]. The selected flow condition is in subsonic regime with a low Reynolds 
number of Re = 2.7×10
5
 and a turbulence level of Tu = 0.6%. The location of the laminar 
separation bubble and the trailing edge separation are depicted in Figure 6.12. It is believed that 
after a certain angle of attack, the laminar separation bubble and the turbulent trailing edge 
separation merge into one single massive leading edge separation leading to a strong and abrupt 
stall. The prediction of the stall angle is a challenging case for the transition model responsible 
for the prediction of the size of laminar separation bubble and the coupled turbulence model 
responsible for prediction of the turbulent trailing edge separation.  
 
Figure 6.12: NACA0021 airfoil and flow state on the upper surface 
The simulations were carried out on a very fine hybrid-unstructured grid, which owns about 
270,000 grid points and an adapted hexahedral wake region for a proper resolution of the 
detached flow, as illustrated in Figure 6.13. For such a high turbulence level test case, the 
influence of sustaining turbulence may affect the solution, so a detailed study on the sustaining 
turbulence effect was performed for both the SST-based transition model and the SSG/LRR- 
based transition model. The inlet condition for turbulence-free-decay is set to be the freestream 
turbulence intensity at the farfield Tufreestream = 50% and turbulence viscosity ratio μt/μfreestream = 
80.0, thus, Tu = 0.6% at the nose of the airfoil is obtained which is then named as “free decay” 
setting.  For the turbulence-sustaining setting, the inflow condition is set to Tufreestream = 0.6% and 
μt/μfreestream = 1.0 which is then named as “sustain Tu” here.  
 
Figure 6.13: NACA0021 mesh 
The corresponding lift curve is depicted in the Figure 6.14 (left). It turns out that for the γ-Reθt 
RSM model (named as “9eq” in the figure), the abrupt lift drop is predicted at α ≈ 18° no matter 
if the sustaining turbulence is active. The γ-Reθt SST model (named as “4eq” in the figure) cannot 
predict the abrupt lift drop with the free turbulence decaying settings. However, it can predict the 
abrupt lift stall with the sustaining turbulence activated and the flow stall occurs at α ≈ 18° as 
well. The full turbulence computation was performed with “free decay” setting and the abrupt lift 
loss is not captured. For the drag coefficients versus angle of attack on the right hand side of 
Figure 6.14, the drag computed by the original -Reθt SST model increases suddenly at about α ≈ 
20° with the “free decay” setting and at about α ≈ 18° with the “sustain Tu” setting. The γ-Reθt 
RSM model yields very similar results using the two different ways of prescribing the turbulence 
level. The lift coefficient curve from the measurements shows that the stall angle is about 
16°~17°, however all simulations get a delayed stall angle. The deviation may come from the fact 
that the three-dimensinal effect near the flow stall becomes significant which is not captured in 
the two-dimensional simulations. 
  
Figure 6.14: Lift and drag coefficients of NACA0021 airfoil computed by different approaches 
The comparisons on this case implies that sustaining turbulence affects the performance of the 
original γ-Reθt SST model to a certain extent, but it does not affect the γ-Reθt RSM model much. 
It means that the γ-Reθt RSM model could yield consistent solution no matter using the sustaining 
turbulentce or not. Obviously, it is a great advantage. However, the lift coefficients distribution 
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computed by both model variants shows strong non-linear lift decrease as α is larger than 12°, 
indicate thata both models are not quite reliable. 
6.2.3 CAST10-2 airfoil 
The experiments on the CAST10-2 airfoil were performed in the Transonic Wind Tunnel 
Göttingen (TWG), operated by the foundation German-Dutch Wind Tunnels (DNW). The airfoil 
has a chord length of c = 300 mm and a span of b = 997 mm. Test points were measured with the 
clean model (free transition) and with fixed transition at Re = 2×10
6. The airfoil’s aerodynamic 
characteristic is investigated over a Mach number ranges from M = 0.50 up to M = 0.80. 
Transition information was collected by placing hot-wire sensors and analyzing the signals. The 
detailed information about the experiment can be found in [36]. The test case at M = 0.75 gains 
particular interest in this thesis.  
 
Figure 6.15: State of the flow at M = 0.750 in the experiment (taken from [Hebler, A., Schojda, L., 
and Mai, H., "Experimental Investigation of the Aeroelastic Behavior of a Laminar Airfoil in 
Transonic Flow", In: Proceedings "IFASD 2013". International Forum on Aeroelasticity and 
Structural Dynamics (IFASD), 24. - 26. Juni 2013, Bristol, England.] and used with friendly 
permission from the authors). 
The state of the flow at this Mach number is shown in Figure 6.15. For angles of attack α < -0.2° 
and α > 0.4° a laminar separation bubble occurs and the transition is connected to a rather steady 
shock position. For -0.2° ≤ α  ≤ 0.4° a long transitional region is detected and the flow is fully 
turbulent upstream of a shock, unsteady behavior of the flow is also observed among these angle 
of attack. The region between the laminar and intermittent flow which was left blank coincides 
with the above-described region with a positive pressure gradient, which does not allow defining 
a distinct state of the flow [36]. The computation on this case is intended to show the prediction 
capability of the transition model in the transonic regime.  
The 2D grid was provided by the Fehrs [26], who carried out transitional computations on this 
airfoil. The mesh has a hexahedral layer near the airfoil and exhibits hybrid-unstructured grid 
cells of different types for the remaining flow field. It contains roughly 60,000 grid points. There 
are 90 grid points perpendicular to the surface, about 290 points on the upper, and 210 points on 
the lower surface in the flow direction in the hexahedral grid domain. The height of the first cell 
gives a maximum y
+
 (1) value of about 1.3. Figure 6.16 shows the grid near the airfoil. The 
farfield boundary is 100 chord lengths away from the airfoil. 
The flow quality of TWG is not presented in detail in the report of experiment. The freestream 
turbulence intensity for this wind tunnel varies between 0.05% and 0.2% in different test 
conditions. For this case, it is assumed to be 0.1% which is closed to the turbulence level for a 
typically transonic wind tunnel. For the initialization of the turbulence model or the γ-Reθt SST/ 
RSM model, the turbulence intensity at the farfield boundary was set to be Tu = 52.5% and the 
viscosity ratio to 35. These settings lead to Tu = 0.1% around the airfoil. 
 
Figure 6.16: Computational grid for CAST 10-(2) airfoil
  
Figure 6.17: Comparison of lift coefficient versus 
angle of attack for M = 0.74 in computation 
Figure 6.18: Comparison of lift coefficient versus 
angle of attack for M = 0.75 in computation 
The presented results of the lift coefficient are obtained by the integration of the pressure 
distribution [26] with free transition. In Figure 6.17, the lift coefficient from experiment at M = 
0.75 shows a constant slope for lower angles of attack, followed by a dip in which the lift 
coefficient is reduced, ending up in another constant but flatter slope. At M = 0.765 the non-
linear behavior of lift coefficient slope is less pronounced, as given in Figure 6.18. In the 
numerical simulation, a Mach number correction is required to get a meaningful comparison with 
the experiment. The steady lift polar at M = 0.74 in computation is compared with the 
experimental data of M = 0.75 as depicted together in Figure 6.17, and M = 0.75 in computation 
is compared with the data of M = 0.765 as depicted together in Figure 6.18. Two transition 
models and the turbulence model were applied. 
At M = 0.75, both the γ-Reθt SST and the γ-Reθt RSM model predict a mildly non-linear lift polar 
in Figure 6.17. There is an obvious stronge non-linearity beginning at α = -0.5° for the γ-Reθt SST 
model. This non-linearity predicted by the γ-Reθt RSM model is more pronounced, and the dip 
locats between α = -0.25° and α = 0.5. The fully turbulent computation yields a nearly linear 
relationship with increasing incidence angle and underpredicts the lift coefficient. Overall, the γ-
Reθt RSM model obtains the best agreement with the experimental data. In Figure 6.18, both 
transition models over-predict the lift coefficient slightly, but significant improvement is still 
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achieved in comparison to the fully turbulent computation. This indicates the strong influence of 
laminar to turbulent transition on CAST 10-2 airfoil at transonic Mach number, and the γ-Reθt 
RSM model could be a useful model to get reasonable results. 
6.2.4 A310 3-element airfoil 
The A310 take-off/landing configurations were investigated in the ONERA F1 wind tunnel 
within the GARTEUR High Lift Action Group [55]. The transition on the slat and flap was 
measured by infrared thermography. On the main wing, the transition is not possible to be 
detected because the wing and the slat were filmed together, making the wing leading edge 
picture too poor to tell the transition [55] The take-off configuration at Re = 6×10
6
, α = 21.4° and 
M = 0.22 was investigated. The turbulence intensity for this case is around Tu = 0.07% [55]. On 
the upper side of the main wing 250 points are placed in streamwise direction. There are 25 
points in wall-normal direction inserted into the laminar boundary layer of the main wing. Figure 
6.19 shows the mesh around the airfoil. The turbulence intensity at the farfield boundary was set 
to 0.07% and the viscosity ratio RT was set to 0.1 for all computations. These settings could yield 
good transition prediction for the γ-Reθt SST model. In the experiment for the take-off 
configuration, the transition on the upper side of the slat was measured at x/cslat = 0.15 and on the 
upper side of the flap was measured at x/cflap = 0.35. On the main wing, transition is assumed to 
occur at the discontinuity point at x/cmain = 0.19. 
The Cp distributions obtained by turbulent and transitional computations are depicted in Figure 
6.20. Figure 6.21 illustrates the computational Cf distributions with the experimentally obtained 
transition locations added with black lines. Comparing the γ-Reθt RSM results with the γ-Reθt 
SST results, no obvious deviation is observed. The suction peak on the slat predicted by the RSM 
turbulence model is smaller than that by the transition models, and no leading edge separation 
bubble occurs as expected. The transition models show a clear separation bubble. This can be 
derived from both Cp distribution (where pressure coefficient distribution is flat in separation 
zone) and Cf distributions (where the skin-friction coefficient is below zero in separation zone). 
Both transition models show good agreements of transition location with the experiment. 
Concerning the transition location on the main wing, the transition models predict the transition 
location where it is expected. In the computations transition is triggered by a small separation 
bubble, located directly downstream of the discontinuity at x/cmain = 0.19. On the flap, the 
transition models predict the transition around 15% downstream of the experimental 
measurement. The deviation may be due to the very strong pressure-gradient on the flat, which is 
not correlated correctly by the transition criterion used in the γ-Reθt model. 
 
Figure 6.19: Computational grid for A310 take-off airfoil configuration 
  
Figure 6.20: Comparison of pressure coefficients 
distributions for different approaches 
Figure 6.21: Comparison of skin-friction 
distributions for different approaches as well as 
the transition locations in the experiment 
6.2.5 NLF (2)-0415 swept wing 
Experiments of the NLF (2)-0415 wing were performed in the Arizona State University Unsteady 
Wind Tunnel (UWT) [17]. The geometric sweep angle was ϑsw = 45°and the angle of attack was 
α = -4° for all transition-related experiments. On the upper surface, the pressure reaches its 
minimum at 71% of chord length due to the special design of the wing. This ensures only 
crossflow instabilities to be amplified at the considered Reynolds numbers on the upper surface. 
For the NLF (2)-0415 wing, the wind tunnel wall had a strong effect on the pressure distribution 
due to the scale of the wing and the duct of the wind tunnel [17]. The location of the 
measurements performed on the wing section is far away from the side wall, so the corresponding 
influence is negligibly small. In the simulatin, the wind tunnel side walls were neglected and 
periodic boundary conditions were used instead, yield a 2.5 dimensinal simulatin. The advantage 
of taking the upper and lower wind tunnel walls into account as slip walls is illustrated in the 
following paragraph. The freestream turbulence intensity is less than 0.09% [17]. In our 
computation, the sustaining turbulence is activated. The inlet boundary condition in the 
simulations are set as the following, the freestream turbulence intensity is Tu = 0.09% and the 
turbulent viscosity ratio is RT = 1. 
The NLF (2)-0415 wing is a popular test case for the crossflow transition prediction. However, 
many references [11][32][59] do not take the upper and lower wind tunnel walls into 
consideration. As a matter of fact, the wall of wind tunnel plays an importatn role because of the 
large scale of the airfoil in comparison to the wind tunnel section, as shown on the left side of 
Figure 6.22. The mesh with the wind tunnel walls is shown on the right side of Figure 6.22, and 
the upper and lower wall is simulated as slip walls. The pressure coefficient distributions 
computed in the free air and in the simulated wind tunnel are compared on the left side of Figure 
6.23. The experimental data from Ref. [17][73] is also plotted. The pressure minimum on the 
upper surface is at x/c = 71% under its design conditions. A good agreement in terms of the 
pressure coefficient (Cp) distribution has been achieved if taking the wall influence into account 
as shown by the red curve. The pressure-gradient in free air on the pressure side at this angle of 
attack is much weaker than the measured data.  
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Figure 6.22: Schematic diagram of model in the wind tunnel (This figure is taken from NASA/TP-
1999-209344, [Dagenhart, J. Ray., and Saric, William S., “Crossflow Stability and Transition 
Experiments in Swept-Wing Flow”] and used with permission of NASA and the author) and the 
computational grid for NLF (2)-0415 airfoil with the wind tunnel (α = -4°) 
 
Figure 6.23: Cp distributions (left) and transition locations (right) on the infinite swept NLF(2)-0415 
wing 
The transition locations were measured with several different approaches. Here, we only take the 
Naphthalene visualization results from Ref. [17] for the comparison. For the numerical 
simulations, the transition location is determined by the skin-friction coefficient (Cf) distributions. 
Since upstream the Cf reaches the minimum value and then increases to a peak value in a distance 
downstream, the transition location is defined as the averaged location where Cf starts and ends to 
increase. The transition module in the TAU solver was used to predict the transition behavior. 
One approach in the transition module is to analyze the boundary-layer data and to apply an 
empirical transition criterion (C1-criterion) [85]. The other approach is to carry out a linear 
stability analysis (the e
N
 method) [86]. As shown on the right side of Figure 6.23, both the C1-
criterion and the e
N
 method have been employed. For the e
N
 method, the critical N-factor for 
stationary crossflow vortices is 6.4 [17][94][98]. For the wing in wind tunnel condition, the C1-
criterion yields too far upstream located transition for smaller Reynolds numbers. The accuracy 
of the C1-criterion is much better as Reynolds number increases. The e
N
 method yields the best 
agreement for almost all Reynolds numbers. In the free air condition, the C1-criterion still yields 
upstream transition, but better than in the wind tunnel condition. The e
N
 method yields too 
downstream located transition for most of Reynolds numbers. Because of the obvious shift of 
transition locations when taking the wall effect into account, it is highly recommended to study 
this case only with the wind tunnel wall. 
 
Figure 6.24: Transition locations on the infinite swept NLF (2)-0415 wing with influence of wind-
tunnel walls with different transition prediction approaches, in the left side transition model is SST 
based, in the right side is RSM based. 
 
Figure 6.25: Transition locations on the infinite swept NLF (2)-0415 wing with influence of wind-
tunnel wall with different variants of -Reθt-CF model 
Figure 6.24 illustrates all the computed transition locations using the different approaches with 
different Reynolds numbers based on chord length. The original -Reθt RSM model is not able to 
capture the effect of crossflow induced transition. The results of the e
N
 method with Ncrit = 6.4 for 
crossflow instabilities and the C1-criterion in the TAU transition module are shown as reference. 
Although small deviations are observed, the -Reθt-CF model (both the local C1-based approach 
and the local helicity-based approach) coupled with either the SST model (on the left hand side of 
Figure 6.24) or the RSM model (on the right hand side of Figure 6.24) give very promising 
results. The comparison of the results obtained with all available model variants of the -Reθt 
framework is shown together in Figure 6.25, and the differences between the -Reθt-CF model 
variants are relatively small, indicates that both the local C1-based model and the local helicity-
based model are ver efficient for the infinite swept wing configurations. 
SST-based model RSM-based model 
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6.3 3D cases 
This section presents the results obtained with the new transition model for a variety of 3D 
industry-relevant aerodynamic configurations. The 3D test cases include the transonic DLR F-5 
wing [92]  (shock induced laminar separation/turbulent reattachment), the 6:1 prolate inclined 
spheroid tested at DFVLR Göttingen [43], the sickle wing experiment of Petzold & Radespiel of 
the Institute of Fluid Mechanics (ISM) of the Technische Universität Braunschweig (TU-BS) 
[69], as wel as the DLR-F4 wing-body configuration [27][28] tested in the European Transonic 
Wind Tunnel (ETW). The transition pattern could be either streamwise transition or crossflow 
transition or a combination of both. 
Table 6.3: Inlet condition for all the 3D cases 
 
Mach 
number 
Reynolds 
number 
FSTIfarfie
ld 
μt/
μ 
Sustaining 
turbulence 
FSTIex
p 
RSM model 
(diffusion 
model) 
DLR-F5 
wing 
0.78 1.5×10
6
 0.35% 2.0 Activated 0.35% 
SSG/LRR-g 
(SGDH) 
Spheroid 0.136 6.5×10
6
 0.2% 2.0 De-activated 0.1% 
SSG/LRR-
 (GGDH) 
Sickle 
wing 
0.16 2.75×10
6
 0.3% 2 De-activated 0.17% 
SSG/LRR-g 
(SGDH) 
DLR-F4 
wingbody 
0.785 6.5×10
6
 0.05% 1 De-activated 
<0.05
% 
SSG/LRR-
 (SGDH) 
The grid generation for all the 3D cases makes use of the experience in 0. As a result, the grids in 
the computations had a maximum y
+
(1) of approximately 1, the wall-normal expansion ratios for 
the near-wall prism-layers are smaller than 1.1. At least 64 points grid layers were generated to 
resolve the boundary layer and enough nodes were placed in the streamwise direction. A 
summary of the farfield boundary conditions for all the test cases is given in Table 6.3. The RSM 
model variant and which diffusion model is used are also given in the table. 
6.3.1 DLR-F5 wing 
The DLR-F5 geometry is a 20° swept wing, the wing section is defined through an analytical 
blending of the NACA 0036 airfoil at the root with a 13% thick, shock-free designed (Minf = 
0.78) laminar flow type. The experiment was performed at the DLR by Sobieczky [92] at Mach 
number M = 0.82. The Reynolds number based on the mean chord (c = 0.15m) is Re = 1.5×10
6
. 
Two angles of attack α = 0° and 2° were investigated. The overall turbulence level of the wind 
tunnel is smaller than 0.35%. The experimental measurements consist of a wing mounted static 
pressure taps at various spanwise locations and flow visualization of the surface shear using a 
sublimation technique. The mesh consists of 13,271,672 points and 13,093,082 hexahedrons. It 
is observed that computations using the -based variant of the SSG/LRR RSM cannot converge 
for the test case on this very fine mesh. The SSG/LRR-g model, the -Reθt-CF (He) SST model 
and the -Reθt-CF (He) model coupled with SSG/LRR-g model were applied for this model. 
Only the local helicity-based CF-extension is given here since this wing does not have a 
completely straight leading edge, which violates the requirement of the local C1-based model. 
The diffusion model for the SSG/LRR-g model is SGDH model. Only the case at α = 2° were 
studied. In the experiment the wing was designed to blend smoothly into the wall to the 
horseshoe vortex, here the wind tunnel side wall was simulated with slip wall and the other 
walls were not taken into account for simplification. Even so, the computational pressure 
coefficient distributions agree well with the measured data which will be shown later.   
  
 
 
Figure 6.26: Skin-friction coefficient distributions and corner separation bubble on the upper 
surface of DLR-F5 geometry computed by the SSG/LRR-g model (A), the -Reθt-CF (He) SST model 
(B) and the -Reθt-CF (He) RSM model (C) as well as the transition lines in the experiment [92] (D) 
The surface characteristics of the flow on the upper and lower sides of the wing constructed 
from the flow visualization and the pressure measurements at α = 2° can be found in Ref. [92]. 
The measurements indicate that the boundary layer is not fully turbulent until about 60% 
chord, where a shock causes the transitional boundary layer to re-attach as a turbulent 
boundary layer on the upper surface. Upstream the laminar boundary layer illustrates a 
separation at about 50% of chord and the transition process starts there. On the lower surface, 
A B 
C D 
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the shock locates at the wing root region, and the separation starts at about 60% and the 
reattachment line is closer to the trailing edge than that on the upper surface. 
  
 
 
 
Figure 6.27: Skin-friction coefficient on the lower surface of DLR-F5 geometry computed by the 
SSG/LRR-g model (A), the -Reθt-CF (He) SST model (B) and the -Reθt-CF (He) RSM model (C) as 
well as the transition lines in the experiment [92] (D) 
A B 
C D 
 Figure 6.28: Pressure coefficient distributions on the upper surface of DLR-F5 geometry computed 
by the SSG/LRR-g model (left), the -Reθt-CF (He) SST model (middle) and the -Reθt-CF (He) RSM 
model (right) 
 
Figure 6.29: Pressure coefficient distributions on the lower surface of DLR-F5 geometry computed 
by the SSG/LRR-g model (left), the -Reθt-CF (He) SST model (middle) and the -Reθt-CF (He) RSM 
model (right) 
The laminar separation and turbulent reattachment positions can be clearly identified from the 
surface streamlines predicted by both transition models in Figure 6.26. The fully turbulent 
computation only shows a very small shock induced separation from about 54% span to the 
wing tip, which does not agree with the experimental flow pattern. However, both transition 
models appear to be in very good agreement with the experimental diagram from about 20% 
span to the wing tip in terms of transition onset. The laminar separation zone predicted with 
the γ-Reθt-CF (He) SST/RSM model is smaller than the region re-constructed by the measured 
pressure distributions shown in the diagram, in which separation zone is illustrated by the 
separation line and the re-attached line. The transition from the wing root to about 20% of 
span in the experiment is a smooth line connecting the straight transition line on the rest of 
wing to the leading edge near the wall, which is believed to be triggered by the crossflow 
instabilities by Langtry [46]. The computation here using the local helicty-based CF-extension 
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developed in this thesis does not capture the high level of helicity-based Reynolds number in 
this region. Since the local helicity-based Reynolds number is able to measure the strength of 
the crossflow velocity, the transition in this region is not due to stationary crossflow 
instabilities. The corner separation predicted by the RSM turbulence model or the RSM based 
transition model is more compact and different to the flow pattern predicted by the SST-based 
transition model. 
On the lower surface in Figure 6.27, the laminar separation is captured by the γ-Reθt-CF (He) 
SST and γ-Reθt-CF (He) RSM models which agrees with the experiment measurement well. But 
the fully turbulent computation cannot capture such a phenomenon. Near the wing root region, 
the measured transition line shows the same curved shape as the upper surface. Only the -Reθt-
CF (He) SST model shows a weak tendency of crossflow transition, but at far downstream 
location.  
The pressure iso-contour-lines in Figure 6.28 and Figure 6.29 show the predicted pressure 
distrubiton by fully turbulent and two transition models on the upper and lower surface separately. 
The strong shock on the upper surface and the shock near the wing root on the lower surface are 
captured by all models. The predicted shock distributions yield good agreement with the 
observation in the experiment. The only difference is that the shock location predicted by the 
fully turbulent simulation is more upstream than measurements and by the transition model.  
Figure 6.30 to Figure 6.32 depict the computational pressure coefficients and surface skin-
friction coefficnets by the different models as well as the experimental measurements at three 
sections. Section 1 locates at y = 0.055m (8.46% of span), section 5 locates at y = 0.22m (33.84 % 
of span) and section 8 locates at y = 0.52m (80.0 % of span). The blue lines were obtained by the 
SSG/LRR-g model, the green lines by the -Reθt-CF (He) SST model and the red lines by the γ-
Reθt-CF (He) RSM model. The critical pressure coefficient which is Cp,crit=-0.379 at M = 0.82, 
showing the compressible regions exhibiting super-sonic flow. The solutions obtained by the 
transition models yield much better results than by the turbulence model at the shock locations 
over the span. Although the shock still locates more upstream than that in the experiment. Only 
the transitional simulation results exhibit the spanwise expanded separation bubble, which is 
indicated by the pressure plateau downstream of the pressure minimum.The streamwise extent of 
the separation bubble, however, is clearly underestimated. The pressure levels upstream of the 
shock are almost the same for the turbulent and the transitional computations. The predicted 
skin-friction coefficient by the -Reθt-CF (He) SST or the -Reθt-CF (He) RSM models are 
almost identical except at section 1, where the separation patterns differ for the corner flow as 
discussed before. 
 
 Figure 6.30: Computed pressure distribution and measured data in section 1 (y = 0.055m) 
 
Figure 6.31: Computed pressure distribution and measured data in section 5 (y = 0.22m) 
 
Figure 6.32: Computed pressure distribution and measured data in section 8 (y = 0.52m) 
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6.3.2 DLR 6:1 prolate Spheroid  
The 6:1 prolate inclined spheroid was tested in DFVLR Göttingen with hot film probes 
measuring the local shear stress, which is very useful to compare the skin-friction coefficient 
computed by a CFD solver with the experimental measurements. Various operational test 
conditions were considered in the experiments [43]. It is a challenging test case for the e
N
 method 
because the inviscid streamlines are not easy to determine, thus the integration of the 
amplification factor along the streamlines are difficult to be computed. It is not a wing-like 
geometry so that the assumptions for the conical flow approximation which form the basis for 
many boundary-layer codes are not valid anymore, so that the integral method cannot be applied 
for such geometry. Similarly, the local C1-based approach of the γ-Reθt-CF model whose 
derivation is based on boundary-layer equations does not yield satisfying results. Thus, only the 
CF-extension with the local helicity approach is applied here. The application of CF-extension 
with local C1-based approach can be found in Ref. [34]. Five cases with the angles of attack (α) 
of 5°, 10°, 15°, 20° and 24° were studied. The Reynolds number is 6.5×10
6
, so that the crossflow 
instabilities are strong enough to trigger transition on the spheroid, the study of this transition 
flow using e
N
 method can be found in Ref. [44][45]. Figure 6.33-Figure 6.35 show the surface 
skin-friction coefficients distributions from measurements, predicted by the -Reθt model, by the 
-Reθt-CF (He) SST model and by the -Reθt-CF (He) RSM model, respectively. The RSM model 
variant is the SSG/LRR-ω model with GGDH diffusion model. For all computations, the 
turbulence decays freely, the freestream turbulence intensity is about 0.2%, and the inlet viscosity 
ratio is 2.0. The mesh is a hybrid mesh with 128 prism layers around the spheroid to resolve the 
boundary layer. 
 
Figure 6.33: Skin-friction coefficient distributions for angle of attack of 5° (left) and 10° (right) 
For α = 5° illustrated on the left side of Figure 6.33, the measured skin-friction coefficient 
distribution is almost symmetric with respect to the longitudinal axis, transition happens at about 
x/L=40% (here L is the length of the major axis of the spheroid). The original -Reθt model yields 
a far downstream transition except on the top of the windward surface. The -Reθt-CF (He) SST 
model and the -Reθt-CF (He) RSM model yield a good transition onset in the middle of the 
spheroid, but no sign of transition on the windward surface. A detailed flow field investigation 
shows that the helicity-based Reynolds number (ReHe) in this region is too small to trigger the 
crossflow transition. As a consequence, the current -Reθt-CF (He) SST and -Reθt-CF (He) RSM 
models fail in this region. The investigation using the e
N
 method in Ref. [44][45] argues that on 
the windward side the transition is triggered by T-S waves. A hypothesis of the failure of -Reθt 
model on the leeward for the T-S transition is that T-S waves along the attachment line are easier 
to be excited and the transition process is faster than pure streamwise transition, which can not be 
captured by the -Reθt model. The corresponding transition mechanism relates to the attachment 
line transition is also a missing part for the current -Reθt-CF (He) SST and -Reθt-CF (He) RSM 
models. 
For α = 10° illustrated on the right side of Figure 6.33, the measured skin-friction coefficient 
distribution indicates a transition occurs at about x/L=25%. The front transition line identified by 
the Cf color-map-change is almost straight. The original -Reθt model yields too downstream 
transition induced by laminar separation. Although small deviations are observed at shape of the 
transition line and the onset location of transition, the -Reθt-CF (He) SST and -Reθt-CF (He) 
RSM models work very well in predicting the CF dominated transition. On the windward surface, 
the situation is similar to the case at α = 5°, but visibly less pronounced. 
 
Figure 6.34: Skin-friction coefficient distributions for angle of attack of 15° 
 
Figure 6.35: Skin-friction coefficient distributions for angle of attack of 20° (left) and 24° (right) 
For α = 15° in Figure 6.34, the measured skin-friction coefficient distribution shows an obvious 
discontinuity of turbulent flow at x/L = 0.5. On the leeward side the transition is induced by T-S 
instabilities according to Ref. [45]. In the middle, the transition is dominated by CF instabilities. 
It is a very good test case to investigate the interaction between T-S and CF instabilities. The -
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Reθt model is only able to predict the T-S transition on the leeward side. Both the -Reθt-CF (He) 
SST and -Reθt-CF (He) RSM models capture all transition mechanisms well, although the 
discontinuity appeared in the experiment is not obvious from the simulations. On the windward 
surface, the -Reθt model, the -Reθt-CF (He) SST model and -Reθt-CF (He) RSM model fail to 
predict the transition onset similar to the cases at  α = 5° and 10°. 
For α = 20° and 24° illustrated separately on the left and right side of Figure 6.35, the flow stays 
laminar on the windward surface in the experiment. T-S transition occurs on the leeward due to 
the appearance of a laminar separation bubble, and CF transition occurs at about x/L=15%. The -
Reθt model can only predict the separation induced transition near the nose of the spheroid. The 
γ-Reθt-CF (He) SST and γ-Reθt-CF (He) RSM models predict the CF transition, but slightly 
downstream. At further downstream locations, a very good agreement is achieved about the 
predicted transition line by both transition models for these two angles of attack. 
6.3.3 Sickle wing  
The sickle wing experiment of Petzold & Radespiel [69] used a wing that consists of four 
segments. The wing segment directly mounted to a wind-tunnel wall has no sweep. The other 
three swept segments have increasing sweep angles (the sweep angle are 30°,45° and 55° from 
wing root to wing tip) with the same airfoil thickness and the same spanwise extent. By such kind 
of design, the three-dimensional boundary layer on the wing experience increasing crossflow 
towards the wing tip. At the same time, the wing has varying pressure-gradient in the spanwise 
direction. The assumptions for both the local linear stability theory and the simplified laminar 
boundary-layer equation based method are therefore challenged.  
The experiment was operated in the wind tunnel at the Institute of Fluid Mechanics (ISM) of the 
Technische Universität Braunschweig (TU-BS). The average turbulence intensity for the test 
condition is about 0.17% [69]. Both T-S transition and CF transition occurred at the same time on 
the wing in the experiment at the design point Re = 2.75×10
6
, M = 0.16 and the angle of attack α 
= -2.6°. The surface roughness is also measured but not considered in the thesis.  
 
 
Figure 6.36: Infrared images of transition lines for α =-2.6°, Re = 2.75×106. (taken from [PETZOLD, 
R., RADESPIEL, R.: Transition on a Wing with Spanwise Varying Crossflow and Linear Stability 
Analysis, AIAA Journal, Vol. 53, No. 2, 2015, pp 321-335.] and used with friendly permission from 
the authors) 
Figure 6.36 shows the infrared images on the upper and lower surface for this condition can be 
found in Ref. [69]. Detail 3 on the left side of Figure 6.36 gives the result of the oil-flow 
visualizations. The other detailed views on Figure 6.36 illustrate the TSP images on the kink. On 
the upper surface, the laminar separation occurs at the segment with a 30°-sweep angle on the 
upper surface and can be observed clearly on the oil-flow image; the typical “saw-tooth” pattern 
on the 45°-sweep segment indicates a CF-type transition induced by stationary waves; on the 55°-
sweep segment a saw-tooth pattern near the kink is observed again, but the transition line moves 
downstream and becomes straight. This implies that the dominating transition mechanism 
changes over the 55°-sweep segment from stationary CF to unsteady waves (which can be T-S 
waves and traveling CF waves in this case). On the lower side of the wing, the transition line is 
straight over the whole span except near the kink, which indicates T-S dominated transition. 
 
Figure 6.37: Mesh sketch and comparison of the pressure distributions 
Since the size of the wing is relatively large in comparison to the wind tunnel duct, the wind-
tunnel walls were taken into account in the simulations. In this study, the wind-tunnel wall was 
treated as a slip wall. The mesh has approximately 15×10
6
 points and a sketch of the mesh 
showing the computational domain is given in Figure 6.37 (left). This test case is an ideal test 
case to demonstrate the model capabilities, for which the -Reθt model, the -Reθt-CF (C1/He) 
SST model and the -Reθt-CF (C1/He) RSM model are used. Both CF-extensions are used, even 
though the assumption of the local C1-based approach is also challenged and should give visible 
deviations due to the existence of strong spanwise gradient. The RSM model is the SSG/LRR-g 
model and the diffusion model for RSM is SGDH, since if the SSG/LRR- model was applied no 
converged solution could be obtained on this mesh.  
In the right side of Figure 6.37, the computational Cp distributions in the middle of each swept 
wing segment is compared with the measured data from Ref. [69]. There is no great difference 
for both transition models. The original -Reθt model yields better agreements on the pressure 
side due to the laminar separation bubble on the 30°-sweep segment is captured correctly while 
the -Reθt-CF model indicates no sign of separation.  
The skin-friction coefficient distributions are plotted in Figure 6.38 to Figure 6.42. Five models 
are applied, which are the -Reθt RSM model, the -Reθt-CF SST model with local C1-based CF-
extension, the -Reθt-CF SST model with local helicity-based CF-extension, the -Reθt-CF RSM 
model with local C1-based CF-extension and the -Reθt-CF RSM model with local helicity-based 
CF-extension. On the upper and lower surfaces, the transition locations predicted by the -Reθt 
RSM model and all -Reθt-CF model variants show an obvious difference about the skin-friction 
pattern. With the crossflow modification, the agreement between the measurements and the 
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simulations is much better and all of the major transition features are captured. The local 
amplification due to the kink appears to be very well reproduced on both upper and lower 
surfaces. All -Reθt-CF model variants are able to predict the CF transition on each segment. On 
the 30°-segment, the turbulent region is much wider in comparison to what we observed in the 
experiment and shows no sign of laminar separation. The diffusion term of the -equation may 
contribute to the spread of the turbulent stress and yields such numerical behavior. On the 45°-
segment, a transition occurs slightly upstream for all γ-Reθt-CF model variants. On the 55°-
segment, a good agreement for all γ-Reθt-CF model variants is achieved except near the wingtip. 
A detailed study demonstrates that ReHe is too small in this region to trigger transition but the e
N
 
method performed by Petzold & Radespiel [69] confirms the transition in this region. The 
deviation may be caused by the unstable traveling waves, which is not covered by current 
approach. There are some differences for the local C1-based CF-extension and local helicity-
based CF-extension. For the local C1-based CF-extension, the transition near the wing tip is not 
well predicted by both the SST-based and the RSM-based models. Larger region of laminar flow 
by the local helicity-based model are obtained near the wing tip. The -Reθt-CF RSM transition 
model yields a smaller transition region at the kinks than the -Reθt-CF SST transition model on 
the lower surface, but better transition locations on the upper surface. The overall behavior of -
Reθt-CF with local helicity-based approach is better than with the local C1-based approach.  
 
Figure 6.38: Computed skin-friction coefficient distributions on the upper (left) and lower (right) 
surface by the original γ-Reθt model 
 
Figure 6.39: Computed skin-friction coefficient distributions on the upper (left) and lower (right) 
surface by γ-Reθt-CF(C1) SST model 
 γ-Reθt RSM-g 
 
γ-Reθt-CF (C1) SST 
 Figure 6.40: Computed skin-friction coefficient distributions on the upper (left) and lower (right) 
surface by γ-Reθt-CF(He) SST model 
 
Figure 6.41: Computed skin-friction coefficient distributions on the upper (left) and lower (right) 
surface by γ-Reθt-CF(C1) RSM model 
 
Figure 6.42: Computed skin-friction coefficient distributions on the upper (left) and lower (right) 
surface by γ-Reθt-CF(He) RSM model 
6.3.4 DLR-F4 wing body 
The DLR-F4 wing body was tested at transonic Mach numbers and various Reynolds numbers at 
cryogenic temperatures in the European Transonic Wind Tunnel (ETW) in 2003 [28]. Although 
the experiments aimed at testing the transition detection technology via temperature sensitive 
paint technology, high quality and high spatial resolution transition pattern images were achieved. 
The TSP method is to introduce a temperature change in the external flow. Since the temperature 
change is transferred faster onto the paint underneath the turbulent boundary layer than 
underneath the laminar boundary layer, the temperature difference is filmed by the high-
resolution infrared cameras. The transition line can be seen as the borderline between light and 
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γ-Reθt-CF (C1) RSM-g 
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dark areas in the TSP images. 
The tests were carried out at M = 0.785 in a Reynolds number range of 6106  Re 17106 and 
in the lift coefficient range, 0.0  CL  0.5. In our study, the cases with Re = 610
6
 were selected. 
Figure 6.43 shows an example of the TSP images for CL = 0.5. On the upper surface of the 
outboard wing, the transition line is straight that implies T-S type transition . On the inboard wing, 
the transition may be dominated by another mechanism. The high resolution TSP images shows 
the “saw-tooth” pattern on the inner section, suggesting that the CF transition is induced by 
stationary waves. 
For the ETW wind tunnel, low freestream turbulence intensity less than 0.05% can be taken as a 
basis [105]. In our numerical simulation, the turbulence intensity decays freely. The turbulence 
intensity for the turbulence model at the farfield boundary is set to be Tu = 0.05% and the 
turbulent viscosity ratio is set to be RT = 1.0. The -Reθt-RSM model, the -Reθt-CF (C1/He) SST 
model and the -Reθt-CF (C1/He) RSM model are applied for comparison. The RSM model is the 
SSG/LRR-ω model, in which the SGDH diffusion model is used. Four test cases were selected, 
characterized by the lift coefficients CL = 0.0, 0.3, 0.4 and 0.5. The transition lines in the 
simulations are defined as the sudden change of the contour color for the skin-friction coefficient. 
The hybrid mesh has more than 2.3×10
7
 nodes and 64 prism layers. On each side of the wing, 
575 points in the spanwise direction and 225 points in the chordwise direction are placed. 
 
Figure 6.43: Saw-tooth pattern transition near the wings root for the Reynolds number of Re = 
6×10
6
 and CL = 0.5 (taken from [Fey, U., Egami, Y., and Engler , R. H., "High Reynolds number 
transition detection by means of temperature sensitive paint", 44th AIAA Aerospace Sciences 
Meeting and Exhibit, 9-12 January 2006, Reno, Nevada, AIAA 2006-514] and used with friendly 
permission from the authors) 
Figure 6.44 to Figure 6.51 give the results computed by the different approaches for CL = 0.0, 0.3, 
0.4 and 0.5 separately. The TSP images are also presented for the comparison. The -Reθt model 
is not able to predict the CF transition on the inner wing section for all four cases. On the outer 
wing section, it works well except in the vicinity of the wing tip where the curved transition lines 
for all cases are not well captured. 
Generally, the -Reθt-CF model with the local C1-based approach is able to capture the main 
transition patterns for all cases, but the agreement with the experiment is not very satisfying. For 
instance, transition lines appear wedges as in  
Figure 6.47, Figure 6.49 and Figure 6.51 predicted by the -Reθt-CF (C1) SST model, but better 
performance by the -Reθt-CF(C1) RSM model is observed. Laminar region mear the wing tip is 
too large for local C1-based CF-extension coupled with either SST or RSM for CL = 0.3, 0.4 and 
0.5 case. The failure is due to the assumption that no spanwise pressure-gradient for this approach 
are not valid in this region.  
The local helicity-based CF-extension works better on capturing the major transition phenomena, 
no matter if it is coupled with the SST model or the RSM model for all cases. For CL = 0.0 case 
in Figure 6.44, the predicted transition location on the outer wing section by -Reθt-CF(He) 
SST/RSM is slightly upstream than observed in the experiment . The numerical simulations for 
CL = 0.0 show clear CF transition onset near the kink region for both models, while the 
experiment near the kink indicates a large area of turbulent wedges which could only be induced 
by CF instabilities. The best match to the experiment transition line for CL = 0.0 is predicted by 
the -Reθt-CF (He) RSM model. For the lift coefficients CL = 0.3, CL = 0.4 and CL = 0.5, the -
Reθt-CF (He) RSM model yields obvious improvement on the smoothness and location of the 
transition line than the local C1-based CF-extension and the -Reθt-CF (He) SST model. The 
surface streamlines near the trailing edge of the conjunction region between the wing and the 
fuselage is also presented to domenstrated separation patterns. There is no experimental 
measurement about the size and separation pattern of the corner flow. The comparison is just to 
show the different behavior of the RSM variants and SST variants on such flow. RSM variants 
get a more impact and slightly smaller bubble than SST variants. As discussed in 0, RSM has a 
higher opportunity to deal with such flow. The overall results demonstrate that the γ-Reθt-CF 
RSM model with the local helicity-based CF-extension achieves a higher accuracy on complex 
geometries for the transition prediction and also possibly on turbulent flow prediction.  
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Figure 6.44: TSP images for CL = 0.0 (left, taken from Ref. [27] and used with friendly permission 
from the authors) and skin-friction coefficient distribution from the γ-Reθt-RSM model (right). 
 
 
Figure 6.45: Skin-friction coefficient distributions and corner separation bubbles on DLR-F4 
geometry computed by different approaches for CL = 0.0. 
-Reθt-CF (C1) SST 
 
-Reθt-CF (C1) RSM 
 
-Reθtt-CF (He) RSM 
 
-Reθt-CF (He) SST 
 
 Figure 6.46: TSP images for CL = 0.3 (left, taken from Ref. [27] and used with friendly permission 
from the authors) and skin-friction coefficient distribution from γ-Reθt-RSM model (right). 
 
 
Figure 6.47: Skin-friction coefficient distributions and corner separation bubbles on DLR-F4 
geometry computed by different approaches for CL = 0.3. 
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Figure 6.48: TSP images for CL = 0.4 (left, taken from Ref. [27] and used with friendly permission 
from the authors) and skin-friction coefficient distribution from γ-Reθt -RSM model (right) 
 
 
Figure 6.49: Skin-friction coefficient distributions and corner separation bubbles on DLR-F4 
geometry computed by different approaches for CL = 0.4. 
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 Figure 6.50: TSP images for CL = 0.5 (left, taken from Ref. [27] and used with friendly permission 
from the authors) and skin-friction coefficient distribution from -Reθt -RSM model (right) 
 
 
Figure 6.51: Skin-friction coefficient distributions and corner separation bubbles on DLR-F4 
geometry computed by different approaches for CL = 0.5 
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Chapter 7    Summary and Outlook 
 
7.1 Summary 
Two CF-extensions, the local C1-based approach and the local helicity approach are proposed. 
They were intensively tested on a number of configurations including the infinite swept wings 
and even more complex geometries. Both CF-extensions yield fine results with different levels of 
satisfied accuracy and capability. 
1. The local C1-based approach is a crossflow transition prediction approach using the well-
known C1-criterion. The Falkner-Skan and Cooke equations (FSC) are solved to realize it, 
with the solution being simplified to be several appropriate correlation functions or 
relations (i.e. for shape factor, crossflow displacement thickness Reynolds number, local 
sweep angle). The FSC-equations are derived based on the assumption that no pressure-
gradient exists in the spanwise direction. Therefore, this approach is only suitable for 
wing-like geometry with straight leading edge.  
2. The local helicity-based approach uses streamwise vorticity (written by helicity-related 
form) which is the dominate part of the crossflow velocity gradient in the wall-normal 
direction. The corresponding shear stress to the viscous stress is the helicity-based 
Reynolds number, which is a good indicator to detect the onset of the crossflow transition. 
Then a new transition criterion based on helicity-based Reynolds number is proposed. 
This approach can be applied for arbitrary geometries without limitation. 
The coupling to the SSG/LRR RSM was proposed. 
1. The coupling needs additional modeling to the pressure-strain term and the length 
equation. The final coupling makes sense. 
2. Two SSG/LRR variants were coupled with the γ-Reθt (-CF) model. 
3. The newly proposed transition model was re-calibrated based on the zero-pressure-
gradient flat plate.  
The investigations on the numerical scheme and the grid convergence were performed on a flat 
plate, an infinite swept wing and a three-dimension spheroid. At least second-order numerical 
discretization scheme should be employed for turbulent/transition equations. The mesh for the 
transitional computation requires sufficient number of grid points in the boundary layer (i.e. 64 
prism layers for airfoils) as well as along the streamlines. The model is able to reach grid-
independent solution. There are other open options for the γ-Reθt RSM model, including whether 
to use the sustaining turbulence technology, which SSG/LRR (SSG/LRR-ω or SSG/LRR-g) 
model to choose for different case, which diffusion model for RSM mdoel (SGDH or GGDH). 
The best practice of using the SSG/LRR coupling with γ-Reθt (-CF) model was proposed.  
The γ-Reθt RSM transition model was tested on a number of configurations including three two-
dimensional single-element airfoils, one multi-element airfoil in different flow conditions. The γ-
Reθt RSM transition model with two CF-extensions yield good sometimes very good results, 
which sometimes are clearly better than the results based on the SST-coupled model variants. For 
instance, SSG/LRR based transition model is less sensitive to the farfiled settings as observed for 
NACA0012 airfoil in relatively high turbulence level. It is more accurate for the lift polar over 
CAST10-2 airfoil in transonic region, and has better transition prediction for DLR-F4 wing-body 
on which both T-S and CF transition dominated on the wing. Furthermore, RSM-based model 
may be able to represent the corner flow more accurate such as the corner flow for DLR-F5 wing 
and DLR-F4 wing-body. When compare the two CF-extensions, the local helicity-based model is 
better than local C1-based model on three-dimensional complex geometry, as demonstrated on 
sickle wing and DLR-F4 wing-body. 
The presented results so far are extremely promising and give much confidence that for other 
industrially relevant test cases, such as NASA trapezoidal wing and DLR-F11 full plane both of 
which are high-life configurations with complex turbulent phenomena and transition, the γ-Reθt-
CF RSM model has high potential to achieve similarly good results. 
7.2 Open questions 
Although transition models based on the γ-Reθt transport equation framework have given satisfied 
results for many applications, the modeling approaches itself still have some problems for both 
the streamwise transition and the crossflow transition, which will be discussed separately in the 
following. 
7.2.1 Streamwise transition  
The Reynolds number ratio shown in Eq 3.2 is only valid in zero-pressure-gradient flow. In a 
recent study it was shown by solving the Falkner-Skan equation that this Reynolds number ratio 
varies with pressure-gradient signifanctly. The assumption from Menter & Langtry is not valid 
for flows with strongly negativc or postive pressure-gradient. The latest finding on this Reynolds 
number ratio (given in Figure 7.1) is not applied in this thesis. Furthermore, in the transition 
region the flow is not laminar and the Reynolds number ratio is also not valid anymore. The 
transition model is able to predict the transition process is because of the special design of the 
onset functions, which force the flow downstream to stay turbulent when the transition criterion 
is satisfied. 
 
Figure 7.1: maximum value of vorticity Reynolds number Rev and the momentum thickness 
Reynolds number Reθ as a function of boundary-layer shape factor H12 
The pressure-gradient parameter defined in Eq 4.73 is not accurately approximated in the 
transition model. In the local formulation of λ2, the momentum thickness θ is calculated using the 
transported θteR
~
as given in Eq 4.74, which contains the information of both the local pressure 
gradient and the freestream turbulence intensity. By this way, the momentum thickness computed 
by Eq 4.74 is not the physical momentum thickness and would vary with different freestream 
turbulence intensity. In the end, the pressure-gradient parameter is approximated using only 
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quantities but is not physically true. 
The θteR
~
-equation is designed to determine the transported value of θteR
~
in the freestream by the 
local freestream intensity and the local pressure gradient, as well as to transport this information 
into the boundary layer via shutting down the source term. For this purpose, a blending function 
is used to determine the boundary-layer edge, as described in Eq 4.67 to Eq 4.69. The momentum 
thickness computed from the transported θteR
~
 is used to approximate the boundary-layer 
thickness again. As discussed before, the transported value of θteR
~
 is not directly linked to the 
local momentum thickness Reynolds number (Reθ), the caused deviation may be significant for 
some flow. The original formulation of the γ-Reθt model was calibrated based on flows with 
small and moderate Reynolds numbers (Re < 1×10
7
). Good results are achieved for flow in this 
Reynolds number regime. For very high Reynolds number, the boundary-layer thickness is much 
thinner. The approximated boundary-layer thickness using the transported θteR
~
 yield a value is 
only sensitive to the freestream intensity, and would be larger than the true boundary-layer 
thickness. As a consequence, the γ-Reθt model predicte more upstream transition than experiment 
observation for flow at high Reynolds numbers.  
The transition criterion used for γ-Reθt model contains limited information about the transition 
behavior in favorable pressure-gradient regions. The reason for the lack of data is normal. The 
transition for three-dimensional flows in favorable pressure-gradient is dominated by CF 
instabilities usually and flow transitions to turbulent flow before T-S instabilities being excited. If 
the CF instabilities are not excited, the T-S instabilities are still not easy to be excited in the 
favorable pressure-gradient region unless the Reynolds number is very high. Transition occurs in 
favorable pressure-gradient region may not be predicted correctly by γ-Reθt model and its 
variants. 
The compressibility plays a significant role in the transition prediction. In the study of the 
stability analysis, it was found that the compressibility has a stabilizing effect on the T-S 
stabilities [75]. In the framework of the γ-Reθt model, the compressibility effect is not taken into 
consideration. However, very good agreements by γ-Reθt model were achieved for transonic test 
case such as CAST10-2 airfoil and DLR-F4/F5 test cases. The compressibility effect may be only 
significant when the Mach number is very high. 
The transition prediction of the γ-Reθt models is strongly affected by the settings of the 
freestream turbulence level (Tu) as well as the turbulence viscosity ratio (RT). This is not 
surprising because the freestream turbulence is the source to T-S transition, different level of 
freestream turbulence yield different transition locations. The turbulence viscosity ratio controls 
the decay rate of turbulence from the farfield boundary to the geometry. At the same time the 
turbulence viscosity ratio (RT) enters into the transition model via the functions in Eq 4.60 for the 
control of the intermittency destruction term, in Eq 4.88 for the streamwise transition onset 
control function and Eq 4.104 and Eq 4.112 for the CF transition onset control functions. For the 
current γ-Reθt model, the sustaining turbulence term is used to solve the problem, and the 
turbulence viscosity ratio is suggested to be larger than 1.  
The accuracy of the γ-Reθt model is based on an empirical transition criterion with certain errors, 
the possible reason to the errors were discussed in this section. At the same time, the transport 
θteR
~
-equation is built to realize this empirical correlation with many closure coefficients. The 
errors can be compensated by the model calibration. The question is if it is enough to handle the 
transition dominated flows with only one set of model closures.  
7.2.2 CF transition 
The approach of the crossflow transition prediction has also limitations. The local C1-based 
approach which is fundamentally based on the assumptions of the Falkner-Skan and Cooke 
equations, are only valid for flows over wing-like geometries with large aspect ratios. This has 
been shown in section 3.3.1and 3.3.2.  
Furthermore, the CF transition prediction is realized in the framework of the γ-Reθt model. To be 
more precise, it is only implemented in the γ-equation. Since the intermittency factor (γ) is only 
found at the late stage of T-S type transition, and the derivation of γ-equation is also based on the 
correlation of intermittency factor found in the experimental data. For CF transition the 
intermittency factor loses its physical meanings and becomes only an indicator of the state of the 
flow.  
For the local helicity-based CF transition approach, the amount of experimental data is still not 
sufficient to correlate a reliable criterion to predict transition. As shown in Figure 3.8, only 4 
cases were used to derive the correlation for the transition criterion. This is because the 
experimental research for CF transition on wings or other geometries is not as abundant as the 
research on the streamwise transition. 
The pressure-gradient indicator in the helicity-based approach is not fully verified by the 
theoretical studies. The surface roughness is an essential parameter for the CF transition and 
determines the strength of the stationary vortices, which is not considered in our model yet. 
The influence of the turbulence intensity on the CF transition is not specifically considered in 
these two approaches. But the transition location predicted by γ-Reθt-CF model varies to the 
different level of turbulence. When turbulent eddies penetrate into the boundary layer via 
diffusion effect, the boundary layer is not purely laminar anymore. In comparison to a purely 
laminar boundary layer, the maximum of the crossflow velocity or the corresponding helicity is 
slightly smaller. For higher level of turbulence, the crossflow velocity computed by the γ-Reθt 
model is weaker. As a result, the transition location is going to occur a little downstream. On the 
other hand, the higher turbulence intensity is going to enhance the turbulence production which, 
in turn, accelerates the transition process. This phenomenon represents the model reaction to a 
variation of the turbulence intensity. However, it does not represent the physics. 
7.3 Outlook 
Transition prediction in this thesis based on the γ-Reθt model presents certain limitations. Not all 
the open questions can be solved. For instance, the compressibility effect to the transition criteria 
relies on the more reliable experiments being conducted in the future. What we can do in the near 
future is to drop the θteR
~
-equation, and the information of the freestream turbulence intensity and 
the pressure gradient in the boundary-layer edge can be approximated using only local quantities 
as what has been done in the CF-extensions. By doing this the complexity of the γ-Reθt model can 
be reduced. Another advantage of dropping the θteR
~
-equation is that it may improve the 
numerical convergence. The shape factor of the CF-extensions is not valid for three-dimensional 
flow when the pressure-gradient is vanishing. A certain correction of this correlation can improve 
the behavior in the regime where pressure-gradient is almost zero.   
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Appendix A  C2-criterion 
 
Here an angle  is used to define the wave vector which would be most possibly amplified within 
the crossflow direction, and it is the complementary angles defined in Eq 2.3,  
    cossin wuyU   Eq A.1 
For purposes of more convenient analysis, these profiles will be normalized by the velocity
 sinee uU  ,  
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Then the displacement thickness 1  is defined 
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The corresponding Reynolds number 1Re contains two components, one part has the 
displacement thickness Reynolds number in streamwise direction 1Re  and the other has the 
displacement Reynolds number in cross-wise direction 2Re ,  
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 Eq A.4 
Next, one describes the stability of the U  profiles, introduces a critical Reynolds number, which 
is invariant. To determine the effective  for a given experimental case and a certain Reynolds 
number, the function  g  is used. 
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

1
1
Re
Re
crg   Eq A.5 
Flow is under a stable condition when   1g . While   1g  illustrates that the flow in that 
direction is unstable to a certain disturbance. For a three-dimensional flow at any given abscissa, 
 g  depends on   and on the Reynolds number based on the chord (Rec). To determine the  g  
stability calculations have therefore been carried out. For an infinite swept wing, about 80 
profiles defined by Eq A.1 with varieties prescribed  at different chord position are required. 
The plot of  g varies with can be plotted along the chord direction, the minimum of  g  and 
the corresponding   is the value we are looking for, denotes as min . The physical meaning of 
min is obvious, three possibilities of  g versus  curve exist for a flow. Firstly, the curve has 
only one minimum of  g , min is very small, corresponding to quasi-crossflow instability. 
Secondly, the curve has only one minimum of  g , two minimums of min .One min is very small 
and the other one is close to 90°. The latter one is the absolute minimum of g function. This 
abscissa indicates the streamwise instabilities dominate the transition here. At last, the curve has 
two minimums as well. The smallest values of  g  are quite close. This abscissa indicates that 
both instabilities in streamwise direction and cross-wise direction coexist, and interact with each 
other.  
After determining the min for all the profiles, the Reynolds number 1Re  can be computed for the 
whole experimental case, after comparing with the 1Re at the transition location observed in the 
experiment, the critical Reynolds number 
T1
Re  is obtained. The fig. 25 in Ref. [5] plots the 
experimental data as well as the proposed crossflow transition criterion written in Eq A.6 together. 
The horizontal axis is the shape factor in streamwise direction same as used in the C1 criteria, 
and the vertical axis is critical 1Re , the symbols represent the 1Re  at the measured transition 
location from several different experiments. The experimental data shows that the turbulence 
intensity is a significant issue for the crossflow transition. Lower turbulence intensity indicates 
the higher value of this critical Reynolds number. A similar finding is also documented by the 
experiment and numerical simulation in Ref. [20], that higher turbulence intensity accelerates the 
crossflow transition process. 
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Appendix B  SST & 4-equation model 
 
  Menter SST model B.1
The Menter SST model is a two-layer turbulence model. Since several model variants are 
developed, the model published in 2003 [61] is shown here, 
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The production term is  
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Eq B.3 
The Boussinesq assumption states that the Reynolds stress tensor, ijτ  is proportional to the trace-
less mean strain rate tensor *ijS , and can be written in the following way: 
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The destruction term is 
 ρkωρDk
*=   Eq B.6 
Here 09.0*  . 
The source term for -equation is 
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The cross-diffusion term is 
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and the eddy viscosity is computed from: 
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Each of the constants is a blend of an inner () and outer () constant, blended via: 
   2111 1 +  = ΦFΦFΦ   Eq B.11 
Where 1Φ  represents the inner layer constants and 2Φ  represents the outer layer constants. The 
additional functions are given by: 
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and ρ  is the density,  tt   is the turbulent kinematic viscosity,   is the molecular dynamic 
viscosity, d is the distance from the field point to the nearest wall. The production term in the k-
equation is limited by: 
   kρPk *,10min  Eq B.14 
The corresponding coefficients are listed as follows: 
 0 =       0.5 =   0.075 =   0.5556 = dω1ω1ω1 σσβα  Eq B.15 
 ω2dω2ω2ω2 σσσβα 2 =   0.856 =   0.0828 =     0.44 =  Eq B.16 
The boundary conditions recommended in the original Ref. [61] are: 
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At the farfield, they are determined by the turbulence intensity, the freestream velocity, and the 
setting of the inflow turbulence viscosity. 
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 Langtry & Menter -Reθt SST model B.2
This is a four-equation model based on the two-equation Menter SST model augmented by two 
additional equations to describe the laminar-turbulent transition process. The model is given by 
the following:  
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Here the k and ω equation are the same as the original SST model as given in the Eq B.1and Eq 
B.2, but small modifications are used for the source term of k-equation in the coupling of the two 
models and that the modifications are denoted using a tilde. 
The source terms include 
      1
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The onset functions are  
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The constants for the intermittency equations are 
 ;1.0=   0.06;=   50.0;=   2.0; =  ; 1.0= 22 faea1e1 cccc   Eq B.31 
The prediction of separation induced transition is realized through 
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Here the constant is  
 21 s  Eq B.35 
An important blending function is used to identify the boundary layer edge, 
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Eq B.36 
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The function Fwake ensures that the blending function is not activated in the wake regions 
downstream of an airfoil. 
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The transport θteR
~
 equation is the same of the original γ-Reθt model. 
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Where t is a time scale, which is present for dimensional reasons. The blending function is used 
to turn off the source term in the boundary layer and allows the transported scalar θteR
~
 to diffuse 
in from the freestream. tF  equals to zero in the freestream and one in the boundary layer. 
The model constants for the Reθt-equation are 
 2.0=     0.03;= ttc    Eq B.41 
The empirical correlation for transition onset is based on the following parameters: 
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Where dU/ds is the acceleration along the streamwise direction and can be computed by taking 
the derivative of the velocity U in the x, y and z directions and then summing the contribution of 
these derivatives along the streamwise flow direction: 
   5.0222 wvuU   Eq B.43 
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Eq B.47 
The use of the streamline direction is not Galilean-invariant.  
The empirical correlations for streamwise transition shown in Eq 2.22 to Eq 2.25 are used here, 
and must be solved iteratively because the momentum thickness θt is present on the left-hand side 
of the equation and also on the right-hand side in the pressure-gradient parameter λ2. An initial 
guess for the local value of θt was obtained based on the zero pressure-gradient solution of Eq 
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2.22 to Eq 2.25 and the local values.  
For numerical robustness, the acceleration parameters, the turbulence intensity, and the empirical 
correlation should be limited as follows: 
   20Re;027.0%;1.01.0  tTu   Eq B.48 
The boundary conditions are 
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When the transition model interacts with the SST turbulence model, the blending function in Eq 
B.12 needs to be modified, here origF1  is the original blending function as given in Eq B.12, and 
an additional blending function 3F  defined in Eq B.51 is used to ensure in the laminar region, the 
turbulence model returns to the inner-layer model (k- model) [62]  
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Then source term of k-equation is then interacted with the effective intermittency factor, and 
written as 
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~
 Eq B.52 
By this way, in the laminar region, where the production of k-equation is smaller than destruction, 
then flow stay laminar. 
The critical function for lengthF  and cRe are as the follows 
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Eq B.53 
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Eq B.54 
In order to enhance the near wall behavior, the function lengthF  is modified as 
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   sublayersublayerlengthlength FFFF  0.401  Eq B.56 
 4-equation model with CF-extension B.3
For the current CF-extension coupled with an SST model, the production of the intermittency 
factor includes two parts the same as 9-equation model. One accounts for the streamwise 
transition which is the same as the original model, the other part contains the contribution due to 
crossflow transition. The sink term of the intermittency equation stays the same. Then the overall 
contributions including streamwise transition and crossflow transition are added simply as Eq 
4.99. The destruction term of the intermittency stays the same as written in Eq 4.100. The 
closures for Eq 4.97, Eq 4.98 and Eq 4.100 in -Reθt-CF model stay the same and are not listed 
here. 
 Local C1-based approach B.3.1
To control the onset of crossflow transition in the C1-based approach of the -Reθt-CF model, a 
similar onset function for crossflow is defined from Eq 4.101 to Eq 4.105. 
The simulated transition region is relatively thin and the transition process is slow if the closure 
in Eq 4.104 stays the same as the original -Reθt model. To accelerate the transition process, it is 
set to  
 5.1a  Eq B.57 
 0.5, cwlengthF  Eq B.58 
The start of the transition process in the model occurs upstream of the transition location which is 
usually considered as transition onset location, for example, when is has been measured in an 
experiment. After a certain evolution process, the flow turns from laminar to turbulent. The start 
of the transition process in the model is associated with the critical Reynolds number. To simplify 
the calibration process, the critical Reynolds number is designed as 
 
TC c ,2,2 ReRe    Eq B.59 
The final calibrated value for the closure is  
 75.0c  Eq B.60 
 Local helicity-based approach B.3.2
To control the onset of crossflow transition in the helicity-based approach of the -Reθt-CF model, 
a similar onset function for crossflow is defined from Eq 4.110 to Eq 4.113. 
Here a is the model constant needs to be calibrated for current 4-equation model 
 0.2a  Eq B.61 
 0.5, cwlengthF  Eq B.62 
and ReHec, Flength,cw are the critical functions which need to be calibrated as well for 4-equation 
mdoel. 
 
THeCHe c ,, ReRe   Eq B.63 
The final calibrated value for the closure is  
 7.0c  Eq B.64 
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Appendix C  Calibration of model correlations for CF- 
extensions 
 
 Local C1-based model C.1
To validate the shape factor correlation, the laminar boundary-layer code COCO [85] in the TAU 
transition prediction module and the TAU-internal procedures for the computation of boundary-
layer data are used to compute the shape factor and the displacement thickness Reynolds number 
in the crosswise direction.   
The COCO code is applicable to two-dimensional, infinite swept wing and conical wing flows 
and applies a finite difference scheme for the computation of the laminar boundary-layer velocity 
profiles based on Cp at the boundary-layer edge. In COCO the laminar boundary-layer equations 
using the conical flow approximation are solved. Integral boundary-layer data such as Reδ2 and 
H12 are integrated along the wall-normal direction. The TAU-internal procedures carry out the 
integration based on the velocity profiles which are provided by the RANS solution of the TAU 
code. Four cases including the NLF (2)-0415 infinite swept wing, the ONERA-D infinite swept 
wing, the ONERA-M6 wing and the prolate spheroid are used to test the current shape factor 
correlation function.  
 
Figure C-1: H12 and Reδ2 distributions on NLF (2)-0415 wing 
In Figure C-1, the NLF (2)-0415 infinite swept wing has a Reynold number of Re = 2.17×10
6
. 
The transition location predicted by the C1-criterion evaluated with boundary-layer data from the 
boundary-layer code COCO is at x/c=0.5694. It can be seen clearly that the shape factor 
decreases to about 1.5 after transition if the shape factor is computed from the RANS solution 
directly depicted in green color. These three approaches, based on the COCO code, based on the 
TAU-internal procedures and based on the C1-based model, yield quite an identical shape factor 
distribution in the fully laminar region. Downstream of transition, the boundary-layer method still 
yields high values of H12 indicating the laminar state of the flow, because the velocity profile 
from the COCO code is the solution of the laminar boundary-layer equation. The correlation of 
the C1-based model yields visible deviations in the fully turbulent region as expected. Reδ2 
predicted by the vorticity Reynolds number and the Reynolds number ratio is larger than the two 
approaches from the TAU transition prediction module, but the difference is acceptable.  
 
Figure C-2: H12 and Reδ2 distributions on ONERA-D wing 
For the ONERA-D case in Figure C-2, the sweep angle ϑsw = 40°, and the shape factor 
distribution is predicted using the same approaches as for the NLF (2)-0415 wing. In the laminar 
region, the shape factor distribution computed by the TAU transition prediction module using its 
two approaches is identical as well. The correlation of the C1-based model yields good agreement 
at the upstream part of the wing and yields a higher value in the middle where the pressure-
gradient almost vanishes. The correlated Reδ2 agree well with the two approaches from the TAU 
transition prediction module in the accelerated flow regime. The maximum value predicted by the 
current correlation locates at a little upstream than the reference because the shape factor in this 
region is over predicted due to the existence of an ‘S’-shaped crossflow velocity profile, which is 
not governed by the FSC-equations. 
 
Figure C-3: H12 and Reδ2 distributions on ONERA-M6 wing at y/b=0.6725 
Figure C-3 illustrates the shape factor distribution on the pressure side of ONERA-M6 wing with 
M = 0.265, Re = 3.5×10
6
, angle of attack α = 10°, the favorable pressure-gradient dominates on 
the surface until 60% of wing chord. The slice located at η = 67.25% of the span is used as an 
example for the validation on a typical swept wing. The two approaches in the TAU transition 
prediction module to compute the boundary-layer data yield quite identical shape factor 
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distributions in the laminar region. The current approach fits the shape factor distribution very 
well in the favorable pressure-gradient region. It also yields visible deviations when the pressure-
gradient is near zero shown in the dashed black line. When the flow is turbulent, the correlation 
function fails. The correlated Reδ2 is far smaller than the value predicted by the two approaches in 
the TAU transition prediction module in the accelerated flow regime. Reδ2 computed from the 
boundary-layer profiles from the RANS solution is smaller than that computed by the boundary-
layer code. The failure is because on the ONERA-M6 wing, that the simplified three-dimensional 
boundary-layer equations are not fully valid anymore. The current approach is based on the 
derivation of the FSC-equations, which requires no spanwise pressure-gradient strictly. For such 
short aspect wing, the assumption is not fully satisfied. 
 
Figure C-4: H12 and Reδ2 distributions on the DLR prolate spheroid at one slice 
The spheroid case in Figure C-4 has a Re = 6.5×10
6
 and angle of attack α = 10°. The shape factor 
distribution illustrated in Figure C-4 is located in the middle of the spheroid from head to tail. 
Since for this configuration, the assumptions for the conical boundary-layer equations in COCO 
are not valid, the shape factor can only be computed via integrating the velocity profile from the 
RANS solution. Still, good agreement is achieved with the current shape factor correlation. There 
is a sudden change in the shape factor distribution at about x/c = 0.1 computed by the local C1–
based approach. The correlated Reδ2 distributions has small deviations with the reference well 
despite it is not a wing-like geometry.  
Overall, the correlation function works very well in the range of 2.4 < H12 < 2.55. It is not valid 
when the pressure-gradient is very small in the three-dimensional flow. The simulated Reδ2 has 
deviations for some cases. As stated before, the current approach fits only for wing-like 
geometries with no pressure-gradient along the spanwise direction. 
 Local helicity-based model C.2
For the local helicity-based approach, the same test cases as that for the local C1-based approach 
are shown here.  
In Figure C-5, it can be seen clearly that the shape factor decreases to about 1.5 after transition if 
the shape factor is computed from the RANS solution directly depicted in green color. These 
three approaches, based on the COCO code, based on the TAU-internal procedures and based on 
the helicity-based model, yield quite an identical shape factor distribution in the fully laminar 
region. Downstream of transition, the boundary-layer method still yields high values of H12 
indicating the laminar state of the flow, because the velocity profile from the boundary-layer 
method is the solution of the laminar boundary-layer equation. The correlation of the helicity-
based model yields visible deviations in the fully turbulent region, as was expected.  
 
Figure C-5: Shape factor distributions on NLF (2)-0415 infinite swept wing 
 
Figure C-6: Shape factor distributions on ONERA-D infinite swept wing (left) and ReHe 
distributions at different streamwise stations (right) 
For the ONERA-D case in Figure C-6, in the laminar region, the shape factor distribution 
computed by the TAU transition prediction module using its two approaches is identical as well. 
The correlation function yields good agreement at the upstream part of the wing and yields a 
higher value in the middle where the pressure-gradient almost vanishes. In Figure C-6 (left) this 
region is marked by black arrows. As stated before, the crosswise velocity profile develops to an 
‘S-shape’ as the pressure-gradient varies from negative to positive. The ‘S-shaped’ crossflow 
velocity has two inflection points, so the helicity-based Reynolds number profile in the boundary 
layer has two peaks, as illustrated in Figure C-6 (right), the smaller peak near the wall increases 
as the flow develops towards the downstream direction. However, the correlation function for the 
shape factor depends only on the local pressure-gradient parameter derived from two-dimensional 
Falkner-Skan equation, so for zero pressure-gradient it should yield H12 = 2.59 there. However, 
due to the existence of crossflow, the streamwise shape factor is smaller than 2.59. The ‘S’-
shaped crosswise profile yields quite high ReHe, and the over-predicted  H12 yields a much higher 
value corresponding to smaller transition ReHe,T according to Eq 3.76, so if the transition occurs 
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in this region, the current approach does obtain upstream located transition.   
 
Figure C-7: Shape factor distributions on ONERA-M6 wing at y/b = 0.807 
 
Figure C-8: shape factor distributions on the DLR prolate spheroid at one slice.  
The spheroid case in Figure C-8 has a Re = 6.5×10
6
 and angle of attack α = 10°. The shape factor 
distribution illustrated in Figure C-8 is located in the middle of the spheroid from head to tail. 
Since for this configuration, the assumptions for the conical boundary-layer equations in COCO 
are not valid any more, the shape factor can only be computed via integrating the velocity profile 
from the RANS solution. Still, good agreement is achieved with the current shape factor 
correlation. There is a sudden change in the shape factor distribution at about x/c = 0.1 computed 
by local helicity approach as well. It is found that at this point the pressure distribution has a very 
small abrupt change which may be caused by the geometry discontinuity or mesh discontinuity. 
The RANS solution yields much smoother distribution of the shape factor. This implies that the 
shape factor correlation is more sensitive to the change of the pressure-gradient. This can be 
explained easily by the correlation function itself. According to Eq 3.79, the approximated 2
depends on the change of the pressure-gradient and the wall distance. Here the wall distance is of 
no importance for this case. So a sudden change of pressure corresponds to a sudden change of 
H12 computed by the single parameter correlation function in Eq 3.78. But the real shape factor is 
the ratio between the displacement thickness and momentum thickness, both of which are integral 
quantities derived from the velocity profile. Due to viscosity effects, it does not change strongly 
under a sudden jump of the pressure-gradient. 
Overall, the correlation function works very well in the range of 2.4 < H12 < 2.55. It is not valid 
when the pressure-gradient is very small in the three-dimensional flow. It is an obvious 
disadvantage for the shape factor modeling approach. Right now there is no good solution to fix 
this problem with only limited numbers of local quantities. The correlation function may not 
work well in the regions where flow is decelerated, but transition there usually is not dominated 
by crossflow instabilities. The current correlation is more sensitive to the sudden pressure-
gradient change, which may induce unexpected errors. 
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Appendix D  Calibration details 
 
 Improvement of the transition length behavior D.1
For the computation of the production term of the intermittency equation, a new Fonset,cf function 
is introduced following what Langtry has done in the baseline -Reθt model from Eq D.1 to Eq 
D.5. 
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Figure D-1: Cf distributions with constant ReHe,C and Flength,cf for NLF (2)-0415 case on the pressure 
side 
Here 5.2a is a constant in the baseline -Reθt model. For the -Reθt-CF model, we have a 
problem if the transition process very slow which can be seen from the plots of skin-friction 
distributions in Figure D-1. It shows the skin-friction coefficient on the pressure surface predicted 
using the transition model including the CF-extension, and it cannot obtain improved results via 
adjusting the ReHe,C and Flength,cw.  
Figure D-2 shows the different value of a  which yield a significant influence to the transition 
length for NLF (2)-0415 infinite swept wing with Rec= 3.75×10
6
. The geometry sweep angle is 
 45sw  and the angle of attack is α = -4°. This is because smaller values of a  decrease the 
limitation of the onset function in Eq D.3. Thus the transition process is much faster than with 
higher values of a . 
 
Figure D-2: Cf distributions with constant ReHe,C and Flength,cf for NLF (2)-0415 case on the pressure 
side 
 Effect of Flength,cf D.2
Figure D-3 shows that the different values of Flength,cf yield different transition lengths. Knowing 
that CF transition occurs over longer distances than T-S transition generally, thus, it is fixed at 
Flength,cf  = 5 so the transition length is not too long or too short. 
 
Figure D-3: Cf distributions with constant ReHe,C and a  but different values of Flength,cf for NLF (2)-
0415 case 
 Influence from the turbulence settings at farfiled D.3
Significant influences from the freestream turbulence intensity or viscosity ratio were observed 
during the validation process without using the sustaining technology. For the NLF (2)-0415 case, 
the freestream turbulence intensity (FSTI) is FSTI = 0.06% and it is quite low. Here the γ-Reθt-
SST model is used as a reference, and the conclusion holds for both the γ-Reθt-SST model and the 
γ-Reθt-RSM model. The general viscosity ratio at the farfield boundary was varied from 100 to 
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0.001. The pressure coefficient and skin-friction coefficient distributions are shown in Figure D-4. 
We noticed that when the viscosity ratio is smaller than 0.01, the flow starts to separate. The 
transition location does not move until the viscosity ratio is 0.001. Overall, we can conclude that, 
for the low turbulence intensity case, if the viscosity ratio at the far-field boundary is not too 
small, the identical solution can be obtained. 
 
Figure D-4: Cf distributions (left) and Cp (right) distributions with different viscosity ratio for NLF 
(2)-0415 wing with Rec=3.73×10
6
 
The second case is the ONERA-D test case with a sweep angle ϑsw = 60°, an angle of attack α= -
6°. The Reynolds number based on the chordwise freestream velocity is 1.0×10
6
. The measured 
transition location is xT/c=0.25. The freestream turbulence intensity is 0.2%. The computed 
pressure distribution with different general viscosity ratios shows no great difference, but the 
skin-friction coefficients were influenced strongly as shown in Figure D-5.  
 
Figure D-5: Cf distributions (left) and Cp (right) distributions with different viscosity ratio for 
ONERA-D swept wing with Rec=1.0×10
6
 and sweep angle ϑ = 60° 
The turbulence decay in the free steam is also shown in Figure D-6. When the viscosity ratio is 
set to 1, the freestream turbulence intensity is less than 0.03% near the geometry locates at x/c = 0, 
which is quite low in general. For lower viscosity ratios, the freestream turbulence intensity is 
nearly zero. Transition location is still affected by the initial value of turbulence value at the far-
field boundary. 
 Figure D-6: Freestream turbulence intensity decay from the farfield (x/c = -100) to the wing (x/c 
= 0) 
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Appendix E  SSG/LRR-g model + 9-equation model 
 
 SSG/LRR-g model E.1
The g-equation is considered as an alternative for -equation using 1g . It yields similar 
predictions compared to the -based model and demonstrates a significantly lower dependency 
on the near-wall grid resolution due to the natural boundary condition at solid walls. 
The transport equation for the Reynolds stresses is written in Eq E.1 
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The g equation is obtained by an exact transformation of Menter’s baseline -equation using  
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With a direct transformation, the following equation is obtained and given by Togiti et al. [101] 
as follows: 
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The dissipation rate of Reynolds stresses is modeled as a simple isotropic model: 
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The diffusion term for the transport Reynolds stress equation is modeled via a generalized 
gradient diffusion model [18] as well. For the length-scale equation, the production term, the 
destruction term, the cross-diffusion term as well as the diffusion term are listed as Eq E.5 to Eq 
E.9, respectively.  
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The additional gradient term is 
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All of the coefficients are blended (similar to Menter's SST/BSL model), via: 
   outerinner FF  11 1  Eq E.10 
The blending function is formulated as the following: 
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Here, d is the distance to the nearest wall. The coefficients are as follows: 
The inner (near-wall) coefficients are: 
 0 =   0.5; =   0.075; =   0.5556; = innerd
innerinnerinner σσβα   Eq E.14 
The outer coefficients are: 
 outerouterd
outerouterouter σσσβα  2 =   0.856; =   0.0828; =  0.44; =  Eq E.15 
To avoid g reaching a very low value near the boundary-layer edge and thereby avoiding the 
additional gradient term becoming dominant in this region, the term gG  is re-written in the 
following form 
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At the wall natural boundary conditions for the Reynolds stresses and the length-scale variable g 
are applied 
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wallwallij
gR  Eq E.19 
On the farfield, the boundary conditions are determined by the turbulence intensity, freestream 
velocity, and the setting of inflow turbulence viscosity [101]. 
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 -Reθt RSM model (SSG/LRR-g model) E.2
Here the coupling approach follows the original -Reθt RSM model. The final whole frame of the 
new model is built as Eq E.21 to Eq E.24 
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The production term, the destruction term and the re-distribution term are multiplied with the 
effective intermittency factor as well  
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When the transition model interacts with the SSG/LRR-g turbulence model, the blending function 
needs to be modified as well following the idea of the original model.  
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Where F1,orig is the original blending function used in Eq E.11. 
To avoid g reaching to a very low value near the boundary-layer edge and thereby avoiding the 
additional gradient term becoming dominant in this region, the term gG  is re-written in the 
following form 
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A hybrid type of production term written in Eq E.32 is applied 
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The ambient value is not determined by the far-field but by the target turbulence intensity and 
local velocity. 
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The ambient term for the Reynolds stress transport equation is designed to compensate the 
destruction term and in so doing, turbulence is sustained to a given level in the freestream. 
The production of Reynolds stresses and length scale is written as Eq E.34 and Eq E.35.  
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Here the ambient term is only active when  
 
ambkkk PP ,  Eq E.36 
This is to ensure that the ambient term does not have an impact on the state of the boundary-layer 
at all. 
The equations for the -Reθt model are the same as for the SSG/LRR- RSM model. Just make 
sure that when  appears in the original form of the -Reθt model, replace this turbulence variable 
with g by Eq E.2. 
The transition behavior is very similar to the original -Reθt RSM (based on the -equation) 
model.  The results on the T3-flat plate with zero-pressure-gradient and the S&K flat plate 
predicted by both -based model and g-based model are shown in Figure E-1.  
 
 
Figure E-1: T3-series with ZPG and S&K ZPG flat plate 
Figure E-2 gives an example of the transition prediction on the NLF (1)-0416 airfoil to show the 
streamwise transition prediction and ONERA D infinite swept wing to show the crossflow 
transition prediction. Some deviations are observed, which are not fully understood yet. But in 
terms of transition location prediction, both models yield very close results. 
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Figure E-2: NLF0416 α = 4.07° and ONERA-D for /g-based transition model 
