Symmetry in the vanishing of Ext over stably symmetric algebras  by Mori, Izuru
Journal of Algebra 310 (2007) 708–729
www.elsevier.com/locate/jalgebra
Symmetry in the vanishing of Ext
over stably symmetric algebras
Izuru Mori ∗
Department of Mathematics, SUNY College at Brockport, Brockport, NY 14420, USA
Received 6 February 2005
Available online 8 December 2006
Communicated by Paul Roberts
Abstract
A Frobenius algebra over a field k is called symmetric if the Nakayama automorphism is an inner
automorphism. A stably symmetric algebra is defined to be a generalization of a symmetric k-algebra.
In this paper we will study symmetry in the vanishing of Ext for such algebras R, namely, for all
finitely generated R-modules M and N , Exti
R
(M,N) = 0 for all i  0 if and only if Exti
R
(N,M) = 0
for all i  0. We show that a certain class of noetherian stably symmetric Gorenstein algebras,
such as the group algebra of a finite group and the exterior algebra Λ(kn) when n is odd, have this
symmetry using Serre duality. We also show that every exterior algebra Λ(kn), whether n is even or
odd, has this symmetry for graded modules using Koszul duality.
© 2005 Published by Elsevier Inc.
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1. Motivation
Throughout this paper, let k be a field, R a ring or a k-algebra, ModR the cate-
gory of right R-modules, and modR the category of finitely generated right R-modules.
If R is a commutative local ring, then Serre defined the intersection multiplicity of
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χ(M,N) :=
∞∑
i=0
(−1)i length TorRi (M,N).
Note that χ(M,N) is well defined if and only if
(1) length TorRi (M,N) < ∞ for all i (which is equivalent to length(M ⊗R N) < ∞), and
(2) TorRi (M,N) = 0 for all i  0.
If R is a noncommutative algebra and M,N ∈ modR, then TorRi (M,N) are not defined in
general, but ExtiR(M,N) are defined, so Smith and I defined the intersection multiplicity
of M,N by
M ·N := (−1)codimM
∞∑
i=0
(−1)i dimk ExtiR(M,N)
(see [13,15,18]). Note that M ·N is well defined if and only if
(1) dimk ExtiR(M,N) < ∞ for all i, and
(2) ExtiR(M,N) = 0 for all i  0.
Although using Ext instead of Tor is necessary in order to develop our intersection the-
ory for noncommutative schemes, one of the disadvantages of using Ext is that it is not
symmetric. For example, the following question is not trivial.
Question 1.1. Let R be an algebra. Then, for all M,N ∈ modR,
M ·N is well defined ⇔ N ·M is well defined?
The above question can be split into the following two questions.
Question 1.2. Let R be an algebra.
(1) For all M,N ∈ modR,
dimk ExtiR(M,N) < ∞ for all i ⇔ dimk ExtiR(N,M) < ∞ for all i?
(2) For all M,N ∈ modR,
ExtiR(M,N) = 0 for all i  0 ⇔ ExtiR(N,M) = 0 for all i  0?
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lary 3.2]. Although it is important to answer Question 1.2(1) for noncommutative algebras,
in this paper we will focus on Question 1.2(2), which has been studied for commutative
rings in [2,9,10].
Definition 1.3. We say that R satisfies (ee) if Question 1.2(2) is true for R.
First, we will make an easy observation. We say that R is noetherian if it is both right
and left noetherian. A similar convention will apply to the following terminologies.
Definition 1.4. Let R be a ring. We say that R is right regular if gldimR < ∞, and regular
if it is both right and left regular. We say that R is right Gorenstein if idR(R) < ∞, and
Gorenstein if it is both right and left Gorenstein.
Note that if R is a noetherian Gorenstein ring, then idR(R) = idRo(R) =: id(R). If R
is right regular, then, for all M,N ∈ modR, ExtiR(M,N) = 0 for all i > gldimR, so R
satisfies (ee). Conversely, if R satisfies (ee), then, for all M ∈ modR, ExtiR(M,R) = 0 for
all i  0 because ExtiR(R,M) = 0 for all i  1, hence R is close to right Gorenstein. So
the class of algebras satisfying (ee) is somewhere between right regular algebras and right
Gorenstein algebras. In commutative case, Avramov and Buchweitz [2] proved that every
commutative complete intersection ring satisfies (ee). Very recently, Jorgensen and Sega
[11] found an example of a commutative Gorenstein ring that does not satisfy (ee).
Recall that a Frobenius algebra over a field k is called symmetric if the Nakayama
automorphism is an inner automorphism. In this paper, we will define a stably symmetric
algebra, which is a generalization of a symmetric k-algebra, and study the condition (ee)
over such an algebra via the Tate–Vogel cohomologies. In particular, we will prove that
every noetherian stably symmetric Gorenstein algebra satisfying the Auslander condition
defined in the next section, such as the group algebra of a finite group and the exterior
algebra Λ(kn) when n is odd, satisfies (ee) using Serre duality. We will also prove that
every exterior algebra Λ(kn), whether n is even or odd, satisfies (ee) for graded modules
using Koszul duality.
2. Auslander condition
Before studying the condition (ee), in this section we will study a related condition
known as the Auslander condition. Let R be a ring and M,N ∈ ModR. We will introduce
some notations and conditions on R following [9,10,13]. We define
eR(M,N) := sup
{
i | ExtiR(M,N) = 0
}
,
and
eR(M,−) := sup
{
eR(M,N) | N ∈ modR such that eR(M,N) < ∞
}
.
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eR := sup
{
eR(M,N) | M,N ∈ modR such that eR(M,N) < ∞
}
.
We say that:
• R satisfies the Auslander condition (ac) if eR(M,−) < ∞ for all M ∈ modR.
• R satisfies the uniform Auslander condition (uac) if eR < ∞.
Clearly, if R satisfies (uac), then it satisfies (ac).
Example 2.1.
(1) The group algebra of a finite group satisfies (ac) [6, Theorem 2.4].
(2) A noetherian commutative local complete intersection ring satisfies (uac) [9, Corol-
lary 3.4].
If R is a right regular ring, then
eR  sup
{
eR(M,N) | M,N ∈ ModR
}= gldimR < ∞,
so R satisfies (uac). If {x1, . . . , xr} is a regular normalizing sequence of a (right) regular
ring R, then the quotient ring R/(x1, . . . , xr ) can be thought of as a noncommutative ana-
logue of a complete intersection ring. As in the commutative case, we might expect that
such a ring satisfies (uac). However, we will see in Example 3.4 that this is not always the
case. In fact, in the noncommutative case, we need an additional condition as described
below.
If x is a regular normalizing nonunit element of R, then there is an automorphism σ ∈
AutR such that rx = xσ(r) for all r ∈ R, which induces an automorphism σ¯ ∈ AutR/(x).
We say that x has finite order if σ¯ ∈ AutR/(x) has finite order. If x is central, then σ = Id,
so x has the order 1. For M ∈ modR and σ ∈ AutR, we define Mσ ∈ modR, which is the
same as M as an abelian group, but the new action · on Mσ of R is defined by m ·r = mσ(r)
where m ∈ Mσ = M and r ∈ R.
The proof of the following proposition is similar to that of [9, Proposition 3.2], however,
we need extra care due to the noncommutativity of the ring.
Proposition 2.2. Let R be a ring, and x a regular normalizing nonunit element of R of
finite order. If S = R/(x) is the quotient ring, then eS  eR − 1. In particular, if R satisfies
(uac), then S satisfies (uac).
Proof. Let M ∈ modR. Since
0 → Rσ−1 ·x−→ R → S → 0
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0 → TorR1 (M,S) → M ⊗R Rσ
−1 ∼= Mσ−1 ·x−→ M ⊗R R ∼= M → M ⊗R S → 0
of right R-modules. If M ∈ modS, then Mσ−1x = 0, so
M ⊗R S ∼= M and TorR1 (M,S) ∼= Mσ¯
−1
as right S-modules. Since TorRi (M,S) = 0 for all i  2, for N ∈ modS, the change of rings
spectral sequence
ExtpS
(
TorRq (M,S),N
) ⇒ Extp+qR (M,N)
degenerates to a long exact sequence
0 → Ext1S(M,N) → Ext1R(M,N) → HomS
(
Mσ¯
−1
,N
)
→ Ext2S(M,N) → Ext2R(M,N) → Ext1S
(
Mσ¯
−1
,N
)→ ·· · .
Suppose that eR < ∞. If i  eR , then Exti+1R (M,N) = 0, so
Exti+2S (M,N) ∼= ExtiS
(
Mσ¯
−1
,N
)
.
Let s < ∞ be the order of σ¯ ∈ AutS. If eS(M,N) < ∞, then, for each i  eR , there exists
t ∈ N such that i + 2st > eS(M,N), so
ExtiS(M,N) ∼= Exti+2S
(
Mσ¯ ,N
)∼= Exti+4S (Mσ¯ 2,N)∼= · · ·
∼= Exti+2stS
(
Mσ¯
st
,N
)∼= Exti+2stS (M,N) = 0
hence eS(M,N) eR − 1. It follows that eS  eR − 1. 
Corollary 2.3. If R is a right regular ring and {x1, . . . , xr} is a regular normalizing se-
quence of R of finite order, then the quotient ring R/(x1, . . . , xr ) satisfies (uac).
Corollary 2.4. Every exterior algebra satisfies (uac).
Proof. The exterior algebra can be written as
Λ
(
kn
)∼= R/(x21 , . . . , x2n),
where
R = k〈x1, . . . , xn〉/(xixj + xjxi)1i<jn
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(uac) by Corollary 2.3. 
We will see in Example 3.4 that a skew exterior algebra may not satisfy (uac).
3. Gorenstein rings
Our motivation is to find a class of rings satisfying (ee) defined in Section 1. Recall that
in order to satisfy (ee), the ring must be right Gorenstein, so, from now on, we will focus
on Gorenstein rings.
Let R be a noetherian Gorenstein ring and M,N ∈ modR. The kernel of a projective
cover P → M is denoted by ΩM ∈ modR, called the syzygy of M . The syzygy operation
induces a functor Ω : modR → modR where modR is the stable category of R-modules
by projective modules. For i ∈ N, we may define ΩiM by applying to M the syzygy
operation i times. Since Ωi : modR → modR is a functor, for 0 i  j , there is a natural
map
ϕij : HommodR
(
ΩiM,ΩiN
)→ HommodR(Ωj−iΩiM,Ωj−iΩiN)
∼= HommodR
(
ΩjM,ΩjN
)
so that {HommodR(ΩiM,ΩiN),ϕij } forms a direct system, hence we may define
ÊxtiR(M,N) := lim−→
k0
HommodR
(
ΩkΩiM,ΩkN
)∼= lim−→
k0
HommodR
(
Ωk+iM,ΩkN
)
.
By taking the limit for k + i  0, we may define ÊxtiR(M,N) for all i ∈ Z, called the ith
Tate–Vogel cohomology of M and N . We refer to [4] and [12] for alternate definitions. By
the above definition, it is clear that
ÊxtiR(M,N) ∼= ÊxtiR
(
ΩjM,ΩjN
)∼= Êxti+jR (M,ΩjN)∼= Êxti−j (ΩjM,N)
for all i ∈ Z and all j ∈ N. We define
eˆR(M,N) := sup
{
i | ÊxtiR(M,N) = 0
}
,
and
eˆR(M,−) := sup
{
eˆR(M,N) | N ∈ modR such that eˆR(M,N) < ∞
}
as before. The following lemma is well known (see [4,5]).
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ÊxtiR(M,N) ∼= ExtiR(M,N)
for all i > id(R). In particular,
(1) eR(M,N) < ∞ if and only if eˆR(M,N) < ∞.
(2) eR(M,−) < ∞ if and only if eˆR(M,−) < ∞.
We will now interpret the condition (ac) in terms of the Tate–Vogel cohomologies.
Theorem 3.2. Let R be a noetherian Gorenstein ring. Then the following are equivalent:
(1) R satisfies (uac).
(2) R satisfies (ac).
(3) For all M,N ∈ modR, eˆ(M,N) < ∞ implies eˆ(M,N) = −∞, that is,
ÊxtiR(M,N) = 0 for all i  0 ⇒ ÊxtiR(M,N) = 0 for all i. (∗)
Proof. (1) ⇒ (2). Trivial.
(2) ⇒ (3). Suppose that eˆR(M,N) < ∞ for M,N ∈ modR. Since R satisfies
(ac), eR(M,−) < ∞. By Lemma 3.1, eˆR(M,N)  eˆR(M,−) =: n < ∞. If −∞ <
eˆR(M,N) =: m n, then
Êxtn+1R
(
M,Ωn+1−mN
)∼= ÊxtmR(M,N) = 0
for Ωn+1−mN ∈ modR, which is contradicting to eˆR(M,−) = n, hence eˆR(M,N) = −∞.
(3) ⇒ (1). If eR(M,N) < ∞ for M,N ∈ modR, then eˆR(M,N) < ∞ by Lemma 3.1,
so eˆR(M,N) = −∞. Since
ExtiR(M,N) ∼= ÊxtiR(M,N) = 0
for all i > id(R) by Lemma 3.1, eR(M,N) id(R). It follows that eR  id(R) < ∞, hence
R satisfies (uac). 
The following corollary is a noncommutative analogue of [9, Proposition 3.1].
Corollary 3.3. If R is a noetherian Gorenstein ring satisfying (ac), then eR = id(R).
Proof. By Baer’s criterion,
id(R) = sup{eR(M,R) | M ∈ modR} eR.
If R satisfies (ac), then eR  id(R) by the proof of (3) ⇒ (1) in Theorem 3.2, hence the
result. 
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in [9]. It was shown in [9, Theorem 4.1] that every AB ring satisfies (ee). We will prove an
analogous result for noncommutative algebras in Theorem 4.7. It follows from [9, Propo-
sition 3.2] that, in order to show that every noetherian commutative Gorenstein local ring
satisfies (uac), it is enough to show that every noetherian commutative Gorenstein local
ring of dimension 0, that is, every commutative self-injective ring, satisfies (uac). Further,
since the conditions (uac) and (ac) are equivalent over a noetherian Gorenstein ring by The-
orem 3.2, it is enough to prove the following conjecture of Auslander: every artinian ring
satisfies (ac). Unfortunately, commutative self-injective (Frobenius) Koszul algebras which
do not satisfy (ac) were recently discovered in [10]. Later, a geometric way of constructing
noncommutative algebras which do not satisfy (ac) was given in [17]. The example below
is the simplest possible such an example, which was found independently by Smalo [19].
Example 3.4. Let
Λ = Λα = k〈x, y〉
/(
xy + αyx, x2, y2)
be a skew exterior algebra where 0 = α ∈ k. Note that Λ is a self-injective (Frobenius)
Koszul algebra. In particular, if α = 1, then Λα is an exterior algebra, and if α = −1, then
Λα is a commutative complete intersection algebra. We will show that Λα satisfies (ac) if
and only if α is a root of unity. In fact, if α is a root of unity, then Λα ∼= R/(x2, y2) where
R = k〈x, y〉/(xy + αyx) is a regular ring and {x2, y2} is a regular normalizing sequence
of R of finite order, so Λα satisfies (ac) by Corollary 2.3.
The converse was proved in [19]. We will reprove it using notion of noncommutative
algebraic geometry [17,20], since we will study this example later. For each point p =
(a, b) ∈ P1k , we define a module
Mp = Λ/(ax + by)Λ ∈ modΛ.
Note that Mp ∼= Mq if and only if p = q . Since Mp has a linear resolution,
· · · (α3ax+by)·−−−−−−−→ Λ (α2ax+by)·−−−−−−−→ Λ (αax+by)·−−−−−−→ Λ (ax+by)·−−−−−→ Λ → Mp → 0,
ΩiMp ∼= Mσi(p) for all i  0 where σ ∈ Autk P1k is an automorphism defined by σ(a, b) =
(αa, b). An exact sequence
0 → ΩMp ∼= Mσ(p) → Λ → Mp → 0
induces a long exact sequence
0 → HomΛ(Mp,Mq) → HomΛ(Λ,Mq) ∼= Mq
→ HomΛ(Mσ(p),Mq) → Ext1Λ(Mp,Mq) → 0.
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dimk HomΛ(Mp,Mq) =
{
2, if q = p,
1, if q = p.
Since dimk Mq = 2 and
dimk Ext1Λ(Mp,Mq) = dimk HomΛ(Mσ(p),Mq)− dimk Mq + dimk HomΛ(Mp,Mq),
it follows that
Ext1Λ(Mp,Mq) = 0 ⇔ q = σ(p) or q = p.
If p = (1,0), (0,1), then σ i(p) = p if and only if αi = 1, so, for i  1,
ExtiΛ(Mp,Mσn(p)) ∼= Ext1Λ
(
Ωi−1Mp,Mσn(p)
)∼= Ext1Λ(Mσi−1(p),Mσn(p)) = 0
⇔ σn(p) = σ i(p) or σn(p) = σ i−1(p)
⇔ i ≡ n,n+ 1 mod o(σ ),
by dimension shifting where o(σ ) is the order of σ ∈ Autk P1k . In particular, if α is not a
root of unity so that o(σ ) = ∞, then, for i, n 0,
ExtiΛ(Mp,Mσn(p)) = 0 ⇔ i = 0, n,n+ 1,
hence Λ does not satisfy (ac).
4. Stably symmetric algebras
In this section, we will define a stably symmetric algebra, which is a generalization of a
symmetric k-algebra, and study the condition (ee) over such an algebra using Serre duality.
Definition 4.1. Let C be a k-linear Hom-finite additive category. A Serre functor on C is an
autoequivalence K :C→ C such that there are (functorial) isomorphisms
HomC(M,N) ∼= D HomC
(
N,K(M))
for all M,N ∈ C where D(−) is the functor taking the k-vector space dual.
By [7, Proposition 1.5], a Serre functor on C is unique if it exists. Moreover, by [7,
Proposition 1.4], if C is a triangulated category, then a Serre functor K :C→ C is exact.
Let R be a ring. We denote by modR the stable category of R-modules by projec-
tive modules, and by S(modR) the stabilization of modR. Roughly speaking, objects of
S(modR) are of the form ΩiM where M ∈ modR and i ∈ Z with M ∼= N in S(modR) if
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with the translation functor
Ω−1 :S(modR) → S(modR).
We refer to [5] for more details on S(modR). If R is a regular ring, then, for all M ∈
modR, ΩiM ∼= 0 for all i > gldimR, so S(modR) is trivial. On the other hand, if R is a
Frobenius algebra, then modR is a triangulated category with the translation functor
Ω−1 : modR → modR,
so S(modR) ∼= modR as triangulated categories.
Definition 4.2. Let R be an algebra. We say that R is stably symmetric if S(modR) has a
Serre functor
K∼= Ω−d :S(modR) → S(modR)
for some d ∈ Z.
If R is a regular algebra, then S(modR) is trivial, so R is stably symmetric. We will
show that symmetric k-algebras are stably symmetric. The following result is well known
(see [12] and [16] for the graded case). For completeness, we will include a proof.
Proposition 4.3. If R is a Frobenius algebra, then S(modR) has a Serre functorK= ΩN
where N (−) := D HomR(−,R) : modR → modR is the Nakayama functor.
Proof. Since R is a Frobenius algebra, R is self-injective and artinian, so S(modR) ∼=
modR is a k-linear Hom-finite triangulated category. Since
D Tr ∼= Ω2N : modR → modR
where Tr : modR → modRo is the transpose functor, by Auslander–Reiten formula, we
have
D Ext1R(M,N) ∼= HommodR(N,D TrM) ∼= HommodR
(
N,Ω2N (M))
for all M,N ∈ modR. Let
0 → ΩN → P g−→ N → 0
be an exact sequence where P → N is a projective cover of N . Since P is also injective,
we have an exact sequence
0 → HomR(M,ΩN) → HomR(M,P ) HomR(M,g)−−−−−−−→ HomR(M,N)
→ Ext1 (M,ΩN) → Ext1 (M,P ) = 0.R R
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HommodR(M,N) ∼= HomR(M,N)/ Im HomR(M,g) ∼= Ext1R(M,ΩN)
∼= D HommodR
(
ΩN,Ω2N (M))∼= D HommodR(N,ΩN (M))
for all M,N ∈ modR, hence modR has a Serre functor K∼= ΩN : modR → modR. 
Corollary 4.4. Every symmetric k-algebra is stably symmetric.
Proof. If R is a symmetric k-algebra, then R is a Frobenius algebra such that the
Nakayama functor N : modR → modR is the identity, so S(modR) has a Serre functor
K∼= Ω by Proposition 4.3, hence R is stably symmetric. 
Example 4.5. The algebras below are examples of symmetric k-algebras, so they are stably
symmetric by the above corollary.
• A local commutative self-injective algebra.
• A semi-simple algebra.
• The trivial extension of an artinian algebra.
• The group algebra of a finite group.
• The exterior algebra Λ(kn) when n is odd.
We will now interpret the condition (ee) in terms of the Tate–Vogel cohomologies.
Theorem 4.6. Let R be a noetherian stably symmetric Gorenstein algebra. Then the fol-
lowing conditions are equivalent:
(1) R satisfies (ee).
(2) For M,N ∈ modR,
ÊxtiR(M,N) = 0 for all i  0 ⇒ ÊxtiR(M,N) = 0 for all i  0. (∗∗)
(3) For M,N ∈ modR,
ÊxtiR(M,N) = 0 for all i  0 ⇒ ÊxtiR(M,N) = 0 for all i  0.
Proof. Since R is a noetherian Gorenstein ring, R satisfies (ee) if and only if, for M,N ∈
modR,
ÊxtiR(M,N) = 0 for all i  0 ⇔ ÊxtiR(N,M) = 0 for all i  0
by Lemma 3.1. Since R is stably symmetric,K= Ω−d :S(modR) → S(modR) is a Serre
functor for some d ∈ Z, so
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k0
HommodR
(
Ωk+iM,ΩkN
)∼= HomS(modR)(M,Ω−iN)
∼= D HomS(modR)
(
Ω−iN,K(M))∼= D HomS(modR)(Ω−iN,Ω−dM)
∼= D HomS(modR)
(
N,Ωi−dM
)∼= D( lim−→
k0
HommodR
(
Ωk+d−iN,ΩkM
))
= DÊxtd−iR (N,M)
for all i and all M,N ∈ modR by [12, Section 5] and [5, Section 5]. It follows that
ÊxtiR(M,N) = 0 for all i  0 ⇔ ÊxtiR(N,M) = 0 for all i  0.
Now an easy observation shows equivalences (1) ⇔ (2) ⇔ (3). 
Theorem 4.7. If R is a noetherian stably symmetric Gorenstein algebra satisfying (ac),
then R satisfies (ee).
Proof. Since the condition (∗) in Theorem 3.2 is stronger than the condition (∗∗) in The-
orem 4.6, the result follows from these theorems. 
The above theorem provides the following two classes of algebras satisfying (ee).
Corollary 4.8. Every group algebra of a finite group satisfies (ee).
Corollary 4.9. If n is odd, then the exterior algebra Λ(kn) satisfies (ee).
The fact that a group algebra of a finite group satisfies (ee) can be proved using support
varieties. We do not know if the exterior algebra Λ(kn) satisfies (ee) when n is even. How-
ever, in the next two sections, we will show that every exterior algebra Λ(kn), whether n is
even or odd, satisfies (ee) for graded modules using “support” over its Yoneda Ext-algebra.
Interpreting the condition (ac) in terms of the Tate–Vogel cohomologies may be useful.
For example, if M ∈ modR is eventually periodic of period s < ∞, that is, if there is t ∈ N
such that Ωi+sM ∼= ΩiM in modR for all i  t , then, for all N ∈ modR,
Êxti+sR (M,N) ∼= ÊxtiR
(
ΩsM,N
)∼= ÊxtiR(Ωs+tM,ΩtN)
∼= ÊxtiR
(
ΩtM,ΩtN
)∼= ÊxtiR(M,N)
for all i, that is, the Tate–Vogel cohomologies are periodic of period s. It follows that if one
of M and N are eventually periodic, then they satisfy the condition (∗) in Theorem 3.2. It
shows that we cannot produce a counterexample to (ac) using (eventually) periodic mod-
ules.
On the other hand, every known counterexample to (ac) uses a “periodic module of
infinite period” (see Example 3.4 and examples in [10]). Interpreting the condition (ee) in
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to (ac) could be a counterexample to (ee). The following example suggests that we cannot
produce a counterexample to (ee) using “periodic modules of infinite period.”
Example 4.10. Let
Λ = Λα = k〈x, y〉
/(
xy + αyx, x2, y2),
and
Mp = Λ/(ax + by)Λ ∈ modΛ
as in Example 3.4. Since Mp has a complete resolution,
· · · (α2ax+by)·−−−−−−−→ Λ (αax+by)·−−−−−−→ Λ (ax+by)·−−−−−→ Λ (α−1ax+by)·−−−−−−−−→ Λ (α−2ax+by)·−−−−−−−−→ · · · ,
ΩiMp = Mσi(p) for all i ∈ Z. Since id(Λ) = 0, for all i ∈ Z,
ÊxtiΛ(Mp,Mq) ∼= Êxt1Λ
(
Ωi−1Mp,Mq
)∼= Ext1Λ(Mσi−1(p),Mq) = 0
⇔ q = σ i(p) or q = σ i−1(p),
so these modules satisfy the condition (∗∗) in Theorem 4.6, whether o(σ ) is finite or infi-
nite.
5. Gorenstein Koszul algebras
Let R be an algebra. In order for S(modR) to have a Serre functor, S(modR) must
be Hom-finite by definition. Unless R is regular, this may imply that R is artinian, so the
theory we have developed so far may apply only to artinian algebras. In fact, I do not know
any example of a nonregular stably symmetric algebra which is not symmetric. However, if
A is a finitely generated connected graded algebra, then by defining the morphisms in the
category of graded right A-modules GrModA to be A-module homomorphisms preserving
degrees, that is,
HomGrModA(M,N) =
{
f ∈ HomA(M,N) | f (Mi) ⊂ Ni for all i
}
,
S(grmodA) is Hom-finite where grmodA is the category of finitely generated graded right
A-modules. In fact, we will see that there are many examples of connected graded algebras
which are stably symmetric but not symmetric in the graded category.
In this and the next section we assume that A is a finitely generated connected graded
algebra. We denote by fdimA the full subcategory of grmodA consisting of finite dimen-
sional modules over k, and by tailsA = grmodA/ fdimA the quotient category. Roughly
speaking, objects of tailsA are the same as those of grmodA with M ∼= N in tailsA if
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abelian category. If A is a commutative graded algebra finitely generated in degree 1 over k,
then tailsA is equivalent to the category of coherent sheaves over ProjA, so we may con-
sider tailsA as a noncommutative projective scheme associated to A. We refer to [1] for
more details on tailsA.
For M ∈ GrModA and n ∈ Z, we define M(n) ∈ GrModA, which is the same as M
as an ungraded A-module, but the new grading on M(n) is defined by M(n)i = Mn+i . It
induces autoequivalences (n) : tailsA → tailsA and (n) : grmodA → grmodA. Let C be an
abelian category. We denote by Db(C) the bounded derived category of C. For X ∈Db(C)
and m ∈ Z, we define X[m] ∈Db(C) by (X[m])i = Xm+i .
Definition 5.1. Let A be a connected graded algebra.
(1) We say that A is derived symmetric if Db(tailsA) has a Serre functor
K∼= [m](n) :Db(tailsA) →Db(tailsA)
for some m,n ∈ Z.
(2) We say that A is stably symmetric if S(grmodA) has a Serre functor
K∼= Ωm(−)(n) :S(grmodA) → S(grmodA)
for some m,n ∈ Z.
All of the results for a stably symmetric ungraded algebra can be extended to a stably
symmetric graded algebra, replacing modR by grmodA. For example, if A is a noetherian
stably symmetric (AS-)Gorenstein connected graded algebra satisfying (ac) for graded
modules, then A satisfies (ee) for graded modules.
First, we will see that many commutative graded algebras are derived symmetric.
Example 5.2. Let A be a commutative graded algebra finitely generated in degree 1 over k
such that X = ProjA is a smooth projective scheme. Since Db(X) has a Serre functor
−⊗X ωX[dimX] :Db(X) →Db(X), A is derived symmetric if and only if ωX ∼=OX(−	)
for some 	 ∈ Z.
(1) If A = k[x1, . . . , xn] is a polynomial algebra so that X = ProjA = Pn−1, then ωX ∼=
OX(−n), so A is derived symmetric.
(2) If A = k[x1, . . . , xn]/(f1, . . . , fr ) where {f1, . . . , fr} is a homogeneous regular se-
quence of A such that X = ProjA is smooth, then ωX ∼= OX(∑di − n) where
di = degfi by [8, Exercise II 8.4], so A is derived symmetric.
(3) If A is Gorenstein (in the graded category) such that X = ProjA is smooth, then,
by uniqueness of the canonical sheaf, ωX ∼= OX(−	) for some 	 ∈ Z by [22, Corol-
lary 4.3], so A is derived symmetric.
(4) If X is a noetherian smooth projective scheme of finite type over k such that the
canonical divisor K or −K is very ample, then there is an immersion X → Pn−1k
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ring A = k[x1, . . . , xn]/IX of X with respect to this immersion is derived symmetric.
(5) If X is a noetherian smooth projective scheme of finite type over k such that the canon-
ical divisor is K = 0, such as a K3 surface, then any homogeneous coordinate ring A
of X is derived symmetric since ωX ∼=OX .
A connected graded algebra A is called Koszul if k := A/A1 has a linear resolution.
If A is a Koszul algebra, then we denote by A! its Koszul dual, which is isomorphic to the
Yoneda Ext-algebra of A. We refer to [14] for more details on Koszul algebras. If A is a
noetherian Koszul algebra having a balanced dualizing complex in the sense of [21], then
a relationship between derived symmetric and stable symmetric is given by Koszul duality.
Theorem 5.3. Let A be a Koszul algebra such that both A and A! are noetherian and
having balanced dualizing complexes. Then
(1) Db(tailsA) has a Serre functor if and only if S(grmodA!) has a Serre functor.
(2) A is derived symmetric if and only if A! is stably symmetric. In this case, for
m,n ∈ Z, K ∼= [m](n) :Db(tailsA) → Db(tailsA) is the Serre functor if and only if
K! ∼= Ω−m−n(−)(−n) :S(grmodA!) → S(grmodA!) is the Serre functor.
Proof. (1) Since A is a Koszul algebra such that both A and A! are noetherian and having
balanced dualizing complexes, there is a duality
F :Db(tailsA) → S(grmodA!)
as triangulated categories by [15, Theorem 5.3]. If Db(tailsA) has a Serre functor
K :Db(tailsA) →Db(tailsA), then
HomS(grmodA!)(M,N) ∼= HomDb(tailsA)
(
F−1(N),F−1(M)
)
∼= D HomDb(tailsA)
(
F−1(M),K(F−1(N)))
∼= D HomDb(tailsA)
(K−1(F−1(M)),F−1(N))
∼= D HomS(grmodA!)
(
F
(
F−1(N)
)
,F
(K−1(F−1(M))))
∼= D HomS(grmodA!)
(
N,F
(K−1(F−1(M))))
for all M,N ∈ S(grmodA!), so S(grmodA!) has a Serre functor
K! = F ◦K−1 ◦ F−1 :S(grmodA!)→ S(grmodA!).
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Db(tailsA) has a Serre functor
K= F−1 ◦ (K!)−1 ◦ F :Db(tailsA) →Db(tailsA).
(2) In particular, if Db(tailsA) has a Serre functor K ∼= [m](n) :Db(tailsA) →
Db(tailsA) for some m,n ∈ Z, then
K!(M) ∼= F (K−1(F−1(M)))∼= F (F−1(M)[−m](−n))
∼= Ω−m−nF (F−1(M))(−n) ∼= Ω−m−nM(−n)
for all M ∈ S(grmodA!) by [15, Theorem 5.3], so S(grmodA!) has a Serre functor K! ∼=
Ω−m−n(−)(−n) :S(grmodA!) → S(grmodA!). The converse is similar. 
The following classes of algebras are essential in the study of noncommutative algebraic
geometry.
Definition 5.4. Let A be a noetherian connected graded algebra.
(1) We say that A is AS-regular, if A is regular and having a balanced dualizing complex.
(2) We say that A is AS-Gorenstein, if A is Gorenstein and having a balanced dualizing
complex.
Note that every noetherian commutative connected graded algebra has a balanced dual-
izing complex by [21, Corollary 5.6], so the prefix “AS-” is superfluous in the commutative
case.
Corollary 5.5. If A is a noetherian AS-regular Koszul algebra such that A! is a symmetric
k-algebra, then A is derived symmetric.
Example 5.6. Every 3-dimensional Sklyanin algebra is derived symmetric because its
Koszul dual is symmetric by [20, Example 10.1].
Corollary 5.7. Let A be a noetherian AS-Gorenstein Koszul algebra. If A! is commutative
and ProjA! is smooth, then A is stably symmetric.
Proof. Since A is a noetherian AS-Gorenstein algebra, A has a balanced dualizing com-
plex. Since A is Koszul algebra satisfying the Gorenstein condition, A! satisfies the
Gorenstein condition by [14, Theorem 3.7]. Since A! is a finitely generated commutative
connected graded algebra, A! is noetherian and having a balanced dualizing complex, so A
is (AS-)Gorenstein. Since ProjA! is smooth, A! is derived symmetric by Example 5.2(3),
hence A is stably symmetric by Theorem 5.3(2). 
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algebras which are not even artinian.
Example 5.8. Let
A = k〈x, y, z〉/(xz+ zx, yz + zy, xy + yx + z2, x2, y2).
Since z2 is a homogeneous normalizing element of positive degree in A, and
A
/(
z2
)∼= k〈x, y, z〉/(xz + zx, yz + zy, xy + yx, x2, y2, z2)
is an exterior algebra which is a noetherian algebra having a balanced dualizing complex,
A is a noetherian algebra having a balanced dualizing complex by [14, Lemma 7.3]. Since
A! ∼= k[x, y, z]/(xy − z2) is a Gorenstein Koszul algebra, A satisfies the Gorenstein con-
dition by [14, Theorem 3.7], hence A is a noetherian AS-Gorenstein Koszul algebra. Since
A! is commutative and X = ProjA! is smooth with the Serre functor
K∼= [dimX](2 − 3) = [1](−1) :Db(X) →Db(X)
by Example 5.2(2), A is stably symmetric with the Serre functor
K! ∼= Ω−1+1(−)(1) ∼= (1) :S(grmodA) → S(grmodA)
by Theorem 5.3(2). Since A! is not regular, A is not artinian. Note that id(A) = 1 by [14,
Theorem 3.7].
6. Exterior algebras
Let Λ = Λ(kn) be an exterior algebra. Since Λ is a Frobenius Koszul algebra such that
Λ! is a polynomial algebra and ProjΛ! is a projective space, Λ is stably symmetric in the
graded sense by Corollary 5.7. Since Λ satisfies (uac), it satisfies (ee) for graded modules.
In this section, we will reprove it, using the Koszul duality developed in [14]. To do this,
we will recall some basic facts in commutative ring theory.
Lemma 6.1. Let R be a noetherian commutative ring and M ∈ modR. Then
(1) lengthM < ∞ if and only if SuppM consists of finitely many closed points of SpecR.
(2) SuppM =⋃p∈SpecR SuppMp.
Let R be a commutative ring, and X,Y ∈D(ModR). We define the support of X by
SuppX :=
⋃
Supphi(X),
i
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ξR(X,Y ) :=
∑
i
(−1)i length ExtiR(X,Y ).
Note that ξR(X,Y ) is well defined if and only if
(1) length ExtiR(X,Y ) < ∞ for all i, and
(2) ExtiR(X,Y ) = 0 for all but finitely many i, that is, RHomR(X,Y ) ∈Db(ModR).
We will express the first condition by the support of RHomR(X,Y ).
Lemma 6.2. If R is a noetherian commutative ring, and X ∈D(modR), then
SuppX =
⋃
p∈SpecR
SuppXp.
Proof. Since R is noetherian and hi(X) ∈ modR for all i, the result follows from
Lemma 6.1(2). 
Lemma 6.3. Let R be a finitely generated commutative algebra, and X,Y ∈Db(modR).
Then
(1) Supp RHomR(X,Y ) = SuppX ∩ SuppY .
(2) Suppose that RHomR(X,Y ) ∈Db(modR). Then ξR(X,Y ) is well defined if and only
if SuppX ∩ SuppY consists of finitely many closed points of SpecR.
Proof. (1) Since R is a finitely generated commutative algebra, Rp has a dualizing
complex for each p ∈ SpecR. Since RHomR(X,Y ) ∈ D(modR), by Lemma 6.1(2), [3,
Lemma 5.2], [13, Proposition 3.1], and Lemma 6.2,
Supp RHomR(X,Y ) :=
⋃
i
Supp ExtiR(X,Y )
=
⋃
i
( ⋃
p∈SpecR
Supp ExtiR(X,Y )p
)
=
⋃
p∈SpecR
(⋃
i
Supp ExtiRp(Xp, Yp)
)
=
⋃
p∈SpecR
Supp RHomRp(Xp, Yp)
=
⋃
(SuppXp ∩ SuppYp)
p∈SpecR
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( ⋃
p∈SpecR
SuppXp
)
∩
( ⋃
p∈SpecR
SuppYp
)
= SuppX ∩ SuppY.
(2) Since RHomR(X,Y ) ∈Db(modR), by Lemma 6.1(1),
ξR(X,Y ) is well defined
⇔ length ExtiR(X,Y ) < ∞ for all i
⇔ Supp ExtiR(X,Y ) consist of finitely many closed points of SpecR for all i
⇔
⋃
i:finite
Supp ExtiR(X,Y ) consists of finitely many closed points of SpecR
⇔ SuppX ∩ SuppY consists of finitely many closed points of SpecR. 
If A is a (not necessarily commutative) graded algebra, and X,Y ∈D(GrModA), then
we define the Euler form of X and Y by
ξ
A
(X,Y ) :=
∑
i
(−1)i dimk ExtiA(X,Y ),
where ExtiA(X,Y ) are graded k-vector spaces defined by
ExtiA(X,Y ) =
∞⊕
n=−∞
ExtiGrModA
(
X,Y(n)
)
.
Note that if A is a noetherian connected graded algebra and X ∈Db(grmodA), then X has
a finitely generated free resolution, so
ExtiA(X,Y ) ∼= ExtiA(X,Y )
as (ungraded) k-vector spaces for all i.
Lemma 6.4. Let A be a finitely generated commutative connected graded algebra over an
algebraically closed field k. If X,Y ∈Db(grmodA), then ξ
A
(X,Y ) is well defined if and
only if ξA(X,Y ) is well defined where we view X,Y ∈Db(modA). Moreover, ξ A(X,Y ) =
ξA(X,Y ) if they are well defined.
Proof. Since k is algebraically closed, length of a module is the same as k-vector space
dimension by Hilbert Nullstellensatz, hence the result. 
Let A be a noetherian Koszul connected graded algebra, and A! its Koszul dual.
In [14], we defined the functor E¯ :Db(grmodA) → D(GrModA!), so that if both A
and A! are noetherian and having balanced dualizing complexes, then there is a duality
E¯ :Db(grmodA) →Db(grmodA!) as triangulated categories [14, Proposition 4.5].
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Db(grmodA). Then ξ
A
(X,Y ) is well defined if and only if ξ
A!(E¯(Y ), E¯(X)) is well de-fined.
Proof. Define
P
X,Y
A (s, t) :=
∑
p,q
dimk ExtpA(X,Y )qs
ptq ∈ Zs, s−1, t, t−1.
Since
P
X,Y
A (−1,1) =
∑
p,q
dimk ExtpA(X,Y )q(−1)p1q
=
∑
p
(−1)p dimk ExtpA(X,Y ) = ξ A(X,Y ),
we have
ξ
A!
(
E¯(Y ), E¯(X)
)= P E¯(Y ),E¯(X)
A! (−1,1) = PX,YA (−1,−1)
by [14, Lemma 6.2]. It follows that
ξ
A
(X,Y ) is well defined
⇔ PX,YA (s, t) ∈ Z
[
s, s−1, t, t−1
]
⇔ ξ
A!
(
E¯(Y ), E¯(X)
)
is well defined. 
Note that even if both ξ
A
(X,Y ) and ξ
A!(E¯(Y ), E¯(X)) in the above lemma are well
defined, they are hardly equal.
The following theorem reproves that every exterior algebra satisfies (ee) for graded
modules. The result is more like that of [2].
Theorem 6.6. Let Λ be an exterior algebra over an algebraically closed field k, and
M,N ∈ grmodΛ. Then the following are equivalent:
(1) ExtiΛ(M,N) = 0 for all i  0.
(2) Supp(E¯(M))∩ Supp(E¯(N)) = {0}.
(3) ExtiΛ(N,M) = 0 for all i  0.
Proof. Since Λ is finite dimensional over k, it follows that M,N ∈ grmodΛ are finite di-
mensional over k, so dimk ExtiΛ(M,N) < ∞ for all i, and E¯(M), E¯(N) ∈Db(grmodΛ!).
Since Λ! is a polynomial algebra, RHomΛ!(E¯(N), E¯(M)) ∈Db(modΛ!). By Lemmas 6.5,
6.4, and 6.3(2),
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⇔ ξ
Λ
(M,N) is well defined
⇔ ξ
Λ!
(
E¯(N), E¯(M)
)
is well defined
⇔ ξΛ!
(
E¯(N), E¯(M)
)
is well defined
⇔ Supp(E¯(N))∩ Supp(E¯(M)) consists of finitely many closed points of SpecΛ!
⇔ Supp(E¯(N))∩ Supp(E¯(M))= {0}.
By symmetry,
ExtiΛ(N,M) = 0 for all i  0 ⇔ Supp
(
E¯(M)
)∩ Supp(E¯(N))= {0}. 
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