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Abstract
We introduce the concept of weak k-majorization extending the clas-
sical notion of weak sub-majorization. For integers k and n with k  n
a vector x 2 R
n
is weakly k-majorized by a vector q 2 R
k
if the sum of
the r largest components of x does not exceed the sum of the r largest
components of q, for r = 1; : : : ; k. For a given q the set of vectors weakly
k-majorized by q denes a polyhedron P (q;k), and we determine all its
vertices. We also determine the vertices and a complete and nonredun-
dant linear description of the integer hull of P (q;k). The results are used
to give simple and ecient (polynomial time) algorithms for associated
linear and integer linear programming problems.
Keywords: Majorization; polyhedral combinatorics.
1 Introduction
The concept ofmajorization has been investigated in a number of branches
of mathematics and statistics. The notion reects to what extent compo-
nents of vectors are spread out. For p; q 2R
n
one says that p is weakly
sub-majorized by q if
P
r
j=1
p
[j]

P
r
j=1
q
[j]
for r = 1; : : : ; n. Here p
[j]
de-
notes the j'th largest component of p. If also
P
n
j=1
p
j
=
P
n
j=1
q
j
holds,
p is majorized by q and we write p  q. Several equivalent conditions
for (weak sub-) majorization are known (see [8]); for instance, p  q i
there is a doubly stochastic matrix M 2 R
n;n
(i.e. M has nonnegative
elements and all row and column sums are 1) with p = Mq. This result
can be combined with a theorem of Birkho and von Neumann to give
the following geometric interpretation of majorization: p  q if and only
if p lies in the convex hull of the set of vectors obtained by permuting
the components of q. The Birkho-von Neumann theorem says that the
set of doubly stochastic matrices in R
n;n
is the convex hull of the set of

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all permutation matrices, i.e. n  n matrices where each row and each
column consists of all zeros except for one entry which is 1. A similar
characterization holds for weak submajorization, see [8].
An extensive treatment of the theory of majorization as well as its
applications is given in the book by Marshall and Olkin [8]. An example
of majorization in combinatorial analysis is the theorem ofGale and Ryser.
It characterizes those vectors r and c for which there is a 0/1 matrix with
row sums r (i.e., i'th row sum is r
i
) and column sums c; the condition is
a simple majorization condition in terms of c and r. A relation between
edge coloring and majorization is discussed in [4]. Majorization also arises
in e.g. matrix theory (Hadamard type inequalities, singular values etc.),
numerical analysis (condition numbers, matrix approximation etc.) as
well as in probability theory and statistics (reliability, stochastic ordering
etc.), see [8] .
For generalizations of majorization within a measure theoretical frame-
work as well as statistical interpretations, see the extensive treatment in
[11]. In [2] approximate majorization is studied.
A central concept in the theory of majorization is that of a Schur-
convex function. A function  :R
n
! Rthat preserves the ordering given
by majorization is called Schur-convex, thus (x)  (q) whenever x  q.
Therefore q maximizes (x) over the set x  q, so maximization of Schur-
convex functions is easy. The following general method has produced
interesting inequalities in the areas mentioned above, see [8]: nd some
(simple) underlying majorization which combined with a suitable Schur-
convex function leads to the inequality. A simple example, which is useful
in this work, is the rearrangement inequality due to Hardy, Littlewood and
Polya, see [7], [8]. Let a
1
; : : : ; a
n
and b
1
; : : : ; b
n
be real numbers. Then
we have:
n
X
i=1
a
[i]
b
[n i+1]

n
X
i=1
a
i
b
i

n
X
i=1
a
[i]
b
[i]
: (1)
In this paper we study a majorization concept derived from weak sub-
majorization by requiring that the ordering of the r largest components
of vectors only hold for r  k where k is some number not exceeding
n. This concept, called weak k-majorization, is therefore a weaker notion
than weak sub-majorization and it measures the concentration of sums
of subvectors up to a given size. Unlike for Schur-convex functions, opti-
mization with a weak k-majorization constraint is not a trivial task, and
a main purpose of this paper is to study such optimization problems.
This paper is organized as follows. In section 2 we introduce weak k-
majorization and describe some of its basic properties. We introduce linear
programming (LP) problems with a weak k-majorization constraint and
consider the special case k = n in some detail. In section 3 we study, for
k < n, k-majorization polyhedra being the feasible set of these LP prob-
lems, and determine all the vertices of these. This also leads to a simple
(polynomial) algorithm for solving such LP problems. The remaining part
of the paper treats integer linear programming (ILP) problems over the
mentioned polyhedra, and vertices as well as complete linear descriptions
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are given for the integer hull of k-majorization polyhedra. Also a linear
time algorithm for solving integer linear programming problems with a
weak k-majorization constraint is given.
Notation. R, Zand Q denote the set of real, integral and rational
numbers, respectively, and R
m;n
is the set of real m  n matrices. For
q 2 R
k
we dene the tail average 	q
s:k
:= (1=(k   s + 1))
P
k
j=s
q
j
. For
each positive integer t we let N
t
:= f1; : : : ; tg, and for x 2 R
n
, x
[j]
is
the j'th largest component of x. When S  N
n
we let jSj denote the
cardinality of S, and if x 2 R
n
we dene x(S) :=
P
j2S
x
j
. For concepts
and results concerning polyhedra and linear inequalities, see [10]. The
characteristic cone of a polyhedron P is denoted by char.cone(P). A
pointed polyhedron is integral if all its vertices are integral. The integer
hull P
I
of a (rational) polyhedron P is the polyhedron being the convex
hull of all the integral points in P . A set A  R
n
is symmetric if x 2 A
whenever x 2 A and  is a permutation on N
n
(i.e. a bijection) and
where we dene x = (x
(1)
; : : : ; x
(n)
). For integers r; s with r  s we
let C
r;s
2R
s;s
denote the 0/1-circulant matrix with elements 0 and 1 and
where the ones in row i are in the positions j  i; i + 1; : : : ; i + (r   1)
mod(s) (so r consecutive ones are shifted one position to the right for each
row). We let e
i
2 R
n
be the i'th unit (coordinate) vector in R
n
, i.e., the
i'th component of e
i
is 1 and all other components are 0.
2 Weak k-majorization and optimization
We study basic properties of weak k-majorization. Associated optimiza-
tion problems and polyhedra are also introduced, and the special case
k = n is treated in some detail.
Let, throughout this section, k and n be two given integers such that
k  n, and let q 2 R
k
be a given vector called the majorant. We extend
the concept of weak sub-majorization into k-majorization as follows. We
say that x 2 R
n
is weakly k-majorized by q and write p 
k
q if the
following conditions hold:
P
r
j=1
x
[j]

P
r
j=1
q
[j]
for all r 2 N
k
:
(2)
The order of the components in the vectors x and q is irrelevant in this
denition, so if x 
k
q, then also x
0

k
q
0
where x
0
and q
0
are permutations
of x and q, respectively. We see that x 
1
q i max
j
x
j
 max
j
q
j
, and
that x 
n
q means that x is weakly sub-majorized by q. We also see
that, for general k, x 
k
q i x
[k]
is weakly sub-majorized by q
[k]
where
x
[k]
= (x
[1]
; : : : ; x
[k]
) and q
[k]
= (q
[1]
; : : : ; q
[k]
). Thus weak k-majorization
corresponds to weak sub-majorization on the vectors consisting of the k
largest components. Therefore one can formulate equivalent conditions
for x 
k
q in terms of x
[k]
and q
[k]
. For instance, x 
k
q if and only if
there is a doubly stochastic matrix M 2R
k;k
such that x
[k]
= q
[k]
M .
For z 2 R
n
we dene the real-valued function L
z
on the interval
[0;1] by (i) L
z
(r=k) =
P
r
j=1
z
[j]
for r = 0; : : : ; k, and (ii) L
z
is linear
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on each subinterval [r=k; (r + 1)=k], for r = 0; : : : ; k   1. This function
is piecewise linear, continuous and concave, and it satises L
z
(0) = 0,
L
z
(1) =
P
k
j=1
z
[j]
. We call L
z
the L-function associated with z. The
dependency on k is suppressed in the notation L
z
as k is clear from the
context. We mention that in [8] Lorentz-curves are discussed, they are
similar to our L-curves dened below but with opposite ordering of the
components. The L-curve associated with z is the graph of L
z
. Majoriza-
tion concepts may be described in terms of L-functions as follows: x 
k
q
if and only if L
x
 L
q
(with componentwise ordering), i.e. the L-curve
associated with x lies below the L-curve associated with q.
Our main interest is to study optimization problems with a majoriza-
tion constraint and with a linear (and nonsymmetric) objective function.
The objective function in our dierent problems will be c
T
x =
P
n
j=1
c
j
x
j
which is to be maximized over all vectors x 2R
n
(or x 2Z
n
) that satisfy
a k-majorization constraint. Thus, for instance, we shall study the set of
points in R
n
that are weakly k-majorized by some vector q.
We assume hereafter that q satises q
1
 : : :  q
k
 0. Let c 2 R
n
be a nonnegative objective function. Consider the following optimization
problem:
max fc
T
x j x 
k
qg: (3)
A possible interpretation of this problem is as follows. Consider n projects,
numbered from 1 to n, and assume that c
j
is an expected value or prot
associated with project j. Let the variable x
j
represent the investment in
project j. To keep down the overall risk of investing in failure projects
, one may require that the investments are suitably spread out. This
requirement may be implemented by saying that the investment vector
x = (x
1
; : : : ; x
n
) is weakly k-majorized by a given vector q. This prevents
investing too much in a single project, too much in any pair of projects
etc. The risk aversion may be reected in the choice of k and q.
Let P (q;k) denote the set of feasible solutions in the optimization
problem (3), so P (q;k) = fx 2 R
n
j x 
k
qg. Note that x 
k
q if and
only if x(S) q(N
r
) for each subset S of N
n
with jSj = r  k because the
maximum value of x(S) taken over all such subsets is
P
r
j=1
x
[j]
(confer the
rearrangement inequality). It follows that the set P (q;k) is a polyhedron,
in fact
P (q;k) = fx 2R
n
j x(S) q(N
r
) for all S  N
n
with r = jSj  kg: (4)
The polyhedron P (q;k), called a k-majorization polyhedron, is unbounded,
its characteristic cone is  R
n
and it is pointed, i.e. its minimal faces are
vertices. Furthermore, P (q;k) is symmetric.
Each n-majorization polyhedron may be viewed as a polymatroid (see
e.g. [5], [6]). Dene the set function f(S) =
P
r
j=1
q
j
for each S  N
n
where r := jSj. Then it follows from the assumption q
1
 : : :  q
k
 0
that: (i) f is monotone, i.e., f(S)  f(T ) for S  T  N
n
, (ii) f is
submodular, i.e., f(S [ T ) + f(S \ T )  f(S) + f(T ) for all S; T  N
n
,
and (iii) f is nonnegative. From (4) we see that P (q;n) = fx 2 R
n
j
4
x(S)  f(S) for all S  N
n
g, so this is the polymatroid associated with
the submodular function f. Edmonds (see [3]) showed that maximizing
a nonnegative linear objective function over a polymatroid can be done
using the greedy algorithm. Thus, in the case k = n, we can solve the
problem (3) by the following greedy algorithm (assume for simplicity that
c
1
 : : :  c
n
 0): x
1
= f(f1g) = q
1
, x
2
= f(f1;2g)   f(f1g) =
(q
1
+q
2
) q
1
= q
2
, : : :, x
n
= f(N
n
) f(N
n 1
) = q
n
. The optimality of this
solution could also be seen as a direct consequence of the rearrangement
inequality (1). For k < n, however, P (q;k) may not be a polymatroid
and therefore the greedy solution which is x
j
= q
j
for j  k and x
j
= q
k
for j > k may not be optimal in (3). As a simple example, let n = 3,
k = 2, q = (2;1) and c = (1;1;1). The greedy algorithm produces the
nonoptimal solution (2;1;1) while the optimal solution is (3=2;3=2;3=2).
In the next section we shall explain how to repair this by giving an
algorithm that solves (3) for general k. This development will be done by
studying properties of the k-majorization polyhedra.
It turns out that n-majorization polyhedra have a simple, but interest-
ing combinatorial structure as briey discussed next. Consider the face
M(q;n) of P (q;n) induced by the valid inequality x(N
n
)  q(N
n
), i.e.
M(q;n) = fx 2 P (q;n) j x(N
n
) = q(N
n
)g. Then M(q;n) consists of all
vectors x that are majorized by q and it is the base polyhedron of the
polymatroid P (q;n). M(q;k) is bounded polyhedron, i.e. a polytope,
and its extreme points are all the n! permutations of q. Assuming that
q
1
> : : : > q
n
> 0, it can be shown that dim(M(q;k)) = n   1 and that
the linear system x(N
n
) =
P
n
j=1
q
j
, x(S) 
P
r
j=1
q
j
for all S  N
n
,
r := jSj gives a complete and nonredundant linear description ofM (q;n).
Two vertices are adjacent on M(q;n) (i.e., there is a 1-dimensional face
containing both vertices) if and only if the permutations (of q) dening
the two vertices dier by an adjacent transposition. Finally, M(q;n) is
simple, meaning that each vertex is contained in (the minimum number
of) n facets. An interesting special case is when q = (n;n   1; : : : ; 1).
ThenM (q;n) is called the permutahedron, see [1], [12]. All the properties
described above for M (q;n) are well known to hold for the permutahe-
dron. In fact, one can show that (for q
1
> : : : > q
n
> 0) M(q;n) and the
permutahedron are combinatorially equivalent.
The remaining part of this paper is devoted to the study of P(q;k)
whenever k < n.
3 Vertices of k-majorization polyhedra
In this section we nd all the vertices of the k-majorization polyhedron
P (q;k). Throughout this section we assume that k < n and also (to
avoid degenerate situations) that the given majorant q 2 R
k
satises
q
1
> : : : > q
k
> 0. We dene Q =
P
k
j=1
q
j
.
Dene, for s = 0; : : : ; k 1, the vector w
s
, called the s'th q-average by
w
s
:= (q
1
; : : : ; q
s
; 	q
s+1:k
; : : : ; 	q
s+1:k
) (5)
5
Note the special cases w
0
= (	q
1:k
; : : : ; 	q
1:k
) and w
k 1
= (q
1
; q
2
; : : : ; q
k
;
: : : ; q
k
) and that
P
k
j=1
w
s
j
= Q as we have
P
s
j=1
q
j
+ (k   s)	q
s+1:k
=
P
k
j=1
q
j
= Q. We also observe that w
s

k
q. In fact, the L-functions
L
w
s
and L
q
(associated with w
s
and q, respectively) coincide on [0; s=k]
and L
w
s
(1) = L
q
(1). Since L
w
s
is linear on [s=k;1] and L
q
is concave,
it follows that L
w
s
 L
q
and therefore w
s

k
q. Note that, among the
vectors that are weakly k-majorized by q, the q-average w
s
is maximally
spread out in its rst k components and minimally spread out (constant)
in its remaining components.
The main result of this section says that the vertices of P(q;k) are the
permutations of the q-averages. In order to prove this result we shall need
a lemma on tail averages which will be of use later as well.
Lemma 1 Let c = (c
1
; : : : ; c
k
) 2R
k
satisfy c
1
 : : :  c
k 1
(note that c
k
may be arbitrary). Then there is an m 2 f1; : : : ; kg such that
	c
1:k
 : : :  	c
m:k
 	c
m+1:k
 : : :  	c
k:k
= c
k
: (6)
Proof. For t = 1; : : : ; k 1 the following relation holds between consecu-
tive tail averages: 	c
t:k
= c
t
=(k  t+1)+	c
t+1:k
(k  t)=(k  t+1). Thus 	c
t:k
is a convex combination of c
t
and 	c
t+1:k
which leads to, for t = 1; : : : ; k,
(i) c
t
 	c
t+1:k
) c
t
 	c
t:k
 	c
t+1:k
;
(ii) c
t
 	c
t+1:k
) c
t
 	c
t:k
 	c
t+1:k
:
(7)
Let t = k   1. While c
t
 	c
t+1:k
and t  1 set t := t   1 and repeat
this procedure. Assume that we here terminate with t = t
0
. If t
0
= 1 ,
(7)(i) gives 	c
1:k
 : : :  	c
k:k
, so (6) holds with m = 1. If t
0
> 1, we have
(again by (7)(i)) c
t
0
> 	c
t
0
+1:k
 : : :  	c
k:k
, and then (7)(ii)) implies that
	c
t
0
:k
 	c
t
0
+1:k
. Since c is nonincreasing, we can repeatedly use (7)(ii) and
thereby obtain (6) with m = t
0
+ 1.
Theorem 2 The vertex set of P(q;k) is the set W (q;k) of vectors that
can be obtained as permutations of some w
s
for s 2 f0; : : : ; k   1g.
Proof. We rst show that each vertex of P (q;k) lies in W (q;k). by prov-
ing that each bounded LP problem over P (q;k) has an optimal solution
lying in W (q;k). Let d 2 R
n
be an objective function and consider the
LP problem maxfd
T
x j x 2 P (q;k)g. If some d
j
< 0, then the problem
is unbounded as e
j
2 P (q;k) for each   0. We may therefore assume
that d
1
 : : :  d
n
 0. From the rearrangement inequality (1) and the
fact that only the k largest components of x determine the feasibility of
a point, we may assume that x
1
 : : :  x
k
= : : : = x
n
. Thus our LP
6
problem reduces another LP problem
max
P
k
j=1
c
j
x
j
subject to
(i) x(N
r
)  q(N
r
) for r = 1; : : : ; k;
(ii) x
j+1
  x
j
 0 for j = 1; : : : ; k   1;
(8)
where we dene c
j
= d
j
for j = 1; : : : ; k   1 and c
k
=
P
n
j=k
d
j
. Note
that we here have c
1
 : : :  c
k 1
while c
k
can have any value (not
exceeding (n  k +1)d
k
). The LP dual of this problem is
min
P
k
i=1
y
i
P
i
j=1
q
j
subject to
(i)
P
k
i=r
y
i
+ z
r 1
  z
r
= c
r
for r = 1; : : : ; k;
(ii) y
1
; : : : ; y
k
; z
1
; : : : ; z
k 1
 0 ( and z
0
= z
k
= 0):
(9)
The variables z
0
and z
k
are used for notational simplicity only; these are
not variables in the dual problem. We now apply Lemma 1 to the objective
function c and letm be such that the inequalities (6) hold. Let s =m 1,
and observe that s 2 f0; : : : ; k   1g. Let x 2 R
k
and (y; z) 2 R
k
R
k 1
be given by
(i) x
j
=

q
j
for j = 1; : : : ; s,
	q
s+1:k
for j = s+ 1; : : : ; k;
(ii) y
j
=
8
>
<
>
:
c
j
  c
j+1
for j = 1; : : : ; s  1,
c
s
  	c
s+1:k
for j = s,
0 for j = s+1; : : : ; k   1,
	c
s+1:k
for j = k;
(iii) z
j
=

0 for j = 1; : : : ; s,
(k  j)(	c
j+1:k
  	c
s+1:k
) for j = s+1; : : : ; k   1.
The solution x can be viewed as the projection of w
s
into the space of
the rst k variables, which implies that x is feasible in (8). We next show
that (y; z) is feasible in the dual problem (9). Clearly, y
j
 0 for j < s
since c
j
 c
j+1
. Also, y
s
= c
s
  	c
s+1:k
 0 according to our choice of
s; see Lemma 1 and (7). The remaining components of y are trivially
nonnegative, and therefore y  0. It follows from Lemma 1 that z  0.
It remains to verify that (y; z) satises constraint (9)(i). If r  s+ 2,
we have
P
k
i=r
y
i
+ z
r 1
  z
r
= 	c
s+1:k
+ (k   r + 1)(	c
r:k
  	c
s+1:k
)  (k  
r)(	c
r+1:k
 	c
s+1:k
) = (k r+1)	c
r:k
 (k r)	c
r+1:k
= c
r
. Next, if r = s+1,
we obtain
P
k
i=s+1
y
i
+ z
s
  z
s+1
= 	c
s+1:k
  (k  s  1)(	c
s+2:k
  	c
s+1:k
) =
(k   s)	c
s+1:k
  (k   s   1)	c
s+2:k
= c
s+1
. Finally, when r  s we have
P
k
i=r
y
i
+ z
r 1
  z
r
=
P
s 1
i=r
(c
i
  c
i 1
) + c
s
  	c
s+1:k
+ 	c
s+1:k
= (c
r
 
c
r+1
)+(c
r+1
  c
r+2
)+ : : :+(c
s 1
  c
s
)+ c
s
= c
r
. This proves that (y; z)
is dual feasible.
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The value of the (primal) objective function of (8) in the point x is
P
k
j=1
c
j
x
j
=
P
s
i=1
c
i
q
i
+(1=(k  s))
P
k
i=s+1
q
i
P
k
j=s+1
c
j
=
P
s
i=1
c
i
q
i
+
	c
s+1:k
P
k
j=s+1
q
j
. The value of the (dual) objective function of (9) in
the point (y; z) is
P
k
i=1
y
i
P
i
j=1
q
j
=
P
s 1
i=1
(c
i
  c
i+1
)
P
i
j=1
q
j
+ (c
s
 
	c
s+1:k
)
P
s
j=1
q
j
+	c
s+1:k
P
k
j=1
q
j
=
P
s
j=1
c
j
q
j
+	c
s+1:k
P
k
j=s+1
q
j
. We see
that these two values coincide. Therefore, by linear programming duality,
it follows that x is optimal in the primal problem (8) and (y; z) is optimal
in (9). It follows from the initial problem reduction that w
s
is an optimal
solution of maxfd
T
x j x 2 P(q;k)g, which proves that each vertex of
P (q;k) lies in W (q;k).
To complete the proof we must show that each point in W (q;k) is
indeed a vertex of P (q;k). To do this, assume that some w
s
is a convex
combination with strictly positive weights of other points z
m
2 W (q;k),
m = 1; : : : ;N , i.e. w
s
=
P
N
m=1

m
z
m
with 
m
> 0 and
P
m

m
= 1.
Since all these points satisfy x
1
 q
1
and w
s
1
= q
1
, we must have z
r
1
= q
1
for all r. Using a similar argument we can prove that z
r
j
= q
j
for j 
s. All the points z
m
lie in P (q;k) so they satisfy the valid inequality
x(N
k
)  Q, and w
s
satises this inequality with equality. This implies
that z
r
(N
k
) =Q and therefore by the concavity of the L-functions L
z
r

L
w
s
. If one of these inequalities were strict, this would contradict that
w
s
=
P
N
m=1

m
z
m
. Thus, L
z
r
= L
w
s
for all m, from which we get
z
m
= w
s
for m = 1; : : : ;N. This proves that w
s
is an extreme point of
P (q;k), and it is therefore also a vertex of this polyhedron. Similarly, we
can prove that each permutation of w
s
is a vertex of P(q;k) and the proof
is complete.
An interesting consequence of Theorem 2 is a simple algorithm for
solving max fc
T
x j x 
k
qg. Initially the components of c are ordered
decreasingly; this can be done in time O(n
2
). Assume for simplicity that
c is nonincreasing. Next we determine an index m as in Lemma 1 and
let s = m  1. Then w
s
is an optimal solution of the problem! Here the
calculation of m is done in linear time by recursive calculations of tail
averages. Thus the main work in the algorithm is simply the ordering of
the objective function.
We remark that Theorem 2 can also be proved by a more direct method
without using LP duality. In fact, one can show that if x is an optimal
solution of (8) satisfying x(N
s
) = q(N
s
) for some s 2 f0; : : : ; k   1g, then
we can nd an optimal solution 	x satisfying 	x
j
= q
j
for r  s. By choos-
ing s maximal with this property, one can nd another optimal solution
x satisfying x(N
k
) =
P
k
j=1
q
j
and with all the remaining components
x
s+1
; : : : ; x
n
equal; this solution x is precisely the q-average w
s
.
From Theorem 2 we also obtain an inner description of weak k-major-
ization polyhedra by using the fact that the characteristic cone of P(q;k)
is  R
n
.
Corollary 3 P (q;k) = conv(W (q;k))  R
n
, i.e., x 
k
q if and only if
x  z for some z 2 R
n
which is a convex combination of permuted q-
8
averages.
In Fig.1 we illstrate the intersection between P (q;k) and the nonneg-
ative orthant for k = 2, n = 3 and q = (2;1). The dierent permuted
q-averages are shown.
(2,1,1)
(1,2,1)
(3/2,3/2,3/2)
(1,1,2)
Figure 1: Example, P (q;k)\R
n
.
4 Weak k-majorization and integrality
In this section we study integer linear programming problems with a weak
k-majorization constraint. These problems may be motivated by applica-
tions concerning e.g. the distribution of indivisible units to locations
or projects where it may be natural to impose a majorization constraint
to assure a certain level of diversication. Our approach is to study the
integer hull of the polyhedron P (q;k) and determine its vertices.
Hereafter k and n are integers satisfying k < n and the majorant q
satises q
1
> : : : > q
k
> 0. We are interested in the following integer
linear programming problem
maxfc
T
x j x 
k
q; x is integralg: (10)
Note that the feasible set is here P (q;k)\Z
n
. If some c
j
is negative, then
(10) is unbounded, so we hereafter assume that c
1
 : : :  c
n
. Note that
the LP relaxation max fc
T
x j x 2 P (q;k)g may have (a unique) optimal
solution that is fractional. For instance, consider again the example n = 3,
k = 2, q = (2;1) and c
T
= (1;1;1). The optimal solution in P (q;k) is
(3=2;3=2; 3=2), while the optimal integral solution is (2;1;1).
We observe that the feasible set of (10) is unchanged if we perform
integer round-down on each component of the majorant q. Thus we shall
hereafter assume that q is integral (this also strengthen the LP relaxation).
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The integer hull Q(q;k) of P (q;k) is the convex hull of the feasible set in
(10), i.e.,
Q(q;k) = conv(fx 2R
n
j x 
k
q; x is integralg): (11)
From general polyhedral theory (see [10]) we know thatQ(q;k) is a polyhe-
dron, i.e., it is the solution set of a nite set of linear inequalities. Q(q;k)
is pointed and its characteristic cone is  R
n
. Furthermore it is easy to
see that Q(q;k) is symmetric. Note that the problem (10) may be viewed
as maximizing c
T
x over Q(q;k).
Some more notation is needed. Let m
max
= b	q
1:k
c = bQ=kc (recall
that Q =
P
k
j=1
q
j
). For each nonnegative m  m
max
we dene the
following magnitudes
 s
m
= maxfs < k j 	q
s+1:k
mg;
 
m
=
P
k
j=s
m
+1
q
j
  (k  s
m
  1)m;
 q
m
= (q
1
; : : : ; q
s
m
;
m
;m; : : : ;m) 2R
n
.
We call q
m
a rounded q-average due to its near resemblance to the q-
averagesw
s
(see section 3). The rst s
m
components aremaximally spread
out (w.r.t. q) while the remaining components are minimally spread out:
they are all equal except for the (s
m
+ 1)'th which may be viewed as
an integrality correction. Observe that if m  q
k
, then s
m
= k   1
and q
m
= (q
1
; : : : ; q
k
;m; : : : ;m). Finally, we note that if m := 	q
s+1:k
is
integral, then s
m
= s and q
m
= w
s
. Some basic properties of q
m
are given
next.
Lemma 4 Let m be a nonnegative integer with m  m
max
. Then q
m
is
integral, nonincreasing and q
m

k
q. Furthermore q
m
(N
k
) =Q.
Proof. It is clear that q
m
is integral. To prove that the components
of q
m
are nonincreasing we shall bound 
m
. Let s = s
m
. Then we
have 
m
=
P
k
j=s+1
q
j
  (k   s   1)m = (k   s)(	q
s+1:k
 m) +m  m
because k   s  1 and 	q
s+1:k
 m (due to the denition of s = s
m
).
Furthermore 
m
=
P
k
j=s+1
q
j
  (k   s   1)m 
P
k
j=s+1
q
j
  (k   s  
1)	q
s+2:k
=
P
k
j=s+1
q
j
 
P
k
j=s+2
q
j
= q
s+1
< q
s
. Thus q
s
> 
m
 m
and q
m
is nonincreasing. To prove the majorization, we rst observe that
when j  s we have q
m
(N
j
) = q(N
j
) and by the rst part of the proof
q
m
(N
s+1
) = q(N
s
) +
m
< q(N
s
) + q
s+1
= q(N
s+1
). This shows that
L
q
m
 L
q
on [0; (s+1)k]. Next, q
m
(N
k
) = q(N
s
)+
m
+(k  s  1)m =
q(N
s
) +
P
k
j=s+1
q
j
= q(N
k
) = Q, so L
q
m
(k) = L
q
(k). This combined
with the concavity of L
q
and the fact that L
q
m
is linear on [(s+ 1)=k;1]
implies that L
q
 L
q
m
on [(s + 1)=k; 1]. Thus L
q
 L
q
m
on [0;1] and
therefore q
m

k
q.
Note that q
m
0
 q
m
for m
0
:= q
k
> m, so we have c
T
q
m
0
 c
T
q
m
as the objective function c is nonnegative. We shall therefore hereafter
restrict the attention to m 2M := fq
k
; : : : ;m
max
g. Since q is strictly de-
creasing, the tail averages are ordered 	q
k:k
< 	q
k 1:k
< : : : < 	q
1:k
. There-
fore the closed intervals I
s
:= [	q
s+1:k
; 	q
s:k
] for s = 1; : : : ; k   1 are all
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nonempty and consecutive intervals intersect in one point, namely a tail
average of q. We say that m 2M is q-extreme if m is either the smallest
or largest integer in one of the intervals I
s
, s = 1; : : : ; k   1. Some prop-
erties of the q-extreme integers are collected in the next lemma; they are
all easy consequences of the denition of s
m
. We let M
ex
denote the set
of q-extreme integers.
Lemma 5 Let m 2M . Then we have
(i) m 2 I
s
m
+1
;
(ii) if m 2M
ex
, then m equals either b	q
s
m
+1:k
c or d	q
s
m
+2:k
e;
(iii) m 2M
ex
if and only if m's is obtained from some tail
average 	q
s:k
by integer rounding either up or down.
We are now in a position to give the rst main result of this section.
Proposition 6 Each vertex of Q(q;k) is a permutation of some rounded
q-average q
m
with m being q-extreme.
Proof. We consider the ILP problem (10) and may assume that c
1

: : :  c
n
 0 (otherwise a suitable permutation would be introduced
below). We shall prove that some rounded q-average is an optimal solution
of this problem. From the rearrangement inequality (1) it follows that
there exists an optimal solution x satisfying x
1
 : : :  x
n
 0, so we
may consider the ILP problem
maxfc
T
x j x 
k
q; x
1
 : : :  x
n
 0; x is integralg: (12)
Note that when x is nonincreasing, x 
k
q holds if and only if x(N
r
) 
q(N
r
) for r = 1; : : : ; k. Thus the variables x
k+1
; : : : ; x
n
do not enter any of
these constraints and we may assume that x
k
= : : : = x
n
(as c  0). For
each m 2M , we consider the problem obtained from (12) by adding the
constraints x
k
= : : : = x
n
=m. We shall solve this problem directly using
previous results, and rst we note that the problem may be considered as
one in k variables:
maxfd
T
x j x 
k
q; x
1
 : : :  x
k
=m; x is integralg: (13)
where the objective function d is given by d
j
= c
j
for j  k   1 and
d
k
=
P
n
j=k
c
j
.
We claim that there exists an optimal solution x of (13) satisfying
x(N
k
) = q(N
k
). To prove this, consider an optimal solution with x(N
k
)
largest possible. Assume that x(N
k
) < q(N
k
); we shall deduce a contra-
diction. Observe that x(N
k
)  q(N
k
)  1 as x is integral. If x
s
> x
s+1
=
: : : = x
k
for some s < k, we let x be the solution obtained from x by
increasing the (s + 1)'th component by 1. Clearly x is decreasing. Fur-
thermore, as q is strictly decreasing and x
s+1
= : : : = x
k
, the L-curves
L
x
and L
q
can only intersect on the interval [s=k;1] in one point, namely
for j = s=k. Thus L
x
is strictly below L
q
in [(s+ 1)=k;1], and therefore
L
x
 L
q
in this interval. Also, in [0; s=k] L
x
= L
x
, so x 
k
q which
implies that x is also optimal. In addition x(N
k
) = x(N
k
) + 1, which
contradicts the maximality of x(N
k
). It remains to discuss the case when
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x1
= : : : = x
k
. As q is strictly decreasing, we must have x(N
j
) < q(N
j
)
for all j. Consequently, if we dene the new solution x from x by in-
creasing the rst variable by 1, we obtain, as in the rst case discussed,
a new optimal solution with x(N
k
) = x(N
k
) + 1 again contradicting the
maximality of x(N
k
). This proves the claim.
Consider (as in the claim above) an optimal solution x 2 R
k
of (13)
with x(N
k
) = q(N
k
). The feasibility of x implies that L
x
 L
q
and
L
x
 L
0
on [0;1] where L
0
() := Q  km(1  ) for  2 [0; 1]. Therefore
L  L
00
:= minfL
q
; L
0
g. It is easy to check that L
00
= L
q
m
, so we get
x 
k
P
k
(q
m
) where P
k
(q
m
) is the vector (projection) containing the rst
k components of q
m
. (Remark: L
q
is a function on [0;1], although q
m
2
R
n
). From the discussion in section 2 on optimizing over P (q;n) using
the greedy algorithm, it is clear that P
k
(q
m
) maximizes d
T
z for z 2 R
k
satisfying z 
k
P
k
(q
m
). Thus d
T
P
k
(q
m
)  d
T
x, and the optimality of
x in problem (13) gives that P
k
(q
m
) is also and optimal solution to that
problem.
Finally, by taking the maximum optimal value of the problems (13)
over all m we solve the original problem (10). The optimal value of (13)
is (we let s = s
m
)
P
k
j=1
c
j
P
k
(q
m
)
j
=
P
s
j=1
c
j
q
j
+c
s+1
f
P
k
j=s+1
q
j
  (k 
s 1)mg+
P
n
j=s+2
c
j
m =
P
s
j=1
c
j
q
j
+c
s+1
P
k
j=s+1
q
j
+mf
P
n
j=s+2
c
j
 
(k   s   1)c
s+1
g = (s) +m(s). where (s) and (s) are dened in
the obvious way. Observe that  and  depends on m but only through
s = s
m
. Thus the optimal value for those m with s
m
= s
0
(for some
s
0
) is achieved by choosing m either maximal (if   0) or minimal (if
 < 0) with s
m
= s
0
, i.e. m is extreme. Based on the initial discussions in
this proof, we can conclude that for some q-extreme m 2M the rounded
q-average q
m
is an optimal solution of (10) which proves that each vertex
of Q(q;k) must be a rounded q-average as desired.
The previous proposition shows the form of each vertex, but it remains
to decide if all the solutions q
m
with m extreme are vertices of Q(q;k).
The answer turns out to be armative, and to prove this we shall rst give
an optimization result which is useful later as well. We study the problem
maxfc
T
x j x 2 Q(q;k)g for a special stair-case objective function. For
each real number   1 and each pair of integers s; t with 0  s < k <
t  n, we dene c
s;t
() 2R
n
by
c
s;t
() =
(
 for j = 1; : : : ; s,
1 for j = s+1; : : : ; t,
0 for j = t+1; : : : ; n,
(14)
and we consider the problem
maxf(c
s;t
()
T
x j x 2 Q(q;k)g: (15)
Lemma 7 Let s and t be as above. Dene 	m = b	q
s+1:k
c, m = 	m + 1,
 = (k   s) m 
P
k
j=s+1
q
j
, 
1
= (t  s)=(k   s) and 
2
= 1 + (t  k)=.
Finally let M

() denote the set of m 2 M such that q
m
is an optimal
solution of (15).
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Then   1 and 
2
 
1
> 1; in fact 
2
> 
1
holds if and only if 	q
s+1:k
is fractional. Furthermore M

() is given by the following expressions:
(i) If 1   < 
1
, then M

() = fm
max
g.
(ii) If  = 
1
, then M

() = f m; : : : ;m
max
g.
(iii) If 
1
<  < 
2
, then M

() = f mg.
(iv) If  = 
2
, then M

() = f 	m; mg.
(v) If  > 
2
, then M

() = f 	mg.
Proof. Let c = c
s;t
(). From the denition of 	m we get 	m+1 > 	q
s+1:k
=
(1=(k   s))
P
k
j=s+1
q
j
and thus  = (k   s)( 	m + 1)  
P
k
j=s+1
q
j
> 0.
As  is integral, we get   1. Note that 
1
is well-dened as s < k
and also 
1
= (t   s)=(k   s) > 1 because t > k. Furthermore, we have
	m + 1  	q
s+1:k
+ 1, which implies   k   s and the inequality is strict
if 	q
s+1:k
is fractional. Thus 
2
= 1 + (t   k)=  1 + (t   k)=(k   s) =
(t  s)=(k   s) = 
1
and here we see that 
2
> 
1
if 	q
s+1:k
is fractional.
Consider the optimization problem (15). From Proposition 6, we know
that there is an optimal solution of the form q
m
for some m 2 M
ex
. We
have
c
T
q
m
= (   1)
s
X
j=1
q
m
j
+Q+ (t  k)m: (16)
as q
m
j
= m for j  k and q
m
(N
k
) = Q. This implies that the following
set of inequalities hold
c
T
q
q
k
< : : : < c
T
q
	m
: (17)
In fact, for m  	m we get s
m
 s and therefore q
m
j
= q
j
for j = 1; : : : ; s.
Thus from (16) we get c
T
q
m
= (   1)
P
s
j=1
q
j
+ (t  k)m+Q which is
strictly increasing as a function ofm (due to t > k), and all the inequalities
in (17) follow.
Next, let m > 	m, so s
m
< s. Then q
m
s+1
= : : : = q
m
k
= m and
P
s
j=1
q
m
j
=
P
k
j=1
q
m
j
 
P
k
j=s+1
q
m
j
= Q   (k   s)m. By inserting this
in (16) we get (   1)(Q   (k   s)m) + (t  k)m+Q =  m+ Q where
 = t  k  (   1)(k  s)). Therefore  is positive (resp. zero, negative)
i  is smaller than (resp. equal to, larger than) 
1
= (t   s)=(k   s).
Thus if 1   < 
1
, then  > 0 and therefore c
T
q
m
< : : : < c
T
q
m
max
.
Next, if  = 
1
, then  = 0 and c
T
q
m
= : : : = c
T
q
m
max
. And, nally, if
 > 
1
, then  < 0 and c
T
q
m
> : : : > c
T
q
m
max
.
It remains to compare q
	m
and q
m
. From (16) we obtain after some
calculations that c
T
q
	m
  c
T
q
m
= (   1)   (t   k). Thus (i) if  >
1+ (t  k)= = 
2
, then c
T
q
	m
> c
T
q
m
, (ii) if  = 
2
, then c
T
q
	m
= c
T
q
m
;
and (iii) if  < 
2
, then c
T
q
	m
< c
T
q
m
.
The lemma now follows by putting all these inequalities together for
varying .
The complete characterization of the vertices of Q(q;k) can now be
given.
Theorem 8 The vertex set of Q(q;k) consists of the vectors that can be
obtained as permutations of some q
m
with m being q-extreme.
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Proof. On the basis of Proposition 6 we only need to prove that when
m is q-extreme the point q
m
is a vertex of Q(q;k), because then each
permutation of q
m
is also a vertex (due to the symmetry of Q(q;k)). It
therefore suces to prove that if m 2M
ex
then q
m
is the unique optimal
solution of some ILP problem (10).
Let m be q-extreme, and recall the form of the q-extreme integers
given in Lemma 5. Assume rst that m equals some tail average 	q
s+1:k
of q (so this average must be integral). Then q
m
= w
s
and it is therefore
by Theorem 2 a vertex of P (q;k). But since Q(q;k)  P (q;k), it follows
that q
m
is also a vertex of Q(q;k). Next, assume thatm = b	q
s+1:k
c where
	q
s+1:k
is fractional. The remaining case where m = d	q
s+1:k
e is treated
similarly.
Choose an objective function c 2R
n
satisfying (i) c
r
>
P
n
j=r+1
c
j
for
r = 1; : : : s, (ii) c
s+1
=  where 1 <  < (n  s  1)=(k   s  1) and (iii)
c
s+2
= : : : = c
n
= 1. Let x be an optimal solution of problem (10). We
claim that x must satisfy x
j
= q
j
for j  s. In fact, if x
1
< q
1
, we nd
another feasible solution in (10) by increasing x
1
by a small amount 
and reducing all other components by . But the objective function value
for this new solution is strictly higher than c
T
x as c
1
>
P
n
j=2
c
j
, which
contradicts the optimality of x. This proves that x
1
= q
1
, and with similar
arguments the claim follows.
In order to determine the remaining components x
s+1
; : : : ; x
n
of x, we
observe that these must be an optimal solution of the reduced problem
max f(c
0
)
T
x
0
j x
0

k s
q
0
; x
0
integralg where x
0
= (x
s+1
; : : : ; x
n
), c
0
=
(c
s+1
; : : : ; c
n
) and q
0
= (q
s+1
; : : : ; q
k
). But this problem can be solved
using Lemma 7 where the parameters n, k, s and t of that lemma are
set to n   s (the number of variables), k   s, 1 and n   s, respectively
and the objective function is c
0
= (;1; : : : ; 1). With this choice we get

1
= (n  s  1)=(k  s  1) so 1 <  < 
1
, and from Lemma 7(i) we have
M

() = fm
max
g = fb	q
s+1:k
cg. As m = b	q
s+1:k
c, it follows that q
m
is an
optimal solution of (10) and that no other q-average can be optimal, i.e.,
c
T
q
m
0
< c
T
q
m
for m
0
6= m. Therefore, if z is another optimal solution,
then z must be a permutation of q
m
(confer Proposition 6). But since
c
s+1
> c
j
= 1 and q
m
s+1
> q
m
j
= m for all j > s + 1, we derive that
z = q
m
. Thus q
m
is the unique optimal solution of (10) and it is therefore
a vertex of Q(q;k) which completes the proof.
Examples. Let k = 3, n = 5 and q = (7;2;1). Then the rounded
q-averages are q
1
= (7;2;1;1;1), q
2
= (6;2;2;2; 2) and q
3
= (4;3;3;3;3),
and the vertices of Q(q;k) are all permutations of these points. As an-
other example let k = 4, n = 6 and q = (19;12;5;3). Then the tail
averages of q are 3;4;20=3 and 39=4 and the q extreme integers are there-
fore M
ex
= f3;4;6;7;9g. The q-averages are q
3
= (19;12;5;3;3;3),
q
4
= (19;12;4;4;4;4), q
6
= (19;8;6;6;6;6), q
7
= (18;7;7;7;7;7) and
q
9
= (12;9;9;9;9;9).
Howmany vertices doesQ(q;k) have, or equivalently, howmany dier-
ent rounded q-averages withm q-extreme can we have? (The rst number
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is obtained from the latter by also counting permutations). We give sim-
ple bounds on this number based on the increments of the components of
q.
Proposition 9 d
k
2
e  jM
ex
j  2k.
Proof. The upper bound is trivial, so we only need to prove the lower
bound. A certain property of tail averages is useful. Assume that q
s

q
s+1
+  for s = 1; : : : ; k   1. Then, for s = 1; : : : ; k   1, we have
	q
s:k
 	q
s+1:k
+

2
(18)
In fact, it follows from the assumption that q
s
  q
j
 (j   s) for j  s
and therefore q
s
  	q
s:k
= (1=(k   s + 1))
P
k
j=s
(q
s
  q
j
)  (k   s)=2.
Applying this inequality and that q
s
 q
s+1
+  we obtain 	q
s:k
  	q
s+1:k
=
q
s
=(k s+1)+	q
s+1:k
(k s)=(k s+1) 	q
s+1:k
= (q
s
 	q
s+1:k
)=(k s+1) 
(+q
s+1
  	q
s+1:k
)=(k s+1) (+(k s+1)=2)=(k s+1) = =2 which
proves (18). Since q is assumed to be strictly decreasing, (18) holds with
 = 1, and applying that inequality twice gives 	q
s:k
 	q
s+2:k
+ 1. Thus
there must be an integer strictly between these two tail averages or they
are both integers. This proves that d	q
s:k
e < 	q
s 2:k
and b	q
s:k
c > 	q
s+2:k
and therefore M
ex
\ (I
s
[ I
s+1
) is nonempty. But then the lower bound
in the proposition follows as in the worst case every second I
s
is empty.
Consider again the ILP problem (10), or equivalently the LP problem
max fc
T
x j x 2 Q(q;k)g. Since we know all the vertices of Q(q;k) and
due to their nice structure, we can solve this problem as follows. First
we order the components of c nonincreasingly. Assume for simplicity
that c
1
 : : :  c
n
, and by the rearrangement inequality there exists an
optimal solution x which is nonincreasing. In fact, one of the vertices q
m
is optimal, and we could simply calculate c
T
q
m
for each q-extreme m and
thereby solve the problem. Note that as Proposition 9 says there are at
most k vertices we need to compare, this algorithm is polynomial. In the
next section we shall do even better by giving a rather similar algorithm
which only compares two of these vertices. This is done in connection
with a study of the facets of Q(q;k).
5 Linear description of the integer hull
of weak k-majorization polyhedra
In this section we study the facets (maximal faces) of the polyhedron
Q(q;k) dened in (11). The nal goal is to determine a complete and
nonredundant linear description of this polyhedron. Initially we study
simple facets known already from the polyhedron P (q;k), and next we
study additional facets that are due to the integrality of Q(q;k). Again
we assume that the integers n and k satisfy k < n and that the majorant
q is an integral vector with strictly decreasing components.
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5.1 Basic facets
We describe basic facets of Q(q;k) corresponding to inequalities dening
P (q;k).
Proposition 10 The polyhedron Q(q;k) is full-dimensional and for each
S  N
n
with r = jSj  k the inequality
x(S) q(N
r
) (19)
denes a facet of Q(q;k).
Proof. The full-dimensionality of Q(q;k) follows from the fact that the
n+1 vectors e
j
, j 2 N
n
and 0 all lie inQ(q;k) and are anely independent.
Let S  N
n
with r := jSj  k and let F be the face of Q(q;k) induced
by the valid inequality x(S)  q(N
r
), i.e., F = fx 2 Q(q;k) j x(S) =
q(N
r
)g. Then F contains all permutations x of q such that the r (largest)
components q
1
; : : : ; q
r
of q are mapped to S (that is: (x
i
: i 2 S) is
a permutation of (q
1
; : : : ; q
r
)). Let b
T
x   be a valid inequality for
Q(q;k) that induces a facet F(b) := fx 2 Q(q;k) j b
T
x = g with F 
F (b). By comparing adjacent permutations (like (q
1
; q
2
; q
3
; : : : ; q
n
) and
(q
2
; q
1
; q
3
; : : : ; q
n
)), it follows that b
i
= b
j
for all i; j 2 S (here the details
are as in the proof of Proposition 13). So, for some constant d, we have
b
j
= d for all j 2 S. Next, consider the vector q
0
obtained from q by setting
the j'th component to 0 for some j 2 N
n
nS. Then both q and q
0
lie in F
and therefore also in F (b), and this implies that b
j
= 0, j 2 N
n
n S. Thus
b
T
x   has the form dx(S)  . Since q 2 F , we obtain  = dq(N
r
).
This proves that b
T
x   is positive scalar multiple of x(S)  q(N
r
), and
therefore x(S) q(N
r
) denes a facet of Q(q;k).
We call each inequality in (19) a set size inequality.
We next study whenever the set size inequalities give a complete lin-
ear description of Q(q;k), or equivalently, whenever Q(q;k) and P(q;k)
coincide.
From Proposition 6, we know that all vertices of P (q;k) are permuta-
tions of the points w
s
= (q
1
; : : : ; q
s
; 	q
s+1:k
; : : : ; 	q
s+1:k
), and this vector is
integral if and only if k  s j
P
k
j=s+1
q
j
. Note that 	q
k:k
= q
k
is always in-
tegral since q is integral. It follows that P (q;k) is an integral polyhedron,
i.e. P (q;k) = Q(q;k), if and only if k  sj
P
k
j=s+1
q
j
for s = 0; : : : ; k   2.
From this it is easy to derive the following characterization.
Proposition 11 The polyhedron P (q;k) is integral if and only if q can be
obtained by the following procedure: let q
k
be any positive integer and for
r = k 1; : : : ;1, choose q
r
> q
r+1
such that q
r
=m
r
(k r+1) 
P
k
j=r+1
q
j
for some positive integer m
r
.
Whenever q is not constructed as in Proposition 11, the polyhedron P(q;k)
has some fractional vertex, and therefore Q(q;k) is strictly contained in
P (q;k). The remaining part of the paper is devoted to the question of
nding additional inequalities that are needed to get a complete linear
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description of Q(q;k) in the general situation. From Motzkin's decom-
position theorem for polyhedra (see [10]) the existence of such a linear
system is clear.
5.2 The q-average inequalities
Let s and t be integers satisfying 0  s < k < t  n. Dene 
s
=
P
k
j=s+1
q
j
  (k  s)b	q
s+1:k
c which is the rest modulo k  s of
P
k
j=s+1
q
j
.
Consider the inequality
(t  s  
s
)
s
X
j=1
x
j
+(k   s  
s
)
t
X
j=s+1
x
j
 
s;t
(20)
where 
s;t
= (t   k)
P
s
j=1
q
j
+ (k   s   
s
)(Q + (t   k)b	q
s+1:k
c). We
remark that 
s;t
equals the value we obtain by inserting x = q
	m
where
	m = b	q
s+1:k
c on the left-hand-side of (20) . We call an inequality of the
form (20) a q-average inequality, and it may be written as (a
s;t
)
T
x  
s;t
,
where we dene
a
s;t
=
(
t  s  
s
for j = 1; : : : ; s,
k   s  
s
for j = s+1; : : : ; t,
0 for j = t+1; : : : ; n.
(21)
Note here that a
s;t
s
> a
s;t
s+1
> 0 as t > k and 
s
< k  s (see the denition
of 
s
).
Lemma 12 The q-average inequality (20) is valid for Q(q;k).
Proof. It follows from Lemma 7 (using the notation of that lemma) that
(c
st
)
T
x  (c
st
)
T
q
	m
(22)
where 	m = b	q
s+1:k
c is a valid inequality for Q(q;k). We have  = (k  
s) m 
P
k
j=s+1
q
j
= k  s+(k  s)b	q
s+1:k
c  
P
k
j=s+1
q
j
= k  s  
s
and

2
= + t k = t  s  
s
, which proves that a
s;t
= c
st
(
2
) and   1.
Therefore (20) is a positive scalar multiple of (22) and consequently the
q-average inequality (20) is valid for Q(q;k).
Let  be a permutation on N
n
and recall the notation x = (x
(1)
; : : : ;
x
(n)
) for x 2 R
n
. Since the polyhedron Q(q;k) is symmetric, it is clear
that the permuted q-average inequality (a
s;t
)
T
x  
s;t
, is also valid for
Q(q;k).
Consider the special case of the q-average inequalities obtained by
setting s = 0; this leads to the inequality (k 
0
)
P
t
j=1
x
j
 (k 
0
)(Q+
(t  k)b	q
1:k
c or equivalently
x(N
t
)  Q+ (t  k)b	q
1:k
c (23)
We call each such inequality an extended set size inequality since it ex-
tends the set size inequalities to sets of cardinality larger than k.
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Example. Consider again the example of section 4 where k = 3, n = 5
and q = (7;2;1). We get the extended set size inequalities x(N
4
) 13 and
x(N
5
)  16. Both these inequalities cut o the fractional q-average w
0
=
(10=3; : : : ;10=3). Other q-average inequalities are 2x
1
+x
2
+x
3
+x
4
 18
(obtained for s = 1, t = 4) and 3x
1
+ x
2
+ x
3
+ x
4
+ x
5
 26 (for s = 1,
t = 5).
We next characterize which of q-average inequalities that are nonre-
dundant.
Proposition 13 The q-average inequality (a
s;t
)
T
x  
s;t
denes a
facet of Q(q;k) if and only if 	q
s+1:k
is fractional, i.e. k s does not divide
P
k
j=s+1
q
j
.
Proof. It follows from the symmetry of Q(q;k) that it suces to prove
the result when  is the identity transformation.
Assume rst that 	q
s+1:k
is fractional, and dene 	m = b	q
s+1:k
c and
m = 	m+ 1. Then 
	m
> 	m. Let F := fx 2 Q(q;k) j (a
s;t
)
T
x = 
s;t
g be
the face ofQ(q;k) induced by the (valid) q-average inequality. There exists
a facet dening inequality b
T
x   such that F  F (b) = fx 2 Q(q;k) j
b
T
x = g. We shall prove that F = F (b). Note rst that we must have
b  0 since the characteristic cone of Q(q;k) is  R
n
. From the proof
of Lemma 12, it follows that both the rounded q-averages 	x := q
	m
and
x := q
m
lie in the face F (as M(
2
) = f 	m; mg; see Lemma 7). Therefore,
	x; x 2 F (b). Let i; j  s with i 6= j and let x be the vector obtained
from 	x by permuting the i'th and j'th components. Since a
s;t
i
= a
s;t
j
, it
follows that x 2 F and therefore x 2 F(b). So 0 =     = b
T
	x  b
T
x =
b
i
(q
i
  q
j
)+ b
j
(q
j
  q
i
) = (b
i
  b
j
)(q
i
  q
j
), so (as q
i
> q
j
) we get b
i
= b
j
which then holds for all i; j  s. A similar argument can be used to prove
that b
i
= b
j
for i; j 2 fs+1; : : : ; tg by using the fact that 	x
s+1
> 	x
s+2
, i.e.
that 
	m
> 	m (due to the fractionality of 	q
s+1:k
). Furthermore, we must
have b
i
= 0 for i > t because a
s;t
i
= 0 and char.cone(Q(q;k)) = R
n
.
Summing up, there are constants b
0
and b
00
such that b satises b
i
= b
0
for i  s, b
i
= b
00
for i = s + 1; : : : ; t and b
i
= 0 for i > t. It remains
to relate b
0
and b
00
. Since 	x; x 2 F  F(b), we have b
T
	x = b
T
x which
implies b
0
(k   s   
s
) = b
00
(t   s   
s
). Note that b
0
6= 0; otherwise we
would get b = 0 contradicting that b
T
x   denes a facet of Q(q;k).
Thus b
0
=b
00
= (t   s   
s
)=(k   s   
s
) which proves that b = a
s;t
for
some positive scalar  (recall that b  0). Therefore F = F (b) and
(a
s;t
)
T
x  
s;t
is nonredundant.
Next, assume that 	m := 	q
s+1:k
is integral and we shall prove that (20)
is redundant. We get 
s
= 0 and (20) becomes
(t  s)
s
X
j=1
x
j
+(k   s)
t
X
j=s+1
x
j
 (t  s)Q (24)
as 
s;t
= (t s)
P
s
j=1
q
j
+(k s)
P
t
j=s+1
	m = (t s)Q. Let C 2 R
t s;t s
be the 0/1-circulant matrix C
k s;t s
(see the notation in section 1) and
let E 2 R
t s;s
be an all 1 matrix. Finally, let b 2 R
t s
be a vector
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with all elements being Q and D 2 R
t s;n t
be a all 0 matrix. Then
the linear system [E;C;D]x  b consists of t  s set size inequalities (size
k), all valid for Q(q;k). The sum of all these inequalities is precisely the
inequality (24) which proves that this inequality is redundant, and the
proof is complete.
5.3 Completeness
The goal of this subsection is to prove that the facet dening inequalities
we have identied in the previous sections in fact give a complete linear
description of Q(q;k).
Theorem 14 A complete linear description of Q(q;k) is given by the set
size inequalities and the q-average inequalities.
The proof of this result is rather long, so we rst sketch the main idea. Let
R(q;k) denote the polyhedron dened by the set size inequalities and the
q-average inequalities. Then we have Q(q;k)  R(q;k)  P (q;k). Thus,
by showing that R(q;k) is integral, the theorem will follow. In fact, we
get Q(q;k) = Q(q;k)
I
 R(q;k)
I
 P (q;k)
I
= Q(q;k), which combined
with the integrality of R(q;k) givesQ(q;k) = R(q;k)
I
= R(q;k). We shall
prove that R(q;k) is integral by studying LP problems over R(q;k). It
turns out that these can be solved explicitly using the close connection to
optimizing over P (q;k). First, however, we need a couple of results for
convex cones.
Lemma 15 Let C = cone(G)  R
n
, where G  R
n
is a nite set of
vectors, and let a 2 R
n
. Dene G
0
, G
 
and G
+
as the set of elements
g 2 G satisfying a
T
g = 0, a
T
g < 0 and a
T
g > 0, respectively. Assume that
for each g
1
2 G
 
, g
2
2 G
+
and 
1
; 
2
 0 such that a
T
(
1
g
1
+
2
g
2
) = 0,
we have that 
1
g
1
+ 
2
g
2
2 cone(G
0
). Then C can be decomposed as
C = cone(G
0
[G
 
)[ cone(G
0
[G
+
).
Proof. Clearly we can decompose C into C = C
 
[ C
+
, where C
 
=
fx 2 C j a
T
x  0g and C
+
= fx 2 C j a
T
x  0g. It is therefore sucient
to show that C
 
= cone(G
0
[ G
 
) and C
+
= cone(G
0
[ G
+
). From
the double description method of Motzkin (see e.g. [9]) it follows that
C
 
= cone(G
 
[G
0
[G
0
) where G
0
is the (nite) set of vectors of the form

1
g
1
+ 
2
g
2
, where g
1
2 G
 
, g
2
2 G
+
and 
1
; 
2
 0 is chosen such that
a
T
(
1
g
1
+ 
2
g
2
) = 0. Now, from the assumption of the lemma, we have
that G
0
 cone(G
0
), which implies that C
 
= cone(G
0
[G
 
) as desired.
The proof of C
+
= cone(G
0
[G
+
) is similar.
Lemma 16 Let 1  s < k < n and let the cone K  R
n
be the solution
set to the following homogeneous linear system:
(i) z
1
 : : :  z
n
 0;
(ii) (k   s)z
s

P
n
j=s+1
z
j
;
(iii) (k   r)z
r

P
n
j=r+1
z
j
for r = s+1; : : : ; k   1.
(25)
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Then K = cone(G), where G consists of the vectors (i) g
r
for r 2
f1; : : : ; s; kg where g
r
j
= 1 when j  r and g
r
j
= 0 otherwise; and (ii)
g
d;h
for h = s; : : : ; k 1 and d = k+1; : : : ; n where g
d;h
j
= d h for j  h,
g
d;h
j
= k  h for j = h+1; : : : ; d and g
d;h
j
= 0 otherwise.
Proof. Dene modied tail averages z
r+1:n
:= (1=(k   r))
P
n
j=r+1
z
j
for r = s; : : : ; k  1, and note that K = fz 2R
n
j z
1
 : : :  z
n
 0; z
s

z
s+1:n
; z
r
 z
r+1:n
; r = s+1; : : : ; k   1g. We claim that
K = fz 2 R
n
j z
1
 : : :  z
n
 0; z
s
 z
s+1:n
; z
s+1
 z
s+2:n
g; (26)
so each inequality z
r
 z
r+1:n
for r = s+ 2; : : : ; k   1 is redundant. To
see this, observe rst that z
r:n
2 conv(fz
r
; z
r+1:n
g) (similar to Lemma 1).
Therefore, if z satises z
1
 : : :  z
n
 0, z
s
 z
s+1:n
, z
s+1
 z
s+2:n
,
then it also satises z
s+2
 z
s+3:n
. (Otherwise, if z
s+2
> z
s+3:n
, we get
z
s+1
 z
s+2
> z
s+2:n
> z
s+3:n
; a contradiction.) We get (26) by repeating
this argument for the remaining inequalities.
We shall nd generators for K, or, equivalently, all the 1-dimensional
faces (edges) of K. Each edge F of K is obtained by setting n 1 linearly
independent among the n+2 inequalities a
T
i
x  0, i = 1; : : : ; n+2 in (26)
to equality. We here dene a
i
= e
i
+e
i+1
for i = 1; : : : ; n 1, a
i
= e
n
,
a
n+1
=  (k s)e
s
+
P
n
j=s+1
e
j
and a
n+2
= (k s 1)e
s+1
+
P
n
j=s+2
e
j
.
We rst determine the family S consisting of all subsets S ofN
n+2
with
jSj = n  1 such that the n 1 vectors a
i
, i 2 S are linearly independent.
Let S  N
n+2
be such that jSj = n 1, and we distinguish between three
dierent cases.
Case 1: S  N
n
. Then S 2 S, because a
i
, i  n are linearly indepen-
dent and therefore each subset of these vectors is linearly independent.
Case 2: jS \N
n
j = n   2. Let S = N
n
n fi
1
; i
2
g. If n+ 1 2 S, then
S 2 S i a
n+1
is not a linear combination of a
i
, i  n, i 6= i
1
; i
2
. But the
unique solution y of
P
n
i=1
y
i
a
i
= a
n+1
is y
i
= 0 for i  s  1, y
i
= k   i
for i = s + 1; : : : ; n. Consequently, S 2 S i either i
1
or i
2
lies outside
f1; : : : ; s 1; kg. If, alternatively, n+2 2 S, similar arguments show that
S 2 S i either i
1
or i
2
lies outside f1; : : : ; s; kg.
Case 3: n+1; n+2 2 S. Let fi
1
; i
2
; i
3
g =N
n
nS. By direct elimination
one can show that
P
n+2
i=1
y
i
a
i
= 0 i y satises y
1
= : : : = y
s 1
= 0,
y
s
= (k s)y
n+1
and y
j
= (k  j)(y
n+1
+y
n+2
) for j = s+1; : : : ; n. It
follows that S 2 S i s 2 fi
1
; i
2
; i
3
g and fi
1
; i
2
; i
3
g \ (fs+1; : : : ; ng n fkg)
is nonempty.
It is now possible to determine the edges of K as follows. For each
S 2 S one must nd the solution set to the system a
T
i
x = 0 for i 2 S,
a
T
i
x  0 for i 2 N
n+2
n S. This can be done by a rather long, but
elementary discussion which is omitted here. We just remark that the
generators g
r
for r 2 f1; : : : ; s; kg are found in Case 1 above, while the
generators g
d;h
for h = s; : : : ; k   1 and d = k + 1; : : : ; n are found from
Case 2. Finally, Case 3 does not lead to any other generators than those
already found. This proves that K = cone(G) as desired.
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Proposition 17 Let s 2 f0; : : : ; k   1g and dene 	m = b	q
s:k
c and m =
	m+1. Assume that the tail average 	q
s:k
is fractional. Then the q-averages
q
	m
and q
m
are adjacent vertices of R(q;k) and the edge F of R(q;k)
between these vertices is the solution set of the linear system
(i) x(N
r
) = q(N
r
) for r = 1; : : : ; s  1;
(ii) x(N
s
[ S) = Q for S  fs+ 1; : : : ; ng with
jSj = k  s, s+1 2 S;
(iii) a
s;t
x = 
s;t
for k < t  n;
(iv) x(N
s
)  q(N
s
);
(v) x(N
k+1
n fs+ 1g)  Q:
(27)
The vertex q
	m
(resp. q
m
) is the unique solution of (27)(i)-(iii) and (iv)
(resp. (v)) set to equality.
Proof. We rst remark that all the equations in (27)(i)-(iii) are obtained
by setting valid inequalities for R(q;k) (set size and q-average inequalities)
to equality. Thus the solution set F of the linear system (27) is a face of
R(q;k), and we shall determine this set.
Assume that x satises (27). From (27)(i) it follows that x
j
= q
j
for
j = 1; : : : ; s   1. Combining this with (27)(ii) we get x(S) = Q   x
s
 
x
s+1
 
P
s 1
j=1
q
j
for all S  fs+2; : : : ; ng, jSj = k s 1. In particular, for
i; j 2 fs+2; : : : ; ng and some S
0
 fs+2; : : : ; ngnfi; jg with jS
0
j = k s 2
we get x(S
0
)+ x
i
=Q  x
s
  x
s+1
 
P
s 1
j=1
q
j
= x(S
0
)+ x
j
and therefore
x
i
= x
j
for all i; j  s+2, i.e. x
i
= x
s+2
for all i  s+2. Thus from (27)(ii)
and (iii) we obtain x
s
+x
s+1
+(k s 1)x
s+2
= Q 
P
s 1
j=1
q
j
=
P
k
j=s
q
j
and
(n s 
s
)(
P
s 1
j=1
q
j
+x
s
)+(k s 
s
)(x
s+1
+(n s 1)x
s+2
) = 
sn
where

sn
= (n s 
s
)(
P
s 1
j=1
q
j
+)+(k s 
s
)(n s) 	m, =
P
k
j=s
q
j
 (k 
s) 	m. Note that the coecient vectors of these two equations are linearly
independent and from the rst of these we get x
s+1
=
P
k
j=s
q
j
 x
s
  (k 
s   1)x
s+2
. Substituting this expression into the second equation, gives
(after some calculations) that x = x() for some  2 Rwhere we dene
x()
j
= q
j
for j  s  1, x()
s
=
P
k
j=s
q
j
  
s
( 	m+ 1)  (k   s  
s
),
x()
s+1
= 
s
( 	m + 1) + (1   
s
), x()
s+2
= : : : = x
n
= . This is a
parametric form of the solution set of (27)(i)-(iii).
We claim that
F = fx() j 	m    mg: (28)
Assume rst that x 2 F , and by the discussion above x = x() for some
real , i.e. x() = (q
1
; : : : ; q
s 1
; x()
s
; x()
s+1
; ; : : : ; ) where x()
s
=
P
k
j=s
q
j
  
s
m  (k  s  
s
), and x()
s+1
= 
s
m+(1  
s
). If  < 	m,
we get x()
s
=
P
k
j=s
q
j
  
s
m  (k   s  
s
) >
P
k
j=s
q
j
  
s
m  (k  
s   
s
) 	m =
P
k
j=s
q
j
  (k   s) 	m   
s
= q
s
i.e. x()
s
> q
s
which gives
P
s
j=1
x()
j
> q(N
s
); a contradiction. (Here the last strict inequality was
due to m > 	q
s+1:k
= (1=(k   s))
P
k
j=s+1
q
j
). This proves that   	m.
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Next,
P
k
jk+1;j 6=s+1
x()
j
=
P
s 1
j=1
q
j
+(
P
k
j=s
q
j
 
s
m  (k s 
s
))+
(k s) =Q+
s
(  m). But
P
k
jk+1;j 6=s+1
x
j
 Q is a set size inequality
(and therefore valid for R(q;k)), so we see that x() 2 R(q;k) implies
that   m since 
s
> 0 because we assume that 	q
s+1:k
is fractional. This
proves that F  fx() j 	m    mg. The opposite inclusion is easy to
prove by direct calculations, and therefore the representation (28) for F
holds. This proves that F is an edge of R(q;k), and that its two vertices
are x( 	m) = q
	m
and x( m) = q
m
. Furthermore, the description of these
vertices stated in the last part of the proposition also holds; this follows
from the arguments in our proof of (28).
Proof of Theorem 14: From the comments in the beginning of
this subsection, it suces to prove that R(q;k) is integral. We do this
by proving that the LP problem (R) max fc
T
x j x 2 R(q;k)g has an
optimal solution which is integral. Let c 2 R
n
and we may assume that
c
1
 : : :  c
n
 0 (otherwise a suitable permutation of the solution vector
would be required). From Theorem 2 it follows that an optimal solution
of the LP problem (P) max fc
T
x j x 2 P (q;k)g is the q-average w
s
where
s 2 f0; : : : ; k   1g is chosen such that c
s
 (1=(k   s))
P
n
j=s+1
c
j
and
c
r
 (1=(k r))
P
n
j=r+1
c
j
for r = s+1; : : : ; k 1. Thus c 2 K
s
where we
letK
s
be the cone K of Lemma 16. Let 	m = b	q
s+1:k
c and m = 	m+1, and
note that q
	m
; q
m
2 Q(q;k)  R(q;k). The goal is to prove using linear
programming duality that either q
	m
or q
m
is an optimal solution of the
problem (R). First, however, we note that if 	q
s:k
is integral, then q
	m
= w
s
is an optimal solution in (R) (as it is integral and optimal in a relaxation).
Thus we consider the case with 	q
s:k
fractional in the discussion below.
Dene a := q
m
  q
	m
, so a
j
= 0 for j  s   1, a
s
=  (k   s   
s
),
a
s+1
= 1   
s
, and a
j
= 1 for j  s + 2 (see (20) for the denition of

s
). Note that a is a direction vector for the edge F of R(q;k) between
the vertices q
m
and q
	m
. Let Z denote the set of coecient vectors from
the equations (27)(1)-(iii), namely 
N
r
for r = 1; : : : ; s   1; 
N
s
[S
for
S  fs + 1; : : : ; ng, jSj = k   s, s + 1 2 S; and a
s;t
for k < t  n. It
follows from Proposition 17 that a and z are orthogonal for each z 2 Z,
i.e.,
a
T
z = 0 for all z 2 Z: (29)
We shall study the cone K
s
further. Let G be the generators for K
s
known from Lemma 16, and dene G
0
, G
 
and G
+
as the set of elements
g 2 G satisfying a
T
g = 0, a
T
g < 0 and a
T
g > 0, respectively.
Claim 1: G
0
= fg
r
j r = 1; : : : ; s 1; kg[fg
d;h
j h = s+1; : : : ; k 1;d =
k+1; : : : ; ng, G
 
= fg
s
g andG
+
= fg
d;s
j d = k+1; : : : ; ng. For r  s 1,
we have g
r
2 Z so (29) gives a
T
g
r
= 0, and g
r
2 G
0
. Furthermore,
a
T
g
s
=  (k   s   
s
) < 0 so g
s
2 G
 
, and g
k
= 
N
s
+ 
S
2 Z for
S = fs+ 1; : : : ; kg so g
k
2 G
0
. Consider g
d;h
for h 2 fs+ 1; : : : ; k   1g
and d 2 fk + 1; : : : ; ng. Dene subsets S
1
; : : : ; S
d h
of fh + 1; : : : ; dg
such that the (d   h)-dimensional square matrix with i'th row equal to
the incidence vector of S
i
viewed as a subset of fh+1; : : : ; dg equals the
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0/1-circulant matrix C
k h;d h
. Since h  s+1 we have 
N
h
+
S
i
2 Z for
each i, and the sum of these vectors is g
d;h
which proves that g
d;h
2 G
0
.
Finally, we consider g
d;h
for h = s and d 2 fk +1; : : : ; ng. We then have
a
T
g
d;s
=  (d s)(k s 
s
)+(k s)(1 
s
)+
P
d
j=s+2
(k s) = 
s
(d k)> 0
and therefore g
d;s
2 G
+
for d 2 fk + 1; : : : ; ng. This completes the proof
of Claim 1.
Claim 2: K
s
= cone(G
0
[ G
 
) [ cone(G
0
[ G
+
). To prove this we
shall apply Lemma 15 with K = K
s
= cone(G) and a as above, and we
need to verify the hypothesis of that lemma. So let g
1
2 G
 
, g
2
2 G
+
and 
1
; 
2
 0 be such that a
T
 = 0 where  = 
1
g
1
+ 
2
g
2
. It follows
from Claim 1 that g
1
= g
s
and g
2
= g
d;s
for some d 2 fk + 1; : : : ; ng.
Therefore 
j
= 
1
+ 
2
(d  s) for j  s, 
j
= 
2
(k  s) for s+1  j  d
and 
j
= 0 for j > d, which leads to a
T
 =  (k   s   
s
)(
1
+ 
2
(d  
s))+ (1  
s
)
2
(k   s) +
P
d
j=s+2

2
(k  s) = (k   s  
s
)
1
  (k  s 

s
)
2
(d   s) + 
2
(k   s)(d   s   
s
) =  (k   s   
s
)
1
+ 
2

s
(d   k).
Since a
T
 = 0 we get 
2

s
(d   k) = (k   s   
s
)
1
. This can be used
in elementary calculations to prove that  = a
s;d
for some  > 0 where
(a
s;d
)
T
x  
s;d
is a q-average inequality (see (20)). Since a
s;d
2 Z, we
get from (29) that a
T
 = 0, which veries that Lemma 15 can be applied,
and Claim 2 follows.
We next relate the generators in G to dening inequalities for R(q;k)
that are active in either q
	m
or q
m
. Let us say that g 2 R
n
is R-active in a
vertex z of R(q;k) if there is a linear system Ax  b consisting of dening
inequalities for R(q;k) (i.e., set size and q-average inequalities) such that
Az = b and y
T
A = g
T
for some y  0.
Claim 3: Each g 2 G
0
is R-active in both q
	m
and q
m
. Furthermore,
g
s
is R-active in q
	m
and each g 2 G
+
is R-active in q
m
. We rst consider
g 2 G
0
(see Claim 1) and use the results of Proposition 17. For r  s  1
or r = k the set size inequality x(N
r
)  q(N
r
) is active in both q
	m
and
q
m
, and since (g
r
)
T
x = x(N
r
), we see that g
r
is R-active in these two
vertices. Consider g
d;h
for h 2 fs + 1; : : : ; k   1g, d 2 fk + 1; : : : ; ng.
From the proof of Claim 1, we have
P
i
(
N
h
+ 
S
i
) = g
d;h
. But each
set size inequality x(N
h
[ S
i
)  Q is active in both both q
	m
and q
m
, so
(g
d;h
)
T
x  (d   h)Q is a sum of active set size inequalities in these two
vertices which implies that g
d;h
is R-active. The inequality x(N
s
) q(N
s
)
is active in q
	m
which implies that g
s
is R-active in q
	m
. Finally, consider
g
d;s
for d 2 fk + 1; : : : ; ng. As in the case with h > s we can write
g
d;s
=
P
i
(
N
s
+ 
S
i
) with subsets S
i
dened analogously. Now, each
of the inequalities x(N
s
[ S
i
)  Q is active in q
m
, and therefore g
d;s
is
R-active in q
m
and Claim 3 has been proved.
We can now put all these results together. Let Ax  b be all the set
size and q-average inequalities, so R(q;k) = fx 2 R
n
j Ax  bg. Recall
that the objective function c satises c 2 K
s
, so by Claim 2 we have either
(i) c 2 cone(G
0
[G
 
) or (ii) c 2 cone(G
0
[G
+
). Consider rst case (i);
we shall use LP duality to prove that q
	m
is an optimal solution of the
problem (R) max fc
T
x j Ax  bg. Since c 2 cone(G
0
[ G
 
), we can
write c as a conical combination of generators in G
0
[G
 
. But all these
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generators are R-active in q
	m
(see Claim 3), which proves that there is
an y  0 such that y
T
A = c
T
and with a
T
i
q
	m
= b
i
whenever y
i
> 0. But
then q
	m
is primal feasible (in (R)), y is dual feasible and complementary
slackness holds, so by linear programming duality q
	m
is optimal in (R)
and y is optimal in the dual problem. In case (ii), when c 2 cone(G
0
[G
+
),
similar arguments prove that q
m
is optimal in (R). Thus we have shown
that the problem (R) always has an optimal integral solution, meaning
that R(q;k) is an integral polyhedron and the proof is complete.
Example. For our example with k = 3, n = 5 and q = (7;2;1) a
complete and nonredundant linear description of Q(q;k) consists of all
permutations of these inequalities: the set size inequalities x
1
 7,
x(N
2
)  9, x(N
3
)  10; the extended set size inequalities x(N
4
) 13 and
x(N
5
)  16, and nally the other q-average inequalities 2x
1
+x
2
+x
3
+x
4

18 and 3x
1
+ x
2
+ x
3
+ x
4
+ x
5
 26.
An algorithm for problem the problem max fc
T
x j x 2 Q(q;k)g can
also be given. First, solve the problem max fc
T
x j x 2 P(q;k)g and let
w
s
be an optimal solution (see section 3). Then either q
	m
or q
m
(where
	m = b	q
s+1:k
c and m = 	m+1) must be optimal, and an optimal solution is
therefore found by comparing the associated two objective function values.
6 Conclusions
We have introduced the concept of weak k-majorization and studied as-
sociated polyhedra. Complete inner and outer descriptions were found
for the k-majorization polyhedron P (q;k) consisting of all vectors weakly
k-majorized by a given vector as well as for the integer hull Q(q;k) of
P (q;k). Ecient algorithms for solving linear programming and integer
linear programming problems over P (q;k) were also given.
An interesting direction for further work is to study well-known prob-
lems in network design or network ows with additional k-majorization
constraints. Both structural and algorithmic results would be of interest,
and some work in this direction is ongoing. Also other problems in op-
erations research for which diversication is of interest may be attacked
similarly.
References
[1] Björner, A. et al., Theory of Oriented Matroids, Cambridge Univ.
Press, Cambridge, 1993.
[2] Dahl, G., Pseudo experiments and majorization. Thesis, University
of Oslo, 1984.
[3] Edmonds, J., Matroids and the greedy algorithm, Mathematical Pro-
gramming 1 (1971) 127-136.
24
[4] Folkman, J.H. and Fulkerson, D.R., Edge colorings in bipartite
graphs, In Combinatorial mathematics and its applications (R.C.
Bose and T.A. Dowling, eds.), Chapter 31, pp. 561-577, Univ. of
North Carolina, Chapel Hill, 1969.
[5] Fujishige, S. Submodular functions and optimization, Annals of dis-
crete mathematics, Vol. 47. Amsterdam, North Holland, 1991.
[6] Grötschel, M., Lovász, L. and Schrijver, A., Geometric algorithms
and combinatorial optimization, Springer, 1988.
[7] Hardy, G.H, Littlewood, J.E. and Polya, G., Inequalities (2. ed.),
CambridgeMathematical Library, Cambridge University Press, 1988.
[8] Marshall, A.W. and Olkin, I., Inequalities: Theory of Majorization
and Its Applications, New York, Academic Press, 1979.
[9] Pulleyblank, W.R., Polyhedral combinatorics, in Handbooks in
Operations Research, Vol. 1, Optimization, ed. Nemhauser et al.,
North-Holland, 1989.
[10] Schrijver, A., Theory of linear and integer programming, Wiley, 1986.
[11] Torgersen, E., Comparison of Statistical Experiments, Cambridge
University Press, Cambridge, 1992.
[12] Ziegler, G., Lectures on polytopes, Konrad-Zuse-Zentrum für Infor-
mationstechnik Berlin, Technical Report TF 93-6, 1993.
25
