



















































La il∙luminació juga un paper molt important en donar realisme a un escenari 3D. Això                             
fa que a vegades siguin necessàries un gran nombre de llums per poder simular una                             
il∙luminació realista, o per poder tenir molt efectes visuals concurrents. 
 
El fet de tenir un elevat nombre de llums en una escena afecta notablement al                             
rendiment de l’aplicació gràfica, per això s’han desenvolupat vàries tècniques que                     
permeten augmentar el nombre de llums mantenint uns nivells d’eficiència acceptables.                     
En aquest projecte ens centrarem a implementar i analitzar l’eficiència d’aquests                     
algoritmes a mesura que incrementem el nombre de llums de l’escena. 
 













En les primeres versions de OpenGL, el pipeline gràfic era fix i la mateixa API ens                               
donava una sèrie de crides que permetien configurar com volíem que es pintés                         
l’escena. Entre altres opcions, podíem configurar si volíem que OpenGL apliqués                     
il∙luminació i quines llums volíem que hi hagués a l’escena. Aquest sistema era molt                           
senzill i inicialment era suficient, però ràpidament van aparèixer limitacions importants:                     








Aquest és el mètode utilitzat en el pipeline fix de OpenGL per pintar una escena. És un                                 
mètode senzill però efectiu per calcular la il∙luminació en escenes amb un nombre                         
reduït de llums. 
 
Forward rendering és un mètode que podríem anomenar exhaustiu, ja que                     
bàsicament consisteix a calcular l’efecte de totes les llums per cada punt o píxel de                             
l’escena sense excepció. Això implica que a cada píxel de cada polígon de l’escena                           







Sabent això no és difícil imaginar que el rendiment de forward rendering decaurà                         




OpenGL limita el seu pipeline fix en un nombre costant depenent del hardware                         
disponible, generalment aquest valor és de 8 llums, però això no és una limitació                           
de forward rendering en si, sinó una decisió de disseny per part d’OpenGL. Es poden                             
fer implementacions de forward rendering amb capacitat per a més llums. Per tal de                           
poder oferir una comparació vàlida amb altres sistemes de shading necessitem més de                         
les 8 llums clàssiques que ofereix OpenGL, per tant hem estudiat i provat diverses                           
implementacions que ens permeten tenir un nombre prou gran de llums i hem escollit la                             
millor per realitzar la comparativa amb els altres algoritmes. Els mètodes que hem                         
provat són: utilitzar solament blending, shaders amb uniforms (i blending) i texture                       
buffers. 
 
Una de les etapes del pipeline gràfic de OpenGL és el que es coneix com a blending.                                 
En aquesta etapa es decideix com afecta el color del punt que estem processant                           
amb el que ja hi ha pintat al framebuffer. Tenim l’avantatge que OpenGL ens permet                             
configurar com volem que es faci aquesta etapa, això ens pot ser molt útil, ja que ens                                 
permetrà pintar l’escena múltiples cops i anar acumulant els resultats. 
 
En concret, la primera tècnica que vam provar consisteix a utilitzar només el pipeline fix                             
de OpenGL amb blending. Per fer això el que fem és pintar l’escena múltiples                           
vegades canviant la configuració de les 8 llums en cada pintat i fer blending per                             
anar acumulant els resultats fins a haver calculat totes les llums. 
 
Aquest procés ens permet tenir un nombre il∙limitat de llums, el problema és que a part                               
del cost del forward rendering, hem d'afegit tot el cost de repintar l’escena cada 8 llums                               
i fer el blending. Aquest cost incrementa dràsticament quan tenim un nombre elevat de                           
llums, ja que incrementem el nombre de repintats. 
 
Això fa que aquest mètode no sigui vàlid per comparar algoritmes de shading, ja que                             
afegim molt cost extra al forward rendering. Vist això, sembla que amb el pipeline fix no                               
en tindrem prou, per tant haurem de programar shaders que implementin forward                       
rendering i permetin rebre més paràmetres. 
 
En la primera versió del shader vam decidir enviar la informació de cada llum com                             
una variable de tipus uniform. Això donava bons resultats però ràpidament vam                       
veure que OpenGL limita el nombre de uniforms que podem passar al shader i, tot                             




Una opció que vam provar va ser utilitzar aquest shader junt amb el blending que                             
utilitzàvem inicialment, però tot i que millorava significativament respecte a la primera                       
versió, seguíem afegint cost extra al forward rendering a mesura que havíem de pintar                           
més cops l’escena per poder calcular totes les llums. 
 
Finalment vam descobrir la manera adequada de passar tota la informació necessària                       
al shader: Buffer textures. Bàsicament és un tipus de textura que s’envia al shader                           
com una uniform i s’utilitza com si fos un buffer, permetent enviar grans                         
quantitats d’informació. Aquestes textures tenen una capacitat molt gran i són més                       
que suficients per enviar tota la informació necessària per fer la il∙luminació. 
 
Aquest últim mètode ens permet passar un gran nombre de llums al shader sense                           
necessitat de pintar l’escena múltiples cops i fer blending, evitant afegir sobrecàrrega                       
quan augmentem el nombre de llums. Això ens permetrà comparar amb precisió                       
l’eficiència d’aquest mètode amb els altres. 
 
Tot i haver superat la limitació del nombre de llums, el mètode de forward rendering                             
és un mètode exhaustiu el que fa que difícilment sigui prou eficient a mesura que                             
afegim llums a l’escena, per això presentem dos algoritmes que creiem que poden                         
oferir millors resultats: deferred shading i forward+ rendering. 
 
A la secció de resultats d’aquest document s’inclou un apartat que compara l’algoritme                         
que utilitza uniforms i blending amb el que utilitza buffer textures per poder apreciar                           
l’efecte que té el blending a l’hora de calcular la il∙luminació de l’escena. Les                           




































Aquestes textures són molt útils perquè contenen tota la informació geomètrica de                       
l’escena. Un dels principals avantatges d’aquest procés és que ja s’han descartat tots                         
els píxels no visibles i només tenim informació dels píxels visibles, el que farà que                             
tots els càlculs fets a partir d’aquestes textures siguin només sobre les parts visibles de                             
l’escena. 
 
La segona passada, anomenada lighting pass, és la que s’encarrega d’aplicar la                       
il∙luminació. Per aconseguir­ho renderitzem cada llum com una esfera, calculem a                     
quins píxels del viewport (secció de l’escena que veu l’espectador) afecta i apliquem                         
els efectes de la llum utilitzant la informació de les textures obtingudes al geometry                           
pass. 
 
En renderitzar cada llum com una esfera ens assegurem que només apliquem els                         
afectes de la llum en l’àrea d’influència d’aquesta i no en tota l’escena, fet que                             
suposa un gran avantatge si aquestes llums afecten una part reduïda del viewport. 
 
No obstant això, aquests avantatges no venen sense inconvenients. Entre ells la                       
dificultat de fer objectes transparents, ja que en fer el geometry pass no se sap si un                                 
objecte és transparent o no i només s’exporta la informació dels píxels més propers a                             
l’observador. Un altre problema que hi ha amb deferred shading és que no es poden                             
utilitzar alguns dels algoritmes d’antialiasings més populars. També cal remarcar                   
que en renderitzar l’escena dos cops estem afegint un sobrecost al procés normal                         




















­ Evitem fer càlculs d’il∙luminació en           
zones ocultes. 
­ Evitem fer càlculs d’il∙luminació en           
zones on la llum no afecta. 
­ Hem de renderitzar l’escena dos cops:             
implica cert cost afegit. 
­ Dificultat per processar objectes         
transparents. 





Podem concloure que, tot i que deferred shading té algunes complicacions quan el                         
comparem amb forward rendering, sembla que aquest mètode serà molt més                     
eficient en escenes complexes amb gran quantitat de llums amb poca intensitat i                         
poca superposició entre elles. En l’apartat de resultats estudiarem com afecta el                       














Forward+ (també conegut com a tiled forward rendering) és un algoritme en general                         
menys conegut que deferred shading, aquest fet es deu al fet que encara no s’ha                             
utilitzat gaire en entorns comercials, ja que es tracta d’un algoritme relativament nou                         
que encara està en procés de demostrar tot el seu potencial. La nostra implementació                           
en basa en la presentació de AMD feta a Eurographics 2012. 
 
Com el seu nom indica, Forward+ intenta seguir un camí semblant a forward rendering                           
en el sentit que només renderitza l’escena un cop. La principal diferencia entre els                           
dos, és que Forward+ fa un preprocés anomenat light culling, que permet saber al                           
shader quines llums és possible que afectin el píxel que està dibuixant. 
 
El light culling consisteix bàsicament a dividir el viewport en una graella, llavors                         







Quan renderitzem l’escena, a l’hora de calcular el color d’un píxel podem saber en                           
quines coordenades del viewport es troba i per tant en quina casella pertany, el que ens                               
permet utilitzar la matriu obtinguda en el light culling per saber quines llums                         
poden afectar el punt, deixant de banda les que estan massa lluny o tenen massa                             
poca intensitat. 
 
Aquest preprocés és molt costós, ja que hem de projectar cada llum i calcular quines                             
caselles l’intersequen, per sort podem configurar la resolució de la graella fins a                         
trobar el punt òptim de rendiment. A més, aquest tipus de càlcul és potencialment                           
paral∙lelitzable i en el següent apartat explicarem quines eines hem utilitzat per                       
aconseguir­ho. 
 
A pesar del costós preprocess, aquest mètode té l’avantatge que només cal renderitzar                         
la geometria un cop. Bàsicament al fer un forward render calculant només les llums                           
necessàries, estem obtenint les avantatges de deferred shading però eliminant el                     
sobrecost de fer dos renders i acumular els resultats. A més, forward+ no té els                             
problemes que ens trobàvem amb deferred shading, ja que fonamentalment és un                       
forward rendering millorat. 
 
Sembla que aquest algoritme podria superar deferred shading pel que fa a                       
eficiència. El principal coll d’ampolla és el light culling i és on caldrà intentar optimitzar                             
l’algoritme per veure si realment podem millorar els resultats obtinguts amb deferred                       






CUDA és un conjunt d’eines de desenvolupament creat per nVidia amb l’objectiu de                         
permetre utilitzar la potència de càlcul de les GPUs per altres tasques a part del                             
renderitzat gràfic. Les GPUs tenen la característica que estan dissenyades per                     
maximitzar el throughput, és a dir, per executar el màxim nombre d’operacions en                         
paral∙lel possibles, a diferència de les CPUs que intenten minimitzar la latència, és a                           
dir, executar poques operacions paral∙leles molt ràpid. Hi ha molts processos que                       
poden ser dissenyats per funcionar en paral∙lel, de manera que podem millorar la seva                           
eficiència dràsticament. 
 
En el nostre cas, podem utilitzar CUDA per accelerar el procés del light culling                           
que fèiem a la tècnica de Foward+. Aquest procés suposava el principal coll d’ampolla                           
de l’algoritme, ja que requeria iterar tota la graella, que depenent de la resolució de les                               
caselles podia ser molt gran, per cada llum. Aquest procediment és potencialment                       
paral∙lelitzable, fet que milloraria notablement l’eficiència de Forward+. 
 
Per entendre més endavant la implementació de Forward+ en versió GPU, explicarem                       
com funciona en general l’arquitectura de CUDA. 
 
Inicialment cal fer la distinció entre host i device. Anomenem host a la zona de codi i                                 
memòria que s’executa a la CPU i controla el flux del programa. La zona de codi i                                 
memòria que s’executa en la GPU l’anomenarem device, és l’encarregat de crear el                         
varis threads i executar­los en paral∙lel. 
 
El flux d’un programa CUDA típicament és el següent: el host copia la informació                           
necessària a la memòria del device (més endavant explicarem com funciona la                       
jerarquia de memòria de CUDA), això és degut al fet que el device no pot accedir a la                                   
memòria del host, per tant cal primer copiar tota la informació abans d’executar el                           
kernel. Un kernel bàsicament és una funció que es crida des del host i s’executa en                               
el device amb varis threads en paral∙lel. Finalment el host ha de copiar el resultat                             
de l’execució del kernel de memòria del device a la de host per poder­hi accedir. 
 
Quan executem un kernel de CUDA, volem que s’executi en el màxim paral∙lelisme                         
possible, és a dir, que tinguem el màxim nombre de threads concorrent executant­se a                           
la GPU. CUDA agrupa els threads en thread blocks, que bàsicament agrupa una                         
seria de threads que comparteixen un tipus de memòria anomenat shared memory. La                         
GPU s’encarrega d'assignar cada thread block en un dels Streaming                   
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Multi­processor (SM) que tinguin prou capacitat per executar els seus threads, els                       
SMs vindrien a ser les unitats de procés que utilitza la GPU per executar els blocks,                               
dintre d’un SM tots els threads del block s’executen en paral∙lel. Cal fer una bona                             
repartició de threads per block i nombre de blocks per poder obtenir el màxim                           







Abans hem dit que el host és l’encarregat de copiar la informació necessària a la                             





La memòria global és compartida per tots els thread blocks que s’estan executant                         
al kernel, és a dir, tots els threads poden llegir i escriure en aquest tipus de                               
memòria. A més disposem d’una crida de l'API que ens permet assignar més                         
memòria global al kernel i copiar informació de memòria de host a memòria                         
global de device. El principal inconvenient d’aquest tipus de memòria és que és el                           
tipus més lent que disposem en CUDA. A més hem de tenir en compte que tots els                                 
threads poden accedir o modificar aquesta secció de memòria, el que fa que hàgem de                             
sincronitzar d’alguna manera els accessos a memòria per evitar que un thread                       
llegeixi dades incorrectes per culpa de l’ordre que han accedit a la memòria, per                           
exemple un thread podria llegir un resultat just abans que un altre thread l’escribis, fent                             
que el valor que ha llegit el primer thread sigui incorrecte. 
 
Cada thread block disposa d’una memòria compartida o shared pròpia, que pot                       
ser accedida i modificada per tots els thread pertanyents al block. El principal avantatge                           
d’aquesta memòria és que és vàries ordres de magnitud més ràpida que la                         
memòria global, fet que la fa molt atractiva si hem de compartir la mateixa informació                             
entre un grup de threads. 
 
Per acabar cada thread té una memòria local, que bàsicament consisteix en totes les                           
variables que es declaren dintre del thread. Aquest és el tipus de memòria més ràpid                             
que hi ha en CUDA. 
 











Abans hem dit que l’últim pas d’un programa CUDA era copiar les dades de memòria                             
del device al host. En el nostre cas, un cop tinguem els resultats del light prepass a la                                   
CPU els enviarem un altre cop a la GPU perquè el shader els pugui utilitzar, el que fa                                   
que hàgim de fer moltes còpies innecessàries entre la CPU i la GPU. Per sort CUDA                               
permet operar i compartir memòria amb OpenGL, el que fa que evitem la còpia de                             




En aquest apartat explicarem molt breument les parts més rellevant de l’estructura de                         
l’aplicació que hem desenvolupat per implementar els diversos algoritmes de render                     
comentats. Cal notar que no es tracta d’un diagrama complet i que s’han obviat moltes                             
parts que no són rellevants per a les explicacions posteriors. També cal dir que en                             




La classe deferredShading és la que inicia el programa i s’encarrega de creat tots                           
els elements de Qt i gestionar els esdeveniments associats amb aquests. Aquesta                       
classe, tot i que és important per l’execució del programa, no influeix en la                           
implementació dels algoritmes de renderitzat i per tant no entrarem en detall en el seu                             
funcionament. 
 
Un dels components que crea la classe anterior és un GLWidget, que s’encarregarà                         
de crear la finestra on pintarem la nostra escena amb OpenGL. És, per tant, la                             
classe central de tots els procediments que afecten l’escena i l’encarregada d’executar                       
els diferents algoritmes de render així com totes les crides a OpenGL. Aquesta classe                           
és molt extensa, només explicarem els elements que puguin ser més interessant                       
conèixer. 
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El primer atribut que hem ficat en aquesta classe és l’array que conté la                           
informació de les llums que figuren a l’escena. Aquesta estructura és important                       
perquè conte tota la informació que utilitzaran els shaders quan hagin de calcular la                           
il∙luminació de l’escena. Els dos atributs següents s’explicaran en més detall en                       
l’apartat de Forward+, els hem inclòs aquí com a referència. 
 
Les funcions utilitzades per realitzar els diferents renders les explicarem en els seus                         
apartats corresponents. No obstant això, hi ha una sèrie de funcions amb el nom                           
setXXXUniforms() que són les encarregades d’enviar als shader informació                 
general, com per exemple els paràmetres de la llum ambient o el nombre de llums de                               
l’escena. Aquestes funcions varien segons el tipus de render perquè han d’enviar la                         
informació a diferents shaders, a més pot ser que alguns paràmetres variïn                       
lleugerament. 
 
La classe GLWidget usa algunes classes auxiliar. La més notable és la classe Mesh,                           
que conté informació de la geometria que volem renderitzar. Bàsicament conte una                       
llista de MeshEntry, aquestes entrades contenen informació sobre els vèrtexs i els                       
materials que utilitza la malla del model. La classe té dues funcions rellevants:                         
l'operació LoadMesh() que ens permet carregar la geometria des d'un fitxer; i la                         
funció Render() que s’encarrega d’enviar la geometria al pipeline d’OpenGL per a                       
ser renderitzada. 
 
També hi ha una classe gBuffer que gestiona els buffer que utilitzarem en l’apartat                           
de Deferred Shading. La funció init() s’encarrega d’inicialitzar els buffers i la                       
veurem detalladament en l’apartat de Deferred Shading. La funció bind bàsicament                     
canvia el framebuffer que fem servir per renderitzar l’escena depenent del                     
paràmetre que li passem: 




­ GBUFFER_READ_TEX: activa i enllaça les textures corresponents als G­Buffers                 
per poder ser llegides per OpenGL. 
 






En aquest apartat explicarem la implementació de forward rendering que hem usat per                         
fer les comparacions amb la resta de mètodes de render. Com ja hem explicat en                             
l’apartat de conceptes, la limitació de llums d’OpenGL ens suposa un problema, ja que                           
necessitem poder tenir un nombre elevat de llums per fer comparacions vàlides. Per                         
aconseguir això hem provat diversos algoritmes, en aquest apartat explicarem dos                     
d’ells perquè creiem que és interessant veure com es pot resoldre el mateix problema                           




Aquesta primera implementació consisteix en processar packs de llums enviats als                     
shaders mitjançant uniforms, utilitzant el blending d’OpenGL per acumular els                   
resultats. 
 
Per poder fer el blending correctament necessitem fer un render inicial que escrigui                         
al depth buffer, per tant necessitarem una inicialització una mica especial: 
 









La primera crida s’encarrega d'assegurar­se que estem usant el framebuffer d’OpenGL                     
i no un dels G­Buffers que explicarem més endavant en la secció de Deferred Shading. 
 
Per fer el primer render necessitem assegurar­nos que s’escrigui al depth buffer,                       
això és important perquè per poder fer blending necessitarem aplicar a un offset al valor                             




Un cop configurat OpenGL podem començar el render, per limitacions de nombre de                         
uniforms de GLSL utilitzem intervals de 100 llums. Per enviar les llums adequades al                           
shader hem implementat una funció la següent funció: 
 
setLightsUniformsBlend(unsigned int l, unsigned int h, float offset) 
 
On l i h són respectivament el límit inferior i superior de l’interval de llums que volem                                 
enviar, la funció s’encarrega de fer les crides necessàries a glUniform per enviar les                           
variables necessàries als shaders. Aquesta funció a més accepta un paràmetre extra                       
que és l’offset que volem aplicar al zBuffer. En la primera passada aquest valor serà 0                               
















Activem el flag de blend de OpenGL i el configurem perquè sumi els colors del                             
framebuffer amb els que surten del pipeline, donant igual importància als dos. A                         
més hem de desactivar l’escriptura del depth buffer, perquè ja el tenim omplert amb                           
la primera crida i no volem modificar­lo. 
 
Fet això només cal iterar sobre el nombre restant d’intervals i anar                       
renderitzant­los, OpenGL s’encarregarà d’anar acumulant els resultats fins a tenir                   
totes les llums pintades. Cal notar que en aquesta part cal donar­li un valor negatiu a                               
la crida setLightsUniformsBlend per assegurar­nos que els fragments nous no són                     










uniform ambientLight aLight; 
uniform directionalLight dLight; 
uniform pointLight pointLights[N_MAX_LIGHTS]; 
uniform int nLights; 
uniform sampler2D sampler; 
uniform float zOffset; 
forward_shader_blend.fs línies 28­33. 
 
El struct ambientLights conté informació de color i intensitat, directionalLight inclou a                       
més una direcció i per acabar pointLight conté informació del color, la intensitat, el radi,                             
la posició i la funció d’atenuació de la llum. La resta de paràmetres són per ordre: el                                 
nombre de llums que s’han de pintar, la textura que conté la component difusa i l’offset                               
a aplicar al zBuffer. 
 
El problema principal és l’array pointLights, ja que a la que afegim moltes llums                           
s’arriba al límit de uniforms que podem enviar a GLSL. 
 
La resta del shader consisteix a fer un càlcul de l’efecte de cada llum al punt que no                                   
copiarem aquí. L’output del shader és el següent: 
 
gl_FragColor =  texture2D(sampler, texCoord0.xy)* 
(ambientColor+dLightDiffuseColor+pTotalLightDiffuseColor); 
gl_FragDepth = gl_FragCoord.z+zOffset; 
forward_shader_blend.fs línies 65­67. 
 
Amb aquest sistema podem veure que obtenim resultats correctes. No obstant això,                       
el blend és molt ineficient i fa que cada cop que afegim un interval més de llums                                 
decaigui l’eficiència de l’algoritme. En l’apartat de resultats veurem més en detall                       







Texture buffer object 
 
El principal canvi que afegim en aquest mode respecte a l’anterior és substituir l’array                           
de uniforms del fragment shader, anomenat pointLights, per una sola uniform de tipus                         
samplerBuffer. Aquest canvi comporta diversos efectes en el procés de render com                       
veurem tot seguit. 
 
La part d’OpenGL se simplifica considerablement, ja que no cal pintar les llums per                           
intervals i fer blending. Inicialitzem el procés de la mateixa manera que fèiem en                           
mètode anterior: ens assegurem que el framebuffer que usem és el de OpenGL i                           
que l’escriptura al depth buffer està activada, al fer només una passada de render                           
no necessitem desactivar­la. 
 
Abans de fer el render cal actualitzar l’estat de les llums al texture buffer,                           
anomenem al texture buffer al buffer de opengl anomenat GL_TEXTURE_BUFFER, i al                       











Aquestes crides el que fan és actualitzar el texture buffer amb el contingut que tenim a                               
l’array pointLightsArr, que es correspon a la informació de les llums de l’escena.                         
Posteriorment s’indica que la textura corresponent al GL_TEXTURE_BUFFER utilitzi la                   
informació que acabem de copiar al buffer i especifica quin format de textura volem                           
usar, com que molts dels nostres paràmetres consisteixen en grups de 3 floats (posició,                           
color…) hem escollit GL_RGB32F. 
 












Un cop fet això ja podem enviar la geometria a renderitzar. Cal notar que el shader                               
que fem servir ha canviat lleugerament, ja que hem modificat la manera com enviem les                             
llums. Els paràmetres d’entrada d’aquest fragment shader són els següents: 
 
uniform ambientLight aLight; 
uniform directionalLight dLight; 
uniform int nLights; 




Com podem veure l’únic canvi que em fet és substituir l’array de tipus pointLight                           
que teníem per un sol uniform de tipus samplerBuffer anomenat lightsTexBuffer.                     
Aquest és el buffer a OpenGL em omplert amb l’informació de les llum. Per poder                             
accedir al valors fem servir la funció texelFetch. 
 
vec3 lColor = texelFetch(lightsTexBuffer,i*4).rgb; 
forward_shader.fs línia 45 
 
Aquest és un exemple de com obtenir el color la llum i­ésima, cada llum té 4                               
paràmetres i cadascun d’aquestes té 3 elements de tipus float, tal com hem especificat                           
a OpenGL anteriorment en fer el linkatge del buffer amb la textura. 
 
Un cop extraiem tots els paràmetres que necessitem de la llum, la resta del shader és                               
el mateix que en el mètode anterior. 
 
Aquest mètode visualment dona uns resultats idèntics als del mètode anterior                     








Com ja hem comentat en l’apartat de conceptes, deferred shading consisteix a                       
separar el pintat de la geometria i la il∙luminació. Per poder obtenir la informació de                             
la geometria necessitarem una sèrie de buffers, que anomenarem G­buffers, en els                       
quals desarem aquesta informació que posteriorment usarem per fer la il∙luminació de                       
l’escena. 
 







Per començar cal que generem un nou framebuffer i que li indiquem a OpenGL que                             





for (int i = 0; i < GBUFFER_N_TEXTURES; ++i){ 
glBindTexture(GL_TEXTURE_2D, textures[i]); 








Un cop inicialitzat el framebuffer hem de generar les textures que utilitzarem com a                           
GBuffers. Els framesbuffers tenen una sèrie de “attachment points” que ens permeten                       
indicar­li al framebuffer quines textures han de fer servir quan reben informació                       
d’OpenGL. A nosaltres ens interessen els attachments de tipus                 
GL_COLOR_ATTACHMENTi, ja que el que volem és guardar el resultat del render.                       
Altres attachement point ens permetrien, per exemple, guardar la profunditat de                     
l’escena. Sabent això, cal configurar les textures d’acord amb els requeriments del                       
framebuffer i assignar­les al GL_COLOR_ATTACHMENTi corresponent. 
24 
Per últim cal indicar­li a OpenGL quins colors buffers pot escriure en el                         
framebuffer: 
 
GLenum drawBuffers[] = {GL_COLOR_ATTACHMENT0, GL_COLOR_ATTACHMENT1, 















El que fem és indicar­li a OpenGL que utilitzi el framebuffer que hem configurat amb els                               
GBuffers i tota la resta ho configurem com si fos un render normal, els shaders                             
s’encarregaran d'omplir els GBuffers correctament. Arribat a aquest punt ja podem                     
enviar la geometria al pipeline d’OpenGL. 
 
gl_FragData[0] = vec4(position0,1.0); 
gl_FragData[1] = vec4(normalize(norm0),1.0); 
gl_FragData[2] = vec4(texture2D(sampler, texCoord0.xy).xyz,1.0); 
deferred_shader_geo.fs línies 12­14 
 
El fragment shader associat amb aquesta passada l’únic que ha de fer és copiar la                             
informació necessària al target que toca, això es coneix com a Multiple Render                         
Targets. Cada output es correspon amb un GL_COLOR_ATTACHMENTi al                 








Arribat a aquest punt ja tenim el Gbuffers omplerts amb la informació necessària.                         
El següent pas consisteix a aplicar la il∙luminació a partir dels G­buffers, això es coneix                             























Inicialitzem la segona passada desactivant el test de profunditat, ja que volem                       
pintar totes les llums, i activem blending. També li indiquem a la classe encarregada                           
de gestionar els G­buffer que prepari les textures que contenen la informació dels                         
G­buffers per a ser llegides i configuri el framebuffer que estem utilitzant per al                           
de OpenGL. La funció setLightPassUniforms() s’encarrega d’enviar­li al shader                 
quines textures ha de fer servir. Finalment pintem cada llum com una esfera, el                           
shader s’encarregarà de pintar correctament l’efecte de la llum amb la informació del                         
G­buffers. 
 
uniform sampler2D positionBuffer; 
uniform sampler2D normalBuffer; 
uniform sampler2D diffuseBuffer; 




Al shader li enviem els G­Buffers així com les dimensions del viewport i la informació de                               
la llum que estem processant. 
 
float screenLocX = gl_FragCoord.x/screenSize.x; 
float screenLocY = gl_FragCoord.y/screenSize.y; 
vec2 screenLoc = vec2(screenLocX,screenLocY); 
 
vec3 position = texture2D(positionBuffer,screenLoc).xyz; 
deferred_shader_light.fs linies 20­23 
 
Per accedir a la informació del punt que estem processant hem de calcular en quines                             







Com podem veure a la imatge, el resultat final és el mateix que en el cas de forward                                   
rendering. Cal notar però que en aquesta implementació de deferred shading no hem                         
tingut en compte problemes com el de les transparències, per tant, si hi hagués algun                             
objecte transparent, no es veuria correctament, aquest problema té solució però no                       
entrava dintre l’abast del projecte fer­ne la implementació. 
 
Hem vist com amb aquest mètode només executem el fragment shader en els punts                           
dins de l’esfera delimitant de la llum. Això fa que s’hagin de processar molts menys                             
fragments en escenes amb un gran nombre de llums de poca intensitat. A més com                             
que als G­Buffers només guardem els punts mes propers, no hem de calcular la                           






La idea principal de Forward+ consisteix a dividir el viewport en una graella i                           
calcular quines llums afecten cada casella. Aquest procés es coneix com a light                         
prepass i és la part més important d’aquest algoritme. Un cop tenim aquesta                         
informació, podem pintar l’escena amb una sola passada de render utilitzant els                       
resultats del light prepass. 
 
Per poder fer aquest render el shader necessitarà, a part dels paràmetres que                         
enviàvem per fer un forward render, la llista de IDs que hi ha a cada casella. Per poder                                   
fer això utilitzarem dos arrays: un en el que guardarem els IDs de les llums, que                               
anomenarem light grid, i un altre que es correspondrà a un scan sum del nombre                             
de llums de cada casella. 
 
Per omplir la graella de llums necessitem fer uns quants passos. Primer de tot s’ha de                               
calcular la projecció de cada llum en el viewport, el que volem és trobar la posició                               
del centre de l’esfera projectat en el pla del viewport i el seu radi projectat. 
 
Un cop tenim la llum projectada, hem de calcular a quines caselles de la graella                             
afecta, per fer això cal recórrer tota la graella i comprovar si la distància de la casella al                                   
centre de la projecció és més petita que el radi. En cas afirmatiu escrivim l’ID de la llum                                   
a la posició corresponent de la light grid. 
 
Aquest procediment es fa per totes les llums i al final tenim la graella omplerta amb la                                 
informació necessària. Ara només falta fer la scan sum del nombre d’element de les                           
caselles de graella per poder compactar aquesta array i enviar­li al shader el mínim                           
nombre d’elements possibles. 
 


































Fet això ja podem enviar la geometria al pipeline d’OpenGL. Les principals                       
diferències en els shader són les següents. 
 




Tenim dos uniforms de tipus sampler buffer més que en forward render. Per defecte,                           
GLSL implementa els seus tipus com a floats, per a indicar­li que estem utilitzant enters                             
cal afegir una i davant del tipus. 
 
float nCol = ceil(screenSize.x/TILE_SIZE); 
float xTile = floor(gl_FragCoord.x/TILE_SIZE); 
float yTile = floor(gl_FragCoord.y/TILE_SIZE); 






int lightsBegin, lightsEnd; 
if (tile == 0) lightsBegin = 0; 
else lightsBegin = texelFetch(scanSum,tile-1); 
lightsEnd = texelFetch(scanSum,tile); 
 
for (int i = lightsBegin; i < lightsEnd; ++i) { 
    int lightId = texelFetch(lightsGrid,i); 
    // Process light 
forward_plus_shader.fs linies 35­43 
 
Un cop sabem en quina casella ens trobem podem obtenir de la lights grid el rang                               
de llums que afecta aquella casella gràcies a la scan sum. Llavors obtenim els IDs                             







Aquest procés ens permet fer un forward render limitant el nombre de llums                         
aplicades a cada fragment, fet que millora molt la velocitat d’aquest procés.                       
Faltarà veure si el light culling és prou eficient per superar els altres algoritmes de pintat                               
que hem vist. Un dels avantatges que tenim amb forward+ és que podem configurar                           
la mida de la graella per trobar el punt òptim entre el cost del light culling i la millora en                                       
temps de render. Això es veurà en més detall en l’apartat de resultats. 
 
Com hem pogut veure, el procés del light culling ha d'iterar múltiples cops la graella de                               




Un dels avantatges que té l’ús de CUDA és la seva interoperabilitat amb OpenGL.                           
Això vol dir que podem compartir zones de memòria en la GPU entre CUDA i OpenGL,                               









Per poder fer servir la interoperabilitat entre CUDA i OpenGL necessitem dues                       
variables: la primera serà la variable que indicarà a OpenGL l’ID del buffer. La                           
segona és un tipus propi de CUDA, per simplificar direm que es tracta de l’ID que                               

















Aquesta crida associa un buffer d’OpenGL amb un resource de CUDA. Un cop fet                           
això, CUDA ja té registrat el buffer d’OpenGL i pot accedir a la seva adreça de                               
memòria. 
 
cudaGraphicsMapResources(2, resource, NULL); 




Tot i que tant OpenGL com CUDA tenen registrats els buffers, no es pot accedir a                               
aquests buffer des del dos alhora. Per poder utilitzar els buffers en CUDA cal cridar la                               
funció cudaGraphicsMapResources(). Aquesta funció fa un mapejat del resource                 
perquè CUDA hi pugui accedir. Un cop acabat l’ús del buffer per part de CUDA cal                               
fer la crida corresponent perquè OpenGL pugui utilitzar el buffer. 
 





Per acabar, un resource no és un punter a memòria sinó una estructura pròpia de                             
CUDA utilitzada per identificar un recurs. Per obtenir el punter a memòria de device                           
necessitem fer una crida de l'API de CUDA que donat un cudaGraphicsResource ens                         
retorna el punter al recurs en memòria de device i la seva mida en bytes. Aquest punter                                 
és el que utilitzarem en els kernels per omplir els buffers. Aquests mateixos buffers són                             
els que més endavant utilitzaran els shaders per fer el renderitzat. 
 
Arribat a aquest punt ja podem executar l’algoritme en CUDA, la implementació del light                           
prepass paral∙lelitzat no l'explicarem en detall, ja que segueix la mateixa estructura que                         





Comparació de mètodes 
 
En aquest apartat analitzarem el rendiment obtingut dels diferents mètodes que hem                       
implementat. L'Objectiu principal és veure com varia l’eficiència dels diferents                   
algoritmes a mesura que incrementem el nombre de llums de l’escena. Les proves que                           
realitzarem consistiran a configurar l’escena amb un nombre incremental de llums, tal                       















Aquest és el joc de llums més petit que utilitzarem, aquesta prova ens servirà per veure                               
quins algoritmes són millor en situacions de poc estrès on el nombre de llums és reduït. 
 
Podem veure com les implementacions de forward rendering i forward+ són molt més                         
eficients que deferred shading, a més sembla que la versió en GPU de forward+                           
tampoc dona bons resultats. 
 
En el cas de deferred shading, això és degut al fet que, com que hi ha un nombre molt                                     
petit de llums, el sobrecost que afegeix deferred shading en renderitzar l’escena dos                         
cops i fer blending no surt a compte, ja que forward render encara pot suportar aquesta                               
càrrega de llums i en fer només un render aconsegueix millors resultats. 
 
Amb forward+ CUDA segurament passa una cosa semblant, el cost d’executar en                       
paral∙lel un nombre petit de threads és molt alt, ja que, a part del cost de crear i                                   





Amb 100 llums forward rendering començar a tenir problemes i observem una dràstica                         
caiguda del seu framerate, especialment amb la tècnica de blending. A causa d’aquesta                         
davallada podem veure com deferred shading ja iguala a la implementació de forward                         
rendering que utilitza buffer textures. Podem veure també que Forward+ es desmarca                       
clarament de la resta, i que la versió de GPU aconsegueix mantenir­se a la mateixa                             
altura que deferred shading, fent una considerable millor respecta el cas anterior. 
 
Podem veure que a mesura que incrementen el nombre de llums les implementacions                         
de forward rendering tradicionals es queda cada cop més enrere, particularment la de                         
blendig, ja que cada cop ha de renderitzar més paquets de llums. Deferred shading es                             
manté clarament per sobre d’aquests dos mètodes, però la implementació de Forward+                       




Per acabar, observem que amb 1000 llums dinàmiques la implementació de Forward+                       
en CPU és la que ofereix millors resultats, seguit de la versió en GPU. Això és                               
contradictori amb la idea que teníem inicialment d’optimitzar el procés utilitzant CUDA.                       
No obstant això, podem veure que lentament la versió de GPU s’acosta al rendiment de                             
la versió CPU a mesura que augmentem el nombre de llums. La principal causa d’això                             
és que en fer créixer la quantitat d’informació a processar obtenim més beneficis del                           
paral∙lelisme de la GPU. Això ens fa sospitar que la implementació que hem fet amb                             
CUDA no acaba d’estar ben paral∙lelitzada i que una possible millor paral∙lelització en                         
els algoritmes que usem podria fer que aquesta versió millores notablement. A part                         





En resum podem veure com Forward+ és indiscutiblement l’algoritme que ha donat                       
millors resultats al llarg de tots els jocs de proves. Per contra, forward rendering ha                             
estat el que més ha sofert en augmentar el nombre de llums. Deferred shading, tot i no                                 



























Com ja pensàvem, la implementació amb buffer textures és millor en tots els casos                           





















El principal avantatge que té deferred shading sobre forward rendering és que només fa                           
el càlcul la il∙luminació en els píxels on pot afectar la llum. Intuïtivament sembla que en                               
situacions on les llums ocupin poc espai en pantalla deferred shading serà molt més                           
eficient que forward rendering. Per veure com afecta la mida de la llum hem                           
implementat un test amb dues escenes: una on les llums tenen molt poca atenuació i                             










Podem veure que en el cas amb poca atenuació forward rendering és una mica més                             
eficient que deferred shading, això és degut al fet que en tenir llums que ocupen tota la                                 
pantalla estem fent blending de tots els punts del viewport per cada llum. Com ja hem                               
comentat anteriorment, el procés de blending és molt costós i això fa que no aprofitem                             
les avantatge de deferred shading per culpa de la gran quantitat de blending. 
 
En canvi en el cas amb molta atenuació podem veure com deferred shading                         
pràcticament triplica en eficiència a forward, que no es veu gaire beneficiat per la                           
reducció de mida de les llums. Les llums, en afectar una part petita del viewport,                             








Hi ha un aspecte de forward+ que encara no hem analitzat: la resolució de les caselles                               
de la graella. Com més petita sigui la casella més precisió tindrem en el nombre de                               
llums que afecten un fragment, però en tenir un nombre més elevat caselles farem més                             
costós el light culling. 
 
En la gràfica podem veure com amb resolucions altes de casella obtenim poques                         
avantatges en fer el renderitzat, ja que la precisió és molt baixa. L’eficiència dels                           
algoritmes millora fins al punt en què el light culling comença a ser més costós que les                                 
millores que obtenim en temps de render. És important veure que la versió de GPU                             
obté millor eficiència que la versió en CPU a mesura que fem més petites les caselles.                               
Això ens fa creure que podríem implementar un algoritme paral∙lel millor i més eficient                           
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