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Abstract
Recent advances in generative adversarial networks
(GANs) have shown promising potentials in conditional im-
age generation. However, how to generate high-resolution
images remains an open problem. In this paper, we
aim at generating high-resolution well-blended images
given composited copy-and-paste ones, i.e. realistic high-
resolution image blending. To achieve this goal, we propose
Gaussian-Poisson GAN (GP-GAN), a framework that com-
bines the strengths of classical gradient-based approaches
and GANs, which is the first work that explores the capa-
bility of GANs in high-resolution image blending task to the
best of our knowledge. Particularly, we propose Gaussian-
Poisson Equation to formulate the high-resolution image
blending problem, which is a joint optimisation constrained
by the gradient and colour information. Gradient filters can
obtain gradient information. For generating the colour in-
formation, we propose Blending GAN to learn the mapping
between the composited image and the well-blended one.
Compared to the alternative methods, our approach can de-
liver high-resolution, realistic images with fewer bleedings
and unpleasant artefacts. Experiments confirm that our ap-
proach achieves the state-of-the-art performance on Tran-
sient Attributes dataset. A user study on Amazon Mechani-
cal Turk finds that majority of workers are in favour of the
proposed approach.
1. Introduction
A human receives and expresses information mostly in
the visual forms, such as drawing paintings, making sculp-
tures, and taking photos. Technologies such as the Internet
make it so much easier to obtain a photo than before. How-
ever, visual communication still requires talents. For exam-
ple, the photos edited by expert Photoshop users remain far
better than the ones from the newcomers. We would like
(a) (b)
(c) (d)
Figure 1: Qualitative illustration of high-resolution image
blending. a) shows the composited copy-and-paste image where
the inserted object is circled out by red lines. Users usually ex-
pect image blending algorithms to make this image more natu-
ral. b) represents the result based on Modified Poisson image edit-
ing [32]. c) indicates the result from Multi-splines approach. d) is
the result of our method GP-GAN. Our approach produces better
quality images than that from the alternatives in terms of illumina-
tion, spatial, and color consistencies. Best viewed in color.
to address the problem of high-resolution image blending,
which plays a key role in many applications, from modi-
fying the visual communication content to automatic photo
editing. Particularly, we aim at generating high-resolution
and realistic images given the composited copy-and-paste
ones. The solution developed from this paper would help
to bridge the talented gap between the expert Photoshop
users and the beginners. This problem is challenging be-
cause most users would often have high expectation on the
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Figure 2: Framework Overview for GP-GAN. Given a composited image x, we first generate a low-resolution realistic image x˜l using
Blending GAN G(x) with x1 as input where x1 is the coarsest scale in the Laplacian pyramid of x. Then we optimize the Gaussian-Poison
Equation constrained by C(xh) and P (xh) using the closed from solution to generate x1h which contains many details like textures and
edges. We then set x˜l to up-sampled x1h and optimize the Gaussian-Poisson Equation at a finer scale in the pyramid of x. Best viewed in
color.
quality of the generated images. As shown in Figure 1, users
insert an object in the background image (See Figure 1a, the
inserted object is circled out by red lines) and want to make
this composited copy-and-paste image more realistic. If the
algorithm produces result like (b) or (c), users will give up
to use the solution after their first few tries.
Recent researches have achieved significant progress in
unsupervised learning with the rise of generative adver-
sarial networks (GANs) [11, 7, 26, 2]. GANs provide a
framework for estimating the generative models via simul-
taneously training a generative model and a discriminative
model in a zero-sum game. Natural images can be gen-
erated by the generator of GANs. Mirza et al. [23, 15]
generalize the idea to a condition setting, so that it can be
useful for broader applications like image inpainting [24].
Although the existing methods could generate realistic im-
ages, they could only produce relative low-resolution and
blurred images, which motivates us to come up with a solu-
tion to high-resolution conditional image generation by tak-
ing advantage of conditional GANs. Particularly, we aim at
generating high-resolution well-blended images given com-
posited ones, i.e. image blending.
Before the rise of GANs, there are several traditional
solutions in the field of image blending, which enables
smoothing transition and reduces the colour/illumination
differences between images for hiding the artefacts. Gra-
dient domain image blending approach [25] is one of the
image blending solutions. In this type of approach, the new
gradient vector field is produced based on the source im-
age gradients, while the composite image would be recov-
ered from this gradient vector field by addressing a Poisson
equation. This approach allows for adjusting the colour dif-
ferences caused by the illumination differences. Although
these traditional solutions could generate high-resolution
images, the images tend to be unrealistic with various kinds
of artefacts. We would like to address this by exploring the
potentials of GANs in image blending tasks since GANs
could generate realistic images. To the best of our knowl-
edge, it is the first work that explores the capability of GANs
in high-resolution image blending task.
Our work is related to the recent works [34, 37]. Our
work is complementary to Tsai et al. [34], which utilises
visual semantics to guide compositing images. Yang et
al. [37] is unsuitable for image blending when the source
image and the destination image are significant different.
We develop a framework GP-GAN that combines the
strength of GANs and the gradient-based image blending
method for conditional image generation, as shown in Fig-
ure 2. Our framework consists of two phases. On phase one,
the low-resolution realistic images were generated based on
our proposed Blending GAN. On phase two, we solve the
proposed Gaussian-Poisson Equation based on the gradient
vector field fashioned by Laplacian pyramid. This frame-
work allows us to achieve high-resolution and realistic im-
ages as shown in Figure 1. Our main contributions are four
folds and summarised as follows:
• We develop a high-resolution conditional image gen-
eration framework GP-GAN that takes advantages of
both GANs and gradient-based image blending meth-
ods, which is the first work that explores the capability
of GANs in high-resolution image blending task to the
best of our knowledge.
• We propose a network called Blending GAN for gen-
erating low-resolution realistic images.
• We propose the Gaussian-Poisson Equation for com-
bine gradient information and colour information.
• We also conduct a systematic evolution of the pro-
posed approach, based on both benchmark experi-
ments and user studies on Amazon Mechanic Turk.
2. Related Work
We briefly review the relevant works from the classical
image blending approach to generative adversarial networks
and conditional generative adversarial networks. We also
discuss the difference between our work and the others.
2.1. Image Blending
The goal of classical image blending approaches is to
improve the colour consistency between the source images
so that we can generate composited images with fewer arte-
facts. One way [12] is to apply dense image matching ap-
proach so that only the corresponding pixels are copied and
pasted. However, this method would not work when there
are significant differences between the source images. The
other way is to make the transition as smooth as possible so
that we can hide the artefacts in the composited images. Al-
pha blending [35] is the simplest and fastest method, but it
blurs the fine details when there are some registration errors
or fast moving objects between the source images. Burt
and Adelson [4] present a fixing solution so-called multi-
band blending algorithm. Alternatively, gradient-based ap-
proaches [21, 35, 9, 1, 16, 18, 30] also address this problem
by adjusting the differences in color and illumination for
the composited image globally. Our work is different from
these gradient-based approaches in that we introduce GANs
to generate a low-resolution realistic image as the colour
constraint. Thus our generated images are more natural.
2.2. Generative Adversarial Networks
Generative Adversarial Networks (GANs) [11] is first in-
troduced to address the problem of generating the realis-
tic images. The main idea in GANs is to have a contin-
uing zero-sum game between learning a generator and a
discriminator. The generator tries to produce more realis-
tic image samples from random noise, while the discrim-
inator aims to distinguish generated images from the real
ones. Although the original method works for creating dig-
ital images from MNIST dataset, some generated images
are noisy and incomprehensible. Denton et al. [7] improve
the quality of generated images by generalising GANs with
a Laplacian pyramid implementation, but it does not work
well for the images containing objects looking wobbly. Gre-
gor et al. [13] and Dosovitskiy et al. [8] achieve successes
in generating natural images, however, they do not leverage
the generators for supervised learning. Radfor et al. [26]
achieve further improvement with a deeper convolutional
network architecture, while Zhang et al. [39] stack two gen-
erators to progressively render more realistic images. Info-
GAN [6] learns a more interpretable latent representation.
Salimans et al. [29] reveal several tricks in training GANs.
Arjovsky et al. [2] introduce an alternative training method
Wasserstein GAN, which relaxes the GAN training require-
ment for balancing the discriminator and generator. How-
ever, existing GANs still do not work well for the image
editing applications in that the generated results are not in
high-resolution and realistic quality yet.
2.3. Conditional GANs.
Our work is also related to conditional GANs [23],
which aims to apply GANs in a conditional setting. There
are several works along this research direction. Previ-
ous work applies conditional GANs to discrete labels [23],
text [27], image inpainting [24], image prediction from a
normal map [36], image manipulation guided by user con-
straints [43], product photo generation [38], style trans-
fer [22], and Image-to-Image translation [15]. Different
from previous work, we use an improved adversarial loss
and discriminator for training the proposed Blending GAN.
We also propose the Gaussian-Poisson Equation to produce
high-resolution images.
3. The Approch
In this section, we first presenting what is the problem of
image composition using the copying-and-pasting strategy.
We then present the framework of our Gaussian-Poisson
Generative Adversarial Networks (GP-GANs).
3.1. Preliminary
Given a source image xsrc, a destination image xdst and
a mask image xmask, using the copying-and-pasting strat-
egy, a composite image x can be obtained by:
x = xsrc ∗ xmask + xdst ∗ (1− xmask), (1)
where ∗ is element-wise multiplication operator. The goal
of conditional image generation is to generate a well-
blended image x˜ that is semantically similar to the com-
posited image x but looks more realistic and natural with
resolution unchanged. x is usually a high-resolution image.
3.2. Framework Overview
Conditionally generating high-resolution images [24] is
hard. To tackle this problem, we propose GP-GAN, a
framework for generating high-resolution and realistic im-
ages, as shown in Figure 2. This is the first time that GAN
is used for generating high-resolution and realistic images
to the best of our known.
GP-GAN seeks a well-blended high-resolution image x˜h
by optimising a loss function composited by colour con-
straint and gradient constraint. The colour constraint tries to
make the generated image more realistic and natural while
the gradient constraint captures the high-resolution details
like textures and edges.
The colour constraint is constructed with a low-
resolution realistic image x˜l. To generate x˜l, we propose
Blending GAN G(x) that learns to blend a composited
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Figure 3: Network architecture for Blending GAN G(x). We propose Blending GAN G(x) by leveraging Wasserstein
GAN [2] for supervised learning tasks. The encoder-decoder architecture in deployed for G(x) in our experiment. Different
from [24], a standard fully connected layer is inserted between the encoder and the decoder as a bottleneck to fuse the global
information. The loss function L(x, xg) is defined in Equation 2, which combines the improved adversarial loss with l2 loss.
copy-and-paste image and generate a realistic one seman-
tically similar to the input. Once G(x) is trained, we can
use it to generate x˜l functioning as the colour constraint.
The goal of gradient constraint is to generate the high-
resolution details including textures and edges gave the
composited image x. Textures and edges of an image are
directly captured by their gradients. We propose Gaussian-
Poisson Equation to force x˜h to have a similar gradient to x
while as similar as x˜l in colour.
GP-GAN naturally can generate realistic images in ar-
bitrary resolution. Given a composited image x, we first
obtain x˜l by feeding x1 to G(x) where x1 is the coarsest
scale in the Laplacian pyramid of x. Then we update x˜1h by
optimising Gaussian-Poisson Equation using a closed form
solution. x˜l is set to up-sampled x˜1h and is optimised at the
finer scale in the Laplacian pyramid of x. The final realistic
image x˜h with the same resolution as x is obtained at the
finest scale of the pyramid.
In Section 3.3, we will describe the details of our Blend-
ing GAN G(x). The details of GP-GAN and Gaussian-
Poisson Equation will be described in Section 3.4.
3.3. Blending GAN
We seek a low-resolution well-blended image x˜l that is
visually realistic and semantically similar to the input im-
age. A straightforward way is to train a conditional GAN
and use the generator to generate realistic images. Since we
have both the input image and the corresponding ground
truth xg , we aims to train a generator that can produce a
realistic image approximating xg . To achieve this goal, we
propose Blending GANG(x), which leverages the unsuper-
vised Wasserstein GAN [2] for supervised learning tasks
like image blending. The proposed Blending GAN is dif-
ferent from Wasserstein GAN in that it has a proper con-
structed auxiliary loss and dedicated designed architecture
for G(x).
Recent work discusses various loss functions for image
processing tasks in general, for instance, l1 loss [40], l2 loss,
and perceptual loss [17]. l1 and l2 loss can fasten the train-
ing process but tend to produce blurry images. The percep-
tual loss is good at generating high-quality images but is
very time and memory consuming. We explore with l2 loss
because it could shorten the training process and generate
sharp and realistic images when combined with GANs [15].
The combined loss function is defined as:
L(x, xg) = λLl2(x, xg) + (1− λ)Ladv(x, xg), (2)
where λ is 0.999 in our experiment. Ll2 is defined as:
Ll2(x, xg) = ‖G(x)− xg‖22. (3)
and Ladv is defined as:
Ladv(x, xg) = max
D
Ex∈χ[D(xg)−D(G(x))]. (4)
The architecture for Blending GAN G(x) is shown in
Figure 3. We propose the encoder-decoder architecture mo-
tivated by [24]. We find that a network with only convo-
lutional layers could not learn to blend composited images
for the lack of global information across the whole image
which is essential for image blending task. This suggests
that standard fully connected layers are necessary for condi-
tional image generation. Thus we replace the channel-wise
fully connected layer used in [24] with standard fully con-
nected layers.
Training such a network needs masses of data. The
composited copy-and-paste image is easy to collect, but
the ground truth image xg could only be obtained by ex-
pert users, using image editing software, which is time-
consuming. Alternatively, we use xdst to approximate xg
since xsrc and xdst in our experiment are photos of the same
scene under different conditions, e.g. season, weather, time
𝑥 𝑥"# 𝑥$ 𝑥 𝑥"# 𝑥$ 𝑥 𝑥"# 𝑥$
Figure 4: Image blending results generated byG(x). The ex-
periment is conducted on the Transient Attributes Database [20].
x is the copy-and-paste images composited by xsrc and xdst with
central-squared patch as mask. x˜l is the output of G(x) with size
64 × 64. xg is ground truth images used for training G(x), xg is
the same as xdst. Best viewed in color.
of day, see Section 4 for details. Through this way, we ob-
tain masses of composited images with approximating xg
required for training our G(x) properly, as shown in Fig-
ure 4.
When the ground truth is absent, we could use unsuper-
vised generative models to model the distribution of natural
images, which is discussed in the Supplementary Mate-
rial.
3.4. Gaussian-Poisson Equation
Networks like the proposed Blending GAN G(x) could
only generate low-resolution images as shown in Figure 4.
Even for slightly larger images, the results tend to be blurry
and have unpleasant artefacts, which is unsuitable for im-
age blending as the task usually need to combine several
high-resolution images and blend them into one realistic,
high-resolution image. To make use of the natural images
generated by Blending GAN G(x), we propose Gaussian-
Poisson Equation fashioned by the well-known Laplacian
pyramid [3] for generating high-resolution and realistic im-
ages.
We observe that although our Blending GAN G(x)
couldn’t produce high-resolution images, the generated im-
age x˜l is natural and realistic as a low-resolution image. So
it is possible for us to seek a high-resolution and realistic
image x˜h by approximating the colour in x˜l while captur-
ing rich details like texture and edges in the original high-
resolution image x. We formulate the requirement using
two constraints: one is the colour constraint, the other is
the gradient constraint. The color constraint forces x˜h to
have similar color to x˜l, which can be achieved by gener-
ating a x˜h with the same low-frequency signals as x˜l. The
simplest way to extract the low-frequency signals is using a
Gaussian filter. The gradient constraint tries to restore the
high-resolution details which are the same as forcing x˜h and
x˜l to have the same high-frequency signals. This could be
implemented by using gradient or divergence.
Formally, we need to optimize the objective function de-
fined as:
H(xh) = P (xh) + βC(xh), (5)
P (xh) is inspired by the well-known Poisson Equation [25]
and is defined as:
P (xh) =
∫
T
‖div v −∆xh‖22 dt, (6)
C(xh) is defined as:
C(xh) =
∫
T
‖g(xh)− x˜l‖22 dt, (7)
and β represents the color preserving parameter. We set β to
1 in our experiment. In Equation 6, T represents the whole
image region, div represents the divergence operator and ∆
represents the Laplacian operator. v is defined as:
vij =
{
∇xsrc if xijmask = 1
∇xdst if xijmask = 0
(8)
where ∇ is the gradient operator. Gaussian filter is used in
Equation 7 and is denoted as g(xh). The discretized version
of Equation 5 is defined as:
H(xh) = ‖u− Lxh‖22 + λ‖Gxh − x˜l‖22, (9)
u is the discretized divergence of the vector field v, L is
the matrix which represents the Laplacian operator while
G represents the Gaussian filter matrix. xh and x˜l are the
vector representation of xh and x˜l. The closed form solu-
tion for minimizing the cost function of Equation 9 could
be obtained in the same manner as [10].
We integrate the closed form solution for optimizing
Equation 9 and the Laplacian pyramid into our final high-
resolution image blending algorithm, which is described by
Algorithm 1. Given high-resolution input images xsrc, xdst
and xmask, we first generate the low-resolution realistic im-
age x˜l using Blending GANG(x). Then we generate Lapla-
cian pyramids xssrc, x
s
dst, x
s
mask, s = 1, 2, ..., S, where S
is the number of scales. s = 1 is the coarsest scale and
s = S is the original resolution. We update xsh by optimiz-
ing Equation 9 at each scale and set x˜l to be up-sampled
xsh. The final realistic image x˜h with unchanged resolution
is set to be xSh .
Algorithm 1: High-Resolution Conditional Image
Generation using GAN with Poisson Equation
Input : Source image xsrc, destination image xdst,
mask image xmask and trained Blending
GAN G(x)
1 Compute Laplacian Pyramid for xsrc, xdst and xmask
2 Compute x˜l using G(x)
3 for s ∈ [1, 2, ..., S] do
4 Updating xsh by optimizing Equation 9 using the
closed form solution given xssrc, x
s
dst, x
s
mask and
x˜l
5 Set x˜l by up-sampling xsh
6 end
7 Return xSh
4. Experiments
This section describes our experimental settings, the re-
sults of our algorithm and comparisons with other methods
both quantitatively and qualitatively in detail. We first in-
troduce the datasets we used in our experiments. We then
give the network training configurations and experimental
settings. Finally, we show the effectiveness of our methods
both quantitatively and visually.
Datasets Transient Attributes Database [20] contains
8571 images from 101 webcams. In each webcam, there
are well-aligned 60-120 images with severe appearance
changes caused by weather, time of day and season, as
shown in Figure 5a and Figure 5b. We use this database
to train our Blending GAN G(x), because the ground truth
for image blending is difficult to obtain, we instead use xdst
to approximate xg since images under the same webcam
is perfect-aligned in Transient Attributes Database. When
training G(x), we randomly select 2 images from the same
camera as xsrc and xdst, xg is the same as xdst. With xdst
as xg , G(x) learns to blend xsrc and xdst to be consistent
in weather, time of day and season. xmask is a binary im-
age with a central-squared patch filled with 1s, as shown
in Figure 5c. The composited copy-and-paste image is also
shown in Figure 5d as well as Figure 4. Although we train
G(x) using the central-squared patch as masks,G(x) is still
able to generate well-blended images for inputs with arbi-
trary masks as our experiment showed. We also use this
dataset to evaluate our algorithm. To evaluate our method
with arbitrary masks, we first manually annotate the object-
level masks for Transient Attributes dataset using the La-
belMe [28] annotation tool. Then we use such annotations
as masks to composite the copy-and-paste images and eval-
uated different image blending methods with them. Anno-
tated mask and corresponding composited image are shown
in Figure 5e and Figure 5f.
(a) (b)
(c) (d)
(e) (f)
Figure 5: Transient Attributes Database. (a) xsrc and (b) xdst
from the same webcam but in different season. (c) the central-
squared mask and (d) the corresponding composited image. (e)
the annotated object-level mask using LabelMe. (f) composited
image using annotated mask. Best viewed in color.
Implementation Details Our algorithms are imple-
mented using chainer1 [33]. To train Blending GAN G(x),
we use ADAM [19] for optimization and set α to 0.002,
β1 to 0.5 for the encoder-decoder network as suggested
while setting α to 0.0002 for the discriminator D(x). We
randomly generate 150K images from Transient Attributes
Database using the central-squared patch as the mask. Then
the network is trained for 25 epochs using the generated im-
ages with batch size 64.
Experimental Settings We compare our method with
several baseline methods on Transient Attributes Database
using the annotated masks. Poisson Image Editing [25] and
its improved version Modified Poisson Image Editing [32]
are selected as baselines because both of them use Poisson
Equation as part of their solutions to solve image blend-
ing task as our method. We also compare our method with
multi-splines blending [31] for its effectiveness and widely
spread as Poisson Image Editing [25] and Modified Poisson
Image Editing [32].
Quantitative Comparisons We firstly evaluate our
method as well as baseline methods quantitatively on Tran-
sient Attributes Database using annotated masks. The goal
1The code and pre-trained models will be released on Github soon.
(a) (b) (c)
Figure 6: Role of Blending GAN. (a) composited copy-
and-paste image. (b) using down-sampled (a) as color con-
straint. (c) using the output of Blending GAN as color con-
straint. Best viewed in color.
of image blending algorithms is to generate realistic images
given the composited copy-and-paste images. However,
distinguishing between realistic and artificial images is in-
credibly hard. There are no suitable metrics for judging how
realistic and natural an image is until recently a convolu-
tional neural network called RealismCNN [42] is proposed.
RealismCNN learns to predict visual realism of a scene re-
garding colour, lighting and texture compatibility. Experi-
ment results show that such a network outperforms previ-
ous works that rely on hand-crafted heuristics and achieves
near-human performance. Thus it is an appropriate choice
for evaluating image blending algorithms. We randomly
generate 500 images from Transient Attributes Database us-
ing annotated masks, applied different algorithms and ob-
tain 2000 blended images. Then we use RealismCNN to
evaluate each resulted image. After that, we report the av-
erage scores and the standard deviations for our method as
well as baselines in Table 1. The result shows that our GP-
GAN is better than all the baselines. We attribute this to
the nature of our method because the network could learn
what contributes to a realistic and natural image through
adversarial learning on large datasets. The negative average
scores for all evaluated methods show that many blended
images are still not realistic, which suggests that there are
still many improvements to be made for image blending al-
gorithms.
User Study Realism scores show the effectiveness of our
method. To evaluate our method further, it is essential
to conduct user study since image blending task is user-
oriented. We randomly generate 500 images from Transient
Attributes Database using annotated masks, apply different
algorithms and obtain 2000 blended images as described
in Quantitative Comparisons, see Figure 8 for examples.
Then we collect the user assessments using the Amazon
Mechanical Turk. Each time, a composited copy-and-paste
image x is shown to the subjects followed by three blended
images produced by three different algorithms with x as in-
put. The subjects are told to pick the most realistic and nat-
ural image among these three blended images, as shown in
Figure 7. Crowdsourced evaluation tends to be noisy. Thus
Which image is more realistic and natural given the image below?
Figure 7: User interface for user study on Amazon Mechan-
ical Turk. Followed by the composited image with xsrc circled
out, three blended results generated by different algorithms are
shown to subjects, and the most realistic one is picked out. Best
viewed in colour.
Method Average score Std.
copy-and-paste -0.696 1.799
PB[25] -0.192 1.565
MPB[32] -0.151 1.561
MSB[31] -0.140 1.557
GP-GAN -0.069 1.385
Table 1: Realism scores evaluated by RealismCNN, higher is
better. Our GP-GAN is better than baselines which shows the ef-
fectiveness of our method. Negative scores suggest that there’s still
improvement to be made for image blending algorithms. Large
standard deviations show that all the methods are not stable for
different images.
data preprocessing needs to be applied before actual data
analysis. For each composited image, we give a method one
vote if it is picked more by subjects than the other method.
The statistical result of the processed data is reported in Ta-
ble 2. GP-GAN is preferred by the majority users, which is
consistent with the result of realism scores in Table 1.
Role of Blending GAN The output of our Blending GAN
G(x) serves as the colour constraint in our final algorithm.
Realism scores and user study show the effectiveness of
GP-GAN. In this section, we demonstrate the role of our
low-resolution image blending algorithm by replacing x˜l
with down-sampled composited image x1. We compare the
blended results with either x˜l or x1 as the colour constraint.
As shown in Figure 6, the blended image tends to have more
bleedings and illumination inconsistencies if x˜l is replaced
by x1, which explains the usefulness of low-resolution natu-
Figure 8: Results of our high-resolution blending algorithm comparing with baseline methods. From top to bottom: annotated
object-level mask, composited copy-and-paste image, Modified Poisson Image Editing, Multi-splines Blending, GP-GAN(ours). Results
of baseline methods have severe bleedings, illumination inconsistencies or other artefacts while PoissonGAN produces pleasant, realistic
images. Best viewed in colour.
Method Total votes Average votes Std.
PB[25] 527 1.054 1.065
MPB[32] 735 1.470 1.173
MSB[31] 770 1.540 1.271
GP-GAN 947 1.894 1.311
Table 2: User study result. 4 image blending algorithms were
compared using Amazon Mechanical Turk. Our method GP-GAN
got most votes by users which is consistent with the result of the re-
alism scores. The result also suggests that among all 3 widely used
traditional methods, Poisson Image Editing should be the last one
to be used. Multi-splines Blending and Modified Poisson Image
Editing have similar performance, one of them should be applied
if the computation resource is limited and our method couldn’t be
deployed.
ral images in our high-resolution image blending algorithm.
Qualitative Comparisons Finally, we demonstrate the
results of our high-resolution image blending algorithm vi-
sually by comparing with Modified Poisson Image Editing
and Multi-splines Blending. Results are shown in Figure 8.
Our method tends to generate realistic results while preserv-
ing the appearance of both xsrc and xdst. Compared to the
baseline methods, there are nearly no bleedings or illumi-
nation inconsistencies in our results while all the baseline
methods have more or fewer bleedings and artefacts.
5. Conclusion
We advanced the state-of-the-art in conditional image
generation by combining the ideas from the generative
model GAN, Laplacian Pyramid, and Gauss-Poisson Equa-
tion. This combination is the first time a generative model
could produce realistic images in arbitrary resolution. Our
insight is, on the one hand, the conditional GAN is good
at generating natural images from a particular distribution
but weak in capturing the high-frequency image details like
textures and edges. On the other hand, the gradient-based
methods perform well at generating high-resolution images
with local consistency though the generated images tend to
be unnatural and have many artefacts. GAN and gradient-
based methods should be integrated together. Hence, this
integration would result a conditional image generation sys-
tem that overcomes the drawbacks of both methods. Our
system can also be useful for image-to-image translation
task. In spite of the effectiveness, our algorithm fails to
generate realistic images when the composited images are
far away from the distribution of the training dataset. We
aim to address this issue in future work.
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Supplementary Material
In this section, we describe our framework GP-GAN in
an unsupervised setting. Then, the architectures of the net-
works used in our paper are shown. Finally, we show addi-
tional qualitative results compared with the baseline meth-
ods.
A. Unsupervised Blending GAN
The ground truth for image blending task is expensive
to obtain. To generalise the applicability of our high-
resolution image blending algorithm GP-GAN, we leverage
the Blending GAN described in Section 3.3 (main text) to an
unsupervised setting and propose an unsupervised Blending
GAN when the ground truth is absent. In particular, we de-
velop an unsupervised Blending GAN based on the Wasser-
stein GAN [2] to model the distribution of natural images.
This unsupervised Blending GAN consists of two networks,
a generatorG(z) and a discriminatorD(x). Through adver-
sarial training using the min-max objective, G(z) can learn
to model the distribution of the training set χGAN .
We first treat the pre-trained G(z) as an ideal manifold
of χGAN . In the unsupervised setting, our goal is to find
a vector z˜ that has the closest similar appearance to that
with the low-resolution composited input image x. To find
an optimal z˜, we formulate an optimisation problem as the
follows:
z˜ = argminzL(x,G(z)), (10)
where, L(x1, x2) is L2 loss in our system, although it is
also possible to use L1 loss, and perceptual loss. Given L2
loss setting, this objective function becomes a convex one
and it is continuously differentiable. This L2 loss function
choice also allows us to use L-BFGS-B[5], which is faster
and takes less memory compared to that with the use of per-
ceptual loss. By optimising Equation 10, we would achieve
the sample G(z˜) that approximates x and lyes on the mani-
fold G(z), as shown in Figure 9.
Training GANs requires massive numbers of images.
Because there are insufficient numbers of images in the
Transient Attributes Dataset [20], we also train the gener-
ator G(z) based on the MIT Places dataset [41], which pro-
vides 150K landscape images and has the similar collec-
tions of images as that in the Transient Attributes Dataset.
Our experimental results indicate that the trained gener-
ator G(z) can generate high-quality composited images, as
shown in Figure 9c and Figure 9d.
To generate high-resolution and realistic images in an
unsupervised setting, we replace Blending GAN with the
unsupervised Blending GAN in our high-resolution image
blending framework GP-GAN. The colour preserving pa-
rameter β is set to 0.1, since the low-resolution natural im-
ages generated by G(z˜) is slightly worse than the ones pro-
duced by Blending GAN in Section 3.3 (main text).
(a) (b)
(c) (d)
Figure 9: (a) shows the images random sampled from 150K
landscape images of MIT Places dataset [41]. (b) illus-
trates the images generated by G(z) given random sampled
vector z. (c) contains low-resolution composited copy-and-
paste images x from the Transient Attributes Database. (d)
presents the generated images by optimising Equation 10
given (c) as inputs.
We evaluate the unsupervised high-resolution image
blending method using the evaluation pipeline described in
RealismCNN [42] followed the same manner in Section 4
(main text). Our method achieved the average realism score
−0.110 with standard deviation 1.459. These results are
better than all the baseline methods [42] and slightly worse
than the proposed GP-GAN in the supervised setting. Re-
sulted images are shown in Figure 12 with the same inputs
as Figure 8 (main text).
B. Network Architectures
The architecture for the discriminator of Blending GAN
in Section 3.3 (main text) is shown in Figure 10. We ap-
ply the batch normalization [14] and the leaky ReLU non-
linearity after each convolution operation except the first
layer and the last layer. The first layer uses convolutional
operation and leaky ReLU non-linearity while the last layer
contains convolution operation only.
The architecture for the unsupervised Blending GAN is
shown in Figure 11. The discriminator D(x) is the same
as the discriminator in Figure 10. Every convolution opera-
tion in the generator G(z) is followed by batch normaliza-
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Figure 10: The architecture for the discriminator of Blend-
ing GAN in Section 3.3 (main text).
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Figure 11: The architecture for unsupervised Blending
GAN. Left part is the generator G(z) while right part is the
discriminator D(x).
tion [14] and ReLU non-linearity except the last layer. After
convolution operation, tanh non-linearity is applied in the
last layer.
C. Additional Results
Additional results are shown in Figure 13 and Figure 14.
The results of Modified Poisson Image Editing [25], Multi-
splines Blending [31] and our GP-GAN both in supervised
and unsupervised setting are shown. The results of original
Poisson Image Editing [25] are not shown since the other
methods [31, 32] are better than it based on both the realism
scores and the voting results from user study. Compared to
the baseline methods, there are nearly no bleedings or illu-
mination inconsistencies in our results while all the baseline
methods have more or fewer bleedings and artefacts. GP-
GAN in the unsupervised setting is slightly worse than that
in the supervised setting.
Figure 12: Results of our high-resolution blending algorithm in a unsupervised setting. Same inputs as Figure 8 (main text).
Figure 13: Results of our high-resolution image blending algorithm compared with baseline methods. From top to bottom:
annotated object-level mask, composited copy-and-paste image, Modified Poisson Image Editing [32], Multi-splines Blend-
ing [31], supervised GP-GAN and unsupervised GP-GAN. Results of baseline methods have severe bleedings, illumination
inconsistencies or other artefacts while our GP-GAN both in supervised setting and unsupervised setting produce pleasant
and realistic images.
Figure 14: Results of our high-resolution image blending algorithm compared with baseline methods. From top to bottom:
annotated object-level mask, composited copy-and-paste image, Modified Poisson Image Editing [32], Multi-splines Blend-
ing [31], supervised GP-GAN and unsupervised GP-GAN. Results of baseline methods have severe bleedings, illumination
inconsistencies or other artifacts while our GP-GAN both in supervised setting and unsupervised setting produce pleasant
realistic images.
