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Abstract
We revisit affine diffusion processes on general and on the canonical state space in partic-
ular. A detailed study of theoretic and applied aspects of this class of Markov processes is
given. In particular, we derive admissibility conditions and provide a full proof of existence
and uniqueness through stochastic invariance of the canonical state space. Existence of expo-
nential moments and the full range of validity of the affine transform formula are established.
This is applied to the pricing of bond and stock options, which is illustrated for the Vasicˇek,
Cox–Ingersoll–Ross and Heston models.
1 Introduction
Affine Markov models have been employed in finance since decades, and they have found
growing interest due to their computational tractability as well as their capability to capture
empirical evidence from financial time series. Their main applications lie in the theory of term
structure of interest rates, stochastic volatility option pricing and the modeling of credit risk
(see [12] and the references therein). There is a vast literature on affine models. We mention
here explicitly just the few articles [2, 4, 8, 10, 13, 14, 16, 20, 26, 27, 29] and [12] for a broader
overview.
In this paper, we revisit the class of affine diffusion processes on subsets of Rd and on the
canonical state space Rm+ × Rn, in particular. In Section 2, we first provide necessary and
sufficient conditions on the parameters of a diffusion process X to satisfy the affine transform
formula
E
h
eu
⊤X(T ) | Ft
i
= eφ(T−t, u)+ψ(T−t, u)
⊤X(t).
The functions φ and ψ in turn are given as solutions of a system of coupled Riccati equations.
Arguing by stochastic invariance, in Section 3, we can further restrict the choice of admissible
diffusion parameters.
Glasserman and Kim [16] showed recently that the affine transform formula holds whenever
either side is well defined under the assumption of strict mean reversion. This is an extension
of the findings in [12], where only sufficient conditions are given in terms of analyticity of
the right hand side. The strict mean reversion assumption, however, excludes the Heston
stochastic volatility model. In our paper, we show that strict mean reversion is not needed
(Theorem 3.3). As a by product, we obtain some non-trivial convexity results for Riccati
equations. Having the full range of validity of the above transform formula under control, in
Section 4, we can then proceed to pricing bond and stock options in affine models. Particular
examples are the Vasicˇek and Cox–Ingersoll–Ross (CIR) short rate models in Section 5, and
Heston’s stochastic volatility model in Section 6.
The representation of affine short rate models bears some ambiguity with respect to linear
transformations of the state process. This motivates the question whether there exists a clas-
sification method ensuring that affine short rate models with the same observable implications
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have a unique canonical representation. This topic has been addressed in [10, 9, 24, 8]. In Sec-
tion 7, we recap this issue and show that the diffusion matrix of X can always be brought into
block-diagonal form by a regular linear transform leaving the canonical state space invariant.
The existence and uniqueness question of the relevant stochastic differential equation is
completely solved through stochastic invariance and the block-diagonal transformation in
Section 8. The presented proof builds on the seminal result by Yamada and Watanabe [35].
We therefore approach the existence issue differently from [12] which uses infinite divisibility
on the canonical state space and the Markov semigroup theory.
In the appendix, we provide some self contained proofs of existence and comparison state-
ments for relevant systems of Riccati equations (Section B). Moreover, some moment lemmas
from [12] in a more elaborated fashion can be found in Section A.
2 Definition and Characterization of Affine Processes
Fix a dimension d ≥ 1 and a closed state space X ⊂ Rd with non-empty interior. We let
b : X → Rd be continuous, and ρ : X → Rd×d be measurable and such that the diffusion
matrix
a(x) = ρ(x)ρ(x)⊤
is continuous in x ∈ X . Let W denote a d-dimensional Brownian motion defined on a filtered
probability space (Ω,F , (Ft),P). Throughout, we assume that for every x ∈ X there exists a
unique solution X = Xx of the stochastic differential equation
dX(t) = b(X(t)) dt+ ρ(X(t)) dW (t), X(0) = x. (2.1)
Definition 2.1. We call X affine if the Ft-conditional characteristic function of X(T ) is
exponential affine in X(t), for all t ≤ T . That is, there exist C- and Cd-valued functions
φ(t, u) and ψ(t, u), respectively, with jointly continuous t-derivatives such that X = Xx
satisfies
E
h
eu
⊤X(T ) | Ft
i
= eφ(T−t, u)+ψ(T−t, u)
⊤X(t) (2.2)
for all u ∈ iRd, t ≤ T and x ∈ X .
Since the conditional characteristic function is bounded by one, the real part of the expo-
nent φ(T − t, u) + ψ(T − t, u)⊤X(t) in (2.2) has to be negative. Note that φ(t, u) and ψ(t, u)
for t ≥ 0 and u ∈ iRd are uniquely1 determined by (2.2), and satisfy the initial conditions
φ(0, u) = 0 and ψ(0, u) = u, in particular.
We first derive necessary and sufficient conditions for X to be affine.
Theorem 2.2. Suppose X is affine. Then the diffusion matrix a(x) and drift b(x) are affine
in x. That is,
a(x) = a+
dX
i=1
xiαi
b(x) = b+
dX
i=1
xiβi = b+ Bx
(2.3)
for some d× d-matrices a and αi, and d-vectors b and βi, where we denote by
B = (β1, . . . , βd)
the d × d-matrix with i-th column vector βi, 1 ≤ i ≤ d. Moreover, φ and ψ = (ψ1, . . . , ψd)⊤
solve the system of Riccati equations
∂tφ(t, u) =
1
2
ψ(t, u)⊤aψ(t, u) + b⊤ψ(t, u)
φ(0, u) = 0
∂tψi(t, u) =
1
2
ψ(t, u)⊤αi ψ(t, u) + β
⊤
i ψ(t, u), 1 ≤ i ≤ d,
ψ(0, u) = u.
(2.4)
1In fact, φ(t, u) may be altered by multiples of 2pii. We uniquely fix the continuous function φ(t, u) by the initial
condition φ(0, u) = 0.
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In particular, φ is determined by ψ via simple integration:
φ(t, u) =
Z t
0
„
1
2
ψ(s, u)⊤aψ(s, u) + b⊤ψ(s, u)
«
ds.
Conversely, suppose the diffusion matrix a(x) and drift b(x) are affine of the form (2.3) and
suppose there exists a solution (φ,ψ) of the Riccati equations (2.4) such that φ(t, u)+ψ(t, u)⊤x
has negative real part for all t ≥ 0, u ∈ iRd and x ∈ X . Then X is affine with conditional
characteristic function (2.2).
Proof. Suppose X is affine. For T > 0 and u ∈ iRd define the complex-valued Itoˆ process
M(t) = eφ(T−t,u)+ψ(T−t,u)
⊤X(t).
We can apply Itoˆ’s formula, separately to real and imaginary part of M , and obtain
dM(t) = I(t) dt+ ψ(T − t, u)⊤ρ(X(t))dW (t), t ≤ T,
with
I(t) = −∂Tφ(T − t, u)− ∂Tψ(T − t, u)⊤X(t)
+ ψ(T − t, u)⊤b(X(t)) + 1
2
ψ(T − t, u)⊤a(X(t))ψ(T − t, u).
Since M is a martingale, we have I(t) = 0 for all t ≤ T a.s. Letting t → 0, by continuity of
the parameters, we thus obtain
∂Tφ(T, u) + ∂Tψ(T, u)
⊤x = ψ(T, u)⊤b(x) +
1
2
ψ(T, u)⊤a(x)ψ(T, u)
for all x ∈ X , T ≥ 0, u ∈ iRd. Since ψ(0, u) = u, this implies that a and b are affine of the
form (2.3). Plugging this back into the above equation and separating first order terms in x
yields (2.4).
Conversely, suppose a and b are of the form (2.3). Let (φ, ψ) be a solution of the Riccati
equations (2.4) such that φ(t, u) + ψ(t, u)⊤x has negative real part for all t ≥ 0, u ∈ iRd and
x ∈ X . Then M , defined as above, is a uniformly bounded local martingale, and hence a
martingale, with M(T ) = eu
⊤X(T ). Therefore E[M(T ) | Ft] = M(t), for all t ≤ T , which is
(2.2), and the theorem is proved.
We now recall an important global existence, uniqueness and regularity result for the above
Riccati equations. We let K be a placeholder for either R or C.
Lemma 2.3. Let a and αi be real d× d-matrices, and b and βi be real d-vectors, 1 ≤ i ≤ d.
(i) For every u ∈ Kd, there exists some t+(u) ∈ (0,∞] such that there exists a unique solu-
tion (φ(·, u), ψ(·, u)) : [0, t+(u))→ K ×Kd of the Riccati equations (2.4). In particular,
t+(0) =∞.
(ii) The domain
DK = {(t, u) ∈ R+ ×Kd | t < t+(u)}
is open in R+ ×Kd and maximal in the sense that for all u ∈ Kd either t+(u) =∞ or
limt↑t+(u) ‖ψ(t, u)‖ =∞, respectively, .
(iii) For every t ∈ R+, the t-section
DK(t) = {u ∈ Kd | (t, u) ∈ DK}
is an open neighborhood of 0 in Kd. Moreover, DK(0) = Kd and DK(t1) ⊇ DK(t2) for
0 ≤ t1 ≤ t2.
(iv) φ and ψ are analytic functions on DK .
(v) DR = DC ∩ (R+ × Rd).
Henceforth, we shall call DK the maximal domain for equation (2.4).
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Proof. Since the right-hand side of (2.4) is formed by analytic functions in ψ on Kd, part (i)
follows from the basic theorems for ordinary differential equations, e.g. [1, Theorem 7.4]. In
particular, t+(0) = ∞ since (φ(·, 0), ψ(·, 0)) ≡ 0 is the unique solution of (2.4) for u = 0. It
is proved in [1, Theorems 7.6 and 8.3] that DK is maximal and open, which is part (ii). This
also implies that all t-sections DK(t) are open in Kd. The inclusion DK(t1) ⊇ DK(t2) is a
consequence of the maximality property from part (ii). Whence part (iii) follows. For a proof
of part (iv) see [11, Theorem 10.8.2]. Part (v) is obvious.
We will provide in Section B below some substantial improvements of the properties stated
in Lemma 2.3 for the canonical state space X introduced in the following section.
3 Canonical State Space
There is an implicit trade off between the parameters a, αi, b, βi in (2.3) and the state space
X :
• a, αi, b, βi must be such that X does not leave the set X , and
• a, αi must be such that a +
Pd
i=1 xiαi is symmetric and positive semi-definite for all
x ∈ X .
To gain further explicit insight into this interplay, we now and henceforth assume that the
state space is of the following canonical form
X = Rm+ × Rn
for some integers m,n ≥ 0 with m+ n = d.
Remark 3.1. This canonical state space covers most applications appearing in the finance
literature. However, other choices for the state space of an affine process are possible:
(i) For instance, the following example for d = 1 admits as state space any closed interval
X ⊂ R containing 0:
dX = −X dt, X(0) = x ∈ X .
This degenerate diffusion process is affine, since euX(T ) = eue
−(T−t)X(t) for all t ≤ T
([12], Section 12). In general, affine diffusion processes on compact state spaces have to
be degenerate.
(ii) Matrix state-spaces S+d (d ≥ 2), the cone of symmetric positive definite matrices (see
[5, 6, 15, 17, 19].
(iii) Parabolic state-spaces, cf. [18], which are in turn, related to quadratic processes on the
canonical state-space ([7], see also their Example 5.3, section 5)
For the above canonical state space, we can give necessary and sufficient admissibility
conditions on the parameters. The following terminology will be useful in the sequel. We
define the index sets
I = {1, . . . ,m} and J = {m + 1, . . . ,m+ n}.
For any vector µ and matrix ν, and index sets M,N , we denote by
µM = (µi)i∈M , νMN = (νij)i∈M, j∈N
the respective sub-vector and -matrix.
Theorem 3.2. The process X on the canonical state space Rm+ × Rn is affine if and only if
a(x) and b(x) are affine of the form (2.3) for parameters a, αi, b, βi which are admissible in
the following sense:
a, αi are symmetric positive semi-definite,
aII = 0 (and thus aIJ = a
⊤
JI = 0),
αj = 0 for all j ∈ J
αi,kl = αi,lk = 0 for k ∈ I \ {i}, for all 1 ≤ i, l ≤ d,
b ∈ Rm+ × Rn,
BIJ = 0,
BII has positive off-diagonal elements.
(3.1)
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In this case, the corresponding system of Riccati equations (2.4) simplifies to
∂tφ(t, u) =
1
2
ψJ (t, u)
⊤aJJ ψJ (t, u) + b
⊤ψ(t, u)
φ(0, u) = 0
∂tψi(t, u) =
1
2
ψ(t, u)⊤αi ψ(t, u) + β
⊤
i ψ(t, u), i ∈ I,
∂tψJ (t, u) = B⊤JJψJ (t, u),
ψ(0, u) = u,
(3.2)
and there exists a unique global solution (φ(·, u), ψ(·, u)) : R+ → C−×Cm− × iRn for all initial
values u ∈ Cm− × iRn. In particular, the equation for ψJ forms an autonomous linear system
with unique global solution ψJ (t, u) = e
B⊤JJ t uJ for all uJ ∈ Cn.
Before we prove the theorem, let us illustrate the admissibility conditions (3.1) for the
diffusion matrix α(x) for dimension d = 3 and the corresponding cases m = 0, 1, 2, 3. Note
that α(x) = a+
Pm
i=1 xiαi, hence in the case m = 0 we have
α(x) ≡ a
for an arbitrary positive semi-definite symmetric 3 × 3-matrix a. For m = 1, we have
a =
0@ 0 0 0+ ∗
+
1A , α1 =
0@ + ∗ ∗+ ∗
+
1A ,
for m = 2,
a =
0@ 0 0 00 0
+
1A , α1 =
0@ + 0 ∗0 0
+
1A , α2 =
0@ 0 0 0+ ∗
+
1A ,
and for m = 3,
a = 0 , α1 =
0@ + 0 00 0
0
1A , α2 =
0@ 0 0 0+ 0
0
1A , α3 =
0@ 0 0 00 0
+
1A ,
where we leave the lower triangle of symmetric matrices blank, + denotes a non-negative real
number and ∗ any real number such that positive semi-definiteness holds.
Proof of Theorem 3.2. Suppose X is affine. That a(x) and b(x) are of the form (2.3) follows
from Theorem 2.2. Obviously, a(x) is symmetric positive semi-definite for all x ∈ Rm+ × Rn
if and only if αj = 0 for all j ∈ J , and a and αi are symmetric positive semi-definite for all
i ∈ I .
We extend the diffusion matrix and drift continuously to Rd by setting
a(x) = a+
X
i∈I
x+i αi and b(x) = b+
X
i∈I
x+i βi +
X
j∈J
xjβj .
Now let x be a boundary point of Rm+ ×Rn. That is, xk = 0 for some k ∈ I . The stochastic
invariance Lemma B.1 below implies that the diffusion must be “parallel to the boundary”,
e⊤k
0@a+ X
i∈I\{k}
xiαi
1A ek = 0,
and the drift must be “inward pointing”,
e⊤k
0@b+ X
i∈I\{k}
xiβi +
X
j∈J
xjβj
1A ≥ 0.
5
Since this has to hold for all xi ≥ 0, i ∈ I \ {k}, and xj ∈ R, j ∈ J , we obtain the following
set of admissibility conditions
a, αi are symmetric positive semi-definite,
a ek = 0 for all k ∈ I ,
αi ek = 0 for all i ∈ I \ {k}, for all k ∈ I ,
αj = 0 for all j ∈ J ,
b ∈ Rm+ × Rn,
β⊤i ek ≥ 0 for all i ∈ I \ {k}, for all k ∈ I ,
β⊤j ek = 0 for all j ∈ J , for all k ∈ I ,
which is equivalent to (3.1). The form of the system (3.2) follows by inspection.
Now suppose a, αi, b, βi satisfy the admissibility conditions (3.1). We show below that
there exists a unique global solution (φ(·, u), ψ(·, u)) : R+ → C− × Cm− × iRn of (3.2), for all
u ∈ Cm− × iRn. In particular, φ(t, u) + ψ(t, u)⊤x has negative real part for all t ≥ 0, u ∈ iRd
and x ∈ Rm+ × Rn. Thus the first part of the theorem follows from Theorem 2.2.
As for the global existence and uniqueness statement, in view of Lemma 2.3, it remains to
show that ψ(t, u) is Cm− × iRn-valued and t+(u) =∞ for all u ∈ Cm− × iRn. For i ∈ I , denote
the right-hand side of the equation for ψi by
Ri(u) =
1
2
u⊤αi u+ β
⊤
i u,
and observe that
ℜRi(u) = 1
2
ℜu⊤αi ℜu− 1
2
ℑu⊤αi ℑu+ β⊤i ℜu.
Let us denote x+I = (x
+
1 , . . . , x
+
m)
⊤. Since ℜψJ (t, u) = 0, it follows from the admissibility
conditions (3.1) and Corollary B.2 below, setting f(t) = −ℜψ(t, u),
bi(t, x) = −1
2
αi,ii
`
x+i
´2
+
1
2
ℑψ(t, u)⊤αi ℑψ(t, u) + β⊤i,Ix+I , i ∈ I,
and bj(t, x) = 0 for j ∈ J , that the solution ψ(t, u) of (3.2) has to take values in Cm− × iRn
for all initial points u ∈ Cm− × iRn.
Further, for i ∈ I and u ∈ Cd, one verifies that
ℜ(uiRi(u)) = 1
2
αi,ii|ui|2ℜui + ℜ(ui uiαi,iJ uJ ) + 1
2
ℜ(ui u⊤J αi,JJ uJ ) + ℜ(ui β⊤i u)
≤ K
2
`
1 + ‖(ℜuI )+‖+ ‖uJ‖2
´ `
1 + ‖uI‖2
´
for some finite constant K which does not depend on u. We thus obtain
∂t‖ψI(t, u)‖2 = 2ℜ
“
ψI(t, u)
⊤
RI
“
ψI(t, u), e
B⊤JJ t uJ
””
≤ Kg(t) `1 + ‖ψI(t, u)‖2´
for
g(t) =
“
1 + ‖(ℜψI(t, u))+‖+ ‖eB
⊤
JJ t uJ‖2
”
.
Gronwall’s inequality ([11, (10.5.1.3)]), applied to (1 + ‖ψI(t, u)‖2), yields
‖ψI(t, u)‖2 ≤ ‖uI‖2 +K
`
1 + ‖uI‖2
´ Z t
0
g(s)eK
R t
s
g(ξ) dξ ds. (3.3)
From above, for all initial points u ∈ Cm− × iRn, we know that (ℜψI(t, u))+ = 0 and
therefore t+(u) =∞ by (3.3). Hence the theorem is proved.
Now suppose X is affine with characteristics (2.3) satisfying the admissibility conditions
(3.1). In what follows we show that not only can the functions φ(t, u) and ψ(t, u) be extended
beyond u ∈ iRd, but also the validity of the affine transform formula (2.2) carries over. This
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asserts exponential moments of X(t) in particular and will prove most useful for deriving
pricing formulas in affine factor models.
For any set U ⊂ Rk (k ∈ N), we define the strip
S(U) =
n
z ∈ Ck | ℜz ∈ U
o
in Ck. The proof of the following theorem builds on results that are derived in Sections A
and B below.
Theorem 3.3. Suppose X is affine with admissible parameters as given in (3.1). Let τ > 0.
Then
(i) S(DR(τ )) ⊂ DC(τ )
(ii) DR(τ ) =M(τ ) where
M(τ ) =
n
u ∈ Rd | E
h
eu
⊤Xx(τ)
i
<∞ for all x ∈ Rm+ × Rn
o
.
(iii) DR(τ ) and DR are convex sets.
Moreover, for all 0 ≤ t ≤ T and x ∈ Rm+ × Rn,
(iv) (2.2) holds for all u ∈ S(DR(T − t))
(v) (2.2) holds for all u ∈ Cm− × iRn
(vi) M(t) ⊇M(T ).
Proof. We first claim that, for every u ∈ Cd with t+(u) < ∞, there exists some i ∈ I and
some sequence tn ↑ t+(u) such that
lim
n
(ℜψi(tn, u))+ =∞. (3.4)
Indeed, otherwise we would have supt∈[0,t+(u)) ‖(ℜψI(t, u))+‖ < ∞. But then (3.3) would
imply supt∈[0,t+(u)) ‖ψI(t, u)‖ <∞, which is absurd. Whence (3.4) is proved.
In the following, we write
G(u, t, x) = E
h
eu
⊤Xx(t)
i
, V (t, x) =
n
u ∈ Rd | G(u, t, x) <∞
o
.
Since X is affine, by definition we have R+ × iRd ⊂ DC and (2.2) implies
G(u, t, x) = eφ(t,u)+ψ(t,u)
⊤x (3.5)
for all u ∈ iRd, t ∈ R+ and x ∈ Rm+ × Rn. Moreover, by Lemma B.5 , DR(t) = DC(t) ∩ Rd is
open and star-shaped around 0 in Rd. Hence Lemma A.3 implies that DR(t) ⊂ V (t, x) and
(3.5) holds for all u ∈ DC(t) ∩ S(DR(t)), for all x ∈ Rm+ × Rn and t ∈ [0, τ ].
Now let u ∈ DR(τ ) and v ∈ Rd, and define
θ∗ = inf{θ ∈ R+ | u+ iθv /∈ DC(τ )}.
We claim that θ∗ =∞. Arguing by contradiction, assume that θ∗ <∞. Since DC(τ ) is open,
this implies u+ iθ∗v /∈ DC(τ ), and thus
t+(u+ iθ
∗v) ≤ τ. (3.6)
On the other hand, since DR(τ ) is open, (1 + ǫ)u ∈ DR(τ ) for some ǫ > 0. Hence (3.5) holds
and G(t, (1 + ǫ)u, x) is uniformly bounded in t ∈ [0, τ ], by continuity of φ(t, (1 + ǫ)u) and
ψ(t, (1 + ǫ)u) in t. We infer that the class of random variables {e (u+iθ∗v)⊤X(t) | t ∈ [0, τ ]} is
uniformly integrable, see [34, 13.3]. Since X(t) is continuous in t, we conclude by Lebesgue’s
convergence theorem that G(t, u + iθ∗v, x) is continuous in t ∈ [0, τ ], for all x ∈ Rm+ × Rn.
But for all t < t+(u + iθ
∗v) we have (t, u + iθ∗v) ∈ DC(t) ∩ S(DR(t)), and thus (3.5) holds
for all x ∈ Rm+ × Rn. In view of (3.4), this contradicts (3.6). Whence θ∗ = ∞ and thus
u+ iv ∈ DC(τ ). This proves (i)2.
2For an alternative proof of the above, see remark B.7
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Applying the above arguments to3 E
h
eu
⊤X(T ) | Ft
i
= G(T − t, u,X(t)) with T = t + τ
yields (iv). Part (v) follows, since, by Theorem 3.2, Cm− × iRn ⊂ S(DR(t)) for all t ∈ R+.
As for (ii), we first let u ∈ DR(τ ). From part (iv) it follows that u ∈ M(τ ). Conversely,
let u ∈ M(τ ), and define θ∗ = sup{θ ≥ 0 | θu ∈ DR(τ )}. We have to show that θ∗ > 1.
Assume, by contradiction, that θ∗ ≤ 1. From Lemma B.5 , we know that there exists some
x∗ ∈ Rm+ × Rn such that
lim
θ↑θ∗
φ(τ, θu) + ψ(τ, θu)⊤x∗ =∞. (3.7)
On the other hand, from part (iv) and Jensen’s inequality, we obtain
eφ(τ,θu)+ψ(τ,θu)
⊤x∗ = G(τ, θu, x∗) ≤ G(τ, u, x∗)θ ≤ G(τ, u, x∗) <∞
for all θ < θ∗. But this contradicts (3.7), hence u ∈ DR(τ ), and part (ii) is proved. Since
M(τ ) is convex, this also implies (iii). Finally, part (vi) follows from part (ii) and Lemma 2.3.
Whence the theorem is proved.
Remark 3.4. Glasserman and Kim [16] proved the equality in Theorem 3.3 (ii), and the
validity of the transform formula (2.2) for all u in an open neighborhood of DR(T − t) in Cd,
under the additional assumption that B has strictly negative eigenvalues. That assumption,
however, excludes the simple Heston stochastic volatility model in Section 6 below.
Remark 3.5. In Keller-Ressel [27, Theorem 3.18 and Lemma 3.19] it is shown that
M(τ + ǫ) ⊆ DR(τ )
for all ǫ > 0, for a more general class of affine Markov processes Xx. Obviously, in our
framework, this is implied by parts (ii) and (vi) of Theorem 3.3.
Remark 3.6. The convexity property of the maximal domain stated in Theorem 3.3 (iii)
represents a non-trivial result for ordinary differential equations. Only in the mid 1990s have
corresponding convexity results been derived in the analysis literature, see Lakshmikantham
et al. [28].
4 Discounting and Pricing in Affine Models
We let X be affine on the canonical state space Rm+ ×Rn with admissible parameters a, αi, b, βi
as given in (3.1). Since we are interested in pricing, and to avoid a change of measure, we
interpret P = Q as risk-neutral measure in what follows.
A short rate model of the form
r(t) = c+ γ⊤X(t), (4.1)
for some constant parameters c ∈ R and γ ∈ Rd, is called an affine short rate model. Special
cases, for dimension d = 1, are the Vasicˇek and Cox–Ingersoll–Ross short rate models. We
recall that an affine term structure model always induces an affine short rate model.
Now consider a T -claim with payoff f(X(T )). Here f : Rm+×Rn → R denotes a measurable
payoff function, such that f(X(T )) meets the required integrability conditions
E
h
e−
R T
0 r(s) ds |f(X(T ))|
i
<∞.
Its arbitrage price at time t ≤ T is then given by
π(t) = E
h
e−
RT
t
r(s) ds f(X(T )) | Ft
i
. (4.2)
A particular example is the T -bond with f ≡ 1. Our aim is to derive an analytic, or at least
numerically tractable, pricing formula for (4.2). To this end we shall make use of a change
of numeraire technique to price, e.g., Bond options and caplets. Denote the risk free bank
account by B(t) := e
R t
0 r(s)ds. For fixed T > 0 it is easily observed that
1
P (0, T )B(T )
> 0 and E
»
1
P (0, T )B(T )
–
= 1,
3Here we use the Markov property of X, see [25, Theorem 5.4.20].
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hence we may introduce an equivalent probability measure QT ∼ Q on FT by its Radon-
Nikodym derivative
dQT
dQ
=
1
P (0, T )B(T )
.
QT is called the T -forward measure. Note that for t ≤ T ,
dQT
dQ
˛˛˛˛
Ft
= E[
»
1
P (0, T )B(T )
˛˛˛˛
Ft
–
=
P (t, T )
P (0, T )B(t)
. (4.3)
As a first step towards establishing useful pricing formulas, we derive a formula for the
Ft-conditional characteristic function of X(T ) under QT , which up to normalization with
E
h
e−
RT
t
r(s) ds | Ft
i
equals,
E
h
e−
R
T
t r(s) ds eu
⊤X(T ) | Ft
i
, u ∈ iRd (4.4)
(use equation (4.3).
Note that the following integrability condition (i) is satisfied in particular if r is uniformly
bounded from below, that is, if γ ∈ Rm+ × {0}.
Theorem 4.1. Let τ > 0. The following statements are equivalent:
(i) E
h
e−
R τ
0 r(s) ds
i
<∞ for all x ∈ Rm+ × Rn.
(ii) There exists a unique solution (Φ(·, u),Ψ(·, u)) : [0, τ ]→ C× Cd of
∂tΦ(t, u) =
1
2
ΨJ (t, u)
⊤aJJ ΨJ(t, u) + b
⊤Ψ(t, u)− c,
Φ(0, u) = 0,
∂tΨi(t, u) =
1
2
Ψ(t, u)⊤αiΨ(t, u) + β
⊤
i Ψ(t, u)− γi, i ∈ I,
∂tψJ (t, u) = B⊤JJΨJ(t, u)− γJ ,
Ψ(0, u) = u
(4.5)
for u = 0.
In either case, there exists an open convex neighborhood U of 0 in Rd such that the system
of Riccati equations 4.5 admits a unique solution (Φ(·, u),Ψ(·, u)) : [0, τ ] → C × Cd for all
u ∈ S(U), and (4.4) allows the following affine representation
E
h
e−
RT
t r(s) ds eu
⊤X(T ) | Ft
i
= eΦ(T−t,u)+Ψ(T−t,u)
⊤X(t) (4.6)
for all u ∈ S(U), t ≤ T ≤ t+ τ and x ∈ Rm+ × Rn.
Proof. We first enlarge the state space and consider the real-valued process
Y (t) = y +
Z t
0
“
c+ γ⊤X(s)
”
ds, y ∈ R.
A moment’s reflection reveals that X ′ =
„
X
Y
«
is an Rm+ × Rn+1-valued diffusion process
with diffusion matrix a′ +
P
i∈I xiα
′
i and drift b
′ + B′x′ where
a′ =
„
a 0
0 0
«
, α′i =
„
αi 0
0 0
«
, b′ =
„
b
c
«
, B′ =
„ B 0
γT 0
«
form admissible parameters. We claim that X ′ is an affine process.
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Indeed, the candidate system of Riccati equations reads
∂tφ
′(t, u, v) =
1
2
ψ′J (t, u, v)
⊤aJJ ψ
′
J(t, u, v) + b
⊤ψ′{1,...,d}(t, u, v) + cv ,
φ′(0, u, v) = 0,
∂tψ
′
i(t, u, v) =
1
2
ψ′(t, u, v)⊤αi ψ
′(t, u, v) + β⊤i ψ
′(t, u, v) + γiv , i ∈ I,
∂tψ
′
J (t, u, v) = B⊤JJψ′J (t, u, v) + γJv ,
∂tψ
′
d+1(t, u, v) = 0,
ψ′(0, u, v) =
„
u
v
«
.
(4.7)
Here we replaced the constant solution ψ′d+1(·, u, v) ≡ v by v in the boxes. Theorem 3.2 carries
over and asserts a unique global C− × Cm− × iRn+1-valued solution (φ′(·, u, v), ψ′(·, u, v)) of
(4.5) for all (u, v) ∈ Cm− × iRn × iR. The second part of Theorem 2.2 thus asserts that X ′ is
affine with conditional characteristic function
E
h
eu
⊤X(T )+vY (T ) | Ft
i
= eφ
′(T−t,u,v)+ψ′(T−t,u,v)⊤X(t)+vY (t)
for all (u, v) ∈ Cm− × iRn × iR and t ≤ T .
The theorem now follows from Theorem 3.3 once we set Φ(t, u) = φ′(t, u,−1) and Ψ(t, u) =
ψ′{1,...,d}(t, u,−1).
Suppose, for the rest of this section, that either condition (i) or (ii) of Theorem 4.1 is met.
As immediate consequence of Theorem 4.1, we obtain the following explicit price formulas for
T -bonds in terms of Φ and Ψ.
Corollary 4.2. For any maturity T ≤ τ , the T -bond price at t ≤ T is given as
P (t, T ) = e−A(T−t)−B(T−t)
⊤X(t)
where we denote
A(t) = −Φ(t, 0), B(t) = −Ψ(t, 0).
Moreover, for t ≤ T ≤ S ≤ τ , the Ft-conditional characteristic function of X(T ) under
the S-forward measure QS is given by
EQS
h
eu
⊤X(T ) | Ft
i
=
e−A(S−T )+Φ(T−t,u−B(S−T ))+Ψ(T−t,u−B(S−T ))
⊤X(t)
P (t, S)
(4.8)
for all u ∈ S(U +B(S − T )), where U is the neighborhood of 0 in Rd from Theorem 4.1.
Proof. The bond price formula follows from (4.6) with u = 0.
Now let t ≤ T ≤ S ≤ τ and u ∈ S(U + B(S − T )). We obtain from (4.6) by nested
conditional expectation
E
h
e−
RS
t
r(s) dseu
⊤X(T ) | Ft
i
= E
h
e−
RT
t
r(s) ds
E
h
e−
RS
T
r(s) ds | FT
i
eu
⊤X(T ) | Ft
i
=
E
h
e−
RT
t
r(s) dse (u−B(S−T ))
⊤X(T ) | Ft
i
eA(S−T )
=
eΦ(T−t,u−B(S−T ))+Ψ(T−t,u−B(S−T ))
⊤X(t)
eA(S−T )
.
Normalizing by P (t, S) yields (4.8).
For more general payoff functions f , we can proceed as follows.
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• Either we recognize the Ft-conditional distribution, say q(t, T, dx), of X(T ) under the
T -forward measure from its characteristic function (4.8). Or we derive q(t, T, dx) via
numerical inversion of the characteristic function (4.8), using e.g. fast Fourier transform
(FFT). Then compute the price (4.2) by integration of f
π(t) = P (t, T )
Z
Rm+×R
n
f(x) q(t, T, dx). (4.9)
Examples are given in Section 5 below.
• Or suppose f can be expressed by
f(x) =
Z
Rd
e (u+iy)
⊤x ef(y) dy (4.10)
for some integrable function ef : Rd → C and some constant u ∈ U . Then we may apply
Fubini’s theorem to change the order of integration, which gives
π(t) = E
»
e−
R T
t r(s) ds
Z
Rd
e (u+iy)
⊤X(T ) ef(y) dy | Ft–
=
Z
Rd
E
h
e−
R
T
t r(s) ds e (u+iy)
⊤X(T ) | Ft
i ef(y) dy
=
Z
Rd
eΦ(T−t,u+iy)+Ψ(T−t,u+iy)
⊤X(t) ef(y) dy.
(4.11)
This integral can be numerically computed. An example is given in Section 6 below.
The function ef in (4.10) can be found by Fourier transformation, as the following classical
result indicates.
Lemma 4.3. Let f : Rd → C be a measurable function and u ∈ Rd be such that the function
h(x) = e−u
⊤x f(x) and its Fourier transform
hˆ(y) =
Z
Rd
h(x) e−iy
⊤x dx
are integrable on Rd. Then (4.10) holds for almost all x ∈ Rd for
ef = 1
(2π)d
hˆ.
Moreover, the right hand side of (4.10) is continuous in x. Hence, if f is continuous then
(4.10) holds for all x ∈ Rd.
Proof. From Fourier analysis, see [33, Chapter I, Corollary 1.21], we know that
h(x) =
1
(2π)d
Z
Rd
e iy
⊤x hˆ(y) dy
for almost all x ∈ Rd. Multiplying both sides with eu⊤x yields the first claim.
From the Riemann–Lebesgue Theorem ([33, Chapter I, Theorem 1.2]) we know that the
right hand side of (4.10) is continuous in x.
An example is the continuous payoff function
f(x) = (ex −K)+
of a European call option with strike price K on the underlying stock price eL, where L may
be any affine function of X. Fix a real constant p > 1. Then h(x) = e−pxf(x) is integrable
on R. An easy calculation shows that its Fourier transform
hˆ(y) =
Z
R
e−pxf(x) e−iyx dx =
K1−p−iy
(p+ iy)(p+ iy − 1)
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is also integrable on R. In view of Lemma 4.3, we thus conclude that, for p > 1,
(ex −K)+ = 1
2π
Z
R
e (p+iy)x
K1−p−iy
(p+ iy)(p+ iy − 1) dy, (4.12)
which is of the desired form (4.10). We will apply this for the Heston stochastic volatility
model in Section 6 below.
A related example is the following
(ex −K)+ − ex = 1
2π
Z
R
e (p+iy)x
K1−p−iy
(p+ iy)(p+ iy − 1) dy, (4.13)
which holds for all 0 < p < 1.
More examples of payoff functions with integral representation, including the above, can
be found in [21].
5 Bond Option Pricing in Affine Models
We can further simplify formula (4.9) for a European call option on a S-bond with expiry
date T < S and strike price K. The payoff function is
f(x) =
“
e−A(S−T )−B(S−T )
⊤x −K
”+
.
We can decompose (4.2),
πC(t;T, S) = P (t, S)QS[E | Ft]−KP (t, T )QT [E | Ft] (5.1)
for the event E = {B(S − T )⊤X(T ) ≤ −A(S − T )− logK}. The pricing of this bond option
boils down to the computation of the probability of the event E under the S- and T -forward
measures.
Similarly, the value of a put equals
πP (t;T, S) = KP (t, T )QT [Ec | Ft]− P (t, S)QS [Ec | Ft] (5.2)
for the event Ec = Ω \E = {B(S − T )⊤X(T ) > −A(S − T )− logK}.
In the following two subsections, we illustrate this approach for the Vasicˇek and Cox–
Ingersoll–Ross short rate models.
5.1 Example: Vasicˇek Short Rate Model
The state space is R, and we set r = X for the Vasicˇek short rate model
dr = (b+ βr) dt+ σ dW.
The system (4.5) reads
Φ(t, u) =
1
2
σ2
Z t
0
Ψ2(s, u) ds+ b
Z t
0
Ψ(s, u) ds
∂tΨ(t, u) = βΨ(t, u)− 1,
Ψ(0, u) = u
which admits a unique global solution with
Ψ(t, u) = eβtu− e
βt − 1
β
Φ(t, u) =
1
2
σ2
„
u2
2β
(e2βt − 1) + 1
2β3
(e2βt − 4eβt + 2βt+ 3)
− u
β2
(e2βt − 2eβt + 2β)
«
+ b
„
eβt − 1
β
u+
eβt − 1− βt
β2
«
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for all u ∈ C. Hence (4.6) holds for all u ∈ C and t ≤ T . In particular, by Corollary 4.2, the
bond prices P (t, T ) can be determined by A and B,
B(t) = −Ψ(t, 0) = e
βt − 1
β
,
A(t) = −Φ(t, 0) = − σ
2
4β3
(e2βt − 4eβt + 2βt+ 3) + be
βt − 1− βt
β2
.
Hence, under the S-forward measure, r(T ) is Ft-conditionally Gaussian distributed with
(cf. [3], chapter 3.2.1)
EQS [r(T ) | Ft] = r(t)e−β(T−s) +MS(t, T ),
VarQS(r(T ) | Ft) = σ2
e2β(T−t) − 1
2β
,
where MS is defined by
MS(t, T ) = (
b
β
− σ
2
2β2
)(1− e−β(T−t)) + σ
2
2β2
h
e−β(S−T ) − e−β(S+T−2t)
i
.
The bond option price formula for the Vasicˇek short rate model can now be derived via (5.1)
and (5.2).
5.2 Example: Cox–Ingersoll–Ross Short Rate Model
The state space is R+, and we set r = X for the Cox–Ingersoll–Ross short rate model
dr = (b+ βr) dt+ σ
√
r dW.
The system (4.5) reads
Φ(t, u) = b
Z t
0
Ψ(s, u) ds,
∂tΨ(t, u) =
1
2
σ2Ψ2(t, u) + βΨ(t, u)− 1,
Ψ(0, u) = u.
(5.3)
By Lemma 5.2 below, there exists a unique solution (Φ(·, u),Ψ(·, u)) : R+ → C− × C−, and
thus (4.6) holds, for all u ∈ C− and t ≤ T . The solution is given explicitly as
Φ(t, u) =
2b
σ2
log
„
L5(t)
L3(t)− L4(t)u
«
Ψ(t, u) = −L1(t)− L2(t)u
L3(t)− L4(t)u
where λ =
p
β2 + 2σ2 and
L1(t) = 2
“
eλt − 1
”
L2(t) = λ
“
eλt + 1
”
+ β
“
eλt − 1
”
L3(t) = λ
“
eλt + 1
”
− β
“
eλt − 1
”
L4(t) = σ
2
“
eλt − 1
”
L5(t) = 2λe
(λ−β)t
2 .
Some tedious but elementary algebraic manipulations show that the Ft-conditional char-
acteristic function of r(T ) under the S-forward measure QS is given by
EQS
h
eur(T ) | Ft
i
=
e
−C2(t,T,S)r(t)+
C2(t,T,S)r(t)
1−C1(t,T,S)u
(1− C1(t, T, S)u)
2b
σ2
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where
C1(t, T, S) =
L3(S − T )L4(T − t)
2λL3(S − t) , C2(t, T, S) =
L2(T − t)
L4(T − t) −
L1(S − t)
L3(S − t)
Comparing this with Lemma 5.1 below, we conclude that the Ft-conditional distribution
of the random variable 2r(T )/C1(t, T, S) under the S-forward measure Q
S is noncentral χ2
with 4b
σ2
degrees of freedom and parameter of noncentrality 2C2(t, T, S)r(t). Combining this
with (5.1)–(5.2), we obtain explicit European bond option price formulas.
As an application, we now compute cap prices. Let us consider a cap with strike rate κ
and tenor structure 1/4 = T0 < T1 < · · · < Tn, with Ti − Ti−1 = 1/4. Here, as usual, Ti
denote the settlement dates and Ti−1 the reset dates for the ith caplet, i = 1, . . . , n and Tn is
the maturity of the cap. It is well known that the cash flow of a ith caplet at time Ti equals
the (1 + κ/4) multiple of the cash-flow at Ti−1 of a put option on the Ti-bond with strike
price 1/(1 + κ/4). Hence the cap price equals
Cp =
nX
i=1
Cpl(i) = (1 + κ/4)
nX
i=1
P (0, Ti−1)EQTi−1
"„
1
1 + κ/4
− P (Ti−1, Ti)
«+#
.
In practice, cap prices are often quoted in Black implied volatilities. By definition, the
implied volatility σB > 0 is the number, which, plugged into Black’s formula, yields the cap
value Cp =
Pn
i=1 Cpl(i), where the ith caplet price is given as
Cpl(i) =
1
4
P (0, Ti)(F (Ti−1, Ti)Φ(d1(i))− κΦ(d2(i)))
with
d1,2(i) =
log
“
F (Ti−1,Ti)
κ
”
± σ2B
2
(Ti−1 − t)
σB
√
Ti−1 − t .
where F (Ti−1, Ti) = 4
“
P (0,Ti−1)
P (0,Ti)
− 1
”
denotes the corresponding simple forward rate.
As parameters for the CIR model we assume
σ2 = 0.033, b = 0.08, β = −0.9, r0 = 0.08.
In Table 1 we summarize the ATM4 cap prices and implied volatilities for various maturities.
Table 1: ATM cap prices for the CIR model
Maturity Years strike rate cap price implied volatility
1 0.0843 0.0073 0.4506
2 0.0855 0.0190 0.3720
3 0.0862 0.0302 0.3226
4 0.0866 0.0406 0.2890
5 0.0868 0.0501 0.2647
6 0.0870 0.0588 0.2462
7 0.0871 0.0668 0.2316
8 0.0872 0.0742 0.2198
9 0.0873 0.0809 0.2100
10 0.0873 0.0871 0.2017
15 0.0875 0.1110 0.1744
20 0.0876 0.1265 0.1594
25 0.0876 0.1365 0.1502
30 0.0876 0.1430 0.1442
4The cap with maturity Tn is at-the-money (ATM) if its strike rate κ equals the prevailing forward swap rate
4(P (0, T0)− P (0, Tn))/
Pn
i=1 P (0, Ti).
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Lemma 5.1 (Noncentral χ2-Distribution). The noncentral χ2-distribution with δ > 0 degrees
of freedom and noncentrality parameter ζ > 0 has density function
fχ2(δ,ζ)(x) =
1
2
e−
x+ζ
2
„
x
ζ
« δ
4
− 1
2
I δ
2
−1(
p
ζx), x ≥ 0
and characteristic functionZ
R+
eux fχ2(δ,ζ)(x) dx =
e
ζu
1−2u
(1− 2u) δ2
, u ∈ C−.
Here Iν(x) =
P
j≥0
1
j!Γ(j+ν+1)
`
x
2
´2j+ν
denotes the modified Bessel function of the first kind
of order ν > −1.
Proof. See e.g. [23].
Lemma 5.2. Consider the Riccati differential equation
∂tG = AG
2 +BG− C, G(0, u) = u, (5.4)
where A,B,C ∈ C and u ∈ C, with A 6= 0 and B2+4AC ∈ C\R−. Let √· denote the analytic
extension of the real square root to C \ R−, and define λ =
√
B2 + 4AC.
(i) The function
G(t, u) = −2C
`
eλt − 1´− `λ `eλt + 1´+B `eλt − 1´´u
λ (eλt + 1) −B (eλt − 1)− 2A (eλt − 1)u (5.5)
is the unique solution of equation (5.4) on its maximal interval of existence [0, t+(u)).
Moreover, Z t
0
G(s, u)ds =
1
A
log
 
2λe
λ−B
2
t
λ(eλt + 1)−B(eλt − 1)− 2A(eλt − 1)u
!
. (5.6)
(ii) If, moreover, A > 0, B ∈ R, ℜ(C) ≥ 0 and u ∈ C− then t+(u) = ∞ and G(t, u) is
C−-valued.
Proof. (i): Recall that the square root
√
z := e1/2 log(z) is the well defined analytic extension
of the real square root to C \ R−, through the main branch of the logarithm which can be
written in the form log(z) =
R
[0,z]
dz
z
. Hence we may write (5.4) as
G˙ = A(G− λ+)(G− λ−), G(0, u) = u,
where λ± =
−B±
√
B2+4AC
2A
, and it follows that
G(t, u) =
λ+(u− λ−)− λ−(u− λ+)eλt
(u− λ−)− (u− λ+)eλt ,
which can be seen to be equivalent to (5.5). As λ+ 6= λ−, numerator and denominator cannot
vanish at the same time t, and certainly not for t near zero. Hence, by the maximality of
t+(u), (5.5) is the solution of (5.4) for t ∈ [0, t+(u)). Finally, the integral (5.6) is checked by
differentiation.
(ii): We show along the lines of the proof of Theorem 3.2, that for this choice of coefficients
global solutions exist for initial data u ∈ C− and stay in C−. To this end, write R(G) =
AG2 +BG− C, then
ℜ(R(G)) = A(ℜ(G))2 − A(ℑ(G))2 +Bℜ(G)−ℜ(C) ≤ A(ℜ(G))2 +Bℜ(G)
and since A,B ∈ R we have that ℜ(G(t, u)) ≤ 0 for all times t ∈ [0, t+(u)), see Corollary B.2
below. Furthermore, we see that ℜ(GR(G)) ≤ (1 + |G|2)(|B| + |C|), hence ∂t|G(t, u)|2 ≤
2(1 + |G(t, u)|2)(|B| + |C|). This implies, by Gronwall’s inequality ([11, (10.5.1.3)]), that
t+(u) =∞. Hence the lemma is proved.
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6 Heston Stochastic Volatility Model
This affine model, proposed by Heston [20], generalizes the Black–Scholes model by assuming
a stochastic volatility.
Interest rates are assumed to be constant r(t) ≡ r ≥ 0, and there is one risky asset (stock)
S = eX2 , where X = (X1,X2) is the affine process with state space R+ × R and dynamics
dX1 = (k + κX1) dt+ σ
√
2X1 dW1
dX2 = (r −X1) dt+
√
2X1
“
ρ dW1 +
p
1− ρ2dW2
”
for some constant parameters k, σ ≥ 0, κ ∈ R, and some ρ ∈ [−1, 1]. In view of Remark 3.4,
we note that here
B =
„
κ 0
−1 0
«
is singular, and hence cannot have strictly negative eigenvalues.
The implied risk-neutral stock dynamics read
dS = Sr dt+ S
√
2X1 dW
for the Brownian motion W = ρW1 +
p
1− ρ2W2. We see that
√
2X1 is the stochastic
volatility of the price process S. They have possibly non-zero covariation
d〈S,X1〉 = 2ρσSX1 dt.
The corresponding system of Riccati equations (3.2) is equivalent to
φ(t, u) = k
Z t
0
ψ1(s, u) ds+ ru2t
∂tψ1(t, u) = σ
2ψ21(t, u) + (2ρσu2 + κ)ψ1(t, u) + u
2
2 − u2
ψ1(0, u) = u1
ψ2(t, u) = u2,
(6.1)
which, in view of Lemma 5.2 (ii) admits an explicit global solution if u1 ∈ C− and 0 ≤ ℜu2 ≤ 1.
In particular, for u1 = 0 and by setting λ =
p
(2ρσu2 + κ)2 + 4σ2(u2 − u22), the solution can
be given explicitly as
φ(t, u) =
k
σ2
log
 
2λe
λ−(2ρσu2+κ)
2
t
λ(eλt + 1) − (2ρσu2 + κ)(eλt − 1)
!
+ ru2t
ψ1(t, u) = − 2(u2 − u
2
2)(e
λt − 1)
λ(eλt + 1) − (2ρσu2 + κ)(eλt − 1)
ψ2(t, u) = u2.
(6.2)
Furthermore, for u = (0, 1), we obtain
φ(t, 0, 1) = rt, ψ(t, 0, 1) = (0, 1)⊤.
Theorem 3.3 thus implies that S(T ) has finite first moment, for any T ∈ R+, and
E[e−rTS(T ) | Ft] = e−rTE[eX2(T ) | Ft] = e−rT e r(T−t)+X2(t) = e−rtS(t),
for t ≤ T , which is just the martingale property of S.
We now want to compute the price
π(t) = e−r(T−t)E
ˆ
(S(T )−K)+ | Ft
˜
of a European call option on S(T ) with maturity T and strike price K. Fix some p > 1 small
enough with (0, p) ∈ DR(T ). Formula (4.12) combined with (4.11) then yields
π(t) =
1
2π
e−r(T−t)
×
Z
R
eφ(T−t,0,p+iy)+ψ1(T−t,0,p+iy)X1(t)+(p+iy)X2(t)
K1−p−iy
(p+ iy)(p+ iy − 1) dy. (6.3)
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Alternatively, we may fix any 0 < p < 1 and then, combining (4.13) with (4.11),
π(t) = S(t) +
1
2π
e−r(T−t)
×
Z
R
eφ(T−t,0,p+iy)+ψ1(T−t,0,p+iy)X1(t)+(p+iy)X2(t)
K1−p−iy
(p+ iy)(p+ iy − 1) dy. (6.4)
Since we have explicit expressions (6.2) for φ(T − t, 0, p+ iy) and ψ1(T − t, 0, p+ iy), we
only need to compute the integral with respect to y in (6.3) or (6.4) numerically. We have
carried out numeric experiments for European option prices using MATLAB. Fastest results
were achieved for values p ≈ 0.5 by using (6.4) whereas keeping a constant error level the
runtime explodes at p → 0, 1, which is due to the singularities of the integrand. Also, an
evaluation of residua
π(t = 0, p = 1/2) − π(t = 0, p = 1/2 + ε)
π(t = 0, p = 1/2)
for ǫ ∈ [0, 1/2) ∪ (1/2, 1] suggests that (6.4) is numerically more stable than (6.3).
Next, we present implied volatilities obtained by (6.4) setting p = 1/2. As initial data for
X and model parameters, we chose
X1(0) = 0.02, X2(0) = 0.00, σ = 0.1, κ = −2.0, k = 0.02, r = 0.01, ρ = 0.5.
Table 2 shows implied volatilities from call option prices at t = 0 for various strikes K and
maturities T , computed with (6.4) for p = 0.5. These values are in well accordance with MC
simulations (mesh size T/500, number of sample paths = 10000). The corresponding implied
volatility surface is shown in Figure 1.
Table 2: Implied volatilities for the Heston model
T-K 0.8000 0.9000 1.0000 1.1000 1.2000
0.5000 0.1611 0.1682 0.1785 0.1892 0.1992
1.0000 0.1513 0.1579 0.1664 0.1751 0.1835
1.5000 0.1464 0.1524 0.1594 0.1665 0.1734
2.0000 0.1438 0.1492 0.1551 0.1611 0.1668
2.5000 0.1424 0.1473 0.1524 0.1574 0.1623
3.0000 0.1417 0.1460 0.1505 0.1549 0.1591
Figure 1: Implied volatility surface for the Heston model
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Remark 6.1. We note that the Heston model is often written in the equivalent form
dv = κ¯(η − v)dt+ σ√v dW1
dS = rSdt+ S
√
v dW
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To see the relation of the parameters of this form and the one used in this section, we simply
set v = 2X1, and then get
dX1 = (κ¯η − κ¯v)dt+ σ
√
2X1 dW1 X1(0) = X10
dS
S
= rdt+
√
2X1 dW, S(0) = eX2(0)
from which we read off
k = κ¯η, κ = −κ¯, X10 = v0/2
and all other parameters coincide.
7 Affine Transformations and Canonical Represen-
tation
As above, we let X be affine on the canonical state space Rm+ ×Rn with admissible parameters
a,αi, b, βi. Hence, in view of (2.1), for any x ∈ Rm+ × Rn the process X = Xx satisfies
dX = (b+ BX) dt+ ρ(X) dW
X(0) = x,
(7.1)
and ρ(x)ρ(x)⊤ = a+
P
i∈I xiαi.
It can easily be checked that for every invertible d× d-matrix Λ, the linear transform
Y = ΛX
satisfies
dY =
`
Λb+ ΛBΛ−1Y ´ dt+ Λρ `Λ−1Y ´ dW, Y (0) = Λx. (7.2)
Hence, Y has again an affine drift and diffusion matrix
Λb+ ΛBΛ−1y and Λα(Λ−1y)Λ⊤, (7.3)
respectively.
On the other hand, the affine short rate model (4.1) can be expressed in terms of Y (t) as
r(t) = c+ γ⊤Λ−1Y (t) . (7.4)
This shows that Y and (7.4) specify an affine short rate model producing the same short
rates, and thus bond prices, as X and (4.1). That is, an invertible linear transformation of
the state process changes the particular form of the stochastic differential equation (7.1). But
it leaves observable quantities, such as short rates and bond prices invariant.
This motivates the question whether there exists a classification method ensuring that
affine short rate models with the same observable implications have a unique canonical rep-
resentation. This topic has been addressed in [10, 9, 24, 8]. We now elaborate on this issue
and show that the diffusion matrix α(x) can always be brought into block-diagonal form by
a regular linear transform Λ with Λ(Rm+ × Rn) = Rm+ × Rn.
We denote by
diag(z1, . . . , zm)
the diagonal matrix with diagonal elements z1, . . . , zm, and we write Im for them×m-identity
matrix.
Lemma 7.1. There exists some invertible d× d-matrix Λ with Λ(Rm+ ×Rn) = Rm+ ×Rn such
that Λα(Λ−1y)Λ⊤ is block-diagonal of the form
Λα(Λ−1y)Λ⊤ =
„
diag(y1, . . . , yq, 0, . . . , 0) 0
0 p+
P
i∈I yiπi
«
for some integer 0 ≤ q ≤ m and symmetric positive semi-definite n×n matrices p, π1, . . . , πm.
Moreover, Λb and ΛBΛ−1 meet the respective admissibility conditions (3.1) in lieu of b and
B.
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Proof. From (2.3) we know that Λα(x)Λ⊤ is block-diagonal for all x = Λ−1y if and only if
ΛaΛ⊤ and ΛαiΛ
⊤ are block-diagonal for all i ∈ I . By permutation and scaling of the first
m coordinate axes (this is a linear bijection from Rm+ × Rn onto itself, which preserves the
admissibility of the transformed b and B), we may assume that there exists some integer
0 ≤ q ≤ m such that α1,11 = · · · = αq,qq = 1 and αi,ii = 0 for q < i ≤ m. Hence a and αi for
q < i ≤ m are already block-diagonal of the special form
a =
„
0 0
0 aJJ
«
, αi =
„
0 0
0 αi,JJ
«
.
For 1 ≤ i ≤ q, we may have non-zero off-diagonal elements in the i-th row αi,iJ . We thus
define the n×m-matrix D = (δ1, . . . , δm) with i-th column δi = −αi,iJ and set
Λ =
„
Im 0
D In
«
.
One checks by inspection that D is invertible and maps Rm+ × Rn onto Rm+ × Rn. Moreover,
Dαi,II = −αi,JI , i ∈ I.
From here we easily verify that
Λαi =
„
αi,II αi,IJ
0 Dαi,IJ + αi,JJ
«
,
and thus
ΛαiΛ
⊤ =
„
αi,II 0
0 Dαi,IJ + αi,JJ
«
.
Since ΛaΛ⊤ = a, the first assertion is proved.
The admissibility conditions for Λb and ΛBΛ−1 can easily be checked as well.
In view of (7.3), (7.4) and Lemma 7.1 we thus obtain the following result.
Theorem 7.2 (Canonical Representation). Any affine short rate model (4.1), after some
modification of γ if necessary, admits an Rm+ × Rn-valued affine state process X with block-
diagonal diffusion matrix of the form
α(x) =
„
diag(x1, . . . , xq, 0, . . . , 0) 0
0 a+
P
i∈I xiαi,JJ
«
(7.5)
for some integer 0 ≤ q ≤ m.
8 Existence and Uniqueness of Affine Processes
All we said about the affine process X so far was under the premise that there exists a unique
solution X = Xx of the stochastic differential equation (2.1) on some appropriate state space
X ⊂ Rd. However, if the diffusion matrix ρ(x)ρ(x)⊤ is affine then ρ(x) cannot be Lipschitz
continuous in x in general. This raises the question whether (2.1) admits a solution at all.
In this section, we show how X can always be realized as unique solution of the stochastic
differential equation (2.1), which is (7.1), in the canonical affine framework X = Rm+ ×Rn and
for particular choices of ρ(x).
We recall from Theorem 2.2 that the affine property of X imposes explicit conditions on
ρ(x)ρ(x)⊤, but not on ρ(x) as such. Indeed, for any orthogonal d× d-matrix D, the function
ρ(x)D yields the same diffusion matrix, ρ(x)DD⊤ρ(x)⊤ = ρ(x)ρ(x)⊤, as ρ(x).
On the other hand, from Theorem 3.2 we know that any admissible parameters a, αi, b, βi
in (2.3) uniquely determine the functions (φ(·, u), ψ(·, u)) : R+ → C− × Cm− × iRn as solution
of the Riccati equations (3.2), for all u ∈ Cm− × iRn. These in turn uniquely determine the law
of the process X. Indeed, for any 0 ≤ t1 < t2 and u1, u2 ∈ Cm− × iRn, we infer by iteration of
(2.2)
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Eh
eu
⊤
1 X(t1)+u
⊤
2 X(t2)
i
= E
h
eu
⊤
1 X(t1)E
h
eu
⊤
2 X(t2) | Ft1
ii
= E
h
eu
⊤
1 X(t1)eφ(t2−t1,u2)+ψ(t2−t1,u2)
⊤X(t1)
i
= eφ(t2−t1,u2)+φ(t1,u1+ψ(t2−t1,u2))+ψ(t1,u1+ψ(t2−t1,u2))
⊤x.
Hence the joint distribution of (X(t1),X(t2)) is uniquely determined by the functions φ and ψ.
By further iteration of this argument, we conclude that every finite dimensional distribution,
and thus the law, of X is uniquely determined by the parameters a, αi, b, βi.
We conclude that the law of an affine process X, while uniquely determined by its charac-
teristics (2.3), can be realized by infinitely many variants of the stochastic differential equa-
tion (7.1) by replacing ρ(x) by ρ(x)D, for any orthogonal d × d-matrix D. We now propose
a canonical choice of ρ(x) as follows:
• In view of (7.2) and Lemma 7.1, every affine process X on Rm+ × Rn can be written as
X = Λ−1Y for some invertible d × d-matrix Λ and some affine process Y on Rm+ × Rn
with block-diagonal diffusion matrix. It is thus enough to consider such ρ(x) where
ρ(x)ρ(x)⊤ is of the form (7.5). Obviously, ρ(x) ≡ ρ(xI) is a function of xI only.
• Set ρIJ (x) ≡ 0, ρJI(x) ≡ 0, and
ρII(xI) = diag(
√
x1, . . . ,
√
xq, 0, . . . , 0).
Chose for ρJJ(xI) any measurable n× n-matrix-valued function satisfying
ρJJ(xI)ρJJ(xI)
⊤ = a+
X
i∈I
xiαi,JJ . (8.1)
In practice, one would determine ρJJ(xI) via Cholesky factorization, see e.g. [31, The-
orem 2.2.5]. If a +
P
i∈I xiαi,JJ is strictly positive definite, then ρJJ(xI) turns out
to be the unique lower triangular matrix with strictly positive diagonal elements and
satisfying (8.1). If a+
P
i∈I xiαi,JJ is merely positive semi-definite, then the algorithm
becomes more involved. In any case, ρJJ(xI) will depend measurably on xI .
• The stochastic differential equation (7.1) now reads
dXI = (bI + BIIXI) dt+ ρII(XI) dWI
dXJ = (bJ + BJIXI + BJJXJ ) dt+ ρJJ(XI) dWJ
X(0) = x
(8.2)
Lemma 8.2 below asserts the existence and uniqueness of an Rm+ × Rn-valued solution
X = Xx, for any x ∈ Rm+ × Rn.
We thus have shown:
Theorem 8.1. Let a, αi, b, βi be admissible parameters. Then there exists a measurable func-
tion ρ : Rm+×Rn → Rd×d with ρ(x)ρ(x)⊤ = a+
P
i∈I xiαi, and such that, for any x ∈ Rm+×Rn,
there exists a unique Rm+ × Rn-valued solution X = Xx of (7.1).
Moreover, the law of X is uniquely determined by a, αi, b, βi, and does not depend on the
particular choice of ρ.
The proof of the following lemma uses the concept of a weak solution. The interested
reader will find detailed background in e.g. [25, Section 5.3].
Lemma 8.2. For any x ∈ Rm+ × Rn, there exists a unique Rm+ × Rn-valued solution X = Xx
of (8.2).
Proof. First, we extend ρ continuously to Rd by setting ρ(x) = ρ(x+1 , . . . , x
+
m), where we
denote x+i = max(0, xi).
Now observe that XI solves the autonomous equation
dXI = (bI + BIIXI) dt+ ρII(XI) dWI , XI(0) = xI . (8.3)
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Obviously, there exists a finite constant K such that the linear growth condition
‖bI + BIIxI‖2 + ‖ρ(xI)‖2 ≤ K(1 + ‖xI‖2)
is satisfied for all x ∈ Rm. By [22, Theorems 2.3 and 2.4] there exists a weak solution5
of (8.3). On the other hand, (8.3) is exactly of the form as assumed in [35, Theorem 1],
which implies that pathwise uniqueness6 holds for (8.3). The Yamada–Watanabe Theorem,
see [35, Corollary 3] or [25, Corollary 5.3.23], thus implies that there exists a unique solution
XI = X
xI
I of (8.3), for all xI ∈ Rm.
Given XxII , it is then easily seen that
XJ (t) = e
BJJt
„
xJ +
Z t
0
e−BJJs(bJ + BJIXI(s)) ds
+
Z t
0
e−BJJsρJJ(XI(s)) dWJ(s)
«
is the unique solution to the second equation in (8.2).
Admissibility of the parameters b and βi and the stochastic invariance Lemma B.1 even-
tually imply that XI = X
xI
I is R
m
+ -valued for all xI ∈ Rm+ . Whence the lemma is proved.
A On the Regularity of Characteristic Functions
This auxiliary section provides some analytic regularity results for characteristic functions,
which are of independent interest. These results enter the main text only via the proof of
Theorem 3.3. This section may thus be skipped at the first reading.
Let ν be a bounded measure on Rd, and denote by
G(z) =
Z
Rd
ez
⊤x ν(dx)
its characteristic function7 for z ∈ iRd. Note that G(z) is actually well defined for z ∈ S(V )
where
V =

y ∈ Rd |
Z
Rd
ey
⊤x ν(dx) <∞
ff
.
We first investigate the interplay between the (marginal) moments of ν and the corre-
sponding (partial) regularity of G.
Lemma A.1. Denote g(y) = G(iy) for y ∈ Rd, and let k ∈ N and 1 ≤ i ≤ d.
If ∂2kyi g(0) exists then Z
Rd
|xi|2k ν(dx) <∞.
On the other hand, if
R
Rd
‖x‖k ν(dx) <∞ then g ∈ Ck and
∂yi1 · · · ∂yil g(y) = i
l
Z
Rd
xi1 · · · xil e iy
⊤x ν(dx)
for all y ∈ Rd, 1 ≤ i1, . . . , il ≤ d and 1 ≤ l ≤ k.
Proof. As usual, let ei denote the ith standard basis vector in R
d. Observe that s 7→ g(sei)
is the characteristic function of the image measure of ν on R by the mapping x 7→ xi. Since
∂2ks g(sei)|s=0 = ∂2kyi g(0), the assertion follows from the one-dimensional case, see [30, Theorem
2.3.1].
The second part of the lemma follows by differentiating under the integral sign, which is
allowed by dominated convergence.
5A weak solution consists of a filtered probability space (Ω,F , (Ft),P) carrying a continuous adapted process
XI and a Brownian motion WI such that (8.3) is satisfied. The crux of a weak solution is that XI is not necessarily
adapted to the filtration generated by the Brownian motion WI . See [35, Definition 1] or [25, Definition 5.3.1].
6Pathwise uniqueness holds if, for any two weak solutions (XI ,WI) and (X
′
I ,WI) of (8.3) defined on the the
same probability space (Ω,F , P) with common Brownian motion WI and with common initial value XI (0) = X
′
I(0),
the two processes are indistinguishable: P[XI(t) = X
′
I (t) for all t ≥ 0] = 1. See [35, Definition 2] or [25, Section
5.3].
7This is a slight abuse of terminology, since the characteristic function g(y) = G(iy) of ν is usually defined on
real arguments y ∈ Rd. However, it facilitates the subsequent notation.
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Lemma A.2. The set V is convex. Moreover, if U ⊂ V is an open set in Rd, then G is
analytic on the open strip S(U) in Cd.
Proof. Since G : Rd → [0,∞] is a convex function, its domain V = {y ∈ Rd | G(y) < ∞} is
convex, and so is every level set Vl = {y ∈ Rd | G(y) ≤ l} for l ≥ 0.
Now let U ⊂ V be an open set in Rd. Since any convex function on Rd is continuous on
the open interior of its domain, see [32, Theorem 10.1], we infer that G is continuous on U .
We may thus assume that Ul = {y ∈ Rd | G(y) < l} ∩ U ⊂ Vl is open in Rd and non-empty
for l > 0 large enough.
Let z ∈ S(Ul) and (zn) be a sequence in S(Ul) with zn → z. For n large enough, there
exists some p > 1 such that pzn ∈ S(Ul). This implies pRezn ∈ Vl and henceZ
Rd
˛˛˛
ez
⊤
n x
˛˛˛p
ν(dx) ≤ l.
Hence the class of functions {ez⊤n x | n ∈ N} is uniformly integrable with respect to ν, see [34,
13.3]. Since e z
⊤
n x → ez⊤x for all x, we conclude by Lebesgue’s convergence theorem that
|G(zn)−G(z)| ≤
Z
Rd
˛˛˛
ez
⊤
n x − ez⊤x
˛˛˛
ν(dx)→ 0.
Hence G is continuous on S(Ul).
It thus follows from the Cauchy formula, see [11, Section IX.9], that G is analytic on S(Ul)
if and only if, for every z ∈ S(Ul) and 1 ≤ i ≤ d, the function ζ 7→ G(z + ζei) is analytic on
{ζ ∈ C | z + ζei ∈ S(Ul)}. Here, as usual, we denote ei the ith standard basis vector in Rd.
We thus let z ∈ S(Ul) and 1 ≤ i ≤ d. Then there exists some ǫ− < 0 < ǫ+ such that z +
ζei ∈ S(Ul) for all ζ ∈ S([ǫ−, ǫ+]). In particular, |e (z+ǫ−ei)⊤x| ν(dx) and |e (z+ǫ+ei)⊤x| ν(dx)
are bounded measures on Rd. By dominated convergence, it follows that the two summands
G(z + ζei) =
Z
{xi<0}
e (ζ−ǫ−)xi e (z+ǫ−ei)
⊤x ν(dx)
+
Z
{xi≥0}
e (ζ−ǫ+)xi e (z+ǫ+ei)
⊤x ν(dx),
are complex differentiable, and thus G is analytic, in ζ ∈ S((ǫ−, ǫ+)). Whence G is analytic
on S(Ul). Since S(U) = ∪l>0S(Ul), the lemma follows.
In general, V does not have an open interior in Rd. The next lemma provides sufficient
conditions for the existence of an open set U ⊂ V in Rd.
Lemma A.3. Let U ′ be an open neighborhood of 0 in Cd and h an analytic function on U ′.
Suppose that U = U ′ ∩Rd is star-shaped around 0 and G(z) = h(z) for all z ∈ U ′ ∩ iRd. Then
U ⊂ V and G = h on U ′ ∩ S(U).
Proof. We first suppose that U ′ = Pρ for the open polydisc
Pρ =
n
z ∈ Cd | |zi| < ρi, 1 ≤ i ≤ d
o
,
for some ρ = (ρ1, . . . , ρd) ∈ Rd++. Note the symmetry iPρ = Pρ.
As in Lemma A.1, we denote g(y) = G(iy) for y ∈ Rd. By assumption, g(y) = h(iy) for
all y ∈ Pρ ∩ Rd. Hence g is analytic on Pρ ∩ Rd, and the Cauchy formula, [11, Section IX.9],
yields
g(y) =
X
i1,...,id∈N0
ci1,...,idy
i1
1 · · · yidd for y ∈ Pρ ∩ Rd
where
P
i1,...,id∈N0
ci1,...,idz
i1
1 · · · zidd = h(iz) for all z ∈ Pρ. This power series is absolutely
convergent on Pρ, that is,X
i1,...,id∈N0
|ci1,...,id | |zi11 · · · zidd | <∞ for all z ∈ Pρ.
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From the first part of Lemma A.1, we infer that ν possesses all moments, that is,
R
Rd
‖x‖k ν(dx) <
∞ for all k ∈ N. From the second part of Lemma A.1 thus
ci1,...,id =
ii1+···+id
i1! · · · id!
Z
Rd
xi11 · · ·xidd ν(dx).
From the inequality |xi|2k−1 ≤ (x2ki + x2k−2i )/2, for k ∈ N, and the above properties, we
infer that for all z ∈ Pρ,Z
Rd
e
Pd
i=1 |zi| |xi| ν(dx) =
X
i1,...,id∈N0
|zi11 · · · zidd |
i1! · · · id!
Z
Rd
|xi11 · · ·xidd | ν(dx) <∞
Hence Pρ ∩ Rd ⊂ V , and Lemma A.2 implies that G is analytic on S(Pρ ∩ Rd). Since the
power series for G and h coincide on Pρ ∩ iRd, we conclude that G = h on Pρ, and the lemma
is proved for U ′ = Pρ.
Now let U ′ be an open neighborhood of 0 in Cd. Then there exists some open polydisc
Pρ ⊂ U ′ with ρ ∈ Rd++. By the preceding case, we have Pρ ∩ Rd ⊂ V and G = h on Pρ. In
view of Lemma A.2 it thus remains to show that U = U ′ ∩ Rd ⊂ V .
To this end, let a ∈ U . Since U is star-shaped around 0 in Rd, there exists some s1 > 1
such that sa ∈ U for all s ∈ [0, s1] and h(sa) is analytic in s ∈ (0, s1). On the other hand,
there exists some 0 < s0 < s1 such that sa ∈ Pρ ∩Rd for all s ∈ [0, s0], and G(sa) = h(sa) for
s ∈ (0, s0). This impliesZ
{a⊤x≥0}
e sa
⊤x ν(dx) = h(sa)−
Z
{a⊤x<0}
e sa
⊤x ν(dx)
for s ∈ (0, s0). By Lemma A.2, the right hand side is an analytic function in s ∈ (0, s1).
We conclude by Lemma A.4 below, for µ defined as the image measure of ν on R+ by the
mapping x 7→ a⊤x, that a ∈ V . Hence the lemma is proved.
Lemma A.4. Let µ be a bounded measure on R+, and h an analytic function on (0, s1), such
that Z
R+
esx µ(dx) = h(s) (A.1)
for all s ∈ (0, s0), for some numbers 0 < s0 < s1. Then (A.1) also holds for s ∈ (0, s1).
Proof. Denote f(s) =
R
R+
e sx µ(dx) and define s∞ = sup {s > 0 | f(s) <∞} ≥ s0, such that
f(s) = +∞ for s ≥ s∞. (A.2)
We assume, by contradiction, that s∞ < s1. Then there exists some s∗ ∈ (0, s∞) and ǫ > 0
such that s∗ < s∞ < s∗ + ǫ and such that h can be developed in an absolutely convergent
power series
h(s) =
X
k≥0
ck
k!
(s− s∗)k for s ∈ (s∗ − ǫ, s∗ + ǫ).
In view of Lemma A.2, f is analytic, and thus f = h, on (0, s∞). Hence we obtain, by
dominated convergence,
ck =
dk
dsk
h(s)|s=s∗ =
dk
dsk
f(s)|s=s∗ =
Z
R+
xke s∗x µ(dx) ≥ 0.
By monotone convergence, we conclude
h(s) =
X
k≥0
Z
R+
xk
k!
(s− s∗)ke s∗x µ(dx) =
Z
R+
X
k≥0
xk
k!
(s− s∗)ke s∗x µ(dx) =
Z
R+
esx µ(dx)
for all s ∈ (s∗, s∗ + ǫ). But this contradicts (A.2). Whence s∞ ≥ s1, and the lemma is
proved.
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B Invariance and Comparison Results for Differen-
tial Equations
In this section we deliver invariance and comparison results for stochastic and ordinary dif-
ferential equations, which are used in the proofs of the main Theorems 3.2, 3.3 and 4.1 and
Lemma 8.2 above.
We start with an invariance result for the stochastic differential equation (2.1).
Lemma B.1. Suppose b and ρ in (2.1) admit a continuous and measurable extension to Rd,
respectively, and such that a is continuous on Rd. Let u ∈ Rd \ {0} and define the half space
H = {x ∈ Rd | u⊤x ≥ 0},
its interior H0 = {x ∈ Rd | u⊤x > 0}, and its boundary ∂H = {x ∈ H | u⊤x = 0}.
(i) Fix x ∈ ∂H and let X = Xx be a solution of (2.1). If X(t) ∈ H for all t ≥ 0, then
necessarily
u⊤a(x)u = 0 (B.1)
u⊤b(x) ≥ 0. (B.2)
(ii) Conversely, if (B.1) and (B.2) hold for all x ∈ Rd \H0, then any solution X of (2.1)
with X(0) ∈ H satisfies X(t) ∈ H for all t ≥ 0.
Intuitively speaking, (B.1) means that the diffusion must be “parallel to the boundary”,
and (B.2) says that the drift must be “inward pointing” at the boundary of H .
Proof. Fix x ∈ ∂H and let X = Xx be a solution of (2.1). Hence
u⊤X(t) =
Z t
0
u⊤b(X(s)) ds+
Z t
0
u⊤ρ(X(s))dW (s).
Since a and b are continuous, there exists a stopping time τ1 > 0 and a finite constant K such
that
|u⊤b(X(t ∧ τ1))| ≤ K
and
‖u⊤ρ(X(t ∧ τ1))‖2 = u⊤a(X(t ∧ τ1))u ≤ K
for all t ≥ 0. In particular, the stochastic integral part of u⊤X(t∧ τ1) is a martingale. Hence
E
h
u⊤X(t ∧ τ1)
i
= E
»Z t∧τ1
0
u⊤b(X(s)) ds
–
, t ≥ 0.
We now argue by contradiction, and assume first that u⊤b(x) < 0. By continuity of b and
X(t), there exists some ǫ > 0 and a stopping time τ2 > 0 such that u
⊤b(X(t)) ≤ −ǫ for all
t ≤ τ2. In view of the above this implies
E
h
u⊤X(τ2 ∧ τ1)
i
< 0.
This contradicts X(t) ∈ H for all t ≥ 0, whence (B.2) holds.
As for (B.1), let C > 0 be a finite constant and define the stochastic exponential Zt =
E(−C R t
0
u⊤ρ(X) dW ). Then Z is a strictly positive local martingale. Integration by parts
yields
u⊤X(t)Z(t) =
Z t
0
Z(s)
“
u⊤b(X(s))− C u⊤a(X(s))u
”
ds+M(t)
where M is a local martingale. Hence there exists a stopping time τ3 > 0 such that for all
t ≥ 0,
E
h
u⊤X(t ∧ τ3)Z(t ∧ τ3)
i
= E
»Z t∧τ3
0
Z(s)
“
u⊤b(X(s))−C u⊤a(X(s))u
”
ds
–
.
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Now assume that u⊤a(x)u0. By continuity of a and X(t), there exists some ǫ > 0 and a
stopping time τ4 > 0 such that u
⊤a(X(t))u ≥ ǫ for all t ≤ τ4. For C > K/ǫ, this implies
E
h
u⊤X(τ4 ∧ τ3 ∧ τ1)Z(τ4 ∧ τ3 ∧ τ1)
i
< 0.
This contradicts X(t) ∈ H for all t ≥ 0. Hence (B.1) holds, and part (i) is proved.
As for part (ii), suppose (B.1) and (B.2) hold for all x ∈ Rd \H0, and let X be a solution
of (2.1) with X(0) ∈ H . For δ, ǫ > 0 define the stopping time
τδ,ǫ = inf
n
t | u⊤X(t) ≤ −ǫ and u⊤X(s) < 0 for all s ∈ [t− δ, t]
o
.
Then on {τδ,ǫ <∞} we have u⊤ρ(X(s)) = 0 for τδ,ǫ − δ ≤ s ≤ τδ,ǫ and thus
0 > u⊤X(τδ,ǫ)− u⊤X(τδ,ǫ − δ) =
Z τδ,ǫ
τδ,ǫ−δ
u⊤b(X(s)) ds ≥ 0,
a contradiction. Hence τδ,ǫ =∞. Since δ, ǫ > 0 were arbitrary, we conclude that u⊤X(t) ≥ 0
for all t ≥ 0, as desired. Whence the lemma is proved.
It is straightforward to extend Lemma B.1 towards a polyhedral convex set ∩ki=1Hi with
half-spaces Hi = {x ∈ Rd | u⊤i x ≥ 0}, for some elements u1, . . . , uk ∈ Rd \ {0} and some
k ∈ N. This holds in particular for the canonical state space Rm+ ×Rn. Moreover, Lemma B.1
includes time-inhomogeneous8 ordinary differential equations as special case. The proofs of
the following two corollaries are left to the reader.
Corollary B.2. Let Hi = {x ∈ Rd | xi ≥ 0} denote the i-th canonical half space in Rd, for
i = 1, . . . ,m. Let b : R+ × Rd → Rd be a continuous map satisfying, for all t ≥ 0,
b(t, x) = b(t, x+1 , . . . , x
+
m, xm+1, . . . , xd) for all x ∈ Rd, and
bi(t, x) ≥ 0 for all x ∈ ∂Hi, i = 1, . . . ,m.
Then any solution f of
∂tf(t) = b(t, f(t))
with f(0) ∈ Rm+ × Rn satisfies f(t) ∈ Rm+ × Rn for all t ≥ 0.
Corollary B.3. Let B(t) and C(t) be continuous Rm×m- and Rm+ -valued parameters, respec-
tively, such that Bij(t) ≥ 0 whenever i 6= j. Then the solution f of the linear differential
equation in Rm
∂tf(t) = B(t) f(t) + C(t)
with f(0) ∈ Rm+ satisfies f(t) ∈ Rm+ for all t ≥ 0.
Here and subsequently, we let  denote the partial order on Rm induced by the cone Rm+ .
That is, x  y if x− y ∈ Rm+ . Then Corollary B.3 may be rephrased, for C(t) ≡ 0, by saying
that the operator e
R t
0 B(s) ds is -order preserving, i.e. e
R t
0 B(s) dsRm+ ⊆ Rm+ .
Next, we consider time-inhomogeneous Riccati equations in Rm of the special form
∂tfi(t) = Aifi(t)
2 +B⊤i f(t) +Ci(t), i = 1, . . . ,m, (B.3)
for some parameters A,B,C(t) satisfying the following admissibility conditions
A = (A1, . . . , Am) ∈ Rm,
Bi,j ≥ 0 for 1 ≤ i 6= j ≤ m,
C(t) = (C1(t), . . . , Cm(t)) continuous R
m-valued.
(B.4)
The following lemma provides a comparison result for (B.3). It shows, in particular, that
the solution of (B.3) is uniformly bounded from below on compacts with respect to  if A  0.
8Time-inhomogeneous differential equations can be made homogeneous by enlarging the state space.
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Lemma B.4. Let A(k), B,C(k), k = 1, 2, be parameters satisfying the admissibility condi-
tions (B.4), and
A(1)  A(2), C(1)(t)  C(2)(t). (B.5)
Let τ > 0 and f (k) : [0, τ ) → Rm be solutions of (B.4) with A and C replaced by A(k) and
C(k), respectively, k = 1, 2. If f (1)(0)  f (2)(0) then f (1)(t)  f (2)(t) for all t ∈ [0, τ ). If,
moreover, A(1) = 0 then
eBt
„
f (1)(0) +
Z t
0
e−BsC(1)(s) ds
«
 f (2)(t)
for all t ∈ [0, τ ).
Proof. The function f = f (2) − f (1) solves
∂tfi(t) = A
(2)
i
“
f
(2)
i (t)
”2
− A(1)i
“
f
(1)
i (t)
”2
+B⊤i f + C
(2)
i (t)− C(1)i (t)
=
“
A
(2)
i −A(1)i
”“
f
(2)
i (t)
”2
+ A
(1)
i
“
f
(2)
i (t) + f
(1)
i (t)
”
fi(t) +B
⊤
i f(t) + C
(2)
i (t)− C(1)i (t)
= fBi(t)⊤f(t) +fCi(t),
where we write fBi(t) = Bi + A(1)i “f (2)i (t) + f (1)i (t)” ei,
fCi(t) = “A(2)i − A(1)i ”“f (2)i (t)”2 + C(2)i (t)− C(1)i (t).
Note that eB = ( eBi,j) and eC satisfy the assumptions of Corollary B.3 in lieu of B and C, and
f(0) ∈ Rm+ . Hence Corollary B.3 implies f(t) ∈ Rm+ for all t ∈ [0, τ ), as desired. The last
statement of the lemma follows by the variation of constants formula for f (1)(t).
After these preliminary comparison results for the Riccati equation (B.3), we now can
state and prove an important result for the system of Riccati equations (3.2). The following
is an essential ingredient of the proof of Theorem 3.3. It is inspired by the line of arguments
in Glasserman and Kim [16].
Lemma B.5. Let DR denote the maximal domain for the system of Riccati equations (3.2).
Let (τ, u) ∈ DR. Then
(i) DR(τ ) is star-shaped around zero.
(ii) θ∗ = sup{θ ≥ 0 | θu ∈ DR(τ )} satisfies either θ∗ =∞ or limθ↑θ∗ ‖ψI(t, θu)‖ =∞. In the
latter case, there exists some x∗ ∈ Rm+×Rn such that limθ↑θ∗ φ(τ, θu)+ψ(τ, θu)⊤x∗ =∞.
Proof. We first assume that the matrices αi are block-diagonal, such that αi,iJ = 0, for all
i = 1, . . . ,m.
Fix θ ∈ (0, 1]. We claim that θu ∈ DR(τ ). It follows by inspection that f (θ)(t) = ψI(t,θu)θ
solves (B.3) with
A
(θ)
i =
1
2
θαi,ii, B = B⊤II , C(θ)i (t) = β⊤i,JψJ (t, u) +
1
2
ψJ (t, u)
⊤θαi,JJψJ (t, u),
and f(0) = u. Lemma B.4 thus implies that f (θ)(t) is nice behaved, as
eB
⊤
IIt
„
u+
Z t
0
e−B
⊤
IIsC(0)(s) ds
«
 f (θ)(t)  ψI(t, u), (B.6)
for all t ∈ [0, t+(θu)) ∩ [0, τ ]. By the maximality of DR we conclude that τ < t+(θu), which
implies θu ∈ DR(τ ), as desired. Hence DR(τ ) is star-shaped around zero, which is part (i).
Next suppose that θ∗ < ∞. Since DR(τ ) is open, this implies θ∗u /∈ DR(τ ) and thus
t+(θ
∗u) ≤ τ . From part (i) we know that (t, θu) ∈ DR for all t < t+(θ∗u) and 0 ≤ θ ≤ θ∗.
On the other hand, there exists a sequence tn ↑ t+(θ∗u) such that ‖ψI(tn, θ∗u)‖ > n for all
n ∈ N. By continuity of ψ on DR, we conclude that there exists some sequence θn ↑ θ∗ with
‖ψI(tn, θnu)− ψI(tn, θ∗u)‖ ≤ 1/n and hence
lim
n
‖ψI(tn, θnu)‖ =∞. (B.7)
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Applying Lemma B.4 as above, where initial time t = 0 is shifted to tn, yields
gn := e
B⊤II (τ−tn)
„
f (θn)(tn) +
Z τ
tn
eB
⊤
II(tn−s)C(0)(s) ds
«
 f (θn)(τ ).
Corollary B.3 implies that eB
⊤
II (τ−tn) is -order preserving. That is, eB⊤II(τ−tn)Rm+ ⊆ Rm+ .
Hence, in view of (B.6) for f (θn)(tn),
gn  eB
⊤
II(τ−tn)
„
eB
⊤
IItn
„
u+
Z tn
0
e−B
⊤
IIsC(0)(s) ds
«
+
Z τ
tn
eB
⊤
II(tn−s)C(0)(s) ds
«
= eB
⊤
IIτ
„
u+
Z τ
0
e−B
⊤
IIsC(0)(s) ds
«
.
On the other hand, elementary operator norm inequalities yield
‖gn‖ ≥ e−‖BII‖τ‖f (θn)(tn)‖ − e‖BII‖ττ sup
s∈[0,τ ]
‖C(0)(s)‖.
Together with (B.7), this implies ‖gn‖ → ∞. From Lemma B.6 below we conclude that
limn f
(θn)(τ )⊤y∗ = ∞ for some y∗ ∈ Rm+ . Moreover, in view of Lemma B.4, we know that
f (θ)(τ )⊤y∗ is increasing θ. Therefore limθ↑θ∗ f
(θ)(τ )⊤y∗ =∞. Applying (B.6) and Lemma B.6
below again, this also implies that limθ↑θ∗ ‖f (θ)(τ )‖ =∞. It remains to set x∗ = (y∗, 0) and
observe that bI ∈ Rm+ and thus
φ(τ, θu) =
Z τ
0
„
1
2
ψJ (t, θu)
⊤aJJ ψJ(t, θu) + b
⊤
I ψI(t, θu) + b
⊤
J ψJ (t, θu)
«
dt
is uniformly bounded from below for all θ ∈ [0, θ∗). Thus the lemma is proved under the
premise that the matrices αi are block-diagonal for all i = 1, . . . ,m.
The general case of admissible parameters a, αi, b, βi is reduced to the preceding block-
diagonal case by a linear transformation along the lines of Lemma 7.1. Indeed, define the
invertible d× d-matrix Λ
Λ =
„
Im 0
D In
«
where the n×m-matrix D = (δ1, . . . , δm) has i-th column vector
δi =
(
−αi,iJ
αi,ii
, if αi,ii > 0
0, else.
It is then not hard to see that Λ(Rm+ × Rn) = Rm+ × Rn, and
eφ(t, u) = φ(t,Λ⊤u), eψ(t, u) = “Λ⊤”−1 ψ(t,Λ⊤u)
satisfy the system of Riccati equations (3.2) with a, αi, b, and B = (β1, . . . , βd) replaced by
the admissible parameters
ea = ΛaΛ⊤, eαi = ΛαiΛ⊤, eb = Λb, eB = ΛBΛ−1.
Moreover, eαi are block-diagonal, for all i = 1, . . . , m. By the first part of the proof, the
corresponding maximal domain fDR(τ ), and hence also DR(τ ) = Λ⊤fDR(τ ), is star-shaped
around zero. Moreover, if θ∗ <∞, then
lim
θ↑θ∗
‖ψI(τ, θu)‖ = lim
θ↑θ∗
‚‚‚‚ eψI „τ, θ “Λ⊤”−1 u«‚‚‚‚ =∞,
and there exists some x∗ ∈ Rm+ × Rn such that
lim
θ↑θ∗
φ (τ, θu) + ψ (τ, θu)⊤ x∗ = lim
θ↑θ∗
eφ„τ, θ “Λ⊤”−1 u«+ eψ„τ, θ “Λ⊤”−1 u«⊤ Λx∗ =∞.
Hence the lemma is proved.
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Lemma B.6. Let c ∈ Rm, and (cn) and (dn) be sequences in Rm such that
c  cn  dn
for all n ∈ N. Then the following are equivalent
(i) ‖cn‖ → ∞
(ii) c⊤n y
∗ →∞ for some y∗ ∈ Rm+ \ {0}.
In either case, ‖dn‖ → ∞ and d⊤n y∗ →∞.
Proof. (i) ⇒ (ii): since ‖cn‖2 =
Pm
i=1(c
⊤
n ei)
2 and c⊤n ei ≥ c⊤ei, we conclude that c⊤n ei → ∞
for some i = 1, . . . ,m.
(ii)⇒ (i): this follows from ‖c⊤n y∗‖ ≤ ‖cn‖‖y∗‖.
The last statement now follows since d⊤n y
∗ ≥ c⊤n y∗.
Finally, we sketch an alternative proof of Theorem 3.3 ((i)) which avoids probabilistic
arguments.
Remark B.7. We may without loss of generality assume block-diagonal form of αi, i =
1, . . . , d (cf. the final part of the proof of Lemma B.5). Assume, by contradiction, that for
some v ∈ Rd, t+(u+ iv) < t+(u). Then, as in the first proof, we may deduce the existence of
tn ↑ t+(u+ iv) such that
lim
n
(ℜψi(tn, u+ iv))+ =∞. (B.8)
holds for some i ∈ {1, . . . ,m}. Set g(t, u+ iv) := ℜ(ψt, u+ iv), h := ℑ(ψ(t, u+ iv). Then for
i = 1, . . . ,m the following differential inequality holds,
g˙i(t, u+ iv) =
1
2
αi,ii(g
2
i − h2i ) + g⊤J αi,JJgJ − h⊤J αi,JJhJ + β⊤i g (B.9)
≤ 1
2
αi,iig
2
i + g
⊤
J αi,JJgJ + β
⊤
i g
and g(t = 0, u + iv)) = ψ(t = 0, u) = u. Hence noting gJ(t, u + iv) = ψJ (t, u) we obtain by
Lemma B.4 for all t ∈ (0, t+(u+ iv))
ℜψ(t, u+ iv) = g(t, u+ iv) ≤ ψ(t, u).
On the other hand, ψI(t, u) ≤M for some positive constantM ∈ Rm+ , for all t ∈ [0, t+(u+iv)],
hence ℜψi(t, u+ iv) ≤Mi, which contradicts (B.8).
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