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Abstract
Probabilistic models commonly assume that variables are independent of each other con-
ditioned on a subset of other variables. Graphical models provide a powerful framework for
encoding such conditional independence structure of a large collection of random variables. A
special class of graphical models with significant theoretical and practical importance is the
class of tree-structured graphical models. Tree models have several advantages: they can be
easily learned given data, their structures are often intuitive, and inference in tree models is
highly efficient. However, tree models make strong conditional independence assumptions,
which limit their modeling power substantially. This thesis exploits the advantages of tree-
structured graphical models and considers modifications to overcome their limitations.
To improve the modeling accuracy of tree models, we consider latent trees in which vari-
ables at some nodes represent the original (observed) variables of interest while others represent
the latent variables added during the learning procedure. The appeal of such models is clear:
the additional latent variables significantly increase the modeling power, and inference on trees
is scalable with or without latent variables. We propose two computationally efficient and sta-
tistically consistent algorithms for learning latent trees, and compare the proposed algorithms
to other methods by performing extensive numerical experiments on various latent tree models.
We exploit the advantages of tree models in the application of modeling contextual infor-
mation of an image. Object co-occurrences and spatial relationships can be important cues
in recognizing and localizing object instances. We develop tree-based context models and
demonstrate that its simplicity enables us to integrate many sources of contextual information
4efficiently. In addition to object recognition, we are interested in using context models to detect
objects that are out of their normal context. This task requires precise and careful modeling
of object relationships, so we use a latent tree for object co-occurrences. Many of the latent
variables can be interpreted as scene categories, capturing higher-order dependencies among
object categories.
Tree-structured graphical models have been widely used in multi-resolution (MR) model-
ing. In the last part of the thesis, we move beyond trees, and propose a newmodeling framework
that allows additional dependency structure at each scale of an MR tree model. We mainly fo-
cus on MR models with jointly Gaussian variables, and assume that variables at each scale
have sparse covariance structure (as opposed to fully-uncorrelated structure in MR trees) con-
ditioned on variables at other scales. We develop efficient inference algorithms that are partly
based on inference on the embedded MR tree and partly based on local filtering at each scale.
In addition, we present methods for learning such models given data at the finest scale by for-
mulating a convex optimization problem.
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Chapter 1
Introduction
Probabilistic models aim to explain complicated uncertain phenomena by formulating a prob-
ability distribution over the variables describing the phenomenon. Given a probabilistic model
of a collection of random variables and noisy measurements on a subset of them, the desired
estimates can often be obtained by computing the marginal probability distribution of each
variable or by finding the configuration of variables that maximizes the joint probability distri-
bution. This procedure is called (probabilistic) inference.
In many applications, the underlying dependencies of random variables can be represented
or approximated with some simple structure. Learning a probabilistic model involves finding
such dependency structure and estimating the parameters of the probability distribution, typi-
cally given i.i.d. samples of the random variables. One structure that commonly arises is that
variables are conditionally independent of each other conditioned on a subset of variables. For
example, consider the problem of predicting which objects are present in an image based on
noisy measurements. If we know that a bed is present in an image, then knowing that a floor
is also present does not give us much additional information in predicting whether a pillow is
present. In other words, the presence of a pillow and the presence of a floor are independent
conditioned on the presence of a bed.
A graphical model [74] is a powerful framework for encoding such conditional indepen-
dence structure of a large collection of random variables. A graphical model represents a family
of probability distributions with a graph - the nodes of the graph index random variables and
the edges encode conditional independence structure among the variables. Figure 1.1(a) shows
one example of a graphical model in which each node represents whether an object category is
present or not in an image. Such a representation visualizes the underlying dependency struc-
ture, which allows us to highlight important relationships among variables. In addition, the
edge structure can be exploited in designing and analyzing inference and learning algorithms.
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Figure 1.1. Tree-structured graphical models for object co-occurrences. (a) A tree model for 9 object categories.
Each node corresponds to a binary variable indicating whether the object is present or not in an image. (b) A latent
tree model for 9 object categories and 5 latent variables.
For instance, many of the inference algorithms in graphical models are based on the concept
of passing “messages” between pairs of nodes connected with edges [87]. Learning a proba-
bilistic model can be formulated as learning the edge structure and estimating the parameters
associated with each node and each edge [54].
A special class of graphical models with significant theoretical and practical importance
is the class of tree-structured graphical models. A graphical model is tree-structured if the
associated graph does not contain any loops. The model shown in Figure 1.1(a) is an exam-
ple of a tree-structured graphical model. Inference in tree models can be performed in linear
computation time in the number of variables, providing one of the major motivations for the
substantial literature and applications [18, 25, 63, 115]. Furthermore, if the underlying graph
is not a tree, but is sparse (i.e., has only a few additional edges compared to a tree), then we
can exploit embedded subtrees of the graph in designing efficient iterative inference algorithms
[12, 103]. However, tree models require strong assumptions on the conditional independence
structure among random variables. Such constraints limit the modeling power of tree models
substantially, which may be inappropriate for some application problems.
This thesis exploits the advantages of tree-structured graphical models and considers two
modifications of tree models to overcome their limitations. Specifically, we aim to improve the
modeling power of tree models without sacrificing the computational efficiency of inference. To
this end, we focus on sparse models in which the number of additional parameters augmented
to tree models is small, and exploit the embedded tree structure in developing intuitive and
efficient inference algorithms.
A tree-structured graphical model is most useful when the number of variables is large, the
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Figure 1.2. An example of a multi-resolution model with hidden variables at coarser scales and additional structure
among variables in the same scale. This is a simplified model of a stock market, divided into industries and then
individual companies. The model can be used to encode the correlations of stock returns of companies. The red
dashed edge indicates that Apple and Microsoft are correlated conditioned on variables at coarser scales.
number of available samples is small, and the dependency structure among variables is sparse.
In Chapter 4, we consider the application of modeling the contextual information of an image
to improve the performance of object recognition and scene understanding. In the first part of
Chapter 4, we develop tree-based graphical models to model object co-occurrences and their
spatial relationships. Figure 1.1(a) shows a small example of our co-occurrence tree model,
which also shows the limitation of the tree structure: it indicates that the presences of a toilet
and a dishwasher are independent conditioned on the sink, which does not capture the reality
that they rarely appear together.
Our first approach to improve the modeling accuracy of tree models involves adding ad-
ditional variables. Specifically, in Chapter 3, we consider tree-structured graphical models in
which variables at some nodes represent the original (observed) variables of interest while oth-
ers represent the additional latent variables added during the learning procedure. The appeal
of such models for computational tractability is clear: with a tree-structured model describ-
ing the statistical relationships, inference is straightforward and scalable with or without latent
variables. The additional hidden variables model higher-order dependencies among observed
variables and significantly increase the modeling power of tree models. Figure 1.1(b) shows a
small example of a latent tree model for 9 object categories with 5 hidden variables. Unlike
its counterpart without latent variables in 1.1(a), the latent tree encodes that a toilet is present
in a bathroom (corresponding to the hidden variable h4) and that a dishwasher is in a kitchen
(corresponding to h5). In the second part of Chapter 4, we develop a latent tree model for ob-
ject co-occurrences and show that it has superior modeling accuracy over a tree without latent
variables.
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Tree-structured graphical models have been widely used in multi-resolution (MR) model-
ing. In MR tree models, variables at coarser resolutions serve as common factors for explaining
statistical dependencies among finer scale variables. For example, Figure 1.2 shows an example
of an MR tree model for a very simplified model of a stock market, divided into industries and
then individual companies. The model places the market at the coarsest scale, industry divi-
sions at the next finer scale, and companies at the finest scale. This MR tree model can be used
to explain the correlations of stock returns of the six companies. However, MR tree models
assume that variables at one scale are independent conditioned on variables at other scales, e.g.,
the model in Figure 1.2 assumes that the stock returns of Microsoft and Apple are uncorrelated
conditioned on the market, which is likely not true.
In our second approach of modifying a tree model, we move beyond trees and develop
a new modeling framework that allows additional dependency structure at each scale of an
MR tree model. We focus mainly on MR models with jointly Gaussian variables and assume
that variables at each scale have sparse covariance structure (as opposed to fully-uncorrelated
structure in MR trees) conditioned on variables at other scales. For example, conditioned on the
market and industries, Microsoft is correlated with Apple (as indicated by a red dashed edge
in Figure 1.2) but uncorrelated with companies such as Dow Chemical or CVS. We develop
efficient inference algorithms that are partly based on inference on the embedded MR tree and
partly based on local filtering at each scale.
 1.1 Thesis Organization and Overview of Contributions
 1.1.1 Chapter 2: Background
Chapter 2 provides an overview of graphical models. A graphical model is called a Markov
random field if the edges in the graph are undirected, and a Bayesian network if the edges are
directed. We review existing inference and learning algorithms for both classes of graphical
models with special focus on tree-structured graphical models and Gaussian graphical models.
For tree-structured graphical models, the problem of computing marginal probability distri-
bution of each variable or finding the configuration that maximizes the joint probability distri-
bution can be solved exactly by passing messages along the edges of the tree. These algorithms
are collectively known as belief propagation algorithms. For graphical models with loops,
exact inference is often intractable, and approximate inference algorithms using inference on
trees as subroutines have been developed. Learning a tree model given i.i.d. samples of random
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variables is also simple and efficient. The Chow-Liu algorithm [19] estimates the mutual infor-
mation between all pairs of variables and then finds the maximum spanning tree of the graph
with edge weights equal to the mutual information. The edge parameters can then be estimated
simply using the maximum-likelihood (ML) method. It can be shown that the resulting tree
model maximizes the likelihood of the samples among all possible tree models defined over the
given collection of random variables.
 1.1.2 Chapter 3: Learning Latent Tree Graphical Models
In Chapter 3, we propose algorithms to learn latent tree graphical models. If all variables are
observed in the tree under consideration, then the Chow-Liu algorithm provides a tractable al-
gorithm for performing maximum likelihood (ML) estimation of the tree structure. However,
ML estimation of latent tree models is NP-hard [92]. This has motivated a number of investi-
gations of other tractable methods for learning such trees as well as theoretical guarantees on
performance. Our work represents a contribution to this area of investigation.
We propose two computationally efficient algorithms for learning latent trees. Our first
algorithm, recursive grouping, builds the latent tree recursively in a bottom-up fashion. One of
the main contributions of this work is our second algorithm, which we refer to as CLGrouping.
CLGrouping starts with a pre-processing procedure in which a tree over the observed variables
is constructed using the Chow-Liu algorithm. This global step groups the observed nodes that
are likely to be close to each other in the true latent tree, thereby guiding subsequent recursive
grouping on much smaller subsets of variables. This results in more accurate and efficient
learning of latent trees. Our algorithms are statistically consistent for a large class of latent tree
models, i.e., if the underlying model is a latent tree without any redundant hidden variables,
then our algorithms recover the correct tree structure as the number of samples tends to infinity.
We also present regularized versions of our algorithms that learn latent tree approximations of
arbitrary distributions. We compare the proposed algorithms to other methods by performing
extensive numerical experiments on various latent tree graphical models such as hiddenMarkov
models and star graphs. In addition, we demonstrate the applicability of our methods on real-
world datasets.
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 1.1.3 Chapter 4: Tree-based Context Models
In Chapter 4, we demonstrate the strengths of tree models with and without latent variables by
developing tree-based context models for object detection and scene understanding problems.
Object co-occurrences and spatial relationships can be important cues in recognizing and lo-
calizing object instances. Most of the previous work in incorporating contextual information
have been evaluated on standard datasets that contain about 20 categories. We introduce a new
dataset SUN 09, which contains more than one hundred object categories with a variety of in-
door and outdoor scenes. The dataset contains rich contextual information, but with so many
object categories, existing methods can be computationally intractable.
We propose two graphical models for encoding contextual information. Our first model
consists of a binary tree for object co-occurrences and a Gaussian tree for their spatial relation-
ships. We show that the tree structure organizes objects into a natural hierarchy and that its
simplicity allows us to integrate many sources of contextual information efficiently. In addition
to object recognition, we are interested in using context models to detect objects that are out of
their normal context (e.g., a car in the sky or a toilet in an office). This task requires precise
and careful modeling of object relationships. Thus, in our second graphical model, we use a
binary tree capturing support relationships between object categories (e.g., a car is supported by
a road) and a binary latent tree for object co-occurrences. We use the algorithm introduced in
Chapter 3 to learn a latent tree graphical model for object co-occurrences and show that many
of the hidden variables can be interpreted as scene categories, capturing higher-order dependen-
cies among object categories. We test our context models in detecting out-of-context objects in
images and show that the latent tree outperforms a tree without latent variables.
 1.1.4 Chapter 5: Exploiting Sparse Markov and Covariance Structure
Multiresolution (MR) models [115] provide compact representations for encoding statistical
dependencies among a large collection of random variables. In MRmodels, variables at coarser
resolutions serve as common factors for explaining statistical dependencies among finer scale
variables. One common approach in MR modeling is to use tree-structured graphical models in
which nodes at any scale are connected to each other only through nodes at other scales. While
such tree models allow efficient inference and learning algorithms, they have a significant and
well-known limitation that variables at any of the scales are conditionally independent when
conditioned on neighboring scales, which may result in blocky artifacts.
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A variety of methods [8, 16] have been proposed to include additional edges - either inter-
scale or within the same scale - to the MR tree model and to consider an overall sparse MR
graphical model. We propose a different approach to address the limitation of MR tree models.
In our MR model, we allow each variable to be dependent on a small subset of variables within
each scale conditioned on other scales. For Gaussian graphical models, this leads to a sparse
conditional covariance structure within each scale. We develop efficient inference algorithms
that are fundamentally different from standard graphical model inference algorithms. We use
the sparse tree structure between scales, to propagate information from scale-to-scale, and then
perform residual filtering within each scale using the sparse conditional covariance structure.
In addition, we develop methods for learning such models given data at the finest scale. The
structure optimization within each scale can be formulated as a convex optimization problem.
Our main focus in this chapter is Gaussian graphical models, but we also suggest a mod-
eling framework for discrete graphical models as well. For discrete graphical models, instead
of introducing additional edges to allow sparse covariance structure, we introduce auxiliary in-
dependent variables within each scale to capture a sparse dependency structure. The resulting
model has some connections to auto-regressive moving-average (ARMA) models.
 1.1.5 Chapter 6: Conclusion
We conclude by summarizing the contributions of the thesis, and suggest directions for future
research.
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Chapter 2
Background
In this background chapter, we introduce graphical models and review some existing inference
and learning algorithms. We consider both directed and undirected graphical models, with
special focuses on Gaussian graphical models and tree-structured graphical models.
 2.1 Graphical Models
LetG = (W ,E) be a graph with a set of nodes (or vertices)W = f1, : : : ,Mg and edges E. A
graphical model [62, 68, 74, 83, 87, 111] is a family of multivariate probability distributions that
factorize according to the graphG = (W ,E). Let x = (x1, : : : ,xM ) be a random vector. Each
random variable xi, which takes on values in an alphabet X , corresponds to a variable at node
i 2 W .1 In this thesis, we consider discrete models, for which the alphabet X = f1, : : : ,Kg
is a finite set, and Gaussian graphical models with X = R. The set of edges E encodes the set
of conditional independencies in the model. In Section 2.1.1, we introduce graphical models
called Markov Random Fields (MRFs) in which all edges are undirected, and in Section 2.1.2,
introduce Bayesian networks with directed edges.
 2.1.1 Markov Random Fields
In an undirected graph G = (W ,E), two nodes i and j are said to be neighbors if there is an
undirected edge (i, j) 2 E between them. Let nbd(i;G) and nbd[i;G] be the set of neighbors
of node i and the closed neighborhood of i respectively, i.e., nbd[i;G] := nbd(i;G) [ fig.
When the graph G is understood from context, nbd[i;G] is abbreviated as nbd[i]. The degree
of node i is the number of neighbors of node i. A clique is a fully connected subgraph, i.e.,
a subgraph in which each node is a neighbor of every other node. A subset of nodes S  W
1In general, xi may correspond to a random vector, but for simplicity, we assume that xi is a scalar variable.
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is said to separate subsets A,B  W if every path in G between any node in A and any
node in B passes through a node in S. For any A 2 W , we denote xA  fxiji 2 Ag. Let
nA  fi 2W , i =2 Ag be the complement of A.
A probability distribution p is said to be Markov with respect to a graph G = (W ,E) if it
satisfies the global Markov property [67] defined as follows: For any subsets A,B  W that
are separated by some S 2W , xA and xB are independent conditioned on xS :
p(xA,xBjxS) = p(xAjxS)p(xBjxS). (2.1)
The global Markov property implies that a single variable xi is independent of all other vari-
ables conditioned on the neighbors of i (also called its Markov blanket):
p(xijxnbd[i]) = p(xijxni), (2.2)
where xni denotes the set of all variables2 excluding xi. Equation (2.2) is known as the local
Markov property. If an edge is not present between two random variables xi and xj , it indicates
that xi and xj are independent conditioned on all other variables in the graph:
p(xi,xj jxnfi,jg) = p(xijxnfi,jg)p(xj jxnfi,jg), (2.3)
which is called the pairwise Markov property.
Let G be a graph with a set of cliques C. Suppose that a distribution p(x) can be written
as a product of local functions each of which depends only on the variables in a clique of the
graph:
p(x) =
1
Z
Y
C2C
 C(xC) (2.4)
where  C(xC) is a compatibility function on a clique C and Z is a normalization factor called
the partition function. Then, by the Hammersley-Clifford theorem [52], p is Markov with
respect to the graph G. Conversely, the distribution of any Markov random field over G that is
strictly positive (i.e., p(x) > 0 for all x 2 XM ) can be represented as in Equation (2.4).
It is common to consider a special class of MRFs called pairwise MRFs [80] in which all
compatibility functions depend on at most two variables. The distribution of a pairwise MRF
has the following form:
p(x) =
1
Z
Y
i2W
 i(xi)
Y
(i,j)2E
 ij(xi,xj) (2.5)
2We will use the terms node, vertex and variable interchangeably in the sequel.
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where  i(xi)’s are node potentials, and  ij(xi,xj)’s are edge potentials.3
Gauss-Markov Random Fields
Let x  N (, ) be a jointly Gaussian random vector with a mean vector  and a positive-
definite covariance matrix . We use the notation N (J 1h, J 1) to denote a Gaussian dis-
tribution with an inverse covariance matrix J (also called the information, or precision, or
concentration matrix) and a potential vector h   1. Such distribution has the form
p(x) / exp( 1
2
xTJx+ hTx). (2.6)
An undirected Gaussian graphical model is also called a Gauss-Markov random field (GMRF).
If the variables x are Markov with respect to a graph G = (W ,E), the information matrix
J =  1 is sparse with respect to G [74]. That is, Jij 6= 0 if and only if (i, j) 2 E. Fig-
ure 2.1(a) shows one example of a sparse graph, and the sparsity pattern of the corresponding
information matrix J is shown in Figure 2.1(b). The graph structure implies that x1 is inde-
pendent of x5 conditioned on x2. Note that this does not imply that x1 is independent of x5.
In fact, the covariance matrix (the inverse of the information matrix) will, in general, be a full
matrix.
The conditional distribution of a subset of variables conditioned on the rest of the variables
p(xAjxnA) is Markov with respect to the induced subgraph ofG with nodes A and edges EA =
f(i, j)j(i, j) 2 E, i, j 2 Ag. The corresponding information matrix of the conditional model is
the submatrix of J with rows and columns corresponding to elements in A. For example, in
Figure 2.1, p(x1,x2,x3,x4jx5) is a chain model connecting variables x1 through x4, and the
information matrix of this conditional distribution is the submatrix J(1 : 4, 1 : 4),4 which is a
tri-diagonal matrix.
Tree-structured Graphical Models
If an undirected graph does not include any loops, it is called a tree (see Figure 2.2(a)). A
collection of disconnected trees is called a forest.5
3Here, we follow the common practice and use the term potentials to mean compatibility functions. In some
cases, a potential function is defined as the logarithm of a compatibility function.
4The notation J(i1 : i2, j1 : j2) indicates a submatrix of J formed by rows i1 through i2 and columns j1
through j2.
5Strictly speaking, a graph with no loops is called a forest, and it is called a tree only if every node is connected
to each other.
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Figure 2.1. (a) A sparse GMRF and (b) the sparsity pattern of the corresponding information matrix.
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Figure 2.2. Examples of graphs. (a) An undirected tree. (b) An undirected graph with loops. (c) A directed tree.
(d) A polytree. (e) A directed acyclic graph (DAG).
If an undirected graph is connected and does not include any loops, it is called a tree (see
Figure 2.2(a)). A collection of disconnected trees is called a forest.6 In an undirected tree, the
set of nodes with degree 1 is called the set of leaf nodes, which we denote as Leaf(T ). The
path between two nodes i and j in a tree T = (W ,E) is the set of edges connecting i and j and
is denoted as Path((i, j);E). The distance between any two nodes i and j is the number of
edges in Path((i, j);E). The diameter of a tree, denoted as diam(T ), is the maximum distance
between any two nodes in the tree. In an undirected tree, we can choose a root node arbitrarily,
and define the parent-child relationships with respect to the root: for a pair neighboring nodes
i and j, if i is closer to the root than j is, then i is called the parent of j, and j is called the
child of i. Note that the root node does not have any parent, and for all other nodes in the tree,
there exists exactly one parent. We use P(i) and C(i) to denote the parent node and the set of
child nodes, respectively. A set of nodes that share the same parent is called a sibling group. A
family is the union of the siblings and the associated parent.
An important class of graphical models is the set of tree-structured graphical models, i.e.,
multivariate probability distributions that are Markov on a tree T = (W ,E). It is known from
6In the rest of the thesis, we assume that the graph under consideration is connected unless stated otherwise.
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the junction tree theory [23, 112] that the joint distribution p for such a model factorizes as
p(x) =
Y
i2W
p(xi)
Y
(i,j)2E
p(xi,xj)
p(xi)p(xj)
. (2.7)
That is, the sets of node marginal distributions fp(xi) : i 2 Wg and pairwise joint distri-
butions on the edges fp(xi,xj) : (i, j) 2 Eg fully characterize the joint distribution of a
tree-structured graphical model. Note that a tree-structured graphical model is a pairwise MRF
since in Equation (2.5), we can set the node potential  i(xi) = p(xi), and the edge potential
 ij(xi,xj) =
p(xi,xj)
p(xi)p(xj)
, and the partition function Z = 1 to obtain Equation (2.7).
A special class of discrete tree-structured graphical models is the set of symmetric discrete
distributions. This class of models is characterized by the fact that the pairs of variables (xi,xj)
on all the edges (i, j) 2 E follow the conditional probability law:
p(xijxj) =
(
1  (K   1)ij , if xi = xj ,
ij , otherwise,
(2.8)
and the marginal distribution of every variable in the tree is uniform, i.e., p(xi) = 1=K for all
xi 2 X and for all i 2 W . The parameter ij 2 (0, 1=K) in Equation (2.8), which does not
depend on the state values xi,xj 2 X (but can be different for different pairs (i, j) 2 E), is
known as the crossover probability.
 2.1.2 Bayesian Networks
For a directed edge, we use the notation (i, j) to represent an edge directed from i to j. The
node i is called a parent of j, and the node j is called a child of i. As in an MRF, a variable
is independent of all other variables conditioned on its Markov blanket, but a Markov blanket
of a node in Bayesian networks include not only its neighbors (parents and children) but also
parents of its children (spouses) [7, 68, 83].
A probability distribution defined on a Bayesian network can be factored in terms of a
conditional probability for each node conditioned on its parents [7]:
p(x) =
Y
i2W
p(xijxP(i)) (2.9)
where P(i) is the set of variables corresponding to the parents of the node i in the graph. If
P(i) is an empty set, than the conditional probability p(xijxP(i)) is defined to be equal to the
marginal probability p(xi). For discrete models, a probability distribution thus can be specified
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by a set of conditional probability tables (CPTs). Each variable xi has an associated CPT that
describes the conditional probability of xi given different values for its parents P(i). Note
that if xi and xj each hasK possible states, the number of independent parameters to represent
p(xijxj) isK(K 1) due to the constraint that
P
xi
p(xijxj = k) = 1 for all k = 0, 1, ...,K 1.
A directed tree is defined as a directed graph in which the root node has no parents and all
other nodes have exactly one parent. The probability distribution for a directed tree-structured
graphical model can be represented as
p(x) = p(x1)
Y
(i,j)2E
p(xj jxi) (2.10)
where we arbitrarily set the root node as node 1. The set of nodes without child nodes are called
leaf nodes. A polytree is a graph with no loops (ignoring the direction of edges) and some of
the nodes have multiple parents. It is common to restrict the set of edges in directed graphical
models so that a directed cycle is not allowed. In other words, there are no paths in the graph
that we can start from one node, follow the direction of edges, and come back to the starting
node. Such classes of directed graphs are called directed acyclic graphs (DAGs). See Figure 2.2
for examples of a tree, a polytree, and a DAG.
 2.2 Inference in Graphical Models
Assume that we observe a subset of nodes V (called visible, observed or evidence nodes) and
wish to compute the posterior distribution on another subset of nodes H (called hidden, latent,
or query nodes). It is often of interest to compute the marginal posterior distribution at each
hidden variable7
p(xi) =
X
xHni
p(xH jxV ) for i 2 H (2.11)
or to find the maximum a-posteriori (MAP) estimate that maximizes the posterior distribution:
x^H  argmax
xH
p(xH jxV ). (2.12)
These problems of computing the marginal of the posterior distribution or the MAP estimate
are called (probabilistic) inference [83]. If the underlying graph structure is a tree, then both in-
ference problems can be solved efficiently using a message-passing procedure called the Belief
7For continuous probability distributions, we replace summations with integrals.
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Propagation (BP) Algorithm [87], which we describe in Section 2.2.1. For Gaussian distribu-
tions, the messages can be parameterized in terms of information matrices and potential vectors,
as described in Section 2.2.2.
For loopy graphs, i.e., graphs with cycles, exact inference is often intractable. A variety of
methods for approximate inference algorithms on loopy graphical models have been developed
[7, 83, 112, 114]. One simple approach to solve the problem approximately is to apply the BP
algorithm pretending that the underlying graph structure is a tree. For some cases (especially
when the graph contains only a few long cycles), the algorithm converges and gives good ap-
proximations to the true solutions, and for others, it converges to an incorrect solution or does
not converge [114]. Another approach to solve an inference problem on loopy graphical models
is to solve an easier problem - inference on a tree - at each step to obtain a solution iteratively
[12, 103]. In Section 2.2.3, we review a class of iterative algorithms for Gauss-Markov random
fields based on the idea of matrix splitting.
 2.2.1 Belief Propagation (BP) Algorithm
Consider the problem of computing the marginal posterior distribution in Equation (2.11) for
tree-structured graphical models. Recall from Section 2.1.1 that a tree-structured probability
distribution is a class of pairwise MRFs and can be written as the product of node and edge
potentials with the partition function Z equal to 1:
p(x) =
Y
i2W
 i(xi)
Y
(i,j)2E
 ij(xi,xj). (2.13)
Given a set of observed variables xV , we modify the node potentials  i(xi) to incorporate the
observations. If i 2 V and the random variable xi has state (or observed value) a, then we set
e i(xi)   i(xi)(xi, a) (2.14)
where (xi, a) = 1 if xi = a and 0 otherwise. For i =2 V , e i(xi)   i(xi).
With these modified node potentials, the probability distribution of all variables conditioned
on the observations can be represented as
p(xjxV ) =
Y
i2W
e i(xi) Y
(i,j)2E
 ij(xi,xj). (2.15)
The marginal distributions at each node can be computed by summing up (or integrating)
over all other variables, which requires computations exponential in the number of variables.
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T i\j
i j
mi→j
Figure 2.3. Illustration of the message from node i to node j. The message mi!j(xj) captures the effect of
marginalizing all variables in the subtree rooted at node i away from node j, denoted as Tinj .
For tree-structured distributions, the marginalization can be performed efficiently by passing
messages between the neighboring nodes [7, 87]. Specifically, the message from node i to one
of its neighboring node j is defined as follows:
mi!j(xj) =
X
xi
e j(xj) ij(xi,xj) Y
k2nbd[i]nj
mk!i(xi) (2.16)
This message mi!j(xi) captures the effect of marginalizing all variables in the subtree rooted
at node i away from j (see Figure 2.3). Note that for discrete distributions with a finite alphabet
X = f1, : : : ,Kg, each messagemi!j(xi) is aK-dimensional vector.
This message-passing procedure is a generalization of a forward-backward algorithm on a
Markov chain [89]. We choose an arbitrary node as the root node and define the parent-child
relationships as explained in Section 2.1.1. Starting from the leaf nodes, each node passes a
message to its parent, which collects messages from all its children and then sends a message to
its parent. When we reach the root node, the messages are now passed in the opposite direction
from the root node toward the leaf nodes. After this one upward-downward sweep, each node
can compute its marginal distribution by combining its node potential and the messages from
all neighbors
p(xj) / e j(xj) Y
i2nbd[j]
mi!j(xj), (2.17)
and normalizing the distribution so that it sums to 1.
Alternatively, instead of passing messages sequentially from leaf-to-root and then from
root-to-leaf, we can initialize all messages to 1, and pass messages in parallel from all nodes to
their neighbors. It can be shown that the messages converge after 2jEj iterations where jEj is
the number of edges in the tree [80].
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Whether the messages are passed sequentially or in parallel, we can compute the marginal
posterior distribution at all nodes with computational complexity that is linear in the number of
nodes. This message-passing procedure to compute the marginal posterior distribution is called
the sum-product algorithm.
The MAP estimate can be computed in a similar fashion. The only difference from the
sum-product algorithm is that we replace the summations in message computations with max
operations.
mi!j(xj) = max
xi
e j(xj) ij(xi,xj) Y
k2nbd[i]nj
mk!i(xi) (2.18)
After all the messages are passed (either sequentially or in parallel), the MAP estimate at each
node can be computed locally:
bxj = argmax
xj
e j(xj) Y
i2nbd[j]
mi!j(xj) (2.19)
This message-passing procedure to compute the MAP estimate is called the max-product algo-
rithm.
 2.2.2 Belief Propagation for GMRFs
Let x be a collection of Gaussian random variables with information matrix J and potential
vector h. Without loss of generality, we assume that W = V [ H , and by rearranging vari-
ables, we can decompose the random vector, the information matrix, and the potential vector
as follows:
x =
 
xH
xV
!
, J =
 
JHH JHV
JV H JV V
!
, h =
 
hH
hV
!
. (2.20)
Then the joint probability distribution can be represented as
p(x) / exp( 1
2
 
xH
xV
!T  
JHH JHV
JV H JV V
! 
xH
xV
!
+
 
hH
hV
!T  
xH
xV
!
), (2.21)
and the posterior distribution of xH conditioned on the observed variables xV is
p(xH jxV ) / exp( 1
2
xTHJHHxH + (hH   JHV xV )TxH). (2.22)
Thus, in order to compute the marginal posterior distribution of xi for each i 2 H , we can
remove all observed nodes V and the edges connected to any of the nodes in V from the graph,
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and pass messages in the remaining subgraph of hidden nodes H with the information matrix
JHH and the modified potential vector (hH   JHV xV ). The MAP estimate x^ is equivalent to
the mean of the posterior distribution:
x^ = argmax
xH
p(xH jxV ) = E[xH jxV ] = J 1HH(hH   JHV xV ). (2.23)
A special case that is important in many applications is when we have a set of noisy mea-
surements for a subset of variables. Let x be a set of random variables with zero-mean and
information matrix Jprior, and let y = Cx + v be a set of noisy measurements, where C is
a selection matrix that only selects variables at which measurements are specified, and v is a
zero-mean Gaussian noise vector with covariance R. The joint distribution of x and y is
p(x, y) = p(x)p(yjx) / exp( 1
2
xTJpriorx) exp( 1
2
(y   Cx)TR 1(y   Cx)). (2.24)
By setting x = xH , y = xV , and matching the corresponding terms with Equation (2.21), we
get JHH = Jprior + CTR 1C, and hH   JHV xV = CTR 1y. The posterior information
matrix JHH has the same sparsity structure as Jprior if we assume that the noise covariance
matrix R is diagonal.
For notational simplicity, we use J and h to denote the posterior information matrix JHH
and potential vector (hH JHV xV ), respectively, for the rest of the section. If J corresponds to
a tree-structured model, (2.23) can be solved using the sum-product algorithm in Section 2.2.1
with the messages parameterized in the following information form [81]:
mi!j(xj) = expf 1
2
Ji!jx2j +hi!jxjg. (2.25)
Thus, instead of passing a K-dimensional vector as in the discrete case, the message from
node i to node j in the Gaussian case consists of two values Ji!j and hi!j , which can
be computed using the following two steps. First, node i collects messages from its neighbors
except node j:
J^inj = Jii +
X
k2nbd[i]nj
Jk!i and h^inj = hi +
X
k2nbd[i]nj
hk!i. (2.26)
Then the following messages are propagated from node i to node j:
Ji!j =  JjiJ^ 1inj Jij and hi!j =  JjiJ^ 1inj h^inj . (2.27)
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After all messages are passed either sequentially or in parallel, each node computes its marginal
distribution by combining the local information and messages from all neighbors:
J^ii = Jii +
X
k2nbd[i]
Jk!i and h^i = hi +
X
k2nbd[i]
hk!i. (2.28)
The marginal mean and variance can be computed as follows:
i = J^
 1
ii h^i and ii = J^
 1
ii . (2.29)
 2.2.3 Iterative Inference Algorithms for GMRF
As described in the previous section, computing the optimal estimates in Gaussian models is
equivalent to solving a linear equation Jx^ = h where J is a posterior information matrix. If
J does not correspond to a tree-structured graphical model, solving this equation directly by
matrix inversion requires computations cubic in the number of variables. We review a class of
iterative algorithms that solve linear systems using the idea of a matrix splitting.
Many iterative linear system solvers are based on the idea of a matrix splitting: J =M K.
Let us re-write the original equation as Mx^ = h + Kx^. Assuming that M is invertible, we
obtain the following iterative update equations:
x^new =M 1(h+Kx^old), (2.30)
where x^old is the value of x^ at the previous iteration, and x^new is the updated value at the current
iteration. The matrixM is called a preconditioner, and (2.30) corresponds to the preconditioned
Richardson iterations [48]. If solving the equation Mx^ = z for a fixed vector z is easy due to
a special structure of M , each iteration can be performed efficiently.8 There are a variety of
ways in which splittings can be defined [30]. For example, Gauss-Jacobi iterations set the
preconditioner M as a diagonal matrix with diagonal elements of J , and embedded tree (ET)
algorithms [103] split the matrix so thatM has a tree structure.
 2.3 Learning Graphical Models
A graphical model is determined by the structure of the graph as well as parameters of the
model. For example, in GMRFs, the structure of the graph is encoded by the sparsity pattern
8We may use different preconditioners for each iteration, resulting in nonstationary Richardson iterations [12].
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of the information matrix J and the parameters are determined by the elements of the infor-
mation matrix and the potential vector h. In some cases, a graphical model can be defined
from some prior knowledge of the underlying distribution. For example, in order to reconstruct
smooth surfaces from noisy measurements, Markov random fields called thin-membrane and
thin-plate models are commonly used [44]. In many application problems, however, the un-
derlying graph structure as well as model parameters need to be estimated from data. In this
section, we consider the problem of learning graphical models and review existing algorithms
for undirected graphical models (focusing on tree-structured graphical models and GMRFs)
and directed graphical models.
 2.3.1 Learning Tree-structured Graphical Models
As described in Section 2.2.1, a tree-structured graphical model has efficient inference algo-
rithm with linear complexity. In this section, we introduce the Chow-Liu algorithm [19], which
is a simple and efficient procedure to learn a tree-structured graphical model that best approxi-
mates a given arbitrary distribution.
Let T (W ) be the set of trees with vertex setW and P(T (W )) be the set of tree-structured
graphical models whose graph has vertex setW , i.e., every q 2 P(T (W )) factorizes as in (2.7).
Given an arbitrary multivariate distribution bp(x), consider the following KL-divergence mini-
mization problem:
pCL := argmin
q2P(T (W ))
D(bp jj q). (2.31)
where D(bp jj q)  Ebp[log bpq ] is the KL-divergence between the two distributions. That is,
among all the tree-structured graphical models with vertex set W , the distribution pCL is the
closest one to bp in terms of the KL-divergence. By using the factorization property in (2.7),
it can be shown that pCL is Markov on the tree TCL = (W ,ECL) given by the optimization
problem:9
TCL = argmax
T2T (W )
X
(i,j)2T
Ibp(xi ; xj). (2.32)
In Equation (2.32), Ibp(xi ; xj) = D(bp(xi,xj) jj bp(xi) p(xj)) is the mutual information [22]
between random variables xi and xj . The optimization in (2.32) is a max-weight spanning
tree problem [21] which can be solved efficiently in time O(M2 logM) using either Kruskal’s
9In (2.32) and the rest of the thesis, we adopt the following simplifying notation; If T = (W ,E) and if (i, j) 2
E, we will also say that (i, j) 2 T .
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algorithm [70] or Prim’s algorithm [88]. The edge weights for the max-weight spanning tree
are precisely the mutual information quantities between random variables. Once the optimal
tree TCL is formed, the parameters of pCL in Equation (2.31) are found by setting the pairwise
distributions pCL(xi,xj) on the edges to bp(xi,xj), i.e., pCL(xi,xj) = bp(xi,xj) for all (i, j) 2
ECL.
Let xn := fx(1), : : : ,x(n)g be a set of n i.i.d. samples with each sample x(l) 2 XM , and
let bp be the empirical distribution of xn. Then, the KL-divergence minimization problem in
Equation (2.32) is equivalent to searching for the tree model that maximizes the likelihood of
the samples. Thus, the Chow-Liu tree pCL is the ML tree model for the given samples xn.
 2.3.2 Learning GMRFs
A graphical model provides a more powerful framework for probability distributions when the
underlying graph structure is sparse. In a sparse graphical model, even if it is not a tree, iterative
inference algorithms are often tractable and converge in a few iterations [103, 110]. When
learned from a limited number of training samples, a sparse graphical model avoids overfitting
and generalizes better to unseen data by using a fewer number of parameters than densely
connected graphical models. In addition, a sparse graph is useful in discovering the underlying
statistical dependency structure among random variables. For these reasons, a sparse graph is
often favored over densely connected graphs in learning graphical models [3, 34, 61, 76, 113].
In a GMRF, learning a sparse graphical model approximation is equivalent to learning a
sparse information matrix approximation. Without loss of generality, we assume that the mean
is known to be the zero vector and hence, the joint distribution depends only on the information
matrix, or equivalently, on the covariance matrix. Suppose that we are given a target covariance
^ and wish to learn a sparse graphical model that best approximates the covariance. The target
covariance matrix may be specified exactly when the desired statistics of the random process
are known, or may be the empirical covariance computed from samples:
^ij =
1
n
nX
l=1
x
(k)
i x
(k)
j , 8 i, j 2 V . (2.33)
One possible solution for selecting a graphical model is to use the inverse of the target covari-
ance matrix, (^) 1. However, whether ^ is exact or empirical, its inverse will, in general, be
a full matrix, resulting in a fully connected graphical model. One may threshold each element
of (^) 1 so that small values are forced to zero, but often, this results in an invalid covariance
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matrix that is not positive-definite.
Therefore, instead of thresholding, standard GMRF learning approaches [3, 34, 61, 76] max-
imize the log-likelihood of data while penalizing non-zero elements of the information matrix.
This problem can be formulated as the following convex optimization problem:
J = argmin
J0
D(p(x)jjbp(x)) + 
2
X
i,j
jJij j (2.34)
where p(x)  N (0,J 1), bp(x)  N (0, ^). This problem minimizes the divergence be-
tween the approximate and the original distribution (which is equivalent to maximizing the
log-likelihood of data upto a constant term) with an `1 penalty on the elements of J to obtain a
sparse GMRF approximation. A similar problem can be formulated for discrete MRFs in which
elements of the information matrix are replaced by edge parameters [76].
The dual of the `1-regularized maximum log-likelihood problem is maximizing entropy
of the distribution subject to element-wise constraints [35, 61]. The entropy of a Gaussian
distribution is proportional to the log-determinant of the covariance matrix. Therefore, in the
Gaussian case, this reduces to the following log-determinant problem to find an approximate
covariance matrix [3, 45, 61]:
 = argmax
0
log det
s.t. ji,j   ^i,j j  , 8i, j (2.35)
Both the primal (2.34) and the dual (2.35) optimization problems are convex and can be solved
efficiently using interior-point methods [61], block coordinate descent methods [3], a projected
gradient method [34], or the so-called graphical lasso [45].
 2.3.3 Learning Bayesian Networks
Given a fixed graph structure and a complete dataset, the parameters in a Bayesian network
can be estimated efficiently. Let G be the given graph structure,  be unknown parameters
of the model (i.e., entries in the conditional probability tables). If we have samples for all
variables, i.e., each sample x(l) 2 XM is a length-M vector, then the log-likelihood of data can
be decomposed into local terms:
log p(xnjG, ) =
X
i2W
nX
l=1
p(xijxP(i), i,x(l)) (2.36)
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The maximum likelihood estimate of the parameters that maximizes the above log-likelihood
can be computed efficiently in this case using a closed form solution involving empirical suffi-
cient statistics [7, 54, 83].
When the dataset is incomplete, i.e., when a subset of the variables is not observed in
some instances of the training set, it is necessary to integrate over these missing variables to
obtain the ML estimate of parameters. Instead of performing the integration, we can apply the
Expectation-Maximization (EM) algorithm to solve the problem iteratively [85]. In the E-step,
we complete the data by computing expected sufficient statistics of partially-observed variables
using the current estimate of the parameters. In the M-step, we estimate the parameters using
the expected statistics computed in the E-step. The EM algorithm is guaranteed to converge to
the local maximum.
Discovering the structure of a Bayesian network is a more challenging problem because
the number of possible structures is super-exponential. Similar to the case of learning Markov
random fields in Equation (2.34) in which the objective is to maximize the log-likelihood of data
with some regularization to control the complexity of the model, a score called the Bayesian
Information Criterion (BIC) [54, 98] is typically used to evaluate a candidate structure:
log p(xnjG)  log p(xnjG, ^G)  d
2
log n  BIC(G;xn) (2.37)
where ^G is the ML estimate of the parameters, d is the dimension (number of free parameters)
of the model, and n is the number of samples. Note that the first term is the log-likelihood of
data and the second term is a penalty for the model complexity.
When all the variables are fully-observed, we can decompose the BIC score for a given
graph G into local terms:
BIC(G) =
X
i2W
nX
l=1
p(xijxP(i), ^i,x(l)) 
di
2
log n (2.38)
where di is the number of independent parameters in xi’s conditional probability table. Because
of this local decomposition, it is common to optimize the function in a greedy hill-climbing
procedure [54, 83]. Instead of evaluating all possible candidate structures, which is intractable,
the algorithm performs a local modification (add, remove, or reverse an edge) at each iteration
that maximizes the gain in the BIC score. In the presence of incomplete data, we can again use
the EM algorithm. Specifically, structural EM [46] uses the expected sufficient statistics not
only to estimate parameters but also to evaluate BIC scores for different candidate structures.
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In all of the above scenarios, the number of variables is known in advance. If a subset of
variables are completely hidden, then the graphical model learned among the observed vari-
ables tends to be densely connected, because it is a structure in which hidden variables are
marginalized out [38]. In order to recover the original structure with hidden variables, we also
need to consider introducing hidden variables in addition to local edge changes when evaluating
candidate structures. Zhang et al. [119] uses approximate increase in BIC scores to evaluate
difference structure. They learn a model using two phases: In Phase I, at each iteration, they
consider node insertion, state insertion (increasing the cardinality of a hidden variable), and
node relocation (edge replacement), and in Phase II, they consider node deletion, and state
deletion.
The information bottleneck approach [37] provides a framework to learn parameters and
structure of a network, hidden variables and their cardinalities using a modified EM procedure.
This approach introduces an additional term corresponding to an information-theoretic regu-
larization to the EM objective function. By changing the regularization parameter during the
learning process, the algorithm aims to bypass some of the local optima and find a solution
close to the global optimum of the EM objective function.
Chapter 3
Learning Latent Tree Graphical
Models
The inclusion of latent variables in modeling complex phenomena and data is a well-recognized
and a valuable construct in a variety of applications, including bioinformatics and computer
vision, and the investigation of machine-learning methods for models with latent variables is a
substantial and continuing direction of research.
There are three challenging problems in learning a model with latent variables: learning
the number of latent variables; inferring the structure of how these latent variables relate to
each other and to the observed variables; and estimating the parameters characterizing those
relationships. Issues that one must consider in developing a new learning algorithm include
developing tractable methods; incorporating the tradeoff between the fidelity to the given data
and generalizability; deriving theoretical results on the performance of such algorithms; and
studying applications that provide clear motivation and contexts for the models so learned.
This chapter considers the problem of learning tree-structured latent models, i.e., graphical
models Markov on trees, in which variables at some nodes represent the original (observed)
variables of interest while others represent the latent variables. The appeal of such models
for computational tractability is clear: with a tree-structured model describing the statistical
relationships, inference is straightforward and scalable as described in Section 2.2.1. If all vari-
ables are observed in the tree under consideration, then the Chow-Liu algorithm [19] described
in Section 2.3.1 provides a tractable algorithm for performing maximum likelihood (ML) esti-
mation of the tree structure. However, ML estimation of latent tree models is NP-hard [92].
There are three main contributions in this work. Firstly, by adopting a statistical distance-
based framework, we develop two new algorithms for the learning of latent trees - recursive
grouping and CLGrouping, which apply equally well to discrete and Gaussian models. Sec-
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ondly, we provide consistency guarantees (both structural and parametric) as well as very fa-
vorable computational and sample complexity characterizations for both of our algorithms.
Thirdly, through extensive numerical experiments on both synthetic and real-world data, we
demonstrate the superiority of our approach for a wide variety of models ranging from ones
with very large tree diameters (e.g., hidden Markov models (HMMs)) to star models and com-
plete trees.1
Our first algorithm, which we refer to as recursive grouping, constructs a latent tree in a
bottom-up fashion, grouping nodes into sibling groups that share the same parent node, recur-
sively at each level of the resulting hierarchy (and allowing for some of the observed variables
to play roles at arbitrary levels in the resulting hierarchy). Our second algorithm, CLGrouping
first implements a global construction step, namely producing the Chow-Liu tree for the ob-
served variables without any hidden nodes. This global step then provides guidance for groups
of observed nodes that are likely to be topologically close to each other in the latent tree, thereby
guiding subsequent recursive grouping or neighbor-joining [96] computations. Each of these
algorithms is consistent and has excellent sample and computational complexity.2
As [87] points out, the identification of latent tree models has some built-in ambiguity, as
there is an entire equivalence class of models in the sense that when all latent variables are
marginalized out, each model in this class yields the same joint distribution over the observed
variables. For example, we can take any such latent model and add another hidden variable as a
leaf node connected to only one other (hidden or observed) node. Hence, much as one finds in
fields such as state space dynamic systems (e.g., Luenberger [79, Section 8]), there is a notion
of minimality that is required here, and our results are stated in terms of consistent learning of
such minimal latent models.
The rest of the chapter is organized as follows. In Section 3.1, we review the related work,
and in Section 3.2, we introduce the concepts of minimal latent trees and consistent algorithms.
In Section 3.3, we introduce the notion of information distances which are used to reconstruct
tree models. In the subsequent two sections, we make two assumptions: Firstly, the true dis-
tribution is a latent tree and secondly, perfect knowledge of information distance of observed
1A tree is called a complete k-ary tree (or k-complete tree), if all its internal nodes have degree k and there exists
one node (commonly referred as the root node) that has the exactly same distance to all leaf nodes.
2As we will see, depending on the true latent tree model, one or the other of these may be more efficient. Roughly
speaking, for smaller diameter graphs (such as the star), recursive grouping is faster, and for larger diameter graphs
(such as an HMM), CLgrouping is more efficient.
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variables is available. We introduce recursive grouping in Section 3.4. This is followed by our
second algorithm CLGrouping in Section 3.5. In Section 3.6, we relax the assumption that the
information distances are known and develop sample based algorithms and at the same time
provide sample complexity guarantees for recursive grouping and CLGrouping. We also dis-
cuss extensions of our algorithms for the case when the underlying model is not a tree and our
goal is to learn an approximation to it using a latent tree model. We demonstrate the empirical
performance of our algorithms in Section 3.7 and conclude in Section 3.8. The Appendix 3.A
includes proofs for the theorems presented in this chapter.
 3.1 Related Work
The relevant literature on learning latent models is vast and in this section, we summarize the
main lines of research in this area.
The classical latent cluster models (LCM) consider multivariate distributions in which there
exists only one latent variable and each state of that variable corresponds to a cluster in the data
[75]. Hierarchical latent class (HLC) models [15, 118, 119] generalize these models by allow-
ing multiple latent variables. HLC allows latent variables to have different number of states,
but assume that all observed nodes are at the leaves of the tree. The learning algorithm is based
on a greedy approach of making one local move at a time (e.g., introducing one hidden node, or
replacing an edge), which is computationally expensive and does not have consistency guaran-
tees. Another greedy learning algorithm called BIN [53] is computationally more efficient, but
enforces that each internal node is hidden and has three neighboring nodes. In contrast, we fix
the number of states in each hidden node, but allow the possibility that some observed nodes
are internal nodes. Our algorithms are guaranteed to recover the correct structure when certain
(mild) conditions are met.
Many authors also propose reconstructing latent trees using the expectation maximization
(EM) algorithm [37, 66]. However, as with all other EM-based methods, these approaches
depend on the initialization and suffer from the possibility of being trapped in local optima
and thus no consistency guarantees can be provided. At each iteration, a large number of
candidate structures need to be evaluated, so these methods assume that all observed nodes
are the leaves of the tree to reduce the number of candidate structures. Algorithms have been
proposed [59] with sample complexity guarantees for learning HMMs under the condition that
the joint distribution of the observed variables generated by distinct hidden states are distinct.
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The reconstruction of latent trees has been studied extensively by the phylogenetic commu-
nity where sequences of extant species are available and the unknown phylogenetic tree is to
be inferred from these sequences. See [36] for a thorough overview. Efficient algorithms with
provable performance guarantees are available [29, 39]. However, the works in this area mostly
assume that only the leaves are observed and each internal node (which is hidden) has the same
degree except for the root. The most popular algorithm for constructing phylogenetic trees is
the neighbor-joining (NJ) method by [96]. Like our recursive grouping algorithm, the input to
the algorithm is a set of statistical distances between observed variables. The algorithm pro-
ceeds by recursively pairing two nodes that are the closest neighbors in the true latent tree and
introducing a hidden node as the parent of the two nodes. For more details on NJ, the reader is
referred to Durbin et al. [36, Section 7.3].
Another popular class of reconstruction methods used in the phylogenetic community is the
family of quartet-based distance methods [2, 39, 60].3 Quartet-based methods first construct a
set of quartets for all subsets of four observed nodes. Subsequently, these quartets are then com-
bined to form a latent tree. However, when we only have access to the samples at the observed
nodes, then it is not straightforward to construct a latent tree from a set of quartets since the
quartets may be not be consistent.4 In fact, it is known that the problem of determining a latent
tree that agrees with the maximum number of quartets is NP-hard [102], but many heuristics
have been proposed [41, 97]. Also, when only samples are available, quartet-based methods are
usually much less accurate than NJ [101] so we only compare our proposed algorithms to NJ.
For further comparisons between (the sample complexity and other aspects of) quartet methods
and NJ, the reader is referred to [26] and [101].
Another distance-based algorithm was proposed in Pearl [87, Section 8.3.3]. This algorithm
is very similar in spirit to quartet-based methods but instead of finding quartets for all subsets
of four observed nodes, it finds just enough quartets to determine the location of each observed
node in the tree. Although the algorithm is consistent, it performs poorly when only the samples
of observed nodes are available [87, Section 8.3.5].
The learning of phylogenetic trees is related to the emerging field of network tomography
[11] in which one seeks to learn characteristics (such as structure) from data which are only
available at the end points (e.g., sources and sinks) of the network. However, again observations
3A quartet is simply an unrooted binary tree on a set of four observed nodes.
4The term consistent here is not the same as the estimation-theoretic one. Here, we say that a set of quartets is
consistent if there exists a latent tree such that all quartets agree with the tree.
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are only available at the leaf nodes and usually the objective is to estimate the delay distributions
corresponding to nodes linked by an edge [5, 109]. The modeling of the delay distributions is
different from the learning of latent tree graphical models discussed in this chapter.
 3.2 Latent Tree Graphical Models
A latent tree T = (W ,E) is a tree with edge set E and node setW := V [H , the union of a set
of observed nodes V , and a set of latent (or hidden) nodes H . Letm := jV j andM := jW j be
the number of observed and all nodes, respectively. See Section 2.1.1 for more notations related
to a tree. We use(T ) to denote the maximum degree of nodes in the tree. The effective depth
(T ;V ) (with respect to V ) is the maximum distance of a hidden node to its closest observed
node, i.e.,
(T ;V ) := max
i2H
min
j2V
jPath((i, j);T )j. (3.1)
We use the notation Tp = (W ,Ep) to denote a tree-structured graphical model with distri-
bution p. Let xn := fx(1), : : : ,x(n)g be a set of n i.i.d. samples drawn from distribution p. Each
sample x(l) 2 XM is a length-M vector. In our setup, the learner only has access to samples
drawn from the observed node set V , and we denote this set of sub-vectors containing only the
elements in V , as xnV := fx(1)V , : : : ,x(n)V g, where each observed sample x(l)V 2 Xm is a length-
m vector. Our algorithms learn latent tree structures using the information distances (defined
in Section 3.3) between pairs of observed variables, which can be estimated from samples.
 3.2.1 Minimal Tree Extensions
Our ultimate goal is to recover the graphical model p, i.e., the latent tree structure and its
parameters, given n i.i.d. samples of the observed variables xnV . However, in general, there
can be multiple latent tree models which result in the same observed statistics, i.e., the same
joint distribution pV of the observed variables. We consider the class of tree models where
it is possible to recover the latent tree model uniquely and provide necessary conditions for
structure identifiability, i.e., the identifiability of the edge set Ep.
Firstly, we limit ourselves to the scenario where all the random variables (both observed
and latent) take values on a common alphabet X . Thus, in the Gaussian case, each hidden and
observed variable is a univariate Gaussian. In the discrete case, each variable takes on values in
the same finite alphabet X . Note that the model may not be identifiable if some of the hidden
variables are allowed to have arbitrary alphabets. As an example, consider a discrete latent
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tree model with binary observed variables (K = 2). A latent tree with the simplest structure
(fewest number of nodes) is a tree in which all m observed binary variables are connected to
one hidden variable. If we allow the hidden variable to take on 2m states, then the tree can
describe all possible statistics among the m observed variables, i.e., the joint distribution pV
can be arbitrary.5
A probability distribution pV (xV ) is said to be tree-decomposable if it is the marginal (of
variables in V ) of a tree-structured graphical model p(xV ,xH). In this case, p (over variables
in W ) is said to be a tree extension of pV [87]. A distribution p is said to have a redundant
hidden node h 2 H if we can remove h and the marginal on the set of visible nodes V remains
as pV . The following conditions ensure that a latent tree does not include a redundant hidden
node [87]:
(C1) Each hidden variable has at least three neighbors (which can be either hidden or observed).
Note that this ensures that all leaf nodes are observed (although not all observed nodes
need to be leaves).
(C2) Any two variables connected by an edge in the tree model are neither perfectly dependent
nor independent.
Figure 3.1(a) shows an example of a tree satisfying (C1). If (C2), which is a condition
on parameters, is also satisfied, then the tree in Figure 3.1(a) is identifiable. The tree shown
in Figure 3.1(b) does not satisfy (C1) because h4 and h5 have degrees less than 3. In fact, if
we marginalize out the hidden variables h4 and h5, then the resulting model has the same tree
structure as in Figure 3.1(a).
We assume throughout the chapter that (C2) is satisfied for all probability distributions.
Let T3 be the set of (latent) trees satisfying (C1). We refer to T3 as the set of minimal (or
identifiable) latent trees. Minimal latent trees do not contain redundant hidden nodes. The
distribution p (overW and Markov on some tree in T3) is said to be a minimal tree extension
of pV . As illustrated in Figure 3.1, using marginalization operations, any non-minimal latent
tree distribution can be reduced to a minimal latent tree model.
Proposition 1. (Minimal Tree Extensions) [87, Section 8.3]
(i) For every tree-decomposable distribution pV , there exists a minimal tree extension p
5This follows from a elementary parameter counting argument.
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Figure 3.1. Examples of minimal latent trees. Shaded nodes are observed and unshaded nodes are hidden. (a) An
identifiable tree. (b) A non-identifiable tree because h4 and h5 have degrees less than 3.
Markov on a tree T 2 T3, which is unique up to the renaming of the variables or their
values.
(ii) For Gaussian and binary distributions, if pV is known exactly, then the minimal tree ex-
tension p can be recovered.
(iii) The structure of T is uniquely determined by the pairwise distributions of observed vari-
ables p(xi,xj) for all i, j 2 V .
 3.2.2 Consistency
We now define the notion of consistency. In Section 3.6, we show that our latent tree learning
algorithms are consistent.
Definition 2. (Consistency) A latent tree reconstruction algorithm A is a map from the ob-
served samples xnV to an estimated tree bTn and an estimated tree-structured graphical modelbpn. We say that a latent tree reconstruction algorithmA is structurally consistent if there exists
a graph homomorphism6 h such that
lim
n!1Pr(h(
bTn) 6= Tp) = 0. (3.2)
Furthermore, we say that A is risk consistent if to every " > 0,
lim
n!1Pr (D(p jj bpn) > ") = 0, (3.3)
6A graph homomorphism is a mapping between graphs that respects their structure. More precisely, a graph
homomorphism h from a graph G = (W ,E) to a graph G0 = (V 0,E0), written h : G ! G0 is a mapping
h : V ! V 0 such that (i, j) 2 E implies that (h(i),h(j)) 2 E0.
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where D(p jj bpn) is the KL-divergence [22] between the true distribution p and the estimated
distribution bpn.
In the following sections, we design structurally and risk consistent algorithms for (mini-
mal) Gaussian and symmetric discrete latent tree models, defined in Equation (2.8). Our algo-
rithms use pairwise distributions between the observed nodes. However, for general discrete
models, pairwise distributions between observed nodes are, in general, not sufficient to re-
cover the parameters [14]. Therefore, we only prove structural consistency, as defined in Equa-
tion (3.2), for general discrete latent tree models. For such distributions, we consider a two-step
procedure for structure and parameter estimation: Firstly, we estimate the structure of the la-
tent tree using the algorithms suggested in this chapter. Subsequently, we use the Expectation
Maximization (EM) algorithm [31] to infer the parameters. Note that, as mentioned previously,
risk consistency will not be guaranteed in this case.
 3.3 Information Distances
The proposed algorithms in this chapter receive as inputs the set of so-called (exact or esti-
mated) information distances, which are functions of the pairwise distributions. These quanti-
ties are defined in Section 3.3.1 for the two classes of tree-structured graphical models discussed
in this chapter, namely the Gaussian and discrete graphical models. We also show that the in-
formation distances have a particularly simple form for symmetric discrete distributions. In
Section 3.3.2, we use the information distances to infer the relationships between the observed
variables such as j is a child of i or i and j are siblings.
 3.3.1 Denitions of Information Distances
We define information distances for Gaussian and discrete distributions and show that these
distances are additive for tree-structured graphical models. Recall that for two random variables
xi and xj , the correlation coefficient is defined as
ij :=
Cov(xi,xj)p
Var(xi)Var(xj)
. (3.4)
For Gaussian graphical models, the information distance associated with the pair of variables
xi and xj is defined as:
dij :=   log jij j. (3.5)
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Intuitively, if the information distance dij is large, then xi and xj are weakly correlated and
vice-versa.
For discrete graphical models, let J ij denote the joint probability matrix between xi and xj
(i.e., J ijab = p(xi = a,xj = b), a, b 2 X ). Also let M i be the diagonal marginal probability
matrix of xi (i.e., M iaa = p(xi = a)). For discrete graphical models, the information distance
associated with the pair of variables xi and xj is defined as [73]:
dij :=   log jdet J
ij jp
detM i detMj
. (3.6)
Note that for binary variables, i.e., K = 2, the value of dij in Equation (3.6) reduces to the
expression in Equation (3.5), i.e., the information distance is a function of the correlation coef-
ficient, defined in Equation (3.4), just as in the Gaussian case.
For symmetric discrete distributions defined in Equation (2.8), the information distance
defined for discrete graphical models in Equation (3.6) reduces to
dij :=  (K   1) log(1 Kij). (3.7)
Note that there is one-to-one correspondence between the information distances dij and model
parameters for Gaussian distributions (parametrized by the correlation coefficient ij) in Equa-
tion (3.5) and the symmetric discrete distributions (parametrized by the crossover probability
ij) in Equation (3.7). This is, however, not true for general discrete distributions.
Equipped with these definitions of information distances, assumption (C2) in Section 3.2.1
can be rewritten as the following: There exists constants 0 < l,u <1, such that
(C2) l  dij  u, 8 (i, j) 2 Ep. (3.8)
Proposition 3. (Additivity of Information Distances) The information distances dij defined
in (3.5), (3.6), and (3.7) are additive tree metrics [39]. In other words, if the joint probability
distribution p(x) is a tree-structured graphical model Markov on the tree Tp = (W ,Ep), then
the information distances are additive on Tp:
dkl =
X
(i,j)2Path((k,l);Ep)
dij , 8k, l 2W . (3.9)
The property in Equation (3.9) means that if each pair of vertices i, j 2 W is assigned the
weight dij , then Tp is a minimum spanning tree on W , denoted as MST(W ;D), where D is
the information distance matrix with elements dij for all i, j 2 V .
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Figure 3.2. Examples for each case in TestNodeRelationships. For each edge, ei represents the information
distance associated with the edge. (a) Case 1: ijk =  e8 =  dij for all k 2 V n fi, jg. (b) Case 2: ijk =
e6 e7 6= dij = e6+e7 for all k 2 V nfi, jg (c) Case 3a: ijk = e4+e2+e3 e7 6= ijk0 = e4 e2 e3 e7.
(d) Case 3b: ijk = e4 + e5 6= ijk0 = e4   e5. (e) Case 3c: ijk = e5 6= ijk0 =  e5.
It is straightforward to show that the information distances are additive for the Gaussian
and symmetric discrete cases using the local Markov property of graphical models. For general
discrete distributions with information distance as in Equation (3.6), see [73] for the proof.
In the rest of the chapter, we map the parameters of Gaussian and discrete distributions to an
information distance matrix D = [dij ] to unify the analyses for both cases.
 3.3.2 Testing Inter-Node Relationships
In this section, we use Proposition 3 to ascertain child-parent and sibling (cf. Section 2.1.1)
relationships between the variables in a latent tree-structured graphical model. To do so, for
any three variables i, j, k 2 V , we define ijk := dik   djk to be the difference between
the information distances dik and djk. The following lemma suggests a simple procedure to
identify the set of relationships between the nodes.
Lemma 4. (Sibling Grouping) For distances dij for all i, j 2 V on a tree T 2 T3, the
following two properties on ijk = dik   djk hold:
(i) ijk = dij for all k 2 V n fi, jg if and only if i is a leaf node and j is its parent.
(ii)  dij < ijk = ijk0 < dij for all k, k0 2 V n fi, jg if and only if both i and j are leaf
nodes and they have the same parent, i.e., they belong to the same sibling group.
The proof of the lemma uses Proposition 3 and is provided in Appendix 3.A.1. Given
Lemma 4, we can first determine all the values of ijk for triples i, j, k 2 V . Now we can
determine the relationship between nodes i and j as follows: Fix the pair of nodes i, j 2 V
and consider all the other nodes k 2 V n fi, jg. Then, there are three possibilities for the set
fijk : k 2 V n fi, jgg:
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1. ijk = dij for all k 2 V n fi, jg. Then, i is a leaf node and j is a parent of i. Similarly, if
ijk =  dij for all k 2 V n fi, jg, j is a leaf node and i is a parent of j.
2. ijk is constant for all k 2 V n fi, jg but not equal to either dij or  dij . Then i and j are
leaf nodes and they are siblings.
3. ijk is not equal for all k 2 V n fi, jg. Then, there are three possibilities: Either
(a) Nodes i and j are not siblings nor have a parent-child relationship or,
(b) Nodes i and j are siblings but at least one of them is not a leaf or,
(c) Nodes i and j have a parent-child relationship but the child is not a leaf.
Thus, we have a simple test to determine the relationship between i and j and to ascertain
whether i and j are leaf nodes. We call the above test TestNodeRelationships. See Figure 3.2
for examples. By running this test for all i and j, we can determine all the relationships among
all pairs of observed variables.
In the following section, we describe a recursive algorithm that is based on the above
TestNodeRelationships procedure to reconstruct the entire latent tree model assuming that the
true model is a latent tree and the true distance matrixD = [dij ] are known. In Section 3.5, we
provide improved algorithms for the learning of latent trees again assuming that D is known.
Subsequently, in Section 3.6, we develop algorithms for the consistent reconstruction of latent
trees when information distances are unknown and we have to estimate them from the samples
xnV . In addition, in Section 3.6.5 we discuss how to extend these algorithms for the case when
pV is not necessarily tree-decomposable, i.e., the original graphical model is not assumed to be
a latent tree.
 3.4 Recursive Grouping Algorithm Given Information Distances
This section is devoted to the development of the first algorithm for reconstructing latent tree
models, recursive grouping (RG). At a high level, RG is a recursive procedure in which at
each step, TestNodeRelationships is used to identify nodes that belong to the same family.
Subsequently, RG introduces a parent node if a family of nodes (i.e., a sibling group) does not
contain an observed parent. This newly introduced parent node corresponds to a hidden node
in the original unknown latent tree. Once such a parent (i.e., hidden) node h is introduced, the
information distances from h to all other observed nodes can be computed.
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The inputs to RG are the vertex set V and the matrix of information distances D corre-
sponding to a latent tree. The algorithm proceeds by recursively grouping nodes and adding
hidden variables. In each iteration, the algorithm acts on a so-called active set of nodes Y , and
in the process constructs a new active set Ynew for the next iteration.7 The leaf nodes is defined
with respect to the active set Y , i.e., . The steps are as follows:
1. Initialize by setting Y := V to be the set of observed variables.
2. Compute ijk = dik   djk for all i, j, k 2 Y .
3. Using the TestNodeRelationships procedure, define flgLl=1 to be the coarsest partition8
of Y such that for every subset l (with jlj  2), any two nodes in l are either siblings
which are leaf nodes or they have a parent-child relationship9 in which the child is a leaf.10
Note that for some l, l may consist of a single node. Begin to construct the new active
set by adding nodes in these single-node partitions: Ynew  
S
l:jlj=1l.
4. For each l = 1, : : : ,L with jlj  2, if l contains a parent node u, update Ynew  
Ynew [ fug. Otherwise, introduce a new hidden node h, connect h (as a parent) to every
node in l, and set Ynew  Ynew [ fhg.
5. Update the active set: Yold  Y and Y  Ynew.
6. For each new hidden node h 2 Y , compute the information distances dhl for all l 2 Y
using Equation (3.10) and Equation (3.11) described below.
7. If jY j  3, return to step 2. Otherwise, if jY j = 2, connect the two remaining nodes in Y
with an edge then stop. If instead jY j = 1, do nothing and stop.
7Note that the current active set is also used (in Step 6) after the new active set has been defined. For clarity, we
also introduce the quantity Yold in Steps 5 and 6.
8Recall that a partition P of a set Y is a collection of nonempty subsets fl  Y gLl=1 such that [Ll=1l = Y
and l \l0 = ; for all l 6= l0. A partition P is said to be coarser than another partition P 0 if every element of P 0
is a subset of some element of P .
9In an undirected tree, the parent-child relationships can be defined with respect to a root node. In this case, the
node in the final active set in Step 7 before the algorithm terminates (or one of the two final nodes if jY j = 2) is
selected as the root node.
10Note that since we use the active set Y in the TestNodeRelationships procedure, the leaf nodes are defined
with respect to Y , i.e., a node is considered as a leaf node if it has only one neighbor in Y or in the set of nodes that
have not yet been in an active set.
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Figure 3.3. An illustrative example of RG. Solid nodes indicate the active set Y for each iteration. (a) Original
latent tree. (b) Output after the first iteration of RG. Red dotted lines indicate the subsets l in the partition of Y .
(c) Output after the second iteration of RG. Note that h3, which was introduced in the first iteration, is an active
node for the second iteration. Nodes 4,5, and 6 do not belong to the current active set and are represented in grey.
(d) Output after the third iteration of RG, which is same as the original latent tree.
We now describe how to compute the information distances in Step 6 for each new hidden
node h 2 Y and all other active nodes l 2 Y . Let i, j 2 C(h) be two children of h, and let
k 2 Yold n fi, jg be any other node in the previous active set. From Proposition 3, we have
that dih   djh = dik   djk = ijk and dih + djh = dij , from which we can recover the
information distances between a previously active node i 2 Yold and its new hidden parent
h 2 Y as follows:
dih =
1
2
(dij +ijk) . (3.10)
For any other active node l 2 Y , we can compute dhl using a child node i 2 C(h) as follows:
dhl =
(
dil   dih, if l 2 Yold,
dik   dih   dlk, otherwise, where k 2 C(l).
(3.11)
Using equations Equation (3.10) and Equation (3.11), we can infer all the information distances
dhl between a newly introduced hidden node h to all other active nodes l 2 Y . Consequently,
we have all the distances dij between all pairs of nodes in the active set Y . It can be shown that
this algorithm recovers all minimal latent trees. The proof of the following theorem is provided
in Appendix 3.A.2.
Theorem 5. (Correctness and Computational Complexity of RG) If Tp 2 T3 and the
matrix of information distances D (between nodes in V ) is available, then RG outputs the true
latent tree Tp correctly in time O(diam(Tp)m3).
We now use a concrete example to illustrate the steps involved in RG. In Figure 3.3(a),
the original unknown latent tree is shown. In this tree, nodes 1, : : : , 6 are the observed nodes
and h1,h2,h3 are the hidden nodes. We start by considering the set of observed nodes as
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active nodes Y := V = f1, : : : , 6g. Once ijk are computed from the given distances dij ,
TestNodeRelationships is used to determine that Y is partitioned into four subsets: 1 =
f1g, 2 = f2, 4g, 3 = f5, 6g, 4 = f3g. The subsets 1 and 4 contain only one node.
The subset 3 contains two siblings that are leaf nodes. The subset 2 contains a parent node
2 and a child node 4, which is a leaf node. Since 3 does not contain a parent, we introduce
a new hidden node h1 and connect h1 to 5 and 6 as shown in Figure 3.3(b). The information
distances d5h1 and d6h1 can be computed using Equation (3.10), e.g., d5h1 =
1
2(d56 + 561).
The new active set is the union of all nodes in the single-node subsets, a parent node, and
a new hidden node Ynew = f1, 2, 3,h1g. Distances among the pairs of nodes in Ynew can
be computed using Equation (3.11) (e.g., d1h1 = d15   d5h1). In the second iteration, we
again use TestNodeRelationships to ascertain that Y can be partitioned into 1 = f1, 2g and
2 = fh1, 3g. These two subsets do not have parents so h2 and h3 are added to 1 and 2
respectively. Parent nodes h2 and h3 are connected to their children in 1 and 2 as shown
in Figure 3.3(c). Finally, we are left with the active set as Y = fh2,h3g and the algorithm
terminates after h2 and h3 are connected by an edge. The hitherto unknown latent tree is fully
reconstructed as shown in Figure 3.3(d).
A potential drawback of RG is that it involves multiple local operations, which may result
in a high computational complexity. Indeed, from Theorem 5, the worst-case complexity is
O(m4) which occurs when Tp, the true latent tree, is a hidden Markov model (HMM). This
may be computationally prohibitive ifm is large. In Section 3.5 we design an algorithm which
uses a global pre-processing step to reduce the overall complexity substantially, especially for
trees with large diameters (of which HMMs are extreme examples).
 3.5 CLGrouping Algorithm Given Information Distances
In this section, we present CLGrouping, an algorithm for reconstructing latent trees more ef-
ficiently than RG. As in Section 3.4, in this section, we assume that D is known exactly; the
extension to inexact knowledge of D is discussed in Section 3.6.4. CLGrouping is a two-step
procedure, the first of which is a global pre-processing step that involves the construction of
the Chow-Liu tree over the set of observed nodes V using the Chow-Liu algorithm [19] (see
Section 2.3.1). This step identifies nodes that do not belong to the same sibling group. In the
second step, we complete the recovery of the latent tree by applying a distance-based latent
tree reconstruction algorithm (such as RG or NJ) repeatedly on smaller subsets of nodes. We
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relate the Chow-Liu tree to the true latent tree in Section 3.5.2, derive a simple transformation
of the Chow-Liu tree to obtain the latent tree in Section 3.5.3 and propose CLGrouping in Sec-
tion 3.5.4. For simplicity, we focus on the Gaussian distributions and the symmetric discrete
distributions first, and discuss the extension to general discrete models in Section 3.5.5.
 3.5.1 The Chow-Liu Tree
Recall from Section 2.3.1 that the Chow-Liu tree of a set of observed variables can be con-
structed by finding the max-weight spanning tree using the mutual information as edge weights.
We now relate the Chow-Liu tree on the observed nodes and the information distance matrix
D.
Lemma 6 (Correspondence between TCL andMST). If pV is a Gaussian distribution or a sym-
metric discrete distribution, then the Chow-Liu tree in Equation (2.32) reduces to the minimum
spanning tree (MST) where the edge weights are the information distances dij , i.e.,
TCL = MST(V ;D) := argmin
T2T (V )
X
(i,j)2T
dij . (3.12)
Lemma 6, whose proof is omitted, follows because for Gaussian and symmetric discrete
models, the mutual information11 I(xi ; xj) is a monotonically decreasing function of the infor-
mation distance dij .12 For other graphical models (e.g., non-symmetric discrete distributions),
this relationship is not necessarily true. See Section 3.5.5 for a discussion. Note that when all
nodes are observed (i.e.,W = V ), Lemma 6 reduces to Proposition 3.
 3.5.2 Relationship between the Latent Tree and the Chow-Liu Tree (MST)
In this section, we relateMST(V ;D) in Equation (3.12) to the original latent tree Tp. To relate
the two trees,MST(V ;D) and Tp, we first introduce the notion of a surrogate node.
Definition 7. (Surrogate Node) Given the latent tree Tp = (W ,Ep) and any node i 2W , the
surrogate node of i with respect to V is defined as
Sg(i;Tp,V ) := argmin
j2V
dij . (3.13)
11Note that, unlike information distances dij , the mutual information quantities I(xi ; xj) do not form an additive
metric on Tp.
12For example, in the case of Gaussians, I(xi ; xj) =   12 log(1  2ij) [22].
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Intuitively, the surrogate node of a hidden node h 2 H is an observed node j 2 V that is
most strongly correlated to h. In other words, the information distance between h and j is the
smallest. Note that if i 2 V , then Sg(i;Tp,V ) = i since dii = 0. The map Sg(i;Tp,V ) is a
many-to-one function, i.e., several nodes may have the same surrogate node, and its inverse is
the inverse surrogate set of i denoted as
Sg 1(i;Tp,V ) := fh 2W : Sg(h;Tp,V ) = ig. (3.14)
When the tree Tp and the observed vertex set V are understood from context, the surrogate node
of h and the inverse surrogate set of i are abbreviated as Sg(h) and Sg 1(i) respectively. We
now relate the original latent tree Tp = (W ,Ep) to the Chow-Liu tree (also termed the MST)
MST(V ;D) formed using the distance matrix D.
Lemma 8. (Properties of the MST) The MST in Equation (3.12) and surrogate nodes satisfy
the following properties:
(i) The surrogate nodes of any two neighboring nodes in Ep are neighbors in the MST, i.e.,
for all i, j 2W with Sg(i) 6= Sg(j),
(i, j) 2 Ep ) (Sg(i), Sg(j)) 2 MST(V ;D). (3.15)
(ii) If j 2 V and h 2 Sg 1(j), then every node along the path connecting j and h belongs to
the inverse surrogate set Sg 1(j).
(iii) The maximum degree of the MST satisfies
(MST(V ;D))  (Tp)1+ul (Tp;V ), (3.16)
where (Tp;V ) is the effective depth defined in Equation (3.1) and l,u are the bounds on
the information distances on edges in Tp defined in Equation (3.8).
The proof of this result can be found in Appendix 3.A.3. As a result of Lemma 8, the
properties ofMST(V ;D) can be expressed in terms of the original latent tree Tp. For example,
in Figure 3.5(a), a latent tree is shown with its corresponding surrogacy relationships, and
Figure 3.5(b) shows the corresponding MST over the observed nodes.
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The properties in Lemma 8(i-ii) can also be regarded as edge-contraction operations [91] in
the original latent tree to obtain the MST. More precisely, an edge-contraction operation on an
edge (j,h) 2 V H in the latent tree Tp is defined as the “shrinking” of (j,h) to a single node
whose label is the observed node j. Thus, the edge (j,h) is “contracted” to a single node j.
By using Lemma 8(i-ii), we observe that the Chow-Liu treeMST(V ;D) is formed by applying
edge-contraction operations to each (j,h) pair for all h 2 Sg 1(j) \ H sequentially until all
pairs have been contracted to a single node j. For example, the MST in Figure 3.5(b) is obtained
by contracting edges (3,h3), (5,h2), and then (5,h1) in the latent tree in Figure 3.5(a).
The properties in Lemma 8 can be used to design efficient algorithms based on trans-
forming the MST to obtain the latent tree Tp. Note that the maximum degree of the MST,
(MST(V ;D)), is bounded by the maximum degree in the original latent tree. The quantity
(MST(V ;D)) determines the computational complexity of CLGrouping and it is small if the
effective depth of the latent tree (Tp;V ) is small (e.g., HMMs) and the information distances
dij satisfy tight bounds (i.e., u=l is close to unity). The latter condition holds for (almost)
homogeneous models in which all the information distances dij on the edges are almost equal.
 3.5.3 Chow-Liu Blind Algorithm for a Subclass of Latent Trees
In this section, we present a simple and intuitive transformation of the Chow-Liu tree that
produces the original latent tree. However, this algorithm, called Chow-Liu Blind (or CLBlind),
is applicable only to a subset of latent trees called blind latent tree-structured graphical models
P(Tblind). Equipped with the intuition from CLBlind, we generalize it in Section 3.5.4 to
design the CLGrouping algorithm that produces the correct latent tree structure from the MST
for all minimal latent tree models.
If p 2 P(Tblind), then its structure Tp = (W ,Ep) and the distance matrix D satisfy the
following properties:
(i) The true latent tree Tp 2 T3 and all the internal nodes13 are hidden, i.e., V = Leaf(Tp).
(ii) The surrogate node of (i.e., the observed node with the strongest correlation with) each
hidden node is one of its children, i.e., Sg(h) 2 C(h) for all h 2 H .
We now describe the CLBlind algorithm, which involves twomain steps. Firstly,MST(V ;D)
is constructed using the distance matrix D. Secondly, we apply the blind transformation of the
Chow-Liu tree BlindTransform(MST(V ;D)), which proceeds as follows:
13Recall that an internal node is one whose degree is greater than or equal to 2, i.e., a non-leaf.
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Figure 3.4. An illustration of CLBlind. The shaded nodes are the observed nodes and the rest are hidden nodes.
The dotted lines denote surrogate mappings for the hidden nodes. (a) Original latent tree, which belongs to the class
of blind latent graphical models, (b) Chow-Liu tree over the observed nodes, (c) Node 3 is the input to the blind
transformation, (d) Output after the blind transformation, (e) Node 2 is the input to the blind transformation, (f)
Output after the blind transformation, which is same as the original latent tree.
1. Identify the set of internal nodes in MST(V ;D). We perform an operation for each
internal node as follows:
2. For internal node i, add a hidden node h to the tree.
3. Connect an edge between h and i (which now becomes a leaf node) and also connect
edges between h and the neighbors of i in the current tree model.
4. Repeat steps 2 and 3 until all internal nodes have been operated on.
See Figure 3.4 for an illustration of CLBlind. We use the adjective blind to describe the trans-
formation BlindTransform(MST(V ;D)) since it does not depend on the distance matrix D
but uses only the structure of the MST. The following theorem whose proof can be found in
Appendix 3.A.4 states the correctness result for CLBlind.
Theorem 9. (Correctness and Computational Complexity of CLBlind) If p 2 P(Tblind) is
a blind tree-structured graphical model Markov on Tp and the matrix of distancesD is known,
then CLBlind outputs the true latent tree Tp correctly in time O(m2 logm).
The first condition on P(Tblind) that all internal nodes are hidden is not uncommon in
applications. For example, in phylogenetics, (DNA or amino acid) sequences of extant species
at the leaves are observed, while the sequences of the extinct species are hidden (corresponding
to the internal nodes), and the evolutionary (phylogenetic) tree is to be reconstructed. However,
the second condition is more restrictive14 since it implies that each hidden node is directly
connected to at least one observed node and that it is closer (i.e., more correlated) to one of its
observed children compared to any other observed node. If the first constraint is satisfied but not
14The second condition on P(Tblind) holds when the tree is (almost) homogeneous.
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the second, then the blind transformationBlindTransform(MST(V ;D)) does not overestimate
the number of hidden variables in the latent tree (the proof follows from Lemma 8 and is
omitted).
Since the computational complexity of constructing the MST is O(m2 logm) where m =
jV j, and the blind transformation is at most linear in m, the overall computational complexity
is O(m2 logm). Thus, CLBlind is a computationally efficient procedure compared to RG,
described in Section 3.4.
 3.5.4 Chow-Liu Grouping Algorithm
Even though CLBlind is computationally efficient, it only succeeds in recovering latent trees for
a restricted subclass of minimal latent trees. In this section, we propose an efficient algorithm,
called CLGrouping that reconstructs all minimal latent trees. We also illustrate CLGrouping
using an example. CLGrouping uses the properties of the MST as described in Lemma 8.
At a high-level, CLGrouping involves two distinct steps: Firstly, we construct the Chow-Liu
treeMST(V ;D) over the set of observed nodes V . Secondly, we apply RG or NJ to reconstruct
a latent subtree over the closed neighborhoods of every internal node in MST(V ;D). If RG
(respectively NJ) is used, we term the algorithm CLRG (respectively CLNJ). In the rest of the
section, we only describe CLRG for concreteness since CLNJ proceeds along similar lines.
Formally, CLRG proceeds as follows:
1. Construct the Chow-Liu treeMST(V ;D) as in Equation (3.12). Set T = MST(V ;D).
2. Identify the set of internal nodes inMST(V ;D).
3. For each internal node i, let nbd[i;T ] be its closed neighborhood in T and let S =
RG(nbd[i;T ],D) be the output of RG with nbd[i;T ] as the set of input nodes.
4. Replace the subtree over node set nbd[i;T ] in T with S. Denote the new tree as T .
5. Repeat steps 3 and 4 until all internal nodes have been operated on.
Note that the only difference between the algorithm we just described and CLNJ is Step 3 in
which the subroutine NJ replaces RG. Also, observe in Step 3 that RG is only applied to a small
subset of nodes which have been identified in Step 1 as possible neighbors in the true latent tree.
This reduces the computational complexity of CLRG compared to RG, as seen in the following
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Figure 3.5. Illustration of CLRG. The shaded nodes are the observed nodes and the rest are hidden nodes. The
dotted lines denote surrogate mappings for the hidden nodes so for example, node 3 is the surrogate of h3. (a) The
original latent tree, (b) The Chow-Liu tree (MST) over the observed nodes V , (c) The closed neighborhood of node
5 is the input to RG, (d) Output after the first RG procedure, (e) The closed neighborhood of node 3 is the input to
the second iteration of RG, (f) Output after the second RG procedure, which is same as the original latent tree.
theorem whose proof is provided in Appendix 3.A.5. Let jJ j := jV nLeaf(MST(V ;D))j < m
be the number of internal nodes in the MST.
Theorem 10. (Correctness and Computational Complexity of CLRG) If Tp 2 T3 is a
minimal latent tree and the matrix of information distancesD is available, then CLRG outputs
the true latent tree Tp correctly in time O(m2 logm+ jJ j3(MST(V ;D))).
Thus, the computational complexity of CLRG is low when the latent tree Tp has a small
maximum degree and a small effective depth (such as the HMM) because Equation (3.16)
implies that (MST(V ;D)) is also small. Indeed, we demonstrate in Section 3.7 that there is
a significant speedup compared to applying RG over the entire observed node set V .
We now illustrate CLRG using the example shown in Figure 3.5. The original minimal
latent tree Tp = (W ,E) is shown in Figure 3.5(a) withW = f1, 2, : : : , 6,h1,h2,h3g. The set
of observed nodes is V = f1, : : : , 6g and the set of hidden nodes is H = fh1,h2,h3g. The
Chow-Liu tree TCL = MST(V ;D) formed using the information distance matrix D is shown
in Figure 3.5(b). Since nodes 3 and 5 are the only internal nodes in MST(V ;D), two RG
operations will be executed on the closed neighborhoods of each of these two nodes. In the first
iteration, the closed neighborhood of node 5 is the input to RG. This is shown in Figure 3.5(c)
where nbd[4;MST(V ;D)] = f1, 3, 4, 5g, which is then replaced by the output of RG to obtain
the tree shown in Figure 3.5(d). In the next iteration, RG is applied to the closed neighborhood
of node 3 in the current tree nbd[3;T ] = f2, 3, 6,h1g as shown in Figure 3.5(e). Note that
nbd[3;T ] includes h1 2 H , which was introduced by RG in the previous iteration. This closed
neighborhood is then replaced by the output of the second RG operation and the original latent
tree Tp is obtained as shown in Figure 3.5(f).
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Observe that the trees obtained at each iteration of CLRG are related to the original latent
tree in terms of edge-contraction operations [91], which were defined in Section 3.5.2. For ex-
ample, the Chow-Liu tree in Figure 3.5(b) is obtained from the latent tree Tp in Figure 3.5(a) by
sequentially contracting all edges connecting an observed node to its inverse surrogate set (cf.
Lemma 8(ii)). Upon performing an iteration of RG, these contraction operations are inverted
and hidden nodes are introduced. For example, in Figure 3.5(d), the hidden nodes h1,h2 are
introduced after performing RG on the closed neighborhood of node 4 onMST(V ;D). These
newly introduced hidden nodes in fact, turn out to be the hidden nodes in the inverse surrogate
set of node 5, i.e., Sg 1(5) = f5,h1,h2g. This is not merely a coincidence and we prove in
Appendix 3.A.5 that at each iteration, the set of hidden nodes introduced corresponds to the
inverse surrogate set of the internal node.
We conclude this section by emphasizing that CLGrouping (i.e., CLRG or CLNJ) has two
primary advantages. Firstly, as demonstrated in Theorem 10, the structure of all minimal tree-
structured graphical models can be recovered by CLGrouping in contrast to CLBlind. Secondly,
it typically has much lower computational complexity compared to RG.
 3.5.5 Extension to General Discrete Models
For general (i.e., not symmetric) discrete models, the mutual information I(xi ; xj) is in gen-
eral not monotonic in the information distance dij , defined in Equation (3.6).15 As a result,
Lemma 6 does not hold, i.e., the Chow-Liu tree TCL is not necessarily the same asMST(V ;D).
However, Lemma 8 does hold for all minimal latent tree models. Therefore, for general dis-
crete models, we compute MST(V ;D) (instead of the Chow-Liu tree TCL with edge weights
I(xi ; xj)), and apply RG or NJ to each internal node and its neighbors. This algorithm guar-
antees that the structure learned using CLGrouping is the same as Tp if the distance matrix D
is available.
 3.6 Sample-Based Algorithms for Learning Latent Tree Structures
In Sections 3.4 and 3.5, we designed algorithms for the exact reconstruction of latent trees
assuming that pV is a tree-decomposable distribution and the matrix of information distancesD
is available. In most (if not all) machine learning problems, the pairwise distributions p(xi,xj)
are unavailable. Consequently, D is also unavailable so RG, NJ and CLGrouping as stated in
15The mutual information, however, is monotonic in dij for asymmetric binary discrete models.
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Sections 3.4 and 3.5 are not directly applicable. In this section, we consider extending RG, NJ
and CLGrouping to the case when only samples xnV are available. We show how to modify the
previously proposed algorithms to accommodate ML estimated distances and we also provide
sample complexity results for relaxed versions of RG and CLGrouping.
ML Estimation of Information Distances
The canonical method for deterministic parameter estimation is via maximum-likelihood (ML)
[99]. We focus on Gaussian and symmetric discrete distributions in this section. The general-
ization to general discrete models is straightforward. For Gaussians graphical models, we use
ML to estimate the entries of the covariance matrix,16 i.e.,
bij = 1
n
nX
k=1
x
(k)
i x
(k)
j , 8 i, j 2 V . (3.17)
The ML estimate of the correlation coefficient is defined as bij := bij=(biibjj)1=2. The esti-
mated information distance is then given by the analog of Equation (3.5), i.e., bdij =   log jbij j.
For symmetric discrete distributions, we estimate the crossover probability ij via ML as17
bij = 1
n
nX
k=1
I

x
(k)
i 6= x(k)j
	
, 8 i, j 2 V . (3.18)
The estimated information distance is given by the analogue of Equation (3.7), i.e., bdij =
 (K   1) log(1 Kbij). For both classes of models, it can easily be verified from the Central
Limit Theorem and continuity arguments [99] that bdij   dij = Op(n 1=2), where n is the
number of samples. This means that the estimates of the information distances are consistent
with rate of convergence being n 1=2. The m m matrix of estimated information distances
is denoted as bD = [bdij ].
 3.6.1 Post-processing Using Edge Contractions
For all sample-based algorithms discussed in this section, we apply a common post-processing
step using edge-contraction operations. Recall from Equation (3.8) that l is the minimum bound
on the information distances on edges. After learning the latent tree, if we find that there exists
16Without loss of generality, we assume that the mean of the true random vector x is known and equals to the
zero vector so we do not need to subtract the empirical mean in Equation (3.17).
17We use Ifg to denote the indicator function.
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an edge (i,h) 2 W  H with the estimated distance bdih < l, then (i,h) is contracted to a
single node whose label is i, i.e., the hidden node h is removed and merged with node i. This
edge contraction operation removes a hidden node if it is too close in information distances to
another node. For Gaussian and binary variables, bdih =   log jbihj, so in our experiments, we
use l =   log 0.9 to contract an edge (i,h) if the correlation between the two nodes is higher
than 0.9.
 3.6.2 Relaxed Recursive Grouping (RG) Given Samples
We now show how to relax the canonical RG algorithm described in Section 3.4 to handle
the case when only bD is available. Recall that RG calls the TestNodeRelationships procedure
recursively to ascertain child-parent and sibling relationships via equality testsijk = dik djk
(cf. Section 3.3.2). These equality constraints are, in general, not satisfied with the estimated
differences bijk := bdik   bdjk, which are computed based on the estimated distance in bD.
Besides, not all estimated distances are equally accurate. Longer distance estimates (i.e., lower
correlation estimates) are less accurate for a given number of samples.18 As such, not all
estimated distances can be used for testing inter-node relationships reliably. These observations
motivate the following three modifications to the RG algorithm:
1. Consider using a smaller subset of nodes to test whether bijk is constant (across k).
2. Apply a threshold (inequality) test to the bijk values.
3. Improve on the robustness of the estimated distances bdih in Equation (3.10) and Equa-
tion (3.11) by averaging.
We now describe each of these modifications in greater detail. Firstly, in the relaxed RG al-
gorithm, we only compute bijk for those estimated distances bdij , bdik and bdjk that are below a
prescribed threshold  > 0 since longer distance estimates are unreliable. As such, for each
pair of nodes (i, j) such that bdij <  , associate the set
Kij :=
n
k 2 V nfi, jg : maxfbdik, bdjkg < o . (3.19)
This is the subset of nodes in V whose estimated distances to i and j are less than  . Computebijk for all k 2 Kij only.
18In fact, by using a large deviation result in Shen [100, Theorem 1], we can formally show that a larger number
of samples is required to get a good approximation of ik if it is small compared to when ik is large.
68 CHAPTER 3. LEARNING LATENT TREE GRAPHICAL MODELS
Secondly, instead of using equality tests in TestNodeRelationships to determine the rela-
tionship between nodes i and j, we relax this test and consider the statistic
bij := max
k2Kij
bijk   min
k2Kij
bijk (3.20)
Intuitively, if bij in Equation (3.20) is close to zero, then nodes i and j are likely to be in the
same family. Thus, declare that nodes i, j 2 V are in the same family if
bij < , (3.21)
for another threshold  > 0. Similarly, an observed node k is identified as a parent node if
jbdik + bdkj   bdij j <  for all i and j in the same family.
Thirdly, in order to further improve on the quality of the distance estimate bdih of a newly
introduced hidden node to observed nodes, we compute bdih using (3.10) with different pairs of
j 2 C(h) and k 2 Kij , and take the average as follows:
bdih = 1
2(jC(h)j   1)
0@ X
j2C(h)
bdij + 1jKij j X
k2Kij
bijk
1A . (3.22)
Similarly, for any other node k =2 C(h), we compute bdkh using all child nodes in C(h) and C(k)
(if C(k) 6= ;) as follows:
bdkh =
8<: 1jC(h)j
P
i2C(h)(bdik   bdih), if k 2 V ,
1
jC(h)jjC(k)j
P
(i,j)2C(h)C(k)(bdij   bdih   bdjk), otherwise. (3.23)
It is easy to verify that if bdih and bdkh are equal to dih and dkh respectively, then (3.22) and (3.23)
reduce to (3.10) and (3.11) respectively.
The following theorem shows that relaxed RG is consistent, and with appropriately chosen
thresholds  and  , it has the sample complexity logarithmic in the number of observed vari-
ables. The proof follows from standard Chernoff bounds and is provided in Appendix 3.A.6.
Theorem 11. (Consistency and Sample Complexity of Relaxed RG) (i) Relaxed RG is struc-
turally consistent for all Tp 2 T3. In addition, it is risk consistent for Gaussian and symmetric
discrete distributions. (ii) Assume that the effective depth is (Tp;V ) = O(1) (i.e., constant
in m) and relaxed RG is used to reconstruct the tree given bD. For every  > 0, there exists
thresholds ,  > 0 such that if
n > C log(m= 3
p
) (3.24)
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for some constant C > 0, the error probability for structure reconstruction in Equation (3.2)
is bounded above by . If, in addition, p is a Gaussian or symmetric discrete distribution and
n > C 0 log(m= 3p), the error probability for distribution reconstruction in Equation (3.3) is
also bounded above by . Thus, the sample complexity of relaxed RG, which is the number
of samples required to achieve a desired level of accuracy, is logarithmic in m, the number of
observed variables.
As we observe from Equation (3.24), the sample complexity for RG is logarithmic inm for
shallow trees (i.e., trees where the effective depth is constant). This is in contrast to NJ where
the sample complexity is super-polynomial in the number of observed nodes for the HMM
[71, 101].
RG with k-means Clustering
In practice, if the number of samples is limited, the distance estimates bdij are noisy and it
is difficult to select the threshold  in Theorem 11 to identify sibling nodes reliably. In our
experiments, we employ a modified version of the k-means clustering algorithm to cluster a
set of nodes with small bij , defined in Equation (3.20), as a group of siblings. Recall that
we test each bij locally with a fixed threshold  in Equation (3.21). In contrast, the k-means
algorithm provides a global scheme and circumvents the need to select the threshold . We
adopt the silhouette method [93] with dissimilarity measure bij to select optimal the number
of clusters k.
 3.6.3 Relaxed Neighbor-Joining Given Samples
In this section, we describe how NJ can be relaxed when the true distances are unavailable.
We relax the NJ algorithm by using ML estimates of the distances bdij in place of unavailable
distances dij . NJ typically assume that all observed nodes are at the leaves of the latent tree,
so after learning the latent tree, we perform the post-processing step described in Section 3.6.1
to identify internal nodes that are observed. The sample complexity of NJ is known to be
O(exp(diam(Tp)) logm) [101] and thus does not scale well when the latent tree Tp has a large
diameter. Comparisons between the sample complexities of other closely related latent tree
learning algorithms are discussed in [1, 26, 39] and [101].
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 3.6.4 Relaxed CLGrouping Given Samples
In this section, we discuss how to modify CLGrouping (CLRG and CLNG) when we only have
access to the estimated information distance bD. The relaxed version of CLGrouping differs
from CLGrouping in two main aspects. Firstly, we replace the edge weights in the construction
of the MST in Equation (3.12) with the estimated information distances bdij , i.e.,
bTCL = MST(V ; bD) := argmin
T2T (V )
X
(i,j)2T
bdij . (3.25)
If pV is a Gaussian or symmetric discrete distribution, the procedure in Equation (3.25) is
equivalent to the learning of the ML tree structure given samples xnV (see Lemma 6). It has also
been shown that the error probability of structure learning Pr( bTCL 6= TCL) converges to zero
exponentially fast in the number of samples n [104, 105]. Secondly, for CLRG (respectively
CLNJ), we replace RG (respectively NJ) with the relaxed version of RG (respectively NJ). The
sample complexity result of CLRG (and its proof) is similar to Theorem 11 and the proof is
provided in Appendix 3.A.7.
Theorem 12. (Consistency and Sample Complexity of Relaxed CLRG) (i) Relaxed CLRG
is structurally consistent for all Tp 2 T3. In addition, it is risk consistent for Gaussian and
symmetric discrete distributions. (ii) Assume that the effective depth is (Tp;V ) = O(1) (i.e.,
constant inm). Then the sample complexity of relaxed CLRG is logarithmic inm.
 3.6.5 Regularized CLGrouping for Learning Latent Tree Approximations
For many practical applications, it is of interest to learn a latent tree that approximates the given
empirical distribution. In general, introducing more hidden variables enables better fitting to the
empirical distribution, but it increases the model complexity and may lead to overfitting. The
Bayesian Information Criterion [98] introduced in Equation (2.37) provides a trade-off between
model fitting and model complexity. Here, we describe regularized CLGrouping, in which we
use the BIC in Equation (2.37) to specify a stopping criterion on the number of hidden variables
added.
For each internal node and its neighbors in the Chow-Liu tree, we use relaxed NJ or RG to
learn a latent subtree. Unlike in regular CLGrouping, before we integrate this subtree into our
model, we compute its BIC score. Computing the BIC score requires estimating the maximum
likelihood parameters for the models, so for general discrete distributions, we run the EM al-
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gorithm on the subtree to estimate the parameters.19 After we compute the BIC scores for all
subtrees corresponding to all internal nodes in the Chow-Liu tree, we choose the subtree that
results in the highest BIC score and incorporate that subtree into the current tree model.
The BIC score can be computed efficiently on a tree model with a few hidden variables.
Thus, for computational efficiency, each time a set of hidden nodes is added to the model, we
generate samples of hidden nodes conditioned on the samples of observed nodes, and use these
augmented samples to compute the BIC score approximately when we evaluate the next subtree
to be integrated in the model.
If none of the subtrees increases the BIC score (i.e., the current tree has the highest BIC
score), the procedure stops and outputs the estimated latent tree. Alternatively, if we wish to
learn a latent tree with a given number of hidden nodes, we can used the BIC-based procedure
mentioned in the previous paragraph to learn subtrees until the desired number of hidden nodes
is introduced. Depending on whether we use NJ or RG as the subroutine, we denote the specific
regularized CLGrouping algorithm as regCLNJ or regCLRG.
This approach of using an approximation of the BIC score has been commonly used to learn
a graphical model with hidden variables [37, 119]. However, for these algorithms, the BIC score
needs to be evaluated for a large subset of nodes, whereas in CLGrouping, the Chow-Liu tree
among observed variables prunes out many subsets, so we need to evaluate BIC scores only for
a small number of candidate subsets (the number of internal nodes in the Chow-Liu tree).
 3.7 Experimental Results
In this section, we compare the performances of various latent tree learning algorithms. We
first show simulation results on synthetic datasets with known latent tree structures to demon-
strate the consistency of our algorithms. We also analyze the performance of these algorithms
when we change the underlying latent tree structures. Then, we show that our algorithms can
approximate arbitrary multivariate probability distributions with latent trees by applying them
to two real-world datasets, a monthly stock returns example and the 20 newsgroups dataset.
19Note that for Gaussian and symmetric discrete distributions, the model parameters can be recovered from
information distances directly using (3.5) or (3.7).
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(b) HMM(a) Double star
(c) 5-complete
Figure 3.6. Latent tree structures used in our simulations.
 3.7.1 Simulations using Synthetic Datasets
In order to analyze the performances of different tree reconstruction algorithms, we generate
samples from known latent tree structures with varying sample sizes and apply reconstruction
algorithms. We compare the neighbor-joining method (NJ) [96] with recursive grouping (RG),
Chow-Liu Neighbor Joining (CLNJ), and Chow-Liu Recursive Grouping (CLRG). Since the
algorithms are given only samples of observed variables, we use the sample-based algorithms
described in Section 3.6. The threshold  in Section 3.6.2 is set to grow logarithmically with
the number of samples.
Figure 3.6 shows the three latent tree structures used in our simulations. The double-star
has 2 hidden and 80 observed nodes, the HMM has 78 hidden and 80 observed nodes, and the
5-complete tree has 25 hidden and 81 observed nodes including the root node. For simplicity,
we present simulation results only on Gaussian models but note that the behavior on discrete
models is similar. All correlation coefficients on the edges ij were independently drawn from
a uniform distribution supported on [0.2, 0.8]. The performance of each method is measured by
averaging over 200 independent runs with different parameters. We use the following perfor-
mance metrics to quantify the performance of each algorithm in Figure 3.7:
(i) Structure recovery error rate: This is the proportion of times that the proposed algo-
rithm fails to recover the true latent tree structure. Note that this is a very strict measure
since even a single wrong hidden node or misplaced edge results in an error for the entire
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Figure 3.7. Performance of RG, NJ, CLRG, and CLNJ for the latent trees shown in Figure 3.6.
structure.
(ii) Robinson Foulds metric [91]: This popular phylogenetic tree-distortion metric computes
the number of graph transformations (edge contraction or expansion) needed to be applied
to the estimated graph in order to get the correct structure. This metric quantifies the
difference in the structures of the estimated and true models.
(iii) Error in the number of hidden variables: We compute the average number of hidden
variables introduced by each method and plot the absolute difference between the average
estimated hidden variables and the number of hidden variables in the true structure.
(iv) KL-divergenceD(pV jj bpnV ): This is a measure of the distance between the estimated and
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RG NJ CLRG CLNJ
HMM 10.16 0.02 0.10 0.05
5-complete 7.91 0.02 0.26 0.06
Double star 1.43 0.01 0.76 0.20
Table 3.1. Average running time of each algorithm in seconds.
the true models over the set of observed nodes V .20
We first note that from the structural error rate plots that the double star is the easiest structure
to recover and the 5-complete tree is the hardest. In general, given the same number of observed
variables, a latent tree with more hidden variables or larger effective depth (see Section 3.2) is
more difficult to recover.
For the double star, RG clearly outperforms all other methods. With only 1,000 samples,
it recovers the true structure exactly in all 200 runs. On the other hand, CLGrouping performs
significantly better than RG for the HMM. There are two reasons for such performance differ-
ences. Firstly, for Gaussian distributions, it was shown [105] that given the same number of
variables and their samples, the Chow-Liu algorithm is most accurate for a chain and least ac-
curate for a star. Since the Chow-Liu tree of a latent double star graph is close to a star, and the
Chow-Liu tree of a latent HMM is close to a chain, the Chow-Liu tree tend to be more accurate
for the HMM than for the double star. Secondly, the internal nodes in the Chow-Liu tree of the
HMM tend to have small degrees, so we can apply RG or NJ to a very small neighborhood,
which results in a significant improvement in both accuracy and computational complexity.
Note that NJ is particularly poor at recovering the HMM structure. In fact, it has been
shown that even if the number of samples grows polynomially with the number of observed
variables (i.e., n = O(mB) for any B > 0), it is insufficient for NJ to recover HMM structures
[71]. The 5-complete tree has two layers of hidden nodes, making it very difficult to recover
the exact structure using any method. CLNJ has the best structure recovery error rate and KL
divergence, while CLRG has the smallest Robinson-Foulds metric.
Table 3.1 shows the running time of each algorithm averaged over 200 runs and all sample
20Note that this is not the same quantity as in Equation (3.3) because if the number of hidden variables is estimated
incorrectly, D(p jj bpn) is infinite so we plot D(pV jj bpnV ) instead. However, for Gaussian and symmetric discrete
distributions,D(p jj bpn) converges to zero in probability since the number of hidden variables is estimated correctly
asymptotically.
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Log-Likelihood BIC # Hidden # Parameters Time (secs)
CL -13,321 -13,547 0 84 0.15
NJ -12,400 -12,747 45 129 0.02
RG -14,042 -14,300 12 96 21.15
CLNJ -11,990 -12,294 29 113 0.24
CLRG -12,879 -13,174 26 110 0.40
Table 3.2. Comparison of the log-likelihood, BIC, number of hidden variables introduced, number of parameters,
and running time for the monthly stock returns example.
sizes. All algorithms are implemented in MATLAB. As expected, we observe that CLRG is
significantly faster than RG for HMM and 5-complete graphs. NJ is fastest, but CLNJ is also
very efficient and leads to much more accurate reconstruction of latent trees.
Based on the simulation results, we conclude that for a latent tree with a few hidden vari-
ables, RG is most accurate, and for a latent tree with a large diameter, CLNJ performs the best.
A latent tree with multiple layers of hidden variables is more difficult to recover correctly using
any method, and CLNJ and CLRG outperform NJ and RG.
 3.7.2 Monthly Stock Returns
We apply our latent tree learning algorithms to model the dependency structure of monthly
stock returns of 84 companies in the S&P 100 stock index.21 We use the samples of the monthly
returns from 1990 to 2007. As shown in Table 3.2 and Figure 3.9, CLNJ achieves the highest
log-likelihood and BIC scores. NJ introduces more hidden variables than CLNJ and has lower
log-likelihoods, which implies that starting from a Chow-Liu tree helps to get a better latent
tree approximation. Figure 3.8 shows the latent tree structure learned using the CLNJ method.
Each observed node is labeled with the ticker of the company. Note that related companies are
closely located on the tree. Many hidden nodes can be interpreted as industries or divisions.
For example, h1 has Verizon, Sprint, and T-mobile as descendants, and can be interpreted
as the telecom industry, and h3 correspond to the technology division with companies such
as Microsoft, Apple, and IBM as descendants. Nodes h26 and h27 group commercial banks
together, and h25 has all retail stores as child nodes.
21We disregard 16 companies that have been listed on S&P 100 only after 1990.
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Figure 3.8. Tree structure learned from monthly stock returns using CLNJ.
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Figure 3.9. Plot of BIC scores for the monthly stock returns example.
 3.7.3 20 Newsgroups with 100 Words
For our last experiment, we apply our latent tree learning algorithms to the 20 Newsgroups
dataset with 100 words.22 The dataset consists of 16,242 binary samples of 100 words, indicat-
ing whether each word appears in each posting or not. In addition to the Chow-Liu tree (CL),
NJ, RG, CLNJ, and CLRG, we also compare the performances with the regCLNJ and regCLRG
(described in Section 3.6.5), the latent cluster model (LCM) [75], and BIN, which is a greedy
algorithm for learning latent trees [53].
Table 3.3 shows the performance of different algorithms, and Figure 3.10 plots the BIC
score. We use the MATLAB code (a small part of it is implemented in C) provided by [53]23 to
run LCM and BIN. Note that although LCM has only one hidden node, the hidden node has 16
states, resulting in many parameters. We also tried to run the algorithm in [15], but their JAVA
implementation on this dataset did not complete even after several days. For NJ, RG, CLNJ, and
CLRG, we learned the structures using only information distances (defined in (3.6)) and then
used the EM algorithm to fit the parameters. For regCLNJ and regCLRG, the model parameters
are learned during the structure learning procedure by running the EM algorithm locally, and
once the structure learning is over, we refine the parameters by running the EM algorithm for
the entire latent tree. All methods are implemented in MATLAB except the E-step of the EM
algorithm, which is implemented in C++.
Despite having many parameters, the models learned via LCM have the best BIC score.
However, it does not reveal any interesting structure and is computationally more expensive
22http://cs.nyu.edu/˜roweis/data/20news_w100.mat
23http://people.kyb.tuebingen.mpg.de/harmeling/code/ltt-1.3.tar
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Log-Likelihood BIC Hidden Params
Time (s)
Total Structure EM
CL -238,713 -239,677 0 199 8.9 - -
LCM -223,096 -230,925 1 1,615 8,835.9 - -
BIN -232,042 -233,952 98 394 3022.6 - -
NJ -230,575 -232,257 74 347 1611.2 3.3 1608.2
RG -239,619 -240,875 30 259 927.1 30.8 896.4
CLNJ -230,858 -232,540 74 347 1479.6 2.7 1476.8
CLRG -231,279 -232,738 51 301 1224.6 3.1 1224.6
regCLNJ -235,326 -236,553 27 253 630.8 449.7 181.1
regCLRG -234,012 -235,229 26 251 606.9 493.0 113.9
Table 3.3. Comparison between various algorithms on the newsgroup set.
to learn. In addition, it may result in overfitting. In order to show this, we split the dataset
randomly and use half as the training set and the other half as the test set. Table 3.4 shows
the performance of applying the latent trees learned from the training set to the test set, and
Figure 3.11 shows the log-likelihood on the training and the test sets. For LCM, the test log-
likelihood drops significantly compared to the training log-likelihood, indicating that LCM is
overfitting the training data. NJ, CLNJ, and CLRG achieve high log-likelihood scores on the
test set. Although regCLNJ and regCLRG do not result in a better BIC score, they introduce
fewer hidden variables, which is desirable if we wish to learn a latent tree with small compu-
tational complexity, or if we wish to discover a few hidden variables that are meaningful in
explaining the dependencies of observed variables.
Figure 3.12 shows the latent tree structure learned using regCLRG from the entire dataset.
Many hidden variables in the tree can be interpreted as topics - h5 as sports, h9 as computer
technology, h13 as medical, etc. Note that some words have multiple meanings and appear
in different topics - e.g., program can be used in the phrase “space program” as well as
“computer program”, and winmay indicate the windows operating system or winning in sports
games.
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Figure 3.10. The BIC scores of various algorithms on the newsgroup set.
Train Test
Hidden Params
Time (s)
Log-Like BIC Log-Like BIC Total Struct EM
CL -119,013 -119,909 -120,107 -121,003 0 199 3.0 - -
LCM -112,746 -117,288 -116,884 -120,949 1 1,009 3,197.7 - -
BIN -117,172 -118,675 -117,957 -119,460 78 334 1,331.3 - -
NJ -115,319 -116,908 -116,011 -117,600 77 353 802.8 1.3 801.5
RG -118,280 -119,248 -119,181 -120,149 8 215 137.6 7.6 130.0
CLNJ -115,372 -116,987 -116,036 -117,652 80 359 648.0 1.5 646.5
CLRG -115,565 -116,920 -116,199 -117,554 51 301 506.0 1.7 504.3
regCLNJ -117,723 -118,924 -118,606 -119,808 34 267 425.5 251.3 174.2
regCLRG -116,980 -118,119 -117,652 -118,791 27 253 285.7 236.5 49.2
Table 3.4. Comparison between various algorithms on the newsgroup dataset with a train/test split.
 3.8 Conclusion
In this chapter, we proposed algorithms to learn a latent tree model from the information dis-
tances of observed variables. Our first algorithm, recursive grouping, identifies sibling and
parent-child relationships and introduces hidden nodes recursively. Our second algorithm,
CLGrouping, first learns the Chow-Liu tree among observed variables and then applies latent-
tree-learning subroutines such as recursive grouping or neighbor joining locally to each internal
node in the Chow-Liu tree and its neighbors. These algorithms are structurally consistent (and
risk consistent as well in the case of Gaussian and discrete symmetric distributions), and have
sample complexity logarithmic in the number of observed variables.
Using simulations with synthetic datasets, we showed that RG performs well when the num-
ber of hidden variables is small, and that CLGrouping performs significantly better than other
algorithms when there are many hidden variables in the latent tree. Using both Gaussian and
discrete real-world data, we compared the performances of our algorithms to other EM-based
approaches and the neighbor-joining method, and our algorithm show superior results in both
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Figure 3.11. Train and test log-likelihood scores of various algorithms on the newsgroup dataset with a train/test
split.
accuracy (measured by KL-divergence and graph distance) and computational efficiency. In ad-
dition, we introduced regularized CLGrouping, which is useful in learning a latent tree approx-
imation with a given number of hidden nodes. The MATLAB implementation of our algorithms
can be downloaded from the project webpage http://people.csail.mit.edu/myung
jin/latentTree.html.
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Figure 3.12. Tree structure learned from 20 newsgroup dataset using regCLRG.
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Figure 3.13. Shaded nodes indicate observed nodes and the rest indicate hidden nodes. (a),(b) Figures for Proof of
Lemma 4. Dashed red line represent the subtrees away from i and j. (c) Figure for Proof of Lemma 8(i). (d) Figure
for Proof of Lemma 8(iI)
Appendix for Chapter 3
 3.A Proofs
 3.A.1 Proof of Lemma 4: Sibling Grouping
We prove statement (i) in Lemma 4 using Equation (3.9) in Proposition 3. Statement (ii) follows
along similar lines and its proof is omitted for brevity.
If : From the additive property of information distances in Equation (3.9), if i is a leaf node
and j is its parent, dik = dij + djk and thus ijk = dij for all k 6= i, j.
Only If: Now assume that ijk = dij for all k 2 V nfi, jg. In order to prove that i is a leaf
node and j is its parent, assume to the contrary, that i and j are not connected with an edge, then
there exists a node u 6= i, j on the path connecting i and j. If u 2 V , then let k = u. Otherwise,
let k be an observed node in the subtree away from i and j (see Figure 3.13(a)), which exists
since Tp 2 T3. By the additive property of information distances in Equation (3.9) and the
assumption that all distances are positive,
dij = diu + duj > diu   duj = dik   dkj = ijk (3.26)
which is a contradiction. If i is not a leaf node in Tp, then there exist a node u 6= i, j such that
(i,u) 2 Ep. Let k = u if u 2 V , otherwise, let k be an observed node in the subtree away from
i and j (see Figure 3.13(b)). Then,
ijk = dik   djk =  dij < dij , (3.27)
which is again a contradiction. Therefore, (i, j) 2 Ep and i is a leaf node.
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 3.A.2 Proof of Theorem 5: Correctness and Computational Complexity
of RG
The correctness of RG follows from the following observations: Firstly, from Proposition 3, for
all i, j in the active set Y , the information distances dij can be computed exactly with Equations
(3.10) and (3.11). Secondly, at each iteration of RG, the sibling groups within Y are identified
correctly using the information distances by Lemma 4. Since the new parent node added to a
partition that does not contain an observed parent corresponds to a hidden node (in the original
latent tree), a subforest of Tp is recovered at each iteration, and when jY j  2, and the entire
latent tree is recovered.
The computational complexity follows from the fact there are a maximum of O(m3) dif-
ferences ijk = dik   djk that we have to compute at each iteration of RG. Furthermore, there
are at most diam(Tp) subsets in the coarsest partition (cf. step 3) of Y at the first iteration, and
the number of subsets reduce at least by 2 from one iteration to the next due to the assumption
that Tp 2 T3. This proves the claim that the computational complexity is upper bounded by
O(diam(Tp)m
3).
 3.A.3 Proof of Lemma 8: Properties of the MST
(i) For an edge (i, j) 2 Ep such that Sg(i) 6= Sg(j), let Vinj  V and Vjni  V denote observed
nodes in the subtrees obtained by the removal of edge (i, j), where the former includes node i
and excludes node j and vice versa (see Figure 3.13(c)). Using part (ii) of the lemma and the
fat that Sg(i) 6= Sg(j), it can be shown that Sg(i) 2 Vinj and Sg(j) 2 Vjni. Since (i, j) lies on
the unique path from k to l on Tp, for all observed nodes k 2 Vinj , l 2 Vjni, we have
dkl = dki + dij + djl  dSg(i),i + dij + dSg(j),j = dSg(i),Sg(j), (3.28)
where the inequality is from the definition of surrogacy and the final equality uses the fact that
Sg(i) 6= Sg(j). By using the property of theMST that (Sg(i), Sg(j)) is the shortest edge from
Vinj to Vjni, we have Equation (3.15).
(ii) First assume that we have a tie-breaking rule consistent across all hidden nodes so that
if duh = dvh = mini2V dih and duh0 = dvh0 = mini2V dih0 then both h and h0 choose the
same surrogate node. Let j 2 V , h 2 Sg 1(j), and let u be a node on the path connecting h
and j (see Figure 3.13(d)). Assume that Sg(u) = k 6= j. If duj > duk, then
dhj = dhu + duj > dhu + duk = dhk, (3.29)
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which is a contradiction since j = Sg(h). If duj = duk, then dhj = dhk, which is again a
contradiction to the consistent tie-breaking rule. Thus, the surrogate node of u is j.
(iii) First we claim that
jSg 1(i)j  (Tp)ul (Tp;V ). (3.30)
To prove this claim, let  be the longest (worst-case) graph distance of any hidden node h 2 H
from its surrogate, i.e.,
 := max
h2H
jPath(h, Sg(h);Tp)j. (3.31)
From the degree bound, for each i 2 V , there are at most (Tp) hidden nodes that are within
the graph distance of ,24 so
jSg 1(i)j  (Tp) (3.32)
for all i 2 V . Let d := maxh2H dh,Sg(h) be the longest (worst-case) information distance
between a hidden node and its surrogate. From the bounds on the information distances, l 
d. In addition, for each h 2 H , let z(h) := argminj2V jPath((h, j);Tp)j be the observed
node that is closest to h in graph distance. Then, by definition of the effective depth, dh,Sg(h) 
dh,z(h)  u for all h 2 H , and we have d  u. Since l  d  u, we also have
  u=l. (3.33)
Combining this result with Equation (3.32) establishes the claim in Equation (3.30). Now
consider
(MST(V ;D))
(a)
 (Tp)max
i2V
jSg 1(i)j
(b)
 (Tp)1+ul (Tp;V ) (3.34)
where (a) is a result of the application of Equation (3.15) and (b) results from Equation (3.30).
This completes the proof of the claim in Equation (3.16) in Lemma 8.
 3.A.4 Proof of Theorem 9: Correctness and Computational Complexity
of CLBlind
It suffices to show that the Chow-Liu treeMST(V ;D) is a transformation of the true latent tree
Tp (with parameters such that p 2 P(Tblind)) as follows: contract the edge connecting each
hidden variable h with its surrogate node Sg(h) (one of its children and a leaf by assumption).
Note that the blind transformation on the MST is merely the inverse mapping of the above.
From Equation (3.15), all the children of a hidden node h, except its surrogate Sg(h), are
24The maximum size of the inverse surrogate set in Equation (3.31) is attained by a(Tp)-ary complete tree.
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Figure 3.14. Figure for Proof of Theorem 10. (a) Original latent tree. (b) Illustration of CLGrouping. (c) Illustration
of the trees constructed using edge contractions.
neighbors of its surrogate node Sg(h) inMST(V ;D). Moreover, these children of h which are
not surrogates of any hidden nodes are leaf nodes in the MST. Similarly for two hidden nodes
h1,h2 2 H such that (h1,h2) 2 Ep, (Sg(h1), Sg(h2)) 2 MST(V ;D) from Lemma 8(i).
Hence, CLBlind outputs the correct tree structure Tp. The computational complexity follows
from the fact that the blind transformation is linear in the number of internal nodes, which is
less than the number of observed nodes, and that learning the Chow-Liu tree takesO(m2 logm)
operations.
 3.A.5 Proof of Theorem 10: Correctness and Computational Complexity
of CLRG
We first define some new notations.
Notation: Let I := V n Leaf(MST(V ;D)) be the set of internal nodes. Let vr 2 I be
the internal node visited at iteration r, and let Hr be all hidden nodes in the inverse surrogate
set Sg 1(vr), i.e.,Hr = Sg 1(vr) n fvrg. Let Ar := nbd[vr;T r 1], and hence Ar is the node
set input to the recursive grouping routine at iteration r, and let RG(Ar,D) be the output latent
tree learned by recursive grouping. Define T r as the tree output at the end of r iterations of
CLGrouping. Let V r := fvr+1, vr+2, : : : , vjIjg be the set of internal nodes that have not yet
been visited by CLGrouping at the end of r iterations. Let EC(Tp,V r) be the tree constructed
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using edge contractions as follows: in the latent tree Tp, we contract edges corresponding to
each node u 2 V r and all hidden nodes in its inverse surrogate set Sg 1(u). Let Sr be a subtree
of EC(Tp,V r) spanning vr, Hr and their neighbors.
For example, in Figure 3.14, the original latent tree Tp is shown in Figure 3.14(a), and
T 0, T 1, T 2 are shown in Figure 3.14(b). The set of internal nodes is I = f3, 5g. In the
first iteration, v1 = 5, A1 = f1, 3, 4, 5g and H1 = fh1,h2g. In the second iteration, v2 =
3, A2 = f2, 3, 6,h1g and H1 = fh3g. V 0 = f3, 5g, V 1 = f3g, and V 2 = ;, and in
Figure 3.14(c), we show EC(Tp,V 0), EC(Tp,V 1), and EC(Tp,V 2). In EC(Tp,V 1), S1 is the
subtree spanning 5,h1,h2 and their neighbors, i.e., f1, 3, 4, 5,h1,h2g. InEC(Tp,V 2), S2 is the
subtree spanning 3,h3 and their neighbors, i.e., f2, 3, 6,h1,h3g. Note that T 0 = EC(Tp,V 0),
T 1 = EC(Tp,V
1), and T 2 = EC(Tp,V 2); we show below that this holds for all CLGrouping
iterations in general.
We prove the theorem by induction on the iterations r = 1, : : : , jIj of the CLGrouping
algorithm.
Induction Hypothesis: At the end of k iterations of CLGrouping, the tree obtained is
T k = EC(Tp,V
k), 8 k = 0, 1, : : : , jIj. (3.35)
In words, the latent tree after k iterations of CLGrouping can be constructed by contracting
each surrogate node in Tp that has not been visited by CLGrouping with its inverse surrogate
set. Note that V jIj = ; and EC(Tp,V jIj) is equivalent to the original latent tree Tp. Thus, if the
above induction in Equation (3.35) holds, then the output of CLGrouping T jIj is the original
latent tree.
Base Step r = 0: The claim in Equation (3.35) holds since V 0 = I and the input to the
CLGrouping procedure is the Chow-Liu treeMST(V ;D), which is obtained by contracting all
surrogate nodes and their inverse surrogate sets (see Section 3.5.2).
Induction Step: Assume Equation (3.35) is true for k = 1, : : : , r  1. Now consider k = r.
We first compare the two latent trees EC(Tp,V r) and EC(Tp,V r 1). By the definition of
EC, if we contract edges with vr and the hidden nodes in its inverse surrogate set Hr on the
tree EC(Tp,V r), then we obtain EC(Tp,V r 1), which is equivalent to T r 1 by the induction
assumption. Note that as shown in Figure 3.14, this transformation is local to the subtree Sr:
contracting vr withHr on EC(Tp,V r) transforms Sr into a star graph with vr at its center and
the hidden nodes Hr removed (contracted with vr).
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Recall that the CLGrouping procedure replaces the induced subtree of Ar in T r 1 (which
is precisely the star graph mentioned above by the induction hypothesis) with RG(Ar,D) to
obtain T r. Thus, to prove that T r = EC(Tp,V r), we only need to show that RG reverses
the edge-contraction operations on vr and Hr, that is, the subtree Sr = RG(Ar,D). We first
show that Sr 2 T3, i.e., it is identifiable (minimal) when Ar is the set of visible nodes. This
is because an edge contraction operation does not decrease the degree of any existing nodes.
Since Tp 2 T3, all hidden nodes in EC(Tp,V r) have degrees equal to or greater than 3, and
since we are including all neighbors ofHr in the subtree Sr, we have Sr 2 T3. By Theorem 5,
RG reconstructs all latent trees in T3 and hence, Sr = RG(Ar,D).
The computational complexity follows from the corresponding result in recursive grouping.
The Chow-Liu tree can be constructed with O(m2 logm) complexity. The recursive grouping
procedure has complexitymaxr jArj3 and maxr jArj  (MST(V ; bd)).
 3.A.6 Proof of Theorem 11: Consistency and Sample Complexity of Re-
laxed RG
(i) Structural consistency follows from Theorem 5 and the fact that the ML estimates of infor-
mation distances bdij approach dij (in probability) for all i, j 2 V as the number of samples
tends to infinity.
Risk consistency for Gaussian and symmetric discrete distributions follows from structural
consistency. If the structure is correctly recovered, we can use the equations in Equation (3.10)
and Equation (3.11) to infer the information distances. Since the distances are in one-to-one
correspondence to the correlation coefficients and the crossover probability for Gaussian and
symmetric discrete distribution respectively, the parameters are also consistent. This implies
that the KL-divergence between p and bpn tends to zero (in probability) as the number of samples
n tends to infinity. This completes the proof.
(ii) The theorem follows by using the assumption that the effective depth  = (Tp;V )
is constant. Recall that  > 0 is the threshold used in relaxed RG (see Equation (3.19) in
Section 3.6.2). Let the set of triples (i, j, k) whose pairwise information distances are less than
 apart be J , i.e., (i, j, k) 2 J if and only if maxfdij , djk, dkig <  . Since we assume that
the true information distances are uniformly bounded, there exist  > 0 and some sufficiently
small  > 0 so that if jbijk   ijkj   for all (i, j, k) 2 J , then RG recovers the correct
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latent structure.
Define the error event Eijk := fjbijk   ijkj > g. We note that the probability of the
event Eijk decays exponentially fast, i.e., there exists Jijk > 0 such that for all n 2 N,
Pr(Eijk)  exp( nJijk). (3.36)
The proof of Equation (3.36) follows readily for Chernoff bounds [56] and is omitted. The error
probability associated to structure learning can be bounded as follows:
Pr

h(bTn) 6= Tp (a) Pr
0@ [
(i,j,k)2J
Eijk
1A (b) X
(i,j,k)2J
Pr(Eijk) (3.37)
 m3 max
(i,j,k)2J
Pr(Eijk)
(c)
 exp(3 logm) exp

 n min
(i,j,k)2J
Jijk

,
(3.38)
where (a) follows from the fact that if the event fh( bTn) 6= Tpg occurs, then there is at least
one sibling or parent-child relationship that is incorrect, which corresponds to the union of the
events Eijk, i.e., there exists a triple (i, j, k) 2 J is such that bijk differs from ijk by more
than . Inequality (b) follows from the union bound and (c) follows from Equation (3.36).
Because the information distances are uniformly bounded, there also exists a constant
Jmin > 0 (independent of m) such that min(i,j,k)2J Jijk  Jmin for all m 2 N. Hence
for every  > 0, if the number of samples satisfies n > 3(log(m= 3
p
))=Jmin, the error proba-
bility is bounded above by . Let C := 3=Jmin to complete the proof of the sample complexity
result in Equation (3.24). The proof for the logarithmic sample complexity of distribution re-
construction for Gaussian and symmetric discrete models follows from the logarithmic sample
complexity result for structure learning and the fact that the information distances are in a
one-to-one correspondence with the correlation coefficients (for Gaussian models) or crossover
probabilities (for symmetric discrete models).
 3.A.7 Proof of Theorem 12: Consistency and Sample Complexity of Re-
laxed CLRG
(i) Structural consistency of CLGrouping follows from structural consistency of RG (or NJ)
and the consistency of the Chow-Liu algorithm. Risk consistency of CLGrouping for Gaussian
or symmetric distributions follows from the structural consistency, and the proof is similar to
the proof of Theorem 11(i).
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(ii) The input to the CLGrouping procedure bTCL is the Chow-Liu tree and has O(logm)
sample complexity [105], where m is the size of the tree. From Theorem 11, the recursive
grouping procedure has O(logm) sample complexity (for appropriately chosen thresholds)
when the input information distances are uniformly bounded. In any iteration of the CLGroup-
ing, the information distances satisfy dij  u, where , defined in Equation (3.31), is the
worst-case graph distance of any hidden node from its surrogate. Since  satisfies Equa-
tion (3.33), dij  u2=l. If the effective depth  = O(1) (as assumed), the distances dij = O(1)
and the sample complexity is O(logm).
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Chapter 4
Tree-based Context Models
The context of an image encapsulates rich information about how natural scenes and objects
are related to each other, whether it be relative positions of objects with respect to a scene
or co-occurrence of objects within a scene. In this chapter, we propose probabilistic models
to capture contextual information of a scene and apply them to object recognition and scene
understanding problems.
Standard single-object detectors [27, 42] focus on locally identifying a particular object
category. In order to detect multiple object categories in an image, we need to run a separate
detector for each object category at every spatial location and scale. Since each detector works
independently of others, the outcome of these detectors may be semantically incorrect. In order
to improve the accuracy of object recognition, we can exploit contextual information such as
global features of an image (e.g., it is a street scene) and dependencies among object categories
(e.g., a road and cars co-occur often) in addition to local features. An example is illustrated
in Figure 4.1(b) in which detector outputs for 107 object categories are shown. With so many
categories, many false alarms appear in the image, providing an incoherent scene interpretation.
The six most confident detections for the detector outputs, shown in Figure 4.1(c), are a mixture
of indoor and outdoor objects, while the outcome of our context model, shown in Figure 4.1(d),
puts a lower probability for indoor objects like a desk and a floor.
Object dependencies in a typical scene can be represented parsimoniously in a hierarchy.
For example, it is important to model that outdoor objects (e.g., a sky, a mountain) and indoor
objects (e.g., a desk, a bed) typically do not co-occur in a scene. However, rather than encoding
this negative relationship for all possible pairs of outdoor and indoor objects, it is more efficient
to use a tree model in which all outdoor objects are in one subtree, all indoor objects are in
another subtree, and the two trees are connected by an edge with a strong negative weight.
Similarly, in order to capture the contextual information that kitchen-related objects such as a
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Figure 4.1. Detecting objects using context. a) Input image. b) Output of 107 class detectors. c) Six most confident
detections using the detector scores. d) Six most confident detections using our context model.
sink, a refrigerator, and a microwave co-occur often, all kitchen-related objects can be placed
in one subtree with strong positive edge weights.
Motivated by such inherent structure among object categories, in our first context model, we
model object co-occurrences and spatial relationships using a tree-structured graphical model
with binary variables for object presences and Gaussian variables for their locations. We show
that even though we do not explicitly impose a hierarchical structure in our learning procedure,
a tree structure learned from a set of fully labeled images organizes objects in a natural hier-
archy. Enforcing tree-structured dependencies among objects allows us to learn our model for
more than a hundred object categories and apply it to images efficiently. We combine this prior
model of object relationships with local detector outputs and global image features to detect
and localize all instances of multiple object categories in an image.
Contextual information is most beneficial when many different object categories are present
simultaneously in an image. Current studies that incorporate contextual information for object
recognition [32, 47, 49, 72] have been evaluated on the standard datasets such as PASCAL 07
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Figure 4.2. Examples of objects out of context (violations of support, probability, position, or size).
[40]. However, those datasets were originally designed to evaluate single-object detectors, and
most of the images have no co-occurring instances. We introduce a new dataset SUN 09, with
more than 200 object categories in a wide range of scene categories. Each image contains
instances of multiple object categories with a wide range of difficulties due to variations in
shapes, sizes, and frequencies. As shown in Section 4.3, SUN 09 contains richer contextual
information and is more suitable to train and evaluate context models than PASCAL 07.
Object recognition is only one of many ways to exploit context information. For example,
context information can help predict the presence of occluded objects, which can be useful
for robotics applications in which a robot can move to view occluded objects. We can use
contextual information to suggest places to store objects, which can be useful when a robot
tries to decide where to place a TV in a living room. Context information can also help predict
the absence of important objects such as a TV missing in a living room. Note that even if we
have perfect local detectors that correctly identify all object instances in an image, such tasks
require an explicit context model.
In this chapter, we also present the problem of finding scenes and objects that are “out-
of-context”. This application can be amenable to evaluating dimensions of context models
not adequately evaluated by object recognition tasks. Figure 4.2 shows several images with
objects in unexpected scenes or in unexpected locations. Detecting out-of-context objects is
different from detecting changes in surveillance applications because the goal in surveillance
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is to identify the presence or absence of certain objects in a known scene, most likely with
video data. In our problem setting, the task is detecting an object that is unusual for a given
scene in a single image, even if the scene has not been observed before. Detecting out-of-
context objects can be challenging because contextual violations can be detected only if the
relationships among objects are carefully and precisely modeled.
For the task of detecting out-of-context objects, we modify our first context model by learn-
ing a co-occurrence tree with latent variables using the method described in Chapter 3. These
additional latent variables can be interpreted as scene categories and construct a more power-
ful model for co-occurrence relationships among object categories. We also model physical
support relationships between objects (e.g., a car is supported by a road) to detect objects that
violate typical support relationships (e.g., the first image in Figure 4.2). We test our context
models in detecting out-of-context objects using (1) ground-truth labels and (2) noisy detector
outputs, and show that the latent tree with support relationships improves detection perfor-
mance significantly in both cases. In the rest of the chapter, we call our first context model with
Gaussian location variables as GaussContext and the second context model with latent tree and
support relationships as LatentSupportContext .
The rest of the chapter is organized as follows: In Section 4.1, we analyze different sources
of contextual information. In Section 4.2, we introduce GaussContext , which integrates global
and local features of an image, object co-occurrences and their spatial relationships using a
tree-structured graphical model with binary and Gaussian variables. We evaluate GaussContext
in object recognition tasks on PASCAL and SUN 09 datasets in Section 4.3. The modified
model, LatentSupportContext , is described in Section 4.4, and the methods for using context
models for out-of-context object detection are introduced in Section 4.5. Section 4.6 shows the
experimental results of detecting out-of-context objects and Section 4.7 concludes this chapter.
 4.1 Sources of Contextual Information
Biederman [6] provides five features that are important for human vision: support (objects
should not be floating), interposition (objects should occupy different volumes), probability
(objects should or should not appear in certain scenes), position (objects should appear in typ-
ical locations), and size (object have typical relative sizes). We analyze potential sources of
contextual information that encode some of these features.
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 4.1.1 Global Context
Identifying individual objects in a scene can help estimate the scene category, and the knowl-
edge of a scene category can also help recognize individual objects in the scene. One way to
incorporate this idea in object recognition is to learn how likely each object appears in a spe-
cific scene category, and use the gist descriptor [108], which captures coarse texture and spatial
layout of a scene, to estimate the scene category. For example, Murphy et al. [84] train gist
using 15 pre-specified scene categories and use the gist regressor to adjust the likelihood of
each detected object. Using the scene category information can greatly enhance object recogni-
tion performance, but hand-selected scene boundaries can be artificial, and sharing parameters
among similar types of scenes, such as a street and a city, can be challenging.
Instead of first predicting the scene category and then estimating the presence of an object,
we could use gist directly to predict the presence of an object. It is especially effective in
predicting the presence of large objects with texture such as the sky, the sea, and a mountain
(commonly called stuff ). The gist descriptor is also known to work well in predicting the
expected vertical location of such objects in an image [107].
 4.1.2 Object Co-occurrences
Some objects co-occur often, and some objects rarely appear together. Object co-occurrence
statistics provide strong contextual information and have been widely used in context models
[42, 72, 90, 106]. A common framework for incorporating the co-occurrence statistics is the
conditional random field (CRF). An image is segmented into coherent regions or super pixels,
and each region or super pixel becomes a node in the CRF. For example, Rabinovich et al. [90]
first predict the labels of each node using local features, and adjust the predicted labels using
pair-wise co-occurrence relationships. In Ladicky et al. [72], global potentials are defined to
encode co-occurrence statistics and to encourage parsimonious interpretation of an image. Tor-
ralba et al. [106] combine boosting and CRFs to first detect easy objects (e.g., a monitor) and
use contextual information to detect difficult objects that co-occur frequently with the detected
objects (e.g., a keyboard). If the number of object categories is large, a compact representation
of object co-occurrences can avoid over-fitting and enable efficient inference and learning al-
gorithms. We use tree-structured graphical models to capture co-occurrence statistics of more
than 100 object categories.
Due to computational complexity, most work focus on capturing pairwise co-occurrence
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statistics. However, some relationships require a richer representation. For example, a toilet and
a sink co-occur often, but a triplet (toilet, sink, refrigerator) can be unusual. Felzenszwalb et
al. [42] address this issue using a support vector machine, which re-scores each detection using
the maximum score of all object categories detected in the same image. In our second context
model LatentSuportConntext, we introduce additional latent variables to the co-occurrence tree
to model higher-order object dependencies indirectly through latent variables.
 4.1.3 Geometric Context
Knowing where objects are likely to appear is helpful for object localization. This information
can be captured using geometric context. Geometric context arises because (1) most objects
are supported by other objects, e.g., cars are supported by a road, and people are supported by
a floor or a sidewalk; (2) objects that have a common function tend to appear nearby and have
a certain spatial configuration, e.g., a computer screen appears above a keyboard, and a mouse
is located on the left or right of the keyboard; and (3) humans tend to take photographs with a
certain layout, e.g., a floor is typically at the lower half of an image, and the sky is in the upper
half. Torralba et al. [108] note that the vertical location of an object (either absolute or relative
to other objects) is often more informative than its horizontal location.
Quantitative Geometric Models One way to incorporate geometric information is by using
Gaussian variables to model likely relative positions and scales of objects. We use this approach
in the next section. It is also common to represent an object location by dividing an image
into a finite number of regions. Gould et al. [49] construct a non-parametric probability map
by learning quantized representations for relative locations between pairs of object categories.
Yao and Fei-fei [117] use a binning function to represent location relationships between human
body parts, and use a Gaussian distribution to represent relative scales.
Qualitative Geometric Models In the real world, the qualitative relationships of object loca-
tions are as important as quantitative relationships. Cars should be supported by a ground or a
road, and it is unlikely that a car is floating above a road, even if the distance between the two is
small. In Galleguillos et al. [47], spatial relationships between pairs of segmented regions are
quantized to four prototypical relationships - above, below, inside, and around. A
similar set of spatial relationships is used in Desai et al. [32] with the addition of far to capture
non-local spatial relationships. Russell and Torralba [94] use attachment (a wheel is a part
of a car) and supported-by (a car is supported by a road) to represent spatial relationships
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between overlapping polygons of object boundaries, and use those relationships to reconstruct
a 3D scene from user annotations. In our second context model introduced in Section 4.4, we
use supported-by relationships among object categories.
 4.2 GaussContext : A Tree-based Context Model with Gaussian Location
Variables
We integrate different sources of contextual information mentioned in the previous section us-
ing a graphical model. Our context model takes the gist descriptor, local detector scores and
bounding box locations as inputs, and computes the probability of each object’s presence and
the likelihood of each detection being correct. Our model consists of two tree-structured graphi-
cal models: a binary tree capturing co-occurrence statistics and a Gaussian tree modeling spatial
relationships among objects.
In Section 4.2.1, we describe a prior model that captures co-occurrence statistics and spatial
relationships among objects, and in Section 4.2.2, we explain how global image features and
local detector outputs can be integrated as measurements. Our learning algorithm and inference
algorithm to use the context model are described in Sections 4.2.3 and 4.2.4, respectively.
 4.2.1 Prior Model
Each object category in our prior model is associated with a binary variable, representing
whether the object is present or not in the image, and a Gaussian variable, representing its
location.
Co-occurrences Prior
We encode the co-occurrence statistics using a binary tree model with directed edges. Each
node bi in a tree represents whether the corresponding object i is present or not in an image.
The joint probability of all binary variables is factored according to the tree structure:
p(b) = p(broot)
Y
i
p(bijbpa(i)) (4.1)
where pa(i) is the parent of node i. Throughout the chapter, we use a subscript i to denote a
variable (or a vector) corresponding to object i, and an alphabet without a subscript denotes
a collection of all corresponding variables: b  fbig. A parent-child pair may have either a
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positive relationship (e.g., a floor and a wall co-occur often) or a negative relationship (e.g., a
floor seldom appears with the sky).
Spatial Prior
Spatial Location Representation Objects often appear at specific relative positions to one
another. For example, a computer screen typically appears above a keyboard and a mouse. We
capture such spatial relationships by adding location variables to the tree model. Instead of
using the segmentation of an object, we use a bounding box, which is the minimum enclosing
box for all the points in the segmentation, to represent the location of an object instance. Let
`x, `y be the horizontal and vertical coordinates of the center of the bounding box, and `w, `h
be the width and height of the box. We assume that the image height is normalized to one, and
that `x = 0, `y = 0 is the center of the image. The expected distance between centers of objects
depends on the sizes of the objects - if a keyboard and a mouse are small, the distance between
the centers should be small as well. The constellation model [43] achieves scale invariance by
transforming the position information to a scale invariant space. Hoiem et al. [58] relate scale
changes to an explicit 3D information. We take the approach in [58] and apply the following
coordinate transformations to represent object locations in the 3D-world coordinates:
Lx =
`x
`h
Hi, Ly =
`y
`h
Hi, Lz =
f
`h
Hi (4.2)
where f is the distance from the observer to the image plane, which we set to 1, and Lz is the
distance between the observer and the object. Hi is the physical height of an object i, which
could be inferred from the annotated data using the algorithm in [57], but instead, we manually
encode real object sizes (e.g., person = 1.7m, car = 1.5m). We assume that all objects have
fixed aspect ratios.
Prior on Spatial Locations The horizontal relative locations of objects vary considerably
from one image to another due to different viewpoints, and it has been shown that horizontal
locations generally have weak contextual information [108]. Thus, we ignore Lx and only
consider Ly and Lz to capture vertical location and scale relationships. We assume that Ly’s
and Lz’s are independent, i.e., the vertical location of an object is independent of its distance
from the image plane. While we model Ly’s as jointly Gaussian, we model Lz’s using log-
normal distributions since they are always positive and are more heavily distributed around
small values. We redefine a location variable for object category i as Li = (Ly, logLz) and
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Figure 4.3. Graphical model representations for parts of our context model. All nodes are observed during training,
and only the shaded nodes are observed during testing. (Left) Prior model relating object presence variables bi’s
and location variables Li’s. (Right) Measurement model for object i. The gist descriptor g captures global image
features, and local detectors provide candidate window locations Wik and scores sik. The binary variable cik
indicates whether the window is a correct detection or not.
assume that Li’s are jointly Gaussian. If there are multiple instances of object category i in an
image, Li represents the median location of all instances.
We assume that when conditioned on the presence variable b, the dependency structure of
the Li’s has the same tree structure as the binary tree:
p(Ljb) = p(Lrootjbroot)
Y
i
p(LijLpa(i), bi, bpa(i)), (4.3)
where each edge potential p(LijLpa(i), bi, bpa(i)) encodes the distribution of a child location
conditioned on its parent location and the presence/absence of both child and parent objects.
Figure 4.3 shows the graphical model relating the presence variables bi’s and the location
variables Li’s. Combining (4.1) and (4.3), the joint distribution of all binary and Gaussian
variables can be represented as follows:
p(b,L) = p(b)p(Ljb) = p(broot)p(Lrootjbroot)
Y
i
p(bijbpa(i))p(LijLpa(i), bi, bpa(i)). (4.4)
 4.2.2 Measurement Model
Incorporating Global Image Features
The gist descriptor [108] is a low-dimensional representation of an image, capturing coarse
texture and spatial layout of a scene. We introduce the gist as a measurement for each presence
variable bi to incorporate global image features into our model. This allows the context model
to implicitly infer a scene category, which is particularly helpful in predicting whether indoor
objects or outdoor objects should be present in the image.
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Integrating Local Detector Outputs
In order to detect and localize object instances in an image, we first apply off-the-shelf single-
object detectors and obtain a set of candidate windows for each object category. Let i denote an
object category and k index candidate windows generated by baseline detectors. Each detector
output provides a score sik and a bounding box, to which we apply the coordinate transforma-
tion in (4.2) to get the location variable Wik. We assign a binary variable cik to each window
to represent whether it is a correct detection (cik = 1) or a false positive (cik = 0). Figure 4.3
shows the measurement model for object i to integrate gist and baseline detector outputs into
our prior model, where we use plate notation to representKi different candidate windows.
If a candidate window is a correct detection of object i (cik = 1), then its location Wik is
a Gaussian vector with mean Li, the location of object i, and if the window is a false positive
(cik = 0),Wik is independent of Li and has a uniform distribution.
 4.2.3 Learning
Given a set of fully-labeled training images, we learn the structure of object dependencies
using the co-occurrence statistics, and learn the parameters of the Gaussian location tree and
measurement models.
Learning Object Dependency Structure
We learn the tree dependency structure of objects using the samples of the presence variables
fbig in the training set using the Chow-Liu algorithm introduced in Chapter 3. Even with more
than a hundred object categories and thousands of training images, a tree model can be learned
in a few seconds in MATLAB. Figure 4.7 shows a tree structure learned from the SUN 09
dataset. Note that we do not impose that the learned tree have a hierarchical structure. However,
by choosing a root node for the learned tree, such hierarchical structure is revealed. For this
example, we have selected sky to be the root of the tree, and we see that even though the Chow-
Liu algorithm is simply selecting strong pairwise dependencies, our tree organizes objects in a
natural hierarchy. For example, a subtree rooted at building has many objects that appear
in a street scene, and the subtree rooted at sink contains objects that commonly appear in a
kitchen. Thus, many non-leaf nodes act as if they are representing coarser scale meta-objects
or scene categories. In other words, the learned tree structure captures the inherent hierarchy
among objects and scenes. In LatentSupportContext , which we describe in Section 4.4, we add
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hidden variables to the co-occurrence tree to explicitly represent such meta-objects and scene
categories.
Learning Model Parameters
The edge potentials in the co-occurrence tree p(bijbpa(i)) can be learned simply by counting
the co-occurrences of parent-child object pairs. For each parent-child object pair, we use three
different Gaussian distributions for p(LijLpa(i), bi, bpa(i)): When both child and parent objects
are present (bi = 1, bpa(i) = 1), the location of the child object Li depends on its parent location
Lpa(i). When the object is present but its parent object is not (bi = 1, bpa(i) = 0), then Li is
independent of Lpa(i). When an object is not present (bi = 0), we assume that Li is independent
of all other object locations and that its mean is equal to the average location of object i across
all images.
In the measurement model, p(gjbi) can be trained using the gist descriptors computed from
each training image. Since the gist is a vector, to avoid overfitting, we use logistic regression
to fit p(bijg) for each object category [84], from which we estimate p(gjbi) indirectly using
p(gjbi) = p(bijg)p(g)=p(bi).
In order to learn the rest of the parameters in the measurement model, we run local detectors
for each object category in the training images. The local detector scores are sorted so that sik
is the k-th highest score for category i, and p(cikjsik) is trained using logistic regression, from
which we can compute the likelihoods p(sikjcik) = p(cikjsik)p(sik)=p(cik). The probability
of correct detection p(cikjbi) is trained by counting the number of the ground-truth labels and
their correct detections in the training set.
 4.2.4 Using the Model: Alternating Inference on Trees
Given the gist g, candidate window locationsW  fWikg and their scores s  fsikg, we infer
the presence of objects b  fbig, correct detections c  fcikg, and the expected locations of all
objects L  fLig, by solving the following optimization problem:
b^, c^, L^ = argmax
b,c,L
p(b, c,Ljg,W , s) (4.5)
Exact inference is complicated since there are both binary and Gaussian variables in the model,
so we leverage the tree structures embedded in the model for efficient inference. Specifically,
conditioned on b and c, the location variables L form a Gaussian tree. On the other hand,
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conditioned on L, the presence variables b and the detector variables c together form a binary
tree. For each of these trees, efficient inference algorithms are available as described in Section
2.2. Therefore, we infer b, c and L in an alternating manner.
In the first iteration, we ignore the location information W , and compute the MAP esti-
mates of b and c conditioned only on the gist of the image g and the candidate windows scores
of detector outputs s: b^, c^ = argmaxb,c p(b, cjs, g). Conditioned on these estimates, we infer
the expected locations of objects L^ = argmaxL p(Ljb^, c^,W ) using the Gaussian tree. Then
conditioned on the estimates of locations L^, we re-estimate the presence and detector variables:
b^, c^ = argmaxb,c p(b, cjs, g, L^,W ), which is equivalent to inferring on a binary tree with node
and edge potentials modified by the likelihoods p(L^,W jb, c). In this step, we encourage pairs
of objects or windows in likely spatial arrangements to be present in the image. In our experi-
ments, we use 3 iterations alternating between inference in the binary tree and inference in the
Gaussian tree.
In the final step, the marginal probability of each presence variable p(bi = 1js, g, L^,W ) is
computed for presence prediction and the marginal probability of each detector variable p(cik =
1js, g, L^,W ) is computed for object localization. We do not apply a non-maximum suppression
[27] as a post processing step, so it is possible that multiple detections of the same object
instance reinforce each other through the co-occurrence tree. To avoid this problem, when
computing p(cik = 1js, g, L^,W ) for each detector variable, we cancel out the effect of other
detections of the same object. This involves a simple modification of the message from each
bi to cik 1, which does not increase the computational complexity of inference. Our inference
procedure is efficient even for models with hundreds of objects categories and thousands of
candidate windows. For the SUN 09 dataset, it takes about 0.5 seconds in MATLAB to produce
estimates from one image.
 4.3 Object Recognition Results
 4.3.1 Recognition Performance on PASCAL 07
Context Learned from the Training Set
We train the context model for PASCAL 07 using 2,501 images in the training set. Figure 4.4(a)
shows the dependency structure of 20 object categories learned from the training set, and Fig-
1For example, when computing the message from bi to ci1, the messages from ci2,..., ciK are set to 1.
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Figure 4.4. a) Object dependency structure learned from PASCAL 07. Red edges correspond to negative correla-
tions between categories. The thickness of each edge represents the strength of the link. b) 3D samples generated
from the context model. The ellipsoids represent one standard deviation from the means.
ure 4.4(b) shows a few samples generated from the prior model. Since a majority of training
images contain a single object category, the context model favors having one or only a few
objects in each image, so there is limited co-occurrence or spatial contextual information that
can be exploited.
Object Recognition Performance
Figure 4.5(a) shows the performance in object localization (i.e., detecting the correct bounding
box). We look at the N most confident detections in each image and check whether they are all
correct. The numbers on top of the bars indicate the number of images that contain at least N
ground-truth object instances. We use the discriminative part-based models described in [42]
as the baseline local detector. In order to normalize scores across different categories, we use a
logistic regression to compute the probability of correct detection based on the detector score.
For GaussContext , we compute the probability of correct detection given gist and detector out-
puts (i.e. p(cik = 1js, g,W )) using the efficient inference algorithm described in Section 4.2.4.
We also show the performance of the context rescoring method introduced in [42], denoted
here as SVM-Context, which trains an SVM for each object category to incorporate contextual
information. For each candidate window, a feature vector consists of the score and location of
the window, and the maximum scores of all other categories in the image. Thus, for M object
categories, it requires M different SVMs with an (M+5)-dimensional feature vector for each
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Figure 4.5. Image annotation results for PASCAL 07 and SUN 09. a-b) Percentage of images in which the top
N most confident detections are all correct. The numbers on top of the bars indicate the number of images that
contain at least N ground-truth object instances. c-d) Percentage of images in which the top N most confident object
presence predictions are all correct. The numbers on top of the bars indicate the number of images that contain at
least N different ground-truth object categories.
candidate window.
Figure 4.5(b) shows the performances of different methods in presence prediction (i.e., is
the object present in the scene?). We compute the probability of each object category being
present in the image, and check whether the top N object categories are all correct. Predicting
which objects are present in an image is crucial in understanding its content (e.g., whether it is
an indoor or outdoor scene) and can be applied to query images by objects as shown in Section
4.3.2. The numbers on top of the bars indicate the number of images that contain at least N
different ground-truth object categories. Note that the number of images drops significantly
as N gets larger since most images in PASCAL contain only one or two object categories.
The most confident detection for each object category is used for the baseline detector, and
p(bi = 1js, g,W ) is used for GaussContext . For SVM-context, we extended the approach in
[42] by training an SVM for predicting presence of each object category using the maximum
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Baseline Context
aeroplane 28.12 33.17 30.46 27.80 28.80 50.88
bicycle 51.52 50.33 51.93 55.90 56.20 58.76
bird 1.93 1.55 5.14 1.40 3.20 27.45
boat 13.85 15.11 15.02 14.60 14.20 28.14
bottle 23.44 22.56 24.05 25.70 29.40 40.51
bus 38.87 38.65 39.40 38.10 38.70 47.89
car 47.01 46.20 46.86 47.00 48.70 65.95
cat 14.73 18.55 17.17 15.10 12.40 48.60
chair 16.01 17.23 16.90 16.30 16.00 49.08
cow 18.24 18.92 18.60 16.70 17.70 36.89
diningtable 21.01 22.89 20.91 22.80 24.00 30.58
dog 10.73 12.64 11.60 11.10 11.70 46.22
horse 43.22 48.15 46.51 43.80 45.00 69.54
motorbike 40.27 41.86 42.39 37.30 39.40 59.69
person 35.46 35.85 36.34 35.20 35.50 58.92
pottedplant 14.90 14.60 16.11 14.00 15.20 43.75
sheep 19.37 21.69 18.74 16.90 16.10 35.13
sofa 20.56 20.09 23.40 19.30 20.10 42.67
train 37.74 39.27 41.53 31.90 34.20 61.35
tvmonitor 37.00 36.10 37.85 37.30 35.40 54.87
MEAN 26.70 27.77 28.05 26.41 27.10 47.84
Bound
Desai et al.
Category Baseline
Gauss-
Context
SVM-
Context
Table 4.1. Average precision for localization. Baseline) baseline detector without contextual information [42];
GaussContext ) our context model; SVM-Context) Context rescoring method from [42]; Desai et al.) results from
[32] (the baseline in [32] is the same as our baseline, but performances slightly differ); Bound) Maximal AP that
can be achieved by any context model given the baseline detectors.
scores of all object categories as feature vectors (which performed much better than simply
selecting the most confident detection using the SVMs trained for localization).
Table 4.1 provides the average precision (AP)2 for object localization. Note that the best
achievable performance of any context model is limited by the baseline detectors since context
models are only used to enhance the scores of the bounding boxes proposed by the baseline
detectors. We compare the performance of GaussContext with other state-of-the-art methods
that also incorporate contextual information [32, 42]. All context models perform better than
the baseline detectors, but the performance differences of these methods are relatively small.
As discussed in the next Section, the PASCAL 07 dataset contains very little contextual infor-
mation and the performance benefit of incorporating contextual information is small for most of
the object categories. We show in the next section that when many object categories are present
simultaneously in an image and when some of them cannot be detected well using only local in-
formation, contextual information is crucial in object recognition, and that GaussContext does
2Precision = 100  Number of correct detections / Number of detections estimated as correct by the model;
Recall = 100  Number of correct detections / Number of ground-truth object instances; Average precision can be
computed by taking the average of precisions values with varying thresholds (and thus varying recall values). The
AP ranges from 0 to 100, and a higher AP indicates better performance.
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improve the performance significantly in the new dataset SUN 09.
 4.3.2 Recognition Performance on SUN 09
SUN 09 Dataset
We introduce a new dataset (SUN 09) suitable for leveraging contextual information. The
dataset contains 12,000 annotated images covering a large number of scene categories (indoor
and outdoor) with more than 200 object categories and 152,000 annotated object instances.
The images were collected from multiple sources (Google, Flickr, Altavista, LabelMe), and
any close-up of an object or images with white backgrounds were removed to keep only images
corresponding to scenes in the collection. The annotation procedure was carried out by a single
annotator over one year using LabelMe [95]. The labeled images were carefully verified for
consistency and synonymous labels were consolidated. The resulting annotations have a higher
quality than that by LabelMe or Amazon Mechanical Turk. Therefore, this dataset can be used
both for training and performance evaluation.
Figure 4.6 shows statistics of our dataset and compares them with PASCAL 07 [40]. The
PASCAL dataset provides an excellent framework for evaluating object detection algorithms.
However, this dataset, as shown in Figure 4.6, is not suitable to test context-based object recog-
nition algorithms. The PASCAL dataset contains 20 object classes, but more than 50% of the
images contain only a single object class. MSRC [116] provides more co-occurring objects but
it only contains 23 object classes. The cascaded classification models (DS1) dataset [55] is de-
signed for evaluating scene understanding methods, but it has only 14 object classes in outdoor
scenes.
Contextual information is most useful when many object categories are present simultane-
ously in an image, with some object instances that are easy to detect (i.e. large objects) and
some instances that are hard to detect (i.e. small objects). The average PASCAL bounding box
occupies 20% of the image. On the other hand, in our dataset, the average object size is 5%
of the image size, and a typical image contains 7 different object categories. Figure 4.6(c)-(d)
show typical images from each dataset.
We divide the SUN 09 dataset into training and test sets so that each set has the same
number of images per scene category. The training set has 4,367 images and the test set has
4,317 images. In order to have enough training samples for the baseline detectors [42], we
annotated an additional set of 26,000 images using Amazon Mechanical Turk. This set consists
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Figure 4.6. Comparison of PASCAL 07 and SUN 09. a) Histogram of number of object categories present in each
image. b) Distribution of training and test samples per each object category. c) 4 examples of PASCAL images. A
typical PASCAL image contains two instances of a single object category, and objects occupy 20% of the image.
d) 4 examples of SUN images. A typical SUN image has 7 object categories (with around 14 total annotated object
instances) and occupy a wide range of sizes (average 5%).
of images with a single annotated object, and it was used only for training the baseline detectors
and not for learning the context model.
The SUN 09 dataset contains over 200 object categories, but the baseline detectors for some
objects have poor quality even with additional set of annotations. Since the context model takes
baseline detector outputs as measurements and computes the probability of correct detection
for each candidate window, it cannot detect an object instance if there is no candidate window
produced by the baseline detectors. Thus, we remove object categories for which the baseline
detectors failed to produce at least 4 correct candidate windows in the entire training set, and
use the remaining 107 object categories. These categories span from regions (e.g., road, sky,
building) to well defined objects (e.g., car, sofa, refrigerator, sink, bowl, bed) and highly de-
formable objects (e.g., river, towel, curtain). The distribution of objects in the test set follows a
power law (the number of instances for object k is roughly 1=k) as shown in Figure 4.6(b).
Context Learned from the Training Set
Figure 4.7 shows the dependency structure relating the 107 objects. A notable difference from
the tree learned from PASCAL 07 (Figure 4.4) is that the proportion of positive correlations
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Figure 4.7. Object dependency structure learned from SUN 09. Red edges denote negative correlation between
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Figure 4.8. The most typical scenes and the least typical scenes in the SUN 09 test set estimated using the context
model. The first row shows scenes selected from all images, and the remaining rows show scenes that contain the
grass, a desk, and the sea, respectively. Only the outlined objects are used to evaluate the likelihood score (e.g., an
iceberg is ignored since it is not among the 107 object categories recognized by the model).
is larger. In the tree learned from PASCAL 07, 10 out of 19 edges, and 4 out of the top 10
strongest edges have negative relationships. In contrast, 25 out of 106 edges and 7 out of 53
( 13%) strongest edges in the SUN 09 tree model have negative relationships. In PASCAL
07, most objects are related by repulsion because most images contain only few categories.
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Figure 4.9. Improvement of the context models over the baseline detectors. Object categories are sorted by the
improvement in AP.
In SUN 09, there are many more opportunities to learn positive correlations between objects.
From the learned tree structure, we can see that some objects take the role of dividing the tree
according to the scene category. For instance, floor separates indoor and outdoor objects.
Given an image and ground-truth object labels, we can quantify how the object labels fit
well into our context model by computing the log-likelihood of the given labels and their bound-
ing box locations. Figure 4.8 shows images in the test set with the highest log-likelihood (most
typical scenes) and the lowest log-likelihood (most unusual scenes). Only objects that are out-
lined are included in the 107 object categories, and all other objects are ignored. The three most
common scenes among the entire test set consists only of floors and walls. The least common
scenes have unlikely combinations of objects (e.g., the first image has a ”platform”, which ap-
pears in train platform scenes in many of the training images, the second image has a floor, the
sea, the sky, and a table all in the same scene, and the last image shows a scene inside a closet).
Figure 4.8 also shows the most and least common scenes that include the grass, a desk, and
the sea, respectively. Images with the high likelihood have common object configurations and
locations, while images with the low likelihood score have uncommon objects (headstones) or
unlikely combinations (the sea and a table; a car and a floor).
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Figure 4.10. Examples of scenes showing the six most confident detections with and without context. The figure
shows successful examples of using context as well as failures.
Object Recognition Performance
Figure 4.5(c)-(d) show localization and presence prediction results on SUN 09. We see bigger
improvements from incorporating contextual information for both localization and presence
prediction. In particular, note that GaussContext improves the presence prediction performance
significantly: as shown in Figure 4.5(d), among the 3,757 images that contain at least three
different object categories, the three most confident objects are all correct in 37% of the images
(and only 15% without context).
Figure 4.9 shows the improvement in average precision (AP) for each object category sorted
by the AP improvement over the baseline. Due to the large number of objects in our database,
there are many objects that benefit in different degrees from context. Six objects with the largest
improvement with GaussContext for object localization are floor (+11.7 over the baseline), re-
frigerator (+11.0), bed (+8.0), seats(+7.3), road (+6.9), and chandelier (+6.7). In localization,
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the performances of GaussContext and SVM-Context are comparable - the mean AP averaged
over all object categories is 7.06 for the baseline, 8.34 for SVM-Context, and 8.55 for Gauss-
Context . In presence prediction, our GaussContext (mean AP 26.1) performs better than both
the baseline (mean AP 17.9) and SVM-Context (mean AP 23.8).
Figure 4.10 shows example images with object localization results. For each image, only
the six most confident detections are shown. Note that GaussContext generally enforces stronger
contextual coherency than SVM-Context, which may result in improvement (e.g., removing a
truck in a kitchen scene) or may lead to incorrect detections (e.g., hallucinating a truck because
of a strong detection of a road in the second image).
Querying Images with Multiple Object Categories
The SUN 09 dataset contains a wide range of scene categories and is suitable for evaluating
scene understanding performances. In this section, we show the results of applying our context
model for querying images that are most likely to contain certain object categories. A reliable
object recognition system enables querying images using objects (e.g., Search images with a
sofa and a table), rather than relying on captions to guess the content of an image. Our context
model performs significantly better than the baseline detectors in predicting whether an object
is present or not as shown in Figure 4.5 and Figure 4.9. Moreover, since GaussContext uses the
detector outputs of all objects, as well as the gist descriptor, to implicitly infer the scene, it is
more reliable in predicting the presence of multiple object categories as well.
Figure 4.11 shows precision-recall curves for image query results using different combi-
nations of object categories. We approximated the joint probability of all objects in the set
simultaneously present in the image as the product of each object present in the image,3 and
classified a query result as correct only when the image contains all objects in the query set.
GaussContext shows a clear advantage over the baseline detectors, and in four of the five query
sets, performs better than SVM-Context as well. Figure 4.12 show examples of top queries
using different methods. Note that even when the query result of GaussContext is incorrect,
the content of the image strongly resembles that of a correct query result. For example, the
3If the objects in the query set are neighbors in the tree (e.g., bookcase and books) we can compute the joint
probability without much additional computation for our context model, but for three or more objects that are far
apart in the tree, computing the joint probability can be computationally expensive even for a tree model. For
simplicity, we approximate the joint probability as products of marginal probabilities for both the context model
and the baseline detectors.
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Figure 4.11. Precision-recall curves for querying images with a set of object categories.
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Figure 4.12. Examples of top 7 images retrieved by the baseline detectors [42], context rescoring method with
SVMs [42], and our tree-based context model with Gaussian location variables. Correctly retrieved images (images
in which all the objects in the query set are present) and shown in blue boxes, and incorrect images are shown in red
boxes.
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sixth and the seventh retrieved images for fmicrowave, refrigeratorg using GaussContext are
incorrect since they do not contain microwaves, but they are both kitchen scenes, which are
semantically much closer to the correctly retrieved images than the results obtained using the
baseline detectors or SVM-Context.
 4.4 LatentSupportContext : A Latent Tree Context Model with Support
Relationships
In this section, we present our second context model LatentSupportContext , which performs
better than GaussContext on out-of-context detection. LatentSupportContext also consists of
two tree-structured graphical models, one for co-occurrences and the other for spatial relation-
ships, but there are two key differences compared to GaussContext :
1. Instead of learning a co-occurrence tree just among the object categories, we introduce
additional hidden variables and learn a latent tree graphical model using the method in
Chapter 3. These additional latent variables can be interpreted as scene categories and
lead to a more powerful model for co-occurrence relationships among object categories.
2. We use binary variables to represent physical support relationships between objects (e.g.,
a car is supported by a road) instead of modeling spatial relationships using Gaussian
distributions. Many out-of-context images include objects that violate typical support
relationships (e.g., the first image in Figure 4.2), and explicit representation of support
relationships in our modified model is helpful in detecting such violations.
 4.4.1 Co-occurrence Latent Tree Model
As in GaussContext, we associate a binary variable bi for each object category i to represent
whether it is present or not in an image. In addition to these object presence binary variables,
we add latent binary variables to a co-occurrence tree model to capture the dependencies of
object categories due to scenes. The additional latent variables allow a richer representation
of object relationships. For example, a toilet is more likely to be present if a sink is present,
but not if it is in a kitchen scene. Thus, our co-occurrence latent tree model consists of a set
of observed binary variables representing object categories and a set of latent binary variables
representing some unspecified scenes or meta-objects.
We assume that only the labels of object categories are given in the training images, and
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that the scene information is unknown. Thus, it is necessary to learn the number of latent vari-
ables and how they are connected to object variables just from the samples of object presence
variables. We use the regCLRG algorithm introduced in Chapter 3 to efficiently learn a latent
tree graphical model from samples of observed variables. Figure 4.13 shows the structure of
a latent tree learned from the co-occurrence statistics of 107 object categories in the SUN 09
training set. The latent tree has 26 hidden variables, many of which can be interpreted as scene
categories. For example, h4 corresponds to an outdoor scene, and is negatively correlated with
wall, floor, and h5, which corresponds to an indoor scene. In addition, h6, h15, and h13
can be interpreted as a kitchen, a living room, and a street, respectively. After learning the
tree structure, the parameters of the tree model are estimated using the EM algorithm, which is
efficient for a tree graphical model with binary variables.
 4.4.2 Support Tree
A majority of object categories such as cars, buildings, and people are always supported by
other objects such as roads, sidewalks, and floors. Russell and Torralba [94] construct a support
tree in an image annotated by humans using the following approach:
Training For each pair of object categories i and j, count N1(i, j), the number of times that
an instance of i and an instance of j appear together in an image in the training set,
and N2(i, j), the number of times that the bottom point of the instance of i is inside the
instance of j. For each object i, and for a given threshold 1, obtain a list of possible
supporting objects S1(i) := fj s.t. N2(i, j)=N1(i, j) > 1g. In all our experiments, we
use 1 = 0.25.
Constructing a support tree in an image Let (i, k) be the k-th object instance of object cat-
egory i. For each (i, k) in the image, choose a supporting object instance (j, l) such that
N2(i, j)
N1(i, j)
e dik;jl (4.6)
is maximized, where dik,jl is the distance from (j, l) to the bottom point of (i, k). The
exponential function is used to only allow instances that are adjacent or a few pixels apart
due to annotation errors to be considered as potential supporting pairs. If the maximum of
(4.6) is less than a threshold 2, then (i, k) is not supported by any other object. We use
 = 0.1 and 2 = 0.1. Since each object instance chooses at most one supporting object,
the resulting support relationships form a tree structure.
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Figure 4.13. The structure of the latent tree model capturing object co-occurrences. Red edges denote negative
relationships.
In a support tree, we can consider a chain of support relationships from the top to the ground
objects. For example, (a plate supported by a table supported by a floor) is a length-3 support
chain. Figure 4.14 shows the number of total and unique chains, and the two most common
chains of lengths 2, 3, and 4 in the SUN 09 training set. Note that a majority of support chains
have length 2 or 3. The number of unique chains is significantly less than the number of total
chains, which implies that the support relationships are consistent across images.
We extend the above approach to infer support relationships among detector outputs and
to construct a support tree for a new image. Let N3(i, j) be the number of times that j is
supporting i in support trees in the training set. Let psup(i; j) = N3(i, j)=N1(i, j). Intuitively,
if psup(i; j) is high, then it is more likely that i is supported by j whenever both objects appear
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Figure 4.14. Distribution of support-chains in the SUN 09 training set.
together. We define psup(i; 0) := ( Number of instances that i appears without a support =
Number of instances of i). Ground objects such as a road and a floor have psup(i; 0) = 1.
For other objects, psup(i; 0) can be high if a supporting object of i is typically occluded (e.g.,
ground supporting a building is often occluded) or not on the list of our 107 object categories
(e.g., a person can be supported by a sidewalk, which is not on our list).
A bounding box B1 is supported by another bounding box B2 if the bottom side of B1 lies
entirely within B2. We construct a support tree using detector outputs by selecting a bounding
box (j, l) that maximizes
psup(i, j)p(cjl = 1) (4.7)
among all bounding boxes that support (i, k). This encourages a more confident detection to be
selected as a supporting object. If the maximum is less than 2, then (i, k) is not supported by
any other object. Figure 4.15 shows examples of support trees inferred from detector outputs.
 4.5 Context Models for Out-of-context Detection
Figure 4.2 shows some images with one or more objects in an unusual setting such as a wrong
scale, position, or scene. We have a collection of 209 such images with one or more objects
that are out of their normal context. Even if we have perfect local detectors (i.e., ground-truth
labels), we still need to use contextual information of a scene to detect which images or objects
are unusual. In this section, we describe algorithms for out-of-context object detection using
context models.
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 4.5.1 Out-of-context Detection Using GaussContext
Using Ground-truth Labels
We first consider a simpler problem of classifying out-of-context objects when the ground-truth
object labels and their segmentations are available. Figure 4.16 shows a modified version of
our original prior model (see Figure 4.3) for object dependencies in which we added a set of
binary variables oi’s to indicate whether object i is out of its normal context. We assume that if
oi = 1, then the presence variable bi and location variable Li are independent from those of the
parent object of i, thus independent from the context posed by the parent object. For example,
p(b3,L3jb1,L1, o3 = 0) is defined to have the same probability as in the original context model,
but p(b3,L3jb1,L1, o3 = 1) is equal to the marginal probability p(b3,L3) regardless of the
values of b1 and L1, thus removing the dependencies between objects 1 and 3.
Conditioned on the ground-truth labels (b and L), the out-of-context variables oi’s are inde-
pendent of each other. In addition, from the tree structure, oi only depends on bi,Li, bpa(i), and
Lpa(i), where pa(i) is the parent of i. Thus,
p(oijb,L) = p(oijbi, bpa(i),Li,Lpa(i)) =
p(bi,Lijbpa(i),Lpa(i), oi)p(oi)P
o0i
p(bi,Lijbpa(i),Lpa(i), o0i)p(o0i)
(4.8)
and if we assume that p(oi) = 0.5 for all i,
p(oi = 1jb,L) = 1
1 + C(bi, bpa(i),Li,Lpa(i))
(4.9)
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Figure 4.16. Modified GaussContext with new binary variables oi’s to detect objects out of context. If o3 = 1, then
(b3,L3) become independent from (b1,L1).
where
C(bi, bpa(i),Li,Lpa(i)) 
p(bijbpa(i), oi = 0)p(LijLpa(i), bi, bpa(i), oi = 0)
p(bijbpa(i), oi = 1)p(LijLpa(i), bi, bpa(i), oi = 1)
. (4.10)
is the context score of object i. We can classify an object with the lowest context score (i.e.,
highest p(oi = 1jb,L)) as the most unexpected object in the image.
Using Detector Outputs
Detecting out-of-context objects using noisy detector outputs is a challenging task. In some
of the images, out-of-context objects have distorted appearances (e.g., a car in the swimming
pool in Figure 4.2), making it more difficult for local detectors to confidently detect the objects.
Unlike in normal images, we cannot use context models to improve the confidence of such
detections, since it is likely that context models further lower the confidence of detections of
out-of-context objects. Even if a local detector confidently detects an out-of-context object and
the context score of the object is low, it is not clear whether the object is present but out of
context, or the object is not present and the detection is incorrect.
Given the set of measurements in an image (gist g, local detector scores s, and bounding
boxesW ), we would like to estimate the probability of object i independent of its parent object:
p(oi = 1jg,W , s)
=
X
bi,bpa(i)
Z
p(oi = 1, bi, bpa(i),Li,Lpa(i)jg,W , s)dLidLpa(i)
=
X
bi,bpa(i)
Z
p(oi = 1jbi, bpa(i),Li,Lpa(i))p(bi, bpa(i),Li,Lpa(i)jg,W , s)dLidLpa(i).
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In order to simplify the integral, we approximate the joint probability p(bi, bpa(i),Li,Lpa(i)jg,W , s)
by assuming that i and pa(i) are independent and approximating the Gaussian distribution
p(Lijbi = 1, g,Wi, si) as a delta function at the mean L^i. Then,
p(oi = 1jg,W , s)

X
bi,bpa(i)
1
1 + C(bi, bpa(i), L^i, L^pa(i))
p(bijg,Wi, si, )p(bpa(i)jg,Wpa(i), spa(i)) (4.11)
where the context scoreC(bi, bpa(i),Li,Lpa(i)) is defined in (4.10). In other words, we estimate
the label and the location of each object assuming that all objects are independent of each other,
and then compute the context score to see whether the resulting configuration fits well with
the context model. Note that with the ground-truth labels, we can treat p(bijg,Wi, si, ) and
p(bpa(i)jg,wpa(i), spa(i)) as delta functions and the above equation reduces to (4.9).
 4.5.2 Out-of-context Detection Using LatentSupportContext
Given the ground-truth labels of an image, using GaussContext as described in the previous
section generally detects co-occurrence violations well, but not position or support violations
(see Section 4.6). This is because a Gaussian distribution is in general poor at enforcing strong
constraints such as an object needs to be supported by another object.
Let oik be a binary variable indicating whether (i, k), a detection k of object i, is out of
its normal context. We are interested not only in detecting out-of-context objects but also in
predicting whether the violation is in co-occurrences or support. Thus, we consider additional
binary variables oci and osik to represent out-of-context due to co-occurrences (which does not
depend on k) and support, respectively. We assume that an object is out-of-context if it violates
either co-occurrence or support constraints, and compute the probability of out-of-context as
p(oik = 1) = max(p(oci = 1), p(osik = 1)). (4.12)
For an out-of-context object, we assume that it has a support violation if p(oci = 1) < p(osik =
1), and a co-occurrence violation otherwise.
Using Ground-truth Labels
Let us first consider the case when ground-truth labels are available. To detect co-occurrence
violations, we use a similar approach as in the previous section and assume that if oci = 1,
the presence variable xi is independent from all other presence variables (including both parent
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and child objects), thus independent from the context imposed by other objects. Conditioned on
the ground-truth labels of presence variables b, out-of-context variables focig and latent scene
variables fhig form a tree structure, so the marginal probability p(oci = 1jb) can be computed
efficiently.
Recall from Section 4.4.2 that given the ground-truth labels of an image, we choose a
supporting instance of (i, k) by finding an instance (j, l) that maximizes psup(i, j)e dik;jl .
Since this value lies in the range [0, 1], we can consider the quantity as the probability that the
instance (i, k) is “in-context” with regard to the support relationships. Thus, the probability of
(i, k) out-of-context due to support violations can be computed as
p(osik = 1) = 1  psup(i, j)e dik;jl (4.13)
where (j, l) is the supporting object instance of (i, k). If an instance (i, k) does not have a
supporting object instance, then
p(osik = 1) = 1  psup(i, 0). (4.14)
Using Detector Outputs
The probability of an object instance out-of-context can be computed as follows:4
p(oik = 1) = p(oik = 1jcik = 1)p(cik = 1) + p(cik = 0). (4.15)
The first term, the probability of (i, k) out of context assuming that it is a correct detec-
tion, can be computed similarly to the case when ground-truth labels are available. For co-
occurrence violations, we generate samples of presence variables using detector scores, and
compute p(oci = 1jbi = 1) by averaging over samples.
In order to consider the probability of support violations, we first infer a support tree using
detector outputs. For each instance (i, k) and its supporting instance (j, l), we assume that (i, k)
does not violate support constraints if (1) (j, l) is a correct detection and i is typically supported
by j or (2) (j, l) is not a correct detection but i can appear without a support. Therefore, the
probability of a support violation can be computed as follows:
p(osik = 1jcik = 1) = 1  (psup(i; j)p(cjl = 1) + psup(i; 0)p(cjl = 0)) (4.16)
4Here, our goal is to detect an out-of-context object present in an image, so if an object is not present, it is not
considered as out of context. It is also possible to consider the problem of detecting a missing object (e.g., a living
room without a sofa).
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 4.5.3 Out-of-context Detection Using Other Context Models
Out-of-context object detections for general context models can be performed by comparing the
scores before and after applying the context model. For example, for the SVM-context model
in [42], we set p(oik = 1jcik = 1) = sik=(sik + sik), where sik is the score adjusted by SVM
using the scores of all other object categories. Note that such methods do not predict whether
the violation is due to co-occurrence or support.
 4.6 Experimental Results of Detecting Objects Out-of-context
In this section, we show experimental results of identifying out-of-context objects. Among the
209 images in our dataset of out-of-context images, we select 161 images that have at least one
out-of-context object corresponding to one of the 107 object categories in our model. We use
the discriminative part-based models in [42] as the baseline local detectors.
 4.6.1 Using Ground-truth Labels
Figure 4.18 shows examples of detecting out-of-context objects with ground-truth labels using
the following context models: Co-occurrence latent tree: Using only the co-occurrence latent
tree (structure shown in Figure 4.13); Support tree: Using only the support tree; LatentSup-
portContext : Combining the co-occurrence latent tree and the support tree as described in
Section 4.5.2; GaussContext : A co-occurrence tree for object presence variables and a Gaus-
sian tree for spatial relationships as described in Section 4.5.1. Segments highlighted in red are
chosen as out-of-context due to co-occurrence violations and segments in yellow are chosen as
objects with support violations. GaussContext does not identify the cause of violations, so we
use green boundaries for its segments. The results are summarized below:
 In Figure 4.18(a)-(c), all context models correctly identify out-of-context objects.
 In Figure 4.18(d)-(j), LatentSupportContext correctly detects out-of-context objects and
the cause of their violations (support in (d)-(f), and co-occurrence in (g)-(j)).
 Figure 4.18(d)-(f) show objects with support violations, and GaussContext fails to detect
such violations with its Gaussian location variables.
 Figure 4.18(g)-(i) demonstrate the strength of the latent tree compared to the co-occurrence
tree without any latent variables in GaussContext. For example, in Figure 4.18(g):
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Figure 4.17. The number of images in which at least one out-of-context object is included in the set of N most
unexpected objects estimated by our context model. (a) Using ground-truth labels and segmentations. (b) Using
local detector outputs.
– GaussContext computes the probability of out-of-context for each object only based
on the presence or absence of its parent object. In its co-occurrence tree, the parent
of desk is chair, and the parent of toilet is sink. Since a desk without a
chair is considered more unusual than a toilet without a sink in the learned model,
GaussContext selects the desk as the most unusual object in the scene.
– In the co-occurrence latent tree, the parents of desk and toilet are both latent
variables. Thus, using presence and absence of various objects in the image, the latent
tree correctly infers that the image shows an office, not a bathroom, and concludes that
the toilet is the most unusual object in the scene.
 Figure 4.18(k) and (l) show failure cases. Objects such as cars, buildings, and a road com-
monly appear with an airplane in an airport scene, so the context models do not consider
the airplane in Figure 4.18(k) as unusual. In Figure 4.18(l), the unusual orientation of the
car is not captured by a support model.
Even with challenging images such as Figure 4.18(k) and (l) included in the dataset, La-
tentSupportContext performs well as shown in Figure 4.17(a). The plot shows the number of
images in which at least one out-of-context object is included in the top N most unexpected
objects estimated by each model. Both the support tree and the co-occurrence latent tree, even
when used separately, outperform GaussContext. LatentSupportContext selects the correct out-
of-context object instance as the most unexpected object in 118 out of 161 images.
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 4.6.2 Using Noisy Detector Outputs
Figure 4.6.2 shows examples of detecting out-of-context objects using detector outputs. In
addition to the four models described in the previous section, we show six most confident
detections using the baseline local detectors (Detector Outputs), and out-of-context detection
results using SVM-context, which is the re-scoring method with SVM introduced in [42].
 In Figure 4.6.2(a)-(c), the detections of true out-of-context objects have high detector
scores, and most context models correctly detect the out-of-context objects.
 In Figure 4.6.2(d)-(f), both SVM-context and GaussContext fail, but LatentSupportCon-
text detects out-of-context objects correctly (mostly due to the support tree).
 Figure 4.6.2(g)-(i) show failure cases. In Figure 4.6.2(g), the score of a false alarm of a
bed is stronger, so all context models estimate its probability of out-of-context higher than
that of a sofa. In Figure 4.6.2(h)-(i), the true out-of-context objects are not detected by
local detectors with high enough confidence, and all context models fail.
Figure 4.17(b) shows the number of images in which the set of top N unexpected object
categories includes at least one true out-of-context object. Although context models perform
better than a random guess, most models except the support tree and LatentSupportContext do
not outperform the baseline of sorting objects by their strongest detection scores. One reason
for this is a photographer bias - some photographs in the dataset have been taken with a strong
focus on out-of-context objects, which tend to make their detections highly confident. In other
types of images in which out-of-context objects are not detected well, it is difficult to differen-
tiate them from other false positives as illustrated in Figure 4.19. It is interesting to note that
the support tree model significantly outperforms all other context models (the performance of
LatentSupportContext combining the co-occurrence and the support trees drops slightly due to
the mistakes made by the co-occurrence part). This implies that physical support relationships
do provide useful contextual information.
 4.7 Conclusion
We develop an efficient framework to exploit contextual information in object recognition and
scene understanding problems by modeling object dependencies, global image features, and
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local detector outputs using tree-based graphical models. Our context models enable parsimo-
nious modeling of object dependencies, and can easily scale to capture the dependencies of
hundreds of object categories. We introduce a new SUN 09 dataset with more than 100 ob-
ject categories with rich contextual information. Our context models learned from the SUN
09 dataset significantly improve the accuracy of object recognition and image query. The
SUN 09 dataset and the MATLAB implementation of our algorithm can be downloaded from
http://people.csail.mit.edu/myungjin/HContext.html.
Object recognition is only one of the ways to evaluate context models, and we present a
new scene understanding problem for evaluating and applying context models - finding objects
that are out of their normal context. We propose a new context model with a latent tree model-
ing object co-occurrences and a support tree modeling physical support relationships between
object instances.
Our experiments provide compelling evidence that rich datasets and modeling frameworks
that incorporate contextual information can be effective at a variety of computer vision tasks
such as object classification, object detection, and scene understanding.
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Figure 4.19. Example images of detecting out-of-context objects using detector outputs. In the first image, six
most confident detections (using only local detector scores) are shown, and the other five images show three most
confident out-of-context objects selected by each context model. For LatentSupportContext, objects in yellow have
been chosen due to the support tree, and in red due to the co-occurrence latent tree.
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Chapter 5
Multiresolution Models with Sparse
Markov and Covariance Structure
Multiresolution (MR) methods have been widely used in large-scale signal processing applica-
tions due to their rich modeling power as well as computational efficiency [115]. Estimation
algorithms based on MR representations are efficient since they perform global computations
only at coarser scales in which the number of variables is significantly smaller than at finer
scales. In addition, MR models provide compact representations for long-range statistical de-
pendencies among far-apart variables by capturing such behavior at coarser resolutions.
One of the most common settings [8, 16, 17, 20, 50, 64, 77, 115] for representing MR mod-
els is that of graphical models. As described in Section 2.2.1, for tree-structured graphical
models, efficient inference algorithms are available. This advantage provided one of the major
motivations for the substantial literature and application [18, 25, 63, 115] of models onMR trees
(such as in Figure 5.1) in which each level represents the phenomenon of interest at a corre-
sponding scale or resolution. The coarser scales in these models are usually introduced solely or
primarily1 as hidden variables. That is, it is the finest scale of such a model that represents the
phenomenon of interest, and coarser scales are introduced to capture long-range correlations in
a manner that is graphically far more parsimonious than could be captured solely within a sin-
gle, finest-scale model. Indeed, a sparse single-scale graphical model is often poor at capturing
long-range correlations, and even if it does, may result in the model being ill-conditioned.
A significant and well-known limitation of such MR tree models, however, is the set of
statistical artifacts they can introduce. In an MR tree model, variables at one scale are condi-
tionally independent when conditioned on neighboring scales, a direct consequence of the fact
1In some contexts some of the variables at coarser scales represent nonlocal functionals of the finest-scale phe-
nomenon that are either measured or are to be estimated.
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Figure 5.1. Examples of MR tree models for a one-dimensional process (left) and for a two-dimensional process
(right). Shaded nodes represent original variables at the finest scale and white nodes represent hidden variables at
coarser scales.
that nodes are connected to each other only through nodes at other scales. Thus, the corre-
lation structure between variables at the finest scale can depend dramatically on exactly how
the MR tree is arranged over these finest scale nodes. In particular, finest scale nodes that are
the same “distance” from each other as measured solely within that finest scale can have very
different distances along the MR tree due to the different lengths of fine-to-coarse-to-fine paths
that connect them. While in some applications such fine-scale artifacts may have no significant
effect on the particular estimation task of interest,2 there are many situations in which these
artifacts are unacceptable. A variety of methods [8, 16, 17, 20, 50, 64, 77] have been proposed
to overcome this limitation of tree models. These methods involve including additional edges
- either inter-scale or within the same scale - to the MR tree model and considering an overall
sparse MR graphical model.
In this work, we propose a different approach to address the limitation of MR tree models -
one that has considerable intuitive appeal. Note that the role of coarser scales in an MR model
is to capture most of the correlations among the finer scale variables through coarser scales.
Then, shouldn’t the residual correlations at each scale that need to be captured be approximately
local? In other words, conditioned on variables at other scales, the residual correlation of any
node should be concentrated on a small number of nearby nodes within the same scale. This
suggests that instead of assuming that the conditional statistics at each scale (conditioned on
the neighboring scales) have sparse graphical structure (i.e., sparse inverse covariance) as in the
previous methods, we need to look for models in which the conditional statistics have sparse
2For example, in Chapter 4, we use a tree-structured graphical model for coherent interpretations of scenes based
on noisy detections of objects.
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covariance structure.
MR models with the type of structure described above - tree-structure between scales and
then sparse conditional covariance structure within each scale - have a special inverse covari-
ance structure. As we describe later in the chapter, the inverse covariance matrix of our MR
model (denoted J) can be represented as a sum of the inverse covariance matrix of an MR tree
(denoted Jh) and inverse of a conditional covariance matrix within each scale (denoted c),
i.e., J = Jh + (c) 1 where both Jh and c are sparse matrices. This structure leads to
efficient inference algorithms that are different in a fundamental way from standard graphical
model inference algorithms which exploit sparse graph structure. Indeed, as we describe in
this chapter, sparse in-scale conditional correlation structure generally corresponds to a dense
graphical model within each scale, so that standard graphical model inference algorithms are
not useful. However, estimation for phenomena that are only locally correlated requires local
computations - essentially a generalization of FIR filtering within each scale - corresponding to
multiplication involving the sparse conditional covariance matrix. Our approach can be viewed
as a statistical counterpart to so-called multipole methods [51] for the rapid solution of ellip-
tic partial differential equations (in particular those corresponding to evaluating electric fields
given charge distributions). The multipole methods propagate the solution of one scale to the
next finer scale and perform local computations within the finer scale to refine the solution.
We use the sparse tree structure of part of the overall statistical structure, namely that between
scales, to propagate information from scale-to-scale (exploiting sparsity in Jh), and then per-
form local FIR-like residual filtering within each scale (exploiting sparsity in c).
In addition to developing efficient algorithms for inference given our MR model, we de-
velop methods for learning such models given data at the finest scale (or more precisely an
empirical marginal covariance structure at the finest scale). Our modeling procedure proceeds
as follows: given a collection of variables and a desired covariance among these variables, we
construct an MR model by introducing hidden variables at coarser resolutions. Then, we op-
timize the structure of each scale in the MR model to approximate the given statistics with a
sparse conditional covariance structure within each scale. This step can be formulated as a
convex optimization problem involving the log-determinant of the conditional covariance ma-
trix.
The rest of this chapter is organized as follows: in the next section, we introduce a graph
for sparse covariance structure and review the problem of maximizing the log-determinant of
a matrix. In Section 5.2, the desired structure of our MR model - sparse inter-scale graphi-
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Figure 5.2. Conjugate graph. (a) Sparsity pattern of a covariance matrix and (b) the corresponding graphical model.
(c) Conjugate graph encoding the sparsity structure of the covariance matrix in (a).
cal structure and sparse in-scale conditional covariance structure - is specified in detail. The
special-purpose inference algorithm that exploits sparsity in both Markov and covariance struc-
ture is described in Section 5.3, while in Section 5.4, we show how the log-det maximization
problem can be used to learn our MR models. In Section 5.5, we illustrate the advantages of
our framework in three modeling problems: dependencies in monthly stock returns, fractional
Brownian motion [82], and a two dimensional field with polynomially decaying correlations.
We provide experimental evidence that our MR model captures long-range correlations well
without blocky artifacts, while using many fewer parameters than single-scale approximations.
We also demonstrate that our MR approach provides improved inference performance. In Sec-
tion 5.6, we discuss an extension to non-Gaussian models. Section 5.7 concludes this chapter,
and in the Appendices, we provide algorithmic details for our learning method.
 5.1 Preliminaries
 5.1.1 Conjugate Graphs
As described in Section 2.1.1, Gaussian graphical models provide a compact representation for
distributions with a sparse information matrix. However, a sparse graphical model in general
cannot represent distributions with a sparse covariance matrix. Consider a distribution with
the sparsity pattern of the covariance matrix given as in Figure 5.2(a). Its information matrix
will, in general, be a full matrix, and the corresponding graphical model will be fully connected
as shown in Figure 5.2(b). Therefore, we introduce conjugate graphs to illustrate the sparsity
structure of a covariance matrix. Specifically, in the conjugate graph, when two nodes are
not connected with a conjugate edge, they are uncorrelated with each other.3 In the rest of
3Since we consider jointly Gaussian variables, uncorrelated variables are independent.
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this chapter, we use red solid lines to display graphical model edges, and blue dotted lines
to represent conjugate edges. Figure 5.2(c) shows the corresponding conjugate graph for a
distribution with covariance structure as in Figure 5.2(a). From the conjugate edge structure,
we can identify that x1 is uncorrelated with x3, x4, and x5.
The term conjugate graph is motivated by the notion of conjugate processes [69] - two
random processes that have covariances that are inverses of one another.4 Our concept of a
conjugate graph that represents marginal independence structure is also called a covariance
graph or a bi-directed graph [24, 33, 65].
 5.1.2 Log-determinant Maximization
In this section, we introduce the log-determinant maximization problem to obtain a positive-
definite matrix that approximates a given target matrix and has a sparse inverse. This technique
will be used in Section 5.4.1 to learn a sparse covariance matrix approximation. Suppose that
we are given a target matrix A, and we wish to learn an approximation A^ that is positive
definite and has a sparse inverse. Thresholding the elements of (A) 1 can be ineffective as
the resulting matrix may not be positive-definite. One alternative is to solve the following
convex optimization problem of maximizing the log-determinant of A^ subject to element-wise
constraints with respect to the target matrix:
A^ = argmax
A0
log detA
s.t. d(Aij ,A

ij)  ij , 8i, j, (5.1)
where ij is a nonnegative regularization parameter and d(, ) is a convex distance function. In
Section 5.4.1, we use the absolute difference between the two values as the distance function:
d(Aij ,A

ij) = jAij Aij j. Note that this optimization problem is convex inA. In the following
proposition, we show that when ij’s are large enough, a set of elements of the inverse of A^ are
forced to be zero.
Proposition 1 Assume that ij > 0 for all i, j and that the feasible set of (5.1) is nonempty.
Then for each i, j such that the inequality constraint is not tight (i.e., d(A^ij ,Aij) < ij), the
corresponding element of A^ 1 is zero (i.e., (A^ 1)ij = 0).
4This is different from the widely-known conjugate priors [7].
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Figure 5.3. Examples of MR models. (a) An MR model with a sparse graphical structure. (b) A SIM model with
sparse conjugate graph within each scale. (c) A graphical model corresponding to the model in (b).
Proof. From the Karush-Kuhn-Tucker (KKT) conditions [9], there exists ij  0 for all i, j
such that the following equations are satisfied:
ij(d(A^ij ,A

ij)  ij) = 0
 A^ 1 +W = 0,
whereW is a matrix with its elementsWi,j = ijrd(A^ij ,Aij). The first equation is also called
the complementary slackness condition. The second equation is obtained using @ log detA@A =
A 1. For all fi, jg such that d(A^ij ,Aij) < ij , we get ij = 0 from the first equation. Since
A^ 1 = W from the second equation, for each fi, jg that the equality constraint is not tight,
(A^ 1)ij = 0. 
As described in Section 2.3.2, this optimization problem is commonly used in Gaussian
modeling to learn a sparse graphical model approximation given the target covariance. In Sec-
tion 5.4.1, we use the same framework to learn a sparse covariance matrix approximation given
the target information matrix.
 5.2 Multiresolution Models with Sparse In-scale Conditional Covariance
We propose a class of MR models with tree-structured connections between different scales
and sparse conditional covariance structure at each scale. Specifically, within each scale, a
variable is correlated with only a few other variables in the same scale conditioned on variables
at scales above and below. We depict the sparsity of the in-scale conditional covariance using
the conjugate graph. Thus, our model has a sparse graphical model for inter-scale structure
and a sparse conjugate graph for in-scale structure. We refer to such an MR model as a Sparse
In-scale Conditional Covariance Multiresolution (SIM) model.
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We would like to emphasize the difference between the concept of in-scale conditional
covariance with the more commonly used concepts of marginal covariance and pairwise con-
ditional covariance. Specifically, the marginal covariance between two variables is the covari-
ance without conditioning on any other variables. Pairwise conditional covariance refers to
the conditional covariance between two variables when conditioned on all other variables, in-
cluding the variables within the same scale. In-scale conditional covariance is the conditional
covariance between two variables (in the same scale) when conditioned on variables at other
scales (or equivalently, variables at scales above and below, but not the variables at the same
scale).
As we illustrate subsequently in this section, the distinction between SIM models and the
class of MR models with sparse pairwise conditional covariance structure is significant in terms
of both covariance/information matrix structure and graphical model representation. The latter
- which has been the subject of study in previous work [16, 17] - has sparse information matrix
structure and, corresponding to this, sparse structure as a graphical model, including within
each scale. In contrast, our SIM models have sparse graphical model structure between scales
but generally have dense conditional information matrices within each scale. At first this might
seem to be undesirable, but the key is that the conditional covariance matrices within each
scale are sparse - something we display graphically using conjugate graphs. As we show in
subsequent sections, this leads to both advantages in modeling power and efficient inference.
Figure 5.3(b) shows an example of our SIM model. We denote the coarsest resolution as
scale 1 and increase the scale number as we go to finer scales. In the model illustrated in
Figure 5.3(b), conditioned on scale 1 (variable x1) and scale 3 (variables x5 through x10), x2
is uncorrelated with x4. Note that this is different from x2 and x4 being uncorrelated without
conditioning on other scales (i.e., the marginal covariance between x2 and x4 will generally be
nonzero), and also different from the corresponding element in the information matrix being
zero (i.e., the pairwise conditional covariance between x2 and x4 will generally be nonzero). In
fact, the corresponding graphical model representation of the model in Figure 5.3(b) consists
of a densely connected graphical structure within each scale as shown in Figure 5.3(c).
In contrast, anMRmodel with a sparse graphical model structure within each scale is shown
in Figure 5.3(a).5 Such a model does not enforce sparse covariance structure within each scale
5Throughout the chapter, we use the term “sparse” loosely for coarser scales with just a few nodes. For these
coarse scales, we have a small enough number of variables so that computation is not a problem even if the structure
is not sparse.
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conditioned on other scales: conditioned on scales above and below, x2 and x4 are correlated
unless we condition on the other variables at the same scale (namely variable x3). In Section
5.5, we demonstrate that SIM models lead to better modeling capabilities and faster inference
than MR models with sparse graphical structure.
The SIM model, to our best knowledge, is the first approach to enforce sparse conditional
covariance at each scale explicitly in MR modeling. A majority of the previous approaches to
overcoming the limitations of tree models [16, 17, 20, 64, 77] focus on constructing an overall
sparse graphical model structure (as in Figure 5.3(a)) to enable an efficient inference procedure.
A different approach based on a directed hierarchy of densely connected graphical models is
proposed in [86], but it does not have a sparse conjugate graph at each layer and requires mean-
field approximations unlike our SIM model.
 5.2.1 Desired Structure of the Information Matrix
A SIM model consists of a sparse inter-scale graphical model connecting different scales and a
sparse in-scale conditional covariance matrix at each scale. Here, we specify the desired spar-
sity structure for each submatrix of the information matrix of a SIM model. First, we partition
the information matrix J of a SIM model by scale as shown in Figure 5.4 (corresponding to a
model with 3 scales). The submatrix J[m] of J corresponds to the information matrix of the con-
ditional distribution at scale m conditioned on other scales (see Section 2.1.1). As illustrated
in Figure 5.3(c), a SIM model has a densely connected graphical model within each scale, so
J[m] in general is not a sparse matrix. The inverse of J[m], however, is sparse since we have a
sparse conditional covariance matrix within each scale. The submatrix J[m1,m2] is sparse with
respect to the graphical model structure connecting scalem1 andm2. We consider hierarchical
models in which only successive neighboring scales are connected. Hence, J[m1,m2] is a zero
matrix if jm1   m2j > 1. By the modeling assumption that the inter-scale graphical model
connecting different scales is sparse, J[m,m+1] = JT[m+1,m] is a sparse matrix. In Figure 5.4
shaded matrices are dense, and non-shaded matrices are sparse.
The matrix J can be decomposed as a sum of Jh, corresponding to the hierarchical inter-
scale tree structure, and Jc, corresponding to the conditional in-scale structure. Let c 
(Jc) 1. Since Jc is a block-diagonal matrix, its inverse c is also block-diagonal with each
diagonal block equal to (J[m]) 1. Hence, c is a sparse matrix, whereas Jc is not sparse in
general. Therefore, the information matrix J of a SIM model can be decomposed as a sum of a
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Figure 5.4. Decomposition of a SIM model into a sparse hierarchical structure connecting different scales and a
sparse conjugate graph at each scale. Shaded matrices are dense, and non-shaded matrices are sparse.
sparse matrix and the inverse of a sparse block-diagonal matrix:
J = Jh + (c) 1. (5.2)
Each nonzero entry in Jh corresponds to an interscale edge connecting a pair of variables at
different scales. The block diagonal matrix c has nonzero entries corresponding to conjugate
edges within each scale. One simple example is illustrated in Figure 5.4. In the next section,
we take advantage of sparsity in both Jh and c for efficient inference.
 5.3 Inference Exploiting Sparsity in Markov and Covariance Structure
Let x be a collection of random variables with a prior distribution: x  N (0, J 1). Suppose
that we have a set of noisy measurements at a subset of the variables: y = Cx + v where C
is a selection matrix that only selects variables at which measurements are specified, and v is a
zero-mean Gaussian noise vector with covariance R. As described in Section 2.2.2, the MAP
estimates x^ can be computed by solving the matrix equation (J + CTR 1C)x^ = CTR 1y.
We use the matrix splitting idea described in Section 2.2.3 in developing an efficient inference
method for our SIM model.
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Let Jp  CTR 1C, and h  CTR 1y, and recall that the information matrix of the SIM
model can be decomposed as in (5.2). Our goal is to solve the equation
(Jh + (c) 1 + Jp)x^ = h (5.3)
where Jh, c, and Jp are all sparse matrices. We alternate between two inference steps corre-
sponding to inter-scale computation and in-scale computation in the MRmodel. Our inter-scale
computation, called the tree inference step exploits sparse Markov structure connecting differ-
ent scales, while our in-scale inference step exploits sparse in-scale conditional covariance
structure within each scale.
Tree Inference In the tree-inference step, we select the inter-scale tree structure as the
preconditioner in (2.30) by settingM = Jh + Jp +D, where D is a diagonal matrix added to
ensure thatM is positive-definite.6
(Jh + Jp +D)x^new = h  (c) 1x^old +Dx^old. (5.4)
With the right-hand side vector fixed, solving the above equation is efficient since M corre-
sponds to a tree-structured graphical model.7 On the right-hand side, Dx^ can be evaluated
easily sinceD is diagonal, but computing z  (c) 1x^ directly is not efficient because (c) 1
is a dense matrix. Instead, we evaluate z by solving the matrix equation cz = x^. The matrix
c (in-scale conditional covariance) is sparse and well-conditioned in general; hence the equa-
tion can be solved efficiently. In our experiments, we use just a few Gauss-Jacobi iterations
(see Section 2.2.3) to compute z approximately.
In-scale Inference In this step, we select the in-scale structure to perform computations
within each scale by settingM = (c) 1. Then, we obtain the following update equation:
x^new = c(h  Jhx^old   Jpx^old). (5.5)
Evaluating the right-hand side only involves multiplications of a sparse matrix c and a vector,
so x^new can be computed efficiently. Note that although we use a similar method of splitting
6In (2.30), M needs to be invertible, but (Jh + Jp) is singular since the diagonal elements at coarser scales
(without measurements) are zero. In our experiments, we use D = (diag(c)) 1 where diag(c) is a diagonal
matrix with diagonal elements of c.
7This step is efficient for a more general model as well in which the inter-scale structure is sparse but not a tree.
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the information matrix and iteratively updating x^ as in the Richardson iteration (2.30), our al-
gorithm is efficient due to a fundamentally different reason. In the Richardson iteration (specif-
ically, the ET algorithm) and in the tree-inference step, solving the matrix equation is efficient
because it is equivalent to solving an inference problem on a tree model. In our in-scale in-
ference step, the preconditioner selected actually corresponds to a densely connected graphical
model, but since it has a sparse conjugate graph, the update equation reduces to a sparse matrix
multiplication. Thus, our in-scale inference step requires only local computations, which is in
the same spirit as multipole methods [51] or FIR filtering methods.
After each iteration, the algorithm checks whether the procedure has converged by com-
puting the relative residual error:   kh Ax^k2khk2 where k  k2 is the `2 norm and A =
Jh + (c) 1 + Jp. The term Ax^ can be evaluated efficiently even though A is not a sparse
matrix. Since Ax^ = Jhx^ + Jpx^ + (c) 1x^, the value of z = (c) 1x^ computed from the
tree-inference step can be used to evaluate the residual error as well, and since Jh and Jp are
sparse matrices, the first two terms can be computed efficiently.
The concept of performing local in-scale computations can be found in algorithms that
use multiple scales to solve partial differential equations, such as multipole methods [51] or
multigrid methods [10]. The efficiency of these approaches comes from the assumption that
after a solution is computed at coarser resolutions, only local terms need to be modified at
finer resolutions. However, these approaches do not have any statistical basis or interpretation.
The models and methods presented in this chapter are aimed at providing a precise statistical
framework leading to inference algorithms with very solid advantages analogous to those of
multipole and multigrid methods.
 5.4 Learning MR Models with Sparse In-scale Conditional Covariance
In this section, we describe the procedure for learning a SIM model approximation to a given
target covariance. As has been well-developed in the literature and reviewed in Section 2.3.2,
optimization of the log-determinant of a covariance matrix leads to sparse inverse covariances
and hence sparse graphical models. In Section 5.4.1, we turn the tables - optimizing the log-
determinant of the inverse covariance to yield a sparse covariance. We learn SIM models with
sparse hierarchical graphical structure and sparse in-scale conditional covariance structure by
combining these two methods as described in Section 5.4.2.
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 5.4.1 Sparse Covariance Approximation
Recall from Section 2.3.2 that standard approaches in Gaussian graphical model selection [3,
45, 61] use the log-determinant problem in (5.1) to find an approximate covariance matrix:
 = argmax
0
log det
s.t. jij   ^ij j  , 8i, j. (5.6)
From Proposition 1, the solution of the above problem has a sparse inverse, which is a sparse
graphical model approximation. The entropy of a Gaussian distribution is proportional to
the log-determinant of its covariance matrix. Hence, this learning approach is also called
maximum-entropy modeling [61].
We now consider the problem of approximating a target distribution with a distribution that
has a sparse covariance matrix (as opposed to a sparse information matrix as in the previous
section). That is, we wish to approximate a target Gaussian distribution with information matrix
J^ by a distribution in which many pairs of the variables are uncorrelated. We again use the log-
determinant problem in (5.1), but now in the information matrix domain:
J = argmax
J0
log det J
s.t. jJij   J^ij j  , 8i, j. (5.7)
The solution J has a sparse inverse, leading to a sparse covariance approximation. Note the
symmetry between (5.6) and (5.7). In a Gaussian model, the log-partition function [17] is
proportional to the negative of the log-determinant of the information matrix. Thus, the problem
in (5.7) can be interpreted as minimizing the log-partition function.
In our MR modeling approach, we apply this sparse covariance approximation method to
model distributions at each scale conditioned on other scales. Thus, the conditional distribution
at each scale is modeled as a Gaussian distribution with a sparse covariance matrix.
 5.4.2 Learning a SIM Model
In this section, we discuss a method to learn a SIM model to approximate a specified MR
model. When a target covariance (or graphical model) is specified only for the finest scale
variables, we first need to construct a full MR model that serves as the target model for the
SIM approximation algorithm; such an “exact” target MR model must have the property that
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the marginal covariance at the finest scale equals the specified covariance for the finest scale
variables.
Appendix 5.A describes in detail the algorithm that we use to produce a target MR informa-
tion matrix J^ if we are only provided with a target covariance at the finest scale. The basic idea
behind this approach is relatively simple. First, we use an EM algorithm to fit an MR tree model
so that the marginal covariance at each finest scale node in this model matches those of the pro-
vided finest-scale target covariance. As is well known, because of the tree structure of this
MR model, there are often artifacts across finest-scale tree boundaries, a manifestation of the
fact that such a model does not generally match the joint statistics - i.e., the cross-covariances
- across different finest scale nodes. Thus we must correct the statistics at each scale of our
MR model in order to achieve this finest-scale matching. Therefore, in our second step, we
introduce correlations within each scale resulting in a full target J^ whose finest-scale marginal
covariance matches the originally given covariance. Referring to Figure 5.4, what the first tree
construction does is to build the tree-structured information matrix, Jh, capturing inter-scale
connections, as well as a first approximation to the diagonal of the in-scale conditional covari-
ance, Jc. What the second step does is to fill in the remainder of the shaded blocks in Jc
and modify the diagonals in order to match the finest-scale marginal statistics. In so doing,
this target covariance does not, in general, have sparse in-scale conditional covariance (i.e.,
c  (Jc) 1 is not sparse), and the procedure we now describe (with many more details in
Appendices 5.B and 5.C) takes the target J^ = Jh + Jc and produces an approximation that
has our desired SIM structure.
Suppose that the target MR model is specified in information form with information ma-
trix J^ . We can find a SIM model that approximates J^ by solving the following optimization
problem:
J = argmax
J0
X
m
log det J[m] +
X
fi,jg2Einter
jJi,j j
s.t. jJij   J^ij j  , 8i, j, (5.8)
where J[m] is the in-scale information matrix at scale m and Einter is the set of all possible
inter-scale edges connecting successive neighboring scales. Note that except for the positive-
definiteness condition J  0, the objective function as well as the constraints can be decom-
posed into an inter-scale component and in-scale components. If we only look at the terms
involving the parameters at scalem (i.e., elements of the matrix J[m]), the above problem max-
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imizes the log-determinant of the information matrix J[m] subject to element-wise constraints.
Therefore, from the arguments in Section 5.4.1, the log-det terms ensure that each J[m] has a
sparse inverse, which leads to a sparse in-scale conditional covariance, and thus a sparse con-
jugate graph. The `1 norm on the inter-scale edges penalizes nonzero elements (performing the
same role as in the second term of (2.34)) and thus encourages the inter-scale structure con-
necting different scales to be sparse. Often, the specified target information matrix J^ of the MR
model already has a sparse inter-scale graphical structure, such as an MR tree structure (see
Appendix 5.A, for example). In such a scenario, the `1 norm can be dropped from the objective
function.
The problem in (5.8) is convex and can be efficiently solved using general techniques for
convex optimization [9, 78]. In Appendices B and C, we provide a simplified version of the
problem in (5.8) to further reduce the computational complexity in solving the optimization
problem. This can be achieved by interleaving the procedure of constructing the target MR
model and the optimization procedure at each scale to obtain a sparse conjugate graph structure
scale-by-scale. The regularization parameter  in the constraints of (5.8) provides a trade-off
between sparsity of the in-scale conjugate graphs and data-fidelity (i.e., how close the approxi-
mation J is to the target information matrix J^). In practice, we allow two different regulariza-
tion parameters for each scale - one for all node constraints, and one for all edge constraints. For
our experimental results, we selected these regularization parameters using a heuristic method
described in Appendix 5.C.
 5.5 Experimental Results
Modeling of complex phenomena is typically done with an eye to at least two key objectives:
(a) model accuracy; and (b) tractability of the resulting model in terms of its use for various
statistical inference tasks.
In this section, we compare the performance of our SIM model to four other modeling
approaches. First, we consider a single-scale approximate model where we learn a sparse
graphical model using (5.6) without introducing hidden variables. This is motivated by the
fact that one of the dominant themes in statistical modeling is to encourage a sparse graphical
model structure to approximate given statistics. Another widely-used modeling method is a
tree-structured MR model. Such tree models are the absolute winner in terms of computational
tractability, but they are not nearly as good in terms of modeling accuracy. Third, we consider a
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Figure 5.5. The structure of the SIM model approximation for Stock data.
sparse MR model in the form introduced in [17], which aims to overcome the limitations of the
tree. Note that unlike a SIM model, a sparse MR model has a sparse information matrix but not
sparse in-scale conditional covariance. Finally, for each of our examples, we have the original
model defined by the exact given statistics. They serve as target statistics for each approximate
modeling method, but they do not have a sparse structure that makes inference computationally
tractable in larger examples.
We measure the modeling accuracy of approximate models by computing the divergence
between the exact distribution and the approximate distribution.8 The tractability of each model
can be evaluated either by measuring computation time for a specific inference task or by count-
ing the number of parameters. An important point here is that all of the methods to which we
compare, as well as our SIM model, are general-purpose modeling frameworks that are not
tailored or tuned to any specific application.
 5.5.1 Monthly Stock Returns
Our first experiment is modeling the dependency structure of monthly stock returns of 84 com-
panies in the S&P 100 stock index,9 which is the same dataset used in Section 3.7.2. We use
the hierarchy defined by the Standard Industrial Classification (SIC) system,10 which is widely-
used in finance, and compute the empirical covariance using the monthly returns from 1990 to
8For multiscale models we marginalize out coarser scale variables and use the marginal covariance at the finest
scale to compute this divergence.
9We disregard 16 companies that have been listed on S&P 100 only after 1990.
10http://www.osha.gov/pls/imis/sic manual.html
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Table 5.1. Top 4 strongest conjugate edges at Scale 3 of Figure 5.5.
Sign SIC code Industry Group Representative Companies
+
13 Oil and Gas Extraction Schlumberger
29 Petroleum Refining Exxon Mobile, Chevron
+
35 Machinery And Computer Equipment Dell, Apple, IBM, Xerox
36 Other Electrical Equipment TI, Intel, GE
+
20 Food And Kindred Products Coca Cola, Heinz
28 Chemicals And Allied Products Dow Chemical, Johnson & Johnson
+
35 Machinery And Computer Equipment Dell, Apple, IBM, Xerox
73 Business Services Microsoft, Oracle
2007. Our MR models have 4 scales, representing the market, 6 divisions, 26 industries, and
84 individual companies, respectively, at scales from the coarsest to the finest.
Figure 5.5 shows the first three scales of the SIM model approximation. At Scale 3, we
show the SIC code for each industry (represented by two digits) and in the parenthesis denote
the number of individual companies that belong to that industry (i.e., number of children). We
show the finest scale of the SIM model using the sparsity pattern of the in-scale conditional
covariance in Figure 5.6(c). Often, industries or companies that are closely related have a
conjugate edge between them. For example, the strongest conjugate edge at Scale 3 is the
one between the Oil and Gas Extraction industry (SIC code 13) and the Petroleum Refining
industry (SIC code 29). Table 5.1 shows 4 conjugate edges at Scale 3 in the order of their
absolute magnitude (i.e., the top 4 strongest in-scale conditional covariance).
Figure 5.6(a) shows the sparsity pattern of the information matrix of a single-scale approx-
imation. Note that the corresponding graphical model has densely connected edges among
companies that belong to the same industry, because there is no hidden variable to capture the
correlations at a coarser resolution. Figure 5.6(b) shows the information matrix at the finest
scale of a sparse MR model approximation [16]. Although the graphical model is sparser than
the single-scale approximation, some of the companies still have densely connected edges. As
shown in the caption of Figure 5.6, the SIM model approximation provides the smallest diver-
gence of all approximations.
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Figure 5.6. Stock returns modeling example. Sparsity pattern of the information matrix of (a) the single-scale
(122.48), and (b) the sparse MR approximation (28.34). (c) Sparsity pattern of the in-scale conditional covariance
of the SIM approximation (16.36). All at the finest scale. We provide the divergence between the approximate and
the empirical distribution in the parenthesis. The tree approximation has divergence 38.22.
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Figure 5.7. Covariance approximation for fBm-64. (a) Original model, (b) Single-scale approximation, (c) Tree
approximation, (d) SIM model.
 5.5.2 Fractional Brownian Motion
We consider fractional Brownian motion (fBm) [82] with Hurst parameterH = 0.3 defined on
the time interval (0, 1]with the covariance function: (t1, t2) = 12(jt1j2H+jt2j2H jt1 t2j2H).
Note that this is a non-stationary process. Figure 5.7 shows the covariance realized by each
model using 64 time samples. For the tree model and the SIM model, we only show the
marginal covariance of the finest scale variables. Our SIM approximation in Figure 5.7(d)
is close to the original covariance in Figure 5.7(a), while the single-scale approximation in Fig-
ure 5.7(b) fails to capture long-range correlations and the tree model covariance in Figure 5.7(c)
appears blocky.
A similar covariance realization without severe blocky artifacts can also be obtained by the
sparse MR model of [17]. However, we observe that a SIM model can achieve a smaller diver-
gence with respect to the true model with a smaller number of parameters than the counterpart
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Figure 5.8. The sparsity pattern of (a) the in-scale conditional covariance of the finest scale of the SIM model and
(b) the information matrix of the finest scale of the sparse MR model for the fBm-64 example.
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Figure 5.9. Estimation for fBm-256. (a) Sample-path using exact statistics. (b) Noisy and sparse observations of
(a). Estimates using (c) single-scale approximation, (d) tree model, and (e) SIM model are shown in the dash-dot
red lines. In each figure, the solid black line indicates the optimal estimate based on exact statistics, and the dashed
grey lines show plus/minus one standard deviation error bars of the optimal estimate.
sparse MR model. Figure 5.8(a) shows the sparsity pattern of the conjugate graph (i.e., the con-
ditional covariance) of the finest scale of the SIM model and Figure 5.8(b) shows the sparsity
pattern of the graphical model (i.e., the information matrix) of the finest scale of the sparse MR
model. The SIM model has 134 conjugate edges at the finest scale and the sparse MR model
has 209 edges. The divergence with respect to the true distribution is 1.62 for the SIM model
and 2.40 for the sparse MR model. Moreover, note that the structure of the conjugate graph
in Figure 5.8(a) is mostly local, but in the sparse MR model in (b), some nodes are connected
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Table 5.2. FBm-256 approximation
#Variables #Parameters11 Divergence12 RMS13
Original 256 32896 0 0
Single 256 20204 3073 0.2738
Tree 341 681 80.4 0.1134
Sparse MR 341 1699 15.68 0.1963
SIM 341 1401 8.56 0.0672
to many other nodes. This suggests that the conditional covariance structure is a more natural
representation for capturing in-scale statistics.
Fig. 5.9(a) displays a 256-point sample path using the exact statistics and (b) displays sparse
and noisy observations of (a). Observations are only available on (0,1/3] (over which the noise
variance is 0.3) and (2/3,1] (with noise variance 0.5). Fig. 5.9 (c-e) show the estimates (in dash-
dot red) based on the approximate single-scale model, the tree, and the SIMmodel, respectively,
together with the optimal estimate based on the exact statistics (in solid black). The dashed
grey lines in Fig. 5.9 (c-e) indicate plus/minus one standard deviation error bars of the optimal
estimate. We see that the single-scale estimate in red differs from the optimal estimate in black
by a significant amount (exceeding the error bars around the optimal estimate), while both the
tree estimate and the SIM estimate are close to the optimal estimate (i.e., well within the error
bars around the optimal). In addition, the estimate based on our SIM model does not have
blocky artifacts as in the estimate based on the tree.
The performance of each model is summarized in Table 5.2. Note that the number of
parameters (number of nodes plus the number of (conjugate) edges) in the SIM model is much
smaller than the original or the single-scale approximate model. Specifically, the number of
interscale edges and conjugate in-scale edges in the SIM model is O(N) while the number of
edges in the original and the single-scale approximation is O(N2) where N is the number of
variables.
 5.5.3 Polynomially Decaying Covariance for a 2-D Gaussian Field
We consider a collection of 256 Gaussian random variables arranged spatially on a 16  16
grid. The variance of each variable is given by xs = 1.5 and the covariance between each
pair of variables is given by xsxt = d(s, t)
  1
2 , where d(s, t) is the spatial distance between
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Table 5.3. Polynomially decaying covariance approximation
#Variables #Parameters Divergence Time(s)15
Original 256 32896 0 0.1511
Single 256 7513 64.5 0.0942
Tree 341 681 34.3 0.0013
Sparse MR 341 973 8.38 0.1035
SIM 341 1396 6.87 0.0773
nodes s and t. The original graphical structure (corresponding to the inverse of the specified
covariance matrix) is fully connected, and the single-scale approximation of it is still densely
connected with each node connected to at least 31 neighbors.
Fig. 5.10 shows the conjugate graph of the SIMmodel approximation within each scale, i.e.
the sparsity of the conditional covariance at that scale. We emphasize that these conjugate edges
encode the in-scale conditional correlation structure among the variables directly, so each node
is only locally correlated when conditioned on other scales. Fig. 5.11(a) displays the covari-
ance as a function of the distance between a pair of nodes. The covariance of the single-scale
approximation falls off much more rapidly than that of the original model, and the magnified
portion of the plot emphasizes the blocky artifacts of the tree model. We conclude that our SIM
model provides good modeling capabilities for processes with long-range correlation.
To compare the inference performance, we generate random noisy measurements using the
specified statistics and compare the computation time to solve the inference problem for the
SIM model (using the inference algorithm in Section 5.3), the original and the single-scale ap-
proximate model (using the ET algorithm described in Section 2.2.3), and the sparse MRmodel
(using the algorithm in [16]). Table 5.3 shows the average time until convergence (the relative
residual error  reaches 10 10) averaged over 100 experiments, and Figure 5.11(b) shows the
residual error vs. computation time for one set of random measurements.14 The SIM model-
ing approach provides a significant gain in convergence rate over the other models. Note that
the sparse MR model has a smaller number of parameters, but the divergence and the aver-
age time until convergence are larger. Hence, even though sparse MR models have advantages
over single-scale approximations, SIM models provide more accurate approximations of the
underlying process and enable more efficient inference procedures.
14The computation time was measured at AMD Opteron 270 Dual Core Processor using MATLAB 7.4.0 code.
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Figure 5.10. Conjugate graph at each scale of the SIM model for polynomially decaying covariance approximation.
(a) Scale 2 (4 4), (b) Scale 3 (8 8), (c) Scale 4 (16 16).
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Figure 5.11. (a) Covariance behavior of various models. (b) Comparison of inference performance for polynomially
decaying covariance experiments.
 5.6 Discussion: MR Model with Sparse In-scale Dependency Structure
A SIM model is a Gaussian MR model with a sparse covariance structure at each scale con-
ditioned on other scales. In Gaussian models, uncorrelated variables are independent of each
other, so a sparse covariance structure at each scale also indicates that variables have sparse
dependency structure conditioned on other scales. Thus, a natural extension of a SIM model
to non-Gaussian distributions is to consider an MR model with sparse dependency structure
at each scale. In this section, we introduce a directed graphical model representation for such
MR models, and propose possible inference and learning algorithms with special focuses on
discrete models.
 5.6.1 MARISMA Model
Consider a discrete MR model with a sparse dependency structure at each scale conditioned
on other scales. Since uncorrelated discrete variables are not necessarily independent of each
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Figure 5.12. (a) Three variables with a sparse dependency structure. (b) An example of an MR model in which
variables at each scale have sparse dependency structure conditioned on coarser scales.
other, a conjugate graph does not capture such dependency structure. One way to represent
a sparse dependency structure among variables is to introduce independent hidden variables
as parents of pairs of variables.16 Consider the model in Figure 5.12(a), in which w1 and w2
are independent. Then, x1 and x2 are dependent, but x1 and x3 are independent of each other.
More generally, a pair of variables that do not have a common “w” parent node are independent.
This method can be applied to represent dependency structure at each scale of a mutiresolution
model. See Figure 5.12(b) for an example of such an MRmodel (which is an appropriate model
for one-dimensional signals): conditioned on Scale 2, x5 and x6 are independent of each other,
but x6 and x7 are dependent because of w3.
Note that unlike in the SIM models, we use a directed graphical model to represent the
hierarchy. An important consequence is that a sparse dependency structure is obtained when
conditioned only on one coarser scale. This is different from the SIM models in which each
scale has a sparse conditional covariance when conditioned both on one coarser and one finer
scales. The MR model in Figure 5.12(b) can be just viewed as a directed graphical model, and
we do not need to use different graphs to represent interscale and in-scale structures.
Instead of introducing hidden variables, we may also consider a bi-directed graph, which is
a more general version of a conjugate graph. Figure 5.13(a) shows one example of a bi-directed
graph that encodes marginal independence structure among a collection of random variables.
16Enforcing each hidden variable to be a parent of exactly two variables allows the learning problem to be sim-
plified (see Section 5.6.3), but in principle, it is also possible to introduce a hidden variable as a parent of more than
two variables.
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Figure 5.13. Bi-directed Graphs. (a) A bi-directed graph of three variables. (b) An MR model in which bi-directed
edges indicate the dependency structure of variables at each scale conditioned on coarser scales.
Two variables that are not connected with a bi-directed edge are independent of each other. In
Figure 5.13(a), x1 and x2 are dependent, but x1 and x3 are independent of each other.
In our MR model, we may use a bi-directed graph to represent the independence structure
within each scale conditioned on coarser scales as shown in Figure 5.13(b). However, we
use the “w-variable” representation shown in Figure 5.12(b) because of the following reasons:
First, the directed graphical model in Figure 5.12(b) is easier to understand than the mixed
representation in Figure 5.13(b). Second, in SIM models, a conjugate graph representation
leads to a spare covariance matrix, which enables efficient inference and learning algorithms.
Bi-directed graphs do not have such connections, and inference and learning in bi-directed
graphs are in general more challenging than in directed (or undirected) graphs. Third, the
model in Figure 5.12 has connections to the traditional ARMA modeling, which we describe in
the next paragraph.
Autoregressive moving average (ARMA) models are traditional and widely-used methods
for time-series data in signal processing. ARMAmodels consist of two parts: an autoregressive
(AR) part and a moving-average (MA) part. AR models are defined as follows:
xt =
pX
i=1
t,ixt i + vt, (5.9)
where t,i’s are coefficients and vt is independent noise. Note that AR models have sparse
Markov structure: xt is independent of xi for i < t   p conditioned on xt 1,xt 2, ...,xt p.
Figure 5.14(a) shows a graphical model representation of an AR model with p = 1, which is
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Figure 5.14. A graphical model representation of (a) auto-regressive (AR) models, (b) moving-average (MA)
models, and (c) auto-regressive moving-average (ARMA) models.
a Markov chain. A tree model shown in Figure 5.1 can be viewed as a generalization of AR
models to multiple scales.
The definition of MA models is as follows:
xt =
qX
i=1
t,iwt i + ut, (5.10)
where t,i’s are coefficients and wt and ut are independent noise. Note that MA models have
sparse dependency structure: xt is independent of xi for i < t   q. Figure 5.14(b) shows a
graphical model representation of an MA model with q = 1, which is equivalent to our “w-
variable” representation in Figure 5.12(a).
ARMA models have both AR and MA parts as follows:
xt =
pX
i=1
t,ixt i +
qX
i=1
t,iwt i + vt, (5.11)
The corresponding graphical model for p = 1 and q = 1 are shown in Figure 5.14(c).
In our MR model, we have AR models across scales and MA models within each scale.
Thus, we call this a Multiresolution AutoRegressive In-Scale Moving Average model, or in
short, a MARISMA model. We would like to emphasize that although ARMA models are gen-
erally used for linear Gaussian systems, a MARISMA model is a general modeling framework,
and the ARMA-like structure does not indicate that variables need to be jointly Gaussian. In
fact, we may use different combinations of variables at coarser scales, at the finest scale, and
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“w-variables”. For example, if we would like to have a Gaussian mixture model, then coarser
scale variables and “w-variables” can be discrete and the finest scale variables can be Gaussian.
We can also set all variables to be jointly Gaussian or discrete.
 5.6.2 Inference
Assume that we have noisy measurements at the finest scale of a MARISMA model as shown
in Figure 5.12(b). Since “w-variables” introduce loops in the graph, we cannot use a simple
message passing algorithm on trees in Section 2.2.1. However, note that conditioned on the
“w-variables”, the rest of the variables form a tree model. In addition, conditioned on coarser
scale x-variables, variables at one scale form a polytree. We use a sampling method utilizing
these embedded tractable subgraphs.
Let y denote the measurement vector. Then, we are interested in computing the posterior
distribution:
p(xjy) =
X
w
p(x,wjy) =
X
w
p(xjw, y)p(wjy) (5.12)
Since p(xjw, y) has a tree structure, the first term in the summation can be computed efficiently.
However, p(wjy) does not have a tractable structure, since conditioning on y couplew variables
together. Therefore, we approximate the summation using the samples of w variables drawn
from the distribution p(wjy).
p(xjy)  1
N
NX
n=1
p(xjw(n), y) (5.13)
Instead of sampling directly from p(wjy), which is intractable, we use the following block
Gibbs sampling procedure:
x(i)  p(xjw(i 1), y)
w(i)  p(wjx(i)) (5.14)
where  indicates that we draw a sample from the distribution on the right-hand side. In order
to get each sample of w(n), we iterate the above procedure and choose w(i) with sufficiently
large i. Note that p(xjw(i 1), y) is a tree, and p(wjx(i)) is a disconnected polytree for each
scale, so each iteration is efficient.
If we are only interested in computing the MAP estimates of x, then we can further approx-
imate the above procedure using the iterative conditional mode (ICM) [4]. Instead of summing
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up over different samples of w, we generate samples of x and w using the procedure in (5.14),
and get an approximation to the MAP estimates of x from x(i) for a sufficiently large i. This
is a greedy approximation to the Gibbs sampling procedure, and is guaranteed to converge to a
local maximum.
 5.6.3 Learning
In this section, we formulate the problem of learning a MARISMA model given some target
distributions p(x). At each scale, our goal is to minimize the distance between p(xm) and
p(xm) while maintaining a sparse structure (i.e., a small number of w-variables). Thus, we can
formulate the following optimization problem:
min
p
D(p(xm)jjp(xm)) + (Number of w variables). (5.15)
The problem above is intractable since we have a full distribution at scale m. One possible ap-
proximation to Equation (5.15) is using the second-order approximation of the KL-divergence:
min
p
X
x1,x22Vm
D(p(x1,x2)jjp(x1,x2)) + (Number of w variables), (5.16)
where Vm is the set of nodes at scale m. In other words, we minimize the sum of the distance be-
tween pairwise distributions. Note that if we introduce a w-variable between a pair of variables,
it does not affect distributions of other variables. Therefore, we can solve the problem above
efficiently by including a w-variable for every pair such that D(p(x1,x2)jjp(x1,x2)) > .
 5.7 Conclusion
In this chapter we have introduced a new class of Gaussian multiresolution (MR) models with
sparse in-scale conditional covariance structure at each scale and tree-structured connections
across scales. In our SIM model, each variable is correlated with only a few other variables
in the same scale when conditioned on other scales. Our approach overcomes the limitations
of tree-structured MR models and provides good modeling performance especially in captur-
ing long-range covariance behavior without blocky artifacts. In addition, by decomposing the
information matrix of the resulting MR model into the sum of a sparse matrix (the informa-
tion matrix corresponding to inter-scale graphical structure) and an information matrix that has
a sparse inverse (the in-scale conditional covariance), we develop an efficient inference algo-
rithm utilizing the sparsity in both Markov and covariance structure. Our algorithm alternates
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computations across scales using the sparse inter-scale graphical structure, and in-scale com-
putations that reduce to sparse matrix multiplications.
We also describe a method for learning models with this structure, i.e., for building SIM
models that provide a good approximation to a target covariance. Given a target covariance
at the finest scale, our learning algorithm first constructs an exact MR model for the target
covariance, and then optimizes the structure of each scale using log-determinant maximization
to obtain a sparse conjugate graph approximation. In Appendix 5.A, we introduce one method
to construct an exact MR model, which first learns a good MR tree model and then augments
each scale in a coarse-to-fine way. An important and interesting extension of our learning
method would be to alternatively optimize the tree and the in-scale models in a computationally
tractable way. Although for simplicity we assumed that the inter-scale structure of SIM models
is a tree, our inference procedure is efficient for the more general case of having a sparse inter-
scale structure (but not necessarily a tree) as well.
SIM models are of most value when there are long-distance correlations, which are promi-
nent in multidimensional data such as the stock return dataset (as illustrated in Section 5.5) and
in geophysical fields, and it is of interest to apply our methods in such areas. While our focus in
this chapter is on the Gaussian model, the principle of exploiting sparse dependency structure
at each scale in an MR model can be applied to discrete or other more general distributions as
well. One possible approach is using the MARISMA model, and we introduced preliminary
ideas in Section 5.6. Developing efficient learning algorithms for MARISMA and investigating
its relationship with the traditional ARMA model is a promising line of work.
Appendices for Chapter 5
 5.A Computing the Target Information Matrix of an MR Model
Suppose that we are given a target covariance ^F of the variables at the finest scale. In this
section, we discuss a method to introduce hidden variables at coarser scales and build an exact
MRmodel, so that when we marginalize out all coarser scale variables, the marginal covariance
at the finest scale is exactly equal to ^F . The information matrix of this exact MR model can
be used as the target information matrix J^ in (5.8) to obtain a SIM model approximation.
To begin with, we learn an inter-scale model by selecting a tree structure (without any in-
scale connections) with additional hidden variables at coarser scales and the original variables
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at the finest scale. Selecting a good tree structure is important, but this structure does not
need to be perfect since we later augment the inter-scale model with in-scale structures. For
some processes, there exists a natural hierarchical structure: for example, for regular one-
dimensional or two-dimensional processes, the MR tree models in Figure 5.1 can be used. For
other problems in which the spatial relation among the variables is not clearly defined, we can
group variables that are highly correlated and insert one coarser scale variable for each group.
Once the structure is fixed, the EM algorithm [85] can be applied to choose the parameters
that best match the given target covariance ^F for the finest scale variables. This procedure is
efficient for a tree-structured model.
After the parameter fitting, we have an information matrix Jtree corresponding to an MR
tree model. Although the EM algorithm will adjust the elements of Jtree so that the marginal
variance of each individual variable at the finest scale is close to the diagonal elements of ^F , it
will in general not match the cross-correlation between variables at different finest scale nodes.
As mentioned in Section 5.4.2, if we view Jtree as a first approximation to J^ , it has a structure
as in Figure 5.4 except that the in-scale conditional structure that we have learned (the shaded
blocks in Jc in the figure) is diagonal rather than full, resulting in artifacts that correspond
to inaccurate matching of finest-scale cross-covariances. As a result, the basic idea of our
construction is to recursively modify our approximation to J^ , from coarse-to-fine scales to get
full matching of marginal statistics at the finest scale.
In an MR tree model, the covariance matrix at each scale can be represented in terms of the
covariance at the next finer scale:
[m] = Am[m+1]A
T
m +Qm, (5.17)
where Am and Qm are determined by Jtree.17 Since we wish to modify the tree model so
that the covariance matrix at the finest scale becomes ^F , we set [M ] = ^F for the finest
scaleM and compute a target marginal covariance for each scale in a fine-to-coarse way using
(5.17). These target marginal covariances at each scale can be used to modify J^ . Specifically,
the diagonal matrix J^[m] of the tree model is replaced with a non-diagonal matrix so that the
marginal covariance at scale m is equal to [m], the target marginal covariance at that scale
computed using (5.17). In modifying J^ , we proceed in a coarse-to-fine way. Suppose that
we have replaced J^[1] through J^[m 1], and let us consider computing J^[m]. We partition the
information matrix of the resulting MR model into 9 submatrices with the in-scale information
17Let Bm = (Jtree) 1[m 1,m] andDm = (Jtree)
 1
[m]. Then, Am = BmD
 1
m and Qm = Dm 1  BmD 1m BTm.
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matrix at scalem at the center:18
J^ =
0BB@
Jc Jc,[m] 0
J[m],c J

[m] J

[m],f
0 Jf ,[m] J

f
1CCA . (5.18)
Note that except for Jc , all submatrices are equivalent to the corresponding components in Jtree
because we have only replaced coarser in-scale blocks.
From (5.18), the marginal covariance at scalem is
J^[m]   J[m],c(J[c]) 1J[c],m   J[m],f (J[f ]) 1Jf ,[m]
 1
. (5.19)
By setting this equal to the target covariance matrix[m] in (5.17), the target information matrix
at scalem can be computed as follows:
J^[m] = ([m])
 1 + J[m],c(J

c )
 1Jc,[m] + J

[m],f (J

f )
 1Jf ,[m], (5.20)
which we insert in place of the previously computed J[m] in (5.18), and then proceed to the next
finer scale until we reach the finest scale. The matrix inversion in the above equation requires
computation that is cubic in the number of variables N . Learning a graphical model structure
typically involves at leastO(N4) computation [3], so computing J^[m] is not a bottleneck of the
learning process.
After the algorithm augments in-scale structures for all scales, the resulting information
matrix J^ has the marginal covariance at the finest scale exactly equal to the target covariance
matrix ^F . In addition, J^ has dense in-scale structure both as a graphical model and in terms
of the corresponding conjugate graph (since in general the matrix J^[m] is not sparse and does
not have a sparse inverse), and a sparse inter-scale graphical structure. Hence, the information
matrix J^ can be used as the target information matrix of the MR model in (5.8) with the `1
norm dropped from the objective function to learn a SIM model approximation.
 5.B Sequential Structure Optimization
In Appendix 5.A, we constructed an exact MR model such that the marginal covariance at the
finest scale matches the specified target covariance exactly. The information matrix of the exact
18Form = 1 (the coarsest scale) andm =M (the finest scale), the partition consists of only 4 submatrices. Also,
the 0-blocks in (5.18) are immediate because of the MR structure, which does not have edges directly between scales
m  1 andm+ 1.
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MR model can be used as the target information matrix in (5.8) to learn a SIM model approx-
imation. In this section, we introduce an alternative approach to learn a SIM model; instead
of first constructing an exact MR model across all scales and then optimizing the structure
of all scales in parallel by solving (5.8), one can interleave the procedure of finding a target
information matrix at scalem and optimizing its structure to have a sparse conjugate graph.
After computing the target information matrix J^[m] at scalem using (5.20) (before proceed-
ing to compute J[m+1] at the next finer scale), we perform structure optimization at scale m to
obtain a sparse in-scale conditional covariance approximation (i.e., a sparse conjugate graph).
This in-scale structure optimization can be performed by solving a simplified version of the
log-det problem in (5.8). Since the interscale edges of J^ are sparse by our construction, the
`1 norm can be dropped from the objective function of (5.8). In addition, the parameters at all
scales other than scalem are fixed. Thus, the optimization problem reduces to the following:
J = argmax
J0
log det J[m]
s.t. jJij   J^ij j  , 8i, j 2W[m], (5.21)
where W[m] is the set of nodes at scale m. Using the approximation techniques described in
Appendix C, the above problem can be solved more efficiently than the problem in (5.8) that
does not use the sequential approach.
 5.C Computational Simplications in Solving the Log-Det Problem
In this section we introduce some techniques to obtain an approximate solution of the log-
determinant problem in (5.21) efficiently, and provide a method for choosing the regularization
parameters. The problems in (5.8) and (5.21) are both convex and can be solved using standard
convex optimization techniques [9]. In order to further reduce the computational complexity,
we ignore the positive-definiteness condition J  0 until we find a solution that maximizes
the log-determinant with the element-wise constraints satisfied. Then, the problem reduces to
(5.7) that involves only the information matrix at scalem, J[m], which can be efficiently solved
using the techniques in [3, 45, 61]. If, after replacing J[m] with the solution J[m], the entire
information matrix J^ is positive definite, then J[m] is indeed the optimal solution. If J
 is not
positive definite, then we adjust the regularization parameter, and for this purpose, we allow
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Table 5.4. SIM Learning Algorithm in Detail
1. Select an MR tree structure that best describes the given collection of variables at the
finest scale.
2. Fit the parameters of the MR tree using the EM algorithm.
3. Compute the target covariance at each scale using (5.17).
4. At the coarsest scale (m = 1), compute the target information matrix at scalem using
(5.20).
5. Solve the problem in (5.22) to obtain J[m] with a sparse inverse.
6. Replace the information matrix at scalem of the MR model with J[m]. If the resulting
information matrix J is not positive definite, increase the node parameter i and
repeat Step 5.
7. Go to the next finer scale and repeat steps 4 through 6 until we reach the finest scale.
two regularization parameters: one for all nodes and one for all edges:
J[m] = argmax log det J[m]
s.t. jJij   J^ij j  E , 8i 6= j 2Wm
jJii   J^iij  i, 8i 2Wm, (5.22)
where E and i are parameters for edges and nodes, respectively. Note that the KKT conditions
of the above problem are exactly same as those in Proposition 1, and the inverse of J[m] (the
conjugate graph at scalem) is sparse.
It is straightforward to show that the optimal solution of (5.22) has the diagonal elements
equal to diag(J^[m])+iI , so for large enough value of i, J becomes positive definite. There-
fore, if the resulting J is not positive definite, we can increase the value of i. In practice, we
set E equal to 0.5  where  is the maximum value of the off-diagonal elements of J^[m], and
set the initial value of i = 2E for all coarser scales. For the finest scale, we use E = 0.25
and adjust i so that the divergence between the approximate and target distribution is mini-
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mized.
After every scale in the MRmodel is augmented with a sparse conjugate graph, the resulting
SIM model has a sparse inter-scale structure, and a sparse conjugate graph at each scale. Table
5.4 summarizes the algorithm for learning a SIM model given the target covariance at the finest
scale.
Chapter 6
Conclusion
 6.1 Summary of Main Contributions
This thesis investigates methods to exploit tree-structured graphical models and improve their
modeling accuracy without sacrificing the efficiency of inference. The simplicity of a tree-
structured graphical model is attractive in many application problems, but the strong conditional
independence assumptions in a tree model can substantially limit its modeling power.
To overcome this limitation, in Chapter 3, we consider latent tree-structured graphical mod-
els in which some of the nodes correspond to the original observed variables and others cor-
respond to latent variables augmented during the learning procedure. We propose statistically
consistent algorithms to learn latent tree models using the information distances of observed
variables. Our first algorithm, recursive grouping, identifies groups of sibling nodes and adds
latent nodes recursively in a bottom-up fashion. Our second algorithm, CLGrouping, first learns
a Chow-Liu tree (see Section 3.5) among the observed variables, and then applies recursive
grouping or neighbor joining as a subroutine to each internal node and its neighbors in the
Chow-Liu tree. Using synthetic and real-world datasets, we show that CLGrouping has supe-
rior results in both computational complexity and modeling accuracy compared to other latent
tree learning algorithms.
We demonstrate the advantages of tree-based modeling methods in Chapter 4 by consider-
ing the application of improving object detection and scene understanding performance using
contextual information. We first develop a simple model that consists of a binary tree for ob-
ject co-occurrences and a Gaussian tree for their spatial relationships. This tree-based context
model integrates global context, local detector outputs, and dependencies of more than a hun-
dred object categories. We demonstrate performance improvements in object presence predic-
tions, localizations, and image queries on a new dataset SUN 09, which contains rich contextual
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information. We also introduce the problem of detecting objects out of their normal context,
which requires precise and careful modeling of object relationships. To this end, we modify our
first context model by using a latent tree for object co-occurrences and a binary tree for support
relationships among object instances (e.g., a car is supported by a road). Our models are tested
on a dataset of out-of-context images, and our second context model with a latent co-occurrence
tree and a binary support tree model significantly outperforms other context models.
Finally, in Chapter 5, we move beyond trees and introduce a new class of Gaussian mul-
tiresolution (MR) models with sparse in-scale conditional covariance structure added to each
scale of an MR tree. Our SIM model is based on the intuition that since coarser scale variables
capture most of the correlations among finer scale variables, the residual correlations at each
scale conditioned on variables at other scales should be sparse. The information matrix of a
SIM model can be decomposed into the sum of a sparse matrix (information matrix of the em-
bedded MR tree) and a matrix that has a sparse inverse (conditional covariance at each scale).
Our efficient inference algorithm alternates between inference on the embedded MR tree and
inference within each scale, which reduces to a sparse matrix multiplication. Given an MR tree
model and a target (or empirical) covariance at the finest scale, a SIM model can be learned by
solving a convex optimization problem at each scale to obtain a sparse conditional covariance
approximation. Although our focus is mainly on Gaussian MR models, we also present prelim-
inary ideas for extending the approach to discrete models by introducing a MARISMA model,
which is a directed MR model with a sparse dependency structure at each scale conditioned on
coarser scales.
 6.2 Suggestions for Future Research
We conclude by discussing some possible extensions of the work presented in this thesis.
 6.2.1 Learning Latent Variables with Arbitrary Alphabets
In Chapter 3, we learn latent tree graphical models assuming that all random variables (both
observed and hidden) take values on a common alphabet. Thus, in the Gaussian case, each
node in the tree corresponds to a scalar Gaussian random variable, and in the discrete case,
all variables have the same cardinality. It is an interesting yet challenging research problem to
learn a broader class of latent tree graphical models in which latent variables are allowed to take
values on arbitrary alphabets. EM-based approaches [37, 119] allow hidden nodes to increase
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Figure 6.1. (a) A Gaussian latent tree model with each hidden node corresponding to a two-dimensional Gaussian
vector. h1 and h2 are two-dimensional vectors and all other variables are scalar Gaussian variables. (b) A graphical
model with the same conditional independence structure as in (a). Each node corresponds to a scalar Gaussian
variable.
their cardinalities using greedy methods, but such algorithms are not statistically consistent.
For one-dimensional and two-dimensional Gaussian processes, latent tree models with vector-
valued hidden nodes have been introduced in [28, 115], but the structures of trees are fixed in
advance.
Figure 6.1(a) shows an example of a Gaussian latent tree model in which hidden nodes
correspond to two-dimensional Gaussian vectors. We can equivalently represent the graphical
model using only a scalar variable at each node, which results in a loopy graph shown in Figure
6.1(b). Note that even for this simple example with two hidden nodes, the corresponding graph
structure with a scalar variable at each node is quite complicated.
One potential starting point for this problem is assuming that all hidden variables take
values on some common alphabet that is known, but different from that of observed variables.
For example, we can consider the problem of learning a Gaussian latent tree model with two-
dimensional Gaussian vectors at all hidden nodes. In the discrete case, we can consider a latent
tree in which each hidden variable has a cardinality 4, and each observed node corresponds
to a binary variable. Recall that our algorithms only use information distances of observed
variables. In the discrete case, the information distance between a pair of variables is defined
in terms of the determinant of the joint probability matrix, assuming that the matrix is square
(i.e., the cardinality of the two variables is the same). If we can invent an alternative definition
of information distances for a pair of variables with different cardinalities, and as long as the
information distances are nonnegative, symmetric, and additive on trees, we can apply our
learning algorithms without any modifications to learn a latent tree with different cardinalities.
In [13], a convex optimization problem is formulated to recover latent variables in Gaussian
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graphical models. Given exact statistics of observed variables, the method can recover the
structure of a latent Gaussian graphical model such as the model in Figure 6.1(b), if each
latent node is connected to at least one observed node (i.e., a “deep” hierarchy is not allowed).
When the statistics of observed variables are noisy, the method estimates the number of hidden
variables correctly under some conditions, but learning the structure among hidden variables
still remains a challenge. Our algorithms can learn a deep hierarchy assuming that it is tree-
structured, and the method in [13] can recover a Gaussian loopy graph assuming that each
hidden node is connected to an observed node. Combining the two approaches would be useful
in developing statistically consistent learning algorithms for a broad class of latent graphical
models.
 6.2.2 Improving Spatial Relationships in Context Models
In Chapter 4, we consider two different approaches in encoding spatial relationships of object
categories. Our first model uses a Gaussian tree, which is good at capturing expected relative
scales and locations of objects approximately, but is not appropriate for enforcing hard con-
straints such as an object needs to be supported by another object. Our second model infers
a binary support tree given ground-truth segmentations of object instances or noisy detector
outputs. The support tree model is effective in detecting support violations in out-of-context
images, but it does not capture some of the important quantitative geometric relationships such
as relative scales of object instances. Combining the two approaches and learning a parsi-
monious representation of spatial relationships is important in building a simple yet powerful
context model.
For simplicity, we have assumed that object relationships can be approximated using a tree
structure (with or without latent variables). However, for some collection of object categories,
even a latent tree model is not appropriate in capturing spatial relationships. For example, a
computer screen, a keyboard, and a mouse are typically placed in a triangular configuration
(with a screen at the top and a keyboard and a mouse next to each other at the bottom), and
such relationships cannot be well approximated using a tree structure. Using a complicated
dependency structure or a distribution with too many parameters may lead to over-fitting when
the number of available samples is limited, and increase the computational complexity of infer-
ence substantially. One possible solution is using the SIM or MARISMA model proposed in
Chapter 5, and exploiting their parsimonious representations and efficient inference algorithms
to better model spatial relationships among object categories.
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 6.2.3 Developing Learning Algorithms for MARISMA
The MARISMA model introduced in Section 5.6 provides a powerful and general framework
for multi-resolution modeling. Given an MR tree model and a target distribution at each scale,
we can learn a MARISMA model by augmenting “w-variables” as parents of pairs of vari-
ables in the same scale. The optimization problem in Eq. (5.15) minimizes the KL-divergence
between the target and the model distribution at each scale while penalizing the number of
w-variables. Solving the problem exactly is intractable, however, and we present one approx-
imation in Eq. (5.16) using a second-order approximation of the KL-divergence. It would be
interesting to apply this learning method for synthetic and real-world data to see its performance
and explore other approximation methods to solve Eq. (5.15) in a tractable way.
ARMA modeling is a widely-used approach in signal processing and has been the subject
of study for many years. An important direction for future research is studying the connections
between ARMA and MARISMA and investigating whether ARMA modeling can guide us to
more intuitive approaches of applying or learning MARISMA models, and vice versa.
 6.2.4 Combining Latent Tree Learning with SIM Learning
Our learning algorithm for a SIM model presented in Chapter 5 assumes that the structure of an
MR tree is given and augments each scale of the MR tree with a sparse covariance structure. In
Section 5.5, we present several examples for which a natural existing hierarchy of variables can
be used as the initial MR tree structure. However, in some scenarios, the MR tree structure may
need to be estimated from the statistics of observed variables as well. Although in principle, we
can learn this initial MR tree by applying any of our latent tree learning algorithms in Chapter
3 and defining scales arbitrarily,1 it is likely that the resulting structure does not have relevant
variables of the same “resolution” in the same scale (for example, the latent tree in Figure 3.12
does not have any meaningful multi-scale structure).
In order to learn an MR tree with hidden variables at coarser scales and all observed vari-
ables at the finest scale, we can modify our recursive grouping algorithm in Section 3.4 as
follows:
1. In Step 3, ignore all parent-child relationships and treat each partition as a group of sib-
lings. This enforces all observed variables to be leaf nodes of the learned latent tree.
1One simple way is to choose an arbitrary root node and defining the scale of each node as one plus the distance
to the root node
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2. In Step 3, forbid a partition consisting of a single node by merging it with another par-
tition. In Step 7, if there are two remaining nodes, merge them to a single node. These
modifications ensure that there exists one root node in the learned latent tree and that all
observed nodes are at the same distance from the root node, and thus at the same scale.
The relaxed recursive grouping algorithm in Section 3.6 can be modified similarly to learn an
MR tree given samples of observed variables.
In our current SIM learning algorithm, the parameters of theMR tree are estimated using the
EM algorithm and then fixed during the subsequent SIM-learning procedure. An important and
interesting extension of our learning method would be to alternatively optimize the tree model
(both its structure and parameters) and the in-scale models in a computationally tractable way.
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