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Abstract
Univariate dispersive ordering has been extensively characterized by many authors over the last
two decades. However, the multivariate version lacks extensive analysis. In this paper, sufﬁcient and
necessary conditions are given to preserve the strong multivariate dispersion order through properties
of the corresponding transformation. Finally, these results are applied to theWishart distributionwhich
can be viewed as “the spread of the dispersion”.
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1. Introduction
Stochastic orders and their applications have been extensively studied over the last 20
years. A classic and important monograph on this topic has been written by Shaked and
Shanthikumar [20]. This book deals with several important results on different partial or-
derings on distributions and pays special attention to reliability theory.
The univariate “spread” ordering was ﬁrst deﬁned by Bickel and Lehmann [6] and it was
further developed by Shaked [18,19], who called it disp. The deﬁnition is the following.
∗ Corresponding author.
E-mail addresses: ferpon@us.es (J.M. Fernández-Ponce), grinolo@us.es (R. Rodríguez-Griñolo).
0047-259X/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2005.05.001
J.M. Fernández-Ponce, R. Rodríguez-Griñolo / Journal of Multivariate Analysis 97 (2006) 1208–1220 1209
Let F and G be the distribution functions of X andY, respectively. Then XdispY is deﬁned
as
F−1() − F−1()G−1() − G−1(), for all 0 <  <  < 1,
where F−1 and G−1 are the right-continuous inverses of F and G, respectively. It is con-
ceptually clear that the order disp indeed corresponds to a comparison of X and Y by
variability since it requires the difference between any two quantiles of X to be smaller than
the corresponding quantiles of Y.
Shaked [18] characterized the univariate dispersion ordering by means of a contraction
function between the random variables. That is, XdispY if, and only if there exists a
function k(·) such that X ∼st k(Y ) where k(·) is a contraction and the expression X ∼st Y
denotes that “X has the same distribution as Y”. This result was only shown for strictly
increasing and continuous distribution functions. Bartoszewicz [2] and Rojo and He [16]
studied different sufﬁcient conditions on maps to preserve dispersion ordering. Among
other authors, Bartoszewicz [3,4] and Bagai and Kochar [1] characterized different ageing
properties such as the Increasing Failure Rate (IFR) property or the New Better than Used
(NBU) property by using dispersion ordering. However, the multivariate dispersion order
has not been extensively studied in the literature. The generalization of this order to the
multivariate case provides different variability stochastic orders. Basically, three papers
stand out on this topic. The ﬁrst author who presented different notions of multivariate
variability was Oja [15]. Giovagnoli and Wynn [9] gave two deﬁnitions of the multivariate
dispersion order (theweak and the strong versions). The strong version is deﬁned as follows.
Let X and Y be two random vectors, X is said to be smaller than Y in the strong dispersion
ordering sense (XSDY) if and only if there exists a function K(·) such that X ∼st K(Y)
where K(·) is a contraction of Rn, namely
‖K(y) − K(y′)‖‖y − y′‖ for all y, y′ in Rn,
where ‖ · ‖ is the Euclidean norm. However the concept of distance between multivariate
quantiles was not employed for the characterization of the multivariate dispersion orders.
Fernández-Ponce and Suárez-Lloréns [8] deﬁned the multivariate dispersion through the
concept of conditional quantiles which are more widely separated. This concept depends
on the permutation of the margins for multivariate distributions and it is a generalization of
the well-known univariate dispersion ordering. They provided a characterization through a
multivariate contraction function under several regularity conditions. This order possesses
an excellent property which is that the contraction function which is used for its character-
ization is a unique function. However, from a practical viewpoint, it is very complicated to
compute. For example, these authors ordered two non-singular Wishart distributions with
the same degrees of freedom in themultivariate dispersion sense (note that this order implies
the SD order). However, it is not easy to order two p-dimensional Wishart distributions
with different degrees of freedom and a different scale matrix  in SD sense by using
the results of Giovagnoli and Wynn [9] or the results in Fernández-Ponce and Suárez-
Lloréns [8].
In this paper, the SD ordering is studied forWishart distributions due to their emergence
in Bayesian regression analysis. This ordering possesses a geometrical interpretation which
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can easily be used in statistical methods (regression analysis and/or inﬂuence analysis).
Note that a Bayesian inﬂuence measure is based on comparing the corresponding predictive
densities (for more details about this topic see [11]) . A ﬁrst step for the deﬁnition of a new
inﬂuence measure (based on a contraction of the full data set which will be studied in further
works) is to order the Wishart distributions in the SD ordering. Then, our main objective
is to establish sufﬁcient conditions which preserve the SD order under transformations.
These conditions will generalize the results of Giovagnoli and Wynn [9].
The paper is structured as follows. In Section 2, several notations and preliminaries are
given. In Section 3, two new concepts are deﬁned referred to as the Jacobian matrix of
an invertible map. These deﬁnitions can be considered as a generalization of an increasing
convex function in the univariate case. In Section 4, a sufﬁcient condition is given to preserve
the strong multivariate dispersion ordering when an invertible map is used. In particular,
if the map is a linear transformation then a sufﬁcient condition is obtained which is more
general thanGiovagnoli andWynn’s condition. Finally, the results are applied to theWishart
distribution as an explanation of the spread of the dispersion.
2. Notation and preliminaries
Some notation is given here which will be used throughout the paper. Fundamentally,
random vectors will be dealt with which take on values inRn. The spaceRn is endowedwith
the usual componentwise partial order, which is deﬁned as follows. Let x = (x1, . . . , xn)
and y = (y1, . . . , yn) be two vectors in Rn; and therefore xy if xiyi for i = 1, . . . , n.
Throughout the paper “increasing” means “non-decreasing” and “decreasing” means “non-
increasing”. The vector of ones will be denoted by 1, that is, 1 = (1, . . . , 1) and the
corresponding of zeros by 0.
Let A and B be two n×n real matrices (A,B ∈ Mn×n) and (A) = (1(A), . . . , n(A))
be the vector of ordered eigenvalues and In the corresponding n × n identity matrix. Let
R represent any n × n non-singular matrix such that B−1 = RtR and let C = RARt . The
problemof ﬁnding the roots of |A−B| (i.e., the solutions for  to the equation |A−B| = 0)
is called the generalized eigenvalue problem. Hence the generalized eigenvalue problem is
equivalent to the problem of ﬁnding the eigenvalues of the symmetric matrix C or of the not-
necessarily-symmetric matrix AB−1 or B−1A. Clearly, in the special case where B = I ,
the generalized eigenvalue problem is reduced to the problem of ﬁnding the eigenvalues of
A. The Loewner ordering of matrices is denoted by L and is deﬁned as: ALB if and
only if B −A is non-negative deﬁnite. The Kronecker product of two matrices, for example
an m×n matrix A and a p× q matrix B, is denoted by the symbol A⊗B (for more details,
see [10, pp. 333]), and is deﬁned as
A ⊗ B =
⎛
⎜⎝
a11B . . . a1nB
...
. . .
...
am1B . . . amnB
⎞
⎟⎠ .
The following Lemmas are introduced to be used later.
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Lemma 1. AtALI if, and only if there exist orthogonal matrices i and i > 0 for
i = 1, . . . , m with∑mi=1 i = 1, such that
A =
m∑
i=1
ii .
Proof. See Proposition 5 in Eaton [7]. 
Lemma 2. Let B be a p × p matrix. If B ⊗ BLIp2 then BLIp. Conversely, if B is a
non-negative deﬁnite matrix with BLIp then (B ⊗ B)LIp2 .
Proof. Let 1 . . . p be the ordered eigenvalues of B. According to Corollary 21.11.5 in
Harville [10], {i · j ; i, j = 1, . . . , p} are the eigenvalues of B ⊗B. If B ⊗BLIp2 then
i · j 1, for all i and j. By taking ii (B ⊗ B) = 2i , then i1 for all i = 1 . . . p.
The reciprocal is also true when B is a non-negative deﬁnite matrix. Suppose thatBLIp
and that B is a non-negative deﬁnite matrix. It is easily proved that 0i ·j 1, for all i, j .
Therefore, B ⊗ BLIp2 . 
Lemma 3. Let B and C be two n × n real matrices with BtBLIn and CtCLIn. If
A = BC then AtALIn.
Proof. Trivial using Lemma 1. 
Now the concept of a weakly orthogonal matrix is given.
Deﬁnition 1. Let A be an n× n real matrix such that AtA is an invertible matrix. It is said
to be a weakly orthogonal matrix if

[
AtAt (AtA)−1
]
= 1
for each orthogonal matrix .
Clearly if A is orthogonal then it is weakly orthogonal.
Remark 1. It follows from Deﬁnition 1 and Lemma 3 that A is weakly orthogonal if and
only if A ⊗ B is weakly orthogonal and for an invertible A, A is weakly orthogonal if and
only if (At )−1 is weakly orthogonal.
Now a necessary and sufﬁcient condition for a weakly orthogonal matrix is given.
Theorem 1. A ∈ Mn×n is a weakly orthogonal matrix if and only if there exists a constant
k ∈ R such that kA is an orthogonal matrix.
Proof. It is trivial that if there exists a constant k ∈ R such that kA is an orthogonal matrix
then A is a weakly orthogonal matrix.
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The reciprocal proof is by mathematical induction. Assume that A ∈ M2×2 and it is
a weakly orthogonal matrix. By taking  =
(
cos  − sin 
sin  cos 
)
for all  ∈ R and AtA =(
a1 c
c a2
)
, and after an easy algebraical computation, it is obtained that

[
AtAt (AtA)−1
]
= d0(d02 − d1+ 1),
where d0 = det(AtA) and d1 = 2d0 + 2d0
[
(a1 − a2)2 + 4c2
]
sin2 . Since 
[
AtAt
(AtA)−1
] = 1 then d12d0 = 1. Then a1 = a2 and c = 0, i.e. the result is obtained.
Similarly, the same result is obtained by taking  =
(
cos  sin 
sin  − cos 
)
for all  ∈ R.
Suppose now that the result is valid for A ∈ M(n−1)×(n−1) and A is a weakly orthogonal
matrix. In order to complete the proof by induction argument, the same result forA ∈ Mn×n
is required. Taking into account that AtA is a symmetric matrix, there exists an orthogonal
matrix Q such that AtA = QtDnQ where Dn = diag{d1, . . . , dn} is a diagonal matrix (see
Corollary 21.5.9 in Harville [10]). Consequently, if A is a weakly orthogonal matrix then
(DnQ
tQtD−1n QQt) = 1 for each orthogonal matrix . (1)
Firstly, by selecting n such that n = QQt =
(
n−1 0
0t 1
)
for each orthogonal matrix
n−1 ∈ M(n−1)×(n−1), it is obtained that
det(DnnD−1n tn − I ) = dn(1 − )det(Dn−1n−1D−1n−1tn−1 − I ).
Since (Dn−1n−1D−1n−1
t
n−1) = 1 then D1/2n−1 is a weakly orthogonal matrix and by the
induction hypothesis, it is obtained that Dn−1 = kI with k ∈ R.
Now if the orthogonal matrix n is taken as
(
n−1 v
wt a
)
with a = 1, and wttn−1v = 0
such that tnn = I , then
det(DnnD−1n tn − I )[
adn(1 − ) − (dn − k)
2
k(1 − ) w
ttn−1v
]
det(Dn−1n−1D−1n−1
t
n−1 − I ).
Consequently,  = 1 is a solution to
[
adn(1 − ) − (dn−k)2k(1−) wttn−1v
]
= 0 for all v and w
such that n is an orthogonal matrix if, and only if dn = k. Hence the result is proved. 
3. Properties of multivariate functions related to their Jacobian matrix
In this section two properties are deﬁned for multivariate-valued functions which can be
interpreted as a generalization of the concept of a univariate increasing convex function.
It is well-known that the analysis of convexity in the univariate case is made in terms of
the derivatives of the corresponding function. For our purposes, the Jacobian matrix of the
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function has to be used as the generalization of the derivative function to study similar
properties. The Jacobian matrix of a differentiable function where h = (h1, . . . , hn) is
deﬁned as
Jh(x) =
{
hi
xj
}
for all x in Rn
and, when it is necessary, it is assumed that the inverse Jacobian matrix exists, J−1h (x). If
it is not necessary to specify the value of x then the simpliﬁed notation Jh will be used for
Jh(x).
3.1. The weakly-orthogonal property
The ﬁrst deﬁnition associated to the Jacobian matrix for a multivariate-valued function
is given.
Deﬁnition 2. A function h : D ⊂ Rn −→ Rn is said to be a weakly orthogonal function if
its Jacobian matrix is a weakly orthogonal matrix.
Note that this deﬁnition really means by using the results in Section 2 that
J thJh = (x)I,
where  : D ⊂ Rn −→ R+.
Example 1. Assume that D = {(x1, x2) ∈ R2 : x1 > 0, x2 > 0} and deﬁne h : D −→ R2
by h(x1, x2) = ( x
2
1−x22
2 , x1x2). It is easily shown that J
t
hJh = (x21 + x22 )I . Consequently,
h(·) is a weakly orthogonal function.
Now a necessary condition is given to determine the weak orthogonality for any multi-
variate-valued function in the following Corollary.
Corollary 1. Let h : D ⊂ Rn −→ Rn be an n-dimensional invertible function. If h(·)
is a weakly orthogonal function then for each orthogonal matrix  there exist orthogonal
matrices i such that
Jh =
m∑
i=1
iiJh for each x ∈ D,
where 0i1 and
∑m
i=1 i = 1.
Proof. Taking into account that the orthogonal matrices i and the i’s depend on each
x ∈ D, this notation is deleted for an easier comprehension. If h(·) is a weakly orthogonal
function then for each orthogonal matrix  it is veriﬁed that

[
(J thJh)
−1t J thJh
]
= 1,
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which implies that
(
JhJ
−1
h
)t (
JhJ
−1
h
)
LI.
Now by using Proposition 5 in Eaton [7], the result is proved. 
The following corollary gives a sufﬁcient condition to obtain a weakly orthogonal func-
tion.
Corollary 2. Let h be a function such that for any orthogonal matrix  there is an orthog-
onal matrix − such that Jh− = Jh for all x ∈ Rn. Then h(·) is a weakly orthogonal
function.
Proof. Trivial. 
3.2. The “strong attractiveness” property
A new property is introduced for multivalued functions. This concept can be seen as
a generalization of univariate convexity (i.e., when the ﬁrst derivative of a function is an
increasing function). Henceforth, let K : Rn −→ Rn be an n-valued function.
Deﬁnition 3. A function h : D ⊂ Rn → Rn is said to be “strongly attracted” by a function
K : D → D if
Jh(K(x))J
−1
h (x) =
M∑
i=1
i (x)i (x)
with
∑M
i=1 i (x)1, i (x) > 0 for all x in D and where i (x) is an orthogonal matrix
for each i and for each x in D.
For the sake of simplicity, Jh(K(x))J−1h (x) is denoted as A(h,K)(x).
Note that any linear transformationwith an invertible Jacobianmatrix is strongly attracted
by any K : Rn −→ Rn. Furthermore, it is very easy to show that every function h : Rn −
→ Rn is strongly attracted by the identity function. In the following theorem, sufﬁcient
conditions are given for a function to be strongly attracted by K(·) which can be easily
proved through a graphical representation of the function K(·).
Theorem 2. Let h : R −→ R be an increasing convex function (or decreasing concave
function) and K : R −→ R be a function such that K(y)x, for all xy. Then, h(·) is
strongly attracted by K(·).
Proof. From Deﬁnition 3, we know that h(·) is strongly attracted by K(·) if, and only if
h
′ [K(x)]
h
′
(x)
= ± with  ∈ [0, 1]
J.M. Fernández-Ponce, R. Rodríguez-Griñolo / Journal of Multivariate Analysis 97 (2006) 1208–1220 1215
or equivalently, |h′ [K(x)]| |h′(x)|for all x ∈ R. By using the fact that h(·) is an increasing
convex function, if xy then 0h′(x)h′(y). The result is achieved once it is taken into
account that K(y)x implies h′ [K(y)]h′(x). For the case when h(·) is a decreasing
concave function, the same result is obtained. 
Now a characterization for a function strongly attracted by K is shown.
Corollary 3. Let h(·) be an n-valued function. Hence, it is strongly attracted by K(·) on
Rn if, and only if
At(h,K)(x)A(h,K)(x)LI, for all x in Rn.
Proof. Trivial using Lemma 1. 
4. The main result
In the case of mutual independence of the components for X and Y, the SD order can
be deduced from the univariate dispersion order of the corresponding components of the
random vectors. This is equivalent to ordering the marginal distribution functions in the
dispersion sense to obtain the SD ordering. The mutual independence of the components
is not a necessary condition for the SD ordering which is based on the univariate disper-
sion order of the margins. Assume that X and Y are two random vectors whose respective
distribution functions F and G have the same dependence structure, (the same copula). It is
well-known that if the corresponding margins are continuous then the copula is unique (for
more details about copulas, see [14]). It is easily shown that if the margins are ordered in
an univariate dispersion sense (FidispGi for all i) then F SDG, by taking into account
the contraction k(y1, . . . , yn) = [(F−11 ◦ G1)(y1), . . . , (F−1n ◦ Gn)(yn)]. Under other cir-
cumstances, it would be interesting to order two distributions with different copula.Various
characterizations and some detailed results in this sense were given for normal distribution
in Giovagnoli and Wynn [9]. A condition was also given to preserve the SD order under
linear maps which can be difﬁcult to apply from a practical viewpoint. However they did
not give sufﬁcient conditions to preserve the SD ordering for non-linear maps.A complete
analysis for this topic can be found for the unidimensional case (see [20]). If the transfor-
mation is an increasing convex function and the random variables are stochastically ordered
in the same manner then the univariate dispersion order is preserved.
Thus our main objective in this section is to give conditions preserving the SD ordering
under any map. This result generealizes both Theorem 3 from Giovagnoli and Wynn [9]
and generalizes the unidimensional case.
Theorem 3. Let K : Rn −→ Rn be a contraction function such that X ∼st K(Y) and let
h : Rn −→ Rn be an invertible weakly orthogonal and strongly attracted function by K(·)
on Rn. Hence
h(X)SD h(Y).
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Proof. By taking  = h ◦K ◦h−1, it is easy to show that  (h(Y)) ∼st h(X). By applying
the chain rule, it is observed that
J(x) = Jh
(
Kh−1(x)
)
JK
(
h−1(x)
)
J−1h
(
h−1(x)
)
, for all x in Rn,
where (K ◦ h−1)(·) is denoted as Kh−1(·). However, by hypothesis, K(·) is a contraction
function, hence
JK
(
h−1(x)
)
=
m∑
j=1
j
(
h−1(x)
)
j
(
h−1(x)
)
with j (·) > 0 and
∑
j j (·) = 1 where j
(
h−1(x)
)
is an orthogonal matrix for each x in
Rn. Consequently, by using the fact that h(·) is a weakly orthogonal function, it is shown
that
Jh
(
Kh−1(x)
)
j
(
h−1(x)
)
=
M∑
i=1
i,j
(
Kh−1(x)
)
Υi,j
(
Kh−1(x)
)
Jh
(
Kh−1(x)
)
with i,j
(
Kh−1(x)
)
> 0 and
∑M
i=1 i,j
(
Kh−1(x)
) = 1 where Υi,j (h−1(x)) is an orthog-
onal matrix for each x in Rn. Then
J(x) =
⎧⎨
⎩
M∑
i=1
m∑
j=1
j
(
h−1(x)
)
i,j
(
Kh−1(x)
)
Υi,j
(
Kh−1(x)
)⎫⎬
⎭
×
{
Jh
(
Kh−1(x)
)
J−1h
(
h−1(x)
)}
.
Since h(·) is strongly attracted by K(·) on Rn and by considering both Lemmas 1 and 3,
it can be seen that J t(x)J(x)LIn for all x in R
n
. Then (·) is a contraction function
which implies h(X)SDh(Y). 
Remark 2. The hypothesis of stochastic ordering for the random variables in Theorem
2.B.5 of Shaked and Shanthikumar [20] is not a necessary condition, i.e., we can use a
weaker condition. It is well-known (see Section 2.B.1, p. 69 in Shaked and Shanthikumar
[20]) that if XdispY then at least one of the following is veriﬁed:
(1) F(x)G(x), for all x in R.
(2) F(x)G(x), for all x in R.
(3) There exists a point x0 ∈ R such that both F(x)G(x), for all xx0 and F(x) >
G(x) for all x > x0.
As a speciﬁc example, if h(·) is an increasing convex function where F(x)G(x) and
a decreasing concave function where F(x)G(x), then the transformation h(·) preserves
the dispersive ordering.
The condition given in Theorem 3 of Giovagnoli and Wynn [9] can be extended from
orthogonal to weakly orthogonal matrices. This fact is shown in the following corollary.
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Corollary 4. Let A represent an n × n weakly orthogonal matrix. If XSDY then
AXSDAY.
Proof. The proof is straightforward since kA is orthogonal for some k. 
5. An application: the spread of the dispersion
Let x1, . . . , xn be a random sample from N(0;). We call X = (x1, . . . , xn)t a data
matrix from N(0;), or simply a “normal data matrix”. Matrix-valued quadratic functions
of the form XtCX, where C is a symmetric matrix, are very important in statistics. Among
such functions the most important special case is the sample covariance matrix S, obtained
by setting C = n−1H, where H is the centering matrix, i.e., H = I − 1
n
11t . (However,
other quadratic functions can also be used, for instance, in permutating the rows of X,
or in ﬁnding within-group and between-group covariance matrices in regression analysis).
These quadratic forms often lead to the Wishart distribution, which constitutes a matrix
generalization of the univariate chi-squared distribution, and has many similar properties.
In this section, the Wishart distribution will be ordered in the SD ordering sense as an
application of the above sections. Furthermore, if the Wishart distribution (the distribution
of the sample covariance matrix) is ordered in a dispersion sense then the study really is
“the spread of the dispersion”.
The deﬁnition of theWishart distribution is given. If M(p×p) can be written M = XtX,
whereX(m×p) is a datamatrix fromNp(0;), thenM is said to have aWishart distribution
with scale matrix  and degrees of freedom parameter m and is written M ∼st Wp(,m).
Observe that when p = 1, theW1(2,m) distribution is given by xtx, where the elements
of x(m × 1) are identically and independently distributed N1(0, 2) variables; that is the
W1(2,m) distribution is the same as the 22m distribution. The scale matrix  plays the
same role in the Wishart distribution as does 2 in the 22m distribution. The matrix  is
normally assumed to be non-negative deﬁnite.
It is well-known that 2ndisp2m, for all 1nm (see [17]). Hence our aim is to order
two p-dimensional Wishart distributions in terms of the eigenvalues of the scale matri-
ces. Fernández-Ponce and Suárez-Lloréns [9] (see Example 4.2) ordered two non-singular
Wishart distributions with the same degrees of freedom in the multivariate dispersion sense
(this ordering implies SD ordering). However, for two p-dimensional Wishart distribu-
tions, the proposed contraction ismore complicated. For this reason, in this paper a sufﬁcient
condition which is weaker and therefore easier to compute for the Wishart distribution is
proposed.
Theorem 4. Let M1 ∼st Wp(1,m) and M2 ∼st Wp(2,m) be twoWishart distributions.
If (1)(2) then M1SDM2.
Proof. Since 1 is a p × p symmetric non-negative deﬁnite matrix, then by applying
Corollary 21.5.9 in Harville [10] there exists a p × p orthogonal matrix P and a diagonal
matrix D1 with dii = i (1) where (1) is the vector of ordered eigenvalues, such that
1 = PD1P t . Similarly there exists Q and D2 such that 2 = QD2Qt .
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Let  (vec(M2)) = (A ⊗ A)vec(M2) where A = PD1/21 D−1/22 Qt . Using Theorem
16.2.1 in Harville [10] we obtain that
 (vec(M2)) = vec(AM2At)
and using Theorem 3.4.1 in Mardia et al. [13] we obtain that
AM2A
t ∼st Wp(A2At,m) ≡ Wp(1,m).
Then  (vec(M2)) ∼st vec(M1) and
J tJ = (AtA) ⊗ (AtA).
Indeed, AtA is a non-negative deﬁnite symmetric matrix. By hypothesis, it is known that
0(D1)(D2) and AtA = QD−1/22 D1D−1/22 Qt . Consequently, (AtA)1. Thus, by
using Lemma 2 it is deduced that (·) is a contraction, thereby providing the result. 
Theorem 5. Let N ∼st Wp(I, n) and M ∼st Wp(I,m) be two Wishart distributions with
nm. Then NSDM.
Proof. Since N is a symmetric matrix, therefore there exists a p × p orthogonal matrix B
such that
BtNB = Diag(N1 . . . Np).
Moreover,
Diag(N1 . . . Np) ∼st Wp(BtIB; n) ≡ Wp(I, n).
A similar expression holds for M,
CtMC = Diag(M1 . . .Mp),
where C is a p × p orthogonal matrix and Diag(M1 . . .Mp) ∼st Wp(I,m).
The components Ni are independent random variables with distribution 2n, and in the
same way, Mi ∼st 2m. It has been shown that 2ndisp2m for all nm (see [17]). Then,
Lemma 2 in Giovagnoli and Wynn [9] yields
BtNBSDCtMC.
By taking  (vec(N)) = ((CtB) ⊗ (CtB)) vec(N) and using the fact that (CtB) ⊗ (CtB)
is an orthogonal matrix, it is easily shown that  is a contraction. Therefore
CtNCSDBtNBSDCtMC.
Since C is an orthogonal matrix then it is a weakly orthogonal matrix. Consequently, by
applying Corollary 4, the result NSDM is attained. 
Corollary 5. If N ∼st Wp(, n) and M ∼st Wp(,m) with nm where  is a weakly
orthogonal matrix, then NSDM.
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Proof. The above is a direct consequence of Corollary 4 and Theorem 5. 
The following Corollaries give more general results.
Corollary 6. Let N ∼st Wp(1, n) and M ∼st Wp(2,m) be two Wishart distributions
with nm where 2 is a weakly orthogonal matrix. If (1)(2), then NSDM.
Proof. This is easily shown applying Theorem 4 and Corollary 5. 
Corollary 7. Let N ∼st Wp(1, n) and M ∼st Wp(2,m) be two Wishart distributions
with nm. If max1 ip i (1) min1 jp j (2) then NSDM.
Proof. By taking ∗ = max1 ip i (1) and ∗ = min1 jp j (2) and by using
Theorem 4, it is obtained that
Wp(∗I,m)SDM and Wp(∗I,m)SDWp(∗I,m).
Now by using Corollary 6, it holds that NSDWp(∗I,m). Hence NSDM . 
Theorem 6. Let N ∼st Wp(, n) and M ∼st Wp(,m) be two Wishart distributions with
nm. If 1() then NSDM .
Proof. It is well-known that there is an orthogonal matrix B such that
BBt = diag{1(), . . . , p()}.
Consequently, by taking the following weakly orthogonal matrices
C∗ = 1√
p()
B and C∗ = 1√
1()
B,
it holds that
p(C∗Ct∗) = 1 = 1(C∗C∗t ).
Thus by applying Corollary 7, it is obtained that
Wp(C∗Ct∗, n)SDWp(C∗C∗t , m), or equivalently
C∗Wp(, n)Ct∗SDC∗Wp(,m)C∗t .
Now by using the fact that C∗ and C∗ are weakly orthogonal matrices and by Corollary 4,
it holds that
1
p()
Wp(, n)SDCt∗C∗Wp(,m)C∗tC∗, i.e.
1
p()
Wp(, n)SD
1
1()p()
Wp(,m).
Then Wp(1(), n)SDWp(,m). Now by using 1()1 and by Theorem 4, the result
is immediately obtained. 
1220 J.M. Fernández-Ponce, R. Rodríguez-Griñolo / Journal of Multivariate Analysis 97 (2006) 1208–1220
Corollary 8. Let N ∼st Wp(1, n) and M ∼st Wp(2,m) be two Wishart distributions
with nm. If 1(1)(2) then NSDM .
Proof. Trivial by using Theorems 4 and 6. 
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