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Abstract
Layer normalization is a recently introduced technique for nor-
malizing the activities of neurons in deep neural networks to
improve the training speed and stability. In this paper, we in-
troduce a new layer normalization technique called Dynamic
Layer Normalization (DLN) for adaptive neural acoustic model-
ing in speech recognition. By dynamically generating the scal-
ing and shifting parameters in layer normalization, DLN adapts
neural acoustic models to the acoustic variability arising from
various factors such as speakers, channel noises, and environ-
ments. Unlike other adaptive acoustic models, our proposed
approach does not require additional adaptation data or speaker
information such as i-vectors. Moreover, the model size is fixed
as it dynamically generates adaptation parameters. We apply
our proposed DLN to deep bidirectional LSTM acoustic models
and evaluate them on two benchmark datasets for large vocab-
ulary ASR experiments: WSJ and TED-LIUM release 2. The
experimental results show that our DLN improves neural acous-
tic models in terms of transcription accuracy by dynamically
adapting to various speakers and environments.
Index Terms: speech recognition, adaptive acoustic model, dy-
namic layer normalization
1. Introduction
Neural acoustic models have improved the transcription accu-
racy in speech recognition significantly over the past several
years [1]. Recurrent neural networks, which have cyclic con-
nections to hold long-term temporal contextual information, are
a powerful tool for modeling sequence data such as speech. In
particular, the Long Short-Term Memory (LSTM) architecture
[2], which overcomes some modeling weaknesses of RNNs, has
been shown to outperform DNNs and conventional RNNs for
large vocabulary speech recognition [3, 4]. Despite this, neural
acoustic models still suffer from the mismatch between train-
ing and testing environments. When a trained model is tested
against unseen speakers or environments, its recognition accu-
racy can degrade substantially.
Adaptive acoustic modeling aims to adapt acoustic mod-
els to the acoustic variability across different speakers or en-
vironments. Approaches to the adaptation of neural acous-
tic models fall into two groups. In auxiliary feature-based
adaptation [5, 6, 7], acoustic feature vectors are augmented
by speaker-specific features such as i-vectors [8] computed for
each speaker. On the other hand, in model-based adaptation
[9, 10, 11], the model parameters are directly updated based
on adaptation data. As shown in [12], model-based adaptation
typically brings more improvement than auxiliary feature-based
adaptation. However, model-based adaptation has some draw-
backs that limit its applicability in practice. For example, adap-
tation data needs to be gathered for each new speaker and the
model size grows as the number of speakers or environments
increases.
Layer normalization [13] is a recently introduced normal-
ization method to improve the training speed and stability for
various neural network models. It fixes the mean and variance
of the summed inputs within each layer and a pair of trainable
scaling and shifting parameters are used to adjust the normal-
ized values. In neural style transfer [14, 15, 16], a style transfer
neural network is used to transfer an input image in the style
of another one. Recently, it has been observed that, instead
of training separate style transfer networks for each style be-
ing modeled, it is sufficient to specialize only the scaling and
shifting parameters in instance normalization, which is similar
to layer normalization, for each specific style [17]. Motivated
by this work, we investigate the use of layer normalization as a
way to adapt neural acoustic models to different acoustic styles
arising from different speakers and environments.
In this paper, we introduce a new layer normalization tech-
nique called Dynamic Layer Normalization (DLN) for adaptive
neural acoustic modeling in speech recognition. By dynam-
ically generating the scaling and shifting parameters in layer
normalization based on the input sequence, DLN adapts acous-
tic models to different speakers and environments. A feed for-
ward neural network is introduced to extract from each input
sequence an utterance summarization feature vector that is used
to generate parameters in DLN. The whole network is jointly
trained with gradient descent. Unlike other approaches in adap-
tive acoustic modeling, our proposed method does not require
additional adaptation data or speaker information such as i-
vectors. Moreover, the model does not need to be updated for
each new speaker or environment as it dynamically generates
adaptation parameters. We evaluate our proposed DLN applied
on training deep bidirectional LSTM acoustic models on two
benchmark datasets for large vocabulary ASR experiments: the
Wall Street Journal [18] and TED-LIUM release 2 [19].
The rest of this paper is organized as follows. In Section 2,
we discuss past research related to this work. In Sections 3 and
4, we describe our proposed method and experimental results,
respectively. Finally conclusions follow in Section 5.
2. Related Work
Adaptive Acoustic Modeling Adaptive acoustic modeling
can be broadly categorized into two groups: 1) auxiliary
feature-based and 2) model-based adaptation. Most of auxil-
iary feature-based adaptation methods use i-vectors [8] as auxil-
iary features in addition to input acoustic features. I-vectors can
be considered as basis vectors spanning a subspace of speaker
variability. In [5, 6], i-vectors were used to augment the in-
put acoustic features in DNN-based acoustic models and it was
shown that appending i-vectors for each speaker resulted in im-
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provements in the transcription accuracy. Tan et al [7] studied
the speaker-aware training of LSTM acoustic models based on
i-vectors.
On the other hand, model-based adaptation directly up-
dates neural acoustic model parameters based on adaptation
data. Liao [9] investigated speaker adaptation of DNN-based
acoustic models using adaptation data through supervised and
unsupervised adaptation and showed how L2 regularization
on the speaker independent model improved generalization.
In [10, 11], a speaker independent model was adapted to a spe-
cific speaker with speaker dependent parameters at each hidden
layer. These parameters were estimated with adaptation data
for each speaker and used to scale the hidden activations in the
speaker independent model. Model-based adaptation typically
brings more improvement than auxiliary feature-based adapta-
tion as shown in [12]. However, adaptation data needs to be
collected for each new speaker and speaker-specific parameters
must be maintained and estimated for each speaker, which re-
sults in an increased model size.
Layer Normalization Layer normalization [13] was pro-
posed to normalize the activities of neurons x ∈ RN to reduce
the covariate shift problem by fixing the mean and variance of
x within each layer in deep neural networks. It can be defined
as a linear mapping function LN with two sets of trainable pa-
rameters, scaling α and shifting β:
LN (x;α, β) = α
(x− µ
σ
)
+ β,
µ =
1
N
N∑
i=1
xi, σ =
√√√√ 1
N
N∑
i=1
(xi − µi)2
where xi is the ith element of x, µ and σ are the mean and
standard deviation taken across the elements of x, respectively.
x is first normalized with µ and σ and then scaled and shifted
by α ∈ RN and β ∈ RN . The scaling and shifting param-
eters are learned along with the original model parameters to
restore the representation power of the network. For example,
by setting α = σ and β = µ, the original activations can be
recovered. Contrary to other normalization techniques such as
batch normalization [20], it can be easily applied to recurrent
neural networks since it performs exactly the same computation
at training and test times. It has been shown that layer normal-
ization is very effective at stabilizing the hidden state dynamics
in recurrent neural networks.
Hypernetworks Hypernetworks [21] were proposed to dy-
namically generate the weights of neural networks through
weight-generating sub-networks. The whole network is trained
jointly with gradient descent. When applied to recurrent neural
networks, the network weights can vary across different time
steps. Hypernetworks are closely related to our work in that
that they also generate some of model parameters. However, the
goal of hypernetworks is to relax the weight-sharing property of
recurrent neural networks to control the trade off between the
number of model parameters and model expressiveness.
3. Proposed Model
3.1. Baseline Architecture
In this paper, we propose a new layer normalization technique
called Dynamic Layer Normalization (DLN) and apply it to
neural acoustic models based on Long Short-Term Memory
Figure 1: Adaptation parameter generation process in dynamic
layer normalization. The shaded circle a represents the utter-
ance summarization feature vector. As indicated by dashed lines
and small black circles, the vector a is used to generate the scal-
ing and shifting parameters in layer normalization for the gates
and cell state to dynamically adapt the model.
(LSTM) [2]. LSTM has been shown to handle complex tem-
poral dynamics in acoustic signals well. Among a number of
variants of LSTM, we use the one proposed in [4] called LSTM
with Recurrent Project Layer (LSTMP) that has an additional
recurrent projection layer to reduce the model size by mapping
the hidden state into a lower-dimensional space. To stabilize the
hidden state dynamics and encourage faster convergence dur-
ing training, layer normalization is applied. Thus, our baseline
acoustic model is defined as a composite function as follows:
it = σ
(
LN (Wixt;αi, βi) + LN
(
Uiht−1;α
′
i, β
′
i
))
ft = σ
(
LN (Wfxt;αf , βf ) + LN
(
Ufht−1;α
′
f , β
′
f
))
ot = σ
(
LN (Woxt;αo, βo) + LN
(
Uoht−1;α
′
o, β
′
o
))
c′t = tanh
(
LN (Wc′xt;αc′ , βc′) + LN
(
Uc′ht−1;α
′
c′ , β
′
c′
))
ct = ft  ct−1 + it  c′t
ht =Wp (ot  tanh (LN (ct;αc, βc))) (1)
where it, ft, ot, and ct are input gate, forget gate, output gate,
and cell state, respectively. Layer normalization LN is applied
separately on input-to-hidden and hidden-hidden connections as
proposed in [13]1. Wp ∈ Rd′×d is a linear projection that maps
the hidden state into a lower d′-dimensional space, where d is
the size of the cell state ct. In this work, we do not use peephole
connections.
In speech recognition, an input sequence x =
(x1, x2, ..., xT ) of length T , where xt represents a frame-level
acoustic feature vector, is given at once to the system. It is
therefore beneficial not only to use previous context but also
future context with bidirectional recurrent neural networks
(BRNN) [3, 22]. Combining BRNN and LSTMP in a deep
architecture, the lth hidden layer is defined by the forward and
backward LSTMPs whose outputs are concatenated and fed
into the following layer:
hlt =
[−→
h lt←−
h lt
] −→
h lt = LSTMP−→θ l
(
hl−1t ,
−→
h lt−1
)
←−
h lt = LSTMP←−θ l
(
hl−1t ,
←−
h lt+1
)
where hl−1t is the output of the previous hidden layer l− 1,
−→
h lt
(
←−
h lt) is the hidden state in the forward (backward) LSTMP with
1In our implementation, we follow the approach used in [13].
(https://github.com/ryankiros/layer-norm)
Summarization
LSTMP with DLN 
(Forward, Layer 2)
LSTMP with DLN 
(Backward, Layer 2)
Summarization
Summarization
LSTMP with DLN 
(Forward, Layer 1)
LSTMP with DLN 
(Backward, Layer 1)
Summarization
Summarization
LSTMP with DLN 
(Forward, Layer 3)
LSTMP with DLN 
(Backward, Layer 3)
Summarization
𝑥
ℎ#
ℎ$
ℎ%
𝑦
Figure 2: The architecture of our proposed DLN applied to deep
bidirectional LSTMP. Utterance summarization feature vectors
are extracted in each layer and direction and used to dynam-
ically generate the parameters of layer normalization for that
layer.
parameter set
−→
θ (
←−
θ ), and hlt is the output of the hidden layer l,
at time step t.
The output layer is defined by an affine transformation fol-
lowed by a softmax function:
yt = softmax
(
Wyh
L
t + by
)
where L is the total number of hidden layers. The output vector
yt represents the probability distribution over all possible la-
bels. In this paper, we follow the the standard approach used in
hybrid systems [23]. Frame-level state targets are provided on
the training set by a forced alignment given by a GMM-HMM
system. The softmax output layer has as many units as the total
number of possible HMM states. The network is then trained by
minimizing the negative log-likelihood of the frame-level target
labels. As in [23], the posterior probabilities returned by the
network are not divided by state priors during decoding.
3.2. Dynamic Layer Normalization
Based on the deep bidirectional LSTMP with layer normaliza-
tion, we propose adaptive neural acoustic models that can adapt
the model based on the input sequence to handle the acoustic
variability in acoustic signals due to different speakers, chan-
nels and environments. Model adaptation is done by dynam-
ically generating the scaling and shifting parameters in layer
normalization based on the input sequence rather than learning
them as other parameters in neural networks. For each input se-
quence, different layer normalization parameters are generated,
which results in effectively adapting neural acoustic models to
different input sequences.
To capture the acoustic variability in different layers and
directions, each forward and backward LSTMP layer has a sep-
arate utterance-level feature extractor network, which is trained
jointly with the main acoustic model. The utterance summa-
rization feature vector al at layer l is extracted as follows:
al =
1
T
T∑
t=1
tanh
(
W lah
l−1
t + b
l
a
)
where W la ∈ Rp
′×d
where a nonlinear transformation is applied to the output hl−1t
Table 1: Corpus Statistics
Corpus Train Dev Test
WSJ # Utterances 37416 (81h) 503 333# Speakers 283 10 8
TED-LIUM
Release 2
# Utterances 92973 (212h) 507 1155
# Speakers 5076 (1495) 38 (8) 59 (11)
of the previous hidden layer at each time step t, which is fol-
lowed by average pooling to obtain a fixed-length vector. We
set p′ to be less than d to reduce the computational cost of pa-
rameter generation later. The utterance summarization feature
vector al is then used to generate the scaling and shifting pa-
rameters, αlg and βlg , at layer l as follows:
αlg =W
l
αga
l + blαg β
l
g =W
l
βga
l + blβg
where g is one of {i, f, o, c′} in Equation 1. The process of dy-
namically generating adaptation parameters based on utterance
summarization feature vectors is depicted in Figure 1.
Figure 2 shows the architecture of a deep bidirectional
LSTMP with DLN. Note that DLN does not need any addi-
tional adaptation data or speaker information such as i-vectors.
Moreover, the model size does not change because adaptation
parameters are dynamically generated.
In order to extract more discriminative utterance summa-
rization features that represent various factors in acoustic sig-
nals, we add a penalty term, Lvar, to the loss to encourage each
feature ali in the utterance summarization feature vector a
l to
be highly varied across the utterances within each mini-batch
during training:
Lvar = −λ 1
L
L∑
l=1
1
p′
p′∑
i=1
var(ali) (2)
where the variance var(·) is computed over the minibatch, L is
the total number of hidden layers, and λ is a hyperparameter
that weights the contribution of the penalty relative to the loss.
4. Experiments
4.1. Datasets
We evaluate our proposed methods on two benchmark datasets
for large vocabulary automatic speech recognition experiments:
the Wall Street Journal (WSJ) corpus [18] and TED-LIUM cor-
pus release 2 [19]. The WSJ corpus primarily consists of read
speech with texts drawn from a machine-readable corpus of
Wall Street Journal news text. The TED-LIUM corpus release
2 is composed with segments of public talks extracted from the
TED website. The collective summary of statistics for each cor-
pora is given in Table 1.
For both datasets, each frame in the acoustic signal is repre-
sented by 40 log Mel-filterbank outputs (plus energy), together
with their first and second derivatives. Each utterance is then
represented as a sequence of frames where the size of each
frame is 123.
4.2. Network Architecture and Training
All neural acoustic models in the experiments have three bidi-
rectional LSTMP hidden layers, with 512 LSTM cells and 256
recurrent projection units in each of the forward and backward
directions. Layer normalization is applied to all layers as in
Equation 1, and only one bias term β (shifting parameter) for
each g ∈ {it, ft, ot, c′t} is used in our implementation to avoid
Table 2: Experimental results
(a) Wall Street Journal
Model Size Dev FER Test FERDev WER Test WER
LSTMP w/ LN 10.44M 22.68% 23.71%7.26% 4.50%
LSTMP w/ DLN 12.94M 21.81% 23.35%7.09% 4.63%
(b) TED-LIUM Release 2
Model Size Dev FER Test FERDev WER Test WER
LSTMP w/ LN 10.81M 24.05% 24.68%14.18% 13.50%
LSTMP w/ DLN 13.32M 23.27% 23.82%13.62% 12.82%
unnecessary redundancy between βi and β′i. The Adam opti-
mizer [24] is used for training models with the initial learning
rate set to 0.001. The mini-batch size is set to 16. All weights
are initialized by orthogonal initialization [25] and biases are set
to zero. To reduce the computational cost of generating parame-
ters in DLN, the size of utterance summarization feature vector,
p′, is set to 64. All models are implemented in Theano [26]
using the Lasagne neural network library [27].
4.3. Results and Discussion
Wall Street Journal Experiments We follow the standard
Kaldi recipe s5 [28] for preparing speech data. A baseline
GMM-HMM system is trained on the 81 hours training set
(train-si284) by Kaldi recipe tri4b, which consists of LDA pre-
processing of data, with MLLT and SAT for adaptation. We then
generate a forced alignment to obtain frame-level targets. There
are 3436 triphone states in total. We use the dataset test-dev93
as the development set and test-eval92 as the test set.
Table 2 (a) shows the results of the experiments reported
in terms of Frame Error Rates (FER) and Word Error Rates
(WER). As shown in the table, the model trained with DLN
outperforms the baseline model for both of the dev and test sets
in terms of FER, but the improvement was not similarly shown
on the WER. This is suspected that the WSJ corpus has a small
number of speakers and was recorded under clean conditions
that other environmental factors wouldn’t effect the acoustic
variability. Moreover, the proposed regularizer for DLN does
not help much, so λ is set to 0.
TED-LIUM Experiments Speech data is prepared by fol-
lowing the standard Kaldi recipe s5 r2. The speakers are split
up into 3-minute chunks for better generalization and fast per-
utterance decoding. Table 1 shows both the increased number
of speakers and the original number of speakers in parentheses.
We first train a baseline GMM-HMM system on the 212 hours
training set by Kaldi recipe tri3 and generate a forced align-
ment with 4174 triphone states in total. For DLN, we set λ to
10, which gave the best result on the dev set.
The experimental results are shown in Table 2 (b). The
larger TED-LIUM corpus contains far more utterances and
speakers than the WSJ corpus and was recorded from various
environments. As shown in the table, the model trained with
DLN is able to adapt to the high variability in the corpus and
outperforms the baseline model on both of the dev and test sets.
(a) First layer (b) Third layer
Figure 3: The utterance summarization feature vectors ex-
tracted from (a) the first layer and (b) the third layer in our pro-
posed model are plotted using t-SNE in 2D-space. Each color
represents a distinct speaker identity. The test set of the TED-
LIUM corpus contains 11 different speakers.
Discussion We visualize the utterance summarization feature
vectors by using t-SNE [29], which is a technique for visualiz-
ing high dimensional data into 2D space. We use the test set of
the TED-LIUM corpus and plot the feature vectors from the first
and third layers. Figure 3 shows how the utterance summariza-
tion feature vectors are clustered and correlated with the speaker
identity. The feature vectors from the first layer are clustered
and highly correlated to speaker identities such that the number
of clusters are similar to the original number of speakers, which
is 11, even though no speaker information is used. On the other
hand, the feature vectors from the third layer are more scattered.
This can be interpreted that the feature vectors from the lower
layers, which are closer to the input acoustic signals, represent
speaker-related features and those from the higher layers are re-
lated to other factors.
For both of the datasets, we trained larger baseline models
by adding one more layer to make their sizes similar to those
trained with DLN. However, their performances degraded due
to overfitting. On the other hand, DLN utilizes an increased
model capacity effectively for generating adaptation parameters
that led to performance improvements and empirically showed
faster convergence as well during training.
5. Conclusions
In this paper, we have proposed a new layer normalization tech-
nique called DLN for adaptive neural acoustic model training
in speech recognition. By dynamically generating scaling and
shifting parameters for layer normalization based on the input
sequence, DLN adapts neural acoustic models to various speak-
ers and environments. Unlike other adaptive acoustic models,
DLN does not require additional adaptation data or contextual
information such as speaker identity. In addition, the model
size does not increase as it dynamically generates adaptation pa-
rameters. We have shown through experimental evaluation that
DLN improves neural acoustic models in terms of transcription
accuracy.
As future work, we plan to investigate other ways to extract
more useful summarization features from the input sequence to
help generate adaptation parameters.
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