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 Accurate active device nonlinear models are key elements in the design of 
Microwave Integrated Circuits (MICs) with Circuit Aided Design (CAD) tools.  There 
is a large diversity of nonlinear models proposals, each one with their own formulation 
and characteristics.  The most popular ones are empirical, in the sense that model 
parameters are extracted from electrical measurements, and they could be classified in 
analytical/compact and black-box (both, table-based and behavioral).  
 
 Analytical models are usually time domain approaches based on nonlinear 
analytical expressions, which try to reproduce the instantaneous device nonlinear 
behavior. In the case of HBT (Heterojunction Bipolar Transistor) transistors, the poor 
thermal conductivity of III-V materials combined with the high power densities of the 
HBT operation makes thermal modeling compulsory for these devices.  As a 
consequence, HBT analytical models present a complex formulation, involving many 
fitting parameters, and a time consuming extraction procedure, which require tedious 
optimization steps.  Black-box table-based models are also time domain approaches but 
with simpler topologies, mathematical formulations and extraction procedures, since 
few parameters are involved.  Besides, their nonlinear functions are table-based and thus 
can be applied to different devices and processes. In the published literature, there exist 
different table-based approaches for FETs, but in the case of HBTs, only mixed 
analytical/table-based approaches, in which either the nonlinear current or the charge 
function is analytical.   
 
In this thesis work a fully table-based nonlinear model for HBTs, which includes 
both dynamic thermal and noise modeling, has been developed and validated at device 
and circuit level.  From this model, a Schottky diode table-based model was also 
developed and improved to account for diode soft-breakdown.  This diode model has 
also been validated at device and circuit level, and used in power probes simulations to 
study long–term memory effects.  
 
Most of the measurements used in this work for models extraction and validation 
purposes were performed by a using a multi-tone nonlinear measurement system based 
i 
ii 
on Maury-NMDG LSNA, with a microwave bandwidth from 0.6 GHz to 50 GHz , and 
Low Frequency (LF) bandwidth from 10 KHz to 24 MHz. 
 
 The proposed HBT table-based model uses four instantaneous table-based 
nonlinear functions: Ic, Qc, Vbe and Qb, all defined versus Ib and Vce by using a 
nonuniform grid.  Thermal modeling (static and dynamic), which includes both self-
biasing and environment temperature dependence, Ta, is formulated by linearly mapping 
the current table-based functions versus Ta, coupled with explicit thermal feedback. 
Four table-based nonlinear coefficients are required to predict the device behavior 
versus ambient temperature.  The nonlinear current functions are extracted from DC I-V 
measurements at one Ta, while the nonlinear thermal coefficients are extracted from DC 
I-V measurements at three differents Ta.  This thermal model has been validated for on-
die InGaP/GaAs HBTs, under DC, small and large signal excitations, and it was 
obtained good model predictions. 
 
 In order to develop an efficient model for oscillator design, LF noise modeling 
should be also considered.  As a consequence, an extension of the previous HBT model 
to account for LF effects is also proposed in this thesis work.  The noise sources 
included in the model are of a cyclostationary nature, thus able to account for dynamic 
noise effects under large-signal conditions.  The proposed extended model was 
validated at device level under DC, small- and large-signal (single and multi-tone) 
conditions by using commercially packaged SiGe HBTs.  For validation purposes at 
circuit level, several oscillator circuits were also designed and fabricated and predictions 
of phase noise, oscillation frequency and oscillation power were compare with 
measurements. 
 
 In the case of the Schottky diode table-based model proposed, to account for soft 
breakdown modeling the table-based current function was analytically extended to 
account for diode behavior under high input RF power drive.  This fact is very 
important to provide accurate predictions in power detector circuits.  The model was 
validated, under different DC and large-signal operating conditions.  One of the main 
applications of the model was to predict power detectors behavior under large-signal 
single- and two-tone excitations.  The results achieved improved on those obtained with 
the device manufacturer´s model.  By using this model, it was demonstrated with 
simulations, the influence of the detector baseband impedances under two-tone 
excitation on the detector output voltage.   
 
 To conclude, the proposed nonlinear HBT and diode table-based models have 
demonstrated their generality, accuracy and usefulness in the analysis and design of 








 Para diseñar de forma eficiente circuitos no lineales de microondas es necesario 
disponer de modelos no lineales precisos de los dispositivos activos que los componen.  
En las últimas décadas, se han propuesto una gran variedad de modelos no lineales de 
transistores de microondas, con diferentes formulaciones y características.  Los más 
populares son los modelos empíricos, cuyos parámetros se extraen a partir de medidas 
eléctricas, y que pueden ser clasificados en: modelos analíticos (también llamados 
compactos en el caso de transistores bipolares) y modelos de caja negra o “black-box” 
(a su vez, clasificados en basados en tablas y de comportamiento). 
 Normalmente los modelos no lineales analíticos se formulan en el dominio del 
tiempo y utilizan funciones analíticas no lineales.  Su formulación intenta reproducir el 
comportamiento instantáneo no lineal del dispositivo.  En lo referente a HBTs 
(Heterojunction Bipolar Transistors) de semiconductores III-V, la baja conductividad 
térmica de esos semiconductores, unido a las altas densidades de potencia a las que 
operan los HBTs, hace que sea necesario incluir en estos modelos el modelado térmico.  
Como consecuencia, los modelos analíticos para HBTs presentan una formulación muy 
compleja, con un gran número de parámetros de ajuste, lo cual implica un proceso de 
extracción largo y costoso, con múltiples etapas de optimización.   
 Los modelos “black-box” basados en tablas también suelen formularse en el 
dominio del tiempo, pero utilizan topologías y formulaciones matemáticas mucho más 
sencillas que los analíticos, presentando muy pocos parámetros o funciones de ajuste, lo 
cual simplifica y acorta significativamente su proceso de extracción .  Además, sus 
funciones no lineales están tabuladas y, por lo tanto, pueden ser utilizadas con precisión 
para modelar dispositivos provenientes de distintos procesos de fabricación.  En la 
literatura científica publicada hasta el momento sobre modelado basado en tablas, 
dominan las propuestas para FETs (Field Effect Transistors) de microondas.  En el caso 
de HBTs, únicamente existen propuestas mixtas analíticas/tabuladas, en las cuales 




 En esta memoria de tesis doctoral se presenta un nuevo modelo de tablas para 
HBTs, que por primera vez tabula todas las funciones no lineales de corriente y de carga 
y que además incluye modelado estático y dinámico de temperatura y modelado de 
ruido de baja frecuencia.  Este modelo ha sido validado tanto para transistores discretos 
como en el diseño de circuitos no lineales de microondas.  A partir de este modelo de 
transistores bipolares,  se ha desarrollado otro simplificado para diodos Schottky, el cual 
incorpora modelado del fenómeno de ruptura (gradual) por avalancha en el diodo (soft 
breakdown).  Este modelo también ha sido validado  tanto para diodos discretos como 
en el diseño y simulación de circuitos de microondas, en este último caso, se ha 
utilizado en el estudio de los efectos de memoria a largo plazo que afectan a detectores 
de potencia basados en diodos.   
 La mayor parte de las medidas utilizadas en este trabajo para extraer y validar 
los modelos han sido realizadas utilizando un sistema de medida multi-tono de gran 
señal basado en el LSNA (Large Signal Network Analyzer) de Maury-NMDG.  El 
ancho de banda de este sistema en el rango de microondas está comprendido entre 0.6 
GHz y 50 GHz, y el ancho de banda en baja frecuencia está comprendido entre 10 KHz 
y 24 MHz.   
 El modelo no lineal de HBTs propuesto consta de cuatro funciones no lineales 
instantáneas: Ic, Qc, Vbe y Qb, todas ellas definidas en función de Ib y Vce  utilizando un 
mallado no uniforme.  En el modelo se utiliza una aproximación de primer orden para 
modelar los efectos de la temperatura, tanto debidos al autocalentamiento del 
dispositivo como a la influencia de la temperatura ambiente, Ta.  El modelo térmico 
asume una relación lineal con Ta de las funciones no lineales tabuladas, Ic y Vbe,  y 
utiliza una red térmica convencional para calcular la temperatura interna del dispositivo 
en función de la potencia disipada y la temperatura externa.  Se necesitan cuatro 
coeficientes no lineales tabulados para poder predecir correctamente el comportamiento 
del dispositivo con Ta.  En el proceso de extracción del modelo, las funciones no 
lineales Ic y Vbe se obtienen a partir de medidas DC I-V a una única Ta, mientras que los 
coeficientes térmicos no lineales se obtienen a partir de medidas DC I-V al menos a tres 
Ta distintas.  Las funciones no lineales Qc y Qb se obtienen a partir de medidas de 
parámetros S de pequeña señal a una única frecuencia, a una única Ta y en múltiples 
puntos de polarización, mediante un procedimiento de integración basado en 
“smoothing B-splines”.  Este modelo ha sido validado en esta memoria para HBTs de 
InGaP/GaAs en oblea, en diferentes regímenes de funcionamiento: DC, pequeña señal y 
gran señal (mono-tono y multi-tono), obteniendo predicciones satisfactorias.   
 Para obtener un modelo eficiente y preciso en el diseño de osciladores de 
microondas, también debe tenerse en cuenta el modelado del ruido de baja frecuencia.  
Por este motivo, se ha propuesto una extensión del modelo anterior para incorporar los 
efectos del ruido de baja frecuencia en los transistores.  Las fuentes de ruido incluidas 
en el modelo son de naturaleza cicloestacionaria, es decir, tienen en cuenta los efectos 
dinámicos del ruido cuando se trabaja en condiciones de gran señal.  Este modelo 





de DC, pequeña señal y gran señal (mono-tono y multi-tono).  Para validar el modelo en 
el diseño de circuitos de microondas no lineales, se han diseñado y fabricado varios 
osciladores autónomos.  Se obtuvieron buenas predicciones de la frecuencia de 
oscilación, la potencia de salida y el ruido de fase en comparación con las medidas de 
los osciladores fabricados. 
 Al modelo propuesto para diodos Schottky, que es una simplificación del 
modelo del HBT, se le ha añadido un mecanismo de ruptura gradual, el cual ha sido 
modelado mediante una expresión analítica que modifica la función de corriente basada 
en tablas del diodo.  Este modelado es necesario para predecir correctamente el 
funcionamiento del diodo cuando éste trabaja con señales de gran potencia, como es en 
el caso de los detectores de potencia.  El modelo no lineal ha sido validado bajo 
diferentes condiciones de operación: DC, pequeña y gran señal.  Una de las aplicaciones 
de este modelo fue el predecir el comportamiento de detectores de potencia bajo 
excitación de gran señal (mono-tono y multi-tono).  Las predicciones obtenidas mejoran 
las del modelo proporcionado por el fabricante del  diodo.  Utilizando el modelo basado 
en tablas del diodo, se ha demostrado por primera vez con simulaciones cómo las 
impedancias de banda base en el detector producen variaciones en el voltaje DC 
medido, a la salida del mismo, cuando se utilizan señales de dos tonos, en coherencia 
con lo observado experimentalmente, aspecto relevante a considerar en la calibración de 
los detectores de potencia.   
 Como conclusión principal de este trabajo, se han desarrollado y validado 
diversos modelos no lineales basados en tablas para HBTs y diodos Schottky, lo que ha 
permitido demostrar la generalidad, precisión y utilidad de este tipo de modelos en el 
análisis y diseño de diferentes circuitos no lineales de microondas, en particular, 
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 This work is focused on the high frequency technology, and more specifically, in 
the microwave frequency range, which covers frequencies between 300 MHz and 300 
GHz [1].  This frequency band presents properties suitable for different practical 
applications, such as radar systems, communications systems (wireless LAN, mobile 
phone …), navigation, spectroscopy, etc. 
 In the design of microwave circuits it must be considered that the signal 
wavelength and the circuit dimensions have usually the same order of magnitude.  Thus, 
the low frequency approximations of Maxwell equations that are at the core of the 
conventional network analysis cannot be used at high frequencies since, for example, 
the current and voltage phase changes significantly along the circuit. 
 First fabricated microwave circuits were mainly based on microwave tubes, 
coaxial cables and waveguides.  In the 1960s, the foundations of the integrated 
microwave technology were lain with the appearance of the Microwave Integrated 
Circuits (MICs), thanks to the advances in planar transmission lines (microstrip, 
stripline, slotline or coplanar) and in active semiconductors devices technology.  The 
smaller dimensions of the MICs in comparison with conventional microwave circuits 
made it possible to implement them as part of portable equipments. 
 MICs are usually classified into hybrid circuits (HMICs, Hybrid Microwave 
Integrated Circuits) and monolithic circuits (MMICs, Monolithic Microwave Integrated 
Circuits). In HMICs the active and passive elements are placed on the same dielectric 
substrate and interconnected by transmission lines.  As a further development, in 
MMICs both passive and active elements are implemented on the same semiconductor 
substrate.  The MMIC concept started to be explored in 1965 [2].  At that moment, the 
selected semiconductor material was silicon (Si).  This material was soon found to be 
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inappropriate for applications at microwave frequencies, with the technology available 
at that time.  As a consequence, the development and extensive use of MMICs had to 
wait until gallium arsenide (GaAs) was used as substrate material.  At the end of the 
twentieth century, indium phosphide (InP) also emerged as a suitable substrate 
providing active devices with superior performance to GaAs ones in terms of gain, 
cutoff frequency and low noise, but also at higher price.  Recently, other semiconductor 
materials have been incorporated in the fabrication of MMICs: silicon germanium 
(SiGe), which provides higher speed devices than Si but at similar cost, gallium nitride 
(GaN) and silicon carbide (SiC) for microwave power applications at higher frequencies 
than Si.  Nowadays, the choice of the substrate material (and transistor active layers) 
depends on the required transistor electrical performance in terms of gain, power and 
noise, as well as the performance (power consumption, reliability, cost, etc.) of the 
circuit to be designed.    
 To efficiently design MICs, designers require the availability of accurate device 
models and efficient Computer Aided Design (CAD) tools.  Commercial simulators 
usually provide good passive components and transmission lines models.  These 
elements are frequency dependent, and can be assumed to be linear.  But the most 
important components in MICs, and the most difficult to model, are usually the active 
devices.  These components are nonlinear, and depend not only on the frequency but 
also on the static work point and the power stimulus.  Usually, active device’s 
manufacturers provide standard nonlinear models to the designer, but in many cases 
they are not accurate enough, and the designer faces the problem to extract his own 
models.   
For decades, many nonlinear device models have been proposed for MIC CAD.  
Most of them are empirical models, thus extracted from device electrical measurements. 
Empirical models are often classified into analytical (also named compact, in the case of 
bipolar devices) and black-box models.  The latter, also classified into table-based and 
behavioral models.  
 Analytical models are the most efficient ones in CAD.  They are time domain 
approaches based on rigid nonlinear analytical expressions, thus limited to a particular 
manufacturing process or transistor type.  The higher their accuracy and capability to 
predict different operation conditions, the more complex is the resulting model. 
Specifically, in the case of HBT transistors, the poor thermal conductivity of III-V 
materials combined with the high power densities of the HBT operation makes thermal 
modeling compulsory for these devices.  As a consequence, HBT analytical models 
present a complex formulation, involving many fitting parameters, and a time 
consuming extraction procedure, which require tedious optimization steps. 
 Black-box table-based models are also time domain approaches but with simpler 
circuit topologies, mathematical formulations and extraction procedures, since few 
parameters are involved. Besides, their nonlinear functions are table-based and thus they 




penalty is that, to obtain suitable data tables, they require a dense grid of measured data 
and their extrapolation capabilities are more limited. 
 In the published literature, there exist different fully table-based proposals for 
FETs.  But in the case of HBTs, only mixed analytical/table-based approaches can be 
founded, in which only the nonlinear current functions or the charge functions are table-
based.  Finally, behavioral black box models present a higher level of abstraction, with 
respect to the device physical complexity, than table-based ones.  Thus, their 
formulation is simpler and the measurements post-processing for model extraction is 
reduced.  But these models are not general purpose, and they are only valid at the same 
device operation regime and measurement range used for their extraction.  
 
1.2 Objectives of this Work 
 The main objective of this PhD work is the development of nonlinear table-
based models for HBTs and Schottky diodes in order to accurately and efficiently 
design nonlinear microwave circuits, like oscillators and power detectors.  
 Table-based models were selected since they are general and have simpler 
formulations than analytical models and do not require complex optimization steps to 
extract their parameters.  
 Thus, the specific objectives of this work are summarized below. 
• HBT table-base models proposed up to the beginning of this work were mixed 
analytical/table-based approaches [3-5], with analytical formulations for either the 
nonlinear current or charge functions.  Therefore, the first objective in this work 
was the formulation and development of a HBT table-based model, for all current 
and charge functions.  The proposed model should be valid for both on-die and 
packaged devices, and for HBTs with different semiconductor technologies, like 
SiGe-based and III-Vs-based.  Besides, it should predict the device thermal 
behavior under static and dynamic conditions.  A secondary objective was that the 
model should be efficient and accurate for oscillator design.  To fulfill this 
objective, the model should be able to predict Low Frequency (LF) and thermal 
noise.  The LF noise modeling integration in a table-based approach was a novel 
aspect not taken into account until then in previous research works. 
 
• With respect to nonlinear diode models, most of the previously proposed models 
were also analytical. Published table-based approaches were validated for 
MODFET diodes and varactors [6-7], but not for Schottky diodes.  On the other 
hand, at the initial stages of this work, there were experimental observations that 
diode power probes showed a peculiar behavior under certain situations when 
multi-tone signals were injected.  Therefore, in this work a new goal was proposed 
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in order to develop and validate a nonlinear table-based Schottky diode model 
suitable for power detector analysis and design.    
 
•  In order to extract the proposed table-based models for transistors and diodes, 
conventional DCIV and bias-dependent small-signal measurements would be used, 
and for validation purposes large- signal measurements (single-and multi-tone) 
would be performed.  All these measurements would be performed with the 
University of Vigo’s 50 GHz large-signal measurement system based on Maury-
NMDG Large Signal Network Analyzer (LSNA).  Validation at circuit level would 
be performed by designing and fabricating free-running oscillators, for HBT model 
validation, and by optimizing and simulating power detectors under multi-tone 
excitation signals, for diode model validation.  To perform the required LSNA 
measurements in the case of commercially packaged devices, it was proposed the 
design of appropriate test fixtures and their corresponding TRL calibration standard 
impedances. 
 
• A secondary objective in this work was that all developed nonlinear table-based 
approaches should be compatible with commercially available circuit simulators, 
like ADS. 
 
1.3 Work Organization 
• The thesis work description starts in chapter II by describing the main tools used, 
such as the measurement system utilized to perform all the measurements required 
for extraction and validation purposes, the software tools used to extract, implement 
and simulate the models proposed, and to design the circuit prototypes.  Finally, a 
general description of the active devices whose nonlinear modeling is the main 
objective in this work is presented.  
 
• In chapter III is presented a revision of the state of the art on empirical linear and 
nonlinear modeling for active devices, especially HBT transistors.  
 
• Chapter IV describes the developed nonlinear table-based model for HBTs, 
detailing its formulation, the extraction procedure and a preliminary validation at 
device level.  Finally, the model implementation in ADS is described.  
 
• The validation results of the proposed HBT model is shown in chapter V for 
InGaP/GaAs on-die HBTs and SiGe packaged HBTs.  This validation is performed 
at device and at circuit level.  The validation at device level consists on comparing 
the measured and predicted transistor behavior under different operation conditions.  
To validate the HBT model at circuit level, free-running oscillator circuits in HMIC 
microstrip technology were designed and fabricated and their measured and 





• Chapter VI describes the developed nonlinear table-based model for Schottky 
diodes detailing the model formulation, the extraction procedure and its 
implementation in ADS.  Validation at device (with packaged diodes) and circuit 
level (with power detectors) is also shown in this chapter. Moreover, it is 
demonstrated through simulations and measurements the influence of detector 
baseband impedances in the power probes behavior under single and multi-tone 
excitations.   
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Main Tools Used in this Work 
 
  In this chapter the main tools used in this work are described.  These tools are: 
• The measurement system used to perform the required device measurements 
(LSNA). 
• The software packages used to extract the models (Matlab™), to simulate them 
and to design the circuit prototypes (ADS). 
• The semiconductor devices for which the table-based models were generated 
(SiGe and III-Vs HBTs, and Schottky diodes) and with which the circuit 
prototypes were designed and fabricated. 
 
2.1 University of Vigo LSNA-Based Large-Signal 
Measurement System 
  The Maury-NMDG LSNA is the core of the measurement system that was used 
in this work to perform all the measurements required to extract the table-based models 
and also most of the measurements needed to validate these models.  The particular 
LSNA instrument used belongs to the Maury Microwave Corporation MT4463 series, 
which has two different models: the MTT4463A, valid up to 20 GHz, and the 
MT4463B, valid up to 50 GHz.  In this work, the MT4463B was used with a standard 
operating bandwidth from 0.6 GHz to 50 GHz.  Recently, this system has been 
upgraded to perform envelope measurements from 10 KHz to 24 MHz, and third 
harmonic impedance active load pull measurements up to 20 GHz. 
  Unlike small-signal measurements, where stimulus are sufficiently small to keep 
the Device Under Test (DUT) in its linear operating region, large-signal measurements 
allow the device to be characterized also in its nonlinear region.  Nonlinear 
measurements are required nowadays to design or characterize circuits as power 
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amplifiers, mixers or oscillators.  Small-signal measurements are usually performed 
with Vector Network Analyzers (VNAs), as the Agilent 8510C (shown in figure 2.1), 
and the data obtained are the s-parameters as a function of frequency.  Large-signal 
measurements can be performed with an LSNA, among other systems, and the data 
obtained in this case are port voltage/current or travelling waves in the time or 
frequency domains.  These signals can be represented in the time, frequency or 
frequency-time (envelope) domains.  The LSNA not only allow for large-signal 
measurements but also small-signal measurements.  LSNA small-signal measurements 
and 8510C measurements were compared in this work for active and passive devices 




Figure - 2.1 Agilent 8510C VNA. 
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Figure 2.2 - HBT s-parameters comparison depending on the measurement system used. 
 
 The LSNA-based measurement system basic architecture can be summarized as 
shown in the figure 2.3. 
• A broadband test set to separate incident and reflected waves, and add the DC 
stimuli. 
• A broadband acquisition system (downconverter) which is able to acquire 
samples of these broadband incident and reflected waves. 
• A microwave source or a vector signal generator to apply a one tone or multi-
tone periodic modulated signal to the DUT.  If this device is nonlinear, it will 
generate harmonics and intermodulation products at its ports. 
• A DC source to bias the DUT. 
• A broadband 50 Ω load or a tuner, depending on the type of measurements to 
perform. 
 
 With the proper calibration techniques, the systematic errors due to the 
system hardware and configuration are removed from the measurements.  
Random errors are minimized by placing the system in a temperature controlled 
environment.  The complete spectrum (amplitude and phase) of incident and 
reflected waves can be acquired, and the corresponding time waveforms can be 
computed. 
  
 It is possible to set passive (with tuners) or active (with extra generators 
and couplers) source and load impedance with this system.  In contrast to the 
VNA, where the source is usually an integral part of the measurement system, a 
LSNA is a calibrated data acquisition system with higher freedom with respect 
to impedance environment and excitations. 
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Figure 2.3 – Schematic of a LSNA based measurement system. 
 
Figure 2.4 - On-wafer configuration of the LSNA. 
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 The LSNA-based system can be configured depending on the type of 
connections shown by the DUT.  Figure 2.4 shows one of the possible configurations, 
when the DUT is on-die.  In this case, it is required the use of an on-wafer probe station.  
In this figure it is highlighted each component in the LSNA setup.  The other 
configuration is when the DUT is connectorized or placed in a test-fixture.  In figure 2.5 
it is shown this last case, for the last updating of Univ of Vigo´s system, to also measure 
LF signals (10 kHz-24 MHz) and generate modulated signals.  In this thesis work it has 
been used all these system configurations. 
   
Figure 2.5 - Connectorized configuration of the LSNA including LF setup. 
 
 The basic functionality of the test-set of the LSNA is to separate the incident and 
reflected waves at the DUT two-ports, resulting in four measurement channels.  The test 
set also allows to apply DC to the DUT, via bias tees, and to connect one or more signal 
generators and/or tuners to any port of the DUT.  The four output channels of the test 
set are connected to the downconverter or sampling-converter input channels, which 
converts the microwave signals into IF signals, by using harmonic sampling.  This 
sampling converter includes step attenuators to ensure that it remains in its hardware 
linear range of operation.  The filtered IF signals are then digitized (ADC modules) and 
transferred to a PC for further processing.  The LSNA operation is controlled, and the 
final processed data obtained and visualized, by Mathematica™ software.  All the 
system elements can be seen in figures 2.3, 2.4 and 2.5, while the system block diagram 
is shown in figure 2.6. 
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Figure 2.6 – LSNA block diagram. 
 
  In figure 2.7 the system configuration is shown in order to perform passive or 
active load-pull measurements for impedances at fundamental, 2nd and 3rd harmonics.  
In the figure it can be seen a passive tuner to set the output impedance at the 
fundamental frequency.  With that impedance only a part of the Smith Chart can be 
covered.  If a directional coupler and a RF signal source are used in combination with 
the tuner, a wider area of the Smith Chart can be covered, and the impedance will 
depend on the tuner position (set the center of the covered area) and the RF source 
power.  Filters and hybrid couplers are used in the system to set the central output 
impedance to 50 Ω for the 2nd and 3rd harmonics and active control the actual 
impedance values with RF signal sources connected to the hybrids, although passive 
impedances could be placed by using other tuners or a short- or open-connectors, if it is 
desired.  
   
Figure 2.7 - Connectorized configuration of the LSNA including LF setup and active and passive load 
pull  
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2.2 Matlab Program 
 Matlab (MATrix LABoratory) is an interactive software environment used for 
numerical computations and graphics.  This software is especially designed for matrix 
and vector computations, and thus, allows many technical computing problems to be 
solved.  It uses a high-performance language and has a variety of graphical capabilities 
and can be extended and customized through programs written in its own programming 
language.  Matlab is designed to solve problems numerically, that is, in finite-precision 
arithmetic.  Therefore, it produces approximate rather than exact solutions, and should 
not be confused with a symbolic computation program such as Mathematica.  Thus 
Matlab integrates, among others numerical analysis, matrix calculation, signal 
processing visualization and programming in an user friendly environment where 
problems and solutions are expressed in a familiar mathematical notation.  Some 
applications of Matlab are: 
- Maths and computation. 
- Algorithm development. 
- Data acquisition. 
- Modeling, simulation and prototyping. 
- Data analysis, exploration and visualization. 
- Scientific and engineering graphics. 
 Matlab provides a wide number of toolboxes, which are specialized programs to 
support the main applications and that increase the number of functions available to the 
user.  These toolboxes expand the program to signal processing, image processing, 
neural networks, splines, financial, mapping, symbolic math, statistics, curve fitting, etc. 
 In this work Matlab has been used for differences purposes.  First, it was used to 
read the data files generated by the LSNA, and to perform some pre-processing over 
them.  From this processed data, by using several procedures developed by the author in 
Matlab language, by using the Matlab toolboxes, it was obtained the different 
parameters and functions required to characterize the devices and to extract the 
corresponding models.  The main toolboxes used for model extraction have been the 
Curve fitting Toolbox and the Spline Toolbox.  Finally, as the result of the extraction 
procedure, model table-based nonlinear functions are generated as a function of bias.  
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2.3 The Circuit Simulator (ADS) 
 The (ADS) is a powerful commercial CAD tool used to simulate and design 
microwave circuits and systems.  It is a software product of Agilent EEsof EDA, a sub-
unit of Agilent Technologies.  It provides an integrated design environment for Radio 
Frequency (RF) and microwave applications.  ADS supports every step of the design 
process, like schematic capture, layout generation, frequency domain and time domain 
circuit simulation, and electromagnetic field simulation, among others.  This allows for 
fully analysis and optimization of an RF design with the same tool.  It can be used for 
designing several types of circuits: analog RF and microwave circuits, optoelectronic 
circuits, or different communication systems (mobile telephone, radar, wireless 
networks…).  
 ADS includes different types of simulators able to analyze the circuits under 
different operating conditions and domains.  The simulation types used in this work are: 
• DC Simulation: It computes and set the DC currents and voltages at the DUT 
ports.  DC analysis is fundamental to all Analog/RF simulations and designs.  It 
is also used, sweeping two parameters, to show the DC transfer characteristics 
(I-V curves) of active device and simulated models. 
 
• S-Parameters simulation: It performs linear analysis in the frequency domain 
and allows for the s-parameters of a network to be computed as well as their 
conversion into Y or Z-parameters.  It can be used to show the variation of the s-
parameters as a function of the frequency, to calculate stability parameters, 
small-signal gains, group delay or linear noise. 
 
• Harmonic Balance (HB) simulation: It is a mixed frequency/time domain 
analysis technique for simulating nonlinear circuits and systems under periodic 
large- or small-signal regime.  The linear part of the circuit is computed in the 
frequency domain and the nonlinear part is computed in the time domain, and 
then transformed back into the frequency domain.  It is well suited for 
simulating analog RF and microwave circuits, since these are most naturally 
handled in the frequency domain.  It calculates the magnitude and phase of 
voltages and currents used to obtain output/input powers, power gains or gain 
compression.  It makes it possible the simulation of circuits under multi-tone 
excitation, to compute harmonics and intermodulation products, conversion 
gains, Third Order Interception point (TOI), etc. 
 
• Circuit Envelope Simulation: It is a mixed frequency/time domain analysis 
technique suitable for simulating nonlinear circuits under transient or modulated 
RF signals.  It allows for time and frequency domain data extraction depending 
on the application required.  It is faster and less memory consuming than 
- 14 - 
Main Tools Used in this Work 
Harmonic Balance.  It could be used to obtain the amplitude and phase, as a 
function of time, at each spectral frequency.  
In this work, ADS has been used for the implementation, simulation and 
validation of the developed active nonlinear devices models, and for prototype analysis 
and design. 
 The nonlinear models developed in this thesis work present a topology with two 
parts: an extrinsic linear part, and an intrinsic nonlinear one.  The extrinsic part models 
device parasitic elements (access resistances, contact inductances and capacitances).  
The intrinsic part is composed of several nonlinear functions that represent the specific 
nonlinear behavior of the active device.  To implement this intrinsic part, in this work it 
has been used the ADS Symbolically Defined Device (SDD) elements.  SDDs can be 
used for defining the device behavior at its ports in the time domain without the need to 
write a source code in a low level programming language (like C).  They are multi-port 
elements which are defined by specifying algebraic relationships that relates the port 
voltages, currents and their derivatives.  SDDs allow the designer to create equation 
based nonlinear components 
 
2.4 Active Devices Used in this Work 
 In this work two types of microwave semiconductor active devices have been 
used: GaAs and SiGe HBTs, and Schottky diodes.   
2.4.1 HBT 
 Prior to the advent of nowadays technology, bipolar transistors were 
predominantly devices fabricated with Si, thus homojunctions.  The concept of HBT 
was introduced by H. Kroemer in 1957.  Kroemer realized that the use of a wide-band-
gap emitter and low-band-gap base would provide band offsets at the heterointerface 
that would favor injection of electrons, in an n-p-n transistor, into the base, while 
retarding hole injection into the emitter [1].  These advantages would be maintained, 
even when the base is heavily doped, as it is required for low base resistance, and the 
emitter is lightly doped.  Thus, in an HBT, high emitter injection efficiency would be 
maintained while parasitic resistances and capacitances would decrease with respect to a 
conventional homojunction bipolar transistor, Bipolar Junction Transistor (BJT).  These 
new devices thus offered the prospect of obtaining performance features similar to Si 
BJT transistors but translated to higher frequencies.  
  Some inherent advantages of HBTs over BJTs are detailed below [2]. 
• Due to the wide-band-gap emitter, a much higher base doping concentration can 
be used, thus decreasing the base resistance. 
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• Emitter doping can be lowered and minority carrier storage in the emitter can be 
made negligible, reducing base-emitter capacitance. 
• High electron mobility, built-in drift fields, and velocity overshoot combine to 
reduce electron transit time. 
• Semi-insulating substrates help to reduce pad parasitics and allow convenient 
integration of devices. 
• Early voltages are higher, and high injection effects are negligible due to the 
high base doping.  
• HBT also offer good linearity, low phase noise and high power-added 
efficiency.  
• Circuit applications of HBT are essentially the same as those of silicon bipolar 
transistors; the major difference being higher speed and frequency of HBT 
mber of high performance RF circuits and high 
speed dig
are especially promising for power applications at high 
g better performance and process yield.  
he main advantages are detailed below [3-4]. 
turing with InGaP etch stop. 
• Lower 1/f noise. 
 
circuit operation.  
 HBT technology has become a major player in wireless communication, power 
amplifiers, mixers, and frequency synthesizer applications.  HBT technology 
development has focused on reducing cost and improving reliability which, in turn, led 
to numerous commercial products, such as prescalers, gate arrays, digital-to-analog 
converters, mux/demux chip sets, logarithmic amplifiers, RF chip sets for CDMA 
wireless communication systems, and power amplifiers for cellular communications.  
They have become a natural choice for very high frequency military applications 
requiring a high current drive, high transconductance, high voltage handling capability, 
low noise oscillators, and uniform threshold voltage.  Emerging HBT technologies 
allow for the integration of a large nu
ital circuits on a single chip. 
  Materials used as MMICs substrates include Si, GaAs, InP, while Si/SiGe, 
AlGaAs/GaAs, InGaP/GaAs and InAlAs/InGaAs are used for the epitaxial layers.  
Wide-bandgap semiconductors 
frequencies, eg. GaN and SiC. 
 AlGaAs/GaAs were the first heterorestructure applied to the fabrication of 
HBTs.  Recently, other materials are being employed which improve the performance of 
these devices.  In this work InGaP/GaAs and Si-Ge HBTs devices have been used.  
InGaP/GaAs HBTs presents advantages in comparison to AlGaAs/GaAs HBTs due to 
the superior material properties, thus achievin
T
 
• Improved reliability. 
• Larger valence band offset. 
• Smaller conduction band offset. 
• Easy for manufac
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 In the 1990s, the emergence of SiGe HBTs was a great step forward in the 
bipolar transistor design.  SiGe HBT technology combines a performance competitive 
with III–V technologies with the processing maturity, integration levels, yield, and the 
low cost commonly associated with conventional Si fabrication [5]. 
 
 HBTs, as any bipolar transistor, have five regions of operation which can be 
described as a function of the applied voltages.  These are: forward-active, saturation, 
cut-off, reverse-active and avalanche-breakdown.  The following description of these 
regions is made for NPN transistors, being polarities reversed for PNP ones.  
 
 NPN transistors work as two diodes with a shared anode (base), therefore, they 
are made up of two junctions, the base-emitter and the base-collector ones.  Its behavior 
can be described by the drift-diffusion model.  In forward-active (or active) region, the 
base-emitter junction is forward biased, hence, the base voltage is higher than the 
emitter one, and the base-collector junction is reverse biased, therefore, the collector 
voltage is higher than the base one.  In this case, the collector current (Ic) is proportional 
to the base current (Ib), and does not depend on the collector-emitter voltage (Vce) 
voltage.  From the relationship of both currents, the current gain (β) in a common-




                                                                                                                           (2.1) 
 
  In reverse-active (or reverse) region both base-emitter and collector-emitter 
junctions are reversed with respect to the previous case.  Hence, the base voltage is 
lower than the emitter one and the collector voltage is lower than the base one.  This 
operation region is not usually used. 
 
 In saturation region both junctions are forward biased.  On the other hand, in 
cut-off region, both junctions are reversed biased, thus current is very low.  Finally, 
avalanche-breakdown region occurs when the reverse collector voltage is above a 
certain high level.  In this region, the collector current increases exponentially with Vce 
and, in static conditions, the device could be damaged permanently for Vce reverse 
values high enough. 
 
 In figure 2.8 the different HBT I-V operating regions are shown, with the 
exception of the reverse operating region. 
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Figure 2.8 – I-V characteristics of a HBT. 
 
 Besides the β parameter, previously explained, another important parameter is α, 
which is the current gain in the common-base configuration and relates the collector and 
emitter currents, as in equation (2.2).  β is typically higher than 100 and, therefore, α is 






 α                                                                                                                 (2.2) 
 
 The DC emitter and collector currents in active model are well predicted by the 
Ebers-Moll model [6] by using the equations (2.3) and (2.4). 
   
ܫ௘ ൌ ߙ௥ܫ௖ ൅ ܫ௘௖ሺ݁
௏್೐௤
௄்ൗ െ 1ሻ




௘௖ ൎ ሺ1 െ ߙ௙ߙ௥ሻܫ௘௦                      (2.5) 
ܫ௖௢ ൎ ሺ1 െ ߙ௙ߙ௥ሻܫ௖௦
 
ߙ௙ is the α  value obtained in active mode, ߙ௥ is the α value obtained in reverse 
ode, ܫ௘௦
           (2.3) 
           (2.4) 
  
   and  can be obtained from equations (2.5) and (2.6). 
 
ܫ
                      (2.6) 
 
m is the emitter saturation current, ܫ௖௦  is the collector saturation current, ݍ the 
magnitude of the electron charge, ܭ  is the Boltzmann constant and ܶ  is the device 
temperature in Kelvin degrees . 
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Figure 2.9 – Typical SiGe HBT cross section. 
 
 An example of the cross section of a basic n-p-n SiGe HBT produced using 
differential epitaxy is shown in figure 2.9 [7].  This thesis author does not have 
information about the procedure followed to manufacture the HBTs used in this work.  
In this example, the p+ SiGe base layer is grown after oxide isolation formation and is 
followed in the same growth step by the growth of a p-type Si cap.  Single-crystal 
material is formed where the silicon collector is exposed.  Polycrystalline material can 
be seen over the oxide isolation.  The polycrystalline material is heavily p+ doped using 
an extrinsic base implant and then used to contact the base.  The emitter is formed by 
diffusing arsenic from the polysilicon emitter to over-dope the Si cap n-type [7].  
     
2.4.2 Schottky Barrier Diode 
 A Schottky barrier is a metal-to-semiconductor junction that can rectify a signal.  
A Schottky barrier diode is simply a Schottky junction (rectifying metal-to-
semiconductor contact and an additional ohmic contact) that is used as a diode.  
Schottky diodes have advantages of fast switching speed and low forward voltage drop 
in comparison with pn diodes.  Due to its excellent high frequency performance, they 
have been widely used in power detection. The Schottky junctions rectify because the 
metal’s work function is greater than the semiconductor’s.  This creates an energy 
barrier between the semiconductor and the metal, which decreases when the junction is 
forward biased and increases when the junction is reversed biased [8].  
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  Schottky diodes are called majority-carrier devices because current consists 
entirely of majority carriers (electrons).  Thus, it does not suffer from the minority-
carrier charge-storage effects that limit the switching speed of pn junctions [9].  This 
gives tremendous advantages in terms of speed because it does not rely on holes or 
electrons recombining when they enter the opposite type of region, as in the case of a 
conventional pn diode.  The Schottky diode has the typical forward semiconductor 
diode characteristic, but with a much lower turn on voltage (Vd), from 0.15 to 0.4 V, 
depending on the substrate.  At high current levels, the voltage is stabilized and limited 
by the series resistance or the maximum level of current injection.  In reverse operation, 
breakdown occurs above a certain voltage magnitude.  The mechanism is similar to the 
impact ionization breakdown in a pn junction. 
 
Figure 2.10 – I-V characteristics of a Schottky diode 
 
  In figure 2.10 it is shown the typical current-voltage characteristics of a Schottky 
diode, including different regions of operation.  Reverse operation occurs when the 
device is biased in its ohmic contact with a negative voltage with respect to the 
rectifying one.  In this case, the current through the diode is negative but with a very 
low value.  If the negative voltage is lower than the breakdown voltage (Vbr) the diode 
will work in the reverse breakdown region, in which a few change in voltage can create 
a large increase in the negative current, and it is possible to damage the device 
permanently.  When the device is biased with a positive voltage, it works in forward 
operation.  From 0 to Vd the current is positive and very low in magnitude, but from Vd 






Main Tools Used in this Work 
  where ܸ  is the voltage across the diode, ݍ  is the magnitude of the electron 
charge,  ݊ is a quality factor (that can vary from 1 to 2 depending on the fabrication 
process and semiconductor material, in many cases is assumed to be approximately 1).  
 is the Boltzmann constant and ܶ is the absolute temperature of the device in Kelvin 










 Schottky diodes can be fabricated with more precision than either pn junctions 
or point-contact diodes, and it is possible to achieve very good and very uniform 
electrical characteristics.  Many different types of Schottky diodes are used in RF and 
microwave circuits, although most of them are made of Si and GaAs semiconductors.  
The typical cross-section of a Schottky barrier diode is shown in figure 2.11 [9].  This 
diode is built on a high conductivity n-type substrate or at least has a high-conductivity 
layer underneath it.  n material is used exclusively for high-frequency devices; p 
material is distinctly inferior to n in both GaAs and Si.  Above the substrate, there is a 
relatively thick n+ buffer layer, whose purpose is to separate the epitaxial layer from the 
impurities and imperfections in the substrate.  The epitaxial layer is grown on top of the 
buffer one, which is quite thin and much more lightly doped.  Finally, a metal layer, the 
anode, is deposited on the epitaxial layer.  Platinum and titanium are the most 
commonly used anode materials.  An ohmic contact, the cathode, is formed on the n+ 
substrate.  It can be formed on the underside of the diode’s substrate or by removing the 
epitaxial layer and exposing the buffer, on the top.  
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 One of the basic elements in the analysis and design of MICs is the active device 
model that composes the circuits.  Active device models are used to replicate the 
electrical behavior of these devices in order to design RF or microwave circuits.  Robust 
device models are required when CAD are used in order to design accurately MICs.  
Active devices such as III-V or SiGe based HBTs are widely used in the design of MICs 
and nowadays many different HBT models have been proposed which use different 
extraction and implementation procedures.  They can be extracted from measurements 
or from physical parameters, and by using diverse techniques, which depend on the type 
of model, the electrical behavior of the device can be predicted.  These models are 
usually classified into two main groups, physical models and empirical models. 
 Physical device models are extracted from device physical parameters, such as 
contact geometry, layer thickness, layer doping concentrations, carrier mobility, etc.  
Their formulation is derived from the physical structure of the device and from 
equations based on the physics laws (Continuity eq., Poison eq., Boltzmann eq., etc.).  
Besides, they are able to account for bandgap discontinuities and other physical effects.  
As a consequence, they could be used for the evaluation of process variations on device 
electrical behavior.  Since numerical techniques are usually required in their simulation, 
they are time and memory consuming, and thus mainly used in device optimization and, 
less frequently, in circuit design.  The most complex and exhaustive physical models 
use statistical methods, such as the Monte Carlo method, but they become very 
expensive in computation time. 
 Empirical models are extracted from device electrical measurements, generally 
s-parameters or measured I-V and Q-V characteristics, and they are often based on 
equations without a physical basis.  Their goal is to obtain a set of analytic formulae that 
approximate measured data with accuracy and minimal complexity.  Usually, these 
models provide reliable extrapolation capabilities and are less time consuming than their 
physical counterparts.  As a consequence, they are more suitable for circuit simulation 
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in Integrated Circuits (ICs) with a large number of transistors and therefore they have 
been extensively used in CAD of MICs.  Empirical models can be classified differently 
depending on the point of view considered.  One possible classification is between 
linear and nonlinear models.  Linear models are simpler and easy to extract but are just 
valid for small-signal prediction while non linear models are more complex and can 
predict the large-signal device behavior.  Another possible classification is between 
analytical and black-box models (table-based and behavioral).  Both can be alternatively 
linear or nonlinear models.  Analytical models are based on analytical mathematical 
equations and usually a more or less complex circuit topology to define the device 
behavior, while black-box models are based on an extremely simplified circuit topology 
and basics functions relating port variables.  Each type of model will be explained in 
more detail in next chapter sections.  The final user choice depends on the type of 
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 A possible classification of semiconductor active device empirical models is 
shown in figure 3.1. 
 In this thesis work, nonlinear table-based models for microwave III-V and SiGe 
based HBTs will be generated, validated and used in circuit design. 
 
3.1 HBT Empirical Linear Models and their Extraction 
 Linear or small-signal models are the simplest and more efficient empirical 
models used by circuit designers; they exhibit very good predictions in the case of 
devices working under linear or small-signal conditions.  Thus, for HBTs, their accurate 
prediction range is usually limited to a single bias point, a given frequency bandwidth 
and a very small RF power.  As a consequence, these models are not able to be used in 
order to design strong nonlinear circuits such as saturated power amplifiers or mixers.  
The positive aspect to consider in these models is their simple extraction and efficient 
simulation.  They can be classified in black-box models and analytical models.   
 Black-box linear models are usually based in small-signal s-parameters and 
noise table files directly obtained from measurements at a single bias point.    
 Most analytical linear models are based on a linear equivalent circuit (figure 3.2) 
which can show different topologies.  This circuit is able to model the device frequency 
response and its elements are usually extracted from small-signal measurements at a 
single bias point.  This equivalent circuit can be generally divided into an extrinsic and 
an intrinsic network.  The intrinsic network models the characteristic active device 
behavior while the extrinsic one models parasitics effects, due to device external 
contacts, semiconductor access regions, and packaging.  The parasitic network elements 
are resistances, capacitors and inductances.  
 
Figure 3.2 - Conventional empirical model circuit topology including intrinsic and extrinsic networks. 
 
- 25 - 
Chapter 3  
  In figure 3.2 it is represented only a simplified parasitic network with two cells 
(π and T), but depending on the device and layout complexity, their number could be 
higher.  It is not mandatory that each cell has all the elements shown in the figure, this 
will depend again on each particular device.  HBT parasitic elements are generally 
assumed to be bias and frequency independent, and in order to be able to extract them, 
measurements at different device states -bias points- and frequencies are required [1].    
 The intrinsic network is made up of circuit elements whose values depend on the 
chosen bias point for their extraction, and are assumed to be frequency independent.  In 
this case, these values will be valid provided the device works under small-signal 
conditions. 
 For the HBT intrinsic network, usually three different topologies are found (π-
gm, π-β , T- α), which are shown in figure 3.3 [1].  And for each topology, two possible 




                                a)                                                      b)                                         c) 
 




Figure 3.4 - HBT feedback networks. 
 
 Most of the conventional techniques to extract the HBT equivalent circuit 
elements are based on optimization methods which fit simulated s-parameters to 
measured ones.  A few of the circuit elements have a strong impact on the HBT 
performance, and thus it is important to determine their values accurately.  This is 
especially true in the case of the emitter resistance (Re) and the linear part of the current 
gain (α) in a common-emitter configuration when a T- α topology for the equivalent 
circuit is used.  In [2] it is presented a method to directly extract as many resistive 
elements as possible to reduce the number of variables in the optimization procedure.  
 
 Some works, as [2-5], propose extraction methods in which it is necessary to 
make some optimization procedures to obtain the small-signal model.  In each work, 
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different parameters are chosen to optimize.  Works as [7-8] do not use any 
optimization procedures but on the other hand, they need to make some frequency 
approximations in order to be able to extract the model.  Bousnina et al. [8-10] proposes 
a method that uses a unique set of intrinsic parameters which are calculated by using a 
least-square data fitting algorithm, for the whole frequency range of operation.  In this 
method, a set of analytical equations derived from the extracted intrinsic HBT Y-
parameters are obtained. 
 Tasker et al. [1] presents a direct method to extract different intrinsic model 
topologies from DC and small-signal HBT measurements.  In this method, it is exposed 
the importance of using the DC current gain as a starting point on the overall model 
extraction.  It is demonstrated that using DC measurements to extract the current gain, 
optimizations procedures or approximations as commented previously can be avoided.  
This is the approach followed in this work in order to extract the small-signal 
parameters of the proposed model. 
 In [11-12] a special importance is given by Gao et al. to all pad capacitances, 
usually set to zero due to problems to distinguish their behavior over other capacitances.  
Besides, two more capacitances are added to the model Cmb and Cmc, obtained from cut 
off measurements.  In this work, they seek to model the coplanar pad structure for on-
wafer measurements to take into account base-emitter and collector-emitter 
metallisations.  Other important parameter, typically inaccurately predicted, is the 
intrinsic base-emitter capacitance (Cbe).  The incorrect extraction is due to the base-
emitter resistance (Rbe) is dominant in the whole range and Cbe effects are not well 
calculated.  Cbe can be accurately obtained using a method based in the relationship 
between the T and π type equivalent circuit. 
 In other works, as [13-18], parameter extraction methods for SiGe HBTs are 
presented, taking into account the differences in the substrate with the previous 
methods, which were more specific for III/V devices. 
 In [19], a new way to extract the small-signal parameters is proposed by Taher et 
al. using Artificial Neural Network (ANN).  ANN learns the required relationship 
between model parameters (extracted by conventional methods, in this case [20]) and 
measurements from the estimated parameters and their corresponding training data.  
Thus, a map is constructed between the s-parameters, over the whole frequency range, 
and the most sensitive small-signal model parameters.  This model is applied to SiGe 
HBTs. 
 
3.2 HBT Empirical Nonlinear Models and their 
Extraction 
 Nonlinear or large-signal modeling is a more general modeling procedure than 
that explained in the previous section, since it can be used in order to predict both small- 
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and large-signal device behavior.  Thus, the resulting models can be used under 
nonlinear operation and employed to design nonlinear integrated circuits such as power 
amplifiers, multipliers, mixers or oscillators.  On the other hand, the extraction of these 
models is more complex and time consuming.   
 Nonlinear models can be classified depending on their topology complexity and 
nature of the mathematical nonlinear functions in their formulation.  Thus, it can be 
considered analytical (also named as compact, in the bipolar case) and black-box 
models (table-based and behavioral), and each one will require a specific extraction 
procedure. 
 
3.2.1 Analytical Modeling 
 Time domain analytical or compact models were the first empirical nonlinear 
models widely used in order to predict the nonlinear behavior of active devices.  They 
are based on a series of nonlinear closed-form expressions which try to reproduce the 
measured dependence of the model’s nonlinear circuit elements with the instantaneous 
currents or voltages at the device terminals.  Usually, these equations are formulated 
with a high number of parameters which are extracted through a series of optimization 
steps.  Thus, the extraction procedure is very complex and time consuming.  The more 
accurate the model, the higher complexity and extraction time will be required.  
Nowadays, they are the most popular models due to their easy implementation in 
commercial CAD software and their high computational efficiency.  They are also very 
useful to the device manufacturers, since they only have to provide the user with the 
model extracted parameters for each particular device.  But, analytical models are not 
always precise enough, due to the use of nonlinear equations not always adequate to all 
device processes, or the reduction of the number of parameters used in order to simplify 
the extraction method.  Moreover, they do not take into account figure of merit 
variability due to different production lots. 
 The popular Spice Gummel-Poon (SGP) model [21] was one of the first 
nonlinear BJT models developed and many BJT and HBT nonlinear models proposed 
so far are extended versions of it.  For many years it was the BJT model that most IC 
designers used.  This model accounts for the most important mechanisms, and 
corresponding parameters, that characterize the bipolar transistor behavior, but other 
mechanisms are too simplified or completely ignored.  State of the art of BJTs and 
HBTs show a very complex behavior and SGP formulation has become insufficient.  
For example, the SGP Early effect modeling is inaccurate for predicting output 
impedance behavior and the collector resistance modulation is ignored.  Moreover, 
other mechanisms as avalanche multiplication or self-heating were not initially 
considered. 
 New approaches as [22-26] are the basis of the well known MEXTRAM [27] 
and HIgh CUrrent Model (HICUM) [28] models, respectively.  These models have tried 
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to solve the limitations that the SGP model presents by considering a different model 
topology. 
 Nowadays one, of the most popular analytical models in CAD is the Vertical 
Bipolar Inter-Company (VBIC) model [29-31]. This approach is an extended version of 
the SGP; it was proposed to be as similar as possible to it, but improving its behavior 
for the new bipolar devices.   
 Other popular HBT models currently in CAD are the Ferdinand-Braun-Institut 
für Höchstfrequenztechnik (FBH) HBT Model [32-34] and the Agilent HBT Model [35-
36]. 
 
3.2.2 Table-Based Modeling 
 Table-based (also named look-up-table) models are usually formulated in the 
time domain and are more general and accurate than analytical models, in the sense that 
they can be applied to different devices from different processes.  The reason can be 
found in their simpler topology and in the fact that the model nonlinear functions are not 
described as closed-form expressions but as tabulated functions controlled by 
instantaneous port voltages and/or currents 
 As another advantage, they use extraction procedures that are simpler and less 
time consuming than those used in analytical models, since they do not usually require 
any optimizations and can be based in direct extraction processes.   
 Unfortunately, to feed the tables, they require a great quantity of suitable data 
obtained from measurements, which provide a detailed characterization of the electrical 
behavior of the device under different conditions.  Since table-based nonlinear functions 
will be interpolated during simulation time, these models are more time consuming in 
the simulator than analytical ones and suitable interpolation techniques are required to 
be implemented in the circuit simulator.   
 Table-based models circuit topology is usually divided in a linear extrinsic 
network and a nonlinear intrinsic network.  
 The extrinsic network is common with other type of models considered in this 
memory in previous sections.  It is composed of a device parasitics network which can 
present different configurations and different number of parasitic cells depending on the 
device external connections and packaging.   
 The intrinsic network is usually based on a black-box with two-ports (three 
terminals, one common to the two ports), where the current at each port has two 
different components, the conduction current and the displacement one.  These are 
represented by current and charge generators, respectively, and their correspondent 
instantaneous values are obtained from the table-based file as a function of the 
controlling variables, intrinsic/extrinsic voltages/currents, depending on the model. 
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 In the past, many table-based Field Effect Transistor (FET) models have been 
proposed [37-46], in order to simplify the FET model formulation and extraction, and to 
improve its generality and accuracy. 
 Myslinski et al. [47] presented for the first time a large-signal table-based model 
applied to bipolar devices, in this case only modeling the forward-active region of RF Si 
BJTs.  Both current and charge functions are table-based, in this case, as a function of 
the independent variables Vce and Vbe.  Behavior dependence with temperature is not 
considered in this work. 
  With respect to HBT models, usually their formulation is in some aspects more 
complex than in Si BJTs and low power FETs since the poor thermal conductivity of 
III-V materials combined with the high power densities of HBT operation makes 
thermal modeling compulsory in III-V HBTs, and to a lesser degree in SiGe HBTs.  In 
[30, 35, 48-49] analytical models are proposed which account for both self-heating and 
the ambient temperature dependence effects, increasing the number of parameters 
needed in order to correctly characterize the HBT behavior.    
 HBT table-based models proposed before this work were mixed analytical/table-
based approaches.  This may be related to difficulties in accounting for thermal behavior 
in a pure table-based approach.    
 Angelov et al. [50] propose a mixed analytical/table-based model where the 
most important parameters are determined directly from DC and s-parameters 
measurements.  In this work it was decided to use tabulated current functions due to the 
difficulties to fit the IV characteristics for devices with complicated doping profile, and 
therefore to speed up the extraction.  The files containing the tables are function of the 
measured voltages and they contain several parameters that will be introduced in the 
analytical functions that model the device behavior.  Furthermore, the model uses 
analytical functions in order to have a correct extrapolation for bias points out of the 
measurements range and an exponential function to describe the semiconductor junction 
in order to manage the self-heating modeling.  Capacitances are analytically described. 
 Cheon et al. [51] propose other mixed analytical/table-based model in which the 
analytical model HICUM is used to model the depletion capacitance and the analytical 
model VBIC 95 is used to model the DC behavior.  Finally, in order to improve the 
model accuracy, a table-based approach is used for the first time to model the diffusion 
charges. 
 Degachi et al. [52] propose a nonlinear mixed analytical/table-based model in 
which certain parameters of the analytical functions are tabulated as two-parameter 
functions.  Small-signal model parameters are extracted from s-parameters 
measurements as in [53] and used, in conjunction with DC measurements, to extract the 
static model current parameters just for the forward active regime of operation.  These 
parameters are introduced in analytical equations to model the base and collector 
currents.  These expressions account for the self-heating due to the dissipated power and 
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all the parameters extracted are function of the junction temperature.  This model does 
not use any nonlinear capacitance or charge functions but small-signal parameters that 
depend on the bias point.  Despite the fact that this is a large-signal model which takes 
into account the self-heating, it is just validated for static conditions and at the ambient 
temperature used to extract the model.   
 In [54] a nonlinear table-based model of the static HBT behavior is presented for 
the first time by Nuñez et al. including thermal modeling, accounting for both static 
self-heating and environment ambient temperature dependence.  The model uses table-
based nonlinear functions Ic and Vbe defined vs Ib, Vce and Ta (ambient temperature).  
This model is able to predict the DC behavior of HBTs for different temperatures using 
only table-based functions for the nonlinear I-V relationships.  To extract those 
functions, DC measurements are taken at different ambient temperatures and bias 
points.  Two analytical functions with their corresponding nonlinear coefficients are 
used in order to model the current dependence with the Ta, one for Ic and the other one 
for Vbe.  A linear function and a Gauss-like function are chosen for the temperature 
dependence of Vbe and Ic, respectively.       
 In this thesis it has been taken [54] as starting work to present a fully functional 
table-based model of the HBT, in which all nonlinear functions at both ports are table-
based, taking into account the self-heating and environment-ambient temperature effects 
[55-58]. 
 
3.2.3 Behavioral Modeling 
 Nonlinear behavioral models are simplified models of the essential nonlinear 
behavior of the components at a given level of the system hierarchy.  Behavioral models 
are also black-box models, like the table-based models, because they are described by 
simple functions that basically relates device port variables, and which are obtained 
directly from measurements, with little pre-processing, if it is used, to generate model 
data tables to be used by the simulator.  On the other hand, they present some 
differences in the way they are formulated (usually in the frequency domain), its 
topology (simpler), its generality, the data they require to be extracted and its predicted 
behavior. 
 In 2003 Root et al. [59] present a comparison of the most important nonlinear 
behavioral modeling techniques until that date, and sort these models into: time domain, 
frequency domain and mixed time/frequency domain.  Most relevant models formulated 
in time domain are artificial neural networks and nonlinear time series.  In the case of 
the frequency domain approaches, multidimensional polynomials such as Volterra 
series or Wienner series are usually chosen.  Finally, envelope-based methods are mixed 
frequency/time domain techniques.  The choice among them depends on the predicted 
device behavior.  Most of these techniques are used to model complex circuits and not 
at device level.   
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 Regarding transistors, and specifically HBTs, the main differences between 
nonlinear table-based models and some relevant behavioral models are presented below. 
• Table-based nonlinear models are generally formulated in the time domain, 
while some of the most popular behavioral models are in the frequency domain. 
• Behavioral models make a higher abstraction of the device physical complexity, 
usually neglecting to consider a parasitic network and further simplifying the 
intrinsic topology. 
• Some of the proposed behavioral models are formulated from port incident and 
reflected waves, in a similar way as in the case of s-parameters, but extending 
this formulation to large-signal behavior.  Table-based models are usually 
formulated from instantaneous port voltages, which control nonlinear current 
and charge functions. 
• Both kinds of models give good predictions in the range of the measurements 
used for their extraction, and are able to interpolate and even extrapolate to a 
certain degree.  Nevertheless, table-based models are extracted to work in a 
wider range of frequencies and voltages, and modes of operation (DC, small and 
large-signal), while behavioral models are usually extracted at a given bias point 
and fundamental frequency, and for a limited range of power levels.   
• The nonlinear accuracy obtained in the case of behavioral models is higher in 
the measured range.  These models are extracted to be used only for a narrow 
range of conditions and thus, its behavior in this range should be almost perfect. 
• Their simplified nonlinear formulation and prediction limitations decrease the 
simulation time with respect to table-based models.  This implies a higher 
computational efficiency which allows these models to be used in complex 
designs with a high number of transistors. 
• Table-based models are usually obtained from DC and bias dependent small-
signal measurements and from that, after some mathematical processing, they 
are able to predict large-signal behavior.  Behavioral models are usually directly 
extracted from large-signal measurements and a given bias point and are able to 
predict both small- and large-signal behavior in the range of 
frequencies/impedances used in their extraction. 
 Some of the most widely used behavioral models are the Turlington model [60], 
the PHD (Poly-Harmonic distortion) model proposed by Verspecht et al. [61-63], and 
multiple extensions of this last one [64-66].  
 In the case of modeling HBTs, the Turlington model is based in the Ebers-Moll 
model [67] and use “right hand” and “left hand” functions in order to improve its 
nonlinear behavior.  These functions are used as a curve fitting technique to model 
behavior of nonlinear devices or circuits over very large dynamic ranges [68].   
 The PHD model is formulated relating port reflected travelling waves as a 
function of incident travelling waves, in a similar way as are formulated the s-
parameters, but extending this formulation to large-signal conditions. The parameters of 
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this model are named X-parameters®. The model extraction is usually obtained from 
the measured responses of the device stimulated, first, by a fundamental input large-
signal tone (A1), second, by this tone perturbed simultaneously by a small-signal tone 
(A2) at a harmonic frequency and for two different A2 phases. This procedure is 
repeated for all the ports and harmonics of injected small-signal tone, and then at all the 
relevant harmonics of the large-signal one.  The model extraction is usually performed 
from measurements at given output/input impedances, generally ZL=50 Ω. In the 
literature, this model exhibits good predictions for both small and large-signal 
conditions. 
 Qi et al. [64-65] proposed an alternative formulation that could be considered as 
an extension of the third order PHD model, in which more terms are added to this 
simplified formulation, thus increasing the model complexity and robustness.  These 
models extend their validity to higher A2 power levels and use active load-pull 
measurements in their extraction in order to increase the model impedance validity 
range. 
 These attempts to extend the s-parameters formulation, to take into account the 
device nonlinear behavior, are behind the current breed of commercial behavioral 
models, such as Agilent Technologies X-parameters® [62-63, 69-72] and NMDG’s S-
functions [73-75].     
 The Cardiff Model [76-80] proposes an alternative behavioral approach based in 
collecting data from current/voltage waveform measurements, at the device’s terminals, 
and under the same conditions in which the device is going to work at circuit level. 
Measurements are performed for different impedances, temperatures, power levels, 
frequencies, etc. In [77] this data was used in a CAD simulator to obtain the parameters 
required to extract a PHD-based model. Therefore, in [77] is presented a method to 
obtain a PHD model from current/voltage waveforms measurements.   
 The author of this thesis has also co-operated in some research works in the field 
of HBT behavioral modeling for oscillator applications, see references [66, 81-84]. 
 
3.3 Noise Modeling in HBTs 
 Noise is the statistical fluctuation of the terminal currents or voltages due to the 
quantization of charge, thermal motion of the carriers and generation-recombination 
process [85].  In order to predict the noise behavior of RF or microwave circuits, 
accurate noise models must be obtained.   
 
3.3.1 Noise in HBTs 
 There are different types of noise which can influence the behavior of devices 
and circuits; they can be classified in two main groups, LF noise and broadband noise.  
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LF noise is a frequency dependent noise that decreases when the frequency is increased.  
It is very important at frequencies below a few MHz, but for high frequencies it is 
negligible.  On the other hand, broadband noise is usually frequency independent; at 
lower frequencies is negligible, because its value is much lower than LF noise, but at 
high frequency is the dominant noise.  When a microwave circuit is manufactured, the 
broadband noise is present in the same microwave frequencies as in the device with the 
addition of the other less relevant noise components.  However, the effect of the LF 
noise in a microwave circuit is important due to the possible up conversion of the LF 
noise to microwave frequencies, for example in mixers or oscillators.  In this work, the 
HBT models have been mainly used to design oscillators.  In this up conversion process 
from LF to RF frequencies, LF noise influence is apparent as phase noise around the 
oscillation frequency in oscillator circuits.  
 Sischka [86] explains the main noise sources present in most semiconductor 
devices and show the formulation for each one.  In HBTs, the most important LF noises 
are flicker and Generation-Recombination (G-R) noise, and the most relevant 
broadband noises are shot and thermal noise.  Noise is usually measured as a power 
spectral density and, depending on the configuration used to measure it, the spectral 
density can be expressed as a noise voltage spectral density (Sv) with the units in V2/Hz, 
or current spectral density (Si) with the units in A2/Hz.  
 The thermal noise is currently associated to the resistors that compose the 
parasitic and intrinsic networks of the HBT model.  This noise is due to the thermal 
oscillation of the electrons in these resistors.  It is modeled by equations (3.1) or (3.2) 
depending on the type of noise source used to generate the noise, a voltage or current 





                                                                                                  (3.1) 
                                                                                                        (3.2) 
 In these formulae, ܴ  is the resistance, ݇  is the Boltzman constant, ܶ  is the 
temperature at the resistance and ∆݂ is the frequency bandwidth, its value is usually 1 
Hz. 
 The equivalent circuit for the resistor including thermal noise is shown in figure 
3.5, for the two possible types of noise sources. 
 The shot noise is generated due to the motion of electrons and holes in the space 
charge (depletion) region of a diode, depending thus, on the current through it.  In HBTs 
it can be considered the base-emitter diode and the base-collector diode.  Thus, the shot 
noise at the base will depend on the base current and the shot noise at the collector will 
depend on the collector current. 
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Figure 3.5 – Equivalent schematics for resistor with noise. 
  




            (3.3) 









  and (3.3) can be simplified to (3.4).  
This one will be the equation used to model shot noise in this work,  
                        (3.4)  
where ݅ is the base or collector current, and ݍ is the electron charge.  
 The flicker noise is frequency dependent.  It has a maximum value at very low 
frequencies and decreases with a 1/f rate with frequency.  Depending on the device, it is 
dominant up to 100 KHz-1 MHz.  This noise is caused essentially by recombination 
effects at defects present in the semiconductor, in the borders of diffusion areas or at the 
material surface [86].  Empirically, it is modeled by equation (3.5). 
             (3.5) 
where ݂ is the measured frequency, ݅ is the current and ܣ௙ and ܭ௙ are fitting parameters.  
er
ܭ௙






A୤  will influence the spacing between the noise curves at diff ent current levels, and 
 will influence the noise each curve will present at 1 Hz.  
frequency noise due to static charge carrier generation-recombination process.  It is flat 
below a certain frequency value (݂ீ ோ), and above this value it decreases with frequency.  




మ             (3.6) 
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 Where ݂ is the measured frequency, ܣ  and ܭ  are the fitting parameters, ݅ is the 
base or collector current and ݂  is the corner frequency for which the dependency with 
the frequency starts.  Several G-R noise sources can exist in an HBT and, generally, the 
corner frequency is below a few MHz, usually in the range of KHz.  In some SiGe 
HBTs, the G-R noise can present corner frequencies at few Hz and sometimes it is the 
most important noise contribution at these frequencies [88], even above the flicker 




௕ ௕ ௙ ௙
 
3.3.2 State of the Art of Noise Modeling in HBTs 
 Noise effects are usually incorporated in transistor models by adding noise 
sources to the equivalent circuit model in order to predict the noise generated in the 
device.  The differences among them are the number, nature and location of the noise 
sources, and their mathematical dependence with the current or voltage.  Until now, in 
the framework of empirical models, the HBT noise modeling has been applied to 
analytical models but not to table-based ones.   
 Transistor noise models have been improved in last decades.  First models only 
presented noise sources with broadband noise, such as shot and thermal noise [89-92].  
Later, these models started to include noise sources with LF noise, such as flicker and 
G-R noise.  Initially, these noise sources where static, only dependent on DC currents as 
in [29, 86 or 90].  But recently, noise models incorporated dynamic noise sources driven 
by instantaneous currents [92-95] which are able to respond according to the RF drive 
level.  Thus, it is introduced the term “cyclostationary”, which refers to those noise 
sources in which the noise power is modulated and it varies with the time periodically 
[96].  In this case, the noise sources are dynamic, and do depend both on the frequency 
and the time. Cyclostationary sources are used to model the shot, G-R and flicker noise, 
but not in the case of thermal noise, which has not a direct dependency with the current.  
In order to design large-signal circuits, it is very important to use a cyclostationary noise 
model because if a stationary one were to be used, the predicted circuit noise would be 
the same independently of the RF power level, which is erroneous [94]. 
 With respect to the number of noise sources used in the transistor models, first 
LF noise models proposed for HBTs, presented only a few noise sources: a flicker noise 
source at the base terminal and two shot noise sources, one at the base and another at the 
collector of the device [30, 97].  Also, flicker noise has been incorporated in some 
models associated to the parasitic resistances, as in [91, 94-95, 98].  Other models 
assumed a noise correlation between the noise sources at the device input and output 
ports [90, 94].  Some proposals added several G-R noise sources at the base and 
collector terminals [95].  There have been also proposed very complex noise models 
which present more than twenty noise sources to define flicker, shot and G-R noise 
[94].  
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 The mathematical formulation of each noise source and the extraction procedure 
followed depends on the nature of the sources considered and the specific model 
proposed.  In some models as in [89], noise sources are formulated through closed form 
expressions which are made up of mathematical constants and several parameters 
inherent to the model, like the resistance values in the case of thermal noise or the 
base/collector current in the case of shot noise.  In other proposals, these parameters are 
extracted from measurements, such as ௙ and ܭ  for the flicker noise or  and ܭ  for 
G-R noise source [86].  Finally, in other models, a fitting of the LF noise measurements, 
by using all the noise sources parameters, is made to obtain the noise frequency 
response [94-95]. 
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 As reviewed in previous chapter, in the published literature several fully table-
based FET models have been proposed, but not a fully table-based approach for the 
bipolar transistor.  There are however, a number of mixed analytical-table based 
models, in the sense that they only apply tabled functions to model some nonlinear 
current or charge functions, or a given parameter in a closed form model expression.  
The reason behind this could be that table-based models for FETs are usually simpler to 
formulate than those required for HBTs.  For example, low power FETs behavior does 
not exhibit strong temperature sensitivity as observed in III-Vs HBTs and, to a lesser 
degree, in SiGe HBTs.  Hence, the motivation of this thesis work is: the development 
and demonstration of fully table-based approaches for HBT large-signal modeling. 
 Another important aspect that makes HBT table-based model extraction and 
implementation more difficult is the fact that, unlike FETs that are biased with a fixed 
voltage at their two ports, HBTs are usually biased during characterization with a fixed 
current at the input port, to avoid possible damage in the device due to the base-emitter 
diode current exponential behavior with voltage.  Thus, to obtain the model intrinsic 
nonlinear functions, more processing of measured data will be required. 
 In this thesis work, in order to formulate the HBT model, similar procedure as 
that proposed for FETs by Fdez. Barciela in [1] has been followed, but taking into 
account the obvious differences between HBTs and FETs, and the expected behavior 
with temperature.  First, the model was developed for on-die III-Vs HBTs [2-3].  Later, 
in an extended version of this model, LF noise effects have also been accounted for, and 
the model was also applied to packaged SiGe HBTs [4].  
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4.1 Description of the Proposed Table-based HBT 
Model. 
 The circuit topology of the nonlinear HBT table-based model proposed in this 
thesis work is composed of a linear extrinsic network and a nonlinear intrinsic network, 
as shown in figure 4.1.  
The extrinsic network consists of a group of passive elements (resistances, 
capacitances and inductances), which models parasitic effects.  In the figure 4.1 this 
network is separated from the intrinsic part by a discontinuous line.  
 
Figure 4.1 - Circuit topology of the proposed nonlinear HBT model. 
 The intrinsic network models the most relevant characteristics of the device and 
includes a nonlinear part and two linear elements, Cbc and Rbb, which are necessary to 
model with accuracy the device frequency response in the microwave band.  
The nonlinear part is formulated as a time-domain black-box model with three 
terminals: base, collector and emitter.  The current at each terminal is described through 
conduction and displacement components.  The conduction component accounts for the 
device drift and diffusion currents, and is characterized by a nonlinear tabled-based 
current source.  The displacement current, which mainly accounts for dynamic changes 
in transistor spatial charges, is characterized through a nonlinear tabled-based charge 
function.  This charge function also accounts for diffusion capacitances, thus also 
characterizing dynamic changes in transiting charge carriers in forward operation. The 
conduction and displacement currents are modeled using bidimensional functions 
depending on the intrinsic variables, Ib and Vce.  A dense grid of data is required to 
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generate these table-based functions correctly, so the strong nonlinearities exhibited by 
the intrinsic device behavior could correctly be accounted for. 
 Unlike FETs, where DC and RF conduction currents are different due to low 
frequency dispersion effects (thermal and traps), in HBTs they can be assumed to be 
identical, provided junction temperature (Tj) is the same.  In FET table-based models it 
is necessary then to take into account two different components for the conduction 
current: one predominant at DC, and another under high frequency conditions.  A 
simple low frequency dispersion one-pole network can be used to include those two 
components in the model, using a delay parameter to control the transition frequency 
between the two current levels, as in [5].  
 
 In this work it is assumed that the main differences between external HBT DC 
and RF conduction currents come from the differences in junctions temperatures that 
occur when working in static (DC) and dynamic (RF) conditions.  This assumption is 
very important and quite consistent with the fact that, unlike FETs, measured HBTs 
large-signal RF currents and voltages can be much higher than those that can be safely 
measured under the static DC regime.  Modeling such behavior with a table-based 
approach, limited in its extrapolation capabilities, is a real challenge, and requires the 
consideration of device temperature effects. 
 
 As a consequence of all these considerations, in this work a model has been 
developed that while using only one nonlinear tabled-based function to describe the 
conduction current at each internal device port is still able to incorporate the Tj 
dependence 
The intrinsic model also incorporates two linear elements, Cbc and Rbb.  Initially 
they were not considered in the model, but soon frequency limitations in the resulting 
approach were apparent.  To overcome that problem, a more complex intrinsic model 
topology is required including the use of nonquasi-static charges or more R-C elements.  
In this work it was decided to add more R-C elements to improve the frequency 
response of the intrinsic model.  Cbc and Rbb will be extracted from intrinsic 
measurements after de-embedding the external parasitic network.  
  
4.1.1 Linear Extrinsic Network   
 The extrinsic linear network, shown in figure 4.1, models the semiconductor 
zones, connecting the internal device (intrinsic) to the transistor measurement pads, and 
the parasitic effects resulting from these device external connections.  For simplicity, 
this extrinsic network is considered bias and frequency independent, and it is generally 
composed of several cells of resistances, capacitances and inductances.  In the case of 
modeling on-die devices at moderate frequencies, a low number of parasitic cells are 
usually chosen, as shown in figure 4.1: the outer external cell composed by capacitances 
placed in parallel with the intrinsic model (pi-network) and the inner internal one 
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composed by inductances and resistances placed in series (T-network) with the intrinsic 
model.  The correct extraction of the parasitic network is very important in order to 
obtain a wideband model, and to properly extract a meaningful intrinsic model from the 
measurements.  The extraction procedure used in this thesis work will be described in a 
latter section.     
4.1.2 Intrinsic Nonlinear Model  
The intrinsic nonlinear model proposed, shown in figure 4.2, is composed of 
several circuit elements modeling the respective nonlinear current (I-V) or charge (Q-V) 
device characteristics at each internal port.  The goal in this work is to model those 
nonlinear instantaneous relationships at the HBT internal ports by means of nonlinear 
table-based functions.  In the output port, a nonlinear current function (Ic) and a 
nonlinear charge function (Qc) are used.  In the input port, since it is Vbe that is 
measured when doing Ib driven measurements, an implicit function is used to model the 
I-V relationship, f(Ib,Vbe)=0, instead of an explicit one.  This approach avoids the use of 
explicit analytical approximations (e.g., the diode equation, as in [6]) that decrease 
accuracy and imply a conventional parameter optimization procedure to fit the 
equations with temperature and voltage.  Nonlinear charge at the base terminal is 
modeled by the table-based nonlinear function Qb.  These nonlinear functions are of a 
quasi-static nature, since their only relationship with time comes from the dependency 
with time of the control variables.  In this work, spline interpolation will be used to 
interpolate during simulation time the data-tables describing the nonlinear functions.  
In this mo l, t e tota rrent at ea
           ܫ௜ ൌ ܫௗ௖ሺ ௕ܸ௘, ௖ܸ௘ሻ ൅ ܫ௜,ௗ௜௦௣ሺ ௕ܸ௘, ௖ܸ௘ሻ     i=b,c           (4.1) 
de h l cu ch HBT internal port is defined as   
 
 
 From  Kirchhoff´s current law, the sum of the three currents at the three device 
termina s ,b i   f o pr i  holds l  (e ,c) s 0,  thus the oll wing ex ess on
 ܫ௘ሺ ௕ܸ௘, ௖ܸ௘ሻ ൌ െሺܫ௕ሺ ௕ܸ௘, ௖ܸ௘ሻ ൅ ܫ௖ሺ ௕ܸ௘, ௖ܸ௘ሻሻ               (4.2) 
 
 
Figure 4.2 - HBT intrinsic model. 
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ܳ௜ሺ ௕ܸ௘, ௖ܸ௘ሻ     i=b, c                                                                         (4.3)   
      
 The procedure followed here to obtain these charge functions is based on 
existing works for FETs [5-6] and for HBTs [8]. If the charge functions are considered 
to be quasi-static, their instantaneous value  ܳ௜ሺݐሻ  can be calculated as ܳ௜ሺݐሻ ൌ
ܳ௜
௤ሺ ௕ܸ௘, ௖ܸ௘ሻ.  However, in order to model higher order frequency effects, first-order 
nonquasi-static charge functions could be used, as proposed by Daniels in [9-10].  In 
that case, the instantaneous charge is calculated as 
ܳ௜ሺݐሻ ൌ ܳ௜
௤ሺ ௕ܸ௘, ௖ܸ௘ሻ െ ߬௜ሺ ௕ܸ௘, ௖ܸ௘ )  .
ௗ
ௗ௧
ܳ௜ሺݐሻ  , where ܳ௜
௤  and ߬௜  are quasi-static 
functions, which only depend on the instantaneous voltages.  
In this thesis work a purely quasi-static charge formulation was used but in 
conjunction with the two additional intrinsic linear elements, since it was observed that 
this was sufficient to model the frequency response of the transistors considered.  If 
necessary to model other transistors, the above nonquasi-static formulation could be 
easily incorporated into the proposed model, by considering constant delays as in [5]. 
 If a linearization of these nonlinear charge functions is made with respect to the 
control voltages, the corresponding displacements current under small-signal conditions 




݅ ൌ ݒ௕௘ ൅
డொ೔
డ௏೎೐
ݒ௖௘                                     (4.4)    
where ݒ௕௘ and ݒ௖௘ are the small-signal control voltages. 
 The small-signal displacement currents can be related with the imaginary parts 
of the intrinsic small-signal Y-parameters (after de-embedding the two intrinsic linear 
elements) of the HBT in the common-emitter configuration.  The intrinsic Y-parameters 
can be obtained, by using the adequate functions, from the measured small-signal s-
parameters after de-embedding the parasitic network.  Expression (4.5) relates the 
small-signal capacitances with the measured intrinsic Y-parameters.   




 i ൌ b, c  and ௞ܸ ൌ ௖ܸ௘, ௕ܸ௘   ܸ
 Thus, ܳ௜  can be obtained, through a theoretically path-independent integration 
procedure, as a function of the control voltages, from equations (4.6) and (4.7).  This 
- pe de n ition relates to the quasi-static nature of these charge functions. path inde n nt co d
׏ሬԦܳ௜ ൌ ܿ௜௕௘ݒො௕௘ ൅ ܿ௜௖௘ݒො௖௘                                                                                              (4.6) 
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ܳ௜ ൌ ׬׏ሬԦܳ௜. dVሬԦ                                                                                                             (4.7) 
 
 Since the nonlinear model is intrinsic, the nonlinear charge and current functions 
must also be intrinsic, but all the measurements performed were at the external extrinsic 
reference plane.  The extrinsic Y-parameters and control voltages must first be 
converted to intrinsic ones by using de-embedding procedures.  Two types of de-
embedding processes must be performed: an RF de-embedding process for the 
conversion of the Y-parameters to intrinsic ones -at each bias point- and a DC de-
embedding one for the voltage values.  This is necessary to obtain both DC and RF 
intrinsic reference planes at the same device position for model extraction/generation. 
 The DC voltage de-embedding procedure was performed by using the nonlinear 
equations (4.8) and (4.9), and taking into account that the DC measurements to be used 
were made versus Ib and Vce. 
௘ ௕
௫௧
௕ ௘ - ଵଵ ௕ ଶ ௖ ௕ ௘                                (4.8)                              ௕ܸ ሺܫ , ௖ܸ௘ሻ ൌ ௕ܸ௘௘ ሺܫ , ௖ܸ ሻ ܴ ܫ െ ܴଵ ܫ ሺܫ , ௖ܸ ሻ
௖ܸ௘ሺܫ௕, ௖ܸ௘ሻ ൌ ௖ܸ௘௘௫௧ሺܫ௕, ௖ܸ௘ሻ-ܴଶଵܫ௕ െ ܴଶଶܫ௖ሺܫ௕, ௖ܸ௘ሻ                          (4.9)                              
 
 The ܴ௜௝ resistances are made up of the total contribution of the HBT parasitic 
resistances and the measurement system resistances in the DC path (ܴ௣௢௥௧௦ , not 
accounted for in the system calibration). 
 Developing equations (4.7), to obtain equations (4.10) and (4.11) for both input 
and output ports, it is possible to generate the corresponding charge functions.  From 
onsidered as intrinsic ones. now on, all the functions and voltages are c
ܳ ൌ ܿ௕್೐. ܸ݀ ௘ ൅
௏್೐
೐
ᇲ ܿ௕೎೐. ܸ݀௘ ൅ ܥ
௏೎೐
೐
ᇲ                                                                 (4.10)                         ௕ ׬ ௕௏್ ׬ ௖௏೎
ܳ௖ ൌ ׬ ܿ௖್೐. ݀ ௕ܸ௘ ൅
௏್೐
௏್ ೐
ᇲ ׬ ܿ௖೎೐. ݀ ௖ܸ௘ ൅ ܥ
௏೎೐
௏೎೐
ᇲ Ԣ                                                               (4.11)    
                                                
 The intrinsic Y-parameters and the intrinsic capacitances are related by the 
݉ܽ݃ሺܻ ሻ ൌ ݓܿ ) be written as   expression ܫ ௜,௞ ௜௞, then equations (4.10) and (4.11  can 
ܳ ሺܸ,ݓሻ ൌ ׬
ூ௠௔௚ሺ௒భభሺ௏,௪ሻሻ
௕ ௪






. ܸ݀௘ ൅ ܥ
௏೎೐
೐










. ݀ ௖ܸ௘ ൅ ܥ
௏೎೐
௏೎೐
ᇲ Ԣ                     (4.13) 
       
 As can be seen, the nonlinear charge functions could be considered as frequency 
dependent, since they depend on the frequency used for the s-parameter measurements.  
If the measurement frequency is high enough, so that intrinsic capacitances are properly 
extracted, and the model topology is complex enough, then there is a wide enough 
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frequency band for these charge function extraction in which they can be considered 
almost frequency independent, and thus they can be extracted at a single frequency                                      
 
4.1.3 Thermal Modeling 
 Previously, it was highlighted the necessity of taking into account both device 
self-heating and external ambient temperature in order to obtain an accurate nonlinear 
HBT model.  As a consequence, it was necessary firstly to study the dependence with 
ambient temperature (Ta) of Ic and Vbe nonlinear functions.  To characterize their 
thermal behavior, DC measurements were performed for the same DC control variables 
and different Ta.  From these measurements, analytical expressions, with the minimum 
number of nonlinear parameters, have been encountered which relate the nonlinear Ic 
and Vbe tables with Ta.  A linear dependence has been considered for these relationships, 
i  e r t s 4) and (4.15). n th  fo m of equa ion  (4.1
ሺ , , . ൅ ܫ௖ ܫ௕ ௖ܸ௘ ௔ܶሻ ൌ ݐ௖ଵ ௔ܶ ܫ௖଴                                                                                     (4.14) 
௕ܸ௘ሺܫ௕ ௖௘ ௔ ݐ௖ଶ. ൅ ௕ܸ௘଴                                                                                 (4.15) , ܸ , ܶ ሻ ൌ ௔ܶ
where ݐ௖ଵ, ݐ௖ଶ, ܫ௖଴ and ௕ܸ௘଴ are nonlinear table-based thermal coefficients versus ܫ௕ and 
௖ܸ௘.  The coefficients ܫ௖଴ and ௕ܸ௘଴ could be considered as the corresponding functions at 
0 K.  These equations follow closely those proposed in [11], but simplifying the ܫ௖ 
function by considering in this work a linear dependence instead a Gaussian-like 
function.  Compared to the linear function used the Gaussian-like function only 
improved the temperature modeling at the cut-off region for low Ta.  It was found that, 
under RF large-signal operation, the linear approximation provides more accurate 
results, at least in the case of the devices studied in this work. 
 
 By simply incorporating these two equations into the nonlinear model, the 
thermal behavior under dynamic conditions will not be properly modeled, only the static 
one.  To predict the dynamic thermal behavior, it is mandatory to account for the 
transistor self-heating (internal temperature rise), due to the dissipated power Pdiss in the 
device, and its influence in the device performance [12-13].  Thus, it is necessary to 
relate the model nonlinear intrinsic current functions to the internal junction 
temperature, Tj, (resulting from both self-heating and ambient temperature effects) 
rather than to Ta. 
 
 In this work this referencing to internal temperature is achieved, during 
simulation, by the addition of a conventional equivalent thermal network to compute an 
equivalent Ta (i.e. Tmap in (4.19)), rather than Tj, for use in equations (4.14) and (4.15).  
This network, shown in figure 4.1, is composed of a thermal resistance, Rth, and a 
thermal capacitance, Cth.  The Tj value is obtained, through equation (4.16) from the 
ambient temperature and the temperature rise due to the internal power dissipation 
(∆ ௝ܶ).  ∆ ௝ܶ will be different depending if the device is working under static (equation 
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(4.17)) or dynamic conditions (equation (4.18)) [14].  Under static conditions, those 
corresponding to the measurements conditions for model extraction, ∆ ௝ܶ  could be 
calculated from the DC dissipated power at the selected bias point and the extracted Rth.  
Under dynamic conditions, ∆ ௝ܶ depends on the instantaneous dissipated power, due to 
both the DC bias point and the RF power level, and the time constant of the thermal 
network.  By combining equations (4.16), (4.17) and (4.18) it is possible to obtain the 
temperature Tmap (4.19) which will be used to drive the nonlinear table-based functions 
Ic and Vbe,  As seen in equation (4.19), Tmap is function of Ta and the difference between 
Tj under dynamic and static conditions.  When the device is working under static 
conditions Tmap is equal to Ta, but under dynamic conditions it also depends on the 
difference between the internal temperature existing under dynamic and static 
conditions.  The parameters Rth and Cth are considered as linear parameters and they can 
be obtained with several methods [12,15-18]. This thesis follows the work proposed by 
Marsh [16] in which Rth is obtained from DC measurements at different Ta. The Cth 
value is considered in the range of 1 ߤݏ ܴ௧௛ൗ  as in [12] or [19]. 
 
                                                                                                             (4.16) ௝ܶ ൌ ௔ܶ ൅ ∆ ௝ܶ
௝ ൌ Pୢ ୧
୫ୣୟୱ
௛ ௖
௠௘௔௦. ܫ௠௘௔௦ ൅ ௕ܸ௘
௠௘௔௦. ܫ௕
௠௘௔௦ሻܴ௧௛                                  (4.17)  ∆ܶ ሺDCሻ ୱୱ . ܴ௧ ൌ ሺܸ௘ ௖
∆ ௝ܶ ሺݐሻ ൌ ܲ ሺݐሻ. ܴ െ ܴ ܥ
డ∆்ೕሺ௧ሻ
௧ௗ௜௦௦ ௧௛ ௧௛ ௧௛ డ
                    (4.18) 
 
௠ܶ௔௣ሺݐሻ ൌ ௔ܶ െ ∆ ௝ܶሺܦܥሻ ൅ ∆ ௝ܶሺݐሻ              (4.19) 
 
 Once Tmap is obtained, the expressions that relate Vbe and Ic with the temperature 
(4.14) and (4.15) must be recalculated taking into account Tmap instead of Ta, as can be 
e  h ex ti   s en in t e n t equa ons
  
ሺܫ ௣ሻ ܶ ௣ ൅                                                                            (4.20) ܫ௖ ௕, ௖ܸ௘, ௠ܶ௔ ൌ ݐ௖ଵ. ௠௔ ܫ௖଴  
௕ܸ௘ሺܫ௕, ௖ܸ௘, ௠ܶ௔௣ሻ ൌ ݐ௖ଶ. ௠ܶ௔௣ ൅ ௕ܸ௘଴                                                                        (4.21) 
 
 Besides the previous nonlinear functions, the intrinsic linear elements Rbb and 
Cbc have also been considered linearly dependent on the temperature.  In other works 
[20], other parasitic resistances have been considered dependent with Ta, but in this one 
this dependence has not been taking into account. In addition, in this work the charge 
functions are not explicitly depend on Ta.  However, they depend indirectly, since their 
values are read from the table-based file as a function of the instantaneous intrinsic 
control variables, which do depend on Tj. 
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4.2 HBT Model Extraction 
In this section all the steps followed to extract the HBT model proposed are 
described.  The model validation will be presented in the next chapter for an 
InGaP/GaAs Celeritek on-die device, with an emitter size of 2x3μmx25μm and a SiGe 
NEC packaged device. 
4.2.1 HBT Model Extraction from LSNA Measurements 
 The first step to extract any model is to obtain the necessary measurements to 
extract all the parameters and functions required.  To extract the HBT table-based model 
proposed in this work, DC measurements and small-signal bias-dependent s-parameters 
measurements are needed.  Extra measurements will be also performed to validate the 
model under different operating conditions. 
 DC Ic and Vbe measurements were performed, as a function of the tables control 
variables (Ib and Vce) and at different Ta, to extract Ic and Vbe functions and the 
corresponding thermal nonlinear coefficients and parameters.  A dense grid of bias 
points must be chosen so that  all relevant nonlinearities in the functions are measured 
and to obtain a proper behavior of the spline routines during simulation.  The DC 
measurements were performed without previous DC calibration procedures.  As a 
consequence, it was also necessary to measure the system Rports (DC resistances 
associated with measurement system bias tees and cables) to account for the DC voltage 
drop in the measurement system hardware.  
 The bias-dependent small-signal s-parameters measurements were taken at one 
ambient temperature, for the same bias point grid used for the DC measurements, and at 
several frequencies.  Moreover, some measurements under different bias point 
conditions were measured to extract the parasitic elements or to validate the model 
under small-signal conditions at different frequencies and temperatures.  To correctly 
validate the model, these measurements were performed covering the full bandwidth of 
the LSNA (if possible up to the HBT transition frequency).  
To validate the model under large-signal conditions, LSNA measurements were 
performed at different bias points, fundamental frequencies and ambient temperatures 
both mono-tone and multi-tone excitations. 
 All measurements -DC, s-parameters and single-tone large-signal 
measurements- were performed using the same system hardware configuration, as 
shown in figure 4.3.  However, when performing these different measurements, 
different LSNA calibration procedures and also different LSNA software setups were 
used, since this instrument can work in VNA (small-signal) or LSNA (large-signal) 
modes.  The connection of the LSNA to the DUT will be different depending if the 
device is on-die or packaged.  
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Figure 4.3 – LSNA-based measurement system configuration used to perform the device measurements. 
For on-wafer HBTs, a LSNA LRRM (Line-Reflect-Reflect-Match) calibration 
was performed.  To perform small-signal measurements, the LSNA has to be configured 
in “VNA mode”, and calibrated in the desired frequency range, frequency steps and 
appropriate precision.  The calibration standards necessary in this case are: a Line (or 
Thru), two reflects (Short and Open) and the match (50 Ω Load).  To perform large-
signal measurements, the LSNA has to be configured in “LSNA mode” and calibrated 
accordingly to the fundamental frequency and the desired number of harmonics.  In this 
case, besides the usual calibration steps performed for the small-signal calibration, two 
additional steps are necessary: a power calibration and a phase calibration.  Both are 
performed by placing the Thru between the system ports (in this case, system probe 
tips) and connecting to a LSNA reference port, first a Power Sensor (for the power cal) 
and later, a Harmonic Phase Reference (HPR) pulse generator (for the phase cal). 
To perform two-tone large-signal measurements with the LSNA, another RF 
signal generator and a power combiner are required to simultaneously apply both tones 
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to the DUT.  Instead of the previous configuration, a vector signal generator able to 
generate complex signals (two tones, in this case) could also be used. 
 To perform measurements at different ambient temperatures, the transistors were 
externally heated at the correspondent ambient temperature.  The heating method will 
be different depending on the type of device, on-wafer or packaged.  For on-wafer 
devices, a thermally controlled Cascade probe station was used with a Temptronic 
Thermochuck.  The range of ambient temperatures used for the on-wafer transistors was 
between 10 ºC and 110 ºC.  The device must be at least 30 minutes over the heated 
chuck until its temperature can be considered stable.  
 
4.2.2 HBT Parasitic Network Extraction  
 Parasitic network extraction is a very important step in the overall model 
extraction procedure since the parasitics values will strongly affect the rest of the 
extraction procedure, especially at high frequencies.  Usually, to perform the parasitic 
elements extraction, DC and small-signal s-parameter measurements at different bias 
conditions are performed.  In this work, conventional extraction methods have been 
used to obtain the parasitic elements values.  
 In figure 4.4 it is shown the parasitic network used in this work for the on-die 
HBTs.  
 
Figure 4.4 - Parasitic network used in this work for the on-wafer HBTs. 
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 The extraction method followed in this work was first proposed by Tasker and 
Fdez. Barciela. [21]. In this method, the parasitics elements are extracted from small-
signal measurements, and validated taking into account the small-signal intrinsic 
equivalent circuit of the device.  
 Initially, the parasitic values are obtained from s-parameter HBT measurements 
under reverse and highly forward bias condition as in the work proposed by Gobert et al 
[22].  The parasitic capacitances were extracted from small-signal measurements under 
reverse bias conditions, and at relatively low frequencies.  The parasitic inductances and 
resistances were extracted from small-signal measurements under highly forward bias 
conditions and at relatively high frequencies.   
 Once all the values of the parasitic elements are obtained they can be validated 
and optimized to improve the fitting between measurements and simulations for all the 
bias conditions.  If the values of these elements are accurate enough, they will be 
frequency independent in the desired bandwidth.  Actually, they will not be thus in all 
the frequency range but at least in the range in which they are dominant. 
 To validate and optimize the extracted parasitics, the approach in [21] is 
followed and an intrinsic π−β HBT topology and T-type feedback topology (as shown 
in figure 4.5) is utilized.  First βο is extracted from the measured DC relation Ic/Ib.  Then 
measured small-signal s-parameters, de-embedded by using conventional matrix 
transformations (S to Y, Y to Z, etc), are used to obtain the intrinsic Z-parameters.  
Taking into account these intrinsic Z-parameters and βο, the rest of the intrinsic 
parameters could be extracted at a single frequency.  The frequency variation of the 
intrinsic elements is now studied to validate the model topology and parasitics values 
extracted.  For this purpose, these intrinsic values are extracted at the appropriate 
bandwidth and their median value in that range is then computed.  Then with the 
obtained parasitics and intrinsic elements added (through an embedding procedure), the 
external s-parameters are re-generated and compared their values with those measured.  
If the results were not satisfactory, then it is necessary to perform an optimization 
procedure with ADS.  
 
Figure 4.5 – π−β HBT topology and T-type feedback topology. 
 In addition to this parasitic network, in order to achieve an accurate behavior in 
small-signal and large-signal conditions, a linear resistance Rbb and capacitance Cbc 
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must be introduced in the intrinsic model, as shown in figure 4.1.  In the ADS 
implementation, figure 4.6, the resistance is placed in series between the intrinsic base 
(bi) and the nonlinear SDD model while the capacitance is introduced in parallel 
between the intrinsic base and collector terminals, bi and ci.  These two elements, as 
well as the intrinsic currents are considered to be temperature dependent. 
 
Figure 4.6 – Schematic showing the connection between the intrinsic and extrinsic parts of the HBT 
model. 
 The following figures show the validation of the extracted parasitic elements, for 
three bias points: under reverse conditions, high current conditions and a typical active 
bias point.  
 
Figure 4.7 – Measured and simulated s-parameters at Ta=30 ºC. Bias point: Ib=0μ A and Vce=0 V. Device: 
on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 Figure 4.7 shows the good agreement obtained between measurements and 
simulations of an on-die HBT for a reverse bias point, in the frequency range from 0.6 
GHz to 50 GHz, thus demonstrating the accuracy of the obtained parasitic capacitances 
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values.  In figure 4.8 the same comparison for a high current bias point can be seen.  
Finally, figure 4.9 validates the small-signal model for a typical active bias point.  From 
these plots it can be concluded that the parasitic network is accurately extracted using 
the developed procedure. 
 
 
Figure 4.8 – Measured and simulated s-parameters at Ta=30 ºC. Bias point: Ib=700μ A and Vce=2 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 
Figure 4.9 – Measured and simulated s-parameters at Ta=30 ºC. Bias point: Ib=400μ A and Vce=2.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
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4.2.3 Model Intrinsic Nonlinear Functions Extraction  
 In this section it is described the extraction procedure followed to extract the 
model intrinsic current-voltage and charge functions 
 The current-voltage functions to extract are Vbe, and Ic.  Vce and Ib are the 
function controlling variables.  Vbe and Ic were extracted from DC measurements as a 
function of Vce and Ib after a smoothing process to remove some outliers, erroneous 
measurements data and improve splines convergence. 
 A dense non-uniform bias grid has been chosen to perform the measurements.  
For Vce variable, two different ranges have been considered (0 V to 0.9 V, step 0.1 V) 
and (1 V to 7 V, step 0.5 V).  For Ib variable, three different ranges have been used (0 
μA to 0.8 μA, step 0.2 μA), (1 μA to 19 μA, step 2 μA) and (21 μA to 721 μA step 100 
μA).  In figure 4.10 the Vbe and Ic functions obtained are shown. 
 
Figure 4.10 – Vbe and Ic extracted model nonlinear functions plot versus Vce and Ib. 
 
 
Figure 4.11 – Qb and Qc extracted nonlinear functions plot versus Vce and Ib. 
 
 In order to extract the charge functions it is necessary to measure the small-
signal s-parameters versus bias and frequency.  The charge functions are extracted at 
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only one frequency, but a priori this frequency is not well-known.  Depending on the 
device, the best frequency to extract the model will be different, and for the same 
device, however, close frequencies will generate similar functions.  In this work the 
frequency used to extract the HBT charge functions was 5 GHz, this value corresponds 
to a low-moderate frequency level with respect to the device transition frequency, 
hence, at this frequency value capacitive reactances are significant and the capacitance 
values can be extracted with enough accuracy.  In figure 4.11 the charge functions Qb 
and Qc obtained are shown. 
 As commented in a previous section, charge functions are generated after path-
integration of the intrinsic Y-parameters with respect to the intrinsic voltages.  As a 
consequence, a de-embedding procedure, using the previous determined parasitics 
components, must be performed on the measured s-parameters, thus StoY and YtoZ 
transformations are done to achieve the final intrinsic Yij parameters, following the 
work proposed by Dambrine et al. [23].  Afterwards, a smoothing procedure is 
performed over the measured intrinsic Yij to avoid future spline functions oscillation.  
To obtain the intrinsic voltages, a DC de-embedding procedure is performed, as 
explained in section 4.1.2.  Once internal Y-parameters and control variables are at the 
same intrinsic reference plane, the nonlinear charge functions can be solved. 
 The process to extract both Qb and Qc is the same.  For both, it is necessary to 
choose the most convenient path of integration.  For the model extracted in this work, 
charge functions are obtained by path integration first through an Ib constant-Vce 
varying path (Y22 and Y12 vs Vce for Qc and Qb, respectively), but choosing an Ib low 
current in cut-off region.  Afterwards, a path- integration procedure is performed 
following Vce constant paths, and integrating with Vbe, (Y21 and Y11 vs Vbe for Qc and 
Qb, respectively) and repeating this procedure for different Vce values.  From the results, 
a corresponding matrix mxn was obtained.  This matrix is divided by ω (2πf) to obtain 
both charge functions (as described in equations).  Similar results should be obtained if 
a different path for integration was chosen, provided the path-independent condition 
holds.  Finally, table-based charge functions depending on the bias controlling 
parameters are obtained.  
 In order to carry out this integration procedure, three Matlab functions have been 
used.  First, it is necessary to generate at a single frequency the cubic B-spline functions 
of the measured data (Y-parameters) vs bias, which is accomplish with the function 
spaps.  The B-spline functions are then integrated with the function fnint, and finally are 
re-evaluated at different controlling intrinsic voltages by means of the function spval.  
 Generated nonlinear model functions must have partial derivatives that are 
continuous with respect to all controlling voltages, since most nonlinear simulators 
which use Harmonic Balance (as the ADS) require for convergence purposes that all 
model nonlinear relations fulfill this feature.  The use of cubic B-splines in the proposed 
model guarantees this requirement up to the second derivative. 
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4.2.4 Model Thermal Parameters Extraction 
 The behavior of HBT devices depends on the device internal temperature, both 
caused by external ambient temperature and self-heating, due to the power dissipated in 
the device.  In this work, a first-order modeling of self-heating and environment 
ambient temperature effects is used. 
 To account for thermal effects depending on the ambient temperature, two 
functions are used in the proposed model, as described in a previous section.  These 
functions show linear dependences of Vbe and Ic with Ta through equations (4.14) and 
(4.15), and with tc1, tc2, Vbe0 and Ic0 as nonlinear table-based thermal coefficients vs. Ib 
and Vce. 
 In this work the parameters tc1, tc2, Vbe0 and Ic0 were extracted at each chosen 
bias point (the same used to extract the current and charge functions vs. bias) by linearly 
fitting the measured DC Vbe and Ic data at three different ambient temperatures.  In the 
case of the on-die HBTs, the three Ta used in the extraction were 30 ºC, 60 ºC and 100 
ºC.  Due to the linear dependence in the functions, with only two different measured 
temperatures the coefficients could be extracted, but by using three temperatures the 
errors in the extraction are decreased.  A previous approach [11] used a Gaussian-like 
dependence to model Ic, temperature dependence.  But in this work, it has been 
demonstrated that the choice of a linear dependence for Ic (equation (4.14)) improves 
the behavior especially at high Ta.  This fact can be seen in figure 4.12.  Moreover, 
higher accuracy under RF large-signal operation was found in this work by using this 
equation.  Figure 4.13 shows the good agreement for the linear Vbe dependence with Ta.  
These graphics show measurements for the on-die HBTs from 10 to 110 ºC but, as 
commented, only three were used in the extraction. 
 
Figure 4.12 - Measured and modeled: DC collector current vs. Ta for an on-die 2x3μmx25μm 
InGaP/GaAs HBT. Bias point 1: Ib=0.52 mA, Vce=3.5 V. Bias point 2: Ib=0.62 mA, Vce=0.8 V 
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Figure 4.13 - Measured and modeled DC base-emitter voltage vs Ta for an on-die 2x3μmx25μm 
InGaP/GaAs HBT. Bias point 1: Ib =0.42 mA, Vce=3.5 V. Bias point 2: Ib=0.62 mA, Vce=0.4 V 
 
 
4.3 Extension of the Nonlinear Table-Based Proposed 
Model to Account for LF Noise Effects 
 In this section an extension of the previously presented nonlinear table-based 
model is proposed that allows for the inclusion of LF noise effects.  Since the available 
LF measurement setup configuration used in this work to measure the LF noise was 
only valid for packaged devices, this extended model has been only extracted and 
validated for packaged HBTs.  
 The core of the model formulation and its extraction is identical to that 
previously described for on-wafer devices.  The main differences between the initial 
model approach and the extended version are stated below. 
• The parasitic network is more complex for the packaged devices because, in 
addition to the parasitic components of the device, it is necessary to include the 
package parasitic elements.  
• Noise sources have been added to the extrinsic and intrinsic networks. 
 As a consequence, the extended HBT model topology is more complex than the 
previous approach, and it is shown in figure 4.14.  The extrinsic network shows a higher 
number of parasitic cells, to account for the transistor packaging influence.  Thus, two 
inductance series cells and one parallel capacitance cell are added to the previous 
parasitic network.  Also, several noise sources are inserted in the extrinsic and intrinsic 
networks to model the LF and thermal noise.  A thermal noise source is placed in series 
with each resistance.  Three noise sources are placed in parallel with the base current 
source, and two ones in parallel with the collector current source. 
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Figure 4.14 – Circuit topology of the proposed extended nonlinear HBT model, including LF and thermal 
noise modeling and extra parasitic cells for the package device. 
 
 Both previous nonlinear current and charge intrinsic model formulation and 
temperature modeling formulation are still valid.  Thus, in this section only the 
additional formulation of the LF noise modeling is described.  
 
4.3.1 LF Noise Modeling 
 In order to predict the LF noise behavior of microwave circuits such as 
oscillators, mixers or amplifiers, LF noise modeling must be incorporated in the active 
device models.  As commented in chapter 3, there are several types of noise which can 
contribute to the overall LF noise exhibited by HBTs; shot, thermal, flicker and G-R 
noise.  In this work the main LF noise contributors considered are modeled through 
equations (4.22)-(4.25) that were described in previous chapter. 
 
Thermal noise (4.22) is assumed to be bias independent, and only depends on the 
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For the remaining noise contributors, the latest LF noise approaches [24-28] 
were followed, in which noise is considered not only dependent on the static bias point 
but on the RF stimuli as well.  As a consequence, in this work cyclostationary noise 
sources were included in the model.  In these sources, the noise changes with time in a 
periodic manner, and thus are able to model the dynamic noise behavior under large-
signal excitations.  As a consequence, the dependence of the noise sources with the 
instantaneous conductive current [28] was considered instead of the static one.  Thus 
these sources are able to predict noise variations with the RF power for the same bias 
point. 
 
 In this proposed model, the same number of noise contributors has been chosen 
as Sischka [29] but using cyclostationary noise contributors instead of just stationary 
ones.  Thus, two noise sources have been contemplated at the collector terminal, one for 
the shot noise contribution and the other one for the G-R noise contribution.  At the base 
terminal three noise contributors have been introduced, for shot, G-R and flicker noise 
contributions.  All these noise sources are considered dependent on the intrinsic current 
at its respective port, but they are independent of the collector voltage.  The extraction 
and implementation of the noise model will be explained in next sections. 
 
4.4 Extended HBT Nonlinear Model Extraction  
This section will now focus on those aspects in the model extraction that are at 
variance with the previous proposed approach.  These aspects imply some extra 
measurements, a more complex parasitic network extraction procedure and the noise 
model extraction.  The table-based nonlinear functions and the nonlinear thermal 
parameters are extracted in the same manner as in the previous approach.  This model 
will be validated in next chapter by using a commercial NEC SiGe packaged HBT, 
specifically a NESG2030M04 HBT. 
 
4.4.1 Extraction and Preliminary Validation of the Extended 
Model 
 Most of the necessary measurements to extract the extended model proposed are 
the same as the previous approach: DC and bias-dependent s-parameters measurements, 
both in a dense bias grid, although there are a few aspects to consider in the procedure 
to perform these measurements.  Besides those, LF noise measurements are crucial to 
extract and validate the LF noise modeling.  
 
The main additional aspects to consider in the basic model extraction are due to 
the fact that now we are dealing with packaged transistors: 
• The on-die HBTs are connected to the measurement system by using the 
coplanar probes of a probe station, while the packaged devices are attached to 
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test-fixtures and flexible high precision coaxial cables.  In this work, the test-
fixtures and its correspondent calibration standards were specifically designed 
and fabricated by the author for these packaged HBTs, and their design is 
explained in Appendix (A).  Their useful bandwidth is up to near 20 GHz. 
• The calibration procedure required to measure both types of HBTs is different. 
For on-wafer devices a LRRM calibration is performed, while for the packaged 
devices a TRL calibration is used.  
• The method used to heat the device is different in each case, being more difficult 
for the packaged device.  Therefore, the on-die HBT model behavior with Ta 
was validated for DC, small and large-signal conditions, while the packaged 
HBT model dependency with Ta was just validated under DC conditions. 
 With respect to the TRL (Thru-Reflect-Line) calibration, this calibration sets the 
calibration planes at the DUT pins, removing not only the measurement system effects 
(including the flexible cables connected to the DUT) but the text-fixture effects.  Two 
different lines are used to cover all the desired frequency range (20 GHz).  As in the on-
wafer case, depending on whether small-signal or large-signal measurements are going 
to be performed, the LSNA must be configured in VNA or LSNA mode, respectively.  
For small-signal measurements, just the TRL calibration standards are required for the 
VNA calibration, while for large-signal measurements, besides the VNA cal, the power 
and phase calibration must also be performed. 
 With respect to the DC and RF measurements as a function of Ta, in packaged 
devices, it is more difficult to assure that the temperature in the device is the measured 
value.  In this work, a low-cost heating system has been built by introducing the test-
fixture with the DUT (and the sensor of a thermometer) in a plastic box with a 
customized heater.  This heater is composed of two metal sheets and, between them; 
four highly dissipating power resistances are placed in parallel.  Each resistance can 
dissipate up to 10 W, thus the heater could dissipate in total 40 W.  To control the 
dissipated power, and thus the temperature, a DC source is used.  Depending on the 
voltage and current through the resistors, thus the power dissipated, they locally 
generate a certain heat.  The plastic box was sealed to avoid heat losses and to get a 
stable temperature. Before performing any DC measurements at a given temperature, 
the transistor was heated at the same nominal temperature for four hours.  DC 
measurements at three temperatures were measured: 24, 44 and 64 ºC.  For 24ºC, it was 
not necessary to apply heat, since the air-conditioning of the lab was set at that 
temperature.  For 44 ºC and 64 ºC, the temperature was stabilized with a power of 4.1 
W and 12.5 W, respectively.  This procedure cannot be used in our case for both small 
and large-signal measurements since the customized plastic chamber does not allow us 
to perform RF LSNA calibrations (insert the required cal standards) necessary to get 
reliable RF measurements at different ambient temperatures.   
 Finally, in order to extract the LF noise model for the packaged HBT, several 
measurements are necessary to obtain the noise spectral density current at low 
frequencies (from 1 Hz to a few KHz) and at different bias points.  The LF noise 
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measurements are performed by using a conventional LF noise measurement system [8, 
29-30] shown in figure 4.15.  This system consists of an HP4142 DC-source, a Stanford 
Research SR570 low noise current amplifier and an Agilent 35670a dynamic signal 
analyzer to take the noise current measurements at low frequencies.  The output of the 
HP4142 is used to bias the base of the HBT.  The SR570 is used for two tasks.  First it 
is used to amplify with a low noise figure the output signal of the HBT.  Also it is used 
to bias the collector of the device and provide an input offset-current adjustment to 
suppress any unwanted DC background currents.  The output of the SR570 is connected 
to the Agilent 35670a which converts the 1/f noise time signals into a frequency 
spectrum. 
 
Figure 4.15 – System configuration used to perform LF noise measurements. 
 
4.4.2 HBT Parasitic Extraction for the Extended Model  
 The procedures used to perform the parasitic extraction are in this case similar 
but a little more complex compared to those used for the original model, due to the 
higher number of parasitic cells required to properly model packaged devices.  Thus, 
more matrix transformations for the parasitics de-embedding must be performed to 
convert the extrinsic s-measurements into intrinsic ones.  In figure 4.16 it can be seen 
the parasitic network of the packaged HBTs used in this work, is much more complex 
than in the case of the on-die devices (figure 4.4). 
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Figure 4.16 - Parasitic network used in this work for the package HBTs 
 
 Once extracted the parasitic elements are validated through the extraction of the 
complete small-signal HBT equivalent circuit, and comparing the results obtained with 
measurements.  The results are shown in figures 4.17, 4.18 and 4.19 under different bias 
conditions.  The frequency range is lower than in the case of the on-wafer HBTs, since 
above 12 GHz the packaged device measurements presents a complex behavior, due 
probably to the package resonances. 
 
Figure 4.17 – Measured and simulated s-parameters at Ta=24 ºC. Bias point: Ib=0 μA Vce= 0 V. Device: 
packaged SiGe NESG2030m04 HBT. 
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Figure 4.18 – Measured and simulated s-parameters at Ta=24 ºC. Bias point: Ib=140 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
Figure 4.19 – Measured and simulated s-parameters at Ta=24 ºC. Bias point: Ib=90 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
4.4.3 Noise Parameters Extraction 
 As described in a previous section, thermal, shot, flicker and G-R noise sources 
will be used in this model to predict the transistor LF noise.  Some of these noise 
contributors will only be effective at low frequencies (at device level), such as flicker 
and G-R noise, while the other two types of noise are broadband.
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 For thermal and shot noise sources, which are defined by equations (4.22) and 
(4.23) respectively, no extraction procedure is required.  As commented previously, 
there is a thermal noise source for each resistance and one shot noise source at each 
device port.  Thermal noise sources are defined by some mathematical constants and the 
corresponding resistance value.  On the other hand, both shot noise sources depends on 
the electron charge value and the instantaneous conductive current at their respective 
ports. 
 In order to perform the parameter extraction procedure for the flicker and G-R 
noises it is required to measure the noise spectral density current at a minimum of two 
bias points (with the same Vce but different Ib).  First, according to equation (4.24), the 
parameters for the flicker noise Af and Kf were extracted from measurements following 
[29-30].  Although these parameters can be extracted from only two LF noise 
measurements, at least one more measurement is required for validation purposes or to 
decrease the measurement uncertainty.  In these measurements, the noise decreases with 
frequency up to fc (corner frequency).  Below fc, flicker and G-R noise are the dominant 
contributors, while above fc shot and thermal noise start to dominant.  As commented 
previously, noise measurements are taken at the collector terminal, but flicker noise is 
generated in the base-emitter junction, thus, it is necessary to transform the noise 
measured at the collector to noise at the base terminal, by taking into account several 
parameters, as β=Ic/Ib and some resistances.  The relation between noise current spectral 




                                                                                      (4.26) 
where ݃௠ is the HBT transconductance, ݎగ is the small-signal input resistance, ܴ஻ is the 
base resistance of the HBT, and ܴସ  is the output resistance of a 1 Hz low pass filter 
(placed at e ut o th  source) if it is used.  th  outp f e DC






                      (4.27) 
 For this thesis work the low pass filter has not been used and the noise current 
spectral density at the base has been calculated following equation (4.26) 
 Once ூܵ௕  is obtained for two different Ib, the Af and Kf parameters can be 
extracted. To remove the dependence with the frequency, equation (4.24) must be 
y e uency, obtaining equation (4.28). multiplied b  the fr q
௜ܵ,௙௟௜௖௞௘௥ሺ݂ሻ ൌ ܭ௙݅௕
஺೑           (4.28) 
 Figures 4.20 and 4.21 show two plots: the first one displaying the noise spectral 
density at the base and its correspondent slope of 1/f, and the other one, displaying the 
result obtained when the previous data is multiplied by the frequency.  The flicker noise 
is dominant in the region where the measurements multiplied by the frequency are flat.  
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To calculate the flicker parameters, an average of all the values which compose the flat 
trace for the two bias points is made.  As commented in [31], in Si-Ge HBTs the G-R 
noise could be more relevant than flicker noise at very low frequencies.  For the 
packaged devices considered in this work, flicker noise is not dominant at few Hz, as 
seen in the figures.  Thus, the values to compute the median value from which to extract 
the flicker noise parameters are between 50 Hz and 1 KHz.  Finally, the flicker 
parameters can be obtained by solving a two equations/two parameters system, by 
ethod,  i e uation (4.29)). applying a linear regression m (as shown n q
݈݋ ଵ݃଴ ሺ ௜ܵ,௙௟௜௖௞௘௥ሺ1/݂ሻሻ ൌ logଵ଴ ሺܭ௙ሻ ൅ ܣ௙݈݋ ଵ݃଴ሺ݅௕ሻ         (4.29) 
 
Figure 4.20 - Measured and simulated base noise current spectral density for the packaged SiGe 
NESG2030m04 HBT at two bias points: Vce=2 V and Ib=10 μA and Ib=30 μΑ. 
 
 
Figure 4.21 - Measured and simulated base noise current spectral density multiplied by the frequency for 
the packaged SiGe NESG2030m04 HBT for two bias points: Vce=2 V and Ib=10 μA and Ib=30 μΑ. 
 
 For frequencies below 50 Hz, G-R noise is dominant and it changes the noise 
spectral density slope with frequency, being higher than the slope of the flicker noise in 
HBTs (1/f).  The main G-R noise parameters, ܭ௕and ܣ௕ , are extracted by a fitting 
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procedure, trying to fit the measured behavior at few Hz, following equation (4.25).  
The chosen value of ݂ீ ோ is 50 Hz, because it is the frequency value from which the 
slope of the LF noise is 1/f. 
 The noise model proposed in this work is a mixed analytical/table-based 
approach since its formulation is based on analytical functions but which depend on 
table-based currents and other nonlinear parameters. 
  Similar results have been obtained when flicker and shot noise sources have 
been defined as current dependent table-based elements, defined for the three bias 
points measured. 
 
4.5 Model Implementation in ADS 
4.5.1 Generation of a File for ADS with the Model Extraction 
Information   
 The model was implemented in ADS simulator. Once all the model parameters 
and table-based nonlinear functions are extracted, a file, containing this data, compatible 
with the circuit simulator (ADS) was created.  The file is divided into two parts, one 
containing the model linear parameters (including the parasitics), thus independent on 
bias and frequency, and the other one containing the frequency independent nonlinear 
parameters and functions. The nonlinear elements, current and charge functions, and 
thermal parameters, will vary with Ib and Vce, and also with the ambient temperature in 
the case of the current functions.   
 The obtained file will be read by the ADS simulator and the nonlinear functions 
will be interpolated and extrapolated using cubic splines during simulation time.  It is 
important to note that the cubic splines routines built in ADS are different to those 
created in Matlab, by the author, for the model extraction.  This could, on occasion, 
make the simulated model predictions differ from those expected when extracting the 
model.  Unfortunately for ADS, Matlab is a more powerful tool to generate and 
manipulate spline-based functions. 
  
4.5.2 Model Implementation   
 In this work, the intrinsic nonlinear network was implemented in the time 
domain by using SDDs, described in a previous chapter, while the extrinsic linear 
network was implemented by means of a conventional linear equivalent circuit 
representation, as described in a previous section. 
  
- 73 - 
Chapter 4  
 The linear network is shown in detail in figure 4.22.  Its more internal parasitic 
cell (a T cell with resistors and inductances) is connected to three of the SDD ports, 
























































Figure 4.22 – Linear network used in the not extended HBT model implementation. 
 
 Figure 4.23 shows the intrinsic nonlinear part, being the SDD de main element 
in this implementation.  With SDDs it is possible to define, in the time domain, implicit 
and explicit nonlinear functions which relate port voltages with port currents.  Besides, 
in this element, some basic transformations to the frequency domain can be used.  The 
SDD used in this model consists of twelve ports, and includes implicit and explicit 
equations.  Implicit functions have been used, for example, to compute the 
instantaneous intrinsic control variables or the dissipated power, while the explicit 
functions have been used to compute the instantaneous current at the three intrinsic 
terminals (taking into account the displacement and the conduction components).  The 
derivatives with respect the time of the displacement components, which are 
implemented in this case with charge functions, are obtained by using time-to-frequency 
transformations 
 More equations were required in the model schematic to read the parasitic 
elements and the nonlinear tabled functions, which are Vce and Ib dependent.  Other 
equations were used to compute the intrinsic current or voltage at the SDD ports, or to 
compute the temperature dependency of Ic and Vbe.  In figure 4.24 it is shown some of 
these equations.  Finally, the simulator will perform all necessary iterations to solve this 
complex equations system.   
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Figure 4.23 – Intrinsic nonlinear model implementation using an SDD in ADS. 
 
Figure 4.24 – External equations to the SDD used in the model implementation.  
 
4.5.3 Noise Model Implementation 
 To implement the thermal noise (which is bias independent) in ADS, typical 
“voltage noise sources” were used for each resistor existing in the circuit (as can be seen 
in figure 4.25, in which it is shown the extrinsic network obtained for the extended 
model) and by using equation (4.22).  To include the effects of the other three noise 
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contributors, three “bias dependent noise voltage sources” were used.  They are 
described by the generic equation (4.30) which has several parameters (ܣ,ܭ, ܵ, ܶ, ܨሻ , in 
which ݂ is the frequency and ݅ is the current.  This equation could be made with the 
 parameters to model the different types of noise sources. extracted
൏ ݅ଶ ൐ൌ ௄௜
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Figure 4.25 – Linear network used in the extended HBT model implementation in ADS. 
 
 In this formula, which models the noise dependency with the frequency, just the 
static current at the bias point can be used, thus becoming a stationary noise source.  
But, to account for the noise under dynamic conditions, cyclostationary noise sources 
must be used which should depend on the instantaneous conduction current instead of 
the static one.  The implementation of these sources is made in a similar manner as in 
[27-28].  To account for the noise dependence on the instantaneous conduction current, 
it is necessary to compute the numerator of equation (4.30) externally to the noise 
source.  Thus, the parameters A and K in the noise sources must be selected to be zero 
and one, respectively, to remove the static current dependency of the equation.  
Therefore, equation (4.30) will just model the frequency dependence.  The shot noise is 
frequency independent, thus T is set to one and S is set to zero.  The flicker noise 
decreases with the frequency and thus, T is set to zero, and S and F are set to 1, to 
model the denominator of equation (4.24).  Finally to model the denominator of 
equation (4.25) for the G-R noise, ܶ is set to one, ܵ ൌ 1 ݂ீ ோଶ
ൗ  and ܨ ൌ 2. 
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 These noise sources are attached to three different SDD ports (one for each kind 
of noise), as can be seen in figure 4.26.  The total noise at each HBT terminal is 
computed, as seen in that figure, by using two extra implicit functions (one for the noise 
at the base terminal, and one for the noise at the collector terminal) by adding all the 
noise contributions considered.  Each contribution is computed by multiplying the noise 
obtained at the corresponding SDD port where the noise source was connected, by the 
numerator.  The numerator is computed to model the numerator of equations (4.23) to 
(4.25), by using the corresponding instantaneous conduction current.  Moreover, the Af 
and Kf parameters are used for the flicker noise, the Ab and Kb parameters for the G-R 
noise, and the constant 2q for the shot noise.  Finally, the noise computed at each 
terminal is added to the total instantaneous current at each terminal as shown in figure 
4.26. 
 
Figure 4.26 – Cyclostationary noise implementation by using an SDD and bias dependent noise voltage 
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HBT Nonlinear Table-Based Model 
Validation 
 
 In this chapter, the results of the experimental validation of the proposed HBT 
model, and its extension to account for noise effects, will be shown.  This validation has 
been performed at transistor level, by using on-die and packaged devices, and at circuit 
level, by designing and fabricating oscillator circuits.  In all the cases considered in this 
chapter, the CAD tool used to validate the model has been ADS. 
 
5.1 Model Validation at Transistor Level with on-die 
InGaP/GaAs HBTs 
 In this section, it is shown the model validation by using an on-die InGaP/GaAs, 
with an emitter size of 2x3μmx25μm, device fabricated by Celeritek.  A different 
schematic has been used in ADS for the different simulations, but the HBT model used 
in all cases was the same.  The HBT model has been validated under DC, small-signal 
and single-tone and multi-tone large-signal excitations.  In this validation procedure the 
simulated results obtained with ADS are compared with measurements performed with 
the LSNA-based measurement system of University of Vigo.  In the case of performing 
static measurements vs ambient temperature, the system uses an E5270A and a 
thermally controlled on-wafer Cascade probe station.  
 The first step described in this section to validate the proposed model is the 
comparison between the measurement data used to extract the model with the 
corresponding model simulation results.  Since for model extraction it was used DC 
measurements at different ambient temperatures and bias-dependent small-signal s-
parameters at a single temperature, corresponding simulations were performed in ADS.  
If the model were not able at least to predict with accuracy the measurements used to 
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generate it, it should be expected that it will fail in the prediction of other operating 
conditions.  The second step followed in this validation procedure will be to 
demonstrate if the model is able to predict the HBT DC behavior at different ambient 
temperatures and small-signal s-parameters at different bias points and/or temperatures 
to those used in its extraction.  If the model is able to provide reasonable estimations in 
those cases, then the model will be able to interpolate and extrapolate correctly in a 
given range of bias points and ambient temperatures.  Finally, the model must be able to 
predict the HBT behavior under large-signal excitations, which imply operating 
conditions far from the ones used during the extraction.  This final step is a real test to 
the usefulness of the proposed model as a nonlinear modeling tool for circuit design.   
  
5.1.1 DC Validation 
 In the proposed model, the DC validation is one of the most important ones since 
an important part of the model extraction is performed from measurements under DC 
conditions and the RF measurements depend on the chosen bias point.  
 As commented in previous chapters, HBT behavior depends on current-voltage 
and junction temperature in static conditions as well as dynamic ones.  In this section 
only static conditions will be considered.  Next figures show comparisons with 
measurements for both the HBT collector current (Ic) and the base-emitter voltage (Vbe), 
as a function of the collector voltage (Vce) for different base currents (Ib).  In other 
words, the two dependent variables during measurements are shown as a function of the 
two independent ones. 
 
Figure 5.1- Measured and simulated DC Ic and Vbe versus Vce at different Ib values in the range from 21 
μA to 721 μA, step 100 μA and at Ta=30 ºC. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 In the figure 5.1, the model is validated at the same ambient temperature used 
for model extraction (Ta=30 ºC).  This temperature is also the same used to measure all 
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the bias-dependent s-parameters used in the model charge functions extraction.  Figure 
5.1 shows the expected good agreement between measurements and simulations under 
static conditions.  Note that the independent DC variables range, in this and next plots, 
is non-uniform.  For Vce variable, two different ranges have been considered: 0 V to 0.9 
V, step 0.1 V and 1 V to 7 V, step 0.5 V.  For Ib variable, three different ranges have 
been used: 0 μA to 0.8 μA, step 0.2 μA, 1 μA to 19 μΑ, step 2 μA and (21 μA to 721 
μA, step 100 μA.  In the figure captions just the last Ib range will be shown. 
 In Figure 5.2, the model is validated at the others ambient temperatures used to 
extract the thermal parameters (60 ºC and 100 ºC).  Good agreement has also been 
obtained in this case. 
 
Figure 5.2 - Measured and simulated DC Ic at Ta=60 ºC and Vbe at Ta=100 ºC versus Vce at different Ib 
values in the range from 21 μA to 721 μA, step 100 μA. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
        In order to validate model interpolation capabilities with respect to changes in 
ambient temperature, simulations have been performed at Ta between 30 ºC and 100 ºC 
but different from those used in the thermal parameter extraction.  Figure 5.3 shows the 
results at 40 and 80 ºC for Ic and Vbe, respectively. 
 Finally, in order to analyze the model extrapolation capabilities with ambient 
temperature, in figure 5.4 it is shown the static behavior at 110 ºC for Ic, which is a Ta 
higher than those used to extract the thermal model, and at 10 ºC for Vbe, which is a  Ta 
lower than those used in the extraction.  Again, model behavior is good. 
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Figure 5.3 - Measured and simulated DC Ic at Ta=40 ºC and Vbe at Ta=80 ºC versus Vce at different Ib 
values in the range from 21 μA to 721 μA, step 100 μA. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 
Figure 5.4 - Measured and simulated DC Ic at Ta=110 ºC and Vbe at Ta=10 ºC versus Vce at different Ib 
values in the range from 21 μA to 721 μA, step 100 μA. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
   In order to check the robustness of the model, the independent variables used for 
simulations have been changed.  Thus, instead of using Vce and Ib as independent 
variables (as in the measurements for model extraction), Vce and Vbe were chosen, as it 
is usual in FETs or HBT class AB operation.  In figure 5.5 it is shown the resulting 
behavior of Ic vs Vce and Vbe in the range from 0.8 to 1.33 V, step 0.01V at a Ta of 70 ºC.  
The good behavior obtained in this case will be very important when the model is 
required to perform predictions in class AB operation. 
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Figure 5.5 - Measured and simulated DC Ic at Ta=70 ºC versus Vce at different Vbe values in the range 
from 0.8 V to 1.33 V, step 0.01 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
  In this section good model predictions have been obtained under static 
conditions at different Ta values.  It has been demonstrated the model interpolation and 
extrapolation capabilities with respect ambient temperature. 
 
5.1.2 Model Validation in Small-Signal Operation 
 In order to validate the model behavior under small-signal excitations, model 
predictions are compared with measured small-signal s-parameters at different bias 
conditions and ambient temperatures.  These measurements were performed with the 
LSNA configured in mode “VNA”.  In this section, the s-parameters are first compared 
with measurements at the same Ta (Ta=30 ºC) and bias points used to extract the model.  
The comparison will cover all the LSNA frequency range, from 600 MHz to 50 GHz.  
Next, the simulated s-parameters will be compared with measurements at similar bias 
points but different Ta to the ones used in the extraction.  The selected bias points are 
appropriate in the design of amplifiers or oscillators with this transistor. 
 Figure 5.6 shows the comparison between measurements, that have been used to 
extract the model, and simulations at Ta=30ºC for the bias point Vce=3.5 V and Ib=321 
µA, and figure 5.7 for the bias point Vce=2.5 V and Ib=421 µA.  
- 85 - 
Chapter 5  
 
Figure 5.6 - Measured and simulated s-parameters at Ta=30 ºC. Bias point: Ib=321μ A and Vce=3.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
Figure 5.7 - Measured and simulated s-parameters at Ta=30 ºC. Bias point: Ib=421 μA and Vce=2.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 Figures 5.8 and 5.9 show results at the same bias points used before but now for 
Ta= 70 ºC, a temperature value not used in the extraction.   
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Figure 5.8 - Measured and simulated s-parameters at Ta=70 ºC. Bias point: Ib=321 μA and Vce=3.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 
Figure 5.9 - Measured and simulated s-parameters at Ta=70 ºC. Bias point: Ib=421 μA and Vce=2.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. Rth=450 Ω. 
 
 Finally, in figure 5.10, it is shown the impact of decreasing Rth by half its correct 
value over the simulated s-parameters. This is due to the instantaneous voltages/currents 
are not well computed at that Ta with this Rth value.  Comparing figures 5.9 and 5.10 it 
can be seen the importance of using a correct value of Rth. 
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Figure 5.10 - Measured and simulated s-parameters at Ta=70ºC. Model uses a Rth at half optimum value, 
i.e. Rth=225 Ω. Bias point: Ib=0.421 μA and Vce=2.5 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 In this section, the model has been validated under small-signal excitations at 
different bias points and ambient temperatures, in the frequency range of the LSNA.  It 
was also demonstrated the necessity to obtain a valid thermal resistance value in order 
to achieve a good agreement also under small-signal conditions.  This value influences 
model current-voltage behavior, and thus the resulting RF conductance behavior.  
 
5.1.3 Model Validation in Large-Signal Operation 
 The model validation under large-signal excitation is shown in two sections, one 
for single-tone excitation and another for multi-tone excitation.  This validation is very 
important since it shows the ability of the model to predict dynamic nonlinear behavior 
in conditions not used in the extraction.  In next comparisons, class A and class AB-type 
bias points has been used.  In class A operation, bias point is set by fixing the DC values 
of Ib and Vce (thus becoming independent variables, as was the case in the model 
extraction).  In class AB operation, Vbe and Vce were set to fixed DC values.  RF 
measurements were performed with the LSNA configured in mode “LSNA”.  For two-
tone measurements, two external RF signal generators, a power combiner and isolators, 
to ensure isolation between both RF sources, were used to apply both signals at the 
HBT input. 
 
5.1.3.1 Single-Tone Validation 
 In order to validate the model under single-tone large-signal excitation, different 
comparisons will be shown: output power versus input power, time domain input and 
output voltages and current waveforms, and the dynamic load line.  
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 The following figures show output power and output voltage phase as a function 
of input power, at different bias points and ambient temperatures, at the fundamental 
and first harmonics.  Figure 5.11 shows power in dBm and phase in degrees.  The 
fundamental frequency is 1 GHz, and the transistor operating bias point is near typical 
class A, bias point Ib=421 µA and Vce=2.5 V and Ta= 30 ºC.  Figure 5.12 shows a 
similar comparison but at higher ambient temperature (Ta=100 ºC) and at higher base 
current Ib=621 µA and Vce=3 V. 
 
Figure 5.11 - Measured and simulated large-signal Class A behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=1 GHz, 2nd and 3rd harmonics. Ta=30 ºC, bias 




Figure 5.12 - Measured and simulated large-signal Class A behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=1 GHz, 2nd and 3rd harmonics. Ta=100 ºC, bias 
point: Ib=621 μA and Vce=3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
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 Next figures show comparisons between the simulated and measured output 
power and output voltage phase in class AB for two different bias points and ambient 
temperatures.  In figure 5.13 the bias point is Vce=2.5 V and Vbe=1.32 V at Ta=30 ºC 
and in figure 5.14 the bias point is Vce=2.3 V and Vbe=1.27 V at Ta=80 ºC.   
 
 
Figure 5.13 - Measured and simulated large-signal Class AB behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=1 GHz, 2nd and 3rd harmonics. Ta=30 ºC, bias 
point: Vbe=1.32 V and Vce=2.5V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
   
 
Figure 5.14 - Measured and simulated large-signal Class AB behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=1 GHz, 2nd and 3rd harmonics. Ta = 80ºC bias 
point: Vbe=1.27 V and Vce=2.3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 In both cases the measured DC collector current is similar despite both Vbe are 
very different, the reason is the also different ambient temperature used, and thus the 
combined impact on junction temperature from both power dissipated and ambient 
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temperature.  HBTs show different behavior with ambient temperature when the device 
is biased with a fixed voltage at their two ports or with a fixed current at the input port.  
In the first case, for the same Vbe value if the Ta is increased (thus Tj is increased) then 
Ic is higher.  In these figures, since Ta is increased, Vbe must be smaller to keep constant 
Ic.     
 Next figures show the current and voltage time domain large-signal waveforms 
at the HBT ports and for two different input powers levels, one in the linear power 
region and the other one in the saturation power region.  Also, it is shown the dynamic 
load line (time domain output current vs output voltage) for those two input powers. 
 Figure 5.15 shows the time domain waveforms for a class A bias point (Ib=421 
μA and Vce=2.5 V) at Ta=30 ºC and for two different input powers.  Power levels shown 
in this plot are: in the linear power region Pin=-20 dBm and Pout=8.2 dBm, and in the 
saturated power region are: Pin=-12 dBm and Pout=13.9 dBm.  
 
Figure 5.15 - Measured and simulated large-signal Class A behavior. Input and output current and voltage 
time domain waveforms at the fundamental frequency=1 GHz, for linear and saturated power conditions. 
Ta=30 ºC, bias point: Ib=421 μA and Vce=2.5 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
  Figure 5.16 shows the dynamic load line for the same bias point and 
temperature, and for the same input power levels.  As can be seen in this plot, the model 
is able to extrapolate in RF at higher collector currents than those used for extraction in 
DC (shown in the plot).  This is a confirmation that the dynamic thermal model and the 
model extrapolation capabilities are working properly. 
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Figure 5.16 - Measured and simulated DCIV curves and dynamic load line. Fundamental frequency=1 
GHz. Class A, for linear and saturated power conditions. Ta=30 ºC, bias point: Ib=421 μA, Vce=2.5 V. 
Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 
Figure 5.17 - Measured and simulated large-signal Class A behavior. Input and output current and voltage 
time domain waveforms at the fundamental frequency=1 GHz for linear and saturated power conditions. 
Ta=100 ºC, bias point: Ib=621 μA and Vce=3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
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 Figure 5.17 shows similar results than in previous plots but now at higher input 
current, Ib=621 μA and Vce=3 V, and at higher ambient temperature (Ta=100 ºC).  
Power levels shown in this plot are: in the linear power region Pin=-17 dBm and 
Pout=10.7 dBm and in the saturated power region are: Pin=-9 dBm and Pout=15.8 dBm. 
 Figure 5.18 shows the dynamic load line for the previous bias point. In this case, 
the model is extrapolating for both input powers levels.  
 
 
Figure 5.18 - Measured and simulated DCIV curves and dynamic load line. Fundamental 
frequency=1GHz. Class A, for linear and saturated power conditions. Ta=100 ºC, bias point: Ib=621 μA 
and Vce=3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
  In figures 5.19 and 5.20 it is shown the comparison between measurements and 
simulations for the time domain waveforms and the dynamic load line, respectively, for 
a class AB bias point, Vce=2.5 V and Vbe=1.32 V at the Ta used for the model 
extraction.  Power levels are: in the linear power region, Pin=-16 dBm and Pout=12.3 
dBm, and in the saturation power region, Pin=-8.5 dBm and Pout=17.3 dBm.  
 Figures 5.21 and 5.22 show a similar comparison that in previous plots, for a 
bias point Vce=2.3 V and Vbe=1.27 V and a Ta=80 ºC.  In the linear power region Pin=-
16.5 dBm and Pout=10.7 dBm and in the saturation power region Pin=-8 dBm and 
Pout=16.1 dBm. 
- 93 - 
Chapter 5  
 
Figure 5.19 - Measured and simulated large-signal Class AB behavior. Input and output current and 
voltage time domain waveforms at the fundamental frequency=1 GHz for linear and saturated power 




Figure 5.20 - Measured and simulated DCIV curves and dynamic load line. Fundamental 
frequency=1GHz. Class AB, for linear and saturated power conditions. Ta=30ºC, bias point: Vbe=1.32 V 
and Vce=2.5 V. Device: on-die 2x3μm x25μm InGaP/GaAs HBT. 
    
- 94 - 
HBT Nonlinear Table-Based Model Validation  
 
Figure 5.21 - Measured and simulated large-signal Class AB behavior. Input and output current and 
voltage time domain waveforms at the fundamental frequency=1 GHz under linear and saturation 




Figure 5.22 - Measured and simulated DCIV curves and dynamic load line. Fundamental 
frequency=1GHz. Class AB, for linear and saturated power conditions. Ta=80 ºC, bias point: Vbe=1.27 V 
and Vce=2.3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
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 Single-tone large-signal comparisons have demonstrated the good model 
nonlinear behavior when it is submitted under different operating conditions to those 
used for model extraction (DC and small-signal ones).  The large-signal model has been 
validated in the frequency and time domains.  Besides, it has been also demonstrated the 
good model extrapolation and interpolation capabilities with ambient temperature and 
collector current. 
  
5.1.3.2 Two-Tone Validation 
 In order to predict the distortion produced by nonlinear devices when at their 
input port there are signals close to the carrier frequency, a two-tone test is usually 
performed, applying two tones with the same power and closely spaced in frequency to 
the device and studying the resulting output signals.  It is very important that the model 
is able to predict these distortion signals since some of them could be very close to the 
carrier, thus causing unwanted interferences which are very difficult to be filtered out.  
The most critical intermodulation products are the IMD3 (Third order InterModulation 
Distortion product) and the IMD5 (Five order InterModulation Distortion product).  The 
IMD3 is the output power value corresponding to the frequency 2fi-fj and the IMD5 is 
the one for the frequency 3fi-2fj.  The lower these products are in comparison with the 
fundamental tones, the lower the distortion introduced by the nonlinear device.     
 Next figures show the comparison between measurements and simulations with 
the table-based HBT model for the main tones (f1 and f2), the IMD3 and IMD5 products 
for different bias points and Ta values as a function of the input power.  Figure 5.23 
shows these comparisons for a type class A bias point at Ta=30 ºC and a two-tone 
separation of 200 KHz, when the fundamental frequency is 1 GHz.  Figure 5.24 shows 
the same comparison but for a fundamental frequency of 5 GHz and with the same two-
tone separation.  
 
Figure 5.23 - Measured and simulated two-tone large-signal Class A behavior. Output power at 
fundamental frequencies= 1 GHz ± 200 KHz, and IMD3 and IMD5 versus input power. Ta=30 ºC, bias 
point: Ib=421 μA and Vce=2.5 V. Device: on-die 2x3μm x25μm InGaP/GaAs HBT. 
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Figure 5.24 - Measured and simulated two-tone large-signal Class A behavior. Output power at 
fundamental frequencies=5 GHz ± 200 KHz, and IMD3 and IMD5 versus input power. Ta=30 ºC, bias 
point: Ib=421 μA and Vce=2.5 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 Figure 5.25 shows the IMD3 and IMD5 when the Ta is increased up to 80 ºC at 
the same bias point used in figure 5.23.  
 
Figure  5.25 - Measured and simulated two-tone large-signal Class A behavior. Output power at 
fundamental frequencies=1 GHz ± 200 KHz, and IMD3 and IMD5 versus input power. Ta=80 ºC, bias 
point: Ib=421 μA and Vce=2.5 V. Device: on-die 2x3μm x25μm InGaP/GaAs HBT. 
 
 Figures 5.26 and 5.27 compare the measured and simulated behavior for a large-
signal two-tone excitation when the device is biased in class AB for an ambient 
temperature of 30 and 80 ºC, respectively.  In figure 5.26 the fundamental frequency is 
5 GHz and the bias point is Vce=2.5 V and Vbe =1.32 V, while in figure 5.27 the 
fundamental frequency is 1 GHz and the bias point Vce =2.3 V and Vbe = 1.27 V. 
 Finally, in order to prove the model robustness, a comparison for the IMD3 and 
IMD5 when it is used a fixed input power (-12 dBm) and swept the collector current or 
voltage.  In figure 5.28, it can be seen that the model is able to predict the 
intermodulation products at different bias points.  When the collector voltage changes 
the base current is set to a fixed value and vice versa. 
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Figure 5.26 - Measured and simulated two-tone large-signal Class AB behavior. Output power at 
fundamental frequencies=5 GHz ± 200 KHz, and IMD3 and IMD5 versus input power. Ta=30 ºC, bias 
point: Vbe=1.32, Vce=2.5 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
 
 
Figure 5.27 - Measured and simulated two-tone large-signal Class AB behavior: Output power at 
fundamental frequencies=1 GHz ± 200 KHz, and IMD3 and IMD5 versus input power. Ta=80 ºC, bias 
point: Vbe=1.27, Vce=2.3 V. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
   
 
Figure 5.28 - Measured and simulated two-tone large-signal Class A behavior. Input power fixed to -
12dBm. Output power at fundamental frequencies=1 GHz ± 200 KHz, and IMD3 and IMD5 versus Vce 
and Ib respectively. Ta= 30 ºC. Device: on-die 2x3μmx25μm InGaP/GaAs HBT. 
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5.2 Extended Table-Based Model Validation for 
Packaged HBTs at Transistor Level 
 In this section, the extended table-based HBT model will be validated, in this 
case by using commercially packaged SiGe HBTs.  The transistor is the NESG30M04, 
which will be validated at lower frequencies than the previous on-die one, since its 
usable bandwidth is more reduced.  The transistor manufacturer provides an analytical 
model based on the Gummel-Poon model.  This model will be used in this section in 
comparison with the proposed one.  It is convenient to note that the manufacturer, in the 
correspondent datasheet, provides the minimum, typical and maximum values of the 
transistor main figures of merit.  For this device, for example, in the case of the relevant 
parameter hfe, these values are between 200 and 400.  Thus, depending on the 
production lots, the measured DCIV curves and RF behavior will be very different. 
 The validation procedure in this section is similar to the previous section one, 
but with some differences.  Since thermal validation has been an important issue in 
previous section, and that part of the model remains the same, this section will be more 
focused to show other model aspects.  As a consequence, although the model extraction 
has still been performed for three ambient temperatures and the model includes the RF 
thermal network, the model validation with temperature will be limited mainly to static 
conditions.  Under small- and large-signal operation the validation is shown only for a 
Ta of 24 ºC.  Another important difference is now the inclusion in the model of noise 
sources to be able to predict the LF noise of microwave circuits such as oscillators.  
Thus, an important part of the model validation will be focused in the model noise 
prediction.  In each figure it will be shown a comparison among the measurements, the 
simulations obtained with the table-based model and the simulations obtained with the 
manufacturer’s model.  These comparisons will be shown for DC, small and large-
signal and for the noise performance. 
 
5.2.1 DC Validation 
 For the packaged HBT extended model extraction, also three ambient 
temperatures have been used to extract the thermal parameters.  Please, note in the plots 
that the independent variables ranges are non-uniform.  For Vce variable, three different 
ranges have been considered (0 V to 0.4 V, step 0.025 V), (0.5 V to 2.4 V, step 0.1 V) 
and (2.425 V to 2.8 V, step 0.025 V).  For Ib variable, two different ranges have been 
used (0 μA to 9 μA, step 1 μA) and (10 μA to 170 μA, step 10 μA). In the figure 
captions, just the last Ib range will be shown. 
 Figure 5.29 shows Ic vs Vce for different Ib in two graphics, the first one for all 
the bias points and the second one for only high collector voltage points.  It can be seen 
that the table-based model works properly in all the range of measurements, when the 
DC current is flat and when it starts to rise.  For high collector voltage points, the 
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collector current of the manufacturer’s model continues to be flat.  It also can be seen 
that for the highest Ib value, the Ic manufacturer’s model prediction is around 4 mA 
lower than the measurements or the table-based model prediction.  
 
Figure 5.29 - Measured and simulated DC Ic versus Vce at different Ib values in the range from 10 μA to 
170 μA, step 10 μA and at Ta=24 ºC.  Plot in the right is a zoom to better appreciate differences between 
both models. Device: packaged SiGe NESG2030m04 HBT. 
 
 Figure 5.30 shows the Vbe behavior as a function of Vce and for different values 
of Ib.  In this figure, a great difference between both models is in evidence.  The table-
based model predictions of Vbe show agreement with measurements while the 
manufacturer’s model is about 0.2 V below measurements.  This fact implies that the 
manufacturer’s model will not work properly, for example, when the transistor is biased 
with two fixed voltages, as in class AB operation.  It will also affect RF behavior. 
 
Figure 5.30 - Measured and simulated DC Vbe versus Vce at different Ib values in the range from 10 μA to 
170 μA, step 10 μA and at Ta=24 ºC. Device: packaged SiGe NESG2030m04 HBT. 
 
 Figures 5.31 and 5.32 compare the DCIV behavior of the HBT table-based 
model at the other two temperatures used to extract the thermal parameters (44ºC and 
64ºC), showing Ic and Vbe respectively versus Vce and for different Ib.  
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Figure 5.31 - Measured and simulated  DC Ic versus Vce at different Ib values in the range from 10 μA to 




Figure 5.32 - Measured and simulated DC Vbe versus Vce at different Ib values in the range from 10 μA to 
170 μA, step 10 μA and  at Ta=44ºC and Ta=64ºC respectively. Device: packaged SiGe NESG2030m04 
HBT. 
 
5.2.2 Model Validation in Small-Signal Operation 
 In order to validate the model behavior under small-signal excitations the 
measured and simulated s-parameters are compared.  The transistor manufacturer 
datasheet only provides s-parameters measurements up to a frequency of 12 GHz, 
informing the reader that for higher frequencies the manufacturer’s model is not able to 
correctly predict the device behavior.  In this section and the next ones all the 
comparison are made for a Ta=24ºC. 
 Figure 5.34 shows the HBT s-parameters from 2 to 15 GHz for the bias point: 
Ib=40 μA and Vce=2 V.  
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Figure 5.34 - Measured and simulated s-parameters at Ta=24 ºC. Bias point: Ib=40 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
 Figure 5.35 shows the s-parameters for the same bias point but now for a wider 
range of frequencies.  At high frequencies the model predictions are not always good for 
all the parameters, especially for S22 and S12.  With a more complex package and 
parasitic networks, and a more precise test-fixture calibration, model predictions could 
be improved.  Finally, figure 5.36 shows s-parameters for a different bias point in which 
the base current is increased.  
 
Figure 5.35 - Measured and simulated s-parameters at Ta=24 ºC. Bias point: Ib=40 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
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Figure 5.36 - Measured and simulated s-parameters at Ta=24 ºC.  Bias point: Ib=87 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
  In the graphics presented in this section, HBT table-based and manufacturer´s 
models have been compared with small-signal measurements.  The behavior of both 
models is similar, but table-based model is in general some more accurate. 
 
5.2.3 Model Validation in Large-Signal Operation 
 In order to validate the extended table-based model behavior under large-signal 
excitations for a packaged device, simulations are compared with measurements for 
both single- and two-tone excitations and for different transistor operation classes.  
These results are also compared with the simulations obtained with the manufacturer´s 
model.  The fundamental frequency used to perform all these comparisons is 5 GHz.  
 
5.2.3.1 Single-Tone Validation 
 To validate the HBT model under single-tone large-signal excitations, 
simulations of the output power and voltage phase versus input power at the 
fundamental frequency and the most important harmonics are compared with 
measurements.  Model validation in the time domain was performed through the 
comparison of simulated time domain waveforms and dynamic load line with 
measurements. 
 Figure 5.37 compares measurements of the output power and the output voltage 
phase at the fundamental frequency (f=5 GHz) and for the 2nd and 3rd harmonics with 
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simulation results with both models.  The HBT is biased with Ib=87 μA and Vce=1.5 V, 
a typical class A operation bias point for this device.  
 
Figure 5.37 - Measured and simulated large-signal Class A behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=5 GHz, 2nd and 3rd harmonics versus input power. 
Ta=24 ºC, bias point: Ib=87 μA and Vce=1.5 V. Device: packaged SiGe NESG2030m04 HBT. 
 
  Next figures show a similar comparison but now for a bias point in class AB, 
thus, the transistor is biased using two DC voltages sources.  Figure 5.38 compares 
measurements and simulations when the same bias point (Vbe=0.843 V and Vce=1 V) is 
used to simulate both models.  The graphics show good results for the table-based 
model and an erroneous prediction for the manufacturer’s model.  The cause for this 
incorrect prediction is shown in figure 5.30, in which, for the same Vbe, both models 
present very different base current and, as a consequence, also different collector 
currents.  
 
Figure 5.38 - Measured and simulated large-signal Class AB behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=5 GHz, 2nd and 3rd harmonics versus input power. 
Ta=24 ºC, bias point: Vbe=0.843 V and Vce=1 V. Device: packaged SiGe NESG2030m04 HBT. 
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 If, to simulate the manufacturer’s model, Vbe is set to a DC value 0.16 volts 
lower than the one used to simulate the table-based model, the resulting collector 
current is similar with both models.  In this case, the behavior of the manufacturer’s 
model is slightly improved.  Figure 5.39 shows this result.  In the next figures, showing 
AB class type bias points, the manufacturer’s model will work with a Vbe value 
optimized to obtain a collector current similar to the one predicted by the table-based 
model. 
 
Figure 5.39 - Measured and simulated large-signal Class AB behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=5 GHz, 2nd and 3rd harmonics versus input power. 
Ta=24 ºC, bias point: Vbe=0.843 V and Vce=1 V. In the case of manufacturer’s model Vbe=0.683 V. 
Device: packaged SiGe NESG2030m04 HBT. 
 
 Next figures show the current and voltage time domain large-signal waveforms 
at the HBT ports and for two different input powers levels, one in the linear power 
region and another one in the saturation power region.  The dynamic load line is also 
displayed for those two input powers.  Figure 5.40 shows the current/voltage waveforms 
for the same class A bias point than the one in figure 5.37 at the two power regions.  
Power levels shown in this plot are: in the linear power region Pin=-17 dBm and Pout=-6 
dBm, and in the saturated power region are: Pin=1.5 dBm and Pout=11.1 dBm.   
 Figure 5.41 shows the dynamic load line for the previous bias point and power 
levels.  Large discrepancies are displayed between both models.  The figure also plots 
the DCIV ranges used to extract the model.  As can be seen, the table-based model is 
able to accurately extrapolate at higher currents levels than those used in the model 
extraction. 
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Figure 5.40 - Measured and simulated large-signal Class A behavior. Input and output current and voltage 
time domain waveforms at the fundamental frequency=5 GHz for linear and saturated power conditions. 
Ta = 24 ºC, bias point: Ib=87 μA and Vce=1.5 V. Device: packaged SiGe NESG2030m04 HBT. 
 
 
Figure 5.41 - Measured and simulated DCIV curves and dynamic load line. Fundamental frequency=5 
GHz. Class A, for linear and saturated power conditions. Ta = 24 ºC, bias point: Ib=87 μA and Vce=1.5 V. 
Device: packaged SiGe NESG2030m04 HBT. 
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 Figures 5.42 and 5.43 show the waveforms and the dynamic load line for a class 
AB bias point and for two power levels.  Power values used in this plot are: in the linear 
power region Pin=-10 dBm and Pout=-0.3 dBm, and in the saturated power region are: 
Pin=2 dBm and Pout=9.3 dBm.  The bias point is Vbe=0.843 V and Vce=1 V.  The results 
obtained with the table-base model are better than those obtained with the manufacturer 
one which gives incorrect predictions at high power levels in class AB.  
 
 
Figure 5.42 - Measured and simulated large-signal Class AB behavior. Input and output current and 
voltage time domain waveforms at the fundamental frequency=5 GHz for linear and saturated power 
conditions. Ta = 24ºC, bias point: Vbe=0.843 V and Vce=1 V. Device: packaged SiGe NESG2030m04 
HBT. 
 
 Figure 5.44 compares the model predictions with measurements of the 
fundamental dynamic load-lines at different output impedances. For these 
measurements, it has been used an open-loop active load-pull LSNA configuration.  The 
accuracy of the model at different load impedances is very important in the oscillator 
design framework.  In next section the model will be validated at different output 
impedance values to those shown in this section. 
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Figure 5.43 - Measured and simulated DCIV curves and dynamic load line. Fundamental frequency=5 
GHz. Class AB, for linear and saturated power conditions. Ta = 24ºC, bias point: Vbe=0.843 V and Vce=1 
V. Device: packaged SiGe NESG2030m04 HBT.  
 
    
 
Figure 5.44 - Measured and modeled dynamic load line at different output impedances and same input 
power level. Fundamental Frequency 5 GHz, Pin=-14 dBm, ZL1=52.8+22.6j Ω (Pout=-5 dBm), 




5.2.3.2 Two-Tone Validation 
 To evaluate the intermodulation distortion predicted by the proposed model a 
two-tone test is made, in a similar manner as with the on-die device, and the IMD3 and 
IMD5 measured and simulated with both models are compared. 
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 Figure 5.45 shows these comparisons in class A operation (Vce=1 V and Ib=87 
A) while figure 5.46 shows the same for class AB (Vce=1.5 V and Vbe=0.843 V).  The 




Figure 5.45 - Measured and simulated two-tone Class A behavior. Fundamental frequencies=5 GHz ± 200 
KHz, and IMD3 and IMD5 versus input power. Ta=24 ºC, bias point: Ib=87 μA and Vce=1 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
 
Figure 5.46 - Measured and simulated two-tone Class AB behavior. Fundamental frequencies=5 GHz ± 
200 KHz, and IMD3 and IMD5 versus input power. Ta=24 ºC, bias point: Vbe=0.843 V and Vce=1.5 V. 
Device: packaged SiGe NESG2030m04 HBT. 
 
- 109 - 
Chapter 5  
  In this section large-signal validation has been presented comparing the HBT 
table-based and manufacturer’s models with measurements.  Unlike small-signal 
validation, in which both models showed similar behavior, under large-signal 
excitations the table-based model is predicting with more accuracy the device behavior.  
This good prediction is very important to efficiently design microwave circuits, as the 
oscillator circuits presented in next sections.  
 
5.2.4 LF Noise Validation 
 In order to validate the LF noise model predictions, a set of simulations have 
been performed.  First, a noise simulation under static conditions -without RF signal- 
has been performed.  This simulation is used to compare the LF noise existing in the 
same conditions the noise parameters were extracted.  The measurement system used to 
obtain those measurements was described in a previous chapter.  It mainly consists of a 
HP4142, used to bias the base of the HBT, and a SR570 low noise current amplifier, 
used to amplify with a low noise figure the output signal of the HBT and to set the bias 
at the device collector.  Finally, the output of the SR570 is connected to an Agilent 
35670A Dynamic Signal Analyzer which converts the 1/f noise time signals into the 
corresponding frequency spectrum. 
 Figure 5.47 and 5.48 show the noise spectral density for the base and collector 
currents, respectively, for three bias points, in which only the base current is changed, 
since the noise variation with the collector voltage can be considered negligible.  
 
Figure 5.47 – Measured and simulated base current noise spectral density for three bias points: (Ib=10 μA 
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Figure 5.48 – Measured and simulated collector current noise spectral density for three bias point (Ib=10 
μA Ib=20 μA and Ib=30 μA) with a fixed Vce=2. Device: packaged SiGe NESG2030m04 HBT. 
 
 The previous validation is useful when the transistor is working under small-
signal conditions, but when the signal power level is increased, the transistor noise 
changes with respect to the small-signal predictions [1].  In this work, in order to 
validate the model noise behavior under large-signal conditions, several oscillator 
circuits have been designed, by using the extended table-based model, and fabricated, to 
compare the predicted phase noise with the measured one.  This comparison will be 
shown in the next section, where the proposed model validation at circuit level will be 
analyzed. 
 
5.3 Comparison between the Extended Table-Based 
Model and an Analytical Model 
  In the previous section, the table-based model has been compared not only with 
measurements but with an analytical model (Gummel-Poon) provided by the 
manufacturer.  As seen in the comparison, the analytical model is less accurate than the 
table-based one.  This could be due to discrepancies between the extracted model and 
the transistor lot.  The manufacturer, in the correspondent transistor datasheet, provides 
the minimum, typical and maximum values of the transistor main figures of merit, 
depending on the production lots.  Large differences could be observed in them.    
 In this section, the table-based model is now compared with another analytical 
model, the VBIC [2-4].  This model has been extracted at the University of Vigo, by 
Orentino Mojón, from measurements on the same HBT used in the table-based model 
extraction.  The same parasitic elements and networks have been used in both models 
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 VBIC model is one of the most popular bipolar compact models and it is an 
improved version of the SGP model.  Its formulation accounts in a consistent manner 
for the key physical parameters and mechanisms that control bipolar transistors.  Thus, 
unlike the SGP model, the VBIC model accounts for physical mechanisms as Early 
effect, quasi-saturation, avalanche multiplication and self-heating.  Both SGP and VBIC 
models have available accurate and efficient extraction methodologies.  The VBIC 
model mathematical formulation can be found in [2-4], and various papers describe its 
extraction procedure, as [5-6] for GaAs devices or [7-9] for SiGe devices. 
 Initially, it will be compared in figure 5.49 the performance of both models in 
static operation.  Both models show good behavior, but the table-based model results 
improve those of the VBIC model, since the DC model values are almost directly 
extracted from DC measurements.  
 
 
Figure 5.49 - Measured and simulated DC Ic and  Vbe versus Vce at different Ib values, in the range from 
10 μA to 170 μA, step 10 μA, and at Ta=24 ºC. Device:  packaged SiGe NESG2030m04 HBT. 
 
 Figure 5.50 shows the comparison, under small-signal conditions, from 1 GHz to 
20 GHz at the bias point: Ib=87 μA and Vce=2 V.  Similar reasonable results have been 
obtained with both models, which are less accurate at higher frequencies.  Replacing the 
parasitic network model with a more complex one, predictions at higher frequencies 
could be improved. 
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Figure 5.50 - Measured and simulated s-parameters at Ta=24 ºC.  Bias point: Ib=87 μA Vce= 2 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
 In figures 5.51, 5.52 and 5.53, both models are compared under single-tone 
large-signal excitations at the same fundamental frequency, bias point and input power 
ranges than those used in figures 5.37, 5.40 and 5.41 in the case of the manufacturer’s 
model.  In this case, the VBIC and the table-based model are predicting similar results. 
 
Figure 5.51 - Measured and simulated large-signal Class A behavior. Output power and output voltage 
phase versus input power at the fundamental frequency=5 GHz, 2nd and 3rd harmonics vs. input power. 
Ta=24 ºC, bias point: Ib=87 μA and Vce=1.5 V. Device: packaged SiGe NESG2030m04 HBT. 
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Figure 5.52 - Measured and simulated large-signal Class A behavior. Input and output current and voltage 
time domain waveforms at the fundamental frequency=5 GHz for linear (Pout=-6 dBm) and saturated 
(Pout=11.1 dBm) power conditions. Ta = 24 ºC, bias point:  Ib=87 μA and Vce=1.5 V. Device: packaged 
SiGe NESG2030m04 HBT. 
 
 
Figure 5.53 - Measured and simulated DCIV curves and dynamic load line. Fundamental frequency=5 
GHz. Class A behavior, for linear and(Pout=-6 dBm) and saturated (Pout=11.1 dBm) power conditions. Ta 
= 24 ºC, bias point: Ib=87 μA and Vce=1.5 V. Device: packaged SiGe NESG2030m04 HBT. 
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 Finally, in figure 5.54 both models are compared for two-tone operation, in 
which the table-based model shows a more accurate behavior. 
 
Figure 5.54 - Measured and simulated two-tone Class A behavior. Fundamental frequencies=5 GHz ± 200 
KHz, and IMD3 and IMD5 versus input power. Ta=24 ºC, bias point: Ib=87 μA and Vce=1 V. Device: 
packaged SiGe NESG2030m04 HBT. 
 
 As a summary, in this section the table-based model has been compared with an 
analytical model, the VBIC.  Results obtained with both models under different 
operating conditions are similar in many cases, but the table-based improves results, for 
example, at high power levels in two tone operation.  It is important to note that the time 
required to extract the table-based model is much lower than in the VBIC case, which 
requires tedious optimization steps. 
 
5.4 Extended HBT Model Validation at Circuit Level 
for Packaged Transistors 
 The final goal sought after with the extraction of accurate active device models 
is to be able to efficiently design with them RF and microwave circuits.  Thus, the best 
way to validate the proposed extended HBT model is by designing circuits with it, and 
comparing the predicted behavior with the circuit measured one.  For this purpose, 
oscillator circuits have been designed and fabricated in this work, since they allow not 
only for demonstrating the model capabilities under dynamic large-signal conditions, 
but the model efficiency to predict phase noise.  In this thesis work, several oscillators 
have been designed in both common-emitter and common-base configurations.  Results 
of the predicted output power, at the fundamental frequency and main harmonics, and 
the oscillation frequency will be shown in comparison with measurements, and also in 
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comparison with the manufacturer´s and the VBIC model results. For some of the 
designed oscillators, the predicted phase noise will also be compared with the measured 
one, to evaluate the LF noise model predictions under dynamic conditions. 
 The relevant features to be considered in oscillator circuits and the steps to be 
followed in their design have been described in Appendix B.    
 In all the designed oscillators, both terminating network and resonator are made 
of transmission lines and open circuit stubs.  In addition, some of the oscillators include 
a resistor in the resonator to increase the real part of the resonator impedance and thus 
its losses.  The bias network is similar in all the designs, only there are a few differences 
in the transmission lines used to connect the transistor to the bias network.  In the 
common-emitter oscillators, the feedback element used was a capacitor, while in the 
common-base ones it was an open circuit stub. 
 
5.4.1 Oscillator Output Power and Oscillation Frequency 
Validation 
 Oscillator output power and oscillation frequency have been measured by using 
a 20 Hz to 40 GHz R&S FSV40 Signal and Spectrum Analyzer.  
 In this section, the results of the model validation for a common-emitter 
oscillator circuit (Oscillator 1), which includes a capacitor as feedback element will be 
first shown.  The circuit layout is displayed in figure 5.55, detailing parts and 
dimensions.  In table I, the results obtained from measurements and simulations, by 
using the proposed extended model, the VBIC model and the manufacturer´s one, are 
shown.  The HBT table-based model predictions are good and improve those obtained 
with the VBIC and the manufacturer´s model.  The predicted circuit oscillation 
frequency in the proposed model is approximately 250 MHz away from the measured 
one.  In the rest of the fabricated circuits, this prediction is improved by replacing the 
conventional microstrip lines, used to connect the bias network with the transistor, by 
microstrip taper lines.  In general, the measured output power at the oscillation 
frequency and at the harmonics is close to the simulations obtained with the proposed 
model.  Some differences do exist, but to a large extent they are mainly due to the 
fabrication process,  since fabricated transmission lines can present some discrepancies 
with the theoretical design (in their widths or lengths, around 0.1 mm) that will affect 
the circuit behavior.  Also, passive elements tolerances and soldering can slightly 
change the circuit behavior. 
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Figure 5.55 – Layout of the fabricated common-emitter HBT-based oscillator circuit (Oscillator 1). 
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 The next oscillator circuit (Oscillator 2) was designed in common-base 
configuration by using, as a feedback element, an open circuit stub.  In this case, the 
resonator is connected to the transistor emitter pin instead of to the base pin.  Moreover, 
the feedback element is connected to the base pin instead of the emitter pin.  Other 
important difference, with respect to the previous design, is the fact that the 
transmission lines used to connect the HBT to the bias network have been improved.  
The circuit layout is shown, in this case, in figure 5.56, detailing each part.  Table II 
shows the comparison between the oscillator measurements and simulations.  The 
results obtained with the proposed model are good for both the oscillation frequency 
and the output power.  Clearly, the proposed model in this thesis improves results over 
the manufacturer’s one, which is only able to predict the oscillation frequency but not 
the output power.  VBIC model predicts correctly the oscillation frequency, but it 
predicts a larger output power than the measured one.  The differences observed 
between measurements and simulations with the table-based model, as commented 
previously, are mainly related to the fabrication process [10].  For this design, the 
overall area of the circuit was reduced with respect to the previous design. 
 
Figure 5.56 – Layout of the fabricated common-base HBT-based oscillator circuit (Oscillator 2). 
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Figure 5.57 – Layout of the fabricated common-emitter HBT-based oscillator circuit (Oscillator 3). 
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 Finally, figure 5.57 shows the layout of another free-running oscillator circuit 
(Oscillator 3) used in this thesis to validate the proposed model, but in this case also 
taking into account the influence of the fabrication process.  This oscillator was 
designed in common-emitter configuration, as Oscillator 1, but using taper lines as in 
Oscillator 2.  Circuit size was also reduced.  In this case, the circuit was fabricated with 
the technology existing in two different Spanish universities, in order to check how 
measured results were affected by the fabrication procedure.  In figure 5.58 photographs 
of the fabricated circuits are displayed.  One circuit was fabricated at the University of 
Vigo (Oscillator 3.A, shown in the figure before via hole metallization) by using a 
milling process, and the other one at the University Politécnica of Madrid (Oscillator 
3.B) by using a photolithographic process.  Moreover, Oscillator 3.B was gold-plated to 
improve conduction, and had implemented less number of via holes.  Passive and active 
elements used in both circuits were similar and from the same fabrication lot, and were 
both mounted at the University of Vigo.   
     
                                a)                                                                                   b) 
Figure 5.58 – Photograph of the common-emitter HBT-based oscillator circuit (Oscillator 3) fabricated 
with two different technologies. a) At the University of Vigo, b) At the University Politécnica de Madrid.  
 Table III compares oscillators’ measured results, for both fabrication procedures, 
with simulated ones by using the three nonlinear models: table-based, VBIC and 
manufacturer´s ones.  The measured results are different for both, oscillation frequency 
(190 MHz) and output power at the fundamental frequency and its harmonics.  The 
proposed table-based model exhibit better results than those of the manufacturer’s and 
VBIC models, as was the case in previous designs.  It is important to note that the 
model proposed in this thesis work predicts an oscillation frequency which value is in 
between those measured by using the different fabrication technologies.  Besides, the 
simulated output power at the oscillation frequency, and the main harmonics, is also 
close to those measured ones in both fabricated circuits.  For some harmonics it is closer 
to one of the fabricated circuits, and for others is closer to the other one.  These results 
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5.4.2 Phase Noise Validation 
  As commented in Appendix B, one of the most relevant figures of merit in 
oscillator circuits is the observed phase noise.  In this section, the oscillators phase noise 
measured and simulated is compared.  To measure the phase noise, a phase noise 
measurement system, composed of an Agilent 43521A down-converter and an Agilent 
4352B VCO/PLL Signal Analyzer, was used 
 To obtain measurements of the phase noise with the measurement system used 
in this work, the circuit oscillation frequency should be stable enough.  When a free-
running oscillator is measured without any kind of environment protection, the 
oscillation frequency can vary around hundreds of KHz due to environment noise and 
other factors.  This variation can be increased if the circuit is manipulated during cable 
connection or so.  Thus, to protect the circuit from external influences, the oscillator 
circuit was introduced in a metallic box.  The ground of the circuit was also soldered to 
this metallic box.  Figure 5.59 show photographs of this arrangement, with the metallic 
box covered and uncovered. 
 Figure 5.60 shows the measured phase noise for Oscillator 1 (designed in 
common-emitter configuration).  As commented in Appendix B, measurements of the 
phase noise at low frequencies are almost flat, decreasing with a slope of 30 dB/dec as 
frequency is increased.  At higher frequencies, depending on the oscillator Q value, the 
slope can decrease with 10 or 20 dB/dec.  In this figure, from 100 Hz to 1 KHz, the 
spectrum of the phase noise is almost flat, and from 1 KHz to 500 KHz the slope 
decreases 30 dB/dec.  Between 500 KHz and 2 MHz, the slope changes to 20 dB/dec.  
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From 2 MHz, the phase noise does not longer decreases.  This can be explained if the 
only contributors to the phase noise were the thermal and shot noises or, otherwise, 




                                a)                                                                                   b) 
Figure 5.59 – Photograph of the common-base HBT-based oscillator circuit placed inside a metallic box. 
a) Covered, b) Uncovered. 
 
 The model phase noise predictions are similar to the measurements in the range 
from 1 KHz to 1 MHz (it descends 30 dB/ dec.  From 1 MHz, simulations continue with 
the 30 dB/dec slope.  At low frequencies, the HBT table-based extended model is not 
able to predict the measured behavior due to limitations in the ADS algorithms to 
simulate phase noise.  In figure 5.60 the ADS 2009U1 simulations are shown.  It is 
important to note that the ADS 2009U1 uses the Conversion Matrix Method to compute 
the phase noise, while ADS 2003 used the Carrier Modulation Method.  Similar results, 
from 1 KHz, were obtained in, as can be seen in figure 5.61, when the table-based 
model was simulated with both ADS versions.  Both methods show different results 
below 1 KHz, although they are not able to accurately predict the flattening of the phase 
noise spectrum at low frequencies.  
 When validating the manufacturer’s model, it is clear that it is not working 
properly, since the predicted phase noise slope was 20 dB/dec for all the frequency 
range.    
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Figure 5.60 – Measured and simulated phase noise for a HBT-based oscillator in common-emitter 
configuration. 
 
Figure 5.61 – Measured and simulated phase noise for a HBT-based oscillator in common-emitter 
configuration. Simulations are shown using the Conversion Matrix Method (ADS 2009U1) and the 
Carrier Modulation Method (ADS 2003). 
 
 In figure 5.62, a similar comparison is shown but now for the common-base 
oscillator circuit (Oscillator 2) and using only ADS 2009U1.  The measurements in this 
case are similar to the previous figure.  The simulated phase noise of the proposed 
model has a slope of 30 dB/dec up to 100 KHz, as in the case of the measurements.  
From this frequency up, the simulated phase noise descends to 20 dB/dec (some KHz 
before the measurements do the same).  Again, manufacturer’s model gives poor 
predictions.  Simulated phase noise is flat up to 100 KHz.  From 100 KHz up, the slope 
descends 20 dBs/dec, and the simulated noise from this frequency on is higher than the 
measured one. 
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Nonlinear Table-Based Schottky Diode 
Model and its Application in the 
Simulation of Power Probes 
  
 The work described in this chapter is an attempt to understand some of the 
problems observed when working with RF power probes under multi-tone large-signal 
excitation and it has been performed in collaboration with the University of Aveiro and 
the NIST (National Institute of Standards and Technology). 
 For many years, the results obtained with diode power probes have been quite 
satisfactory when the power measured was the power of a simple signal, as a sinusoid 
[1-3].  In diode power probes, the nonlinearity of the diode rectifies the RF signal, 
providing a representation of the DC power.  Because the DC voltage created by the 
rectification of the diode is the parameter aimed, it was not expected that the effects of 
nonlinear distortion in the kilohertz or megahertz range would affect this DC value [1-
3].  This is true for simple signals but it was, until recently, an open issue with more 
complex signals.  In fact, it was expected that the nonlinear response of the power probe 
may depend on the bandwidth of the RF input signal.  This behavior could be ascribed 
to the dynamic interaction of the baseband impedance response and the low frequency 
voltage and current produced when a nonlinear device is excited by any modulated 
excitation [4].  The nonlinear junction capacitance of the diode implies that the 
superposition theorem is not longer valid.  Besides, these dynamic effects may also 
impact the reliability of the measurements.   
 As a result, the output of the diode could be different for single or multiple 
tones.  In addition, while the use of a single sinusoid does not create any baseband 
spurious signals, in a multi-tone signal, the baseband spurious signals have a bandwidth 
equivalent to the RF bandwidth.  Thus, baseband impedance terminations can affect the 
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accuracy of the DC voltage measured by the power probe and a single-tone excitation 
cannot guarantee the correct probe calibration for more complex signals.   It must be 
considered that, when power probes are designed, the output impedance at the baseband 
frequency is not typically optimized, as in the case of envelope detectors.  
 Hence, the motivation of this chapter is, first, the development of an accurate 
nonlinear table-based Schottky diode model to be used to predict the behavior of power 
probes.  The model was first extracted for a packaged Schottky diode, and later used to 
demonstrate through simulation the effects of the baseband impedance terminations in 
the output power probe DC voltage.  The model predictions were also validated with 
measurements.  It is important to note that a detailed mathematical explanation of the 
observed effects can be performed by using Volterra Series, as in [5], an explanation out 
of the scope of this thesis work.  This part of the work was done by University of 
Aveiro colleagues, and it is described in [5] for two-tone signals and in [6] for more 
complex signals.  In this work, the validation of our hypothesis will be carried out by 
using the developed diode model predictions. 
 
6.1 State of the Art in Nonlinear Schottky Diode 
Modeling  
 In chapter 3, it was presented a possible classification of active devices models 
which is still valid when applied to diodes.  Due to the strong nonlinearities that 
semiconductor diodes present, empirical nonlinear models as [7-17] and physical ones 
as [18-19] have been used in their modeling.  Most of the proposed diode nonlinear 
empirical models are analytical ones [7-15], but it can be also found in the literature 
table-based or black box approaches, as in [16-17].   
 One of the most widely used nonlinear models for diodes is the Simulation 
Program with Integrated Circuits Emphasis  (SPICE) diode model [7-9].  This model is 
the one provided by the manufacturer of the Schottky diodes used in this thesis work.  
In next sections, this model will be compared to the table-based approach developed in 
this work.  
 The SPICE model uses equation (6.1) to model the diode static I-V relationship, 
which it is based on the well known Shockley current equation. 
ܫ஽ ൌ ܫௌ ቂexp ቀ
௏ವ
௡௏೟





                                                                               (6.1) 
 In this equation,  ܫ  is the conduction current through the device, ܫ  is the 
diode’s reverse saturation current, ܸ is the applied intrinsic voltage and ܸ  is the 
thermal voltage (݇ܶ ). ݊ is the emission coefficient, which is close to 1 for a perfect 
diode.  Finally, ܩ  is a parallel conductance used as a convergence aid at large 
negative voltages.  SPICE model can also incorporate an exponential breakdown 
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behavior from a certain reverse voltage, which implies adding a new parameter to the 
previous equation. 
 To account for charge storage dynamic effects, capacitances are also included in 
the nonlinear current 
 
Figure 6.1 –SPICE diode model topology. 
 
 SPICE model can be considered as valid for PN-junction rectifiers but not for 
odels with 
the SPICE model.  Two contributions are taken into account, especially in bipolar 
diodes: a diffusion capacitance, which is dominant in forward regime, and a depletion or 
junction capacitance, which is dominant in reverse regime.  
 In figure 6.1 it can be seen the model topology including 
source, the nonlinear capacitances and the conductance considered above.  Also, a series 
resistance is included, which models the semiconductor neutral regions resistances, and 
the parasitics related to the ohmic contact resistances and connecting wires. 
 
Schottky diodes [18], due to its limitations [9-10, 18] when applied to actual devices.  
The most important limitation being the fact that it does not accurately model the diode 
reverse recovery characteristics [9, 18].  In [19] it is presented a physically based 
proposal to properly account for this feature which extends the physical diode model 
proposed in [18] for high power GaAs Schottky diodes. 
  Different works in the literature propose analytical Schottky diode m
varying complexity that improve the behavior of the SPICE model [9-13]. 
 With respect to black-box diode models, there are several works, proposed by 
Root et al. [16-17], in which the behavior of on-wafer MESFETs (Metal-Semiconductor 
FET), MODFETs (Modulation-Doped FET) and varactor diodes is modeled by using a 
look-up-table approach.  These models are extracted from DC and bias dependent 
small-signal s-parameters measurements, from which it can be obtained the bias-
dependent small-signal functions: GDC(V),  C(V) and R(V).  Figure 6.2 shows the 
proposed model topology.  From those functions, three independent nonlinear 
constitutive relations are obtained: the charge function Q(V) (related to C(V) by 
integration), the current function IDC(V) (related by integration to GDC(V)) and the 
relaxation time τ(V) ( related to R(V) and C(V)).  The relaxation time is used to define 
nonquasi-static charges.  The model could be simplified by defining a constant 
relaxation time, thus reducing the model complexity to only two nonlinear bias 
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dependent functions [17].  Good predictions were obtained with that model for DC, 
small-signal and single-tone large-signal operation. 
 
Figure 6.2 – Measurement based diode model topology proposed by Root  al. 
 
In this thesis work it has been developed, and experimentally validated, for the 
6.2 Description of the Table-Based Schottky Diode 
In this thesis work it is proposed a diode table-based model [20] as a simplified 
odel circuit topology is shown in figure 6.3.  As can be seen, the model 
 Unlike the table-based models proposed in [16-17], for other type of diodes, this 
odel, this model is a time domain table-
et
 
first time, a nonlinear diode table-based approach which models the Schottky diode 
behavior.  The formulation proposed by Root et al. in [16-17], for other type of diodes, 
could also be valid to model Schottky diodes, but to our knowledge it had not been 




version of the one proposed also in this work for HBTs, already described in previous 
chapters.  
 The m
consists of a linear extrinsic network and a nonlinear intrinsic one.  The extrinsic 
network models the device parasitics and the influence of the packaging.  The intrinsic 
nonlinear part is composed of the current and the charge nonlinear generators, which are 
both table-based and bias dependent.  Since the Schottky diode is a two terminal device, 
only one nonlinear current function and one nonlinear charge function are considered, 
both dependent on the instantaneous diode terminal voltage. 
model is quasi-static in nature, since it does not use any relaxation time in the charge 
formulation.  
 As in the case of the proposed HBT m
based nonlinear approach, and it is also extracted from DC measurements (current 
function) and small-signal measurements vs. bias (charge function).  But in this 
approach, no temperature effects have been considered, which greatly simplifies both 
the model extraction and implementation.  The fact that this model will be used to 
predict power detectors behavior at moderate RF power levels, and that the diode will 
be mildly biased in the cut-off region, has make it possible to neglect possible 
differences in junction temperature when operating in static and dynamic conditions.  
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However, it was found in this work that diode reverse breakdown behavior played a 
major role in the detector saturated operation, and so it was necessary to extend the 
table-based approach to include this effect.  Finally, also like in the initial simplified 
HBT model, noise modeling has also not been accounted for. 
 
Figure 6.3 – Proposed nonlinear table-based Schottky diode model topology. 
  
6.2.1 Model Generation 
 As in the HBT case, in this model, RF and DC currents are similar, provided Tj 
 the s
D
஽ܸ೔೙೟ ൌ ஽ܸ೐ೣ೟ െ ܫ஽ሺܴ௦ ൅ ܴ௣௢௥௧ሻ  (6.2) 
 Thus, the charge can be calculated by using equation (6.3). 
ܳ஽ሺܸ, ݓሻ ൌ ׬ ௪
is ame, and thus, the nonlinear current function (ID) can be directly obtained from 
DC I-V measurements, after applying a smoothing procedure. 
 The nonlinear charge function (Q ) was obtained from an integration procedure 
based on smoothing B-splines, similar to the one used in the HBT case, but now 
simplified because QD is dependent on a single voltage variable, VD.  Similarly, QD and 
ID are intrinsic functions dependent on the diode intrinsic voltage.  Thus, a DC de-
embedding procedure is again applied to obtain intrinsic voltages from the applied 
external ones.  In this procedure the device parasitic resistances and the measurement 
system resistances (Rport) involved in the biasing process, are taken into account as 
shown in equation (6.2). 
ିூ௠௔௚ሺ௒మభሺ௏,௪ሻሻ . ݀ ஽ܸ೔೙೟ ൅
೔೙೟
௏ವ೔೙೟ᇱ
ܥ                         (6.3) 
where ܫ݉ܽ݃ሺ ଶܻଵሺܸ, ݓሻሻ is an intrinsic function obtained from extrinsic bias-dependent 
eters measureme
௏ವ
s-param nts, by using a RF-deembedding procedure, as in the HBT 
case.  Similar results could be obtained in the proposed diode model by replacing 
measured െܫ݉ܽ݃ሺ ଶܻଵሺܸ, ݓሻሻ by െܫ݉ܽ݃ሺ ଵܻଶሺܸ, ݓሻሻ.  
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 To extract the current function, static measurements were performed in the diode 
DC safe operating region and, in this mode; no information about the diode reverse 
breakdown characteristic was obtained.  But when the device was operated under high 
input power levels, there was a voltage amplitude value (ܸ  from which the reverse 
breakdown process was apparent and could be characterized.  At voltages between 0 
and ܸ , ܫ  is negative and almost constant in value.  At voltages lower than ܸ , 
 gets more and more negative.  From the large-signal device behavior at these 
voltages, an analytical soft-reverse breakdown formulation has been proposed to 
complete the table-based current model formulation and hence, improve the model 
extrapolation at high input RF drive.  Equation (6.4) shows the proposed breakdown 
formulation for the particular devices used in this thesis work.  The ܸ  voltage for 










ۓ    ܫܦ൫ܸܦ൯ ൌ ܫܦݐܾ݈ܽ݁൫ܸܦ൯                                െ 3.1 ൏ ܸܦ              
    ܫܦ൫ܸܦ൯ ൌ ܫܦݐܾ݈ܽ݁൫ܸܦ൯หܸܦ ൅ 3ห ݁
หܸܦห             െ 4 ൑ ܸܦ ൑ െ3.1 
ܫܦ൫ܸܦ൯ ൌ ܫܦݐܾ݈ܽ݁൫ܸܦ൯݁
หܸܦห                                        ܸܦ ൏ െ4  
                                                                        
 
In this section, the steps followed to characterize de diode for the model 
extract
To perform all the required measurements with the LSNA, first the diode was 
placed 
 In order to extract the model, the DC current and bias dependent small-signal s-
arame
 All the LSNA measurements were performed in a safe DC voltage range (V  
(6.4) 
6.3 Diode Characterization from LSNA Measurements 
ion are described.  The device used in this memory to validate the model is the 
Agilent HSMS-2860 packaged Schottky diode.   
in a test-fixture in a thru configuration, similar to the one used for the packaged 
HBTs.  The corresponding standard calibration impedances for TRL calibration were 
used to calibrate the LSNA system (VNA mode cal) and remove the test-fixture 
parasitic effects.  The test-fixture and the standard impedances design and fabrication 
are described in Appendix A.  
p ters were measured over a dense voltage grid.  In the case of the small-signal 
measurements, since the device was mounted as a two-port device, their four s-
parameters were obtained.  Single-tone and two-tone large-signal measurements were 
afterwards performed in order to validate the extracted model. 
D
between -1.5 and 1.7 V), and in a frequency band in which the test-fixture calibration 
was accurate enough.  S-parameters were measured then from 0.6 to 15 GHz, and large-
signal measurements were performed for a fundamental frequency of 5.8 GHz and five 
harmonics.  All the measurements were taken at the same ambient temperature, Ta=24 
ºC. 
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 Typically, the two main parasitic elements in on-wafer Schottky diodes are a 
resistance, in series with the intrinsic nonlinear part, as in [8], and an inductance, as in 
[16-17].  In the case of packaged devices, the parasitic network is more complex, and 
usually includes capacitance cells, as in [12-13], and inductance elements, as in [13].   
 The parasitic network used in the proposed model is shown in figure 6.4.  It is 
mainly based on the manufacturer’s model [21], but in this thesis work it was also 




Figure 6.4 – Proposed Schottky diode parasitic network. 
 
 The process to extract the parasitic elements is similar to that explained in the 
HBT case.  In this case, only two bias points were used to extract the parasitics in cut-
off and in forward regime.  The reverse bias points were used to extract the parasitic 
capacitances and the forward bias points to calculate the parasitic resistance and 
inductance.   
 Figure 6.5 shows the comparison between measurements and simulations for a 
reverse bias point in the frequency range of 0.6 GHz to 10 GHz.  This plot validates the 
capacitances values extracted for the parasitic network.  Note that simulation results at 
10 GHz are different from the measured ones.  That could easily be corrected by 
changing the inductance value, but it will deteriorate the behavior at frequencies below 
7 GHz.  With the extracted inductances, the behavior is correct for all the bias point up 
to this latter frequency.  With this simplified model topology it was not possible to 
extract an accurate model at the same time for frequencies below 7 GHz and above 7 
GHz.  Since the diode is going to be used at 5.8 GHz in power detectors, it was decided 
to use the parasitics values corresponding to an accurate model below 7 GHz.   
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Figure 6.5 – Comparison between simulations and measurements. Bias point: VD= -1.5 V (ID=-44 nA). 
Device: Packaged HSMS 2860 Schottky diode. 
 
 Figure 6.6 shows the model behavior under small-signal excitation for a forward 
bias point.  Modeled S12, S21 and S22 show a reasonable agreement with the 
measurements, but S11 show disagreement.  Probably, test-fixture and package effects 
are responsible for this complex behavior.  Nevertheless, this behavior will not affect 
the model predictions when simulating the detector circuit. 
 
Figure 6.6 – Comparison between simulations and measurements. Bias point: VD= 1.7 V (ID=69.5 mA). 
Device: Packaged HSMS 2860 Schottky diode. 
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 Table I lists the values of the diode parasitic elements in the case of the proposed 
model and the manufacturer’s model. 
TABLE I. Comparison between table-based model and manufacturer model parasitic elements. 
Parasitic Element Table-Based Model Manufacturer 
CIN 30 pF - 
COUT 180 pF - 
Cp 180 pF 80 pF 
Rs 6 Ω 5 Ω 
Ls 2 nH 2 nH 
 
 As commented previously, the intrinsic nonlinear current and charge table-base 
functions are defined as a function of the intrinsic voltage VDint and they are spline 
interpolated during simulation time.  The nonlinear current function is extracted directly 
from detailed DC I-V measurements, after a smoothing procedure. 
 
 The nonlinear charge function was obtained from integrating bias dependent 
small-signal Y21 parameters (their imaginary part).  To obtain those parameters, first, the 
measured s-parameters were converted to Y-parameters.  These Y-parameters are 
extrinsic and must be converted to intrinsic ones through the RF de-embedding process, 
as in the HBT case.  Integrations were performed by using the same Matlab functions as 
in the HBT case.  Similar results could be obtained by using Y12 parameters instead of 
Y21 ones.  The frequency used to extract the model has been 3 GHz. 
 
6.4 Model Implementation in ADS 
 Once all the model parameters and functions were extracted, a file was created 
containing them.  This file is divided in two parts, one with the bias independent 
elements, as the parasitics, and another one with the bias dependent elements, which are 
the nonlinear current and charge tabled functions.  Both functions are intrinsic but the 
file control variables are extrinsic.  When the model is implemented, a DC de-
embedding procedure is dynamically applied to convert this control variable into an 
intrinsic one during simulation time. 
 To implement the model nonlinear part, a SDD is used in a similar way as in the 
HBT case, explained in Chapter 4.  Unlike the extended HBT model case, which used a 
fifteen port SDD, only three SDD ports are required to implement this diode model.  In 
one of those ports an explicit function is used to define the current and charge functions 
through the device.  The other two ports use implicit functions to calculate the intrinsic 
voltage at each terminal of the device.  An external equation block is used to model the 
soft-reverse breakdown, by using the equation (6.4), described previously, to extend the 
instantaneous current function to voltages below -3 V.  The way the model works 
internally is similar to the one explained for the HBT model, but simpler due to the use 
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of less parameters, functions and SDD ports.  The SDD schematic used in the model 















Figure 6.8 – Intrinsic nonlinear model implementation using a SDD. 
    
6.5 Diode Model Validation at Device Level 
 In this section, the results of the diode model validation for the Agilent HSMS-
2860 Schottky diode will be shown, comparing simulated behavior with device 
measurements, and also taking into account the comparison with the manufacturer’s 
model behavior.  The validation is performed for DC, small-signal, and single-tone and 
multi-tone large-signal conditions.  All the measurements were performed by using the 
Uvigo LSNA-based measurement system and the simulation results were obtained by 
using the ADS simulator. 
 
6.5.1 DC Validation 
  In figure 6.8 it can be seen the model behavior under DC operation and at 
ambient temperature.  Nonlinear table-based model simulations and measurements are 
in good agreement while simulation results obtained with the manufacturer’s model 
present much lower current in the forward region.  Figure 6.9 shows the device behavior 
in reverse operation and in the onset of conduction.  The table-based model is able to 
predict both forward current slopes whereas the manufacturer’s model presents the same 
current value at all the reverse bias points. 
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Figure 6.8 – Measured and simulated DC ID versus VD. Device: Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.9 – Measured and simulated DC ID versus VD in reverse operation at low currents to see the 
onset of conduction. Device: Packaged HSMS 2860 Schottky diode. 
 
 In figures 6.10 and 6.11 it is shown the behavior measured and predicted at high 
reverse operation, comparing also the table-based and manufacturer’s model 
predictions.  The table-based model presents a soft-reverse breakdown curve (as was the 
goal in its formulation) while the manufacturer’s model presents an abrupt reverse 
breakdown.  In figure 6.10, apparently, the reverse breakdown voltage in the table-based 
approach is higher (in absolute value) that the one in the manufacturer model.  But, 
making a zoom, as in the figure 6.11, it can be seen that the breakdown voltage is close 
to -3.5 V and below this voltage the current decrease slightly.  In next sections, it will 
be demonstrated why the election of a soft-reverse breakdown modeling in the proposed 
approach is a better option  
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Figure 6.10 –Diode current measured and simulated in static operation for both reverse and forward 
operation. Device: Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.11 – Diode current measured and simulated in static operation for both reverse and forward 
operation making a zoom in the Y axis to see the onset of the reverse breakdown voltage. Device: 
Packaged HSMS 2860 Schottky diode. 
 
6.5.2 Model Validation in Small-Signal Operation 
 In this section, all the small-signal measurements were performed at the same 
ambient temperature and by using the LSNA in mode “VNA”.  The bias points used to 
make the comparisons belong to the two important regions of the diode operation, 
forward and reverse conditions.  Another bias point was also chosen, in the onset of 
conduction. 
 Figure 6.12 shows the comparison up to 7 GHz for all the s-parameters.  If the 
frequency is increased, the behavior is slightly deteriorated, due to the packaged, as 
could be seen previously when the parasitic elements were extracted.  The predictions 
obtained with the table-based model are better than those obtained with the 
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manufacturer’s one, in which, for example, S11 is the same that S22.  Similar results are 
obtained and shown in figure 6.13 for a bias point in which the diode is in the onset of 
conduction.  Finally, in figure 6.14 it is shown the comparison for a forward bias point. 
 
 
Figure 6.12 - Measured and simulated s-parameters. Bias point: VD=-1.5V (ID=-44 nA). Device: 
Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.13 - Measured and simulated s-parameters. Bias point: VD=0.1375V (ID=3 μA). Device: 
Packaged HSMS 2860 Schottky diode. 
  




Figure 6.14 - Measured and simulated s-parameters. Bias point: VD=1.7V (ID=69 mA). Device: Packaged 
HSMS 2860 Schottky diode. 
 
6.5.3 Model Validation in Large-Signal Operation 
 In this section it is shown the Schottky diode table-based model behavior under 
large-signal conditions, for one and two tones signals.  All the measurements were 
performed with the LSNA in mode “LSNA”.  Similar bias points at those used in the 
small-signal validation will be shown. 
 
6.5.3.1 Single-Tone Validation 
 Figure 6.15 shows the validation results of applying a 5.8 GHz single-tone when 
the device is biased in reverse operation.  The figure plots the output power (in dBm) 
and the output voltage phase (in degrees), as a function of the input power.  Figure 6.16 
shows the previous comparison, but now for a bias point in which the device is in the 
onset of conduction.  The predictions are in better agreement with the measurements 
than those presented by the manufacturer’s model.  
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Figure 6.15 - Measured and simulated large-signal behavior. Output power and output voltage phase 
versus input power at the fundamental frequency=5.8 GHz, 2nd and 3rd harmonic. VD=0 V (ID=3 nA). 
Device: Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.16 - Measured and simulated large-signal behavior. Output power and output voltage phase 
versus input power at the fundamental frequency=5.8 GHz, 2nd and 3rd harmonic. VD=0.1375 V (ID=33 
μA). Device: Packaged HSMS 2860 Schottky diode. 
 
 Figures 6.17 and 6.18 show the time domain waveforms at different bias points, 
and for two different input RF powers.  In figure 6.17 three bias points are shown for an 
input power of 0 dBm, while figure 6.18 shows the results obtained when the input 
power is increased up to 7 dBm.  In both cases, the table-based model improves the 
predictions made by the manufacturer’s model.  The use of time waveforms is an 
important help in this case to accurately validate the diode model behavior. 
 
 




Figure 6.17 - Measured and simulated DC and time domain RF waveforms at three bias points: fo=5.8 
GHz, Pin=0 dBm. Bias point 1: VD=-1 V (ID=-33 nA). Bias point 2: VD = 0 V (ID =3 nA), Bias point 3: 
VD =1 V (ID =35.8 mA). Device: Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.18 - Measured and simulated DC and time domain RF waveforms at three bias points: fo=5.8 
GHz, Pin=7 dBm. Bias point 1: VD=-1 V (ID=-33 nA). Bias point 2: VD = 0 V (ID =3 nA), Bias point 3: 
VD =1 V (ID =35.8 mA). Device: Packaged HSMS 2860 Schottky diode. 
 
6.5.3.2 Two-Tone Validation 
 In this case, two tones with the same amplitude and slightly apart are applied to 
the diode.  To perform this characterization, at the input port of the LSNA System two 
signal generators were used in combination with a power combiner.  The results of the 
model validation for the fundamental frequencies and the two IMD3 and IMD5 
obtained are shown in figures 6.19 and 6.20 for two different bias points.  
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Figure 6.19 - Measured and simulated two tones large-signal behavior. Output power at fundamental 
frequencies=5.8 GHz ± 50 KHz and IMD3 and IMD5 versus input power. Bias point: VD=0.1375 V 
(ID=33 μA). Device: Packaged HSMS 2860 Schottky diode. 
 
 
Figure 6.20 - Measured and simulated two tones large-signal behavior. Output power at fundamental 
frequencies=5.8 GHz ± 50 KHz and IMD3 and IMD5 versus input power. Bias point: VD=-1 V (ID=-33 
nA). Device: Packaged HSMS 2860 Schottky diode. 
 
 Again, as in previous validations, the table-based model behavior improves that 
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6.6 Schottky Diode Application: Power Detectors. 
 The nonlinear Schottky diode model proposed was developed to accurate 
simulate power detectors, designed by the University of Aveiro.  The simulation and 
measurement results presented in these sections were performed by the author at the 
University of Aveiro in Portugal, in co-operation with Prof. Nuno Borges research 
group. 
6.6.1 Power Detectors Basics 
 The simplest detector is composed of a diode, which rectifies the RF signal, and 
a load impedance, made up basically of a resistor and a capacitor (figure 6.21).  The 
diode, in series configuration, only allows for current flow when its positive-input 
terminal is at a higher potential than the negative one.  The capacitor stores up charge 
on the rising edge, and releases it slowly through the resistor when the signal falls.  A 
well designed RC load circuit provides a constant output voltage for the duration of the 
carrier time period, showing a slightly variation with the modulation signal.  
 Envelope detectors take a high-frequency RF complex signal (at least a two-tone 
signal) as input and provide an output which is the envelope of the original signal          
-baseband frequency signal-.  With an adequate filter, the DC output voltage can be 
removed.  In power detectors the filter is not used, and the DC voltage at the output is 
the value sought after.   
 
Figure 6.21 – Basic detector circuit. 
 
6.6.2 Power Detectors Used in this Work 
 Figure 6.22 shows the schematic of one of the detectors designed by the 
University of Aveiro, an improved version of the basic one, and that operates at 5.8 
GHz.  The detector circuit can be divided in five parts: the input matching network, the 
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input DC-block, the output RF-block, the biasing circuit and the detection network.  
These parts are explained below. 
 
Figure 6.22 – Schematic of the University of Aveiro detector. 
 
Input matching network 
 This network is used to match the input 50 Ω transmission line to the diode input 
impedance and thus, avoiding input reflections and maximizing the transferred power to 
the diode.  This network includes a transmission line and an open circuit stub. 
Input baseband network and DC-block 
 This circuit part is used to remove both the DC and the baseband frequencies at 
the diode input, to prevent these components affecting the signal generator.  It also set 
the required DC voltage between the two diode terminals.  The baseband signal is 
blocked by using a λ/4 transmission line at 5.8 GHz loaded with a λ/4 radial stub. This 
circuit part is a short-circuit for the RF-signal.  Therefore, the generator signal will 
“see” an open circuit at low frequencies, and thus, just RF signals will be transmitted 
through the diode.   
Output RF-block 
 This network is used to block the RF frequency at the detector’s output.  It 
includes a λ/4 butterfly stub placed at λ/2 from the diode output.  Thus, the RF signal at 
the diode’s output is the same than at the butterfly stub.  This stub is an open circuit at 
the RF signal and it will not affect the DC and the baseband frequencies. 
Biasing Circuit 
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 The diode biasing circuit is composed of a 100 kΩ  resistance fed by a voltage 
supply of 5 V, in order to achieve the desired diode static bias point, that was in this 
work VD=0.2 V and ID= 48 μA. 
Detection Circuit 
 It is the most important part of the power detector circuit and it is mainly 
composed of the three elements previously commented: the diode, the resistance and the 
capacitance.  The resistance and capacitance values are chosen trying to maximize the 
detector voltage sensitivity, which will also depend on the diode behavior, and the 
frequency and the bias point used. 
 
6.6.3 Detector Design and Diode Model Validation 
 The detector circuit was fabricated at the University of Aveiro.  A photograph of 
this circuit is shown in figure 6.23, in which it can be easily seen the parts previously 
described. 
 
Figure 6.23 – Power detector photograph. 
 
 To validate the proposed diode table-based model at circuit level, and the 
detector design, several measurements and simulations, with both the table-based and 
the manufacturer’s model were made.  The validation was performed by comparing the 
detector DC output voltage when one tone was applied at the input, with different power 
levels; and by comparing the output voltage and baseband signals obtained, at different 
input powers and two-tone separations, when a two-tone signal was applied at the input. 
 For the single-tone validations, it was used the measurement setup shown in 
figure 6.24.  It includes a signal generator, a voltage supply for biasing purposes and a 
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multimeter to measure the DC voltage at the detector output.  A photograph of the 
measurement setup used in the University of Vigo is shown in figure 6.25. 
 
Figure 6.24 – Measurement setup for one-tone signals. 
 
Figure 6.25 – Photograph of the measurement setup for one-tone signals. 
 
 Figure 6.26 shows the comparison between detector measurements and 
simulations by using the table-based model and the manufacturer’s model.  Both models 
present a similar behavior up to 5 dBm.  The manufacturer’s model works better from 5 
to 10 dBm, and the table-based model shows better agreement from 10 dBm up. 
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Figure 6.26 – Power detector measurements and simulations for a single-tone input signal. f=5.8 GHz. 
 
 The detector operation is described below.  The detector is biased at VD=0.2 V 
by using a 5 V DC source and a 100 KΩ resistance.  In these conditions, the resulting 
diode current is ID=48 μA, provided there is not present an RF input signal.  At low RF 
input power levels, the diode current remains constant, but when the input power is 
increased above -20 dBm, the current also increases, and VD (VD=5-100 KΩ .ID) 
decreases down to 0 V (ID>50 μA) at about -15 dBm.  When the input power increases 
above -15 dBm, VD becomes more and more negative.  Finally, at high input power 
levels (above Pin=10 dBm), the diode starts operating in the reverse breakdown region.  
In this region, the voltage first decreases, and finally reaches an almost constant value.  
In figure 6.27 it can be seen the mentioned self-biasing behavior when the input power 
is increased. 
 
Figure 6.27 –Simulations of the self-biasing behavior of the detector circuit. 
 The measurement setup to characterize the detector behavior for two-tone 
signals is shown in figure 6.28.  It consists of two signal generators, one of them set to 
5.8 GHz, and the other one set to a variable frequency, close to 5.8 GHz, that changes 
depending on the desired two-tone spacing.  Both generators are connected to a power 
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combiner.  The power of each signal generator is set to make the amplitudes of both 
signals at the detector input equal, by taking into account differences in losses in the 
two paths, connecting the two generators to the detector.  Because of the losses due to 
the interconnecting cables and the power combiner, an amplifier is used to rise the RF 
input power level at the detector input.  As in the one-tone case, a DC voltage supply is 
used to bias the detector, and a multimeter to measure the detector output DC voltage.  
Finally, to measure the baseband frequency signals (IF (Intermediate Frequency) signal 
and its harmonics), a spectrum analyzer was used.  A photograph of the measurement 
setup used in the University of Vigo is shown in figure 6.29. 
 
Figure 6.28 – Measurement setup for two-tone signals. 
 
Figure 6.29 – Photograph of the measurement setup for two-tone signals. 
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 In figure 6.30 it is shown the measured DC detector output for two-tone 
measurements, and the corresponding simulations performed with the table-based and 
the manufacturer’s models.  The results are similar for both models up to 0 dBm, but 
when the input power is higher, the table-based model shows better agreement.  With 
this detector design, similar results were obtained at different two-tone separations. 
 
Figure 6.30 – Measurements and simulations comparison for two-tone detector excitation. f1=5.8 GHz, 
f2=f1+200 KHz. 
 
 In figure 6.31 it is shown the effect of including the soft breakdown modeling in 
the table-based approach.  When the breakdown modeling is not applied, the absolute 
value of the output DC voltage increases exponentially with the input power.  But, when 
it is applied, the absolute value of the voltage, first, increases exponentially up to a 
certain input power level, and above it, it begins to increase gradually until it gets to a 
constant final value.  
 The other comparison shown in the plot is the difference between using a soft-
breakdown approach (as in the table-based model) and using an abrupt breakdown 
model (as in the manufacturer’s model).  In the case of the abrupt breakdown, above a 
certain input power level, the diode reaches a certain value of voltage, and stays there.  
However, by using a soft-reverse breakdown, there is a wider range of input power 
levels at which the diode output voltage increases with the input power.  In the 
breakdown region, above a given value, the higher the input power the lower the voltage 
increment.   
 
Figure 6.31 – Detector measurements and simulations (using different breakdown modeling) for two-tone 
excitation. f1=5.8 GHz, f2=f1+200 KHz. 
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 When multi-tone signals are applied to a detector, baseband frequency signals 
are generated at the detector output, due to the diode nonlinearities.  In this section only 
measurements and simulations for two-tone operation are shown.  In this case, the 
baseband signals measured were the IF frequency (ݓ ) and its harmonics.  In 
figure 6.32 it is shown the detector output power measured and simulated with both 
models, under two-tone operation (200 kHz spaced), for the IF frequency and its 2nd and 
3rd harmonics.  In this plot, ∆ݓଵ ൌ ݓଶ െ ݓ ሺݓଶ െ
sponds to frequencies of 200 kHz, 400 KHz and 600 KHz, 
respectively.  In next figures, different two-tone separations are used. 
ଶ െ ݓଵ
ݓଵ , ∆ݓଶ ൌ 2ሺ ଶ െ ݓଵሻ and ∆ݓଷ ൌ 3
ݓଵሻ , which corre
 The differences observed in the measured results with respect to the simulated 
ones could be due to the DC block, which was considered ideal in the simulations.  To 
  
F quigure 6.32 – Measured and simulated detector output power at baseband fre encies under two-tone 
excitations.  f1=5.8 GHz, f2=f1+200 KHz. 
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account for a non ideal DC block, this element was replaced by a 100 pF capacitor.  
This component was modeled in the simulator by its measured s-parameters. In figure 
6.32, the table-based model shows better results in comparison with the measurements, 
and this fact repeats itself in all studied results.  As a consequence, in next figures just 
simulations with the table-based model will be shown. 
 In figure 6.33 it can be seen the simulated behavior of the detector with the 
“real” DC block capacitor, at different two-tone separations.  The table-based model is 
 
Figure 6.33 – Measured and simulated detector output power at baseband frequencies under two-tone 
excitations by using a “real” 100 pF capacitor as the simulated DC block.  f1=5.8 GHz f2=f1+sep KHz, 
now able to predict how the baseband signals change with the two-tone separation. 
, 
sep =100 KHz to 2 MHz. 
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 The problem found using this “real” capacitor is that it introduces a mismatch at 
low frequencies.  To overcome this effect, an attenuator can be introduced to minimize 
the reflection losses.  This attenuator must be thus included in the simulations.  In figure 
6.34 it can be seen the existing mismatch at low frequencies, due to the capacitor, and 
how this mismatch can be improved by using the attenuator.  The results obtained for a 
3 dB attenuator and an 11 dB attenuator are shown. 
 
 
Figure 6.34 – 100 pF capacitor S11 measurements, with and without attenuators (3 and 11 dB). 
 
 Both attenuators were characterized from VNA measurements that were later 
directly used in the simulator.  In figure 6.35 it is shown the detector behavior when the 
100 pF capacitor and the 11 dB attenuator are connected to the detector output, with 
varying input two-tone signal spacing.  Model predictions were in agreement with the 
obtained measurements. 
 From the previous results, it can be seen how the LF signals vary with the two-
tone separation.  Moreover, the detector DC output voltage is the same even when this 
separation is changed.  But this behavior is not always found in the literature (as in 
power probes designs [1-3]).  In the present case, this behavior was obtained since the 
designed circuit is in fact an envelope detector, and the diode output impedance makes 
the DC variation with the two-tone separation almost inexistent, except at wide tones 
separations. 
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Figure 6.35 – Measured and simulated detector output power at baseband frequencies under two-tone 
excitations, simulating a “real” 100 pF capacitor and an 11 dB attenuator at the output.  f1=5.8 GHz, 
f2=f1+sep KHz, sep =100 KHz to 2 MHz. 
 To demonstrate that the detector DC output voltage could vary with the 
baseband impedance presented at the diode in the circuit, an IF load pull simulation 
(whose schematic is shown in figure 6.36) was performed by using the table-base diode 
model.  To perform this load pull only at baseband, a diplexer was used.  As baseband 
impedance, an ideal transmission line and an open circuit stub was used to cover up all 
the Smith Chart. This simulation was performed by using a two-tone spacing of 200 
KHz. 
- 154 - 
































sr_ avx_ CR_ 21_ J_ 19960828
R7




sr_ avx_ CR_ 21_ J_ 19960828
R3





















DC_ Block1sc_ atc_ 100_ CDR11BG_ F_ 19960828
C2
PART_ N UM=ATC100A101FCA150 100pF
sr_ avx_ CR_ 21_ J_ 19960828
R4
















































































P[2]=polar( dbmtow( Pin) , 0)
P[1]=polar( dbmtow( Pin) , 0)
Freq[ 2] =( f und+sep)  GHz











































sr_ avx_ CR_ 21_ J_ 19960828
R6



























I _ d_ dafdiodo_ model
diod
Tg=0 psec


























Figure 6.36 – Load pull schematic to prove the variation of the detector DC output voltage with the 
baseband impedance. 
 In figure 6.37 it is shown the variation of the detector DC output voltage with 
the LF impedance for an input power of 0 dBm.  The variation exceeds 15% at some 
impedance values.   
 
 
Figure 6.37 – Detector output DC voltage variation with the diode baseband impedance in the detector 
circuit (Pin=0 dBm) 
 Therefore, depending on the selected impedance, the variation of the detector 
DC output voltage with the two-tone input signal separation will be more or less 
important, as can be seen in figure 6.38, testing for three different baseband impedance 
values at the diode output.  In this figure, it is shown the detector DC output voltage 
versus the input power and the two-tone signal separation.  The diode baseband 
impedance in figure 6.38a is the one optimized for the envelope detector.  The other two 
impedances are the result of using different combinations of the stub and the line in the 
load pull network.  The diode baseband impedance in the power detector is frequency 
- 155 - 
Chapter 6  
dependent and its magnitude variation as a function of the input signal two-tone 
separation can be seen in figure 6.39.  In figure 6.39a, the impedance magnitude is close 
to 50 Ω for all the frequency range and thus, the detector output voltage is almost 
independent of the two-tone separation, as seen in figure 6.38a.  In figure 6.39b, it can 
be seen an impedance with a high value at low frequencies, which decreases at high 
frequencies.  As seen in figure 6.38b, this produces that the detector’s output voltage 
decreases with the two-tone separation.  Finally, in figure 6.39c, it can be seen that the 
impedance value increases from low frequencies to 500 KHz, and then it decreases 
when the two-tone separation is increased.  The observed effect at the detector output is 
the deep shown in figure 6.38c; the voltage increases with the frequency up to 500 KHz 
and then decreases again. 
 
Figure 6.38 – Detector DC output voltage for three output impedances. Input signal two-tone separation 
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Figure 6.39 – Diode’s output impedance magnitude variation as a function of the input signal two-tone 
separation, from 10 KHz to 10 MHz. 
 
 Finally, a new detector was designed in order to force a similar behavior to that 
obtained in figure 6.38c, by modifying the baseband impedance through the insertion of 
a capacitor, a resistor and an inductor, in order to demonstrate with measurements the 
expected results.  The load impedance presents in this case a resonance around 700 
KHz, as can be seen in figure 6.40.  It is also apparent in the plot the effect in the 
impedance resonant frequency due to the multi-meter connection.  First, it is shown, in 
figure 6.41a, the DC output voltage at different input frequencies, around the central 
frequency of 5.8 GHz.  The results obtained are the same at all the frequencies.  In 
figure 6.41b it is shown the results obtained for a two-tone signal, and different spacing 
of the tones.  It can be seen that the output voltage changes with the two-tone 
separation, which confirms the expected results.  Besides, a deep in the voltage can be 
observed around the resonance frequency of the output impedance, as in the case of 
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figure 6.38c.  These results confirm the expected theoretical behavior of the detector 
and validate the proposed Schottky diode table-base model.   
 
Figure 6.40 – Diode power detector load impedance. 
 
 
   (a)                                                                                   (b) 
Figure 6.41 – DC output voltage versus the input power (a) with one tone excitation and varying the 
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Conclusions and Future Work 
 
7.1 Conclusions 
 In order to efficiently design nonlinear microwave circuits, such as power 
amplifiers and oscillators, it is very important to have available accurate active devices 
nonlinear models.  Usually, nonlinear models provided by device manufacturers -for 
HMIC design- have limited accuracy, very dependent on the actual device lot, and thus 
the designed circuits do not present the expected behavior in the first run.  One possible 
way to overcome this problem is that RF engineers extract, generate and implement 
their own models, but it requires time and the availability of complex and expensive 
microwave measurement systems.  Besides, most transistor nonlinear models used in 
commercial simulators are analytical in their mathematical formulation, especially in 
the case of bipolar devices, which is an advantage in terms of computational efficiency.  
But one important drawback of these models is their complex and time consuming 
extraction procedure, with many parameters to extract through tedious optimization 
steps.  Besides, there are not always accurate enough for all device technologies or 
fabrication processes. 
 In this work, new nonlinear table-based models for HBTs and Schottky diodes 
are proposed in order to improve device predictions, model generality and, since they 
rely on conventional DC and S- parameter measurements, at moderate cost in terms of 
characterization tools and extraction time.  The main goal in this work was to provide 
accurate and easy to extract models for nonlinear microwave circuit design.  The 
proposed models present simpler formulations and less time consuming extraction 
procedures than conventional analytical ones.  They have been extensively validated 
under different operation conditions (DC, small-signal, and large-signal single-tone and 
multi-tone), at device and circuit level.  
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 In this work, all the required measurements, for models extraction and 
validation, were performed by using a multi-tone active load-pull nonlinear 
measurement system based on the Maury-NMDG LSNA.  Test fixtures, and the 
corresponding TRL calibration standard impedances, were designed and employed to 
measure the commercial packaged transistors and diodes used in this work. 
 Initially, a fully functional table-based nonlinear model for InGaP and SiGe 
HBTs which included explicit thermal feedback was developed [1-2].  The model 
intrinsic formulation is based on four table-based intrinsic nonlinear functions Ic, Qc, 
Vbe and Qb, all defined versus Ib and Vce using a non-uniform grid.  A first order thermal 
modeling is performed by linearly mapping the table-based current functions versus 
ambient temperature, coupled with explicit thermal feedback to account for self-heating 
effects.  Four table-based nonlinear coefficients are required to accurately predict the 
device behavior with ambient temperature.  The model is extracted from DC I-V 
measurements at several external temperatures, and from bias-dependent small-signal s-
parameters at one ambient temperature and at a single frequency.  The model was 
validated at device level for on-die InGaP/GaAs HBTs, in the temperature range from 
10 to 110 ºC, under dc, small-signal and large-signal (single- and multi-tone) 
excitations. 
 One of the drawbacks of the table-based models is their limited extrapolation 
capabilities.  But this model, due to the accurate thermal modeling incorporated, 
presents good extrapolation to lower and higher ambient temperature values than those 
used to extract the model.  Besides, it is able to extrapolate in RF at higher collector 
currents than those used for its extraction in static conditions and therefore, it is able to 
predict the transistor behavior at high powers.  This is a confirmation of the validity of 
the proposed dynamic thermal modeling and the resulting improved model 
extrapolation capabilities. 
 In a further development, this model was extended to account for both low 
frequency (flicker, G-R, shot) and thermal noise effects.  This extended model was able 
to predict LF noise, under both static and dynamic conditions [3], by including 
cyclostationary noise sources.  This is the first table-based nonlinear model to include 
noise effects (LF and thermal) in its formulation.  The model is validated at device level 
for SiGe packaged HBTs.  The shown model predictions are very satisfactory, and 
improve those obtained with the analytical VBIC model and the transistors 
manufacturer’s model (also analytical in its formulation). 
 For validation purposes, the extended HBT nonlinear model was used in the 
design of several free-running oscillators prototypes [3] at 5 GHz.  Good predictions for 
oscillator phase noise, oscillation frequency and output power were obtained, improving 
the predictions obtained with the VBIC model.  
 The proposed HBT table-based model has also been used in other co-authored 
published works [4-6] (out of the scope of this thesis work), to perform the following 
tasks: 
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- To generate, from simulations of this model, an HBT PHD (behavioral) model 
in order to evaluate the load-independent PHD model predictions [4]. 
ments. 
- To aid the engineer in finding an efficient extraction strategy for the PHD model 
for HBT-based oscillator’s design.  In this framework, the proposed model was 
used to predict the optimum device load impedance, to a given design target, and 
the correct injection levels to extract from LSNA measurements an accurate 
PHD model [5] for the specific circuit application.     
- To validate an analytical procedure based on load-independent X-parameters to 
predict the effect of a series feedback in the transistor nonlinear behavior [6]. 
 
 A simplified version of the proposed HBT model was also used, in this thesis 
work, to predict the behavior of packaged Schottky diodes [7].  In this new approach, an 
analytical soft breakdown modeling was included, extending the diode table-based 
current function formulation, to account for the diode RF behavior under high RF power 
drive.  Good predictions were obtained, improving those of the manufacturer´s model, 
under DC, small- and large-signal -single-tone and two-tone- excitations. 
 
 The diode table-based model was also used to simulate the behavior of a power 
detector designed by the University of Aveiro [8-9].  The detector’s predictions 
obtained from the diode model improve those of the manufacturer´s model for single- 
and two-tone large-signal excitations.  Using this detector, and the proposed model, it 
was possible to study the influence of the detector baseband impedances on the DC 
output voltage when a two-tone signal was applied at the input [8].  The proposed 
model was also used in the design of a new power probe, by modifying the output 
baseband impedance through the insertion of a capacitor, a resistor and an inductor, to 
force higher detector sensitivity to baseband impedance effects.  This detector prototype 
was fabricated and the obtained results were evaluated.  From this work, in co-operation 
with the University of Aveiro,  it was demonstrated that a single-tone diode calibration 
cannot guarantee the correct behavior of the diode power probes under two-tone signals, 
if the circuit is affected by long-term memory effects [8-9], as those caused by the 
detector baseband impedances. 
 The proposed Schottky diode table-based model was also used in other co-
authored published works [9-10], in the tasks detailed below. 
- To demonstrate, with simulations, the effects of baseband impedances on the 
power probes output voltage when more complex signals than two-tones ones 
are applied [9].  In this work, the power probe is excited with several multisines 
and with different statistical characteristics.  Simulations and measurements of 
the fabricated detector prototype are in agreement. 
- To extract and validate, with simulations, an X-parameter model for diode 
power probes [10].  Moreover, this model was used to find a methodology to 
extract accurate detector X-parameter models from power probes measure
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7.2 Future Work 
 As commented in Chapter 3, nonlinear table-based models simulations are more 
time consuming than those of analytical models.  Moreover, table-based models might 
also suffer from convergence problems, for example, when performing model 
simulations at high power levels, due to the extensive use of splines routines which have 
limited extrapolation capabilities.  
 In this work, the proposed models have been satisfactorily used in the design of 
highly nonlinear microwave circuits, as oscillators and detectors.  The models 
simulation time was, as expected, higher than in the case of the analytical ones, but 
since in these circuits only one active device was used, the differences in simulation 
time were not relevant.  They may become important when designing circuits with 
many active devices involved.  Therefore, a possible future line of this work could be to 
evaluate the use of the proposed models in the design of more complex nonlinear 
microwave circuits and provide a possible improvement in terms of simulation time.   
 Another possible research line might be to develop a nonlinear table-based 
model for power FETs with a similar thermal formulation as the one proposed in this 
work for HBTs devices.  This thermal modeling has proved its ability to account for 
external temperature effects and dynamic self-heating effects, effects also present in 
power FETs. 
 On the other hand, as already stated before, the table-based models proposed in 
this work have also been used to help in the evaluation and extraction of behavioral 
models of transistors and circuits (power detectors) from simulations.  Therefore, future 
work directions may be related to apply these proposed models in evaluating other type 
of behavioral models. 
 Finally, from the work developed in [9-10], a new research line have just started 
in co-operation with the University of Aveiro to obtain a power probe X-parameter 
model valid when the probe is excited by modulated signals, as those used in the new 
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Test Fixtures Designed and Fabricated in 
this Thesis Work 
 
  Many active devices in today's communications systems are contained in 
surface-mount packages without external coaxial connectors.  Measuring these devices 
at their ports (“device reference plane”) with network analyzers requires an interface, 
test fixture or adapter, in order to connect them with the measurement equipment.  
When a device is measured in a test fixture, the resulting measurements are distorted by 
the influence of the fixture connectors and transmission lines that are connected to the 
device (“fixture reference plane”).  Removing this influence in real time while 
measuring (to obtain measurements at the device reference plane), implies to perform 
the appropriate calibration procedure and to design the corresponding calibration 
impedances.  Thus, not only the test fixtures must be designed and fabricated but also 
the required calibration standards.    
 In the literature, several articles, as [1-9], explain the usefulness of test fixtures 
and how to design and characterize them by using different calibration standards.  To 
measure two-port devices as transistors or diodes (in a “transfer” configuration), two-
port calibration standards are required.  Different calibration procedures can be used, as 
SOLT (Short-Open-Load-Thru), LRM (Line-Reflect-Match (load)) and TRL (Thru-
Reflect-Line).  TRL calibration is usually the preferred option because the difficulties 
involved to properly design a broadband standard “load” [6], which besides greatly 
affect the resulting calibration.  On the other hand, SOLT calibration with test fixtures is 
less recommended than other types for frequencies above 3 GHz [6]. 
 In this thesis work, test fixtures compatible with the packaged active devices and 
measurement system external connections, and the corresponding TRL two-port 
calibration standards, were designed and fabricated in microstrip technology (see figure 
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A.1).  In this appendix, it will be explained the method used in their design in order to 
obtain accurate device measurements up to at least 30 GHz.   
 In the case of the test fixture “Thru” standard can be designed as a zero length 
Thru (by using a similar structure as the test fixture carrying the device with 
transmission lines the same length joined in the center) or as a  non-zero length Thru 
(including an additional length of transmission line).  In this work, a zero length Thru 
standard has been chosen.  In the case of the “Reflect” standard, a similar structure as 
the one carrying the device but with an open or short in its place in each port can be 
used.  The LSNA-based measurement system used in this work only allows for TRL 
calibration the use of Short standard as the Reflect standard.  For the Line standard, an 
structure similar to that for the Thru standard is used, but with a longer transmission line 
length.  Depending on this extra length, the resulting calibration will be valid for certain 
frequencies.  Thus, it is possible to require the use of more than one Line standard to 
cover up all the desired bandwidth.  A Load could be used instead of a Line for 
frequencies up to some hundred of MHz.  Since the LSNA cannot measure below 600 
MHz, the Load it is not required. 
 
Figure A.1 – Fabricated test fixture and its corresponding calibration standards (TRL). 
 
 The substrate used to design and fabricate the test fixtures in this work, and the 
corresponding calibration standards, is Rogers 4003C (from Rogers Corporation) with a 




1 The manufacturer recommends using a value of  ߝ  for circuit design. 
Test Fixtures Designed and Fabricated in this Thesis Work  
thickness ܪ .  From these values, the test fixtures microstrip lines of 50 
Ω have a width of ݓ . 
ൌ 0.508 ݉݉
ൌ 1.12 ݉݉
 The designed test fixtures use two 50 Ω microstrip lines of 10 mm long to 
connect the device to the fixture external coaxial connectors (2.4 mm).  Ground planes 
are used at the lower and upper side of the substrate.  The separation between the line 
and the upper ground plane is enough to guarantee a 50 Ω impedance.  The ground 
planes are full of via holes, to guarantee a good ground.  All the standards are designed 
in a similar way. 
 The Thru standard (in this work, zero length) is easy to design because it is only 
a transmission line between the circuit external connectors, with a total physical length 
equal to the sum of the two microstrip lines which connect the active device in the test 
fixture (20 mm).  The Short standard consists of two transmission lines with the same 
physical length that the one used to connect the active device in the test fixture (10 
mm), but both ended on a grounding via hole.   
 The most complex standard is the Line.  In theory, the Line is a microstrip line 
with a length longer than the Thru in use, but depending on the differences in length 
between both standards, the resulting calibration will be valid for a given bandwidth.  In 
this work, since it will be performed broadband measurements, it is necessary to use 
several Line standards to cover up all the required bandwidth.  The optimal electrical 
Line length is ఒ
ସ
  (90º) at the center frequency relative to a zero length Thru, and 
between 20º and 160º of electrical length span over the frequency range of interest [6].  
This implies fmax=8*fmin for each Line standard.  In equation (A.1) it is shown how to 
calculate the physical length (in m) of the difference between the Line and the Thru for 
a certain frequency.  In this equation, the ଵ
ସ
 is referred to 90 degrees, and to compute the 
physical length for another phase, ଵ
ସ
 could be replace by ௣௛௔௦௘ 
ଷ଺଴
.  In equation (A.2) it is 
whether the phase is between 20 and 160 degrees for a certain frequency (݂) (and fixed 
physical length (ܮ)) or physical length (for a fixed frequency).  From these equations, 
the calibration range for each Line can be obtained by replacing ݈ሺ݀݁݃ݎ݁݁ݏሻ with 20 
and 160, and computing ݂ for both values.   
ଵ






                                                                                       (A1) 




                                                                           (A2) 
 To calibrate in the bandwidth 600 MHz to 30 GHz with only two Line standards 
is possible, but the range 4 to 6 GHz, very important in this work, is just in the 
frequency limit of both standards.  In this thesis work, 5 GHz and 5.8 GHz will be the 
center frequencies, and so the Line should be 90º out of phase with the Thru.  But in the 
previous calculation, the calibration bandwidth would be from 1.1 to 8.8 GHz.  For 
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power measurements, besides the fundamental frequency, it is very important to 
measure as many harmonics as possible, but when choosing the proper Line standards, 
care must be taken to assure that the fundamental frequency is not close to one end of 
the fixture calibration range.   
 As a consequence of the above considerations, three Line standards were used in 
this work.  The Line L1 calibrates the low frequency range, its total physical length is 
The other standards were used for model validation purposes in a wider frequency 
nge. 
ale and one female.  One problem that need to be 
n results of the fabricated standards validation.  To validate 
the designed Short standard, it can be seen in figure A.2 that the magnitude of the S11 
nd S22
 
Figure A.2 - Measurements of the Short standard.  
32 mm (12 mm more than the Thru).  By using equation (A.1), and using the phase 
value of 20 and 160 degrees, it could be obtained with this standard a calibration 
bandwidth from 600 MHz to 4.7 GHz.  The line L2 has a total physical length of 23.3 
mm (3.3 mm more than the thru) and it was designed to provide a calibration bandwidth 
from 2.7 GHz to 22 GHz.  Finally, line L3 was designed with a physical length of 22 
mm (2 mm more than the thru) and allows for calibration from 4.5 GHz to 35 GHz.  
 For model extraction measurements, only the line L2 was required to be used.  
ra
 Once the test fixtures and the corresponding standards were fabricated, 2.4 mm 
connectors were soldered, one m
consider is the fact that not all the used connectors will present an identical electrical 
behavior (soldering will also be an issue).  Thus it must be expected a calibration 
procedure not too accurate.  
  Now, it will be show
a  is close to 1 and the transmission s-parameters are negligible.   
 For the Thru standard, the magnitude of S21 and S12 must be close to 1 and the 
reflection s-parameters must be negligible.   
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Figure A.3 - Measurements of the Thru standard. 
 
  Finally, it will be discussed the Line validation.  Once the measurement system, 
with the test fixture in place, is calibrated by using the standard impedances, the Line 
standard should be seen, by de system, as a piece of lossless microstrip line.  Figure A.4 
shows in Smith Chart the measurements of the Thru and the Line L2 in comparison with 
the simulation of a microstrip line with a physical length equal to the difference between 
the physical length of the Line standard and the Thru standard (2.3 mm).    
 From the previous validations, the fabricated test fixture was considered by the 
author as a valid adapter to measure active devices in the frequency range considered up 
to 23 GHz (initially expected 30 GHz), where the Short standard begins to fail.  
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Microwave Transistor Oscillator Design 
 
  Many books, as [1-11], describe the behavior and types of microwave transistor 
oscillators, and provide some guide to design them.  In this thesis work, the design and 
fabrication of oscillators were used as a way to validate the HBT nonlinear models 
proposed.  The oscillators designs performed followed mainly classical design rules, 
and did not pretend initially to provide a new design methodology for free-running 
oscillators.  But this work opened a new research line for us to improve the oscillator 
design by using behavioral nonlinear tools, line that is out of the scope of this thesis 
work.  Anyhow, it was proved with this thesis work the possibility to accurately design 
oscillator circuits using bipolar table-based models.   
B.1 Microwave Oscillator Circuits 
 Oscillator circuits generate periodic electrical signals by converting a fraction of 
the constant polarity power supply into a periodic output signal without requiring a 
period input signal.  Thus, oscillators are an energy conversion device that transforms 
dc power into ac power.  Microwave oscillators are employed, for example, in wireless 
telecommunication equipment, such as radio links or satellite transponders, or as local 
oscillators for frequency converters.   
 Microwave oscillators started with vacuum tubes and ruled this field for three 
decades starting from 1940.  Reflex klystrons were a common way to generate low or 
moderate powers at X- or Ku-band right into the 1970s.  By the late 1970s, transistor 
dielectric resonator oscillators were used to improve the oscillator behavior.  More 
recently, surface-mount hybrid oscillators and complete MMIC solutions are able to 
provide, at lower cost and reduced size, the required performance [12]. 
 Oscillators use an active non-linear device coupled to a passive network to 
produce an RF signal.  The active device can be a two terminals device, as diodes, or 
three terminal devices, as transistors.  Currently, transistors as HBTs and microwave 
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FETs, are commonly used.  The main part of the passive network is the resonant 
element, which will determine the oscillation frequency.  The resonant device can be a 
SAW (Surface Acoustic Wave) cavity, transmission microstrip lines, a dielectric 
resonator coupled with a transmission line, all these for fixed frequency oscillators, or 
varactors- and YIG-based (Yttrium Iron Garnet) resonators, for variable frequency 
oscillators VCOs (Voltage controlled oscillator). 
 There are two main approaches to design oscillator circuits.  The feedback 
approach and the negative resistance approach [1], although somehow both approaches 
are very similar.  
 The basic components in a feedback oscillator are: the amplifier, an amplitude-
limiting component, a frequency-determining network, and a (positive) feedback 
network.  Usually, the amplifier nonlinearity acts as the amplitude-limiting mechanism, 
and the frequency-determining network usually performs the feedback function.  The 
feedback circuit is required to return some of the output signal back to the input.  
Positive feedback occurs when the feedback signal is in phase with the input signal and, 
under the proper conditions, oscillation is possible.  This feedback oscillator will 
present a negative resistance in some point of the circuit.   
 A negative resistance oscillator design refers to a specific design approach which 
makes use of a nonlinear device which exhibit negative resistance, thus providing (and, 
if possible, engineering) this negative resistance in a given place of the circuit.  In this 
thesis work, the oscillator circuits performed for the validation of the proposed HBT 
models were designed by the negative resistance approach. 
 A possible schematic for a two port oscillator based on a three terminal device 
(transistor) is shown in figure B.1. 
Figure B.1 – Basic schematic of a three terminals oscillator circuit. 
 
- 174 - 
Microwave Transistor Oscillator Design  
B.2 Negative Resistance Oscillators 
 The negative resistance approach is used extensively in the design of RF and 
microwave oscillators.  If a nonlinear active device is used to supply an amount of 
energy equal to the energy dissipated in the resonant network, the circuit can sustain 
oscillations.  The active device behavior can be represented by a negative resistance in 
series with a reactance, as shown in figure B2. Thus, the total impedance of the device 
can be formulated by equation (B.1), where ܣ is the amplitude and ܴ .  
While the resonator impedance, equation (B.2), can be expressed in the same way, but 
in this case with real and imaginary parts only dependent on frequency. 
ூேሺܣ, ݓሻ ൏ 0
ܼூேሺܣ, ݓሻ ൌ ܴூேሺܣ, ݓሻ ൅ ݆. ூܺேሺܣ, ݓሻ
ܼ௅ሺܣ,ݓሻ ൌ ܴ௅ሺݓሻ ൅ ݆. ܺ௅ሺݓሻ
௢ ௢
ܼூேሺܣ௢,ݓ௢ሻ ൅ ܼ௅ሺݓ௢ሻ ൌ 0
 
 Substituting (B.1) and (B.2) into (B.3), the oscillation condition can be 
ܴூேሺܣ௢, ݓ௢ሻ ൅ ܴ௅ሺݓ௢ሻ ൌ 0                                                                                         (B.4) 
 
ூܺேሺܣ௢, ݓ௢ሻ ൅ ܺ௅ሺݓ௢ሻ ൌ 0                                                                                         (B.5) 
 
 
Figure B.2 – A negative resistance oscillator 
 
                                                                       (B.1) 
 
                                                                                    (B.2) 
 
 The circuit will oscillate at the frequency ݓ  and the amplitude ܣ  compatible 
with the following oscillation condition: 
 
                                                                                         (B.3) 
expressed by equations (B.4) and (B.5). 
If 
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                                                                                         (B.6) 
the oscillation is unstable, and the amplitude of the signal will grow, thus forcing  ܴூே  
decrease in magnitude, until (B.4) is satisfied and the oscillation gets stable. 
  
 Thus, the start oscillation conditions satisfy equation (B.6), for a ܴ  , and 
equation (B.5).  When the oscillation becomes stable, the equation satisfied should be 
(B.4) and (B.5).  With these two conditions only, according to Kurokawa’s works [13], 
the oscillation might not be stable, since ܼ  is amplitude and frequency dependent.  
Therefore, other conditions are required to arantee a stable oscillation.  In [13] it is 
considered that a stable oscillation is obtained when (B.4) and (B.5) and (B.7) are 






















                       (B.7) 
 
the value of ܴ௅under small-signal conditions should be: 
 
 ܴ                                                                                                  (B.8) 
Usually, transistors do not present a negative resistance by themselves.  But, by 
.3 Oscillator’s Figures of Merit 
The main figures of merit of oscillator circuits are the oscillation frequency and 
the output power generated at this frequency, but they are not the only relevant ones.  
 
 
using the appropriate feedback network between two of their terminals, it is possible to 
provide a negative resistance at the third one (see figure B.1).  Typically, elements used 
to provide the required feedback are capacitors, inductances or simply a piece of 
transmission line.  There are several transistor feedback techniques, depending on how 
the transistor and the feedback elements are connected.  The two most popular 
techniques are: common-base inductive feedback, and common-emitter capacitive 
feedback [2].  In the common-base inductive feedback an inductance, or a stub with 
inductive effects, is used in series with the HBT base terminal to produce the negative 
resistance.  In the common-emitter capacitive feedback a capacitor, or a stub with 
capacitive effects, is used in series with the HBT emitter terminal. 
 The terminating network, see figure B.1, helps, coupled with the feedback 
network, to engineer the input resistance of the transistor to provide a negative 
resistance close to the desired value.  On the other hand, in this work it was also used it 
to set the slope of the transistor dynamic load line to provide more power at the 
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Moreover, the frequency stability, the power level of harmonics and the phase noise 
should be considered. 
 
 The frequency stability, or phase stability, refers to the ability of the oscillator to 
aintain a constant frequency of oscillation.  Effects which affect this stability can be 
it to the oscillation amplitude, also generate harmonics at the 
 of an ideal oscillator is given by equation (B.9). 
 
   (B.9) 
here ݓ௢=2ߨ ௢݂ and ௢݂ is
utput voltage is given by the equation (B.10). 
                (B.10) 
here ܣሺݐሻ represents de amplitude f ctua ons as  function of the time
M noise) and ߶ሺݐሻ represents the random phase variations (FM or phase noise).  The 
m
considered as long term or short term effects.  Long term effects are changes in a long 
period of time, and they can be caused for the variation of the components values, for 
example with the age or temperature changes.  Short term effects are changes in a short 
period of time, and they can be caused by mechanical vibrations, parasitic reactances 
and random noise. 
 Other aspects to consider are related to the active device nonlinearities, which 
besides setting a lim
oscillator output.  Depending on the designed oscillator circuit, the importance of these 
harmonics will be more or less relevant. 
 
B.4 Phase noise 
 
 The output voltage
 
 ݒ௢ሺݐሻ ൌ ܣܿ݋ݏሺݓ௢ݐሻ        
 
w  the oscillation frequency.  For a non-ideal oscillator, the 
o
 
 ݒ௢ሺݐሻ ൌ ܣሺݐሻܿ݋ݏሺݓ௢ݐ ൅ ߶ሺݐሻሻ  
 
w lu ti  a  (amplitude or 
A
instantaneous frequency is given by the equation (B.11). 
 





         (B.11)  
 
 ߶ሺݐሻ produces a random frequency Thus, the random phase fluctuation 
fluctuation డథሺ௧ሻ
డ௧
.  These two terms are related, and they are used to describe the noise in 
cilla
rom ௢݂, to the signal 
ower at  ௢݂.  This quantity is given by equation (B.12).  
  
oscillators.  Phase noise is more important in os tors since AM can be more easily 
controlled, and its value is lower.  The phase noise is produced by thermal, shot, G-R 
and flicker noise, and it is a short term frequency stability problem. 
 
 A common characterization of phase noise is to measure the ratio of a single side 
band (SSB) power, in a bandwidth of 1 Hz at a frequency ௠݂ away f
p
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        (B.12) 
 
 Phase noise is a very important figure of merit; if its value were zero (in natural 
al obtained at the oscillator output would be pure.  If the phase noise 
alue were higher than zero, the ba
s value were too high, the response of the oscillator could interfere with other signals.  
 
                             a)                                                                                     b) 
Figure B.3 – Example showing the effect of the phase noise. a) High phase noise. b) Low phase noise 
   
 The SSB phase noise ࣦሺ ௠݂ሻ can be expressed by the Leeson’s equation (B.13). 
௙೘
units), the sign
v ndwidth of the output signal would be increased.  If 
it
One example given in [1] is the behavior of a down-converter system.  These systems 
use a local oscillator (LO) signal to mix with an RF signal and thus produce a lower 
frequency signal.  If the phase noise were too high, the oscillator could mask an RF 
signal with less amplitude than another.  In figure B.3 a) it can be seen the problem that 
arise when the phase noise is high, and in B.3 b) the result obtained if the phase noise 
were low.  In the first case, the signal ଶ݂ is hidden once the down-conversion is made.  
In the second case, both RF signals appear at the IF spectrum. 
 
 














൅ 1൨                                            (B.13) 
where ܳ௎ is the unloaded quality factor of the resonator (before the resonator is loaded 
y the amplifier), ௠݂ and ௢݂ where previously commented, and ௖݂ is the flicker noise 
orner frequency (the frequency range above the flicker noise is less important than the 
shot and the thermal noise added together).  This relationship shows that the phase noise 
f an oscillator, according to Leeson’s model, is produced by four sources, multiplied 





by a constant ܥ.  The first term represents the up-converted 1/ ௠݂ noise of the transistor 
(flicker FM noise); the second term represents the up-converted thermal noise (also 
called thermal FM noise); the third term is also due to flicker noise; and the fourth term 
is the thermal-noise floor.  Depending on the resonator quality factor (ܳ௅), the phase 
noise could have different spectrums.  In figure B.4 it is shown possible spectrums of 
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then  ௖݂ ൐ ௢݂/2ܳ௅ [1].  At very low frequencies, the slope of the phase noise is almost 
flat up to the spectrum has fallen 3 dBs [4].  Once the power is half of the oscillator 
power, the phase noise falls by 30 dB/dec and, depending on the Q of the oscillator, 
could at higher frequencies fall by 10 or 20 dB/dec. 
 
 
                                     a)                                                                                 b) 
Figure B.4. SSB phase noise for a) Low QL and b) High QL. 
 
B.5 Design of the Oscillator Circuits 
 
 To design the oscillator circuits in this thesis work, the aspects commented 
 [1-13].   The
s cons ency, in all cases, 
ere 5 GHz, and delivering the maximum power that were possible with the specific 
arized in next paragraphs. 
In the first place, an appropriate bias point for the HBT was selected to deliver 
axim
 
Figure B.5 – Typical biasing network for bipolar transistors. 
  
above are considered, and follow classical design procedures, as in  
specification
w
idered in the designs were that the oscillation frequ
HBT device used.  The design procedure followed is summ
 
 
m um output power: a class A type bias point.  The bias network used for this 
purpose (figure B.5) is the classical one for bipolar transistors in class A using an only 
DC source, and setting a fixed value of Ib, instead of Vbe.  
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 Next step was to choose the topology of the circuit.  To validate the HBT model 
at circuit level two different oscillator topologies have been used: common-emitter and 
common-base.  Several oscillators were designed and fabricated in common-emitter 
HBT topology and using a capacitor as feedback element.  Besides the capacitor used, it 
was also found that the transmission line used to connect the HBT with this capacitor 
had a relevant influence on the negative resistance value.  Moreover, several oscillator 
circuits in common-base topology, using a stub ended in an open circuit (inductive 
reactance) as feedback element, were also designed and fabricated in microstrip 
technology. 
 
 For the terminating network, a transmission line and an open circuit stub was 
used to present to the HBT output a dynamic load line for maximum output power, and 
a good match to the 50 Ohm external connection.  Moreover, this network helps in 
obtaining the desir
on (B.4) at high output power levels. 
 
iguration oscillator circuit designed. 
ed negative impedance at the HBT input.  
 
 The last step in this procedure was to design the resonator, which in this work 
was done by using transmission lines and an open circuit stub.  If necessary, it can be 
increased the value of ܴ௅ by adding a resistor in the resonator loop, in order to satisfy 
equation (B.8).    
 
  Once the previous procedure were performed with the help of ADS, an 
optimization procedure was done, in which small-signal simulations were initially 
performed to find the start oscillations conditions (equations (B.5), (B.6) and (B.7)).  
Afterwards, Harmonic Balance simulations at different power levels were used to 
satisfy equati
 
 In figure B.6 it is shown the schematic used for the common-emitter 
configuration. 
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Resumen en castellano 
 
C.1 Introducción y Objetivos 
C.1.1 Introducción General 
 Este trabajo se enmarca en la tecnología de alta frecuencia, y más 
específicamente, en el rango de frecuencias de microondas, el cual cubre la banda 
comprendida entre 300 MHz y 300 GHz [1].  Esta banda de frecuencias presenta 
propiedades muy útiles para diferentes aplicaciones prácticas, como pueden ser sistemas 
de radar, sistemas de comunicación (redes locales inalámbricas (wireless LAN), 
telefonía móvil…), navegación por satélite, espectroscopia, etc. 
 En el diseño de circuitos de microondas se debe considerar el hecho de que la 
longitud de onda de la señal y las dimensiones del circuito suelen ser de un orden de 
magnitud similar.  Por lo tanto, las aproximaciones de las ecuaciones de Maxwell que se 
aplican a bajas frecuencias ya no son válidas.  Así, por ejemplo, las fases de las 
corrientes y voltajes cambian significativamente a lo largo del circuito, y ya no puede 
ser consideradas constantes.  
 Inicialmente, los circuitos de microondas estaban basados principalmente en 
tubos de microondas, cables coaxiales y guías de onda.  En los años 60 se inició el 
estudio de la integración de estos circuitos, dando lugar a la aparición de los primeros 
circuitos integrados de microondas (MICs), gracias a los avances en las líneas de 
transmisión planares (microstrip, stripline, slotline o coplanar) y en la tecnología de 
dispositivos activos semiconductores.  Los MICs presentaban unas dimensiones mucho 
más reducidas que los circuitos de microondas convencionales, lo cual hizo posible su 
implementación en equipos portátiles. 
 Los MICs se clasifican en: circuitos híbridos (HMICs) y circuitos monolíticos 
(MMICs).  En los HMICs los elementos activos y pasivos se colocan sobre el mismo 
sustrato dieléctrico y se conectan mediante líneas de transmisión planares.  El desarrollo 
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de los MMICs se comenzó a explorar en el año 1965 [2] y permitió implementar sobre 
el mismo sustrato semiconductor tanto los dispositivos activos como los pasivos. En ese 
momento el material semiconductor más utilizado era el silicio (Si).  Pronto este 
material se reveló como inadecuado para aplicaciones a frecuencias de microondas con 
la tecnología disponible en ese momento, con lo que el desarrollo y uso extensivo de los 
MMICs tuvo que esperar hasta que se comenzó a utilizar el arseniuro de galio (GaAs) 
como sustrato y elemento constitutivo de capas activas.  Al final del siglo XX también 
adquirió relevancia el fosfuro de indio (InP), material que permite fabricar transistores 
con prestaciones superiores a los de GaAs en términos de ganancia, frecuencia de 
transición y bajo ruido, pero con un coste superior.  Recientemente, otros materiales 
semiconductores se han ido incorporando en la fabricación de MMICs; el silicio 
germanio (SiGe), que provee dispositivos más rápidos que los de Si pero con un coste 
similar, el nitruro de galio (GaN) y el carburo de silicio (SiC), ambos adecuados en 
aplicaciones de alta potencia.  En la actualidad la elección del sustrato utilizado depende 
tanto del rendimiento del dispositivo buscado, en términos de ganancia, frecuencia, 
potencia obtenida y ruido, como del rendimiento del MMIC que se quiere diseñar, en 
términos de potencia, fiabilidad, coste, etc.   
 Para obtener diseños eficientes de MICs, los diseñadores necesitan disponer de 
modelos precisos de los principales componentes que lo forman, así como herramientas 
eficientes de diseño (CADs).  Los simuladores comerciales de circuitos  proveen, en 
colaboración con los fabricantes de dispositivos, de buenos modelos para los 
componentes pasivos y las líneas de transmisión planares.  Esos elementos son 
dependientes de la frecuencia, y se pueden asumir como lineales.  Sin embargo, por lo 
general, los componentes más importantes que forman los circuitos de microondas, y a 
su vez los más complejos de modelar, son los dispositivos activos.  Estos dispositivos 
son no lineales, y su comportamiento depende no sólo de la frecuencia, sino también del 
punto de polarización y de la potencia de funcionamiento.  Generalmente, los 
fabricantes de los dispositivos activos proveen al diseñador de modelos no lineales 
estándar, aunque por lo general no son lo suficientemente precisos.  Por lo tanto, para 
obtener diseños fiables de los circuitos, el diseñador tiene en ocasiones que enfrentarse 
al problema de extraer sus propios modelos.  En las últimas décadas, se han 
desarrollado y publicado muchos trabajos de investigación en los que se proponen 
nuevos modelos de dispositivos activos compatibles con los simuladores comerciales 
más importantes.  Estos modelos suelen ser empíricos, es decir, se extraen a partir de las 
medidas eléctricas de los dispositivos activos. Entre ellos los hay muy precisos, pero 
también muy complejos de extraer y, en ocasiones, con problemas de convergencia a 
altas potencias. Otros son más sencillos de extraer, pero están limitados a dispositivos 
activos con un procesado de oblea determinado, o a un modo de operación reducido, no 
siendo de propósito general.   
 Los modelos empíricos pueden ser clasificados en: modelos analíticos (también 
llamados compactos en el caso de transistores bipolares) y modelos de caja negra o 
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“black-box”. Estos últimos se pueden clasificar a su vez en: basados en tablas y 
comportamentales o “behavioral”. 
 Generalmente, los modelos no lineales analíticos se formulan en el dominio del 
tiempo y utilizan funciones analíticas no lineales.  En lo referente a HBTs 
(Heterojunction Bipolar Transistors) de semiconductores III-V, la baja conductividad 
térmica de esos semiconductores, unido a las altas densidades de potencia a las que 
operan estos dispositivos, hace necesario incluir en estos modelos efectos térmicos.  
Como consecuencia, los modelos analíticos para HBTs presentan una formulación muy 
compleja, con un gran número de parámetros de ajuste, lo cual implica un proceso de 
extracción largo y costoso, que requiere múltiples etapas de optimización.   
 Los modelos “black-box” basados en tablas también suelen formularse en el 
dominio del tiempo, pero utilizan topologías y formulaciones matemáticas mucho más 
sencillas que los analíticos, presentando muy pocos parámetros o funciones de ajuste, lo 
cual simplifica y acorta significativamente su proceso de extracción.  Además, sus 
funciones no lineales están tabuladas y, por lo tanto, pueden ser utilizadas con precisión 
para modelar dispositivos provenientes de distintos procesos de fabricación.  Frente a 
estas ventajas, estos modelos requieren realizar un mayor número de medidas para su 
extracción, y, a la hora de diseñar con ellos, sus capacidades de extrapolación son más 
limitadas. 
 En la literatura científica publicada hasta el momento sobre este tipo de modelos, 
dominan las propuestas para FETs (Field Effect Transistors) de microondas. En el caso 
de HBTs, existen únicamente algunas propuestas mixtas analíticas/tabuladas, en las 
cuales alguna/s de las funciones no lineales (de corriente o de carga) no están tabuladas, 
sino que son analíticas. 
 Por último, simplemente indicar que los modelos “black-box” de 
comportamiento suponen una abstracción mayor de comportamiento del dispositivo 
respecto a los basados en tablas, siendo todavía más sencilla su formulación y menor el 
procesado aplicado a las medidas eléctricas a partir de las cuales son extraídos.  Estos ya 
no son modelos de propósito general, por lo que sólo son precisos en el modo de 
operación y en el rango de medidas utilizado en su extracción. 
 
C.1.2 Objetivos del trabajo 
 El principal objetivo del trabajo realizado en esta tesis doctoral es el desarrollo 
de modelos no lineales basados en tablas para HBTs y diodos Schottky, de forma que 
puedan ser herramientas eficientes en el diseño de circuitos no lineales de microondas, 
tales como osciladores y detectores de potencia. 
 La elección de este tipo de modelos se debe a que, a diferencia de los modelos 
empíricos analíticos, que son los más utilizados en diseño de MICs, los modelos de 
tablas son más generales, tienen una formulación más simple y no requieren procesos 
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complejos de optimización para obtener sus parámetros, como se indicó con 
anterioridad.   Los objetivos concretos de este trabajo se describen a continuación. 
• Puesto que los modelos de tablas para HBTs propuestos al inicio de este trabajo 
eran propuestas mixtas analíticas/tabuladas [3-5], que utilizaban formulaciones 
analíticas para alguna de las funciones no lineales, el primer objetivo propuesto fue 
la formulación, extracción e implementación de un modelo de tablas para HBTs en 
el que todas las funciones no lineales fuesen tabuladas.  El modelo propuesto 
debería ser válido tanto para dispositivos en oblea como encapsulados, y para HBTs 
de diferentes tecnologías de semiconductor, como SiGe o de los grupos III-V.  
Además, debería predecir el comportamiento del dispositivo con la temperatura, 
tanto en condiciones estáticas como dinámicas.  Un objetivo secundario era que el 
modelo fuese eficiente y preciso para el diseño de osciladores autónomos.  Para 
ello, el modelo debería predecir también el ruido de baja frecuencia. La 
incorporación de modelado de ruido de baja frecuencia en modelos de tablas era un 
aspecto novedoso no contemplado hasta el momento por otros investigadores. 
 
• Con respecto al modelado del diodo Schottky, la mayor parte de los modelos 
existentes para diodos eran analíticos.  Existen en la literatura propuestas de 
modelos basados en tablas de diodos validadas para diodos MODFET y varactores 
[6-7], pero no para diodos Schottky.  Por otro lado, los detectores de potencia 
basados en diodos presentaban comportamientos no del todo comprendidos cuando 
eran sometidos a señales multi-tono. Por lo tanto, en este trabajo, se propuso como 
otro objetivo desarrollar y validar un modelo no lineal de tablas para diodos 
Schottky, que además fuese útil  en la predicción del comportamiento de detectores 
de potencia.    
 
• Para extraer los modelos de tablas propuestos, para transistores y diodos, se 
utilizarían medidas convencionales de DC I-V y medidas de pequeña señal 
dependientes del punto de polarización.  Para la validación de estos modelos, se 
realizarán medidas de gran señal, tanto de un solo tono, como de varios tonos.  
Todas estas medidas serían realizadas con un sistema de medida no lineal de la 
Universidad de Vigo basado en el analizador de gran señal de redes (LSNA) de 50 
GHz de Maury-NMDG.  La validación de los modelos desarrollados como 
herramientas para el diseño de circuitos no lineales se realizaría diseñando y 
fabricando distintos prototipos de osciladores autónomos y simulando el 
comportamiento de detectores de potencia bajo señales multi-tono. Para la 
realización de medidas de dispositivos comerciales encapsulados con el LSNA, se 
propuso el diseño de test fixtures, y sus correspondientes impedancias estándar de 
calibración TRL. 
 
• Un objetivo secundario de este trabajo fue que todos los modelos de tablas 
desarrollados fuesen compatibles con simuladores comerciales de circuitos, como el 
ADS. 
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C.1.3 Organización de este resumen 
 
• En la sección C.2 se presenta una revisión del estado del arte de los modelos 
empíricos de dispositivos activos, especialmente de HBTs. 
 
• La sección C.3 describe el modelo no lineal de tablas propuesto del HBT, 
explicando su extracción e implementación. 
 
• En la sección C.4 se muestran los resultados de la validación de los modelos de 
HBT propuestos con dispositivos HBT de InGaP/GaAs en oblea y HBT de SiGe 
encapsulados.  La validación se hace comparando las medidas de los dispositivos 
activos con las predicciones del modelo, así como diseñando prototipos de 
osciladores con los HBTs encapsulados de SiGe y comparando las predicciones con 
las medidas de los circuitos.  
 
• La sección C.5 describe el modelo no lineal de tablas propuesto para diodos 
Schottky, detallando su procedimiento de extracción e implementación en el ADS.  
También se muestran los resultados de la validación de este modelo con diodos 
discretos comerciales y su utilidad en el diseño y predicción del comportamiento de 
detectores de potencia.   En esta sección también se demuestra, con simulaciones, 
los efectos de las impedancias en banda base en el voltaje DC medido a la salida de 
los detectores de potencia, cuando se aplican a estos detectores señales de dos 
tonos. 
 
• Finalmente, en la sección C.6 se muestran las principales conclusiones del trabajo y 
las líneas futuras de investigación. 
    
C.2 Estado del arte en el modelado no lineal de 
transistores HBT 
 Los modelos de dispositivos activos son quizás los elementos más importantes, 
junto con el simulador de circuitos, a la hora de obtener diseños precisos de circuitos de 
microondas.  Estos modelos tratan de reproducir el funcionamiento eléctrico de los 
dispositivos activos que caracterizan.  Pueden ser extraídos a partir de medidas 
eléctricas (modelos empíricos) o a partir de ciertos parámetros físicos y estructurales 
(modelos físicos); y mediante un amplio número de técnicas matemáticas, dependiendo 
del modelo considerado. 
 En esta sección se va a llevar a cabo una descripción del estado del arte de los 
modelos no lineales empíricos para transistores HBT, y en especial de los del tipo 
basados en tablas.  
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 Los modelos empíricos de los transistores se extraen a partir de un conjunto de 
medidas eléctricas del dispositivo, generalmente parámetros S y/o medidas de las 
características I-V y C-V del dispositivo. Estos modelos están generalmente  
formulados en base a ecuaciones matemáticas sin una base física.  El objetivo buscado a 
la hora de desarrollar un modelo de este tipo es obtener un conjunto de ecuaciones 
analíticas que proporcionen la mejor predicción posible en el modo o modos de 
operación deseado y con la menor complejidad posible a la hora de su extracción e 
implementación.  
 Los modelos empíricos se pueden clasificar en atención a diversos criterios.  
















Figura C.1 – Clasificación de los modelos empíricos para dispositivos activos. 
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 En esta figura se puede ver que los modelos empíricos se pueden clasificar en 
lineales y no lineales. Los modelos lineales son más simples de extraer y más eficientes 
computacionalmente, pero son válidos únicamente para la predicción en régimen de 
pequeña señal.  Los modelos no lineales son más complejos en su formulación y 
procedimiento de extracción, pero sirven para predecir el funcionamiento tanto en 
estática, como en pequeña y gran señal.  A su vez, cada uno de estos tipos se puede 
dividir en modelos analíticos y modelos de caja negra o “black-box”.  Finalmente, los 
modelos “black-box” también se pueden clasificar en modelos de tablas y modelos de 
comportamiento.   
 Los modelos analíticos se basan en ecuaciones matemáticas analíticas y 
normalmente utilizan una topología, más o menos compleja, para definir el 
funcionamiento del dispositivo con la frecuencia.  Su principal ventaja es su capacidad 
de extrapolar el comportamiento del dispositivo a condiciones de operación no 
utilizadas para la extracción del mismo.  Por otro lado, los modelos “black-box” están 
basados en una topología de circuito mucho más simplificada, dando prioridad a las 
expresiones matemáticas que relacionan determinadas variables en los puertos del 
dispositivo para ciertas condiciones de operación.  Estos modelos son más precisos y 
generales (no tan dependientes del tipo de dispositivo), pero su capacidad de 
extrapolación es mucho más limitada. 
  En este trabajo se desarrollan diversas propuestas de modelos no lineales de 
tablas para HBTs y diodos Schottky, con el objetivo de que constituyan herramientas 
útiles y  eficientes en el diseño de circuitos no lineales de microondas.  Por lo tanto, en 
este apartado se realizará una descripción detallada del estado del arte de este tipo de 
modelos en el caso concreto de dispositivos HBT.  En una sección posterior, se 
describirá el estado del arte de modelos de tablas para el caso de diodos de microondas. 
 
C.2.1 Modelos no lineales basados en tablas para HBTs 
 Los modelos no lineales basados en tablas para transistores de microondas están, 
por lo general,  formulados en el dominio del tiempo, y son más precisos y generales 
que los modelos analíticos, en el sentido de que pueden ser aplicados a distintos tipos de 
dispositivos, y a dispositivos obtenidos de diferentes procesos de fabricación.   
 Su formulación matemática es también mucho más simple que en el caso de los 
modelos analíticos, con lo cual el procedimiento de extracción puede ser más sencillo y  
rápido. Esto es debido a que utilizan una topología de circuito equivalente más 
simplificada y que las funciones que caracterizan el comportamiento no lineal del 
dispositivo no están formuladas con ecuaciones analíticas rígidas y dependientes de 
múltiples parámetros de ajuste, sino que se formulan como tablas de datos controladas 
por los voltajes y/o corrientes instantáneos en sus puertos.  El hecho de utilizar 
funciones tabuladas va a implicar que para obtener un modelado preciso del 
comportamiento no lineal del dispositivo, se requerirá de un número de medidas mayor,  
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que originará tablas de datos en ocasiones bastante densas.  Como los datos 
almacenados en las tablas serán interpolados durante el tiempo de  simulación, este tipo 
de modelos producen simulaciones más lentas y costosas computacionalmente que las 
obtenidas con los modelos analíticos. 
 La topología circuital de los modelos basados en tablas se compone, 
generalmente, de una en red extrínseca lineal y otra intrínseca no lineal.  La red 
extrínseca es similar a la de otros tipos de modelos empíricos, y está formada por los 
elementos parásitos, pudiendo presentar diferentes tipos de configuraciones y números 
de celdas, dependiendo de la complejidad del layout del transistor.  La red intrínseca, 
que modela el comportamiento no lineal propio del transistor, suele modelarse como 
una caja negra de dos puertos (o tres terminales).  La corriente en cada puerto tiene dos 
componentes: una componente de conducción y otra de desplazamiento.  Estas 
componentes se representan circuitalmente por generadores de corriente y de carga, 
respectivamente, y sus valores instantáneos son obtenidos a partir de la información 
almacenada en las tabla de datos que están controladas por  los valores instantáneos de 
distintas variables (corrientes o tensiones) intrínsecas o extrínsecas, dependiendo del 
modelo. 
 En las últimas décadas se han propuesto diversos modelos no lineales de tablas 
para FETs de microondas [8-17], con el objetivo de  simplificar la formulación y 
extracción de los modelos de estos transistores, y  mejorar su generalidad y precisión.   
 En el ámbito de los transistores bipolares de microondas, las propuestas 
publicadas son escasas.  Así, Myslinsky et al. [18] proponen por primera vez el uso de 
un modelo de gran señal basado en tablas para BJTs de Si para modelar únicamente el 
modo de operación en activa del transistor.  En este caso, tanto las funciones no lineales 
de corriente como las de carga estaban tabuladas en función de las tensiones Vce y Vbe.  
El comportamiento del dispositivo con la temperatura no fue considerado en este 
modelo. 
 Los HBTs presentan en ciertos aspectos una formulación más compleja que los 
BJT de Si o que los FET para bajas potencias, debido a que los efectos térmicos no 
pueden ser despreciados.  La razón está por un lado en la baja conductividad térmica de 
los semiconductores III-V y en las altas densidades de potencia en las que operan los 
HBTs.  Esto hace necesario incorporar el modelado térmico en los  modelos de HBTs 
de los grupos III-V y, en menor medida, en los HBTs de SiGe.  Así, en [19-22] se 
describen modelos analíticos para HBTs que incluyen modelado térmico tanto en 
función de la temperatura ambiente (Ta) como del autocalentamiento, originando un 
incremento significativo del número de parámetros a extraer y con ello aumentando la 
complejidad del modelo y los pasos de optimización.   
 Los modelos de tablas para HBTs propuestos previamente eran modelos mixtos 
analíticos/tabulados [23-25], en el sentido de que algunas de las funciones no lineales 
estaban tabuladas mientras que otras se modelaban de forma analítica.  Esto fue debido, 
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en gran parte,  a la dificultad de incluir el comportamiento térmico en un modelo 
exclusivamente de tablas.     
 En esta tesis doctoral se ha tomado como punto de partida el trabajo realizado 
por Nuñez et al. [26] en el que se propone por primera vez el modelado de las corrientes 
intrínsecas del transistor mediante tablas de datos que incorporan efectos térmicos.  Este 
modelo era capaz de predecir el comportamiento estático del HBT para distintas 
temperaturas ambiente. Estos autores proponen distintas relaciones con la temperatura 
para la tensión base emisor y la corriente de colector.  
   
C.3 Modelo no lineal basado en tablas propuesto para 
HBTs 
 En este trabajo, para formular el modelo para HBTs, se ha seguido un 
procedimiento similar al propuesto para FETs por Fdez. Barciela en [27], pero teniendo 
en cuenta las diferencias existentes entre HBTs y FETs e incorporando, además, el 
modelado térmico y de ruido de baja frecuencia. 
 En primer lugar, el modelo se desarrolló para HBTs del grupo III-V en oblea, de 
ahí que se investigó la mejor forma de incorporar los efectos térmicos que afectan a 
estos dispositivos [28-29].  Posteriormente, considerando el futuro uso del modelo en el 
diseño de osciladores de microondas HMIC, se realizó una extensión del mismo para 
incluir los efectos del ruido de baja frecuencia y modelar dispositivos encapsulados 
(HBTs de SiGe, en este caso) [30,31]. 
A diferencia de los FETs, en los que las corrientes de conducción en estática y a 
frecuencias de microondas son diferentes por fenómenos de dispersión de baja 
frecuencia (térmicos y de trampas de portadores), en los HBTs se puede asumir que 
estas corrientes son idénticas, siempre y cuando la temperatura interna del dispositivo 
sea la misma.  Así, un punto de partida importante en este trabajo es suponer que las 
principales diferencias existentes entre las corrientes DC y RF son debidas a diferencias 
en la temperatura interna del transistor, que varía cuando se trabaja en condiciones 
estáticas (DC) y dinámicas (RF).  Esta suposición es consistente con la observación 
experimental de que, a diferencia de los FETs, las corrientes y voltajes RF 
habitualmente medidos cuando el dispositivo es excitado con una señal de gran potencia 
pueden llegar a doblar los rangos medibles en DC sin poner en riesgo el HBT.  Modelar 
este comportamiento utilizando un modelo de tablas, limitado en su capacidad de 
extrapolación, es todo un reto y requiere el modelado adecuado de los efectos térmicos.       
 
C.3.1 Formulación básica del modelo  
 La topología circuital del modelo de tablas propuesto en este trabajo para un 
dispositivo en oblea se puede ver en la figura C.2.  Consta de una red lineal extrínseca y 
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una red no lineal intrínseca.  La figura C.2 también incluye una red equivalente térmica 
convencional, de un polo, para el cálculo de la temperatura interna (Tj) del dispositivo 
en función de la temperatura ambiente y de la potencia disipada en el dispositivo.   
 La red lineal extrínseca modela las zonas que conectan el dispositivo interno 
(intrínseco) con las pistas metálicas de conexión, así como los efectos parásitos 
resultantes de la geometría de sus contactos metálicos.  Por sencillez, estos elementos 
han sido considerados independientes de la polarización.  En este caso, en que el 
dispositivo que se modela es un HBT en oblea, es suficiente considerar una celda de 
capacidades parásitas (red π) y otra celda de inductancias y resistencias parásitas (red 
T).  
 
Figura C.2 – Topología circuital propuesta del modelo no lineal de tablas del HBT. 
 
 La red intrínseca modela las características activas más relevantes del 
dispositivo.  Esta red incluye una parte no lineal, que modela el comportamiento no 
lineal del dispositivo, además de dos elementos lineales, Cbc y Rbb, necesarios para 
modelar con precisión la respuesta en frecuencia del dispositivo en la banda de 
microondas. 
La parte no lineal se formula en el dominio del tiempo como una caja negra de 
tres terminales: base, colector y emisor.  La corriente en cada terminal está descrita a 
través de sus componentes de conducción y de desplazamiento.  Estas componentes se 
modelan utilizando funciones bidimensionales dependientes de los valores (intrínsecos) 
de Ib y Vce, que son las variables independientes utilizadas típicamente en la 
caracterización experimental de los HBTs.  Por otra parte, estas variables permiten una 
caracterización DC del dispositivo más segura y en un mayor rango de tensiones y 
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corrientes.  Es necesario obtener una elevada densidad de datos para poder simular 
correctamente las funciones tabuladas y, así, poder modelar con suficiente detalle las 
fuertes no linealidades que presenta este dispositivo, especialmente en la frontera entre 
corte y zona activa.   
En el puerto de salida, las funciones no lineales –tabuladas– utilizadas son: Ic y 
Qc.  Ic se obtiene a partir de medidas DC, mientras que Qc se obtiene a partir de los 
parámetros S de pequeña señal mediante la ecuación (C.1).  A la entrada del HBT, 
puesto que es posible medir en estática Vbe en función de Ib, se utiliza una función I-V 
implícita f(Ib, Vbe) para caracterizar la relación Ib-Vbe.  Este tipo de funciones pueden ser 
fácilmente implementadas en simuladores de circuitos, como el ADS.  De este modo, se 
evita el uso de expresiones analíticas rígidas, tales como la ecuación del diodo (utilizada 
en [22]), lo cual disminuiría la precisión y generalidad del modelo, y haría necesario un 
proceso de optimización para extraer sus parámetros de ajuste a diferentes voltajes y 
temperaturas.   
La función no lineal definida para modelar la carga de la base es Qb, que se 
extraerá a partir de las medidas como se indica en la ecuación (C.2).  Las funciones de 
carga utilizadas en este trabajo son de naturaleza quasi-estática, en el sentido de que su 
dependencia con el tiempo únicamente proviene de la dependencia con el tiempo de las 
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C.3.2 Modelado Térmico 
 Para predecir el comportamiento del dispositivo a distintas Ta, se ha aplicado a 
las funciones Vbe e Ic una dependencia lineal con Ta, de acuerdo con las ecuaciones 
(C.3) y (C.4).  Estas ecuaciones incluyen cuatro coeficientes térmicos no lineales 
(tabulados), que se obtienen a partir de medidas DC I-V a, al menos, tres Ta.  Medir a  
dos únicas Ta sería suficiente, debido al carácter lineal de la relación, pero de este modo 
se disminuye el error en el ajuste.   
                                                                                       (C.3) 
                                                                                  (C.4) 
 
 Si el modelo utilizase únicamente estas dos ecuaciones para caracterizar los 
efectos térmicos, no le sería posible modelar adecuadamente el comportamiento térmico 
del transistor cuando éste opera en condiciones dinámicas de gran señal.  Por lo tanto, es 
necesario tener en cuenta la variación de Tj, debido a las variaciones dinámicas de la 
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potencia disipada.  Por ello, es más adecuado hacer que las funciones no lineales 
dependan de Tj en lugar de Ta.  Por lo tanto, durante la simulación, se utilizarán las 
ecuaciones (C.3) y (C.4), conjuntamente con la red térmica mostrada en la figura C1, 
para calcular dinámicamente Tj a partir de Ta y de la potencia disipada.  Tanto Rth como 
Cth son parámetros constantes.  A los elementos intrínsecos Cbc y Rbb, obtenidos de 
medidas de pequeña señal,  también se les ha aplicado una dependencia lineal con la 
temperatura. 
 
C.3.3 Modelado del ruido de baja frecuencia 
 Se ha realizado una extensión del modelo previamente propuesto para mejorar 
sus prestaciones en el diseño de osciladores de microondas.  Un modelo eficiente para el 
diseño de osciladores debe realizar buenas predicciones  del ruido de fase del oscilador, 
para lo cual debe de incorporar el modelado del ruido de baja frecuencia.  Por otro lado, 
se ha modificado el modelo para que sea aplicable a dispositivos encapsulados, 
haciendo más compleja la red extrínseca. El modelo extendido resultante de la 
incorporación del modelado de ruido y de la nueva red parásita puede verse en la figura 
C.2. 
 
Figura C.2 – Topología circuital del modelo extendido para HBTs incorporando ruido térmico y de baja 
frecuencia y celdas parásitas del encapsulado del transistor. 
 
 Los modelos convencionales de ruido de baja frecuencia utilizan fuentes de 
ruido que dependen de la corriente estática, por lo que el ruido no varía con la potencia 
de la señal RF.  En [32] se demuestra la dependencia del ruido de baja frecuencia con la 
potencia RF.  Para modelar esta dependencia se pueden utilizar fuentes de ruido 
cicloestacionarias, en las que el ruido cambia de una forma periódica con el tiempo, lo 
cual permite modelar el comportamiento dinámico del ruido bajo excitación de gran 
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señal [33-35].  En el trabajo realizado en esta tesis doctoral se han utilizado fuentes de 
ruido shot, flicker y G-R cicloestacionarias para caracterizar el ruido de baja frecuencia 
de los HBTs.  Estas fuentes se añaden en paralelo con las fuentes no lineales de 
corriente, como se puede ver en la figura C.2.  Además, se han añadido fuentes de ruido 
estáticas para caracterizar el ruido térmico asociado a cada resistencia del modelo.  Las 
ecuaciones (C.5), (C.6), (C.7) y (C.8) muestran las expresiones matemáticas utilizadas 
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మ            (C.8)  
 Como se puede ver en la figura C.2, en la puerta de entrada se han utilizado 
fuentes de ruido shot, flicker y G-R, mientras que en la puerta de salida sólo se han 
utilizado  fuentes de ruido shot y G-R.  Cada una de estas fuentes está controlada por la 
corriente instantánea en la puerta intrínseca considerada.  Aunque la formulación 
mostrada es analítica, se puede considerar como una formulación analítica/tabulada 
debido a que dichas ecuaciones dependen de la corriente instantánea, que a su vez es 
una función tabulada, y de parámetros de ruido, que también están incluidos en las 
tablas de datos.  Se ha comprobado que implementando las ecuaciones analíticas 
anteriores de forma tabulada, se obtienen resultados similares, aunque con un ligero 
aumento del tiempo de simulación.  
 
 C.3.4 Extracción del modelo 
 Todas las medidas necesarias para la extracción (y validación) del modelo han 
sido realizadas con un sistema de medida de gran señal basado en un LSNA de Maury-
NMDG, con dos rangos de frecuencia de medida, uno de ellos comprendido entre 10 
KHz y 24 MHz  y el otro entre 600 MHz y 50 GHz.   
 El proceso de extracción de los elementos de la red extrínseca o parásita lineal se 
ha realizado a partir de medidas de parámetros S de pequeña señal en determinados 
puntos de polarización (corte, alta corriente y punto típico de clase A), siguiendo los 
trabajos propuestos por Tasker y Fdez. Barciela [37] y Gobert et al. [38]. Del mismo 
modo, se han extraído los parámetros intrínsecos Rbb y Cbc, en este caso en un punto de 
polarización en activa.    
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Las funciones intrínsecas no lineales de corriente (Ic) y tensión (Vbe) se han 
obtenido directamente a partir de medidas DC I-V a una única Ta tras un proceso de 
suavizado (smoothing).   
Las funciones de carga se han obtenido a partir de medidas de parámetros S de 
pequeña señal en múltiples puntos de polarización, a una frecuencia de 5 GHz, y a una 
Ta de 30 ºC en el caso del HBT en oblea, y de 23 ºC en el caso del HBT encapsulado.  
El proceso de obtención de estas funciones sigue los procedimientos utilizados para 
FETs en [39-40] y para HBTs en [41].  El proceso se resume a continuación.  Las 
medidas de parámetros S extrínsecos se convierten a parámetros Y extrínsecos. Se 
realiza un proceso de cambio de plano de referencia de las medidas (inicialmente en el 
plano extrínseco) al plano intrínseco del transistor, proceso denominado “RF de-
embedding”.  Para que los planos de referencia DC y RF sean los mismos, se realiza 
también un procedimiento de transformación de los voltajes extrínsecos a intrínsecos, 
denominado “DC-deembedding”.  De este modo, se convierten las medidas DC 
extrínsecas a intrínsecas, y se convierten los parámetros Y extrínsecos medidos a 
intrínsecos.  Finalmente, las funciones no lineales de carga se obtienen mediante un 
proceso de integración, tal y como se define en las ecuaciones (C.1) y (C.2).  Todas las 
variables consideradas en esas ecuaciones son intrínsecas.  El proceso matemático de 
integración se ha realizado mediante las funciones de Matlab spaps, fnint y spval, que 
permiten generar splines bi-dimensionales cúbicos de los parámetros Y, realizar su 
integración y evaluarlo en los voltajes correspondientes.   
Los coeficientes no lineales térmicos se han obtenido a partir de medidas DC I-V 
a tres Ta, mediante la realización de un proceso de ajuste de las ecuaciones (C.3) y (C.4) 
a los valores medidos.  En el caso de los HBTs en oblea, las temperaturas utilizadas han 
sido de 30, 60 y 80 ºC, mientras que en los HBTs encapsulados las temperaturas han 
sido de 23, 43 y 63 ºC.  Los elementos Rth y Cth se han obtenido por métodos 
convencionales [42-47]. 
Para caracterizar el ruido de baja frecuencia de los transistores encapsulados,  se 
ha utilizado un sistema convencional de medida de ruido de baja frecuencia [36], 
midiendo la densidad espectral de corriente de ruido en A2/Hz, entre 1 Hz y 1 KHz.  La 
extracción de los parámetros del ruido flicker se hizo a partir del ruido medido en un 
ancho de banda en el cual el ruido flicker es dominante, y para diferentes corrientes 
estáticas.  El ruido shot se obtuvo directamente a partir de la ecuación (C.6).  
Finalmente, la extracción de los parámetros de las fuentes de ruido G-R se realizó a 
partir del ajuste de la ecuación (C.8) a las medidas, una vez obtenidos los parámetros de 
los otros tipos de ruido.     
 
C.3.5 Implementación del modelo en el ADS 
El modelo se implementó en el simulador de circuitos ADS, utilizando SDDs 
(Symbolically Defined Devices), que permiten crear componentes no lineales en el 
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dominio del tiempo y aplicar sencillas transformaciones en el dominio de la frecuencia.  
Estos componentes se utilizaron para modelar la parte intrínseca no lineal del modelo de 
HBTs.  
Para almacenar los parámetros y las tablas de datos del modelo  se creó un único 
fichero de datos con dos partes definidas. La primera contiene todos los parámetros 
lineales e independientes del punto de polarización, como son los elementos parásitos y 
los parámetros de ruido.  La segunda parte está formada por los elementos no lineales; 
es decir, las funciones no lineales y los coeficientes térmicos.   
Durante la simulación del modelo se accede a este fichero, y mediante la 
utilización de funciones explícitas e implícitas el  SDD, así como de otras ecuaciones 
adicionales externas al SDD, se implementan todas las funciones no lineales tabuladas, 
que serán interpoladas durante el tiempo de simulación mediante splines.  En la figura 
C.3 se muestra parte de la implementación del modelo inicial para HBTs (sin ruido) en 
una página de esquemático del ADS.  
Las fuentes de ruido fueron implementadas siguiendo lo expuesto en [33].  En la 
figura C.4 puede verse en detalle cómo se implementan en un SDD las ecuaciones (C.6) 
a (C.8) de modo que las fuentes de ruido sean cicloestacionarias. 
 
 
Figura C.3 – Esquemático del ADS en el que se muestra una parte de la implementación del modelo de 
tablas sin ruido para el HBT.  
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Figura C.4 – Esquemático del ADS en el que se muestra una parte de la implementación de las fuentes de 
ruido cicloestacionarias y las fuentes de ruido térmico utilizando un SDD en una página de esquemático 
del ADS. 
 
C.4 Validación del modelo no lineal basado en tablas 
para HBTs 
 En esta sección se muestra la validación experimental del modelo basado en 
tablas para HBTs con transistores de tecnologías diferentes: un HBT sobre oblea de 
InGaP/GaAs y geometría de contacto de emisor 2x3μmx25μm de Celeritek, y otro 
encapsulado de SiGe, el NESG2030m04.  La validación se ha realizado, por un lado, 
comparando las medidas obtenidas con el LSNA de los transistores individuales  con las 
predicciones de la simulación del modelo con el ADS.  Por otro lado, en el caso del 
modelo extendido para incluir el ruido, la validación también se realiza mediante el 
diseño y fabricación de prototipos de osciladores autónomos de microondas, utilizando 
los HBTs encapsulados, y la comparación de las medidas de los mismos con las 
simulaciones de los osciladores.  En la validación del modelo extendido para HBTs con 
dispositivos encapsulados también se han incluido las predicciones del modelo del 
fabricante, un modelo analítico basado en el modelo Gummel-Poon. 
 En la figura C.5 se muestra la comparación entre las medidas de las curvas DC I-
V del HBT de InGaP/GaAs con las predicciones obtenidas en las simulaciones. En esta 
figura se comparan las funciones no lineales Ic y Vbe en función de Vce y para distintos 
valores de Ib.  Las temperaturas ambiente utilizadas son distintas, en un caso inferior y 
en otro superior, a las Ta mínimas y máximas utilizadas, respectivamente, en la 
extracción del modelo.  A partir de los resultados obtenidos, se puede ver que el modelo 
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es capaz de extrapolar de forma correcta con la temperatura ambiente en condiciones 
estáticas. 
 
Figura C.5 – Medidas y simulaciones con el modelo de tablas en estática. Ic a Ta=110ºC y Vbe a Ta=10ºC 
en función de Vce para diferentes valores de Ib en el rango 21 μA a 721 μA, paso=100 μA. Dispositivo: 
HBT en oblea de InGaP/GaAs, 2x3μmx25μm.  
 La figura C.6 muestra las predicciones del modelo en pequeña señal, y su 
comparación con las medidas, para los dos dispositivos considerados, en los rangos de 
frecuencias adecuados a cada dispositivo, y para diferentes Ta.   
       
                                         (a)                                                                                 (b) 
Figura C.6 - Parámetros S medidos y simulados. (a) HBT en oblea de InGaP/GaAs 2x3μmx25μm, 
Ta=70ºC, Ib=0.321 mA, Vce=3.5 V; (b) HBT encapsulado de SiGe NESG2030m04, Ta=23ºC, Ib=90 μA, 
Vce=2 V.   
 Las figuras C.7 y C8 muestran la validación del modelo en gran señal, para un 
único tono a la entrada, con ambos dispositivos y en distintos puntos de polarización y a 
diferentes Ta.  Estos resultados corroboran el buen funcionamiento del modelado 
térmico también en condiciones dinámicas.  Por otro lado, en la figura C.7 se pueden 
observar los resultados medidos y simulados para la recta dinámica de carga (Ic vs Vce 
en RF), resultados que demuestran la capacidad del modelo para realizar predicciones 
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adecuadas no sólo en el rango de medida para su extracción (valores de DC mostrados 
en la figura), sino también a corrientes  muy superiores a las utilizadas en la misma.  
Esto corrobora la buena extrapolación que puede realizar el modelo a potencias 
elevadas.  
 
              (a)                                                                                  
 
                (b) 
Figura C.7 - Comportamiento medido y simulado en gran señal en puntos de polarización tipo clase AB. 
(a) HBT en oblea de InGaP/GaAs 2x3μmx25μm. Frecuencia fundamental=1 GHz, Ta=80 ºC Vbe=1.27 V, 
Vce=2.3 V; (b) HBT encapsulado de SiGe NESG2030m04, fo=5 GHz, Ta=23 ºC, Vbe=0.843 V, Vce=1.5 V. 
 
             
                                         (a)                                                                                 (b) 
Figura C.8 - Medidas y simulaciones de la corriente estática de colector y de recta dinámica de carga en 
puntos de polarización de clase A. (a) HBT de InGaP/GaAs 2x3μm x25μm, fo=1 GHz, Ta=100 ºC, Ib=0.6 
mA, Vce=2.3 V, Pent =-8.7 dBm, Psal =16.1 dBm; (b) HBT encapsulado de SiGe NESG2030m04, fo=5 
GHz, Ta=23 ºC, Ib=87 μA, Vce=1.5 V, Pent=1.4 dBm, Psal=11 dBm.  
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 Las figuras C.9 y C.10 comparan las predicciones del modelo con  medidas de 
intermodulación (excitación de dos tonos cercanos, de igual amplitud) de los 
transistores.  En un caso, los resultados se muestran en función de la potencia (figura 
C.9) para el dispositivo encapsulado y, en el otro, en función del punto de polarización 
(figura C.10) para el dispositivo en oblea.  En la figura C.9 se puede observar que el 
modelo de tablas está proporcionando mejores predicciones que el modelo del 
fabricante. 
 
Figura C.9 - Comportamiento medido y simulado en gran señal con dos tonos de entrada. Frecuencias a la 
entrada=5 GHz ± 200 KHz, Ta=23 ºC, Vbe=0.843 V, Vce=1.5 V. Se muestran ambas fo, IMD3 e IMD5 a la 
salida. Dispositivo: HBT encapsulado de SiGe NESG2030m04. 
 
 
Figura C.10 - Comportamiento medido y simulado en gran señal con dos tonos de entrada. Frecuencias a 
la entrada=1 GHz ± 200 KHz, Ta=30 ºC, y Pent =-12 dBm. Se muestra fo, IMD3 e IMD5 a la salida. 
Dispositivo: HBT en oblea de InGaP/GaAs 2x3μmx25μm. (a) Ib=0.42 mA y Vce variable; (b) Vce=2.5 V e 
Ib variable.  
 
 En la figura C.11 se puede observar, para el HBT encapsulado, la comparación 
entre las medidas y simulaciones de la densidad espectral de corriente de ruido, en la 
base y el colector, para diferentes corrientes estáticas.  La gráfica confirma que los 
parámetros de las fuentes de ruido están bien extraídos, aunque se deberá comprobar su 
funcionamiento también en condiciones dinámicas para confirmar que la formulación 
cicloestacionaria del modelo de ruido es la adecuada.  Para ello, se han diseñado y 
fabricado distintos prototipos de osciladores autónomos utilizando el HBT encapsulado 
y el modelo extendido propuesto.  Uno de los diseños se fabricó en dos laboratorios 
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diferentes (Universidad de Vigo y Universidad Politécnica de Madrid) con tecnologías 
diferentes (fresado y ataque químico de la placa sustrato), pero con componentes activos 
y pasivos pertenecientes al mismo lote.  Esto se hizo para comprobar la influencia que 
tenía el proceso de fabricación en los resultados finales.  La fotografía de los dos 
osciladores fabricados se puede ver en la figura C.12.  En la tabla I se comparan las 
resultados medidos de ambos osciladores (los cuales son ligeramente diferentes entre sí) 
con las predicciones hechas por el modelo de tablas, el modelo proporcionado por el 
fabricante, y otro modelo analítico, el VBIC, extraído en la Universidad de Vigo para 
este dispositivo por Orentino Mojón.  
 
 
Figura C.11 - Densidad espectral de corriente de ruido de baja frecuencia a la entrada y la salida del 
transistor a diferentes corrientes estáticas: Ib=10, 20, 30 μA y Vce=1.5 V. Dispositivo: HBT encapsulado 
de SiGe.  
 
  
    
   (a)                                                                                   (b) 
Figura C.12 –  Fotografía del prototipo de un oscilador  en configuración de emisor común basado en el 
HBT encapsulado de SiGe NESG2030m04 y fabricado con dos tecnologías diferentes. (a) En la 
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TABLA I. Medidas y simulaciones de la frecuencia de oscilación y del espectro de potencia a la salida del 
prototipo de un oscilador basado en el HBT encapsulado de SiGe NESG2030m04. (a) Fabricado en la 


















































































 Por último, en la figura C.13 se muestra el ruido de fase medido y simulado, 
utilizando dos métodos de análisis diferentes que están incluidos en diferentes versiones 
del ADS, para otro de los prototipos de osciladores fabricados en emisor común.  Las 
predicciones por debajo de 1 KHz no son del todo buenas, pero ello es debido, en gran 
parte, a las limitaciones que presentan los métodos de análisis (simulación) utilizados.  
A partir de esa frecuencia, las predicciones hechas por el modelo de tablas son correctas 
(utilizando ambos métodos de análisis) y mucho mejores que las del modelo del 
fabricante.  Estos resultados dan validez al modelo propuesto en lo que se refiere a la 
predicción de ruido de baja frecuencia en condiciones dinámicas. 
 
Figura C.13 - Simulaciones  y medidas del ruido de fase para el prototipo de un oscilador basado en el 
HBT encapsulado de SiGe NESG2030m04 en configuración de emisor común. Para las simulaciones se 
utilizó el método de análisis de la matriz de conversión (ADS 2009) y el método de modulación de 
portadora (ADS 2003).  
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C.5 Modelo no lineal basado en tablas para diodos 
Schottky y su aplicación en la simulación de detectores 
de potencia  
 El trabajo descrito en esta sección surgió con el objetivo de estudiar y explicar 
resultados experimentales no del todo comprendidos de detectores de potencia de 
microondas cuando trabajan bajo excitación multi-tono de gran señal. 
 En los detectores de potencia, las no linealidades del diodo semiconductor 
permiten obtener un voltaje DC a la salida detector cuando a su entrada se inyecta una 
señal RF.  El valor de este voltaje depende de la potencia de la señal de entrada.   
Durante años, los resultados obtenidos con detectores de potencia de 
microondas, cuando se aplicaban señales sencillas, como el de una simple sinusoide 
[48-50], han sido satisfactorios.  Pero con la llegada de los nuevos estándares de 
comunicación, como los relacionados con redes inalámbricas, que utilizan señales 
mucho más complejas, aparecieron observaciones experimentales que indicaban un 
comportamiento inesperado.  De este modo, como resultado de un trabajo conjunto de la 
Universidad de Vigo, la Universidad de Aveiro y el NIST, en el que participó el autor 
de este trabajo, se observó que el voltaje DC medido a la salida del detector cambiaba 
dependiendo de si se utilizan uno o varios tonos a su entrada, así como al variar la 
separación entre éstos.  Como consecuencia, la calibración del detector con un único 
tono podía no garantizar una buena calibración para señales complejas.  En este trabajo 
conjunto, se partió de la hipótesis de que este comportamiento “anómalo” ante señales 
complejas se debía a efectos de memoria de larga duración producido por las 
impedancias del detector en banda base. El trabajo realizado trató de demostrar esta 
hipótesis [51-52]. Para ello se diseñaron y analizaron prototipos de detectores de 
potencia que presentaban distintas impedancias en banda base a su salida. El autor 
contribuyó a este trabajo desarrollando e utilizando en las investigaciones un modelo de 
tablas para diodos de microondas.   
 En esta sección, se describe, en primer lugar,  la formulación, extracción y 
validación de un nuevo modelo no lineal de tablas para diodos Schottky [53] (basado en 
el modelo del HBT propuesto previamente por el autor) para, posteriormente, utilizarlo 
en simulaciones del funcionamiento de los detectores de potencia y demostrar la 
influencia de las impedancias en banda base en el funcionamiento de los circuitos.  El 
equipo de Aveiro también completó la demostración utilizando expresiones 
matemáticas (basadas en las Series de Volterra [51-52]) para predecir y explicar de 
forma teórica los efectos de las impedancias en banda base en los detectores diseñados y 
fabricados en la Universidad de Aveiro.  Parte de la contribución del autor en este 
trabajo conjunto fue el resultado de una estancia del autor en la Universidad de Aveiro, 
en el grupo de investigación del profesor Nuno Borges. Los resultados del trabajo 
conjunto en detectores de potencia para señales de dos tonos está publicado en [51] y 
para señales más complejas en [52]. 
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C.5.1 Descripción del modelo de tablas propuesto para diodos 
Schottky y de su procedimiento de extracción 
 Aunque la mayor parte de los modelos empíricos existentes para diodos son de 
carácter analítico [54-62], entre los cuales uno de los más conocidos es el SPICE [54-
56], también es posible encontrar alguno basado en tablas, como los propuestos por D. 
Root et al. [63-64].  Estos modelos de tablas han sido desarrollados y validados para 
diodos MODFET y diodos varactor, y se extraen a partir de medidas DC y de 
parámetros S de pequeña señal, proporcionando buenos resultados.  Aunque la 
formulación necesaria para modelar este tipo de diodos es similar a la necesaria para los 
diodos Schottky, nunca se había validado, hasta el inicio de esta tesis, un modelo de 
tablas con diodos tipo Schottky. 
 Como se comentó anteriormente, el modelo de tablas propuesto para el diodo 
Schottky es una simplificación del modelo propuesto para HBTs, y por lo tanto, 
únicamente se indicarán en esta sección las diferencias existentes con él.  Es importante 
reseñar que la formulación del modelo es general, y podría ser aplicada a otro tipo de 
diodos de microondas. 
 La figura C.14 muestra la topología circuital utilizada en este modelo, 
pudiéndose observar que es mucho más sencilla que en el caso del modelo para HBTs.  
Si comparamos, en este figura, la red parásita utilizada con la propuesta por el 
fabricante del diodo en las hojas características del componente [65], se puede 
comprobar que se han añadido dos condensadores en paralelo (uno a la entrada y otro a 
la salida),  necesarios para mejorar la predicción del modelo en pequeña señal en la 
banda de frecuencias de interés.   
Puesto que los diodos Schottky son dispositivos de dos terminales, únicamente 
será necesario utilizar una función no lineal de corriente y otra de carga no lineal.  La 
función de corriente se extrae a partir de medidas de DC a una única Ta, mientras que la 
de carga se obtiene, también a una única Ta, de un modo similar a cómo se hacía en el 
modelo para HBTs, pero en este caso integrando el parámetro intrínseco Y21 (similares 
resultados se obtienen integrando el Y12) en función de la tensión intrínseca medida, 
como se describe en la ecuación C.9.  
  En la formulación de este modelo no ha sido necesario considerar efectos de 
temperatura ni de ruido.  Lo que sí se ha introducido es una extensión  analítica a la 
función de corriente tabulada para modelar el mecanismo de ruptura, de forma gradual, 
de la unión Schottky.  La inclusión de esta modificación en la corriente es necesaria 
para predecir de forma correcta el funcionamiento del diodo cuando se inyectan señales 
a potencias elevadas.  Esto será muy importante en la predicción del comportamiento de 
los detectores de potencia a altos valores de la potencia de entrada.  En la ecuación C.10 
se muestra la ecuación utilizada en el modelo para extender analíticamente la función no 
lineal de corriente del diodo.   




Figura C.14 – Topología circuital del modelo no lineal de tablas propuesto para diodos Schottky. 
 
 La implementación del modelo en el ADS se ha realizado del mismo modo que 
para el HBT, pero en este caso únicamente se han utilizado tres puertos del SDD, 
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C.5.2 Validación del modelo no lineal de tablas para diodos 
Schottky 
 En esta sección, el modelo se valida  en primer lugar en estática (figura C.15), 
comparando las curvas DC I-V obtenidas de la simulación con el modelo propuesto y 
con el modelo del fabricante (basado en el modelo analítico SPICE) con las curvas 
medidas.  En la figura C.16 se muestra la curva DC I-V simulada, en este caso, con 
voltajes mucho más negativos.  En ella se puede comparar el comportamiento de ruptura 
gradual propuesto en este trabajo con el mecanismo de ruptura abrupto del modelo del 
fabricante.  Más adelante, cuando se comparen las simulaciones y las medidas  del 
prototipo del detector, quedará de manifiesto la necesidad de elegir un comportamiento 
de ruptura gradual.  
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Figura C.15 – Medidas y simulaciones en estática de ID en función de VD. Dispositivo: diodo Schottky 




Figura C.16 – Corriente del diodo medida y simulada en DC, en directa y en inversa. Se ha hecho un 
“zoom” al eje Y, respecto a la figura C.15, para poder observar el modelado del mecanismo de ruptura en 
ambos modelos. Dispositivo: diodo Schottky encapsulado HSMS 2860. 
 
 La figura C.17 compara las simulaciones obtenidas con ambos modelos con las 
medidas de parámetros S de pequeña señal, en el rango de 0.6 GHz a 7 GHz, realizadas  
en un punto de polarización similar al del funcionamiento del detector.   
 
 Las figuras C.18 y C.19 muestran el comportamiento del diodo en gran señal 
cuando se inyecta un único tono de 5.8 GHz a la entrada.  Por un lado, en la figura C.18 
se puede observar la potencia de salida y la fase de la tensión de salida, para la 
frecuencia fundamental y principales armónicos, en función de la potencia de entrada.  
Mientras que, en la figura C.19, se ve la representación de las formas de onda RF en el 
tiempo para una potencia incidente de 7 dBm, y para tres puntos de polarización.  En 
esta gráfica se puede observar un comportamiento en RF mejor del modelo de tablas 
respecto al del fabricante. 
 





Figura C.17 – Parámetros S medidos y simulados. Punto de polarización: VD=0.1375V (ID=3 μA). 




Figura C.18 – Comportamiento simulado y medido del diodo en gran señal. Potencia de salida y fase del 
voltaje de salida en función de la potencia de entrada. Frecuencia fundamental=5.8 GHz, 2º y 3er 
armónico,  VD=0.1375 V (ID=33 μA). Dispositivo: diodo Schottky encapsulado HSMS 2860. 
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Figura C.19 – Simulaciones y medidas de DC, y formas de onda RF en el tiempo para tres puntos de 
polarización. Frecuencia fundamental=5.8 GHz, Pin=7 dBm. Polarización 1: VD=-1 V (ID=-33 nA). 
Polarización 2: VD = 0 V (ID =3 nA), Polarización 3: VD =1 V (ID =35.8 mA). Dispositivo: diodo 
Schottky encapsulado HSMS 2860. 
 Por último, en la figura C.20 se puede observar el comportamiento simulado y 
medido bajo una excitación de gran señal de dos tonos.  La frecuencia central es de 5.8 
GHz y la separación entre ellos es de 100 KHz.  Se puede observar el buen 
funcionamiento del modelo de tablas cuando se aplican este tipo de señales. 
 
Figura C.20 – Comportamiento simulado y medido bajo una excitación de gran señal de dos tonos. 
Potencia de salida en función de la potencia de entrada. Frecuencias de entrada=5.8 GHz ± 50 KHz  
IMD3 e IMD5. Punto de polarización: VD=-1 V (ID=-33 nA). Dispositivo: diodo Schottky encapsulado 
HSMS 2860. 
 
C.5.3 Aplicación de los diodos Schottky en el análisis y diseño 
de detectores de potencia 
 Un detector de potencia básico (figura C.21) está formado por un diodo, que 
rectifica la señal RF a su entrada, y una red de carga, compuesta básicamente por una 
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resistencia y un condensador.  El diodo, en una configuración en serie, sólo permite fluir 
la corriente cuando su terminal positivo tiene un voltaje superior al negativo.  El 
condensador almacena la carga y la deja fluir hacia la resistencia en los ciclos negativos 
de la señal de entrada.  Una red RC bien diseñada proporciona un voltaje a la salida 
constante durante el tiempo requerido.   
 
Figura C.21 – Circuito detector básico. 
 
 Como se comentó anteriormente, el modelo de tablas del diodo ha sido 
desarrollado para simular y optimizar los detectores de potencia diseñados en la 
Universidad de Aveiro.  Las simulaciones y medidas presentadas en esta memoria 
fueron realizadas por el autor en la Universidad de Aveiro, en cooperación con el grupo 
de investigación del profesor Nuno Borges.  El detector de partida en este análisis fue 
diseñado en la Universidad de Aveiro, y puede verse una fotografía del mismo en la 
figura C.22, en la que se aprecia un circuito un poco más complejo que el de la figura C. 
21.  Como se indicó con anterioridad, una de las tareas previstas en el trabajo era utilizar 
el modelo propuesto del diodo para estudiar, primero con simulaciones y luego con 
medidas, el efecto de las impedancias en banda base del detector en el voltaje a su salida 
cuando se utilizan señales multi-tono.  En [51] se describen los resultados obtenidos en 
el trabajo conjunto realizado por los tres grupos de investigación.  
 
Figura C.22 – Fotografía del detector de potencia utilizado inicialmente. 
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 Como parte de esta tesis doctoral, inicialmente, se realizaron sobre el detector 
(en su primera versión) medidas de uno y dos tonos, y se compararon con los resultados 
obtenidos de la simulación utilizando el modelo de tablas del diodo (con el objetivo de 
validarlo) y el modelo del fabricante.  En las figuras C.23 y C.24 se pueden ver las 
predicciones del modelo de tablas para uno y dos tonos, respectivamente.  Además, se 
observa un mejor comportamiento del modelo de ruptura gradual, implementado en el 
modelo de tablas, respecto al mecanismo abrupto, implementado en el modelo del 
fabricante.  Entre 0 y -3.5 voltios, el voltaje desciende exponencialmente. A partir de -
3.5 voltios, tanto en las medidas como en las predicciones del modelo de tablas, ese 
descenso se va haciendo cada más pequeño hasta llegar a -5 voltios, en el que la tensión 
ya no cae más.  Sin embargo, en el modelo del fabricante, debido al modelado de 
ruptura abrupta, una vez que el voltaje cae por debajo de -3.5 voltios, el valor de voltaje 
de salida permanece constante con el incremento de la potencia de entrada.  
 
Figura C.23 – Medidas y simulaciones del detector de potencia para una señal de entrada de un tono.       
Frecuencia fundamental =5.8 GHz. 
 
 
Figura C.24 – Medidas y simulaciones del detector de potencia para una señal de entrada de dos tonos. 
Frecuencias de entrada: f1=5.8 GHz, f2=f1+200 KHz. 
 Sobre el detector, se realizaron medidas cambiando la separación de los tonos de 
entrada, para comprobar si se producían cambios en el voltaje DC de salida; pero no se 
observaron diferencias apreciables.  La razón puede ser explicada por el hecho de que el 
detector había sido diseñado originalmente como un detector de envolvente y, en este 
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caso, se suele optimizar el circuito de modo que las impedancias en banda base no creen 
efectos indeseados.  Este tipo de optimizaciones de las impedancias del detector no 
suelen realizarse cuando se diseñan detectores de potencia. 
 En una siguiente etapa, se simuló con el modelo de tablas un load-pull del 
detector para comprobar si cambiando la impedancia en banda base se producían 
diferencias en el voltaje de salida del detector.  Este load-pull se implementó 
introduciendo una línea y un stub ideales que hiciesen que la impedancia recorriese toda 
la Carta de Smith.  Tal y como se puede comprobar en la figura C.24, el voltaje de 
salida puede variar hasta un 20% dependiendo de la impedancia en banda base a la 
salida del detector.     
 
Figura C.24 – Variación del voltaje DC a la salida del detector en función de la impedancia en banda base 
del circuito. (Pent=0 dBm) 
 
 Posteriormente, se procedió a simular el detector con una señal de dos tonos, 
variando la separación entre los tonos, para algunas de las impedancias que mostraban 
diferencias en el voltaje DC de salida con respecto al detector con la impedancia 
original.  Los resultados obtenidos para una de las impedancias pueden verse en la 
figura C.25.  En ésta, se muestra el voltaje DC de salida en función de la separación de 
los dos tonos y de la potencia de salida de cada uno de los tonos.  Se puede comprobar 
cómo el voltaje DC obtenido cambia apreciablemente con la separación de los dos tonos 
aplicados.   
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Figura C.25 – Voltaje DC simulado a la salida del detector, incluyendo una nueva impedancia en banda 
base. Separación de los dos tonos desde 100 KHz a 10 MHz. Potencia de entrada desde -30 dBm a 10 
dBm. 
  
 Finalmente, se diseñó y fabricó un nuevo detector que proporcionase unos 
efectos similares a los simulados.  Esto se consiguió añadiendo una red RLC serie en 
paralelo con la salida del detector.  Se midió la impedancia a la salida del nuevo 
detector, comprobándose que se producía una resonancia (la cual variaba cuando se 
utilizaba el polímetro para medir la señal DC) entre 500 KHz y 1 MHz, como se 
observa en la figura C.26.  La figura C.27 muestra el comportamiento medido del nuevo 
detector cuando se utiliza (a) un único tono (y se varía la frecuencia de la señal entorno 
a la frecuencia central) y (b) dos tonos, variando la separación entre ellos.  En esta 
figura puede observarse cómo, en el caso de un tono, las impedancias en banda base no 
afectan al voltaje DC medido a la salida, mientras que sí lo hacen cuando se utilizan 
señales de dos tonos.  De este modo, se demuestra mediante simulaciones y medidas la 
hipótesis que se había establecido inicialmente, acerca de los efectos de las impedancias 




Figura C.26 – Impedancia de salida del detector de potencia con una impedancia RLC a la salida.  
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   (a)                                                                                   (b) 
Figura C.27 – Voltaje DC medido a la salida del detector en función de la potencia de entrada. (a). 
Excitación de un tono en el que se varía la frecuencia con respecto a la frecuencia central de 5.8 GHz. (b) 
Excitación de dos tonos en la que se varía la separación entre los dos tonos.  
 
C.6 Conclusiones y líneas futuras 
 C.6.1 Conclusiones 
 Para el diseño eficiente de circuitos no lineales de microondas, tales como 
amplificadores de potencia, osciladores o detectores de potencia, es muy importante 
disponer de modelos no lineales precisos.  Normalmente, los modelos no lineales de los 
dispositivos activos que proveen los fabricantes de componentes para HMICs tienen una 
precisión limitada, y son muy dependientes del lote del dispositivo usado.  Por lo tanto, 
los circuitos diseñados no presentan inicialmente el comportamiento esperado de 
acuerdo con las simulaciones.  Una posible forma de solventar estos problemas es que 
los diseñadores sean capaces de extraer e implementar sus propios modelos, lo cual 
requiere tiempo, además de la disponibilidad de sistemas de medida de microondas 
caros y complejos.   
 La mayor parte de los modelos no lineales de transistores utilizados en 
simuladores comerciales tienen una formulación matemática analítica, especialmente en 
el caso de dispositivos bipolares, lo cual es una ventaja en términos de eficiencia 
computacional.  La gran desventaja de este tipo de modelos es su complejo y lento 
procedimiento de extracción, debido al gran número de parámetros de ajuste que se 
deben extraer, y que requieren diversas etapas de optimización.  Además, las rígidas 
ecuaciones matemáticas que los describen no son muchas veces adecuadas para ciertas 
tecnologías de transistor o para los diferentes procesos de fabricación. 
 En este trabajo, se han propuesto nuevos modelos no lineales de tablas para 
HBTs y diodos Schottky con el objetivo de mejorar la predicción del comportamiento 
no lineal de estos dispositivos y, a la vez, proporcionar herramientas de diseño eficiente, 
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de propósito general, y compatible con distintas tecnologías.  Puesto que los modelos 
propuestos se extraen directamente a partir de medidas convencionales de DC y de 
parámetros S, en distintos puntos de polarización y de temperatura (y en el caso del 
modelo que incorpora ruido, de medidas estáticas convencionales de ruido de baja 
frecuencia), su extracción se puede realizar con equipos convencionales y en un tiempo 
moderado.  A ello contribuye el hecho de presentar también formulaciones mucho más 
sencillas que los modelos analíticos, y que implican pocos parámetros de ajuste.  Los 
modelos han sido validados exhaustivamente en diferentes condiciones de operación 
(DC, pequeña y gran señal, mono-tono y multi-tono) tanto como dispositivos activos 
discretos como en el diseño de circuitos de microondas, osciladores autónomos y 
detectores de potencia. 
 En esta memoria, todas las medidas necesarias para la extracción y validación de 
los modelos se han realizado utilizando el sistema de medida de gran señal de la 
Universidad de Vigo, basado en el analizador no lineal LSNA de Maury-NMDG.  
Dicho sistema de medidas es multi-tono y permite la realización de medidas de load-
pull activo y pasivo.  Para la realización de medidas de los dispositivos encapsulados 
con el LSNA se han diseñado circuitos adaptadores o “test fixtures”, así como sus 
correspondientes impedancias estándar para calibración TRL.   
 Inicialmente, en este trabajo, se desarrolló un modelo de tablas no lineal 
completo para HBTs de InGaP y SiGe, el cual incluía de forma explícita una red térmica 
[28-29].  Este modelo fue el primero publicado con estas características.  La 
formulación intrínseca del modelo se basa en cuatro funciones intrínsecas no lineales 
tabuladas Ic, Qc, Vbe y Qb, y definidas en función de Ib y Vce utilizando un mallado no 
uniforme.  Este modelo incorpora un modelado de los efectos térmicos a través del 
acoplamiento de las funciones no lineales tabuladas (Ic y Vbe) dependientes de la 
temperatura ambiente, Ta, con una red térmica de primer orden, y así incorporar efectos 
de autocalentamiento en condiciones estáticas y dinámicas.  Para ello, se utilizan cuatro 
coeficientes no lineales tabulados, dependientes de las excitaciones instantáneas 
(corrientes/tensiones), para  modelar correctamente la dependencia con la temperatura 
ambiente.  El modelo se extrae a partir de medidas DC I-V a diferentes Ta, y a partir de 
parámetros S de pequeña señal a una única frecuencia y Ta.  El modelo ha sido validado 
inicialmente con  HBTs de InGaP/GaAs en oblea, en el rango de temperaturas ambiente 
entre 10 ºC y 110 ºC, en operación estática, pequeña señal y gran señal, tanto para 
excitaciones de un tono, como multi-tono.   
 En esta memoria se demuestran las excelentes capacidades de interpolación y 
extrapolación del modelo desarrollado, teniendo en cuenta las limitaciones habituales de 
los modelos basados en tablas.  Se puede comprobar cómo el modelo propuesto es 
capaz de extrapolar su funcionamiento a Ta inferiores y superiores a las de extracción.  
Además, también se demuestra la capacidad del modelo para extrapolar el 
comportamiento del transistor a altas  potencias  y, por lo tanto, a corrientes RF 
superiores a las corrientes –estáticas– utilizadas en su proceso de extracción. 
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 En un trabajo posterior, este modelo fue ampliado para incluir los efectos del 
ruido de baja frecuencia (flicker, G-R y shot) y del ruido térmico.  Esta nueva versión 
del modelo es capaz de predecir el ruido de baja frecuencia tanto en condiciones 
estáticas como dinámicas [30-31] mediante la inclusión de fuentes de ruido 
cicloestacionarias. En esta memoria el modelo ampliado se valida con HBTs de SiGe 
encapsulados.  Las predicciones del modelo desarrollado han sido muy satisfactorias y 
mejoran las predicciones obtenidas con dos modelos analíticos: el que provee el 
fabricante de los transistores y el VBIC, este último extraído por Orentino Mojón en la 
Universidad de Vigo utilizando las mismas medidas empleadas en la extracción del 
modelo de tablas. 
 Para validar la capacidad del modelo como herramienta de diseño no lineal, se 
han diseñado y fabricado diversos prototipos de osciladores [30-31] a 5 GHz.  Como 
resultado de la comparación de las simulaciones con las medidas de los prototipos, se 
han obtenido predicciones satisfactorias de la frecuencia de oscilación, la potencia de 
salida y el ruido de fase de los osciladores, mejorando las predicciones proporcionadas 
por los modelos analíticos anteriormente comentados. 
 El modelo no lineal de tablas para HBTs propuesto en esta memoria ha sido 
utilizado en otros trabajos publicados [65-67], en los que también ha participado el 
autor,  que no forman parte del trabajo propuesto en esta tesis.  A continuación se citan 
algunos ejemplos del uso de este modelo en esos trabajos.  
-  Se ha generado, a partir de simulaciones con el modelo de tablas, un modelo PHD 
(Poly Harmonic Distortion model, un tipo de modelo “black-box” comportamental) 
para HBTs y, así, poder evaluar la calidad de las predicciones de dicho modelo  en 
comparación con el de tablas [65]. 
- El modelo de tablas se ha utilizado para diseñar, con ayuda del ADS,  una estrategia 
eficiente de extracción del modelo PHD, útil en el diseño de osciladores autónomos 
basados en HBTs.  El modelo de tablas ha permitido predecir los valores adecuados 
de la impedancia de salida del HBT, y los correspondientes niveles de inyección de 
potencia a su salida,  necesarios para extraer eficazmente el modelo PHD a partir de 
medidas load-pull activas con el LSNA [66]. 
- El modelo propuesto ha permitido validar un procedimiento de diseño analítico 
basado en parámetros X desarrollado para predecir el efecto de una realimentación 
serie en el comportamiento no lineal del HBT [67]. 
 En este trabajo doctoral, también se desarrolló una versión simplificada del 
modelo propuesto para HBTs aplicable en el modelado de diodos Schottky 
encapsulados [53].  En este nuevo modelo, que no utiliza modelado térmico ni de ruido,  
se ha incluido, sin embargo, el modelado gradual del mecanismo de ruptura del diodo. 
Esto ha permitido obtener un modelo más preciso a altas potencias de entrada.  En el 
proceso de validación mostrado en esta memoria, el modelo ha proporcionado 
predicciones satisfactorias del comportamiento del diodo, mejorando las obtenidas con 
el modelo del fabricante. 
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 El modelo desarrollado para diodos Schottky, fue utilizado para simular y 
analizar el comportamiento de detectores de potencia diseñados en la Universidad de 
Aveiro [51-52].  Los resultados obtenidos al utilizar el modelo de tablas mejoran 
significativamente los proporcionados por el modelo del fabricante en la simulación de 
los detectores bajo excitación de gran señal de uno y dos tonos.  Este estudio ha 
permitido evaluar la influencia de las impedancias del detector en banda base sobre el 
voltaje DC medido a su salida, cuando se aplican señales de dos tonos a su entrada [51].  
Con ayuda de este modelo, se diseñó un nuevo detector, modificando la impedancia en 
banda base de la salida, permitiendo forzar una mayor sensibilidad del detector ante la 
influencia de las impedancias en banda base.  A partir de ese trabajó se concluyó que 
una calibración mono-tono del detector no puede garantizar el correcto funcionamiento 
del mismo para señales de dos tonos, ya que, en este caso, el detector puede verse 
afectado por efectos de memoria de larga duración [51-52], como los causados por las 
impedancias en banda base del detector. 
 El modelo de tablas desarrollado para diodos Schottky ha sido también utilizado 
por el autor en otros trabajos [52, 68] que no forman parte de esta memoria.  A 
continuación se comentan algunas de las tareas realizadas con este modelo.  
- Se ha utilizado en la demostración, con simulaciones, de los efectos de las 
impedancias en banda base en el voltaje de salida de detectores de potencia, cuando 
se utilizan señales más complejas que las de dos tonos [52].  En este trabajo, el 
detector es excitado con señales complejas con diferentes características 
estadísticas.  Las simulaciones y las medidas del prototipo del detector  muestran un 
comportamiento similar. 
- Se ha utilizado para extraer, y validar con simulaciones, un modelo de parámetros 
X para detectores de potencia basados en diodos [68].  Además, este modelo de 
tablas fue utilizado para encontrar la estrategia de extracción más adecuada para 
obtener modelos de parámetros X de detectores de potencia, a partir de medidas con 
un LSNA.  
 
C.6.2 Líneas futuras de investigación 
 Como se ha comentado anteriormente, las simulaciones realizadas con los 
modelos de tablas son ligeramente más lentas que las realizadas con modelos analíticos.  
Además, los modelos de tablas, al igual que los analíticos, pueden tener problemas de 
convergencia; por ejemplo, cuando se realizan simulaciones a altas potencias, donde se 
hace un uso intensivo de las rutinas de splines del simulador. 
 Sin embargo, en este trabajo, el modelo propuesto ha sido utilizado 
satisfactoriamente en el diseño de circuitos de microondas altamente no lineales, como 
son los osciladores autónomos y los detectores de potencia.  Es cierto que el tiempo de 
simulación de los modelos propuestos ha sido superior al de los modelos analíticos del 
fabricante, pero sin embargo la precisión obtenida es mucho mejor.  Ya que en los 
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circuitos estudiados únicamente se ha utilizado un dispositivo activo, la diferencia de 
tiempo no es relevante.  Sin embargo, este hecho puede ser importante cuando se 
diseñan circuitos que utilicen muchos dispositivos activos.  Por lo tanto, una posible 
línea futura de investigación sería evaluar la utilidad de los modelos propuestos en el 
diseño de circuitos de microondas más complejos, en los que se utilicen varios 
dispositivos activos y, si es necesario, mejorar en lo posible su velocidad de simulación. 
 Otra posible línea futura de investigación podría ser desarrollar un modelo de 
tablas para FETs de potencia, con una formulación térmica similar a la propuesta en este 
trabajo para HBTs.  El modelado térmico propuesto ha probado su efectividad para 
tener en cuenta los efectos de la variación de la temperatura ambiente y de los efectos de 
autocalentamiento del dispositivo, efectos que también están presentes en los FETs de 
potencia. 
 Por otra parte, como se comentó anteriormente, los modelos de tablas propuestos 
en este trabajo han sido utilizados como ayuda en la evaluación y extracción de modelos 
comportamentales tipo PHD de transistores y circuitos (detectores de potencia y 
osciladores) a partir de simulaciones.  Por lo tanto, una futura línea de investigación 
podría estar relacionada con la utilización de los modelos de tablas en la evaluación de 
otros tipos de modelos de comportamiento.  
 Finalmente, a partir del trabajo desarrollado en [52,68], una nueva línea de 
investigación abierta es la obtención de un modelo de parámetros X de detectores de 












Resumen en Castellano  
Referencias 
[1] D. M. Pozar, “Microwave Engineering”. Reading, Massachusetts, USA, 1990.  
[2] T. M. Hyltin, “Microstrip transmission on semiconductor substrates,” IEEE 
Transactions on Microwave Theory and Techniques, vol. 13, p.p. 777-781, 1965. 
[3] I. Angelov, D. Schreurs, K. Andersson, M. Ferndahl, and F. Ingvarson, “An 
empirical table based HBT large signal model,” Proc. 34th European Microwave 
Conference, Amsterdam, The Netherlands, Oct. 2004, pp. 229–232 
[4] S. Cheon, J. Lim, D. Park, and J. Park, “Large signal HBT model with measurement 
based charge formulations,” IEEE MTT-S International Symposium Digest, pp. 1167–
1170, Jun. 2005. 
[5] L. Degachi and F.M. Ghannouchi, “Novel and simple table-based HBT large-signal 
model,” Symposium on Circuits and Systems, MWSCAS, pp. 622-625, 2007. 
[6] D. E. Root, M Pirola, S Fan, and A Cognata “Measurement-Based Large-Signal 
Diode Model, Automated Data Acquisition System, and Verification with On-Wafer 
Power and Harmonic Measurements,” IEEE MTT-S International Microwave 
Symposium Digest, 1993, pp. 261-264, Jun. 1993. 
[7] D.E. Root, M. Pirola, S. Fan, A. Cognata,” Measurement-Based Large-Signal Diode 
Modeling System for Circuit and Device Design”, IEEE Transactions on Microwave 
Theory and Techniques, Vol. 41, Nº 12, pp. 2211-2217, Dec. 1993. 
[8] R. R. Daniels, J.P. Harrang, A.T. Yang, “ A nonquasi-static FET model derived 
from small signal S-parameters,”, Proceedings of the International Semiconductor 
Device Research Symposium, pp 601-604, 1991 
[9] R. R. Daniels, A.T. Yang, J.P. Harrang, “A universal large/small signal 3-terminal 
FET model using a nonquasi-static charge-based approach,” IEEE Transactions on 
Electron Devices, vol. 40, no. 10, pp 1723-1729, 1993. 
[10] M. Fernández-Barciela, “Contribución al mmodelado no linear del MODFET 
basado en tablas. PHD thesis, Universidad de Vigo, Vigo, Spain, 1996. 
[11] Fernández-Barciela, P.J. Tasker, H. Massler and E. Sánchez, “A simplified 
nonquasi-static table based FET model”, European Microwave Conference, pp. 20-23, 
1996. 
[12] M. Fernández-Barciela, P.J. Tasker, Y. Campos-Roca, H. Massler, E. Sánchez, M. 
C. Currás-Francos and M. Schlechtweg, “A simplified broadband large-signal non 
quasi-static table-based FET model,” IEEE Transactions on Microwave Theory and 
Techniques, vol 48, no 3, pp. 395-405, Mar 2000. 
- 219 - 
Appendix C 
[13] M. C. Foisy, P. E. Jeroma and G. H. Martin, “Large-signal relaxation-time model 
for HEMTs and MESFETs,” IEEE MTT-S International Microwave Symposium Digest, 
pp. 251-254, vol. 1, 1992. 
[14] D. E. Root, S. Fan and J. Meyer, “Technology independent large-signal FET 
Models: A measurement-based approach to active device modeling,” Proceedings on 
ARMMS Conference, paper 5, Sep 1991. 
[15] D. E. Root, S. Fan and J. Meyer, “Technology independent large signal non quasi-
static FET models by direct construction from automatically characterized device data,” 
European Microwave Conference Proceedings, pp. 927-932, 1991. 
[16] D. E. Root and S. Fan, “Experimental evaluation of large-signal modeling 
assumptions based on vector analysis of bias-dependent S-parameter data from 
MESFETs and HEMTs,” IEEE MTT-S International Microwave Symposium Digest, pp. 
255-258, vol. 1, 1992. 
[17] D. E. Root, "Measurement-based active device modeling for circuit simulation," 
European Microwave Conference Workshop, 1993.   
[18] M. Myslinski, D. Schreurs and W. Wiatr, “Development and verification of a non-
linear look-up table model for RF silicon BJTs,” European Gallium Arsenide and Other 
Semiconductors Application Symposium, pp. 93-96, 2002. 
[19] C.C. McAndrew, J.A. Seitchik, D.F. Bowers, M. Dunn, M. Foisy, I. Getreu, M. 
McSwain, S. Moinian, J. Parker, D.J. Roulston, M. Schroter, P. van Wijnen, L.F. 
Wagner, "VBIC95, The Vertical Bipolar Inter-Company Model," Journal of Solid-State 
Circuits, vol. 31, no.10, pp. 1476-1473, Oct. 1996. 
[20] M. Iwamoto, D. E.Root, J. B. Scott, A. Cognata,P. M. Asbeck, B. Hughes, and D. 
C. D'Avanzo, “Large-Signal HBT Model with Improved Collector Transit Time” 
Formulation for GaAs and InP Technologies,” IEEE MTT-S International Microwave 
Symposium Digest, pp. 635-638, vol. 2, 2003. 
[21] K. Lu, P. A. Perry and T. J. Brazil, “ A new large-signal AlGaAs/GaAs HBT 
model including self-heating effects, with corresponding parameter-extraction 
procedure,” IEEE Transactions on Microwave Theory and Techniques, vol. 43, no. 7, 
pp 1433-1445,  Jul 1995. 
[22] R. Hajji, A. B. Kouki, S. El-Rabaie, and F. M. Ghannouchi, “Systematic DC/small-
signal/large-signal analysis of heterojunction bipolar transistors using a new consistent 
nonlinear model,” IEEE Transactions on Microwave Theory and Techniques, vol. 44, 
no. 2, pp. 233–241, Feb. 1996. 
- 220 - 
Resumen en Castellano  
[23] I. Angelovl, D. Schreurs, K.Andersson, M. Femdahlland and F. Ingvarson, “An 
empirical table based HBT large Signal model,” European Microwave Conference, vol. 
1, pp. 229-232, 2004. 
[24] S. Cheon, J. Lim, D. Park and J.-W. Park, “Large signal HBT model with 
measurement based charge formulations,” IEEE MTT-S International Microwave 
Symposium Digest, pp. 1167-1170, 2005. 
[25] F. Degachi, M. Ghannouchi, “Novel and simple table-based HBT large-signal 
model,” 50th Midwest Symposium on Circuits and Systems, pp. 622-625, 2007. 
[26] B. Núñez-Fernández, M. Fernández-Barciela, G. Fernández-Manín, O. Mojón, E. 
Sánchez, and P. Tasker, “Nonlinear table-based static HBT model including thermal 
effects,” Proceedings of Integrated Nonlinear Microwave Millimetre Wave Circuits 
(INMMIC) Workshop, pp. 6–8, Feb. 2006. 
[27] M. Fernández-Barciela, “Contribución al mmodelado no linear del MODFET 
basado en tablas,” PHD thesis, Universidad de Vigo, Vigo, Spain, 1996. 
[28]  A. Rodríguez-Testera, M. Fernández-Barciela, G. Fernández-Manín, O. Mojón, E. 
Sánchez and P. Tasker, “Fully functional nonlinear table-based HBT model with 
explicit thermal feedback,”  IEEE Microwave and Wireless Components Letters, vol 17, 
pp 601-603, Aug. 2007. 
[29] A. Rodríguez-Testera, M. Fernández-Barciela, G. Fernández-Manín, O. Mojón, E. 
Sánchez and P. Tasker, “Thermal modeling in a nonlinear HBT table-based approach,” 
11th International Symposium on Microwave and Optical Technology (ISMOT 2007), 
pp. 103-106, Dec. 2007. 
[30] A. Rodríguez-Testera, M. Fernández-Barciela, O. Mojón, E. Sánchez and P. 
Tasker, “Nonlinear HBT table-based model including low-frequency noise effects,” IET 
Electronic Letters, vol. 46, no. 9, pp. 635-636, Apr. 2010. 
[31] A. Rodríguez Testera, O. Mojón Ojea, M. Fernández Barciela, G. Fernández 
Manín, P. J. Tasker, “Validación de un modelo no lineal basado en tablas para HBTs 
que incorpora efectos térmicos y ruido de baja frecuencia,” Actas del XXV Simposium 
Nacional de la Unión Científica Internacional de Radio (URSI 2010), Bilbao (España). 
Sep. 2010. 
[32] M. Borgarino, C. Florian, P.A. Traverso and F. Filicori, “Microwave large-signal 
effects on the low-frequency noise characteristics of GaInP/GaAs HBTs,” IEEE 
Transactions on Electron Devices, vol 53, Issue 10, pp 2603-2609, Oct. 2006. 
[33] P.A. Traverso, C. Florian, M Borgarino and F. Filicori, “An Empirical Bipolar 
Device Nonlinear Noise Modeling Approach for Large-Signal Microwave Circuit 
Analysis”, IEEE Transactions on Microwave Theory and Techniques, vol 54, no. 12, pp 
4341-4352, Dec. 2006. 
- 221 - 
Appendix C 
[34] M. Rudolph, F. Lenk, O. Llopis and W. Heinrich, “On the simulation of low-
frequency noise upconversion in InGaP/GaAs HBTs,” IEEE on Microwave Theory and 
Techniques, vol. 54, no. 7, pp. 2954-2961, Jul 2006. 
[35] J. C. Nallatamby, M. Prigent, M. Camiade, A. Sion, C. Gourdon and J. J. Obregon, 
“An advanced low-frequency noise model of GaInP–GaAs HBT for accurate prediction 
of phase noise in oscillators,” IEEE on Microwave Theory and Techniques, vol. 53, no. 
5, pp. 1601-1612, May 2005. 
[36] F.Sischka, “1/f Noise Modeling for Semiconductors”, Agilent Technologies, 2002. 
[37] P. J. Tasker and M. Fernández-Barciela, “HBT small signal T and π model 
extraction using a simple, robust and fully analytical procedure,” IEEE MTT-S 
International Microwave Symposium Digest, pp. 2129-2132, 2002. 
[38] Y. Gobert, P.J. Tasker and K. H. Bachem, “A physical, yet simple, small-signal 
equivalent circuit for the heterojunction bipolar transistor,“ IEEE on Microwave Theory 
and Techniques, vol. 45, no. 1, pp. 149-153, Jan 1997. 
[39] M. Fernández-Barciela, P.J. Tasker, Y. Campos-Roca, H. Massler, E. Sánchez, M. 
C. Currás-Francos and M. Schlechtweg, “A simplified broadband large-signal non 
quasi-static table-based FET model,” IEEE Transactions on Microwave Theory and 
Techniques, vol 48, no 3, pp. 395-405, Mar 2000. 
[40] D. E. Root, M. Iwamoto and J. Wood, “Modeling of devices for power amplifier 
applications,” UCSD, Power Amplifier Workshop, 2004. 
[41] M. Iwamoto and D. E. Root, “AgilentHBT: A large-signal model for GaAs and InP 
HBTs”, Agilent Technology presentation, October 2003. 
[42] P.C. Grossman and J. Choma, “Large signal modeling of HBTs including self-
heating and transit time effects,” IEEE on Microwave Theory and Techniques, vol. 40 
no. 3, pp. 449-464, March 1992. 
[43] W. Liu and A. Yuksel, “Measurement of junction yemperature of an AlGaA/GaAs 
heterojunction bipolar transistor operating at large power Densities,” IEEE Transactions 
on Electron Devices, vol. 42, no. 2, pp. 358-360, Feb 1995. 
[44] S. P. Marsh, “Direct extraction technique to derive the junction temperature of 
HBT’s under high self-heating bias conditions,” IEEE Transactions on Electron 
Devices, vol. 47, no. 2, pp. 288-291, Feb 2000. 
[45] D. Williams and P.J. Tasker, “Thermal parameter extraction technique using DC I-
V data for HBT transistors,” High Frequency Postgraduate Student Colloquium, pp 71-
75, 2000. 
- 222 - 
Resumen en Castellano  
[46] J. S. Rieh, D. Greenberg, B. Jagannathan, G. Freeman and S. Subbanna, 
“Measurement and Modeling of Thermal Resistance of High Speed SiGe 
Heterojunction Bipolar Transistors,“ Topical Meeting on Silicon Monolithic Integrated 
Circuits in RF Systems, pp. 110-113, 2001.  
[47] P. Baureis and D. Seitzer, “Parameter extraction for HBT’s temperature dependent 
large equivalent circuit model,” GaAs Ic Symposium, pp 263-266, 1993. 
[48] M. Kanda, L.D. Driver, “An isotropic electric-field probe with tapered resistive 
dipoles for broad-band use, 100 kHz to 18 GHz”, IEEE Transactions on  Microwave 
Theory and Techniques, Vol. 35, Nº. 2, pp 124- 130, Feb 1987.  
[49] M. Kanda, “Standard probes for electromagnetic field measurements”, IEEE 
Transactions on  Antennas and  Propagation, Vol. 41, Nº 10 , pp. 1349-1364, Oct. 
1993. 
[50] J.M. Ladbury, D.G. Camell, “Electrically short dipoles with a nonlinear load, a 
revisited analysis”, IEEE Transactions on Electromagnetic Compatibility, Vol. 44, Nº 
1, pp 38-44. Feb. 2002. 
[51] H. Gomes, A. R. Testera, N. B. Carvalho, M. F. Barciela, and K. A. Remley, “The 
impact of long-term memory effects on diode power probes,” IEEE MTT-S 
International Microwave Symposium Digest, pp. 596–599, May. 2010. 
[52] H. Gomes, A. R. Testera, N. B. Carvalho, M. F. Barciela, and K. A. Remley, 
“Diode power probe measurements of wireless signals,” IEEE Transactions on 
Microwave Theory and Techniques, vol. 59, no. 4, Apr. 2011. 
[53] A. Rodriguez-Testera, O. Mojon, M. Femandez-Barciela. E. Sanchez, "Robust 
packaged diode modelling with a table-based approach", Proceedings on European 
Microwave Integrated Circuit Conference (EuMIC), Oct. 2008. pp. 131-134. 
[54] P.Antognetti and G.Massobrio, “Semiconductor Devices Modeling with SPICE”, 
New York, McGraw-Hill, 1988. 
[55] P.D. Mitcheson, “Semiconductor Modelling in SPICE course: SPice diode and BJT 
Models”, London, www3.imperial.ac.uk/pls/portallive/docs/1/7292572.PDF.  
[56] W. Xi-Ning, B. Zhu, S. Jian-Kun, L. Ting-Huang, Y. Li-Wu, ”A Novel Model for 
An Integrated RF CMOS Schottky Diode”, 7th International Conference  on ASIC, 
ASICON '07, pp. 1138-1141, Oct. 2007.  
[57] A. Guerra and F. Vallone, “Electro-Thermal SPICE Schottky Diode Model 
Suitable Both at Room Temperature and at High Temperature”, International Rectifier, 
El Segundo CA 90245, USA. 
- 223 - 
Appendix C 
- 224 - 
[58] D. B. Estreich, “A Simulation Model for Schottky Diodes in GaAs Integrated 
Circuits”, IEEE Transactions on Computer-Aided Design of Integrated Circuits and 
Systems, Vol. Cad-2, Nº2, pp. 106-111, April 1993. 
[59] S. Lucyszyn, G. Green and I. D. Robertson, “Accurate Millimeter-wave Large 
Signal Modeling of Planar Schottky Varactor Diodes”, Microwave Symposium Digest, 
1992., IEEE MTT-S International , vol. 1, pp 259-262, Jun. 1992. 
[60] Y.H Liew, J. Joe. ; Large-Signal Diode Modeling—An Alternative Parameter-
Extraction Technique, IEEE Transactions on Microwave Theory and Techniques, Vol 
53, Issue 8, pp. 2633-2638, Aug. 2005.  
[61] L. Kok-Keong, C. Yi-Jen , “The Large-signal Model of AlGaAs/InGaAs Schottky 
Varactor and It's Application on VCO Design,” Microwave Conference Proceedings, 
APMC '97, Asia-Pacific, pp. 701-704, Dec. 1997. 
[62] C. Fritsche, V. Krozer, “Large-signal PIN diode model for ultra-fast 
photodetectors”, European Microwave Conference 2005, Vol. 2, Oct. 2005. 
[63] D. E. Root, M Pirola, S Fan, and A Cognata “Measurement-Based Large-Signal 
Diode Model, Automated Data Acquisition System, and Verification with On-Wafer 
Power and Harmonic Measurements”, IEEE MTT-S International Microwave 
Symposium Digest, 1993, pp. 261-264, Jun. 1993. 
[64] D.E. Root, M. Pirola, S. Fan, A. Cognata,” Measurement-Based Large-Signal 
Diode Modeling System for Circuit and Device Design”, IEEE Transactions on 
Microwave Theory and Techniques, Vol. 41, Nº 12, pp. 2211-2217, Dec. 1993. 
[65] A. M. Peláez Pérez, M. Fernández Barciela, A. Rodríguez Testera, O. Mojón, J. I. 
Alonso, “Comparación y evaluación del modelo de Distorsión Multiarmónica para 
modelado de HBTs,” XXIV Simposium Nacional de la Unión Científica Internacional 
de Radio (URSI 2009), Sep. 2009. 
[66] A. M. Peláez-Pérez, A. Rodríguez-Testera, O. Mojón, M. Fernández- Barciela, P. J. 
Tasker, J. I. Alonso, “Utilization and Validation of HBT Nonlinear Frequency Domain 
Behavioral Models in the Design and Simulation of Oscillator Circuits,” European 
Microwave Conference, 2010, pp. 481-484. 
[67] A. M. Pelaez-Perez, J.I. Alonso, M. Fernandez-Barciela, A. Rodriguez-Testera, P. 
J. Tasker, S. Woodington, “Experimental Verification of Analytical Design Equations 
Based on X-Parameters for Predicting Role of Series Feedback,” Proceedings of the 6th 
European Microwave Integrated Circuits Conference (EuMIC), pp. 148-151, Oct. 2011. 
[68] A. S. Boaventura, A.R. Testera, N.B. Carvalho, M.F. Barciela, “Using X-
parameters to model diode-based RF power probes,” IEEE MTT-S International 






List of Publications 
 
A. Rodríguez-Testera, M. Fernández-Barciela, G. Fernández-Manín, O. Mojón, E. 
Sánchez and P. Tasker, “Fully functional nonlinear table-based HBT model with 
explicit thermal feedback,”  IEEE Microwave and Wireless Components Letters, vol. 
17, pp 601-603, Aug. 2007. 
A. Rodríguez-Testera, M. Fernández-Barciela, G. Fernández-Manín, O. Mojón, E. 
Sánchez and P. Tasker, “Thermal modeling in a nonlinear HBT table-based approach,” 
11th International Symposium on Microwave and Optical Technology (ISMOT 2007), 
pp. 103-106, Dec. 2007. 
O. Mojón, M. Fernández-Barciela, A. Rodriguez-Testera and P. J. Tasker, “A 
Simplified Method for the Extraction of the VBIC Model Current and Thermal 
Parameters from Single Temperature HBT DC Measurements,” 11th International 
Symposium on Microwave and Optical Technology (ISMOT 2007), pp. 275-278, Dec. 
2007. 
 
A. Rodriguez-Testera, O. Mojon, M. Femandez-Barciela. E. Sanchez, "Robust 
packaged diode modelling with a table-based approach," Proceedings on European 
Microwave Integrated Circuit Conference (EuMIC), Oct. 2008. pp. 131-134. 
A. M. Peláez Pérez, M. Fernández Barciela, A. Rodríguez Testera, O. Mojón, J. I. 
Alonso, “Comparación y evaluación del modelo de Distorsión Multiarmónica para 
modelado de HBTs,” XXIV Simposium Nacional de la Unión Científica Internacional 
de Radio (URSI 2009), Sep. 2009. 
A. Rodríguez-Testera, M. Fernández-Barciela, O. Mojón, E. Sánchez and P. Tasker, 
“Nonlinear HBT table-based model including low-frequency noise effects,” IET 
Electronic Letters, vol. 46, no. 9, pp. 635-636, Apr. 2010. 
H. Gomes, A. R. Testera, N. B. Carvalho, M. F. Barciela, and K. A. Remley, “The 
impact of long-term memory effects on diode power probes,” IEEE MTT-S 





A. Rodríguez Testera, O. Mojón Ojea, M. Fernández Barciela, G. Fernández Manín, P. 
J. Tasker, “Validación de un modelo no lineal basado en tablas para HBTs que 
incorpora efectos térmicos y ruido de baja frecuencia,” Actas del XXV Simposium 
Nacional de la Unión Científica Internacional de Radio (URSI 2010), Bilbao (España). 
Sep. 2010. 
A. M. Peláez-Pérez, A. Rodríguez-Testera, O. Mojón, M. Fernández- Barciela, P. J. 
Tasker, J. I. Alonso,. "Estrategias de extracción del modelo de Distorsión 
Multiarmónica para Diseño y Simulación de Osciladores," Actas del XXV Simposium 
Nacional de la Unión Científica Internacional de Radio (URSI 2010), Bilbao (España). 
Sep. 2010. 
A. M. Peláez-Pérez, A. Rodríguez-Testera, O. Mojón, M. Fernández- Barciela, P. J. 
Tasker, J. I. Alonso, “Utilization and Validation of HBT Nonlinear Frequency Domain 
Behavioral Models in the Design and Simulation of Oscillator Circuits,” European 
Microwave Conference, 2010, pp. 481-484. 
H. Gomes, A. R. Testera, N. B. Carvalho, M. F. Barciela, and K. A. Remley, “Diode 
power probe measurements of wireless signals,” IEEE Transactions on Microwave 
Theory and Techniques, vol. 59, no. 4, Apr. 2011. 
A. S. Boaventura, A.R. Testera, N.B. Carvalho, M.F. Barciela, “Using X-parameters to 
model diode-based RF power probes,” IEEE MTT-S International Microwave 
Symposium Digest, pp. 1-4, Jun. 2011. 
A. M. Peláez-Pérez, J. I. Alonso, M. Fernández-Barciela, A. Rodríguez-Testera, S. 
Woodington y P. J. Tasker, “Expresiones Analíticas para el Análisis de la 
Realimentación Serie de Dispositivos Activos mediante Parámetros X®,” Actas del 
XXVI Simposium Nacional de la Unión Científica Internacional de Radio (URSI 2011), 
Leganés (España), Sep. 2010. 
A. M. Pelaez-Perez, J.I. Alonso, M. Fernandez-Barciela, A. Rodriguez-Testera, P. J. 
Tasker, S. Woodington, “Experimental Verification of Analytical Design Equations 
Based on X-Parameters for Predicting Role of Series Feedback,” Proceedings of the 6th 
European Microwave Integrated Circuits Conference (EuMIC), pp. 148-151, Oct. 2011. 
