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ABSTRACT 
Data fusion techniques are beginning to attract considerable attention. In the NDE 
context, such techniques can be used to combine information from two or more NDE test 
methods to improve the probability of detection and enhance characterization results. An 
example of such an application involves the fusion of eddy current and ultrasonic NDE data. 
The eddy current phenomena relies on the diffusion process to propagate energy. Ultrasonic 
phenomena, in contrast, rely on wave propagation. The manner in which the energy interacts 
with the material under test is fundamentally different. It can therefore be argued that each 
test method provides a different perspective and consequently approaches that allow data 
from the two test methodologies to be fused have the potential for offering an improved 
understanding of the condition of the material. 
This dissertation presents an incremental step towards the development of a very 
novel phenomenological approach to data fusion. The method involves mapping of the wave 
field to a diffusion field using Q-transforms. The transformed and diffusion fields are then 
combined to synthesize the fused image. A systematic study of the issues involved in fusion 
and the registration of the data was conducted. The study was accomplished by developing 
and using a two-dimensional analytical model that includes both the diffusion and wave 
propagation contributions. The ultrasonic tests were simulated using an existing finite 
element model. The dissertation presents results obtained by transforming the ultrasonic data 
into the diffusion domain. The effect of Q-transform properties, especially its time shift 
property, on data registration is analyzed. A modified version of the Q-transform is also 
ix 
presented to overcome the problems associated with large differences in the values of the 
underlying partial differential equation coefRcients. Theoretical results obtained using the 
approach together with a discussion on additional work that needs to be undertaken are 
presented. 
1 
CHAPTER I. INTRODUCTION 
1.1 Overview of Nondestructive Evaluation 
Nondestructive evaluation (NDE) is used in industry to assess the character of 
structures and materials non-invasively. This differs from destructive testing methods in 
which a material must in some way be modified to determine its properties. NDE techniques 
are used widely in the inspection of aircraft, railroads, ships, gas pipelines and numerous 
other stmctures which have the potential of catastrophic failure. As examples, NDE is used 
periodically to deteimine the presence of anomalies and corrosion in underground gas 
pipelines and nuclear steam generator tubing. 
To be able to provide quantitative results, NDE must not only detect flaws in 
structures, but also characterize the exact nature of the flaws in order to be able to assess the 
risk they pose to the overall integrity of the structure. This is important because flaws can 
often exist for many years without inducing failures. It would be inefficient to declare a 
structure as unsafe based on the presence of a small fiaw when in reality the flaw may remain 
benign for a number of years or operational cycles. Therefore, the challenge in NDE is to be 
able to characterize fiaws quantitatively in order to determine if a defect is benign or 
catastrophic. 
A block diagram of a generic NDE system is shown in Figure 1.1. A typical NDE 
procedure involves application of an appropriate form of energy to the test specimen. The 
material/energy interaction process is then observed through an output transducer. The signal 
2 
from the transducer is processed and analyzed to determine the size, shape and location of the 
flaw. NDE techniques can be classified on the basis of the type of energy that is employed in 
interrogating the test specimen. A variety of NDE methods utilizing a diverse range of 
energy sources have been proposed. These include ultrasonic, electromagnetic, thermal, 
radiographic, visual and optical techniques. 
Input 
transducer 
Output 
transducer 
Signal 
processing 
r 
Flaw 
characterization 
Figure 1.1. Block diagram of a generic NDE system 
The methods used in nondestructive evaluation are based on a variety of principles 
[62,66], ranging from static methods, to quasi-static and wave based methods. Static 
techniques include magnetostatic and residual methods. As an example, magnetic particle 
testing [89,90] is done by inducing a magnetic field in a ferro-magnetic material and dusting 
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the surface with iron particles. Surface imperfections distort the magnetic field and 
concentrate the iron particles near the imperfections, thus indicating their presence. Magnetic 
flux leakage (MFL) techniques [91,92,93] directly measure the magnetic flux density over a 
ferro-magnetic sample surface. The measured magnetic leakage field is used to identify the 
presence of flaws as well as to determine their shape, size and location. Similarly, residual 
leakage field techniques [94,95] measure the leakage fields which are set up around defects 
in ferromagnetic materials after the active source of d.c. excitation has been removed. 
Diffusion based methods include eddy current and thermal techmques. In eddy 
current tests [83,84], electric currents are generated in a conductive test sample by an 
induced magnetic field. Interruptions in the flow of the electric currents by flaws will cause 
changes in the induced magnetic field. Perturbations in the field values indicate the presence 
of flaws and provide information for characterizing them. Thermal methods are increasingly 
being used to inspect composite and other materials. As an example, thermal techniques [96, 
97] are used to measure the thermal conductivity of homogeneous and inhomogeneous 
multilayered materials. 
Wave based methods include electromagnetic/microwave and ultrasonic techniques. 
Microwave NDE uses electromagnetic waves at very high frequencies to interrogate the test 
sample [67,68, 98,99]. It generally involves measuring the waves scattered by, or 
transmitted through the sample. Signals scattered firom the flaws and sample property 
variations are used as a basis for characterizing the sample. Ultrasonic NDE relies on the 
transmission of high frequency sound waves into a material to detect imperfections or 
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changes in the material properties. Signals representing reflections (echoes) from internal 
flaws and from geometrical boundaries are utilized to characterize the test specimen. Each 
type of NDE method has its own special characteristics and, therefore, has its own unique set 
of applications. 
IJt Data Fusion in NDE 
Each NDE technique provides some information concerning the condition of the test 
specimen. The nature of the information is dependent on the type and propagation mode 
associated with the energy used to excite the material under test. Some of the data generated 
by a test may overlap with data provided by other tests. The rest of the data may either be 
redundant or complementary. It is therefore advantageous to combine or fuse data from 
several tests to obtain more comprehensive information about the test object [86, 87]. The 
objective of the research is to model eddy current and ultrasound NDE processes and to 
develop procedures for fusing NDE data from multiple tests. More specifically, issues 
relating to the registration of eddy current and ultrasound data axe investigated. This 
dissertation also explores the feasibility of using Q-transforms as a tool for performing the 
data registration. 
13 Phenomenological NDE Study 
The application of electromagnetic nondestructive evaluation (NDE) techniques has a 
long history. Advances in computer technologies have provided powerful computational 
tools for modeling the electromagnetic process and gaining a greater understanding of the 
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physical principles underlying a variety of NDE methods. This has helped a great deal in 
promoting the rapid application of electromagnetic methods in nondestructive evaluation. 
The application of electromagnetic NDE can be found in a number of industries, including 
the gas, oil and aerospace industries. 
Research in NDE modeling is mainly concerned with the development of forward and 
inverse models [63,64,65]. Forward models are concerned with simulating the underlying 
physical process and provide an alternative to experimental testing of various setups. The use 
of such models provides valuable insight into the physics underlying the test method. Such 
models can also serve as a source of data for developing inverse models. 
Eddy current NDE method, which is one of the two methods being studied as part of 
this research, rely for their operation on the use of a coil excited by an alternating current 
source to establish the primary field. This in turn induces secondary currents and fields in the 
specimen undergoing inspection. Defects in the specimen cause changes in both induced 
currents and fields, resulting in measurable impedance variations in a nearby pickup coil. 
The process can be observed using experimental techniques or through simulation using 
either numerical or analytical models. 
Experimental models are those that are based on data obtained from measurements on 
actual eddy current NDE test rigs. Although such experimental tests are useful for validation 
studies, they tend to be inflexible and caimot be readily extended to include a wide variety of 
test configurations and defect shapes that are necessary for the development of realistic defect 
characterization schemes. 
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Numerical models can be employed to mimic the experimental test by solving the 
governing field equations. These models typically involve discretization of the region of 
interest. The governing equation is then solved either directly or indirecdy which ultimately 
leads to a matrix equation whose solution satisfies the original field equations. 
Currendy, a major portion of the thrust towards building forward models is focused 
on the use of numerical modeling techniques [1,82]. Finite difference [80, 81, 82], finite 
element [1,50,54,55, 57,76] and boundary element methods [52,79] are widely used for 
building such models. Numerical models have become a mature tool in NDE research and 
rapid advances in computing technology have accelerated their application. 
Analjrtical models are those that are derived from basic field and circuit theory 
considerations. Instead of spatial and/or temporal discretization of the field, analytical 
models solve the field equations directly. Closed form solutions are obtained, usuaUy in the 
form of an integral, for a specified eddy current setup. These models take into consideration 
such factors as specimen and defect symmetry and boundary conditions. Often the use of 
these analytical models is limited to applications with regular symmetry. 
Analytical studies [1,2, 88] of electromagnetic NDE phenomena are not as popular as 
numerical models. This does not imply that analytical tools are less important or less 
interesting; it merely reflects the difficulty involved in developing analytical models. Also, 
analytical NDE research is limited to applications where sample boundaries are simple, and 
where the defect to be modeled has an analjdically expressible form. Despite the difficulties 
involved, and limited practical applications, analytical NDE models are a powerful tool for 
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understanding the underlying physical process. In this research, an analytical eddy current 
model is employed. 
A number of approaches have been applied to eddy current signal processing [100]. 
Direct inversion can be performed when a mathematical relationship relating the measured 
fields to the character of the test structure exists [104]. Direct inversion schemes are often 
limited to highly special cases where the shape of the defect is often known apriori. As a 
result, many indirect inversion methods have been proposed. One commonly used technique 
is to employ calibration curves [105-107]. Such curves, relating the measurement variable 
and specific defect characteristic of interest, are derived using experimental data or results 
generated using forward models. Alternative approaches involve treatment of the 
characterization problem as a classification problem. Such approaches use such tools as 
neural networks [64,65,101] and pattern classification [102,103,117] for flaw identification 
and classification. A variety of transformations and signal processing techniques [63,108] 
are used for extracting features that are relevant for discriminating between signals. 
However, they all fall into the category of heuristic approaches. Future successes wUl hinge 
critically on our ability to use the underlying physics as a basis for developing signal 
processing techniques. Attention is increasingly being focused on the study of the physical 
meaning of procedures used for processing eddy current NDE signals. This is important 
since it can provide guidance for extracting features for signal processing and for making use 
of the features in a more meaningful way. 
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1.4 Scope of the Dissertation 
The first step in the fusion algorithm is data alignment and registration. This is 
further explained in Chapter 4. For a data fusion system using heterogeneous sensors [24, 
109], data registration is required to relate individual sensor measiurements to each other and 
to determine how they can be grouped and transformed into the same format. 
The goal of the research is to investigate data registration issues for combining eddy 
current and ultrasonic NDE signals. Analytical and numerical models characterizing 
electromagnetic and ultrasonic wave scattering are used to provide a basis and rationale for 
identifying candidate wave signal features for data fusion. Although numerical studies are 
far more flexible, this dissertation reports the use of an analytical formulation that is 
potentially capable of providing information for establishing closed-form relations between 
the output signals and the corresponding sample/flaw properties. 
Eddy current signals are derived from phenomena that are essentially diffusive in 
nature and consequently have characteristics that are different relative to signals derived from 
wave based processes. For data fusion, proper registration of the eddy current data with wave 
data is necessary. This dissertation explores the use of Q-transfonns as a technique for 
performing the registration. 
The dissertation is organized as follows. Chapter 2 is devoted to eddy current 
modeling. The chapter includes a discussion on eddy current as a diffusion process, presents 
the applicable Green's function, as well as describes a closed form model simulating a two 
dimensional eddy current test geometry. Chapter 3 is concemed with wave scattering in 
9 
general and ultrasonic wave scattering processes in particular. A fmite element ultrasonic 
NDE model simulating the experimental configuration is presented. In Chapter 4, the 
concept of data fusion is presented. Issues in data fusion, including the topic of data 
registration are outlined. Chapter 5 describes the Q-transform together with its properties and 
its potential application in NDE as a technique for registering eddy current and ultrasonic 
data. Results and discussions relating to the issue are presented. Finally, Chapter 6 presents 
some concluding remarks and suggests potential areas for pursuing research in the future. 
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CHAPTER n. MODELING OF EDDY CURRENT PHENOMENA 
2.1 Overview of Eddy Current NDE 
2.1.1 Background 
Figure 1.1 shows the five essential ingredients of a complete NDE system. Among 
these steps, the interpretation of the defect signal represents the most important stage. This 
stage generates information regarding the flaw size, shape and location. Recent progress in 
developing a solution to the inversion problem has become possible only due to the 
development of viable theoretical models that are capable of simulating the interactions of 
many variables influencing the measured signal. 
Good theoretical models in NDE can be used to gain an understanding of the 
interaction between the incident energy and the test specimen and to serve as a theoretical test 
bed to determine the output signal in situations where an experimental simulation is either 
difficult or impossible. They can also be employed to obtain probe output signals for a 
variety of defects, avoiding expensive and time consuming defect sample preparation. These 
theoretically generated signals can be used to identify defect characterization parameters and 
to train signal analyzers. 
The governing equations describing electromagnetic phenomena are well known, yet 
direct solutions to these equations are not easily obtained because of the nonlinear and 
frequency dependent properties of ferromagnetic and electrically conducting materials and 
awkward boundary conditions. Classical closed form solutions of the eddy current problem 
11 
have been obtained using multiple integrals of ordinary and modified Bessel functions, 
Fourier transforms, etc. In general, simplifying approximations have to be made with regard 
to the number of dimensions, linearity of material properties, setup symmetry, boundary 
conditions and the defect shape, size and location to obtain an analytical result. 
2.12 Generic eddy current NDE 
In a generic eddy current NDE setup, an exciting coil is placed above the sample 
under test. A pulse or sinusoidal current is applied to the exciting coil. This current 
generates a magnetic field around the coil, including the space occupied by the test specimen. 
The magnetic field interacts with the sample. The interaction is observed through a second 
pickup coil. The voltage induced in the pickup coil potentially contains information about 
the sample under investigation. As an example, one could infer the sample magnetic and 
electrical properties, measure the sample physical size, detect the presence of any flaws 
within the sample or estimate the flaw size, shape and location of the defect based on 
information contained in the signal. It must be mentioned that in many eddy current NDE 
setups, the exciting coil is also used as a pickup coil. A generic eddy current setup is shov^ 
in Figure 2.1. 
When the eddy current excitation is sinusoidal, the interaction between the magnetic 
field and the test specimen is characterized by a change in the excitation coil impedance. The 
characteristic excitation coil impedance change behavior is shown in Figure 2.2. When the 
excitation coil is away from a conducting test specimen, the coil has an intrinsic resistance 
Jig and inductance Lq . This corresponds to the point O in the figure. When the coil is 
12 
Condacting 
Material 
Figure 2.1. Generic eddy current NDE setup (after Yim [86]) 
Figure 2.2. Characteristic eddy current excitation coil 
impedance change 
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moved closer to a conducting material, the time varying magnetic field induces eddy currents 
in the material. The eddy current energy dissipation manifests itself in the form of an 
increase in the resistance of the coil. At the same time, the induced eddy current generates a 
secondary magnetic field which opposes the field established by the primary coil. This 
results in a decrease in the coil i^uctance and corresponds to the point A in the impedance 
plane. When there are flaws inside the specimen, the effective excitation coil is not perturbed 
as much. In most cases, the conductance of a fiaw is smaller than that of the specimen. 
C o n s e q u e n t l y  t h e  c h a n g e  i n  i m p e d a n c e  i s  l e s s  p r o n o u n c e d .  T h i s  c o r r e s p o n d s  t o  t h e  p o i n t  B  
in the figure. By monitoring the impedance change, one can in principle, detect the presence 
of flaws in the test specimen. 
In many eddy current applications, a differential pickup coil is used. A typical 
differential probe used for inspecting tubes is shown in Figure 2.3. The probe consists of two 
identical coils mounted on the same axis as the tube but spaced apart by a small distance, 
forming two arms of a bridge circuit. A differential coil is sensitive only to changes in the 
specimen characteristics and therefore offers better sensitivity. As an example, when a 
differential probe shown in Figure 2.3 passes across a fiaw, an impedance plane trajectory 
shown in Figure 2.4 is produced. The crossover point corresponds to the signal background 
level, or baseline. 
When a test specimen is scanned and the magnimde of the impedance change is 
recorded for each probe location, a two-dimensional eddy current image is obtained. Rgure 
2.S shows an image obtained by scanning a specimen containing a surface breaking crack. 
14 
Figure 2.3. A typical differential probe used for inspecting 
tubes (after Udpa [117]) 
02 
G.I 
•0.4 
04 02 0.B 
Figure 2.4. Differential coil impedance plane trajectory 
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Figure 2.5. Typical eddy current image 
When the eddy current excitation is non-sinusoidal, it is not possible to use 
impedance measurements as a basis for defect characterization. In such cases, the induced 
voltage in the pickup coil, or the magnetic flux density as measured by a Hall probe, can be 
used for analysis [69, 70]. The issue will be discussed in greater detail in Section 2.6. 
In the following sections, the electromagnetic governing equations for eddy current 
and wave propagation cases are first derived from Maxwell's equations. The results are used 
as the starting point for modeling eddy currents in materials. The eddy ciurent phenomenon 
is then viewed as a random process to gain an understanding of the underlying physics at a 
more fundamental level. The energy propagation process associated with eddy currents as 
well as the Green's function characterizing the phenomenon is presented. Finally, an 
analjrtical two dimensional eddy current model is presented. 
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2.2 Electromagnetic Governing Equation 
We begin with Maxwell's equations: 
^ x E = - d B l d t  
VxH = J + dbl dt (2.1) 
^ • D  =  p a  
V « B  =  0  
where E is the electrical field intensity, H is the magnetic field intensity, D is the electrical 
flux density, B is the magnetic flux density, J is the current density and Po is the electrical 
charge density. 
The constitutive relations between E and D, B and H, J and E are given by: 
D = £§ 
B = tiH (2.2) 
J = aE, 
where E is the electric permittivity, \i is the magnetic permeability, and a is the electrical 
conductivity. 
If we define two other variables: A, the magnetic vector potential, and (|>, the 
electrical scalar potential, then, 
B  =  V x A  
- , (2.3) 
E = —V<j) — dAldt. 
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To obtain a unique A  and ^ coiresponding to a given electromagnetic field 
distribution, we force A and ^ to satisfy the Lorentz gauge: 
From Maxwell's equations, one can derive the following governing equation for the 
magnetic vector potential A in an electric charge free medium: 
There are two terms in the governing equation for A. One involves the first 
derivative of A with respect to time t, the other one the second time derivative of A. The 
&st term describes a diffusion component of the field A, while the second term describes 
the wave propagation behavior. We will label the two terms as the diffusion term and wave 
term, respectively. 
In lossless media, the electrical conductivity a is zero and the diffusion term 
disappears. The wave and the source current term govern the field behavior. This 
corresponds to a standard wave propagation equation: 
(2.4) 
(2.5) 
V X (1V X A) - /ivf - VAI = h-£^-
/i \^ ) dt (2.6) 
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In low frequency situations, the contribution from the wave term is much smaller than 
the contribution from the source current term. The magnetic vector potential distribution is 
essentially described by the free current spatial distribution and its time variation. Thus the 
whole process is static in nature. As the frequency increases, the wave term begins to 
contribute noticeably to the field behavior, and consequently the process develops into a 
wave radiation problem. 
In the case where the medium is lossy, such as in a conducting material, the diffusion 
term is much larger than the wave term. Therefore, the wave term can be ignored, and we 
obtain the well known eddy current difusion equation that is described in most eddy current 
literature [1,2,6, 83,84]: 
In this research, both the diffusion and the wave terms are studied. Both terms are 
included in the eddy current model to allow a variety of situations to be simulated. The 
model allows both low and high frequency processes to be simulated by choosing an 
appropriate value of G. The model can as well be applied to situations in which the material 
conductivity is low and so the wave term makes a significant contribution to the overall 
magnetic vector potential distribution. Before proceeding to present the eddy current model, 
a brief discussion viewing eddy current as a random process is given. 
(2.7) 
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23 Eddy Current as a Random Process 
2.3.1 Introduction 
The eddy current process is fundamentally a stochastic process. The interaction of a 
varying magnetic field with a conducting medium is through the free electrons in the 
conductor. The behavior of the electron movement is stochastic in nature. 
In a conductor, when an external magnetic field changes, the free electrons are excited 
by the induced electrical field. The excitation and relaxation of the electrons cause energy 
dissipation in the process. This section describes eddy current process at the microscopic 
level, by smdying the electron interaction with the induced electrical field. In Section 2.4, 
the eddy current diffusion process is studied at the macroscopic level. 
23  ^Free electron relaxation time 
Upon application of an electrical field (the induced electrical field in the eddy current 
case) to a conductor, the free electrons rearrange themselves to cancel the applied field 
exactly, assuming electrostatic conditions. The question is, how long does it take for this 
relaxation process to reach equilibrium? Assuming the conductor to be a continuous medium 
and without considering the underlying micro-physical process, the question can be answered 
by studying a set of equations including the electrical charge continuity equation. Ohm's law 
and Gauss' law [43,44], 
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dt 
Vf = ^ (2.8) 
e 
1 = gE 
Combining the last two equations into the first continuity equation, one gets 
the solution of which has a decaying form in terms of time: 
The characteristic time calculated in this way for aluminum with <T = 5.77 x 10' 5 / m 
and e = Cq is = 1.5 X10"" s. Based on this relaxation time calculation, for the eddy 
current process, the settlement of electrons is ahnost instantaneous compared with the time 
scale it takes for the electrical field to change. 
2 J J Free electron mean time between collision 
The exact random nature of the eddy current process comes from the electron 
collision with the atomic lattice structure in a metal [20]. The classical approach to describe 
(2.10) 
with a characteristic relaxation time of 
Tg=elc. (2.11) 
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this, is to postulate a free "electron gas" or "plasma", consisting of the valence electrons of 
the individual atoms in a crystal. In the absence of an external electrical field, the free 
electrons move randomly (in all possible directions) so that their individual velocities cancel 
and no net velocity results. 
This situation changes when an electrical field is applied. Upon being subjected to 
an external electric field, the electrons are accelerated m the negative direction of the applied 
field. A net drift of electrons result. If the external electrical field is the only source 
asserting force on the electrons, the electrons would be constantly accelerated as long as an 
electrical field persists. After the field is removed, the electrons would keep drifting with 
constant velocity through the crystal. In reality, this is not observed except under 
superconducting conditions. The electron acceleration process does not continue without any 
interruption. In fact, a free electron is subject to continued collision with atoms in the lattice 
structure. It is assumed that the energy gained from the acceleration is lost every time an 
electron collides with an atom. The velocity of the electron setties back to a velocity 
corresponding to its band energy. Then the acceleration process starts over again. This 
continues as long as the external electrical field exists. The schematic representation of an 
electron within a lattice structure is shown in Figure 2.6(a). It is postulated that the resistance 
in metals and alloys is due to interactions of the drifting electrons with some lattice atoms, 
i.e., essentially with the imperfections in the crystal lattice, such as impurity atoms, 
vacancies, grain boundaries, dislocations, etc. 
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Figure 2.6. (a) Schematic representation of an electron with a 
lattice atom; (b) Velocity of electrons due to an electrostatic 
force and a counteracting damping force. The electron 
eventually reaches the final velocity. 
The mean time between two consecutive collisions, , can be derived by studying 
the motion of the free electrons. 
The left hand side is the acceleration rate of the electron multiplied by its mass. The 
two terms on the right hand side are the forces asserted on the electron. The first term is the 
force from the external electric field, being negative because an electron has a negative 
charge (-e). The second term is a damping force. It is derived from the consideration of the 
free electron collisions with atomic lattice structure. As can be expected, this damping force 
is proportional to the drifting velocity of the electron. 
The electrons are thought to be accelerated until a final drifting velocity is reached 
(see Figure 2.6(b)). At that time, the electron field force and the fnction force are equal in 
(2.12) 
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magnitude and the acceleration decreases to zero. If dvldt = 0, then the equation of motion 
becomes 
-eE-'f>^=Q (2.13) 
which yields 
y = -e£/v^. (2.14) 
We insert the expression for y into equation 2.12, to obtain: 
dv(r,t) ^ ^ 
m— = -e£(r,0 +—v(r,/) (2.15) 
at Vf 
The solution to this equation is 
pF 
v = v^[l-exp(-(-—)/)] (2.16) 
mvy 
We define the factor 
mv, 
t, = (2.17) 
as a relaxation time or, more precisely, as the mean time between collisions. 
Using the relation 
J = -NfVje = aE, (2.18) 
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we can rewrite the expression for the mean time between collisions as: 
(2.19) 
where, m = 9.11 x 10"^' K g ,  is the mass of a free electron, 
<T = 5.77 X10' Sim, is the conductivity for Aluminum, 
NJ = 63 X10^ l/m^, is the free electron density, and 
e = -1.602 X 10~" C, is the electric charge for an electron. 
This gives a result of = 33 x 10"'" s, which is roughly a factor of 10' times greater 
than the relaxation time computed based on considerations of electrical charge continuation. 
It is unreasonable to expect the charge relaxation time to be less than the mean time between 
collisions. 
23.4 Fitting of free electron relaxation time and mean time between collision 
So far, we have derived two characteristic times for an eddy current random process, 
relaxation time and mean time between collisions. In the following, we will 
investigate how the two characteristic times fit together to form a more complete picture 
describing the eddy current random process. 
To do this, let us repeat the process similar to the derivation of the mean time between 
collisions. Consider a free electiron. The equation of motion from Newton's second law, 
written in terms of T, for the damping term, is 
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dv{x,t) _ eEir,t) ^r,t) ^^20) 
dt m tc 
Multiplying both sides by eN^ gives an equation for the current density 
J{r,t) = -eNfV{r,t)\ 
dJ{r,t) e^N,E{r,t) Jir,t) ^2.21) 
d t  m  T ( .  
Taking the divergence on both sides of the equation and applying the continuity 
equation and Gauss's law, we have a differential equation for the electrical charge density: 
1 dp 
dt^ Tc dt 
2 +—^+G)pP=0 (2.22) 
N e 
where, (O. is defined as the plasma frequency, £0. = —-—. The solution for this equation is 
me 
p(r,0 = p(F,0)e-", (2.23) 
where 
-(—± (—y-4o)l: 
2  z ,  T r ,  "  
^ ±jJo)l-(:^y (2.24) 
2t, \ " 2T P 
C V 
1 4. • ± ;v. 
2T, 
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When OpTp > 1/2, the charge density setdes down with a characteristic time of 
2TJ and an oscillation frequency v. If we use aluminum for example, (O^x^ = 460 »1/2, 
2Xc = 6.6 X10-'" J and V = a)p = 1.4 X10'®. 
When (OpT^ < 1/2, there is no charge density oscillation and there are two 
characteristic decay times s~^ = 1/ (-^± J(—When «1/2, the two 
/ 2T^ 
decay times approach s~^ = e/o". Note that the first time constant is simply the mean 
time between collisions and the second one is exactiy the relaxation time , derived from 
electrical charge continuity considerations. The greater of the two relaxation times govems 
the overall charge density decay rate. Normally in most metals, » e/c, the mean time 
between collisions is much longer than the relaxation time . Therefore, the overall charge 
density relaxation time is governed by the mean time between collisions for the electrons. 
2.4 Eddy Current as a Diffusion Process 
There has been a vigorous debate concerning the nature of the eddy current process 
[6,10,11,71]. One group of scholars had chosen to treat eddy currents as an 
electromagnetic wave phenomenon and process the signal using wave based approaches [4, 
5,7,8,9]. The other side of the debate treats eddy currents as a diffusion process [12]. The 
discussion presented in this section reinforces the statement that the eddy current process is a 
diffusion process and that the use of wave based approaches to process eddy current signals 
can lead to erroneous results. 
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In practical applications, the exciting current frequency used in eddy current NDE is 
less than a few megahertz. In this frequency range, the contribution from the wave term in 
the complete governing equation is negligible. The resulting eddy current governing 
equation is therefore given by: 
If this equation is solved in one dimensional space and a time harmonic boundary 
condition is assumed, i.e., A(x = 0,t) = A(x = , then one obtains the following solution 
for A over space and time: 
where S = 2^2 / is defined as skin depth. At one skin depth, the eddy current signal 
attenuates exponentially to 1/e of its value at jc = 0. Notice that there is a signal phase delay, 
which is proportional to x. 
To illustrate the fact that the eddy current equation describes a diffusion process, we 
first compare the eddy current governing equation with a standard heat transfer governing 
equation. The heat transfer equation describes a diffusion process by its very nature. 
1 f  ^ \ Tik 
Vx(-VxA)-/zV-VA 
H J dt 
(2.25) 
A{x,t) = Af^ exp(—-x)cos(-—a: + ax) 
8 ' ^ S 
(2.26) 
1 (2.27) «xx—r«f =  ^  
a 
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The heat transfer from the surface of earth towards its core follows this heat transfer 
equation. If we assume that the temperature of the earth's surface is u{x = 0,?) = , then 
the temperature distribution imdemeath the earth surface is 
u{x, t) - Mq exp(—\Ja)/2a^x) cos(—Ja/2a^ + ox) (2.28) 
This expression has the same form as the eddy current solution in the one-
dimensional case. As in eddy current NDE, the signal attenuates with the penetration depth. 
At the same time, the phase delay gets larger and larger. The sinusoidal form of the 
expression is totally incidental arising as a result of the form of the boundary condition. The 
sinusoidal form of the eddy current expression does not imply that the eddy current process 
is an electromagnetic wave phenomenon. It has the sinusoidal form because it follows the 
same form as the boundary condition after steady state has been reached. In general, eddy 
current signals take sinusoidal fonns because of sinusoidal driving current sources. 
If we compare the diffusion term with the wave term, when a»(o e; i.e., in the 
quasi-static case, the conducting current term dominates and the displacement current 
(dDtdt) can be neglected. Hence, the rotational magnetic field induced by the electric field 
no longer exists. Although the field is time varying, it is essentially "static" and does not 
propagate. 
In eddy current applications, the exciting current is usually harmonic, and the physical 
quantities are time harmonic functions. The field distribution, therefore, depends only on the 
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position and phase delay at each point in space. Eddy current models can be used to 
determine the field distribution, for example, in conducting regions and in free space. 
We note that, though eddy current and heat transfer problems follow the same form of 
the diffusion equation, there is a major difference that distinguishes the two processes. In 
heat transfer, when there is a spatial temperature distribution, it takes time for the molecular 
or atomic vibration to bring the temperature distribution into balance. In the case of eddy 
currents, the spatial variation of magnetic flux density does not necessarily cause the 
diffusion process. It is the time variation of the magnetic flux density that triggers the 
diffusion process. When there is a time variation in B, it induces eddy currents locally. The 
eddy cuiient resists changes in the magnetic field. At the same time, the eddy current causes 
energy dissipation resulting in magnetic field attenuation. 
In heat transfer, the final steady state is in a temperature equilibrium state. When 
there is no heat source, the temperature distribution is uniform across space. When there are 
heat sources or sinks, the steady state temperature distribution, although static, is no longer 
uniform. Under this condition, heat diffusion still takes place. In contrast, in the case of 
eddy currents, in the final steady state, irrespective of the nature of distribution (uniform or 
nonuniform distribution), there is no longer any diffusion of energy. The field can possess 
any spatial distribution, and as long as it does not vary with time, then there is no diffusion 
associated with the process. 
The issue will be discussed further in the next section by studying the Green's 
function corresponding to the process. 
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25 Green's Function for Eddy Current Diffusion Process 
In a homogeneous medium the complete electromagnetic governing equation 
satisfies: 
- BE <9 -
VXVX£+;I<7—= -/i—J, (2.28) 
at at 
or, 
= (2.29) 
Neglecting the wave term, the governing equation for the magnetic vector potential is: 
- «5A -
= (2.30) 
2J.1 Eddy current process time asynunetiy 
Note that the eddy current governing equation is asynmietric with respect to time: 
fl!A -
A(r,-0 + H<T^— = -Hfoir-t) (2.31) 
d(-t) 
Thus the equation canies with it a directionality in time, i.e., it differentiates between 
past and future. The directionality in time of the diffusion equation is a consequence of the 
fact that the field represents the behavior of some average property of an ensemble of many 
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particles. Looking to the future, entropy which represents the order of the system increases; 
looking back to the past, the entropy is smaller. 
2 .^2 Eddy current Green's function 
As in the case of the scalar wave equation, it is possible to solve various 
inhomogeneous problems and initial value eddy current problems in terms of a Green's 
function that satisfies homogeneous boundary and causality conditions: 
Once the Green's function is derived, the solution for a generic problem with 
inhomogeneous boundary conditions can be obtained. 
V'G - na— = -4jt5(r - ro)S(t - to) 
G(r,tifo,to.) = 0 if i < to 
(2.32) 
V^A - fia— = -An!(jro,to) (2.33) 
The solution can be expressed in terms of the Green's function: 
(2.34) 
32 
where the first term represents the contribution from the volume sources, the second term is 
derived from the boundary conditions and the last term is from the initial value of Air,t). 
The Green's function in a homogeneous infinite domain can be written as [42] 
, (2.35) ficr l-yjTcr 
where, /? = jF-ro|, 
T - t - t o ,  and 
n is the dimension of the problem. 
For example, for a one-dimensional initial value problem, 
A(r,t) = ^ jdV,Air„0)G(R,t) 
(2.36) 
The one-dimensional Green's functions are plotted in Figure 2.7, for several different 
times t. We note that the curves have a sharp maximum at R=0, and the width of the curve 
increases with increasing time. At time t=0, the curve has zero width, since the source has 
just been applied and is concentrated at r=0. As t increases from zero, the value immediately 
rises everywhere, the most pronounced rise occurring near R=0. 
This means that the eddy current Green's function indicates infinite diffusion 
velocity. In a finite time interval, the Green's function has a finite value (thought not 
equally) everywhere over space, given the initial point source. We know that this is not the 
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real case. An eddy current diffusion process is just one of the many electromagnetic 
phenomena. The speed of energy propagation has to be bounded. We note that the eddy 
current diffusion equation is only a real world approximation, accounting for the averaging 
effect of the microscopic ensemble. In reality, due to inertia, there is a finite velocity of 
propagation. This can be explained by including the wave term in the eddy current diffusion 
equation. 
_2T dA 1 d^A . . y^A-HG——^-^ = -47U(r^,to) (2.37) 
0.3 
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Figure 2.7. Green's function for diffusion for one dimension 
case, as a function of R for different times 1.1, < t^ < tj < t^. 
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The Green's function of the complete equation contains all the information about 
eddy current phenomena. Let ^o = a^, and concentrating only on the one dimensional case, 
the Green's function for this complete eddy current equation satisfies 
= -47i5{r - ro)5(r -1^) (2.38) 
at c at 
The solution has a nice closed form expression [42] 
GiR, T) = Jo Vi?'-C'T']M(CT -1/?|) (2.39) 
Now, by adding the wave propagation term (inertia term), the diffusion speed 
becomes finite. The speed of the diffusion energy propagation is strictly bounded by the 
speed of wave propagation, c. The diffusion equation without the inertia term represents a 
long term averaging effect. That is, when c -> oo and cr»R, the Green's function for the 
complete equation would approach that for the simplified diffusion equation. In order to 
obtain a better perspective, the Green's functions for different c's are shown in Figure 2.8. 
The time instant at which the curves are plotted is the same as the one corresponding to t, in 
Figure 2.7. We see that when the wave term is relatively large (c is small), the effect on the 
energy propagation speed and its bounding effect is apparent. As the speed c becomes larger, 
the energy propagation speed limit is still applicable. However, now the space covered by 
the allowable velocity is much larger. The effect of the variation in velocity does not show 
up in the limited spatial range under consideration, and the value approaches the value 
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Figure 2.8. The Green's functions including the wave term, 
plotted for different c's. c, < Cj < Cj < C4. The time instant is 
the same as t, in Figure 2.7. 
obtained from the diffusion equation. Therefore, the diffusion equation is a limiting case in 
which the contribution from the wave term is averaged out over time. 
This approximation of the eddy current diffusion Green's function to the complete 
Green's function can also be shown analytically by taking the following limiting values for 
the complete Green's function: 
C4 
M(CT — \E\)—>U(CT) = M(T) (2.40) 
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cx»R 
C08(—VF^~) 
m 
a^c Jcr) 
cos(—• -F^ -—) 
2 4 
(2.41) 
Then, 
1 2 2 2 
G(/?,T) = 2TOre"2'"' Vo[^V/?'-cV]«(cT - |/J|) 
-iaVr 
-> 2TO:e 2 cos(-^ • yVc^T^ - - •^)M(T) 
= 2nce 2 i«Vr 2 1 1 
a •Jtct 
2n 1 
a 
2n 1 
a 4nT 
2n 1 
ac -v/^ 2 
-ioVr -A A 
e 2 e "e 2 g ^m(T) 
+ « m(T) 
(2.42) 
w 
-i„2c=r 
e 2 g 2 
m(t) 
m(t) 
/4t m(T) 
The limiting result is exactly the same as the Green's function for eddy current 
diffusion. 
37 
2.6 Eddy Current Modeling of Flaw Signals 
2.6.1 Eddy current flaw kernel 
The eddy current method is used very widely in nondestructive evaluation. In most 
applications, it is used for flaw characterization inside or on the surface of a conducting 
material. In a standard setup, an exciting coil is placed above a sample. The coil is scanned 
across the surface of the test specimen to detect the presence of any flaws. In the case of a 
point flaw, the coil picks up the flaw signal over a range larger than the coil size [12]. In 
other words, even for a tiny flaw, the support of the flaw signature is at least equal to the coil 
diameter. A point size flaw image therefore has a large footprint. If the flaw is single and 
small, we can determine its location by making use of spatial symmetry in the output signal. 
However, if the flaw is large and of irregular shape, or if there exist multiple flaws, the 
smearing effect would make the task of characterizing the flaw(s) very difficult. 
The flaw smearing kernels associated with voltage induced in the pickup coil and the 
magnetic field are derived based on a current dipole model [13]. This is useful since a 
knowledge of the eddy current smearing kernel allows reconstruction of the flaw by 
deconvolving the measured eddy current image. In this way, the number, locations, and sizes 
of flaws can be estimated from the reconstructed image. 
2.6.2 Derivation of eddy current flaw kernels with the current dipole model 
2.6.2.1 Overview In deriving the eddy current kernels using the current dipole 
model, a few assimiptions need to be made. First, it is assumed that the flaw is spherical in 
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shape with radius a. Second, the flaw size is small (much smaller than the eddy current skin 
depth), so that if the flaw does not exist, the eddy current flowing over the flaw region would 
be uniform. The sample has electrical conductivity <5 while the flaw has conductivity Of. The 
existence of the flaw disturbs the flow of the eddy current both within and the area 
surrounding it. 
The change in eddy current distribution around the flaw changes the magnetic field 
intensity distribution. Hence, the change can be measured using a Hall probe or a pickup 
coil. 
By applying the boundary conditions on the surface of the flaw for the eddy current 
and electrical field density, one can calculate the change in eddy current spatial distribution 
due to the flaw. Interestingly the effect of the flaw on its surrounding area is equivalent to 
the effect of a current dipole [13] as we see in the derivation below. 
By using the current dipole model, one can regard the current dipole and pickup coil 
as the primary and secondary coil, respectively, as in a transformer. A change in the exciting 
coil current introduces a change in dipole current. Also, the change in dipole current changes 
the induced voltage in the pickup coil. By applying the reciprocity theorem as in transformer 
theory, one can derive the formula for the change in induced voltage. In the following 
section, the pickup coil voltage flaw kernel is flrst derived. The corresponding magnetic fleld 
distribution is then derived. 
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2.6.2.2 Current dipole model The existence of the tiny flaw affects its local eddy 
current distribution. The uniform excitation local eddy current is directed along the z axis of 
a spherical polar coordinate system, whose origin coincides with the flaw. 
The study can be initiated with a description of the flaw boundary conditions [13]: 
( / ,+7,-/p.«U = 0 
- - - (2.43) 
(£, + £,-£:^)x«U = 0 
Here, n is the surface normal vector, and the sub-indices s, i and/refer to the 
scattered field, the incident field and the fleld within the flaw, respectively. 
The equation for the electrical scalar potential to be satisfied is = 0, with 
E = -V®. Therefore the boundary conditions for O are: 
r(o-(V4), + VO,.) - = 0 
Writing the potentials in terms of Legendre polynomials and using 
4>,.=-£irco50, (2.45) 
one obtains: 
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The scattered potential corresponds to an eddy current distribution given by 
Js= = -Ji ——^-^(FZcosS + 0sin0) (2.47) 
o 2(7+0"^ r 
When this is compared with the field of a current dipole PjZ at the origin [85], given 
by 
J = —^(r2cosd+0sin0) (2.48) 
Am-
it is clear that the effect of current scattering by a spherical flaw may be replaced by the 
current dipole [13]: 
- , ( T - C f  -
P. = -4na^ (2.49) 
' 2<j + cr  ^ '  ^  ^
The induced voltage in the pickup coil can then be derived using the current dipole 
model. 
2.6.23 Induced voltflge in pickup coil bv a lairrent dipole To account for the 
induced voltage in the pickup coil by the current dipole, the dipole can be regarded as the 
limiting state of a spherical region of uniform current. The equivalent current, 7/ , is the 
difference between the actual current in the flaw and the current in the flaw region, if no 
flaws exist. When the flaw is nonconducting, 
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7;=y.-y,. 
_ (2.50) 
=-l 
The electrical field due to the flaw equivalent cunent (current in the excitation 
coil) is denoted by £,. Similarly the electrical field in the small sphere due to an imaginary 
current flowing in the pickup coil is denoted by . Using the reciprocity theorem: 
(2-51) 
Note that, J E^cU  ^ is the induced voltage in the pickup coil, 
7; = -7,. = -a£i (2.53) 
Therefore, 
V = (2.54) 
2 /j I2 
where, 
/, is the exciting current in the exciting coil, 
/j is the imaginary exciting current in the pickup coil. 
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£i is the E field produced at the flaw location by the exciting current, 
£2 is produced at the flaw location by the imaginary pickup coil current, 
and Vol is the volume of the flaw. 
Apply the relationship between E and A, 
E = -dj^ = -M, (2.55) 
one obtains the expression for the voltage change due to the flaw in terms of A: 
V = (2.56) 
z /j I2 
The impedance change is then: 
WZ = V/I^ (2.57) 
Once the eddy current induced voltage flaw signal is derived for single frequency 
excitation, the voltage change for any arbitrary form of excitation signal can be calculated in 
terms of its Fourier components. Suppose that the excitation signal has frequency component 
F((0) at (O, then the overall voltage change is: 
1 
V = — jF((0)V(Q))e''-'da) (2.58) 
Since voltage is a real physical quantity, it can also be written in another form: 
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1 
V = - J Re[F(o)V(©)e^'"]Jffl 
^ n 
(2.59) 
2.6.2.4 Magnetic flux density changa due to a tiny flaw bv a current dipole 
Using the same current dipole model, we further derive the change in the magnetic flux 
density due to a tiny flaw. The derived result will be applicable only for the magnetic flux 
density component that is normal to the pickup coil orientation. This magnetic field can be 
measured using a Hall probe, for example. 
When the eddy current excitation is sinusoidal, the change in induced voltage can be 
related to the magnetic field generated by a tiny flaw. 
When the size of the pickup coil approaches zero, the magnetic field circled by the 
coil is uniform. Denoting the size of the tiny pickup coil as A5, 
(2.60) 
A5 =-;(aB(o)A5 
(2.61) 
and 
Bi(o) = j^(yol)a<a^^I, 
2Aij *2 (2.62) 
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The magnetic flaw signal obtained with sinusoidal excitation is now derived. In the 
case of non-sinusoidal excitation, the flaw kernel is a function of time. The time varying 
magnetic field can be derived using the procedure employed for deriving the induced voltage. 
Again, note that the magnetic field is a real physical quantity. Therefore, 
1 
5 = - j Re[F(ffl)5(ffl)e^'" ]d(0 
. - - (2.63) 
The size of the pickup coil AS appears in the denominator in the expression. The 
magnetic field change is independent of the pickup coil since the term in the formula 
cancels the term A5. 
in Analytical Modeling of the Electromagnetic Field 
In Section 2.6, we derived the expression for the induced voltage in the pickup coil 
and the magnetic field due to a flaw. The closed form results are expressed in terms of 
magnetic vector potentials inside the test specimen. Therefore, in this section, we will 
develop analytical models for calculating the magnetic vector potential distributions. 
All the problems are assumed to have two-dimensional axisymmetric geometries 
where the magnetic vector potential A has only a 0 component, simply written as>l. 
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2.7.1 Postprocessing 
Once the magnetic vector potential A distribution is Icnown, flaw signals as well as 
other variables of interest can be calculated. 
Electrical field E 
dA E = -V^-^ (2.64) 
dt 
where O is the electrical scalar potential. Since there are free electrical charges, = 0 in 
two-dimensional and axisymmetric cases. Hence if we assume sinusoidal excitation, i.e., 
A = Ae^'"d, then 
E = -j(QA6 (2.65) 
The electrical field has only d component and consequently the induced eddy current 
inside the conducting specimen is: 
J = aE = ~jCOAd (2.66) 
Magnetic field •B 
B  =  W x A  
dA ~ Id (2.67) 
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Electrical and magnetic fields are two fundamental electromagnetic field quantities. 
The rest of the physical quantities can be written in terms of the £ and B fields. For 
example: 
Electrical energy density 
W^ = -£D = -eE' (2.68) 
Magnetic energy density 
1 = 1 ,2 Wb=-HB =—B' (2.69) 
" 2 2n ^ ^ 
Electromagnetic energy flow 
S = ExH 
j(0,. dA. (2.70) 
=:i—A[-—z—^(rA)r] 
u dz r dr 
2.12 Application to a conducting half plane 
In this section, the eddy current field generated by a coil over a conducting half plane 
is analyzed. The test configuration is shown in Figure 2.1. The model is used to draw some 
basic conclusions that a simple model like this can provide. 
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Figure 2.9. Coordinate of eddy current setup with a conducting 
half plane 
A cylindrical coordinate system is adopted to exploit the symmetry in the geometry. 
The coil is circular with a rectangular cross section. The cross section ranges from l^ to in 
the z direction and from r, to in the r direction. The conducting half space is copper and 
has a conductivity of a= 5.77x10' Siemens/meter. Because of the cylindrical symmetry, the 
6 component Ag denoted as A has to be considered. The space is divided into three regions as 
shown in Figure 2.9. 
To solve the problem with a finite size coil, we first solve the same problem with a 
"Drrac delta function coil". The result is then integrated over the finite coil cross section to 
obtain the solution. For a Dirac delta function coil located at (r, z) = (r^, I), the governing 
equation expressed in a cylindrical coordinate system is: 
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d^A I dA d^A A . , 
-^ + --^ + -^--p:-ja}lioA + ^ilS(r-ro)S(z-l) = 0 (2.71) 
In regions I and U: 
d^A 1 dA d^A A 
+ T—+ —"3 = 0 (2.72) 
In region III: 
d^A 1 dA d^A A . . „ -,-,v 
If the magnetic vector potential fields for regions I, n and III are denoted as A^^\r,z), 
A^^\r,z) and A^^'(r,z), respectively, then the boundary conditions are: 
A'\r,l) = A^\r,l) 
/i<^'(r,0) = A">(r,0) 
=A4(3)| 
'i=0 
(2.75) 
Solving the equations for regions I, n and m, and applying the appropriate boundary 
conditions, we obtain the following solutions for regions I, n and HE, respectively; 
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= ^ /i/ropi (OTo )J, (or) x ^da 
2 ® or ^ cc J 
= |/x/ro pi (coi )/i (or) x (2.76) 
2 Ot Of J 
= /i/ropi(aroVi(<»-)x[— 
CC CC J 
where a, = + jana, 
Jj(x) is the first order Bessel function. 
Since we have the results for a delta function coil, the magnetic vector potential for a 
finite cross section coil can now be derived by integrating: 
A(r, z) = P drg f A(r, z, , l)dl (2.77) 
•I "'1 
The results for regions I, the region between I and II, n and m are denoted as 
A"^^(r,z), A^^\r,z) and A'^'(r,z), respectively and can be derived. 
=in/JroJo--/,(aro)/,(ar)xe-'«[(e'^-e-^')]dadro 
2 T] ct a+Oj 
-Ji(aro)/i((Xr)x 
A"^'=Vl'bJn"" dr 
a+a, 
=in/JroJo--/,(aro)y,(ar)x(e-°''+^^e-^]dadro 
2 o. a + Oj 
=H/JroJo-y,(cUo)7,((xr)x(e-°'' -«-«'=)[— 
Tj a+tti 
The values of A were computed using the above expressions for a coil geometry with 
(r,, fj) = (0.5,1.5 mm) and (1,. Ij) = (0.0,1.0 mm). Figures 2.10 shows the corresponding 
variation in /I in the z direction. The dotted line represents the result obtained using the 
classical skin depth formula. One can observe that the actual magnetic field attenuates at a 
rate that is much faster than an exponential decay [45,46,47,48]. The rate of decay is 
identical only in the one-dimensional case. This gives a realistic assessment of the ability of 
the eddy current method with regard to its ability to "penetrate" the test object in a standard 
eddy current setup. It should also be mentioned that, when the liftoff increases, the 
penetration profile approximates the exponential form more closely. 
Figure 2.11 shows the variation in A in the r direction. It indicates that the magnetic 
vector potential is the strongest at the point directly below the exciting coil. The first plot 
shows the variation of the real part of A as a function of r. The second plot shows the 
imaginary part while the last figure depicts the amplitude of the magnetic vector potential. 
The corresponding eddy current imaging kernels are plotted in Figure 2.12. The 
kernels represent the voltage induced in the coil due to the flaw. The results were normalized 
by the volume of the flaw. The horizontal axis indicates flaw location while the vertical axis 
represents the corresponding change in the induced voltage due to the flaw. The three plots, 
from top to bottom, show the real part, imaginary part and the amplitude of the change in the 
output voltage signal, respectively. The figure indicates that the flaw signal is the strongest 
when the flaw is directly below the coil and the flaw image is smeared out to a size that is 
larger than the excitation coil. Note that there is a dead zone at the center, showing that the 
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rl=0.5, i2=1.S mm 
llsO, 12=1 mm 
Frequency = S KHz 
r = 1.0 mm 
-2.5 -2 -1.5 -1 -O.S 0 
z<m) ^.,0-3 
Figure 2.10. Magnetic vector potential variation in the z 
direction for a finite cross-section coil 
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Figure 2.11. Magnetic vector potential variation in the r 
direction 
signal generated is zero when the coil sits exactly above a flaw. 
The corresponding magnetic vector potential distribution over space is sho^ in 
Figures 2.13 and 2.14. Figure 2.13 shows the equi-A potential contours over the region 
where z = 0 represents the interface between the air and the conducting half plane. Figiu^ 
2.14 shows the corresponding equi-phase contours. 
As mentioned in the section for post signal processing, other physical quantities can 
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be obtained once the magnetic vector potential A is calculated. As an illustration, constant 
magnetic flux density lines over space are plotted in Figure 2.15. This is simply the constant 
contours of rA. Since the problem is axisymmetiic, the magnetic flux is directly 
proportional to rA: 
0 = jA-dl =2ia-A (2.79) 
T 1 r 
r1=0.5.12=1.5 mm 
11=0,12=1 mm 
0.5 1 1.5 2.5 
r(m) 
3.5 4.5 
xlO" 
Frequency = 5 KHz 
z = -0.2 mm 
xlO 
Figure 2.12. Induced voltage change by a tiny flaw as a 
fimction of the radial distance r from the center 
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Figure 2.13. Contour of magnetic vector potential distribution, 
amplitude 
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A phase over space 
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Figure 2.14. Contour of magnetic vector potential distribution, 
phase 
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Figure 2.15. Constant magnetic flux density lines over space 
Therefore, constant magnetic flux lines align themselves along the contours of rA. 
2.73 Application to a conducting slab 
In the last section, the eddy current model was used to simulate a conducting half 
plane geometry where only the diffusion term is considered and the wave term in the 
complete governing equation is neglected. 
In this section, the full eddy current model which includes the wave term is used to 
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simulate a conducting slab of thickness m. The objective is to control selectively both the 
diffusion and wave tenns and compare their contribution. A circular coil with rectangular 
cross section is placed above the conducting copper slab. The setup, shown in Figiire 2.16, 
consists of five regions: region I above the coil, region between I and n where the coil is 
located, region n below the coil and above the slab, region m for the conducting slab, and 
region IV below the conducting slab. The magnetic vector potential for the five regions are 
denoted as A"'(r,z), A^^^{r,z), A"'(r,z) and A''*^(r,z), respectively. 
I 
m 
IV 
n 
Air 
Air 
a 
• y 
Figure 2.16. Model configuration with a conducting slab 
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Again, we start with a "delta function" coil located at (r, z) = (r,,, 0 and then obtain the 
result for a finite cross section coil by integrating the result appropriately. The full governing 
equation is: 
C i r + - ^ + C r - 4 + r , ) 8 i z  - /) = 0 (2.80) 
cfr r or az T 
Equation (2.79) can be simplified depending on the region. 
In regions I, n and IV: 
A 
rdr^ de r"" 
—2- + (a)'/i£)A = 0 (2.81) 
In region HI: 
<9^A 1^'A <?^A A , 2 ^ 
+ ^—j- + (fl)^/xe-;OJ!^<y)A = 0 (2.82) 
dr r dr dz r 
The boundary conditions for the magnetic vector potentials are: 
A<"(r,i) = A"'(r,/) 
= ^A<"U-M/5(r - r„) 
(2.83) 
A-(r.O)=A<"(r.O) ^^.84) 
^4(2)1 -^4(3)1 
dz 
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A">(r,m) = A<^'(r,m) 
P P (2-85) 
5z '•"• 
The solutions for the magnetic vector potentials are given by: 
(a^ - d?- - e®'" 1 (2.86a) 
(«! +03) 6^ -(a, -ofj) 
A<^\r.2.ro,/)=|/i/rop.(aro)7.(ar)[e-"''"'"^ 
in} -a}¥e"®"» -e"'"'^ (2.86b) 
(a,+a3)'e-"''"-(a,-a3)'e''''" 
A''\r,z,r„l) = i/l/rop.(aro)/.(ar)e-«'' 
2ai (a, + aj)^''''^"'"' - 2a, (a, - a,)e""'''"'"^,, (2.86c) 
X — ^ — ; r : :  
A^'^\r,z,ro,l) = ^ M^ropi(aro)J,(ar)e~'''' 
^ («! + - (a, - a^ye"'" " 
where a,=^la)^He-a^, 
Oj = - Q)^/i£ + jCOfKTi , 
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a is the integration variable, 
cr, is the electrical conductivity of the metal slab, 
I is the location of the exciting coil in the z direction, 
TQ is the location of the exciting coil in the r direction, 
m is the lower boundary position of the metal slab, its upper boundary is at 
z=0 position, and 
is the first order Bessel fimction. 
Integrating the expression over the coil cross section, we obtain the following 
solutions for a finite cross section coil. 
(2.87a) 
+ —i (a, +a3)^g"''" - (a, - a3)^6°'" 
(gf -e"'") 
- e-"''' y\dadr^ 
(2.87b) 
( g f  - a l X e ' ' ' "  - e " ' " )  
(a, +a3)^e''''"' -(a, -a3)^e°''" 
(2.87c) 
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A''\r,z) = -Hlj r^lMarMarXe-"'"' 
(2.87d) 
2(a, +03)^°''^-"" -2(a, 
A'*\r,z) = rJ7,(orro)y,(ar)(e-«''' - ) 
2' 
(«! +a^)^e~'''" -(a, -a3)^e''''" 
4„^ga.U-".) (2.87e) 
... • -• .2 -a.,. -TT-^'i'iadro 
where, 
/, and I2 are exciting coil boundaries in the z direction, 
Tj and are exciting coil boundaries in the r direction. 
Note that as a increases from zero to yjoo^fie, becomes positive. This 
corresponds to a propagating wave. As a increases further, becomes negative. This 
corresponds to a pure diffusion process. Therefore, the magnetic vector potential at every 
point has two parts; one arising from wave propagation, the other is due to the diffusion 
process. This is as expected because the wave term is now considered in the governing 
equation. In general, -sfooi^fiS is very small, and hence the wave contribution is much smaller 
than the diffusion contribution. We will label the wave contribution and di^sion 
contribution as A['^ and >4^'', respectively. The corresponding analytical expressions are 
given below. 
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Al(r,z) = •j^/JJr,Jj'^/,(aro)y,(ar)|-sin(fei^2_iL); 
{[cos(fc.(^- z))-^ Jsin(b,(^-2))] ^2.88a) 
-^^^[sin(i,(^'-^+ z)) + e^'"" siniZbjm - fei(^' ^ z))] Cjj 2 2 
_j<atia^ [cos(fe,(^' "t z)) - cosCZfcjm -6,(^!-^+ z))])<fro<ia 
Cii 2 2 
A^(r.z) = i/z/J%o j" J,(aro)7,(ar)^x 
^ » Uj 
{[e'"<^-')-e'""'"'>] (2.88b) 
_M£L[efy" sin(2b3m) 
Ql 
+;(1 - cos(2i3m))(e-"<'^" - e"-''*''')] }dro<fa 
A\^ {r,z) = J"/r 'b («'b )-^i («'")-r ^  
2 •'i ""o o, 
{[sin(fc.(z-/,))-sin(i»,U-/2))] 
+;[cos(fc, (z - )) + cos(Z?i (z -k))- 2] 
C„ " 2 ' 
[[e^'^" sin{2b,m) cos(Z>, (z + (2.88c) 
+(1 - e'"'" cos(2Z73m))sin(i>i (z + -^J^))] 
2 
+;[(1 - e'"'" cos(,2b,m)) cos(Z>, (z + ^i-^^)) 
2r 
sin(2fe3OT)sin(i>, (z + ^^^))]] l^frgcia 
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( r ,  z ) -  ^  To /j (oTq )7, iccr) X 
coutj (2.88d) 
siailb^m) + ;(1 - cos(2b^m))] }droda 
^Hr^z) = 7/^ r^b [ " /i(ar(,)y,(ar)|-sin(i7,^^) x 
2 ""i Oj 2 
{[cos(fei (z - •^^-^)) + 7 sin(bi (z - •^-^))] 
(2.1 
-^^[[sin(i?i(z + •^^-^)) + e^"^" sinCZb^m -bi(z + -^-^))] 
C,, 2 2 
+7[cos(Z>,(z + -^-i^)) - cos(2b^m-b^(z + ^))] }<ir(,rfa 
2 2 
4'(r,z) = i^|' r,fj^J,(arM(a-)-L(e-* -e-A)x 
(2.88f) 
[e"^" sin(2fe3m)+7(1 - cos(2b^m))] }dr^da 
Qi 
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AiHr,z) = ^ A^fVo r^y/aro)7,(ar)sin(fe,^^)-^x 
Z ""i Z C,, 2 Q.
{e'^'l-Cb, + b^)co%(bjZ - " ''a sin(Z?3Z - b^ •^-^)] 
+e-"'<'-2'")[(fci - 63)cos(fc3(z - 2m) + 
+fl3 sin(&3(z - 2OT) + b^ •^'^)] (2.88g) 
+;e'^^[a3 cos(i>3Z - b^ - (^1 + h) sinC^^jZ - fc, 
+7e-'''<^-''">[a3 cos(fe3(z - 2m) + fc, -^i^) 
-(^i -^3)sinCfejCz- 2m) + b^ ^ }^iroda 
AV,Z)roJ^7i(aj-o)7i(ar)[e-^' -e-^]-^x 
{c'^Ko, +a3)cos(i^) sm(i^)] 
-a3)cos(i^(z-2m)) +£^ sm(f^(z-2m))] 
+7e'^[^ cos(i%z)+(Oi + 03) siii(Z^)] 
+7e"^(^"2")[£^cos(4^(z-2m)) +(ai -a^)^b^{z-7jrii)'\]dr^ 
(2.88h) 
A'Cr.z) = \f^ 7.(aro)y,(ar)sm(fc.^)^e«^ x 
{ [ - f e j c o s ( f c i ( z - m - + f c j m ) - 0 3 s i n ( b j ( z - m -  ^  +  f e j m ) ]  
+^[fljcos(fci(z-m- ^ -•"^^)+fejm) -^73 sin(fe,(z-m- ^ ' "'"^)+i'jm)]}drfjda 
(2.88i) 
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Aj'Cr.z) = |/i/J%oj^y,(aro)/,(ar)[e"'''-"-'''*'^ 
4 
X—{[flj cos(fc^m) - sinCfcjm)] (2.88j) 
Qi 
+7[fej cos(^3m)+sinCi'jTO)] )drf^a 
where 
a, =ai + 7i>,, 
=03 + 7^3, 
Oi = •yja^-(0^HE, a} > o^/i£, 
&i = yfa^ne-a^, < coi^fie, 
(h = ® V)+V(«^ - ® V)' + (soiia.f ], 
bi = y^t-Ca^ - +V(a^-©'/te)^ + (©/io-,)M, 
C„ = (flj + M +63))' - (03 - , 
Q. = (K +^3) + A)' - ((«! -aj)- . 
Since this is a complete electromagnetic process model, the result is general for twO' 
dimensional configurations and can be applied to the following cases: 
•Normal eddy current applications, where the wave term is negligible. 
•High frequency applications, where the effect of the wave propagation 
dominates. 
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•Low material conductivity applications, where the wave and the diffusion terms 
are comparable. 
When the thickness of the conducting slab extends to infinity, we have a 
configuration consisting of a coU over a conducting half plane. 
2.73.1 Diflusion delay The following simulation results are obtained assuming a 
coil with a finite cross section of dimensions (r,, r^) = (1.4,1.5 mm) and (1,, y = (0.0,1.0 
mm). The excitation signal consists of a positive square pulse with 0.1 ms duration. 
For a conducting slab, it takes time for energy to di^se through it When the energy 
starts to diffuse into the slab, it will be some time later before the magnetic field perturbation 
reaches the other side. This can be demonstrated if a pickup coU is placed over the other side 
of the conducting lab. 
The induced voltage in the pickup coil without any flaw existing in the specimen is 
If the pickup coil, of radius a, is placed at the center of origin, then the electrical field 
along the coil is constant. Therefore, 
(2.89) 
V = -lmE 
= -27ta(-—A - VO) (2.90) 
Once the variation of A over time at the pickup coil location is calculated, the induced 
voltage signal due to the square pulse excitation can be calculated. 
Figure 2.17 shows the induced voltage in the pickup coils for two different lift-off 
values assuming the same metal slab thickness. Here, the copper slab thickness is 1.0 mm. 
The first plot shows the induced voltage obtained when the pickup coil is placed in contact 
with the bottom of the slab at (r, z) = (1.0, -1.0 mm). The second plot shows the result when 
the pickup coil is placed one millimeter away from the slab, at (r, z) = (1.0, -2.0 mm). It is 
apparent that the induced voltages obtained with different pickup coil locations have the 
same shape, although the amplitude of the signal decays as the pickup coil moves further 
from the slab. The signal "arrival" time is independent of the pickup coil location (neglecting 
the wave propagation delay). This is in agreement with the analytical results. At low 
fr^uencies, the governing eddy current equation provides static distribution of the magnetic 
vector potential in lossless space. The time variation of the response depends on the time 
variation of the exciting current. In other words, in a lossless media, the magnetic vector 
potential does not exhibit wave propagation behavior. There is no time delay associated with 
lossless media. 
Figure 2.18 shows induced voltages in the pickup coils for two different metal slab 
thickness. The first plot was obtained assuming that the copper slab thickness is 1.0 mm, and 
that the pickup coil is located at (r, z) = (1.0, -2.0 mm). For the second plot, the copper slab 
is 2.0 mm thick and the pickup coil is located one millimeter away from the slab, at (r, z) = 
(1.0, -3.0 mm). Comparing the induced voltages for different slab thickness, we immediately 
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Figure 2.17. Induced voltage in pickup coil, same copper slab, 
different pickup coil locations 
observe the difference in the signal arrival times. The signal in the second plot commences 
to rise at a much later time. The difference can be attributed to the difference in metal slab 
thickness. In fact, the solution of the eddy current governing equation is a harmonic 
function, both in time and in space when the input signal is a time varying harmonic. Of 
course, there is attenuation with respect to space. The time harmonic solution in a lossy 
media has the same form as a wave propagation solution. Similarly, as in the case of 
electromagnetic wave propagation, a lossy media introduces time delay in the eddy current 
signal. 
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Figure 2.18. Induced voltage in pickup coil, different copper 
slab thickness 
Note that there is a fundamental difference between the signal delay in this case and 
the wave signal delay. For electromagnetic propagation, the time delay associated with a 
signal is the time required for the wave signal to travel from one point to another. In the case 
of eddy currents, the delay is introduced by the diffusion process. 
1.13.2 Flaw response at a single excitation frequency We can calculate the flaw 
kernels once the magnetic vector potential is calculated. Figure 2.19 shows the induced 
voltage flaw kernel for a tiny flaw near the top of a 5 nmi thick copper slab, at z = -0.5 mm. 
The excitation coil, which also serves as a pickup coil, is located at (r,, rj) = (1.4,1.5 nun). 
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Figure 2.19. Flaw kernel of induced voltage for a flaw near the 
top of the specimen 
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Figure 2.20. Flaw kernel of induced voltage for a flaw at the 
middle of the specimen 
(1,, Ij) = (0.0, 0.1 mm). The excitation frequency is 5 KHz. The first plot shows the 
magnitude of voltage change due to the flaw while the second plot indicates the change in 
phase. 
Similarly, Figure 2.20 shows the induced voltage signal for a tiny flaw right located at 
the center of the specimen, at z = -2.5 mm. 
As the depth of the flaw increases, the signal amplitude not only decreases, but also 
spreads. 
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2.73.3 Voltage change in time due to a flaw Once the flaw kernel for a single 
frequency is known, the flaw signal generated by a non-sinusoidal excitation source can be 
calculated by integrating over its constituent Fourier components. Figure 2.21 shows the 
signal due to a tiny flaw located inside the copper slab at (r, z) = (1.0, -0.5 mm), when an 
excitation pulse of width 0.1 ms is applied at t=0 seconds. 
,-16 
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Time ,-4 
x10" 
Figure 2.21. Signal generated due to a flaw at (r, z) = (1.0, -0.5 
mm) excited by a 0.1 ms wide pulse 
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Similarly, Figure 2.22 shows the signal prediction for a flaw located further away 
from the center, at (r, z) = (3.0, -0.5 mm). The plots show that as flaw moves away from the 
coil, the signal spread becomes larger while the amplitude becomes smaller. 
2.73.4 Wave propagation study As mentioned earlier, the model is capable of 
sunulatmg wave effects. We consider a case where the excitation coil is located at (r,, r^) = 
(0.5,1.5 nrni) and (1,, Ij) = (0.0,1.0 mm). The excitation frequency is 100 GHz and so that 
(r, 2) = (3.0 -0.5 mm) 
-3 
-4 
0.6 0.4 0.8 0.2 
Time 
Figure 2.22. Signal generated due to a flaw at (r, z) = (3.0, -0.5 
mm) excited by a 0.1 ms wide pulse 
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the wave term has a significant effect. Figures 2.23,2.24,2.25 and 2.26 show the real part, 
imaginary part, amplitude and phase, respectively, of the magnetic vector potential A 
distribution over space. From the figures, and in particular from the plots of the real part and 
imaginary part of A, the wave propagation effect in free space is apparent Inside the 
conductor, however, the attenuation is so rapid that there is virtually no electromagnetic field. 
2.13JS Flaw induced mapnetic field signals In Section 2.6, the expressions for 
the flaw signal and the change in magnetic field were derived. These studies represent an 
important step towards developing a strategy for data fusion. The studies provide a basis for 
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Figure 2.23. Real part of A, /= 100 GHz 
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Figure 2.24. Imaginary part o f A , f =  100 GHz 
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Figure 2.25. Magnitude of A,f= 100 GHz 
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Figure 2.26. Phase of A,/= 100 GHz 
generating field distributions for any arbitrary excitation signal. In generating these signals 
over a two dimensional grid, a three dimensional signal is obtained. Capturing the maximum 
or peak value of each time signal, one obtains a distribution of the peak values as a function 
of r as shown in Figure 2.27. 
The copper conducting slab simulated in this study has a thickness of 5 mm. The 
flaw is O.S millimeters underneath the specimen surface and the excitation coil is at (r^, r^) = 
(0.5,1.5 mm) and (Ip Ij) = (0.0,1.0 mm). Exploiting the spatial symmetry, one can obtain an 
image by plotting the amplitude of £ as a function of r over a two dimensional grid. The 
resulting image is shown in Figure 2.28. 
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Figure 2.27. Amplitude of flaw magnetic time signal over r 
direction 
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Figure 2.28. Image of the flaw magnetic field 
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CHAPTER m. WAVE NDE MODELING 
Nondestructive evaluation methods, utilizing energy that rely on wave propagation, 
can exploit a variety of physical principles to evaluate the properties of the test specimen. 
Physical processes that are often used include wave reflection, diffraction, and scattering. 
For the detection and characterization of flaws, wave scattering can be used convenientiy as a 
mechanism to derive information relating to the condition of the material. In this chapter, 
first a discussion relating to the analytical study of electromagnetic scattering is presented 
followed by the use of an existing finite element model for characterizing ultrasonic 
phenomena. The results will be utilized subsequentiy in the later chapters to generate both 
insight and data for implementing the fiision algorithms 
3.1 Electromagnetic Wave Scattering 
Electromagnetic scattering processes can be modeled in various ways [49], ranging 
from analytical to numerical methods such as finite element [SO, 54,55] and boundary 
integral methods [51,52,53]. In this section, the scattering process is investigated 
analytically. The derivation follows the procedure from Balanis [56]. 
Suppose that there is a conducting sphere of radius a at the origin of a spherical 
coordinate system. If the incident wave propagates in the positive z direction, with 
polarization in the x direction, then 
E = E,x = E^e-^'^x = (3.1) 
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where k = ale. 
In spherical coordinates, 
F=£;r  + 40 + £;^ (3.2)  
where 
jkr dd 
Eg = E'^  cos6cos0 = Eq cosOcos^'^^""^ (3.3) 
E; = -£•; sin0 = -£o sin^--'*'"'® 
We make use of the following transformation to write the electrical components in 
terms of the spherical Bessel functions: 
^ f^aJ^mPScosB) (3.4) 
n=0 
where a„ = j~" (2n +1), and 
j„ (kr) = . h^J 1 (kr), are the spherical Bessel functions. \2kr n+2 
We also define 
Jn (x) = xj„ix) (3.5) 
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dP„(,cose)/de = p„'(cose) (3.6) 
Then the electrical field components are; 
E; = -7Eo^£r(2n + l)J„(W;(cos0) 
Kf^) n=0 
cosdcos0 
= £o^^^^^Ir(2n+l)J„(W„(cos0) 
11=0 
E'=-E,^f^ri2n + l)J„ikr)P„(cose) 
^ n=0 
(3.7) 
The incident and scattered fields can be expressed as a superposition of the transverse 
electric (TE^ and transverse magnetic (TNf) components, respectively. 
The TE' fields are constructed by letting A = 0 and F = F^ir,6,^)r . 
The TNf fields are constructed by letting F = 0 and A = A,{r,6,<l))f. 
1 • Letting E l  =  ( — ; - + ) A l ,  we have jo^  dr 
(3.8) 
2/z +1 
where a„ = j"" ^ . This expression for A^. gives the correct E'^ and H[-Q at the 
same time. Similarly, the TE' mode (H^^0,E^ = 0) can be expressed as: 
fj = Eo^f^aJ„ikr)P„' (cose) (3.9) 
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The sum of ^ and F/ gives the correct incident wave for all three components, 
"riie scattered field can also be represented by TNT and TE' nodes: 
K = E, COS0 (O X6,^f'(W;(cose) n»l 
F/ = E, c„Hl,^\kr)P„' (COS0) 
(3.10) 
where the spherical Hankel function of the second kind H„ represents outward traveling 
waves and b„ and c„ are to be determined by imposing appropriate boundary conditions. 
The total field is the sum of the incident and the scattered fields, given by 
fA; = A^ + A; 
F! = F' + F: 
(3.11) 
The components of the electromagnetic field are expressed in terms of A!^ and as 
follows: 
j(Ofie dr^ 
E- = 1 1 d 'Al 1 1 dP; 
® jCDf ie  r  drd9  e  rsin0 50 
1 1 d^Al ^  1 1 df:  
jofie rsinS drd^ e r 36 
Hl = -r^(-fr+k^)F; jcofie dr 
H' = 
® fi rsinfi  50 jO)fie r drdd 
J.. ^ 11 dK , 1 
* n r 96 jcofie rsinO drd^ 
(3.12) 
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Applying the boundary condition for E on the sphere's surface: 
^Eg(j = a,0 < 0 < ;r,0 < ^ < 2n) = 0 
\E'{r = aSt<9<n,0<<l><2n) = 0 (3.13) 
we obtain results for the two unknown coefficients 
b=-a.^ J.'jka) 
c. =-a„-~ 
(3.14) 
Therefore, 
El = -jE, cos^Xfe„[^f (^)+i7® (Ar)]P„'(cose) 
n=l 
K = (Ar)sin QPj' (cos0) - c„&^\kr)-^P^ (cos0)] 
kr ^ sm0 
£;=^sin0|;i:/^„^„^"(^)^P„>(cose)-c„^«(fe-)sin0P„"(cos0)] 
(3.15) 
nsl sind 
The result can be applied anywhere in space. Focusing the study on the far field 
region, fcr -»<*>, we get 
(3.16) 
Using this result the scattering in the far field region is given by: 
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£;=o 
• K = JEo——cos<l)^f[b„ sindP^' (cose)-c„^i-P„'(cos0)] (3.17) 
kr ^ sinO 
K = j^o ^ -r-sin <t>^j"[b„ P„' (cos0) - c„ sinOP^' (cos0)] 
k7* n^l SUlv 
We simplify the expressions further by assuming that the scattering sphere is very 
small compared to the incident wavelength, «1. In this case, we can approximate by 
retaining only one term for each field component Writing out the b and c coefficients, we 
obtain: 
E; = Eosinecos0(te)' 
• £•* = Eo cos^(fcz)'(--sin20 -1)—(3.18) 
2 2 k?^  
Ei = £, sin ^ (te)^(--sin20-l)— 
4 kr 
The scattered field has a much smaller r component. 
When the incident field is non-polarized, the measurement represents the scattered 
energy, which can be calculated by integrating the square of the electric field over ^. As an 
illustration, a typical scattered energy plot is shown in Figure 3.1. The conducting sphere has 
a radius of 0.1 millimeter and the non-polarizing incident wave has a frequency of 50 GHz. 
The calculation is performed over a plane 5.0 millimeters above the sphere. 
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Figure 3.1. Scattered electromagnetic energy by a tiny flaw 
In order to develop the data fusion algorithms within a realistic framework, we have 
chosen to use ultrasonic data instead of high frequency EM fields. Since high frequency EM 
fields cannot "penetrate" metals and eddy current methods can be used for inspecting 
conducting materials only, the development of algorithms for fusing data from the two 
methods is of limited interest. In contrast eddy current and ultrasonic methods can be 
utilized for inspecting similar kinds of materials and one may therefore profit from fusing 
data from the two tests. The following section describes the use of ultrasonics in NDE and 
presents a finite element model characterizing the phenomena. 
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3.2 Ultrasonic Wave Scattering 
3.2.1 Introduction 
Ultrasonic wave scattering phenomena is used very widely in nondestructive 
evaluation. Although many analytical models have been proposed [111-115], the complex 
tensor expression of the governing equation, together with the awkward nature of the 
boundary conditions makes numerical methods such as the finite element method [57,58,59, 
60, 61,110] highly attractive. 
Ultrasonic waves are mechanical vibrations that occur because of the elastic 
properties of the material. These waves are induced by the vibration of particles in the 
material. When the pardcle vibration is sinusoidal, the wavelength, A, is related to the 
velocity of the wave, v, by 
where / is the frequency of the vibration. The wave velocity of a material is related to its 
rigidity. 
The governing equation for the ultrasonic wave is 
A  =  v / /  (3.19) 
v .r+7 = p |^  (3.20) 
where T is the stress tensor. 
/ is the body force. 
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p is the material density, and 
u is the displacement. 
The left hand side represents forces acting on the system and the right hand side 
represents the material reaction to the force. Note that the first forcing term describes the 
intrinsic elastic properties of the material while the second term describes the external 
influence. The solution of the governing equation is the ultrasonic wave field distribution 
over space and time. 
If the displacement of a wave is in the same direction as the one it is traveling, the 
wave is called a longitudinal wave. Longitudinal waves can exist in solids, liquids and gases. 
If the direction of displacement is perpendicular to the direction of wave propagation, it is 
called a shear wave or transverse wave. Shear waves can exist only in a solid material. As a 
result, mode conversion occurs at liquid-solid interfaces. 
3.2.2 Ultrasound generation 
Ultrasonic waves can be generated using various methods. In most nondestructive 
testing applications, piezoelectric transducers are used as both transmitter and receiver 
probes. A piezoelectric material has the property that it deforms when subjected to an 
external voltage, that is, it expands or compresses in a certain direction. This piezoelectric 
effect is exploited to construct ultrasonic transmitters. On the other hand, if a piezoelectric 
material is subjected to an external pressure, a voltage is produced across the material. This 
is called inverse piezoelectric effect and is the basis for building transducers that can receive 
ultrasonic signals and convert them to electrical signals. Therefore, an ultrasonic signal can 
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be produced with a piezoelectric transducer by applying an appropriate electrical signal to it. 
There are many materials which display piezoelectric properties. Natural crystals, such as 
quartz and lithium sulphate as well as fabricated polycrystalline ceramics, such as Barium 
Titanate, can be used in piezoelectric transducers for ultrasonic NDE applications. 
3JS3 Ultrasonic NDE systems 
A typical ultrasonic NDE system setup is in Figure 3.2. The ultrasonic signal is 
generated by applying an electrical pulse to the transducer. The resulting ultrasonic pulse 
propagates into the specimen through a coupling medium such as water. Part of the signal 
propagates through the specimen while a portion of the signal undergoes attenuation during 
propagation. In addition a portion of the signal is reflected back, by the sample boundaries, 
sample property inhomogeneities and by flaws in the sample. In a pulse-echo set up, the 
reflected ultrasonic signal is received by the same transducer. The transducer converts the 
signal into an electrical signal which is then amplified and analyzed. 
Coupling 
media 
Output 
signal ^ 
Excitation 
sisnal 
Transducer 
Figure 3.2. Ultrasonic NDE setup in pulse-echo mode 
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The ultrasonic output signal, therefore, is a signal whose amplitude varies as a 
function of time. There are multiple peaks in an echo signal due to reflections at various 
boundaries and flaw locations. A typical output signal is shown in Figure 3.3. 
Normally, only a portion of the output ultrasonic signal is used for signal processing. 
This windowed version of the full one-dimensional signal is called an A-scan signal. If the 
A-scan signals are collected along a straight line over a specunen, then a two-dimensional 
image called the B-scan image can be generated. One axis of the B-scan image represents 
data sampling location, while the other represents the time of the signal at a given point. In 
many applications, only the peak value of the A-scan signal is captured. If the specimen is 
scanned and the peak values are collected over a two-dimensional grid, the resulting gray 
scale image is called a C-scan image. 
V—" 
Figure 3.3. Ultrasonic NDE output signal 
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3.2.4 Finite element study of ultrasonic signals 
The finite element method [57, 59-61,110,118-120] is a numerical technique for 
solving the governing partial differential equation (3.20) in a region of interest by 
decomposing the domain of interest into smaller subdomains, called elements [57]. Instead 
of solving the governing equation directly the method involves minimization of a global 
energy functional. The minimization of the energy functional with respect to a set of discrete 
points, called nodes, produces a field distribution which satisfies the governing equation at all 
the nodal points. By a proper discretization of the domain, an accurate field distribution 
(displacement) represented by the values at nodal points can be calculated. In ultrasonics, the 
energy functional, as the name implies, represents the system total energy, including kinetic 
and potential energy. The solution of ultrasonic governing equation coiresponds to a state 
with minimum elastic energy. 
In the process of minimizing the energy functional, the variation of the energy 
functional is calculated with respect to a small variation of the displacement at each node. 
The minimization is achieved by setting the variations to be zero. This produces a set of 
linear equations with the unknown variables being the displacement at all the nodes. 
Once the displacement values at the discretized nodal points are known, the 
displacement is completely determined at any point by interpolation with a set of predefined 
shape functions. The finite element model proposed by Lord et al [118-121] uses the finite 
difference method to step through the solution process in time. 
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In order to minimize the computational effort, we restrict our study to geometries that 
are two dimensional. The test specimen consists of a 5.0 millimeter thick slab with a 
longitudinal ultrasonic velocity of 6.3x10^ m/s. The specimen contains a spherical void of 
radius 0.5 nmi, at the center of the specimen, at location (x, y, z) = (0.0,0.0,2.5 mm). We 
excite the specimen at the top using a point contact transducer. 
The excitation signal is a raised-cosine waveform lasting for one cycle, i.e., 
= 5(J:)[1 -cos(6)jO]cos(ffloO, 0 < / < T, (3.21) 
where, /p =10 MHz, 
©1 = ©o/3,and 
T  =  y f : .  
Therefore, T = 3.0x10"^ s. The excitation signal together with its spectrum is shown in 
Figures 3.4 and 3.5, respectively. The spectrum shows that the bulk of the energy is centered 
around 10 MHz. 
We use a finite element model [110] to obtain the z component of the displacement at 
the surface of the specimen (z = 0). 
The ultrasonic signal consists of multiple peaks even if no flaw is present in a test 
specimen. The multiple peaks originate from the reflection of incident signals by the 
specimen boundaries. The situation is further complicated due to mode conversions at the 
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Figure 3.5. Fourier transform of the raised-cosine excitation 
signal 
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interfaces. Figure 3.6 shows the A-scan signal generated by die finite element model. Figure 
3.7 shows an A-scan signal obtained without the flaw. The difference between the signal 
obtained with and without the flaw represents a contribution to the signal by the flaw. The 
difference signal generated by the spherical flaw is shown in Figure 3.8. 
The flaw signals were computed using the finite element model over a circular grid at 
a variety of radii. The signals are assembled to produce a three dimensional image. The peak 
values of each A-scan was captured to generate a C-scan image which, each pixel has a gray 
level that corresponds to the amplitude of the peak value of the signal at that point. The C-
scan image thus obtained is shown in Hgure 3.9. 
. x 1 0  
o -0.5 
Time 
x l O "  
Figure 3.6. Ultrasonic A-scan signal with flaw 
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Figure 3.7. Ultrasonic A-scan signal without flaw 
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Figure 3.8. Ultrasonic A-scan signal due to flaw 
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Figure 3.9. Ultrasonic C-scan image 
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33 Degradation of Ultrasonic Signals 
Ultrasonic signals and images are often affected by noise that is introduced by the 
measurement process. Part of the noise is caused by unwanted artifacts generated within the 
specimen itself. The rest is due to electronic system noise. The sources of ultrasonic signal 
degradation is briefly presented below. 
33.1 Specimen noise 
Most of conducting materials have a granular micro-structure. In the case of 
aluminum and carbon steel, for example, they are composed of microscopic crystals which 
are bound together randomly. Each crystal has a size ranging from a few micrometers to as 
large as a few millimeters. Similarly, in many composite materials, the stmcture is composed 
of micro fabric molecules. Other materials, such as ceramic and cement, have porous 
microstructures. The microstructures have sizes that match ultrasonic wavelengths that are 
typically used in NDE applications. These microstructures contribute to strong diffraction 
effects. The diffiraction signal contribution to the overall output signal represents noise. In 
many cases, the signal of interest (for example, flaw signal) is tiny in relation to noise. The 
problem caused by the granular structure diffraction places a severe limit on the detection 
ability. 
33.2 Electronic noise 
The other noise sources are due to analog-to-digital conversion and electronic system 
noise. The signal from the transducer is typically amplified and bandpass filtered. The flaw 
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signal is usually small and in many cases the signal has to be ampMed significantly prior to 
analog-to-digital conversion. In the amplification process, any electronic noise present at the 
input is also amplified. There are many potential sources of noise at the input stage. These 
include digital switching noise, power line noise and EMI noise, just to name a few. 
The analog-to-digital conversion process is another source of noise in an ultrasonic 
NDE system. Jitter in the data acquisition time base contributes to uncertainty in the output 
signal. This effect can be minimized by using a stable clock and utilizing an accurate 
synchronization method between the data acquisition unit and the pulser unit. The second 
contributory source is the quantization noise. 
Consider a (b+l)-bit quantizer where the quantization step is A. If the input range is 
~X„ < x[n] < X„, then the error between the quantizer output x[n\ and the input x[n] is 
In general, one can assume that the error is uniformly distributed over its range. The 
variance of the quantizer error then is 
e[n\ = x[n\ - x[n\ (3.22) 
It follows that 
-A/2<e[n]<A/2 (3.23) 
J--A 
(3.24) 
12 
12 2  
100 
Compared with the input variance of , the signal-to-noise ration (SNR) of a 
quantizer is 
SNR = 101og„(|v) = 
o - A_ (3.25) 
= 6.02b - 201ogio(—) -10.8 
a, 
For example, for a 8-bit quantizer and an input variance of cr, = X„/4, die output 
signal-to-noise ratio is Umited to a maximum of 47 dB. 
In summaiy, ultrasonic NDE systems are characterized by low signal-to-noise ratio. 
Compared with eddy current NDE systems, however, ultrasonic NDE systems provide 
superior resolution and an ability to detect and characterize subsurface defects. 
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CHAPTER IV. DATA FUSION 
4.1 Introduction to Data Fusion 
During the 1980s [24], a new discipline called multisensor data fusion, or distributed 
sensing, has developed in response to a diverse set of problems. Multisensor data fusion is 
an evolving field that is concerned with the task of combining data from multiple, and 
possibly a diverse set, of sensors in order to draw inferences about a physical event or 
situation. Applications of data fusion span two broad areas. The first is concerned primarily 
with military applications while the other is focused on theoretical developments and 
nonmilitary applications. An example of the latter class of problems includes satellite remote 
sensing which is used extensively for the determination of the composition of ground 
vegetation or location of mineral resources. 
The study of data fusion is complicated by the breadth of applications across these 
two communities and by the diversity of techniques that are employed. Data fusion 
techniques represent a seeming hodgepodge of mathematical and heuristic techniques drawn 
from the realms of statistics, artificial intelligence, pattern recognition, operations research, 
digital signal processing, and decision theory. 
Data fusion techniques, in principle, are analogous to cognitive processes used by 
humans to integrate data continually from their senses to make inferences about the external 
world. Humans receive sensory data - sights, sounds, smells, tastes, and touch - which are 
then assessed to draw conclusions about the environment and what it means. For instance. 
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recognition of an acquaintance whom one has not seen for a long period of time may involve 
assessment of factors such as general facial shape, identification of distinctive visual features, 
identification of voice tonal patterns, or even distinctive ways of walking or gesturing. Many 
of the techniques developed for data fusion attempt to emulate the ability of humans to fuse 
multiple sets of data. 
4.2 Data Fusion Systems 
4.2.1 Generic data fusion model 
A model for a generic data fiision system is shown in Figure 4.1. 
Data alignment 
r^~ 
Data association 
~r~ 
Data fusion 
Figure 4.1. A generic data fiision system model 
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At the top, the model shows input data derived from multiple sensors, which can be 
either homogeneous or heterogeneous. The major functional blocks for data fusion systems 
include data alignment, data association and finally data fusion. The functions performed by 
each of the functional blocks are briefly explained below. 
4.2  ^Sensors 
Sensors covering a wide range of the energy spectrum have been developed. At the 
low frequency end, for example, there are acoustic detectors, utilizing the reaction of material 
elastic properties to incident acoustic waves. The frequency range of the acoustic detectors 
range from as low as a few Hertz to as high as a few hundred MHz. In the case of 
electromagnetic detectors, sensors capable of detecting static electric as well as magnetic 
field intensities have been developed. Eddy current probes, which in practice cover a 
frequency range of the order of several MHz, are used very widely. At the high frequency 
end, microwave detectors are used extensively. Progressively higher frequency sensors, 
leads one to infrared and visible light sensors, commonly used in satellite earth surveillance 
and x-ray and y-ray detectors. 
Sensors can utilize either an active or passive approach. An active sensor emits 
energy with the intent of inducing a detectable phenomenon in a target to be observed. 
Passive sensors observe natural emissions from a target or event. 
A generic sensor detects and observes a combmation of energy from a target as well 
enviroimiental energy such as noise, multipath signals, and other interfering signals. The 
incident energy is detected and an electric signal is generated. As an internal function of the 
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sensor, the electric signal is often pre-conditioned. This signal conditioning process does not 
change the information content of the signal; instead it performs operations that facilitate 
subsequent processing. Examples of signal conditioning functions include frequency shifts, 
delaying the signal in time, etc. 
A second function of internal sensor processing is front end signal processing. The 
goal here is to select or isolate the energy of interest from all the energy received by the 
sensor. Signal processing functions may include application of thresholding techniques to 
detect amplitudes above ground noise, interference canceling or limiting, and frequency band 
limiting (filtering). The output signal from a sensor may be analog or digital in form. 
However, for data fusion purposes, eventually all the sensor input signals are converted to 
digital form. 
4.2.3 Data alignment 
Data alignment functions transform data received from multiple sensors into a 
common spatial and temporal reference frame. Specific alignment functions include 
coordinate transformations, time transformations, and unit conversions. 
4.2.4 Data association 
A fundamental problem in a multisensor data fusion system is that of data association, 
or data registration. Data association tackles the problem of sorting or correlating 
observations from multiple sensors into groups, with each group representing data related to 
the same distinct entity. Therefore, the associated data set would describe the observed 
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objects in a coherent way. Association compares the observed data and determines which 
sections of the observation data belong together to form a group. Further signal processing in 
the data fusion system is performed based on the associated data. 
Specifically, given n observations, 3^, from sensor i, how do we relate the datay, 
between the sensors? 
For homogeneous sensors, the problem is relatively simple. The data from different 
sensors have the same spatial and temporal reference, as well as the same physical meaning. 
Data association can be accomplished using, for example, appropriate minimum distance 
measures. For example, an association matrix can be formed, with each element in the 
matrix representing a distance measure between two measured data vectors. Then data 
association can be determined by thresholding the association matrix. If the distance between 
two data vectors is above a predetermined or an adaptiveiy determined threshold value, then 
the two observed data are said to be associated, representing the same entity. The choice of 
distance measure is wide open. For example, some distance measures used for data 
association are Euclidean distance. Weighted Euclidean distance. City block distance, 
Minkowski distance, Mahalanobis distance, etc. In addition to using distance as a measure of 
data association, correlation coefficients are a popular and long-established measure of 
association. Note that in dynamic situations, the measured data from different sensors could 
come at different times. In this case, a model prediction scheme has to be used to bring the 
measured data to the same time base before data association can be performed. 
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When sensors are of the heterogeneous type, data association takes on a new 
dimension although the problem can still be simple. For instance, if each sensor produces an 
output signal in the same data format, such as a two-dimensional image, data association can 
be performed simply at the pixel level. In other cases, each sensor output may have a 
distinguishably different data representation and physical meaning. Then data association 
can be performed based on some kind of data transformation. This dissertation studies the Q-
transformation as a tool for associating data between eddy current and ultrasonic NDE 
signals. 
4.2.5 Data fusion algorithms 
Data fusion algorithms are highly application dependent It is virtually impossible to 
talk about data fusion algorithms without referring to their application. Hall and Llinas [24] 
surveyed 30 data fusion systems and identified more than 75 algorithms used for data fusion. 
Those techniques cover a broad set of disciplines, including statistics, signal processing, 
artificial intelligence, pattern recognition, cognitive psychology, expert systems, and decision 
theory. 
4.2.6 Data fusion system architectures 
The transformation of the functional model described in Figure 4.1 into a physical 
data fusion system requires significant effort and resolution of many issues. First, the 
problem of algorithm selection depends strongly on the nature of the inferences sought by the 
data fusion system, the specific application, and the type of sensor data available. After 
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algorithms have been selected for data fusion, a fundamental issue involves determination of 
the process for performing fusion. This is closely related to the choice of the architecture of 
the data fusion system. Heistrand et. al. [41] describes three basic data fusion system 
architectural approaches; centralized architecture, autonomous architecture and hybrid 
architecture. The centralized architecture transmits unprocessed data from several sensors to 
a central fusion process that performs data alignment, association and fusion (classification, 
in many cases). This is illustrated in Figure 4.2. At the opposite extreme, the autonomous 
architecture allows each sensor to perform a maximum amount of preprocessing to generate 
preliminary results before final fusion. This is illustrated in Figure 4.3 using a classification 
system as an example. The third architecture is a hybrid combination of the centralized and 
autonomous architectures. The complexity of a hybrid system can be anywhere between a 
centralized system and an autonomous one. 
Sensor 
Sensor 
Sensor 
Classification 
Preprocessing 
Preprocessing 
Preprocessing 
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Figure 4.2. Centralized data fusion architecture 
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Figure 4.3. Autonomous data fusion architecture 
4 .^7 Benefits of data fusion 
The primary aim of data fusion is to estimate the system parameters and make higher 
level inferences that may not be feasible from a single sensor alone. Qualitatively, 
multisensor data fusion could bring the benefits of improved system operational performance, 
extended spatial or temporal coverage, increased confidence in estimation or inference, 
reduced ambiguity, improved probability of detection, enhanced spatial or temporal 
resolution, improved system reliability, etc. 
4^.8 Classification of data fusion systems 
It is possible to roughly classify multisensor data fusion into three categories: (1) the 
fusion of multiple cues from a single image, (2) the fusion from different sensors with the 
same modality, and (3) the fusion from multiple modalities [30,37]. 
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The techniques employed in the first category are highly domain-dependent. An 
example is the use of modules of shape-from-X schemes to recover surface orientations in 
computer vision [116]. 
In the second type of data fusion, the physics in data sensing for all the sensors is the 
same. Consequently the data from different sensors have comparable formats. The data 
association can be relatively easily achieved. Therefore, the range of data fusion techniques 
that can be used is larger. These include methods that handle individual data at the point 
level to approaches that process at the feature level. Stereo image fusion is one classical 
example. Using two views with a known geometric relationship, it is possible to extract 3D 
structure information about the imaged objects, since the variance in the two stereo images 
are caused solely by the known displacement of the camera [31,32]. 
The third type of multisensor data fusion will be the focus of this dissertation. Here, 
sensors in the fusion system have different modalities. For example, in NDE applications, 
the same test specimen can be scanned with an eddy current probe and an ultrasonic probe. 
The underlying physics associated with the two NDE schemes is diffusion and wave 
scattering, respectively. In this category, Tong et al. [33] discuss a target detection technique 
based on both radar and infrared images. Joshi and Sanderson [39] and Allen [34] report a 
system that integrates information from visual and tactile sensors to examine object surface 
in a robotic work cell. Joshi and Sanderson [39] use a minimal representation size criterion 
for the fusion of visual and tactile data. Visual and tactile sensors are modeled by general 
constraint equations and observed sensor data populate the space constrained by the model 
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equations. The data fusion algorithm, which is to estimate the model equation parameters, is 
based on a minimal representation size criterion which evaluates the complexity through 
correspondence and encoded errors weighted by relative sensor accuracy and precision. Jain 
and Hoffman [35] present an expert system for object recognition based on mdoor range data. 
Gil et al. [36] use range and intensity data to extract edge maps independently. The two edge 
maps are then used to generate an integrated edge map. Terzopoulos [40] uses physically-
based techniques for visual fusion, where deformable primitives and simulated force fields 
are modeled by dynamic differential equations to fuse multisensor data over space, time, and 
scale. Partial, noisy, multisensory data acquired at different spatial positions, at different 
instants in time, and/or at different scales of resolution are transformed into nonlinear force 
fields. The deformable primitives represent free-form curves, surfaces, and solids. The 
deformable primitives move and change shape in response to simulated forces and 
environmental constraints as if there were made of nonrigid materials such as rubber. In 
NDE applications, Yim et al [72,73,74,86] apply a variety of nonphenomenological 
processing techniques to fuse the eddy current and ultrasonic data. In [72] and [73] radial 
basis function (RBF) and multilayer perceptron (MLP) neural networks are used for fusing 
eddy current and ultrasonic NDE data at the pixel level, as well as for the fusion of 
multifrequency eddy current images. The training of the neural networks involves the 
establishment of the relation between desired output and its corresponding inputs. In [86] an 
optimal image fusion approach is presented. The algorithm uses a linear minimum mean 
square error (LMMSE) filter to fuse multiple images, based on individual image noise 
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characteristics. [74] presents an image fusion algorithm using multi-resolution 
decomposition techniques for combining ultrasonic and eddy current images. Input images 
are decomposed into several subbands, each occupying a spectral band. Image statistics are 
estimated in each subband and LMMSE based fusion is performed using the subband image 
statistics. 
4.3 Data Fusion Applications 
Research in the field of data fusion had its initial thrust from defense applications, 
where the task for data processing has always been demanding. The increasing sophistication 
of data acquisition techniques have contributed to the application of data fusion techniques to 
a wider class of nonmilitary problems. New areas of application include law enforcement, 
remote sensing, automated monitoring of equipment, medical diagnosis and robotics. 
Law enforcement applications, including trace amount explosive detection and drug 
interdiction, are similar to military intelligence and surveillance. For example, drug 
interdiction may involve patrol of a border to identify and locate drug shipments. As drug 
criminals become more sophisticated, the range of sensors and processing required for data 
fusion has become more extensive. 
Remote sensing applications include the surveillance of the earth to identify and 
monitor crops, weather pattems, mineral resources, and environmental conditions. Special 
examples of remote sensing are NASA's use of Landsat satellites to monitor the earth's 
surface and space probes to investigate the planets and the solar system. The Hubble Space 
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Telescope employs passive sensors, such as visible and infrared cameras, to obtain input 
images covering different spectral regions to be used for data fusion. 
Data fusion systems have also been developed for robotic applications. Industrial 
robots use pattern recognition and inference techniques to recognize three-dimensional 
objects, determine their orientation, and guide robotic appendages to manipulate the objects. 
Data fusion applications made their way to the vision community, via the robotics 
community [38]. In the early 1980's, Herman and Kanade [26] combmed passive stereo 
imagery from an aerial sensor. This early work characterized the problem as one of using 
incremental combination of geometric information. Smith and Cheeseman [27] argued for 
the use of Bayesian estimation theory in vision and robotics. An optimal combination 
fimction was derived and shown to be equivalent to a simple form of Kalman filter. Using 
estimation theory, Faugeras and Ayache [28] contributed an adaptation of this theory to solve 
problems in stereo vision. 
Estimation theory techniques can be applied to combine numerical parameters. In the 
area of symbolic information processing, computational mechanisms employing symbolic 
inference techniques draw from such areas as artificial intelligence. In addition to brute force 
coding of inference procedures, rule based "inference engines" are used widely. Such 
inference may include the use of backward chaining procedure for solving diagnostic 
problems, consultation, or accessing data bases as in the case of Prolog [29]. 
A final example of fusion systems involves monitoring and control of industrial 
equipment and manufacturing processes. Certain systems, such as nuclear power plants and 
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modem aircraft, require complex monitoring procedures to ensure proper operation. Data 
from multiple sensors are monitored to assess the health of a system and to optimize its 
performance. 
4.4 Data Fusion for NDE Applicattons 
As a natural extension of data fusion applications to industrial systems monitoring, 
we investigate the application of data fusion to the area of nondestructive evaluation in this 
dissertation. 
Potential benefits of data fusion include more accurate characterization and often an 
ability to observe features that are otherwise difficult to perceive with a single sensor. The 
benefits are closely connected to the notion of redundant and complementary information. 
We witness redundancy in information when sensors observe the same features from the test 
specimen. The fusion of such overlapping data improves the signal-to-noise ratio and 
contributes directiy to enhancing the characterization accuracy. In contrast, the fiision of 
complementary information allows features in the specimen to be observed that would 
otherwise not be seen. If the features observed are from different dimensions, the 
information provided by each sensor constitutes a subset of the features forming the subspace 
in the feature space. In this case, one of the greatest challenges is the task of registration 
since the features derived from each complementary sensor are firom different dimensions. 
Very often, various sensors are employed in NDE applications to meet the challenge. 
These sensors may employ fundamentally different physical principles. Eddy current and 
ultrasonic imaging techniques can be used together to quantitatively assess the serviceability 
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of a sample. In this case, the sensors are inhomogeneous, covering different energy spectra 
and energy types. This investigation is an initial attempt to address issues in fusing eddy 
current and ultrasonic data, to obtain better characterization of the specimen under test. 
Each NDE method offers its own set of advantages and disadvantages. Eddy current 
techniques are relatively insensitive to surface roughness conditions. This technique offers 
excellent sensitivity to surface breaking defects with relatively high signal-to-noise ratio. 
However, eddy current imaging techniques provide poor resolution. The support of flaw 
signal is at least equal to the combination of the size of the excitation and pickup coils. 
Another disadvantage of eddy current NDE is its inability to detect and characterize 
subsurface structures, due to the rapid decay of energy with increasing depth. On the other 
hand, ultrasonic imaging techniques offer excellent image resolution. It also offers excellent 
ability to detect surface as well as subsurface structures, since the energy loss in solid 
materials is linear with respect to penetration depth, instead of the exponential rate as in the 
eddy current case. However, the method is subject to the influence of a wide variety of 
measurement conditions, such as surface roughness and coupling. Data interpretation 
becomes extremely challenging due to such artifacts as multiple reflections generated by 
media boundaries and diffraction caused by microstructure boundaries. As a result, the 
method produces images with relatively low signal-to-noise ratio. It is, therefore, desirable to 
investigate a data fusion technique that combines the advantages of the two methods. 
Data fusion algorithms can be broadly classified as either phenomenological or 
nonphenomenological. Phenomenological approaches utilize a knowledge of the underlying 
115 
physical processes as a basis for deriving the procedure for fusing data [75]. Non-
phenomenological approaches, in contrast, tend to ignore the underlying physical process and 
attempt to fuse information using the statistics or some other properties associated with 
individual segments of data [72,73,74]. 
Non-phenomenological data fusion methods can be roughly classified into four 
different categories: signal level fusion, pixel level fusion, feature level fusion, and symbol 
level fusion. Signal level fusion methods can be applied when the sensors have identical or 
similar characteristics, or when the relationship between the signals from different sensors is 
explicitly known. Pixel level fusion methods can be applied when sensors are used to 
generate output image data in the same format. The statistical characteristics of the images 
combined with information concerning ±e relation between the sensors is used to develop 
the fusion strategy. Feature level fusion implies the fusion of a reduced set of data 
representing the signal, called features. The data features are an abstraction of the raw data 
intended to provide a reduced set that represents the original data accurately and concisely. 
Symbol level fusion represents the highest abstract level of fusion. Such techniques call for 
extracting abstract elements of information called symbols. The different set of symbols are 
manipulated using reasoning as a basis to generate better information. 
The objective of this research is to develop methodologies for combining information 
from the eddy current diffusion signals and ultrasonic wave signals. More specifically, the 
research investigates data transformation techniques for registering ultrasonic signals with 
eddy current flaw signals to obtain composite images in the same domain. We proposed the 
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use of the Q-transform to accomplish this. This data registration approach is essentially 
phenomenological, since the transformation is based on treating eddy current NDE as a 
diffusion process and ultrasonic scattering as a wave process. After the data registration 
process is completed, the eddy current signals and the Q-transformed ultrasonic signals are in 
the same domain. This allows data from ttvo different methods to be combined and 
presumably leading to better signal-to-noise ratio and hence contribute to superior defect 
characterization. 
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CHAFFER V. DATA FUSION USING Q-TRANSFORMATION 
This chapter explores the use of the Q-transform as a basis for relating a diffusion 
signal with the corresponding wave signal [77,78]. The technique is employed to combine 
an eddy current diffusion signal and an ultrasound wave signal. Specifically, ultrasonic 
signals are Q-transformed to the diffusion domain. The transformation allows the 
superposition of the transformed field on the eddy current field. It is anticipated that the 
resulting field will have a higher signal-to-noise ratio. The data registration scheme is 
illustrated in Figure 5.1. 
Before we proceed to discuss the issue of registering eddy current and ultrasonic 
signals fiirther, a brief review of the Q-transform and its properties are presented. 
Fused 
Image 
Q-Transform for 
Data Registration 
Data Fusion in 
Diffusion Domain 
Eddy Current Data 
(Diffusion Domain) 
Ultrasonic Data 
(Wave Domain) 
Figure S.l Eddy current and ultrasonic data registration 
approach using Q-transform 
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5.1 Introduction to Q-Transformation 
Consider two differential equations. The first equation describes a general diffusion 
process. 
VxVxf+a' -^  =  5(r ,0  (5 .1)  
at 
where E is the electrical field and = na. A similar expression can be derived if the 
electric field is replaced by the magnetic field density or magnetic vector potential. When 
applied to the eddy current process, S(f,t) represents a driving source, i.e., 
- d S(r,t) = , where J(f,t) is the free electrical current. 
at 
The initial and boundary conditions can be specified generally as: 
f(r-,0)=^ (5^) 
Wb.O'MT 
We now introduce a general wave equation: 
V X V X U(r,g) + a^^U{f,q) = F{r,q) (5.3) 
In ultrasound, U(r,q) corresponds to elastic displacement and q corresponds to time. 
a is related to the ultrasound wave velocity v, a = j/^. For now, we assume that the a 
coefficients for the two processes are the same. The initial condition is £/(r,0) = t/,. The 
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boundaiy condition imposed may be either of the first, second, or third type. Here, we 
impose the first type of boundary condition, U{r^,q) = U^. 
The relation between the diffusion equation and the wave equation is determined by 
comparing the two equations in the Laplace transform domain. 
V X V X E(r,s) + a^[sE(r,s) — £(r,0)] = S(r,s) (5.4) 
with E(r^,s) = Ej. 
and 
V x V x U ( r , p )  +  a \ p ^ U i r , p ) - p U ( r , 0 ) - 4 - U ( r , 0 ) ]  =  h r , p )  (5.5) 
dq 
with U{r^,p) = U^ 
Let 5 = in the transformed diffusion equation. Then, 
V X V X f(r,p^) + a\p^E{r,p^) - £(r,0)] = 5(r,/?^) (5.6) 
Comparing this equation with the one for U(r,p), we see that E(r,p^) and 
U{r,p) will be equal when the following conditions are satisfied. 
U(r,0) = 0 (5.7) 
E(r,0) = - f u (r,0) 
dq 
(5.8) 
E{rt„p^) = U(jr^,p) 
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(5.9) 
and S{f,p^) = F{r,p) (5.10) 
In other words, when the above relations for the initial and boundary conditions as 
well for the sources are met, the diffusion field E{r,t) and wave field U(r,q) are related to 
each other by the following equation in the 5-domain. 
We see that the above relation is to be applied to both the source terms and the 
boundary conditions. The initial conditions need to be satisfied in a different manner. The 
initial value of the wave equation is to be zero while the initial velocity of the wave equation 
must equal to the initial value of the diffusion equation. 
5.1.1 Q-Transfonn from wave to diffusion domain 
The above relationship between E{r,p^) and U(r,p) in the s-domain can be used to 
derive the relation between E(r,t) and U(r,g) in the time domain. Let s = p^. Then 
E{r,p^) = U{r,p) (5.11) 
That is, 
(5.12) 
(5.13) 
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Taking the inverse Laplace transform of both sides, the Q-transform which maps a 
wave field to its corresponding diffusion field is derived. 
In our application, only one field component is studied for both the diffusion and the 
wave field. Therefore, the above equation can be written in scalar form. 
This Q-transform relationship allows the mapping of a wave signal to a diffusion 
signal. The transformation is numerically stable because of the highly damped nature of the 
kernel. We will investigate the use of this transform to fiise ultrasound and eddy current 
images based on this relation. 
5.1.2 Inverse Q-transform from dififiision to wave domain 
The inverse Q-transform which allows a diffusion signal to be transformed to its 
corresponding wave signal, can be derived in a similar manner. Performing an inverse s-
transform over p, the following relation is obtained 
qe"'^"^'U{q)dq 
(5.14) 
JJ qe-''^""U(q)dq (5.15) 
(5.16) 
where a is sufficiently large enough for U(q) to converge. 
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Given a diffusion signal, the inverse Q-transform allows the corresponding wave 
signal, with matching initial and boundary conditions, as well as matching driving forces, to 
be synthesized. 
Note that the inverse Q-transform is numerically unstable. The integration of p is 
along a line parallel to the imaginary axis. Thus the term in the integration kernel, , 
grows indefinitely as p moves along the integration path. Any noise in E(t) can make the 
integration result deviate greatly. For this reason, we have confined our attenuation to using 
the forward Q-transform only. 
5^ Properties of Q-Transforms 
5.2.1 Q-transform of the Green's functions 
As Green's functions play a key role in the understanding of both the diffusion and 
wave processes, the Q-transform is first applied to the Green's function associated with the 
wave equation to investigate its behavior. The following derivation will show that, in a 
homogeneous medium, the Green's functions for wave propagation and the Green's functions 
for diffusion satisfy the Q-transform mapping for one-, two- and three-dimensional cases. 
5.2.1.1 Q-transform of the Green's function of the one-dimensional wave 
equation The Green's function for the one-dimensional wave propagation 
equation satisfies the following equation: 
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- a^-^gjx,t) = 4nS{x)S{t) 
gjx,0) = 0 (5.17) 
^g»,(*.OUo = 0 
Or equivalently, 
^gw(*.0 - = 0 
g,(*,0) = 0 (5.18) 
^g„(x,t)\,,o = AnSix) 
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The general form of the solution for -^g^{x,t)-a^-:^g^{x,t) = Q is 
OX at 
(x, t) = g^(ax-t)+gj (a* +1) 
Now, let us apply the initial conditions to determine the coefficients A^(k) and A^(k). 
g„{x,0) = f (A(/:)+A,(fe))e'^<'->dfc=0 
3 ^ (5.20) 
|g.(^.OUo=£(-M(^)+jkA,(k))e^'''-'dk = Andix) = 
That is, 
A,ik) + A^{k) = 0 
2 (5.21) 
A^(k)-A,ik) = -4-
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We get Ai(k) = —^ and A,(k) = — . jk jk 
Therefore, the Green's function is 
= _r J_e^(«-')^+r ±eJ*c«x+o^;t 
^-jk i-jk 
=-^£ [[y^'^'-'^dkw+•!£ (5.22) 
= -— f [2n5{a!£-t)](b£ + — f [ln8(ax'+t)]cbi 
a J— a J— 
\ \\, ca>t \ \\, ax>-t 
=  - A n — + 4 ; r —  
2a [0, ax<t 2a [0, ax<-t 
2a [O, |a*| > t 
Applying the forward Q-transform to the one-dimensional wave propagation kernel, 
obtain; 
EM = — 
= —i= [ qe~''^"^' ^7C—dq 
2V^ " 2a 
-4=4;r— r , e-"*'dy (5.23) 
24J^ 4a 
2V^ 4a 
. 1 1 _flV/4» 
= 4;r—T=—-e 
2V7Cf a 
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E(t), the Q-transformed signal in the diffusion domain is exactly the Green's 
function for the one-dimensional diffusion equation. 
5.2.1.2 O-transform of the Green's function of the two-dimensional wav«» 
equation In a homogeneous two-dimensional space, the Green's function for a wave 
equation satisfies: 
)gJR,t)-a^-z^g^(R,t) = 4K5(R)5(t) 
(5.24) 
where, R - , If the media is homogenous, the Green's ftmction is a function of R, 
and is independent of orientation. The derivation for g„(R,t) is readily available [42], The 
solution is: 
g ^ i R j )  = 
aR < t 
- a'R' ' 
0, aR > t 
(5.25) 
Computing the Q-transform of the wave Green's function, we obtain 
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_ ^ f" qe -q^lAt 
^ q ' - a ' R -
•dq 
q^-a^R^=y^ ) _^_ f" ^  "(y')/4/j 
Jo ^ 
1 .g-o's'M, . J-g-J,^/4r^Y (5.26) 
•yjm^ 
_  1 „ - a ^ R ^ I A t  
2vr/47 
E{R,i) is exactly the same as the two-dimensional Green's function for the diffusion 
equation, gj{R,x) = -e~''^'^^*\ 
X 
5.2.13 O-transform of the Green's fiinction of the three-dimpnslonal wave 
equation The Green's function, (/?,?), for a three-dimensional differential wave 
equation, satisfies: 
+^+^)S«, (^. 0 - i.R, t) = An5{R)5(f) 
g«,(j:.>'.z,0) = 0 
^gH.(*.y.z.')Uo = 0 
(5.27) 
where, R = ^jx^ + y^ +z^ • The solution for g„{R,t) is: 
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g,(/?,r) = i5(a/?-0 (5.28) 
K 
The Q-transform of g^(R,t) is: 
qe-'''"'gJR,q)dq 
(5.29) 
2V^ ^ 
24i^  
Again, E{R,t) is exactly the same as the three-dimensional Green's function for 
diffusion in a homogeneous media, gjiR,T) = —. 
2V?rr^ 
In summary, the one-dimensional, two-dimensional and three-dimensional Green's 
functions for the wave process and the diffusion process all satisfy the Q-transformation 
mapping. The Q-transform is performed piurely between q in the wave domain and the time t 
in the diffusion domain. No operation is performed on the spatial coordinates. Therefore, the 
Q-transformation relates a wave field Avith a diffusion field regardless of the dimensionality 
of the problem. The verification of this property paves the way for additional investigation 
into using Q-transforms for the registration of wave and diffusion based images. 
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5^.2 Q-Transform when the forcing function is a Dirac delta function 
When the forcing function in the wave equation is a Dirac delta function, the 
transformed forcing fiinction in the diffusion equation should also be a delta function. 
Indeed, this is a prerequisite for the Q-transform to be applied. We verify this property as 
follows. Let U(q) = Siq). Then 
1'-*° > i a 
We see that E(t) is zero when t is nonzero. When t approaches zero, let r = ^ > 
then 
(5.31) 
t-»0 V ^ 4 
Clearly E(t) approaches infinity. Furthermore, the integration of E(t) over t is one. 
In another words, the transformed E(t) is a delta function S(t). Therefore, the Q-transform 
of U(q) = S{q) in the wave domain is indeed a delta function, i.e., E(t) = 5(r), in the 
diffusion domain. 
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The above two properties of the Q-transform, one relating to the Green's functions, 
and the other to delta functions, implies that convolution operation can be applied to the Q-
transform. 
5^3 Time shifting in Q-transform 
The Q-transform is a time varying operator, unlike most commonly used linear 
system operators. Our investigation of the Q-transform time shift property is presented as 
follows. 
Consider a wave signal Uiiq), which is zero for nonpositive q values, and let the 
corresponding diffusion signal be £^(0 • That is, there exists the following relation between 
Now, given another time delayed version of signal U^iq), U2iq) = Ui(q-qo),as 
shown in Figure 5.2, we wish to determine the Q-transformed signal fjCO the diffusion 
domain and establish the relationship between £^(r) and £,(r) ? 
Let the Laplace transforms of E^it) and U^{q) be Ei(s) and , respectively. 
Then, 
Uiiq) and £](0: 
(5.32) 
(5.33) 
The Laplace transform of U^iq), Uzip), is 
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Ui(q)A 
^ q 
Figure 5.2. Time shifted signal U^iq) vs. the original signal 
U M )  
t/,(p) = g-'"'t/j(p) (5.34) 
Using /7 = Vj , the Laplace transform of £•2(0 is; 
£2(5) = ^-'"%,(VJ) (5.35) 
We see that EjC'j) is the product of two factors: His) = and U^(-Js). 
corresponds to £,(0 in the time domain. It  is easy to verify that the time domain signal h(t), 
whose Laplace transform is H{s), has the following expression: 
= (5.36) 
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£2(0 is the convolution of h{t) and E^{t): 
£,(f) = /»(0*£,(0 
f  
= j£,(Tyi(f-T)rfT (5.37) 
0 
We see that the effect of time shifting in the wave domain is to smear tihe signal in the 
diffusion domain. The smearing kernel h{t) is plotted in Figure 5.3. The larger the shift in 
q, the stronger the smearing effect on the diffusion signal. The time varying nature of the 
transform can also be surmised from the fact that q has units of square root of time. This 
time varying property is undesirable. As will be seen later, the convolution effect makes the 
time alignment in the wave domain highly sensitive. A small amount of signal shift in the 
wave domain can lead to a significant change in the overall shape of the diffusion signal. 
0, 0 2 A 6 8 10 12 14 16 18 20 1^6 
Figure 5.3. Smearing kernel h{t) 
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S3 Q-Transformation in NDE Applications 
Note that the previously derived Q-transform holds true only if the a coefficients in 
the two equations are equal. We recall that the two Green's functions gj(x,t) and gy,(x,t) 
satisfying the following equations. 
-TgdCxyf) = 4jrS(x)S(t) 
{x,t) = 4;r5(x)5(?) 
However, the assumption of equal coefficient values is violated in the desired NDE 
application. The coefRcient in the eddy current equation, let us call it Oj, is related to the test 
specimen properties, i.e., = ^jJLG . The coefficient in the ultrasonic wave equation, 
labeled as Oj > is related to the ultrasonic wave velocity vbya2=l/v.Ifa copper slab is 
employed as the test specimen with a - 5.11 el in the eddy current setup, and assuming the 
ultrasound velocity to be v=6.3xlO' m/s, we find that the coefficient ratio is a, /o^ = 5AeA. 
This deviates greatly from the nominal ratio of one for which the Q-transform results were 
derived. For this reason, a modified Q-transformation formula for mapping the diffusion 
signal has to be derived. 
5 J.1 Q-transform between diffusion and wave signals with different a coefficients 
The modified Q-transform will be derived for the following pair of equations. As 
noted earlier, the Q-transform links the variables t and q, and is independent of spatial 
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variables x, y and z. The derivation is based on a one-dimensional model. The result can be 
applied with equal validity to cases involving higher dimensions. 
^ ga ( x ,  0 - ^ Sd ix, t) = 47cSix)S(,t) 
-ttSw (x, {x, 0 = An5ix)5(t) 
(5.39) 
The approach involves transforming one of the equations (we chose the second one) 
such that the transformed equation has the same coefficient as the other equation. 
In the second equation, let us define 
t = (flzl'h)y (5.40) 
The transformed equation is 
•^iy,i.x,y)-a^^ 3-rSw(*.3') = 4;r5(a:)5(-^y) 
ax ay a, 
= An—5{x)S(y) 
(5.41) 
We note the scaling factor of Oj/Oj on the right hand side of the equation. Therefore 
the forward Q-transform in terms of y is 
E{t) = -^^[°°ye-y''"U{y)dy (5.42) 
' f l j  Jo 
Writing the transformation in terms of time q, and employing .the relation 
y = «we obtain 
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fli f- a, a, 
— u{q)d(r^q) 
ar° fl2 aj 
r(_L^)e 
•'0 a. 
(5.43) 
The same result can also be obtained by operating in the Laplace domain. We see 
that, when the a coefficients are different in the differential equations, the q variable in the 
integrand is to be normalized by replacing it with {a^/a^)q. 
s3jl Q-Transform of the Green's functions 
The Green's functions can still be mapped by the modified Q-transform for different 
spatial dimensions. This is easy to verify and will not be presented here. The results are 
summarized below: 
In one dimension cases, 
1 [i. 
2^2 0, lojjcl > t 
(5.44) 
(5.45) 
In the two dimensional case. 
2 
a2r<t 
g^r,t) = ut^-alr' '  
0, a2r>t 
(5.46) 
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X 
(5.47) 
with R = . 
In the three dimensional case, 
(5.48) 
(5.49) 
with R - +y^ +z^ . 
533 Time shift property of the modified Q-transform 
The effect of time shift has been studied earlier for the case where the coefficients are 
equal. The Q-transform of the delayed version of the signal, Uzig) = Ui(g - q^), E^{t) is 
related to the signal JE, (/) by: 
E,(t)^hit)*E,it) (5.50) 
where, h(t) = . 
2yfn 
Now, the a coefficients are different. Taking the Laplace transforms of the two 
differential equations, we obtain 
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VxVx£( j )  +  af5£(5)  =  5( j )  (5 .51)  
V X V X J7(/j)+a J p U{p) = F(p) (5.52) 
Substituting s = ^ p^, after transfomiing we obtain 
E{^p^) = U{p), (5.53) 
or equivalently 
£(j) = I/(-^VJ). (5.54) 
^2 
For a delayed version of signal in the wave domain, V^iq) = U{q - q^), the 
corresponding Laplace transform is; 
U,ip) = e-'"'Uip) (5.55) 
Therefore, the Q-transfonned signal has the following form in the Laplace 
domain; 
jo>/j ^ 
£2(i) = e'^ t/,(—VJ). (5.56) 
«2 
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The time domain signal £^(0. is obtained by convolving the two signals: h{t) and 
,2-2 . 
1 n. 
t 
= jEiTyiit-t)dT (5.57) 
i 2y/n a. 
5 J.4 Q-transformation with arbitrary driving forces 
The above discussion has been largely limited to impulse type driving forces. This 
step is essential since any arbitrary forcing function can be expressed in terms of impulse 
functions. In practice, a true impulse function is difficult to obtain. Instead, excitation 
functions with finite duration have to be used. For example, in eddy current and ultrasound 
NDE, the excitation can be single frequency excitation, square pulse excitation or a raised 
cosine function. In this study, single frequency and square pulse excitations are used for 
studying the eddy current process; raised cosine functions are used in the ultrasonic NDE 
study. 
Again, we study the one-dimensional case. The result can be extended easily to 
higher dimensional cases. The differential equations for diffusion and wave processes with 
general driving sources are: 
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' UAx,t)- , d dx" -fli •^Va{x,t) = F^{x,t) 
a' U^{x,t) 
.dx^ 
2 
-flz •^U^{x,t) = F^{x,t) 
(5.58) 
In terms of impulse functions for the driving forces, the equations can be rewritten as 
^ (x, 0 - ^ f/d (x, 0 = JJ p'j (*o. h - ^0 - 'o 
ujx,t)-a2^ -^u„(x,t) = p;(j;o,?o)5(^-*o)5('-fo)^o^^o 
(5.59) 
If the Green's functions for the diffusion equation and the wave equation are gd(jc,f) 
and gy^(.x,t), respectively, then, the general solutions for the diffusion equation Ujix,t) and 
wave equation U^{x,t) can be expressed as 
(•*' 0 = £" (^0. 'o ) • (* - *0' ^  - 'o 
(5.60) 
As investigated before, if F^(x,t) represents the Q-transform of F^(x,t), then 
Ujix,t) is the Q-transform of U^(x,t). An alternate approach is to view U^(x,t) as the 
convolution of gy,(.x,t) and F^(x,t). 
u^{x,t) = \^g,,{xo,to)-kix-xa,t-ta)dxqdt^ 
= 8y,{x,i)*F„{x,t) 
(5.61) 
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In the Laplace domain, 
(x, p) = ix, p) • {x, p) (5.62) 
Let the Q-transform of U„{x,i) and F^{x,t) be QUy,{x,t) and QF^{x,t), 
respectively. We akeady know that the Q-transform of g„{x,t) is ^^(*,0- Then, 
QU„ (jc, t) = (x, t)* QF^ (x, t). 
When the diffusion driving force and the Q-transform of the wave driving force are 
identical, the diffusion field would correspond to the Q-transform of the wave field, on the 
condition that the boundary conditions also satisfy the Q-transform mapping rules. 
When the diffusion driving force does not correspond to the Q-transform of the 
driving force associated with the wave field, then in principle, the diffusion field can still be 
obtained from the Q-transform of the wave field, with spectral compensation. Specifically, a 
wave signal is to be transformed into fiequency domain using Fourier or Laplace transforms. 
In the frequency domain, each frequency component is to be multiplied by a factor of 
(F/T_/^(x,fi))/FFr_F^(x,(0)), where FFT_Fj(x,<o) is the Fourier transform of Fj(x,t) 
and FFT_F^ix,a)) is the Fourier transform of F„(*,f). Similarly, in the Laplace domain, 
each s component is to be compensated by a factor of {S_Fjix,s)/S_F^{x,s)), where 
S_Fj{x,s) is the Laplace transform of F^(x,0 and S_F^(x,s) is the Laplace transform of 
F„ix,t). This spectrally compensated wave signal is then to be Q-transformed, to obtain the 
diffusion signal. However during the process, error is likely to be introduced as a result of 
spectrum zero crossings in the denominator. 
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5.4 Q-Transformation for Registration of the Ultrasonic and Eddy Current Data 
In this section, we investigate the use of the Q-transform as a technique for registering 
the ultrasonic data with the eddy current data. 
The source excitation used in the ultrasonic model is a raised-cosine waveform lasting 
for one cycle, i.e., 
i^(A:,0 = 5(jc)[l-cos(fl),0]cos(©00. 0<f<r, (5.63) 
in which, =10 MHz, 
~ 275^, 
6)1 = Oq ' 3, and 
Therefore, in this case T = 3.0x10's, i.e., 0.0 < ^ < 3.0 x 10"^. 
We calculate the signal response over a circular grid and assemble a three 
dimensional image with the axes corresponding to time, location and amplitude. This data is 
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Figure 5.4. Ultrasonic scattering signal 
then used for registration using the Q-transform. The ultrasonic signals due to a spherical 
flaw are shown in Figure 5.4. 
In the eddy current setup, if the Fourier transform of the excitation signal /^(x, t) is 
cljix, cd) and the change in the magnetic flux density at frequency (o is b^{0)) , then the total 
change in the magnetic flux density corresponding to the raised cosine excitation signal is 
B,it) = r ^ Ao))B,iO))da) (5.64) 
27t 
As derived earlier, we have the final foim of the expression for B^{t): 
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= -:^-^(Vo/)(Trim[n,(a))fi^(o)/lj(ffly'»]Jfi) (5.65) 
2n AS, 
The frequency components Qj(x ,  a )  are calculated by calculating the FFT of the 
time domain signal Fj(x,t). 
Figure 5.5 shows the time dependent diffusion signal for a tiny spherical flaw at 
location (r, z) = (0.0, -2.5 mm). The plot shows the change of magnetic field over time on the 
surface of the specimen, at each r location. The excitation current is a square pulse of 
duration T = 1.0x10"* seconds. 
The Q-transform of the wave signal is shown in Figure 5.6. We see that the 
Figure 5.5. Eddy current change of magnetic field signal 
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Figure 5.6. Q-transform of the ultrasonic wave scattering 
signal 
transformed signal does not resemble the diffusion signal. At this stage, this is expected. 
There are a few factors which contribute to the disagreement. First, the excitation signal in 
the ultrasonic wave scattering case is a raised cosine function, while the excitation current in 
the eddy current setup is a square pulse. The two signals are not related through the Q-
transfoim. Therefore, the two field signals will not satisfy the Q-transform mapping either. 
Second, the method employed to defme a common time origin for bo& the wave signal and 
the diffusion signal is arbitrary. A natural choice of time origin is to align the signals on the 
basis of the start of the excitation signal. In reality, this does not seem to lead to the right 
result, as further analysis shows. Third, there is a fundamental difference in signal shape 
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over space. Since the Q-transform is independent of spatial coordinates, it will not affect the 
signal spatial distribution of the signal. 
As mentioned earlier, the difference in excitation signals will cause a mismatch 
between the Q-transformed wave signal and the diffusion signal. A condition for the field 
signals to satisfy the Q-transformation mapping is that the driving forces satisfy the same 
mapping rule. That is, the forcing function for the eddy current case has to be the Q-
transform of the raised cosine fimction. This transformed signal is shown in Figure 5.7. The 
corresponding Fourier transform of the signal is shown in Figure 5.8. 
0.5 
5-0.5 
-1.5 
4.5 3.5 2.5 
Time 
1.5 0.5 
Figure 5.7. Q-transform of the raised cosine fimction with 
duration = 3.0x10'^ s 
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The eddy current field generated by the spherical flaw with the new driving current 
excitation is again calculated. The calculation is based on the frequency components of the 
Q-transform of the raised cosine function. The resulting eddy current signal is shown in 
Figure 5.9. 
Comparing this with the Q-transformed wave signal, we see that they still differ in 
shape and scale. Notice that the Q-transformed signal has a much larger region of support in 
time and has a shape that differs from the diffusion signal. The larger region of support of 
the Q- transformed signal is related to the signal range in the wave field. The wave signals 
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Figure 5.9. Eddy current signal with driving current 
corresponding to the Q-transform of the raised cosine function 
have nonzero values around q = 2.0x10"* as is evident from the results shown in Figure 5.4. 
In the Q-transfonned result, the exponential term is 
/ 
j 
At ,  and consequently the 
transformed signals have nonzero values that extends approximately to t < In this 
case, the support of the transformed signal is about 0.01 seconds. This is much larger than 
the range of the eddy current signals, which is of the order of 1.0x10"* s. In reality, the wave 
signal range is arbitrary and is dependent on the definition of the origin of the signals. As 
mentioned earlier, a shift in time of the wave signal smears out the corresponding Q-
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transformed signal, thereby leading to much larger region of support. To further investigate 
this time shift effect, we examine the effect on the Q-transformed signal when the wave 
signal that has nonzero parts are shifted to the origin, before the transformation is 
implemented. The resulting Q-transformed signal is in shown Figure 5.10. 
The diffusion domain signal still appears to be different from the eddy current signal. 
One apparent difference lies along the r direction. Actually, the Q-transform does not 
directly alter the signal profile in the r direction. It does so indirecdy through the change of 
each signal in time. Additionally, there is a fimdamental difference between the ultrasonic 
signals and the eddy current signals with respect to their spatial distribution. For the 
x10' 
•7 
Time 
Figure 5.10. Q-transform of time shifted wave signals 
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ultrasonic wave signals, the maximum scattering occurs at exactly the backward scattering 
direction (r = 0). In contrast, the eddy current signals are zero at the center r=0 position. The 
Q-transform operating on time does not alter this spatial difference. To overcome this 
difference, additional operations on the spatial coordinates may need to be performed. 
As shown, the Q-transformed ultrasonic signals appear to be different from the eddy 
current signals, even though the driving forces match flie Q-transformation condition and the 
experimental setups are identical. The flaw boundary conditions, however, are different for 
the ultrasonic and the eddy current cases. It is interesting to investigate the contribution of 
boundary conditions to the differences in the signals. 
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CHAPTER VI. CONCLUSIONS AND FUTURE WORK 
The main objective of this dissertation is to midertake a theoretical feasibility study to 
determine if the Q-transform can be employed as a tool for data fusion. This chapter 
summarizes the work done in this dissertation and suggests areas for future research. 
6.1 Siunmaiy of Dissertation 
Electromagnetic models can play a vital role in enhancing an understanding of the 
physical processes that underly nondestructive evaluation phenomena. The novel analytical 
model developed in Chapter n is a very general model that is applicable for two-dimensional 
axisymmetric geometries. The model can be applied to study and analyze the following test 
configurations: 
1) Excitation coil in free space. 
2) Excitation coil above a conducting half plane. 
3) Excitation coil above a conducting slab. 
The governing equation underlying the model includes both the diffusion and the 
wave terms. Therefore, it can simulate a variety of test situations: 
• Classical eddy current problems, which are essentially pure diffusion 
problems. 
• High frequency wave propagation and radiation problems. 
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• Electromagnetic interactions in low conducting materials, where both the 
diffusion and the wave propagation take place. 
The model allows simulation of defects in the test specimen. It computes the induced 
voltage by usmg current dipole model. The induced magnetic flux density is derived based 
on the same model. Once the magnetic flux density distribution is calculated, other terminal 
characteristics can be evaluated. Although the model assumes single frequency excitation, 
arbitrary excitation conditions can be simulated using Fourier decomposition techniques and 
superposing the results. 
In Chapter m, wave scattering is studied. Although a first order analytical model of 
electromagnetic scattering is presented, the ultrasonic wave scattering process is actually 
modeled using the finite element method. 
General issues relating to data fusion systems are presented in Chapter FV. The 
motivation for the application of data fusion concepts for combining eddy current and 
ultrasonic NDE data is discussed. In Chapter V, the central contribution of this dissertation, 
namely the issue of registration relating to eddy current and ultrasonic data is investigated. 
The use of the Q-transform as a tool for data registration is studied. The properties of Q-
transforms are quantitatively analyzed. The effect of the Q-transform time shift property on 
data registration is investigated. A new modified Q-transform that is capable of 
accommodating differences in the coefficients is presented. Simulation results highlighting 
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causes for the reasons behind the discrepancy between the results are also presented in 
Chapter V, 
6.2 Future Work 
The work reported in this dissertation explores the interesting issue of ultrasonic and 
eddy current data registration. This dissertation presents an incremental step towards the 
development of a very novel phenomenological approach to the NDE data fusion. A lot of 
additional studies are still necessary. These include 
1) Additional investigation of the effect of flaw boundary conditions on the 
output defect signals is required. This could provide information for 
performing the necessary steps required to obtain better registration results. 
2) Issues concerning the stability of the transformation as well as methods for 
compensating for the effects of the time varying nature of the Q-transform 
need to be investigated. 
3) This dissertation limits its study to the application of the forward Q-transform. 
A more interesting study that can be undertaken involves the use of the 
inverse Q-transform for mapping the diffusion field to a wave field. The 
attendant issues of stability need to be investigated. 
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