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QUIVER HECKE SUPERALGEBRAS
SEOK-JIN KANG, MASAKI KASHIWARA, AND SHUNSUKE TSUCHIOKA
Abstract. We introduce a new family of superalgebras which should be considered as
a super version of the Khovanov-Lauda-Rouquier algebras. Let I be the set of vertices
of a Dynkin diagram with a decomposition I = Ieven ⊔ Iodd. To this data, we associate a
family of graded superalgebras Rn, the quiver Hecke superalgebras. When Iodd = ∅, these
algebras are nothing but the usual Khovanov-Lauda-Rouquier algebras. We then define
another family of graded superalgebras RCn, the quiver Hecke-Clifford superalgebras,
and show that the superalgebras Rn and RCn are weakly Morita superequivalent to
each other. Moreover, we prove that the affine Hecke-Clifford superalgebras, as well
as their degenerate version, the affine Sergeev superalgebras, are isomorphic to quiver
Hecke-Clifford superalgebras RCn after a completion.
1. Introduction
In [KL1, KL2, Rou1], Khovanov-Lauda and Rouquier independently introduced a re-
markable family of graded algebras, the Khovanov-Lauda-Rouquier algebras or the quiver
Hecke algebras, that categorifies the negative half of quantum groups associated with
symmetrizable Kac-Moody algebras. Moreover, the cyclotomic quotients of Khovanov-
Lauda-Rouquier algebras provide a categorification of integrable highest weight modules
over quantum groups [KL1, KK]. An important application of the Khovanov-Lauda-
Rouquier algebras is that one can derive a homogeneous presentation of the symmetric
group algebras, which gives a quantization of Ariki’s categorification theorem for the basic
ŝlp-module ([Ari, LLT, BK1, BK2, Rou1]):
V (Λ0) ∼=
⊕
n≥0
K0(FpSn-mod)C.
Considering the long history of the theory of symmetric groups, it is quite surprising that
one can define such a non-trivial grading on the symmetric group algebras, which has been
conjectured to exist for some time ([Rou2, Tur]), only after the discovery of Khovanov-
Lauda-Rouquier algebras. For the Dynkin diagrams of affine type A or of type A∞,
the Khovanov-Lauda-Rouquier algebras (resp. the cyclotomic Khovanov-Lauda-Rouquier
algebras) are isomorphic to the affine Hecke algebras of type A (resp. the cyclotomic Hecke
algebras or the Ariki-Koike algebras) after we take specializations and localizations. Thus
the Khovanov-Lauda-Rouquier algebras can be regarded as a generalization of the affine
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Hecke algebras of type A. Since the Khovanov-Lauda-Rouquier algebras are graded, they
fit more naturally into the categorification of quantum groups.
Indeed, in [VV1], Varagnolo and Vasserot showed that the Khovanov-Lauda-Rouquier
algebras associated with symmetric generalized Cartan matrices are isomorphic to the
Yoneda algebras of certain complexes of constructible sheaves, and proved that the sets of
isomorphism classes of irreducible modules over the Khovanov-Lauda-Rouquier algebras
correspond to Kashiwara’s upper global bases (=Lusztig’s dual canonical bases). In the
same spirit, in [VV1], Varagnolo and Vasserot (resp. in [SVV], Shan, Varagnolo and
Vasserot) introduced a version of Khovanov-Lauda-Rouquier algebras corresponding to
the affine Hecke algebras of type B and C (resp. type D) and proved the Lascoux-Leclerc-
Thibon-Ariki type conjecture formulated in [EK] (resp. in [KM]).
The purpose of this paper is to introduce a new family of graded superalgebras which
should be considered as a super version of the Khovanov-Lauda-Rouquier algebras. Let k
be a commutative ring with 1, and let
(
ai,j
)
i,j∈I
be a symmetrizable generalized Cartan
matrix indexed by a set I with a decomposition I = Ieven ⊔ Iodd of I into the set Ieven of
even vertices and the set Iodd of odd vertices such that ai,j ∈ 2Z for any i ∈ Iodd. To such
data we associate (see § 3.6) a family of (skew-)polynomials Q = (Qi,j(u, v))i,j∈I satisfying
the conditions given in (3.1), and then we define a family of graded k-superalgebras Rn,
the quiver Hecke superalgebras (Definition 3.1). When Iodd = ∅, these algebras are nothing
but the usual Khovanov-Lauda-Rouquier algebras.
Let J be an index set with an involution c : J → J and let Q˜ = (Q˜i,j(u, v))i,j∈J be a
family of polynomials satisfying the conditions given in (3.5). We define another family
of graded k-superalgebras RCn, the quiver Hecke-Clifford superalgebras associated with
Q˜. Let ∼c be the equivalence relation defined by j ∼c j′ ⇔ j = j′ or j′ = c(j), I the set
of equivalence classes, and Iodd ⊂ I the image of Jc := {j ∈ J ; c(j) = j}. Then we show
that the corresponding superalgebras Rn and RCn are weakly Morita superequivalent to
each other (Theorem 3.13). Moreover, we prove that, after a completion, the affine Hecke-
Clifford superalgebras are isomorphic to quiver Hecke-Clifford superalgebras RCn with a
suitable choice of Q˜ (Theorem 4.4). We also show that the affine Sergeev superalgebras,
a degenerate version of the affine Hecke-Clifford superalgebras, are isomorphic to quiver
Hecke-Clifford superalgebras (Theorem 5.4). Consequently, the affine Hecke-Clifford su-
peralgebras as well as the affine Sergeev superalgebras are weakly Morita superequivalent
to the quiver Hecke superalgebras after a completion. We would like to add a remark that,
in [Wang2], Wang introduced the notion of spin affine Hecke algebras (resp. cyclotomic
spin Hecke algebras) and showed that they are Morita superequivalent to affine Hecke-
Clifford superalgebras (resp. cyclotomic Hecke-Clifford superalgebras). We also note that
the idea of using skew-polynomials in super version of affine Hecke algebras has already
appeared in [Wang1].
Let q be the defining parameter for the affine Hecke-Clifford superalgebras. In [BK3],
Brundan-Kleshchev showed that when q2 is a primitive (2 l + 1)-th root of unity, the
representation theory of some blocks of the affine Hecke-Clifford superalgebras as well as
that of their cyclotomic quotients is controlled by the representation theory of quantum
affine algebras of type A
(2)
2l at the crystal level. Later, in [Tsu], the third author showed
that when q2 is a primitive (2l)-th root of unity, the representation theory of some blocks
is controlled by the representation theory of quantum affine algebras of type D
(2)
l . In
other words, the affine Hecke-Clifford superalgebras and their cyclotomic quotients with
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the above defining parameters give a crystal version of the categorification theorem for
the quantum affine algebras of type A
(2)
2l , D
(2)
l and their highest weight modules. In
this paper, by taking all the finite-dimensional representations of affine Hecke-Clifford
superalgebras, we prove that the corresponding algebra are isomorphic to the quiver
Hecke-Clifford superalgebras associated with (affine) Dynkin diagrams of type A∞, B∞,
C∞, A
(1)
l , A
(2)
2l , C
(1)
l and D
(2)
l .
In the forthcoming papers, we plan to prove the conjecture that the quiver Hecke
superalgebras and their cyclotomic quotients provide a categorification of the quantum
Kac-Moody algebras and their highest weight modules.
It is also worthwhile to note that any irreducible supermodule over a quiver Hecke
superalgebra seems to remain irreducible after forgetting its super structure, contrary to
affine Hecke-Clifford superalgebras or quiver Hecke-Clifford superalgebras. Hence quiver
Hecke superalgebras are more suitable for a categorification of quantum groups than
quiver Hecke-Clifford superalgebras.
Finally, we would like to emphasize that the superalgebras Rn and RCn cannot be re-
duced to the usual Khovanov-Lauda-Rouquier algebras. In the following two cases, both
(cyclotomic) Khovanov-Lauda-Rouquier algebras and (cyclotomic) quiver Hecke superal-
gebras should categorify the same weight space of the representation of Uv(g), but they
are neither Morita equivalent nor weakly Morita superequivalent (see § 2.4).
(1) (see Remark 5.6) Consider the case in which g = A
(2)
2 and chark = 3 with I =
{0, 1}, Ieven = {1}, Iodd = {0}, where 0 is a short root. Let Rβ (see (3.18)) be a di-
rect summand of R11, which categorifies U
−
v (A
(2)
2 )−β with β = 8α0+3α1. Although
the Khovanov-Lauda-Rouquier algebra KLRβ(A
(2)
2 ) also categorifies U
−
v (A
(2)
2 )−β,
Irr(KLRβ(A
(2)
2 )-mod) and Irr(Rβ-mod) correspond to different perfect bases in the
sense of [BeKa] at the specialization v = 1.
(2) (see Remark 5.7) When g = A
(1)
1 , char k = 0 with I = Iodd = {0, 1}, there
is no Morita equivalence nor weak Morita superequivalence between the cyclo-
tomic quiver Hecke superalgebra RΛ04 whatever superalgebra structure we give to
KLRΛ04 (A) and whatever defining parameter of KLR4(A) we take.
This paper is organized as follows. In Section 2, we introduce the theory of super-
categories as a basic language, including the notion of Clifford twist and weak Morita
superequivalence. In Section 3, we define the quiver Hecke superalgebras Rn and the
quiver Hecke-Clifford superalgebras RCn, and show that the superalgebras Rn and RCn
are weakly Morita superequivalent to each other. We also provide PBW-type bases for
both superalgebras. In Section 4, we prove that, the affine Hecke-Clifford superalgebras
are isomorphic to quiver Hecke-Clifford superalgebras after a completion. The intertwin-
ers play an important role in the proof. In Section 5, by a similar argument, we show
that the affine Sergeev algebras are isomorphic to quiver Hecke-Clifford superalgebras.
Acknowledgments. The authors would like to thank Lukas Maas and Ju¨rgen Mu¨ller
for telling us the correct dimension of the irreducible spin representations of S11 in char-
acteristic 3 parametrized by a partition λ = (6, 4, 1) in GAP Forum. The dimension,
as explained in Remark 5.6, convinced us that Rn is a genuine generalization of the
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Khovanov-Lauda-Rouquier algebras while both of them should categorify the same Lie-
theoretic objects.
Some part of this work was done when S-J.K. visited RIMS, and when M.K. and
S.T. were visiting the Hausdorff Institute, Bonn, to participate in the trimester “On the
interactions of Representation theory with Geometry and Combinatorics”. S-J.K. thank
RIMS and M.K. and S.T. thank the organizers and HIM for their hospitality.
2. Supercategories
2.1. Clifford twist. Let k be a commutative ring. Let us recall that a k-linear category is
a category C such that HomC (X, Y ) is endowed with a k-module structure for all X, Y ∈
C and the composition map HomC (Y, Z)×HomC (X, Y )→ HomC (X,Z) is k-bilinear. A
functor F : C → C ′ from a k-linear category C to a k-linear category C ′ is called k-linear
if F : HomC (X, Y )→ HomC ′(FX, FY ) is k-linear for any objects X, Y ∈ C . We say that
an additive category is idempotent-complete if ker(p) exists for any object X of C and
p ∈ EndC (X) such that p2 = p. Hence for any such p, we have X ≃ ker(p)⊕ ker(1− p).
Definition 2.1.
(i) A supercategory is a category C equipped with an endofunctor Π of C and an iso-
morphism ξ : Π2 ∼−−→ idC such that ξ ◦ Π = Π ◦ ξ ∈ Hom(Π3,Π).
(ii) For a pair of supercategories (C ,Π, ξ) and (C ′,Π′, ξ′), a superfunctor from (C ,Π, ξ)
to (C ′,Π′, ξ′) is a pair (F, αF ) of a functor F : C → C ′ and an isomorphism αF : F ◦
Π ∼−−→Π′ ◦ F such that the diagram
F ◦ Π2 αF ◦Π //
F◦ξ

Π′ ◦ F ◦ Π Π
′◦αF // Π′2 ◦ F
ξ′◦F

F
idF // F
(2.1)
commutes. If F is an equivalence of categories, we say that (F, αF ) is an equivalence
of supercategories.
(iii) Let (F, αF ) and (F
′, αF ′) be superfunctors from a supercategory (C ,Π, ξ) to (C
′,Π′, ξ′).
A morphism from (F, αF ) to (F
′, αF ′) is a morphism of functors ϕ : F → F ′ such
that
F ◦ Π ϕ◦Π //
αF

F ′ ◦ Π
αF ′

Π′ ◦ F Π
′◦ϕ
// Π′ ◦ F ′
commutes.
(iv) The composition of morphisms of superfunctors ϕ : (F, αF )→ (F ′, αF ′) and ϕ′ : (F ′, αF ′)→
(F ′′, αF ′′) is the composition F
ϕ−→ F ′ ϕ′−→ F ′′.
(v) For a pair of superfunctors F : (C ,Π) → (C ′,Π′) and F ′ : (C ′,Π′) → (C ′′,Π′′), the
composition F ′ ◦ F : C → C ′ is endowed with a structure of superfunctor by
F ′ ◦ F ◦ Π αF ′◦F //
F ′◦αF ((PP
PP
PP
PP
PP
PP
Π′′ ◦ F ′ ◦ F
F ′ ◦ Π′ ◦ F
αF ′◦F
66♥♥♥♥♥♥♥♥♥♥♥♥
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(vi) The notion of k-linear supercategories and k-linear superfunctors can be defined in
a similar way.
Throughout this paper, by a supercategory we mean a k-linear additive supercategory.
The identity functor idC and the functor Π: C → C have a structure of superfunctor by
αid = idΠ : idC ◦Π→ Π◦ idC and αΠ = − idΠ◦Π. Note the sign. Then αF : F ◦Π→ Π′ ◦F ,
as well as ξ : Π ◦ Π→ idC , is a morphism of superfunctors.
For λ ∈ k×, a supercategory (C ,Π, ξ) is equivalent to the supercategory (C ,Π, λ2ξ). For
a supercategory (C ,Π, ξ), its reversed supercategory C rev is the supercategory (C ,Π,−ξ).
If
√−1 exists in k, then C rev is equivalent to C as a supercategory.
The Clifford twist of a supercategory (C ,Π, ξ) is the supercategory (C CT,ΠCT, ξCT),
where C CT is the category whose set of objects is the set of pairs (X,ϕ) of objects X of
C and isomorphisms ϕ : ΠX ∼−−→X such that
Π2X
Πϕ ''PP
PP
PP
PP
P
ξX // X
ΠX
ϕ
88♣♣♣♣♣♣♣♣♣
commutes.(2.2)
For a pair (X,ϕ) and (X ′ϕ′) of objects of C CT, Hom
CCT
(
(X,ϕ), (X ′ϕ′)
)
is the subset
of HomC (X,X
′) consisting of morphisms f : X → X ′ such that the following diagram
commutes:
ΠX
Πf
//
ϕ

ΠX ′
ϕ′

X
f
// X ′.
We define ΠCT : C CT → C CT and ξCT : (ΠCT)2 → id
CCT by
ΠCT(X,ϕ) = (X,−ϕ),
ξCT(X,ϕ) = id(X,ϕ) : (Π
CT)2(X,ϕ) = (X,ϕ)→ (X,ϕ).
Sometimes we simply write C for (C ,Π, ξ), ΠC for Π, ξC for ξ, C
rev for its reversed
supercategory and C CT for its Clifford twist.
Lemma 2.2. Let (C ,Π, ξ) be a supercategory.
(i) There is a superfunctor Φ: C CT → C rev defined by
Φ(X,ϕ) = X,
αΦ(X,ϕ) : Φ ◦ ΠCT(X,ϕ) = X ϕ
−1−−−→ ΠX = Πrev ◦ Φ(X,ϕ).
(ii) Assume that C is a k-linear additive category and 2 is invertibel in k.
(a) There is a superfunctor Ψ: C rev → C CT given by
Ψ(X) = (X ⊕ΠX,ϕX),
αΨ(X) : Ψ ◦Πrev(X) = ΠX ⊕Π2X ψX−−−→ X ⊕ ΠX = ΠCT ◦ΨX,
where
ϕX =
(
0 ξX
idΠX 0
)
: ΠX ⊕Π2X → X ⊕ΠX,
ψX =
(
0 −ξX
idΠX 0
)
: ΠX ⊕ Π2X → X ⊕ ΠX.
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(b) There exist canonical isomorphisms
Φ ◦Ψ(X) ≃ X ⊕ ΠX and Ψ ◦ Φ(Z) ≃ Z ⊕ΠCTZ,
which are functorial in X ∈ C and Z ∈ C CT.
(iii) There are isomorphisms Π ◦ Φ ≃ Φ ◦ ΠCT ≃ Φ and ΠCT ◦Ψ ≃ Ψ ◦ Π ≃ Ψ.
(iv) Φ and Ψ are biadjoint to each other (i.e., Φ is a left adjoint and a right adjoint of
Ψ).
Proof. (i) Since the diagram
Φ ◦ (ΠCT)2(X,ϕ) ∼ // Πrev ◦ Φ ◦ ΠCT(X,ϕ) ∼ // (Πrev)2 ◦ Φ(X,ϕ)
Φ(X,ϕ)
−ϕ−1
// Πrev ◦ Φ(X,−ϕ) Π◦ϕ
−1
// (Πrev)2 ◦ Φ(X,ϕ)
X
−ϕ−1
// ΠX
Π◦ϕ−1
// Π2X
−ξX
ii
commutes, Φ is a superfunctor from C CT to C rev.
(iia) Set Z = X⊕ΠX . Then ϕX : ΠZ → Z. Since ϕX ◦(ΠϕX) =
(
0 ξX
idΠX 0
) ( 0 ΠξX
idΠ2X 0
)
=(
ξX 0
0 ξΠX
)
= ξZ , we see that (Z, ϕX) = (X ⊕ ΠX,ϕX) is an object of C CT. Since the
diagram
Π2X ⊕ Π3X
ΠψX=
(
0 −ΠξX
idΠ2X 0
)
//
ϕΠX=
(
0 ξΠX
idΠ2X 0
)

ΠX ⊕ Π2X
−ϕX=
(
0 −ξX
− idΠX 0
)

ΠX ⊕ Π2X
ψX=
(
0 −ξX
idΠX 0
)
// X ⊕ ΠX
commutes, ψX is a morphism in C
CT.
Since the diagram
Ψ ◦ Π2X ∼ // ΠCT ◦Ψ ◦ ΠX ∼ // (ΠCT)2 ◦ΨX
Π2X ⊕ Π3X
(
0 −ξΠX
idΠ2X 0
)
//
(
−ξX 0
0 −ξΠX
)
44ΠX ⊕ Π2X
(
0 −ξX
idΠX 0
)
// X ⊕ΠX
commutes, Ψ is a superfunctor from C rev to C CT.
(iib) Setting Z = (X,ϕ) ∈ C CT, Ψ ◦ Φ(Z) = (X ⊕ ΠX,ϕX) ∼−−→Z ⊕ ΠCTZ =
(
X ⊕
X,ϕ⊕ (−ϕ)) is given by ( idX ϕidX −ϕ ).
(iii)
(
idX 0
0 − idΠX
) ∈ End(X⊕ΠX) gives an isomorphism ΠCT ◦Ψ(X) ∼−−→Ψ(X). Similarly,
we have the other isomorphisms.
(iv) is straightforward. 
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In the rest of this paper, we assume that
2 is invertible in k.(2.3)
Hence for a k-linear idempotent-complete category C and p ∈ EndC (X) (X ∈ C ) such
that p2 = idX , we have the decomposition X ≃ ker(idX −p)⊕ ker(idX +p).
Lemma 2.3. Let C be a k-linear supercategory. If C is idempotent-complete, then
(C CT)CT is equivalent to C as a supercategory.
Proof. The underlying category of (C CT)CT is the category C ′ whose object is a triple
(X,ϕ, ψ), where ϕ : ΠX ∼−−→X satisfies (2.2), ψ ∈ EndC (X) satisfies ψ2 = idX and the
diagram
ΠX
Πψ

−ϕ
// X
ψ

ΠX
ϕ
// X
is commutative. The involution Π′ of (C CT)CT is given by Π′(X,ϕ, ψ) = (X,ϕ,−ψ) and
the isomorphism ξ′ : Π′2 ∼−−→ idC ′ is given by Π′2(X,ϕ, ψ) = (X,ϕ, ψ) id−−→ (X,ϕ, ψ).
Since ψ2 = idX , we have a direct sum decomposition X ≃ X+ ⊕ X− with X± =
ker(idX ∓ψ). Moreover, the commutativity of the above diagram implies that ϕ induces
an isomorphism ϕ± : ΠX± ∼−−→X∓. We define the functor Φ: C ′ → C by
Φ(X,ϕ, ψ) = X+
and the morphism αΦ : Φ ◦ Π′ → Π ◦ Φ by
Φ ◦Π′ (X,ϕ, ψ) ≃ X− ∼−−−−−→
(ϕ+)−1
ΠX+ ≃ Π ◦ Φ (X,ϕ, ψ).
Since the diagram
Φ ◦ Π′2(X,ϕ, ψ) ∼ // Π ◦ Φ ◦ Π′(X,ϕ, ψ) ∼ // Π2 ◦ Φ(X,ϕ, ψ)
Φ(X,ϕ, ψ)
∼ // Π ◦ Φ(X,ϕ,−ψ) ∼ // Π2 ◦ Φ(X,ϕ, ψ)
X+
ϕ−1−
//
idX+ --❩❩❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩❩❩
❩❩ ΠX−
Πϕ−1+
// Π2X+
ξX+

X+
commutes, Φ is a superfunctor from (C CT)CT to C .
Let Ψ: C → C ′ be the functor given by Ψ(X) = (X ⊕ ΠX,ϕX , ψX), where ϕX =(
0 ξX
idΠX 0
)
and ψX =
(
idX 0
0 − idΠX
)
. Then we can easily check that Ψ is a quasi-inverse of
Φ. 
Let (C ,Π, ξ) and (C ′,Π′, ξ′) be a pair of supercategories. Let Fct(C ,C ′) be the category
of functors from the category C to C ′. Then Fct(C ,C ′) is endowed with the structure of
supercategory by ΠFct(F ) :=Π
′ ◦F ◦Π, and ξFct :=ξ′◦F ◦ξ : Π2Fct(F ) = Π′2 ◦F ◦Π2 ∼−−→F .
Let us denote by Fctsuper(C ,C
′) the category of superfunctors from C to C ′. This
category is endowed with a structure of supercategory given by Π(F, αF ) = (Π
′ ◦F,−Π′ ◦
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αF ) and ξ(F, αF ) = ξ
′ ◦F : Π2(F, αF ) = (Π′2 ◦F,Π′2 ◦αF ) ∼−−→(F, αF ). Hence Π(F, αF ) =
(Π′, αΠ′) ◦ (F, αF ). Note the sign in the definition of Π(F, αF ).
The category Fct(C ,C ′)CT is equivalent to the category Fctsuper(C ,C
′). However
the supercategory strucure on Fctsuper(C ,C
′) induced by this equivalence is given by
Π(F, αF ) = (F,−αF ).
Note that the category Fctsuper(C
CT,C ′CT) is equivalent to the category Fctsuper(C ,C
′).
Definition 2.4. Let (C ,Π, ξ) be a supercategory such that C is an exact category and Π is
an exact functor. The Grothendieck group Ksuper(C ) of C is the abelian group generated
by [X ] (X is an object of C ) with the defining relations:
(a) if 0→ X ′ → X → X ′′ → 0 is an exact sequence, then [X ] = [X ′] + [X ′′],
(b) [ΠX ] = [X ].
We have Ksuper(C rev) ≃ Ksuper(C ) and Z[1/2] ⊗ Ksuper(C CT) ≃ Z[1/2] ⊗ Ksuper(C ) by
Lemma 2.2.
2.2. Superalgebras and supermodules. Let A be a k-superalgebra; i.e., a k-algebra
with a decomposition A = A0 ⊕A1 such that AiAj ⊂ Ai+j (i, j ∈ Z/2Z).
Let φA be the involution of A given by φA(a) = (−1)εa for a ∈ Aε with ε = 0, 1.
Then the category of left A-modules Mod(A) is naturally endowed with a structure of
supercategory. The functor Π is induced by φA. Namely, for M ∈ Mod(A), ΠM :=
{π(x) ; x ∈M} with π(x) + π(x′) = π(x + x′) and aπ(x) = π(φA(a)x) for any a ∈ A,
x, x′ ∈M . The morphism ξM : Π2M →M is given by π
(
π(x)
) 7→ x (x ∈M).
An A-supermodule is an A-module M with a decomposition M = M0 ⊕M1 such that
AiMj ⊂ Mi+j (i, j ∈ Z/2Z). An A-linear homomorphism between A-supermodules is
called even if it respects the Z/2Z-grading.
Let Modsuper(A) be the category of A-supermodules with even A-linear homomorphisms
as morphisms. Then Modsuper(A) is also endowed with a structure of supercategory. The
functor Π is given by the parity shift: namely, (ΠM)ε := {π(x) ; x ∈M1−ε} (ε = 0, 1) and
aπ(x) = π(φA(a)x) for a ∈ A and x ∈ M . The isomorphism ξM : Π2M → M is given by
ππ(x) 7→ x (x ∈ M). Then there is a canonical superfunctor Modsuper(A) → Mod(A).
For an A-supermodule M , let φM : M → M be the map φM |Mε = (−1)ε idMε . Then we
have φM(ax) = φA(a)φM(x) for any a ∈ A and x ∈M .
Lemma 2.5. Let A be a superalgebra in which 2 is invertible. Then we have
Mod(A)CT ≃ Modsuper(A)rev and
(Modsuper(A)
rev)CT ≃ Mod(A) .
Proof. Let us define the superfunctor (Φ, α) : Modsuper(A)
rev → Mod(A)CT. For M ∈
Modsuper(A), set Φ(M) = (M,ψM), where ψM : ΠM → M is given by ψMπ(x) = φM(x)
(x ∈ M). We define αM = ψM : ΠM →M . Then the diagram
Π2M
ψΠM

ΠαM // ΠM
−ψM

ΠM
αM // M
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is commutative, since for any x ∈M we have
αMψΠM (ππ(x)) = αM(φΠMπ(x)) = αM(−π(φM(x))) = −φMφM(x) = −x,
ψM ◦ ΠαM(ππ(x)) = ψM(π(αM(π(x)))) = φMφM(x) = x.
Hence αM is a morphism from Φ ◦ ΠM to ΠCT ◦ ΦM in Mod(A)CT. Since the diagram
Φ ◦ Π2M ∼ // ΠCT ◦ Φ ◦ ΠM ∼ // (ΠCT)2 ◦ ΦM
(Π2M,ψΠ2M)
αΠM //
−ξM

(ΠM,−ψΠM ) αM // (M,ψM )
(M,ψM )
id // (M,ψM )
is commutative, we have defined a superfunctor (Φ, α) : Modsuper(A)
rev → Mod(A)CT. It
is straightforward to prove that Φ is an equivalence.
The second equivalence follows from the first one and Lemma 2.3. 
2.3. Tensor products. Let A and B be superalgebras. We define the multiplication on
the tensor product A⊗B by
(a1 ⊗ b1)(a2 ⊗ b2) = (−1)ε′1ε2(a1a2)⊗ (b1b2)
for ai ∈ Aεi, bi ∈ Bε′i. Then A⊗ B is again a superalgebra. Note that we have A⊗ B ∼=
B ⊗A as a superalgebra by the supertwist map
A⊗B ∼−−→B ⊗ A, a⊗ b 7−→ (−1)ε1ε2b⊗ a (a ∈ Aε1, b ∈ Bε2).
Example 2.6.
(i) For n ∈ Z≥0, let Cn be the Clifford superalgebra generated by the odd generators
C1, . . . , Cn with the defining relations:
C2i = 1 (i = 1, . . . n) and CiCj = −CjCi for i 6= j.
Hence Cn ≃ (C1)⊗n.
(ii) Let us denote by C−n the superalgebra with the same definition but the relations
C2i = 1 are replaced by C
2
i = −1.
Lemma 2.7. We have
Mod(A⊗k C1) ≃
(
Mod(A)CT
)
rev,(2.4)
Mod(A⊗k C1) ≃ Modsuper(A),(2.5)
Mod(A⊗k C−1 ) ≃
(
Mod(A)rev
)CT
.(2.6)
Proof. Let us construct an equivalence Φ: Mod(A ⊗k C1)rev → Mod(A)CT. For M ∈
Mod(A ⊗k C1), we set Φ(M) = (ΠM ϕM−−→ M), where ϕM : ΠM → M is given by
ϕM(π(x)) = C1x. Since C
2
1 = 1, we have
ϕM(ΠϕM)(π
2(x)) = ϕM
(
π(ϕM(π(x))
)
= ϕM(π(C1x)) = C
2
1x = x.
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Hence ΠM
ϕM−−→ M is an object of Mod(A)CT. Then ϕΠM : Π2M −−→ ΠM is given by
ϕΠM(π
2(x)) = C1π(x) = −π(C1x). In the diagram
Φ ◦ Π(M)
αM

: Π2M
ΠαM

ϕΠM // ΠM
αM

ΠCT ◦ Φ(M) : ΠM −ϕM // M
(2.7)
we define αM by αM(π(x)) = C1x so that we have (ΠαM)(π
2(x)) = π(C1x). Hence the
right square in (2.7) commutes. Thus this defines the morphism α : Φ ◦ Π → ΠCT ◦ Φ.
Then the diagram
Π2M
αΠM //
ξM

ΠM
αM // M
− idM

M
idM // M
commutes, since
αMαΠM(π
2x) = αM (C1π(x)) = −αM (π(C1x)) = −C21x = −x.
Hence (Φ, α) gives a superfunctor Mod(A⊗k C1)→
(
Mod(A)CT
)rev
.
The second equivalence follows from the first one and Lemma 2.5. The third equivalence
follows from Mod(A⊗ C1 ⊗ C−1 ) ≃ Mod(A). 
Remark 2.8. (i) Let C = (C ,Π, ξ) be a supercategory. Let Z(C ) be the commutative
ring End(idC ). It does not depend on Π. Let Zsuper(C ) be its subring
{ψ ∈ End(idC ) ; ψΠX = Π(ψX) ∈ EndC (ΠX) for any X ∈ C } .
Note that Z(C ) has a structure of a superalgebra, where the involution φZ(C )
(φZ(C )|Z(C )ε = (−1)ε idZ(C )ε), ε = 0, 1) is given by
Π2X
ΠfΠX //
≀ξX

Π2X
ξX ≀

X
φZ(C)(f)X
// X
(2.8)
for f ∈ Z(C ) and X ∈ C .
Then Zsuper(C ) is the even part of Z(C ).
(ii) If C = Mod(A) for a superalgebra A, then we have
Z(C )op ≃ Z(A) := {a ∈ A ; ab = ba for any b ∈ A} ,
Zsuper(C )
op ≃ Z0(A) := A0 ∩ Z(A),
and
Z(C CT)op ≃ Z(A⊗ C1)
≃ {a⊗ 1 + b⊗ C1 ; a, b ∈ A0 and ax = xa, bx = φA(x)b for any x ∈ A} ,
Zsuper(C
CT)op ≃ Zsuper(C ) ≃ Z0(A)
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2.4. Weak superequivalence. Let C and C ′ be supercategories. We say that C and
C ′ are weakly superequivalent if there exist a pair of supercategories C1 and C2 and su-
perequivalences C ≃ C1 ⊕ C2 and C ′ ≃ C1 ⊕ C CT2 .
If C and C ′ are weakly superequivalent and C ′ and C ′′ are weakly superequivalent,
then C and C ′′ are weakly superequivalent. Indeed, if C1⊕C2 ≃ C3⊕C4, then there exist
supercategories C1,3, C1,4, C2,3, C2,4 and superequivalences Ci ≃ Ci,3 ⊕ Ci,4 (i = 1, 2) and
Cj ≃ C1,j ⊕C2,j (j = 3, 4) such that the composition C1⊕C2 ≃ C1,3⊕C1,4⊕C2,3⊕C2,4 ≃
C3 ⊕ C4 is isomorphic to the given superequivalence.
Definition 2.9. Let A and B be superalgebras.
(i) We say that A and B are Morita superequivalent if Mod(A) and Mod(B) are super-
equivalent.
(ii) We say that A and B are weakly Morita superequivalent if Mod(A) and Mod(B)
are weakly superequivalent.
Note that superalgebras A and B are weakly Morita superequivalent if and only if there
are decompositions A = A1⊕A2 and B = B1⊕B2 as superalgebras and superequivalences
Mod(A1) ≃ Mod(B1) and Mod(A2) ≃ Mod(B2)CT. Note that A and B are Morita
superequivalent if and only if there exists an (A,B)-supermodule P satisfying one of the
following equivalent conditions:
(i) N 7→ P ⊗B N is an equivalence of categories from Mod(B) to Mod(A),
(ii) N 7→ P ⊗B N is an equivalence of categories from Modsuper(B) to Modsuper(A),
(iii) M 7→ HomA(P,M) is an equivalence of categories from Mod(A) to Mod(B),
(iv) M 7→ HomA(P,M) is an equivalence of categories from Modsuper(A) to Modsuper(B),
(v) M 7→M ⊗A P is an equivalence of supercategories from Mod(Aop) to Mod(Bop),
(vi) N 7→ HomBop(P,N) is an equivalence of supercategories fromMod(Bop) to Mod(Aop),
(vii) P is a faithfully flat A-module of finite presentation and B ∼−−→EndA(P )opp,
(viii) P is a faithfully flat B-module of finite presentation and A ∼−−→EndB(P ).
Remark 2.10. (i) Cn ⊗ C−n is Morita superequivalent to k.
(ii) Let A be a superalgebra and e ∈ A a full even idempotent; i.e., e ∈ A0, e2 = e andA =
AeA:={∑ni=1 aiebi ; ai, bi ∈ A, n > 0}. Then, A and eAe are Morita superequivalent.
(iii) Assume that
√−1 exists in k. Then k-superalgebras A and A⊗Cn are weakly Morita
superequivalent. Two k-superalgebras A and B are weakly Morita superequivalent
if and only if there exist direct sum decompositions A = A1 ⊕A2, B = B1 ⊕B2 and
A1 is Morita superequivalent to B1 and A2 is Morita superequivalent to B2 ⊗ C1
2.5. Self-associate simple objects. Let us assume that k is a field of characteristic
6= 2, and let C be a k-linear abelian supercategory.
We say that a simple object S of C is self-associate if ΠS is isomorphic to S. Let
Irr(C ) be the set of isomorphism classes of simple objects. Then it is divided into the
set IrrSA(C ) of self-associate simple objects and the set IrrNSA(C ) of simple objects which
are not self-associate. Note that Π gives an involution of Irr(C ), and IrrSA(C ) is the fixed
point set.
Lemma 2.11. Assume that k is algebraically closed and C satisfies the following condi-
tions.
(a) C is an abelian category,
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(b) any object of C has a finite length,
(c) k ∼−−→EndC (S) for any simple object S of C .
Then we have
(i) C CT also satisfies the above conditions,
(ii) the superfunctors Φ: C CT → C rev and Ψ: C rev → C CT in Lemma 2.2 induce two-
to-one maps IrrNSA(C CT)→ IrrSA(C ) and IrrNSA(C )→ IrrSA(C CT), respectively.
Proof. (i) is obvious. Let us show (ii). Note that Φ and Ψ are exact functors, and Ψ is
a left adjoint of Φ. Let X ∈ IrrNSA(C CT). Take a monomorphism S ֌ M := Φ(X) with
a simple object S of C . Since Ψ is a left adjoint of Ψ, we have g : Ψ(S) → X . Since
it is a non-zero morphism, g is an epimorphism. Since ΠCT ◦ Ψ ≃ Ψ and since X is
not isomorphic to ΠCTX , g is not an isomorphism. Hence S ⊕ ΠS ≃ Φ ◦ Ψ(S) → M is
an epimorphism but not an isomorphism. Hence S → M is an isomorphism. Therefore
S ∈ IrrSA(C ).
Conversely, let S be a self-associate simple object of C . Let ϕ : ΠS ∼−−→S be an iso-
morphism. Then ϕ ◦ Π(ϕ) = aξS for some a ∈ k×. Take c ∈ k× such that c2 = a and
set ϕ′ = c−1ϕ. Then we have ϕ′ ◦ Πϕ′ = ξS. Then X := (S, ϕ′) is an object of C CT. It is
obviously a simple object of C CT. If (S,−ϕ′) = ΠCTX → X is an isomorphism, then it
is given by f : S ∼−−→S such that f ◦ (−ϕ′) = ϕ′ ◦Πf . Since f = a idS for some a ∈ k× it
is a contradiction. Hence X is not self-associate.
Now it is obvious that if X and X ′ are simple objects of C CT that are not self-associate
and Φ(X) ≃ Φ(X ′), then X ′ ≃ X or X ′ ≃ ΠX . 
3. Quiver Hecke superalgebras
3.1. The quiver Hecke superalgebra Rn. Recall that 2 is assumed to be invertible in
the base ring k. Let I be a finite set with a decomposition I = Iodd ⊔ Ieven. We say that
i ∈ Ieven is an even vertex and i ∈ Iodd is an odd vertex. For i ∈ I, we denote the parity
of i by par(i); i.e.,
par(i) =
{
0 if i ∈ Ieven,
1 if i ∈ Iodd.
For each i, j ∈ I, consider the k-algebra Ai,j = k〈w, z〉/〈zw− (−1)par(i) par(j)wz〉 gener-
ated by the indeterminates w, z with the defining relation
zw − (−1)par(i) par(j)wz = 0.
Let Q = (Qi,j(w, z))i,j∈I be a family of (skew-)polynomials satisfying the conditions
(i) Qi,j(w, z) ∈ Ai,j for all i, j ∈ I,
(ii) Qi,j(w, z) = 0 if i = j,
(iii) Qi,j(w, z) = Qj,i(z, w) for all i, j ∈ I,
(iv) Qi,j(w, z) = Qi,j(−w, z) for all i ∈ Iodd, j ∈ I.
(3.1)
Hence Qi,j(w, z) belongs to the subalgebra A˜i,j of Ai,j generated by w
1+par(i) and z1+par(j).
Note that A˜i,j is commutative and isomorphic to the polynomial algebra.
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Definition 3.1. The quiver Hecke superalgebra Rn is the k-superalgebra generated by the
elements {xp}1≤p≤n, {τa}1≤a<n, {e(ν)}ν∈In with parity
par(e(ν)) = 0, par(xpe(ν)) = par(νp), par(τae(ν)) = par(νa) par(νa+1)
and the following defining relations.
(i) e(µ)e(ν) = δµνe(µ) for all µ, ν ∈ In, and 1 =
∑
ν∈In e(ν),
(ii)
xpxqe(ν) =
{
−xqxpe(ν) if p 6= q and νp, νq ∈ Iodd,
xqxpe(ν) otherwise,
(iii) τaxpe(ν) = (−1)par(νp) par(νa) par(νa+1)xpτae(ν) if p 6= a, a+ 1,
(iv)
(τaxa+1 − (−1)par(νa) par(νa+1)xaτa)e(ν) = (xa+1τa − (−1)par(νa) par(νa+1)τaxa)e(ν)
=
{
e(ν) if νa = νa+1,
0 otherwise,
(v) τ 2a e(ν) = Qνa,νa+1(xa, xa+1)e(ν),
(vi) τaτbe(ν) = (−1)par(νa)par(νa+1)par(νb)par(νb+1)τbτae(ν) if |a− b| > 1,
(vii)
(τa+1τaτa+1 − τaτa+1τa)e(ν)
=

Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)
xa+2 − xa e(ν) if νa = νa+2 ∈ Ieven,
(−1)par(νa+1)(xa+2 − xa)Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)
x2a+2 − x2a
e(ν)
if νa = νa+2 ∈ Iodd,
0 otherwise.
If Iodd = ∅, the quiver Hecke superalgebras Rn are nothing but the usual Khovanov-
Lauda-Rouquier algebras. Note that, when νa is odd, Qνa,νa+1 belongs to the commutative
ring k[x2a, xa+1], and hence we can define
Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)
x2a+2 − x2a
as an element of the commutative ring k[x2a, xa+1, x
2
a+2]. For the connection with a gen-
eralized Cartan matrix, see § 3.6.
Remark 3.2. (i) By (v), Qνa,νa+1(xa, xa+1)e(ν) should be an even element. Moreover
(iv) show that τ 2a e(ν) commutes with all xa, xa+1 when νa 6= νa+1. Hence Qi,j(w, z)
is in the center of Ai,j. Therefore Qi,j(w, z) should belong to A˜i,j.
(ii) For
(
γi,j
)
i,j∈I
with γi,j ∈ k×, define Q′ =
(
Q′i,j
)
i,j∈I
by
Q′i,j(w, z) = γi,jγj,iQi,j(γi,iw, γj,jz).
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Then, the assignment xpe(ν) 7→ γνp,νpxpe(ν), τae(ν) 7→ γ−1νa,νa+1τae(ν) induces an
isomorphism Rn(Q) ∼−−→Rn(Q′).
The purpose of this paper is to investigate the basic properties of the quiver Hecke
superalgebras Rn and show that the affine Hecke-Clifford superalgebras and affine Sergeev
superalgebras are weakly Morita superequivalent to some quiver Hecke algebras after a
completion.
3.2. Twisted tensor product with symmetric groups. Let A be a ring with an action
of the symmetric group Sn and let Z(A) be the center of A. Let ai (i = 1, . . . , n− 1) be
elements of Z(A) satisfying the following conditions:
wai = aj for any w ∈ Sn, 1 ≤ i, j < n such that w{i, i+ 1} = {j, j + 1}.(3.2)
It is easy to see that this condition is equivalent to the conditions{
sjai = ai if j 6= i− 1, i+ 1,
si+1ai = siai+1 for 1 ≤ i ≤ n− 2.
(3.3)
Proposition 3.3. Assume that a family of elements {ai}1≤i<n of Z(A) satisfies one of
the equivalent conditions (3.2) or (3.3). Let R be the ring generated by A and s˜i (i =
1, . . . , n− 1) with the defining relations:
(a) A→ R is a ring homomorphism,
(b) s˜i ◦ a = si(a) ◦ s˜i for any a ∈ A and i = 1, . . . , n− 1,
(c) the s˜i’s satisfy the braid relations
s˜is˜j = s˜j s˜i for |i− j| > 1 and s˜i+1s˜is˜i+1 = s˜is˜i+1s˜i.(3.4)
(d) s˜2i = ai for any i = 1, . . . , n− 1.
For a reduced expression w = si1 · · · siℓ of w ∈ Sn, set s˜w = s˜i1 · · · s˜iℓ. Then s˜w is
independent of the choice of a reduced expression and there exists a linear isomorphism
A⊗ Z[Sn] −−→ R
given by a⊗ w 7−→ as˜w.
Proof. Let
εi(w) =
{
0 if l(siw) > w,
1 if l(siw) < w,
where l(w) denotes the length of a reduced expression of w. We define the action of s˜i on
A⊗ Z[Sn] by
s˜i(a⊗ w) = si(a)aεi(w)i ⊗ siw.
It is enough to show that s˜i satisfies the relations (b)–(d). Since (b) is obvious and (d)
easily follows from εi(w) + εi(siw) = 1, we will show (c) only.
We shall first show s˜is˜j = s˜j s˜i for |i− j| > 1. By the relation
s˜is˜j(a⊗ w) = s˜i(sj(a)aεj(w)j ⊗ sjw) = sisj(a)(siaj)εj(w)aεi(sjw)i ⊗ siw,
the assertion reduces to (siaj)
εj(w)a
εi(sjw)
i = (sjai)
εi(w)a
εj(siw)
j , which easily follows from
(3.3) and εi(sjw) = εi(w).
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Let us show s˜i+1s˜is˜i+1 = s˜is˜i+1s˜i. We have
s˜i+1s˜is˜i+1
(
a⊗ w) = s˜i+1s˜i((si+1a)aεi+1(w)i+1 ⊗ si+1w)
= s˜i+1
(
(sisi+1a)(siai+1)
εi+1(w)a
εi(si+1w)
i ⊗ sisi+1w
)
= (si+1sisi+1a)(si+1siai+1)
εi+1(w)(si+1ai)
εi(si+1w)a
εi+1(sisi+1w)
i+1 ⊗ si+1sisi+1w
= (si+1sisi+1a)a
εi+1(w)
i (si+1ai)
εi(si+1w)a
εi+1(sisi+1w)
i+1 ⊗ si+1sisi+1w.
Similarly, we have
s˜is˜i+1s˜i
(
a⊗ w)
= (sisi+1sia)(sisi+1ai)
εi(w)(siai+1)
εi+1(siw)a
εi(si+1siw)
i ⊗ sisi+1siw
= (sisi+1sia)a
εi(w)
i+1 (si+1ai)
εi+1(siw)a
εi(si+1siw)
i ⊗ sisi+1siw.
Hence the desired result follows from
εi(si+1w) = εi+1(siw),
which can be easily checked by reducing it to the S3-case. 
The proof of the following lemma is straightforward.
Lemma 3.4. Let (ci,j)1≤i 6=j≤n be a family of elements of Z(A) such that w(ci,j) = cw(i),w(j)
for any w ∈ Sn. Then the ci,i+1s˜i’s satisfy the braid relations (3.4).
3.3. The quiver Hecke-Clifford superalgebra RCn. Let J be a finite index set with
an involution c : J → J . We denote by Jc the set of fixed points {j ∈ J ; c(j) = j}
and let I denote the set of equivalence classes under the equivalence relation given by
i ∼c j ⇔ i = j or i = c(j). We denote by pr the canonical projection J → I. The
symmetric group Sn acts on J
n in a natural way. We define cp : J → J by
cpν = (c
δpℓνℓ)1≤ℓ≤n for ν = (ν1, . . . , νn) ∈ Jn.
Let Q˜ = (Q˜i,j(u, v))i,j∈J be a family of polynomials in k[u, v] satisfying the following
conditions: for all i, j ∈ J , we have
Q˜j,i(u, v) = Q˜i,j(v, u),
Q˜ci,j(−u, v) = Q˜i,cj(u,−v) = Q˜i,j(u, v),
Q˜i,j(u, v) = 0 if pr(i) = pr(j).
(3.5)
In particular, Q˜i,j(u, v) = Q˜i,j(−u, v) for i ∈ Jc.
Definition 3.5. The quiver Hecke-Clifford superalgebra RCn is the k-superalgebra gen-
erated by the even generators {yp}1≤p≤n, {σa}1≤a<n, {e(ν)}ν∈Jn and the odd generators
{cp}1≤p≤n with the following defining relations: for µ, ν ∈ Jn, 1 ≤ p, q ≤ n, 1 ≤ a ≤ n−1,
we have
(i) e(µ)e(ν) = δµνe(µ), 1 =
∑
ν∈Jn e(ν), ype(ν) = e(ν)yp, cpe(ν) = e(cpν)cp,
(ii) ypyq = yqyp, cpcq + cqcp = 2δpq,
(iii) cpyq = (−1)δp,qyqcp,
(iv) σae(ν) = e(saν)σa, σacp = csa(p)σa,
(v) σaype(ν) = ypσae(ν) if p 6= a, a+ 1,
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(vi)
(σaya+1 − yaσa)e(ν) =

e(ν) νa = νa+1 6∈ Jc,
−caca+1e(ν) νa = cνa+1 6∈ Jc,
(1− caca+1)e(ν) νa = νa+1 ∈ Jc,
0 otherwise,
or equivalently,
σaya+1 − yaσa =
∑
νa=νa+1
e(ν)−
∑
νa=cνa+1
caca+1e(ν),
(vii)
(ya+1σa − σaya)e(ν) =

e(ν) νa = νa+1 6∈ Jc,
caca+1e(ν) νa = cνa+1 6∈ Jc,
(1 + caca+1)e(ν) νa = νa+1 ∈ Jc,
0 otherwise,
or equivalently,
ya+1σa − σaya =
∑
νa=νa+1
e(ν) +
∑
νa=cνa+1
caca+1e(ν),
(viii) σ2ae(ν) = Q˜νa,νa+1(ya, ya+1)e(ν),
(ix) σaσb = σbσa if |a− b| > 1,
(x)
(σa+1σaσa+1 − σaσa+1σa)e(ν)
=

Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν) if νa = νa+2 6∈ J
c,
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(−ya, ya+1)
ya+2 + ya
caca+2e(ν) if νa = cνa+2 6∈ Jc,
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν)
+
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 + ya
caca+2e(ν) if νa = νa+2 ∈ Jc,
0 otherwise,
or equivalently,
σa+1σaσa+1 − σaσa+1σa =
∑
νa=νa+2
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν)
+
∑
νa=cνa+2
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(−ya, ya+1)
ya+2 + ya
caca+2e(ν).
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We first calculate the commutation relation between σa’s and the polynomials in yk
(k = 1, . . . , n). Set
ea,b =
∑
νa=νb∈J
e(ν), e−a,b =
∑
νa=cνb∈J
e(ν),
ea = ea,a+1, e
−
a = e
−
a,a+1.
Hence we have
σaya+1 − yaσa = ea − caca+1e−a ,
ya+1σa − σaya = ea + caca+1e−a .
(3.6)
Lemma 3.6. For 1 ≤ a < n and f(y1, . . . , yn) ∈ k[y1, . . . , yn], we have
σa ◦ f = sa(f) ◦ σa + f − sa(f)
ya+1 − ya ea − caca+1
f − saf
ya+1 + ya
e−a ,(3.7)
where
(saf)(y1, . . . , yn) = f(y1, . . . , ya−1, ya+1, ya, ya+2, . . . , yn),
(saf)(y1, . . . , yn) = f(y1, . . . , ya−1,−ya+1,−ya, ya+2, . . . , yn).
(3.8)
Proof. We will use induction on the degree of f . Assume that (3.7) holds for f . We will
show that it holds for ypf as well.
It is evident for p 6= a, a + 1. If p = a, then
σa ◦ (yaf) = (ya+1σa − ea − caca+1e−a ) ◦ f
= ya+1
(
sa(f) ◦ σa + f − sa(f)
ya+1 − ya ea − caca+1
f − saf
ya+1 + ya
e−a
)
− fea − caca+1fe−a
= sa(yaf) ◦ σa +
(
ya+1(f − sa(f))
ya+1 − ya − f
)
ea + caca+1
(
ya+1(f − saf)
ya+1 + ya
− f
)
e−a
= sa(yaf) ◦ σa + yaf − sa(yaf)
ya+1 − ya ea + caca+1
−yaf + sa(yaf)
ya+1 + ya
e−a ,
and if p = a+ 1, then
σa ◦ (ya+1f)
= (yaσa + ea − caca+1e−a ) ◦ f
= ya
(
sa(f) ◦ σa + f − sa(f)
ya+1 − ya ea − caca+1
f − saf
ya+1 + ya
e−a
)
+ fea − caca+1fe−a
= sa(ya+1f) ◦ σa +
(
ya(f − sa(f))
ya+1 − ya + f
)
ea + caca+1
(
ya(f − saf)
ya+1 + ya
− f
)
e−a
= sa(ya+1f) ◦ σa + ya+1f − sa(ya+1f)
ya+1 − ya ea + caca+1
−ya+1f + sa(ya+1f)
ya+1 + ya
e−a ,
which proves our assertion. 
Note that the k-algebra (kJ)⊗n and Cn are canonically identified with
⊕
ν∈Jn ke(ν) and
〈{cp}1≤p≤n | cpcq+cqcp = 2δpq〉, respectively. We denote by An the superalgebra generated
by {yp, cp, e(ν) | 1 ≤ p ≤ n, ν ∈ Jn} with the defining relations (i)–(iii) given above.
Clearly, we have a k-supermodule isomorphism
(kJ)⊗n ⊗ k[y1, . . . , yn]⊗ Cn ∼−−→An, e(ν)⊗ f ⊗ c 7−→ e(ν)fc,
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where ν ∈ Jn, f ∈ k[y1, . . . , yn] and c ∈ Cn.
Remark 3.7. The algebras An and RCn have an anti-involution that sends the generators
yp, cp, σa, e(ν) to themselves.
3.4. Realization of quiver Hecke-Clifford superalgebras. Let Kn be the superal-
gebra k[y1, . . . , yn][(ya − yb)−1, (ya + yb)−1; 1 ≤ a < b ≤ n] ⊗k[y1,...,yn] An. The symmetric
group Sn acts on An and Kn.
For 1 ≤ a, b ≤ n with a 6= b, set
Q˜a,b =
∑
ν∈Jn
Q˜νa,νb(ya, yb)e(ν),
Ra,b = Q˜a,b − (ya − yb)−2ea,b − (ya + yb)−2e−a,b
=
∑
pr(νa)6=pr(νb)
Q˜νa,νb(ya, yb)e(ν)−
∑
νa=νb /∈Jc
1
(ya − yb)2 e(ν)
− ∑
νa=cνb /∈Jc
1
(ya + yb)2
e(ν)− ∑
νa=νb∈Jc
2
y2a + y
2
b
(y2a − y2b )2
e(ν) ∈ Kn.
(3.9)
Then the Ra,b’s belong to the center of Kn and satisfy the properties
Ra,b = Rb,a and w(Ra,b) = Rw(a),w(b) for all w ∈ Sn.
Let us denote by KSn the k-superalgebra generated by the k-superalgebra Kn and s˜k
(k = 1, . . . , n− 1) satisfying the defining relations:
the s˜k’s satisfy the braid relations (3.4),
s˜2k = Rk,k+1 and,
s˜k ◦ a = (ska) ◦ s˜k for all a ∈ Kn.
(3.10)
Then by Proposition 3.3, we have a k-linear isomorphism
Kn ⊗ k[Sn] ∼−−→KSn.(3.11)
Theorem 3.8. Assume that (Q˜i,j)i,j∈J satisfies the conditions (3.5). Set
σae(ν) =

s˜ae(ν) if pr(νa) 6= pr(νa+1),
(s˜a − (ya − ya+1)−1)e(ν) if νa = νa+1 6∈ Jc,
(s˜a + (ya + ya+1)
−1caca+1)e(ν) if νa = cνa+1 6∈ Jc,(
s˜a − (ya − ya+1)−1 + (ya + ya+1)−1caca+1
)
e(ν) if νa = νa+1 ∈ Jc.
Then the σa’s satisfy the commutation relations in Definition 3.5. Moreover, the superal-
gebra homomorphism RCn −−→ KSn thus obtained is injective.
Proof. For 1 ≤ a, b ≤ n with a 6= b, set
fa,b = (yb − ya)−1ea,b + (yb + ya)−1cacbe−a,b ∈ Kn,(3.12)
and fa = fa,a+1. Then we have
σa = s˜a + fa
and fa,b’s satisfy the relations
w(fa,b) = fw(a),w(b) for any w ∈ Sn,
fa,b = −fb,a.
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We can easily verify that facb = csa(b)fa.
Since
f 2a = (ya − ya+1)−2ea + (ya + ya+1)−2e−a ,
we obtain
Ra,b = Q˜a,b − f 2a,b.(3.13)
Note that the commutation relations (i)–(v) and (ix) are obvious. Moreover, (vi) follows
from fa,byb − yafa,b = ea,b − cacbe−a,b and (vii) can be verified in a similar manner.
For the relation (viii), since s˜a and fa anti-commute with each other, we have
σ2a = s˜
2
a + f
2
a = Ra,a+1 + f
2
a = Q˜a,a+1
as desired, where the last equality follows from (3.13).
It remains to verify the relation (x). By the definition, we have
σa+1σaσa+1 = σa+1σa(s˜a+1 + fa+1)
= σa+1(s˜as˜a+1 + (safa+1)s˜a + fas˜a+1 + fafa+1)
= s˜a+1s˜as˜a+1 + (sa+1safa+1)s˜a+1s˜a + (sa+1fa)s˜
2
a+1 + (sa+1fa)(sa+1fa+1)s˜a+1
+fa+1s˜as˜a+1 + fa+1(safa+1)s˜a + fa+1fas˜a+1 + fa+1fafa+1
= s˜a+1s˜as˜a+1 + fas˜a+1s˜a + fa+1s˜as˜a+1
+(fa+1fa − fa,a+2fa+1)s˜a+1 + fa+1fa,a+2s˜a + fa+1fafa+1 + fa,a+2Ra+1,a+2.
Similarly, we have
σaσa+1σa
= s˜as˜a+1s˜a + (sasa+1fa)s˜as˜a+1 + (safa+1)s˜
2
a + (safa+1)(safa)s˜a
+fas˜a+1s˜a + fa(sa+1fa)s˜a+1 + fafa+1s˜a + fafa+1fa
= s˜as˜a+1s˜a + fa+1s˜as˜a+1 + fas˜a+1s˜a
+(fafa+1 − fa,a+2fa)s˜a + fafa,a+2s˜a+1 + fafa+1fa + fa,a+2Ra,a+1.
Hence our assertion would follow from the following equalities:
fafa+1 = fa,a+2fa + fa+1fa,a+2, fa+1fa = fa,a+2fa+1 + fafa,a+2,
fa+1fafa+1 − fafa+1fa + fa,a+2(Ra+1,a+2 −Ra,a+1)
=
∑
νa=νa+1
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν)
+
∑
νa=cνa+1
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(−ya, ya+1)
ya+2 + ya
caca+2e(ν).
(3.14)
In order to show the first and the second equalities, let us show
fa,bfb,c + fb,cfc,a + fc,afa,b = 0 for distinct elements a, b, c ∈ {1, . . . , n}.(3.15)
Set ha,b = (yb − ya)−1ea,b. Then we have
fa,b = ha,b + caha,bcb = ha,b + cbha,bca,
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which yields
fa,bfb,c = (ha,b + cbha,bca)(hb,c + cchb,ccb)
= habhbc + cbha,bhb,cca + ccha,bhb,ccb + caha,bhb,ccc.
Hence (3.15) is a consequence of
ha,bhb,c + hb,chc,a + hc,aha,b = ha,bhb,chc,a
(
(ya − yc) + (yb − ya) + (yc − yb)
)
= 0.
Let us prove the last equality. Since f 2a,b belongs to the center of Kn, by the first equality
in (3.14), we have
fa+1fafa+1 − fafa+1fa + fa,a+2(f 2a − f 2a+1)
= fa+1(fafa+1 − fa+1fa,a+2) + (−fafa+1 + fa,a+2fa)fa
= fa+1(fa,a+2fa) + (−fa+1fa,a+2)fa = 0.
It follows that
fa+1fafa+1 − fafa+1fa + fa,a+2(Ra+1,a+2 −Ra,a+1) = fa,a+2(Q˜a+1,a+2 − Q˜a,a+1).
Since Q˜a,b is in Z(An), we have
fa,a+2(Q˜a+1,a+2 − Q˜a,a+1) = ha,a+2(Q˜a+1,a+2 − Q˜a,a+1) + caha,a+2(Q˜a+1,a+2 − Q˜a,a+1)ca+2,
as desired.
Thus we have constructed a superalgebra homomorphism RCn → KSn. For each
w ∈ Sn, we choose a reduced expression si1 · · · siℓ of w, and set σw = σi1 · · ·σiℓ . Then, by
the commutation relations, it is easy to see that RCn is generated by{
yacησwe(ν) ; a ∈ Zn≥0, η ∈ (Z/2Z)n, w ∈ Sn, ν ∈ Jn
}
(see Corollary 3.9 below for the notation) as a k-module. It is straightforward to verify
that its image is linearly independent in KSn. Hence RCn → KSn is injective. 
Theorem 3.8 immediately implies the following corollary.
Corollary 3.9. For each w ∈ Sn, we choose a reduced expression si1 · · · siℓ of w, and set
σw = σi1 · · ·σiℓ . Then{
yacησwe(ν) ; a ∈ Zn≥0, η ∈ (Z/2Z)n, w ∈ Sn, ν ∈ Jn
}
is a basis of RCn. Here, y
a = ya11 · · · yann for a = (a1, . . . , an) ∈ Z≥0 and cη = cη11 · · · cηnn for
η = (η1, · · · , ηn) ∈ (Z/2Z)n.
3.5. Weak Morita superequivalence between RCn and Rn. Let J , c : J → J , Jc,
pr : J → I and Q˜ = (Q˜i,j)i,j∈J be as in the preceding subsection.
Set Iodd := pr(J
c) and Ieven := I \ Iodd. Then #pr−1(i) = 1 or 2 according as i ∈ Iodd or
i ∈ Ieven. Choose J† ⊂ J such that the projection pr induces a bijection J† → I and let
rp : I → J† be its inverse.
Definition 3.10. We define RC†n = e
†RCne
†, where e† =
∑
ν∈J†n e(ν).
Since ca1 · · · cake(ν)cak · · · ca1 = e(ca1 · · · cakν), we have RCne†RCn = RCn. Hence Re-
mark 2.10 (ii) implies that RCn and RC
†
n are Morita superequivalent.
It is easy to see that RC†n is generated by the even generators {ype†}1≤p≤n, {σae†}1≤a<n,
{e(ν)}ν∈J†n and the odd generators {e†cpe†}1≤p≤n. For simplicity, we will write yp for ype†,
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σa for σae
†, {e(ν)}ν∈In for {e(ν)}ν∈J†n , and cp for cpe†. Then the defining relations for
these generators are give as follows:
(i) e(µ)e(ν) = δµνe(µ) for all µ, ν ∈ In, 1 =
∑
ν∈In e(ν),
(ii) ypyq = yqyp, cpcq = −cqcp for all 1 ≤ p < q ≤ n,
(iii) ype(ν) = e(ν)yp and cpe(ν) = e(ν)cp for any ν ∈ In,
(iv) cpe(ν) = 0 if νp ∈ Ieven, and c2pe(ν) = e(ν) if νp ∈ Iodd,
(v) cpyq = (−1)δpqyqcp,
(vi) σae(ν) = e(saν)σa, σacp = csa(p)σa,
(vii) σaype(ν) = ypσae(ν) if p 6= a, a+ 1,
(viii)
(σaya+1 − yaσa)e(ν) =

e(ν) if νa = νa+1 ∈ Ieven,
(1− caca+1)e(ν) if νa = νa+1 ∈ Iodd,
0 if νa 6= νa+1.
(ix)
(ya+1σa − σaya)e(ν) =

e(ν) if νa = νa+1 ∈ Ieven,
(1 + caca+1)e(ν) if νa = νa+1 ∈ Iodd,
0 if νa 6= νa+1.
(x) σ2ae(ν) = Q˜νa,νa+1(ya, ya+1)e(ν),
(xi) σaσb = σbσa if |a− b| > 1,
(xii)
(σa+1σaσa+1 − σaσa+1σa)e(ν)
=

Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν) if νa = νa+2 ∈ Ieven,
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν)
−caca+2 Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 + ya
e(ν) if νa = νa+2 ∈ Iodd,
0 otherwise.
Corollary 3.9 implies that the set
{yacηe(ν)σw | a ∈ Zn≥0, η ∈ (Z/2Z)n, ν ∈ In, w ∈ Sn
such that ηp = 0 as soon as νp ∈ Ieven}(3.16)
is a basis of RC†n.
Definition 3.11. For i, j ∈ I, recall that Ai,j = k〈w, z〉/〈zw − (−1)par(i) par(j)wz〉. We
define A˜i,j to be the subalgebra of Ai,j generated by w
1+par(i) and z1+par(j). Similarly, we
define Bi,j to be the commutative polynomial ring k[u, v] and denote by B˜i,j its subalgebra
generated by u1+par(i) and v1+par(j).
Then A˜i,j is commutative, and B˜i,j and A˜i,j are isomorphic by the correspondence
u1+par(i) = (−1)par(i)w1+par(i), v1+par(j) = (−1)par(j)z1+par(j).(3.17)
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Let Q˜ = (Q˜i,j(u, v))i,j∈J be as in (3.5). For i, j ∈ I, we denote by Qi,j the element of
A˜i,j ⊂ Ai,j corresponding to Q˜rp(i),rp(j) ∈ B˜rp(i),rp(j). Then we can easily see that Q :=
(Qi,j)i,j∈I satisfies the condition (3.1), and hence it defines the quiver Hecke superalgebra
Rn = Rn(Q) (see 3.1).
Remark 3.12. A different choice of J† would yield a different matrix Q′ which is within
the re-scaling of Q given in Remark 3.2. Hence the quiver Hecke superalgebra Rn(Q) does
not depend on the choice of J† up to isomorphism.
For each β =
∑
i∈I miαi ∈ Q+ :=
∑
i∈I Z≥0αi with ht(β) :=
∑
i∈I mi = n, we define
Rβ = eβRneβ, RCβ = e
J (β)RCne
J(β) and RC†β = eβRC
†
neβ ,(3.18)
where
Iβ = {(i1, . . . , in) ∈ In ;
∑n
a=1 αia = β} , eβ =
∑
ν∈Iβ e(ν),
Jβ =
{
(j1, . . . , jn) ∈ Jn ;
∑n
a=1 αpr(ja) = β
}
, eJβ =
∑
ν∈Jβ e(ν).
It is easy to see that eβ is a central even idempotent and Rn =
⊕
ht(β)=n
Rβ.
Theorem 3.13. For each β =
∑
i∈I miαi ∈ Q+, we have a k-superalgebra isomorphism
Rβ ⊗ Cℓ ∼−−→RC†β,
where ℓ =
∑
i∈Iodd
mi. In particular, if k contains
√−1, then Rβ and RCβ are weakly
Morita superequivalent.
For the notion of weak Morita superequivalence, see § 2.4.
Proof. To prove our theorem, we use the following strategy.
(a) We first construct the elements {xp}1≤p≤n, {τa}1≤a<n, {e(ν)}ν∈Iβ in RC†β which satisfy
the defining relations for Rβ.
(b) We then construct the elements {Ci}1≤i≤ℓ in RC†β satisfying the relations CiCj +
CjCi = 2δi,j (1 ≤ i, j ≤ ℓ) for the Clifford superalgebra.
(c) We show that the Ci’s supercommute with the xpe(ν)’s and the σae(ν)’s.
(d) Finally, we prove that the resulting superalgebra homomorphism Rβ ⊗ Cℓ ∼−−→RC†β is
an isomorphism.
(a) Let us choose γi,j ∈ k× (i, j ∈ I) such that
(i) γi,j = 1 if i ∈ Ieven or j ∈ Ieven,
(ii) γi,jγj,i = −1/2 if i, j ∈ Iodd and i 6= j,
(iii) γi,i = 1/2 if i ∈ Iodd.
(3.19)
It is obvious that such
(
γi,j
)
i,j∈I
exists. We define
xpe(ν) =
{
cpype(ν) if νp ∈ Iodd,
ype(ν) if νp ∈ Ieven,
τae(ν) = γνa,νa+1(ca − ca+1)par(νa)par(νa+1)σae(ν).
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Then we can easily check the commutation relations
xaxbe(ν) = (−1)par(νa)par(νb)xbxae(ν) for a 6= b,
τaxpe(ν) = (−1)par(νp)par(νa)par(νa+1)xpτae(ν) for p 6= a, a+ 1,
(τaxa+1 − xaτa)e(ν) = (xa+1τa − τaxa)e(ν) = δνa,νa+1e(ν)
if νa ∈ Ieven or νa+1 ∈ Ieven.
Here, we have used (3.19 i). If νa ∈ Iodd and νa+1 ∈ Iodd, then we also have the relations
(τaxa+1 + xaτa)e(ν) = (xa+1τa + τaxa)e(ν) = δνa,νa+1e(ν).
Indeed, using (3.19 ii), we have
(τaxa+1 + xaτa)e(ν) = γνa,νa+1((ca − ca+1)σaca+1ya+1 + caya(ca − ca+1)σa)e(ν)
= γνa,νa+1(1 + caca+1)(σaya+1 − yaσa)e(ν)
= γνa,νa+1δνa,νa+1(1 + caca+1)(1− caca+1)e(ν)
= δνa,νa+1e(ν),
and
(xa+1τa + τaxa)e(ν) = γνa,νa+1(ca+1ya+1(ca − ca+1)σa + (ca − ca+1)σacaya)e(ν)
= γνa,νa+1(1− caca+1)(ya+1σa − σaya)e(ν)
= γνa,νa+1δνa,νa+1(1− caca+1)(1 + caca+1)e(ν)
= δνa,νa+1e(ν)
as expected.
Let us show the relation
τ 2ae(ν) = Qνa,νa+1(xa, xa+1)e(ν).(3.20)
Note that
y2ke(ν) = −x2ke(ν) if νk ∈ Iodd,(3.21)
implies
Q˜νa,νa+1(ya, ya+1)e(ν) = Qνa,νa+1(xa, xa+1)e(ν).
Hence (3.20) is obvious unless νa, νa+1 ∈ Iodd. If νa, νa+1 ∈ Iodd, by (3.19 ii), we have
τ 2a e(ν) = −γνa,νa+1γνa+1,νa(ca − ca+1)2σ2ae(ν) = Q˜νa,νa+1(ya, ya+1)e(ν).
Let us show the commutation relation (vii) in Definition 3.1. We first note that
(ca − cb)cce(ν) = −csab(c)(ca − cb)e(ν) if a 6= b and νa, νb ∈ Iodd,(3.22)
(ca − cb)2e(ν) = (par(νa) + par(νb))e(ν) if a 6= b,(3.23)
where sab is the transposition of a and b.
Set
∆ := (τa+1τaτa+1 − τaτa+1τa)e(ν).
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Then we have
τa+1τaτa+1e(ν) = γνa,νa+1(ca+1 − ca+2)par(νa)par(νa+1)σa+1
γνa,νa+2(ca − ca+1)par(νa)par(νa+2)σa
γνa+1,νa+2(ca+1 − ca+2)par(νa+1)par(νa+2)σa+1e(ν)
= γνa,νa+1γνa,νa+2γνa+1,νa+2
(ca+1 − ca+2)par(νa)par(νa+1)(ca − ca+2)par(νa)par(νa+2)
(ca − ca+1)par(νa+1)par(νa+2)σa+1σaσa+1e(ν),
and
τaτa+1τae(ν) = γνa+1,νa+2(ca − ca+1)par(νa+1)par(νa+2)σa
γνa,νa+2(ca+1 − ca+2)par(νa)par(νa+2)σa+1
γνa,νa+1(ca − ca+1)par(νa)par(νa+1)σae(ν)
= γνa,νa+1γνa,νa+2γνa+1,νa+2
(ca − ca+1)par(νa+1)par(νa+2)(ca − ca+2)par(νa)par(νa+2)
(ca+1 − ca+2)par(νa)par(νa+1)σaσa+1σae(ν).
We can check easily
(ca+1 − ca+2)s2(ca − ca+2)s0(ca − ca+1)s1e(sasa+1saν)
= (ca − ca+1)s1(ca − ca+2)s0(ca+1 − ca+2)s2e(sasa+1saν)
in the case s0 = s1s2 = 0 and the case s0 − 1 = s1 − s2 = 0. Indeed, by (3.22), we have
(ca+1 − ca+2)s(ca − ca+2)(ca − ca+1)se(ν)
= (ca+1 − ca+2)s(−ca+2 + ca+1)s(ca − ca+2)e(ν)
= (1 + par(νa+1))
s(ca − ca+2)e(ν).
(3.24)
Hence we have
∆ = γνa,νa+1γνa,νa+2γνa+1,νa+2
(ca+1 − ca+2)par(νa)par(νa+1)(ca − ca+2)par(νa)par(νa+2)
(ca − ca+1)par(νa+1)par(νa+2)(σa+1σaσa+1 − σaσa+1σa)e(ν),
which vanishes when νa 6= νa+2.
Assume νa = νa+2 = i and νa+1 = j. Then
∆ = γi,iγi,jγj,i(ca+1 − ca+2)par(i)par(j)(ca − ca+2)par(i)
(ca − ca+1)par(i)par(j)(σa+1σaσa+1 − σaσa+1σa)e(ν).
If i ∈ Ieven, we have
∆ =
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya e(ν)
=
Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)
xa+2 − xa e(ν).
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If i ∈ Iodd, then
∆ =
1
2
(−1
2
)par(j)(ca+1 − ca+2)par(j)(ca − ca+2)(ca − ca+1)par(j)
(σa+1σaσa+1 − σaσa+1σa)e(ν).
By (3.24), we have (ca+1 − ca+2)par(j)(ca − ca+2)(ca − ca+1)par(j) = 2par(j)(ca − ca+2). Hence
∆ =
(−1)par(j)
2
(ca − ca+2)
(Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 − ya
− caca+2 Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
ya+2 + ya
)
e(ν)
=
(−1)par(j)
2
(
(ca − ca+2)(ya+2 + ya)− (ca − ca+2)caca+2(ya+2 − ya)
)
Q˜νa,νa+1(ya+2, ya+1)− Q˜νa,νa+1(ya, ya+1)
y2a+2 − y2a
e(ν).
Since
(ca − ca+2)(ya+2 + ya)− (ca − ca+2)caca+2(ya+2 − ya)
= 2
(
caya − ca+2ya+2
)
= 2(xa − xa+2),
we finally obtain
∆ = (−1)par(j)(xa − xa+2)Qνa,νa+1(xa+2, xa+1)−Qνa,νa+1(xa, xa+1)−x2a+2 + x2a
e(ν).
The other commutation relations are obvious.
(b) For ν ∈ Iβ, we define 1 ≤ p1(ν) < · · · < pℓ(ν) ≤ n as a unique sequence of integers
such that {a ; 1 ≤ a ≤ n and νa ∈ Iodd} = {pk(ν) ; 1 ≤ k ≤ ℓ}. Set Ck =
∑
ν∈Iβ cpk(ν)e(ν).
It is easy to see that CkCj + CjCk = 2δkj and Cke(ν) = e(ν)Ck.
(c) Let us show Ckxae(ν) = (−1)par(νa)xae(ν)Ck. Since it is obvious if νa ∈ Ieven, we assume
that νa ∈ Iodd. By the definition, we have Ckxae(ν) = cpk(ν)cayae(ν). If pk(ν) 6= a, then
cpk(ν) anticommutes with ca and commutes with yae(ν). If pk(ν) = a, then cpk(ν) commutes
with ca and anticommutes with yae(ν). Hence in both cases, cpk(ν) anticommutes with
xae(ν) = cayae(ν).
Let us show
Ckτae(ν) = (−1)par(νa)par(νa+1)τae(ν)Ck.(3.25)
It is obvious if νa ∈ Ieven or νa+1 ∈ Ieven. Assume that νa, νa+1 ∈ Iodd. Then we have
Ckτae(ν) = Cke(saν)τae(ν) = cpk(saν)(ca − ca+1)γνa,νa+1σae(ν).
Since pk(saν) = pk(ν), by (3.22), we have
cpk(saν)(ca − ca+1)σa = −(ca − ca+1)csapk(ν)σa = −(ca − ca+1)σacpk(ν),
which implies (3.25).
Now assume that one of νa or νa+1 belongs to Iodd and the other belongs to Ieven. In
this case pk(saν) = sa(pk(ν)) holds, and hence we have
Ckτae(ν) = cpk(saν)σae(ν) = csa(pk(ν))σae(ν) = σacpk(ν)e(ν) = σae(ν)Ck.
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Thus we have constructed a superalgebra homomorphism Rn ⊗ Cℓ → RC†n.
(d) It is obvious that Rn ⊗ Cℓ is generated by{
xaτwe(ν)⊗ Cη ; a ∈ Zn≥0, w ∈ Sn, ν ∈ In, η ∈ (Z/2Z)ℓ
}
as a k-module. Its image by the homomorphism Rn ⊗ Cℓ → RC†n forms a basis of RC†n as
a k-module by (3.16). Hence Rn ⊗ Cℓ → RC†n is bijective. 
Remark 3.14. We have constructed I and Q =
(
Qi,j(w, z)
)
i,j∈I
starting from J and(
Q˜i,j(u, v)
)
i,j∈J
. Conversely, we can construct J and
(
Q˜i,j(u, v)
)
i,j∈J
starting from I and
Q =
(
Qi,j(w, z)
)
i,j∈I
. Assume that I = Ieven ⊔ Iodd and Q =
(
Qi,j(w, z)
)
i,j∈I
are given so
that (3.1) is satisfied. Then set J = (Ieven × {0, 1}) ⊔ (Iodd × {0}). Let pr : J → I be the
canonical map, and let c be the involution given by c(i, ε) = (i, 1 − ε) for i ∈ Ieven and
c(i, 0) = (i, 0) for i ∈ Iodd. For i, j ∈ I, let A˜i,j ⊂ Ai,j and B˜i,j ⊂ Bi,j be the algebras as
in Definition 3.11, and let A˜i,j ≃ B˜i,j be the isomorphism given in (3.17). Let Q′i,j ∈ B˜i,j
be the element corresponding to Qi,j ∈ A˜i,j . Define
Q˜(i,ε),(i′,ε′)(u, v) = Q
′
i,i′((−1)εu, (−1)ε
′
v) for (i, ε), (i′, ε′) ∈ J.
Then (Q˜j,j′)j,j′∈J satisfies the condition (3.5).
Combining Theorem 3.13 with Remark 3.14 and Corollary 3.9, we immediately obtain
the following corollary.
Corollary 3.15. Let I = Ieven ⊔ Iodd and let Q =
(
Qi,j(w, z)
)
i,j∈I
be a family of skew
polynomials satisfying the conditions (3.1). Let Rn(Q) be the associated quiver Hecke k-
superalgebra. For each w ∈ Sn, we choose a reduced expression si1 · · · siℓ of w and write
τw = τi1 · · · τiℓ . Then {
xaτwe(ν) ; a ∈ Zn≥0, w ∈ Sn, ν ∈ In
}
is a basis of Rn(Q).
3.6. Quiver Hecke superalgebra associated with generalized Cartan matrices.
Let I be a finite index set with a decomposition I = Iodd ⊔ Ieven and let A = (ai,j)i,j∈I be
a symmetrizable generalized Cartan matrix indexed by I. We assume that
ai,j ∈ 2Z if i ∈ Iodd.(3.26)
For i, j ∈ I, let Si,j be the set of (r, s) where r and s are integers satisfying the following
conditions:
(i) 0 ≤ r ≤ −ai,j , 0 ≤ s ≤ −aj,i,
(ii) aj,ir + ai,js = −ai,jaj,i,
(iii) r ∈ 2Z if i ∈ Iodd,
(iv) s ∈ 2Z if j ∈ Iodd.
(3.27)
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Let {ti,j;r,s}i 6=j, (r,s)∈Si,j be a family of indeterminates such that ti,j;r,s = tj,i;s,r and ti,j;−ai,j ,0
is invertible, and let kA be the algebra Z[1/2][{ti,j;r,s}][{(ti,j,−ai,j,0)−1}]. We take Q =
(Qi,j)i,j∈I , where
Qi,j(w, z) =
∑
(r,s)∈Si,j
ti,j;r,sw
rzs ∈ kA〈w, z〉/〈zw − (−1)par(i) par(j)wz〉
for i 6= j and Qi,j = 0 for i = j. We write Rn = Rn(A) = Rn(Q) for the associated quiver
Hecke kA-superalgebra.
Let J = I × {0} ⊔ Ieven × {1} and Q˜ = (Q˜i,j)i,j∈J associated with I and Q as in
Remark 3.14. Then we can define the quiver Hecke-Clifford kA-superalgebra RCn =
RCn(A) := RCn(Q˜). Note that Rn and RCn are (Z × (Z/2Z))-graded via the following
assignment.
deg e(ν) = (0; 0), deg xpe(ν) = ((ανp, ανp); par(νa)),
deg τae(ν) = (−(ανa , ανa+1); par(νa)par(νa+1)),
and
deg ype(ν) = ((ανp, ανp); 0), deg cpe(ν) = (0; 1),
deg σae(ν) = (−(ανa , ανa+1); 0).
If kA → k is a ring homomorphism, we can consider the superalgebra k⊗kA Rn, which
will be called the quiver Hecke superalgebra associated with a generalized Cartan matrix
A.
3.7. Cyclotomic quiver Hecke superalgebras. Let Q∨:=⊕i∈IZhi be the coroot lattice
with the bilinear form Q∨×Q→ Z by 〈hi, αj〉 = ai,j. Let P :=Hom(Q∨,Z) be the weight
lattice, and
(
Λi
)
i∈I
the dual basis of
(
hi
)
i∈I
. Set
P+ := {λ ∈ P ; λ(hi) ≥ 0 for any i ∈ I} .
For Λ ∈ P+, set xΛ1 =
∑
ν∈In x
Λ(hν1 )
1 e(ν) ∈ Rn. We define
RΛn = Rn/Rnx
Λ
1Rn = Rn/
( ∑
ν∈In
x
Λ(hν1 )
1 e(ν)Rn
)
,
RΛβ = Rβ/Rβx
Λ
1Rβ for β ∈ Q+,
and call them the cyclotomic quiver Hecke superalgebras. Similarly, we can define the
cyclotomic quiver Hecke-Clifford superalgebras RCΛn and RC
Λ
β . By Theorem 3.13 the su-
peralgebras RΛβ and RC
Λ
β are weakly Morita superequivalent. Note that RC
Λ
n and R
Λ
n are
finitely generated k-modules.
3.8. Completion of RCn. For the data J , c,
(
Q˜i,j
)
i,j∈J
as in § 3.3, let RCn be the
associated quiver Hecke-Clifford superalgebra. Let a be the ideal of k[y1, . . . , yn] generated
by y1, . . . , yn. Then we have
for any s ∈ RCn, there exists m such that sak+m ⊂ akRCn.
Indeed, it is enough to verify this for the generators, and it is obvious for yp and cp. The
case for s = σa follows from Lemma 3.6.
Hence we can easily see that the superalgebra structure of RCn induces a superalgebra
structure on lim←−
k
RCn/a
kRCn.
28 SEOK-JIN KANG, MASAKI KASHIWARA, AND SHUNSUKE TSUCHIOKA
Definition 3.16. We define the completion R̂Cn of RCn to be
R̂Cn = lim←−
k
RCn/a
kRCn ≃ k[[y1, . . . , yn]] ⊗k[y1,...,yn] RCn.
Then the formula (3.7) holds in R̂Cn for all f ∈ k[[y1, . . . , yn]]. The algebra R̂Cn
contains
⊕
ν∈J
k[[y1, . . . , yn]]e(ν) as a subalgebra.
4. Relation to the affine Hecke-Clifford superalgebras
In the rest of this article, k is an algebraically closed field of characteristic 6= 2. We fix
a non-zero element q ∈ k× and set ξ = q − q−1. We assume
(q2)2 6= 1.(4.1)
The purpose of this section is to prove that the affine Hecke-Clifford superalgebras are
isomorphic to quiver Hecke-Clifford superalgebras after a completion.
4.1. Affine Hecke-Clifford superalgebra. For a more comprehensive treatment of the
affine Hecke-Clifford superalgebra and its cyclotomic quotients, see [BK3] and the refer-
ences therein.
Definition 4.1. Let n ≥ 0 be an integer. The affine Hecke-Clifford superalgebra AHCn of
degree n is the k-superalgebra generated by the even generators X±11 , . . . , X
±1
n , T1, . . . , Tn−1
and the odd generators C1, . . . , Cn with the following relations:
(i) XiX
−1
i = X
−1
i Xi = 1, XiXj = XjXi for all 1 ≤ i, j ≤ n,
(ii) CiCj + CjCi = 0 (i 6= j) and C2i = 1,
(iii) T 2i = ξTi + 1, TiTj = TjTi (|i− j| > 1), TiTi+1Ti = Ti+1TiTi+1,
(iv) TiCj = CjTi (j 6= i, i+ 1), TiCi = Ci+1Ti for all 1 ≤ i ≤ n− 1,
(v) CiXj = XjCi for all i 6= j and CiX±1i = X∓1i Ci,
(vi) TiXj = XjTi (j 6= i, i+ 1), (Ti + ξCiCi+1)XiTi = Xi+1.
It is known that AHCn has a PBW-type basis.
Proposition 4.2. For each w ∈ Sn, let w = si1 · · · siℓ be a reduced expression and set
Tw = Ti1 · · ·Tiℓ (which is independent of the choice of a reduced expression). Then AHCn
is a free left k[X±11 , . . . , X
±1
n ]-module with a basis
{CηTwe(ν) ; η ∈ (Z/2Z)n, w ∈ Sn, ν ∈ Jn} ,
where Cη = Cη11 · · ·Cηnn for η = (η1, . . . , ηn) ∈ (Z/2Z)n.
4.2. Intertwiners. We recall the definition of intertwiners of AHCn ([Naz],[Kle, §14.8]
??):
Φa = Ta + ξ
Xa+1
Xa −Xa+1 + ξCaCa+1
XaXa+1
XaXa+1 − 1 ∈ k(X1, . . . , Xn) ⊗k[X±11 ,...,X±1n ]
AHCn.(4.2)
They satisfy the relations:
ΦaXi = Xsa(i)Φa and ΦaCi = Csa(i)Φa.(4.3)
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Setting
K(u, v) = u2 − (q2 + q−2)uv + v2 + 4(q − q−1)2,
F (Xa, Xa+1) =
X2aX
2
a+1 K(Xa +X
−1
a , Xa+1 +X
−1
a+1)
(Xa −Xa+1)2(XaXa+1 − 1)2 ,
we have
Φ2a = F (Xa, Xa+1).(4.4)
Note that by setting wk = Xk +X
−1
k = 2
λk + λ
−1
k
q + q−1
(k = 1, 2), we have
K(w1, w2) =
4
(q + q−1)2λ21λ
2
2
(λ1 − q2λ2)(λ1 − q−2λ2)(λ1λ2 − q2)(λ1λ2 − q−2),
F (X1, X2) =
(λ2 − q2λ1)(λ2 − q−2λ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
(λ2 − λ1)2(λ2 − λ−11 )2
.
(4.5)
Moreover, the Φa’s satisfy the braid relations:
ΦaΦc = ΦcΦa (|a− c| > 1), ΦaΦa+1Φa = Φa+1ΦaΦa+1.
4.3. Localization of AHCn. For a finite-dimensional representation of AHCn, we con-
sider the simultaneous eigenspaces of the Xi’s. Let us denote by A
1 the one-dimensional
affine space and by T the algebraic torus A1 \ {0}. We denote by TX the variety T with
X as a coordinate. It plays a role of the set of eigenvalues of Xk. Let c : TX → TX be the
involution of TX given by c(X) = X
−1 (corresponding to Definition 4.1 (v)).
For an algebraic variety X over k and its k-valued point x, let us denote by OX,x the
germ of the structure sheaf OX at x, by ÔX,x its completion, and by Frac(ÔX,x) its fraction
field. For p such that 1 ≤ p ≤ n, let us denote by cp : Tn → Tn the involution
(X1, . . . , Xn) 7→ (X1, . . . , Xp−1, X−1p , Xp+1, . . . , Xn),
and by the same letter cp the induced isomorphism Frac(ÔTn,q) ∼−−→ Frac(ÔTn,cp(q)) (q ∈
Tn). For 1 ≤ p < n, we denote by sp : Tn → Tn the involution
(X1, . . . , Xn) 7→ (X1, . . . , Xp−1, Xp+1, Xp, Xp+2, . . . , Xn),
and by the same letter sp the induced isomorphism Frac(ÔTn,q) ∼−−→Frac(ÔTn,sp(q)). Simi-
larly, we denote by sp : T
n → Tn the involution
(X1, . . . , Xn) 7→ (X1, . . . , Xp−1, X−1p+1, X−1p , Xp+2, . . . , Xn),
and the induced isomorphism Frac(ÔTn,q) ∼−−→Frac(ÔTn,sp(q)). Clearly, we have sp =
cpcp+1sp.
Let us denote by HCn the k-superalgebra generated by Cp (1 ≤ p ≤ n), Ta (1 ≤ a < n)
with (ii)–(iv) in Definition 4.1 as the defining relations. The superalgebra HCn is called
the Hecke-Clifford superalgebra and can be regarded as a subsuperalgebra of AHCn.
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Definition 4.3. Let J be a finite subset of TX invariant under c, and let X : J → TX be
the inclusion map. We define the commutative k-algebras
On =
⊕
ν∈Jn
ÔTn,X(ν)e(ν), Kn =
⊕
ν∈Jn
Frac(ÔTn,X(ν))e(ν),
where X(ν) = (X(ν1), . . . , X(νn)) ∈ Tn for ν = (ν1, . . . , νn). We define the algebra
structure on
KHCn = Kn ⊗k HCn
by
(4.6)
Cpe(ν)f = e(cpν)cp(f)Cp (1 ≤ p ≤ n),
Tae(ν)f = e(saν)sa(f)Ta − ξ e(ν)f − e(saν)saf
XaX
−1
a+1 − 1
− ξCaCa+1 e(ν)f − e(saν)sa(f)
X−1a X
−1
a+1 − 1
for ν ∈ Jn, 1 ≤ a < n, f ∈ Frac(ÔTn,X(ν)).
We define OHCn to be the subsuperalgebra On ⊗HCn of KHCn.
Let us denote by aJ the ideal of k[X
±1
1 , . . . , X
±1
n ] consisting of functions which vanish
on {X(ν) ; ν ∈ Jn}. Then we have
On ≃ lim←−
k
k[X±11 , . . . , X
±1
n ]/a
k
J ,
OHCn ≃ lim←−
k
AHCn/akJAHCn,
KHCn ≃ Kn ⊗On OHCn.
Thus there exists a k-superalgebra homomorphism AHCn → OHCn, which is injective if
J is not empty.
Let AHCn-mod be the category of AHCn-modules finite-dimensional over k. Let C(J)
be the full subcategory of AHCn-mod consisting ofM ∈ AHCn-mod whose Xk-eigenvalues
lie in {X(i) ; i ∈ J} for all 1 ≤ k ≤ n. For such an M and ν ∈ Jn, let e(ν) be the
projection operator ofM onto the simultaneous generalized eigenspace of
(
Xk
)
1≤k≤n
with(
X(νk)
)
1≤k≤n
as eigenvalues. Then M has a natural structure of OHCn-module. Thus
C(J) is equivalent to the category OHCn-mod of OHCn-modules finite-dimensional over
k. We have
Φae(ν) = e(saν)Φa for any 1 ≤ a < n.(4.7)
Indeed, this formula must hold since Φa is an intertwiner, and the definition (4.6) is
equivalent to Φae(ν)f = e(saν)sa(f)Φa for f ∈ Frac(ÔTn,X(ν)).
4.4. Dynkin diagram. Let us denote by A1w the one-dimensional affine space A
1 with
the coordinate w. Let pr : TX → A1w be the map pr(X) = X +X−1. Hence the fiber of pr
is of the form {j, c(j)} for some j ∈ TX . Let Tλ be the variety T with the coordinate λ.
Let g : Tλ → A1w be the map g(λ) = 2
λ+ λ−1
q + q−1
. Thus these three varieties are related by
TX
pr
// A1w Tλ.
g
oo
QUIVER HECKE SUPERALGEBRAS 31
We will regard A1w as the set of vertices of a Dynkin diagram. We consider a Q-vector
space with {αw}w∈A1w as a basis, and define an inner product on it as follows:
(αw, αw) =

1 if #pr−1(w) = 1,
4 if #g−1(w) = 1,
2 otherwise,
if w1 6= w2 and K(w1, w2) = 0, then
(αw1 , αw2) =
−2 if (αw1, αw1) = 4 or (αw2, αw2) = 4,−1 if (αw1, αw1), (αw2, αw2) 6= 4,
if w1 6= w2 and K(w1, w2) 6= 0, then
(αw1 , αw2) = 0.
(4.8)
Note that by (4.5), K(w1, w2) = 0 if and only if λ1 = q
±2λ2 or λ1 = q
±2λ−12 when writing
wk = g(λk) = 2
λk + λ
−1
k
q + q−1
(k = 1, 2). The generalized Cartan matrix
(
aw,w′
)
w,w′∈A1w
is given
by aw,w′ = 2(αw, αw′)/(αw, αw).
Set (A1w)odd = {pr(±1)} = {g(±q)} and (A1w)even = A1w \ A1odd. Then A1w decomposes
into the even part and the odd part.
The connected components of the Dynkin diagram A1w are classified as follows. (The
odd vertices are marked by ×.)
(i) when q2 is not a root of unity, there are three types of connected components.
(a)
{
g(ζq2k) ; k ∈ Z} for some ζ 6∈ ±qZ, where ±qZ = {±qk ; k ∈ Z}. The Dynkin
diagram is of type A∞.
ζ ζq2ζq−2
(b)
{
g(εq2k+1) ; k ∈ Z≥0
}
(ε = ±1). The Dynkin diagram is of type B∞.
±q5±q3±q
×
(c)
{
g(εq2k) ; k ∈ Z≥0
}
(ε = ±1). The Dynkin diagram is of type C∞.
±q4±q2±1
(ii) When q2 is a primitive ℓ-th root of unity, there are three types of connected compo-
nents.
(a)
{
g(ζq2k) ; k ∈ Z/ℓZ} for some ζ 6∈ ±qZ. The Dynkin diagram is of type A(1)ℓ−1.
ζq4ζq2ζ ζq2(ℓ−1)
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(b) {g(±q), . . . , g(±q2s+1)} when ℓ is odd (ℓ = 2s + 1 with s ≥ 1). In this case
q2s+1 = ±1. The Dynkin diagram is of type A(2)2s .
±q3±q
× ((q2)3 = 1)
±q3±q
×
±q2s−1±q2s+1
(s > 1)
(c) {g(±1), g(±q2), . . . , g(±q2s))} when ℓ is even (ℓ = 2s with s ≥ 2). In this case
q2s = −1. The Dynkin diagram is of type C(1)s .
±q2±1 ±q2(s−1) ±q2s = ∓1
(d) {g(±q), g(±q3), . . . , g(±q2s−3), g(±q2s−1)} where ℓ is even (ℓ = 2s with s ≥ 2).
In this case, q2s = −1. The Dynkin diagram is of type D(2)s .
±q3 = (∓q)−1
×
±q
× (s = 2, (q2)2 = −1)
±q3±q
×
±q2s−3 ±q2s−1 = (∓q)−1
× (s > 2)
Observe that any vertex of A1w has one or two edges, and {g(q), g(−q), g(1), g(−1)} is
the set of points with one edge. Note that the odd vertices have the minimal length.
Let J be a finite subset of TX invariant under c, and let X : J → TX be the inclusion
map. Let I be the image of the composition J
X−→ TX pr−→ A1w, and we also denote by
pr : J → I the surjection. Set Jc := {j ∈ J ; c(j) = j} and Iodd = pr(Jc) = I ∩ {g(±q)},
Ieven = I \ Iodd.
We choose a function h : I → Tλ such that{
• g(h(i)) = i,
• if (αi, αi′) < 0, then h(i) = q±2h(i′) for any i, i′ ∈ I,
(4.9)
Such a function h exists. Indeed, it is enough to show it for a connected component of
Aw. Since any vertices has at most two edges, the assertion is obvious when the connected
component has no loop, and the remaining case (iia) can be checked directly.
We define the map λ : J → Tλ by λ(j) = h(pr(j)). Hence we have X(j) + X(j)−1 =
2
λ(j) + λ(j)−1
q + q−1
. Since h : I → Tλ is injective, we have
for j, j′ ∈ J , we have λ(j) = λ(j′) if and only if j = j′ or j = c(j′).(4.10)
We choose a function ε : J → {0, 1} such that ε−1(0)→ I is bijective. Hence we have
ε(cj) = 1− ε(j) for j ∈ J \ Jc, and ε(j) = 0 for j ∈ Jc.
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For i, j ∈ J , we write (i, j) for (αpr(i), αpr(j)) and ai,j := 2(i, j)/(i, i). For i, j ∈ J such
that i 6= j and ε(i) = ε(j) = 0, we choose
Q˜i,j(u, v) =
{
±(u−ai,j − v−aj,i) if (i, j) < 0,
1 if (i, j) = 0,
(4.11)
where we choose ± such that Q˜i,j(u, v) = Q˜j,i(v, u).
We can extend uniquely the definition of Q˜i,j for all i, j ∈ J such that the conditions
in (3.5) hold; namely,
Q˜i,j(u, v) = Q˜cε(i)(i), cε(j)(j)((−1)ε(i)u, (−1)ε(j)v).(4.12)
Then we can associate to the data {Q˜i,j}i,j∈J the quiver Hecke-Clifford superalgebra
RCn and its completion R̂Cn.
The following theorem is a main result of this section.
Theorem 4.4. We have R̂Cn ≃ OHCn.
The rest of this subsection is devoted to the proof of this theorem.
4.5. Proof of Theorem 4.4.
4.5.1. Strategy of the proof. We will construct the elements yk ∈ On ⊂ OHCn (k =
1, . . . , n) and s˜a ∈ KHCn (a = 1, . . . , n− 1) such that
(i) ype(ν) ∈ (ÔTn,X(ν))×
(
Xp −X(νp)
)
e(ν),
(ii) Caype(ν) = (−1)δa,pype(caν)Ca,
(iii) s˜2a = Ra,a+1 (see (3.9)),
(iv) {s˜a}1≤a<n satisfies the braid relations (see (3.4)),
(v) s˜aCk = Csa(k)s˜a, s˜ayk = ysa(k)s˜a,
(vi) setting σa := s˜a + fa,a+1 (see (3.12)), the element σae(ν) belongs
to Tae(ν)(ÔTn,X(ν))
× + On〈C1, · · · , Cn〉.
(4.13)
Setting ck = Ck, the elements yp , cp (p = 1, . . . , n), σa (a = 1, . . . , n−1) satisfy the defining
relations of RCn by Theorem 3.8. Hence we obtain a homomorphism F : R̂Cn → OHCn.
By Corollary 3.9, {cησw}η ∈ (Z/2Z)n, w ∈ Sn is a basis of R̂Cn as a left On-module. On the
other hand, it is easy to see that its image by F forms a basis of OHCn as a left On-module
by Proposition 4.2. Hence we conclude that F : R̂Cn → OHCn is an isomorphism.
Now we will construct yk ∈ On (k = 1, . . . , n) and s˜a ∈ KHCn (a = 1, . . . , n− 1) which
satisfy the condition (4.13).
4.5.2. Definition of yp e(ν).
We will construct yp e(ν) such that
ype(ν) ∈ (ÔTn,X(ν))× (Xp −X(νp))e(ν),
Caype(ν) = (−1)δapype(caν)Ca.
Let C be the subscheme of TX × Tλ defined by the equation
X +X−1 = 2
λ+ λ−1
q + q−1
.
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Then C is a smooth curve and we have a Cartesian product
C //

Tλ
g

TX
pr
// Aw.
Then for every i ∈ J , it induces the injective homomorphisms
ÔTX ,X(i)֌ ÔC,(X(i),λ(i))֋ ÔTλ,λ(i).(4.14)
Let us set Oi := ÔTX ,X(i) = k[[X − X(i)]] and O˜i := ÔC, (X(i), λ(i)), and we regard Oi as
a subalgebra of O˜i. The algebra Oi is a discrete valuation ring with the maximal ideal
mi := Oi(X −X(i)). The indeterminates X and λ are considered as elements of O˜i and
they satisfy X + X−1 = 2
λ+ λ−1
q + q−1
. Let ci : Oi → Oc(i) be the homomorphism induced
by the map X 7→ X−1. For 1 ≤ a ≤ n, let us denote by qa,ν : Oνa −−→ ÔTn,X(ν)e(ν) the
homomorphism induced by the a-th projection (X1, . . . , Xn) 7→ Xa.
Recall that ε : J → {0, 1} is a map such that ε−1(0)→ I is bijective. For all i ∈ J with
ε(i) = 0, we will construct yi ∈ Oi such that{
(i) yi ∈ O×i (X −X(i)),
(ii) if c(i) = i, then ci(yi) = −yi,
(4.15)
and define
yae(ν) =
{
qa,ν(yνa) if ε(νa) = 0,
−caqa,caν(yc(νa)) if ε(νa) = 1.
Then we have ype(ν) ∈ (ÔTn,X(ν))× (Xp −X(νp))e(ν) and Caype(ν) = (−1)δapype(caν)Ca.
Now, we will construct yi for i ∈ J such that ε(i) = 0. We choose ψ(λ) ∈ ÔTλ,1 such
that
ψ ∈ (ÔT,1)×(λ− 1),
ψ(λ−1) = −ψ(λ).(4.16)
For example, we can take (λ− 1)/(λ+ 1) or λ− λ−1 as ψ(λ).
• Case λ(i) 6= ±1,±q,±q−1.
The projections C → TX and C → Tλ are e´tale at (X(i), λ(i)), and hence we have
isomorphisms
k[[X −X(i)]] = Oi ∼−−→ O˜i = ÔC, (X(i),λ(i)) ∼←−− ÔTλ,λ(i) = k[[λ− λ(i)]].
We define yi ∈ Oi by yi = ψ(λ(i)−1λ).
• Case λ(i) = ±q,±q−1.
In this case, we have X(i) = ±1 and
k[[X −X(i)]] = Oi = ÔT,X(i) ∼−−→ O˜i = ÔC, (X(i),λ(i)) ֋ ÔTλ,λ(i) = k[[λ− λ(i)]].
Then ÔTλ,λ(i) is identified with {f(X) ∈ Oi ; c(f) = f}. (Recall that c(f)(X) = f(X−1).)
Since Oiψ(λ(i)
−1λ) = m2i , there exists yi ∈ Oi such that y2i = ψ(λ(i)−1λ). Then yi
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generates the maximal ideal mi. Since c(yi)
2 = y2i and c(yi) cannot be equal to yi, we
obtain c(yi) = −yi.
• Case λ(i) = ±1.
In this case, we have
ÔTX ,X(i)֌ ÔC, (X(i),±1)
∼←−− ÔTλ,±1.
Then Oi is identified with
{
f(λ) ∈ ÔTλ,±1 ; f(λ−1) = f(λ)
}
. Hence ψ(λ(i)−1λ)2 belongs
to Oi. We define yi ∈ Oi by yi = ψ(λ(i)−1λ)2. Then we have mi = Oiyi.
4.5.3. Definition of s˜ae(ν). We will define s˜ae(ν) for 1 ≤ a < n and ν ∈ Jn.
In the preceding subsection, we have constructed yi ∈ Oi such that yae(ν) = qa,ν(yνa)
for any ν ∈ Jn. For i, j ∈ J , let us denote
Oi,j = ÔT2,(X(i),X(j)) and O˜i,j = ÔC×C, ((X(i),λ(i)),(X(j),λ(j))).
We regard Oi,j as a subalgebra of O˜i,j. Let r
1
i,j : O˜i → O˜i,j and r2i,j : O˜j → O˜i,j be the
algebra homomorphisms induced by the first and second projections from C × C to C,
respectively. We write y1 for r
1
i,j(yi) ∈ Oi,j and y2 for r2i,j(yj) ∈ Oi,j. Similarly, we define
λ1 ∈ O˜i,j and λ2 ∈ O˜i,j as r1i,j(λ) and r2i,j(λ). Note that X1, X2 ∈ Oi,j may be regarded as
r1i,j(X) and r
2
i,j(X).
Let c1 : Oi,j → Oc(i),j and c2 : Oi,j → Oi,c(j) be the isomorphisms induced by (X1, X2) 7→
(X−11 , X2) and (X1, X2) 7→ (X1, X−12 ), respectively. We denote by s12 : Oi,j → Oj,i the
isomorphism induced by T2 ∋ (X1, X2) 7→ (X2, X1) ∈ T2.
Let ψa,ν : Oνa,νa+1 −−→ ÔTn,X(ν)e(ν) be the algebra homomorphism induced by the pro-
jection (X1, . . . , Xn) 7−→ (Xa, Xa+1). Let us define Ri,j ∈ Oi,j by
Ri,j =

Q˜i,j(y1, y2) if j 6= i, c(i),
−(y1 − y2)−2 if j = i 6∈ Jc,
−(y1 + y2)−2 if j = c(i) 6∈ Jc,
−(y1 − y2)−2 − (y1 + y2)−2 = −2 y
2
1 + y
2
2
(y21 − y22)2
if j = i ∈ Jc.
(4.17)
Then we have Ra,a+1e(ν) = ψa,ν(Rνa,νa+1).
Let us recall (see Remark 4.2)
Φ2a = F (Xa, Xa+1).
Lemma 4.5. For i, j ∈ J such that ε(i) = ε(j) = 0, the following statements hold.
(i) F (X1, X2)
−1Ri,j belongs to Oi,j
×.
(ii) F (X1, X2)
−1Ri,i −
(
X1X
−1
2 − 1
ξ(y1 − y2)
)2
belongs to Oi,i(X1 −X2).
We will prove this lemma later: (i) by case-by-case verification and (ii) as a consequence
of (i). Admitting this lemma for a while, we shall construct s˜ae(ν) and prove the theorem.
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Lemma 4.6. For i, j ∈ J such that ε(i) = ε(j) = 0, there exists a family of elements
Gi,j ∈ Oi,j satisfying the following conditions:
(a) Gi,j · s12Gj,i = F (X1, X2)−1Ri,j,
(b) Gi,i − X1X
−1
2 − 1
ξ(y1 − y2) ∈ Oi,i(X1 −X2),
(c) if c(i) = i, then c1
(
Gi,j
)
= Gi,j, and if c(j) = j, then c2
(
Gi,j
)
=
Gi,j.
(4.18)
Proof. Assume first that i 6= j. In order to see (a), it is enough to take Gj,i = 1 and Gi,j =
F (X1, X2)
−1Ri,j. Indeed, we have Gj,i · s12Gi,j = F (X1, X2)−1Rj,i because F (X1, X2) is
invariant under s12 and s12Ri,j = Rj,i.
If i = j, then by Lemma 4.5, there exists a unique Gi,i satisfying G
2
i,i = F (X1, X2)
−1Ri,i
and the condition (b). Since F (X1, X2)
−1Ri,i is invariant under s12, we derive that
(s12Gi,i)
2 = G2i,i. Since Gi,i and s12Gi,i take the same non-zero value at (X(i), X(j)),
we have s12Gi,i = Gi,i. Hence (a) is satisfied.
Let us show (c). Assume c(i) = i. Since F (X1, X2)
−1Ri,j is invariant under c1, we
have c1(Gi,j) = ±Gi,j. Since Gi,j and c1Gi,j take the same non-zero value at (X(i), X(j)),
c1Gi,j = Gi,j holds. Similarly, we have c2Gi,j = Gi,j if c(j) = j. 
Thus we have proved that there exists
(
Gi,j
)
i,j
(i, j ∈ J with ε(i) = ε(j) = 0) which
satisfies the conditions (4.18). We extend the definition of Gi,j for all i, j ∈ J by
Gi,j = c
ε(i)
1 c
ε(j)
2 Gcε(i)(i), cε(j)(j).
Then (Gi,j)i,j∈J satisfies (4.18) (a), (4.18) (b) and
c1(Gi,j) = Gc(i),j and c2(Gi,j) = Gi,c(j)(4.19)
as well.
Now we define s˜a ∈ KHCn by
s˜ae(ν) = Φae(ν)ψa,ν(Gνa,νa+1).(4.20)
Let us verify the conditions in (4.13). By Lemma 3.4, the s˜a’s satisfy the braid relations.
By the construction, we have
s˜a · e(ν)f = sa(f)e(saν) · s˜a for any f ∈ Frac(ÔTn,X(ν)).
The condition (4.19) implies that
s˜aCb = Csa(b)s˜a.
Hence we have proved the conditions (iv) and (v) in (4.18).
The hypothesis (4.18) (a) implies
s˜2ae(ν) = Ra,a+1e(ν).
Indeed, sa
(
ψa,saν(Gνa+1,νa)
)
= ψa,ν(s12Gνa+1,νa) and we have
s˜2ae(ν) = s˜ae(saν) · s˜ae(ν) = Φae(saν)ψa,saν(Gνa+1,νa)Φae(ν)ψa,ν(Gνa,νa+1)
= Φ2ae(ν)sa
(
ψa,saν(Gνa+1,νa)
)
ψa,ν(Gνa,νa+1)
= Φ2ae(ν)ψa,saν
(
s12Gνa+1,νa ·Gνa,νa+1
)
= F (Xa, Xa+1)e(ν)
(
F (Xa, Xa+1)
−1Ra,a+1e(ν)
)
= Ra,a+1e(ν).
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Using the condition (4.18) (b), let us show the condition (4.13) (vi):
σae(ν) := s˜ae(ν) + fa,a+1e(ν) ∈ Tae(ν)(ÔTn,X(ν))× + On〈C1, · · · , Cn〉.
Setting i = νa and j = νa+1 and writing Gi,j for ψa,ν(Gνa,νa+1), we have
σae(ν) =
(
s˜a − (ya − ya+1)δi,j + (ya + ya+1)−1CaCa+1δc(i),j
)
e(ν)
=
(
Ta + ξ(XaX
−1
a+1 − 1)−1 − CaCa+1ξ(X−1a X−1a+1 − 1)−1
)
e(ν)Gi,j
−(ya − ya+1)−1δi,je(ν)− CaCa+1(ya + ya+1)−1δc(i),je(ν)
= Tae(ν)Gi,j +
(
ξ(XaX
−1
a+1 − 1)−1Gi,j − (ya − ya+1)−1δi,j
)
e(ν)
+Ca
(
−ξ(X−1a Xa+1 − 1)−1(ca+1Gi,j) + (−ya + ya+1)−1δc(i),j
)
Ca+1e(ν)
= Tae(ν)Gi,j +
(
ξ(XaX
−1
a+1 − 1)−1Gi,j − (ya − ya+1)−1δi,j
)
e(ν)
+Ca
(
ξ
(
(XaX
−1
a+1 − 1)−1 + 1
)
Gi,c(j) − (ya − ya+1)−1δi,c(j)
)
e(ca+1ν)Ca+1.
Here, the last equality follows from (4.19). Hence it is enough to show that
ξ(XaX
−1
a+1 − 1)−1Gi,j − (ya − ya+1)−1δi,j ∈ On.(4.21)
If i 6= j, then (XaX−1a+1 − 1)−1e(ν) ∈ On and hence (4.21) holds.
If i = j, then
ξ(XaX
−1
a+1−1)−1Gi,j−(ya−ya+1)−1 = ξ(XaX−1a+1−1)−1
(
Gi,j−(XaX−1a+1−1)ξ−1(ya−ya+1)−1
)
belongs to On by (4.18) (b). Thus we have verified all the conditions in (4.13), and hence
R̂Cn and OHCn are isomorphic.
4.5.4. Proof of Lemma 4.5. Now, we shall prove Lemma 4.5 for i, j ∈ J such that ε(i) =
ε(j) = 0.
Let us first derive (ii) admitting (i). Let η be a generic point of the irreducible subscheme
{X1 = X2} of Spec(Oi,i), and let (Oi,i)η be the localization of Oi,i at η. Then (i) implies
that S := F (X1, X2)
−1Ri,i −
(X1X−12 − 1
ξ(y1 − y2)
)2
belongs to Oi,i. Hence in order to see (ii), it
is enough to show that S belongs to (Oi,i)η(X1 −X2).
We have, modulo (Oi,i)η(X1 −X2)
F (X1, X2)
−1(X1X
−1
2 − 1)−2
=
(X2 −X−11 )2
(X1 +X
−1
1 )
2 − (q2 + q−2)(X1 +X−11 )(X2 +X−12 ) + (X2 +X−12 )2 + 4(q − q−1)2
≡ (X1 −X
−1
1 )
2
(2− q2 − q−2)(X1 +X−11 )2 + 4(q − q−1)2
=
(X1 −X−11 )2
−(q − q−1)2(X1 −X−11 )2
= −ξ−2
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Since Ri,j ≡ −(y1 − y2)−2 mod (Oi,j)η, we obtain
F (X1, X2)
−1Ri,j ≡ (X1X
−1
2 − 1)2
ξ2(y1 − y2)2 mod (Oi,j)η(X1 −X2).
It only remains to prove (i). Let us show it by case-by-case verification. Let us recall
that
F (X1, X2)
−1 =
(λ2 − λ1)2(λ2 − λ−11 )2
(λ2 − q2λ1)(λ2 − q−2λ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
.(4.22)
Note that (see (4.9)) for i, j ∈ J such that ε(i) = ε(j) = 0, we have
(a) λ(j) = λ(i)−1 implies i = j,
(b) (αpr(i), αpr(j)) < 0 implies λ(j) = q
±2λ(i),
• Case λ(j) 6= λ(i), q±2λ(i).
In this case, F (X1, X2) ∈ O×i,j and Ri,j = Q˜i,j = 1.
• Case λ(j) = q±2λ(i) and λ(i), λ(j) 6= ±1,±q,±q−1.
We may assume that λ(j) = q2λ(i). In this case, y1 = ψ(λ(i)
−1λ1), y2 = ψ(λ(j)
−1λ2),
and
Ri,j = Q˜i,j(y1, y2) = ±(y1 − y2) ∈ Oi,j×(λ(i)−1λ1 − λ(j)−1λ2) = Oi,j×(λ2 − q2λ1).
Therefore, since
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ1)
2(λ2 − λ−11 )2
(λ2 − q−2λ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
,
F (X1, X2)
−1Ri,j belongs to O
×
i,j.
• Case (λ(i), λ(j)) = ±(1, q2c) or ±(q2c, 1) for some c = 1,−1
We may assume that (λ(i), λ(j)) = ±(1, q2c). Thus we have y1 = ψ(λ(i)−1λ1)2. More-
over, we have pr(j) = g(±q) if and only if (q2)3 = 1.
Let us first assume (q2)3 = 1. In this case, y22 = ψ(λ(j)
−1λ2), and
Ri,j = Q˜i,j(y1, y2) = ±(y1 − y42) = ±
(
ψ(λ(i)−1λ1)
2 − ψ(λ(j)−1λ2)2
)
= ±(ψ(λ(i)−1λ1)− ψ(λ(j)−1λ2))(ψ(λ(i)−1λ1) + ψ(λ(j)−1λ2))
= ±(ψ(λ(i)−1λ1)− ψ(λ(j)−1λ2))(−ψ(λ(i)λ−11 ) + ψ(λ(j)−1(λ2)))
∈ Oi,j×(λ(j)−1λ2 − λ(i)−1λ1)(λ(j)−1λ2 − λ(i)λ−11 )
= Oi,j
×(λ2 − λ(j)λ(i)−1λ1)(λ2 − λ(i)λ(j)λ−11 )
= Oi,j
×(λ2 − q2cλ1)(λ2 − q2cλ−11 ).
Hence we have
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ1)
2(λ2 − λ−11 )2
(λ2 − q−2cλ1)(λ2 − q−2cλ−11 )
= O×i,j.
QUIVER HECKE SUPERALGEBRAS 39
Now assume that (q2)3 6= 1. In this case, y1 = ψ(λ(i)−1λ1)2, y2 = ψ(λ(j)−1λ2),
Ri,j = Q˜(y1, y2) = y
2
2 − y1 = ψ(λ(i)−1λ1)2 − ψ(λ(j)−1λ2)2. Hence, similarly to the case of
(q2)3 = 1, we have Ri,j ∈ Oi,j×(λ2 − q2cλ1)(λ2 − q2cλ−11 ) and hence we have
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ1)
2(λ2 − λ−11 )2
(λ2 − q−2cλ1)(λ2 − q−2cλ−11 )
= O×i,j.
• Case (λ(i), λ(j)) = ±(qc, q3c) or ±(q3c, qc) for some c = 1,−1.
Assume that (λ(i), λ(j)) = ±(qc, q3c). First note that λ(j) = ±1 if and only if (q2)3 = 1,
and pr(j) = g(±q) if and only if (q2)4 = 1.
The case (q2)3 = 1 was already treated. Assume that (q2)4 = 1. Then q4 = −1 and hence
λ(j) = ∓q−c. In this case, y21 = ψ(λ(i)−1λ1) and y22 = ψ(λ(j)−1λ2), and Ri,j = ±(y21−y22).
Hence Ri,j ∈ Oi,j×(λ(i)−1λ1 − λ(j)−1λ2) = Oi,j×(λ2 − q2cλ1). Therefore, we have
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ1)
2(λ2 − λ−11 )2
(λ2 − q−2cλ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
= O×i,j.
Assume now (q2)k 6= 1 for k = 3, 4. In this case, y21 = ψ(λ(i)−1λ1), y2 = ψ(λ(j)−1λ2),
and Ri,j = Q˜i,j(y1, y2) = ±(y21 − y2) ∈ Oi,j×(λ2 − q2cλ1). Therefore, since
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ1)
2(λ2 − λ−11 )2
(λ2 − q−2cλ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
,
F (X1, X2)
−1Ri,j belongs to O
×
i,j.
• Case i = j and λ(i) 6= ±1,±q±1.
In this case, yk = ψ(λ(i)
−1λk) (k = 1, 2) and Ri,j = −(y1 − y2)−2 ∈ Oi,j×(λ1 − λ2)−2.
Then by (4.22)
F (X1, X2)
−1Ri,i ∈ Oi,j× (λ2 − λ
−1
1 )
2
(λ2 − q2λ1)(λ2 − q−2λ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
= Oi,j
×.
• Case i = j and λ(i) = ±qc for some c = 1,−1.
In this case, y2k = ψ(λ(i)
−1λk) (k = 1, 2), and
Ri,j = −2(y21 + y22)(y21 − y22)−2
= −2(ψ(λ(i)−1λ2)− ψ(λ(i)λ−11 ))(ψ(λ(i)−1λ1)− ψ(λ(i)−1λ2))−2
∈ Oi,j×(λ2 − q2cλ−11 )(λ2 − λ1)−2.
Hence by (4.22), we have
F (X1, X2)
−1Ri,j ∈ Oi,j× (λ2 − λ
−1
1 )
2
(λ2 − q2λ1)(λ2 − q−2λ1)(λ2 − q−2cλ−11 )
and it belongs to Oi,j
×.
• Case i = j and λ(i) = ±1.
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In this case, yk = ψ(λ(i)
−1λk)
2 (k = 1, 2), and
Ri,j = −(y1 − y2)−2 ∈ Oi,j×
(
ψ(λ(i)−1λ2)− ψ(λ(i)−1λ1)
)−2(
ψ(λ(i)−1λ2)− ψ(λ(i)λ−11 )
)−2
= Oi,j
×(λ2 − λ1)−2(λ2 − λ−11 )−2.
Hence
F (X1, X2)
−1Ri,j ∈ Oi,j× 1
(λ2 − q2λ1)(λ2 − q−2λ1)(λ2 − q2λ−11 )(λ2 − q−2λ−11 )
and it belongs to O×i,j.
Thus we have proved Lemma 4.5, which completes the proof of Theorem 4.4. 
4.6. The case q2 = −1. Let us briefly explain what happens in the case q2 = −1. In
this case also, we can prove that OHCn is isomorphic to R̂Cn by a similar argument. We
have a factorization K(u, v) = (u+ v−4)(u+ v+4). Therefore pr : TX → A1w is the same
but g is the identity. The Dynkin diagram structure of A1w is given by the same formula
(4.8) as in the (q2)2 6= 1 case. The odd vertices are w = ±2. We will explain which types
of Dynkin diagrams appear.
Let s1(w) = 4−w and s2(w) = −4−w be the automorphisms of A1w. Let G be the group
generated by s1 and s2. Then it is an affine reflection group. The connected components
of A1w are nothing but the G-orbits. They are described as follows
(i) When chark = 0, there are two types of connected components.
(a) Gζ (ζ 6∈ 2Z). The Dynkin diagram is of type A∞.
(b) Gγ with γ = ±2. The Dynkin diagram is of type B∞.
(ii) When chark = p > 2, there are two types of connected components. Note that
(s1s2)
p = id.
(a) Gζ (ζ 6∈ Fp). The Dynkin diagram is of type A(1)2p−1.
(b) Fp. The Dynkin diagram is of type D
(2)
p .
4.7. Cyclotomic Hecke-Clifford superalgebras. For a subset I1 of A
1
w, set J1 =
pr−1(I1). For Λ =
∑
i∈I1
miΛi with mi ∈ Z≥0 (see § 3.7), we set
fΛ(X1) =
∏
i∈J1
(X1 −X(i))mpr(i),
and
AHCΛn = AHCn/
(AHCnfΛ(X1)AHCn).
We call AHCΛn the cyclotomic Hecke-Clifford superalgebra. Then we have the following
lemma.
Lemma 4.7. Let n ≥ 1 and Λ as above.
(i) AHCΛn is a finite-dimensional k-module.
(ii) Set In =
{
g(q2kλ) ; g(λ) ∈ I1 and −n < k < n
}
and Jn = pr
−1(In). Then for any
finite-dimensionalAHCΛn-moduleM , the eigenvalues of Xk|M belongs to {X(i) ; i ∈ Jn}.
Hence by Theorem 4.4,we have
QUIVER HECKE SUPERALGEBRAS 41
Corollary 4.8. If J is a subset of TX invariant under c and containing Jn, then the cy-
clotomic Hecke-Clifford superalgebra AHCΛn is isomorphic to the cyclotomic quiver Hecke-
Clifford superalgebra RCΛn .
Note that the Hecke-Clifford algebra HCn is isomorphic to AHCΛi0n , where i0 ∈ I is an
odd vertex (i0 = pr(±1) = g(±q)).
5. Relations to affine Sergeev superalgebras
In this section, we will prove that the affine Sergeev superalgebra, a degenerate version
of the affine Hecke-Clifford superalgebra, is also isomorphic to a quiver Hecke-Clifford
superalgebra. Since the proof is parallel to the affine Hecke-Clifford superalgebra case,
the discussion will be brief. We still assume that k is an algebraically closed field of
characteristic 6= 2.
5.1. Affine Sergeev superalgebras.
Definition 5.1 ([JN]). For an integer n ≥ 0, the affine Sergeev superalgebra AHCn is
the k-superalgebra generated by the even generators x1, . . . , xn, t1, . . . , tn−1 and the odd
generators C1, . . . , Cn with the following defining relations.
(i) xixj = xjxi for all 1 ≤ i, j ≤ n,
(ii) C2i = 1, CiCj + CjCi = 0 for all 1 ≤ i 6= j ≤ n,
(iii) t2i = 1, titi+1ti = ti+1titi+1, titj = tjti (|i− j| ≥ 2),
(iv) tiCj = Csi(j)ti,
(v) Cixj = xjCi for all 1 ≤ i 6= j ≤ n,
(vi) Cixi = −xiCi for all 1 ≤ i ≤ n,
(vii) tixi = xi+1ti − 1− CiCi+1, tixi+1 = xiti + 1− CiCi+1 for all 1 ≤ i ≤ n− 1,
(viii) tixj = xjti if j 6= i, i+ 1.
Remark 5.2. ([Naz],[Kle, §14.8]) The intertwiners of AHCn are defined by
ϕa = ta + (xa − xa+1)−1 − (xa + xa+1)−1CaCa+1 ∈ k(x1, . . . , xn)⊗k[x1,...,xn] AHCn(5.1)
and they satisfy the relations
ϕaxi = xsa(i)ϕa and ϕaCi = Csa(i)ϕa.(5.2)
Setting
K(u, v) = (u− v)2 − 2(u+ v) and F (xa, xa+1) = K(x2a, x2a+1)/(x2a − x2a+1)2,
we have
Φ2a = F (xa, xa+1).(5.3)
By setting u = λ2 − 1/4 and v = µ2 − 1/4, we have
K(u, v) = (λ− µ− 1)(λ− µ+ 1)(λ+ µ− 1)(λ+ µ+ 1).(5.4)
Let A1x be the one-dimensional affine space A
1 with the coordinate x and let c : A1x → A1x
be the involution of A1x given by c(x) = −x (corresponding to Definition 5.1 (vi)).
For 1 ≤ p ≤ n, let us denote by cp : An → An the involution
(x1, . . . , xn) 7→ (x1, . . . , xp−1,−xp, xp+1, . . . , xn),
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and by the same letter the induced isomorphism Frac(ÔAn,q)
cp−→ Frac(ÔAn,cp(q)). For
1 ≤ p < n, we denote by sp : An → An the involution
(x1, . . . , xn) 7→ (x1, . . . , xp−1, xp+1, xp, xp+2, . . . , xn),
and by the same letter sp the induced isomorphism Frac(ÔAn,q) → Frac(ÔAn,sp(q)). Simi-
larly, we denote by sp : A
n → An the involution
(x1, . . . , xn) 7→ (x1, . . . , xp−1,−xp+1,−xp, xp+2, . . . , xn),
and by the same letter sp the induced isomorphism Frac(ÔAn,q)→ Frac(ÔAn,sp(q)).
Let us denote by HCn the k-superalgebra generated by Cp (1 ≤ p ≤ n), ta (1 ≤ a < n)
with the defining relations (ii)–(iv) in Definition 5.1. The superalgebra HCn is called the
Sergeev superalgebra and can be regarded as a subsuperalgebra of AHCn.
Definition 5.3. Let J be a finite subset of A1x invariant by c, and let x : J → TX be the
inclusion map. We define
On =
⊕
ν∈Jn
ÔAn,x(ν)e(ν), Kn =
⊕
ν∈Jn
Frac(ÔAn,x(ν))e(ν),
where x(ν) = (x(ν1), · · · , x(νn)) ∈ An. We define the algebra structure on
KHCn = Kn ⊗k HCn
by
(5.5)
Cpe(ν)f = e(cpν)cp(f)Cp (1 ≤ p ≤ n),
tae(ν)f = e(saν)sa(f)ta +
e(ν)f − e(saν)saf
xa+1 − xa + CaCa+1
e(ν)f − e(saν)sa(f)
xa+1 + xa
for ν ∈ Jn, 1 ≤ a < n and f ∈ Frac(ÔAn,x(ν)).
We define OHCn to be the subsuperalgebra of KHCn generated by On and HCn.
Thus there exists a k-superalgebra homomorphism AHCn → OHCn. We have
ϕae(ν) = e(saν)ϕa for any 1 ≤ a < n.(5.6)
Let us denote by A1w the space A
1 with the coordinate w. Let pr : A1x → A1w be the
map pr(x) = x2. Let A1λ be the affine space A
1 with the coordinate λ. Let g : A1λ → A1w
be the map g(λ) = λ2 − 1/4.
5.2. Dynkin diagram. We regard A1w as a Dynkin diagram by the same formula (4.8).
Note that g(λ1) and g(λ2) (λ1 6= ±λ2) are connected if and only if λ1 = λ2 ± 1 or
λ1 = −λ2 ± 1.
The connected components of the Dynkin diagram A1w are classified as follows. Here
the odd vertices are marked by ×.
(i) when chark = 0, there are three types of connected components.
(a) {g(ζ + k) ; k ∈ Z} for some ζ 6∈ Z/2. The Dynkin diagram is of type A∞.
ζ ζ + 1ζ − 1
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(b)
{
g(1
2
+ k) ; k ∈ Z≥0
}
. The Dynkin diagram is of type B∞.
5/33/21/2
×
(c) {g(k) ; k ∈ Z≥0}. The Dynkin diagram is of type C∞.
210
(ii) When chark = p > 2, there are three types of connected components.
(a) {g(ζ + k) ; k ∈ Fp} for some ζ 6∈ Fp. The Dynkin diagram is of type A(1)p−1.
ζ + 2ζ + 1ζ ζ + p− 1
(b) {g(1
2
), . . . , g(p
2
)} of type A(2)p−1.
3/2 = 01/2
× (p = 3)
3
2
1
2
×
p−2
2
p
2
= 0
(p > 3)
Let us take a finite subset J ⊂ A1x invariant under the involution c and set I = pr(J) ⊂
A1w. Set J
c := {j ∈ J ; c(j) = j}, Iodd = pr(Jc) and Ieven = I \ {0}. We choose a function
h : I → A1λ such that• g(h(i)) := h(i)
2 − 1/4 = i,
• if (αi, αi′) < 0, then h(i′) = h(i)± 1,
• h(g(1/2)) = 1/2.
(5.7)
We define λ : J → A1λ by λ(j) = h(pr(j)), and x : J → A1x by x(j) = j. We choose
ε : J → {0, 1} such that ε−1(0) → I is bijective. For i, j ∈ I, we write (i, j) for
(αpr(i), αpr(j)) and define Q˜i,j by the same formula (4.11) and (4.12).
Then we associate to the data {Q˜i,j}i,j∈J the quiver Hecke-Clifford superalgebra RCn
and its completion R̂Cn.
Theorem 5.4. We have R̂Cn ≃ OHCn.
5.3. Proof of Theorem 5.4.
44 SEOK-JIN KANG, MASAKI KASHIWARA, AND SHUNSUKE TSUCHIOKA
5.3.1. Strategy of the proof. By Theorem 3.8, it is sufficient to construct the elements
yk ∈ On (k = 1, . . . , n) and s˜a ∈ KHCn (a = 1, . . . , n− 1) such that
(i) ype(ν) ∈ (ÔAn,x(ν))× (xp − x(νp))e(ν),
(ii) Caype(ν) = (−1)δa,pype(caν)Ca,
(iii) s˜2a = Ra,a+1 (see (3.9)),
(iv) {s˜a}1≤a<n satisfies the braid relations (see (3.4)),
(v) s˜aCk = Csa(k)s˜a, s˜ayk = ysa(k)s˜a,
(vi) setting σa := s˜a + fa,a+1 (see (3.12)), the element σae(ν) belongs to
tae(ν)(ÔAn,x(ν))
× + On〈C1, . . . , Cn〉.
(5.8)
5.3.2. Definition of yp e(ν).
We will construct ype(ν) ∈ (ÔAn,x(ν))× (xp − x(νp))e(ν). Let C be the curve defined by
the equation x2 = λ2 − 1/4. We have two projections:
A1x ←−− C −−→ A1λ.
For every i ∈ J , they induce the injective homomorphisms
ÔA1,x(i)֌ ÔC,(x(i),λ(i))֋ ÔA1,λ(i).(5.9)
Let us set Oi = ÔA1,x(i) and O˜i = ÔC,(x(i),λ(i)), and we regard Oi as a subalgebra of O˜i. Let
ci : Oi → Oc(i) be the homomorphism induced by the map x 7→ −x. For 1 ≤ a ≤ n, let us
denote by qa,ν : Oνa −−→ ÔAn,x(ν)e(ν) the homomorphism induced by the a-th projection
(x1, . . . , xn) 7→ xa.
For all i ∈ J such that ε(i) = 0, we will construct yi ∈ Oi such that{
(i) yi ∈ O×i (x− x(i)),
(ii) if c(i) = i, then ci(yi) = −yi,
(5.10)
and we define yae(ν) = qa,ν((−cνa)−ε(νa)ycε(νa)νa).
Then we have
ype(ν) ∈ (ÔAn,x(ν))× (xp − x(νp))e(ν),
Caype(ν) = (−1)δapype(caν)Ca.
• Case λ(i) 6= 0, 1/2.
In this case, we have isomorphisms
k[[x− x(i)]] = Oi ∼−−→ O˜i = ÔC, (λ(i),x(i)) ∼←−− ÔA1
λ
,λ(i) = k[[λ− λ(i)]].
We define yi ∈ Oi by yi = λ− λ(i).
• Case λ(i) = 1/2.
In this case, we have x(i) = 0,
k[[x]] = Oi = ÔA1x,0
∼−−→ O˜i = ÔC, (0,1/2)֋ ÔA1
λ
,1/2 = k[[λ− 1/2]],
and λ− 1
2
= 1
2
(
√
1 + 4x2 − 1) = x2 + · · · ∈ k[[x2]]. Take yi = x + · · · ∈ k[[x]] = Oi such
that y2i = λ. Since yi ∈ xk[[x2]], we have ci(yi) = −yi.
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• Case λ(i) = 0.
In this case, we have x(i)2 = −1/4 and
k[[x− x(i)]] = ÔA1x,x(i)֌ ÔC, (x(i),0) ∼←−− ÔA1λ, 0 = k[[λ]].
Since x2−x(i)2 = λ2, we have Oi = k[[x−x(i)]] = k[[λ2]]. We define yi ∈ k[[x−x(i)]] by
yi = λ
2.
5.3.3. Definition of s˜ae(ν). We will define s˜ae(ν) for 1 ≤ a < n and ν ∈ Jn.
For i, j ∈ J , let us denote Oi,j = ÔA2,(x(i),x(j)) and O˜i,j = ÔC×C,((x(i),λ(i)),(x(j),λ(j))). We
regard Oi,j as a subalgebra of O˜i,j. Let r
1
i,j : O˜i → O˜i,j and r2i,j : O˜j → O˜i,j be the algebra
homomorphism induced by the first and second projections from C×C to C, respectively.
We write y1 for r
1
i,j(yi) ∈ Oi,j and y2 for r2i,j(yj) ∈ Oi,j. Similarly, we define λ1 ∈ O˜i,j and
λ2 ∈ O˜i,j as r1i,j(λ) and r2i,j(λ).
Let c1 : Oi,j → Oc(i),j and c2 : Oi,j → Oi,c(j) be the isomorphisms induced by (x1, x2) 7→
(−x1, x2) and (x1, x2) 7→ (x1,−x2), respectively. Let s12 : Oi,j → Oj,i be the homomor-
phism induced by A2 ∋ (x1, x2) 7→ (x2, x1) ∈ A2.
Let ψa,ν : Oνa,νa+1 −−→ ÔAn,x(ν)e(ν) be the algebra homomorphism induced by the pro-
jection (x1, . . . , xn) 7−→ (xa, xa+1). We define Ri,j ∈ Oi,j by the same formula (4.17). Let
us recall (see Remark 5.2)
ϕ2a = F (xa, xa+1).
Lemma 5.5. For i, j ∈ J such that ε(i) = ε(j) = 0, we have
(i) F (x1, x2)
−1Ri,j belongs to Oi,j
×,
(ii) if i = j, then F (x1, x2)
−1Ri,j −
(
x1 − x2
y1 − y2
)2
belongs to Oi,j(x1 − x2).
Admitting this lemma for a while, we will construct s˜ae(ν) and prove the theorem. By
this lemma, we can choose Gi,j ∈ Oi,j for i, j ∈ J , satisfying the following conditions:
(a) Gi,j · s12Gj,i = F (x1, x2)−1Ri,j,
(b) if i = j, then Gi,j − x1 − x2
y1 − y2 ∈ (x1 − x2)Oi,j,
(c) c1
(
Gi,j
)
= Gc(i),j and c2
(
Gi,j
)
= Gi,c(j).
(5.11)
Now we define
s˜ae(ν) = ϕae(ν)ψa,ν(Gνa,νa+1).(5.12)
By the construction, we have
s˜a · e(ν)f = sa(f)e(saν) · s˜a for any f ∈ Frac(ÔAn,x(ν)),
s˜aCb = Csa(b)s˜a,
s˜2ae(ν) = Ra,a+1e(ν).
Let us verify the condition (5.8) (vi):
σae(ν) := s˜ae(ν) + fa,a+1e(ν) ∈ tae(ν)(ÔAn,x(ν))× + On〈C1, · · · , Cn〉.
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Setting i = νa and j = νa+1 and writing Gi,j for ψa,ν(Gνa,νa+1), we have
τae(ν) =
(
s˜a − (ya − ya+1)δi,j + (ya + ya+1)−1CaCa+1δc(i),j
)
e(ν)
=
(
ta + (xa − xa+1)−1 − (xa + xa+1)−1CaCa+1
)
e(ν)Gi,j
−(ya − ya+1)δi,je(ν) + (ya + ya+1)−1CaCa+1δc(i),je(ν)
= tae(ν)Gi,j +
(
Gi,j(xa − xa+1)−1 − (ya − ya+1)δi,j
)
e(ν)
+Ca
(
−(ca+1Gi,j)(−xa + xa+1)−1 + (−ya + ya+1)−1δc(i),j
)
Ca+1e(ν)
= tae(ν)Gi,j +
(
Gi,j(xa − xa+1)−1 − (ya − ya+1)δi,j
)
e(ν)
+Ca
(
Gi,c(j)(xa − xa+1)−1 − (ya − ya+1)−1δi,c(j)
)
e(ca+1ν)Ca+1
belongs to tae(ν)(ÔAn,x(ν))
×+On〈C1, · · · , Cn〉 by (5.11) (b). Thus we have verified all the
conditions in (5.8), and hence R̂Cn and OHCn are isomorphic.
5.3.4. Proof of Lemma 5.5. Now, we will prove Lemma 5.5 for i, j ∈ J such that ε(i) =
ε(j) = 0.
Let us first derive (ii) admitting (i). Let ξ be the generic point of {x1 = x2} ⊂
Spec(Oi,j), and let (Oi,j)ξ be the localization of Oi,j at ξ. By (i), F (x1, x2)
−1Ri,j −
(
(x1−
x2)/(y1 − y2)
)2
belongs to Oi,j, and hence it is enough to show that F (x1, x2)
−1Ri,j −(
(x1 − x2)/(y1 − y2)
)2
belongs to (Oi,j)ξ(x1 − x2).
We have
F (x1, x2)
−1(x1 − x2)−2 = (x1 + x2)
2
(x21 − x22)2 − 2(x21 + x22)2
≡ −1 mod (Oi,j)ξ(x1 − x2).
Since Ri,j ≡ −(y1 − y2)−2 mod (Oi,j)ξ, we obtain
F (x1, x2)
−1Ri,j ≡ (x1 − x2)
2
(y1 − y2)2 mod (Oi,j)ξ(x1 − x2).
It only remains to prove (i). We will use case-by-case check-up. Recall that
F (x1, x2)
−1 =
(λ1 − λ2)2(λ1 + λ2)2
(λ1 − λ2 − 1)(λ1 − λ2 + 1)(λ1 + λ2 − 1)(λ1 + λ2 + 1) .(5.13)
Note that (see (5.7)) for i, j ∈ J such that ε(i) = ε(j) = 0, we have
(a) λ(j) = ±λ(i) implies i = j,
(b) (αpr(i), αpr(j)) < 0 implies λ(j) = λ(i)± 1,
(c) λ(g(1/2)) = 1/2.
• Case λ(j) 6= λ(i), λ(i)± 1.
In this case, F (x1, x2) ∈ O×i,j and Ri,j = 1.
• Case λ(j) = λ(i)± 1 and λ(i), λ(j) 6= 0, 1/2.
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Set λ(j) = λ(i) + c with c = ±1. In this case, y1 = λ1 − λ(i), y2 = λ2 − λ(j), and
Ri,j = Q˜i,j(y1, y2) = ±(y1 − y2) = ±(λ1 − λ2 + c). Therefore,
F (x1, x2)
−1Ri,j = ± (λ1 − λ2)
2(λ1 + λ2)
2
(λ1 − λ2 − c)(λ1 + λ2 − 1)(λ1 + λ2 + 1)
belongs to O×i,j.
• Case (λ(i), λ(j)) = (1/2, 3/2) or (3/2, 1/2).
Assume that (λ(i), λ(j)) = (1/2, 3/2). First note that λ(j) = 0 if and only if chark = 3.
Let us first assume chark = 3. In this case, λ1 − 1/2 = y21, y2 = (λ2 − λ(j))2, and
Ri,j = Q˜i,j(y1, y2) = ±(y41−y2) = ±
(
(λ1−1/2)2−(λ2−3/2)2
)
= ±(λ1−λ2+1)(λ1+λ2+1).
Hence we have
F (x1, x2)
−1Ri,j = ± (λ1 − λ2)
2(λ1 + λ2)
2
(λ1 − λ2 − 1)(λ1 + λ2 − 1)
belongs to O×i,j.
Assume that char k 6= 3. In this case, λ1 = (y1 − 1/2)2, y2 = λ2 − 3/2, and Ri,j =
Q˜i,j(y1, y2) = ±(y21 − y2) = ±(λ1 − λ2 + 1). Therefore
F (x1, x2)
−1Ri,j = ± (λ1 − λ2)
2(λ1 + λ2)
2
(λ1 − λ2 − 1)(λ1 + λ2 − 1)(λ1 + λ2 − 1)
belongs to O×i,j.
• Case (λ(i), λ(j)) = (0,±1) or (±1, 0).
We may assume that (λ(i), λ(j)) = (0, c) with c = ±1. In this case, y1 = λ21, y2 = λ2−c,
Ri,j = Q˜i,j(y1, y2) = ±(y22 − y1) = ±
(
(λ2 − c)2 − λ21
)
= ±(λ1 − λ2 + c)(λ1 + λ2 − c).
Hence
F (x1, x2)
−1Ri,j = ± (λ1 − λ2)
2(λ1 + λ2)
2
(λ1 − λ2 − c)(λ1 + λ2 + c)
belongs to O×i,j.
• Case i = j and λ(i) 6= 0, 1/2.
In this case, yk = λk − λ(i) (k = 1, 2) and Ri,j = −(y1 − y2)−2 = −(λ1 − λ2)−2. Then
by (5.13)
F (x1, x2)
−1Ri,i =
−(λ1 + λ2)2
(λ1 − λ2 − 1)(λ1 − λ2 + 1)(λ1 + λ2 − 1)(λ1 + λ2 + 1)
belongs to O×i,j.
(x1 − x2
y1 − y2
)2
.
• Case i = j and λ(i) = 1/2.
In this case, y2k = λk − 1/2 (k = 1, 2), and
Ri,j = −2(y2i + y22)(y21 − y22)−2 = −2(λ1 + λ2 − 1)(λ1 − λ2)−2.
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Hence by (5.13), we have
F (x1, x2)
−1Ri,j =
(λ1 + λ2)
2
(λ1 − λ2 − 1)(λ1 − λ2 + 1)(λ1 + λ2 + 1)
and it belongs to O×i,j.
• Case i = j and λ(i) = 0.
In this case, yk = λ
2
k (k = 1, 2), and Ri,j = −(y1 − y2)−2 = −(λ21 − λ22)−2. Hence
F (x1, x2)
−1Ri,j =
−1
(λ1 − λ2 − 1)(λ1 − λ2 + 1)(λ1 + λ2 − 1)(λ1 + λ2 + 1)
belongs to O×i,j.
This completes the proof of Theorem 5.4. 
Similarly to the case of cyclotomic Hecke-Clifford superalgebras, we can define the
notion of cyclotomic Sergeev superalgebras.
For Λ =
∑
i∈I1
miΛi with mi ∈ Z≥0 (see § 3.7), we set
f ′Λ(X1) =
∏
i∈J
(x1 − x(i))mpr(i),
and define
AHCΛn = AHCn/
(AHCnf ′Λ(X1)AHCn).
We call AHCΛn the cyclotomic Sergeev superalgebra.
Then, taking I large enough comparing to supp(Λ) := {i ∈ I ;mi 6= 0}, the cyclotomic
Sergeev superalgebra AHCΛn is isomorphic to the cyclotomic quiver Hecke-Clifford super-
algebra RCΛn .
Note that the Sergeev algebra HCn is isomorphic to AHCΛi0n , where i0 ∈ I is a unique
odd vertex 0 ∈ A1w.
For a generalized Cartan matrix A, we denote by KLRn(A) the Khovanov-Lauda-
Rouquier algebra associated with A. It is nothing but Rn(A) with Iodd = ∅. The al-
gebra KLRn(A) depends on the parameter Q = (Qi,j)i,j∈I as in §3.6. By the rescaling in
Remark 3.2, we can easily see that the k-algebra KLRn(A) is unique up to isomorphism
when A is of finite type or affine type except the case when the Dynkin diagram has a
cycle, i.e., when A is of A
(1)
n−1 type (n ≥ 2).
Remark 5.6. Consider the case chark = 3 and A = A
(2)
2 (see the picture (ii) (b) in §5.2).
Take a block subsuperalgebra B of the affine Sergeev superalgebra AHC11 which categori-
fies U−(g(A))−β with β = 8α0 + 3α1, where α0 is the short root. Although KLRβ(A) also
categorifies U−(g(A))−β, the set of irreducible objects Irr(KLRβ(A)-mod) in the category
KLRβ(A)-mod of finite-dimensional KLRβ(A)-modules and the set of irreducible objects
Irr(B-smod) in the category B-smod of finite-dimensional B-supermodules correspond to
different perfect bases.
Let us explain in more detail. By [BK3] (see also [Kle, part II]), the cyclotomic
Sergeev superalgebras AHCΛ0n ≃ RCΛ0n (A) categorify the irreducible highest module
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V (Λ0). Namely, denoting by RC
Λ0
n (A)-smod the supercategory of finite-dimensional RC
Λ0
n (A)-
supermodules, we have ⊕
n≥0
Ksuper(RCΛ0n (A)-smod)C ≃ V (Λ0),⊔
n≥0 Irr
super(RCΛ0n (A)-smod) ≃ B(Λ0) ≃ RP3
(5.14)
where Irrsuper(RCΛ0n (A)-smod) is the set of equivalence classes of irreducible RC
Λ0
n (A)-
supermodules by the equivalence relation ∼ given by S ∼ S ′⇔ S ≃ S ′ or S ≃ Π(S ′). The
first isomorphism in (5.14) is a U(g(A))-module isomorphism and the second isomorphism
is a Uv(g(A))-crystal isomorphism. Recall that RP3 is the set of all 3-restricted 3-strict
partitions, which is equivalent to the set of reduced Young walls of type A
(2)
2 in [Kang 03].
A partition λ = (λ1, . . . , λr) is 3-restricted 3-strict if the following conditions are satisfied.
• λk = λk+1 implies λk ∈ 3Z,
• λk − λk+1 < 3 if λk ∈ 3Z,
• λk − λk+1 ≤ 3 if λk 6∈ 3Z.
Let kS−n denote the spin symmetric group superalgebra of order n. Then the cyclotomic
Sergeev superalgebra AHCΛ0n is isomorphic to the tensor product kS−n ⊗ Cn of the spin
symmetric group superalgebra kS−n and the Clifford superalgebra Cn by Sergeev and
Yamaguchi [Ser2, Yam]. Hence (5.14) holds also for kS−n .
For each λ ∈ RP3 ∼= B(Λ0), we denote by V spinλ the corresponding isomorphism class of
irreducibles of kS−|λ|.
On the other hand, by [KK, LV] we have⊕
n≥0
K0(KLR
Λ0
n (A)-mod)C
∼= V (Λ0),
⊔
n≥0
Irr(KLRΛ0n (A)-mod)
∼= B(Λ0),(5.15)
where the left isomorphism is as U(g(A))-modules and the right isomorphism is as Uv(g(A))-
crystals. For each λ ∈ RP3 ∼= B(Λ0), we denote by V KLRλ the corresponding isomorphism
class of irreducibles of KLRΛ0n (A).
If both Irr(KLRβ(A)-mod) and Irr(B-smod) correspond to the same perfect basis on
U(g(A))-module L(Λ0), then we must have
dimV spinλ /dimV
KLR
λ = 2
[(1+γ1(λ))/2]
for any λ ∈ RP3 (see [Kle, Lemma 22.3.8]). Here, γ1(λ) =
∑
i∈Ieven
mi = n−ℓ if the weight
of λ is Λ0 − β and β =
∑
i∈I miαi (n = ht(β) =
∑
i∈I mi and ℓ =
∑
i∈Iodd
mi).
A computer calculation shows that for λ = (6, 4, 1) (γ1(λ) = 3), we have dim V
KLR
λ = 648
while it is known1 that dimV spinλ = 2880 = 4× 720.
Remark 5.7. Consider the case (ii) (d) in §4.4, A = D(2)2 = A(1)1 indexed by I = Iodd =
{0, 1} and assume q = exp(2π√−1/8) ∈ k with chark = 0. By the isomorphism described
in [Rou1, §3.2.1] or Remark 3.2, it is enough to consider KLRΛ04 (A) for Q0,1(u, v) =
u2 − auv + v2 for some a ∈ k.
1Historically, it was first miscalculated as dim V spin
λ
= 2592 = 4×648 in [MY]. If it were correct, observ-
ing such a direct discrepancy between the Khovanov-Lauda-Rouquier algebras and the spin symmetric
groups must become more difficult.
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By [BK1, BK2, KK, Rou1, Tsu], the family of superalgebras {RCΛ0n (A)}n≥0 ≃ {AHCΛ0n (q)}n≥0
(resp. {KLRΛ0n (A)}n≥0) categorifies U(g(A))-module (resp. Uv(g(A))-module) V (Λ0). How-
ever, there is no Morita equivalence between RCΛ04 (A) and KLR
Λ0
4 (A) nor weak Morita
superequivalence between RCΛ04 (A) and KLR
Λ0
4 (A) whatever superalgebra structure we
give to KLRΛ04 (A) and for any choice of parameters a ∈ k.
The algebras RCΛ04 (A) and KLR
Λ0
4 (A) are not Morita equivalent because we have (for
any a ∈ k)
dimZ(RCΛ04 (A)) = 4 6= 5 = dimZ(KLRΛ04 (A))
by a computer calculation. (See Remark 2.8 for Z.) Since it can be easily seen that
Irr(KLRΛ04 (A)-mod) consists of 2 irreducible modules of dimension 1, 4 for any a ∈ k, these
two irreducibles are self-associate (see § 2.5) for any superalgebra structure on KLRΛ04 (A).
Moreover, Irr(RCΛ04 (A)-mod) also consists of two self-associate irreducible modules. Hence
two supercategories RCΛ04 (A)-mod and
(
KLRΛ04 (A)-mod
)CT
cannot be superequivalent for
any superalgebra structure on KLRΛ04 (A) by Lemma 2.11. Since KLR
Λ0
4 (A) has no non-
trivial block decomposition, RCΛ04 (A) and KLR
Λ0
4 (A) cannot be weakly Morita superequi-
valent.
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