A large number of compiler optimizations are nowadays available to users. These optimizations interact with each other and with the input code in several and complex ways. The sequence of application of optimization passes can have a significant impact on the performance achieved. The effect of the optimizations is both platform and application dependent. The exhaustive exploration of all viable sequences of compiler optimizations for a given code fragment is not feasible. As this exploration is a complex and time-consuming task, several researchers have focused on Design Space Exploration (DSE) strategies both to select optimization sequences to improve the performance of each function of the application and to reduce the exploration time.
INTRODUCTION
Due to the large number of optimization passes available in modern compilers and to the specific opportunities for compiler optimizations, an exhaustive exploration of all possible sequences of passes is not feasible. Standard compilers rely on optimization levels that represent fixed optimization sequences. These optimization levels are selected through a simple set of compiler parameters. Several authors have shown that the choice of optimizations, and their order of application, can have a significant impact on performance [Almagor et al. 2004; Hoste and Eeckhout 2008; Jantz and Kulkarni 2013] . Developers typically use their expertise to engage in a labor-intensive source code modification process when the standard optimization does not result in a solution that complies with the design requirements. Design Space Exploration (DSE) is an alternative that can be used to search for specialized sequences of optimization for a given code fragment (or function), considering the target processor and the set of optimizations supported by the compiler. Moreover, stringent time-to-market requirements in embedded systems usually impose restrictions in relation to DSE execution time, and thus, it is desirable to speed up the DSE process as much as possible.
Researchers have investigated several strategies to explore and address the selection and ordering of compilation passes. Iterative compilation techniques usually attempt to find suitable sequences of compiler passes through adaptive search in the optimization space [Cooper et al. 2006; Kulkarni et al. 2010; Chen et al. 2012] . Usually, iterative compilation consists of several compilations of the source code using distinct sequences of the passes and choosing the one that achieves the best performance. Although iterative search can effectively improve the performance of the applications, it still requires a large number of exploration runs. Machine learning and statistical approaches have been used to dramatically reduce the cost of search [Agakov et al. 2006; Fursin et al. 2011; Kulkarni and Cavazos 2012] . They usually involve the use of prediction models trained to select compiler optimization sequences to maximize performance based on code features. The machine-learning approaches significantly reduce the exploration time, whereas methods based on iterative compilation typically obtain codes with better performance [Ashouri et al. 2014] .
Recently, we presented the general idea of a DSE approach based on software code clustering to search for optimization sequences aiming at performance improvements of code fragments (e.g., functions) [Martins et al. 2014a [Martins et al. , 2014b . Since the full design space is inviable to explore, we employ a first stage where a clustering method selects a set of relevant compiler optimizations for an input function. Clustering forms a set of functions containing the new input function and the most similar functions out of a reference set previously defined. The identification of similarities between functions uses a data mining method that is applied to a symbolic code representation of the source code, named DNA of the program [Sanches and Cardoso 2010] . The data mining method combines three different algorithms to generate the clusters with benchmarks and the target function: Normalized Compression Distance (NCD) [Cilibrasi and Vitanyi 2005] , Neighbor Joining (NJ) [Felsenstein 2003 ], and a new ambiguity-based clustering algorithm. The reduced optimization set provided by the compiler passes previously suggested for the reference functions in each group is used in the next stage. The DSE approach uses the reduced set identified by clustering in two ways: as the search space or as the initial sequence of the next stage. In both ways, the adoption of a preselected optimization set allows the use of simple and fast DSE algorithms. Different search algorithms can be applied at the second stage. In this article, we explore a number of alternatives: genetic algorithm, random sampling, cleaning, insertion, and two hybrid approaches that mix the Clean and the Insertion algorithms. Intentionally, our DSE approach selects compilation passes without considering any previous knowledge about their interactions or compilation stage where they are usually employed.
In this article, we present detailed research of the new DSE approach, with a comparative analysis of the evaluated alternative strategies to conclude which one is more adequate for each purpose considering a multiobjective point of view. Besides, we explore several features of the DSE approach, evaluating several design decisions and providing some alternative methods. Finally, a crucial point required for the application of our DSE approach in a practical compiler is the definition of a set of reference functions for which compiler optimization sequences are previously determined. Here we explore different criteria to select a representative set out of a pool of known functions. This research aims to answer the following questions: Is the DNA representation an efficient input? Are the translation rules employed for encoding the DNA representation adequate? Is the DNA based on loop structures enough to guide clustering aiming to achieve an efficient subspace of optimizations? Are the NCD and the bzlib the best combination of distance metric and compressor library to be used to quantify the similarities? What is the more adequate criterion to systematically select representative functions to compose the reference set in order to achieve the best DSE performance?
The rest of this article is organized as follows. Section 2 presents the compilation environment used in this work. Section 3 depicts our clustering-based approach to select compiler passes and introduces the fundamentals of the techniques used for source code representation and for data mining. The algorithms employed in our DSE approach are described in Section 4. Section 5 presents the experiments performed to evaluate our approach and the results achieved. Section 6 reviews related work on the topic of determining sequences of compiler optimizations. Finally, Section 7 presents some conclusions and briefly describes ongoing and future work.
DSE INFRASTRUCTURE
Our experiments were run on top of an integrated compilation environment fully controlled by LARA [Cardoso, et al. 2012 ], a domain-specific aspect-oriented programming (AOP) language. Figure 1 shows the LARA-based compilation flow used in this work.
LARA effectively provides a means for the implementation of DSE strategies able to control and guide compiler tool chains, as well as to evaluate the optimization alternatives based on feedback information reported during exploration. LARA strategies define specific compiler optimizations that best suit the mapping of an application to the target processor. A top-level aspect implements the DSE algorithm relying on the LARA outer-loop mechanism (represented by dashed lines in Figure 1 ), while other aspects are responsible for guiding the compiler, and for evaluation of the resulting codes. This integrated and unified view allows us to apply different DSE strategies across multiple targets.
In this article, we used two alternative compilation environments: one based on the ReflectC compiler and other based on LLVM.
ReflectC-Based Compilation Environment
This environment was originally developed in the context of the REFLECT FP7 Project [Cardoso et al. 2013] and includes ReflectC, a compiler controlled by LARA aspects/strategies. The ReflectC tool chain built around LARA abstracts the developer from the interaction with all used mapping tools while effectively guiding the DSE flow process in the exploration of alternative optimization sequences targeting the target processor. It is based on CoSy (COmpiler SYstem) [ACE 2012] , an industrial compiler that supports a large number of optimizations. ReflectC exposes full control of the application order of optimizations (named as engines) to the LARA weaver and allows optional tuning of those compilation passes. The weaver is responsible for executing the LARA specifications expressing compilation passes to be applied. Table I shows the 49 ReflectC compilation passes used in our experiments. Some of these optimizations were selected based on their apparent importance in the scope of the REFLECT project. Intentionally, our DSE approach randomly selects optimization passes without considering any knowledge about their applicability with respect to order and compilation stage (analysis, optimizations, and lower passes). More details about the CoSy passes can be found in ACE [2012] .
We use Xilinx MicroBlaze as the target processor for ReflectC as it was one of the microprocessors previously used in the REFLECT design flow and for which we have a cycle-accurate simulator. The simulator is configured to simulate an area-optimized three-stage MicroBlaze and to include a barrel shifter, a hardware divisor/multiplier, and the parallel compare instruction. It returns an evaluation report containing the latency in number of clock cycles, which is used as feedback for the DSE loop.
LLVM-Based Compilation Environment
The LLVM compiler infrastructure [Lattner and Adve 2004 ] is a collection of modular and reusable compiler and tool chain technologies able to support both static and dynamic compilation. We explore compiler sequences with the LLVM optimizer tool (opt) using a total of 124 compiler passes (presented in Table II ). The resulting code is fed to the LLVM static compiler (llc) in order to generate SPARC V8 assembly targeting the LEON3 soft-core processor [Aeroflex 2005 ]. The LEON3 binaries are then generated with GNU Binutils targeting the SPARC architecture. The code is simulated using the Aeroflex Gaislers TSIM2 cycle-accurate simulator (version 2.0.36) [Aeroflex 2003 ]. We used the default TSIM2 configuration, which configures a simulated LEON3 core with 4,096Kbytes of SRAM memory in a single bank, 32Mbytes of SDRAM memory in a single bank, and 2,048Kbytes of ROM memory. Sanches and Cardoso [2010] observed that the direct employment of typical clustering methods over source codes is hard due to some intrinsic characteristics mainly related to their dependence of the code features. These difficulties are overcome in our DSE approach by using a symbolic representation of the target code and employing a variation of the data mining method proposed in Sanches et al. [2011] . This approach allows one to find patterns in the translated codes independent of the code size or programming language. The data mining method combines three different algorithms to generate the clusters with reference benchmarks and a given input function (target): NCD [Cilibrasi and Vitanyi 2005] , NJ [Felsenstein 2003 ], and a new ambiguity-based clustering algorithm. Basically, the clustering stage is composed of five steps: (1) the source code of the target function is translated to a symbolic representation, referred to as DNA of a program [Sanches and Cardoso 2010 ]-this new translated code is included in the set formed by the preprocessed DNA codes of several reference functions; (2) the distance matrix is calculated over this set of DNA codes by using the NCD [Cilibrasi and Vitanyi 2005] for each pair of codes; (3) the tree topology is constructed from the distance matrix by using a phylogenetic reconstruction algorithm, named NJ [Felsenstein 2003 ]; (4) the ambiguity-based clustering algorithm detects highly correlated groups of functions, extracting potential clusters hidden in the tree topology; and (5) the distinct passes used in optimization sequences for the clustered reference functions are included in the design space employed in the next stage of DSE. The exploration can thus be performed using any search method implemented in the DSE environment. Figure 2 illustrates the whole clustering process enabling the selection of potential optimizations. This process is responsible for outputting the set of compilation passes adopted in Figure 1 using function granularity as an example. The steps and techniques employed in this clustering process are described as follows.
CLUSTERING-BASED PASSES SELECTION
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DNA Encoding
The identification of patterns over source code can be a very complex task, as it may need to deal with multiple files, lines of code, and code structures of different shapes and dimensions. Most pattern-mining research [Wheeler and Kececioglu 2007; Roy et al. 2009 ] relies on high similarity levels that hamper the identification of code patterns with subtle differences, but that possibly share the same optimization strategy.
We employ a symbolic encoding due to its capability to highlight main program structures, allowing us to identify approximate patterns from the source code. The DNA is a symbolic representation proposed in Sanches and Cardoso [2010] , where program elements (e.g., operators and loops) are encoded in a sequence of symbols. The encoding process is based on translation rules and generates lossy intermediate representations.
According to the translation rules used, this representation may reflect with higher or lower degree the sequence of tokens that identifies each program/function.
Initially, we use the same translation rules employed in Sanches et al. [2011] , which are highlighted in the DNA encoding example presented in Figure 2 . The authors claim that this rule set emphasizes the similarities in the loop body operations. Other translation rules are explored in the experiments reported in Section 5.
Normalized Compression Distance
The NCD is a compression-based metric proposed in Cilibrasi and Vitanyi [2005] , whose properties are based on Kolmogorov complexity theory [Li and Vitanyi 1997] . The basic idea is that two objects are considered close if one can be significantly compressed using the information in the other. Therefore, the distance NCD(x; y) for each pair of functions (x and y) is the improvement due to compressing y using x as reference instead of compressing y from scratch, expressed as the ratio between the bitwise length of the two compressed versions. It can be calculated as follows [Cilibrasi and Vitanyi 2005] :
where C( ) is the length of the compressed version of the file , and xy is the file resulting from the concatenation of x and y. The algorithm computes the NCD metric from the DNA code, generating the matrix corresponding to the references and target functions. Many compressors can be used in NCD computation. We initially adopted the bzlib compressor for calculating the input a space between distance and matrices [Martins et al. 2014a] . Other compressors were evaluated in experiments reported in Section 5.
The NCD metric does not require any knowledge about the features of the data analyzed to find relationships. Such feature independence enables the NCD-based algorithm to deal with several types of program data at code level, including (but not limited to) the source codes and intermediate representations (as DNA). However, other distance metrics can be applied as shown in Section 5.
Neighbor Joining Algorithm
The NJ [Felsenstein 2003 ] is a simple and computationally efficient algorithm for constructing phylogenetic trees. The algorithm output is an unrooted tree structure that describes the relationships among objects. The tree topology is defined by consecutively joining pairs of neighbors. This tree is iteratively constructed starting from a star-like tree, where all objects (leaf nodes) are connected through one interior node. At each iteration, a new pair of neighbors is connected by an intermediate node and the distance matrix is recalculated considering this new node. The algorithm provides a tree topology that enables determining recursively clusters composed by other clusters. Finally, as NJ does not depend on any type of a priori knowledge about the problem domain, it is an interesting algorithm for identifying hierarchical similarities among software codes [Sanches et al. 2011] .
Ambiguity-Based Clustering
In order to extract potential clusters hidden in the tree topology, it is necessary to identify subtrees with a high degree of independence in the generated phylogenetic tree. A hierarchical clustering algorithm is employed here for this identification. The Fast Newman algorithm (FN) [Newman 2010 ] was used in the approach presented in Sanches et al. [2011] . FN is an algorithm from complex networks analysis focused on discovering clusters in large-scale networks. In our DSE approach, we adopt a new clustering method inspired by the measure of ambiguity of tree structures [Martins, et al. 2014a] . In exploratory experiments, it was possible to verify that our ambiguitybased approach works better with small networks than FN.
Tree ambiguity can be defined from the ambiguity between two leaf nodes. Leaves i and j of a tree T are ambiguous if there are two or more internal nodes (ancestors) between them in T , that is, internal nodes in the unique path from i to j. In other words, both nodes (i and j) are not tightly similar, since they require more than one intermediate node to counterbalance their differences in relation to other leaf nodes (that compose a third momentum affecting the equilibrium between i and j). The ambiguity of T (or tree ambiguity) is the accumulated ambiguity involving all the pairs of leaves of T . This definition can result in imprecise evaluation of the reliability of a tree, especially when evaluating small trees such as those used in our experiments. We bypass this problem using the concept of strong ambiguity. Basically, two leaf nodes are strongly ambiguous if there are three or more internal nodes (ancestors) between them. Our clustering approach employs measures of strong ambiguity to separate the functions into groups. The number of internal nodes considered can also be modified for tuning the strength of a relationship to establish a cluster. Here, the target function is joined to all functions reachable by up to three intermediate nodes.
DSE STRATEGIES
We use a number of DSE strategies to perform the search for specialized optimization sequences for a given function using our LARA-based environment. These strategies differ with respect to the technique and the design space employed in the search. Some of them are applied to the entire search space composed by all the possible optimization passes considered in our experiments; other ones are applied to a reduced search space generated by combinations between optimizations returned by the selection method; and, finally, two of them use the reduced space in a first stage and the full space in a second stage. A brief description of each DSE strategy is given as follows.
Genetic Algorithm
The Genetic Algorithm (GA) [Goldberg 1989 ] is a well-known metaheuristic usually applied to a variety of search problems. It is an evolutionary search method that consists of generating an initial population of random solutions with a subsequent iterative evolution of their individuals, determined by their evaluation and ranking. Each evolutionary step is called generation and is formed by simple procedures: (1) the selection of the parent solutions (sampled pairs of solutions), (2) the application of the crossover and mutation operators, (3) the evaluation of new solutions generated after the operators, and (4) the reinsertion procedure that decides the survivors for the next generation. This iterative process is performed until achieving a stop criterion.
Considering the compiler optimization sequence search, each individual or solution is a sequence in the search space represented as an array with variable size (sequence length). The evaluation is performed by the fitness function defined by the number of clock cycles needed to execute the code generated by applying the optimization sequence.
The GA-based approach is performed in both full and reduced exploration spaces. In our experiments, GA runs over a population of 300 individuals when the full space is used and over a population of 30 individuals if the reduced space is used. A uniform distribution was used to generate the initial population of sequences in order to guarantee similar quantities for all possible lengths (from one to 16 compilation passes). In each generation, a uniform crossover operator was defined with 60% probability for applying crossover to a pair of individuals. A simple tournament selection (Tour = 3) was used for parent solution selection. A mutation rate of 40% was applied over the population of new solutions generated by crossover. Four types of mutation operators were developed: including a new pass to a point randomly chosen of the compilation sequence; removing the optimization placed in any point of the sequence; exchanging a pass of the sequence by another chosen randomly from the space; and changing the order of two passes of the sequence. The elitism reinsertion strategy keeps the best optimization sequences from parent and children sets in the current population. The stop criteria used are a maximum number of generations (equal to 100) or if 15 subsequent generations do not result in a latency improvement.
Random Sampling
A simple random-sampling-based algorithm is used for the exploration of both full and reduced optimization spaces. The generation of each sample is performed by the same procedure used for the generation of the initial population on the GA approach. In our experiments, the number of samples generated is exactly 10 times the size of the population used in the GA approach: 3,000 sequences when the full space is used and 300 solutions for the reduced space. These sizes are compatible with the number of different solutions evaluated by GA runs on average, since the majority of them stop before 20 generations and 60% of the population size is created at each generation. Therefore, the random sampling method can give us a reference if no strategy is used in the search and only isolated points are evaluated as potential optimization sequences.
Insertion Algorithm
This approach was proposed in Huang et al. [2013] to deal specifically with the search of optimization sequences. It is an iterative greedy algorithm that incrementally includes new optimizations to a sequence. The algorithm starts by acquiring the performance of the code resulting from compilation of the input function without optimizations. Then, the algorithm traverses the search space of optimizations sequentially, in a predefined order, building a solution by inserting one optimization at a time and verifying the resultant performance of the optimized code. If an improvement occurs, the optimization is included in the current solution. Otherwise, it is discarded and the next optimization is tested. Insertion is applied in both full and reduced design spaces with a slight difference in the predefined order used to choose the optimization operation to be tested in each attempt to include in the current sequence: using the full space, the sequence order is arbitrarily defined, while if the reduced space is used, the order is defined with respect to the proximity among the functions in the phylogenetic tree. In both spaces (full and reduced), when testing the insertion of a new optimization, the algorithm evaluates it in all possible positions of the current sequence, aiming at achieving the best sequence.
Since the optimizations are processed in the same order they appear in the set of compilation passes to explore (search space), the results can be influenced by the arrangement used. For minimizing this problem, it can be useful to traverse that search space a number of times. The number of iterations is an input of the algorithm. Here, we adopted three iterations for both approaches (full and reduced space), since higher values did not provide better results in our experiments. The algorithm also stops when there is no improvement between subsequent iterations.
Clean Algorithm
The cleaning algorithm is also an iterative greedy approach, which incrementally removes optimizations from the current sequence. It was first presented in Martins et al. [2014b] . Unlike the Insertion algorithm, Clean starts from a predefined sequence. In each iteration, an optimization is removed from the current sequence in order to verify its effect on the performance of the optimized code. The removal of optimizations is done sequentially, that is, from the first until the last one (Nth pass). It was applied only to the reduced design space, where the sequence (the optimizations and their order) is defined based on the proximity among the functions in the phylogenetic tree. That is, we adopt the same optimization sequence of the closest reference function, including the distinct (new) passes found in the optimization sequences of the other functions in the cluster.
Hybrid Approaches
Two hybrid approaches are used: the Clean-Insertion (CI) and the Insertion-Clean (IC) algorithms. Both of them use more than one stage, and some operations are applied over the reduced space and others over the full space.
The first stage of the Clean-Insertion algorithm starts with the sequence of optimizations generated through the clustering-based selection method. However, it starts applying the Clean algorithm over this sequence removing all superfluous optimizations and reducing the solution to an intermediate sequence. This result is used as the initial sequence in the second stage, where the Insertion algorithm is applied over the full design space for just one iteration step. Since the insertion process starts from a promising reduced solution, the new intermediate sequence can be achieved through inclusion of fewer optimizations from the full optimizations set. Finally, the inclusion of a new optimization can turn others unnecessary in the current sequence. Therefore, the Clean algorithm is performed in the third stage starting from the new intermediate sequence to find the final solution.
The first stage of the Insertion-Clean algorithm also starts with the sequence of optimizations generated through the clustering-based selection method. The Insertion algorithm is performed over the full space for just one iteration step by including new optimizations for generating an intermediate sequence. In practice, the Insertion algorithm allows the exploration of regions neighboring the initial sequence in the full design space. The inclusion of a new optimization can turn another one unnecessary in the current sequence. This intermediate result is used as the initial sequence in the second stage, where the Clean algorithm is applied in order to remove all superfluous optimizations, reducing the solution to an optimal sequence. The basic idea of the IC algorithm is that promising passes can be combined with new optimizations improving the execution time of the program. On the other hand, this approach often deals with larger optimization sequences, where there are more positions for testing a given optimization pass. Therefore, its execution time is excessively larger than the CI approach while the final latencies are very similar.
Examples of the application of the two hybrid approaches are shown in Figure 3 . The remaining passes from the initial sequence are highlighted in the output sequences of the algorithms. In those examples, we can see that the final result is exactly the same sequence. 
EXPERIMENTAL RESULTS
Initially, the DSE strategies evaluated in this article were implemented to search for suitable sequences of optimizations targeting a Xilinx MicroBlaze processor (a RISC architecture) for 46 functions from DSP [Texas Instruments 2003a] 
and image [Texas Instruments 2003b] benchmark repositories from Texas Instruments (TI).
A new multiobjective analysis was incorporated for selecting the best DSE strategies. The clustering process was automated and generated a large number of clusters to be analyzed. In addition, the optimization sequences used for each reference function clustered with a target function were tested in order to evaluate the need for joining their optimization passes. Sections 5.3 to 5.5 refer to additional experiments for analyzing in detail the various design decisions used in the clustering, investigating their suitability for the selection of optimization passes from the reference set. Initially, the reference set is formed based on functions described in Sanches et al. [2011] . As a representative selection of this set is very important for the success of the approach, some selection strategies of reference functions are explored in Section 5.6. Section 5.8 refers to additional experiments performed using functions from other computing domains and applications. In Section 5.9, we use our compilation environment targeting the LLVM compiler and a LEON3 soft-core processor, and our approach performance is compared with the -O2 option and with the best sequences present in Purini and Jain [2013] .
Analysis of DSE Strategies
We applied a variety of algorithms to explore the optimization space, providing distinct accuracies and execution times, aiming at validating the utility of the clustering-based optimization selection approach in the DSE process. These strategies basically differ with respect to the technique employed in the search of the best optimization sequence for a given function. DSE strategies using random sampling (RS), Insertion (Ins), and genetic algorithm (GA) were executed on the full and reduced optimization sets, whereas the approach based on a cleaning algorithm (Clean) was only executed on a reduced search space. Furthermore, we include two mixed approaches joining the Clean and full Insertion algorithms (CI and IC). The purpose of these hybrid approaches is to overcome the limitations of the original algorithms, providing a more effective exploration of the search space. The experiments without optimization preselection, named Full DSE, were performed using a total of 49 CoSy passes in the search space (see Table I ). Given that a maximum sequence length of 16 compiler passes (empirically chosen from previous experiments) was adopted, the cardinality η of the search space is given by 16 i=0 49
i . Therefore, the number of potential sequences in the search space is 49 17 −1, preventing an exhaustive exploration.
The executions with our clustering-based selection approach are identified as Reduced DSE. It was performed using a subset of optimizations (13 passes on average) chosen from the similarity between the target function and reference functions. During the clustering, we considered 11 reference functions [Texas Instruments 2003a; Guthaus, et al. 2001] : adpcm (coder and decoder), autocorrelation, bubble sort, dotprod, fdct, fibonacci, max, min, pop count, and sobel. This reference group is a set of the functions previously used in other contexts [Sanches et al. 2011] and was intentionally kept as it represents functions with different characteristics.
The results obtained from the reduced subset were compared with those achieved with the DSE approaches over the full optimization space. Considering that a GA generally results in values close to optimal [Kulkarni et al. 2007 ], the speedups achieved by the GA-based DSE with full optimization space are used as the goal for the other strategies. Furthermore, as in the approach used in Kulkarni and Cavazos [2012] , we also searched the best single optimization sequence for our 11 reference functions. During this process, each potential optimization sequence was evaluated over all functions, and a geometric mean was calculated from their speedups considering the performance of the original code (without optimizations). The "best overall sequence" was applied over the functions analyzed in order to validate the representativity level of the reference set. The geometric means of the performance metrics achieved for the DSE strategies are shown in Figure 4 . Figure 4 (a) presents the geometric means of the best speedups achieved for each DSE strategy and "best overall sequence." These geometric means were calculated with respect to execution clock cycles achieved by the functions without optimizations, that is, from the best speedups over baseline code. In general, the exploration with full space achieved better speedups than when applied in the pruned optimizations set. As expected, the use of the DSE strategy based on GA for the two optimization spaces (full and reduced) achieved the best speedups, and the GA using the full space was the best available strategy, resulting in higher values of speedup for all target functions. On the other hand, the Insertion algorithm using a pruned space obtained the worst results, whereas the DSE based on insertion with the full space achieved a close mean speedup to other search approaches with the reduced set. The DSE strategies based on random sampling achieved speedups close to the ones obtained by GA-based approaches. However, RS approaches need to evaluate a solutions set 10× greater than the one explored by the GA in both spaces. The Clean algorithm is the simplest and fastest approach used in this article. However, its achieved speedups are very close to the GA and random sampling approaches using pruned space and the full Insertion algorithm, and only different in about 0.1 to the full GA-based method. The hybrid approaches achieved speedups very close to those achieved by the GA with full space. The adoption of the "best overall sequence" also achieved good speedups, although its mean speedup is equal to Clean and slightly worse than the other ones (except Insertion reduced). Basically, the approaches can be clustered into three groups according to their speedups. The first group is formed by GA (43%), Clean-Insertion (42%), Insertion-Clean (41%), and random sampling using full space (40%). The intermediate group comprises the Insertion algorithm with full space (35%), GA and random sampling using reduced space (both approaches with 34%), and Clean algorithm and best overall sequence (both with 33%). The last group is formed by the Insertion algorithm with a pruned space (27%). Note that the difference between the best and the worst geometric mean speedups is around 0.16. Figure 4 (b) presents the average execution time for each DSE strategy. As can be observed, significant improvements were achieved with respect to the execution time when comparing DSE in full and reduced spaces. The GA-based exploration over full space took on average 5,509 seconds, while random sampling, GA, Insertion, and Clean approaches using pruned search spaces took about 422, 412, 97, and 19 seconds, that is, improvements around 13×, 13×, 57×, and 290×, respectively. Considering the hybrid approaches, the DSE execution time improvements over the GA-based approach were around 20× and 4× for the Clean-Insertion and the Insertion-Clean algorithms, respectively. Figure 5 shows the different DSE strategies compounding the two tradeoff objectives in a single chart, enabling us to identify the dominated and the nondominated strategies in a Pareto-based analysis. Given two strategies (a and b), we say that a dominates b if (1) a is not worse than b in all evaluated objectives, and (2) a is better than b in at least one objective. The set of nondominated strategies consists of those ones without no other strategy dominating them. Since the average execution time presented a severe variation between the minimum (19 seconds) and the maximum (5,509 seconds) values, it is presented using a logarithmic scale. It is possible to observe in this chart that the nondominated front is formed by three strategies, which were plotted using black circles: GA full, CI, and Clean. All the other strategies (gray squares) are dominated by at least one element of the nondominated front. For example, although IC is not dominated by GA full and Clean strategies, it is dominated by CI. Therefore, it can be discarded from the nondominated set. Between the three nondominated solutions, GA full is the one that returns the best geometric mean speedup, but it demands a high processing time. On the other side, Clean is the fastest strategy but returns one of the worst speedups considering all the evaluated methods. CI is the most balanced nondominated solution, since it returns a mean speedup very close to the best one and demands a processing time much lower than the full-space approaches. Figure 6 outlines the best speedups achieved with the nondominated DSE strategies. To facilitate analysis, we include lines in the chart representing the geometric mean of each DSE strategy. Analyzing function sequences, we observed that (1) the current reference set does not include compilation passes specifically used for some target functions, such as mvpostop and globcse used for img_ycbcr4; (2) other ones are used in a few reference sequences (one or two), making difficult its presence in the reduced subsets (e.g., loopfuse and setpurity); and (3) simple algorithms have difficulties in generating sequences with repetitions of passes, which are necessary to optimize the functions dsp_bexp_c and dsp_fir_cp. Figure 7 presents the size of the initial search space explored in reduced approaches, as well as the number of optimizations contained in near-optimal sequences achieved by DSE approaches based on GA (using full space), Clean-Insertion (CI), and Clean algorithms for each function evaluated. In addition, the last bars in Figure 7 show the respective average values. Generally, the final sequences are smaller than the size of initial space, except for dsp_bexp_c, img_dilate, img_fdct_8, and img_idct_8. Also, the final compilation sequences achieved by GA and CI algorithms are very similar for most functions, justifying their similar performance. Therefore, the reduction in terms of speedup may be acceptable, especially when considering the gains in DSE execution time, as shown in Figure 8 .
There are large differences of DSE execution times between the GA-based approach and other DSE strategies. Although the GA-based approach achieves always equal or better optimization sequences, it also has a longer execution time. On the other hand, the Clean algorithm is the fastest approach. The DSE based on CI presents the 
Clustering Analysis
In order to evaluate the effectiveness of the clustering, we perform the reduced DSE from each cluster used during the experiments (12 clusters). The grouped functions and the number of distinct passes contained in each cluster are presented in Table III . Cluster 9 consists of all 20 compiler passes found in sequences associated with the reference functions. So we call it a reference cluster. Clusters 2, 3, 11, and 12 have the same compiler passes, just changing their order in the generated subset. The passes used by the functions in each cluster were adopted as search space by the DSE strategy during the exploration. Figure 9 presents the geometric means of the speedups achieved with Clean and CI for all 46 TIs' functions considering the compiler passes in each cluster. As can be observed in Figure 9 (a), our clustering-based approach achieves the same speedup of the reference cluster (1.33×) in Clean. The employment of the reference cluster as search space is able to find the best achievable speedups in the DSE with reduced space. In CI (Figure 9(b) ), our selection method obtained the best result between the clusters (1.42×), outperforming the value achieved by Cluster 9 (reference).
Considering each function individually, our clustering-based approach did not achieve the best speedup for only four (out of 46) functions. Figure 10 presents the best Fig. 9 . Geometric mean of the speedups according to the cluster used. Fig. 10 . DSE performance for the functions with which our clustering-based approach did not achieve the best speedup.
speedup achieved by the DSE schemes for these functions, considering the reduced search space provided by each cluster. As can be noted, our approach achieves values very close to the best ones (maximum difference is 0.04). In addition to cluster exploration, we also research the individual optimization sequences used by each reference function in the cluster. This experiment aims to evaluate the influence of the sequences' aggregation in the DSE process. The test was performed using two different approaches, which differ by how the sequence is chosen within the cluster: (1) the sequence of the closest reference function, according to the phylogenetic tree, is applied directly to the new function, and (2) all sequences of the cluster are separately applied to the target function, adopting one that returns the best speedup. The approach based on the closest reference function (immediate neighbor) obtained the worst speedup (1.18×). It indicates that the sequence of the closest functions does not always contain the necessary optimizations for a given target function. The employment of all the sequences of the cluster also did not achieve the mean speedup of DSE strategies, but reached values close to the ones achieved by Clean (1.31× against 1.33×). However, this approach does not eliminate the need for clustering, since it uses the reference functions of the clusters generated through the selection method.
Impact of the Input Representation on the DSE Performance
In order to investigate the relevance of DNA in identifying the important code structures, other forms of representation of the source code were used as input to the selection method, and the results were compared with those obtained with the use of DNA. In this article, we performed clusters from source code and the Assembly code generated by ReflectC targeting the MicroBlaze processor.
Considering the geometric mean of the speedup achieved by DSE strategies based on the Clean algorithm and Clean-Insertion approach for each input representation and using the 46 functions, we observed that the influence of the input representation in the DSE performance is greater in Clean because of the algorithm simplicity. On the other hand, the speedups achieved by CI demonstrate the adaptability of this hybrid approach. In both approaches, the use of DNA and Assembly code achieved higher geometric mean speedups (1.33× and 1.42×, respectively), indicating that these input representations identify the similar structural patterns between codes. However, the DNAs are much smaller than their equivalents in Assembly (the file size with all DNA codes is 5.8KB, whereas the corresponding with Assembly codes is 86.6KB). Smaller files favor the compression process in the distance matrices computation. Furthermore, the use of DNA allows a clustering-based method independent of the compiler. The exploration based on source code achieved the worst values of speedup (1.24× using Clean and 1.41× using CI).
Analyzing the generated phylogenetic trees, it was possible to observe that the source code input was not adequate to represent the similarity between codes in several situations, justifying why this representation is not suitable for pattern mining. An emblematic example can be seen in the phylogenetic trees of the autcor--shown in Figure 11 . In the tree from the source code (Figure 11(a) ), there are four internal nodes between the functions autcor--and autcor, clustering them in different groups. Therefore, the selection method is not able to identify the similarity between these functions, even when their codes are almost identical. They only differ with respect to the length of the autocorrelation sequence used in the computation (10 in autcor and 16 in autcor--). The tree generated from the DNA (Figure 11(b) ) adequately represents the similarity between these functions.
Analysis of the DNA Encoding
The DNA of the function is a simplified intermediate representation of its source code, which is encoding by a set of translation rules. The choice of these rules can influence the level of code details represented in the DNA code. Our approach uses the same rules used in Sanches et al. [2011] . These rules are used to represent only loops, discarding the remaining code. Nested loops are presented on the same line of the file, whereas adjacent loops are represented in separate lines.
Experiments were performed to investigate the influence of the DNA encoding only loops or entire code of the function in the performance achieved by the DSE. The DSE strategy based on the Clean algorithm was used, since it is more sensitive to changes than CI. Furthermore, the inclusion of new rules is also studied in order to verify the existence of any relevant information/structure that is not addressed in the default DNA. We tested new rules representing i f structure; arithmetic operators, including operators of decrement and simplified (e.g., "-="); data types in detail (symbols for int, char, f loat, and double) or simplified form (symbol for integer and floating-point variables); data modifiers; function calls; constants; and pointer operators ("*" and "&"). Each new rule was evaluated separately in the original set of rules. Finally, we also evaluate a complete set formed by combining all tested rules.
The DSE performance was very close in all evaluated configurations, with a small oscillation around 1.31 and 1.33. The DNAs (of only loops or full code) conduct to a similar behavior, with some specific variations, indicating that the effect of rule sets is stable in relation to how they are applied; that is, their effect is similar when compared to performance of the original rule set applied in the same way. The speedups achieved through encoding only loops were slightly better than those obtained from the DNA of the whole code (average difference about 0.006 and maximum value of 0.012), except for the full set (difference of −0.004). This validates the strategy currently employed to deal with functions whose intense processing is in the body of loops, as in image and signal processing domains.
The best DSE performance for DNA generated from the loops is achieved through the addition of the symbols for each data type (detailed representation) in the original set (1.331×). The original set was also robust, obtaining a similar value (1.326×). The adoption of symbols to represent the pointer operators and function calls results in the same speedup as the original DNA. The employment of other rules resulted in a small reduction of the mean speedup, and the worst performance was obtained from the set formed by all rules (1.306×). In fact, when more information is added to the rule set, the DNA representation will be closer to the source code, which is not a good input to our clustering process. When the DNA generated represents the entire code, the original set of the translation rules achieves the best geometric mean speedup with DSE (1.322×), whereas the representation of all constants shows the worst results (1.307×). Based on the observed results, we conclude that the default set of rules is good enough for our purpose, especially considering only integer-type variables.
Impact of Distance Metrics and Compressors in the Similarity Identification
Experiments were performed in order to verify the influence of the scheme for calculating the dissimilarity matrices in our cluster-based approach. Here, we evaluate the use of the different compressors in the distance computation with the NCD metric, as well as the adoption of other distance metrics not based on compression to calculate the similarity from DNA codes.
The quality of the dissimilarity matrices computed through the NCD metric is related to the compressor adopted in the distance calculus [Cilibrasi and Vitanyi 2005] . Here, four different compression libraries were evaluated: bzlib (currently used), ppmdx, lzmax, and zlib. These libraries are integrated into the CompLearn package [Cilibrasi et al. 2008] , which is used by the selection method to calculate the matrix of distances. They were evaluated according to the performance achieved by Clean and its compression degree, measured from the compression of a file with the DNA code of all the functions (reference and target). The experimental results show that the compressors exhibit a similar behavior. The higher compression rates were achieved using the compressors lzmax and zlib (87.6% for both), whereas bzlib and ppmdx resulted in a rate of 86.9% and 85.3%, respectively. In terms of performance, bzlib resulted in the best speedup (1.33×) and ppmdx conducted to the worst value (1.31×), whereas the other compressors (lzmax and zlib) resulted in a speedup of 1.32×.
We also evaluated different distance metrics in the computation of dissimilarity matrices. Given that the DNA code is a sequence of symbols, we adopted distances able to deal directly with strings, which are provided in the package stringdist for the R language [van der Loo 2014]. They are categorized in string distances based on edits (Levenshtein -LV, Damerau-Levensthein -DL, optimal string alignment -OSA, and longest common substring -LCS) and substring granularity (q-gram, cosine, Jaccard distance). In general, any other distance metric overcame NCD. With respect to Clean, distances as cosine (1.32×) and q-gram (1.31×) obtained values close to NCD (1.33×). These two metrics are similar, since they deal with the occurrence of substrings in the DNA. The other distances resulted in speedups lower than 1.30×. The speedups achieved by CI are very similar, around 1.42× for all distance metrics, except for the cosine that resulted in 1.41×, showing again the adaptability of the hybrid approach.
Analysis of the Reference Set
The selection method employs a set of reference functions in the clustering of the new function. Therefore, the clustering efficiency is directly related to the representativity of this reference set. In order to reach a good coverage of the function space, the reference set should be formed by well-distributed points in the function space and each point must be significant within its region. Since an exhaustive search for the best set is unfeasible, criteria to support a systematic choice of the reference functions should be defined. In this article, reference set size was fixed to 11 functions to simplify the search space and facilitate the comparison of results. Besides, different reference sets were generated according to six different criteria of selection, as follows:
(1) Random sampling (RS): functions are randomly selected from the total 57 functions. In this strategy were evaluated 30 different sets. (2) Best overall coverage (BOC): selecting functions, from all functions used in experiments, whose combination of their sequences covers the maximum number of distinct compilation passes. Here, 22 sets were generated, each containing 33 compilation passes. (3) Best coverage of a random subset (BCR): same as previous, but considering only a subset of 26 functions randomly selected from the 57 functions. The strategy evaluated 30 sets with a different number of distinct passes. (4) Best coverage per cluster (BCC): clustering all 57 functions into 11 groups using the Fast Newman algorithm [Newman 2010 ]. This algorithm is able to identify communities in complex networks and it was used to determine the clusters from the phylogenetic tree topology generated considering all functions. For each cluster, A total of 258 different sets were evaluated in our experiments. The purpose is to research the impact of the selection criteria in the performance achieved by the DSE. Every set generated was individually applied to the exploration of target functions through the Clean algorithm. As different amounts of potential reference sets were generated in each selection strategy, the comparison between them was performed using the best and worst cases, average, and standard deviation. The geometric mean speedup achieved by Clean from each criterion used in the selection of the reference functions is highlighted in Figure 12 .
The strategies based on randomness achieved in the worst cases 1.27× with the criterion based on the best coverage of a random subset and 1.25× with the random sampling, and they present a large variance between the values of their sets, which is evidenced by the standard deviation values (0.03 in both cases). The highest geometric mean speedup achieved with both these strategies was 1.38×, which is lower than the best values obtained with the approaches based on the best coverage and higher than the best values resulting from the strategies that use the functions with the longest sequences. The worst cases for the two strategies based on long sequences were higher than the random strategies (1.28× when considering all functions and 1.32× for clusterbased selection). These strategies also had a lower oscillation between performances of their sets (deviation standard of 0.02 and 0.004, respectively), with similar means to those obtained by random approaches. However, they resulted in lower values among the best cases (1.35× in overall criterion and 1.33× per cluster). The adoption of the best coverage criteria from the clusters and all functions (overall) achieved the highest mean speedups (1.40× for both) and average (1.38× in the coverage based on cluster and 1.36× in the overall coverage). However, the worst set of the overall coverage obtained a geometric mean speedup of 1.29×, which is lower than those resulting from the approaches based on clusters (1.35× in the best coverage per cluster and 1.32× in the largest sequences per cluster). In addition, there is a large variation and a standard deviation of 0.03 between the best and the worst speedups obtained from their sets. On the other hand, the strategy based on best coverage per cluster has a standard deviation of 0.01, indicating a better balance between its sets. From the noted behavior, we conclude that the selection of a function of each cluster aiming to ensure the best coverage of the compiler passes is the most appropriate to systematically choosing a good reference set.
Analysis of the Design Decisions
In general, we conclude that the decisions and choices used to implement the selection process in our DSE environment were adequate. Using DNA as input representation is enough to effectively identify the important code properties. The DSE performance from the DNA clusters was similar to the clustering based on Assembly code without optimizations and more effective than one obtained from the source code. As the DNA code is smaller than its equivalent Assembly and it is independent of the compiler, it is more appropriate to be used in our approach. The translation rules currently employed in DNA encoding were the best among the sets of rules evaluated, returning the best speedups (or close to them). The experiments show that the DNA based on loop bodies is enough to represent the relevant elements of the source code. The differences of performance achieved between the application of the translation rules over the loop bodies or using the whole code were very subtle. However, even using different sets of DNA, the application of rules just inside the loops were consistently better than applying them over the entire code. Therefore, considering the set of functions evaluated, the strategy to use the DNA representation of only the body of the loops seems to be more adequate. The NCD [Cilibrasi and Vitanyi 2005] achieved the best geometric mean speedups for DSE strategies among the evaluated distance metrics. However, other string distance metrics based on symbols and substring existence also resulted in a good overall performance. On the other hand, edition-based metrics showed some difficulty in identifying good clusters, despite reaching values close to the ones obtained by the DSE scheme based on GA and exploring the full space for some individual functions. Besides, the compressor evaluated in the NCD computation does not affect significantly the performance of our DSE approach. Finally, we researched a systematic procedure to select a representative reference set from a pool of functions. In the best selection strategy, an initial clustering is performed in which all the functions of the pool are grouped in k clusters, where k is the specified size of the reference set. Subsequently, a function of each cluster is selected aiming to ensure the best coverage of the optimization passes. This selection procedure resulted in higher performance when compared to the other evaluated strategies, considering the worst, the average, and the best cases, as well as a small variation between the maximum and minimum values of the geometric mean speedup achieved by their evaluated sets.
Expanding Our Evaluation to Other Benchmarks
In addition to functions from the DSP and image processing benchmark repositories from Texas Instruments, we also evaluated our approach using quick sort, Dijkstra, blowfish coder, and blowfish decoder functions from the MiBench benchmark suite [Guthaus, et al. 2001 ]; a hot-spot function from an industrial application (filter Subband, part of an MPEG audio encoder), which was provided in the context of the REFLECT project [Cardoso et al. 2013] ; and compress, histogram, edge detection, and lpc applications from the UTDSP benchmark suite [Lee 2002 ]. The experiments with Mibench's functions and the filter Subband were performed in order to evaluate the effectiveness of our approach to optimize codes from other computing domains. The adoption of UTDSP applications aims to evaluate the behavior of our approach when applied to more complex functions. In this context, the key functions of each application were compiled separately with different specific optimization sequences, and their optimized codes were combined. Figure 13 outlines the best speedups achieved with DSE using GA, Clean, and Clean-Insertion algorithms. The last bar in the chart of Figure 13 shows the respective Fig. 13 . Speedups achieved for each new benchmark using nondominated DSE strategies. geometric mean. In general, it was possible to observe an improvement in the performance of the functions/applications after optimization for all the researched strategies. The unique exception was the lpc application, which did not achieve any speedup no matter the strategy used. GA using the full-space strategy achieved the best results in all cases. CI resulted in very close speedups to GA. Between the three strategies, Clean resulted in the worst performance. The geometric mean speedups achieved for GA Full, CI, and Clean were 1.43×, 1.41×, and 1.28×, respectively. This behavior was compatible with that observed in the benchmarks initially evaluated. Due to the complexity increment in the new evaluated functions/applications compared with the initial benchmark, the execution time was much higher than in the previous functions. However, compatible with what was observed in the early analysis, Clean was the fastest strategy and GA with full space was the slowest. The average of the execution time achieved for GA Full, CI, and Clean were 27,778, 1,357, and 62 seconds, respectively. Therefore, we can conclude that the general panorama was maintained even using more complex applications or functions from other domains: (1) GA achieves the best speedups, but CI returns almost the same performance with a much faster exploration, and (2) Clean returns the worst speedups, but it is extremely fast.
Extending the Comparative Analysis
The adoption of different compiler environments and target architectures makes it difficult to compare the results between published works. In order to overcome this problem, we performed experiments using a compilation environment based on the LLVM compiler infrastructure (version 3.5) [Lattner and Adve 2004] and targeting a LEON3 processor. Both LLVM and LEON3 are open-source projects and widely used. Therefore, this allows one to reproduce the compiler environment and comparisons with other work efforts can be made. Besides, the performance can be compared with -O compilation strategies. Here, we compare the speedups achieved using our DSE strategies with those obtained with LLVM -O2 and with the best speedups achieved using the top 10 sequences presented in Purini and Jain [2013] . Figure 14 (a) presents the speedups achieved with optimization sequences found using Clean and CI strategies in relation to LLVM -O2. Comparing CI and -O2 speedups, 74% of all 54 compiled codes achieve better speedups with CI, -O2 overcame CI in 17% of them, and the other 9% resulted in the same performance with both optimization approaches. The geometric mean of the speedup in relation to -O2 achieved with CI considering all 54 codes is 1.07×. If we observe only the 10, 20, and 30 best results, the geometric mean speedup achieved with CI (black lines) is 1.49×, 1.32×, and 1.24×. Considering the speedups achieved using Clean and -O2, 54% of the codes achieve better speedups with Clean, -O2 overcame Clean in 37% of them, and 9% of codes resulted in the same performance with both approaches. The geometric mean of the speedup in relation to -O2 is 0.94. However, when we consider only the 10, 20, and 30 best results, the geometric mean speedup achieved with Clean (gray lines) is 1.28×, 1.18×, and 1.13×. Therefore, we can conclude that in general, CI achieves higher speedups than the -O2 option using the LLVM compiler, corroborating the good performance found previously with ReflectC. However, Clean presented a worse performance, and its results are similar to the -O2 option. We believe this decay of performance from ReflectC to LLVM experiments can be justified by the fact that LLVM employs more optimization passes (124 vs. 49), and some of them, such as loop unrolling, have a strong semantic dependence. On the other hand, our clustering process is not considering semantic information and it is fully syntactically guided. Figure 14 (b) shows the speedup achieved using DSE strategies in relation to the exhaustive search using the 10 best sequences presented in Purini and Jain [2013] . Considering the CI performance and the best speedup achieved from Purini's sequences (PS), 91% of the compiled codes achieve better speedups with CI, PS overcame CI in 6% of them, and the other 3% of codes resulted in the same speedup with both. The geometric mean of the speedup achieved with CI in relation to PS is 1.24×. If we consider only the 10, 20, and 30 best results, the geometric mean speedup achieved with CI is 2.11×, 1.63×, and 1.44×. Comparing Clean and PS, 69% of the codes achieved better speedups with Clean, while PS returned better speedups in 30%. The geometric mean speedup in relation to PS considering all 54 codes is 1.09×. Considering only the 10, 20, and 30 best speedups, the geometric mean speedup achieved with Clean is 1.83×, 1.45×, and 1.31×. In general, we can conclude that using the LLVM compiler, CI achieved much better results than PS: more than 90% of the codes were improved in relation to PS. Clean also presented a good performance and its results overcame PS in almost 70% of the evaluated codes.
RELATED WORK
It is a common practice to apply the same set of optimizations in a fixed order, previously hand-tuned by compiler writers based on their experience and insight [Kulkarni and Cavazos 2012] . However, different code fragments may require a specific ordering of optimizations to obtain the best performance for a given platform. Compilers for embedded computing systems are more dependent on code transformations and optimizations as the target architectures used have typically more constraints. For this kind of system, nontrivial compiler sequences are usually needed to achieve the required results. Given the large number of compiler optimizations, the design space is vast. The research of techniques to efficiently and effectively search this space is a hot topic of research.
The identification of compiler sequences generally relies on iterative compilation, predictive-based methods, or both. Machine-learning techniques have been commonly employed to improve the search for the best optimization sequences for specific applications. A genetic-algorithm-based approach is used in Cooper et al. [1999] to find optimization sequences in order to reduce the object code size. Randomized search algorithms have been used to identify suitable compilation sequences [Cooper et al. 2006] . A system called COLE is presented in Hoste and Eeckhout [2008] . It uses a multiobjective evolutionary algorithm based on SPEA2 [Zitzler et al. 2001 ] to automatically find Pareto optimal settings of optimization flags for the entire application in the gcc compiler. The work in Chen et al. [2012] experimentally demonstrated that there exists at least one program-level compiler optimization selection that achieves at least 83% or more of the best-known speedup across 1,000 different datasets for each of the 32 programs considered. The authors suggest that optimizing programs across datasets might be much easier than previously anticipated. Recent research has proposed heuristic techniques based on code characterization to quickly customize sequences for individual functions during static and dynamic compilation. In , a predictive model based on logistic regression uses the features extracted from the function to select the optimization to apply in the Jikes RVM Java compiler, using a fixed-order of compiler passes. This work was extended in Kulkarni and Cavazos [2012] , applying method-specific optimization orderings. The authors address the phase-ordering problem as a Markov process, where the characterization of the current state of the code is used as input of the neural network for selecting optimizations to apply during dynamic compilation. Support vector machines are employed in Sanchez et al. [2011] to derive function-specific compilation strategies for the IBM J9 Java compiler. These approaches reveal that the use of analytical models and cost functions based on certain code features may allow good predictors and may truly contribute to the identification of compiler sequences. A Bayesian-network-based model was used in Ashouri et al. [2014] to provide a probability distribution for the compilation passes from the machine-independent features dynamically extracted from the application. These probabilities guide the iterative search to autotuning of the optimization flags of the gcc compiler aiming at the speedup of the application execution.
All previous approaches are focused on the DSE. Both static and dynamic heuristic approaches aid the search for the best compiler optimizations. On the other hand, our approach focuses on the selection of potential compiler passes in order to restrict/reduce the search space for DSE. Therefore, our work is orthogonal to these approaches as search space pruning can be seen as a separate task of the exploration process. Generally, it can be used as an important initial step of DSE. Moreover, it is independent of features extracted from the source code, although they can be used as input data during the clustering phase to improve the algorithm's accuracy.
Several techniques have been used to reduce the space of potential candidate solutions. A statistical analysis of the effect of compiler options is used in Haneda et al. [2005] to prune the search space and find a single compiler optimization sequence for a set of programs that perform better than the standard settings used in gcc. Agakov et al. [2006] proposed a biased search technique using Markov models to limit the search space, increasing the speed of iterative optimizations. This methodology is able to indicate, for a given program, the areas of the solution space where the search should be focused. Moreover, it is independent of the solution space, the search algorithm, and the compiler/optimizer used. The work in Kulkarni et al. [2007] uses several machinelearning algorithms with aggressive pruning through exhaustive enumeration of all function instances for a set of programs, observing that search techniques such as GAs achieve gains very close to best performance. This work was extended in Kulkarni et al. [2009] and Kulkarni et al. [2010] , where they compare the ability of GA-based and function-level searches to find the best optimization sequences for their VPO compiler. Jantz and Kulkarni [2013] employ an exhaustive DSE algorithm presented in previous work, adding independence characteristics of optimization passes in the pruning technique and performing searches in multiple stages over smaller disjoint subsets of optimizations. PEAK, an automated performance tuning system, is presented in Pan and Eigenmann [2008] . It uses three heuristic algorithms to select good compiler optimization settings. It performs an initial space pruning through the withdrawal of transformations with negative performance effects to speed up the search. Unlike our approach, previous works are based on information about compiler pass iterations in preliminary research. Down-sampling techniques are used in Purini and Jain [2013] to reduce the search space to a few good optimization sequences (around 10) with respect to representative instances of program classes. These sequences are applied in the new program and the best one is selected. This work differs from our approach, which aims at searching a customized sequence for a specific function. In Fursin et al. [2011] , a gcc-based framework (Milepost GCC) is used to automatically extract program features and learn the best optimizations across programs and architectures. Their framework uses a probabilistic prediction model to correlate the new program with the closest one seen earlier to apply a customized optimization combination. Although this work is similar to our approach, it focuses on the phase selection problem where the application order of optimizations is fixed, while our method addresses the phase-ordering problem. Moreover, our approach does not need any training and is based on clustering and simple DSE schemes. The idea is that the code patterns extracted by clustering can aid in the appropriate selection of passes, which can be used in DSE strategies to conduct/suggest efficient compiler sequences.
CONCLUSIONS
The selection of the sequence of compiler optimizations can have a significant impact on performance, and it is architecture and application dependent. Therefore, the adoption of an efficient Design Space Exploration (DSE) scheme to aid embedded system developers is of paramount importance. This article presented a DSE approach that uses a clustering-based selection method for reducing the number of compiler optimizations used during the exploration of optimization sequences. We analyzed DSE algorithm alternatives to employ in our clustering-based approach. Experiments showed that the use of our approach results in a significant reduction of the search space and makes feasible the use of simple DSE algorithms. Approaches based on the Clean algorithm resulted in a good tradeoff between program optimization achievements (performance improvements) and DSE execution time. Particularly, the performance improvements achieved are comparable to close-to-optimal compilation sequences found by a Genetic Algorithm (GA) using the full optimizations set. When compared to the results achieved by a DSE strategy using a GA and targeting a Xilinx MicroBlaze processor, our approach using a simple and fast algorithm (Clean algorithm) allowed significant reductions of DSE execution time (around 286×) at the same time that it achieved performance improvements only 10% below the ones provided by GA, guaranteeing performance improvements of 33% over the baseline for the 46 functions from the TI benchmarks used in the experiments. The Clean-Insertion algorithm resulted in performance improvements similar to those found by the GA approach (42% and 43%, respectively), with an 18× faster DSE execution time (364 seconds compared to 108 minutes of GA).
The additional experiments carried out using the LLVM compiler and targeting a LEON3 processor have also shown the importance of our approach when other compilation environments are used. Comparing its performance with other optimization approaches (e.g., -O2), it was possible to observe that our approach overcame LLVM -O2 using the Clean-Insertion algorithm and achieved similar performance to -O2 when using the Clean algorithm. Specifically, our approach achieved geometric mean speedups of 1.49×, 1.32×, and 1.24× when considering the best 10, 20, and 30 functions, respectively. When considering the entire benchmark set consisting of 54 functions/applications, our approach achieved a more modest average performance improvement (7%).
Ongoing work is focusing on probabilistic heuristics that explore each clusteringbased set of optimizations and on exploring sequences of compiler optimizations in the context of hardware generation targeting FPGAs. For future work, we plan to compare our DSE approach to other machine-learning approaches to see if our DSE approach provides a benefit over the state of the art. In the analysis of the distance metrics, it was observed that even metrics that resulted in executables with a lower mean performance also achieved speedups for some functions that are very close or equal to those obtained when exploring the full space with a genetic algorithm. Thus, the combination of phylogenetic trees generated from a preselected group of distances, like ensemble or consensus trees, may be a promising research avenue. As the current DNA representation is fully based on syntax-oriented translation rules, we also intend to research the impact of using other DNA translation rules (semantically based and possibly including also data dependence information).
