Purpose: Intraoperative radiotherapy using The INTRABEAM System (Carl Zeiss Meditec AG, Jena, Germany), a miniature low-energy x-ray source, has proven to be an effective modality in the treatment of breast cancer. However, some uncertainties remain in its dosimetry. In this work, we investigated the INTRABEAM system dosimetry by performing ionization chamber and radiochromic film measurements of absorbed dose in a water phantom. Methods: Ionization chamber measurements were performed with a PTW 34013 parallel-plate soft x-ray chamber at source to detector distances of 5 to 30 mm calculated using (a) the dose formula consistent with the TARGIT breast protocol (TARGIT), (b) the formula recommended by the manufacturer (Zeiss), and (c) the recently proposed C Q formalism of Watson et al.
INTRODUCTION
Miniature kilovoltage x-ray systems, such as the INTRA-BEAM system (Carl Zeiss Meditec AG, Jena, Germany) and the Xoft Axxent (iCAD Inc., Nashua, NH), have become a popular alternative to photon-emitting radioactive sources for use in intraoperative radiation therapy (IORT). 2 As electronic devices, kV x-ray systems avoid the risks and regulations of radioactive materials, offering a number of benefits such as ease of transport to and from the operating room. These systems use low-energy photons (50 kVp) which deliver a very localised dose distribution with a steep dose gradient, offering the ability to spare healthy tissues. There may also be a biological benefit to using photons in this energy range due to their increased relative biological effectiveness. [3] [4] [5] [6] In the TARGIT-A clinical trial, the outcomes of breast cancer patients receiving IORT performed with the INTRA-BEAM source (20 Gy delivered to the surgical margin) following lumpectomy were compared with those receiving whole breast irradiation. The 5 yr rate of local cancer recurrence was found to be larger in the IORT group (3.3% vs 1.3%), however, this difference was within the noninferiority criteria of the study (noninferiority margin of 2.5%) 7, 8 and may be a preferred treatment option for some patients. However, while treatments with INTRABEAM have shown to be safe and effective, some uncertainties remain in its dosimetry. 9 Accurate and precise knowledge of the absorbed dose delivered in radiation therapy is essential for achieving optimal treatment outcomes. As such, it is the goal of the radiation therapy process to deliver the prescribed dose as accurately as reasonably achievable. 10 Accurate dosimetry is also necessary for meaningful comparisons of patient outcomes with other radiation therapy treatments. In the case of breast IORT, accurate dosimetry is crucial for fair comparisons between INTRABEAM and other miniature kV systems (such as the Xoft Axxent) or external beam radiation therapy.
1.A. INTRABEAM dosimetry

1.A.1. Manufacturer calibration
At the time of writing, no absorbed dose to water primary standard has been established for the INTRABEAM, although an effort is underway at the National Metrology Institute of Germany (PTB). The system calibration is performed by the manufacturer using a soft x-ray ionization chamber (PTW 23342, Physikalisch Technische Werkst€ atte, Freiburg) in water. This chamber is calibrated in terms of exposure, and measurements are converted to absorbed dose to water using a factor of f = 0.881 cGy/R, based on data from ICRU Report 17 for 20 keV monoenergetic photons. 11 The absorbed dose rate to water is measured for a range of depths in water, generating a calibration depth dose curve which is used for calculating treatment delivery time. This method of calibration was established prior to the start of the TARGIT-A trial (pre-2000) , and has been maintained to ensure consistency in the delivered prescription doses despite the development of improved kilovoltage dosimetry protocols 12 (i.e., AAPM TG-61 13 or IAEA TRS 398 14 ).
1.A.2. Zeiss water phantom dosimetry
To verify the manufacturer-provided calibration depth dose curve, Zeiss supplies a special water phantom consisting of a three-dimensional translational stage for precise source positioning, and a PTW 34013 soft x-ray ionization chamber (0.005 cm 3 ). To calculate the dose to water using this phantom, the following equation is recommended in the water phantom user manual 12 :
where M(z) is the measured charge (corrected for temperature and pressure variation), N k is the ionization chamber airkerma calibration coefficient, k Q is the conversion factor from reference to INTRABEAM beam quality, and k K a !D W is the chamber conversion factor from air-kerma to dose to water in a reference beam. Unfortunately, the authors were unable to find any information on how this conversion factor was determined. It is assumed that the INTRABEAM spectrum is equivalent to a T30 reference beam (k Q = 1), and that k Q is independent of distance from the source in water. In this work, we refer to the dose calculated by Eq. (1) as the "Zeiss" dose.
To compare with the calibration depth dose data, the water phantom manual states that the Zeiss dose must first be multiplied by a depth-dependent conversion factor, f 0 ðzÞ, to calculate the so-called TARGIT dose,
The specific values of f 0 ðzÞ are given in the user's source acceptance report, and can vary from 0.5 to 0.9. It is stated in the water phantom manual that the dose conversion factor is intended to account for the differences in measurement conditions between the manufacturer source calibration and the Zeiss water phantom. These differences are explained to be: the change in effective point of measurement between the ionization chamber models used (PTW 23342 and 34013); different designs of waterproof holders for the two ionization chamber models; and different chamber calibration schemes (PTW 23342 in terms of exposure with f = 0.881 cGy/R, and PTW 34013 in air kerma with k K a !D W , presumably calculated with updated mass-energy absorption coefficients and (W/e) air ). 15 The necessity for a conversion factor (f 0 ðzÞ) to relate the TARGIT dose with the water phantom Zeiss dose is problematic, as by definition the absorbed dose to water should be independent of the experimental measurement setup. It is not clear if the physical dose is described by the TARGIT dose, the Zeiss dose, or neither.
Both the TARGIT and Zeiss dose protocols do not account for the variation in ð l en =qÞ w air (and hence f) due to the photon fluence spectrum hardening as a function of depth in water. Ebert and Carruthers 16 reported this variation to be 2.6% over a distance of 2 cm from the source in water, and as large as 5% at a depth of 10 cm. Watson et al. 1 found a similar relative difference in ð l en =qÞ w air of 2.5% over 2 cm in water, however, their absolute values do not agree with Ebert and Carruthers (1.045 to 1.018 vs 0.9 to 0.876, respectively). The measured and simulated half value layers (HVL) for the INTRABEAM across this depth ranges from 0.1 to 2 mm Al, 1, 17 which corresponds to mass energy absorption coefficient ratios of 1.044 to 1.018, as taken from TG-61, corroborating the results of Watson et al.
1.A.3. Independent dose measurements: ionization chamber
A number of studies have been published which investigate the dosimetry of the INTRABEAM system. The source calibration using the IPEMB code of practice for low-energy x rays 18 was investigated by Eaton and Duck. 19 In their paper they determined chamber correction factors (k ch ), however, they did not make any absolute dose comparisons between the IPEMB and the TARGIT or Zeiss dose. Siochi 20 performed an in-air TG-61 13 -based calibration with spherical applicators. Excellent agreement (percent difference of <1%) was found with the Zeiss dose, however, an uncertainty analysis of the TG-61 calibration was not performed.
Watson et al. investigated the Zeiss dose protocol in Eq. (1) by determining a Monte Carlo (MC) calculated chamber conversion factor (C Q ) for a PTW 34013 chamber, equivalent to the product of k Q k K a !D W . They found that the Zeiss dose consistently underestimated the absorbed dose to water, with differences of up to 23%. This result implies that the TAR-GIT dose even further underestimates the physical dose, since the conversion factor f 0 ðzÞ is less than unity for all depths. Watson et al. determined that the chamber conversion factor was sensitive to the plate separation tolerance of the PTW 34013 chamber, leading to a potential variation in measured dose as large as 15%.
1.A.4. Independent dose measurements: radiochromic film
Radiochromic films, such as Gafchromic models, have been used in previous studies to investigate the relative and absolute dosimetry of the INTRABEAM system. 19, 21, 22 Accurate dosimetry with these films is challenging, as they are known to have an energy-dependent response at low photon energies. [23] [24] [25] Eaton and Duck reported differences of up to 6.9% between percent depth dose curves measured with an ionization chamber and Gafchromic EBT film, 19 and up to 8.8% local difference (<10 mm from applicator surface) and 4.8% absolute (>10 mm from applicator surface) difference from the manufacturer (i.e., TARGIT) depth dose curve. They attributed these differences to other experimental uncertainties, such as positioning, rather than film energy dependence.
Ebert et al. 21 investigated the response of three types of radiochromic film (EBT, XR-QA, and XR-RV2) for doses delivered with the source in water, at depths of 5, 15, and 30 mm. They reported significant dose response differences with depth in water for all film types which they attributed to film energy dependence due to beam hardening, and suggested that these films are unsuitable for INTRABEAM quantitative dosimetry.
1.B. Purpose
This work investigates the accuracy of the TARGIT [Eq. (2) ] and Zeiss [Eq. (1)] dose determinations in describing the physical absorbed dose to water by comparing them with different determination methods. Two independent methods were also used to measure the absorbed dose to water from an INTRABEAM system in a water phantom. (a) Using a PTW 34013 ionization chamber, we calculated the absorbed dose using the recent C Q formalism of Watson et al. 1 (b) EBT3 Gafchromic films were used to determine absorbed dose. To account for the film energy dependence, multiple dose response calibration curves were investigated across a range of photon beam qualities relevant to the source spectrum in water.
MATERIALS AND METHODS
Measurements were performed by irradiating a PTW 34013 ionization chamber or EBT3 Gafchromic film at a predetermined distance from an INTRABEAM source (5-30 mm in increments of 5 mm) for a constant amount of time (30 s at 5 mm depth, 180 s for all other depths). These time durations were selected to deliver a measurable amount of dose to the point of measurement without signal saturation (between 0.5 and 12 Gy), while providing a long enough irradiation to minimize the effect of timer error. All measurements were performed on the same day with the same source (S/N 507299). The irradiation time was manually controlled.
2.A. Ionization chamber measurements
2.A.1. Experimental setup
Ionization chamber measurements were performed in the self-shielded water phantom provided by Zeiss. This phantom features a three-dimensional translational stage for mounting and positioning the source, with a reported accuracy of 0.1 mm. 12 Inside the phantom are two fixed waterproof chamber covers (one for isotropy, one for depth dose measurements) designed to hold a PTW 34013 parallel-plate ionization chamber.
A PTW 34013 ionization chamber was placed into the waterproof holder intended for depth dose measurements, and allowed to equilibrate to the water temperature. The chamber was connected to a UNIDOS E electrometer, and operated at a voltage of 400 V. The minimum distance from the probe tip to the reference point of the ionization chamber, z 0 , was determined by the following equation:
where x H is the thickness of the waterproof chamber holder wall (printed on the chamber holder, in our case x H = 1.018 mm), x air is the air gap between the upper surface of the chamber housing and the inside of the chamber holder wall (reported as x air =0.5 mm), and x IC is the distance from the chamber reference point to the upper surface of the chamber housing (reported as x IC = 0.155 mm on the chamber calibration certificate). Thus, from our value of z 0 = 1.673 mm, the Z position of the water phantom translational stage could be calculated to obtain the measurement depths of 5-30 mm (in increments of 5 mm). The chamber was irradiated and the measured charge was recorded, corrected for temperature and pressure variations. Measurements were repeated three times for each depth, and the average and standard deviation of the mean were calculated.
2.A.2. Ion collection efficiency and polarity correction
In the definition of Eq. (1), no mention is made of an ion recombination correction (P ion ) or polarity correction (P pol ). 12 To verify whether these two corrections can be neglected for the PTW 34013 chamber and INTRABEAM source, P ion and P pol were determined. Here, we use the TG-61 definitions of
where M H is the signal from the chamber at normal operation
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and
where M + and M À are the readings at positive and negative bias, and the denominator M is the reading at the bias used for reference measurements.
2.A.3. Timer error
When performing dose measurements with the INTRA-BEAM, there is a "ramp up" of the output immediately after starting an irradiation, and a corresponding "ramp down" after stopping. This effect is analogous to the timer error of cobalt teletherapy machines, and has been previously reported. 26 To quantify this effect, we calculated the timer error following the approach of Orton and Seibert 27 by performing n multiple exposures of duration t/n (cumulative chamber reading R n(t/n) ), and a single exposure of duration t (reading R t ). The timer error is then:
The standard deviation of the error is given by:
where r R is the standard deviation of the multiple exposure readings.
2.A.4. Absorbed dose calculations
Three methods were used to calculate the absorbed dose to water from the measured ionization chamber charge signal: the formula recommended by water phantom manual (the "Zeiss" dose) of Eq. (1); the "TARGIT" dose as defined by Eq. (2); and the "C Q " dose formalism of Watson et al. 1 The absorbed dose to water calculated with the C Q formalism is given by:
where M(z) and N k are the same corrected measured charge and ionization chamber calibration coefficient as in Eq. (1), and C Q ðzÞ is the ionization chamber conversion factor from air-kerma in a reference beam to dose to water for the source beam quality. The depth-dependent values of C Q for the PTW 34013 chamber were calculated using the EGSnrc MC code, 28 and the results have statistical fluctuations which increase as a function of depth in water. This is because the number of transported particles (number of starting particles = 1.5 9 10 8 ) decreases with depth due to attenuation and scattering. While these fluctuations can be reduced by simply simulating more particles, this is time and resource consuming. Alternatively, these fluctuations can be smoothed by fitting a curve to C Q , assuming a functional relationship with depth in water. From the definition of C Q , we see it is proportional to the ratio of D w /D gas . To first order, this ratio is equal to the ratio of the average mass energy absorption coefficients of water to air, ð l en =qÞ w air , assuming a large air cavity. The behaviour of ð l en =qÞ w air as a function of photon energy in the kinematic region relevant to the INTRABEAM spectra is smoothly varying without inflection points 29 (the reader is directed to Ref. [1] , Fig. 1 ). Based on this, a function of the form f (x) = ae Àbx +ce Àdx was fit to the C Q data. This was performed with MATLAB R2015b (The MathWorks, Inc., Natick, MA) using the fit function (linear least squares method), with a weighing of 1=r 2 i for each C Q,i (where r i is the statistical uncertainty). The 68.3% (1r) simultaneous confidence interval (confidence for all predictor values) on the fitted function was calculated. Figure 1 shows the MCcalculated C Q values (taken from Ref. [1] ), along with the fitted curves (solid lines) and confidence intervals (dashed lines), for three variations of the PTW 34013 ionization chamber featuring differing parallel-plate separations (the nominal separation, and the reported tolerance maximum ("thick") and minimum ("thin") separation). The exact dimensions of the cavity are not included in this report as they are proprietary information. For the calculation of dose in Eq. (8), the nominal C Q curve was used, and the thick and thin C Q curves were used to estimate the chamber model geometry uncertainty, discussed in Section 2.A.5
2.A.5. Dose uncertainty calculations
The estimation and propagation of uncertainty in the dose measurements was performed as outlined in the BIPM Guide to the Expression of Uncertainty in Measurement. 30 The uncertainty on the dose calculated using the Zeiss method [Eq. (1)] was determined by:
where r rep is the standard deviation of the mean from the three ionization chamber charge readings, r pos is the dose uncertainty due to chamber positioning error and r k Q k Ka !D W is the relative uncertainty on the product of N k , k Q and k K a !D W . At all depths investigated, r rep was less than 0.3%. The positioning dose uncertainty was determined by measuring the dose rate at AE0.1 mm at each measurement depth. This uncertainty ranged from 5.2% at 5 mm to 1.0% at 30 mm depth. The ionization chamber calibration certificate reports that r k Q k Ka !D W is 4% with a coverage factor of two (k = 2). According to the calibration certificate, this uncertainty was calculated according to ISO GUM from the partial uncertainties arising from the standard used, the calibration procedure, the environmental conditions and the short time effects of the object of measurement. Thus for k = 1, r k Q k Ka !D W was taken to be 2%. The combined uncertainty (k = 1) is listed in Table I . The TARGIT dose uncertainty in Eq. (2) was estimated by:
where r Zeiss is as defined in Eq. (9), and r f 0 is the uncertainty on the correction function f 0 ðzÞ, reported to be 5.1% in our source acceptance test report. The combined uncertainty (k = 1) is listed in Table II. The C Q dose uncertainty is given by
where r rep and r pos are the same as in Eq. (9), r fit is the 68.3% confidence interval (1r) on the functional fit of C Q , and r geom is the chamber cavity geometry uncertainty (due to plate separation tolerance) of C Q . Assuming a rectangular distribution of chamber plate separations during manufacturing, r geom was estimated from the fits of C Q for the thick and thin chamber models as:
Þ. Table III lists the C Q uncertainty budget for each measurement depth.
2.B. Film measurements
2.B.1. EBT3 film calibration
In this work, the recommendations of Devic et al. 31 were followed for the radiochromic film dosimetry. A Gulmay orthovoltage x-ray unit was used to irradiate the films to generate net optical density (DnetOD) to absorbed dose to water (to a small volume in air) calibration curves. Tube potentials of 50, 70, and 80 kVp (with a 5 cm circular applicator) were used to calibrate films, as listed in Table IV . An additional beam quality at 50 kVp was created by placing filtration (0.5 mm Al and 5.75 mm PMMA) at the exit of the applicator.
Prior to film irradiation, half-value layer (HVL) measurements were performed for each beam quality listed in Table IV , following the guidelines of the AAPM TG-61 dosimetry protocol. 13 The HVL was measured at 40 cm source-to-detector distance (SDD). An SDD of 40 cm was also used for the position of reference dosimetry and film irradiations, with exception to the filtered 50 kVp measurements which were performed at 23 cm. In that case, a reduced SDD was necessary to obtain a reasonable dose rate due to the signal attenuation from the additional filtration.
Due to the different photon spectrum attenuation through air, one cannot assume that the HVL measured at 40 cm SDD will be representative of the HVL at 23 cm. The SpekCalc 32 calculated spectrum of the 50 kVp beam was obtained from Bekerat et al. 23 to estimate the effect of SDD on the HVL. This spectrum was used as input in an EGSnrc simulation to calculate the photon fluence spectra at 23 and 40 cm SDD in air. The user code cavity was used to model a circularly collimated photon source (5 cm diameter at 20 cm to match applicator), with 0.5 mm Al and 5.75 mm PMMA filtration, enveloped in a 1 m 3 box of air. The photon fluence spectra 
was scored across a 1 cm diameter circular plane positioned at 23 and 40 cm from the source. From the spectra, the HVL was determined analytically by solving the following equation:
where x Al is the HVL in thickness of aluminium, l i,Al is the attenuation coefficient of aluminum for energy bin i, E i is the photon bin energy, and ð l en q Þ i;air is the mass energy absorption coefficient for air. Attenuation coefficients were taken from the NIST XCOM database. 33 The simulated HVL at 40 cm was calculated to be 0.846 mm Al, and 0.828 mm Al at 23 cm, for a DHVL of À0.018 mm Al, or approximately 2%. A second 50 kVp source spectrum with slightly different inherent filtration obtained from Bekerat et al. was also investigated by the preceding method, with similar results (DHVL = -0.022 mm Al). Based on this outcome, we estimated that the filtered 50 kVp HVL at 23 cm would be 0.02 mm Al less than that measured at 40 cm.
Next, reference dosimetry was performed free in air with an ionization chamber positioned along the central axis of the beam. Two types of ionization chambers were used: a PTW 23342 parallel-plate chamber was used for tube potentials of 50 and 70 kVp, and a Farmer type NE 2577C thimble chamber for the tube potential of 80 kVp. The thimble chamber was not used to calibrate the lower energy beams as its energy response was shown to vary greatly (up to 23%) at these beam qualities. 23 The air-kerma calibration coefficient of these chambers (N k ) was measured by the National Research Council of Canada (NRCC) in beam qualities of 50 kVp (two filtrations, HVL = 0.17 mm Al and 0.32 mm Al) for the PTW 23342, and 80 kVp (HVL = 1.82 mm Al) and 120 kVp (HVL = 3.03 mm Al) for the NE 2577C. These qualities are similar to those used for the film calibration (listed in Table IV ). The calibration values of N k were interpolated as a function of HVL to the appropriate beam qualities, and assumed to have a 1r variation of 2% (uncertainty estimate taken from TG-61 13 ). The absorbed dose to water was calculated for a given number of monitor units (MU) as recommended by TG-61:
where M is the chamber reading (corrected for temperature, pressure, ion recombination, and polarity effect), P stem,air is the chamber stem correction factor (assumed to be unity 34 ), and ½ð l en =qÞ w air air is the mass energy absorption coefficient ratio of water to air averaged over photon spectrum in air (taken from Table IV in TG-61). From Eq. (13), the output for each beam quality was measured in dose (Gy) per MU.
The uncertainty in the delivered absorbed dose was estimated as:
where r N k is the uncertainty in N k reported by the calibration standards laboratory (0.7%), r diff accounts for N k variation due to the difference in beam quality between calibration and measurement conditions (2%), r l en is the uncertainty in tabulated TG-61 ½ð l en =qÞ w air air values (1.5%), and r pos is the uncertainty due to chamber positioning error (AE1 mm ? 0.5% or 0.87% for 40 or 23 cm SDD, respectively). This lead to a combined uncertainty (k = 1) of r cal = 2.7% for the filtered 50 kVp, and r cal = 2.6% for all other beam qualities.
After reference dosimetry had been completed, 6.7 9 4.0 cm 2 pieces of Gafchromic EBT3 film (lot number 04201601) were irradiated to dose levels of 0 to 17 or 20 Gy for each beam quality. The films were irradiated in air, suspended by two pieces of nylon monofilament at the same SDD as reference dosimetry measurements (40 or 23 cm). Postirradiation, the films were left to self-develop for 24 h in a black envelope.
The films were scanned both prior to and postirradiation on an Epson 10000XL flatbed document scanner (Epson Seiko Corporation, Nagano, Japan) in transmission mode with a resolution of 127 dpi (0.2 mm/pixel). Care was taken to maintain the orientation of the films on the scanner bed for the pre-and postirradiation scans. The scanned image data were saved in 48-bit RGB TIFF format, and a blank scan was performed to identify defective pixels. A background "dark" scan was omitted from the film analysis as it was found to have negligible effect on the results while increasing noise.
The image analysis was performed using MATLAB R2015b (The MathWorks, Inc., Natick, MA) similar to the work of Papaconstadopoulos et al. 35 Analysis was performed using red channel data as they have shown to have higher sensitivity and low uncertainty in the dose range investigated, in particular below 4 Gy. 35, 36 The pre-and postirradiated film images were rotated and coregistered to ensure coincidence of the region-of-interest (ROI). A Wiener filter (5 9 5 pixels) was applied to the image to remove noise due to the scanner. A list of defective pixels was generated from the blank scan, where any pixel with a value less than 95% of the maximum was classified as defective and ignored in further processing. For every film, five ROIs (0.5 90.5 cm 2 ) were randomly selected and used to calculate a mean pixel value and standard deviation. From these five measurements, the weighted mean, M (weighted by the inverse of ROI standard deviation) was calculated. The netOD for each film was then calculated as:
where M unirr and M irr are the weighted mean of the pre-and postirradiated film, respectively. To account for film darkening due to environmental and temporal effects, the netOD of the 0 Gy film was subtracted:
The netOD uncertainty, dDnetOD, was calculated by error propagation across Eq. (16) as described by Ref. [37] .
The relationship between film response (DnetOD) and dose (D) was determined by fitting a polynomial function:
where p, q and n are free parameters. The MATLAB function fit (linear least squares) was used, with 1/dDnetOD 2 as weights. The uncertainty in dose was estimated by error propagation across Eq. (17), dD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi dD dp 2 dp 2 þ dD dq
where dp and dq are the one sigma confidence intervals of p and q. In this work, n was determined manually such that dose error (the difference between dose calculated with Eq. (17) and the actual delivered dose) was minimized, while also giving a valid dose uncertainty estimate ( $ 67% of dose error data points are encapsulated by the estimated uncertainty).
2.B.2. INTRABEAM film irradiations
Film from the same batch used during calibration were cut into 5 9 4 cm 2 pieces and scanned prior to irradiation. To fix the position of the films in the water phantom, a custom PMMA film holder was constructed containing two arms with a series of machined grooves spaced 5 mm apart. Along each groove, two strands of nylon monofilament were strung between which the pieces of film could be held in place. Films were installed in the holder and then submerged into the water phantom. The film installed in the top-most groove of the film holder was not used for dosimetry, but to aid in positioning the source probe (defining a depth of 0 mm). The films were arranged into two experimental configurations: (a) one film was placed at 5 mm depth and irradiated for 30 s, and (b) films were placed every 5 mm from 10 mm to 30 mm and irradiated for 180 s. A control film which was submerged in water for the same duration of time as the other films but not irradiated was kept for analysis, however, water immersion for this short length of time was not expected to have any effect on the films. 38 Postirradiation, the films were placed on a paper towel and exposed to the open air for 2 h to dry any residual water droplets, then allowed to selfdevelop for 24 h in a black envelope before scanning. To assess the reproducibility of the measurements, the film irradiations were repeated for three sets of films.
2.B.3. Film dose evaluation
The image analysis was again performed with MATLAB R2015b. For each film, the netOD was calculated in a 2.57 9 2.57 mm 2 square ROI (equivalent square of the PTW 34013 entrance window size, r = 1.45 mm) in the center of the radiation field (i.e., position of ionization chamber). Using Eq. (16), the DnetOD was calculated by subtracting the control film netOD to account for the effect of environmental factors, including submersion in water. The film dose could then be determined using Eq. (17) . The dose uncertainty was calculated as:
where r D = 100*dD/D [the fitted dose and dose uncertainty in Eqs. (17) and (18)], and r cal is the absorbed dose calibration uncertainty of Eq. (14) .
The following methodology was used to account for the film energy response on the dose measurement. Using a previously published EGSnrc model of the INTRABEAM source, 1,39 the source photon fluence spectra was calculated at various depths in water. From the spectra, the HVL as a function of depth in water was calculated using Eq. (12) . The resulting HVLs are listed in Table V. For a measurement at a given depth in water, the film dose and uncertainty were calculated using Eqs. (17) and (19) from two sets of calibration data (see Table IV ): the HVLs immediately above and below the measurement HVL listed in Table V . The dose (and dose uncertainty) at the source beam quality was estimated by linearly interpolating between these two results as a function of HVL. This procedure was repeated for the three measurements at each depth, and the mean dose and standard deviation were calculated. By using this method, the film energy dependence is taken into account through the measured calibration curves, rather than relying on assumptions about the radiochromic film intrinsic energy dependence.
2.B.4. Film holder correction factor
To account for the dose perturbation at the point of measurement due to the presence of other pieces of film, the film holder body, and the ionization chamber holders (permanently fixed in the water phantom), a film holder correction factor was defined:
where D holder (z) and D w (z) are the dose to water at depth z with and without the presence of the films, film holder, and chamber holders, respectively. The corrected dose to water would then be D corr = k Film Holder D, where D is the measured film dose from Eq. (17) . The film holder correction factor was calculated using the same EGSnrc model of the INTRABEAM source as in Section 2.B.3. The dose to a cylindrical water volume (r = 5 mm, h = 1 mm) centered at each measurement depth was scored. Figure 2 shows the geometry used in the simulation to calculate D holder (z), with the film at each measurement depth replaced with water. When calculating D w (z) all media other than the source probe were set to water. To simplify the simulation geometry, the films were modeled as homogeneous slabs, while in reality they are made up of an active layer sandwiched between two polyester layers. Table VI lists the overall elemental composition of EBT3 film used in the simulation.
2.B.5. Film dose uncertainty
The overall uncertainty in the film dose measurement was estimated by:
where r film,avg is the average interpolated uncertainty [r film,cal of Eq. (19)] of the three film measurements. r rep is the standard deviation of the mean of the three film dose measurements, and r pos is the uncertainty due to film positioning error.
The uncertainty due to film positioning error was calculated by first estimating the positioning error inherent to the PMMA film holder due to the play in the machined grooves (width of 0.73 mm) and two strands of nylon monofilament (diameter of 0.284 mm each). This gives a conservative positioning error of AE0.1 mm, coincidentally the same positioning accuracy of the ionization chamber measurements. Table VII lists the uncertainty budget for estimating r film at each measurement depth, which was found to range from 6.3% to 4.7%. The average interpolated film dose uncertainty, r film,cal , was found to increase with depth (i.e., with lower absorbed dose), which lead to some compensation with the position uncertainty, r pos , which decreased with depth.
RESULTS
3.A. Ion collection efficiency and polarity correction
P ion was determined according to Eq. (4) to be 1.003 at a measurement depth of 5 mm, corresponding to a dose rate of $ 20 Gy/min. A second set of measurements performed at 10 mm depth (dose rate of $ 4 Gy/min) also yielded P ion = 1.003, suggesting that this correction is independent of depth in water beyond 5 mm for the INTRABEAM. Using Eq. (5), P pol was found to be 1.005. These correction factors were found to be just as significant as the temperature and pressure correction (P TP = 1.004), and were used in the calculation of all further ionization chamber measurements.
3.B. Timer error
A set of measurements were performed at 10 mm depth in water, consisting of three measurements of 60 s duration and one of 180 s. The timer error was found to be 0.014 AE 0.12 s. The uncertainty in estimating the timer error was much larger than the error itself owing to (R n(t/n) ÀR t ) being much smaller than r R .
3.C. EBT3 film calibration
The fitted film calibration curves for the beam qualities listed in Table IV are shown in Fig. 3 . The curves for the 50 kVp + filtration, 70 and 80 kVp beams (E eff = 20.64, 24.07, and 29.51 keV) were found to agree with each other to within 4%. However, the difference between the filtered and unfiltered 50 kVp curves (E eff = 20.64 and 10.72 keV, respectively) was as large as 20%. These results are consistent with the findings of Bekerat et al., 23 who investigated the energy dependence of an EBT3 film prototype containing aluminum. The formulation of the film active layer used in this experiment contained 1.6% aluminum in atomic percent.
3.D. Film holder correction factor
The film holder correction factor defined in Eq. (20) was calculated. To distinguish the contribution to k Film Holder (z) from the holders and from the film pieces themselves, k Film Holder (z) was calculated with and without the presence of films. The results are shown in Fig. 4 . When considering the holders only, the correction is a 0.5% to 0.7% effect, slightly increasing with depth. This depth dependence can be explained by the increased backscatter off of the base of the film holder and the lower ionization chamber holder.
When the films are included in the simulation, the correction increases from 0.8% to 1.1%. Interestingly, from the definition of k Film Holder (z) this result implies that the measured dose is larger when the films are present in the radiation field, despite the density of EBT3 film being larger than water (1.335 g/cm 3 ). 23 Figure 4 (bottom) compares the attenuation coefficients (calculated with XCOM 33 ) of EBT3 against water. Above 21 keV EBT3 is more attenuating than water, suggesting that the contribution from Compton scattering (proportional to material density) dominates at this energy. Below 21 keV, we see EBT3 is less attenuating than water. This can be explained by the increasing contribution from the photoelectric effect at lower photon energies (/1/E 3 ) which is also proportional to Z 4 . Since the effective atomic number of EBT3 is less than that of water (6.71 vs 7.42, respectively), its photoelectric attenuation coefficient is less.
3.E. Absorbed dose measurements
The depth-dose measurements as calculated by the TAR-GIT method of Eq. (2) were compared with the data provided in the source calibration file, and are shown in Table VIII. The measured values were found to agree with the calibration data to within the measurement uncertainty listed in Table II. The ionization chamber and film absorbed dose to water measurements are shown in Fig. 5 . While the previously reported differences between the Zeiss and C Q doses are present, 1 the dose measured by the film was generally in good agreement with both methods considering the measurement uncertainties (5-6%). At 5 and 10 mm depths in water the film dose agreed more closely with the Zeiss dose (percent difference of 1-5%). Beyond this depth however, the agreement was best with the C Q dose (differences of 1-9%). From these results, it is difficult to make any definitive statement on whether the Zeiss or C Q ionization chamber dose calculation is more accurate relative to the film dose measurements.
At all depths investigated the TARGIT dose was consistently and significantly the lowest. The percent difference from the TARGIT dose for the film, Zeiss, and C Q dose is plotted in Fig. 6 . The measured EBT3 dose was 31% to 59% greater than the TARGIT dose, while the C Q dose was up to 80% larger (at 5 mm depth). These large discrepancies suggest that the TARGIT dose severely underestimates the physical dose to water.
DISCUSSION
The results of this study demonstrate that the doses delivered by the INTRABEAM according to the manufacturer dose calibration file (and as measured by the TAR-GIT method), are in actuality significantly larger. Due to the depth dependence of the TARGIT conversion function f 0 ðzÞ, this dose discrepancy can vary wildly depending on the depth of prescription. For example, a prescribed TAR-GIT dose of 20 Gy at a depth of 30 mm in water would correspond to a physical dose of 23-26 Gy (based on the ionization chamber and film results summarized in Fig. 6 ), while the same prescription at 5 mm would correspond to 31-36 Gy. This has implications for INTRABEAM treatments following the TARGIT-A trial protocol, where IORT was performed using an appropriately sized spherical applicator (with available radii of 7.5 mm to 25 mm) surgically placed in the tumour bed, with a prescription dose of 20 Gy to the applicator surface. Our results suggest that depending on the size of spherical applicator chosen, patients would receive differing doses. For reference, the average applicator radius used in the TARGIT-A trial was 17.5-20.0 mm. 40 While our results investigated the dosimetry for the bare source (i.e., no applicator), one could estimate the effect of the presence of a spherical applicator. The depth dose measurements shown in Fig. 5 can be determined for each spherical applicator by multiplying the dose by the applicator transfer function, defined as: TABLE VIII. The depth dose rate as reported by the calibration file (calib) and as measured by the TARGIT method for INTRABEAM source XRS S/N 507299. The percent error from the calibration data was found to be within the measurement uncertainty (see Table II 
where _ D app ðzÞ and _ D no app ðzÞ are the dose rate at depth z, with and without the applicator present. The individual applicator transfer functions are provided with the source calibration file, and can also be measured by the user. Our measurement at 5 mm depth would not be relevant as the smallest applicator currently offered has a radius of 7.5 mm.
The transfer function definition of Eq. (22) implicitly assumes that k K a !D W , k Q , and f 0 ðzÞ are insensitive to the differences in beam quality between the bare source and inclusion of a spherical applicator. To estimate how spherical applicator beam quality affects C Q , one can look at the variation in C Q between the depth of an applicator's radii and the depth of equivalent bare source HVL. Spherical applicator HVL measurements have been reported in literature, ranging from 1.10 to 1.30 mm Al for applicator radii of 0.75-1.5 cm, 19 and 0.85-1.09 19 or 0.80-1.23 mm 17 Al for radii of 1.75-2.5 cm. For the larger applicators (r = 1.75-2.5 cm), their HVLs of 0.8 to 1.2 mm Al correspond to the beam quality of the bare source at a shallower depth in water ( $ 1-1.7 cm, see Table V) , while the smaller applicator (r = 0.75-1.5 cm) HVLs of 1.1-1.3 mm Al are similar to the bare source at greater depth ( $ 1.5-2 cm). This difference in behaviour is due to the inclusion of an aluminum filter for applicators with radii less than 1.5 cm. From Fig. 1 , the change in C Q from spherical applicator beam quality differences is less than 3%.
Similarly, the effect of spherical applicator beam quality on the film measurements can be predicted by the change in film energy response between applicator radius and the depth of equivalent bare source HVL. Our results show that EBT3 film is energy independent to within 4% for HVL = 0.816 to 2.18 mm Al, thus spherical applicators would have little effect on film measurements at 10 mm depth in water and greater. Accounting for these variations introduced into the C Q and measurements, and noting that the transfer function is multiplicative, the percent error from the TARGIT dose shown in Fig. 6 would be relatively unchanged with the presence of a spherical applicator.
In our experience, the source dose rate could vary by 2-3% when measured on different dates. A large part of this variation can be accounted for by the dose uncertainty due to positioning error, as the source must be re-installed in the water phantom at the start of each measurement run. While our measurement method used a fixed irradiation time (thus, the measured dose was susceptible to daily dose rate variations), differences in daily dose rate are accounted for during treatment and the total irradiation time is scaled accordingly. In terms of source-to-source variations, dose rate measurements performed with another INTRABEAM source were found to differ by 15% to 5% as a function of depth in water, corresponding to a relative difference (i.e., the difference in the PDDs) of up to 10%. This is similar to previously reported source-to-source output variations. 26, 41 However, while source output variations (both day-to-day and sourceto-source) would change the absolute doses reported in this work, the relative differences between the dose determination methods (i.e., TARGIT, Zeiss, C Q , film) would be unaffected. Here, we investigated the absorbed dose to water from the INTRABEAM measured in a homogeneous water phantom. However, it is known that for low-energy photon sources water is not perfectly tissue equivalent, and tissue composition and inhomogeneities will have an impact on patient dose metrics. 42 Ebert and Carruthers reported a reduction in dose (12% to 4% for 10 mm and 40 mm depth) when comparing INTRABEAM dose calculations in water to in breast tissue 16 . White et al. noted a reduction in dose volume histogram metrics when accounting for tissue inhomogeneities in breast irradiation with the Xoft Axxent, a 50 kVp miniature x-ray tube similar to the INTRABEAM. 43 In their investigations of the minimum dose to 90% of the planning treatment volume, White et al. found a decrease of 4% from a homogeneous water calculation (AAPM TG-43 44 ), and as large as 40% when reporting the dose to medium rather than dose to water.
Conversely, the source low-energy photon spectrum has been shown to have a greater relative biological impact than higher energy photon sources, indicating more biological damage for the same delivered dose. In experiments studying cell inactivation, Liu et al. found that the relative biological effectiveness (RBE) of 50 kVp x rays from the INTRA-BEAM with 4 cm diameter spherical applicator was greater than that of 6 MV x rays. They reported mean RBE values of 1.26-1.42, 4 which decreased with distance from the applicator surface. White et al. calculated the source 4 cm applicator spectrum RBE using an MC simulation of DNA double strand breaks as the biological damage indicator. Their results showed an RBE between 1.4 and 1.6 (compared to cobalt-60) at all distances, with variability depending on tissue type. 5 Using a multiscale methodology for simulating event-byevent electron spectra, Pater found the double strand break RBE of the bare source (0 to 2 cm in water) ranged from 1.14 to 1.16. 6 This enhanced RBE could help to compensate for the dose reduction seen when accounting for patient tissue composition.
Clinical treatments with the INTRABEAM system have proven to be safe and effective. 7, 8 It is not the intent of this work to recommend any changes to the INTRABEAM clinical prescription doses. However, our results show that the prescription dose underestimates the physical absorbed dose to water, which has profound implications for studies investigating the relationships between dose and therapeutic effect from INTRABEAM, or comparing INTRABEAM treatments with other radiation delivery methods. Relevant examples of comparing outcomes with other radiation treatment types include breast IORT treatments performed with the Xoft Axxent source 45, 46 (ClinicalTrials.gov Identifier: NCT016 44669), or treatments combining INTRABEAM IORT with external beam radiotherapy (TARGIT-B trial, ClinicalTrials.-gov Identifier: NCT01792726).
CONCLUSIONS
Accurate knowledge of the absorbed dose to water is crucial for achieving optimal treatment outcomes, and making meaningful comparisons between radiation modality treatments. The results of this work suggest that the dose delivered by the INTRABEAM system according to the TARGIT protocol severely underestimates the physical dose to water. The TARGIT dose was measured in a water phantom at depths of 5-30 mm and compared with two other ionization chamber-based dose calculations (the recommended water phantom dose formula (Zeiss), and the recent C Q formalism of Watson et al. 1 ), and EBT3 Gafchromic film measurements. Multiple dose response calibration curves across a range of relevant photon energies were employed to account for the energy dependence of EBT3 film. In general, the doses measured by film, and the Zeiss and C Q methods agreed within measurement uncertainties (5-6%), while the TARGIT doses were significantly lower. The differences from the TARGIT dose ranged from 14% (Zeiss method at 30 mm depth) to as large as 80% (C Q method at 5 mm depth). This correlation between the TARGIT dose and physical dose is important for any studies wishing to make dosimetric comparisons between the INTRABEAM and other radiation emitting devices.
