The recent literature has shown that it is possible to solve the monocular Simultaneous Localization And Mapping using both undelayed features initialization and an Extedend Kalman Filter. The key concept, to achieve this result, was the introduction of a new parametrization called Unified Inverse Depth that produces measurements equations with a high degree of linearity and allows an efficient and accurate modeling of uncertainties. In this paper we present a monocular EKF SLAM filter based on an alternative parametrization, i.e., the Inverse Scaling Parametrization, characterized by a reduced number of parameters, a more linear measurement model, and a better modeling of features uncertainty for both low and high parallax features. Experiments in simulation demonstrate that the use of the Inverse Scaling solution improves the monocular EKF SLAM filter when compared with the Unified Inverse Depth approach, while experiments on real data show the system working as well.
Introduction
Recent works in Simultaneous Localization And Mapping (SLAM) have presented interesting results using a monocular camera; a simple and low power sensor that allows to estimate the bearing of interest points extracted from an image and, by means of camera motion and triangulation, the whole 3D structure of the environment [4] . Several issues affect this approach to SLAM and among them a preminent one is represented by the initialization and uncertainty modeling of the 3D elements in the map since, from a single frame, we can not estimate their real depth. Moreover, the data are affected by uncertainties that strongly depend on the observer-to-feature distance and this should be taken into account when modeling feature uncertainty too.
In their first work, Davison et al. [4] , by using an extended Kalman filter to perform a real-time 6 DoF SLAM, did overcome these drawbacks by adopting a non parametric approach to the initialization of the feature depth; they also limited the scene to a maximum feature depth of about 5m. In their work the depth of an observed feature is first estimated using a particle filter, then the feature, once its distribution is close to normal, is used in a EKF-based SLAM filter. Unfortunately, this delayed use can cause a loss of information; in fact having the landmark in the map, even without knowing its distance, allows immediate use of pure bearing information. To avoid this delay and to exploit lowparallax features, Solà et al. [7] presented another non parametric method that maintain several depth hypotheses combined with a Gaussian Sum Filter to cover the distribution along the whole ray to the feature, but this increases the number of hypothesis that need to be removed from the filter at some point.
An alternative solution to overcome both delayed feature initialization and multiple depth uncertainty hypothesis was introduced by Montiel et al. [6] ; they showed how the use of an inverse depth parametrization makes the observation model nearly linear (at least for small camera displacements), and reduces at the same time non-Gaussianity of depth measurement. In this way, it is possible to model parameters uncertainty as Gaussian and use them in the EKF filter, without delay and reduced linearization. Another solution was proposed by Eade and Drummond [5] , mapping image points, through calibrated camera model, to yield points in the image plane, w.r.t. the current pose. They introduce a linearization, i.e., the ratio with z, and do not take into account the projection uncertainties, which heavily affect the feature uncertainty. Lastly, their solution is dependent on the specific GraphSLAM approach, and on the usage of the Information form.
In this paper we present a monocular EKF SLAM filter based on a novel parametrization, i.e., Inverse Scaling, alternative to the Unified Inverse Depth, that allows undelayed use of features as well and provides a better representation of the uncertainty in features depth estimate for both low and high parallax features. Moreover, Inverse Scaling requires less parameters to represent a feature and provides a measurement model more linear w.r.t. Unified Inverse Depth, improving the EKF effectiveness.
The next section introduces the Inverse Scaling parametrization, starting from the description of the Unified Inverse Depth. In the following section the implementation of monocular EKF SLAM with Inverse Scaling parametrization is presented. In Section 4 we validate our proposal on simulated data comparing the results with the solution presented in [6] and on real data, to verify the full 6 DoF implementation of the system in a real setup.
The Inverse Scaling Parametrization
As proposed by Montiel et al. [6] , it is possible to improve the performance of a monocular EKF SLAM adopting an inverse depth parametrization and thus allowing not only an undelayed initialization of features, but also a non-linearity reduction of the observation model. The latter result can be confirmed by analyzing the linearity of a simplified measurement equation, as showed in [2] .
In the Unified Inverse Depth parametrization a 3D scene point y i is defined by a vector:
which represents a 3D point located at:
where (C i x ,C i y ,C i z ) is the camera position, i.e., the position of its projection center, when the 3D point was first observed; ϑ i and ϕ i are respectively the azimuth and the elevation (in the absolute reference frame) for the line
and ρ i = 1/d i is the inverse of the point depth along the line (see [6] for more details). Using this representation for each feature i, we obtain the following measurement equation:
where M is the calibrated intrinsic projection matrix: R W C is the rotation matrix of the current camera position C w.r.t. world frame and r C W is the traslation vector of the world frame w.r.t. current camera position C. This representation requires the storage of six parameters in the state vector for each map feature. As demonstrated in [2] , this implies a noticeable computing overhead when compared with the standard three Euclidean parameters encoding of a 3D point. Moreover, as demonstrated by Eade and Drummond [5] , this parametrization does not linearize the model enough and always implies an underestimation of the uncertainty causing inconsistencies of the filter that lead pose and map estimation to an irreversible failure.
These considerations motivate the use of the Inverse Scaling Parametrization, that allows to reduce further on the non-linearity of the measurement equation and the number of parameters. The key idea is to represent 3D point in the scene using homogenous coordinates:
in this way we can reduce the number of parameters from six to four while preserving a proper modeling of depth uncertainty trhough the inverse scale parameter ω that can we assume normally distributed. Considering this new representation we can define a different measurement equations:
This parametrization allows also to remove the m(ϑ i , ϕ i ) term, reducing further on the non-linearity of the equation. An analytical linearity analysis, in comparison with Unified Inverse Depth, is not in the scope of this paper.
EKF with Inverse Scaling Parametrization
The parametrization proposed in the previous section has been validated as part of a SLAM system that uses an Extended Kalman Filter to jointly represent the map of the world and the robot pose. In this paper, we consider the camera pose represented by six degrees of freedom, and a sensor providing 2D data. In this implementation we use the robocentric approach for the state of the filter. As presented in [1] , this method allows to further reduce the inconsistency of the EKF approach (due to linearization) using a robot centered representation of the environment.
Moreover, in our case, it allows to semplify the initialization of new features as we can see in the following.
State representation in a EKF-based SLAM system using the robocentric approach is:
being
T the six degrees of freedom representation of the world/base reference frame, useful to recover the absolute map, A constant linear and angular velocity is assumed and this produces, at each step, a roto-traslation x R k−1 R k between the previous camera reference system (R k−1 ) and the actual pose (R k ). Moreover, at each step we assume an additive white and zero mean Gaussian error due to an unknown acceleration factor a with covariance Q.
The state is updatedin three steps: prediction, update, and composition. As proposed in [1] the composition between camera location at time k − 1, and the camera movement at time k, is postponed to after the update step. This improves the motion estimation by using information about the observed features. For this reason the state, after the prediction step will be:
where the acceleration factor is simply concatenated to the state at time k − 1. The measurement equation of this filter is derived from our parametrization.
where M is the calibrated projection matrix of the camera, and D its covariance:
is the roto-traslation matrix between pose k and pose k − 1; h R k is the projection of the 3D point in the camera frame, i.e., the pixel coordinates:
We can now extend the state covariance matrix with D to take the uncertainty of the projection matrix into consideration as well.
The classical EKF update equations give the new estimate of both the state vector x k|k and the camera motion from pose k − 1 to k.
where R k is the measurement error covariance, z i the observation and H k :
where
The last step, after prediction and update, is composition; this step allows to apply the improved roto-traslation x R k−1 R k obtained by the step above to the whole state vector
where:
⊖ is the inverse composition operator and ⊕ is the transformation composition operator. The corresponding covariance is:
and
As we have introduced previously, the initialization of a new features is very simple since the filter is robocentric and the Inverse Scaling is used: a new feature initialization, being centered in the camera reference frame, is always made from position [0, 0, 0, 0, 0, 0]. With Inverse Scaling, we can initialize the features with a huge uncertainty in the depth, as with Unified Inverse Deph, since it represents the direction of the interpretation ray. Moreover all information are described by Gaussian uncertainty over the parameters in Inverse Scaling as with Unified Inverse Depth.
Each feature is defined as:
when we obtain an observation h = (u, v) T of a new features from the camera, we initialize its parameters as:
being f c the focal length of the camera (we suppose unit aspect ratio), [u, v] the 2D image point and [cc x , cc y ] the projection center of the camera. The initial value ofω can be defined to cover the entire working range at bootstrap; for 1/ω uncertainty to cover (with 96% probability) the range between some minimum distance min d to infinite, ω needs to be in the 4% confidence
In our experiments, we used initialω = f c/(2 * min d ) and
The new state covariance, after the initialization, is obtained using the image measurement error covariance R k , the state vector covariance P k|k , and the projection matrix covariance D (to keep in consideration the uncertainty on the camera parameters). It becomes:
with:
Experimental Results
In this section we present the capabilities of our system using a simulator for a monocular vision system, and some real video sequences. In the simulator, given a point in the map, and the position of the camera w.r.t. the map, we simulate the image formation on the device, as well as the uncertainty of the measurements. The motivation for using a simulated environment to test the proposed model is to have access to the ground truth and therefore to compare different methods using the same data. Moreover, in simulation we can easily use a Monte Carlo approach to produce a proper representation of the true uncertainty through exact particle triangulation. The simulated world is planar with a 1D camera, this totally suffice to prove the paper claims, while the real data use the robocentric 6 DoF implementation presented in the previous section 1 . In Figure 1 it is possible to compare the triangulation result using our model with the classical approach, i.e., Jacobian uncertainty propagation and the Cartesian [x, y, z] T point representation. The plots show the reconstruction of a scene point at 15m from the observer. We can see the non-normality of the real distribution in comparison with the classical Gaussian representation, and we confirm the better distribution approximation of the inverse scaling model with respect to classical uncertainty propagation. In Figure 2 we compare the uncertainty distribution generated using Inverse Scaling versus the Inverse Depth [6] approach when we try to estimate the 2D point at 2.5m (i.e., with a large parallax angle). The plots show that the distribution estimated by our model is realistic in this case as well and that it is more realistic with respect to the Unified Inverse Depth.
To verify if a better uncertainty modeling can lead to better SLAM results, we tested two SLAM systems in the same simulated environment where point features are equally distributed in the environment; the former implements what is proposed in Section 3, the latter uses the Unified Inverse Depth parametrization. Data association have been performed manually so that estimates are comparable and the main aspects benchmarked are uncertainty modeling and linearity of the measurement model. After a simple trajectory (see Figure 3 ) the uncertainty underestimation of Unified Inverse Scaling gives an inconsistent result; in Figure 4 , we have the plot of the errors in pose estimation during the robot path, respectively for x, y and θ . As it can be noticed the variance of the robot pose estimate (the blue lines placed at ±3σ ) is underestimated for the Inverse Depth parametrization leading to inconsistency while this is not the case for the Inverse Scaling Parametrization.
Now, we present a real application of our system in an outdoor context. In Figure 5 there are some frames taken using a 640x480 BW camera at 30Hz. The handheld camera was moved following a semi-circumference trajectory. The figure shows the map estimated using the monocular: the camera trajectory is represented in red while the features uncertainty in blue. Overlapped to the map we have shown also some images acquired by the camera with the predicted features position (in red), their uncertainty ellipses and the features matched (in blue).
Conclusions and Future Works
In this paper we introduce a new parametrization for monocular SLAM based on EKF filter. Compared with the Inverse Depth solution [6] , our approach improves the accuracy of the uncertainty modeling, simplifies the measurement equation and reduces its nonlinearity. We demonstrate this statement experimentally, using both a simulated framework to allow comparison with ground truth and a real setup.
We have developed a monocular SLAM system to show the capabilities of this new parametrization. Adopting the Robocentric approach [1] we are able to localize the camera and map the environment, reducing the underestimation of uncertainty and making the filter more robust to inconsistency. This approach will be extended using the hierarchical SLAM to map large environment and the joint compatibility test to further reduce errors in data association (see [3] for an example).
