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Abstract
We define cup coproducts for Hopf cyclic cohomology of Hopf algebras and for its dual
theory. We show that for universal enveloping algebras and group algebras our coproduct
recovers the standard coproducts on Lie algebra homology and group homology, respectively.
1 Introduction
In this paper we define cup coproducts for Hopf cyclic cohomology of Hopf algebras by establishing
Ku¨nneth formulas for Hopf cyclic cohomology. Cup product for cyclic cohomology of algebras was
first defined by Connes in [4]. Ku¨nneth formulas and (co)products for cyclic theory of algebras has
been established by several authors [1, 2, 8, 16, 17, 19] (cf. also Loday’s book [24] and references
therein for a full account). Ever since the discovery of Hopf cyclic cohomology by Connes and
Moscovici and with computations carried on in [6, 7], it was clear that this theory and its dual
counterpart [20] is a noncommutative analogue of Lie algebra homology and group homology. This
of course poses a natural question: to what extent cup products in Lie algebra and group coho-
mology can be extended to Hopf cyclic cohomology. This question is answered in this paper. We
use the theory of cyclic modules and the definition of Hopf cyclic cohomology (with coefficients)
in terms of cyclic modules [6, 13] to define our coproducts in a natural way via Eilenberg-Zilber
isomorphisms for cyclic modules. This gives us an external coproduct. By specifying to cocommu-
tative Hopf algebras we then define cup coproducts for Hopf cyclic (co)homology of cocommutative
Hopf algebras.
This paper is organized as follows. In Sections 2 and 3 we recall the Eilenberg-Zilber isomor-
phism and Ku¨nneth formula for cyclic homology. In Section 4 we recall the definition of Hopf
cyclic cohomology with coefficients in an stable anti-Yetter Drinfeld module and work out the
Eilenberg-Zilber isomorphism and Ku¨nneth formula in the context of Hopf cyclic cohomology. In
Section 5 we define external coproducts for Hopf cyclic cohomology and in Section 6 by restricting
to cocommutative Hopf algebras we obtain internal coproducts on Hopf cyclic cohomology. It is
known that when restricted to universal enveloping algebras, Hopf cyclic cohomology reduces to
Lie algebra homology [6]. In Sections 6 we show that under these isomorphisms our coproduct
coincides with the coproduct in Lie algebra homology. In Section 7 we look at the dual Hopf cyclic
homology as defined in [20] and define a coproduct on it. It is shown in [20] that when restricted
to group algebras, Hopf cyclic homology is isomorphic to group homology. In this section we check
that under this isomorphism our coproduct coincides with coproduct in group homology.
It should be mentioned that the term cup product is also used for a different type of operation
in Hopf cyclic theory. Thus the cup products defined and studied in [11, 13, 14, 15, 22, 25] involve
an action of a Hopf algebra on a (co)algebra and is a pairing between Hopf cyclic cohomology of
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the given (co)algebra and Hopf cyclic cohomology of the acting Hopf algebra. This operation is in
fact an extension of Connes-Moscovicvi’s characteristic map from [7].
2 Eilenberg-Zilber isomorphisms
In this section we recall the Eilenberg-Zilber isomorphisms for Hochschild, cyclic and periodic cyclic
(co)homology of (co)cyclic modules where they will be used crucially in future sections [1, 10, 21].
Given a (co)cyclic module (C, δ, s, τ) [3, 24], where δ, s and τ are (co)faces, (co)degeneracies
and (co)cyclic maps respectively, we denote its Hochschild differential in cohomology by bn =∑n
i=0(−1)
iδi, and Connes’ differential by B
n = (
∑n
i=0(−1)
niτ in)snτn(1 − τn) . Any (co)cyclic
module defines a mixed complex (C, b,B) in a natural way [3, 18, 24]. Suppose (Cn, δni , s
n
i , τ
n)
and (C′n, δ′ni , s
′n
i , τ
′n) are two cocyclic modules. The diagonal C × C′ is the cocyclic module
((C × C′)n, δni ⊗ δ
′n
i , s
n
i ⊗ s
′n
i , τn ⊗ τ
′
n) where
(C × C′)n = Cn ⊗ C′n.
The tensor product complex C ⊗ C′ given by
(C ⊗ C′)n =
⊕
p+q=n
Cp ⊗ C′q,
is not a cocyclic module but it has a mixed complex structure given by
bn =
⊕
i+j=n
(bi ⊗ idj + (−1)
jidi ⊗ b
′
j),
and similarly for B.
We have two natural maps between these complexes. The Alexander-Whitney map
AWn : (C ⊗ C
′)n −→ (C × C′)n,
is given by
AWn =
⊕
i+j=n
AWi,j , (2.1)
where
AWi,j : C
i ⊗ C′j −→ Cn ⊗ C′n,
are defined by
AWi,j = δ
n
nδ
n−1
n−1 · · · δ
i+1
i+1 ⊗ δ
n
0 δ
n−1
0 · · · δ
i+1
0 . (2.2)
The Shuffle map
shn : (C × C
′)n −→ (C ⊗ C′)n,
is given by
shn =
⊕
i+j=n
shi,j , (2.3)
where
shi,j : (C × C
′)n −→ Ci ⊗ C′j ,
are defined by
shi,j =
∑
σ
sign(σ)siσ(i+1) · · · s
n−1
σ(n) ⊗ s
j
σ(1) · · · s
n−1
σ(i) , (2.4)
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and σ runs over all (i, j)-shuffles. By an (i, j) shuffle we mean a permutation σ on elements
{1, 2, . . . , n} such that
σ(1) < σ(2) < · · · < σ(i), σ(i + 1) < σ(i + 2) < · · · < σ(n).
One has [b, sh] = 0 and [b, AW ] = 0 in the normalized setting [3, 24]. It can be shown that
sh ◦AW = id, AW ◦ sh = bh+ hb+ id,
for some chain homotopy map h [24]. So they induce inverse isomorphisms on Hochschild coho-
mology, called the Eilenberg-Zilber isomorphism:
HHn(C ⊗ C′) ∼= HHn(C × C′) ∀n ≥ 0. (2.5)
In the dual case of cyclic modules, the map
AWn : (C × C
′)n −→ (C ⊗ C
′)n,
is given by
AWn =
⊕
i+j=n
AWi,j , (2.6)
where AWi,j : Cn ⊗ C
′
n −→ Ci ⊗ C
′
j are given by
AWi,j = δ
i+1
i+1δ
i+2
i+2 · · · δ
n
n ⊗ δ
i+1
0 δ
i+2
0 · · · δ
n
0 . (2.7)
Also
shn : (C ⊗ C
′)n −→ (C × C
′)n,
is given by
shn =
⊕
i+j=n
shi,j , (2.8)
where shi,j : Ci ⊗ C
′
j −→ Cn ⊗ C
′
n can be defined as:
shi,j =
∑
σ
sign(σ)sn−1
σ(n) · · · s
i
σ(i+1) ⊗ s
n−1
σ(i) · · · s
j
σ(1). (2.9)
Now we state the Eilenberg-Zilber isomorphism for cyclic cohomology. To this end, we define
another map namely the cyclic shuffle map as follows [23, 24]. First we define an (i, j)-cyclic shuffle.
Let i, j, n ∈ N with n = i + j. Consider the permutation σ on the n elements {1, . . . , n} obtained
by first performing a cyclic permutation p times on {1, . . . , i} and a cyclic permutation q times on
{i + 1, . . . , i + j} and there after applying an (i, j)-shuffle to the combined result. We call σ an
(i, j)-cyclic shuffle if 1 appears before i+1 in the resulting sequence. One can define another map
namely sh′ which is in fact a cyclic version of the shuffle map:
sh′n : (C × C
′)n −→ (C ⊗ C′)n−2,
where
sh′n =
⊕
i+j=n
sh′i,j , (2.10)
and sh′i,j : C
n ⊗ C′n −→ Ci−1 ⊗ C′j−1, are given by
3
sh′i,j =
∑
σ
sign(σ)si−1i−p−1τ
p+1
i s
i
σ(i+1) · · · s
n−1
σ(n) ⊗ s
j−1
j−q−1τ
q+1
j s
j
σ(1) · · · s
n−1
σ(i) . (2.11)
Here σ runs over all (i, j)-cyclic shuffles.
We denote the (b, B)-bicomplex of a (co)cyclic module C by B(C) and its total complex by
TotB(C). It is a mixed complex. Recall that an S-map [18, 24] between mixed complexes is a map
of complexes f : TotB(C) −→ TotB(C′) which commutes with Connes’ periodicity map S. In fact
an S-map has a matrix representation:

f0 f1 f2 . . .
f−1 f0 f1 . . .
f−2 f−1 f0 . . .
...
...
. . .

 (2.12)
where fi : C
∗ −→ C′∗−2i, and
[B, fi+1] + [b, fi] = 0. (2.13)
An S-map induces a map on the level of cyclic cohomology. Now we define the desired S-map
S˜h : TotB(C × C′) −→ TotB(C ⊗ C′) as:
S˜h =


sh sh′ 0 . . .
0 sh sh′ . . .
0 0 sh . . .
...
...
. . .

 (2.14)
The condition (2.13) reduces to the following relations in the normalized setting:
(1) [b, sh] = 0,
(2) [B, sh] + [b, sh′] = 0,
(3) [B, sh′] = 0.
Also there is another S-map A˜W : TotB(C ⊗ C′) −→ TotB(C × C′), given by
A˜W =


AW AW ′ 0 . . .
0 AW AW ′ . . .
0 0 AW . . .
...
...
. . .

 (2.15)
Here AW ′n = ϕnBnAWn : (C ⊗ C
′)n −→ (C × C′)n−2, where [1, 26]
ϕn =
∑
(−1)n−p−q+σ(α,β) (sβq+n−p−q · · · sβ1+n−p−qsn−p−q−1δn−q+1 · · · δn)
⊗(sαp+1+n−p−q · · · sα1+n−p−qδn−p−q · · · δn−q−1).
The sum is taken over all 0 ≤ q ≤ n−1, 0 ≤ p ≤ n−q−1, and (α, β) runs over all (p+1, q)-shuffles
where σ(α, β) =
∑
(αi − i+ 1). One can show [1]
S˜h ◦ A˜W = id, A˜W ◦ S˜h = (b+B) ◦ h+ h ◦ (b+B) + id,
for some homotopy map h : C ⊗C′ −→ C ×C′. Thus we obtain the Eilenberg-Zilber isomorphism
in cyclic cohomology [1, 21, 24]:
HC∗(C × C′) ∼= HC∗(C ⊗ C′). (2.16)
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In the case of cyclic modules, one can define
sh′n : (C ⊗ C
′)n −→ (C × C
′)n+2 ∀n ≥ 0, (2.17)
and
AW ′n : (C × C
′)n −→ (C ⊗ C
′)n+2 ∀n ≥ 0. (2.18)
This enables us to have the S-maps S˜h : TotB(C⊗C′) −→ TotB(C×C′), and A˜W : TotB(C×
C′) −→ TotB(C ⊗ C′) which induce the Eilenberg-Zilber isomorphism in cyclic homology.
We have the Eilenberg-Zilber isomorphism for periodic cyclic cohomology as follows. One knows
that lim
−→
Tot2n+∗B(C) = ⊕n≥0C
2n+∗, where ∗ = 0, 1 and the direct limit is with respect to Connes’
periodicity map S. Since direct limit commutes with homology we have
lim−→HC
2n+∗(C) = lim−→H(Tot
2n+∗B(C)) = H(lim−→Tot
2n+∗B(C)) = H(⊕n≥0C
2n+∗) = HP ∗(C),
where ∗ = 0, 1 . Since
HP ∗(C ⊗ C′) = lim
−→
HC2n+∗(C ⊗ C′) ∼= lim−→
HC2n+∗(C × C′) = HP ∗(C × C′),
we obtain the Eilenberg-Zilber isomorphism for periodic cyclic cohomology:
HP ∗(C ⊗ C′) ∼= HP ∗(C × C′), (2.19)
The explicit maps which induce the isomorphism (2.19), are infinite matrix versions of S˜h and
A˜W .
There is an obstacle to get the Eilenberg-Zilber isomorphism for periodic cyclic homology. The
problem comes from the fact that homology does not commute with inverse limit in general. The
Mittag-Leffler condition [9] on the inverse system (HC(C)[−2m], S)m guarantees the commutativ-
ity of homology and inverse limit. If we have this condition, with a similar argument we obtain
HPn(C ⊗ C
′) ∼= HPn(C × C
′).
3 Ku¨nneth formulas
In this section we recall the Ku¨nneth formula for Hochschild and cyclic (co)homology of (co)cyclic
modules and introduce a formula for the periodic case. If C and C′ are cocyclic objects in the
category of vector spaces, we have the following Ku¨nneth formula:
HHn(C ⊗ C′)∼=
⊕
p+q=n
HHp(C)⊗HHq(C′) ∀n ≥ 0. (3.20)
The above isomorphism is induced by the shuffle map and following natural map [24]
I : [α]⊗ [β] 7−→ [α⊗ β]. (3.21)
The same maps induce an isomorphism for Hochschild homology of cyclic modules.
In the case of cyclic homology we do not have an isomorphism similar to (3.20). Instead, there
is a short exact sequence [2, 16, 19, 24]:
0 −→ TotnB(C ⊗ C
′)
I
−−−−→
⊕
i+j=n
TotiB(C)⊗ TotjB(C
′)
S⊗id−id⊗S
−−−−−−−−→
5
⊕
i+j=n−2
TotiB(C)⊗ TotjB(C
′) −→ 0. (3.22)
The map I is called the Ku¨nneth map which can be defined as follows. Let TotB(C) = k[u]⊗ C,
where |u| = 2, TotB(C′) = k[u′] ⊗ C′ where |u′| = 2, and TotB(C ⊗ C′) = k[v] ⊗ C ⊗ C′ where
|v| = 2. One can define the map I as [2, 24]:
I(vn) =
∑
p+q=n
upu′q. (3.23)
From the Ku¨nneth short exact sequence (3.22), we get the following long exact sequence in homol-
ogy:
... −→ HCn(C ⊗ C
′)
I
−−−−→
⊕
i+j=n
HCi(C) ⊗HCj(C
′)
S⊗id−id⊗S
−−−−−−−−→
⊕
i+j=n−2
HCi(C) ⊗HCj(C
′)
∂
−−−−→ HCn−1(C ⊗ C
′) −→ ....
Similarly for cyclic cohomology, we have the following short exact sequence:
0 −→ TotnB(C ⊗ C′)
I
−−−−→
⊕
i+j=n
TotiB(C)⊗ TotjB(C′)
S⊗id−id⊗S
−−−−−−−−→
⊕
i+j=n+2
TotiB(C) ⊗ TotjB(C′) −→ 0.
Consequently, we get the following long exact sequence in cohomology [2, 18]:
... −→ HCn(C ⊗ C′)
I
−−−−→
⊕
p+q=n
HCp(C)⊗HCq(C′)
S⊗id−id⊗S
−−−−−−−−→
⊕
r+s=n+2
HCr(C) ⊗HCs(C′)
∂
−−−−→ HCn+2(C ⊗ C′) −→ .... (3.24)
where ∂ is the connecting morphism of short exact sequences.
Now we state the Ku¨nneth formula for the periodic case. One can find the formula for algebras
in [8]. Here we provide a similar argument in the general case of (co)cyclic modules. Recall that
a supercomplex is a Z2-graded vector space V = V0 ⊕ V1 endowed with linear maps ∂0 : V0 −→ V1
and ∂1 : V1 −→ V0 such that ∂0∂1 = 0 and ∂1∂0 = 0. We denote the corresponding chain complex
by V0
∂0
⇆
∂1
V1, where its homology is a Z2- graded vector space given by:
H0 = Ker∂0/Im∂1, H1 = Ker∂1/Im∂0.
For example the inverse limit lim←−TotB(C) is a supercomplex. In this case V = TotBn(C) , ∂ = B+b
and we have lim
←−
TotB(C) = (
∏
C2n)n≥0⊕(
∏
C2n+1)n≥0. For cohomology, lim−→
TotB(C) = V0⊕V1 =
(⊕C2n)n≥0 ⊕ (⊕C
2n+1)n≥0. A map of supercomplexes is a linear map f : V = V0 ⊕ V1 −→
W = W0 ⊕W1 such that sends V0 to W0 and V1 to W1. If we have two supercomplexes V and
W , then V ⊗̂W is a supercomplex where (V ⊗̂W )0 = (V0 ⊗ W0) ⊕ (V1 ⊗ W1) and (V ⊗̂W )1 =
(V0 ⊗W1)⊕ (V1 ⊗W0). We define
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∂V ⊗̂W0 =
(
1⊗ ∂W0 ∂
V
1 ⊗ 1
∂V0 ⊗ 1 −1⊗ ∂
W
1
)
and ∂V ⊗̂W1 =
(
1⊗ ∂W1 ∂
V
1 ⊗ 1
∂V0 ⊗ 1 −1⊗ ∂
W
0
)
(3.25)
The Ku¨nneth formula for supercomplexes holds:
H(X⊗̂Y ) ∼= H(X)⊗̂H(Y ).
We define the supercomplex map:
∇ : (lim←−TotB(C))⊗̂(lim←−TotB(C
′)) −→ lim←−TotB(C ⊗ C
′). (3.26)
The restriction of ∇ on (
∏
n≥0 C
2n) ⊗ (
∏
n≥0 C
′2n) sends {ξn}n ⊗ {ξ
′
n}n onto {
∑
i+j=n ξi ⊗ ξj}n.
Similarly one can define the restriction of I on (
∏
n≥0 C
2n+1) ⊗ (
∏
n≥0 C
′2n+1), (
∏
n≥0 C
2n) ⊗
(
∏
n≥0 C
′2n+1) and (
∏
n≥0 C
2n+1) ⊗ (
∏
n≥0 C
′2n). To prove that ∇ is a quasi-isomorphism, we
have two major problems. The first one is the fact that generally homology does not commute
with inverse limit, i.e., H∗(lim←−Zm) 6= lim←−H∗(Zm), where Zm is an inverse system. To solve this
problem we need the Mittag-Leffler condition which guarantees the commutativity. The second
problem is in general (
∏∞
i=1 Vi) ⊗W ≇
∏∞
i=1(Vi ⊗W ), where Vi and W are some vector spaces .
If W is finite dimensional then we obtain an isomorphism . In our case we can think about Vi and
W as the homology of a cyclic module. Now we are ready to have the following theorem:
Theorem 3.1. Suppose C is a cyclic module which has the following two properties:
(i) The inverse system (HC(C)[−2m], S)m satisfies the Mittag-Leffler condition.
(ii) The periodic cyclic homology HP∗(C) is a finite dimensional vector space.
Then, the map
∇ : HP∗(C)⊗̂HP∗(C
′) −→ HP∗(C ⊗ C
′) (3.27)
is an isomorphism for any cyclic module C′.
Proof. The proof is similar to the one in [8] for algebras. Here we just mention that the
condition (i) gives us HP (C) = lim←−HC(C)[−2m] and (ii) proves
(HP (C)⊗̂
∏
HC(C′)[−2m])∗ ∼=
∏
(HP∗−[m](C)⊗HCm(C
′)).

Thus under the assumptions of the Theorem 3.1, one obtains the Ku¨nneth formula for periodic
cyclic homology as follows:
HP0(C) ⊗HP0(C
′)⊕HP1(C)⊗HP1(C
′) ∼= HP0(C ⊗ C
′), (3.28)
and
HP0(C) ⊗HP1(C
′)⊕HP1(C)⊗HP0(C
′) ∼= HP1(C ⊗ C
′). (3.29)
For periodic cyclic cohomology, since direct limit commutes with cohomology, we do not need
(i) and also since lim−→TotB(C) = (⊕C
2n)n≥0 ⊕ (⊕C
2n+1)n≥0) and ⊕i≥0(Vi ⊗W ) ≃ (⊕i≥0Vi)⊗W ,
for all vector spaces Vi and W , we do not need (ii). Therefore we have the following theorem:
Theorem 3.2. Suppose C and C′ are two cocyclic modules. Then, the map
∇ : HP ∗(C)⊗̂HP ∗(C′) −→ HP ∗(C ⊗ C′), (3.30)
is an isomorphism and we have the relations (3.28) and (3.29) in cohomology.
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4 Eilenberg-Zilber isomorphisms and Ku¨nneth formulas in
Hopf cyclic theory
In this section we establish the Eilenberg-Zilber isomorphisms and Ku¨nneth formulas for Hopf
cyclic theory with coefficients. Throughout the paper we assume that H is a Hopf algebra with a
bijective antipode over a field k of characteristic zero. The coproduct, counit and antipode of H
are denoted by ∆, ε and S, respectively. For the coproduct we use the Sweedler notation in the
form ∆(h) = h(1) ⊗ h(2); for a left coaction of H on a comodule M , H : M −→ H ⊗M , we write
H(m) = m(−1) ⊗m(0), and for a right coaction we write H(m) = m(0) ⊗m(1). If f is a map of
(co)chain complexes, then f∗ denotes the induced map on (co)homology.
Definition 4.1. [12] Let H be a Hopf algebra and M a right module and a left comodule over
H. We call M an anti-Yetter-Drinfeld module, if the action and coaction are compatible in the
following sense:
(mh)(−1) ⊗ (mh)(0) = S(h(3))m(−1)h(1) ⊗m(0)h(2),
for all m ∈M and h ∈ H. We call M stable if for all m ∈M , m(−1)m(0) = m.
We abbreviate stable anti-Yetter-Drinfeld by SAYD. For example, given a character, i.e., a
unital algebra map δ : H −→ k, and a group-like element σ ∈ H, one defines a SAYD module
M =σkδ, where the action of H is defined by the character δ, mh = δ(h)m, and the coaction
via the group-like element σ, H(m) = σ ⊗ m. Then M =σkδ is stable if and only if (δ, σ) is a
modular pair, i.e., δ(σ) = 1, and anti-Yetter-Drinfeld if and only if (δ, σ) is in involution, i.e.,
σ−1S˜2(h)σ = h, ∀h ∈ H, where S˜(h) := δ(h(1))S(h(2))[7]. This module is called a modular pair
in involution.
Given a Hopf algebra H equipped with a SAYD H-module M , we have the cocyclic module
C(H,M) where Cn(H,M) = M ⊗H H
⊗(n+1), n ≥ 0. Its cofaces, codegeneracies and cocyclic map
are as follows [13]:
δi(m⊗H h0 ⊗ · · · ⊗ hn−1) = m⊗H h0 ⊗ · · · ⊗ h
(1)
i ⊗ h
(2)
i · · · ⊗ hn−1, 0 ≤ i < n (cofaces),
δn(m⊗H h0 ⊗ · · · ⊗ hn−1) = m
(0) ⊗H h
(2)
0 ⊗ h1 ⊗ · · · ⊗ hn−1 ⊗m
(−1)h
(1)
0 (flip-over face),
σi(m⊗ Hh0 ⊗ · · · ⊗ hn+1) = m⊗H h0 ⊗ · · · ⊗ ε(hi+1)⊗ · · · ⊗ hn+1, 0 ≤ i ≤ n (codegeneracies),
τn(m⊗H h0 ⊗ · · · ⊗ hn) = m
(0) ⊗H h1 ⊗ · · · ⊗ hn ⊗m
(−1)h0 (cocyclic map).
For M =σkδ, the complex C(H,M) reduces to the cocyclic module of Connes-Moscovici [7].
Lemma 4.1. If H and K are Hopf algebras and M and N, SAYD modules over H and K respec-
tively, then M ⊗N is a SAYD module over H⊗K in a natural way.
Proof. We define the right action by:
(m⊗ n)(h⊗ k) = mh⊗ nk, (4.31)
and the left coaction by:
H(m⊗ n) = m(−1) ⊗ n(−1) ⊗m(0) ⊗ n(0). (4.32)
We check the compatibility of action and coaction:
H((m⊗ n)(h⊗ k)) = H(mh⊗ nk) = (mh⊗ nk)(−1) ⊗ (mh⊗ nk)(0)
= (mh)(−1) ⊗ (nk)(−1) ⊗ (mh)(0) ⊗ (nk)(0)
= S(h(3))m(−1)h(1) ⊗ S(k(3))n(−1)k(1) ⊗m(0)h(2) ⊗ n(0)k(2)
= SH⊗K(h
(3) ⊗ k(3))(m⊗ n)(−1)(h(1) ⊗ (k(1))⊗ ((m⊗ n)(0))(h(2) ⊗ k(2)).
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To check the stability:
(m(0) ⊗ n(0))(m(−1) ⊗ n(−1)) = (m(0)m(−1) ⊗ n(0)n(−1)) = (m⊗ n).

We need the following statement later.
Lemma 4.2. If H and K are Hopf algebras and M and N SAYD modules over H and K respec-
tively, then the following map
Ωr : (M ⊗N)⊗H⊗K (H⊗K)
⊗r+1 −→ (M ⊗H H
⊗r+1)⊗ (N ⊗K K
⊗r+1), r ≥ 0,
given by
((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr ⊗ kr)) 7−→ (m⊗ Hh0 ⊗ · · · ⊗ hr)⊗ (n⊗K k0 ⊗ · · · ⊗ kr),
is well-defined and defines an isomorphism of cocyclic modules:
C(H⊗K,M ⊗N) ∼= C(H,M)× C(K, N).
Proof. Since we considerH, K andH⊗K asH⊗m, K⊗m and (H⊗K)⊗m-modules, respectively,
by diagonal action, the map Ω is well-defined. We show that Ωr commutes with δi and τr, where
0 ≤ i < r. The commutativity of Ωr with δr and σi’s is left to the reader. For δi’s we have:
Ωrδi((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr−1 ⊗ kr−1))
= Ωr((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ . . .⊗ (hi ⊗ ki)
(1) ⊗ (hi ⊗ ki)
(2) ⊗ · · · ⊗ (hr−1 ⊗ kr−1)
= Ωr((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ . . .⊗ (h
(1)
i ⊗ k
(1)
i )⊗ (h
(2)
i ⊗ k
(2)
i )⊗ . . . (hr−1 ⊗ kr−1))
= (m⊗H h0 ⊗ · · · ⊗ h
(1)
i ⊗ h
(2)
i ⊗ . . .⊗ hr−1)⊗ (n⊗K k0 ⊗ · · · ⊗ k
(1)
i ⊗ k
(2)
i ⊗ . . .⊗ kr−1)
= (δi ⊗ δi)(m⊗H h0 ⊗ · · · ⊗ hr−1)⊗ (n⊗K k0 ⊗ · · · ⊗ kr−1)
= (δi ⊗ δi)Ωr((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr−1 ⊗ kr−1)).
For τr:
Ωrτr((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr ⊗ kr))
= Ωr((m
(0) ⊗ n(0))⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr ⊗ kr)⊗ ((m
(−1) ⊗ n(−1))(h0 ⊗ k0))
= (m(0) ⊗H h1 ⊗ · · · ⊗ hr ⊗m
(−1)h0)⊗ (n
(0) ⊗K k1 ⊗ · · · ⊗ kr ⊗ n
(−1)k0)
= (τr ⊗ τr)((m⊗H h0 ⊗ · · · ⊗ hr)⊗ (n⊗K k0 ⊗ · · · ⊗ kr)
= (τr ⊗ τr)Ωr(((m⊗ n)⊗H⊗K (h0 ⊗ k0)⊗ · · · ⊗ (hr ⊗ kr)).
The bijectivity of Ωr is obvious. 
Using the Eilenberg-Zilber isomorphisms (2.5), (2.16), (2.19), Ku¨nneth formulas (3.20), (3.30),
coupled with the above two lemmas, we obtain the following propositions.
Proposition 4.1. Let H and K be two Hopf algebras and M and N be SAYD modules over H and
K respectively. We have the the following isomorphisms for Hopf Hochschild, cyclic, and periodic
cyclic cohomology of Hopf algebras with coefficients:
HH∗(H⊗K,M ⊗N) ∼= HH∗(C(H,M)⊗ C(K, N)), (4.33)
HC∗(H⊗K,M ⊗N) ∼= HC∗(C(H,M)⊗ C(K, N)), (4.34)
HP ∗(H⊗K,M ⊗N) ∼= HP ∗(C(H,M)⊗ C(K, N)). (4.35)
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Proposition 4.2. Let H and K be two Hopf algebras and M and N be SAYD modules over H
and K respectively. We have the following isomorphisms of vector spaces,
HHn(H⊗K,M ⊗N) ∼=
⊕
i+j=n
HHi(H,M)⊗HHj(K, N), (4.36)
and
HPn(H⊗K,M ⊗N) ∼=
⊕
i+j=n
HP i(H,M)⊗HP j(K, N), n = 0, 1. (4.37)
and the following long exact sequence of differential graded vector spaces,
... −→ HCn(H⊗K,M ⊗N)
I
−−−−→
⊕
p+q=n
HCp(H,M)⊗HCq(K, N)
S⊗id−id⊗S
−−−−−−−−→
⊕
r+s=n+2
HCr(H,M)⊗HCs(K, N)
∂
−−−−→ HCn+2(H⊗K,M ⊗N) −→ ....
5 Coproducts in Hopf cyclic cohomology
In this section we define coproducts for Hopf Hochschild, cyclic and periodic cyclic cohomology of
cocommutative Hopf algebras. The following statement plays an important role in the definition
of these coproducts.
Proposition 5.1. Let H be a cocommutative Hopf algebra and M a SAYD module over H. Let
Φn = ψ ⊗∆
⊗n+1 : Cn(H,M) −→ Cn(H⊗H,M ⊗M),
be a linear map, where ψ :M −→M ⊗M , satisfying the following condition
(∆⊗ ψ) ◦ HM = HM⊗M ◦ ψ. (5.38)
Then the map
ρn = ΩnΦn : C
n(H,M) −→ (C(H,M)× C(H,M))n,
is a map of cocyclic modules.
Proof. SinceH is cocommutative, one can easily see that ρnδi = (δi⊗δi)ρn where 0 ≤ i ≤ n−1.
We show that ρn commutes with δn . For this we use the summation notation ψ(m) = m(1)⊗m(2).
The condition (5.38) is equivalent to:
(m(1))
(−1) ⊗ (m(2))
(−1) ⊗ (m(1))
(0) ⊗ (m(2))
(0) = m(−1)(1) ⊗m(−1)(2) ⊗ (m(0))(1) ⊗ (m
(0))(2).
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By cocommutativity of H we have:
(δn ⊗ δn)Ωn−1(ψ ⊗∆
⊗n)(m⊗ h0 ⊗ · · · ⊗ hn−1)
= (δn ⊗ δn)Ωn−1(ψ(m)⊗∆(h0)⊗ · · · ⊗∆(hn−1))
= (δn ⊗ δn)(m(1) ⊗ h
(1)
1 ⊗ . . . h
(1)
n−1)⊗ (m(2) ⊗ h
(2)
1 ⊗ . . . h
(2)
n−1)
= Ωn−1((m(1))
(0) ⊗ h
(1)(2)
0 ⊗ h
(1)
2 ⊗ · · · ⊗ h
(1)
n−1 ⊗ (m(1))
(−1)h
(1)(1)
0 )⊗ ((m(2))
(0) ⊗ h
(2)(2)
0 ⊗
h
(2)
1 ⊗ · · · ⊗ h
(2)
n−1 ⊗ (m(2))
(−1)h
(2)(1)
0 )
= Ωn−1(((m(1))
(0) ⊗ (m(2))
(0))⊗ (h
(1)(2)
0 ⊗ h
(2)(2)
0 )⊗ (h
(1)
1 ⊗ h
(2)
1 )⊗ · · · ⊗
(h
(1)
n−1 ⊗ h
(2)
n−1)⊗ (m(1))
(−1)h
(1)(1)
0 ⊗ (m(2))
(−1)h
(2)(1)
0 ))
= Ωn−1(ψ(m)
(0) ⊗ (∆(h1))
(2) ⊗∆(h2)⊗ · · · ⊗∆(hn−1)⊗ ψ(m)
(−1)(∆(h1))
(1))
= Ωn−1(ψ(m
(0))⊗∆(h
(2)
0 )⊗∆(h1)⊗ · · · ⊗∆(hn−1)⊗∆(m
(−1))∆(h
(1)
0 ))
= Ωn−1(ψ ⊗∆
⊗n)(m(0) ⊗ h
(2)
0 ⊗ h1 ⊗ · · · ⊗ hn−1 ⊗m
(−1)h
(1)
0 )
= Ωn−1(ψ ⊗∆
⊗n)δn(m⊗ h0 ⊗ · · · ⊗ hn−1).
We show that ρn commutes with τn:
Ωn(ψ ⊗∆
⊗n+1)τn(m⊗ h0 ⊗ h1 · · · ⊗ hn)
= Ωn(ψ ⊗∆
⊗n+1)(m(0) ⊗ h1 ⊗ · · · ⊗ hn ⊗m
(−1)h0)
= Ωn(ψ(m
0))⊗∆(h1)⊗ · · · ⊗∆(hn)⊗∆(m
(−1)∆(h0))
= Ωn(((m
(0))(1) ⊗ (m
(0))(2))⊗ (h
(1)
1 ⊗ h
(2)
1 )⊗ · · · ⊗ (h
(1)
n ⊗ h
(2)
n )⊗ (m
(−1)(1)h
(1)
0 ⊗m
(−1)(2)h
(2)
0 ))
= ((m(0))(1) ⊗ h
(1)
1 ⊗ · · · ⊗ h
(1)
n ⊗m
(−1)(1)h
(1)
0 )⊗ ((m
(0))(2) ⊗ h
(2)
1 ⊗ · · · ⊗ h
(2)
n ⊗m
(−1)(2)h
(2)
0 )
= ((m(1))
(0) ⊗ h
(1)
1 ⊗ · · · ⊗ h
(1)
n ⊗m
(−1)
(1) h
(1)
0 )⊗ ((m(2))
(0) ⊗ h
(2)
1 ⊗ · · · ⊗ h
(2)
n ⊗m
(−1)
(2) h
(2)
0 )
= τn(m(1) ⊗ h
(1)
0 ⊗ · · · ⊗ h
(1)
n )⊗ τn(m(2) ⊗ h
(2)
0 ⊗ · · · ⊗ h
(2)
n )
= (τn ⊗ τn)Ωn(ψ(m)⊗∆(h0)⊗ · · · ⊗∆(hn))
= (τn ⊗ τn)Ωn(ψ ⊗∆
⊗(n+1))(m⊗H h0 ⊗ · · · ⊗ hn)). (5.39)
So we have:
Ωn(ψ ⊗∆
⊗(n+1))τn = (τn ⊗ τn)Ωn(ψ ⊗∆
⊗(n+1)).

Based on the proof of the previous lemma, in fact the map Φn is a map of cocyclic modules.
Now we have all the needed tools to define the desired coproducts. The following theorem provides
a coproduct for Hochschild cohomology of a cocommutative Hopf algebra with coefficients in a
SAYD module.
Proposition 5.2. Suppose H is a cocommutative Hopf algebra, M a SAYD module over H, and
ψ :M −→M ⊗M, a linear map satisfying (5.38). The following map
⊔ = (Shρ)∗ : HHn(H,M) −→
⊕
i+j=n
HHi(H,M)⊗HHj(H,M), (5.40)
defines a coproduct for Hopf Hochschild cohomology where ρ is defined in Proposition 5.1.
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Proof. Since H is cocommutative, by Proposition 5.1 the map
ρ : Cn(H,M) −→ Cn(H,M)⊗ Cn(H,M),
is a map of Hochschild complexes. Also since the shuffle map
Sh : Cn(H,M)⊗ Cn(H,M) −→ (C(H,M)⊗ C(H,M))n,
is a map of Hochschild complexes, the composition Shρ is a map of Hochschild complexes and
therefore it induces the map (Shρ)∗ on the level of cohomology. One notes that in this case the
shuffle map Sh is giving us the Ku¨nneth morphism. 
Proposition 5.3. In the Connes-Moscovici case with M =1kδ, we have an explicit formula for
Shρ:
Shnρn(h1 ⊗ ...⊗ hn) =
∑
σ
sign(σ)(hσ(1) ⊗ ...⊗ hσ(p))⊗ (hσ(p+1) ⊗ ...⊗ hσ(p+q)), (5.41)
where σ runs over all (p, q)-shuffles.
Proof. Using ǫ(h(1))h(2) = ǫ(h(2))h(1) = h, we have:
ShnΩnΦn(h1 ⊗ ...⊗ hn)
= Shn((h
(1)
1 ⊗ ...⊗ h
(1)
n )⊗ (h
(2)
1 ⊗ ...⊗ h
(2)
n ))
=
∑
σ
sign(σ)ǫ(h
(2)
σ(1))...ǫ(h
(2)
σ(p))ǫ(h
(1)
σ(p+1))...ǫ(h
(1)
σ(n))(h
(1)
σ(1) ⊗ ...h
(1)
σ(p))⊗ (h
(2)
σ(p+1) ⊗ ...h
(2)
σ(n))
=
∑
σ
sign(σ)(ǫ(h
(2)
σ(1))h
(1)
σ(1) ⊗ ...⊗ ǫ(h
(2)
σ(p))h
(1)
σ(p))⊗ (ǫ(h
(1)
σ(p+1))h
(2)
σ(p+1) ⊗ ...⊗ ǫ(h
(1)
σ(n))h
(2)
σ(n))
=
∑
σ
sign(σ)(hσ(1) ⊗ ...⊗ hσ(p))⊗ (hσ(p+1) ⊗ ...⊗ hσ(n)).

One knows that Hochschild homology of a commutative algebra is a graded commutative and
associative algebra [24]. Analogous to this classic result we have:
Proposition 5.4. The Hopf Hochschild cohomology of a cocommutative Hopf algebra H with
coefficients in a SAYD module M equipped with map ψ satisfying (5.38), is a graded cocommutative
and coassociative coalgebra by (5.40).
Proof. The cocommutativity and coassociativity can be verified by series of long, but straight-
forward, computation which we omit here. 
Theorem 5.1. Suppose H is a cocommutative Hopf algebra and M a SAYD module over H,
equipped with a map ψ :M −→M ⊗M satisfying (5.38). The following map
⊔ = I(S˜h̺)∗ : HCn(H,M) −→
⊕
p+q=n
HCp(H,M)⊗HCq(H,M), (5.42)
defines a coproduct for Hopf cyclic cohomology of H with coefficients inM , where ̺n = ⊕i≥0(Ωn−2iΦn−2i),
and I is defined in (3.23).
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Proof. The map (S˜h̺)∗ is induced by composition of the following maps of complexes,
TotnB(C(H,M))
̺n
−−−−→ TotnB(C(H,M)× C(H,M))
S˜hn−−−−→ TotnB(C(H,M)⊗ C(H,M))
Since H is cocommutative the maps Φn−2i are morphisms of cocyclic modules by Proposition
5.1. Since Ωn−2i are maps of cocyclic modules by Lemma 4.2, the morphism ̺n is a map of
cocyclic modules. Therefore the composition S˜h̺ is a map of cocyclic modules which induces the
map (S˜h̺)∗ on the level of cyclic cohomology. Now we compose this map by Ku¨nneth map I
defined in (3.23) to obtain the coproduct ⊔ on the level of cyclic cohomology.

Theorem 5.2. Suppose H is a cocommutative Hopf algebra and M a SAYD module over H,
equipped with a map ψ :M −→M ⊗M satisfying (5.38). The following map
⊔ = ∇(S˜h̺)∗ : HPn(H,M) −→
⊕
i+j=n
HP i(H,M)⊗HP j(H,M), n = 0, 1, (5.43)
defines a coproduct for periodic Hopf cyclic cohomology where ̺ = ⊕i≥0Φ2i+∗, and ∇ is as (4.37).
Now we provide some examples of the map ψ satisfying the condition (5.38).
Example 5.1. Let H = kG be the group algebra of the discrete group G. Suppose M is a SAYD
module over H. One can check that M is a G-graded vector space M = ⊕gǫGMg, where the coaction
H is defined by H(m) = g ⊗m. The stability condition implies gm = m for all m ∈Mg, and anti-
Yetter-Drinfeld condition is equivalent to hm ∈Mhgh−1 for all g and h ∈ G. Since g is a group-like
element, any linear map ψ : M −→M ⊗M, with ψ(Mg) ⊆Mg⊗Mg satisfies the condition (5.38).
Example 5.2. Let H = U(g) be the universal enveloping algebra of a Lie algebra g and M an
arbitrary module over H. We can define a comodule structure on M by trivial coaction: m 7−→
1⊗m. It can be shown that M is a SAYD module over H and any linear map ψ :M −→M ⊗M,
satisfies (5.38).
Example 5.3. Let H be any cocommutative Hopf algebra and M =1kδ. It is easy to check that
any linear map ψ : M −→ M ⊗M, satisfies the condition (5.38). We use this example to get a
coproduct in Connes-Moscovici setting in the following corollary.
Corollary 5.1. If M =1kδ then the coproducts (5.40), (5.42), (5.43) reduce to coproducts for
Connes-Moscovici Hopf Hochschild, cyclic and periodic cyclic cohomology of a cocommutative Hopf
algebra H.
6 Relation with coproduct in Lie algebra homology
In this section we show that the coproduct (5.43) for periodic Hopf cyclic cohomology forH = U(g),
the universal enveloping algebra of a Lie algebra g, agrees with the coproduct in Lie algebra
homology. Recall that the periodic Hopf cyclic cohomology of H = U(g) is given by [3]
HP ∗(δ,1)(U(g))
∼=
⊕
k≥0
H2k+∗(g, kδ), (6.44)
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where ∗ = 0, 1, and kδ is a g-module via the character δ. The right hand side of this isomorphism
is the Lie algebra homology of g with coefficients in kδ. It is the homology of the the following
mixed complex: ∧0
g
dLie
⇆
0
∧1
g
dLie
⇆
0
∧2
g
dLie
⇆
0
. . . , (6.45)
where dLie denotes the Chevalley-Eilenberg differential for Lie algebra homology. The isomorphism
(6.44) is induced by the anti symmetrization map An :
∧n
g −→ U(g)⊗n, given by
(g1 ∧ · · · ∧ gn) 7−→
1
n!
(
∑
σ
sign(σ)(gσ(1) ⊗ · · · ⊗ gσ(n)).
Here σ runs over all permutations of the set {1, 2, . . . , n}. If δ = ε, then dLie is given by
dLie(g1 ∧ · · · ∧ gn) =
∑
1≤i≤i≤n
(−1)i+j+1[gi, gj ] ∧ (g1 ∧ · · · ∧ gˆi ∧ · · · ∧ gˆj ∧ · · · ∧ gn).
Let CLien (g) =
∧n
g. One knows that Lie algebra homology with trivial coefficients is a coalgebra
by the following coproduct
∪Lie : C
Lie
n (g) −→
⊕
p+q=n
(CLiep (g)) ⊗ (C
Lie
q (g)),
given by
∪Lie (g1 ∧ · · · ∧ gn) =
∑
σ
sign(σ)(gσ(1) ∧ · · · ∧ gσ(p))⊗ (gσ(p+1) ∧ ... ∧ gσ(n)), (6.46)
where σ runs over all (p, q)-shuffles. Since ε(gi) = 0 for all gi ∈ g, the image of the anti symmetriza-
tion map is in the normalized complex of Cn(U(g)) = U(g)⊗n. One can define the following map
of mixed complexes:
An =
∑
i+j=n
Ai ⊗Aj :
⊕
i+j=n
(Λig)⊗ (Λjg) −→
⊕
i+j=n
(U i(g))⊗ (Uj(g)). (6.47)
It induces a map:
A∗ :
⊕
k≥0
H2k+∗(C
Lie(g))⊗ CLie(g))) −→ HP ∗(C(U(g) ⊗ C(U(g)).
Now using the Ku¨nneth formula (4.37), we obtain the following map:
∇(A∪Lie)
∗ :
⊕
n≥0
H2n+1(g, kε) −→ HP
1
(ε,1)(U(g))⊗HP
0
(ε,1)(U(g))⊕HP
0
(ε,1)(U(g))⊗HP
1
(ε,1)(U(g)),
and similarly for the even case.
Theorem 6.1. Under the isomorphism (6.44), the coproduct (5.43) for the periodic cyclic coho-
mology of the universal enveloping algebra U(g) with trivial coefficients coincides with the coproduct
of Lie algebra homology. Equivalently, the following diagram commutes on the level of homology.
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⊕
i=0 C
Lie
2i+∗(g)
A
−−−−→
⊕
i=0 C
2i+∗(U(g))y∪Lie y∪′⊕
i=0(C
Lie(g)⊗ CLie(g))2i+∗
A
−−−−→
⊕
i=0(C(U(g)) ⊗ C(U(g)))
2i+∗
(6.48)
where ∪′ = S˜hΩ∆⊗n.
Proof. The commutativity of the diagram is equivalent to
shnΩn∆
⊗n
U(g)An ⊕ sh
′
n+2Ωn+2∆
⊗n+2
U(g) An+2 = An∪Lie, n ∈ N. (6.49)
Using the Proposition 5.3, one can easily see
shnΩn∆
⊗n
U(g)An = An∪Lie,
where
An ∪Lie (g1 ∧ · · · ∧ gn) =
n∑
p=0
∑
σ∈Sn
sign(σ)(gσ(1) ⊗ · · · ⊗ gσ(p))⊗ (gσ(p+1) ⊗ · · · ⊗ gσ(n)).
Now it is enough to show:
sh′n+2Ωn+2∆
⊗n+2
U(g) An+2 = AndLie, (6.50)
which means this term will be zero on the level of homology. To do this, first we compute
Ωn+2∆
⊗(n+2)
U(g) An+2 :
Ωn+2(∆
⊗(n+2)
U(g) )An+2(g1 ∧ · · · ∧ gn+2)
= Ωn+2
∑
σ∈Sn+2
∆
⊗(n+2)
U(g) (gσ(1) ⊗ · · · ⊗ gσ(n+2))
= Ωn+2
∑
σ∈Sn+2
(∆(gσ(1))∆(gσ(2)) . . .∆(gσ(n+2)))
= Ωn+2
∑
σ∈Sn+2
((1⊗ gσ(1) + gσ(1) ⊗ 1) . . . (1⊗ gσ(n+2) + gσ(n+2) ⊗ 1))
=
n+2∑
p=0
∑
σ∈Sn+2
(gσ(1) ⊗ · · · ⊗ gσ(p) ⊗ 1⊗ · · · ⊗ 1)⊗ (gσ(p+1) ⊗ · · · ⊗ gσ(n+2) ⊗ 1⊗ · · · ⊗ 1),
where in the last sum, gσ(1), . . . , gσ(p) and gσ(p+1), . . . , gσ(p+q) appear in (p, q)-shuffle spots. For
example when n = 1, we have:
Ω3∆
⊗3
U(g)A3(g1 ∧ g2 ∧ g3) = (1 ⊗ 1⊗ 1)⊗ (gσ(1) ⊗ gσ(2) ⊗ gσ(3))
+ (1 ⊗ 1⊗ gσ(3))⊗ (gσ(1) ⊗ gσ(2) ⊗ 1) + (1⊗ gσ(2) ⊗ 1)⊗ (gσ(1) ⊗ 1⊗ gσ(3))
+ (1 ⊗ gσ(2) ⊗ gσ(3))⊗ (gσ(1) ⊗ 1⊗ 1) + (gσ(1) ⊗ gσ(2) ⊗ 1)⊗ (1⊗ 1⊗ gσ(3))
+ (gσ(1) ⊗ gσ(2) ⊗ gσ(3))⊗ (1 ⊗ 1⊗ 1) + (gσ(1) ⊗ 1⊗ 1)⊗ (1⊗ gσ(2) ⊗ gσ(3))
+ (gσ(1) ⊗ 1⊗ gσ(3))⊗ (1⊗ gσ(2) ⊗ 1).
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Since sh′n = ⊕i+j=n+2sh
′
i,j, it is enough to show sh
′
i,j = 0, for all 1 ≤ i, j ≤ n + 1. For sh
′
i,j , we
apply degeneracies, i.e., counit ε, n+ 2 times on the following elements:
(gσ(1) ⊗ · · · ⊗ gσ(p) ⊗ 1⊗ · · · ⊗ 1)⊗ (gσ(p+1) ⊗ · · · ⊗ gσ(n+2) ⊗ 1⊗ · · · ⊗ 1),
and then we apply (sσ′(1)⊗ . . . sσ′(q))⊗ (sσ′(q+1) . . . sσ′(n)). Now for the terms which are zero, there
is nothing remained to prove. Those which are not zero, should be in the forms of
(gσ(1) ⊗ · · · ⊗ gσ(i))⊗ (gσ(i+1) ⊗ · · · ⊗ gσ(n+2)),
for some 1 ≤ i ≤ n + 2. Here σ runs over all permutations in Sn+2, the symmetric group with
n+ 2 terms. Now we compute
σi−1i−p−1τ
p+1(gσ(1) ⊗ · · · ⊗ gσ(i))⊗ σ
j−1
j−q−1τ
q+1(gσ(i+1) ⊗ · · · ⊗ gσ(n+2)).
Let σ(i + 1), . . . , σ(n) be fixed. For any 0 ≤ k ≤ n+ 2, we have:
σi−1i−kτ
k(gσ(1) ⊗ · · · ⊗ gσ(i))
= σi−1i−k(
∑
σ
S(g
(i)
σ(k))gσ(k+1) ⊗ S(g
(i−1)
σ(k) )gσ(k+2) ⊗ · · · ⊗ S(g
(k)
σ(k))σ
⊗S(g
(k−1)
σ(k) )gσ(1) ⊗ · · · ⊗ S(g
(2)
σ(k))gσ(2) ⊗ S˜(g
(1)
σ(k))σgσ(i−1))
= σi−1i−k(
∑
σ∈Sp
i−1∑
r=k+1
gσ(k+1) ⊗ . . . gσ(r−1) ⊗
gσ(k)gσ(r) ⊗ gσ(r+1) ⊗ · · · ⊗ gσ(i) ⊗ 1⊗ gσ(1) ⊗ · · · ⊗ gσ(i−1)
+ gσ(k+1) ⊗ · · · ⊗ gσ(i) ⊗ gσ(k) ⊗ gσ(1) ⊗ · · · ⊗ gσ(i−1))
=
∑
σ∈Si
p−1∑
r=k+1
gσ(k+1) ⊗ · · · ⊗ gσ(r−1) ⊗
gσ(k)gσ(r) ⊗ gσ(r+1) ⊗ · · · ⊗ gσ(i) ⊗ gσ(1) ⊗ · · · ⊗ gσ(i−1)
=
∑
σ∈Si,σ(v)>σ(w)
gσ(1) ⊗ · · · ⊗ gσ(v)gσ(w) ⊗ · · · ⊗ gσ(i)
+
∑
σ∈Si,σ(v)>σ(w)
gσ(1) ⊗ · · · ⊗ gσ(w)gσ(v) ⊗ · · · ⊗ gσ(i)
=
∑
σ∈Si,σ(v)>σ(w)
gσ(1) ⊗ · · · ⊗ gσ(v)gσ(w) − gσ(w)gσ(v) ⊗ · · · ⊗ gσ(i)
=
∑
σ∈Si,σ(v)>σ(w)
gσ(1) ⊗ · · · ⊗ [gσ(v), gσ(w)]⊗ · · · ⊗ gσ(i)
= A([gσ(v), gσ(w)] ∧ gσ(1) ∧ · · · ∧ gˆσ(w) ∧ · · · ∧ gˆσ(v) ∧ · · · ∧ gσ(i))
= AdLie(g1 ∧ · · · ∧ gi).

7 Coproducts in Hopf cyclic homology
In this section we define coproducts for Hopf cyclic homology in the sense of [12, 20]. We show
that for group algebras our coproduct coincides with the coproduct in group homology. In this
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section we assume M is a left-left stable anti-Yetter-Drinfeld module on a Hopf algebra H. Let
C˜n(H,M) = H
⊗n+1
✷HM n ≥ 0,
where XHY = ker(∆X ⊗ id − id⊗ Y∆) : X ⊗ Y −→ X ⊗H ⊗ Y is the cotensor product of X
and Y [12, 20]. One can define faces, degeneracies and cyclic maps on {C˜n(H,M)}n∈N as follows:
δi(h0 ⊗ . . .⊗ hn ⊗m) = h0 ⊗ . . .⊗ hihi+1 ⊗ . . .⊗ hn ⊗m, 0 ≤ i < n,
δn(h0 ⊗ . . .⊗ hn ⊗m) = h
(0)
n h0 ⊗ h1 . . .⊗ hn−1 ⊗ h
(1)
n m,
σi(h0 ⊗ . . .⊗ hn ⊗m) = h0 ⊗ . . .⊗ hi ⊗ 1⊗ . . .⊗ hn ⊗m, 0 ≤ i ≤ n,
τn(h0 ⊗ . . .⊗ hn ⊗m) = h
(0)
n ⊗ h0 ⊗ . . .⊗ hn−1 ⊗ h
(1)
n m.
The homology of the above cyclic module is by definition the Hopf cyclic homology of the Hopf
algebra H with coefficients in the SAYD module M and will be denoted by H˜C∗(H,M).
Lemma 7.1. Let H and K be two Hopf algebras and M and N SAYD modules over H and K
respectively. The following map is an isomorphism of cyclic modules
Ωn : (H⊗K)
⊗n+1
✷H⊗K(M ⊗N) −→ (H
⊗n+1
✷HM)⊗ (K
⊗n+1
✷KN), (7.51)
given by
((h0 ⊗ k0)⊗ · · · ⊗ (hn ⊗ kn)⊗ (m⊗ r)) 7−→ (h0 ⊗ · · · ⊗ hn ⊗m)⊗ (k0 ⊗ · · · ⊗ kn ⊗ r).
Proof. We prove Ωn commutes with δi and τn, where 0 ≤ i < n. One can easily verify this
for δn and degeneracies.
(δi ⊗ δi)Ωn((h0 ⊗ k0)⊗ · · · ⊗ (hn ⊗ kn)⊗ (m⊗ r))
= (δi ⊗ δi)((h0 ⊗ · · · ⊗ hn ⊗m), (k0 ⊗ · · · ⊗ kn ⊗ r))
= δi(h0 ⊗ · · · ⊗ hn ⊗m)⊗ δi(k0 ⊗ · · · ⊗ kn ⊗ r)
= (h0 ⊗ . . . hihi+1 ⊗ · · · ⊗ hn ⊗m)⊗ (k0 ⊗ . . . kiki+1 ⊗ · · · ⊗ kn ⊗ r)
= Ωn((h0 ⊗ k0)⊗ · · · ⊗ (hihi+1 ⊗ kiki+1)⊗ · · · ⊗ ((hn ⊗ kn)
= Ωnδi((h0 ⊗ k0)⊗ · · · ⊗ (hn ⊗ kn)⊗ (m⊗ r)).
Since H is an H-comodule algebra by comultiplication, we have:
(τn ⊗ τn)Ωn((h0 ⊗ k0)⊗ · · · ⊗ (hn ⊗ kn)⊗ (m⊗ r))
= τn(h0 ⊗ · · · ⊗ hn ⊗m)⊗ τn(k0 ⊗ · · · ⊗ kn ⊗ r)
= (h(1)n ⊗ h0 ⊗ · · · ⊗ hn−1 ⊗ h
(2)
n m)⊗ (k
(1)
n ⊗ k0 ⊗ · · · ⊗ kn−1 ⊗ k
(2)
n r).
= Ωn(h
(1)
n ⊗ k
(1)
n )⊗ (h0 ⊗ k0)⊗ · · · ⊗ (hn−1 ⊗ hn−1)⊗ (h
(2)
n m⊗ k
(2)
n r)
= Ωn(h
(1)
n ⊗ k
(1)
n )⊗ (h0 ⊗ k0)⊗ · · · ⊗ (hn−1 ⊗ hn−1)⊗ (h
(2)
n m⊗ k
(2)
n r)
= Ωnτn((h0 ⊗ k0)⊗ . . . (hn ⊗ kn)⊗ (m⊗ r)).

Using the previous lemma, the Eilenberg-Zilber isomorphism, and the Ku¨nneth formula we
obtain the following proposition:
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Proposition 7.1. Let H and K be two Hopf algebras and M and N be SAYD modules over H and
K, respectively. We have the following isomorphism for Hopf Hochschild homology with coefficients
H˜Hn(H⊗K,M ⊗N) ≃
⊕
i+j=n
H˜Hi(H,M)⊗ H˜Hj(K, N).
Also one has the following long exact sequence for Hopf cyclic homology with coefficients:
... −→ H˜Cn(H⊗K,M ⊗N)
I
−−−−→
⊕
i+j=n H˜Ci(H,M)⊗ H˜Cj(K, N)
S⊗id−id⊗S
−−−−−−−−→
⊕
i+j=n−2 H˜Ci(H,M)⊗ H˜Cj(K, N)
∂
−−−−→ H˜Cn−1(H⊗K,M ⊗N) −→ .... (7.52)
Furthermore if (H˜C(H,M)[−2m], S)−2m satisfies the Mittag-Leffler condition and H˜P ∗(H,M) is
a finite dimensional vector space, then we obtain the following isomorphism for the periodic Hopf
cyclic homology with coefficients:
H˜P 0(H⊗K,M ⊗N) ≃ H˜P 0(H,M)⊗ H˜P 0(K, N)⊕ H˜P 1(H,M)⊗ H˜P 1(K, N),
and similarly for the odd case.
Proposition 7.2. Let H be a cocommutative Hopf algebra and M a SAYD module over H equipped
with a map ψ :M −→M ⊗M satisfying the condition:
ψ(h.m) = ∆(h).ψ(m). (7.53)
The following map
ρn = ΩnΦn : C˜n(H,M) −→ (C˜(H,M)× C˜(H,M))n,
is a map of cyclic modules where
Φn = ψ ⊗∆
⊗n+1 : C˜n(H,M) −→ C˜n(H⊗H,M ⊗M).
Proof. We only check the commutativity of ρn with δn. The condition (7.53) is equivalent to
(h.m)(1) ⊗ (h.m)(2) = h
(1).m(1) ⊗ h
(2).m(2).
By cocommutativity of H we have:
(δn ⊗ δn)Ωn(∆
⊗n+1 ⊗ ψ)(h0 ⊗ ...⊗ hn ⊗m)
= δn(h
(1)
0 ⊗ · · · ⊗ h
(1)
n ⊗m(1))⊗ δn(h
(2)
0 ⊗ · · · ⊗ h
(2)
n ⊗m(2))
= (h(1)(1)n h
(1)
0 ⊗ h
(1)
1 ⊗ . . . h
(1)
n−1 ⊗ h
(1)(2)
n m(1))
⊗(h(2)(1)n h
(2)
0 ⊗ h
(2)
1 ⊗ . . . h
(2)
n−1 ⊗ h
(2)(2)
n m(2))
= Ωn((h
(1)(1)
n h
(1)
0 ⊗ (h
(2)(1)
n h
(2)
0 )⊗ (h
(1)
1 ⊗ h
(2)
1 )
⊗ · · · ⊗ (h
(1)
n−1 ⊗ h
(2)
n−1)⊗ (h
(1)(2)
n m(1) ⊗ h
(2)(2)
n m(2))
= Ωn((h
(1)(1)
n h
(1)
0 ⊗ (h
(1)(2)
n h
(2)
0 )⊗ (h
(1)
1 ⊗ h
(2)
1 )
⊗ · · · ⊗ (h
(1)
n−1 ⊗ h
(2)
n−1)⊗ (h
(2)
n m)(1) ⊗ (h
(2)
n m)(2))
= Ωn(∆
⊗n+1 ⊗ ψ)(h(1)n h0 ⊗ h1 ⊗ · · · ⊗ hn−1 ⊗ h
(2)
n m)
= Ωn(∆
⊗n+1 ⊗ ψ)δn(h0 ⊗ · · · ⊗ hn ⊗m).

Now we are ready to define the desired coproducts.
18
Proposition 7.3. Let H be a cocommutative Hopf algebra, M a SAYD module over H equipped
with a map ψ : M −→ M ⊗ M satisfying (7.53). The following maps define coproducts for
H˜H∗(H,M), H˜C∗(H,M) and H˜P ∗(H,M):
⊔ = I(AWnΩnΦn)
∗ : H˜Hn(H,M) −→
⊕
p+q=n
H˜Hp(H,M)⊗ H˜Hq(H,M), (7.54)
and
⊔ = I(A˜W nΩnΦn)
∗ : H˜Cn(H,M) −→
⊕
p+q=n
H˜Cp(H,M)⊗ H˜Cq(H,M), (7.55)
where Φn = ⊕i≥0Φn−2i and Ωn = ⊕i≥0Ωn−2i. Also if (H˜C(H,M)[−2m], S)−2m satisfies the
Mittag-Leffler condition and H˜P ∗(H,M) is a finite dimensional vector space, then
⊔ = ∇(A˜W nΩnΦn)
∗ : H˜P 1(H,M) −→ H˜P 0(H,M)⊗ H˜P 1(H,M)⊕ H˜P 1(H,M)⊗ H˜P 0(H,M),
(7.56)
where Φn = ⊕i≥0Φ2i and Ωn = ⊕i≥0Ω2i and similarly for the even case.
Proof. These are the results of the fact that by Lemma 7.1, the morphisms Φ, Φ and Φ are
maps of (b, B)-mixed complexes. 
Recall that the Hopf Hochschild and Hopf cyclic homology of a group algebra H = kG are
computed in [20] and are given by
H˜Hn(kG) ∼= Hn(G, k), (7.57)
and
H˜Cn(kG)
θ
∼=
⊕
i≥0
Hn−2i(G, k), (7.58)
where on the right hand side group homologies of G with trivial coefficients appear. The coproduct
in group homology is induced by the map
⊔Gr (g1, . . . , gn) =
n∑
k=0
(g1 ⊗ · · · ⊗ gk)⊗ (gk+1 ⊗ · · · ⊗ gn). (7.59)
Lemma 7.2. The coproduct for Hopf Hochschild homology of a group algebra kG coincides with
the coproduct of group homology, i.e.,
⊔(g1 ⊗ · · · ⊗ gn) = ⊔Gr(g1, . . . , gn).
Theorem 7.1. Under the isomorphism (7.58), the coproduct (7.55) for the Hopf cyclic homology
of the group algebra kG with trivial coefficients coincides with the coproduct of group homology .
Equivalently, the following diagram commutes on the level of homology.
C˜n(kG)
θn−−−−→ CGrn (G, k)y∪′ y∪Gr
(C˜(kG)⊗ C˜(kG))n
θ′
−−−−→ (CGr(G, k)⊗ CGr(G, k))n
(7.60)
where ∪′ = A˜WΩ∆⊗n, C˜n(kG) = kG
n and θ′ =
∑
i≥0 θn−2i ⊗ θn−2i.
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8 Cup products in Hopf cyclic homology
Dual to previous coproducts, in this section we define cup products for Hopf Hochschild and Hopf
cyclic homology of a commutative Hopf algebra.
Let H and K be two Hopf algebras. The map
× = shp,q : C˜p(H)⊗ C˜q(K) −→ (C˜(H)× C˜(K))p+q , (8.61)
commutes with Hochschild boundaries and therefore by composing it with the map Ω given by
(7.51), one obtains the following map
((h1⊗· · ·⊗hp)⊗(k1⊗· · ·⊗kq)) 7−→
∑
σ
sign(σ)((hσ−1(1)⊗1)⊗. . . (hσ−1(p)⊗1)⊗(1⊗kσ−1(1)⊗. . . (1⊗kσ−1(q))),
where σ runs through (p, q)-shuffles. This map induces a product in Hopf Hochschild homology:
H˜Hp(H)⊗ H˜Hq(K) −→ H˜Hp+q(H⊗K).
When H is commutative we can compose the above map with the the multiplication map
H⊗H −→ H to obtain a product on Hopf Hochschild homology.
Proposition 8.1. Let H be a commutative Hopf algebra. The map
× : H˜Hp(H)⊗ H˜Hq(H) −→ H˜Hp+q(H),
induces a structure of graded commutative algebra on H˜H∗(H).
Proof. Since H is commutative, the multiplication map m : H ⊗H −→ H is a Hopf algebra
map. Now composing (8.61), for H = K, with the maps induced bym and Ω, provides us a product
map:
× : C˜p(H)⊗ C˜q(H) −→ C˜p+q(H),
given by
(h1 ⊗ · · · ⊗ hp)× (hp+1 ⊗ · · · ⊗ hp+q) =
∑
σ
sign(σ)(hσ−1(1) ⊗ · · · ⊗ hσ−1(p+q)).
Here σ runs over all (p, q)-shuffles. Therefore C˜∗(H) becomes a graded algebra. 
Now we define a cup product for Hopf cyclic homology of a commutative Hopf algebra.
Proposition 8.2. Let H and K be two Hopf algebras. The following map is a map of (b, B)-mixed
complexes:
⋆ : TotBC˜p(H)⊗ TotBC˜q(K) −→ TotB(C˜(H)× C˜(K))p+q+1,
given by
(xp, xp−2, . . . ) ⋆ (yp, yp−2, . . . ) = (Bxp × yq, Bxp × yq−2, . . . ). (8.62)
Proof. It is enough to show:
b(Bxp × yq) +B(Bxp × yq−2) = B(bxp +Bxp−2)× yq + (−1)
pBxp × (byq +Byq−2), (8.63)
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and similarly for the other terms. Let sh′i,j(x, y) = x ×
′ y. One can verify Bx ×′ y = 0 and
x ×′ By = 0, for all x and y in the normalized complex. The equation [B, sh] + [b, sh′] = 0 is
equivalent to
B(x× y)− (Bx × y + (−1)ix×By) = −b(x×′ y) + bx×′ y + (−1)ix×′ by.
By substituting By instead of y in the above equation we obtain:
B(x×By) = Bx×By.
Now (8.63) is the consequence of the fact that [b, sh] = 0. 
Theorem 8.1. The map ⋆ induces the following associative product
H˜Cp(H)⊗ H˜Cq(K) −→ H˜Cp+q+1(H⊗K),
in Hopf cyclic homology. If we consider H˜Cn(H) of degree n + 1, then the product is graded
commutative, i.e.,
x ⋆ y = (−1)(p+1)(q+1)(y ⋆ x),
for x ∈ H˜Cp(H) and y ∈ H˜Cq(K).
Now we are ready to define a cup product for Hopf cyclic homology of commutative Hopf
algebras:
Proposition 8.3. Let H be a commutative Hopf algebra. The product ⋆ induces a graded commu-
tative algebra structure on Hopf cyclic homology:
H˜Cp(H)⊗ H˜Cq(H) −→ H˜Cp+q+1(H).
Proof. This is the consequence of that fact that when H is commutative, the product map m
is a Hopf algebra map. 
One can see that
Proposition 8.4. The boundary map ∂ in the Ku¨nneth long exact sequence (7.52) is the same as
the product ⋆ in Hopf cyclic homology,
∂(x⊗ y) = x ⋆ y,
where x ∈ H˜Cp(H) and y ∈ H˜Cq(K).
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