We give a simplified proof of the generalized Kirszbraun theorem for Alexandrov spaces, which is due to Lang and Schroeder. We also discuss related questions, both solved and open.
Ghost of Euclid. Let X be a metric space and I be a real interval. A globally isometric map γ : I → X will be called a unitspeed geodesic. A unitspeed geodesic between p and q will be denoted by geod [pq] . We consider geod [pq] with parametrization starting at p; i.e. geod [pq] (0) = p and geod [pq] (|p − q|) = q. The image of geod [pq] will be denoted by [pq] and called a geodesic.
Also we will use the following short-cut notation: A metric space X is called geodesic if for any two points x, y ∈ X there is a geodesic [xy] in X .
Given a geodesic [pq], we denote by dir[pq] its direction at p. We may think of dir [pq] as belonging to the space of directions Σ p at p, which in turn can be identified with the unit sphere in the tangent space T p at p. Further we set log[pq] = |p − q|·dir [pq] ; it is a tangent vector at p, that is, an element of T p .
For a triple of points p, q, r ∈ X , a choice of triple of geodesics Functions. A locally Lipschitz function f on a metric space X is called λ-convex (λ-concave) if for any geodesic geod [pq] in X the real-to-real function t → f • geod [pq] (t) − Model angles and triangles. Let X be a metric space, p, q, r ∈ X and к ∈ R. Let us define a model triangle [pqr] (briefly, [pqr] =△ к (pqr)) to be a triangle in the model plane M 2 [к ] such that |p −q| = |p − q|, |q −r| = |q − r|, |r −p| = |r − p|.
If к 0, the model triangle is said to be defined, since such a triangle always exists and is unique up to an isometry of M 2 [к ] . If к > 0, the model triangle is said to be defined if in addition |p − q| + |q − r| + |r − p| < 2·̟ к .
In this case the triangle also exists and is unique up to an isometry of M 2 [к ] . If for p, q, r ∈ X , the model triangle [pqr] =△ к (pqr) is defined and |p − q|, |p − r| > 0, then the angle measure of [pqr] atp will be called the model angle of the triple p, q, r, and will be denoted by∡ к (p q r ). Curvature bounded below. We will denote by CBB⌊к⌋, complete intrinsic spaces L with curvature к in the sense of Alexandrov. Specifically, L ∈ ∈ CBB⌊к⌋ if for any quadruple of points p, x 1 , x 2 , x 3 ∈ U , we havẽ
2·π. ➊ or at least one of the model angles∡ к (p
is not defined. Condition ➊ will be called (1+3)-point comparison. According to Plaut's theorem [11, Th. 27 ], any space L ∈ CBB is G δ -geodesic; that is, for any point p ∈ L there is a dense G δ -set W p ⊂ L such that for any q ∈ W p there is a geodesic [pq] .
We will use two more equivalent definitions of CBB spaces (see [1] 
We also use the following standard result in Alexandrov geometry, which follows from the discussion in the survey of Plaut [11, 8.2] . Curvature bounded above. We will denote by CAT⌈к⌉ the class of metric spaces U in which any two points at distance < ̟ к are joined by a geodesic, and which have curvature к in the following global sense of Alexandrov: namely, for any quadruple of points p 1 , p 2 , x 1 , x 2 ∈ U, we havẽ satisfies the (2+2)-point к -comparison is a CAT⌈к⌉ space (that is, any two points at distance < ̟ к are joined by a geodesic). In particular, the completion of a CAT⌈к⌉ space again lies in CAT⌈к⌉.
We have the following basic facts (see [1] ): 2.3. Lemma. In a CAT⌈к⌉ space, geodesics of length < ̟ к are uniquely determined by, and continuously dependent on, their endpoint pairs.
Lemma.
In a CAT⌈к⌉ space, any open ball B(x, R) of radius R ̟ к /2 is convex, that is, B(x, R) contains every geodesic whose endpoints it contains.
We also use an equivalent definition of CAT⌈к⌉ spaces (see [1] ). Namely, a metric space U in which any two points at distance < ̟ к are joined by a geodesic is a CAT⌈к⌉ space if and only if it satisfies the following condition:
1. (point-on-side comparison) for any geodesic [xy] and z ∈ ]xy[, we havẽ
We also use Reshetnyak's majorization theorem [12] . Supposeα is a simple closed curve of finite length in
is a closed region bounded byα. If X is a metric space, a length-nonincreasing map F : D → X is called majorizing if it is length-preserving onα. In this case, we say that D majorizes the curve α = F •α under the map F . Ultralimit of metric spaces. Given a metric space X , its ultrapower (i.e. ultralimit of constant sequence X n = X ) will be denoted as X Ñ ; here Ñ denotes a fixed nonprinciple ultrafilter. For definitions and properties of ultrapowers, we refer to a paper of Kleiner and Leeb [7, 2.4] .
We use the following facts about ultrapowers which easily follow from the definitions (see [1] for details):
⋄ X ∈ CAT⌈к⌉ ⇐⇒ X Ñ ∈ CAT⌈к⌉. ⋄ X ∈ CBB⌊к⌋ ⇐⇒ X Ñ ∈ CBB⌊к⌋. ⋄ X is intrinsic if and only if X Ñ is geodesic. Note that if X is proper (namely, bounded closed sets are compact), then X and X Ñ coincide. Thus a reader interested only in proper spaces may ignore everything related to ultrapower in this article.
3 Short map extension definitions. 3.1. Theorem. Let L be a complete intrinsic space. Then L ∈ CBB⌊к⌋ if and only if for any 3-point set V 3 and any 4-point set
can be extended to a short map F :
3.2. Theorem. Let U be a metric space in which any pair of points at distance < ̟ к are joined by a unique geodesic. Then U ∈ CAT⌈к⌉ if and only if for any 3-point set V 3 and 4-point set
, where the perimeter of V 3 is < 2·̟ к , any short map f : V 3 → U can be extended to a short map F : V 4 → U.
The proof of the "only if" part of Theorem 3.1 can be obtained as a corollary of Kirszbraun's theorem (5.1). But we present another proof, based on more elementary ideas. The "only if" part of Theorem 3.2 does not follow directly from Kirszbraun's theorem, since the desired extension is in U, not just the completion of U.
In the proof of Theorem 3.1, we use the following lemma in the geometry of model planes. Here we say that two triangles with a common vertex do not overlap if their convex hulls intersect only at the common vertex.
3 be points such that, for any permutation {i, j, k} or {1, 2, 3}, we have Remark. If к 0, the "only if" part of (b) can be proved without using condition (i). This follows immediately from the formula that relates the sum of angles for the hexagon [p 1x2p3x1p2x3 ] and its area:
In case к > 0, condition (i) is essential. An example for к > 0 can be constructed by perturbing the degenerate spherical configuration on the picture. 
since in the inequality, the corresponding hinges have the same pairs of sidelengths. (The two pictures show that both possibilities for the minimum can occur.)p
That proves (a). "Only if " part of (b). Suppose no two triangles overlap and
. By a), for {i, j, k} = {1, 2, 3} we have
Adding these three inequalities gives a contradiction:
"If " part of (b 
By the former, ➊ fails. By ➋, ∡p 2 + ∡p 3 > π. Therefore
, p}, and set f (x i ) =x i . Then a short extension of f to V 4 gives point-on-side comparison (see page 3).
In case L is not geodesic, pass to its ultrapower L Ñ . Note that if L satisfies the conditions of Theorem 3.1 then so does
Thus one can takep on
]. As follows from Lemma 3.3b, in this case
Thus we arrive at a contradiction, since
In the proof of Theorem 3.2, we use the following lemma in the geometry of model planes:
We only give an idea of the proof of this lemma; alternatively, one can get the result as a corollary of Kirszbraun's theorem (5.1) Idea of the proof. The map Φ can be constructed as a composition of the following folding maps: Given a halfspace H in M[к ], consider the map M[к ] → → H, which is the identity on H and reflects all points outside of H into H. This map is a path isometry, in particular, it is short.
One can get the last part of the lemma by composing the above map with foldings along the sides of triangle [y 1 y 2 y 3 ] and passing to a partial limit.
Proof of 3.2; "if " part. The point-on-side comparison (1) follows by taking V 3 = {x,ỹ,p} and V 4 = {x,ỹ,p,z} where z ∈ ]xy[. It is only necessary to observe that F (z) = z by uniqueness of [xy] .
for all i; we need to find a point q ∈ U such that |y i − q|
(1+n)-point comparison
The following theorem gives a more sensitive analog of (1+3)-point comparison.
In a bit more analytic form it was discovered by Sturm in [13] .
Proof. It is enough to show that given ε > 0 there is a configurationp,
Then one can pass to a limit configuration for ε → 0+.
According to 2.1, there is a point p ′ such that |p ′ − p| ε and T p ′ contains a subcone E isometric to a Euclidean space which contains all vectors log[p ′ x i ]. Passing to a subspace if necessary, we can assume that dim E n.
Mark a pointp ∈ M n [к ] and choose an isometric embedding ı :
From the hinge comparison, we havẽ
Kirszbraun's theorem
A slightly weaker version of the following theorem was proved by Lang and Schroeder in [9] . The Conjecture 7.3 (if true) gives an equivalent condition for the existence of a short extension; roughly it states that example 5.2 is the only obstacle. There is also a direct generalization of this example to a hemisphere in a Hilbert space of arbitrary cardinal dimension.
First we prove this theorem in the case к 0 (5.4). In the proof of the more complicated case к > 0, we use the case к = 0. The following lemma is the main ingredient in the proof.
Finite+one lemma. Let к
0, L ∈ CBB⌊к⌋, and U ∈ CAT⌈к⌉. Let x 1 , x 2 , . . . , x n ∈ L and y 1 , y 2 , . . . , y n ∈ U be such that
Then for any p ∈ L, there is q ∈ U such that |y i − q| |x i − p| for each i.
Proof. It is sufficient to prove the lemma only for к = 0 and −1. The proofs of these two cases are identical, only the formulas differ. In the proof, we assume к = 0 and provide the formulas for к = −1 in the footnotes. From (1+n)-point comparison (4.1), there is a model configurationp,
For each i, consider functions
Thus, by the theorem on barycentric simplex (A.2b), the set SupSet f (U) ⊂ R n is convex. Arguing by contradiction, let us assume thatf (p) ∈ SupSet f (U).
1 In case к = −1,
Then there exists a supporting hyperplane α 1 x 1 +. . . α n x n = c to SupSet f (U), separating it fromf (p). Just as in the proof of Theorem A.2 we have that all α i 0. So by rescaling we can assume that (α 1 , α 2 , . . . , α n ) ∈ ∆ n−1 and
The latter contradicts the following claim.
Then h(z) h (z).
Proof of the claim. Note that d z h 0. Thus, for each i, we have
In case к = −1, the same calculations give
, then all inequalities in (B, C, D) are sharp. Thus the same argument as above, repeated forx
for all i, j. Thus, (D) and (E) imply the claim.
Kirszbraun's theorem for nonpositive bound.
Let к 0, L ∈ ∈ CBB⌊к⌋, U ∈ CAT⌈к⌉, Q ⊂ L be arbitrary subset and f : Q → U be a short map. Then there is a short extension F : L → U of f ; that is, there is a short map F : L → U such that F | Q = f .
Remark. If U is proper, then in the following proof the Helly's theorem (B.1) is not needed. Everything follows directly from compactness of closed balls in U. Proof of 5.4. By Zorn's lemma, we can assume that Q ⊂ L is a maximal set; i.e. f : Q → U does not admits a short extension to any larger set Q ′ ⊃ Q. Let us argue by contradiction. Assume that Q = L; choose p ∈ L\Q. Then Further, we can also assume that diam L π. Otherwise L is one-dimensional; in this case the result follows since U is geodesic.
Assume the theorem is false. Then there is a set Q ⊂ L, a short map f : Q → U and p ∈ L\Q such that
We are going to apply 5.4 for к = 0 to the Euclidean conesL = Cone L and U = Cone U. Note that ⋄Ů ∈ CAT⌈0⌉, ⋄ since diam L π we haveL ∈ CBB⌊0⌋. Further, we view the spaces L and U as unit spheres inL andŮ respectively. In the conesL andŮ, we use "| * |" for distance to the vertex, say o, and " ·" for cone multiplication. We also use short-cuts ∡(x, y)
In particular, ⋄ |x − y| L = ∡(x, y) for any x, y ∈ L, ⋄ |x − y| U = ∡(x, y) for any x, y ∈ U, ⋄ for any y ∈ U, we have ∡(z, y) π 2 . ➌ SetQ = Cone Q ⊂L and letf :Q →Ů be the natural cone extension of f ; i.e., y = f (x) ⇒ t·y =f (t·x) for t 0. Clearlyf is short. Applying 5.4 forf , we get a short extension mapF :L →Ů. Set s =F (p). Thus, |s −f (w)| |p − w| ➍ for any w ∈Q. In particular, |s| 1. Applying ➍ for w = t·x and t → ∞ we getŮ
for any x ∈ Q. Since U ∈ CAT⌈0⌉, the geodesics geod [s t·z] converge as t → ∞ to a ray, say α : [0, ∞) → →Ů. From ➌, we have that the function t → → f (x), α(t) is non-decreasing. Therefore, from ➎, for the necessarily unique points on the ray α such that |s| = 1 we also have
for any x ∈ Q. The latter contradicts ➋.
(2n+2)-point comparison
Here we give a generalization of the (2+2)-point comparison to (2n+2) points. It follows from the generalized Kirszbraun's theorem. First let us give a reformulation of (2+2)-point comparison.
6.1. Reformulation of (2+2)-point comparison. Let X be a metric space. A quadruple p, q, x, y ∈ X satisfies (2+2 To prove (2n+2)-point comparison, we need the following lemma, which is an easy corollary from Kirszbraun's theorem (5.1).
6.3. Lemma. Let L ∈ CBB⌊к⌋, U ∈ CAT⌈к⌉, and Q ⊂ B(p, Proof. Directly from Kirszbraun's theorem (5.4 or 5.1), we obtain the case к 0. Thus it remains to prove the theorem only in case к > 0. After rescaling we may assume that к = 1 and therefore ̟ к = π. It is enough to prove that there is a point z ∈ U such that |z − f (x)| π 2 for all x ∈ Q; once it is proved, the statement follows from Kirszbraun's theorem (5.1).
Further we use the same notations as in the proof of 5.1. Apply Kirszbraun's theorem (5.4 or 5.1) forf :Q →Ů and set q =F (p).
Proof of (2n+2)-point comparison. Direct application of 6.3 gives an array of short maps 
can be joined in U into a curve connecting x to y with length at most
7 Comments and open problems 7.1. Open problem. Find a necessary and sufficient condition for a finite metric space to be isometrically embeddable into some CBB⌊к⌋ space.
A metric on a finite set {a 1 , a 2 , . . . , a n }, can be described by the matrix with components
which we will call the decrypting matrix . The set of decrypting matrices of all metrics that admit an isometric embedding into a CBB⌊0⌋ space form a convex cone, as follows from the fact that the product of CBB⌊0⌋ spaces is a CBB⌊0⌋ space. This convexity gives hope that the cone admits an explicit description. The set of metrics on {a 1 , a 2 , . . . , a n } that can be embedded into a product of spheres with different radii admits a simple description. Obviously, this gives a sufficient condition for 7.1. This condition is not necessary. For instance, as follows from from a result of Vilms, [16, 2.2], a sufficiently dense finite subset in a generic closed positively curved manifold cannot be embedded into a product of spheres. Consider the finite set F = = {a, b, x, y, z, q} with distances defined as follows:
1. |a − b| = 4; 2. |a − x| = |a − y| = |a − z| = |b − x| = |b − y| = = |b − z| = 2; 3. |x − y| = 2, |y − z| = 1, |x − z| = 3; 4. |x − q| = |q − b| = 1 and thus |a − q| = 3;
i.e. |q − y| = √ 3 and |q − z| = √ 7. On the diagram the degenerate triangles are marked by solid lines. Note that if one removes from F the point q then the remaining part can be embedded in a sphere of intrinsic diameter 4 with poles at a and b and the points x, y, z on the equator. On the other hand, if one removes the point a from the space and changes the distance |z − b| then it can be isometrically embedded into the plane.
It is straightforward to check that this finite set satisfies the conclusion of Theorem 4.1 for к = 0. However, if such a metric appeared as an inherited metric on a subset {a, b, x, y, z, q} ⊂ L ∈ CBB⌊0⌋ then clearly
contradicting |b − z| = 2.
The following problem was mentioned by Gromov in [3, 15(b)] 7.2. Open problem. Describe metrics on an n-point set which are embeddable into CAT⌈к⌉ spaces.
The set of metrics on {a 1 , a 2 , . . . , a n } which can be embedded into a product of trees and hyperbolic spaces admits a simple description using decrypting matrices defined above. Obviously, this gives a sufficient condition for problem 7.2. This condition is not necessary. The existence of a counterexample follows from the same result of Vilms [16, 2.2] ; it is sufficient to take a sufficiently dense finite subset in a ball in a generic Hadamard space.
The (2n+2) ] is a square, therefore we get that U contains an isometric copy of a square Conv(
and w be the corresponding point in Conv(x 1 , y 1 , x 2 , y 2 ) U . By point-on-side comparison (1) we have |z i − w| U |z i −w| E 3 . It follows that
The next conjecture (if true) would give the right generality for Kirszbraun's theorem (5.1). Roughly it states that the example 5.2 is the only obstacle for extending a short map.
7.3. Conjecture. Assume L ∈ CBB⌊1⌋, U ∈ CAT⌈1⌉, Q ⊂ L is a proper subset, and f : Q → U is a short map that does not admit a short extension to any bigger set Q ′ ⊃ Q. Then: a) Q is isometric to a sphere in a Hilbert space (of finite or cardinal dimension). Moreover, there is a point p ∈ L such that |p − q| = π 2 for any q ∈ Q. b) The map f : Q → U is a global isometric embedding and there is no point
A Barycentric simplex
The barycentric simplex was introduced by Kleiner in [6] ; it is a construction that works in a general metric space. Roughly, it gives a k-dimensional submanifold for a given "nondegenerate" array of k + 1 strongly convex functions. Let us denote by
where argmin f denotes a point of minimum of f . The map f △ will be called a barycentric simplex of f . In general, a barycentric simplex of a function array might be undefined and need not be unique.
The name comes from the fact that if X is a Euclidean space and
is the barycenter of points p i with weights x i . A barycentric simplex f △ for the function array f i (x) = 1 2 ·|p i − x| 2 will also be called a barycentric simplex with vertices at {p i }. It is clear from the definition that iff is a subarray of f , thenf △ coincides with the restriction of f △ to the corresponding face of ∆ k . The following theorem shows that the barycentric simplex is defined for an array of strongly convex functions on a complete geodesic space. In order to formulate the theorem, we need to introduce a partial order on R k+1 .
A.1. Definition. For two real arrays
A.2. Theorem on barycentric simplex. Assume X is a complete geodesic space and f = (f 0 , f 1 , . . . , f k ) : X → R k is an array of strongly convex and locally Lipschitz functions.
Then the barycentric simplex f △ : ∆ k → X is uniquely defined and moreover:
The set S described above will be called Kleiner's spine of f . If S is nonempty, we say the barycentric simplex f △ is nondegenerate. We precede the proof of the theorem with the following lemma.
A.3. Lemma. Assume X is a complete geodesic metric space and let f : X → → R be a locally Lipschitz, strongly convex function. Then the minimum point p = argmin f is uniquely defined.
Proof. Assume that x and y are distinct minimum points of f . Then for the midpoint z of a geodesic [xy] we have
a contradiction. It only remains to show existence.
Fix a point p ∈ X ; let £ ∈ R be a Lipschitz constant of f in a neighborhood of p. Without loss of generality, we can assume that f is 1-convex. Consider function ϕ(t) = f • geod [px] (t). Clearly ϕ is 1-convex and ϕ
In particular,
If z is a midpoint of [xy] then
Choose a sequence of points p n ∈ X such that f (p n ) → s. Applying ➊, for x = = p n , y = p m , we get that (p n ) is a Cauchy sequence. Clearly, p n → argmin f .
Proof of theorem A.2. Without loss of generality, we can assume that each f i is 1-convex. Thus, for any x ∈ ∆ k , the convex combination
(t) takes its minimum at 0 and
7 Here ϕ ± denotes "signed one sided derivative"; i.e.
Let £ be a Lipschitz constant for all fB Helly's theorem B.1. Helly's theorem. Let U ∈ CAT⌈0⌉ and {K α } α∈A be an arbitrary collection of closed bounded convex subsets of U. If
then there is an index array α 1 , α 2 , . . . , α n ∈ A such that
Remarks.
(i) In general, none of K α might be compact. Thus the the statement is not completely trivial. (ii) If U is a Hilbert space (not necessarily separable), then the above result is equivalent to the statement that a convex bounded set which is closed in the ordinary topology forms a compact set in the weak topology. In fact, one can define the weak topology on an arbitrary metric space, by taking exteriors of closed balls as its prebase. Then the result above implies for U ∈ CAT⌈0⌉, any closed bounded convex set in U is compact in the weak topology (this is very similar to the definition given by Monod in [10] ). We present the proof of Lang and Shroeder from [9] . B.2. Lemma. Let U ∈ CAT⌈0⌉. Given a closed convex set K ⊂ U and a point p ∈ U\K, there is unique point p * ∈ K such that |p * − p| = |K − p|.
Proof. Let us first prove uniqueness. Assume there are two points y ′ , y ′′ ∈ K so that |y ′ − p| = |y ′′ − p| = |K − p|. Take z to be the midpoint of [y ′ y ′′ ]. Since K is convex, z ∈ K. From comparison, we have that |z − p| < |y ′ − p| = |K − p|, a contradiction
The proof of existence is analogous. Take a sequence of points y n ∈ K such that |y n − p| → |K − p|. It is enough to show that (y n ) is a Cauchy sequence; thus one could take p * = lim n y n . Assume (y n ) is not Cauchy, then for some fixed ε > 0, we can choose two subsequences (y ′ n ) and (y ′′ n ) of (y n ) such that |y Proof of B.1. Assume the contrary. Then for any finite set F ⊂ A,
We construct a point z such that z ∈ K α for each α ∈ A. Thus we arrive at a contradiction since
Choose a point p ∈ U and set r = sup |K F − p| where F runs over all finite subsets of A. Let p * F be the closest point on K F from p; according to Lemma B.2, p * F exits and is unique. Take a nested sequence of finite subsets F 1 ⊂ F 2 ⊂ . . . of A, such that |K Fn − p| → r.
Let us show that p * Fn is a Cauchy sequence. Indeed, if not then for some fixed ε > 0, we can choose two subsequences (y On the other hand, from convexity, each F n contains all z k with sufficiently large k, a contradiction. Thus, p * Fn converges and we can set z = lim n p * Fn . Clearly |p − z| = r. Repeat the above arguments for the sequence F ′ n = F n ∪ {α}. As a result, we get another point z ′ such that |p − z| = |p − z ′ | = r and z, z ′ ∈ K Fn for all n. Thus, if z = z ′ the midpointẑ of [zz ′ ] would belong to all K Fn and from comparison we would have |p −ẑ| < r, a contradiction.
Thus, z ′ = z; in particular z ∈ K α for each α ∈ A.
