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The identiﬁcation of mode-I parameters of a cohesive-zone model for the analysis of adhesive joints is
presented. It is based on an experimental–numerical methodology whereby the optimal parameters
are obtained as the solution of a nonlinear programming problem. The data set for inverse analysis is pro-
vided either by local kinematic data, by global static data, or a combination of the two. Parameter sensi-
tivities are computed via direct differentiation and identiﬁcation exercises are discussed that show the
effectiveness of the procedure and its stability with respect to noise and time–space sampling.
 2010 Elsevier Ltd. All rights reserved.1. Introduction niques are being replaced by bonding in order to connect inte-The development of new and advanced materials puts new
challenges on processing technology. This is particularly true
when different materials have to be joined together in a way
to retain the individual beneﬁcial properties of the component
products. In this perspective, the choice of the joining technique
is often as important as that of materials themselves. Traditional
joining techniques possess a number of disadvantages. For in-
stance, welding may alter the speciﬁc properties of the material
within the heat-affected zone, riveting provides stress transfer in
a non-uniform way and, in general, both may weaken and/or
damage the material. On the contrary, adhesive bonding allows
stress transfer in a more uniform way, prevents shape distortion
since it requires little or no heat input, and does not damage the
components being joined unlike when rivets or screws are used
(Brockmann et al., 2008).
In last years adhesive bonding technologies have become wide-
spread in industry and at present they are being employed on a
daily basis. Actually, in modern world adhesives are almost ubiqui-
tous and applications include everyday products as food packaging
materials (Choia et al., 2006), electronics, where soldering tech-ll rights reserved.
: +39 081 5476777.
ope.it (N. Valoroso), fedele@
o), http://www.stru.polimi.it/grated components in a stress-free way (Li and Wong, 2006), and
high-tech solutions such as in the body of Formula 1 racing cars,
where innovative joints and extreme combinations of materials
are realized by bonding parts together (Savage, 2006). This virtu-
ally unlimited range of applications calls for an intensive research
and development work in order to fully exploit the potential of
adhesive joints.
As for most structural components consisting of the assembly of
individual elements, failure of adhesive joints due to damage
growth at bonded interfaces, leading to fracture development by
sliding and separation, is one of the most important failure modes.
For its simulation the cohesive-zone concept, initially proposed by
Barenblatt (1962) and Dugdale (1960) and ﬁrst used by Hillerborg
et al. (1976) in a Finite Element (FE) context, has become increas-
ingly popular in recent years. One of the reasons of its success is
probably the ﬂexibility of the cohesive approach to fracture, which
provides a phenomenological description of the complex micro-
scopic processes leading to the progressive decay of cohesive
forces and the formation of traction-free surfaces, see (Gustafson
and Waas, 2009) for a recent literature review.
A basic requirement of any cohesive model is the availability of
material parameters governing the traction-relative displacement
law. However, the general coherence between the data reduction
schemes and the FE model in which the cohesive law is used is
not a secondary aspect since the assumptions made for computing
the material parameters from experiments have a direct impact on
the results of computations.
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determine the mode-I parameters governing the damage mechan-
ics-based formulation developed by Valoroso and Champaney
(2006). The basic data set for the identiﬁcation process is provided
by full-ﬁeld kinematic measurements; these can be obtained by a
Digital Image Correlation (DIC) procedure, and concern the defor-
mation process of the tested specimens or of a suitable Region Of
Interest (ROI) extracted from them (Fedele et al., 2009). The mate-
rial parameters are estimated as the solution of a nonlinear pro-
gramming problem in which a least-squares norm is used as
objective function, that quantiﬁes the discrepancy between exper-
imental data and the analogous quantities computed via ﬁnite ele-
ments as a function of the unknown parameters. In this work the
data set is only pseudo-experimental, i.e., it has been generated
via the numerical model with a priori known material parameters,
and then corrupting the response by artiﬁcial noise.
The computation of the displacement gradients with respect to
the parameters to identify, referred to in the literature as sensitiv-
ity analysis, is another key ingredient for identiﬁcation purposes
since, apart from providing the search direction in a gradient-based
minimization algorithm, it may also allow to determine the loca-
tion of optimal measurements during experiments. In this study
the sensitivities are computed using the Direct Differentiation
Method (DDM). This requires, at each step of the forward FE anal-
ysis, the solution of an auxiliary linear problem whose right-hand
side is a pseudo-load vector and the coefﬁcient matrix is the
mechanical tangent. The sensitivity analysis has been imple-
mented in a customized version of the FE code FEAP (Taylor,
2002) that has been interfaced with Matlab (The MathWorks Inc,
2009), where the identiﬁcation procedure is carried out. Results
of the identiﬁcation exercises are then presented for the Double
Cantilever Beam (DCB) specimen subject to pure mode-I bending
under displacement control.
The outline of the paper is as follows. In Section 2 the one-
dimensional (mode-I) interface relationship object of the present
study is synthetically described. In Section 3 the virtual test con-
sidered for the identiﬁcation exercises is then presented. The clas-
sical data reduction schemes and the proposed one based on the FE
model are brieﬂy discussed and the implementation of sensitivity
analysis is shown. The description of the inverse methodology is
given in Section 4 and a discussion on the results of identiﬁcation
is ﬁnally provided in Section 5.2. Mechanical model
The geometry of the joint considered in this study, schemati-
cally represented in Fig. 1, consists of two adherends connectedFig. 1. Adhesive jointby a planar thin adhesive layer. It is assumed that: (i) the joined
bodies remain elastic throughout the loading process; (ii) an initial
ﬂaw of length a is present; (iii) fracture can occur only along the
pre-determined trajectory deﬁned by the bond line.
Basically, the analysis of the problem at hand can be carried out
either via the Linear Elastic Fracture Mechanics (LEFM) approach,
that in these conditions leads to singular crack tip ﬁelds, or using
the cohesive-zone concept introduced by Barenblatt (1962), that
in the last decade has evolved as a very popular method to deal
with fracture problems.
In the general case the formulation of a cohesive-zone-like
model relies upon two main ingredients: the deﬁnition of a trac-
tion–separation law describing the relationship between the inter-
face tractions t and displacement jumps sut ¼ uþ  u, and the
introduction of a damage criterion to be met for the cohesive pro-
cess zone to grow and the crack to advance. In particular, in this
paper we shall make reference to the interface model proposed
by Valoroso and Champaney (2006) and consider only the one-
dimensional (mode-I) case, whose equations are summarized in
the following.2.1. One-dimensional interface model
The constitutive equations for the interface traction and the
damage-driving force respectively read
t ¼ ð1 DÞkhsutiþ þ khsuti
Y ¼ 1
2
khsuti2þ
ð1Þ
where sut denotes the displacement discontinuity in the direction
normal to the interface, D 2 ½0;1 is the scalar damage variable
and k and k are the undamaged interface stiffnesses in tension
and compression. In the above expression the impenetrability con-
straint is introduced in penalty form via the stiffness coefﬁcient k,
and by explicitly distinguishing between the positive hiþ and neg-
ative part hi of the displacement jump.
As in classical internal variable theories, the damage-driving
force Y has to be bounded by a threshold value that, owing to
non-reversibility of damage, is only allowed to increase. This can
be obtained via a monotonically increasing positive function F of
the argument D and using the appropriate Karush–Kuhn–Tucker
conditions. Typical forms of F are that of power laws or exponential
functions, and their explicit expressions are constructed in a way
to ensure that the energy dissipated in the formation of a new unit
traction-free surface equals the critical strain energy release rate
Gc , see also (Valoroso and Champaney, 2006) for a detailedschematization.
1668 N. Valoroso, R. Fedele / International Journal of Solids and Structures 47 (2010) 1666–1677account. In particular, an exponential traction–separation relation-
ship, see also Fig. 2, can be obtained using
FðDÞ ¼ Go þ 1CðN þ 1Þ ðGc  GoÞ½ logð1 DÞ
N ð2Þ
where Go P 0 is the elastic energy at the onset of damage, N > 0 is a
brittleness parameter (N not necessarily integer) and C is the com-
plete Gamma function. We emphasize that the present formulation
does not require any time-discretization and that computation of
the damage state is fully explicit. Actually, for damage loading
ð _D > 0Þ the value of the energy threshold equals that of the damage
energy release rate Y and at each time s the damage variable can be
computed as
DðsÞ ¼ min 1;max
ðq6sÞ
fF1ðYðqÞÞg
 
ð3Þ2.2. Material tangent
An essential ingredient for the solution of the discretized
boundary value problem via Newton’s method and for the sensitiv-
ity analysis is the computation of the material tangent for the
interface model, i.e., the derivative of the interface traction with re-
spect to the normal displacement jump.
In the present one-dimensional case the material tangent is
readily computed from direct linearization of the traction in (1) as
Ktan ¼ ð1 DÞk ð1þ sgnðsutÞÞ2 þ k
 ð1 sgnðsutÞÞ
2
 cDkhsutiþ
@D
@sut
ð4Þ
where the term cD is used to select between damage loading and
elastic unloading and the damage derivative is obtained using the
chain rule as
@D
@sut
¼ @D
@Y
@Y
@sut
¼ @F
@D
 1
k
ð1þ sgnðsutÞÞ
2
ð5Þ2.3. Governing parameters
The one-dimensional interface model presented in the previous
section depends upon four material parameters, namely
k; Gc; N; Go. However, as shown in Valoroso and Champaney0 0.01 0.02 0.03 0.04 0.05 0.06
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Fig. 2. Traction–separation relationship corresponding to the target material
parameters k ¼ 800 N=mm3; Gc ¼ 0:1 N=mm ðGo ¼ 0:0 N=mm and N ¼ 1).(2006, p. 2782), Fig. 6, certain choices of the material parameters
may lead to traction–separation relationships possessing a substan-
tially different shape with respect to the one reported in Fig. 2. This
occurs in particular whenN > 1 and Go > 0 simultaneously, since in
this case the material tangent tends towards inﬁnity at damage
onset.
In order to rule out this possibility, and to reduce the computa-
tional cost of the identiﬁcation procedure as well, in this paper we
shall restrict ourselves to considering a reduced set of parameters
for identiﬁcation purposes:
x ¼ k
Gc
 
ð6Þ
while the exponent and the initial energy threshold will be ﬁxed a
priori (N ¼ 1 and Go ¼ 0). This has the effect of producing a trac-
tion–relative displacement relationship which is nonlinear from
the very beginning and whose material parameters are the total
work of separation and the tangent stiffness at the origin, see also
Fig. 2. We note in passing that the above interface relationship is
consistent with other exponential cohesive laws proposed in the lit-
erature, see for instance Xu and Needleman (1994), whose material
parameters are the fracture energy and the maximum traction.
One of the motivations of the adopted choice is that, as shown
later in Section 4, during the identiﬁcation process the material
parameters are iteratively adjusted in order to achieve the mini-
mum of a suitable error functional. Hence, if one allows all possible
combinations of physically admissible values for such parameters,
in presence of high noise one can possibly experience non-conver-
gence due to the fact that the traction proﬁles at the interface may
substantially change their shape.
Probably this option is in excess of safety favor since the slen-
derness of the specimen considered in the identiﬁcation exercises
should mitigate this effect. On the other side, the basic criterion
used for determining the region of interest for identiﬁcation pur-
poses also suggests to consider a minimum number of parameters
since, as shown later in the paper, in order to effectively identify
many material parameters which are very different in nature one
should use a speciﬁcally designed selection strategy for time–space
sampling.3. The virtual test
The Double Cantilever Beam (DCB) is the standard test for
obtaining the mode-I fracture toughness Gc of adhesives. Different
procedures exist for performing the experiment and for data
reduction; in particular, among those recommended by ASTM are
Corrected Beam Theories (CBT) and Compliance Calibration Meth-
ods (CCM), which can be modiﬁed in various ways in order to com-
pensate material and geometric uncertainties that are present in
the schematization of the test (ASTM, 2001).
According to the classical deﬁnition (Irwin, 1956) the energy re-
lease rate G is the rate of change of potential energy with respect to
the crack extension a. Under the assumption of mechanical and
geometric linearity, the energy release rate for a test specimen, un-
der load or displacement control, is given by
G ¼ P
2
2b
@C
@a
ð7Þ
where P is the load (either applied or reactive), b is the specimen
depth and C is the compliance. When evaluating the compliance
derivative in (7) the contribution of the adhesive layer is usually ne-
glected. With this assumption, Mostovoy et al. (1967) derived the
mode-I energy release rate for the plane-strain DCB with constant
cross-section as
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2
Eb2
12a2
h3
þ 4
h
 
ð8Þ
h being the thickness of one arm and E the elastic modulus.
The above relationship is not very accurate and several correc-
tions have to be introduced in order to obtain consistent results
when analyzing experimental data. Actually, more reﬁned expres-
sions for G consider the deﬂection of the crack tip, the end-rotation
of the arms, the effective shortening of the beam as a result of large
displacements, and also the possible stiffening of the specimen
caused by the presence of the blocks bonded to the DCB arms,
see e.g. Blackman et al. (2003), where the main results of the work
performed for a Round Robin organized by the Technical Commit-
tee 4 of the European Structural Integrity Society (ESIS) are
summarized.
In compliance-based methods the critical energy release rate Gc
is directly determined using the relationship (7). In particular, in
order to estimate the compliance derivative, the plot of compliance
against crack length is curve ﬁtted either using a polynomial func-
tion or a power law as suggested in Berry’s method (Berry, 1960;
British Standard, 2001):
C ¼ Kan ð9Þ
where K and n are coefﬁcients to be determined using a regression
analysis. The practical use of the CCM does not need a precise
knowledge of geometrical and material properties; in this sense, it
possesses advantages with respect to a purely analytical method.
On the contrary, since the CCM directly rests on Eq. (7), besides a
very accurate evaluation of the load, which in turn requires a careful
calibration of the load cell, one also needs a sufﬁciently large num-
ber of data points to compute the change in compliance as a func-
tion of crack length, which may be difﬁcult if crack growth is fast.
The above mentioned CBT and CCM and, in general, all data
reduction schemes do share a common drawback, i.e., the fact that
they make some strong assumptions on the test to compute the
material parameters from experimental results. The reliability of
such assumptions has a direct impact on the determination of
the material parameters and, ultimately, on the predictive capabil-
ities of a FE model. On the contrary, in the authors’ opinion the use
of a FE model to compute the material parameters should limit the
possible incoherencies between the data reduction scheme and a
FE model where the estimated material parameters are used for
engineering computations. Moreover, at least in principle, use of
a FE model for the identiﬁcation of material parameters suffers
from no limitations on the geometry of the test, and model calibra-
tion can be carried out using test conditions that are very close to
those encountered in the real life of structural components.
3.1. Finite element analysis
In this work the response of the DCB during the debonding tests
is simulated using the interface model discussed in Section 2. This
is taken as the constitutive law for interface elements, which have
been implemented as a part of a customized version of the FE code
FEAP (Taylor, 2002).
The geometry of the test along with boundary conditions is
shown in Fig. 3. The specimen is made of two 1.5 mm thick,
80.0 mm wide and 1.0 mm deep aluminum arms, bonded with a
layer of resin adhesive and separated by an initial crack of length
a = 15 mm that is used as the starting defect. The adopted FE mesh
consists of 576 4-noded Enhanced Assumed Strain elements for the
bulk material and 132 interface elements for which a 2-point
Gauss quadrature scheme is used.
A pictorial representation of the traction–relative displacement
relationship used in numerical exercises is given in Fig. 2, that cor-
responds to the target material parameters of the identiﬁcationexercises. The value of the interface stiffness in compression, that
has the meaning of a numerical penalty factor, has been taken as
k ¼ 106 N=mm3.
In the numerical simulation of the symmetric DCB test plane-
strain conditions are considered; the left-end of the structure (intact
part) is free whilst the boundary conditions on the right part consist
of two supports (rotation of the specimen ends is allowed), one of
which is subject to an increasing vertical displacement during the
test, which is usually carried out using a universal tensile machine.
The FE computed load–deﬂection curve corresponding to the
target material parameters is shown in Fig. 4 in terms of reaction
force P versus the relative displacement d. For comparison pur-
poses in the same ﬁgure is shown the analytical solution obtained
via Timoshenko beam theory with plane-strain correction (Mosto-
voy et al., 1967), according to which the expression of the relative
displacement along the initial loading line is
d ¼ 8Pa
Eb
a2
h3
þ 1
h
 
ð10Þ
while at de-cohesion propagation, that takes place at constant
G ¼ Gc , the relative displacement reads
d ¼ ð3Gcb
2Eh 12P2Þ1=2ðGcb2Ehþ 8P2Þ
9P2Eb
ð11Þ3.2. Sensitivity analysis
The objective of sensitivity analysis is the computation of deriv-
atives of suitable unknown response functions, typically displace-
ments or reaction forces, with respect to a set of design
parameters x (Michaleris et al., 1994).
Sensitivity analyses can be crucial for the development of a robust
identiﬁcation strategy; actually, onone hand sensitivities provide the
search direction in a gradient-based minimization algorithm and, on
the other side, they alsomay allow to recognize themost informative
measurable quantities over space and time in order to select only
those sufﬁciently parameter-sensitive for identiﬁcation purposes.
In this work the sensitivities are computed based on the Direct
Differentiation Method (DDM), that has been implemented as a
part of a customized version of the FE code FEAP (Taylor, 2002).
In particular, in the present context use of the DDM takes advan-
tage of the non-incremental form of the nonlinear interface consti-
tution, whereby neither anomalous behaviour of gradients occurs
nor non-existence issues subsequent to material parameters
changes have to be dealt with.
Finite element aspects of sensitivity analysis for nonlinear prob-
lems have been given an extensive presentation by Kleiber et al.
(1997), to which the interested reader may refer for a more de-
tailed discussion. Here we only summarize the very essential
points of the approach with particular reference to the problem
at hand. In a displacement-like formulation the residual form of
FE equations reads
RðuðkÞðxÞ; xÞ ¼ 0 ð12Þ
where the dependence of the residual force vector R and of the no-
dal displacements u from the vector of material parameters x has
been made explicit. Eq. (12) holds at the converged equilibrium
state corresponding to the k-th load step. Sensitivities are obtained
by differentiating (12) with respect to each component xj of the
parameter vector, i.e.,
½duRðuðkÞðxÞ; xÞ @u
@xj
þ @R
@xj
¼ 0 ð13Þ
The above equation results in a linear problem in the unknown
response sensitivities @u
@xj
whose coefﬁcient matrix is the tangent
stiffness:
Fig. 3. DCB specimen. Geometry of the test and FE discretization.
1670 N. Valoroso, R. Fedele / International Journal of Solids and Structures 47 (2010) 1666–1677KðkÞtan ¼ ½duRðuðkÞðxÞ; xÞ ð14Þ
that is, the same governing matrix as in the last Newton–Raphson
iteration of the equilibrium problem for the k-th load step. Accord-
ingly, the solution of the problem (13) only requires the formation
of a pseudo-load vector for each parameter xj, i.e., the computation
of some additional derivatives at the local level that are later assem-
bled using the standard form
@R
@xj
¼ A
nelem
e¼1
Z
Xe
BT
@t
@xj
 
dX ð15Þ
where B is the strain–displacement matrix, t is the interface traction
and A denotes the usual FE assembly operator. Obviously, the sen-
sitivities corresponding to the constrained displacement parame-
ters are nihil, since they are not affected by perturbations of the
interface parameters.0 0.5 1 1.5
0
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Fig. 4. DCB test. Analytical and FE computed load–relative displacement curves
ðGo ¼ 0:0 N=mm and N ¼ 1).It is worth emphasizing that in the present context the evalua-
tion of sensitivities of displacements with respect to material
parameters (6) results in a negligible increase of the computing
time since use is made of the existing factorized tangent matrix
to solve for the pseudo-load vectors (15).
Once the sensitivities of the unconstrained nodal displacements
have been computed, one can use in sequence these information to
extract from the FE model the gradients of nodal reactions with re-
spect to material parameters, i.e., the sensitivities corresponding to
the constrained degrees of freedom. In particular, for the symmet-
ric DCB problem at hand a single scalar equation is needed corre-
sponding to one of the two constrained nodes, say L, subject to
the prescribed vertical displacement:
½KðkÞtanLM
@u
@xj
 
M
¼ @P
@xj
 
L
ð16Þ2 2.5 3 3.5 4
mm)
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Fig. 5. Derivatives of local interface traction t with respect to model parameters, as
a function of the displacement jump sut. k ¼ 800 N=mm3; Gc ¼ 0:1 N=mm
ðGo ¼ 0:0 N=mm and N ¼ 1).
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@xj
by mak-
ing use of the already available solution for the sensitivities of
unconstrained nodal displacements. We also note that, for the prob-
lem in point, Eq. (16) contains stiffness contributions and sensitiv-
ities from the unique ﬁnite element to which the constrained node L
belongs, and that for such degree of freedom there is no contribu-
tion to the pseudo-load vector since node L is not located at
interface.
In closing this section we emphasize that the average magni-
tude of the derivatives of the interface traction t with respect to
the material parameters k and Gc differ by a factor k=Gc , as it can
inferred from the expressions below, see also Fig. 5:
@t
@k
¼ 2Gchsutiþ  khsuti
3
þ
2Gc
exp  khsuti
2
þ
2Gc
 !
@t
@Gc
¼ k
2hsuti3þ
2G2c
exp  khsuti
2
þ
2Gc
 ! ð17Þ
It is worth noting that the integrals of the previous expressions
with respect to the displacement discontinuity are unit and nihil
for @t
@Gc
and @t
@k, respectively. Actually, the ﬁrst integral is the deriva-
tive of the total work of separation with respect to Gc and the sec-
ond represents the derivative of Gc with respect to the interface
stiffness, which is zero since the two material parameters are
mutually independent.4. Parameter identiﬁcation
Ultimate goal of the present study is the identiﬁcation of the
material parameters of the interface model presented in Section
2 via inverse analysis using as data set full-ﬁeld kinematic quan-
tities, possibly enriched by conventional static data such as reac-
tion forces. In particular, the kinematic data referred to above
can be obtained from a Digital Image Correlation (DIC) proce-
dure, and concern the deformation process of the tested speci-
men or of a suitable Region-Of-Interest (ROI) extracted from it
(Fedele et al., 2009); the static data are provided by the reaction
force measured by a load cell as a function of the prescribed rel-
ative displacement.
In a deterministic framework, the optimalmaterial parameters bx
can be obtained as the solution of a nonlinear programming prob-lem, where a suitable cost function is minimized (Maier et al.,
2005; Tarantola, 1987). Such a function can be conveniently deﬁned
so to quantify, at all considered instants, the discrepancy between
measured quantities, i.e., displacements inside the monitored sub-
domain and reaction forces, and those computed via the mathemat-
ical model as a function of the unknown parameters x.
In absence of truly experimental data, a pseudo-experimental
data set is considered in the following that is generated via the
FE model using a priori known material parameters. The response
is then corrupted by adding noise with zero mean value and vary-
ing standard deviation. Accordingly, in the present work bothmea-
sured and computed quantities have been derived from the Finite
Element model of the entire DCB sample depicted in Fig. 3.
The kinematic data set of the identiﬁcation process (the mea-
sured kinematic quantities) is constituted by a time–space sam-
pling of suitable displacements. In particular, it consists of a
collection of nu-dimensional vectors umeasi each referring to a par-
ticular instant ti; i ¼ 1; . . . ;nt , of the loading process. The values
of the same displacements that are instead computed via the FE
model will be denoted as ucompi . In the same way, we shall denote
by Pmeasi the nP-dimensional vectors (nP ¼ 1 for the DCB problem)
collecting the measured values of the reaction forces at instants
ti; i ¼ 1; . . . ;nt , whilst the static quantities computed via the FE
model will be denoted as Pcompi .
The functional relationship between the computed response
and the model parameters x is usually referred to as forward (or di-
rect) operator and is denoted as
ucompi ðxÞ
Pcompi ðxÞ
" #
¼ HiðxÞ ð18Þ
With this notation in hand the identiﬁcation problem can be
stated as follows:
bx ¼ argmin
x2S
xðxÞ ð19Þ
where xðxÞ is the cost function:
xðxÞ ¼
Xnt
i¼1
akumeasi  ucompi ðxÞk2W1u þ bkP
meas
i  Pcompi ðxÞk2W1P
n o
ð20Þ
andS is the constraint set, that in the present case is deﬁned as the
set of two-dimensional vectors x that are component-wise positive.
In the previous relationshipWu andWP denote weighting oper-
ators that scale and make non-dimensional the static and kine-
matic residuals, respectively, while a and b are factors allowing
the deﬁnition (20) of the cost function to encompass the different
possibilities for the data set of the identiﬁcation problem, namely:
(i) a ¼ 1; b ¼ 0, kinematic data only; (ii) a ¼ 0; b ¼ 1, static data
only; (iii) a–0; b–0, linear combination of static and kinematic
data. As for situation (iii), we note in passing that the minimization
of the objective function is governed by the ratio ba that, conse-
quently, has to be chosen in a way to ensure the simultaneous min-
imization of both displacement and force norms in (20) within the
same tolerance.
In the numerical simulations documented in the paper the
pseudo-experimental data umeas and Pmeas have been generated
with the following material parameters:
x ¼ k
Gc
" #
¼ 800 ðN=mm
3Þ
0:1 ðN=mmÞ
" #
ð21Þ
With respect to such target parameters a maximum error of 15%
is also assumed, and a relative error exceeding this value will be
understood as non-identiﬁability for the corresponding material
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ﬁned as
Exi ¼
jxi  bxij
xi
ð22Þ
The traction–relative displacement relationship relevant to the tar-
get parameters x adopted in the numerical identiﬁcation exercises
is shown in Fig. 2.
The minimization of the objective function (20) is performed
through a gradient-based Trust Region algorithm (Coleman and
Li, 1996), available in the Matlab optimization toolbox (The Math-
Works Inc, 2009), that communicates with the FE code via an ad-
hoc developed I/O interface. The Trust Region algorithm has been
selected based on the consideration that it allows to perform the
minimization under box-constraints for the unknown parameters
by an interior-point method, whereby each vector xn generated
at the generic iteration of the minimization sequence turns out
to be strictly feasible with respect to these constraints. This provi-
sion is particularly important for the problem at hand, where the
unknown model parameters, sign-constrained, are the input data
of a FE code and the initial data set could be quite far from the solu-
tion point.
As a preliminary test for the described identiﬁcation procedure
a pseudo-experimental response HiðxÞ, has been numerically gen-
erated using the material parameters (21) and no noise is added to
it. In this case, regardless of the initial values taken for the minimi-
zation process, both components of the target vector x are correctly
estimated up to machine precision in no more than ten iterations,
with a CPU time required for each inverse analysis of approxi-
mately 30 min on a common PC.
In order to assess the robustness of the inverse procedure, the
pseudo-experimental vectors umeasi and P
meas
i have been subse-
quently generated by corrupting the response HiðxÞ with uncorre-
lated (over time and space) additive Gaussian noises eu i and eP i
independently for displacements and reaction forces, respectively:
umeasi
Pmeasi
 
¼ HiðxÞ þ
eui
ePi
 
ð23Þ
The added noise has zero mean value and time-independent
standard deviation. The latter is denoted in the following by the
symbols ru and rP , as for the displacements and the reaction force,
respectively. The adoption of a time-independent standard devia-
tion for the kinematic quantities is intended to simulate the main
source of error expected in a DIC procedure, i.e., a background
noise due to a possible low quality of the natural texture on the
surface of the specimen, which could signiﬁcantly restrict the
information content of digital images (Sutton et al., 2009).
It is worth emphasizing that, in principle, the above hypothesis
is less well-grounded for the static data since in the pre-peak re-
gion a lower scatter of experimental data with respect to the
post-peak branch is reasonably expectable. Moreover, it is well
known that weak cross-correlations exist between displacements
estimated via Galerkin-based DIC at the nodes of the same ﬁnite
element. Nevertheless, in the present implementation the only
diagonal terms of the covariance matrices are retained since the
above condition is easily met using a DIC spatial grid more reﬁned
than the FE mesh. The values of noise standard deviations consid-
ered in computations are ru ¼ 1;5;10;50;100 ðlmÞ for displace-
ment values, and rP ¼ 0:05;0:15;0:25 ðNÞ for the reaction force.
We recall that the above choices imply additive perturbations for
displacements and forces lying within the interval ½3ri;þ3ri
with a probability of 99%.
In presence of background noise it is important to assess the
experimental information required to achieve a sufﬁcient accuracy
on the parameter estimates. For this reason in the following weexamine the two possible sources of information and their three
basic combinations, i.e., we shall consider cost functions depending
upon: (a) only displacements ui ða ¼ 1; b ¼ 0Þ; (b) only the reac-
tion force P ða ¼ 0; b ¼ 1Þ; (c) a combination of kinematic and sta-
tic data ða ¼ b – 0Þ. We also specify that the displacement data
considered refer to both arms of the DCB since the additive pertur-
bation is likely to be not symmetric with respect to the interface.
On the contrary, when considering the reactive forces only one of
them is used because in the standard test conditions equilibrium
always equalizes the two forces at the ends of the DCB.
4.1. Identiﬁcation via kinematic data
In this section the results of the identiﬁcation exercises based
only on kinematic data are analyzed.
A ﬁrst rough evaluation can be obtained by considering a given
sampling of displacements in space and time and varying the qual-
ity of input, i.e., the data noise. In particular, Fig. 6 shows the con-
vergence behaviour of the estimates of the material parameters k
and Gc for nu ¼ 504 and nt ¼ 200 and in presence of artiﬁcial noise
with varying standard deviation ru. It is noted that the estimation
error for the interface stiffness parameter k is moderately sensitive
to noise. However, owing to the reﬁned time–space sampling, the
relative error never exceeds 10% even for ru ¼ 100 lm, which cor-
responds to additive perturbations up to 0:3 mm for an average
magnitude of displacements inside the monitored region of about
1.0 mm. For the considered data set the identiﬁcation of the stiff-
ness parameter can thus be considered stable with respect to noise
since data perturbation is not ampliﬁed at solution. As for the frac-
ture energy parameter, in the present conditions Gc is found to be
almost insensitive to noise and its identiﬁcation turns out to be
very robust, the relative error being lower than 0.05% in less than
10 iterations regardless of noise level.
In the following the estimation error is assessed as function of
both quantity and quality of input data. In particular, a three-in-
puts two-outputs parametric study is considered. The independent
input variables are the number of measurement instants nt , i.e., the
time sampling during the virtual test, the number of displacement
components chosen in the region-of-interest nu, i.e., the space sam-
pling, and the standard deviation of the additive Gaussian white
noise ru. As output variables the relative errors Ek and EGc are con-
sidered. These relationships are depicted in Figs. 7 and 8 in theF
p
d
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and 8 corresponds to a given number of processed measurement
instants nt , increasing from 25 to 200. This choice is motivated
by the fact that in a DIC procedure the number of digital images
to be processed has a direct impact on the computing time,
whereas space sampling within the region of interest can be en-
riched at a negligible additional cost.
As expected, the estimation of the critical fracture energy Gc is
very robust and the relevant error is very low, almost indepen-
dently from the quantity and quality of processed data. On the con-
trary, for the given sampling grid, a good estimation accuracy for
the initial stiffness k can be obtained either at the expense of pro-
cessing a large amount of data, i.e., nt > 100 for the problem at
hand, or if measurements are very accurate, namely, ru not
exceeding 10 lm, which means that the high quality of data can
somehow balance their shortage.
4.2. Identiﬁcation based on the load–deﬂection response
For comparison purposes identiﬁcation exercises have been car-
ried out using exclusively static data, i.e., the values of the reaction
force at the ends of the DCB specimen at different instants, as if it
were measured by a load cell during the test. The data set for such
computations is represented by the load–deﬂection curves in
terms of reaction force P versus prescribed relative displacement
d depicted in Fig. 9. Here the response computed using the target
parameters (solid line on the background) and those corrupted
by artiﬁcial noise are shown, see also Eq. (23).
The results of identiﬁcation are illustrated in Fig. 10. Here it is
noted that the critical fracture energy Gc is well captured even
for high noise levels and a poor time sampling (down to nt ¼ 25).
As for the relative error on the stiffness parameter k, the general
trend exhibited in the identiﬁcation exercises based on kinematic
data is conﬁrmed. Namely, a high sensitivity is observed with re-
spect to noise level and time sampling, with relative errors larger
than those pertaining to the fracture energy.100101102
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Fig. 7. Identiﬁcation exercise based on kinematic data. Relative error on parameter Gc as
subﬁgure refers to a given number of time measurements nt .4.3. Identiﬁcation using mixed kinematic and static data
When including both kinematic and static data in the cost func-
tion to minimize the weighting coefﬁcients in (20) have been set to
a ¼ b ¼ 1=2 since for the examined situation kinematic and static
residual norms turn out to be of the same order of magnitude.
Moreover, no selection criterion has been adopted either for kine-
matic and static data, so that all available measures (nu ¼ 504 and
nP ¼ 1) at each of the nt ¼ 200 time stations have been included in
the cost function.
The identiﬁcation results based on these data are summarized
in Figs. 11 and 12 where the iso-error maps for the parameter esti-
mates are shown as function of noise level ru and rP . Analogous to
previous identiﬁcation exercises the critical fracture energy is al-
ways correctly captured with a maximum relative error never
exceeding 1% even for highly corrupted data. It is also noted that
in this case no signiﬁcant improvement is observed for the estima-
tion of the interface stiffness k, which is evaluated within the same
accuracy as in the case where kinematic data only are considered.5. Discussion and closure
The results of identiﬁcation exercises documented in Section 4
have put forward the main characteristics of the adopted inverse
procedure, which are discussed in the following.
First, the present pseudo-experimental conditions, namely, the
adopted FE model, Region of Interest and time–space sampling
have been found to have a different inﬂuence on the estimation
of the two material parameters, whose identiﬁcation is not equally
accurate and robust.
On one hand, the critical energy parameter Gc is, in practice,
correctly estimated regardless of the noise level and independently
from data sampling in time and space. In authors’ opinion this is a
satisfactory result since stability and robustness of the inverse
procedure with respect to the estimation of Gc provide a certain100101102
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Fig. 8. Identiﬁcation exercise based on kinematic data. Relative error on parameter k as function of processed nodal displacements nu and noise standard deviation ru . Each
subﬁgure refers to a given number of time measurements nt .
1674 N. Valoroso, R. Fedele / International Journal of Solids and Structures 47 (2010) 1666–1677conﬁdence in view of its application to truly experimental data, af-
fected by several uncertainties of different nature. Moreover,
should such properties be conﬁrmed when using experimental
data, this would probably render obsolete more than one of the
data reduction schemes that are currently used for the DCB test.
On the other side, the relative errors for the stiffness parameter
k have been found to be signiﬁcantly larger than those obtained for
the critical energy using an identical data set. This fact could be
understood as a possible weakness of the inverse procedure and
requires a proper clariﬁcation. The results presented in Section 4
show that a reasonably good evaluation of the parameter k based0 0.5 1 1.5
0
0.5
1
1.5
2
2.5
3
δ (m
 
P 
(N
)
Fig. 9. Load–deﬂection curves for the DCB. Noiseless response componly on kinematic data can be achieved if noise level is not too
high, i.e., ru 6 10 lm, see e.g. Fig. 8. This is not a real limitation
since recent DIC techniques, if properly used, allow to achieve
accurate measurements that can easily meet the above condition
(Sutton et al., 2009). Actually, for high-quality data the noise level
ru can be reduced up to 0:1 0:05 pixel, the pixel size being gen-
erally in the order of tenths of lm depending on the ﬁeld-of-view
and resolution of the digital camera.
As for estimation of interface stiffness based only on static data,
the identiﬁcation exercises have provided results comparable to
those relevant to the critical energy Gc , see Fig. 10. In particular,2 2.5 3 3.5 4
m)
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uted via FE analysis and responses corrupted via artiﬁcial noise.
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Fig. 10. Identiﬁcation exercise based on static data ðnP ¼ 1Þ. Relative errors EGc and
Ek as function of noise standard deviation rP for a different number of processed
time measurements nt .
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presence of a signiﬁcant noise on the reaction force rP . The previ-
ous condition, i.e., the availability of a large number of data points
ðnt P 200Þ, does not require any particular effort since during a
mechanical test the reaction force measured by the load cell can
be recorded at any chosen frequency, and generally several hun-
dreds of data points are available. Moreover, it is worth emphasiz-
ing that an error on the reaction force with a standard deviation
rP ¼ 0:25 N is quite severe, as in the present case it can produce
oscillations as high as 30% of the peak load.
A careful consideration reveals that the mentioned differences
in terms of accuracy for the two material parameters are consistent
with the intrinsic characteristics of the mechanical model. To this
purpose, a further identiﬁcation exercise is considered, whose data
set is provided by the local traction–separation curves depicted in
Fig. 13, generated with the target material parameters and cor-
rupted by artiﬁcial noise with standard deviation rt up to 1 N.
The results of this constitutive identiﬁcation exercise are summa-
rized in Fig. 14, where the relative errors for the two material1
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Fig. 11. Identiﬁcation exercise based on simultaneous use of static and kinematic
data. Relative error EGc as function of noise standard deviations ru and rP .parameters are plotted as function of noise level and number of
sampling points along the traction–separation curve. The iso-error
maps in Fig. 14 show that the two parameters are computed with
comparable accuracy. As already noted in Section 3.2, the deriva-
tive of the interface traction with respect to the stiffness parameter
k is several orders of magnitude smaller than the derivative with
respect to the critical energy Gc , see also relationship (17). Hence,
when data are rarefacted and/or corrupted the identiﬁcation pro-
cedure becomes unstable more rapidly for the interface stiffness
k than for the critical fracture energy Gc.
As for the DCB specimen considered in this paper, differences in
the estimation error resulting for the two material parameters can
be explained on the same basis, namely as a consequence of the
different behaviour of @t
@k and
@t
@Gc
. Actually, such derivatives are
assembled to form pseudo-loads acting at nodes of the cohesive
interface and generate displacement sensitivities with different
magnitude and spatial distribution. In particular, displacement
sensitivities with respect to k are very localized and vanish rapidly
when increasing the distance from interface, while sensitivities
with respect to Gc exhibit signiﬁcantly larger magnitude and are
smeared over a larger portion of the domain. An analogous differ-
ence can be observed for the sensitivities of the reaction forces
with respect to the two material parameters.
Based on the previous discussion it can be concluded that the
different pseudo-loads corresponding to the two material parame-
ters are responsible of the different estimation accuracy for Gc and
k since the same sampling points in space have been adopted for
analyzing displacement and force data that are not equally sensi-
tive with respect to the two material parameters.
Thepresent studyhas to be consideredas preliminary in viewof a
full validation based on use of truly experimental data and of the
development of a data selection strategy based on a rational use of
sensitivity maps. In the authors’ opinion the sensitivity information
is indeed themost appropriate basis for selectingmeasurable quan-
tities (displacements and reaction forces) with the highest informa-
tion content to be included in the cost function. This is precisely in
the same spirit as in path-following methods, that may not work
properly in problems where the failure region is strongly localized.
In such cases a higher robustness is achieved by selecting a reduced
set of degrees of freedom in the vicinity of the process zone for com-
puting the norm of the incremental vector, i.e., the arc-length.
Aside from the above analogy, on the basis of the identiﬁca-
tion exercises carried out in the paper a selective strategy resting
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1676 N. Valoroso, R. Fedele / International Journal of Solids and Structures 47 (2010) 1666–1677on sensitivity analyses can be envisaged. In principle, large
amounts of data can improve the accuracy of the identiﬁcation
procedure; however, when increasing the number of processed
data, highly noisy measurements with low sensitivities could
contribute rather negatively, since their primary effect can be
that of increasing background noise, which could possibly inducespurious local minima and solution multiplicity. Moreover, since
truly experimental data also provide another important source of
error which is quite difﬁcult to simulate, i.e., the model error, a
smart compromise between quantity and quality of experimental
data is highly desirable for the implementation of robust inverse
procedures.
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