The Direct Weight Optimization (DWO) approach to estimating a regression function is studied here for the class of approximately linear functions, i.e., functions whose deviation from an affine function is bounded by a known constant. Upper and lower bounds for the asymptotic maximum MSE are given, some of which also hold in the non-asymptotic case and for an arbitrary fixed design. Their coincidence is then studied. Particularly, under mild conditions, it can be shown that there is always an interval in which the DWO-optimal estimator is optimal among all estimators. Experiment design issues are also studied. 
Introduction and Problem Statement
Non-linear black box models of dynamical systems have long been of central interest in system identification, see, e.g., the survey . In the control community mostly models of function expansion type have been applied, like Artificial Neural Network (ANN) models, wavelets, and (neuro-)fuzzy models (see, e.g., Harris et al. (2002) , Suykens et al. (2002) ).
Direct Weight Optimization (DWO) Roll (2003) ; Roll et al. (2002 Roll et al. ( , 2005a ) is a non-parametric approach to nonlinear system identification, where the unknown system function is estimated pointwise by minimizing an upper bound on the mean-square error (MSE) .
In what follows, we study the particular problem of estimating an unknown univariate function f 0 : [−0.5, 0.5] → R at a fixed point ϕ * ∈ [−0.5, 0.5] from the given dataset {ϕ(t), y(t)} N t=1 with y(t) = f 0 (ϕ(t)) + e(t), t = 1, . . . , N
where {e(t)} N t=1 is a random sequence of uncorrelated, zero-mean Gaussian variables with a known constant variance Ee 2 (t) = σ 2 > 0.
1 Here, DWO for the class of approximately linear functions is studied. This class F 1 (M ) consists of functions whose deviation from an affine function is bounded by a known constant M > 0:
f (ϕ) = θ 1 + θ 2 ϕ + r(ϕ), θ ∈ R 2 , |r(ϕ)| ≤ M
The DWO-estimator f N (ϕ * ) is defined by
where the weights w = (w 1 , . . . , w N ) T are chosen to minimize an upper bound on U N (w) on the maximum MSE:
It can be shown Roll et al. (2005b) that the RHS of (4) is infinite unless the following constraints are satisfied:
Under these constraints, on the other hand, we can choose the following upper bound:
See Roll et al. (2005b) for further details. A solution to the convex optimization problem (6), (5) is denoted by w * , and its components w * t are called the DWOoptimal weights. The corresponding estimate is also called DWO-optimal. Note that (3) is a non-parametric estimator, since the parameter number N is in fact the number of samples (see, e.g., ). A similar approach has also been proposed in Sacks and Ylvisaker (1978) for estimating a linear part θ T F (ϕ) of an unknown function f (ϕ) = θ T F (ϕ) + r(ϕ) from the class F 1 (M ), when r(ϕ(t)) are treated as unknown but bounded disturbances.
The main study here is devoted to an arbitrary fixed design {ϕ(t)} N t=1 having at least two different regressors ϕ(t). We also assume that ϕ(t) = ϕ * , t = 1, . . . , N , for the sake of simplicity. Further details are then given for equidistant design, i.e., ϕ(t) = −0.5 + t/N, t = 1, . . . , N
We also discuss the extension to uniform random design when regressors ϕ(t) are uniformly distributed on [−0.5, 0.5], i.i.d. random variables, and {e(t)} N t=1
being independent of {ϕ(t)} N t=1 . The objective of this paper is twofold. We first find an MSE minimax lower bound among arbitrary estimators (Section 2.1). Then we study both the DWOoptimal weights w * t and the DWO-optimal MSE upper bound U N (w * ), and the upper and lower bounds are compared (Section 2.2). Experiment design issues are also studied (Section 3). As we will see, some of the results hold for an arbitrary fixed design {ϕ(t)} and a fixed number of observations N while others are of asymptotic consideration, as N → ∞, and of equidistant (or uniform random) design. Particularly, under equidistant design the upper and lower bounds coincide when |ϕ * | < 1/6 which is exactly when the DWO-optimal weights are positive.
The results presented here are extensions of those from the technical report Nazin et al. (2003) .
DWO-estimator: Upper and Lower Bounds
The results in this section may be immediately extended also to multivariate functions f :
However, for the sake of simplicity, we consider below the case of d = 1.
Minimax Lower Bound
Consider an arbitrary estimator
, an arbitrary measurable function of the observation vectors y
T . Introduce
Assertion 2.1. For any N > 1, any estimator f N , and an arbitrary fixed design the following lower bound holds true:
Here the information matrix
is supposed to be invertible (i.e., there are at least two different ϕ(t) in the dataset). Particularly, under equidistant design (7), as N → ∞,
Proof. Notice, that for f 0 ∈ F 1 (M ) the observation model (1) reduces to
with θ 1 = f 0 (ϕ * ), θ 2 ∈ R, and
In other words, the initial problem is reduced to the one of estimating a constant parameter θ 1 = f 0 (ϕ * ) from the measurements (11) corrupted by both Gaussian e(t) and non-random unknown but bounded noise r(ϕ(t)).
Let q(·) denote the p.d.f. of N (0, σ 2 ). Then the probability density of y
Now,
where θ = (θ 1 θ 2 ) T and the last supremum in the RHS is taken over all constant functions r(ϕ) ≡ r, | r| ≤ 2M , and the expectation therein is taken over probability density (13) with θ 1 = f 0 (ϕ * ) and r(ϕ) ≡ r. Applying the auxiliary Lemma A.1 with h = e 1 we arrive at the inequality (8). Consequently, (10) directly follows from (8).
Remark 2.1. The result of (10) is presented in asymptotical form. However, the term O N −2 in (10) can be given explicitly as a function of N .
Remark 2.2. If Lemma A.2 would be applied instead of Lemma A.1 in the proof of Assertion 2.1, then the same MSE minimax lower bound (10) could be obtained for the uniform random design (and f 0 ∈ F 1 (M )), even nonasymptotically, for any N > 1 with the term O N −2 ≡ 0 in (10).
Remark 2.3. Assertion 2.1 may be extended to non-Gaussian i.i.d. noise sequences {e(t)} having a regular probability density function q(·) for e(t). Then, as is seen from the proof, the noise variance σ 2 in (9) and (10) should be replaced by the inverse Fisher information I −1 (q) where
DWO-Optimal Estimator
Following the DWO approach we are to minimize the MSE upper bound (6) subject to the constraints (5). The solution to this optimization problem as well as its properties will be dependent of ϕ * . It turns out that there arise two different cases which are studied below separately.
Positive Weights
When all the DWO-optimal weights are positive, the following assertion shows that the lower bound is then reached.
Assertion 2.2. Let N > 1, and {ϕ(t)} N t=1 be a fixed design where J N given by (9) is invertible, i.e., there are at least two different ϕ(t). Assume that all the DWO-optimal weights w * t are positive. Then the DWO-optimal upper bound for the function class (2) equals
Particularly, when
the equidistant design (7) reduces (16) to
as N → ∞, with the DWO-optimal weights
being positive for sufficiently large N .
Proof. When the DWO-optimal solution w * only contains positive components, it is easy to see from (6), (5) that the following optimization problem will have the same optimal solution:
subject to the constraints (5). Moreover, the inverse statement holds: If the solution w opt to the optimization problem (20), (5) has only positive components, then w * = w opt . Now, to prove (16), one needs to minimize w 2 2 subject to the constraints (5). Applying the Lagrange function technique, we arrive at
Thus, from (9) and (22) follows
and we arrive at (16) assuming all the DWO-optimal weights w * t are positive. For the equidistant design (7), the results (18)-(19) now follow from straightforward calculations.
Notice that for Gaussian e(t) the DWO-optimal upper bound (16) coincides with the minimax lower bound (8) which means minimax optimality of the DWO-estimator among all estimators, not only among linear ones. For nonGaussian e(t), similar optimality may be proved in a minimax sense over the class Q(σ 2 ) of all the regular densities q(·) of e(t) with bounded variances
As is well known, condition (26) implies
Hence, see Remark 2.3, the lower bound
follows directly from that of (8) with the same matrix J N as in (9).
From (21)- (25) we can derive a necessary and sufficient condition for the DWO-optimal weights to be positive, which can be explicitly written as
At least one point always satisfies (29), namely
assuming that J N is non-degenerate. Thus, inequality (29) defines an interval of all those points ϕ * for which the DWO-optimal estimator is minimax optimal among all the estimators.
The (non-asymptotic) DWO-optimal weights w * t will depend linearly on ϕ(t), as directly seen from (21). Note also, that the analytic study of this subsection was possible to carry out since for the considered case the DWO-optimal weights are all positive, which led to a simpler, equivalent optimization problem (20), (5), having also a positive solution w * . When there are also non-positive components in the solution of the problem (6), (5), an explicit analytic treatment is more difficult; it is considered below via approximating sums by integrals, for the equidistant design. In general, it can be shown that the weights satisfy
for some constants λ 1 < λ 2 and µ (see (Roll et al., 2005b , Theorem 2) for a more general result).
Both positive and non-positive weights
In order to understand (at least on a qualitative level) what may happen when w opt contains both positive and negative components, let us assume equidistant design (7) and introduce the piecewise constant kernel functions K w : [−0.5, 0.5] → R which correspond to an admissible vector w :
where ϕ(0) = −0.5 and 1{·} stands for indicator. Now one may apply the following representations for the sums from (6), (5):
Thus, the initial optimization problem (6), (5) may asymptotically, as N → ∞, be rewritten in the form of the following variational problem:
Minimization in (37) is now meant to be over the admissible set D 0 that is the set of all piecewise continuous functions K : [−0.5, 0.5] → R meeting constraints (38). The solution to this problem is represented in the following assertion.
Assertion 2.3. Let 1/6 < ϕ * < 1/2. Then the asymptotically DWO-optimal kernel is
The DWO-optimal MSE upper bound becomes
and the approximation to w * is given by
Proof. See Nazin et al. (2003) .
It is easily seen from (37) that asymptotically, as N → ∞, the influence of the first summand in the RHS (37) becomes negligible, compared to the second one. Hence, we first need to minimize
However, the solution to (43) is not unique, and it is attained on any nonnegative kernel K ∈ D 0 . A useful example of such a kernel is the uniform kernel function
Here and below in the current subsection we assume that 0 ≤ ϕ * < 1/2, for the concreteness. It is straightforward to verify that K * uni ∈ D 0 , and
Let us compare this value U
(1)
where the DWOoptimal kernel is known for |ϕ * | ≤ 1/6 to be
The latter equation corresponds to (19) and may be obtained directly from (37)-(38) in a similar manner. Thus, Figure 1 shows U
N for the different kernels, as functions of ϕ * . Eq. (31) indicates that an optimal kernel K * might also contain a negative part. However, asymptotically (as N → ∞), that may not occur since otherwise the main term of the MSE upper bound (37) -the second summand of the RHS (37) -is not minimized.
Experiment Design
Let us now briefly consider some experiment design issues. We first find and study the optimal design for a given estimation point ϕ * ∈ (−0.5, 0.5) which minimizes the lower bound (8). Then a similar minimax solution is given for |ϕ * | ≤ δ with a given δ ∈ (0, 0.5). N for DWO-optimal (solid) and uniform DWO-suboptimal (dashed) kernels; their minimax lower bound 1 + 12ϕ * 2 is represented by plus signs; the point ϕ * = 1/6 is marked by a star.
3.1 Fixed ϕ * ∈ (−0.5, 0.5)
Let us fix ϕ * ∈ (−0.5, 0.5) and minimize the lower bound (8) with respect to {ϕ(t)} N t=1 From (9), (22)- (25) follows that we are to minimize
which is equivalent to
Thus, the minimum in (49) equals zero and is attained on any design which meets the condition
One might find a design which maximizes V N subject to (50), arriving at the one of the form, for instance, ϕ(t) = ±0.5 with
and corresponding for #{ϕ(t) = −0.5}, assuming the value in RHS (51) is an integer. Since λ = 1/N and µ = 0 in (21), the DWO-optimal weights are uniform, w * t = 1/N . Hence, the upper and lower bounds coincide and equal
In general, however, the RHS of (51) is a non-integer. Then, one might take an integer part in (51), that is put #{ϕ(t) = 0.5} = 0.5N (1 + 2ϕ * ) and #{ϕ(t) = −0.5} = N − #{ϕ(t) = 0.5}, correcting also the value ϕ(t) = 0.5 by a term O(1/N ). Hence, we will have an additional term O(N −2 ) in the RHS (52).
Minimax DWO-optimal Design
Assume now |ϕ * | ≤ δ with 0 < δ ≤ 0.5, and, instead of (49), let us find a design solving
The maximum in (53) can be explicitly calculated, giving
Evidently, the LHS of (54) 
Particularly, for δ = 1/2,
Putting δ = 0 in (56) yields (52) with ϕ * = 0. Now, if we apply this design for an arbitrary ϕ * ∈ (−0.5, 0.5), we arrive at the DWO-optimal MSE
with the DWO-optimal weights
which are all positive. Hence, the upper bound (58) coincides with the lower bound (8), and the DWO estimator with weights (59) is minimax optimal for any ϕ * ∈ (−0.5, 0.5). For the odd sample size N , one may slightly correct the design, arriving at an additional term O(N −2 ) in the RHS (58), similarly to the previous subsection.
Conclusions
In this paper, the DWO approach has been studied for the class of approximately linear functions, as defined by (2). A lower bound on the maximum MSE for any estimator was given, and it was shown that this bound is attained by the DWO estimator if the DWO-optimal weights are all positive. This means that the DWO estimator is optimal among all estimators for these cases. As we can see from (29)- (30), there is always at least one ϕ * (and hence an interval) for which this is the case, as long as the information matrix is non-degenerate. For the optimal experiment designs considered in Section 3, the corresponding DWO estimators are always minimax optimal.
A Auxiliary Information Lower Bounds
The following lemma as well as its proof goes back to the arguments by Nemirovskii Nemirovskii (1981) which were further adopted in Gol'denshlyuger and Nazin (1992) to a particular problem of parameter estimation under both random and non-random but bounded noise; see also Katkovnik and Nazin (1998) and the references therein. The proofs for both lemmas in this section can be found in Nazin et al. (2003) .
with fixed regressors
Gaussian N (0, σ 2 ), and |r| ≤ ε. Then for any h = h 1 h 2 T ∈ R 2 , the following information inequality holds
with the Fisher information matrix
which is supposed to be invertible.
Lemma A.2. Let θ N : R N → R 2 be an arbitrary estimator for θ ∈ R 2 , based on observations (60), but with The Direct Weight Optimization (DWO) approach to estimating a regression function is studied here for the class of approximately linear functions, i.e., functions whose deviation from an affine function is bounded by a known constant. Upper and lower bounds for the asymptotic maximum MSE are given, some of which also hold in the non-asymptotic case and for an arbitrary fixed design. Their coincidence is then studied. Particularly, under mild conditions, it can be shown that there is always an interval in which the DWO-optimal estimator is optimal among all estimators. Experiment design issues are also studied.
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