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Abstract
Using ambient space we develop a fully gauge and o(d, 2) covariant approach
to boundary values of AdSd+1 gauge fields. It is applied to the study of (partially)
massless fields in the bulk and (higher-order) conformal scalars, i.e. singletons, as
well as (higher-depth) conformal gauge fields on the boundary. In particular, we
identify the corresponding generalized Fradkin–Tseytlin equations as obstructions
to the extension of the off-shell boundary value to the bulk, generalizing the usual
considerations for the holographic anomalies to the partially massless fields. We also
relate the background fields for the higher-order singleton to the boundary values
of partially massless fields and prove the appropriate generalization of the Flato–
Fronsdal theorem, which is in agreement with the known structure of symmetries
for the higher-order wave operator. All these facts support the following general-
ization of the higher-spin holographic duality: the O(N) model at a multicritical
isotropic Lifshitz point should be dual to the theory of partially massless symmetric
tensor fields described by the Vasiliev equations based on the higher-order singleton
symmetry algebra.
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1 Introduction
In agreement with the holographic picture, most of the structures underlying totally sym-
metric higher-spin (HS) gauge fields around an anti de Sitter (AdS) background are deter-
mined by those of a scalar singleton – the conformal scalar field living on the conformal
boundary [1, 2, 3]. From the group-theoretical point of view, this relation is known as the
Flato–Fronsdal theorem that states that the tensor product of two free singletons decom-
poses into the direct sum of conformal conserved currents [1, 4], which may be identified
with certain boundary values of free AdS HS gauge fields. Furthermore, the bosonic
higher-spin algebra can be seen as the algebra of higher symmetries for the free singleton
[5, 6], while the background fields (also called shadow fields in this context) coupling
minimally to the singleton are identified with the appropriate boundary values of the bulk
on-shell HS gauge fields.
The present paper is devoted to a natural generalization of this picture, where the
scalar singleton is replaced by a higher-order one, i.e. a boundary scalar field φ0 with
appropriate conformal weight satisfying the conformally-symmetric higher-order wave
equation (called, more generally, the polywave equation of order 2ℓ)
(0)
ℓφ0 = 0, (1.1)
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where 0 denotes the d’Alembertian on Minkowski spacetime and ℓ is a positive inte-
ger. In particular, the tensor product of two such higher-order singletons decomposes into
the direct sum of certain massless [7] and partially massless [8, 9, 10] symmetric tensor
fields in the bulk. This provides an interpretation of PM fields of odd depths as “double-
tons”, i.e. composite fields made of two singletons. In the same spirit, one identifies the
higher-order analogues of the HS algebra by studying the algebra of higher symmetries
for the equation (1.1). These algebras are known in the mathematical literature [11, 12]. It
turns out that the nontrivial symmetries of higher-order singletons are in one-to-one corre-
spondence with (from the bulk perspective) the vacuum symmetries of partially massless
fields and with (from the boundary perspective) the higher-order conformal Killing ten-
sors which are the global reducibility parameters of higher-depth shadow fields. As a
rule, the identification of non-Abelian HS algebras is important because it suggests that
the picture holding at free level may be extended to full non-linear level. In the present
case, the Vasiliev equations of bosonic HS gravity in any dimension [6] indeed remain
consistent if one quotients the off-shell HS algebra by the smaller ideal corresponding to
higher-order singletons. That the off-shell HS algebra (and some of its quotient) should
somehow correspond to a HS gravity with partially massless fields in the spectrum seems
to be common lore for experts on the subject (see e.g. the brief remarks in [13, 14]).
From a quantum field theory (QFT) perspective, AdS higher-spin theories might pro-
vide semiclassical bulk duals of some celebrated QFTs. For instance, the critical O(N)
model at the Wilson-Fisher (or Gaussian) fixed point of the renormalization group (RG)
has been conjectured to admit a holographic dual description as a HS field theory with
(un)broken gauge symmetries [3]. Our present generalization of HS holography to higher-
order singletons can be motivated by the existence of special RG fixed points: the multi-
critical isotropic Lifshitz1 points, which can be described precisely by scalar fields with a
polywave kinetic operator. The existence of these special fixed points prompts a natural
generalization of the conjectures [3] that will be spell out in details in the conclusion.
In order to describe higher-order singletons, partially massless fields, their symme-
tries and their boundary values, we make use and develop a manifestly local, coordinate-
independent, gauge- and o(d, 2)-covariant approach to the boundary values of AdS gauge
fields. In contrast to usual approaches, it does not rely on gauge fixations and hence
allows to trace the gauge invariance at all stages of the procedure (note, however, the
approach of [17] using only partial gauges). In this respect, we also slighly improve our
previous method [18] where certain partial gauges where utilized. From a technical point
of view, we extensively employ the ambient space along with the first-quantized descrip-
1Although the union of the adjectives “isotropic” and “Lifshitz” may sound like an oxymoron (since,
usually, the celebrated “Lifshitz point” rather correspond to some anisotropic scale symmetry), we fol-
lowed the standard RG terminology for these multicritical fixed points (see e.g. [15]). In most physical
applications, people focus on the fourth order (ℓ = 2) in the derivative expansion (c.f. [16] for a review).
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tion of free gauge fields and its parent BRST generalization [19, 20, 21, 22]. One should
mention also a certain similarity with the conformal geometry methods [23, 5] and the
unfolded formalism [24, 25, 26, 27, 28].
An additional concept which appears useful in the context of boundary values is that
of background fields. Given a free gauge theory (seen either as a theory of free classical
gauge fields or as a constrained system describing the respective first-quantized particles)
one can associate to it a set of background fields minimally coupled to the free system [29,
30, 31, 32]. The nonlinear off-shell constraints and gauge symmetries for background
fields are determined by the free system. In this way, the nonlinear structure of a dual
bulk theory is to some extent determined by the boundary system. More precisely, the HS
algebra in the bulk coincides with the gauged algebra for the background fields which is
in turn the maximal algebra of global symmetries of the boundary system. At the same
time, linearized background fields for the conformal scalar can be identified with the
boundary values of the bulk HS fields. We present evidences for the extension of such
correspondences to the case of higher-order singleton and the associated HS multiplet of
bulk ( partially) massless fields.
We begin this paper with a discussion of (higher-order) singletons as on-shell fields
on various spaces (ambient, bulk and boundary) which allows to highlight and to give
a flavor of some points that apply in a similar way to (partially) massless fields, but
avoiding technical complications. More precisely, Section 2 contains a quick review of
the standard asymptotic solutions of Klein-Gordon equation, focusing on the critical mass
case corresponding to (higher-order) singletons. The leading boundary value must be
constrained to be on-shell if one wants to avoid the introduction of logarithmic term in
the expansion. As further discussed, this latter requirement appears to be very natural
from the ambient point of view. The section 3 provides a group-theoretical catalogue of
the o(d + 2)-modules that are relevant for the present paper and ends with the statement
of our generalization of the Flato–Fronsdal theorem. In Section 4, the ambient and parent
formulations of PM fields are reviewed in order to determine their global reducibility
parameters. A reducible multiplet of PM fields is introduced which fits the Flato–Fronsdal
theorem in a natural way. The gauge and o(d, 2) covariant approach to the boundary
data for PM fields is addressed in Section 5 while the manifestly conformal formulations
of higher-order singletons, higher-depth Fradkin–Tseytlin and shadow fields, partially
conserved currents and higher-depth conformal Killing tensors are presented in Section
6. Higher-order singletons, their background fields and their symmetries are the subjects
of Section 7. The conclusion provides a summary of our main results. Finally, some
technical proofs and some toy model examples have been placed in Appendix.
5
2 Higher-order singletons: boundary, bulk, and ambient
descriptions
The subsection 2.1 contains a review of the standard AdS/CFT correspondence for a scalar
field (see e.g. [33]) where we focus on the particular case corresponding to the (higher-
order) singleton and discuss some of its subtleties. The subsection 2.2 is a considerably
expanded review of the ambient approach to the boundary values of bulk scalar fields2 that
was shortly presented in [18] and that we present with more explicit details, explanations
and discussions of the possible choices of ambient lift.
2.1 Boundary values in terms of intrinsic AdS geometry
Let ϕ be an AdS scalar of mass m satisfying Klein–Gordon equation
(∇2 −m2)ϕ = 0 , (2.1)
where∇2 is the Laplace-Beltrami operator on AdSd+1. We work in the coordinates (xa, ρ)
on AdSd+1 such that the metric has the form
ds2 =
1
4ρ2
(dρ)2 +
1
ρ
(ηabdx
adxb) , (a, b = 0, . . . , d− 1) (2.2)
and the conformal boundary is located at ρ = 0.
There are two possible o(d, 2)-invariant choices of asymptotic behavior for the on-
shell scalar field:
ϕ(x, ρ) = ρ∆±/2φ±(x, ρ) , (2.3)
where φ±(x, ρ) is regular at ρ = 0. These two choices correspond to the two solutions
∆± (with ∆− 6 ∆+) of the algebraic equation
m2 = ∆(∆− d) ⇔ ∆± = 12 (d±
√
d2 + 4m2) . (2.4)
The o(d, 2) invariance of the condition means that φ±0 (x) = φ±(x, 0) transforms through
itself, i.e. determines a conformal field on the boundary (of weight ∆±). This conformal
field φ0 is usually refered to as the boundary value of the on-shell scalar field ϕ associated
to the asymptotic behavior ∆±. The lowest root ∆− corresponds to the leading boundary
behaviour while the highest root ∆+ describes the subleading boundary behaviour (since
∆− 6 ∆+).
Due to the ansatz (2.3) where ∆± is a solution of (2.4), the Klein–Gordon equation
(2.1) reads in terms of the function φ±(x, ρ) in (2.3) as follows:
0φ± + 2(d− 2∆∓ + 2 + 2ρ∂ρ)∂ρφ± = 0 , (2.5)
2The ambient space approach for the metric tensor a` la Fefferman-Graham has been applied since the
early days of the AdS/CFT correspondence (see e.g. the review [34] and references therein).
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where0 = ηab ∂∂xa
∂
∂xb
. Usually, one looks for solutions φ±(x, ρ) admitting some asymp-
totic expansion (as Taylor or Frobenius series) in the radial coordinate ρ. For instance, if
φ± admits a power series expansion
φ±(x, ρ) = φ0(x) + ρ φ1(x) + ρ
2φ2(x) + . . . , (2.6)
then its coefficients φn(x) satisfy the recurrence relations
2n (2∆∓ − d− 2n)φn = 0φn−1 , (n = 1, 2, . . .) , (2.7)
in order for (2.6) to be solution of (2.5). As long as 2∆∓−d 6= 2n, this recurrence relation
can be solved without any subtlety. For instance, the subleading asymptotic solution φ+
(corresponding to the highest root ∆+) always admits an asymptotic expansion as a power
series (since 2∆− − d6 0).
However, if there exists a positive integer ℓ such that 2∆+ − d = 2ℓ, then the recur-
rence relation (2.7) for the power series expansion of the leading asymptotic solution φ−
(corresponding to the lowest root ∆−) meets in general an obstruction at n = ℓ. The roots
corresponding such an obstruction are thus: ∆± = d2 ± ℓ. The corresponding AdS scalar
field ϕ has mass-square m2 = ℓ2− (d
2
)2 and will be called “critical”. Two natural options
arise to remove the obstruction: The standard procedure (see e.g. [33]) is to replace the
Taylor series (2.6) by a Frobenius series via the introduction of a logarithmic term:
φ−(x, ρ) = φ0(x) + ρ φ1(x) + . . .+ ρd/2−∆−
(
log ρ φℓ(x) + ψℓ(x)
)
+ . . . , (2.8)
More precisely the solution reads as
ϕ(x, ρ) = ρ∆−/2
(
φ0(x) + ρ φ1(x) + . . .+ ρ
d/2−∆− log ρ φℓ(x) + . . .
)
+ρ∆+/2
(
ψℓ(x) + ρψℓ+1(x) + . . .
)
. (2.9)
so that ψℓ(x) can be interpreted as the boundary value of the subleading solution.
An alternative is to keep a power series expansion but to impose the consequence
of the relations (2.7) for the leading boundary value φ0, i.e. to impose the polywave
equation (1.1). In this case the term with the logarithm is missing in (2.9) while the
subleading boundary value ψℓ(x) is unconstrained as before. Thus, as a boundary field,
the higher-order singleton is described by an on-shell scalar field φ0 while, as a bulk field,
the higher-order singleton is represented by the modes ϕ of a critical scalar field with
φℓ = 0 and quotiented by the subleading solutions given by the second line of (2.9) i.e.
solutions of the form ρ∆+/2ψ(x, ρ) where the function ψ(x, ρ) is regular at ρ = 0.
As one can see, the bulk equation of motion (2.1) for a scalar field with critical mass
can impose conditions on the leading boundary value φ0 depending on the precise require-
ments imposed on the class of asymptotic expansion for the function φ± (and therefore
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for the AdS scalar field ϕ). For instance, requiring φ− to be a smooth function in ρ on the
interval 06 ρ < ǫ (here a small ǫ is chosen to restrict to near-boundary analysis) imposes
the polywave equation on φ0 if d− 2∆ = 2ℓ with ℓ a positive integer. Note that it is actu-
ally more convenient to work in the interval−ǫ < ρ < ǫ because it simply corresponds to
a neigbourhood of a hypercone in the ambient space (as explained in the next subsection).
If instead one requires φ− to be smooth only for ρ > 0 and to have a limit at ρ = 0 the
leading boundary value becomes unconstrained because in this space one can always add
a term ρℓφℓ log ρ to relax the condition. This term is not smooth at ρ = 0 (since its ℓ-th
derivative contains a term proportional to log ρ φℓ).
Another natural question is to which extent the solution is entirely determined by φ0.
This again highly depends on the precise class of functions to which φ− belongs to. If
one does not require smoothness at ρ = 0 one can clearly add to a given solution a one
with a subleading asymptotic so that it explicitly reads as in (2.9) (the term with log is
only present if d/2−∆− is a positive integer). The bulk equations of motion leave ψℓ(x)
undetermined. In this case the near-boundary solution is determined by two independent
boundary fields φ0 and ψℓ. If instead one requires φ−(x, ρ) to be smooth at ρ = 0 one
can only add a subleading term if d/2−∆− is positive integer because not all derivatives
with respect to ρ of ρd/2−∆− are defined at ρ = 0. Moreover, as we have seen, in this case
log ρ is also not allowed and this subjects φ0 to the conformal equation ℓ0φ0 = 0 while
ψl remains unconstrained. To summarize: for φ− smooth at ρ = 0, the boundary data is
given by only an unconstrained φ0(x) if d− 2∆− 6= 2ℓ, ℓ > 0, or by a conformal scalar
φ0 subject to ℓ0φ0 = 0 and an unconstrained ψℓ if d− 2∆− = 2ℓ, ℓ > 0.
Requiring φ±(x, ρ) to be smooth around ρ = 0 can look somewhat unnatural from the
AdS point of view as the boundary ρ = 0 does not belong to AdS. However, this choice
is rather natural from the ambient space perspective (reviewed in the next subsection)
where both the AdS field and its boundary value are represented by an ambient space
field. Moreover, smoothness of all fields is a crucial assumption for the HS fields at the
interaction level because the nonlinear theory of HS gauge fields involves derivatives of
infinite order. Even at the linear level, the assumption is also natural in the unfolded
formulation (or jet space) framework.
In contrast to the above conditions affecting near-boundary behavior only, another
alternative is to restrict the behavior of φ in the AdS interior. The important choice em-
ployed in the literature is to require φ to be regular in the deep interior. This is known to
uniquely determine ψℓ in terms of φ0 so that the boundary data again reduces to just φ0.
Moreover, according to the conventional AdS/CFT prescription, correlation functions of
the boundary conformal operators are encoded in the bulk action evaluated on the regular
solution with boundary value φ0 and can be expressed through ψℓ (see e.g. [33] for more
details).
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2.2 Boundary values in terms of ambient geometry
An old idea, which dates back to Dirac [35], is to describe AdS and conformal fields in
terms of an ambient space Rd,2\{0} in order to make O(d, 2) symmetry manifest in the
sense that the group O(d, 2) acts linearly on the Cartesian coordinates X for Rd,2\{0}.
This construction also allows to have a global description of AdS and conformal spaces.
Let XA (A = +,−, 0, 1, 2, . . . , d− 1 ) be the standard light-cone coordinates on Rd,2
so that η+− = 1 = η−+ and ηab = diag(−1,+1, . . . ,+1) ( a, b = 0, 1, 2, . . . , d − 1 ).
We will often use the shortened notation X2 = ηABXAXB . The AdSd+1 spacetime
can be seen as the hyperboloid X2 = −1 of unit radius. In its turn, the d-dimensional
conformal space Xd can be identified with the projective null hypercone of light-like rays.
It can also be seen as the conformal boundary of the AdS spacetime : Xd ∼= ∂(AdSd+1).
The intrinsic AdS coordinates used in the previous subsection can be directly related to
the ambient ones through (xa, ρ) =
(
Xa/X+ , (X+)−2
)
if one restricts to the domain
ρ > 0 and X+ > 0. The embedding of AdSd+1 reads explicitly as
Xa = ρ−
1
2 xa , X+ = ρ−
1
2 , X− = − 1
2
(ρ+ xaxa) ρ
− 1
2 . (2.10)
In particular, the induced metric on the hyperboloid is precisely (2.2).
The Klein-Gordon equation (2.1) can be written equivalently in terms of an ambient
scalar field Φ(X) satisfying(
X · ∂
∂X
+∆±
)
Φ± = 0 , Φ± = 0 . (2.11)
For Φ± satisfying (2.11), one can check that its value on the hyperboloid indeed sat-
isfies (2.1) and that (at least locally) any AdS field ϕ satisfying (2.1) can be lifted by
homogeneity to a Φ± satisfying (2.11). More precisely, the correspondence between so-
lutions to (2.1) and (2.11) is one-to-one if and only if one restricts to the domain X2 < 0
of the ambient space.
The homogeneity constraint (X · ∂
∂X
+ ∆)Φ = 0 defines a unique extension of a
function Φ(X) defined only on the unit hyperboloid X2 = −1 to a function Φ on the
domain X2 < 0, via
Φ(X) := (−X2)−∆/2Φ
(
X√−X2
)
. (2.12)
The correspondence (2.12) reads in terms of the bulk scalar field ϕ(x, ρ) = ρ∆/2φ(x, ρ)
as follows:
Φ(XA) = ϕ
(
Xa/X+ , (X+)−2
)
with X2 = −1 ,
Φ(XA) = (X+)−∆φ
(
Xa/X+ , −X2(X+)−2 ) . (2.13)
If well defined, the evaluation of the ambient field on the hypercone X2 = 0 reads
Φ(X+xa, X+,−1
2
X+x2) = (X+)−∆φ0(x) (2.14)
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while its evaluation on the hyperboloid X2 = −1 reads as
Φ(X+xa, X+,−1
2
X+x2 +
1
2X+
) =
= (X+)−∆ φ
( Xa
X+
, (X+)−2
)
= ρ∆/2 φ(x, ρ) , , (2.15)
as can be checked by making use firstly of (2.13) and secondly of (2.10). For instance,
the boundary behaviour of the AdS field is related in ambient term to the limit
lim
X+→∞
[(X+)∆Φ(X+xa, X+,−1
2
X+x2 +
1
2X+
)] = φ0(x) . (2.16)
Another way to make contact between the ambient reformulation and the intrisic AdS
treatment is to make use of the hyperplane X+ = 1 in the ambient space. One can
map the unit hyperboloid to the hyperplane such that the point XA = (X+, X−, Xa) on
the hyperboloid is mapped to the point X ′A = (1, X−/X+, Xa/X+) of the hyperplane.
Moreover, the coordinates
xa = Xa , ρ = −(2X− +XaXa) , on the hyperplane X+ = 1 , (2.17)
are identified by this map with the intrinsic coordinates (ρ, xa) on AdS. Note that ρ =
−X2 on the hyperplane X+ = 1. In particular, ρ = 0 determines the boundary (seen as a
submanifold of the hyperplaneX+ = 1). Note also that as a coordinate on the hyperplane
−∞ < ρ < ∞, while as a coordinate on AdS ρ can only take positive values. It can be
nevertheless useful to work with fields defined also for ρ6 0. A related trick has been
employed in [27].
Let ϕ(x, ρ) = ρ∆/2φ(x, ρ) be a function on AdS and Φ(X) its ambient lift satisfying
(X · ∂X +∆)Φ = 0 then
φ = Φ|X+=1 , (2.18)
where the coordinates (2.17) are left implicit. This gives a direct geometrical interpre-
tation to the function φ in terms of the ambient field Φ. Moreover, this shows why the
associated boundary value φ0(x) = φ(x, 0) is precisely the value of the ambient lift Φ(X)
on the hypercone. Note that from this perspective it is clear why requiring φ(x, ρ) to be
smooth at ρ = 0 is natural: this is equivalent to requiring Φ(X) smooth at the hypercone.
Furthermore, this explains why we used the coordinates (ρ, xa) rather than the Poincare´
ones (z, xa). Indeed, on the surface X+ = 1 the expression of z = √ρ in terms of xa, ρ
is singular at ρ = 0. This singularity is on the hypercone, which is a perfectly legitimate
locus in the ambient space.
In the previous paragraphs, we have implicitly assumed that the lift was performed
via a homogeneity degree “adapted” to the asymptotic behaviour. We will now show that
the lift of a given solution via an “inadapted” homogeneity degree either goes to zero
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(for the lift of subleading solutions) or to infinity on the hypercone when ∆+ 6= ∆−.
The ambient lift Φ±(X) := (−X2)−∆±/2Φ
(
X√−X2
)
of a given solution ϕ is, in general,
only well defined on the domain X2 < 0. The lift Φ± is adapted if the corresponding
solution can be written as ϕ(x, ρ) = ρ∆±/2φ±(x, ρ) where φ±(x, ρ) is regular at ρ = 0.
Indeed, in such case Φ±(X) is regular on the entire ambient space Rd,2\{0}. However, the
“inadapted” lift Ψ∓ := (−X2)−∆∓/2Φ
(
X√−X2
)
of the same AdS field ϕ can be written
as Ψ∓(X) = (X2)(∆±−∆∓)/2Φ±(X). The evalutation of the right-hand-side at X2 = 0
either vanishes or blows up (when ∆+ 6= ∆−) since the factor Φ±(X) is regular on the
hypercone.
The particular case of the critical scalar field corresponds to the equations (2.11) for
∆± = d2±ℓ. For ∆− = d2−ℓ, the space of solutions of (2.11), i.e.
(
X · ∂
∂X
+∆−
)
Φ− = 0
and Φ− = 0, can be quotiented by the equivalence relation
Φ− ∼ Φ− + (X2)ℓΨ+ , (2.19)
where the ambient field Ψ+(X) is subject to the conditions
(
X · ∂
∂X
+∆+
)
Ψ+ = 0 and
Ψ+ = 0 and is related to the lift of the subleading solutions. Therefore the two equations
(2.11) together with the equivalence (2.19) provide an ambient description of the higher-
order singleton. Evaluating the fields Φ−(X) on the hyperboloid X2 = −1 gives its
realization as an on-shell bulk scalar field ϕ. Another option is to evaluate Φ−(X) on
the hypercone X2 = 0 to obtain its realization as an on-shell boundary scalar field φ0.
We will discuss in more details the ambient descriptions of the (higher-order) singleton
in Subsection 6.1.
Although the present discussion is restricted to the case of a scalar field these aspects
of the boundary behavior are nearly unchanged if one considers gauge fields on AdS.
The only difference is that in the case of gauge fields the conformal dimensions ∆± are
restricted by gauge invariance to integer values. What needs to be carefully reconsid-
ered in the case of gauge fields is the precise definition of asymptotic behavior. Possible
subtleties have to do with the tensorial nature of the involved gauge fields and parame-
ters. One must prescribe boundary behavior not only for gauge fields but also for gauge
parameters and (higher) reducibilty relations (if any). It turns out that these subtelties
can be resolved through using the ambient approach in combination with the BRST tech-
nique. Indeed, in the ambient space there is a preferable coordinate system (the Cartesian
coordiantes where o(d, 2) acts linearly) so that there is a simple way to define asymp-
totic behaviour of tensor fields and moreover the conformal boundary identifies simply
with (strictly speaking, the quotient of) the submanifold of the ambient space rather than
the asymptotic boundary. Furthermore, fixing the asymptotic behavior in BRST terms
automatically does so for gauge fields, paremeters, etc, in a way consistent with gauge
invariance.
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3 Group theoretical preliminaries
The group-theoretical catalogue, given in Subsection 3.2, of the o(d + 2)-modules that
are relevant for the present paper may help to put some order and fix the terminology in
the following discussions. When possible, it has been checked to fit within the known
classification of generalized Verma o(d + 2)-modules [25] (nevertheless, the details of
these explicit checks is omitted here for the sake of brevity because they are technical and
correspond to standard results).
3.1 Generalized Verma o(d, 2)-modules
In the following, we will not be much concerned about unitarity issues therefore one
can work with complex algebras and the choice of signature is somewhat irrelevant for
the classification of generalized Verma o(d + 2)-modules. However, for definiteness
one chose the two-time signature o(d, 2) relevant for AdS/CFT discussions. The Lie
algebra o(d, 2) = span{JAB} can be presented by its generators JAB = −JBA (where
A,B = 0, 0′, 1, 2, . . . , d) modulo the commutation relations [JAB, JCD] = i ηBCJAD +
antisymmetrizations, with ηAB = diag(−1,−1,+1,+1, . . . ,+1).
The maximal compact subalgebra of o(d, 2) is the direct sum o(2) ⊕ o(d). In the
AdSd+1 spacetime endowed with the usual global coordinates (or on the conformal bound-
ary ∂AdSd+1 whose topology is roughly S1 × Sd−1), the summand o(2) corresponds to
time translations generated by the (conformal) Hamiltonian E = J0′0 while o(d) corre-
sponds to the rotations generated by Jij (where i, j = 1, 2, . . . , d − 1). The remaining
generators can be recast in the form of ladder operators J±j = J0j ∓ iJ0′j , raising or low-
ering the (conformal) energy (= eigenvalue of E) by one unit, due to the commutation
relations [
E, J±i
]
= ±J±i ;
[
Jij, J±k
]
= 2iδk[jJ±i][
J−i , J+j
]
= 2(iJij + δijE) (3.1)
[Jij, Jkl] = iδjkJil + antisymetrizations
Following standard usage in the litterature (although the compact subalgebra is often
priviledged), we will often make use of the CFT language to describe the o(d, 2)-modules.
Since the signature is not directly relevant for most of our considerations, all results can
be directly translated in CFT language either by making use of the radial quantization
or by priviledging the o(1, 1)⊕ o(d− 1, 1) subalgebra where o(1, 1) correspond to scale
transformations generated by D := J0′d and o(d − 1, 1) to the Lorentz transformations
generated by Jab (where a, b = 0, 1, 2, . . . , d − 1) of the conformal d-dimensional space.
The ladder operators correspond to the translation generators Pa = Jd a+ J0′a and the con-
formal boost generators Ka = Jd a − J0′a respectively raising and lowering the conformal
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weight (= eigenvalue of D) by one unit, due to the analogue of the commutation relations
(3.1).
Notations:
• The finite-dimensional irreducible o(2)⊕o(d)-module characterized by the “energy” ∆
for o(2) (or “conformal weight” in CFT language) and the “spin” represented by a Young
diagram Y for o(d), will be denoted as Y (∆, Y ). A Young diagram Y made of a single
row of length r will be denoted as the number Y = r for simplicity.
• The (generalized) Verma o(d, 2)-module V (∆, Y ) is defined as follows:
V (∆, Y ) = U
(
R
d
)
⊗ Y (∆, Y ) , Rd = span{J+i } , (3.2)
where U
(
R
d
)
stands for the enveloping of the abelian subagebra generated by J+i . In
other words, the module is generated by the free action of the raising operators J+i on
the submodule Y (∆, Y ), which is a finite-dimensional irreducible o(2) ⊕ o(d)-module
(the conformal primary in CFT language). As one can see, ∆ is the lowest energy in the
module o(2)-decomposition.
• Following the standard notation in the physics community, the o(d, 2)-irreducible quo-
tient of the Verma module V (∆, Y ) will be denoted by D (∆, Y ).
3.2 Group-theoretical catalogue of o(d, 2)-modules
The Verma o(d, 2)-modules are classified according to their lowest weights (∆, Y ). Some
of the relevant o(d, 2)-modules reviewed below are, strictly speaking, not Verma mod-
ules. Nevertheless, the modules have been sorted by the labels (∆, Y ). The terminology
adopted aims to make contact with their standard field-theoretic realization in the litter-
ature, either as conformal or AdS fields. In the description of the realization in terms of
conformal fields, the o(d, 2)-modules will be described by the corresponding conformal
primary field but of course the whole module is spanned by the primary together with all
its (nontrivial) descendants.
Let ℓ ∈ N− {0} and s, t ∈ N.
• (∆±, Y ) = (d2 ± ℓ , 0) :
Higher-order scalar singleton: The Verma module V (d
2
− ℓ, 0) is reducible though
indecomposable, it is isomorphic to the gluing
V
(
d
2
− ℓ, 0
)
∼= D
(
d
2
− ℓ, 0
)
B V
(
d
2
+ ℓ, 0
)
, (3.3)
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where the quotient
D
(
d
2
− ℓ, 0
)
∼= V
(
d
2
− ℓ, 0)
V (d
2
+ ℓ, 0
) (3.4)
is irreducible. The module V (d
2
− ℓ, 0) corresponds to the off-shell scalar field φ(x)
on the flat conformal space Xd with conformal weight ∆− = d2 − ℓ. Its submodule
V (d
2
+ ℓ, 0
) ⊂ V (d
2
− ℓ, 0) corresponds to the descendant ℓ0φ(x). Thus the irreducible
quotient D (d
2
− ℓ, 0) corresponds to an on-shell conformal scalar field subject to the
polywave equation ℓ0φ = 0 of order 2ℓ. The module D
(
d
2
− ℓ, 0) will be called the
scalar singleton of order ℓ, since for ℓ = 1 it is the usual scalar singleton (also called
“Rac”) subject to the usual wave equation of second order. In the terminology of [36],
they would be called ℓ-linetons because their weight decomposition is described by ℓ lines
in the weight-space diagram.
Critical AdS scalar: Consider the Klein-Gordon equation (∇2 −m2)ϕ = 0 for a
scalar field on AdSd+1 with ∇2 the Laplace-Beltrami operator of AdSd+1. The space
of solutions of the Klein-Gordon equation on AdSd+1 with critical mass-square m2 =
ℓ2 − (d
2
)2 is the semidirect sum
V
(
d
2
− ℓ, 0
)
B V
(
d
2
+ ℓ, 0
)
(3.5)
where the above two modules of solutions correspond to the two possible boundary be-
haviours ϕ± ∼ ρd±2ℓφ± for ρ ∼ 0. If one considers the quotient of this Klein-Gordon
solution space by the solutions with subleading boundary behaviour ϕ+ ∼ ρd+2ℓφ+, then
even the leading boundary data with nontrivial ℓφ− can be gauged away. The quotient
space is actually isomorphic to the irreducible moduleD (d
2
− ℓ, 0) and describes the sin-
gleton of order ℓ as a critical AdS scalar field whose bulk degrees of freedom can be
gauged away by the above quotient (see [37] for the seminal paper devoted to the case of
d = 3 and ℓ = 1).
• (∆, Y ) = (d+ s− t− 1, s) :
Partially conserved current: The Verma module V (d+ s− t− 1, s) corresponds
to a rank-s symmetric traceless tensor fields ja1... as with conformal weight ∆+ = d+ s−
t− 1. For t > s, this module is irreducible so that we denote it as D (d+ s− t− 1, s) =
V (d+ s− t− 1, s). However, for 0 < t 6 s, the Verma module is reducible, though
indecomposable, because it contains the submodule
I (d+ s− 1, s− t) ⊂ V (d+ s− t− 1, s) (3.6)
isomorphic to the Verma module V (d+ s− 1, s− t) ∼= I (d+ s− 1, s− t) which cor-
responds to the partial conservation law of depth t (i.e. t-th divergence of the current:
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∂a1 · · ·∂atja1... as), but one can consider the quotient
D (d+ s− t− 1, s) ∼= V (d+ s− t− 1, s)V (d+ s− 1, s− t) (3.7)
The irreducible module D (d+ s− t− 1, s) will be called a partially conserved current
of spin s and depth t (discussed e.g. in [38]) since they are the generalisation of the con-
formal conserved currents (case t = 1). More concretely, a spin-s and depth-t partially
conserved current is a primary field ja1...as(x) on Xd with weight ∆ = d + s − t − 1,
which is symmetric, traceless and partially conserved:(
∂
∂p
· ∂
∂p
)
j(x, p) = 0 ,
(
∂
∂x
· ∂
∂p
)t
j(x, p) = 0 , (3.8)
where by making use of an auxiliary variable pa the tensor ja1...as(x) has been packed into
a generating function j(x, p) = ja1...as(x)pa1 . . . pas .
• (∆, Y ) = (1 + t− s, s) :
Higher-depth shadow field: A spin-s and depth-t shadow field is a primary field
φa1...as(x) on Xd with weight t + 1 − s, symmetric, traceless and subject to generalized
Fradkin–Tseytlin (FT) gauge transformations:(
∂
∂p
· ∂
∂p
)
φ(x, p) = 0 , δεφ(x, p) = Π
(
(p · ∂
∂x
)tε(x, p)
)
, (3.9)
where Π denotes the projection to the traceless component and the tensor has been packed
into a generating function. Since the shadow field of spin s and depth t does not corre-
spond to a genuine Verma module (but somehow to the contragradient of a Verma mod-
ule), it will be denoted as W (1 + t− s, s) where the primary field is a rank s traceless
symmetric tensor field with gauge symmetries which are generalized FT transformations
(projected tth gradient of a rank s− t traceless symmetric tensor field).
Higher depth Fradkin–Tseytlin field: For d even, there is a submodule isomorphic
to D (d+ s− t− 1, s) of the indecomposable moduleW (1 + t− s, s). This submodule
is generated by the descendant corresponding to the higher depth version of FT equations
of the form

d−4
2 ∂b1 · · ·∂bs−t+1Wa1... as|b1... bs−t+1 + . . . = 0 (3.10)
where Wa1... as|b1... bs−t+1 is the generalized Weyl tensor of the shadow field φa1...as(x) (i.e.
it is the traceless part of its generalized Riemann tensor, which is in turn the (s− t+1)-th
curl of the shadow field) and the dots stand for extra terms involving the same number
of derivatives of the generalized Weyl tensor but with more complicated contractions of
indices. So one can consider the quotient
C (1 + t− s, s) = W (1 + t− s, s)D (d+ s− t− 1, s) (3.11)
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which will be called a spin-s and depth-t Fradkin–Tseytlin field and which can be seen
as an on-shell higher-depth shadow field. These equations fit into the classification [25]
of conformal equations. They also belongs to the class of conformal gauge fields consid-
ered in [26] where the gauge invariant Lagrangians in terms of Weyl tensors have been
constructed.
Partially massless AdS field: In the metric-like formulation [10], the free spin-s
depth-t partially massless fields on AdSd+1 are described via rank-s symmetric tensor
gauge fields ϕµ1...µs modded by gauge transformations of the form
δεϕµ1...µs = ∇(µ1 . . .∇µtεµt+1...µs) + terms involving the AdS metric, (3.12)
and subject to second order field equations generalizing Fronsdal ones. Indeed, when the
depth t is equal to one, these fields are usually called massless and were described by
Fronsdal [7]. The space of inequivalent solutions of PM field equations is the direct sum
D (d+ s− t− 1, s)⊕ W (1 + t− s, s)
where the above two modules of solutions correspond to the two possible boundary be-
haviours ϕ± ∼ ρ∆±/2φ± for z ∼ 0. The partially conserved currents appear as boundary
values of “normalizable” solutions of these equations, while the higher-depth shadow
fields appear as boundary values of (so-called) “non-normalizable” solutions of the same
equations (see e.g. [39] for the massless case t = 1). The global reducibility param-
eters of partially massless fields are, by definition, gauge parameters εν1...νs−t such that
the corresponding gauge transformation vanishes, δεϕµ1...µs = 0. Such global reducibil-
ity parameters are analogous but distinct from the generalized Killing tensors introduced
in [40] because in the latter generalized Killing equation no term involving the metric
appears.
• (∆, Y ) = (1− s, s− t) :
Higher-depth conformal Killing tensors: For s > t, a rank-(s − t) and depth-t
conformal Killing tensor3 is a symmetric traceless tensor field εb1... bs−t(x) on Xd solution
of the generalized conformal Killing equation [40]
∂(a1 · · ·∂atǫat+1... as)(x) = g(a1a2(x)χa3... as)(x) . (3.13)
The (usual) conformal Killing tensors are the particular case of depth one. The (higher-
depth) Killing tensor fields on flat spacetime are pertinent for conformal HS gravity be-
cause they are the global reducibility parameters of (higher-depth) shadow fields lin-
earized around the flat background. The space of the rank-(s − t) and depth-t conformal
3They would be called generalized conformal Killing tensor fields of rank r = s − t and of order t in
the terminology of [40].
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Killing tensors is isomorphic to the finite-dimensional irreducible o(d) ⊕ o(2)-module
Y( 1 − s , (s− 1, s− t) ) labeled by a Young diagram Y = (s− 1, s− t) with first row
of length s − 1 and second row of length s − t. This module is also isomorphic to the
irreducible o(d, 2)-module, obtained as the quotient
D (1− s, s− t) ∼= V (1− s, s− t)I (1 + t− s, s)
∼= Y
(
1− s , (s− 1, s− t)
)
where the Verma moduleV (1− s, s− t) corresponds to the gauge parameters εb1... bs−t(x)
in the FT transformations (3.9) for a shadow field εa1... as(x) of spin s and depth t, while
the submodule I (1 + t− s, s) corresponds to the higher-depth conformal Killing equa-
tion (3.13) equivalent to the reducibility condition Π ( (p · ∂
∂x
)tε(x, p)
)
= 0. The module
of (higher-depth) conformal Killing tensors is actually also isomorphic to the space of
global reducibility parameters of (partially) massless fields.
3.3 Generalized Flato–Fronsdal theorem
Proposition 1. The tensor product of two singletons of order ℓ(> 1) decomposes as the
following sum
D
(
d
2
− ℓ, 0
)
⊗ D
(
d
2
− ℓ, 0
)
=
∞⊕
s=0
ℓ⊕
k=1
D(d+ s− 2k, s) (3.14)
of the irreducible o(d, 2)-modules describing the partially conserved currents of all ranks
s ∈ N and all odd depths t (= 2k − 1) ranging from 1 to 2ℓ− 1.
For ℓ = 1, this is the Flato–Fronsdal theorem for the tensor products of two scalar
singletons [1, 4]. 4 The proof is relegated to the Appenix A.
4 Partially massless fields
Though the phenomenon of “partial masslessness” on (A)dS was first observed for fields
of spin 2 by Deser and Nepomechie [8, 9], the term was coined later when the higher-
spin generalization was sketched [10] (the harmonic analyses of Higuchi [41] which was
obtained in the meanwhile provides a useful mathematical complement). Over the years,
various formulations of free PM fields have been investigated, such as metric-like [42],
frame-like [43, 44] and BRST-parent [21, 45, 46] approaches. More recently, the possibity
of consistent interactions has been studied at the level of cubic vertices for any integer
spins [47, 48, 49]. An AdS/CFT dictionary for PM fields was sketched in [38] (see [50]
for a dS/CFT analogue).
4We are gratefull to E. Skvortsov for informing us that Proposition 1 has been also independently ob-
tained by him and collaborators.
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4.1 Ambient representation of partially massless fields
Consider symmetric tensor fields ΦA1...As(X) defined on the ambient space Rd,2\{0}.
Identify them as Taylor coefficients in the power series expansion of a generating function
Φ(X,P ) =
∑
s
1
s!
ΦA1...As(X)P
A1 . . . PAs where the P ’s are mere auxiliary variables.
The homogeneity degree in P corresponds to the rank of the tensor field. In addition to
the action of o(d, 2) by JAB = XA ∂∂XB −XB ∂∂XA + PA ∂∂PB − PB ∂∂PA the space of such
fields is equipped with an action of the algebra sp(4) generated by the 10 operators
 =
1
2
∂X · ∂X , S = ∂X · ∂P , T = 12 ∂P · ∂P ,
S¯† = X · ∂P , S† = P · ∂X
U− = P · ∂P −X · ∂X , U+ = P · ∂P +X · ∂X + d+ 2 ,
¯ =
1
2
X2, S¯ = X · P , T¯ = 1
2
P · P .
(4.1)
There are two obvious automorphisms induced by P → − ∂
∂P
,
∂
∂P
→ P or X → − ∂
∂X
,
∂
∂X
→ X which are somehow the analogue of Fourier transformation, respectively in the
space of auxiliary variable P or in the space of ambient coordinates X . The two operators
counting the homogeneity degree in X and P respectively, NX = X ·∂X and NP = P ·∂P
will sometimes be used below, although they are linear combinations of U±.
In ambient terms, the totally symmetric depth-t partially massless fields can be de-
scribed through the following constraints and gauge symmetries [21, 46]:
TΦ = SΦ = Φ = (U− − (t + 1))Φ = 0 , (S¯†)tΦ = 0 ,
Φ ∼= Φ + S†χ ,
(4.2)
where χ satisfies the same constraints but with t + 1 replaced with t − 1. To describe a
spin s field one in addition imposes (P · ∂P − s)Φ = 0 and (P · ∂P − s + 1)χ = 0. To
check the consistency it is useful to employ the relations of sp(2) generators E, F,H in
the standard basis [H,E] = 2E, [H,F ] = −2F , [E, F ] = H
[E, F t] = F t−1t(H − t + 1) , [Et, F ] = Et−1t(H + t− 1) , (4.3)
and observe that the 3 operators S†, S¯†, U− satisfy the same algebra.
It can be also convenient to work with the partially gauge fixed version of the same
system [47]
TΦ = SΦ = Φ = (U− − (t + 1))Φ = 0 , S¯†Φ = 0 ,
Φ ∼= Φ+ (S†)tχ ,
(4.4)
where χ satisfies the same constraints but with t + 1 replaced with 1 − t. Here, the
consistency is easy to check by making use of the second relation of (4.3). Note that (4.4)
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can be seen as a straightforward ambient rewriting of the PM equations of motion and
gauge transformations in terms of intrinsic AdS coordinates.
To obtain this description from (4.2), one first uses the partial gauge S¯†Φ = 0.
The parameter preserving the gauge condition satisfies S¯†S†χ = 0 which together with
U−S†χ = (t + 1)S†χ implies S†χ = (S†)tλ for some λ satisfying S¯†λ = 0 and
U−λ = (1 − t)λ along with λ = Tλ = Sλ = 0. Let us spell out the argument ex-
plicitly in the simplest case t = 1. Using U−χ = χ the gauge variation of the condition
S¯†Φ = 0 takes the form δ(S¯†Φ) = S¯†S†χ = −χ + S†S¯†χ. It follows the gauge is reach-
able and moreover parameters preserving the gauge can be represented as χ = S†λ with
S¯†λ = 0.
In (4.2) and (4.4) the homogeneity degree in X is set to s− t−1 = −∆− (for a spin-s
depth-t field). An alternative description based on ∆+ = d+s− t−1 is also possible and
will be discussed in Section 5.4. Just like in the case of a massive scalar both descriptions
are equivalent in the domain X2 < 0 while in the vicinity of X2 = 0 they correspond to
boundary values with the respective asymptotics.
In these formulations the gauge parameters are subject to differential constraints.
There is an elegant way to replace the system with the genuine gauge one where no
differential constraints are imposed on gauge parameters. The idea is to implement all
the constraints through the BRST operator. The simple rule is to represent ghost variables
associated to constraints in coordinate representation while those associated to gauge gen-
erators in momentum representation so that the physical fields are found at degree zero.
The BRST operator implementing (4.2) reads as
Ω = c0+ cS + ξT + S
† ∂
∂b
+ µ(U− − t− 1 + 2b ∂∂b ) + ν(S¯
†)t +G , (4.5)
where the ghost variables c0, c, ξ, µ, ν of ghost degree 1 and b with gh(b) = −1 have been
introduced. Here, G denotes the terms encoding higher structures of the gauge algebra
and this operator is chosen such that G1 = 0. In particular, this condition determines
the constant term and the ghost contribution of the constraint that enters Ω as the term
linear in µ. Note that the ghost variables associated to S† are represented in momentum
representation to reflect that S† generates a gauge transformation (see e.g. [45, 18] for
more details on the BRST implementation of constraints).
The equations of motion and gauge symmetries are
ΩΨ = 0 , Ψ ∼= Ψ+ ΩΛ , gh(Ψ) = 0 , gh(Λ) = −1 (4.6)
Note that the explicit expression for Ψ and χ reads as
Ψ = Φ+ c0bΦ + cbΦS + ξbΦT + µbΦU + νbΦS¯† , Λ = bλ (4.7)
where all the component fields depend on XA, PA. We see that using BRST procedure
produces specific set of auxiliary fields. Moreover, λ is not subject to any constraints and
hence the above system is a genuine gauge system.
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To complete the ambient description for PM fields one shoudl also specify the domain
where Ψ and Λ are defined. We take it to be the neigbourhood of the hyperboloid (this in
turn is equivalent to taking Ψ defined on the domain X2 < 0, see [18] for more details).
4.2 Parent formulation of partially massless fields
An alternative way to replace the partially gauge fixed formulation (4.2) (or (4.4)) with a
genuine gauge invariant one was proposed in [21, 46] (see also [20]) and is based on the
so-called parent formulation.
The idea is to introduce extra fields by, roughly speaking, putting the ambient space
system (4.2) to the target space. More precisely, replacing XA with a formal variable
Y A and allowing the generating function Ψ to depend on local AdS coordinates xµ and
their differentials θµ ≡ dxµ. The Grassmann variables θµ are to be understood as ghost
variables with gh(θµ) = 1.
The parent system is determined by
Ω = ∇+Q , Ψ = Ψ(x, θ|Y, P, b) ,
Ψ = SΨ = TΨ = (S¯†Ψ)t = (U− − t− 1 + 2b ∂∂b )Ψ = 0 ,
(4.8)
where in the constraints of the second line and BRST operator Q = S† ∂
∂b
implementing
the gauge equivalence from (4.2) the replacement XA → Y A + V A and ∂
∂XA
→ ∂
∂Y A
has
been made and ∇ is given by
∇ = d− eA ∂
∂Y A
− ωBA
(
Y A
∂
∂Y B
+ PA
∂
∂PB
)
=
= d− dV A ∂
∂Y A
− ωBA
((
Y A + V A
) ∂
∂Y B
+ PA
∂
∂PB
)
. (4.9)
Here, d = θµ ∂
∂xµ
is the De Rham differential, ωAB = θµωAµB is a flat connection taking
values in o(d, 2) and V A a fixed section, called compensator, and eA = ∇V A is a frame
field. It is assumed that eAµ = ∇µV A has a maximal rank. To describe AdS fields one
takes xµ to be local coordinates on AdSd+1, ωBA to be an o(d, 2)-connection on AdS, and
the compensator V A to be such that V 2 = −1. Note that the spacetime derivatives ∂
∂xµ
enters the operator Ω only through∇ so that all the equations of motion, gauge generators,
etc, of the former are manifestly first order in spacetime derivatives.
Introducing ghost degree zero component fields according to Ψ = F + bθµAµ the
equations of motion and gauge symmetries read explicitly as
∇A = 0 , ∇F = S†A , δA = ∇λ , δF = S†λ , (4.10)
along with the target space constraints from the second line of (4.8). In this form it is easy
to relate the formulation to the partially gauge fixed ambient space system (4.2). Indeed,
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at least locally the first equation can be solved as A = ∇χ so that A can be gauged away.
In this gauge A = 0 and the second equation and the residual gauge invariance take the
form
∇F = 0 , F = SF = TF = (S¯†)tF = (U− − t− 1)F = 0 , (4.11)
δF = S†λ , ∇λ = λ = Sλ = Tλ = (S¯†)tλ = (U− − t + 1)λ = 0 (4.12)
This system can be seen as a pulback of a system defined on the ambient space Rd,2\{0}
to the AdS hyperboloid. In particular, ∇ is a pullback of the standard flat connection ∇0
on Rd,2\{0}. In a suitable frame ∇0 = θA( ∂∂XA − ∂∂Y A ) and the above system reduces
to (4.2) upon elimination of the variables Y A (see [20, 21] for more details on the ambient
space interpretation of the parent system).
4.3 Global reducibility parameters
Some important pieces of information on the local gauge theory are captured by the so-
called global reducibilty parameters. Their space is formed by the gauge parameters that
give rise to trivial (i.e. vanishing) gauge transformations. In the case of reducible gauge
theories, this space is to be quotient over the trivial gauge parameters. For a massless spin
s field φµ1...µs , the condition implies ∇(µ1λµ2...µs) = 0 i.e. λµ1...µs−1 is a traceless Killing
tensor. Because the system is irreducible, the space of global reducibilty parameters is
in that case given by the space of traceless Killing tensors. In the more general setting
one can consider higher-order global reducibilty parameters which are parameters of the
trivial gauge transformations for gauge parameters modulo the next order reducibility
relations.
The space of global reducibility parameters is an invariant characteristic of a gauge
system, i.e. independent of the chosen (equivalent) descriptions. This is known in a
rather general context [51] and will be explicitly demonstrated shortly in the case of free
systems. In particular, one can use any equivalent formulation to identify it. For instance,
in the case of PM fields it is convenient to use ambient space description based on (4.4)
to obtain
λ = Sλ = Tλ = (U− − 1 + t)λ = S¯†λ = (S†)tλ = 0 . (4.13)
The last condition implies that λ is polynomial in X . The remaining conditions say that
λ is described by two row traceless Young tableaux with rows of length s− 1 and s− t if
one restricts to the spin-s case by requiring (NP − s + t)λ = 0. These properties follow
from known facts on representations of the Howe dual pair o(d + 2) and sp(4). In terms
of intrinsic coordinates on AdS, the global reducibility parameters are determined by the
conditions (p · ∇)tλ(x, p) + . . . = 0 and ∂p · ∂pλ = 0, where λ = λµ1...µs−tpµ1 . . . pµs−t .
A rigorous proof of the isomorphism between these two representations for global re-
ducibilities can be given using the parent formulation.
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The global reducibility parameters are nicely described within BRST formalism. Let
us for simplicity consider a free system. It can be formulated in the BRST first quan-
tized terms using the BRST operator Ω so that the equations of motion and the gauge
symmetries read as
ΩΦ = 0 , gh(Φ) = 0 , δΦ = Ωλ , gh(λ) = −1 , . . . (4.14)
If the BRST operator is proper the space of global reducibility parameters is just the co-
homology of Ω at ghost degree −1 [52]. In particular, when represented in these terms
it is clear that this space is an invariant characterization of the system – no matter which
formulation (among the locally equivalent ones) is being used. In particular, if the space
of reducibilities is empty this implies that all the gauge symmetries are Stu¨ckelberg (al-
gebraic) and the system is equivalent to one without gauge freedom. Analogously, higher
global reducibilities are described by Ω-cohomology at ghost degree −2,−3 etc. Note
that reducibility parameters are directly related to surface charges (see [52] for AdS gauge
fields and [51] for the general case) and these notions remain meaningful at nonlinear
level as well.
To make contact with the literature, let us mention that in the unfolded formulation of
HS fields the module of 1-forms (the so-called gauge module, see e.g. [53, 13]) is known
to coincide with the space of global reducibility parameters. It follows from the above
BRST cohomology identification that this applies to a general gauge systems. Indeed,
according to [19, 20] the module of 1-forms is always given by the cohomology of Ω at
ghost degree −1. This extends to higher global reducibilities which are identified with
the modules of p-forms with p > 1.
4.4 Reducible multiplet of PM fields
The constrained system (4.4) (or (4.2)) describes an irreducible field if one further restricts
to a particular spin by imposing the condition (NP − s)Φ = 0. We now describe a
reducible multiplet of (PM) fields which is directly related to usual depth-1 gauge fields.
Consider the following system on the domain X2 < 0 of Rd,2:
S¯†Φ = (U− − 2)Φ = 0 , (S2 − 4T)Φ = 0 , ℓ1Sℓ2T ℓ3Φ = 0 ,
Φ ∼ Φ + S†λ (4.15)
where ℓ1 + ℓ2 + ℓ3 = ℓ and λ satisfy the same constraints except that U− − 2 is
replaced with U−. This system simultaneously describes PM fields of all spins and depths
1, 3, . . . , 2ℓ− 1. Again, the truncation to a particular spin s can be achieved by imposing
(NP − s)Φ = 0.
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To see this let us first consider the simplest nontrivial case of ℓ = 2. The solution of
the ℓ1Sℓ2T ℓ3Φ = 0 with ℓ1 + ℓ2 + ℓ3 = 2 can be uniquely written as
Φ = Φ0 + T¯Φ1 + S¯Φ2 + ¯Φ3 , Φα = TΦα = SΦα = 0 . (4.16)
Because S†, S¯†, U− do not send o(d, 2)-traceless elements to traceful and vice versa the
system decomposes into that for Φ0 and the rest. The one for Φ0 is by definition that for
usual depth 1 gauge fields. To see what the remaining fields Φα with α = 1, 2, 3 describe
let us analyze S¯†Φ = 0. This implies Φ2 = −12 S¯†Φ3 and Φ1 = 12 S¯†S¯†Φ3 so that Φ1,2
are auxiliary fields. To see what does Φ3 describe observe that its gauge transformation
is Φ3 ∼ Φ3 + S†λ3 and the homogeneity degree (U− − 4)Φ3 = 0 so by definition Φ3 is a
depth 3 PM field. Here λ3 denotes the respective component of the gauge parameter.
In the general case it can be shown that the spectrum of PM fields in the multiplet is
in one-to-one correspondence with the spectrum of irreducible sp(2) components in the
sp(2)-module of polynomials in T¯ , ¯, S¯ of order not higher than ℓ−1. In other words this
is a direct sum of symmetric tensor powers up to order ℓ−1 of the standard 3-dimensional
sp(2)-modules. To eliminate multiplicities one needs to keep only one irreducible module
at each homogeneous component: the one whose highest weight vector have the form
¯kψk with ψk totally traceless. Multiplicities necessarily contain sp(2)-invariant element
S¯2− 4¯T¯ . Indeed, the irreducible modules of sp(2) are realized on sp(2)-traceless (with
respect to the invariant metric) tensors. Those proportional to S¯2 − 4¯T¯ are hence the
multiplicities. But such elements are not present as the condition S2 − 4T is contained
among the constraints (4.15).
5 Boundary values in the (gauge-) covariant approach
The paper started in Section 2 (see also [18]) with a general discussion of boundary be-
havior in terms of intrinsic AdS geometry. Using the simplest example of a massive AdS
scalar field, we already introduced the notion of boundary values and discussed various
subtleties such as the presence of obstructions to the extension in the bulk.
5.1 Boundary data for partially massless fields
According to [18] the description of the boundary values is achieved by considering a
constrained system determimining AdS field as defined in the vicinity of the hypercone
X2 = 0 (rather than on the hyperboloid X2 = −1) and interpreting it in terms of homo-
geneous fields defined on the hypercone. Here we explicitly concentrate on boundary val-
ues with shadow-type asymptotic behaviour and hence employ the equation (4.2) or (4.4)
where the homogeneity degree is fixed by ∆− = t+ 1− s. For definiteness we use (4.2).
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The current-type boundary values are obtained in exactly the same way using a different
constrained system involving ∆+ in the homogeneity constraint (see Section 5.4).
This prescription can be made fully gauge-covariant by using the BRST operator (4.5).
In this form the prescription of boundary values is understood as a map that sends a gauge
theory (with unconstrained gauge parameters) on AdS space to another gauge theory on
the conformal boundary whose gauge parameters are also unconstrained. However, even
this form of the map is somewhat implicit because the same Ψ encodes fields defined on
the hyperboloid and their boundary values defined on the projective hypercone. In order
to make it explicit, one passes to the parent description.
In parent terms, the map that sends a bulk gauge theory to the boundary one simply
amounts to considering the generating function Ψ to be defined on the boundary and
replacing the AdS connection ω and compensator V with their conformal counterparts
in (4.8) so that the system is determined by the BRST operator of the same structure
Ωconf = ∇ +Q , Ψ = Ψ(xa, θa|Y, P, b) , (5.1)
where Ψ is subject to the same target space constraints, the variables xa, θa denote the
coordinates on the conformal boundary and their De Rham differentials, and∇ and V are
the conformal connection and the compensator. In this way, the map indeed sends a gauge
field theory defined on the hyperboloid to a gauge field theory defined on its conformal
boundary.
Let us spell out explicitly the structure of the conformal compensator and covariant
derivative. In a suitable local frame e±, ea one can assume V + = 1, V − = V a = 0 and
(see [22, 18] for more details)
∇ = d− ωab (yb ∂∂ya + p
b ∂
∂pa
)− ea[(Y + + 1) ∂
∂ya
− ya ∂∂Y − + P
+ ∂
∂pa
− pa ∂∂P− ] . (5.2)
Adjusting the frame and local coordinates one can in addition put ω = 0 and ea = θa.
To make contact with the considerations of [18], we observe that the gauge A = 0
admissible for the bulk system (4.8) is also admissible for the boundary system (5.1) by
the same reasoning. In this gauge (4.8) reduces to the conformal version of (4.11)-(4.12),
i.e. the same system but with F depending on xa and AdS ω, V replaced with their
conformal counterparts. For t = 1 this is precisely the equations of motion and gauge
tranformations for boundary values obtained in [18]. We have thus confirmed that going
to the boundary commutes with the partial gauge condition employed in [18].
The following important remark is in order. Although we extensively use BFV-BRST
formalism to describe gauge theories the involved BRST differentials are not necessarily
proper in the sense that they do not always take into account all the gauge symmetries of
the equations. For instance, the above parent BRST operator for PM fields is proper while
its conformal counterpart describing boundary values is in general not. Indeed, taking the
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scalar field s = 0 as an example and assuming d 6= 2ℓ the BRST operator for boundary
values describes off-shell system with trivial equations and no gauge symmetries. In the
standard considerations such BRST operator is regarded as non proper as it does not take
into account the gauge symmetries (e.g. shifts by an arbitrary parameter) present in the
system. This supports the point of view that not only proper BRST differentials are of
primary importance.
To complete the discussion of the general aspects of boundary values let us note that
the way we describe boundary values is directly analogous to obtaining the Hamiltonian
formulation which, from this perspective, can be seen as a theory of boundary values
of fields with the boundary being the surface of initial data. To illustrate this point, in
Appendix B.2 we consider a toy model of the Klein-Gordon field on flat spacetime and
show that the parent approach to boundary values indeed reproduces the Hamiltonian
phase space for the Klein-Gordon field.
5.2 Boundary values in terms of components
We now explicitly analyze the partially gauge fixed system describing the boundary val-
ues. For this we find it more convenient to work with the formulation based on (4.4). The
respective counterpart of (4.11) reads explicitly as
∇F = 0 , F = SF = TF = S¯†F = ((Y + V ) · ∂Y +∆)F = 0 , (5.3)
where F = F (x|Y, P ) and ∆ = t + 1 − s. The gauge parameters λ satisfy the same
equations but with ∆ = 1− s and the gauge law is δF = (S†)tλ.
Constraints ∇, (Y + V ) · ∂Y , S¯† uniquely fix the dependence of F on ya, Y +, P+ in
terms of φ(x|u, w, p) = F |ya=Y +=P+=0 where u := Y − and w := P−. If φ describes a
spin-s PM field, then (pa ∂
∂pa
+w ∂
∂w
− s)φ = 0 and the remaining equations take the form
(these are direct generalizations of Eqs. (5.12)-(5.14) from [18])
˜φ+
∂
∂u
(
d− 2∆− 2u ∂
∂u
)
φ =0 , (5.4)(
∂
∂p
· ∂
∂x
)
φ+
∂
∂w
(
d−∆− 1 + s− 2u ∂
∂u
− w ∂
∂w
)
φ =0 , (5.5)(
∂
∂p
· ∂
∂p
)
φ− 2u
(
∂
∂w
)2
φ =0 , (5.6)
where ˜ = 0 + 2(p · ∂∂x) ∂∂w + p2( ∂∂w )2. The equations corresponding to the gauge
parameter are obtained for ∆ = 1− s and s should be replaced by s− t.
Let us analyze what these equations encode for the PM field itself, i.e. for ∆ =
1 + t − s. At u = 0 the coefficient in (5.5) never vanishes because t6 s. Just like in the
massless case for d even the general solution is parametrized by two functions of x and p:
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φ00 := φ|u=w=0 and ψℓ, where the latter enters φ as uℓψℓ with ℓ = 12(d−2∆) = d−22 +s−t.
Both are subject to some conformal equations, as explained below.
Repeating the analysis of [18] in the present case one finds equations for φ0 := φ|u=0
encoded in those for φ(x, p, w)
˜ℓφ0 = 0 ,(
∂
∂p
· ∂
∂x
)
φ0 +
∂
∂w
(2ℓ+ t− ∂
∂w
)φ0 = 0 ,
(
∂
∂p
· ∂
∂p
)
φ0 = 0 .
(5.7)
Just like in the massless case considered in [18] the second equation determines φ0 in
terms of φ00 = φ0|p−=0 while the third equations says that φ00 is traceless. At the same time
the first equation imposes differential equations on φ00. More precisely, (˜
d−2
2
+s−tφ0)|w=0 =
0 is in fact invariant under gauge transformations with unconstrained parameter while the
remaining equations encoded in ˜d−22 +s−tφ0 = 0 are partial gauge conditions. Note that
the conformal equations encoded in (5.7) fit into the classification [25] and also belong to
the class of conformal gauge fields described in [26].
As for equations for ψℓ(x, p) one finds the partial conservation condition(
∂
∂p
· ∂
∂x
)t
ψℓ = 0 , (5.8)
in agreement with [38].
As an example let us consider the case d = 4 and t = s (i.e. maximal depth) where
the equations are of second order. The first equation at w = 0 gives
0φ
0
0 −
2
3
(p · ∂
∂x
)(
∂
∂p
· ∂
∂x
)φ00 +
1
6
p2(
∂
∂p
· ∂
∂x
)(
∂
∂p
· ∂
∂x
)φ00 = 0 (5.9)
To obtain the explicit form of gauge transformations one repeats the analysis for the gauge
parameter. In terms of λ00(x) (in the present case s = t, λ is independent of p) the gauge
transformation for φ0 read as
δφ00 =
(
(pa
∂
∂xa
)2 − 1
4
papa0
)
λ00 . (5.10)
The gauge invariance of (5.9) can be easily checked directly. Note that these are precisely
the conformal spin 2 equations from [9] (see also [54]) which, thanks to conformal in-
variance, can also be seen as equations on AdS4. More precisely, equations describing
s = t = 2 PM fields. Analogous remark applies to s = t = 1 case.
More generally, the higher-depth FT equations are of order d − 2 + 2(s − t) in the
derivatives. One can notice that in d = 4 and for maximal depth t = s they are of
second order. Again, because of conformal invariance they can be seen as second order
equations for gauge fields on AdS4 with a gauge law of order t in derivatives. However,
these conformal fields do not seem to coincide with PM fields of maximal depth t = s in
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AdS4 for s > 2. 5 We do not discuss (higher-depth) FT equations here in more details
because later in Section 6 we present the gauge-invariant and manifestly conformal form
of them.
5.3 Relation to the unfolded formulation
If one does not want to use partial gauge conditions a possible way to study the gauge
invariant system (5.1) is to reduce it further to the unfolded formulation and compare
with the known unfolded forms of conformal gauge fields [26]. According to the general
prescription of [19, 20, 55] the unfolded formulation can be arrived at by eliminating a
maximal amount of purely target space contractible pairs. In the case at hand this implies
reduction to the cohomology of Q = S† ∂
∂b
i.e. the target space part of the total BRST
operator.
Because there is only one target space ghost variable left (ghost momenta b) the Q
cohomology can be found at target space ghost degree −1 and 0. For degree −1 the
coboundary condition is missing and the cohomology can be identified with the subspace
of elements of the form b φ(Y, P ) with φ satisfying
φ = Sφ = Tφ = (S¯†)tφ = (U− − t+ 1)φ = S†φ = 0 , (5.11)
so that φ can be represented as polynomial φ(Y + V, P ) with coefficients associated to
totally traceless 2-row Young tableaux with 1st row of length s − 1 and 2nd of length
s − t. So that at degree −1 one has exactly the same space as for AdS PM fields. This
is a general feature: the unfolded formulation of boundary values with ∆− asymptotic
has the same 1-form sector as its AdS counterpart. Similar observation is known in the
unfolded approach [27] to boundary dynamics. More generally, the sector of 1-forms
coincides with the space of inequivalent reducibilities as is clear from the cohomological
characterization of both spaces.
Let us now turn to the degree 0 sector. The cohomology can be identified with the
following quotient space:
φ ∼= φ+ S†χ , φ = Sφ = Tφ = S¯†φ = (U− − 2)φ = 0 , (5.12)
where φ = φ(Y, P ) and for simplicity we have restricted to t = 1 case. In fact, we
have implicitly described this space in [18]. Although it is difficult to explicity solve the
constraints in terms of Y -variables, the solution can be explicitly characterized in terms
of the auxiliary d-dimensional space by allowing φ to depend on extra coordinates xa and
uniquely fixing this dependence through ∇φ = 0. For this to be always well-defined we
take formal power series in xa in contrast to the considerations of Section 5.2 and [18]. In
5We thank E. Joung and K. Mkrtchyan for a useful discussion of related issues.
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spite of this difference all the computation remain valid and we conclude that this space is
nothing but the space of solutions to (higher-depth) gauge fixed FT equations in the space
of formal series in xa. In these terms, the equivalence relation in (5.12) takes a quotient
with respect to the residual gauge symmetry. One concludes that the 0-form sector is
indeed that of FT fields.
5.4 Current-type asymptotics
In the partially massless case the dual choice of the asymptotic behaviour is to take
∆ = ∆+ = d − ∆− = d + s − 1 − t. Just like in the massless case the implemen-
tation of this asymptotic behavior in a gauge invariant and manifestly o(d, 2)-invariant
way requires modification of the constraints by the automorphism P → ∂
∂P
, ∂
∂P
→ −P
[18]. In addition, one employs a different subalgebra of constraints to generate gauge
transformations (in terms of the BRST description this amounts to shifting the ghost de-
gree). The simple rule is that one changes the representation for all the ghosts except those
associated to the constraints of vanishing homogeneity in P (i.e. U−, in our case).
Starting with (4.4) one ends up with
Φ = (NX + d+ s− t− 1)Φ = (S)tΦ = 0 ,
Φ ∼ Φ+ S†χ1 + S¯χ2 + T¯ χ3 ,
(5.13)
where the parameters χα are subject to the gauge parameter version of the same con-
straints (see [18] for general discussion of constraints on gauge parameters). When con-
sidered on the domainX2 < 0 of Rd,2\{0} this system of constraints is equivalent to (4.4).
The same applies to the parent formulations based on (5.13).
According to the general prescription, the boundary values associated with current-
type boundary behavior are described by the same constrained system but defined in the
vicinity of the hypercone rather than the hyperboloid. Expanding the constraints around
the point X+ = 1, X− = xa = 0 (a rigorous argument can be done using the parent
formulation where compensator V A plays a role of a point around which the expansion is
done) one finds that the first two constraints eliminate the dependence on X+, X−. The
4th and 5th allow to gauge away P+ and P− while the last one allows to assume the field
traceless. Finally the remaining 3rd constraint imposes the partial conservation condition
( ∂
∂xa
∂
∂pa
)tφ00(x, p) = 0.
Alternatively one can start with the constrained system (4.2). In this case, the con-
straints (S)t and S¯ in (5.13) are respectively replaced by S and (S¯)t. To see that the
resulting system describes partially conserved currents one modifies the above argument
as follows: gauge transformation generated by (S¯)t allows to get rid of the dependence
on (P−)l with l> t only. In such a subspace the remaining constraint SΦ = 0 implies
( ∂
∂x
· ∂
∂p
)tφ00 = 0
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Let us stress that boundary values with ∆+ (i.e. current-type) asymptotics are not
gauge fields. This can be traced to the fact that the bulk gauge transformations become
Stu¨ckelberg near the boundary and hence do not determine genuine (not equivalent to
algebraic) gauge transformations of the boundary values.
To complete the discussion of boundary values in the gauge covariant approach, in
Appendix B.1 we show how the formulation of boundary values can be obtained in terms
of curvatures using spin-1 field as a simple example.
5.5 Massive fields
For a masive spin s field an ambient formulation is based on essentially the same con-
strained system (see [45, 46] for more details)
TΦ = SΦ = Φ =
(
X · ∂
∂X
+∆
)
Φ = 0 , Φ ∼= Φ+ S†χ (5.14)
where ∆ is generic (in particular, ∆ 6= d/2 − ℓ with positive integer ℓ). In this case the
gauge symmetry can be fixed by imposing S¯†Φ = 0 as a gauge condition. Equations are
again the same except for the coefficients involving ∆. Because ∆ is generic none of
them vanishes and the boundary value is an off-shell traceless field of weight ∆.
6 Manifestly conformal formulations
6.1 Higher-order singletons
In terms of the ambient space the higher-order singleton can be described as follows.
Consider the following equations for an ambient space scalar
ℓΦ = 0 , (H + ℓ+ 1)Φ = 0 , (6.1)
where H = −X · ∂X − d+22 . Note that E = , F = −¯ and H satisfy the standard
sp(2)-relations. In particular, H = [E, F ].
For ℓ a positive integer, one finds the following gauge symmetry
δλΦ = ¯λ (6.2)
where λ is subject to
ℓλ = 0 , (H + ℓ− 1)λ = 0 . (6.3)
The consistency can be easily checked using
[ℓ, ¯] = −ℓ−1ℓ(H + ℓ− 1) (6.4)
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which is (4.3) with t = ℓ. The gauge symmetry is right enough to assume the field to
be defined on the hypercone. Using the homogeneity condition allows one to restrict the
ambient field Φ to the conformal space Xd (seen as a section of the hypercone) and obtain
a conformal scalar field φ0 of weight ∆ = d2 − ℓ. Finally, using suitable coordinates on
the conformal space the first equation in (6.1) implies the polywave equation (1.1).
Although the complete set of constraints does not form a Lie algebra, it is not difficult
to find a closed expression for the BRST operator 6. Introducing the Grassmann odd ghost
variables c0, c1, c−1 and their conjugate ghost momenta b0, b1, b−1 the Weyl symbol of the
BRST operator reads as
Ω = c1
(
P 2
2
)ℓ
+ c0(P ·X) + c−1X
2
2
+
+ c0(2c−1b−1 − 2ℓc1b1) + ℓc1c−1
(
P 2
2
)ℓ−1
b0 . (6.5)
It satisfies the quantum nilpotency Ω ∗ Ω = 1
2
[Ω,Ω]∗ = 0, where ∗ denotes the Weyl star
product determined by the graded commutators [XA, PB]∗ = δAB and [cα, bβ ]∗ = δαβ .
The explicit expression for the operator is obtained by representing the canonical
pairs (X,P ), (c1, b1), and (c0, b0) in the coordinate representation while (c−1, b−1) in
momentum representation and using the Weyl (symmmetric) ordering. In particular the
term proportional to c0 is
−NX − d+ 2
2
+ ℓ+ 1− 2ℓc1 ∂∂c1 − 2b−1
∂
∂b
−1
(6.6)
so that the constraint H+ ℓ+1 is reproduced for ghost-independent states. For ℓ = 1, the
expression (6.5) reduces to the standard BRST operator for the algebra sp(2). Note that
Ω does not have quantum corrections: it satisfies both the quantum [Ω,Ω]∗ = 0 and the
classical {Ω,Ω} = 0 master equations, where {, } denotes the Poisson bracket associated
to the ∗-product. Indeed, the quantum corrections to the Poisson bracket contain 3, 5, 7 . . .
derivatives of each argument and the explicit check shows that these do not contribute to
[Ω,Ω]∗.
An alternative description of the higher-order singleton can be constructed using the
following ambient system (c.f. Subsection 2.2):
Φ = 0 , (H + ℓ+ 1)Φ = 0 . (6.7)
For ℓ positive integer one finds the following gauge symmetry
δλΦ = (¯)
ℓλ (6.8)
6In fact, this set of constraints is of the type shown in [56] to admit a closed expression for the BRST
charge. Furthermore, the constraints determining PM fields and higher depth FT fields also belong to this
class.
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where λ is subject to
λ = 0 , (H − ℓ+ 1)λ = 0 . (6.9)
To check the consistency the following relation is useful
[, ¯ℓ] = −¯ℓ−1l(H − ℓ+ 1) , (6.10)
which is (4.3) with t = ℓ.
For the scalar singleton (ℓ = 1) the description based on (6.7) and the one based on
(6.1) explicitly coincide. In this case an ambient description of the singleton has been
originally proposed in [57] (see e.g. [22] for more details). Note also that the constrained
system with constraints X2, X · P, P 2 underlies the two-time physics approach [58].
It is less trivial to see that the two constructions are equivalent for all integers ℓ > 0.
As a possible argument, one can repeat the analysis of [18] (alternatively, Section 5.2 for
s = 0 and ∆ = d
2
− ℓ). One finds that the space of solutions to (6.7) has a submodule of
subleading solutions. These are elements that are proportional to (X2)ℓ (see Section 2.2).
An heuristic explanation of the close relation between the two constructions is the
Weyl-algebra automorphism X → − ∂
∂X
,
∂
∂X
→ X which relates the sp(2) generators via
the Chevalley automorphism: H → −H and it interchanges the remaining two E ↔ F .
For the latter two, one also exchanges the constraint which is imposed and the one that
generates gauge transformations, which is the reason why the homogeneity degree of the
scalar fields is the same though the generator H changed sign.
6.2 Higher-depth Fradkin–Tseytlin fields
The identification of (higher-depth) FT gauge fields as boundary values of (partially)
massless fields in the bulk gives a manifestly conformal description of them. However,
the ambient space system for boundary values simultaneously describes both the higher-
depth FT fields and the associated partially conserved currents. Although it is easy to
describe the former fields in terms of components as we did in Section 5.1 (depth-1
case was considered already in [18]) the manifestly o(d, 2)-covariant description is not
so straightforward.
We begin with the purely ambient picture. According to the general prescription, the
boundary data for PM fields is described by the same ambient constraints but consid-
ered in the vicinity of the hypercone. In terms of the generating function Φ(X,P ), the
constraints (4.2) take the form
Φ = SΦ = TΦ = S¯†Φ = (NX + t+ 1− s)Φ = (NP − s)Φ = 0 (6.11)
where we have explicitly restricted to the spin-s field and we are assuming d to be even.
At the moment we do not take into account the gauge invariance.
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Let us quotient the space of field configurations over the subspace of configurations
of the form ¯ℓλ where ℓ = d−2
2
+ s− t and λ satisfies
λ = Sλ = Tλ = S¯†λ = (NX + d+ s− t− 1)λ = (NP − s)λ = 0 . (6.12)
Note that the homogeneity degree in X is such that (6.12) is compatible with the con-
straintΦ = 0, as can be seen from the commutation relation (6.10). It is easy to see that
S¯†¯ℓλ = 0 while the constraints S¯ℓλ = T ¯ℓλ = 0 are fulfilled thanks to the algebra.
The remaining constraint in (6.11) is also fulfilled thanks to
NX(¯)
ℓλ = (¯)ℓ(NX + 2ℓ)λ = (s− 1− t)(¯)ℓλ . (6.13)
This factorization can be seen as an extra gauge transformation δΦ = ¯ℓλ.
The usual gauge transformation is δαΦ = (S†)tα, where α takes values in the space
of gauge parameters:
α = Sα = Tα = S¯†α = (NX − s+ 1)α = (NP − s+ t)α = 0 , (6.14)
We now quotient this space over the subspace of elements of the form ¯ℓ+tβ with β
satisfying
β = Sβ = Tβ = S¯†β = (NX + d+ s− 1)β = (NP − s+ t)β = 0 . (6.15)
The consistency check is a direct analog of that for the space of field configurations.
It turns out that (S†)t determines a well-defined map from equivalence classes of
gauge parameters α to equivalence classes of field configurations Φ and hence the respec-
tive gauge theory is well-defined. Indeed, gauge parameter α = ¯ℓ+tβ gives rise to the
field configuration of the form ¯ℓλ as
(S†)t¯ℓ+tβ = ¯ℓλ(β) , (6.16)
for some λ(β). Moreover, λ(β) satisfies (6.12). To see this one acts by on both sides of
the above relation and gets zero in the left hand side and ¯ℓλ(β) in the right hand one.
Because ¯ℓ has trivial kernel λ(β) = 0. Similarly, acting with S¯† gives S¯†λ(β) = 0 so
that Tλ(β) = Sλ(β) = 0 thanks to the algebra. Consider as an example the case t = 1:
S†(¯ℓ+1β) = ¯ℓλ(β) , λ(β) = (ℓ+ 1)S¯β + ¯S†β . (6.17)
That λ(β) is indeed annihilated by S, S¯†, T, as well as NX + d+ s− 2 can be checked
directly.
The consistent factorization described above eliminates the partially-conserved cur-
rent configurations from the boundary data encoded by constraints (6.11). To see this let
us turn to the parent formulation where XA is replaced with Y A+V A. In the frame where
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V + = 1, V − = V a = 0 the constraint (¯)ℓ = (Y −)ℓ + . . . and taking the quotient with
respect to this constraint eliminates the conserved current configurations as according to
the analysis of Section 5.1 (see also [18]) such configurations enter the formulation as
(Y −)ℓ.
Let us also present the corresponding description in the manifestly local and fully
gauge covariant formulation using the parent BRST approach. To start, consider the
space of polynomials in the variables P and in the ghost b, gh(b) = −1 with coefficients
that are formal power series in Y . The target space BRST operator is Q = (S†)t ∂
∂b
. Let
H denote the subspace singled out by
Ψ = SΨ = TΨ = S¯†Ψ = (NP − s+ t b∂b)Ψ = 0 , (6.18)(
(Y + V ) · ∂Y − s+ 1 + t− t b∂b
)
Ψ = 0 . (6.19)
The conditions (6.11) and (6.14) for respectively Φ and α are reproduced by taking Ψ =
Φ + bα.
Let H0 be a quotient of H modulo the subspace of elements of the form ¯ℓ+t b∂bΛ
where Λ satisfies (6.18) and the following modified version of (6.19): ((Y + V ) · ∂Y +
d+ s− 1− t+ t b∂b
)
Λ = 0 so that for Λ = λ+ bβ the respective conditions on λ, β are
reproduced.
It is straightforward to check that Q determines a well-defined operator on the quo-
tient spaceH0, which we keep denoting by Q. Finally, the manifestly local and conformal
formulation of the higher-depth FT fields is given by the following parent BRST operator
Ω = ∇+Q . The string field Ψ(x, θ) takes values in the spaceH0. The o(d, 2)-invariance
is built in the construction because H0 is defined in terms of the o(d, 2)-invariant genera-
tors of sp(4) while ∇ is a flat o(d, 2)-connection. In particular the o(d, 2) transformation
with parameter fAB acts on the fields according to FAB (x)JBA , where JAB denotes a realiza-
tion of o(d, 2) on H and FAB (x) is a covariantly constant extension of fAB .
It would be interesting to investigate the relation of these generalized FT equations
for higher-depth with the higher-derivative Fronsdal-like equations and actions of [59].
6.3 BRST operator for higher-depth Fradkin–Tseytlin fields
Let us finally present even more transparent form for the system of the previous section,
where the factorization is implemented through the BRST operator as an extra gauge
invariance. To this end let us extend H by extra ghosts π and modify (6.19) as follows(
(Y + V ) · ∂Y − s + 1 + t− tb∂b + 2(ℓ+ tb ∂∂b )π
∂
∂π
)
Ψ = 0 , (6.20)
This constraint determines the homogeneity in Y + V of elements with definite ghost
dependence. In particular, for the homogeneity of ψ0, bψb, πψπ, bπψbπ one respectively
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gets
−s + 1 + t , −s + 1 , d+ s− 1− t , d+ s− 1 . (6.21)
Because the constraints are nonlinear the respective BRST operator should involve
(higher) structure operators and could be of higher rank. However as we only have two
ghosts and both are fermionic it can only be cubic in ghosts. Moreover, it can even be
found explicitly:
Q′ = (S†)t(1− π ∂
∂π
)
∂
∂b
+ (¯)
ℓ+t b
∂
∂b
∂
∂π
+ Ftπ
∂
∂π
∂
∂b
, (6.22)
where the operator Ft is defined as follows (S†)t¯ℓ+t = ¯ℓFt. Its explicit form can be
found recursively. In particular for t = 1 one finds
F1 = (ℓ+ 1)S¯ + ¯S
† . (6.23)
The respective manifestly conformal parent formulation is also immediately obtained by
taking Ω′ = ∇ +Q′ and Ψ = Ψ(x, θ|Y, P, b, π) where Ψ is subject to (6.18) and (6.20).
To complete the discussion of o(d, 2)-covariant formulations of higher-depth FT fields
let us mention that, just like the order-ℓ singleton can be described in two equivalent
ways (6.1) and (6.7), a spin-s depth-t FT field also admits a second description based
on ℓΦ = 0 with ℓ = d−2
2
+ s− t and the gauge symmetry generated by ¯. However,
compatibility with the gauge invariance requires to adjust the remaining constraints. The
resulting set of constraints is related to the one considered above by an automorphism of
the algebra sp(4). Note also that an alternative manifestly conformal description can be
constructed using constraints (4.2) in place of (4.4).
6.4 Higher-depth shadow fields
The manifestly conformal description of higher-depth shadow fields is obtained by a di-
rect generalization of the case t = 1 proposed in [18]. In ambient terms, one has
S¯†Φ = 0 ,
(
U− − (t + 1)
)
Φ = 0 , Φ ∼ Φ + (S†)tλ
Φ ∼ Φ+ ¯χ1 + S¯χ2 + T¯ χ3 .
(6.24)
The precise definition of the system is as follows: one first takes into account the equiv-
alence relation of the second line; the operators involved in the 2 constraints and in the
equivalence relation of the first line are well defined on the quotient space defined by the
second line. This determines a consistent gauge system. Alternatively, one can introduce
a BRST operator implementing all the constraints or use the BRST operator only for the
constraints generating gauge transformations (as explained in [18]).
To see that the equations (6.24) indeed describe higher-depth shadow fields let us
expand this system around the point X+ = 1, X− = xa = 0. Gauge transformations
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generated by ¯, S¯ and T¯ are enough to eliminate the dependence on X−, P− and assume
TΦ = 0. The constraints U−− t− 1 and S¯† uniquely fix the dependence on X+ and P+.
The remaining gauge transformation generated by (S†)t is precisely that for depth-t gauge
fields. The rigorous proof can be given using the parent formulation based on the BRST
operator for the above system which also gives a genuine gauge invariant and manifestly
conformal description of the higher-depth shadow fields. This is spelled out in details in
Appendix B.3.
Let us also present a concise constrained system describing a reducible multiplet of
higher-depth shadow fields. It is directly related to the one of Section 4.4 for PM fields.
More precisely, these fields are off-shell boundary values for the respective PM fields. As
usual, the off-shell boundary values are obtained by replacing all the trace constraints by
a gauge equivalence factoring out the same traces, i.e. by replacing , T, S by ¯, S¯, T¯
in the expressions of the constraints and reinterpreting them as gauge generators. In
particular, applying this to (4.15) we arrive at
S¯†Φ = (U− − 2) Φ = 0 , Φ ∼ Φ+ S†χ
Φ ∼ Φ+ ¯ℓ1S¯ℓ2S¯ℓ3λℓ1ℓ2ℓ3 + (S¯2 − 4¯T¯ )λ0 , ℓ1 + ℓ2 + ℓ3 = ℓ .
(6.25)
It is assumed that one first takes into account the equivalence relation of the second line.
As before the operators in the first line are well-defined in the quotient. The only extra
check is to observe that the equivalence relation associated to S¯2− 4¯T¯ doesn’t spoil the
consistency. This is clear as S¯2 − 4¯T¯ commutes with S†, S¯†, U−.
6.5 Partially conserved currents
In addition to the ambient description of partially conserved currents as current-type
boundary values of PM bulk fields (i.e. the constraints (5.13)) there is another one, which
generalizes the ambient description [60] of the usual conserved currents: Starting with
the constraints (4.2) let us apply the automorphism X → −∂X , ∂X → X and exchange
the role of some constraints. The result is
TΦ = (S)tΦ = S¯†Φ = (U+ − 3− t) = 0 , Φ ∼ Φ + ¯χ1 + S¯χ2 . (6.26)
This formulation can be seen as an o(d, 2)-covariantization of the equations (3.8) in the
sense that the first two constraints are the lift of (3.8) and the other four constraints (two
imposed, two quotiented) imply that the lift of the current j to the ambient tensor field Φ
is one-to-one.
6.6 Higher-depth conformal Killing tensors
The complete collection of standard conformal Killing tensors on conformally flat spaces
is well known [61] and is generated via the symmetric products of the conformal Killing
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vectors. Some of their higher-depth generalizations are also known. Both are elegantly
captured as irreducible modules of the conformal group (see [62] and refs therein). We
recall the latter facts and present a concise proof for them for the sake of completeness.
Lemma 2. In terms of the ambient space Rd,2\{0}, all the conformal Killing tensor fields
of spin s and depth t on the flat conformal space of dimension d > 2 can be obtained via
pull-back from traceless ambient Killing tensor fields, i.e. ǫ(X,P ) satisfying
S¯†ǫ = (S†)tǫ = (NX − s+ 1)ǫ = (NP − s+ t)ǫ = ǫ = Sǫ = Tǫ = 0 . (6.27)
The explicit form reads as
(X · ∂P )ǫ = (P · ∂X)tǫ = (X · ∂X − s + 1) ǫ = (P · ∂P − s+ t)ǫ = 0 ,
(∂P · ∂X)ǫ = 0 , (∂X · ∂X)ǫ = 0 , (∂P · ∂P )ǫ = 0 .
(6.28)
It follows the tensor is associated to a Young tableaux with two rows of length s − 1
and s − t respectively. Such tensors span the finite-dimensional o(d, 2)-module D(1 −
s, s − t) discussed in Subsection 3.2. By comparing to (4.13) with the extra condition
(NX − s + 1)λ = 0, one can see that the above conformal Killing tensors are in one-to-
one correspondence with the global reducibility parameters of the respective PM field.
Let us also give a different characterization of the generalized conformal Killing ten-
sors.
Lemma 3. In ambient terms the spin s and depth t conformal Killing tensors can be
described by the following constrained system
S¯†ǫ = (S†)tǫ = (NX − s+ 1) ǫ = (NP − s + t)ǫ = 0 ,
ǫ ∼ ǫ+ ¯χ1 + S¯χ2 + T¯ χ3 .
(6.29)
It is understood as follows: one first implements the equivalence relation of the second
line and then takes the kernel of the operators of the first line in the respective quotient
space.
Note that all the operators present in the first line are well defined in the quotient as they
preserve the ideal of elements generated by ¯, S¯, T¯ .
By comparing with (6.24) one observes that these are exactly global reducibility pa-
rameters for depth t and spin s shadow fields. Hence, they are by definition the respective
conformal Killing tensors. The equivalence of the above two descriptions is obvious if
in (6.29) one can assume that ǫ and parameters χα are polynomial in X,P because in this
case one can always choose a tracless representative of the equivalence class so that (6.29)
reduces to (6.27) and hence prove both Lemmas. A more careful argument not assuming
polynomiality is given in Appendix B.3.
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7 Background fields for higher-order singletons
7.1 Maximal symmetry algebra of higher-order singletons
The corresponding algebra of higher symmetries is already known. It was recently found
by Eastwood-Leistner (for ℓ = 2) [11] and Gover-Silhan (for any integer ℓ) [12] (even
the star-product has been studied [63]) and is the generalization of the celebrated result of
Eastwood on the maximal symmetry algebra of the d’Alembert equation (for ℓ = 1) [5].
The following lemma, which was obtained through the successive works [5, 11, 12], is
important from the present perspective because it should be interpreted as a new candidate
HS algebra. Along the lines of [6], we provide an independent concise proof of this
important result in order to be self-contained and to prepare the ground for the analysis
of the nonlinear system.
Consider the singleton of order 2ℓ defined as the conformal primary of weight ∆− =
ℓ−d/2 in the kernel of the polywave operatorℓ0. The maximal algebra of its symmetries
is the algebra of differential operators D on the flat conformal space Xd that preserve
the polywave equation (in the sense that ℓ0D = Cℓ0 for some differential operator C)
modulo the trivial symmetries (defined as D = Bℓ0 for some differential operator B).
Lemma 4. [12] The maximal algebra of symmetries of the conformal ℓ-th power of the
d’Alembertian decomposes, as an o(d, 2)-module, as
A =
∞⊕
s=0
ℓ⊕
m=1
K2m−1s (7.1)
where Kts is the space of depth t and spin s conformal Killing tensors,which can be iden-
tified with the polynomials satisfying (6.27), i.e. the o(d, 2)-moduleD(1− s, s− t).
A direct characterization of the space of higher symmetries is given by the following
Proposition 5. As an o(d, 2)-module the algebra of higher symmetries of ℓ0 is isomor-
phic to the subspace of polynomials in XA, PA satisfying
S¯†ǫ = U−ǫ = S†ǫ = 0 ,
(S2 − 4T) ǫ = 0 , ℓ1Sℓ2T ℓ3ǫ = 0 , (7.2)
where ℓ1 + ℓ2 + ℓ3 = ℓ.
In Appendix B.4 we give a new proof of Lemma 4 and the characterization of higher
symmetries provided by Proposition 5. We use the first quantized BRST technique where
the higher symmetries are identified with inequivalent observables of the quantized order-
ℓ singleton described by the BRST operator (6.5). The respective algebra is simply the
algebra of its quantum observables.
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Lemma 4 suggests the existence of a consistent nonabelian HS gauge theory based
on the Eastwood-Leistner-Gover-Silhan algebra for any integer ℓ. The considerations of
Subsection 6.6 then suggests that the corresponding AdS spectrum is a tower of PM fields
of all spins and of odd depths from 1 to 2ℓ− 1.
A further heuristic evidence in favor of the proposal is the o(d, 1)-decomposition
match between the 0-form and 1-form modules, that should respectively correspond to
the “twisted adjoint” and “adjoint” modules of the corresponding HS algebra.
Decomposition of the adjoint module: As explained above, the irreducible o(d, 2)-
module D(1− s, s− t) of on-shell global reducibility parameters of a spin-s and depth-t
(s > t > 1) PM field is labeled by a two-row Young diagram with first row of length s−1
and second row of length s − t, which decomposes as the direct sum of the irreducible
o(d, 1)-modules labeled by all two-row Young diagrams with first row of length ℓ1 and
second row of length ℓ2 such that
ℓ2 6 ℓ1 , s− t 6 ℓ1 6 s− 1 , 0 6 ℓ2 6 s− t . (7.3)
For fixed depth t but for spin s ranging over all integers (s > t are the only non-degenerate
cases), one gets the whole collection of all two-row Young diagrams where each of them
appears with multiplicity t. Indeed any two-row Young diagram Y = (ℓ1, ℓ2) can be
completed to t Young diagrams Yn = (ℓ1+n, ℓ1− t+n) where n = 0, 1, . . . , t−1 which
correspond to spins s = ℓ1 + n+ 1 ranging from ℓ1 + 1 till ℓ1 + t.
Decomposition of the twisted-adjoint module: As stated without proof in [43], the
generalized Weyl tensor of a spin-s and depth-t (s > t > 1) partially massless field spans
the irreducible o(d, 1)-module labeled by a two-row Young diagram with first row of
length s and second row of length s− t. More generally, the Weyl-module spanned by all
independent on-shell gauge-invariant derivatives of a spin-s and depth-t partially massless
field should be described by the infinite collection of all two-row Young diagrams with
first row of length ℓ1 and second row of length ℓ2 such that
ℓ2 6 ℓ1 , s 6 ℓ1 , s− t+ 1 6 ℓ2 6 s . (7.4)
For fixed depth t but for spin s ranging over all integers, one gets the whole collection of
all two-row Young diagrams where each of them appears with multiplicity t.
7.2 Background fields for a given constrained system
Given a constrained system (usually a quantized spinning particle or string) there is a
natural way to associate to it a set of gauge fields which, in general, are subject to nonlin-
ear constraints and nonlinear gauge symmetries. These form a natural set of background
fields to which the respective spinning particle or string couples minimally. This concept
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was discussed in the context of String Field Theory in [64] and in [29] for conformal HS
fields. Here we mainly follow [31] where the case of general constrained system has been
considered using BRST framework. In the context of not necessarily conformal HS fields
the concept of background fields have been also employed in [31, 32, 65] (see also [30]).
Let us consider a quantum constrained system with constraints Tα(x̂, p̂). Suppose the
constraints are first class so that
[Tα, Tβ ] = U
γ
αβTγ , (7.5)
for some given operators Uγαβ . Here and below we assume that the operators of space-
time coordinates x̂µ and their conjugate momenta p̂µ are represented in the coordinate
representation while the remaining degrees of freedom are represented in terms of the
intrinsic representation space H. In this way, the total represenation space is the space of
H-valued wave functions, i.e. H-valued functions of xµ. If eA denotes a basis in H and
eB its dual, then in components we get Tα = TAαB(x̂, p̂)eA ⊗ eB. Instead of working with
differential operators in xµ we choose to work in terms of their Weyl symbols depending
on x, p and hence replace operator multiplication with the Weyl star product (tensored
with the operator product in the internal space).
Given this data consider generating functions Θα(x, p) = ΘAαB(x, p)eA⊗eB for back-
ground fields and subject them to the following equations:
[Θα,Θβ]∗ −Υγαβ(x, p) ∗Θγ = 0 (7.6)
along with the gauge symmetries
δΘα = [Θα, λ]∗ + χγα ∗Θγ . (7.7)
Here, Υγαβ are symbols of some operators and λ(x, p), χ(x, p) are gauge parameters. Note
that (7.7) are natural gauge symmetries of (7.6).
The above relation and symmetry are nothing but the well-known defining relation for
the first class constraints and the natural equivalence in the choice of constraints. Now
these are interpreted as equations of motion and gauge symmetries of a field theory whose
fields are encoded in Θα and whose gauge parameters are in λ, χαβ . These fields have a
natural interpretation as background fields coupling minimally to the quantized “particle”
described by Tα.
To make the relation of the above background fields to the starting point quantum
constrained system more explicit, one observes that Θα = Tα is a particular solution
to (7.6) for which Υγαβ = Uγαβ . Interpreting it as a vacuum solution it is instructive to
linearize the system around. The linearized equations of motion take the form (here Ψα
denotes the perturbation, i.e. Θα = Tα +Ψα)
[T[α,Ψβ]]∗ − Uγαβ ∗Ψγ − uγαβ ∗ Tγ = 0 , (7.8)
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for some operators uγαβ. For the linearized gauge tranformations one gets
δΨα = [Tα, λ]∗ + χγα ∗ Tγ . (7.9)
Let us note that it is often possible to consistently truncate the gauge symmetries of
the background fields by e.g. putting to zero the parameters χαβ in (7.9). For instance
the nonlinear off-shell system proposed in [30] to describe off-shell higher spin fields on
Minkowski space belongs to this class (see [31] for details on the relationship). Let us
mention also the nonlinear off-shell systems [45] for (AdS) higher spin fields which also
belong to this class.
7.3 Global symmetries and deformations
The linearized equations (7.8) and (7.9) can be given an alternative interpretation solely
in terms of the starting point constrained system. Indeed, given a constrained system with
the constraints Tα one naturally considers global symmetries of the equations of motion
Tα(x̂, p̂)Φ = 0. These are given by symbols λ satisfying
[Tα, λ]∗ + χγα ∗ Tγ = 0 , λ ∼ λ+ ρα ∗ Tα (7.10)
for some χγα, ρα.
At the same time taking δΨ = 0 in (7.9) one arrives at the equations for global re-
ducibility parameters [Tα, λ]∗ + χγα ∗ Tγ = 0 . Taking into account gauge equivalence
of reducibility parameters it follows the global symmetries are in one-to-one correspon-
dence with the global reducibility parameters for the linearized gauge transformation of
the background fields. Furthermore, relations (7.10) are nothing but a definition of in-
equivalent observables of the quantum constrained system. To conclude, the following
three spaces coincide: observables of the quantum constrained system, reducibility re-
lations for the associated background fields, and global symmetries of the equations of
motion TαΦ = 0. As we are going to see all these three spaces are different interpretations
of a single cohomology group.
For the constrained system with constraints Tα, one can study its consistent deforma-
tions, i.e. infinitesimal deformations of the consraints Tα such that they still form a closed
algebra and hence still determine a consistent constrained system. Requiring Tα + Ψα to
form a close algebra gives:
[T[α,Ψβ]]∗ + U
γ
αβ ∗Ψγ + uγαβ ∗ Tγ = 0 (7.11)
where we have explicitly introduced first order deformation u of U . Comparing with (7.6)
and taking into account gauge equivalence one finds that first order deformations of the
constrained system are one-to-one with the configurations of the associated background
fields.
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7.4 Batalin–Fradkin–Vilkovisky description of background fields
The description of background fields can be performed in a very concise and mathe-
matically clear form using the BFV-BRST language. Using ghost variables cα and their
conjugate momenta bα one introduces nilpotent BRST operator
Ω = cαTα − 12 c
αcβUγαβbγ + . . . (7.12)
where dots denote terms of order 2 and higher in bα. As before we work in terms of
operator symbols. In particular for ghosts c, b we choose the “normal” ordering (more
precisely, corresponding to c on the left and b on the right).
Equations (7.6) and (7.7) appear as component equations of respectively
[Ξ,Ξ]∗ = 0 , δΞ = [Ξ,Λ]∗ , gh(Ξ) = 1 , gh(Λ) = 0 . (7.13)
Here Ξ and Λ are general symbols of the above ghost degrees. The identification of
components is as follows
Ξ = cαΘα − 12 c
αcβΥγαβbγ + . . . , Λ = λ+ c
αχβαbβ + . . . (7.14)
where dots denote terms of higher powers in ghosts. The system linearized around a
background (vacuum) solution Ξ = Ω reads as
[Ω,Ψ]∗ = 0 , δΨ = [Ω,Λ]∗ , (7.15)
where Ψ = cαΨα − 1
2
cαcβuγαβbγ + . . .. These respectively contain equations (7.8) and
(7.9) as component equations at lowest orders in ghosts.
In contrast to the discussion in the previous sections where only Θα were considered
as the generating functions for background fields now all component fields entering Ξ
(or Ψ for the linearized system) are at the same footing so that at first glance we have
more fields. A similar remark applies to gauge parameters. However, all the higher
components in Ξ and Λ turn out to be generalized auxiliary. Indeed, if Ω is proper (i.e. all
reducibility relations are taken into account) they are uniquely determined by the lowest
components Ψα modulo gauge equivalence. This is also the case if one considers a full
nonlinear system around the vacuum Ω. Indeed, it is a standard statement in the theory
of constrained systems that the BRST operator is uniquely determined by the constraints
modulo natural gauge equivalence so that all the (higher) structure functions of the gauge
algebra along with the higher components in Λ are auxiliary fields, Stu¨ckelberg fields and
associated gauge parameters from the present perspective.
Assuming Ω proper, one concludes that inequivalent configurations for background
fields are one-to-one with the cohomology of the adjoint action of Ω at ghost degree 1. In
this form it is obvious that these are the same as consistent deformations.
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In BRST terms, global reducibility parameters of the linearized background fields are
described by
[Ω,Λ]∗ = 0 , Λ ∼ Λ+ [Ω,Ξ]∗ , gh(Λ) = 0 , gh(Ξ) = −1 , (7.16)
and hence coincide with adjoint cohomology at ghost degree 0. These are global symme-
tries of the equations encoded in ΩΦ = 0 with gh(Φ) = 0. Alternatively, from the first
quantized point of view these are inequivalent observables.
In the same way inequivalent configurations of the linearized background fields are
described by
[Ω,Ψ]∗ = 0 , Ψ ∼ Ψ+ [Ω,Λ]∗ , gh(Ψ) = 1 , gh(Λ) = 0 , (7.17)
and hence are inequivalent consistent deformations of the constrained system described
by Ω.
The following important comment is in order: with a given operator Ω one can as-
sociate a family of gauge invariant equations of motion. Indeed, consider equations of
motion and gauge transofrmations
ΩΦ(x, c) = 0 , Φ ∼ Φ + Ωǫ(x, c) , gh(Φ) = k , gh(ǫ) = k − 1 (7.18)
where k is an integer and for definiteness we have represented ghost variabels in the
coordinate representation so that ĉα = cα and b̂α = ∂∂cα . The same result can be achieved
by choosing momenta representation for some of the ghost variables. In terms of the
starting point constraints this means taking one or another subset of Tα to generate gauge
transformations.
Although, gauge invariant equations encoded by Ω depend on k this is not the case
for background fields, consistent deformations, and global symmetries. Indeed, these are
determined by the adjoint action of Ω in the algebra of symbols and hence do not depend
on the choice of representation. One then concludes that all these objects are actually
associated to a family of gauge invariant equations.
The background fields encoded in Ξ can also be seen as background fields for free
gauge fieldΦ determined by (7.18). Indeed the equations of motion and gauge symmetries
for Φ over the background Ξ are obtained by replacing Ω with Ξ in (7.18), where e.g. ΞΦ
is understood as the action of operator associated to symbol Ξ on state Φ. Note that global
symmetries of gauge fields (7.18) are precisely the symmetries of the vacuum solution
Ξ = Ω. If one restricts to hermitean Ξ the coupling of Φ to background fields encoded in
Ξ is simply described by the action S = 1
2
〈Φ,ΞΦ〉. In the later case the ghost degree of
Φ should be compatible with that of the inner product.
Let us finally comment on the unfolded formulation for the background fields. Ac-
cording to [19, 20] the fields of the unfolded formulation is the cohomology of the starting
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point BRST operator in the formal space where x variables have been replaced with the
formal y-variables. More precisley, basis elements of the BRST cohomology at ghost
degree p give rise to p-form fields. In particular, the sector of 0-forms originates from
inequivalent solutions to equations of motion in the space of formal power series in y.
For the BRST operator D = [Ω, ·]∗ determining the linearized theory of background
fields these are describe by cohomology at ghost degree 1 because we use the conven-
tion gh(Ψ) = 1 (in the more conventional case fields are found in 0 degree component).
Furthermore, 1-form sector (gauge module) is associated to cohomology at ghost degree
0 and hence are one-to-one with observables of the starting point quantum constrained
system (which are, in turn, one-to-one with global symmetries of the associated linear
system ΩΦ = 0). Of course, the sector of 1-forms is also one-to-one with global re-
ducibility relations for linearized background fields.
7.5 Background fields for the higher-order singleton
We now consider a concrete quantum constrained system, namely the higher-order sin-
gleton. The Weyl symbol of the respective BRST operator is given in (6.5). Its adjoint
action has the following structure:
D = [Ω, ·]∗ = c1[T¯ ℓ, ·]∗ + c0U− + c−1S¯† + T¯ ℓ ∂∂b1 + S¯
∂
∂b0
+ ¯
∂
∂b
−1
+ . . . (7.19)
It is clear that for ℓ = 1 this is precisely the BRST operator describing a multiplet of
shadow fields (strictly speaking there are terms of higher order in derivatives but they do
not change the result).
To see what does this system describe for ℓ > 1 let us analyze the cohomology at ghost
degree 0. This is precisely the higher symmetries of order ℓ singleton. This suggests that
D describes a reducible multiplet of higher-depth shadow fields given by (6.25). Indeed,
the global reduciblity parameters of this multiplet precisely match the spectrum of higher
symmetries. To put it differently, these background fields are boundary values of the
reducible multiplet of the bulk PM fields described in Subsection 4.4. We do not have an
exhaustive proof of this statement for generic ℓ but the given evidences strongly support
this proposal.
Note that according to the general discussion of background fields (7.19) describes the
linearization of a nonlinear off-shell system of shadow fields whose field content matches
the multiplet of the higher symmetry algebra. One should also expect that in d = 2m these
fields admit nonlinear gauge invariant equations based on the higher symmetry algebra.
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8 Conclusion
As a conclusion, let us summarize our main results and then present some speculations
based on them.
A gauge and o(d, 2) covariant relation between bulk and boundary values of partially
massless fields has been developed. The approach was based on identifying AdS or con-
formal gauge fields as those associated to a suitable first-quantized constrained system
defined in the ambient space. More technically, we employed the first-quantized BFV-
BRST method along with its parent extension and homological tools.
The leading boundary behavior of a partially massless field determines a higher-depth
shadow field on the boundary while the subleading data determines a partially conserved
current. When the dimension of the boundary is even, an obstruction appears to the ex-
tension of the asymptotic solution in the bulk via power series of the radial variable.
This obstruction can be removed if some generalized Fradkin–Tseytlin equations, suit-
able for higher-depth conformal gravity, are imposed on the shadow fields. This situation
is the precise analogue of the standard situation for scalar singletons (of any order). As
a byproduct, manifestly conformal descriptions of higher-order singletons, partially con-
served currents, higher-depth shadow fields and Fradkin–Tseytlin equations, have been
presented.
In the special case of AdS5 we observe that the boundary values of low spin s = 1, 2
and maximal depth (t = s) partially massless fields are shadow fields subject to the
higher-depth Fradkin–Tseytlin equations which in this case are second order and are those
identified by Deser and Nepomechie [9]. These can again be sees as PM fields of maximal
depth in AdS4. This correspondence does not seem to extend to higher spins though.
Via purely group-theoretical techniques, the tensor product of two singletons of order
ℓ has been shown to decompose into the direct sum of partially conserved currents of all
ranks and of odd depth from 1 till 2ℓ − 1. This decomposition is in agreement with the
higher symmetries of the polywave equation (1.1) which have been shown to be in one-to-
one correspondence with the global symmetries of the corresponding partially massless
fields and higher-depth shadow fields. This algebra of higher-order singleton symmetries
defines a candidate higher-spin algebra, which is a quotient of the off-shell bosonic HS
algebra. Therefore the Vasiliev equations of bosonic HS gravity in any dimension based
on this algebra should remain consistent by construction. For instance, the decomposition
of the adjoint and twisted-adjoint representations appear to match in the usual way.
All these results support the following generalization of the conjectures in [3]: the
large-N limit of the O(N) vector model in d dimensions at a multicritical isotropic Lif-
shitz point7 of order 2ℓ (in the derivative expansion) might be dual to a HS theory around
7A seminal study of the large-N limit of Lifshitz points was provided in the paper [66] (see also [67]
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AdSd+1 with an infinite tower of partially massless symmetric tensor fields of spins 0,
2, 4, ... and of depths 1, 3, ..., 2ℓ − 1. More precisely, the N fundamental scalar fields
fit in a N-vector ~φ whose scaling dimension is ∆− = d2 − ℓ in dimension d, which is
nothing but the engineering dimension consistent with the higher-derivative kinetic term∫
~φ · (0)ℓ~φ ddx . The composite field driving the double trace deformation (~φ2)2 is
the “spin-0 current” ~φ2 whose scaling dimension is equal to: its engineering dimension
∆free = 2∆− = d− 2ℓ at the multicritical Gaussian fixed point, its conjugate dimension
∆int = d −∆free = 2ℓ at the multicritical isotropic Lifshitz point in the large-N limit.8
The unbroken HS theory, for the ∆ = ∆free boundary condition on the bulk scalar field,
described by the Vasiliev equations [6] based on the higher-order singleton symmetry
algebra should be dual to the multicritical Gaussian fixed point. The ∆ = ∆int bound-
ary condition on the bulk scalar field breaks the HS symmetries at finite N and should
correspond to the multicritical interacting fixed point.
The dS/CFT version of the above proposal should be also of interest. Remember that,
though partially massless fields are not unitary on AdS, their dS analogues are. Follow-
ing the conjecture of [68], one might further speculate that the Euclidean Sp(N) vector
model with anticommuting scalars at multicritical isotropic Lifshitz points might be dual
to (unitary) HS theories of partially massless tensor fields around de Sitter spacetime.
It is worth mentioning that the constructions in the present paper should generalize
smoothly to general mixed symmetry fields on AdS using the formulation developped
in [21, 46]. Indeed, all the basic structures are exactly the same so that the generalization
is of purely technical nature. In particular, it is natural to expect that the match between
AdS gauge fields and their (off-shell or on-shell) boundary values extends to the mixed
symmetry case and moreover provides a manifestly o(d, 2) and gauge covariant descrip-
tion for generic conformal gauge fields.
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A Proof of the generalized Flato–Fronsdal theorem
In order to prove the generalization of the Flato–Fronsdal theorem for higher-order sin-
gletons, some further representation technology is convenient. The idea of the proof
is to show that the characters of both sides of the equation in Proposition 1 are equal.
This strategy was also adopted in the original paper of Flato and Fronsdal [1] and in its
extensive generalization [69] for various unitary o(d, 2)-modules. Actually, the explicit
formulae for the character χ (∆, Y ) of the module D (∆, Y ) will only be provided in the
simplest case d = 3 as concrete illustrations of our proof. Technically speaking, we will
circumvent the explicit computation of characters for d > 3 by making use of the decom-
position into finite-dimensional o(2) ⊕ o(d)-modules. This strategy is equivalent to the
computation of characters because the decomposition of the Verma modules considered in
Proposition 1 only involves finite multiplicities (thus this decomposition is exactly equiv-
alent to the character and it therefore characterizes uniquely the o(d, 2)-module). Such a
strategy was followed in the early generalization [70] of the Flato–Fronsdal theorem to
the case d = 4.
The notation Y (∆, Y ) for irreducible finite-dimensional o(2)⊕ o(d)-modules can be
extended to (possibly) reducible finite-dimensional modules with the following rules for
the direct sum and the tensor product:
Y (∆, Y1) ⊕ Y (∆, Y2) = Y (∆, Y1 ⊕ Y2)
Y (∆1, Y1) ⊗ Y (∆2, Y2) = Y (∆1 +∆2, Y1 ⊗ Y2) (A.1)
For instance, these rules can be used to show the
Lemma 6. The decomposition of the Verma o(d, 2)-module V (∆, Y ) into an (infinite)
sum of finite-dimensional o(2)⊕ o(d)-modules is
V (∆, Y ) =
∞⊕
p,q=0
Y (∆ + p+ 2q, p⊗ Y ) . (A.2)
Proof. The raising ladder operators J+i in the definition (3.2) of the Verma o(d, 2)-module
V (∆, Y ) raise by one unit the energy o(2) and carry the fundamental representation of
o(d). In other words, the algebra Rd =span{J+i } of raising ladder operators is as a finite-
dimensional o(d, 2)-module isomorphic to Y (1, 1). The Poincare´-Birkhoff-Witt basis
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of the universal enveloping algebra U
(
R
d
)
are the (symmetric) powers J+i1 . . . J+ir of the
(commuting) ladder operators. As an o(d, 2)-module, the algebra U
(
R
d
)
on V (∆, Y )
can be decomposed as the (infinite) sum of finite-dimensional o(2)⊕ o(d)-modules
U
(
R
d
) ∼= ∞⊕
p,q=0
Y (p+ 2q, p)
where r = p+2q corresponds the total number of ladder operators, p to the number of free
indices and q corresponds to the number of contractions of indices via the o(d)-metric δij .
In the definition (3.2) of the Verma module V (∆, Y ), the action of U
(
R
d
)
on V (∆, Y )
is identical to a tensor multiplication, thus
V (∆, Y ) ∼=
∞⊕
p,q=0
Y (p + 2q, p)⊗ Y (∆, Y )
The lemma is obtained by applying the rule (A.1).
In CFT language, the index p would correspond to the number of traceless partial
derivatives of the conformal primary corresponding to Y (∆, Y ) while the index q corre-
sponds to the power of the wave operator.
Example: In order to present some explicit character formulae in the particular case
d = 3, let us introduce the variables α = exp(i E/2) and β = exp(i L12/2), following the
notations of [1]. From lemma 6, one computes the character of the Verma o(3, 2)-module
and finds the rational function
χ (V (∆, s)) =
∞⊕
p,q=0
α2(∆+p+2q)χp(β)χs(β)
= − α
2∆−3χs(β)
(α− α−1)(αβ − (αβ)−1)(α
β
− β
α
) (A.3)
where the character of the spin-s irreducible o(3)-module is given by
χs(β) =
β2s+1 − β−(2s+1)
β − β−1 . (A.4)
The tensor product of finite-dimensional irreducible o(d)-modules can be evaluated
through the Littlewood-Richardson and branching rules9 in order to decompose the quo-
tients D (∆, Y ) as a sum of irreducible o(2)⊕ o(d)-modules. The following two lemmas
perform this decomposition for the (higher-order) singletons and the (partially) conserved
conformal currents.
9For a concise and self-contained review on the Young diagrammatic technology for computing products
and decompositions of irreducible representations of the general linear and orthogonal groups, see e.g.
Section 4 of [71].
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Lemma 7. The irreducible o(d, 2)-moduleD (d
2
− ℓ, 0) of the higher-order scalar single-
ton of order 2ℓ decomposes as the infinite sum of finite-dimensional o(2)⊕ o(d)-modules
D
(
d
2
− ℓ, 0
)
=
∞⊕
p=0
ℓ−1⊕
q=0
Y
(
d
2
− ℓ+ p+ 2q, p
)
Proof. The respective decomposition of the Verma modules
V
(
d
2
± ℓ, 0
)
=
∞⊕
p,q=0
Y
(
d
2
± ℓ+ p+ 2q, p
)
follows from the formula (A.2). The decomposition of the higher-order singleton (3.4)
is obtained via the substraction of all the o(2) ⊕ o(d)-modules in the Verma module
V (d
2
− ℓ, 0) that also appear in the Verma module V (d
2
+ ℓ, 0
)
. This is readily seen by
the equalities
V
(
d
2
− ℓ, 0
)
=
∞⊕
p,q=0
Y
(
d
2
− ℓ+ p+ 2q, p
)
=
∞⊕
p=0
(
ℓ−1⊕
q=0
Y
(
d
2
− ℓ+ p+ 2q, p
)
⊕
∞⊕
q=ℓ
Y
(
d
2
− ℓ+ p+ 2q, p
))
=
∞⊕
p=0
(
ℓ−1⊕
q=0
Y
(
d
2
− ℓ+ p+ 2q, p
)
⊕
∞⊕
q′=0
Y
(
d
2
+ ℓ+ p+ 2q′, p
))
=
( ∞⊕
p=0
ℓ−1⊕
q=0
Y
(
d
2
− ℓ+ p+ 2q, p
))
⊕ V
(
d
2
− ℓ, 0
)
Example: From Lemma 7, one computes that the irreducible o(3, 2)-moduleD (3
2
− ℓ, 0)
of the d = 3 singleton of order 2ℓ has character given by the rational function
χ
(
D
(
3
2
− ℓ, 0
))
=
∞∑
p=0
ℓ−1∑
q=0
α2(
3
2
−ℓ+p+2q)χp(β) = (A.5)
(α2ℓ − α−2ℓ)
(α− α−1)(αβ − (αβ)−1)(α
β
− β
α
) = χ(Y (3
2
− ℓ, 0
))
− χ
(
Y
(
3
2
+ ℓ, 0
))
where the last equality is the character translation of (3.4) and follows from (A.3).
The tensor product of finite-dimensional irreducible o(d)-modules can be evaluated
through the Littlewood-Richardson rule together with the branching rule from gl(d) to
o(d) modules. In order to formulate the next lemma, one needs the following notation:
Y1 ⊗′ Y2 stands for the sum of Young diagrams obtained by applying the Littlewood-
Richardson rule only.
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Lemma 8. The irreducible o(d, 2)-moduleD (d+ s− t− 1, s) of the partially conserved
current of rank s and depth t decomposes as the infinite sum of finite-dimensional o(2)⊕
o(d)-modules
D (d+ s− t− 1, s) =
∞⊕
l,m=0
s⊕
n=max{0,s−t+1}
Y(d+ 2(s+ l)− t− 1 +m− n,m⊗′ n)
Proof. The decomposition of the partially conserved current (3.7) follows the same pro-
cedure but the substraction of the o(2)⊕ o(d)-modules appearing in I (d+ s− 1, s− t)
from the decomposition of V (d+ s− t− 1, s) is more involved because they correspond
to contractions in the tensor product of Young diagrams (i.e. divergences in CFT lan-
guage).
The following fact should be used in the proof: the decomposition of the tensor prod-
uct r1 ⊗ r2 of two o(d)-modules labeled by single rows of respective lengths r1 > r2
reduces to the application of the Littlewood-Richardson rule for each term in the sum
r1 ⊗ r2 =
r2⊕
c=0
(r1 − c) ⊗′ (r2 − c)
where c corresponds to the number of contractions between the symmetric traceless ten-
sors.
For the sake of conciseness, we simply explain in CFT language the idea of the proof:
the summation index l in the lemma corresponds to the number of d’Alembertian, the
index m to the number of traceless partial derivatives which are not contracted with the
current while the index n corresponds to the number of remaining free indices of the
current. Therefore s− n is equal to the number of divergences, hence n cannot be higher
than s nor smaller than s− t+ 1 (since the t-th divergences of the current vanishes).
Example: In the particular case d = 3, the lemma 8 and the equality (3.7) imply that
the irreducible o(3, 2)-module D (2 + s− t, s) of the d = 3 partially conserved current
of spin s 6 t and depth t decomposes as
D (2 + s− t, s) =
t−1⊕
k=0
∞⊕
m=0
∞⊕
p=s+1−t+k
Y(m+ p + t− 2k, p) = V (2 + s− t, s)V (2 + s, s− t) (A.6)
and thus has character given by the rational function
χ (D (2 + s− t, s)) =
t−1∑
k=0
∞∑
m=0
∞∑
p=s+1−t+k
α2(m+p+t−2k)χp(β)
=
1
(α− α−1)(β − β−1)
[
(αβ)2(s−t)+1
(
(αβ)2t − 1)
αβ − (αβ)−1 −
(α/β)2(s−t)+1
(
(α/β)2t − 1)
α
β
− β
α
]
= χ (V (2 + s− t, s))− χ (V (2 + s, s− t))
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Endowed with the lemmas 7 and 8, the generalized Flato–Fronsdal theorem follows
by direct computation: On one hand, the lemma 7 together with the rules (A.1) imply that
the tensor product of two conformal scalars of order 2ℓ is equal to
D
(
d− 2ℓ
2
, 0
)
⊗D
(
d− 2ℓ
2
, 0
)
=
=
∞⊕
m,n=0
ℓ−1⊕
q,r=0
Y (d− 2ℓ+m+ n + 2q + 2r,m⊗ n)
=
∞⊕
l,m,n=0
ℓ−1⊕
q,r=0
Y (d− 2ℓ+ 2l +m+ n+ 2q + 2r,m⊗′ n) . (A.7)
On the other hand, the right-hand-side of the generalized Flato–Fronsdal theorem is equal
to
∞⊕
s=0
ℓ⊕
k=1
D(d+ s− 2k, s) = (A.8)
=
∞⊕
s=0
ℓ⊕
k=1
∞⊕
l′,m=0
s⊕
n=max{0,s−2k+2}
Y(d+ 2s+ 2l′ − 2k +m− n,m⊗′ n) .
Notice that the multiplicites are finite in the decompositions (A.7) and (A.8) (indeed the
conformal weight grows with respect to all summation indices with infinite ranges). The
equality between (A.7) and (A.8) follows by exchanging the three summation indices s,
k and l′ for the three indices l, q and r via the relation l = l′ − k + ℓ, q + r = s− n and
|q − r| = 2k − 2. The index l must then ranges from zero to infinity (since k 6 ℓ and
l′ ranges from zero to infinity) and the indices q and r must range from 0 to ℓ− 1 (since
s− n and 2k − 2 range from 0 to 2ℓ− 2) as they should.
Example: For d = 3, one should simply check the following algebraic equality of rational
functions: (
χ
(
D(3
2
− ℓ, 0)
))2
=
∞∑
s=0
ℓ∑
k=1
χ (D(3 + s− 2k, s))
=
ℓ∑
k=1
[ ∞∑
s=0
χ (V(3 + s− 2k, s))−
∞∑
s=2k−1
χ (V(2 + s, s+ 1− 2k))
]
, (A.9)
where (A.7) has been used. The o(3, 2) character formulae (A.3) and (A.5) should be
further used to verify the equality.
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B Boundary values and global symmetries
B.1 Boundary values in terms of gauge-invariant quantities: an ex-
ample
The free spin s field on constant curvature space can be described either in terms of the
potentials (Fronsdal fields) or in terms of the curvatures. Strictly speaking these two
formulations are not completely equivalent as local gauge theories because in one case
there is a genuine gauge invariance while in the other there is not. It is instructive to
perform the near-boundary analysis for the equations of motion in terms of the curvatures.
For simplicity we restrict ourselves to the first nontrivial case of s = 1. In this case it
is useful to encode the curvature in terms of the ambient generating function depending
on auxiliary anti-commuting variables θA which can be identified with basis De Rham
differentials dXA. Consider the algebra osp(2|2) formed by
 =
1
2
∂X · ∂X , ¯ = 12X ·X , D = Θ · ∂X ,
D¯ = Θ ·X , ∆ = ∂Θ · ∂X , ∆¯ = X · ∂Θ
H+ = d+ 2 +X · ∂X −Θ · ∂Θ , H− = X · ∂X +Θ · ∂Θ
(B.1)
The AdS Maxwell equations df = 0 and ∇µfµν = 0 on AdS can be written in terms of
the ambient space 2-form F = FAB(X)ΘAΘB as
DF = 0 , ∆F = 0 , F = 0 , X · ∂ΘF = 0 , H−F = 0 . (B.2)
Note that the last equation implies that the homogeneity degree is −2 which suggests
that this formulation is adapted to describing shadow-type boundary values. Indeed, the
analysis of [18] can be applied to the system (B.1) almost without alternations and shows
that the boundary value is given by closed 2-form in d -dimensions. It is unconstrained
and in case of even d is subject to FT equations written in terms of F . More precisely,
repeating the analysis of [18] in this case (this is almost straightforward) one finds that the
boundary value f = fabθaθb is subject to (∂x ·∂x) d−42 (∂θ ·∂x)f = 0 along with θ ·∂xf = 0,
i.e. the spin 1 conformal equations in terms of the curvature.
To make contact with the formulation in terms of the potential let us write the Maxwell
system in terms of A = φBΘB using the ambient space. The relevant system of con-
straints is the same but the only difference is that the constraint D is now a gauge gener-
ator. More precisley,
A = ∆A = X · ∂ΘA = H−A = 0 , A ∼ A+Dλ (B.3)
where λ satisfies the same constraints as A. This system is just a rewriting of (4.4) with
t = 1 and s = 1. It is clear that constraints (B.2) for F can be simply obtained from the
above ones by taking F = DA.
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Let us now turn to the formulation adapted to the current type asymptotic conditions.
Let us recall first how this is done in terms of potentials. The system is determined by
the constraints proposed in [18], which we here write for s = 1 case and in terms of
A = φAΘ
A
. The system reads
A = ∆A = (H+ − 2)A = 0 , A ∼ A+Dλ+ (X ·Θ) ǫ , (B.4)
where λ and ǫ satisfy the gauge parameter version of the first 3 constraints. Namely,
ǫ = (H+ − 2)ǫ = 0 , λ + ǫ = (H+ − 4)λ = 0 . (B.5)
Note that ∆λ = ∆ǫ = 0 identically because λ, ǫ are Θ-independent. It was shown in [18]
that this system determines the current-type boundary value.
For the present purposes it is useful to identify the following partial gauge of the above
system. Namely, the gauge where X · ∂ΘA = 0. The residual gauge transformations are
A ∼ A+ (d− 2)(X ·Θ) ǫ+D((X ·X) ǫ) (B.6)
so that only one independent parameter remains. Notice the system can be seen to become
Stu¨eckelberg on the hypercone. Indeed, when X2 = 0 only vanishing ǫ generates trivial
gauge transformations so that the space of reducibilities is empty and one concludes there
are no genuine (non-Stu¨eckelberg) gauge symmetries. Let us finally spell out explicitly
the complete set of constraints which now involves partial gauge condition:
A = ∆A = (H+ − 2)A = X · ∂ΘA = 0 (B.7)
Starting from this partially gauge fixed formulation it is easy to construct the formu-
lation in terms of curvature. Indeed, introducing F = DA one arrives at the following
system
DF = F = ∆F = H+F = 0 , F ∼ F + (X ·Θ) λ (B.8)
where λ is related to the above epsilon as λ = 1
d−2Dǫ and is subject to the same constraints
as F . This gives the description of the Maxwell equations in the form adapted to studying
boundary values with current-type asymptotic. It is easy to get back the description in
terms of the partially gauge fixed potential by introducing A = X · ∂ΘF . One then finds
that constraints (B.7) and gauge transformations (B.6) immediately follow from those for
F . Finally, it was shown in [18] that the boundary value of such A can be identified with
the conserved boundary current. In terms of F the boundary conserved current is directly
related to the pullback of a 1-form XAFAB to the hypercone.
Note that taking into account the constraints and the gauge symmetries the map re-
lating F and A is one-to-one. The relation is more subtle as far as gauge parameters are
concerned because strictly speaking the formulation in terms of A is a genuine gauge the-
ory (when considered on AdS) while that based on F is not because the gauge equivalence
for F is of Stu¨eckelberg nature.
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B.2 Boundary values of the Minkowski scalar field: a toy model
As an example of different kind let us apply the parent technique to identify boundary
data for the scalar field on Minkowski space, with the boundary being the space if initial
data x0 ≡ t = const.
The parent form of the Klein–Gordon field in Minkowski spacetime is described by
the BRST operator [19]
Ω = dxa
∂
∂xa
− dxa ∂
∂ya
+ c
(
∂
∂ya
∂
∂ya
−m2
)
(B.9)
acting on the space of “states” Ψ(x, dx|y, c) where dxA and c are anticommuting ghosts.
Let us separate, say, the time variable x0 ≡ t and pullback the system to a spatial slice
t = const. It just ammounts to dropping t, dx0. The BRST operator is then given by
Ω0 = dx
i ∂
∂xi
− dxi ∂
∂yi
+ c
(
∂
∂yi
∂
∂yi
−
(
∂
∂y0
)2
−m2
)
. (B.10)
where the space components of ya have been denoted by yi ≡ ~y (i = 1, 2, . . . , d− 1).
For this toy model the analysis is very simple because there is no gauge symmetries.
Equations of motion read as
(
∂
∂xi
− ∂
∂yi
)Ψ(x|y) = 0 ,
(
∂
∂yi
∂
∂yi
−
(
∂
∂y0
)2
−m2
)
Ψ(x|y) = 0 . (B.11)
The general solution of the second constraint is parametrized in terms of two y0-independent
functions qy(x, ~y) and py(x, ~y). Indeed, in the space of formal series in y-variables
qy(~y)+ y
0py(~y) can be uniquley completed to φ(~y, y0) = qy + y0 py + O
(
(y0)
2
)
satis-
fying the second constraint. Finally, taking into account the first equation one conculdes
that the general solution of both constraints is parametrized by two smooth functions q(xi)
and p(xi). So that the boundary theory is a theory of two unconsrained fields q(xi) and
p(xi).
This theory describes precisely the Hamiltonian phase space of the Klein-Gordon
field. This is in agreement with the general statement that the parent formulation of a
gauge theory naturally induces the Hamiltonian formulation when reduced to the initial
data surface [72, 73] (see also [55]). Of course the procedure of [72, 73] also keeps track
of the action and the symplectic structure it induces while in the above toy model we have
only concentrated on the equations of motion.
B.3 Higher depth shadows and Killing tensors: equivalent descrip-
tions
We now use parent formulation in order to define higher depth shadow fields as fields on
a conformal space in a manifest way. To this end we construct a parent BRST formulation
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based on the constrained system (6.24). The BRST operator is given by
ΩP = ∇+ Ω¯ , (B.12)
and it acts on the states Ψ = Ψ(xa|θa, Y, P, ghosts) which are defined on the conformal
space with coordinates xa. Here ∇ is a flat covariant derivative given by the same fo-
mula (4.9) as in the AdS case but constructed using the flat conformal connection and
the conformal version of the compensator field (i.e. with V 2 = 0) and Ω¯ is the BRST
operator implementing the fiber version of the constraints (6.24). More precisely,
Ω¯ = ¯
∂
∂b
−1
+ S¯
∂
∂b0
+ T¯
∂
∂b1
+ (S†)t
∂
∂b
+ c0U− + c−1S¯† + . . . (B.13)
where dots denote ghost terms involving also the structure operators of the gauge algebra
(for t = 1 these are structure constants). Here the constraints act on functions in Y and P
in the “twisted” realization i.e. XA and ∂
∂XA
are represented as Y A + V A and ∂
∂Y A
with
the conformal choice of the compensator V , i.e. V 2 = 0.
In order to see that the above system is indeed just a parent reformulation of the con-
strained system (6.24) we note that taking as a degree minus the homogeneity in ghosts
b−1, b0, b1 the first three terms in Ω¯ form the lowest degree−1 part of ΩP . Its cohomology
can be chosen b-idependent and can be identified with the quotient space of all elements
modulo the ideal generated by ¯, T¯ , S¯. Reducing to the cohomology gives precisely the
parent version of the constrained system (6.24).
Let us show that ΩP indeed describes higher-depth shadow fields on the conformal
space. To this end we work in the frame where V + = 1, V − = V a = 0 and take as a
degree homogeneity in b−1, b0, Y +, P+. The lowest degree term in ΩP is
ΩP−1 = (pay
a + P−)
∂
∂b0
+ (yaya + 2Y
−)
∂
∂b
−1
+ c0
∂
∂Y +
+ c−1
∂
∂P+
. (B.14)
Its cohomology can be identified with b0, b−1, c0, c−1 and Y +, Y −, P+, P−-independent
elements. Because the cohomology is vanishing in nonzero degree the reduced system is
simply described by ΩP restricted to the cohomology. Using a Cartesian coordinates xa
and the adapted local frame the reduced operator takes the form
ΩPred = θ
a(
∂
∂xa
− ∂
∂ya
) + (p · ∂y)t ∂∂b + p
2 ∂
∂b1
. (B.15)
In its turn, this is a straitforward parent rewriting of the BRST operator Ωred = (p ·
∂x)
t ∂
∂b
+ p2 ∂
∂b1
defined on Ψ(x, p, b, b1). It obviosuly encodes trivial equations and the
following gauge transformations
δφ = ΩredΛ = (p · ∂x)tλ+ p2χ , Λ = bλ + b1χ (B.16)
One concludes that the reduced system precisely describes higher-depth shadow fields.
Furthermore, (higher-depth) Killing tensors are 1:1 with global reducibility parameters
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which are in turn 1:1 with BRST-cohomology elements at ghost degree−1. Cohomology
elements of Ωred at degree −1 are by definition higher-depth Killing tensors. Because
cohomology does not depend on the formulation, this gives the ambient characterization
of higher-depth Killing tensors given in (6.29).
Our next aim is to show that higher depth conformall Killing tensors can be equiv-
alently described by (6.27). To this end we compute the cohomology of the BRST op-
erator ΩP at ghost degree −1. Taking as a degree homogeneity in b−1, b0, b1 the lowest
degree term in ΩP is a sum of first three terms in Ω¯. Its cohomology can be assumed
b−1, b0, b1-independent and hence a representative of ΩP -cohomology can also be as-
sumed b−1, b0, b1-independent. Such a representative ε of ghost degree −1 is necesarily
linear in b and θa, c−1, c0-independent so that ε = bǫ(x|p, y). The cocycle condition then
implies S¯†ǫ = (S†)tǫ = 0 and hence ǫ is polynomial in Y . By adding a coboundary a
polynomial cocycle ε can always be assumed totally traceless i.e. Tε = Sε = ε. Indeed,
in the space of polynomials the cohomology of the sum of first three terms in Ω¯ can be
identified with totaly traceless b−1, b0, b1-elements. Furthermore, a direct analysys show
that such ǫ can not become trivial in the space of formal series. Finally, beeing polynomial
such ǫ are one-to-one with x-independent ones because x-dependence is uniquely detrem-
ined by ∇ǫ = 0. The later relation is implied by ΩP ε = 0 because ε is θ-independent. In
this way we have shown that higher-depth Killing tensors can equivalently be represented
by (6.27).
B.4 Global symmetries of higher-order singletons: the proof
The proof can be given in the first quantized terms following the ideas and the technique
of [22]. The global symmetries of the equation l0φ = 0 can be seen as observbles of
the constrained system with the only constraint l0. These are conveniently represented
as the ghost degree zero BRST cohomology of the adjoin action D = [Ω, ·]∗ of the BRST
operator
Ω = c(p2)l (B.17)
where we have switched to the star-product conventions. Indeed, the cocycle condition
can be written as
[(p2)l, A]∗ +B ∗ (p2)l = 0 (B.18)
And the co-boundary condition amounts to
A ∼ A+ C ∗ (p2)l . (B.19)
As we have already seen using the ambient space this constrained system can be equiva-
lently represented through the BRST operator implementing the following constraints
(X2)l , X · P , P · P (B.20)
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More precisely, the Weyl symbol of the BRST operator is given in (6.5). Its adjoint action
reads as
D =
1
2
(
1
2
P 2
)l ∂
∂b1
+ (X · P ) ∂
∂b0
+
1
2
X2
∂
∂b
−1
+
+ c1[(
1
2
P 2)l, ·]∗ + c0U− + c−1S¯† + . . . , (B.21)
where dots denote terms of higher order in ghosts and ghost derivatives.
Using a suitable degree the terms in the first line form a lowest degree term δ and
one can reduce the cohomology problem to its cohomology. It is enough to compute δ
cohomology in an irreducible component of sp(4) module of polynomials in X,P (ten-
sored with ghosts). According to [19] such a module is a generalized Weyl module
freely generated by X2, P 2, X · P from some irreducible sp(2)-module. In this com-
ponent one can treat ¯ = 1
2
X2, S¯ = XP , T¯ = 1
2
P 2 as formal commuting variables.
It follows the δ-cohomology can be identified with bα-independent elements of the form
ψ = ψ0 + T¯ ψ1 + . . . T¯
l−1ψl−1 and hence a cocycle ψ can be assumed to have this form.
The reduced cohomology problem says that (Dψ)|T¯ l=¯=S¯=0 = 0. As ψ is ghost indepen-
dent (thanks to gh(ψ) = 0) this gives
S¯†ψk = 0 , U−ψk = −2k (B.22)
for a homogeneous ψ = T¯ kψk.
Consider an irreducible sp(2) submodule in the module of degree k polynomials in
¯, S¯, T¯ , which grows from highets weight vector T¯ k. It is clearly 2k+1-dimensional and
as a basis it is useful to take Aα α = 0 . . . 2k such that A0 = T¯ k and S†Aα = Aα−1. Note
that A2k is proportional to ¯k. Element T¯ kψk has a completion Φ by ¯, S¯-dependent
elements of total (in ¯, S¯, T¯ ) degree k such that S†Φ = 0. Indeed, taking
Φ =
2k∑
α=0
(−1)αAα(S†)αψk (B.23)
one finds that S†Φ = 0. Indeed, S†A0 = 0 by consruction and (S†)2k+1ψk = 0 thanks
to U−ψk = 2k. The completion is unique if in addition the space has been quotient
with respect to (S¯)2 − 4¯T¯ . The constructed Φ is of degree k in ¯, S¯, T¯ and satisfies
U−Φ = S¯†Φ = 0 so that S†Φ = 0 as well. One then concludes that the cohomlogy is
one-to-one with rectangular and ℓ-traceless elements which are in addition anihilated by
S2 − 4T.
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