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A minimal model for studying the mechanical properties of amorphous solids is a disordered
network of point masses connected by unbreakable springs. At a critical value of its mean connec-
tivity, such a network becomes fragile: it undergoes a rigidity transition signaled by a vanishing
shear modulus and transverse sound speed. We investigate analytically and numerically the linear
and non-linear visco-elastic response of these fragile solids by probing how shear fronts propagate
through them. Our approach, that we tentatively label shear front rheology, provides an alternative
route to standard oscillatory rheology. In the linear regime, we observe at late times a diffusive
broadening of the fronts controlled by an effective shear viscosity that diverges at the critical point.
No matter how small the microscopic coefficient of dissipation, strongly disordered networks behave
as if they were over-damped because energy is irreversibly leaked into diverging non-affine fluctua-
tions. Close to the transition, the regime of linear response becomes vanishingly small: the tiniest
shear strains generate strongly non-linear shear shock waves qualitatively different from their com-
pressional counterparts in granular media. The inherent non-linearities trigger an energy cascade
from low to high frequency components that keep the network away from attaining the quasi-static
limit. This mechanism, reminiscent of acoustic turbulence, causes a super-diffusive broadening of
the shock width.
I. INTRODUCTION
Many natural and man-made amorphous structures
ranging from glasses to gels can be modeled as disor-
dered viscoelastic networks of point masses (nodes) con-
nected by springs. Despite its simplicity, the spring net-
work model uncovers the remarkable property that the
rigidity of an amorphous structure depends crucially on
its mean coordination number z, i.e., the average num-
ber of nodes that each node is connected to [1]. For an
unstressed spring network in D dimensions, the critical
coordination number zc = 2D separates two disordered
states of matter: above zc the system is rigid, below zc
it is floppy. Therefore, zc can be identified as a critical
point in the theory of rigidity phase transitions [2–4].
Various elastic properties are seen to scale with the
control parameter ∆z = z − zc > 0, close to the criti-
cal point [1]. For example, the shear modulus vanishes
as a power law of ∆z [5–7]. At the critical point, the
disordered network becomes mechanically fragile in the
sense that shear deformations cost no energy within lin-
ear elasticity . This property is shared with packings and
even chains of Hertzian grains just in contact, which dis-
play also a zero bulk modulus [3, 8]. There is however an
important difference. In the disordered spring networks
local particle interactions are harmonic. Fragility and the
incipient non-linear behavior is a collective phenomenon
triggered by the mean global topology of the network
which is composed of unbreakable Hookean springs [36].
By contrast, in granular media, additional and crucial
non-linearities are typically introduced also at the lo-
cal level, eg. by the Hertzian interaction between grains
or particle rearrangements that leads to a distinct shock
phenomenology [9–14].
In the present work, we adopt a blend of theoretical
and numerical analysis to study the out of equilibrium re-
sponse of viscoelastic random spring networks subjected
to a constant influx of energy. Our approach suggests an
alternative route to standard oscillatory rheology that
consists in constantly shearing one of the boundaries,
while monitoring how the ensuing shear front propagates
throughout the sample, see Fig. 1. This method, that we
tentatively label shear front rheology (SFR), is of general
applicability, but it may be particularly appropriate to
investigate critical systems whose dynamics is undergo-
ing a dramatic slow-down, such as biopolymer networks
or gels with a sufficiently small shear modulus and sound
speed, so that transients become the main observables.
Our findings demonstrate the simultaneous break-down
of three widely adopted, but dangerous, assumptions: at
the the critical point, the mechanical response is inher-
ently non-affine, non quasi-static and non-linear.
First, the approach towards the critical point is ac-
companied microscopically by an increasingly heteroge-
neous displacement field that is non affine with respect
to the uniform shear applied at the boundary [6, 15–19].
We show that the increasingly non-affine response, as ∆z
is lowered towards the rigidity transition, is reflected in
SFR by the diverging widths of the shear fronts. This
effect is a dynamical analogue of the diverging width
of magnetic domain walls near the Curie point – it is
captured in our elastic models by a divergent disorder-
induced effective viscosity. Thus, even in the limit of
vanishing microscopic coefficient of viscous dissipation,
a disordered spring network behaves as if it were over-
damped. A large fraction of the energy injected at the
boundary is leaked into non-affine fluctuations and unless
a constant influx of energy is maintained at the bound-
aries, coherent wave propagation cannot be observed.
This effect is reminiscent of the strong ultrasound at-
tenuation in smectic liquid crystals, where the role of the
soft non-affine fluctuations triggered by disorder is played
by soft layer-bending fluctuations, at finite temperature
[20].
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FIG. 1: Simulation snapshot of a shear front moving with
speed c in a network under shear. The left boundary is
sheared upwards with a constant velocity v0, while the right
boundary is kept fixed. The color encodes the velocity in the
y-direction at each point in the sample (orange means moving
upwards and blue means stationary). The displacement field
u(x), depicted as black arrows, has a nearly constant down-
wards slope behind the front, while it is approximately zero
ahead of it. Superimposed as dark red line is the y-component
of the actual velocity field v(x), after taking the average in
y-direction (transverse direction). It is normalized such that
the dashed line is v0. The inset shows a magnified portion of
the disordered network.
Second, we find that, no matter how slowly you shear,
the process can never be considered quasi-static at the
critical point. In oscillatory rheology, this means that
the frequency range ω < ωc(∆z) below which the net-
work must be sheared to observe a frequency independent
(dc) response, becomes vanishingly small (eg. ωc → 0),
as the critical point is approached [21]. The progressive
breakdown of the quasi-static approximation is signaled
in SFR by the front width broadening super-diffusively
with time. We show, that from the the super-diffusion
exponent in SFR you can read off the power law expo-
nent of the loss modulus, as a function of frequency, in
oscillatory rheology. In this regime, the network has no
time to respond elastically so there is no front propaga-
tion only the super-diffusive broadening that would be
also observed for ∆z < 0. Away from the critical point,
simple diffusive broadening of the front is recovered after
a divergent time scale that is inversely proportional to
ωc(∆z).
Third, close to the critical point the shear modulus
and transverse sound speed become vanishingly small,
as the regime of linear response progressively vanishes
[22]. Thus, at the rigidity transition, shear deforma-
tions can no longer propagate as linear shear waves
because the structure is mechanically fragile. Instead,
we demonstrate that even for the tiniest strains, non-
uniform strongly non-linear shock waves arise. Away
from the critical point, linear shear waves are restored
but only below a critical strain, γc, that vanishes at the
transition. For strains larger than γc, the same shear
shocks that emanate from the critical point are responsi-
ble for the transmission of mechanical energy. We show
that the speed at which these non-linear fronts move can
serve as a dynamical probe of the non-linear exponent in
the stress-strain relation. Unlike linear fronts, the shock
width broadens super-diffusively (even at late times) as
a result of a non-linear energy cascade reminiscent of
acoustic turbulence. This mechanism acts as a source
that generates higher and higher harmonics that keep
the network away from attaining the quasi-static limit.
Experimental and theoretical investigations of com-
pressional shocks and solitons have been carried out ex-
tensively in granular media prepared in a state of zero
external pressure (termed sonic vacuum) in which the
bulk modulus vanishes as a result of non-linear grain in-
teractions [9, 11, 14]. By contrast, shear shocks triggered
by global non-linearities are less explored experimentally
with the notable exception of bio gels that share with our
models the property of having a very small shear modulus
typically of order of kPa [23], but they are typically stabi-
lized by osmotic pressure or activity [1, 24]. Nonetheless,
it is much easier to break the sound barrier (and observe
genuine acoustic Mach cones) in human tissues, where
the speed of linear transverse sound is of the order of
m/s, than in metals where it is thousands times higher.
Indeed, supersonic shear imaging has recently developed
into a powerful diagnostic tool for medical applications
[25, 26].
II. DIVERGENT SHEAR FRONT WIDTH
We construct computer models of weakly connected
two-dimensional random viscoelastic networks from
highly compressed jammed packings of frictionless poly-
disperse disks [3, 27]. One first identifies the disk centers
as point particles (network nodes) and then models the
interactions between overlapping disks using two sided
harmonic springs of varying rest length to eliminate any
pre-stress existing in the original jammed packings. The
result is a highly coordinated (z ≈ 6) spring network that
serves as the seed from which families of networks with a
wide range of z are generated by removing springs. We
have investigated two cutting protocols that result in two
distinct ensembles of random spring networks.
The first protocol generates nearly-homogeneous
isotropic networks by progressively removing bonds with
the highest z, such that spatial z fluctuations are reduced
by construction, a scenario assumed in several mean field
theories of the jamming transition [18, 28]. The second
protocol consists in removing springs randomly (subject
to the no-local-floppiness constraint z > 3) and results
in less homogeneous but still isotropic structures, whose
critical exponents are close to the ones obtained in rigid-
ity percolation [7]. These two ensembles of networks
display different critical exponents, but share the cru-
cial qualitative features that arise from the presence of a
rigidity transition at zc. For simplicity, we present most
of our results in the context of the homogeneous networks
while noting how the exponent are modified if random
cutting is used.
Once the networks are generated, we shear the left
3FIG. 2: Shape of the linear wave profile. In the main plot,
velocity profiles for different ∆z are superimposed, with the
smallest ∆z corresponding to the widest profile. The damping
coefficient is b = 0.1 and the time is chosen such that the wave
has roughly reached the center of the sample. The left inset
shows the wave front for ∆z = 0.15 (same color as main plot)
for different times. In all plots, data points are (averaged)
profiles from the simulation and the solid lines are fits to
Eq. (17). The right inset shows the shear modulus G versus
∆z extracted from the speed of the linear front propagating
in a homogeneously cut network.
.
most edge at a constant speed v0, as in Fig. 1, and fol-
low the evolution of the resulting shear velocity profile
by averaging out the longitudinal particle speeds over
bins along the x direction effectively creating a one di-
mensional front profile propagating in the x direction.
The dynamics is obtained by numerically integrating
Newton’s equations of motion (using the velocity Verlet
method) subject to Lees-Edwards boundary conditions
in the y-direction and hard walls in the x-direction [37].
The samples are composed of up to N = 105 identical
particles with mass m. In addition to the Hookean in-
teraction (with a spring constant k) between connected
particles, i, j, we include the effects of viscous dissipation:
~f ijdiss = −b(~vi − ~vj), where b is the microscopic damping
constant, and ~vi,j are the velocities of a pair of parti-
cles connected by a spring. Time is measured in units of√
m/k and the damping constant in units of
√
km, which
is equivalent to setting m = 1 and k = 1. Lengths are
measured in units of d the mean spring length at rest.
In Fig. 2, we illustrate the late-times dynamics of
the transverse velocity profiles v(x, t), normalized by the
shearing speed v0, for a small shear strain γ = 10
−3γc,
where γc is the critical strain needed to elicit a non-
linear response, discussed in detail later. Inspection of
the schematics in Fig. 1 shows how the shear strain,
γ ≡ ∂u/∂x, is implicitly controlled by v0 via the rela-
tion γ = v0/vf. The bottom left panel shows successive
snapshots of the (transverse) velocity profiles v(x, t) as
a function of x (after averaging the longitudinal veloc-
ity fluctuations) in a sample at ∆z = 0.15. After an
initial transient, a linear shear front propagates at a con-
stant transverse sound speed, c =
√
G/ρ, where ρ is the
mass density and G the shear modulus. In the right in-
set of Fig. 2, the numerical value of G extracted from the
speeds of shear fronts propagating in homogeneously cut
networks is plotted against ∆z (red dots). We find that
it is consistent with the expected linear scaling G ∝ ∆z
[3, 5, 8] (the best fit solid red line has a slope close to 1.1).
By contrast, a power law exponent numerically closer to
1.4 is found for randomly cut networks.
In the main panel of Fig. 2, we show the velocity pro-
files obtained from molecular dynamics simulations af-
ter the fronts have travelled half the length of homoge-
neous random networks with different ∆z (the numerical
data are represented by symbols with different colors).
In order to unambiguously extract the dependence of the
width w(t) on ∆z, we first fit the data with an analyt-
ical solution for the velocity profile derived in the Sup-
plementary Information. Next, we define the rescaled
width w˜2(∆z) ≡ w2(t)/t that normalizes out the diffu-
sive spreading in time and plot w˜ as a function of ∆z,
as red dots in the main panel of Fig. 3. The solid line
that fits the data for w˜ has slope −1/2 on a log plot,
hence w˜ ∝ ∆z−1/2 for homogeneously cut networks. The
divergent width of the shear fronts is a striking signa-
ture (in real space) of the important diverging length
scale proportional to ∆z−1/2 that accompanies the jam-
ming/unjamming transition [29–32].
Note, however, that the scaling exponent of the width
w˜ ∝ ∆z−α (as for the shear modulus one) is not uni-
versal, instead it depends on the spring cutting protocol
adopted to generate the network. If springs are cut ran-
domly, we find that α is numerically close to 3/4, see
red data in the lower inset of Fig. 3, but the basic phe-
nomenology is essentially unaltered. The divergence of
the front width as a function of ∆z occurs irrespective
of the choice of the microscopic coefficient of dissipation
even when b = 0, provided that disorder is strong (see
green data in the lower inset of Fig. 3). As we shall see in
the next section, the divergent front width results from
the divergence of non-affine fluctuations at the critical
point – it can be modeled analytically upon introducing
a divergent effective viscosity.
III. SHEAR FRONT RHEOLOGY AND
EFFECTIVE VISCOSITY
Consider first, the general linear visco-elastic relation
between the stress σ ≡ σxy, the strain γ ≡ γxy and the
strain rate γ˙ ≡ ∂γ∂t in the frequency independent (quasi-
static) regime
σ = Gγ + ηeγ˙ , (1)
4FIG. 3: The main panel shows numerical data for the rescaled
width w˜ ≡ w(t)/√t (or equivalently the effective viscosity ηe)
versus ∆z (dots) for homogeneously cut networks with b = 01.
The solid line represents the scaling w˜ ∝ ∆z−1/2. The right
inset shows the average of the non-affine displacements, Una,
where only the components perpendicular to the respective
bond vector have been taken. The data has been normal-
ized with the shear strain γ. The solid line has the form
Una ∝ ∆z−1/2 and underlines the divergence of the non-affine
deformations for ∆z → 0. The left inset shows w˜ ≡ w(t)/√t
versus ∆z for randomly cut networks with b = 0.1 (blue dots)
and b = 0 (red dots). The continuous lines have slope −3/4
which closely approximates the data.
where the loss modulus ηe (viscosity) and shear modulus
G are constants, independent of frequency. For random
networks however, these moduli can be scaling functions
of ∆z that we denote by G ∝ ∆zβ and ηe ∝ ∆z−χ,
respectively. Upon expressing the shear strain as γ = ∂u∂x
(see Fig. 1), we write down Newton’s equation as
∂σ
∂x
= ρ
∂2u
∂t2
= G
∂2u
∂x2
+ ηe
∂3u
∂x2∂t
, (2)
This linear second order partial differential equation can
be readily cast in terms of the velocity field v(x, t) ≡
∂u(x)
∂t . Inspection of Eq. (2) reveals that the resulting ve-
locity profile propagates as a linear wave with speed pro-
portional to
√
G/ρ (from the second order terms), while
its width spreads diffusively as w2 ∝ ηet (from the third
order term). Hence, the w˜ ∝ ∆z−α scaling observed in
the fluctuations-averaged vy(x) profiles of Fig. 2, implies
that ηe ∝ ∆z−χ with χ = 2α.
In order to uncover the physical origin of the diverg-
ing viscosity ηe, note that the displacement field u(x) in
Eq. 2 describes only the dynamics of the affine deforma-
tions that the network undergoes. However, the relative
magnitude of the non-affine fluctuations 〈Una〉, that have
been averaged out in Fig. 2, diverges while approaching
the critical point as 〈Una〉 ∝ ∆z−1/2 for homegeneously
cut network [5, 18], as verified in Fig. 3 top inset. In
our treatment, we implicitly capture the presence of the
FIG. 4: The main plot shows the time evolution of the squared
front width, whereby the time axis has been normalized by
tc ∝ ∆z−2 and the width axis by ∆z2.9. The inset shows
the broadening at early times, t < tc, of the velocity profiles,
v(x, t), in the yˆ direction, normalized by v0. Note the absence
of front propagation, in contrast with the plot in the left inset
of Fig. 2.
large non-affine fluctuations by a renormalization of the
effective viscosity ηe ∝ ∆z−χ that diverges as the critical
point is approached (even if b = 0). The scaling expo-
nent χ (that is equal to 1 for homogenous network) is
suitably chosen to match the amount of kinetic energy
U˙2na ∝ ∆z−1 leaked into the non-affine fluctuations that
have been integrated out.
By assuming that G and ηe are frequency independent,
we restrict the domain of validity of our predictions to
the so called quasistatic regime. The shear fronts enter
this regime only after a characteristic time scale tc that
diverges at the transition. The ∆z dependence of tc, de-
rived in the Supplementary Information, can be guessed
from the ratio ηe/G which for homogeneously cut net-
works gives tc ∝ ∆z−2, while the randomly cut network
are found numerically to have a scaling exponent close to
−3. For t  tc, the network has “no time” to respond
elastically so we are effectively probing the properties of
a floppy structure, even if z > zc. The experimental
signature of this regime is that the shear deformation
continuously applied at the edge penetrates the sample
mainly by broadening its width instead of propagating,
as illustrated in the inset of Fig. 4.
In oscillatory rheology, the t  tc regime corresponds
to the non-quasistatic regime ω  ωc (with ωc ∝ tc−1),
for which the viscosity is no longer frequency indepen-
dent, but can exhibit the power law scaling ηe ∝ ω−δ
[21]. Heuristic considerations (formalized in the Sup-
plementary Information) suggest that the front width
w2 ∝ ηet ∝ t1+δ broadens super-diffusively for t  tc.
The super-diffusive spreading is corroborated in the main
panel of Fig. 4, where the width w(t) is shown as a
function of t/tc for a range of ∆z, indicated by differ-
ent colors. From the measured super-diffusion exponent
5w2 ∝ t3/2 we infer that ηe(ω) ∝ ω−1/2 (independently
of cutting protocol): this scaling is often encountered in
rheological studies of grains and emulsions [21, 33]. For
t tc the fronts propagate ballistically and their widths
broaden diffusively with an ω independent effective vis-
cosity ηe ∝ ∆z−1, for homogeneously cut networks. Con-
sistently, all data can be collapsed onto a single master
curve when w is rescaled by a power of ∆z close to 3
(note w2∆z3 ∝ t∆z2 implies ηe ∝ ∆z−1).
The more general response function treatment, de-
tailed in the Supplementary Information, formalizes how
to extract the full ω dependence of the moduli from the
velocity profiles. Consider the frequency dependent con-
stitutive relation for a linear visco-elastic material
σ(s) = G(s)γ(s) , (3)
where G(s)s=iω = G
′(ω) + iG′′(ω) is the (Laplace trans-
formed) complex modulus, whose real and imaginary
parts correspond (aside from an ω factor) to the shear
(storage) and viscosity (loss modulus) respectively. As-
suming that the random spring network is homogeneous
and isotropic, we solve the equation of motion for the
velocity field to obtain (see Supplementary Information)
v(x, s)
v0
=
1
s
exp
(
−
√
% sx√
G(s)
)
, (4)
where v0 is the strain speed imposed at the boundary
(see Fig. 1) and x is a coarse grained variable along the
longitudinal direction.
We can readily invert the Laplace transform to obtain
the velocity profile, v(x, t), as a function of time, once an
appropriate choice for the complex modulus is made or
vice-versa. The quantitative match between the predic-
tions of Eq. (4) (see the continuos lines in the main panel
of Fig. 2) and our numerical data validates the concept
of an effective viscosity. It is a useful tool to capture
within ordinary continuum elastic theory the divergent
non-affine fluctuations responsible for its breakdown.
IV. SHEAR SHOCKS AND ENERGY CASCADE
As the critical point is approached, the linear approx-
imation, adopted in the previous sections, progressively
breaks down because the shear modulus and transverse
sound speed become vanishingly small. This raises the
question of how energy is transferred in such a fragile
material. A simple guess for the non-linear stress strain
relation reads
σ = Gγ + knlγ
n , (5)
where knl is a non-linear elastic coefficient that does not
vanish at ∆z = 0 and n is a non-linear exponent to be
inferred from shear front rheology experiments (n = 3 is
the most common result that insures mirror symmetry).
In most elastic media, the first term in (5) dominates
as long as γ  1. Thus, the fundamental mechanical
excitations are (weakly interacting) transverse phonons.
By contrast, in fragile matter, the usual approach needs
to be turned around because G ∝ ∆zβ is the small pa-
rameter. Hence, the basic excitations are now obtained
from the non-linear term – they are shock-like solutions
of the equations of motion derived from Eq. (5). By
equating the two terms in Eq. (5), we find the threshold
γc ∼ ∆z
β
n−1 above which the non-linear response kicks
in, which is indeed much smaller than O(1) close to the
transition.
Upon defining a non-linear shear modulus Gnl ≡
σ/γ = G + knlγ
n−1, we can obtain the characteristic
non-linear front speed vf as
vf =
√
Gnl
ρ
=
√
c2 +
knlγn−1
ρ
. (6)
Notice that for γ  γc, vf approaches the transverse
linear speed of sound c =
√
G/ρ ∝ ∆zβ/2. For γ 
γc, instead, vf ∝ γ n−12 becomes independent of ∆z and
controlled only by the applied strain: the hallmark of a
strongly non-linear wave.
In the main panel of Fig. 5 (a), we plot vf/c versus
γ/γc for homogeneously cut networks of various ∆z and
achieve a very good data collapse. For γ  γc, we find
vf ∝ γ1/2 (i.e. n = 2), which implies that γc ∝ ∆z (recall
β ≈ 1). Hence, the linear sound regime γ  γc, where
vf ≈ c, progressively shrinks to zero as the critical point
is approached. Furthermore, the (cutting-protocol inde-
pendent) finding n = 2 and mirror symmetry imply that
the stress attains the surprising non-analytic form γ|γ|
at the critical point [18, 34]. We find that the simple
analytic expression v˜f =
(
G2 + knl
2γ2
)1/4
, plotted as a
continuous line in the inset of Fig. 5 (a), fits our data
very well for all ∆z and γ.
Since the dynamics of random spring networks is in-
herently over-damped, we do not observe a stationary
shock solution. Instead the shock width broadens as it
propagates, as shown in Fig. 5 (b). However, there is
a striking difference with the linear case which is illus-
trated in Fig. 5 (c). In the highly non-linear regime, the
shock width (closed symbols) broadens super-diffusively
as w ∝ t3/4 even at late-times t  tc, when the linear
fronts (open symbols) have clearly crossed-over to diffu-
sive broadening. This means that the quasi-static ap-
proximation, from which the late-times diffusive broad-
ening was derived, ceases to be valid in the non-linear
regime.
The resilience of the super-diffuive broadening in the
non-linear regime is one of the central results of our work:
it can be explained qualitatively by an energy cascade
mechanism from low to high ω, reminiscent of acous-
tic turbulence. When large oscillatory strains with fre-
quency components ω  ωc are applied to the network,
6(a) (b)
(c)
FIG. 5: (a) In the main panel, the normalized front velocity, vf/c, is plotted as a function of the normalized strain γ/γc for
a range of ∆z. For γ/γc  1, the front speed vf is independent of the applied strain and corresponds to the linear speed of
sound c. In the strongly non-linear regime γ/γc  1, the front speed is independent of ∆z and scales with the applied strain
as vf ∝ γ1/2 (straight black line). The solid curve is plotted using the relation vf = (G20 + knl2γ2)1/4/√ρ. The inset compares
the solid curves from the main plot to the alternative relation v˜f =
√
c2 + knlγ
ρ
(dashes lines), clearly favoring vf over v˜f . (b)
Evolution of a non-linear (γ/γc = 6.8) wave front for ∆z ≈ 0.15. Late times t∆z2 > 10 are indicated by full circles. (c) Time
dependence of the widths in the non-linear regime. Different colors correspond to different ∆z, as in the plot on the left. The
full symbols correspond to the non-linear regime with 1.5 < γ/γc < 680. The open symbols correspond to the linear regime
(γ/γc < 10
−3).
non-linearities act as an additional source that gener-
ates higher and higher harmonics, past the characteristic
threshold ωc. These higher harmonics keep the network
away from attaining the quasi-static limit. Consequently,
one of the tangible experimental signatures of this energy
cascade is the persistence of the regime of super-diffusive
broadening even at long times when diffusive broadening
is observed for linear fronts, see Fig. 5 (c) [38].
To sum up, we find that at (or near) the isostatic point
of a random network of masses permanently connected
by Hookean springs (a) shear fronts propagate as super-
sonic shocks with speed vf ∝ |γ|1/2 and (b) their widths
broaden super-diffusively as t3/4. We propose that the
inherent non-linearities at the critical point trigger an en-
ergy cascade from low to high frequency components that
causes the breakdown of the quasi-static approximation
and gives rise to super-diffusion. In the linear regime, we
observe at late times a diffusive broadening controlled
by an effective shear viscosity that diverges at the crit-
ical point. Even in the limit of vanishing microscopic
coefficient of dissipation, (strongly) disordered networks
behave as if they were over-damped because energy is
irreversibly leaked into diverging non-affine fluctuations.
The shear front rheology approach illustrated here can
be used more broadly to infer the viscoelastic proper-
ties of any material undergoing very slow dynamics from
(non-linear) acoustic experiments.
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V. SUPPLEMENTARY INFORMATION: FROM
OSCILLATORY TO SHEAR FRONT RHEOLOGY
In this appendix we demonstrate the equivalence be-
tween shear front rheology and oscillatory rheology. Con-
sider the frequency dependent constitutive relation for a
linear visco-elastic material
σ(s) = G(s)γ(s) , (7)
where, G(s)s=iω = G
′(ω) + iG′′(ω) is the (Laplace trans-
formed) complex modulus, whose real and imaginary
parts correspond to the storage and loss modulus respec-
tively. The field σ(s) ≡ σxy(s) denotes the shear stress
and γ(s) ≡ γxy(s) the shear strain. The general fre-
quency dependent constitutive stress-strain relation Eq.
(7) corresponds to the following convolution integral in
7the time domain,
σ(x, t) =
∫ t
0
G(τ)γ(x, t− τ)dτ. (8)
Substituting in the equation of motion ∂σ(x,t)∂x = ρ
∂2u(x,t)
∂t2
and defining v(x, t) = ∂u(x,t)∂t , we obtain (interchanging
the order of integration and differentiation),∫ t
0
G(τ)
∂γ(x, t− τ)
∂x
dτ = ρ
∂v(x, t)
∂t
. (9)
Differentiating with respect to time t, we obtain[
G(τ)
∂γ(x, t− τ)
∂x
]
τ=t
+
∫ t
0
G(τ)∂
2γ(x,t−τ)
∂x∂t dτ =
ρ
∂2v(x, t)
∂t2
. (10)
Since γ(x, t) = ∂u(x,t)∂x , the first term in the square brack-
ets can be expressed as G(t)∂
2u(x,0)
∂x2 , which evaluates to
0, since there is no displacement field at t = 0. Therefore,
∂2
∂x2
∫ t
0
G(τ)v(x, t− τ)dτ = ρ∂
2v(x, t)
∂t2
. (11)
Transforming back to Laplace time (noting that the first
term is just the convolution integral), we obtain
G(s)
∂2v(x, s)
∂x2
= ρs2v(x, s)− ρs [v(x, t)]t=0 −
ρ
[
∂v(x, t)
∂t
]
t=0
(12)
Since we are solving in the domain x > 0, our initial
condition is v(x > 0, 0) = 0 and boundary condition is
v(x = 0, t) = v0. Thus, the two terms on the right are 0
leaving us with
∂2v(x, s)
∂x2
=
ρs2
G(s)
v(x, s). (13)
This is an ordinary differential equation in x, which is
solved to obtain Eq. (4).
In the quasi-static regime, G(s) = G + sη [21].
Non-dimensionalizing Eq. (4) with the characteristic
time scale t∗ = ηG and length scale x
∗ = η√
Gρ
, we obtain
vˆ(xˆ, sˆ)
vˆ0
=
1
sˆ
exp
(
− sˆxˆ√
1 + sˆ
)
, (14)
expressed in terms of hatted variables, eg. xˆ = xx∗ and
sˆ = st∗. After expanding in a Taylor series, one obtains,
vˆ(xˆ, sˆ)
vˆ0
=
1
sˆ
∞∑
n=0
1
n!
(
− xˆsˆ√
1 + sˆ
)n
. (15)
Taking the inverse Laplace transform term by term,
vˆ(vˆ, tˆ)
vˆ0
=
∞∑
n=0
xˆn
n!
L−1
[
(−1)nsˆn−1
(1 + sˆ)n/2
]
. (16)
we obtain the complete solution
vˆ(xˆ, tˆ)
vˆ0
=
∞∑
n=0
(xˆtˆ−1/2)n
n!
1F˜1(n/2, 1−n/2;−tˆ) , (17)
where 1F˜1(a, b; z) is the regularized hypergeometric func-
tion [35]. Equation (17) is used to plot the continuous
line that fits the numerical data for the velocity profiles
in the main panel of Fig. 2 .
In the long time limit, we obtain the following asymp-
totic form
vˆ(xˆ, tˆ)
vˆ0
=
1
2
erfc
(
xˆ− 12 − tˆ
2
√
tˆ
)
for tˆ→∞. (18)
At higher frequencies (or equivalently shorter times),
we assume that the complex modulus crosses over to
a power law regime that for the homogeneously cut
networks reads G(s) ∝ s1/2 [21]. Since we do not need
the explicit analytical solution in this regime, we obtain
the functional form of the solution from the following
general properties of the Laplace transform. For a
given function f(t), let fˆ(s) := L[f(t)](s) be its Laplace
transform. Then
L[f(x−βt)](s) = xβ fˆ(xβs) , (19)
which can be shown by a change of variables in the defi-
nition of the Laplace transformation. Assume G(s) ∝ sα
and note that the velocity profile, Eq. (4), can be written
as:
v(x, s)
v0
=
1
s
exp(−Cs1−α/2x) , (20)
where the constant C accounts for the proportionality
factor in G(s). Hence, with 1/β = 1− α/2:
v(x, s)
v0
= xβ
exp
(− C(xβs)1/β)
xβs
= xβ fˆ(xβs) , (21)
where fˆ(s) = exp(−Cs1/β)/s. Consequently, in real
time, the velocity profile must obey the scaling relation
v(x, t) = f(x−βt), which can be rewritten as:
v(x, t) = F
(
x
w(t)
)
where w(t) ∝ t1−α/2 . (22)
For our case, α = 1/2, we thus expect the front to emerge
from the boundary with a width wd(t) ∝ t3/4 as we found
in the main text.
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