Utilisation du {D}istributed {S}panning {T}ree en tant qu'{O}verlay by Dahan, Sylvain et al.
Utilisation du Distributed Spanning Tree en tant
qu’Overlay
Sylvain Dahan, Laurent Philippe, Jean-Marc Nicod
To cite this version:
Sylvain Dahan, Laurent Philippe, Jean-Marc Nicod. Utilisation du Distributed Spanning Tree
en tant qu’Overlay. RenPar’17, 17e`mes Rencontres francophones du Paralle´lisme, 2006, France.
pp.60–67, 2006. <hal-00563322>
HAL Id: hal-00563322
https://hal.archives-ouvertes.fr/hal-00563322
Submitted on 4 Feb 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
RenPar’17 / SympA’2006 / CFSE’5 / JC’2006
Canet en Roussillon, 4 au 6 octobre 2006
Utilisation du Distributed Spanning Tree en tant qu’Overlay
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Sylvain Dahan, Laurant Philippe et Jean-Marc Nicod
LIFC - 16, Route de Gray - 25 030 Besançon cedex
Résumé
LeDistributed Spanning Tree est une topologie originale développée pour améliorer les performances des
mécanismes de recherche par flooding en terme de vitesse de recherche et en terme de charge supportée.
Ces mécanismes de recherche diffusent des messages par l’intermédiaire d’un graphe de communi-
cation. Deux types de topologie sont communément utilisés pour construire ces overlay networks : ce
sont les graphes et les arbres. En utilisant une vision originale des arbres, il est possible de faire dis-
paraître leurs goulets d’étranglements. Nous décrivons cette structure ainsi que deux algorithmes de
parcours qui lui sont associés. Puis, les gains de performances du Distributed Spanning Tree par rapport
aux graphes et aux arbres classiques sont soulignés à l’aide de simulations.
Mots-clés : Overlay Network, recherche de service, structure de données distribuée, simulation
1. Introduction
La plupart des intergiels d’application distribuée, incluant les différentes grilles de calcul, proposent
des services permettant aux utilisateurs de localiser des ressources. La mise en place de ces services est
indispensable pour le développement des grilles de calculs ; car ces grilles deviendraient inutilisables
dans le cas où les utilisateurs seraient dans l’incapacité de trouver les ressources qui leur sont néces-
saires. Deux mécanismes de recherches sont couramment utilisés pour mettre en place ces services de
recherches : ce sont les annuaires et les découvertes par diffusion (flooding).
Les mécanismes utilisant un annuaire sont similaires aux bottins téléphoniques. Ces annuaires sont des
bases de données faisant correspondre un ensemble de valeurs à une clé prédéfinie. Certains annuaires
sont centralisés comme dans le cas des serveurs de nom CORBA [14]. D’autres utilisent plusieurs copies
de la base de données pour offrir une meilleure qualité de service comme le fait Universal Description,
Discovery and Integration (UDDI) [1]. Le Domain Name Service, quant à lui, distribue sa base de données
hiérarchiquement en fonction des divers domaines d’administration. Enfin, les tables de hachage dis-
tribuées comme Chord [18] et Pastry [17] proposent de distribuer l’index sur plusieurs ordinateurs à
l’aide d’algorithmes reposant sur un algorithme de routage distribué développé par Plaxton [15].
Les mécanismes usant de la découverte par diffusion sont assimilables à du porte à porte où une re-
quête est diffusée à un ensemble de ressources dans l’espoir qu’une d’elles y réponde positivement.
Cette diffusion peut se faire à l’aide d’un bus comme le font les protocoles Ethernet Address Resolution
Protocol [16] et Service Location Protocol [10]. D’autres, comme le service de recherche Service Discovery
Service [3], utilisent à cette fin un arbre de diffusion. Finalement, afin de limiter le nombre de ressources
interrogées, Gnutella [12] et FastTrack [11] diffusent, par étape, un message sur un graphe de communi-
cation.
En pratique, l’utilisation de ces deux familles de mécanismes se chevauche. Pourtant, comme l’explique
R. E. McGrath[13], ces deux mécanismes ont leurs spécificités qui les rendent compétitifs dans des do-
maines différents. La force des annuaires est de permettre d’accéder rapidement à une donnée recher-
chée. Leur faiblesse est le coût lié à la mise à jour de l’annuaire. Les mécanismes utilisant la diffusion
n’ont, quant à eux, pas à mettre à jour de base de données au prix de recherches plus coûteuses.
L’intergiciel pour les grilles de calculDistributed Interactive Engineering Toolbox (DIET) [2] recherche, pour
chaque requête soumise par un utilisateur, un ensemble de ressources pouvant résoudre le problème
décrit dans la dite requête. Afin d’offrir un équilibrage de charge et de proposer des ressources adaptées
à un moment donné, la recherche prend en compte, en plus de la vitesse des serveurs de calcul et des
logiciels qui y sont installés, la charge actuelle de ces serveurs. La charge des serveurs étant une donnée
très dynamique, l’utilisation d’annuaire a été proscrite pour laisser place aux mécanismes de découverte
par diffusion.
DIET, dans sa configuration multi-MA, utilise un mécanisme hybride de recherche par diffusion. Les
Master Agents (MA) servent de points d’accès aux ressources de calcul. Chaque MA est responsable
d’un ensemble de serveurs. À chaque requête d’un client, le MA diffuse la requête à l’aide d’un ar-
bre de diffusion à l’ensemble des serveurs de calculs possédant les logiciels nécessaires à la résolution
du problème décrit par le client [9]. Cependant, l’interrogation de l’ensemble des ressources pouvant
répondre à un problème n’est pas extensible. C’est pour cela qu’un MA se charge d’un nombre limité
de serveurs : en pratique, il s’occupera de l’ensemble des ressources d’un cluster ou de l’ensemble des
ressources d’un petit centre de calcul. Afin d’étendre le nombre de ressources disponibles, DIET permet
de connecter plusieurs MAs à l’aide d’un graphe de communication. Dans cette configuration, appelée
multi-MA, lorsqu’un MA ne trouve pas de ressource adéquate, il transmet la requête à d’autres MA en
utilisant un algorithme similaire à celui utilisé par Gnutella [7].
Afin de limiter le nombre de messages échangés sur le graphe de communication, et ainsi permettre de
supporter une plus grande charge de recherche, nous avons développé une topologie adaptée à notre
cas. Deux topologies sont couramment utilisées pour créer des graphes de communication sur Internet
(aussi nommés overlay network). Ce sont les graphes et les arbres (Nous utilisons le terme de graphe
pour désigner un graphe quelquonque non-directionnel). Jusqu’à maintenant, les arbres créés dans le
cadre des graphes de communication sont bi-directionnel et sont construits de sorte que chaque ordina-
teur soit : soit une feuille qui reçoit des messages, soit un nœud intermédiaire qui reçoit et retransmet
des messages. Il en découle un inconvénient typique des arbres de communication : les nœuds inter-
médiaires sont des goulets d’étranglement. Nous avons développé une nouvelle structure d’arbre de
communication permettant de distribuer le rôle des nœuds intermédiaires sur l’ensemble des ordina-
teurs. Comme le rôle des nœuds intermédiaires est réparti sur l’ensemble des ordinateurs, les nœuds
intermédiaires ne sont plus des goulets d’étranglement. Nous avons appelé cette structure le Distributed
Spanning Tree (DST) [8, 4].
Cet article fournit une description des caractéristiques du DST. Pour cela, il commence par décrire la
structure du DST. Ensuite, il explique comment cette structure peut-être parcourue et se termine en com-
parant les performances du DST face aux arbres et aux graphes pour différentes échelles de population
à l’aide de simulations.
2. Structure du Distributed Spanning Tree
Imaginons que nous souhaitons relier un ensemble de 1 000 ordinateurs à l’aide d’un DST. Pour cela,
nous créons 100 groupes de 10 ordinateurs que l’on va appeler des groupes de 10. Puis, nous regroupons
les groupes de 10 pour former 10 groupes de 100. Et finalement, nous regroupons les 10 groupes de 100
en un groupe de 1 000.
Pour former un arbre, il serait possible de choisir un ordinateur de chaque groupe de 10 et de le trans-
former en nœud père (appelé père de 10) qui aura pour rôle de transmettre les messages aux 9 autres
ordinateurs. De même, on pourrait transformer un ordinateur de chaque groupe de 100 en un nœud qui
sera le père de 10 pères de 10 précédemment créés, et que l’on appellera père de 100, et ainsi de suite.
Le problème, c’est que nous nous retrouvons avec un arbre de communication classique et leurs goulets
d’étranglement.
Maintenant, il est tout à fait envisageable, que les ordinateurs d’un groupe de 10 se connaissent entre
eux. Dans ce cas, avoir un père de 10 devient inutile car n’importe quel ordinateur du groupe de 10 est
capable de prendre le rôle du père de 10 qui est de transférer des messages aux 9 autres ordinateurs. De
même, il est tout à fait envisageable que tous les ordinateurs d’un groupe de 100 connaissent un ordi-
nateur de chaque groupe de 10 composants le groupe de 100. Dans ce cas, le père de 100 devient inutile
car n’importe quel ordinateur du groupe de 100 est capable de transférer le message à un ordinateur de
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chaque groupe de 10 qui agira à leur tour en tant que père de 10, et ainsi de suite. Que tous les ordina-
teurs jouent à la fois le rôle de feuille et de père pour chaque étage de l’arbre, tel est l’idée fondatrice du
DST.
L’idée centrale du DST exposée, décrivons concrètement la structure du DST. Sur un DST, tout ordina-
teur est obligatoirement une feuille du DST et vice-versa. La figure 1 décrit un ensemble de feuilles.
FIGURE 1 – Représentation des feuilles d’un DST.
Ces feuilles sont rassemblées pour former des petits groupes. La taille de ces groupes est bornée afin
de fournir un équilibre grossier entre les différents groupes. Pour chaque groupe, un graphe complet
de feuilles est formé tel que décrit par la figure 2. Ces graphes complets portent le nom de nœuds
intermédiaires de niveau 1. Dans le cadre du DST, le rôle des nœuds intermédiaires est de transmettre les
messages à leurs fils. Comme tous les ordinateurs d’un groupe se connaissent les uns les autres, chacun
d’eux peut prendre le rôle de leur père à tout moment. Pour cette raison, et par effet d’abstraction, les
graphes complets créés sont considérés comme les pères des ordinateurs qu’ils contiennent.
FIGURE 2 – Représentation des nœuds formant le premier étage du DST.
Les nœuds intermédiaires de niveau 1 sont regroupés en un ensemble de petits groupes. Les nœuds de
niveau 1 forment à leur tour des graphes complets au sein de leur groupe comme représenté dans la
figure 3.a. Ces graphes complets sont appelés nœuds intermédiaires de niveau 2. Les liens reliant deux
nœuds intermédiaires sont implémentés de la manière suivante : pour tout arc reliant un nœud A à
un nœud B, tous les ordinateurs intégrés au nœud A doivent avoir un lien pointant sur un ordinateur
intégré au nœud B. Comme le montre la figure 3.b, l’ensemble des ordinateurs peut être utilisé comme
sommets d’arrivés des arcs, ce qui permet de répartir la charge d’un nœud intermédiaire sur l’ensemble
des ordinateurs qui le compose.
Puis, les nœuds intermédiaires de niveau 2 sont regroupés à l’aide de graphes complets pour former les
nœuds de niveau 3 (voir figure 4.a et 4.b), et ainsi de suite. La construction s’achève lorsqu’un niveau
ne possédant qu’un seul nœud intermédiaire est créé. Ce nœud est alors appelé racine du DST.
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a. Représentation abstraite b. Représentation détaillée
FIGURE 3 – Représentation des nœuds formant le deuxième étage du DST.
a. Représentation abstraite b. Représentation détaillée
FIGURE 4 – Représentation des nœuds formant le troisième étage du DST.
3. Parcours d’un DST
La structure étant énoncée, nous allons décrire deux algorithmes de parcours du DST. Le premier algo-
rithme permet de réaliser un parcours en parallèle en profondeur. Le deuxième algorithme, quant à lui,
permet de réaliser des parcours aux caractéristiques similaires à celui utilisé par Gnutella.
3.1. Parcours en profondeur
D’un point de vue abstrait, les parcours en profondeur des DST sont similaires au parcours d’un arbre
classique. Le nœud racine transmet un message à ses fils, qui le retransmettent à leurs fils et ainsi de
suite jusqu’à ce que le message arrive au niveau des feuilles.
La figure 5 montre un exemple de parcours de DST en profondeur en trois étapes. Comme pour un
arbre classique, lors de la première étape, la racine transmet un message à ses fils. Un parcours est
toujours initié par un ordinateur. D’après la structure du DST, cet ordinateur fait obligatoirement partit
du nœud racine. Il va donc agir en tant que nœud racine et transmettre le message aux fils de la racine.
En pratique, pour chaque fils de la racine, il enverra le message à l’ordinateur qu’il connaît appartenant
à ce fils. De plus, afin d’économiser un message, il s’utilise comme destinataire du message adressé au
fils dont il fait partit.
   
   


FIGURE 5 – Exemple de parcours en profondeur.
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Une fois que les fils de la racine d’un arbre ont reçu le message, ils le retransmettront à leurs fils re-
spectifs. Ainsi, les ordinateurs ayant reçu le message à l’étape précédente vont jouer le rôle des fils de
la racine et transmettre le message à leurs fils respectifs. Pour cela, ils enverront le message aux ordina-
teurs qu’ils connaissent faisant chacun partit d’un des nœuds fils devant recevoir le message, et ainsi de
suite.
3.2. Parcours par vagues successives
L’algorithme de parcours de graphe de Gnutella et d’autres protocoles de recherche paire-à-paire se
fait par étapes successives. Dans une première étape, le message est transmis à tous les nœuds situés à
une distance un du nœud initiateur. Puis, ce sont tous les nœuds situés à une distance deux, puis trois
et ainsi de suite. L’intérêt de cet algorithme réside dans le nombre de nœuds interrogés qui croit de
manière exponentielle.
Il est possible d’utiliser le parcours en profondeur décrit précédemment pour obtenir le même effet.
Pourtant, ce parcours n’est pas optimal, car comme avec l’algorithme de Gnutella, certains nœuds sont
contactés plus d’une fois. Par exemple, si une recherche nécessite un parcours de profondeur deux,
la racine contacte ses fils lors de la première étape. Puis, elle contact ses fils une seconde fois pour
transmettre le message à ces petits fils. Ainsi, chacun des fils de la racine est contacté deux fois.
La structure originale du DST lui permet de réaliser le même type de recherche sans pour autant néces-
siter de contacter plusieurs fois un même ordinateur. Pour cela, lors de la première étape, l’ordinateur
initiateur du parcours prend le rôle de nœud intermédiaire de niveau 1 et interroge les autres ordi-
nateurs formant son groupe de niveau 1 (voir figure 6). Puis, l’ordinateur prend le rôle de son nœud
intermédiaire de niveau 2 et diffuse un message le long de ses fils tout en évitant de le rediffuser sur le
fils qui a été parcouru durant la première étape. Puis il prend le rôle du nœud intermédiaire de niveau 3
et ainsi de suite.
    
    


FIGURE 6 – Exemple de parcours par vagues successives.
Ainsi, à l’aide de ce parcours, le DST interroge lui aussi un nombre d’ordinateur croissant de manière
exponentielle. Mais contrairement aux autres algorithmes présentés, il ne nécessite que n − 1 messages
pour interroger n ordinateurs.
4. Études de performances par simulation
En théorie, en permettant de contacter l’ensemble des ordinateurs avecn−1messages tout en distribuant
la charge des nœuds intermédiaires sur l’ensemble des ordinateurs, le DST permet de meilleures perfor-
mances de découverte par diffusion en terme de vitesse de recherche et en terme de charge supportée.
Afin de tester cette affirmation, plusieurs simulations ont été réalisées. Ces simulations ont eu pour rôle
de vérifier si la charge de recherche est bien répartie entre les différents ordinateurs et si le temps de
recherches est satisfaisant.
Le simulateur développé [6] simule Internet par une topologie en étoile afin de pourvoir étudier la
charge des liens reliant les ordinateurs à Internet et de faire abstraction, dans un premier temps, des
mécanismes de routage d’Internet. Tous les ordinateurs sont reliés au centre de l’étoile à l’aide d’un lien
à 8Mbit/s. Les messages échangés font 1 ko et prennent donc 2 millisecondes pour être transféré d’un
ordinateur à un autre si aucun autre message transite sur le réseau.
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Les résultats exposés, relate la charge supportée pour des graphes de communication de 10 et 10 000
ordinateurs. Pour chaque taille de population, nous simulons des recherches par diffusion d’élément
xi. Chaque élément xi a une probabilité de 10% de se trouver sur chacun des ordinateurs. Pour chaque
taille de population, les recherches ont été simulées sur trois types de topologies : des arbres d’arité 5, le
graphe de degré 5 et des DST ayant 5 éléments par groupe. L’algorithme de Gnutella est utilisé par les
recherches sur les arbres et les graphes. L’algorithme de parcours par vagues successives vue précédem-
ment est utilisé pour réaliser les recherches sur le DST.
La figure 7 fournit les résultats obtenus pour une population de 10 ordinateurs. Les abscisses corre-
spondent au nombre de requêtes émises par l’ensemble des ordinateurs en l’espace d’une seconde. Les
ordonnées correspondent à la moyenne du temps de toutes les recherches.
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FIGURE 7 – Performances pour une population de 10 ordinateurs.
On observe clairement, que plus la fréquence des requêtes est élevée, plus le temps de recherche est
important et cela pour les trois topologies. Ce comportement normal indique que la charge du système
influe sur la vitesse de traitement. Les trois courbes se terminent en une asymptote indiquant la sur-
charge du système.
Il est intéressant de remarquer que l’arbre et le graphe ont des performances similaires. Bien que l’arbre
utilise moins de messages, ces nœuds intermédiaires gèrent une grande partie du trafic et forment des
nœuds de contentions. Le graphe envoie un plus grand nombre de messages et c’est l’ensemble des
nœuds qui gèrent un trafic similaire à celui des nœuds de contentions de l’arbre, ce qui explique des
performances similaires. Le DST quant à lui, utilise un nombre de messages légèrement inférieur à celui
des arbres (voir 3.2) tout en répartissant la charge sur l’ensemble des nœuds. Il en résulte de meilleures
performances en terme de vitesse de recherche et en terme de charge supportée.
La figure 8 présente les résultats obtenus pour une population de 10 000 ordinateurs. Dû aux goulets d’é-
tranglement des arbres, les performances de l’arbre sont très mauvaises par rapport à celles du graphe
et celles du DST. Les graphes quant à eux ont des performances presque aussi bonnes que le DST pour la
raison suivante : ayant une probabilité de 10% de trouver l’élément recherché sur chacun des serveurs,
les recherches sont achevées en moins de 4 hops. Ayant 10 000 nœuds, il est rare qu’un nœud soit con-
tacté plus d’une fois pour une même requête. Nous avons donc un nombre de messages échangés à
peu près optimal comme le fait l’arbre ou le DST. Sauf que contrairement à l’arbre, le graphe n’a pas de
goulet d’étranglement.
5. Conclusion
En distribuant le rôle des nœuds intermédiaires à travers l’ensemble des ordinateurs, leDistributed Span-
ning Tree est capable de répartir la charge de recherche sur l’ensemble des ordinateurs tout en utilisant
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FIGURE 8 – Performances pour une population de 10 000 ordinateurs.
un nombre de messages optimal. Ce qui lui permet d’utiliser toute la largeur du réseau tout en limitant
le nombre de messages échangés. Son utilisation dans le cadre de recherche par inondation implique de
meilleures performances en terme de vitesse de recherche et en terme de charge supportée par rapport
aux graphes et aux arbres classiques.
Les résultats présentés dans cet article ainsi que ceux présentés dans [5] indiquent que les simulations
effectuées soutiennent cette hypothèse pour des graphes de communication de 10, 100, 1 000, et 10 000
ordinateurs pour des probabilités de trouver un élément sur chaque serveur variant de 0% à 33%. Les
simulations indiquent que les graphes sont équivalents ou plus performants que les arbres en fonction
de l’échelle. Les gains en terme de performances du DST ne sont pas constants par rapport à ceux des
graphes. Ces gains dépendent essentiellement du pourcentage de nœuds interrogés. Plus le nombre de
nœuds interrogés est élevé, plus le pourcentage qu’un nœud d’un graphe reçoive un message plusieurs
fois est élevé, et plus les gains du DST par rapport aux graphes sont importants.
Dans l’attente de tests en conditions réelles, ces premiers résultats permettent de confirmer que le DST
est une structure extensible dans le cadre de la recherche de service. Comparé aux graphes, le DST est
une structure qui est plus complexe et nécessite donc plus d’effort pour la maintenir valide lors de
l’arrivée et du départ de nœuds. Pour cette raison, nous déconseillons sont utilisations dans les archi-
tectures très dynamiques tel les programmes d’échanges de fichiers paire-à-paire. Par contre, les archi-
tectures pour lesquelles les performances sont primordiales telles que les grilles de calculs peuvent tirer
pleinement bénéfice du DST.
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