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Uvod
Od samih zacˇetaka programiranja, ljudski napori bili su ustrojeni ka stvaranju sustava
koji bi u potpunosti mogli automatizirati te zamijeniti iste. Bolje recˇeno, htjeli su stvoriti
naizgled pravu ljudsku inteligenciju, ironicˇno zvanu umjetna inteligencija. Naspram ko-
nvencionalnom eksplicitnom programiranju, takav pothvat zahtijevao je drugacˇiji pristup.
Disciplina umjetne inteligencije, odnosno njezine grane strojnoga ucˇenja latila se upravo
takvoga pothvata.
U ovome radu c´e se predstaviti strojno ucˇenje te dvije metode koje pripadaju toj dis-
ciplini; regresija i klasifikacija, dok c´e se metoda potpornih vektora prezentirati u detalje.
Naposljetku, evaluirati c´e se dani algoritmi na konkretnom problemu.
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Poglavlje 1
Strojno ucˇenje
1.1 Motivacija
Prvi pokusˇaji stvaranja inteligentnih sustava pocˇeli su od rucˇno pisanih naredbi i uvjeta
kojima se dolazi do krajnjih rezultata. Takav pristup je primjenjiv ako se stvara sustav
cˇiji model i proces cˇovjek mozˇe shvatiti i prenijeti u programski kod. Medutim, mnogi
danasˇnji problemi previsˇe su zahtjevni da bi se rijesˇili na klasicˇan nacˇin. Zamislite samo
pristup ucˇenja autonomnog vozila. Klasicˇan nacˇin ucˇenja bi se sastojao od naredbi oblika
”Ako , tada zakocˇi”. Iz jednostavnog primjera mozˇemo odmah primijetiti kako postoji
previsˇe uvjeta koji bi zadovoljavali ovu izjavu, te je ocˇito takav pristup neizvediv. Alter-
nativa ovakvom nacˇinu ucˇenja bi bila da autonomno vozilo jednostavno samo naucˇi pra-
vila ponasˇanja ovisno u kojoj se situaciji nalazi uz pomoc´ ulaznih podataka te statisticˇkih
znacˇajki iz njih samih.
Takav pristup je imao i Arthur Samuel Lee davnih 1950-tih godina kada je naucˇio stroj igri
dame te se smatra jedan od pionira umjetne inteligencije, odnosno strojnoga ucˇenja cˇiji
termin i sam osmisˇljava godine 1959.
1.2 Kratka povijest strojnog ucˇenja
Iako je strojno ucˇenje usko povezano sa matematikom i statistikom te skupinom ostalih
disciplina, ovdje c´emo samo navesti par kljucˇnih trenutaka kako bi odrzˇali preglednost i
sazˇetost.
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1943 Prvi primjer ”neuronske mrezˇe” kada neuropsiholog i matematicˇar predstavljaju njihovu
percepciju kako ljudski neuroni funkcioniraju.
1950 Alan Turing predstavlja ”Turingov Test” koji odreduje da li stroj ima pravu inteligenciju.
Kako bi stroj polozˇio test, mora zavarati cˇovjeka i uvjeriti ga kako je on sam cˇovjek a ne
stroj.
1952 Arthur Samuel pisˇe prvi program koji se ucˇi igrati ”dame” u sklopu kojega formira pojam
strojno ucˇenje.
1957 Frank Rosenblatt dizajnira prvu neuronsku mrezˇu (jedan perceptron) na racˇunalu koja
simulira proces razmisˇljanja ljudskog mozga.
1959 Prva primjena neuronskih mrezˇa. Stanfordov Adaline smanjuje jeku na telefonskim lini-
jama.
1979 Studenti na Stanford fakultetu predstavljaju ”Stanford Cart”; robot koji se mozˇe samos-
talno kretati u prostoriji izbjegavajuc´i prepreke.
1985 Terry Sejnowski predstavlja NetTalk, sustav koji je u tjedan dana naucˇio pravilno izgova-
rati 20.000 rijecˇi.
1997 IBMov Deep Blue pobjeduje tadasˇnjeg sˇahovskog prvaka Garrya Kasparova.
2006 Geoffrey Hinton predstavlja termin duboko ucˇenje koji predstavlja novu generaciju al-
goritama koji dopusˇtaju racˇunalima da ”vide”, odnosno klasificiraju objekte i tekst na
slikama i videima.
2011 IBM-ov Watson pobjeduje ljudske suparnike u igri ”Jeopardy”
2011 Google-ov X Lab predstavlja algoritam koji samostalno pregledava Youtube videe, te ih
kategorizira prema tome da li oni sadrzˇe macˇku ili ne.
2014 Facebook razvija DeepFace, algoritam koji prepoznaje lica i ljude na istoj razini kao sˇto
to radi i cˇovjek.
2016 Google-ov AlphaGo algoritam pobjeduje kineskoga prvaka u igri ”Go”, koja se smatra
najkompleksnijom drusˇtvenom igrom.
Iz kratkog pregleda povijesti mozˇemo primijetiti kako je zapravo ova disciplina rela-
tivno nova. Ako izuzmemo matematicˇke i statisticˇke fundamente koji su trebali biti razvi-
jeni kako bi uopc´e dosˇlo do razvitka strojnoga ucˇenja, vidimo da je prosˇlo samih 50-ak
godina od njezinih zacˇetaka.
Ujedno, mozˇemo primijetiti velike kompanije medu sudionicima razvijanja ove discipline,
sˇto ukazuje na to koliko je ona sama zapravo vazˇna.
Medutim, mozˇda najvazˇniji zakljucˇak iz same povijesti jest to koliko je strojno ucˇenje
interdisciplinarno i primjenjivo. Sama potreba strojnoga ucˇenja proizasˇla je iz konkretnih
problema u raznim disciplinama; medu kojima i medicina, fizika, financije, sigurnosne
mjere, itd. To znacˇi da za razvijanje modela potrebno je sˇire znanje od same discipline sˇto
ju cˇini kompleksnijom za savladavanje.
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1.3 Definicija i podjela strojnog ucˇenja
Najopc´enitije prihvac´enu definiciju strojnoga ucˇenja, predlozˇio je Tom Mitchell:
”Kazˇemo da program ucˇi na temelju iskustva E obzirom na neki skup zadatka T i evaluacij-
skom mjerom P, ako se njegov ucˇinak na zadacima T poboljsˇava sa iskustvom E evaluirano
mjerom P.”
Pogledajmo jednostavan primjer koji ilustrira danu definiciju:
T klasifikacija nezˇeljene e-posˇte i zˇeljene e-posˇte (engl. spam/no spam e-mail)
E program promatra neko vrijeme kakve tipove e-posˇte mi klasificiramo kao nezˇeljenu
P broj tocˇno klasificiranih e-posˇti
Najjednostavniji prikaz modela strojnoga ucˇenja je sljedec´i:
Slika 1.1: Model strojnoga ucˇenja
gdje se modeli razlikuju ovisno o svakom od tih triju dijelova.
Ulazni podaci mogu biti raznovrsni. Postoje modeli koji samo primaju numericˇke po-
datke, modeli koji mogu primati i kategoricˇke odnosno simbolicˇke varijable, do modela
koji primaju audio/vizualne podatke. Ovisno o tome da li su ulazni podaci oznacˇeni (engl.
Labeled), odnosno da li svaki ulazni podatak ima svoju ciljnu vrijednost, govorimo o nad-
ziranom, odnosno nenadziranom ucˇenju.
1.4 Nadzirano ucˇenje
Kod nadziranog ucˇenja, ulazni podaci su oblika (x, y) gdje je x = (x1, x2, . . . , xn) vektor
znacˇajki a y ciljna vrijednost dane instance. Zadatak nadziranog ucˇenja je pronac´i pres-
likavanje koje nam za ulazne vrijednosti x-a daje ciljnu vrijednost y, odnosno pronalazi
funkciju f (x) = y.
6 POGLAVLJE 1. STROJNO UCˇENJE
Ovisno o ciljnoj vrijednosti, modele nadziranog ucˇenja dijelimo na:
• klasifikacijske modele - ciljne vrijednosti su diskretne kategorije odnosno klase
• regresijske modele - ciljne vrijednosti su kontinuirane
1.5 Nenadzirano ucˇenje
Kod nenadziranog ucˇenja, za razliku od nadziranog gdje imamo ciljnu vrijednost y, ulazni
podaci su oblika x = (x1, x2, . . . , xn). Zadatak takvog ucˇenja je pronac´i pravilnosti medu
podacima. Glavne primjene takvoga ucˇenja su:
• grupiranje (engl. Clustering) - ciljne vrijednosti su grupe
• otkrivanje iznimki (engl. Outlier detection)
• kompresija podataka (engl. Dimensionality reduction)
1.6 Uvod u sljedec´a poglavlja
Dok je glavna tematika ovoga rada algoritam potpornih vektora, uvodimo opc´enite poj-
move kao sˇto su regresija i klasifikacija te algoritme linearne regresije i logistcˇke regresije
kao mjerila usporedbe sa potpornim vektorima. Svaki algoritam c´emo potkrijepiti najjed-
nostavnijim moguc´im primjerom koji c´e sluzˇiti dobivanjem boljeg uvida u korake algo-
ritma, dok c´emo u kasnijem poglavlju testirati metode na slozˇenijim problemima.
Poglavlje 2
Regresija
Opc´enito, kada govorimo o regresiji, mislimo na predvidanje kontinuirane vrijednosti y ∈
R. Na temelju danih primjera (x(i), y(i)) iz skupa D, gdje je x(i) = (x(i)1 , · · · , x(i)p ), cilj je
naucˇiti nepoznatu funkciju f : X → R tako da je, idealno, y(i) = f (x(i)). Medutim, zbog
prisustva sˇuma u podacima, zapravo ucˇimo funkciju y(i) = f (x(i))+, gdje je  slucˇajni sˇum.
2.1 Motivacija
Motivacija iza regresijskih modela je vrlo intuitivna. Kada bi veza danih primjera iz skupa
D uistinu postojala, tada bi, regresijom, mogli doznati i vrijednost za bilo koji drugi dani
primjer.
Promotrimo problem procjene cijene stambenog objekta. Pretpostavimo li na trenu-
tak kako cijena danog objekta ovisi ponajvisˇe o njegovoj kvadraturi, tada bi iz modela
naucˇenog na danom podatkovnom skupu koji predstavlja dio ponude stambenih objekata,
mogli procijeniti cijenu bilo kojega drugog danog objekta sˇto bi mogao biti jako koristan
model za npr. agencije nekretninama.
2.2 Linearna regresija
Linearnom regresijom nad skupomD dobivamo funkciju (hipotezu) h kao linearnu aprok-
simaciju funkcije f . Empirijsku pogresˇku hipoteze h nad skupom za ucˇenjeD tada mozˇemo
definirati kao:
E (h,D) =
N∑
i=1
(
y(i) − h
(
x(i)
))2
.
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Pogresˇku mjerimo kao zbroj kvadratnih odstupanja predvidene vrijednosti h(x) i stvarne
vrijednosti y. Dakle, zˇelimo izabrati model koji c´e minimizirati danu empirijsku gresˇku.
Izaberimo model:
h(x) = β1x1 + β2x2 + · · · + βpxp + β0 =
N∑
i=1
βixi + β0 = βT x + β0
gdje su βi parametri koje treba naucˇiti na temelju skupa primjera D, te je x oblika
(x1, · · · , xp). Buduc´i da izraz h(x) linearno ovisi o tezˇinama β, ovu vrstu regresije nazivamo
linearna regresija.
Prosˇirimo li vektor x dodatnim stupcem jedinica, te u vektor β ukomponiramo β0 kao:
y =

y(1)
...
y(N)
 , X =

1 x(1)1 · · · x(1)p
1 x(2)1 · · · x(2)p
...
...
1 x(N)1 · · · x(N)p
 , β =
[
β0 β1 · · · βp
]
tada gresˇku E mozˇemo pisati:
E(h,D) = (y − Xβ)T (y − Xβ)
Kako zˇelimo minimizirati gresˇku, izraz:
∂E
∂β
= −2XT (y − Xβ)
izjednacˇavamo sa nulom te dobivamo jedinstveno rjesˇenje:
βˆ =
(
XT X
)−1
XT y
uz pretpostavku da je XT X pozitivno definitna matrica.
Tada, za bilo koji nevideni primjer z, u kojem je prvi element postaljven na 1, imamo
procjenu:
h(z) = βˆT z
dok su procjenjene vrijednosti ulaznih podataka:
yˆ = Xβˆ = X
(
XT X
)−1
XT y
Postoji moguc´nost da stupci matrice X nisu linearno nezavisni. Tada matrica X nije
punoga ranga. Takav primjer se mozˇe desiti ukoliko su znacˇajke savrsˇeno korelirane (npr.
x(i)2 = 3x
(i)
1 za svaki primjer i ). Tada je matrica X
T X singularna pa koeficijenti βˆ nisu
jedinstveno definirani. Opc´enito se takvi problemi u strojnom ucˇenju rjesˇavaju zanemari-
vanjem linearno zavisnih stupaca, ukoliko oni ne doprinose novim informacijama danom
problemu.
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Primjer
U ovom odjeljku c´emo proucˇiti najjednostavniji primjer kako bi mogli vidjeti korake algo-
ritma, dok c´emo kasnije proucˇiti konkretne i slozˇenije probleme.
Proucˇimo problem u kojem je dana progresivnost bolesti dijabetesa godinu od prvog
mjerenja naspram nekolicine karakteristika pacijenata, kao sˇto su: godine, spol, indeks
tjelesne mase (BMI), itd.
Uzmimo model koji nam ovisno o indeksu tjelesne mase govori o progresivnosti bolesti
dijabetesa. Neka su dani sljdec´i primjeri:
indeks
tjelesne mase
progresivnost
bolesti
indeks
tjelesne mase
progresivnost
bolesti
1 0.06169621 151 11 -0.08380842 101
2 -0.05147406 75 12 0.01750591 69
3 0.04445121 141 13 -0.02884001 179
4 -0.01159501 206 14 -0.00189471 185
5 -0.03638469 135 15 -0.02560657 118
6 -0.04069594 97 16 -0.01806189 171
7 -0.04716281 138 17 0.04229559 166
8 -0.00189471 63 18 0.01211685 144
9 0.06169621 110 19 -0.0105172 97
10 0.03906215 310 20 -0.01806189 168
Trazˇimo βˆ =
(
XT X
)−1
XT y gdje se u matrici X u prvom stupcu nalaze same jedinice,
dok u drugom podaci o indeksu tjelesne mase pojedinog pacijenta.
XT X =
[
20 −0.09717378
−0.09717378 0.03062671
]
(
XT X
)−1
=
[
0.05078286 0.16112613
0.16112613 33.16246968
]
(
XT X
)−1
XT y =
[
143.18115533 407.75511977
]
Dakle dobili smo βˆ =
[
143.18115533 407.75511977
]
. Skica primjera izgleda kao:
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Slika 2.1: Procjena progresivnosti bolesti dijabetesa
Poglavlje 3
Klasifikacija
Za razliku od regresije koja pokusˇava predvidjeti stvarnu vrijednost znacˇajke, klasifikacija
pokusˇava predvidjeti klasu primjera. Konkretnije, iz danih primjera (x(i), y(i)) iz skupa D,
pokusˇavamo naucˇiti kakve tocˇno znacˇajke x spadaju u klasu y.
3.1 Motivacija
Kao i kod regresije, intuicija klasifikacije je vrlo ocˇita, ako ne i ocˇitija. Za dane primjere,
zˇelimo znati kojoj oni klasi pripadaju. Promotrimo problem segmentacije trzˇisˇta. Pret-
postavimo li na trenutak kako korisnike na trzˇisˇtu mozˇemo preraspodijeliti na konkretne
kategorije, tada svakog novog korisnika , ovisno o njegovim karakteristikama, mozˇemo
usmjeriti na pravi dio trzˇisˇta kako bi oboje mogli maksimizirati svoju korisnost.
3.2 Logisticˇka regresija
Dok linearna regresija rjesˇava problem predikcije, logisticˇka regresija pokusˇava rijesˇiti pro-
blem klasifikacije. Intuitivno, htjeli prenamijeniti model linearne regresije da rezultira u
predikcije klase primjera.
Neka su dani primjeri (x(i), y(i)) gdje je ovoga puta y ∈ {0, 1}.
Ideja je pretvoriti rezultat linearnog modela u raspon izmedu 0 i 1 te ga interpretirati
kao vjerojatnost pripadnosti nekoj klasi; opc´enito klasi 1. Ukoliko je ta vjerojatnost vec´a
od nekog pred odredenog praga (obicˇno 0.5), tada konkretnom primjeru dodjeljujemo klasu
1 dok je u protivnom on klase 0. Kako bi rezultat linearne regresije bio u rasponu [0, 1],
koristimo sigmoidalnu odnosno logit funkciju:
g(z) =
1
1 + e−z
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koja ima sljedec´i oblik:
Slika 3.1: Sigmoidalna odnosno logit funkcija
Tada nasˇa hipoteza glasi:
h(x) = g(βˆT x) =
1
1 + e−βˆT x
Dakle, ukoliko je h(x) ≥ 0.5, primjer x je klase 1, dok je u protivnom klase 0. Iz grafa
funkcije g, vidimo da je h(x) ≥ 0.5 ekvivalentno βˆT x ≥ 0.
Kao i prije, moramo pronac´i optimalne parametre βˆ. Dok smo u linearnoj regresiji,
βˆ mogli pronac´i analiticˇki, u ovom slucˇaju to nije moguc´nost te c´emo se zato posluzˇiti
metodom gradijentnog spusta nad funkcijom gubitka.
Funkciju gubitka definiramo na sljedec´i nacˇin:
C(h(x), y) =
{ − log (h(x)) ako y = 1
− log (1 − h(x)) ako y = 0
Cilj funkcije gubitka je da penalizira krivo klasificirane primjere. Ako je klasa danog
primjer y = 1, tada u slucˇaju ispravne klasifikacije imamo − log(1) = 0. Dakle, funk-
cija gubitka ne penalizira takav slucˇaj. Obratno, u slucˇaju pogresˇne klasifikacije imali bi
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− log(0) sˇto rezultira beskonacˇnom penalizacijom. Analogon vrijedi za slucˇaj kada je klasa
primjera y = 0.
Slika 3.2: Funkcije gubitka
Dakle, kombiniranjem ta dva slucˇaja za jedan primjer, funkcija gubitka glasi:
C(h(x), y) = −y log (h(x)) − (1 − y) log (1 − h(x)) .
dok za sve primjere zajedno glasi:
J(β) = − 1
N
N∑
i=1
[
y(i) log
(
h(x(i))
)
+ (1 − y(i)) log
(
1 − h(x(i))
)]
gdje je N broj primjera.
Kako zˇelimo da funkcija gubitka bude sˇto manja, koristimo se gradijentnim spustom
radi odredivanja minimuma. Tada jedan korak iteracija glasi:
β j = β j − ∂
∂β j
J(β)
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gdje je
∂
∂β j
J(β) =
1
N
N∑
i=1
(
h(x(i)) − y(i)
)
x(i)j
Ispada da parametri dobiveni ovom metodom su jednaki kao i oni dobiveni metodom
maksimizacije vjerodostojnosti pod pretpostavkom da nam klase y dolaze iz binomne dis-
tribucije B(1, p), te da je p vjerojatnost ”uspjeha”, odnosno klase 1.
Dakle, zˇelimo procjeniti p(x(i)) = P
(
Y | X = x(i)
)
. Maksimizacijom vjerodostojnosti
imamo:
L (β) =
N∏
i=1
P
(
Y = y(i) | X = x(i)
)
=
N∏
i=1
p
(
x(i), β
)y(i) (
1 − p(x(i), β)1−y(i)
)
gdje je p (x, β) = 1
1−e−βT x . Uvodenjem oznake pi = p(x
(i), β) te logaritmiranjem dobi-
vamo:
log(L) =
∑
y(i)=1
log(pi) +
∑
y(i)=0
log(1 − pi)
Korisˇtenjem cˇinjenice da je p′i = pi(1 − pi), nuzˇni uvjeti glase:
∂ log (L)
∂β0
=
∑
y(i)=1
(1 − pi) −
∑
y(i)=0
pi = 0
∂ log (L)
∂βi
=
∑
y(i)=1
(1 − pi) x(i) −
∑
y(i)=0
pix(i) = 0
Rjesˇavanjem sustava dobivamo parametre kao u prosˇloj metodi.
Primjer
Neka je dan skup pozitivnih primjera
{(3, 1), (3,−1), (6, 1), (6,−1)} ,
te skup negativnih primjera
{(1, 0), (0, 1), (0,−1), (−1, 0)} .
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Kako bi pronasˇli klasifikacijski pravac, moramo pronac´i β. Napisˇimo najprije funkciju
gubitka:
J(β) = −1
8
[
log
(
1
1 + e−β0−3β1−β2
)
+ log
(
1
1 + e−β0−3β1+β2
)
+
log
(
1
1 + e−β0−6β1−β2
)
+ log
(
1
1 + e−β0−6β1+β2
)
+
log
(
1 − 1
1 + e−β0−β1
)
+ log
(
1 − 1
1 + e−β0−β2
)
+
log
(
1 − 1
1 + e−β0+β2
)
+ log
(
1 − 1
1 + e−β0+β1
) ]
Tada su derivacije:
∂
∂β0
J(β) = 0.5 − 0.125 e
−β0−3β1+β2
e(−β0−3β1+β2 + 1)
− 0.125 e
−β0−3β1−β2
e−β0−3β1−β2 + 1
− 0.125 e
−β0−6β1+β2
e−β0−6β1+β2+1
− 0.125 e
−β0−6β1−β2
e−β0−6β1−β2+1
− 0.125 e
−β0+β2
e−β0+β2 + 1
− 0.125 e
−β0−β2
e−β0−β2 + 1
− 0.125 e
−β0+β1
e−β0+β1 + 1
− 0.125 e
−β0−β1
e−β0−β1 + 1
∂
∂β1
J(β) = − 0.375 e
−β0−3β1+β2
e−β0−3β1+β2 + 1
− 0.375 e
−β0−3β1−β2
e−β0−3β1−β2 + 1
− 0.75 e
−β0−6β1+β2
e−β0−6β1+β2 + 1
− 0.75 e
−β0−6β1−β2
e−β0−6β1−β2 + 1
+ 0.125
e−β0+β1
e−β0+β1 + 1
− 0.125 e
−β0−β1
e−β0−β1 + 1
∂
∂β2
J(β) =0.125
e−β0−3β1+β2
e−β0−3β1+β2 + 1
− 0.125 e
−β0−3β1−β2
e−β0−3β1−β2 + 1
+ 0.125
e−β0−6β1+β2
e−β0−6β1+β2 + 1
− 0.125 e
−β0−6β1−β2
e−β0−6β1−β2 + 1
+ 0.125
e−β0+β2
e−β0+β2 + 1
− 0.125 e
−β0−β2
e−β0−β2 + 1
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Primjenjujuc´i gradijentni spust dosˇli bi do rezulatata:
β0 = −0.8, β1 = 0.8, β2 = 0
iz cˇega bi zakljucˇili kako razdvajajuc´i pravac glasi:
x1 = 1
sˇto vidimo na sljedec´oj ilustraciji:
Slika 3.3: Primjer
Mozˇemo primijetiti kako bi mozˇda razdvajajuc´i pravac bolje razdvajao primjere kada bi
on bio malo ”u desno”. Naime, vidimo da jedna tocˇka klase 0 lezˇi tocˇno na pravcu. U tom
smislu govorimo da razdvajajuc´i pravac nije robustan ukoliko postoji velika moguc´nost da
okolne tocˇke tocˇki (1, 0) budu krivo klasificirane iz razloga sˇto je margina pre blizu klasi
0. U kasnijim poglavljima c´emo moc´i vidjeti kako SVM pristupa ovom problemu te zasˇto
je upravo takvo rjesˇenje bolje.
Poglavlje 4
Metoda potpornih vektora
Metoda potpornih vektora (engl. Support Vector Machine, SVM) spada pod nadzirane me-
tode ucˇenja koji za dani set podataka predvida kojoj klasi pojedini podatak pripada. Pos-
toji i varijanta zvana Regresija potpornih vektora (engl. Support Vector Regression) koja
pokusˇava predvidjeti kontinuiranu vrijednost a ne klasu.
4.1 Motivacija
Za razliku od drugih klasifikacijskih algoritama, metoda potpornih vektora trazˇi najbolju
razdvajajuc´u hiperravninu. Sljedec´a ilustracija prikazuje takvu intuiciju:
Slika 4.1: Model potpornih vektora, preuzeto sa https://en.wikipedia.org/wiki/Support-
vector machine
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Iz ilustracije vidimo da, u slucˇaju gdje bi htjeli razdvojiti crne instance od bijelih, SVM
bi pronasˇao hiperravninu koja ima najvec´e margine, odnosno hiperravninu koja je naju-
daljenija od bijelih i crnih instanci. Takva hiperravnina bi odgovarala hiperravnini H3 na
ilustraciji.
Intuicija trazˇenja najudaljenije hiperravnine od samih klasa jest pojam generalizacije. Ge-
neralizacija je sposobnost modela da tocˇno klasificira (ili predvida ukoliko se radi o re-
gresivnom problemu) svaku novu instancu nevidenu u skupu na kojem je model ucˇen (od-
nosno treniran u zˇargonu strojnoga ucˇenja). Svaki algoritam strojnog ucˇenja tezˇi ka dobroj
generalizaciji.
4.2 Linearno (ne)separabilni problemi
U ovom radu c´emo se najprije baviti linearno separabilnim (odvojivim) problemom, dok
c´emo kasnije razmotriti slucˇaj linearno neseparabilnog (neodvojivog) problema, te moc´ i
prednost metode potpornih vektora pristupanja istome naspram drugih metoda.
Kako i sam izraz daje naslutiti, linearno separabilni problemi su problemi za koje pos-
toji hiperravnina koja bi odvojila podatke prema njihovim danim klasama.
Konkretnije to su problemi za koje je presjek konveksnih ljusaka zasebnih klasa, pra-
zan.
Slika 4.2: Linearno separabilni i neseparabilni problem, preuzeto sa ht-
tps://web.math.pmf.unizg.hr/nastava/su/materijali/
Definicija 4.2.1. Za dani skup S definiramo konveksnu ljusku skupa S kao:
convS =
{ k∑
i=1
tiai : a1, . . . , ak ∈ S , t1, . . . , tk ≥ 0,
k∑
i=1
ti = 1
}
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4.3 Formalizacija modela
Neka je dan podatkovni skup D u kojem se nalaze primjeri za ucˇenje (en. Training set)
oblika (x, y) gdje je x = (x1, x2, . . . , xm) vektor znacˇajki, a y ciljna varijabla odnosno klasa
toga primjera. Neka je (x(i), y(i)) oznaka za i-ti primjer iz toga skupa.
Linearni model bez aktivacijske funckije (φ(x) = x) definiramo kao:
h(x) = wTφ(x) + w0 (4.1)
gdje su w i φ(x) vektori odgovarajuc´ih dimenzija. Radi jednostavnosti pretpostavimo da
su klase y ∈ {−1,+1} dok c´emo kasnije promotriti slucˇaj visˇeklasne klasifikacije. Predikcija
novog primjera x tada odgovara predznaku funkcije h(x), odnosno y = sgn(h(x)).
Nadalje, pretpostavimo da su primjeri iz skupaD linearno odvojivi (ili da su razdvojivi
nakon preslikavanja funkcijom φ). To znacˇi da postoje w i w0 takvi da h(x(i)) ≥ 0 za
y(i) = +1 te h(x(i)) < 0 za y(i) = −1. Krac´e, mozˇemo pisati:
∀(x(i), y(i)) ∈ D y(i)h(x(i)) ≥ 0
Ako su primjeri linearno odvojivi, tada postoji beskonacˇno mnogo rjesˇenja, medutim, nas
zanima rjesˇenje maksimalne margine. Time uvodimo pristranost kako bi dobili jedinstveno
rjesˇenje.
Udaljenost bilo koje tocˇke x i hiperravnine definirane sa h(x) = 0 jest:
d =
h(x)
‖w‖ , (4.2)
no kako trazˇimo udaljenosti samo ispravno klasificiranih tocˇki, tada gledamo udaljenost
kao:
y(i)h(x(i))
‖w‖ =
y(i)(wTφ(x(i)) + w0)
‖w‖
te vidimo da je ona nenegativna. Marginu c´e zapravo odredivati primjeri koji su najblizˇi
danoj hiperravnini. Stoga minimiziramo gornji izraz:
1
‖w‖ mini
{
y(i)(wTφ(x(i)) + w0)
}
Kao sˇto smo rekli, zˇelimo maksimizirati marginu:
argmax
w,w0
{
1
‖w‖ mini
{
y(i)(wTφ(x(i)) + w0)
}}
Ovako formuliran optimizacijski problem c´emo preoblikovati u problem konveksne
optimizacije.
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Primijetimo da (w,w0) mozˇemo translatirati bez da utjecˇemo na udaljenost d =
h(x)
‖w‖ ,
buduc´i da je:
αwTφ(x) + αw0
‖αw‖ =
α(wTφ(x) + w0)
α‖w‖ =
wTφ(x) + w0
‖w‖
Zbog toga, kako bismo pojednostavili problem, mozˇemo postaviti da za primjere x(i)
koji su najblizˇi margini vrijedi:
y(i)(wTφ(x(i)) + w0) = 1
Tada za sve preostale primjere mora vrijediti:
y(i)(wTφ(x(i)) + w0) ≥ 1, i = 1, . . . ,N (4.3)
Za one primjere za koje vrijedi jednakost kazˇemo da su aktivna te upravo te tocˇke
zovemo potporni vektori. Takva maksimizirana margina mora imati barem dva aktivna
ogranicˇenja, jedan za svaku klasu. Sljedec´a ilustracija prikazuje dosada navedeno.
Slika 4.3: Margina i pripadne hiperravnine, preuzeto iz [2]
Kako za hiperravnine koje odreduju margine vrijedi h(x) = +1 te h(x) = −1, prema
definiciji udaljenosti (4.2) slijedi da je svaka od tih ravnina udaljena za 1‖w‖ od ravnine
h(x) = 0. To znacˇi da je maksimalna margina duzˇine 2‖w‖ . Maksimiziranje margine, koji je
ujedno nasˇ krajnji cilj, tada mozˇemo napisati kao:
argmax
w,w0
1
‖w‖
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sˇto je ekvivalentno:
argmin
w,w0
1
2
‖w‖2
buduc´i da je minimum od ‖w‖ jednak minimumu od ‖w‖2. Faktor 12 smo ukljucˇili zbog
kasnije matematicˇke jednostavnosti te on ne mijenja krajnju minimizaciju.
4.4 Optimizacija metodom Lagrangeovih multiplikatora
Nalazˇenje maksimalne margine sveli smo na problem ogranicˇenog kvadratnog programi-
ranja, buduc´i da minimiziramo kvadratnu funkciju uz ogranicˇenja nejednakosti. Takav
problem mozˇemo rijesˇiti Lagrangeovim multiplikatorima.
Metoda Lagrangeovih multiplikatora
Opc´enito, optimizacijski problem uz ogranicˇenja definiramo na sljedec´i nacˇin:
minimizirati f (x)
uz ogranicˇenja gi(x) ≤ 0 i = 1, . . . ,m
hi(x) = 0 i = 1, . . . , p
gdje je f : Rn → R funkcija cilja, hi : Rn → R ogranicˇenja jednakosti te gi : Rn → R
ogranicˇenja nejednakosti. Tocˇke koje zadovoljavaju ogranicˇenja nazivamo ostvarivim
tocˇkama. Dok smo problem zapisali kao minimizaciju ciljne funkcije, to ne predstav-
lja nikakvo ogranicˇenje s obzirom da se problem min f (x) uvijek mozˇe prikazati kao
−max− f (x).
Poseban slucˇaj gornjeg optimizacijskog problema jest onaj kada je funkcija cilja ko-
nveksna. Tada govorimo o konveksnome optimizacijskom problemu te ga opc´enito zapi-
sujemo kao:
minimizirati f (x)
uz ogranicˇenja gi(x) ≤ 0 i = 1, . . . ,m
aTi x − bi = 0 i = 1, . . . , p
pri cˇemu su ogranicˇenja nejednakosti gi takoder konveksne funkcije, dok ogranicˇenja
jednakosti hi moraju biti afine funkcije. U ovom slucˇaju, minimizacija ciljne funkcije f (x)
zaista predstavlja ogranicˇenje, jer maksimizacija funkcije − f (x) visˇe nije konveksan pro-
blem buduc´i da je − f (x) konkavna funkcija. Medutim, u praksi nas maksimizacija konvek-
snih funkcija i minimizacija konkavih funkcija ne zanima.
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Metoda Lagrangeovih multiplikatora nam upravo sluzˇi za rjesˇavanje optimizacijskih
problema uz ogranicˇenja. Pritom, problem ne mora nuzˇno biti konveksan; jedini uvjet jest
da su ciljna funkcija i funkcije ogranicˇenja derivabilne.
Ogranicˇenja jednakosti
Zˇelimo minimizirati funkciju f (x) : Rn → R s obzirom na ogranicˇenje h(x) = 0. Ako je
funkcija f n-dimenzijska, onda je funkcija h (n − 1)-dimenzijska povrsˇina u Rn. Ujedno,
znamo da je za svaku tocˇku na povrsˇini ogranicˇenja gradijent ∇h(x) okomit na nju samu.
Neka je x∗ tocˇka na povrsˇini ogranicˇenja h(x) = 0 koja minimizira f (x). To je tocˇka
u kojoj smo se uspjeli najvisˇe priblizˇiti globalnome minimumu funkcije f (x), ali smo ipak
ostali na povrsˇini h(x) = 0 koja definira ostvarive tocˇke. To znacˇi da vektor ∇ f (x∗) mora
biti okomit na povrsˇinu h(x) = 0 jer bi se u protivnom uvijek mogli pomaknuti po povrsˇini
ogranicˇenja tako da se vrijednost f (x) povec´a.
Slika 4.4: Lagrangeova optimizacija uz ogranicˇenja jednakosti, preuzeto sa quora.com
Intuitivnije, promotrimo ilustraciju iznad. Dopusˇtena pomicanja su samo duzˇ krivulje
ogranicˇenja h. U tocˇki A primijetimo da gradijent ∇ f ima komponentu u smijeru duzˇ kojeg
je dopusˇteno pomicanje. To znacˇi da se mozˇemo pomaknuti duzˇ krivulje h kako bi mak-
simizirali f . Iz istoga razloga vidimo da, dok su gradijenti kolinearni kao u tocˇki B, tada
nemamo komponentu smjera prema kojoj bi se mogli pomaknuti kako bi maksimizirali f .
Prema tome, zakljucˇujemo da gradijenti ∇ f i ∇h u tocˇki x∗ moraju biti jednakih smjerova.
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Analogno, u slucˇaju minimizacije f (x) oni bi trebali biti suprotnih smjerova. Prema tome
gradijenti trebaju biti kolinearni, odnosno paralelni ili antiparalelni vektori. Posljedicˇno, u
tocˇki x∗ mora postojati konstanta α , 0 za koju vrijedi:
∇ f (x) + α∇h(x) = 0 (4.4)
Rjesˇenje ove jednadzˇbe ujedno je rjesˇenje pocˇetnog optimizacijskog problema. Pret-
postavimo sada da je jednadzˇba (4.4) minimum neke funkcije, odnosno odgovara staci-
onarnoj tocˇci te funkcije u kojoj je njezina derivacija po x jednaka nuli. Ta funkcija tada
glasi:
L(x, α) ≡ f (x) + αh(x).
Ovu funkciju nazivamo Lagrangeova funkcija. Kako bismo takvu funkciju minimizirali,
njezin gradijent izjednacˇavamo s nulom i dobivenu jednadzˇbu rjesˇavamo po x:
∇xL(x, α) = 0
sˇto odgovara izrazu (4.4). Na sljedec´oj ilustraciji je prikazana intuicija dosada objasˇnjenoga:
Slika 4.5: Lagrangeova optimizacija uz ogranicˇenja jednakosti, preuzeto iz [2]
Pokazˇimo sada kolinearnost gradijenata u visˇe dimenzija.
Parametriziramo li krivulju h(x) = 0 krivuljom c(t) tako da je c(0) = p, gdje je p lokalni
ekstrem funkcije f te c′(0) , 0, tada znamo da f (c(t)) ima lokalni ekstrem kada je t = 0,
odnosno:
d
dt
f (c(t)) |t=0= ∇ f (p) · c′(0) = 0
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Isto tako, vidimo da je ∇g(p) ·c′(0) = 0 sˇto znacˇi da postoji parametar α razlicˇit od nule
tako da:
∇ f (p) = α∇g(p).
Lagrangeovu funkciju mozˇemo poopc´iti na slucˇaj kada imamo visˇe ogranicˇenja jedna-
kosti. U tom slucˇaju vektori ∇hi definiraju hiperravninu okomitu na f (x) u tocˇki x∗, sˇto
znacˇi da vrijedi
∇ f (x) + ∇
m∑
i=1
αihi(x) = 0 (4.5)
te je Lagrangeova funkcija tada:
L(x, α) ≡ f (x) +
m∑
i=1
αihi(x) (4.6)
gdje je α vektor Lagrangeovih multiplikatora αi. L(x, α) je funkcija od n + m varijabli;
n varijabli koje cˇine vektor x i m varijabli koje cˇine vektor α.
Intuitivnije, uzmimo tocˇku p u zajednicˇkoj domeni Ω ⊂ Rn funkcije f i m ogranicˇenja
hi. Tada, kao i prije, tangencijalni smjerovi razapinju potprostor U dozvoljenih pomica-
nja od tocˇke p. Sˇtovisˇe, smjer X je dopustiv smjer pomicanja ako pripada tangencijalnoj
ravnini svih ogranicˇenja hi. To znacˇi da je smjer X okomit na ∇hi(p), odnosno zadovoljava:
∇hi(p) · X = 0 i = 1, · · · ,m
Kljucˇna pretpostavka Lagrangeove metode je linearna nezavisnost gradijenata ∇hi(p)
iz cˇega, prema Kronecker-Capellijevom teoremu slijedi postojanje netrivijalnog rjesˇenja
koje trazˇimo, odnosno regularnost tocˇke p.
Tada ∇hi(p) razapinju m-dimenzionalni potprostor V , te slijedi da je dim(U) = n − m.
Posljedicˇno je U ⊂ V⊥, te sˇtovisˇe U = V⊥.
Kada je ∇ f (p) · X , 0 za neki dopusˇteni smjer pomicanja X, tada funkcija f nije
kondicionalno stacionarna u tocˇki p, odnosno, kao i prije, mozˇemo se pomaknuti kako bi
povec´ali svoju vrijednost funkcije f . To znacˇi da zˇelimo:
∇ f (p) · X = 0
za sve smjerove X ∈ U. Posljedicˇno je: ∇ f (p) ∈ U⊥ = V .
Konkretnije, kada je ∇ f (p) ∈ 〈∇h1(p), · · · ,∇hm(p)〉, tada postoje skalari αi i = 1, · · · ,m
tako da:
∇ f (p) =
m∑
i=1
αi∇hi(p).
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Jedna od interpretacija (4.6) jest da je to nacˇin ”kodiranja” ogranicˇenja. Trazˇimo x koji
minimizira tu funkciju, pritom medutim nemamo nikakvog utjecaja na α. Pretpostavimo
da neka tocˇka x zadovoljava sva ogranicˇenja. Tada ∀i hi(x) = 0, pa je L(x, α) = f (x),
neovisno o vrijednosti α. S druge strane, ako neko od ogranicˇenja hi(x) = 0 nije ispunjeno,
onda doticˇni αi mozˇe biti postavljen na proizvoljno veliku vrijednost, u najgorem slucˇaju
takvu da αihi(x)→ ∞, pa tada L(x, α)→ ∞ i tocˇka x nikako ne mozˇe biti tocˇka minimuma.
Sustav jednadzˇbi∇xL(x, α) nam tada daje ostvarivi minimum od f (x). Medutim, moguc´e
je da deriviranjem ne mozˇemo ukloniti multiplikatore α, te tada ne mozˇemo dobiti rjesˇenje
u zatvorenoj formi.
Ogranicˇenja nejednakosti
Zˇelimo minimizirati funkciju f (x) uz ogranicˇenje g(x) ≤ 0. Kod ovakvog problema postoje
dva slucˇaja:
(a) globalni se minimum x∗ nalazi izvan ostvarivog podrucˇja g(x) ≤ 0. Tada govorimo o
aktivnom ogranicˇenju
(b) globalni se minimum x∗ nalazi unutar ostvarivog podrucˇja g(x) ≤ 0. Tada govorimo
o neaktivnom ogranicˇenju jer ogranicˇenje g ne igra ulogu u pronalasku trazˇenoga
minimuma funkcije f
Sljedec´e je prikazano na ilustraciji:
Slika 4.6: Lagrangeova optimizacija uz ogranicˇenja nejednakosti, preuzeto iz [2]
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Laksˇi slucˇaj, slucˇaj (b), rjesˇavamo ”standardno” trazˇenjem stacionarne tocˇke x∗ za koju
je ∇ f (x) = 0, sˇto odgovara Lagrangeovoj funkciji za α = 0.
U slucˇaju (a) optimalna tocˇka x∗ nalazi se na povrsˇini g(x) = 0, sˇto je blizˇe globalnome
minimumu. To znacˇi da sve tocˇke x u ostvarivome podrucˇju imaju vrijednost f (x) vec´u od
minimuma, pa gradijent ∇ f (x) pokazuje prema ostvarivom podrucˇju, dok ∇g(x) pokazuje
od njega. Posljedicˇno, ∇ f (x) i ∇g(x) su antiparalelni vektori te vrijedi ∇ f (x) = −α∇g(x)
za neku konstantu α > 0.
Tada, uzevsˇi u obzir ova dva slucˇaja, minimizacija f (x) uz uvijet g(x) ≤ 0 odgovara
minimizacija sljedec´e Lagrangeove funkcije:
L(x, α) ≡ f (x) + αg(x)
uz α ≥ 0. Primjetimo, za tocˇku ostvarivog minimuma x∗ mora vrijediti da je α = 0 (za
slucˇaj (b)) ili g(x) = 0 (za slucˇaj (a)). Sazˇetije mozˇemo pisati αg(x) = 0.
Opc´enitije, kada imamo visˇe ogranicˇenja nejednakosti, problem se svodi na minimizi-
ranje Lagrangeove funkcije:
L(x, α) ≡ f (x) +
∑
i
αigi(x)
uz uvjete:
αi ≥ 0, i = 1, . . . ,m
αigi(x) = 0 i = 1, . . . ,m
Takvi uvijeti su poznatiji pod imenom Karush-Kuhn-Tuckerovi (KKT) uvijeti.
Opc´eniti slucˇaj
Razmotrimo sada najopc´enitiji slucˇaj u kojemu istovremeno postoje ogranicˇenja jednakosti
i nejednakosti:
minimizirati f (x)
uz ogranicˇenja gi(x) ≤ 0 i = 1, . . . ,m
hi(x) = 0 i = 1, . . . , p
Problem je istovjetan minimizaciji Lagrangeove funkcije:
L(x, α, β) = f (x) +
m∑
i=1
αigi(x) +
p∑
i=1
βihi(x)
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uz KKT uvijete:
αi ≥ 0 i = 1, . . . ,m
αigi(x) = 0 i = 1, . . . ,m
Dualni Lagrangeov problem
U teoriji optimizacije, nacˇelo dualnosti odnosi se na cˇinjenicu da se optimizacijski problem
mozˇe izraziti kao primarni problem ili kao njemu dualni problem. Primarni problem jest
minimizacija funkcije f (x), dok je dualni problem nalazˇenje donje granice primarnog pro-
blema. U opc´enitom slucˇaju, rjesˇenja primarnog i dualnog problema se ne podudaraju, vec´
postoji tzv. dualni procjep. Medutim, uz odredene uvjete je kod konveksne optimizacije,
kao sˇto je nasˇ slucˇaj, dualni procjep jednak nuli, sˇto znacˇi da je rjesˇenje dualnog problema
ujedno i rjesˇenje primarnog problema. Tada govorimo o tzv. jakoj dualnosti.
Bez smanjenja opc´enitosti mozˇemo se ogranicˇiti na slucˇaj sa samo ogranicˇenjima ne-
jednakosti, posˇto svaku jednakost mozˇemo napisati kao dvije nejednakosti. Tada Lagran-
geova funkcija glasi:
L(x, α) = f (x) +
∑
i
αigi(x).
U ovom se kontekstu varijable x nazivaju primarne varijable a Lagrangeovi multiplika-
tori α dualne varijable. Neka je x∗ vrijednost koja minimizira Larangeovu funkciju i neka
je α∗ odgovarajuc´a vrijednost Lagrangeovog multiplikatora, odnosno:
L(x∗, α∗) = min
x,α
L(x, α).
Vrijednost x∗ nalazimo rjesˇavanjem sustava kao sˇto je (4.5). Medutim, kao sˇto smo
napomenuli, to ne mora nuzˇno rezultirati uklanjanjem multiplikatora α, buduc´i da sustav
rjesˇavamo samo po varijabli x. Umjesto toga, rjesˇenje mozˇe rezultirati izrazom za x∗ kao
funkcije od α. Ta funkcija za svaku vrijednost α daje x koji minimizira Lagrangeovu
funkciju uz tako odabrani α, tj:
L˜(α) = min
x
L(x, α) = min
x
 f (x) + ∑
i
αigi(x)
 .
Funkciju L˜(α) nazivamo dualnom Lagrangeovom funkcijom. Kako bi pronasˇli opti-
malnu vrijednost α∗, primijetimo najprije kako vrijedi:
L˜(α) ≤ L(x∗, α)
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buduc´i da L˜(α) nalazi minimum po svim x, ukljucˇivo x∗. Ocˇito je da u tocˇki α∗ vrijedi
jednakost L˜(α∗) = L(x∗, α∗). Drugim rijecˇima, funkcija L˜(α) je donja ograda primarnog
optimizacijskog problema. Kako bismo pronasˇli α∗, moramo maksimizirati donju ogradu,
odnosno:
maksimizirati L˜(α)
uz ogranicˇenja αi ≥ 0 i = 1, . . . ,m
Ovaj se problem naziva dualni Lagrangeov problem. Primjetimo da je ciljna funkcija
ovoga problema nuzˇno konkavna, cˇak i ako izvorni problem nije bio konveksan. Buduc´i
da trazˇimo maksimum konkavne ciljne funkcije uz konveksna ogranicˇenja, josˇ uvijek se
bavimo konveksnom optimizacijom.
Geometrijska interpretacija dualnog problema
Promotrimo primarni problem:
minimizirati f (x) f : Rn → R
uz ogranicˇenja g(x) ≤ 0 g : Rn → R
x ∈ X
Definirajmo skup: G = {(y, z) : y = g(x), z = f (x) za neki x ∈ X}
Slika 4.7: Geometrijska interpretacija, preuzeto iz [4]
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Tada se zapravo primarni problem svodi na pronalazak tocˇke iz skupa G gdje je y ≤ 0
te minimalnom ordinatom z.
Slika 4.8: Geometrijska interpretacija, preuzeto iz [4]
Vidljivo je takva tocˇka (y, z) na ilustraciji.
Kod dualnog problema maksimiziramo funkciju L˜(α) uz ogranicˇenje α ≥ 0 gdje je
L˜(α) = minx ( f (x) + αg(x)). Tada, za dani α ≥ 0 dualni Lagrangeov problem se svodi na
minimizaciju z + αy nad tocˇkama (y, z) iz skupa G. Primijetimo da je z + αy = c jednadzˇba
pravca sa koeficijentom smjera −α te odsjecˇkom c na z osi.
Slika 4.9: Geometrijska interpretacija, preuzeto iz [4]
Kako bi minimizirali izraz z+αy nad skupom G, pomicˇemo pravac z+αy = c paralelno
njemu samom sˇto ”nizˇe” moguc´e dokle god ima neprazan presjek sa skupom G.
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Slika 4.10: Geometrijska interpretacija, preuzeto iz [4]
Odsjecˇak na z osi je tada L˜(α) sa odgovarajuc´im α ≥ 0. Konacˇno, kako bi rijesˇili
dualni problem, moramo pronac´i pravac sa nagibom −α takav da je odsjecˇak L˜(α) na z
osi maksimalan. Trazˇeni pravac c´e imati nagib −α te prolaziti kroz tocˇku (y, z) skupa G.
Dakle, rjesˇenje dualnog problema je α dok je optimalna ciljna vrijednost dualne zadac´e z.
Slika 4.11: Geometrijska interpretacija, preuzeto iz [4]
Primjetimo na trenutak kako ovakvo rjesˇenje ne bi imali da pritom skup G nije bio
konveksan.
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Slika 4.12: Geometrijska interpretacija, preuzeto iz [4]
Iskazˇimo teorem jake dualnosti koji nam govori kako se zapravo nasˇ slucˇaj svodi na
gornje geometrijsko razmatranje gdje smo imali podudaranje rjesˇenja primarne i dualne
zadac´e.
Teorem 4.4.1 (Teorem jake dualnosti). Neka je X neprazan i konveksan skup u Rn. Neka
su f : Rn → R i g : Rn → R konveksne funkcije dok je h : Rn → Rl afina. Pretpostavimo
da su ogranicˇenja zadovoljena, odnosno da postoji x ∈ X takav da je g(x) ≤ 0 i h(x) = 0
(slabi Slaterov uvjet). Tada:
inf { f (x) : x ∈ X, g(x) ≤ 0, h(x) = 0} = sup
{
L(α), α > 0
}
gdje je L(α) = min
{
f (x) + uT g(x) + vT h(x) : x ∈ X
}
Optimizacija metodom Lagrangeovih multiplikatora
Kombinacijom ciljne funkcije i uvijeta nasˇeg optimizacijskog problema dobivamo sljedec´u
Lagrangeovu funkciju:
L(w,w0, α) =
1
2
‖w‖2 −
N∑
i=1
αi
{
y(i)
(
wTφ(x(i)) + w0
)
− 1
}
(4.7)
gdje je α = (α1, . . . , αN) vektor Lagrangeovih multiplikatora, po jedan za svako ogranicˇenje.
Rjesˇenje ovakvog problema nalazi se u sedlu funkcije L, odnosno vrijednost koja minimi-
zira s obzirom na w i w0, ali maksimizira u odnosu na α.
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Izraz (4.7) predstavlja tzv. primarni problem. Formulirajmo njemu dualni problem koji
nam omoguc´ava jednostavnije baratanje ogranicˇenjima. Dualni problem ima i druge pred-
nosti u sklopu SVM-a kao sˇto c´emo vidjeti.
Deriviranjem izraza (4.7), po w, odnosno w0, te izjednacˇavanjem sa nulom, dobivamo:
w =
N∑
i=1
αiy(i)φ
(
x(i)
)
(4.8)
0 =
N∑
i=1
αiy(i) (4.9)
Korisˇtenjem ovih uvjeta mozˇemo iz (4.7) ukloniti varijable w i w0 te izvesti dualnu
Lagrangeovu funkciju:
L(α) =
1
2
‖w‖2 −
N∑
i=1
αi
{
y(i)
(
wTφ
(
x(i)
)
+ w0
)
− 1
}
=
1
2
‖w‖2 −
N∑
i=1
αiy(i)wTφ
(
x(i)
)
− w0
N∑
i=1
αiy(i)︸        ︷︷        ︸
=0
+
N∑
i=1
αi
=
1
2
N∑
i=1
αiy(i)φ
(
x(i)
)T N∑
j=1
α jy( j)φ
(
x( j)
)
−
N∑
i=1
αiy(i)φ
(
x(i)
)T N∑
j=1
α jy( j)φ
(
x( j)
)
+
N∑
i=1
αi
=
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiα jy(i)y( j)φ
(
x(i)
)T
φ
(
x( j)
)
Sazˇetije, dualni problem jest maksimizirati izraz:
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiα jy(i)y( j)φ
(
x(i)
)T
φ
(
x( j)
)
(4.10)
uz sljedec´a ogranicˇenja na varijablu α:
αi ≥ 0, i = 1, · · · ,N
N∑
i=1
αiy(i) = 0
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Prvo ogranicˇenje dolazi od toga sˇto su αi Lagrangeovi multiplikatori, dok smo drugo
ogranicˇenje izveli iznad. Primjetimo da je dualni problem i dalje problem konveksne op-
timizacije s ogranicˇenjem, odnosno problem kvadratnoga programiranja, no za razliku od
primarnog problema gdje smo imali m + 1 varijabli (tezˇine w i w0), ovdje ih imamo N.
Opc´enito, racˇunalna slozˇenost kvadratnog programiranja je O(n3), gdje je n broj vari-
jabli. Primijetimo da ako je m  N, onda se transformacija u dualni problem i racˇunalno
isplati.
Treniranje modela se dakle svodi na rjesˇavanje problema kvadratnog programiranja
definiranog sa (4.10), a rezultat jest N-dimenzijski vektor parametra α. Nakon sˇto je model
naucˇen, novi primjer x klasificiramo tako da izracˇunamo sgn(h(x)).
Uvrsˇtavanjem (4.8) u (4.1), dobivamo:
h(x) = wTφ(x) + w0 =
N∑
i=1
αiy(i)φ(x)Tφ(x(i)) + w0 (4.11)
Desna strana gornjeg izraza odgovara dualnoj formulaciji problema, u kojoj se, umjesto
tezˇina w, pojavljuje vektor α. Kako bismo klasificirali novi primjer, u dualnoj formulaciji
ne mnozˇimo visˇe njegove znacˇajke s odgovarajuc´im tezˇinama. Umjesto toga, primjer x
usporedujemo sa svim primjerima x(i) iz skupa za ucˇenje D. Tocˇnije, racˇunamo skalarni
produkt φ(x)Tφ(x(i)), sˇto zapravo znacˇi da usporedujemo koliko je x slicˇan primjeru x(i) u
prostoru znacˇajki. Pritom svaki primjer x(i) ima pridjeljenu tezˇinu αi i predznak y(i). Dakle,
u dualnoj formulaciji, umjesto da pohranjujemo tezˇine w, moramo pohraniti primjere i
njihove oznake. To znacˇi da smo efektivno dobili neparametarski model, buduc´i da broj
parametara sada ovisi o broju primjera za ucˇenje.
Kao sˇto smo prije napisali, rjesˇenje problema zadovoljava Karush-Kuhn-Tuckerove
(KKT) uvjete. U nasˇem konkretnom slucˇaju, ti uvjeti glase:
αi ≥ 0
y(i)h(x(i)) − 1 ≥ 0
αi
(
y(i)h(x(i)) − 1
)
= 0
Iz posljednjeg uvjeta slijedi da za svaki primjer x(i) iz skupa D vrijedi αi = 0 ili
y(i)h(x(i)) = 1. To pak znacˇi da c´e se u zbroju (4.11) pojavljivati samo vektori x(i) za koje
y(i)h(x(i)) = 1, a to su upravo oni vektori koji lezˇe na ravninama maksimalne margine (s
njezine jedne ili druge strane). Kao sˇto smo najavili, te vektore nazivano potpornim vek-
torima. Svi ostali vektori x(i), za koje je αi = 0, uopc´e ne utjecˇu na izlaz modela i mozˇemo
ih posve zanemariti. U praksi to znacˇi da, nakon ucˇenja modela, mozˇemo zadrzˇati samo
potporne vektore te je granicˇna hiperravnina definirana linearnom kombinacijom tih vek-
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tora. Naravno, to vrijedi samo za predikciju pomoc´u modela, dok nam za ucˇenje modela
trebaju ipak svi primjeri iz skupaD.
Jednom kada je model naucˇen, uvijek mozˇemo rekonstruirati izvorne varijable primar-
nog problema. Vektor tezˇina w dan je izrazom (4.8). Primijetimo da samo potporni vektori,
dakle oni za koje je αi > 0, definiraju w. Pomak w0 mozˇemo izracˇunati temeljem cˇinjenice
da za potporne vektore vrijedi y(i)h(x(i)) = 1. Neka je S skup indeksa potpornih vektora x(i).
Uvrsˇtavanjem (4.11) u taj izraz, dobivamo:
y(i)h(x(i)) = y(i)
∑
j∈S
α jy( j)φ(x(i))Tφ(x( j)) + w0
 = 1
iz cˇega slijedi:
w0 = y(i) −
∑
j∈S
α jy( j)φ(x(i))Tφ(x( j))
pri cˇemu smo iskoristili 1y(i) = y
(i) jer je y(i) ∈ {−1,+1}. Ovu jednadzˇbu mozˇemo
izracˇunati na temelju jednog, proizvoljno odabranog oznacˇenog primjera
(
x(i), y(i)
)
, no zbog
numericˇkih odstupanja nec´emo za svaki odabir dobiti isto rjesˇenje. Stoga je bolje izracˇunati
prosjek nad svim potpornim vektorima:
w0 =
1
| S |
∑
i∈S
y(i) −∑
j∈S
α jy( j)φ(x(i))Tφ(x( j))
 . (4.12)
4.5 Linearno neseparabilni problem odnosno meka
margina
Dosada je kljucˇna pretpostavka bila da su primjeri u prostoru znacˇajki linearno odvojivi.
Ako ne koristimo preslikavanje, odnosno uzmemo φ(x) = x, prostor znacˇajki jednak je
ulaznome prostoru. Prema Coverovom teoremu [3] je tada opc´enito mala vjerojatnost da
c´e problem biti linearno odvojiv. Naime, teorem iskazuje da se vjerojatnost linearne se-
parabilnosti povec´ava nelinearnom transformacijom vektora u visˇedimenzionalni prostor,
pod uvjetom da prostor nije gusto popunjen.
Ako koristimo preslikavanje u prostor znacˇajki tako da je n  m, povec´avamo vje-
rojatnost da problem bude linearno razdvojiv, medutim nemamo garancije da je to doista
tako. S druge strane, ne zˇelimo da model bude suvisˇe nelinearan, jer bi to moglo dovesti
do prenaucˇenosti odnosno priladgodbi sˇumu u podatcima. Naime, mozˇda je problem basˇ
takav da imamo preklapajuc´e distribudije klasa, a u takvom slucˇaju ne zˇelimo da model
izgubi svojstvo generalizacije.
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Rjesˇenje jest prosˇirenje prethodnog modela tako da on dozvoljava da neki primjeri ipak
budu pogresˇno klasificirani. Takva formulacija problema se zove meka margina.
Kod meke margine, dozvolit c´emo da primjeri budu na pogresˇnoj strani granice, ali
c´emo ih kazˇnjavati cˇim visˇe, sˇto su oni ”dublje” na pogresˇnoj strani granice. Neka ta kazna
raste linearno s udaljenosˇc´u primjera od granice. Kazˇnjavanje c´emo ostvariti uvodenjem
rezervnih varijabli (engl. slack variables), ξi ≥ 0, i = 1, · · · ,N, po jedne za svaki
primjer x(i) iz D. Za primjere x(i) koji se nalaze na ispravnoj strani margine vrijedi ξi = 0,
dok za sve druge primjere vrijedi ξi =| y(i) − h(x(i)) |. Primjeri koji su unutar margine, ali na
ispravnoj strani granice (ili lezˇe upravo na granici), bit c´e kazˇnjeni sa 0 < ξi ≤ 1.
Primjetimo da, u svrhu dobre generalizacije, ne kazˇnjavamo samo pogresˇno klasifici-
rane primjere, vec´ i primjere koji se nalaze unutar margine.
Sljedec´a ilustracija prikazuje dosada navedeno:
Slika 4.13: Meke margine,preuzeto iz [2]
Optimizacijska ogranicˇenja (4.3) sada mozˇemo reformulirati kao:
y(i)
(
wTφ(x(i)) + w0
)
≥ 1 − ξi, i = 1, · · · ,N. (4.13)
Razlika je u tome sˇto sada dozvoljavamo da vrijednost y(i)h(x) za neke primjere bude
manja od jedan, odnosno negativna za pogresˇno klasificirane primjere. Sada nam je cilj
maksimizirati marginu, ali i kazniti primjere koji nisu na pravoj strani margine. Ciljna
funkcija koja kombinira ta dva zahtjeva glasi:
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1
2
‖w‖2 + C
N∑
i=1
ξi (4.14)
Parametar C > 0 odreduje kompromis izmedu velicˇine margine i ukupne kazne (”mekoc´e”
margine). Vec´i C dovodi do vec´eg kazˇnjavanja pogresˇne klasifikacije, sˇto c´e za posljedicu
imati slozˇenije modele. Sada dakle zˇelimo minimizirati:
argmin
w,w0
12‖w‖2 + C
N∑
i=1
ξi

uz ogranicˇenja (4.13) i ξi ≥ 0. To je i dalje problem kvadratnog programiranje te je
pripadna Lagrangeova funkcija:
L(w,w0, ξ, α, β) =
1
2
‖w‖2 + C
N∑
i=1
ξi −
N∑
i=1
αi
(
y(i)h(x(i)) − 1 + ξi
)
−
N∑
i=1
βiξi
gdje su αi ≥ 0 i βi ≥ 0 Lagrangeovi multiplikatori. Primarna formulacija sadrzˇi m +
3N + 1 varijabli. Da bismo izveli dualni problem, kao i prije, deriviramo gornji izraz po w,
w0 i ξi te ih izjednacˇimo sa nulom:
w =
N∑
i=1
αiy(i)φ(x(i)) (4.15)
N∑
i=1
αiy(i) = 0 (4.16)
αi = C − βi (4.17)
Ove jednakosti koristimo kako bismo eliminirali primarne varijable iz Lagrangeove
funkcije. Dobivamo dualnu Lagrangeovu funkciju:
L˜(α) =
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiα jy(i)y( j)φ(x(i))Tφ(x( j)) (4.18)
koja je identicˇna funkciji (4.10) za linearno odvojivi slucˇaj. Medutim, ogranicˇenja su
sada nesˇto drugacˇija. Naime, vrijedi αi ≥ 0 i βi ≥ 0 jer su to Lagrangeovi multiplikatori, a
onda iz (4.17) slijedi αi ≤ C. U konacˇnici, dualni problem jest maksimizirati izraz (4.18)
uz ogranicˇenja:
0 ≤ αi ≤ C
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N∑
i=1
αiy(i) = 0.
Prelaskom u dualni oblik, reducirali smo broj varijabli na N. Ponovno je rijecˇ o pro-
blemu kvadratnog programiranja cˇija je opc´enita racˇunalna slozˇenost O(N3). Kao i ranije,
jednom kada je model naucˇen i kada imamo izracˇunat vektor α, za klasifikaciju novog pri-
mjera koristima (4.11). Vektori x(i) za koje αi = 0 ne doprinose predikciji. Ostali vektori,
za koje 0 < αi ≤ C, su potporni vektori. Konkretnije, vektori za koje je αi = C imaju
ξi = 0, tj. lezˇe tocˇno na rubu margine. Vektori za koje je αi < C lezˇe unutar margine
i mogu biti klasificirani ispravno (ξi ≤ 1) ili neispravno (ξi > 1). Tezˇinu w0 racˇunamo
temeljem izraza (4.12) kao i ranije.
4.6 Nelinearan SVM
SVM je linearan model, no prema Coverovom teoremu, vec´ina problema je nelinearna.
Potesˇkoc´e nastupaju kada je N, broj parametara u dualnom problemu, mnogo vec´i od m,
dimenzija primjera iz skupa D jer je tada ulazni prostor gusto popunjen, pa je mala vjero-
jatnost da je problem linearno odvojiv. Premda postoje problemi kod kojih potesˇkoc´a nema
jer je m  N (npr. problemi genske izrazˇajnosti i klasifikacije teksta), postoje problemi
kod kojih niti to nije dovoljno, a da bi oni bili linearno odvojivi (npr. klasifikacija slika
temeljem slikovnih elemenata).
Jezgrene funkcije i jezgreni trik
Ideja iza nealinarnog SVM-a lezˇi iza Coverovog teorema. Ako su linearni modeli dovoljno
dobri za m  N, onda to znacˇi da mozˇemo preslikati problem u prostor visˇe dimenzija u
kojem je izglednije da c´e primjeri biti linearno razdvojivi. Dakle, umjesto da transformi-
ramo model i ucˇinimo ga nelinearnim, ideja je transformirati sami problem.
Koristimo preslikavanje φ : Rm → Rn koja je definirana pomoc´u baznih funkcija
φ j : Rm → R, tako da φ(x) = (φ1(x), · · · , φn(x)).
Ovakav pristup, medutim, ima niz prakticˇnih problema:
1. Izracˇun funkcije preslikavanja mozˇe biti racˇunalno zahtjevan
2. Kada bismo unaprijed izracˇunali preslikavanje za primjere iz skupa D to bi moglo
iziskivati previsˇe memorije, osobito ako je n velik
3. Najvec´i problem je neznanje o tome da li c´e preslikavanje stvarno rezultirati u line-
arno separabilnom problemu
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Umjesto izravnog preslikavanja, mozˇemo iskoristiti cˇinjenicu da se u dualnome pro-
blemu SVM-a, preslikani vektori φ(x) uvijek pojavljuju u obliku skalarnoga umnosˇka. To
vrijedi kako za ucˇenje tj. optimizaciju (4.18), tako i za predikciju tj. klasifikaciju novog
primjera (4.11). To nam omoguc´ava da iskoristimo tzv. jezgreni trik (engl. kernel trick) i
umnozˇak dvaju primjera x i x′ u prostoru znacˇajki zamijenimo funkcijom:
κ(x, x′) = φ(x)Tφ(x′)
koju nazivamo jezgrenom funkcijom (engl. kernel function).
Jezgrena funkcija mjeri slicˇnost dvaju vektora u nekom prostoru znacˇajki. Umjesto
da najprije preslikamo vektore u prostor znacˇajki i zatim racˇunamo slicˇnost vektora kao
skalarni produkt, izravno izracˇunavamo slicˇnost vektora pomoc´u jezgrene funkcije. Takav
pristup ima dvije vazˇne prednosti. Prva je smanjenje racˇunalne slozˇenosti: izracˇun jezgrene
funkcije cˇesto je jednostavniji nego izracˇun dvaju preslikavanja pa zatim izracˇun skalarnog
umnosˇka. Druga je ta sˇto prostor znacˇajki koji odgovara jezgrenoj funkciji mozˇe biti visoko
dimenzionalan (potencijalno beskonacˇno dimenzionalan).
Dakle, kao sˇto smo vidjeli, za definiranje jezgrene funkcije κ odnosno preslikavanje φ
imamo tri moguc´nosti:
1. Izravno oblikovanje: odabrati preslikavanje φ, preslikati primjere u prostor znacˇajki
te zatim trenirati model
2. Izravno oblikovanje s jezgrenom funkcijom: odabrati preslikavanje φ, izracˇunati jez-
grenu funkciju te zatim trenirati model s tom funkcijom
3. Inverzno oblikovanje: direktno treniranje modela funkcijom κ, gdje funkcija φ ostaje
nepoznata
Opc´enito, prednost dajemo inverznom oblikovanju buduc´i da je u nacˇelu laksˇe defini-
rati jezgrenu funkciju nego preslikavanje φ. Pored toga, vec´ postoji niz standardnih jez-
grenih funkcija koje su se pokazale ucˇinkovite. Nadalje, prednost inverznog oblikovanja
jest sˇto preslikavanje φ mozˇe biti nepoznato. Jedino sˇto nas zanima jest da, ako definiramo
neku jezgrenu funkciju κ, ona doista odgovara skalarnom umnosˇku u nekom (moguc´e be-
skonacˇno dimenzijonalnom) prostoru znacˇajki.
Primjer 4.6.1. (Polinomna jezgrena funkcija i pripadno preslikavanje) Neka je jezgrena
funkcija κ(x, z) = (xT z)2. Provjerimo odgovara li ova jezgrena funkcija skalarnome umnosˇku
u nekom prostoru znacˇajki.
κ(x, z) = (xT z)2 = (x1z1 + x2z2)2
= (x1z1)2 + 2(x1z1)(x2z2) + (x2z2)2 = x21z
2
1 +
√
2x1x2
√
2z1z2 + x22z
2
2
= (x21,
√
2x1x2, x22)
T (z21,
√
2z1z2, z22) = φ(x)
Tφ(z)
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Vidimo da jezgrena funkcija κ(x, z) = (xT z)2 odgovara skalarnom umnosˇku u prostoru
znacˇajki, ako se za preslikavanje upotrijebi funkcija φ(x) = (x21,
√
2x1x2, x22). Primijetimo
takoder da je u ovom slucˇaju jednostavnije izravno izracˇunati jezgrenu funkciju (4 racˇunske
operacije) nego skalarni produkt u prostoru znacˇajki (2 × 4 operacija za preslikavanje i
dodatnih 5 operacija za skalarni produkt).
Mercerove jezgre
Vrijednosti jezgrenih funkcija za sve parove iz skupa za ucˇenjeD mozˇemo izracˇunati una-
prijed i pohraniti u simetricˇnu matricu dimenzija N × N:
K =

κ(x(1), x(1)) κ(x(1), x(2)) . . . κ(x(1), x(N))
κ(x2), x(1)) κ(x(2), x(2)) . . . κ(x(2), x(N))
...
...
. . .
...
κ(x(N), x(1)) κ(x(N), x(2)) . . . κ(x(N), x(N))
 = φTφ
gdje je φ dizajn matrica. Matricu K nazivamo Gram-matrica ili jezgrena matrica
(engl. kernel matrix). Prema Mercerovom teoremu, ako je Gram matrica K pozitivno
semidefinitna (tj. ∀x , 0, xT Kx ≥ 0), onda je jezgrenu funkciju κ uvijek moguc´e rastaviti
na skalarni produkt vektora, κ(x, x′) = φ(x)Tφ(x), gdje je prostor znacˇajki Hilbertov prostor
H, φ(x) ∈ H.
Jezgrene funkcije koje to zadovoljavaju nazivamo Mercerovim jezgrama ili pozitivno
definitnim jezgrama. Da bi jezgreni trik funkcionirao, jezgrena funkcija mora biti Mer-
cerova jezgra.
Postoji niz standardnih jezgrenih funkcija koje su Mercerove jezgre. Neke osnovne su
sljedec´e:
• Linearna jezgra: κ(x, x′) = xT x′, koja efektivno daje linearan model.
• Polinomijalna jezgra: κ(x, x′) = (xT x′+1)p, koja ukljucˇuje sve kombinacije ulaznih
varijabli do ukljucˇivo stupnja p. Poseban slucˇaj polinomijalne jezgre jest κ(x, x′) =
(xT x′)p, koja daje sve kombinacije ulaznih varijabli iskljucˇivo stupnja p.
• Radijalne bazne funkcije (engl. radial basis functions, RBF) ili homogene jezgre:
κ(x, x′) = κ(| x− x′ |), koje ovise samo o udaljenosti izmedu primjera. Poseban slucˇaj
radijalne bazne funkcije jest Gaussova jezgra:
κ(x, x′) = exp
{
−| x − x
′ |2
2σ2
}
= exp
{
−γ | x − x′ |2
}
gdje parametar γ = 12σ2 nazivamo preciznost.
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Gaussova jezgra mjeri slicˇnost dvaju primjera temeljem njihove udaljenosti u ulaz-
nom prostoru. Za slicˇne primjere vrijedi κ(x, x′) → 1, pa su ti primjeri i blizu u
prostoru znacˇajki. Za potpuno razlicˇite primjere vrijedi κ(x, x′) → 0, pa su ti pri-
mjeri ortogonalni u prostoru znacˇajki (skalarni je umnozˇak jednak nuli). Parametar
γ kontrolira kojom brzinom κ(x, x′) tezˇe ka nuli u ovisnosti o udaljenosti. Ako je
γ malen, κ(x, x′) → 1 i primjeri su u prostoru znacˇajki grupirani zajedno, sˇto lako
dovodi do podnaucˇenosti. Ako je γ velik, onda je κ(x, x′)→ 0 (izuzev x = x′), pa su
sve tocˇke u prostoru znacˇajki medusobno ortogonalne, sˇto pak lako dovodi do pre-
naucˇenosti. Vidimo da za razlicˇite vrijednosti γ-e dobivamo razlicˇita preslikavanja,
pa je stoga taj parametar vrlo vazˇan.
Opc´enito, postoji niz operacija nad Mercerovim jezgrama koje zadrzˇavaju to svojstvo i
pomoc´u kojih mozˇemo stvarati nove Mercerove jezgre. Neke od tih su:
κ(x, x′) = ακ1(x, x′)
κ(x, x′) = κ1(x, x′) + κ2(x, x′)
κ(x, x′) = κ1(x, x′)κ2(x, x′)
...
Vazˇno je napomenuti da se jezgrene funkcije mogu primijeniti i na slucˇajeve kada su
ulazni primjeri simbolicˇki (dakle ne numericˇki vektori). Zapravo, prava snaga jezgrenih
funkcija dolazi do izrazˇaja upravo onda kad su ulazi strukturirani objekti, npr. grafovi
(engl. graph kernels), stabla (engl. tree kernels), skupovi, nizovi znakova (engl. string
kernels), tekstualni dokumenti (engl. text kernels). U takvim je slucˇajevima mnogo laksˇe
izravno definirati slicˇnost dviju struktura nego definirati njihovu vektorizaciju. Npr., jez-
grena funkcija za niz znakova mozˇe biti definirana kao broj zajednicˇkih podnizova (i to c´e
biti Mercerova jezgra).
4.7 Optimizacija hiperparametara
Hiperparametar C modela odreduje njegovu slozˇenost. Manja vrijednost za C znacˇi da c´e
model dozvoljavati visˇe pogresˇaka, tj. bit c´e jednostavniji. Obrnuto, vec´a vrijednost za C
znacˇi da c´e model visˇe kazˇnjavati pogresˇke, odnosno bit c´e slozˇeniji.
Ako koristimo (nelinarnu) jezgrenu funkciju, onda trebamo odabrati i hiperparametar
jezgrene funkcije (stupanj polinoma p ili preciznost γ). Ti su parametri medusobno pove-
zani. Npr., ako odaberemo visoku vrijednost za γ, dobit c´emo slozˇeniji model, pa c´e trebati
povec´ati regularizacijski parametar odabirom manje vrijednosti za C. To znacˇi da u fazi
”treniranja” moramo optimirati dva parametara istovremeno. To tipicˇno cˇinimo iscrpnim
4.8. VISˇEKLASNA KLASIFIKACIJA 41
pretrazˇivanjem u unaprijed definiranom rasponu, tzv. pretrazˇivanjem po resˇetci (engl.
grid search). Konkretnije, zamislimo da je skup S 1, konacˇan skup odabranih moguc´ih vri-
jednosti za prvi parametar koji optimiramo, te S 2 analogon za drugi parametar. Tada bi
algoritam trenirali nad svakim elementom kartezijevog produkta tih skupova, S 1 × S 2.
4.8 Visˇeklasna klasifikacija
Do sada je kljucˇna pretpostavka bila da je y(i) ∈ {−1,+1}. Iako je algoritam SVM-a stvaran
za binarnu klasifikaciju, postoje nacˇini primjene na visˇeklasne probleme.
Uzmimo da je sada y(i) ∈ {1, · · · , k}.
Metode prosˇirenja SVM-a na visˇeklasne probleme opc´enito mozˇemo podijeliti na one
direktne i indirektne. Indirektne metode su opc´enito one koje mozˇemo primijeniti i na
bilo koji drugi binarni klasifikator u strojnom ucˇenju, dok su direktne metode specificˇne za
algoritam SVM. Navedimo neke od tih metoda.
Indirektne metode
Jedan-nasuprot-svih (engl. One-Versus-Rest)
Jedan-nasuprot-svih metoda ili krac´e 1VR, stvara k razlicˇitih binarnih klasifikatora za pro-
blem klasifikacije sa k klasa. m-ti klasifikator je treniran koristec´i primjere iz m-te klase
kao pozitivne primjere, te sve preostale primjere iz ostalih m − 1 klasa kao one negativne.
Konkretnije, m-ti SVM algoritam rjesˇava sljedec´i problem:
min
wm,bm,ξm
1
2
(wm)T wm + C
l∑
i=1
ξmi
(wm)T φ(x(i)) + bm ≥ 1 − ξmi , ako y(i) = m,
(wm)T φ(x(i)) + bm ≤ 1 − ξmi , ako y(i) , m,
ξmi ≥ 0, i = 1, · · · , l
Nakon rjesˇavanja ovakvog problema, dobivamo k razdvajajuc´ih hiperravnina.
Nevideni primjer x klasificiramo tako da:
klasa primjera x ≡ argmax
m=1,··· ,k
(
(wm)T φ(x) + bm
)
Problem kod ovakve metode je nebalansiranost klasa. Ukoliko svaka klasa ima jednak
broj primjera, tada je omjer pozitivnih i negativnih primjera za svaki model 1k−1 . Jedan
nacˇin koji se suprotstavlja tom problemu je povec´avanje regularizacijskog parametra C za
klasu sa manjim brojem primjera.
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Svaki-nasuprot-svakog (engl. One-Versus-One)
Svaki-nasuprot-svakog metoda, ili krac´e 1V1, stvara razlicˇitu hiperravninu za svaki par
klasa. To znacˇi da na kraju, imamo k(k−1)2 razdvajajuc´ih hiperravnina.
Za primjere iz i-te i j-te klase, rjesˇavamo sljedec´i binarni klasifikacijski problem:
min
wi j,bi j,ξi j
1
2
(
wi j
)T
wi j + C
C∑
t
ξ
i j
t(
wi j
)T
φ(x(t)) + bi j ≥ 1 − ξi jt , ako y(t) = i,(
wi j
)T
φ(x(t)) + bi j ≤ 1 − ξi jt , ako y(t) = j,
ξ
i j
t ≥ 0
Nevideni primjer x tada klasificiramo tako da ”glasamo” svakim modelom. Konkret-
nije, svaki model odlucˇuje kojoj klasi pripada dani primjer, sˇto odgovara jednom glasacˇkom
bodu za tu klasu. Na kraju, primjeru dodjeljujemo klasu koja ima najvisˇe glasova. Uko-
liko dvije klase imaju jednak broj glasova, tada postoje razni nacˇini kako se usuglasiti.
Najjednostavniji nacˇin, koji nije baziran na teoriji, jest biranje klase sa manjim indeksom.
Inacˇica ovakvog problema jest metoda Direktnog Aciklicˇnog Grafa SVM (engl. Direct
Acyclic Graph SVM) odnosno krac´e DAGSVM. Dok na jednak nacˇin treniramo modele,
ova metoda se razlikuje po nacˇinu na koji biramo klasu novog nevidenog primjera. Me-
todu mozˇemo usporediti sa algoritmom stabla odlucˇivanja. Naime, svaki cˇvor predstavlja
jedan model koji se grana na 2 pod-cˇvora koji su takoder modeli. Listovi takvog stabla
predstavljaju klase. Intuicija se nalazi na sljedec´oj ilustraciji:
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Slika 4.14: Dagsvm
Direktne metode
Weston-Watkinsov visˇeklasni SVM
Umjesto treniranja vec´eg broja modela, kao u prethodnim slucˇajevima, ideja je spojiti sve
modele u jedan optimizacijski problem. Rezultat je isti kao i u jedan-nasuprot-svih metodi;
k dvoklasnih modela sa m-tom hiperravninom razdvajanja wTmφ(x) + bm. Dakle, jedina
razlika je nacˇin treniranja:
min
w,b,ξ
1
2
k∑
m=1
wTmwm + C
l∑
i=1
∑
m,y(i)
ξmi
wTy(i)φ(x
(i)) + by(i) ≥ wTmφ(x(i)) + bm + 2 − ξmi , (4.19)
ξmi ≥ 0, i = 1, · · · , l m ∈ {1, · · · , k} \ y(i)
Tada, nevideni primjer x klasificiramo kao:
argmax
m=1,··· ,k
(
wTmφ(x) + bm
)
.
Mana ove metode je njegova slozˇenost. Naime, kada bi htjeli rijesˇiti njegov dualni
problem, rjesˇavali bismo optimizacijski problem sa (k − 1)k varijabli sˇto mozˇe biti itekako
veliki broj.
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Crammer-Singerov visˇeklasni SVM
Kao i u prosˇloj metodi, ideja je rijesˇiti jedan optimizacijski problem u svrhu pronalaska k
razdvajajuc´ih hiperravnina.
min
wm,ξi
1
2
k∑
m=1
wTmwm + C
l∑
i=1
ξi
wTy(i)φ(x
(i)) − wTmφ(x(i)) ≥ 1 − δy(i),m − ξi, i = 1, · · · , l
gdje Kroneckerova delta δ poprima vrijednost 1 ako y(i) = m te 0 ako y(i) , m.
Tada, nevideni primjer x klasificiramo kao:
argmax
m=1,··· ,k
wTmφ(x).
Razlika ove metode i (4.19) jest da ova metoda korsti samo l rezervnih varijabli ξi,
odnosno, umjesto uzimanja ξmi kao udaljenost dve hiperravnine, ovdje uzimamo maksimum
od k takvih udaljenosti kao:
ξi =
(
max
m
(
wTmφ(x
(i)) + 1 − δy(i),m
)
− wTy(i)φ(x(i))
)
+
Takoder ova metoda nema koeficijente bi te nema potrebu za pisanjem ξi ≥ 0 jer kada
je y(i), 1 − δy(i),m = 0 tada imamo:
0 ≥ 0 − ξi
sˇto je upravo ξi ≥ 0.
4.9 Primjer
Uzmimo najprije najjednostavniji primjer u kojem, i bez rjesˇavanja problema pomoc´u
SVM-a, je rezultat vidljiv. Cilj takvog jednostavnog primjera je dobivanje sˇto boljeg uvida
u korake algoritma, dok c´emo kasnije promotriti i slozˇenije primjere.
Neka su dani sljedec´i pozitivni primjeri u R2:{
(3, 1), (3,−1), (6, 1), (6,−1)
}
i negativni primjeri: {
(1, 0), (0, 1), (0,−1), (−1, 0)
}
.
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Slika 4.15: Primjer
Bez ikakvog racˇuna, odmah vidimo kako bi potporni vektori trebale biti tocˇke{
(1, 0), (3, 1), (3,−1)}, dok bi razdvajajuc´a hiperravnina trebala glasiti x1 = 2. Uvjerimo se
da je to doista tako.
Kao sˇto smo napomenuli, umjesto rjesˇavanja primarnog problema, mozˇemo odmah
prec´i na njemu dualni problem koji je opc´enito laksˇi za rjesˇavanje. Dualni problem glasi:
max
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiα jy(i)y( j)φ
(
x(i)
)T
φ
(
x( j)
)
uz ogranicˇenja:
αi ≥ 0, i = 1, · · · ,N
N∑
i=1
αiy(i) = 0
Ovaj problem se takoder mozˇe rijesˇiti Lagrangeovom metodom. Napisˇemo li ciljnu
funkciju kao 12α
TGα − eTα gdje je Gi j = y(i)y( j)φ
(
x(i)
)T
φ
(
x( j)
)
a e vektor jedinica, te
ogranicˇenja kao:
αi ≥ 0, i = 1, · · · ,N
yTα = 0
tada Lagrangeova funkcija glasi:
46 POGLAVLJE 4. METODA POTPORNIH VEKTORA
L(α, b) =
1
2
αTGα − eTα + byTα
gdje je b Lagrangeov multiplikator.
Deriviranjem izraza po α te b dobivamo sustav:
Gα + by = e
yTα = 0
Tada, nasˇ konkretan problem glasi:
10 8 19 17 −3 −1 1 3
8 10 17 19 −3 1 −1 3
19 17 37 35 −6 −1 1 6
17 19 35 37 −6 1 −1 6
−3 −3 −6 −6 1 0 0 −1
−1 1 −1 1 0 1 −1 0
1 −1 1 −1 0 −1 1 0
3 3 6 6 −1 0 0 1
︸                                              ︷︷                                              ︸
G

α1
α2
α3
α4
α5
α6
α7
α8
︸︷︷︸
α
+b

1
1
1
1
−1
−1
−1
−1
︸︷︷︸
y
=

1
1
1
1
1
1
1
1
︸︷︷︸
e
uz
[
1 1 1 1 −1 −1 −1 −1
]︸                                     ︷︷                                     ︸
yT

α1
α2
α3
α4
α5
α6
α7
α8
︸︷︷︸
α
= 0
No, znamo da bi α3 = α4 = α6 = α7 = α8 = 0 iz razloga sˇto oni ocˇito nisu potporni
vektori te si stoga mozˇemo olaksˇati rjesˇavanje sustava na:10 8 −38 10 −3−3 −3 1
︸            ︷︷            ︸
G
α1α2
α3
︸︷︷︸
α
+b
−111
︸︷︷︸
y
=
111
︸︷︷︸
e
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te
−α1 + α2 + α3 = 0.
Rjesˇavanjem ovog sustava dobivamo: α1 = 12 , α2 =
1
4 , α3 =
1
4 .
Opc´enito, razdvajajuc´a hiperravnina glasi:
h(x) = wTφ(x) + w0 =
N∑
i=1
αiy(i)φ(x)Tφ(x(i)) + w0 = 0
Dakle, potrebno je pronac´i w i w0. Opc´enito znamo:
w =
N∑
i=1
αiy(i)φ(x(i))
i
w0 =
1
| S |
∑
i∈S
y(i) −∑
j
α jy( j)φ(x(i))Tφ(x( j))

sˇto za ovaj primjer znacˇi:
w = α1y(1)x(1) + α2y(2)x(2) + α3y(3)x(3) = (1, 0)
te
w0 =
1
3
(
−1 −
(
−1
2
+
3
4
+
3
4
)
+ 1 −
(
−3
2
+
10
4
+
8
4
)
+ 1 −
(
−3
2
+
9
4
+
10
4
))
= −2
Dakle, razdvajajuc´a hiperravnina glasi:
h(x) = wTφ(x) + w0 = (1, 0)
(
x1
x2
)
− 2 = x1 − 2
odnosno:
x1 = 2
sˇto se lako vidi iz grafa.
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Slika 4.16: Primjer
4.10 Primjena
Sada kada imamo bolji uvid u algoritam, mozˇemo intuitivnije zakljucˇiti zasˇto je SVM
primjerenije rjesˇenje za neke probleme, dok za druge nije.
Neke od primjena algoritma su sljedec´e:
• Detekcija lica na slikama
• Kategorizacija teksta
• Klasifikacija slika
• Bioinformatika (klasifikacija proteina, klasifikacija gena, itd.)
• Prepoznavanje rukopisa
Opc´enito postoje par prednosti SVM-a nad drugim metodama:
• Konveksnost problema- ne postoje potesˇkoc´e u pronalasku globalnog ekstrema.
Takoder, za takve probleme postoje efikasne metode rjesˇavanja
• Kernelni trik- odnosno kernelne funkcije koje pruzˇaju moguc´nost stvaranja modela
sa ekspertnim znanjem u podrucˇju za koji je model raden
• Generalizacija- SVM je stvaran sa idejom vec´e generalizacije sˇto mu, osim nje-
gove jednostavne interpretabilnosti daje prednost nad drugim algoritmima strojnoga
ucˇenja kao sˇto su logisticˇka regresija ili stabla odlucˇivanja.
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• Velika dimenzionalnost- SVM je jako prikladan za visoko dimenzionalne probleme
gdje su ulazni podaci x visokodimenzionalni vektori. Rjesˇenje su upravo kernelne
funkcije K koje zamjenjuju skalarni produkt raznih vektora φ(x)
• Memorijska efikasnost- kako je vec´ina algoritama strojnoga ucˇenja implementirana
na racˇunalima, jasno je da postoji problematika memorije. Kao sˇto smo vidjeli,
nakon treniranja SVM-a, mozˇemo izbaciti vec´inu podataka te zadrzˇati samo potporne
vektore jer su oni jedini potrebni za odredivanje razdvajajuc´e hiperravnine
• Regularizacija- ovisno o linearnoj separabilnosti, SVM sadrzˇi regularizacijski hi-
perparametar koji navodi korisnika o razmisˇljanju o prenaucˇenosti odnosno pod-
naucˇenosti
No, kao i svi algoritmi, ima i svoje negativne strane:
• Odabir kernelne funkcije- iako su kernelne funkcije prednost SVM-a nad drugim
algoritmima, njihov odabir mozˇe biti mukotrpan posao
4.11 Regresija potpornih vektora
Stroj potpornih vektora je algoritam koji je prvotno izraden za rjesˇavanje klasifikacijskih
problema. Tek je kasnije adaptiran za regresivne probleme pod imenom regrsija potpornih
vektora (engl. support vector regression) ili krac´e SVR. Kao sˇto je to bilo kod linearne
regresije, ideja je pronac´i funkciju koja najbolje aproksimira dane primjere. No, ideja
ovdje je, pronac´i funkciju f (x) koja u najgorem slucˇaju za primjer x(i) ima  odstupanje od
”prave” funkcijske vrijednosti y(i).
Uvedimo najprije oznake. Neka je dani skup podataka za treniranje
D =
{
(x(1), y(1)), · · · (x(l), y(l))
}
⊂ X × R gdje je X prostor ulaznih znacˇajki (npr. X = Rm).
U -SVR regresiji, dakle, trazˇimo funkciju:
f (x) = wT x + b w ∈ X, b ∈ R
koja ima najvisˇe  odstupanje od stvarne vrijednosti y(i) za svaki primjer; te je u isto vrijeme
sˇto monotonija (engl. flat).
Tu monotonost interpretiramo minimiziranjem ‖w‖2 kao i kod SVM-a. Visˇe je ciljeva
iza minimizacije vektora w. Jedna interpretacija je da su tada predikcije manje osjetljive
na perturbacije u znacˇajkama, odnosno outliere. Druga interpretacija je da na neki nacˇin
biramo nama bitne znacˇajke, stavljajuc´i male koeficijente na one koje ne pridonose modelu.
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Dakle, optimizacijski problem mozˇemo sada pisati:
minimizirati
1
2
‖w‖2
uz ogranicˇenja y(i) − wx(i) − b ≤ 
wx(i) + b − y(i) ≤ 
Slika 4.17: Regresija potpornih vektora, preuzeto iz [9]
No, analogno mekoj margini u SVM-u, ponekad i zˇelimo dopustit kakvu vec´u gresˇku
kako bi odrzˇali robustnost modela:
minimizirati
1
2
‖w‖2 + C
l∑
i=1
(
ξi + ξ
∗
i
)
uz ogranicˇenja y(i) − wx(i) − b ≤  + ξi
wx(i) + b − y(i) ≤  + ξ∗i
ξi, ξ
∗
i ≥ 0
(4.20)
Parametar C je kompromis izmedu monotonost funkcije f , te tolerancije gresˇke vec´e
od . Tada meku marginu mozˇemo povezati sa funkcijom gubitka:
| ξ |=
0 ako | ξ |≤ | ξ | − inacˇe
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Slika 4.18: Primjer 1
Kao i kod SVM-a zbog laksˇeg rjesˇavanja, prelazimo na dualnu formulaciju problema.
Slicˇno kao i ranije, Lagrangeova funkcija optimizacijskog problema (4.20) glasi:
L :=
1
2
‖w‖2 + C
l∑
i=1
(
ξi + ξ
∗
i
) − l∑
i=1
(
ηiξi + η
∗
i ξ
∗
i
)
−
l∑
i=1
αi
(
 + ξi − y(i) + wT x(i) + b
)
−
l∑
i=1
α∗i
(
 + ξ∗i + y
(i) − wT x(i) − b
)
(4.21)
gdje su ηi, η∗i , αi, α
∗
i Lagrangeovi multiplikatori, odnosno dualne variajble koje dakle
trebaju zadovoljavati:
α(∗)i , η
(∗)
i ≥ 0
Parcijalnim deriviranjem po w, b, ξi, ξ∗i dobivamo:
∇bL =
l∑
i=1
(
α∗i − αi
)
= 0
∇wL = w −
l∑
i=1
(
αi − α∗i
)
x(i) = 0
∇ξ(∗)i L = C − α
(∗)
i − η(∗)i = 0
(4.22)
Uvrsˇtavanjem (4.22) u (4.21) dobivamo dualni problem:
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maksimizirati − 1
2
l∑
i, j=1
(
αi − α∗i
) (
α j − α∗j
)
x(i)x( j) − 
l∑
i=1
(
αi + α
∗
i
)
+
l∑
i=1
y(i)
(
αi − α∗i
)
uz ogranicˇenja
l∑
i=1
(
αi − α∗i
)
= 0
αi, α
∗
i ∈ [0,C]
(4.23)
Iz (4.22) vidimo da je w =
∑l
i=1
(
αi − α∗i
)
x(i), iz cˇega slijedi:
f (x) =
l∑
i=1
(
αi − α∗i
)
x(i)x + b.
Iz KKT uvijeta imamo:
αi
(
 + ξi − y(i) + wT x + b
)
= 0
α∗i
(
 + ξ∗i + y
(i) − wT x − b
)
= 0
(C − αi) ξi = 0(
C − α∗i
)
ξ∗i = 0
(4.24)
iz cˇega slijede par zakljucˇaka. Prvo, vidimo da jedino primjeri (x(i), y(i)) sa odgova-
rajuc´im α(∗)i = C lezˇe izvan  pruge. Drugo, αiα
∗
i = 0. Tu cˇinjenicu vidimo ako pretposta-
vimo da za su neki i αi i α∗i razlicˇiti od nule. Tada iz prve dvije jednadzˇbe (4.24) slijedi da
izrazi u zagradama moraju biti nula. Zbarajnjem tih dvaju izraza dolazimo do kontradik-
cije. To znacˇi da ne mozˇe postojati par dualnih varijabli αi, α∗i koje su simultano razlicˇite
od nule. Prema tome:
 − y(i) + wT x(i) + b ≥ 0 te ξi = 0 ako αi < C
 − y(i) + wT x(i) + b ≤ 0 ako αi > 0
(4.25)
Sa tom cˇinjenicom, te analognim zakljucˇcima za α∗i , slijedi:
max
{
− + y(i) − wT x(i) | αi < C ili α∗i > 0
}
≤ b ≤ min
{
− + y(i) − wT x(i) | αi > 0 ili α∗i < C
}
Ako vrijedi α(∗)i ∈ (0,C), tada vrijede jednakosti u jednadzˇbama iznad. Iz (4.24) vidimo
kako Lagrangeovi multiplikatori mogu biti razlicˇiti od nule jedino kada vrijedi | f (x(i)) −
y(i) |≥ , odnosno kada se primjer nalazi izvan  pruge. Suprotno tome, kada vrijedi |
f (x(i)) − y(i) |< , tada αi, α∗i moraju biti nula kako bi KKT uvijeti bili zadovoljeni.
Upravo te vektore, kojima su αi, α∗i razlicˇiti od nule zovemo, kao i ranije, potpornim
vektorima.
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Kernelni trik
Kao i ranije, kada smo imali problem linearne nesaparabilnosti, htjeli bi prilagoditi SVR
na nelinearne probleme te, kao i ranije, to mozˇemo ucˇiniti preslikavanjem ulaznih primjera
funkcijom φ : X → F . No, vec´ smo uocˇili kompleksnost takvog postupka.
Iz toga razloga koristimo dualnu formu i cˇinjenicu da se u njemu nalazi skalarni produkt
koji mozˇemo zamijeniti kernelnom funkcijom. Dakle, izraz (4.23) mozˇemo pisati:
maksimizirati − 1
2
l∑
i, j=1
(
αi − α∗i
) (
α j − α∗j
)
κ
(
x(i), x( j)
)
− 
l∑
i=1
(
αi + α
∗
i
)
+
l∑
i=1
y(i)
(
αi − α∗i
)
uz ogranicˇenja
l∑
i=1
(
αi − α∗i
)
= 0
αi, α
∗
i ∈ [0,C]
(4.26)
Primjer
Neka su dani primjeri:
x(i) y(i) x(i) y(i)
1 3 11 35
2 4 12 40
3 8 13 45
4 4 14 54
5 6 15 49
6 9 16 59
7 8 17 60
8 12 18 62
9 15 19 63
10 26 20 68
Primijetimo kako u dualnoj formi, prvi cˇlan se sastoji od usporedivanja svaka 2 dana
primjera. Ukoliko bi imali 20 danih primjera, prva suma optimizacijskog problema bi se
sastojala od 210 cˇlanova. Kako bi izbjegli nepreglednost, uzimamo samo 3 primjera i to
onih za koji vrijednost od x je u rasponu od 10 do 12. Na prvi pogled mozˇemo vidjeti
kako je to malo podataka za ikakav smisleni zadatak, no cilj ovdje nije rijesˇiti konkretan
problem, vec´ dati uvid u algoritma.
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Tada, jezgrena matrica uz linearnu jezgru izgleda:
K =
100 110 120110 121 132120 132 144

Iz (4.26) imamo:
max
α,α∗
1
2
[
100
(
α1 − α∗1
)2
+ 2 · 110 · (α1 − α∗1) (α2 − α∗2) + 2 · 120 · (α1 − α∗1) (α3 − α∗3)
+ 2 · 132 · (α2 − α∗2) (α3 − α∗3) + 121 (α2 − α∗2)2 + 144 (α3 − α∗3 )2]
−  [(α1 + α∗1) + (α2 + α∗2) + (α3 + α∗3)]
+ 26
(
α1 − α∗1
)
+ 35
(
α2 − α∗2
)
+ 40
(
α3 − α∗3
)
uz ogranicˇenja
(
α1 − α∗1
)
+
(
α2 − α∗2
)
+
(
α3 − α∗3
)
= 0
Kako je naglasak rada na algoritmu SVM, te kako ne bismo produljivali teoriju i dalje,
ogranicˇit c´emo se samo na iskaz problema umjesto rjesˇavanja istoga. Naime, potrebne me-
tode za rjesˇavanje ovakvoga optimizacijskog problema bi zahtjevale produbljivanje teorije
koje bi bilo izvan podrucˇja ovoga rada.
Napomenimo samo kako bi jedna od primjenjivih metoda bila algoritam SMO (Sequen-
tial minimal optimization) koja dani optimizacijski problem dijeli na manje optimizacijske
probleme birajuc´i manji skup varijabli po kojem ga rjesˇava u svakoj iteraciji, te tako dolazi
do aproksimacije rjesˇenja uz danu gresˇku. Detalji o SMO algoritmu se nalaze u [8].
Poglavlje 5
Prilog
U sljedec´im poglavljima usporedujemo SVM i logisticˇku regresiju, te SVR i linearnu re-
gresiju koristec´i se jezikom Python. Koristimo gotove pakete kao sˇto su sklearn u kojima
su implementirani spomenuti algoritmi, te matplotlib radi vizualizacije.
5.1 Usporedba SVM-a i logisticˇke regresije
U usporedbi SVM-a i logisticˇke regresije koristimo poznati podatkovni skup ”20 newsgro-
ups” u kojem se nalaze novinski cˇlanci labelirani jednom od 20 tema. Dvije suprotne teme
koje koristimo u usporedbi su religijski cˇlanci te ateisticˇki cˇlanci.
Ucˇitajmo najprije potrebne pakete:
from time import time
import numpy as np
import matplotlib.pyplot as plt
from sklearn.datasets import fetch_20newsgroups
from sklearn.feature_extraction.text import CountVectorizer,
TfidfTransformer
from sklearn.model_selection import GridSearchCV
from sklearn.pipeline import Pipeline
from sklearn import svm
from sklearn.linear_model import LogisticRegression
from sklearn.metrics import roc_auc_score,
roc_curve,
f1_score,
classification_report
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Nadalje ucˇitavamo potrebne podatke:
categories = [
’alt.atheism’,
’talk.religion.misc’]
train = fetch_20newsgroups(subset=’train’, categories=categories,
shuffle=True, random_state=1,
remove=(’headers’, ’footers’, ’quotes’),
data_home=’data/’,
download_if_missing=True)
test = fetch_20newsgroups(subset=’test’, categories=categories,
shuffle=True, random_state=1,
remove=(’headers’, ’footers’, ’quotes’),
data_home=’data/’,
download_if_missing=True)
print("Ucitavanje ’20 newsgroups’ skupa podataka za sljedece kategorije:")
print(categories)
print("Ucitano %d dokumenata za treniranje" % len(train.filenames))
print("Ucitano %d dokumenata za testiranje" % len(test.filenames))
U c i t a v a n j e ’20 newsgroups ’ skupa p o d a t a k a za k a t e g o r i j e :
[ ’ a l t . a the i sm ’ , ’ t a l k . r e l i g i o n . misc ’ ]
U c i t a n o 857 dokumenata za t r e n i r a n j e
U c i t a n o 570 dokumenata za t e s t i r a n j e
Izlistajmo kategoriju i prvih 300 znakova u prvih par cˇlanaka:
for s,t in zip(train.data[:4],np.take(train.target_names,
train.target[:4])):
print(t.upper())
print(s[:300]+’[...]’)
print(’---------------------------------------------------------’)
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ALT . ATHEISM
D e l e t i o n s . . .
So , you c o n s i d e r t h e german p o s t e r ’ s remark a n t i − s e m i t i c ?
P e r h a p s you imply t h a t anyone i n Germany who doesn ’ t
a g r e e wi th i s r a e l y p o l i c y i n a n a z i ? Pray t e l l , how does
i t even q u a l i f y as ” c a s u a l a n t i −s e m i t i s m ”?
I f t h e te rm doesn ’ t apply , why t h e n b r i n g i t up ?
Your own b i g o t r y i s sh [ . . . ]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ALT . ATHEISM
I f t h e Anne Frank e x h i b i t makes i t t o your s m a l l
l i t t l e world , t a k e an a f t e r n o o n t o go s e e i t .
/ \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \ / \
Bob Beaucha ine bobbe@vice . ICO . TEK .COM
They s a i d t h a t Queens c o u l d s t a y , t h e y blew t h e
Bronx away , and sank Manhat tan o u t a t [ . . . ]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
TALK. RELIGION . MISC
( P l e a d i n g mode on )
P l e a s e ! I ’m begg ing you ! Qu i t c o n f u s i n g r e l i g i o u s
groups , and s t o p making g e n e r a l i z a t i o n s ! I ’m a P r o t e s t a n t !
I ’m an e v a n g e l i c a l ! I don ’ t b e l i e v e t h a t my way i s t h e
on ly way ! I ’m n o t a ” c r e a t i o n s c i e n t i s t ” ! I don ’ t t h i n k
t h a t homosexua l s s h o u l d be hung by t h e i r t o e n a i l s ! [ . . . ]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
ALT . ATHEISM
: } Xenophobia , bo th ∗de f a c t o ∗ and ∗de j u r e ∗ as implemented
: } i n l e g a l sys tems , i s widesp read , w h i l e t h e Bib le ,
: } a l t h o u g h n o t 100% e g a l i t a r i a n , s p e c i f i c a l l y p r e a c h e s
: } k i n d n e s s t o t h e s t r a n g e r , and e m p h a s i z e s i n t h e Book
: } of Ruth , t h a t a f o r e i g n e r can j o i n t h e n a t i o n and
: } g i v e r i s e t o one o [ . . . ]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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Model logisticˇke regresije:
pipeline = Pipeline([
(’vect’, CountVectorizer()),
(’tfidf’, TfidfTransformer()),
(’LogReg’, LogisticRegression())
])
model = pipeline.fit(train.data, train.target)
y_pred = model.predict_proba(test.data)
classes = model.predict(test.data)
Evaluacija modela:
fpr, tpr, thresholds = roc_curve(test.target,y_pred[:,1])
auc_score = roc_auc_score(test.target,y_pred[:,1])
print(’auc_score: {}’.format(auc_score))
print(’’)
print(classification_report(test.target, classes))
a u c s c o r e : 0 .7383256940888483
p r e c i s i o n r e c a l l f1− s c o r e s u p p o r t
0 0 . 6 7 0 . 8 2 0 . 7 4 319
1 0 . 6 9 0 . 4 9 0 . 5 7 251
avg / t o t a l 0 . 6 8 0 . 6 8 0 . 6 6 570
ROC krivulja je tada:
fig = plt.figure(figsize=(4, 4))
ax = plt.gca()
ax.plot(fpr,tpr,color=’black’,label=’ROC curve’)
ax.plot([0,1],[0,1],color=’black’,linestyle=’dashed’)
ax.set(xlabel=’FPR - false positive rate’,
ylabel=’TPR - true positive rate’,
title=’SVM’,
xlim=(0,1),ylim=(0,1))
ax.text(0.6,0.4,’AUC = ’ + ’{0:.4f}’.format(auc_score))
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ax.legend(loc=’lower right’)
plt.show();
Slika 5.1: ROC krivulja
Model SVM-a:
pipeline = Pipeline([
(’vect’, CountVectorizer()),
(’tfidf’, TfidfTransformer()),
(’SVM’, svm.SVC(kernel=’linear’,probability=True))
])
model = pipeline.fit(train.data, train.target)
y_pred = model.predict_proba(test.data)
classes = model.predict(test.data)
fpr, tpr, thresholds = roc_curve(test.target,y_pred[:,1])
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auc_score = roc_auc_score(test.target,y_pred[:,1])
print(’auc_score: {}’.format(auc_score))
print(’’)
print(classification_report(test.target, classes))
a u c s c o r e : 0 .7618366658756823
p r e c i s i o n r e c a l l f1− s c o r e s u p p o r t
0 0 . 7 0 0 . 7 7 0 . 7 3 319
1 0 . 6 7 0 . 5 8 0 . 6 2 251
avg / t o t a l 0 . 6 8 0 . 6 9 0 . 6 8 570
ROC krivulja:
fig = plt.figure(figsize=(4, 4))
ax = plt.gca()
ax.plot(fpr,tpr,color=’black’,label=’ROC curve’)
ax.plot([0,1],[0,1],color=’black’,linestyle=’dashed’)
ax.set(xlabel=’FPR - false positive rate’,
ylabel=’TPR - true positive rate’,
title=’SVM’,
xlim=(0,1),ylim=(0,1))
ax.text(0.6,0.4,’AUC = ’ + ’{0:.4f}’.format(auc_score))
ax.legend(loc=’lower right’)
plt.show();
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Slika 5.2: ROC krivulja
Pretrazˇimo najbolje hiperparametre C i γ
pipeline = Pipeline([
(’vect’, CountVectorizer()),
(’tfidf’, TfidfTransformer()),
(’SVM’, svm.SVC(kernel=’rbf’,probability=True))
])
parameters = {
’SVM__C’:(1.0,10.0,100.0,1000.0),
’SVM__gamma’:(0.001,0.01,0.1,1.0)
}
if __name__ == "__main__":
grid_search = GridSearchCV(pipeline,
parameters,
n_jobs=-1,
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verbose=1,
scoring=’roc_auc’)
print("Performing grid search...")
print("pipeline:", [name for name, _ in pipeline.steps])
print("parameters:")
print(parameters)
t0 = time()
grid_search.fit(train.data, train.target)
print("done in %0.3fs" % (time() - t0))
print()
print("Best score: %0.3f" % grid_search.best_score_)
print("Best parameters set:")
best_parameters = grid_search.best_estimator_.get_params()
for param_name in sorted(parameters.keys()):
print("\t%s: %r" % (param_name, best_parameters[param_name]))
P e r f o r m i n g g r i d s e a r c h . . .
p i p e l i n e : [ ’ vec t ’ , ’ t f i d f ’ , ’SVM’ ]
p a r a m e t e r s :
{ ’ SVM C ’ : ( 1 . 0 , 1 0 . 0 , 1 0 0 . 0 , 1 0 0 0 . 0 ) ,
’SVM gamma ’ : ( 0 . 0 0 1 , 0 . 0 1 , 0 . 1 , 1 . 0 ) }
F i t t i n g 3 f o l d s f o r each of 16 c a n d i d a t e s , t o t a l l i n g 48 f i t s
done i n 38 .123 s
Bes t s c o r e : 0 .858
Bes t p a r a m e t e r s s e t :
SVM C : 1 0 . 0
SVM gamma : 0 . 1
Najbolji model je tada:
model = grid_search.best_estimator_.fit(train.data, train.target)
y_pred = model.predict_proba(test.data)
classes = model.predict(test.data)
Evaluacija modela na testnom skupu:
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fpr, tpr, thresholds = roc_curve(test.target,y_pred[:,1])
auc_score = roc_auc_score(test.target,y_pred[:,1])
print(auc_score)
print(’’)
print(classification_report(test.target, classes))
0.7641409284492127
p r e c i s i o n r e c a l l f1− s c o r e s u p p o r t
0 0 . 7 7 0 . 7 0 0 . 7 3 319
1 0 . 6 6 0 . 7 3 0 . 6 9 251
avg / t o t a l 0 . 7 2 0 . 7 1 0 . 7 2 570
ROC krivulja stvarana istim kodom ko i dosada:
Slika 5.3: ROC krivulja
Mozˇemo primijetiti kako je uz sami linearni kernel, model SVM-a zaista bolji.
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5.2 Usporedba SVR-a i linearne regresije
U usporedbi SVR-a i linearne regresije koristimo poznati podatkovni skup ”diabetes” u
kojemu se nalaze dani atributi pacijenata oboljelih od dijabetesa kao sˇto su broj godina,
spol, bmi,itd. te progresivnost bolesti dijabetesa. Progresivnost bolesti je mjerenje nakon
tocˇno jedne godine od prvoga mjerenja statusa bolesti pacijenta cˇime se mozˇe vidjeti razvoj
same bolesti.
Ucˇitajmo najprije potrebne pakete:
import pandas as pd
from sklearn import datasets
from sklearn.linear_model import LinearRegression
from sklearn.svm import SVR
from sklearn.model_selection import train_test_split
from sklearn.pipeline import Pipeline
from sklearn.metrics import mean_squared_error, r2_score
from sklearn.preprocessing import StandardScaler
Nadalje ucˇitavamo potrebne podatke:
diabetes = datasets.load_diabetes()
diabetes = pd.DataFrame(data=np.c_[diabetes[’data’],
diabetes[’target’]],
columns=diabetes.feature_names+[’target’])
diabetes.head()
age sex bmi bp · · · s6 target
1 -0.001882 -0.044642 -0.051474 -0.026328 · · · -0.092204 75
2 0.085299 0.050680 0.044451 -0.005671 · · · -0.025930 141
3 -0.089063 -0.044642 -0.011595 -0.036656 · · · -0.009362 206
4 0.005383 -0.044642 -0.036385 0.021872 · · · -0.046641 135
X_train, X_test, y_train, y_test = train_test_split(
diabetes.drop(’target’,axis=1),
diabetes[’target’],
test_size=0.20,
random_state=42)
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Model linearne regresije:
model = Pipeline([(’linear’, LinearRegression())])
model = model.fit(X_train,y_train)
y_pred = model.predict(X_test)
Evaluacija:
MSE = mean_squared_error(y_test, y_pred)
print(’MSE: {}’.format(MSE))
R2 = r2_score(y_test, y_pred)
print(’R2: {}’.format(R2))
MSE: 2900.1732878832318
R2 : 0 .45260660216173787
Model SVR-a:
X_train, X_test, y_train, y_test = train_test_split(
diabetes.drop(’target’,axis=1),
diabetes[’target’],
test_size=0.20,
random_state=42)
model = Pipeline([(’scale’,StandardScaler()),
(’SVR’, SVR(kernel=’linear’))])
model = model.fit(X_train,y_train)
y_pred = model.predict(X_test)
MSE = mean_squared_error(y_test, y_pred)
print(’MSE: {}’.format(MSE))
R2 = r2_score(y_test, y_pred)
print(’R2: {}’.format(R2))
MSE: 2939.834541736351
R2 : 0 .445120736196456
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model = Pipeline([(’scale’,StandardScaler()),
(’SVR’, SVR(kernel=’linear’))])
parameters = {
’SVR__C’:(0.1,1.0,10.0,100.0,1000.0),
’SVR__epsilon’:(0.001,0.01,0.1,1.0,2.0)
}
if __name__ == "__main__":
grid_search = GridSearchCV(model,
parameters,
n_jobs=-1,
verbose=1,
scoring=’mean_squared_error’)
print("Performing grid search...")
print("pipeline:", [name for name, _ in model.steps])
print("parameters:")
print(parameters)
t0 = time()
grid_search.fit(X_train, y_train)
print("done in %0.3fs" % (time() - t0))
print()
print("Best score: %0.3f" % grid_search.best_score_)
print("Best parameters set:")
best_parameters = grid_search.best_estimator_.get_params()
for param_name in sorted(parameters.keys()):
print("\t%s: %r" % (param_name, best_parameters[param_name]))
P e r f o r m i n g g r i d s e a r c h . . .
p i p e l i n e : [ ’ s c a l e ’ , ’SVR’ ]
p a r a m e t e r s :
{ ’ SVR C ’ : ( 1 . 0 , 1 0 . 0 , 1 0 0 . 0 , 1 0 0 0 . 0 ) ,
’ SVR eps i lon ’ : ( 0 . 0 0 1 , 0 . 0 1 , 0 . 1 , 1 . 0 , 2 . 0 ) }
F i t t i n g 3 f o l d s f o r each of 20 c a n d i d a t e s , t o t a l l i n g 60 f i t s
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[ P a r a l l e l ( n j o b s = −1)] : Done 47 t a s k s | e l a p s e d : 7 . 4 s
[ P a r a l l e l ( n j o b s = −1)] : Done 53 o u t o f 60 | e l a p s e d : 8 . 0 s
done i n 9 .204 s
Bes t s c o r e : −3114.069
Bes t p a r a m e t e r s s e t :
SVR C : 1 . 0
S V R e p s i l o n : 2 . 0
[ P a r a l l e l ( n j o b s = −1)] : Done 60 o u t o f 60 | e l a p s e d : 8 . 7 s
Najbolji model je tada:
model = grid_search.best_estimator_.fit(X_train, y_train)
y_pred = model.predict(X_test)
MSE = mean_squared_error(y_test, y_pred)
print(’MSE: {}’.format(MSE))
R2 = r2_score(y_test, y_pred)
print(’R2: {}’.format(R2))
MSE: 2933.5791374486844
R2 : 0 .44630141288987424
Za razliku od SVM-a, SVR nam ne prikazuje bolje rezultate.
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Sazˇetak
Prvo poglavlje ovoga rada uvodi pojam strojnoga ucˇenja, kao i njegovu povijest i primjenu.
Sljedec´a dva poglavlja uvode regresiju i klasifikaciju te algoritme linearne regresije i lo-
gisticˇke regresije koji sluzˇe kao mjerilo usporedbe algoritmu potpornih vektora, koji je
glavna tematika ovoga rada. Naposljetku slijedi usporedba metode potpornih vektora sa
spomenutim metodama logisticˇke regresije i linearne regresije na konkretnom klasifikacij-
skom i regresijskom problemu.

Summary
The first chapter of this work introduces the concept of machine learning, as well as its
history and applications. The next two chapters focus on the concept of regression and cla-
ssification as well as the appropriate algorithms, linear regression and logistic regression.
The aforementioned algorithms are used as a baseline for the main algorithm of this work:
the support vector machine algorithm which is talked about in detail in the next chapter. In
conclusion, the methods are compared on a concrete regression and classification problem.
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