A Hadamard factorisation of the Riemann ξ-function is constructed to characterize the zeros of the zeta function.
Introduction
Riemann [4] defines the zeta function, ζ(s), as the analytic continuation of 
The Riemann Hypothesis (RH) states that all the non-trivial zeroes of ζ(s) lie on the critical line Re(s) = 1 2 , or equivalently, those of ξ( 
The zeros, ρ, of ξ correspond to the non-trivial zeros of ζ. The argument to prove RH proceeds in three steps.
(a) RH is equivalent to the existence of a generalised gamma convolution (GGC) Laplace transform expresses the reciprocal ξ-function as
(b) Theorem 1 constructs a GGC random variable H ξ α for α > 1, such that ± iτ as ξ(s) = ξ(1 − s). The Hadamard factorisation then becomes
and ξ(
From (6), the reciprocal ξ-function then satisfies
Using Frullani's identity,
Here g
is the Thorin measure where δ is a Dirac measure.
) .
Conversely, if ξ (
+ s) has no zeroes. Then ξ(s)
has no zeroes for Re(s) > either.
Reciprocal ξ-function and GGC representation
To show (b), consider the following theorem Theorem 1. The reciprocal ξ-function satisfies for α > 1 and s > 0,
where
and g ξ α is completely monotone
Proof. To derive ξ(α)/ξ(α + s), use the definitions,
In particular,
Theorem 1 now follows from the decomposition, for α > 1,
Each term on the r.h.s. of (20) will be treated separately.
Euler's product formula, for α > 1, gives
and
The following lemma identifies the Thorin measure of a GGC distribution.
Lemma 1.
Suppose that the function f satisfies
for some arbitrary µ(dx). This can then be re-expressed as
where ν α (t) is the completely monotone function
This follows from the identities, valid for s > 0 and x > 0,
1 − e
In particular, when f is the gamma or zeta function, this yields
2. When f (s) = ζ p (s) then
Using (31) and Lemma 1, the ζ-function satisfies Proposition 1. For α > 1 and s > 0,
where Λ(n) is the von Mangoldt function, Λ(n) = log p if n = p r where p is a prime. The reciprocal zeta function then satisfies, for α > 1,
The term (α − 1)/(s + (α − 1)) in the product (20) follows from
with completely monotone function
where Z 0 a has density 2a/π √ 2x(a 2 + 2x) for x > 0.
The Hadamard factorization (20), for α > 1, is then
with
This defines the Thorin measure,
This completes the derivation of Theorem 1.
Corollary 1.
Riemann's ξ-function admits a Hadamard factorization, for α > 1 and s > 0,
Proof. This follows by inverting Theorem 1, and expressing H Pólya's X ξ has symmetric density with tails p(x) ∼ 4π 2 e 9 2
x−πe 2x as x → ∞,
Hayman-Grosswald provide a bound,
To extend (42) to ξ( = 0, we Now calculate the reciprocal ξ-function using m G (s) (see Grosswald [2] for existence), defined by
Let Y ξ := e −X ξ be such that
Using (42) with 1 < α ≤ 3 2 and c α = ξ(
where 
Ramanujan's master theorem now yields m G (s) = cΓ(1 + s)E e −sX−(s+1) 2 H .
From (54) and (56), for 0 < s < 
The term 1/ξ( 
