In this work we have investigated the first hyperpolarizability of pNA in 1,4-dioxane solution using a quantum mechanics/molecular mechanics ͑QM/MM͒ model. The particular model adopted is the recently developed discrete solvent reaction field ͑DRF͒ model. The DRF model is a polarizable QM/MM model in which the QM part is treated using time-dependent density-functional theory and local-field effects are incorporated. This allows for direct computation of molecular effective properties which can be compared with experimental results. The solvation shift for the first hyperpolarizability is calculated to be 30% which is in good agreement with the experimental results. However, the calculated values, both in the gas phase and in solution, are by a factor of 2 larger than the experimental ones. This is in contrast to the calculation of the first hyperpolarizability for several small molecules in the gas phase where fair agreement is found with experimental. The inclusion of local-field effects in the calculations was found to be crucial and neglecting them led to results which are significantly larger. To test the DRF model the refractive index of liquid 1,4-dioxane was also calculated and found to be in good agreement with experiment.
I. INTRODUCTION
Understanding the linear and nonlinear optical ͑NLO͒ properties of materials is an important research area. Materials exhibiting NLO effects are of great technological importance for use in future application within electronics and photonics.
1,2 The second-harmonic generation ͑SHG͒ is of particular interest and many studies have been devoted to the investigation of this property. The SHG properties of organic molecules are characterized in terms of their molecular first hyperpolarizability, ␤͑−2 ; , ͒, which can be measured using electric-field-induced second-harmonic generation [3] [4] [5] ͑EFISH͒ or hyper-rayleigh scattering 6,7 ͑HRS͒ techniques.
These experiments are usually performed in solution.
Typical organic chromophores which are of interest are the so-called push-pull or donor-accepter molecules due to their large value for the first hyperpolarizability.
1, 8 The prototype push-pull molecule is para-nitroaniline ͑p-NA͒ and there exist in the literature many studies of its first hyperpolarizability both theoretically and experimentally. However, due to different conventions it is often difficult to compare results obtained in different experiments and calculations. For a clear discussion about this, the reader is referred to the work by Willetts et al. 9 In a recent study of the first hyperpolarizability,
of p-NA in different solvents using HRS calibrated against carbon tetrachloride, 10 in 1,4-dioxane solution a ␤ ʈ = 1482 a . u. at 1064 nm was reported, using the T convention. 9 The T convention refers to expanding the induced dipole moment in a Taylor series, and will be used throughout this paper. It should be mentioned that in the HRS measurements the high symmetry of p-NA in combination with an assumption of a rodlike molecule has been used to extract individual tensor components. 9 This result is in good agreement with EFISH results provided the standard reference for quartz is taken to be d 11 = 0.30 pm/ V at 1064 nm. 10 This reference is believed to be more accurate than the older value of 0.5 pm/ V. [11] [12] [13] The EFISH values are ␤ ʈ = 1359 a . u. ͑Ref. 14͒ and ␤ ʈ = 1409 a . u. ͑Ref. 15͒ both corrected to comply with the new reference value and the T convention. 16 Note that it has been argued that the convention in the original EFISH experiments 14, 15 was the B * convention, which would make the results larger by a factor of 3. 9 However, the good agreement between the EFISH and HRS measurements reported in Ref. 10 contradicts this.
The first hyperpolarizability of p-NA has been found experimentally to depend strongly on the solvent both in the EFISH and the HRS methods. 6, 10, 14, 17 Theoretically, a similar strong dependence has been found using a continuum solvation model. 18 The strong solvent dependence is usually described in terms of a two-state model. 14, [17] [18] [19] [20] Recently, an experimental study found for solvents not forming H bonds a good linear correlation of the form ␤ = ␤ gas + a ͱ s / V s where, s is the dipole moment of the solvent in the gas phase, V s the molar volume in the liquid state, and ␤ gas is considered to be the first hyperpolarizability in the gas phase. 17 The references used in the measurements were the first hyperpolarizability of p-NA in 1,4-dioxane at 1064 nm adopted from Ref. 15 . They reported a value in the gas phase to be ␤ ʈ = 1008 a . u., here corrected for differences in reference value and conventions. 16 This value is in good agreement with the value of ␤ ʈ = 1072± 44 a . u. for pNA measured in the gas phase. 21 The difference in ␤ ʈ of p-NA in the gas phase and in 1,4-dioxane solution is therefore only around 30%. Theory predicts a slightly larger increase due to solvation, around 50% using the self-consistent reaction field model 18 and around 43% using the nonequilibrium version of the model. 22 There has also been a discrete quantum-mechanical Langevin dipoles/Monte Carlo study of ␤ ʈ of p-NA in water and chloroform solutions. 23 For the chloroform solution an increase by almost a factor of 2 is reported. Although they did not study 1,4-dioxane solution the experiments show that the results in the two solutions are almost identical. 10, 14 In this work we will study ␤ ʈ of p-NA in 1,4-dioxane using a recent developed quantum mechanics/molecular mechanics ͑QM/MM͒ model. [24] [25] [26] [27] This discrete solvent reaction field model ͑DRF͒ combines a time-dependent densityfunctional theory ͑TD-DFT͒ description of the solute molecule with a classical ͑MM͒ description of the discrete solvent molecules. The latter are represented by distributed atomic charges and polarizabilities. The model has recently been extended to enable the calculation of both microscopic ͑hyper͒polarizabilities and macroscopic ͑non͒linear susceptibilites. 27, 28 Although the first hyperpolarizability of p-NA in 1,4-dioxane has been studied before this is the first investigation using a QM/MM model.
II. THE DISCRETE SOLVENT REACTION FIELD MODEL
In the DRF model the QM/MM operator at a point r i is given by [24] [25] [26] [27] 
where the first term el is the electrostatic operator and describes the Coulombic interaction between the QM system ͑the solute͒ and the permanent charge distribution of the solvent molecules. The second term pol is the polarization operator which describes the many-body polarization of the solvent molecules, i.e., the change in the permanent charge distribution of the solvent molecules due to interaction with the QM part and other solvent molecules. The charge distribution of the solvent is represented by atomic point charges and the many-body polarization term is represented by induced atomic dipoles at the solvent molecules.
The induced atomic dipole at a site s is given by
where ␣ s,␣␤ = ␦ ␣␤ ␣ s is a component of the polarizability tensor of an isotropic atom at site s, and T st,␣␤
͑2͒
is the screened dipole interaction tensor. 24, 29, 30 We assume that the atomic polarizabilities are independent of the frequency, but the model can easily be extended to include also this effect. 31, 32 F s,␤ init ͑͒ is the initial electric field at site s and consists of four terms
where F s,␤ QM,el ͑͒ is the field arising from the frequencydependent electronic charge distribution of the QM part, F s,␤ QM,nuc is the field from the QM nuclei, F s,␤ MM,q is the field from the point charges at the solvent molecules, and F s,␤ mac ͑͒ is the macroscopic electric field. The inclusion of the macroscopic electric field in Eq. ͑3͒ gives rise to additional dipole moments induced in the solvent. 27, 28 The DRF operator is combined with the time-dependent Kohn-Sham equations, 33 ͑t͒ the potential of the macroscopic perturbing field. The last term is the time-dependent xc potential adopted in the adiabatic local-density approximation ͑ALDA͒. The time-dependent electronic density is then given by
where n i is the occupation number of orbital i. The ͑hyper͒ polarizabilities can be found using response theory in combination with the finite field method.
25,26
We have shown 27 that this approach enables the calculation of different microscopic properties including different solvent effects. The first effect is due to the interaction between the solute and the solvent ͑pure solvent effect͒ and is calculated with the macroscopic electric field not included in Eq. ͑4͒. The microscopic properties calculated in this way will be denoted as "solute properties." If the macroscopic electric field is included in Eq. ͑4͒ we will denote the calculated properties as ''effective." The effective properties include, in addition to the pure solvent effect, the influence of the dipole moments induced in the solvent by the macroscopic electric field. We showed 27, 28 that these are effective properties that have to be combined with the Lorentz localfield factors 1 to describe the macroscopic susceptibilities.
III. COMPUTATIONAL DETAILS
The DRF model has been implemented into a local version of the AMSTERDAM DENSITY-FUNCTIONAL ͑ADF͒ program package 38, 39 by an extension to the TD-DFT part in the RESPONSE module of ADF. [40] [41] [42] The details of the implementation are described in Refs. 24-27. All structures used in this work have been optimized with the Becke-Perdew xc functional 43, 44 and the TZ2P basis set. Except for water where the structure was taken from Ref. 27 . The response calculations were done using the gradient-regulated asymptotic connection Becke-Perdew ͑BP-GRAC͒ potentials. 45, 46 The BP-GRAC potential sets the highest occoupied molecular orbital ͑HOMO͒ level at the first ionization potential ͑IP͒ and therefore requires the IP as input. The values for IP were obtained from calculations using the statistical average of model orbital potentials ͑SAOP͒ for which it has been shown that the HOMO level corresponds well with the experimental IP. 47 The molecular-dynamics ͑MD͒ simulations were performed with the discrete reaction field polarizable force field 30,48-52 using the DRF90 program. 48 A MD simulation of 50 ps with a time step of 1 fs was performed at 298 K, using a Nose-Hoover thermostat 53 ͑with =1 ps͒ to keep the temperature constant and a soft wall force potential 48 to keep the particles inside the simulation box. After every 0.5 ps, the configuration of solvent molecules was kept. This gives a total of 100 configurations for which QM/MM calculations were performed. Although the total number of configurations is somewhat small it should still give an accurate average since the configurations are uncorrelated. 54 Two simulations were performed, one for pure 1,4-dioxane and one for p-NA in 1,4-dioxane, each simulation having 1 solute and 100 solvent molecules placed in a spherical box with a radius of 34 bohr. The sizes of the simulation boxes were chosen so that the simulated macroscopic densities correspond to the experimental value of 1.0337 kg/ l for 1,4-dioxane. In the simulations, the molecules were treated as rigid bodies using quaternions. 55 For p-NA and 1,4-dioxane multipole derived charge analysis ͑MDC͒-d charges were used 56 that were obtained from DFT calculations in a TZ2P basis set with the ADF program. The standard DRF90 potential was used in the simulations. 48 Standard atomic polarizabilities 30 were used for 1,4-dioxane whereas for p-NA atomic polarizabilities were fitted to reproduce the polarizability calculated using ADF. The atomic polarizability parameters for p-NA are ␣ C = 13.4187, ␣ H = 0.6207, ␣ O = 3.1970, and ␣ N = 17.4651 a . u.
IV. RESULTS

A. The first hyperpolarizability of selected molecules in the gas phase
There has been a recent study in which the first hyperpolarizability of a series of small molecules has been measured in the gas phase using the EFISH method and calibrated against the second hyperpolarizability of N 2 . 21 Adopting the same series of molecules in this work will provide a very good benchmark for the DFT calculation performed in this work. We have therefore performed DFT calculations of the dipole moment, frequency-dependent polarizability, and first hyperpolarizability at = 0.0428 a.u.͑ = 1064 nm͒. The dipole moments and first hyperpolarizabilities have been collected in Table I and compared with the experimental results. The EFISH experiments have been performed using periodic phase matching conditions to insure maximum signal. [57] [58] [59] Problems with phase matching in the experiments arise from the dispersion in the refractive index of the sample and phase matching conditions can be achieved simply by varying the density of the sample. The phase-match densities are related to the refractive index, which is proportional to the polarizability well below any resonance, and the ratio between the reference N 2 and the sample X is given by [57] [58] [59] 
In Table I we also present the ratio of the phase match densities ͑ N 2 / X ͒ for N 2 gas and the sample vapor. If the ratio of the phase match densities is wrong the measured first hyperpolarizability could be wrong by the same factor. 60 For the dipole moments we find in general a very good agreement between the experimental values and the results calculated using DFT. The only exception is p-NA for which the DFT result is larger by about 15%. The gas phase value reported for the dipole moment of p-NA in Ref. 21 is a theoretical MP2 result. 61 For the first hyperpolarizability we find excellent agreement for the molecules CHCl 3 , CH 3 CN, and H 2 O whereas for CH 3 OH and CH 3 NO 2 the DFT absolute values are larger by 38% and 35%, respectively. For nitrobenzene ͑NB͒ and p-NA the differences is even larger. The DFT values are larger by a factor of 2.2 and 2.0 for NB and p-NA, respectively. If we now consider the phase-match densities we see that for all molecules but NB and p-NA there is a good agreement between theory and experiment. 
For NB the calculated phase-match ratio is larger than the measured ratio by 30% and for p-NA the calculated ratio is larger by a factor of 2. If we "correct" the experimental results according to the differences in the phase-match ratio we get a first hyperpolarizability of ␤ II = 257 a . u. and ␤ ʈ = 2232.5 a . u for NB and p-NA, respectively. This brings the experimental results for p-NA in good agreement with the theoretical results obtained here. However, the result for NB is still calculated to be larger than the experiments by around 70%. A recent comparison of DFT and CC hyperpolarizabilities by Salek et al. 62 reported for p-NA at = 0.0428 a . u. values of ␤ ʈ = 1579.3 a . u. and ␤ ʈ = 1797.3 a . u. using CCSD and DFT-B3LYP, respectively, here again corrected for differences in conventions. 16 Both of these results are significant larger than the experimental results, although the CCSD results are closer to the measured values than the DFT results. In these calculations only a medium-sized basis set ͑Sadlej basis for DFT and a stripped down aug-cc-pVTZ basis for CCSD͒ was used whereas in this work a very large basis set with many diffuse functions was used. The differences in the basis sets could account for some of the discrepancy in the theoretical results. Salek et al. also found that the dispersion of ␤ ʈ was overestimated by DFT as compared to CCSD. 62 The larger dispersion would also cause the phase densities to be overestimated. It is therefore quite likely that some of the differences between the calculated and measured phase-match densities are simply due to the larger dispersion. The results obtained by Salek et al. was claimed to be in good agreement with the experiments, however, the "good" agreement came from comparing the results obtained in different conventions and in fact their results are larger than the experiments by around 50% for CCSD and 70% for DFT. In this work we have adopted perfect planar structures for both NB and p-NA. It is well known that conformational changes in these structures greatly affects the molecular properties. [63] [64] [65] The first hyperpolarizability of p-NA has its maximum for the planar structure and rotating the amino group results in a lowering of the first hyperpolarizability. [63] [64] [65] Some of the discrepancy between theory and experiments could be explained if the experimental structure, in fact, is nonplanar.
B. The refractive index of 1,4-dioxane
Before discussing the results for p-NA in 1,4-dioxane, which is the main focus of this work, we will discuss the results obtained for pure 1,4-dioxane. This will allow us to varify the solvent model used in the p-NA calculations. The gas phase properties and in solution both the solute and effective properties for 1,4-dioxane are collected in Table II .
The ground-state structure of 1,4-dioxane has a C 2h symmetry with a chair conformation for the ring. In this work the structure adopted has the slightly lower symmetry of C s but still in the chair conformations. This will be unimportant for the main results presented here, however, the structure will have a small dipole moment and first hyperpolarizability due to the lower symmetry. From Table II we see that both the dipole moment and first hyperpolarizability in the gas phase are indeed small. We also see that the solute properties are not very different from the gas phase properties, i.e., the pure solvent effects are rather small. In solution we see that the dipole moment is slightly larger but still very small. The first hyperpolarizability is increased too in going to the liquid phase, especially the effective values. However, in all cases the standard error is of the same order as the mean and therefore to obtain a better average more configurations would be needed. For the polarizability we see that ␣ sol is increased compared with the gas phase and that ␣ eff is almost identical to the gas phase value although slightly lower. The difference between the solute and effective properties is due to the screening of the electric field by the dipole moments induced in the liquid. 27, 28 We see that the standard error for the polarizability is much smaller than the mean values.
The linear refractive index ͑or the optical dielectric constant͒ of the system is related to the linear susceptibility and is given by 27, 28 
which is the familar Lorentz-Lorenz or Clausius-Mossotti equation, [66] [67] [68] with the effective polarizability instead of the gas phase polarizability. We can therefore use the polarizabilities reported in Table II to calculate the refractive index of liquid 1,4-dioxane. The results are listed in Table III and compared with experimental results. We see that there is a fair agreement between the calculated and measured refractive indices. The calculated refractive index is slightly larger TABLE II. Static and frequency-dependent properties of 1,4-dioxane in gas phase and liquid phase. Dipole moments in Debye and the polarizability and first hyperpolarizability in a.u. The frequency is = 0.0428 a . u. The solute and effective properties are reported as the average value ± the standard error. The standard error is given by / ͱ N where is the standard deviation and N is the number of configurations. than the experimental results which was also found previously for other liquids using the DRF model. 27 This is most likely due to the fact that DFT predicts larger polarizabilities in the gas phase than, e.g., CCSD. 27, 62 The good agreement with the calculated and measured refractive indices for pure 1,4-dioxane validates that the solvent model adopted is adequate.
C. The first hyperpolarizability of p-NA in 1,4-dioxane
Having varified the solvent model we continue with the main objective of this study which is to calculate the first hyperpolarizability of p-NA in 1,4-dioxane. The gas phase, solute and effective solution phase properties of p-NA are presented in Table IV . All calculations were done for = 0.0428 a . u. A typical example of one of the configurations used in the QM/MM calculations is displayed in Fig. 1 . From the table it is clear that there is a strong pure solvent effect on the properties of p-NA, i.e., the solute properties are significantly enhanced relative to the gas phase results. The dipole moment sol is increased by 37% which is a much larger increase than the previously found using a selfconsistent reaction field model. 18 A recent experiment estimates the dipole moment for p-NA in benzene to be 7.6 D. 69 Although the solvents are different it indicates that this dipole moment in solution is smaller than what we find. It should be noted that the dipole moment of a molecule in solution is not a quantity which can be measured and is typical extracted from the dielectric constant. Also the dipole moment of p-NA in the gas phase calculated in this work is much larger than the value obtained with MP2. 61 The polarizability at frequencies 0, , and 2 increases by 17%, 18%, and 30%, respectively. This means that the dispersion of the polarizability is enhanced in solution. The solvent effect on the first hyperpolarizability is much larger: it is increased by 88% and 117% for the static and frequencydependent ␤ sol , respectively. Similar large enhancements were found in earlier theoretical studies. 18, 22, 23 For the effective properties we again see the lowering of the properties due to the screening field arising from the dipoles in the solvent induced by the macroscopic electric field. In the effective polarizability at frequencies 0, , and 2 the increase is now 5%, 6%, and 15%, respectively. The lowering of ␤ eff compared with ␤ sol is much larger and the increase compared with the gas phase is only 13% and 30% for the static and frequency-dependent first hyperpolarizabilities, respectively. The inclusion of the macroscopic electric field in Eq. ͑4͒ is therefore crucial for obtaining results which can be compared with experimental values. The first hyperpolarizability in 100 different QM/MM configurations is presented in Fig. 2 . From the figure it is clear that ␤ sol is significant larger than ␤ eff which is enhanced somewhat compared to the gas phase value. It also illustrates the large fluctuations among the different configurations, both for the effective and solute first hyperpolarizabilities.
As discussed in the Introduction, experimental values for ␤ ʈ = 1482 a . u using HRS and ␤ ʈ = 1359 a . u. ͑Ref. 14͒ and ␤ ʈ = 1409 a . u. ͑Ref. 15͒ using EFISH were reported for p-NA in 1,4-dioxane. We calculated ␤ II eff = 2770. 99 a . u. which is larger than the experimental result by a factor of 2. This was also what was found in the gas phase. Therefore, if we instead compare solvation shifts, i.e., ␤ solvent / ␤ gas , we find good agreement between theory and experiment since both predict a 30% increase.
V. DISCUSSION
The accurate prediction of NLO properties of molecules requires large basis sets, high-level electron correlation, frequency-dependence, and both electronic and vibrational contributions to be included. 70 Even in the gas phase this is only feasible for small molecules due to the high computational demands, see Refs. 71-73 for examples. There all contributions were included systematically and therefore good TABLE IV. Static and frequency-dependent properties of p-NA in gas phase and 1,4-dioxane solution. Dipole moments in Debye and the polarizability and first hyperpolarizability in a.u. The frequency is = 0.0428 a . u. The solute and effective properties are reported as the average value ± the standard error. The standard error is given by / ͱ N where is the standard deviation and N is the number of configurations. 21 for the molecules listed in Table I is a good example of this and should make a reliable benchmark for comparison with accurate theoretical results. We did such a preliminary benchmark comparison for the DFT method adopted in this work. In some cases the agreement was very good while in others, and especially for p-NA, the agreement was quite disappointing. We therefore suggest a more systematic comparison at a higher level of theory than DFT, e.g., CCSD or even CCSD͑T͒. This should include also the dipole moment and second hyperpolarizability since both of these are required to extract the first hyperpolarizability in the EFISH experiment. This will then also give a reliable theoretical benchmark for comparison with different DFT methods. However, as mentioned above some of the discrepancy between theory and experiments for p-NA could be due to the assumption that p-NA is close to being planar. Calculating ␤ ʈ by averaging over many different p-NA configurations should be done to investigate the importance of nonplanarity of the molecule. If this indeed is the case perhaps p-NA should not be considered as a good reference point for comparing theory and experiments.
In the condensed phase the situation is even more difficult due to complications when extracting microscopic properties from the measured macroscopic properties. We have shown that by including local-field effects in a QM/MM description it is possible to directly calculate the effective properties which can be compared with experimental results using the standard Lorentz/Onsage local-field theory. 27, 28 However, the model is limited by the accuracy obtained in the gas phase. If we compare the shift in the first hyperpolarizability due to solvation we find good agreement between theory and experiments. We do find that the solvent effect in a nonpolar solvent, such as 1,4-dioxane, is fairly modest. It would therefore be interesting to repeat this study using different solvents to see if the solvation shifts found experimentally can be reproduced.
VI. CONCLUSIONS
We have calculated the first hyperpolarizability of p-NA in 1,4-dioxane solution using a quantum mechanics/ molecular mechanics ͑QM/MM͒ model. We adopted the discrete solvent reaction field ͑DRF͒ model which we recently have developed. The DRF model is a polarizable QM/MM model where the QM part is treated using time-dependent density-functional theory ͑TD-DFT͒ and local-field effects have been incorporated leading to molecular effective properties which can be compared with experimental results. The TD-DFT model was first tested by calculating the first hyperpolarizability of several small molecules in the gas phase and compared these results with experimental results. In some cases the agreement was very good while in others, and especially for p-NA, the agreement was quite disappointing. For p-NA the results were off by a factor of 2. Several different possible explanations for the discrepancy were discussed. To test the solvent model the refractive index of liquid 1,4-dioxane was calculated and found to be in good agreement with the experimental results. For the calculation of the first hyperpolarizability in solution the inclusion of the local-field factors was found to be crucial. The calculated solvation shift for the first hyperpolarizability was found to be 30% which is in good agreement with the experimental results. However, the calculated values for the first hyperpolarizability is larger than the experiments by a factor of 2, i.e., about the same factor as in the gas phase. Further investigations are suggested to resolve some of the discrepancy between theory and experiments both in gas phase and in solution. , and the bottom line is the gas phase value for ␤.
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