The Fisher information metric provides parameterized probability densities with a 1 Riemannian manifold structure, yielding the so-called information geometry. The information 2 geometry of the gamma manifold associated to the family of gamma distributions has been well 3 studied. However, only a few results are known for the generalized gamma family, that adds an 4 extra shape parameter. The present article gives some new results about the generalized gamma 5 manifold. This paper also introduces an application in medical imaging that is the classification of 6 Alzheimer's disease population. In the medical field, over the past two decades, a growing number of 7 quantitative image analysis techniques have been developed, including histogram analysis, which is 8 widely used to quantify the diffuse pathological changes of some neurological diseases. This method 9 presents several drawbacks. Indeed, all the information included in the histogram is not used and the 10 histogram is an overly simplistic estimate of a probability distribution. Thus, in this study we present 11 how using information geometry and the generalized gamma manifold improved the performance of 12 the classification of Alzheimer's disease population. 13 1. Introduction 14
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Fisher metric. In the sequel, Θ will be a smooth manifold and (p θ ), θ ∈ Θ a family of probability 28 density functions defined on a common event space Ω and depending smoothly on the parameters θ. 29 Thorough the paper, the Einstein summation convention on repeated indices will be used.
30
Definition 1. The Fisher information metric on Θ is defined at point θ ∈ Θ by the symmetric order 2 tensor:
When the support of the density functions p θ does not depend on θ, the information metric can be rewritten as:
It gives rise to a Riemannian metric on Θ.
31
When the underlying event space Ω is also a smooth manifold, the Fisher metric has a classical 32 nice invariance property, that corresponds to information preservation by sufficient statistics:
33 Proposition 1. LetΩ be a smooth manifold and Φ : Ω →Ω be a smooth diffeomorphism. Letg be the Fisher 34 information metric associated to the image family Φ * p θ defined on the event spaceΩ. Theng = g. 35 The Fisher metric has a very simple expression when the parameterized family p θ is of natural exponential type. In such a case, assuming for the sake of simplicity that Θ and Ω are open subsets of finite dimensional real vector spaces, the density function p θ can be written as:
The function φ in eq. 2 is called the potential function of the density and an immediate application of the definition (1) yields for the expression of the Fisher information metric:
A manifold with such a Riemannian metric is referred to as a Hessian structure [4] . Many 36 important tools from Riemannian geometry, like the Levi-Civita connection, are greatly simplified 37 within this frame. In the sequel, all partial derivatives ∂ θ i will be abbreviated by ∂ i .
38
Proposition 2. For a parameterized density family p θ , θ ∈ Θ pertaining to the natural exponential class with potential function Ψ, the Christoffel symbols of the first kind of the associated Hessian structure are given by [5] :
The gamma distribution can be written as a natural exponential family on two parameters (α, λ), 39 defined on the parameter space R + * × R + * by:
40
Definition 2. The gamma distribution is the probability law on R + * with density relative to the Lebesgue measure given by:
with parameters α > 0, λ > 0.
The next proposition comes directly from the definition:
42
Proposition 3. The gamma distribution defines a natural exponential family with natural parameters λ and 43 η = α −1 and potential function φ(η, λ) = log (Γ(λ)) − λ log(η).
44
Using 3, the Fisher metric is obtained by a straightforward computation:
where ψ is the digamma function.
45
It is sometimes convenient to perform a change of parameterization in order to have a diagonal 46 form for the metric. The next proposition is of common use and allows the computation of a pullback metric in local coordinates:
Proposition 4. Let M be a smooth manifold and (N , g) be a smooth Riemannian manifold. For a smooth diffeomorphism f : M → N , the pullback metric f * g has matrix expressed in local coordinates at the point
with J f (m) the jacobian matrix of f at m and G(n) the matrix of the metric g at n ∈ N .
49
Performing the change of parameterization: f : (µ, β) → (η = β/µ, λ = β) yields:
Using prop. 4 then gives for the pullback metric matrix:
The information geometry of the gamma distribution is studied in details in [6] , with explicit 50 calculations of the Christoffel symbols and the geodesic equation. While the gamma distribution is well suited to study departure to full randomness has pointed 53 out in [6], it is not general enough in many applications. In particular, the Weibull distribution, that 54 also generalizes the exponential distribution is not a gamma distribution. A more general family was 55 thus introduced, by adding a power term.
56
Definition 3. The generalized gamma distribution is the probability measure on R + with density respective to the Lesbesgue measure given by:
where α > 0, λ > 0, β > 0.
57
Due to the exponent β, the generalized gamma distribution does not define a natural exponential 58 family. However, letting β fixed, the mapping Φ β : x → x β is a diffeomorphism of R + to itself, and 59 the image density of p(α, λ, β) under Φ β is a gamma density with parameters (α β , λ). For any κ > 0, the submanifold β = κ of the generalized gamma manifold is diffeomorphic to the gamma manifold.
61
Using the invariance of the Fisher metric under diffeomorphisms, the induced metric on the above 62 submanifold can be obtained.
63
Proposition 5. Let κ > 0 be a fixed real number. The induced Fisher metric G κ on the submanifold (α, λ, κ) of the generalized gamma manifold is given in local coordinates by:
Proof. In local coordinates (α κ , λ), the Fisher metric of a gamma distribution manifold (α κ , λ) is
The Jacobian matrix of the transformation (α, λ) → (α κ , λ) is the matrix J = diag(κα κ−1 , 1) and the change of parametrization yields:
The Fisher metric on the submanifold (α, λ, κ) is directly obtained from the invariance by using the
65 Proposition 6. In local coordinates, the fisher information metric of the generalized gamma manifold is given by:
Proof. The 2 × 2 submatrix corresponding to local coordinates α, λ has already been obtained in prop. 66 5. The remaining terms can be computed by differentiating the log likelihood function twice, but an 67 alternative will be given below in a more general setting.
68
The usual definition of the generalized gamma distribution 3 does stems from the gamma one by a simple change of variable, thus making some computation less natural. Starting with the above diffeomorphism Φ β and applying it to a gamma distribution yields an equivalent, but more intuitive form. Furthermore, it is advisable to express the gamma density as a natural exponential family distribution:
where λ > 0, η > 0 are the natural parameters of the distribution.
69
Definition 4. The generalized gamma distribution on R + is the probability measure with density:
Due the the invariance by diffeomorphism property of the Fisher information metric, the induced metric on the submanifolds β = cte is independent of β, and is exactly the one of the gamma manifold, here given by:
An important fact about the family of diffeomorphisms Φ β is the group property
It turns out that all the computation can be conducted in a general Lie group setting, as detailed below. Let p θ , θ ∈ Θ, be a parameterized family of probability densities defined on an open subset U of R n and let G be a Lie group action on U by diffeomorphisms preserving orientation. For any g in G and θ in Θ, the image densityp g,θ under the diffeomorphism
Note that, in this paper, we consider increasing monotone diffeomorphisms. For simplicity of calculus, the absolute value may be remove in the above expression. Denotingl(x, θ, g) the log-likelihood of p g,θ (x) and l(x, θ) the one of p θ (x), it comes, by obvious computation:
Throughout the document, the symbol ∂ i stands for the partial derivative with respect to the i-th 71 variable. Higher order derivatives are written similarly as ∂ i...i,j...j,... by repeating the variable k times to 72 indicate a partial derivative of order k.
73
Proposition 7. For any x ∈ U, g ∈ G:
where e is the identity of G and R g is the right translation mapping h ∈ G → R g .h = h.g.
74
Proof. Since ξ comes from a group action:
Then, taking the derivative with respect to h at identity:
Since T e R g T g R g −1 = Id by the chain rule, the claimed result is proved.
75
This property allows to compute the Fisher information metric in a convenient way.
76
Proposition 8. The element G g,θ of the Fisher metric ofp g,θ is given by:
it comes:
and thus:
Now, using prop. 7:
Taking the expectation with respect top g,θ yields:
and the result follows by the change of variable y = ξ(g, x).
77
The case of the elements G g,g is a little bit more complex, due to the non vanishing extra term in the log-likelihoodl(x, θ, g). Taking the first derivative with respect to g yields:
The second term in the right hand side can be further simplified using the next proposition, that is a 78 direct consequence of prop. 7.
79
Proposition 9. For any θ ∈ Θ, g ∈ G, x ∈ U:
Applying it to the log-likelihood derivative and using again 7 yields:
Proposition 10. The element G g,g of the Fisher metric ofp g,θ is given in matrix form by:
Proof. Starting with the definition:
the result follows after the change of variable y = ξ(g, x) in the expectation.
80
An important corollary of 8 and 10 is that the Fisher metric is right invariant with respect to the 81 group action.
82
Propositions 8 and 10 allow to compute the coefficients g ηβ , g λβ , g ββ in the Fisher metric, thus 83 yielding the next proposition.
Proposition 11. The Fisher information matrix in natural coordinates has coefficients:
Recalling that the Christoffel symbols of the first kind for the Levi-Civita connection are obtained using the formula:
one can obtain them as:
4. The gamma submanifold 85 The submanifolds β = cte of the generalized gamma manifold are all isometric to the gamma 86 manifold. This section is dedicated to the study of their properties using the Gauss-Codazzi equations.
87
In the sequel, the generalized gamma manifold will be denoted by M while N κ , κ > 0 will stand for 88 the embedded submanifold β = κ.
89
Proposition 12. The normal bundle to N κ is generated at (η, λ) on the gamma submanifold by the vector:
Proof. The matrix of the Fisher metric at (η, λ, β) can be written in block form as:
is normal to the tangent space to the submanifold N κ . The result follows by simple computation.
90
Let ∇ be the levi-civita connection of the gamma manifold and ∇ that of the generalized gamma. It is well known [7] (pp 60-63) that these two connections are related by the Gauss formula:
where B is a symmetric bilinear form with values in the normal bundle. Letting n = n i e i with e 1 = ∂ η , e 2 = ∂ λ , e 3 = ∂ β , it comes, with i, j = 1 . . . 2:
g ∇ e i e j , n = n k Γ kij = g ∇ e i e j , n + g B(e i , e j ), n .
Since B takes its values in the normal bundle, it exists a smooth real value mapping a ij , i, j = 1 . . . 2 such that B(e i , e j ) = a ij n The equation 13 yields:
From [7] (p 63), the sectional curvature K(e 1 , e 2 ) of M can be obtained from the one K(e 1 , e 2 ) of N κ as:
K(e 1 , e 2 ) = K(e 1 , e 2 ) + g (B(e 1 , e 2 ), B(e 1 , e 2 )) − g (B(e 1 , e 1 ), B(e 2 , e 2 )) g(e 1 , e 1 )g(e 2 , e 2 ) − g(e 1 , e 2 ) 2 (15) or:
K(e 1 , e 2 ) = K(e 1 , e 2 ) + g(n, n) a 2 12 − a 11 a 22 g 11 g 22 − g 2 12 .
(16)
Using the expressions if the Christoffel symbols and the metric, the coefficients a 11 , a 12 , a 22 can be computed as:
with: D = g(n, n) = (λψ (λ) − 1)(ψ (λ)(λ 2 ψ (λ) − 1) − 1).
Finally:
g(n, n) a 2 12 − a 11 a 22 g 11 g 22 − g 2 12
with:
Proposition 13. The term a 2 12 − a 11 a 22 is strictly positive.
91
Proof. Using the expressions of the coefficients:
The ψ function satisfies the next inequality [8]:
To obtain the sign of C(λ), a different bound is needed for the polygamma function. Again from [8]:
Using the inequality 21, it comes:
Using again 21 with k = 2 yields finally:
Since both B(λ) and C(λ) are strictly negative, A(λ) + B(λ)C(λ) is strictly positive as claimed.
92
Proposition 14. The sectional curvature of the generalized gamma manifold in the (e 1 , e 2 ) satisfies:
K(e 1 , e 2 ) → λ−>0 + 12 − π 2 2(π 2 − 6) .
Proof. The sectional curvature of the gamma manifold satisfies [6]:
It is thus only needed to estimate the limit of (20) when λ → 0 + . The asymptotics of the polygamma functions at 0 are given by:
The term:
can thus be approximated by:
and the term :
is approximated by:
π 2 x 2 − 6x + 6 2 π 4 x 2 + 6π 2 − 36 324x 2 Finally, the quotient F(λ)/G(λ) is equal at λ = 0 to 3 π 2 − 6 and the result follows by summation with −1/2. 93 It is conjectured that the sectional curvature of the generalized gamma manifold in the directions 94 ∂ η , ∂ λ is strictly positive, bounded from above by 1/2 as it appears to be the case numerically. Indeed, brain atrophy measured by structural MRI has been proposed as a surrogate marker for the 100 early diagnosis of Alzheimer's disease [12, 13] .
101
Many of these studies limited their work by using central tendency measures such as the mean or 102 the median and more recent ones used histogram-analysis [14, 15] in order to represent a biomarker 103 rather than using the biomarker probability distribution of the whole brain or of specific tissues. In this 104 section, we present one of the possible applications of information geometry on manifold of probability 105 distributions and demonstrate the use of probability distributions in the context of the classification of 106 the Alzheimer's disease population. 
Study set-up and design

Clustering Based on Distribution Similarity
141
Clustering, also called unsupervised classification, has been extensively studied for years in 142 many fields, such as data mining, pattern recognition, image segmentation and bioinformatics. This 143 technique is used primarily to segment or classify a database or extract knowledge to attempt to 144 identify subsets of data that are difficult to distinguish. The aim is to group data sets in a way that the 145 intra-cluster similarity is maximized while the inter-cluster similarity is minimized. Three principal 146 categories of clustering exist in literature, namely partitioning clustering, hierarchical clustering and 147 density-based clustering.
148
In our study, the experiments were conducted using partitioning k-medoids algorithm [18] , that we extended using an approximate geodesic distance that is computed in two steps. Let p(η 2 , λ 2 , β 2 ), p(η 1 , λ 1 , β 1 ) be two generalized gamma densities. The energy E 1 of the path t ∈ [0, 1] → γ β (t) = (η 1 , λ 1 , (1 − t)β 1 + tη 2 ) is computed using the formula:
Then the energy E 2 of the path joining p(η 1 , λ 1 , β 1 ) and p(η 2 , λ 2 , β 2 ) is computed on the gamma 149 submanifold only. The overall distance is then taken to be √ E 1 + E 2 . Using this approximate distance 150 avoids circumvent numerical instabilities resulting from the positive curvature of the generalized 151 gamma manifold in the plane ∂ η , ∂ λ and yields a faster algorithm.
152
The K-medoids approach, as all clustering algorithm, tries to organize data into K clusters, to do 153 so the method consists of two phases, the building phase and the swapping phase. The building phase 154 consists on selecting the initial k representatives (i.e. medoids) at random. Non-selected objects are 155 assigned to the most similar representative according to geodesic distance. Then, in the swapping 156 phase, we iteratively replace representatives by non-representative objects (see algorithm 1).
157
Algorithm 1 Distribution based K-medoids algorithm 1. Initialization: Select randomly k distributions as the initial representative objects (i.e. k-medoids) 2. Repeat i. Calculate the geodesic distance between each medoid m and the remaining data objects ii. Assign the non representative object o i to the closest medoid m (i.e. smallest geodesic distance) iii. Compute the total cost S of swapping the medoid m with o i ; the total cost is defined to be the sum of the squared errors SSE of the resulting clustering iv. If S < 0 , then swap m with o i to form the new set of medoids
Until
Convergence criterion is satisfied (i.e. no change in the medoids or in total swapping cost)
The K-medoids algorithm is chosen instead of k-means algorithm for mainly two reasons:
158
It minimizes a sum of pairwise dissimilarities instead of a sum of squared Euclidean distances.
159
Consequently it is more robust to noise and outliers as compared to k-means. Moreover, k-means 160 represent each cluster by the mean of all objects in this cluster, while k-medoids use an actual object in 161 a cluster as its representative and since the objects in our case are probability distributions; it was more 162 efficient to proceed with the k-medoids method [19] .
163 5.6. Results
165
The quality of the clustering results was assessed using an external evaluation measure, called Purity. The external clustering measures are used to assess how well clusters matched up with real labels. In order to compute the evaluation measure Purity, each cluster is assigned to the class which is most frequent in the cluster, and then the accuracy of this assignment is measured by counting the number of correctly assigned objects and dividing by the total number of objects. It is the percent of the total number of objects that were classified correctly.
where N is the number of objects, k is the number of clusters, c i is the number of objects in the i-th 166 cluster of the clustering solution, and t j the number of objects in the j-th cluster of the groundtruth c i 167 and |c i ∩ t j | is the number of objects in both the i-th cluster of the clustering solution and j-th cluster of 168 the groundtruth. Figure1 summarizes the approach.
169
In our case, the aim was to assess how accurately our approach would group AD patients and 170 HC subjects. Thus, we have chosen k = 2 as cluster number in the k-medoids algorithm, one cluster 171 would represent the AD patients and the other the HC subjects. These clusters are compared with the 172 true label data using the Purity measure. We obtained Purity=0.84, meaning that the two clusters of 173 the distribution based k-medoids algorithm match up with 84% of the real labels. The following abbreviations are used in this manuscript: 
