The efficient estimation of frequency moments of a data stream in one-pass using limited space and time per item is one of the most fundamental problem in data stream processing. An especially important estimation is to find the number of distinct elements in a data stream, which is generally referred to as the zeroth frequency moment and denoted by F 0 . In this paper, we consider streams of rectangles defined over a discrete space and the task is to compute the total number of distinct points covered by the rectangles. This is known as the Klee's measure problem in 2 dimensions. We present and analyze a randomized streaming approximation algorithm which gives an (ǫ, δ)-approximation of F 0 for the total area of Klee's measure problem in 2 dimensions. Our algorithm achieves the following complexity bounds: (a) the amortized processing time per rectangle is O( 1 ǫ 4 log 3 n log 1 δ ); (b) the space complexity is O( 1 ǫ 2 log n log 1 δ ) bits; and (c) the time to answer a query for F 0 is O(log 1 δ ), respectively. To our knowledge, this is the first streaming approximation for the Klee's measure problem that achieves sub-polynomial bounds.
Introduction
The efficient estimation of frequency moments of a data stream in one-pass using limited space and time per item is one of the most fundamental problem in data stream processing. Let Υ = r 1 , r 2 , · · · , r m be a sequence of m elements from the domain [n] = {1, · · · , n}, then an especially important estimation is to find the number of distinct elements in a data stream, which is generally referred to as the zeroth frequency moment and is denoted by F 0 = F 0 (Υ). In the data stream model, an approximation algorithm to estimate F 0 is considered efficient if it uses only poly(1/ǫ, log n, log m) bits of memory and estimates F 0 with in the factor of 1 ± ǫ.
Algorithms for estimating F 0 in the data stream model are particularly interesting for several reasons. Many database and networking applications need an estimate of F 0 [23, 21] . Lets consider the application of counting queries made to a search engine. It is desirable to gather the information about number of distinct queries posed to the search engine over a specific period instead of all the queries posed over that period. Lets consider the application of routing Internet traffic from a router. Due to the very limited memory, it is desirable that the router gather various statistical properties of the traffic, lets say number of distinct IP addresses, instead of gathering all the traffic. Moreover, F 0 estimation is very interesting due to its property that the computation of many other aggregates of a data stream can be reduced to the F 0 computation [5, 12, 28, 15] .
In this paper, we consider streams of rectangles and the task is to compute the total number of distinct points covered by the rectangles. This is related to the well studied problem, known in the literature as the Klee's measure problem [26] in 2 dimensions. The Klee's measure problem in 2 dimensions can be stated as follows: Given a collection of m axis-aligned rectangular boxes, how quickly can we compute the area of their union? Bentley [7] described an optimal O(m log m) time and O(m) workspace solution that uses a dynamic version of the 1-dimensional problem studied in [26] . His algorithm sweeps a vertical line from left to right across the rectangles maintaining the intersection of the rectangles and the sweep line in a segment tree. Whenever the sweep line hits a vertical edge of a rectangle the segment tree is updated along with a running total of the swept area. Some of the recent works try to minimize the space and time requirements for the efficient computation of the area of the union [19, 20, 11, 10, 9, 30] , but no existing algorithm has improved the best known bounds O(m log m) and O(m) for the time and space requirement for m rectangular boxes.
A difficulty in obtaining tighter bounds of Klee's measure problem on time and space complexities relies on the fact that previous approaches use the explicit sorting algorithms and tree-based data structures to handle the rectangular boxes where such data structures need at least O(log m) time to process an individual element using Ω(m) space. A natural question arises whether someone can achieve tighter bounds on time and space requirements. According to the literature, even in the worst case, computing F 0 exactly requires space linear in the number of distinct values [3] . For processing massive data streams, it is clearly infeasible to use space linear in the size of the input and the deterministic approximation of F 0 in sub-linear space is impossible. In order to improve the existing bounds in this scenario, we propose to design a randomized approximation scheme for the efficient computation of F 0 for Klee's measure problem in 2 dimensions from the data streaming perspective.
Most of the literatures in data streams processing studied the following model: The elements of a data stream contain single item only (which can generally be represented by an integer), and the each item of the data stream needs to be processed efficiently by the algorithm which takes small amount of time to process each element in the stream, and also the total workspace used. An algorithm which can handle such single items efficiently in small amount of time and space is called single-item algorithm. Many algorithms in the literature estimate frequency moments under this model [13, 22, 5, 3] .
Sometimes, it is better to have an algorithm which can process a list of items instead of a single item of the data stream at a time, which is similar to the one dimensional Klee's measure problem. An algorithm which can handle such intervals (range of integers) efficiently in small amount of time and space is called range-efficient algorithm. Pavan and Tirthapura [29] presented a randomized algorithm for range-efficient computation of F 0 of a data stream of ranges where each range contains a list of items. Moreover, in some of the applications, we need to have lists ranges, for example, the Klee's measure problem in 2 dimensions. In this case, the data stream will consist of rectangular elements. The fundamental problem in this scenario is to estimate the counting of distinct elements, i.e., the total area of the rectangular data stream efficiently in small amount of time and space. An algorithm which can handle such rectangles efficiently in small amount of time and space is called rectangle-efficient algorithm, which we consider in this paper.
Contributions.
In this paper, we consider the rectangle-efficient one-pass computation of F 0 for Klee's measure problem defined as follows. The input stream consists of a set of m elements Υ = {r 1 , r 2 , · · · , r m }, where each stream element r i = [z 1 , z 2 ] is a rectangle of integers with first integer is at starting coordinate z 1 = (x 1 , y 1 ), last integer is at ending coordinate z 2 = (x 2 , y 2 ), the number of rows n r = |y 2 − y 1 |, and the number of columns n c = |x 2 − x 1 | with n r × n c ≤ n ∈ N. In this setting, we made following contributions.
Definition 1 ((ǫ, δ)-estimator) An (ǫ, δ)-estimator for a quantity X is a (randomized) procedure that, given parameters 0 < ǫ < 1 and 0 < δ < 1, computes an estimateX of X such that Pr[|X − X| > ǫX] < δ.
1. We present and analyze a randomized approximation algorithm which returns an (ǫ, δ)-estimator of total area, the total number of distinct integers contained in all the rectangles in the data stream Υ. Our algorithm is based on randomized sampling and achieves the following complexity bounds:
(a) the amortized processing time per rectangle is O( 2. We develop a novel algorithm for rectangle sampling problem, which works based on a binary decision to determine whether any point z in the rectangle r i = [z 1 , z 2 ] belongs to the current sample set S. Our solution Rectangle Hits achieves the time complexity bound of O(log 2 n) and the space complexity bound of O(log n + log M ) bits.
To our knowledge, this is the first streaming approximation algorithm for efficient one-pass computation of F 0 of the Klee's measure problem.
Related Work. Because of the importance in various database applications, estimating zeroth frequency moments or F 0 is a very well studied problem. It has been proved that, in the worst case, computing F 0 exactly requires space linear in the number of distinct values [3] . Bar-Yossef et al. [5] and Gibbons and Tirthapura [22] proposed algorithms for estimating F 0 of a data stream where each element in the stream is a single item to within an arbitrary relative error. The algorithm proposed by Gibbons and Tirthapura was based on random sampling, and its space complexity was O( 1 ǫ 2 log n log 1 δ ) and processing time per element was O(log 1 δ ), where n is the number of items in the stream. The space complexity of the aforementioned algorithm is improved by Bar-Yossef et al. [5] with space bound O(( 1 ǫ 2 + log n) log 1 δ ), in the cost of increased amortized processing time O(log n log 1 δ ) per element, where the O notation suppresses log 1/ǫ and log log n factors.
Later, Bar-Yossef et al. [6] proposed algorithms for estimating F 0 of a data stream where each element in the stream is an interval of items instead of a single item, which give processing time per interval O( 1 ǫ 5 log 5 n log 1 δ ) and space complexity O(
where n is the size of an interval which can be can be of any length between 1 to n. Algorithms to compute distinct summations proposed by Considine et al. [12] are also closely related to the range-efficient F 0 computation as studied by Bar-Yossef et al. [6] . The algorithm due to Considine et al. is based on Flajolet and Martin's [18] randomized algorithm, which assumes the presence of an ideal hash function and the hash function can produce completely independent random numbers gives the estimation of F 0 using O(log n) bits. Recently, Pavan and Tirthapura [29] presented a randomized algorithm which improves significantly the time and space bound of BarYossef et al.'s [6] algorithms for range-efficient computation of distinct elements in a data stream. Their (ǫ, δ)-approximation algorithm is based on single-item algorithm described in [22] , and gives amortized processing time O(log n ǫ log 1 δ ) per interval and workspace used O( 1 ǫ 2 log n log 1 δ ) bits. The detailed survey of interesting works on data stream algorithms for F 0 computation can be found in [4, 27, 1, 24] .
Provable lower bounds for the space complexity of approximating F 0 are also studied in the literature. The significant work on lower bounds on space is due to Indyk and Woodruff [25] , who proved the lower bound of Ω(log n + 1 ǫ 2 ) for the space complexity of single-item F 0 problem. We can relate the space bound of our algorithm O( 1 ǫ 2 log n log 1 δ ) to the lower bound in space for single-item F 0 , since the singleitem F 0 and range-efficient F 0 problems are a special case of the rectangle-efficient F 0 problem, the lower bound immediately applies to the rectangle-efficient F 0 problem too. Thus, our algorithm is near optimal spacewise. However, no useful proved lower bounds are available for comparison for the processing time per rectangle.
The efficient computation of F 0 also provides better solutions for many other problems which can be reduced to F 0 , for example, counting the number of triangles in a graph studied by Bar-Yossef et al. [6] , the distinct summation problem studied by Considine et al. [12] , duplicate insensitive sketches studied by Nath and Gibbons [28] , maximum-dominance norm studied by Cormode and Muthukrishnan [15] , and so on. Some of the algorithms are given in [16, 17, 27, 2, 14] to estimate many other interesting aggregates in a massive data stream. The Klee's measure problem has also been extensively studied in the literature. Shortly after Klee proposed the algorithm for one dimensional problem and asked if this was optimal, Fredman and Wiede [19] proved that Ω(m log m) is a lower bound under the decision tree computation model for m intervals. The first algorithm for Klee's measure problem for the natural extension to more than one dimensions is due to Bentley [7] which gives the time complexity of O(m log m) for the problem in 2 dimensions and O(m d−1 log m) for d dimensions. Recently, Chen and Chan [10] give an algorithm which can calculate the area covered by the union of the m axis-aligned rectangles in O(m 3/2 log m) time with O( √ m) extra space in addition to the space needed for representing the input rectangles. Vahrenhold [30] minimizes the extra space to O(1) by giving an algorithm that achieves same running time of [10] .
Outline of Paper. The rest of the paper is organized as follows: We present some of the definitions and preliminaries in Section 2. The rectangle sampling algorithm Rectangle Hits along with its correctness, and time and space complexities is given in Section 3. In Section 4, we describe the rectangle-efficient streaming approximation algorithm for the Klee's measure problem using the Rectangle Hits algorithm as a subroutine, and proof its correctness and time and space complexities. Section 5 concludes the paper with a discussion.
Definitions
Rectangular Data Stream. We define the two dimensional space
where ν × ω = n ∈ N. In A, (1, 1) is assumed to be the upper left corner and (ν, ω) is assumed to be the lower right corner. Similarly, we define the one dimensional space
is the starting coordinate,
is the ending coordinate with x 2 ≥ x 1 , y 2 ≥ y 1 , and ν = |y 2 − y 1 |, ω = |x 2 − x 1 |. An item z = (t, o), where z ∈ r i , r i ⊆ A means it resides in x-coordinate of t and y-coordinate of o from upper left corner (1, 1). Each point z = (t, o) ∈ r i , r i ⊆ A can be projected to B using the projection function given in the following definition:
Definition 2 (Row Major Projection) Any item z = (t, o) ∈ A can be projected to B by the projection function P roj : A → B such that P roj(z) = o · ω + t ∈ B.
Hash Functions. Here we describe a hash function used in our algorithm. We use a standard 2-universal family of hash functions [8] . We begin by choosing a prime number q between 10|B| and 20|B|, where |B| = n, so that every possible key x is in the range {0, 1, · · · , q − 1}, inclusive. Let Z q denote the set {0, · · · , q − 1}, and let Z + q denote the set {1, 2, · · · , q − 1}. Since q is prime, we choose a from Z + q and b from Z q randomly and define hash function h : B → Z q as h(x) = (a · x + b) mod q. It is well known that the hash function h(x) exhibits the following two important properties:
• Uniformity: For any x ∈ U , h(x) is uniformly distributed in {0, · · · , q − 1}.
• Pairwise independence: For
Essentially, for a point x ∈ B, we define
. If the stream element r i is a rectangle of items, we define h(r i ) = {h(z) : z ∈ r i }. The Rectangle Hits algorithm proposed in this paper returns True (1) if |h(r i ) ∩ R ℓ | > 0, else returns False (0). Similarly, the sampling probability at level ℓ, p ℓ = |R ℓ |/q for given ℓ.
Sequences. Before formally introducing the problem, we define some preliminary notions that we use.
where u is the first element, n c is the number of elements, and d c is the common difference between two successive elements.

Definition 4 (2-dimensional Sequence)
A 2-dimensional sequence is a quintuple ∆ (2) = (u, n c , n r , d c , d r ) composed with n r rows of the form ∆ (1) 1 , ∆ (1) 2 , · · · , ∆ (1) nr , where ∆ (1) i = (u i , n c , d c ), where u i = u + i · d r (The u i '
s form an arithmetic progression).
A rectangle r i = [z 1 , z 2 ], when we apply the hash function h to each point of the the rectangle, can be transformed to a 2-dimensional sequence ∆ (2) = (u, n c , d c , n r , d r ). This operation only takes constant time. The resulting ∆ (2) obtained from r i after transformation is given in Figure 1 . The reverse, shift, and transpose operations in 1-and 2-dimensional sequences defined above are given below. These operations can also be performed in constant time in Z q .
Definition 6 (Reverse of 1-dimensional Sequence) The reverse of 1-dimensional sequence
∆ (1) = (u, n c , d c ) is a triple Reverse(∆ (1) ) = (u R , n c , −d c ) where u R = u + (n c − 1) × d c is the last element of ∆ (1) and −d c is the common difference.
Definition 7 (Reverse of 2-dimensional Sequence) The reverse of 2-dimensional sequence
, where γ is the shift. 
Definition 10 (Transpose of 2-dimensional Sequence) The transpose of 2-dimensional sequence
∆ (2) = (u, n c , n r , d c , d r ) is a quintuple T ranspose(∆ (2) ) = (u, n r , n c , d r , d
Rectangle Hits Algorithm
In this section, we present a solution to the rectangle sampling problem, the Rectangle Hits algorithm, its description, correctness, and time and space complexities. The main goal of the Rectangle Hits algorithm is to find if |h(r i ) ∩ R ℓ | > 0 and it is invoked with parameters ∆ (2) = h(r i ), M = q, and R = R ℓ , where ℓ is initially zero.
A naive solution to the rectangle sampling problem is to consider each item z ∈ r i = [z 1 , z 2 ] separately, and see if |h(z) ∩ R ℓ )| is True or False. The problem with this approach is that it may take time as large as O(n), since the size of the rectangle r i could be as large as n. Our algorithm Rectangle Hits is a much more efficient solution to the rectangle sampling problem, whose time complexity is only O(log 2 n). Rectangle Hits is the recursive procedure which works by reducing the original rectangle sampling problem into another rectangle sampling problem, but over a very smaller range, whose length is less than half the length of the original problem.
In contrast to the traditional approaches used in [29, 5] for sampling, our Rectangle Hits(h(r i ), q, R ℓ ) algorithm only provides a binary decision that whether there exists a hit in r i . r i can be included in the sample if hit exists; discarded otherwise. The size |S| of the sample set S is determined after r i is inserted to S by using the another recursive algorithm Count based on the decision provided by Rectangle Hits.
Description of Rectangle Hits
The algorithm Rectangle Hits is given in Algorithm 4 which uses the return values from four other algorithms described separately. The P ref ix Hits (Algorithm 2) and Suf f ix Hits (Algorithm 3) algorithms handle the prefix and suffix cases while the Basic Cases (Algorithm 1) handles the basic cases of the Rectangle Hits. The special cases and algorithms to handle them are given in Section 3.2. The detailed description is presented below.
As given in Figure 1 , lets assume that each row ∆
(1)
2 row 2, the subsequences S i0 and S i(k+1) as prefix and suffix cases and focus on the computation of |S ij ∩ R| for 1 ≤ i ≤ n r and 1 ≤ j ≤ k. We observe that, for each j ∈ [1, k], it is easy to compute whether any points of S ij falls in R.
We define P ref ix(∆ (2) ) = {f 10 , f 20 , · · · , f nr0 }, which is the sequence of first element of each S i0 for 1 ≤ i ≤ n r as depicted in Figure 1 . Similarly, the Suf f ix(∆ (2) ) = {f 1l 1 , f 2l 2 , · · · , f nrln r } is the sequence of first element of each S il i for 1 ≤ i ≤ n r as indicated in Figure 1 . Now the 2-dimensional sequence
which is essentially the 2-dimensional sequence ∆ (2) with no S i0 and S i(k+1) .
Algorithm 2: P ref ix Hits
e., the sequence of first element of each S i0 with common difference d r ; if Hits(P, M, R) > 0 then //1-dimensional Hits algorithm of [29] Return True; else Return False; [29] Return True; else Return False;
Before formally presenting the algorithm, lets suppose R = [0, L−1]. It is clear that when M ≤ R, then there is certainly a hit, which means our algorithm correctly terminates with return value True. If n r = 1 and n c = 1, i.e., only one element in ∆ (2) , the algorithm returns true only if that element u falls in R. If n c = 1 or n r = 1, then there exists only a column or a row in a rectangle, which is similar to the 1-dimensional case and the Hits algorithm can find whether hit exists. We consider these cases as basic cases and are described in Algorithm 1.
P ref ix Hits
The P ref ix Hits algorithm that works for the sequence P ref ix(∆ (2) ) is described in Algorithm 2. We call the Hits algorithm by Pavan and Tirthapura [29] to determine whether hit exists in P ref ix(∆ (2) ). As P ref ix(∆ (2) ) gives an arithmetic progression property by forming a sequence of n r items starting from u = f 10 with common difference d r , the 1-dimensional Hits algorithm correctly computes the number of elements that falls in R. P ref ix Hits returns true if the size of the set that returned by Hits is greater than zero, otherwise it returns false.
Suf f ix Hits
The Suf f ix Hits algorithm that works for the sequence Suf f ix(∆ (2) ) is described in Algorithm 3. We observe that Suf f ix(∆ (2) ) may not directly form an arithmetic progression over Z dc , since M − 1 ≥ e ij ≥ M −d c . For the suffix sequence Suf f ix(∆ (2) ), each first element f ′ j1 of S ′ j1 after reversing the rectangle and then shifting all the elements by R, holds the arithmetic progression property such that 1-dimensional Hits can be applied to find whether hit exists. The sequence Ψ (1)
after reversing ∆
and shifting it by R is given in Figure 2 . Then for the sequence
j , if Hits(P, M, R) > 0, then Suf f ix Hits returns True; otherwise it returns False.
. . Proof. We can observe that because of the reversal and shifting f ′ j1 ≥ f jl j as depicted in Figure 2 . So if f jl j makes a hit in ∆ For given parameters M and d c , an important intuition that can facilitate us to come up with the recursive computation of |∆ ′ (2) ∩ R| is given in the following lemma.
Lemma 3.2 [29] Let
From the above lemma, we can immediately observe that any arithmetic progression in Z dc with common difference −r 1 can be viewed as an another arithmetic progression with common difference d c − r 1 . In this sense, the original problem with common difference d c can be reduced to a another smaller problem with common difference min d c − r 1 , r 1 as observed below.
Observation 1 Let
This gives us the option that if r 1 is not much smaller than d c , we can work with the another arithmetic progression with common difference d c − r 1 . We now claim from the definition of reverse operation in sequences the fact that any arithmetic progression with common difference −r 1 can also be viewed as a different arithmetic progression with common difference r 1 by reversing the sequence, which can be observed from the following lemma. Lemma 3.3 [29] Let G = y 1 , y 2 , · · · , y k be an arithmetic progression over Z t with common difference −s ,i.e., y i = (
Thus, we always get to work with the smaller problem whose common difference is at most half of the common difference of the original problem. Apply recursively the described steps, we come up with recursive algorithm which works in the sublinear time and space. The following lemma can be immediately proven from the Lemmas 3.2, 3.3 and the Observation 1.
Now we describe our recursive algorithm called Rectangle Hits to determine whether |∆ ′ (2) ∩ R| > 0, which is formally presented in Algorithm 4. As Rectangle Hits works on binary decision and uses the return values from Algorithm 1, 2, 3, and 5 (Section 3.2), we can immediately make the following observation.
Algorithm 4:
Rectangle Hits(∆ (2) , M, R)
Output: Return |∆ (2) ∩ R| as True (1) or False (0). 
begin
⌉, where f 11 is the first element of S 11 ;
We now show that Rectangle Hits correctly finds a hit if it exists in ∆ ′ (2) . It follows from the Observation 2 that if Basic Cases or Special Case algorithms return True, then Rectangle Hits returns True and terminates. If both of them return False, the algorithm continues with the transposed sequence of ∆ (2) , if the the special case of narrow rows exists. If d c > M/2, we convert ∆ (2) as a 2-dimensional sequence with common difference d c ≤ M/2 which is the 2-dimensional sequence that is decreasing because of the negative value of d c . Now we reverse ∆ (2) and shift it by R to view it as an increasing sequence. As every time M changes to d c , reversing and shifting operation on ∆ (2) guarantees that the problem will be reduced to the another problem whose length is less than half the length of the original problem. If d c or d r is less than or equal to R, the algorithm immediately terminates with return value True. Now the Rectangle Hits enters into recursive loop, if both P ref ix Hits and Suf f ix Hits return false, with the starting point of the sequences as f 11 and the number of elements in the progression as k. As M gets at least halved in each recursive steps, the algorithm stops in at most O(log M ) steps. Thus, the algorithm correctly computes whether |∆ (2) ∩ R| > 0 and we immediately have the following lemma.
Lemma 3.5 (Correctness of Rectangle Hits) Rectangle Hits correctly finds if |h(r
i ) ∩ R ℓ | > 0.
Special Cases of Rectangle Hits
There are three possible special cases in Rectangle Hits algorithm. The special cases occurs when n c and/or n r are so small that a full rotation in modulo M circle is not possible. If n c · d c < M , we say narrow rows and if n r · d r < M , we say narrow columns.
• Only rows are narrow: In this case, we transpose ∆ (2) to get ∆ (2) ← T ranspose(∆ (2) ) so that n r of the rectangle produces a full rotation in the modulo M circle. After that, we continue with the main algorithm Rectangle Hits on transposed sequence.
• Only columns are narrow: Our algorithm is capable to handle this case with normal execution. • Both rows and columns are narrow: This case is depicted in Figure 3 . The Special Case algorithm given at Algorithm 5 determines the existence of hits in this case. The algorithm first checks if any of the four corner points of ∆ (2) produces hits. Otherwise, it will check if u 1 mod M < e 1 mod M . If it returns true the scenario is similar to the left part of Figure 3 . Then the algorithm determines the value of i and j, forms a new rectangle Φ (2) consists of the rows of ∆ (2) from i-th row to (j − 1)-th row, and apply the Suf f ix Hits algorithm on Φ (2) to determine the existence of a hit. If u 1 mod M ≮ e 1 mod M , which is similar to the scenario given at right part of Figure 3 , then the algorithm finds i and j and form two new rectangles Φ
1 consists of rows of ∆ (2) from first row to (i − 1)-th row and Φ (2) 2 consists of rows of ∆ (2) from j-th row to m-th row. If Suf f ix Hits finds existence of hits in either of two new rectangles, the Special Case algorithm returns True; it returns False otherwise.
Complexity of Rectangle Hits
Here we study the complexity bounds of Rectangle Hits algorithm. For the time complexity, we assume that arithmetic operations including additions, multiplications, and divisions in Z q take unit time. Similarly, the transpose, shift, and reverse operations on the rectangular sequences defined in Section 2 are also assumed to be done in constant time in Z q .
Time Complexity. It is clear that P ref ix Hits and Suf f ix Hits algorithm can be executed in O(log n)
time; as they use the Hits algorithm from [29] , the total time comes directly from their analysis. Similar to the previous argument, Basic Cases algorithm can also be executed in O(log n) time. The Special Case algorithm will also be finished executing in O(log n) time because value of i and j can be computed in constant time and Suf f ix Hits algorithm takes at most O(log n) time. When Rectangle Hits algorithm makes recursive call, it is clear that the new value of d c (denoted by d ′ c ) is always less then d c /2 in each subsequent iterations except the first iteration. Thus, when we measure the running time of the algorithm with
As we know that input parameters to the recursive algorithm are u, n c , d c , n r , d r , M, R, when the algorithm is called
in every recursive call except the first, n ′ c ≤ n c /2 ≤ n/2. From all the observations, if we parameterize the total running time on n, the above expression is reduced to
Lemma 3.6 (Time Complexity of Rectangle Hits) The time complexity of Rectangle Hits is O(log 2 n).
Space Complexity. Whenever the Rectangle Hits makes a recursive call, it needs to store values of a constant number of local variables such as variables for the Hits algorithm, n r , n c , etc. Since M dominates all the other parameters, each time the algorithm makes a recursive call, it needs O(log n + log M ) of space.
Since the depth of the recursion is no more than O(log n), the total space needed is O(log n·(log n+log M )).
We can further reduce the space by a careful implementation of our recursive algorithm, because it is a tailrecursive algorithm which can be implemented without having to allocate space for a new stack for every recursive call. Thus, the total space can be reduced to O(log n + log M ) which is same as the workspace for 1-dimensional Hits algorithm.
Lemma 3.7 (Space Complexity of Rectangle Hits)
The space complexity of Rectangle Hits is O(log n+ log M ) bits.
The Sampling Algorithm for F 0 Estimation
In this section, we present a randomized (ǫ, δ)-approximation algorithm for Klee's measure problem in 2 dimensions. It estimates the value of the Klee's measure problem using the Rectangle Hits algorithm described in Section 3 as a subroutine. We then analyze the correctness, and time and space complexities of the approximation algorithm. Lets recall that the input stream Υ = {r 1 , r 2 , · · · , r m }, where each stream element r i = [z 1 , z 2 ] ⊆ A is a rectangle of integers in the area between z 1 = (x 1 , y 1 ) to z 2 = (x 2 , y 2 ). We assume that integer q is a prime number between 10n to 20n. We also assume that for each level ℓ = 0, · · · ⌈log q⌉, the following conditions hold:
The sampling probability at level ℓ is p ℓ = p ℓ−1 /2; and (c) The sampling function at level ℓ, |h(r i )∩R ℓ | = {z : z ∈ r i ∧h(P roj(z)) ∈ R ℓ } for every z ∈ r i .
Description of the Sampling Algorithm
The formal description of the algorithm in given in Algorithm 6. Our algorithm does not directly yield an (ǫ, δ)-estimator for F 0 , but instead gives an estimator which is within a factor of ǫ from F 0 with a constant probability. The probability can be amplified to 1 − δ by running O(log 1 δ ) instances of the algorithm in parallel. Finally, by taking the median of O(log 1 δ ) such estimators, we get an (ǫ, δ)-estimator.
• Initialization. The algorithm maintains a sample S of the rectangles seen so far. Sample S is initially empty and the maximum size of S is α = c/ǫ 2 (c = 60) rectangles. The algorithm also has a current sampling level ℓ, which is assigned to 0 at the beginning of the execution of the algorithm. This algorithm starts off with a high value of p = 1 and decreases the value of p every time the sample exceeds a predetermined maximum sample size α. Our algorithm also maintains the following two invariants for the random sample S: (a) All the rectangles in S are disjoint and (b) Every rectangle in S has at least one element selected into the sample at current sampling level ℓ. These invariants can be proved to be true before and after the processing of each rectangle in the stream.
• Arrival of a new rectangle. When a new rectangle r i = [z 1 , z 2 ] arrives, the algorithm first checks if r i intersects with any currently existing rectangle r s in S. If so, it truncates all the intersecting part of the area of new rectangle, decomposes the remaining area that has not been intersected with S to new rectangles using the Decompose(r i , S) algorithm given in Section 4.1.1, and add the decomposed set of rectangles to the set Γ of rectangles to be processed. If the new rectangle r i does not intersect with any currently existing rectangle in the sample, then the algorithm will assign the Algorithm 6: The sampling algorithm for F 0
Initialization: begin
Choose a prime number q such that 10n ≤ q ≤ 20n, and choose a from Z + q and b from Z q randomly; S ← φ; R ← q //R at level 0; p ← 1 //probability p at level 0; ℓ ← 0; sample count ← 0;
When a new rectangle
Recompute sample count using Count(r s );
When an estimate for F 0 is asked for: Return sample count/p ℓ whole rectangle r i in to the set Γ of the rectangles to be processed. After finished with checking for the intersecting pairs, for each rectangle τ ∈ Γ, the approximation algorithm calls the rectangle sampling subroutine Rectangle Hits to determine if any point in τ belongs to S at any level ℓ. Rectangle Hits returns True (1) 
If the return value of the Rectangle Hits(h(τ ), q, R ℓ ) algorithm at current level ℓ is 1, then the τ is added to the sample; otherwise τ is discarded.
• Sample count. Our algorithm compute the size of the set S after inserting the new rectangle τ in S by applying the Count algorithm given in Section 4.1.2, which computes the sample size to determine if overflow at the current sampling level occurs. When there is a change in level, the size of the sample is recomputed using the Count algorithm for each r s ∈ S at that level. At this point, every rectangle r s in the sample such that |h(r s ) ∩ R ℓ+1 | = 0 is discarded.
• Overflow handling. It is possible that after adding a new element to the sample, the size of S exceeded α. In such case, the algorithm increases its sampling level, and subsamples the elements of the current sample into the new level. This subsampling is repeated until either the size of the sample becomes less than α, or the maximum sampling level is reached (i.e., ℓ = ⌈log q⌉).
• F 0 estimation. When an estimate for F 0 is asked for, the algorithm returns the size of the current sample sample count determined using Count algorithm multiplied by 1/p ℓ , where ℓ is the current sampling level. For the set of rectangles Υ = {r 1 , · · · , r m } and current sampling level ℓ, this is total count on the set T of rectangles multiplied by the inverse of the probability p ℓ at level ℓ, represented by
, where T = rs∈S {|h(r s ) ∩ R ℓ | > 0}.
Decompose(r i , S) Algorithm
When a new rectangle r i arrives, if there is no overlapping between r i and each r s ∈ S; then whole rectangle r i is added to Γ. If it is completely overlapped by an rectangle r s ∈ S then r i is discarded. If partial overlapping occurs between r i and any rectangle r s ∈ S, we follow the traditional sweepline idea to decompose the new incoming rectangle r i to the set Γ of non-overlapping rectangles. To perform the sweep over the plane from left vertical line of r i to the right vertical line of r i , we initialize a priority queue Q to record the events to process starting from the left x-coordinate of r i to the right x-coordinate of r i for each r s ∈ S that r i intersects with. At first we sort at most 4|S| points for |S| rectangles already in the sample S which are partially overlapped with r i and put those points into Q. We also define a structure T to maintain the rectangles intersecting the vertical sweepline. The vertical sweepline is assumed to be of length equal to the vertical length of the rectangle r i . The structure T is initialized in such a way that it is capable of maintaining the starting and ending y-coordinates of the segments of the sweepline not covered by the intersecting rectangles contained in S with r i . The sweepline sweeps from left to right by jumping from next priority point available in Q. Whenever it jumps from one point to another, it forms new rectangles with vertical length h equal to the length of the segment of r i not overlapped with any other rectangles and horizontal length l equal to the difference of x-coordinates of successive points in Q. With Q and T , the non-overlapping area of r i with S can be decomposed to the small other rectangles. The non-overlapping area is carefully decomposed in such a way that there will not be any polygon structure of edges (> 4) formed.
The above mentioned algorithm decomposes partially overlapping rectangles naively. Actually we can perform better. Whenever the sweepline sweeps from point x 1 to x 2 , instead of forming a new rectangle, the next point x 3 can be checked. If the non-intersecting sweepline segment length (with starting and ending ycoordinates) is same as previous, then we can merge previous two rectangles to form one. After repetitively doing the same until there is difference in segment length, we can decompose r i to the smallest possible set Γ of non-overlapping rectangles. For initial sorting of points, our algorithm takes O(|S| · log |S|) time for S rectangles in the sample, and decomposition takes O(log |S|) time to process each intersection point. Please also note that the size of Γ will be at most |S|. Hence, for overall complexity, we immediately have the following lemma. 
Count Algorithm
The Count(h(τ ), q, R, α) algorithm is given in Algorithm 7. The algorithm measures the sample count that need to be determined for each τ ∈ S. Count algorithm takes a rectangle as input and returns count as output. To count the samples for the rectangles stored in S, Count divides the rectangle τ to four rectangles τ 1 , τ 2 , τ 3 , τ 4 of size n r /2 × n c /2 and applies the Rectangle Hits algorithm recursively to find the size of the sample until the count ≤ α or there is no more rectangle division is possible (i.e., n r = n c = 1). If there is only one row or column in a rectangle, Count divides τ to τ 1 and τ 2 with size of n r × n c /2 or n r /2 × n c in comparison to the original size of n r × n c , respectively.
We argue that Count correctly determine the size of the sample. Let C * be the actual number of points that fall in R ℓ at level ℓ. Count returns a number C ≤ C * and C = C * only if C * < α. If the count Input: Rectangle τ = [z 1 , z 2 ] with n r integers in a column and n c integers in a row with total n r · n c ≤ n ∈ B begin if n r = n c = 1 then τ 1 = τ ; else if n r = 1 then Divide τ in to two rectangles τ 1 , τ 2 of size n r , n c /2; else if n c = 1 then Divide τ in to two rectangles τ 1 , τ 2 of size n r /2, n c ; else Divide τ in to four rectangles τ 1 , τ 2 , τ 3 , τ 4 of size n r /2, n c /2;
Return count; C ≥ α, then the level change from ℓ to ℓ + 1 occurs and recomputation of sample count is needed for all the rectangles r s ∈ S at level ℓ + 1.
The recursive definition of the algorithm immediately translates in to the quadtree subdivision: Split the current square into four quadrants, partition the point set accordingly, and recursively construct quadtrees for each quadrant with associated point set. The depth of our recursive algorithm comes from the depth of the quadtree, which is at most O(log 4 n) for n leaves. In the worst-case, the rectangle we consider in our problem may consists of only one row or column of n items, then the tree will be similar to the binary tree instead of quadtree with two children in every level. As we also know that at every node Count calls Rectangle Hits algorithm, the depth of recursion and the time complexity of Count can be given by the following two lemmas. 
Correctness Proof
The correctness proof of the approximation algorithm is similar to the proof of [29] . Let random variable X denotes the result of the algorithm and we want to estimate F 0 = |D(Ξ)|, where D(Ξ) is the set of all distinct points in the data stream Ξ. Our algorithm immediately holds the following theorem.
Theorem 4.4 ([29])
Pr{X ∈ [(1 − ǫ)F 0 , (1 + ǫ)F 0 ]} ≥ 2/3.
Time and Space Complexity
Now we prove the time and space complexity of the algorithm. O(log 2 n), and it may be much smaller than Θ(log 2 n) in many situations.
• The time required to count the samples using Count(h(τ ), q, R ℓ ): From Lemma 4.3, the time required to count number of samples in a rectangle τ using Count algorithm is O( • The time for handling an overflow: When an overflow occurs, the current level is increased from ℓ to ℓ + 1. For each change of the level, the rectangle sampling subroutine should be applied O(1/ǫ 2 ) times. Roughly half of the number of points belonging in the previous level are selected in each change of level from the previous level in to the new level. We observe that total number of level changes for the sampling is less than ⌈log q⌉ with high probability. Since log q = Θ(log n), the time taken by level changes over the whole data stream is O(( . We can reduce it to O( 1 ǫ 4 log 3 n log 1 δ ) by changing levels using a binary search rather than a sequential search when an overflow occurs at current level ℓ. Space Complexity. The workspace required by the approximation algorithm is the space for the sample S and the workspace for the rectangle sampling algorithm Rectangle Hits. Sample S contains α rectangles, where each rectangle can be stored using two integers, thus it takes 2 log n bits of space. The memory space required by the Rectangle Hits algorithm, according to Lemma 3.7, is O(log n + log M ) ≈ O(log n) bits assuming M = O(n), so that the total workspace required is O(α log n + log n) = O( log n ǫ 2 ). Since we need to run O(log 1 δ ) instances of this algorithm, the total space complexity is O( 1 ǫ 2 log n log 1 δ ), which is the same as the workspace of single-item algorithm of [22] . Time to Answer a Query for F 0 . To answer a query for F 0 , the algorithm needs to apply the Count algorithm on α rectangles in the current sample S and compute the sum. With each rectangle r s ∈ S, the algorithm Count counts the number of points in the rectangle sampled till now at the current sampling level. This is computed as soon as the rectangle τ is inserted in to the sample. Moreover, the algorithm maintains the current value of the sum sample count/p ℓ for the current sample S at the current sampling level ℓ, which is updated every time a new rectangle is sampled, or when an algorithm changes level. From all the observations, a query for F 0 can be answered for each instance of the algorithm in O(1) time. As our approximation algorithm works on the median of many instances, the time needed to calculate the median is O(log 1 δ ) and hence the time to answer a query for F 0 . 
Discussion
In this paper, we presented a novel randomized (ǫ, δ)-approximation algorithm for the Klee's measure problem in 2 dimensions. This is the first such work toward approximating the Klee's measure problem from the data stream processing approach. With this algorithm, we achieve the amortized processing time per rectangle O( The approximation algorithm presented in the paper can be extended to the following more general scenarios such as to process a rectangle of integers which is in an arithmetic progression as efficiently as it can handle an rectangle of interval of integers and also to the distributed streams model where the input stream is split across multiple parties and the approximation has to be computed on the union of the streams observed by all the parties.
Let r i = [z 1 , z 2 ] be a rectangle that consists of integers that are in the arithmetic progression with common difference between two successive integers in a row is c and two successive integers in a column is d. Then our sampling algorithm must compute: |h(r i ) ∩ R ℓ |. Now r i forms an arithmetic progression over Z q with common difference between two successive integers in a row ac instead of common difference a and common difference between two successive integers in a column is d. Our sampling algorithm described in Section 4 is capable to handle this situation.
The data arrives as k independent streams in the distributed streams model studied at [22] and stream i is processed by the party i for i = 1, · · · , k. Each party after processing the stream sends the contents of their workspace to a common referee and the referee will estimate the aggregate F 0 over the union of all data streams 1 to k. Our algorithm can be easily extended to this model for (ǫ, δ)-estimator of F 0 with space complexity of O(k 1 ǫ 2 log n log 1 δ ), where k is the number of parties, keeping the processing time per rectangle the same as of the single stream algorithm.
