We give a proof of the global existence of Einstein-Maxwell equations on R 4 . The method used by us is different from that of N. Zipser. Our approach, relying on the wave and Lorentzian gauges, is firstly established by Lindblad and Rodnianski and shows that the Einstein-Maxwell equations with small initial data produce a global in time solution, where the smallness is in the sense of an energy norm defined in our article.
Introduction
In this paper, we demonstrate that the Einstein-Maxwell equations admit a global solution, provided the initial datum are sufficiently small. Here, the smallness is in the sense of an energy functional given by (1.3) . In [11] , N. Zipser also got similar results. However, there are some differences between our theorem and his one. Firstly, Zipser's energy functional is more complicate than ours. Secondly, he required that the initial datum satisfy strongly asymptotically flat condition while we do not. More precisely, he needed the followinḡ g ij = 1 + 2Mass r δ ij + o 2 (r −3/2 ) and K ij = o 1 (r −5/2 ), as r → ∞,
whereḡ is a Riemannian metric of the initial surface R 3 ; K is the second fundamental form of R 3 ; Mass is a small parameter. A function f is said to be o n (r −α ) if f ∈ C n and ∂ n f ∈ o(r −n−α ). Throughout the paper, the same indices appearing twice means summing it. Besides, we also appoint that, when denoting superscripts or subscripts without special statements, the Greek letters such as α, β, γ, · · · belong to {0, 1, 2, · · · , n}, while the Latin letters i, j, k, · · · are in {1, 2, · · · , n}.
A Lorentzian manifold (V, g) is an n + 1-dimensional smooth manifold V admitting a symmetric 2-tensor g with signature (−, +, · · · , + n-times ). In this paper, we consider the where Ric and R are Ricci tensor and scalar curvature of g respectively. Let (x α ) be a local coordinate chart of V . Sometimes, we write ∂ ∂x α as ∂ α . Furthermore, F := 1 2 F αβ dx α ∧ dx β (we have assume that F αβ = −F βα ) is a 2-form and T αβ is given by
where we have raised the indices by (g αβ ) which is the inverse of the metric matrix (g αβ ). From (10.2) of Chapter 6 of [1] it follows that the Einstein equation is equivalent to a simpler one
This paper mainly focuses on EM equations on R 3 × R ≡ R 4 , which is a simply connected manifold. Hence the first set of Maxwell equation is equivalent to F = dA for some one-form A.
Let h := g − m, where m is the Minkowski metric of R 4 , and set L := {∂ α , Ω αβ := −x α ∂ β + x β ∂ α , S := t∂ t + r∂ r |α, β = 0, 1, 2, 3}.
This family of vector fields plays a critical role in the study of the wave equation in Minkowski space-time. We denote the above vector fields by Z ι with an 11-dimensional integer index ι = (0, · · · , 1, · · · , 0). Let I := (ι 1 , · · · , ι k ), where |ι i | = 1 for 1 i k, be a multi-index of length |I| = k and let Z I := Z ι 1 · · · Z ι k denote a product of k vector fields from the family L. By a sum I 1 + I 2 = I we mean a sum over all possible order preserving partitions of the multi-index I into two multi-indices I 1 and I 2 , i.e. if I = (ι 1 , · · · , ι k ), then I 1 = (ι i 1 , · · · , ι in ) and I 2 = (ι i n+1 , · · · , ι i k ), where i 1 , · · · , i k is any reordering of the integers 1, · · · , k such that i 1 < · · · < i n and i n+1 < · · · < i k . With this convention the Leibnitz rule becomes Z I (f · g) = I 1 +I 2 =I (Z I 1 f ) · (Z I 2 g).
Let ✷ := m αβ ∂ α ∂ β (where α, β ∈ {0, 1, 2, 3}). From Section 2 of [7] it follows that we have the next commutation properties: with q := |x| − t and two constants γ ∈ (0, 1/2), µ ∈ (0, 1/2) being fixed. Now we state the main result of this paper. Theorem 1.1. Given an integer N 4, there exists a constant ε 0 > 0 such that if ε ε 0 and the initial datum h| t=0 , ∂ t h| t=0 , A| t=0 and ∂ t A| t=0 obey E N (0) ε, then the solution (g(t) = h(t) + m, A(t)) of EM equations can be extended to a global solution.
Let us recall some previous results. In [5] , H. Lindblad and I. Rodnianski introduced the notion of a weak null condition and demonstrated that the Einstein equations in hamornic coordinates satisfy this condition. The result of this article combines this observation with the vector field method based on the symmetries of the standard Minkowski space. In [6] , they used the weak null condition to prove that the global existence for the Einstein vacuum equations in wave coordinates, which contradicts beliefs that wave coordinates are "unstable in the large". Using the wave coordinate gauge they recast the Einstein equations as a system of quasilinear wave equations and, in absence of the classical null condition, establish a small data global existence rsult. The outstanding global problem, which for a long time remained open, was firstly solved by D. Christodoulou and S. Klainerman. For the details we refer to [3] . In [7] , Lindblad and Rodnianski used their ingenious approach to show that Einstein-scalar field equations admit global stability. And the idea of our article does come from [7] . Applying different methods, in [11] N. Zipser got the conclusion that the trivial solution of Einstein-Maxwell equations admits global nonlinear stability. His way is not to use wave gauge conditions. Instead, he considered generalized energy inequalities associated with Bel-Robinson energy-momentum tensor, designed to mimic the rotation and the conformal Morawetz vector fields of the Minkowski space-time.
Except for the above cases, people also care about Einstein equations coupling with other systems of physical significance in special metrics. In [8] , M. Sango and C. Tadmon analyze the Einstein-Maxwell-Euler equations for an irrotational stiff fluid. Under the spherical symmetry assumption on the space-time, in Bondi coordinates, the considered model is reduced to a nonlinear evolution system of partial integrodifferential equations. In [2] , D. Chae proved the global unique existence of classical solutions to the Einstein-Maxwell-Higgs(EMH) systems for small initial data under spherical symmetry. He also obtained the decay estimates of the solutions and found that the corresponding space-time is time-like and null geodesically complete toward the future. In [10] , C. Tadmon and S.B. Tchapnda revisited and generalized, to the Einstein-Yang-Mills-Higgs system, previous results of Christodoulou and Chae concerning global solutions for the Einstein-scalar field and the EMH equations. The novelty of their work is twofold. For one thing, the assumption on the self-interaction potential is improved. For another thing, explanation is furnished why the solutions obtained here and those proved by Chae for the EMH system decay more slowly than those established by Christodoulou in the case of self-gravitating scalar fields. In [4] , M. Dafermos considered a trapped characteristic initial value problem for the spherically symmetric Einstein-Maxwell-scalar field equations. For an open set of initial data whose closure contains in particular Reissner-Nordström data, the future boundary of the maximal domain of development is found to be a light-like surface along which the curvature blow up, and yet the metric can be continuously extended beyond it. His result is related to the strong cosmic censorship conjecture of Roger Penrose. In [9] , J.A. Smoller and A.G. Wasserman proved that any solution to the spherically symmetric SU(2) Einstein-Yang-Mills equations, which is defined in the far field and is asymptotically flat, is globally defined. Their result applies in particular to the interior of colored black holes. Now let us briefly introduce the method we use. At the beginning, in the process of getting local well-posedness, we brought in wave and Lorentzian gauges to transform the EM equations into hyperbolic systems called the reduced EM systems. In order to show that the solution to the reduced EM systems also solves the full set of EM equations, we have to require that the initial datum sets satisfy Einstein-Maxwell constraints. For the details of the above concepts readers may refer to Section 2 of this paper. Secondly, as soon as we get a local solution, it is natural to consider the maximal existence time T and assume it to be finite. In the next, we define T * to be (1.4) and suppose that T * < T . We will show that if ε > 0 is small enough, then the inequality in (1.4) implies the same inequality with 2C replaced by C for all t < T * . This contradicts the maximality of T * and it follows that the inequality holds for all t < T . Moreover, since the energy E N (t) is now finite at t = T , we can extend the solution beyond T thus contradicting maximality of T and showing that T = ∞. Thirdly, we must get several decay estimates to ensure the smooth implementation of the above process. The critical part is Theorem 6.1 and this involves some techniques of controlling the inhomogeneous terms on the right hand side of the reduced EM equations. At last, our task is to get energy estimates. Noting the definition of E N , we compute
. Applying Proposition 6.2 of [7] and Gronwall inequality leads to the needed results.
Notations and Preliminaries
In this article, the symbol "Q 1 Q 2 " means that there exists a constant C such that Q 1 C · Q 2 for two given quantities Q 1 and Q 2 . Throughout our paper, the constant C may depend upon the maximal existence time T .
2.1. Wave gauges. Let W be a smooth manifold andê and g are two Riemannian or pseudo Riemannian metric on W . We say that g is in wave gauge with respect toê if the identity map id : W −→ W is a wave map from (W, g) into (W,ê), i.e. 
with | · | the pointwise norm of tensors in the metric e, whereD is the covariant derivative and µ e is volume element with respect to e. A · e 1 (X, X) e 2 (X, X) B · e 1 (X, X).
It is easy to check that (2.3) is equivalent to g 0i = g ij β j ;
(2) n is timelike, namely,
Combining (2.3) and (2.4) we arrive at g ij β i β j > g 00 .
Using the above inequality we define a positive function N called the lapse which is given by N := g ij β i β j − g 00 . Then we can write g as
Because g is Lorentzian, (g ij ) is positive definite. In order to represent (g αβ ) via (N, β, g ij ), we denote the inverse of (g ij ) by (g ij * ). It is easy to check g 00 = −N −2 , g 0i = N −2 β i and g ij = g ij * − N −2 β i β j . Thanks to the above discussion, now we can give the following lemma without proof.
Lemma 2.2. A spacetime (V T , g) is sliced and Lorentzian if and only if g
Remark 2.3. Lemma 2.2 tells us that determining a sliced Lorentzian metric g on V T is equivalent to determining the following quantities:
Hence, throughout this article we always use the symbol g ij * . 2.6. Regular sliced spacetime. Given a Riemannian metric e on M, a sliced spacetime (V T , g, β) is called regular with respect to e if (1) The metrics g t are uniformly equivalent to e, i.e. there exist continuous strictly positive functions B 1 (t), B 2 (t) such that for all t ∈ (−T, T ) and each tangent vector X to M it holds true on M B 1 (t) · e(X, X) g t (X, X) B 2 (t) · e(X, X);
(2) The lapse N is such that there exist continuous strictly positive functions C 1 (t),
(3) The shift β is uniformly bounded in e-norm on each M t by a number b(t).
2.7.
Sobolev space on V T . We denote by C s 0 (T ) the restriction to V T of C s -functions or tensor fields with compact support in V := M × R and by E s (T ) the following Banach space
Besides, the next Banach space is important:
It is the completion of
For more details we refer to Definition 2.23 of Appendix 3 of [1] .
The Sobolev spaceẼ s (T ) is the space of functions or tensor fields u, such that u ∈ C(V T ), space of continuous and bounded tensor fields or functions on V T , while ∂ t u,Du ∈ 0 E s−1 (T ), whereD is the Levi-Civita connection of (M, e).
2.8.
Einstein-Maxwell initial data set. An Einstein-Maxwell initial data set is a seven-tuple (M;ḡ, K,F ,Ē,β,N), where (M,ḡ) is an n-dimensional Riemannian manifold with Riemannian metricḡ. K is a symmetric 2-tensor on M. Meanwhile,F is a 2-form andĒ andβ are two vector fields on M. Moreover,N is a positive function on M.
for all x ∈ M) enjoys the following properties:
(a) The metricḡ is the pullback of g by i 0 , i.e.ḡ = i * 0 g;
2.10. Einstein-Maxwell constraints. Restricting EM equations to the initial data set (M;ḡ, K,F ), which is embedded into V T , leads to the following identities called the constraintsR
where∇ andR are the Levi-Civita connection and the scalar curvature of (M,ḡ) respectively. The details of the above constraints can be found in Section 4.1 and 10.1 of Chapter 6 in [1] .
Remark 2.5. Unless we give (2.9), one can not determine the values on the right hand side of (2.6) and (2.7) . In the next, we are going to write their specific expressions via (ḡ,N,F ,Ē,β):
2.11. The null frame. At each point x ∈ R 4 , we introduce a pair of null vectors (L, L) with
Sometimes, we also denote x i by x i (i = 1, 2, 3) and L by∂ 0 . Let S 1 and S 2 be two orthonormal smooth tangent vector fields to the unit sphere S 2 , where the orthogonality is in the sense of the standard metric of S 2 . For convenience A, B, C, D, · · · means any of the vectors S 1 and S 2 at times. Given a 1-tensor π := π β dx β and a 2-tensor p := p αβ dx α ⊗ dx β (α, β ∈ {0, 1, 2, 3}), we define π X := π(X) and p XY := p(X, Y ), provided X, Y are two vector fields.
Suppose that
is the standard Euclidean metric of R 4 . Then we have
The inverse of eu is
Noting that S 1 and S 2 are defined only locally on S 2 , we replace them with the projec-tions∂
It is nor hard to see that {∂ 1 ,∂ 2 ,∂ 3 } gives a set of global and linear dependent vector fields on S 2 . Moreover, one can also represent {∂ i |i = 1, 2, 3} by S 1 and S 2 , i.e.
where S j := S i j · ∂ i and j = 1, 2. We call {L, L, S 1 , S 2 } the null frame and introduce the coming notation. Let T := {L, S 1 , S 2 }, U := {L, L, S 1 , S 2 }, L := {L} and S := {S 1 , S 2 }. For any l of these families V 1 , · · · , V l (namely, V 1 , · · · , V l ∈ {T , U, L, S}) and an arbitrary k-tensor p := p α 1 ···α k dx α 1 ⊗ · · ·⊗dx α k (α j ∈ {0, 1, 2, 3} and 1 j k) with k l, we define two norms |p| and |p| V 1 ···V l as
2.12. The Minkowski metric. The Minkowski metric m of R 4 is given by
From Section 4 of [7] it follows that
The inverse of the metric has the form
Let ∂ be the Levi-Civita connection of (R 4 , m). We shall use it to define a new differential operator∂ as follows. Provided p is a k-tensor and q := r − t,∂p is given by∂
where we recall ∂ r := ∂ ∂r . Easily, the readers, reviewing the definition of {∂ β |β = 0, 1, 2, 3} in Subsection 2.11, can check that
Proof. By the definitions, the following calculation is trival
Then the result follows from
Because of Lemma 2.6, now we can say that for any 2-tensor p and V, W ∈ {T , U, L, S}, the quantity |∂p| VW is equivalent to that of (4.5) in [7] . Moreover, |p| VW and |∂p| VW are all equivalent to those of (4.3) and (4.4) in [7] .
Local well-posedness
From now on, we always assume that M is simply connected. It is easy to check that so is V T := M × (−T, T ) with T ∈ (0, ∞]. In such case, the first set of Maxwell equations dF = 0 is equivalent to F = dA for some 1-form
Given two Riemannian or pseudo Riemannian metric g andê on V T , we suppose that g is in wave gauge with respect toê.D and ∇ are the Levi-Civita connections of (V T ,ê) and (V T , g) respectively. It is not hard to check that F αβ =D α A β −D β A α . For simplicity, we decompose A as 
where Γ andΓ are the Christoffel symbols of g andê respectively. Here we have used the wave gauge condition.
From Ricci identity it follows that
if we assume that g αλD λ A α = 0, which is equivalent to div g A ≡ g αλ ∇ λ A α = 0 called the Lorentz gauge condition(the equivalence follows from the wave gauge condition).
It is easy to see
Therefore, the second set of Maxwell equation in wave and Lorentzian gauges can be written as
Einstein equation in wave gauge.
Referring to Section 7.4 of Chapter 6 in [1] we get the coming formula
where Ric is the Ricci tensor of g and the tensor P is a polynomial in g and g −1 .
Hence, (1.2) can be reduced to
The wave gauge conditions tell us thatF = 0. Hence we havẽ
3.4.
Reducing EM equations to quasi-linear systems on a new bundle over (V T ,ê). Firstly, we want to construct a new vector bundle BU over (V T ,ê). It is given by
endowed with a metric ·, · , where the symbol "×" means the Cartesian product of two vector bundles and T * V T is the cotangent bundle of V T . More precisely, for any (g i , A i ) ∈ BU(i = 1, 2), we define
where ((g 1 , g 2 )) := (ê) αβ · (ê) θγ · (g 1 ) αθ · (g 2 ) βγ and A 1 , A 2 := (ê) αβ · A α · A β with (ê) αβ being the inverse ofê αβ . Furthermore, we define a connection D on BU by the following identity D(g, A) := (Dg,DA) for any (g, A) ∈ BU.
It is not difficult to check that D is compatible to the metric ·, · . From the discussion in Subsection 3.2 and 3.3 we infer that if u := (g, A) ∈ BU satisfies EM equations in wave and Lorentzian gauges, then it is also a solution of the following quasi-linear system 
3.5.
Fixingê and determining the initial value of D 0 u on M 0 . In order to determining D 0 u| t=0 , we must give the values of (D 0 g ij ,D 0 β i ,D 0 N ≡ ∂ t N,D 0 A α )| t=0 . From now on, we fixê := dt ⊗ dt + e with e a Sobolev regular Riemannian metric on M. Hence, we get Γ β 0α = 0,Γ 0 αβ = 0 andΓ k ij =Γ k ij (Γ is the Christoffel symbol of (M, e)), and our goal turns to be determining (∂ t g ij , ∂ t β i , ∂ t N, ∂ t A α ) on M 0 . From Chapter 6 of [1] it follows that they can not be chosen arbitrarily; they should satisfy some restrictions.
By (6.1) of Section 6.1 of Chapter 6 of [1] we know
From Lorentzian gauge condition div g A = 0 and wave gauge condition we infer that
6)
whereĀ := A space | t=0 ,Ā 0 := A time (∂ t )| t=0 andD is the Levi-Civita connection of (M, e). Now the problem turns to be how to determine (∂ t A i )| t=0 . Easily, from (2.9) it follows that
Substituting (3.7) into (3.6) yields
In other words, ifĀ 0 andĀ are given, then (∂ t A 0 )| t=0 and (∂ t A i )| t=0 can be specified via (3.6) and (3.7).
By wave gauge condition tr g (Γ −Γ) = 0 we obtain g αβ Γ 0 αβ = 0 and g αβ Γ k αβ = g ijΓk ij , which are equivalent to
Here, t ∇ is the Levi-Civita connection of (M t , g t ) and t Γ k ij is its coefficients, while L β is the Lie derivative with respect to β. Substituting (3.9) into (3.10) yields
Restricting (3.9) and (3.10) to M 0 and then substituting (3.5) into them lead to ∂ t N| t=0 = −N 2 · trḡK +β(N ) (3.12) and
whereΓ k ij is the connection coefficient of (M,ḡ). 
1.ḡ is a Riemannian metric on M uniformly equivalent to e and such that
where Z is the set of all the integers andD is the Levi-Civita connection of (M, e). Furthermore, (∂ t g ij )| t=0 is given by (3.5 ).
K is a symmetric 2-tensor on
3.Ā 0 belongs toC 0 and ∂Ā 0 ∈ 0 H s−1 . And (∂ t A 0 )| t=0 is given by (3.8) . given by (3.7) . 
5.β ∈C

Conclusions:
The initial datum sets admit a development (V T , g, A) for some T > 0, such that A ∈Ẽ s (T ), the spacetime metric g is a regular sliced Lorentzian metric inẼ s (T ) and (g, A) satisfies on V T the Einstein-Maxwell equations. Furthermore, (g, A) meets theêwave and Lorentzian gauge conditions. Two such developments in theê-wave gauge and Lorentzian gauge (V T , g 1 , A 1 ) and (V T , g 2 , A 2 ), which are inẼ s (T ) with s > n 2 + 1, and which take the same initial values
Sketch of the proof. Note that (3.4) are quasi-diagonal, hyperquasi-linear(i.e. h λµ depends on u but not on Du), second-order systems of the type treated in Appendix 3 of [1] . They satisfies the hypotheses enunciated in that appendix. So the existence and uniqueness theorem for (3.4) then follows. By Lemma 10.2 of Chapter 6 in [1] we know that, since the initial datum satisfy the Einstein-Maxwell constraints and F λ | t=0 = 0, (div g A)| t=0 = 0, (3.14) the following identities hold true
where it is obvious that the conditions (3.7), (3.8), (3.5), (3.12) and (3.13) lead to (3.14) . Furthermore, Lemma 10.1 of Chapter 6 in [1] tells us that, if (g, A) satisfies (3.4), then F and div g A satisfy a quasi-diagonal system of linear homogeneous differential equations with principal terms the wave equation in the metric g. Combining the above two lemmas we arrive at thatF λ = 0 and div g A = 0, provided the initial datum satisfy the Einstein-Maxwell constraints and (3.14). Hence, a solution for (3.4), with initial datum satisfying the Einstein-Maxwell constraints and (3.14), is a solution for the full EM system. ✷
The EM equations on R 4
In the sequel, we always assume that M = R 3 (i.e. n = 3) and e is the standard Euclidean metric of R 3 . It is well known that in this case, H k = 0 H k for all the natural number k. Given the initial data set (R 3 ;ḡ, K,Ā space ,Ā 0 ,Ē,β ≡ 0,N) satisfying the Einstein-Maxwell constraints:
we are going to get a solution for the EM equations. Supposē
where the "N" in "H N +1 " is the same as that in "E N " and is an integer not smaller than 4. Furthermore, we have to assume thatḡ is uniformly equivalent to e andN is bounded above and below by some positive constants. In order to satisfy the wave and Lorentzian gauge conditions, we define the initial datum g µν | t=0 , ∂ t g µν | t=0 , A α | t=0 , and ∂ t A α | t=0 as follows:
g 00 | t=0 := −N 2 , g 0i | t=0 := 0, (4.1)
From (2.5) it follows that giving ∂ t g 0l | t=0 and ∂ t g 00 | t=0 is equivalent to giving ∂ t β k | t=0 and ∂ t N| t=0 . Now we obtain a solution (g, A) ∈Ẽ N +1 (T ) to the EM equations for some T > 0, which also satisfies the wave and Lorentzian gauge conditions. In this case, (3.3) becomes
2) turns to be
From (3.17) of [6] it follows that
Hence, (4.6) is equivalent to
Define two 2-tensors h µν := g µν − m µν and
where m µν and g µν are the inverses of m µν and g µν respectively(Recall that m µν is the Minkowski metric of R 4 ). We want to obtain the equation of h µν . To this end, the following lemma is necessary.
Lemma 4.1. For small h, we have
where h µν := m µµ ′ m νν ′ h µ ′ ν ′ and O µν (h 2 ) means a 2-tensor vanishing to the second order at h = 0.
Proof. Hereafter, we always raise and pull down indices via m µν and m µν . Since g µν = m µν + h µν , regarding it as a matrix yields
leads to the result of this lemma. ✷ Remark 4.2. By similar way, we can also get that for small H,
where H µν := H αβ m αµ m βν and O µν (H 2 ) means a 2-tensor vanishing to the second order at H = 0.
By Lemma 3.2 of [6] we know that if h is small, (4.7) is equivalent to
where O αρβσ µν (h 2 ) vanishes to the second order at h = 0,
is a null form and G µν (h)(∂h, ∂h) is a quadratic form in ∂h with coefficients smoothly dependent on h and vanishing when h vanishes, i.e. G µν (0)(∂h, ∂h) = 0. Using Lemma 4.1 again we get
provided h is sufficiently small.
Decay estimates in curved space-time
Thanks to Section 7 of [7] , we can get L ∞ -estimates for the first derivatives of solutions to the equation ∼ ✷ g h µν = F µν . Employing the same methods as Lindblad and Rodnianski do in Section 7 of [7] , we list the following lemma without proof. 
Let q := |x| − t, A β be a solution of the wave equation
in the region D t := {x ∈ R 3 : t/2 |x| 2t}. Then for α := max{1 + γ ′ , 1/2 − µ ′ }, any V ∈ U = {L, L, S 1 , S 2 } and an arbitrary point x ∈ D t , ,defining V := {V }, we have
6.
Beginning of the proof of Theorem 1.1
As described in the introduction, T is the maximal existence time of the solution (g, A) and assumed to be finite. We have defined the time T * to be
where E N is given by (1.3) . Our goal is to show that if ε > 0 is small enough, then the inequality in (6.1) implies the same inequality with 2C replaced by C for all t < T * .
The first step is to derive the preliminary decay estimates for h and A under the assumption (6.1). Theorem 6.1. Let h and A verify the inequality in (6.1) . Then (6.2)
And
Proof. Estimate (6.2) follows from the weighted Sobolev inequality of Proposition 14.1 of [7] . In particular,
Of course, we have the following
Since |Zφ| (1 + t + |x|)|∂φ| for any smooth function φ, we say
The estimate (6.3) for q > 0 follows by integrating (6.2) from the hyperplane t = 0 along the lines with t + r and ω := x/|x| fixed: 
A similar argument yields (6.3) for q < 0. Inequality (6.4) follows from (6.3) using (5.5) of [7] . ✷ 6.1. Estimates for the inhomogeneous terms F µν and J β . (6.3) tells us that |Z I h|+ |Z I A| 1/2, provided ε is small enough and |I| N − 3. The smallness play a key role in the sequel. Proposition 6.2. Assume that h = g − m and A satisfy the inequality in (6.1). Let F µν and J β be as in (4.8) and (4.9) respectively. Then we have
provided |Z J h| C < 1 for all multi-indices |J| |I| and vector fields Z ∈ L. Here the "J" in (6.6) is the same as that in (4.9) .
Proof. For simplicity, we only show (6.5). Another estimate follows from the same approach.
Reviewing the definition of F gives
where
and
(9.28) of [7] tells us that, if |Z J h| C < 1 for all multi-indices |J| |I| and vector fields Z ∈ L, one will obtain
Moreover, it is easy to get
From induction it follows that for any multi-index I, there exist a set of universal constants {C J : 0 |J| |I|} such that
The same methods leads to
Then the result of this proposition follows. ✷
Energy estimates for EM equations
In this section we prove the following result.
Theorem 7.1. Let h µν = g µν − m µν and A β be a local in time solution to (4.8) and (4.9) respectively satisfying the wave and Lorentzian gauge conditions on the interval [0, T * ).
Suppose also that we have fixed some constants γ ∈ (0, 1/2) and µ ∈ (0, 1/2). Assume that we have the following estimates for t ∈ [0, T * ) and all multi-indices |I| N − 4: Then there is a positive constant C ′ dependent of T such that we have the energy estimate
for all t ∈ [0, T * ).
Assuming the conclusions of Theorem 7.1 for a moment we finish the proof of the main Theorem 1.1.
7.1.
End of the proof of Theorem 1.1. Recall that T * was defined as the maximal time with the property that the bound
holds for all t ∈ [0, T * ). Direct check shows that the estimates of Theorem 6.1 imply the assumption (7.1)-(7.3). The conclusion of Theorem 7.1 states that the energy E N (t) C ′ ε 2 , ∀t ∈ [0, T * ).
Thus choosing a sufficiently small ε > 0 we can show that E N (t) Cε thus contracting the maximality of T * and consequently proving that (g, A) is a global solution. Therefore, it remains to prove Theorem 7.1. We begin with the following estimates on the inhomogeneous terms F and J. Combining (7.9) with (7.11) yields (7.7).
Note that |Z I J| |I 1 |+|I 2 | |I| |∂Z I 1 h| · |∂Z I 2 A|. 
