We present a generalization of the so called -game, introduced by Sutner 8], a combinatorial game played on a graph, with relations to cellular automata, as well as odd domination in graphs. A con guration on a graph is an assignment o f v alues in f0 : : : p ; 1g (where p is an arbitrary positive i n teger) to all the vertices of G. O n e m a y t h ink of a vertex v of G as a button the player can press at his discretion. If vertex v is chosen, the value of all the vertices adjacent t o v increases by 1 m o d u l o p. This de nes a equivalence relation between the congurations: two con gurations are in relation if it is possible to reach one from the other by a sequence of such o p e r a tions. We i n vestigate the number of equivalence classes a given graph has, and give f o r m ula for trees and special regular graphs.
Introduction
The \modular domination game" is a combinatorial game, special cases of which w ere studied in terms of \ -game", \ + -game" 8] For a graph G and a positive i n teger p, a con guration is an assignment of values in ZZ p = f0 : : : p ; 1g to all the vertices of G. O n e m a y think of a v ertex v of G as a button that the player can press at his discretion. If vertex v is chosen, the value of all the vertices adjacent t o v will increase by 1 modulo p. N o w s uppose the opponent picks two con gurations on G, CNRS-INPG-UJF, Laboratoire Leibniz, 46 avenue F elix Viallet, 38031 Grenoble Cedex, France 1 say X s (the source) and X t (the target). To w in, the player has to nd a sequence of moves that transforms con guration X s into X t .
When p = 2 this game corresponds to Sutner's -game 8] 9 ] . H e r e p is an arbitrary xed positive i n teger, but to keep on with this notation, we speak about ; -game if the value of the neighbors of the the chosen vertex increases by o ne, and about + -game if, in addition to his neighbors, the value of the chosen vertex itself increases. And should be read indi erently + or ; .
For a xed p, let us denote by C G the set of all con gurations of G. Consider the relation de ned by X Yif the pair (X Y) i s a winning pair. Clearly is an equivalence relation. We n o t e CL G ( ) the set of equivalent classes of the -game in G.
Thus let NC + p (G) and NC ; p (G) d e n o t e jCL G ( + )j and jCL G ( ; )j respectively (we w i l l u s e NC p (G) f or both games). A special interesting case is when all pairs are winning pairs, that is NC p (G) = 1 . In this case we w i l l say t hat G is p-universal for the -game.
In section 2, we discuss the link between the computation of NC p (G) a n d systems of linear equations over ZZ p . T h i s g i v es us some tools to compute NC p (G), that we u se in section 3 to compute NC p (G) f or some classes of regular graphs G which contains cycles and complete graphs (which e x t ends results in 4, 1]). Finaly, section 4 is dedicated to the quasi complete study of NC p for trees (which g e n e r alizes the result in 2]).
Systems of Equations over ZZ=pZZ
Let G be a graph, we call its vertices f1 : : : n g. A con guration X 2 C G can be seen as an element o f t h e group ZZ A by A + I, w h e r e I is the n n identity m a t r i x. So we m a y s p e a k o f instead of + or ; . A n y equivalence class C 2 C L G ( ) i s i n c o n s e quence a translation of im( G ) ( C = a + i m ( G ), a 2 ZZ n p ), and the set of equivalence 2 classes CL G ( ) i s a group, subjet to the operation C + C 0 = a + a 0 + i m ( G ) for C = a + im( G ) and C 0 = a 0 + im( G ).
It is well-known that:
Proposition 1 For all G, ker( G ) is isomorphic to CL G ( G ), a nd then NC p (G) = j ker( G )j.
In consequence NC p is the number o f s olutions of the system of modular equations Ax = 0 m o d p (or (A + I)x = 0 m o d p). The reader has probably already noticed that when p is a prime integer, ZZ p is a eld, and any k n o wn linear algebraic algorithm nds NC p . I n 6 ], a combinatorial algorithm is written for p = 2 , e quivalent t o the gaussian elimination, with a generalisation to oriented graphs, that makes the problem exactly equivalent t o solving Ax = 0 mod 2 for an arbitrary square positive i n teger matrix A. This method can be easily adapted to compute NC p for any p r ime p. I f p is not a prime, the problem is equivalent t o l inear diophantine equations (get rid of the module by s o l ving Ax + pIy = 0 -A is an arbitrary integer square matrix and x y is the unknown), and the problem is treated for example in 7], using the theory of lattices.
Here we t r y t o give formula for NC p , uniquely depending on combinatorial parameters of a graph, as it is done in the two f o l l o wing sections.
Some regular graphs
In this section, we u se the principles developped in the previous one and some elementary tools from arithmetic, in order to compute NC p (G) for some classes of regular graphs. We start with a general remark concerning regular graphs. For two p o s itive i n tegers n and k b n 2 c with k 1, we d e ne the graph C(k n) = ( V E) where V = f0 : : : n; 1g and E = fij such that i 6 = j and ji ; jj kg. This graph is usually called the k th power of the cycle on n vertices, denoted by C n . F or instance, C(1 n ) = C n and C(k n) i s the complete graph on n vertices, denoted by K n , i f k = b n 2 c. T h e p o wer of cycle is trivially neigbor-connected for the extended neighboring (where all edges are oriented in the two directions) for which e v ery b i 's are equal. We do not know a n y non oriented regular neighbor-connected graph di erent from a power of cycle. In order to prove T h e o rem 2, we w ill need the following lemma :
Lemma 1 Let p be a n integer greater or equal to 2, a b u 2 f 0 : : : p ; 1g. Moreover, we h a ve x k+1 = S 0 ; x 0 x 2:(k+1) = S k+1 ; S 0 + x 0 : : : . T h us, for all i n= gcd(n k + 1), we h a ve :
x i:(k+1) (;1) Proposition 4 and Theorem 2 show t h a t the power of cycle C(k n) a r e extremal for the inequality g i v en in Proposition 2 whenever gcd(k n) = gcd(k + 1 n ) = 1 .
This theorem extends the results on the cycles and complete graphs given in 1]. A direct consequence of this theorem is the following corollary. Proof. For any c o n gurations C 1 2 C G 1 and C 2 2 C G 2 such t h a t G 1 (C 1 ) = 0 a n d G 2 (C 2 ) = 0 , l e t C be the con guration of C G such that C(x) = C 1 (x) when x 2 V (G 1 ) a n d C(x) = C 2 (x) otherwise. It is obvious that G (C) = 0 , and that it is possible to construct NC p (G 1 ) NC p (G 2 ) s u c h con gurations. By Proposition 1, this implies the result. Proof. In this proof, will stand for ; , NCfor NC ; p , a n d k er G for ker( G ). We c onstruct two injections, one from ker G to ker G2 , a n d o n e f r o m First, for X 2 ker G , l e t f(X) 2 ker G 2 b e s u c h t h a t f(X)(x) = X(x) if x 2 V (G), f(X)(u) = 0 , and f(X)(v) = ; P t2T X(t) a n d f(X)(w) = P t2T X(t). The application f is trivially an injection from ker G ( G ) i n to ker G2 ( G2 ).
Conversely, for C2 2 C L G2 , t a k e X2 2 C2 such t hat X2(u) = X2(v) = X2(w) = 0 (such a con guration always exists: if X2 0 2 C2 d oesn't satisfy X2 0 (u) = X2 0 (v) = X2 0 (w) = 0 , take X2 = X2 0 + (Z), with Z such t hat Z(x) = 0 i f x 2 V (G), Z(u) = X2(w) ; X2(v), Z(v) = ;X2(u) + X2(v) ; X2(w), and Z(w) = X2(u) ; X2(v)).
Then de ne f2(C2) as the class of CL G containing the restriction of X2 to G. Suppose f2 i s n o t a n injection: for X2 Y 2 i n di erent classes of G2 (and Proof. We f o l l o w t he same scheme as in the previous proof. will stand for + , NCfor NC + 2 , and ker G for ker( G ). We contruct two injections between ker G and ker G2 .
First, for X 2 ker G , let f(X) 2 ker G 2 b e such t h a t f(X)(x) = X(x) i f x 2 V (G), and f(X)(u i ) = ;X(t) f o r a l l i = 1 : : : p . Since p:(;X(t)) 0 m o d p, the application f is trivially an injection from ker G ( G ) i n to ker G2 ( G2 ).
Conversely, for C2 2 C L G2 , t a k e X2 2 C2 such t hat X2(u i ) = 0 f o r all i (such a c on guration always exists: if X2 0 2 C2 d oesn't satisfy X2 0 (u i ) = 0 for all i, t a k e X2 = X2 0 + (Z), with Z such that Z(x) = 0 i f x 2 V (G) and Z(u i ) = ;X2(u i ) f o r all i).
Then de ne f2(C2) as the class of CL G containing the restriction of X2 to G. Suppose f2 i s n o t a n injection: for X2 Y 2 i n di erent classes of G2 (and We c a l l t h e + 2 -decomposition of a tree G the following operation: for an arbitrary root r 2 V (G), let x be the vertex at longest distance from r. The degree of x is one since G is a tree. Let y be its unique neighbor. If y has degree two, then delete x, y and its second neighbor. If y has degree larger than three, delete x, and one of the neighbors of y at same distance from r as x. ( I n o t her words, obtain G from G2 i n o n e of the two p r e vious propositions whenever p = 2 . ) The total + 2 -decomposition is achieved if no further + 2 -decomposition is possible (the graph is composed with isolated vertices or isolated edges). 
