We have used a novel, largely automated, calculation method to re®ne the NMR solution structure of the pleckstrin homology domain of b-spectrin. The method is called ARIA for Ambiguous Restraints for Iterative Assignment. The starting point for ARIA is an almost complete assignment of the proton chemical shifts, and a list of partially assigned NOEs, mostly sequential and secondary structure NOEs. The restraint list is then augmented by automatically interpreting peak lists generated by automated peak-picking. The central task of ARIA is the assignment of ambiguous NOEs during the structure calculation using a combination of ambiguous distance restraints and an iterative assignment strategy. In addition, ARIA calibrates ambiguous NOEs to derive distance restraints, merges overlapping data sets to remove duplicate information, and uses empirical rules to identify erroneous peaks. While the distance restraints for the structure calculations were exclusively extracted from homonuclear 2D experiments, ARIA is especially suited for the analysis of multidimensional spectra. Applied to the pleckstrin homology domain, ARIA generated structures of good quality, and of suf®ciently high accuracy to solve the X-ray crystal structure of the same domain by molecular replacement. The comparison of the free NMR solution structure to the X-ray structure, which is complexed to D-myo-inositol-1,4,5-triphosphate, shows that the ligand primarily induces a disorder-order transition in the binding loops, which are disordered in the NMR ensemble but well ordered in the crystal. The structural core of the protein is unaffected, as evidenced by a backbone root-mean-square difference between the average NMR coordinates and the X-ray crystal structure for the secondary structure elements of less than 0.6 A Ê .
Introduction
The pleckstrin homology (PH) domain has emerged as a ubiquitous protein domain with a ro Ã le in intra-cellular signalling (Musacchio et al., 1993) . The three-dimensional structures of several PH domains have been reported (Downing et al., 1994; Ferguson et al., 1994 Ferguson et al., , 1995 Fushman et al., 1995; Macias et al., 1994; Timm et al., 1994; Yoon et al., 1994; Zhang et al., 1995) . The structure of the conserved domain consists of a sevenstranded antiparallel b-sheet forming an orthogonal sandwich, with a C-terminal a-helix that blocks one end of the sandwich. While it is still not clear if there is a general function for the PH domain, binding to phosphatidylinositol-4,5-biphosphate (Ptd-Ins(4,5)P 2 ) or D-myo-inositol-1,4,5-triphosphate (Ins(1,4,5)P 3 ) molecules (Garcia et al.,
Abbreviations used: ADR, ambiguous distance restraint; ISPA, isolated spin pair approximation; NMR, nuclear magnetic resonance; NOE, nuclear Overhauser effect; rms, root-mean-square; SA, simulated annealing; vdW, van der Waals; PH, pleckstrin homology.
1995; Harlan et al., 1994; Hyvo È nen et al., 1995; Ferguson et al., 1995) has been reported for several PH domains. Only the mouse b-spectrin PH domain has been studied in detail both in the bound and free forms. A high-resolution structure at near-physiological conditions seemed necessary to study the effects of ligand binding in more detail. Here, we present the re®ned NMR structure of mouse b-spectrin, and describe in detail a new iterative spectra assignment and calculation strategy.
The two-dimensional homonuclear NOE spectra used for the determination of the three-dimensional structure of the mouse b-spectrin PH domain contained a large number of ambiguous crosspeaks, which made their assignment a challenging task. Central to the re®nement strategy presented here is therefore the use of ambiguous distance restraints (ADRs) to incorporate the information from ambiguous crosspeaks. ADRs have been used in deriving the fold of the domain (Macias et al., 1994) . Here, we show that a combination of ADRs and an iterative interpretation strategy can be used to interpret NOE spectra in a largely automated fashion, starting from automatically generated peak lists. The resulting structures are of good quality and accuracy. We document the re®nement progress with a number of quality parameters; namely, the quality indices reported by the programs PROSA (Sippl, 1993) , WhatIf (Vriend & Sander, 1993) and PROCHECK (Morris et al., 1992) .
Calculation Strategy
Overview of the assignment method Many NOE contacts can be unambiguously assigned manually in the course of resonance assignment, such as intra-residue and sequential NOEs, those characteristic for secondary structure, and some easily identi®able long-range contacts. These NOEs are often suf®cient to de®ne at least some aspects of the overall fold of the molecule. The main aim of our new calculation strategy is to extract fully automatically the information from the available NOE spectra necessary to de®ne a re®ned structure. Two main tasks have to be performed: ®rst, artefacts have to be recognized and removed from the data lists; second, the useful NOE contacts that are ambiguous have to be assigned. A further task is the merging of data from different sources (i.e. the manually assigned list, and several spectra taken under different conditions).
Here, we present a fully automated, iterative method that performs these tasks (ARIA, Ambiguous Restraints for Iterative Assignment). It consists of a series of routines that perform partial assignment, calibration, violation analysis and merging, together with scripts for the organization of the iterative procedure. The routines are interfaced to X-PLOR 3.1 (Bru È nger, 1992) . The calculations performed by ARIA are outlined in Figure 1 .
To start the calculation, we divide the data into two parts. (1) The ®rst part comprises the list of NOEs that are the result of manual assignment. This list can contain ambiguous NOEs to be assigned by ARIA (i.e. a peak can be clearly identi®ed but not unambiguously assigned), but it must not contain any errors. (2) The second part contains peak lists automatically generated from the raw NOE spectra using a standard peak-picking algorithm. ARIA assigns peaks on this list, calibrates them to obtain distance restraints, and tries to identify errors.
In the ®rst round of calculations (iteration zero), an initial ensemble of structures is calculated based on the manually prepared list. Any ambiguities in this list are treated with ambiguous distance restraints (ADRs; . A subset of this ensemble is selected for use in the iterative assignment.
Each following iteration begins with ordering the ensemble from the previous iteration with respect to total energy, and selecting the structures with lowest total energy as the basis for interpreting the spectra. The spectra are ®rst calibrated, using average distances calculated from the chosen structures as reference. For every NOE whose chemical shift coordinates correspond to proton resonances, an ADR is added to the list. All the Re®nement of PH Domain NMR Solution Structure restraints extracted from the spectra in this way are analysed for restraint violations in the chosen structures. Any restraint that is systematically violated is removed from the list. The restraints are then partially assigned, that is to say, assignment possibilities that correspond to large distances in the chosen structures are removed. This procedure is applied to each spectrum separately (e.g. taken at different mixing times, temperatures, etc.), and the restraint lists derived from the different spectra are merged with the initial restraint list to avoid duplication of information. A new set of structures is calculated. The whole procedure is iterated until structures and data sets do not change signi®-cantly. The ®nal result of the procedure consists of calculated structures, assigned distance restraints, distance restraints that have been assigned but rejected because they are considered as artefacts by the method, and peaks that are rejected because no corresponding chemical shifts exist. Manual inspection of the lists of rejected restraints and peaks is especially useful in the location of errors. The ®nal list of restraints is also inspected and modi®ed by hand if necessary, and a set of ®nal structures is calculated.
Automated partial NOE assignment
In the isolated spin pair approximation (ISPA), an ambiguous NOE corresponds to a summed distance D :
where k runs through all N(F1,F2) contributions to a crosspeak at frequencies F1 and F2, and D k is the distance between two protons corresponding to the contribution k. This distance can be calculated from the coordinates of a model structure. The structure calculation or re®nement can proceed in a way directly analogous to re®nement with standard distance restraints, by restraining D by means of an appropriate target function to lower and upper bounds L and U derived from the size of the NOE crosspeak:
Equation (1) runs over all contributions, even those corresponding to large distances, which are therefore vanishingly small. Once an approximate structure of the molecule is known, the restraints can be partially assigned by discarding the contributions to the crosspeak that correspond to large distances in the structures. This increases the ef®ciency of the protocols in two ways: ®rstly, the calculation of the restraint energy is considerably faster, since fewer contributions to the summed distance have to be evaluated; secondly, the convergence rate of the protocols increases with the number of unambiguously assigned restraints. Fewer structures have to be calculated to obtain an ensemble of ®nal structures that satisfy the data. We will show elsewhere that the iterative assignment scheme using ADRs has a signi®cantly larger radius of convergence than the use of ADRs in a non-iterative procedure . We could have based the partial assignment of a peak on a distance cutoff criterion: contributions are discarded if the corresponding distances are larger than the chosen cutoff in all converged structures. Instead, we preferred to use a criterion that takes the relative size of the contributions of different assignment possibilities to the crosspeak into account. This is estimated as follows. For each contribution k to the ambiguous NOE we determine the minimum distance D k min in the ensemble of converged structures. The contribution C k of assignment k to the crosspeak is then estimated as:
The C k are then sorted according to size, and the N p largest contributions are chosen such that:
where p is a parameter set by the user. In the present structure determination we have varied p from 0.999 for the ®rst iteration to 0.80 in the last. If the shorter of two distances is 2.5 A Ê , a value for p of 0.999 would exclude a second distance of 7.9 A Ê , a value of 0.95, a distance of 4.1 A Ê , and a value of 0.8, a distance of 3.3 A Ê ; if the shorter distance is 4.0 A Ê , possibilities with minimum distances of 12.6, 6.6 and 5.2 A Ê , respectively, would be excluded. If all but one contribution can be excluded in this way, the NOE is assigned in the usual meaning of the word. For simplicity, we do not distinguish between ambiguities that arise from several contributions to an NOE present already in one structure of the ensemble, and several different possibilities present in different members of the ensemble.
Calibration and error bounds
Distances were derived from the NOE volumes using the isolated spin pair approximation (ISPA), D À6 ij A NOE ij , with a calibration factor A. Different factors were used depending on the type of protons involved. Protons were classed into ®ve groups: (1) exchangeable protons, (2) aromatic protons, (3) aliphatic protons, (4) a-protons and (5) methyl protons. In order to calibrate all NOEs between these ®ve groups of protons, 5(5 1)/2 15 calibration factors would be necessary. We have reduced the number of independent calibration fac-tors by requiring the following relation between calibration factors for different proton classes I and J:
This relation can be seen to be correct if, for example, the calibration factor depends only on the population of the hydrogen atoms (e.g. 90% for amide protons in 90% H 2 O).
Since spin diffusion and internal dynamics affect NOEs with ®xed reference distances differently from other NOEs, we have used averages over all distances < 3.5 A Ê from calculated structures as reference. Distances to methyl and equivalent aromatic protons were calculated with the r À6 sum. This is equivalent to dividing the intensity involving one of the groups by the number of atoms and using the r À6 average. For a detailed discussion of different averaging methods for equivalent protons, see Fletcher et al. (1996) .
In order to apply the calibration factors to an ambiguous NOE, we have used a weighted average:
with relative peak contributions C i estimated as in equation (3), and A i set to the calibration factor A IJ appropriate for the contribution i. Lower and upper bounds were than set to L D À 0.125D 2 , U D 0.125D 2 for a distance estimate D derived from the NOE, resulting in an 0.5 A Ê error estimate from a distance of 2 A Ê and 2 A Ê for a distance of 4 A Ê . These fairly generous error estimates seemed necessary for the 80 ms data set, where we expected signi®cant spin diffusion effects. For the 30 ms data set we have used a tighter error estimate; L D À 0.2D,U D 0.2D.
Restraint selection
The major obstacle for ARIA is the presence of noise peaks in the peak lists. There are true artefacts, resulting from spectral processing, incomplete water suppression, or impurities in the sample. There may be peaks due to strong coupling with a resulting splitting of the peaks, and peaks from unassigned proton resonances. Furthermore, there are errors in peak position, due to the imprecision of automated peak-picking algorithms, especially in crowded regions of the spectrum. The errors often exceed the frequency window set for the automated NOE assignment.
Many of these artefacts will appear at positions in the spectrum where they do not correspond to a possible chemical shift pair. These peaks are listed by the program for manual inspection, but otherwise ignored in the calculation. The list is especially valuable in the beginning of a structure determination project for checking the chemical shift assignments. However, many artefacts or incorrectly positioned peaks will have possible assignments, and will result in an incorrect (ambiguous) distance restraint on the list.
A last category of errors leads to incorrect distance estimates. Severe overlap leads to an incorrect estimation of the peak volume, and spin diffusion and dynamic effects lead to a signi®cant deviation from the D À6 dependence of the peak volume. In distance geometry calculations, these errors are taken into account by appropriate error bounds and a``¯at-bottom-harmonic-wall'' potential.
Our automated method searches iteratively the spectra for crosspeaks that are consistent with the structures from a previous iteration. A noise peak will, in general, not be consistent with a threedimensional structure. This reasoning is implicitly part of any iterative scheme, be it manual or automatic (Gu È ntert et al., 1993; Meadows et al., 1994; Mumenthaler & Braun, 1995) , unless a clean peak list can be assumed. The difference between our approach and that of others (Gu È ntert et al., 1993; Meadows et al., 1994; Mumenthaler & Braun, 1995) is that the selection of a restraint and its assignment are separated, through the use of ADRs.
In each re®nement iteration, a list of ADRs is generated from the peak list by the distance calibration described above. Restraints that are systematically violated in the converged structures of the previous ensemble are removed from the list. In the same spirit as Mumenthaler & Braun (1995) we call a violation systematic if it exceeds a certain threshold T V in N V converged structures. T V is varied from iteration to iteration (see Table 1 ), with larger values in the ®rst iteration to very small values in the ®nal iteration. N V is generally set to 50% of the converged structures. As converged structures we use simply the third with the lowest total energy.
The error bounds play an important ro Ã le in distinguishing noise from real data. They should be set large enough to account for most of the effects described above. If they are set too large, however, information content is lost, which has several consequences: ®rst, the precision of the structure will decrease; second, the NOE assignment through the ADR will contain more errors , and third, the distinction between noise and data is less well de®ned.
We have tested several different error estimate schemes (data not shown). In general, tighter error estimates lead to fewer NOE peaks being interpreted, and consequently to less well determined structures. Looser error estimates seemed to reduce the information content of the NOE-derived restraint more than necessary, resulting again in less well determined structures, and the interpretation of noise peaks as real data.
Peaks on the manually selected list are not part of this selection scheme. Systematic violations on this list are manually inspected and often indicate errors associated with the``hard'' restraints or the chemical shift assignments of protons.
We emphasize that the criterion we use does not allow a distinction between artefacts and restraints for which the error in the distance estimate exceeds the set error bounds. Inspection of the list of rejected restraints is therefore necessary to decide if calibration and error bounds are appropriate.
Merging of data sets
The experimental data derived from the NOE spectra are usually present in several partially overlapping lists. For the mouse b-spectrin PH domain, we used peak lists derived from two NOE spectra at different mixing times, and one partially assigned list of distance restraints (see Results). Additionally, peaks were picked on both sides of the diagonal in some regions of the spectra, leading to further duplication. All lists were read into X-PLOR, calibrated and partially assigned separately. If the partial assignment (see equation (4)) for several peaks was identical, only the restraint with the narrowest error bounds was kept. In this way, a qualitative restraint on the initial peak list was usually replaced by a calibrated peak from the 30 ms or 80 ms NOE spectra, and distance restraints derived from the 30 ms spectrum with tighter error bounds are used in place of those from the 80 ms spectrum if both can be satis®ed.
Results

The data
The sample, a construct of 106 amino acid residues comprising the mouse b-spectrin PH domain, was stable in a range of pH values between 4 and 7, and temperatures between 290 and 315 K. The proton NMR signals were very well dispersed and resolved, mainly due to the large number of aromatic residues in the sequence. Therefore, most of the assignment of the spin system resonances, the sequential connectivities, and the identi®cation of the secondary structure elements was possible using 2D experiments. The ambiguities observed in some of the sequential crosspeaks or involving some of the assignments of secondary structure elements were resolved by analysing the appropriate planes in the 3D TOCSY-NOESY spectrum. Structural restraints were derived from two NOE spectra at 30 and 80 ms.
In all, 563 crosspeaks were identi®ed, quanti®ed and assigned manually. Of these, 295 were initially assigned as sequential, 268 as mediumrange and long-range. For the calculations, the restraints were assumed ambiguous if two chemical shifts differed by less than 0.005 ppm. Of thesè`d e-assigned'' restraints, 83 were sequential, 17 medium-range, 92 long-range, and the rest ambiguous. This list was used throughout the calculation, since it contained valuable distance information not present on the automatically picked lists (e.g. peak shoulders).
Additional distance restraints were used for the hydrogen bonds. A restraint was added for each slowly exchanging amide proton. Several possible acceptors were used for most known hydrogen bond donors; namely, the carbonyl oxygen atom of the residue that would be the acceptor in regular secondary structure, and the carbonyl oxygen atoms of one residue directly preceding and one residue following this residue at the C-terminal and N-terminal turn of a-helices, and of two residues in b-sheet regions. In addition, we have included side-chain oxygen atoms as acceptors for the hydrogen bonds in turns and at the beginning of the C-terminal a-helix, and at the N terminus of the domain. 
Summary of performed calculations
With the manually assigned data set and the hydrogen bonds, 50 initial structures were calculated (iteration 0). Of these, the 20 with the lowest energy were selected for the re®nement/assignment iteration. In each iteration, the seven structures with lowest energy were chosen to select peaks and assign the spectra. After eight iterations with the standard PARALLHDG force-®eld, two iterations were performed in a shell of solvent with the PARALLHDG/OPLS hybrid force-®eld (see Materials and Methods). The data set after these two water iterations was taken as the ®nal data set. This data set was checked manually for errors, and then used to calculate 200 ®nal structures. The 50 structures with lowest energy were re®ned in a shell of solvent and analysed.
Iterative interpretation of the NOE spectra
Three data sets were used for the calculation of the structures. The ®rst data set, called MAN in Table 1 , was derived from a manual assignment (see above). The second and the third were derived from automatically peak-picked lists from the NOE spectra with 30 and 80 ms mixing times. The most obvious artefacts were removed from the peak lists. These data sets are called 30 ms and 80 ms, respectively. In each iteration, the peaks were converted into ADRs as described in Materials and Methods and calibrated. Iterative partial assignment was used for all three data sets, peak selection only for 30 ms and 80 ms. Table 1 shows the assignment record. Listed are the amount of assigned and ambiguous NOEs for each spectrum, together with the parameters used for selection and assignment. The ambiguity of the merged data set in the iterations 0, 1 and ®nal is shown in the histograms and contact plots (Figure 2) .
The ®nal data set contained 1728 restraints, of which 1328 were unambiguously assigned, 324 had two, 66 had three, 22 had four, seven had ®ve, and one had six assignment possibilities. Of these 605 were intra-residue, 417 sequential, 175 medium-range and 531 long-range, where ambiguous restraints were added with weights from equation (3). The distribution of medium-range and longrange NOEs is shown in Figure 6a . Figure 3 shows the seven best structures in each of iterations 0, 1 and ®nal. The quality of the structures in each iteration was followed with respect to a number of criteria. Figure 4a shows the rms difference from the average structure, and the rms difference of the average structure from the X-ray structure. Figure 4b and c show the rms difference from experimental bounds in each iteration, and the average rms differences from ideality. The CHARMM PARMALLH6 Lennard-Jones energy is shown in Figure 4d as a measure of the quality of non-bonded interaction. This energy was not part of the total energy function. In the iterations in explicit solvent, the OPLS parameters (Jorgensen & Tirado-Rives, 1988) were used, in the others thè`r epel'' function. The pooled w 1 standard deviation, and the percentage of residues in the most preferred regions of the Ramachandran plot (Morris et al., 1992) are shown in Figure 4e and f. The PROSA energy (Sippl, 1993 ) is shown in Figure 4g and the quality index from WhatIf (Vriend & Sander, 1993) in Figure 4h .
The structures in each iteration
The final structures
With the ®nal data set, 200 structures were recalculated ab initio, and the 50 best of these were selected for a ®nal re®nement cycle in explicit solvent, and ®nal analysis. The structure with the lowest restraint energy after re®nement in solvent was chosen as the representative NMR structure. Figure 5 shows a diagram of the structure.
The hydrogen bonds formed in the ®nal structures are those expected from the secondary structure assignment and agree, with very few exceptions, with those published previously (Macias et al., 1994). Figure 6 shows sequence plots of a number of parameters describing the structure; namely, the number of medium-range and longrange NOEs per residue (a), the average rms difference from the average (b), the rms difference from the X-ray crystal structure (c), and the circular order parameter (Hyberts et al., 1992; ), and relative solvent accessibilities of side-chains (e) and backbone (f). Figure 7 is a Ramachandran plot of all 50 ®nal structures. Glycine residues are always shown as circles, all other residues as crosses if their angular order parameter exceeds 0.9, otherwise as dots. Table 2 gives the structural statistics of the ®nal ensemble, including the PROSA energy (Sippl, 1993) and the percentage of residues in the most favourable regions (Morris et al., 1992) . Table 3 gives the rms differences from the average and from the X-ray structure. Figure 8(a) shows the C a trace of the 50 ®nal NMR structures, (b) the distribution of side-chain positions in the hydrophobic core, and (c) a superposition with the X-ray crystal structure (Hyvo È nen et al., 1995) , indicating the side-chains involved in ligand binding. Figure 9 shows the superposition of the conserved second- Figure 4 . Structural parameters during re®nement. a, The rms differences from the average structure (continuous line) and from the X-ray crystal structure (Hyvo È nen et al., 1995; broken line); b, rms difference from distance bounds (in A Ê ). c, The rms difference from ideal angle values (in degrees). d, CHARMM PARMALLH6 (Brooks et al., 1983) Lennard-Jones vdW energy. This vdW energy was used as a consistent criterion of the packing quality, not in the re®nement. e, Pooled w 1 standard deviation reported by PROCHECK (Morris et al., 1992) . f, Percentage of residues in the most favourable regions of the Ramachandran plot as reported by PROCHECK (Morris et al., 1992) . g, PROSA energy (Sippl, 1993) . h, WhatIf quality index (Vriend & Sander, 1993) . Glycine residues are always shown as circles, all other residues as crosses if the angular order parameter exceeds 0.9 for both c and f, otherwise as dots.
ary structure regions of PH domains from different proteins; dynamin (Ferguson et al., 1994) , pleckstrin , PLCd (Ferguson et al., 1995) , and the X-ray crystal and NMR structures of bspectrin.
Discussion
The NMR solution structure of the domain
The structure consists of the characteristic sevenstranded b-sandwich, which is closed with the Cterminal a-helix at one end ( Figure 5 ). The NMR ensemble is mostly well ordered, including sidechains in the core of the protein. Disorder is found especially in the long loops between strands A and B, strands E and F, and the loop between helix H1 and strand D. This correlates with the fact that virtually no long-range NOE could be detected for these regions. No resonance could be detected for Arg21 in loop AB, indicating local motion.
A comparison with the X-ray crystal structure shows a very close resemblance of the two structures. Note that because of rather different sample conditions (free protein at pH 6.5 in the NMR solution, complexed protein at pH 4.8 in the crystal), perfect agreement might not be expected. The secondary elements (evaluated with DSSP (Kabsch & Sander, 1983) ) are virtually identical, with strand A extending from residues 2 to 11, strand B from 23 to 31, strand C from 34 to 38, helix 1 from 41 to 46, strand D from 55 to 57, strand E from 62 to 66, strand F from 75 to 79, strand G from 85 to 89, and helix 2 from 93 to 104. Small differences are restricted to the ends of strands, with the NMR structure showing strands B, D, F and G one residue longer than in the X-ray crystal structure, related to differences in hydrogen bonding discussed below.
The differences are indeed mostly con®ned to regions involved in the binding of IP3. The residues forming hydrogen bonds or salt-bridges to IP3 in the X-ray crystal structure are Arg21, Ser22 and Trp23 at the end of the loop between strands A and B, Lys8 in the ®rst b-strand, and Tyr69 and Lys71 in the loop between strands F and G. The ®rst loop, extending from residue 12 to residue 22, is longer in spectrin PH domains than in most other PH domains (Musacchio et al., 1993) . While there is some local order in this loop, residue Arg21 is completely disordered. Even after extensive search, only very few medium-range or longrange NOEs could be found to any residue in this loop (see Figure 6) , indicating motion on a medium time-scale. Out of the six residues involved in IP3 binding, only two (Trp23 and Lys8) are in the same position in the liganded and unliganded forms. Three residues (Arg21, Ser22 and Lys71) are disordered, and Tyr69 is ordered but has to undergo a conformational transition (see Figure 8(c) ). The conformational transitions and the entropic costs induced by ligand binding may explain the only moderate binding af®nity (Hyvo È nen et al., 1995) .
There are few differences away from the binding site. One involves residue Glu53, which forms a salt-bridge to Arg7 in the X-ray crystal structure. There is no evidence for this salt-bridge in the NMR ensemble, which is quite disordered around Table 4 ). This energy function was not part of the ®nal re®nement step.
b CHARMM PARMALLH6 Lennard-Jones energy. This energy function was not part of the ®nal re®nement step, but is quoted for consistency.
c OPLS/AMBER Lennard-Jones energy, evaluated for protein only.
d OPLS/AMBER vacuum electrostatic energy. e Sippl (1993) . f Percentage of residues in most favourable regions of the Ramachandran plane (Morris et al., 1992) .
g Vriend & Sander (1993) . Table 3 . The rms differences a Residues in regular secondary structure in both X-ray crystal and NMR structure.
b Side-chains less than 20% solvent accessible.
residue 50. There are differences in hydrogenbonding patterns at two positions in the structure. The ®rst is a hydrogen bond between 37 N and 54 O in the NMR structure, which is absent in the X-ray structure and thus extends strand D by one residue in the NMR structure. The amide group of residue 37 is protected in the NMR sample. The second is a hydrogen bond between the (protected) amide group of residue 75 and 66 O, which again is absent from the X-ray structure. This conformational difference could be due to ligand binding, since residue Tyr69 has to rotate, and residue Lys71 has to move considerably in order to come into contact with IP3 (see Figure 8 (c)). The position in the complex might be incompatible with an extension of the b-sheet. The conformation of the C-terminal a-helix is completely unaffected. As expected, the structure is very similar to that of the PH domain of Drosophila b-spectrin (Zhang et al., 1995) . The only signi®cant difference is in the exact position of helix 1. There is evidence for increased mobility of this helix in solution (fast amide exchange and large positional¯uctuations The comparison with PH domains from other proteins shows that the fold of the domain is very well conserved for the common secondary structure, even for proteins showing basically no sequence similarity. The secondary structure for spectrin residues 3 to 7, 25 to 30, 34 to 37, 55-56, 63-64, 75 to 79, 86 to 89 and 93 to 103 is conserved in pleckstrin , dynamin (Ferguson et al., 1994) and PLCd (Ferguson et al., 1995) . The end of strand G and the beginning of the C-terminal helix are strictly conserved between the structures.
The solvent accessibility of the backbone (Figure 6e ) is, as expected, small for the regions of secondary structure, with the exception of strands D and E, which are accessible at every other residue. The same has been observed for the PTB domain, which has the same fold as the PH domain (Lemmon et al., 1996; Zhou et al., 1996; Eck et al., 1996) .
The ro Ã le of ADRs in the derivation of the PH domain structure
The derivation of the structure of the PH domain was made rather dif®cult by overlap in key regions in the 2D NOE spectra. The use of ADRs was critical in determining the fold of the protein (Macias et al., 1994) . Due to the unfortunate chemical shift dispersion for residues in the C-terminal helix, no contact could be assigned from the helix to the core of the protein, with the exception of W at 99. Consequently, the calculated structures showed three different positions for the helix. The addition of unassigned peaks in the form of ADRs led to a correct placement of the helix (Macias et al., 1994) . ADRs also played an important ro Ã le in the detection of errors in the initial chemical shift assignments and initially assigned NOEs. The data set used for the very ®rst structure calculations was self-consistent, and a restraint violation analysis could therefore not be used to identify errors. With the addition of information from unassigned peaks in the form of ADRs, these violations appeared, and errors could be identi®ed.
The NMR structures used for solving the X-ray crystal structure of the domain (Hyvo È nen et al., 1995; Wilmanns & Nilges, 1996) were calculated with an early version of the method presented here. The structures had high conformational energies and were generally not of the same quality as the structures here, but were suf®ciently accurate for molecular replacement.
Quality indices during refinement
There is a good correlation between the progress of re®nement and most of the parameters. In some, there is a clear further improvement with the re®nement in explicit solvent (WhatIf, w 1 standard deviation, the quality of the f, c map). In contrast, the PROSA energy stays virtually constant after the structures have essentially converged to their ®nal fold. Interestingly, the curves for the Ramachandran analysis and the WhatIf quality indices are almost perfectly parallel.
The quality of the ®nal structures is comparable with that of other structures derived from homonuclear NMR experiments. This is remarkable, because most of the NOE interpretation was performed automatically, and no additional data (torsion angles from coupling constants) were used.
Possible improvements and extensions of the method
Automated analysis of peak shape would be very useful in combination with restraint violation analysis to help recognize noise peaks, for example, by assigning likelihoods that peaks contain useful information on the basis of their shape. The probability that a restraint is removed from the list could be set proportional to this likelihood. Better distance estimates would help as well the assignment with ADRs as the restraint violation analysis. This could be achieved by using complete relaxation matrix analysis (Boelens et al., 1989) as part of the iterative scheme. Likewise, the current procedure could, in principle, easily be modi®ed to allow ensemble Figure 9 . Overlay of conserved secondary structure elements of spectrin (Hyvo È nen et al., 1995; this work) , pleckstrin , dynamin (Ferguson et al., 1994) and PLCd (Ferguson et al., 1995). re®nements (Bonvin & Bru È nger, 1995) . Initial trials have shown, however, that a naive application of these ideas does not work.
Conclusions
Automation is a necessary element of a speedup of the determination of three-dimensional structures by NMR. This speedup is needed especially in view of the larger and larger number of sequences becoming available from genome sequencing projects, and the detection of domains from multiple sequence alignments (Casari et al., 1996) . NMR is the method of choice for getting an, at least approximate, picture of the fold of domains of suitable size. A bottleneck in the structure determination is often the NOESY assignment.
The aim of this study was to devise a general method that interprets an NOE spectrum automatically, once the resonances have been assigned (almost) completely, and some NOEs have been assigned that give a very rough idea of the fold. While we have shown that structures of good quality can be derived with the automated method alone, it is clear that in general it will be necessary to inspect the spectra and correct some interpretations by hand. Inspection of the list of rejected restraints is especially useful to adjust tolerances for chemical shifts and distance bounds, and identify errors in the resonance assignments. The method provides criteria where the assignment encountered the largest dif®culties. The advantage of using the method may be comparable to an SA re®nement in X-ray crystallography (Bru È nger et al., 1987) , where many of the operations necessary to re®ne a structure can be done automatically, and the remaining manual interventions are easier because the SA re®nement usually results in a more interpretable electron density map. In the same sense, we feel that the current automated procedure will be a very useful tool in the early stages of a structure determination as well as in the ®nal re®nement stage.
Materials and Methods
NMR spectroscopy and resonance assignment
The NMR experiments were run on a Bruker AMX-600 spectrometer using a 1 mM sample either in 90% 2 H 2 O/10% 1 H 2 O or 100% 2 H 2 O. All the 2D NMR specta were acquired in phase-sensitive mode (TPPI; Marion & Wu È thrich, 1983) either with selective excitation of the water resonance (WATERGATE; Piotto et al., 1992) , or with presaturation of the residual water when the sample was in 2 H 2 O. Mixing times of 25 to 40 ms were used for the clean TOCSY , and 30 and 80 ms for the NOESY (Jeener et al., 1979) . A 3D TOCSY-NOESY (Oschkinat et al., 1988) was recorded as well. All the experiments were recorded at 303 K and pH 6.5 with 2000 data points in the acquisition domain and 1000 in t 1 for the 2D experiments, and with 2048 Â 192 Â 192 data points for the 3D experiment.
The proton frequencies were assigned using sequential assignment in the standard way (Wu È thrich, 1986) . The 3D-TOCSY-NOESY was used to resolve severe ambiguities. Masses (a.m.u.) 100 100 100
Energy constants a The search phase was omitted in the re®nement cycles. b The temperature was maintained by coupling to a heat bath (Berendsen et al., 1984) with a coupling constant of 10 ps
À1
. c Only the energy constants involving diastereospeci®cally unassigned methylene and propyl groups were varied for the¯oating assignment protocol. K y À f and K o À f are the energy constants for bond angles and chirality, respectively, for atoms involving these groups. All other energy constants for covalent interactions were constant through the simulated annealing protocol, at 1000 kcal mol À1 A Ê À2 for bonds and 500 kcal mol À1 rad À2 for bond angles, planarity and chirality. d Scale factor for calculating the van der Waals radii from Lennard-Jones parameters. With the parallhdg.pro parameters, the DIS-GEO radii (Havel & Wu È thrich, 1984) are reproduced exactly for S 0.8, apart from oxygen atoms, which have slightly smaller radii.
e In the``search'' phase, the non-bonded interactions are computed only between C a atoms and one carbon atom for each side-chain, with van der Waals radii of 2.25 A Ê .
f Asymptotic slope and in¯exion point of the¯exible distance restraining potential (Nilges et al., 1988a,b) .
Structure calculation and automated assignment
All structure calculations were done with an ab initio simulated annealing method, starting from random polypeptide chains, using an extended version of X-PLOR version 3.1 (Bru È nger, 1992) . The simulated annealing method (Table 4) is similar in spirit to that described by Nilges et al. (1988b) but has been extensively modi®ed and adapted to calculations with ADRs. Floating chirality assignment (Weber et al., 1988) was used for all methylene and isopropyl groups with separate chemical shifts. The PARALLHDG force-®eld (Nilges et al., 1988a; Kuszewski et al., 1992 ) was modi®ed to be more self-consistent, and more consistent with the CSDX parameters (Engh & Huber, 1991) , as far as this was possible without introducing more atom types.
Most of the structure analysis was performed with X-PLOR. The programs PROCHECK (Morris et al., 1992) , PROSA (Sippl, 1993) , and WhatIf (Vriend & Sander, 1993) were used for additional structure analysis.
Average structures were calculated, and structures superposed to well-de®ned regions de®ned by iteratively excluding all residues for which the average CA distance from the average structure exceeds two standard deviations (Nilges et al., 1987) .
Automated peak-picking
The NOE spectra were peak-picked and quanti®ed with the automatic picking routine of AURELIA . The most obvious artefacts, in particular around the H 2 O frequency, were removed by editing the resulting peak lists. The edited lists were then directly converted into X-PLOR restraints lists, essentially as described . The peak lists have generally a format``peak-number F1 F2 volume'', plus some other information that is not used here. With the VECTor DO command, we read the proton chemical shifts into an array in X-PLOR (e.g. the Q array). Atoms can then be selected based on the value of this vector (i.e. the chemical shift), using the ATTRibute factor of the atom selection. As frequency windows around the picked value for atom selection we have used uniformly AE0.02 ppm in the F2 dimension, and 0.04 ppm in the F1 dimension.
In summary, a restraint resulting from an entry from the peak list Note that the volumes are read directly into our extended version of X-PLOR, and the distances and error estimates are set to arbitrary values. The volumes are converted into distances with appropriate error limits internally by the calibration procedure described in Calculation Strategy. The peak number is added in the restraint to facilitate tracing the peaks in the original spectra from the restraint list. The frequencies have the same purpose. They can also provide a measure of thè`g oodness of ®t'' of the NOE assignment, which is useful to mark peaks that should be checked manually. At present, the restraints speci®ed in this way in terms of the chemical shifts are converted into lists of atoms by the X-PLOR atom selection directly when the restraints are read in.
Modelling of hydrogen bonds
Hydrogen bonds were treated in a manner similar to ambiguous NOEs. Especially at the ends of secondary structure elements, irregular and bifurcated hydrogen bonds can occur, and distance restraints between speci®c donors and acceptors may lead to local errors in the structure (Billeter, 1992) . On the other hand, the slow exchange adds very important experimental information, and hydrogen bonds are very powerful restraints for de®ning the structure.
The effective distance from a given donor to several acceptors is calculated as for the NOE via equation (1). To make the restraining term more``selective'' for a single acceptor rather than several at the same time, we have used a higher exponent (20 instead of 6), which weights the distance more to the shortest contributing one. The hydrogen-acceptor distance was restrained between 1.7 and 2.2 A Ê , and the donor ± acceptor distance between 2.7 and 3.2 A Ê . The lower bound on the donor ± acceptor distance, together with the upper bound on the hydrogen ± acceptor distance puts an effective angle restraint on the hydrogen bond geometry (the donor ± hydrogen ± acceptor angle has to be larger than approximately 110
). Note that the present treatment of hydrogen bonds is different from the use of a standard hydrogen bond potential in the distance geometry calculation (Mierke & Kessler, 1993) .
Non-bonded interactions: refinement in water
The structures were re®ned with a more realistic representation of non-bonded interactions than is possible in distance geometry-like calculations. In order to avoid distortions of the geometry (especially bond angles and planarity) that are inevitable with a standard molecular dynamics force-®eld, even with very low energy constants for the experimental terms, we have used a hybrid of PARALLHDG (for the covalent interactions) and nonbonded interactions derived by LeMaster et al. (1988) from the OPLS force-®eld (Jorgensen & Tirado-Rives, 1988 ) and the all-atom AMBER force-®eld (Weiner et al., 1984) . The re®nement is in explicit solvent primarily to avoid artefacts due to missing van der Waals interactions with solvent in a re®nement in vacuo, which lead to unrealistic packing of¯exible loops and side-chains (data not shown).
We have followed essentially the same protocol and have used the same parameter set as previously (Prompers et al., 1995) . The structures were surrounded by a 9 A Ê shell of TIP3P water (Jorgensen et al., 1983) . All water molecules for which the water oxygen atom was less than 4 A Ê away from a protein heavy-atom were removed. The water was ®rst minimized and equilibrated with the protein held in its starting position by positional restraints (Bruccoleri & Karplus, 1986) . The system was then heated to 500 K, re®ned for 2000 steps at 500 K, and subsequently cooled and minimized. Coulomb interactions were calculated with``shift'' (Brooks et al., 1983) and an atom-based cutoff of 9 A Ê .
