We propose a multivariate extreme value threshold model for joint tail estimation which overcomes the problems encountered with existing techniques when the variables are near independence. We examine inference under the model and develop tests for independence of extremes of the marginal variables, both when the thresholds are fixed, and when they increase with the sample size. Motivated by results obtained from this model, we give a new and widely applicable characterisation of dependence in the joint tail which includes existing models as special cases. A new parameter which governs the form of dependence is of fundamental importance to this characterisation. By estimating this parameter, we develop a diagnostic test which assesses the applicability of bivariate extreme value joint tail models. The methods are demonstrated through simulation and by analysing two previously published data sets.
INTRODUCTION
Suppose the d-dimensional random variable (Y,; j = 1,..., d) has a joint distribution function F. Multivariate extreme value theory is concerned with the nondegenerate limiting distributions of normalised componentwise maxima of observations from F (Resnick, 1987) . Statistical methods for estimating the joint tail of F, which are our focus here, exploit these asymptotic results and involve estimating the joint tail from an independent and identically distributed sample of vector observations. The limiting results have two separate aspects, marginal structure and dependence structure, and hence so do the statistical models. These aspects can be described separately.
There are two univariate approaches for marginal modelling, the peaks over threshold model of Pickands (1975) and Davison & Smith (1990) , and a point process model of Pickands (1971) and Smith (1989) . Application of these methods assumes that asymptotic results for the extreme tail hold exactly above a high threshold, u say. In applying the peaks over threshold model, it is assumed that exceedances of the univariate random variable, X say, occur above u according to the generalised Pareto distribution given by
(1-1) for x > 0, where s+ = max(s, 0), a > 0 is a scale parameter which depends on the threshold u, and t, is a shape parameter which does not. In applying the point process model, realisations of X greater than u are assumed to occur according to a nonhomogeneous Poisson process with intensity measure for the set (x, oo) given by A(x)={l + S{x-fi JMZ l '<, (1-2) where [i+ and a^ > 0 are location and scale parameters respectively, and t, is the same shape parameter as in (11) . In this case, n+, a t and t, do not depend on the threshold u. Extensions of these two approaches have been proposed for multivariate extremes. A point process result of de Haan (1985) provides a characterisation which incorporates dependence between extremes of the marginal variables via a dependence measure. Statistical methods based on this characterisation are given by Coles & Tawn (1991) , and Joe, Smith & Weissman (1992) . An alternative approach, based on a characterisation of the joint tail of Resnick (1987) , provides the basis for the threshold based model given in the University of North Carolina Technical Report #2303 by R. L. Smith, J. A. Tawn and S. G. Coles, which we will refer to subsequently as the Smith et al. report . As with the univariate approaches, application of these methods assumes that asymptotic results hold exactly in some suitably defined joint tail region.
A particularly important case in multivariate extremes is when extremes of the marginal variables are independent. This is because if {X u X 2 ) is a bivariate random variable with identically distributed marginal variables, then the componentwise maxima of n independent and identically distributed copies of {X u X 2 ) are asymptotically independent if lim pr(Z 1 >u|X 2 >u) = 0,
(1-3)
u->x* where x* = sup {x e R: pr(Xj < x) < 1} (Sibuya, 1960) . The corresponding expression for multivariate random variables is given by de Haan & Resnick (1977) . Variables which satisfy (1-3) are termed asymptotically independent, an important example being all bivariate normal variables with correlation less than one (Sibuya, 1960) . If the limiting probability in (1-3) is a nonzero constant, the limiting componentwise maxima are then dependent, and X x and X 2 are described as asymptotically dependent. Problems arise with both the multivariate techniques when the variables are exactly or asymptotically independent. For the point process approach, the dependence measure is singular, but this singularity cannot be explicitly identified from finite samples (Coles & Tawn, 1991; Ledford, 1994) . The threshold-based model also breaks down, with the resulting joint distribution failing to factorise into the product of the marginal distributions, and giving the probability of more than one variable exceeding its threshold in any observation as zero. Both methods exhibit bias since, if two or more components are sufficiently large in any observation, they will be modelled as asymptotically dependent, regardless of the sample size. The ability to deal with independence within a multivariate extremes model is important though, allowing inference in cases of near independence, and having considerable impact on the distributions of multivariate functionals, which can be sensitive to dependence or independence (Coles & Tawn, 1994) .
In § 2 we develop a threshold-based multivariate extremes model which incorporates marginal independence as a special case, and show how our model relates to that given in the Smith et al. report. In § 3 we develop inference techniques for our model, paying particular attention to the near independence and exact independence cases. In § 4, we consider inference when the marginal thresholds increase with the sample size.
In common with all existing multivariate extremes methods, our approach is based on asymptotic dependence with exact independence as a special case, and assumes that asymptotic results can be applied exactly in some suitable region of the joint tail. By considering (1-3), it is clear that these assumptions imply the joint tail satisfies either prp^ >x\X 2 >x)~c>0 for all large x or that X t and X 2 are exactly independent above some point. In § 5 we show that the inference methods of § § 3 and 4 can be inappropriate for cases of asymptotic independence as multivariate extremes models based on these assumptions can be inadequate for any region of the joint tail. This motivates a new model incorporating a parameter that governs the behaviour of pr(-X\ > x \ X 2 > x) as x -»x*. The new model naturally characterises asymptotic independence and includes asymptotic dependence and exact independence as special cases. This provides a testing procedure for asymptotic independence, and yields a diagnostic for assessing whether existing multivariate extreme value methods are appropriate for given data. In § 6 we apply the techniques to wind and rain data from Anderson & Nadarajah (1993) , and to wave and surge data from Coles & Tawn (1994 
., Z d ).
Our results are based on assuming F is in the domain of attraction of a multivariate extreme value distribution, i.e. the limiting normalised componentwise maxima of observations from F follow a multivariate extreme value distribution. This is equivalent to F+ being in the domain of attraction of a multivariate extreme value distribution, G+ say, where the marginal distributions of G + are each unit Frechet. Resnick (1987, Prop 5.15) gives necessary and sufficient conditions for this. These conditions are equivalent to logF»(tz 1 ,...,iz,) = ]ha 1-F t (tz 1 ,...,tz i 
Two possible models for the joint tail of F+ come from treating (2-2) as an identity for large t. In the Smith et al. report mentioned in § 1, the middle and right-hand terms of (2-2) are equated; we equate the left-and right-hand terms instead. This gives
, where the r, are high thresholds, but is otherwise arbitrary (Pickands, 1981; Coles & Tawn, 1991 . This model clearly corresponds to assuming that for joint exceedances of suitably high thresholds, the dependence structure of F + is that of an exact multivariate extreme value distribution. Hence F 4 satisfies for all t ^ 1, when Zj > r i for j = 1,..., d. The model given in the Smith et al. report does not possess this property. The assumption that the asymptotic limit distribution is representative of the underlying distribution in some suitable tail region is routinely used in univariate extreme value analysis, as discussed in § 1, and is also the standard starting point in alternative nonparametric approaches to multivariate extremes (de Haan, 1990; de Haan & Resnick, 1993) . Now consider what (2-3) implies about F. Expressing it in terms of the original variables gives
when each y } exceeds a threshold Uj, where r, = -I/logFj(uj). We take the thresholds Uj, or equivalently r } , to be the 1 -Xj quantiles of the marginal distributions, where Xj is some small probability.
As an alternative to using arbitrary marginal distributions F jy we follow Davison & Smith (1990) by using the generalised Pareto distribution to model each marginal distribution above a high threshold. Taking these marginal thresholds to coincide with the dependence structure thresholds Uj used above gives
where tj(yj) = {1 + ^{yj -Uj)/aj}+ 1/ij . Consequently, the transformed marginal variables are given by
for y } > Uj. Combining (2-5) and (2-6) gives (2-8)
on yj > Uj for each j. Hence our marginal model is identical to that in the Smith et al. report, and is the same as that used by Coles & Tawn (1991 and Joe et al. (1992) above the thresholds. We take the thresholds to be fixed in §3, which is consistent with existing practice, and in § 4 consider thresholds which increase with the sample size. When the marginal variables are independent, then V{z x , ..., z d ) = Ez/ 1 . In this case our model factorises into the product of the marginal distributions since
for yj>Uj (j = 1,...,d). The relationship between our model and that derived in the Smith et al. report can be seen by expansion of (2-8) for small X Jt which gives
The \ -V expression in (210) is their model. When the marginal variables are independent, (2-9) shows that our model gives
for all i and j, whereas (210) shows that theirs takes this probability as zero. More generally, when the marginal variables are near independence, the model in the Smith et al. report gives this joint survivor probability as nonzero but of similar magnitude to the omitted A,2, terms. Consequently, when the dependence is weak or the marginal exceedance probabilities are relatively large there is a significant bias in their approach. When using our model the marginal thresholds can be chosen at lower levels, relative to theirs, as long as the asymptotic dependence structure is still valid. Since more joint threshold exceedances would then be expected for a given sample, estimation of the dependence between the extremes of the marginal variables will be improved. For clarity, we will concentrate on a particular dependence structure for V, the multivariate logistic (Tawn, 1990) defined by
for dependence parameter a (0 < a ^ 1). This has been used widely in the d = 2 case and has a simple tractable form. The limiting case of a -> 0 corresponds to the variables being totally dependent, as a increases so the dependence weakens, and when a = 1 the variables are independent.
INFERENCE FOR THE MODEL
The multivariate extremes model derived in § 2 applies when each variable Yj exceeds some high threshold. For a marginal observation which fails to exceed the threshold, the only relevant information it conveys for our model is that it occurs below the threshold, not its actual value. In developing the likelihood for the model we consider marginal observations below their respective thresholds as censored at the threshold. Thus the likelihood contribution for a typical observation (yi,...,y d ) in which the components ji,... ,j m exceed their thresholds is given by
for F as in (2-8). This is a generalisation to d-dimensions of the likelihood structure of Smith (1994) . In the remainder of this section we work with the d = 2 case of the logistic dependence structure for simplicity. We derive the explicit form of the corresponding likelihood and obtain tests for independence of extremes of the marginal variables. Considering only the d -2 case causes no loss of generality, as multivariate independence can be tested using bivariate pairs (Tiago de Oliveira, 1962/3) .
For high marginal thresholds Ui and u 2 , we divide the outcome space into the four regions given by where / is the indicator function. We write rj = -l/log(l -Xj) for the transformed marginal thresholds, z y for the transformed marginal variables as in (2-7), and V } and V l2 for the partial derivatives of V with respect to component j and the mixed derivative respectively. We denote the likelihood contribution corresponding to a point (y 1; y 2 ) which falls in region R kl by L kl (y 1 ,y 2 ). Then (31) gives where I k i(y u , y 2 i) -l{{yih y 2 t) e^* i}-Hence the likelihood for a set of n independent points is given by L (n) (a, 0)>=riL,(a, 0).
When 0<a<l, that is some dependence, and ^ > -\ and £ 2 > -2 > the regularity conditions of maximum likelihood are satisfied, so standard methods can be used to fit the model. For environmental applications, it is generally accepted that shape parameters satisfy £ > -\. However, when this is not the case there are alternative approaches available (Smith, 1985) . We do not consider such cases here.
When the variables are independent, that is a = 1, the estimation problem is nonregular, as a is on a boundary of the parameter space. Estimation in a similar independence case is examined by Tawn (1988) , where the logistic dependence model is used over the whole plane rather than for joint exceedances of a pair of thresholds. Following the methods of Tawn (1988) , we consider the behaviour of the score statistic at independence, which is defined for a typical point (y u , y 2i ) by
where & is the value of the marginal parameter vector which jointly maximises L (n) (l, 0). Evaluating this for the various possible forms in (3-2) shows that the score depends on the marginal parameters only through the estimated Frechet variables z Jt and the transformed thresholds, r } , for j = 1, 2. Thus where Tooiyi, y 2 ) = rl 1 logrr 1 + rj 1 logrj 1 -(r^1 + r 2 >) logfa" 1 + r^1),
The total score for a set of n independent points is defined as U in) >= U 1 + ... + U n . An intuitive understanding of the structure within the expressions in (3-4) is fundamental to the remainder of this paper. Typically, r t and r 2 will be large, of order 0(r) say, where r is constant for this section but is sample size dependent in § 4. For a given sample size then, each point in region R^ makes a small negative contribution of O^' 1 ) to the total score, irrespective of where the point actually falls in R^ because of the censoring. A point in region RQ X or R 10 makes a positive contribution of 0 {log( 1 + Zj/r)}. However, each point in region .R n contributes the negative term -(z^1 + z^1)" 1 to the total score, which is a far larger quantity than that for the other regions.
Similar to the analysis given by Tawn (1988) , it can be shown that the expected value of the score is identically zero when the variables are independent, i.e. when a = 1, with each constituent term having finite expectation. All terms have finite variance except the -(zf 1 + zj 1 )" 1 contribution in the T n expression, which has infinite second moment, and thus produces nonregular behaviour in the lower tail of U in) . Consequently, the number of points falling into region R n out of a sample of n independent points, which we will denote by N n , plays an important role in determining the behaviour of the total score. Proof. See the proof of the central limit theorem given by Gnedenko & Kolmogorov (1954 , p. 130, Theorem 4) or Feller (1971 . The variance of U ( truncated at x satisfies var(L/,; x)~logx -log(rj + r 2 ) for large x. We require c n ->co such that n var(£/ ; ; ecj/c 2 .
-> 1 as n -> oo for all e > 0. This implies c n ~ {(n log n)/2}*. A similar calculation is given by Tawn (1988) .
• The (logn)* term in the c n expression of Proposition 1 is slowly varying in n, but provides the extra scaling relative to regular estimation cases that is necessary to obtain convergence to a normal limit. This convergence is slow, as can be verified easily by simulation. Sub-asymptotic critical values of the score statistic can be calculated from simulated independent unit Frechet pairs, and the scheme for generating Frechet pairs with logistic dependence outlined in unpublished work by D. Shi, R. L. Smith and S. G. Coles allows the power function of the score test to be assessed.
Further asymptotic properties of likelihood inference follow in this nonregular setting using similar methods to Tawn (1988) . Specifically, the maximum likelihood estimator, $., when a = 1 satisfies (1 -&){(n logn)/2}*-> W in distribution as n-> oo, where W is a nonnegative random variable such that , (3) (4) (5) for h the Heaviside step function and O the standard normal distribution function, and
where L M (6t) denotes the joint maximum of the likelihood taken over the dependence and marginal parameters, and L (n) (l) the maximum taken over the marginal parameters constrained by a = 1, that is independence. This W 2 distribution is as given by Self & Liang (1987) for general cases of inference with parameters on the boundary of the parameter space. In comparison, estimation for the model in the Smith et al. report mentioned in § 1 when the variables are independent is inconsistent since N n ->co as n->oo which implies $.-f*\ because pr(iV B >0) = 0 for that model when a -1. So far, attention has been restricted to the logistic dependence model. How specific our results are to this model is seen by examining the form of corresponding independence tests for different dependence models. For the mixed model, V(x,y) = x~l + y~l -9/(x + y) for 0 < 9 ^ 1. Following Tawn (1988) , the likelihood ratio test is identical to that for the logistic model, and the score test is identical up to a scaling constant. Other dependence models lead to different and sometimes nontractable tests of independence, as is the case for the asymmetric logistic model denned by
for 6 and <f> in [0,1], and 0 < a ^ 1 (Tawn, 1988) . The results here should be viewed as descriptive rather than as providing an explicit general formulation, in that they reveal the important aspects of inference about independence.
VARIABLE THRESHOLDS
So far we have taken the thresholds as fixed as the sample size increases. When choosing the thresholds, a compromise has to be made, since they must be high enough for the asymptotic approximation to be valid, but must not be so high that there are too few joint threshold exceedances for valid inference. When the sample size is large, observations from the joint tail will be more numerous, so the marginal thresholds can be chosen at higher levels than those for a smaller sample size. Thus, we are motivated to consider inference when the thresholds increase with the sample size, n, as even for fixed sample sizes this approach is applied implicitly. We use the same set-up as before but, for simplicity, take the marginal thresholds for the unit Frechet variables as equal, r 1 = r 2 = r(n) say, and consider r(n) = an & , for positive a and nonnegative p. For clarity of presentation we write r ( n ) -r n = anP -We examine inference under independence by focusing on the behaviour of the score.
When the marginal variables are independent, the expected number of points falling into region R lt is as n-»oo. There are three different cases of limiting behaviour here. If 0^p<\
The P > 1 case is not of interest since we get no information about the joint or marginal extremes asymptotically since £(N n )->0 and n{\ -exp(-r" 1 )} -•(). In contrast to the independence case, when there is logistic dependence between the marginal variables, that is a < 1, then E{N n ) ~ n 1 -"{2 -2 a )/a so E(N n ) tends to infinity if P < 1, and to a positive constant if p = 1. A complicating factor of variable thresholds is that as n increases the score distribution changes. Viewing the score as a triangular array, we write the score for a typical point (y u , y 2 i) for a given n as U t<H , and consider its asymptotic properties accordingly. Define the total score for a set of n independent points as U M >= U ln + ... + [/" ". The following holds. A proof of this theorem is given in the Appendix. Theorem 1 shows that the structure of our inference methods when the marginal variables are independent is invariant to increasing thresholds as long as the thresholds grow slowly enough, that is 0 < /? < \, for the expected number of joint exceedances to increase asymptotically with n. As in § 3, these results are based on a specific dependence model, the logistic, so must be viewed as descriptive. However, we see that the behaviour of the score, and thus the whole issue of inference near independence, again crucially depends on the number of points which fall in region R n .
INFERENCE FOR ASYMPTOTIC INDEPENDENCE
In common with all other joint tail estimation methods, the model derived in § 2 is based on asymptotic dependence in the joint tail. Specifically, a multivariate extreme value type dependence structure is assumed to hold in the region above the marginal thresholds. The resulting inference methods of § § 3 and 4 are also based on this assumption, and their derived behaviour when the marginal variables are independent thus relies on exact independence above the thresholds. However, this situation seems restrictive, as sometimes we may expect the extremes of the marginal variables to approach independence gradually rather than attaining exact independence at some set of thresholds. This consideration prompts us to examine cases of asymptotic independence as in (1-3), and to investigate how inference proceeds in such cases.
We investigate inference based on the score statistic as in (3-4) for an example of asymptotic, rather than exact, independence by considering the bivariate normal distribution with correlation p < 1. It can be shown that the joint survivor function of unit Frechet variables with bivariate normal dependence satisfies pr(Z 1 >r,Z 2 >r)~C p r-2 / (1+ " ) (logr)-"/( 1+ "> (5-1)
as r->oo, where Reiss, 1989, Ch. 7) . In contrast, exactly independent unit Frechet variables satisfy pr(Z 1 >r,Z 2 >r)={l-exp(-l/r)} 2~r -
Proof. Under normality, a point falling in region RQQ gives a score contribution with leading term -2r~Mog2; for regions R 10 and R 01 the contribution has leading term 2r -1 Iog2. The probability of falling in R u is given by (51); the corresponding score contribution is negative, and of magnitude at least r/2. Therefore, the expected score contribution for such a point is at least O{r~( 1~p)/<1+p) (logr)~p /(1+ " ) }. Consequently, the leading term of the expected score statistic, -[/ (B) /{(nlogn)/2}*, is (2n/logn)*[-2r-1 log2 + O{r-
which tends to oo with n for large fixed values of r for all p > 0. For variable thresholds as in § 4, substituting r n = an fi into (5-2) shows that the expected score statistic tends to oo for P < (1 + p)/{2(l -p)}, or converges to zero if 0 Js (1 + p)/{2(l -p)}. Thus for any 0 ^ /? <$, the score statistic tends to oo as n-> oo, hence always leading to independence being rejected.
• Proposition 2 shows that the score test of § § 3 and 4 rejects independence in this asymptotically independent case, and actually behaves as a test of exact independence against positive association between the extremes. In fact the test correctly rejects exact independence of the extremes of data with bivariate normal dependence since, by (51), for large r. However, under our modelling assumptions the only available alternative hypothesis is that of asymptotic dependence within the joint tail. This conclusion is clearly incorrect. This highlights that existing multivariate tail estimation methods, which are all based on either asymptotic dependence or exact independence in the joint tail, are inadequate for dealing with cases of asymptotic independence.
Since N n plays a fundamental role in independence testing, our attention focuses on the joint survivor function. Suppose that Z x and Z 2 are unit Frechet distributed and are nonnegatively associated. The bounding cases of this class are perfect dependence and exact independence, and, for large r, The parameter t\ characterises the nature of the tail dependence, and if its relative strength for a given r\. Both these quantities are important in joint tail estimation, but only if has been studied when r\ = 1 in the existing multivariate extremes literature. We refer to the parameter t\ as the coefficient of tail dependence. There are three classes of positive dependence implied by (5-3) which are illustrated in the following examples. as r -> oo. Using the terminology of Coles & Tawn (1994) , we call T the structure variable. For a structure variable with survivor function satisfying (5-5), exceedances of a high threshold u satisfy
since S£ is slowly varying. Expressing (5-6) in terms of the generalised Pareto distribution (1-1) gives
Equating the terms in (5-6) and (5-7) gives £ = r\ and a = r\u. This provides the basis of a method for estimating the coefficient of tail dependence. Given a sample { (Y u , Y 2i ) ; i= I,... ,n}, transform to approximate unit Frechet marginal variables to obtain {{Z u , Z 2i ); i=l,...,n}.
This could be achieved by marginal empirical probability integral transforms, or by methods incorporating the tail models (11) or (1-2) . From the transformed data, construct a sample from the structure variable, T, according to {7} = min(Z li , Z 2i ); i = l,... ,n}, and examine the limiting form of dependence between extremes of the marginal variables by estimating the coefficient of tail dependence via (5-7), i.e. as the shape parameter of the structure variable extremes. Since the scale parameter of the generalised Pareto distribution is threshold dependent, for convenience we use instead the equivalent point process representation (1-2), and therefore maximise the point process likelihood (Smith, 1989) L(^,<x,,£) = exp{-rcA(u)} fl A'(f,), as r-KX>. By identifying the parameters of (5-9) with the joint survivor form in (5-5), we see that ££{r) becomes absorbed into the location and scale parameters, with H+ = {:£?(/•)}' and o+ = rj{^(r)}' 1 , which can be taken as constants for all r > u since SC is slowly varying. We restrict attention to estimating these parameters by maximum likelihood; alternative methods such as Hill's estimator, and modified versions of it (Hills, 1975; Pickands, 1975; Dekkers, Einmahl & de Haan, 1989) , are available for specifically estimating £,.
From (5-4) it is clear that the independence tests in § § 3 and 4 are testing between asymptotic dependence when r\ = 1 and J5?(r) -/• 0, and exact independence when r\ = \ and SC(r) = 1, hence excluding all the intermediate cases of asymptotic independence. The nonregular behaviour encountered with the tests is due to these hypotheses not being smoothly nested (Ledford & Tawn, 1995) as is clear from (5-3). A more natural framework for testing independence is provided by our model for the joint survivor on the diagonal (5-3). Denoting the maximum of (5-8) under the restriction ^ 1 by LQ, that is consistent with asymptotic dependence, and writing L x for the unrestricted maximised likelihood, then, under the assumption of asymptotic dependence, 2 logCLj/Lo)-* W 2 in distribution as n -> oo for W as in (35). This provides a means for distinguishing between asymptotic dependence and asymptotic independence, a feature which all existing multivariate extreme value approaches, including our model of § 3, have been unable to do. This is because our joint survivor model (5-3) provides the basis for effectively examining the dependence structure at different levels simultaneously, and is thus able to distinguish between asymptotic independence and asymptotic dependence.
6. APPLICATIONS 6-1. Simulation results A summary of the maximum likelihood estimates of n obtained from simulated data with bivariate normal and bivariate extreme value logistic dependence is given in Table 1 . The simulations involved 1000 repetitions of samples of 2500 points, with thresholds taken at the empirical 95% point of the structure variable. The true values of the coefficient of tail dependence are given by n = (1 + p)/2 for the bivariate normal from (51), and n = 1 for the logistic for all a < 1 by (5-4). For the bivariate normal dependence structure, even when p = 0-9, the dependence is correctly classified as asymptotically independent in most cases. The positive bias in the medians arises because the higher order terms neglected in (5-3) are not negligible for the chosen threshold. Increasing the threshold reduces this bias.
For the bivariate extreme value logistic dependence structure, the bias is small for a = 0-4 or 0-6, i.e. when dependence is strong. However, as a increases, corresponding to a weaker degree of asymptotic dependence, the estimates of n are more consistent with asymptotic independence. Again, this effect is due to the threshold being too low. From (5-4) we have
So, near independence, the coefficient of r" 1 is small, and the dominant term in the expansion will be the r~2 term unless r is large.
To demonstrate this, a summary of the bias in the fj values obtained for various thresholds from simulated data with a = 0-99, i.e. very close to independence, is given in Table 2 . Even with the threshold at the empirical 99% level, the resulting fj values are more consistent with asymptotic independence. In a much larger simulation, taking the threshold at the empirical 9999% point of the structure variable gave fj values with median 0-95, more consistent with asymptotic dependence. This is an extreme case, but illustrates that fj may be biased when there is weak asymptotic dependence if the structure variable threshold is too low. Estimation is based on 1000 threshold exceedances, so the sample size varies between 10 000 for the threshold at the 90% level, and 100 000 at the 99% level. In each case 1000 repetitions were used.
62. Data analysis We analyse dependence between the marginal extremes of two sets of bivariate data: the wave and surge data that Coles & Tawn (1994) analysed with the multivariate point process approach, and the wind and rain data that Anderson & Nadarajah (1993) analysed with the model given in the Smith et al. report mentioned in § 1.
We first consider fitting joint tail models under the assumption of asymptotic dependence, specifically using the logistic dependence structure, as in (211). Pointwise profile likelihood based confidence intervals and maximum likelihood estimates of a as the marginal thresholds vary were obtained using the model given in the Smith et al. report and from our model (2-8). These are displayed in Fig. 1 for the wave and surge data, and in Fig. 2 for the wind and rain data. The bias in $L for the model given in the Smith et al. report decreases as the thresholds increase, but is still apparent even for high thresholds. As expected, this bias is larger for the wind and rain data, which is closer to independence, than the wave and surge data. The dependence parameter estimates obtained from our model are relatively stable even for thresholds lower than would usually be applied. Both models are based on the assumption of asymptotic dependence above the thresholds, so appropriate thresholds can be chosen from Figs 1 and 2 by ensuring that the dependence parameter estimates are approximately constant for higher thresholds. Consequently, threshold probabilities of approximately 09, i.e. exceedance probabilities A x = A 2 =0-l, are appropriate for the dependence structure of both data sets.
The score statistic -U in) /c n developed in § 3, for the n = 2894 wave and surge data, is 18-7 when 95% marginal thresholds are used, and 15-2 for 97-5% thresholds. By simulation, these values can both be shown to be clearly significant, indicating that the marginal extremes of wave and surge exhibit a marked dependence. For the n = 1737 wind and rain data, the score statistic is 3-5 for 95% thresholds, and 2-9 for 97-5% thresholds. These values are less significant, indicating that dependence between the extremes is weaker. However, as shown in § 5, the score test acts only as a test of exact independence versus positive association, so we need to assess the suitability of asymptotically dependent models for the joint tail. Pointwise maximum likelihood estimates and profile likelihood based confidence intervals for the coefficient of tail dependence are given for the wave and surge data in Fig. 3 , and for the wind and rain data in Fig. 4 . Over the range of structure variable thresholds used, the rj = 1 line, corresponding to asymptotic dependence, is always contained in the confidence interval for the wave and surge data. This confirms that using an asymptotically dependent model, such as the bivariate extreme value distribution with logistic dependence structure as above, is consistent with the observed dependence. However, for the wind and rain data, the confidence interval is more consistent with a weak form of asymptotic independence, so modelling based on a bivariate extreme value distribution, or any asymptotically dependent model, is inappropriate here, and instead an asymptotically independent model should be used. This consideration has potentially large repercussions on risk calculations, as the estimated probability of a jointly extreme event will be significantly inflated if an asymptotically dependent model is used when an asymptotically independent model is appropriate.
DISCUSSION
This paper demonstrates that existing statistical models for joint tail estimation, which are all based on asymptotic dependence, do not offer the flexibility required for general apphcation. The suitability of such models to data needs careful verification, as misleading and biased results may be obtained if they are applied in cases where asymptotic independence is more suitable. We have suggested a versatile and widely applicable model for the form of the joint survivor function along the diagonal. This model incorporates asymptotic independence for the first time, and includes the existing joint tail models as special cases. From this model we have developed a method for assessing the strength of dependence exhibited within the extremes of data. This provides a simple diagnostic for checking the suitability of existing multivariate extreme value methods. Joint tail methods for asymptotically independent random variables are yet to be developed; however this paper shows that such models are needed in practice.
