The recent explosion of data size in number of records and attributes has triggered the development of a number of Big Data analytics as well as parallel data processing methods and algorithms. At the same time though, it has pushed for usage of data Dimensionality Reduction (DR) procedures. Indeed, more is not always better. Large amounts of data might sometimes produce worse performance in data analytics applications, and this may be caused by the presence of missing data. These latter are a common occurrence and can have a significant effect on the conclusions that can be drawn from the data. In this work, we propose a new distributed statistical approach for high-dimensionality reduction of heterogeneous data that is based on the MapReduce paradigm, limits the curse of dimensionality and deals with missing values. To handle these latter, we propose to use the Random Forest imputation's method. The main purpose here is to extract useful information and reduce the search space to facilitate the data exploration process. Several illustrative numeric examples using data coming from publicly available machine learning repositories are also included. The experimental component of the study shows the efficiency of the proposed analytical approach.
I. INTRODUCTION
Big data is the aggregation of large-scale, voluminous, and multi-format data streams originated from heterogeneous and autonomous data sources [40] . The volume is the primary characteristic of big data that is represented by the acquisition of storage spaces in large-scale data centers and storage area networks. The massive size of the big data not only causes the data heterogeneity but also results in diverse dimensionalities in the datasets. Therefore, efforts are required to reduce the volume to effectively analyze big data [6] .
For about thirty years, data analysis methods have largely demonstrated their effectiveness in data processing in many fields. Data reduction is one of these methods and part of the descriptive (or exploratory) analysis. It tries to summarize a sample of data using graphs or numerical characteristics. This implies that data reduction is part of the multivariate exploratory statistics which seek to reduce the number of data dimension by extracting a number of factors, components, The associate editor coordinating the review of this manuscript and approving it for publication was Ali Kashif Bashir . clusters, etc., which explain the dispersion of (multidimensional) data.
In the case where it is certain that data (which is in most cases voluminous) contains useful information, the reduction methods can be applied in order to have a synthetic view and so to make easy the exploration process. The issue comes down to a problem of data structuring and knowledge extraction.
In this context, the simultaneous introduction of both quantitative and qualitative variables in a dataset for analysis becomes a frequent problematic when we talk about reducing heterogenous data. In fact, and when we talk about quantitative variable, we refer to mathematical variables measured in numerical quantities. For example, in the physical field, distance, mass, time and wave frequency are quantitative variables, in the social sciences, the age of a population is a quantitative variable, in psychology, the intelligent quotient is also a quantitative variable. When we refer to qualitative variables (called also categorical variables), we involve the measurement of the element's quality. The color of hair (e.g, black, white, red) or the type of the music (classic, slow, rock) are examples of nominal categorical variables. We distinguish also the special case of ordinal variables which are numerical qualitative variables. For example, a customer appreciation for a product can be noted from −2 (very bad) to +2 (excellent), going through zero (indifferent).
In the context of multidimensional data reduction, it is very frequent for the variables to be of a mixed nature (quantitative and qualitative). The usual processing consists in either putting the qualitative variables (resp. quantitative) into illustrative elements in a Principal Component Analysis (PCA) [37] (resp. Multiple Correspondence Analysis (MCA) [38] ), or discretizing the quantitative variables into qualitative variables according to an MCA. Which very often introduces a bias due to the choice of the number of classes and their amplitudes equal or different, and which causes a loss of information.
Many researchers are interested in this issue and have proposed methods that deal simultaneously with the two types of variables into active elements: the PCA with indicators [37] and more recently the Factor Analysis of Mixed Data (FAMD) [29] . But when it comes to high-dimensional data systems which aggregate massive data streams from heterogeneous data sources, many questions are asked and the most important ones are:
• Is data reduction a serious challenge in high-dimensional data?
• What the are the techniques or solutions to cater the effect of reducing high-dimensional data without effecting the data value? In fact, the methods of reducing the data representation space size can be processed either by the extraction or selection of the attributes. The extraction of the attributes transforms the initial attributes' space into a new one formed by the linear or non-linear combination of the initial attributes. Contrariwise, the selection of attributes selects the most relevant attributes according to a given criterion.
In these directions, and to answer the previous questions, we propose in this work to prove that the high-dimensionality reduction is really a serious challenge, and this, by suggesting a new distributed statistical approach that reduces the huge amount of heterogeneous data without affecting their value.
The rest of this paper is organized as follows: the Big Data complexity and the need to limit the curse of dimensionality is presented in section 2. Section 3 presents some statistical methodologies for descriptive data analysis. Section 4 introduces the proposed approach for reducing high-dimensional heterogenous data with missing values imputation. Section 5 discusses the computational results. Overall discussion with future extension remarks are stated in section 6.
II. ON BIG DATA COMPLEXITY AND THE DIMENSIONALITY CURSE LIMIT NEED
Research on Big Data analytics is entering in the new phase called fast data where multiple gigabytes of data arrive in the Big Data systems every second. Modern Big Data systems collect inherently complex data streams due to the 3 basic Vs [21] which are Volume, Velocity and Variety and to which added Veracity, Validity, Vulnerability, Volatility, Visualization and Value [27] of Big Data.
The well-designed big data systems must be able to deal with these dimensions effectively by creating a balance between data processing objectives and the cost of data processing (i.e., computational, financial, programming efforts) in big data systems. Data collection and storage capabilities have enabled researchers in diverse domains to observe and collect huge amount of data. However, large datasets present substantial challenges to existing data analysis tools. One major bottleneck in this regard is the large number of features or dimensions associated with some measured quantity. This problem frequently termed as ''the curse of dimensionality'' and deals with the cost of performing a reliable analysis that increases exponentially with dimension (variable, feature, attribute).
In addition, existing algorithms usually scale very poorly with the increase in number of the data dimensions. One solution to this problem is mapping the data from the high dimension space to a lower one while preserving almost the original structure of the data.
Dimensionality Reduction (DR) in general is the process of converting a set of data having high dimensions into data with lesser/lower dimensions ensuring that it conveys similar information concisely without affecting original information. DR can be considered a problem of global combinatorial optimization in machine learning, which reduces the number of features, removes irrelevant, noisy and redundant data, to obtain the accuracy and saves the computation time and simplifies the result. In fact, when it comes to Big Data, the analysis'process has been a great difficulty with number of dimensions (attributes) that adds much more difficulty to study the data.
To describe the DR, we assume that we have dataset represented in a n × p matrix y of n data vectors y i with i ∈ {1, 2,. . . , n} with dimensionality p. We assume further that this dataset has intrinsic dimensionality k (where k < p, and often k p ). Mathematically, intrinsic dimensionality means that the points in dataset y are lying on or near a manifold with dimensionality k that is embedded in the p dimensional space. Dimension reduction techniques transform dataset y with dimensionality p into a new dataset x with dimensionality k, while retaining data geometry as much as possible [1] , [5] , [10] , [11] , [19] .
The whole DR process is divided into two parts:
• Feature Selection also known as Variable Selection, Attribute Selection and Variable Subset Selection. It is a process of selecting the most important features (variables, attributes) for building models. By using feature selection technique we can remove the redundant or irrelevant features from the data without much loss of information.
• Feature Extraction: the transformation from highdimensional data to reduced feature data is called as VOLUME 7, 2019 Feature Extraction. The extracted feature are expected to be relevant information from the given input dataset. A wide range of DR methods are proposed in the existing literature . Some of the recent techniques with their features and other performance measures are presented in the  table 4 .
In recent years, life sciences have undergone a tremendous revolution following the rapid development of advanced technologies and laboratory instruments. The biomedical field may be the best example that has seen a remarkable advance since the advent of complete sequences of the genome. This post-genomics era has led to the development of new high-throughput techniques that are generating enormous amounts of data. These later may have much more variables than observations. In fact, research shows that fuzzy classification methods are a good choice for dealing with the above-mentioned problems. Recently, the authors of [36] presented linguistic hedges fuzzy classifier with selected features (LHNFCSF) to reduce dimensions, select features and perform classification operations by discarding redundant, noise-corrupted or even unimportant features. The results indicated that LHNFCSF not only help reducing the dimensionality of large medical data sets but also can speed up the learning process and improve the classification performance. Not far to this field, Bioinformatics research involves large volumes of data and complex data analytics. Most of the tools in bioinformatics use iterative machine learning methods. These tools can be scaled to handle large volume of data by using parallel and distributed computing models as provided in Hadoop and Spark. Big data tools and platform use more different data models and formats than used by traditional bioinformatics tools. The authors in [4] explore the data formats used by different tools and algorithms and also presents modern data formats that are used on Big Data Platform. It will help researchers and developers in choosing appropriate data format to be used for a particular tool or algorithm.
Single-cell RNA-seq data allows insight into normal cellular function and various disease states through molecular characterization of gene expression on the single cell level. Dimensionality reduction of such high-dimensional data sets is essential for visualization and analysis, but single-cell RNA-seq data are challenging for classical dimensionality-reduction methods because of the prevalence of dropout events, which lead to zero-inflated data. That's why, the authors of [30] develop a dimensionality-reduction method, (Z)ero (I)nflated (F)actor (A)nalysis (ZIFA), which explicitly models the dropout characteristics, and show that it improves modeling accuracy on simulated and biological data sets. One of the limitations of ZIFA is that it models strictly zero measurements rather than near-zero values. It has been possible to account for near-zero values in a univariate mixture modeling framework by placing a small-variance distribution around zero rather than a point mass. Achieving the same goal, in a multivariate context, requires further methodological thought and development to produce solutions that are computationally tractable with a large number of dimensions.
PCA [39] is a powerful tool in DR for highly correlated data. But, when it comes to big data, classical PCA approaches cannot be applied because of memory and storage barriers. To solve the problem, the authors of [42] propose a new approach. The basic idea is to derive an array of sufficient statistics by scanning data by rows. It shows that the proposed approach can provide exact solutions if the linear regression approach is used in the follow up analysis. This is an important property in the general PCA approach for big data, which will have great impacts on future research on dimension reduction for big data.
Human activity recognition (HAR) is an emerging research topic in pattern recognition, especially in computer vision. The main objective of human activity recognition is to automatically detect and analyze human activities from the information acquired from different sensors. Human activity prediction using big data remains a challengingly open problem. Several approaches have recently been developed in order to find practical ways to solve high dimensionality of data problems. The authors of [11] propose a framework that deals with HAR modeling involving a significant number of variables in order to identify relevant parameters from data and thus to maximize the classification accuracy while minimizing the number of features.
Recently, the importance of mobile cloud computing has increased. Mobile devices can collect personal data from various sensors within a shorter period of time and sensor-based data consists of valuable information from users. Advanced computation power and data analysis technology based on cloud computing provide an opportunity to classify massive sensor data into given labels. Random forest algorithm is known as black box model which is hardly able to interpret the hidden process inside. The authors of [8] propose a method to measure the influence of variables using Shapley Value method in random forest algorithm [34] . The approach tries to solve the multicollinearity problem in other techniques.
The DR contributions evolve with time. The authors of [41] propose a new method named cumulative slicing principle fitted component (CUPFC) model to conduct sufficient DR and prediction in regression. Based on the classical PFC methods, the CUPFC avoids selecting some parameters such as the specific basis function form or the number of slices in slicing estimation. The simulations investigate the effectiveness of this method in prediction and reduction estimation with other competitors. The results indicate that the new proposed method generally outperforms the existing PFC methods no matter how the predictors are truly related to the response. The application to real data also verifies the validity of the proposed method.
The current data tends to be more complex than conventional data and need DR. This latter is important in cluster analysis and creates a smaller data in volume and has the same analytical results as the original representation.
A clustering process needs DR to obtain an efficient processing time while clustering and mitigate curse of dimensionality. In [9] , authors propose a model for extracting multidimensional data clustering of health database. The results show that DR significantly reduce dimension and shorten processing time and also increased performance of cluster in several health datasets.
The wide spectrum view of the proposed methods for big data reduction uncovers that the DR is being carried out at several levels of big data architecture and in different forms.
III. STATICAL METHODOLOGIES FOR DESCRIPTIVE ANALYSIS
In this section, we present the most used statical methodologies for the descriptive data analysis. We focus on data preparation since it presents an important step in the data pre-processing which will be analyzed later.
Data cleaning or data preparation is an essential part of statistical analysis. In practise, it is often more time-consuming than the statistical analysis itself. 80% of data analysis is spent to clean and prepare data. This process consists in transforming raw data into consistent data that can be analyzed. It aims at improving the content of statistical statements based on the data as well as their reliability.
Data cleaning may profoundly influence the statistical statements based on the data. Typical actions like imputation or outlier handling obviously influence the results of a statistical analysis. For this reason, data cleaning should be considered as a statistical operation to be performed in a reproducible manner. Next, we detail the different steps of data cleaning.
A. EXPLORING RAW DATA
The first step in the data cleaning process is exploring raw data. We can think of data exploration itself as a three step process consisting in understanding the structure of our data, looking and finally visualizing it.
To understand the structure of the dataset, we check firstly the class of the data object to verify that it's a data frame, or a two-dimensional table composed of rows and columns, in which each column is a single data type such as numeric, character, etc.
B. TIDYING DATA
Tidying data is a small but an important aspect of data cleaning process which consists in structuring dataset to facilitate analysis. In fact, the principle of tidy data provides a standard way to organize data values which are qualified as messy, within a dataset. This step has been designed to facilitate initial exploration and data analysis and also to simplify the development of data analysis tools that work well together. Hence, in tidy data we have:
• Each variable forms a column. • Each observation forms a row. • Each type of observational unit forms a table.
Most statistical datasets are represented in the form of rectangular tables constructed from rows and columns. These tables are labelled in the most of time.
Let's distinguish the following data structure through pregnancy data sample. Table 1 provides a data sample with two columns and three rows. Each of them is labeled. Table 2 presents the same data sample as Table 1 but the rows and columns have been transposed. The data is the same, but the layouts are different. Tables 1 and 2 contain messy data because the vocabulary of rows and columns is not rich enough to say that it is the same data. So what is lacking in these two presentations is the semantics of the presented values.
A dataset is a collection of values, usually either quantitative or qualitative. Values are organized in two ways. Every value belongs to a variable and an observation. A variable contains all values that measure the same underlying attribute across units. An observation contains all values measured on the same units across attributes. Table 3 presents the tidy version of the pregnancy data sample. We note here that the dataset contains 18 values representing three variables and six observations. The variables are: 1) Name with three possible values (John Smith, Mary Johnson, Jane Doe).
2) Treatment with two possible values (a and b).
3) Result with five or six values depending on how we think of the missing value (1,2,3,11,16,-). Tidy data facilitate the extraction of needed variables to be used by an analyst or a computer because it provides a standard way to structure a dataset.
C. IMPUTATION OF MISSING DATA
It is very common to encounter missing data in statistics. However, the most of statistical methods can not be directly VOLUME 7, 2019 applied to an incomplete set of data because missing data can create problems for analyzing data. In this case, imputation is seen as a way to avoid problems involved with missing data.
Missing data can be replaced by plausible values, and this is called simple imputation. Nevertheless, simple imputation does not allow for uncertainty related to imputed data. To reflect this uncertainty, several imputations can be proposed for each missing data item. This is called multiple imputation.
In statistics, missing data (or missing values) occur when no data value is stored for the variable in an observation. Missing data are ambiguous and occur for a number of reasons such as individuals who do not answer to items of a questionnaire because of non or poor understanding, machines that fail, data which are considered unimportant at the time of entry, Inconsistencies with other data, and therefore data are deleted, etc.
1) MISSING DATA'S TYPES
In [24] , the authors presented a typology which divide missing data into three categories:
• Missing Completely At Random (MCAR): a missing data is distributed in a completely random manner if the probability of absence is the same for all the observations. This probability depends, therefore, only on external parameters independent of this variable. For example, a participant flips a coin to decide whether to complete the depression survey. We note that if the amount of MCAR data is not important then ignoring cases with missing data will not bias the analysis. However, a loss of precision in the results is to be expected.
• Missing At Random (MAR): given the observed data, they are missing independently of unobserved one. For example, male participants are more likely to refuse to fill out the depression survey, but it does not depend on the level of their depression.
• Missing Not At Random (MNAR): missing observations are related to values of unobserved data. For example, participants with severe depression, or side-effects from the medication, were more likely to be missing at end.
2) MISSING DATA DISTRIBUTION
Let consider Y = (y ij ) ∈ R n×p the data rectangular matrix for p variables Y 1 , . . . , Y p and n observations. Consider M = (m ij ) the indication matrix of the missing values, which will define the distribution of the missing data. We will then consider 3 types of distributions:
• Univariate missing values: this means that for a variable Y k only, if a y ki observation is missing, then there will be no observation of this variable. An illustration is given in figure 1 (a). • Monotone missing values: the missing values are called monotone if Y j is missing for an individual i. It implies that all the following variables Y k , k > j are missing for this individual (see figure 1(b) ). The missing data indicator M is then an integer M ∈ (1, 2, . . . , p) for each individual, indicating the largest j for which Y j is observed.
• Non-monotonic (or Arbitrary): in this case, the matrix of missing values is defined as M = (m ij ) with m ij = 1 if y ij is missing and zero otherwise (see figure 1 (c)).
3) ABSENCE'S PROBABILITY
Suppose our data is Y = (y ij ) ∈ R n×p , a rectangular matrix for p variables Y 1 , . . . , Y p and n observations. Consider M = (m ij ) the indication matrix of the missing values, the same size as Y which will define the distribution of the missing data. The probability of absence according to the type of data missing (MCAR, MAR or MNAR) can then be expressed as a function of M [25] . The data are divided in two subsets according to the matrix M indicating the missing data. Such a random matrix is basically a collection of indicator variables with the property that y ij is observed if m ij = 0, and y ij is missing whenever m ij = 1. Y and M together determine a partition of the data into two components : an observed and a missing component which we formally denote by Y = {Y obs , Y mis }.
We thus define Y obs = Y 1 {m ij =0} the observed data and Y mis = Y 1 {m ij =1} the missing data. The missing data mechanism is characterized by the conditional distribution of M knowing Y given by p(M |Y ).
In the case of MCAR data, the data absence (missingness) does not depend on the values of Y (Observed and unobserved values). We can cite for example :
• The case of flipping a coin to determine whether an observation goes missing.
• The probability of a birthweight being missing does not depend on -Observed data (child gender, smoking status, etc.) -Unobserved data (low birthweight does not influence risk of observation being missing) p(M |Y ) is given as follows:
Consider now the case of MAR and let Y obs be the observed part of the dataset and Y mis the missing data. MAR means that the data absence depends only on Y obs (Missingness unrelated to unobserved values).
For example, take political opinion polls. Many people refuse to answer. If you assume that the reasons people refuse to answer are entirely based on demographics, and if you have those demographics on each person, then the data is MAR. It is known that some of the reasons why people refuse to answer can be based on demographics (for instance, people at both low and high incomes are less likely to answer than those in the middle), but there's really no way to know if that is the full explanation. p(M |Y ) is given as follows:
Data are MNAR if the distribution of M depends also on Y mis .
• Simple imputation methods: we distinguish several simple imputation scenarios for the missing data such as: -Delete observations containing non-response to one of its characteristics: this method is the most radical one regularly valued. It obliges to apply a filter at first, consisting in setting a limit threshold of non-response per variable and deletes those that exceed it. Then, it deletes all the observations containing a non-response to a single characteristic which involves a loss of information sometimes valuable depending on the size of the data sample. This type of approach raises another point; is there a link between non-response and measured variables?. If such a link is proven, then the approach brings a considerable bias in the analysis of the results. -Adjust the analysis according to the different subsets of variables: this method is a variant of the previous one, since the idea is to consider only the variables we need, suppress the observations as described in the previous method and launch the analysis on this subpopulation. For example, if we apply a differential filter, each variable will be considered with its maximum number of observations. If the approach makes it possible to consider the information to the maximum of its availability, it can raise a problem of considerable comparability. -Transform the variable: it is a question of reconsidering the analysis from a different admitting angle. For a qualitative variable, a new modality will constitute it to represent the non-response. For a quantitative variable, we code the variable into several modalities, one of which represents the non-response. However, this approach requires a relatively high non-response rate to statistically represent an interpretable information. -Imputation by the mean, median and the most frequent value: this method allows the insertion in the blank field of an average value derived from the reporting units displaying the same set of predetermined characteristics. For example, if an income is missing from a registration, we could impute the average income of the same province for the same occupation and experience. This method belongs to univariate approaches, based only on the variable under consideration and interaction with the other variables in the dataset.
For quantitative variables, with the classical approach and when we want to impute nonresponse, we can replace it by the mean of the distribution if the sample size is particular or by the median if not. Qualitative variables are imputed by the most popular method. -Imputation by the conditional mean: it is more complex than imputation by the mean. It takes into account the interactions of the variable to be imputed with the others in the dataset. Two approaches may be preferred: * Constructing a multivariate model which will consider, as the response variable, the variable to be imputed and, as explanatory variables, the others. The value to be imputed is then the mean of the prediction. * If we have qualitative variables, then it is a matter of calculating the modal group average of the qualitative variables and averaging the values of the variable to be imputed in order to obtain the imputation value.
• Deterministic imputation methods: deterministic imputation is based on a deterministic model of the type shown by Eq. (3) .
where: -Y i is the variable trying to predict.
-X i is the variable using to predict Y i .
a is the intercept.
b is the slope.
-U i is the regression residual. The main defect we can find in this type of approach is that two individuals with the same characteristics will have the same imputation, which is really difficult to justify. Among the most common deterministic imputation methods we can cite :
-By decision : in a first step, we must define a subset of variables for which we have no non-response. The method consists in applying one of the following three algorithms: k-Nearest Neighbors [28] , Decision Tree [22] and Random Forest [34] .
-Local regression: the LOcal regrESSion (LOESS)
allows missing data to be imputed. For this, a weak polynomial degree is adjusted around the missing data by weighted least squares, giving more weight to the values close to the missing data [7] .
-Nonlinear Iterative Partial Least Squares (NIPALS):
is an iterative method close to the Partial Least Squares (PLS) regression, used to estimate the elements of a PCA of a random vector of finite dimension. This algorithm can be adapted for imputation of missing data [32] .
-By decomposition into singular values (SVD): if
there are more observed data than missing data, the dataset Y is separated into two groups: Y c for the complete observations and Y m including individuals for whom some data are missing. We consider after that the decomposition into singular values (SVD) truncated from the full dataset [16] .
IV. DISTRIBUTED APPROACH FOR HIGH-DIMENSIONALITY HETEROGENOUS DATA REDUCTION
In this section, we introduce a new distributed approach to reduce high-dimensional heterogenous data.
A. MODEL OVERVIEW
Our proposed approach is based essentially on 3 primordial steps as following:
• Data preparation and cleaning; • Data splitting;
• Data Reduction. The third step is entirely parallelized according to MapReduce paradigm. Hadoop is the software infrastructure that allow to run our MapReduce schema in a massively distributed way on a cluster of machines, while taking in consideration the issues of distributed computing. Figure 2 shows the general overview of the proposed approach. As we see Big Data is the feed source of our approach. Because of their heterogeneous nature, these later need to be prepared and cleaned. After that, they will be splitted in order to be processed by the different maps according to their nature to know quantitative or qualitative. Thereafter, the resulting PCA matrix will be the input of the Reduce task to generate as a final output the cleaned and reduced data.
B. PROPOSED ALGORITHM
An algorithmic description detailing the Main procedure is given in algorithm 1. We note here that the execution system is composed of one master, a mapper and a reducer. The Mapper is responsible for the execution of the map function, the reducer executes the reduce function and the master schedules the execution of parallel tasks.
Algorithm 1 Distributed High-Dimensionality Reduction of Heterogeneous Data Algorithm
1: Data cleaning and preparation. 2: Split the quantitative and the qualitative variables. 3 
: Data Reduction (See Algorithm2)
The main procedure makes it possible to create a Hadoop configuration object required to:
• Allow Hadoop to obtain the general configuration of the cluster. The object in question could also allow the user to obtain the configuration options.
• Allow Hadoop to retrieve possible generic arguments available on the command line (for example, the package name of the task to be executed if the .jar contains more than one). the user will also retrieve the additional arguments to use it. The user can specify the name of the input file and the name of the HDFS output directory for the Hadoop tasks using the command line. Thus, a new Hadoop Job object was created (Hadoop task) which in turn informs Hadoop of the names of Main, Map and Reduce tasks. We use the same object to inform Hadoop of the data types used in the program for the key, value couples. The previously Job Object created is used to trigger the task launch via the Hadoop cluster.
Algorithm 2 The Data Reduction MapReduce Algorithm
Input: X (n×p matrix) : Data cleaned, prepared and splitted, specifying mappers and reducers numbers. Output: X (n × p matrix) : Reduced data //Map Task 1: Apply the reduction centering function on the quantitative variables. 2: Apply the complete disjunctive function on the qualitative variables. 3: Apply the weighting on the indicators. 4: Combine the two matrix resulting from steps 2 and 4 (combination by columns) and rounding the values of the new matrix to 3 decimal digits. 5: Perform a PCA on the given data matrix and returning the results as an object of class, then checking the rotation. //Reduce Task 6: Check the standard deviation of principal components and compute the proportion variance of each component. 7: Check the proportion variance of components that contain more than 90% of the information.
The input is the Big Data which is of messy heterogenous nature and with missing values. After going through the data preparation and cleaning step and the data splitting ones, the main algorithm calls the Data Reduction step (see algorithm 2). This latter gives us the hand to indicate the number of mappers as well as reducers when entering to the mapreduce programmation paradigm. The quantitative data and the qualitative ones are each processed separately in a Map task. After that, they will be combined to give birth to the resulting PCA matrix, which, in turn, will be the feed source of the Reduce task. Finally, after checking the standard deviation of principal components and compute the proportion variance of each component and checking the proportion variance of components that contain more than 90% of the information, we obtain the cleaned and reduced expected data.
C. APPROACH ILLUSTRATION EXAMPLE
To highlight this approach via an illustrative example, we have used the dataset which describes a sample of 27 small cars from the Belgian market. In this example, we have 9 mixed variables formed by 6 continuous quantitative variables: the displacement, the urban consumption, the maximum speed, the volume of the boot, the weight power ratio and the length. In addition, there are 3 nominal qualitative characteristics : the tax power (4CV, 5CV, 6CV), the manufacturer's mark (French, Foreign) and four price classes (CP1, CP2, CP3, CP4). We have a totaling of 9 modalities as shown in the Table 5 . We note that our dataset is tidy because it is clear that 1) each variable forms a column, 2) each observation forms a row and 3) each type of observational unit forms a table (see Table 5 ).
We draw attention to the fact that despite the increasing of the data amount, missing data problems remain widespread in statistical problems and require a particular approach. Since our approach aims to reduce this deluge of data, we propose to apply a missing data imputation algorithm to our mixed dataset after seeding 10% of missing values on the mixed dataset as shown in Table 6 . The 10% of missing values added to our initial dataset are broken down as shown in Figure 3 .
To impute missing values, we propose to apply the Ran-domForest algorithm [34] . This algorithm aims to predict individual missing values accurately rather than take random draws from a distribution, so the imputed values may lead to biased parameter estimated in statistical models. We assume X = (X 1 , X 2 ,. . . , X P ) to be a n × p dimensional data matrix. The dataset can be separated into four parts: The imputation procedure is repeated until a stopping criterion is met. The algorithm 3 gives a representation of the missForest method.
Algorithm 3 RandomForest Algorithm
Input : X : an n × p matrix, stopping criterion The stopping criterion γ is reached as soon as the difference between the matrix of newly imputed data and the previous one increases for the first time.
The difference of the set of continuous variables N is defined as shown in the Eq. (4) .
In the case of qualitative variables F, the difference will be as described in the Eq. (5) .
where #NA is the number of missing values in the categorical variables.
After applying the RandomForest algorithm, the imputation of missing values produces the result shown in the Table 7 . To check the imputation error, we have used two concepts: NRMSE (NoRmalized Mean Squared Error) [31] and PFC (Proportion of Falsely Classified) [23] . The NRMSE is used to represent error derived from imputing continuous values whereas PFC is used to represent error derived from imputing categorical values. Table 8 presents the imputation error. The obtained result suggests that categorical and continuous variables are imputed respectively with 12% and 22% errors. This can be improved by tuning the values of mtry which refers to the number of variables being randomly sampled at each split and ntree parameter that refers to number of trees to grow in the forest.
2) SPLITTING QUANTITATIVE AND QUALITATIVE VARIABLES

Mixed variables may have different distributions in a dataset:
• All quantitative variables precede all qualitative variables.
• All qualitative variables precede all quantitative variables.
• Random distribution of different types of variables. The panorama of the quantitative and the qualitative variables is illustrated respectively in tables 9 and 10.
3) DATA CENTERING REDUCTION FOR QUANTITATIVE VARIABLES
In this step, we apply a centering reduction function on the quantitative variables. The reduced center variable or z-score allows to indicate how many standard deviations, above or below the mean, is a sample of data series. To find the reduced centered variable of an item in the sample, we will need to find the mean, variance and standard deviation of the sample. Then we will have to differentiate between the value of this element and the sample mean and finally divide that result by the standard deviation of the same sample.
Function 1 describes the main steps of data centering reduction.
Function 1 DataCenteringReduction () if
Quantitative variables x neither centered nor reduced then
where :
• length(x) is the number of the quantitative variables which is equal to 6 in our cars case study.
• mean(x) is the arithmetic mean of each quantitative column. It is presented by Eq. (6).
• var(x) is a measure of how the quantitative values is dispersed around the mean. It is presented by equation (7).
After applying the data centering and reduction (see function 1), we have the result shown in the Table 15 .
4) COMPLETE DISJUNCTIVE CODING FOR QUALITATIVE VARIABLES
This step deals with the application of the complete disjunctive table on the qualitative variables. This table consists of the bursting of a table defined by n observations andualitative variables in a table defined by n observations and p indicators where p is the sum of the number of modalities of q variables: each variable Q (j) is decomposed into a sub-table with q (j) columns where column k contains 1 for the observations corresponding to the k-th modality and 0 for the other observations. In our example, Tax, Marq and Price are the qualitatives variables. The result is presented in the table 16.
5) DATA INDICATOR WEIGHTING
The weighting of the data consists in assigning a weight to each individual in the initial dataset. The primary objective is to correct the representativeness of the initial dataset according to certain key variables in order to facilitate the extrapolation of the result [33] . Function 2 describes the course of the indicator weighting. where mean(x) is the arithmetic mean of each qualitative column in the complete disjunctive table. By applying this function, we obtain the result presented in Table 17 .
6) TRANSFORMING DATA TO PCA
In this step, we combine the resulted table of the centering and reduction function and the complete disjunctive table. This combination is called combination by columns. After that, we round the values of this combination to 3 decimal digits and we obtain the result showed in Table 18 .
7) PERFORMANCE OF THE PCA AND CHECK OF THE ROTATION
Here, we apply the PCA method and we select by way of example the first 10 principal components as shown in Table 19 .
The rotation measure provides the principal component loading. Each column of rotation matrix contains the principal components loading vector. This is the most important measure we should be interested in.
The rotation returns 15 principal components. Absolutely, in a dataset, the maximum number of principal component loadings is a minimum of (n − 1, p). But let firstly look at 6 principal components and first 5 rows (Table 11 ). 
8) STANDARD DEVIATION AND VARIANCE PROPORTION OF EACH COMPONENT
The standard deviations of the principal components are presented in Table 12 . We aim to find the components which explain the maximum variance. This is because we want to retain as much information as possible using these components. So, higher is the explained variance, higher will be the information contained in those components. Table 13 explains more the variance proportion of each component. Table 14 , the first six components alone contain 94.39% of the information, so it is reasonable to keep only six variables by losing only 5.61% of information. We can also account for these proportions with a bar plot of variances. Consequently, our initial dataset may be reduced, instead of 10 variables we can use only 6.
As shown in
V. EXPERIMENTAL STUDY A. EXPERIMENTAL PROTOCOL
The master node works as the user interface and hosts both RHadoop master processes: the NameNode and the JobTracker. The NameNode handles the HDFS, coordinating the slave machines by the means of their respective DataNode processes, keeping track of the files and the replications of each HDFS block. The JobTracker is the MapReduce framework master process that manages the TaskTrackers of each compute node. Its responsibilities are maintaining the load-balance and the fault-tolerance in the system, ensuring that all nodes get their part of the input data chunk and reassigning the parts that could not be executed. RHadoop is a complete set where we can process our data efficiently, perform some meaningful analysis [15] . It allows data scientists familiar with R to quickly utilize the enterprise-grade capabilities of the MapR Hadoop distribution directly with the analytic capabilities of R. In fact, it is considered as a collection of three R packages: rmr, rhdfs and rhbase. The rmr package requires Rcpp, RJSONIO, bitops, digest, functional, stringr, plyr, reshape2. Rhdfs require rJava package. We need to put in these packages before install rmr and rhdfs severally. Rmr package provides Hadoop MapReduce practicality R, rhdfs HDFS provides file management and rhbase provides HBase management from among R. Below mentioned packages provides the practicality of Hadoop among R. The figure 4 illustrates the RHaddop architecture. 
B. DATA OF EXPERIMENTATION
The experiments have been yielded on datasets obtained from the University of California at Irvine (UCI) Machine Learning Repository [2] . More details are given as follows:
• Internet Advertisements Data: this dataset was constructed by Nicholas Kushmerick [20] and represents a set of possible advertisements on Internet pages. The features encode the geometry of the image (if available) as well as phrases occuring in the URL, the image's URL and alt text, the anchor text, and words occuring near the anchor text. The task is to predict whether an image is an advertisement (''ad'') or not (''nonad''). This dataset consists of 10000 quantitative attributes with 1500 instances.
• Amazon Commerce Reviews data: this dataset is derived from the customers reviews in Amazon Commerce Website for authorship identification. Most previous studies conducted the identification experiments for two to ten authors. Data is in raw form and contains columns of data for real variables. It is created by ZhiLiu et al. [26] and cited as example in [35] . We use a version of this dataset with 3279 instances and 1558 mixed attributes. The basic information of these benchmark datasets is illustrated in table 20. For each dataset, we show the number of examples (#Instances), number of attributes (#Dimension), the type of attributes (#Type) and the number of classes (#ω).
C. PERFORMANCE MEASURES
To verify the efficiency and performance of the proposed approach, we need several types of measures to characterize its abilities and variants. In the following, we briefly describe the considered measures:
• Reduction rate: It measures the reduction of storage requirements achieved by our parallel algorithm via the equation (8) . • Accuracy: We use two different measures to evaluate the accuracy: -Spearman coefficient (The Spearman's Rank Correlation Coefficient). It is a statistical measure used to discover the strength of a link between two sets of data [17] . This ratio uses the ranks of variables instead of their values. Possible values range from -1 (strong negative relation) to 1 (strong positive relation). If ratio is equal to zero, this means there is no statistical link between datasets. To calculate this ratio, R function cor() with method ''spearman'' was used. the initial amount of information. A lesser value of this measure means better accuracy.
Reduction
• Test classification time: It refers to the time needed to classify all the instances in the new dimension space of regarding a given initial dataset.
1) REDUCTION RATE
The first dataset, Internet Advertisements, is composed of 1554 quantitative variables and 5 categorical variables.
In fact, we sowed 10% of missing values randomly. We imputed these latter by using the missForest algorithm [34] as we have done in out approach. To inspect the distribution of original and imputed data, we used the stripplot() function that shows the distribution of the variables as individual points as described in figure 7 . What we would like to see is that the shape of the magenta points (imputed) matches the shape of the blue ones (observed). The matching shape tells us that the imputed values are indeed plausible values. By applying our algorithm, we arrive to reduce the dimensionality from 1559 mixed variables to the half nearly. Only 778 variables contain about 90.08% of information. We arrived at this important result after a certain time estimated by 9.262416 seconds which is noteworthy. The second dataset, Amazon Commerce Reviews, is a particular case of data type that our algorithm supports because all variables are quantitative. We sowed randomly 10% of missing values in this dataset. In fact, we imputed these latter by using the missForest algorithm [34] . To inspect the distribution of original and imputed data, we used another helpful plot which is the density plot(). The density of the imputed data for the 20th imputed variable is showed in magenta while the density of the observed data is showed in blue as shown in figure 8 . Again, under our previous assumptions we expect the distributions to be similar.
After applying the new approach of data reducing (which taken 3.638808 ), we concluded that only 1300 variables can resume 97.76% of information, which is impressive. 
2) ACCURACY
In this part, we demonstrate that our DR approach deals with the best accuracy according to the PCA method for big data [42] when processing the Amazon Commerce Reviews dataset.
According to the Spearman coefficient ( Figure 5 ), the best accuracy is achieved when processing the Amazon Commerce Reviews dataset whith our approach.
According to the Shannon entropy ( Figure 6 ), there is a significant difference of accuracy between reduced data resulted from the PCA method for big data [42] and those resulted from our method. This estimator shows clearly how accurate the projection got by using particular dimensionality reduction method retains the initial amount of information. A lesser value of this measure when processing our proposed method means better accuracy.
3) ABOUT RUNTIME
In order to enrich the experiment and to more strongly verify the suggested points, a second experiment is conducted using the same datasets that tests the test classification time. This latter means the time that takes a dataset to reach its conventional classes number. According to figure 9, after applying our algorithm, both datasets reached their optimal classes number in a time less than the one before applying it. That proves that our approach not only reduces the datasets dimension but also keeps practically the same information resides on it.
VI. CONCLUSION
Big Data revolution has led the scientific community to ask questions about infrastructures and architectures capable of handling large volumes of varied data. Thus, many professional and open source solutions appear on the market facilitating the processing and data analysis in large dimensions.
However, when it comes to data analysis, Big Data raises theoretical and statistical problems that must also be addressed. Many classical statistical algorithms are undermined by scaling and problems of robustness and stability arise. Therefore, to limit this curse of dimensionality, we have proposed a distributed high-dimensionality reduction algorithm of heterogeneous data based on the MapReduce paradigm handling by the RHadoop framework.
The suggested algorithm is based on both PCA and MCA which are both descriptive methods. The PCA method enables the processing of quantitative variables while MCA method enables the processing of categorical variables.
Comprehensive experiments on two real datasets have been conducted to study the impact of using our algorithm to limit the curse of dimensionality.
As future work, we propose to i) test our algorithm on our previous contribution in the Big Data Mining context [12] - [14] ; ii) use Big data analytics to uncover hidden patterns, unknown correlations and other useful information residing in the huge volume of data and iii) benefit from our distributed approach in favor to enhance the Big Data Mining process.
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