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• Seit 2014 eingesetztes Open-Source Bibliothekssystem für kleine 
Bibliotheken in Thüringen
• Stetige Weiterentwicklung durch die Community
• Stetige Anstieg der Nutzer der Lösung der ThULB
– 2014 Gedenkstätte Buchenwald, Historische Bibliothek Rudolstadt
– 2015 Stiftung Ettersberg, Gedenkstätte Mittelbau-Dora
– 2016 Thüringer Landearchive Rudolstadt, Gotha, Greiz, Altenburg, 
Meiningen
– 2017 Stadtmuseum Camburg, SBZ Kyffhäuserkreis, Thüringer 
Landesamt für Vermessung und Geoinformation, Medienzentrum der 
EKM Neudietendorf




• Evaluierung von Maßnahmen zur automatischen Installation der 
oben angesprochenen Grundkomponenten
• Ziel: 
– Installation „on Click“
– einheitliche Einrichtung mit vorgegebenen Parametern und 
Konfigurationen
– Update der Server
– Erweiterbarkeit und Anpassbarkeit
– Einfache Handhabung




• Client-Server Prinzip – Ruby (https://puppet.com/de) 
• Open Source
• Module - YAML
– Chef
• Client-Server Prinzip – Ruby (https://www.chef.io/) 
• Chef DK
• Recipes / Cookbooks - DSL
– Ansible
• Nicht Clientbasiert – nur SSH Zugang notwendig (https://www.ansible.com/)
• Roles / Playbooks - YAML / JSON
• Auswahl: Ansible  Clientunabhängig / Python / Vorlagen
Ansible /1
• Von RedHat entwickelt und kostenlos nutzbar (
https://github.com/ansible/ansible)
• Server oder Host verwendet Ansible um die erstellten Playbooks 
und Rollen auf die zu verwaltenden Server auszuspielen
– Konsolenbasiert
• Zu verwaltende Server müssen dem Host bekannt gegeben werden
• Playbooks müssen als YAML Datei angelegt werden
• Sogenannte Tasks bestimmen die Abarbeitungsschritte des 
Playbooks
Ansible /2
• Kommandozeilenbefehl führt das Playbooks aus
• Server antwortet im JSON Format (lesbar und verständlich)
• Die Playbooks bzw. Tasks können durch dynamische Variablen, 
Templates und Handler erweitert werden
– Variablen sind veränderbar
– Templates können als Vorlagen genutzt werden und mit Variablen 
gefüllt werden
– Handler führen bestimmte Dienste aus ohne diese permanent neu 
definieren zu müssen
• Rollen dienen zur Vereinfachung und zur besseren Strukturierung 
der Playbooks
Ansible /3
• Rollen haben eine feste Struktur, welche durch die Playbooks 
abgerufen werden
– Tasks – Schritte die von der Rolle ausgeführt werden
– Handlers – Dienste
– Defaults – Default Variablen
– Vars – Andere Variablen
– Files – Dateien zum Ausspielen
– Templates – Templates zum Ausspielen
– Meta – Meta Informationen für die Rolle
– Jedes Verzeichnis benötigt ein „main.yml“-Datei aber nicht jedes 
Verzeichnis muss existieren
• Playbook wird damit vereinfacht (Beispiel)
Ansible /4
• Was nutzt die ThULB für KOHA:
– 4 Playbooks mit verschiedenen Rollen
– KOHA
• Apache, Git, MariaDB, PHP, PHPMyAdmin, PHPMySql, Postfix, UFW, 
KOHA, KOHA-Sites
– KOHA-AFTER-INSTALL
• Update Cron Jobs, MySQL-Init Autoincrement
– KOHA-THULB
• GitlabSSHKey, GitlabRepository, AuthorizedValues, Template, Z39.50
– Ubuntu-Upgrade
• Alle Rollen und Playbooks sind auf einem zentralen Git verwaltet 
und gepflegt
• Ausführung über lokalen Host aufwendig und Zeitgesteuerte Pflege 
nicht möglich
Ansible-Tower /1
• Ansible-Tower ist die Webbasierte Verwaltungsoberfläche für 
Playbooks, Hosts und alle weiteren Optionen die mit Ansible 
bedient werden können
• Kostenpflichtig (ab 100 Hosts)
– Freie, aber eingeschränkte Lizenz für maximal 10 Hosts
• Serversoftware (RedHat, CentOS)
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