Abstract. If P (x, ∂) is an r × r system of differential operators on R N having continuous coefficients with vanishing oscillation at infinity, the Cordes-Illner theory ensures that P (x, ∂) is Fredholm from (W m,p ) r to (L p ) r for all or no value p ∈ (1, ∞). We prove that both the index (when defined) and the spectrum of P (x, ∂) are independent of p.
Introduction
Let P (x, ∂) := |α|≤m a α (x)∂ α be a differential operator on R N with coefficients a α ∈ O 0 (R N ), the space of bounded continuous complex-valued functions having vanishing oscillation at infinity (see Section 2) . The Cordes-Illner theory, announced by Cordes in [2] but completed by Illner [12] , gives a simple necessary and sufficient condition for P (x, ∂) to be a Fredholm operator from the Sobolev space W m,p := W m,p (R N ) to L p := L p (R N ) for some p ∈ (1, ∞). This condition can be generalized to systems P (x, ∂) := |α|≤m A α (x)∂ α with r × r coefficient matrices A α and it is independent of p in all cases. Thus, the Fredholm property is p-independent, which suggests, but does not prove, that the index is p-independent as well. In that regard, it should be pointed out that the method of Cordes and Illner is based on the characterization of Fredholm operators by their invertibility modulo compact operators, which annihilates information about the index.
Unfortunately, Illner's exposition is not self-contained and many other sources must be checked for background material and several proofs. This, plus the heavy Banach algebra flavor, may explain why the theory has remained unknown to most potential users. In fact, twenty years after its publication, it was partially rediscovered by Fan and Wong [6] in 1997 by pseudodifferential operator methods which do not clarify the properties of the index.
For boundary value problems on bounded domains, the p-independence of the index was first observed by Geymonat [8] in 1965, and it continues to be investigated in ever greater generality (Kozhevnikov [13] ). However, for problems in the whole space (or other unbounded domains) it has remained a mostly unanswered question, in spite of various related classical results.
For instance, Seeley [18] proved it for a class of elliptic singular integral operators on L p for which ellipticity is equivalent to Fredholmness, which is not the case with operators arising from PDEs on the whole space. Next, the Fedosov-Hörmander formula for the index (see (3. 3)) does not depend upon p, but since it has only been proved when p = 2, it does not say anything about p-independence. Lastly, in the weighted Sobolev spaces considered by McOwen [15] and others to discuss perturbations of the Laplace operator, neither the Fredholm property nor the index are p-independent. Among the positive results, Fredholm differential operators with constant coefficients are isomorphisms (an easy by-product of their commuting with translations), hence have index 0 irrespective of p ∈ (1, ∞). Also, the pindependence of the index of Schrödinger operators with Kato-Rellich potentials is proved in [17] .
In practice, the importance of p = 2 is crucial in many, if not most, nonlinear PDEs of order m involving Fredholm operators, which can only be formulated in the W m,p setting with p > 2. In such problems, the p-independence of the index of the linearization reduces its calculation to the case when p = 2, in which more results and methods are available. This remark is expanded at the end of Section 3. Also, minimal smoothness of the coefficients is desirable since linearizations of nonlinear operators on W m,p do not have C ∞ coefficients. In contrast to the index question, the investigation of the p-independence of the spectrum, a more specialized issue, has taken much momentum since the 1986 paper of Hempel and Voigt [9] . Most of its subsequent generalizations are based on Gaussian estimates or functional calculus and often assume strong ellipticity and (at least) Hölder continuous coefficients. Relatively few discuss operators of arbitrary order and even fewer systems of arbitrary order; see the 1997 survey by Davies [4] for more information about hypotheses and methods. Once again, the p-independence of the spectrum is important in nonlinear problems (for the implicit function theorem or the existence of bifurcation points, among other issues) since the direct characterization of the spectrum is usually much simpler when p = 2.
In this paper, we show that, under the sole assumption that the coefficients are in (O 0 (R N )) r×r , the index of a system
r is, when defined, independent of p ∈ (1, ∞) (Theorem 3.5). The proof is conceptually simple. However, the argument relies in part on a connection between the Fredholmness of the operator and the asymptotic behavior of the solutions observed only recently ( [16] ).
As an application of Theorem 3.5, we also prove, without any additional assumption, that the spectrum of P (x, ∂), viewed as an unbounded operator on (L p ) r with domain (W m,p ) r , is also p-independent in the range (1, ∞) (Corollary 4.5). Ellipticity is not needed explicitly but plays a major role insofar as failure of uniform ellipticity implies that the spectrum is the whole complex plane. Once again, in sharp contrast with many other treatments of the same problem, the proof uses only elementary concepts, even though our assumptions are more general in several respects. In fact, when the coefficients are smooth, spectral independence follows at once from the results of Section 3 and only the transition to continuous coefficients requires a careful examination.
The Cordes-Illner theorem
In this section, we give a description of the main result of the Cordes-Illner theory. The space C b (R N ) of complex-valued bounded continuous functions on R N is equipped with the uniform norm. Given a ∈ C b (R N ), the modulus of continuity mc a of a is the nonnegative function on R N defined by
We define the space O 0 (R N ) of bounded continuous functions on R N with vanishing oscillation at infinity by
The main result of the Cordes-Illner theory reads as follows (in a specialized form sufficient for our purposes): 
While not developed by Cordes (except when p = 2, a nontypical case) or Illner, the theory for systems (r ≥ 2) is discussed by Sun [19] . A proof of Theorem 2.1 for p = 2 also appears in Hörmander [11] , under some restrictions about the coefficients. When p = 2 and r = 1, an earlier proof was given by Taylor [20] with the help of the C * -algebra apparatus, not available when p = 2. By dividing both sides of (2.2) by (1 + |ξ| 2 ) mr 2
and letting |ξ| → ∞, we obtain det
2) entails the uniform Petrovsky ellipticity condition
but note that (2.2) also depends upon the lower-order terms. When r = 1, (2.3) reduces to the usual uniform ellipticity condition.
The p-independence of the index
We shall now complement Theorem 2.1 by showing that not only the Fredholm property, but also the index of P (x, ∂) :
r for various values of p, we shall use the notation
In what follows, we shall make repeated use of the space
The first result we need is the denseness of
, which is easily established by a mollification procedure (see [3, Lemma 2] ). For future reference, we record it in
The next lemma is more or less folklore, but apparently hard to find in print. It states that the regularity of the solutions depends only upon the Fredholmness of the operator P (x, ∂), with no need for any explicit ellipticity assumption. Of course, ellipticity is embodied by the equivalent condition (2.2) for Fredholmness, but it is noteworthy that (2.2) does not incorporate strong ellipticity.
Proof. In this proof, the norm of (
follows from the open mapping theorem if we show that (W m,p ) r is complete for this norm. In turn, this amounts to proving that if
r entails the convergence of
The coefficients A α are smooth and bounded, with bounded derivatives of all orders. Therefore, by the well-known method of differential quotients and induction, it follows from (3.2) that, if
Lemma 3.3 below relies on the fact that Fredholmness alone implies the exponential decay of the solutions of PDEs with exponentially decaying right-hand sides ( [16] ). 
D is dense and Z is closed, and the result is obvious. From now on, we assume To prove the claim, we also argue by contradiction: Otherwise, there is a sequence (w n ) ⊂ D with w n → y such that (D 0 ⊕ Cw n ) ∩ Z contains a sequence of nonzero vectors, say v n + θ n w n with v n ∈ D 0 and θ n ∈ C. After rescaling, we may assume ||v n ||+|θ n | = 1. If so, (v n ) and (θ n ) are bounded and, since D 0 is finite dimensional, we may also assume that v n → v ∈ D 0 and θ n → θ ∈ C. Then, ||v|| + |θ| = 1 and v+θy ∈ Z by the closedness of Z. Since (D 0 ⊕Cy)∩Z = {0}, we infer that v+θy = 0, which requires θ = 0 and v = 0 since y / ∈ D 0 . This contradicts ||v|| + |θ| = 1. The above shows that, assuming codim Z > k, there is w ∈ D\D 0 such that (D 0 ⊕ Cw) ∩ Z = {0}. Now, since w ∈ D, the hypotheses of the lemma ensure that there are scalars 
Proof. That P q (x, ∂) is Fredholm for every q ∈ (1, ∞) follows from Theorem 2.1. With q being now fixed, we prove that its index equals index P p (x, ∂). With no loss of generality, we may assume that 1 ) and note that a small perturbation of the coefficients A α (in the uniform norm) induces a correspondingly small perturbation of both
, which therefore does not affect the Fredholm property or the index of P p (x, ∂) and P q (x, ∂).
With Φ = 0 in Lemma 3.3, we obtain at once that ker P p (x, ∂) = ker P q (x, ∂). Therefore, to complete the proof, it only remains to show that codim rge P p (x, ∂) = codim rge P q (x, ∂). Set k := codim rge P p (x, ∂) and let Φ 1 , ..., Φ k span a complement of rge
r and the closedness of rge P (x, ∂), we may and shall assume that
To ascertain that codim rge P q (x, ∂) ≤ k, the only thing to check
. The above shows that codim rge P p (x, ∂) ≥ codim rge P q (x, ∂). Hence, equality holds since p and q are arbitrary. On the other hand, under suitable additional assumptions about the coefficients A α (see below), the index of P p (x, ∂) is given by
is invertible on the exterior of B (recall condition (2.2), equivalent to the Fredholmness of P p (x, ∂)), Tr is the (matrix) trace and [1] , when p = 2, formula (3.3) follows from Hörman-der [11, Theorem 7.3] and extends a prior result of Fedosov [7] for a smaller class of symbols. Theorem 3.5 implies its validity for all p ∈ (1, ∞). The direct proof of (3.3) involves special features of L 2 and cannot be repeated when p = 2. Also, (3.3) has only been proved for smooth (C ∞ ) coefficients A α with derivatives satisfying
factors). As noted by Bott and Seeley
(3.4) |∂ β A α (x)| = O(|x| −|β| ) as |x| → ∞.
It is a conjecture of Bott and Seeley that formula (3.3) is still valid when
r×r , but we are not aware that the issue has been settled.
By the stability of the index under small perturbations, (3.3) provides a way to calculate the index of P p (x, ∂) when the coefficients A α are merely continuous but can be uniformly approximated by smooth coefficients satisfying (3.4). For instance, when A α (x) has a constant limit A ∞ α when |x| → ∞. When r < N, the right-hand side of (3.3) vanishes. This is implicit from parts of the discussion in [1] . The argument may be briefly summarized as follows. For k ∈ N, define the differential forms on GL(C r ) by
where Z ∈ GL(C r ). The forms ω k are closed, and it is known that the de Rham cohomology of GL(C r ) is an exterior algebra with generators ω 1 , ..., ω 2r−1 . For its most part, this result (quoted in [1] with no reference) follows from the fact that GL(C r ) has the same cohomology as the unitary group U(r) and from corresponding results for U(r). For the latter, see for instance Dieudonné [5, p. 352] .
Accordingly, if r < N, then modulo exact forms, ω 2N −1 is a linear combination of terms
forms). Each form σ
* ω k j on ∂B is closed and of order k j ∈ {1, ..., 2N − 2} and hence exact since ∂B is a (2N − 1) -dimensional sphere. It follows that σ
is exact, so that its integral on ∂B vanishes. In particular, the above shows that, assuming (2.2), P p (x, ∂) has index 0 for all p ∈ (1, ∞) when r < N and the coefficients A α are continuous with lim |x|→∞ A α (x) = A ∞ α . If strong ellipticity is assumed, an elementary proof of this result can be given, without the restriction r < N : By a straightforward homotopy, the problem is reduced to the case when the leading coefficients are constant, so that P p (x, ∂) is a compact perturbation of a Fredholm operator with constant coefficients and therefore of index 0.
The p-independence of the spectrum
We now turn to the p-independence of the spectrum of by P (x, ∂) , it suffices to show that P p (x, ∂) and P q (x, ∂) are simultaneously invertible when p, q ∈ (1, ∞). This is readily seen when
is Fredholm of index 0 whenever P p (x, ∂) is invertible by Theorem 3.5, while ker P q (x, ∂) = ker P p (x, ∂) (= {0}) by Lemma 3.3. It is more demanding to resolve the case of coefficients A α ∈ (O 0 (R N )) r×r , when the general p-independence of ker P p (x, ∂) need not be true. The argument for the proof will be developed in a string of lemmas. The first one is a straightforward variant of the foregoing remarks, still true when the coefficients are not smooth.
is small enough and hence when max |α|≤m ||B α − A α || ∞ < R with R > 0 small enough. By Theorem 3.5, Q q (x, ∂) is Fredholm of index 0 for every q ∈ (1, ∞) . In addition, since the coefficients of
To prove that P q (x, ∂) is invertible if P p (x, ∂) is invertible when the coefficients are only continuous, we shall show that, otherwise, there is an operator P (x, ∂) : ∂) is not invertible. This contradicts Lemma 4.1. Once again, some of the main ingredients needed to establish the existence of P (x, ∂) are more easily described in an abstract setting.
Lemma 4.2. Let X and Y be complex Banach spaces and let T ∈ L(X, Y ) be Fredholm of index 0. If T is not invertible, there is an open ball B(T, ρ) ⊂ L(X, Y ) and a complex-analytic mapping G : B(T, ρ) → C such that S ∈ B(T, ρ) is invertible if and only if G(S) = 0.
Proof. Let X 1 := ker T and Y 2 := rge T and let X 2 and Y 1 be closed (direct) complements of X 1 and Y 2 , respectively (so that dim If, in addition, 0 is an isolated eigenvalue of T, the spectrum of every S ∈ L(X, Y ) close enough to T contains a point z arbitrarily close to 0, i.e., S − zI is not invertible. Thus, S − zI provides a small and noninvertible perturbation of T whenever S is close to T. This property fails if 0 is not an isolated eigenvalue of T : There may be operators S, arbitrarily close to T, such that S − zI is always invertible for |z| small. Lemma 4.3 shows that, given H ∈ L(X, Y ), noninvertible small perturbations S + zH of T can still be found, for every S close to T, provided that T + H is invertible. 
where
Proof. By contradiction, suppose that P q (x, ∂) is not invertible for some q ∈ (1, ∞). Let R > 0 be given by Lemma 4.1 and, with X := (W m,q ) r , Y := (L q ) r and T := P q (x, ∂), let ρ > 0 be given by Lemma 4.3. Recalling Lemma 3.1 (dense- ∂) ). Since the invertibility of P q (x, ∂) is not affected by small perturbations, we may approximate r , the spectrum of P p (x, ∂) is independent of p ∈ (1, ∞).
As noted in the Introduction, among the various results related to Corollary 4.5 in the literature, few are valid for systems of arbitrary order. Nevertheless, such results can be found in the works of Leopold and Schrohe [14] (when the coefficients are C ∞ ) and Hieber and Schrohe [10] (when the coefficients are Hölder continuous and the system is strongly elliptic). Both accommodate coefficients with nonvanishing oscillation at infinity.
No ellipticity or smoothness of the coefficients is needed in Corollary 4.5, but if the uniform Petrovsky ellipticity condition (2.3) fails to hold, then P p (x, ∂) − λ is not even Fredholm for any λ ∈ C by Theorem 2.1, so that the spectrum of P p (x, ∂) is all of C for every p ∈ (1, ∞). While it is easy to speculate that the vanishing oscillation assumption could be removed without introducing extra assumptions, there seems to be little evidence to support such a conjecture at this time.
