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A note on the Lomax distribution
Tanujit Chakrabortya∗
Abstract
The Lomax distribution is a popularly used heavy-tailed distribution
that has applications in actuarial sciences, reliability, operations re-
search, income and wealth distributions among many others. But the
analytical behavior of the maximum likelihoods for the Lomax dis-
tribution is anomalous and it causes difficulty in real-life application
of the model for practical purposes. In this work, we provide precise
arguments for the anomalous behavior of the log-likelihood surface of
the Lomax distribution. A relative variability measure, namely the
coefficient of variation (CV) is introduced to characterize the profile
log-likelihood of the Lomax distribution. A sufficient condition for the
existence of the global maximum of the maximum likelihood estimates
and asymptotic results for statistical inferences are also discussed in
this paper. An application on a reliability dataset describes the prac-
tical relevance of these results.
Key Words: Lomax distribution; Maximum Likelihood estimation; Asymp-
totic properties.
1 Introduction
The Lomax distribution (also called Pareto type II distribution) is a widely
used distribution that has applications in the field of actuarial science, re-
liability modeling, life testing, economics, network analysis, and operations
research [22, 18, 9, 7]. It was first introduced for modeling business failures
[22] but latter applied to solve prediction problems arising in the fields of
biological sciences, business economics, and internet traffic modeling as well
[6, 19]. A Lomax distribution is one of the well known distribution that is
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used to fit heavy tailed data. It is essentially a Pareto type II distribution
that has been shifted so that its support begins at zero [22, 1]. The Lomax
distribution can be motivated in a number of ways. For example, the Lomax
distribution was shown to be the limiting distribution of the residual lifetime
at great age [5] and it can also be derived as a special case of a particular
compound gamma distribution [12]. Even mixture of the Lomax distribution
with Poisson distribution was proposed by [2] and the record values of the
Lomax distribution were studied by [1].
Although the Lomax distribution can be used quite effectively to analyze
data sets but there is enough evidence that numerical methods used for max-
imum likelihood estimation do not always work well for small or moderate
samples [21, 8, 3, 20]. To avoid these limitations, a recent work proposed
to make Bayesian inferences for the parameters of the Lomax distribution
using non-informative priors [14]. This paper deals with the problem from
frequentist point of view. We will precisely provide mathematical arguments
to explain the anomalous behavior of the likelihood surface for the Lomax
distribution. A sufficient condition for the existence of the global maximum
of the maximum likelihood estimates is given using the notion of the coeffi-
cient of variation, a relative variability measure for the empirical data. This
finding will be useful for practitioners since calculation of the coefficient of
variation from the empirical data is simple. Also, we establish the asymp-
totic results for the maximum likelihood estimates of the parameters for the
Lomax distribution using estimates from modified log-likelihood function. In
order to practically validate these results, this paper provides illustrative ex-
amples on a real dataset related to the active repair times (in hours) for an
airborne communication transceiver.
The rest of the paper is organized as follows. In Section 2, we discuss
the basic definition and the model. The sufficient condition for the existence
of the global maximum of the maximum likelihood estimates for the Lomax
distribution is given in Section 3. The asymptotic results for statistical in-
ferences are discussed is Section 4. An application to the reliability data is
presented in Section 5. Finally, we conclude the paper and identify future
scope of this work in Section 6.
2
2 Preliminaries
The Lomax distribution was proposed by Lomax (1954) for modeling busi-
ness failures [22]. It has been widely studied in the variety of contexts like
income or wealth inequality, internet traffic modeling, actuarial science, med-
ical and biological science, and reliability and life testing to mention a few
[4, 9, 16, 13]. Various modifications and extensions to the distribution were
also studied in the past literature, one can refer to [24, 15].
Definition 1 A random variable X follows Lomax distribution with param-
eters α, γ, and denoted by LM(α, γ) if the cumulative distribution function
(CDF) is of the form:
F (x;α, γ) = 1−
(
1 +
x
γ
)
−α
; with support x ≥ 0,
where α (> 0) be the shape parameter (real) and γ (> 0) is a scale parameter
(real).
The probability distribution function (PDF) is given by
f(x;α, γ) =
α
γ
(
1 +
x
γ
)
−α−1
; x ≥ 0 (1)
The quantile function is given by
Q(u;α, γ) = γ
[
(1− u)−1/α − 1
]
; (2)
and the mean function is
E(X) =
γ
α− 1
, for α > 1
and the variance function is
V (X) =
αγ2
(α− 1)2(α− 2)
, for α > 2.
The expression for the rth order moment of the Lomax distribution is as
follows [17]:
E [Xr] =
αγrΓ (r + 1) Γ (α− r)
Γ (α + 1)
; α > r, r = 1, 2, 3, ... (3)
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The median is given by γ
(
21/α − 1
)
and the mode is zero. The hazard
function is given by
h(x;α, γ) =
α
γ
(
1 +
x
γ
)
−1
; x ≥ 0 (4)
which is a decreasing function of x. This makes the Lomax distribution model
suitable for components that age with time. The survival function is given
by
S(x;α, γ) =
(
1 +
x
γ
)
−α
; x ≥ 0 (5)
We note that the Lomax distribution can be expressed as a scale mixture of
distributions using the following hierarchical form as in [14]
X | γ, λ ∼ Exponential
(
λ
γ
)
and λ | γ ∼ Gamma(α, 1).
We also notice that as the shape parameter α → ∞, the Lomax dis-
tribution approaches the Dirac delta function δ(x) [11] which is defined as
follows.
Definition 2 The Dirac-delta function, which was first introduced by physi-
cist Dirac (1958) is a function that is equal to zero everywhere except for
zero with an integral of one over the entire domain. It is defined as follows.
δ(x) =
{
+∞ if x = 0
0 otherwise
which is constrained by
∫
∞
−∞
δ(x)dx = 1.
Below we present in figures the behavior of the Lomax distribution PDF and
CDF for various values of the shape parameter α (= 0.5, 1, 2, 3, 10000) and
scale parameter γ = 1. It is clear from Figure 1 that Lomax distribution will
be a good choice for modeling heavy tail behaviors.
3 Main Results
Given a set of samples {xi} of size n, the log-likelihood function for the
Lomax distribution after dividing it by the sample size n, is given by
ℓ(α, γ) = logα− logγ −
(α + 1)
n
n∑
i=1
log
(
1 +
xi
γ
)
(6)
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Figure 1: PDF and CDF of the Lomax distribution for different values of
shape parameter α and γ = 1.
Differentiating Eqn. (6) w.r.t. α and γ, respectively, we have:
∂ℓ(α, γ)
∂α
=
1
α
−
1
n
n∑
i=1
log
(
1 +
xi
γ
)
(7)
∂ℓ(α, γ)
∂γ
= −
1
γ
+
(1 + α)
nγ
n∑
i=1
(
xi
γ + xi
)
(8)
Equating the derivative of ℓ(α, γ) w.r.t. α in Eqn. (7) to zero, we obtain αˆ
as follows:
αˆ = α(γ) =
n∑n
i=1
log
(
1 + xi
γ
) (9)
Differentiating Eqn. (9) w.r.t. γ we have
α′(γ) =
αˆ2
nγ
n∑
i=1
xi
γ + xi
(10)
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It is important to note that there is no closed-form solution for the param-
eters based on the likelihood functions as in Eqn. (7) and (8). Any suitable
numerical algorithm (for example, the Newton-Raphson method) can be em-
ployed to obtain the maximum likelihood estimates (MLEs) of the α and γ.
Different estimation procedures of the MLEs have been discussed in previous
literature, for example, see [16, 23]. However, anomalous behavior of the
likelihood surface can be encountered when sampling from the Lomax distri-
bution. In this paper, we characterize the profile log-likelihood function in
terms of the CV, a relative variability measure for the empirical data.
Definition 3 The CV for samples is the ratio of the standard deviation (s)
to the mean (x¯),
CV =
s
x¯
where x¯ = 1
n
∑n
i=1
xi and s =
√
1
n
∑n
i=1
x2i − x¯
2.
Using standard notation, the profile log-likelihood function is given by
ℓp(γ) = sup ℓ(α, γ) = ℓ(αˆ, γ) = log(α(γ))− logγ − 1−
1
α(γ)
(11)
Differentiating Eqn. (11) w.r.t. γ, we have
ℓ
′
p(γ) =
α
′
(γ)
α(γ)
−
1
γ
+
α
′
(γ)[
α(γ)
]2 (12)
Below we present the following lemmas which will be useful to find the suf-
ficient condition for the existence for the global maximum of the profile log-
likelihood function as in Eqn. (11).
Lemma 1 The following limit holds:
(a) lim
γ→∞
γ log
(
1 +
x
γ
)
= x;
(b) lim
γ→∞
γx
γ + x
= x;
(c) lim
γ→∞
γ2
(
log
(
1 +
x
γ
)
−
x
γ + x
)
=
x2
2
.
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Proof: The proof is elementary and can easily be done using series expan-
sions.
Lemma 2 The following limits hold:
(a) lim
γ→∞
1
α(γ)
= 0;
(b) lim
γ→∞
α(γ)
γ
=
1
x¯
, where x¯ is the sample mean;
(c) ℓ0 ≡ lim
γ→∞
ℓp(γ) = log
(
1
x¯
)
− 1.
Proof: The proofs are straightforward and can be done using Lemma 1.
(a) lim
γ→∞
1
α(γ)
= lim
γ→∞
1
n
n∑
i=1
log
(
1 +
xi
γ
)
= lim
γ→∞
O
(
1
γ
)
= 0.
(b) lim
γ→∞
α(γ)
γ
= lim
γ→∞
n
γ
∑n
i=1
log
(
1 + xi
γ
) = n∑n
i=1
xi
=
1
x¯
.
(c) lim
γ→∞
ℓp(γ) = lim
γ→∞
[
log
(
α(γ)
γ
)
− 1−
1
α(γ)
]
= log
(
1
x¯
)
− 1.
A sufficient condition for monotonic increasing (decreasing) profile log-likelihood
function is presented in Theorem 1 for sufficiently large γ. Also, we present
sufficient condition for the global maximum of the likelihood function for the
Lomax distribution at a finite point in Corollary 1.
Theorem 1 Let X follow LM(α, γ) distribution with α, γ > 0. A sufficient
condition for ℓp(γ) to be monotonically decreasing function is CV > 1 for
γ →∞, and if CV < 1, it is monotonically increasing.
Proof: Using (9) and (10) in Eqn. (12), we can write ℓ
′
p(γ) as:
ℓ
′
p(γ) = −
1
γ


∑n
i=1
log
(
1 + xi
γ
)
−
∑n
i=1
xi
γ+xi∑n
i=1
log
(
1 + xi
γ
)

+ 1
nγ
n∑
i=1
xi
γ + xi
. (13)
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Using the limits of Lemma 1 in Eqn. (13), we have
− lim
γ→∞
γ2ℓ
′
p(γ) =
1
2
×
∑n
i=1
x2i∑n
i=1
xi
− x¯. (14)
Finally, we note that − lim
γ→∞
γ2ℓ
′
p(γ) > 0 for the R.H.S of Eqn. (14) is strictly
greater than 0. Alternatively, the likelihood function is monotonic decreasing
for 1
2n
∑n
i=1
x2i − x¯
2 > 0 or equivalently CV > 1.
In a similar way, we can show that if CV < 1, then the ℓp(γ) is monotonic
increasing function for sufficiently large γ.
Remark 1 As a consequence of Theorem 1, it can be immediately concluded
that ℓp(γ) tends to ℓ0 based on Lemma 2 and ℓp(γ) is a monotonic function
for sufficiently large γ. The value of CV as a measure that can be useful to
determine when ℓp(γ) will be monotonic increasing or decreasing function for
sufficiently large γ.
Corollary 1 Given a set of samples {xi} of positive numbers with CV >
1, the profile likelihood function for the LM(α, γ) distribution has a global
maximum at a finite point.
Proof: For small or moderate values of γ, using (9), we have
lim
γ→0
α(γ) = lim
γ→0
n∑n
i=1
log
(
1 + xi
γ
) = 0. (15)
Now, using (15) in Eqn. (11) we have
lim
γ→0
ℓp(γ) = −∞. (16)
Since ℓp(γ) is a continuous and monotonic decreasing function for sufficiently
large γ (as in Theorem 1) and using (16), we can conclude that a global
maximum exists at a finite point when CV > 1.
Remark 2 A sufficient condition for the existence of MLEs for small or
moderate samples are given in Corollary (1). It is shown that the likelihood
function for the Lomax distribution has a global maximum for the samples
{xi} with CV > 1 at a finite point. The calculation of CV is completely
based on available empirical data. This finding is useful from practitioner’s
point of view as well and simple to compute numerically.
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Corollary 2 Given a set of samples {xi} of positive numbers with empiri-
cal CV < 1, there may be no maximum likelihood estimator for the Lomax
distribution and neither is there a local maximum for the parameter space of
the bounded support distributions in the GLM.
We give a simple example of this situation in Example 1.
Example 1 Let us examine the sample of size two given by {x1, x2} = {1, 2}
from the Lomax distribution. This is the case where CV < 1 and we can
show that the profile likelihood function as given by Eqn. (11) is a monotonic
increasing function for γ > 0. This also ensures that there is no maximum
likelihood estimator for the Lomax distribution with the sample considered in
this example since ℓ
′
p(γ) in Eqn. (14) will be
lim
γ→∞
γ2ℓ
′
p(γ) = −
1
2
×
5
3
+
3
2
=
2
3
> 0.
Thus, we conclude that ℓp(γ) is a monotonic increasing function for γ > 0
with empirical CV < 1.
Remark 3 Note that, if CV < 1, a bounded support distribution is more
likely than any GLM family of distributions. In the context of heavy tailed
inference assuming that the true distribution has support in (0,∞), an al-
ternative model for samples with CV < 1 may be a truncated normal dis-
tribution. Castillo [10] proved that the likelihood equations for a truncated
normal distribution have a solution if and only if the empirical coefficient of
variation is CV < 1. For both the cases, the Exponential distribution is the
limit distribution with theoretical CV = 1. In case, we have samples with
CV < 1, lim
z→∞
g(z) = ∞ and if the support for the distribution is (0,∞), it
leads to the Exponential distribution.
4 Asymptotic Properties for the MLE
We observe a random sample x1, x2, ..., xn from (5) and denote by x(1) <
x(2) < ... < x(n) the ordered values of x
′
is. As discussed in the previous
section, the MLEs of α and γ can be obtained by maximizing the profile log-
likelihood ℓp(γ) w.r.t. γ. A sufficient condition for the existence of MLEs for
small or moderate samples are given in Corollary (1). Next, we discuss about
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the asymptotic properties for the MLEs for the Lomax distribution. Asymp-
totic results for Generalized Weibull distribution, Generalized extreme value
distributions, and for a class of non-regular cases are already available in the
previous literature [25, 23].
The most natural way to the unknown parameters is to first estimate the
scale parameter γ by its consistent estimator γ˜ = x(n). Then, the modified
log-likelihood function based on the (n − 1) observations after ignoring the
largest observation and replacing γ˜ = x(n) is as follows.
ℓ˜(α, γ˜) = (n− 1)logα− (n− 1)logx(n) − (α + 1)
n−1∑
i=1
log
(
1 +
xi
x(n)
)
(17)
Differentiating (17) w.r.t. α and equating to zero, we obtain the modified
MLE of α as
α˜ =
n− 1∑n−1
i=1
log
(
1 + xi
x(n)
) (18)
Below we describe the asymptotic marginal distribution of γ˜ and the asymp-
totic distribution of α˜ given γ˜.
Theorem 2 (a) The marginal distribution of γ˜ = x(n) is given by
P
[
γ˜ ≤ t
]
=
[
1−
(
1 +
t
γ
)
−α
]n
.
(b) Asymptotically, as n→∞,
n−
1
α
[
1 +
X(n)
γ
]
−→ Z−
1
α in laws,
where Z denotes the standard exponential random variable.
Proof:
(a) It is straightforward from the CDF of LM(α, γ) distribution due to
γ˜ = x(n).
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(b) Let U(n) denotes the largest order statistic of a sample of size n from
Uniform(0, 1) distribution. Then using the quantile function as de-
fined in Eqn. (2), we obtain the following:
X(n)
d
== Q
(
U(n)
)
= γ
[(
1− U(n)
)
−1/α
− 1
]
.
After simplification, we have
n−
1
α
[
1 +
X(n)
γ
]
=
[
n
(
1− U(n)
)]
−1/α
.
But n
(
1− U(n)
)
converges in laws to the standard exponential random
variables as n→∞. Hence, we have the theorem.
Theorem 3 As n → ∞, the conditional asymptotic distribution of α˜ given
γ˜ = x(n) of the modified log likelihood function (17) is univariate normal
distribution with mean α and covariance matrix I−1α , the inverse of the Fisher
information matrix.
Proof: An analogous result for non-regular case is available at [25, 23].
Since the modified log-likelihood in our case (Eqn. 17) satisfies all the regu-
larity conditions for the asymptotic normality of the MLE (α˜) as in [25, 23],
hence the result follows.
5 Application
We consider a dataset from the field of reliability related to the active
repair times (in hours) for an airborne communication transceiver where the
equipment was only noticed during active operation time. The dataset is
available and well described in [26]. The dataset contains 46 observations
having CV = 1.370 (> 1) are as follows.
Dataset: 0.2, 0.3, 0.5, 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.7, 0.8, 0.8, 1.0,
1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0, 3.0, 3.3, 3.3,
4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0, 24.5.
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The estimated values of the parameters using MLE for the Lomax distri-
bution is αˆ = 1.5 and γˆ = 10.3. The experiments are performed using the R
statistical software with the ‘optim’ function. In order to discriminate among
the other survival models like Weibull and Gamma, we consider the results of
the Akaike information criterion (AIC) and corrected AIC (AICc) for these
models. From Table 1, it is clear that the Lomax distribution has shown the
‘best’ fit having lower AIC and AICc values. Therefore, we can conclude
that when the empirical coefficient of variation is greater than 1, the MLE
estimates are easy to compute. This is very much useful for practitioners to
work with the Lomax distribution in business problems. We can also see that
the Lomax distribution with the parameters α and γ can well describe the
active repair time (in hours) data for an airborne communication transceiver.
Table 1
Comparison of all the fitted distributions for the airborne communication
transceiver dataset.
Distribution and values AIC AICc
Lomax 209.80 210.40
Weibull 212.24 213.18
Gamma 213.36 214.04
6 Discussion
One needs numerical algorithms to maximize the log-likelihood for the
Lomax distribution. We have theoretically shown the behavior of the likeli-
hood function in terms of the empirical coefficient of variation (CV) and it
was proved that the likelihood function attains a global maximum at a finite
point when empirical CV > 1. But when empirical CV < 1 and the data
is heavy-tailed, an alternative model will be any truncated version of the
Lomax distribution. The practical application to the reliability data set also
supports the theoretical results. The future extensions of this paper will be
to prove or disprove the necessary condition of the Theorem 1 and suggest
some generalized version of the Lomax distribution which can be analytically
trackable when CV < 1 for the dataset at hand.
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