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Verzeichnis der Abkürzungen und Formelzeichen
a, b, c, α, β, γ Gitterparameter des untersuchten Kristalls
a, b, c, d, e, f Kurvenparameter (in Abschnitt 4.2, 3.3)
α,
√
α, β Kegelparameter (in Abschnitt 4.2)
BIV Bremsstrahlinterferenzverfahren (mit gleichzeitiger Aufnahme von
Radiographieinformationen)
CCD Charge-Coupled Device
cij Einträge des Elastizitätstensors in Voigtscher Notation
CT Röntgen-Computertomographie
d Probendicke
dhkl Netzebenenabstand von (hkl)
DMateriali Funktion zur Dickenberechnung für einen Datenbankmaterial und
eine Spannung Ui
dxy Länge des Strahlungswegs durch die Probe an den zugehörigen
Pixelkoordinaten (x|y) des Detektors
E Energie (einzelner Röntgenquanten)
EBSD Electron Backscatter(ed) Diffraction (Rückstreuelektronenbeu-
gung)
η Variable, in Abschnitt 3.3: Schwenkwinkel des virtuellen Beugungs-
kegels
ε; εKristall Dehnungstensor; Dehnungstensor im Kristallkoordinatensystem
GUI Graphical User Interface (Graphische Programmoberfläche; unter-
stützt Eingabemethoden wie z. B. Tastatur, Maus, Touch)
(hkl) Netzebenenschar zu den Laue-Indizes h, k und l
{hkl} Netzebenenscharen einer kristallographischen Form, d. h. symme-
trieäquivalente Netzebenen zu den Laue-Indizes h, k und l
IfWW Institut für Werkstoffwissenschaft (der TUD)
I Intensität der Strahlung
I0 Ausgangsintensität der Strahlung
J Emissionsstrom der Röntgenröhre
K Kontextabhängige Konstante (meist aus dem Kramersschen
Bremsstrahlungsmodell)
Kα1,2, Lα, . . . Charakteristische Strahlung in Siegbahn-Notation
LUT Lookup-Tabelle (hier insb.: Zuordnung von Farbwerten zu Grau-
werten)
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λ Wellenlänge (insb. der betrachteten Röntgenstrahlung)
µ Schwächungskoeffizient
~nhkl Normale zur Netzebenenschar (hkl)
Pi Ein Punkt des Beugungsreflexes auf dem Detektor
pxy Detektorgrauwert an den Pixelkoordinaten (x|y)
qxy Roh-Detektorgrauwert an den Pixelkoordinaten (x|y) (ohne De-
tektorkorrekturen)
R Drehmatrix
Rx, Ry, Rz Drehmatrix bzgl. der x-, y-, z--Achse des zugehörigen Koordina-
tensystem
RDS Röntgen-Dreh-Schwenk-Verfahren
REM Rasterelektronenmikroskop, insb. das REM der AG Werkstoffdia-
gnostik mit der Möglichkeit zur Anfertigung großformatiger (Pseu-
do-) Kossel-Aufnahmen
RGB Rot, Grün und Blau; verbreitetes Modell zur Farbdarstellung auf
Monitoren und bei der Bildspeicherung (additive Farbmischung)
ROI Region of Interest; spezifischer Bereich eines Bildes
rxy Detektorgrauwert an den Pixelkoordinaten (x|y), geteilt durch U2,
t und J
S Beugungskegelspitze
sxy Detektorgrauwert an den Pixelkoordinaten (x|y), geteilt durch t
und J
σ;σKristall Eigenspannungstensor; Eigenspannungstensor im Kristallkoordi-
natensystem)
t Integrationszeit des Detektors
ϑhkl Bragg-Winkel zur Netzebenenschar (hkl) bei einer festen Wellen-
länge λ
TUD Technische Universität Dresden
tx, ty, tz Verschiebung der Beugungskegelspitze gegenüber dem Nullpunkt
des Detektorkoordinatensystems
U,Ui Beschleunigungsspannung der Röntgenröhre
ξ Variable, in Abschnitt 3.3: Drehwinkel des virtuellen Beugungske-
gels
XRD Röntgendiffraktometrie (X-ray diffraction)
Z Ordnungszahl eines Elements im Periodensystem
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1. Einleitung
Die vorliegende Arbeit widmet sich der Erhöhung der Leistungsfähigkeit von speziellen
röntgenographischen Verfahren. Röntgenstrahlung ist die Grundlage für eine Vielfalt von
werkstoffwissenschaftlichen Untersuchungsmethoden. Zum einen ermöglicht sie die schnelle
und zerstörungsfreie Überprüfung unterschiedlichster Bauteile auf makroskopische Defekte
in verschiedenen Varianten der Röntgeninspektion. Auf viel kleinerer Skala erlauben es
die Verfahren der Röntgenbeugung und -spektroskopie, Informationen über den kristal-
linen Aufbau der Werkstoffe zu gewinnen. Die Physikalische Werkstoffdiagnostik verfügt
mittlerweile über eine große Bandbreite solcher Techniken. Ein kompendienhafter Gesamt-
überblick der Methoden findet sich z. B. sehr praxisnah in [1]. So können Ein- bis Viel-
kristalle sowie amorphe Stoffe und Bauteile untersucht werden. Bezüglich der Genauigkeit,
Geschwindigkeit, Kosten und Flexibilität eines Verfahrens muss ein Anwender aus dieser
großen Methodenvielfalt die geeignete Methode für sein spezielles Ziel auswählen.
Die Arbeit ist vordergründig auf die Verfahren der Kossel-Mikrobeugung, das Röntgen-
Dreh-Schwenk-Verfahren (RDS), die Pseudo-Kossel-Technik, das neuartige Bremsstrahlin-
terferenzverfahren (BIV) und die Multi-Energie-Röntgeninspektion fokussiert.
Eines der genauesten Verfahren zur Untersuchung von Einkristallen und grobkristallinen
Vielkristallen ist die Kossel-Technik. Aus einer monochromatischen Strahlungsquelle, wel-
che im Kristallgitter selbst liegt ("Gitterquelleninterferenz"), werden kegelschnittförmige
Interferenzmuster auf einem Detektor abgebildet. Bei einer lateralen Auflösung von ca.
einem Mikrometer sind daraus Präzisionsgitterkonstanten mit relativen Fehlern von bis zu
10−6 bestimmbar. Dies ermöglicht auch die Berechnung von Eigenspannungen mit hoher
Genauigkeit. Das Kossel-Verfahren besitzt aber auch einige Nachteile, welche den Einsatz
in der Praxis erschweren. So sind die Nutzkontraste insbesondere bei der Elektronenstrahl-
anregung sehr gering (Bremsstrahlung!), was die Erkennung der Reflexe schwierig macht.
Aus diesem Grund befindet sich die (halb-) automatische Liniendetektion aktuell nur in
der Anfangsphase, wodurch die Auswertung von Kossel-Aufnahmen arbeitsaufwendig und
langsam ist.
Bei den bisher entwickelten Ansätzen zur Berechnung von Gitterparametern und Eigen-
spannungen aus Kossel-Aufnahmen muss zudem der Abstand zwischen Probe und Detektor
ausgemessen werden. Die dabei entstehenden Fehler stellen die entscheidende Grenze für
die Genauigkeit des Verfahrens dar. Auf der Suche nach einer alternativen Herangehens-
weise wurden in der Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW der
TUD die mathematischen Fokalkurven nach rund 60 Jahren der weltweiten Nichtbeachtung
wiederentdeckt. Diese sollten es ermöglichen, den Zusammenhang zwischen der Gesamtheit
der Beugungsreflexe und dem Kristall aus einer einzigen Aufnahme heraus herzustellen.
In der vorliegende Arbeit soll zur Nutzung der Fokalkurven ein neuer Auswertungsansatz
entwickelt werden. Die Anforderung an diese Herangehensweise ist es zudem, Gitterparame-
ter, Orientierungen und Eigenspannungen mit hoher Genauigkeit sowie Präzision ermitteln
zu können, auch wenn die Kontrastverhältnisse in den Aufnahmen niedrig sind. Neben der
Kombination aus Werkstoffwissenschaft, Kristallographie und Geometrie ist daher auch
eine geeignete Bildverarbeitung oder Reflexsuche nötig.
Eng verwandt mit der Kossel-Technik ist das Röntgen-Dreh-Schwenk-Verfahren (RDS)
[2]. Es entstehen ebenfalls kegelschnittförmige Reflexe auf dem Detektor, welche aufgrund
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der Röntgenanregung deutlich bessere Kontrastverhältnisse aufweisen. Neue Auswertungs-
methoden für die Kossel-Technik sollten sich also direkt und ohne Anpassungen auf RDS
übertragen lassen. Die zur Bestätigung notwendigen Tests sind auch ein Bestandteil dieser
Arbeit.
Große Ähnlichkeit zum Kossel-Verfahren besitzt die Pseudo-Kossel-Technik. Die Strah-
lungsquelle befindet sich hierbei aber nicht im Kristall, sondern über der Kristalloberfläche.
Dadurch entstehen zusätzliche Einstellmöglichkeiten für den Anwender, was bspw. deutlich
bessere Kontrastverhältnisse bei theoretisch vergleichbarer Genauigkeit im Vergleich zur
Kossel-Technik bedeutet. Die entstehenden Reflexmuster bestehen aber zum größten Teil
nicht aus Kegelschnitten und können durch diese höchstens angenähert werden.
Eine weitere Facette dieser Arbeit ist es deshalb, zu überprüfen, ob bzw. wie gut eine
Näherung mit dem zu entwickelnden Kossel-Auswertungsalgorithmus ist. Zudem soll eine
Möglichkeit zur Simulation der Pseudo-Kossel-Linien geschaffen werden.
Aus Sicht der Abbildungsgeometrie ist das Bremsstrahlinterferenzverfahren der Pseudo-
Kossel-Technik ähnlich. Bei dieser Eigenentwicklung der Arbeitsgruppe für Physikalische
Werkstoffdiagnostik des IfWW der TUD wird statt niederenergetischer charakteristischer
Strahlung die deutlich energiereichere Bremsstrahlung zur Abbildung genutzt. In Trans-
mission können dabei Volumeninformationen des Kristallgitters von massiven Proben und
Bauteilen gewonnen werden.
Durch eine Erweiterung dieser Methodik um eine dreidimensionale Komponente könnte
das gesamte Probenvolumen untersucht werden. Zudem zeigten sich bei den bisher an-
gefertigten Aufnahmen dieser Methode verschiedenartige Phänomene und ein komplexes
Interferenzmuster. Deren Interpretation ist auch Gegenstand dieser Arbeit.
Im Bremsstrahlinterferenzverfahren ist aufgrund der Transmissionsgeometrie auch der
radiographische Schatten der Probe zu sehen. Dieser verändert sich bei unterschiedlichen
Beschleunigungsspannungen der Röntgenröhre, da die Schwächungskoeffizienten der aufge-
nommenen Werkstoffe abhängig von der Energie der einzelnen Röntgenquanten bzw. dem
Röhrenspektrum sind.
Bei der Multi-Energie-Röntgeninspektion wird dies ausgenutzt, um einerseits optimal be-
lichtete Ergebnisbilder zu generieren, welche mit einer einzelnen Beschleunigungsspannung
nicht möglich wären. Zum anderen erlaubt es diese Methode prinzipiell, unterschiedliche
Werkstoffe voneinander zu unterscheiden, obwohl die sichtbaren Intensitäten auch von der
Dicke bzw. Dichte des Materials abhängen.
Vielfach werden tomographische Methoden mit energiedispersiven Detektoren kombi-
niert, um Multi-Energie-Aufnahmen aufzunehmen bzw. auszuwerten. Der in dieser Arbeit
verfolgte Ansatz nutzt zunächst nur einfache Radiographien unterschiedlicher Beschleuni-
gungsspannungen an einem Detektor ohne spektrale Auflösung, um durch geeignete Mo-
dellansätze die Unterschiede der Schwächung in verschiedenen Bildbereichen sichtbar zu
machen. Es soll weiterhin überprüft werden, ob bzw. wie diese Schwächungsunterschiede
als Werkstoffunterschied deutbar sind.
Insgesamt ist das Ziel dieser Arbeit, eine neue abstandsmessungsfreie Auswertungsstra-
tegie für Kossel-und RDS-Aufnahmen zu entwickeln und diese auf das Pseudo-Kossel-Ver-
fahren zu übertragen bzw. ein entsprechend angepasstes Modell zu erarbeiten. Für das
Bremsstrahlinterferenzverfahren soll ein Modell entstehen, welches die beobachteten Re-
flexmuster und Interferenzphänomene beschreibt und einen Rückschluss aus der Aufnah-
me auf den Beugungsort im Kristall ermöglicht. Zudem ist ein Ansatz der Multi-Energie-
Diagnostik zu erarbeiten, welcher sowohl kontrastreiche Ergebnisbilder als auch die Unter-
scheidung verschiedener Werkstoffe mit geringem Unterschied im Schwächungskoeffizienten
ermöglicht. Der Nachweis der Leistungsfähigkeit der verbesserten Methoden soll begleitend
an aussagekräftigen Beispielen demonstriert werden.
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Als Röntgenstrahlung wird die elektromagnetische Strahlung im Wellenlängenbereich von
ca. 10−12 - 10−8 m [3, 4], beziehungsweise die "in der Atomhülle oder im Coulombschen Feld
von Atomkernen entstehende, ionisierende Photonenstrahlung" bezeichnet (DIN 6814-2,
[5]). Entdeckt und erstmals beschrieben wurde sie von Röntgen [6], welcher dafür im Jahr
1901 mit dem Nobelpreis für Physik geehrt wurde [7].
Die heute am weitesten verbreitete Methode zur Erzeugung von technisch genutzter
Röntgenstrahlung ist die Röntgenröhre. Dabei wird ein Elektronenstrahl im Vakuum mit
einer bestimmten, i. A. wählbaren, Spannung U beschleunigt auf einen Stoff, das Target,
gerichtet. In diesem interagieren die einfallenden Elektronen mit dem Coulombschen Feld
aller Elektronenhüllen der Atome des Targetmaterials. Die dabei frei werdende kinetische
Energie des Elektronenstrahls wird als Röntgenstrahlung ausgesandt und kann das Röh-
rengehäuse durch geeignete Fenster (z. B. aus Beryllium) verlassen.
Die erzeugte Strahlung kann nach dem Erscheinungsbild im entstehenden Spektrum der
Röntgenstrahlung unterteilt werden. Zum einen entsteht die sogenannte Röntgenbrems-
strahlung. Diese besitzt ein kontinuierliches Spektrum (vgl. Abbildung 2.1) mit einem ein-
zelnen Intensitätsmaximum und einer Minimalwellenlänge. Diese entspricht der maximalen





= Emax (p) (2.1)





Dieser Zusammenhang wird auch als Duane-Huntsches Gesetz bezeichnet, wobei in der
ursprünglichen Formulierung von Duane und Hunt die notwendige Mindestspannung zur
Erzeugung einer gewünschten Wellenlänge im Fokus stand [8].
Falls die Elektronen der Röntgenröhre ausreichend Energie besitzen, wird zusätzlich zur
Bremsstrahlung die charakteristische Röntgenstrahlung erzeugt. Deren Spektrum setzt sich
aus diskreten, elementabhängigen Wellenlängen bzw. Photonenenergien zusammen. Durch
die mittels des Elektronenstrahls eingetragene Energie können in einzelnen Atomen des
Targetmaterials Elektronen aus den niedrigeren Energieniveaus (i. A. K oder L) heraus-
gelöst bzw. auf höhere, freie Energieniveaus angehoben werden. Durch den anschließenden
Übergang eines Elektrons aus einem der höheren Niveaus auf das frei gewordene niedrigere
Energieniveau wird die Energiedifferenz in Form eines Röntgenquants freigesetzt. Die cha-
rakteristische Strahlung trägt so zu deutlichen und nahezu punktuellen Intensitätsmaxima
im Gesamtspektrum der ausgesendeten Strahlung bei (vgl. Abbildung 2.1). Aufgrund der
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Abbildung 2.1.: Gemessenes Spektrum einer Wolfram-Röhre gemäß Daten aus [9]. Die
beiden Maxima im Bereich größer als 50 keV sind auf die Entstehung charakteristischer
Strahlung zurückzuführen. Das Maximum bei ca. 60 keV wird durch die Kα-Strahlung
verursacht, während das Maximum bei ca. 67 keV auf die Kβ-Strahlung zurückzuführen
ist. Der restliche Teil des Spektrums gehört zum Bremsstrahlungsuntergrund.
Auswahlregeln, welche sich bei leichteren Elementen (ca. Z ≤ 30) aus der Spin-Bahn- bzw.
LS-Kopplung ergeben, können die Elektronen von einem Energiezustand nicht zu jedem
beliebigem anderen wechseln. Beispielsweise folgt aus der Drehimpulserhaltung unter Be-
achtung des Photonenspins, dass sich die Nebenquantenzahl eines Elektrons um genau 1
ändern muss, damit Photonen der entsprechenden Energiedifferenz mit statistisch relevan-
ter Häufigkeit ausgesendet werden. Die durch die Auswahlregeln "verbotenen" Übergänge
sind für die in dieser Arbeit thematisierten Verfahren somit nicht von Bedeutung. Am
Beispiel von Kupfer sind die "erlaubten" Übergänge in Abbildung 2.2 dargestellt und er-
läutert.
Die Bremsstrahlung ist aufgrund der deutlich höheren integralen Intensitäten und der
leichter wählbaren Strahlungshärte (durch höhere Beschleunigungsspannungen) im Be-
reich der Röntgeninspektion bzw. -grobstrukturprüfung von besonderer Bedeutung (vgl.
Abschnitt 2.5). Im Gegensatz dazu wird die charakteristische Strahlung eher im Bereich
der Röntgenfeinstrukturuntersuchungen gezielt genutzt (siehe auch Abschnitt 2.2 und Ab-
schnitt 2.3).
Eine alternative Möglichkeit zur Erzeugung monochromatischer Strahlung bzw. eines dis-
kreten Spektrums ist die Anregung von Röntgenfluoreszenzstrahlung. Dies geschieht analog
zur Entstehung der charakteristischen Strahlung: Einem Elektron der inneren Schalen ei-
nes Atoms wird in diesem Fall durch ein Röntgenquant ausreichend Energie zur Verfügung
gestellt, um eine energetisch höher liegende Position einzunehmen. Das betreffende Atom
wird somit angeregt oder ionisiert. Bei der anschließenden Wiederbesetzung der vakanten
Position durch ein Elektron eines höheren Energieniveaus wird Strahlung, welche energe-
tisch mit der charakteristischen übereinstimmt, freigesetzt.
Diese Strahlungsart kann sowohl gezielt ausgenutzt werden, bspw. bei der Anfertigung
von Fluoreszenz-Kossel-Aufnahmen, als auch einige Verfahren technisch limitieren. So regt
die Kupfer-Kα-Strahlung in Eisen Fluoreszenzstrahlung an, welche bei vielen Verfahren,
wie z. B. der Röntgen-Dreh-Schwenk-Technik (vgl. Abschnitt 2.2) oder der Röntgendiffrak-
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tometrie, die Ergebnisse verfälscht oder die Nutzkontraste verringert.
Besonders brillante und kohärente Röntgenstrahlung kann mittels Beschleunigersyste-
men, insbesondere Synchrotrons, erzeugt werden. Ein Synchrotron besteht im Wesentlichen
aus einem Vorbeschleuniger und einer Kombination von linearen Beschleunigungsstrecken
mit Ablenkmagneten um geladene Teilchen auf einer nahezu kreisförmigen Bahn im Ultra-
hochvakuum zu beschleunigen bzw. mit einer festen Geschwindigkeit zu bewegen (Speicher-
ring). Durch die Richtungsänderung verlieren die Elektronen Energie, welche in Form von
besonders breitbandig polychromatischer Röntgenstrahlung tangential entlang des Rings
abgegeben wird. Es können dabei auch besonders feine Strahlenbündel mit Durchmessern
bis in den Bereich von ca. 20 nm erzeugt werden [12], welche auch sehr kleine Strukturen
untersuchbar machen. Ebenso besitzt die Strahlung eine sehr hohe Intensität im Vergleich
zu klassischen Röntgenröhren, was viele Experimente extrem verkürzen bzw. gerade erst
ermöglichen kann.
Eine weitere, mit dem Synchrotron verwandte, Art zur Erzeugung von Röntgenstrahlung





−101 K-Niveau n = 1 l = 0
M1-Niveau n = 3 l = 0
M2-Niveau = M3-Niveau n = 3 l = 1
M4-Niveau = M5-Niveau n = 3 l = 2
N1-Niveau n = 4 l = 0
L1-Niveau n = 2 l = 0
L2-Niveau n = 2 l = 1 s = −1/2
L3-Niveau n = 2 l = 1 s = 1/2
Quantenzahlen:
Abbildung 2.2.: Für Kupfer entsteht charakteristische Strahlung mit fünf unterschiedlichen
Photonenenergien (grün). Weitere Übergänge sind energetisch möglich, widersprechen je-
doch den Auswahlregeln und treten daher nur mit sehr geringer Wahrscheinlichkeit auf. Die
einzelnen Energieniveaus folgen in Ihrer Bezeichnung der IUPAC-Notation [10], während
die Zahlenwerte aus der NIST-Datenbank entnommen wurden [11]. In Siegbahn-Notation
werden die eingezeichneten Übergänge bzw. die zugehörige Strahlung als Lβ , Lα, Kβ , Kα1
und Kα2 bezeichnet (von links nach rechts).
Die Kupfer-L-Strahlung ist für die in dieser Arbeit thematisierten Verfahren nur von un-
tergeordneter Bedeutung, da sie mit geringer Intensität auftritt, hier vielfach zu langwellig
für Interferenz ist und schon durch dünne Materialschichten stark geschwächt wird.
In dieser Skizze nicht eingezeichnet ist der erlaubte Übergang vom N1- zum M4- bzw. M5-
Niveau, welcher für die sichtbare orange Färbung von Kupfer verantwortlich ist und daher
zu langwellig ist, um als Röntgenstrahlung betrachtet zu werden.
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strecken eines Synchrotrons, beschleunigt und anschließend durch Undulatormagnete ent-
lang einer Geraden abwechselnd in verschiedene Richtungen abgelenkt. Dabei verlieren sie
Energie, welche in Form von Röntgenstrahlung in einzelnen Pulsen abgegeben wird [13].
Die entstehende Strahlung ist im Vergleich zur klassischen Röntgenröhre besonders brillant
sowie aufgrund der Kohärenz mit Laserlicht vergleichbar. Es kann dabei im Gegensatz zu
einem Synchrotron nahezu monochromatische Strahlung erzeugt werden [14].
Auf den langen Beschleunigungsstrecken interagiert die ausgesendete Röntgenstrahlung
mit dem Elektronenstrahl. Dadurch wird die resultierende Strahlung entlang ihrer Aus-
breitungsrichtung in Pakete unterteilt, welche kürzer als die zugehörige Wellenlänge sind.
Diese Pakete können so nicht miteinander interferieren, wodurch eine höhere Ausbeute
nutzbarer Strahlung erreicht wird. Die Strahlungsleistung wächst beim Freie-Elektronen-
Laser daher quadratisch mit der Zahl der eingesetzten Elektronen, anstatt linear wie beim
Synchrotron [15].
Detektion von Röntgenstrahlung
Für die verschiedenen bei Röntgenstrahlung einsetzbaren Detektionsverfahren kann im
Allgemeinen zwischen Punkt-, Linien- und Flächendetektoren unterschieden werden. Flä-
chendetektoren bieten Vorteile bei der Aufnahmegeschwindigkeit, da keine bzw. weniger
Positionierungsänderungen des Detektors nötig sind. Dies kann durch den geringeren Mo-
toreinfluss auch die Genauigkeit verbessern bzw. bei vergleichbarer Messanordnung (z. B. in
der Röntgendiffraktometrie) zusätzliche Informationen generieren. Dagegen ist es in Flä-
chendetektoren nötig, einzelne Detektionseinheiten dicht nebeneinander anzuordnen um
hohe Auflösungen erreichen zu können. Bei Punktdetektoren ist das nicht nötig, wodurch
Eigenschaften wie Robustheit oder Empfindlichkeit verbessert werden können. Ebenso kann
der finanzielle Aufwand bei der Anschaffung und im Einsatz von Punktdetektoren niedriger
ausfallen.
Liniendetektoren stellen einen Kompromiss zwischen Punkt- und Flächendetektoren dar.
Für die in dieser Arbeit vorhandenen Verfahren sind Punkt- und Liniendetektoren durch
die damit verbundenen Nachteile von untergeordneter Bedeutung und werden im Folgenden
nicht näher betrachtet.
Als eines der ältesten Detektionsprinzipien für Röntgenstrahlung wird auch heute noch
Röntgenfilm eingesetzt. Auf einer Trägerschicht befindet sich ein- oder zweiseitig eine Emul-
sionsschicht und abschließend je eine schützende Deckschicht (vgl. Abbildung 2.3). Die
Trägerschicht sorgt für die zur Handhabung notwendige mechanische Stabilität und die
Deckschichten verhindern eine Beschädigung der eigentlichen Aufnahme. Diese entsteht in
der Emulsionsschicht, welche aus Silberhalogenidkristallen (z. B. Silberbromid), Additiven
und Gelatine aufgebaut ist [4, 16]. Durch die Röntgenbestrahlung werden, abhängig von
Ort und Dosis, einzelne Kristallite geschädigt. Es entsteht ein latentes, unsichtbares Bild.
Mittels Entwicklerchemikalien (z. B. Metol, Phenidon [16]) werden bei den einzustellenden
Prozesstemperaturen und -geschwindigkeiten lediglich die geschädigten Silberhalogenid-
kristallite reduziert und zu elementarem Silber umgesetzt. Dieses elementare Silber ist in
Form der Bildschwärzung sichtbar. Da sich das noch vorhandene Silberhalogenid in den
nicht geschädigten Kristalliten beim Betrachten unter Licht ebenfalls zu Silber umset-
zen würde, muss es mittels eines Fixierbades entfernt werden. Zusätzlich wird dabei die
Schutzschicht gehärtet, um sie mechanisch und chemisch zu stabilisieren [4, 16]. Die genaue
Vorgehensweise kann dabei variieren. So sind unterschiedliche Temperaturen, Geschwindig-
keiten, Chemikalienzusammensetzungen sowie die Anzahl der einzelnen Reinigungs- und
Entwicklungsschritte wählbar.
Röntgenfilm bietet auch heute noch einige Vorteile, welche von anderen Detektortypen
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noch nicht erreicht werden. Besonders hervorzuheben ist dabei die erzielbare Auflösung.
Diese ist nur durch die Filmkörnigkeit eingeschränkt, welche von der Korngröße der ur-
sprünglichen Silberhalogenidkristalle abhängt. Mittlere Durchmesser von ca. 250 nm sind
dabei erreichbar [17]. Der Begriff der Körnigkeit selbst ist international normiert und wird
aus den Messwerten eines Mikrodensitometers ermittelt [18]. Damit werden herstellerüber-
greifende Filmklassen definiert.
Weiterhin bietet der Einsatz von Film Vorteile bei der Flexibilität der Aufnahmeanord-
nung. So kann die Aufnahmefläche durch Biegen oder Zuschneiden sehr flexibel gestaltet
werden. Ebenso erleichtert die kleine Masse und die geringe Tiefe eines Films die Posi-
tionierbarkeit. Zusätzlich bietet Film sehr gute Integrationseigenschaften, das heißt auch
über große Zeiträume (Stunden oder Tage) können Informationen akkumuliert werden.
Nachteilig beim Einsatz von Film ist der zeitliche Aufwand bis zum Erhalt eines auswert-
baren Ergebnisses, verbunden mit einer zusätzlich nötigen und fehlerbehafteten Filmdigita-
lisierung zur Ermöglichung einer computergestützten Auswertung. In-situ-Untersuchungen
sind damit nahezu unmöglich. Film zeigt auch einen stark nichtlinearen Zusammenhang
zwischen Belichtung und Schwärzung bzw. optischer Dichte. Das kann die Auswertung der
Aufnahme erschweren.
Falls die photoaktive Schicht auf eine starre Ebene, z. B. eine Glasplatte, aufgebracht
wurde, spricht man von Photoplatten. Diese haben prinzipiell zum Film vergleichbare Ei-
genschaften und können, insbesondere bei großformatigen Aufnahmen, besser die Planari-
tät der Aufnahmefläche sicherstellen.
Trägerschicht (Polyester) 175 µm
Photoaktive Emulsion 10 - 15 µm
Photoaktive Emulsion 10 - 15 µm
Schutzschicht 1 µm
Schutzschicht 1 µm
Abbildung 2.3.: Skizze des Aufbaus von Fuji IX Röntgenfilm (gemäß [16, Abb. 8]).
Der Einsatz einer Schicht von Leuchtstoffen (engl. "phosphors") kann dabei genutzt wer-
den, um die Belichtungswirkung der Röntgenstrahlung auf den Film zu verstärken (bspw.
in Form von Verstärkerfolien). Die Röntgenquanten regen dabei in dotierten Kristallen
die Lumineszenz von sichtbarem Licht an. Eingesetzt wird dabei z. B. Mg4Ta2O9, welches
mit Niobium dotiert wurde [19]. Dies wird heute insbesondere noch in medizinischen An-
wendungen, wo die Strahlungsdosis für den Patienten möglichst gering gehalten werden
soll, eingesetzt [20]. Zur Kontrastverbesserung bieten sich bei werkstoffanalytischen Un-
tersuchungen hingegen Bleifolien an. Diese schwächen insbesondere die weiche und diffuse
Streustrahlung, wodurch der Kontrast der Aufnahmen verbessert bzw. schärfere Aufnah-
men generiert werden können.
Das in den Leuchtschichten entstehende sichtbare Licht kann alternativ zum Film di-
rekt mittels CCD-Kameras aufgenommen werden. Dabei muss der Sensor selbst vor der
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Röntgenstrahlung geschützt werden, um Schäden zu vermeiden [4]. Um eine höhere Licht-
ausbeute zu erreichen, kann ein Röntgenbildverstärker genutzt werden. Dieser besteht aus
zwei Leuchtschichten mit dazwischenliegendem Photomultiplikator. Neue Detektorentwick-
lungen machen diese Hilfsmittel heute meist unnötig.
Eine besonders große Bedeutung haben aktuell Flach- bzw. Vollbilddetektoren (Flat
Panels). Unter diesem Überbegriff sind eine Vielzahl von Detektorvarianten zusammenge-
fasst. Unterteilbar sind diese gemäß ihrer direkten bzw. indirekten Detektionsprinzipien.
Besonders verbreitet ist der indirekte Typ. Dabei befindet sich ein Szintillator (evtl. in Ver-
bindung mit einer zusätzlichen Leuchtschicht [21]) vor CCD- oder CMOS- Sensoren (vgl.
Abbildung 2.4a). Die dabei eingesetzten Materialien schirmen zum einen die Röntgenstrah-
lung ab und erzeugen andererseits sichtbares Licht, welches anschließend detektiert wird.
Im Fall von (Active Pixel-) CMOS-Sensoren kann dabei eine Signalverstärkung pro Pixel
direkt im Detektor durchgeführt werden [21, 22]. Die Auswahl der Materialien für die Szin-
tillatoren befindet sich stark im Fokus der aktuellen Forschung. Verbreitet sind heute vor
allem mit Thallium dotiertes CsI und Gd2O2S (GOS, Gadox) welches z. B. mit Praseodym
oder Terbium dotiert wurde [21, 23–25].
Ein großer Vorteil dieser Detektoren ist der geringe zeitliche Aufnahmeaufwand. So ist
die Erstellung der Aufnahme in wenigen Sekunden bis Millisekunden abgeschlossen. Zudem
kann die Totzeit vernachlässigt werden. Nachteilig kann sich dabei aber der Memory-Effekt
des Detektors auswirken [25]. Trotzdem sind Aufnahmegeschwindigkeiten von mehr als 500
Bildern pro Sekunde [21] möglich. Das bietet insbesondere für tomographische Methoden
einen großen Vorteil. Die relativ gute Linearität über weite Bereiche des aufnehmbaren
Intensitätsbereiches erlaubt es, einzelne Aufnahmen leicht zu vergleichen. In Verbindung
mit der hohen Aufnahmegeschwindigkeit können Messparameter live angepasst und die
Ergebnisse vom Bediener schon vorab besser abgeschätzt werden. Durch die Fortschritte
in den letzten Jahren sind Detektoren mit Pixelgrößen bis unter 10 µm kommerziell er-
hältlich [21, 24, 26], womit die Leistungsfähigkeit jedoch immer noch mindestens ca. eine
Größenordnung unter der von Film erzielbaren liegt. Zusätzlich sind geringe Pixelgrößen
mit flächenmäßig kleinen Detektoren verbunden, wodurch großformatiger Film weiterhin
deutliche Vorteile beim Auflösungsvermögen bietet. Auch beeinflussen sich benachbarte
Bildpunkte durch Streuung im Szintillator [27]. Ein deutlicher Nachteil ergibt sich aus der
elektrischen und mechanischen Strukturierung der CCD-Detektoren: Das Detektorbild be-
sitzt eine Vielzahl von systematischen Inhomogenitäten, welche korrigiert werden müssen
(vgl. Abschnitt 6.1).
Bei direkt abbildenden Detektoren wird dagegen auf die Erzeugung von Licht in ei-
nem Szintillator verzichtet. Stattdessen kommt ein Material, wie bspw. amorphes Selen
oder polykristallines Cadmiumtellurid, zum Einsatz [28, 29] (vgl. Abbildung 2.4b). Durch
die Röntgenstrahlung werden Elektronen und die entsprechenden Fehlstellen als Ladungs-
träger erzeugt, die durch ein äußeres elektrisches Feld einen Kondensator laden, welcher
anschließend ausgelesen werden kann. Amorphes Selen wird dabei in relativ dicken Schich-
ten (ca. 1000 µm) eingesetzt und kann direkt auf dem eingesetzten Dünnschichttransistor
abgeschieden werden [28, 29]. Im Fall von CdTe oder GaAs werden dünnere Schichten (ca.
200 µm) genutzt, welche ein zusätzliches Substrat erfordern. Weiterhin ist das direkte Ab-
scheiden nicht möglich, wodurch eine aufwendigere Kontaktierung erforderlich ist [27–29].
Bei dieser Detektorvariante können ebenso CMOS-Schaltungen zum Auslesen und Ver-
stärken der Einzelchips eingesetzt werden, was das Detektieren von einzelnen Photonen
ermöglicht. Es wird dann von Hybrid Photon Counting-Detektoren gesprochen [27, 30–32].
Durch den etwas geringeren Reifegrad der Technologie im Vergleich zu indirekten Flat Pa-
nels werden noch nicht dieselben Pixelauflösungen erreicht [28–30]. Vorteilhaft ist aber der
geringe Rauscheinfluss zwischen benachbarten Bildpunkten [33].
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(a) In einem indirekten Flachbilddetektor ist
der Dünnschichttransistor (links, mit Top-
Gate) mit einer Photodiode (rechts) gekop-
pelt, um die im Szintillatormaterial ent-
stehenden Lichtblitze aufzuzeichnen (Skizze
übernommen von [34, Abb. 22a]).
Deckschicht (z.B. Aluminium, CFK)
Strahlung




(b) In einem direkten Flachbilddetektor ist
der Dünnschichttransistor (links, mit Bot-
tom-Gate) mit einem Kondensator (rechts)
gekoppelt, welcher die entstehenden La-
dungsträger bis zum Ausleseschritt sammelt
(Skizze nach [29, Abb. 3a] und [28, Abb. 1]).
Abbildung 2.4.: Die Aufbauskizzen der Pixel von sowohl indirekten (a) als auch direkten
(b) Flachbilddetektoren zeigen jeweils einen Dünnschichttransistor mit einem Sensor unter
einer Schutzschicht, in welche die Röntgenstrahlung eindringt.
Zur Detektion der Röntgenstrahlung ist auch der Einsatz von Gasen möglich (z. B. Xenon
oder Argon [4, 35]). Das Gas wird durch die Röntgenstrahlung ionisiert. Anschließend kann
dies elektronisch ausgelesen und ausgewertet werden. Möglich ist dies bspw. durch den
Einsatz von in einem Zählgas gespannten Drahtrastern. Durch ein äußeres elektrisches Feld
bewegen sich die Ladungsträger gerichtet und können an den Zähldrähten einen messbaren
Stromimpuls auslösen. Alternativ können auch lithographisch gefertigte Rasterstrukturen
eingesetzt werden. Hinter diesen kann bspw. durch die Ionisation entstehendes Licht durch
eine Avalanche-Photodiode pixelweise detektiert werden [35, 36]. Vorteilhaft ist der lineare
Zählbereich von einzelnen Photonen bis zu 5 · 105 Impulsen pro Sekunde [4, 35]. Nachteilig
ist hingegen die beschränkte Haltbarkeit durch die Diffusion des Gases aus dem Detektor.
Eine weitere Gruppe von 2D-Detektoren sind Image Plates bzw. PSP-Systeme (photosti-
mulated phosphor). In diesen wird innerhalb einer Leuchtschicht durch die Röntgenstrah-
lung ein latentes Bild in Form von quasi-stabilen Farbzentren erzeugt [37, 38], welches
anschließend mit einem Laser ausgelesen wird. Die Leuchtschicht besteht aus BaFBr, wel-
ches mit Eu2+ dotiert wurde [37, 39]. Zum Auslesen dieser wird ein Helium-Neon-Laser
genutzt, welcher mittels eines Spiegels über die Bildplatte gelenkt wird und sichtbares Licht
anregt, das mit Unterstützung eines Photomultiplikators aufgenommen wird [37]. Die Auf-
lösung von Image-Plate-Systemen (bis 50 µm [40]) wurde bereits von Flachbilddetektoren
erreicht bzw. überholt. Bei der Handhabung ergeben sich zusätzlich ähnliche Nachteile
wie bei der Nutzung von Film, insbesondere in zeitlicher Hinsicht. Jedoch können durch
die vergleichsweise hohe Empfindlichkeit auch geringe Strahlenausbeuten genutzt werden.
Ebenso sind analog zum Film Mehrfachbelichtungen möglich.
Von den vorgestellten Aufnahmesystemen bieten sich insbesondere CCD- bzw. CMOS-
Detektoren für radiographische Multi-Energie-Untersuchen an, da dort durch die Anferti-
gung von vielen Einzelaufnahmen eine Begrenzung des zeitlichen Aufwands wichtig ist (s.
Abschnitt 2.5). Weiterhin können durch die Verfügbarkeit von großflächigen Detektoren
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höhere Vergrößerungen genutzt bzw. größere Proben abgebildet werden.
Beim Röntgen-Dreh-Schwenk-Verfahren wird zu diesem Zeitpunkt nur Röntgenfilm ein-
gesetzt, da die räumliche Bewegung sich mit möglichst leichten Detektoren besser umsetzen
lässt und die benötigten Integrationszeiten nur von Film erreicht werden. Falls zukünf-
tig eine Variante mit Softwareintegration und Digitaldetektor umgesetzt wird, bieten sich
prinzipiell die selben Detektoren wir bei der Kossel-Technik an. Dort ist die flächig hoch-
auflösende Aufnahme von relativ geringen Intensitäten notwendig. Dies wird beim Einsatz
von Film durch längere Integrationszeiten gewährleistet. Prinzipiell bieten sich daher auch
Image Plates und Detektoren mit Zählgas an, wobei jeweils die besten erhältlichen Auflö-
sungen noch mindestens eine Größenordnung von Film entfernt sind. Ebenso ist der Einsatz
CCD- oder CMOS- Detektoren möglich. Dabei muss jedoch ein Kompromiss aus Auflösung
und Empfindlichkeit der derzeit erhältlichen Varianten gefunden werden, da die Eigenschaf-
ten von Film noch unerreicht sind. Zusätzlich erschwert hier die Detektorsegmentierung
die Auswertung, insbesondere wenn zu großformatigem Film vergleichbare Detektorflächen
genutzt werden.
Aufbau und Beschreibung von Kristallen
Kristalle sind die festen Werkstoffe, welche sich mithilfe eines dreidimensionalen mathema-
tischen Punktgitters und einer Basis aus einem oder mehreren Elementarteilchen beschrei-
ben lassen.
Durch die Einbettung in den Vektorraum R3 mit der Basis A = { ~a1, ~a2, ~a3} lässt sich
ein Raumgitter G auffassen als Menge von Punkten bzw. Ortsvektoren der Form:
G = {i1 ~a1 + i2 ~a2 + i3 ~a3|i1, i2, i3 ∈ Z} (2.4)
Dabei werden die drei Längen der Basisvektoren und die drei Winkel zwischen ihnen als
Gitterparameter bezeichnet. Das implizierte Koordinatensystem wird als Kristallkoordina-
tensystem bezeichnet (vgl. Abschnitt 4.2). Eine weitere Basis B = {~b1, ~b2, ~b3} des R3 wird
als duale Basis bzw. Basis des dualen (oder reziproken) Gitters bezeichnet, wenn
∀i, j : ~ai>~bj = δij (2.5)
gilt. Zu Ebenen im Gitter, den Netzebenen, sind damit die zugehörigen Normalen dual.
Die Basis des Kristalls (im Unterschied zur Gitterbasis) legt fest, welche Atom- bzw. Io-
nensorte sich räumlich an einem jeden Gitterpunkt befindet und wo, relativ dazu, weitere
(i. A. andere) Atome bzw. Ionen angeordnet sind (vgl. Abbildung 2.5). Die Darstellung
eines Kristalls im dualen Gitter ermöglicht eine vereinfachende Beschreibung vieler Zu-
sammenhänge, da nur ein einziger Punkt statt vieler Ebenen betrachtet werden muss (vgl.
Abbildung 2.8).
Mittels der räumliche Aneinanderreihung identischer Parallelepipede kann die Transla-
tionssymmetrie der Kristalle beschrieben werden. Ein solches Parallelepiped wird als Zelle
bezeichnet. Die, bezüglich ihres Volumens, kleinsten Zellen heißen Elementarzellen. Im
Allgemeinen entsprechen die Eckpunkte der Elementarzelle Punkten des zugehörigen Kris-
tallgitters. Es bestehen aber prinzipiell unendlich viele Möglichkeiten zur Auswahl von
Elementarzellen, wobei zur einfacheren Beschreibung möglichst kleine Zellen, bzgl. Volu-
men und Oberfläche, gewählt werden (vgl. Abbildung 2.6).
Es hat sich als vorteilhaft herausgestellt, neben der Größe auch die Symmetrie der Kris-
talle bei der Wahl der beschreibenden Elementarzelle zu beachten. Ein besonderer Fokus
kann dabei auf kubische Symmetrien gelegt werden, welche bei der Kristallisation der meis-
ten (metallischen) Elemente auftreten [41]. Gewährleistet wird dies durch die Beschreibung
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mittels der vierzehn Bravais-Gitter, in denen einige Elementarzellen zusätzliche Punkte
enthalten (vgl. Abbildungen 2.6, 2.7).
Aufgrund der aus der Definition (2.4) folgenden Translationssymmetrie des Gitters ist es
für die Kristalluntersuchungen in vielen Fällen ausreichend, lediglich symmetrieäquivalente
Ebenen zu betrachten. Zur deren Beschreibung werden die Millerschen Indizes genutzt. Die-
se bestehen aus jeweils einem Tripel (hkl) ganzer Zahlen. Ursprünglich als Streckungsfaktor
der Achsenabschnitte paralleler Kristallebenen definiert, folgt aus der Achsenabschnitts-
form von Ebenen [42], dass der Vektor [hkl] im Kristallkoordinatensystem senkrecht auf
den Netzebenen steht. Also entspricht das Tripel (hkl) auch dem kürzesten dualen Vektor
zur Netzebenennormale [hkl]. Falls weitere Ebenen dieselbe Symmetrie aufweisen, können




















Abbildung 2.5.: Durch die Platzierung der Basis-Atome (links unten) auf Punkten eines
Raumgitters (links oben) kann ein Kristall (rechts) analytisch beschrieben werden ("Kris-
tall=Gitter+Basis"). In dieser Skizze ist dies am Beispiel der Caesiumchloridstruktur mit
kubischem Gitter und zweiatomiger Basis dargestellt. Eines der Basisatome befindet sich
auf Position x = 0; y = 0; z = 0 und das andere auf Position x = 0, 5; y = 0, 5; z = 0, 5 des
Gitter-Koordinatensystems.
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Abbildung 2.6.: In diesem tetragonalen Gitter sind drei verschiedene Zellen farbig markiert,
welche durch Translation bzw. Aneinanderreihung das Gesamtgitter beschreiben können.
Die blaue Zelle entspricht bzgl. ihrer Position und Größe acht der grünen Elementarzellen.
Die orange (Elementar-) Zelle besitzt dasselbe Volumen wie die grüne, jedoch ist ihre
Oberfläche größer. Die grüne Elementarzelle zeigt die größte Symmetrie, d. h. rechtwinklige







Abbildung 2.7.: Der Kristall in diesem Beispiel lässt sich durch mehrere Elementarzellen
beschreiben. Bei Ausnutzung der kubischen Kristallsymmetrie kann statt der kleinen, als
“primitiv“ bezeichneten Elementarzelle, die leichter zu beschreibende, aber größere Ele-
























Abbildung 2.8.: Diese Skizze zeigt zwei ausgewählte Netzebenenscharen eines kubischen
Kristalls und die zu den Netzebenen zugehörigen Punkte des reziproken Gitters (blau
und rot). Zur Bezeichnung der ausgewählten Punkte wurden die Millerschen Indizes (hier
identisch zu den Laue-Indizes) der jeweiligen Netzebenen genutzt.
Allgemeine Erkenntnisse der Röntgenbeugung
Laue entwickelte bei der Untersuchung von Röntgenstrahlinterferenzen die Theorie, dass
aus der Bravaisschen räumlichen Periodizität der Anordnung von Atomen in Kristallen die
Ausbildung von Röntgeninterferenzen beim Durchgang durch einen Kristall folgen muss
[43]. Daraufhin formulierte er Bedingungen für die konstruktive Interferenz, d. h. die Aus-
bildung von Interferenzmaxima der Röntgenstrahlung beim Durchgang durch Kristalle.
Dies konnte 1912 durch Friedrich und Knipping experimentell an Kupfervitriol (Chalkan-
thit) nachgewiesen werden [43, 44], weshalb Laue im Jahr 1914 mit dem Nobelpreis für
Physik geehrt wurde [45]. Die notwendigen, geometrischen Bedingungen für konstruktive
Interferenz sind dabei die Laue Gleichungen [3, Gl. (14.11)]:
~a1
> (~s− ~s0) = hλ
~a2
> (~s− ~s0) = kλ (2.6)
~a3
> (~s− ~s0) = lλ.
Hier sind λ die Wellenlänge der betrachteten Strahlung und ~ai die Basisvektoren des
Gitters gemäß Gleichung (2.4). Der normierte Vektor ~s0 beschreibt die Richtung der ein-
fallenden Strahlung und der ebenfalls normierte Vektor ~s die Richtung der gebeugten Strah-
lung. h,k und l sind ganze Zahlen, welche als Laue-Indizes bezeichnet werden, da sie dem
Produkt der entsprechenden Millerschen Indizes mit der Beugungsordnung entsprechen.
Der im darauffolgenden Jahr vergebene Nobelpreis [46] ist ebenfalls von großer Bedeu-
tung für die Diagnostik von kristallinen Werkstoffen. W. H. Bragg und W. L. Bragg for-
mulierten die Interferenzbedingung von Röntgenstrahlung in Kristallen mit folgender Glei-
chung [47]:
nλ = 2d sin θ. (2.7)
In dieser notwendigen Bedingung wird eine Schar paralleler Gitterebenen betrachtet, welche
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den Abstand d besitzen. Der Einfallswinkel θ der Röntgenstrahlung auf die Ebenenschar
kann nur für bestimmte Kombinationen aus Wellenlängen λ der Röntgenstrahlung und
ganzen Zahlen n (der Beugungsordnung) zu Reflexen mit Intensität verschieden von Null
führen. In dieser Form ist die Braggsche Gleichung heute insbesondere in der Spektrosko-
pie von Bedeutung und wird daher in der o. g. Variante auch als Spektroskopie-Variante
bezeichnet.
Wenn die Netzebenen mit den Laue")Indizes benannt sind, d. h. die Beugungsordnung
n in den Indizes h, k und l enthalten ist, ergibt sich aus Gleichung (2.7):
λ = 2dhkl sin θhkl. (2.8)
Zur Netzebenenschar (hkl) gibt dabei dhkl den zugehörigen Nebeneinanderstand und θhkl
den Bragg-Winkel an. Diese Variante findet insbesondere im Bereich der Röntgenbeugung
Anwendung und wird daher oft als Diffraktometrieversion bezeichnet.
Neben dieser geometrischen, kinematischen Beschreibung der Beugung in Kristallen ent-
wickelte sich ein weiterer Modellansatz, die dynamische Beugungstheorie [48]. Durch Dar-
win und Ewald wurden 1914 bzw. 1917 die Grundsteine für die Ermittlung von detaillier-
teren Reflexintensitäten in Abhängigkeit von den streuenden Atomen im Gegensatz zur
reinen Reflexlagebestimmung der kinematischen Theorie gelegt [48, 49]. So ist auch, im
Gegensatz zur Laueschen Theorie, die Beschränkung auf endliche Kristalle möglich [48].
Zur Beschreibung wurde dabei von Ewald der Begriff des reziproken Gitters eingeführt [48,
50] (vgl. Abschnitt 2.1).
Um den Einfluss der räumlichen Elektronenverteilung auf die Röntgenbeugung auszu-





2πi( ~rn·(~s− ~s0)). (2.9)
Die komplexen Zahlen fn sind dabei die Atomformamplituden, welche das Streuverhal-
ten der Elektronen in einem einzelnen Atom beschreiben (vgl. [3]). Der Vektor ~rn ist der
Ortsvektor des jeweiligen Atoms und k die Wellenzahl der zugehörigen Strahlung. ~s und
~s0 sind die normierten Richtungsvektoren der ein- bzw. ausfallenden Strahlung (vgl. Glei-
chung (2.6)).
Für die Intensität der beobachtbaren Röntgenreflexe ergibt sich nach W. L. Bragg der
Zusammenhang
I ∼ |F |2 (2.10)
mit der Strukturamplitude F , welche in der Literatur auch als Strukturfaktor (eigentlich
|F |2), Streuamplitude, Streufaktor oder ähnliches bezeichnet wird [51–56]. Dabei trifft für
große Intensitäten die Ewaldsche Lösung I ∼ F für den perfekten Kristall eher zu [51, 52].
Weitere Faktoren ergeben sich nach Waller zur Korrektur für die Einflüsse der Polarisation
der Strahlung und für die Temperatur der Probe [57]. Zusätzlich zu den genannten Größen
beeinflussen auch der geometrische Gitterfaktor und ein Lorentzfaktor die Intensität [3].
Das Produkt des zum Verfahren gehörigen Lorentzfaktors mit dem Polarisationsfaktor wird
auch als Winkelfaktor bezeichnet. Weiterhin hat der genaue Weg der Strahlung durch die
Probe einen Einfluss auf die Absorption. Dies beeinflusst ebenfalls die sichtbare Intensität.
Nach Laues Nachweis, dass sich Strukturinformationen aus Kristallen mittels Röntgen-
beugung gewinnen lassen, zeigten sich auch Grenzen dieser Methode auf. Am Beispiel
von Quartz führte Friedel 1913 auf, dass die Röntgenbeugung der “linken“ nicht von der
“rechten“ Kristallseite unterscheidbar ist. Er erkannte, dass die Abwesenheit eines Symme-
triezentrums des Kristalls im Allgemeinen nicht auf Beugungsaufnahmen sichtbar gemacht
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werden kann [58]. Heute ist diese Regel als Friedelsches Gesetz bekannt (vgl. bspw. [53,
54, 56]).
Schon 1918 korrigierte Laue die genauen Formulierungen Friedels und stellte fest, dass
alle bis dahin verfügbaren Aufnahmen ein Symmetriezentrum der Röntgenstrahlung selbst
zeigen. Somit kann das Vorhandensein der zentrischen Symmetrie im Kristall aus Beu-
gungsaufnahmen nicht erkannt werden [59].
1933 beschrieb Kohler die Friedelsche Regel in der dynamischen Theorie der Beugung in
der Form









ψ = 1− 1
ε
mit der räumlichen Dielektrizitätskonstante ε. Falls die Werte ψ nicht rein reellwertig sind,
muss der Zusammenhang aus Gleichung (2.11) nicht mehr gelten [53, 55, 56]. In diesem Fall
können zentrosymmetrische von nichtzentrosymmetrischen Gittern unterschieden werden.
Nishikawa und Matukawa konnten diese unterschiedlichen Intensitäten im Jahr 1928
bei der Reflexion von Röntgenstrahlungen an nichtsymmetrischen Kristallebenen (Gegen-
überliegende Oktaederflächen der Zinkblende) nachweisen und damit eine Ausnahme von
Gleichung (2.11) demonstrieren [60]. Coster et al. modellierten diese Reflektionen 1930 an
Atomlagen von Zn bzw. S an der Oberfläche der Zinkblende und zeigten für den Fall von
Röntgenenergien nahe der jeweiligen Absorptionskanten starke Unterschiede in der beob-
achteten Intensität auf den gegenüberliegenden Kristallseiten [60]. Ursächlich ist dabei die
unterschiedliche Phasendifferenz zwischen der an unterschiedlichen Atomsorten gestreuten
Strahlung und der Primärstrahlung. Durch Pfister gelang dieser Nachweis 1960 an den
{111}-Flächen von InP mit Cr-, Fe-, Cu- und Mo-Kα-Strahlung [61]. Dabei wird, analog
zu [62], die Modellierung mittels “unvollständiger Elementarzellen“ genutzt. Das bedeutet,
es werden sich einander abwechselnde Lagen von Indium und Phosphor betrachtet.
Als Ergebnis von Elektronenbeugungsversuchen im Abgleich mit der dynamischen Beu-
gungstheorie formulierten Miyake und Uyeda 1955, dass die bei Elektronen relativ starken
Kontrastunterschiede bei Röntgenstrahlung deutlich weniger ausgeprägt sein sollten, da
die zugehörigen Parameterwerte kleiner sind [54].
Alternative Röntgenbeugungsverfahren
In den über einhundert Jahren seit dem Nachweis der Röntgenbeugung in Kristallen wurden
viele verschiedene Verfahren und Verfahrensvarianten entwickelt. Diese können je nach
Ziel unterschiedliche Vor- und Nachteile bieten. Im folgenden sollen stellvertretend einige
ausgewählte Methoden kurz vorgestellt werden, um eine Einordnung der Kossel-, Pseudo-
Kossel- und RDS- Technik zu ermöglichen.
Eine Variante zur Bestimmung von Gitterkonstanten in Kristallpulvern und Polykristal-
len ist das Debye-Scherrer-Verfahren. Dabei trifft ein monochromatischer, möglichst par-
alleler und fein ausgeblendeter Röntgenstrahl auf die feststehende Probe. Auf dem ebenso
raumfest angeordneten Detektor sind dann Interferenzmuster sichtbar, welche anschließend
ausgewertet werden können. Da je nach Lage eines Pulverkorns die Netzebenen statistisch
verteilt liegen, entstehen integral für die unterschiedlichen kristallographischen Formen
Beugungskegel symmetrisch zum Primärstrahl. Detektiert werden diese zylindrisch um die
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Probe. Bei der Nutzung von Film als Detektor kann dieser gebogen in einer zylindrischen
Filmkammer befestigt werden. Die Probe befindet sich dabei in der Mitte dieser Kammer,
während der Röntgenstrahl senkrecht durch die Kammerwand bzw. den Film verläuft und
auf der gegenüberliegenden Seite zur Vermeidung von Streustrahlung an der Kammerwand
wieder austritt (vgl. Abbildung 2.9) [63]. Auf dem entwickelten Film sind die Beugungske-
gel dann als Kreisausschnitte unterschiedlicher Krümmungen sichtbar. Aus dem Abstand
der Linien lassen sich, wenn deren Indizierung, die beugende Wellenlänge und der Pro-
benkammerradius bekannt sind, die Netzebenenabstände der untersuchten Probe mittels
der Braggschen Gleichung bestimmen. Daraus können dann die Gitterkonstanten berech-
net werden. Als relative Genauigkeit wird dabei bis zu ca. 2 · 10−5 angegeben [64, 65].
Die Erstellung von Digitalaufnahmen ist möglich, jedoch muss dabei ein Punktdetektor
bzw. die Probe geeignet bewegt werden [66]. Durch eine zweidimensionale Erfassung des











Abbildung 2.9.: (a) Diese schematische Darstellung einer Debye-Scherrer-Kamera zeigt zwei
Kegelblenden zur Vermeidung von am Gehäuse entstehender Streustrahlung des monochro-
matischen Primärstrahls, um den Film nicht zusätzlich zu belichten. In dem zylindrischen
Probenhalter aus bspw. dünnem Glas kann das zu untersuchende Pulver eingefüllt werden.
Durch die zufällige Orientierung der einzelnen Körner entstehen mehrere Beugungskegel,
welche als Linien detektiert werden können.
(b) Einzelne Strahlen des parallelen Strahlenbündels werden von den Netzebenen einzelner
Kristallite gebeugt. Diese sind hier durch ihre stark vergrößerten Elementarzellen ange-
deutet und sind so orientiert, dass einige ihrer {001}-Netzebenen die Braggsche Gleichung
erfüllen. Die Gesamtheit der gebeugten Strahlen führt zu den in (a) sichtbaren Beugungs-
kegeln mit den Öffnungswinkel 90° − θ zu jeweils unterschiedlichen Bragg-Winkeln θ.
Für Einkristalluntersuchungen kann das Weissenberg-Verfahren genutzt werden. Dabei
wird ein zum Debye-Scherrer-Verfahren vergleichbarer zylindrischer Aufbau verwendet. Zu-
sätzlich muss die Probe um die Zylinderachse gedreht werden, da im Allgemeinen bei einer
festen Position keine der Netzebenen mit dem einfallenden Strahl die Braggsche Gleichung
erfüllt. Zusätzlich wird eine zylindrische Blende um die Probe genutzt, so dass nur Strah-
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lung in einem festen Winkel zur Zylinderachse bzw. der entsprechenden Kristallrichtung
auf den Film fallen kann (vgl. Abbildung 2.10). Der Film wird dabei parallel zur Zylin-
derachse verschoben, so dass der Drehwinkel mit der Verschiebung gekoppelt ist. Aus der
Lage der einzelnen Reflexpunkte können dann die Winkel der zugehörigen Netzebenen
zueinander berechnet werden. Die Anfertigung von zusätzlichen Aufnahmen in verschie-
denen Blendenpositionen erlaubt die Abbildung weiterer Netzebenen, wodurch insgesamt
die Netzebenenabstände und daraus die Gitterparameter ermittelt werden können [4, 67,
68]. Die Genauigkeit ist auch durch die mehrfache, neue Filmpositionierung beschränkt,















Abbildung 2.10.: (a) Diese Skizze einer Weissenberg-Kamera zeigt die einkristalline Probe,
welche mit konstanter Geschwindigkeit gedreht wird und einen zylindrischen Film, der ent-
lang dieser Achse verschoben wird. Durch die bei der Messung feststehende Zylinderblende
können Reflexe einer kristallographischen Zone selektiert werden.
(b) Die monochromatische Parallelstrahlung kann, abhängig von der Probenrotation, die
Braggsche Gleichung in der Probe (hier angedeutet durch ihre stark vergrößerte kubische
Elementarzelle) erfüllen, wodurch Punkte auf dem Film belichtet werden, wenn die Blende
aus (a) sich in der passenden Position befindet.
Besonders verbreitet sind heute Röntgendiffraktometer (XRD), welche in verschiedenen
Varianten bzw. Ausführungen eingesetzt werden. Für die Untersuchung von Kristallpulvern
kann beim Verzicht auf Parallelstrahlung die parafokussierende Bragg-Brentano-Geometrie
genutzt werden. Probe, Röhre und Detektor befinden sich dabei zu jedem Zeitpunkt auf
einem Fokussierungskreis, das heißt der Kreisdurchmesser durch die Probe halbiert den
Abstand zwischen Strahlungsquelle und Detektor. Falls die Probenoberfläche jeweils ent-
lang des Kreises verlaufen würde, wäre diese Anordnung fokussierend. Bei kleinen Proben
(in Relation zum Kreisradius) ist der Einfluss durch eine plane bzw. sich nicht anpassende
Probe jedoch vernachlässigbar. Um diese Bedingung einzuhalten, bewegen sich Röhre und
Detektor relativ zueinander auf einem Kreis um die Probe (vgl. Abbildung 2.11) [70]. Die
zwei wesentlichen Ausführungsvarianten sind θ-θ- und θ-2θ-Systeme. Bei ersterer bewe-
gen sich Detektor und Röhre symmetrisch mit gleicher Geschwindigkeit bzw. Schrittweite
um die feststehende Probe. Bei der zweiten Variante steht die Röhre fest, während sich
die Probe mit einfacher Winkelgeschwindigkeit und der Detektor mit doppelter Winkelge-
schwindigkeit dreht.
Für die Auswertung kann ähnlich dem Debye-Scherrer-Verfahren der Abstand einzelner
Reflexe im Vergleich mit den zugehörigen Winkeln genutzt werden. Je nach Auswertungs-
methode werden dabei für die berechneten Gitterkonstanten relative Fehler von ca. 10−3
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[71] bis ca. 10−6 bei Nutzung besonders hochindizierter Reflexe (511 bzw. 333) [72] als Ab-
weichungen von den jeweiligen theoretischen Modellen angegeben. Beim Resultat aus [72]
muss man aber bedenken, dass der genutzte Fit um mehrere Prozent von der gemessenen
Kurve abweicht (relative Präzision von über 5%). Die angegebene Genauigkeit ist daher
nicht nachvollziehbar.
Vorteilhaft für das Verfahren ist die relativ hohe nutzbare Intensität, da keine Paralle-
lisierung notwendig ist. Durch die Fokussierung ist im Allgemeinen ein Punktdetektor am
sinnvollsten einzusetzen. Falls die Strahlung hingegen parallelisiert wurde, kann ein Flä-
chendetektor genutzt werden, um die Texturierung der Probe deutlicher abzubilden und
aufzulösen (Pseudo-Bragg-Brentano).
Für Einkristalluntersuchungen können Bond- oder Vierkreisdiffraktometer eingesetzt
werden. Bei Vierkreisdiffraktometern steht bspw. die Röhre fest und sendet Parallelstrah-
lung in die Mitte des Messkreises zur Probe, um welche sich der Detektor auf dem Messkreis
bewegt. Die Probe ist auf einem Goniometer befestigt, welches die Rotation um drei unab-
hängige Achsen ermöglicht. Damit ist jede Ein- und Ausfallsrichtung der Strahlung relativ
zu einer Elementarzelle abfahrbar (vgl. Abbildung 2.12). Gängig sind dabei die Varianten
der Euler- und Kappa-Geometrien. Bei der Euler-Geometrie ist die Probe entsprechend den
Eulerwinkeln drehbar. Ausgehend von einem kartesischen Koordinatensystem erfolgt die
Drehung beispielsweise um die z-Achse, dann die mit-rotierte y-Achse und anschließend
um die mit-bewegte z-Achse. Bei einem Kappa-Goniometer findet die Drehung dagegen
typischerweise um die (Geräte-) z-Achse, eine dazu geneigte κ-Achse und anschließend um












Abbildung 2.11.: (a) Bei einem Bragg-Brentano-Diffraktometer wird divergente, monochro-
matische Röntgenstrahlung eingesetzt. Röntgenröhre und Detektor bewegen sich bei der
hier angedeuteten θ−θ- Geometrie mit gleicher Geschwindigkeit, aber entgegengesetzt auf
dem Messkreis um die Probe. Der Mittelpunkt des Messkreises und die Positionen von
Röhre sowie Detektor legen für jeden Bragg-Winkel einen anderen Kreis fest, den jeweili-
gen Fokussierungskreis. In der hier skizzierten Variante wird somit die Strahlung aus einer
Röhre mit Punktfokus durch die beugende Probe in den Punktdetektor fokussiert.
(b) Hier skizziert sind einige ausgewählte Netzebenen in der nur zur unteren Hälfte mas-
siv gezeichneten Probe. Diese Netzebenen erfüllen die Braggsche Gleichung. Alle geeignet
orientierten Körner auf dem Fokussierungskreis können gleichzeitig zur detektierten Inten-
sität beitragen (Peripheriewinkelsatz). Durch die räumliche Symmetrie ergibt sich daraus
im geometrischen Idealfall, dass die Probenoberfläche durch eine Aneinanderreihung von
Kreisbögen beschrieben werden kann, also gekrümmt ist. In der Praxis ist es im Allgemei-
nen jedoch ausreichend, wenn die Probenoberfläche tangential zum Fokussierungskreis und
parallel zu dessen Drehachse ist.
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Durch diese Anordnung kann theoretisch mindestens der Halbraum über der Probe voll-
ständig auf Reflexe untersucht werden. Da hierzu aber vier unabhängige Parameter geän-
dert werden müssten, sind solche Messungen sehr zeitaufwendig. Mit einem Flächendetek-
tor kann dieses Problem verringert werden. Falls die Orientierung und die (wahrscheinliche)
Kristallstruktur der Probe bekannt sind, können auch gezielt einzelne Reflexe angefahren
werden, um Daten zur Gitterkonstantenberechnung zu erhalten. Dabei werden relative








Abbildung 2.12.: (a) Bei einem Vierkreisdiffraktometer kann um vier Rotationsachsen ge-
dreht werden. In der hier skizzierten Variante wird die einkristalline Probe um alle drei
Raumrichtungen gedreht, so dass jede beliebige Netzebene so positioniert werden kann,
dass sie die Braggsche Gleichung erfüllt und der gebeugte Strahl in der Messkreisebene
liegt. Durch die Bewegung des Detektors auf dem Messkreis kann dann genau dieser Strahl
detektiert werden.
(b) Diese drei Positionen zeigen mögliche Probenorientierungen, in denen die Primärstrah-
lung gebeugt werden kann. Die monochromatische Parallelstrahlung der Röntgenröhre










1. detektiertes Maximum: 2. detektiertes Maximum:
Abbildung 2.13.: Bei einem Bond-Diffraktometer werden zwei zum monochromatischen und
parallelen Primärstrahl symmetrische Detektorpositionen bzw. zwei entsprechend platzier-
te Detektoren genutzt. Diese Positionen müssen für jede Messung an die zu untersuchen-
de Netzebenenschar angepasst werden. Der Bragg-Winkel θ kann aus dem Drehwinkel
180◦ − 2θ zwischen den beiden maximalen Detektorsignalen berechnet werden.
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Genauere Werte für Bragg-Winkel bzw. Netzebenenabstände können mit Hilfe eines
Bond-Diffraktometers erhalten werden. Dabei wird die Probe auf konstanter Temperatur
gehalten, um thermische Einflüsse, wie z. B. Längenänderungen, auszuschließen. Es wird
dabei nicht der Winkel zwischen ein- und ausfallender Strahlung gemessen, sondern der
Winkel, um welchen die Probe gedreht werden muss, um an einer anderen Detektorposition
maximale Intensitäten zu messen. Damit können Fehler durch die Absorption und Röhren-
ausrichtung vermieden werden [75]. Die Probe muss dabei zunächst in einem Justierschritt
so eingerichtet werden, dass die einzeln zu vermessende Netzebenenschar senkrecht zum
einfallen Strahl steht. Anschließend wird die Probe gedreht und die beiden Drehwinkel für
zwei feste Detektorpositionen mit zugehöriger maximaler Intensität bestimmt, woraus der
Braggsche Winkel berechnet werden kann (vgl. Abbildung 2.13). Als relative Fehler bei
der Gitterkonstantenbestimmung für ausgewählte Reflexe großer Bragg-Winkel (größer als
70°) werden dabei Werte von 10−6 und besser angegeben [75, 76]. Die zur Berechnung be-
nötigten Wellenlängen waren jedoch nicht mit dieser Genauigkeit bekannt (vgl. z. B. [11]),
wodurch die Qualität dieser Ergebnisse anzuzweifeln ist.
2.2. Kossel- und RDS-Technik
Entwicklung und Fortschritte der Kossel-Technik
Kossel lieferte 1924 einen neuen Erklärungsansatz für die Ergebnisse und Beobachtungen
von Clark, Duane und Walter, welche Intensitätsunterschiede bei der Aufnahme von Rönt-
genfluoreszenzstrahlung bei der Anregung mittels Bremsstrahlung untersucht hatten [77,
78]. Er beschrieb, dass die Beobachtungen durch nicht notwendigerweise kohärente Strah-
lung erklärt werden kann, die in einem kleinen Bereich des Kristallvolumens entsteht und
kristallrichtungsabhängig unterschiedlich geschwächt wird bzw. interferiert. Folglich sollte
dieser Effekt auch beim Einsatz von Kathodenstrahlung eintreten. Der Nachweis dieser
Vorhersage gelang ihm zusammen mit Loeck und Voges im Jahr 1934. Durch die Nutzung
eines Elektronenstrahls zur Erzeugung charakteristischer Strahlung innerhalb der Probe
konnten erstmals scharfe Reflexlinien abgebildet werden [79]. Diese Kurven werden auf-
grund der Strahlungserzeugung innerhalb der Probe auch als Gitterquelleninterferenzen
bezeichnet [80].
Die Abbildung der in der Probe entstehenden Interferenzkegel mit dem Öffnungswinkel
180°−2θ ist die Grundlage für das heute als Kossel-Technik bezeichnete Röntgenbeugungs-
verfahren (vgl. Abbildung 2.14 sowie Gleichung (2.8)). Die Strahlungsentstehung entspricht
dabei im Wesentlichen dem Prinzip einer Röntgenröhre (s. Abschnitt 2.1), während bei der
geometrischen Modellierung von einer in der Probe selbst liegenden Röhre gesprochen wer-
den kann. Prinzipiell kann jedes Gerät, welches Elektronenstrahlen zur Verfügung stellt,
zur Anfertigung von Kossel-Aufnahmen modifiziert werden. Spezialgeräte erlauben dabei
aber Vorteile bei der Kristall- bzw. Filmpositionierung [81].
Im Jahr nach der Anfertigung der ersten Aufnahmen konnten von Kossel und Voges be-
reits die theoretischen Linienbreiten für fehlerfreie Kristalle berechnet und mit den Mess-
ergebnissen verglichen werden [82].
Wichtig für die praktische Einsetzbarkeit des Verfahrens war die Steigerung des Nutz-
kontrastes. Dieser ist in der ursprünglichen Veröffentlichung noch relativ gering [79], da
insbesondere ein mehrfaches Blendensystem die Intensität verringert. Durch das Ersetzen
dieser Apparatur mit einer einzelnen Blende und die Positionierung des Röntgenfilms an
Luft, hinter einer Aluminiumplatte und in größerem Abstand, konnte der Kontrast 1936 von
Voges deutlich gesteigert werden, wobei gleichzeitig größere Ausschnitte aus dem räumli-
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chen Interferenzmuster aufgenommen wurden [83]. Diese gerätetechnischen Verbesserungen
ermöglichten es, die Reflexlinienmuster bei der Aufnahme von Kristallpolen zu indizieren.
Das erlaubt die Zuordnung der Reflexe zu Netzebenen und liefert damit eine Grundlage für
die Berechnung von Netzebenenabständen und Kristallorientierungen. Gleichzeitig wurde
beobachtet, dass die Kristallgüte sich direkt auf die Gestalt der Reflexkurven auswirkt.
Dies zeigt sich sowohl in der Breite der Linien, in einer deutlichen Aufspaltung der Re-
flexe in Kα- und Kβ-Linien und dem Vorhandensein zusätzlicher Reflexsysteme bei der
Erzeugung der Röntgenstrahlung in mehreren Kristalliten gleichzeitig. Zusätzlich konnte
die Reflexfeinstruktur abgebildet werden, d. h. ein Helldunkelverlauf im Kurvenprofil ist
sichtbar (vgl. Abbildung 2.15).
Brümmer et al. bestätigten 1973 die Verletzung der Friedelschen Regel (Gleichung (2.11))
bei nicht-zentrosymmetrischen Kristallen im symmetrischen Laue-Fall beim Einsatz der
Kossel-Technik an GaAs [84] (vgl. Abbildung 2.21). Das heißt die Reflexe von (111) und
(1̄1̄1̄) weisen unterschiedliche Reflexfeinstrukturen auf. Im darauffolgenden Jahr wurde dies
durch Ullrich et al. auch für den Bragg-Fall nachgewiesen [62].













Abbildung 2.14.: (a) Durch einen feinen Elektronenstrahl bzw. einen entsprechend ausge-
blendeten Synchrotronstrahl wird die Entstehung von Röntgenstrahlung im Inneren der
einkristallinen Probe angeregt. Die entstehenden Beugungskegel sind auf einem Detek-
tor in Form von Kegelschnitten sichtbar. Schematisch angedeutet sind hier eine Auswahl
von Kegeln zu den {001}-Netzebenen (grün) und {011}-Netzebenen (rot) eines kubischen
Kristalls. Zusätzlich zu den skizzierten Interferenzen entsteht diffuse Hintergrundstrah-
lung durch einerseits Streustrahlung sowie, im Fall der Elektronenstrahlanregung, intensive
Röntgenbremsstrahlung.
(b) Die von der nahezu punktförmigen Strahlungsquelle in der Probe allseitig ausgesende-
te Röntgenstrahlung interferiert mit einzelnen Netzebenenscharen (hier entsprechend (001)
aus (a)) gemäß der Braggschen Gleichung mit Beugungswinkel θ.
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Einfluss der Kristallabsorption sowie von Kristalldefekten modelliert [85, 86] (vgl. Ausfüh-
rungen zur Reflexfeinstruktur auf den nächsten Seiten). Erben et al. konnten 1981 zeigen,
dass sich die Feinstruktur in zunehmender Nähe zu Versetzungen ändert und dies durch das
Modell von Stephan et al. beschreibbar ist [87]. Klöß und Paufler entwickelten darauf auf-
bauend ein Modell zum Rückschluss auf Versetzungsdichten im Bereich von 107 - 1011 cm−2
[88]. Nach Ullrich sind jedoch Versetzungsdichten einer noch größeren Spannweite durch die
Messung der Linienverbreiterungen erfassbar und auswertbar [89]. Nolze und Geist konn-
ten auf dieser Basis dann die Reflexfeinstruktur verschiedener Proben modellieren und
vergleichen. Es wurde dabei festgestellt, dass unterschiedliche experimentelle Intensitäten
innerhalb der Reflexe auf abweichende theoretische Linienbreiten zurückzuführen sind, wel-
che durch einen Faltungsprozess zu relativen Intensitätsunterschieden führen [90]. Langer
war es dann 2004 möglich, den Einfluss der verschiedener Defektarten zu vergleichen und
auszuwerten [91].
Borrmann gelang es 1935 gezielt Kossel-Reflexlinien mittels Anregung durch Fluoreszenz-
strahlung abzubilden [92, 93]. Die Experimentieranordnung entspricht dabei dem Rück-
strahlungs-Laue-Verfahren, wobei jedoch der Fokus, diesem entgegengesetzt, auf dem schein-
bar diffusen Hintergrund liegt. Die sich in diesem Untergrund bei langer Belichtungszeit
(3 h bei Cu-Probe und Cu-Röhre mit 40 kV und 25mA [93]) ausbildenden Linien wurden
an einer Reihe von unterschiedlichen Proben sichtbar gemacht. Ebenfalls konnte darge-
stellt werden, dass die Elemente im Ordnungszahlbereich von Eisen und Kupfer den besten
Nutzkontrast bei verhältnismäßig geringer Belichtungszeit ermöglichen. Im Vergleich zur
Elektronenstrahlanregung werden als Nachteile aufgeführt, dass neben der längeren Be-














Abbildung 2.15.: Kossel-Aufnahme eines Oktaederpols (hier: (111)) von Kupfer [83, Abb. 5]
(vgl. Abbildung 4.12) mit deutlich sichtbarerem Helldunkelverlauf und ausgewählter Indi-
zierung gemäß [83] zum Vergleich mit Photometerkurven zur Darstellung unterschiedlicher
Intensitätsprofile [83, Abb. 9].
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vorteilhaft bietet sich diese Variante der Kossel-Technik an, wenn die Elektronenstrahlung
Schäden in der untersuchten Probe verursachen kann [93]. Weiterhin ist der erreichba-
re Nutzkontrast durch die Vermeidung der Bremsstrahlerzeugung relativ hoch. Zusätzlich
gibt Borrmann eine Auswahl von Möglichkeiten an, mit denen sich der Kontrast noch wei-
ter verbessern lässt [93]. Beispielsweise tragen ein höherer Abstand der Probe zum Film,
ein kleinerer beleuchteter Bereich oder der Einsatz einer Kegelblende zur besseren Auf-
nahmequalität bei. Mit dieser speziellen Blende wird die Fokussierung eines relativ großen
Brennflecks der Röntgenröhre auf einen kleinen Probenpunkt erzielt, da die Erzeugung von
Fluoreszenzstrahlung nicht auf die sonst oft notwendige Parallelstrahlung angewiesen ist.
Von Langer et al. konnten 2008 erstmals Fluoreszenzaufnahmen in einem Elektronenmikro-
skop durch den Einsatz einer zusätzlichen Röntgenröhre mit Polykapillarlinse angefertigt
werden [94].
Zusätzlich zur Erzeugung der Kossel-Reflexe durch Röntgenfluoreszenzstrahlung oder
elektronenangeregte charakteristischer Strahlung ist auch der Einsatz von Ionen- bzw. Pro-
tonenstrahlung möglich. Erstmalig gelang die Anfertigung von Kossel-Aufnahmen mittels
schneller Protonen durch Geist und Flagmeyer 1974 [95]. Wie von Geist dargelegt wird,
führt die Protonenstrahlung mit ca. 1 MeV zu einem sehr guten Nutzkontrast, insbesonde-
re bei leichten Elementen. Auf den Einsatz einer Folie zur Ableitung von Ladungsträgern,
wie sie bei der elektronenangeregten Kossel-Technik eingesetzt werden muss, kann dabei
verzichtet werden [96]. Gleichzeitig zeigte sich jedoch eine starke Verbreiterung der Reflex-
linien, was die Auswertung von Informationen aus dem Reflexlinienprofil selbst erschwert.
Insbesondere konnte so die verhältnismäßig weiche Al-Kα-Strahlung zur Erzeugung von
Reflexen in CuAl2 genutzt werden. Ullrich et al. führten dazu ebenfalls aus, dass der große
Brennfleck auf der Probe und die entstehenden Strahlenschäden zu Problemen der Auswer-
tung führen kann, was jedoch in Zukunft gezielter untersucht werden sollte [62]. Es wird
ebenfalls gezeigt, dass die verschiedenen Kristallseiten (insbesondere (111) und (1̄1̄1̄)) von
III-V- und II-VI- Verbindungshalbleitern deutlich unterschieden werden können [62, 95]
(vgl. Abbildung 2.16). Die abweichenden Intensitätsverhältnisse bei der Abbildung der
Phase in verschiedenen Kristallen durch die Kossel-Technik mit einer Eindringtiefe von ca.
1 - 10 µm und einem Strahldurchmeser von ca. 0,3 - 1,2 mm wurden von Geist und Ascheron
mittels dieser Methode 1984 detailliert vorgeführt [97].
Von Schetelich und Geist konnten 1993 erstmals Kossel-Aufnahmen von zweidimensio-
nalen Al70Co15Ni15-Quasikristallen angefertigt werden [98]. Dabei konnte ebenso wie in
Kristallen eine Hell-Dunkel-Struktur innerhalb der einzelnen scharf abgegrenzten Kossel-
Linien beobachtet werden. Abhängig von den zugehörigen Symmetrien der beugenden Ebe-
nen wurden unterschiedliche Intensitätsprofile der Reflexlinien mit und ohne Hell-Dunkel-
Wechsel beobachtet.
Durch theoretische Berechnungen und Modellierungen wurde 1985 von Hutton et al.
anhand verschiedener Abbildungsgeometrien abgeschätzt, dass die synchrotronstrahlan-
geregte Kossel-Technik möglich sein muss und den Rückschluss auf Phaseninformationen
erlauben würde. Die ersten Fluoreszenz-Kossel-Aufnahmen durch Anregung am Synchro-
tron konnten Ullrich, Bauch et al. dann 1993 am HASYLAB in Hamburg durchführen
[99, 100]. Bei weiterführenden Experimenten am ESRF Grenoble wurden durch Ullrich,
Bauch et al. auch Materialien mit höheren Ordnungszahlen, wie bspw. Indiumantimo-
nid und Wolfram, aufgenommen [101–103]. Angefertigt wurden Aufnahmen mit höherem
Kontrast als bei der elektronenstrahlangeregten Kossel-Technik. Diese Aufnahmen zeigen,
aufgrund der polychromatischen Strahlung mit sehr geringer Divergenz, zusätzlich Laue-
Spots (vgl. Abbildung 2.17). Bei der Untersuchung eines Kupfer-Einkristalls war es möglich,
den Synchrotronstrahl auf einen Durchmesser von 10 µm auszublenden. Für die Abbildung
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von GaAs konnte lediglich, bedingt durch die höheren charakteristischen Energien, durch
Kollimatoren der Strahl auf 100 µm · 100 µm beschränkt werden. Im Vergleich zur elektro-
nenstrahlangeregten Kossel-Technik mit weniger als 10 µm wurden hier von Bauch et al.
Untersuchungsbereiche von 30 µm, 50 µm und 100 µm Durchmesser auf der Probe angege-
ben [104, 105].
Die ersten Kossel-Aufnahmen mittels nahezu monochromatischer Synchrotronstrahlung
wurden von Schetelich et al. im Jahr 1994 angefertigt. Dabei wurde ein W/Si Multilayer-
Monochromator zur Einschränkung der Variation der Wellenlänge auf einen Bereich von ca.
1 - 1,5Å genutzt. Vorteilhaft stellte sich hierbei insbesondere die Möglichkeit zur Auswahl
einzelner Wellenlängen bei Kristallen mit mehreren Atomsorten dar [106].
Jonnard et al. stellten 2014 eine Variante der Kossel-Technik vor, welche die Abbildung
von Überstrukturen erlaubt. Die Autoren experimentierten an der Beamline BEAR des
Elettra-Synchrotrons in Triest mit Fluoreszenzstrahlung im Niedrigenergiebereich unter
5 keV [108]. Sie betrachteten das mit einem Silizium-Drift-Detektor gemessene Spektrum
der gebeugten Strahlung für Geometrien mit streifendem Ein- oder Ausfall. Durch mechani-
sche Gegebenheiten war dabei der Winkel zwischen einfallender und detektierter Strahlung
auf ca. (60± 1)◦ festgelegt. Am Beispiel einer Mg/Co Multilayerstruktur konnten damit
deutliche Interferenzmaxima festgestellt werden. Jonnard et al. schlossen daraus, dass die
Anfertigung von Überstruktur-Kossel-Aufnahmen möglich ist.
Reflexfeinstruktur
Eine Besonderheit der Kossel-Technik zeigt sich bei der genauen Betrachtung der Beu-
gungslinien in den Aufnahmen (vgl. Abbildung 2.15, Abbildung 2.16). Während andere
Beugungsverfahren zu Reflexen führen, welcher entweder heller oder dunkler als der Strah-
lungsuntergrund sein können, sind hier drei wesentliche Varianten des Intensitätsverlaufs
zu beobachten. Die Art der Anregung hat darauf keinen Einfluss. Im Profil der Reflexe,
d. h. bei Abweichungen ∆ϑhkl = ϑhkl − ϑAbweichung vom Bragg-Winkel ϑhkl ist folgendes
sichtbar (die Feinstruktur):
Abbildung 2.16.: Protonenstrahlangeregte Kossel-Aufnahmen eines GaP-Kristalls von un-
terschiedlichen Seiten des Kristalls [95, Abb. 1]. Die linke Aufnahme zeigt die (111)-Seite
(mit "Ga-Atomen in der Deckschicht" [62, S. 184]) und entsprechend die rechte Aufnahme
die 111-Seite ("mit den P-Atomen in der Deckschicht" [62, S. 184]).
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• Bei zunehmenden |∆ϑhkl| steigt die Intensität der Strahlung. Für ϑhkl = 0 ist sie
größer als bei |∆ϑhkl| → ∞. Der Reflex ist dunkel auf Röntgenfilm und hell auf
einem typischen Digitaldetektor zu sehen (vgl. {133}-Linien in Abbildung 2.15).
• Bei zunehmenden |∆ϑhkl| sinkt die Intensität der Strahlung. Für ϑhkl = 0 ist sie
kleiner als bei |∆ϑhkl| → ∞. Der Reflex ist hell auf Röntgenfilm und dunkel auf
einem typischen Digitaldetektor zu sehen.
• Bei zunehmenden ∆ϑhkl steigt die Intensität der Strahlung zuerst und bei abneh-
menden ∆ϑhkl sinkt sie zuerst. Bei weiterer Zunahme von |∆ϑhkl| kehrt sich dieses
Verhalten um und die Untergrundintensität wird wieder erreicht. Der umgekehrte In-
tensitätsverlauf ist auch möglich. Auf dem Detektor ist ein Hell-Dunkel- bzw. Dunkel-
Hell-Linie zu sehen (vgl. {111}-Linien in Abbildung 2.15).
Ein Auswertungungsverfahren für Kossel-Aufnahmen muss diese Intensitätsverhältnis-
se zwingend beachten, wen die maximale Genauigkeit ausgenutzt werden soll (vgl. Ab-
schnitt 3.4).
Die Ursache für das Phänomen der vielgestaltigen Reflexlinien liegt in der Kohärenz
der beugenden Strahlung. Da die Strahlungsquelle selbst im Gitter liegt, gibt es eine fes-
te Phasenbeziehung zwischen der ausgesendeten und der am Gitter gestreuten Strahlung
Abbildung 2.17.: Kossel-Aufnahme von CuMn4 bei Anregung mittels polychromatischer
Synchrotronstrahlung. Die Aufnahme zeigt zusätzlich den Schattenwurf eines Referenz-
Drahtgitters zur Berechnung des Bildhauptpunktes der Aufnahme (in Veröffentlichungen
meist nicht gedruckt, vgl. [99, 107]).
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Abbildung 2.18.: Interferenz im symmetrischen (links) und asymmetrischen Bragg-Fall
(rechts). Die angeregte und gestreute Strahlung ist kohärent (rot).








Abbildung 2.19.: Interferenz im symmetrischen (links) und asymmetrischen Laue-Fall






Abbildung 2.20.: Reflexfeinstruktur im symmetrischen Bragg- und Laue-Fall. Die Darstel-
lung gilt für kleine ∆ϑhkl und ist hier nur qualitativ ausgeführt ((18) und 3.2 aus [85]). Die
Überschussintensität entspricht der Differenz vom detektierten Signal zum Strahlungsun-
tergrund.
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[109]. Für die Deutung bzw. Modellierung der Intensitätsverhältnisse ist die kinematische
Beugungstheorie nicht mehr ausreichend. Aus der Literatur ist besonders die Arbeit von
Schulze, Stephan et al. hervorzuheben [85, 86], welche mittels der dynamischen Beugungs-
theorie [3] die beobachteten Effekte vollständig aufklären.
Es muss demnach unterschieden werden, welche geometrische Intferenzpositon an jedem
einzelnen Punkt eines Reflexes vorliegt. Qualitativ einfacher zu beschreiben ist der Bragg-
Fall, da sich dort der Abstand der beugenden Atome einer Netzebene (hkl) zur Proben-
oberfläche nicht wesentlich ändert (vgl. Abbildung 2.18). Die Absorption der Strahlung hat
daher nur einen geringen Einfluss auf das Ergebnis. Änderungen von ∆ϑhkl führen nur zu
kleineren Änderungen an der Phasendifferenz der interferierenden Wellen [3]. Ein Kossel-
Kegel mit Achse [hkl], welcher über der Probenoberfläche liegt, besitzt eine höhere Inten-
sität als der Strahlungsuntergrund [3, 85, 86] (1. Fall, oben). Die zugehörige Feinstruktur
ist in Abbildung 2.20 skizziert.
Nach dem Reziprozitätssatz des Strahlengangs besitzt der gespiegelte Kegel mit Normale
h k l eine geringere Intensität als der Strahlungsuntergrund (2. Fall, oben). Die zugehörigen
Kurven auf dem Detektor werden auch als Extinktionslinien bezeichnet.
Im Gegensatz zum Bragg-Fall ist beim Laue-Fall die Schwächung durch die unterschied-
liche Tiefe der Streuzentren zu beachten [3, 85, 86] (vgl. Abbildung 2.19). Es zeigt sich eine
ausgeprägte Feinstruktur mit Hell-Dunkel-Verläufen, welche umso ausgeprägter werden, je
tiefer die angeregten Atome liegen [3, 85, 86] (vgl. Abbildung 2.20).
Bragg- und Laue-Fall können sich auch innerhalb eines Kossel-Kegels ändern (vgl. Ab-
bildung 2.21). Durch die Abweichung von den symmetrischen Interferenzpositionen ver-
ändert sich der Verlauf der Intensität des Reflexuntergrunds (vgl. Photometerkurven in
Abbildung 2.15). Qualitativ bleibt die Reflexfeinstruktur aber vergleichbar. Insbesondere
kann ∆ϑhkl = 0 verhältnismäßig einfach erkannt werden, was in dieser Arbeit ausgenutzt
wird (vgl. Abschnitt 3.4).
Probenoberfläche
rot. . . Bragg-Fall
blau. . . Laue-Fall
gelb. . . Netzebene
Abbildung 2.21.: Beugungskegel verschiedener Lage bzgl. der Probenoberfläche. Bragg- und
Laue-Fall können einzeln oder an demselben Kossel-Kegel auftreten.
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Geometrische Auswertung von Kossel- und RDS-Aufnahmen
Die von Kossel 1936 vorgestellte Kompensationsmethode ermöglicht es, Präzisionsmes-
sungen von Gitterkonstanten ohne genaue Kenntnis des Abstands zwischen Probe und
Detektor durchzuführen [80, 110]. Zusätzlich wurde dargelegt, wie durch Abgleich von
(Mehrfach-) Schnittpunkten der Reflexlinien auf genaue Gitterkonstanten geschlossen wer-
den kann. Die Kosselsche Kompensationsmethode nutzt dabei aus, dass die relative Lage
der Beugungskegel zueinander Rückschlüsse auf die Gitterkonstanten zulässt. Durch die
Vermessung und den Vergleich der kürzesten Verbindungswege zwischen unterschiedlichen
Reflexkurven ist so der Rückschluss auf räumliche Informationen möglich. Die erzielbare
Genauigkeit ist zwar theoretisch groß, jedoch kann die Methode nur auf kubische Kristalle
angewandt werden. Zudem bedeutet das Herstellen der korrekten Probenausrichtung einen
großen zeitlichen Aufwand bzw. einen starken Fehlereinfluss.
Tixier und Waché gaben 1970 einen Überblick über die bis dahin bekannten Auswer-
tungsmethoden der Kossel-Technik und die jeweils erreichte Genauigkeit [111]. Dabei klas-
sifizierten sie das Pseudo-Kossel-Verfahren als geometrisch äquivalent, wobei sie für die
dort nötige Antikathode nur dünne Filme auf der Probenoberfläche betrachteten (vgl.
Abschnitt 2.3). Die vorgestellte Systematik unterscheidet zwischen Methoden zur Reflex-
linienindizierung, Orientierungsbestimmung und Gitterkonstantenbestimmung. Die Indi-
zierungsverfahren werden zusätzlich nach der Abhängigkeit von der genauen Bestimmung
des Bildhauptpunktes getrennt. Als Beispiel wird dabei das Vorgehen bei der Auswertung
von ausgewählten Methoden an Aufnahmen von Nickel und von Eisen diskutiert [111].
Zusammenfassend geben Tixier und Waché an, dass die Kristallorientierung mit Fehlern
von weniger als 0, 17◦ und Gitterkonstanten mit Genauigkeiten besser als 10−4 Å in den
günstigsten Fällen bestimmt werden können.
Einige Auswertungsvarianten nutzen die Möglichkeiten zur Mehrfachbelichtung aus. Dies
bedeutet, auf einem Detektor sind Reflexsysteme verschiedener Aufnahmeparameter oder
Wellenlängen sichtbar. Falls die Linien korrekt zugeordnet werden können, ist so die Be-
rechnung von Gitterkonstanten und Orientierungen ohne fehleranfällige mechanische Mes-
sungen am Gerät möglich. Durch Bevis et al. wurde, mit Korrekturen von Crellin und
Bevis, 1970 ein solches Verfahren vorgestellt, welches die Vermessung der Kossel-Linien
bei der Nutzung zweier unterschiedlicher Wellenlängen erlaubt [112–114]. Dabei wird aus-
genutzt, dass sich die (verlängerten) Hauptachsen der Kegelschnitte im Lotfußpunkt der
gemeinsamen Kegelspitze auf dem Detektor schneiden.
Ein detailliertes Verfahren ohne Mehrfachbelichtungen stellten Harris und Kirkham 1971
vor [115]. Mittels der Methode der kleinsten Quadrate wird dabei aus den sichtbaren
Reflexlinien jeweils die zugehörige Gleichung des Kegelschnitts bestimmt (vgl. auch Ab-
schnitt 3.1). Da die Bestimmung der Gleichung stark von der Wahl des Detektorkoordi-
natensystems abhängt, wurde ein Korrekturterm zur Verschiebung des Ursprungs dieses
Koordinatensystem in der Nähe der Mitte des jeweiligen Kegelschnitts eingeführt. An-
schließend kann, nach der Rücktransformation, der Bildhauptpunkt (“pattern center“) des
Reflexbildes als Schnitt der Hauptachsen der Kegelschnitte berechnet werden. Durch den
Abgleich von simulierten Kurven mit den berechneten führt dies zur Bestimmung von
Netzebenenabständen aus jeweils zwei Kurven. Beim Vergleich mehrerer dieser Kurven-
paare ergab sich für die (220)-Ebenen von Eisen eine empirische Standardabweichung von
6 · 10−4 Å aus sieben Einzelergebnissen, bei Vernachlässigung eines stark abweichenden
Resultats [115]. Für die Netzebenenabstände zu den anderen sichtbaren Linien wurden
entsprechend größere Abweichungen berechnet.
Durch Ullrich und Schulze wurde 1971 eine computergestützte Auswertungsvariante vor-
gestellt, welche keine symmetrischen Kossel-Aufnahmen benötigt, jedoch die Genauigkeit
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der Kosselschen Kompensationsmethode aufgrund der notwendigen Messung des Probe-
Detektor-Abstandes nicht erreichen kann [116]. Die von den Aufnahmen übernommenen
und digitalisierten Kurven werden dabei mit Computersimulationen des Reflexbildes ab-
geglichen.
Biggin und Dingley verfeinerten 1977 die Systematisierung von Tixier und Waché und
gaben einen detaillierten Überblick über die mit dem jeweiligen Verfahren erzielten Genau-
igkeiten [117]. Für alle dort betrachteten Auswertungsmethoden ist die möglichst genaue
Kenntnis der genutztenWellenlänge nötig. Erwartungsgemäß stellten sich die Verfahren mit
stärkeren Voraussetzungen als weniger fehlerbehaftet heraus. Die relativen Fehler bewegen
sich dann im Bereich von ca. 10−4 (bzw. 10−6 für [118]) bis 10−3. Als neuen Ansatz stellten
Biggin und Dingley die Berechnung des Bildhauptpunktes mittels Stahlkugeln vor [117].
Durch das Einbringen von Kugeln mit einer relativen Fertigungstoleranz von besser als
5 ·10−5 in den Strahlengang, sind auf den Aufnahmen elliptisch berandete radiographische
Schatten zu sehen (vgl. Abbildung 2.22). Durch eine Ausgleichsrechnung dieser Ellipsen
kann auf den Bildhauptpunkt und das Projektionszentrum geschlossen werden. Somit ist
die genauere Auswertung der Kossel-Linien möglich. Das Verfahren wurde an Eisen, Kup-
fer und CuBi0,02 demonstriert, wobei als Fehler eine empirische Standardabweichung von
ca. 7000−1 ermittelt wurde, das heißt der relative Fehler beträgt ca. 1, 4 · 10−4. Biggin
und Dingley geben an, dass bei der Berücksichtigung der Methode von Ellis et al. [119]
Genauigkeiten im Bereich von 150000−1 (relative Fehler von ca. 6, 7 · 10−6) zu erwarten
sind.
Abbildung 2.22.: Transmissions-Kossel-Aufnahme von Kupfer mit den Schatten von drei
im Strahlengang platzierten Stahlkugeln [117, Abb. 3b] (vgl. Abbildung 2.17).
Aufbauend auf synchrotronangeregten Kossel-Messungen von 1996 konnte eine neue Aus-
wertungsmethodik zur Bestimmung von Eigenspannungen entwickelt werden. Der Brech-
bühl-Bauch-Algorithmus wurde am Beispiel von CuMn4-Aufnahmen bei Spotdurchmessern
von ca. 50 µm demonstriert [107, 120]. Dieser arbeitet in folgender Weise:
1. Bereitstellung folgender Startwerte: Wellenlänge, elastische Konstanten, Gitterpara-
meter des ungedehnten Kristalls, Abstand der Probe zum Film und Abstand der
Kossel-Linien vom Bildhauptpunkt sowie Kristallorientierung
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2. Berechnung der Richtung des Bildhauptpunktes im Kristallkoordinatensystem
3. Bestimmung der Bragg-Winkel, Gitterkonstanten, Netzebenenabstände und Dehnun-
gen
4. Ermittlung des Eigenspannungstensors mittels elastischer Konstanten aus den Deh-
nungen
5. Minimierung der Quadratfehlersumme der Abstände der Reflexlinien zum Bildhaupt-
punkt bei Variierung des Bildhauptpunktes und dessen Abstandes von den Reflexli-
nien mittels des Gradientenverfahrens
Für zyklisch belastetes CuMn4 wurde unter der Voraussetzung rein oberflächenparalleler
Spannungen der biaxiale Spannungstensor mit Unsicherheiten von weniger als 10 MPa be-
stimmt. Dabei wurden sechs Reflexlinien ausgewertet. Zur Berechnung des Tensors wären
mindestens drei Linien notwendig gewesen [107].
Den Brechbühl-Bauch-Algorithmus nutzten Böhling und Bauch im Jahr 2007 zur Aus-
wertung der Kossel- und RDS-Aufnahmen von lasergeritztem FeSi3 Transformatorenblech
[121]. Die Kossel-Aufnahmen wurden dabei mittels Elektronenstrahlanregung bei Spot-
durchmessern von etwa 1 µm in einem 30 µm-Raster durchgeführt. Hierdurch konnte die
Spannungsverteilung senkrecht und entlang des Ritzes jeweils vor und nach der Aushei-
lung aufgezeichnet werden. Damit waren Rückschlüsse auf die Veränderungen der Domänen
durch das lokale Einwirken des Lasers möglich. Böhling und Bauch führten dies fort und
untersuchten die entstehenden Eigenspannungen bei verschiedenen Schneidemethoden an
FeSi3 [122]. Es konnte dabei gezeigt werden, dass Laserschnitte die geringsten Verzerrungen
verursachen, gefolgt vom Wasserstrahlabrasivschneiden und zuletzt Blechscheren.
Ein von Langer et al. entwickelter Algorithmus simuliert die Reflexlage ausgehend von
bekannten Kristallparametern, der genutzten Wellenlänge und der Probenposition relativ
zum Detektor [123]. Mittels manuellen Anpassens aller Parameter kann die Zuordnung
der realen Reflexe zur Simulation hergestellt werden, wodurch sich die Gitterkonstanten
ergeben.
Morawiec et al. stellten 2008 ein neues Softwarepaket zur Auswertung von Kossel-
Aufnahmen vor [124]. In dem als KSLStrain bezeichneten Programm werden ausgehend
von manuell ausgewählten Punkten auf der Aufnahme die Kristallorientierungen bestimmt.
Dazu wurde ein bestehender Algorithmus zur Bestimmung von Orientierungen aus EBSD-
Aufnahmen angepasst. Der für die Dehnungs- und Eigenspannungsbestimmung besonders
wichtige Abstand der Probe zum Detektor wird dabei aus einer Kalibrierungsaufnahme
mit einer bekannten Probe berechnet. Er ergibt sich aus dem Unterschied der Vergrößerung
zwischen einer Referenzaufnahme und der zugehörigen Simulation. Anschließend werden
die Aufnahmen von den zu untersuchenden Proben mit entsprechenden Simulationen des
Kristalls im vorher ermittelten Abstand verglichen. Durch ein Verfahren der numerischen
Optimierung wird aus der Minimierung der Funktion
f =
∑
(2k · g − g · g)2 (2.13)
auf den Dehnungstensor geschlossen. Dabei ist k der Wellenvektor des gebeugten Strahls
und g der zum Reflex gehörige reziproke Gittervektor.
Untersuchungen von Bouscaud et al. zeigten 2012, in welcher Form sich die Erwärmung
der Probe auf die Kossel-Abbildung auswirken kann [125]. Um einen möglichst guten Kon-
trast und kurze Belichtungszeiten zu erreichen, muss bei Elektronenstrahlanregung ein ver-
hältnismäßig hoher Probenstrom gewählt werden (1 A in diesem Fall). Durch den Vergleich
mit Monte-Carlo-Simulationen konnte sichergestellt werden, dass die Temperaturdifferenz
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von 5K für Kupfer und 30K für Germanium nicht zu signifikanten Veränderungen führt.
Auf dieser Basis konnten Bouscaud et al. dann die Eigenspannungen in der Formgedächt-
nislegierung CuAl11,5Be0,5 analysieren und vergleichen [126]. Zur Auswertung nutzten sie
dabei das Programm KSLStrain [124].
Ellipse detektiert: Hyperbel detektiert:
Kreis detektiert: Parabel detektiert:
Abbildung 2.23.: Skizze der vier beim Kossel- und RDS-Verfahren theoretisch detektierba-
ren Reflexkurven (rot) mit den zugehörigen Fokalkurven (blau) sowie einem der möglichen
Beugungskegel.
Von Henschel und Bauch wurde bei der Geometrietagung ICGG 2012 erstmals der Ein-
satz von Fokalkurven zur Auswertung von kegelschnittförmigen Beugungsreflexen vorge-
schlagen [127, 128]. Die Fokalkurven sind dabei in verschiedener Weise definierbar [129–
132]. Eine von den diagnostischen Zielstellungen motivierte Definition soll daher in Ab-
schnitt 4.2 gegeben werden (vgl. auch Abbildung 2.23 und Tabelle 4.1). Wie in [128] her-
ausgestellt wurde, ist die besondere Eigenschaft der Fokalkurven, dass sie die möglichen
Orte des Beugungsvolumens bzw. des Ursprungspunktes der gebeugten Strahlung im Raum
angeben. Für einen einzelnen Reflex lässt die Fokalkurve ohne zusätzliche Informationen
keine eindeutigen Schlüsse über die Beugung zu.
Bei Aufnahmen mit zwei oder mehr nicht konzentrischen Kegelschnitten schneiden sich
die Fokalkurven jedoch in genau zwei Punkten symmetrisch zu Detektorebene. Durch die
bis auf diese Symmetrie freie Wahl des Halbraumes über bzw. unter der Detektorebene
ist der Ausgangspunkt der gebeugten Strahlung eindeutig festgelegt. Die Fokalkurven sind
selbst ebene Kurven, deren Tangenten im Beugungspunkt die Netzebenennormalen des je-
weils zugehörigen Beugungsreflexes sind [132, 133]. Somit kann von rein zweidimensionalen
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Daten auf dreidimensionale Informationen geschlossen werden. Dies soll in Abschnitt 4.2
näher ausgeführt werden.
Grundlagen und Ergebnisse des RDS-Verfahrens
Das Röntgen-Drehschwenk-Verfahren (RDS) ist ein Röntgenbeugungsverfahren, welches
dem Kossel-Verfahren vergleichbare Aufnahmen ermöglicht. Auf einem ebenen Detektor
werden ebenfalls die Schnittkurven der Beugungskegel zu einer festen Wellenlänge in Form
von Ellipsen, Hyperbeln und (im Grenzfall) Parabeln aufgezeichnet (vgl. Abbildung 2.24).
Es wird jedoch eine Röntgenröhre als Ausgangspunkt der zu beugenden Strahlung genutzt,
was heißt, dass die Quelle der Strahlung außerhalb des untersuchten Kristalls liegt. Dies
ermöglicht die relativ freie Wahl der beugenden Wellenlängen durch die Nutzung verschie-
dener Röntgenröhren. Hierdurch wird die Untersuchung von Werkstoffen aus leichten Ele-
menten erlaubt. So können beispielsweise Siliziumeinkristalle untersucht werden, was mit
der Kossel-Technik nicht möglich ist, da Si-Kα-Strahlung nicht in Silizium interferenzfähig
ist. Ähnlich zur Kossel-Technik mit Fluoreszenzanregung ist ein hoher Kontrast (ca. 95%
[134]) bei gleichzeitig guter Signalausbeute erreichbar, da der Bremsstrahlungsuntergrund
fehlt. Durch den Einsatz einer äußeren Quelle, mit im Allgemeinen von den Absorptions-
kanten abweichenden Wellenlängen (im Gegensatz zu [60, 61]), sind Phaseninformationen
nicht bzw. nur sehr schwer zu gewinnen.









Abbildung 2.24.: Beim RDS-Verfahren können durch die Drehung von Detektor und Pro-
be um eine gemeinsame Achse mit dem Winkel ϕ und das gemeinsame Schwenken um
den Winkel ψ für einen Einkristall die Bragg-Winkel zu einer Vielzahl von Netzebenen
abgefahren werden. Da sich der Detektor relativ zum Kristall nicht bewegt, entspricht die
Gesamtheit der auf einem Flächendetektor aufgenommenen Punkte prinzipiell dem Interfe-
renzmuster des Kossel-Verfahrens für eine wählbare Wellenlänge. Im Bild sind die Reflexe
zu ausgewählten {001}-Netzebenen (grün) und {011}-Netzebenen (rot) eines kubischen
Kristalls sowie ihre sichtbaren Reflexlinien angedeutet.
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In älteren englischsprachigen Veröffentlichungen wird die Abkürzung XRT als Überset-
zung von RDS genutzt [104, 105, 107, 121, 135–138]. Um Verwechslungen mit der Compu-
tertomographie (X-ray tomography) zu vermeiden, wird seit 2016 die Abkürzung XRRT
(X-Ray Rotation-Tilt) präferiert [139].
Zur Aufnahme der Beugungskegel mit dem RDS-Verfahren ist es erforderlich, dass sich
der Detektor analog zur Kossel-Technik an einer proben- und damit auch kristallfesten
Position befindet. Zusätzlich sind Bewegungen der Probe und des Detektors relativ zur
Röntgenröhre bzw. zu deren ausgesandter Parallelstrahlung notwendig, so dass die Rönt-
genstrahlen mit den Mantellinien der Beugungskegel zusammen fallen können (s. Glei-
chung (2.8)). In der bisher vorgestellten, am einfachsten zu realisierenden Variante des
Verfahrens ist dies so gelöst, dass sich die Röntgenröhre an einer raumfesten Position be-
findet und ihre Strahlung auf den zu untersuchenden Probenpunkt sendet. Die Probe und
der Detektor bewegen sich gleichsinnig und mit gleicher Geschwindigkeit um eine gemein-
same Achse (“Dreh-“), während sie zusätzlich um eine weitere durch die Probe verlaufende
Achse rotieren (“-Schwenk“). Diese beiden Drehachsen sind senkrecht zueinander angeord-
net (vgl. Abbildung 2.24).
Die Entstehung des Verfahrens geht zurück auf ein Patent von Ullrich und Greiner aus
dem Jahr 1980 [2, 134]. Bei Untersuchungen an Si und α-Fe konnten 1982 sehr kontrastrei-
che Aufnahmen angefertigt und anschließend ausgewertet werden [134]. Die Reflexindizie-
rung erfolgte hierbei durch den Abgleich mit dem simulierten Reflexbild in einer gnomoni-
schen Projektion. Durch den Spezialfall der Berührung zweier Co-Kβ1-Beugungskegel bei
der Aufnahme von α-Fe konnte auf die Gitterkonstante 2,8662(5)Å ohne Berücksichtigung
von Gerätedaten geschlossen werden.
Bauch führte 1986 erstmals die computergestützte Auswertung von RDS-Aufnahmen
durch. Dabei wurden die Reflexlinien für verschiedene Parameter simuliert und mit der
Aufnahme verglichen. Das ermöglicht relative Genauigkeiten der Gitterkonstantenbestim-
mung von ca. 10−4 und besser [140].
Die RDS-Technik wurde im Jahr 2000 von Bauch et al. an einer moderneren Geräte-
technik eingesetzt und dem internationalen Fachpublikum in einem ersten englischspra-
chigen Paper als eigenständiges Beugungsverfahren vorgestellt [135]. Es wird dabei auch
die deutliche optische Trennbarkeit zweier Reflexlinien bei einer Abweichung der zuge-
hörigen Gitterkonstante um lediglich 5 · 10−4 nm demonstriert. In einer weiterführenden
Veröffentlichung 2003 wurde ein Nutzkontrast von mindestens 10 % bis 98 % im Vergleich
zu lediglich 2% bei der Kossel-Technik angegeben [104]. Zusätzlich wird dort von Bauch et
al. ausgeführt, dass durch die Wahl der Röntgenröhre sehr große Bragg-Winkel ermöglicht
werden, wodurch sehr hohe Genauigkeiten erreichbar sind [80]. Durch Weiterentwicklun-
gen des Brechbühl-Bauch-Algorithmus [107] (vgl. Schema auf Seite 33) konnte daraufhin im
Jahr 2004 ein Eigenspannungstensor mit Abweichungen der Komponenten um 11 MPa oder
weniger bestimmt werden [105]. Durch Böhling und Bauch wurde bei der Untersuchung von
FeSi3-Transformatorblechen jedoch 2007 gezeigt, dass die Auflösung des RDS-Verfahrens
mit einer Spotgröße von ca. 100 µm nicht ausreicht, um hohe laterale Auflösungen bei der
Eigenspannungsberechnung zu ermöglichen [121].
Durch den hohen Nutzkontrast der RDS-Aufnahmen ist die Detektion von Reflexlinien
im Vergleich zur Kossel-Technik einfacher möglich. Mit dem Einsatz einer dreidimensiona-
len Hough-Transformation zur Detektion von Kreisen konnten 2011 von Bauch, Henschel
und Schulze nahezu kreisförmige Ellipsen automatisch detektiert werden [136]. Die Dimen-
sionen des Hough-Raums entsprechen dabei den Koordinaten des Kreismittelpunktes x und
y sowie dem Kreisradius r. Mit der daraus bestimmbaren Kreisgleichung konnte so erstmals
automatisch das zu einem RDS-Reflex gehörige Intensitätsprofil bestimmt werden.
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Durch die Wiederentdeckung des Zusammenhangs zwischen Reflexlinien und untersuch-
ter Probenstelle vermittels der Fokalkurven konnten Henschel und Bauch einen Ausblick
geben, welcher die genauere und automatisierbarere Auswertung von allgemeinen kegel-
schnittförmigen Beugungsreflexen darstellt [127, 128, 138]. Das bildete den Ansatzpunkt
für die Diplomarbeit des Verfassers dieser Arbeit, wobei dort aufgrund zeitlicher Beschrän-
kungen lediglich archivierte Synchrotron-Kossel-Aufnahmen explizit ausgewertet werden
[132]. Hierzu sei weiter auf Abschnitt 4.2 dieser Arbeit verwiesen.
Parallel dazu wurde von Henschel und Bauch eine Kombination der Hough-Transforma-
tion mit der Auswertung durch Nutzung von Fokalkurven vorgeschlagen [137].
Neue Ergebnisse von Enghardt und Bauch zeigten die prinzipielle Einsetzbarkeit der
Fokalkurven zunächst an Anwendungsbeispielen unter Nutzung der Kossel-Technik [133].
Angewandt auf das RDS-Verfahren konnten in der Folge durch Indizierung, Orientierungs-
sowie Gitterparameterbestimmung von BaTiO3 die unterschiedlichen Phasen dieser Oxid-
keramik bei 20 °C und 130 °C untersucht werden [139].
Eine neue Variante des Verfahrens wurde von Bortel et al. 2005 vorgestellt. Statt ei-
nes mitbewegten Detektors wird dabei ein großflächiger Punktdetektor genutzt. Aus der
Zuordnung der Einstrahlwinkel auf die Probe zu den beobachteten Intensitäten kann das
Reflexmuster bspw. in Polardarstellung rekonstruiert werden. Die entsprechende Demons-
tration erfolgte am Beispiel eines C60-Kristalls [141].
2.3. Pseudo-Kossel-Verfahren
Der prinzipielle Versuchsaufbau der Pseudo-Kossel-Technik ähnelt dem des Kossel-Ver-
fahrens. Der Elektronenstrahl trifft jedoch eine zusätzliche Antikathode, in welcher die
anschließend im Kristall gebeugte Strahlung entsteht (vgl. Abbildung 2.25). Durch die
Wahl des Antikathodenmaterials können die damit verbundenen charakteristischen Wel-
lenlängen angepasst werden, somit sind Materialien untersuchbar, für welche die Braggsche
Gleichung keine oder nur wenige Reflexe beim Kossel-Verfahren erlaubt. Alternativ ist auch
die Nutzung von (divergenter) Fluoreszenzstrahlung zur Anfertigung von Pseudo-Kossel-
Aufnahmen möglich. Von Lin et al. wurde dies im Jahr 2000 experimentell bei der Nutzung
von Synchrotronstrahlung nachgewiesen [142]. Die von Lee et al. 2003 als "Pseudo-Kossel-
Linien" bezeichneten Kurven, welche bei der Untersuchung regelmäßiger Nanostrukturen
sichtbar sind, stehen mit diesem Verfahren in keinem direkten Zusammenhang (vgl. [143]),
ebenso wie die "Pseudo-Kossel-Kurven" von Bortel et al. [141]).
Die Röntgenstrahlung tritt punktuell aus der Antikathode aus und interagiert dann als
divergentes Strahlenbündel mit der Probe. Dies ist geometrisch äquivalent zum Seemann-
schen Weitwinkelverfahren [144] (engl. divergent beam), bei dem stattdessen direkt eine
Röntgenröhre genutzt wird. Bis auf Unterschiede in den Intensitätsausbeuten und einstell-
baren geometrischen Parametern ist die Abbildung identisch, weshalb dieselben Auswer-
tungsmethoden für beide Verfahren genutzt werden können. Dabei wird ausgenutzt, dass
sich die sichtbaren Reflexlinien bei geringeren Abständen zwischen Röhre bzw. Antikathode
und Probe von Kurven höherer Ordnung zunehmend an Kegelschnitte annähern [82, 144].
Dieses Verfahren lässt prinzipiell die Abbildung in Reflexion und Transmission zu [145],
während das beim Pseudo-Kossel-Verfahern aufgrund der im Rasterelektronenmikroskop
(REM) im Allgemeinen deutlich geringeren Ströme erschwert wird.
Von Lonsdale konnten mit dem Weitwinkelverfahren 1945 Aufnahmen von Diamant und
Eis angefertigt werden. Die Beschreibung und Auswertung erfolgte durch die Modellierung
mit Kegelschnitten [118], welche jedoch im Gegensatz zu der späteren Arbeit von Lin eine
gemeinsame Kegelspize aufweisen [146]. Durch eine Vielzahl von Aufnahmen unterschiedli-
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cher Abbildungsgeometrie konnte Lonsdale feststellen, dass die beobachtbare Linienbreite
nicht vom Netzebenenabstand abhängt, sondern vermutlich von Versetzungen bzw. unter-
schiedlichen Versetzungsdichten. Gitterkonstanten von Diamant konnten so mit fünf Stellen
Genauigkeit ermittelt werden. Dies entspricht auch der damals bekannten Genauigkeit der
zugehörigen Wellenlängen [118].
Von Imura et al. stammt die Bezeichnung der Pseudo-Kossel-Linien [147]. Sie untersuch-
ten im Jahr 1962 den Einfluss der Ausscheidungshärtung auf die Dehnungen von AlCu3, 85-
Kristallen. Dazu wurde aus den Änderungen der Reflexlage auf die Änderung des einzelnen
Netzebenenabstände geschlossen. Mittels einer Ausgleichsrechnung konnten dann für eine
unterschiedliche Zahl von genutzten Reflexlinien die Dehnungstensoren ermittelt werden.
Imura et al. erkannten dabei, dass mindestens sechs Reflexe in allgemeiner Lage für die Be-
stimmung des vollständigen räumlichen Tensors nötig sind, wobei mehr Daten das Ergebnis
verbessern und Hinweise auf die Genauigkeit geben können.
Zur Untersuchung von Wolframkristallen, die mittels des Zonenschmelzverfahrens herge-
stellt wurden, entwickelten Ellis et al. 1964 eine Auswertungsmethodik zur Gewinnung von
Dehnungstensoren [119] aus Rückstreu-Weitwinkelaufnahmen. Sie setzten dazu eine Stirn-
fensterröhre mit einem Fokusdurchmesser von ca. 10 µm im Abstand von 0,4 bis 3mm
vor der Probe ein. Für die Auswertung wird die Bestimmung der Abstände von Probe
zu Detektor bzw. Röhre als besonders fehleranfällig angegeben. Zur Vermeidung dieser










Abbildung 2.25.: (a) Im Gegensatz zum Kossel-Verfahren (vgl. Abbildung 2.14) entsteht
die beugende Strahlung beim Pseudo-Kossel-Verfahren außerhalb der Probe in einer Anti-
kathode, hier angedeutet durch ein zylindrisches Drahtstück.
(b) Die entstehenden Beugungskegel sind im Allgemeinen keine Kreiskegel. Ihre Gestalt
ist insbesondere von der Neigung der Netzebenen gegenüber der Probenoberfläche (hier
10°) abhängig. Die Braggsche Gleichung mit Beugungswinkel θ ist durch die divergente
Strahlung an verschiedenen Oberflächenpunkten erfüllbar. Die genaue Bestimmung dieser
Punkte wird in Abschnitt 5.1 detailliert diskutiert.
39
2. Verfahrenstechnische Grundlagen und Stand der Forschung
tektorposition selbst und die Messung der Abstandsänderungen beschrieben. Mittels des
Strahlensatzes wird ausgehend von einer Zentralprojektion an ausgewählten Strecken auf
den Bragg- und Orientierungswinkel geschlossen. Die Aufnahmen wurden dazu mehrfach
belichtet, wodurch die Reflexe aus verschiedenen Abständen in einem Bild sichtbar und ein-
ander zuordenbar sind. Die Daten für verschiedene Abstände wurden mittels einer Kleinste-
Quadrate-Methode ausgeglichen, um möglichst genaue Netzebenenabstände zu erhalten.
Zur Bestimmung des vollständigen Dehnungstensors sind dabei mindestens sechs Reflex-
linien unterschiedlicher Netzebenen nötig, welche von Ellis et al. als Ellipsen genähert
werden, was auch die Einsetzbarkeit bei der Kossel-Technik aufzeigen kann. Als Ergebnis
wird die Gitterkonstante (3,165 66± 0,000 02)Å angegeben. Zum Vergleich der Genauig-
keit dieses Ergebnisses mit anderen Resultaten ist es notwendig, zu beachten, dass Ellis et
al. die empirische Standardabweichung ihrer Daten aus 85 Einzelmessungen ermittelten,
während im Allgemeinen nur Daten einer Aufnahme bzw. Aufnahmeserie zusammenge-
fasst werden. Zusätzlich kann der systematische Fehler durch die Kurvenapproximation so
nicht quantifiziert werden. Weiterhin ist die Methode nur auf Einkristalle mit Seitenflächen
von mindestens 4 mm2 anwendbar (z. B. Würfel größer als 2 × 2 × 2 mm3). Somit ist die
Untersuchung vieler polykristalliner Proben unmöglich.
Durch Ichinokawa wurde 1966 nachgewiesen, dass bei Pseudo-Kossel-Aufnahmen in Trans-
mission auch das röntgenographische Schattenbild der Probe sichtbar sein kann, was die
Herstellung von Zusammenhängen zwischen den makroskopischen und kristallinen Defek-
ten ermöglicht [148].
Newman konnte 1969 gegenüber den früheren Modellen zeigen, dass Pseudo-Kossel-
Linien im Allgemeinen Kurven vierter Ordnung sind und die Betrachtung als Kurven
zweiter Ordnung zu signifikanten Fehlern führt [149]. Mit der von ihm angegebenen Para-
metrisierung kann von der Kurvengleichung auf die Beugungswinkel geschlossen werden,
wenn die geometrischen Geräteparameter bekannt sind. Durch eine Verallgemeinerung die-
ser Herangehensweise konnte Mayo die Gitterkonstante von InP mit einer Genauigkeit von
ca. 10−4 berechnen [150]. Im Jahr 1992 nutzten Zhang und Cao diese Darstellung zur Si-
mulation der Reflexlinien von Silizium und stellten dabei eine gute Übereinstimmung mit
entsprechenden experimentellen Ergebnissen fest [151].
Zwei deutliche Nachteile des Weitwinkelverfahrens sind die Voraussetzung großer Kris-
tallite mit homogenen Eigenspannungen, sowie Röntgenröhren mit sehr kleinem Fokus
[116]. Diese sind bei Pseudo-Kossel-Verfahren nicht so deutlich ausgeprägt: Durch die freie
geometrische Gestaltung und Platzierung der Antikathode kann die Spitze des divergen-
ten Strahlenkegels in fast beliebigem Abstand zur Probe platziert werden, wodurch auch
verhältnismäßig kleine Probenbereiche untersuchbar sind.
In der am häufigsten genutzten Variante kann eine Folie in den Elektronenstrahl ein-
geschoben werden [145] (vgl. Abbildung 2.26). Wenn dabei der Antikathodenhalter als
elektronenstrahlumschließende Kanüle ausgeführt wird, kann der filmschwärzende Brems-
strahlungseinfluss verringert und der Kontrast verbessert werden [140, 152, 153] (vgl. Ab-
bildung 2.26). Von Däbritz et al. konnten, durch den Abgleich mit Kossel-Linien, so ange-
fertigte Aufnahmen bei Genauigkeiten von ca. 10−4 ausgewertet werden [152]. Aufnahmen
von GaAs mittels Kupfer K-Strahlung wurden auf diese Weise auch von Hall et al. 1976
angefertigt [154]. Ein solcher Antikathodenhalter erlaubte es Däbritz et al. 1997 zudem,
die Diffusionsprozesse in Cu-Sn/Pb zu studieren [155].
Durch Mendelssohn und Milledge wurden 1999 die Gitterkonstanten von LiF über einen
Temperaturbereich von 15 - 375 K bestimmt. Als Antikathodenmaterial wurde Kupferpul-
ver auf die Probe gestreut. Dies reduziert den Abstand der Antikathode zur Probe auf
nahezu Null (vgl. Abbildung 2.26). Ausgewertet wurden die Daten durch die Nutzung der
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Abstände spezifischer Kossel-Linienschnitte [156].
Ein Simulationsverfahren von Lin approximiert die Pseudo-Kossel-Linien durch Kegel-
schnitte, welche theoretisch durch das Kossel-Verfahren erzeugbar wären [146]. Dabei be-
sitzt jedoch jeder detektierte Kegelschnitt eine andere Spitze des angenäherten Kossel-
Kegels, während beim Kossel-Verfahren alle Kegelspitzen einen gemeinsamen Punkt be-
schreiben (vg. Abschnitt 2.2). Von Lin wurden sowohl Rückstrahlungs- als auch Durch-
strahlungs-Pseudo-Kossel-Aufnahmen an einem Synchrotron angefertigt [142]. Das Antika-
thodenmaterial wurde jeweils in Form eines Drahtes in den Synchrotronstrahl eingebracht
(vgl. Abbildung 2.26). An den Schnittpunkten zweier solcher Reflexkurven im detektierten
Bild sind dann zwei Kegelschnittgleichungen erfüllt, welche die Berechnung der Netzebe-
nenabstände bzw. Gitterkonstanten erlauben. Dabei wurden relative Genauigkeiten von
bis zu 5 · 10−5 erreicht [146].
Sühnel setzte 2018 verschiedene Antikathodenarten beim elektronenstrahlangeregten
Pseudo-Kossel-Verfahren ein [157]. Bei Rückstrahlungsaufnahmen mit der Gerätetechnik
der Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW der TUD entwickelte
er einen flexiblen Probenhalter zum Einsatz unterschiedlicher Drähte als Antikathode (vgl.
Abbildung 5.14). Dadurch wurden die Abschattungen durch die Antikathode auf dem Film
verkleinert. Damit ist eine gute Annäherung an die klassische Kossel-Abbildungsgeometrie
ohne Veränderung der Probenoberfläche möglich. Die Aufnahmen wurden als Kossel-Auf-







Abbildung 2.26.: Von der Pseudo-Kossel-Antikathode (blau) wird Bremsstrahlung (grün)
und die charakteristische Strahlung (gelb) erzeugt. Schematisch dargestellt sind hier vier
Antikathodenvarianten:
(a) Durch das Einbringen einer Folie in den Strahlengang kann relativ einfach die geeigne-
te Strahlung erzeugt werden. Die entstehende Bremsstrahlung muss jedoch ggf. zusätzlich
abgeblendet werden [145].
(b) Durch eine Kanüle mit dem Target am probenseitigen Ende kann der Einstrahlpunkt
genau kontrolliert und die Bremsstrahlung abgeschattet werden. Die Kanüle muss jedoch
mit dem Elektronenstrahl mitgeführt werden bzw. es muss auf die Rasterfunktion des Elek-
tronenmikroskops verzichtet werden [155].
(c) Durch einen geeigneten dünnen Draht als Antikathode kann ebenfalls die Bremsstrah-
lung abgeschattet werden, wobei jedoch auch Teile einzelner Beugungskegel unterbrochen
werden [146].
(d) Durch Partikel auf der Oberfläche kann der Abstand zwischen Probe und Antikathode
extrem niedrig gewählt werden. Die entstehende Bremsstrahlung ist jedoch nicht abschirm-
bar, ohne die Beugungskegel ebenfalls auszublenden [156].
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nahmen genähert und mit einer Vorabversion des im Rahmen dieser Arbeit entwickelten
Algorithmus bzw. Computerprogramms ausgewertet. Es zeigten sich erwartungsgemäß grö-
ßere Fehler bei der Gitterkonstantenberechnung, wenn der Abstand zwischen Antikathode
und Probe vergrößert wurde.
Bereits 2014 konnte vom Autor dieser Arbeit gezeigt werden, dass die Probengeome-
trie im beleuchteten Bereich ebenfalls einen nicht zu vernachlässigenden Einfluss besitzt.
So ist für den Fall der Transmission von Proben mit ebenen, aber nicht parallelen, Ein-
und Austrittsflächen im Allgemeinen von Kurven achter Ordnung auszugehen [158]. Für
nicht ebene Probengeometrien im angestrahlten Bereich muss dann von jeweils angepassten
Kurvenmodellen ausgegangen werden.
2.4. Beugung mittels divergenter Bremsstrahlung
Von Bauch, Ullrich et. al. wurde ein Verfahren entwickelt, welches die Diagnostik von ma-
kroskopischen Schädigungen und Einkristalldefekten in einer einzigen Aufnahme erlaubt
[159, 160] (vgl. Abbildung 2.27). Die Methode entspricht dabei einer polychromatischen
Erweiterung der Beobachtungen von Ichinokawa [148] (s. Abschnitt 2.3). Durch die poly-
chromatische Strahlung wird jedoch nicht nur eine Wellenlänge gebeugt, sondern ein Teil
des vorhandenen Wellenlängenkontinuums.
Abbildung 2.27.: Diese beiden Bremsstrahlinterferenzaufnahmen wurden am Tomographen
nanotom des IAVT der TU Dresden erstellt. In der ungedrehten Probe sind im sehr stark
tonwertkorrigierten Detektorbild Intensitätsabstufungen senkrecht zu einzelnen Reflexli-
nien sichtbar (angedeutet durch gelbe Pfeile). Bei Drehungen der Probe sind zusätzliche
Reflexmuster sichtbar, welche in der Nähe der Reflexlinien entstehen (rote Markierungen).
Die meisten Röntgenbeugungsverfahren nutzen monochromatische Röntgenstrahlung, da
dann durch eine einfache Winkelmessung mittels Braggscher Gleichung ein Rückschluss auf
die Netzebenenabstände und damit auf die Gitterkonstanten möglich ist. Für Röntgen-
inspektionsaufnahmen wird dagegen das gesamte von einer Röntgenröhre zur Verfügung
gestellte Spektrum genutzt, um bessere Kontraste und Intensitäten zu erreichen (vgl. Ab-
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schnitt 2.5). Die Photonenenergien sind so flexibel wählbar, wobei auch Spektralbereiche
nutzbar sind, welche mit keinem stabilem (bzw. bekanntem) Element erreicht werden kön-
nen, bspw. 200 keV. Zusätzlich ist für die Röntgeninspektion im Allgemeinen ein divergen-
ter Strahl von Vorteil, da so eine Zentralprojektion, d. h. Vergrößerung, der untersuchten
Probe abgebildet werden kann. Auch können nur so Aufnahmen bei fester Röhrenposi-
tion angefertigt werden. Bezüglich der Verfahrensgeschwindigkeit und Genauigkeit sind
Vorteile gegenüber dem rasterförmigen Verfahren der Probe bei einer Parallelstrahlquelle
gegeben. Für die Kombination der Röntgenbeugung mit der Röntgeninspektion in einer
einzigen Aufnahme ist somit die Nutzung divergenter Bremsstrahlung am besten geeignet
(vgl. Abbildung 2.28).
Determann untersuchte in den 1930er Jahren die Interferenz der Bremsstrahlung, wel-
che in einer kristallinen Kupferantikathode entsteht und gebeugt wird. Dabei waren regel-
mäßige Linienstrukturen beobachtbar [161]. Diese wurden als “Kikuchi-Bänder“, d. h. als
Hyperbeln beschrieben. Determann konnte auch an einer halbkugelförmigen Antikathode
Schwärzungsstufen bzw. Flecken erkennen, jedoch noch keine Erklärung dafür liefern [162].
Von Wolf wurde dieses Prinzip wieder aufgegriffen [163]. Er filterte die Bremsstrahlung je-
doch so weit, dass nur noch der höchst-energetische Anteil gebeugt und abgebildet wurde.
In den Reflexstrukturen existierte dann zu jeder Netzebene ein einzelnes Maximum.
Brümmer untersuchte die Interferenzen der Bremsstrahlung, welche bei einer relativ
weit vom Kristall entfernten Röntgenröhre entstehen [164]. 1960 wurde von ihm die Kom-
bination dieser Beugung mit dem Schattenbild veröffentlicht [165]. Als großen Vorteil des
Verfahrens zeigte er die Beziehung beider Informationen zueinander auf, wobei die genaue
Reflexlage im Detail noch ungeklärt blieb.
Weiterführende Ergebnisse wurden erst von Bauch, Ullrich et al. 2008 in einem paten-
tierten Verfahren umgesetzt [159, 160, 166]. Die Leistungsfähigkeit des Verfahrens konnte
an einer einkristallinen Turbinenschaufel demonstriert werden [160]. Bisher nicht veröffent-
lichte Messergebnisse zeigen sowohl regelmäßige Strukturen in den breiten Reflexfächern
als auch unregelmäßige, in der Nähe der Reflexe liegende Muster (vgl. Abbildung 2.27),
deren Aufklärung ein Bestandteil dieser Arbeit ist (vgl. Kapitel 5).
Bei der Modellierung des Verfahrens kann die Röntgeninspektion getrennt betrachtet
werden (s. Abschnitt 2.5), da dieser Teil der Abbildung sich nicht von der gewöhnlichen
Radiographie unterscheidet. Die Abbildung der Bremsstrahlungsinterferenzen ist jedoch
gesondert zu untersuchen.
Eine Möglichkeit zur Beschreibung geht vom Laue-Verfahren aus. Dabei wird polychro-
matische Strahlung bei starrer Geometrie eingesetzt (vgl. [45]). Für die unterschiedlichen
Netzebenen sind nach der Braggschen Gleichung jeweils verschiedene Wellenlängen bei un-
terschiedlichen, diskreten Winkeln interferenzfähig. In einer Aufnahme sind somit einzelne
Punkte zu erkennen. Falls divergente Strahlung eingesetzt wird, entstehen je Einfallswinkel
auf die Probe neue Punkte auf dem Detektor, wodurch die Entstehung der Linienstrukturen
qualitativ erklärbar ist.
Alternativ kann die Abbildung als Überlagerung eines Kontinuums von Weitwinkel- bzw.
Pseudo-Kossel-Aufnahmen beschrieben werden. Für jede einzelne Wellenlänge des Spek-
trums entsteht eine Pseudo-Kossel-Kurve, welche jedoch aufgrund der im Allgemeinen
komplizierteren, radiographisch zu beurteilenden Probenstruktur schwierig analytisch zu
beschreiben ist [158]. Da nach der Braggschen Gleichung zu einer größeren Wellenlänge
auch ein größerer Beugungswinkel zugeordnet wird, kann dem Profil (dem "Fächer") senk-
recht zum intensitätsstarken Reflexverlauf jeweils eine Wellenlänge zugeordnet werden. Die
genaue Vorgehensweise dabei und der Bezug zum realen Spektrum der genutzten Rönt-
genröhre ist bei diesem Beugungsverfahren noch nicht vollständig geklärt. Durch die im
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Allgemeinen kurzen Wellenlängen sind große Öffnungswinkel der Beugungskegel bei den
hohen Intensitäten des Spektrums zu erwarten, wodurch die Kurven näherungsweise (vgl.
Abschnitt 2.3) Hyperbeln entsprechen müssen. Das stimmt mit den Beobachtungen von
Determann überein. Bei der Modellierung der Fächerstruktur muss auch die anomale Ab-











Abbildung 2.28.: Beim Bremsstrahlinterferenzverfahren ist die Überlagerung zweier Infor-
mationstypen sichtbar. Zum einen wird durch die divergente Strahlung das radiographische
Schattenbild der Probe sichtbar, hier angedeutet durch die abgebildeten Kanten der wür-
felförmigen Probe. Zum Anderen sind die Beugungslinien zu i. A. relativ kleinen Bragg-
Winkeln sichtbar, d. h. hyperbelförmige Beugungsreflexe können detektiert werden.
2.5. Multi-Energie-Röntgeninspektion
Beschreibung des Röntgenspektrums
Für die theoretische Beschreibung bzw. Berechnung der Wellenlänge λ bzw. der Frequenz f
der ausgesandten Röntgenstrahlung ist die Betrachtung der charakteristischen Strahlung
von Bedeutung. Moseley legte dafür 1913 eine der Grundlagen durch die Untersuchung
von charakteristischen Linien im Röntgenspektrum. Insbesondere fokussierte er sich auf
















(Z − σn)2 (2.14)
aus der Bohrschen Theorie. Dabei ist σn eine Konstante, welche die gegenseitige Abschir-
mung der n Elektronen in einer Schale beschreibt. Dabei werden bspw. σ2 = 0, 25 und










(Z − σn)2 (2.15)
als das Moseleysche Gesetz bezeichnet. Hierin sind n1 und n2 die Hauptquantenzahlen
der für die Aussendung der Strahlung notwendigen Energieniveaus. Im Jahr 1913 hat Mo-
seley dies bereits für Lα vorgeschlagen [168] und im darauffolgenden Jahr experimentell
untermauert [169].
Durch Fortschritte im Auflösungsvermögen der eingesetzten Apparaturen konnten wei-
tere Linien voneinander getrennt werden. 1916 führte M. Siegbahn zusätzliche Indizes zur
Unterscheidung dieser Dublette, d. h. Lβ1 und Lβ2, ein [170].
Eine frühe Beschreibung des kontinuierlichen Bremsstrahlungsspektrums einer Rönt-
genröhre stammt von Kramers aus dem Jahr 1923. Dabei wurde das Targetmaterial als
eine infinitesimal dünne Schicht aus Atomen der Ordnungszahl Z modelliert. Mit diesen
Atomen interagieren pro Sekunde i-viele Elektronen mit der Maximalenergie hfmax. Der
Energiefluss If im Frequenzbereich von f bis f + df beträgt dann mit einer Konstanten
K [171]:
If = KiZ (fmax − f) . (2.16)
Der Energiefluss If auf einen Detektor wird auch als (integrale) Intensität bezeichnet.
Das muss vom Photonenfluss strikt unterschieden werden, obwohl dieser ebenfalls Inten-
sität genannt wird. Falls die Photonenzahl I(λ) zur Beschreibung der Intensität genutzt
werden soll, muss man durch die Energie hf eines Photons dividieren. Abhängig von der
Wellenlänge ergibt sich dann aus Gleichung (2.16) mit dfdλ = −cλ−2:









Die Funktion I (λ) ist hier jedoch keine Intensität, sondern, aus mathematischer Sicht,
eine Intensitätsdichte. Die Intensität, d. h. hier der Photonenfluss, kann durch die Integra-
tion über λ erhalten werden. Es ist zu beachten, dass aus diesem einfachen Modell folgt,
dass eine unendliche Zahl von Photonen in einem beliebigen festen Zeitraum ausgesendet
werden. Jedoch besitzt nur eine endliche Zahl dieser Photonen genügend Energie um bspw.
das Röhrenfenster durchdringen zu können.
Ein erweitertes Modell von Kulenkampff aus dem Jahr 1922 beschreibt die Intensität
aus Gleichung (2.16) in der Form [172, 173]:
If = K
(
Z (fmax − f) + Z2b
)
. (2.18)
Dabei sind K und b ≈ 0, 0025 Konstanten. Kulenkampff gibt daraus folgend auch die Wel-
lenlänge maximaler Intensität an. In Form einer Verallgemeinerung der Regel von Dauvillier
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Da diese Modellierungen die genaue Röhrengeometrie nicht abbilden und von einer all-
seitig gleichintensiven Ausbreitung der Strahlung ausgehen, können in der Praxis deutliche
Abweichungen des Spektrums festgestellt werden [174]. Qualitative Aussagen bleiben damit
aber trotzdem möglich.
Nach Laguitton et al. dürfen die charakteristischen Linien vom Bremsspektrum nicht
getrennt betrachtet werden, da sonst signifikante Abweichungen zu realen Ergebnissen ent-
stehen [174]. Neben der experimentellen Auswertung entwickelten sich daher eine Vielzahl
unterschiedlicher theoretischer Modelle (z. B. [175–178]).
Ausgehend von spektroskopischen Daten konnten Pella et al. 1985 einen Kurvenfit von
Röntgenspektren anfertigen. Als Modell wurde dabei ausgehend von Gleichung (2.16) das
Bremsspektrum in der Form









dargestellt [175]. Durch den Absorptionsfaktor Wab für das Röhrenfenster und einen Term
f zur Korrektur der Absorption innerhalb der Antikathode konnten bessere Ergebnisse
erzielt werden.
Das Modell von Ebel et al. aus dem Jahr 1999 beachtet dabei den Raumwinkel Ω des
Photonenflusses, den Röhrenstrom i, den energieabhängigen Massenschwächungskoeffizient
τE,j des Targetmaterials j bei verschiedenen Einfallwinkeln ϕ zur Targetoberfläche und den
Ausfallswinkel ε der Röntgenstrahlung:









Der Wert ρz ist dabei in komplexer Weise von der Energie und dem Antikathodenelement
abhängig (vgl. [176]). Von Ebel et al. konnte die Übereinstimmung dieses Modells mit
experimentellen Daten im Bereich bis zu 30% der Standardabweichung gezeigt werden.
Diese Verifikation wurde jedoch nur bis zu Röhrenspannungen von 50 kV durchgeführt.
Die relativ gute Übereinstimmung mit experimentellen Daten konnte von Rackwitz et
al. 2012 bestätigt werden [178]. Nach den dortigen Vergleichsuntersuchungen war jedoch
das eigene Modell (Procob und Hodoroaba [179]) genauer, mit Abweichungen von weniger
als 15%. Bei diesem Ansatz wurde die Bremsstrahlung getrennt von der charakteristischen





modelliert, wobei die Konstanten K und m durch den Abgleich mit einzelnen Messungen
ermittelt wurden [178, 179].
Schwächung
Von Röntgen selbst wurde die Schwächung der nach ihm benannten Strahlung in Mate-
rie beobachtet [6]. Die Modellierung des Vorgangs entspricht jener für sichtbares Licht.
Dabei konnte Bouguer zu Beginn des 18. Jahrhunderts bei der Untersuchung unterschied-
licher Strahlungswege durch Flüssigkeiten einen exponentiellen Zusammenhang zwischen
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Intensitäten und Wegverhältnissen feststellen [180].




Für einen Stoff mit dem materialspezifischen Schwächungskoeffizienten µ und einer durch-
strahlten Weglänge d kann somit die relative Intensität I/I0 der Strahlung ermittelt werden.
Beer stellte 1852 bei der Untersuchung von Licht in farbigen Flüssigkeiten fest, dass dieser
Zusammenhang abhängig von der Wellenlänge ist. Er bestimmte für sichtbares Licht die
Relation λ = µd [182].
Für verschiedene Materialien j einer Probe ergibt sich so die verallgemeinerte Form, das
Lambert-Beersche Gesetz:




Die abgeleitete Größe µ/ρ mit der Dichte ρ des untersuchten Materials heißt Massen-
schwächungskoeffizient. Dessen Tabellierung ist vorteilhaft gegenüber dem Schwächungs-
koeffizienten selbst, da der Dichteeinfluss auf die Schwächung so leichter angepasst werden
kann.
Beim Durchgang von Röntgenstrahlung durch Materie kommt es zu Wechselwirkungen
unterschiedlicher Mechanismen, welche Auswirkungen auf den Schwächungskoeffizienten
haben. Der Einfluss einzelner Effekte hängt dabei insbesondere von der Wellenlänge der
Strahlung und den durchstrahlten Elementen ab. Für den Energiebereich der Röntgen-
strahlung aus typischen Röntgenröhren, wie sie in dieser Arbeit von Relevanz sind, spielt
die elastische Streuung der Elektronen ebenso wie Wechselwirkungen mit dem Atomkern,
z. B. die Delbrück-Streuung, eine vernachlässigbare Rolle [183]. Der Schwächungskoeffizient
µ aus dem Lambert-Beerschen Gesetz kann daher als Summe dargestellt werden:
µ = τ + σc + κ. (2.25)
Der Summand σc beschreibt den Anteil der inelastischen Streuung der Röntgenquanten
an den Elektronen des jeweiligen Materials. Der Photoabsorptionskoeffizient τ umfasst
den photoelektrisch absorbierten Anteil der Strahlung, während κ durch die Paarbildung
hervorgerufen wird. Die Zerstrahlung von Photonen in ein Elektron-Positron-Paar kann
jedoch erst ab 2mec2 > 1,02 MeV auftreten und spielt deshalb für diese Arbeit nur eine
untergeordnete Rolle.
Compton entwickelte als Erweiterung der Streuungstheorie von Thomson 1923 ein neues
Modell [184]. Dieses beschreibt die inelastische Streuung eines Röntgenquants an einzelnen








beachtet den Energieübertrag der Quanten an die Elektronen. In Gleichung (2.26) be-
schreibt ξ den Winkel zwischen ein- und ausfallender Strahlung. Weiter wird durch die





1 + cos2 ξ + 2α (1 + α) (1− cos ξ)2
(1 + α (1− cos ξ))5
(2.27)
angegeben. Dabei ist R der Abstand vom Beobachtungspunkt zum Streuereignis und α
ist gleich h/mecλ0. Klein und Nishina verfeinerten diesen Ansatz mittels der Diracschen
Theorie der Quantendynamik und bestimmten als Intensität der gestreuten Strahlung (vgl.
47






1 + cos2 ξ




(1 + cos2 ξ) (1 + α (1− cos ξ))
)
. (2.28)
Heute wird der Klein-Nishina-Wirkungsquerschnitt im Laborsystem bspw. in folgender
















Hierbei bezeichnet re den Elektronenradius, ξ den Streuwinkel und E bzw. E′ die Energie
der einfallenden bzw. auslaufenden Photonen.
Owen untersuchte 1912 die Schwächung von charakteristischer Röntgenstrahlen in Gasen
(Luft, CO2, SO2) [187] und entdeckte den Zusammenhang
µ
ρ
∼ (Au)5 . (2.30)
des Massenschwächungskoeffizienten mit der Atommasse Au des Strahlers.
Bragg baute auf diesen Ergebnissen auf, wobei er 1914 Röntgenröhren mit verschiede-
nen Antikathoden nutzte und die Wellenlängen durch reflektometrische Auswahl an einem





= CZ4λ2.5 n0 . . .Teilchendichte. (2.31)
Bragg kam dabei zu dem Resultat, dass C über große Bereiche konstant ist, sich aber an den
Absorptionskanten plötzlich ändert. Richtmyer gab 1926 den geänderten Zusammenhang
τ = CZ4λ3 (2.32)
an und untersuchte die Änderung von C an der K-Absorptionskante [189]. Der Änderungs-
faktor RLK dieser beiden Konstanten wurde mit den Ergebnissen der theoretischen Modelle
von Thomson, Compton, de Broglie und Kramer verglichen. Mit der Zahl der Elektronen






















M + . . .
(2.33)
ermittelt [189]. Die experimentellen Abweichungen werden dabei als in der Größenordnung








der Absorption mit dem Streukoeffizienten σ [189].
Untersuchungen von Dersheim und Schein zeigten 1931, dass der Zusammenhang in
Gleichung (2.31) nicht immer zutrifft [190]. Sie untersuchten die Schwächung von C-Kα-
Strahlung in verschiedenen Gasen und Blattgold. Dabei bestimmten sie den Exponenten
für Z mit 4, 4 und wiesen darauf hin, dass gemäß verschiedener Modelle der Exponent von
λ bedeutend kleiner als 3 sein muss.
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Durch die Modellierung des Sommerfeldschen Atommodells und unter Einbezug der
Ergebnisse von Klein und Nishina [185] konnte Victoreen 1948 die Berechnung des Mas-







































wird dabei sowohl der Einfluss des Photoeffekts als auch der der Compton-Streuung be-
achtet (im Gegensatz zu Gleichung (2.31)). Die Werte fi werden mittels
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)
(2.36)
berechnet. αS ist die Sommerfeldsche Feinstrukturkonstante, R die Rydbergkonstante, ni
sind Quantenzahlen und s sowie k sind weitere Konstanten (vgl. Gleichung (2.15)). Durch
den Vergleich mit experimentellen Daten von Chao und Lauritsen konnte Victoreen die
Berechnungen verifizieren und gab an, dass bis zu Wellenlängen von 0,005Å hinreichend
genaue Werte, d. h. Abweichungen von wenigen Prozent, erreicht werden. Für kleinere
Wellenlängen muss zusätzlich die Paarbildung berücksichtigt werden [191].





















beschreiben [192]. Darin sind λi die charakteristischen Wellenlängen des durchstrahlten
Elements.



















Dabei ist Au die relative Atommasse und λi, wie in Gleichung (2.37), die Wellenlänge der
K- bzw. L-Strahlung. Die Funktionen Fi wurden dabei als Kurvenfit experimenteller Daten
ermittelt [193].
Durch die Modellierung der Photoabsorption durch ein relativistisches Hartree-Slater-
Modell konnte Scofield 1973 die photoelektrische Wechselwirkung der Photonen mit Elek-
tronen verschiedener Energieniveaus modellieren. Durch den Einsatz numerischer Verfah-
ren war es so möglich, eine große Zahl diskreter Photoabsorptionskoeffizienten für verschie-
dene Stoffe zu berechnen [194]. Daraufhin wurde 1975 von Hubbel et al. eine Methode zur
Ermittlung der inelastischen Streuung aus dem Klein-Nishina-Wirkungsquerschnitt multi-
pliziert mit einer vom Atomformfaktor abhängigen Streufunktion vorgestellt [195]. Hubbel
und Seltzer konnten damit das Schwächungsverhalten vieler Elemente mit hoher Genau-
igkeit berechnen [183]. Die ermittelten Datenpunkte bei diskreten Röntgenenergien sind
für Elemente bis Uran online verfügbar [196]. Zusätzlich zeigt das Ergebnis von Seltzer,
dass die Addition der Schwächung verschiedener Elemente zu relativ kleinen Abweichun-
gen von experimentellen Daten führt, insbesondere bei niedrigeren Photonenenergien (hier
10 MeV) gegenüber 100 MeV [183]. Lediglich für eine Photoemulsionsschicht wurde eine
Abweichung von mehr als 1% angegeben.
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Multi-Energie-Aufnahmen
Das Multi-Energie-Röntgeninspektionsverfahren stellt eine Verallgemeinerung der gewöhn-
lichen Röntgeninspektion bzw. Radiographie dar. Statt einer Aufnahme bei bestimmten
Aufnahmeparametern werden mehrere angefertigt und im Allgemeinen gemeinsam compu-
tergestützt ausgewertet. Die am meisten verbreitete Variante ist die Dual-Energie-Diagnos-
tik, bei welcher lediglich zwei Energien betrachtet werden. "Wahre" Multi-Energie-Verfah-
ren sind dabei noch relativ neu [197]. Die Grundlage der verschiedenen Verfahrensvarian-
ten ist die unterschiedliche energie- bzw. wellenlängenabhängige Röntgenschwächung eines
Materials (vgl. Gleichung (2.24) in Abschnitt 2.5). Diese unterschiedlichen Schwächungen
können genutzt werden, um einen höheren Kontrast im Vergleich zur Einzelaufnahme zu
rekonstruieren, das heißt ein Ergebnisbild zu generieren, welches einen deutlich höheren
Dynamikumfang enthält, als der Detektor selbst aufnehmen kann.
Durch die Bedeutung von Digitaldetektoren für die Aufnahmegeschwindigkeit und -ge-
nauigkeit ist das Verfahren stark mit dem Einsatz von tomographischen Methoden verbun-
den, bei dem ebenfalls Digitaldetektoren und Rekonstruktionshardware benötigt werden.
Dies trifft insbesondere auf medizinische Anwendungen zu, wo bspw. Organbewegungen
kurze Aufnahmezeiten zwingend erfordern.
Die Verfahren lassen sich nach dem eingesetzten Spektrum unterscheiden. Zum einen
kann monochromatische Strahlung genutzt werden. Dies ist durch Röntgenröhren mit Mo-
nochromatoren oder γ-Strahlern gewährleistbar [198]. Eine insbesondere für medizinische
Anwendungen vorteilhafte Variante nutzt dagegen energiedispersive Detektoren, wodurch
sich die Röntgendosis für den Patienten nicht von gewöhnlichen Aufnahmen unterscheidet.
Insgesamt ist der Vorteil dieser Vorgehensweise, dass das Spektrum selbst für die Aus-
wertung eine untergeordnete Rolle spielt und nicht modelliert werden muss. So kann pro
Bildpunkt die Gesamtschwächung mittels des Lambert-Beerschen Gesetzes für jede einzelne
gewählte Wellenlänge getrennt untersucht werden.
Zum anderen ist die Intensitätsausbeute jedoch besser, wenn das gesamte Spektrum
der Röntgenröhre genutzt wird (vgl. Abschnitt 2.5). Der Investitionsaufwand ist dabei
niedriger, es kann eine breitere Auswahl von Detektoren genutzt werden, wodurch bspw. ein
höheres Auflösungsvermögen ermöglicht wird. Die Auswertung ist jedoch aufwendiger, da
das im Allgemeinen unbekannte Spektrum sich hier nur integral auf die sichtbare Intensität
auswirkt. Die Materialinformationen ergeben sich hier sowohl aus der Schwächung als auch
aus der Strahlaufhärtung.
Es sind auch Zwischenstufen dieser beiden Multi-Energie-Ansätze denkbar. Beispiels-
weise kann dies durch den Einsatz einfacher energiedispersiver Detektoren mit geringem
spektralem Auflösungsvermögen erfolgen. Auch ist der Einsatz mehrerer unterschiedlicher
Detektoren mit voneinander abweichenden Parametern möglich. Auch die Verwendung von
Strahlungsfiltern kann zur Änderung des Spektrums genutzt werden und durch mehrere
verschiedene Filter zusätzliche Erkenntnisse ermöglichen [199].
In medizinischen Anwendungen ergibt sich teilweise die Möglichkeit zur Anwendung von
Kontrastmitteln mit hohen Schwächungskoeffizienten, so dass diese Stoffe in Verbindung
mit Multi-Energie-Methoden leicht von anderem Gewebe getrennt werden können [200].
Alvarez und Macovski stellten 1976 ein erstes Verfahren für Multi-Energie-Tomographie
vor [201]. Dabei werden Tomographien einer Probe aus den verschiedenen Bereichen des
Strahlungsspektrums rekonstruiert. Für einen Punkt im Probenvolumen wird daraus der
Schwächungskoeffizient für eine einzelne Referenzenergie berechnet. Das Modell berück-
sichtigt dabei die getrennten Einflüsse der Photoabsorption und der Comptonstreuung auf
die Schwächung (vgl. Gleichung (2.25)).
Die Multi-Energie-Tomographie entwickelt sich aktuell rasant weiter. Neben verschie-
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densten Rekonstruktionsansätzen, Filtern, Varianten von Röntgenröhren und Detektoren
stehen sowohl Anwendungen der Sicherheitstechnik, Medizin und Werkstoffwissenschaft im
Fokus. So wurde bspw. von Levine et al. 2019 der Germaniumkonzentrationsverlauf in einer
optischen Faser untersucht [202]. Durch eine spezielle räumliche Mittelung der Daten sollte
dort das Rauschen in den Ergebnisbildern verringert werden. Die berechneten Schnittbilder
zeigen jedoch noch deutliche Inhomogenitäten, was die Interpretation erschwert. Andere
Ansätze kombinieren bspw. Deep-Learning-Algorithmen mit Multi-Energie-Informationen,
um die erzielbare Bildqualität zu verbessern [203].
Insgesamt ist das Nutzkontrastverhälnis bzw. die Bildqualität in vielen der bisher publi-
zierten Varianten des Verfahrens noch nicht zufriedenstellend. Tartare et al. konnten z. B.
in einer Simulationen von karbonfaserverstärktem Kunststoff die Fasern sichtbar machen
[204]. In realen Aufnahmen war aber selbst die Überlagerung von homogenen Platten der
einzelnen Werkstoffe stark verrauscht.
Neu ist auch die Idee, Multi-Energie-Laminographien anzufertigen. Dadurch können im
Gegenteil zur Tomographie auch sehr große, aber flache, Bauteile untersucht werden. Schu-
macher et al. war es 2019 möglich, glasfaserverstärkte Windkraftturbinenflügel im Volumen
auf Defekte zu analysieren [205]. Im Gegensatz zu der in dieser Arbeit entwickelten Varian-
te wurde nur eine einzelne Beschleunigungsspannung der Röntgenröhre mit einem Detektor
kombiniert, welcher zwei verschiedene Energiebereiche trennen kann.
Generell gibt es viele Möglichkeiten, Multi-Energie-Informationen zu detektieren. In ei-
nem Patent von Bjorkholm wird bspw. demonstriert, wie mit zwei hintereinander angeord-
neten Detektoren Röntgenstrahlung aufgenommen werden kann [206]. Nachteilig ist dabei
die Überlagerung der Radiographie der Probe mit der Radiographie des vorderen Detek-
tors auf dem hinteren Detektor. Heismann et al. stellten dagegen 2003 eine Methode vor,
um aus den zwei Schwächungskoeffizienten im Dual-Energie-Verfahren auf die zugehörige
Dichte und Ordnungszahl zu schließen [207]. Dabei wurden jeweils zuerst tomographische
Schnitte rekonstruiert, um die räumliche Zuordnung ausnutzen zu können. Mit einer Ver-
allgemeinerung von Liu et al. wurden darauf drei unterschiedliche Materialien voneinander
getrennt [208]. Dabei wird die Massenerhaltung beim Mischen verschiedener Materialien
ausgenutzt, um im Zusammenspiel mit den tomographischen Volumeninformationen einen
größeren Parameterraum zu ermöglichen.
Von Naydenov et al. wurde 2004 ein Verfahren zum Rückschluss auf die effektive Ord-
nungszahl1 einer mittels Dual-Energie-Technik untersuchten Probe vorgestellt, mit dem
Ordnungszahlen bis 5% genau bestimmbar sein sollen. Als Grenze der bisherigen Auswer-
tungsverfahren geben sie im Vergleich 50% an, wodurch die Trennung von organischen
Stoffen (Z ≈ 6− 7) und Wasser (Z ≈ 8) unmöglich wäre [209]. Von Rizescu et al. wurden
wiederum schon 2001 Genauigkeiten von bis zu ca. 5% angegeben, die beim Einsatz eines
192Ir-Strahlers bei der Dual-Energie-Berechnung der effektiven Ordnungszahl erzielbar sein
sollen [198].
Primak et al. konnten 2009 zeigen, dass durch die Auswahl spezifischer Filter das Spek-
trum so optimiert werden kann, dass der Kontrast zwischen bestimmten Elementen deut-
lich gesteigert wird [210]. Daraus sind Rückschlüsse auf ebendiese Materialien mit größerer
Sicherheit möglich.
Von Krämer und Weckenmann wurde 2010 ebenfalls ein Verfahren zur Dual-Energie-
Bildrekonstruktion vorgestellt. Darin werden von einem Bild alle als überbelichtet be-
trachteten Pixel durch entsprechend skalierte Pixel einer zweiten Aufnahme mit anderen
Parametern ersetzt [211].
1Genutzt wird hier die Definition Zeff :=
∑
ciZi für eine Probe aus den Elementen Zi mit Konzentrationen
ci. Dies ist nicht äquivalent zur effektiven Kernladungszahl Zeff = Z−σn mit der Abschirmungskonstante
σn nach den Slater-Regeln (vgl. Gleichung (2.15)).
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Ein weiteres Rekonstruktionsverfahren entwickelten Liu et al. 2014 [212]. Zunächst wer-
den dort alle Pixel auf Null gesetzt, welche als über- oder unterbelichtet gewertet wer-
den. Die Rekonstruktion summiert dann mit rekursiv gewonnenen Gewichtungsfaktoren
die jeweils geometrisch äquivalenten Pixel auf. Die Faktoren entsprechen dabei den Quo-
tienten aus der gewichteten Summe für niedrigere Beschleunigungsspannungen und den
logarithmierten inversen relativen Intensitäten je Pixel. Anschaulich "klebt" das Verfah-
ren die Bildbereiche zusammen, welche bei unterschiedlichen Beschleunigungsspannungen
einen guten Kontrast besitzen. Dabei treten jedoch noch deutliche und nicht vollständig
vermeidbare Rekonstruktionsartefakte auf.
Von Firsching et al. wurden 2011 Dual-Energie-Aufnahmen von zwei sich überlappen-
den Materialien, Titan und Kohlenstoff, angefertigt. Diese konnten anschließend in der
Rekonstruktion vollständig voneinander getrennt werden, wobei von approximierten "ef-
fektiven" Schwächungskoeffizienten ausgegangen wurde. Das Spektrum der Röhre bzw. die
energieabhängige Empfindlichkeit des Detektors wurden durch Monte-Carlo-Simulationen
abgeschätzt [213].
Lee et al. entwickelten 2012 ein Verfahren zur theoretischen Dickenrekonstruktion aus
Multi-Energie-Aufnahmen auf der Basis von energiedispersiven Detektoren. Dabei wurde
ein künstliches neuronales Netzwerk angefertigt, welches mit simulierten Daten trainiert
wurde und anschließend in einer simulierten Aufnahme Defekte finden konnte [214]. Diese
Vorgehensweise erlaubt zunächst jedoch nur den Einsatz bei Aufnahmen ähnlich zu den
antrainierten Parametern, wobei auch dort die Zuverlässigkeit oder Reproduzierbarkeit
nicht analytisch bewiesen wurde.
Von Sossin et al. konnte 2016 ein durch Simulationen verifiziertes Verfahren zur Kor-
rektur des Streustrahlungseinflusses beim Einsatz von energiedispersiven Detektoren ein-
gesetzt werden [215]. Durch diese Korrekturen ist die Genauigkeit der zugehörigen Multi-
Energie-Verfahren potentiell steigerbar und die Entstehung von Artefakten in tomographi-
schen Rekonstruktionen kann reduziert werden.
In der Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW der TUD wird
ebenfalls schon seit einiger Zeit an Multi-Energie-Verfahren geforscht. Von Schiefer wurde
dort 2013 beschrieben, wie mittels eines provisorischen Aufbaus aus Grobstrukturröhre,
Röntgenbildverstärker und herkömmlichem Photoapparat die Rekonstruktion von optimal
(weder über- noch unter-) belichteten Bildern durchgeführt werden kann (im Sinne von
Abschnitt 6.1) [216]. Dazu wurden Aufnahmeserien mit konstantem Röhrenstrom und einer
einzigen Belichtungszeit je Beschleunigungsspannung angefertigt. Die Spannungen wurden
äquidistant in einem Bereich zwischen 25 und 150 keV gewählt, was so zu insgesamt 26
Aufnahmen je Probe bzw. Referenzkörper führt. Auf dieser Datenbasis wurden folgende
Rekonstruktionsalgorithmen entwickelt:
1. Grenzwertmethode
Es wird zunächst ein Satz von n Grenzwerten aus der Menge der darstellbaren Grau-
werte ausgewählt (40 verschiedene in [216]). Dann sucht der Algorithmus die Grau-
werte, die zu einem festen Pixel des Detektors, aber unterschiedlichen Einzelaufnah-




Anzahl der Grauwerte kleiner dem Grenzwert gi (2.39)
ergeben sich damit Werte F für diesen Punkt aus der gesamten Aufnahmeserie. Wenn
das für jede Pixelposition durchgeführt wurde, können anschließend die Werte F auf




Je Einzelaufnahme wird so linear tonwertkorrigiert, dass das hellste Pixel weiß darge-
stellt wird. Anschließend wird das Ergebnisbild als Mittelwert aller Bilder berechnet.
Von Schiefer wurde weiterhin eine Datenbank von Stoffen aufgenommen, um Materiali-
en durch den Abgleich von Multi-Energie-Aufnahmeserien identifizieren zu können [216].
Anhand einer Vielzahl von Messungen wurde zudem ein Modell entwickelt, in dem der Ge-
samtschwächungskoeffizient µ selbst dickenabhängig ist. Deshalb wurden je Stoff einzelne
Kurven µd (d) gespeichert (vgl. (2.24)). Diese konnten aus den zugehörigen Referenzmes-
sungen durch die Approximation mittels einer Exponentialfunktion ermittelt werden:
µd = A+BeCd. (2.40)
Durch den Vergleich dieser Kurven konnten u.a. Polystyrol und Polyvinylchlorid, welche
ähnliche Massenschwächungskoeffizienten besitzen, bei unbekannter Dicke unterschieden
werden (vgl. Abbildung 2.29). Zusätzlich wurden auch erste Versuche zur Stoffüberlage-
rungen mit bekannten Proben durchgeführt. Durch das Zusammenwirken der verschiedenen
Schwächungskoeffizienten konnten jedoch nur jene Proben qualitativ auseinandergehalten
werden, bei denen sich das Schwächungsverhalten über den eingesetzten Beschleunigungs-
spannungsbereich deutlich geändert hat.
Fischer baute 2015 auf den Ergebnissen von Schiefer [216] auf und setzte viele der An-
sätze fort bzw. untermauerte diese [217]. Durch den Einsatz eines Röntgenflachbilddetek-
tors konnten zur Steigerung der Zuverlässigkeit der Materialidentifikation gleichmäßiger
belichtete Aufnahmen angefertigt werden. Durch umfangreiche Versuche wurde eine Auf-
nahmevorschrift entwickelt, welche die Abbildung mit sehr hoher Qualität erlaubt. Zur
Rauschminderung trug die Mittelung von mindestens 10 Einzelaufnahmen mit identischen
Aufnahmeparametern bei. Weiterhin konnte durch die Kalibrierung des Detektors bei drei
verschiedenen Beschleunigungsspannungen die Vergleichbarkeit der Einzelpixel unterein-
ander verbessert werden, da kalibrierungsbedingte Helligkeitsschwankungen geringer aus-
fielen. Dies führte zu einem verstärkten Nutzkontrast im rekonstruierten Bild.
Die Untersuchungen zeigten, das zu wenige und zu viele Neukalibrierungen zusätzlichen
Fehler verursachen können. Als für jede Spannung neu kalibriert wurde, widersprach die
aufgezeichnete Intensität teilweise den eingestellten Röhrenparametern. So wurden Aufnah-
men heller aufgezeichnet, obwohl lediglich die Beschleunigungsspannung reduziert wurde.
Als im Gegensatz dazu nur ein einziges Mal kalibriert wurde, waren über weite Spannungs-
bereiche deutliche Detektorinhomogenitäten sichtbar [217].
Weiterhin konnten durch algorithmische Verbesserungen Überlagerungen von zwei in
einer Datenbank aufgenommenen Stoffen unbekannter Dicke aufgelöst und beide Stoffe
identifiziert werden. Ebenso war es möglich, das Material und die Dicke eines unbekannten
Werkstücks zu bestimmen. Zur Beschreibung der Röntgenschwächung in den untersuchten





und den jeweils zu bestimmenden Größen a, b und c eine Datenbankkurve abgespeichert
und später zur Identifikation genutzt.
Durch den Einsatz eines modernen Röntgencomputerlaminographiesystems konnte Voigt-
länder 2018 die Ergebnisse von Fischer verifizieren und auf die andere Gerätetechnik über-
tragen. Motiviert durch Gleichung (2.41), welche zur punktweisen Berechnung diente, wur-
de im Dialog mit dem Autor dieser Arbeit erstmals ein Kurvenfit zur 2D-Darstellung des
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Abbildung 2.29.: Vergleich der Massenschwächungskoeffizienten von Polyvinylchlorid und
Polystyrol (auf Basis von Daten aus [196]). Der Bereich der in der Röntgeninspektion
genutzten Energien von 20 bis 200 keV ist grau eingefärbt. Durch den deutlichen Einfluss
der Absorptionskante von Chlor ist das Schwächungsverhalten beider Stoffe bei niedrigen
Röntgenenergien von ca. 3 bis 100 keV am besten unterscheidbar.
Multi-Energie-Ergebnisbildes genutzt. Bei den von Voigtländer verwendeten Kurvenanpas-
sungsrechnungen ergaben sich für quadratische Funktionen die (visuell) besten Ergebnisse.
Für die Grauwerte gi(U) eines Pixels einer Aufnahme wurde dabei angesetzt:
gi (U) = aiU
2 + biU + ci. (2.42)
Die Parameter ai, bi und ci ergaben sich aus dem Fit und wurden einzelnen Kanälen eines
RGB-Bildes zugewiesen. Durch Anpassungen für die Röntgencomputerlaminographie war
es so auch möglich, Einzelfasern in überlagerten Faserverbundproben kontrastreich abzu-
bilden. Durch detailliertere Untersuchungen konnte Becker das Verfahren auch für Hölzer
bestätigen [218]. So wurde bspw. ein Hammerstil korrekt als Esche identifiziert. Aufgrund
der inhomogenen Struktur der Hölzer sowie Abweichungen in der elementaren Zusammen-
setzung in Abhängigkeit vom Wachstumsort der Bäume, sind hier noch weitreichendere
Untersuchungen nötig, um bspw. geschmuggelte Tropenhölzer zuverlässig zerstörungsfrei
erkennen zu können.
Die folgenden Kapitel befassen sich nunmehr mit den eigenen wissenschaftlichen Ergebnis-
sen, die im Rahmen dieser Schrift erarbeitet worden sind.
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3. Detektion von Reflexlinien
3.1. Bildverbesserung und Visualisierung der Reflexe
Tonwertkorrektur
Die untersuchten röntgenographischen Mikrobeugungsverfahren zeigen jeweils linienförmi-
ge Reflexe verschiedener Intensitätsverhältnisse und geometrischer Krümmung. Im Fall der
Röntgen-Dreh-Schwenk-Technik sind schon mit bloßem Auge die sehr kontrastreichen und
nahezu kreisförmigen Linien zu sehen (vgl. Abbildung 3.1). Da der Schwenkbereich mecha-
nisch beschränkt ist bzw. aus Zeitgründen weiter eingeschränkt werden kann, sind manche
Reflexe nur unvollständig abgebildet (vgl. Abbildung 4.24), was die Informationsgewinnung
teils erschwert.
Durch eine Tonwertkorrektur kann die Sichtbarkeit der Reflexlinien aber trotzdem noch
weiter verbessert werden. Hier bietet sich eine einfache lineare Spreizung der Werte zwi-
schen der höchsten Intensität (dunkel) als Wert Null und dem Hintergrund (hell) als Wert
Eins an (vgl. Abbildung 3.1). So befinden sich alle interessanten Informationen im Inter-
vall [0, 1] und können leicht visualisiert oder weiterverarbeitet werden. Im angefertigten
Programm wurde dazu intern ein Fließkommaformat zur Bildspeicherung eingesetzt, da
die Rundungsfehler im Vergleich zur Arbeit mit Ganzzahlformaten deutlich kleiner ausfal-






aus dem Ausgangswert qxy und dem hellsten bzw. dunkelsten Pixel hxy und dxy (vgl. auch
Gleichung (6.4)).
Für das Pseudo-Kossel-Verfahren gilt ähnliches wie für die RDS-Technik. Durch geschick-
te Positionierung der Antikathode wird nur ein geringer Anteil der Bremsstrahlung zum
Röntgenfilm gestreut, wodurch der Kontrast relativ gut ist. Die Linien sind typischerweise
weniger breit und intensiv als bei RDS, bleiben aber qualitativ vergleichbar. Die Ton-
wertkorrektur kann also auch analog durchgeführt werden (vgl. Abbildung 3.3). Mit der
Korrektur ist zu erkennen, dass der Hintergrund nicht so homogen wie bei der RDS-Tech-
nik ist. Bedingt durch die Geometrie der Probenkammer kann die diffuse Streustrahlung
für eine lokal stärkere Schwärzung sorgen. Zusätzlich sind Film- und Reflexabschattungen
(Linienabbrüche) durch die Antikathode zu beobachten.
Bei der elektronenstrahlangeregten Kossel-Technik ist der Nutzkontrast deutlich schlech-
ter als bei den beiden oben genannten Verfahren. Das Intensitätsverhältnis vom Strahlungs-
untergrund zum Nutzsignal beträgt ca. 100:105 bzw. 100:95. Da die in der Probe erzeugte
und gebeugte charakteristische Strahlung auf dem Detektor sichtbar sein soll, kann die
ebenfalls entstehende Bremsstrahlung nicht vollständig abgeblockt werden (vgl. Abbil-
dung 3.4). Zusätzlich entstehen analog zur Pseudo-Kossel-Technik durch diffuse Streuung
an der Innenseite der Kossel-Kamera stärker geschwächte Bereiche. Bei dem genutzten
REM-EBSD-Kossel-Multifunktionssystem betrifft dies ein ungefähr rechteckiges Gebiet in
der Bildmitte (vgl. Abbildung 3.4). Der Hintergrund ist also nicht gleichmäßig, was die Ton-
wertkorrektur erschwert. Motiviert vom logarithmischen Intensitätsverhalten des Röntgen-
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films wurde daher zusätzlich eine neue logarithmische Tonwertkorrektur eingesetzt. Dabei
ergibt sich der korrigierte Bildgrauwert im Gegensatz zu Gleichung (3.1) aus
pxy =
ln (qxy · sl + 1)
ln (sl + 1)
. (3.2)
Mit dem Steuerparameter sl kann der Schwerpunkt der Grauwerte verschoben werden.
Anschaulich bedeutet dies, dass die Form der Histogrammkurve verändert wird (vgl. Ab-
bildung 3.2). Praktisch haben sich Werte von ca. sl = 100 als günstig für Kossel-Aufnahmen
herausgestellt. Der jeweilige Anwender sollte den Wert aber für sich und seinen Computer-
monitor anpassen. Bei Kossel-Aufnahmen muss insbesondere auch beachtet werden, dass
die Linien hell, dunkel oder hell-dunkel sein können (vgl. Abschnitt 3.4). Es reicht also
nicht, wenn nur die lokal höchste Intensität gut sichtbar ist.
Für die Beugung von Bremsstrahlung muss auch eine Tonwertkorrektur durchgeführt
Roh-Scan
mit Tonwertkorrektur
Abbildung 3.1.: RDS-Aufnahme von Strontiumtitanat (Cu-Röhre, 40 kV, 35 mA, 6,5 h).
Der sehr gute Kontrast erlaubt es, alle Reflexe auch ohne Tonwertkorrektur zu erkennen.
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werden (vgl. Abbildung 3.5, Abschnitt 2.4, Abschnitt 5.4). Oft ist es ausreichend, wenn hier-
für der lineare Ansatz aus Gleichung (3.1) gewählt wird. Eine besondere Herausforderung
ergibt sich aber aus der Überlagerung der Radiographiedaten mit den Beugungsinformatio-
nen: Auf der Durchstrahlungsaufnahme sind Bereiche mit starker Abschattung, geringerer
Abschattung (Ränder, Lunker, etc.) und keiner Abschattung durch die Probe sichtbar.
Typischerweise können nicht alle Bereiche gleichzeitig im linearen Bereich des Detektors
aufgenommen werden (mit Korrekturen entsprechend Abbildung 6.4). In Abbildung 3.5
sind die hellen Ränder daher überstrahlte Bereiche und enthalten weniger Informationen
über das Beugungssignal. Umgekehrt heißt dies aber, dass die größere Detektorfläche im
Probenschatten gut untersucht werden kann. Die Reflexe selbst sind, bedingt durch die
hohen Energien, nahezu Geraden und können heller oder dunkler als der Untergrund sein.
Einfluss von Detektorartefakten
Jeder Detektor hat Defekte, die geeignet kompensiert werden müssen. Bei Digitaldetekto-
ren kann mit einfachen Abbildungskorrekturen für einen homogenen Hintergrund gesorgt
werden (s. Details in Abschnitt 6.1). Die unterschiedliche spektrale Empfindlichkeit der
Einzelpixel bzw. Detektorsegmente ist prinzipiell schlecht für die Qualität des Ergebnis-
bildes, aber im Fall der Bremsstrahlbeugung von geringerem Einfluss als das Rauschen
des Signals. Es müssen daher keine besonderen Vorkehrungen getroffen werden (vgl. auch
Abbildung 3.10).
Deutlichere Bildstörungen zeigen sich beim Einsatz von Röntgen. Die wesentlichen Ein-
flüsse sind in Abbildung 3.6 sichtbar, einem Ausschnitt aus Abbildung 3.4. Die hellen
Schatten auf Kossel- und Pseudo-Kossel-Aufnahmen folgen aus Magneten, die eingesetzt
werden, um den Film plan zu halten (s. Details in Abschnitt 3.2). Da der Kontrastunter-
schied zum Nutzsignal maximal ist, sind diese Artefakte verhältnismäßig leicht zu erkennen
und algorithmisch abzugrenzen. Nach der Tonwertkorrektur sind die Schatten praktisch
immer rein weiß (Fließkomma-Grauwert 1).
Linienförmige, unregelmäßige und dunkle Linien sind primär auf Kratzer im Film zu-
rückzuführen. Teils entstehen diese bei der Positionierung des Films in der Kossel-Kamera







Abbildung 3.2.: Screenshots der Histogramme im neu erarbeiteten Auswertungsprogramm
(s. Anhang A.2). Diese Darstellung wird immer live aktualisiert und gibt eine Hilfe zur
Tonwertkorrektur. Die Verteilung der Intensitäten unterscheidet sich zwischen Kossel- und
RDS-Verfahren deutlich. Wenn die meisten Grauwerte im mittleren Bereich bezüglich der
Abszisse des Diagramms liegen, sind die Reflexe am Monitor gut zu sehen.
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Abbildung 3.3.: Pseudo-Kossel-Aufnahme von Silizium (Cu-Antikathode, 25 kV, 280 nA,
60 min). Die Linien sind schon im nicht-tonwertkorrigierten Scan sichtbar, können durch
die Bearbeitung aber deutlich besser erkannt werden.
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Roh-Scan
mit Tonwertkorrektur
Abbildung 3.4.: Kossel-Aufnahme von Kupfer (30 kV, 350 nA, 12 min). Die Beugungsinfor-
mationen liegen in den dunkelsten 10% der Grauwerte. Lokal ist der Kontrast aber noch
geringer. Nur ca. 3-5% der 65535 möglichen Grauwerte geben Informationen zur Unter-
scheidung zwischen Reflex und Untergrund. Ohne Tonwertkorrektur sind keine Linien zu
erkennen. Rot markiert ist der Bereich, welcher in einigen der folgenden Beispiele vergrößert
dargestellt wird.
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mit Durchlichteinheit ein großer Teil des Lichts reflektiert, wodurch das digitale Bild an
der Stelle dunkel erscheint. Qualitativ vergleichbare Defekte entstehen auch durch das
Biegen des Films beim Ein- und Ausbau in der Filmkammer, sowie durch die Umlaufrol-
len im Entwicklungsautomaten. Für den Laborassistenten sind diese Bildfehler leicht von
den deutlich regelmäßigeren Reflexen zu unterscheiden. Bei einer automatisierte Linien-
detektion können sie aber zu Fehlern führen (s. Abschnitt 3.3). Für den neu entwickelten
Algorithmus zur halbautomatischen Liniensuche unter Berücksichtigung der Reflexfein-
struktur in Abschnitt 3.4 ist dies aber kein Problem: Liniendefekte senkrecht zu Reflexen
werden ignoriert, während Fehler parallel zu bzw. auf den Reflexen vom Nutzer schlicht
nicht angewählt werden.
Einzelne dunkle, punktförmige Defekte sind auf Staubkörner zurückzuführen. Da die ent-
Roh-Scan
mit Tonwertkorrektur
Abbildung 3.5.: Bremsstrahlinterferenzaufnahme von Kupfer (180 kV, W-Röhre). Analog
zur Kossel-Technik sind die Reflexe ohne Tonwertkorrektur nicht erkennbar (vgl. Abbil-
dung 3.4). Hier wurde die Korrektur so gewählt, dass die Reflexe hinter der Probe gut zu
sehen sind. In den hellen Bereichen am Rand können sie aber durch eine abweichende Wahl
der Korrekturparameter auch sichtbar gemacht werden.
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sprechenden Geräte nicht in einem Reinraum stehen, können diese Fehler nicht vermieden
werden. Durch die Lage eines Staubkorns auf einem Reflex werden die im Bild sichtbaren
lokalen Intensitätsverhältnisse verschoben. Kleinere Staubkörner können durch den entwi-
ckelten Algorithmus korrigiert werden, während größere zu so deutlichen Verschiebungen
der Maxima, Minima oder Hell-Dunkel-Umschlagpunkte der Reflexprofile führen, dass eine




Abbildung 3.6.: Vergrößerter Ausschnitt aus einer Kossel-Aufnahme (Abbildung 3.4). Sicht-
bar sind zwei deutliche Hell-Dunkel-Reflexe und zwei schwächere Kα1,2-Dubletts. Kontrast-
reicher als die Reflexe sind aber verschiedene Bildartefakte.
Rauschen und Bildglättung
Die verschiedenen Verfahren zeigen, in unterschiedlicher Ausprägung, ein Rauschen in den
Aufnahmen. Dies bedeutet, dass die Intensitäten einzelner Bildpunkte statistisch um einen
Mittelwert verteilt sind. Insbesondere bei der Kossel-Technik bewegt sich dieser Einfluss
in derselben Größenordnung wie der Nutzkontrast. Bei einer starken Vergrößerung ist dies
leicht zu erkennen (vgl. Abbildung 3.7).
Um eine Aufnahme auszuwerten, muss aber erfasst werden, welcher der Pixel auf der
zugehörigen Linie liegt. Wenn nur ein einzelner Bildpunkt ausgewertet wird, bedeutet eine
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Abweichung von einem Pixel bei 600-dpi-Pixelrastern auf dem Detektor (entspricht einem
Pixelabstand von 59 µm) einen relativen Fehler in der Größenordnung 10−4 für diesen
Punkt. Das stimmt aber nicht mit dem Fehler der Endergebnisse bei der Auswertung über-
ein, da bei der neuen Vorgehensweise zusätzlich Subpixelinformationen (s. Abschnitt 3.4)
und ein Ausgleichsverfahren (s. Kapitel 4) eingesetzt werden.
Rein dunkle Reflexe treten bei allen betrachteten Beugungsverfahren auf (vgl. Erläute-
rung zur Reflexfeinstruktur in Abschnitt 2.2). Durch das Rauschen liegen auf den Linien
hellere Punkte. Die Reflexe sind daher schlecht zu erkennen. Da die Linien aber mit ge-
ringerer Vergrößerung noch gut zu sehen sind, muss eine Zusammenfassung benachbarter
Pixel bzw. die Glättung des Bildes zu einer Verbesserung der Darstellung führen. Im Com-
puterprogramm wurden dazu verschiedene Glättungsverfahren implementiert. Zusätzlich
kann eine beliebige Faltung auf das Bild angewendet werden (vgl. Anhang A.2).
Einer der einfachsten Glättungsalgorithmen ist der Box-Filter. Mit Kern-Größe 3 lässt











beschreiben. Dies bedeutet, dass von einem Pixel (zentrales Matrixelement K22) und sei-
nen seitlichen (K21, K23, K12, K32) und diagonalen (K11, K13, K31, K33) Nachbarpixeln
der Durchschnitt gebildet wird. Im angefertigten Auswertungsprogramm können beliebi-
ge Kern-Größen gewählt werden. Da bspw. die diagonalen Pixelnachbarn einen anderen
Abbildung 3.7.: Der nochmals vergrößerte Ausschnitt aus Abbildung 3.6 zeigt deutlich
den Einfluss und die Stärke des Bildrauschens bei der Kossel-Technik. Die beiden sich
schneidenden Reflexe sind nur schwer erkennbar, da das Verhältnis der Intensitäten vom
Strahlungsuntergrund zum Nutzsignal nur ca. 100:105 beträgt.
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Abstand als die seitlichen zu einem ausgewähltem Bildpunkt haben, entstehen zusätzliche
Artefakte (vgl. Abbildung 3.8). Da diese zu einer lateralen Verschiebung der Maxima füh-
ren, wurden Box-Filter für die weitere Auswertung in den folgenden Kapiteln nie eingesetzt.
Weil die Berechnung aber sehr schnell ist, bietet sich der Filter für einfache Visualisierungs-
aufgaben an.
Box-Filter Median-Filter Gauß-Filter
Abbildung 3.8.: Verschiedene Glättungen mit 5× 5 Faltungskern im Vergleich. Dargestellt
ist wieder der Ausschnitt aus der Kossel-Aufnahme in Abbildung 3.4.
Ein weiterer untersuchter, aber schlussendlich verworfener Glättungsalgorithmus ist der
Median-Filter (vgl. Abbildung 3.8). Die Nachbarpixel werden dabei nicht gemittelt, son-
dern ihr Medianwert wird berechnet. Dies funktioniert hervorragend, wenn einzelne Pixel
deutlich von den Nachbarn abweichen. Das bietet sich an, wenn einzelne Defektpixel auf
einem Digitaldetektor sichtbar sind oder ein Scanner solche Fehler verursacht. Für den
Digitaldetektor zur Aufnahme von Bremsstrahlinterferenzaufnahmen wurde aber schon ei-
ne Pixelfehlerkarte angefertigt, so dass diese nachträgliche Defekterkennung nicht mehr
nötig war. Um dagegen das Rauschen zu vermindern, ist der Bildfilter nicht gut genug ge-
eignet. Durch die Auswahl bestimmter Grauwerte sinkt die Gesamtzahl der vorhandenen
Graustufen im Bild ab, was sich in Abbildung 3.8 durch scharfe Kanten zeigt. Diese Kan-
ten korrelieren nur teilweise mit den Reflexen und machen diese daher vielfach schlechter
statt besser sichtbar. Da der Medianfilter sehr langsam ist, wurde für kleine Filterkerngrö-
ßen (unter 6) im Auswertungsprogramm die Implementierung der Bildbibliothek OpenCV
genutzt, weil dort die spezialisierten Funktionen moderner Prozessoren gut ausgenutzt
werden. Für größere zu sortierende Pixelbereiche ist eine eigene Multi-Threading-Lösung
schneller.
Die bei den beiden anderen Filtern vorhandenen Artefakte werden beim Gauß-Filter im
Wesentlichen vermieden (vgl. Abbildung 3.8). Da er nur etwas langsamer als der Box-Filter
ist, bietet er sich für die Verbesserung der meisten Beugungsaufnahmen an. Es wird eine
Pixelraster-Diskretisierung der zweidimensionalen Normalverteilungsdichte











0, 4 1, 1 0, 4
1, 1 3 1, 1
0, 4 1, 1 0, 4

 (3.5)
an. Die Nachbarpixel in weiterem Abstand werden also geringer gewichtet. Dies bedeutet,
dass sich die Maxima und Minima der Reflexe nicht verschieben, während der Einfluss zu
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heller oder zu dunkler Einzelpixel gedämpft wird. In der Anwendung ist auch die Größe
des Filterkerns von Bedeutung. Abbildung 3.9 gibt eine Übersicht und Entscheidungshilfe
für die richtige Auswahl. Für die Filter mit gerader Größe, z. B. 2 oder 4, wird zudem
eine bilineare Interpolation der Pixelwerte eingesetzt, damit der Filterkern zentriert zum
jeweiligen Pixel bleibt.
2× 2 3× 3 4× 4
5× 5 7× 7 9× 9
Abbildung 3.9.: Gaußfilter mit verschiedenen Faltungskerngrößen im Vergleich. Dargestellt
ist wieder der Ausschnitt aus der Kossel-Aufnahme in Abbildung 3.4.
Für die in dieser Arbeit untersuchten Aufnahmen wird zur reinen Visualisierung eine
Filtergröße von 3 oder 5 als geeignet erachtet, wenn 600 dpi-Scans eingesetzt werden, was
z. B. in [105] empfohlen wird. In Hinblick auf eine automatisierte Linienerkennung sind
aber auch deutlich größere Werte nützlich: Dabei tritt zunächst der Wunsch nach exak-
ten Pixelpositionen der Reflexe in den Hintergrund. Stattdessen soll für einen Bildbereich
möglichst klar unterschieden werden können, ob dort überhaupt eine Linie verläuft.
Um diese Entscheidung treffen zu können, bietet sich ein Hintergrundabzug an. In un-
terschiedlicher Bildbearbeitungssoftware stehen dazu verschiedene Algorithmen zur Verfü-
gung. Diese unterscheiden sich für die untersuchten Röntgenmikrobeugungsverfahren im
Resultat aber nicht wesentlich. Implementiert wurde daher eine sehr einfache Variante:
Mit einem Box-Filter in der Größe von 10% des Bildes, also einer Mittelung von 90 000
(Bremsstrahlbeugung) bis über 300 000 (Kossel) Pixeln je Bildpunkt, verschwinden alle
Beugungslinien. Gröbere Helligkeitsschwankungen im Untergrund bleiben aber sichtbar.
In der Differenz zum Ausgangsbild werden dann genau solche großen Strukturen ausge-
blendet. Wenn das mit einem kleineren Gaußfilter zur Rauschverminderung kombiniert
wird, erhält man einen einfachen Bandpassfilter für Beugungsaufnahmen.
Die Tonwertkorrektur von Bremsstrahlungsaufnahmen erlaubte es nur, die Reflexe in
ausgewählten Bildbereichen sichtbar zu machen. Durch einen solchen Hintergrundabzug
können Informationen aus dem ganzen Bild gewonnen werden (vgl. Abbildung 3.10). Kan-
ten, also starke Kontrastunterschiede zwischen Nachbarpixeln, sind sehr deutlich sichtbar.
Dies macht selbst schwache Reflexe gut erkennbar, verstärkt aber auch das Bild der Pro-
benkanten und makroskopischen Defekte.
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Abbildung 3.10.: Bremsstrahlinterferenzaufnahme von Kupfer mit Hintergrundabzug und
Tonwertkorrektur (Modifikation von Abbildung 3.5). Selbst in den vorher überbelichteten
Bereichen sind Reflexe zu erkennen, obwohl alle Kanten im Bild überbewertet wurden. Gut
ist dies im Schatten der linken Bohrung und am linken Rand zu erkennen. Der Schatten
des runden Probenhalters ist unten im Bild ebenfalls gut zu erkennen.
original Gauß 3× 3 Gauß 5× 5
Abbildung 3.11.: Hintergrundabzug einer Kossel-Aufnahme ohne bzw. mit verschiedenen
Gauß-Filtern. Dargestellt ist wieder der Ausschnitt aus der Aufnahme in Abbildung 3.4.
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Bei Kossel-Aufnahmen vermindert das starke Rauschen den Effekt (vgl. Abbildung 3.11).
Ohne zusätzliche Gauß-Glättung sind dünnere Reflexlinien kaum noch vom Untergrund zu
unterscheiden. Selbst in den Bereichen ohne Bildfehler werden so nur die stärksten Reflexe
deutlich dargestellt. Eine rein automatische Erkennung der schwächeren Linien ist daher
praktisch unmöglich.
Als Alternative zur Linienverstärkung bzw. -erkennung bieten sich Kantendetektions-
algorithmen an. Die einfacheren Linienerkennungen basieren auf finiten Differenzen. So



























K2 wird als Roberts-Cross-Operator bezeichnet, während K3 für den Sobel-Filter steht.
Durch die freie Eingabe von Filterkernen unterstützt das angefertigte Auswertungspro-
gramm alle so darstellbaren Kantenoperatoren. Die Matrizen K1, K2, K3 sind aber nur
für die Detektion von Kanten in einer Richtung geeignet: Für K1 und K3 ist dies die y-
Richtung des Bildes. Die entsprechenden Matrizen daher zusätzlich in einer transponierten
Variante eingesetzt, um sowohl x- als auch y-Anteile zu erkennen (vgl. Abbildung 3.12).
Durch das starke Rauschen sind dünnere Reflexlinien kaum zu erkennen. Dies gilt für ei-
ne Vielzahl weiterer Kantenoperatoren. So wurden bspw. Scharr-, Prewitt- oder Laplace-
Filter mit unterschiedlichen Modifikationen und Glättungen getestet. Die Ergebnisse sind
jedoch im Wesentlichen zu Abbildung 3.12 identisch.
Roberts-Cross Sobel, Variante 1 Sobel, Variante 2
Abbildung 3.12.: Vergleich von Kantendetektionsoperatoren. Der Sobel-Filter wurde mit
verschiedenen Tonwertkorrekturen kombiniert. Dargestellt ist wieder der Ausschnitt aus
der Kossel-Aufnahme in Abbildung 3.4.
Andere Ergebnisse konnten beim Einsatz des Canny-Algorithmus erzielt werden [219].
Dabei folgt das Programm einer initial erkannten Kante und toleriert so Helligkeitsschwan-
kungen wie sie im Beugungsuntergrund auftreten. Praktisch sind so einige Reflexe gut
erkennbar, während andere vollständig verschwinden (vgl. Abbildung 3.13). Die Tolerenz-
parameter zur Linienverfolgung müssen für jede Aufnahme einzeln angepasst werden, weil
sonst lediglich Artefakte sichtbar sind.
Da die anderen Liniendetektionsalgorithmen schlechter mit Helligkeitsschwankungen im
Untergrund umgehen können, ist die Kombination mit einem Untergrundabzug naheliegend
(vgl. Abbildung 3.13). Das Canny-Verfahren liefert damit überraschend schlechte Ergebnis-
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se, während die einfacheren Kantendetekionen besser arbeiten. Die exakten Bildfilter und
Parameter müssen jedoch für jede Kossel-Aufnahme einzeln eingestellt werden. Ähnliches
gilt für Bremsstrahlinterferenzaufnahmen. Im Gegensatz dazu sind bei RDS- oder Pseu-
do-Kossel-Aufnahmen mit ähnlichen Aufnahmeparametern dieselben Tonwertkorrekturen
einsetzbar.
Canny Hintergrundabzug + Sobel Hintergrundabzug + Canny
Abbildung 3.13.: Verschiedene erweiterte Bildfilter im Vergleich. Alle Teilbilder wurden
zur besseren Erkennbarkeit invertiert. Dargestellt ist wieder der Ausschnitt aus der Kossel-
Aufnahme in Abbildung 3.4.
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Da Röntgenfilm wegen seiner von Festkörperdetektoren unerreichten Ortsauflösung im Be-
reich der höchstauflösenden Mikrobeugungsverfahren genutzt wird, folgen einige wichti-
ge Bemerkungen zu dieser vermeintlich "veralteten" Detektionsart. Neben den in Ab-
schnitt 3.1 diskutierten Detektorfehlern und Rauscheinflüssen tritt bei Röntgenfilm eine
weitere Klasse von Problemen auf. So muss der Film digitalisiert werden, was zu neuen
zufälligen Fehlern bei der Gitterparameterberechnung führt. Auf der Suche nach der besten
Digitalisierungsmethode wurden verschiedene Flachbettscanner und eine Vorrichtung zum
Abfotografieren der Aufnahmen getestet. Bei der letzteren Methode ist ein starker Leucht-
kasten nötig, um selbst kräftig geschwärzte Kossel-Aufnahmen digitalisieren zu können.
Durch Linsenfehlerkorrekturen verschiedener Softwarepakete sind Verbesserungen möglich,
die aber letztlich nicht zufriedenstellend sind. Diese Digitalisierungsmethode wurde daher
verworfen und wird im Folgenden nicht weiter diskutiert.
Klassisch werden zur Digitalisierung von Röntgenfilmen Scanner eingesetzt. Im Gegen-
satz zu medizinischen Radiographien ist aber eine hohe Scanauflösung von ca. 600 dpi
erforderlich, um alle Details sichtbar zu machen [105]. Da der Film für eine maximale
Genauigkeit beim Scan nicht bewegt werden sollte, ist ein Flachbettscanner erforderlich.
Dieser muss zur Digitalisierung der Kossel-Aufnahmen über eine leistungsstarke Durch-
lichteinheit verfügen. Ein zuerst getesteter Microtek Scanmaker 1000XL, welcher diese
Forderungen erfüllt, zeigte aber über den Gesamtscan unregelmäßige Verzerrungen, die
insgesamt zu Fehlern von ca. 4% führten. Deutlich bessere Resultate konnten mit einem
neueren Epson Expression 11000XL gewonnen werden. Aber auch dieser verursacht Ver-
zerrungen der digitalisierten Aufnahmen. Die Abweichungen sind deutlich größer als die
maximale Auflösung von 2400 dpi × 4800 dpi suggeriert. Durch das Mitscannen von Glas-
linealen kann dieser Fehler aber quantifiziert werden (vgl. Abbildung 3.14). Beim Vergleich
mehrerer Scans zeigte sich übergreifend über alle Aufnahmen:
1. Entlang der Scaneinheit, also horizontal in Abbildung 3.4, ist der Fehler immer gleich
groß.
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2. In Verfahrrichtung der Scaneinheit, also vertikal in Abbildung 3.4, ist der Fehler in
einer Aufnahme bzw. bei einem Scan konstant. Beim nächsten Scan ändert sich die
Verzerrung aber leicht.
vertikaler Scan: 30 cm (Lineal) =̂ 7096 px (Scan) = 30,04 cm
horizontaler Scan: 25 cm (Lineal) =̂ 5902 px (Scan) = 24,99 cm
Abbildung 3.14.: Scan eines Glaslineals in zwei Richtungen, um die Scannerverzerrung zu
quantifizieren. Die Skala des Lineals wurde mittels Messschiebern überprüft und ist auf
mindestens 100 µm genau. (Hinweis: In horizontaler Richtung kann der Scanner nicht das
gesamte Lineal digitalisieren.)
Abbildung 3.15.: Fotografie einer Kossel-Aufnahme auf dem Scanner. Durch die Reflexionen
der Raumbeleuchtung und die zugehörigen Schatten kann man die wellige Struktur des
Films gut erkennen.
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Eine Besonderheit des neu entwickelten und in Kapitel 4 vorgestellten Auswertungsver-
fahrens ist es, dass diese Fehler nicht vollständig korrigiert werden müssen. Die relative
Lage der Fokalkurven zu den Reflexen bleibt auch bei einer beliebigen Vergrößerung oder
Verkleinerung der Aufnahme gleich. Im Gegensatz zu allen anderen Kossel-Auswertungs-
verfahren muss also nur die relative Streckung der x- gegenüber der y-Richtung im Scan
berücksichtigt werden. Im Auswertungsprogramm wurde dieser Fehler durch systemati-
sches Durchprobieren vollautomatisch korrigiert (vgl. Tabelle 4.3). Der entsprechende Kor-
rekturfaktor kann auf diese Weise genauer ermittelt werden, als es durch Ausmessen des
Glaslineals oder ähnliche Hilfen möglich ist (vgl. Abbildung 4.14).
Neben der korrigierbaren Verzerrung entstehen aber noch weitere Fehler. So liegt der
Röntgenfilm nicht eben auf dem Detektor auf und wellt sich stark (vgl. Abbildung 3.15).
Durch das Auflegen einer Glasplatte kann dieser Effekt verringert werden. Es zeigen sich
dann charakteristische Artefakte in einigen Aufnahmen (vgl. Abbildung 3.16).
Abbildung 3.16.: Vergrößerter Ausschnitt aus einer tonwertkorrigierten Kossel-Aufnahme
von Kupfer. Neben den Reflexen sind ringförmige Artefakte zu sehen. Diese werden durch
die Welligkeit des Films verursacht (vgl. Abbildung 3.15), wenn der Film durch eine Glas-
scheibe plan angedrückt wird.
Um die Ursache der Welligkeit zu untersuchen, wurde der nicht entwickelte Röntgenfilm
betrachtet (vgl. Abbildung 3.17). Auch dort ist schon eine leichte Unebenheit zu beobach-
ten. Die Art und Größe der Abweichung von einer Ebene ist aber deutlich geringer als in
Abbildung 3.15.
Diese Beobachtungen lassen darauf schließen, dass die Abweichungen vorrangig beim
Entwicklungsvorgang entstehen. Durch die zufällige Natur der Größe und Gestalt der Wel-
ligkeit ist praktisch keine Korrektur möglich. Der eigentlich große Vorteil des Röntgenfilms,
die hohe Ortsauflösung, wird so zum Teil zunichte gemacht. Um den Fehler zu quantifizie-
ren, wurde der Film zusätzlich vermessen. Für die kontaktfreie und flächige Profilmessung
konnte ein Profilometer mit chromatischem Weißlichtsensor genutzt werden (FRT Micro-
prof 200). Durch den sehr dunklen Film wird jedoch nur ein geringer Teil des Sensorlichts
reflektiert. Die Profilmessung mit reflektierender Glasplatte über dem Film, exakt wie
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Abbildung 3.17.: Unbelichteter Film auf einem Kossel-Filmhalter nach einmaligem Evaku-
ieren und Belüften. Die Magneten fixieren den Film bei Bewegungen oder Deformationen,
welche bspw. durch das Abpumpen kleinster Luftmengen hinter dem Film verursacht wer-
den.
beim Scan, war so leider nicht möglich. Als Kompromiss wurde der Film auf eine Platte
geklebt und plan angedrückt. So konnte die Welligkeit des Films unter der Glasplatte auch
nach Wegnahme der Platte erhalten werden. Trotz sehr schwachem Messsignal war die
Profilbestimmung so erfolgreich (vgl. Abbildung 3.18).
Die Betrachtung von einem der größeren Höhenunterschiede in Abbildung 3.18 (rote
Linie) führt zu einem nahezu kosinusförmigen Höhenprofil auf einer Länge von 24,1mm
bei einer Höhendifferenz von 170 µm. Das Profil h lässt sich also beschreiben als






(h, x in mm). (3.8)











dx ≈ 24, 103mm. (3.9)
Die Abweichung erscheint klein, jedoch sind Fehler in der Größenordnung von 10−4 un-
genauer, als die theoretische Genauigkeit von bis zu 10−7 für das Kossel-Verfahren im
Optimalfall. Es bleibt die Frage: Welchen Einfluss hat dieser Fehler auf das Endergebnis?
Die Fokalkurven erlauben es, eine Abschätzung für den größten Fehler zu finden. Um die
maximale Abweichung einzugrenzen, wird davon ausgegangen, dass die Reflexe durch die
Filmwelligkeit maximal verschoben werden. Dass die Wellen aber eigentlich einen einzelnen
Reflex in verschiedene Richtungen verformen, was durch die Ausgleichsrechnung in Kapi-
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tel 4 kompensiert werden kann, wird dabei ignoriert. Um die Rechnungen zu vereinfachen,












Die Fokalkurven der Reflexe c1 und c2 schneiden sich im Punkt (0|0|316, 438). Der zugehö-
rige Bragg-Winkel ϑhkl,0 lässt sich mittels Gleichung (4.43) berechnen und lautet 66,0426°.
Dies entspricht ungefähr den Werten für die {133}-Reflexe in Abbildung 4.12. Der Probe-
Film-Abstand beträgt dort ca. 331mm und ist vergleichbar zu den 316mm hier.












Abbildung 3.18.: Vermessung des Ausschnitts einer plattgedrückten Kossel-Aufnahme mit
dem Profilometer MicroProf 200. Dargestellt ist das farbcodierte Höhenprofil aus einem
75mm × 75mm -Ausschnitt. Statt den Höhenänderungen von mehreren Millimetern im
nicht geebneten Zustand (Abbildung 3.15) sind trotzdem noch Schwankungen von mehr
als einhundert Mikrometern sichtbar.
Das Profil entlang der rot markierten Strecke lässt sich sehr gut als kosinusförmige Kurve
beschreiben und wird als Ausgangspunkt für die Verzerrungsfehlerabschätzung genutzt.
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Der veränderte Fokalkurvenschnittpunkt lautet (0|0|316, 436), während sich der Bragg-




− 1 = sinϑhkl,0
sinϑhkl
− 1 ≈ 2, 4 · 10−5. (3.12)












ändert sich der zugehörige Bragg-Winkel durch die Filmdeformation von 1,519 65° zu
1,519 68°. Der relative Fehler beträgt also nur 1, 9 · 10−5. Insgesamt bleibt der Gesamt-
fehler also immer kleiner als 3 · 10−5.
Die Statistik der Verzerrung sorgt in Kombination mit einer Ausgleichsrechnung der
einzelnen Reflexpunkte und dem gegenseitig stabiliserenden Einfluss der vielen Reflexlinien
für praktisch noch kleinere Abweichungen. Für die sichere Angabe der Fehlertensoren wird
im Folgenden aber immer der Wert 3 · 10−5 genutzt.
3.3. Reflexsuche mittels neuartiger Hough-Transformation
Um Mikrobeugungsaufnahmen einfacher und zeiteffizienter auswerten zu können, ist die
automatische Detektion der Reflexlinien von großer Bedeutung. Das ist im Rahmen dieser
Arbeit immer als Vorstufe zur Feinstrukturanalyse in Abschnitt 3.4 zu sehen. Die Genau-
igkeit der Linienerkennung muss also lediglich "gut genug" sein. Wie Abschnitt 3.1 aber
zeigt, können verschiedene Artefakte und das Bildrauschen die Erkennung erschweren.
Prinzipiell besitzen allgemeine Kegelschnitte der Form
ax2 + 2bxy + cy2 + dx+ ey + f = 0 (3.14)
einen fünfdimensionalen Raum möglicher Parameter. Bei einer algebraischen Beschreibung
werden dazu die Parameter a bis f genutzt. Mit Fokus auf die Beugungskegel können
aber auch die Koordinaten der Kegelspitze (3 Parameter), ein Dreh- und ein Schwenkwin-
kel sowie der Bragg-Winkel eingesetzt werden (vgl. Gleichung (4.8) und Gleichung (4.9)).
Um alle Reflexe zu erkennen, ist also eine fünfdimensionale Suche im Parameterraum nö-
tig. In Form einer Hough-Transformation würde eine solche Rechnung bei der aktuellen
Computertechnik mehrere Tage bis Wochen dauern. Noch problematischer ist der Spei-
cheraufwand: Selbst bei einer groben Rasterung von 1000 Schritten pro Parameter und
lediglich einem Byte pro Datenpunkt wird mindestens ein Petabyte Arbeitsspeicher be-
nötigt. Es sind also Vereinfachungen nötig. Eine Möglichkeit ist es, alle Reflexe durch
Kreise anzunähern. Dies konnte bei der RDS-Technik bereits erfolgreich eingesetzt werden
[137]. Durch die Reduzierung auf den Kreismittelpunkt (2 Parameter) und den Kreisradius
verbleibt die Berechnung einer 3D-Hough-Transformation. Für Kossel-Aufnahmen ist dies
jedoch schlechter geeignet, da sich die abgebildeten Hyperbeln nicht gut als Kreise nähern
lassen. Praktisch wird ein solcher Reflex durch sehr viele Kreise gleich gut bzw. schlecht
beschrieben, wodurch die Zuverlässigkeit des Verfahrens niedrig ist. Es wurde daher ein
anderer Ansatz verfolgt, der eine größere Ähnlichkeit zur 3D-Hough-Transformation aus
[220] aufweist. Im Gegensatz zur dortigen Technik ("In the case of automatic indexing of
XKD patterns, a global search in the entire 3D Hough space is necessary." [220]), kann
die Berechnung auf zwei Dimensionen beschränkt werden. Dabei wird ausgenutzt, dass die
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Liniensuche durch schon bekannte Kristallinformationen "geführt" werden kann. Folgende
Voraussetzungen müssen dazu erfüllt sein:
1. Die Gitterparameter der Probe müssen näherungsweise bekannt sein (vgl. Abschnitt 4.3).
Im Optimum sollte der relative Fehler dieser Werte 10−2 oder geringer sein. Kontrast-
arme Reflexe sind empfindlicher gegenüber diesem Wert.
2. Die Position der untersuchten Probenstelle (sx|sy|sz) im Detektorkoordinatensystem
muss bekannt sein. Dies kann durch Referenzmessungen ohne Automatisierungen
oder einfaches makroskopisches Nachmessen bestimmt werden. Selbst Abweichungen
von einigen Prozent sind praktisch unproblematisch.
Durch diese Bedingungen kann die Reflexsuche schneller zum Ziel geführt werden. Ge-
genüber dem Stand der Technik wird so eine deutlich schnellere und praktikablere 2D-
Hough-Transformation einsetzbar. Der Algorithmus geht dabei in folgender Weise vor:
Die Startwerte werden eingegeben
und die Aufnahme wird eingelesen.
Ein Bragg-Winkel wird aus den
Gitterparametern berechnet.
Der Beugungskegel zu diesem Bragg-Winkel
wird durch das Bild gedreht und geschwenkt.
Zu jedem Drehwinkel und jedem Schwenk-
winkel werden die Intensitäten aller Pixel ge-
mittelt, die auf dem Kegel liegen. Über- und
unterbelichtete Bereiche werden ignoriert,
d. h. einige Artefakte werden herausgefiltert.
Die Ergebnisse werden in einem 2D-Bild abgespeichert
bzw. die Minima und Maxima darin werden gesucht.
Ausgegangen wird dabei von der Parametrisierung der Netzebenennormale ~nhkl:








Die Matrizen Rz (drehen) und Rx (schwenken) sind Rotationsmatrizen um die x- und z-
Achse des Detektorkoordinatensystems. Für jede Kombination aus ξ und η werden dann
im Bild die Pixel ausgewählt, deren Verbindungsgerade zur untersuchten Probenstelle den
Winkel 90◦ − ϑhkl mit ~nhkl einschließt.
Für die Berechnung dieser Bildkoordinaten gibt es verschiedene Möglichkeiten. Um keine
Informationen auszulassen, wird im neuen Auswertungsprogramm der Ansatz
cos (90◦ − ϑhkl) =
(sx − x)nx + (sy − y)ny + sznz√










3. Detektion von Reflexlinien
η ≥ 0
0 ≤ ξ < π
η ≥ 0
π ≤ ξ < 2π
(A)
(B)
Abbildung 3.19.: Hough-Transformation der Kossel-Aufnahme von Kupfer aus Abbil-
dung 3.4. Dargestellt ist die Transformation für Reflexe der {024}-Netzebenen, also
ϑhkl ≈ 72◦. Da die Linien sehr scharf sind, werden sie in der Transformation nur durch we-
nige Pixel beschrieben. Durch den geringen Kontrast sind die Intensitätsmaxima in den rot
markierten Bereichen so kaum zu erkennen. Ein Hintergrundabzug sorgt für deutlich bes-
sere Resultate (vgl. Abbildung 3.21). Abbildung 3.22 zeigt die entsprechenden Ausschnitte
vergrößert.
verfolgt (vgl. Gleichung (4.43)). Für jede Bildspalte x bzw. Bildzeile y des Detektors ist
die Gleichung (3.16) zu lösen. Es gilt in x-Richtung:
A = sznz − (sx − x)nx (3.17)





n2x − sin2 ϑhkl
) (
A2 − sin2 ϑhkl
(
(sx − x)2 + s2z
))
n2x − sin2 ϑhkl
. (3.18)
Für die y-Richtung ergibt sich Äquivalentes durch Vertauschen von x und y in Glei-
chung (3.18). Da y1,2 im Allgemeinen keine ganze Zahl ist, also nicht mit exakten Pi-
xelkoordinaten zusammenfällt, wird eine lineare Interpolation zwischen by1,2c und dy1,2e
eingesetzt. Eine bilineare Interpolation ist nicht nötig, da x bereits einer exakten Pixel-
spalte entspricht.
Durch diese Rechnung werden alle Informationen zu den Reflexen aus jeder Bildzeile
und -spalte ausgewertet. Bei typischen Kossel-Aufnahmen bedeutet dies insgesamt ca. eine
Milliarde Berechnungen von Gleichung (3.18) für eine Rasterung von 0,01 rad-Schritten in
η und ξ.
Anschaulich entspricht die Drehung um ξ in Gleichung (3.15) einer Drehung der Auf-
nahme. Da beliebige Kristallorientierungen zum Detektor möglich sind, müssen volle 360°
untersucht werden. Beim Schwenken um η kann es dagegen vorkommen, dass der Beu-
gungskegel nicht mehr auf dem Detektor auftrifft. Der Schwenkbereich kann daher leicht
eingeschränkt werden, wodurch Rechenzeit gespart wird.
Die Qualität des Ergebnisbildes ist auch abhängig von den eingesetzten Bildfiltern, wobei
ein Gauß-Filter mit kleinem Kern praktisch immer zu empfehlen ist. Bei Kossel-Aufnah-
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η ≥ 0
0 ≤ ξ < π
η ≥ 0
π ≤ ξ < 2π
(C)
Abbildung 3.20.: Hough-Transformation der Kossel-Aufnahme von Kupfer aus Abbil-
dung 3.4 mit einem zwischengeschalteten Hintergrundabzug. Dargestellt ist die Transfor-
mation für Reflexe der {111}-Netzebenen, also ϑhkl ≈ 22◦. Einzelne Reflexe sind deutlicher
als in Abbildung 3.19 zu erkennen (rot markiert, ggf. digitale Version der Arbeit betrach-
ten), da sie in der Ausgangsaufnahme mehr Pixel einnehmen und kontrastreicher sind.
Abbildung 3.22 zeigt den Ausschnitt (C) vergrößert.
men werden die kontrastreichsten Reflexe erwartungsgemäß am Besten erkannt. Durch die
starken Helligkeitsschwankungen im Bilduntergrund sind in der Transformation dunkle,
breite Linien zu sehen (vgl. Abbildung 3.19 und Abbildung 3.20). Analog ergeben sich aus
den Rändern der Magnetschatten schärfere, helle Streifen. Die eigentlichen Reflexe zeigen
sich als relativ scharfe Punkte bzw. kreuzförmige Strukturen (vgl. Abbildung 3.22).
Die Kreuzform ist dadurch zu erklären, dass ein geringes Verdrehen des virtuellen Beu-
gungskegels trotzdem zum nahezu identischen Reflex führt. Bei stärkeren Verdrehungen,
insbesondere für 90° schneidet der parametrisierte Beugungskegel der Hough-Transforma-
tion den Reflex jedoch senkrecht, wodurch nur wenige Pixel übereinstimmen und die In-
tensität stark abweicht (vgl. Abbildung 3.23). Durch die ähnliche Wellenlänge sind in
Abbildung 3.19 bzw. Abbildung 3.22 sowohl Kα1- als auch Kα2-Reflexe mit dem charak-
teristischen Intensitätsunterschied erkennbar.
Deutlich besser werden die Reflexe mit dem Einsatz eines Hintergrundabzugs sichtbar
(vgl. Abschnitt 3.1). In Abbildung 3.21 zeigen sich die Reflexe so sehr viel deutlicher. Die
Erkennung ist so auch bedeutend einfacher und zuverlässiger, als es beim bisherigen Stand
der Technik möglich war. Die ebenfalls gut sichtbaren dunklen Artefakte am Rand des
Transformationsbildes sind auf den starken Helligkeitsunterschied zwischen belichtetem
und unbelichtetem Bereich zurückzuführen. In Erweiterung des erarbeiteten Auswertungs-
programms könnte eine Funktion zum Definieren einer ROI (region of interest) implemen-
tiert werden, durch die solche Fehler ausblendbar sind. Dies erfordert aber analog zum
manuellen Ablesen von η und ξ noch direkte Eingaben und Anpassungen durch den An-
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η ≥ 0
0 ≤ ξ < π
η ≥ 0
π ≤ ξ < 2π
(A)
(B)
Abbildung 3.21.: Hough-Transformation der Kossel-Aufnahme von Kupfer aus Abbil-
dung 3.4 mit einem zwischengeschalteten Hintergrundabzug. Dargestellt ist die Transfor-
mation für Reflexe der {024}-Netzebenen, also ϑhkl ≈ 72◦. Im Gegensatz zu Abbildung 3.19
sind die Reflexe durch den Hintergrundabzug sehr deutlich zu sehen. Abbildung 3.22 zeigt
die entsprechenden Ausschnitte vergrößert.
(A) ohne Hintergrundabzug (B) ohne Hintergrundabzug (C) ohne Hintergrundabzug
(A) mit Hintergrundabzug (B) mit Hintergrundabzug (C) mit Hintergrundabzug
Abbildung 3.22.: Vergrößerte und stark tonwertkorrigierte Ausschnitte aus Abbildung 3.19
bzw. Abbildung 3.21 (A, B) und Abbildung 3.20 (C). Der Vergleich der Hough-Transfor-
mationen der Aufnahme mit bzw. ohne Hintergrundabzug zeigt deutlich, wie eine solche
Korrektur das Ergebnis verbessert.
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wender. Problematisch ist auch, wenn Reflexe zu einem erwarteten Bragg-Winkel nicht in
der Aufnahme sichtbar sind: Trotzdem existieren Minima und Maxima im Houghraum.
Diese "Phantomreflexe" müssen erkannt werden, wofür in Zukunft noch ein eigener Algo-
rithmus benötigt wird. Trotzdem können Kossel-Linien mit dem Resultat dieser Arbeit im
Wesentlichen automatisch erfasst und ausgewertet werden. Ein Überblick zu den Ergeb-
nissen der neuartigen Hough-Transformation ist in Abbildung 3.24 dargestellt. Die Reflexe
werden mit wenigen Pixeln Abweichung erkannt und bieten so einen guten Ausgangspunkt
für die Feinstrukturanalyse in Abschnitt 3.4.
Abbildung 3.23.: Skizze eines Reflexes (grau) und verschiedener simulierter Beugungslinien.
Die grüne Linie trifft den Reflex exakt. Im Gegensatz dazu sind die gelben Linien nur gering
verkippt. Ein Mitteln der Intensitäten entlang der Kurven liefert für grün und gelb also
ähnliche Resultate. Die rote Linie ist so weit verdreht, dass sie nur einen kleinen Teil der
Reflexintensität beachtet.
Für RDS-Aufnahmen funktioniert das Verfahren analog. Durch die breiteren Linien und
besseren Kontrastverhältnisse muss lediglich eine Tonwertkorrektur angewendet werden. In
Abbildung 3.25 sind die Hough-transformierten Reflexe deutlich und kontrastreich sichtbar.
Die vier Intensitätsmaxima in ca. 90° Abstand in ξ-Richtung entsprechen den vier mittleren
Reflexen in Abbildung 3.1, welche dort ein "Kreuz" bzw. zwei sich schneidende "Linsen"
bilden. Auch die Kα2-Reflexe sind gut zu erkennen. Dies ist vor allem in einer Vergrößerung
leicht sichtbar (vgl. Abbildung 3.26). Wenn sowohl Bragg-Winkel als auch der untersuchte
Probenpunkt genauer bekannt wären, könnte man den intensiveren Kα1-Reflex im Hough-
Raum noch schärfer abgrenzen. Die weiterführende Auswertung mit der neuen Strategie
aus Kapitel 4 ergibt, dass die Parameter zur Berechnung dieser Hough-Transformation um
ca. ein Prozent falsch waren. Das Verfahren ist in der Praxis also auch stabil gegenüber
Abweichungen in dieser Größenordnung.
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Abbildung 3.24.: Diese Darstellung zeigt die Kossel-Aufnahme aus Abbildung 3.4 bzw. Ab-
bildung 4.15 mit einem Hintergrundabzug. Die in Abbildung 3.22 herausgesuchten Reflexe
sind rot eingezeichnet.
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η ≥ 0
0 ≤ ξ < π
η ≥ 0
π ≤ ξ < 2π
Abbildung 3.25.: Hough-Transformation der RDS-Aufnahme von Strontiumtitanat aus Ab-
bildung 3.1. Dargestellt ist die Transformation für Reflexe der {024}-Netzebenen, also
ϑhkl ≈ 62◦. Die einzelnen Reflexe sind leicht zu erkennen, aber aufgrund der Bildgröße
im Druck schwer zu sehen. Abbildung 3.26 zeigt eine Vergrößerung des ersten Reflexes
(ξ = 4, 59 rad).
Abbildung 3.26.: Vergrößerung des ersten Intensitätsmaximums aus Abbildung 3.25. Die
kreuzförmige Struktur ist wie in Abbildung 3.22 (C) gut zu erkennen. Da es aber kei-
nen Hell-Dunkel-Wechsel der Reflexe beim RDS-Verfahren gibt, erscheint der Reflex noch
deutlicher.
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3.4. Berücksichtigung der Reflexfeinstruktur
Bevor die neuartige Hough-Transformation aus Abschnitt 3.3 eingesetzt werden konnte,
mussten die Reflexpunkte im Rahmen dieser Arbeit manuell eingegeben werden. Die ent-
sprechende Funktion wird im Auswertungsprogramm beibehalten, da sie sehr zuverlässig
funktioniert und dem Anwender die volle Kontrolle über die Messdaten gewährt. In Abbil-
dung 3.27 ist beispielsweise dargestellt, mit welcher Genauigkeit ein Anwender die Punkte
zweier Reflexe eingeben könnte. Auch wenn das Auswertungsprogramm auf Basis solcher
Daten prinzipiell funktioniert, ist die Genauigkeit des Endergebnisses schlecht; die Punkte
sind zu weit vom Reflex verschoben. Insbesondere trifft das auch auf den durchschnittlichen
Abstand zu, weshalb eine Ausgleichsrechnung dies nicht gut kompensieren kann. Es wurde
daher eine Methode entwickelt, mit der die Eingabedaten auf die korrekten Positionen bzw.
zu den richtigen Bragg-Winkeln verschoben werden (vgl. Abbildung 3.28).
Abbildung 3.27.: Screenshot des neuen Auswertungsprogramms. Für zwei Reflexe wurden
manuell grob Punkte eingegeben (vgl. Abbildung 3.28). Die GUI-Elemente des Programms
sind in Anhang A.2 im Detail erklärt.
Nach der Aktivierung durch den Anwender geschieht dies vollautomatisch. Die Grund-
lage für die Repositionierung liefert die Reflexfeinstruktur (s. Abschnitt 2.2). Während
bei der RDS-Technik nur die maximalen Intensitäten gesucht werden müssen, sind beim
Kossel-Verfahren drei verschiedene Möglichkeiten zu beachten:
1. Dunkle Linien; der Reflex ist intensiver als der Strahlungsuntergrund (blauer Reflex
in Abbildung 3.28).
2. Helle Linien; der Reflex ist schwächer als der Strahlungsuntergrund.
3. Hell-Dunkel-Linien; die Intensität ändert sich senkrecht zum Reflex (roter Reflex in
Abbildung 3.28).
Bei der Auswertung von Kossel-Aufnahmen wurden diese Strukturen schon vielfach un-
tersucht und in die Rechnung einbezogen [83, 90, 136, 221]. Eine besonders detaillierte
Beschreibung und Modellierung ist in [85, 86] zu finden. Für die neue Herangehensweise
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Abbildung 3.28.: Screenshot des neuen Auswertungsprogramms. Die grob eingegebenen
Punkte zweier Reflexe wurden automatisch verfeinert (vgl. Abbildung 3.27).
in dieser Arbeit ist aber analog zu [221] nur relevant, wo der Bragg-Winkel ϑhkl auf dem
Intensitätsprofil senkrecht zum Reflex zu finden ist. Die Kriterien dazu lauten:
Reflexart Position des Bragg-Winkels
Dunkel dunkelster Punkt
Hell hellster Punkt
Hell-Dunkel Umschlagpunkt zwischen dem hellsten und dem dunkelsten
Pixel (auf Ebene des Beugungsuntergrundes)
Äquivalent: Punkt des stärksten Intensitätsgradienten
Es muss also zu jedem eingelesenen Punkt ein solches Profil angefertigt und bewertet
werden. Dabei tritt aber wieder ein wesentliches Problem in den Vordergrund, das starke
Rauschen in den Aufnahmen. Profile zu den Beugungslinien mit lediglich einem Pixel Brei-
te zeigen ein so schlechtes Signal, dass die Kriterien zur Bragg-Winkel-Bestimmung nicht
sinnvoll anwendbar sind (vgl. Abbildung 3.32). Alle bisher existierenden Auswertungsalgo-
rithmen mitteln daher gerade Linien von Pixeln, welche auf der Aufnahme tangential zum
Reflex liegen (vgl. Abbildung 3.29). Dies führt aber gerade bei den sehr genauen Reflexen
mit hohem Bragg-Winkel bzw. großer Krümmung zu deutlichen systematischen Fehlern.
Um diese Fehler gering zu halten, können nur wenige Pixel gemittelt werden, was den
Rauscheinfluss erhöht. Zusätzlich liegen so nie alle zu mittelnden Pixel auf der Intensitäts-
minimums- oder Intensitätsmaximumslinie des Reflexes. Der Kontrast wird so künstlich
gesenkt. Dadurch wird die Qualität des Profils noch geringer.
Die Lösung dieses Problems erfordert daher eine Bestimmung der Reflexprofile unter
Beachtung der Reflexkrümmung. Da die eingelesenen Punkte aber gerade nicht auf der
richtigen Position sitzen, muss eine gute lokale Näherung für den Reflex in jedem Punkt
gefunden werden. Dabei sind Fehler der Form von Abbildung 4.4 zwingend zu vermeiden;
die Orientierung der Reflexnormalen wäre sonst fehlerhaft. Es wird deshalb jeweils eine
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Abbildung 3.29.: Skizze eines simulierten dunklen Reflexes. Entlang der gepunktet einge-
zeichneten Reflexnormalen soll die maximale Intensität gefunden werden. Bei den bisheri-
gen Auswertungsansätzen wäre der Schnittpunkt mit der roten Linie ausgewählt worden.
Diese Linie liegt senkrecht zur Reflexnormalen und die zugehörigen Pixel ergeben nach
einer Mittelung rechnerisch ein lokales Intensitätsmaximum. Korrekterweise liegt das Beu-
gungsmaximum dagegen auf der gekrümmten grünen Linie.
Näherung durch einen Kreis genutzt. Für jeden Punkt wird so eine Approximation des
Krümmungskreises an den realen Reflex ermittelt.
Ein Kreis aus Punkten (x|y), mit Mittelpunkt (x0|y0) und Radius r kann durch die
Gleichung
(x− x0)2 + (y − y0)2 = r2 (3.19)
beschrieben werden. Um eine Ausgleichsrechnung für gemessene Punkte (xi|yi) (i ≥ 1)
durchführen zu können, sind beim klassischen Ansatz Methoden der nichtlinearen Opti-
mierung erforderlich. Da diese vergleichsweise zeitintensiv und störanfällig sind, wäre die
Auswirkung auf viele eingelesene Punkte in der Praxis hinderlich. Inspiriert durch einen




























Für alle Punkte (xi|yi), welche bisher nur grob bekannt sind, kann das lineare Glei-
chungssystem schnell gelöst werden. Dabei bieten sich klassische Methoden, wie z. B. die
Householder-QR-Zerlegung zur Berechnung des Optimums an. Für verschiedene Radien des
Kreises kann so für eine frei wählbare Bogenlänge die Intensität im Bild korrekt ermittelt
werden (vgl. Abbildung 3.30). Verschiedene Radien entsprechen dabei einer Abweichung
∆ϑhkl des Beugungssignals.
Da die berechneten Punkte der Kreissegmente nicht exakt mit dem Pixelraster der Auf-
nahme übereinstimmen, schließt sich eine bilineare Interpolation der Daten an. In den Dia-
grammen aus Abbildung 3.32, Abbildung 3.33 und Abbildung 3.34 sind die so berechneten
Profile für verschiedene Bogenlängen und Radien der Krümmungskreissegmente dargestellt.
Für die Verbesserung der Zuverlässigkeit wurde im neuen Auswertungsprogramm zusätzlich
noch die Möglichkeit zum Mitteln der benachbarten Profilpunkte implementiert. Insbeson-
dere Hell-Dunkel-Reflexe sind so besser auswertbar, da Intensitätsgradienten durch starkes
Bildrauschen im Untergrund so nicht als Beugungsintensitätsunterschiede fehlinterpretiert
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Abbildung 3.30.: Schematische Skizze der Position der Krümmungskreissegmente zur Be-
rechnung des Reflexprofils. Die Zahl der Pixel bzw. die Bogenlänge pro Segment ist gleich,
die Krümmung ändert sich jedoch.
werden (vgl. Abbildung 3.34, unteres Diagramm). Mit einer solchen Durchschnittsbildung
wird die Zuverlässigkeit der Gradientenberechnung durch den zentralen Differenzenquo-
tienten verbessert. Die Diagramme aus Abbildung 3.33 und Abbildung 3.34 zeigen auch,
dass mit dieser neuartigen Herangehensweise die charakteristischen Wellenlängen unter-
schieden werden können, deren Dublettaufspaltung mit bloßem Auge unsichtbar ist. Ohne
Krümmungsberücksichtigung wäre die Zuordnung der Kα1- und Kα2-Linien nicht eindeu-
tig. Dies ist ein großer Fortschritt gegenüber den bisher genutzten Auswertungsverfahren.
Für maximale Genauigkeit war man auf Reflexe angewiesen, bei denen die Dublettauf-
spaltung klar zu sehen ist bzw. denen eine Wellenlänge eindeutig zugeordnet werden kann.
Die Genauigkeit wäre sonst auf ca. 10−3 beschränkt (z. B. gilt E(Cu-Kα1) ≈ 8028 eV und
E(Cu-Kα2) ≈ 8048 eV [11]). Nur wenige Werkstoffe zeigen aber in einer Aufnahme genug
solcher Linien, um die Berechnung des gesamten dreidimensionalen Gitters zu ermöglichen.
In der Literatur wird deshalb teilweise die Annahme getroffen, dass ein Kristall keine Deh-
nungen aufweist und bspw. ein exakt kubisches Gitter besitzt (z. B. [82, 115, 116]). Diese
Annahme wird jedoch in den angegebenen Fehlern im Allgemeinen weder berücksichtigt
noch gerechtfertigt.
Durch die automatische Berücksichtigung der Reflexfeinstruktur im neuen Auswertungs-
verfahren dieser Arbeit werden die Reflexpunkte dagegen auf Zehntelpixel genau platziert.
Selbst wenn in dieser Größenordnung ein systematischer Fehler aufträte, der nicht durch
eine Ausgleichsrechnung korrigiert werden kann, wäre der Einfluss auf das Gesamtergebnis
vernachlässigbar. Verglichen mit den Fehlern durch die Filmverzerrung aus Gleichung (3.11)
würde ein solcher systematischer Fehlereinfluss zu Abweichungen in der Größenordnung
10−6 führen. Da aber durch die Krümmungsberücksichtigung nur zufällige Fehler zu erwar-
ten sind, und die in Kapitel 4 beschriebenen Ausgleichsrechnungen durchgeführt werden,
ist der Einfluss auf den Gesamtfehler praktisch noch geringer.
Der entwickelte Algorithmus besitzt lediglich eine Einschränkung. Durch Bild- und De-
tektorartefakte kann die Reflexpunktrepositionierung fehlschlagen (vgl. Abbildung 3.31).
Bei der manuellen Dateneingabe lassen sich solche problematischen Bildbereiche aber di-
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rekt vom Anwender vermeiden. In Kombination mit der automatischen Linienerkennung
per Hough-Transformation ist dies noch nicht immer automatisch möglich, was eine Kon-
trolle durch den Anwender erfordert. Gegebenenfalls müssen einzelne solcher Datenpunkte
manuell gelöscht werden. Es ist zu erwarten, dass die eher zufälligen Filmartefakte beim
Übergang zu zukünftigen großformatigen und höherauflösenden Digitaldetektoren vermie-
den werden können. Das erarbeitete Computerprogramm bliebe ohne Änderungen voll
einsatzfähig und würde noch weniger Nutzerinteraktionen zur erfolgreichen Auswertung
benötigen.
Abbildung 3.31.: Screenshot des neuen Auswertungsprogramms. Einer der Punkte wurde
nach der Reflexverfeinerung offensichtlich falsch platziert, da an der betreffenden Stelle
keine nutzbaren Intensitätsinformationen vorliegen. (vgl. Abbildung 3.28).
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Abbildung 3.32.: Profile durch die dunkle Kossel-Linie einer Cu-Aufnahme (Abbildung 3.28,
blau) an einem Punkt (600 dpi-Scan, 0, 1 px-Schritte). Im oberen Diagramm wird die Inten-
sitätsmittelung über verschiedene Bogenlängen der Krümmungskreise verglichen. Darunter
ist die Auswirkung der Durchschnittsberechnung über 1, 5, 15 bzw. 30 Datenpunkte inner-
halb der Profile dargestellt (Bogenlänge 201 px).
Die ungeraden Bogenlängen wurden gewählt, da die Pixel symmetrisch zum eingegebenen
Punkt verteilt werden. Bei geraden Werten würden nur Pixel mit 0,5 px Abstand rechts
bzw. links von diesem Punkt beachtet. Auf das Ergebnis hat dies keine wesentlichen Aus-
wirkungen, insbesondere nicht bei Bogenlängen größer als 10 px.
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Abbildung 3.33.: Profile durch die helle Kossel-Linie einer GaAs-Aufnahme an einem Punkt
(600 dpi-Scan, 0, 1 px-Schritte). Im oberen Diagramm wird die Intensitätsmittelung über
verschiedene Bogenlängen der Krümmungskreise verglichen. Darunter ist die Auswirkung
der Durchschnittsberechnung über 1, 5, 15 bzw. 30 Datenpunkte innerhalb der Profile dar-
gestellt (Bogenlänge 201 px).
Die ungeraden Bogenlängen wurden gewählt, da die Pixel symmetrisch zum eingegebenen
Punkt verteilt werden. Bei geraden Werten würden nur Pixel mit 0,5 px Abstand rechts
bzw. links von diesem Punkt beachtet. Auf das Ergebnis hat dies keine wesentlichen Aus-
wirkungen, insbesondere nicht bei Bogenlängen größer als 10 px
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Abbildung 3.34.: Profile durch die hell-dunkle Kossel-Linie einer Cu-Aufnahme (Abbil-
dung 3.28, rot) an einem Punkt (600 dpi-Scan, 0, 1 px-Schritte). Im oberen Diagramm wird
die Intensitätsmittelung über verschiedene Bogenlängen der Krümmungskreise verglichen.
Darunter ist die Auswirkung der Durchschnittsberechnung über 1, 5, 15 bzw. 30 Daten-
punkte innerhalb der Profile dargestellt (Bogenlänge 201 px).
Die ungeraden Bogenlängen wurden gewählt, da die Pixel symmetrisch zum eingegebenen
Punkt verteilt werden. Bei geraden Werten würden nur Pixel mit 0,5 px Abstand rechts
bzw. links von diesem Punkt beachtet. Auf das Ergebnis hat dies keine wesentlichen Aus-
wirkungen, insbesondere nicht bei Bogenlängen größer als 10 px
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4. Neuartige Auswertungsstrategie für
Kossel- und RDS-Verfahren
4.1. Überblick über die neue Auswertungsstrategie
Die im Rahmen der vorliegenden Arbeit entwickelte Auswertungsstrategie für kegelschnitt-
förmige Mikrobeugungsverfahren nutzt viele vollständig neue oder modifizierte Ideen und
Ansätze. Um die Gesamtübersicht zu erleichtern, wird an dieser Stelle ein kurzer Überblick
zum Ablauf des Verfahrens präsentiert, wie er im Computerprogramm umgesetzt ist:
Einlesen von Punkten auf den Reflexen (Kapitel 3)
Eingabe von Referenzwerten (Abschnitt 4.3)
d. h. Gitterkonstanten, elastischen Konstan-
ten, evtl. grober Position der untersuch-
ten Probenstelle in Detektorkoordinaten
Berechnung des Fokalkurvenschnittpunktes und
der (groben) Netzebennormalen (Abschnitt 4.2)
Indizierung, d. h. Zuordnung der korrek-
ten Laue-Indizes hkl zu den jeweiligen Re-
flexen in Verbindung mit der (groben) Ori-
entierungsbestimmung (Abschnitt 4.4)
Exakte Berechnung von Orientierung
und Gitterparametern (Abschnitt 4.5)
Ermittlung der Dehnungen (Abschnitt 4.6)
Bestimmung der Eigenspannungen (Abschnitt 4.6)
Bis auf die ersten beiden Punkte, welche zur Eingabe die menschliche Interaktion benöti-
gen, werden alle anderen Schritte vollautomatisch nacheinander ausgeführt. Das Ziel einer
vollautomatischen Kosselauswertung ist damit im Vergleich zu den bisher existierenden
Verfahren deutlich näher gerückt.
Einige Details zur Programmumsetzung sind in Anhang A.2 genauer dargestellt.
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Abbildung 4.1.: Skizze der x-, y- und z-Achsen des gitterfesten Koordinatensystems und
einer beliebigen Elementarzelle. Dieses ist so orientiert, dass die x-Achse mit der [100]-
Achse des Kristallkoordinatensystems zusammenfällt. Zusätzlich fällt die x-y-Ebene mit
(001) zusammen und es werden nur positive Werte für z zugelassen. Die Definition des
gitterfesten Koordinatensystems ist somit eindeutig.
4.2. Bestimmung der Lage und Gestalt der Kossel-Kegel
mittels Fokalkurven
Koordinatensysteme
Die wesentliche Grundlage zur rechnerischen Beschreibung und Auswertung von Mikro-
beugungsaufnahmen ist die Auswahl und Transformation von geeigneten Koordinatensys-
temen. Für die hier genutzten und weiterentwickelten Verfahren müssen prinzipiell das
Labor-, Geräte-, Detektor-, Proben- und Kristallkoordinatensystem unterschieden werden.
Zusätzlich wird ein gitterfestes Koordinatensystem eingeführt. Dieses ist zur Vereinfachung
der Rechnungen kartesisch und fällt bei kubischen Kristallen mit dem Kristallkoordina-
tensystem zusammen. Abbildung 4.1 veranschaulicht die Festlegung für einen triklinen
Kristall.
Um die Übersicht zu bewahren, wird im Folgenden das Detektorkoordinatensystem als
Referenz ausgewählt. Dies ist zweckmäßig, da die Beugungsinformationen direkt vom De-
tektor entnommen werden. Durch die spalten- und zeilenweise Ausrichtung wird ein karte-
sisches Koordinatenystem vorgegeben, welches, bis auf das Kristallkoordinatensystem, in
alle anderen Systeme durch eine Drehung und Verschiebung transformierbar ist.
Die betrachteten Mikrobeugungsaufnahmen enthalten die Informationen zu den Gitter-
parametern der untersuchten Probe, sowie Position und Orientierung der Kristallite relativ
89
4. Neuartige Auswertungsstrategie für Kossel- und RDS-Verfahren
zum Detektor. Da die Orientierung üblicherweise relativ zur Probe selbst bzw. zur Proben-
oberfläche gefragt ist, muss die Drehung des Detektors zur Probe beachtet werden. Beim
RDS-Verfahren ist dies bei der genutzten Anlage besonders einfach. Typischerweise wird
die Probe schon parallel zum Detektor eingerichtet bzw. durch einen Probenhalter definiert
dagegen verkippt. Bei Kossel-Aufnahmen im modifizierten REM XL 30 der Arbeitsgruppe
für Physikalische Werkstoffdiagnostik des IfWW der TUD ist die Detektorposition ebenso
wie der Elektronenstrahl fest, während die Probenkippung durch Probenhalter mit fester
Neigung eingestellt wird. Diese Koordinatentransformation ist daher einfach durchzuführen
und wird im Folgenden daher rechnerisch nicht explizit betrachtet.
Das gitterfeste Koordinatensystem (vgl. Abbildung 4.1) wurde eingeführt, damit die
Beugungskegel dort auch als gerade Kreiskegel beschrieben werden können. Das ist im
Kristallkoordinatensystem nicht zwingend der Fall. Für kubische Kristalle fallen diese bei-
den Systeme jedoch zusammen, was die Veranschaulichung vereinfacht. Die Transformation

























Die Größen a, b, c, α, β, γ stehen für die Gitterparameter der jeweiligen Probe in der
üblichen Bezeichnungsweise.
Fokalkurven
Prinzipiell beruht die Auswertungsstrategie, welche in diesem Kapitel vorgestellt wird, auf
einem neuen Ansatz mittels Fokalkurven (vgl. Abbildung 2.23). Allgemein betrachtet exis-
tieren zwei verschiedene Fokalkurvenpaare: Ellipse-Hyperbel und Parabel-Parabel. Der eine
Kegelschnitt entspricht dabei einer Beugungslinie, während der andere den möglichen Ort
der zugehörigen Beugungskegelspitze angibt (vgl. Abbildung 4.2) [132]. Aus geometrischer
Sicht liegen die Kurven eines Paares in zueinander senkrechten Ebenen, während Scheitel
und Brennpunkte miteinander vertauscht sind. Die zugehörigen Parameterdarstellungen
sind in Tabelle 4.1 aufgeführt. Da die Netzebenennormale der Tangente an die Fokalkurve


















































Tabelle 4.1.: Hier sind die möglichen Fokalkurvenpaare als Parameterkurven mit ϕ ∈ [0, 2π)
und t ∈ R aufgezeigt. Die Kegelschnitte sind jeweils in Normalform angegeben. Geome-
trisch entsprechen a und b halber Haupt- bzw. Nebenachsenlänge.
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Abbildung 4.2.: Simulation zehn ausgewählter Reflexe (dunkel) und ihrer Fokalkurven (hel-
ler) für [001]-orientiertes Kupfer. Der Ausgangspunkt der gebeugten Strahlung, d. h. der
Schnittpunkt der Fokalkurven, liegt hier 5 cm über dem Detektor mit 20 cm Kantenlänge.
Dieser geometrische Ansatz wurde in der Diplomarbeit des Autors verfolgt und an vor-
handenen Synchrotron-Kossel-Aufnahmen erfolgreich erprobt [132]. Für die Auswertung
wird dort ausgenutzt, dass für die Kegelspitze S sowie zwei beliebige Punkte P1 und P2
auf einem elliptischem Reflex mit den Brennpunkten F1 und F2 gilt, dass:
P1F1 ∓ P1S − P2F1 ± P2S = 0 (4.2)
P1F2 ± P1S − P2F2 ∓ P2S = 0. (4.3)
Das Vorzeichen ergibt sich je nachdem, ob S auf dem Hyperbelast mit F1 oder F2
liegt (vgl. Abbildung 4.3). Für die anderen Kegelschnitttypen ergeben sich äquivalente
Zusammenhänge. Die Gleichungen (4.2) bzw. (4.3) werden in einer Ausgleichsrechnung
genutzt, um die Kegelspitze sowie alle Brennpunkte der eingelesenen Reflexe zu berechnen,
wodurch alle Bragg-Winkel und Netzebenennormalen eindeutig festgelegt sind.
Dieser Ausgleich ist aber in der Praxis überraschend häufig fehlgeschlagen. Das Problem
zeigte sich schon bei der Berechnung der nötigen Startwerte. So wurde mittels klassischem
Ansatz durch einen entsprechenden algebraischen Fit die Gleichung
ax2 + 2bxy + cy2 + 2dx+ 2ey + f = 0 (4.4)
der detektierten Beugungslinie berechnet und anschließend per Hauptachsentransformation
auf Normalform gebracht. Die so erkannte Ellipse, Hyperbel oder Parabel legt eindeutig die
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Abbildung 4.3.: Diese Skizze zeigt die Punkte bzw. Strecken aus Gleichung (4.3). Je nach
Zuordnung der Kegelspitze zum Fokalkurvenast gilt P1F1 − P1S − P2F1 + P2S = 0 (1.
Variante) oder P1F1 + P1S − P2F1 − P2S = 0 (2. Variante).
jeweilige Fokalkurve fest, wodurch der Ort der Beugung relativ zum Film als Schnittpunkt
aller Fokalkurven ermittelbar ist. Da aber Ellipsen teils als Hyperbeln, und entsprechend
umgekehrt, erkannt wurden, folgten daraus auch die falschen Hauptachsen bzw. falschen
Vorzeichen in Gleichung (4.3) (vgl. Abbildung 4.4). Der darauf aufbauende Auswertungs-
schritt benötigt aber die Kenntnis des expliziten Typs der Fokalkurve und eine ausreichend
genaue Startlösung. Da dies nicht immer sichergestellt werden kann, treten verschiedene
Arten von Problemen auf. Dies umfasst z. B. Brennpunkte, welche bis ins Unendliche lau-
fen, da bei Computer-Fließkommazahlen für die Streckendifferenzen ∞ − ∞ = 0 gilt.
Ebenso kann es sein, dass der Ausgleich nicht, oder gegen offensichtlich unsinnige Werte,
konvergiert. Eine nachträgliche Korrektur, wie sie zum Beginn der Arbeit an dieser neu-
en Lösungsmethode geplant war, ist somit praktisch unmöglich. Es ist daher ein anderer
Ansatz nötig, bei dem die Änderung des Kegelschnitttyps durch das Ausgleichsverfahren
selbst erlaubt ist.
Ein weiterer Teil der Probleme lässt sich auf den Ausgleich gemäß algebraischem Fit
zurückführen. Harris und Kirkham beschrieben dies schon grob als "Abhängigkeit vom Ko-
ordinatensystem" [115]. Ein vom Autor dieser Arbeit neuentwickelter geometrischer Fit,
d. h. geometrische Abstandsminimierung statt Kegelschnittgleichungsminimierung, führt
zu visuell deutlich besser passenden Kegelschnitten (vgl. Abbildung 4.5), konnte aber lei-
der nicht die erhofften, besseren Startwerte generieren (vgl. Abbildung 4.6). Auf genauere
Ausführungen zu dem Algorithmus wurde daher in dieser Arbeit verzichtet.
Zusätzlich zeigten sich im praktischen Einsatz weitere Probleme, welche durch die Analy-
se der genauen Schritte beim numerischen Ausgleich erkannt werden konnten. So entstehen
auf einer Kossel-Aufnahme nur dann Parabeln, wenn eine Mantellinie des Beugungskegels
parallel zur Hauptachse bzw. dem Detektor liegt. Es ist zu erwarten, dass dies praktisch
nie auftritt, da es nur für wenige exakte Orientierungen möglich ist. Praktisch zeigen sich
aber Ellipsen und Hyperbeln, deren Brennpunkte, im Gegensatz zum oben dargestellten
Problem, korrekterweise im nahezu Unendlichen liegen. Durch die beschränkte Computer-
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genauigkeit bei sehr großen Zahlen konnten dadurch betroffene Aufnahmen zunächst nicht
ausgewertet werden. Mittels einer Näherung als Parabel ist dies zwar gelungen, es wird
aber ein kleiner systematischer Fehler in die Rechnung eingeführt. Solche Abweichungen
sollten auch vermieden werden, da sie das Ergebnis in unvorhersehbarer Weise beeinflussen
können.
Neben den beiden praktischen Problemen existiert zum Begriff der Fokalkurve selbst
auch eine theoretische Einschränkung. Kreise werden in den Definitionen aus der vorhan-
denen Literatur nicht erfasst [129, 130]. So lässt sich aus Tabelle 4.1 leicht ablesen, dass für
Ellipsen mit b→ a zwar eine Gerade als Fokalurve möglich ist, aber für die Gerade selbst
kann keine eindeutige Fokalkurve festgelegt werden (vg. Abbildung 4.7, Abbildung 4.2).
Deshalb wird in dieser Arbeit im Weiteren von verallgemeinerten Fokalkurven gesprochen.
Eine explizite Definition wird durch Gleichung (4.9) nach der zunächst folgenden Herlei-
tung angegeben.
Abbildung 4.4.: Ausschnitt eines Screenshots des neuen Auswertungsprogramms. Es ist
eine stark tonwertkorrigierte Kossel-Aufnahme von Kupfer mit farblicher Darstellung von
Kegelschnitten und ihren Hauptachsen sichtbar. Zur Verbesserung der Übersichtlichkeit
werden hier nur zwei Kegelschnitte ausgewählt (rot und blau). Der rote Kegelschnitt wurde
offensichtlich falsch erkannt. Der blaue Kegelschnitt erfasst zwar die eingegebenen Punkte
vergleichsweise gut, es existiert aber keine passende, reale Beugungslinie im rechten Teil
des Bildes.
Die Kegelschnittgleichungen wurden durch einen standardmäßigen algebraischen Fit er-
mittelt (vgl. Abbildung 4.5 bzw. Abbildung 4.6).
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Abbildung 4.5.: Für dieselben Kegelschnitte aus Abbildung 4.4 wurde ein neuer geometri-
scher Fit eingesetzt. Offensichtlich liegen die berechneten Kegelschnitte besser über den
Daten, d. h. der Beugungslinie. Trotzdem bleiben die Abweichungen zu groß (vgl. Abbil-
dung 4.6).
Abbildung 4.6.: Bei einer anderen Vergrößerung von Abbildung 4.5 zeigt sich deutlich, dass
der Schnittpunkt der Hauptachsen sehr weit außerhalb des Bildes liegt. Die Startlösung zur
Position der Beugungskegelspitze wäre daher grob falsch, wodurch hier keine Konvergenz
mehr möglich ist. Dies ist nur zu erkennen, da die Abbildungsgeometrie zu dieser Aufnahme
bekannt ist. Demnach sollte der Hauptachsenschnittpunkt ("pattern center") ungefähr in
der Mitte der Aufnahme liegen.
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Abbildung 4.7.: Zwei kreisförmige Kossel-Reflexe (rot und blau) mit zugehörigen Kossel-
Kegeln und gemeinsamer "Fokalkurve" (schwarz). Während diese Gerade für einen be-
stimmten Kreis eindeutig festgelegt ist, kann zu der Gerade keiner der Kreise eindeutig
zugeordnet werden.
Verallgemeinerte Fokalkurven
Aus den vorstehend beschriebenen Problemen folgt die Notwendigkeit einer anderen Mo-
dellierung von Fokalkurven. Diese sollen für jeden beliebigen Kegelschnitt den Ort der
möglichen Kegelspitze angeben, ohne zwischen expliziten Hyperbel- und Ellipsendarstel-
lungen wechseln zu müssen. Der in dieser Arbeit entwickelte Ansatz nutzt als Ausgangslage




























 = 0. (4.5)














 mit s ∈ R\ {0}






Abseits von dieser Identifikation ist für das folgende Vorgehen aber kein weiteres Grund-
wissen über projektive Geometrie erforderlich. Besonderheiten wie bspw. Fernpunkte wur-
den in den Rechnungen beachtet, spielen aber im praktischen Einsatz für die betrachteten
Beugungsverfahren keine Rolle.
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Um nun die Spitzen der Beugungskegel zu berücksichtigen, ist eine dreidimensionale
Erweiterung nötig. Eine Möglichkeit, Kegel auf diese Weise zu beschreiben, lautet:
(1 x y z)


0 0 0 0
0 1 0 0
0 0 1 0










 = 0. (4.6)
Der in Gleichung (4.6) angegebene Kegel ist senkrecht nach oben geöffnet, wobei der
Parameter α = tan2 (90° − ϑhkl) vom Bragg-Winkel ϑhkl abhängt (vgl. Abbildung 4.8).
Da die Orientierung und die Kegelspitze fest sind, muss eine Drehung und Verschiebung
des Kegels durchgeführt werden, bis er die richtige Lage hat. Die Gleichung verändert sich
dann zu:




0 0 0 0
0 1 0 0
0 0 1 0


























Abbildung 4.8.: Schnitt der x-z-Ebene durch den Beugungskegel nach Gleichung (4.6). Die
Kegelspitze entspricht dem Koordinatenursprung und die Kegelachse der z-Achse.
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1 0 0 0
0 1 0 0
0 0 cosϕ − sinϕ
0 0 sinϕ cosϕ





1 0 0 0
0 cosψ 0 − sinψ
0 0 1 0










1 0 0 0
tx 1 0 0
ty 0 1 0
tz 0 0 1

 . (4.8)
Die verallgemeinerte Fokalkurve kann dann als die Menge von Punkten (−tx| − ty| − tz)
definiert werden, welche die Gleichung

















für alle die x und y erfüllt, für die auch Gleichung (4.5) gilt. Da nur schwer zu erkennen
ist, dass diese Definition wirklich eindeutig zu den richtigen Kurven führt, soll als Beispiel
bzw. konstruktiver Nachweis der Wohldefiniertheit die verallgemeinerte Fokalkurve zu einer
Ellipse gesucht werden:










Die Werte a und b mit a > b entsprechen der halben Haupt- bzw. Nebenachsenlänge der
Ellipse. Nach der Definition (4.7) sollte A2D der linken oberen 3 × 3 Teilmatrix von A3D





2 ψ − (1 + α) ty sin 2ϕ (tz cosψ + tx sinψ) + t2z sin2 ψ − 2txtz sinψ cosψ
+ sin2 ϕ
(









2 ψ + sin2 ψ
(




2 ϕ− α sin2 ϕ (4.13)
A3D12 =tx cos








2 ϕ− αty sin2 ϕ− (1 + α) cosϕ sinϕ (tz cosψ + tx sinψ) (4.15)
A3D23 =− (1 + α) cosϕ sinϕ sinψ (4.16)
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Durch die projektive Beschreibung muss noch der Skalierungsparameter s ∈ R\ {0} be-
achtet werden, welcher aber nur für die Diagonaleinträge relevant ist (vgl. Gleichung (4.10)).
Für das Matrixelement A3D23 sind dann folgende Fälle zu betrachten:
1. Fall α = −1: Eingesetzt in A3D12 und A3D13 führt dies zu tx = ty = 0. Damit folgt s < 0
aus A3D11 = t2z = sA2D11 = −s > 0. Da aber aber auch A3D22 = 1 = sA2D22 = sa−2 > 0
gilt, entstehen für diesen Fall keine Kegelspitzen.
2. Fall cosϕ = 0: Einsetzen in A3D12 bzw. A3D13 führt zu tx = αty = 0. Aus A3D11 und A3D22
folgt dann analog zum 1. Fall der Widerspruch mit 0 < s < 0.








sin2 ψ − α cos2 ψ
)
− (1 + α) txtz sin 2ψ = −b2 (4.17)
cos2 ψ − α sin2 ψ = a−2b2 (4.18)
tx
(
cos2 ψ − α sin2 ψ
)
− (1 + α) tz cosψ sinψ = 0. (4.19)




















a2 (a2 − b2) . (4.22)
Aus 2tz·((4.19))-((4.17)) folgt aber auch:
t2x
(




α cos2 ψ − sin2 ψ
)
= b2. (4.23)
























a4 (1− a−2b2) − 1
)
. (4.26)
Durch einige weitere einfache Umformungsschritte erhält man daraus:
1 =
t2x




Dies entspricht genau der bekannten Fokalhyperbel gemäß Tabelle 4.1.
4. Fall sinψ = 0: Die Umformungen entsprechen im Wesentlichen dem 3. Fall. Es folgt
98
4.2. Bestimmung der Lage und Gestalt der Kossel-Kegel mittels Fokalkurven





Dies kann nur für α < −1 erfüllt werden, was im Widerspruch zur Voraussetzung
α = tan2 (90°− ϑhkl) steht.
Die bekannten Fokalkurven folgen somit eindeutig als Spezialfälle aus den verallgemei-
nerten Fokalkurven. Sie können daher zur Beschreibung bzw. Modellierung von ebenen
Beugungslinien der Kossel- und RDS-Technik genutzt werden.
Ausgleichsrechnung
Der neue Modellansatz der verallgemeinerten Fokalkurven macht es möglich, bekannte und
relativ einfache Methoden der nichtlinearen Optimierung zur Bestimmung der Parameter
tx, ty, tz, φi, ψi, αi (4.29)
für alle Kegelschnitte i einer Aufnahme einzusetzen (s. Gleichung (4.8)). Um die Konver-
genzgeschwindigkeit zu verbessern und Probleme der begrenzten Computergenauigkeit zu
vermeiden, müssen für jeden Parameter geeignete Startwerte gefunden werden.
Zur deren Berechnung sind verschiedene Ansätze möglich. Zum einen kann analog zu
[132] vorgegangen werden, d. h. zu jedem Kegelschnitt wird zuerst die allgemeine Parame-
trisierung bestimmt. Mittels Hauptachsentransformation folgt die Bestimmung des Kegel-
schnitttyps und die Parametergleichung der Fokalkurve nach Tabelle 4.1. Der Schnittpunkt
der Fokalkurven liefert tx, ty, tz und die Netzebenennormale als jeweilige Tangente an die
Fokalkurve. Daraus können φ und ψ berechnet werden, während α aus dem einfach zu
ermittelnden Öffnungswinkel der Beugungskegel folgt (vgl. Abbildung 4.8). Da sich aber
gerade das Ergebnis der Hauptachsentransformation als extrem fehleranfällig herausgestellt
hat, wurde eine einfache, aber numerisch stabilere Herangehensweise erarbeitet. Dabei wird
ausgenutzt, dass die Abbildungsgeometrie von Kossel- und RDS-Technik zwischen Aufnah-
men kaum verändert wird, das heißt, dass sich die Probe relativ zum Detektor ungefähr an
derselben Stelle befindet. Selbst die Bestimmung der Probenposition auf lediglich Zentime-
tergenauigkeit beeinträchtigt die hochpräzisen Endergebnisse so nicht (vgl. Abschnitt 4.7).
Es können daher auch einfach die Ergebniswerte von alten, erfolgreich ausgewerteten Mes-
sungen als Startwerte genutzt werden. Damit verbleibt nur die Berechnung von
φi, ψi, αi. (4.30)
Für den Beugungskegel zum Reflex mit subpixelgenauen Punkten Pj = (xj |yj) (vgl. Ab-




· ~n = cos (90°− ϑhkl) = sinϑhkl. (4.31)
Zu beachten ist, dass an dieser Stelle des Auswertungsvorgangs die Indizierung hkl noch
unbekannt ist und zusätzlich ϑhkl nur in grober Näherung berechnet werden kann. Wenn
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Diese lineare Gleichung lässt sich mit verschiedenen Algorithmen nach der Methode
der kleinsten Quadrate lösen. Im Rahmen der vorliegenden Arbeit wurde das Verfahren
JacobiSVD der C++-Bibliothek Eigen genutzt, da es sehr genaue bzw. stabile Ergebnisse lie-
fert. Da diese Rechnung nur einmal je Reflex und Aufnahme ausgeführt wird, bedeutet die
relativ lange Rechenzeit in der Anwendung lediglich, dass gegenüber anderen numerischen
Verfahren Verzögerungen im Millisekundenbereich auftreten.



































bzw. ψ = −π
2





arcsinn2 für n1sinψ ≥ 0 und n2 ≥ 0
2π + arcsinn2 für n1sinψ ≥ 0 und n2 < 0
π − arcsinn2 für n1sinψ < 0
(4.37)
Die eigentliche Ausgleichsrechnung kann dann, verhältnismäßig einfach, durch Standard-
methoden erfolgen. Im Rahmen dieser Arbeit wurde daher der Gauß-Newton-Algorithmus
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implementiert, um die Norm einer Zielfunktion der Form



















für alle Kegelschnitte i aus Punkten (xi,j |yi,j) mit j = j (i) zu minimieren. Getestet wurden
auch das Gradienten- und Levenberg-Marquardt-Verfahren. Beide sind langsamer als Gauß-
Newton und liefern keine besseren Ergebnisse.
Für die Ausnutzung der maximalen Genauigkeit der betrachteten Mikrobeugungsver-
fahren ist es erforderlich, die Punkte (xi,j |yi,j) möglichst exakt auf den ϑhkl-Reflexen zu
positionieren. Dazu muss eine Betrachtung der Reflexfeinstruktur durchgeführt werden
(vgl. Abschnitt 3.4).
4.3. Bereitstellung von Referenzwerten
Nachdem die innere Geometrie einer Kossel- oder RDS-Bergungsaufnahme mittels der
neuen Fokalkurvenauswertungsstrategie bestimmt werden konnte, ist die Herstellung eines
Zusammenhangs zu den Parametern des realen Kristalls nötig. Prinzipiell gibt es dabei
zwei Möglichkeiten. Zum einen könnte die erarbeitete Methode zum Ermitteln von cha-
rakteristischen Wellenlängen genutzt werden. Diese Herangehensweise benötigt aber die
Kenntnis von Gitterkonstanten mit mindestens der Genauigkeit, welche für die Wellenlän-
ge gewünscht wird. Da die Wellenlängen aber mit anderen Methoden schon genauer als
10−6 bestimmbar sind [11], ist diese Herangehensweise praktisch bedeutungslos.
Dagegen ist die Ermittlung von Gitterkonstanten, Orientierungen und Eigenspannun-
gen die Standardaufgabe für die Kossel- und RDS-Technik. Hier wird die Kenntnis der
beugenden Wellenlänge vorausgesetzt. Die Genauigkeit dieses Werts begrenzt direkt die
Qualität der Endergebnisse. Da aber die Werte aus [11] und anderen Quellen oft mit ei-
ner relativen Genauigkeit von 10−7 oder besser angegeben werden, ist dies praktisch keine
Einschränkung.
Allein aus der Reflexlage kann man nicht erkennen, zu welcher Netzebene ein einzelner
Reflex gehört. So ist ohne zusätzliche Informationen nicht unterscheidbar, ob ein Reflex
bspw. zur Ebene (001) oder (002) gehört. Die zugehörige Kegelschnitte würden im primi-
tiv kubischen Gitter mit der Konstante 1Å bzw. 2Å identisch aussehen. Dies stellt eine
prinzipielle Einschränkung des Verfahrens dar. Theoretisch wäre es möglich, dieses Pro-
blem zu lösen. Dazu müsste aber mindestens der vollständige Halbraum über der Probe
abgebildet werden und jede einzelne mögliche Beugungslinie muss deutlich sichtbar sein.
Die aktuelle Gerätetechnik ist dazu noch nicht in der Lage und es ist zu bezweifeln, ob
diese starken Forderungen jemals erfüllt werden können. Daher müssen materialbezogene
Referenzgitterkonstanten mit ausreichender Genauigkeit bekannt sein. Die Anforderung an
"ausreichend" lässt sich nicht allgemein benennen, aber Tabelle 4.3 gibt einen Überblick
über die typische Situation.
Wenn Eigenspannungen bestimmt werden sollen, müssen auch die elastischen Konstanten
bekannt sein. In Analogie zur Wellenlängenbestimmung wäre es theoretisch auch möglich,
die elastischen Konstanten mit der Kossel-Methode zu bestimmen. Dazu müssten In-situ-
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Messungen einer einkristallinen Probe jeweils ohne bzw. mit definierten äußeren Spannun-
gen durchgeführt werden. Nach Kenntnis des Verfassers dieser Arbeit wurde dies aber noch
nie praktisch durchgeführt. Im Folgenden wurde ebenfalls darauf verzichtet, da diese Wer-
te bspw. durch einige Ultraschallverfahren deutlich leichter bestimmt werden können und
entsprechende Literaturwerte gut verfügbar sind.
Zusammenfassend ergeben sich folgende Anforderungen für die klassischen Aufgaben der
Kossel-und RDS-Technik:
Gesucht Vorausgesetzt











Es ist also auch möglich, die exakten Referenzwerte für die Dehnungstensorberechnung
durch eine zusätzliche Kossel- bzw. RDS-Messung einer ungedehnten Probe selbst bereit-
zustellen.
4.4. Reflexindizierung und Orientierungsabschätzung
Die Ergebnisse von Abschnitt 4.2 folgen direkt aus den geometrischen Eigenschaften der
verallgemeinerten Fokalkurven. Um auf Gitterkonstanten oder Eigenspannungen schließen
zu können, muss aber noch bestimmt werden, welche Netzebene zum jeweiligen Parameter√
α gehört.
Im Wesentlichen gibt es für die betrachteten Beugungsverfahren zwei Möglichkeiten,
um diesen Zusammenhang herzustellen, die manuelle oder automatische Indizierung. Bei
der manuellen Indizierung wird eine Simulation der jeweiligen Aufnahme erstellt. Dabei
ist zu jeder simulierten Linie der Laue-Index bekannt und wird durch visuellen Abgleich
der zugehörigen Kurve auf dem Detektor zugeordnet. Für Proben mit einer geringen Zahl
an Reflexen und einer deutlich sichtbaren Symmetrie kann ein sichtbarer Pol und damit
die Orientierung leicht gefunden werden (vgl. Abbildung 4.16). Für Aufnahmen mit sehr
vielen Linien ist die Zuordnung schwierig, wodurch die automatische Indizierung neben der
Zeitersparnis auch bezüglich ihrer Zuverlässigkeit überlegen ist.
Die hier erstmalig eingesetzte Variante der automatischen Indizierung wurde gegenüber
dem Algorithmus aus [132] weiterentwickelt und arbeitet jetzt sowohl schneller als auch
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berechnet werden (vgl. Abbildung 4.8 bzw. Gleichung (4.6)). Parallel dazu wird eine Menge
an Laue-Indizes hkl generiert. Dies entspricht allen Permutationen und Kombinationen von
ganzen Zahlen in einem gewissen Bereich. Praktisch haben Indizes von 9̄9̄9̄ bis 999 immer
ausgereicht. Wenn noch höher indizierte Reflexe zu erwarten sind, müssen lediglich diese
Grenzen angepasst werden.
Mit den Referenzwerten nach Abschnitt 4.3 kann anschließend zu jedem Tripel hkl die
Netzebenennormale nhkl im gitterfesten Koordinatensystem und der zugehörige Bragg-
Winkel ϑhkl berechnet werden. Dies erlaubt es, bei jedem Reflex den Wert ϑhkl(i) mit den
verschiedenen ϑhkl zu vergleichen und so eine Menge möglicher Indizes zuzuordnen. Die
entsprechenden Toleranzen können relativ grob gesetzt werden. Für die Ergebnisse dieser
Arbeit wurden Werte zwischen ca. 0,5° und 10° ausprobiert. Ein Wert von ca. 5° hat sich
fast immer als ausreichend für die erfolgreiche Auswertung herausgestellt.
Rotationsachse r
Drehwinkel ­
Abbildung 4.9.: Für zwei Reflexe (rot und blau) existiert eine eindeutige Rotationsachse r
und ein Drehwinkel ­, welche die Transformation zwischen Kristall- und Detektorkoordina-
tenystem beschreiben. Die Vektoren zwischen gedrehter und ungedrehter Normale stehen
senkrecht auf der Rotationsachse.
Nach dieser Vorbereitungsphase folgt der eigentliche Indizierungsschritt. Dabei werden
zwei Reflexe ausgewählt, deren Fokalkurventangenten bzw. Netzebenennormalen ni einen
möglichst großen Winkel zueinander haben. So wird ein schleifender Schnitt vermieden
und die Genauigkeit verbessert. Daran schließt sich der Vergleich aller möglichen hkl-
Kombinationen an. Beispielsweise könnte für einen kubischen Kristall der Reflex 1 als
{024} oder {133} und Reflex 2 als {002} erkannt werden (vgl. Abbildung 4.10). Dies ist in
Abbildung 4.11 (a) bis (c) für drei ausgewählte Kupfer-Reflexe dargestellt.
Anschließend sind die Kombinationen (024) − (002), (024) − (002), (402) − (002),. . . ,
(133)− (002) usw. einzeln zu untersuchen (vgl. Abbildung 4.11 (d) und (e)).
Für jede dieser Kombinationen sind somit zwei Vektoren im gedrehten und ungedreh-
ten Zustand bekannt, welche die jeweilige Orientierungsmatrix R eindeutig festlegen. Die
zugehörige Rotationsachse r lässt sich über
r = (n1 − nhkl1)× (n2 − nhkl2) (4.40)
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berechnen. Der Drehwinkel ergibt sich dann aus der Projektion von n1 und nhkl1 in eine






berechnet. Die schlussendlich gewählte Indizierung ergibt sich aus den Startreflexen, für
deren hkl-Kombination der Wert Σq2i minimal ist. In Abbildung 4.11 (d) zeigt sich eine
Verletzung dieser Forderung darin, dass der violette Kegel bei keiner Drehung der gelben
Flächen um den blauen Kegel erzeugt werden kann. In Abbildung 4.11 (d) ist dies jedoch
möglich. Der Ausgangszustand in Abbildung 4.10 kann durch gleichzeitiges Verkippen der
räumlichen Kegelstruktur aus Abbildung 4.11 (b) und (c) um 15° erzeugt werden. Das
bedeutet, der Kristall ist um 15° gegenüber der [001]-Richtung fehlorientiert.
Abschließend können alle anderen Reflexe durch Abgleich mit den verschiedenen gedreh-
ten Kegelstrukturen indiziert werden (vgl. Abbildung 4.11 (e)).
Detektor
Beugungskegel
Abbildung 4.10.: Drei ausgewählte Kupfer-Beugungskegel nach dem neuen Fokalkurvenaus-
gleich. Der ebenfalls neuartige Indizierungsalgorithmus kann auf Basis dieser Informationen
vollautomatisch arbeiten (vgl. Abbildung 4.11).
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(a) blauer Reflex könnte von der Form
{133} sein
(b) blauer Reflex könnte von der Form
{024} sein
(c) violetter und grüner Reflex können
nur von der Form {002} sein
(d) Test: blauer Reflex ist (103) (ge-
dreht!), violetter Reflex "passt nicht"
(e) Test: blauer Reflex ist (204) (ge-
dreht!), violetter Reflex "passt" in
Form von (020)
(f) Kontrolle: grüner Reflex ist (200)
Abbildung 4.11.: Skizze zum Ablauf des Indizierungsalgorithmus einer Kupfer-Kossel-Auf-
nahme für den Ausgangszustand aus Abbildung 4.10 (vgl. Farben)
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4.5. Berechnung der exakten Gitterkonstanten und
Orientierung
Mit der Reflexindizierung aus Abschnitt 4.4 ist der komplizierteste Teil der Auswertungs-
kette abgeschlossen. Es ist nun berechenbar, welcher Bragg-Winkel zu einem Reflex bei
einer bestimmten Gitterkonstante gehört. Für die exakte Bestimmung der Gitterkonstan-
ten kann daher direkt die Braggsche Gleichung ausgenutzt werden.
Da der Winkel 90◦ − ϑhkl der halbe Öffnungswinkel des jeweiligen Beugungskegels ist,
gilt wieder Gleichung (4.31). Der Vektor ~n ist hier aber die mittels Orientierungsmatrix ge-
drehte Netzebenennormale ~nhkl des Kristalls. Da die Orientierungsmatrix in Abschnitt 4.4
aber nur unter der Annahme stimmt, dass die Referenzwerte exakt zur Aufnahme passen,
muss sie noch optimiert werden. Dies ist mit je einer (kleinen) Korrekturdrehung um eine
der Raumachsen x, x oder z möglich. Die Normale
~nrhkl = Rz(χ)Ry(ψ)Rx(ϕ)R~nhkl (4.42)
ist dann für ein bestimmtes Tripel ϕ,ψ, χ die exakte Netzebenennormale zur Ebene (hkl)






sollte dann theoretisch für die Reflexpunkte Pi gelten, welche unter Beachtung der Fein-
struktur eingelesen wurden (s. Abschnitt 3.4). Praktisch ist ein numerischer Ausgleich
nötig. Dabei sind zwölf Parameter gleichzeitig zu optimieren:
1. Die Koordinaten sx, sx, sz der Beugungskegelspitze S sind anzupassen, da die Kris-
tallsymmetrien im Algorithmus aus Abschnitt 4.2 noch nicht berücksichtigt werden
konnten. Der Startwert ist das Ergebnis des Fokalkurvenausgleichs.
2. Die Winkel ϕ,ψ, χ sorgen für die korrekte Orientierung. Der Startwert ist jeweils
identisch zu 0.
3. Die gesuchten Gitterparameter a, b, c, α, β, γ werden ausgehend von den zugehörigen
Referenzen ermittelt (vgl. Abschnitt 4.3).
In Gleichung (4.43) sind die Gitterparameter implizit durch ~nhkl bzw. ϑhkl berücksichtigt
(vgl. Gleichung (4.1) bzw. Anhang A.1). Für den Ausgleich bestehen dann verschiedene











da dort einerseits kleine numerische Fehler durch die Arcussinusberechnung vermieden und
Reflexe gemäß ihrer Informationsqualität gewichtet werden. Aus dem totalen Differential






4.6. Bestimmung von Dehnungen und Eigenspannungen
Die Unsicherheit der Netzebenenabstands- und damit Gitterkonstantenberechnung beträgt
∆dhkl
dhkl
= ∆ϑhkl cotϑhkl (4.46)
und ist für kleine Bragg-Winkel bzw. für gering gekrümmte Reflexe sehr groß. Der Wert
sinϑhkl ist dann klein, so dass die absolute Abweichung und der Einfluss auf die Zielfunktion
auch gering sind (vgl. auch Tabelle 4.5 auf Seite 112).
Zum Lösen der Ausgleichsrechnung wird wieder das Gauß-Newton-Verfahren eingesetzt.
Die Konvergenz des Verfahrens war bei den meisten untersuchten Proben sehr schnell
(unter 5 Schritte) und zuverlässig (vgl. Abschnitt 4.7 für eine Auswahl).
4.6. Bestimmung von Dehnungen und Eigenspannungen
Wenn die elastischen Konstanten einer Probe bekannt sind, kann mittels des verallgemei-
nerten Hookeschen Gesetzes der Eigenspannungszustand einer Probe aus dem Reflexbild
berechnet werden. Für die zweistufigen Dehnungs- und Eigenspannungstensoren sowie den
vierstufigen Elastizitätstensor C lautet das Gesetz:
σ = Cε. (4.47)
Zur Berechnung des Spannungstensors σ ist zunächst die Bestimmung der Dehnungen ε nö-
tig. Der Dehnungstensor beschreibt die Dehnungen des Kristalls in beliebigen Richtungen,





im Kristallkoordinatensystem des Referenzkristalls. Der Wert ∆dhkl ist hier nicht nur die
Differenz der Netzebenenabstände zwischen gedehntem und ungedehntem Kristall. Es muss
zusätzlich auch die Veränderung der Richtung beachtet werden, also die Projektion der
gedehnten (~ndhkl) auf die ungedehnte Netzebenennormalenrichtung (~nhkl). Gleichung (4.48)






hkl − 1. (4.49)
Zu beachten ist in Gleichung (4.49), dass ~nhkl und ~ndhkl Einheitsvektoren sind. Da die
Gitterkonstanten des gedehnten Kristalls durch die Rechnung aus Abschnitt 4.5 bekannt
sind, können sechs verschiedene Richtungen ausgewählt werden, welche die verschiedenen
Dehnungen und Scherungen berücksichtigen, um ε zu ermitteln. Prinzipiell bestehen dabei
unendlich viele Möglichkeiten. Eine einfache Lösung nutzt Reflexe der kristallographischen




























































































Die Einträge des Dehnungstensors εij lassen sich in dieser einfachen Darstellung in Voigt-
scher Notation mittels einer beliebigen Programmbibliothek für lineare Algebra schnell
und eindeutig berechnen. Die Eigenspannungen können daraus leicht ermittelt werden.
Für kubische Kristalle nimmt das Hookesche Gesetz die folgende Form an:


c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0

























Die Eigenspannungen sind also bei Kenntnis der drei Konstanten c11, c12 und c44 direkt
berechenbar.
4.7. Anwendungsbeispiele
Als Referenz- und Startwerte für die Auswertung der folgenden Beispielaufnahmen wurde
die Crystallography Open Database [224–229] herangezogen. Um den Leser dieser Arbeit
aber nicht zu verwirren, wird im Folgenden entgegen dem Wunsch der COD-Verantwortli-
chen jeweils auf die verwendete Webseite der Datenbank [230] statt auf die Literatur zur
Datenbanksoftware [224–229] verwiesen.
Es wurde versucht, die Aufnahmen mit einer für den Druck geeigneten Tonwertkorrektur
zu versehen. Falls Details trotzdem nicht zu erkennen sind, empfiehlt der Autor die digitale
Version der Arbeit.
Kupfer
Kupfer ist ein Werkstoff, der häufig aufgrund seiner guten elektrischen und thermischen
Leitfähigkeit in relativ reiner Form eingesetzt wird. Dadurch bietet sich Kupfer insbeson-
dere als preisgünstiges Test- und Vergleichsmaterial für verschiedene elektronographische
und röntgenographische Abbildungsverfahren an. Im Falle der Kossel-Technik bedeutet
dies, dass die anregenden Elektronen ohne zusätzliche Probenbeschichtung garantiert ab-
geleitet werden. Durch das günstige Verhältnis von Gitterkonstante zu charakteristischer
Strahlung sind auch mehrere Reflexe mit unterschiedlichem Beugungswinkel und verschie-

















Abbildung 4.12.: Kossel-Aufnahme eines geschnittenen Kupfer-Einkristalls (30 kV Be-
schleunigungsspannung, 130 nA Probenstrom, 30 min Belichtungszeit, 70° Verkippung der
Oberfläche zum Detektor). Laut Herstellerangabe ist der Kristall [001]-orientiert und be-
steht aus mind. 99,99% reinem Kupfer. Zur besseren Übersicht zeigt dieses Bild nur einen
Ausschnitt aus der Gesamtaufnahme.
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a0 [Å] λ [Å] a [Å] b [Å] c [Å] Verzerrung
3, 45 1, 5405929 3.5874140 3.8426500 3.4176942 1.01 (Fehler)
3, 50 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 55 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 60 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 615 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 65 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 70 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 80 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
3, 90 1, 5405929 3.6149481 3.6144615 3.6159826 0.9956
4, 00 1, 5405929 3.9586573 4.5566495 4.2994893 1.01 (Fehler)
3, 615 1, 535 3.6018243 3.6013395 3.6028551 0.9956
3, 615 1, 540 3.6135566 3.6130703 3.6145908 0.9956
3, 615 1, 541 3.6159031 3.6154164 3.6169379 0.9956
3, 615 1, 545 3.6252890 3.6248010 3.6263265 0.9956
Tabelle 4.3.: Gitterkonstanten für Abbildung 4.12 bei verschiedenen Startwerten (s. auch
Tabelle 4.4). Die angegebenen Nachkommastellen zeigen die Präzision des Auswertungs-
verfahrens, aber nicht die Genauigkeit des Ergebnisses.
Anhand der Beispielaufnahme aus Abbildung 4.12 soll im Folgenden die Leistungsfä-
higkeit des neuen Auswertungsverfahrens ausführlicher demonstriert werden. Für alle fol-
genden Aufnahmen gilt jedoch qualitativ Vergleichbares. Die in Abschnitt 3.1 diskutierte
Erkennung von Punkten auf den Reflexen ist ausschlaggebend für die Zuverlässigkeit der
weiteren Rechenschritte und die Qualität des Ergebnisses (vgl. Abbildung 3.32, 3.33, 3.34).
Wichtig ist auch, dass das Verfahren für kleinere Abweichungen der Startwerte noch die-
selben Gitterkonstanten liefert. Wenn der Algorithmus nicht numerisch stabil wäre, kann
nicht sichergestellt werden, dass die berechneten Ergebnisse optimal sind. Als Referenz
wurden die Gitterkonstante a0 =3,615Å [230] und die Wellenlänge λ =1,540 592 9Å (Cu-
Kα1) [11] genutzt. Die exakten Kα1-Intensitäten werden für jeden Reflex nach dem neu-
en Algorithmus aus Abschnitt 3.4 ausgewählt bzw. die Datenpunkte automatisch korrekt
platziert. Dies erlaubt es, die im Folgenden angegebenen Präzisionsgitterkonstanten zu
bestimmen.
Die Tabellen 4.3 und 4.4 geben einen Überblick über die Resultate bei abweichenden
Startwerten. Die Ausgangswerte für die Detektorkoordinaten der untersuchten Probenstelle
können dazu analog ebenfalls relativ ungenau angegeben werden. Für die hier präsentierten
Ergebnisse waren jeweils die Probe-Detektor-Abstände im Bereich von 30 cm bis 35 cm
genau genug für die realen 33,1 cm.
Die Zuverlässigkeit des neuen Verfahrens wird damit bestätigt. Die numerischen Fehler
sind kleiner als die Unsicherheit der Wellenlänge. Selbst für Abweichungen der Startwerte
um einige Prozent werden die gleichen Ergebnisse berechnet. Für größere Abweichungen,
wird die Scannerverzerrung nicht mehr korrekt berechnet; der Fehler ist scheinbar grö-
ßer als 1 %. Der Scanner arbeitet jedoch genauer (s. auch Abschnitt 3.2), also war die
Rechnung fehlerhaft. Beim detaillierten Blick auf die verschiedenen Teilschritte der neuen
Auswertungsmethode (vgl. Abschnitt 4.1) zeigt sich, dass praktisch immer die Indizierung
die Ursache der falschen Ergebnisse ist (vgl. Abschnitt 4.4). Da bei diesem Teilalgorithmus
der Zusammenhang zwischen dem realen Kristall und dem Fokalkurvenmodell hergestellt
wird, können Fehler im weiteren Auswertungsverlauf nicht mehr korrigiert werden. Für zu
kleine Startgitterkonstanten wechselt die korrekte Indizierung der {420}-Reflexe hier zur
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a0 [Å] λ [Å] α [◦] β [◦] γ [◦]
3, 45 1, 5405929 85.7958249 101.5494446 90.8728632
3, 50 1, 5405929 89.9922207 89.9907037 89.9906321
3, 55 1, 5405929 89.9922207 89.9907037 89.9906321
3, 60 1, 5405929 89.9922207 89.9907037 89.9906321
3, 615 1, 5405929 89.9922207 89.9907037 89.9906321
3, 65 1, 5405929 89.9922207 89.9907037 89.9906321
3, 70 1, 5405929 89.9922207 89.9907037 89.9906321
3, 80 1, 5405929 89.9922207 89.9907037 89.9906321
3, 90 1, 5405929 89.9922207 89.9907037 89.9906321
4, 00 1, 5405929 84.5600595 91.5802125 89.1731880
3, 615 1, 535 89.9922207 89.9907037 89.9906321
3, 615 1, 540 89.9922207 89.9907037 89.9906321
3, 615 1, 541 89.9922207 89.9907037 89.9906321
3, 615 1, 545 89.9922207 89.9907037 89.9906321
Tabelle 4.4.: Gitterwinkel für Abbildung 4.12 bei verschiedenen Startwerten (s. auch Ta-
belle 4.3). Die angegebenen Nachkommastellen zeigen die Präzision des Auswertungsver-
fahrens aber nicht die Genauigkeit des Ergebnisses.
{410}-Form. Für zu große Startgitterkonstanten wird aus {420} die {431}-Form.
Wenn die Auslöschungsregeln des jeweiligen Kristalls beachtet würden, dann könnten
auch noch deutlich schlechtere Startwerte genutzt werden. Dies kann aber nicht immer
zum Erfolg führen: Die Fehlindizierung entstand, da große Toleranzen bis 10° für die Zu-
ordnung der Netzebenenwinkel akzeptiert wurden (vgl. Abschnitt 4.4). Mit einer geringe-
ren Toleranz wäre gar keine Indizierung möglich. Wenn aber bspw. die Aufnahme eines
Werkstoffs Reflexe mit Netzebenennormalen zeigt, welche kleinere Winkel als diese 10°
einschließen, dann kann die Indizierung ohnehin nicht zuverlässig funktionieren. Die Aus-
nutzung der Auslöschungsregeln könnte in einem solchen Fall höchstens die Rechenzeit bis
zum Fehlschlag um einige Millisekunden verringern.
Die Abweichung der eingegebenen Wellenlänge ist kritischer als die der Startgitterkon-
stanten, da sie über die Braggsche Gleichung direkt die Netzebenenabstände und damit die
Gitterkonstanten beeinflusst. In Tabelle 4.3 bzw. 4.4 zeigt sich etwas überraschend, dass
die Wahl einer abweichenden Wellenlänge lediglich die Werte der drei Gitterkonstanten
beeinflusst, die Winkel jedoch innerhalb der numerischen Grenzen exakt gleich bleiben.
Für einen idealen kubischen Kristall wäre das zu erwarten, da dort die Gleichung
λ = 2
a√
h2 + k2 + l2
sinϑhkl (4.53)
gilt. Der hier untersuchte Kristall ist aber nach den Ergebnissen nicht exakt kubisch, so
dass dieser Zusammenhang höchstens in Näherung zutreffen kann. Die berechneten Winkel
sollten sich bei den unterschiedlichen Rechnungen daher zumindest leicht ändern. Da sie
dies nicht tun, kann dieser neu beobachtete Effekt in Zukunft möglicherweise die Grundlage
zu einer besonders präzisen Bestimmung von charakteristischen Wellenlängen sein.
In Abschnitt 4.5 wurde als finale Optimierungsbedingung die Abweichung des Wertes
sinϑhkl betrachtet. Wenn dagegen der Winkelfehler ∆ϑhkl minimiert wird, verändert dies
das Ergebnis. Alternativ kann auch der Abstand zwischen dem eingelesenen Reflexpunkt
und der Reflexlinie auf dem Detektor optimiert werden. In Tabelle 4.5 werden die jeweili-
gen Ergebnisse gegenübergestellt. Zusätzlich ist dort das Resultat aufgeführt, welches bei
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Kriterium Gitterkonstanten Verzerrung
∆ sinϑhkl → 0
a =3,614 948 1Å, b =3,614 461 5Å,
c =3,615 982 6Å, α =89,992 220 7°,
β =89,990 703 7°, γ =89,990 632 1°
0.9956
∆ϑhkl → 0
a =3,614 926 3Å, b =3,614 507 0Å,
c =3,615 827 8Å, α =89,993 474 9°,
β =90,007 089 1°, γ =89,996 686 5°
0.9958
∆Abstand→ 0
a =3,614 931 4Å, b =3,614 520 7Å,
c =3,615 823 4Å, α =89,993 693 9°,
β =90,007 413 5°, γ =89,996 909 5°
0.9958
∆ sinϑhkl → 0,
Annahme:
kubischer Kristall
a =3,615 119 5Å 0.9954
Tabelle 4.5.: Gitterwinkel für Abbildung 4.12 bei verschiedenen Optimierungskriterien (s.
auch Tabelle 4.3). Die angegebenen Nachkommastellen zeigen die Präzision des Auswer-
tungsverfahrens aber nicht die Genauigkeit des Ergebnisses.
Annahme eines perfekt kubischen Kristalls erzielt wird. Viele der bisher genutzten Aus-
wertungsverfahren setzen dies direkt oder indirekt voraus (s. auch Abschnitt 2.2). Mit der
neuen Methode dieser Arbeit kann hier unmittelbar verglichen werden, was dies eigentlich
für einen Fehler verursacht.
In Abbildung 4.13 wird versucht, diesen Sachverhalt zu verdeutlichen. Die Beugungsli-
nien des berechneten Kristalls passen schlecht zur Aufnahme. Da der relative Fehler aber
nur ca. 10−4 beträgt, ist die Abweichung mit bloßem Auge schwer zu erkennen. In diesem
Fall ist sie am Besten beim Reflex 204̄ zu sehen.
Die verschiedenen Optimierungskriterien führen zu qualitativ vergleichbaren Ergebnis-
sen und bestätigen sich gegenseitig. Durch die unterschiedlichen Funktionen werden die
verschiedenen Kegelschnitte auch unterschiedlich gewichtet, wodurch Abweichungen der
berechneten Scannerverzerrung in der Größenordnung von 10−4 auftreten. Die Abstands-
und Winkelfehlerminimierung gehen aber beide davon aus, dass alle Reflexe bzw. Bragg-
Winkel dieselbe Informationsqualität enthalten, welche zu ähnlichen systematischen Feh-
lern führt. Die Abweichungen von der realen Aufnahme entsprechen prinzipiell dem oben
diskutierten ideal-kubischen Fall, sind jedoch noch kleiner und selbst bei extremer Ver-
größerung nur schwer sichtbar. Durch die Optimierung des Sinus (Gleichung (4.44)) wird
dieser Fehlereinfluss dagegen berücksichtigt.
Da die möglichen Aufnahmeverzerrungen lediglich mittels Durchprobieren gefunden wur-
den, könnte man vermuten, dass weitere Minima der Zielfunktion existieren bzw. die fal-
schen Gitterkonstanten ausgewählt wurden. Mittels eines Diagramms wie bspw. Abbil-
dung 4.14 erkannt man aber leicht, dass die Verzerrung eindeutig und ohne zusätzliche
Messungen bestimmbar ist. Es zeigt sich auch, dass die Gitterkonstanten selbst bei fal-
scher bzw. keiner Verzerrungskorrektur lediglich relative Fehler in der Größenordnung 10−4
aufweisen würden.
Mit den genauen Gitterkonstanten können die Dehnungen und Eigenspannungen im
Kristallit berechnet werden. Weil die Probe erst nach dem Schnitt erworben wurde, konn-
te vorher keine Referenzmessung durchgeführt werden. Die Dehnungen beziehen sich da-
her immer auf den Referenzwert eines ideal kubischen Kristalls mit der Gitterkonstante







−0, 0000145 0, 0001635 0, 0001622
0, 0001635 −0, 0001491 0, 0001356
0, 0001622 0, 0001356 0, 0002717

 . (4.54)




0, 9949970 −0, 0983895 0, 0173371
0, 0889652 0, 9515540 0, 2943299
−0, 0454562 −0, 2913150 0, 9555466

 . (4.55)
Dies bedeutet, dass die [001]-Netzebenennormale (letzte Spalte der Matrix in (4.55))
gegenüber dem Film um 17,148° verkippt ist. Das deckt sich mit den bekannten Infor-
mationen zur Probe, welche in einer ca. 20° gegenüber dem Detektor geneigten Position
untersucht wurde. Anders betrachtet bedeutet dies, dass der Kristall selbst [001̄]- bzw.
〈001〉-orientiert ist, was sich mit den hier schon bekannten Informationen deckt. Im (ver-
zerrungskorrigierten) Detektorkoordinatensystem ergibt sich der gedrehte Dehnungstensor
Abbildung 4.13.: In diesem Ausschnitt aus Abbildung 4.12 kann man erkennen, dass der
gefittete Reflex zur Netzebene (204̄) schlecht mit der realen Beugungslinie übereinstimmt.
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−0, 0000426 0, 0002134 0, 0000949
0, 0002134 0, 0000006 0, 0002298





0, 000030 0, 000018 0, 000018
0, 000018 0, 000030 0, 000018
0, 000018 0, 000018 0, 000030

 . (4.56)
Die hier angegebenen Fehler berechnen sich per Gaußscher Fehlerfortpflanzung aus der
Welligkeit des Films (vgl. Abschnitt 3.2). Durch die Symmetrie des kubisch flächenzen-
trierten Referenzgitters nimmt die Matrix aus Gleichung (4.50) die einfache Form


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 −.5 −.5 1 0 0
−.5 0 −.5 0 1 0




an. Dadurch entspricht der absolute Fehler der Dehnungen ε11, ε22, ε33 genau dem in
Abschnitt 3.2 abgeschätztem Maximalfehler 3 · 10−5.












































Abbildung 4.14.: Für die verschiedenen automatisch getesteten Scannerverzerrungen für
Abbildung 4.12 ist der jeweilige Wert der zu minimierenden Funktion aus Gleichung (4.44)
den zugehörigen Gitterkonstanten gegenübergestellt (vgl. Abschnitt 3.2).
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4.7. Anwendungsbeispiele
Für die Werte 2ε23, 2ε13 und 2ε12 folgt:
∆2εij =
√
(−0, 5)2 + (−0, 5)2 + 12 · 3 · 10−5 ≈ 3, 67 · 10−5. (4.58)
Da die Gitterinformationen durch die neue Auswertungsmethode allein aus der inneren
Symmetrie der Aufnahme gewonnen werden, dominiert dieser Fehler alle anderen. So ist
bspw. der Einfluss der Wellenlängenunsicherheit um weitere ein bis zwei Größenordnungen
geringer.
Zur Bestimmung der Eigenspannungen der Probe werden Referenzwerte für die elasti-
schen Konstanten benötigt. Einen sehr guten Überblick über die Literaturergebnisse geben
Ledbetter und Naimon [231]. Dort ist sofort ersichtlich, dass Ergebnisse mit polykristalli-
nem Kupfer in keiner Weise auf Einkristalle übertragbar sind. Zusätzlich muss die ausge-
prägte Zener-Anisotropie von Kupfer beachtet werden. Mit den elastischen Konstanten
c11 = 169, 1 GPa c12 = 122, 2 GPa c44 = 75, 42 GPa (4.59)




12, 6 24, 7 24, 5
24, 7 6, 3 20, 4





5, 1 2, 8 2, 8
2, 8 5, 1 2, 8
2, 8 2, 8 5, 1

 MPa. (4.60)
Die Eigenspannungen können also mit einer Genauigkeit berechnet werden, welche bisher
nur bei Synchrotron-Kossel-Aufnahmen möglich war [99]. Es zeigt sich sogar eine Verbes-
serung von ca. 25% gegenüber den bisher genauesten Ergebnissen.
Der Fehler in Gleichung (4.60) ist so gering, dass auch die Unsicherheit der Bestim-
mung der elastischen Konstanten in der Literatur berücksichtigt werden sollte. Mit der




1 0, 1 0, 1
0, 1 1 0, 1
0, 1 0, 1 1

 MPa (4.61)
als Abschätzung für diesen zusätzlichen Fehler [231]. Dies zeigt, dass die Präzisionsei-
genspannungsberechnung in nicht zu vernachlässigender Weise von der Genauigkeit der
elastischen Konstanten abhängt. Für das Erreichen der maximalen Genauigkeit bei der
Eigenspannungsberechnung sollten daher die elastischen Konstanten der jeweiligen Probe
bzw. Materialcharge zusätzlich ermittelt werden.
Es wurden auch Aufnahmen einer weiteren geschnittenen Kupferprobe desselben Her-
stellers, der MaTeck GmbH, untersucht. Die zugehörige Aufnahme ist in Abbildung 4.15
zu sehen. Nach dem Einlesen der Punkte errechnet das Computerprogramm mittels der
neuen Auswertungsmethode:
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Abbildung 4.15.: Kossel-Aufnahme eines geschnittenen Kupfer-Einkristalls (30 kV, 350 nA,
12 min, 60° Verkippung der Oberfläche zum Film). Der Kristall stammt vermutlich aus




a (3,614 79± 0,000 11)Å
b (3,615 41± 0,000 11)Å







0, 7472196 −0, 0231868 0, 6641726
0, 5199333 0, 6428535 −0, 5625023






−15, 8 −7, 0 53, 8
−7, 0 −7, 9 −2, 4






6, 1 3, 0 3, 0
3, 0 6, 1 3, 0
3, 0 3, 0 6, 1

MPa
Erwartungsgemäß liegen die Eigenspannungen in der gleichen Größenordnung wie bei
der zuerst betrachteten Kupferprobe. Die Mitte der Aufnahme entspricht näherungsweise
dem [12̄1̄]-Pol des Kristalls, welcher gegenüber der [001]-Richtung um ca. 66° verdreht ist,
was der grob eingestellten Probenkippung entspricht.
Die Flexibilität der neuen Methodik erlaubt es, auch Aufnahmen auszuwerten, von de-
nen nichts weiter bekannt sein muss. Als Beispiel wurde eine ältere Synchrotron-Kossel-
Aufnahme von CuMn4 ausgewählt (s. Abbildung 4.16). Der geringe Mangananteil lässt auf
ähnliche Ergebnisse wie bei Kupfer schließen. Die Resultate der Rechnung lauten:
Größe Wert
a (3,632 66± 0,000 11)Å
b (3,632 78± 0,000 11)Å












Offensichtlich ist die Probe bzgl. des Detektors [001]-orientiert, was auch in der vierzäh-
ligen Symmetrie der Aufnahme sichtbar ist. Die Gitterkonstante von CuMn4 beträgt somit
ca. 3,63Å. Während die Aufnahme deutlich kfz-Reflexe zeigt, deutet die Gitterkonstante
auf einen Austauschmischkristall von Kupfer mit γ-Mangan hin. Diese Phase, welche bei
reinem Mangan nur bei hohen Temperaturen stabil ist, besitzt ebenso wie Kupfer eine
kubisch flächenzentrierte Struktur und eine ähnliche Gitterkonstante von ca. 3,863Å [230].
Nach der Vegardschen Regel sollte die Konstante von CuMn4 bzw. Cu0,9540Mn0,0460 etwa
3,6264Å betragen, was sich mit der Messung im Wesentlichen deckt. Zu beachten ist der
mögliche Einfluss der Filmalterung auf das Ergebnis (ca. 20 Jahre). Da dieser nicht mit der
nötigen Genauigkeit bekannt ist, bleibt für die Eigenspannungsberechnung eine zusätzliche
Unsicherheit:
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Abbildung 4.16.: Synchrotron-Kossel-Aufnahme von CuMn4 (aus dem Archiv der Ar-
beitsgruppe für Physikalische Werkstoffdiagnostik). Angefertigt wurde die Aufnahme am
HASYLAB in Hamburg [99]. Neben den scharfen und kontrastreichen Reflexen zeigt die
Abbildung auch den Schattenwurf eines Drahtgestells, welches zur Berechnung des zuge-
hörigen beugenden Probenpunktes genutzt wurde. Die exakten Abmessungen des damals
















856, 1+? 3, 0+? 3, 0+?
3, 0+? 856, 1+? 3, 0+?
3, 0+? 3, 0+? 856, 1+?

MPa
Die Diagonaleinträge von σKristall zeigen unrealistisch hohe Spannungen. Diese entste-
hen rechnerisch durch die zu ungenaue Referenzgitterkonstante. Ebenso ist unbekannt,
wie genau die Angabe des Masseanteils von Mangan ist. Der Unterschied zwischen den
betroffenen Tensorkomponenten beträgt maximal 10 MPa. Falls die Probe keinen Bean-
spruchungen bspw. mechanischer oder thermischer Art ausgesetzt wurde, ist zu erwarten,
dass die Eigenspannungen auch in der Größenordnung von ca. 10 MPa liegen. Im Fehler-
tensor ist dies als Abweichung der Größenordnung 5 · 10−3 abgeschätzt. Da sich an der
kubischen Symmetrie aber nichts ändert, bleibt die geringe Unsicherheit für die anderen
Einträge des Spannungstensors bei weniger als 10 MPa. Dies zeigt die Zuverlässigkeit der
neuen Auswertungsmethodik selbst bei unzureichender Datengrundlage.
Eisen
Eisen bzw. Stahl ist einer der am weitesten verbreiteten und am vielseitigsten eingesetzten
Werkstoffe. Hier wurde eine Aufnahme (Abbildung 4.17) ausgewählt, die das Beugungs-
signal von mehreren einzelnen Kristalliten zeigt. Die Kristallstörungen der Korngrenze
führen zu Linienverbreiterungen, welche die Auswertung erschweren und die Genauigkeit
verringern. Die starke Deformation eines der Kristalliten kann auch qualitativ daran er-
kannt werden, dass sich die Reflexe 01̄1, 1̄1̄2, 2̄02 und 1̄10 nicht in einem Punkt schneiden
(vgl. Abbildung 4.17). Mit der neuen Methodik kann die Aufnahme trotzdem ausgewertet
werden. Als Referenzwerte wurden a =2,8604Å [230, 232] und λ =1,939 973Å [11] genutzt.
Die Ergebnisse des Computerprogramms lauten dann:
Größe Wert
a (2,869 106± 0,000 086)Å
b (2,851 056± 0,000 086)Å







0, 9853206 −0, 0845414 0, 1483110
−0, 1024140 −0, 9877985 0, 1173263






0, 003014 0, 003212 −0, 004351
0, 003212 −0, 003349 −0, 008667






0, 000030 0, 000018 0, 000018
0, 000018 0, 000030 0, 000018
0, 000018 0, 000018 0, 000030


Analog zur Kupfer-Aufnahme aus Abbildung 4.12 ergibt sich aus der 20°-Drehung zwi-
schen Proben- und Detektornormale wieder, dass dieser Kristallit [001]-orientiert ist. Die
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Abbildung 4.17.: Kossel-Aufnahme von Eisen (25 kV, 200 nA, 12 min, 70° Verkippung der
Oberfläche zum Film). An den zur Symmetrie unpassenden Intensitätsverhältnissen bzw.
zusätzlichen Linien ist ersichtlich, dass mehr als ein Korn abgebildet wurde. Die Probe ist
somit entgegen der Erwartung kein Einkristall. Da die Korngrenze im angeregten Volumen




erwarteten großen Dehnungen werden durch die Auswertung bestätigt.
Ergebnisse zu weiteren Kristalliten konnten jedoch nicht aus der Aufnahme in Abbil-
dung 4.17 berechnet werden. Allein parallel zum 1̄12-Reflex sind bei starker Vergrößerung
drei weitereKα1-Kα2-Paare unterscheidbar. Die zugehörigen Kristallite schließen zum Korn
mit den stärksten Reflexen nur sehr kleine Winkel ein. Bei einem Linienabstand von unter
1 cm und einem Probe-Film-Abstand von 33,3513 cm bedeutet das eine Fehlorientierung
von unter 2°. Keiner der bis jetzt betrachteten Reflexe ist aber mit demjenigen kompatibel,
der in der rechten unteren Bildecke sichtbar ist. Von der Krümmung lässt sich schließen,
dass dies ein Reflex zur {220}-Form gehört. Er liegt aber zu nah am [001]-Pol der anderen
Kristallite, um zu diesen zu gehören. In der Abbildung sind also insgesamt mindestens
fünf Kristallite sichtbar. Der zu beobachtende deformierende Einfluss stammt daher von
mindestens einer Groß- und drei Kleinwinkelkorngrenzen.
Ferroaluminium
Die kubisch primitive intermetallische Phase FeAl (B2-Struktur) hat interessante magne-
tische Eigenschaften [233]. So zeigen Experimente para- und nichtmagnetisches Verhalten,
während Simulationen Ferromagnetismus vorhersagen. Eine Kossel-Aufnahme des Werk-
stoffs sollte große Ähnlichkeit zum kubisch raumzentrierten Eisen zeigen, da die gleiche
Wellenlänge beugt und die Gitterkonstante ähnlich groß ist. Für sie werden Werte im Be-
reich von ca. 2,868Å [233] bis 2,91Å angegeben. Mit dieser großen Spannweite ist die
Berechnung von Dehnungen mit Bezug auf die Literatur nutzlos. Die Gitterkonstanten der
Probe (vgl. Abbildung 4.18) sind aber problemfrei ermittelbar:
Größe Wert
a (2,884 644± 0,000 086)Å
b (2,889 229± 0,000 086)Å







−0, 7528761 0, 5662343 0, 3354941
0, 5594415 0, 8190845 −0, 1269874
−0, 3467026 0, 0920836 −0, 9334441


Die Ergebnisse ähneln denen von Eisen, selbst die Orientierung ist vergleichbar zum
vorangegangenen Beispiel: In Abbildung 4.17 ist der [001]-Pol rechts unten und in Abbil-
dung 4.18 rechts oben sichtbar. Die Gitterkonstanten lassen deutlich auf eine tetragonale





≈ 1, 002. (4.62)
Dies deckt sich imWesentlichen mit den Ergebnissen aus [116], wo für FeAl mit a =2,9070Å
das Gitterkonstantenverhältnis
1 + (4, 5± 0, 6) · 10−3 (4.63)
angegeben wird.
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Abbildung 4.18.: Kossel-Aufnahme von FeAl (20 kV, 380 nA, 20 min). Da die beugende
Wellenlänge wieder charakteristische Eisenstrahlung ist und die Gitterkonstante einen ähn-















Abbildung 4.19.: Kossel-Aufnahme von Wolfram (30 kV, 190 nA, 7 min, 35° Verkippung
der Oberfläche zum Film). Da die K-Strahlung bei der hier genutzten Elektronenenergie
nicht erzeugt wird, müssen die Reflexe Lα-Linien sein.
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4. Neuartige Auswertungsstrategie für Kossel- und RDS-Verfahren
Wolfram
Der Werkstoff Wolfram wurde als Beispiel ausgewählt, da er unter anderem in Fusionsre-
aktoren der Zukunft potentiell eine große Rolle spielen kann. Die extremen Anforderungen
an Strahlungs- und Temperaturbeständigkeit als Wand- oder Divertormaterial sowie die
Beständigkeit gegenüber der Versprödungsgefahr erfordern einfache und genaue Messme-
thoden. Für das Kossel-Verfahren konnte im Labor nur L-Strahlung zur Anregung genutzt
werden, da Wolfram-K zu hart ist, um es in einem normalen REM anzuregen. Eingesetzt
wurde daher Lα (L3-M5) mit λ =1,476 311Å [11]. Als Gitterkonstanten werden in der
Literatur Werte von u.a. 3,1648Å [230] oder 3,155Å [234] angegeben.
Nach [235] lauten die elastischen Konstanten:
c11 = 521, 6 GPa c12 = 201, 8 GPa c44 = 160, 4 GPa (4.64)
Bezogen auf eine eigene Referenzmessung mit kubischem Wolfram bei a =3,164 198Å er-
geben sich folgende Parameter für die Probe aus Abbildung 4.19:
Größe Wert
a (3,164 937± 0,000 095)Å
b (3,164 626± 0,000 095)Å







0, 3996749 −0, 7507643 −0, 5259401
−0, 9159374 −0, 3498167 −0, 1966902






52, 7 −101, 0 38, 4
−101, 0 21, 2 26, 4






27, 8 5, 8 5, 8
5, 8 27, 8 5, 8
5, 8 5, 8 27, 8

MPa
Die relativ großen Eigenspannungen korrelieren mit der ausgeprägten monoklinen Ver-
zerrung. Der Bildhauptpunkt der Aufnahme entspricht etwa dem 02̄3-Pol der Probe.
Germanium
Germanium ist ein verhältnismäßig seltenes Element, aber als einer der wenigen Element-
halbleiter für die Grundlagenforschung und die Mikroelektronik von großer Bedeutung.
Trotz der höheren Ladungsträgerbeweglichkeit wird heute im zivilen Bereich stattdessen
Silizium eingesetzt. Germanium ist aber im Gegensatz zu Silizium mit der Kossel-Methode
untersuchbar, da die charakteristische Strahlung bei ähnlicher Gitterkonstante härter ist.
Als Beispiel wurde hier ein dotiertes Waferstück verwendet (s. Abbildung 4.20). Als Git-
terkonstanten für reines Germanium werden in der Literatur Werte von ca. 5,657 35Å bis
5,657 82Å angegeben. Bei einer Wellenlänge von 1,254 07Å [11] bedeutet dies, dass sehr




a (5,661 87± 0,000 17)Å
b (5,669 18± 0,000 17)Å







0, 9999712 −0, 0046145 −0, 0060333
0, 0011276 −0, 6953273 0, 7186924
−0, 0075116 −0, 7186784 −0, 6953020


Die Orientierungsmatrix sagt aus, dass der Bildhauptpunkt etwa dem 110-Pol des Kris-
talls entspricht. Mit der aufnahmebedingten Probenkippung von ungefähr 45° bedeutet
dies, dass der Kristall [111]-orientiert ist (rechnerisch: [1̄11̄]).
Galliumarsenid
GaAs ist ein III-V-Verbindungshalbleiter, der unter anderem in Leuchtdioden, der Mikro-
elektronik und der Mikrowellentechnik eingesetzt wird. Vorteile hat er dort unter ande-
rem wegen der ca. sechsmal so hohen Beweglichkeit der Elektronen gegenüber Silizium.
Durch die schlechtere Löcher-Beweglichkeit und hohe Rohstoff- sowie Herstellungskosten
steht Galliumarsenid aber nicht in direkter Konkurrenz zu Silizium. Schwierig für die Aus-
wertung ist, dass zwei ähnliche Wellenlängen gleichzeitig beugen. Dies sind As-Kα1 mit
1,175 956Å und Ga-Kα1 mit 1,340 127Å [11]. Die jeweiligen Kα2-Linien können durch
die entsprechende Lage und den Kontrast leichter erkannt werden. Die Zuordnung einer
Wellenlänge zu einem Reflex kann nur dann anhand des Beugungswinkels erfolgen, wenn
alle weiteren Informationen schon exakt bekannt sind. Hier ist z. B. {220}-Ga-Kα1 mit
ϑhkl =19,6° nur schwer von {113}-As-Kα1 mit ϑhkl =20,2° zu trennen. In einer Aufnahme,
wie z. B. Abbildung 4.21, kann durch Abgleich mit einer Simulation oder Abschätzen der
Reflexart (meist Hyperbeln) und den relativen Öffnungswinkeln der Kegel aber trotzdem
die Zuordnung mit vertretbarem Aufwand durchgeführt werden. Problematisch ist auch,
dass keine Reflexe mit hohem Bragg-Winkel sichtbar sind. Stark vereinfacht bedeutet dies:
Die Beugungskegel sind nahezu Ebenen, die senkrecht auf den Film treffen. Die Änderung
des Probenabstandes hat darauf keinen bzw. nur einen geringen Einfluss. Die Genauig-
keit der Beugungskegelspitzenberechnung sinkt. Im Vergleich mit den anderen Ergebnissen
verschiebt sich der berechnete Probe-Film-Abstand um ca. 1,7 mm gegenüber dem korrek-












−0, 0920265 0, 1409085 −0, 9857362
−0, 7543144 0, 6363674 0, 1613885




4. Neuartige Auswertungsstrategie für Kossel- und RDS-Verfahren
Als positiv wird erachtet, dass die Reflexindizierung und Orientierungsbestimmung trotz-
dem zuverlässig arbeitet. Dies trifft selbst dann zu, wenn einzelne Gallium-Reflexe mit Ar-
sen-Reflexen verwechselt wurden. Die berechneten Gitterparameter sind dann aber gänzlich
unsinnig: z. B. α =110°. Immer richtig berechnet wird jedoch, dass die Aufnahme den [1̄1̄0]-
Pol zeigt.
Wenn mehr Reflexe erkannt bzw. genutzt werden könnten, sind bessere Ergebnisse zu er-
warten. Eine Programmmodifikation zum gleichzeitigen Auswerten von Ga- und As-Linien
ist dazu möglicherweise sinnvoll, erfordert aber Softwareanpassungen, die nicht mehr im
Rahmen dieser Arbeit möglich waren. Eine andere Idee zur Problemlösung basiert auf den
scharf abgegrenzten, wenn auch kontrastarmen, Linien und deren symmetrischen Schnitt-
punkten. Die Abweichung vom kubischen Ideal sollte damit gering sein, wodurch sich die
Zahl der freien Parameter von 12 auf 7 reduzieren lässt. Mit dieser Modifikation ergibt
sich die Gitterkonstante 5,654 024 4Å für diesen Kristall. Das zeigt eine deutlich bessere
Übereinstimmung mit den Literaturwerten. Bei lediglich 8 gut sichtbaren Reflexen ist die-
ses Verhalten zumindest plausibel, wenn man in grober Analogie die Lösungstheorie für
lineare Gleichungen betrachtet. Dort sind mindestens 12 Gleichungen zur Bestimmung von
12 Unbekannten nötig.
Strontiumtitanat
Das Phasenwechselmaterial Strontiumtitanat wechselt bei tiefen Temperaturen (<105 K)
zu einer tetragonalen Kristallstruktur. Bei höheren Temperaturen liegt der Werkstoff in
kubischer Perowskit-Struktur vor. Die hier ausgewählte Aufnahme zeigt gewisse Eigen-
spannungen der Probe, welche schon durch die relativ breiten Linien ersichtlich sind (vgl.
Abbildung 4.22).
SrTiO3 ist ein Werkstoff, der aktuell aus verschiedenen Gründen untersucht wird. Dabei
ist zum Beispiel das Verhalten als "Memristor" interessant. Dies bedeutet, dass sich der
elektrische Widerstand mit Richtung und Menge der hindurchgeflossen Ladung verändert
[236]. Der Werkstoff besitzt auch ein interessantes elastisches Verhalten. So sinkt mit zu-
nehmender Temperatur die Duktilität, um anschließend aber mit noch höherer Temperatur
wieder zu steigen [237].
Für die Gitterkonstante werden in der Literatur Werte von 3,899Å bis 3,905 28Å [230]
angegeben. In Abbildung 4.22 ist nur Titan-Kα1 mit 2,748 86Å [11] bzw. Titan-Kα2 sicht-
bar, obwohl die härtere Strontiumstrahlung prinzipiell auch angeregt wird und beugungs-
fähig ist. Durch den Unterschied von 4,5 keV zu 14,2 keV reicht die Beschleunigungsspan-
nung von 30 kV für viele Anregungsinteraktionen eines Elektrons mit Titanatomen aus.
Bei Strontium sind weniger solcher Ereignisse möglich, wodurch die relative Strahlungs-
ausbeute niedriger ist. Zusätzlich wird die härtere Strahlung aufgrund der geringeren In-
teraktionswahrscheinlichkeit auch schlechter detektiert.
Für die elastischen Konstanten von Strontiumtitanat werden die Werte
c11 = 317, 2 GPa c12 = 102, 5 GPa c44 = 123, 5 GPa (4.65)
angegeben [238, 239]. Nach dem neuen Auswertungsverfahren berechnen sich die Gitter-




a (3,906 49± 0,000 12)Å
b (3,906 87± 0,000 12)Å
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214, 8 −13, 3 19, 3
−13, 3 235, 9 −69, 2






15, 7 4, 6 4, 6
4, 6 15, 7 4, 6
4, 6 4, 6 15, 7

MPa
Die Orientierungsmatrix bestätigt die Vorüberlegung (vgl. Abbildung 4.22), dass die
Detektornormale der [011]-Richtung entspricht. Die Eigenspannungen erscheinen aber sehr
hoch. Offensichtlich besitzt der untersuchte Kristall aber in alle Richtungen eine Dehnung
im Vergleich zur Referenz. Ein Erklärungsansatz ist, dass sich die Reinheit bzw. Zusammen-
setzung des betrachteten Kristalls von denen unterscheidet, die in der Literatur untersucht
wurden. Daher muss die kubische Gitterkonstante auch prinzipiell andere Werte annehmen.
Die notwendigen Informationen zur Herstellung von sowohl dem untersuchten Kristall als
auch denen aus der Literatur sind nicht zugänglich, wodurch keine weitere Information zur
Probe gewonnen werden kann.
Langasit
Langasit bzw. LGS, Ga5La3O14Si, ist eine Keramik, die für Bauteile geeignet ist, bei denen
akustische Oberflächenwellen (engl. SAW ) ausgenutzt werden. Dies wird bspw. in verschie-
denen Sensoren und Frequenzfiltern genutzt, da die Schallgeschwindigkeit im Werkstoff
bzw. an der Werkstoffoberfläche von verschiedenen Parametern abhängig ist.
Mit dem Kossel-Verfahren konnten im Rahmen dieser Arbeit keine Gitterkonstanten an
Langasit bestimmt werden. Abbildung 4.23 zeigt ein solches Aufnahmebeispiel. Die Aus-
wertung war nicht möglich, da sowohl Gallium- (Kα : 1,340 095Å [11]) als auch Lanthan-
Strahlung (Lα : 2,666 07Å [11]) beugungsfähig sind. Wie Abbildung 4.23 zeigt, sind aber
nur wenige Reflexe sichtbar. Dies bedeutet prinzipiell, dass die Genauigkeit gering bzw.
die Abhängigkeit von der Qualität einzelner Linien sehr hoch ist. Da der Kontrast aber
niedrig ist, die Linien nicht zu Wellenlängen zuzuordnen sind, die Zahl der Linien klein ist
und diese auch noch eine geringe Krümmung aufweisen, ist die Berechnung der korrekten
Fokalkurven nicht möglich. Es wäre aber denkbar, dass in Zukunft Kalibrierungsmessungen
der Kossel-Anlage mit bekannten Proben durchgeführt werden. Wenn dann die Kalibrier-
probe gegen das LGS ausgetauscht würde, könnte die Fokalkurve zum jeweiligen Reflex aus
dem unveränderten Probe-Film-Abstand analog zu klassischen Kossel-Auswertemethoden
durchgeführt werden.
Dieser Ansatz wurde aber nicht weiterverfolgt, da ein besseres Verfahren zur Verfügung
steht. Durch die RDS-Technik sind deutlich bessere Kontrastverhältnisse und stärkere Li-
nienkrümmungen bei einer ausgewählten Wellenlänge möglich (vgl. Abbildung 4.24).
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Mit dem RDS-Verfahren ergibt sich dann, ausgehend von einer Kupfer-Röhre (λ =
1,540 592 9Å [11]), für die Langasit-Probe mit den Referenzwerten a =8,176Å bzw. c =5,108Å
[230] für einen idealen hexagonalen Kristall das folgende Ergebnis:
Größe Wert
a (8,167 64± 0,000 25)Å
b (8,166 15± 0,000 25)Å







0, 2861318 0, 9442555 −0, 1628195
−0, 7561735 0, 1181589 −0, 6436148






−0, 0002888 −0, 0000559 −0, 0002620
−0, 0000559 −0, 0005641 0, 0002838






0, 000030 0, 000014 0, 000018
0, 000014 0, 000027 0, 000013
0, 000018 0, 000013 0, 000030


Nach der berechneten Orientierungsmatrix ist der Kristall etwa [21̄3̄]- bzw. [12 6̄ 15]-
orientiert. Die Dehnungen sprechen für eine gute Übereinstimmung mit den Literaturwer-
ten. Insbesondere sind die Ergebnisse nahezu identisch zu den Resultaten 8,1674Å bzw.

















Abbildung 4.20.: Kossel-Aufnahme von Germanium (30 kV, 300 nA, 13 min, 45° Verkippung
der Oberfläche zum Film). Es sind mindestens 27 Linien (bzw. Dubletts) sichtbar. Da
einige davon aber sehr schwach sind und eine schlecht erkennbare Reflexfeinstruktur zeigen,
wurden zur Auswertung nur die 14 indizierten verwendet.
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Abbildung 4.21.: Kossel-Aufnahme von Galliumarsenid (30 kV, 240 nA, 17 min, 45° Ver-
kippung der Oberfläche zum Film). Es sind Reflexe von Gallium- und Arsenstrahlung
sichtbar. Zur Berechnung wurden jedoch aufgrund des deutlich besseren Kontrastes und
















Abbildung 4.22.: Kossel-Aufnahme von Strontiumtitanat (30 kV, 220 nA, 9 min, 45° Ver-
kippung der Oberfläche zum Film). Der nahezu kreisförmige Reflex zeigt deutlich, wo der
Bildhauptpunkt ("pattern center", Kreismittelpunkt) liegt.
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Abbildung 4.23.: Kossel-Aufnahme von Langasit (11 kV, 250 nA, 54 min, 45° Verkippung
der Oberfläche zum Film). Die Aufnahme konnte, wie auch weitere Langasitaufnahmen,
nicht ausgewertet werden, Theoretisch sind sehr viele Linien zu erwarten, von denen prak-
tisch zu wenige sichtbar sind. Ein deutlich besseres Signal kann beim RDS-Verfahren be-
obachtet werden (vgl. Abbildung 4.24).
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4.7. Anwendungsbeispiele
Abbildung 4.24.: RDS-Aufnahme von Langasit (Cu-Röhre, 40 kV, 35 mA, 71 h). Im Gegen-
satz zur Aufnahme aus Abbildung 4.23 sind hier sehr viele Reflexe in guter Lage deutlich
zu sehen. Auf eine Angabe der Indizierung der Reflexe wurde aus Gründen der Übersicht-
lichkeit verzichtet. Zum Einsparen von Messzeit wurde nur ein Teil des möglichen RDS-
Schwenkbereichs abgefahren. Das führt zu den unvollständig sichtbaren Linien.
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5. Analyse von Pseudo-Kossel- und
Bremsstrahlungsinterferenzen
5.1. Modellierung der Pseudo-Kossel-Flächen
Allgemeiner Ansatz
Wie in Abschnitt 2.3 bzw. Abbildung 2.25 bereits dargestellt wurde, entstehen beim Pseu-
do-Kossel-Verfahren im Allgemeinen keine kegelschnittförmigen Beugungsreflexe auf dem
Detektor. Dieser wird hier von räumlichen Beugungsflächen geschnitten, welche höchs-
tens näherungsweise als Kegel beschrieben werden können. Visuell kann es aber trotzdem
den Anschein haben, dass es sich um Kegelschnitte handelt (vgl. Abbildung 5.1). Die in
der Literatur überwiegend anzutreffende Beschreibung der Pseudo-Kossel-Linien als Kegel-
schnitte wird oft nicht begründet, wodurch die Aussagekraft der Ergebnisse teils in Frage
zu stellen ist. So werden durch die Approximation systematische Fehler in das Modell ein-
gebracht, welche sich statistisch nicht korrigieren lassen. Trotz hoher Präzision kann die
Genauigkeit daher niedrig sein. Am Beispiel einer Siliziumprobe wird dieser Fehlereinfluss
im Abschnitt 5.3 auch praktisch demonstriert.
Um die auf dem Detektor sichtbaren Linien beschreiben zu können, ist es zunächst
nötig, den Ausgangspunkt der Strahlung zu betrachten. Der typischerweise durch Elek-
tronenstrahlen erzeugte Brennfleck auf der Antikathode ist nur wenige Mikrometer im
Durchmesser groß und kann als Punkt genähert werden. Die von dort auf die Proben-
oberfläche fallende Strahlung interferiert nur konstruktiv, wenn die Braggsche Bedingung
erfüllt wird. Von einem Ausgangspunkt mit Ortsvektor ~s verläuft ein divergentes Bündel
charakteristischer Strahlung zur Probenoberfläche, welche um den Abstand dA von der
Antikathode entfernt ist. Alle interferenzfähigen Punkte einer Netzebenenschar (hkl) auf
der Probenoberfläche werden dann durch den Ortsvektor p beschrieben. Die Vektoren s










Die interferenzfähigen Punkte am Ort ~p liegen also selbst auf einem Kegel. Dieser Kegel
entspricht genau dem verschobenen Kossel-Kegel der Probe, wenn die dabei beugende
Wellenlänge λAntikathode durch die Wahl des Antikathodenmaterials vorgegeben ist. Im
Folgenden wird daher vereinfachend nur von Kossel-Kegeln gesprochen, wobei immer die
Wellenlänge λAntikathode impliziert wird.
Insgesamt muss also am Ort der Antikathode der vollständige Satz von Kossel-Kegeln der
Probe betrachtet werden. Die Schnittpunkte dieser Kegel mit der Probenoberfläche sind
sämtlich Ausgangspunkte der Strahlen, welche das detektierbare Beugungsbild schlussend-
lich erzeugen. Insbesondere folgt daraus, dass die Topographie der Probenoberfläche einen
Einfluss auf die Beugungssignale hat.
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Diese Regelfläche enthält alle gebeugten Strahlen zur Netzebene (hkl). Es ist leicht nach-
zurechnen, dass vom Richtungsvektor sowohl Gleichung (5.1) erfüllt, als auch der Winkel
180°− 2ϑhkl zum einfallenden Strahl ~p− ~s eingeschlossen wird. Dies entspricht einer Spie-
gelung des Strahls an der Netzebene im jeweiligen Beugungspunkt. Als direkte Folgerung
aus Gleichung (5.2) ist ersichtlich, dass ~k genau dann mit dem unverschobenen Kossel-
Kegel zusammenfällt, wenn ~p für alle Reflexe hkl zu einem Punkt konvergiert.
Abbildung 5.1.: Pseudo-Kossel-Aufnahme von Silizium am [111]-Pol (25 kV Beschleuni-
gungsspannung, 48 µA Emissionsstrom, 65 min Belichtungszeit, 25° Verkippung zwischen
Probenoberfläche und Detektor, 1 mm Antikathodenabstand, Cu-Antikathode). Die Auf-
nahme wurde im Rahmen der Arbeit [157] angefertigt, dort jedoch weder präsentiert noch
ausgewertet.
Ebene Proben
Die Gleichung (5.2) gilt zunächst für beliebige Probengeometrien, was bei der Beschreibung
von ~p berücksichtigt werden muss. Für maximale Genauigkeit müsste die Pseudo-Kossel-
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Technik daher immer mit einer Messung der Oberflächentopographie kombiniert werden.
Proben mit einer stark ausgeprägten Topographie sind aber praktisch nur eingeschränkt
untersuchbar (vgl. Abbildung 5.2). Die Bestandteile der divergenten Strahlung mit flachen
Einfallswinkeln relativ zur Probe, d. h. kleinen Bragg-Winkeln, werden durch die zerklüftete
Oberfläche der Probe abgeschattet. Für größere Bragg-Winkel stellt die Antikathode selbst
ein Hindernis für die Strahlung dar. Bei der Probenpräparation muss daher für deutlich






Abbildung 5.2.: Skizze zur Abschattung des Detektors bei der Pseudo-Kossel-Technik und
ausgeprägter Topographie der Probe. Verschiedene Strahlen (schwarz) werden durch die
Probe abgeschattet (rot).
Der Einfluss makroskaliger Topographie lässt sich auch verringern, indem der Abstand
zwischen Antikathode und Probe verkleinert wird. Dies verbessert zudem die laterale Auf-
lösung des Verfahrens, da der bestrahlte Bereich verkleinert wird. Die Oberfläche ist, bei
hinreichend kleinem Abstand, gut durch eine Tangentialebene beschreibbar.
In der Praxis folgt aus diesen Überlegungen, dass die Modellannahme einer ebenen Pro-
be bei der Pseudo-Kossel-Technik immer sinnvoll ist. Die entwickelte Theorie gilt zudem
ausdrücklich auch für das Seemannsche Weitwinkelverfahren in Reflexion bzw. Transmis-
sion bei dünnen Proben [144]. Bei dicken Proben muss der Strahlungsweg innerhalb der
Probe zusätzlich beachtet werden (vgl. Abschnitt 5.4).
Die im Folgenden beschriebene Methodik gilt für beliebige Kristallsymmetrien. Im nicht-
kubischen Fall muss lediglich die Transformation aus Gleichung (4.1) zur Bestimmung der
Netzebenennormale durchgeführt werden.
Um die Kurve p aus Gleichung (5.2) zu beschreiben, ist es zweckmäßig, die Probenober-
fläche als Referenzebene zu wählen. Der Koordinatenursprung wird so gesetzt, dass sich
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Abbildung 5.3.: Diese Skizzen zeigen den senkrechten Schnitt durch elliptische (links) und
hyperbolische (rechts) Interferenzkurven auf der Probenoberfläche. Mit Hilfe der einge-
zeichneten Strecken, Winkel und Vektoren können Haupt- und Nebenachsenlängen der
Kegelschnitte berechnet werden (2aE und 2bE bzw. 2aH und 2bH). Der Parameter hx gibt
die Verschiebung des Kegelschnitts gegenüber der Normalformdarstellung an, während β
der Winkel zwischen der Netzebenennormale und der Probennormalen ist.









befindet. Zusätzlich muss die Drehung R zwischen diesem kartesischen Probenkoordina-
tensystem und dem gitterfesten kartesischen Koordinatensystem beachtet werden (vgl.
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Um die Kegelschnitte auf der Probenoberfläche beschreiben zu können, wird im Allge-








































ist gerade die Rotationsmatrix, welche die Kegelschnitthauptachse von der x-Achse weg-
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dreht. Die Verschiebung aus Normallage sowie die Haupt- und Nebenachsenlängen sind
dann in folgender Weise berechenbar (vgl. Abbildung 5.3):




















1. δ = β − 90◦ + ϑhkl
2. falls δ > 180◦, wird δ durch δ − 360◦ ersetzt
3. ε = β + 90◦ − ϑhkl
4. falls ε > 180◦, wird ε durch ε− 360◦ ersetzt
5. hx = dA tan δ






− (hx + aE)2 − d2A
• Für Hyperbeln:
1. δ′ = β − 90◦ − ϑhkl
2. falls δ′ > 180◦, wird δ′ durch δ′ − 360◦ ersetzt
3. ε′ = β − 90◦ + ϑhkl
4. falls ε′ > 180◦, wird ε′ durch ε′ − 360◦ ersetzt
5. h′x = dA tan δ′













+ a2H + d
2
A
Um die Zuordnung zu treffen, welcher Kegelschnitt die Interferenzpunkte auf der Pro-
benoberfläche beschreibt, bestehen verschiedene Möglichkeiten. Man könnte z. B. immer
den elliptischen Fall annehmen. Wenn bE dann eine komplexe Zahl ist, war diese Annahme
falsch und die Rechnung wird für den hyperbolischen Fall durchgeführt. Einfacher ist es,
anhand der Winkel δ und ε zu unterscheiden:
1. Nur wenn δ < 90◦ und ε > −90◦ ist, dann befindet sich die Netzebene in einer
beugenden Position.
2. Wenn 90◦ > ε > −90◦ gilt, dann ist die Kurve ~p eine Ellipse. In den anderen Fällen
ist sie eine Hyperbel.
Parabeln können vernachlässigt werden, da die gebeugte Strahlung in jenem Fall exakt mit
der Probenoberfläche zusammenfällt und durch kleinste Unebenheiten absorbiert wird.
Die oben angegebenen Gleichungen folgen größtenteils aus elementargeometrischen Be-













den Winkel 90◦−ϑhkl ein-
schließt. Dies bezieht sich auf das gewählte und um RSim verdrehte Koordinatensystem
entsprechend Abbildung 5.3. Die Ellipsengleichung auf der Probenoberfläche lautet daher:
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 mit ϕ ∈ [0, 2π) . (5.6)
Im Fall der Hyperbel kann ausgenutzt werden, dass die zugehörige Fokalellipse den Strah-
lenausgangspunkt ~s enthält. Es entsteht eine biquadratische Gleichung, welche aber nur










 mit ϕ ∈ R. (5.7)
Auf den letzten Seiten wurden Ellipsen und Hyperbeln für die Beschreibung von ~p gleich-
rangig behandelt. Aus Gleichung (5.2) oder Abbildung 5.3 ist aber ersichtlich, dass Hy-
perbeln nur im Laue-Fall der Beugung auftreten (vgl. Abbildung 2.21). Bei der Pseudo-
Kossel-Technik führt dies dazu, dass die Strahlung nur in die Probe hinein gebeugt wird, al-
so auf dem Detektor in Reflexionsposition nicht mehr sichtbar ist. Die Gleichungen wurden
jedoch angegeben, da sie für Verfahren mit divergenter Strahlung bei Transmissionsgeome-
trien in Zukunft nützlich sein können. Dies trifft insbesondere auf die exakte Beschreibung
der Bremsstrahlungsinterferenzen zu, wenn die Wellenlängen dort eindeutig zugeordnet
werden können (vgl. Abschnitt 5.4).
Für den Vergleich mit der Kossel-Technik bedeutet das in der Praxis, dass Pseudo-Kos-
sel-Reflexe kleiner Bragg-Winkel nur dann auf dem Detektor zu erwarten sind, wenn die
Probe nahezu senkrecht zum Detektor zeigt. Bei der verwendeten Gerätetechnik würde so
ca. der halbe Detektor von der Probe abgeschattet, was die Genauigkeit der Gitterkon-
stantenberechnung verringert.
5.2. Simulation der Pseudo-Kossel-Reflexe
Durch diese verhältnismäßig einfachen Kurvenparametrisierungen erlaubt es die neu ent-
wickelte Modellierung in Verbindung mit Gleichung (5.2) verschiedene Kristalle und Ab-
bildungsgeometrien zu simulieren und einfach räumlich darzustellen.
Um die neue Methodik aus Abschnitt 5.1 zu demonstrieren, wurde in diesem Abschnitt
Silizium ausgewählt. Beliebige andere Werkstoffe können aber ebenfalls simuliert und aus-
gewertet werden. Da Silizium als aktuell bedeutendster Werkstoff der Mikroelektronik
jedoch nicht mit der Kossel-Technik untersucht werden kann (λ/a-Verhältnis), ist es ein
prädestiniertes Beispiel für die Leistungsfähigkeit des Pseudo-Kossel-Verfahrens. Die Wel-
lenlänge zu den Reflexen in diesem Abschnitt ist immer Cu-Kα1 mit λ = 1,540 592 9Å [11].
Aufgrund der Ausbeute an charakteristischer Strahlung bieten sich Kupfer-K- und Wolf-
ram-L-Strahlung an (je ca. 1,5Å). So sind Bragg-Winkel bis ca. 80° möglich ({444}-Form),
die eine hohe Genauigkeit der Gitterkonstantenberechnung erlauben. Für Eisen als Antika-
thodenmaterial würde der maximale Bragg-Winkel hingegen bei ca. 68° liegen ({333}- und
{115}-Form). In der Praxis ist daher Kupfer vorzuziehen, was hier berücksichtigt wird.
In Abbildung 5.4 und Abbildung 5.5 werden die 3D-Simulationen für [001]-orientier-
tes Silizium vorgestellt. Die relative Lage der Beugungsflächen zeigt bereits, dass kleine





gut mit den Resultaten der Kossel-Technik korrelieren (vgl. Abschnitt 2.3). Egal wie klein
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der Abstand aber wird, sind auf dem eingezeichneten Detektor keine Reflexe im Laue-Fall
sichtbar.
Antikathodenabstand 0 mm (Kossel) Antikathodenabstand 1 mm
Antikathodenabstand 10 mm Antikathodenabstand 100 mm
Abbildung 5.4.: Simulation der Reflexe zu ausgewählten {026}-Netzebenen für [001]-orien-
tiertes Silizium. Die Probenoberfläche wurde stark vergrößert dargestellt (grau), während
der Detektor (gelb, transparent) mit einer Kantenlänge von 300 mm und einem Abstand
von 300 mm zur Probe näherungsweise der verwendeten Gerätetechnik entspricht.
Im Hinblick auf eine Auswertungsstrategie für Pseudo-Kossel-Aufnahmen ist die Be-
schreibung der detektierten Kurven wichtiger als die dreidimensionale Lage der Beugungs-
flächen. In Abbildung 5.6 sind daher verschiedene Reflexpositionen bei unterschiedlichen
Antikathodenabständen dA einander gegenübergestellt. In dieser stark verkleinerten Über-
sicht ist wieder deutlich zu sehen, dass kleine Änderungen am Antikathodenabstand nur
zu geringen Unterschieden des Beugungsmusters führen. Zudem lässt sich abschätzen, dass
der Wert dA von der relativen Lage der Reflexe unterschiedlicher kristallographischer Form
abhängt (vgl. Abbildung 5.8).
Ein großer Nachteil der Pseudo-Kossel-Technik im direkten Vergleich mit dem Kossel-
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Antikathodenabstand 0 mm (Kossel) Antikathodenabstand 1 mm
Antikathodenabstand 10 mm Antikathodenabstand 100 mm
Abbildung 5.5.: Simulation der Reflexe zu ausgewählten {135}-Netzebenen für [001]-orien-
tiertes Silizium. Die Probenoberfläche wurde stark vergrößert dargestellt (grau), während
der Detektor (gelb, transparent) mit einer Kantenlänge von 300 mm und einem Abstand
von 300 mm zur Probe näherungsweise der verwendeten Gerätetechnik entspricht.
Verfahren sind die zusätzlich zu berücksichtigenden Aufnahmeparameter. In Abbildung 5.7
sind Beispiele für die unterschiedlichen Verkippungen zwischen Detektor bzw. Antikathode
zur Probe vergleichend dargestellt. Mit bloßem Auge ist nicht zu erkennen, dass die doppelt
gekippte und die unverkippte Probe zu unterschiedlichen Ergebnissen führen. Theoretisch
sind die Informationen in kleinen Abweichungen der Reflexkrümmung enthalten. Praktisch
ist dies nicht mehr zu unterscheiden. Die Detektorverzerrung, wie sie in Abschnitt 3.2
diskutiert wurde, ist stärker als diese Einflüsse. Bei einem Antikathodenabstand dA von
ca. 1 mm sollte die Detektoroberfläche weniger als 1 µm von einer Ebene abweichen, um die
beiden Rotationen unterscheiden zu können. Dies gilt für Pixelabstände von 50 µm oder
kleiner, sowie Probe-Detektor-Abstände von 300 mm oder größer.
Praktisch ist das mit der genutzten Gerätetechnik noch nicht möglich, weshalb eine der
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beiden Orientierungen zur Auswertung bekannt sein muss. Dies stellt eine Einschränkung
für die erzielbare Genauigkeit bei der Orientierungsbestimmung dar.
Für das beschriebene Problem existieren theoretisch zwei Auswege. Zum einen kann der
Abstand dA vergrößert werden. Dies verstärkt den Einfluss der Verkippung zwischen Probe
und Antikathode auf das Ergebnis. Bei der in dieser Arbeit genutzten Abbildungsgeome-
trie sollte der Antikathodenabstand größer als ein Zentimeter sein. Praktisch bedeutet dies
aber, dass die Strahlung beim Weg zur Probe hin schon deutlich geschwächt wird. Zudem
muss die Probe eine sehr große, ebene Oberfläche besitzen, wobei die exakten Größenan-
forderungen auch vom Werkstoff und dem Antikathodenmaterial abhängen. Als Richtwert
sollte die präparierte Probenoberfläche im Durchmesser mindestens dem Antikathodenab-
stand entsprechen. Dies kann bereits für einige Proben die Aufnahme unmöglich machen.
Zusätzlich ist die laterale Auflösung des Verfahrens durch die große beleuchtete Fläche so
extrem niedrig. Nach der Einschätzung des Autors ist aber das größere Hindernis, dass die
Beugungsinformationen unterschiedlicher Netzebenen aus deutlich voneinander entfernten
Probenbereichen stammen. Die berechneten Gitterkonstanten, Dehnungen bzw. Eigenspan-
nungen beziehen sich also weder auf einen Punkt, noch auf die gesamte Probenoberfläche
und sind daher mit den Resultaten anderer Verfahren nicht vergleichbar.
Die zweite Möglichkeit ist, dA zu verkleinern. Die Orientierung zwischen Antikathode
und Probe hat damit einen geringeren Einfluss auf das Ergebnis. Für den Fall dA = 0
verschwindet er, da alle Einstrahlrichtungen zum Kristall in einem Punkt existieren. Genau
dann kann die Abbildung als Kossel-Aufnahme beschrieben und ausgewertet werden.
Um die reale Aufnahme aus Abbildung 5.1 nachzuempfinden, wurden in Abbildung 5.8
bzw. Abbildung 5.9 zur Verbesserung der Übersicht wenige Reflexe herausgegriffen. Oh-
ne Rotation der Probe zeigen sich bei der Variation der Abstände zwischen Probe und
Antikathode, Probe und Detektor sowie der Gitterkonstante des Siliziums verschiedene
Reflexlagen. Wenn die Größe des roten (444)-Kreises sowie die Lage der beiden unteren
Schnittpunkte zwischen den zwei blauen bzw. zwei orangen Linien betrachtet wird, ist
leicht ersichtlich, dass die drei variierten Größen einen jeweils unterschiedlichen Einfluss
auf die Reflexlage bzw. -gestalt haben. Obwohl jeder dieser Werte eine Streckung bzw.
Stauchung der einzelnen Reflexe verursacht, ist die relative Lage der Kurven nur durch das
Zusammenspiel aller Parameter beschreibbar. Dies bedeutet, dass ein Auswertungsverfah-
ren diese Größen zumindest theoretisch gleichzeitig optimieren kann, ohne dass weitere
Messungen nötig sind, welche zusätzliche Fehler verursachen würden.
Eine Besonderheit der Pseudo-Kossel-Technik ist, dass die detektierten Kurven alge-
braisch von vierter Ordnung sind [149]. Keine der bisher diskutierten Simulationen zeigte
dies offensichtlich. In Abbildung 5.10 wurden daher gezielt zwei solcher Positionen aus-
gewählt. Generell gilt für solche Abbildungsgeometrien, dass die Ellipse auf der Proben-
oberfläche (vgl. Gleichung (5.6)) eine ausgeprägte numerische Exzentrizität aufweist, sich
also stark vom Kreis unterscheidet. Die beugende Netzebene ist nur so gering gegenüber
der Probenoberfläche geneigt, dass einige der reflektierten Strahlen fast mit der Oberfläche
zusammenfallen.
Im linken Teilbild aus Abbildung 5.10 ist zu beachten, dass sich die Antikathode mittig
über dem Detektor befindet. Die "Auswölbung des Kegels" wäre daher nie auf einem realen
Detektor sichtbar, da sie gerade von der Antikathode abgeschattet wird. Bei der Nachbil-
dung der realen Aufnahmen aus Abbildung 5.1 bzw. Abbildung 5.15 zeigt Abbildung 5.11
genau solche Linien in der Simulation. Detektiert werden konnten diese deutlichen Abwei-
chungen von der Ellipsengestalt aber nicht. Falls eine andere Orientierung der Probe zur
Antikathode gewählt wird, dann sind solche Abweichungen auch in der Simulation nicht
mehr zu erkennen (vgl. Abbildung 5.12).
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Abbildung 5.6.: Übersicht der Pseudo-Kossel-Reflexe auf der Detektorebene bzw. dem De-
tektor (blau) für [001]-orientiertes Silizium. Der Detektorradius und der Probe-Detektor-
Abstand d betragen jeweils 300mm.
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Detektor parallel zur Probenoberfläche Kristall 15° fehlorientiert
Detektor 15° geneigt
Kristall 15° fehlorientiert
Detektor 15° geneigt und 75mm verschoben
Abbildung 5.7.: Übersicht zu Pseudo-Kossel-Reflexen der kristallographischen Form {135}
auf der Detektorebene bzw. dem Detektor (blau) für verschiedene Verkippungen von [001]-
orientiertem Silizium. Der Detektorradius und der Probe-Detektor-Abstand d betragen
jeweils 300mm.
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dA = 0mm (Kossel) dA = 0,25mm
dA = 0,5mm dA = 1mm
dA = 2mm dA = 4mm
Abbildung 5.8.: Ausgewählte Reflexe von Silizium in der Umgebung des [111]- Pols mit va-
riiertem Antikathodenabstand: (444) (rot), (513), (153) (orange) und (026), (206), (260),
(620) (blau). Der Detektorradius und der Probe-Detektor-Abstand d betragen wieder je-
weils 300mm (vgl. Abbildung 5.9).
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Abbildung 5.9.: Ausgewählte Reflexe von Silizium in der Umgebung des [111]-Pols: (444)
(rot), (513), (153) (orange) und (026), (206), (260), (620) (blau). Der Detektorradius be-
trägt wieder 300mm, während der Antikathodenabstand 2mm groß ist. Der Probe-Detek-
tor-Abstand d und die Gitterkonstante a wurden variiert (vgl. Abbildung 5.8).
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Abbildung 5.10.: Exzentrische Pseudo-Kossel-Beugungsflächen. Links ist der Kristall um 8°
bezüglich der kristallographischen a-Achse aus der [001]-Orientierung verkippt. Der (044)-
Reflex zeigt als einziger der {044}-Form eine deutliche Abweichung von der Kegelgestalt.
Rechts wurde ein Reflex der {111}-Form um 92,28° gegenüber der Probenoberfläche ver-
kippt. Der Wert von dA beträgt jeweils 1mm. Zur Orientierung wurde die Probenoberfläche
stark vergrößert eingezeichnet (72 × 72mm2) und gestrichelt umrandet.
Abbildung 5.11.: Simulation von Reflexen in der Umgebung des [111]-Pols von Silizium
für [111]-orientierte Kristalle (links) und [311]-orientierte Kristalle (rechts). Der Reflex zur
Ebene (444) wurde rot eingezeichnet. Die {440}-Linien sind grün, während {135} orange,
{026} blau und {335} rosa gezeichnet ist (vgl. Abbildung 5.1 bzw. Abschnitt 5.3). Der
deutlichste Unterschied zwischen den Simulationen ist bei den {135}-Reflexen sichtbar.
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Abbildung 5.12.: 3D-Simulation von Silizium-Reflexen in der Umgebung des [111]-Pols
unter der Annahme, dass der Kristall [011]-orientiert ist (vgl. Abbildung 5.1 und Abbil-
dung 5.15). Der Detektor (gelb, transparent) entspricht in Position, Größe und Abstand
der genutzten Gerätetechnik. Hier wird veranschaulicht, wie die Reflexkurven als Schnitt
des Detektors mit den jeweiligen Beugungsflächen entstehen ({135} rot, {026} grün, {044}
hellblau und {444} dunkelblau).
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5.3. Auswertung von Pseudo-Kossel-Aufnahmen
Auswertungsansätze ohne Approximationen
Bei der Analyse von Kossel-Aufnahmen müssen 12 Parameter in einer Ausgleichsrech-
nung berücksichtigt werden, um die maximale Genauigkeit und Präzision zu erreichen
(vgl. Kapitel 4). Das sind die 6 Gitterparameter, und je 3 Variablen zu Probenposition
und -orientierung bezüglich des Detektors. Beim Pseudo-Kossel-Verfahren sind zusätzlich
die Antikathodenposition und -orientierung zu beachten, also insgesamt 18 Parameter.
Für ebene Proben entsprechen die sichtbaren Reflexlinien algebraischen Kurven vierter
Ordnung. In Gleichung (4.7) müsste daher A3D durch einen vierstufigen Tensor ersetzt
werden. Im Vergleich zu einer Kossel-Aufnahme gleicher Wellenlänge fehlen zudem alle
Reflexe aus dem Laue-Fall der Beugung. Die höhere Kurvenordnung, größere Zahl von
Unbekannten und geringere Zahl von Reflexen stellt sehr hohe Anforderungen an das Ver-
fahren zur Lösung der Ausgleichsrechnung. Im Rahmen dieser Arbeit konnten mit diesem
Ansatz daher noch keine zufriedenstellenden Ergebnisse gewonnen werden.
Eine alternative Herangehensweise ist es, statt der Ausgleichsrechnung auf Basis von
gefitteten Kurven den Abgleich der Aufnahme mit einer Simulation zu nutzen. Durch Va-
riieren der 18 Parameter wird in einem "Brute-Force"-Ansatz, d. h. mittels systematischen










Abbildung 5.13.: Skizze zum größten Unterschied zwischen Kossel- und Pseudo-Kossel-
Interpretation des gleichen Reflexes. Der grün eingezeichnete Strahlengang entspricht der
realen Pseudo-Kossel-Abbildung. Rot markiert sind dagegen die Strahlen, welche unter der
Annahme gelten, dass der Pseudo-Kossel-Reflex durch die Kossel-Technik erzeugt wird.
In der Praxis lassen sich solche Kossel-Aufnahmen nicht anfertigen. Zum einen ist die
Wellenlänge nicht auswählbar und zum anderen befände sich der Anregungspunkt zu tief
in der Probe (oder gar dahinter).
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Um diese Übereinstimmung zu quantifizieren, bestehen verschiedene Möglichkeiten. Zum
einen kann die Quadratsumme der Abstände zwischen eingelesenen Reflexpunkten und si-
mulierten Reflexen minimiert werden. Für diese Abstandsberechnung existieren bisher je-
doch noch keine analytischen Lösungen. Das bedeutet, für jede Variation der 18 Parameter
muss für jeden einzelnen eingelesenen Punkt ein eigenes nichtlineares Optimierungsproblem
gelöst werden. Falls die Startwerte des Verfahrens nicht schon den Lösungen entsprechen,
ist bei der derzeit verfügbaren Rechentechnik mit einer Auswertedauer von mehreren Jah-
ren bis Jahrzehnten pro Aufnahme zu rechnen. Folgerichtig muss ein anderer Lösungsansatz
gewählt werden.
Um die nichtlinearen Optimierungsprobleme zu vermeiden, können auch die Grauwerte
in der Aufnahme entlang der simulierten Linien aufsummiert werden. Notwendig ist da-
bei, die verschiedenen Reflexe entsprechend ihrer Strukturfaktoren zu gewichten. So kann
vermieden werden, dass schlechte Übereinstimmungen mit intensiven Reflexen zu densel-
ben Grauwertsummen führen wie gute Übereinstimmungen mit schwachen Reflexen. Dieser
Ansatz wird bereits von Langer et al. erfolgreich eingesetzt [123]. Um die zeitaufwendige
Rechnung zu vermeiden, werden die Parameter dort manuell an die Aufnahme angepasst.
Der Anwender sieht die Veränderung der Simulation im Vergleich zur eingelesenen Auf-
nahme und kann ähnliche Muster verhältnismäßig leicht und schnell zu Deckung bringen.
In [123] wird zudem die Zahl der Parameter verringert. Statt der beiden Orientierungsma-
trizen werden nur drei Winkel berücksichtigt. Der Probe-Film-Abstand wird ebenso wie
die Verschiebung der Antikathode zur Probe festgelegt. Zusätzlich ist die Kristallsymme-
trie festgelegt. Im kubischen Fall wird statt sechs Gitterparametern nur die Konstante a
variiert. Die 18 Unbekannten werden so auf 5 Werte zusammengekürzt. Trotz der starken
Vereinfachung wird nur ein geringer relativer Fehler von ∆a/a = 10−3 bis bestenfalls 10−4
erreicht [123].
Die von Langer et al. gewählte Herangehensweise [123] ist auf die Modellierung aus
Gleichung (5.2) übertragbar. Bei der in dieser Arbeit verwendeten Gerätetechnik kann
zudem bei allen Reflexen die Dublettaufspaltung beobachtet werden (vgl. Abbildung 5.15).
Zwischen den Silizium-Reflexen zu den Wellenlängen Cu-Kα1 (1,540 593Å [11]) und Cu-
Kα2 (1,544 427Å [11]) liegen 20 bis 50 Pixel (600 dpi-Scan). Bei einem Probe-Detektor
Abstand von ungefähr 7600 Pixeln ist so ein relativer Fehler von 10−4 praktisch immer
erreichbar, wenn genug Zeit für die Auswertung zur Verfügung steht. Falls mehr als die
fünf genannten Parameter variiert werden, ist zu erwarten, dass ein Fehler von 10−5 ohne
weitere Modifikationen erreichbar ist.
Auswertung durch Kossel-Näherung
Wie bereits in Abschnitt 5.2 ausgeführt wurde, bietet die Näherung als Kossel-Aufnah-
me für die Pseudo-Kossel-Auswertung eine Reihe von Vorteilen. Mit der neuen Auswer-
tungsstrategie aus Kapitel 4 lassen sich Pseudo-Kossel-Aufnahmen ohne Änderungen sofort
automatisch auswerten.
Die Abweichung von der Kossel-Technik ist am größten, wenn die Ellipse auf der Pro-
benoberfläche am deutlichsten von einem Punkt abweicht (vgl. Gleichung (5.6)). Der zu-
gehörige Reflex muss aber auch auf dem Detektor sichtbar sein, damit er die Auswertung
beeinflussen kann. Für typische Abbildungsgeometrien, bei denen der Detektor um weni-
ger als 60° gegenüber der Probenoberfläche verkippt ist und sich die Probe ungefähr mittig
über dem Detektor befindet, können die exzentrischsten Reflexe nicht beobachtet werden.
In Abbildung 5.13 ist eine symmetrische Abbildungsposition eingezeichnet, bei der die
reflektierte Strahlung aus den am weitesten voneinander entfernten Punkten der Proben-
oberfläche stammt. Für den Detektorabstand d, den Antikathodenabstand dA und den
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für Kossel (fehlerbehaftet). (5.10)
Die Winkel ϑ bzw. ϑ0 zeigen die maximale Abweichung. Sie müssen aber nicht realen
Bragg-Winkeln ϑhkl entsprechen. Nach einigen Umformungsschritten ergibt sich aus der















Bei der genutzten Abbildungsgeometrie beträgt d ungefähr 300 mm, während r ca.
150 mm groß ist. Bei einem relativ großen Antikathodenabstand von 1 mm ist der re-
lative Fehler durch die Kossel-Näherung also etwa 3 · 10−3 . Diese Abweichung bei der
Gitterkonstantenberechnung gilt für feste Probe-Detektor-Abstände d. Durch den entwi-
ckelten Algorithmus kann d jedoch optimiert werden. Anschaulich bedeutet dies, dass d
einen großen Teil des Fehlers aufnimmt und einen Wert zwischen d und d+ dA annimmt.
Näherungsweise entspricht d dann dem Mittelwert der approximierten Kegelhöhen aus
[146].
Auch diese Fehlerabschätzung zeigt bereits, dass die Kossel-Näherung für Antikathoden-
abstände von weniger als 0,1 mm so gut ist, dass auf die zeitaufwendige manuelle Simulation
verzichtet werden kann. Durch zukünftige Arbeiten zu programmtechnischen und numeri-
schen Verbesserungen sind noch genauere Ergebnisse bei unveränderter Aufnahmetechnik
zu erwarten.
Abbildung 5.14.: Zwei Perspektiven zum eingebauten Pseudo-Kossel-Antikathodenhalter
aus [157] oberhalb einer Probe aus Silizium. Die Antikathode, selbst ein dünner Kupfer-
draht, ist an einem dickeren Kupferdraht befestigt, welcher sich bewegen lässt (Mechanik
nicht im Bild).
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Anwendungsbeispiele
In dieser Arbeit wurde davon ausgegangen, dass die Antikathode bei der Pseudo-Kossel-
Technik frei beweglich ist. Durch den von Sühnel entwickelten Halter ist das auch praktisch
möglich [157]. In Abbildung 5.14 ist diese Konstruktion sichtbar, um eine Vorstellung von
den Platz- und Abstandsverhältnissen zu gewähren.
Da die Kossel-Approximation die besten Ergebnisse erwarten lässt, gilt für die Resultate
analoges zu den Kossel-Aufnahmen aus Abschnitt 4.7. Wie bereits in Abschnitt 5.2 be-
schrieben wurde, sind insbesondere Silizium-Aufnahmen von Interesse, da dort die Kossel-
Technik nicht eingesetzt werden kann. Durch die typischerweise sehr gute Kristallqualität
und die sehr ebenen Oberflächen eignet sich Silizium auch gut für die Untersuchungen mit
dem Pseudo-Kossel-Verfahren.
Abbildung 5.15.: Pseudo-Kosel-Aufnahme von Silizium am [111]-Pol (25 kV Beschleuni-
gungsspannung, 48 µA Emissionsstrom, ca. 60 min Belichtungszeit, 25° Verkippung zwi-
schen Probenoberfläche und Detektor, Cu-Antikathode). Der Antikathodenabstand betrug
2000 µm, 200 µm, 100 µm und 50 µm. Die Aufnahmen wurden im Rahmen der Arbeit [157]
angefertigt, dort jedoch weder präsentiert noch ausgewertet (vgl. Abbildung 5.1).
Als Beispiele wurden hier 4 Aufnahmen des [111]-Pols von Silizium herausgegriffen (vgl.
Abbildung 5.15, Aufnahmen aus dem Bildarchiv der Arbeitsgruppe für Physikalische Werk-
stoffdiagnostik des IfWW der TUD, angefertigt von Sühnel [157]). Der Antikathodenab-
stand wurde variiert und im REM ausgemessen. Ansonsten wurde nichts Wesentliches an
der Abbildung verändert. Das Besondere an diesen Aufnahmen ist, dass der Pol gut "ge-
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troffen" wurde, obwohl die Probe gegenüber dem Detektor verkippt ist. Da der Kippwinkel
ca. 25° beträgt, kann der Kristall nicht 〈111〉-orientiert sein.
Für die Wellenlänge wird ein Wert von 1,540 593Å verwendet [11]. Die Referenzgitter-
konstante beträgt 5,431Å [230], während die elastischen Konstanten durch
c11 = 165, 6 GPa c12 = 63, 9 GPa c44 = 79, 5 GPa (5.12)
beschrieben werden [241]. Beim Ausnutzen der Kossel-Approximation ergibt sich dann:
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Durch den verhältnismäßig großen Antikathodenabstand ist auch der Fehler sehr groß. Auf-
fällig ist, dass die Werte der Gitterkonstanten a, b und c alle deutlich zu groß sind. Aufgrund
der Approximation ist der Fehler nicht zufällig, sondern systematisch. Die Richtung der
Streckung gegenüber den realen Werten ist aber abhängig von der Abbildungsgeometrie
und Probenorientierung. Verallgemeinernde Schlüsse sind aus dieser Tatsache daher nicht
möglich. Für geringere Antikathodenabstände sind auch die resultierenden Fehler kleiner:
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Die kleinsten Fehler ergeben sich beim geringsten Abstand. Der Antikathodendraht mit
100 µm Durchmesser berührt dann schon die Probenoberfläche.
Größe Wert
dA 50 µm
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Für sehr geringe Abstände zwischen Antikathode und Probe ist durch die Kossel-Appro-
ximation die Gitterkonstanten- und Eigenspannungsberechnung mit hoher Genauigkeit
möglich. Beim praktischen Einsatz muss lediglich bedacht werden, dass die Abschattung
durch die Antikathode mit geringeren Abständen steigt (vgl. Abbildung 5.15).
Für das Resultat mit 50 µm Antikathodenabstand wurden vom Auswertungsalgorith-
mus die Reflexe zu den Ebenen (444), (440), (404), (513), (531), (135), (260), (533), (602),
(620), (335), (351), (353) und (153) erkannt. Die Detektornormale entspricht rechnerisch
dem Vektor [566], ist also um ca. 5° von [111] entfernt. Bei der eingestellten Probenverkip-
pung von 25° bedeutet dies, dass die reale Probenorientierung ca. 30° zu [111] verdreht ist.
Dies trifft gerade auf die 〈113〉-Richtungen zu (vgl. Abbildung 5.11). Durch die Reflexin-
dizierung muss insbesondere [311] der korrekte Oberflächenpol sein. Bei [3̄11], [131] usw.
wären einzelne der aufgezählten Reflexe nicht mehr sichtbar, da sie dann dem Laue-Fall
der Beugung angehören würden.
Für die Überlagerung einer Pseudo-Kossel-Aufnahme mit der zugehörigen Simulation
zeigt Abbildung 5.16 ein erstes Beispiel. Pro Parameterwechsel sind bei der aktuellen Pro-
grammversion des Autors ca. 30 s Rechenzeit auf einem modernen Prozessor nötig, da
lediglich ein Prozessorkern genutzt wird. Durch programmtechnische Verbesserungen ist
hier in Zukunft eine Verbesserung um den Faktor zehn bis einhundert zu erwarten.
Abbildung 5.16.: Pseudo-Kossel-Aufnahme von Silizium am [111]-Pol mit 2 mm Antika-
thodenabstand und überlagerter Simulation ausgewählter Reflexe (Abbildung 5.15, links
oben).
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5.4. Messung von Bremsstrahlungsinterferenzen
Aufnahme der Reflexe
Unter dem Begriff Bremsstrahlinterferenzverfahren (kurz: BIV) wird in dieser Arbeit das
Zusammenspiel bzw. die Überlagerung von Radiographieinformationen und Beugungssi-
gnal eines Ein- bzw. Grobkristalls bei Einsatz divergenter Bremsstrahlung verstanden (vgl.
Abbildung 5.17). Durch die bisher sehr geringe Verbreitung des Verfahrens ist noch kei-
ne Bezeichnung fest etabliert. In einer englischsprachigen Veröffentlichung wurde von der
Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW der TUD der Begriff Trans-
mission X-ray White Beam Radiography and Interferences (TXWRI) vorgeschlagen [160].
Abbildung 5.17.: BIV-Aufnahmen eines Kupfereinkristalls (vgl. Abbildung A.6). Die lin-
ke Aufnahme wurde am Tomographen nanotom des IAVT der TU Dresden angefertigt.
Die zugehörige Stirnfenster-Röntgenröhre besitzt ein Wolfram-Target, ebenso wie die Sei-
tenfenster-Röhre des diondo d2 bei der Aufnahme rechts. Beide Aufnahmen wurden bei
150 kV angefertigt. Am nanotom wurde ein Röhrenfokus-Probe-Abstand von 20 mm und
ein Fokus-Detektor-Abstand von 250 mm bei 260 µA und 1000 ms Belichtungszeit genutzt.
Am diondo d2 wurden dagegen ein Röhrenfokus-Probe-Abstand von f = 24 mm und ein
Fokus-Detektor-Abstand von d = 800 mm bei 50 µA und 1500 ms Belichtungszeit eingesetzt
(vgl. auch Abbildung 5.18).
Wie in Abschnitt 2.4 bereits erwähnt, gibt es bisher nur wenige Erfahrungen mit dem Ver-
fahren. Es wurde von der Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW
der TUD nach ca. sechs Jahrzehnten ohne Berücksichtigung aufgegriffen bzw. erstmals
zur gleichzeitigen Analyse der Bremsstrahl-Radiographien und -Beugungsinformationen
genutzt. Die Methode wird momentan aktiv weiterentwickelt, wozu das vorliegende Kapi-
tel dieser Arbeit einen Beitrag liefern kann.
Der Anteil des radiographischen Signals am detektierten Gesamtergebnis ist für einzelne
Beschleunigungsspannungen hinlänglich bekannt und wird im Folgenden daher nicht aus-
führlich diskutiert. Zudem sind die Methoden der Multi-Energie-Röntgeninspektion oder
3D-Rekonstruktion aus tomographischen oder laminographischen Prinzipien mit dem Ver-
fahren kombinierbar (vgl. Kapitel 6).
Diese Methoden verringern aber die Sichtbarkeit der eigentlichen Beugungsinterferen-
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Abbildung 5.18.: BIV-Aufnahmen eines Kupfer-Einkristalls (vgl. Abbildung A.6). Die zu-
gehörigen Aufnahmeparameter waren: 150 kV, 40 µA, 2500 ms, d = 550 mm, f = 20 mm
(vgl. Abbildung 5.17).
zen, was am Ende dieses Abschnitts kurz erläutert wird. Gerade diese schwer erkennbaren
Beugungslinien stehen hier im Fokus. Die Methode ist daher als divergente Erweiterung
des Laue-Verfahrens oder polychromatische Verallgemeinerung der Pseudo-Kossel-Technik
bzw. des Seemannschen Weitwinkelverfahrens in Transmission interpretierbar (vgl Abbil-
dung 5.19).
Durch den Einsatz hochenergetischer Röntgenbremsstrahlung sind auch sehr massi-
ve Einkristallproben untersuchbar. Das wäre mit charakteristischer Strahlung nur ein-
geschränkt möglich. Insbesondere können aus Ihnen kristallographische Volumeninforma-
tionen gewonnen werden. Durch die niedrigen Wellenlängen entstehen Beugungsmuster,
welche visuell deutlich von den Resultaten abweichen, die bspw. Lonsdale bei der Durch-
strahlung mit Zn- und Cu-K-Strahlung gewonnen hat [118]. Bei einer Beschleunigungs-
spannung von 100 kV werden Wellenlängen bis zu 0,155Å erzeugt, was um den Faktor 10
kleiner als die charakteristische Strahlung von Kupfer oder Zink ist (vgl. Abbildung 5.17).
Die Beugungsmuster weisen daher eine Gestalt auf, die den Leser möglicherweise an das
Elektronenbeugungsverfahren EBSD erinnert (vgl. Aufnahmen in Abschnitt 5.5). Wie Ab-
schnitt 5.6 zeigt, ist die inelastische (bzw. "quasielastische") Streuung hier dagegen nicht
die Ursache der Hell-Dunkel-Verläufe.
Viele der in der Vergangenheit in unserer Gruppe angefertigten BIV-Aufnahmen nutz-
ten Wolfram-Röntgenröhren. Dies ist sinnvoll, da der Wirkungsgrad der Röhre ungefähr
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proportional zur Ordnungszahl des Targetmaterials ist und so eine große Strahlenausbeute
erzielt werden kann. Da die Energie der Wolfram-K-Strahlung bei ca. 59 keV liegt [11],
zeigen die Aufnahmen aus Abbildung 5.17 einen großen Anteil des zugehörigen monochro-
matischen Beugungssignals, welches mittels der in dieser Arbeit entwickelten Theorie aus
Gleichung (5.2) und Gleichung (5.7) auswertbar ist. Die Skizzen in Abbildung 5.19 ver-
deutlichen am Strahlengang durch die Probe, dass das Beugungssignal eines Reflexes nur
aus einem eng begrenzten Volumen entlang der korrekt orientierten Netzebene stammen
kann. Die in den Aufnahmen sichtbare Hell-Dunkel-Struktur sollte daher von der polychro-
matischen Bremsstrahlung hervorgerufen werden.
Um diesen Effekt zu isolieren, wurden gezielt Aufnahmen mit einer Kupfer-Röntgenröhre
angefertigt. Diese entstanden, analog zu den Multi-Energie-Radiographien aus Kapitel 6,
am Tomographie- und Laminographiesystem diondo d2 der Arbeitsgruppe für Physikali-
sche Werkstoffdiagnostik des IfWW der TUD. Nach einigen kurzen Tests mit der ausge-
lieferten Wolframanode wurde die halboffene Seitenfenster-Röntgenröhre auf ein Kupfer-
target umgebaut. Analog zur Multi-Energie-Diagnostik kann so sichergestellt werden, dass
die charakteristische Strahlung keinen Anteil am genutzten Spektrum hat. Erzeugt wird
die Kupfer-K-Strahlung bei der Röhre mit einer Mindestspannung von 20 kV zwar immer,
durch das Berylliumfenster der Röhre und die Carbon-Deckschicht des Detektors wird sie
aber sehr stark geschwächt. Der Hersteller des Detektors Varex 4343DX-I gibt zudem ei-
nen Arbeitsbereich ab 40 kV an. Für alle BIV-Untersuchungen dieser Arbeit bedeutet dies,
dass nur das Bremsstrahlungsspektrum bei der Modellbildung berücksichtigt werden muss.
Wie Abbildung 5.17 im Vergleich zu Abbildung 5.18 zeigt, verändern sich die Intensitäts-
verhältnisse beim Anodenwechsel deutlich. Die Reflexe sind praktisch kaum noch sichtbar.
Für andere Proben war die Veränderung so stark, dass kein Beugungssignal mehr aufge-
zeichnet werden kann (vgl. Abbildung 5.21). Dies gilt unabhängig von der eingesetzten
Beschleunigungsspannung und auch, wenn der geringere Röhrenwirkungsgrad durch ent-
sprechend erhöhte Ströme bzw. Integrationszeiten kompensiert wird. Die Intensitätsüber-
höhung der charakteristischen Strahlung in Kombination mit dem hohen lokalen Kontrast
durch die scharfen Linien kann also schon den Unterschied zwischen Sichtbarkeit und Un-
sichtbarkeit der BIV-Reflexe ausmachen.
Umgekehrt bedeutet dies, dass aus der Unsichtbarkeit von Beugungslinien nicht darauf
geschlossen werden kann, dass die Probe kein Einkristall ist. Die Mindestvoraussetzung für
die Sichtbarkeit der Reflexe konnte im Rahmen dieser Arbeit nicht vollständig bestimmt
werden. Tabelle A.1 gibt jedoch einen Überblick, welche Einkristalle mit der genutzten
Gerätetechnik kein BIV-Beugungssignal zeigten.
Im Hinblick auf das Ergebnis von Abbildung 5.21 ist besonders interessant, dass ein
anderer Silizium-Einkristall bei den gleichen Abbildungsbedingungen sehr deutliche Re-
flexmuster zeigt (vgl. Abbildung 5.25 und Abbildung 5.26). Die Veränderung der durch-
strahlten Probendicke dP von 8,2 mm auf 31 mm ist die größte Änderung zwischen den
beiden Proben. Die größere Dicke führt zu mehr Streuereignissen, welche in Verbindung
mit der stärker werdenden anomalen Absorption zu höheren Kontrasten führen [242]. Das
bedeutet auch, dass einzelne Wafer mit dem BIV nicht untersuchbar sind.
Dieses Verhalten konnte auch an anderen Proben beobachtet werden. In Abbildung 5.32
sind z. B. die Reflexe von Calcit zu sehen. Der quaderförmige Kristall zeigte bei einer
Durchstrahlung von 12 mm kein Beugungssignal, bei 20 mm ist es aber deutlich zu erken-
nen.
In Bezug zu den Ergebnissen mit 8,2 mm dicken Silizium-Einkristallen ist auch überra-
schend, dass Quarz mit einer Dicke von lediglich 3,5 mm ein schwach sichtbares Beugungs-
muster zeigt (vgl. Abbildung 5.29). Die Wechselwirkungswahrscheinlichkeit der Strahlung
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Abbildung 5.19.: Skizze zur BIV-Abbildungsgeometrie für eine ausgewählte Wellenlänge.
Die beugende Netzebene steht senkrecht zum Detektor. Gegenüber dem Untergrund erhöh-
te Intensität wurde grün eingezeichnet, die niedrigere Intensität rot (Extinktionslinien). Bei
einer Drehung der Probe bewegen sich der radiographische Schatten und das Beugungs-
muster mit unterschiedlicher Geschwindigkeit, wodurch sie leicht auseinanderzuhalten sind.
Das wird durch die horizontalen Pfeile angedeutet. Die zu den Reflexen gehörenden Netz-
ebenen liegen parallel zur Normalen des Detektors und berücksichtigen in der Probe den





Abbildung 5.20.: Skizze zur BIV-Abbildungsgeometrie für fünf ausgewählte Wellenlängen
mit unterschiedlichen Intensitäten (vgl. Abbildung 5.19). Zu Verbesserung der Übersicht
wurden die Netzebenen nur in Teilen der Probe bzw. außerhalb angedeutet.
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ist aufgrund der geringeren Ordnungszahl bei Sauerstoff niedriger als bei Silizium. Da
die Dichte mit jeweils ca. 2,3 g cm−3 nicht stark abweicht, sollte Quarz keine wesentlich
besseren Interferenzsignale als Silizium liefern.
Die Detektorkorrekturen bei den in dieser Arbeit präsentierten BIV-Ergebnissen wurden
im Wesentlichen mit Gleichung (6.4) angefertigt. Da die Beugungskontraste aber teils sehr
niedrig waren, wurden sehr hohe Ströme und Integrationszeiten gewählt. Ohne Probe im
Strahlengang würde der Detektor so überbelichtet, wodurch die Korrekturen nutzlos sind.
Das unterschiedliche Verhalten der einzelnen Pixel ist so nicht mehr sichtbar; der Detektor
ist überall vollständig weiß. Die Korrekturen wurden deshalb bei niedrigeren Emissions-
strömen angefertigt. Es sind daher leichte Artefakte in den Bildern sichtbar.
Da nicht jede Probe homogen und groß genug ist, wurden teils Detektorbereiche nicht
abgeschattet und im Rahmen der Messung deutlich überbelichtet. Der Detektor zeigt diese
überstrahlten Bereiche auch im Anschluss an die Messungen eine gewisse Zeit. Das muss
beim praktischen Einsatz des Verfahrens beachtet werden. Für die in dieser Arbeit prä-
sentierten Ergebnisse wurde vor einer Aufnahme jeweils mehrere Sekunden bis Minuten
gewartet, bis der Detektor wieder ein homogenes Hintergrundsignal zeigte.
Abbildung 5.21.: BIV-Aufnahmen eines Silizium-Einkristalls (vgl. Abbildung A.8, rechts)
mit Wolfram- und Kupfertarget. Die zugehörigen Aufnahmeparameter waren: 120 kV,
5000 µA, 500 ms, d = 840 mm, f = 30 mm (jeweils stark tonwertkorrigiert).
Dreidimensionale Erweiterung des Verfahrens
Eine in der Arbeitsgruppe für Physikalische Werkstoffdiagnostik des IfWW der TUD ent-
wickelte Idee ist es, die zweidimensionalen BIV-Aufnahmen durch eine Probenbewegung
in ein dreidimensionales Verfahren umzusetzen. In Abbildung 5.19 bzw. Abbildung 5.20 ist
ersichtlich, dass eine Drehung zur Verschiebung der Reflexlage führt. Ebenso ändert sich
die Lage des radiographischen Schattenbildes. Diese beiden Änderungen in der Aufnahme
können leicht visuell unterschieden werden. Mit zunehmendem Drehwinkel ϕ bewegen sich
die Reflexe auf dem Detektor immer von rechts nach links (s. Beispiele in Abbildung 5.23,
Abbildung 5.25, Abbildung 5.27). Bei dieser Drehung bewegt sich aber das radiographische
Bild aus dem rechten Probenbereich nach links, sowie aus dem linken Probenbereich nach
rechts, wodurch beide Effekte beim Vergleich der Einzelbilder gut unterschieden werden
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können. So sind auch relativ schwache Reflexe "in der Bewegung" noch zufriedenstellend
erkennbar.
Durch die Drehung wird zudem eine andere Netzebene bzw. ein anderes Probenvolumen
für den gleichen Bragg-Winkel verwendet. So können systematisch verschiedene Netzebenen
einer Netzebenenschar (hkl) abgerastert werden, wodurch eine visuelle Qualitätsanalyse des
Kristalls möglich ist. Für eine genauere Deutung muss jedoch die Hell-Dunkel-Struktur
der Reflexe aufgeklärt werden, welche sich bei der Drehung teils verändert (vgl. blaue
Markierung in Abbildung 5.17).
Da sich die Reflexe anders als der radiographische Schatten bewegen, werden sie bei
der computertomographischen Rekonstruktion nicht zu einem Volumenmodell der Beu-
gung führen. Stattdessen senken sie nur die Qualität der gewöhnlichen Rekonstruktion in
Form von leichten Artefakten. Für die Tomographie sind insbesondere hohe Beschleuni-
gungsspannungen bei niedrigen Strömen und Integrationszeiten für artefaktarme Bilder
vorteilhaft. Zudem sollte der Probenschatten bei keiner Drehung außerhalb des Detektors
liegen. Beim 3D-BIV ist das genau umgekehrt. Eine Abschattung des Detektors schont ihn
und erlaubt sehr hohe Ströme und Integrationszeiten bei niedrigen Beschleunigungsspan-
nungen, um die anomale Absorption der Probe und die daraus folgenden hohen Kontraste
auszunutzen [242].
Bei dieser dreidimensionalen Erweiterung des BIV konnte eine morphologisch komplexe
Veränderung der Reflexstruktur beobachtet worden. In Abbildung 5.17 wurden diese Berei-
che rot markiert. Aufgrund ihrer Gestalt werden solche Reflexveränderungen im Rahmen
dieser Arbeit als "Nebel" bezeichnet. Eine Deutung für Ihre Entstehung wird erstmals in
Abschnitt 5.6 präsentiert.
Neben der Drehung existieren noch weitere Möglichkeiten, um dreidimensionale Beu-
gungsinformationen aus der Probe zu erhalten. Ein Ansatz ist es, die Beschleunigungs-
spannung zu ändern (vgl. Abbildung 5.26). Dadurch verändert sich sowohl die minima-
le Wellenlänge ("kurzwellige Kante") als auch die Wellenlänge maximaler Intensität im
Bremsstrahlungsspektrum. Dies führt zu anderen Bragg-Winkeln und daher auch zu ab-
weichenden Probenstellen, an denen für eine Netzebenenschar (hkl) Interferenz möglich ist
(vgl. Gleichung (5.7)).
Praktisch ist so nicht das gesamte Volumen einer Probe untersuchbar. Es können nicht
beliebig hohe oder niedrige Wellenlängen erzeugt bzw. detektiert werden. Diese Einschrän-
kung wird verstärkt, weil die Absorption der Strahlung mit niedrigeren Photonenenergien
steigt. Da der Röhrenstrom begrenzt ist, sind die Intensitäten ab einem gewissen Punkt zu
gering für den Detektor (in Abhängigkeit von der Probe). Für zu hohe Beschleunigungs-
spannungen sinkt die Quanteneffizienz des Detektors, also die Wechselwirkungswahrschein-
lichkeit mit dem Szintillatormaterial. Die Intensität der Reflexe nimmt ab. Da die Probe
aus demselben Grund auch weniger stark schwächt, verringert sich das Kontrastverhältnis
deutlich. Durch den sehr leistungsfähigen Detektor konnten in Abbildung 5.26 trotzdem
für alle Spannungen Reflexe durch eine eigene Tonwertkorrektur sichtbar gemacht werden
(vgl. Kapitel 3).
Da eine Spannungsänderung zur Veränderung der Reflexlage führt, ist das BIV auch
nicht mit der Multi-Energie-Röntgeninspektion kompatibel. Hier würden die Reflexe zu
Bildrekonstruktionsartefakten bzw. Fehlern bei der Materialerkennung führen. Die anomale
Absorption verändert lokal den Absorptionskoeffzienten der Probe und damit auch die
Ergebnisse.
Durch eine Translation der Probe kann ebenfalls der Ort der Interferenz verändert werden
(vgl. Abbildung 5.22, Abbildung 5.24). Ein großer Vorteil ist, dass die Reflexlage sich so nur
wenig ändert. Nach Einschätzung des Autors sind die Resultate dann qualitativ besonders
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einfach zu interpretieren, wenn flache Proben untersucht werden. Durch eine Translation
parallel zum Detektor werden einzelne beugende Netzebenen "durchgefahren". Falls eine
Störung des Kristalls gefunden wird, ist aus der Verschiebung leicht eine relative Position
im Volumen abzulesen.
Da sich bei diesen Bewegungen die Reflexlage nicht ändert, tauchen die Reflexe eben-
falls nur als Artefakte in laminographischen Aufnahmen auf. Dort ändert sich die Lage
des radiographischen Schattenbildes im Gegensatz zu den Reflexen bei jeder neuen Abbil-
dungsposition (vgl. Aufnahmen in Abschnitt 5.5 und Modell in Abschnitt 5.6).
5.5. Ausgewählte Aufnahmen des
Bremsstrahlungsinterferenzverfahrens
Wie in Abschnitt 5.4 bereits dargestellt wurde, sind 3D-BIV-Resultate in der Bewegung
bzw. beim Vergleich der Einzelaufnahmen unterschiedlicher Translationen oder Rotation
der Probe am Besten zu sehen. In der Anwendung eignet sich dazu ein Video sehr gut.
Um einen Einblick zu vermitteln, werden im Folgenden einige Auszüge aus verschiedenen
Messserien präsentiert.
Kupfer wurde als Probe gewählt, da dort die Nebel erstmals beobachtet werden konnten
(vgl. Abbildung 5.17). Abbildung 5.23, Abbildung 5.22, Abbildung 5.24 und Abbildung 5.28
zeigen absichtlich andere Kristalle, um nachzuprüfen, ob dort auch die Nebel auftauchen.
Diese traten auch bei unterschiedlichen Abbildungspositionen auf. Abbildung 5.22 zeigt
ein Beispiel davon.
Silizium wurde ausgesucht, da es als einer der wichtigsten Werkstoffe und Basis der
kommerziellen Mikroelektronik von sehr großer Bedeutung ist. Während Pseudo-Kossel-
Aufnahmen sowohl mit weicher Kupfer-K-Strahlung als auch harter Wolfram-K-Strahlung
angefertigt werden können, zeigte eine dicke Siliziumprobe bei der Aufnahme von Abbil-
dung 5.21 unter dem Einsatz einer Kuper-Röhre keine Reflexe. Mit einer dickeren Probe
war dies in Abbildung 5.25 jedoch kein Problem. Überraschend ist zudem, dass selbst
höhere Spannungen in Abbildung 5.26 noch zu guten Resultaten führen.
Abbildung 5.27 präsentiert einen natürlichen Turmalinkristall. Hier steht weder die Ver-
wendung als Schmuckkristall noch die optisch polarisierende Wirkung dünner Turmalin-
scheiben im Vordergrund. Durch die schlechte Kristallgüte, insbesondere im Hinblick auf
die Vielzahl makroskopischer Defekte, sind in einer Einzelaufnahme die Reflexe kaum zu
erkennen. Durch die Drehung bewegen sich die Reflexe aber deutlich schneller als die De-
fektschatten auf dem Detektor, wodurch sie trotzdem visuell erfasst werden können.
Im Gegensatz zu Silizium konnten auch die Reflexe von verhältnismäßig dünnem Quarz
abgebildet werden (vgl. Abbildung 5.29). Das BIV ist also bei diesem sehr breit einsetzbaren
Werkstoff anwendbar. So sind Quarz-Einkristalle z. B. auf Grund ihrer piezoelektrischen
Eigenschaften als Schwingquarze in verschiedensten Arten von Uhren oder Taktgebern im
Einsatz.
Ein weiterer Anwendungsbereich für das BIV ist die Untersuchung von einkristallinen
Turbinenschaufeln, wie sie bei (Hochleistungs-) Gas- und Flugzeugturbinen zum Einsatz
kommen. In Abbildung 5.30 ist sichtbar, wie die gegeneinander fehlorientierten Stängel-
kristallite zu BIV-Reflexen führen. Durch die typischerweise genutzten Cobalt- und Ni-
ckelbasissuperlegierungen ist die Absorption bzw. anomale Absorption sehr ausgeprägt,
wodurch im Unterschied zu Silizium oder Aluminium keine großen Probendicken benötigt
werden. Die hier ausgewählte Probe besteht aus CMSX-6, also 66,4m% Ni, 10m% Cr,
5m%Co, 3m% Mo, 6m% Ta, 4,8m% Al, 4,7m% Ti und 0,1m% Hf [243]. Die Probe wur-
de bereits in [160] von Bauch et al. mit dem BIV untersucht und wird daher nur kurz als
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Anwendungsbeispiel vorgestellt.
Ein Grenzfall des BIV zeigte sich nicht nur an den verschiedenen Silizium-Einkristallen.
An einer Calcit-Probe konnten bei der Durchstrahlung von ca. 20 mm Probendicke Re-
flexe beobachtet werden (vgl. Abbildung 5.32). Bei einer Drehung um 90° ändert sich an
derselben Probe der Durchstrahlungsweg auf etwa 12 mm, was für das BIV offensichtlich
nicht mehr ausreicht. Trotz starker Tonwertkorrekturen ließen sich keine Beugungslinien
mehr sichtbar machen. Calcit-Einkristalle werden bspw. als Polarisationsfilter und Verzöge-
rungsplatten in optischen Mikroskopen verwendet. Das BIV könnte dabei zur zusätzlichen
Qualitätskontrolle Einsatz finden, wenn entsprechend massive Kristalle verwendet werden.
Aluminium verhält sich beim BIV ähnlich wie Silizium, dessen Ordnungszahl um eins
größer ist. Obwohl bei einem Wolfram-Target deutliche Reflexe zu sehen sind, verschwin-
den diese beim Einsatz einer Kupfer-Röhre. In Abbildung 5.33 ist das schlechte Resultat
dargestellt, welches bei der Durchstrahlung von mehreren Millimetern Aluminium erzielbar
ist. Die Linien sind so undeutlich und kurz, dass sie nicht eindeutig als Reflexe identifiziert
werden können. Sie sind aber auch keine Detektorartefakte, da sie sich bei einer Translation
der Probe ebenfalls bewegen.
Ausgangsposition
→
Probe 1 mm nach oben verschoben
→
Probe 1 mm nach rechts verschoben
→
Probe 2 mm nach oben verschoben
→
Abbildung 5.22.: BIV-Aufnahmen eines Kupfer-Einkristalls (vgl. Abbildung A.6). Die zu-
gehörigen Aufnahmeparameter waren: 100 kV, 250 µA, 5000 ms, d = 600 mm, f = 22 mm.
Der Kristall wurde zudem um ϕ = −14° verdreht. Der rote Pfeil deutet auf die kontrast-
reiche Nebelstruktur am unteren Bildrand. Abbildung 5.23 und Abbildung 5.24 zeigen
dieselbe Probe in anderen Abbildungspositionen.
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0° Drehung 40° Drehung
45° Drehung 90° Drehung
135° Drehung 180° Drehung
Abbildung 5.23.: BIV-Aufnahmen eines Kupfer-Einkristalls (vgl. Abbildung A.6). Die zu-
gehörigen Aufnahmeparameter waren: 100 kV, 250 µA, 5000 ms, d = 600 mm, f = 22 mm.
Abbildung 5.22 und Abbildung 5.24 zeigen dieselbe Probe in anderen Abbildungspositio-
nen.
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15 mm Fokus-Probe-Abstand 17 mm Fokus-Probe-Abstand
22 mm Fokus-Probe-Abstand 27 mm Fokus-Probe-Abstand
Abbildung 5.24.: BIV-Aufnahmen eines Kupfer-Einkristalls (vgl. Abbildung A.6). Die zuge-
hörigen Aufnahmeparameter waren: 80 kV, 800 µA, 10 000 ms, d = 600 mm. Abbildung 5.23
und Abbildung 5.22 zeigen dieselbe Probe in anderen Abbildungspositionen.
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0° Drehung 10° Drehung
20° Drehung 30° Drehung
40° Drehung 50° Drehung
Abbildung 5.25.: BIV-Aufnahmen eines Silizium-Ingots (vgl. Abbildung A.8). Die zugehö-
rigen Aufnahmeparameter waren: 120 kV, 80 µA, 5000 ms, d = 400 mm, f ≈ 20 mm (Probe
manuell positioniert, um Kollisionen zu vermeiden). Abbildung 5.26 zeigt diese Probe mit
variierter Beschleunigungsspannung.
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50 kV 70 kV
90 kV 110 kV
130 kV 150 kV
Abbildung 5.26.: BIV-Aufnahmen eines Silizium-Ingots (vgl. Abbildung A.8). Die zuge-
hörigen Aufnahmeparameter waren: d = 400 mm und f ≈ 20 mm bei verschiedenen Be-
schleunigungsspannungen (Probe manuell positioniert, um Kollisionen zu vermeiden). Die
Ströme und Belichtungszeiten wurden von 500 µA und 10 000 s bis zu 90 µA und 5000 s
an die steigenden Grauwerte bei zunehmender Spannung angepasst. Abbildung 5.25 zeigt
diese Probe bei einer Drehung.
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166° Drehung 166° Drehung
→
168° Drehung 168° Drehung
→
170° Drehung 170° Drehung
→
Abbildung 5.27.: BIV-Aufnahmen eines natürlichen Turmalin-Einkristalls mit großer ma-
kroskopischer Defektdichte (vgl. Abbildung A.12). Die zugehörigen Aufnahmeparameter
waren: 100 kV, 250 µA, 1400 ms, d = 400 mm, f ≈ 30 mm. Erst durch die Drehung der
Probe kann man die Reflexe gut von den makroskopischen Defekten unterscheiden (roter
Pfeil). Um den Einfluss der Tonwertkorrektur zu verdeutlichen, wurde diese links weniger
stark ausgeführt.
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Abbildung 5.28.: BIV-Aufnahme eines Kupfer-Einkristalls (vgl. Abbildung A.7). Die zu-
gehörigen Aufnahmeparameter waren: 100 kV, 500 µA, 3000 ms, d = 450 mm, f ≈ 35 mm.
Abbildung 5.29.: BIV-Aufnahme eines Quarz-Einkristalls (vgl. Abbildung A.11). Die zuge-
hörigen Aufnahmeparameter waren: 50 kV, 250 µA, 7500 ms, d = 450 mm, f ≈ 20 mm. Die
starke Tonwertkorrektur für den Druck erlaubt es nicht mehr, die Reflexe in den dunklen
Bildbereichen zu erkennen. An einem kontraststarken Monitor ist dies bei der Originalauf-
nahme noch möglich.
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Abbildung 5.30.: BIV-Aufnahme einer CMSX-6-Turbinenschaufel. Die zugehörigen Auf-
nahmeparameter waren: 100 kV, 250 µA, 5000 ms, d = 400 mm, f ≈ 30 mm. Durch die
Tonwertkorrektur sind hier jeweils nur Streifen der Probe bzw. der Reflexe gleichzeitig
gut sichtbar. Die Stängelkristallite sind sowohl in der Beugung als auch in der Radiogra-
phie zu erkennen (Detailliertere Untersuchungen mit dieser Probe wurden schon in [160]
durchgeführt).
Abbildung 5.31.: BIV-Aufnahmen eines Fluorit-Einkristalls bei zwei um 45° gegeneinander
verdrehten Positionen (vgl. Abbildung A.9). Die zugehörigen Aufnahmeparameter waren:
50 kV, 500 µA, 1000 ms, d = 450 mm, f ≈ 15 mm.
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Abbildung 5.32.: BIV-Aufnahme eines Calcit-Einkristalls (vgl. Abbildung A.10). Die zu-
gehörigen Aufnahmeparameter waren: 100 kV, 250 µA, 1400 ms, d = 450 mm, f ≈ 25 mm.
Die wellige, diagonale Linie ist auf den radiographischen Schatten einer Bruchfläche der
Probe zurückzuführen.
Abbildung 5.33.: BIV-Testaufnahme eines zylindrischen Aluminium-Einkristalls mit 9 mm
Durchmesser und 2 mm Höhe. Die zugehörigen Aufnahmeparameter waren: 120 kV, 120 µA,
1000 ms, d = 450 mm, f ≈ 15 mm. Die Aufnahme wurde extrem stark tonwertkorrigiert.
Die schwarzen Schatten im unteren Bildteil stammen von Papier, das zur Befestigung
der Probe genutzt wurde. Dagegen sind die beiden hellen Linien möglicherweise Brems-
strahlungsreflexe. Eine eindeutige Zuordnung war im Rahmen dieser Arbeit jedoch nicht
möglich.
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5.6. Modellierung der Bremsstrahl-Beugungslinien
Kinematisches Modell zur Beschreibung der Hell-Dunkel-Struktur
Wie bereits in Abschnitt 5.4 beschrieben wurde, werden die auf dem Detektor ankommen-
den Strahlungsintensitäten abhängig von der Wellenlänge gewichtet. Das ist auch in Abbil-
dung 6.34 sichtbar. Da der Einfluss im Rahmen dieser Arbeit nicht quantitativ bestimmt
werden konnte, sind alle wellenlängenbezogenen Ergebnisse von einem systematischen Feh-
ler betroffen. Eine aufwendige Modellierung des Bremsstrahlungsspektrums bietet daher
keinen Vorteil.
Da die Absorptionskante ebenso wie die charakteristische Strahlung beim genutzten
System mit Kupfer-Röhre keine Rolle spielt, bietet das Kramerssche Modell aus Glei-
chung (2.17) eine ausreichend genaue Beschreibung des Ausgangsspektrums der Röhre.
Falls die Detektoreigenschaften in Zukunft quantifiziert werden können, ist dann auch der
Wechsel zu einem präziseren Modell wie bspw. Gleichung (2.21) sinnvoll.
Die kleinste Wellenlänge λmin des Bremsstrahlungsspektrum für eine gewählte Wellen-
länge ergibt sich aus dem Duane-Huntschen Gesetz (s. Gleichung (2.3)). An der Brems-
strahlungsbeugung sind für Beschleunigungsspannungen im Bereich von ca. 50 kV bis
150 kV Wellenlängen von deutlich weniger als 1Å für die Entstehung der detektierten
Reflexmuster verantwortlich. Die zugehörigen Bragg-Winkel dieser harten Strahlung sind
also sehr klein. Es kann daher eine Vereinfachung von Gleichung (5.2) und Gleichung (5.7)
genutzt werden.
Für diesen Ansatz wird festgelegt, dass die modellierten Reflexe zur kristallographischen
Zone mit Achse [uvw] gehören und [uvw] mit dem Lot des Röhrenfokus auf die Detektor-
ebene zusammenfällt. Bei der genutzten diondo d2 - Anlage ist der zugehörige Lotfußpunkt
gerade der Mittelpunkt des Detektors. Zudem wird gefordert, dass die Oberfläche der Pro-
be so groß ist, dass die Strahlengänge entsprechend Abbildung 5.19 bzw. Abbildung 5.20
innerhalb der Probe liegen. Alle Reflexe liegen also symmetrisch zum Detektormittelpunkt.
Die Entfernung o der beugenden Netzebenen gleicher Indizierung (hkl) auf der Proben-
oberfläche lautet bei fester Wellenlänge λ dann:







Der Wert von o gibt zudem auch an, wie groß der Abstand zwischen den parallelen Linien
mit Überschussintensität und Extinktion ist (rot und grün in Abbildung 5.19 bzw. Abbil-
dung 5.20). Für die auftretenden kleinen Bragg-Winkel ist o auch sehr klein. Die Extink-
tionslinie einer Wellenlänge λ fällt daher mit einer Interferenzlinie1 zusammen, welche zu
einer nahezu identischen Wellenlänge gehört. In der Summe heben sich beide Reflexbe-
standteile fast gegenseitig auf. Damit ist bereits qualitativ erklärt, warum das BIV relativ
niedrige Kontraste zeigt. Der Zusammenhang ist auch im Vergleich der Abbildung 5.34 mit
Abbildung 5.35 ersichtlich.
Für eine Wellenlänge sind entsprechend Abbildung 5.19 vier Strahlen auf dem Detektor
am Ort x zu beachten. Dies sind die beiden Extinktionslinien








1In diesem Kapitel als Abkürzung für "Reflex, welcher die Braggsche Gleichung erfüllt und höhere Intensität
als der Strahlungsuntergrund besitzt" verwendet.
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und die beiden Interferenzlinien
λi1 = 2dhkl sin arctan
xi1
d− dP − 2f
(5.16)
λi2 = 2dhkl sin arctan
−xi2
d− dP − 2f
. (5.17)























Abbildung 5.34.: Simulation der Einzelintensitäten auf dem Detektor für Kupfer-{220}-
Reflexe (Horizontale durch die Detektormitte, 80 kV, d = 600 mm, f = 12 mm, dP =
2 mm). Die Intensitäten wurden nach Gleichung (2.17) berechnet.
Die gewählte Darstellung erlaubt die Berechnung der Wellenlänge, welche von einer Netz-
ebenenschar (hkl) an den jeweiligen Detektorpunkt hingebeugt wird. Mit dem modellierten
Bremsstrahlungsspektrum kann für jeden Detektorpunkt daraus die Intensität berechnet


































für λe1/i1/2 > λmin. In Abbildung 5.35 zeigt sich dann sofort eine Gesamtintensität, wel-
che den Aufnahmen aus Abschnitt 5.5 entspricht. Einer hellen, scharfen Linie folgt ein
dunklerer breiter Saum. Im Vergleich zu Gleichung (2.17) ist auch ersichtlich, dass nur die
kürzesten Wellenlängen des Bremsbergs für die meiste Intensität verantwortlich sind. Dies
deckt sich mit der Beobachtung aus [160] und [244], dass Werte von λ ≈ 1, 3λmin für das
Beugungssignal verantwortlich sind.
Es folgt aber auch, dass der Faktor 1, 3 keine Konstante ist, sondern vom Fokus-Pro-
be-Abstand f und dem Netzebenenabstand dhkl abhängt. Aus den obigen Gleichungen
ergibt sich, dass ein großes f bzw. o zu einem Auseinanderrücken von Interferenz- und
Extinktionslinie führt. Mit größer werdendem f steigt also die Reflexintensität bzw. der
Kontrast gegenüber dem Untergrund. Dies ist in Abbildung 5.36 zu sehen. Dort sind zu-
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Abbildung 5.35.: Simulation der Gesamtintensitäten auf dem Detektor für Kupfer-{220}-
Reflexe (Horizontale durch die Detektormitte, 80 kV, d = 600 mm, f = 12 mm, dP = 2 mm)
entsprechend Gleichung (5.18).


























Abbildung 5.36.: Simulation der Intensitäten auf dem Detektor für die Superposition von
Kupferreflexen der Ebenen {220}, {440} und {660} (Horizontale durch die Detektormitte,
80 kV, d = 600 mm, dP = 2 mm) bei variablem Fokusabstand f . Siehe auch Abbildung 5.24.
174
5.6. Modellierung der Bremsstrahl-Beugungslinien


































Abbildung 5.37.: Intensitätsprofil aus Abbildung 5.24 zum Vergleich mit Abbildung 5.36.
Die Profile verlaufen jeweils vom Schnittpunkt der (02̄0)- und (531)-Reflexe zum Schnitt-
punkt der (2̄00)- und (351)-Reflexe, um vergleichbare Reflexpositionen senkrecht zu (22̄0)
zu finden. Die schärfsten Peaks in der 12 mm-Kurve entsprechen den Maxima der (22̄0)-
und (2̄20)-Linien.
dem noch höhere Beugungsordnungen eingezeichnet, welche zur komplexen Hell-Dunkel-
Struktur beitragen. Durch den geringen Strukturfaktor ist der Beitrag hoher Beugungs-
ordnungen jedoch sehr gering und daher nur in Aufnahmen mit sehr guten Kontrastver-
hältnissen zu sehen (am besten zu erkennen an (040) und (04̄0) neben (020) bzw. (02̄0) in
Abbildung 5.24, vgl. auch Gleichung (2.9) bzw. Gleichung (2.10)).
Aus Abbildung 5.36 folgt insbesondere, dass die maximale Intensität bei der Zunah-
me von f = 12 mm auf 22 mm etwa um den Faktor 1, 75 steigt. Bei einem Ausschnitt
aus realen Aufnahmen mit diesen Parametern ändert sich der Grauwert gegenüber dem
Untergrund von ca. 200 auf 350 Graustufen (Abbildung 5.37, links) bzw. 200 auf 400 Stu-
fen (Abbildung 5.37, rechts). Dies zeigt auch quantitativ eine sehr gute Übereinstimmung
mit der Modellfunktion aus Gleichung (5.18). Beim Ablesen der Intensität muss aber im-
mer berücksichtigt werden, dass sich die verschiedenen Reflexe gegenseitig, sowie mit der
Radiographie, überlagern. Ein homogener Hintergrund ist daher praktisch nirgendwo zu
sehen.
Diese neue und relativ einfache Modellierung des BIV erlaubt es, Simulationen des 2D-
Bildes anzufertigen. Für eine Kupfer-Aufnahme ist das in Abbildung 5.38 ausgeführt. Diese
Abbildung berücksichtigt die Radiographie der Probe nicht. Sie zeigt jedoch, dass die
Anfertigung von Simulationen und damit die automatische, qualitative und quantitative
Auswertung von Bremsstrahlinterferenzen durch Computerprogramme in naher Zukunft
erreichbar ist.
Das Modell gibt zudem Hinweise für die Anfertigung optimaler Aufnahmen. Für gute
Intensitätsverhältnisse muss der Detektor möglichst nahe an der Röntgenröhre sein, die
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Probe für gute Kontraste jedoch möglichst weit weg.
Durch die Subtraktion des Interferenz- und Extinktionsspektrums (vgl. Abbildung 5.35)
sorgt nur ein kleiner Teil des Bremsbergs für deutliche Beugungsintensitäten auf dem De-
tektor. Die Kombination mit Strahlaufhärtungsfiltern kann daher genutzt werden, um über-
strahlte Detektorbereiche neben der Probe zu schützen, ohne dass sich das Beugungsmuster
wesentlich ändert. Die anfänglich diskutierte spektrale Abhängigkeit des Detektors ist auch
weniger bedeutend, da nur ein kleiner Wellenlängenbereich überhaupt relevante Intensitä-
ten liefert.
Abbildung 5.38.: 2D-Simulation einer BIV-Aufnahme von Kupfer für die stärksten Reflexe
der [001]-Zone (80 kV, d = 600 mm, f = 12 mm, dP = 2 mm). Die Parameter wurden
identisch zur ersten Aufnahme aus Abbildung 5.24 gewählt.
Reflexindizierung
Um die BIV-Reflexe zu indizieren, sind die klassischen Vorgehensweisen, wie sie bei anderen
Beugungsverfahren zum Einsatz kommen, geeignet (vgl. [120]). So können Simulationen der
Probe in der Art von Abbildung 5.38 angefertigt und mit der Aufnahme verglichen werden.
Durch Probendrehungen ist die grobe Indizierung und Orientierungsbestimmung aber
auch leicht ohne Rechnung möglich, wenn genug Reflexe vorhanden und die Gitterparame-
ter bekannt sind. Bei einer Drehung um 180° bzw. 360° ist ein großer Teil der Gesamtre-
flexstruktur sichtbar. Unter Beachtung der Auslöschungsregeln sind daher die intensivsten
Reflexe die am niedrigsten indizierten (vgl. Gleichung (2.9) bzw. Gleichung (2.10)). Am
Beispiel von Abbildung 5.23 bzw. Abbildung 5.24 bedeutet dies, dass die diagonal verlau-
fenden Linien möglicherweise zur kristallographischen Form {111} oder {200} gehören.
Durch die kurzwellige Strahlung und die daraus folgenden niedrigen Beugungswinkel lie-
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gen die Reflexe von (hkl) und (h̄k̄l̄) nahezu parallel und nah beieinander. Die Schnittwinkel
der Reflexe entsprechen also auch den Schnittwinkeln der Netzebenen. Da sich in Kupfer
mit seinem kubisch-flächenzentrierten Gitter jedoch keine {111}-Ebenen im Winkel von 90°
schneiden können, sind die intensivsten Reflexe der Aufnahmen von der Form {200}. Die im
Vergleich dazu um 45° verdrehten und schwächeren Reflexe sind somit {220}-indizierbar.
Es befindet sich insgesamt also der [001]-Pol in der Mitte des zentralen Reflexquadrates.
In Abbildung 5.25 ist die Orientierungsbestimmung analog möglich. Die Orientierung
des Ingots war vor den Messungen unbekannt (vgl. Abbildung A.8). Bei der Drehung des
Zylinders bleibt ein sehr starker Reflex immer waagerecht. Die zugehörige Netzebenennor-
male [hkl] entspricht also der Wachstumsrichtung des Kristalls. Da kein stärkerer Reflex
und auch keine vierzählige Symmetrie bei der Drehung sichtbar ist, muss der Ingot (111)-
orientiert sein.
Neben dieser groben Intensitätsabschätzung kann zusätzlich auch der Abstand r zwi-
schen den Reflexen (hkl) und (h̄k̄l̄) herangezogen werden. Für die in diesem Abschnitt







Es folgt daraus insbesondere, dass der Abstand der Reflexe mit steigendem ϑhkl größer
wird. Bei kubischen Kristallen bedeutet ein kleinerer Abstand im Vergleich zweier (hkl)-
(h̄k̄l̄)-Paare, dass die Quadratsumme h2 +k2 + l2 niedriger sein muss. Dies ist auch deutlich
in den Aufnahmen aus Abbildung 5.23 und Abbildung 5.25 zu sehen.
Deutung des "Nebels"
Um herauszufinden, wann die Nebelstrukturen aus Abbildung 5.17 auftreten, wurden im
Rahmen der Arbeit verschiedene Aufnahmen angefertigt. Es zeigte sich an Beispielen, wie
Abbildung 5.22, dass die Nebel immer in der Nähe von Grenzflächen der Probe zu sehen
sind. Bei der Kupferprobe mit Bohrungen ist es deshalb zuerst aufgefallen, weil eine größere
Oberfläche im Vergleich zu einem einfachen Quader vorhanden ist.
Im bisher präsentierten Modell sind die Nebel nicht zu erklären, da eine unendlich breite
Probe angenommen wurde. Damit entstünden immer zwei Interferenz- und zwei Extink-
tionslinien zu einer Wellenlänge und einer Netzebenenschar. Die Abmessungen der Probe
müssen also berücksichtigt werden.
Bei der Betrachtung aller Nebel in Abschnitt 5.5 fällt zudem immer auf, dass eine solche
Struktur beim Reflex (hkl) an der Stelle auftritt, für die sich die (h̄k̄l̄)-Linie mit einer
Probenoberfläche schneidet. Abbildung 5.39 zeigt, wie die verschiedenen Oberflächen der
Probe die Symmetrie der Beugungsmuster beeinflussen können. Für den einfacheren Fall,
dass der Probenquader einseitig begrenzt ist, wurde in Abbildung 5.40 ein Intensitätsprofil
simuliert.
Diese beiden Darstellungen veranschaulichen, dass die Nebel deutlich von der Oberflä-
chengestalt der Probe abhängen. Ohne exakte Zuordnung der einzelnen beteiligten Wel-
lenlängen ist aber nur eine qualitative und vergleichende Beurteilung der jeweiligen Ober-
flächen möglich. Zukünftige Entwicklungen können die Nebel aber möglicherweise zur Be-
stimmung der Probentopographie nutzen.
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Abbildung 5.39.: Skizze zur BIV-Abbildungsgeometrie für fünf ausgewählte Wellenlän-
gen mit unterschiedlichen Intensitäten und einer nicht planparallelen Probe (vgl. Abbil-
dung 5.20; Farben entsprechend Abbildung 5.19).




















Intensität bei einseitig begrenzter Probe
Abbildung 5.40.: Simulation der Gesamtintensitäten auf dem Detektor für Kupfer-{220}-
Reflexe (Horizontale durch die Detektormitte, 80 kV, d = 600mm, f = 12mm, dP = 2mm).
Die Probe wurde einseitig begrenzt, d. h. links vom Zentralstrahl der Röhre befinden sich
nur wenige Millimeter Probe, während sie nach rechts praktisch unendlich breit ist. Die
Interferenz- und Extinktionslinien der weicheren Strahlungsbestandteile fehlen daher auf
jeweils einer Seite im Bild (vgl. Abbildung 5.35).
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5.7. Eine neue Art Beugungsreflex
Bei der Anfertigung der BIV-Aufnahmen im Rahmen dieser Arbeit konnten auch teils
sternartige Strukturen auf dem Detektor beobachtet werden, die weder das Nebelverhalten,
noch das gewöhnliche Hell-Dunkel zeigen. Sie sind auch nicht durch die Radiographie der
Probe zu erklären. In Abbildung 5.41 und Abbildung 5.42 werden Ausschnitte aus zwei
Aufnahmen präsentiert, da die Muster sehr scharf und klein sind.
Abbildung 5.41.: Ausschnitte aus Abbildung 5.26 (50 kV) mit zusätzlicher Tonwertkorrek-
tur.
Abbildung 5.42.: Ausschnitt aus Abbildung 5.24 (12 mm) mit zusätzlicher Tonwertkorrek-
tur.
Am Tomographen nanotom des IAVT der TU Dresden sowie unter Verwendung eines
Röntgenbildverstärkers sind sie bei den gleichen Proben nicht sichtbar [244]. In einer Auf-
nahme aus [244], welche auf Röntgenfilm angefertigt wurde, kann man diese Strukturen
aber schwach erkennen (Aufnahme MZ0238 aus [244]). Die sehr intensiven Wolfram-K-
Reflexe verändern den lokalen Kontrast jedoch so stark, dass eine eindeutige Aussage nicht
sicher möglich ist.
Bei eigenen Aufnahmen mit Wolfram-Anode an der Anlage diondo d2 konnten die be-
schriebenen Linien auch gefunden werden (vgl. Abbildung 5.21, links). Im Vergleich zu
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den dominierenden Wolframkurven sind sie aber auch hier sehr schwach und selbst mit
angepasster Tonwertkorrektur kaum zu erkennen.
Beobachtet werden konnten diese neuen Linien bisher nur an zwei Kupfer-Kristallen und
einem Silizium-Ingot. Folgendes Verhalten ist dabei sichtbar:
1. Die zusätzlichen Linien liegen immer in der Nähe von Schnittpunkten einzelner Re-
flexkurven. Dies gilt auch für höhere Beugungsordnungen. Bei Bewegungen der Probe
bewegen sich diese Muster zusammen mit den anderen Kurven.
2. Die Intensität einer hellen Linie ist im Maximum etwas höher als die Intensität des
stärksten der beiden sich schneidenden Reflexe.
3. Es existiert eine scharfe dunkle Linie nahezu parallel zur hellen (im Druck schwer zu
sehen; es wird die digitale Version der Arbeit empfohlen).
4. Die Linien zeigen zuerst eine rasch ansteigende Intensität bei Entfernung vom Re-
flexschnittpunkt. Danach sinkt die Intensität langsam ab.
5. Die neuen Kurven liegen teils, aber nicht immer, auf den Winkelhalbierenden zweier
Reflex-"Geraden". Die Abweichung tritt immer auf, wenn die beiden Reflexe nicht
zu den Netzebenen derselben kristallographischen Form gehören.
Bei diesem Verhalten geht der Autor davon aus, dass es sich um Beugungsreflexe handelt.
Der beschriebene Intensitätsverlauf deckt sich zudem qualitativ mit dem Verhalten des
Bremsstrahlungsspektrums.
Ein erster Modellansatz kann die beschriebenen Effekte erklären. Zur Verifikation sind
jedoch noch detailliertere Untersuchungen nötig.
Bei dem einfachen Erklärungsansatz wird wieder von einer Abbildungsposition ausge-
gangen, wie sie Abbildung 5.20 skizziert ist. Die Interferenzen positiver Intensität liegen
näherungsweise auf Kegeln, deren Spitze sich d− dP − 2f vom Detektor entfernt befindet.
Die entsprechende Extinktionskegelspitze hat aber einen Abstand von d−dP zum Detektor.
Für zwei Netzebenen (hkl) und (HKL) entsteht bei jeder Wellenlänge λ des Brems-
spektrums je ein Interferenzkegel. Die Kegel zu (hkl) und (HKL) schneiden sich in einer
Gerade, welche auf dem Detektor als ein Punkt sichtbar ist. Die verschiedenen Wellen-
längen des Spektrums formen daher auf dem Detektor eine Linie. Nur auf dieser Linie ist
der Punkt zu finden, an den die Wellenlänge maximaler Intensität von beiden Reflexen
hingebeugt wird.
Analoges gilt für die zugehörigen Extinktionskegel. Durch die verschobene Kegelspitze
entsteht aber auch eine verschobene Linie bzw. ein lokales Intensitätsminimum.
Falls die Bragg-Winkel gleicher Wellenlänge von (hkl) und (HKL) identisch sind, dann
entsteht die Linie zudem auf der Winkelhalbierenden der Schnittgeraden von (hkl) und
(HKL) mit dem Detektor. Durch die kleinen Bragg-Winkel ist dies visuell auch die Win-
kelhalbierende der zugehörigen Reflex-"Geraden". Falls die Winkel nicht identisch sind,
dann befindet sich die Linie näher an dem Reflex mit kleinerem Winkel. Dies deckt sich
auch mit Abbildung 5.41.
In Abbildung 5.43 wird eine Simulation des beschrieben dreidimensionalen Sachverhalts
präsentiert. Durch die Vielzahl der beteiligten Wellenlängen, das Zusammenwirken von
Interferenz und Extinktion und die relative Lage der Ebenen (hkl) und (HKL) entsteht
ein komplexes Beugungsmuster. Die neu beobachteten Linien liegen auf Ebenen durch die
Interferenz- bzw. Extinktionskegelspitzen.
In Abbildung 5.43 bzw. Abbildung 5.44 ist zudem zu erkennen, dass für den Schnittpunkt
von (h̄k̄l̄) mit (H̄K̄L̄) eine andere Ebene maximaler Intensität bzw. minimaler Intensität
entsteht. Im Bild ist dies daran ersichtlich, dass nicht alle Schnittpunkte der gelben und
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blauen Kegel auf der grünen Ebene liegen. Im rechten Teilbild von Abbildung 5.41 kann mit
einem Lineal leicht überprüft werden, dass sich diese Modellvorhersage mit der Messung
deckt.
Abbildung 5.43.: Räumliche BIV-Simulation von Silizium für zwei diskrete Energien (blau:
80 keV, gelb: 50 keV) zu den Netzebenen (111), (1̄1̄1̄), (22̄0) und (2̄20) (vgl. Abbildung 5.41,
rechts). Um die Übersichtlichkeit zu verbessern wurden hier nur die Interferenzkegel ein-
gezeichnet (vgl. Abbildung 5.44), während die Probenoberfläche schwarz ist. Die grüne
Ebene enthält die Schnitte der Kegel zu (111) und (22̄0) (weiß markiert), jedoch nicht die
Schnitte von (1̄1̄1̄) und (2̄20).
Abbildung 5.44.: Räumliche BIV-Simulation von Silizium für zwei diskrete Energien (blau:
80 keV, violett: 50 keV) zu den Netzebenen (111), (1̄1̄1̄), (22̄0) und (2̄20) (vgl. Abbil-
dung 5.41, rechts). Zusätzlich zur stärkeren Vergrößerung im Vergleich zu Abbildung 5.43
wurden hier die Extinktionskegel eingezeichnet. Um noch etwas Übersichtlichkeit zu erhal-
ten, sind diese unabhängig von der zugehörigen Wellenlänge rosa und in der Größe leicht
variiert. Die Fläche der Intensitätsminima (rot, rosa-rosa-Schnitte; umrandet) ist parallel
zur Fläche der Intensitätsmaxima (grün, blau-blau- und gelb-gelb-Schnitte; umrandet).
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Röntgeninspektionsaufnahmen
6.1. Rekonstruktion optimal belichteter Aufnahmen
Voraussetzungen und Problemstellung
Bei der Röntgeninspektion sind im Allgemeinen folgende Parameter durch den Operator
frei wählbar:
1. Die Röhrenspannung U
Durch die Wahl der Spannung wird die Gestalt des Bremsberges, d. h. das Spektrum
der ausgesendeten Strahlung verändert. Insbesondere trifft dies auf die kurzwellige
Kante der Strahlung zu. Da die Schwächung in einem Material abhängig von der
Wellenlänge bzw. der Energie der Strahlung ist, kann der nutzbare Kontrast der
Aufnahmen mit der Spannung geändert werden.
2. Der Röhrenstrom J
Der Röhrenstrom wirkt sich linear auf die Gesamtintensität aus. Er muss so gewählt
werden, dass die Aufnahme weder unter- noch überbelichtet wird. Wenn dies bereits
erfüllt ist, hat eine Änderung keinen Einfluss auf den Nutzkontrast.
3. Die Belichtungszeit t
Die Wahl der Belichtungszeit gibt an, für welchen Zeitraum der Detektor der Bestrah-
lung durch die Röntgenröhre ausgesetzt wird. Eine Veränderung der Belichtungszeit
verhält sich dabei analog zur Veränderung des Röhrenstroms: Eine hohe Belichtungs-
zeit erhöht die Gesamthelligkeit der Aufnahme, eine niedrigere Belichtungszeit senkt
sie.
Die klassische Herausforderung der Röntgeninspektion besteht darin, diese drei Parame-
ter in ausgewogener Weise zu wählen, so dass der Kontrast der Abbildung in jedem Bereich
gleichzeitig möglichst groß ist. Es sollen also weder über- noch unterbelichtete Gebiete vor-
liegen. Bei inhomogenen Proben kann dies nicht immer erreicht werden. Zusätzlich können
unterschiedliche Stoffe verschiedener Dicke die gleiche Röntgenschwächung aufweisen, wo-
durch einige Arten von Inhomogenitäten bzw. Materialdefekten nicht sichtbar gemacht
werden können.
Im Rahmen der vorliegenden Arbeit wurde deshalb ein neuartiges Verfahren zur Infor-
mationsgewinnung aus unterschiedlichen Einzelaufnahmen entwickelt und in einem Com-
puterprogramm implementiert (vgl. Anhang A.3). Durch den Einsatz verschiedener Para-
meter U , J und t besteht so die Möglichkeit, trotz gleichbleibender Aufnahmegeometrie
einzelne Bildbereiche zu betrachten und dort den jeweils besten Kontrast herzustellen. Mit-
tels einer Kombination solcher Einzelaufnahmen kann ein Ergebnisbild entstehen, welches
in jedem Bildsegment besonders kontrastreich ist. Bei der Bildrekonstruktion, d. h. dem
Zusammensetzen aller dieser Einzelaufnahmen, muss darauf geachtet werden, dass zwei
unterschiedliche Bereiche nicht dieselben Grauwerte für Punkte verschiedener Röntgen-
schwächung verwenden (vgl. Proben in Abbildung 6.1 und Aufnahmen in Abbildung 6.2
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bzw. Abbildung 6.3). Die Stifte wurden hier als Proben ausgewählt, weil so ein Überblick
eine sehr breite Werkstoffauswahl in einer einfach zu interpretierenden Aufnahme präsen-
tiert werden kann. Alle Bleistifte zeigen außen Lack um einen Holzmantel, dessen größter
Massenanteil durch die Elemente Kohlenstoff und Sauerstoff ausgemacht wird. Ihre Mine
besteht auch zu einem großen Teil aus Kohlenstoff, aber in Form von Graphit. Zusätz-
lich ist darin Ton enthalten, um den Härtegrad einzustellen (hier: HB). Die Filzstifte und
Kugelschreiber bestehen aus Hüllen bzw. Kappen die von Aluminium bis zu unterschiedli-
chen Polymeren reichen. Ihre verschiedenen Tinten werden in ebenfalls verschiedenartigen
Polymerstrukturen gehalten. Beim Kugelschreiber sind zudem zwei Stahlfedern und die
Hartmetallkugel zu beachten.
Die Identifikation der jeweiligen Werkstoffe ist ausdrücklich kein Ziel der Bildrekon-
struktion, wie sie in diesem und dem nächsten Abschnitt diskutiert wird. Unterschiedliche
Materialien bzw. deren Überlagerungen sollen lediglich qualitativ gegenübergestellt wer-
den. Abschnitt 6.3 zeigt dagegen verschiedene Möglichkeiten zur Erkennung spezifischer
Werkstoffe auf.
Abbildung 6.1.: Stifte in derselben Reihenfolge, wie sie in den folgenden Beispielaufnahmen
gezeigt werden.
Zusammengefasst soll deshalb ein Bild im Rahmen dieser Arbeit als optimal belichtet
bezeichnet werden, wenn folgende Bedingungen erfüllt sind:
1. Jeder Bildbereich besitzt lokal mindestens den bestmöglichen Kontrast, der durch
eine einzelne Röntgeninspektionsaufnahme erzielbar ist.
2. Bildpunkte, welche Probenbereichen unterschiedlicher Werkstoffkombinationen ent-
sprechen, werden unterschiedlich dargestellt.
Mittels einer streng monotonen Zuordnung der Röntgenschwächung zu Graustufen wird
die qualitative Beurteilung der Ergebnisbilder vereinfacht, da sie so wie klassische Rönt-
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Abbildung 6.2.: Diese drei Aufnahmen zu 20, 100 und 190 kV stehen beispielhaft für eine
Messreihe von 20 bis 190 kV in 10 kV-Schritten. Alle Aufnahmen wurden tonwertkorrigiert,
um den maximalen Kontrast sichtbar zu machen. Nur in der 20 kV-Aufnahme taucht der
Probenhalter (Steckschaum) als Artefakt unten im Bild auf. Die Rekonstruktionsbilder der
folgenden Seiten basieren auf genau diesen Daten (z. B. Abbildung 6.3).
Abbildung 6.3.: Rekonstruktionsbild der Summenmethode für die Proben aus Abbil-
dung 6.1 bzw. Abbildung 6.2. Das tonwertkorrigierte Roh-Graustufenbild kann nicht alle
Daten für das menschliche Auge visualisieren, weshalb rechts auch eine der möglichen
Falschfarbendarstellungen gezeigt wird.
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geninspektionsaufnahmen interpretiert werden können. Dies bedeutet, dass z. B. sehr helle
Grauwerte als sehr geringe Schwächung und sehr dunkle Werte als starke Schwächung
interpretiert werden können. Da das menschliche Auge nur ein relativ begrenztes Auflö-
sungsvermögen von Graustufen besitzt, ist in vielen Fällen der Einsatz von Falschfarben
vorteilhaft, während zur computergestützten Berechnung der Einsatz von 16 bit- (oder hö-
her aufgelösten) Graustufenbildern einfacher und schneller ist. Im Folgenden werden des-
halb im Text und in den Formeln Graustufen behandelt, obwohl die aufbereiteten Beispiele
zur besseren Visualisierung teils Falschfarben zeigen.
Durch die Auswahl aus drei verschiedenen Aufnahmeparametern ergibt sich beim Ein-
satz von zweidimensionalen Detektoren ein fünfdimensionaler Datenraum. Die direkt vom
Detektor entnommenen Grauwerte sollen dabei in folgender Weise bezeichnet werden:
p : R5 −→ R
(x, y, U, t, J) 7−→ pxy (U, t, J)
x ∈ {0, . . . , Ax − 1}, y ∈ {0, . . . , Ay − 1} .
(6.1)
In Gleichung (6.1) geben x und y die Koordinaten des jeweiligen Pixels pxy an, wobei
mit Ax bzw. Ay die Auflösung der Aufnahme in der jeweiligen Richtung bezeichnet wird.
Um die Zahl der notwendigen Einzelaufnahmen gering zu halten, ist es zweckmäßig, die
Zahl der genutzten Aufnahmeparameter an die Situation anzupassen. Für eine hohe Be-
schleunigungsspannung sind möglicherweise nur wenige unterschiedliche Belichtungszeiten
notwendig, da für hohe Belichtungszeiten die Aufnahmen überbelichtet werden und da-
durch Kontrast verlieren. Die Parameter sollen dabei in folgender Weise geordnet werden
(mit m = m (i) und k = k (j (i))):
U1 <
t1 (Ui) <
J1 (tj (Ui)) <
U2 < . . . <
t2 (Ui) < . . . <





Um die Übersichtlichkeit zu verbessern, werden im Folgenden Aufnahmen mit gleicher
Beschleunigungsspannung zusammengefasst. Für den Pixelwert pxy (U) gelte dann:
pxy (U) := t1 (U) J1 (t1 (U))
∑
t,J
pxy (U, t, J)
tJ
. (6.3)
Falls zu jeder Spannung nur eine Integrationszeit und ein Röhrenstrom genutzt werden,
bedeutet dies keine Änderungen. Falls jedoch unterschiedliche Parameter genutzt werden,
wird ein Ersatzbild als gewichtetes Mittel der zugehörigen Einzelaufnahmen bestimmt.
Gleichung (6.3) enthält implizit ebenso das Framebinning, d. h. die Mittelung von Aufnah-
men mit gleichen Parametern zur Rauschreduktion.
Abbildungskorrekturen
Bei der Aufnahme von Durchstrahlungsaufnahmen sind insbesondere für Anwendungen
in der Sicherheitstechnik möglichst großformatige Flat Panels erforderlich, da nur dann
die Forderung nach schnellen, hochauflösenden Aufnahmen von großen Probengebieten
wie bspw. ganzen Koffern erfüllt werden kann. Ein Nachteil dieser Detektoren ist die un-
terschiedliche Aufnahmecharakteristik einzelner Bildpunkte. Dies bedeutet, dass einzelne
Pixel selbst bei ausgeschalteter Röntgenröhre, d. h. ohne Bestrahlung, unterschiedliche In-
tensitäten statt der theoretischen "Null" besitzen. Ein analoges Verhalten tritt auch bei
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Bestrahlung auf, wodurch die Messergebnisse einzelner Pixel zunächst nicht vergleichbar
sind. Zusätzlich wird durch die winkelabhängig unterschiedlich intensive Röntgenstrahlung
(vgl. Gleichung (2.21)) ein deutlich sichtbarer Intensitätsverlauf über der Detektorfläche
aufgezeichnet (vgl. Abbildung 6.4). Durch die Überlagerung dieser Effekte mit dem Bild
einer Probe wird die Bewertung der Gesamtaufnahme erschwert (vgl. Abbildung 6.5).
Die Möglichkeit, alle diese Einflüsse gleichzeitig zu kompensieren, ist durch die Nutzung
einer bestimmten Tonwertkorrektur (engl. "flat-field correction") gewährleistet:
1. Die Aufnahmeparameter werden festgelegt und während der folgenden Schritte nicht
geändert.
2. Es wird ein Dunkelbild aufgezeichnet, d. h. der Detektor nimmt bei abgeschalteter
Röntgenröhre ein Bild mit Pixelwerten dxy auf.
3. Nun wird ein Hellbild aufgenommen, d. h. der Detektor nimmt bei aktivierter Röhre,
jedoch ohne Probe im Strahlengang, ein Bild mit Pixelwerten hxy auf.
4. Dieser Schritt entspricht der eigentlichen Aufnahme der Probe. Mit weiterhin akti-
vierter Röhre wird die Probe an der gewünschten Position im Strahlengang positio-
niert und die Rohpixelwerte qxy werden detektiert.




Das Ergebnisbild würde so ohne Probe lediglich Rauscheinflüsse zeigen. Solange die
Röhrenparameter nicht verändert werden, können die Schritte eins bis drei ausgelassen
werden, was insbesondere für die Anfertigung von Tomographien und Laminographien
eine wichtige Zeitersparnis darstellt.
Die Steuersoftware des in dieser Arbeit verwendeten Laminographiesystems diondo d2
nutzt eine Modifikation dieses Vorgehens. Hell- und Dunkelbild werden jeweils mehrfach
aufgenommen und dann gemittelt. Dies reduziert das Rauschen in den Korrekturen, was








Bei einem 16 bit-Detektor (65536 Graustufen), wie er im genutzten System verbaut ist,
wird so bei einem durchschnittlichen Grauwert des Hellbildes von 50000 mit einem Faktor
von ca. 76,3 % multipliziert. Dies ist vorteilhaft, da so Rauschen in beide Intensitätsrich-
tungen aufgezeichnet werden kann, statt abgeschnitten zu werden. Zusätzlich sind Bedien-
und Gerätefehler, wie bspw. eine nachträgliche Erhöhung des Röhrenstroms, leichter er-
kennbar. Ebenso bleibt der maximale Helligkeitswert mit dieser Korrekturvariante nahezu
gleich gegenüber der unkorrigierten Aufnahme, was für den Operator bequemer sein kann.
Zu beachten ist bei Nutzung der beschrieben Korrektur, dass die beim Durchstrahlen der
Probe resultierenden Spektren in jedem Pixel voneinander abweichen können, insbesondere
wenn die Probe aus unterschiedlichen Materialien besteht (vgl. verallg. Lambert-Beersches
Gesetz). Diese stimmen dann insbesondere nicht mehr mit dem Spektrum des Hintergrun-
des überein, welches jedoch Grundlage für die Korrektur war.
Wenn z. B. eine hohe Beschleunigungsspannung genutzt wird, dann bleibt nach der
Durchstrahlung einer dünnen Kupferscheibe nur ein geringer Teil der weichen und ein hoher
Teil der harten Strahlung übrig. Bei der Durchstrahlung einer PVC-Platte mit identischer
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Abbildung 6.4.: Aufnahmen zur Detektorkorrektur: Das Dunkelbild (links) wird bei aus-
geschalteter Röntgenröhre aufgezeichnet. Zur Verdeutlichung für das menschliche Auge
wurde hier eine Hälfte des Bildes tonwertkorrigiert: Grauwerte unter 4500 wurden auf 0
gesetzt, Werte ab 4800 auf 65535 und dazwischen linear interpoliert.
Das rechte Hellbild wird bei aktivierter Röntgenröhre ohne weitere Korrekturen aufgenom-
men. Sichtbar ist die Symmetrie der ausgesendeten Strahlungsintensität, überlagert mit
der unterschiedlichen Empfindlichkeit einzelner Detektorpixel. Die hier genutzte Tonwert-
korrektur spreizt die Grauwerte 17500 bis 23000 auf den Bereich von schwarz (0) bis weiß
(65535).
resultierender Intensität bleibt jedoch im Vergleich weniger weiche als harte Strahlung üb-
rig. Diese prinzipiell gleiche Intensität wird jedoch vom Detektor mit unterschiedlichen
Grauwerten bewertet, da die Interaktionswahrscheinlichkeit in der Detektionsschicht mit
hoher Quantenenergie abnimmt. Damit wird die Schwächung von PVC unterbewertet (vgl.
z. B. Gleichung (2.29)). Durch die Korrektur verschiebt sich dieser Wert noch mehr in
Richtung Null, was das Verhältnis der eigentlichen gleichen Intensitäten nach Proben-
durchgang weiter vom Wert 1 entfernt. Ebenso beeinflussen das elektrische Rauschen und
ggf. die Firmware oder Auslesesoftware des Detektors das Ergebnis. Damit verändert sich
das Lambert-Beersche Gesetz für die im Ergebnisbild enthaltenen Intensitäten zu:






Hier beschreibt die Funktion D alle Einflüsse des Detektors auf die sichtbaren Intensitä-
ten in Abhängigkeit von der Quantenenergie. Auf Grund der vielfältigen Einflüsse, die bei
normalen Flat Panels, wie dem in dieser Arbeit genutztem Varex 4343DX-I, nicht vonein-
ander trennbar sind, kann D statt durch eine analytische Beschreibung höchstens durch
eine Approximation erfasst werden.
Ein weiterer Typ von Korrekturen ist nötig, da die Detektoren meist Fehlerpixel aufwei-
sen. Diese reagieren nicht oder falsch auf Änderungen der Strahlungsintensität und werden
daher nicht für die Erstellung des Ergebnisbildes herangezogen. Durch geeignete Interpo-
lationen der nicht defekten Nachbarpixel können trotzdem meist sinnvolle Grauwerte an
den jeweiligen Stellen berechnet werden. Für die in dieser Arbeit diskutierte Auswertung
hat das keinen direkten Einfluss. Es muss jedoch beachtet werden, dass die Details an der
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Abbildung 6.5.: Zur Verdeutlichung des Korrektureinflusses wurde hier derselbe vergrößerte
Ausschnitt einer Aufnahme ohne Detektorkorrekturen (links) und mit Korrekturen (rechts)
nebeneinandergestellt. Prinzipiell ist in beiden Bildern dieselbe grobe Struktur zu erkennen,
jedoch sind Details und Grenzflächen in der korrigierten Aufnahme deutlich leichter zu
erfassen.
Auflösungsgrenze bei Detektoren mit sehr vielen defekten Pixeln durch Interpolationsarte-
fakte überlagert werden können. Es ist prinzipiell möglich, dass diese Fehler durch die im
Folgenden dargestellten Algorithmen jeweils verstärkt oder auch abgeschwächt werden.
Bildrekonstruktion mittels erweiterter Grenzwertmethode
Die im Folgenden beschriebene Herangehensweise basiert auf dem von Schiefer als Grenz-
wertmethode bezeichneten Algorithmus [216] (vgl. Abschnitt 2.5), dessen großer Vorteil
die besonders schnelle Berechnung des Ergebnisbildes mit einem starken Kontrast ist. Im
Gegensatz zur Summenmethode stehen durch die Wahl der Grenzwerte, also der über-oder
unterschrittenen Schwellwerte der Graustufen für jeden Pixel, zusätzliche Parameter zur
Bildoptimierung zur Verfügung (vgl. Abbildung 6.3 und Abbildung 6.6).
Ein entscheidender Nachteil ist jedoch die Beschränkung der Zahl der darstellbaren Grau-
stufen auf die Anzahl der eingesetzten Aufnahmeparameterkombinationen. Zusätzlich wird
durch Gleichung (2.39) der Einfluss von t und J so bewertet, dass Fehlinterpretationen ent-
stehen können. Als Veranschaulichung dieses Problems sollen zwei Varianten dienen: Bei
der Ersten ist U1 = 50 kV, U2 = 100 kV und jeweils J = 1mA. Bei der zweiten Variante
wird dagegen U1 = 50 kV mit J1 = 1 mA und U2 = 120 kV mit J2 = 0, 7 mA genutzt.
Ein wenig schwächendes Material wie bspw. Papier sieht in den Einzelaufnahmen beider
Varianten nahezu gleich aus, ein stark schwächendes Material wie z. B. Wolfram dagegen
deutlich unterschiedlich. Im Vergleich der Rekonstruktionen wird der gering schwächende
Werkstoff somit identisch bewertet, der stark schwächende aber nicht. Ein Endanwender
müsste also für eine größere Zahl von potentiell zu unterscheidenden Materialien je Satz
von Aufnahmeparametern eine eigenständige Interpretationshilfe an die Hand bekommen,
z. B. eine Sammlung von Referenzaufnahmen. Das erschwert den praktischen Einsatz aber
deutlich.
Um den möglichen Kontrast dieser Rekonstruktion zu beschreiben, ist die Betrachtung
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Abbildung 6.6.: Rekonstruktionsbilder der Grenzwertmethode mit linearer Verteilung der
Grenzwerte. Es sind von links nach rechts die Ergebnisse von 10, 100 und 1000 Grenzwerten
abgebildet (vgl. Abbildung 6.8).
der Maximalzahl der möglichen Graustufen im Ergebnisbild nötig. Diese beträgt










wobei gmax die Zahl der nutzbaren Graustufen des Detektors darstellt. Typischerweise be-
wegt sich gmax im Bereich von 1024 bis 66536. Für den technischen Einsatz des Verfahrens
muss der Dynamikbereich mit der Einsetzbarkeit des Detektors über große Spannungsbe-
reiche und der Empfindlichkeit bzw. Aufnahmegeschwindigkeit abgewogen werden. Weiter
kann in der Praxis das Bildrauschen die zuverlässig unterscheidbare Zahl der Graustufen
weiter verringern, was sich im Verfahren ebenfalls durch ein niedrigeres gmax ausdrückt.
Zusätzlich zeigten Schiefer und Fischer bereits, dass mit einer bedeutend geringeren Zahl
an Grenzwerten g  gmax kontrastreiche Bilder rekonstruiert werden können, um die Ge-
nerierung der Ergebnisse zu beschleunigen [216, 217].
Durch eine zu hohe Zahl an Stufen wird auch der Einfluss des Bildrauschen sehr stark
erhöht. Insbesondere für hohe Ausgangsintensitäten, d. h. einem größeren Rauscheinfluss
durch die Röntgenröhre, kann das Rauschen zum Über- bzw. Unterschreiten von mehreren
Grenzwerten führen. Da durch die hohe Intensität das Bild auch generell eher hell ist, also
in einem Pixel nur ein kleiner Teil aller Grenzwerte unterschritten wird, führt dies zu einem
sehr großen relativen Fehler. Somit ist die Entwicklung einer Vorschrift zur Bestimmung
der optimalen Zahl von Schranken notwendig.
Analoges gilt auch ohne Rauschen: Durch die ungefähr quadratische Intensitätszunah-
me der Röntgenstrahlung bei steigender Beschleunigungsspannung (vgl. Integral von Glei-
chung (2.16)), bedeuten kleine Änderungen der Schwächung geringe Grauwertunterschiede
bei niedrigen Spannungen und große Unterschiede bei hohen Spannungen. Für die Bewer-
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tung der Aufnahme haben also bei hohen Beschleunigungsspannungen kleine Grauwert-
unterschiede nur eine geringe Relevanz. Es ist somit zweckmäßig, die Schranken für hohe
Werte weniger dicht zu setzen. Ohne Spezialisierung des Verfahrens auf bestimmte Mate-
rialien ist eine stetige und streng monoton wachsende Funktion sinnvoll. Eine Möglichkeit
ist:
Grenzwert gi = c · i2 mit c =
max. möglicher Grauwert
(Anzahl der Grenzwerte)2
, i = 1, 2, . . . (6.7)
Da dieses Vorgehen auch als quadratische Näherung von anderen Grenzwertverteilungen
betrachtet werden kann, sind für praktisch relevante Ergebnisse keine Alternativen nötig.
Der oben beschriebene, verstärkende Einfluss des Röhren-Rauschens bei hohen Spannungen
wird so ebenfalls gemindert.
Durch die Grenzwertmethode ergeben sich dann insbesondere beim Vergleich stark schwä-
chender Materialien deutliche Unterschiede. Da die detektierten Grauwerte dort klein sind,
werden sehr viele Grauwerte unterschritten und insgesamt ein großer Wert F generiert (vgl.
Gleichung (2.39)). Durch die niedrigen Grauwerte ist aber der relative Einfluss des Detek-
tor-Rauschens größer. Einzelne Pixel können so insgesamt leicht über- oder unterbewertet
werden. Da es praktisch naheliegend ist, bei niedrigeren Spannungen, d. h. energetisch in
der Nähe der Absorptionskanten, viele Aufnahmen anzufertigen, vergrößert das weiter den
Einfluss stark schwächender Werkstoffe auf das Gesamtbild. Es ist daher zweckmäßig, ein-
zelne Aufnahmen mit Gewichten zu versehen. Dies bedeutet, dass zwar alle detektierten
Werte beachtet werden, aber das ein Ergebnisbild auch quantitativ vergleichbar mit dem
Resultat einer anderen Aufnahmeserie mit abweichenden Parametern wird.
gewichtet:
ungewichtet:
0 50 100 150 U [kv]
Abbildung 6.7.: Überblick zu den Spannungen der einzelnen Messungen. Die unterschied-
lichen Kreisradien entsprechen den jeweiligen Gewichten, wobei die Überlappungen eine
zu hohe Gewichtung der jeweiligen Energiebereiche symbolisieren (vgl. Abbildung 6.6 und
Abbildung 6.8).
Durch den proportionalen Zusammenhang E = eU zwischen Quantenenergie und Be-
schleunigungsspannung entspricht die Bewertung einzelner Energien bzw. Spektren einer
Gewichtung der Beschleunigungsspannungen. Das Ziel dabei ist, möglichst viele Quan-
tenenergien zur Berechnung des Ergebnisbildes heranzuziehen. Prinzipiell sind unendlich
viele Arten solcher Gewichtungen möglich. Besonders leicht lässt sich aber die Häufung














beschreiben. Wenn z. B. die Durchschnittsspannung kleiner als die mittlere Spannung ist,
werden die Informationen der Strahlung hoher Wellenlängen überbewertet. Durch die Ein-










erfüllen. Auch hier gibt es unendlich viele Möglichkeiten zur Bestimmung der wi. Mit
Hinblick auf Geschwindigkeit, Computergenauigkeit und Stabilität sowie dem oben be-
schriebenen, mit steigendem i zunehmenden Abstand Ui+1 − Ui ist der lineare Ansatz
wi = cG · Ui (6.11)
mit einem zu ermittelnden Wert cG vorteilhaft. Aus Gleichung (6.10) folgt (vgl. Abbil-









Abbildung 6.8.: Rekonstruktionsbilder der Grenzwertmethode mit quadratischer Vertei-
lung der Grenzwerte. Es sind von links nach rechts die Ergebnisse von 10, 100 und 1000
Grenzwerten abgebildet (vgl. Abbildung 6.6, insbesondere die Kontraste der Federn).
Mit diesem Ergebnis können alle mittels Grenzwertmethode rekonstruierten Aufnahmen
derselben mittleren Spannung direkt verglichen werden. Dies ist insbesondere bei iden-
tischer Gerätetechnik leicht zu erfüllen, da ein möglichst kleines U1 und ein großes Un
durch Röhre und Detektor beschränkt sind, aber immer ausgelotet werden sollten, um
Schwächungsinformationen über die maximale spektrale Bandbreite erhalten zu können.
Alternativ kann auch eine Referenzspannung festgelegt werden. Für eine 100 kV-Referenz
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Auch wenn für alle in dieser Arbeit betrachteten Beispiele eine Häufung der hohen Span-
nungen, d. h. UD > UM , nicht eingesetzt wird, könnte dies trotzdem genutzt werden. In dem
Fall erscheint der gewählte Ansatz zunächst problematisch. Aus Gleichung (6.11) folgt, dass
trotzdem hohe Spannungen ein großes Gewicht erhalten, die hohen Energien also deutlich
überbewertet werden. Die Vergleichbarkeit der Ergebnisse ist jedoch weiterhin gegeben,
lediglich die visuelle Präsentation der Ergebnisbilder muss angepasst werden. Dies ist aber
ohnehin für alle Aufnahmeserien nötig, da fmax im Allgemeinen zu groß für eine einfache
Darstellung ist (vgl. Gleichung (6.6)). Neben den individuellen Beschränkungen durch das
menschliche Auge sind die technischen Grenzen von typischen Computermonitoren mit
lediglich 256 oder teils nur 64 Graustufen ein deutliches Hindernis bei der Visualisierung.
Es muss also in jedem Fall eine zusätzliche Tonwertkorrektur und ggf. eine Transforma-
tion in Falschfarben stattfinden, um die gewünschten Informationen an das menschliche
Auge zu adaptieren. Da der Grauwertbereich der gesuchten Informationen im Ergebnisbild
vor der Berechnung i. A. nicht bekannt ist, müssen zunächst Heuristiken oder dynamische
Anpassungen durch den Anwender genutzt werden.
Neben der hyperbolischen Tonwertkorrektur, wie sie von Schiefer eingesetzt wurde [216],
bieten sich ähnliche logarithmische oder quadratische Transformationen des Rekonstrukti-
onsergebnisses an. Keine dieser Varianten tritt als besonders vorteilhaft hervor.
Bildrekonstruktion mittels Schwächungsapproximation
Ein Ziel der Multi-Energie-Radiographie ist die Abgrenzung verschiedener Werkstoffe im
gleichen Bild voneinander. Die unterschiedlichen Schwächungen bedeuten eine Verdunklung
der jeweiligen Detektorpixel gegenüber dem Hellbild, was mit den relativen Intensitäten
IR :=
∫
I (E)S (E) dE∫
I (E) dE
mit S (E) := e−
∫
µ(E,s)ds (6.14)
aus dem Lambert-Beerschen Gesetz korrespondiert. In dieser Gleichung sind die Einflüsse
der Röntgenröhre und der Probe enthalten. Zusätzlich spielt jedoch die spektrale Empfind-
lichkeit des Detektors eine Rolle:
∫





D (E) I (E)S (E) dE∫
D (E) I (E) dE
(6.15)
Die Funktion D beschreibt unter anderem Sättigungseffekte, die geringere Quanteneffizienz
bei hohen Energien sowie Über- und Unterbelichtungseffekte. Der gesamte Einfluss ist i. A.
nicht stetig und auch typischerweise vom Hersteller nicht in dem Detail angegeben, der zur
rechnerischen Kompensation nötig ist. Zudem kann eine solche Kompensation nicht immer
durchgeführt werden: Bei einem typischen 16 bit-Detektor kann der Grauwert 0 sowohl 0, 2
als auch 0, 4 bedeuten.
Als Ausweg muss der Detektor immer in einem Bereich betrieben werden, in dem sich die
relevanten Pixel annähernd linear verhalten, wo also D (E) konstant ist. Es sind somit für
deutlich unterschiedliche Ui zwingend abweichende Röhrenströme und Integrationszeiten
nötig. Für die relative Intensität der realen Messwerte pxy gilt dann:
IR ≈
pxy (U, t, J)
pmaxxy (U, t, J)
(6.16)
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Der Wert pmaxxy entspräche dabei dem Grauwert des jeweiligen Pixels ohne die Probe im
Strahlengang. Dies erfordert zum einen zusätzlichen Messaufwand, zum anderen kann pmaxxy
gerade schon im überbelichteten bzw. nichtlinearen Detektionsbereich liegen, während pxy
noch bei linearem Verhalten aufgezeichnet wird. Praktisch relevant ist das unter anderem,
wenn die Probe sehr stark schwächt und selbst sonst unterbelichtet würde. Zur Vermeidung





Die Gerätekonstante K enthält den Einfluss der Röntgenröhre und die Zuordnung der In-
tensität zu Grauwerten im Detektor. Eine aufwendige Berechnung von K kann vermieden
werden, da nur der Vergleich der Einzelaufnahmen relevant ist. Zudem sind diese Werte
nur Zwischenergebnisse. Die Transformation des Endresultats in darstellbare Grauwerte
enthält implizit die Multiplikation von IR mit K (vgl. auch Abbildung 6.34). Der Rekon-
struktionsalgorithmus läuft dann prinzipiell in folgender Weise ab:




2. Es werden Funktionen fxy (U) ermittelt, so dass fxy (Ui) ≈ rxy (Ui) gilt.
3. Die Parameter der Funktionen fxy werden geeignet visualisiert.
Hierbei ist die Auswahl der Funktionen fxy von entscheidender Bedeutung, da sie die Ein-
flüsse von Röhre, Probe und Detektor auf die Strahlung modellieren müssen. Im Rahmen
dieser Arbeit wurde für eine Aufnahmeserie immer die gleiche Art von Funktion genutzt.
Nur so kann erreicht werden, dass dieselbe Probe bzw. dasselbe Material an verschie-
denen Positionen auf dem Detektor identisch abgebildet wird. Falls z. B. rekonstruierte
Aufnahmen baugleicher und identisch positionierter Proben auf einem Fließband lediglich
miteinander verglichen werden sollen, kann es aber sinnvoll sein, auf diese Forderung zu
verzichten.
Da die Funktionen fxy für jede Pixelposition bestimmt werden müssen, sollte die zuge-
hörige Ausgleichsrechnung schnell ablaufen. Für den genutzten Detektor mit 9 ·106 Einzel-
pixeln wäre selbst eine Rechenzeit von jeweils nur 100 ms hemmend. Zusätzlich sollte die
Anpassung stabil sein, d. h. auch bei schlechten Startwerten konvergieren. Dies ist wichtig,
da gute Startwerte ohne Detailkenntnisse über die eigentlich zu untersuchende Probe nicht
ermittelbar sind. Zudem folgt aus Gleichung (6.14), dass die Funktionen streng mono-
ton steigend sein sollten. Aus physikalischer Sicht entspricht dies genau der abnehmenden
Schwächung mit zunehmender Strahlungshärte. Theoretisch müsste nach dem Modell auch
fxy (0 kV) = 0 gelten, da nach Gleichung (2.34) die Schwächung unendlich groß wird. Mit










e−µ(Emax)d = 0. (6.18)
Diese Forderung ist zwar aus rein mathematischer Sicht im gewählten Modell sinnvoll,
praktisch können aber keine Messpunkte mit solch niedrigen Spannungen gewählt werden,
da die Grenzen der elektrischen Versorgung bzw. der Leistungsaufnahme der Röhre erreicht
werden. Das Versagen des Modells bei solchen nicht messbaren Aufnahmen ist praktisch
irrelevant. Auf die Eigenschaft fxy (0 kV) = 0 kann daher verzichtet werden.
Insgesamt folgt aus der Gesamtheit der Forderungen, dass vorrangig Polynomfunktionen
niedriger Ordnung eingesetzt werden sollten. Dies kann auch als eine Taylor-Näherung ent-
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sprechender Ordnung von der wahren Funktion betrachtet werden. Tabelle 6.1 gibt einen
Überblick zu den in dieser Arbeit demonstrierten Varianten (vgl. auch Abbildung 6.9).
Mit dem erarbeiteten Auswertungsprogramm besteht für den Anwender die einfache Mög-








Die Ergebnisse sind besonders schnell zu berechnen. Geo-
metrisch entspricht diese Funktion einer Sekante durch die
eigentliche Schwächungsfunktion (vgl. Gleichung (6.14)).
Messergebnisse zeigten frühzeitig, dass die lineare Approxi-
mation zu wenige Informationen für eine zuverlässige Stoff-
diskriminierung liefert. Die Anforderung an die Monotonie




Ebenfalls leicht berechenbar, ohne dass Wendepunkte den
Kurvenverlauf stören. Falls die Anforderung an die Monoto-
nie verletzt wird, ist der Ausgleich fehlgeschlagen, was leicht
automatisch erfasst werden kann. Durch eine Anpassung der





Die Abweichung zwischen Messwerten und approximierter
Funktion ist gering, jedoch werden durch Wendepunkte und
lokale Extrema Kurven angepasst, welche zu schwer inter-
pretierbaren Ergebnisbildern führen (vgl. Abbildung 6.13).
U−Ui
Ui+1−Ui rxy (Ui+1)
+ Ui+1−UUi+1−Ui rxy (Ui)
für Ui ≤ U,
U ≤ Ui+1
Die lineare Interpolation der Messwerte bietet die positiven
Eigenschaften der linearen Approximation mit zusätzlichen
Informationen zur Schwächung, z. B. der Differenz zwischen






Statt die relative Intensität selbst durch eine Funktion an-
zunähern, kann für S (E) eine Funktion angenommen wer-
den. Mit einer geeigneten Beschreibung des Röhrenspek-
trums können die Integrale für jeden Ausgleichsschritt nu-
merisch berechnet werden. Extrem zeitaufwendig aber po-
tentiell sehr genau bietet sich dieses Vorgehen insbesondere
zum Vergleich ausgewählter Pixel an.
Tabelle 6.1.: Funktionen, welche die Schwächung in Form der detektierten relativen Inten-
sitäten unterschiedlicher Beschleunigungsspannungen beschreiben (vgl. Abbildung 6.11 bis
6.13).
Die Darstellung der jeweiligen Ergebnisse stellt eine eigene Herausforderung dar. So
werden bspw. bei der quadratischen Approximation pro Pixel drei Parameter ai berechnet.
Diese können theoretisch Werte aus dem gesamten Bereich der reellen Zahlen annehmen.
Durch die lineare Transformation
ai (x, y) = 65535 ·
max
x,y








6.1. Rekonstruktion optimal belichteter Aufnahmen
werden Werte ai generiert, die als typisches 16 bit-Graustufenbild angezeigt werden können.
Die Beurteilung der drei Ergebnisbilder bleibt aber weiterhin schwierig, da jeweils nur eine
Teilmenge der Grauwerte überhaupt auf Monitoren angezeigt werden kann. Ebenso sind die
Schwächungsinformationen auf mehrere Bilder verteilt. Dies führt zu verschiedenfarbigen
Darstellungen in Abbildung 6.11, Abbildung 6.12 und Abbildung 6.13.
Die Ergebnisbilder ai (x, y) können auch als Farbkanäle eines RGB- oder HSV-Bildes
interpretiert werden. Ähnliches oder deutlich unterschiedliches Schwächungsverhalten wird
so für gleiche Materialdicken farblich codiert. Durch die angegebene Transformation wer-
den insbesondere die deutlichsten Unterschiede sehr kontrastreich dargestellt. Bei Aufnah-
men von Proben mit stark verschiedenen Dicken kann es daher vorkommen, dass winzige
Abweichungen, wie sie bspw. durch unterschiedliche Beschichtungen oder Korrosion ent-
standen sind, nicht sofort klar ersichtlich sind. Durch Methoden der Bildverarbeitung sind
diese Informationen aber nachträglich für eine bessere Visualisierung verstärkbar. Alter-
nativ könnte man die ursprünglichen Aufnahmen auf genau die interessante Probenstelle
zuschneiden. Die Entscheidung, welches Vorgehen besser ist, muss der Anwender anhand
der jeweiligen Proben und Aufgabenstellungen jedoch selbst treffen.





























Abbildung 6.9.: Vergleich von Funktionen gemäß Tabelle 6.1. Die real vorliegenden Da-
ten wurden aus Gründen der Übersichtlichkeit von 60000 Punkten auf 6 gemittelte Werte
gekürzt (6 Probendicken zu je 10000 Pixeln mit Divergenzkorrektur aus Abschnitt 6.3).
Klar zu erkennen ist, dass die lineare Interpolation das schlechteste Ergebnis liefert. Der
Vergleich der anderen Methoden ist visuell schwierig, weshalb in Abbildung 6.10 eine al-
ternative Darstellung gewählt wurde.
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Abbildung 6.10.: Diese Darstellung enthält die Informationen aus Abbildung 6.9 bezüglich
der Abweichung zur linearen Approximation der Daten. Anhand dieses Bildes zeigt sich,
das die kubischen und quadratischen Approximationen einen sinnvollen Näherungsansatz
liefern.
Abbildung 6.11.: Aus der pixelweisen Approximation der Form aU+b folgen Ergebnisbilder
für die Parameter a und b (in dieser Reihenfolge abgebildet). Zur einfacheren Visualisierung
wurden die Daten auch zu einem Falschfarbenbild zusammengesetzt.
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Abbildung 6.12.: Analog zu Abbildung 6.11 entstehen bei einer quadratischen Approxima-
tion der Form aU2 + bU + c drei Ergebnisbilder für die drei Parameter a, b und c. Auch
hier wurde daraus ein Falschfarbenbild generiert.
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Abbildung 6.13.: Für die Approximation ax3+bxr+cx+d entstehen vier einzelne Ergebnis-
bilder a, b, c und d. Die Falschfarbendarstellung versucht alle berechneten Informationen
in einem Bild zu vereinen.
198
6.2. Anwendungsbeispiele der Bildrekonstruktion
6.2. Anwendungsbeispiele der Bildrekonstruktion
Musterkoffer
Durch Gepäckkontrollen an sicherheitsrelevanten Orten wie bspw. Flughäfen sollen Waf-
fen, Sprengstoff und ggf. Schmuggelgüter im Gepäck erkannt werden. Um die Eignung
der in dieser Arbeit entwickelten Methodik für diese Aufgaben zu demonstrieren, wurde
ein Musterkoffer mit verschiedenen Gegenständen befüllt, die sich in einem beliebigen Ge-
päckstück befinden könnten (vgl. Abbildung 6.14). Es sind dadurch in einer Aufnahme sehr
viele Objekte bzw. Werkstoffe gleichzeitig vertreten. In dem von Voigtländer angefertig-
ten Schaukoffer [245] wurden für die hier vorgestellten Aufnahmen folgende Gegenstände
untergebracht:
• Von vorne sichtbar (vgl. Foto in Abbildung 6.14): eine Wasserflasche, ein Deospray,
ein Handtuch, eine Uhr, ein Telefon
• Von vorne nicht bzw. nur schwer sichtbar: eine Computermaus, ein Bleistift, ein Filz-
stift, ein Kugelschreiber, ein Schraubendreher, ein Feuerzeug, zwei Batterien (Bau-
form AAA), eine Schachtel mit Tabletten, ein Teelicht
In einzelnen Durchstrahlungsaufnahmen sind die Gegenstände jeweils zu erkennen, die
Interpretation ist aber durch geringe Grauwertunterschiede in den Proben beschränkt (vgl.
100 kV-Aufnahme in Abbildung 6.14). Im Folgenden werden verschiedene Rekonstrukti-
onsbilder vorgestellt. Diese stammen alle aus einer Aufnahmeserie mit den in Anhang A.7
angegebenen Parametern.
Abbildung 6.14.: Foto des gefüllten Musterkoffers sowie eine Beispielaufnahme (100 kV,
vgl. Anhang A.7).
Aus der Grenzwertmethode ergibt sich immer ein Graustufenbild. Da aber sehr viele
verschiedene Graustufen in einem Bild sichtbar sind (s. Gleichung (6.6)), ist das Einfärben
zweckmäßig. Im Rahmen dieser Arbeit wurde dazu das Bildverarbeitungsprogramm ImageJ
genutzt. Dort stehen verschiedene Lookup-Tabellen (LUT) zur Verfügung. Die jeweiligen
Namen werden bei zugehörigen Bildern mit angegeben. Die Farbauswahl hängt in der
Praxis von der Probe, dem genutzten Monitor und dem persönlichen Farbempfinden ab.
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Abbildung 6.15.: Erweiterte Grenzwertmethode mit quadratischer Verteilung von 100
Grenzwerten. Es wurden die ImageJ -LUT "Royal" (links) und "Spektrum" (rechts) ge-
nutzt.
In dieser Arbeit können nur einzelne Vorschläge vorgestellt werden (vgl. Abbildung 6.15),
welche für den Praxiseinsatz, bspw. am Flughafen, möglicherweise nicht optimal sind.
Bei der Verwendung der Schwächungsapproximation aus Abschnitt 6.1 ergeben sich, je
nach Modellfunktion, verschiedendimensionale Resultate für jeden Pixel. Naheliegend ist
es, diese als Farbkanäle in einem farbigen Bild zu interpretieren. In Abbildung 6.16 wurde
zunächst dem Modellparameter a1 der rote Farbkanal und a0 der grüne und blaue Kanal
zugewiesen (vgl. Tabelle 6.1). Diese Werte wurden vorher linear tonwertkorrigiert. Dies
bedeutet, sowohl a0 als auch a1 nehmen Grauwerte von 0 bis 65535 an. Es überrascht
daher auf den ersten Blick, dass der Wert von a1 die Ergebnisse dominiert. Als Anstieg der
Modellfunktion beschreibt er aber im Wesentlichen, wie sich die Schwächung mit der Be-
schleunigungsspannung ändert, während a0 eher den Einfluss der Gerätekonstanten zeigt.
Dem ersten Resultat wurde daher in Abbildung 6.16 eine eingefärbte Variante des einzelnen
Parameters a gegenübergestellt. Während der Bleistift praktisch nicht zu sehen ist, kann
die Kugelschreiberkugel sehr gut vom restlichen Metall der Mine unterschieden werden.
Auch ist gut zu erkennen, dass die Tabletten innerhalb von zwei Blisterverpackungen und
einer zusätzlichen Pappschachtel liegen, während gleichzeitig Details des Feuerzeugs hinter
Handtuch und Uhr unterscheidbar bleiben.
Außerdem wurde in Abbildung 6.17 der Wert a1/a0 berechnet, um den schwachen Einfluss
von a0 zu verstärken. Es ergeben sich aber keine wesentlichen neuen Informationen. Einzel-
ne Bildbereiche zeigen sogar weniger Details. Das Handtuch und das Zerstäuberröhrchen
im Deospray sind bspw. nicht mehr zu sehen.
Für den quadratischen Fit aus Tabelle 6.1 gilt ähnliches wie für den oben beschriebenen
linearen Ausgleich. Durch die drei Parameter a2, a1 und a0 ist die Aufteilung auf die drei
Farbkanäle rot, grün und blau einfach. In Abbildung 6.18 ist links zu sehen, dass sich a2
und a0 sehr ähnlich verhalten, a1 jedoch anders. Es wurde daher in Abbildung 6.18 die
Differenz von a2 zu a1 berechnet und eingefärbt. In diesem Bild sind praktisch alle Details
gut zu erkennen und kontrastreich dargestellt.
In einer Vergrößerung der Aufnahme zeigt Abbildung 6.19, dass bspw. das Feuerzeug-
benzin gut zu erkennen ist, was in keiner der Einzelaufnahmen gut funktioniert. Auch sind
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Abbildung 6.16.: Lineare Rekonstruktion fxy (U) = a1U + a0 in jedem Pixel, sowie an-
schließende Tonwertkorrektur. Links wurde a1 rot und a0 cyan eingefärbt und als RGB-
Bild dargestellt. Rechts wurde der Wert a1 mittels ImageJ -LUT "Royal" eingefärbt.
Abbildung 6.17.: Im Unterschied zu Abbildung 6.16 wurde hier der Quotient a1/a0 berechnet
und mittels ImageJ -LUT "Spectrum" eingefärbt.
die Leiterbahnen innerhalb des Telefons scharf zu erkennen. Dies gelingt sonst nur bei Auf-
nahmen mit niedrigen Beschleunigungsspannungen von ca. 30 kV bis 50 kV. Dort sind aber
viele andere Details unterbelichtet, wie z. B. das Innere der Uhr. In der Uhr ist auch nur in
der Rekonstruktion zu erkennen, dass der Bodendeckel (Stahl) bzw. die Feder am Armband
und das Gehäuse (Resin) aus unterschiedlichen Materialien bestehen. Weiterhin ist nur in
der Rekonstruktion gleichzeitig mit all den genannten Details zu erkennen, dass sich die
Handtuchfalten in demselben durchstrahlten Bereich befinden. Zusätzlich wird auch grob
die Struktur der Kofferrückseite (Sperrholz) herausgearbeitet.
Analog zum Vorgehen im quadratischen Fall, zeigt sich auch bei kubischen Ausgleichs-
funktionen, dass trotz der hier vierdimensionalen Ergebnisse nur zwei Parameter relevant
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Abbildung 6.18.: Quadratische Rekonstruktion fxy (U) = a2U2 + a1U + a0 in jedem Pixel,
sowie anschließende Tonwertkorrektur. Links wurde a2 rot, a1 grün und a0 blau eingefärbt
und als RGB-Bild dargestellt. Rechts wurde die Differenz a2 − a1 berechnet und mittels
ImageJ -LUT "ICA" eingefärbt.
Abbildung 6.19.: Ausschnitt von drei Aufnahmen mit 30 kV, 100 kV und 190 kV (stei-
gende Bildhelligkeit, sinkender Kontrast) im Gegensatz zur Bildrekonstruktion aus Abbil-
dung 6.18.
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sind (vgl. z. B. Abbildung 6.20, links). Insbesondere verhält sich a3 wie a1 und a2 wie
a0 (Bezeichnungen gem. Tabelle 6.1). In Abbildung 6.20 wurde daher analog zu Abbil-
dung 6.18 die Differenz a3 − a2 eingefärbt. Durch die anderen Zahlenwerte im Vergleich
zum quadratischen Fit ändert sich auch die Darstellung der Resultate. Einige Details sind
besser, andere schlechter zu sehen. Mit Hilfe einer Veränderung der Lookup-Tabelle kann
das kompensiert werden. Zusammenfassend sind bei diesem kubischen Fit keine wesentli-
chen Verbesserungen gegenüber dem quadratischen Fall festzustellen. Für solche komplexen
Proben, kann also auf die einfacheren und schnelleren Funktionen zurückgegriffen werden.
Abbildung 6.20.: Kubische Rekonstruktion fxy (U) = a3U3 + a2U2 + a1U + a0 in jedem
Pixel, sowie anschließende Tonwertkorrektur. Links wurde a3 rot, a2 grün und a0 blau
eingefärbt und als RGB-Bild dargestellt. Rechts wurde die Differenz a3−a2 berechnet und
mittels ImageJ -LUT "ICA" eingefärbt (vgl. Abbildung 6.18).
Stufenproben
Für die datenbankgestützte Materialidentifikation in Abschnitt 6.3 wurden verschiedene
Stufenproben aufgenommen (vgl. Abbildung 6.31). Im Gegensatz zum Musterkoffer zeigen
die zugehörigen Bilder weniger Details (vgl. Anhang A.7). Insbesondere sind alle Stufen
schon in jeder einzelnen Radiographie sichtbar. Durch die Grenzwertmethode kann also
prinzipbedingt keine Verbesserung erreicht werden. Die Rekonstruktionsmethoden, welche
die Schwächungsapproximationen aus Abschnitt 6.1 verwenden, können aber teils Unter-
schiede zwischen den verschiedenen Werkstoffen aufzeigen, was als Grundlage für eine
Materialidentifikation verstanden werden kann.
Für die Stufen wurden absichtlich Werkstoffe ausgewählt, die ähnliche Dichten und ele-
mentare Zusammensetzungen aufweisen, also vergleichbare Schwächungskoeffizienten ha-
ben. Größere Unterschiede konnten schon die Diplomarbeiten [216, 217, 245] mit guten
Ergebnissen präsentiert werden. Die Rekonstruktionsbilder aus Abbildung 6.21 bis Abbil-
dung 6.23 zeigen daher nebeneinander folgende Materialien (von links nach rechts):
1. ABS (Acrylnitril-Butadien-Styrol-Copolymer) ist ein weitverbreiteter Kunststoff, der
bspw. in LEGO-Steinen, Küchengeräten oder Maschinengehäusen Verwendung fin-
det. Durch günstige thermoplastische Eigenschaften ist er selbst in einfachen 3D-
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Druckern für die additive Fertigung einsetzbar. ABS wird durch die Polymerisation
von Butadien, Acrylnitril und Styrol hergestellt. Reines ABS, ohne Farbstoffe oder
andere Zusätze, besteht aus Wasserstoff, Kohlenstoff und Stickstoff mit der Sum-
menformel (C8H8 · C4H6 · C3H3N)n und einer Dichte von (1,09± 0,06) g cm−3 [246,
247].
2. PMMA (Polymethylmethacrylat), auch Acrylglas bzw. Plexiglas, ist ein transparen-
ter Kunststoff, welcher als bruchsichere Glasalternative in Lampen und Lichtleitern
(z. B. im Auto), als Brillen- und Uhrglas oder Fotolack eingesetzt wird. Die Sum-
menformel beträgt (C5H8O2)n, während die Dichte (1,22± 0,01) g cm−3 ist [247].
Bei 100 keV lautet der Massenschwächungskoeffizient µ/ρ =1,641 cm2 g−1, also gilt
für den Schwächungskoeffizienten µ ≈2,0 cm−1 [196].
3. PET (Polyethylenterephthalat) ist ebenso wie PMMA ein transparentes Polymer,
welches besonders häufig als Getränkeflasche und Kleidungsfaser eingesetzt wird. Die
röntgenographischen Eigenschaften sind sehr ähnlich zu PMMA, was sich schon an
der Formel (C10H8O4)n und der Dichte (1,41± 0,08) g cm−3 zeigt [247]. Der Massen-
schwächungskoeffizient lautet hier µ/ρ =1,586 cm2 g−1 und führt zum Schwächungs-
koeffzienten µ ≈2,2 cm−1 [196].
4. PVC (Polyvinylchlorid) ist ein chemisch- und UV-strahlungsbeständiges Polymer,
welches als Baustoff z. B. für Fensterrahmen oder Rohre eingesetzt wird. Im Gegen-
satz zu den drei oben genannten Polymeren ist hier das verhältnismäßig schwere
Element Chlor in der Zusammensetzung (C2H3Cl)n enthalten. Die Dichte ist aber
ähnlich zu PETmit (1,38± 0,01) g cm−3 [247]. Die deutlich andere Zusammensetzung
äußert sich in dem größeren Massenschwächungskoeffizienten von µ/ρ =1,887 cm2 g−1
(µ ≈2,6 cm−1) [196].
5. Silikon bzw. Polysiloxan ist ein Elastomer, welches z. B. als Dichtstoff, Backform oder
in Schnullern Verwendung findet. Polydimythilsiloxan wird bspw. durch die Formel
Abbildung 6.21.: Lineare Rekonstruktion fxy (U) = a1U + a0 in jedem Pixel, sowie an-
schließende Tonwertkorrektur. Links wurde a1 rot und a0 cyan eingefärbt und als RGB-
Bild dargestellt. Rechts wurde die Differenz a1 − a0 berechnet und mittels ImageJ -LUT
"Royal" eingefärbt.
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(Si(CH3)2O)n beschrieben. Durch den Siliziumanteil ist ein deutlicher Schwächungs-
unterschied zu den oben genannten Polymeren zu erwarten.
6. Kalk-Natron-Glas ist das verbreitetste Glas, welches unter anderem für Flaschen
und Fensterscheiben eingesetzt wird. Der Werkstoff besteht zu ca. 70m% aus SiO2,
15m% Natron Na2O, 9m% CaO sowie einigen weiteren Verbindungen [248]. Durch
den Siliziumanteil ist ein ähnliches Röntgenschwächungsverhalten wie bei Silikon zu
erwarten.
Abbildung 6.22.: Quadratische Rekonstruktion fxy (U) = a2U2 + a1U + a0 in jedem Pixel,
sowie anschließende Tonwertkorrektur. Links wurde a2 rot, a1 grün und a0 blau eingefärbt
und als RGB-Bild dargestellt. Rechts wurde die Differenz a2 − a1 berechnet und mittels
ImageJ -LUT "Royal" eingefärbt.
Alle diese Stoffe können Zusätze enthalten, welche hier unbekannt sind. Dies bedeutet
z. B. das andere ABS-Proben ein leicht unterschiedliches Verhalten zeigen werden. Da die
exakten Grauwerte und damit auch die Rekonstruktionsfarben geräteabhängig sind, stellt
dies aber in der Praxis keine zusätzliche Einschränkung dar.
Durch die fast gleichen Schwächungskoeffizienten im Bereich der genutzten Strahlung
und die vergleichbare Zusammensetzung verhalten sich ABS, PMMA und PET sehr ähn-
lich, wodurch auch die Rekonstruktionsergebnisse vergleichbar sind. PVC ist in Abbil-
dung 6.21 bis Abbildung 6.23 immer deutlich anders eingefärbt. Bei der linearen Rekon-
struktion sind im Wesentlichen zwei Gruppen zu unterscheiden: ABS, PMMA und PET
gegenüber PVC, Silikon und Glas. Dagegen zeigen sich beim Einsatz der quadratischen und
insbesondere der kubischen Approximationskurve deutlichere Unterschiede auch innerhalb
dieser Gruppen. Insbesondere PVC ist relativ gut zu erkennen.
Für eine Materialidentifikation sind diese Bilder aber noch nicht ausreichend geeignet.
Die unterschiedlichen Probendicken überlagern sich mit den Abweichungen der Schwä-
chungskoeffizienten und erschwert somit die Zuordnung.
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Abbildung 6.23.: Kubische Rekonstruktion fxy (U) = a3U3 + a2U2 + a1U + a0 in jedem
Pixel, sowie anschließende Tonwertkorrektur. Links wurde a3 rot, a2 grün und a1 blau
eingefärbt und als RGB-Bild dargestellt. Rechts wurde im Gegensatz dazu a2 rot, a1 grün
und a0 blau eingefärbt und als RGB-Bild dargestellt (vgl. Abbildung 6.22, links).
Faserverbundplatte
Durch Faserverbundwerkstoffe können sehr gute mechanische Eigenschaften mittels der
Kombination aus einem Matrixmaterial und verschiedenen Arten von Fasern gewonnen
werden. In dem hier ausgewählten Beispiel sind zwei Platten aus glasfaserverstärktem
Kunststoff durch eine Wabenstruktur miteinander verbunden (vgl. Abbildung 6.24, vgl.
Anhang A.7).
Abbildung 6.24.: Fotographie der Faserverbundplatte aus zwei einzelnen Glasfaserplat-
ten verbunden durch eine Wabenstruktur, sowie eine eingefärbte 100 kV-Aufnahme davon
(ImageJ -LUT "Royal").
Zum Vergleich mit den folgenden Rekonstruktionsaufnahmen wurde eine Aufnahme her-
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ausgegriffen und mit der gleichen LUT eingefärbt. Durch die Farbwahl sind die horizontalen
und vertikalen Faserbündel bereits gut erkennbar. Diese Eigenschaft bleibt in der Multi-
Energie-Rekonstruktion erhalten. Unabhängig von der eingesetzten Funktion sind in den
Abbildungen 6.25 und 6.26 im Bereich der Wabenwände mehr Details als in der einzelnen
Durchstrahlungsaufnahme zu beobachten. Ebenso sind innerhalb der Faserbündel einzel-
ne Fasern etwas besser zu erkennen. Die Verbesserung gegenüber der einzelnen Durch-
strahlungsaufnahme ist aber gering, da durch die Überlagerung der Plattenseiten zu viele
ähnliche Informationen gleichzeitig sichtbar sind. Am Ende von Abschnitt 6.5 wird noch
einmal auf diese Probe eingegangen, indem zusätzlich eine translatorische Laminographie
zur Trennung der dreidimensionalen Daten genutzt wird.
Abbildung 6.25.: Lineare Rekonstruktion fxy (U) = a1U + a0 in jedem Pixel (links) und
quadratische Rekonstruktion fxy (U) = a2U2 +a1U +a0 in jedem Pixel (rechts). Es wurde
die Differenz a2 − a1 berechnet und mittels ImageJ -LUT "Royal" eingefärbt.
Abbildung 6.26.: Kubische Rekonstruktion fxy (U) = a3U3 + a2U2 + a1U + a0 in jedem
Pixel, sowie anschließende Tonwertkorrektur. Es wurde die Differenz a2−a1 berechnet und
mittels ImageJ -LUT "Royal" eingefärbt.
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Leiterplatte
Als letztes Beispiel für die Bildrekonstruktionsalgorithmen wird hier eine Leiterplatte bzw.
PC-LAN-Karte präsentiert (Aufnahmeparameter gem. Anhang A.7). Trotz der Vergröße-
rung sind noch eine Vielzahl an Bauteilen der Elektrotechnik und damit auch viele Werk-
stoffe zu sehen (vgl. Abbildung 6.27). Neben Leitermaterial (Kupfer), Chips (größtenteils
Silizium) ist natürlich die Faserplatte selbst (Glasfaser in Epoxidharz) zu erkennen. Neben
den Polymer-Gehäusen des Chip-Packages, mehreren SMD-Elementen (surface mounted
device) sind auch zwei größere radiale Elektrolyt-Kondensatoren in den Aufnahmen ent-
halten.
Abbildung 6.27.: Fotographie der Platine mit rot markiertem Bereich der Aufnahmen (90°
gedreht), sowie eingefärbte 100 kV-Aufnahme an dieser Stelle (ImageJ -LUT "ICA").
Zur besseren Vergleichbarkeit mit den folgenden Rekonstruktionsbildern wurde analog
zur Faserplatte eine Aufnahme herausgegriffen und mit der gleichen LUT eingefärbt. So
sind, wie in allen Rekonstruktionen, die zwei unterschiedlichen Ebenen der Leiterbahnen
zu sehen (vgl. Abbildung 6.28 und Abbildung 6.29). In den einzelnen Aufnahmen sind
jedoch die Wicklungen in den Kondensatoren nur schlecht erkennbar. Dies ist in den Re-
konstruktionsbildern immer besser möglich. Zusätzlich können im linken oberen Chip die
Bonddrähte leichter vom Chip und den beiden Leiterebenen unterschieden werden. Ebenso
zeigen die Multi-Energie-Aufnahmen die kleinen SMD-Bauteile besser.
Bei der kubischen Rekonstruktion können hier, im Gegensatz zu den vorherigen Beispie-
len, mehr bzw. bessere Informationen entnommen werden. In Abbildung 6.28 sind links
unten, im dunklen Bereich neben den Leiterbahnen, die Faserbündel der Leiterplatte zu
erkennen (evtl. in der digitalen Version dieser Arbeit besser zu sehen). Mit der "ICA"-Ein-
färbung sind hier aber die Strukturen in den Chips schwierig zu erkennen. Durch die Wahl
von anderen Farben (z. B. "Thal") geht dies besser. Zusätzlich sind dann die Leiterbahnen
auf den verschiedenen Ebenen sehr leicht zu unterscheiden.
Durch die Überlagerungen bleibt die Bildinterpretation aber schwierig. Am Ende von
Abschnitt 6.5 wird daher noch einmal auf diese Probe eingegangen, indem zusätzlich eine
translatorische Laminographie zur dreidimensionalen Trennung der Leiterebenen genutzt
wird.
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Abbildung 6.28.: Lineare Rekonstruktion fxy (U) = a1U + a0 in jedem Pixel (links) und
quadratische Rekonstruktion fxy (U) = a2U2 +a1U +a0 in jedem Pixel (rechts). Es wurde
die Differenz a2 − a1 berechnet und mittels ImageJ -LUT "ICA" eingefärbt.
Abbildung 6.29.: Kubische Rekonstruktion fxy (U) = a3U3 + a2U2 + a1U + a0 in jedem
Pixel, sowie anschließende Tonwertkorrektur. Es wurde die Differenz a2−a1 berechnet und
mittels ImageJ -LUT "ICA" (links) bzw. "Thal" (rechts) eingefärbt.
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6.3. Schnelle Materialidentifikation mittels einer
Stoffdatenbank
Aufbau der Datenbank
Wie in Abschnitt 6.1 bereits thematisiert, können für den praktischen Einsatz nicht alle
Einflüsse von Röntgenröhre und Detektor auf das Ergebnisbild ausreichend genau ermit-
telt werden. Die rechnerische Trennung der Schwächung der untersuchten Materialien von
geräteabhängigen Funktionen ist nicht in hinreichender Weise möglich. Die Materialiden-
tifikation muss sich daher auf das jeweilige Abbildungssystem beziehen. Eine Möglichkeit
hierfür ist das Anlegen von Stoffdatenbanken. Dabei werden für unterschiedliche Werk-
stoffe Parameter aufgezeichnet, um diese anschließend mit den Aufnahmen unbekannter








Abbildung 6.30.: Schnitt durch eine Stufe der Stufenprobe sowie den Röhrenfokus F und
den zugehörigen Lotfußpunkt PxMyM von F auf dem Detektor. Der zugehörige Weg durch
die Probe ist dxMyM . Bei abweichenden Detektorkoordinaten (x|y), ist der Weg länger und
beträgt dxy = dxMyM cos
−1 δ.
Aus dem verallgemeinerten Lambert-Beerschen Gesetz folgt, dass die Tripel aus Wellen-
länge, Schwächungskoeffizient und Strahlungsweg die Schwächung vollständig beschreiben.
Für den Einsatz mit Röntgenbremsstrahlung entspricht dies dem Tripel aus Beschleu-
nigungsspannung, Bauteildicke und einer Werkstoffidentifikationsgröße, z. B. dem Namen
oder einer eindeutigen Nummer. Aufgrund der Vielzahl der Kombinationsmöglichkeiten
werden nur Werkstoffe ohne Überlappungen von Proben in die Datenbank aufgenommen.
Das heißt beispielsweise, dass PVC und PMMA getrennt in der Datenbank auftauchen,
auch wenn sie in der Anwendung später gemeinsam durchstrahlt werden. Die Ermittlung
der jeweiligen Dicken geschieht durch die Nutzung von Stufenproben, welche aus möglichst
planparallelen Platten, Blechen und Folien hergestellt werden. Wie von Voigtländer gezeigt
wurde [245], führt die einfache Tabellierung der Werte zu Fehlern, welche die Zuverlässig-
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keit des Verfahrens deutlich begrenzen. Eine neue, automatische Kegelstrahlkorrektur der
Aufnahmen begrenzt diesen Effekt (vgl. Abbildung 6.30). Mittels dem in Anhang A.4 kurz
beschriebenen Programm kann der Anwender leicht die Werte zur Datenbankerstellung
generieren. Bei der Aufnahme wird die jeweilige Stufenprobe parallel zur Detektorebene












für die Spannung Ui (vgl. auch den Rekonstruktions-Algorithmus auf Seite 193 und Ab-
bildung 6.31). Dies bezieht sich auf einen punktförmigen Röhrenfokus, was als Näherung
akzeptabel ist, da selbst die relative Abweichung des Strahlungswegs von weniger als 10−8
bei einem geringem Fokus-Detektor-Abstand von 10 cm und einem großen Brennfleckdurch-
messer von 10 µm erst von Detektoren mit 24 bit-Graustufen theoretisch aufgezeichnet wer-
den könnte.
Im Gegensatz zur Bildrekonstruktion aus Abschnitt 6.1 dividiert man hier nicht durch
das Quadrat der Beschleunigungsspannung (sxy statt rxy). Dies folgt aus der "inversen"
Aufgabenstellung. Für die Bildrekonstruktion wird versucht, die sich bei verschiedenen
Beschleunigungsspannungen ändernde Schwächung der Probe in einem Pixel mit Modell-
funktionen zu beschreiben. Hier muss jedoch für mehrere, aber jeweils feste, Spannungen
die dickenabhängige Schwächung modelliert werden, um eine µ-abhängige Materialidenti-
fikationsgröße zu erhalten.
Durch die rechnerische Kompensation der unterschiedlichen Schwächungsdicken in Glei-
chung (6.21) sind deutlich bessere Ergebnisse erzielbar. Zusätzlich bedeutet dies, dass die
bisherige Mittlung der Einzelpixel von Datenbankaufnahmen in den Arbeiten [216, 217,
245] zu weniger und zu ungenaueren Messpunkten geführt hat. Durch die Korrektur ent-
stehen mit dem im Rahmen dieser Arbeit angefertigten Programm (vgl. Anhang A.4), statt
einem gemittelten Messpunkt aus bspw. 100 × 100 Einzelpixeln, praktisch 10000 einzelne
Datenbankeinträge. Theoretisch sollten mehrere davon auf konzentrischen Kreisbahnen um
den Zentralstrahl der Röhre liegen. Durch einen Treppenstufen- (engl. "aliasing"-) Effekt,
d. h. unterschiedliches Runden durch das Pixelraster, können diese Punkte zunächst nicht
zusammengefasst werden. Im Vergleich zu den Arbeiten [216, 217, 245] bedeutet dies einen
erhöhten Speicherbedarf um 3 − 5 Größenordnungen. Abhängig von den weiteren Schrit-
ten, könnte dies zu Limitierungen im praktischen Einsatz des Verfahrens führen. Bei der
heute verfügbaren Computerhardware hat sich das aber im Rahmen dieser Arbeit nicht als
Einschränkung erwiesen. Für das Beispiel einer ABS-Stufenprobe nimmt die gespeicherte
Datei die folgende Form an:
Zeile Eintrag
1 Dateinamen bzw. Aufnahmeparameter (sehr lang, vgl. An-
hang A.7)
2 0,506789; 10828; 26650; 40296; 42774; 41725; 42244; 41673;
44412; 42566; 43440; 43061; 43745; 40557; 41751; 41520;
36218; 40316;
2 0,506777; 10812; 26645; 40244; 42747; 41719; 42263; 41647;
44444; 42609; 43449; 43031; 43783; 40502; 41796; 41485;
36245; 40308;
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3 0,506764; 10776; 26662; 40243; 42972; 41698; 42204; 41622;
44520; 42677; 43473; 43014; 43798; 40482; 41802; 41484;
36203; 40252;
4 0,506752; 10802; 26666; 40265; 42916; 41713; 42194; 41674;
44482; 42667; 43436; 43056; 43741; 40431; 41837; 41449;
36226; 40242;
5 0,506739; 10812; 26667; 40303; 42682; 41815; 42199; 41646;
44468; 42590; 43363; 43051; 43721; 40443; 41842; 41467;
36221; 40229;
6 0,506727; 10813; 26692; 40282; 42686; 41850; 42254; 41682;




9999 0,504220; 10801; 26631; 40282; 42707; 41777; 42322; 41717;
44444; 42546; 43376; 43055; 43703; 40516; 41787; 41446;
36227; 40187;
10000 0,504209; 10786; 26648; 40302; 42745; 41775; 42205; 41657;
44417; 42535; 43388; 43078; 43678; 40422; 41709; 41448;
36241; 40172;
10001 0,504197; 10842; 26639; 40266; 42781; 41792; 42215; 41655;
44454; 42616; 43360; 43061; 43658; 40447; 41709; 41500;
36151; 40227;
10002 1,006278; 10512; 26085; 39475; 41774; 41158; 41566; 41104;
43814; 42029; 42852; 42649; 43133; 40022; 41207; 40859;
35806; 39775;
10003 1,006259; 10527; 26151; 39533; 41887; 41155; 41579; 41060;




20001 1,001803; 10516; 26048; 39568; 41826; 41287; 41638; 41107;
43797; 42071; 42856; 42581; 43074; 40026; 41367; 40865;
35712; 39693;
20002 2,003122; 9924; 24987; 38133; 40446; 39989; 40400; 39936;
42594; 40950; 41712; 41473; 42035; 38980; 40345; 39865;
34820; 38731;
20003 2,003097; 9915; 24969; 38113; 40465; 39981; 40456; 39915;




60001 15,935695; 4790; 14165; 23389; 25860; 26562; 27551; 27479;
29794; 28843; 29655; 29683; 30230; 28157; 29279; 29145;
25498; 28349;
Hier wurden jeweils 100 × 100 Pixel von sechs Stufen ausgelesen (vgl. linke Probe in
Abbildung 6.31). Gespeichert werden zuerst die korrigierte Dicke und nachfolgend die zu-
gehörigen Grauwerte der jeweiligen Pixel. Aus den Aufnahmeparametern kann bei der
Auswertung jeweils sxy berechnet werden. Theoretisch könnte diese Rechnung bereits zu-
sammen mit der Kegelstrahlkorrektur erfolgen. Praktisch war es aber bei der Entwicklung
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des Materialidentifikationsalgorithmus hilfreich, die real aufgenommenen Grauwerte als
Referenz zur Verfügung zu haben.
Neben den verschiedenen Werkstoffen und unterschiedlichen Probendicken ist auch die
Auswahl der Beschleunigungsspannungen wichtig. Für eine möglichst gute Abdeckung mit
Informationen aus dem gesamten Strahlungsspektrum sollten immer Aufnahmen mit maxi-
maler und minimaler Beschleunigungsspannung durchgeführt werden. Falls jedoch mit der
maximalen Röhrenleistung bei niedrigen Spannungen keine nennenswerten Intensitäten er-
reichbar sind, wie es bspw. bei Werkstoffen mit hohem Blei- oder Wolframanteil vorkommen
kann, können diese Aufnahmen auch ausgelassen werden. Eine Materialidentifikation wäre
damit nicht mehr sinnvoll möglich. Die Zwischenspannungen Ui (1 < i < n) sollten genau
so gewählt werden, wie sie auch bei der Aufnahme unbekannter Proben eingesetzt werden
bzw. wurden. Analog zur Bildrekonstruktion sind Häufungen bei niedrigeren Spannungen
für Werkstoffe aus leichten Elementen ein vorteilhafter Kompromiss aus Genauigkeit und
Zeitaufwand. In Abbildung 6.31 wurden aber, zur Erstellung einer möglichst guten Da-
tenbank, Spannungen von 30 kV bis 190 kV in 10 kV-Schritten aufgezeichnet. Eine 20 kV-
Aufnahme war bei der verwendeten Gerätetechnik und dem Fokus-Detektor-Abstand von
900,0 mm überall unterbelichtet und wurde daher verworfen.
Erkennung von Werkstoffen mittels Dickenapproximation
Die Bildrekonstruktionsalgorithmen aus Abschnitt 6.1 wurden gerade so angelegt, dass
gleiche Materialien und Probendicken zu denselben Grau- bzw. Farbwerten führen (vgl.
Abschnitt 6.2). Umgekehrt ist diese Zuordnung jedoch nicht eindeutig, da verschiedene
Materialdicken, -dichten oder -massenschwächungskoeffizienten zu identischen Werten im
rekonstruierten Bild führen. Eine Grenze des Verfahrens stellen dabei prinzipiell inhomoge-
ne Werkstoffe dar. So sind Verbundmaterialien als Überlagerungen der einzelnen Bestand-
teile, wie z. B. Faser- oder Matrixmaterial, aufzufassen. Auch bei Sinterwerkstoffen können
unterschiedliche Sintergrade bzw. Dichten nicht allein durch die Schwächung voneinan-
der getrennt werden. Praktikabel ist hier lediglich die Ermittlung der Äquivalenzdicke des
massiven und homogenen Grundmaterials. Eine Lösung dieser Einschränkungen kann aber
vielfach durch den Einsatz dreidimensionaler Methoden erreicht werden (s. Abschnitt 6.5).
Im Folgenden wird daher zunächst von homogenen Werkstoffen ausgegangen. Mit Hilfe ei-
nes im Rahmen dieser Arbeit erstellten Computerprogramms sind verschiedene Parameter
und Funktionen bei der Materialerkennung leicht zu variieren (vgl. Anhang A.5).
Durch die Nutzung der Datenbank kann das Schwächungsverhalten einer zunächst un-
bekannten Probe mit den Eigenschaften der abgespeicherten Materialien abgeglichen und
eine Zuordnung hergestellt werden. Zur besseren Veranschaulichung wird in diesem Ab-
schnitt lediglich die Wiedererkennung bereits in der Datenbank aufgenommener Werkstof-
fe ohne zusätzliche Überlagerungen thematisiert. Das wesentliche Problem dabei ist, dass
die Aufnahmeparameter und insbesondere die Dicke i. A. nicht den bereits tabellierten
Werten entsprechen. So ist das Ausführen der Kegelstrahlkorrektur für die Datenbankauf-
nahmen möglich und sinnvoll. Für Proben mit beliebigen Geometrien ist dies im Allge-
meinen nicht möglich. Als Beispiel werden im Folgenden daher die sechs Werkstoffe aus
Abbildung 6.31 gewählt. Ohne Dickenkorrektur muss ein geeigneter Materialidentifikati-
onsalgorithmus trotzdem alle Proben korrekt zuordnen können.
Durch die Gewichtung bzw. "Normierung" der aufgenommenen Daten zu den Werten
sxy (Ui) muss anstelle aller Aufnahmeparametern nur die Spannung beachtet werden. Da
für die Datenbankerstellung eine Vielzahl von Ui eingesetzt werden sollte, kann für die Auf-
nahmeserie zur Stoffidentifikation einfach eine Teilmenge davon selektiert werden. Falls dies
nicht möglich ist, muss eine geeignete Approximation bzw. Interpolation der Datenbank-
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Abbildung 6.31.: Aufnahmeserie von sechs Stufenproben (30 kV bis 190 kV). Die Auf-
nahmeparameter und Abmessungen sind in Anhang A.7 aufgeführt. Die Proben bestehen,
von links nach rechts, aus ABS, PMMA, PET, PVC, Silikon und Glas (vgl. Details in
Abschnitt 6.2).
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werte in Bezug auf die Spannungen gewählt werden. Für jede gespeicherte Materialdicke
dk ist dann eine Kurve Ik (U) zu ermitteln, welche die Forderung
Ik (Ui)




= sxy (Ui) (Interpolation) (6.23)
für alle i erfüllt. Die in der Datenbank fehlenden Werte sind so in einer Näherung bestimm-
bar (vgl. auch Abbildung 6.32). Da die Datenbank aber auch nachträglich um die jeweilige
Spannung erweiterbar ist, wird dieser Spannungsinterpolationsansatz nicht weiter verfolgt.
Dicke d
Beschleunigungsspannung Ui
Gewichtete Grauwerte rxy = sxy/U2
Abbildung 6.32.: Die dreidimensionale Schwächungsfläche von PMMA aus Einzelmessun-
gen von 20 - 190 kV und Dicken im Bereich von 0,55 - 17,6mm zeigt die zunehmende Schwä-
chung für größere Dicken und kleinere Beschleunigungsspannungen. Überlagert ist dies je-
doch mit der abnehmenden Effizienz des Detektors für hohe Quantenenergien, weshalb die
Fläche sich auch bei hohen Spannungen leicht nach unten bewegt. Die leichte "Welligkeit"
der Fläche ist auf die Näherung der Gesamtintensität in Gleichung (6.21) zurückzuführen.
Im Gegensatz zur Beschleunigungsspannung ist die Materialdicke durch die zu untersu-
chende Probe gegeben und kann nicht geändert werden. Der Vergleich mit der Datenbank
muss daher zwingend über eine Approximation bzw. Interpolation der dort hinterlegten
Werte erfolgen. Die Spannung Ui bleibt dabei zunächst jeweils fest. Weil das Verhalten
der dickenabhängigen Intensitätsfunktion aus der theoretischen Beschreibung mittels Lam-
bert-Beerschem Gesetz und durch die Vielzahl der einzelnen Datenbankmessungen schon
hinreichend bekannt ist, kann eine Näherungsfunktion leicht erstellt werden. Interpolati-
onsverfahren eignen sich schlecht, da durch die Kegelstrahlkorrektur sehr viele ähnliche
Dicken mit rauschbehafteten Grauwerten in der Datenbank enthalten sind. Innerhalb ei-
ner Stufe zeigen sie durch das Rauschen viele Sprünge. Falls die Pixel in einer Aufahme
jedoch zusammengefasst werden, bspw. durch das Herunterskalieren des digitalen Bildes,
sollten Standardverfahren, wie bspw. kubische B-Splines, bei sehr genauer Gerätetechnik
trotzdem akzeptable Ergebnisse liefern.
Anschaulich entsteht durch die Informationen der Datenbank für jedes tabellierte Ma-
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terial eine Fläche von gewichteten Intensitäten über den Beschleunigungsspannungen und
Dicken (vgl. Abbildung 6.32). Ein Material wird genau dann richtig zugeordnet, wenn die
Datenpunkte der zugehörigen Messserie am nächsten an einer solchen Fläche liegen. Falls
keine Spannungsinterpolation durchgeführt wird, entartet diese Fläche zu einer Menge von
räumlichen Kurven.
Für die Materialidentifikation sind schlussendlich Funktionen DMateriali (sxy) nötig, wel-
che aus den bekannten "normierten" Grauwerten sxy (Ui) und der Spannung Ui die Dicken
berechnen können (vgl. Abbildung 6.32). Prinzipiell sind ähnliche Ansätze zu denen aus
Tabelle 6.1 möglich. Dort wurden jedoch spannungsabhängige Funktionen gewählt, wel-
che die Grauwerte berechnen. Hier sind, in gewisser Weise "invers" dazu, die Dicken aus
Grauwerten zu ermitteln.
Für jedes Material und jede Spannung wird in jedem Pixel einer Multi-Energie-Auf-
nahmeserie die zugehörige "Dicke" bestimmt. Falls das richtige Material aus der Datenbank
gewählt wird, unterscheiden sich diese nur wenig voneinander. Wenn dagegen das falsche
Material selektiert wird, sind deutliche Unterschiede in den berechneten Dicken sichtbar.








































DMateriali (sxy) für n Spannungen.
Die verschiedenen zk der einzelnen Datenbankwerkstoffe werden in jedem Pixel vergli-
chen und dem Pixel der Werkstoff mit dem kleinsten zk zugewiesen. In den Arbeiten [217,
218, 245] wurde das Kriterium z3, die empirische Standardabweichung, favorisiert. Eigent-
lich ist zu erwarten, dass die Unsicherheit bei der Materialzuordnung abhängig von der
Probendicke ist, da bspw. Inhomogenitäten im gesamten Volumen auftreten können. In
dieser Arbeit zeigt sich dementsprechend auch das Kriterium z4 als besser geeignet. Die
abweichende Aussage der vorangegangenen Arbeiten ist möglicherweise auf die dort nicht
berücksichtigte Kegelstrahlkorrektur zurückzuführen. Zudem wurden auch weit extrapo-
lierte Ergebnisse zugelassen. Es können dann folgende zwei Fälle auftreten:
1. Die Schwächung ist stärker, als für das Datenbankmaterial mittels Stufenproben auf-
gezeichnet wurde. Das Verhalten trifft relativ häufig bei Werkstoffen aus leichten
Materialien auf. Sehr dickes ABS würde bspw. nur wenig weiche, aber viel harte
Strahlung durchlassen. Anschaulich verhält sich die Extrapolation in solchen Berei-
chen wie eine Tangente bzw. Sekante an die realen Messwerte. Diese kann besser zu
den Daten anderer Stoffe passen, als die eigentliche Modellfunktion.
2. Die Schwächung ist zu gering für die Beschreibung mittels der jeweiligen Modell-
funktion. Das ist teilweise in der dünnsten PVC-Stufe in Abbildung 6.37 zu sehen.
Rechnerisch entstehen "negative Dicken" für das Material (vgl. Abbildung 6.35).
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Beide Problemfälle werden bei dem hier vorgestellten Algorithmus herausgefiltert. Es
wird in jedem Pixel für jedes Material gezählt, wie oft solche Probleme auftreten. Im
Folgenden wird diese Zahl kurz als "Strikes" bezeichnet. Wenn eine gewählte Grenze über-
schritten ist, wird der zugehörige Datenbankwerkstoff für das jeweilige Pixel nicht mehr
herangezogen.




























Abbildung 6.33.: Dieses Diagramm zeigt simulierte relative Intensitäten für eine Auswahl
aus Polymeren verschiedener Dicke. Zur Erstellung wurden die Daten aus [11] linear inter-
poliert und numerisch mittels Kramers’scher Gleichung ausgewertet. Als Dichten wurden
für PMMA 1,18 g cm−3, für PET 1,38 g cm−3 und für PVC 1,3 g cm−3 angenommen. Die
unterschiedlichen Krümmungen der Kurven lassen erwarten, dass auf die jeweiligen Werk-
stoffe zurückgeschlossen werden kann. Im Gegensatz zu dieser näherungsweisen Berechnung
ohne Detektoreinfluss ergeben sich in der Praxis abweichende Resultate, wie Abbildung 6.34
veranschaulicht.
Als Modellfunktion wurden verschiedene Varianten ausprobiert. Um den exponentiellen
Zusammenhang des Lambert-Beerschen Gesetzes bzw. Gleichung (6.14) in das Modell mit
aufzunehmen, wird zum einen der folgende Ansatz verfolgt (Ui ist fest!):
IR ∼ sxy =
∫
E(Ui)
X (E) e−µ(E)ddE ≈ ea(Ui)d+b(Ui). (6.28)
Die Funktion X enthält die geräteabhängigen Informationen zum Spektrum, der Detek-
torempfindlichkeit oder den eingesetzten Filtern. Die Einflüsse von X sind auch in den
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Abbildung 6.34.: In dieser Darstellung wird für PET das real gemessene mit dem simulier-
ten Schwächungsergebnis verglichen (s. Abbildung 6.33). Die Auswahl von PMMA steht
stellvertretend für alle in dieser Arbeit mittels Multi-Energie-Verfahren untersuchten Werk-
stoffe; die Anfertigung einer geräteabhängigen Datenbank vermeidet die praktisch nicht zu
leistende Umrechnung zwischen allen vorstellbaren theoretischen Werten und den prakti-
schen Messergebnissen.





Abbildung 6.35 zeigt den Verlauf dieser Modellfunktionen für das Material PVC im
Vergleich mit den Datenbankeinträgen. In Abbildung 6.36 wird dagegen das Resultat der
ABS-Erkennung für das Kriterium z4 visualisiert. Diese Rechnungen konnten noch nicht
in einem C++-Programm umgesetzt werden. Für maximale Flexibilität bei der Wahl der
Approximationskurven bzw. -verfahren wurde ein Multi-Core-fähiges Skript in Wolfram
Mathematica angefertigt (s. Anhang A.5). Durch diesen Kompromiss ist die Rechnung ver-
hältnismäßig langsam und benötigt bei voller Auflösung mehrere Tage, vorausgesetzt, dass
der Arbeitsspeicher reicht. Die Materialidentifikationsbilder in diesem Abschnitt wurden
daher von 9 000 000 auf 10 000 Pixel herunterskaliert. Inhaltlich ändert das nichts am Er-
gebnis. Die genutzten Datenbankeinträge stammen aber, wie bereits beschrieben, immer
aus Aufnahmen mit voller Auflösung. Die verschiedenen Bewertungsmethoden zi sind in
Abbildung 6.37 einander gegenübergestellt. Der Hintergrund, also Detektorbereiche ohne
Probe oder Probenhalter verursacht zu viele Strikes und wird daher rot eingefärbt. Wenn
man das Ausschlusskriterium ignoriert (z. B. 20 Strikes bei 18 Spannungen zulässt), wird
er aber als dünnes Glas erkannt. Falls dem entgegengesetzt keine Strikes zugelassen wer-
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Datenbank-Informationen zu 100 kV
logarithmisch-linearer Fit zu 100 kV
logarithmisch-quadratischer Fit zu 100 kV
Abbildung 6.35.: Berechnete Ausgleichskurven für PVC von 30 kV bis 190 kV (von links
nach rechts). Zusätzlich sind für alle sechs Probenstufen die Verbindung von hellsten zu
dunkelsten Pixelwerten eingezeichnet, also die maximale Spanne von sxy (100 kV). Dieser
Rauscheinfluss hat auf die Kurvengestalt nur einen geringen Einfluss. Durch einen anderen
Fit aus Gleichung (6.33) werden diese Daten aber offensichtlich besser approximiert.
den, ist bei fast jedem Pixel ein Ausschlussgrund vorhanden. Typischerweise werden bei
den dünnen Probenbereichen und hohen Spannungen negative Dicken berechnet. Bei den
dicken Probenbereichen und niedrigen Spannungen ergeben sich analog zu große Dicken.
Wenn mindestens ein Strike erlaubt ist, werden die meisten Pixel den korrekten Stoffen
zugeordnet. Die Unterschiede zwischen den Methoden sind dabei verhältnismäßig klein.
Von links nach rechts wird ABS türkis, PMMA grün, PET schwarz, PVC blau, Silikon
weiß und Glas violett markiert. Die Farben haben keine besondere Bedeutung und sollen
nur die visuelle Beurteilung erlauben.
Die relativen Kriterien z2 und z4 zeigen etwas bessere Resultate bei PET und PVC,
bewerten aber die dünnste Silikonstufe und die beiden dünnsten PVC-Stufen falsch. Ins-
gesamt sind die Ergebnisse bei Verwendung der empirischen Standardabweichung besser
als bei der reinen Streubreite der Dicken. Für die folgenden Identifikationsansätze wird
auf Basis dieser Resultate lediglich die Variante z4 mit drei erlaubten Strikes verwendet.
Unabhängig von der Modellfunktion zeigen sich zwischen den Modellparametern immer
Unterschiede, welche ähnlich zu Abbildung 6.37 sind.
Auffällig ist, dass die Fehlerzuordnungen einen ungefähr radialen Verlauf haben. Um
einen mittleren schwarzen Kreis folgt ein grüner Ring und darum ein türkiser (links ausge-
prägter). Möglicherweise hat dies mit der radial abweichenden Struktur des Röntgenspek-
trums zu tun, welche für diese Auswertung nicht berücksichtigt wurde. Durch die radial
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abnehmende Ausgangsintensität müssen die Ränder des Detektors stärker korrigiert wer-
den (vgl. Abbildung 6.4). Die Unsicherheit nimmt dort also etwas zu. Dieser Einfluss ist
aber quantitativ zu klein, um den Effekt vollständig zu erklären.
Analog zu Tabelle 6.1 sind auch rein polynomiale Fits möglich. Es gilt dann bspw.:
DMateriali (sxy) = sxya1 + a0 (6.30)
DMateriali (sxy) = s
2
xya2 + sxya1 + a0 (6.31)




xya2 + sxya1 + a0. (6.32)
Die zugehörigen Ergebnisse sind in Abbildung 6.38 gegenübergestellt. Es zeigt sich im
Vergleich zum ersten Ansatz aber, dass die Resultate immer schlechter sind. Die Mate-
rialien werden seltener korrekt erkannt. Diese Abweichungen sind insbesondere bei den
dicksten und dünnsten Stufen gut zu sehen. Das kann als Erweiterung der oben beschrie-
ben Extrapolationsprobleme gedeutet werden. In Abbildung 6.37 bzw. Abbildung 6.35 ist
bereits zu erkennen, dass auch für den logarithmischen Ansatz nicht alle Werkstoffbereiche
korrekt zugeordnet werden. Insbesondere ist in Abbildung 6.35 leicht zu sehen, dass die
Krümmung der Modellfunktion nicht gut mit den Daten übereinstimmt.
Abbildung 6.36.: Ergebnis der Materialidentifikation für ABS (nachträglich eingefärbt).
Die roten Bereiche werden ausgeschlossen (mehr als 3 Strikes). In den grünen Bereichen
bedeutet ein hellerer Farbton eine bessere Übereinstimmung mit dem Datenbankeintrag zu
ABS.
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In einer Erweiterung des Ansatzes aus Gleichung (6.29) sollte
DMateriali (sxy) = a ln
2 sxy + b ln sxy + c (6.33)
bessere Ergebnisse erzielen. Dies wird in Abbildung 6.39 bestätigt (vgl. Abbildung 6.35). Es
konnten so erstmals für einen nicht-energiedispersiven Detektor ohne 3D-Rekonstruktion
oder mitgemessene Referenzproben schwierig zu unterscheidende Polymere voneinander
getrennt werden.
Ein Nachteil dieser besseren Approximation ist, dass der freie Detektor hier als (sehr
dünnes) Silikon erkannt wird. Die Extrapolation der Datenbankwerte ist durch die bes-
sere Approximation selbst für kleine Dicken erfolgreich, wodurch sehr geringe Dicken von
beliebigen Proben auch rechnerisch gut mit der Dicke 0,000 mm übereinstimmen. Für die
Materialidentifikation wird dies nicht als Nachteil angesehen. In Weiterentwicklungen dieser
neuen Methode können möglicherweise Mustererkennungen auf Basis der geringsten Be-
schleunigungsspannung die Detektorbereiche ohne Probe markieren, um die Auswertung
zu vereinfachen. Durch den maximalen Kontrast sind Abweichungen vom Strahlungsunter-
grund in dieser Einzelaufnahme am leichtesten zu erkennen.
Um zu vermeiden, hunderttausende Datenpunkte je Werkstoff für die Erkennung zu ver-
arbeiten, können auch die Funktionen DMateriali selbst als Datenbank herangezogen werden.
Die Einträge nehmen dann folgende Form an:
Spannung [kV] DABSi (s)
30 1, 4429 log2(s)− 0, 295498 log(s)− 53, 7719
40 1, 96063 log2(s)− 2, 87232 log(s)− 65, 791
50 2, 39722 log2(s)− 5, 89635 log(s)− 71, 58
60 6, 29467 log2(s) + 20, 6596 log(s)− 12, 4853
70 2, 38947 log2(s)− 16, 2717 log(s)− 82, 5964
80 2, 92907 log2(s)− 16, 6324 log(s)− 77, 7998
90 3, 01997 log2(s)− 18, 8416 log(s)− 75, 3982
100 4, 44987 log2(s)− 13, 6603 log(s)− 63, 3001
110 3, 20924 log2(s)− 22, 8622 log(s)− 71, 2331
120 4, 8704 log2(s)− 16, 953 log(s)− 59, 6046
130 3, 17644 log2(s)− 26, 6662 log(s)− 66, 9593
140 5, 23665 log2(s)− 19, 6867 log(s)− 55, 5237
150 2, 91987 log2(s)− 30, 6205 log(s)− 63, 2322
160 5, 07602 log2(s)− 24, 0068 log(s)− 53, 3961
170 4, 1579 log2(s)− 28, 4 log(s)− 54, 4966
180 5, 70475 log2(s)− 24, 5335 log(s)− 48, 5798
190 3, 93829 log2(s)− 31, 6248 log(s)− 50, 6767
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z1, 3 Strikes erlaubt
z2, 3 Strikes erlaubt
z3, 3 Strikes erlaubt
z4, 3 Strikes erlaubt
z1, 10 Strikes erlaubt
z2, 10 Strikes erlaubt
z3, 10 Strikes erlaubt
z4, 10 Strikes erlaubt
z4, 0 Strikes erlaubt
z4, 20 Strikes erlaubt
z3, 1 Strike erlaubt
Abbildung 6.37.: Materialerkennung für die Proben aus Abbildung 6.31 mit logarithmischer
Modellfunktion und verschiedenen Identifikationsparametern. Rote Flächen konnten nicht
zugeordnet werden. ABS wurde türkis eingefärbt, PMMA grün, PET schwarz, PVC blau,
Silikon weiß und Kalk-Natron-Glas violett.
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lineare Approximation quadratische Approximation kubische Approximation
Abbildung 6.38.: Materialerkennung für die Proben aus Abbildung 6.31 mit polynomialen
Modellfunktionen für Kriterium z4 und maximal 3 zulässigen Strikes. ABS wurde türkis
eingefärbt, PMMA grün, PET schwarz, PVC blau, Silikon weiß und Kalk-Natron-Glas
violett (von links nach rechts).
Abbildung 6.39.: Materialerkennung für die Proben aus Abbildung 6.31 mit logarithmisch-
quadratischer Modellfunktion für Kriterium z4 und maximal 3 zulässigen Strikes. Lediglich
an den Probenkanten und bei 2 PVC-Stufen kommt es zu Fehlzuordnungen. ABS wurde
türkis eingefärbt, PMMA grün, PET schwarz, PVC blau, Silikon weiß und Kalk-Natron-
Glas violett (von links nach rechts). Zur Erstellung dieser Aufnahme wurde das Programm
aus Anhang A.5 genutzt.
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Die weiteren Datenbankfunktionen lauten unter anderem:
Spannung [kV] DPVCi (s)
30 0, 961313 log2(s) + 10, 9737 log(s) + 31, 7795
40 0, 971616 log2(s) + 7, 20462 log(s) + 11, 5348
50 1, 5797 log2(s) + 9, 96326 log(s) + 13, 3966
60 2, 39878 log2(s) + 13, 7141 log(s) + 17, 4556
70 3, 24389 log2(s) + 16, 3206 log(s) + 18, 064
80 4, 0282 log2(s) + 17, 9684 log(s) + 17, 3733
90 4, 75448 log2(s) + 19, 1978 log(s) + 16, 6922
100 5, 29711 log2(s) + 19, 0462 log(s) + 14, 1687
110 5, 99558 log2(s) + 19, 7355 log(s) + 13, 3139
120 6, 43198 log2(s) + 18, 9997 log(s) + 10, 9078
130 6, 85632 log2(s) + 18, 3739 log(s) + 9, 10044
140 7, 22674 log2(s) + 17, 3751 log(s) + 7, 04474
150 7, 58115 log2(s) + 16, 5836 log(s) + 5, 61975
160 7, 84146 log2(s) + 15, 2344 log(s) + 3, 71003
170 8, 05316 log2(s) + 14, 1849 log(s) + 2, 46858
180 8, 37009 log2(s) + 13, 3471 log(s) + 1, 35044
190 8, 56956 log2(s) + 11, 8748 log(s) + 0, 136466
Spannung [kV] DGlasi (s)
30 0, 458655 log2(s) + 4, 56131 log(s) + 11, 1849
40 0, 624389 log2(s) + 4, 24729 log(s) + 5, 4363
50 1, 11064 log2(s) + 6, 87203 log(s) + 8, 82485
60 1, 65914 log2(s) + 9, 29359 log(s) + 11, 4114
70 2, 29625 log2(s) + 11, 5027 log(s) + 12, 5913
80 2, 81959 log2(s) + 12, 5268 log(s) + 11, 9942
90 3, 30238 log2(s) + 13, 2403 log(s) + 11, 3082
100 3, 70698 log2(s) + 13, 3685 log(s) + 10, 029
110 4, 07823 log2(s) + 13, 2409 log(s) + 8, 595
120 4, 42153 log2(s) + 13, 0326 log(s) + 7, 45025
130 4, 62257 log2(s) + 12, 1669 log(s) + 5, 66075
140 4, 98226 log2(s) + 12, 0691 log(s) + 5, 05137
150 5, 10301 log2(s) + 10, 9841 log(s) + 3, 44515
160 5, 41882 log2(s) + 10, 7143 log(s) + 2, 89878
170 5, 48401 log2(s) + 9, 71274 log(s) + 1, 76722
180 5, 80839 log2(s) + 9, 61078 log(s) + 1, 46111
190 5, 87665 log2(s) + 8, 37017 log(s) + 0, 420748
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Die Dicke des erkannten Materials berechnet sich bei dem gewählten Ansatz aus dem
Mittelwert DMaterial (sxy). Für die am geringsten und am stärksten schwächenden Proben
ABS bzw. Glas ergibt sich beispielsweise:
Glas ABS
d0 [mm] d [mm] D
Glas [mm] d0 [mm] d [mm] D
ABS [mm]
1,15 1,18 1,17 0,49 0,51 0,49
2,30 2,34 2,35 0,98 1,00 1,00
3,45 3,50 3,49 1,96 2,00 2,01
4,60 4,66 4,65 3,92 3,99 4,01
5,75 5,81 5,81 7,84 7,97 7,91
6,90 6,97 6,97 15,68 15,96 15,63
8,05 8,13 8,11
Durch die Strahldivergenz unterscheidet sich die Probendicke d0 vom eigentlich durch-
strahlten Weg d. Da die Datenbank den Effekt aber berücksichtigt, kann er auch in den
Messungen automatisch korrigiert werden. Die Ergebnisse zeigen dadurch eine gute Über-
einstimmung mit den realen Streckenlängen und demonstrieren die Präzision des entwi-
ckelten Verfahrens. Beim praktischen Einsatz muss aber zusätzlich beachtet werden, dass
zwischen Dicke und Dichte nicht unterschieden wird. Wenn also bspw. ABS mit einer 10 %
geringeren Dichte aufgenommen wird, dann ist die berechnete Dicke um genau diese 10 %
zu klein.
Das Multi-Energie-Verfahren erkennt prinzipiell unterschiedliche Massenschwächungsko-












bleibt jedoch abhängig von einer positiven Konstante c für Stoffe mit variabler Dichte c%.
Um c bestimmen zu können, sind dreidimensionale Informationen der Probe erforderlich.
Ein möglicher Ansatz zur Gewinnung dieser Daten wird in Abschnitt 6.5 vorgestellt.
Erkennung von Werkstoffen durch numerisches Integrieren
Eine alternative Herangehensweise, die praktisch in dieser Arbeit angewandt wurde, ergibt
sich aus einer numerischen Differentiation bzw. Integration. Angelehnt an Gleichung (6.14)




I (E)S (E) dE mit S (E) := e−
∫
µ(E,s)ds. (6.35)
Für einen einzelnen Werkstoff folgt durch Einsetzen der maximalen Quantenenergie je





I (E)S (E) dE. (6.36)
Da der Verlauf dieser Kurven durch die Veränderung von µ bestimmt wird, kann mittels
einer Betrachtung der finiten Differenzen von pxy (U) ein Gleichungssystem zur Ermitt-
lung von einzelnen Werten µ (Ui) aufgestellt werden. Das identische Ergebnis folgt aus der
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einfacher nachvollziehbaren numerischen Integration. Dabei wird für die Ausgangsinten-
sität das Modell von Kramers (Gleichung (2.16)) eingesetzt. Durch Zusammenfassen der
auftretenden Konstanten zu einem K folgt dann:
pxy (Uk) = KJktk
Uk∫
0






(Uk − U)S (U) dU. (6.38)
Dabei bezeichnet n weiterhin die Zahl der eingesetzten Beschleunigungsspannungen Uk.
Zur Vereinfachung der Darstellung wurde U−1 :=0 kV festgelegt. Die "virtuelle" Spannung
U0 kann zwischen 0 kV und U1 prinzipiell frei gewählt werden. Für gute Ergebnisse hat
sich ein Wert von rund 1/2U1 als praktisch sinnvoll erwiesen.
Die Einführung von U0 ist nötig, da die Intensität des Spektrums nach dem Probendurch-
gang bei der Aufnahme mit der Spannung U1 für 0 kV den Wert Null annimmt. Ursächlich
dafür ist die sehr große bzw. "unendliche" Schwächung der Strahlung durch die Probe bei
sehr kleinen Quantenenergien. Gleichzeitig erzeugt die Röhre praktisch keine Intensität für
Röntgenquanten der Energie eU1. Zur Integralapproximation muss daher ein Wert U0 mit
I (U0)S (U0) 6= 0 genutzt werden.
Mit der Trapezregel folgt daraus:












(Ui+1 − Ui−1) (Uk − Ui)S (Ui) . (6.40)
Für Werte U0 bis Un−1 wurde somit ein lineares Gleichungssystem für die Unbekannten
KS (Ui) gefunden. Da die Systemmatrix eine untere Dreiecksmatrix ist, kann das Glei-
chungssystem für alle praktischen Parameter immer eindeutig und schnell gelöst werden.
Die Gleichungen nehmen dabei die Form
A~s = ~p (6.41)
an, wobei ~s = K (S (U0) . . . S (Un−1))> und ~p = (pxy (U1) . . . pxy (Un))> gilt. Die Matrix




2Jiti (Uj+1 − Uj−1) (Ui − Uj−1) für j ≤ i
0 sonst.
(6.42)
Zur besseren Veranschaulichung können die Spannungen mit einer festen Schrittweite
von 10 kV gewählt werden, wobei ebenfalls U0 = 10 kV gilt. Wenn dann auch Jiti = 1
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1 0 · · ·
2 1 0 · · ·
3 2 1 0 · · ·
4 3 2 1 0 · · ·




Die Ergebnisse für zwei ausgewählte Polymere sind in Abbildung 6.40 dargestellt. Auf
die Angabe weiterer Resultate wird verzichtet, da das Ergebnis in dieser Form offensichtlich
praktisch noch unbrauchbar ist. Mit der Betrachtung von Abbildung 6.34 kann aber die
Ursache dieser Abweichungen leicht erklärt werden: Der Modellansatz geht von einer mit
steigender Spannung zunehmenden Strahlaufhärtung aus, was zwingend zu monoton stei-
genden Intensitäten führt. Durch die dabei abnehmende Quanteneffizienz des Detektors,
d. h. der geringeren Empfindlichkeit gegenüber harter Strahlung, wird diese Voraussetzung
verletzt.




















































Abbildung 6.40.: Schwächungskoeffizienten von PMMA (Dichte ca. 1,2 g cm−3) und PET
(Dichte ca. 1,4 g cm−3) aus der Literatur [11] wie sie nach der Rekonstruktion gemäß Glei-
chung (6.40) erhalten werden. Die Werte sind in dieser Form praktisch noch nicht brauch-
bar, insbesondere die negativen Werte würden eine Verletzung der Energieerhaltung be-
deuten. Die zufällig erscheinenden Abweichungen dominieren die eigentlichen Unterschiede
zwischen den Materialien. Es kann kein offensichtlicher Bezug zu den Messergebnissen
selbst hergestellt werden (vgl. Abbildung 6.34 für PET).
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Es sind somit zwingend Korrekturen erforderlich. Da aber sowohl das exakte Spektrum
der Röhre als auch die korrekte Energieabhängigkeit jedes einzelnen Detektorpixels nicht
bekannt sind, muss eine Referenzmessung bzw. -probe genutzt werden. Dabei wird zum
Beispiel der praktische Schwächungsverlauf von PET an simulierte Werte angeglichen (vgl.
Abbildung 6.41). Die hierdurch bestimmten Korrekturfaktoren enthalten alle energieabhän-
gigen Abweichungen für die jeweils betrachteten Quantenenergien. Falls die Referenzprobe
immer Teil einer Messreihe ist, können somit auch Schwankungen des Röhrenstroms mit
ausgeglichen werden. Eine Instabilität der Beschleunigungsspannung bei der Anfertigung
der Aufnahmen ist so jedoch weder erkennbar noch korrigierbar.
Für das Beispiel aus Abbildung 6.41 zeigt sich, dass die Literaturwerte auch mit den kor-
rigierten Ergebnissen nicht genau getroffen werden. Dies hat verschiedene Ursachen: Zum
einen sind viele Werte sehr klein. Bei der Korrektur treten daher numerische Fehler durch
die beschränkte Computergenauigkeit und Graustufenzahl des Detektors auf. Weiterhin
kann der Einfluss von zufälligen Spannungsschwankungen in der Größenordnung von bis



































PET 1, 12mm (Literatur/korrigiert)
PMMA 1, 14mm (Literatur)
PMMA 1, 14mm (gemessen/korrigiert)
Abbildung 6.41.: Vergleich des Schwächungskoeffizienten von PMMA mit den Literatur-
werten von PET und PMMA (basierend auf [11]). Es wurden dazu für PET Korrekturfak-
toren berechnet, so dass die Werte exakt der Theorie entsprechen (vgl. Abbildung 6.40).
Anschließend fanden dieselben Korrekturfaktoren bei PMMA Verwendung. Prinzipiell lässt
sich eine zu PET abweichende Schwächung durch PMMA erkennen, aber das Ergebnis zeigt
auch den großen numerischen Fehler, welcher in diesem Beispiel zufällig bei 110 kV auftritt.
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zu 1 - 2 kV nicht ausgeschlossen werden. Ein weiterer Fehler ist auf die Stoffauswahl selbst
zurückzuführen. So entsprechen die gewählten Polymere nur näherungsweise dem simulier-
ten Ideal. Je nach Reinheit der Ausgangsstoffe, Herstellungsverfahren, Verarbeitung und
Kontaminationen sind deutliche Abweichungen zu erwarten.
Durch den Vergleich der Werte untereinander können trotzdem Stoffzuordnungen getrof-
fen werden, indem analog zum Ansatz mit Dickenapproximation Datenpunkte für die ver-
schiedenen Stoffe tabelliert werden. Statt der dort verwendeten Dickenfunktionen DMateriali
ist es hier aber möglich, die Produkte µd direkt anzugeben. Die Trennung der Dicke vom
Schwächungskoeffizienten erfolgt durch einen Datenbankabgleich, wobei das µd der unbe-
kannten Probe mit dem µd aller Datenbankeinträge für verschiedene Dicken abgeglichen
wird.
Falls monochromatische Strahlung zur Multi-Energie-Diagnostik genutzt werden kann
bzw. ein hinreichend energiedispersiver Detektor zur Verfügung steht, führen beide Ansätze
theoretisch zu identischen Lösungen. Aus den zur Verfügung stehenden Resultaten lassen
sich diese Detektoranforderungen aber nicht exakt quantifizieren. Eine spektrale Auflösung
von ca. ∆E =1 keV ist aber die Mindestvoraussetzung, wenn z. B. Eisen, Kobalt und Nickel
unterschieden werden sollen. Da die Absorptionskanten für diese Beispiele weniger als 1 keV
auseinander liegen, lassen sich nur so die unterschiedlichen µ (E) hinreichend quantifizieren.
Durch das Auflösen der spektralen Integration des Detektors kann die Größe µd in
diesem Fall immer direkt berechnet werden, was mit dem entsprechenden Kurvenfit für
unterschiedliche Materialdicken zum Wert µ führt. Das beschriebene Verfahren ist daher
auch sofort auf solche Abbildungssysteme übertragbar.
Ansatz einer datenbankfreien Materialidentifikation
Aus dem Ansatz mittels numerischer Integration können die Schwächungsfaktoren S bzw.
das Produkt µd bestimmt werden. Für den Energiebereich einer Röntgenröhre sind die
Photoabsorption und die Comptonstreuung die beiden bestimmenden Schwächungsmecha-
nismen (vgl. Abschnitt 2.5, insb. Gleichung (2.34)). Ähnlich zum Ansatz von Alvarez und
Macovski [201] wird
µ (E) = a1E
a2 + a3 · fKN (E) (6.44)
gewählt (b = −3 in [201]). Der Term a1Ea2 modelliert die Photoabsorption, während fKN
proportional zum totalen Klein-Nishina-Wirkungsquerschnitt ist, also die Comptonstreu-
ung beschreibt (vgl. Gleichung (2.29)).
Ohne die von Alvarez und Macovski verwendeten 3D-Informationen aus einer Computer-
tomographie stehen hier aber weniger Ausgangsdaten zur Verfügung. Dies bedeutet, dass
µ in diesem Zusammenhang für eine Kombination aus Werkstoffen steht. Mit Hinblick auf
die "virtuellen Spannungen" aus Gleichung (6.38) verändert sich Gleichung (6.44) zu:
µ (U) d = a1U





2x (1 + x)
1 + 2x





ln (1 + 2x)− 1 + 3x
(1 + 2x)2
(6.46)
x = U · 1.95695 · 10−3kV−1 (6.47)
Die Ergänzung des Ansatzes aus Gleichung (6.44) um den Parameter a4 dient zur Model-
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lierung der Gerätekonstanten (K = ea4). Im Multi-Energie-Bildrekonstruktionsprogramm
dieser Arbeit wurden zwei verschiedene Algorithmen zur Berechnung der vier Parame-
ter ai implementiert (vgl. Anhang A.3). In einem wird ein nichtlinearer Ausgleich mittels
Gauß-Newton-Verfahren durchgeführt. Alternativ dazu, wird zuerst S (U) berechnet (vgl.
Gleichung (6.38)), das Ergebnis logarithmiert und anschließend ein linearer Ausgleich ein-
gesetzt. In den einzelnen Ausgleichsschritten sind bei dieser Variante weniger Rechenope-
rationen nötig, wodurch die Rechenzeit verringert und der Einfluss von Rundungsfehlern
insgesamt vergrößert wird.
Das Verhältnis aus a3 zu a1 sollte dem Anteil der Photoabsorption zur Comptonstreu-
ung im Material entsprechen, also einen Materialidentifikationsparameter abbilden. Da im
Modell a3 ∼ d und a1 ∼ d gilt, müsste der Quotient dickenunabhängig sein.
Praktisch war dies leider nicht erfolgreich. Verschiedene Stufendicken von Stufenproben
eines Materials zeigen deutlich unterschiedliches Verhalten (vgl. Abbildung 6.42). Die Ur-
sache ist auch hier der unbekannte energieabhängige Detektoreinfluss. Wenn dieser quanti-
fiziert und im Modell berücksichtigt werden kann, sind in Zukunft noch bessere Ergebnisse
zu erwarten.
Die Konvergenz der jeweiligen Ausgleichsverfahren ist vor allem dann schlecht, wenn der
Parameter a2 frei gelassen wird. Da in der Literatur unterschiedliche Angaben zur Größe
dieses Werts zu finden sind (z. B. 2, 5 in [188], 3 in [189]), sollte der Ausgleich eigentlich
Gewissheit schaffen. Stattdessen werden praktisch nutzlose Ergebnisse generiert. Abhängig
von der Probendicke variiert a2 beim schnelleren Ausgleichsverfahren zwischen −80 und
−120 anstelle einen Wert von rund 3 anzunehmen. Bei dem "genaueren" numerischen
Ansatz verteilen sich die meisten Werte zwischen −10 und −1022. Die Modellfunktionen
unterscheiden sich also zu stark von den realen Messergebnissen.
Durch die Fixierung von a2 = 3 wird auch das Ausgleichsverfahren stabiler und die
Ergebnisse besser. Der Wert a3/a1 ist aber offensichtlich trotzdem kein reiner Materialpara-
meter, sondern enthält Informationen zur Probendicke (vgl. Abbildung 6.42). Eine grobe
Unterscheidung zwischen den drei linken und den drei rechten Proben ist jedoch möglich.
Für die reine Bildrekonstruktion im Sinne von Abschnitt 6.1 bleibt der Ansatz trotz der
Probleme geeignet. Die Details des Musterkofferinhalts können in Abbildung 6.43 deutlich
erkannt werden. Ebenso wird die, in Abschnitt 6.2 vorgestellte, Leiterplatine kontrastreich
abgebildet (vgl. Abbildung 6.44).
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zweistufiger, schneller Ausgleich, a2 ist frei zweistufiger, schneller Ausgleich, a2 ist fest
einstufiger, langsamer Ausgleich, a2 ist frei einstufiger, langsamer Ausgleich, a2 ist fest
Abbildung 6.42.: Datenbankfreie Materialidentifikation bzw. -unterscheidung anhand der
pixelweisen Berechnung von a3/a1 für Stufenproben (vgl. Abbildung 6.31). Aufgrund des
starken Rauschens, wurde das linke Bild jeweils nicht eingefärbt, da sonst kaum etwas im
bunten Rauschen zu erkennen ist. Rechts wurde dagegen immer die ImageJ -LUT "ICA"
verwendet.
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Abbildung 6.43.: Musterkoffer aus Abbildung 6.14 im langsameren Ausgleich mittels nume-
rischer Integration für a2
!
= 3. Links wurden die Parameter a1, a3 und a4 den Farbkanälen
rot, grün und blau zugewiesen. Rechts ist die Materialidentifikationsgröße a3/a1 im Vergleich
dazu dargestellt (eingefärbt mit ImageJ -LUT "Royal").
Abbildung 6.44.: In den Daten der Leiterplatte aus Abbildung 6.27 sind beim Einfärben des
numerischen Integrationsergebnisses a3 viele Details kontrastreich zu erkennen (ImageJ -
LUT "ICA"). Bei den Bildbereichen, die ein starkes Bildrauschen zeigen, ist das Ausgleichs-
verfahren divergiert. Dies tritt verhältnismäßig oft bei Glasfaserbündeln ohne überlagerte
Leiterbahnen auf (s. Bereich um den rechten Kondensator, grün umrandet).
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6.4. Identifikation überlagerter Werkstücke
Theoretischer Ansatz
Je nach Ansatz des Kurvenfits aus Abschnitt 6.3 ergeben sich aus den Aufnahmen mit
n Spannungen je Detektorpixel n bzw. n − 1 Gleichungen. Im Allgemeinen können so
nicht beliebig viele Stoffe rechnerisch voneinander getrennt werden. Um mehrere überla-
gerte Materialien überhaupt trennen zu können, muss daher in einer Modellforderung die
Gesamtzahl der in einem Pixel sichtbaren Materialien begrenzt werden. Der Schwächungs-




µk (E) dk. (6.48)
Die Funktionen µk sind die Schwächungskoeffizienten des Materials k. Äquivalent dazu





mit Sk = exp (µkdk). Um den Gesamtrechenaufwand zu begrenzen, ist es zweckmäßig, ge-
nerell von einer niedrigen Zahl der Stoffüberlagerungen auszugehen und diese bei schlechter
Übereinstimmung mit dem Messergebnis immer weiter zu erhöhen. Für ein Material er-
gibt sich so zunächst die Identifikation wie in Abschnitt 6.3. Für die Annahme, dass eine
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(6.50)
für jeden Detektorpixel und jede Spannung (vgl. Gleichung (6.14)). Um den Zusammenhang
mit den Datenbankwerten herzustellen, wird folgende Approximation vorgenommen:
S1 (E)S2 (E) ≈ tS1 (E) + (1− t)S2 (E) . (6.51)
Der Parameter t ∈ [0, 1] beschreibt den Anteil der beiden Materialien an der Gesamtschwä-
chung. Es folgt daraus in jedem Pixel ein Satz nichtlinearer Gleichungssysteme
d?i = tD
Material1
i (sxy) + (1− t)DMaterial2i (sxy) (6.52)
für alle Kombinationen unterschiedlicher Materialien sowie die n+ 1 Unbekannten d?i und
t. Durch die Kriterien z3 aus Gleichung (6.26) oder z4 aus Gleichung (6.27) wird eine
Funktion vorgegeben, deren Minimum zu bestimmen ist. Ausgewählt wird hier z4, da es







































Zur Lösung des Problems können klassische Methoden der nichtlinearen Optimierung
wie bspw. das Gauß-Newton-Verfahren eingesetzt werden. Theoretisch sind bis zu n unter-
schiedliche Werkstoffe unterscheidbar, da in Gleichung (6.53) dann jeder Summand einzeln
minimiert werden kann. Dies gilt jedoch nur, wenn sich das Verhalten aller Schwächungs-




µk (E) dk durch die Messtechnik zuverlässig von µM (E) dM un-
terscheiden lassen.
Für die Materialüberlagerungen im Rahmen dieser Arbeit wurde eine Beschränkung auf
lediglich zwei Stoffe gewählt. Wie Abbildung 6.39 zeigt, kann selbst ein einzelner Stoff nicht
immer korrekt zugeordnet werden. Die Unsicherheit steigt zudem mit der Zahl der Mate-
rialien an und die benötigte Rechenzeit nimmt exponentiell zu. Weiterhin treten vereinzelt
Konvergenzprobleme auf, die noch einer exakten inhaltlichen Klärung bedürfen (vgl. PVC,
Silikon in den folgenden Beispielen).
Durch die Beschränkung auf zwei Werkstoffe muss für jeden Punkt des Detektors und
jede Materialkombination eine eindimensionale Funktion in Abhängigkeit von t minimiert
werden. Abbildung 6.45 demonstriert dies für fünf sehr ähnliche Materialkombinationen
in fünf unterschiedlichen Pixeln des Detektors. Bei einer festen Dicke von PVC wurde das
überlagerte ABS in der Stärke variiert. Es ist deutlich zu sehen, dass der korrekte Anteil für
die beiden kleinsten Durchstrahlungswege von ABS nicht gefunden wird. Die Schwächung
wird im genutzten Modell so stark von PVC dominiert, dass das ABS praktisch unsichtbar
für den Rekonstruktionsalgorithmus ist. Für die größeren Materialdicken von ABS existiert
jedoch ein eindeutiges Minimum. Dadurch ist sicher, dass keiner der beiden Werkstoffe die
Grauwerte der zugehörigen Multi-Energie-Aufnahmeserie allein verursacht.
Ursächlich für das Verhalten bei geringen ABS-Dicken ist die ungenaue Modellierung
der Strahlaufhärtung. Das gewählte Modell berücksichtigt z. B. nicht, dass bei der Kom-
bination einer dicken Polymer- mit einer dünnen Stahlscheibe die weiche Strahlung bei
niedrigen Spannungen nahezu vollständig allein durch den Stahl geblockt wird, während
bei deutlich höheren Spannungen die Gesamtschwächung gleichmäßiger auf beide Werk-
stoffe zu verteilen ist. Dies kann durch den Übergang vom konstanten t zu einem t (E)
bzw. t (U) beachtet werden. Der Anteilparameter t in Gleichung (6.51) wird dabei ersetzt
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0,49mm ABS + 0,49mm PVC
0,98mm ABS + 0,49mm PVC
1,96mm ABS + 0,49mm PVC
3,92mm ABS + 0,49mm PVC
7,84mm ABS + 0,49mm PVC
Abbildung 6.45.: Verschiedene Überlagerungen von ABS und PVC und der zugehörige
Zielfunktionswert, d. h. der Betrag von z4. Genutzt wurden die logarithmisch-quadratischen













Abbildung 6.46.: Überlagerung von 3,92 mm ABS und 0,49 mm PVC entsprechend der
Beschreibung aus Gleichung (6.59) sowie der zugehörige Zielfunktionswert, d. h. der Be-
trag von z4. Genutzt wurden die logarithmisch-quadratischen Modellfunktionen aus Glei-
chung (6.33).
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durch die lineare Funktion
t (U) := uU + v. (6.59)
Dabei gilt ebenso t (U) ∈ [0, 1], was als zusätzliches Ausschlusskriterium bei der Materi-
alzuordnung genutzt werden kann. Es sind auch Näherungen höherer Ordnung für t (U)
möglich. Wie Abbildung 6.46 aber zeigt, ist es selbst bei dem einfachen linearen Ansatz
schwierig, ein eindeutiges Minimum zuzuordnen. Für den gewählten Modellansatz sind
höhere Polynomordnungen für t (U) in der Praxis nicht mehr numerisch zu bewältigen.
Anwendungsbeispiele
Für die Datenbankproben aus Abbildung 6.31 wurden zusätzlich verschiedene Material-
überlagerungen aufgenommen. Allein in den vier Resultaten aus Abbildung 6.47 sind trotz
der Überlagerung mit jeweils nur einer festen Materialdicke insgesamt 124 verschiedene
Kombinationen von zwei Werkstoffen zu sehen. Durch die nahezu identische Positionie-
rung der Proben im Vergleich zur Datenbankaufnahme und die Nutzung der identischen
Aufnahmeparameter sowie die unveränderte Aufnahmereihenfolge sollte der Einfluss von
Geräteparametern wie bspw. Detektorinhomogenitäten vermieden werden.
Die Abbildung 6.47 zeigt auch einige Materialdicken, welche bei den Datenbankproben
nicht zu sehen waren, z. B. 1,47 mm PVC. Durch die Strahldivergenz weicht die durchstrahl-
te Dicke leicht von der angegebenen Probendicke ab, was beim Vergleich der Ergebnisse
berücksichtigt werden muss (vgl. Anhang A.7).
Die Materialerkennung ist offensichtlich fehlerbehaftet, wenn eine Überlagerung von
Werkstoffen als ein einzelnes Material approximiert wird. Falls die zugehörigen Unterschie-
de in der Schwächung aber groß sind, gibt Abbildung 6.47 trotzdem einen guten Anhalts-
punkt für das im jeweiligen Pixel vorherrschende Material (s. insbesondere dickes PVC,
Stufenproben + 0,49 mm ABS Stufenproben + 0,55 mm PMMA
Abbildung 6.47.: Ausgewertete Aufnahmen der Datenbankproben mit Überlagerungen
durch ABS bzw. PMMA mit einer festen Dicke (parallel zum Detektor, gesamter Kegel-
strahlbereich abgedeckt, 5 mm Fokusabstand; vgl. Anhang A.7). Die Proben sind wieder,
in der bekannten Reihenfolge (und Farbgebung) aus Abbildung 6.39: ABS (türkis), PMMA
(grün), PET (schwarz), (PVC blau), Silikon (weiß) und Kalk-Natron-Glas (violett). Wei-
tere Werkstoffkombinationen sind in Abbildung 6.48 zu sehen.
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Stufenproben + 0,56 mm PET Stufenproben + 0,49 mm PVC
Abbildung 6.48.: Ausgewertete Aufnahmen der Datenbankproben mit Überlagerungen
durch PET bzw. PVC mit einer festen Dicke (parallel zum Detektor, gesamter Kegel-
strahlbereich abgedeckt, 5 mm Fokusabstand; vgl. Anhang A.7). Die Proben sind wieder,
in der bekannten Reihenfolge (und Farbgebung) aus Abbildung 6.39: ABS (türkis), PMMA
(grün), PET (schwarz), (PVC blau), Silikon (weiß) und Kalk-Natron-Glas (violett). Wei-
tere Werkstoffkombinationen sind in Abbildung 6.47 zu sehen.
Silikon, Glas). Auffällig ist auch, dass mehrere Fehlzuordnungen entstehen. So sollte der
jeweils überlagernde Stoff in den Bereichen ohne Überlagerung, also zwischen und über den
Proben, erkannt werden. Hier wird immer Silikon zugeordnet, obwohl ABS, PMMA und
PET in der jeweiligen Dicke in Abbildung 6.39 meist korrekt erkannt wurden. Noch mehr
fällt das bei der jeweils zweiten Stufe auf. Die Überlagerung von PVC mit PVC wurde
dagegen korrekt erkannt. Der Bereich neben den Proben ist falsch zugeordnet, aber dies
ist konsistent mit demselben Fehler in Abbildung 6.39.
Um die vielen Teilergebnisse der Materialerkennung zu präsentieren, werden im Folgen-
den Tabellen genutzt. Eine grüne Einfärbung entspricht der richtigen Materialerkennung
und rot der falschen. Gelb wurde gewählt, um andere Werte zu markieren, die auch sehr
nah am gesuchten Minimum liegen. Blau entspricht physikalisch unmöglichen Resultaten
(Konzentrationen > 100%), welche der Vollständigkeit halber angeben werden. Die Ab-
kürzung "n. konv." zeigt, das kein Minimum gefunden werden konnte. Für die zugehörige
Stoffkombination weisen die gewichteten Intensitäten sxy (Ui) keine Unterschiede auf, d. h.
sie sind zu ähnlich.
Bei den im Folgenden präsentierten Resultaten wurde immer die logarithmisch-quadra-
tische-Modellfunktion und das Kriterium z4 genutzt. Die anderen Modellierungen führten
nie zu besseren Ergebnissen.
Vom gewählten Modellansatz aus ist es theoretisch möglich, dass Bildbereiche als Stoff-
überlagerung erkannt werden, obwohl sie nur ein Material zeigen. Um zu überprüfen, ob
dieses Problem auftritt, wurde PVC der Stärke 1,47 mm ausgewählt. Da dieser Eintrag
nicht direkt in der Stoffdatenbank enthalten ist, sollten Abweichungen hier ggf. stärker
auftreten:
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ABS PMMA 0,297 14,533 0,297 14,536 0,000 · 10−2
ABS PET 0,314 0 0,093 0 6,732 · 10−2
ABS PVC 0,058 0 0,043 0,043 0,121 · 10−2
ABS Silikon 0,089 0 0,041 0 0,453 · 10−2
ABS Glas 0,094 0 0,051 0,011 0,081 · 10−2
PMMA PET 0,314 0 0,070 0 8,064 · 10−2
PMMA PVC 0,058 0 0,042 0,051 0,143 · 10−2
PMMA Silikon 0,089 0 0,040 0 0,495 · 10−2
PMMA Glas 0,094 0 0,049 0,019 0,099 · 10−2
PET PVC 0,058 0 0,043 0,054 0,164 · 10−2
PET Silikon 0,089 0 0,042 0 0,900 · 10−2
PET Glas 0,094 0 0,050 0,018 0,109 · 10−2
PVC Silikon n. konv. n. konv.
PVC Glas 0,057 1,181 0,047 0,431 0,266 · 10−2
Silikon Glas 0,089 0,769 0,038 2,053 0,509 · 10−2
Für ein konstantes t wird eindeutig und korrekt PVC zugeordnet. Die Überlagerung
von PVC und Glas erreicht zwar einen kleineren Wert, 118 % Glas und −18 % PVC ist
aber als Stoffkombination offensichtlich auszuschließen. Bei dem flexibleren Ansatz mit den
Parametern u und v wird dagegen nicht das korrekte Ergebnis ermittelt. Das Resultat ist
entgegen den Erwartungen sogar relativ weit von den anderen Minima entfernt.
Als erstes Beispiel einer Werkstoffkombination wurde die 4. Stufe der ABS-Stufenpro-
be (7,84 mm) mit PVC-Überlagerung (0,49 mm) herausgegriffen, da sie ähnliche absolute
Grauwerte im Vergleich zur 1. PVC-Stufe in Abbildung 6.31 aufweist. Damit soll überprüft
werden, ob tatsächlich die Veränderung der Schwächung bei wechselnden Beschleunigungs-
spannungen und nicht der absolute Pixelwert der Datenbank ausschlaggebend ist:







ABS PMMA 0,127 8,013 0,127 8,016 0 · 10−2
ABS PET 0,141 0 0,050 0 1,865 · 10−2
ABS PVC 0,043 0,156 0,042 0,245 0,060 · 10−2
ABS Silikon 0,042 0,174 0,038 0,316 0,173 · 10−2
ABS Glas 0,052 0,078 0,046 0,261 0,094 · 10−2
PMMA PET 0,141 0 0,043 0,060 2,153 · 10−2
PMMA PVC n. konv. 0,042 0,280 0,090 · 10−2
PMMA Silikon 0,043 0,167 0,039 0,358 0,241 · 10−2
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PMMA Glas 0,051 0,075 0,045 0,302 0,122 · 10−2
PET PVC 0,046 0,182 0,045 0,249 0,050 · 10−2
PET Silikon 0,044 0,200 0,043 0,300 0,168 · 10−2
PET Glas 0,052 0,092 0,048 0,232 0,076 · 10−2
PVC Silikon 0,079 0 n. konv.
PVC Glas 0,090 0 0,090 0 0 · 10−2
Silikon Glas 0,079 0,955 0,079 0,954 0 · 10−2
Hier entscheidet sich der entwickelte Algorithmus fehlerhaft für Silikon statt PVC, er-
kennt aber die ABS-Stufe korrekt. Das Ergebnis ist konsistent mit Abbildung 6.39, in der
auch die einzelne PVC-Stufe als Silikon identifiziert wird. Da die Berechnung für die Über-
lagerung von PVC und Silikon nicht konvergiert, sind sich die Modellfunktionen von diesen
beiden Materialien möglicherweise zu ähnlich. Es muss in Zukunft aufgeklärt werden, ob
die Werkstoffe selbst oder nur die Approximationen das Verhalten auslösen.
Aus dem Ansatz mit einem konstanten Wert t ergibt sich, dass in dem hier betrachteten
Bildpunkt 2,94 mm ABS und 1,25 mm Silikon überlagert sein sollen. Für den Ansatz mit
u und v sind dies aber 1,03 mm ABS und 2,11 mm Silikon. Beide Resultate sind plausibel,
aber natürlich falsch.
Falls man das Ergebnis mt PVC heranzieht, dann ergibt sich 0,92 mm ABS und 1,09 mm
Silikon bzw. 1,82 mm ABS und 0,89 mm PVC. Hier stimmen die beiden Resultate besser
überein, sind aber von den realen Werten deutlich entfernt. Dies liegt auch weit außerhalb
der wenigen Prozent, um welche die Strahldivergenz das Ergebnis verändern kann.
Für die 1. Glasstufe mit einer Dicke von 1,15 mm und die PVC-Überlagerung ergibt sich
im Gegensatz zum wenig schwächenden ABS das folgende Resultat:







ABS PMMA 0,259 22,256 0,259 22,262 0 · 10−2
ABS PET 0,291 0 0,074 0 5,945 · 10−2
ABS PVC 0,041 0,017 0,031 0,056 0,086 · 10−2
ABS Silikon 0,068 0,000 0,029 0 0,300 · 10−2
ABS Glas 0,050 0 0,030 0,008 0,040 · 10−2
PMMA PET 0,291 0 0,060 0 6,674 · 10−2
PMMA PVC 0,041 0,016 0,031 0,058 0,093 · 10−2
PMMA Silikon 0,068 0 0,029 0 0,315 · 10−2
PMMA Glas 0,050 0 0,030 0,009 0,043 · 10−2
PET PVC 0,041 0,020 0,032 0,063 0,104 · 10−2
PET Silikon 0,068 0 0,032 0 0,550 · 10−2
PET Glas 0,050 0 0,031 0,008 0,048 · 10−2
PVC Silikon n. konv. n. konv.
PVC Glas 0,031 0,457 0,031 0 0,155 · 10−2
Silikon Glas 0,050 0 0,030 0,286 0,100 · 10−2
Für ein konstantes t wird hier eindeutig die Kombination aus PVC und Glas erkannt.
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Insbesondere ist der Unterschied zwischen Silikon und Glas groß, was nach den obigen Er-
gebnissen etwas überrascht. Durch das Calcium mit verhältnismäßig großer Ordnungszahl
schwächt das Glas die weiche Strahlung sehr stark. Demnach zeigen sich die Unterschiede
zwischen Silikon und PVC bei den höheren Photonenenergien deutlicher. Die Dicke von
PVC wird als 0,92 mm berechnet, während Glas mit 0,78 mm in die Schwächung eingeht.
Dieser Wert liegt zwar in der richtigen Größenordnung, ist jedoch stark fehlerbehaftet.
Die empirische Standardabweichung beträgt hier aber nur ca. 0,05 mm. Die Abweichung
stammt also nicht aus der Messung, sondern muss im Modell begründet liegen.
Gerade um diese Abweichungen zu verkleinern, wurde der Ansatz mit den Parametern
u und v eingeführt, der hier jedoch wieder versagt. Die meisten Materialkombinationen
passen demnach ungefähr gleich gut zu den Messwerten.
Nachdem mit PVC und Glas zwei verhältnismäßig stark schwächende Materialien über-
lagert wurden, wird hier eine Stufe PET (0,56 mm) mit ABS (0,49 mm) kombiniert:







ABS PMMA 0,421 1,952 n. konv.
ABS PET 0,429 1,208 0,418 0 1,051 · 10−2
ABS PVC 0,400 7,194 0,401 7,345 0 · 10−2
ABS Silikon 0,285 0 0,286 0 0 · 10−2
ABS Glas 0,398 1,7 · 107 0,399 3,0 · 1010 10,600 · 10−2
PMMA PET 0,454 0,724 0,454 0,661 0 · 10−2
PMMA PVC 0,424 17,319 0,424 18,952 0,000 · 10−2
PMMA Silikon 0,285 0 0,286 0 0 · 10−2
PMMA Glas 0,432 3,6 · 107 n. konv.
PET PVC 0,427 5,281 0,427 5,435 0 · 10−2
PET Silikon 0,285 0 0,286 0 0 · 10−2
PET Glas 0,439 24,706 0,438 43,334 0 · 10−2
PVC Silikon n. konv. n. konv.
PVC Glas 0,927 0,103 0,914 0 0,348 · 10−2
Silikon Glas 0,270 2,157 0,270 2,183 0,000 · 10−2
Fast keine der Überlagerungen liefert überhaupt ein sinnvolles Ergebnis. Demzufolge wird
wieder Silikon als der alleinige Werkstoff erkannt. Um detaillierter aufzuklären, warum die-
ses Ergebnis entsteht, wurde zuerst der Verlauf von sxy überprüft (vgl. Abbildung 6.49).
Damit lässt sich leicht feststellen, ob Integrationszeit, Beschleunigungsspannung oder Röh-
renstrom falsch sind. Die entsprechenden Punkte würden im Diagramm dann deutlich ab-
weichen, was hier aber nicht der Fall ist.
Dagegen ist in Abbildung 6.50 eine Anomalie zu sehen. Insbesondere für 180 kV und
160 kV zeigen sich verhältnismäßig große Sprünge im Vergleich zur Umgebung. Weniger
Ausgeprägt ist dies auch bei 140 kV, 120 kV und 100 kV sichtbar. In den zugehörigen
Messungen gab nur eine Auffälligkeit: zuerst wurden 190 kV, 170 kV usw. aufgenommen
und dann erst 180 kV, 160 kV etc. Dies wurde aber sowohl für die Datenbank als auch
für jede Überlagerungsmessung identisch ausgeführt, d. h. dasselbe Messskript verwendet.
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Abbildung 6.49.: Verlauf der gewichteten Grauwerte sxy für die Überlagerung von PET
(0,56 mm) und ABS (0,49 mm).
Da die Detektorkorrekturen ebenfalls nicht zwischen Datenbankaufnahme und Messung
der Stoffüberlagerung unterscheiden, sollten die zugehörigen Datensätze keinen störenden
Einfluss auf die Materialerkennung haben (vgl. Abbildung 6.4).
Um dies zu überprüfen, wurden die auffälligen Messungen in der Materialerkennung
ignoriert. Mit dem reduzierten Datensatz ergibt sich dann:







ABS PMMA 0,747 0
ABS PET 0,717 0
ABS PVC 0,784 0,413
ABS Silikon 0,586 0
ABS Glas 0,788 1,567
PMMA PET 0,717 0
PMMA PVC 0,747 1,108
PMMA Silikon 0,586 0
PMMA Glas 0,742 1,470 · 106
PET PVC 0,714 2,464
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PET Silikon 0,586 0
PET Glas 0,706 1,470 · 106
PVC Silikon n. konv.
PVC Glas 0,796 11,900
Silikon Glas 0,535 3,194 · 107
Weil so insgesamt weniger Werte zur Rechnung genutzt werden können, wird das Er-
gebnis ungenauer und der Zielfunktionswert größer. Qualitativ ändert sich aber nichts. Die
dünne Überlagerung von ABS und PET wird weiterhin als Silikon erkannt. Auch wenn man
dies ignoriert, werden ABS und PET nicht unterschieden. Analog zu den beiden oberen
Kurven aus Abbildung 6.46 existiert kein Minimum, bzw. erst bei negativen Dicken von
ABS.
Keine der Datenbank- und Materialerkennungskurven ist allein auffällig. Das Verhal-
ten ist zu ausgeprägt, um es nur durch das Detektorrauschen zu erklären. Auch bei der
Wiederholung der Aufnahmen ändert sich nichts Grundsätzliches.





























Abbildung 6.50.: Berechnete Materialdicke di für die (reale) Überlagerung von PET
(0,56 mm) und ABS (0,49 mm) unter der Annahme, dass die zugehörigen Aufnahmen von
einem einzelnen Datenbankmaterial stammen.
Fehlerbetrachtung
In das Ergebnis gehen eine Reihe von Fehlern ein. So entstehen schon bei der Erstellung
der Datenbank Abweichungen, insbesondere bei der Probenausrichtung und Dickenmes-
sung. Aber selbst wenn die gesamte Probe stark verdreht abgebildet würde, kann das vom
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Algorithmus kompensiert werden. Lediglich der absolute Wert der zurückgerechneten Di-
cken wäre um einige Prozent falsch. Zudem wurden die Stufenproben mit Überlagerung an
unveränderter Position und ohne Drehung im Vergleich zur Datenbankerstellung aufgenom-
men. Die Abbildungsgeometrie hat also auf den Gesamtfehler einen zu vernachlässigenden
Einfluss.
Da Messfehler in der nötigen Größenordnung also ausgeschlossen werden können, muss
die Abweichung im Modellansatz begründet liegen. So beschreiben die Funktionen aus
Gleichung (6.33) zwar die eingelesenen Datenpunkte gut, aber die Grenzwerte für sxy → 0
bzw. sxy → ∞ sind offensichtlich inkorrekt. Bspw. entspricht sxy → ∞ theoretischen,
beliebig niedrigen Röhrenströmen bzw. Integrationszeiten. Die schwächende Probendicke
kann also auch beliebig klein sein, anstatt negativ zu werden (vgl. Abbildung 6.35). Es
können leicht dazu passende Modellfunktionen wie z. B. DMaterial = a1sa2xy definiert werden.
Diese zeigen aber auch keine besseren Resultate und versagen bereits häufiger bei der
Identifikation einzelner Stoffe.
Mit der zur Verfügung stehenden Technik ist die Aufklärung der beobachteten Effekte
also nicht möglich. Für eine Verbesserung des entwickelten Verfahrens ist voraussichtlich
die Messung des Röntgenenergiespektrums der Röhre bei allen Beschleunigungsspannungen
im Zuge einer Messserie nötig, um geräteabhängige Korrekturfunktionen zu bestimmen.
Mit Hinblick auf die Resultate aus Abbildung 6.50 und Abbildung 6.49 muss auch die
Veränderung des Detektorverhaltens im Laufe der Messserie untersucht und geeignet in
das neuartige Modell der Stoffüberlagerungen eingearbeitet werden.
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Translatorische Laminographie
Die in Abschnitt 6.4 vorgestellten Identifikationsansätze sind bezüglich des Rechenauf-
wands bei vielen Stoffüberlagerung sehr zeitintensiv und in ihrer Genauigkeit durch die
jeweiligen Modelle beschränkt. Eine andere Herangehensweise bieten daher 3D-Rekonstruk-
tionen. Dabei werden zuerst für verschiedene Beschleunigungsspannungen dreidimensionale
Modelle der Probe bestimmt. Anschließend kann für jedes, möglichst kleine, Volumenele-
ment der dort vorhandene Stoff mit dem Dickenapproximationsverfahren aus Abschnitt 6.3
berechnet werden.
Um die Ergebnisse der dreidimensionalen Rekonstruktion direkt weiter nutzen zu können,
fokussiert sich diese Arbeit auf die translatorische Laminographie. Das angefertigte 3D-
Rekonstruktionsprogramm wird in Anhang A.6 kurz beschrieben.
Die Röntgencomputertomographie ist prinzipiell aber genauso geeignet. Sie benötigt je-
doch ggf. spezielle Korrekturfaktoren, um die 3D-Modelle verschiedener Beschleunigungs-
spannungen quantitativ vergleichbar zu machen. So sind Hintergrundwerte aller berechne-
ten 3D-Modelle an der genutzten diondo d2 -Anlage mit Siemens CERA-Rekonstruktions-
software gleich, trotz unterschiedlicher Aufnahmeparameter.
Zusätzlich besteht auch die Möglichkeit, zuerst die Materialerkennung für jede Einzelauf-
nahme der dreidimensionalen Methode zu nutzen und ein Modell lediglich eines Werkstoffs
zu erstellen um bspw. eine direkte Visualisierung der Stoffverteilung zu erhalten.
Bei der Laminographie wird die Probe unter verschiedenen Winkeln so durchstrahlt, dass
eine feste Schnittebene immer identisch auf dem Detektor abgebildet wird. Diese Schnitt-
ebene heißt Fokussierungsebene bzw. Fokusebene. Abbildung 6.51 zeigt das anschaulich
im Seitenschnitt für drei verschiedene Punkte der Fokusebene. Die Rekonstruktion dieser
speziellen Ebene kann einfach durch Mittelung aller Aufnahmen erfolgen. Da ein fester
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Pixel immer Informationen zu einem Teil der Fokusebene enthält, bleiben die zugehörigen
Daten erhalten, während andere Volumeninformationen weniger stark gewichtet werden.
Die Fokusebene ist so direkt sichtbar. Da diese Rekonstruktion der Linearkombination
einzelner Durchstrahlungsaufnahmen entspricht, können die Methoden aus Abschnitt 6.3
unverändert angewendet werden.
Position 1 Position 2

































Abbildung 6.51.: Vier verschiedene Positionen des Detektors und die jeweilige Position
der entsprechend mitgeführten Probe bei der translatorischen Laminographie. Die Punkte
der gestrichelten Fokusebene werden immer auf identische Detektorpixel abgebildet. Diese
Skizze kann auch als Seitenansicht des genutzten diondo d2 verstanden werden.
Weitere Schnittebenen erfordern eine jeweils angepasste Rekonstruktion. Die kommerzi-
elle Software des genutzten diondo d2 verwendet diverse Bildfilter inklusive einer Kanten-
verstärkung, so dass das Ergebnis nicht als Durchstrahlungsbild der Schnittebene im Sinne
der oben beschriebenen Fokusebenenmittelung aufgefasst werden kann. Es wird daher eine
selbstentwickelte Rekonstruktionssoftware eingesetzt, deren algorithmisches Vorgehen im
Folgenden beschrieben wird.
Durch die Symmetrie des Abbildungsverfahrens braucht lediglich eine Schnittebene durch
den Detektor betrachtet zu werden, welche die Verfahrachsen beinhaltet (vgl. Abbildung 6.51).
Als Schnittebenen werden die Ebenen ausgewählt, welche den Abstand ∆d zur Fokusebene
haben. Abbildung 6.52 gibt einen Überblick über die Bezeichnungen in diesem Fall. Aus-
gangspunkt ist eine Referenzposition. In dieser wird ein beliebiger Punkt P in die Detek-
torzeile y0 +y′0 abgebildet. Der zugehörige Lotfußpunkt F von P in die Fokussierungsebene
wird dagegen in der Detektorzeile y0 aufgenommen.
Für das angefertigte Computerprogramm wurde die Position so gewählt, dass der Zen-
tralstrahl der Röhre den Detektor senkrecht trifft. Andere Positionen sind aber gleichbe-
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Abbildung 6.52.: Abbildungssituation für einen Punkt P und seinen Lotfußpunkt F bei
der translatorischen Laminographie. Die Bewegung des Detektors erfolgt in der, hier aus
Gründen der Übersichtlichkeit nicht eingezeichneten, y-Richtung (vgl. Abbildung 6.53).
Die Aussage gilt für alle Verschiebungen entlang der x-Achse des Detektors analog, d. h.
alle Pixel einer Detektorzeile können identisch verarbeitet werden.

























= y0 (zp + zD) . (6.62)








für die Detektorverschiebung yD und Probenverschiebung hD gilt (vgl. Abbildung 6.53).
In der betrachteten Rekonstruktionsebene wurde die Probe ebenfalls um hD bewegt, aber
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der Punkt P wird in eine um ∆y geänderte Detektorzeile abgebildet. Es gilt:













Diese Verschiebung ist nur noch von den bekannten Geräteparametern abhängig. Zusätz-
lich bedeutet Gleichung (6.65), dass für eine Rekonstruktionsebene mit festem ∆d die
gesamte Aufnahme um den gleichen Wert verschoben werden muss, was leicht in einem
Computerprogramm parallelisiert werden kann. Wenn nun die Aufnahmen für eine Rekon-
struktionsebene verschoben wurden, führt eine Mittelung aller dieser Bilder zum Abbild




































Abbildung 6.53.: Verschiebung der Probe bzw. des Detektors bei der translatorischen La-
minographie gegenüber der Referenzposition (vgl. Abbildung 6.52). Aus der Translation
des Detektors um yD folgt notwendigerweise die parallele Verschiebung der Probe um hD.
Für die programmtechnische Umsetzung müssen zwei weitere Effekte berücksichtigt wer-
den. Zum einen beträgt ∆y nicht immer das Vielfache ganzer Pixelhöhen. Um Fehler durch
Rundungen zu vermeiden, wird daher im Pixelkoordinatensystem der Zeile d∆ye immer
das (d∆ye −∆y)-fache des ursprünglichen Pixelwertes zugewiesen. Für die Zeile b∆yc ist
der Faktor entsprechend (∆y − b∆yc). Dies kann analog zu einem bilinearem Filter in
der Bildverarbeitung betrachtet werden. Da in x-Richtung keine Verschiebung nötig ist,
246
6.5. Kombination aus 3D- und Multi-Energie-Rekonstruktion
entartet der Filter zu einer linearen Interpolation.
Weiterhin ist anzumerken, dass für Detektorpositionen mit großem yD und Rekonstruk-
tionsebenen mit großem ∆d nicht alle relevanten Punkte P bei jeder Aufnahmeposition auf
dem Detektor abgebildet werden (vgl. Abbildung 6.54). In den verschobenen Aufnahmen
bleiben also Leerstellen am oberen bzw. unteren Rand. Wenn diese nicht aufgezeichneten
Intensitäten durch den Grauwert 0 beschrieben werden, verursacht die Mittelung aller ver-
schobenen Aufnahmen die Abnahme der Ergebnisgrauwerte in Richtung des Bildrandes,
also eine Verdunkelung. Wie man in Abbildung 6.54 abschätzen kann, ist der Effekt grö-
ßer, je weiter der virtuelle Pixel nach oben bzw. unten verschoben ist, da ein Punkt auf
der Rekonstruktionsebene in immer weniger Laminographie-Aufnahmen enthalten ist, je
weiter er oben oder unten liegt.
Wenn jedoch für jeden dieser Punkte auf der Rekonstruktionsebene die oben beschriebe-
nen Werte (d∆ye −∆y) bzw. (∆y − b∆yc) aus der linearen Interpolation addiert werden,
tritt das Problem nicht mehr auf. Anstatt durch die Zahl der Aufnahmen wird dann durch
die Zahl der ausgelesenen Pixel dividiert, welche Informationen über den gesuchten Punkt
enthalten. Da am oberen und unteren Rand weniger Informationen liegen, bleiben diese












































Abbildung 6.54.: Drei Proben- bzw. Detektorpositionen mit Strahlengang für ausgewähl-
te Punkte. Auch für viele der Zwischenpositionen würden die gestrichelt eingezeichneten
Strahlen nicht auf dem Detektor aufgezeichnet. (Achtung: Optische Täuschung! Die grü-
nen Strecken auf der Fokusebene sind gegenüber den jeweiligen blauen Strecken auf der
Rekonstruktionsebene nur in x-Richtung verschoben.)
Das bisher beschriebene Vorgehen reicht aus, um qualitativ gute Laminographieaufnah-
men zu rekonstruieren. Eine weitere Qualitätssteigerung ist aber durch die Beachtung der
wechselnden Ausgangsintensitäten möglich. Wie Abbildung 6.4 zeigt, nimmt die Intensi-
tät des detektierten Kegelstrahls näherungsweise radial zum Zentrahlstrahl ab. Wenn der
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Detektor z. B. nach oben bewegt wird (positives yD), befindet sich der Bereich höchster
Intensität unten auf dem Detektor. Die gewöhnliche Detektorkorrektur berücksichtigt eine
Verschiebung des Detektors aber nicht. Der Bereich höchster Intensität würde trotzdem
als "zu dunkel" interpretiert und die Grauwerte stark angehoben. Analoges geschieht auf
der anderen Detektorseite bzw. beim Herunterfahren des Detektors (negatives yD).
Diese Helligkeitsverläufe werden bspw. von der diondo d2 -Laminographie-Rekonstruk-
tionssoftware als unterschiedliche Schwächungen durch die Probe interpretiert, wodurch
das Ergebnis verfälscht wird (vgl. Abbildung 6.55). Für diese Arbeit wurde daher in das
neu entwickelte Rekonstruktionsverfahren auch eine geeignete Korrektur integriert. Zuerst
werden dafür die normalen Detektorkorrekturen in Nullposition durchgeführt. Anschlie-
ßend wird die Laminographie einmal mit und einmal ohne Probe aufgezeichnet. Aus der
Differenz der Aufnahmen bei gleicher Proben- bzw. Detektorposition ergibt sich ein reines
Bild der Schwächung (vgl. Abbildung 6.56).
Abbildung 6.55.: Roh-Laminographie-Aufnahmen einer Faserplatte bei 100 kV. Der De-
tektor befand sich auf höchster, Null- bzw. niedrigster Position (vgl. Abbildung 6.24 bzw.
Anhang A.7). Bei den gewählten Aufnahmeparametern wird der Detektor teilweise durch
das Röhrengehäuse abgeschattet (rechts unten).
Da sich der radiale Intensitätsverlauf der Röhre mit der Zeit nicht wesentlich ändert,
können die Messungen ohne Probe bei gleicher Abbildungsgeometrie immer wieder ver-
wendet werden. Im Computerprogramm wurde zusätzlich, für Messungen unter Zeitdruck,
eine lineare Interpolation implementiert. Das erlaubt es, die Messung ohne Probe auch
mit weniger Einzelaufnahmen anzufertigen als für die eigentliche Messserie nötig ist. Die
fehlenden Einzelbilder werden aus denen der benachbarten Probenpositionen interpoliert.
Wenn die vollständige Rekonstruktion nun für genügend Ebenen durchgeführt wurde,
um das relevante Probenvolumen abzubilden, kann für jede Ebene die Multi-Energie-Re-
konstruktion aus Abschnitt 6.1 angewandt werden. Umgekehrt ist es möglich, die Multi-
Energie-Rekonstruktion für jede Aufnahmeposition durchzuführen und anschließend eine
Laminographie der Multi-Energie-Daten zu berechnen (vgl. Abbildung 6.62).
Anwendungsbeispiele zur Multi-Energie-Laminographie
Für die Faserverbundplatte aus Abbildung 6.24 bzw. Abbildung 6.56 können verschie-
dene Probenbereiche rekonstruiert werden (Aufnahmeparameter gem. Anhang A.7, vgl.
Anhang A.6). Die Details dieser Schnittebenen sind scharf dargestellt, während benach-
barte Informationen als unscharfer Schleier erscheinen (vgl. Abbildung 6.57). Da sehr viele
kleine Details in den Bildern enthalten sind, wird zusätzlich ein Ausschnitt aus dieser
Rekonstruktion präsentiert (vgl. Abbildung 6.58).
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Abbildung 6.56.: Korrigierte Laminographie-Aufnahmen einer Faserverbundplatte bei
100 kV. Der Detektor befand sich auf höchster, Null- bzw. niedrigster Position (vgl. Ab-
bildung 6.24 bzw. Anhang A.7).
Abbildung 6.57.: Vergleich einer Rekonstruktionsebene bei der reinen Laminographie
(links) und der Multi-Energie-Laminographie (rechts, vgl. Abbildung 6.24). Es wurde die
quadratische Approximation aus Tabelle 6.1 gewählt. Der Parameter a2 entspricht hier
dem roten Farbkanal, a1 dem grünen und a0 dem blauen. Die kreuzförmige Lage der Fa-
serbündel erscheint gegenüber den Artefakten durch die Wabenstruktur relativ schwach,
ist aber noch deutlich zu erkennen.
Der schwarze Bildrand entsteht, da die Rekonstruktionsebene näher an der Röhre als an der
Fokusebene liegt. Die zugehörigen Volumeninformationen werden nicht auf dem Detektor
abgebildet.
Anstelle der Datensätze in vollen 3000× 3000 Pixeln wurde zur Verbesserung der Über-
sicht ein 400 × 400 Pixel großer Bereich ausgewählt. In anderen Ausschnitten gilt aber
qualitativ dasselbe. Durch die Multi-Energie-Laminographie können die Fasern der Probe
sichtbar gemacht werden, obwohl sich die zwei Glasfaserplatten und die Wabenstruktur in
den Radiographien jeweils überlagern.
Die Dicke einer einzelnen Glasfaserplatte der Verbundprobe beträgt (339± 30) µm. Das
ist auch in der Rekonstruktion zu erkennen. Zwei unterschiedliche Rekonstruktionsebenen
zeigen jeweils verschiedene dunkle Punkte scharf. Diese Ebenen sind exakt 330 µm von-
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einander entfernt, entsprechen also in guter Übereinstimmung den beiden Oberflächen.
Die schwarzen Punkte sind keine einfachen Oberflächenkontaminationen wie bspw. Staub.
Möglicherweise handelt es sich um Klebereste der Faserfixierung. Die exakte Materialzu-
ordnung konnte jedoch nicht gefunden werden.
∆d =2,65 mm ∆d =2,47 mm ∆d =2,32 mm
Abbildung 6.58.: Ausschnitt aus der Multi-Energie-Rekonstruktion in Abbildung 6.57 für
die linke, mittlere Wabe (Parameter a2, tonwertkorrigiert). Die abgebildeten Probenberei-
che entsprechen 2,43 cm breiten Quadraten in der Probe bei unterschiedlichem Abstand
∆d zur Fokusebene (auf Seite der Röhre). Die jeweils scharf zu sehenden Bereiche sind
rot umrandet (vgl. auch Abbildung 6.59). Ausgewählt wurde die linke, mittlere Wabe aus
Abbildung 6.57.
20 kV 100 kV 190 kV
Abbildung 6.59.: Laminographien ohne Multi-Energie-Rekonstruktion zum Vergleich mit
Abbildung 6.58 (∆d =2,47 mm). Die 20 kV-Aufnahmen sind so stark unterbelichtet, dass
der Kontrast sehr schlecht ist. Bei 190 kV sind dagegen durch die harte Strahlung und die
geringen Schwächungsunterschiede in der Probe lediglich wenige Details zu erkennen.
Außerhalb der Rekonstruktionsebenen, welche mit der Faserplattenoberfläche zusam-
menfallen, werden keine Fasern scharf abgebildet. Dazwischen ist dies bei allen Abständen
an verschiedenen Probenstellen der Fall. Die Lage bzw. der Abstand einzelner Fasern ist
somit vergleichbar und abmessbar. Durch den geringen Kontrast zwischen den unterschied-
lichen Glasfasern muss die Darstellung auf den jeweiligen Anwender optimiert werden. Vom
Autor wird zudem die visuelle Fasererkennbarkeit in Schwarz-Weiß-Abbildungen als besser
eingeschätzt, als bei farbigen Bildern. Die in Abbildung 6.58 präsentierten Rekonstruktio-
nen lassen sich an einem großen, hochauflösenden und kontraststarken Computermonitor
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einfacher beurteilen.
Die Wahl der Multi-Energie-Rekonstruktionsmethode selbst ist für das Gesamtergebnis
wenig relevant. Alle Methoden aus Tabelle 6.1 funktionieren und sind mit den Auswertepro-
grammen dieser Arbeit problemfrei anzufertigen. Lediglich die erweiterte Grenzwertmetho-
de erzielt keine qualitativ überzeugenden Ergebnisse (vgl. Abschnitt 6.1). Das zugehörige
Resultat ist praktisch nicht von der 100 kV-Rekonstruktion in Abbildung 6.59 bzw. Ab-
bildung 6.57 zu unterscheiden. Die Ursache dafür ist, dass die Grenzwertmethode nicht
das Schwächungsverhalten im jeweiligen Pixel modelliert, sondern lediglich Kontraste ver-
stärkt. Wie Abbildung 6.59 demonstriert, sind die einzelnen Fasern in keiner der reinen
Laminographien gut zu sehen. Die zugehörigen Grauwerte liegen also immer in der Nähe
der gleichen Grenzwerte, was vom Algorithmus somit nahezu gleich bewertet wird.
Bei der Leiterplatte aus Abbildung 6.27 bietet sich ebenfalls eine Laminographie an
(vgl. Abbildung 6.60, Anhang A.7). Schon in den einfachen Rekonstruktionen wie bspw.
Abbildung 6.29 sind die beiden Leiterebenen und viele Details gut zu unterscheiden.
Durch die Laminographie können aber auch Abstände ausgemessen werden. Zum Bei-
spiel kann die Kontaktierung der Bonddrähte an den Chip und an das Package in unter-
schiedlichen Ebenen scharf abgebildet werden (vgl. Abbildung 6.61). Aus der bekannten
Rekonstruktionsebenenposition lässt sich schließen, dass die Höhendifferenz, welche durch
die Bonddrähte an dieser Stelle überbrückt wird, (260± 5) µm beträgt.
Abbildung 6.60.: Korrigierte Laminographie-Aufnahmen einer Leiterplatte bei 100 kV. Der
Detektor befand sich auf höchster, Null- bzw. niedrigster Position (vgl. Abbildung 6.27
bzw. Anhang A.7).
Der hohe Kontrast bei der Abbildung dieser Probe erlaubt es auch, die unterschiedlichen
Reihenfolgen der Bildrekonstruktion zu visualisieren. In Abbildung 6.62 wurden daher die
beiden Rekonstruktionsebenen ausgewählt, welche die unterschiedlichen Leiterbahnen ent-
halten. Einmal wurde zuerst die Laminographierekonstruktion für jede Aufnahme der Serie
von 30 kV bis 190 kV durchgeführt und daran die Multi-Energie-Rekonstruktion für jede
Ebene angeschlossen. Für das hier präsentierte Beispiel waren somit 18 Laminographie-
rekonstruktionen nötig. Im neu angefertigten Auswertungsprogramm wurden 201 Rekon-
struktionsebenen in je 5 µm Abstand berechnet. Für diese 201 Bilderserien folgten darauf
die pixelweisen Multi-Energie-Rekonstruktionen für die 3000 × 3000 Bildpunkte des De-
tektors.
Im umgekehrten Fall wurde zuerst die Hintergrundkorrektur für die Laminographie
durchgeführt, also die Transformation entsprechend Abbildung 6.56 und Abbildung 6.56.
Daran schlossen sich die 250 quadratischen Multi-Energie-Rekonstruktionen für die 250
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Aufnahmepositionen an. Als Abschluss mussten dann nur noch drei Laminographie-Re-
konstruktionen für die Parameter a2, a1 und a0 durchgeführt werden.
Wie Abbildung 6.62 zeigt, gibt es aber keinen wesentlichen Unterschied. Bei anderen
Proben, wie bspw. der oben präsentierten Faserverbundplatte, ist die Abweichung zwi-
schen den Ergebnissen noch geringer. Der etwas geringere Kontrast beim Start mit der
Laminographie-Rekonstruktion ist darauf zurückzuführen, dass die Laminographie eini-
ge Details "wegmittelt", insbesondere wenn sie sehr klein sind und nicht exakt auf der
Rekonstruktionsebene liegen.
Praktisch ist eine Entscheidung auf Grundlage der notwendigen Rekonstruktionszeit zu
empfehlen. Diese ist abhängig von den Multi-Energie-Modellen, der Zahl an Aufnahmepo-
sitionen bzw. den eingesetzten Spannungen und der verwendeten Computerhardware. Für
typische Diagnostikaufgaben mit den in dieser Arbeit vorgestellten Methoden schätzt der
Autor aber die Variante mit abschließender Laminographie als typischerweise schneller ein.
Da dieses Vorgehen auch die etwas kontrastreicheren Ergebnisse liefert, sollte so mit der
Auswertung unbekannter Proben begonnen werden.
Abbildung 6.61.: Ausschnitt aus dem linken oberen Chip-Package in Abbildung 6.60. Es
wurde eine Multi-Energie-Rekonstruktion mit quadratischer Approximation genutzt. Die
Differenz a2 − a1 wurde anschließend mit ImageJ -LUT "Thal" eingefärbt. Links ist der
Abstand zur Fokusebene 1390 µm groß, während er rechts 1130 µm beträgt. Die Rekon-
struktionsebenen liegen näher am Detektor als die Fokusebene selbst.
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6.5. Kombination aus 3D- und Multi-Energie-Rekonstruktion
Abbildung 6.62.: Vergleich der beiden Leiterebenen (oben und unten) bei beiden Varian-
ten zur Multi-Energie-Rekonstruktion. Links wurde zuerst die Laminographie berechnet,
während sie rechts zuletzt ermittelt wurde. Die dargestellte Größe entspricht jeweils der
Differenz a2 − a1 für die quadratische Schwächungsapproximation (vgl. Tabelle 6.1). Ein-
gefärbt wurde diese Größe mit der ImageJ -LUT "Thal".
Der Unterschied zwischen den beiden Ebenen ist bei den horizontalen Strukturen am deut-
lichsten ausgeprägt (s. oben mittig in den Bildern). Die oben dargestellte Ebene liegt




Alle wesentlichen Ziele dieser Arbeit konnten erreicht werden. Es ist ein neuer Auswer-
tungsalgorithmus für Kossel- und RDS-Aufnahmen entstanden, welcher zudem in einem
komfortabel bedienbaren Computerprogramm implementiert wurde. Das entwickelte Ver-
fahren geht über die Idee zur Nutzung der klassischen Fokalkurven hinaus und führt neuar-
tige verallgemeinerte Fokalkurven ein. Diese erlauben es, eine Ausgleichsrechnung auch bei
schlechten Startwerten durchzuführen. Für beliebige Kristallsymmetrien können so Präzi-
sonsgitterparameter bestimmt werden. Falls die elastischen Konstanten bekannt sind, ist so
auch die automatische und hochpräzise Berechnung von Eigenspannungstensoren möglich.
Es hat sich bei der Auswertung der angefertigten Aufnahmen herausgestellt, dass die
Welligkeit des verwendeten Röntgenfilms die wesentliche, verbleibende Fehlergröße ist. Auf-
grund der hohen lateralen Informationsdichte kann derzeit noch nicht auf Film verzichtet
werden. Durch die fortschreitende Entwicklung der Digitaldetektoren bezüglich deren Orts-
auflösungsvermögens entfällt dieses Problem aber zukünftig.
Auf der Suche nach Möglichkeiten zur Verbesserung der Liniendetektion wurde zudem
eine Art geführte Hough-Transformation entwickelt, welche Kossel- und RDS-Reflexe hin-
reichender Intensität detektierbar macht. Auch dies konnte in einem Computerprogramm
umgesetzt werden, wobei hier in Zukunft noch Verbesserungen bei der Rechengeschwindig-
keit möglich sind. Neben den deterministischen Kantendetektionsalgorithmen, die in dieser
Arbeit getestet und verglichen wurden, sind auch durch Fortschritte bei der Anwendung
von künstlichen neuronalen Netzwerken weitere Verbesserungen der Reflexerkennung zu
erwarten.
Für den praktischen Einsatz der Liniendetektion ist es zudem wichtig, die Reflexfein-
struktur zu beachten, welche bei der Kossel-Technik drei prinzipiell verschiedenen Formen
annehmen kann. Durch einen neu entwickelten Algorithmus, welcher die Reflexkrümmung
berücksichtigt, wird dies beachtet. Zugleich ist es so erstmals möglich, die optisch nicht
sichtbare Dublettaufspaltung niedrig indizierter Reflexe trotzdem zu erkennen und für die
Verbesserung der Genauigkeit auszunutzen.
Diese Auswertungsstrategie konnte auch erfolgreich bei der Pseudo-Kossel-Technik ein-
gesetzt werden. Am Beispiel von Silizium wurde zudem demonstriert, wie sich der Antika-
thodenabstand auf die Kossel-Näherung bzw. die Gitterkonstanten und Eigenspannungen
auswirkt. Durch einen neuen Ansatz zur Beschreibung der räumlichen Lage der Interfe-
renzen bei der Pseudo-Kossel-Technik war es möglich, vielfältige Simulationen der unter-
schiedlichen Abbildungsparameter zu erstellen und diese zu vergleichen. Der Anwender hat
so ein Werkzeug zur Hand, um Aufnahmen quantitativ auszuwerten oder schnell qualitativ
zu deuten. Zukünftige Verbesserungen werden sich hier sicherlich auf die Verbesserung der
verhältnismäßig hohen Rechenzeit fokussieren müssen.
Das erarbeitete Pseudo-Kossel-Modell ist prinzipiell auch zur Beschreibung der Brems-
strahlungsreflexe geeignet. Da mit der im Rahmen dieser Arbeit genutzten Gerätetechnik
nicht aufgeklärt werden konnte, welches Strahlungsspektrum in jedem der Bildpunkte des
Detektors sichtbar ist und zudem die relevanten Bragg-Winkel sehr niedrig sind, wurde
ein stark vereinfachtes Modell zur Beschreibung der Bremsstrahlungsreflexe entwickelt. Es
stellte sich aber heraus, dass dieses qualitativ und quantitativ genau genug ist, um erst-
malig Simulationen der Hell-Dunkel-Struktur der Interferenzen anzufertigen. Auf diese Art
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und Weise konnte die bisher ungeklärte Entstehung der komplexen Intensitätsverhältnisse
zum ersten Mal gedeutet werden. Zudem war es möglich, die nebelförmigen Muster in den
Aufnahmen qualitativ zu interpretieren.
Neben der erstmaligen Beschreibung von Lage und Intensität der Bremsstrahlungsreflexe
wurde in dieser Arbeit möglicherweise ein weiterer Typ von Beugungslinien entdeckt und
beschrieben (Literaturstand März 2020). Für dessen Entstehung konnte auch ein erster
Interpretationsansatz gegeben werden. Hierzu sind in Zukunft jedoch noch weitere Mes-
sungen nötig. Insbesondere ist aufzuklären, warum der Effekt nicht immer sichtbar ist.
Möglicherweise kann sich hieraus ein neues Werkzeug zur Bestimmung der Kristallgüte
entwickeln.
Bei der Multi-Energie-Röntgeninspektion wurden verschiedene Ansätze verfolgt und ver-
glichen. So erlaubt es ein eigens angefertigtes Computerprogramm, sehr schnell kontrast-
reiche Ergebnisbilder zu erhalten. Durch geeignete Approximationen des Schwächungsver-
haltens entstehen Resultate, welche insbesondere im Hinblick auf den bisherigen Stand der
Technik sehr wenig Rauschen und Artefakte zeigen.
Um Materialien identifizieren zu können, wurde zusätzlich eine Methodik inklusive Com-
putergramm entwickelt, welche die Strahldivergenz zwischen Röhrenfokus und Detektor bei
der Erstellung einer gerätespezifischen Materialdatenbank berücksichtigt. Auf Basis dieser
Datenbank konnten röntgenographisch sehr ähnliche Polymerproben unterschieden und
größtenteils dem korrekten Werkstoff zugeordnet werden. Dies gelang hier ohne spektral
auflösenden Detektor und ohne volumenauflösende 3D-Rekonstruktion. Bei der Überlage-
rung vergleichbar schwächender Materialien konnten diese zumindest teilweise unterschie-
den werden. Weiterentwicklungen in der Zukunft müssen für Verbesserungen insbesondere
die spektrale Empfindlichkeit des genutzten Detektors in das Modell einbeziehen. Der hier
gewählte Ansatz wäre leicht in dieser Art zu modifizieren.
Abseits vom werkstoffwissenschaftlichen Ergebnis muss in Zukunft auch bedacht werden,
wie die Materialüberlagerungen darzustellen sind. Durch die große Zahl an Datenpunkten
sind Tabellen nicht geeignet und Farben können nur in bestimmten Grenzen die verschie-
denen Konzentrationen bei den unterschiedlichsten Werkstoffkombinationen darstellen.
In dieser Arbeit konnte zusätzlich auch ein laminographischer Auswertungsalgorithmus
entwickelt werden, welcher gut mit der Multi-Energie-Bildrekonstruktion kombinierbar ist.
Dieser wurde in einem einfach bedienbaren Programm umgesetzt, so dass insbesondere
die Volumina von flachen Bauteilen leicht auf verschiedene Materialkombinationen bzw.
Defekte untersucht werden können. Durch den fortschreitenden Einsatz von Faserverbund-
materialien (z. B. Elektromobilität) ist hier in Zukunft mit steigendem Anwendungsbedarf
zu rechnen.
Zusammenfassend ist festzustellen, dass die vorliegende Arbeit einen wesentlichen Bei-
trag zur Verbesserung der Auswertung ausgewählter werkstoffwissenschaftlicher Verfahren
geleistet hat. Dadurch ist deren Leistungsfähigkeit nachweislich erhöht (z. B. modifizierter
Fokalkurvenansatz für Beugungsverfahren) bzw. deren praktische Anwendbarkeit über-
haupt erst ermöglicht worden (z. B. Bremsstrahlungsinterferenzen). Zur Umsetzung der
theoretischen Erkenntnisse in die Prüfpraxis sind allein sechs neue methodische Vorge-
hensweisen einschließlich entsprechender Computerprogramme entwickelt worden.
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A.1. Berechnung von Netzebenenabständen
Um die Bragg-Winkel der indizierten Netzebenen bei beliebigen Dehnungen berechnen
zu können, muss insbesondere der zugehörige Netzebenenabstand ermittelt werden. Mit
Hilfe der Transformation aus Gleichung (4.1) ergibt sich nach längerer Rechnung und einer
möglichst "symmetrischen" Umformung bzw. Anordnung der Terme:
dhkl =
√√√√√√














)2 − 2klbc (cosα− cosβ cos γ)−
2hl
ac (cosβ − cosα cos γ)− 2hkab (cos γ − cosα cosβ)
(A.1)
A.2. Programm zur Auswertung von Kossel-Aufnahmen
Das Programm wurde in C++11 geschrieben und nutzt die Bibliothek WxWidgets 3.1
für die GUI-Funktionen. Es ist dadurch leicht auf andere Betriebssysteme portierbar. Ver-
wendet wurde der Compiler MinGW-W64 5.3.0 und die std::thread -Implementierung von
github.com/meganz/mingw-std-threads in der Version vom 16.03.2016. Zudem wird die
Bibliothek OpenCV 3.1.0 zum Einlesen und Verarbeiten der Bilder sowie Eigen 3.3.4 zum
Lösen linearer Gleichungssysteme eingesetzt. Der Quellcode ist ebenso wie eine compilierte
Datei für 64 bit-Windows-Betriebssysteme auf dem beigelegten Datenträger zu finden.
Abbildung A.1 zeigt einen Überblick der Nutzeroberfläche in einer möglichen Konfigu-
ration. Der Anwender hat die Möglichkeit, einzelne Segmente des GUI umzuordnen bzw.
in der Größe zu ändern. Damit dies beim nächsten Programmstart nicht neu eingerichtet
werden muss, stehen unter dem Menüpunkt Config zwei alternative Speicherorte für eine
Konfigurationsdatei zur Verfügung.
Die Bilddatei
Um eine digitale Kossel-Aufnahme auszuwerten wird zunächst die Bilddatei über den But-
ton Image im Menü Import geöffnet. Da Bilddateien bei 600 dpi-Scans an der genutzten
Kossel-Anlage schon ca. 35 Megapixel groß sind, stellen Sie einige Herausforderungen an
die Software. Typische Bildverarbeitungsprogramme wie Photoshop oder Gimp lassen sich
z. B. nur noch sehr langsam bedienen und stürzen verhältnismäßig häufig ab. Zudem sind,
zumindest unter Microsoft Windows, die Buffer für die anzuzeigenden Monitorpixel zu
klein, um eine ganze Aufnahme darin unterzubringen. Die Implementierung aus dieser
Arbeit nutzt daher im Wesentlichen drei Bildkopien im Arbeitsspeicher:
1. Die eingelesene und ggf. dekomprimierte Aufnahme in 16 bit-Graustufen. Daher muss
die Datei nur einmal von langsamen Datenträgern gelesen werden.
2. Ein mit den eingegebenen Bildfiltern verändertes Bild als 32 bit-Fließkomma-Darstel-
lung zur Vermeidung von Overflow- und Underflow-Problemen.
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Abbildung A.1.: Screenshots des Kossel-Auswertungsprogramms mit eingelesener RDS-
Aufnahme und geöffnetem Menü des Tonwertkorrekturfilters.
3. Ein gezoomter Bildausschnitt mit allen Filtern, der direkt vom Betriebssystem dar-
gestellt werden kann (z. B. Windows: 24 bit BGR).
Durch diese Vorgehensweise kann das angezeigte Bild in akzeptabler Geschwindigkeit ver-
schoben oder gezoomt werden. Über den Menüpunkt Config kann zudem Fast Refresh
ausgewählt werden, wodurch nur die angezeigten Bildbereiche neu berechnet werden, wel-
che nicht vom Betriebssystem geblittet werden können. Wenn der Bildausschnitt bspw.
etwas nach links verschoben wird, dann muss nur rechts ein kleiner Streifen neu aus dem
Fließkommabild extrahiert werden. Dadurch ist es möglich, die Bildansicht problemfrei live
zu verschieben. Durch einige zusätzliche Optimierungen zur Vermeidung unnötigen Neu-
zeichnens des Bildes können insbesondere bei älteren Windows-Versionen Artefakte am
Bildrand entstehen, die aber nach einer halben Sekunde durch eine präzisere Bildgenerie-
rung bereinigt werden.
Zum Verschieben des Bildes wurden einige Varianten implementiert. So können die
Scrollbalken, Cursortasten, (4-Wege-) Mausräder oder die Mausbewegung bei gedrückter
mittlerer Maustaste verwendet werden. Das Zoomen im Bild ist durch Scrollen bei gedrück-
ter Steuerungstaste, den entsprechend beschrifteten Slider im GUI oder direkte Eingabe
des Zoomfaktors möglich. Der Slider wurde logarithmisch skaliert, um sowohl Übersicht-
aufnahmen als auch Detailzooms schnell zu ermöglichen.
Bildfilter
Für die verschiedenen Funktionen von Kapitel 3 können die zugehörigen Filter über einen
Rechtsklick ins filters-Teilfenster ausgewählt werden. Durch einen Doppelklick auf den Na-
men bzw. den Button Modify ist es möglich, die verschiedenen Einstellungen vorzunehmen.
Abbildung A.1 zeigt ein solches Menü für die implementierten Filter zur Tonwertkorrektur.
Zur Orientierung wird im Programm auch ein Histogramm gezeichnet, bei dem Tooltipps
der zugehörigen Grauwerte angezeigt werden. In dem hier sichtbaren Beispiel wurde der
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Bereich von ursprünglich 0 bis 1 auf 0, 23 bis 0, 34 eingeschränkt, wodurch die RDS-Reflexe
optimal sichtbar sind.
Über die Buttons mit den Pfeilen lässt sich die Position eines Filters in der Reihen-
folge verändern. Es kann also bspw. ein Hintergrundabzug mit einem Gauß-Filter, einer
Tonwertkorrektur und einem Sobel-Filter kombiniert und deren Reihenfolge bei der Abar-
beitung frei verändert werden. Damit man dies nicht immer neu einstellen muss, können
die Filtereinstellungen- und Anordnungen über die Buttons save filters bzw. load filters
gespeichert und geladen werden.
Insgesamt stehen folgende Filter zur Verfügung:
1. Tonwertkorrekturen verschiedener Art,
2. Faltung mit beliebigem Faltungskern; die Matrix kann z. B. auch von und nach Mi-
crosoft Excel kopiert werden (Hinweis: gelbe Felder werden automatisch durch 0
ersetzt),
3. Bildskalierung (insb. Verkleinerung: für schnelle Tests gedacht),
4. Hintergrundabzug,
5. Bildglättung mittels Gauß-, Box- und Median-Filter,
6. Berechnung der Differenz zum Originalbild,
7. Sobel-Kantendetektion,
8. Canny-Kantendetektion (nur nach Tonwertkorrektur sinnvoll, da das Bild auf 8 bit
Graustufen umgerechnet werden muss).
Über die entsprechende Funktion im Export-Menü kann das angezeigte Bild auch expor-
tiert werden.
Datenpunkte
Die eigentlichen Datenpunkte können aus einer XML-Datei gelesen bzw. in einer solchen
gespeichert werden. Zusätzlich stehen die umfangreichen Funktionen im Data-Menü für die
Eingabe zur Verfügung.
Dort können Kegelschnitte erstellt bzw. gelöscht werden. Darunter ist hier eine Samm-
lung von Datenpunkten eines Reflexes zu verstehen. Die Pfeile oder eine manuelle Eingabe
erlauben die Auswahl bestimmter Kegelschnitte. Die zugehörigen Punkte werden rot ein-
gezeichnet. Alle anderen Kegelschnitte sind dagegen in unterschiedlichen Schattierungen
von grün bis blau markiert. Eine Vorschau zu den gefitteten Kurven bzw. der zugehörigen
Hauptachsen wird mit derselben Farbe eingezeichnet. Zur Beschleunigung des GUI kann
diese Funktion im Menü Config auch abgeschaltet werden.
Punkte können zum ausgewählten Kegelschnitt hinzugefügt werden, indem der Button
add im Abschnitt point nr ausgewählt und ins Bild geklickt wird. Der aktuell selektierte
Punkt ist dabei rosa. Er kann nach dem Aktivieren von modify verschoben werden.
Wenn alle Punkte grob eingegeben wurden, kann über die jeweiligen Buttons die au-
tomatische und genaue Reflexsuche gestartet werden. Mit conic dark/bright wird bspw.
der Hell-Dunkel-Umschlagpunkt in der Nähe jedes einzelnen der eingelesenen Punkte für
den aktuellen Kegelschnitt gesucht. An den Rändern des Bildes bzw. des belichteten Be-
reiches kann es zu Fehlerkennungen kommen. Solche Punkte können über modify von der
Problemstelle verschoben bzw. über den Button rem entfernt werden.
Die drei Zahlen im Data-Teilfenster stehen für drei Parameter bei der Reflexsuche. nor-
mal gibt an, innerhalb welches Pixel-Abstandes von einem Punkt nach dem Reflex gesucht
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wird. Große Werte verlangsamen die Rechnung und können zu Fehlerkennungen führen,
wenn ein deutlich intensiverer Reflex in der Nähe liegt. Kleine Werte sind möglicherweise
zu gering, um alle Punkte auf den Reflex zu versetzen. Im Zweifel sollte man den jeweiligen
Button mehrfach betätigen und beobachten, ob die Punkte "wandern" oder sich fest auf
dem Reflex befinden.
tangent gibt vor, wie viele Pixel entlang des Reflexes gemittelt werden, um den Rau-
scheinfluss zu verringern (unter Berücksichtigung der Reflexkrümmung). Mit average wird
angegeben, wie viele Zehntelpixel im Profil des Reflexes gemittelt werden. Größere Werte
sind bei sehr starkem Rauschen hilfreich, verschlechtern aber die Genauigkeit.
Rechnung
Wenn die gewünschten Punkte zu möglichst vielen der sichtbaren Reflexe eingegeben bzw.
eingelesen wurden, öffnet sich mit einem Klick auf Solve! das Fenster aus Abbildung A.2.
Hier werden die relevanten Werkstoffinformationen eingegeben (speicher- und ladbar).
Falls bekannt, sollte die Probenposition relativ zum Film mit den Koordinaten x, y
und z eingeben werden. Diese Startposition kann man aber auch über den Button Guess
(focal) berechnen lassen. Es werden die zwei Reflexe gesucht, deren (möglicherweise falsch
berechnete) Hauptachsen sich im größten Winkel schneiden. Die (potentiell auch falschen)
Fokalkurven ergeben im Schnitt einen Startpunkt. Je nachdem, wie weit er neben dem
richtigen Ergebnis liegt, wird die Auswertung anschließend korrekt durchgeführt oder nicht.
Abbildung A.2.: Eingabemaske des Kossel-Auswertungsprogramms für alle Startwerte. Hier
sind schon Werte für Kupfer eingetragen.
Der Button Guess (meta) schätzt die Position der Beugungskegelspitze aus den Bildab-
messungen ab. Dies ist für die (Pseudo-)Kossel- und RDS-Aufnahmen an den Geräten der
AG Werkstoffdiagnostik kalibriert und führt bei deutlich abweichenden Abbildungsgeome-
trien garantiert zu falschen Ergebnissen.
Über den Wert Tolerance ist steuerbar, welche Abweichungen für die Reflexindizierung
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prinzipiell in Betracht gezogen werden. Die Checkbox force bests index fit ist bei großen
Tolerance-Werten oder Aufnahmen mit vielen sehr ähnlichen Bragg-Winkeln nützlich. Sie
deaktiviert eine Heuristik, die eine möglichst [001]-nahe Orientierung des Kristalls bei der
Indizierung bevorzugt. Diese wurde implementiert, um einfacher vergleichbare Ergebnisse
zu erhalten. So ist die Interpretation der unterschiedlichen Gitterkonstanten zweier Proben
schwieriger, wenn eine als [111]- und die andere als [1̄11̄]-orientiert beschrieben wird.
Nach Eingabe der anderen Größen kann die eigentliche Auswertung mit einem Klick auf
Start Solving gestartet werden. Diese sollte auf modernen Rechnern einige Sekunden bis
höchstens wenige Minuten dauern. Die verschiedenen Ergebnisse werden über das Fenster
Log in Textform ausgegeben.
Fehlschläge der Rechnung waren bisher (nach einigen Bugfixes) immer auf zu stark ab-
weichende Startwerte zurückzuführen. Bspw. kann die falsche Wellenlänge gewählt worden
sein, die eingegebene Kegelspitze ist zu weit vom realen Ort entfernt oder die Gitterkon-
stanten gehören zu einer Phase, die nicht der aufgenommen entspricht. Praktisch zeigt
sich das typischerweise an offensichtlich falschen Ergebnissen, also Parametern die nahe-
zu unendlich groß sind oder NaN-Einträge enthalten. Alternativ deuten auch berechnete
"Eigenspannungen" von mehr als 10 GPa an, dass die Startwerte falsch waren.
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Das Programm wurde in C++11 geschrieben und nutzt die Bibliothek WxWidgets 3.1
für die GUI-Funktionen. Es ist dadurch leicht auf andere Betriebssysteme portierbar. Ver-
wendet wurde der Compiler MinGW-W64 5.3.0 und die std::thread -Implementierung von
github.com/meganz/mingw-std-threads in der Version vom 16.03.2016. Zudem wird die
C -Bibliothek libtiff 4.0.9 zum Einlesen der TIF-Bilder und Eigen 3.3.4 zum Lösen linea-
rer Gleichungssysteme eingesetzt. Der Quellcode ist ebenso wie eine compilierte Datei für
64 bit-Windows-Betriebssysteme auf dem beigelegten Datenträger zu finden.
Es können einzelne Dateien oder Ordner über die jeweiligen Buttons eingegeben werden
(vgl. Abbildung A.3). Das Programm liest sowohl 16 bit unsigned int RAW-Dateien als
auch verschiedene Arten von TIF. Die Dateien müssen folgendes Namensschema haben




UUU steht für die drei Stellen der Spannung in Kilovolt, JJJ für den Strom in Mikroampere
und tttt für die Integrationszeit des Detektors in Millisekunden. Die Endung xxx ist entwe-
der raw oder tif. Die zweite Variante wird bei CT- und Laminographieaufnahmen von der
Aufnahmesoftware erstellt. yyyyyyy wird vom Programm schlicht ignoriert, während cccc
als Nummer der jeweiligen Einzelaufnahme ausgelesen wird. Der Zahlenwert 0000 steht
bei der Laminographie für die oberste Bildposition (maximales ∆y, vgl. Abbildung 6.52),
während die größte Zahl der untersten Aufnahmeposition entspricht (minimales ∆y).
Bei der Ausgabe wird die Nummerierung beachtet, damit die Einzelaufnahmen einer
Laminographie zuerst alle gemeinsam der Multi-Energie-Rekonstruktion und anschließend
ohne Umbenennungen der Laminographie-Rekonstruktion zugeführt werden können.
Über das Drop-Down-Menü nach "Recon:" kann der Bildrekonstruktionsalgorithmus aus-
gewählt werden. Dazu wird rechts jeweils eine kurze Erklärung dargestellt. Zusätzlich än-
dert sich die Vorschau der Ausgabedateinamen.
Mit Threads kann angegeben werden, wie viele Threads zur Rechnung verfügbar sind.
Standardmäßig wird dort die um eins verringerte Zahl der vorhandenen logischen Prozes-
281
A. Anhang
sorkerne eingetragen, was für Standardaufgaben zu empfehlen ist. Die weiteren Optionen
wurden aus Testgründen und für andere Ideen der Kollegen des Autors in der Arbeitsgrup-
pe für Physikalische Werkstoffdiagnostik des IfWW der TUD implementiert und werden
nicht in dieser Arbeit diskutiert.
Mit den entsprechenden Buttons und Menüs kann der Typ und Ort der Ausgabedatei
vorgegeben werden. Durch Klick auf Start beginnt die eigentliche Rechnung. In einem
Log sieht man dann den Fortschritt der hintereinander ablaufenden Rekonstruktionen zu
einzelnen Datensätzen.
Die Eingabedaten werden in Bildstreifen (sequentiell im RAM, daher schneller) aufgeteilt
und von jeweils einem Thread abgearbeitet.
Abbildung A.3.: Screenshot des Programms zur Multi-Energie-Rekonstruktion.
A.4. Programm zur Divergenzkorrektur
Das Programm wurde in C++11 geschrieben und nutzt die Bibliothek WxWidgets 3.1
für die GUI-Funktionen. Es ist dadurch leicht auf andere Betriebssysteme portierbar. Ver-
wendet wurde der Compiler MinGW-W64 5.3.0 und die C -Bibliothek libtiff 4.0.9 zum
Einlesen der TIF-Bilder.
In Abbildung A.4 ist das Programm mit einigen über den Button "Load Files" eingelese-
nen Beispieldateien zu sehen. Mit den Werten unter "Contrast" kann live der Kontrast des
Bildes verändert werden, damit die jeweilige Stufenprobe klar erkennbar ist. Dies betrifft
nur die Vorschau.
Die Funktionen unter "Block" erlauben es, einzelne rechteckige Pixelbereiche zu definie-
ren und auszuwählen, was ebenfalls in der Vorschau aktualisiert wird. Das rote Rechteck
ist das momentan aktive. Der Anwender wählt Blocks für die unterschiedlich dicken Stufen
eines Werkstoffs und gibt die Dicke dazu ein. Zusätzlich sind die relevanten Abbildungs-
parameter einzutippen. Mit dem Button "Save Scaled Values" kann dann eine CSV-Datei
erzeugt werden, welche die Durchstrahlungswege für jeden Pixel eines Blocks und die zu-
gehörigen Grauwerte bei verschiedenen Beschleunigungsspannungen listet. Die Datei kann
anschließend in Software wie Microsoft Excel oder Wolfram Mathematica weiterverarbeitet
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werden.
Abbildung A.4.: Screenshot des Programms zur Divergenzkorrektur.
A.5. Skript zur Materialidentifikation
Für die Materialidentifikation wurde ein, im Vergleich zu den anderen Programmen, einfa-
ches Skript in Wolfram Mathemtica angefertigt (getestet in den Versionen 8 und 12). Die
Eingabedaten sind die Einzelaufnahmen einer Aufnahmeserie und die Datenbankdateien
aus dem in Anhang A.4 beschriebenen Programm.
Kurvenanpassung
Zuerst werden die Datenbankinformationen eingelesen, am Beispiel ABS:
absData = Import["C:\\Enghardt Diss\\DB blank\\ABS.csv"];
Dann werden die Aufnahmeparameter, gewünschte Fitfunktion inklusive ihrer Startwerte,
sowie die Gewichtungsfunktion der Ergebnisse festgelegt:
MeasurementVoltages = {30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130,
140, 150, 160, 170, 180, 190};
MeasurementCurrents = {900, 900, 650, 650, 420, 300, 450, 380, 300,
320, 330, 290, 240, 220, 200, 180, 160};
MeasurementTimes = {5000, 5000, 5000, 3000, 3000, 3000, 1500, 1500,
1500, 1200, 1000, 1000, 1000, 1000, 1000, 1000, 1000};
functionType = Log[x]^2*a + Log[x]*b + c;





Anschließend wird die Ausgleichsrechnung mittels der Mathematica-Funktion FindFit
durchgeführt:
Block[{i},For[i = 1, i <= Length[MeasurementVoltages], i++,
abs[MeasurementVoltages[[i]], x_] = Evaluate[functionType /.
FindFit[absData[[2 ;; All, {i + 1,1}]].{{1/(MeasurementCurrents[[i]]*
MeasurementTimes[[i]]), 0}, {0, 1}}, functionType, startparams, x]];
]]
Die Funktion abs ist nun vom Typ functionType und kann für die Materialerkennung
verwendet werden. Das Vorgehen bei den anderen Datenbankmaterialien ist analog. Nur
die Funktionsnamen müssen geändert werden.
Materialidentifikation
Als erstes sind die Aufnahmen einzulesen. Um die Rechenzeit auf Minuten und den Spei-
cherbedarf auf wenige Gigabyte zu begrenzen, werden die Aufnahmen zudem herunterska-
liert. Für verschiedene Spannungen kann das auf folgende Weise durchgeführt werden:
img[30] = ImageResize[Import["C:\\Enghardt Diss\\DB blank\\
Enghardt_MultiE_UeberlagerungenNeu_Blank-DB-Poly1-+00-030-900-
5000.tif"], 100];
img[40] = ImageResize[Import["C:\\Enghardt Diss\\DB blank\\
Enghardt_MultiE_UeberlagerungenNeu_Blank-DB-Poly1-+00-040-900-
5000.tif"], 100];
Die Spannungen müssen exakt der Form und der Anzahl entsprechen, welche in MeasurementVoltages
verwendet wurde. Der Vektor img enthält dann die Pixeldaten der auszuwertenden Bilder
für die zugehörigen Beschleunigungsspannungen. Für jeden einzelnen Werkstoff wird zu-
dem eine Funktion erstellt, welche das Kriterium zi aus Gleichung (6.27) für jeden Pixel
der Aufnahmeserie berechnet:
Clear[absLookup];
absLookup[ImageArray_, VoltagesArray_, CurrentsArray_, TimesArray_,
xy_] := Module[{n, tempD, tempE},
n = Length[ImageArray];
tempD = Table[abs[VoltagesArray[[i]], ImageArray[[i]][[xy[[2]],
xy[[1]]]]*65535/(CurrentsArray[[i]]*TimesArray[[i]])], {i, 1,
n}] /. {Indeterminate -> 10^42};
tempE = Total[-(Sign[tempD] - 1)/2] + Total[Sign[Floor[Abs[tempD]/20]]];
If[tempE < strikesAllowed, DError[tempD], -1]]
Der Fehlerwert 1042 wird verwendet, um Fehlermeldungen und Abbrüche durch numerisch
unmögliche Materialzuordnung zu vermeiden. Mittels eines Einzeilers
resultABS = ParallelMap[(absLookup[Table[ImageData[img[
MeasurementVoltages[[i]]]], {i, 1, Length[MeasurementVoltages]}],
MeasurementVoltages, MeasurementCurrents, MeasurementTimes, #]) &,
Table[Table[{x, y}, {x, 1, ImageDimensions[img[100]][[1]]}], {y, 1,
ImageDimensions[img[100]][[2]]}], {2}];
wird für einen der Werkstoffe aus der Datenbank ein Zwischenergebnis generiert. Hier ist
dies resultABS für ABS. Die Mathematica-Funktion ParallelMap erlaubt es, die Funktion
absLookup für die verschiedenen Pixel von unterschiedlichen Prozessorkernen berechnen
zu lassen. Anschließend müssen diese Zwischenergebnisse nur noch verglichen werden. Für
einzelne Pixel kann bspw. mittels
If[Abs[resultPET[[y, x]]] < Min[Abs[resultSil[[y, x]]],
Abs[resultGlas[[y, x]]]]
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überprüft werden, ob der Werkstoff entweder als PET oder als Silikon bzw. Glas erkannt
wird. In einer Tabelle der Form
resultCombined = Table[Table[{0, 0, 0}, {x, 1, 100}], {x, 1, 100}];
wird dann ein Farbwert
resultCombined[[y, x]] = {0, 0, 0}(*PET schwarz*)
festgelegt. Durch den Befehl
Image[resultCombined]
entsteht zum Abschluss ein Bild, welches exportiert werden kann.
A.6. Programm zur Laminographie-Rekonstruktion
Zur Rekonstruktion der translatorischen Laminographie wurden im Rahmen der Arbeit
mehrere Programmmodule angefertigt, welche größtenteils im Programm LaRecGUI auf-
gegangen sind. Mit der Version auf dem beigelegten Datenträger können jedoch aktuell nur
RAW -Dateien genutzt werden, d. h. 16 bit unsigned int im Endian-Format des verwendeten
Betriebssystems.
Das Programm wurde in C++11 geschrieben und nutzt die Bibliothek WxWidgets 3.1
für die GUI-Funktionen. Es ist dadurch leicht auf andere Betriebssysteme portierbar. Ver-
wendet wurde der Compiler MinGW-W64 5.3.0 und die std::thread -Implementierung von
github.com/meganz/mingw-std-threads in der Version vom 16.03.2016.
Abbildung A.5.: Screenshot des Programms zur Laminographie-Rekonstruktion.
Das GUI ist noch in der Entwicklung, aber in der hier präsentierten Version im Wesentli-
chen einsatzfähig. Anhang A.4 zeigt einen Screenshot des Programms. Der Anwender kann
über die Buttons Data: und Calibration: zwei Dateien auswählen, welche Informationen zur
zugehörigen Laminographieaufnahmeserie enthalten. Alternativ kann der Pfad neben den
Buttons eingegeben werden. Falls die Konfigurationsdatei korrekt geparst wurde, färbt sich
der Hintergrund grün, ansonsten rot. Ein kommentiertes Beispiel der Konfigurationsdatei
befindet sich ebenfalls auf dem beiliegenden Datenträger.
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Durch den Nutzer kann über den Punkt scale eingegeben werden, welchen Grauwert der
hellste Pixel jeder hintergrundkorrigierten Aufnahme erhalten soll (vgl. Abbildung 6.56),
also für jeden Pixel jeder Aufnahme:
korrigierter Grauwert = scale · Calibration-Grauwert
Data-Grauwert
. (A.2)
Die interpolierten Grauwerte werden nach der Vorgehensweise aus Abschnitt 6.5 durch
einen Klick auf calib now erstellt oder bei der Rekonstruktion berechnet, wenn "auto"
aktiviert ist. Mit recon now wird die eigentliche Rekonstruktion gestartet.
Unter Slices kann eingegeben werden, in welcher Distanz von der Fokusebene die Re-
konstruktionsebenen in gleichmäßigen Abständen voneinander platziert werden.
Da die Rekonstruktion sehr zeitaufwendig ist, wird sie multi-threaded durchgeführt. Im
Wesentlichen wird im Programm folgendes beachtet:
1. Der nötige Speicher für die Zielebenen (identische Auflösung zu den Eingabedaten)
wird im RAM reserviert.
2. Um den Input zu optimieren wird immer sequentiell gelesen. Dies sind (aktuell hard-
coded) 3 Chunks zu je 128 Einzeldateien.
3. Wenn mindestens ein Chunk eingelesen wurde, arbeiten Threads in der Anzahl der lo-
gischen Prozessorkerne die einzelnen Zielebenen ab, ein Thread pro Ebene. Es werden
für jeden Zielpixel die zugehörigen und linear interpolierten Detektorwerte aufsum-
miert und deren Anzahl mitgezählt.
4. Sobald ein Thread mit seinen zugehörigen Rekonstruktionsebenen fertigt ist, setzt er
mit dem nächsten Chunk an Eingabedaten fort.
5. Wenn ein Chunk abgearbeitet wurde, gibt das Programm den zugehörigen Speicher
frei und liest den nächsten Chunk ein.
Das setzt sich bis zum Ende der Chunks fort. Dann wird für jeden Pixel jeder Rekonstruk-
tionsebene die Grauwertsumme durch die Anzahl der beteiligten Eingabedaten dividiert.
Anschließend werden die Rekonstruktionsdaten sequentiell in den ausgewählten Zielordner
geschrieben.
Je nach Eingabedaten und -parametern wartet das Programm mit dem Einlesen auf die
Rekonstruktionsthreads oder diese warten auf das Nachladen der Daten. Bei konstanten
sequentiellen Lesegeschwindigkeiten von über 300 MiBs−1 tritt typischerweise der zweite





Der Musterkoffer wurde bei einem Röhrenfokus-Detektor-Abstand von 1133,8 mm und ei-
ner Distanz von ca. 860 mm zwischen Mitte der Probe und Fokus aufgezeichnet. Die zuge-
hörigen Aufnahmeparameter lauten:



















Die in dieser Arbeit präsentierten Stufenproben zur Datenbankerstellung wurden bei einem
Röhrenfokus-Detektor-Abstand von 900,0 mm und einer Distanz von ca. 250 mm zwischen
der Probenmitte und dem Fokus aufgezeichnet.
Für die Aufnahmen mit Stoffüberlagerungen gilt identisches, die zusätzlichen Platten
aus den einzelnen Materialien wurden beim Detektor-Fokus-Abstand von 5 mm in den
Strahlengang eingebracht.
Zur Rauschverminderung wurde jede Aufnahme fünf mal wiederholt und diese Ergebnisse
gemittelt. Die zugehörigen Parameter lauten:
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Aufgrund eines Bugs in der Aufnahmesoftware des genutzten diondo d2 wurde die 180 kV-
Aufnahme mit 160 µA statt der eingestellten 180 µA angefertigt. Durch die "Normierung"
der Grauwerte zu sxy stellt dies aber kein Problem dar. Nur Aufnahmen, bei denen der
Bereich der linearen Detektorempfindlichkeit verlassen wird, sind zu wiederholen.
Die Proben sind:
• ABS in der Dicke von 0,49(01) mm und dem 2-, 4-, 8-, 16- und 32-fachen davon.
• PMMA in der Dicke von 0,55(01) mm und dem 2-, 4-, 8-, 16- und 32-fachen davon.
• PET in der Dicke von 0,56(01) mm und dem 2-, 4-, 8-, 16- und 32-fachen davon.
• PVC in der Dicke von 0,49(01) mm und dem 2-, 4-, 8-, 16- und 32-fachen davon.
• Silikon in Dicken von 0,56(05) mm, 1,41(05) mm, 2,23(05) mm, 3,97(05) mm, 8,15(05) mm
und 17,21(05) mm.
• Kalk-Natron-Glas in der Dicke von 1,15(01) mm und dem 2-, 3-, 4-, 5-, 6- und 7-
fachen davon.
Faserverbundplatte
Die in dieser Arbeit präsentierte Faserplatte (Wabenstruktur mit 2 Glasfaser-Deckschich-
ten, vgl. Abbildung 6.24) wurde bei einem Röhrenfokus-Detektor-Abstand von 800,0 mm
und einer Distanz von ca. 35 mm zwischen der Probenmitte und dem Fokus aufgezeichnet
(in Nullposition bzgl. der Laminographie). Der Verfahrweg des Detektors betrug ±124 mm
und die zugehörigen Aufnahmeparameter waren:
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Die in dieser Arbeit präsentierte Leiterplatte (PCI-Karte) wurde bei einem Röhrenfokus-
Detektor-Abstand von 800,0 mm und einer Distanz von ca. 80 mm zwischen der Probenmit-
te und dem Fokus aufgezeichnet (in Nullposition bzgl. der Laminographie). Der Verfahrweg
des Detektors betrug ±124 mm und die zugehörigen Aufnahmeparameter waren:





















A.8. Informationen zu den Proben der
Bremsstrahlungsinterferenzaufnahmen
Untersuchte Proben
Durch die Überlagerung des Schattenwurfes der teils stark strukturierten und defektbe-
hafteten Kristalle mit den Beugungslinien sind die zugehörigen Aufnahmen schwierig zu
interpretieren. Hier soll daher ein kurzer fotographischer Überblick über die in der Arbeit
präsentierten Proben gegeben werden:
Abbildung A.6.: {001}-orientierte Kupferkristalle. Der Quader mit zylindrischen, durchge-
henden Löchern hat die Abmessungen 11,5 mm × 11,5 mm × 2 mm. Der andere Kristall
ist etwas größer mit 15 mm × 15 mm × 2 mm.
Abbildung A.7.: Kupfer-Probe aus einem zylindrischen Einkristall unter 45° geschnitten.
Die polierten Seiten haben einen Abstand von 7 mm.
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Abbildung A.8.: Die zwei genutzten Siliziumproben in einer Abbildungsposition direkt
vor der Röntgenröhre. Die ungefähr zylindrische Probe besitzt einen Durchmesser von ca.
31 mm und zeigte deutliche Bremsstrahlinterferenzen. Die Siliziumscheibe im rechten Bild
konnte trotz der Dicke von 8,2 mm nicht zur Aufnahme von Interferenzmustern genutzt
werden. Alle noch dünneren Siliziumeinkristalle zeigten ebenfalls keine Interferenzmuster.
(Der Ingot wurde von Prof. Dr. H.-J. Ullrich zur Verfügung gestellt.)
Abbildung A.9.: Ein CaF2-Kristall vor (links) und nach der Bremsstrahlbeugungsuntersu-
chung (rechts). Nach insgesamt ca. 30 min Bestrahlung bei 50 kV und 500 µA hat dieser
Einkristall aus Fluorit (Felsspat) die Farbe gewechselt. Dotiertes CaF2 wird in thermolu-
mineszenten Dosimetern genutzt. Der exakte Mechanismus des sichtbaren Farbumschlags




Abbildung A.10.: Calcit- bzw. CaCO3-Einkristall nahezu quaderförmiger Abmessungen
von 21 mm × 20 mm × 12 mm.
Abbildung A.11.: Quarz, eine trigonale SiO2-Modifikation, auf einem Träger festgeklebt.
Dieser wurde nicht entfernt, um die Probe nicht zu beschädigen. Die Probe selbst ist
zylindrisch mit einem Durchmesser von 16 mm und einer Höhe von 3,5 mm.
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Abbildung A.12.: Stark fehlerbehafteter und unbearbeiteter Turmalin. Die gegenüberlie-
genden Sechseckflächen des trigonalen Kristalls sind jeweils etwa 28 mm voneinander ent-
fernt.
(Die Probe wurde von Prof. Dr. K. Thalheim, Kustos Mineralogie der Senckenberg Natur-
historischen Sammlung Dresden, zur Verfügung gestellt.)
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Übersicht zum Mindestbeugungsvolumen
Das BIV zeigt bei einigen Proben keine Reflexe. Generell weisen die Aufnahmen dünne-
rer Proben schlechtere Kontrastverhältnisse auf. Die Übersicht in Tabelle A.1 gibt einige
Anhaltspunkte für die zukünftige systematische Aufklärung der Mindestanforderungen an
die Bremsstrahlbeugung.
Die angegebenen Dicken beziehen sich auf die durchstrahlten Wege bei Parallelausrich-
tung der jeweiligen Probe zum Detektor. Es wurden verschiedene Drehwinkel, also effektiv
unterschiedliche Dicken, Spannungen (ab 40 kV) und Abbildungspositionen getestet. Die
gelisteten Proben sind zudem alle Einkristalle mit einer Dicke von mehr als 1 mm.
Werkstoff Dicke [mm] BIV-Reflexe sichtbar?
Aluminium bis 2 nein
Aluminium ca. 9 vielleicht (s. Abbildung 5.33)
Calcit CaCO3 12 nein
Calcit CaCO3 20 ja
Fluorit CaF2 5-10 ja
Germanium 3 nein
Kupfer 2 ja
Lithiumniobat LiNbO3 3 ja, unter 0,25% Nutzkontrast
Magnesiumoxid MgO 10 nein
Molybdän 3 nein
MgZn2 2,8 ja
Turmalin (natur) 28 ja
Pyrit FeS2 2 nein









8 ja, unter 0,2% Nutzkontrast
Tabelle A.1.: Übersicht über Werkstoffe, welche mit dem BIV untersucht wurden. Falls
Reflexe sichtbar waren, ist die kleinste zugehörige Dicke angegeben. Waren im Gegensatz
dazu keine Reflexe sichtbar, dann ist die höchste getestete Probendicke angegeben.
1 52,39± 0,66m% Fe,39,45± 0,68m% Ni, 7,08± 0,24m% Cr (eigene Messung mittels
Röntgenfluoreszenzanalyse, Bruker Tracer 5g)
294
Danksagung
Bei der Erstellung dieser Arbeit bin ich von vielen Personen auf unterschiedliche Weise
unterstützt worden, denen ich hiermit meinen Dank aussprechen möchte.
Mein ganz besonderer und ausführlicher Dank gilt meinem Betreuer, Herrn Professor
Dr.-Ing. habil. Jürgen Bauch. Neben der Einführung in die interessante Welt der physika-
lischen Werkstoffdiagnostik und röntgenographischen Untersuchungsmethoden danke ich
Professor Bauch auch für die viele Zeit, die er in die Betreuung dieser Arbeit investiert
hat. Durch umfangreiche Konsultationsangebote und schnellen fachkundigen Ratschlag
auf plötzliche und mehr oder weniger tiefgründige Fragen bzw. Probleme hatte ich erst die
Möglichkeit, diese Arbeit in vorliegendem Umfang und der nötigen Tiefe zielgerichtet anzu-
fertigen. Zudem möchte ich mich für die Unterstützung beim Probelesen und die Tipps zur
Gestaltung und Strukturierung der Arbeit bedanken. Ohne die Ermutigung und Unterstüt-
zung von Professor Bauch bei Problemen auch abseits der eigentlichen wissenschaftlichen
Arbeit wäre diese Dissertationsschrift nicht entstanden.
Mein großer Dank richtet sich auch an die Mitarbeiter des Instituts für Werkstoffwis-
senschaft und der Arbeitsgruppe für Physikalische Werkstoffdiagnostik, welche mir bei
verschiedenen Diskussionen vielfältige Anregungen, Literatur- oder Softwareempfehlungen
gaben, welche in diese Arbeit eingeflossen sind.
Dabei möchte ich besonders meinen Kollegen, Herrn Dipl.-Ing. Mirko Heckert, hervor-
heben. Durch konstruktive Gespräche, Tipps zur Gerätebedienung, tatkräftigen Einsatz
bei Gerätewartung und -reparatur sowie als Beta-Tester unzähliger Programme bzw. Pro-
grammversionen hat er einen großen Beitrag dazu geleistet, dass diese Arbeit im gewünsch-
ten Zeitrahmen fertig geworden ist. Ich danke ihm auch für sein Verständnis und die tat-
kräftige Unterstützung bei den täglichen Arbeitsaufgaben. Deshalb war es mir möglich,
mich in den letzten Wochen und Monaten sehr intensiv auf das Verfassen dieses Doku-
ments konzentrieren.
Mein Dank gilt weiterhin den Ingenieuren Konrad Schiefer, Benjamin Fischer, Martin
Voigtländer, Andreas Sühnel und Moritz Becker, deren Abschlussarbeiten mit den Themen
dieser Dissertation eng verbunden sind. Durch ihre Tipps zu Literatur, wissenschaftliche
Diskussionen und das Austesten von unfertigen Programmen und Algorithmen haben sie
einen wertvollen Anteil an der Entstehung dieser Arbeit.
Ein großes Wort des Dankes möchte ich auch an meine Familie für das Verständnis
und die moralische Unterstützung richten. Meinen Eltern danke ich zudem dafür, dass ich




Erklärung zur Eröffnung des
Promotionsverfahrens
1. Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter
und ohne Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die
aus fremden Quellen direkt oder indirekt übernommenen Gedanken sind als solche
kenntlich gemacht.
2. Bei der Auswahl und Auswertung des Materials sowie bei der Herstellung des Ma-
nuskripts habe ich Unterstützungsleistungen von folgenden Personen erhalten:
• Prof. Dr.-Ing. habil. J. Bauch, im Rahmen der üblichen Betreuungsleistungen.
• Dipl.-Ing. M. Heckert, bei der Einführung in die Labortechnik (REM, RDS) und
Unterstützung bei Gerätedefekten bzw. -fehlfunktionen (Laminograph).
3. Weitere Personen waren an der geistigen Herstellung der vorliegenden Arbeit nicht
beteiligt. Insbesondere habe ich nicht die Hilfe eines kommerziellen Promotionsbera-
ters bzw. einer kommerziellen Promotionsberaterin in Anspruch genommen. Dritte
haben von mir weder unmittelbar noch mittelbar geldwerte Leistungen für Arbeiten
erhalten, die im Zusammenhang mit dem Inhalt der vorgelegten Dissertation stehen.
4. Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher
Form einer anderen Prüfungsbehörde vorgelegt und ist auch noch nicht veröffentlicht
worden.
5. Ich bestätige, dass ich die Promotionsordnung der Fakultät Maschinenwesen der
Technischen Universität Dresden anerkenne.
Stadtilm, 01. 04. 2020
Stefan Enghardt
297
