A particle filter is a powerful tool for object tracking based on sequential Monte Carlo methods under a Bayesian estimation framework. A major challenge for a particle filter in object tracking is how to allocate particles to a high-probability density area. A particle filter does not take into account the historical prior information on the generation of the proposal distribution and, thus, it cannot approximate posterior density well. Therefore, a new fuzzy grey prediction-based particle filter (called FuzzyGP-PF) for object tracking is proposed in this paper. First, a new prediction model which was based on fuzzy mathematics theory and grey system theory was established, coined the Fuzzy-Grey-Prediction (FGP) model. Then, the history state sequence is utilized as prior information to predict and sample a part of particles for generating the proposal distribution in the particle filter. Simulations are conducted in the context of two typical maneuvering motion scenarios and the results indicate that the proposed FuzzyGP-PF algorithm can exhibit better overall performance in object tracking.
Introduction
Object tracking has become a very important research topic for many years since it can be used in many applications [1, 2] . We can find a variety of approaches for object tracking in related literature [3] [4] [5] . For object tracking problems with linear or Gaussian system models, the Kalman filter (KF) can be applied to obtain optimal solutions [6] . For problems with nonlinear system models, many nonlinear filtering methods have been proposed, such as the extended Kalman filter (EKF) [7, 8] and unscented Kalman filter (UKF) [9, 10] , which are usually implemented to provide Gaussian approximation to the posterior probability density function in the state space. In recent years, the particle filter [11] has attracted a lot of researchers' attention. A particle filter is a powerful tool for object tracking based on sequential Monte Carlo methods under a Bayesian estimation framework [12] . The core of particle filter is to represent the probability density of object state by a set of random samples with their associated weights and how to allocate particles to a high-probability density area. Due to this sample-based method, particle filters are able to represent a variety of complex probability densities distribution with nonlinear and non-Gaussian dynamic systems. Thus, particle filters have been applied with great success to a variety of object tracking problems [13, 14] . However, a standard particle filter (SPF) is not always satisfactory which may confront the particle degeneracy [15] . That is to say, all but a few particles have negligible weights after a few iterations. Consequently, a large amount of computational efforts is devoted to updating particles whose contribution to the approximation to posterior probability density function is almost zero. For many years, much attention has been paid to solve this problem of particle degeneration. Some novel 2 of 13 strategies were proposed to solve this problem, and many improved variants of SPF were presented. An important strategy to overcome this problem is to design better proposal distributions. One such approach is the auxiliary particle filter (APF) [16] which improves some deficiencies of the SPF algorithm when dealing with tailed observation densities. However, requiring a large number of particles is its drawback. In addition to the APF, there are other methods, such as auxiliary extended and auxiliary unscented Kalman particle filters [17] , genetic particle filter (GPF) [18] , risk-sensitive particle filters (RSPF) [19] , and so on. Many new methods have been recently proposed in the last few years. Ding et al. proposed a new selective sampling importance resampling (SSIR) particle filter framework [20] . This framework integrates an auto-regressive filter to improve the process of sample generation. Shabat et al. proposed an accelerating particle filter using randomized multi-scale and fast multi-pole type methods [21] . The accelerating particle filter samples a small subset from the source particles using matrix decomposition methods.
In recent years, a new approach has been proposed [22, 23] . This approach incorporates grey prediction [24] into particles filter (called GP-PF) based on grey system theory, in order to solve the sample degeneracy problem. The basic idea of the GP-PF is that new particles are sampled by both the state transition prior and the grey prediction method. Since the grey prediction algorithm is able to predict the system state based on historical measurements other than establishing an a priori dynamic model, the GP-PF can significantly alleviate the sample degeneracy problem, which is common in SPF, especially when it is used for object target tracking. The main advantages of GP-PF lie in two aspects: one is that it can obtain the better proposal distributions and the other is that it does not require building any a priori model of the object. However, because of the inherent drawbacks of grey prediction, the weakness of GP-PF is that it cannot obtain good tracking accuracy, though GP-PF can reduce the loss rate of object tracking to the maximum extent.
In order to further improve the tracking accuracy, this paper incorporates fuzzy theory into standard grey prediction used in a particle filter for object tracking. The proposed Fuzzy-Grey-Prediction based particle filter (called FuzzyGP-PF) has both the inherent advantages of fuzzy theory and grey prediction and, thus, can improve the object tracking performances.
The rest of this paper is organized as follows: in Section 2, we introduce the most common grey prediction model GM(1,1) (Grey Model for first-order equation with one variable) firstly, then we proposed the Fuzzy-Grey-Prediction model (FGP). In Section 3, we introduce the particle filter briefly firstly and then we proposed the object tracking algorithm based on the FGP. Section 4 shows the experiments and results in detail. Finally, the paper is concluded in Section 5.
Fuzzy Grey Prediction

Grey Prediction Model
The most common Grey-Prediction model is GM (1, 1) . The concept of the grey prediction is briefly described as follows [25] : Let x (0) be a non-negative reference data sequence in real space:
and take the accumulated generating operation (AGO) on x (0) . Then the first order AGO sequence x (1) can be described by:
where:
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Then sequence z (1) can be obtained by applying the Adjacent-Mean operation to x (1) :
The equation:
is called a grey differential equation of GM (1, 1) , where the parameters a and b are called the development coefficient and the grey input, respectively. The equation:
is called the whitening equation corresponding to the grey differential equation of Equation (6) . In order to find out the solution of the above differential equation, the parameters a and b must he decided. They can be solved by means of the Least-Square method as follows:
Once a and b in whitening Equation (7) are decided, the value of reference data sequence x at time instant k + 1 can be obtained as follows:
First, the AGO grey data sequence can be obtained:
Then, the forecasting value of x can be calculated by an IAGO (inverse accumulated generating operation):
Fuzzy-Grey-Prediction Model
Grey systems theory is developed to study problems of "small samples and poor information". These problems studied by grey systems theory cannot be handled successfully by using either probability statistics. Grey systems theory has no special requirements and restrictions on data sequence. Thus, its application is very broad. In the research of system, because of the existence of internal and external disturbances, when the grey prediction model is used directly, the stability and precision of the prediction cannot meet the demand. Buffer operator theory is an important aspect of grey system theory and one of the main features of the theory. In this paper, a new fuzzy buffer operator is constructed based on grey system theory "the new information priority" principle and the theory of fuzzy mathematics. It can weaken some randomness to show regularity successfully by excluding the impact of external interference.
A new fuzzy grey prediction model (called FGP) is established, and the new model is applied to the particle filter applications. The basic idea of fuzzy grey prediction is modeling to the fuzzy buffer sequence using GM (1, 1) , and the original data sequence is converted into the fuzzy buffer sequence by using the proposed fuzzy buffer operator.
We set an original data series is a time series data X = {x 1 , x 2 , . . . , x n }, and we can specify a fuzzy coefficient for each moment of the data to distinguish the historical data impact on model results. The fuzzy coefficient can be decided by a fuzzy membership function. For maneuvering target tracking, this paper chooses the typical membership function of real number field R: rising half-Cauchy distribution membership function:
We can compute all of the fuzzy coefficients S = {s 1 , s 2 , . . . , s n } when the parameter a, b, c are decided, while the choice of parameter a, b, c may be problem-dependent, it needs a concrete analysis of specific situations. Then, the converted fuzzy buffer sequence can be obtained by a proposed fuzzy buffer operator as follows:
Obviously, according to Equation (12) , the last value of the sequence is not changed, while the other data in the sequence is weakened or strengthened, which depends on the value of the fuzzy coefficients. Therefore, the proposed fuzzy buffer operator is simple, but very practical.
Then, modeling to the fuzzy buffer sequence using GM(1,1), the two parameters of FGP a and b can be computed, and substituting the obtained parameters a and b into GM(1,1) to predict the required result, which completes a solution process of FGP.
Fuzzy-Grey-Prediction Based Particle Filter
Particle Filter
In this section the proposed Fuzzy-Grey-Prediction-based particle filter algorithm (called FuzzyGP-PF) is presented. For the sake of completeness, we briefly review the particle filter.
Due to intractable integrals, a particle filter is commonly used to approximate it by a set of random particles (or samples) drawn from a probability distribution. The posterior probability density function of the target state given the observations is represented by a set of weighted particles
, where t is the time index, i is the particle index and N is the number of particles, i.e.:
In the processing of particle filters, the approximation can be achieved by performing the following four recursive steps, namely sampling, calculating particle weighting, state estimation, and resampling:
Step 1: Sampling: generating new particles
The most popular choice of the proposal distribution is transition prior π(x t x i t−1 , z 1:t ) = p(x t x t−1 ) due to its simplicity.
Step 2: Calculating weight: the weight w i t to the particle x i t is determined by its observation likelihood, i.e.:
Step 3: State estimation: the mean state of the new particle set, which specifies the position of object being tracked, can be calculated using a minimum mean square error (MMSE) estimator as follows:
Step 4: Resampling: resampling is an auxiliary step, which is used to alleviate the particle degeneracy problem inevitably encountered over time [9] . Drawing new particles
from the above set of particles x i t N i=1 based on the particle weights according to a resampling algorithm. It is implemented by multiplying particles with high weights multiple times and diminishing particles with relatively low weights.
Proposed Tracking Algorithm
The key idea of the proposed tracking algorithm is that the history state sequence is utilized as prior information to predicting and sampling a part of particles for generating proposal distribution in particle filter. That is to say sampling particles can be achieved by following two ways: one is a few of the particles sampled from the proposal distribution produced by predicting the state of the object using FGP, and the other is sampled by the SPF, as in the operation of the state transition prior.
The outline of the tracking algorithm FuzzyGP-PF as follows, where N is the total number of particles, and N grey is the number of particles generated by fuzzy grey prediction; L is the length of the data series used for fuzzy grey prediction algorithm.
The proposed tracking algorithm
Initialize particles 
Resample to obtain a new particle set
end for
Simulation Experiments and Results
To validate the proposed algorithm, two typical scenarios of maneuvering target tracking are examined: one case corresponds to small maneuvers with an acceleration model and the other corresponds to large maneuvers with constant turn model. We compare the performance of the FuzzyGP-PF with the SPF and the GP-PF [22] in terms of tracking accuracy, computational complexity, and tracking lost probability. We have implemented these algorithms in Matlab R2010b (MathWorks, Natick, MA, USA), and simulation results are obtained from 100 independent runs.
Scenario 1: Small Maneuvers with Acceleration Model
Motion Model
For the case, motion model of target tracking is defined as:
where x k = [px k sx k py k sy k ] is the object state vector at time kT (k is the time index); the variables (px k , py k ) and (sx k , sy k ) represent the object position and speed in the x and y coordinate, respectively; A is the state transition matrix, and B is the noise matrix; v k = [ax k , ay k ] is acceleration input vector [26] . Different v k in Equation (16) construct different maneuvering models; ω k is the vector of input white noise with zero mean and covariance matrix Q. Matrix A and B are defined as follows:
The measurement equation is:
where the measurement matrix H is defined as:
It is obvious that z k = [z px , z py ] consists of position measurements in the x and y direction. The measurement noise u k is a zero-mean Gaussian noise vector with covariance matrix R.
Once the motion model is determined, a few of the particles sampled from the proposal distribution produced by predicting the state of object using FGP which can be achieved as follows:
where px 
For a more clear view of the differences of the tracking performance by different methods, the following experiment configurations are the same as [15] . The object moves from position (0 m, 0 m) with initial speed (10 m/s, 10 m/s). Table 1 lists the detailed description of the object motion. The common parameters in this case are given as follows: the particle number for grey prediction is Table 2 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF when the particle number N is 500. The position RMSE (root mean squared error) for FuzzyGP-PF is smaller than SPF and GP-PF, while the consumption of time of the three methods is approximately equal. The third column of the table shows that the tracking lost probability of SPF is 45%, and the other two methods have no tracking lost. For the same experiment configurations, in fact, the tracking lost probability of SPF is 100% when N ≤ 200 and have no tracking lost when N ≥ 800. Figure 1 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF. For a more clear view of the differences of the tracking performance by different methods, Figure 2 shows the mean error per frame of estimated position corresponding to the three methods. It is clear that when the target is during the maneuvering, the SPF cannot maintain good tracking accuracy. This happens because the target state changes dramatically, the most particles can no longer represent the true motion of the target well and, thus, the weights of these particles become negligible. Under such circumstance, the SPF cannot work well. Besides that, we can see that the speed of target changing abruptly leads to the increase of the mean position error of GP-PF and FuzzyGP-PF, but the FuzzyGP-PF work better than GP-PF, obviously.
In order to analyze the tracking performance with different particle numbers by the three filters, Figure 3 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 3 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 300.
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In order to analyze the tracking performance with different particle numbers by the three filters, Figure 3 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 3 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 300. abruptly leads to the increase of the mean position error of GP-PF and FuzzyGP-PF, but the FuzzyGP-PF work better than GP-PF, obviously. In order to analyze the tracking performance with different particle numbers by the three filters, Figure 3 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 3 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 300. abruptly leads to the increase of the mean position error of GP-PF and FuzzyGP-PF, but the FuzzyGP-PF work better than GP-PF, obviously. In order to analyze the tracking performance with different particle numbers by the three filters, Figure 3 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 3 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 300. Figure 4 , the tracking accuracy of the three methods is approximately the same when Q and R are small. However, the tracking accuracy is much better than GP-PF with the increase of the Q and R. That is to say that the proposed FuzzyGP-PF algorithm can enhance the robustness of tracking when the noise of the tracking circumstances is larger. Just as in Figure 3 , the SPF has no data because of tracking lost when the Q and R are 4096. In order to analyze the robustness of the proposed FuzzyGP-PF to Q and R variation, Figure 4 plots the position RMSE in 100 dependent runs when the Q0 and R0 changes from one time to 4096 (4 6 ) times where Q0 = [1, 0; 0, 1], R0 = [1, 0; 0, 1] . As can be seen in Figure 4 , the tracking accuracy of the three methods is approximately the same when Q and R are small. However, the tracking accuracy is much better than GP-PF with the increase of the Q and R. That is to say that the proposed FuzzyGP-PF algorithm can enhance the robustness of tracking when the noise of the tracking circumstances is larger. Just as in Figure 3 , the SPF has no data because of tracking lost when the Q and R are 4096. Table 3 gives the tracking performance of the FuzzyGP-PF with different numbers of particles used in the fuzzy grey prediction sampling, when a total of 1000 particles are used. It shows that an optimal particle number for fuzzy grey prediction can be obtained by running simulations. In actuality, a small Ngrey is enough for most cases. 
Scenario 2: Large Maneuvers with Constant Turn Model
Motion Model
In this case, we consider a relatively complicated scenario where the motion pattern of the target changes more largely and the maneuvering speed is very slow. The target is modeled by the coordinated turn (CT) model: Table 3 gives the tracking performance of the FuzzyGP-PF with different numbers of particles used in the fuzzy grey prediction sampling, when a total of 1000 particles are used. It shows that an optimal particle number for fuzzy grey prediction can be obtained by running simulations. In actuality, a small N grey is enough for most cases. In this case, we consider a relatively complicated scenario where the motion pattern of the target changes more largely and the maneuvering speed is very slow. The target is modeled by the coordinated turn (CT) model:
where
is the state transition matrix, θ is the turn rate, and the other parameters are the same as Scenario 1. The target starts a constant velocity motion from position (100 m, 100 m) with initial speed v x = 2.8 m/s, v y = 2.8 m/s, and θ = 0 • /s. Table 4 lists the detailed description of the target motion. The significant difference between the two scenarios lies in the target motion speed. The common parameters in this case are given as follows: the particle number for grey prediction is Table 5 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF when the particle number N is 500. Conclusions drawn from Table 5 are similar from the Table 2 , the major difference between them is that the tracking lost probability of SPF is decreased when Q and R are significantly reduced. Figure 5 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF. For a more clear view of the differences of the tracking performance by different methods, Figure 6 shows the mean error per frame of the estimated position corresponding to the three methods. We can see that the FuzzyGP-PF works better than SPF and GP-PF most of the time.
In order to analyze the tracking performance in Scenario 2 with different particle number by the three filters, Figure 7 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 7 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 100. The common parameters in this case are given as follows: the particle number for grey prediction Table 5 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF when the particle number N is 500. Conclusions drawn from Table 5 are similar from the Table 2 , the major difference between them is that the tracking lost probability of SPF is decreased when Q and R are significantly reduced. Figure 5 shows the tracking results by the SPF, the GP-PF, and the proposed FuzzyGP-PF. For a more clear view of the differences of the tracking performance by different methods, Figure 6 shows the mean error per frame of the estimated position corresponding to the three methods. We can see that the FuzzyGP-PF works better than SPF and GP-PF most of the time.
In order to analyze the tracking performance in Scenario 2 with different particle number by the three filters, Figure 7 shows the position RMSE in 100 dependent runs when the particle number changes from 100 to 1000. It is shown in Figure 7 that our method is better than the others. Notably, the SPF has no data because of tracking lost when particles is smaller than 100. In order to analyze the robustness of the proposed FuzzyGP-PF to Q and R variation in Scenario 2, Table 6 shows the position RMSE in 100 dependent runs when the Q0 and R0 changes from one time to 4096 (4 6 Table 6 , the advantage of the proposed FuzzyGP-PF is more obvious. It is more effective and robust than the SPF and the GP-PF. Notably, SPF has no data because of tracking lost when the times of Q0 and R0 are greater than 256 (4 4 ) . Now we make a summary of the two cases: the two cases are very typical; in the first one, the target motion has relatively high speed and acceleration; the second one has a more complex motion pattern and very slow speed. From the above comparisons, one can conclude that the overall performance of the proposed FuzzyGP-PF is superior to the SPF and the GP-PF under various circumstances. In order to analyze the robustness of the proposed FuzzyGP-PF to Q and R variation in Scenario 2, Table 6 shows the position RMSE in 100 dependent runs when the Q0 and R0 changes from one time to 4096 (4 6 Table 6 , the advantage of the proposed FuzzyGP-PF is more obvious. It is more effective and robust than the SPF and the GP-PF. Notably, SPF has no data because of tracking lost when the times of Q0 and R0 are greater than 256 (4 4 ) . Now we make a summary of the two cases: the two cases are very typical; in the first one, the target motion has relatively high speed and acceleration; the second one has a more complex motion pattern and very slow speed. From the above comparisons, one can conclude that the overall performance of the proposed FuzzyGP-PF is superior to the SPF and the GP-PF under various circumstances. In order to analyze the robustness of the proposed FuzzyGP-PF to Q and R variation in Scenario 2, Table 6 shows the position RMSE in 100 dependent runs when the Q 0 and R 0 changes from one time to 4096 (4 6 Table 6 , the advantage of the proposed FuzzyGP-PF is more obvious. It is more effective and robust than the SPF and the GP-PF. Notably, SPF has no data because of tracking lost when the times of Q 0 and R 0 are greater than 256 (4 4 ). Now we make a summary of the two cases: the two cases are very typical; in the first one, the target motion has relatively high speed and acceleration; the second one has a more complex motion pattern and very slow speed. From the above comparisons, one can conclude that the overall performance of the proposed FuzzyGP-PF is superior to the SPF and the GP-PF under various circumstances.
Conclusions
In this paper, we proposed an improved particle filter based on fuzzy grey prediction for object tracking. By virtue of incorporating fuzzy mathematics theory into grey prediction, a new fuzzy grey prediction model is established. The proposed particle filter algorithm combining the fuzzy grey prediction model can improve the structure of particles and, thus, it can express the posterior density more effectively. To conclude, the advantages of the proposed FuzzyGP-PF algorithm comparing with the SPF and GP-PF are mainly focused on three aspects: improving estimation accuracy significantly; overcoming the problems of tracking lost well, even when the number of particles is very small; and enhancing the robustness of tracking when the noise of the tracking circumstances is larger. In addition to this, the computational complexity is comparable with the SPF and GP-PF for obtaining the same level of accuracy. Simulation results show the above conclusion.
