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PERIODIC PARTICLE ARRANGEMENTS USING STANDING
ACOUSTIC WAVES
FERNANDO GUEVARA VASQUEZ1 AND CHINA MAUCK1
Abstract. We determine crystal-like materials that can be fabricated by us-
ing a standing acoustic wave to arrange small particles in a non-viscous liquid
resin, which is cured afterwards to keep the particles in the desired locations.
For identical spherical particles with the same physical properties and small
compared to the wavelength, the locations where the particles are trapped
correspond to the minima of an acoustic radiation potential which describes
the net forces that a particle is subject to. We show that the global min-
ima of spatially periodic acoustic radiation potentials can be predicted by
the eigenspace of a small real symmetric matrix corresponding to its smallest
eigenvalue. We relate symmetries of this eigenspace to particle arrangements
composed of points, lines or planes. Since waves are used to generate the par-
ticle arrangements, the arrangement’s periodicity is limited to certain Bravais
lattice classes that we enumerate in two and three dimensions.
1. Introduction
We are interested in characterizing the possible periodic or crystal-like materials
that can be fabricated by using ultrasound directed self-assembly [6, 11]. In this
fabrication method, a liquid resin containing small particles is placed in a reservoir
that is lined by ultrasound transducers. By operating the transducers at a fixed
frequency, a standing acoustic wave is generated in the liquid and drives the particles
to certain locations. For example, when the particles are neutrally buoyant and less
compressible than the surrounding fluid, the particles tend to go to the wave nodes
(zero amplitude locations), as we explain later. Once the particles are in the desired
positions, the resin is cured (i.e. hardened with light, a curing agent, etc.) and we
obtain a material with inclusions placed in a periodic fashion.
To give a rough idea, one could use this technique to fabricate a crystal-like
material (essentially a grating) that selectively reflects millimetre waves, i.e. elec-
tromagnetic waves with wavelengths of the order of 1mm to 1cm. Indeed, one
could achieve this by placing sub-wavelength metallic particles periodically inside
a dielectric resin matrix. If we assume the speed of sound in the resin matrix is
1500ms−1, we can expect the particles to be separated by between 5µm and 50µm
provided the transducer operating frequency is between 150kHz and 1.5MHz. This
rough estimate is based on a spacing of half an ultrasound wavelength that we
rigorously justify later. A simple motivation, for now, is to observe that in one
dimension there are actually two nodes of the wave per wavelength. We emphasize
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though that our analysis is valid in the case where the particles do not cluster about
the wave nodes and holds in two or three dimensions. We note that acoustically
configurable crystals were already considered in [3, 13]. Our work shows what are
the theoretical limits of such approaches and gives explicit manipulation strategies.
We also mention that acoustic manipulation of multiple particles has other applica-
tions to tissue engineering [1], fabrication of laminates [7] and as acoustic tweezers
[10].
For our study we assume that acoustic waves at a fixed frequency f propa-
gate in a fluid. The pressure and fluid velocity fields have the form p˜(x, t) =
<(exp[−iωt]p(x)) and v˜(x, t) = <(exp[−iωt]v(x)) at position x ∈ Rd (d = 2 or 3)
and time t. Here ω = 2pif is the angular frequency and < denotes the real part of
a complex quantity. The time domain pressure and fluid velocity are related by
(1)
p˜t + κ0∇ · v˜ = 0, and
ρ0v˜t +∇p˜ = 0,
where κ0 is the compressibility of the fluid and ρ0 its mass density. Clearly the
frequency domain pressure p is a complex valued solution to the Helmholtz equation
∆p + k2p = 0, where the wavenumber is k = ω/c, and c =
√
κ0/c0 is the velocity
of propagation of acoustic waves in the fluid (see e.g. [4]). Notice that the pressure
and velocities in the frequency domain are related by v = (iωρ0)
−1∇p.
1.1. The acoustic radiation potential. Small (compared to the wavelength)
particles in a fluid are subject to an acoustic radiation force [5, 8, 12]. It is conve-
nient to study the average of this force over a time period T = 1/f . To be more
precise, the time average over a period of T−periodic function g is
〈g〉 = 1
T
∫ T
0
g(t)dt.
The net acoustic radiation force experienced by a small particle and averaged over
a time period is proportional to F = −∇ψ, where ψ(x) is the so-called acoustic
radiation potential. For small spherical particles of fixed size, the acoustic radiation
potential is given by1
(2) ψ = f1
κ0
2
〈|p˜|2〉− f2 3ρ0
4
〈|v˜|2〉 ,
where f1 = 1 − (κp/κ0) and f2 = 2(ρp − ρ0)/(2ρp + ρ0) are non-dimensional con-
stants depending on the compressibilities of the particle and the fluid (κp and κ0,
respectively) and on their mass densities (ρp and ρ0, respectively).
Clearly, particles tend to cluster at the minima of the potential ψ. The acoustic
radiation potential can be rewritten in terms of the frequency domain pressure as
follows2
(3) ψ = a|p|2 − b|∇p|2 =
[
p
∇p
]∗ [
a
−bId
] [
p
∇p
]
,
where a = f1κ0/4, b = f23/(8ρ0ω
2), Id is the d × d identity matrix and ∗ denotes
the conjugate transpose. The key observation here is that for fixed x, we can think
of the acoustic radiation potential as a quadratic form in p and ∇p. We make
1We denote by |v| the Euclidean norm of a vector v.
2Recall that if f˜(t) = <(f exp[−iωt]), then its time average is 〈|f˜(t)|2〉 = |f |2/2.
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k1
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Figure 1. A possible arrangement of ultrasound transducers (in
blue) to generate fields close to (4) in two dimensions.
no particular assumption on the signs of a and b, as they depend on the physical
properties of the particles and the fluid.
Remark 1.1. In general the acoustic radiation potential depends also on the size
and shape of the particles, thus by using (2) to predict where the particles cluster,
we are neglecting the effect of the particle’s size and shape.
1.2. Spatially periodic acoustic waves. To get a periodic arrangement of par-
ticles we take the pressure field p to be periodic. This can be achieved by taking a
superposition of plane waves with wavevectors k1, . . . ,kd in dimension d, that is
(4) p(x;u) =
d∑
j=1
αj exp[ikj · x] + βj exp[−ikj · x],
where u = [α1, . . . , αd, β1, . . . , βd]
T are complex amplitudes, the wavenumber is
k = |kj | = 2pi/` and the wavelength is ` = c/f . If the wavevectors kj form a basis
of Rd, which is assumed hereinafter, we can define the lattice [9] vectors a1, · · · ,ad
by introducing the d× d real matrices A ≡ [a1, · · · ,ad] and K ≡ [k1, · · · ,kd] which
are related by
(5) A = 2piK−T .
The field p is A−periodic since
(6) p(x+ An;u) = p(x;u) for any x ∈ Rd, n ∈ Zd, and u ∈ C2d.
Experimentally we expect that an acoustic pressure field similar to the real part
of (4) can be obtained far away from planar ultrasound transducers with normal
orientations kj by using the complex amplitudes u to determine the amplitudes
and phases of the voltage driving the transducers (see fig. 1 for an illustration).
Because of this we call u transducer parameters. We do not include the relation
between u and an actual transducer’s operating voltages as it is out of the scope
of the present study.
Since p is A−periodic, its associated acoustic radiation potential ψ must also be
A−periodic. In section 2 we show that the extrema of the acoustic radiation poten-
tial can be predicted by the maximum and minimum eigenvalues of a 2d× 2d real
symmetric matrix. We show that the level-sets of the acoustic radiation potential
at values equal to the eigenvalues of this matrix are determined by the associated
eigenspace. Note that the relation between the acoustic radiation potential and an
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eigendecomposition was already exploited in [6, 11] to minimize the acoustic radi-
ation potential at a set of points. Here we are in a especial case where we can find
the minimizers explicitly and we give sufficient conditions for these to be isolated
points, lines or planes arranged A−periodically. The lattice vectors of the possible
particle patterns must have reciprocal vectors with the same length. This limits
the possible classes of crystallographic symmetries (Bravais lattices) that can be
achieved with this method. We explore this limitation in two and three dimen-
sions in section 3. We summarize our findings and questions that were left open in
section 4.
2. Study of the acoustic radiation potential
The key to our study is to write the acoustic radiation potential as a quadratic
form of the amplitudes u driving the plane waves (section 2.1). We observe that
spatial shifts are equivalent to a similarity transformation of the matrix defining
the quadratic form. Therefore it suffices to study the acoustic radiation potential
at the origin (section 2.2), where we can write the eigendecomposition of the associ-
ated matrix explicitly. Its eigenvalues give simple bounds on the acoustic radiation
potential at constant power. In particular the global minimum values must corre-
spond to the smallest eigenvalue of the associated matrix (section 2.3). Then in
section 2.4 we study the possible level-sets of the acoustic radiation potential (at
constant power) that are equal to one of the eigenvalues of the associated matrix.
These particular level-sets may be composed of lattices (with anywhere between 2
and 2d points per primitive cell), lines or planes, as is summarized in theorem 2.1.
2.1. The acoustic radiation potential as a quadratic form. For a superpo-
sition of plane waves of the form (4), the acoustic radiation potential at a point x
can be written as
(7) ψ(x;u) = u∗Q(x)u,
where the 2d× 2d Hermitian matrix Q(x) is defined by
(8) Q(x) = M(x)∗
[
a
−bId
]
M(x),
and we have used the (d+ 1)× 2d complex matrix M(x) that is given by
(9) M(x) = [M+(x) M−(x)] and M±(x) =
[
exp[±ixTK]
K diag(±i exp[±ixTK])
]
,
where the exponential of a vector is understood componentwise and diag([a1, . . . , an])
is the matrix with diagonal elements a1, . . . , an.
We remark that a translation in x is equivalent to a unitary similarity transfor-
mation of Q(x). To see this consider a point x ∈ Rd, and write x = x0 + ε. Notice
that
(10) ψ(x0 + ε;u) = ψ(x0; exp[i[K,−K]Tε] u),
where  is the componentwise or Hadamard product of two vectors. Indeed, write3
u = [α;β], α,β ∈ Cd, and observe that a spatial shift ε is equivalent to changing
3We use semicolons to stack vectors i.e. [α;β] ≡ [αT ,βT ]T , for vectors α,β.
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the phase of αj by kj · ε and of βj by −kj · ε. Therefore Q(x0 + ε) and Q(x0) are
related by the similarity transformation
(11) Q(x0 + ε) = diag(exp[i[K,−K]Tε])∗Q(x0) diag(exp[i[K,−K]Tε]).
A practical consequence of (11) is that we can study the acoustic radiation potential
at a particular point x0 and use (10) or (11) to deduce its behaviour everywhere
else. For simplicity we take x0 = 0.
2.2. The acoustic radiation potential at the origin. After a straightforward
calculation we get that
(12) Q(0) = a11T − b
[
K
−K
] [
K
−K
]T
,
where 1 is a vector of all ones of appropriate dimension. The following lemma 2.1
gives the eigendecomposition of Q(0) explicitly in terms of that of KKT .
Lemma 2.1. Let σ1 ≥ σ2 ≥ . . . ≥ σd > 0 be the eigenvalues of KKT sorted in
decreasing order and including multiplicity, and let {u1, . . . ,ud} be a corresponding
real orthonormal basis of eigenvectors4. Let {z1, . . . ,zd−1} be a real orthonormal
basis for 1⊥. Then Q(0) admits the eigendecomposition Q(0) = UTΛU, where Λ is
the 2d× 2d diagonal matrix
(13) Λ = diag([2ad, 0, . . . , 0,−2bσ1, . . . ,−2bσd]),
and U is the real 2d× 2d orthonormal matrix
(14) U =
1√
2
[
1/
√
d z1 . . . zd−1 u1 . . . ud
1/
√
d z1 . . . zd−1 −u1 . . . −ud
]
.
Before proceeding to the proof of lemma 2.1, it is useful to introduce the de-
composition C2d = H+ ⊕ H− where H± = {[α;±α] | α ∈ Cd}. The unitary
matrices
(15) V± =
1√
2
[
Id
±Id
]
are such that H± = range(V±). Orthogonal projectors onto H± are given by
P± = V±VT±.
Proof. From our assumption that the wavevectors k1, . . . ,kd form a basis, it is clear
that the smallest eigenvalue of KKT should be positive. Now notice that we have
(16)
[
V+V−
]T
Q(0)
[
V+V−
]
=
[
2a11T
−2bKKT
]
.
Using the eigendecompositions of 11T and KKT readily gives that of Q(0). 
4Alternatively, the σj are the squares of the singular values of K and the uj are its right
singular vectors.
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2.3. Bounds on the acoustic radiation potential. A simple consequence of the
acoustic radiation potential being a quadratic form (7) is that for any transducer
parameters u ∈ C2d and positions x ∈ Rd, we have the bounds
(17) λmin(x)|u|2 ≤ ψ(x;u) ≤ λmax(x)|u|2,
where λmax,min(x) = λmax,min(Q(x)) are the minimum and maximum eigenvalues
of Q(x). However we observed in (11) that for arbitrary x, Q(x) is unitarily similar
to Q(0), thus the eigenvalues of Q(x) do not depend on x. This immediately gives
the bound
(18) λmin(0)|u|2 ≤ ψ(x;u) ≤ λmax(0)|u|2,
for any x ∈ Rd and u ∈ C2d. From this bound it is clear that to achieve the smallest
possible acoustic radiation potential at a particular position x0 we simply need to
choose transducer parameters umin within the eigenspace of Q(x0) corresponding
to λmin(0) = λmin(x0). Hence umin gives an explicit solution to the minimization
(19) min
|u|2=1
ψ(x0;u),
as was remarked in [6, 11]. Since the power to generate the plane waves (4) is
proportional to |u|2, the constraint in (19) means that we look only for transducer
parameters that require the same power. The bound (18) guarantees that with
transducer parameters umin, x0 is a global minimum of ψ(x;umin), as a function
of x. Notice that this choice does not rule out the existence of local minima of
ψ(x;umin), where the particles could also be trapped. Also because ψ(x;umin) is
A−periodic in x, we immediately get that ψ(x;umin) has global minima at points
x in the lattice
(20) {x0 + An | n ∈ Zd}.
A natural question is whether the global minima are limited to this lattice. This is
answered negatively in the next section.
2.4. Level-sets of the acoustic radiation potential. The set of all positions
x for which the acoustic radiation potential has the same value γ is
(21) Lγ,u = {x ∈ Rd | ψ(x;u) = γ},
for particular transducer parameters u. To simplify the exposition we restrict
ourselves to the case |u| = 1, i.e. constant power. From the bound (18) we see that
taking u to be an eigenvector of Q(0) associated with λmin(Q(0)) guarantees that
the acoustic radiation potential has a global minimum at the origin. In fact the
level-sets associated with any eigenpair of Q(0) are determined by the associated
eigenspace.
Lemma 2.2. Let λ,u be an eigenpair of Q(0) with |u| = 1. Then
Lλ,u = {x ∈ Rd | exp[i[K,−K]Tx] u ∈ λ− eigenspace of Q(0)}.
Proof. Let x such that exp[i[K,−K]Tx]  u ∈ λ−eigenspace of Q(0). Then from
(10) and (7), we see that ψ(x;u) = ψ(0; exp[i[K,−K]Tx]  u) = λ. On the other
hand if x ∈ Lλ,u then exp[i[K,−K]Tx]u must be a λ−eigenvector of Q(0). This
is because the Rayleigh quotient of a Hermitian matrix is equal to an eigenvalue if
and only if it is evaluated at one of the corresponding eigenvectors. 
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Notice that by lemma 2.1, we may always be able to pick a λ−eigenvector of
Q(0) that is of the form u = [v;±v], where |v| = 1/√2. We now give conditions on
the symmetries of the λ−eigenspace that allow us to decide whether the periodic
patterns consist of points, lines or planes. The conditions boil down to checking
whether the λ−eigenvector u remains a λ−eigenvector after certain sign changes.
The results are summarized in the following theorem. We emphasize that the results
in theorem 2.1 do not only apply to the global minimum level-sets of the acoustic
radiation potential but also to the level-sets corresponding to the other eigenvalues
of Q(0). Nevertheless our results do not say anything about local minima different
from the global ones.
Theorem 2.1. Let λ,u be an eigenpair of Q(0) with u real and |u| = 1. Then the
acoustic radiation potential level-set Lλ,u satisfies the following.
• If any of the entries of u is zero, then the λ−levelset of the acoustic radia-
tion potential contains lines or even planes (lemma 2.3). This corresponds
to turning off one or more of the transducers.
• If u has no zero entries and the λ−eigenspace of Q(0) is all contained within
either H+ or H− then the λ−levelset of the acoustic radiation potential is
composed of between 2 and 2d isolated points per primitive cell (lemma 2.4).
The precise number of points is equal to the number of sign changes of u
for which the resulting vectors remain in the λ−eigenspace.
• If the λ−eigenspace of Q(0) straddles H+ and H− then, the λ−levelset
of the acoustic radiation potential may contain lines (lemma 2.5) or even
planes (lemma 2.6).
The first result applies to the situation where one or more of the transducers is
off, i.e. when we pick eigenvectors u that have zero entries in the λ−eigenspace
of Q(0). In this case, the level-set Lλ,u contains subspaces of the lattice vectors,
which could be either lines or planes, depending on the dimension d.
Lemma 2.3. Let u = [v;±v] be a real unit norm eigenvector of Q(0) associated
with eigenvalue λ. Let Z = {j | vj = 0}. If any entry of v is zero, i.e. Z 6= ∅ then
(22) {kj | j /∈ Z}⊥ = span{aj | j ∈ Z} ⊂ Lλ,u.
Proof. Let z ∈ {kj | j /∈ Z}⊥, then for j /∈ Z, kj · z = 0. Or in other words for
j /∈ Z we have (exp[iKTz])j = 1. Hence we must have that exp[iKTz]v = v since
(exp[iKTz])jvj =
{
0 for j ∈ Z and
vj for j /∈ Z.
We conclude that exp[i[K,−K]Tz]  [v;±v] = u is still an eigenvector of Q(0)
associated with λ and ψ(z;u) = ψ(0;u) = λ by lemma 2.2. The expression in
terms of the aj follows from (5). 
When all the entries of the eigenvector u in the λ−eigenspace of Q(0) are non-
zero (i.e. all the transducers are activated), we can guarantee that the level-set Lλ,u
is reduced to up to 2d points per primitive cell, where the points are determined
by whether upon changing the signs of the entries of u, the new vector remains in
the λ−eigenspace of Q(0).
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Lemma 2.4. Let u = [v;±v] ∈ H± be a real unit norm eigenvector of Q(0)
associated with eigenvalue λ, such that vj 6= 0 for all j = 1, . . . , d. Assume that the
eigenspace associated with λ is a subset of H±. Consider the set5
(23) Tλ,u = {s ∈ {0, 1}d | [(−1)s  v;±(−1)s  v] ∈ λ−eigenspace of Q(0)},
where (−1)s ≡ [(−1)s1 , . . . , (−1)sd ]. Then Lλ,u is a union of lattices given by
(24) Lλ,u =
⋃
s∈Tλ,u
{x(n; s) = A(n+ s/2) | n ∈ Zd}.
Proof. We would like to show that ψ(x;u) = ψ(0;u) = λ if and only if x belongs
to one of the lattices in (24).
Let us first assume that x belongs to one of the lattices in (24). Then we can
find s ∈ {0, 1}d such that [(−1)sv;±(−1)sv] is in the λ−eigenspace of Q(0) and
x = A(n+ s/2) for some n ∈ Zd. By (5) we have that exp[ikj · x] = exp[i2pi(nj +
sj/2)] = (−1)sj and so we also have
(25) exp[i[K,−K]Tx] = exp[−i[K,−K]Tx] = [(−1)s; (−1)s].
We conclude that the vector exp[i[K,−K]Tx] [v;±v] belongs to the λ−eigenspace
of Q(0). In other words, x ∈ Lλ,u since by (10) we have
ψ(x;u) = ψ(0; exp[i[K,−K]Tx] [v;±v]) = ψ(0;u) = λ.
Now let us assume that x ∈ Lu,λ, i.e. ψ(x;u) = λ. By using (10) again we have
that exp[i[K,−K]Tx] [v;±v] must be in the λ−eigenspace of Q(0). Moreover the
former vector can be split into components in H± and H∓ as follows
(26)
exp
[
i
[
KT
−KT
]
x
]

[
v
±v
]
= cos
[[
KT
−KT
]
x
]

[
v
±v
]
︸ ︷︷ ︸
∈H±
+i sin
[[
KT
−KT
]
x
]

[
v
±v
]
︸ ︷︷ ︸
∈H∓
.
Since we assumed that the λ−eigenspace of Q(0) is a subspace of H± we must
have that exp[i[K,−K]Tx]  [v;±v] ∈ H± and its H∓ component must be zero.
By the decomposition (26), this means that exp[i[K,−K]Tx] [v;±v] must be real.
Using the definition (23) of the set Tλ,u, we see that there must be an s ∈ {0, 1}d
such that (25) holds. This imposes that x must be part of the lattice (24) with
s ∈ Tλ,u. 
To better illustrate lemma 2.4, let us define the primitive cell
(27) C = {Aα | α ∈ [0, 1]d}.
Points within the primitive cell can be identified by their “atomic coordinates”
α ∈ [0, 1]d. Thus we have the following extreme cases.
i. If λ is a simple eigenvalue then Tλ,u = {0,1} and there are two points per
primitive cell in Lλ,u, namely 0 and 1/2, in atomic coordinates, provided u is
a unit length eigenvector of Q(0) with non-zero entries.
5Obviously, the set Tλ,u is never empty since {0,1} ⊂ Tλ,u, because the vectors ±u always
belong to the same subspace.
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ii. If λ is an eigenvalue of multiplicity d, then Tλ,u = {0, 1}d and there are exactly
2d points in Lλ,u per primitive cell, namely the points with atomic coordinates
s/2, where s ∈ {0, 1}d. This is of course provided u is a unit length eigenvector
of Q(0) with non-zero entries and the λ−eigenspace of Q(0) is all within either
H+ or H−.
Example 2.1 (Eigenvalue of multiplicity 2). Consider a 2D example. Choose the
wavevectors so that K = I2 and ` = 2pi. Setting a = b = 1 in the acoustic radiation
potential and using (12) we get
(28) Q(0) = 11T −
[
K
−K
] [
K
−K
]T
=

0 1 2 1
1 0 1 2
2 1 0 1
1 2 1 0
 .
We choose the eigendecomposition Q(0) = UΛUT with
(29) U =

1/2 −1/2 1/√2 0
1/2 1/2 0 1/
√
2
1/2 −1/2 −1/√2 0
1/2 1/2 0 −1/√2
 ,
and diag(Λ) = {4, 0,−2,−2} such that it conforms to H+ and H−, as in lemma 2.1.
Notice that the (−2)−eigenspace of Q(0) is identical to H−. Pick a real unit
length eigenvector u with no zero entries in this eigenspace. Clearly we must have
T−2,u = {0, 1}2 (see lemma 2.4 for the definition of this set). Hence lemma 2.4,
predicts acoustic radiation potential minima at the union of lattices
(30)
⋃
s∈{0,1}2
{x(n; s) = 2pi(n+ s/2) | n ∈ Zd}.
Figure 2 shows that the acoustic radiation potential for this example with eigen-
vector u = [1, 1,−1,−1]T /2 has 4 minimum points per primitive cell.
If we consider the acoustic radiation potential for an eigenvector with zero entries,
we no longer have strict minima, by lemma 2.3. This is illustrated in fig. 3, which
shows the acoustic radiation potential for the same example, but with eigenvector
u = [1, 0,−1, 0]T /√2.
Lemma 2.5. Let u = [v;±v] ∈ H± be a real unit norm eigenvector of Q(0)
associated with eigenvalue λ. Consider the set T±λ,u defined by
(31) T±λ,u =
{
s ∈ {0, 1}d | [(−1)s  v;∓(−1)s  v] ∈ λ−eigenspace of Q(0)} .
Notice that if the set T±λ,u is not empty, the λ−eigenspace of Q(0) straddles between
H+ and H−, which is a possibility predicted by lemma 2.1. Then we can guarantee
that Lλ,u contains the lines
(32) {x(n; θ) = K−T (θ(−1)s + 2pin) | θ ∈ R} for n ∈ Zd and s ∈ T±λ,u.
Proof. Assume that x belongs to one of the lines (32), we would like to show
that ψ(x;u) = ψ(0;u) = λ. Then KTx = θ(−1)s + 2pin, and we have that
exp[ikj · x] = exp[iθ(−1)sj ]. The following decomposition in terms of a vector in
H± and in H∓ holds
(33) exp
[
i
[
KT
−KT
]
x
]

[
v
±v
]
= cos θ
[
v
±v
]
+ i sin θ
[
(−1)s
(−1)s
]

[
v
∓v
]
.
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Figure 2. Acoustic radiation potential (from example 2.1) result-
ing in a tetragonal lattice arrangement of minima when the eigen-
vector has no zero entries. A primitive cell is outlined in white.
The points in the lattice (30) are shown in red. Since the minimum
eigenvalue of Q(0) has multiplicity 2, there are 4 minimum points
per primitive cell. The black arrows indicate the directions normal
to the transducers.
Figure 3. The acoustic radiation potential defined in example 2.1
results in lines of minima if the eigenvector used to compute the
acoustic radiation potential has zero entries. The lines where min-
ima lie are the spans of the lattice vectors specified by (22) and are
indicated in red. A primitive cell is outlined in white. The black
arrows indicate the directions normal to the transducers.
By the definition of the set T±λ,u, the vector [(−1)s  v;∓(−1)s  v] must be a
λ−eigenvector of Q(0). Hence exp[i[KT ;−KT ]x]  [v;±v] is also a λ−eigenvector
of Q(0). Again by (10), we readily get that ψ(x;u) = λ. 
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Figure 4. Acoustic radiation potential of example 2.2 resulting
in lines of minima. A primitive cell is outlined in white. The lines
predicted by (35) are shown in red. The black arrows indicate the
directions normal to the transducers.
Example 2.2 (Lines of minima). Consider a 2D example. Choose the wavevectors
so K = I2, ` = 2pi and set a = 1, b = 0 in the acoustic radiation potential. By
(12), we have Q(0) = 11T . We choose the eigendecomposition Q(0) = UΛUT with
diag(Λ) = {4, 0, 0, 0} and
(34) U =
1√
2

1/
√
2 −1/√2 1 0
1/
√
2 1/
√
2 0 1
1/
√
2 −1/√2 −1 0
1/
√
2 1/
√
2 0 −1
 .
This eigendecomposition conforms withH+ andH− and is consistent with lemma 2.1.
Notice that the 0−eigenspace of Q(0) straddles over H+ and H−, and that this
eigenspace contains all of H−. The real unit length vector u = [−1, 1,−1, 1]T /2
(the second column of U) belongs to both H+ and the 0−eigenspace of Q(0). Using
definition (31) we can verify that T±0,u = {0, 1}2. Thus lemma 2.5 predicts acoustic
radiation potential minima along the families of lines
(35) {x(n; θ) = K−T (θ(−1)s + 2pin) | θ ∈ R}, for n ∈ Zd and s ∈ {0, 1}2.
These lines are indicated in fig. 4 and coincide with minima of the acoustic radiation
potential.
Lemma 2.6. Let u = [v;±v] ∈ H± be a real unit norm eigenvector of Q(0)
associated with eigenvalue λ. Consider the set R±λ,u defined by
(36)
R±λ,u =
{
(s, r) ∈ ({0, 1}d)2
∣∣∣∣ [(−1)s(−1)s
]

[
v
∓v
]
,
[
(−1)r
(−1)r
]

[
v
∓v
]
,[
(−1)s+r
(−1)s+r
]

[
v
±v
]
∈ λ−eigenspace of Q(0)
}
.
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Notice that if the set R±λ,u is not empty, the λ-eigenspace of Q(0) straddles between
H+ and H−. Then we can guarantee Lλ,u contains the sets
(37) {x(n; θ, φ) = K−T (θ(−1)s + φ(−1)r + 2pin) | θ, φ ∈ R},
for n ∈ Zd and (s, r) ∈ R±λ,u. The sets in (37) are guaranteed to be planes when
the vectors (−1)r and (−1)s are linearly independent or equivalently (−1)r+s /∈
{−1,1}.
Proof. Assume x belongs to one of the planes (37), we would like to show that
ψ(x;u) = ψ(0;u) = λ . Since KTx = θ(−1)s + φ(−1)r + 2pin, we must have that
exp[ikj · x] = exp[i(θ(−1)sj + φ(−1)rj )]. Then we obtain the following decomposi-
tion in terms of vectors in H± and H∓,
(38)
exp
[
i
[
KT
−KT
]
x
]

[
v
±v
]
=
(
cos θ cosφ
[
1
1
]
− sin θ sinφ
[
(−1)s+r
(−1)s+r
])

[
v
±v
]
+i
(
sin θ cosφ
[
(−1)s
(−1)s
]
+ cos θ sinφ
[
(−1)r
(−1)r
])

[
v
∓v
]
.
By definition of the setR±λ,u, each vector in the decomposition must be a λ−eigenvector
of Q(0). Hence exp[i[KT ;−KT ]x] [v;±v] is also a λ-eigenvector of Q(0). By (10)
this implies that ψ(x;u) = λ. 
Example 2.3 (Planes of minima). Consider a 3D example. Choose the wavevectors
so K = I3. Setting a = 1, b = 0 in the acoustic radiation potential gives Q(0) = 11
T .
An eigendecomposition Q(0) = UΛUT is chosen such that diag(Λ) = {6, 0, 0, 0, 0, 0}
and
(39) U =
1√
2

1/
√
3 1/
√
2 1/
√
6 1 0 0
1/
√
3 −1/√2 1/√6 0 1 0
1/
√
3 0 −2/√6 0 0 1
1/
√
3 1/
√
2 1/
√
6 −1 0 0
1/
√
3 −1/√2 1/√6 0 −1 0
1/
√
3 0 −2/√6 0 0 −1
 ,
conforming to H+ and H− (as in lemma 2.1). The 0−eigenspace of Q(0) strad-
dles over H+ and H−, and contains all of H−. The real unit length vector u =
[1,−1, 0, 1,−1, 0]T /2 (the second column of U) belongs to bothH+ and the 0−eigenspace
of Q(0). Using definition (36) we can verify that
(40) R±0,u =
{
(s, r) ∈ {0, 1}3 × {0, 1}3 | (−1)s1+r1 = (−1)s2+r2
}
.
Thus lemma 2.6 predicts acoustic radiation potential minima along the sets given
in eq. (37), some of them being the planes indicated in fig. 5. We have verified
numerically that they coincide with the minima of the acoustic radiation potential.
Example 2.4. Using the same matrix in (39) but choosing the unit-length 0−eigenvector
v = [1, 1,−2, 1, 1,−2]/2√3 ∈ H+ we get
(41) R±0,v =
{
(s, r) ∈ {0, 1}3 × {0, 1}3 | (−1)s1+r1 = (−1)s2+r2 = (−1)s3+r3
}
.
Now all the corresponding sets in (37) are lines because we have that (−1)s+r ∈
{−1,1} for (s, r) ∈ R±0,v. These lines are displayed in fig. 6.
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Figure 5. The minima of the acoustic radiation potential defined
in example 2.3 appear on planes. The planes are displayed on a
few unit cells (left) and for more clarity on a unit cell (right). The
black arrows indicate the directions normal to the transducers.
Figure 6. The minima of the acoustic radiation potential in ex-
ample 2.4 appear on lines. The lines are displayed on a few unit
cells (left) and for more clarity on a unit cell (right). The black
arrows indicate the directions normal to the transducers.
3. Achievable Bravais lattice classes
In earlier sections, we have taken the wavevectors k1, . . . ,kd to be fixed. Now,
we address the question of how to choose these vectors in order to obtain an ar-
rangement of particles on a particular Bravais lattice. The position of the particles
is dictated by the acoustic radiation potential ψ(x;u) which is A−periodic. Since
A = 2piK−T , and all the columns of K have the same length k, there are limitations
to the possible Bravais lattices that we can obtain. To explore these limitations,
we introduce the following definition.
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Definition 3.1. We say that a Bravais lattice class is achievable if out of all class
members with reciprocal lattice vectors k1, . . . ,kd having same length, i.e.
(42) |k1| = · · · = |kd|
there is at least one member that does not belong to any of the other Bravais lattice
classes.
In other words, a Bravais lattice class cannot be achieved if under the constraint
of definition 3.1, all Bravais lattices within a class happen to belong to another
class. For a two dimensional example, notice that tetragonal lattices are members
of the orthorhombic lattice class. However, when we place the same length con-
straint on the reciprocal lattice vectors for an orthorhombic lattice, we end up with
a tetragonal lattice. Thus we say that the orthorhombic lattice class cannot be
achieved. We remark that definition 3.1 is irrespective of the particular particle
arrangement inside a primitive cell, which could include isolated points, lines or
planes (theorem 2.1).
Our results are summarized in tables 1 and 2 for two and three dimensions,
respectively. We found that out of the 5 Bravais lattice classes in two dimensions
(see e.g. [9]) only three are achievable. In three dimensions, there are 14 Bravais
lattice classes (see e.g. [9]) but we found that only 6 are achievable.
To generate tables 1 and 2, we took known reference tables associating Bravais
lattice classes to the typical form of their reciprocal vectors. Then we imposed the
condition that all the reciprocal vectors have the same norm6. A general form for
the reciprocal vectors is given in the second column of these tables. If the third
column has an entry, then the particular class cannot be achieved and the class that
is implied by the same norm reciprocal vector constraint is indicated. If the third
column has no entry, it means that at least one representative belonging exclusively
to the class can be achieved. Of course, tables 1 and 2 can be used to design lattices
by taking the transducer normal orientations to be those in the second column.
The reference tables we based our study on can be found in [2, Table 3.3] for three
dimensions. The two dimensional reciprocal vectors can be easily derived from e.g.
[9, Fig. 1.7]. We also illustrate in figs. 7 and 8 representatives of the classes of
Bravais lattices that are achievable using standing acoustic waves, in the particular
case of isolated particle arrangements.
4. Summary and perspectives
We have shown that the behaviour of a periodic acoustic radiation potential in
two or three dimensions can be characterized by a 4 × 4 or 6 × 6 real symmetric
matrix, whose eigendecomposition can be found explicitly. Our main result is to use
symmetries of the corresponding eigenspaces to predict whether the global minima
of the acoustic radiation potential are limited to points, lines or planes. It is still an
open question whether the global minima for periodic acoustic radiation potentials
can be more general curves or surfaces. We also identify classes of Bravais lattices
that can be achieved using a periodic acoustic radiation potential. We are currently
working on extending this work to quasi-periodic arrangements of particles, which
correspond to the case where we use a number of transducer directions that is
6For certain lattices we used reciprocal vectors with norm different from one, in an effort to
get simpler expressions.
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Bravais lattice class Reciprocal lattice vectors Implied symmetry
Monoclinic
g1 = (1,− cot γ)
g2 = (0, csc γ) Orthorhombic centred
Orthorhombic
g1 = (1, 0)
g2 = (0, 1) Tetragonal
Orthorhombic centred
g1 = (csc(γ) sin(γ/2), csc(γ/2)/2)
g2 = (csc(γ) sin(γ/2),− csc(γ/2)/2)
Hexagonal
g1 = (1, 1/
√
3)
g2 = (0, 2/
√
3)
Tetragonal
g1 = (1, 0)
g2 = (0, 1)
Table 1. Two dimensional Bravais lattice classes that are achiev-
able using standing acoustic waves. The reciprocal lattice vectors
we give satisfy |g1| = |g2|, so they need to be rescaled so that their
length is k in order to be interpreted as the wavevectors needed
to obtain a particular Bravais lattice. The angle γ is the angle
between the two primitive vectors in the lattice.
larger than the dimension d. Notice that the acoustic radiation potential derivation
assumes the particles are spherical. Thus it is also interesting to see how the particle
shape influences the possible periodic arrangements of particles. We also plan to
characterize the scattering off gratings for millimetre waves that can be fabricated
using ultrasound directed self-assembly.
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Bravais lattice class Reciprocal lattice vectors Implied symmetry
Triclinic primitive |g1| = |g2| = |g3|
g1 = (− cos γ,− sin γ, 0) Cubic primitive (if cos γ = 0)
Monoclinic primitive g2 = (1, 0, 0) Tetragonal body-centred
g3 = (0, 0, 1) (if cos γ 6= 0)
g1 = (− cot γ,−1, 0)
Monoclinic base-centred g2 =
1
ac (c csc γ, 0,−a) Tetragonal body-centred
g3 =
1
ac (c csc γ, 0, a)
g1 = (0,−1, 0)
Orthorhombic primitive g2 = (1, 0, 0) Cubic primitive
g3 = (0, 0, 1)
g1 = (b,−a, 0) Tetragonal body-centred
Orthorhombic base-centred g2 = (b, a, 0) (if a 6= b)
g3 = (0, 0,
√
a2 + b2) Cubic primitive (if a = b)
g1 = (1, 0, 1)
Orthorhombic body-centred g2 = (0,−1, 1) Cubic body-centred
g3 = (1,−1, 0)
g1 = (1/a, 1/b, 1/c)
Orthorhombic face-centred g2 = (−1/a,−1/b, 1/c)
g3 = (1/a,−1/b,−1/c)
g1 = (1, 0, 0)
Tetragonal primitive g2 = (0, 1, 0) Cubic primitive
g3 = (0, 0, 1)
g1 = (0, 1, 1)
Tetragonal body-centred g2 = (1, 0, 1) Cubic body-centred
g3 = (1, 1, 0)
g1 = (0,−2/(3a), 1/(3c))
Trigonal primitive g2 = (1/(
√
3a), 1/(3a), 1/(3c))
g3 = (−1/(
√
3a), 1/(3a), 1/(3c))
g1 = (1/(
√
3),−1, 0)
Hexagonal primitive g2 = (2/(
√
3), 0, 0) Tegragonal body-centred
g3 = (0, 0, 2/(
√
3))
g1 = (1, 0, 0)
Cubic primitive g2 = (0, 1, 0)
g3 = (0, 0, 1)
g1 = (−1, 1, 1)
Cubic face-centred g2 = (1,−1, 1)
g3 = (1, 1,−1)
g1 = (0, 1, 1)
Cubic body-centred g2 = (1, 0, 1)
g3 = (1, 1, 0)
Table 2. Three dimensional Bravais lattice classes that are
achievable using standing acoustic waves. The parameters a, b, and
c are the lengths of the sides of the conventional unit cell for the
Bravais lattice when they can be adjusted. The reciprocal lattice
vectors we give satisfy |g1| = |g2| = |g3| and need to be rescaled
so that they have length k in order for them to be the wavevectors
needed to realize a particular Bravais lattice. The angle γ is the
angle between two of the sides of the conventional unit cell.
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Orthorhombic centred Hexagonal
Tetragonal
Figure 7. Representatives of the three Bravais lattice classes that
are achievable in two dimensions. The classes are: orthorhombic
centred (γ = pi/4), hexagonal, and tetragonal. A primitive cell and
unit cell are shown in black (note the primitive cell and the unit
cell are identical for the tetragonal case). The coloured regions
represent areas where the acoustic radiation potential is less than
λmin + 0.1(λmax − λmin) and λmin (resp. λmax) are the minimum
(resp. maximum) eigenvalues of Q(0). The blue regions are the
expected locations of minima due to the prescribed minimum lo-
cation (the origin). The red regions are other minima that appear
in the process. In all figures, the acoustic radiation potential pa-
rameters are a = b = 1. The black arrows indicate the directions
normal to the transducer surfaces.
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Triclinic primitive Orthorhombic face-centred Trigonal primitive
Cubic primitive Cubic face-centred Cubic body-centred
Figure 8. Representatives of the six achievable 3D Bravais lattice
classes. The classes are: triclinic primitive (g1 = (1, 2, 7), g2 =
(8, 3, 5), g3 = (1, 3, 5)), orthorhombic face-centred (a = 1, b =
2, c = 3), trigonal primitive (a = 1, c = 2), cubic primitive, cubic
face-centred, and cubic body-centred. The primitive cell is shown
in black. The blue regions are the expected locations of minima
due to the prescribed minimum location (the origin). The red re-
gions are other minima that appear in the process. In all figures,
the acoustic radiation potential parameters are a = b = 1. The
black arrows indicate the directions normal to the transducer sur-
faces.
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