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Abstract
When attempting to solve initial value problems numerically, a scientist may choose from several well-known
codes, e.g. RKSUITE, RK45 and GERK, due to Shampine et al., Dverk (Verner) or diverse codes due to Dor-
mand and Prince. In any case, the stepsize control is done with respect to a strategy introduced by Fehlberg,
i.e., the local error is estimated by the help of the two approximations resulting from each step.
Based on this strategy, we have designed a new code named EMDRKF. Here, special Runge–Kutta formulae
yielding approximations of multiple orders and in two di@erent knots are implemented. They are called Multiple
Order Double Output Runge–Kutta Fehlberg formulae (MODORKF formulae). We have implemented them
applying three di@erent strategies, i.e. Fehlberg-, Multiple order- and Multiple order double output strategy.
Their beneBt is demonstrated by some numerical results. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Generalized Runge–Kutta formulae
1.1. Runge–Kutta{} formulae
In this paper, we consider the initial value problem (IVP)
Y (a) = Y0;
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Y ′(x) = f(x; Y (x));
x∈ [a; b]= : I; (1)
where f : J × R → R, I ⊆ J ⊆ R, is a su*ciently often continuously di@erentiable function.
Moreover, the solution Y : I → R of (1) is supposed to exist uniquely. (A generalization to Rn; n∈N,
is straightforward.) Now, looking for a numerical solution of (1) on the grid
Ih :=
{
xj|xj = a+ jh; j = 0; : : : ; m :=
[
b− a
h
]}
;
where ∈R+ is a (free) parameter and h∈R+ is the stepsize, starting from y(0) :=y0 ∈R given,
we deBne approximations y(j) to Y (xj); j = 1; : : : ; m, by
yj+ci = y(j) + h
s∑
l=1
ailf(xj + clh; yj+cl); i = 1; : : : ; s; “internal stages”
yj+ = y(j) + h
s∑
l=1
bl()f(xj + clh; yj+cl);
y(j+1) :=yj+; “Bnal stage”;
where ail; bi()∈R,
∑s
l=1 ail = ci, i = 1; : : : ; s;
∑s
i=1 bi() = .
In what follows, such Runge–Kutta{} formulae (brieOy RK{} formulae) are represented by the
(modiBed) Butcher scheme.
c A
bT()
: (2)
Of course all classical RK-schemes are covered by setting the parameter  equal 1. However, note
that A and c do not depend on  anyway! For more details concerning theory and notation, see
[6,1].
1.2. The idea of Fehlberg
Consider a “pair” of RK{} formulae, given by
c A
bTq ()
bTp():
(3)
Here, starting with y(j), we are able to calculate two approximations y
(p)
j+ and y
(q)
j+ of di@erent
accuracies, i.e., orders of convergency, p and q, say and, without loss of generality (w.l.o.g.),
assume p¡q. Then we have
j := |y(q)j+ − y(p)j+|
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= |hp+1’p(xj; Y (xj); )|+ O(hp+2)
= |Yj+ − y(p)j+|+ O(hp+2);
where ’ is the principal error function of the formula of order p [1]. Hence, the di@erence j gives
an estimation for the local error of approximation of order p. Since both approximations originate
from the same internal stages and, hence, use the same function evaluations, the calculation is very
cheap. In almost any code based on Runge–Kutta formulae Fehlberg’s idea is used to choose the
stepsize automatically in order to achieve highest possible e*ciency.
However, it is not always possible to extend an existing formula to a certain order of accuracy.
The classical Runge–Kutta method of order 4 does not possess any approximation of order 3 other
than the original one (which is truely of order 4, of course). In other words: it is not possible to
augment the classical scheme by any vector bT() in such a way that its order is larger than 2
except the classical one. For more details about this, see [6].
Nevertheless, in the next section, we will give two examples, the Brst one given in Table 1
completely due to Kornmaier [6,5], the second one given in Table 2 an extension of one of the
famous Dormand–Prince pairs [6,7].
1.3. Special MODORKF formulae
First, consider formulae of the following type:
c A
bTpi()  Bxed; i = 1; : : : ; k:
(4)
Next, extend them further by stages according to a second parameter “∗”
c A
bTpi()  Bxed; i = 1; : : : ; k;
b∗Tp∗i (
∗) ∗ 
= ; ∗ Bxed; i = 1; : : : ; l:
(5)
Without loss of generality, let 0¡∗ ¡ := 1. Obviously these are further generalizations of (3).
In Tables 1 and 2 examples of such formulae are presented. The value of ∗ (i.e. 0.6) may appear
somewhat arbitrary, but it is not. As a matter of fact, apart from the “classical value”  = 1, both
examples given in Tables 1 and 2 require the value ∗ to be of 0:6, if attempting to construct a
Bnal stage yielding order 4 (the third alternative would be a value of 0, but that is trivial). The rest
of the paper is devoted to strategies when applying formulae of the form (5). The special values
are of no interest; they have only to be di@erent.
Now, starting from a given pair xj; yj, formula (5) yields the following approximations:
• at the knot xj + h we may choose among y(pi)j+1 ; i = 1; : : : ; k
• at the knot xj + ∗h we may choose among y(p
∗
i )
j+∗ ; i = 1; : : : ; l.
Again, questions concerning existence, uniqueness or techniques to construct such formulae are
referred to [6]. Here, we will discuss how to make use of them.
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Table 1
The augmented Kornmaier pair KOALB1
0
2
9
2
9
1
3
1
12
1
4
3
4
69
128
−243
128
135
64
21
20
−34629
16000
32319
3200
−333207
40000
903
625
205
204
−82028090945
54554580864
4433945
628864
−11607008119
2068648128
63674312
60886809
419870750
18326929509
bT5
8203
77490
0
27729
58910
523
1755
− 26750
186921
2255067
8397415
bT4
43
378
0
189
430
52
135
500
8127
: : : : : : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bT3
1
6
0
3
10
8
15
bT2
3
4
−15
4
4
bT1 −98
17
8
bT4 (
3
5
)
193
1750
0
24057
53750
28
625
− 4
1505
bT3 (
3
5
)
27
250
0
567
1250
24
625
bT2 (
3
5
)
3
20
− 27
100
18
25
bT1 (
3
5
) − 3
16
63
80
Ch. Fredebeul et al. / Journal of Computational and Applied Mathematics 144 (2002) 187–196 191
Table 2
The augmented Dormand – Prince pair RK6(5)8M
0
1
10
1
10
2
9
− 2
81
20
81
3
7
615
1372
−270
343
1053
1372
3
5
3243
5500
−54
55
50949
71500
4998
17875
4
5
−26492
37125
72
55
2808
23375
−24206
37125
338
459
1
5561
2376
−35
11
−24117
31603
899983
200772
−5225
1836
3925
4056
1
465467
266112
−2945
1232
− 5610201
14158144
10513573
3212352
−424325
205632
376225
454272
0
bT6
61
864
0
98415
321776
16807
146016
1375
7344
1375
5408
− 37
1120
1
10
bT5
821
10800
0
19683
71825
175273
912600
395
3672
785
2704
3
50
: : : : : : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bT4
679
7200
0
12879
67600
51793
152100
0
5105
16224
3
50
bT3
13
12
0 −135
52
98
39
bT2
61
48
−55
12
69
16
bT1 −6156
117
56
bT4 (
3
5
)
967
25000
0
2421009
5525000
− 26411
325000
739
3400
0 − 81
6250
bT3 (
3
5
)
63
500
0
729
6500
588
1625
bT2 (
3
5
)
123
200
−3
2
297
200
bT1 (
3
5
) −291
340
99
68
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2. Strategies of ecient application
Now, in principle, Fehlberg’s idea as described above is applicable to any pair of approximations
(y(pi)j+; y
(pi+1)
j+ );
i = 1; : : : ; k − 1 resp. l− 1 and ∈{1; ∗}, resulting from formula (5).
Basic Idea: Let us take the best approximation at the knot xj+1!
Questions:
1. Which approximation is “the best one”?
2. How to choose “the best order” for the next step?
3. How useful are the approximations at the knot xj+∗?
Before we answer these (and some more) questions, we have to introduce some notation: For a
given tolerance ¿ 0, Bxed knot xj, actual stepsize hact and for any available order q with respect
of ∈{1; ∗} let
Eq() := |y(q+1)j+ − y(q)j+|;
q() :=
(

Eq()
)1=(q+1)
;
hnewq () := q()h
akt ;
hrelq () := h
new
q ()=sq+1:
Here, sq+1 is the number of stages (or f evaluations, respectively) needed to calculate the approxi-
mation of the corresponding order q+ 1.
Obviously, if q()¿ 1, the actual step is considered to be successful in yielding an approximation
of order q at xj+.
2.1. The Fehlberg strategy
Within our notation, the Fehlberg strategy (brieOy: F) works as described in the following. Let
approximations of orders p and p+ 1 be available and, of course,  = 1:
• The actual step is accepted, if p¿ 1. In the next step, let h := hnew.
• The actual step has failed, if p¡ 1. It has to be recalculated using h := hnew. As a consequence,
all fj+ci , i = 1; : : : ; sp+1 have to be recalculated, too.
Since explicit formulae of higher order have to use many (internal) stages, a step rejection is quite
expensive. Hence, we are interested in avoiding them. One possibility is a conservative stepsize
restriction by some safety factors. We present a way that in case of a failure tries to recover by
using the available informations (f-values) of the internal stages.
2.2. Multiple order strategy
As can be seen regarding formula (5), we are able to choose among a large amount of approxi-
mations at the knots xj+1 and xj+0:6. Here we concentrate to the knot xj+1.
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Note that all approximations result from the same internal stages. With respect to the two examples
above, regard that the lower the order of convergency is, the lower is the amount of internal stages
required for the calculation of the approximation.
Let approximations of orders 1; : : : ; p+ 16pmax be already available,  = 1. Moreover, let
A+ := {q | q¿ 1}; Y+ := {y(q)j+1 | q∈A+}:
Now, the multiple order strategy (brieOy: M) works as follows.
• The actual step is accepted, if A+ 
= ∅.
◦ Choose p∗ = argmax{hrelq | q∈A+}.
◦ Choose y∗j+1 = yqj+1 where q= argmin{Eq | q∈A+}.
◦ Start the next step using the approximation of order p∗ and stepsize hnewp∗ .
◦ Calculate only approximations of orders 1; : : : ; p∗ + 1.
• If A+ = ∅ and p + 1¡pmax, calculate the “missing” approximations (i.e. those of orders p +
2; : : : ; pmax). If now A+ 
= ∅, proceed as before.
• The step has failed to be successful, if p¡ 1; p= 1; : : : ; pmax − 1.
◦ Choose p∗ = argmax{hrelq | q= 1; : : : ; pmax − 1}.
◦ Repeat the actual step using hnewp∗ . All fj+ci ; i = 1; : : : ; spmax , have to be recalculated.
Note that lower orders are preferable especially if sp ¡ sq, p¡q holds, since, as a consequence,
less internal stages have to be calculated for an approximation of order p than for that of order q.
2.3. Multiple order double output strategy
Here, we additionally make use of the approximations in xj+∗ . Remember that we have required
0¡∗ ¡ 1, as it is the case in our examples!
Two di@erent ways are proposed. As it will turn out, the Brst one is better suited in case of
nonsti@, the second one is better suited in case of sti@ IVPs.
2.3.1. Nonsti< strategy
Using the notation from above, the multiple order strategy extends as follows. Let approximations
of orders 1; : : : ; p + 16pmax be already available,  = 1. The nonsti@ strategy (brieOy: N) is the
following:
• The actual step is accepted, if A+ 
= ∅. Proceed as described in M.
• If A+ = ∅ and p + 1¡pmax, calculate the “missing” approximations (i.e., those of orders p +
2; : : : ; pmax) and, if now A+ 
= ∅, proceed as described in M.
• If still A+ = ∅, calculate all approximations available in the knot xj+∗ and the corresponding set
A+(∗). If this is not empty, proceed as before.
• The step failed to be successful, if p¡ 1, p=1; : : : ; pmax− 1 for any . Proceed as described in
M, using only the approximations to xj+1.
The main advantage of the nonsti@ strategy N over M is the larger amount of approximations that
may be acquired in one step. The disadvantage of the “shorter step” (using ∗) is contrasted by the
fact that a re-evaluation of the internal stages is avoided.
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Table 3
Expence: KOALB1 and RK6(5)8M, Problems A1S,B1S–C5S
r F M M=F N N=F S S=F
KOALB1
3 43309 37534 0.87 36764 0.85 32961 0.76
4 46002 41578 0.90 41506 0.90 36633 0.80
5 50258 47100 0.94 46626 0.93 41620 0.83
#f 6 57169 55276 0.97 54169 0.95 49990 0.87
7 69159 67918 0.98 67425 0.97 62914 0.91
8 87355 86798 0.99 86476 0.99 83090 0.95
9 120229 119879 1.00 119939 1.00 118079 0.98
∑
#f 473481 456083 0.96 452905 0.96 425287 0.90
RK6(5)8M
3 42624 26483 0.62 26194 0.61 24299 0.57
4 44487 28966 0.65 29521 0.66 27221 0.61
5 47267 34199 0.72 34127 0.72 31118 0.66
#f 6 51097 39189 0.77 39897 0.78 36182 0.71
7 56842 48517 0.85 48831 0.86 44172 0.78
8 65904 58846 0.89 59663 0.91 54390 0.83
9 77084 72858 0.95 73200 0.95 70675 0.92
∑
#f 385305 309058 0.80 311433 0.81 288057 0.75
2.3.2. Sti< strategy
As a matter of fact (here, the regions of absolute stability are important, see [3]) low orders may
be preferable especially in the sti@ case. Hence, we modify the strategy above as follows: in the
case A+ = ∅ in the Brst item, we prefer evaluating the approximations in xj+∗ (rather than those of
higher order in xj+1). If this is not su*cient, the higher-order approximations are evaluated. This
strategy is called sti@ strategy (brieOy: S).
3. Numerical results and conclusions
In what follows we have applied our code to the test problems given by Enright et al. in Detest
and Sti@ Detest, respectively. Although explicit formulae are not expected to perform well on sti@
IVPs, we will see that they are successful in several cases, especially when the sti@ strategy S is
employed. Tables 3–5 demonstrate the advantage over the classical Fehlberg strategy F in the
case of sti@ IVPs taken from [2]. Table 6 gives some examples taken from (nonsti@) Detest [4].
With respect to the remainder of Detest the new strategies perform comparable to F.
Generally, the inOuence of any of the new strategies declines with rising accuracy demands. This
is not surprising since the higher-order formulae are well-suited for stringent tolerances, whereas the
lower-order formulae become more and more ine*cient, even with respect to hrel.
On the other hand, the sti@er a problem is, the better the strategies act (especially M and S)
when compared to F. In the case of nonsti@ problems, however, at most little extra costs occur. To
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Table 4
Expence: KOALB1 and RK6(5)8M, Problems A2S–A4S
r F M M=F N N=F S S=F
KOALB1
3 1108777 994621 0.90 994222 0.90 889152 0.80
4 1121529 1016631 0.91 1023628 0.91 868396 0.77
#f 5 1129180 1025397 0.91 1023135 0.91 824441 0.73
6 1131370 1055037 0.93 1039882 0.92 832603 0.74
∑
#f 4490856 4091686 0.91 4080867 0.91 3414592 0.76
RK6(5)8M
3 1158795 573135 0.49 529235 0.46 461721 0.40
4 1194484 686454 0.57 680980 0.57 591237 0.49
#f 5 1233800 735151 0.60 758856 0.62 655804 0.53
6 1243608 780790 0.63 808992 0.65 700130 0.56
∑
#f 4830687 2775530 0.57 2778063 0.58 2408892 0.50
Table 5
Expence: KOALB1 and RK6(5)8M, Problem C1S
r F M M=F N N=F S S=F
KOALB1
3 4191 3461 0.83 3349 0.80 3000 0.72
4 4234 3742 0.88 3742 0.88 3136 0.74
5 4279 3700 0.86 3687 0.86 3140 0.73
#f 6 4315 4002 0.93 3664 0.85 3247 0.75
7 4460 4147 0.93 4157 0.93 3503 0.79
8 2272 2220 0.98 2223 0.98 1979 0.87
9 1649 1649 1.00 1649 1.00 1649 1.00
∑
#f 25400 22921 0.90 22471 0.88 19654 0.77
RK6(5)8M
3 4419 1495 0.34 1664 0.38 1388 0.31
4 4454 1652 0.37 1682 0.38 1579 0.35
5 4589 2135 0.47 2232 0.49 1871 0.41
#f 6 4704 1763 0.37 2597 0.55 2091 0.44
7 4773 3066 0.64 3156 0.66 2635 0.55
8 4922 2879 0.58 3655 0.74 1903 0.39
9 2298 1780 0.77 1786 0.78 1837 0.80
∑
#f 30159 14770 0.49 16772 0.56 13304 0.44
be more precise, the main advantage is gained by M, in case of sti@ problems, however, applying S
is even more recommendable. The mode N is not worth the additional e@ort necessary to calculate
the additional output in xj+∗ .
196 Ch. Fredebeul et al. / Journal of Computational and Applied Mathematics 144 (2002) 187–196
Table 6
Expence: KOALB1 and RK6(5)8M, DETEST — Linear Problems
r F M M=F N N=F S S=F
KOALB1
3 1120 1073 0.96 1064 0.95 913 0.82
4 1247 1193 0.96 1180 0.95 1034 0.83
5 1439 1424 0.99 1392 0.97 1293 0.90
#f 6 1764 1728 0.98 1720 0.98 1645 0.93
7 2358 2335 0.99 2335 0.99 2293 0.97
8 3477 3482 1.00 3462 1.00 3461 1.00
9 5277 5270 1.00 5270 1.00 5257 1.00
∑
#f 16682 16505 0.99 16423 0.98 15896 0.95
RK6(5)8M
3 1196 831 0.69 793 0.66 773 0.65
4 1253 915 0.73 952 0.76 906 0.72
5 1349 1063 0.79 1135 0.84 1067 0.79
#f 6 1524 1293 0.85 1321 0.87 1299 0.85
7 1780 1666 0.94 1643 0.92 1641 0.92
8 2199 2137 0.97 2146 0.98 2111 0.96
9 2837 2847 1.00 2851 1.00 2849 1.00
∑
#f 12138 10752 0.89 10841 0.89 10646 0.88
Now, as e*ciency with respect to the amount of work (measured by f-evaluations) is obvious,
we have to ask for the quality of accuracy yielded by the di@erent strategies. Here, in any case the
error is kept below the required tolerance, so there is no reason to prefer a special strategy.
Hence, if the user is aware of the type of his problem, it is up to him to select: In the case of
low accuracy requirements in union with an at least mildly sti@ problem, he should take the mode
S. On the other hand, if tolerance restrictions are hard and the problem is propably nonsti@, it is
su*cient to apply the mode M. For safety reasons, if the type of problem is doubtful, mode S
should be choosen.
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