Abstract-We consider the recovery of smooth 3D region boundaries with piecewise constant coefficients in Optical Tomography (OT). The method is based on a parametrisation of the closed boundaries of the regions by spherical harmonic coefficients, and a Newton type optimisation process. A boundary integral formulation is used for the forward modelling. An advantage of the proposed method is the implicit regularisation effect arising from the reduced dimensionality of the inverse problem. Results of a numerical experiment are shown which demonstrate the performance of the new method in a realistic situation.
Introduction
In this paper, we explore a technique for the retrieval of the internal boundaries of 3D regions in frequency domain Diffusive Optical Tomography (DOT), [3] . The optical parameter of interest in this application are µ a being the absorption coefficient, µ s being the (reduced) scattering coefficient, and their combination D = 1 3(µa+µ s ) being the diffusion coefficient. They are assumed to take piecewise constant values in the three dimensional bounded domain Ω with jumps at the interior interfaces. There are several physiologically interesting observations which can be derived from the knowledge of the absorption and diffusion of light in tissue. This includes tissue oxygenation, blood volume and blood oxygenation [1, 2] . Primary applications are the detection and classification of tumourous tissue in the breast, monitoring of the oxygenation level in infant brain tissue, and functional brain activation studies.
Our model for light propagation in biological tissue is the diffusion equation [3] − ∇ · D(r)∇Φ(r) + µ a (r)Φ(r) + iω c Φ(r) = q(r)
where Φ(r) is photon density, c is the speed of light in the medium, and q(r) describes the source term. It represents the number of photons per unit volume at the source position r. ω is the modulation frequency. The appropriate boundary condition is of the Robin type (given by (4)). However, if we assume that the distribution of the optical parameters inside the body Ω is arranged into L disjoint regions Ω j , so that Ω = L j =1 Ω j , which are separated by smooth closed interfaces Γ j , and have piecewise constant optical properties {D j , µ a,j }, we may describe the propagation of light by a set of coupled Helmholtz equations
with boundary conditions
Here, A models the refractive index difference at the boundary ∂Ω. The respective (complex) 'wavenumbers'
Dj
. The described inverse problem of 3D DOT is severely ill-posed due to the diffusive behavior of the fields in the tissue and the relatively small number of available noisy data. This typically leads to quite unstable reconstructions, unless strong regularization is applied. One possible way of regularizing the problem is to take advantage of prior information about the general structure of the expected parameter distribution, which often is available in medical applications from alternative imaging modalities or from general anatomical knowledge. This will be our approach in this paper, assuming that the domain of interest can be divided into basically two different zones: a background distribution and an embedded object whose shape can be approximately described by a given (small) number of spherical harmonics parameters.
Parametric Representation of Surfaces
Our main interest lies in the use of geometric prior information in order to create a sufficiently realistic model of the different subregions of an anatomical structure. Having in mind applications in head and brain imaging, we decided to use the head's geometry as a test bed. We can use good resolution MRI or CT-scan images as prototypes. Both imaging modalities use voxel maps to create an image. The voxel faces comprising the boundary surface are mapped to the surface of a sphere by a method described in [9] .
Since our application is not limited to star-shaped objects, a harmonic distribution of the extracted surface's net onto the sphere's surface was chosen instead of a direct radial function. Having defined coefficients {C m l }, we can use them to create the parametric description of the surface by weighted averaging with the relevant spherical harmonics
Here, is the maximum degree of spherical harmonics that we used for the particular representation. In practice, to ensure that only real surfaces are represented, we define a real basis as (6) for which the orthogonal condition Ỹ m l ,Ȳ m l = δ mm δ ll still holds. For simplicity we introduce the notation
and m = −l, · · · , l which describes the finite set of spherical harmonics coefficients for the surface Γ j up to degree .
The Forward Problem
As in conventional pixel based reconstruction we assume multiple sources p s , s = 1, . . . , S and detectors m d , d = 1, . . . , M , located at the surface ∂Ω. During the experiment, light is emitted from one source at a time and the photons leaving the domain are collected at all the detectors. We denote by g s,d the measurements which corresponds to detector d and source s. The combined measurements for a source s are denoted by g s . A boundary integral formulation is used to simplify the discretisation of the volume of the domain Ω to that of the interfaces Γ j of the disjoint regions that comprise Ω. The shapes and locations of the boundaries are described by finite sets of shape coefficients γ = {γ j }. The forward problem uses a Boundary Element Method (BEM) to discretise the mapping from the shape coefficients {γ j } and the optical parameters values {D j , µ a,j } to the data g = M(γ)Φ on the surface ∂Ω, where M denotes the linear measurement operator which typically takes point evaluations of the fields Φ at few discrete points of the surface ∂Ω. The inverse problem in this setup amounts to finding the representation {γ j } and the values {D j , µ a,j } from observed or simulated measurements g.
Discretising our forward problem (2)-(4) by the so-called 'collocation Boundary Element Method' [4, 8] we construct a linear matrix equation of the form
The matrix T(γ) (which depends in a nonlinear way on the shape parameters γ) takes the form of a dense non-symmetric block matrix. The corresponding system is solved using a preconditioned GMRES solver. To relate the BEM approach to the forward model, we introduce the linear measurement operator M. Then we have
where g s are the measured data at the discrete points m d , d = 1, . . . , M corresponding to the source q s , and K s (γ, D, µ a ) denotes the nonlinear forward operator mapping unknown shape parameters to the corresponding measurements [3] . In the following we will omit the subindex s in the notation for simplicity.
The Shape Inverse Problem
Starting from a geometric configuration defined by the set of shape coefficients (γ 0 ), we will try to search for the set (γ * ) that minimises the distance between computed data K(γ, D, µ a ) and given data g. Our approach will be a cost minimisation procedure:
A typical way to minimise such a cost function is a Newton-type method, [7] , where we search for a minimum for Ξ(γ) by iterations of local linearisation and Taylor expansion around the current estimate γ k as
Λ is a Levenberg-Marquandt control term [5] . In our implementation, we take Λ to be the identity. The modified Newton method (10) for the minimisation of the residual (9) produces the descent direction in the parameter space by providing a step δγ k = γ k+1 − γ k . In practice, moving Ξ(γ) to the full step length δγ k could lead the residual far from the actual minimum. A quadratic fit line search method is introduced in order to avoid detours in the downhill direction and speed up the optimisation.
Construction of the Jacobian
One of the key elements in the implementation of the optimisation scheme (10) is the calculation of the Jacobian J = ∂K(γ,D,µa) ∂γ of the forward operator K with respect to the shape coefficients γ. Since the measurement operator M is linear, this amounts essentially with (8) to calculating
in an efficient way. In our numerical calculations we have implemented a semi-adjoint scheme for calculating these expressions. Assume that the matrix T is invertible and differentiable with derivative
∂γi . Differentiation of the identity T(γ) −1 T(γ) = I yields by the product rule ∂T(γ)
Denote f s = T(γ) 
By differentiation with respect to γ i and using the identity (11) we get D, µ a ) ) on the left, and parameter space error n (γ target,n − γ k,n ) 2 , on the right.
Denoting furthermore
we finally arrive at ∂g sd
We notice that ∂g sd ∂γi are the actual entries of the Jacobian J. The derivative of the BEM system matrix T with respect to the geometrical parameter γ i is now done using a finite difference method
The practical choice of ε i requires a trade-off between the mathematical accuracy of the derivative approximation and the computer roundoff error consideration [7] . In our case it is chosen empirically as 10 −4 γ i .
Results from 3D Simulations
In our experimental setup, a geometric model for an infant's head (Figure 1 ) is created and treated as a homogeneous domain with an embedded randomly shaped inhomogeneity, which we try to recover. The optical parameters chosen for the homogeneous background are µ a = 0.01 cm −1 and µ s = 1 cm −1 , and for the internal region Ω 2 we have µ a = 0.05 cm −1 and µ s = 2. cm −1 . The inhomogeneity's surface is described by 16 spherical harmonic coefficients γ 0 for each cartesian coordinate x, y, z. This defines a parametric surface using up to the 3 rd degree spherical harmonics. A regular mesh with 48 elements and 98 nodes is mapped onto that surface to create the discrete approximation necessary for the BEM calculation, see Figure 2 .
Using this geometric setup, we assign 20 sources and 20 detector positions at the surface of the head . The modulation frequency on the sources in set to 100 MHz. Synthetic data are then collected at the 20 detectors using the forward model K(γ 0 ) with one source illuminated at a time. We split this data into real and imaginary parts of its logarithm to get a vector g ∈ R 800 . Gaussian random noise with a standard deviation of 1% of the measured signal is added to these data. As the initial guess for the reconstruction we select a closed surface centred at a random position. In this case, we use 9 parameters for each direction in a 2 nd degree spherical harmonics description. This choice leads to a search space of dimension 3 × 9 = 27. The solution follows the residual minimisation technique described above. The reconstructed boundary is displayed in Figure 2 . Figure 3 shows the relative data error g −1 (g −K(γ k , D, µ a )) versus iteration index k on the left hand side. On the right hand side of this figure, a measure for the quality of the approximation of the shape is displayed. Due to the larger number of coefficients γ 0 used for the construction of the target than for the definition of the evolution shape γ k , we define γ target to be the set of spherical harmonics coefficients that define the target truncated up to the degree used for the evolution. So the residual of Figure 3 is chosen to be n (γ target,n − γ k,n ) 2 , with n summing up to the degree of spherical harmonics used for the evolution shape.
As can be seen, the location and the approximate shape of the simple 3D homogeneous region can be recovered with good accuracy from noisy data. The minimisation of the least squares functional has completed successfully with the distance norm becoming 33 times smaller that the initial value after only 5 iterations. On the other hand, the distance between the shape coefficients shows good convergence if we take into account that a different degree of spherical harmonics was used for the creation of the simulated data than for the evolving shape during the reconstruction.
Conclusion
In the paper we have proposed a novel reconstruction scheme for a shape based three dimensional inverse problem in DOT. In our method, the search space for the solution of the inverse problem is defined in terms of a spherical harmonic expansion of the unknown region surfaces which are not restricted being star-shaped. Doing so we incorporate in our scheme an implicit regularisation, where the regularisation parameter is the degree of spherical harmonics used for representing the surfaces. A semi-adjoint formulation of the parameteror shape-sensitivities has been derived. In our numerical experiments, using the semi-adjoint form, we have demonstrated that our scheme is able to reconstruct in a stable and efficient way low-parametric approximations of more complicated shapes from few given data.
