We give elementary proofs of two theorems concerning bounds on the maximum argument of the eigenvalues of a product of two unitary matrices -one by Childs et al. [J. Mod. Phys., 47, 155 (2000)] and the other one by Chau [arXiv:1006.3614]. Our proofs have the advantages that the necessary and sufficient conditions for equalities are apparent and that they can be readily generalized to the case of infinite-dimensional unitary operators. * hfchau@hku.hk † Present address:
Let Eig(U) denotes the set of all eigenvalues of a unitary matrix U. Interestingly, one can give non-trivial information on Eig(UV ), usually in the form of inequalities, solely based on Eig(U) and Eig(V ). (See, for example, Refs. [1, 2] for comprehensive reviews of the field of spectral variation theory of matrices, including Hermitian and normal ones.) In this paper, we give elementary proofs of two such inequalities. Let us begin by introducing a few notations first. Definition 1. Let U be a n-dimensional unitary matrix. Generalizing the conventions adopted in Ref. [2] , we denote the arguments (all arguments in this paper are in principal values) of the eigenvalues of U arranged in descending and ascending orders by We further denote the absolute value of the argument of the eigenvalues of U arranged in descending order by |θ| ↓ j (U)'s, where the index j runs from 1 to n.
Recently, Childs et al. [3] proved the validity of the following theorem using BakerCampbell-Hausdorff formula and eigenvalue perturbation theory. Agnihotri and Woodward [6] as well as Biswas [7] showed among other things the validity of Theorem 1 by means of quantum Schubert calculus. Belkale [8] obtained Theorem 1 by studying the local monodromy of certain geometrical objects.
Along a similar line of investigation, Chau [9] recently showed among other things the following theorem using Rayleigh-Schrödinger series.
Theorem 2. Let U, V be two n-dimensional unitary matrices. Then
Moreover, the equality holds if and only if
Note that all existing proofs of Theorems 1 and 2 involve rather high level geometrical or analytical methods. Here, we report elementary proofs of these two theorems. One of the advantages of these elementary proofs is that one can easily deduce the necessary and sufficient conditions for equalities. Besides, it is straightforward to extend the theorem to cover the case of infinite-dimensional unitary operators.
Our elementary proofs of these two theorems rely on Lemma 2 which in turn follows from Lemma 1.
Lemma 1. Let U, V be two n-dimensional unitary matrices with θ
for j = 1, 2, . . . , n.
Proof. By definition, UV |φ
By taking the arguments in both sides, we obtain
Note that for any normalized state ket |ψ , ψ|U|ψ and ψ|V |ψ are located in the convex hull formed by the vertices {e
on the complex plane C, respectively. Combined with the conditions that θ (4) is valid even if the modulo 2π is removed.
Lemma 2. Let U be a n-dimensional unitary matrix with θ
Furthermore, the extremum in the R.H.S. of the above equation is attained by choosing
for all |ψ .
Proof. Any Hilbert subspace of codimension j − 1 must have non-trivial intersection with the j-dimensional Hilbert space
and ψ|ψ = 1} is equal to the convex hull formed by the vertices {e
on the complex plane C. Since θ We now give the elementary proofs of Theorems 1 and 2.
Elementary proof of Theorem 1. We only need to show the validity of Eq. (1a) as the validity of Eq. (1b) follows directly from it. This is because θ
for all n-dimensional unitary matrices U and for j = 1, 2, . . . , n.
we have the following three cases to consider.
To prove the validity of Eq. (1a) for case (i), we apply Lemma 1 to obtain
Separately applying Eq. (6) in Lemma 2 to the two terms in the R.H.S. of Eq. (7), we have
Hence, Eq. (1a) is valid for case (i). Furthermore, the equality holds if and only if |φ
. This proves the validity of this theorem for case (i).
The validity of cases (ii) and (iii) follow that of case (i). (For simplicity, we only consider the reduction from case (ii) to case (i) as the reduction from case (iii) to case (i) is similar.)
Let U, V be a pair of unitary matrices satisfying the conditions of case (ii). Then θ
. So, we can pick a number a from the non-empty open interval
It is easy to check that a ∈ (0, 1) and that 0 < a θ
As a result, the pair of matrices U a and V satisfies the conditions of this theorem for case (i) where the notation U a denotes the unitary matrix
Further notice that the pair of matrices U 1−a and U a V also obeys the conditions of this theorem for
Clearly, for case (ii), Eq. (1a) becomes an equality if and only if |φ
. This proves the validity of this theorem for case (ii).
Elementary proof of Theorem 2. We may assume that |θ|
Suppose θ 
Then, by analyzing the conditions for equality for Theorem 2 for the pairs of unitary matrices U a and V , we conclude that the necessary and sufficient conditions stated in this theorem is true for the case of
After simple modifications both in the theorems and our proofs, we find the infinitedimensional analogs of Theorems 1 and 2. Note that θ ↓ j (U)'s and the likes are no longer welldefined for an infinite-dimensional unitary operator U. Nevertheless, we can still talk about sup arg(U) the supremum of the arguments of the spectrum of U. The symbols inf arg(U) and sup |arg| (U) can be similarly defined. We now state the extensions of Theorems 1 and 2 below. 
