Recent interest in the exact distribution of the TSLS estimator of the coefficients of a linear structural equation has focused on the case where the errors are independent normal random variables. This raises the issue of how representative these results are of cases where the error distribution is not normal. This paper shows that in a just-identified structural equation with one endogenous variable the structure of the exact results does not change if we allow the vector of the errors to be in the family of elliptical distributions.
Introduction
The exact distribution of the two-stage least square (TSLS) estimator of the coefficients of the endogenous variables in a linear structural equation is known for the case where the errors are independently normally distributed (e.g. Phillips (1983) , and Woglom (2001)). No exact results are available for more general error structures.
In this note, we study the exact distribution of the TSLS estimator without the assumption of normality, and investigate how existing exact results generalize. Following Nelson and Startz (1990) , Maddala and Jeong (1992) and Woglom (2001) , we focus on a structural equation that is just-identified and has only one endogenous variable. In this simple case, the TSLS estimator of the coefficient of the endogenous variable has the form of a ratio of two correlated random variables. Under the assumption of Gaussian errors, these are jointly normal. Results for ratios of non-normal distributions are available but are scattered in the statistics literature. Kotlarski (1964) and Arnold and Brockett (1992) Nadarajah (2006) has investigated the exact probability function of a ratio of two random variables of non-zero mean having jointly the elliptical Pearson-type II and -type VII, and
Kotz-type distributions.
In this paper, we generalize known results from exact distribution theory as well as existing results for the ratio of two random variables. We consider the case where the TSLS estimator can be written as a ratio of two elliptically distributed random variables, and derive its density in terms of quantities having simple statistical interpretation. We give a very elementary proof of the fact that if the structural equation is unidentified, then the TSLS estimator has a Cauchy distribution. If the structural equation is identified, the density of the TSLS estimator is more complicated but its structure is the same for all possible distributions of the numerator and the denominator in the elliptical family. As for the normal case, no integer moments of the TSLS estimator exist.
The rest of this note is organized as follows. Section 2 gives some preliminary results and establishes the notation used in Section 3 to study the ratio of two random variables in the family of elliptical distributions. Section 4 concludes.
The model, preliminary results and notation
Consider a just-identified linear structural equation with one endogenous variable
where y and Y denote the ( ) vectors of endogenous variables,
fixed vector of exogenous variables, and u and V are random vectors. Insert (2) into (1) to obtain a reduced form for y
The TSLS estimator of β is ( )
We suppose that the joint density of the random variables ( ) , π Π has the form
for some function φ , and π −∞ < < ∞ , − ∞ < Π < ∞ , where Ω is a (2 positive definite matrix 2) × 
where denotes the inverse of the matrix square root of 1 2 − / Ω Ω (the Jacobian of the transformation is ). Then, the density of We use (9) to define two functions that will be relevant later on. Firstly, the density In the rest of this note, Maple. This is certainly the case for the examples considered by Nadarajah (2006) .
Main results
β in equation (6) (the Jacobian is | Π | ) so that the density of β can be written after simplification as 
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and after a simple change of variable, integration yields our first result. In the general case, we can let
s b a 
