The paper introduces a new methodology for the design of time-varying complementary filters and describes its application to the problem of estimating the position and velocity of autonomous vehicles.
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Currently, there is considerable interest in the development of navigation systems to provide robotic vehicles with the capability to perform complex missions autonomously. See [l, 10, 131 and the references therein for in depth presentations of navigation systems for aircraft and [ 5 , 8, 141 for an overview of similar systems and related research issues in the underwater robotics area. Traditionally, navigation system design is done in a stochastic setting using Kalman-Bucy filtering theory [a] . In the case of nonlinear systems, design solutions are usually sought by resorting to Extended Kalman filtering techniques [2] . The stochastic setting requires a complete characterization of process and observation noises, a task that may be difficult, costly, or not suited to the problem at hand. This issue is argued at great length in [3] , who points out that in a great number of practical applications the filter design process is entirely dominated by constraints that are naturally imposed by the sensor bandwidths. In this case, a design method that explicitly addresses the problem of merging information provided by a given sensor suite over distinct, yet complementary frequency regions is warranted. Complementary filters have been developed to address this issue explicitly. See for example [3, 101 for a concise introduction to complementary filters and their applications. In the linear time-invariant setting, filter design is ultimately reduced to the problem of decomposing an identity operator into stable low and high pass transfer functions that operate on complementary sensor information. The bandwidth of the low pass transfer function becomes a tuning parameter aimed at matching the physical characteristics of the ',low frequency" sensor. Therefore, the emphasis is shifted from a stochastic to a deterministic framework, where the main objective is to shape the filter closed-transfer functions. This paper extends complementary filter design and analysis techniques to a time-varying setting and offers a solution to the problem of estimating the linear position and velocity of a vehicle using time-varying complementary filters. The time-dependence is imposed by the fact that some of the sensors provide measurements in inertial coordinates, while other measurements are naturally expressed in body axis. To merge the information from both types of sensors -while being able to compensate for sensor biases -requires that the rotation matrix from inertial to body axis be explicitly included in the navigation filters. The resulting filters are bilinear and time-varying, but the time dependence is well structured. By exploiting this structure, the problem of filter design and analysis can be converted into that of determining the feasibility of a set of Linear Matrix Inequalities (LMIs) that arise in the theory of linear differential inclusions [4] . As a consequence, the stability of the resulting filters as well as their "frequency-like" performance can be assessed using efficient numerical analysis tools that borrow from convex optimization techniques [4, 91. The paper is organized as follows. Section 2 reviews some basic mathematical background on linear timevarying systems, induced operator norms, and polytopic systems. Section 3 sets the motivation for the sections that follow: a simple filtering problem is formulated, and its solution in terms of complementary linear time-invariant filters is described. Section 4 describes the navigation problem addressed in this paper and formulates it mathematically in terms of an equivalent time-varying filter design problem. Section 5 provides the main theoretical tools for linear time-varying filter design and analysis using the theory of linear matrix inequalities. Finally, Section 6 describes a practical algorithm for complementary filter design and illustrates the performance of the new filtering structure in simulation. Due to space limitations the proofs of all the results are omitted. The reader is referred to [12] for complete details.
Mathematical background
The objective of this section is twofold: i) describing numerical algorithms for the computation of induced operator norms for linear time-invariant and time-varying polytopic systems, and ii) introducing the key concepts of low and high pass linear systems in a linear time-varying (LTV) setting. See [15] 
is the convex hull of the set S := {AI, ..., AL}. These systems are usually referred to in the literature as polytopic differential inclusions [4] . It can be shown that given a polytopic system G, then IiGIl < y if there exists a positive definite matrix P such that Again, checking that such a P exists can be done quite efficiently using highly efficient numerical algorithms.
2.2
The concept of low pass and high pass filters is well understood in the case of linear time-invariant systems.
Low and high pass filters.
We now extend these concepts to the class of linear time-varying systems. The new concepts will play a major role in assessing the performance of the linear time-varying complementary filters that will be introduced later.
Definition. Low pass property. Let The conditions in the definition of low pass filters generalize the following facts that are obvious in the linear time-invariant case: i) the filter must provide a gain equal to one a t zero frequency, ii) there is a finite band of frequencies over which the system behaviour replicates very closely that of an identity operator, and iii) the system gain rolls-off to zero a t high frequency.
Notice the role played by the weighting operator W,", which was arbitrarily selected as a Chebyschev filter. In practice, the order of the filter can be made arbitrarily large so that the filter will effectively select the "low frequency components" of the input signal.
Complementary filters: basic con-
cepts and definitions.
Complementary filters arise naturally in the context of signal estimation based on measurements provided by sensors over distinct, yet complementary regions of frequency. Brown [3] was the first author to stress the importance of complementary filters in navigation system design. Since then, this subject has been studied in a number of publication that address theoretical as well as practical implementation issues; see for example [l, 10, 11, 131 
T~( s ) = I-T'(s): the filter blends the information
provided by the compass in the low frequency region with that available from the rate gyro in the complementary region. the break frequency is simply determined by the choice of the parameter IC.
The frequency decomposition induced by the complementary filter structure holds the key to its practical success, since it mimics the natural frequency decomposition induced by the physical nature of the sensors themselves: compasses provide reliable information at low frequency only, whereas rate gyros exhibit biases and drift phenomena in the same frequency region and are therefore useful at higher frequencies. Complementary filter design is then reduced to the computation of the gain IC so as to meet a target break frequency that is entirely dictated by the physical characteristics of the sensors. From this point of view, the emphasis is shifted from a stochastic framework -that relies heavily on a correct description of process and measurement noise [3] and the minimization of filter errors -to a deterministic framework that aims at shaping the filter closed-transfer functions.
As convincingly argued in [ 3 ] , the latter approach is best suited to tackle a large number of practical situations where the characterization of process and measurement disturbances in a stochastic context does not fit the problem at hand, the filter design process being entirely dominated by the constraints imposed by sensor bandwidths. Once this set-up is adopted, however, one is free to adopt any efficient design method, the design parameters being simply viewed as "tuning knobs" to shape the characteristics of the closed loop operators. In this context, filter design can be done 
Navigation system design: problem formulation
This section describes the navigation problem that is the main focus of the paper and formulates it mathematically in terms of an equivalent filter design problem. For the sake of clarity, we first introduce some basic notation and summarize the kinematic equations for a general vehicle. 
Time-varying complementary filters. Nav-
We now extend the basic concepts of complementary filtering to the time-varying setting. The motivation for this work can be simply described by considering the example where one is interested in estimating the position p and velocity Iv of a vehicle based on measurements pm and v, of p and v, respectively. In the case of an ocean surface vehicle, pm is provided by a Differential Global Positioning System (SGPS), whereas v, is provided by a Doppler sonar. In the case of a fully submerged underwater vehicle, pm can be provided by a Long Baseline System. It must be stressed that due to the physical characteristic of the Doppler sonar the measurement v, is naturally expressed in body-axis, that is, in the reference frame (13) . Furthermore, Doppler bias effects are also naturally expressed in {B}. This is in contrast igation problem formulation. 
limt+, p = 0 when v = 0. 
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This section introduces a specific candidate complementary filter structure for M,, and derives sufficient conditions for the existence of a complementary filter with the structure adopted that meets required bandwidth constraints.
(ti

Candidate complementary filter structure.
Figure 4 depicts the candidate filter structure for M,, that will be adopted in the paper. Notice the presence of an extra integrator that was inserted to estimate the rate gyro bias. The filter includes explicitly the rotation matrix R(t), which we assume is available from an attitude reference system. The following result is obtained. (~, n ) over [O,w,] , that is, 11 (3,-I 
The reader will find in [12] the details of converting the above analysis result into a synthesis method that builds on numerical algorithms that are available with the LMI Toolbox for Matlab [9].
6 Filter Design: a practical algorithm.
Simulation results.
The previous section introduced the mathematical tools that are required to design a candidate complementary filter with a guaranteed break frequency. Notice, however, that the outcome of the design process may very well be a filter with an effective bandwidth that is greater than the one required. Clearly, the set of possible solutions must be further constrained so that the designer have a n extra design parameter at his disposal to select one solution (if it exists) that meets the required break frequency criterion. This situation is identical to what happens in the case of filter design using Kalman-Bucy theory, where the noise covariances play the role of "tuning knobs" to shape the filter characteristics.
In the linear time-invariant case, a simple analysis of a Bode diagram indicates that a n expedite way of setting an upper bound on the break frequency is to make the filter "r~ll-off' sufficiently early in the frequency. Figure  6 captures the evolution of the first component of the Doppler bias estimate. It. can be concluded from the figures that the filter provides good tracking of the actual inertial trajectory and rejects the bias introduced by the Doppler unit in the body-axis.
