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Abstract 
The super-rogue wave solutions of the nonlinear Schrödinger equation (NLS) are numerically studied based on the weakly nonlinear 
hydrodynamic equation. The super-rogue wave solutions up to the 5th order, also known as the so-called super-rogue waves , are observed 
according to the results obtained by numerically solving the modified nonlinear Schrödinger equation which is also known as the Dysthe 
equation that has a higher accuracy along the wave evolution in space. By using the 4th order split-step pseudo-spectral method during 
the integral process, more accurate results with a smaller conservation error were obtained. It is found that the super-rogue waves can be 
generated when considering the higher order nonlinearity. The fourth-order terms in the mNLS equation should not be ignored in numerically 
simulating the evolution of the super-rogue wave formation. The bound wave components also play important roles in the wave evolution. 
The enhancement of wave amplitude becomes larger due to the influence of bound wave components. 
© 2016 Shanghai Jiaotong University. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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(. Introduction 
A rogue wave is a type of very rare and extremely large
ave which will cause significant harm to the on-board staff
nd valuable property. Studies on the mechanisms of rogue
aves are of great significance to the vessel and platform de-
ign and operation. As the result of an increasing number of
ccidents occurred in recent years that are believed to have
appened due to encounters with rogue waves, the physical
echanisms of this phenomenon have attracted much interest
mong researchers and offshore industry. Serious studies of
he phenomenon started about 20–30 years ago and have in-
ensified during the recent decade [11,14,23,26] . One remark-
ble feature of the rogue waves is that they always appear
rom nowhere and quickly disappear without a trace. 
As the nonlinear dynamics is one of the approaches to in-
estigate the mechanisms of the formation of the rogue wave,
he localised focusing of the wave energy is regarded as being
he result of the modulational instability of uniformly travel-∗ Corresponding author. 
E-mail address: lwy_qiye@sjtu.edu.cn (W. Lu). 
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ). ng trains of Stokes waves in deep water. The modulational
nstability, which is also known as the Benjamin–Feir insta-
ility, has been extensively studied [15,19,28] . The nonlinear
ffect of the modulational instability of deep water waves is
ow widely accepted to be the main reason why the proba-
ility of rogue wave occurrence is so high compared with the
redictions based on Rayleigh theory [21,22] . 
The nonlinear Schrödinger equation (NLS) was derived
y Zakharov under the assumptions of being weakly non-
inear and statistically narrowbandness [29] , which is a rela-
ively simple model that can be used to describe the evolution
f the envelope of slowly modulated surface waves. Subse-
uently, the NLS equation was derived by Mei [18] using a
ultiple-scale perturbation method. The third order nonlinear
chrödinger equation can be written as follows: 
 
(
∂B 
∂t 
+ c g ∂B 
∂x 
)
− ω 
8 k 2 
∂ 2 B 
∂ x 2 
− k 
4 
2ω 
B | B | 2 = 0 (1) 
The dimensionless form of the NLS equation is obtained:
 q X + 1 q T T + | q | 2 q = 0 (2)2 
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Fig. 1. The first-order rational solution of the NLS Eq. (4) . The maximum 
amplitude reaches the value of 3 times larger than the background carrier 
wave at the position X = 0, T = 0. 
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cNomenclature 
ϕ velocity potential [m 2 /s] 
ζ wave surface elevation [ m ] 
ϕ velocity potential of mean flow [m 2 /s] 
ζ wave surface elevation of mean flow [ m ] 
A,A 2 ,A 3 complex displacement amplitudes [m] 
B,B 2, B 3 complex velocity potential amplitudes [m 2 /s] 
k wave number [m −1 ] 
ω wave frequency [s −1 ] 
c g wave group velocity [m/s] 
x real space variable [m] 
t real time variable [s] 
a wave amplitude [m] 
γ scale factor 
ε wave steepness 
ξ dimensionless time variable 
η dimensionless space variable 

 phase function 
υ Fourier mode 
q dimensionless complex wave amplitude 
X dimensionless time variable 
T dimensionless space variable 
, p, β intermediate variables 
where, 
X = −1 
2 
a 2 k 2 ωt, T = 
√ 
2 k 2 a 
(
x − ω 
2k 
t 
)
, q = k 
ω 
B 
a 
(3)
Then, one class of the NLS solutions have been regarded as
being the prototype of a class of the rogue waves developing
in a plane wave background [24,25] . The whole hierarchy
of rational solutions of the NLS equation can be constructed
by using the modified Darboux Transformation [1] . Taking
the plane wave solution ( q 0 = e iX ) as the seeding solution of
the NLS equation, the first-order rational solution of the NLS
equation is obtained: 
q 1 ( X, T ) = 
(
−1 + 4 1 + 2iX 
1 + 4 T 2 + 4 X 2 
)
e iX (4)
The first order rational solution is also known as the Pere-
grine breather [4] which is identified with the limiting case
of both the Ma solitons [17] and the Akhmediev breather
[3] which is localized both temporally and spatially. It also
describes the amplification of an initial infinitesimal distur-
bance of a plane wave and in which the maximum ampli-
tude can reach three times that of the initial wave amplitude.
Fig. 1 shows this solution, demonstrating clearly its spatial
and temporal localization. It illustrates mathematically waves
that can appear from nowhere and then disappear without a
residual trace. At the position X = 0, T = 0, it generates
a high amplitude rogue wave when the carrier wave reacheshe peak value. On the contrary, it mathematically generates
 surface depression when the carrier wave reaches the min-
mum value. 
Higher-order rational breather solutions have also been re-
orted as discussed in [1,2,9,10,13] , which are localized both
n time and space. They describe the superposition of the
roup of rogue waves and can result in waves that reach
ven higher amplitudes. Following the procedure mentioned
bove, higher-order rational solutions of the NLS equation
an be constructed. Such waves have been usually named
he super-rogue waves . The Amplitude profiles of the na-
ional solutions from the 2nd order to 5th order are demon-
trated in Fig. 2 . It was found that the wave amplification de-
cribed by different order rational solutions can reach 2 j + 1
imes of the background waves, where j is the order of the
ational solution [1] . Additionally, the rational solutions of
he NLS equation turn out to be reproducible in wave tank
acilities [5–8] . 
Dissatisfied with the unfavorable comparison of the results
btained from the NLS equation with the experimental re-
ults, the modified nonlinear Schrödinger equation (mNLS
quation) was derived by Dysthe [12] by taking the pertur-
ation expansion to the next order. The modified nonlinear
chrödinger equation retains the same spectral width con-
traint as in the original NLS equation, in O ( ε), but takes
nto account the effects of several higher-order terms such
s nonlinear dispersion, first order dispersion of linear waves
nd the effects of wave induced current. 
In this study, the generation and evolution of 1st–5th order
uper-rogue waves were simulated numerically by solving the
D mNLS equation. The 4th order split-step pseudo-spectral
ethod was used during the integral process in order to ob-
ain more accurate results. The results of each order solution
n numerical simulation based on the mNLS equation were
ompared with the analytical solution of the NLS equation. 
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Fig. 2. Higher-order rational solutions of the NLS equation with the background amplitude q = 1. The maximum amplitude of the j th order solution reaches 
the value of 2 j + 1 times larger than the background carrier wave at the position X = 0, T = 0. 
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ε. Numerical model and scheme 
.1. Mathematical model 
Starting from the inviscid incompressible fluid equation for
he potential flow, we assume that the velocity potential, ϕ,
nd wave surface elevation, ζ , can be expanded in harmonic
xpansions: 
 = ϕ + 1 
2 
(
B e kz e i(kx−ωt ) + B 2 e 2kz e 2i(kx−ωt ) + · · · + c.c. 
) (5) 
= ζ + 1 
2 
(
A e i(kx−ωt ) + A 2 e 2i(kx−ωt ) + · · · + c.c. 
) (6) 
Here x and z are the horizontal and vertical coordinates
espectively, t is the time coordinate, k and ω are the wave
umber and the wave frequency respectively of the carrier
ave. ϕ and ζ are mean velocity potential and mean surface
levation due to radiation stress caused by the modulation of
 finite amplitude wave. A , A n , B and B n refer to the complex
armonic amplitudes of velocity potential and wave surface
levation respectively, and which are slowly varying on a time
cale εt and a space scale εx . ‘ c.c. ’ denotes the complex con-
ugate. 
Dysthe derived the modified nonlinear Schrödinger equa-
ion by taking the perturbation expansion to the next order,
hich takes the higher order nonlinear terms into account12] . The system has the following form: 
 
(
∂B 
∂t 
+ c g ∂B 
∂x 
)
− ω 
8 k 2 
∂ 2 B 
∂ x 2 
− k 
4 
2ω 
B | B | 2 
−i k 
3 
4ω 
B 
(
B 
∂ B ∗
∂x 
− 6 B ∗ ∂B 
∂x 
)
− i ω 
16 k 3 
∂ 3 B 
∂ x 3 
− kB ∂ ϕ 
∂x 
= 0 (7) 
The group velocity, c g , is defined by c g = ω/2 k . In this
ase, the complex conjugate is denoted by ‘ ∗’. The velocity
otential of the induced mean current ϕ¯ is governed by: 
 
2 ϕ = 0 (8) 
with satisfying the boundary conditions: 
∂ ϕ 
∂z 
= k 
2 
2ω 
∂ | B | 2 
∂x 
, z = 0 (9)
∂ ϕ 
∂z 
= 0, z → −∞ (10) 
In order to compare the numerical results with the experi-
ental measurements made in the associated follow-up study,
t is more convenient to use the spatial version of mNLS.
hus we introduce the dimensionless variables similar to Lo
nd Mei in [16] : 
ωγ
(
2k 
ω 
x − t 
)
= ξ, ε 2 kx = η, B = aω 
k 
B ′ 
ϕ = ω a 2 ϕ ′ , ε kγ z = z ′ , ε kγ h = h ′ (11) 
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Fig. 3. Wave surface elevation time history for the 1st-order super-rogue wave at different positions 
Fig. 4. Wave surface elevation time history for the 2nd-order super-rogue wave at different positions. 
Table 1 
Parameters used for numerical simulations of 1 st -5 th order rational solutions. 
Order of 
rational 
solution 
Number of 
Mesh points 
in ξ∈ [0.2 π ] ε γ d 
1 65,536 0 .02 0 .02 250 
2 0 .02 0 .02 
3 0 .02 0 .02 
4 0 .02 0 .02 
5 0 .02 0 .02 
w  
c  
f
 
 
 here ε = ka and γ is a scale factor which renders the
omputational domain in ξ to 2 π . With the primes omitted
or brevity, the Eqs. (7) –( 10 ) are redefined as follows: 
∂B 
∂η
+ i γ 2 ∂ 
2 B 
∂ ξ 2 
+ iB | B | 2 + 8 εγ | B | 2 ∂B 
∂ξ
+ 4iεγB ∂ ϕ 
∂ξ
= 0 (12)
∂ 2 ϕ 
∂ z 2 
+ 4 ∂ 
2 ϕ 
∂ ξ 2 
= 0 (13)
∂ ϕ 
∂z 
= ∂ | B | 
2 
∂ξ
, z = 0 (14)
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Fig. 5. Wave surface elevation time history for the 3rd-order super-rogue wave at different positions. 
Fig. 6. Wave surface elevation time history for the 4th-order super-rogue wave at different positions. 
 
 
d  
p  
t  
ζ  
D  
L  
t  
e
ζ
w  
w∂ ϕ 
∂z 
= 0, z = −h (15)
However, there is a significant point that has to be ad-
ressed when analyzing the surface elevation and the velocity
otential. Noticeably, the amplitude B and the surface eleva-
ion ζ are different functions. Thus, the maximums of B and
may attain significantly different values. According to the
ysthe theory in [12] and the similar theory developed by
o and Mei [16] , the surface elevation is computed up to the
hird order of the bound waves. Namely, the wave surfacelevation is obtained as follows: 
= ε 2 γ ∂ ϕ 
∂ξ
+ 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
(
1 
2 
i B + εγ
2 
∂B 
∂ξ
− 3 i ε 
2 
16 
| B | 2 B 
)
e i

+ 
(
−ε 
4 
B 2 + i ε 2 γB ∂B 
∂ξ
)
e 2i

+ 
(
−3 i ε 
2 
16 
B 3 
)
e 3 i

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 
+ { c.c. } 
(16) 
here 
 = −η/ ε 2 + ξ / εγ is the phase function of the carrier
aves. 
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Fig. 7. Wave surface elevation time history for the 5th-order super-rogue wave at different positions. 
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w2.2. Numerical scheme 
The mNLS equations can be solved numerically by the
split-step pseudo-spectral method [16] , with a modification in
which we used the fourth-order split-step method [20] and
fourth-order Runge–Kutta method during the iteration pro-
cesses of the linear part and nonlinear part respectively. The
linear part and the nonlinear part of Eq. (12) are solved sep-
arately at each step. For the nonlinear part, we firstly solve
the equation 
∂B 
∂η
= N ( B ) = −
(
iB | B | 2 + 8 εγ | B | 2 ∂B 
∂ξ
+ 4iεγB ∂ ϕ 
∂ξ
)
(17)
The fourth-order Runge–Kutta method was used to evalu-
ate the solution for next step by 
B 1 = B ( ξ, η) + 1 2 ηN ( B ( ξ, η) ) (18)
B 2 = B ( ξ, η) + 1 2 ηN ( B 1 ) (19)
B 3 = B ( ξ, η) + ηN ( B 2 ) (20)
Then, we have a solution of the Eq. (17) for next step 
B ( ξ, η + η) = B ( ξ, η) + η
6 
(N ( B ( ξ, η) ) + N ( B 1 ) 
+ N ( B 2 ) + N ( B 3 ) ) (21)
For the iteration of the linear part, the fourth-order splitting
solution operator is given in the form 
ϕ 4 = 
4 ∏ 
i=1 
e N ( c i η) · e L ( d i η) (22)here 
c 1 = c 4 = 1 2 (2 − 2 1 / 3 ) , c 2 = c 3 = 
1 − 2 1 / 3 
2 
(
2 − 2 1 / 3 )
 1 = d 3 = 1 2 − 2 1 / 3 , d 2 = −
2 1 / 3 
2 − 2 1 / 3 , d 4 = 0 (23)
In order to avoid the aliasing that can occur in numerical
olutions, we have introduced the rectangular window func-
ion during the Fast Fourier Transform. Since these higher
rder modes do not contribute to B, this does not change the
olution as a whole. 
In the numerical simulations, using the dimensionless vari-
bles the same as given in Eq. (11) , we can obtain the ‘initial’
ondition of the super-rogue waves up to fifth order. 65536
rid points were used in a very large time interval corre-
ponding to a sufficiently small value of parameter γ and the
patial integration step was set to be 3.75 cm which is consid-
red to be sufficiently small in order to ensure the avoidance
f numerical instabilities. In order to reconstruct the surface
levation from the solution of B and ϕ¯ , 65536 grid points
ere used to represent the wave surface elevation. Thus, it is
ecessary to translate Eq. (16) to a discrete version: 
= ε 2 γ ∂ ϕ 
∂ξ
∣∣∣∣
z=0 
+ 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
(
1 
2 
i B + εγ
2 
F −1 { −i νF { B } } − 3 i ε 
2 
16 
| B | 2 B 
)
e i

+ 
(
−ε 
4 
B 2 + i ε 2 γB F −1 { −iνF { B } } 
)
e 2i

+ 
(
−3 i ε 
2 
16 
B 3 
)
e 3 i

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 
+ { c.c. }
(24)
here υ = 0, ±1, ±2, ±3……±N /2 is Fourier mode. 
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Fig. 8. Evolution of the maximum relative amplitude | B | of 1st–5th order super-rogue waves obtained in numerical simulations based on the mNLS model 
and their theoretical results. 
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i  Due to the occurrence of wave breaking during the am-
lification process of the wave amplitude for these rational
olutions and the convenience for the comparison among the
uper-rogue waves of the different orders, the choice for the
arameters of the initial wave steepness were selected to be
ear the wave breaking condition of the 5th order rationalolution based on the experiments cited in [5–7,27] . Since
he rational solutions of the NLS equation are defined on the
nfinite domain, the scale factor γ was set to be sufficiently
mall so that the time intervals can be much wider than the
haracteristic localization interval. Since the parameters used
n numerical simulation is quite small, it needs very large
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Fig. 9. Comparison between the numerical and theoretical results at the expected position and the corresponding numerical results where the maximum wave 
heights appear for the 1st–5th order super-rogue waves. 
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Table 2 
Summary of numerical results for the 1st–5th order super-rogue waves. 
Order of 
super-rogue 
wave 
Maximum 
wave ampli- 
fication 
Theoretical 
maximum 
wave ampli- 
fication 
Focusing 
position, m 
Focusing 
time, s 
1 2 .96 3 262 .43 1127 .0 
2 4 .91 5 253 .20 1120 .2 
3 6 .75 7 249 .45 1117 .4 
4 8 .36 9 247 .91 1114 .6 
5 9 .83 11 246 .30 1113 .4 
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upatial length for the 1st–5th order super-rogue waves to gen-
rate from small disturbance. The distance between the wave
aker and the pre-arranged focusing point is 250 m and the
otal length of the numerical simulation is 300 m.The param-
ters that are used in the numerical simulations are given in
able 1. 
. Results and discussion 
The process of the generation and evolution of the 1st–
th order super-rogue waves are demonstrated in Figs. 3–7 .
he time histories are shown at different positions. Very large
mplification of wave amplitudes can be observed as the
aves propagate from the beginning position to rearward. It
an be seen that the super-rogue waves from the 1st order
o the 5th order are developed from the initial disturbances
nder the background of a plane wave ( Table 2 ) 
Deviation of the focusing position from the pre-arranged
osition was found in each order of the super-rogue wave.
he 1st and 2nd order super-rogue waves occur at the latter
osition while the 3rd–5th order super-rogue waves appear
efore the anticipated position. It is found that the higher
rder super-rogue wave occurs at the earlier position due to
he stronger effects of the nonlinear superposition. 
The splits of the wave groups for the 2nd–5th order super-
ogue waves were also observed during the evolutionary pro-
ess. The wave groups were split form the initial distur-
ances and then they merged together as the waves prop-
gate forwards. The super-rogue waves were generated un-
er the process of the nonlinear interaction between different
ave groups. For the higher order super-rogue wave, more
ave groups were seen from the time history where the super-
ogue wave appears, corresponding to which larger time range
ake parts in the nonlinear interaction. 
Fig. 8 demonstrates the comparison of the evolution of the
aximum relative amplitude | B | of 1st–5th order super-rogue
aves obtained in numerical simulations based on the mNLS
odel and their theoretical results. It shows that the wave
mplification based on numerical simulation for 1st–5th order
uper-rogue waves are all smaller than the theoretical results
nd larger deviation can be seen in the numerical simulation
f the higher order super-rogue wave. It can be explained by
he larger local steepness where the higher order super-rogue
ave appears as the initial steepness for 1st–5th order super-
ogue waves is selected as the same. Thus, the fourth ordererms for higher order super-rogue waves in the governing
q. (12) play a more important role in numerical simulation.
eanwhile, the red stars in Fig. 8 express the wave surface
levations of the super-rogue waves. Differences can be found
hen comparing with the prediction of wave amplitudes due
o the effects of the higher order terms and the bound wave
erms in Eq. (16) . 
Fig. 9 illustrates the comparison of the theoretical predic-
ion with the numerical results based on the mNLS equation
t the pre-arranged position and the position of maximal am-
litude. The amplification values based on numerical simu-
ation is slightly smaller than the expected values. The wave
hape far away from the peak amplitude is almost identical to
hose obtained from the analytical solutions. An asymmetry
as observed between the waves before and after the super-
ogue wave for each order, which can be explained by the
igher order terms included in the mNLS equation. Addition-
lly, the stronger asymmetry and worse agreement of waves
ere found when the nonlinearity corresponding to the lo-
al steepness near the super-rogue wave becomes higher for
igher order. 
. Conclusions 
In this study, the 1st–5th order super-rogue wave events
ere simulated numerically in a limited two dimensional
ramework by solving the mNLS equation. The generation
nd evolution of the 1st–5th order rational solutions of the
LS equation was investigated which has been observed in
he wave tank. To overcome the limit of the physical length
f the test facility and the layout of measurement gauges,
hese super-rogue waves were simulated numerically in or-
er to investigate some of the properties of this kind of ex-
reme wave events during the process of their generation and
volution. 
The higher order nonlinearity inhibit the extreme wave
mplification for the super-rogue waves. For the lowest or-
er rogue wave, the wave amplification predicted by the
NLS equation coincides to that obtained from the theoret-
cal results. Whereas, the wave amplification of higher or-
er super-rogue waves is smaller than that described by the
LS theory due to the higher local nonlinearity near the peak
alue. 
The fourth-order terms in the mNLS equation should not
e ignored in numerically simulating the evolution of the
uper-rogue wave formation. The rogue wave event appears
t a distance different from the expected location due to the
igher-order nonlinear effects. Meanwhile, the bound wave
omponents also play important roles in the wave evolution.
he enhancement of wave amplitude becomes larger due to
he influence of bound wave components. 
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