Abstract
A key module of TfC, the algebraic multigrid solver (AMG), has been re-designed according to the object oriented paradigm. The object oriented (OO) AMG solver has been implemented in C++. OO technology has increased the solver's maintainability and readability. Run-time efficiency is acceptable (compared to the Fortran 77 version); it could still be improved by applying further optimizations.

Since networks of workstations (NOWs) are of particular interest for small and medium enterprises (SMEs), we have implemented a resource manager that allows PVM applications such as Par-CFX-TfC to be executed in batch mode without interfering with interactive users. The resource manager features transparent checkpointing and process migration.
Motivation
Computational Fluid Dynamics (CFD) has been and still is one of the driving forces behind high performance computing (HPC). Simulation has become a key design tool in many branches of industry. Its use is limited mainly by resource restrictions (run time and memory capacity). For most users, being able to deal with larger problems is even more important than achieving speedup, which, of course, is an obvious motivation for parallel computing. Distributed memory multiprocessors are the platforms of choice for high performance scientific computing. Standardized programming environments (PVM,MPI) based on message passing allow software engineers to write software that is portable across a wide spectrum of hardware platforms that ranges from networks of workstations (NOWs) at the low end to massively parallel processors at the high end of price and performance. Explicit parallelization of existing software based on the message passing paradigm, however, requires programming effort. In particular, it usually requires large scale software package to be analyzed in some detail.
While many projects have parallelized large scale programs in the past (e.g. in the EUROPORT initiative), little effort has been made to document the "lessons learned", i.e. to define guidelines that help future projects to avoid pitfalls that result in poor scalability or lack of portability. This has been the central motivation of our project. In sections 1.1, we will outline the methods employed in the parallelization of CFX-TfC.
Object-oriented (OO) methods are little used in scientific computing. The dominance of FORTRAN 77 with its limited support for modular software design makes it hard to maintain large software packages. We have demonstrated how large scale industrial applications can take advantage of OO technology by redesigning a key module of CFX-TfC, the AMG solver. The OO design, which is outlined in section 2, has been implemented in C++.
Simulation is increasingly used in the design process by small and medium companies who cannot afford access to parallel supercomputers. However, most of them have a number of powerful workstations and/or PC's that are connected by a LAN. For them, a PVM or MPI based parallel simulation tool is a very attractive option since it enables them to use the combined power of their computers to solve problems that cannot be computed on a single host due to resource restrictions. In order to make optimal use of a NOW, a resource manager is needed that allows production runs to be executed in batch mode. We have implemented a resource manager for PVM applications that allows batch jobs to coexist with interactive users on a NOW. The design of that manager is described in section 3.
1.1 Parallelization of CFX-TfC 1.2 CFX-TfC | a state of the art CFD simulation package CFX-TfC is an industrial CFD package developed and marketed by AEA Technology GmbH. CFX-TfC solves the Navier-Stokes equations in three dimensional space. The software can be applied to a wide range of flow problems including laminar and turbulent viscous flows, steady or transient, isothermal or convective, incompressible or compressible (subsonic, transonic and supersonic). Application fields include pump design, turbomachines, fans, hydraulic turbines, building ventilation, pollutant transport, combustors, nuclear reactors, heat exchangers, automotive, aerodynamics, pneumatics, ballistics, projectiles, rocket motors and many more.
CFX-TfC solves the Navier-Stokes equations and scalar transport equations in three dimensional space on hybrid unstructured grids. It features an element-based finite volume discretization. The system of linear equations that is assembled in the discretization phase, is solved by an algebraic multigrid method (AMG).
The program TfC (TASCflow for CAD) has been developed by Advanced Scientific Computing (ASC). It is the successor of TASCflow, which operates on block structured grids. In 1997, ASC joined AEA and TfC's name changed to CFX-TfC.
The Algebraic Multigrid Algorithm used in CFX-TfC
At the core of the numerical solution of the flow problem several linear systems of equations have to be solved during the nonlinear iteration process per time step. Besides the setup-time for these equations, most of the computing time is spent in the linear systems solver. The arising systems of linear equations are large (four times the number of grid points) and sparse (seven neighbors per grid point) indicating that an iterative solution procedure is appropriate. For many standard iterative linear systems solvers the number of iterations required to reach a certain residual reduction increases with decreasing mesh spacing. This fact may not be important for simulations run on a sequential computer but it becomes a major problem on a parallel computer where large systems are to be solved.
CFX-TfC uses an algebraic multigrid method to solve the linear systems. As we will indicate below the number of iterations grows only slowly with the number of unknowns n ( O(log n) in two space dimensions ) for model problems. This is achieved by solving auxiliary linear problems with smaller matrices and combining all their solutions. The auxiliary systems are computed from the given (fine grid) matrix by assigning every unknown to a group (cluster) of unknowns with typically four to nine members. All unknowns in each group are then replaced by a single unknown and also the equations corresponding to the group members are summed up. This process is repeated recursively until a system is obtained that is small enough to be solved by a direct solution method.
The resulting multigrid method has very simple prolongation and restriction operators. There is no rigorous theory for this scheme but results from standard multigrid theory suggest that the order of restriction and prolongation is too low, [Hac85] . Simple considerations of a model situation, see e.g. [Bra95] indicate that the coarse grid correction should be multiplied by a factor ! p = 2 in the case of second order problems. For first order problems (convective terms) one should set ! p = 1, an automatic procedure has been constructed that chooses an appropriate damping factor for each cluster.
We now present results for the two-dimensional model 
with Dirichlet boundary conditions. This equation is discretized on an equidistant mesh of size h with finite differences and full upwinding. 
Software Engineering: The design of Par-CFX-TfC
The software engineering methods used in the design of Par-CFX-TfC were developed from guidelines defined and used by the developers of the sequential program. The first step in Par-CFX-TfC design, however, was to analyze the sequential program and to aquire sufficient know how about the algorithms featured by the software and their implementation. This stage of the design process has been organized as a series of joint meetings of AEA and LRR-TUM staff. After in introduction into the problem domain, we jointly went through the software module by module. Design documentation has been available from the developers. However, it turned out that many aspects that are relevant for parallelization were not covered in the CFD developers' documentation. These issues were documented at LRR-TUM and reviewed by ASC. Finally, the documents were restructured according to a framework for design documentation that we defined based on the experience gained so far. The result has been a design documentation that covers all aspects of CFX-TfC that are relevant to parallel execution.
Next, a global concept for parallel execution had to be defined. It has been an almost immediate result from the preceding thorough analysis. Parallelization follows the SPMD paradigm and is based on a partitioning of the elements. Overlap regions have been introduced to save one stage of data exchange at the cost of little redundant computation.
Global requirements have been specified in a meeting of software developers from LRR-TUM and AEA as well as users (from DASA-MTU). We distinguish functional requirements (F), i.e. functionalities that are either present or absent, and attribute requirements (A). Attribute requirements have to be quantified by specifying an acceptable range. Each requirement is assigned a priority: "essential (E)" (highest), "conditional (C)" and "optional (O)" (lowest). Some examples from the global requirements specification for Par-CFX-TfC are:
User interface (F,E): Par-CFX-TfC has to be fully compatible to CFX-TfC's pre-and postprocessing tools. The postprocessor should not be aware of whether the result it visualizes has been computed sequentially or in parallel.
Portability: a list of hardware platforms is defined on which Par-CFX-TfC is supposed to execute.
Performance on a number of pre-defined hardware platforms should be:
-efficiency > 0:5, memory overhead < 0:3 (E) ("worst case") -efficiency > 0:9, memory overhead < 0:05 (O) ("expected best case") The next step in the design process has been to define a global strategic plan. We decided to integrate parallelized modules into CFX-TfC step by step and to test the software as a whole each time a modules is replaced by its parallel counterpart. We have defined the following software engineering modules (SEMs): integration of a partitioning component, I/O, inter-partition communication, parallel finite volume discretization and parallel AMG. A suite of test cases has been defined to validate the parallel program against the sequential one.
The partitioner has been implemented based on the general purpose graph partitioning software MeTiS [MET95]. In order to achieve scalability, we required that during initialization no task of the parallel program had to build global data structures, which required considerable design work. In inter-partition communication, special data structures have been designed that allow lists of nodal values or gradients to be exchanged without including administrative information such as node number in the messages. Finite h ?1 CG, SGS(1,1) CG, SGS(1,1) BCGS, DJAC(2,2) BCGS, SGS(2,2) x = y = 1 x = 1; y = 10 ?6 x = y = 10 ?6 x = y = 10 ?6 x = y = 0 x = y = 0 x = 1; y = 0 x = ? sin( x) cos( y), y = cos( x) sin( y) volume discretization is done element-based in the sequential program. Therefore, parallelization has been relatively straight forward. The AMG solver has been much harder to parallelize. The smoother, which essentially performs an ILU decomposition that updates the main diagonal only, is run on each partition of the matrix independently in Par-CFX-TfC. The formation of coarse grids uses the same heuristics as in the sequential program but is executed independently on each partition. No blocks are generated that have nodes from more than one partition. Data structures for inter-partition communication at all but the finest grid have to be recomputed each time a new coarse grid hierarchy is determined. To that end, the identities of coarse grid blocks and fine grid nodes associated to them have to be communicated from neighboring partitions. Typically the coarsening factor from one grid hierarchy to the next coarser level is 8-10 in CFX-TfC. At the coarse grid, an exact solution is computed. Since parallel computation would involve too much overhead if the number of nodes per partition is very small, Par-CFX-TfC collects the partitions on one processor and continues AMG sequentially, as soon as the number of partitions per node falls under a predefined threshold. The switch from parallel AMG to sequential solver and back is illustrated in Figure 2 for a V cycle. The parallel solver is described in more detail in [RU97] .
Performance Results
The PVM based version of CFX-TfC has been tested on the following hardware platforms: 
Optimized vendor specific PVM implementations have been used where available.
Parallel execution does not slow down convergence. The number of time steps required usually is identical or differs by no more than two for the sequential and the parallel program. A typical simulation has about 70 time steps. A good measure for parallelization overhead is the size of the overlap regions, which determines the volume of data transfer and the portion of redundant computation. Overlap is negligible (about 10 %) as long as the average size of the partition is sufficently large, which usually is the case in a production environment where users typically have their models as large as hardware resources permit.
Parallel CFX-TfC scales well with respect to run time and memory efficiency. Figure fig: lsd shows results for a simple laminar flow through a straight duct simulated on an HP S-Class with 16 processors at HP-Böblingen. Four grids have been used for this geometry: G1 with 14 000, G2 (60 000), G3 (145 000) and G4 with 288 000 grid nodes. The best speedup value of 10.4 could be achieved for the finest grid (G4) using 14 processors. The total memory requirement (displayed in the right diagram) is almost constant, memory overhead caused by overlap regions is negligible.
The second test case describes the turbulent flow through a draft tube of a water turbine. This real world test case has been provided by an industrial AEA client and has about 260 000 grid nodes. The surface grid colored with the assigned partition number is given in Figure 4 . Again the parallel performance and memory efficiency for 1, 2, 4 and 8 partitions is compared in Figure 5 . The speedup factor is given for two different parts of the solver: the coupled solution of the Navier-Stokes equations for the threedimensional velocity vector and the pressure as well the solution of the scalar equations for the turbulent kinetic energy and the turbulent dissipation rate. The Navier-Stokes equations are solved using a coupled multigrid solver which requires more communication effort than the segregated multigrid solvers for the scalar equations. Figure 6 shows runtimes an incremental efficiency for the three grids described above. For a given number of processors, i, the value E inc (i) displayed is the incremen- Due to its high run time efficiency and good scalability, Par-CFX-TfC is expected to be well suited for large scale applications such as the simulation of full systems rather than individual components. Par-CFX-TfC will open the way to deal with problems that are extremely resouce intensive such as large eddy simulation (LES) and direct numeric simulation (DNS).
Object Oriented Programming in Scientific Computing
While object oriented methods are in wide spread use in many application domains, FORTRAN 77 still is the dominant language in scientific computing. This is due to the fact, that scientific software usually has a long history of development. In addition, a large number of efficient numerical libraries are available in FORTRAN. However, many software packages have reached a degree of complexity that is hard to manage given the limited support for modular design offered by FORTRAN.
In order to take full advantage of object oriented (OO) technology, a software package has to be completely redesigned. Facing the size of typical scientific software packages, manpower considerations, unfamiliarity with OO technology and scepticism about run-time efficiency are the main obstacles that prevent migration to an object oriented language.
We have chosen the algebraic multigrid solver (AMG), a key module of CFX-TfC, as our case study. Based on the analysis of the algorithm an OO design has been defined. The object structure is derived from a generalized view of the system of equations solved in CFX-TfC:
N is the number of grid points, k is the number of degrees of freedom, i.e. the number of physical properties that are computed for each node. Thus, a matrix consists of coefficients that are of type IR k k ; a vector has components of type IR k . Actually, CFX-TfC implements k = 1 for the scalar equations (temperature, enthalpy, etc.), and k = 4 for the mass momentum equation (x; y; z components of velocity and pressure p).
The matrices generated by CFX-TfC's finite volume discretization are very sparse but do not have a regular structure, e.g. band structure. In the first version of OO AMG, a data structure based on row and column indices has been used [Nat94] , which has been optimized exploiting the fact that the matrix is written to only at initialization and all subsequent accesses are read-only.
AMG uses a modified ILU0 method as a smoother that essentially performs an LU decomposition but only updates the main diagonal of the matrix. The main diagonal is implemented as an object of its own, which has a structure similar to that of the sparse matrix.
Object Algebraic Multigrid implements the grid hierarchy. Object Algebraic Grid consists of one instance of object Sparse Matrix, one instance of object Main Diagonal and three instances of object Vector. Object MGBlockList implements the mapping between nodes at the coarser grid and nodes of the current (finer) grid nodes, which is needed for prolongation and restriction. At the top level of the object hierarchy is the object Equation that has an instance of object Algebraic Grid as its major component. The following methods of object Equation implement the main part of the AMG algorithm: Solve is the main routine. It calls method Premg, which generates the grid hierarchy. The grid hierarchy is determined dynamically in each call to AMG according to the current coefficient values. Premg calls method Frmgcb, which forms the coarse grid blocks at a given level in the hierarchy.
In its first version, OO AMG executed much slower than its FORTRAN 77 counterpart. Several sources of execution time overhead have been identified. Vector components and coefficients have been implemented as vectors of size k and matrices of dimension k, respectively, which caused considerable overhead for scalar equations, i.e. k = 1. Specific method implementations for scalar equations have increased efficiency. All memory allocation has been done dynamically, whereas the FORTRAN 77 allocates a fixed size workspace at program start from which portions are assigned to the application by emulation the C malloc/free mechanism. Some of the low level dynamic allocation has been eliminated, resulting in increased efficiency. Dynamic memory allocation in coarse grid generation, however, avoids modifications to the AMG algorithm [Raw95] that were imposed by static allocation in FORTRAN 77 in case that the program ran out of (statically allocated) memory.
The original sparse matrix data structure exploited the fact that the matrix is written only once at initialization at a given grid level. However, initialization occurs at each grid level each time AMG is called. Therefore, the cost of initialization has a more significant impact on performance in AMG than in non-multigrid or geometric multigrid methods, where initialization occurs only once. The sparse matrix data structure required O(N 2 ) time for element insertion, which occurs frequently during initialization. As a consequence, run time efficiency decreased dramatically for large scale problems. Therefore the row/column vector data structure has been replaced by an STL vector of STL maps, which allows in-place insertion.
Vector components and coefficients have been implemented as vectors and matrices of dimensions k, even for the case k = 1 in the initial version of OO AMG, which resulted in high overhead for the scalar equations. Therefore, scalars were used for the case k = 1 rather than vectors and matrices. With these optimizations, run time could be reduced to 1.5 times the execution time of the FORTRAN 77 solver in the best case. We have used test cases with up to 26,000 grid nodes and compared run times of the original FOR-TRAN 77 AMG solver to that of OO AMG in C++. The GNU's C++ compiler (v. 7.1). All compilers have been used with -O3 optimization.
Object oriented design has considerably improved the program's readability and maintainability. Maintainability has been demonstrated by replacing the original sparse matrix data structure by one that is more suitable. New types of coupled equations with arbitrary degree of freedom can easily be integrated. The total size of the C++ code exceed that of the FORTRAN 77 code in terms of lines of code. Much of the C++ code, however, is hidden in the classes. The AMG algorithm itself is coded much more compact in C++ than in FORTRAN 77. Since AMG is a fairly new numeric methods, suitable class libraries haven't been available. Therefore, we had to implement most classes ourselves.
Based on the experience gained in the design of OO-AMG, we have started to develop an object oriented version of CFX-TfC in Java.
Resource Management
The use of NOWs for parallel computation is rather inconvenient without the assistance of a resource management system because resource allocation for parallel applications necessitates to consider various aspects, e.g. resource requirements or the load situation in the NOW. A resource management system determines the starting time of an application in connection with a batch queuing component and schedules the queued applications. Further important issues are to support the building of a runtime environment for an application and control the running applications.
Up to now, existing resource management systems can start message-passing parallel applications but lack of control over the processes of such an application. On the other hand, message-passing environments have control over the processes of a parallel application but they only comprehend simple resource management functionalities based on user information. Our aim was to define an interface between an existing resource management system and a message-passing environment to profit of the benefits of each other. The result is to bring the handling of parallel applications in line with the handling of sequential applications and to improve user-friendliness of message-passing environments. As NOWs are the preferred hardware platform in the SEMPA project, we concentrated our work to resource management in NOWs.
Requirements to a resource management system for parallel applications
In a first step we defined the overall requirements to a resource management system for message-passing applications in a NOW. A detailed description of requirements can be found in [Jon96] , the most important criteria are: configuration of a runtime environment: In opposite to a sequential application that is computed on a single host, a parallel application requires a runtime environment consisting of several hosts for its computation. The runtime environment is called process migration:
To guarantee the priority of interactive users, a mechanism for process migration must be available. If an interactive user returns to a host that is used for the computation of a resource intense batch job, the batch job must be migrated to an idle host. Process migration is also used to reach a balanced load situation in a NOW.
periodic checkpointing: Writing periodic checkpoints is a means of fault tolerance for long running applications, especially parallel applications that utilize a large amount of resources. If a computation fails before its completion, e.g. because of a hardware error, it can be restarted on the last periodic checkpoint instead of starting it from the beginning. accounting information: The collection of accounting information is particularly important for parallel applications to have an overview on the resource usage of every process of the application.
Implementation of the SEMPA Resource Manager
The SEMPA Resource Manager has been designed and implemented to fully support resource management for parallel applications in a NOW. It is based on CODINE as resource management system [GEN96] and PVM as message-passing environment [GBD + 94]. CODINE is a resource management system for heterogeneous UNIX clusters. In opposite to classical batch queuing systems such as NQS where a job requests a particular queue, CODINE dispatches each job to the queue which meets the job's resource requirements in an optimal way. Thus, not only the throughput increases but the job's request is decoupled from a concrete cluster configuration what leads to a better scalability of the whole system. CO-DINE is responsible to configure the virtual machine of a PVM application without any need of user participation according to the decisions of the CODINE scheduler.
PVM offers a resource manager interface to extend its default mechanisms for resource management. The PVM resource manager interface is used by the SEMPA Resource Manager to closely connect CODINE and PVM. The result is that CODINE controls creation and completion of PVM processes and thus gets enabled to recognize and handle more error conditions than before and to influence running PVM processes. PVM uses the resource information provided by CODINE to build up and reconfigure the runtime environment for a PVM application [MSZ97] .
Process migration in the SEMPA Resource Manager is provided by CoCheck (Consistent Checkpoints) that has been developed at the LRR-TUM to create consistent checkpoints of the processes of a parallel application and restart the processes with the information saved in the checkpoints [SP95] . The decision about a migration is taken either by the scheduling algorithm of CODINE or by an additional load management component of the PVM resource manager.
Status and future work
The SEMPA Resource Manager is a prototype implementation for a resource management system that interacts with the message-passing environment PVM. Resource allocation is done automatically and interactive users are preferred to batch jobs by process migration with CoCheck. Now, CODINE is able to enforce the administrator's resource limitations (CPU time limit, memory size, wallclock time, scheduling priority, ..) for all PVM processes. Exceeding these limits leads to a proper canceling of both process and job. As for sequential applications, the resource usage of each process of a parallel application is retrieved now separately. Since CODINE records the resource usage of each process in it's accounting database, the usage is available for later retrievals. Besides that, CODINE profits from the prototype integration with CoCheck since it is enhanced with an interface that will be flexible enough to use also other checkpointing methods.
As a future step we want to extend the prototype of the SEMPA Resource Manager by an interface for MPI applications. MPI-1 prevented the connection to a resource management system but MPI-2 offers some more possibilities that allow the use of external resource management facilities [For96] .
Future Work
Even though parallelization of high performance scientific applications has been a research topic for quite some time now and software engineering methods are finding their way into that research area, by far not all investigated problems have come to a satisfactory solution. Preand Postprocessing, for example, of ever increasing grids in CFD is a major bottleneck that yet needs to be removed. The problem that preprocessing hits resource limitations already has occured in our Par-CFX-TfC test runs for large models.
The amount of grid cells that can be computed in parallel more and more exceeds the amount of memory that is available even on highly sophisticated graphical workstations. Also, since parallelization of scientific applications is not only used to speedup the execution times of the programs but also to be able to compute larger problems, the engineer still has to wait for sometimes hours or even days to visualize and evaluate the results. Therefore, new methods have to be found that make it possible to extract distributed or parallel data out of scientific applications and make them available for conventional and proprietary visualization systems as it for example exists for CFX-TFC.
At the same time the parallelization of scientific applications still yields many difficulties that are hard to overcome. Since the mathematical model is often changed when moving from sequential to parallel domain, errors can occur that are not easily to be located in the program. Examples are non-deterministic execution, incorrect or not sufficient data exchange in parallel, and the like. Conventional debugging of parallel programs with debugging tools is not a very promising way to go. It was found out that by visualizing the application data during runtime, an intuitive method of analyzing the parallel program and further investigating the problem could be proposed. Methods need to be found that follow this way and thereby offer new technologies of eliminating errors in parallel programs.
