This paper is a continuation of [36] . In Part I, applying the new splitting theorems developed therein we generalize previous some results on computations of critical groups and some critical point theorems to weaker versions. In Part II (in progress), they are used to study multiple solutions for nonlinear higher order elliptic equations described in the introduction of [36] .
II Applications
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Part I Some critical point theorems 1 
Introduction
In previous many critical point theorems involving computations of critical groups the functionals are often assumed to be at least C 2 smooth so that the usual splitting lemma can be used. Doubtlessly, it is possible to obtain some new critical point theorems or to generalize previous ones by combing our splitting lemmas for continuously directional differentiable functionals with and techniques and results in nonsmooth and continuous critical point theories. Firstly, we shall generalize the some results in [5, 24] to weaker versions. Though they are not the weakest versions, our theorems are more convenient in applications because we do not need to compute such as subdifferentials and weak slopes, which are not easy actually. These are the main context in Section 5. Next, in Section 6 we shall present the corresponding version of the results on critical groups of sign-changing critical points in [4] and [34] in our framework and sketch how to prove them with our results in the previous sections.
Compactness conditions and deformation lemmas
Let X be a normed vector space with dual space X * , U ⊂ X nonempty and open, and f : U → R be a continuous functional. Recall in [22, 26, 27] that the weak slope of f at u ∈ U is the nonnegative extended real number |df |(u), which is the supremum of the σ's in Then |df |(u) ≤ |∇f (u)| for any u ∈ U (see below Definition 2.8 in [22] ), and
provided that f has F-derivative f ′ (u) at u ∈ U . For a locally Lipschitz continuous function f : U → R, by [14, page 27] it has the (Clarke) generalized gradient at every u ∈ U , Clearly, the second condition is weaker than the first one. Note that the semicontinuity of the map u → f ′ (u) (by Proposition 2.1) implies the limit of a (P S) c or (C) c sequence {x n } is in K(f ) c . In particular, K(f ) c is compact if f satisfies (P S) c or (C) c . The condition (C) c has the following equivalent form ([1, Definition 1.1]): (i) every bounded sequence (x n ) in X with f (x n ) → c and f ′ (x n ) → 0 has a convergent subsequence; (ii) there exist positive constants σ, R, α such that f ′ (x) · x ≥ α for any x with c − σ ≤ f (x) ≤ c + σ and x ≥ R. Lemma 2.3 (First Deformation Lemma) For a strictly H-differentiable functional f : X → R on a (real) Banach space X, and c ∈ R, suppose that f satisfies the condition (C) c . Then for every ε 0 > 0, every neighborhood U of K(f ) c (if K(f ) c = ∅ we take U = ∅), there exist an 0 < ε < ε 0 and a map η ∈ C([0, 1] × X, X) satisfying (iv) f (η(s, x)) ≤ f (η(t, x)) if s ≥ t;
(v) η(t, x) = x =⇒ f (η(t, x)) < f (x).
In particular, (ii)-(iv) show that f satisfies the deformation condition (D) c in the sense of [5, Def. 3.1] . When f is even, η may be chosen so that η(t, ·) is odd for all t ∈ [0, 1].
When f is C 1 and satisfies the (P S) c (resp. (C) c ) this lemma was proved by Palais [40] (see also [43] ), (resp. Cerami [8] and Bartolo-Benci-Fortunato [1] ). For a C 1−0 -functional on a reflexive Banach space X, when f satisfies the (P S) c (resp. (C) c ) Chang [10] (resp. Kourogenis and Papageorgiou [28] ) proved this lemma. Proof of Lemma 2.3. The ideas are following those of [28, Theorem 4] . In the present case the reflexivity of X is not required because we do not need to use the Eberlein separation theorem as in the proofs of [10, Lemma 3.3] and [28, Lemma 3] . Let us reprove Lemma 3 of [28] under our assumptions as follows. By [28, Lemma 2] , for each δ > 0 there exist γ > 0, ε > 0 such that for K c = K(f ) c ,
where N δ (K c ) = {x ∈ X | d(x, K c ) < δ}. For each x ∈ f −1 ([c − ε, c + ε]) \ N δ (K c ), we have f ′ (x) ≥ γ/(1 + x ). Note that f ′ (x) = sup{ f ′ (x), h | h ∈ X, h = 1}. We have h x ∈ X such that h x = 1 and
.
By Proposition 2.1(i) we have r x > 0 such that
∀y ∈ B X (x, r x ). Now {B X (x, r x )} is an open cover of f −1 ([c − ε, c + ε]) \ N δ (K c ). Repeating the remaining arguments in the proof of [28, Lemma 2] we get a locally Lipschitz vector
Shrinking ε > 0, γ > 0, δ > 0 so that N 3δ (K c ) ⊂ U and that (8) of [28] is satisfied, and almost repeating the proof of [28, Theorem 4] we may get the desired conclusions. The unique point which should be noted is the proof of (iii). By contradiction, suppose that f (η(1, x)) > c − ε for some x ∈ f c+ε \ U . Then c − ε < f (η(t, x)) ≤ c + ε for all t ∈ [0, 1]. As in the proof (c) of [28, Theorem 4] it must hold that 
(ii) If f satisfies the condition (C) c for all c ≥ a and K(f ) c = ∅ for c ≥ a then there exist a deformation η t :
Proof. We only outline the proof of (i). For each c ∈ [a, b] Lemma 2.3 yields positive numbers ε (c)
is an open cover of [a, b] . In particular we have
Then the composition η t = η
satisfies the desired requirements. As in the proof of [5, Corollary 3.3(b) ] we can derive (ii) from (i). 2 Remark 2.5 Even if f is only continuous, if we replace the (C) c condition by the following (P S) c condition "f (x n ) → c and |df |(x n ) → 0 =⇒ ∃ a convergence subsequence of {x n }" then Lemma 2.3 holds provided that K(f ) c is replaced by LK(f ) c . See [18, Theorem 2.14] . If f is F -differentiable so that |∇f (x n )| = |df |(x n ) = f ′ (x n ) ∀n, then under the (P S) c condition Lemma 2.3 is a corollary of [18, Theorem 2.14] . By the same reason, we may get the part I of the following the second deformation lemma from Theorem 2.3 of [16] or Theorem 4 and Remark 2 of [17] . Lemma 2.6 (Second Deformation Lemma) For a F-differentiable functional f : X → R on a (real) Banach space X, and −∞ < a < b ≤ +∞ suppose that f has only a finite number of critical points at the level a and has no critical values in (a, b). Then
For the part II, under the condition (P S) c the proof is due to Rothe [44] , Chang [11] and Wang [50] ; and under the condition (C) c the proof can be found in Bartsch-Li [5] , Perera-Schechter [42] and Perera-Agarwal-O'Regan [41] .
Applying these two deformation lemmas and our splitting lemma, Theorem 2.1 in [36] , the standard arguments as in [9, 38, 39, 40] may yield the following two theorems. Theorem 2.7 Let H be a Hilbert space and let f : H → R be a F -differentiable and strictly H-differentiable functional. Suppose:
(i) for some small ε > 0 there exists a unique critical value c in [c − ε, c + ε],
(ii) K c is finite and f satisfies the conditions of Theorem 2.1 in [36] near each of
Then for any abelian group G one has
which is finitely dimensional vector spaces over G if G is a field.
Let B m be the closed unit disk in R m . By a topological embedding h : B m → H we mean that it is continuous bijection onto h(B m ) ⊂ H and that h is a homeomorphism between B m and h(B m ) with respect to the induced topology on h(B m ) from H. Theorem 2.8 (Handle Body Theorem). Under the assumptions of Theorem 2.7, if each of K c = {z j } l 1 is also nondegenerate, then for some 0 < ǫ ≤ ε there exist topological embeddings h i : 
Proposition 2.9
Let H be a Hilbert space and let B(∞) : H → H be a bounded self-adjoint linear operator satisfying (C1 ∞ ), i.e. 0 is at most an isolated point of the spectrum σ(B(∞)), which implies ±(B(∞)u, u) H ≥ 2α ∞ u 2 ∀u ∈ H ± ∞ . Assume: (i) g : H → R is strictly H-differentiable (i.e. locally Lipschitz continuous and strictly G-differentiable) and hence ∂g(x) = {g ′ (x)} by Proposition 2.1;
Consequently, for any (P S) c sequence {u n } of L, either {u n } has a bounded subsequence (and hence a converging subsequence) or c ∈ C ∞ (L) and there exists a subsequence {u n k } such that u 0
Consequently, L satisfies the (P S) c condition for c / ∈ C ∞ .
Hence
3 Computations of critical groups
Critical groups at infinity and computations
In this subsection K always denotes a commutative ring without special statements. For a strictly H-differentiable functional f : X → R on a Banach space X, suppose that the set of critical values of f is strictly bounded from below by a ∈ R, and for all c ≤ a that f satisfies the condition (C) c . By Corollary 2.4(i), for every nonnegative integer m,
are independent of the choices of such a, and are called the mth critical group of f at infinity and mth cohomological critical group of f at infinity, respectively (cf. Definition 3.4 of [5] ). Here H * (−; K) and H * (−; K) denote the singular homology and cohomology with coefficients in K. It is well-known that
if K is a field. LetH * (−; K) denote Alexander-Spanier cohomology with coefficients in K, which has often some stronger excision and continuity properties. Now the Banach space X is a ANR (absolute neighborhood retract). By Section K on the page 30 of [25] , every open subset of an ANR an ANR, and Hanner theorem claims that a metrizable space is an ANR if it has a countable open covers consisting of
In particular we have
for any field K and nonnegative integer m. These and Proposition 3.15 of [41] lead to Proposition 3.1 For a strictly H-differentiable functional f : X → R on a Banach space X, suppose that the set of critical values of f is strictly bounded from below by a ∈ R, and that f satisfies the condition (C) c for all c ∈ R. Then for any field K and nonnegative integer m it holds
By Proposition B.1 of [36] , the continuously directional differentiability is stronger than the strict H-differentiability. We have the following generalization of Theorem 3.9 in [5] . 
Proof.
Step 1. Carefully checking the proof of Lemma 4.2 in [5] one easily sees that the conditions (i) and (ii) imply: for sufficiently large R > 0 and a ≪ 0 the pair
is homotopy to the pair
The homotopy equivalence leaves the H 0 ∞ -component fixed.
Step 2. Under the assumption (i), by Theorem 4.1 of [36] we can get Lemma 4.3 of [5] : There exist a sufficiently large R > 0, a ≪ 0 and a continuous map γ :
Moreover, the homotopy equivalence leaves the H 0 ∞ -component fixed.
Step 3. By the assumptions (iv) and
Step 1 and Step 2 we may repeat the proof on the pages 428-429 of [5] to obtain at the desired conclusion. 2
Using Corollary 2.4 we derive (i) and (ii) the following proposition, which are corresponding with Propositions 3.5 and 3.6 in [5] .
(iii) If f is F-differentiable, satisfies the condition (P S) c for every c ∈ R and has finite critical points, then for every field K it holds that
When f is C 1 and satisfies the condition (C) c for every c ∈ R, (iii) was proved in Proposition 3.16 of [41] . Proof of Proposition 3.3. We only prove (iii). It is almost standard (see [16] and [17, Remark 2] ). For the reader's convenience we prove it. Since f has only finite critical points we may take −∞ < a < inf f (K(f )). Let c 1 < · · · < c k be all critical values. Take numbers a < a 1 < · · · < a k such that
where a k+1 = b. From the proof of Theorem 4 in [17] we may see that
Now the part I of Lemma 2.6 yields
for any i = 1, · · · , k and nonnegative integer m. As showed in [17, Remark 2] the subsets
Then the excision property of singular cohomology groups lead to
for all m, i. Moreover, it is easy to prove
The desirable conclusion follows from these immediately. 2
We can also give generalizations of some computation results on critical groups at infinity such as Proposition 3.10 in [5] and some parts of [31] . We leave them intersecting readers.
Computations of critical groups at degenerate critical points
Definition 3.4 Let X be a Banach space and let f : X → R be a strictly Hdifferentiable functional. For subsets S ⊂ X and A ⊂ X * we call f to satisfy (P S) condition with respect to A on S if every sequence (x n ) in S with (f (x n )) bounded and f ′ (x n ) → y ∈ A has a convergent subsequence.
Clearly, the usual (P S) condition is the (P S) condition with respect to {0} on X. We have the following generalization of Proposition 2.5 in [5] . (ii) x 0 is an isolated critical point of L, and L is F -differentiable near x 0 .
(iv) L satisfies the (PS) condition with respect to H 0 on a closed ballB H (x 0 , δ). Let µ 0 and ν 0 be the Morse index and nullity of L at x 0 . Then we have:
By Corollary 2.6 of [36] we have C q (L,
. So Proposition 3.5 may be viewed a refinement of this result. For the proof of it we also need the following stability property of critical groups for continuous functionals by Cingolani and Degiovanni [13] , which is a very general generalization of the previous results due to Chang [9, page 53, Th.5.6], Chang and Ghoussoub [12] and in Mawhin and Willem [38, Th.8.8] , and Corvellec and Hantoute [19] . 
(II) U is complete, and for every sequence
Proof of Proposition 3.5. Following the proof ideas of Proposition 2.5 in [5] , we
Using the assumptions (ii) and (iv), as in the proof of Proposition 2.5 in [5] we have a small ǫ ∈ (0, 2/δ) such that θ is the only critical point of each L t in B H (θ, 2ǫ). Clearly, L 1 also satisfies the assumption of Theorem 2.1 of [36] , and θ is a nondegenerate critical point of L 1 with Morse index µ 0 (resp. µ 0 + ν 0 ) in the case (a) (resp. (b)). It follows from Corollary 2.6 of [36] that
The remaining is to prove C q (L, θ) ∼ = C q (L 1 , θ) for every q ≥ 0 in both cases.
We only prove the case (a). Since L is continuously directional differentiable, and F -differentiable at θ, so is each L t . By Proposition B.2(ii) of [36] and Proposition 2.1 every L t is strictly H-differentiable (and thus locally Lipschitz continuous), and
and
The second equality in (3.5) implies that θ is also a lower critical point of each L t . Because of (3.4), we hope to use Theorem 3.6 proving that 4 Morse inequalities and some critical point theorems
Morse inequalities
In this subsection, unless otherwise specified, let the functional L : H → R be as in Proposition 2.9. Then L satisfies the (P S) c condition for each c / ∈ C ∞ (L). We also assume that L is C 1 so that it has a pseudo-gradient vector field, V :
is also a locally Lipschitz continuous map. Consider the flowη
Our goal is to present the Morse inequality established in [5, 24] under the above weaker setting. For
The following lemma corresponds to Lemma 2.1, Proposition 2.2 and Corollary 2.4 in [24] (see also Lemma 2.7 and Theorem 2.9 in [30] ).
Hereafter K always denotes a commutative ring without special statements.
, and L satisfies the (P S) condition in U 3R,M/8 by Proposition 2.9, there exists an ε ′ > 0 such that
This contradicts to the choice of ε. So we get
Similarly, for 0 < ε < min{ε 0 , ε ′ M/16} we have
This and (4.2) together give (i).
As in the proof of [24, 30] we can get the remaining conclusions. 2
Following [5, 24] , as in [9] and [38] ) Lemma 4.1 may lead to Theorem 4.2 Under the assumptions of Proposition 2.9, let L be C 1 , and let K(L) and C ∞ (L) be finite. Denote by
, and by
. Then there exists a polynomial Q(t) with nonnegative integer coefficients such that
Some critical point theorems
Many critical point theorems, which were obtained by computations of critical groups, can be generalized with our methods. For example, the following is a generalization of Theorem 5.1 on the page 121 of [9] . . Let H (resp. X) be a C 1 Hilbert (resp. C 2 Banach) manifold modeled on H (resp. X). Suppose that X ⊂ H is dense in H, and that for each point p ∈ X there exists a coordinate chart around p on H,
H → R be a continuously directional differentiable, and F -differentiable functional with the following properties.
(a) L satisfies the (PS) condition, and restricts to a C 2 -functional on X; 
Then L has at least one more critical point p 0 with rankC k (L, p 0 ; K) = 0.
Proof. By the condition (II), the lower critical point set of L coincides with K(L), and L satisfies the (PS) condition for continuous functionals. If the conclusion is not true then K(L) = {p 1 , · · · , p m }. By Corollary 2.6 of [36] and (f) we have Then L has at least three critical points.
Finally, we give a generalization of Theorem 3.12 in [5] . To this goal we also need the following results, which are Propositions 2.3 and 3.8 in [5] . Proposition 4.5 Let a normed vector space X have a direct sum decomposition X = X 1 ⊕ X 2 , where k = dim X 2 < ∞. For f ∈ C(X, R) we have:
and that
(ii) If f is bounded from below on X 1 , and 
2). Let H split as H
according to the spectral decomposition of B(x 0 ) (resp. B ∞ (∞)). Let µ 0 , ν 0 (resp. µ ∞ , ν ∞ ) be the Morse index and nullity at x 0 (resp. infinity).
(I) If (v) of Theorem 3.2 and the local linking condition as in Proposition 4.5(i)
with
(II) If (ii)-(iv) and (AC + ) of Proposition 3.5 hold, and L is bounded from below on H 0 ∞ ⊕ H + ∞ , then there exists a nontrivial critical point provided µ ∞ = µ 0 .
Proof. (I) Otherwise we have
This gives a contradiction by Theorem 3.2.
This contradiction proves the desired conclusion. 2 .
Critical groups of sign-changing critical points
In this section we shall present the corresponding version of the results on critical groups of sign-changing critical points in [4] and [34] in our framework and sketch how to prove them with our results in the previous sections. It is also possible to generalize some of [2] . They are left to the interested reader. (i) int X (P ) = ∅, (ii) ∃ e ∈ int X (P ) with (u, e) H > 0 for all u ∈ P \ {θ}.
(5.1)
Then H (resp. X) is partially ordered by by P H (resp. P ). For u, v ∈ H (resp. X) we write:
In particular, f : X → X is said to be strongly order
Recall that above Proposition 2.1 we have showed that a continuously directional differentiable map is locally Lipschitz continuous and strictly G-differentiable.
Let the assumptions of Theorem 2.1 of [36] hold for V = H. We also assume:
The assumptions of Proposition 2.26 of [36] hold for V = H, that is, the assumptions of Theorem 2.1 of [36] hold for V = H, the map A : X → X in the condition (F2) of [36] is Fréchet differentiable, and there exist positive constants
(L 1 ) L : H → R is C 2−0 , and satisfies the (P S) c condition for any c ∈ R. Moreover, all critical points of L are contained in X, and H and X induce an equivalent topology on the critical set of L 2 (L 2 ) The map id X − A : X → X is strongly order preserving.
(L 3 ) The smallest eigenvalue of B(θ), which is equal to inf u =1 (B(θ)u, u) H by [6, Prop.6.9] and Proposition B.2 of [36] , is simple and its eigenspace (contained in X by (D1)) is spanned by a positive eigenvector (i.e. sitting in Int X (P )).
(L 4 ) One of the following holds:
(i) L is bounded below;
(ii) For every u ∈ H \ {θ} it holds that L(tu) → −∞ as t → ∞. Moreover, there exists ♭ < 0 such that L(u) ≤ ♭ implies DL(u)(u) < 0;
(iii) There exist a compact self-adjoint linear operator Q ∞ ∈ L(H) and a posi-
where ∇L is the gradient of L. The smallest eigenvalue of B ∞ := P ∞ − Q ∞ is simple and its eigenspace is spanned by a positive eigenvector e ∞ ∈ Int X (P ) such that (u, e ∞ ) H > 0 for every u ∈ P \ {θ}. Moreover, B ∞ | X ∈ L(X), and if a subset S ⊂ X is bounded in H then A(S) is also bounded in H.
Let µ 0 := dim H − and ν 0 := dim H 0 . Define µ ∞ = ν ∞ = 0 in the case (i) of (L 4 ), and µ ∞ = ∞ and ν ∞ = 0 in the case (ii) of (L 4 ). For the case (iii) of (L 4 ), let µ ∞ be the number of negative eigenvalues of B ∞ (counted with multiplicities) and ν ∞ = dim Ker(B ∞ ). An element x ∈ X is called a subcritical (resp. supercritical) critical point of L if ∇L(x) ≤ 0 (resp. ∇L(x) ≥ 0).
By (F2) the map A : X → X is continuously directional differentiable. It follows from Proposition B.1(ii) of [36] that A is a locally Lipschitz map from X to X. Note that ∇L is C 1−0 , and equal to A on X by (L 2 ), i.e. ∇L(x) = A(x) ∀x ∈ X.
Consider the negative gradient flow ϕ(t, x) of L on H defined by
Let ϕ t (·) = ϕ(t, ·). As in [4] it restricts to a continuous local flow on X, still denoted by ϕ t (·), and t → L(ϕ t (x)) is strictly decreasing for any x / ∈ K(L). Let D = P ∪ (−P ) and D * = D \ {θ}, and let
The following result is a generalization of Theorem 3.4 in [4] .
then L has a sign-changing critical point x 1 with L(x 1 ) < 0. If all sign changing critical points (i.e. those in X \D ) with critical values contained in a bounded interval of (−∞, 0) are isolated, then there exists a sign changing critical point x 1 with L(x 1 ) < 0 and C 1 (L, x 1 ; K) = 0. Furthermore, if near x 1 the conditions of Theorem 2.1 of [36] hold and x 1 has nullity 1 then x 1 is of mountain type and C k (L,
It is sufficient that L satisfies the (P S) c condition for each c < 0).
Proof. Firstly, we prove: Otherwise, let {u n } be infinite such points with {L(u n )} ⊂ [a, b] ⊂ (−∞, 0). We may assume L(u n ) → c (by passing to a subsequence if necessary). By the (P S) c condition we may assume u n → u 0 in H, and u n → u 0 in X because of the final assumption in (L 1 ). Clearly, u 0 = θ because of L(u 0 ) ≤ b < 0. Since each u n sits in an open subset H \(P H ∪(−P H )), it belongs to X∩(H \(P H ∪(−P H ))) = X\(P ∪(−P )) as well. Then either u 0 ∈ X \ (P ∪ (−P )) or u 0 ∈ ∂D \ {θ}. In the first case u 0 also sits in H \ (P H ∪ (−P H )). This contradicts the assumption that all sign changing critical points with negative critical values are isolated. In the latter case either u 0 ∈ ∂P \ {θ} or u 0 ∈ (−∂P ) \ {θ}. Note that id X − A is strongly order preserving.
, which yields a contradiction again. Claim 1 is proved.
Next, following the methods of proof of [4, Th.3.4], since id X − A : X → X is strongly order preserving by (L 2 ) we get that ϕ t (x) ∈ Int X (D) for all x ∈ D * and t > 0. For d ∈ R let (j d ) 1 be the homomorphism from
e in case (i), and v ∞ = e ∞ / e ∞ in case (iii). We conclude: Claim 2. L is bounded below on
We only need to prove this in the latter case. Since the smallest eigenvalue of B ∞ , given by inf
Obverse that e ∞ ∈ X implies that
Since µ ∞ + ν ∞ ≤ 1 we have three cases: (a) µ ∞ = 0 = ν ∞ , (b) µ ∞ = 0 and ν ∞ = 1, (c) µ ∞ = 1 and ν ∞ = 0. They corresponds to λ 1 > 0, λ 1 = 0, and λ 1 < 0 but λ 2 > 0, respectively. So we always have λ 2 > 0.
Take a large N > 0 so that ∇L(u)− B ∞ u < λ 2 4 u as u ≥ N . For any u ∈ H 1 with u > N letū = N · u/ u . By the assumption A X ∩ B H (θ, N ) is bounded in H. So there exists a M > 0 such that for any u ∈ X ∩ B H (θ, N ),
This also holds for all
Claim 2 follows immediately. This implies that any d < inf L| X 1 = inf L| H 1 belongs to Γ. Hence c is finite. Since µ 0 ≥ 2 the two smallest eigenvalues of B(θ) are negatives and the corresponding eigenspaces are contained in X by (D1). Let e 1 and e 2 two normalized eigenvectors belonging to the two smallest eigenvalues of B(θ). By (L 3 ), e 1 ∈ Int X (P ) ⊂ Int X (D). Let S ρ be the sphere of radius ρ in Span{e 1 , e 2 }. It easily follows from Proposition 2.26 of [36] that max L(S ρ ) < 0. 
Furthermore, if near x 1 the conditions of Theorem 2.1 of [36] hold then x 1 is neither a local minimum nor of mountain pass type, and C k (L, x 1 ; K) = δ k2 K holds for all k provided that µ = 2 or the nullity ν ≤ 1.
Suppose also that all sign changing critical points are isolated. Then
(ii) If (L 4 ) (iii) applies with µ ∞ ≥ 2 then L has a sign changing critical point x 1 with C µ∞ (L, x 1 ; K) = 0.
The last theorem can be obtained by completely repeating the proof of Theorem 3.8 in [4] . Proof of Theorem 5.3. For reader's convenience we follow the proof ideas of [4, Theorem 3.6 ] to give necessary details.
In fact, In the latter case, the two smallest eigenvalue of B ∞ ,
are negative, where v ∞ = e ∞ / e ∞ and
As in the arguments below Claim 2 in the proof of Theorem 5.1 we have N > 0 and M > 0 such that
So Claim 4 follows from this in this case.
In the former case take any unit vector v ∞ ∈ Int X (P ). As above we can choose another unit vector u ∞ ∈ X which is orthogonal to v ∞ . Since for any u ∈ H with L(u) ≤ a it holds that DL(u)(u) < 0, L a is a manifold with C 1 -boundary L −1 (a), and L −1 (a) is transversal to the radial vector field. Moreover, for any u ∈ H \ {θ}, L(tu) → −∞ as t → ∞. So for each u ∈ ∂B H (θ, 1) there exists a t u ∈ (0, ∞) such that L(t u · u) = a and that u → t u is continuous by the implicit function theorem. This shows that the map
That is, Claim 4 holds.
For R in Claim 4 let us set
be the homomorphism induced by the inclusion. Set
Let e 1 ∈ Int X (P ) be the eigenvector of B(θ) belonging to the first eigenvalue λ 1 = inf u =1 (B(θ)u, u) H , and let X 1 = e 1 and X 2 := X ⊥ 1 ∩ X. Since µ 0 + ν 0 ≤ 1. There are three cases: (a) µ 0 = 0 = ν 0 , (b) µ 0 = 1 and ν 0 = 0, (c) µ 0 = 0 and ν 0 = 1. For the first two case we have X 2 ⊂ H + . In the third case, λ 1 = 0 and X 1 = Ker(B(θ)), and H − = {θ}. We also get X 2 ⊂ H + . It follows from [36, (2.74 
Hence for some small ρ > 0 it always holds that inf{L(u) | u ∈ X 2 , u = ρ} > 0. This is what is needed in the proof of [4, Lem.4.3] . It leads to ξ β = 0 and hence β ∈ Γ. Moreover, (j 0 ) 2 = 0 implies that 0 / ∈ Γ. Since we have assumed that θ is an isolated critical point 4 
Since (F2) and Proposition B.1(ii) of [36] imply that the map A : X → X is locally Lipschitz, we get a (local) flow on X \ K(L),
where K(L) is the critical set of L. By (L 2 ) we get that σ(t, x) ∈ Int X (D) for all x ∈ D * and t > 0. The key is how to prove Claim 3 in the present assumptions. Note that we have proved c < 0 above Claim 3. Then Claim 1 implies that L −1 (c) contains at most finitely many sign changing critical points x 1 , · · · , x q and that there exist a η > 0 such that no number in [c − η, c + η] \ {c} is a critical value of sign changing critical points. By contradiction, suppose that c is not a critical value of L. Then the PS condition implies that there exist ε > 0 and δ > 0 such that
We may assume ε < η. By (L 2 ) and u X ≥ u ∀u ∈ X we get
L is coercive by a result of [7] . It follows that L c+ε is bounded in H and hence A(X ∩ L c+ε ) is bounded in X by the assumption (6.5.1). Namely, there exists a N > 0 such that
for any 0 ≤ t 1 < t 2 < T x . It follows that the limit lim t→Tx−0 σ(t, x) exists in X and
As usual we can use σ to construct a deformation retract from
This is a contradiction. Hence c is a critical value. In case (L 4 )-(iii), by the assumption (6.5.2), A(X ∩L −1 ([c−ε, c+ε])) is bounded in X for some small ε > 0. Then the same method leads to a contradiction yet.2
Finally, we are going to generalize the following result, which is an abstract summary of the arguments in [34] . Theorem 5.6 Let H be a Hilbert space, and let P H = H be a closed cone, i.e. P H =P H is convex and satisfies R + · P H ⊂ P H , P H ∩ (−P H ) = {θ}. Suppose that a C 2 -functional L : H → R has critical point θ and satisfies the following properties.
(i) L is bounded from below, and satisfies the (PS) condition. 5 (ii) P H is positively invariant under the negative gradient flow ϕ t of L,
(iii) There exists a positive element e ∈ P H \ {θ} such that the cone
contains all positive (resp. negative) critical points of
, and D ε and −D ε are strictly positively invariant for the the flow ϕ t .
is a monomorphism} (5.6)
is finite and K * c 1 : C q (L, θ; Z 2 ) ∼ = δ qn Z 2 for some n ≥ 2 and any q ∈ Z. 
, then (iv) holds by the proof of Proposition 3.2(ii) of [34] .
We shall generalize Theorem 5.6 as follows.
Theorem 5.8 Let H be a Hilbert space, and let P H = H be a closed cone, i.e. P H =P H is convex and satisfies R + · P H ⊂ P H , P H ∩ (−P H ) = {θ}. Suppose that a C 1 -functional L : H → R has critical point θ and satisfies the following properties.
(i) L is bounded from below, and satisfies the (PS) condition.
(ii) There exists a positive element e ∈ P H \ {θ} such that the cone
contains all positive (resp. negative) critical points of L.
(iii) There exists a ε 0 ∈ (0, e ) such that for each ε ∈ (0, ε 0 ],
Then there exists ε 1 ∈ (0, ε 0 ] such that for any 0 < ε ≤ ε 1 , c 1 defined by (5.6) is finite and
and the conditions of Theorem 2.1 of [36] are satisfied near each u ∈ K * c 1 and θ then L has at least two nontrivial critical points in H \ W ε provided that (5.7) and (5.8) hold.
Since D ε and −D ε are positive invariant under the pseudo-gradient flow ϕ t defined by (5.11) (see proof below (5.12)), as in Remark 5.7(i) we may show that L has a critical point u ∈ D ε (resp. u ∈ −D ε ) with L(u) = inf v∈Dε L(v) (resp. L(u) = inf v∈−Dε L(v)). Remark 5.7(iii) shows that Theorem 5.8(iii) is stronger than Theorem 5.6(iv).
Proof of Theorem 5.8. The basic ideas is almost the same as in [34] . However, since we only assume L to be C 1 , the negative gradient flow of it cannot be used. We shall overcome this difficulty by some methods in [3] .
Note that V := ∇L is a C 0 pseudo-gradient vector field for L in the sense of [3] , i.e. V : H → H is a continuous map satisfying
and (∇L(x), V (x)) H > 1 2 ∇L(x) 2 ∀x ∈ H \ K(L). 
Fix ε ∈ [σ, ε 1 ], then W ε := D ε ∪ (−D ε ) is closed and strictly positively invariant under ϕ t by (5.11). In particular, ∂W ε contains no critical points of L. So the (PS) condition implies that K * c := {u ∈ H \ W ε , | L(u) = c, L ′ (u) = 0} is a compact subset of H \ W ε for every c ∈ R. Clearly, every non-trivial critical point in K * c changes sign. 
Then the inclusion
is a homotopy equivalence. In particular, if 
for q ∈ Z and δ > 0 sufficiently small.
Note thatH
q (H, W ε ; Z 2 ) ∼ = Hom(H q (H, W ε ; Z 2 ); Z 2 ) ∼ = δ q1 Z 2 .
(5.14)
By the definition of c 1 and the assumption (i) we get c 1 > −∞. Summarizing these two lemmas we complete the proof for ε ∈ [σ, ε 1 ]. Since σ ∈ (0, ε 0 ) is arbitrary Theorem 5.8 is proved. 2
Part II Applications
In progress!
