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Abstract
The strongly coupled dynamics of black hole formation in bulk AdS is conjectured to
be dual to the thermalization of a weakly interacting CFT on the boundary for low
N which, for N → ∞, becomes strongly coupled. We search for this thermalization
effect by utilizing the D1D5 CFT to compute effective string interactions for N = 2.
This is done by turning on a marginal deformation of the theory which twists together
or untwists effective strings. For a system to thermalize, the initial state, which is far
from thermal, must redistribute it’s energy via interactions until a thermal state is
achieved. In our case, we consider excited states of the effective strings. We compute
splitting amplitudes for 1) one excitation going to three excitations and 2) two ex-
citations going to four excitations using two insertions of the deformation. Scenario
1) corresponds to a single particle moving in AdS. Scenario 2) corresponds to two
particles moving and colliding in AdS. We find that the ‘1 to 3’ amplitude has terms
which oscillate with time, t, where t is the duration of the two deformations. We find
that the ‘2 to 4’ amplitude has similar oscillatory terms as well as secular terms which
grow like t2. For this case the growth implies that for large t the excitations in the
initial state, which carry a given energy, prefer to redistribute themselves amongst
lower energy modes in the final state. This is a key feature of thermalization. Albeit
in a simplified setting, we therefore argue that we have identified the thermalization
vertex in the D1D5 CFT, which after repeated applications, should lead to thermal-
ization. This ultimately maps to two particles colliding and forming a black hole in
ii
AdS, which in our case, is a fuzzball.
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Chapter 1
Introduction
Black holes are some of the most fascinating objects in the universe. They are pre-
dicted by Einstein’s theory of general relativity [1] and classically, they are regions in
spacetime from which light can’t even escape. The simplest of these solutions, called
the Schwarzschild solution, was found by Karl Schwarzschild [2] in 1916 and indepen-
dently by Johannes Droste around the same time. It is an uncharged, nonrotaing,
spherically symmetric vacuum solution to Einstein’s equations. In 1974, the tradi-
tional view that nothing could escape a black hole was modified by Stephen Hawking
where he showed, using quantum mechanics, that black holes actually have a tem-
perature and can radiate particles [3]. While this was a remarkable breakthrough, it
created a problem. Black holes will slowly evaporate away, but in a way that is for-
bidden by quantum mechanics. As a result, the information stored within the black
hole can not be recovered by the radiation that evaporated away. This problem is
famously called ’the information paradox’ and was put forth by Hawking after his
discovery. Fortunately, string theory provides a framework to address this paradox
and other fundamental questions about black holes.
String theory says that all matter and energy is described by tiny vibrating strings.
For a brief list of textbooks and some early works on the subject, see [4–10]. As a
result of having a theory of strings instead of particles, spacetime is constrained to be
1
10 dimensional. This constraint specifically comes from including both bosons and
fermions into the theory yielding a supersymmetric theory. This describes superstring
theory. Furthuremore, string theory is theory of quantum gravity where the graviton,
the fundamental particle that transmits the gravitational interaction, is described by
a closed string.
Since string theory is formulated in ten dimensions and our world is four dimen-
sional (three spatial dimensions and time), the extra dimensions must be extremely
small or ‘compact’ so that they are hidden from our world. The strings can then be
‘wound‘ around these compact dimensions. Even though the string is now hidden
from the perspective of the large dimensions, it’s presence is felt through its grav-
itational field. This produces an object with a large mass in a small region which
are exactly the right conditions needed to make a black hole. Furthermore, a string
can carry transverse vibrations, allowing it to fill a finite region within the large
dimensions. This finite region resembles the region enclosed by a traditional black
hole. One key difference between these black holes and traditional black holes is the
absence of an event horizon. This new perspective of black holes was pioneered by
Samir Mathur and Oleg Lunin [11]. These black holes are referred to as ‘fuzzballs.’
Since the construction of the first solution, much work has been done in this area and
many solutions have been constructed. A list of works and review articles pertaining
to the subject, is given here [12–27]. This list is certainly not exhaustive. However,
one remaining question is “How do they form?”. This is the question that I seek to
address.
In general, black hole formation is a very difficult problem to solve. When matter
is extremely close together, a necessary condition to form a black hole, each particle
interacts strongly with the other particles through gravity. Therefore, the number
and strength of the interactions are large. In order to understand the full formation
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process, one would need to compute each interaction. There is, however, a simplifica-
tion one can make. According to a conjecture made by Juan Maldecena [28], a theory
of gravity containing strings that live in a certain number of dimensions, called the
bulk, can be mapped to a quantum theory of ‘effective strings’ without gravity living
in one less dimension, called the boundary. This conjecture is termed the AdS/CFT
correspondence. The bulk gravity theory is an AdS (Anti De Sitter) background
which is a negatively curved solution to Einstein’s equations. CFT stands for Confor-
mal Field Theory which is characterized by conformal symmetry and it lives on the
boundary of AdS space. This conformal field theory is a quantum theory of effective
strings. Computations difficult to perform in the bulk are much more tractable on
the boundary. We can therefore map our problem of black hole formation in the AdS
bulk to a quantum theory of ‘effective’ strings on the boundary.
The boundary is divided into a compact dimension and several large dimensions.
We wind the strings around the compact dimension and allow them to interact by
joining and splitting. When two strings interact on the boundary, we directly know
what is happening in the bulk. Because black holes have a temperature, as found by
Hawking, we expect that their formation will manifest on the boundary as a process
that evolves into a final state characterized by a temperature [29]. This evolution
is called thermalization and it is this thermalization process we seek. Other works
on thermalization and black hole formation in the standard case (standard meaning
geometries which contain horizons) are given in [30–45,73]. We are particularly inter-
ested in processes which describe tunneling into fuzzball states. It is in this context
by which we refer to black formation in this work.
In order to identify thermalization we must know what to look for. To gain some
intuition about the thermalization process on a microscopic level let’s consider a sim-
ple scenario. Imagine that you have a box of particles. Consider that one of the
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particles in the box has a very high energy while all the other particles have very
low energies. Now if the high energy particle never interacts with the low energy
particles then a thermal state can never by achieved. This is because the energy of
the high energy particle is never transfered to the low energy particles and therefore
thermalization can’t happen. The interaction between particles is therefore crucial
to achieving a thermal state. Now let us apply these ideas to the problem of ther-
malization in a theory of ‘effective strings’ which is described by a CFT. In the CFT,
imagine that we have strings wrapped around a compact dimension. The only inter-
actions between these strings are that they can join together into a single multiwound
string and then split back into two strings. This describes the string interactions we
will consider. Our goal is to compute the fundamental interaction vertex in the CFT.
Computing this vertex is the first step in proving thermalization. We will consider two
scenarios: 1) two strings of arbitrary winding joined into one multiwound string with
winding equal to the addition of the two initial windings, and 2) two singly wound
strings joined into one doubly wound string and split back into two singly strings. The
scenario of primary importance is the second scenario but we compute both scenarios.
Also, since the second scenario is technically more difficult than the first scenario, we
restrict our computation to singly wound strings in the initial state. The simplicity
of the first scenario enabled us to use multiwound initial states. Continuing with
the second scenario, imagine that we have two singly wound strings with an initial
excitation along one of the strings. We want to see what happens to this initial exci-
tation if we join and split the two strings. Does the initial excitation split into lower
energy excitations. The initial excitation corresponds to a scalar particle moving in
the AdS dual. Next we want to know what happens when we apply the interaction to
either two initial excitations along one of the strings or an initial excitation on each
string. We want to address whether or not there is a fundamental difference in the
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splitting amplitude if we start with two excitations as opposed to one. In chapter 9
we show that there is a difference in the amplitude for splitting between the case with
one excitation and two excitations. The amplitude with one excitation in the initial
state has a term which oscillates with time, t, where t measures the duration of the
interaction. The amplitude with two excitations in the initial state has components
which oscillate with t and another component which grows like t2. The amplitudes
are related to the probabilities that those processes will happen. After a long time,
t, the probability that two excitations split into four excitations is significantly larger
than the probability that one excitation splits into three excitations. While we found
that the two processes differ, more work is needed to prove thermalization. A ther-
mal state has a large entropy compared to the initial state from which it evolved.
We have only computed one splitting event and one splitting combination for various
initial and final states. We must first compute multiple splitting combinations for a
single splitting event. We must then argue that multiple splitting events will move
us toward a thermal state in the CFT, which corresponds to black hole formation in
the bulk. In our case, this formation process is to be thought of as an initial state
tunneling into a fuzzball state. This is left for future work.
5
Chapter 2
The D1D5 System and the twist
interaction
In this chapter we describe the D1D5 system. We first describe the nature of D-branes.
We then describe the D1D5 supergravity solution. Lastly and most importantly,
we describe the dual D1D5 CFT and the twist interaction. This will help us to
understand string interactions.
2.1 D branes
D branes are essential objects in string theory. They were discovered by Dai, Leigh
and Polchinksi, and independently by Horava in 1989 [49]. They are hypersurfaces
on which the end points of open strings could end. One of the great advantages
of this feature is that the D-branes are useful in defining gauge theories. Since the
open string has two endpoints the field can be written as λijX , where for now λij
is an arbitrary matrix, the labels i, j, indicating on which D-brane the open string
endpoints lie. These indices are called Chan-Paton indices [52]. If there is just one
D-brane present then the open string endpoints must both lie on the same D-brane.
If there are two D-branes present then the open string can have both endpoints lie
along one of the branes, both endpoints lie along the other brane, or one endpoint on
one brane and one endpoint on the other brane. One can continue adding more D-
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branes giving more combinations on which open string points can end. It is useful to
group the endpoint locations into matrices. Now the open string can be represented
as a matrix. On the worldsheet of the string X , defined by coordinates σ and τ ,
invariance under transformations of this matrix is a global symmetry. However, in
spacetime, this becomes a gauge symmetry because one can make different matrix
transformations at separate points. This symmetry then defines a gauge theory of
open strings. D-branes can extend along an arbitrary number of spatial dimensions
in which case we label them as Dp-branes where p represents the number of spatial
dimensions of the brane. It was discovered by Polchinski [50] that Dp-branes carry
what’s called RR (Ramond Ramond) charges which couple to p+1 dimensional gauge
fields the same way that the electric charge, e, couples to the U(1) gauge field, Aµ in
Quantum Electrodynamics. These gauge fields appear as states in the spectrum of
Type II superstring theories. For more references on D branes see [51].
2.2 Gravity Dual
To describe the D1D5 system we first consider the gravitational dual. We start with
Type IIB string theory in 10 spacetime dimensions compactified in the following way
M9,1 →M4,1 × S1 × T 4 (2.2.1)
where M4,1 is a large 5 dimensional manifold and S
1×T 4 our compactified manifolds.
We then wrap N1 D1 branes on S
1, N5 D5 branes on S
1 × T 4, and allow the D1D5
system to rotate with parameter of a. This corresponds to the 10D supergravity
solution described by the metric [47]
ds2 = −1
h
(dt2 − dy2) + hf
(
dθ2 +
dr2
r2 + a2
)
−2a
√
Q1Q5
hf
(
cos2 θdydψ + sin2 θdtdφ
)
7
+h
[(
r2 +
a2Q1Q5 cos
2 θ
h2f 2
)
cos2 θdψ2 +
(
r2 + a2 − a
2Q1Q5 sin
2 θ
h2f 2
)
sin2 θdφ2
]
+
√
Q1 + f
Q5 + f
4∑
a=1
dzadza (2.2.2)
where
f = r2 + a2 cos2 θ, h =
[(
1 +
Q1
f
)(
1 +
Q5
f
)] 1
2
(2.2.3)
and the charges Q1 and Q5 are proportional to their integer winding numbers n1 and
n5 in a nontrivial way [47]. Here x1, x2, x3, x4 parameterize the torus with volume
(2π)4V , and y is compactified on a circle with circumference 2πR. At spatial infinity
the geometry is flat. We note there is an S3 in the geometry spanned by the coordi-
nates θ, φ, ψ. The size of S3 settles down to a constant radius for r << (Q1Q5)
1
4 . We
can see this explicitly as follows. In this limit f and h become
f = r2 + a2 cos2 θ
h ≈
√
Q1Q5
r2 + a2 cos2 θ
(2.2.4)
Inserting this into the metric (2.2.2) we get
ds2 = −(r
2 + a2 cos2 θ)√
Q1Q5
(dt2 − dy2) +
√
Q1Q5
dr2
r2 + a2
−2a
√
Q1Q5
(
cos2 θdydψ + sin2 θdtdφ
)
+
√
Q1Q5
[
dθ2 + cos2 θdψ2 + sin2 θdφ2
]
+
√
Q1
Q5
4∑
a=1
dxadxa (2.2.5)
where
dθ2 + cos2 θdψ2 + sin2 θdφ2 = dΩ2S3 (2.2.6)
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We call the the region r < (Q1Q5)
1
4 the throat where the start of the throat is at
r ∼ (Q1Q5) 14 . Now as r approaches a the space ends in a cap. This is because the y
circle shrinks to zero at this distance down the throat. Let’s rewrite the above metric
in the following way (we write r′ = r/a)
ds2 = −(r′2 + 1) a
2
√
Q1Q5
dt2 + r′2
a2√
Q1Q5
dy2 +
√
Q1Q5
dr′2
r′2 + 1
+ cos2 θ
a2√
Q1Q5
dy2 + sin2 θ
a2√
Q1Q5
dt2
−2a
√
Q1Q5
(
cos2 θdydψ + sin2 θdtdφ
)
+
√
Q1Q5
[
dθ2 + cos2 θdψ2 + sin2 θdφ2
]
+
√
Q1
Q5
4∑
a=1
dxadxa
ds2 = −(r′2 + 1) a
2
√
Q1Q5
dt2 + r′2
a2√
Q1Q5
dy2 +
√
Q1Q5
dr′2
r′2 + 1
+
√
Q1Q5
[
dθ2 + cos2 θ
(
dψ − ady√
Q1Q5
)2
+ sin2 θ
(
dφ− adt√
Q1Q5
)2]
+
√
Q1
Q5
4∑
a=1
dxadxa (2.2.7)
Now transforming our angular coordinates by
ψ′ = ψ − a
Q1Q5
y
φ′ = φ− a
Q1Q5
t (2.2.8)
Our metric becomes
ds2 =
√
Q1Q5
[
− (r′2 + 1)dt
2
R2
+ r′2
dy2
R2
+
dr′2
r′2 + 1
]
︸ ︷︷ ︸
AdS3
+
√
Q1Q5
[
dθ2 + cos2 θdψ′2 + sin2 θdφ′2
]
︸ ︷︷ ︸
S3
9
+√
Q1
Q5
4∑
a=1
dxadxa︸ ︷︷ ︸
T 4
(2.2.9)
where
R =
√
Q1Q5
a
(2.2.10)
is the radius of y circle. We see that in the limit of r << (Q1Q5)
1
4 the space becomes
AdS3×S3×T 4. The CFT will live at the boundary of AdS3. We note that S1 ⊂ AdS3.
2.3 D1D5 CFT
The dual description of the D1-D5 supergravity solution is described by a field theory
with n1 D1 branes wrapping S
1 and n5 D5 branes wrapping S
1 × T 4 where the S1
is labeled by the coordinate y. This gives a theory of open strings whose endpoints
can begin and end on the D1 and the D5 branes. We think of the S1 as being large
compared to the T 4 (T 4 ∼ ls), so that at low energies we only look for open string
excitations along the direction of S1. This low energy limit gives a Conformal Field
Theory (CFT) on the circle S1. CFT’s are special classes of quantum field theories
which are invariant under conformal transformations. They provide a framework for
which to study the behavior of strings. String theory contains a variety of moduli or
parameters which characterize the theory such as the string coupling g, the shape and
size of the torus, the values of flat connections for gauge fields etc. These parameters
can be continuously varied. These variations move us to different points in the moduli
space or parameter space of the CFT. It has been conjectured that we can move to
a point called the ‘orbifold point’ where the CFT is particularly simple [48]. At this
orbifold point the CFT is a 1+1 dimensional sigma model. We will work in the
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Euclidean theory, where the base space is a cylinder spanned by the coordinates
τ, σ : 0 ≤ σ < 2π, −∞ < τ <∞ (2.3.1)
The target space of the sigma model is the symmetrized product of N1N5 copies of
T 4,
(T4)
N1N5/SN1N5, (2.3.2)
with each copy of T 4 giving 4 bosonic excitations which we call X1, X2, X3, X4 for
left movers and X¯1, X¯2, X¯3, X¯4. It also gives 4 fermionic excitations, which we call
ψ1, ψ2, ψ3, ψ4 for the left movers, and ψ¯1, ψ¯2, ψ¯3, ψ¯4 for the right movers. These are the
four directions in which the string can oscillate away from S1. The central charge of
the theory with fields X i, ψi, i = 1 . . . 4 is c = 6. The total central charge of the entire
system is thus 6N1N5. In the CFT there are left moving excitations (holomorphic
sector) and right moving excitations (antiholomorphic sector). In many computations,
we only consider the left movers explicitly since the right movers function almost
identically.
Since the different copies are symmetrized, the operator content includes twist
operators. A twist operator σn, which we call the bare twist, takes n different copies
of the CFT and links them into a single copy living on a circle that is n times longer.
We call any such linked set of copies a ‘component string’. Let’s illustrate this process
below. Imagine that we have n singly wound copies
X1, X2, X3, . . . , Xn (2.3.3)
Now by applying σn, these n copies are permuted into each other as follows
X1 → X2 → X3 → . . .Xn−1 → Xn → X1 (2.3.4)
The action of σn changes the boundary conditions on each of the singly wound copies
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so that after going around the σ direction by 2π the endpoint of the first string
is identified with the second string and then going around 2π again identifies the
endpoint of the second string with the third string and so on:
X1(σ + 2π) = X2(σ), X2(σ + 2π) = X3(σ), . . . , Xn(σ + 2π) = X1(σ)
(2.3.5)
We have now created a single ‘multiwound’ copy of length n. The fermions are twisted
together in a similar manner but with an additional feature. The twist must now carry
a charge. Along with the bare twist, σn, we must include something called a spin
field S±. The full twist operator is therefore defined as [62]
σ±±n = S
±±σn (2.3.6)
Fermionic strings can exist within two sectors: the Ramond sector, which corresponds
to periodic boundary conditions as one goes around the string, and the NS sector
which correspond to antiperiodic boundary conditions. The spin field, S±, changes
the boundary condition of the string from theNS sector to the the positive or negative
Ramond sector. Lets discuss the vacuum states in more detail.
2.4 NS and R vacua
Consider a single copy of the c = 6 CFT. The lowest energy state of the left-moving
sector is the NS vacuum,
|0NS〉 , h = 0, m = 0 (2.4.1)
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where h denotes the L0 eigenvalue. However, we study the CFT in the R sector. In
particular we are interested in the R vacua denoted by1
|0±R〉 , h =
1
4
, m = ±1
2
. (2.4.2)
We can relate the NS and R sectors using spectral flow. In particular, spectral flow
by α = ±1 in the left-moving sector produces the transformations
α = 1 : |0−R〉 → |0NS〉 , |0NS〉 → |0+R〉
α = −1 : |0+R〉 → |0NS〉 , |0NS〉 → |0−R〉 (2.4.3)
Similar relations hold for the right-moving sector, which we denote with bars.
In many places we will write expressions only for the left-moving sector, as the two
sectors are on an equal footing in this chapter. However, in certain places we will
write expressions involving the full vacuum of both sectors. We therefore introduce
the notation
|0−−R 〉 ≡ |0−R〉|0¯−R〉 . (2.4.4)
Following the notation of [63], we denote the hermitian conjugate of |0−−R 〉 as
〈0R,−−| . (2.4.5)
Now that we’ve discussed the vacuum structure of the theory, lets understand
more about the twist interaction. The free CFT is characterized by multiwound
copies of various winding including singly wound copies. The ‘free’ theory at the
orbifold point has been surprisingly successful in reproducing many aspects of black
hole physics. The free CFT yields exact agreement with the properties of near-
extremal black holes; for example the entropy and greybody factors are reproduced
1There are two other left-moving R ground states, which may be obtained by acting with fermion
zero modes. Including right-movers then gives a total of 16 R-R ground states; see e.g. [65].
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exactly [53, 54]. However, the full dynamics of black holes is not given by the CFT
at the orbifold point; we have to deform away from this ‘free’ theory by an operator
which corresponds to turning on the coupling constant of the orbifold theory [63].
In particular the process of black hole formation is described in the CFT by the
thermalization of an initially non-thermal state; such a process requires nontrivial
interactions in the CFT. The deformation operator describing these interactions has
the form of a twist operator σ2, dressed with a supercharge: Oˆ ∼ G− 1
2
σ2. As just
discussed, since we are dealing with fermions as well as bosons the twist must carry
charge and since the deformation should be charge neutral, the G must come with the
opposite charge. Schematically deformation should look something like Oˆ ∼ G−− 1
2
σ+2 .
The effect of the twist is depicted in Fig. 3.1. Since the G is a contour around the twist
operator we can deform that contour into two parts. An upper component where the
supercharge is acting after the twist and a lower component where the supercharge
is acting before the twist.
In [63] it was shown that we can write the deformation operator as
OˆA˙B˙(w0) =
[ 1
2πi
∫
w0
dwG−
A˙
(w)
][ 1
2πi
∫
w¯0
dw¯G¯−
B˙
(w¯)
]
σ++2 (w0) (2.4.6)
Only considering the left moving sector, we stretch the G contours to locations
above and below the twist. This is illustrated in figure. We therefore write the two
components of the contour. The component which exist above the twist insertion is:
1
2πi
τ0+ǫ+2πi(M+N)∫
w=τ0+ǫ
G−
A˙
(w) dw = G−
A˙,0
(2.4.7)
and the lower part of the contour gives
− 1
2πi

 τ0−ǫ+2πiM∫
w=τ0−ǫ
G
(1)−
A˙
(w) dw +
τ0−ǫ+2πiN∫
w=τ0−ǫ
G
(2)−
A˙
(w) dw

 = −(G(1)−
A˙,0
+G
(2)−
A˙,0
)
. (2.4.8)
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Thus we obtain
OˆA˙ = G
−
A˙,0
σ+2 − σ+2
(
G
(1)−
A˙,0
+G
(2)−
A˙,0
)
(2.4.9)
and similarly for the right sector. When acting upon a state, we can use the fact that
the supercharge annihilates the vacuum to simplify our expressions. For the vacuum,
we have
OˆA˙|0−R〉(1)|0−R〉(2) = G−A˙,0σ+2 |0−R〉(1)|0−R〉(2) (2.4.10)
while for some operator Qˆ, we have
OˆA˙Qˆ|0−R〉(1)|0−R〉(2) = G−A˙,0σ+2 Qˆ|0−R〉(1)|0−R〉(2) − σ+2
[(
G
(1)−
A˙,0
+G
(2)−
A˙,0
)
, Qˆ
]
|0−R〉(1)|0−R〉(2)
= G−
A˙,0
σ+2 Qˆ|0−R〉(1)|0−R〉(2) − σ+2
{(
G
(1)−
A˙,0
+G
(2)−
A˙,0
)
, Qˆ
}
|0−R〉(1)|0−R〉(2)
(2.4.11)
The commutation/anticommutation relations of the supercharge with basic operators
such as the creation and annihilation operators for the bosonic and fermionic fields
are known. As such, the bulk of our computations focus on the effects of the twist.
Note that the interaction term only contains σ+2 and not higher orders of σ
+
n .
σ+2 is a chiral primary and therefore the only twist that one could combine with a
supercharge G− along with it’s antiholomorphic counterpart to produce a dimension
two operator in the Lagrangian.
Let’s discuss the boson and fermion field content of the CFT.
We have 4 real left moving fermions ψ1, ψ2, ψ3, ψ4 which are grouped into doublets
ψαA as follows: 
ψ++
ψ−+

 = 1√
2

ψ1 + iψ2
ψ3 + iψ4

 (2.4.12)
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
ψ+−
ψ−−

 = 1√
2

 ψ3 − iψ4
−(ψ1 − iψ2)

 . (2.4.13)
The index α = (+,−) corresponds to the subgroup SU(2)L of rotations on S3 and
the index A = (+,−) corresponds to the subgroup SU(2)1 from rotations in T 4. The
2-point functions read
〈ψαA(z)ψβB(w)〉 = −ǫαβǫAB 1
z − w (2.4.14)
where we have
ǫ12 = 1, ǫ
12 = −1 (2.4.15)
We also have four real bosons X1, X2, X3, X4 but we find it convenient to group
them into four complex bosons
XAA˙ =
1√
2
Xiσi =
1√
2

X3 + iX4 X1 − iX2
X1 + iX2 −X3 + iX4

 (2.4.16)
where σi = σ1, σ2, σ3, iI. The 2-point functions are
< ∂XAA˙(z)∂XBB˙(w) > =
1
(z − w)2 ǫABǫA˙B˙ . (2.4.17)
2.5 Symmetries of the CFT
The D1D5 CFT has a (small) N = 4 superconformal symmetry in both the left and
right-moving sectors. The generators and their OPEs are given in Appendix A.
Each superconformal algebra contains an R symmetry SU(2). Thus we have the
global symmetry SU(2)L × SU(2)R, with quantum numbers:
SU(2)L : (j,m); SU(2)R : (j¯, m¯). (2.5.1)
In addition there is an SO(4) ≃ SU(2)× SU(2) symmetry, coming from rotations in
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the four directions of the T 4, which is broken by the fact that we have compactified
these directions into a torus. However, the symmetry still provides a useful organizing
tool for states. We label this symmetry by
SU(2)1 × SU(2)2. (2.5.2)
We use indices α, α˙ for SU(2)L and SU(2)R respectively, and indices A, A˙ for
SU(2)1 and SU(2)2 respectively. The 4 real fermion fields of the left sector are
grouped into complex fermions ψαA. The right fermions are grouped into fermions
ψ¯α˙A. The boson fields X i are a vector in T 4 and have no charge under SU(2)L or
SU(2)R, so are grouped as XAA˙. Different copies of the c = 6 CFT are denoted with
a copy label in brackets, e.g.
X(1) , X(2) , · · · , X(N1N5) . (2.5.3)
Further details about the CFT are given in Appendix A.
2.6 Nature of the twist interaction
To understand the effect of such a twist σ2 in a more physical way, consider a dis-
cretization of a 1+1 dimensional bosonic free field X . We can model this field by
a collection of point masses joined by springs. This gives a set of coupled harmonic
oscillators, and the oscillation amplitude of the masses then gives the field X(τ, σ).
Consider such a collection of point masses on two different circles, and let the state
in each case be the ground state of the coupled oscillators (Fig. 2.1(a)). At time τ0
and position σ0, we insert a twist σ2. The effect of this twist is to connect the masses
with a different set of springs, so that the masses make a single chain of longer length
(Fig. 2.1(b)).
To see what we might expect of such an interaction, consider a single harmonic
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(a) (b)
Figure 2.1: (a) The scalar field on the component strings modeled by point masses joined
by springs. (b) The twist operator σ2 changes the springs so that the masses are linked in
a different way.
oscillator, which starts in its ground state. The Hamiltonian can be expressed in
terms of annihilation and creation operators aˆ, aˆ†, and the ground state |0〉a is given
by aˆ|0〉a = 0. At time τ = τ0, imagine changing the spring constant to a different
value. The wavefunction does not change at this instant, and the Lagrangian remains
quadratic. But the ground state with this new spring constant is a different state |0〉b,
and the operator aˆ can be expressed as a linear combination of the new annihilation
and creation operators bˆ, bˆ†:
aˆ = αbˆ+ βbˆ† (2.6.1)
The wavefunction after this change of coupling can be reexpressed as
|0〉a = Ce 12γbˆ† bˆ† |0〉b (2.6.2)
where C is a constant. If we had a single initial excitation before the twist, it will
give a single excitation after the twist, but with a nontrivial coefficient2 f
aˆ†|0〉a = f bˆ† Ce 12γbˆ† bˆ† |0〉b . (2.6.3)
Now let us return to the CFT. Regarding the scalar field on the component strings
as a set of coupled harmonic oscillators, we note that the twist interaction changes
the coupling matrix between the oscillators but not the wavefunction itself. Thus the
effect of the twist is captured by reexpressing the state before the twist in terms of
2We have f = α∗ + β∗γ.
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the natural oscillators after the twist. In analogy to (4.4.11) the state after the twist
will then have the form
|χ〉 ≡ σ2(w0)|0(1)〉 ⊗ |0(2)〉
= C(w0)e
∑
k≥1,l≥1 γ
B
kl(−α++,−kα−−,−l+α−+,−kα+−,−l)|0〉 . (2.6.4)
The index structure on the α oscillators is arranged to obtain a singlet under the
group of rotations in the T 4. This is explained in detail in [63], where we also fix the
normalization C(w0) to unity after we include the fermions [63].
An initial excitation on one of the component strings will transform to a linear
combination of excitations on the final component string above the state |χ〉. Analo-
gous to (2.6.3), we will have
σ2(w0)α
(i)
AA˙,−m|0〉(1) ⊗ |0〉(2) =∑
k≥1
f
B(i)
mk αAA˙,−k e
∑
k′≥1,l′≥1 γ
B
k′l′
(−α++,−k′α−−,−l′+α−+,−k′α+−,−l′)|0〉 . (2.6.5)
where i = 1, 2 for the initial component strings with windings M,N respectively. We
will find the f
B(i)
mk . In the next chapter we show how one computes such states. In
subsequent chapter, we show how one computes these quantities for two twists.
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Chapter 3
Effect of the twist operator on
a general vacuum state of
winding M and winding N
In this chapter we discuss what a twist σ2 does to the vacuum state of two initial
strings, one of winding M and the other of winding N . We compute the bogoliubov
coefficients which characterize the twisted state on an M + N wound copy of the
string.
3.1 Introduction
Consider the process depicted in Fig. 3.1. We insert the twist operator σ2 at a location
w0 = τ0 + iσ0 (3.1.1)
The twist operator changes the Lagrangian of the theory from one free Lagrangian
(that describes free CFTs on circles of length 2πM and 2πN) to another free La-
grangian (that for a free CFT on a circle of length 2π(M +N)). As explained in [63],
in this situation the vacuum state of the initial theory does not go over to the vac-
uum of the new theory. But the excitations must take the special form of a Gaussian
(2.6.4), so our goal is to find the coefficients γBkl.
The steps we follow are analogous to those in [63]. We first map the cylinder w
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Xσ
2
M
N
M+N
Figure 3.1: The cylinder with coordinate w. The state before the twist has component
strings with windings M,N . The twist operator σ2 links these into a single component
string of winding M +N .
to the complex plane through z = ew. The CFT field X will be multivalued in the
z plane, due to the presence of twist operators. The initial component strings with
windings M,N are created by twist operators σM , σN . The interaction is another
twist operator σ2. The point at infinity has a twist of order M +N corresponding to
the component string in the final state.
To handle the twist operators, we go to a covering space t where X is single valued.
The twist operators become simple punctures in the t plane, with no insertions at
these punctures. We can therefore trivially close these punctures. The nontrivial
physics is now encoded in the definition of oscillator modes on the t plane – the
creation operators on the cylinder are linear combinations of creation and annihilation
operators on the t plane. Performing appropriate Wick contractions, we obtain the
γBkl. Finally, we change notation to a form that will be more useful in the situation
where k ≫ 1, l≫ 1.
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3.2 The exponential ansatz
We begin our computations by working firstly with the twist operator σ++2 . After
determining the effects of the twist operator, we use the known commutation relations
of the supercharge to determine the effects of the full deformation operator. We
consider separately the effects of this operator on the vacuum, and on a state with a
single bosonic or fermionic excitation.
Let us now record the exponential ansatz with all notation explicit:
|χ〉 ≡ σ++2 (w0)|0−−R 〉(1)|0−−R 〉(2)
= CMN
[
exp
( ∑
m≥1,n≥1
γBmn [−α++,−mα−−,−n + α+−,−mα−+,−n]
)
× exp
( ∑
m≥0,n≥1
γFmn
[
d++−md
−−
−n − d+−−md−+−n
])× [antihol.]
]
|0−−R 〉 .
(3.2.1)
This ansatz is a generalization of that made in [63] in the case of M = N = 1, where
the exponential ansatz was verified up to fourth order in the bosonic oscillators.
The main novel feature of the above ansatz relative to the M = N = 1 case is the
non-trivial overall factor CMN . A priori, this could be a function of w0, but will turn
out to be a pure c-number independent of w0. We observe that
CMN = 〈0R,−−|σ++2 (w0) |0−−R 〉(1) |0−−R 〉(2) . (3.2.2)
In the case of M = N = 1, the normalization of the twist σ++2 implies that C11 = 1
[63]. We compute the general factor CMN in Section 3.5.1.
3.2.1 Bosonic modes on the cylinder w
Let us begin by defining operator modes on the cylinder. Below the twist insertion
(τ < τ0) we have modes α
(1)
AA˙,m
on the component string of winding M and modes
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α
(2)
AA˙,n
on the component string of winding N :
α
(1)
AA˙,m
=
1
2π
2πM∫
σ=0
∂wX
(1)
AA˙
(w)e
m
M
wdw (3.2.3)
α
(2)
AA˙,n
=
1
2π
2πN∫
σ=0
∂wX
(2)
AA˙
(w)e
n
N
wdw (3.2.4)
From (2.4.17), we find that the commutation relations are
[α
(i)
AA˙,m
, α
(j)
BB˙,n
] = −ǫABǫA˙B˙δijmδm+n,0 (3.2.5)
Above this twist insertion (τ > τ0) we have a single component string of winding
M +N . The modes are
αAA˙,k =
1
2π
2π(M+N)∫
σ=0
∂wXAA˙(w)e
k
M+N
wdw (3.2.6)
The commutation relations are
[αAA˙,k, αBB˙,l] = −ǫABǫA˙B˙ k δk+l,0 . (3.2.7)
3.2.2 Bosonic modes on the z plane
We wish to go to a covering space where the field XAA˙ will be single valued. As a
preparatory step, it is convenient to map the cylinder with coordinate w to the plane
with coordinate z,
z = ew (3.2.8)
Under this map the operator modes change as follows. Before the insertion of the
twist (|z| < eτ0) we have, using a contour circling z = 0
α
(1)
AA˙,m
→ 1
2π
2πM∫
arg(z)=0
∂zX
(1)
AA˙
(z)z
m
M dz (3.2.9)
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α
(2)
AA˙,n
→ 1
2π
2πN∫
arg(z)=0
∂zX
(2)
AA˙
(z)z
n
N dz (3.2.10)
After the twist (|z| > eτ0) we have, using a contour circling z =∞
αAA˙,k →
1
2π
2π(M+N)∫
arg(z)=0
∂zXAA˙(z)z
k
M+N dz . (3.2.11)
3.2.3 Bosonic modes on the covering space t
We now proceed to the covering space t where XAA˙ will be single-valued. Consider
the map
z = tM(t− a)N (3.2.12)
The various operator insertions map as follows:
(i) The initial component strings were at w → −∞ on the cylinder, which corre-
sponds to z = 0 on the z plane. In the t plane, the component string of winding M
maps to t = 0, while the component string with winding N maps to t = a.
(ii) The final component string state is at w → ∞ on the cylinder, which corre-
sponds to z =∞. This maps to t =∞.
(iii) The twist operator σ2 is at w0 on the cylinder, which corresponds to e
w0 on
the z plane. To find its location on the covering space t, we note that dz
dt
should vanish
at the location of every twist, since these are ramification points of map (3.2.12) to
the covering space. We find that apart from the ramification points at t = 0, a,∞,
the function dz
dt
also vanishes at
t =
aM
M +N
(3.2.13)
which corresponds to the following value of z:
z0 = a
M+N M
MNN
(M +N)M+N
(−1)N . (3.2.14)
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To solve for a, we must specify how to deal with the fractional exponent. We do this
by choosing
z0 = a
M+N M
MNN
(M +N)M+N
eiπN (3.2.15)
which determines the quantity a in terms of z0 = e
w0 , as
a = e−iπ
N
M+N
( z0
MMNN
) 1
M+N
(M +N) . (3.2.16)
Now let us consider the modes in the t plane. Before the twist we have
α
(1)
AA˙,m
→ 1
2π
∮
t=0
dt ∂tXAA˙(t)
(
tM (t− a)N)mM (3.2.17)
α
(2)
AA˙,n
→ 1
2π
∮
t=a
dt ∂tXAA˙(t)
(
tM(t− a)N) nN (3.2.18)
After the twist we have
αAA˙,k →
1
2π
∮
t=∞
dt ∂tXAA˙(t)
(
tM(t− a)N) kM+N (3.2.19)
We also define mode operators that are natural to the t plane, as follows:
α˜AA˙,m ≡
1
2π
∮
t=0
dt ∂tXAA˙(t)t
m (3.2.20)
The commutation relations are
[α˜AA˙,k, α˜BB˙,l] = −ǫABǫA˙B˙ k δk+l,0 (3.2.21)
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3.2.4 Method for finding the γBkl
Let us consider the amplitude
A1 = 〈0|σ2(w0)|0〉(1) ⊗ |0〉(2)
= C(w0)〈0|e
∑
k≥1,l≥1 γ
B
kl
[−α++,−kα−−,−l+α−+,−kα+−,−l]|0〉
= C(w0) (3.2.22)
where we assume that the vacuum is normalized as 〈0|0〉 = 1.
We compare this to the amplitude
A2 = 〈0|
(
α++,lα−−,k
)
σ2(w0)|0〉(1) ⊗ |0〉(2)
= C(w0)〈0|
(
α++,lα−−,k
)
e
∑
k′≥1,l′≥1 γ
B
k′l′
[−α++,−k′α−−,−l′+α−+,−k′α+−,−l′ ]|0〉
= −C(w0) klγBkl 〈0|0〉 = −C(w0) klγBkl (3.2.23)
Thus we see that
γBkl = −
1
kl
A2
A1 . (3.2.24)
To compute A1 we map the cylinder w to the plane z and then to the cover t. In
this cover the locations of the twist operators are just punctures with no insertions.
Thus these punctures can be closed, making the t space just a sphere. Closing the
punctures involves normalization factors, so we write
A1 = 〈0|σ2(w0)|0〉(1) ⊗ |0〉(2) = D(z0) t〈0|0〉t (3.2.25)
Factors like D(z0) were computed in [55], but here we do not need to compute D(z0)
since it will cancel in the ratio A2/A1. We have
A2 = 〈0|
(
α++,lα−−,k
)
σ2(w0)|0〉(1) ⊗ |0〉(2) = D(z0) t〈0|
(
α′++,lα
′
−−,k
)
|0〉t (3.2.26)
where the primes on the operators on the RHS signify the fact that these opera-
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tors arise from the unprimed operators by the various maps leading to the t plane
description. Thus we have
γBkl = −
1
kl
A2
A1 = −
1
kl
t〈0|
(
α′++,lα
′
−−,k
)
|0〉t
t〈0|0〉t . (3.2.27)
3.3 Computing the γBkl
The operators α′ are given by contour integrals at large t:
t〈0|
(
α′++,lα
′
−−,k
)
|0〉t =
t〈0|
( 1
2π
∫
dt1∂tX++(t1)
(
tM1 (t1 − a)N
) l
M+N
)( 1
2π
∫
dt2∂tX−−(t2)
(
tM2 (t2 − a)N
) k
M+N
)
|0〉t
(3.3.1)
with |t1| > |t2|. We have3
(
tM1 (t1 − a)N
) l
M+N = tl1(1−at−11 )
lN
M+N = tl1
∑
p≥0
lN
M+NCp(−a)pt−p1 =
∑
p≥0
lN
M+NCp(−a)ptl−p1
(3.3.2)
(
tM2 (t2 − a)N
) k
M+N = tk2(1−at−12 )
kN
M+N = tk2
∑
q≥0
kN
M+NCq(−a)qt−q2 =
∑
q≥0
kN
M+NCq(−a)qtk−q2
(3.3.3)
Thus
1
2π
∫
dt1∂tX++(t1)
(
tM1 (t1 − a)N
) l
M+N =
∑
p≥0
lN
M+NCp(−a)pτα++,l−p
1
2π
∫
dt2∂tX−−(t2)
(
tM2 (t2 − a)N
) k
M+N =
∑
q≥0
kN
M+NCq(−a)qτα−−,k−q (3.3.4)
3The symbol nCm is the binomial coefficient, also written
(
n
m
)
.
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We then find
γBkl = −
1
kl
∑
p≥0
∑
q≥0
lN
M+NCp
kN
M+NCq(−a)p+q t〈0|τα++,l−p τα−−,k−q|0〉t
t〈0|0〉t (3.3.5)
Using the commutation relations (3.2.21) we get
k − q = −(l − p) ⇒ q = (k + l)− p (3.3.6)
This gives
γBkl =
(−a)k+l
kl
∑
p≥0
lN
M+NCp
kN
M+NC(k+l)−p (l − p) (3.3.7)
Note that in order to give a non-zero contribution, τα++,l−p needs to be an annihila-
tion operator, so we require p ≤ l. Thus we have
γBkl =
(−a)k+l
kl
l∑
p=0
lN
M+NCp
kN
M+NC(k+l)−p (l − p) (3.3.8)
Evaluating this sum gives
γBkl = −
(−a)k+l sin[ πMk
M+N
] sin[ πMl
M+N
]
π2
MN
(M +N)2
1
(k + l)
Γ[ Mk
M+N
]Γ[ Nk
M+N
]
Γ[k]
Γ[ Ml
M+N
]Γ[ Nl
M+N
]
Γ[l]
.
(3.3.9)
3.3.1 Expressing γBkl in final form
It will be convenient to write the expression for γBkl in a slightly different notation.
We make the following changes:
(i) We can replace the parameter a by the variable z0 = e
w0 through (3.2.16).
(ii) In addressing the continuum limit it is useful to use fractional mode numbers
defined as
s =
k
M +N
, s′ =
l
M +N
(3.3.10)
The parameters s, s′ directly give the physical wavenumbers of the modes on the
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cylinder with coordinate w. When using s, s′ in place of k, l, we will write
γBkl → γ˜Bss′ . (3.3.11)
(iii) We define the useful shorthand notation
1− e2πiMs = µs . (3.3.12)
Note that
(−1)k sin[ πMk
M +N
] = (−1)(M+N)s sin(πMs) = i
2
(−1)Ns(1− e2πiMs) = i
2
(−1)Nsµs .
(3.3.13)
With these changes of notation we find
γ˜Bss′ =
1
4π2
zs+s
′
0
µsµs′
s+ s′
MN
(M +N)3
(
(M +N)M+N
MMNN
)s+s′
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
Γ[Ms′]Γ[Ns′]
Γ[(M +N)s′]
.
(3.3.14)
3.3.2 The case M = N = 1
In [63] the γBss′ were computed for the caseM = N = 1. Let us check that our general
result reduces to the result in [63] for these parameters.
Our general expression for γBss′ is given in (3.3.14). For M = N = 1 we have
Γ[(M +N)s] = Γ[2s] =
22s−
1
2
(2π)
1
2
Γ[s]Γ[s+
1
2
] (3.3.15)
Substituting in (3.3.14) we get
γ˜Bss′ =
zs+s
′
0
2π(s+ s′)
Γ[s]
Γ[s+ 1
2
]
Γ[s′]
Γ[s′ + 1
2
]
(3.3.16)
which agrees with the result in [63].
Now we look at computing γF
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3.4 Computing the Bogoliubov coefficients γF
In this section we compute γFkl. First we compute the expressions for the fermionic
modes.
3.4.1 Mode Expansions on the cylinder
The mode expansion for the fermionic strings are given below.
Before the twist, the mode expansions are
d(1)αAm =
1
2πi
√
M
2πM∫
σ=0
ψ(1)αA(w)e
m
M
wdw (3.4.1)
d(2)αAm =
1
2πi
√
N
2πN∫
σ=0
ψ(2)αA(w)e
m
N
wdw . (3.4.2)
From the two-point functions, the commutation/anticommutation relations are
{
d(i)αAm , d
(j)βB
n
}
= −εαβεABδijδm+n,0 . (3.4.3)
After the twist, there is a single component string of length M + N . We thus have
modes
dαAk =
1
2πi
√
M +N
2π(M+N)∫
σ=0
ψαA(w)e
k
M+N
wdw (3.4.4)
with commutation relations
{
dαAk , d
βB
l
}
= −εαβεABδk+l,0 . (3.4.5)
Now we must map these modes to the t plane. Since the fermions carry charge
they will be affected by the presence of spin fields which will appear in the t plane.
Next we show show how handle these spin fields.
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3.4.2 Spectral flowing to an empty covering plane
In the t plane, there are no twist insertions. However, we have spin field insertions
at each of the bifurcation points:
S−(t = 0) , S+(t = M
M+N
a) , S−(t = a) , S+(t =∞) (3.4.6)
along with appropriate normalization factors. To compute γF , we shall take a ratio
of amplitudes just as we did for the bosons, and so it it will not be necessary to keep
account of the normalization factors of the spin fields at this point; such factors will
cancel out. However, these normalization factors will later be important when we
come to calculate the overall coefficient CMN .
Our method of computing γF is to perform a sequence of spectral flows and
coordinate transformations to remove the spin fields, and thus to map the problem
to an empty t plane.
The sequence is as follows (we write only the left-moving part, the right-moving
part is identical):
i) Spectral flow by α = 1 in the t plane.
ii) Change coordinate to t′ = t− M
M+N
a.
iii) Spectral flow by α = −1 in the t′ plane.
iv) Change coordinate to tˆ = t′ − N
M+N
a = t− a.
v) Spectral flow by α = 1 in the tˆ plane.
vi) Change coordinate back to t = tˆ+ a (when necessary).
From the action of spectral flow on the R ground states in (2.4.3) one sees that
this sequence indeed maps the problem to one with no spin field insertions.
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The action of spectral flow on operators is straightforward for those operators
where the fermion content may be expressed as a simple exponential in the language
in which the fermions are bosonized. For such operators with charge j, spectral flow
with parameter α gives rise to the transformation
Oˆj(t)→ t−αjOˆj(t).
The fermion fields and spin fields are of this form.
Since we take a ratio of amplitudes to compute γF , we will not need to take account
of the transformation of the spin fields (again, these will however be important for
the computation of CMN).
By contrast, an essential part of the computation of γF is to follow the trans-
formation of the modes of the fermion fields through the above sequence of spectral
flows and coordinate transformations. Here we present only the final expressions for
these modes; details of the derivation are given in Appendix C.
In terms of the tˆ-plane, the cylinder modes (3.4.1), (3.4.2) and (3.4.4) map to the
following expressions. For the modes before the twist, we have
d(1)+Am → dˆ′(1)+Am =
√
M +N
2πi
√
M
∮
tˆ=−a
dtˆ ψ(1)+A
(
tˆ
) [(
tˆ+ a
)m−1 (
tˆ + Na
M+N
)
tˆ
Nm
M
−1
]
d(2)+Am → dˆ′(2)+Am =
√
M +N
2πi
√
N
∮
tˆ=0
dtˆ ψ(2)+A
(
tˆ
) [(
tˆ+ a
)Mm
N
−1 (
tˆ + Na
M+N
)
tˆm−1
]
d(1)−Am → dˆ′(1)−Am =
√
M +N
2πi
√
M
∮
tˆ=−a
dtˆ ψ(1)−A
(
tˆ
) [(
tˆ+ a
)m
tˆ
Nm
M
]
d(2)−Am → dˆ′(2)−Am =
√
M +N
2πi
√
N
∮
tˆ=0
dtˆ ψ(2)−A
(
tˆ
) [(
tˆ+ a
)Mm
N tˆm
]
(3.4.7)
After the twist, we obtain
d+Ak → dˆ′+Ak =
1
2πi
∮
tˆ=∞
dtˆ ψ+A
(
tˆ
) [(
tˆ+ a
) Mk
M+N
−1 (
tˆ + N
M+N
a
)
tˆ
Nk
M+N
−1
]
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d−Ak → dˆ′−Ak =
1
2πi
∮
tˆ=∞
dtˆ ψ−A
(
tˆ
) [(
tˆ+ a
) Mk
M+N tˆ
Nk
M+N
]
(3.4.8)
For later use, let us also rewrite these modes in the t plane. The modes before
the twist then become
d(1)+Am → d′(1)+Am =
√
M +N
2πi
√
M
∮
t=0
dt ψ(1)+A (t)
[
tm−1
(
t− M
M+N
a
)
(t− a)NmM −1
]
d(2)+Am → d′(2)+Am =
√
M +N
2πi
√
N
∮
t=a
dt ψ(2)+A (t)
[
t
Mm
N
−1 (t− M
M+N
a
)
(t− a)m−1
]
d(1)−Am → d′(1)−Am =
√
M +N
2πi
√
M
∮
t=0
dt ψ(1)−A(t)
[
tm (t− a)NmM
]
d(2)−Am → d′(2)−Am =
√
M +N
2πi
√
N
∮
t=a
dt ψ(2)−A(t)
[
t
Mm
N (t− a)m
]
(3.4.9)
and after the twist we obtain
d+Ak → d′+Ak =
1
2πi
∮
t=∞
dt ψ+A (t)
[
t
Mk
M+N
−1 (
t− M
M+N
a
)
(t− a) NkM+N−1
]
d−Ak → d′−Ak =
1
2πi
∮
t=∞
dt ψ−A (t)
[
t
Mk
M+N (t− a) NkM+N
]
. (3.4.10)
For later use, we also define modes natural to the t and tˆ planes,
d˜αAr =
1
2πi
∮
t=0
ψαA(t)tr−
1
2 (3.4.11)
dˆαAr =
1
2πi
∮
tˆ=0
ψαA
(
tˆ
)
tˆr−
1
2 . (3.4.12)
The anticommutation relations for these modes are
{d˜αAr , d˜βBs } = {dˆαAr , dˆβBs } = −ǫαβǫABδr+s,0 . (3.4.13)
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3.4.3 Computing expressions for γFkl
We now compute γFkl. Let us consider the ratio of amplitudes
A2
A1 =
〈0R,−−|
(
d++l d
−−
k
)
σ+2 (w0) |0−−R 〉(1) |0−−R 〉(2)
〈0R,−−|σ+2 (w0) |0−−R 〉(1) |0−−R 〉(2)
. (3.4.14)
From the exponential ansatz (3.2.1) we observe that
A2 = 〈0R,−−| d++l d−−k |χ〉
= CMN〈0R,−−| d++l d−−k exp
( ∑
m≥0,n≥1
γFmn
[
d++−md
−−
−n − d+−−md−+−n
]) |0−−R 〉
= CMN γ
F
kl (3.4.15)
and so using (3.2.2) we see that
γFkl =
A2
A1 . (3.4.16)
We now map this ratio of amplitudes to the empty tˆ plane using the sequence of
spectral flows and coordinate transformations discussed in Section 3.4.2, obtaining
γFkl =
〈0R,−−|
(
d++l d
−−
k
)
σ+2 (w0) |0−−R 〉(1) |0−−R 〉(2)
〈0R,−−|σ+2 (w0) |0−−R 〉(1) |0−−R 〉(2)
= tˆ
〈0NS| dˆ′++l dˆ′−−k |0NS〉tˆ
tˆ〈0NS|0NS〉tˆ
(3.4.17)
where dˆ′++l and dˆ
′−−
k are the modes after all spectral flows and coordinate transfor-
mations given in (3.4.8).
Let us now evaluate the tˆ plane amplitude in the numerator of (3.4.17). To do so,
we expand the transformed modes dˆ′ in terms of the natural modes dˆ on the tˆ plane
(3.4.12), whose commutation relations are known. From (3.4.8) we have
dˆ′++l =
1
2πi
∮
tˆ=∞
dtˆ ψ++
(
tˆ
) [(
tˆ + a
) Ml
M+N
−1 (
tˆ+ N
M+N
a
)
tˆ
Nl
M+N
−1
]
(3.4.18)
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Since we are at large tˆ we expand
(
tˆ + a
) Ml
M+N
−1
tˆ
Nl
M+N
−1 = tˆl−2
(
1 + atˆ−1
) Ml
M+N
−1
=
∑
q≥0
Ml
M+N
−1Cq aq tˆl−q−2
(3.4.19)
where xCy is the binomial coefficient. This gives
dˆ′++l =
∑
q≥0
Ml
M+N
−1Cq
(
aq dˆ++
l−q− 1
2
+ N
M+N
aq+1 dˆ++
l−q− 3
2
)
. (3.4.20)
Similarly, for dˆ′−−k we obtain the relation
dˆ′−−k =
∑
p≥0
Mk
M+NCp a
p dˆ−−
k−p+ 1
2
. (3.4.21)
We then obtain
tˆ〈0NS| d′++l d′−−k |0NS〉tˆ
=
∑
p≥0
∑
q≥0
ap+q
Mk
M+NCp
Ml
M+N
−1Cq tˆ〈0NS| dˆ++l−q− 1
2
dˆ−−
k−p+ 1
2
|0NS〉tˆ
+
N
M +N
∑
p≥0
∑
q≥0
ap+q+1
Mk
M+NCp
Ml
M+N
−1Cq tˆ〈0NS| dˆ++l−q− 3
2
dˆ−−
k−p+ 1
2
|0NS〉tˆ
(3.4.22)
We have two terms. For the first term, utilizing commutation relations (3.4.13) we
obtain
l − q − 1
2
= −
(
k − p+ 1
2
)
⇒ p = k + l − q . (3.4.23)
Similarly, for the second term we obtain
p = k + l − q − 1 . (3.4.24)
Note that in the first term, dˆ++
l−q− 1
2
must be an annihilation operator, so we have
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nonzero contributions only from modes with
q ≤ l − 1 (3.4.25)
and similarly for the second term we have nonzero contributions only from
q ≤ l − 2 . (3.4.26)
Then (3.4.22) becomes
tˆ〈0NS| d′++l d′−−k |0NS〉tˆ =
−ak+l
[
l−1∑
q=0
Ml
M+N
−1Cq
Mk
M+NCl+k−q +
N
M +N
l−2∑
q=0
Mk
M+N
−1Cq
Ml
M+NCl+k−q−1
]
tˆ〈0NS|0NS〉tˆ (3.4.27)
which gives
γFkl = −ak+l
[
l−1∑
q=0
Ml
M+N
−1Cq
Mk
M+NCl+k−q +
N
M +N
l−2∑
q=0
Mk
M+N
−1Cq
Ml
M+NCl+k−q−1
]
.
(3.4.28)
Evaluating the sums in Mathematica we find
γFkl =
ak+l
π2
sin
[
Nπk
M+N
]
sin
[
Nπl
M+N
] MN
(M +N)2
k
k + l
Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
Γ
[
Ml
M+N
]
Γ
[
Nl
M+N
]
Γ [l]
.
(3.4.29)
Writing γF in final form
We next write γF in final form by making the following changes.
(i) We replace the parameter a by z0 = e
w0 , so that our result is expressed in terms
of the insertion point of the twist, using (3.2.16).
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(ii) We define fractional modes:
s =
k
M +N
, s′ =
l
M +N
. (3.4.30)
The parameters s and s′ then give directly the physical wavenumbers of the
modes on the cylinder with coordinate w.
(iii) We define the shorthand notation
µs ≡ 1− e2πiMs . (3.4.31)
Note that
sin
[
πNk
M +N
]
= sin (πNs) = − i
2
eiπNs
(
1− e−2πiNs) = − i
2
eiπNsµs . (3.4.32)
In this notation, γF becomes
γ˜Fss′ = −
1
4π2
zs+s
′
0 µsµs′
s
s+ s′
MN
(M +N)2
(
(M +N)M+N
MMNN
)s+s′
×Γ [Ms] Γ [Ns]
Γ [(M +N)s]
Γ [Ms′] Γ [Ns′]
Γ [(M +N)s′]
. (3.4.33)
In order to verify that in the case of M = N = 1 this expression agrees with that
computed in [63], note that due to different choices in normalization of the modes
of the fermions, the expression 1
2
γF in this chapter should agree with the γF in [63].
One can check that this is indeed the case.
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3.5 Computing the coefficient CMN
3.5.1 Computing the overall prefactor CMN
We next compute the overall prefactor CMN . Recall that from the exponential ansatz
(3.2.1) we have
CMN = 〈0R,−−|σ++2 (w0) |0−−R 〉(1) |0−−R 〉(2) . (3.5.1)
We use the methods developed in [55, 56] to compute this correlator. The full calcu-
lation is somewhat lengthy and is presented in Appendix D; here we summarize the
main steps.
(i) We first lift to the z plane. Since σ++2 has weight (1/2,1/2), we obtain the
Jacobian factor contribution∣∣∣∣ dzdw
∣∣∣∣
z=z0
= |a|M+N M
MNN
(M +N)M+N
(3.5.2)
(ii) We compute the above correlator of spin-twist fields following the method of [55,
56] as follows. We work in a path integral formalism, and we define regularized
spin-twist operators by cutting circular holes in the z plane. We lift to the
covering space t where the fields become single-valued. In the t plane there is
a non-trivial metric; we take account of this by defining a fiducial metric and
computing the Liouville action. The Liouville action terms give
2−
5
4 |a|− 34 (M+N)+ 12(MN + NM+1)M− 34M− 14N− 34N− 14 (M +N) 34 (M+N)− 14 . (3.5.3)
(iii) In the covering space, we must insert spin fields, each within an appropriate
normalization to take account of the local form of the map near each insertion,
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(z − z∗) ≈ b∗ (t− t∗)n [56]. These normalization factors give the contribution
|b∞|−
1
2(M+N) |bt0 |−
1
4 |ba|− 12N |b0|− 12M =
2
1
4 |a|− 12(MN + NM+M2 +N2 −1)M− 14 (M−1)N− 14 (N−1)(M +N) 14 (M+N−3) . (3.5.4)
(iv) Finally, the correlator of the spin fields in the t plane gives
〈S+(∞)S+(t0)S−(a)S−(0)〉
〈S+(∞)S−(0)〉 =
(M +N)2
MN
1
|a| . (3.5.5)
These four results combine to give the final result
CMN =
M +N
2MN
. (3.5.6)
In order to write the full expression for the effect of the twist operator σ++2 on the
state |0−−R 〉(1) |0−−R 〉(2), let us recall the expression for γB computed in (3.3.9),
γBkl = −
(−a)k+l
π2
sin
[
πMk
M+N
]
sin
[
πMl
M+N
] MN
(M +N)2
1
k + l
Γ[ Mk
M+N
]Γ[ Nk
M+N
]
Γ[k]
Γ[ Ml
M+N
]Γ[ Nl
M+N
]
Γ[l]
(3.5.7)
which since k and l are integers can be rewritten using
(−1)k sin
[
πMk
M +N
]
= − sin
[
πNk
M +N
]
, (3.5.8)
which gives
γBkl = −
ak+l
π2
sin
[
πNk
M+N
]
sin
[
πNl
M+N
] MN
(M +N)2
1
k + l
Γ[ Mk
M+N
]Γ[ Nk
M+N
]
Γ[k]
Γ[ Ml
M+N
]Γ[ Nl
M+N
]
Γ[l]
.(3.5.9)
Therefore, the full effect of the twist operator σ++2 (w0, w¯0) on the state |0−−R 〉(1) |0−−R 〉(2)
is
|χ〉 ≡ σ++2 (w0)|0−−R 〉(1)|0−−R 〉(2)
= CMN
[
exp
( ∑
m≥1,n≥1
γBmn [−α++,−mα−−,−n + α+−,−mα−+,−n]
)
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× exp
( ∑
m≥0,n≥1
γFmn
[
d++−md
−−
−n − d+−−md−+−n
])× [antihol.]
]
|0−−R 〉
(3.5.10)
where
CMN =
M +N
2MN
γBkl = −
ak+l
π2
sin
[
πNk
M+N
]
sin
[
πNl
M+N
] MN
(M +N)2
1
k + l
Γ[ Mk
M+N
]Γ[ Nk
M+N
]
Γ[k]
Γ[ Ml
M+N
]Γ[ Nl
M+N
]
Γ[l]
γFkl =
ak+l
π2
sin
[
πNk
M+N
]
sin
[
πNl
M+N
] MN
(M +N)2
k
k + l
Γ[ Mk
M+N
]Γ[ Nk
M+N
]
Γ[k]
Γ[ Ml
M+N
]Γ[ Nl
M+N
]
Γ[l]
.
(3.5.11)
3.6 The continuum limit
While we have obtained the exact expressions for γBkl, γ
F
kl, the nature of the physics
implied by these expressions may not be immediately clear because the expressions
look somewhat involved. We will comment on the structure of these expressions
in the discussion section below. But first we note that these expressions simplify
considerably in the limit where the arguments s, s′ are much larger than unity. We
call the resulting approximation the ‘continuum limit’, since large mode numbers
correspond to short wavelengths, and at short wavelength the physics is not sensitive
to the finite length of the component string. Thus the expressions in this continuum
limit describe the results obtained in the limit of infinite component strings. Such
expressions are useful for the following reason. When the D1D5 system is used to
describe a black hole, then the total winding N1N5 of the component strings is very
large, and so one expects the individual component strings to have large winding as
well. Having long component strings (M,N much larger than unity) is approximately
equivalent to holding M,N fixed and taking s, s′ large.
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3.6.1 Continuum limit for the γBkl
Let us start by looking at γBkl. We have the exact expression
γ˜Bss′ =
1
4π2
zs+s
′
0
µsµs′
s+ s′
MN
(M +N)3
(
(M +N)M+N
MMNN
)s+s′
× Γ[Ms]Γ[Ns]
Γ[(M +N)s]
Γ[Ms′]Γ[Ns′]
Γ[(M +N)s′]
.
(3.6.1)
We wish to find an approximation for this expression when
s≫ 1, s′ ≫ 1 (3.6.2)
We have the basic identity, for positive integer K:
Γ[x]Γ[x+
1
K
]Γ[x+
2
K
] . . .Γ[x+
K − 1
K
] = (2π)
K−1
2 K
1
2
−KxΓ[Kx] (3.6.3)
Using this identity, we get
Γ[Ms] =
1
(2π)
M−1
2 M
1
2
−MsΓ[s]Γ[s +
1
M
] . . .Γ[s+
M − 1
M
] (3.6.4)
Γ[Ns] =
1
(2π)
N−1
2 N
1
2
−NsΓ[s]Γ[s+
1
N
] . . .Γ[s+
N − 1
N
] (3.6.5)
Γ[(M +N)s] =
1
(2π)
M+N−1
2 (M +N)
1
2
−(M+N)sΓ[s]Γ[s+
1
M +N
] . . .Γ[s+
M +N − 1
M +N
]
(3.6.6)
We have, for s≫ 1, x≪ s
Γ[s+ x]
Γ[s]
≈ sx (3.6.7)
which gives
Γ[s+ x] ≈ Γ[s]sx (3.6.8)
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We use the above approximations in the expression
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
(3.6.9)
There are an equal number of factors Γ[s] at the numerator and denominator, so they
cancel out. We can now collect the powers of s. In the numerator we have the power(
1
M
+
2
M
+ . . .
M − 1
M
)
+
(
1
N
+
2
N
+ . . .
N − 1
N
)
=
M +N − 2
2
(3.6.10)
In the denominator we have the power
1
N +M
+
2
N +M
+ . . .
N +M − 1
N +M
=
(M +N − 1)
2
(3.6.11)
Thus overall we get
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
≈ (2π) 12
(
MMNN
(M +N)M+N
)s√
M +N
MN
s−
1
2 (3.6.12)
Similarly, we get
Γ[Ms′]Γ[Ns′]
Γ[(M +N)s′]
≈ (2π) 12
(
MMNN
(M +N)M+N
)s′√
M +N
MN
s′−
1
2 (3.6.13)
Using these approximations in (3.6.1), we find
γ˜Bss′ ≈
1
2π
1
(M +N)2
zs+s
′
0
µsµs′√
ss′
1
s+ s′
. (3.6.14)
3.6.2 Continuum Limit for γFkl
We start by taking the continuum limit of γF . From (3.4.33) we have
γ˜Fss′ = −
1
4π2
zs+s
′
0 µsµs′
s
s+ s′
MN
(M +N)2
(
(M +N)M+N
MMNN
)s+s′
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
Γ [Ms′] Γ [Ns′]
Γ [(M +N)s′]
(3.6.15)
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We wish to find the approximation to this expression when
s >>
1
M +N
, s >>
1
M
, s >>
1
N
(3.6.16)
and likewise for s′. We use Stirling’s formula,
Γ[x] ∼
√
2π
x
(x
e
)x
(3.6.17)
for x >> 1. Using this, we get
Γ[Ms] ∼
√
2π
Ms
(
Ms
e
)Ms
. (3.6.18)
For the Gamma function terms of (3.6.15) with variable s, we then have
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
≈
√
M +N
MN
√
2π
s
(
MMNN
(M +N)M+N
)s
(3.6.19)
and likewise for the terms with variable s′.
Inserting these approximations in (3.6.15), we find
γ˜Fss′ ≈ −
1
2π
zs+s
′
0
µsµs′
(M +N)
1
s + s′
√
s
s′
. (3.6.20)
3.7 Discussion
We have considered the effect of the twist operator σ2 when it links together compo-
nent strings of windings M,N into a single component string of length M + N . In
the bosonic sector we have found the final state in the case where the initial state on
the component strings was the vacuum |0〉(1) ⊗ |0〉(2). In the fermion sector we have
found the final state in the case where the initial state on the component strings was
the vacuum |0−R〉(1) ⊗ |0−R〉(2).
While we have discussed this problem in the context of the D1D5 CFT, we note
that this is a problem that could arise in other areas of physics. Each component
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string describes a free field theory on a circle, and the twist interaction joins these
circles. In this process the vacuum state of the initial field theory goes over to a
‘squeezed state’ of the final theory; the coefficients γBss′, γ
F
ss′ describe this squeezed
state.
It is interesting to analyze the structure of the results that we have found. Consider
the expression for γBkl and γ
F
kl given in (3.5.11). This contains a factor
1
Γ[k]
1
Γ[l]
(3.7.1)
which vanishes when either of the integers k, l is zero or negative. From (3.2.1) we
see that this implies that the γBkl and γ
F
kl will multiply only creation operators.
A second observation is that the expression for γBss′ and γ
F
ss′ almost separates into
a product of terms corresponding to s and s′. Only the term 1
s+s′
fails to separate in
this manner. The part corresponding to s contains the beta function Γ[Ms]Γ[Ns]
Γ[(M+N)s]
and
the part for s′ contains the beta function Γ[Ms
′]Γ[Ns′]
Γ[(M+N)s′]
.
We have considered the vacuum state for bosons and fermions and found the
corresponding bogoluibov coefficients characterizing the final state. We should next
consider bosonic and fermionic excitations in the initial state. Then we should apply
the supercharge G− in (2.4.6) to the overall state for bosons and fermions. These steps
were carried out for the case M = N = 1 in [63, 64]; we compute these quantities for
the case of general M,N in the next chapter.
The expressions for γBss′, γ
F
ss′ simplify considerably in the continuum limit. This
limit may be more useful for obtaining the qualitative dynamics of thermalization,
which is expected to be dual to the process of black hole formation. It would therefore
be helpful to have a way of obtaining the continuum limit expressions directly, without
having to obtain the exact expressions first. We hope to return to this issue elsewhere.
In general, it is hoped that by putting together knowledge of the fuzzball con-
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struction (which gives the gravity description of individual black hole microstates)
and dynamical processes in the interacting CFT (which include black hole forma-
tion), we will arrive at a deeper understanding of black hole dynamics.
45
Chapter 4
Effect of the twist operator on
an initial excitation
In this chapter we compute what happens when we apply the full deformation operator
to the state where one of the initial component strings has an oscillator excitation.
We do this in two steps. We must first understand what happens when we just apply
the twist, σ+ without the supercharge. We compute the state where a single twist
is applied to the state where one of the initial component strings has an oscillator
excitation. We then compute the action of the supercharge on this state.
4.1 Introduction
In the case of an initial bosonic or fermionic excitation, exponential ansatz in (3.2.1)
implies [62, 67] that the twist operator converts an initial excitation into a linear
combination of excitations above the state |χ〉, which we write as
σ++2 (w0)α
(i)
AA˙,−m|0−−R 〉(1)|0−−R 〉(2) =
∑
k
f
B(i)
mk αAA˙,−k|χ〉 , i = 1, 2 (4.1.1)
σ++2 (w0)d
(i)±A
−m |0−−R 〉(1)|0−−R 〉(2) =
∑
k
f
F (i)±
mk d
(i)±A
−k |χ〉 , i = 1, 2 .(4.1.2)
We therefore want to compute the functions f
B(i)
mk , f
F (i)±
mk . We note that in our sub-
sequent computations we only compute the holomorphic part. The antiholomorphic
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computation is identical. Let us begin with f
B(i)
mk .
4.2 Computing f
B(i)
mk
In this section we compute the expressions for f
B(i)
mk . We denote this excitation by
α
(1)
AA˙,−m for the component string with winding M and by α
(2)
AA˙,−m for the component
string with winding N . We write
σ2(w0)α
(1)
AA˙,−m|0〉(1) ⊗ |0〉(2) =∑
k≥1
f
B(1)
mk αAA˙,−k e
∑
k′≥1,l′≥1 γ
B
k′l′
(−α++,−k′α−−,−l′+α−+,−k′α+−,−l′)|0〉 (4.2.1)
σ2(w0)α
(2)
AA˙,−m|0〉(1) ⊗ |0〉(2) =∑
k≥1
f
B(2)
mk αAA˙,−k e
∑
k′≥1,l′≥1 γ
B
k′l′
(−α++,−k′α−−,−l′+α−+,−k′α+−,−l′)|0〉 (4.2.2)
In this section we find the functions f
B(i)
mk .
4.3 Method for finding the f
B(i)
mk
Analogously to the computation of γBkl, let us consider the amplitude
A3 = 〈0|α−−,k σ2(w0)α(1)++,−m|0〉(1) ⊗ |0〉(2)
= C(w0)
∑
l≥1
f
B(1)
ml 〈0|α−−,k α++,−l e
∑
k′≥1,l′≥1 γ
B
k′l′
(−α++,−k′α−−,−l′+α−+,−k′α+−,−l′)|0〉
= C(w0)
∑
l≥1
f
B(1)
ml (−k)δkl
= −C(w0) k fB(1)mk . (4.3.1)
In the second step above, we note that there is also a contribution when α−−,k con-
tracts with the terms in the exponential, but this contribution consists of α++,−k′
with k′ > 0. Such oscillators annihilate the vacuum 〈0|, and so this contribution in
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fact vanishes.
Thus we see that
f
B(1)
mk = −
1
k
A3
A1 . (4.3.2)
We have
A3 = 〈0|α−−,kσ2(w0)α(1)++,−m|0〉(1) ⊗ |0〉(2) = D(z0) t〈0|α′−−,kα
′(1)
++,−m|0〉t (4.3.3)
Thus we obtain
f
B(1)
mk = −
1
k
A3
A1 = −
1
k
t〈0|α′−−,kα
′(1)
++,−m|0〉t
t〈0|0〉t . (4.3.4)
4.3.1 Computing f
B(1)
mk
Let us now carry out the details of the computation we outlined above.
The operator α′−−,k is applied at w = ∞, and is thus given in the t plane by a
contour at large t. The operator α
′(1)
++,−m on the other hand is applied at w = −∞ to
the component string with winding M , and is thus given in the t plane by a contour
around t = 0. Thus we get
t〈0|α′−−,kα
′(1)
++,−m|0〉t = t〈0|
( 1
2π
∫
t1=∞
dt1ψtX−−(t1)
(
tM1 (t1 − a)N
) k
M+N
)
×
( 1
2π
∫
t2=0
dt2ψtX++(t2)
(
tM2 (t2 − a)N
)−m
M
)
|0〉t . (4.3.5)
Since t1 is large, we expand as
(
tM1 (t1 − a)N
) k
M+N =
∑
p′≥0
Nk
M+NCp′(−a)p′tk−p′1 (4.3.6)
Thus we find
α′
AA˙,k
=
∑
p′≥0
Nk
M+NCp′(−a)p′ταAA˙,k−p′ . (4.3.7)
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Next, since t2 ≈ 0 we expand as
(
tM2 (t2 − a)N
)−m
M = t−m2 (t2 − a)−
mN
M = t−m2 (−a)−
mN
M (1− t2
a
)−
mN
M
= t−m2 (−a)−
mN
M
∑
p≥0
−mN
M Cp (−a)−ptp2 =
∑
p≥0
−mN
M Cp (−a)−mNM −ptp−m2
(4.3.8)
Thus we find
α
′(1)
AA˙,−m =
∑
p≥0
−mN
M Cp (−a)−mNM −p ταAA˙,p−m (4.3.9)
Since α˜AA˙,p−m|0〉t = 0 for p −m ≥ 0, we get a contribution only from p < m in the
above sum. Thus we have
α
′(1)
AA˙,−m =
m−1∑
p=0
−mN
M Cp (−a)−mNM −p α˜AA˙,p−m (4.3.10)
Using these expansions, we obtain
t〈0|α′−−,kα
′(1)
++,−m|0〉t
=
m−1∑
p=0
∑
p′≥0
−mN
M Cp
Nk
M+NCp′ (−a)−mNM −p+p′ t〈0| τα−−,k−p′ τα++,p−m |0〉t
=
m−1∑
p=0
∑
p′≥0
−mN
M Cp
Nk
M+NCp′ (−a)−mNM −p+p′ (p′ − k)δk−p′+p−m,0 t〈0|0〉t
= (−a)k− (M+N)mM
m−1∑
p=max(m−k,0)
−mN
M Cp
Nk
M+NCk+p−m(p−m) t〈0|0〉t
= −(−1)
mk sin(π Mk
M+N
)
π(M +N)
(−a)k− (M+N)mM
k
M+N
− m
M
Γ[ (M+N)m
M
]
Γ[m]Γ[Nm
M
]
Γ[ Nk
M+N
]Γ[ Mk
M+N
]
Γ[k]
t〈0|0〉t
(4.3.11)
and using (4.3.4), we obtain
f
B(1)
mk =
(−1)m sin(π Mk
M+N
)
π(M +N)
(−a)k− (M+N)mM
k
M+N
− m
M
Γ[ (M+N)m
M
]
Γ[m]Γ[Nm
M
]
Γ[ Nk
M+N
]Γ[ Mk
M+N
]
Γ[k]
. (4.3.12)
49
Note that in the above expression, when we have
k
M +N
=
m
M
, (4.3.13)
both numerator and denominator vanish, since
sin(π
Mk
M +N
) = sin(πm) = 0 . (4.3.14)
Since the above expression for f
B(1)
mk is indeterminate in this situation, we return to
the sum in the third line of (4.3.11), and take parameter values
m =Mc, k = (M +N)c . (4.3.15)
Here c = j
Y
, where j is a positive integer and Y = gcd(M,N). Then we have
t〈0|α′−−,kα
′(1)
++,−m|0〉t = (−a)−
(M+N)m
M
+k
m−1∑
p=max(m−k,0)
−mN
M Cp
Nk
M+NCk+p−m(p−m)
=
m−1∑
p=0
−NcCp NcCNc+p(p−Mc) . (4.3.16)
We note that since Nc is a positive integer,
NcCNc+p = 0, p > 0 (4.3.17)
Thus only the p = 0 term survives in the above sum, and we get
t〈0|α′−−,kα
′(1)
++,−m|0〉t = −Mc (4.3.18)
Thus
f
B(1)
mk =
Mc
k
=
Mc
(M +N)c
=
M
M +N
. (4.3.19)
So for this special case, we write
f
B(1)
mk | k
M+N
=m
M
=
M
M +N
. (4.3.20)
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Using the gamma function identity (3.3.15), one can check that the results (4.3.12),
(4.3.20) agree with the corresponding expression obtained in [64] for the case M =
N = 1.
4.3.2 Expressing f
B(1)
mk in final form
We make the same changes of notation that we did for the γBlk :
(i) We replace a by z0.
(ii) We use fractional modes
q =
m
M
, s =
k
M +N
. (4.3.21)
When expressing our result using q and s in place of m and k, we will write
f
B(1)
mk → f˜B(1)qs (4.3.22)
(iii) We again use the shorthand µs = (1− e2πiMs). In doing this we note that
(−1)m sin(π Mk
M +N
) = (−1)Mq sin(πMs) = i
2
e−iπM(s−q)(1− e2πiMs) . (4.3.23)
With these changes of notation we get, for s 6= q,
f˜B(1)qs =
i
2π
zs−q0
µs
s− q
1
(M +N)
(
(M +N)M+N
MMNN
)(s−q)
Γ[(M +N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
(4.3.24)
and for s = q we have
f˜B(1)qs |q=s =
M
M +N
. (4.3.25)
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4.3.3 Computing f
B(2)
mk
The expression for f
B(2)
mk can be obtained by a similar computation. There are only a
few changes, which we mention here. In place of (4.3.5) we have
t〈0|α′−−,kα
′(2)
++,−m|0〉t = t〈0|
( 1
2π
∫
t1=∞
dt1ψtX−−(t1)
(
tM1 (t1 − a)N
) k
M+N
)
×
( 1
2π
∫
t2=a
dt2ψtX++(t2)
(
tM2 (t2 − a)N
)−m
N
)
|0〉t(4.3.26)
The power m
M
has been replaced by m
N
, and the t2 contour is now around t2 = a
instead of around t2 = 0. We define a shifted coordinate in the t plane
t′ = t− a (4.3.27)
which gives
t〈0|α′−−,kα
′(2)
++,−m|0〉t = t〈0|
( 1
2π
∫
t′1=∞
dt′1ψtX−−(t
′
1)
(
t′1
N
(t′1 + a)
M
) k
M+N
)
×
( 1
2π
∫
t′2=0
dt′2ψtX++(t
′
2)
(
t′2
N
(t′2 + a)
M
)−m
N
)
|0〉t . (4.3.28)
This expression is the same as (4.3.5) with the replacements
M → N N →M a→ −a . (4.3.29)
Thus f
B(2)
mk can be obtained from (4.3.24) with the above replacements. For
k
M+N
6= m
N
this gives:
f
B(2)
mk =
(−1)m sin(π Nk
M+N
)
π(M +N)
ak−
(M+N)m
N
k
M+N
− m
N
Γ[ (M+N)m
N
]
Γ[m]Γ[Mm
N
]
Γ[ Nk
M+N
]Γ[ Mk
M+N
]
Γ[k]
(4.3.30)
and we have the special case
f
B(2)
mk | k
M+N
=m
N
=
N
M +N
. (4.3.31)
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We can again use fractional modes
r =
m
N
, s =
k
M +N
(4.3.32)
When expressing our result using r and s in place of m and k, we will write
f
B(2)
mk → f˜B(2)rs . (4.3.33)
We then have for r 6= s:
f˜B(2)rs = −
i
2π
zs−r0
µs
s− r
1
(M +N)
(
(M +N)M+N
MMNN
)(s−r)
Γ[(M +N)r]
Γ[Mr]Γ[Nr]
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
(4.3.34)
while for r = s:
f˜B(2)rs |r=s =
N
M +N
. (4.3.35)
4.3.4 Summarizing the result for f˜
B(1)
qs , f˜
B(2)
rs
For convenient reference, we record the result for f˜
B(1)
qs , f˜
B(2)
rs for general M,N :
f˜B(1)qs =


M
M+N
q = s
i
2π
zs−q0
µs
s−q
1
(M+N)
(
(M+N)M+N
MMNN
)(s−q)
Γ[(M+N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
q 6= s
(4.3.36)
f˜B(2)rs =


N
M+N
r = s
− i
2π
zs−r0
µs
s−r
1
(M+N)
(
(M+N)M+N
MMNN
)(s−r)
Γ[(M+N)r]
Γ[Mr]Γ[Nr]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
r 6= s
(4.3.37)
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4.3.5 Continuum limit for the f
B(i)
qs
Let us also obtain the continuum limit for the f
B(i)
qs . We have the exact expression
f˜B(1)qs =
i
2π
zs−q0
µs
s− q
1
(M +N)
(
(M +N)M+N
MMNN
)(s−q)
Γ[(M +N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
.
(4.3.38)
We have, from (3.6.12)
Γ[Ms]Γ[Ns]
Γ[(M +N)s]
≈ (2π) 12
(
MMNN
(M +N)M+N
)s√
M +N
MN
s−
1
2 (4.3.39)
Similarly,
Γ[(M +N)q]
Γ[Mq]Γ[Nq]
≈ (2π)− 12
(
MMNN
(M +N)M+N
)−q√
MN
M +N
q
1
2 (4.3.40)
Thus we obtain
f˜B(1)qs ≈
i
2π
1
(M +N)
zs−q0 µs
√
q
s
1
s− q . (4.3.41)
Similarly, for f˜
B(2)
rs we obtain
f˜B(2)rs ≈ −
i
2π
1
(M +N)
zs−r0 µs
√
r
s
1
s− r . (4.3.42)
Next we compute the fermion, fF ’s,
4.4 Fermion fF ’s
We now consider the case where one of the initial component strings has an initial
fermionic oscillator excitation. We thus compute the f functions for a fermion in the
initial state, fF,±. From (4.1.2) we recall the definition
σ++2 (w0)d
(i)±A
−m |0−−R 〉(1)|0−−R 〉(2) =
∑
k
f
F (i)±
mk d
(i)±A
−k |χ〉 , i = 1, 2 . (4.4.1)
In this section we compute f
F (i)±
mk .
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4.4.1 Computing f
F (1)+
mk
Let us start with f
F (1)+
mk . Consider the ratio of amplitudes
A3
A1 =
〈0R,−−| d−−k σ++2 (w0) d(1)++−m |0−−R 〉(1) |0−−R 〉(2)
〈0R,−−|σ++2 (w0) |0−−R 〉(1) |0−−R 〉(2)
. (4.4.2)
From (4.4.1) we observe that
A3 = 〈0R,−−| d−−k σ++2 (w0) d(1)++−m |0−−R 〉(1) |0−−R 〉(2)
=
∑
l≥1
f
F (1)+
ml 〈0R,−−| d−−k d++−l |χ〉
= −CMNfF (1)+mk (4.4.3)
So we have
f
F (1)+
mk = −
A3
A1 = −
t〈0NS| d′−−k d′(1)++−m |0NS〉t
t〈0NS|0NS〉t (4.4.4)
where on the RHS, the t-plane amplitude is after all spectral flows and coordinate
shifts have been carried out for the copy 1 quantities fF (1)±. For this calculation, we
use the t coordinate in which copy 1 is at the origin. When we calculate the copy 2
quantities fF (2)± we will use the tˆ coordinate.
We now compute the empty t plane amplitude
−A3 = −t〈0NS| d′−−k d′(1)++−m |0NS〉t (4.4.5)
using the mode expansions in (3.4.9) and (3.4.10). Let us first expand d′−−k around
t =∞. From (3.4.10) we have
d′−−k =
1
2πi
∮
t=∞
dt ψ−−(t)
[
t
Mk
M+N (t− a) NkM+N
]
. (4.4.6)
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We therefore expand
t
Mk
M+N (t− a) NkM+N = tk (1− at−1) NkM+N =∑
p≥0
Nk
M+NCp(−a)ptk−p . (4.4.7)
For our purposes, the sum is truncated by the requirement that d˜−−
k−p+ 1
2
be an anni-
hilation operator. So in terms of modes natural to the t-plane we find
d′−−k →
k∑
p=0
Nk
M+NCp(−a)pd˜−−k−p+ 1
2
. (4.4.8)
Next, using (3.4.9), we expand
d
′(1)++
−m =
√
M +N
2πi
√
M
∮
t=0
dt ψ(1)++(t)
[
t−m−1
(
t− Ma
M+N
)
(t− a)−NmM −1
]
(4.4.9)
We find
t−m−1
(
t− M
M+N
a
)
(t− a)−NmM −1
= (−a)−NmM −1 (t−m − M
M+N
at−m−1
)∑
p′≥0
−Nm
M
−1Cp′(−a)−p′tp′
= (−a)−NmM −1
[∑
p′≥0
−Nm
M
−1Cp′(−a)−p′tp′−m +
∑
p′≥0
−Nm
M
−1Cp′ MM+N (−a)1−p
′
tp
′−m−1
]
(4.4.10)
This gives
d
′(1)++
−m →
√
M +N√
M
m−1∑
p′=0
−Nm
M
−1Cp′(−a)−NmM −p′−1d˜++p′−m+ 1
2
+
√
M√
M +N
m∑
p′=0
−Nm
M
−1Cp′(−a)−NmM −p′ d˜++p′−m− 1
2
(4.4.11)
where again the upper limits on the sums are determined by the requirement that
the operators on the RHS be creation operators. We now use the mode expansions
to compute
−t〈0NS| d′++k d′(1)−−−m |0NS〉t (4.4.12)
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Since the expansion of d
′(1)++
−m involves two separate terms, each involving a sum, we
will separately calculate the contributions from these terms and add the resulting
expressions to find the above amplitude. The contribution to the amplitude from the
first term in the expansion of d
′(1)++
m in (4.4.11) is
−
k∑
p=0
m−1∑
p′=0
√
M +N√
M
Nk
M+NCp
−Nm
M
−1Cp′(−a)−NmM +(p−p′)−1t〈0NS| d˜−−k−p+ 1
2
d˜++
p′−m+ 1
2
|0NS〉t(4.4.13)
where we have used the modes natural to the t plane given in (3.4.11). Using the
anticommutation relations in (3.4.13) we have the following constraints on the mode
numbers
k − p+ 1
2
= −
(
p′ −m+ 1
2
)
(4.4.14)
This gives
√
M +N√
M
(−a)k−m(M+N)M
m−1∑
p′=max(m−k−1,0)
Nk
M+NCk−m+p′+1
−Nm
M
−1
Cp′ t〈0NS|0NS〉t
(4.4.15)
For the second term we find
−
√
M√
M +N
k∑
p=0
m∑
p′=0
Nk
M+NCp
−Nm
M
−1Cp′(−a)−NmM +(p−p′)t〈0NS| d˜−−k−p+ 1
2
d˜++
p′−m− 1
2
|0NS〉t
(4.4.16)
which upon using the commutation relations becomes
√
M√
M +N
(−a)k−m(M+N)M
m∑
p′=max(m−k,0)
Nk
M+NCk−m+p′−
Nm
M
−1Cp′ t〈0NS|0NS〉t . (4.4.17)
Adding together (4.4.15) and (4.4.17), and using (4.4.4), we find
f
F (1)+
mk =
√
M +N√
M
(−a)k−m(M+N)M
m−1∑
p′=max(m−k−1,0)
Nk
M+NCk−m+p′+1
−Nm
M
−1
Cp′
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+√
M√
M +N
(−a)k−m(M+N)M
m∑
p′=max(m−k,0)
Nk
M+NCk−m+p′−
Nm
M
−1Cp′
(4.4.18)
Evaluating the sums, we obtain
f
F (1)+
mk
=
(−1)m√M sin (π Mk
M+N
)
π (M +N)
3
2
(−a)k−m(M+N)M
k
M+N
− m
M
k
m
Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
Γ
[
(M+N)m
M
]
Γ [m] Γ
[
Nm
M
]
. (4.4.19)
Note that in the above expression, when we have
k
M +N
=
m
M
(4.4.20)
both numerator and denominator vanish, since
sin
(
π Mk
M+N
)
= sin (πm) = 0 . (4.4.21)
Since the above expression for f
F (1)+
mk is indeterminate in this situation, we return to
the sum in (4.4.18), and take parameter values
m = Mc , k = (M +N)c , c =
j
Y
(4.4.22)
where j is a positive integer and Y = gcd(M,N). Since m < k, we have
f
F (1)+
mk =
√
M +N√
M
(−a)k−m(M+N)M
m−1∑
p′=0
Nk
M+NCk−m+p′+1
−Nm
M
−1
Cp′
+
√
M√
M +N
(−a)k−m(M+N)M
m∑
p′=0
Nk
M+NCk−m+p′
−Nm
M
−1Cp′
=
√
M +N√
M
Mc−1∑
p′=0
NcCNc+p′+1
−Nc−1Cp′ +
√
M√
M +N
Mc∑
p′=0
NcCNc+p′
−Nc−1Cp′
=
√
M√
M +N
. (4.4.23)
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4.4.2 Computing f
F (1)−
mk
Next we compute fF (1)−. The method is entirely analogous; this time, we take the
amplitude in the numerator to be
A4 = 〈0R,−−| d++k σ+2 (w0) d′(1)−−−m |0−−R 〉(1) |0−−R 〉(2)
= −CMNfF (1)−mk , (4.4.24)
so we have
f
F (1)−
mk = −
A4
A1 = −
t〈0NS| d′++k d′(1)−−−m |0NS〉t
t〈0NS|0NS〉t (4.4.25)
where again on the RHS the amplitudes are in the empty t plane after all spectral
flows.
Expanding the modes as before, we obtain
f
F (1)−
mk =
1√
M(M +N)
(−a)k− (M+N)mM (4.4.26)
×

(M +N) m−1∑
p′=max(m−k,0)
Nk
M+N
−1Ck−m+p′−
Nm
M Cp′
+M
m−1∑
p′=max(m−k+1,0)
Nk
M+N
−1Ck−m+p′−1−
Nm
M Cp′

 .
Evaluating the sums, we find
f
F (1)−
mk =
(−1)m sin (π Mk
M+N
)
π
√
M (M +N)
(−a)k−m(M+N)M
k
M+N
− m
M
Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
Γ
[
(M+N)m
M
]
Γ [m] Γ
[
Nm
M
] .(4.4.27)
As before, for the special case of
k
M +N
=
m
M
(4.4.28)
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we have an indeterminate expression for f
F (1)−
mk and using (4.4.26) we find
f
F (1)−
mk =
1√
M(M +N)
×
[
(M +N)
Mc−1∑
p′=0
Nc−1CNc+p′−NcCp′ +M
Mc−1∑
p′=0
Nc−1CNc+p′−1−NcCp′
]
=
√
M√
M +N
. (4.4.29)
4.4.3 Computing f
F (2)+
mk and f
F (2)−
mk
For an initial excitation on copy 2, we calculate f
F (2)+
mk . Similar to the calculation of
f
F (1)+
mk , we consider the amplitude
A5 = 〈0R,−−| d−−k σ++2 (w0) d(2)++−m |0−−R 〉(1) |0−−R 〉(2)
=
∑
l≥1
f
F (2)+
ml 〈0R,−−| d−−k d++−l |χ〉
= −CMNfF (2)+mk (4.4.30)
So we have
f
F (2)+
mk = −
A4
A1 = −
t〈0NS| d′−−k d′(2)++−m |0NS〉t
t〈0NS|0NS〉t . (4.4.31)
Let us now compute the empty tˆ plane amplitude
tˆ〈0NS| d′−−k d′(2)++−m |0NS〉tˆ
= tˆ〈0NS|
1
2πi
∮
tˆ=∞
dtˆψ−−(tˆ)
[
(tˆ+ a)
Mk
M+N tˆ
Nk
M+N
]
×
√
M +N√
N
1
2πi
∮
tˆ=0
dtˆψ++(tˆ)
[
(tˆ+ a)−
Mm
N
−1
(
tˆ +
Na
M +N
)
tˆ−m−1
]
|0NS〉tˆ
(4.4.32)
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Looking at (4.4.32), (4.4.6) and (4.4.9), we notice that if we make following inter-
changes
M ↔ N, a↔ −a (4.4.33)
then
f
F (2)+
mk ↔ fF (1)+mk (4.4.34)
Therefore we can use the results obtained for the expression f
F (1)+
mk and make the
interchanges given in (4.4.33) to obtain the expression for f
F (2)+
mk . The same applies
for
f
F (2)−
mk ↔ fF (1)−mk . (4.4.35)
Then from (4.4.19), (4.4.33) we find that for the case k
M+N
6= m
N
we have
f
F (2)+
mk
=
(−1)m√N sin (π Nk
M+N
)
π (M +N)
3
2
ak−
m(M+N)
N
k
M+N
− m
N
k
m
Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
Γ
[
(M+N)m
N
]
Γ [m] Γ
[
Mm
N
](4.4.36)
f
F (2)−
mk
=
(−1)m sin (π Nk
M+N
)
π
√
N (M +N)
ak−
m(M+N)
N
k
M+N
− m
N
Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
Γ
[
(M+N)m
N
]
Γ [m] Γ
[
Mm
N
] (4.4.37)
and for the case of k
M+N
= m
N
we have
f
F (2)+
mk = f
F (2)−
mk =
√
N√
M +N
. (4.4.38)
4.4.4 Expressing f
F (i)±
mk in final form
To express f
F (i)±
mk in final form, we now make analogous changes of notation as done
for γFkl.
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(i) Using (3.2.16), we replace the parameter a by z0 = e
w0 .
(ii) For component string (1) we use fractional modes
q =
m
M
, s =
k
M +N
(4.4.39)
and for component string (2) we use fractional modes
r =
m
N
, s =
k
M +N
. (4.4.40)
When expressing our result for component string (1) using indices q and s, we
write
f
F (1)±
mk → f˜F (1)±qs (4.4.41)
and for component string (2) using indices r and s, we write
f
F (2)±
mk → f˜F (2)±rs . (4.4.42)
(iii) We use the shorthand µs = (1− e2πiMs). In doing this we note that
sin (πMs) =
i
2
e−iπMsµs . (4.4.43)
With these changes in notation, for component string (1) with s 6= q we have
f˜F (1)+qs
=
i
2π
zs−q0
µs√
M(M +N)
1
s− q
s
q
(
(M +N)M+N
MMNN
)s−q
Γ [(M +N)q]
Γ [Mq] Γ [Nq]
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
f˜F (1)−qs
=
i
2π
zs−q0
µs√
M(M +N)
1
s− q
(
(M +N)M+N
MMNN
)s−q
Γ [(M +N)q]
Γ [Mq] Γ [Nq]
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
(4.4.44)
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For component string (2) with s 6= r we obtain
f˜F (2)+rs
= − i
2π
zs−r0
µs√
N(M +N)
1
s− r
s
r
(
(M +N)M+N
MMNN
)s−r
Γ [(M +N)r]
Γ [Mr] Γ [Nr]
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
f˜F (2)−rs
= − i
2π
zs−r0
µs√
N(M +N)
1
s− r
(
(M +N)M+N
MMNN
)s−r
Γ [(M +N)r]
Γ [Mr] Γ [Nr]
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
(4.4.45)
For M = N = 1, given the normalizations chosen, the quantities 1√
2
fF (i)+ should
agree with the fF (i)+ computed in [64]. One can check that this is indeed the case.
Let us also obtain the continuum limit for fF (i)±. We need only consider the cases
where s 6= q for fF (1)±qs and s 6= r for fF (2)±qs because for the cases s = q and s = r the
continuum limit expression is identical to the exact expression.
For fF (1)+, from (4.4.44) we have the exact expression
f˜F (1)+qs =
i
2π
zs−q0
µs√
M(M +N)
1
s− q
s
q
(
(M +N)M+N
MMNN
)s−q
Γ [Ms] Γ [Ns]
Γ [(M +N)s]
Γ [(M +N)q]
Γ [Mq] Γ [Nq]
(4.4.46)
thus we obtain
f˜F (1)+qs ≈
i
2π
zs−q0
µs√
M(M +N)
1
s− q
√
s
q
. (4.4.47)
Similarly, we obtain
f˜F (1)−qs ≈
i
2π
zs−q0
µs√
M(M +N)
1
s− q
√
q
s
(4.4.48)
and the component string (2) quantities can be found in the same way.
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4.5 Applying the Supercharge
Thus far we’ve only computed the action of the bare twist. We need to compute
the action of the supercharge operator given in [63]. We now apply the supercharge
to obtain the full effect of the deformation operator on the state |0−−R 〉(1)|0−−R 〉(2).
For ease of notation, we introduce notation for the holomorphic and antiholomorphic
parts of the state |χ〉,
|χ〉 = |χ〉 |χ¯〉, (4.5.1)
where we divide the prefactor CMN equally between the holomorphic and antiholo-
morphic parts, i.e.
|χ〉 =
√
CMN
[
exp
( ∑
m≥1,n≥1
γBmn [−α++,−mα−−,−n + α+−,−mα−+,−n]
)
× exp
( ∑
m≥0,n≥1
γFmn
[
d++−md
−−
−n − d+−−md−+−n
])] |0−R〉. (4.5.2)
Similarly, we write the final state obtained by acting with holomorphic and antiholo-
morphic supercharges as
|Ψ〉 = |ψ〉 |ψ¯〉 (4.5.3)
where
|ψ〉 = G−
A˙,0
|χ〉 (4.5.4)
and similarly for the antiholomorphic part. We now compute the state |ψ〉.
From (2.4.7) we have
G−
A˙,0
=
1
2πi
w=τ0+ǫ+2πi(M+N)∫
w=τ0+ǫ
G−
A˙
(w) dw =
i√
M +N
∞∑
n=−∞
d−An αAA˙,−n .(4.5.5)
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We wish to write (4.5.4) with only negative index modes acting on |0−R〉. We thus
write
G−
A˙,0
=
i√
M +N
( ∞∑
l>0
d−A−l αAA˙,l +
∞∑
l>0
d−Al αAA˙,−l + d
−A
0 αAA˙,0
)
(4.5.6)
We note e.g. from (3.5.9) that γBkl is symmetric, so we have
i√
M +N
∞∑
l≥1
d−A−l αAA˙,l |χ〉 =
i√
M +N
∑
l≥1
∑
l≥1
lγBkld
−A
−l αAA˙,−k |χ〉
i√
M +N
∞∑
k≥1
d−Ak αAA˙,−k |χ〉 = −
i√
M +N
∑
k≥1
∑
l≥1
γFkld
−A
−l αAA˙,−k |χ〉
i√
M +N
d−A0 αAA˙0 |χ〉 = 0 (4.5.7)
where we have used the commutation relations in (3.4.3). Thus
G−
A˙,0
|χ〉 = i√
M +N
∑
k≥1,l≥1
(
lγBkl − γFkl
)
d−A−l αAA˙,−k |χ〉 . (4.5.8)
We observe that the l and k sums factorize and we obtain
|ψ〉 = G−
A˙,0
|χ〉 = − i
π2
MN
(M +N)
5
2
(∑
l≥1
al sin
[
Nπl
M+N
] Γ [ Ml
M+N
]
Γ
[
Nl
M+N
]
Γ [l]
d−A−l
)
×
(∑
k≥1
ak sin
[
Nπk
M+N
] Γ [ Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
αAA˙,−k
)
|χ〉 .
(4.5.9)
One can check4 that in the case of M = N = 1 this expression agrees with that
computed in [63].
Analogous expressions hold for
|ψ¯〉 = G¯−
B˙,0
|χ¯〉 , (4.5.10)
4In order to verify this, note that due to different choices in normalization of the modes of the
fermions, one should replace d−A → 1√
2
d−A; in addition, there is an overall minus sign due to the
different directionality of the contour for G−
A˙,0
.
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and the complete final state is given by
|Ψ〉 = |ψ〉 |ψ¯〉 . (4.5.11)
4.5.1 Applying the supercharge for an initial bosonic excita-
tion
We now compute the state produced when the deformation operator acts on an initial
bosonic excitation. In the same way done for an initial fermionic excitation, we
introduce the notation
|ΨB(i)〉 = OˆA˙(w0)α(i)BB˙,−m |0−−R 〉
(1) |0−−R 〉(2) = |ψB(i)〉 |ψ¯B(i)〉 . (4.5.12)
|ψB(1)〉
We first compute the state |ψB(1)〉. We have
|ψB(1)〉 =
(
G−
A˙,0
σ+2 (w0)α
(1)
BB˙,−m − σ+2 G
(1)−
A˙,0
α
(1)
BB˙,−m
)
|0−R〉(1) |0−R〉(2) (4.5.13)
The first term becomes
G−
A˙,0
∑
k≥1
f
B(1)
mk αBB˙,−k |χ〉 = iǫABǫA˙B˙
∑
k≥1
(
k f
B(1)
mk√
M +N
)
d−A−k |χ〉+
∑
k≥1
f
B(1)
mk αBB˙,−k |ψ〉
For the second term, we find
σ+2 G
(1)−
A˙,0
α
(1)
BB˙,−m |0−R〉
(1) |0−R〉(2) = iǫABǫA˙B˙
m√
M
σ+2 d
(1)−A
−m |0−R〉(1) |0−R〉(2)
= iǫABǫA˙B˙
∑
k≥1
(
mf
F (1)−
mk√
M
)
d−A−k |χ〉 (4.5.14)
Combining both terms, we obtain
|ψB(1)〉 = iǫABǫA˙B˙
∑
k≥1
(
k f
B(1)
mk√
M +N
− mf
F (1)−
mk√
M
)
d−A−k |χ〉+
∑
k≥1
f
B(1)
mk αBB˙,−k |ψ〉
(4.5.15)
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where we note that5
k f
B(1)
mk√
M +N
− mf
F (1)−
mk√
M
=
(−1)m sin (π Mk
M+N
)
π
√
M +N
(−a)k−m(M+N)M Γ
[
Mk
M+N
]
Γ
[
Nk
M+N
]
Γ [k]
×
Γ
[
(M+N)m
M
]
Γ [m] Γ
[
Nm
M
] .
(4.5.16)
|ψB(1)〉
To find |ψB(2)〉 one simply modifies (4.5.15) by M ↔ N , a→ −a, and (1)→ (2).
4.5.2 Summary of Results
For convenient reference, here we record the results for CMN and f
B(i), fF (i)±. For
completeness we include also the bogoliubov coefficents γB, γF which computed in
the previous chapter.
γ˜Bss′ =
zs+s
′
0
4π2
µsµs′
1
s+ s′
MN
(M +N)3
(
(M +N)M+N
MMNN
)s+s′
× Γ[Ms]Γ[Ns]
Γ[(M +N)s]
Γ[Ms′]Γ[Ns′]
Γ[(M +N)s′]
γ˜Fss′ = −
zs+s
′
0
4π2
µsµs′
s
s+ s′
MN
(M +N)2
(
(M +N)M+N
MMNN
)s+s′
×Γ [Ms] Γ [Ns]
Γ [(M +N)s]
Γ [Ms′] Γ [Ns′]
Γ [(M +N)s′]
CMN =
M +N
2MN
(4.5.17)
f˜B(1)qs =


M
M+N
q = s
i
2π
zs−q0
µs
s−q
1
(M+N)
(
(M+N)M+N
MMNN
)(s−q)
Γ[(M+N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
q 6= s
5To compare to [64] in the limit of M = N = 1, one should take into account the different
conventions on fermion modes. Note also that there is a typo in the last term of equation (7.5)
of [64]; this term should resemble the last term in 4.5.15 above.
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f˜B(2)rs =


N
M+N
r = s
− i
2π
zs−r0
µs
s−r
1
(M+N)
(
(M+N)M+N
MMNN
)(s−r)
Γ[(M+N)r]
Γ[Mr]Γ[Nr]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
r 6= s
(4.5.18)
f˜F (1)+qs =


√
M√
M+N
q = s
i
2π
zs−q0
µs√
M(M+N)
1
s−q
s
q
(
(M+N)M+N
MMNN
)s−q
Γ[(M+N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
q 6= s
f˜F (1)−qs =


√
M√
M+N
q = s
i
2π
zs−q0
µs√
M(M+N)
1
s−q
(
(M+N)M+N
MMNN
)s−q
Γ[(M+N)q]
Γ[Mq]Γ[Nq]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
q 6= s
(4.5.19)
f˜F (2)+rs =


√
N√
M+N
r = s
− i
2π
zs−r0
µs√
N(M+N)
1
s−r
s
r
(
(M+N)M+N
MMNN
)s−r
Γ[(M+N)r]
Γ[Mr]Γ[Nr]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
r 6= s
f˜F (2)−rs =


√
N√
M+N
r = s
− i
2π
zs−r0
µs√
N(M+N)
1
s−r
(
(M+N)M+N
MMNN
)s−r
Γ[(M+N)r]
Γ[Mr]Γ[Nr]
Γ[Ms]Γ[Ns]
Γ[(M+N)s]
r 6= s
(4.5.20)
4.6 Discussion
In this chapter we have studied the effect of the deformation operator when it joins
together two component strings of length M,N with an initial bosonic and fermionic
excitation. We obtain obtain a single component string of winding M + N with a
linear combination of excitations built on the single twist |χ〉.
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Our results extend those from chapter 3, where we only computed expressions
obtained from twisting the vacuum. In addition to these computations, we have also
computed the overall prefactor on the final state. The calculation of this prefactor
is quite nontrivial, but the answer is compact: CMN = (M + N)/(2MN). If one
considers the special case M = N , this becomes CMM = 1/M , which agrees with the
fact that the twist operator σ++2 responsible for this coefficient has weight (1/2, 1/2).
We note an interesting structure for both fB(i) and fF (i)±. We see that they both
vanish unless there is a creation operator in the initial state, and a creation operator
in the final state.
In addition, both fB(i) and fF (i) share the property of ‘almost factorization’ ob-
served for the quantities γB, γF in chapter 2. For f
B(1)
qs and f
F (1)
qs , the only part which
does not factorize in this way is the factor 1
s−q .
For applications to black hole physics, one is interested in the limit of large N1N5.
In this limit, component strings typically have parametrically large winding; this is
the main physical reason for studying the general M , N problem. Thus, as well as
obtaining our exact results, we have extracted the behaviour of our results in the
continuum limit just as we did for the γ’s in chapter 3. Again, the mode numbers
are large compared to the spacing of modes on the component string. We found
significant simplification to the various quantities, similar to that observed for γ’s.
The results in this chapter further our understanding of the effect of the defor-
mation operator in the D1D5 CFT. This work is based on the papers [66,68]. In the
next chapter we analyze the two twist case.
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Chapter 5
Effect of two twist operators
on the vacuum state
Everything that we have done thus far has been for a single deformation operator. In
the case of the single twist operator we are going from two singly wound strings to a
doubly wound string. The size and number of component strings change. This makes
any thermalization effects hard to identify because the box size is changing. It’s
hard to distinguish a thermalization effect from casimir energy effects. This causes
us to consider two deformation operators. We separate this computation into three
chapters. In this chapter we’ll compute the Bogoliubov coefficients, γF , γB which
characterize the twisted vacuum. In the next chapter we’ll compute the action of
the twist on a initial excitation, giving us the transition ampitudes fB,F . In the
following chapter we’ll compute the action of the supercharges. Due to the increased
technicality and length of the computations at second order we devote an entire
chapter to each. Let us begin
5.1 Outline of the calculations
As we’ve stated before, the deformation operator is composed of a supercharge contour
acting on a twist operator. The action of the supercharge contour can be split off
from the main computation, which involves the effects of the twist operators. In this
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chapter we will focus of the effect of the twist operators alone.
Since we are looking at deformations to second order, we will have two twist-2
operators acting on our initial state. If n copies of the CFT are twisted together, we
say that we have an n-times wound ‘component string’. We will start with the simplest
case of two singly wound component strings. The twist from the first deformation
operator will change this to a single component string with winding 2, while the
second twist will take this new component string back to two component strings of
winding 1 each. Thus we are looking at a ‘1-loop’ process in the interacting CFT. We
believe that such second order effects will lead to the thermalization that we seek.
Each of the initial component strings are taken to be in the negative Ramond
vacuum state |0−R〉. The final state after the application of two twists will be denoted
by |χ(w1, w2)〉. Thus:
|χ(w1, w2)〉 ≡ σ+2 (w2)σ+2 (w1)|0−R〉(1)|0−R〉(2). (5.1.1)
Here w is a coordinate on the cylinder, with
w = τ + iσ, (5.1.2)
where σ is an angular coordinate for the compact spacial dimension and τ is a Eu-
clideanized time coordinate and w1, w2 correspond to the location of the first and
second twist on the cylinder In (5.1.1), we assume that τ2 > τ1.
In the region τ1 < τ < τ2, the two component strings are joined together to form
a doubly wound componet string. The bosonic fields are now periodic only after an
interval ∆σ = 4π. The fermionic fields, a priori, can be periodic or antiperiodic after
∆σ = 4π. Outside the above interval of τ we have two singly wound component
strings. We will now map this configuration to a double cover of the cylinder. To
do this, we first map the cylinder into the complex plain with coordinate z and then
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map the complex plane to a double cover of itself.
w1
w2
|0−
R
〉(1)|0−
R
〉(2)
|χ(w1)〉
|χ(w1, w2)〉
1
2
1
2
Figure 5.1: The cylinder with twist insertions at w1 and w2. Below the first twist we have
the negative Ramond vacuum on each component string. Above both twists we have the
state |χ(w1, w2)〉, which we will compute. In the intermediate regions we have a single
doubly-wound component string in the state |χ(w1, w2)〉. This state was computed in [62]
and is not used here.
Around any point z on the plane, a fermionic field can have either periodic or
antiperiodic boundary conditions. If we insert only local operators at z, then the
fermion will be periodic (i.e. it will have NS boundary conditions). If we wish to
have instead the anti-periodic boundary condition (i.e., the R boundary condition)
then we must insert a spin field S± at the point z. The spin field carries a charge
j = ±1
2
and has dimension h = 1
4
.
The initial state (the ‘in’ state) now has two singly wound component strings,
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each in the R sector. This brings in two spin fields, one from each component string.
We write
|0−R〉(1)|0−R〉(2) = S(1)−(τ = −∞)S(2)−(τ = −∞)|0NS〉(1)|0NS〉(2). (5.1.3)
In addition, the twist operator σ+2 contains a spin field:
σ+2 (w) = S
+(w)σ2(w). (5.1.4)
We will compute an amplitude by taking the inner product of the state we generate
after the twists with some state of our choosing. This state with which we ‘cap’ the
cylinder may then bring additional spin fields of its own.
Each of the above mentioned spin fields will have some position in our double
cover. We can remove a spin field by performing a spectral flow around that point,
since a spectral flow can map an R sector state to an NS sector state. We will thus
perform a series of spectral flows at various points in the double cover in order to
remove these spin field insertions. Once all the spin fields have been removed, the
locations where they were inserted will have just the local NS vacuum inserted there,
and we can close the corresponding puncture at that location with no insertions. Any
contour can then be smoothly deformed through such a location. It is through these
smooth deformations that we will be able to map in states to out states and determine
the nature of |χ(w1, w2)〉
We now divide the remainder of this section into four parts. In the first part, we
outline the coordinate changes used to map the cylinder into a double cover of the
complex plane and identify the images of all critical points. In the second part, we
introduce the mode operators on the cylinder. In the third part, we present the general
form of the state |χ(w1, w2)〉 in terms of these mode operators. This general form
motivates capping with certain types of states, which allows us to derive expressions
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for the parameters of our ansatz. Finally, we determine the spectral flows needed for
each type of capping state based on the images of the spin fields of those states.
5.1.1 Coordinate maps
The effects of our coordinate maps are illustrated in Figure 5.2. First we map the
cylinder to the complex plane through the map:
z = ew ≡ eτ+iσ. (5.1.5)
Here the in states at τ = −∞ map to the origin of the complex plane, while the
out states at τ = +∞ map to z = ∞. Our fields are still double-valued near these
points, as there are two component strings in both the in and out states. The timelike
direction τ becomes the radial direction, while the spacelike σ becomes the phase of
the z plane. Because τ2 > τ1, we have:
|z2| = eτ2 > |z1| = eτ1 . (5.1.6)
z
z = 0
z1
z2
|0−
R
〉(1)|0−
R
〉(2)
|χ(w1, w2)〉
(a)
t
t = 0
−a
−b
√
ab (w2)
−
√
ab (w1)
Copy 2, Final
Copy 1, Final
Copy 1, Initial
Copy 2, Initial
(b)
Figure 5.2: The z plane (a) and t plane (b) with all the relevant image points labeled. The
intermediate state |χ(w1)〉 is not depicted. In the z plane the τ coordinate maps to the
radial coordinate, while the σ coordinate maps to the phase. In the t plane there are no
simple directions corresponding to τ and σ.
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Now we map the z plane into a double cover of itself. We need to ensure that this
map will separate out the two distinct copies of our fields for the in and out states.
Thus we require that z = 0 and z =∞ both have two distinct image points. It is also
useful to ensure that near these points we have leading order relations of the form
z ∼ t±1. Such a map can in general be written as:
z =
(t+ a)(t+ b)
t
. (5.1.7)
Here, the point z = ∞ maps to both t = ∞ and t = 0. Near t = ∞ we have the
leading order behavior z ∼ t, while near t = 0 we have the behavior z ∼ t−1. The
point z = 0 also has two images, at t = −a and t = −b. This allows us to split
up the images of the two copies for our in and out states, thus leaving us with only
single-valued fields in the t plane.
At this point, we have some choice of which component strings map to which
regions in the t plane. The in state has images at t = −a and t = −b, but the physics
is independent of which component string we call copy 1 and which we call copy 2.
Indeed, the map (5.1.7) is symmetric under the interchange a↔ b. Similarly, we may
choose which component string of the out state maps to t =∞ and which component
string maps to t = 0. Here we present the conventions used in this chapter:
Copy 1 In State → t = −a
Copy 2 In State → t = −b
Copy 1 Out State → t =∞
Copy 2 Out State → t = 0. (5.1.8)
We also need to know the images of the twist insertions at w1 and w2. These
insertions create bifurcation points in the double cover, so we find the images by
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solving for these bifurcation points.
dz
dt
= 1− ab
t2
= 0. (5.1.9)
This relation has two solutions, corresponding to our two twist insertions.
t1 = −
√
ab
t2 =
√
ab. (5.1.10)
This in turn gives us a relationship between the double cover map parameters a, b
and our twist insertion points w1, w2:
z1 = a+ b− 2
√
ab = ew1
z2 = a+ b+ 2
√
ab = ew2 , (5.1.11)
where we choose the branch of
√
ab so as to maintain |z2| > |z1|. As expected, this
relationship is unaffected by the interchange of a and b.
5.1.2 Modes on the cylinder
In order to determine the final state |χ(w1, w2)〉 we first introduce the bosonic and
fermionic modes that live on the cylinder in the region τ > τ2. For the bosons, we
have:
α
(i)f
AA˙,n
=
1
2π
2π∫
σ=0
X
(i)
AA˙
(w)enw dw, (5.1.12)
where f stands for final modes, indicating that we are working in the region above
both twists. The commutation relations are
[α
(i)f
AA˙,n
, α
(j)f
BB˙,m
] = −nǫABǫA˙B˙ δijδn+m,0 . (5.1.13)
For fermions, we can have two different types of modes depending on which sector
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we are in, NS or R. In the NS sector, the modes are indexed by half-integers r:
d(i)f,αAr =
1
2πi
2π∫
σ=0
ψ(i)αA(w)erw dw, (5.1.14)
with anticommutation relations
{
d(i)f,αAr , d
(j)f,B
s
}
= −ǫαǫABδ(i)(j)δr+s,0 . (5.1.15)
Similarly, the modes in the Ramond sector are:
d(i)f,αAn =
1
2πi
2π∫
σ=0
ψ(i)αA(w)enw dw, (5.1.16)
with integer n. These modes have anticommutation relations
{
d(i)f,αAn , d
(j)f,B
m
}
= −ǫαǫABδ(i)(j)δn+m,0 . (5.1.17)
In the Ramond sector there are fermion zero modes. While bosonic zero modes
annihilate all vacua, the fermionic zero modes do not always annihilate the vaccum.
Instead, one finds:
d
(i)f,+A
0 |0+R〉(i) = d(i)f,−A0 |0−R〉(i) = 0 (5.1.18)
d
(i)f,+A
0 |0−R〉(i) 6= 0, d(i)f,−A0 |0+R〉(i) 6= 0, (5.1.19)
where the copy index (i) is not summed over. For more details about the behavior of
these zero modes, see Appendix E.
One can of course construct modes which live before the two twist insertions, as
well as modes which live between the two twists. Since we begin with the vacuum
state as our in state before the twists and we do not need the state between the two
twists in an explicit way, we will not write the modes in these regions. We do however
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require modes natural to the NS vacuum in the t plane. These are
α˜AA˙,n =
1
2π
∮
t=0
∂tXAA˙(t)t
n dt (5.1.20)
d˜αAr =
1
2πi
∮
t=0
ψαA(t)tr−
1
2 dt, (5.1.21)
with commutation relations
[
α˜AA˙,m, α˜AA˙,n
]
= −ǫABǫA˙B˙mδn+m,0 (5.1.22){
d˜αAm , d˜
αA
n
}
= −ǫαǫABδn+m,0 . (5.1.23)
As a final remark, there is a subtle concern that needs to be addressed when we
wish to map the cylinder modes into the t plane. Since we have chosen the final copy
1 to map to large t, copy 1 modes must always come to the left of copy 2 modes in
the t plane. As such, when we apply annihilation modes to probe the deformed state
we will always choose to place all copy 1 modes to the left of all copy 2 modes. This
has no effect on the bosonic calculation because bosonic annihilators commute, but
it is important to account for this convention when working with fermions.
5.1.3 The general form
Looking at the SU(2) charges of the twist operators and the initial vacuum state, it is
clear that |χ(w1, w2)〉 is overall neutral. One may also expect the final state to contain
only pairs of excitations in the form of an exponential similar to the one-twist result
of [62]. However, this naive analysis seems to indicate that part of |χ(w1, w2)〉 could
live in the NS sector, as the vacuum |0NS〉(1)|0NS〉(2) is neutral. We will perform the
computations for both R and NS sectors in the final state, but argue at the end that
only the R sector amplitudes are relevant for the physical system under study.
In [62] it was noted that the state produced after the twist had an exponential
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form, and a general argument was given for why this must be the case for the bosons
of the theory. This proof extends trivially to the use of arbitrarily many twists. In
Appendix F we present a similar proof for the fermionic contribution, which again
extends to arbitrarily many twists and also applies to both the NS and Ramond sec-
tors. Keeping both sectors in the final state for the moment, we note that |χ(w1, w2)〉
can be written as:
|χ(w1, w2)〉 = CNS(w1, w2)exp

∑
(i),(j)
∑
k,l>0
γ
B(i)(j)
kl
(
−α(i)f++,−kα(j)f−−,−l + α(i)f+−,−kα(j)f−+,−l
)
× exp

∑
(i),(j)
∑
r,s>0
γ
F (i)(j)
NS,rs
(
d
(i)f,++
−r d
(j)f,−−
−s − d(i)f,+−−r d(j)f,−+−s
) |0NS〉(1)|0NS〉(2)
+ CR+−(w1, w2)exp

∑
(i),(j)
∑
k,l>0
γ
B(i)(j)
kl
(
−α(i)f++,−kα(j)f−−,−l + α(i)f+−,−kα(j)f−+,−l
)
× exp

∑
(i),(j)
∑
k,l≥0
γ
F (i)(j)
R+−,kl
(
d
(i)f,++
−k d
(j)f,−−
−l − d(i)f,+−−k d(j)f,−+−l
) |0+R〉(1)|0−R〉(2),
(5.1.24)
where the sums over the mode indices for the fermions in the Ramond sector include
zero modes only when those modes do not annihilate the vacuum |0+R〉(1)|0−R〉(2). Note
that the various γ coefficients also depend on the twist insertion points w1 and w2.
From here it is fairly straightforward to apply particular capping states with only
a single pair of modes so as to pick out each specific γ coefficient from |χ(w1, w2)〉.
Taking a ratio of amplitudes, we can isolate these coefficients in a manner that is
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independent of other factors, such as the overall coefficients C. We thus find:
γB(i)(1)mn = −
1
mn
(1)〈0NS|(2)〈0NS|α(1)f++,nα(i)f−−,m|χ(w1, w2)〉
(1)〈0NS|(2)〈0NS|χ(w1, w2)〉 (5.1.25)
γB(i)(2)mn = −
1
mn
(1)〈0NS|(2)〈0NS|α(i)f−−,mα(2)f++,n|χ(w1, w2)〉
(1)〈0NS|(2)〈0NS|χ(w1, w2)〉 (5.1.26)
γ
F (i)(1)
NS,rs =
(1)〈0NS|(2)〈0NS|d(1)f,++r d(i)f,−−s |χ(w1, w2)〉
(1)〈0NS|(2)〈0NS|χ(w1, w2)〉 (5.1.27)
γ
F (i)(2)
NS,rs = −
(1)〈0NS|(2)〈0NS|d(i)f,−−s d(2)f,++r |χ(w1, w2)〉
(1)〈0NS|(2)〈0NS|χ(w1, w2)〉 (5.1.28)
γ
F (i)(1)
R+−,mn =
(1)〈0R,+|(2)〈0R,−|d(1)f,++n d(i)f,−−m |χ(w1, w2)〉
(1)〈0R,+|(2)〈0R,−|χ(w1, w2)〉 (5.1.29)
γ
F (i)(2)
R+−,mn = −
(1)〈0R,+|(2)〈0R,−|d(i)f,−−m d(2)f,++n |χ(w1, w2)〉
(1)〈0R,+|(2)〈0R,−|χ(w1, w2)〉 , (5.1.30)
where the minus signs in the fourth and sixth lines come from the fact that the fermion
annihilators anticommute. Note that the bosonic coefficients do not depend on the
vacuum the state is built upon. This is because the bosonic modes are unaffected by
spectral flow, so they behave identically in both sectors. Indeed, one can calculate
these same bosonic coefficients by capping with a Ramond state instead.
From these expressions, we must perform the series of coordinate maps outlined
in Section 5.1.1. This procedure removes all of the multivalued regions, though the
Ramond vacua and twist insertions still introduce spin fields. We deal with these spin
fields in the next subsection.
5.1.4 Spectral flows
We have two sectors we wish to cap with, the NS sector and the R sector. The
behavior of the bosonic modes is independent of the sector they act on, and as such
we do not have to worry about which spectral flows we perform when it comes to the
bosonic coefficients. Thus we only need to apply the coordinate maps to the right
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side of (5.1.25) and (5.1.26). Doing so yields:
γB(i)(1)mn = −
1
mn
t〈0NS|α′(1)f++,nα′(i)f−−,m|0NS〉t
t〈0NS|0NS〉 (5.1.31)
γB(i)(2)mn = −
1
mn
t〈0NS|α′(i)f−−,mα′(2)f++,n|0NS〉t
t〈0NS|0NS〉 , (5.1.32)
where the primes denote that the modes have been altered by the coordinate shifts.
For the fermionic coefficients, it is important to specify which sector we are build-
ing upon because the Ramond sector brings in additional spin fields. Both cases are
illustrated in Figure 5.3.
t
t = 0
S
−(−a)
S
−(−b)
S
+
(√
ab
)
S
+
(
−
√
ab
)
(a)
t
S
−(−a)
S
−(−b)
S
+
(√
ab
)
S
+
(
−
√
ab
)
S
−(∞)
S
+(0)
(b)
Figure 5.3: Here we illustrate the insertions of all the spin fields in the t plane when capping
with the NS (a) and Ramond (b) sectors.
When building upon the NS sector, the t-plane contains the following spin fields:
S−(−a) from |0−R〉(1)
S−(−b) from |0−R〉(2)
S+(−
√
ab) from σ+2 (w1)
S+(
√
ab) from σ+2 (w2). (5.1.33)
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To remove these spin fields we must perform spectral flows at each of these points.
We spectral flow by α = +1 at the locations of the S− spin fields, and by α = −1
at the locations of the S+ spin fields. Since this combination contains two spectral
flows in each direction all at finite points, there is no net effect at infinity. This is
important as we do not have any insertions at infinity. After these spectral flows we
can close all punctures in the t plane, allowing us to smoothly deform the contours
of the fermion modes. Recalling (5.1.27) and (5.1.28), we find:
γ
F (i)(1)
NS,rs =
t〈0NS|d′(1)f,++s d′(i)f,−−r |0NS〉t
t〈0NS|0NS〉 (5.1.34)
γ
F (i)(2)
NS,rs = − t
〈0NS|d′(i)f,−−r d′(2)f,++s |0NS〉t
t〈0NS|0NS〉 , (5.1.35)
where here the primes denote that the modes have been altered by both the coordinate
shifts and the four spectral flows given in (5.1.33).
When building upon the Ramond sector, we also have spin fields from the capping
state (1)〈0R,+|(2)〈0R,−|. Recall that for out states, copy 1 maps to t =∞ while copy 2
maps to the origin. Also note that the lower-index charge indicated in the bra denotes
that it is the conjugate of the ket of that charge, and thus has the opposite charge.
We now see that in addition to the spin fields encountered when building upon the
NS vacuum, we also have:
S−(∞) from (1)〈0R,+|
S+(0) from (2)〈0R,−|. (5.1.36)
Both of these spin fields can be removed with a single spectral flow by α = −1 units
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at the origin of the t plane. Recalling (5.1.29) and (5.1.30), we find:
γ
F (i)(1)
R+−,mn =
t〈0NS|dˆ(1)f,++n dˆ(i)f,−−m |0NS〉t
t〈0NS|0NS〉 (5.1.37)
γ
F (i)(2)
R+−,mn = − t
〈0NS|dˆ(i)f,−−m dˆ(2)f,++n |0NS〉t
t〈0NS|0NS〉 , (5.1.38)
where the hats indicate that we have performed all of the coordinate maps and spectral
flows required by (5.1.33) along with an additional spectral flow by α = −1 units at
the origin of the t plane.
We now have useful expressions for the various γ coefficients. By applying the
required coordinate shifts and spectral flows to the bosonic and fermionic modes and
expanding the results in terms of modes natural to the t plane, we can use the known
commutation relations to evaluate equations (5.1.31) through (5.1.38). We perform
these calculations in the following sections.
5.2 Computation of γ
B(i)(j)
mn
Here we compute the bosonic γ coefficients using the relations (5.1.31) and (5.1.32).
To use these expressions, we first need to compute the α′ modes in the t plane. Since
the bosonic modes are unaffected by spectral flow, we need only apply the coordinate
maps to the original modes on the cylinder. We thus organize this section into three
parts. In the first part, we will apply the coordinate maps outlined in Section 5.1.1
to determine the expressions for the α′ modes. In the second part, we will expand
the α′ modes in terms of the modes natural to the t plane. In the final part, we will
use these expressions in (5.1.31) and (5.1.32) to compute the bosonic γ coefficients.
5.2.1 Mapping the boson modes to the t plane
We wish to apply the various coordinate maps presented in Section 5.1.1 to the
post-twist modes on the cylinder given in (5.1.12). Under a general coordinate trans-
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formation w → w′, the bosonic field X tranforms as:
X
(i)
AA˙
(w) → dw
′
dw
X
(i)
AA˙
(w′) . (5.2.1)
However, the jacobian brings a factor:
dw →
(
dw′
dw
)−1
dw′. (5.2.2)
Thus the combination of the two behaves as:
X
(i)
AA˙
(w) dw → X(i)
AA˙
(w′) dw′. (5.2.3)
We first map the cylinder with coordinate w to the plane with coordinate z via
z = ew. (5.2.4)
Since we do not make use of the initial or intermediate modes in this chapter, we just
write the modes after the second twist insertion (|z| > eτ2). Here we have a contour
circling z =∞:
α
(1)f
AA˙,n
→ 1
2π
∮
z=∞
X
(1)f
AA˙
(z)zn dz (5.2.5)
α
(2)f
AA˙,n
→ 1
2π
∮
z=∞
X
(2)f
AA˙
(z)zn dz. (5.2.6)
We now proceed to the covering space t, where XAA˙ will be single-valued. Using
the map defined earlier,
z =
(t + a)(t+ b)
t
, (5.2.7)
and again only considering the modes after the second twist insertion, we have
α
(1)f
AA˙,n
→ α′(1)f
AA˙,n
=
1
2π
∮
t=∞
XAA˙(t)
(
(t + a)(t+ b)
t
)n
dt (5.2.8)
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α
(2)f
AA˙,n
→ α′(2)f
AA˙,n
= − 1
2π
∮
t=0
XAA˙(t)
(
(t+ a)(t + b)
t
)n
dt. (5.2.9)
Note the minus sign in (5.2.9). As mentioned earlier, the copy 2 values at z =∞ map
to t = 0. This map has the leading-order behavior z ∼ ab
t
, which means arg(z) ∼
−arg(t). Thus the contour changes direction when we map to the origin of the t
plane. This is the source of the minus sign.
5.2.2 Expanding the Bosonic Modes
In order to expand our α′ modes in terms of α˜, it suffices to expand the integrand of
the former in powers of t. This expansion must be performed in the region where the
mode lives, t ∼ ∞ for the copy 1 modes and t ∼ 0 for the copy 2 modes. We perform
the relevant expansions for each copy below.
Copy 1, t ∼ ∞
(
(t+ a)(t + b)
t
)n
= tn
(
1 + at−1
)n (
1 + bt−1
)n
= tn
∑
j,j′≥0
nCj
nCj′a
jbj
′
t−j−j
′
=
∑
j,j′≥0
nCj
nCj′a
jbj
′
tn−j−j
′
. (5.2.10)
Copy 2, t ∼ 0
(
(t+ a)(t + b)
t
)n
= t−nanbn
(
1 + ta−1
)n (
1 + tb−1
)n
= t−nanbn
∑
j,j′≥0
nCj
nCj′a
−jb−j
′
tj+j
′
=
∑
j,j′≥0
nCj
nCj′a
n−jbn−j
′
tj+j
′−n. (5.2.11)
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Thus (5.2.8) and (5.2.9) become
α
′(1),f
AA˙,n
=
∑
j,j′≥0
nCj
nCj′a
jbj
′ 1
2π
∮
t=∞
XAA˙(t)t
n−j−j′ dt
=
∑
j,j′≥0
nCj
nCj′a
jbj
′
α˜AA˙,n−j−j′ (5.2.12)
α
′(2),f
AA˙,n
= −
∑
j,j′≥0
nCj
nCj′a
n−jbn−j
′ 1
2π
∮
t=∞
XAA˙(t)t
j+j′−n dt
= −
∑
j,j′≥0
nCj
nCj′a
n−jbn−j
′
α˜AA˙,j+j′−n. (5.2.13)
5.2.3 Computing γ
B(i)(j)
mn
In this section we compute the γ
B(i)(j)
mn coefficients. From (5.1.25) and (5.2.12) we
find:
γB(1)(1)mn = −
1
mn
∑
j,j′,k,k′≥0
nCj
nCj′
mCk
mCk′a
j+kbj
′+k′ t〈0NS|α˜++,n−j−j′α˜−−,m−k−k′|0NS〉t
t〈0NS|0NS〉 .
(5.2.14)
It is clear that the summand vanishes except when
m+ n− j − j′ − k − k′ = 0 =⇒ k′ = m+ n− j − j′ − k
n− j − j′ > 0 =⇒ n− j > j′. (5.2.15)
Furthermore,
j′ ≥ 0 =⇒ n > j
k′ ≥ 0 =⇒ m+ n− j − j′ ≥ k. (5.2.16)
We can thus rewrite (5.2.14) as
γB(1)(1)mn =
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m+n−j−j′∑
k=0
(n− j − j′)nCjnCj′mCkmCm+n−j−j′−kaj+kbm+n−j−k.
(5.2.17)
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Following these same steps for the other cases, we find:
γB(1)(2)mn = −
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m−n+j+j′∑
k=0
(n− j − j′)nCjnCj′mCkmCm−n+j+j′−kan−j+kbm+j−k
(5.2.18)
γB(2)(1)mn = −
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m−n+j+j′∑
k=0
(n− j − j′)nCjnCj′mCkmCm−n+j+j′−kam+j−kbn−j+k
(5.2.19)
γB(2)(2)mn =
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m+n−j−j′∑
k=0
(n− j − j′)nCknCm+n−j−j′−kmCjmCj′am+n−j−kbj+k.
(5.2.20)
The physics here is symmetric under the interchange a↔ b. One can explicitly check
that this symmetry holds in the above expressions, though this fact is not immediately
manifest. Using this symmetry, we find
γB(2)(2)mn =
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m+n−j−j′∑
k=0
(n− j − j′)nCjnCj′mCkmCm+n−j−j′−kaj+kbm+n−j−k,
(5.2.21)
and therefore
γB(2)(2)mn = γ
B(1)(1)
mn . (5.2.22)
Similarly,
γB(2)(1)mn = γ
B(1)(2)
mn . (5.2.23)
We will now bring the γ
B(i)(j)
mn coefficients into a form that involves only one sum-
mation over a pair of hypergeometric functions, binomial coefficients, and a and b
terms raised to the appropriate powers. We achieve this through a re-definition of
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the summation indices. We present the computation for γ
B(1)(1)
mn and simply skip to
the results for the remaining cases.
For γ
B(1)(1)
mn , we begin with:
γB(1)(1)mn =
1
mn
n−1∑
j=0
n−j−1∑
j′=0
m+n−j−j′∑
k=0
(n− j − j′)nCjnCj′mCkmCm+n−j−j′−kaj+kbm+n−j−k.
(5.2.24)
We now define a new summation index:
l = n− j − j′ =⇒ j′ = n− j − l, (5.2.25)
where (5.2.15) and (5.2.16) now give
n− j − j′ > 0 =⇒ l > 0
j′ ≥ 0 =⇒ n− l ≥ j
j, j′ ≥ 0 =⇒ n ≥ l. (5.2.26)
Applying these constraints, we find:
γB(1)(1)mn =
1
mn
n∑
l=1
lbm+n
(
n−l∑
j=0
nCj
nCn−j−lajb−j
)(
m+l∑
k=0
mCk
mCm+l−kakb−k
)
.(5.2.27)
The k and j sums can be evaluated in Mathematica6, resulting in:7
γB(1)(1)mn =
1
mn
n∑
l=1
lnCl
mCla
lbm+n−l2F1
(
−n, l − n; l + 1; a
b
)
2F1
(
−m, l −m; l + 1; a
b
)
.
(5.2.28)
The other γB(i)(j) coefficients are calculated in the same manner, using the same
6Mathematica sometimes has trouble dealing with the fact that some of the binomial coefficients
vanish when the second argument is negative. It is occasionally necessary to alter the range of the
j sum to explicitly remove these vanishing terms in order to obtain the full result.
7While it is not immediately apparent, these expressions are symmetric under a↔ b, as expected.
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index re-definition. We present the results here.
γB(1)(2)mn = −
1
mn
n∑
l=1
lmCl
nCla
nbm2F1
(
−m, l −m; l + 1; a
b
)
2F1
(
−n, l − n; l + 1; b
a
)
γB(2)(1)mn = −
1
mn
n∑
l=1
lmCl
nCla
mbn2F1
(
−m, l −m; l + 1; b
a
)
2F1
(
−n, l − n; l + 1; a
b
)
γB(2)(2)mn =
1
mn
n∑
l=1
lnCl
mCla
m+n−lbl2F1
(
−m, l −m; l + 1; b
a
)
2F1
(
−n, l − n; l + 1; b
a
)
.
(5.2.29)
In addition to (5.2.22) and (5.2.23), the above forms allow us to show the addi-
tional relation:
γB(1)(1)mn = −γB(1)(2)mn . (5.2.30)
5.3 Computation of γ
F (i)(j)
NS,mn
Here we perform the computation of the non-physical γ
F (i)(j)
NS,mn coefficients, where the
NS indicates that we are capping the squeezed state with the non-physical NS vac-
uum for both copy 1 and copy 2. We proceed in a manner identical to the boson case,
except that the fermion modes are affected by the spectral flows which were needed
to remove the spin fields in (5.1.33).
5.3.1 Mapping the fermion modes to the t plane
The NS sector fermion modes on the cylinder were given in (5.1.14). Here we map
these modes to the t plane by way of the z plane.
Under a general coordinate transformation w → w′, the fermion field ψ transforms
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as:
ψ(i),αA(w)→
(
dw′
dw
) 1
2
ψ(i),αA(w′), (5.3.1)
while the Jacobian again brings the factor described in (D.1.1). Thus the two together
transform as:
ψ(i),αA(w) dw →
(
dw′
dw
)− 1
2
ψ(i),αA(w′) dw′. (5.3.2)
Thus when mapping to the z plane via z = ew, we have
ψαA(w) dw → z−1/2ψαA(z) dz, (5.3.3)
and the fermionic modes become:
d(1)f,αAr →
1
2πi
∫ 2π
σ=0
ψ(1)f,αA(z)zr−1/2 dz
d(2)f,αAr →
1
2πi
∫ 2π
σ=0
ψ(2)f,αA(z)zr−1/2 dz.
(5.3.4)
We now move to the covering t plane in the same manner, using the map (5.1.7).
We then find:
d(1)f,αAr →
1
2πi
∫
t=∞
ψ(1)f,αA(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t+ a)r−1/2(t + b)r−1/2 dt
d(2)f,αAr → −
1
2πi
∫
t=0
ψ(2)f,αA(t)t−r−1/2(t +
√
ab)1/2(t−
√
ab)1/2(t+ a)r−1/2(t+ b)r−1/2 dt,
(5.3.5)
where again the copy 2 mode gains a minus sign from the reversal of the direction of
the contour as z ∼ t−1.
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5.3.2 Applying the spectral flows
We now perform the spectral flows required to eliminate the spin fields in the t plane
(5.1.33). Under a spectral flow by α units at a point t0, the fermion field ψ behaves
as:
ψ±A(t)→ (t− t0)∓ 12αψ±A(t). (5.3.6)
We perform each of the four spectral flows in turn.
α = 1 at t = −b
d(1)f,+Ar →
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1/2(t + b)r−1 dt
d(1)f,−Ar →
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1/2(t + b)r dt
d(2)f,+Ar → −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1/2(t+ b)r−1 dt
d(2)f,−Ar → −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1/2(t+ b)r dt.
(5.3.7)
α = 1 at t = −a
d(1)f,+Ar →
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1(t+ b)r−1 dt
d(1)f,−Ar →
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r(t+ b)r dt
d(2)f,+Ar → −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r−1(t+ b)r−1 dt
d(2)f,−Ar → −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−r−1/2(t+
√
ab)1/2(t−
√
ab)1/2(t + a)r(t+ b)r dt.
(5.3.8)
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α = −1 at t = −√ab
d(1)f,+Ar →
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−r−1/2(t +
√
ab)(t−
√
ab)1/2(t+ a)r−1(t + b)r−1 dt
d(1)f,−Ar →
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−r−1/2(t−
√
ab)1/2(t+ a)r(t + b)r dt
d(2)f,+Ar → −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−r−1/2(t +
√
ab)(t−
√
ab)1/2(t+ a)r−1(t+ b)r−1 dt
d(2)f,−Ar → −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−r−1/2(t−
√
ab)1/2(t+ a)r(t + b)r dt. (5.3.9)
α = −1 at t = √ab
d(1)f,+Ar → d′(1)f,+Ar =
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−r−1/2(t2 − ab)(t + a)r−1(t+ b)r−1 dt
d(1)f,−Ar → d′(1)f,−Ar =
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−r−1/2(t+ a)r(t + b)r dt
d(2)f,+Ar → d′(2)f,+Ar = −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−r−1/2(t2 − ab)(t + a)r−1(t+ b)r−1 dt
d(2)f,−Ar → d′(2)f,−Ar = −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−r−1/2(t + a)r(t+ b)r dt. (5.3.10)
We have now removed all spin field insertions in the t-plane and can close all punctures
with the state |0NS〉t. This allows us to smoothly deform our contours.
5.3.3 Expanding the fermion modes
The operators d
′(1)f,±A
r are given by contour integrals at large t while the operators
d
′(2)f,±A
r are given by contour integrals around t = 0. We need to express these
operators in terms of the fermion modes natural to the t plane, which are contour
integrals of powers of t. We thus expand the integrand of each mode in powers of t
around its appropriate region in the t-plane.
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d
′(1)f,+A
r
t−r−1/2(t2 − ab)(t + a)r−1(t + b)r−1 = tr−5/2(t2 − ab)
∞∑
q,q′≥0
r−1Cq
r−1Cq′a
qbq
′
t−q−q
′
=
∑
q,q′≥0
r−1Cqr−1Cq′aqbq
′
tr−q−q
′−1/2
−
∑
q,q′≥0
r−1Cqr−1Cq′aq+1bq
′+1tr−q−q
′−5/2.
(5.3.11)
d
′(1)f,−A
r
t−r−1/2(t+ a)r(t+ b)r = tr−1/2
∑
q,q′≥0
rCq
rCq′a
qbq
′
t−q−q
′
=
∑
q,q≥0
rCq
rCq′a
qbq
′
tr−q−q
′−1/2. (5.3.12)
d
′(2)f,+A
r
t−r−1/2(t2 − ab)(t + a)r−1(t + b)r−1
= t−r−1/2(t2 − ab)ar−1br−1
∑
q,q′≥0
r−1Cq
r−1Cq′a
−qb−q
′
tq+q
′
=
∑
q,q′≥0
r−1Cqr−1Cq′ar−q−1br−q
′−1tq+q
′−r+3/2
−
∑
q,q′≥0
r−1Cqr−1Cq′ar−qbr−q
′
tq+q
′−r−1/2.
(5.3.13)
d
′(2)f,−A
r
t−r−1/2(t+ a)r(t + b)r = t−r−1/2arbr
∑
q,q′≥0
rCq
rCq′a
−qb−q
′
tq+q
′
=
∑
q,q′≥0
rCq
rCq′a
r−qbr−q
′
tq+q
′−r−1/2. (5.3.14)
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With these expansions, (5.3.10) becomes:
d′(1)f,+Ar =
∑
q,q′≥0
r−1Cqr−1Cq′aqbq
′ 1
2πi
∫
t=∞
ψ(1)f,+A(t)tr−q−q
′−1/2 dt
−
∑
q,q≥0
r−1Cqr−1Cq′aq+1bq
′+1 1
2πi
∫
t=∞
ψ(1)f,+A(t)tr−q−q
′−5/2 dt
d′(1)f,−Ar →
∑
q,q′≥0
rCq
rCq′a
qbq
′ 1
2πi
∫
t=∞
ψ(1)f,−A(t)tr−q−q
′−1/2 dt
d′(2)f,+Ar → −
∑
q,q′≥0
r−1Cqr−1Cq′ar−q−1br−q
′−1 1
2πi
∫
t=0
ψ(2)f,+A(t)tq+q
′−r+3/2 dt
+
∑
q,q′≥0
r−1Cqr−1Cq′ar−qbr−q
′ 1
2πi
∫
t=0
ψ(2)f,+A(t)tq+q
′−r−1/2 dt
d′(2)f,−Ar → −
∑
q,q′≥0
rCq
rCq′a
r−qbr−q
′ 1
2πi
∫
t=0
ψ(2)f,−A(t)tq+q
′−r−1/2 dt. (5.3.15)
In terms of modes natural to the t-plane, we have:
d′(1)f,+Ar =
∑
q,q′≥0
r−1Cq
r−1Cq′a
qbq
′
d˜+Ar−q−q′ −
∑
q,q′≥0
r−1Cq
r−1Cq′a
q+1bq
′+1d˜+Ar−q−q′−2
d′(1)f,−Ar =
∑
q,q′≥0
rCq
rCq′a
qbq
′
d˜−Ar−q−q′
d′(2)f,+Ar = −
∑
q,q′≥0
r−1Cqr−1Cq′ar−q−1br−q
′−1d˜+Aq+q′−r+2 +
∑
q,q′≥0
r−1Cqr−1Cq′ar−qbr−q
′
d˜+Aq+q′−r
d′(2)f,−Ar = −
∑
q,q′≥0
rCq
rCq′a
r−qbr−q
′
d˜−Aq+q′−r. (5.3.16)
5.3.4 Computing γ
F (i)(j)
NS,rs
Here we shall compute the γ
F (i)(j)
NS coefficients. We present the computation for γ
F (1)(1)
NS
explicitly. The other computations are performed in the same way, and we give only
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the results. Using (5.1.34) and (5.3.16), we find:
γ
F (1)(1)
NS,rs =
∑
p,p′,q,q′≥0
s−1Cqs−1Cq′rCprCp′aq+pbq
′+p′ t
〈0NS|d˜++s−q−q′d˜−−r−p−p′|0NS〉t
t〈0NS|0NS〉t
−
∑
p,p′,q,q′≥0
s−1Cqs−1Cq′rCprCp′aq+p+1bq
′+p′+1 t
〈0NS|d˜++s−q−q′−2d˜−−r−p−p′|0NS〉t
t〈0NS|0NS〉t .
(5.3.17)
For the first term, it is clear that the summand vanishes except when:
r + s− p− p′ − q − q′ = 0 =⇒ p′ = r + s− q − q′ − p
s− q − q′ > 0 =⇒ s− q > q′. (5.3.18)
Furthermore,
q′ ≥ 0 =⇒ s > q
p′ ≥ 0 =⇒ r + s− q − q′ ≥ p. (5.3.19)
We can thus rewrite (5.3.17) as:
γ
F (1)(1)
NS,rs = −
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r+s−q−p∑
p=0
s−1Cqs−1Cq′rCprCr+s−q−q′−paq+pbr+s−q−q
′
−
∑
p,p′,q,q′≥0
s−1Cqs−1Cq′rCprCp′aq+p+1bq
′+p′+1
〈0NS|d˜++s−q−q′−2d˜−−r−p−p′|0NS〉t
t〈0NS|0NS〉 .
(5.3.20)
Applying the same line of reasoning for the second term, we find:
r + s− p− p′ − q − q′ − 2 = 0 =⇒ p′ = r + s− q − q′ − p− 2
s− q − q′ − 2 > 0 =⇒ s− q − 2 > q′
p′ ≥ 0 =⇒ r + s− q − q′ − 2 ≥ p
q′ ≥ 0 =⇒ s− 2 > q. (5.3.21)
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So (5.3.20) becomes
γ
F (1)(1)
NS,rs = −
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r+s−q−p∑
p=0
s−1Cq
s−1Cq′
rCp
rCr+s−q−q′−pa
q+pbr+s−q−q
′
+
⌊s⌋−2∑
q=0
⌊s⌋−q−2∑
q′=0
r+s−q−q′−2∑
p=0
s−1Cqs−1Cq′rCprCr+s−q−q′−p−2aq+p+1br+s−p−q−1,
(5.3.22)
where the second term is instead zero when the sums’ ranges are invalid (s ≤ 3
2
). We
shall adopt this convention generally. Henceforth, all sums are to be treated as zero
when the given range is invalid.
The other cases proceed along the same lines.
γ
F (1)(2)
NS,rs = −
⌊s⌋−2∑
q=0
⌊s⌋−q−2∑
q′=0
r−s+q+q′+2∑
p=0
s−1Cqs−1Cq′rCprCr−s+q+q′−p+2as−q+p−1br+q−p+1
+
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r−s+q+q′∑
p=0
s−1Cqs−1Cq′rCprCr−s+q+q′−pas−q+pbr+q−p (5.3.23)
γ
F (2)(1)
NS,rs = −
⌊s⌋−2∑
q=0
⌊s⌋−q−2∑
q′=0
r−s+q+q′+2∑
p=0
s−1Cqs−1Cq′rCprCr−s+q+q′−p+2ar+q−p+1bs−q+p−1
+
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r−s+q+q′∑
p=0
s−1Cqs−1Cq′rCprCr−s+q+q′−par+q−pbs−q+p (5.3.24)
γ
F (2)(2)
NS,rs = −
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r+s−q−q′∑
p=0
s−1Cq
s−1Cq′
rCp
rCr+s−q−q′−pa
r+s−q−pbq+p
+
⌊s⌋−2∑
q=0
⌊s⌋−q−2∑
q′=0
r+s−q−q′−2∑
p=0
s−1Cqs−1Cq′rCprCr+s−q−q′−p−2ar+s−p−q−1bq+p+1.
(5.3.25)
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Using the interchange symmetry a↔ b, we find:
γ
F (2)(2)
NS,rs = γ
F (1)(1)
NS,rs (5.3.26)
γ
F (1)(2)
NS,rs = γ
F (2)(1)
NS,rs . (5.3.27)
Just as in the bosonic case, we shall now bring the γ
F (i)(j)
NS coefficients into a form
that involves only one summation over a pair of hypergeometric functions, binomial
coefficients, and a and b terms raised to the appropriate powers. We present the
computation for i = j = 1 and simply give the results for the remaining cases. We
start with:
γ
F (1)(1)
NS,rs = −
⌊s⌋∑
q=0
⌊s⌋−q∑
q′=0
r+s−q−q′∑
p=0
s−1Cqs−1Cq′rCprCr+s−q−q′−paq+pbr+s−q−q
′
+
⌊s⌋−2∑
q=0
⌊s⌋−q−2∑
q′=0
r+s−q−q′−2∑
p=0
s−1Cqs−1Cq′rCprCr+s−q−q′−p−2aq+p+1br+s−p−q−1.
(5.3.28)
We now redefine our summation indices:
Term 1: j ≡ s− q − q′ =⇒ q′ = s− q − j
Term 2: j ≡ s− q − q′ − 2 =⇒ q′ = s− q − j − 2, (5.3.29)
where in both cases j is a positive half-integer. Since q and q′ are both non-negative,
we find:
Term 1: q′ ≥ 0 =⇒ q ≤ s− j, q ≥ 0 =⇒ j ≤ s
Term 2: q′ ≥ 0 =⇒ q ≤ s− j − 2, q ≥ 0 =⇒ j ≤ s− 2.(5.3.30)
This gives:
γ
F (1)(1)
NS,rs = −
s∑
j=1/2
br+s
(
s−j∑
q=0
s−1Cqs−1Cs−q−jaqb−q
)(
r+j∑
p=0
rCp
rCr+j−papb−p
)
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+
s−2∑
j=1/2
abr+s−1
(
s−j−2∑
q=0
s−1Cqs−1Cs−q−j−2aqb−q
)(
r+j∑
p=0
rCp
rCr+j−papb−p
)
.
(5.3.31)
Evaluating the q and p sums in Mathematica, we find:
γ
F (1)(1)
NS,rs = −
s∑
j= 1
2
s−1Cs−jrCr+jbr+s
× 2F1
(
1− s, j − s; j; a
b
)
2F1
(
−r,−j − r; 1− j; a
b
)
+
s−2∑
j= 1
2
s−1/2Cs−j−2rCr+jabr+s−1
× 2F1
(
1− s, j − s+ 2; j + 2; a
b
)
2F1
(
−r,−j − r; 1− j; a
b
)
.
(5.3.32)
The other γ
F (i)(j)
NS,rs coefficients are handled in the same manner. We present the
final result along with the appropriate index redefinition that was made in each case.
For γ
F (1)(2)
NS,rs , we find:
γ
F (1)(2)
NS,rs = −
s−2∑
j= 1
2
s−1Cs−j−2rCr−jas−1br+1
×2 F1
(
−r, j − r; j; a
b
)
2F1
(
1− s, j − s+ 2; j + 2; b
a
)
+
s∑
j= 1
2
s−1Cs−j
rCr−ja
sbr
×2 F1
(
−r, j − r; j + 1; a
b
)
2F1
(
1− s, j − s; j; b
a
)
,
(5.3.33)
where in (5.3.23), we substituted:
Term 1: q′ = s+ j − q − 2
Term 2: q′ = s+ j − q. (5.3.34)
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For γ
F (2)(1)
NS,rs , we find:
γ
F (2)(1)
NS,rs =
s∑
j= 1
2
s−1Cs−jrCr−jarbs
× 2F1
(
−r, j − r; j + 1; b
a
)
2F1
(
1− s, j − s; j; a
b
)
−
s−2∑
j= 1
2
s−1Cs−j−2rCr−jar+1bs−1
× 2F1
(
−r−, j − r; j + 1; b
a
)
2F1
(
1− s, j − s+ 2; j + 2; a
b
)
,
(5.3.35)
where in (5.3.24), we substituted:
Term 1: q′ = s− q − j
Term 2: q′ = s− q − j − 2. (5.3.36)
For γ
F (2)(2)
NS,rs , we find:
γ
F (2)(2)
NS,rs =
s−2∑
j= 1
2
s−1Cs−j−2rCr+jar+s−1b
×2 F1
(
−r,−j − r; 1− j; b
a
)
2F1
(
1− s, j − s+ 2; j + 2; b
a
)
−
s∑
j= 1
2
s−1Cs−jrCr+jar+s
×2 F1
(
−r,−j − r; 1− j; b
a
)
2F1
(
1− s, j − s; j; b
a
)
,
(5.3.37)
where in (5.3.25), we substituted:
Term 1: q′ = s+ j − q − 2
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Term 2: q′ = s+ j − q. (5.3.38)
5.4 Computation of γ
F (i)(j)
R+−
Here we perform the computation of the γ
F (i)(j)
R+−,mn coefficients, where the R +− indi-
cates that we are capping the squeezed state with the positive Ramond vacuum on
copy 1 and the negative Ramond vacuum on copy 2. In order to obtain an empty
t-plane from this capping state we must apply one additional spectral flow beyond
those performed in the NS case. We then expand the resulting modes in terms of
modes natural to the t plane in order to compute γ
F (i)(j)
R+−,mn.
5.4.1 Modes in t-plane from additional spectral flow by α =
−1
Here we obtain the t-plane modes after one additional spectral flow of α = −1 around
the point t = 0. We remind the reader that for the NS sector computation, we
performed four spectral flows:
α = 1 around t = −b
α = 1 around t = −a
α = −1 around t = −
√
ab
α = −1 around t =
√
ab. (5.4.1)
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The resulting modes were given by
d′(1)f,+Ar =
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−r−1/2(t2 − ab)(t + a)r−1(t+ b)r−1 dt
d′(1)f,−Ar =
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−r−1/2(t + a)r(t+ b)r dt
d′(2)f,+Ar = −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−r−1/2(t2 − ab)(t + a)r−1(t+ b)r−1 dt
d′(2)f,−Ar = −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−r−1/2(t + a)r(t+ b)r dt. (5.4.2)
We now apply one additional spectral flow of α = −1 around the point, t = 0. We
also note that the Ramond sector has integer-indexed fermions, so we will switch from
the half-integer mode index r to the integer index n.
Under this last spectral flow, the fermion field changes as follows:
ψ(i)f,±A(t)→ t±1/2ψ(i)f,±(t). (5.4.3)
The modes then become
d′(1)f,+An → dˆ(1)f,+An =
1
2πi
∫
t=∞
ψ(1)f,+A(t)t−n(t2 − ab)(t+ a)n−1(t+ b)n−1 dt
d′(1)f,−An → dˆ(1)f,−An =
1
2πi
∫
t=∞
ψ(1)f,−A(t)t−n−1(t + a)n(t+ b)n dt
d′(2)f,+An → dˆ(2)f,+An = −
1
2πi
∫
t=0
ψ(2)f,+A(t)t−n(t2 − ab)(t + a)n−1(t+ b)n−1 dt
d′(2)f,−An → dˆ(2)f,−An = −
1
2πi
∫
t=0
ψ(2)f,−A(t)t−n−1(t+ a)n(t+ b)n dt.
(5.4.4)
We now expand the modes (5.4.4) in terms of modes natural to the t plane. Since
the additional spectral flow produced a factor of t±
1
2 , the binomials we wish to expand
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are identical to the ones found in the NS case. We thus present only the results:
dˆ(1)f,+An =
∑
j,j′≥0
n−1Cjn−1Cj′ajbj
′
d˜+An−j−j′+1/2
−
∑
j,j′≥0
n−1Cjn−1Cj′aj+1bj
′+1d˜+An−j−j′−3/2
dˆ(1)f,−An =
∑
j,j′≥0
nCj
nCj′a
jbj
′
d˜−An−j−j′−1/2
dˆ(2)f,+An = −
∑
j,j′≥0
n−1Cj
n−1Cj′a
n−j−1bn−j
′−1d˜+Aj+j′−n+5/2
+
∑
j,j′≥0
n−1Cjn−1Cj′an−jbn−j
′
d˜+Aj+j′−n+1/2
dˆ(2)f,−An = −
∑
j,j′≥0
nCj
nCj′a
n−jbn−j
′
d˜−Aj+j′−n−1/2.
(5.4.5)
5.4.2 Computing γ
F (i)(j)
R+−,mn
Here we show the computation of the γ
F (i)(j)
R+− coefficients. We shall explicitly show
the computation for the case i = j = 1. The other cases are computed in the same
way and we shall simply state their results. Using (5.1.37) and (5.4.5), we find:
γ
F (1)(1)
R+−,mn =
∑
j,j′,k,k′≥0
n−1Ckn−1Ck′mCjmCj′ak+jbk
′+j′ t
〈0NS|d˜++n−k−k′+1/2d˜−−m−j−j′−1/2|0NS〉t
t〈0NS|0NS〉t
−
∑
j,j′,k,k′≥0
n−1Ckn−1Ck′mCjmCj′ak+j+1bk
′+j′+1
× t
〈0NS|d˜++n−k−k′−3/2d˜−−m−j−j′−1/2|0NS〉t
t〈0NS|0NS〉t .
(5.4.6)
Looking at the first term, it is clear that the summand vanishes except when:
m+ n− j − j′ − k − k′ = 0 =⇒ j′ = m+ n− k − k′ − j
n− k − k′ + 1
2
> 0 =⇒ n− k ≥ k′. (5.4.7)
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Furthermore,
k′ ≥ 0 =⇒ n ≥ k
j′ ≥ 0 =⇒ m+ n− k − k′ ≥ j. (5.4.8)
We can thus re-write (5.4.6) as:
γ
F (1)(1)
R+−,mn =
n∑
k=0
n−k∑
k′=0
m+n−k−k′∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−jak+jbm+n−j−k
−
∑
j,j′,k,k′≥0
n−1Ckn−1Ck′mCjmCj′ak+j+1bk
′+j′+1
× t
〈0NS|d˜++n−k−k′−3/2d˜−−m−j−j′−1/2|0NS〉t
t〈0NS|0NS〉 .
(5.4.9)
Applying the same line of reasoning for the second term, we see:
m+ n− j − j′ − k − k′ − 2 = 0 =⇒ j′ = m+ n− k − k′ − j − 2
n− k − k′ − 3
2
> 0 =⇒ n+ 2− k ≥ k′
j′ ≥ 0 =⇒ m+ n− k − k′ − 2 ≥ j.
(5.4.10)
So (5.4.9) becomes
γ
F (1)(1)
R+−,mn = −
n∑
k=0
n−k∑
k′=0
m+n−k−k′∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−jaj+kbm+n−j−k
+
n−2∑
k=0
n−k−2∑
k′=0
m+n−k−k′−2∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−j−2aj+k+1bm+n−j−k−1.
(5.4.11)
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Following these same steps for the other cases, we obtain:
γ
F (1)(2)
R+−,mn = −
n−3∑
k=0
n−k−3∑
k′=0
m−n+k+k′+2∑
j=0
n−1Ck
n−1Ck′
mCj
mCm−n+k+k′−j+2a
n+j−k−1bm−j+k+1
+
n−1∑
k=0
n−k−1∑
k′=0
m−n+k+k′∑
j=0
n−1Ck
n−1Ck′
mCj
mCm−n+k+k′−ja
n+j−kbm−j+k
(5.4.12)
γ
F (2)(1)
R+−,mn =
n∑
k=0
n−k∑
k′=0
m−n+k+k′∑
j=0
n−1Ckn−1Ck′mCjmCm−n+k+k′−jam−j+kbn+j−k
−
n−2∑
k=0
n−k−2∑
k′=0
m−n+k+k′+2∑
j=0
n−1Ckn−1Ck′mCjmCm−n+k+k′−j+2am−j+k+1bn+j−k−1
(5.4.13)
γ
F (2)(2)
R+−,mn =
n−3∑
k=0
n−k−3∑
k′=0
m+n−k−k′−2∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−j−2am+n−j−k−1bj+k+1
−
n−1∑
k=0
n−k−1∑
k′=0
m+n−k−k′∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−jam+n−j−kbj+k.
(5.4.14)
The physics is symmetric under Copy 1 ↔ Copy 2. This symmetry manifests in the
following relations:
γ
F (1)(1)
R+−;m,0 = −γ(2)(1)R+−;m,0, m > 1
γ
F (1)(1)
R+−,mn = γ
F (2)(2)
R+−,mn, m, n > 1
γ
F (1)(2)
R+−,mn = γ
F (2)(1)
R+−,mn, m, n > 1
γ
(2)(1)
R+−;0,n = δn,0
γ
(2)(2)
R+−;0,n = 0. (5.4.15)
The manner in which these relations enforce the copy symmetry is examined in detail
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in Appendix H. The fact that these relations are satisfied will become evident when we
re-express the coefficients in terms of hypergeometric functions. As usual we present
the computation for i = j = 1 and simply give the results for the remaining cases.
The symmetry requirements of (5.4.15) suggests that γ
F (1)(1)
R+−,mn may behave differ-
ently for n = 0. Indeed, it is convenient to treat the n = 0 case separately. Setting
n = 0 in (5.4.11), we find:
γ
F (1)(1)
R+−;m,0 = −
m∑
j=0
ajbm−j mCjmCm−j = −bm2F1
(
−m,−m, 1, a
b
)
. (5.4.16)
When n > 0, we begin:
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
n∑
k=0
n−k∑
k′=0
m+n−k−k′∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−jaj+kbm+n−j−k
+
n−2∑
k=0
n−k−2∑
k′=0
m+n−k−k′−2∑
j=0
n−1Ckn−1Ck′mCjmCm+n−k−k′−j−2aj+k+1bm+n−j−k−1.
(5.4.17)
We now make the following index redefinitions:
Term 1: p ≡ n− k − k′ + 1/2 =⇒ k′ = n− k − p+ 1/2
Term 2: p ≡ n− k − k′ − 3/2 =⇒ k′ = n− k − p− 3/2, (5.4.18)
where in both cases p is a positive half-integer. We then find:
Term 1 : k′ ≥ 0 =⇒ k ≤ n− p+ 1/2 and k, k′ ≥ 0 =⇒ p ≤ n+ 1/2
Term 2 : k′ ≥ 0 =⇒ k ≤ n− p− 3/2 and k, k′ ≥ 0 =⇒ p ≤ n− 3/2.
(5.4.19)
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This gives:
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
n+1/2∑
p=1/2
bm+n

n−p+1/2∑
k=0
n−1Ckn−1Cn−k−p+1/2a
kb−k


×

m+p−1/2∑
j=0
mCj
mCm+p−j−1/2a
jb−j


+
n−3/2∑
p=1/2
abm+n−1

n−p−3/2∑
k=0
n−1Ckn−1Cn−k−p−3/2akb−k


×

m+p−1/2∑
j=0
mCj
mCm+p−j−1/2ajb−j

 .
(5.4.20)
Careful examination of (5.4.20) reveals that the p = 1
2
terms either independantly
vanish or precisely cancel for all values of n. We thus shift the lower bound of the
sums to p = 3
2
. Performing the k and j sums in Mathematica, we are left with:
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
n+ 1
2∑
p= 3
2
n−1Cn−p+ 1
2
mCp− 1
2
ap−
1
2 bm+n−p+
1
2
× 2F1
(
1− n, p− n− 1
2
; p− 1
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p + 1
2
;
a
b
)
+
n− 3
2∑
p= 3
2
n−1Cn−p− 3
2
mCp− 1
2
ap+
1
2 bm+n−p−
1
2
× 2F1
(
1− n, p− n + 3
2
; p+
3
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p + 1
2
;
a
b
)
.
(5.4.21)
The other cases are performed similarly, and we present only the results along
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with the index redefinitions used.
γ
F (1)(2)
R+−,mn = −
min(m− 12 ,n− 52)∑
p= 1
2
n−1Cn−p− 5
2
mCm−p− 1
2
an−1bm+1
2F1
(
p−m+ 1
2
,−m; p + 3
2
;
a
b
)
2F1
(
1− n, p− n + 5
2
; p+
5
2
;
b
a
)
+
min(m− 12 ,n− 12)∑
p= 1
2
n−1Cn−p− 1
2
mCm−p− 1
2
anbm
× 2F1
(
p−m+ 1
2
,−m; p+ 3
2
;
a
b
)
2F1
(
1− n, p− n + 1
2
; p+
1
2
;
b
a
)
,
(5.4.22)
where in (5.4.12), we substituted:
Term 1: k′ ≡ n + p− k − 5
2
Term 2: k′ ≡ n + p− k − 1
2
. (5.4.23)
[
γ
F (2)(1)
R+−,mn
]
n=0
=
m∑
j=0
mCj
mCm−ja
m−jbj = am2F1
(
−m,−m, 1, b
a
)
[
γ
F (2)(1)
R+−,mn
]
n>0
=
min(m− 12 ,n− 12)∑
p= 1
2
n−1Cn−p− 1
2
mCm−p− 1
2
ambn
× 2F1
(
1− n, p− n+ 1
2
; p+
1
2
;
a
b
)
2F1
(
p−m+ 1
2
,−m; p + 3
2
;
b
a
)
−
min(m− 12 ,n− 52)∑
p= 1
2
n−1Cn−p− 5
2
mCm−p− 1
2
am+1bn−1
× 2F1
(
1− n, p− n+ 5
2
; p+
5
2
;
a
b
)
2F1
(
p−m+ 1
2
,−m; p + 3
2
;
b
a
)
,
(5.4.24)
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where in (5.4.13), we substituted:
Term 1: k′ ≡ n− p− k − 1
2
Term 2: k′ ≡ n− p− k − 5
2
. (5.4.25)
γ
F (2)(2)
R+−,mn =
n+ 1
2∑
p= 3
2
n−1Cp− 3
2
mCm−p+ 1
2
am+n−p+
1
2 bp−
1
2
× 2F1
(
1− n, p− n− 1
2
; p− 1
2
;
b
a
)
2F1
(
p−m− 1
2
,−m; p + 1
2
;
b
a
)
−
n− 3
2∑
p= 3
2
n−1Cp+ 1
2
mCm−p+ 1
2
am+n−p−
1
2 bp+
1
2
× 2F1
(
1− n, p− n+ 3
2
; p+
3
2
;
b
a
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
b
a
)
,
(5.4.26)
where in (5.4.14), we substituted:
Term 1: k′ ≡ n+ p− k − 5/2
Term 2: k′ ≡ n+ p− k − 1/2. (5.4.27)
Using the a ↔ b symmetry, it is clear that the relations (5.4.15) are satisfied. We
also show in Appendix H the additional relationship:
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
[
γ
F (2)(1)
R+−,mn
]
m,n>0
. (5.4.28)
We thus have only a single linearly independent fermion coefficient for the non-zero
modes (along with coefficients for zero modes).
108
5.5 NS vs R sectors in the final state
We have started with two singly wound component strings, both in the R sector.
This sector was chosen because the physical D1D5 black hole has R periodicity for
its fermions. We applied two twists to this initial state, and then tried to determine
the final state by taking an inner product with all possible states.
Here we found the following. We can get a nonzero inner product by taking a
final state which has two singly wound strings, each in the R sector. But we also find
a nonzero inner product if we take a final state which has two singly wound strings,
each in the NS sector. Does this mean that the initial R sector state can evolve to a
state in the NS sector?
Such an evolution would be surprising, since it is known that all states of the
D1D5 system can be accounted for by the different choices of R sector states. So why
are we finding a nonzero inner product with NS sector states? To understand this,
we consider an analogy: the example of the Ising model.
σ σ
µ µ
σ σ
µ µ
(a) (b) (c)
Figure 5.4: (a) An amplitude in the Ising model where we have put σ states on two legs
and µ states on the other two. (b) The same amplitude drawn differently, using conformal
invariance. (c) A 1-loop amplitude; only a single set of complete fields should run in the
loop.
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The Ising model has 3 primary operators: I, σ, ǫ. However it has a dual repre-
sentation as well, where the operator order parameter σ is replaced by the disorder
parameter µ.
Let us use σ as our basic variable; not the dual variable µ. Now consider the CFT
amplitude shown in fig.5.4(a). The initial state has two copies of the CFT on a circle,
each created by the application of a σ operator to the identity. The final state again
has two copies of the CFT on a circle, but each state is generated by the application
of µ to the identity state. Is this transition amplitude nonzero?
We can redraw this amplitude in the form shown in fig.5.4(b). Now it looks like
the amplitude should be nonzero” the two σ operators fuse to the identity, and the
two µ operators do as well. The insertion of two identity operators into the sphere
gives a nonzero amplitude.
So should we conclude that an initial state made of two σ operators can evolve to
a state containing two µ operators? If this were true, then we would have to allow µ
operators to run in loops like the one shown in fig.5.4(c), along with the σ operator
that can run in the loop.
But at this stage we note that this looks like double counting: a complete set of
operators is given by I, σ, ǫ, without the inclusion of µ. The operator µ does not need
to be included in loops. This shows up in the fact that µ is not local with respect to
σ.
In a similar way we note that the NS and R sectors are different. The R sector
state is created by applying a spin field to the NS sector state, and this spin field is
not local with respect to the fermions in the theory. We can start with the NS sector,
and stay in this sector all along, or we can spectral flow to the R sector, and stay in
the R sector. But we should not include both sectors. The formalism we have used
started with the states in the R sector, thus we should keep only the inner products
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we computed for transitions to the R sector, and not the ones for the NS sector.
5.6 Analysis
In the single twist case, we were able to write down explicit closed form expressions
for γBmn, γ
F
mn. In the 2-twist case, we do not have such closed form expressions. In the
single twist case the dependence on the position of the twist was trivial; it was just an
overall phase. In the 2-twist case we expect a nontrivial dependence on the separation
between the two twists ∆w. We would also like to see how the γBmn, γ
F
mn fall off for
large values of m,n. While it is not possible to see these features from the form of
these functions as finite sums, numerical analysis turns out to reveal the information
we seek. In this section we will explore the functions γBmn, γ
F
mn by computing them
using Mathematica.
5.6.1 Wick Rotation and Origin Choice
Note that the physical problem of the black hole needs us to do all computations
for Minkowski signature on the cylinder. Thus we first rotate Euclidean time to
Minkowski time.
τ → it =⇒ w = it + iσ. (5.6.1)
Here w is purely imaginary.
Now that we have returned to Minkowski time, we make the convenient choice of
setting our origin midway between w1 and w2. We thus have:
t2 = −t1 = ∆t
2
, σ2 = −σ1 = ∆σ
2
. (5.6.2)
With the choice of coordinates, we make several observations that will simplify our
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algebra:
z2 = e
w1 = ei
∆t+∆s
2 = a+ b+ 2
√
ab
z1 = e
w1 = e−i
∆t+∆s
2 = a + b− 2
√
ab, (5.6.3)
from which we find:
a + b =
z2 + z1
2√
ab =
z2 − z1
4
, (5.6.4)
and thus8:
√
a =
1
2
(
√
z2 +
√
z1) = cos
(
∆t+∆σ
4
)
√
b =
1
2
(
√
z2 −√z1) = i sin
(
∆t +∆σ
4
)
.
(5.6.5)
This gives
a = cos2
(
∆w
4i
)
b = − sin2
(
∆w
4i
)
= 1− a, (5.6.6)
eliminating the parameter b. This also makes it clear that our γ parameters will be
periodic in ∆w, with a period of 4πi.
5.6.2 Numerical Analysis
Now that we have reduced our γ coefficients to a single spacetime parameter, we can
numerically calculate their values for various choices of m, n, and ∆w. We present
here several figures plotting the behavior of the bosonic and fermionic γ coefficients
8We choose to have b→ 0 as ∆w → 0 so that the initial and final Copy 2 strands have the same
image in this limit.
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Figure 5.5: Numerical values of
∣∣∣γB,(1)(1)mn ∣∣∣ for ∆w = ipi. For n = m (left), a fit of the form
Γ2(m+12 )/[mΓ
2(m+1)] is shown. For n = 12 (right), a fit of the form Γ(m+12)/[Γ(m+1)(m+
12)] is shown. The coefficient clearly behaves as Γ(m+ 12 )Γ(n+
1
2)/[Γ(m+1)Γ(n+1)(m+n)].
Both plots show only m > 4, as these simple fits do not work well for very low values of m
and n. The plot on the right shows only even m, as the coefficient vanishes at ∆w = ipi
when m+ n is odd.
as we vary these parameters.
Figures 5.5 and 5.6 show the behavior of the bosonic and fermionic γ
(1)(1)
mn asm or n
are varied. The value of ∆w is held fixed. By considering a set of such graphs, ranging
over different values of ∆w, we can conjecture a simple approximate dependence of
the γ on m,n:
γB,(1)(1)mn ∼
1
(m+ n)
Γ(m+ 1
2
)Γ(n+ 1
2
)
Γ(m+ 1)Γ(n+ 1)
γF,(1)(1)mn ∼
1
(m+ n)
Γ(m+ 1
2
)Γ(n+ 1
2
)
Γ(m)Γ(n + 1)
. (5.6.7)
This leads us to guess a simple relationship for the magnitudes of the bosonic and
fermionic γ coefficients. Fixing the sign, we have:
γF,(1)(1)mn = −mγB,(1)(1)mn . (5.6.8)
We prove this relationship analytically in Appendix I. The relationship also exists for
the first-order γ coefficients, though this was not noted in [62].
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Figure 5.6: Numerical values of
∣∣∣γF,(1)(1)mn ∣∣∣ for ∆w = ipi. For n = 12 (left), a fit of the form
Γ(m+ 12 )/[Γ(m)(m+12) is shown. Form = 12 (right), a fit of the form Γ(n+
1
2)/[Γ(n+1)(n+
12)] is shown. The coefficient clearly behaves as Γ(m+ 12)Γ(n+
1
2 )/[Γ(m)Γ(n+1)(m+ n)].
Both plots show only even m,n > 4, as these simple fits do not work well for very low values
of m and n and this coefficient also vanishes at ∆w = ipi when m+ n is odd.
For large m and n, (5.6.8) simplifies to:
γB,(1)(1)mn ∼
1√
mn(m+ n)
γF,(1)(1)mn ∼
√
m
n
1
(m+ n)
, (5.6.9)
which is exactly the same behavior as the single-twist γ. Thus for any specific sepa-
ration, each two-twist γ looks just like a re-scaled single-twist γ.
Next we fix values for m and n while varying ∆w. As seen in Figure 5.7, this
analysis reveals that the ∆w dependance is an oscillation with a frequency set by
m+ n. The amplitude of the oscillations, however does not remain constant over the
full range of ∆w.
Combined with the previous result we reach a remarkable conclusion: The two-
twist γ coefficients have the exact same large m,n behavior as their one-twist coun-
terparts, except for the addition of an oscillation in ∆w.
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Figure 5.7: Numerical values of
∣∣∣γF,(1)(1)mn ∣∣∣ for m = 4, n = 9 (red) and m = 6, n = 7 (blue).
The ∆w dependence is clearly an oscillatory function. The number of peaks is determined
by m+ n.
5.7 Discussion
In the preceding chapters, we had worked out the effect of one insertion of the defor-
mation operator. Such an insertion takes two singly wound component strings, for
example, to one doubly wound component string. Though this is a nontrivial inter-
action, creating excitations on the doubly wound string, it is hard to see evidence of
thermalization at this level. One reason is that the vacuum state of the doubly wound
string is different from the vacuum state of the two initial singly wound strings, so it
is hard to separate the effect of this vacuum change from any changes due to interac-
tions among the excitations on the string. In this chapter we looked at a 1-loop effect
where we have two insertions of O. The initial state has two singly wound strings.
The first twist converts this to a doubly wound string, and the second twist returns
us to two singly wound strings. Thus the vacuum structure of the initial and final
states is the same, and any changes to the state can be seen as actual excitations that
have been generated on the strings.
In the single twist case, which we presented in chapters 3 and 4, we learned that
the effect of a twist operator generated a squeezed state, described by Bogoliubov
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coefficients γB, γF . We have a similar structure for the case of two twists. We have
in this paper focused on the effect of the twists σ+2 , and left out the action of the
supercharge contours that surround these twist insertions. Though these supercharge
insertions are essential to the form of the final state after the deformation, they can
be split off from the twist insertions and written as supercharge actions on the initial
and final states. This computation is straightforward but messy, so we hope to return
to it elsewhere and in this paper have focused only on the more essential physics: the
computation of the Bogoliubov coefficients arising from the twists.
In the single twist case one could find closed form expressions for the Bogoliubov
coefficients. In the two twist case the best we could do was write the Bogoliubov
coefficients as a finite sum of hypergeometric functions. This form does not make
the properties of the coefficients obvious. In particular, we expect the coefficients
γBmn, γ
F
mn. to fall at large values of m,n. This is not obvious from any term in the
sums. But numerical work showed that the coefficients do fall off as desired. Further,
there was a very simple relation between the coefficients with one twist and the
coefficients with two twists that can be obtained as a numerical approximation in
the limit of large m,n. The two twist case also brings in a new feature that was not
present in the 1-twist case: the coefficients depend on the separation ∆w between the
twists. We found that there was a simple oscillatory behavior of the coefficients with
∆w.
To obtain a complete analysis of the deformed theory at second order, we must use
the Bogoluibov coefficients obtained here, but we must also allow excitations above
the vacuum in the initial state, and apply the supercharge contours arising from the
deformation operators. This work is based on the paper [69].
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Chapter 6
Effect of two twist operators
on an initial excitation
In this chapter we compute the transition amplitudes, fB, f±F for the two twist case
which carries through in a similar manner as in the one twist case. However, the
computations are more complicated. Lets discuss the notation we will use.
6.1 Copy Notation
Here we introduce some notation for handling the copy-identification indices in our
computations.
For this chapter, we will label an arbitrary CFT copy with the index (k). If
the CFT is specifically before the twist operators of interest, we’ll use the index (i)
instead. The index (j) will be used if the CFT is specifically after the twisting. In
short:
(i) =⇒ initial copy, (j) =⇒ final copy, (k) =⇒ any copy. (6.1.1)
If we need to specify the copy number explicitly, we will use a prime for copies located
after the twists. So (1) means Copy 1 before the twists, while (1′) means Copy 1 after
the twists. We will never need to talk about copies in-between twist operators of
interest.
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Each copy (k) can have its own winding number, denoted as N(k). By the nature
of the twist interactions, total winding number is conserved. We express this as:
∑
(j)
N(j) =
∑
(i)
N(i). (6.1.2)
We will henceforth use the symbol σˆ to denote whatever arbitrary combinations
of pairwise twists we wish to apply. The initial vacuum will be a tensor product of
Ramond vacuua across all initial copies. In general, we will denote such a vacuum
(before and after the twist) by:
|∅〉 ≡
∏
(i)
|0∗R〉(i)
|∅′〉 ≡
∏
(j)
|0∗R〉(j), (6.1.3)
where the notation |0∗R〉 is used to indicate an unspecified type of R vacuum. The
four possibilities were are recorded below
|0±R〉, h =
1
4
, m = ±1
2
|0R〉, |0˜R〉, h = 1
4
, m = 0. (6.1.4)
In general, the type of R vacuum need not be the same between the different copies.
The twisted vacuum is then:
σˆ |∅〉 ≡ |χ〉. (6.1.5)
where
σˆ = σ+2 (w2)σ
+
2 (w1) (6.1.6)
Our bosonic and fermionic fields are defined in a manner consistent with [62,63]. Let
us record the cylinder modes both before and after twist. Before the twist we have
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|τ | < |τ1|
α
(i)
AA˙,n
=
1
2π
2π∫
σ=0
∂XAA˙(w)e
nw dw, (6.1.7)
For fermions, we can have two different types of modes depending on which sector
we are in, NS or R. In the NS sector, the modes are indexed by half-integers r:
d(i)f,αAr =
1
2πi
2π∫
σ=0
ψ(i)αA(w)erw dw, (6.1.8)
Similarly, the modes in the Ramond sector are:
d(i)f,αAn =
1
2πi
2π∫
σ=0
ψ(i)αA(w)enw dw, (6.1.9)
with integer n.
|τ | > |τ2|
For modes after both twists we have the following
α
(j)
AA˙,n
=
1
2π
2π∫
σ=0
∂X
(j)
AA˙
(w)enw dw, (6.1.10)
For fermions, we can have two different types of modes depending on which sector
we are in, NS or R. In the NS sector, the modes are indexed by half-integers r:
d(j)f,αAr =
1
2πi
2π∫
σ=0
ψ(j)αA(w)erw dw, (6.1.11)
with r half integer. Similarly, the modes in the Ramond sector are:
d(j)f,αAn =
1
2πi
2π∫
σ=0
ψ(j)αA(w)enw dw, (6.1.12)
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with n integer. This gives the following (anti)commutation relations for before and
after the two twists:
[
α
(k)
AA˙,m
, α
(k′)
BB˙,n
]
= −mǫABǫA˙B˙δ(k)(k
′)δm+n,0
NS sector :
{
d(k),αAm , d
(k′),B
n
}
= −N(k)ǫαǫABδ(k)(k′)δm+n,0
R sector :
{
d(k),αAr , d
(k′),B
s
}
= −N(k)ǫαǫABδ(k)(k′)δr+s,0 (6.1.13)
We also have a general supercurrent that can be used to form supercharge modes.
For each copy (k), the modes are defined in terms of a supercurrent contour. However,
we can also write the supercharge modes in terms of bosonic and fermionic modes:
G
(k),α
A˙,n
= − i
N(k)
∑
m
d(k),αAm α
(k)
AA˙,n−m. (6.1.14)
We will also make use of the ‘full G’ operator, which is defined such that:
Gα
A˙,n
=


∑
(i)
G
(i),α
A˙,n
before twists
∑
(j)
G
(j),α
A˙,n
after twists.
(6.1.15)
While this operator has been stripped away from the twist operators that we consider
in this chapter, the supercurrent is still useful for proving certain transition amplitude
relationships in full generality.
Lastly, we define the transition amplitudes f as follows:
σˆ α
(i)
AA˙,−n|∅〉 =
∑
(j)
∑
p
fB,(i)(j)np α
(j)
AA˙,−p|χ〉
σˆ d
(i),αA
−n |∅〉 =
∑
(j)
∑
p
fFα,(i)(j)np d
(j),αA
−p |χ〉. (6.1.16)
The mode number p also runs over integers. Here the (j) sum spans all final copies
while the p sum spans all values for which the corresponding operator does not an-
nihilate the particular R vacuum upon which |χ〉 is built. We anticipate two distinct
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cases for the fermions since their SU(2) R charge α is the same type of charge carried
by the twist operators. All other group indices should be symmetric under the twists.
6.2 Relations between transition amplitudes
Our interest is in computing the following kind of amplitude. We start with either
the vacuum state or a state containing some oscillator excitations. We then apply a
certain number of twist operators σˆ at definite locations. We then ask for the final
state generated by this procedure. The actual deformation operator taking the CFT
away from the orbifold point also contains contours of the supercharge G, but as
mentioned before, these contours can be pulled away to act on the initial and final
states, so a principal nontrivial part of the computation involves the effect of the
twists σˆ.
We have already mentioned some general properties of the states generated by the
twists. Acting on the vacuum |0〉, the action of any number of twists is given by the
form exp[γBαα + γFdd]|0〉, where the α and d are bosonic and fermionic oscillatirs
respectively, and γB, γF are Bogoliubov coefficients which we have computed in the
previous chapter. If we had a single oscilaltor in the intial state, then we get the ex-
ponential as before, but the oscillator is changed to a linear combination of operators
(6.1.16). If there is more than one oscillator in the initial state, then one gets the
same behavior for individual oscillators, but in addition one finds Wick contractions
between pairs of operators present in the initial state; examples of this were computed
in [63].
In this section, we will derive some general relationships governing the action of
twist operators. These relations reduce the effort involved in computing the relevant
amplitudes, as they relate some amplitudes to others.
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6.2.1 Transpose Relation for Bosons
Consider a situation in which the winding configuration of the final state are identical
to that of the initial state. That is, we have the relation:
(i) = (j) =⇒ N(i) = N(j), (6.2.1)
for all (i), (j). Now consider the amplitude:
A ≡ 〈∅′|α(j)++,n σˆ α(i)−−,−m|∅〉. (6.2.2)
Passing the initial boson through the twists, we find:
A =
∑
(j′),p
fB,(i)(j
′)
mp 〈∅′|α(j)++,nα(j
′)
−−,−p σˆ |∅〉. (6.2.3)
We now apply the commutation relations (6.1.13) to obtain:
A = −nfB,(i)(j)mn 〈∅′| σˆ |∅〉. (6.2.4)
Now the bosonic operators have no SU(2) R charge. This means their behavior is
in general independent of both the choice of particular R vacuua as well a the charge
of the twists. The first independence allows us to choose any combination of R vacuua
for both |∅〉 and 〈∅′| without altering the amplitude A. Since both cover the same
winding configurations, one possible choice is to swap the two vacuum choices. We
thus find:
A =
∑
(j′),p
fB,(i)(j
′)
mp 〈∅|α(i)++,n σˆ α(j
′)
−−,−p|∅′〉. (6.2.5)
We now make use of the independence of the twist operator’s SU(2) R charge.
This means that for bosons σˆ† = σˆ−1, the reverse twisting process.9 We thus take the
9In general one would need also apply a global interchange of SU(2) R charges for this relation.
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conjugate of both sides in Equation (6.2.5) to obtain:
A∗ = 〈∅′|α(i)++,m σˆ−1 α(j)++,−n|∅〉
= −m
(
f˜B,(j)(i)nm
)∗
〈∅′| σˆ |∅′〉, (6.2.6)
where here the tilde denotes the transition amplitude for the reversed process. Com-
paring to Equation (6.2.4), we find:
nfB,(i)(j)mn = m
(
f˜B,(j)(i)nm
)∗
(6.2.7)
For the particular one-loop case that we examine later, the twisting process is its
own reversal (for bosons) and the transition amplitudes are real-valued (for convenient
Minkowski coordinates). Furthermore, swapping the copy indices on f amounts to
either a global copy redefinition or nothing, neither of which has any physical effect.
Thus (6.2.6) becomes:
nfB,(i)(j)mn = mf
B,(i)(j)
nm . (6.2.8)
6.2.2 Supersymmetry Relations
Here we find relations between the bosonic and fermionic transition amplitudes for
arbitrary twisting. To show these relations, we will make use of the fact that a
G+ current wrapped around any σ+2 operator with no extra weight in the integrand
vanishes: ∮
w0
G+
A˙
(w) σ+2 (w0) dw = 0. (6.2.9)
This can be seen by mapping to an appropriate covering plane, as shown in appendix
K. At the same time, one can deform the contour to obtain:∮
w0
G+
A˙
(w) σ+2 (w0) dw = G
+
A˙,0
σ+2 (w0)− σ+2 (w0)G+A˙,0
=
[
G+
A˙,0
, σ+2 (w0)
]
= 0. (6.2.10)
Thus the full G+
A˙,0
mode commutes with the basic twist operator σ+2 . Since any twist
operation of interest can be constructed from a combination of σ+2 operators, we find:
G+
A˙,0
σˆ = σˆ G+
A˙,0
. (6.2.11)
Now for each copy, that copy’s G+ zero mode annihilates the Ramond vacuua;
thus in particular it annihilates the negative Ramond vacuum. We thus have:
G+
A˙,0
|χ〉 = G+
A˙,0
σˆ |∅〉
= σˆ G+
A˙,0
|∅〉
= 0. (6.2.12)
We will now apply these relations to the two cases of possible SU(2) R charges for
fermion modes.
Fermions with negative SU(2) R charge
Let us here consider the state with an initial negative-charge fermion mode and act
on it with a G+ zero mode. Since this zero mode commutes with all twists, we have
for instance:
G++,0 σˆ d
(i),−−
−n |∅〉 = σˆ G++,0d(i),−−−n |∅〉. (6.2.13)
For n = 0 the relationship is trivial: both sides vanish. Setting aside such zero
modes, we proceed with (6.2.13) in two ways. Starting with the left-hand side, we
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find:
G++,0 σˆ d
(i),−−
−n |∅〉 =
∑
p,(k)
G++,0f
F−,(i)(j)
np d
(j),−−
−p |χ〉
=
∑
p,(j)
fF−,(i)(j)np
{
G++,0, d
(j),−−
−p
}
|χ〉
=
∑
p′,p,(j),(j′),A
fF−,(i)(j)np
( −i
N(j′)
){
d
(j′),+A
p′ , d
(j),−−
p
}
α
(j′)
A+,−p′|χ〉
= −i
∑
p,(j)
1
N(j)
fF−,(i)(j)np
(−N(j)) ǫ+−ǫ+−α(j)++,−p|χ〉
= i
∑
p,(j)
fF−,(i)(j)np α
(j)
++,−p|χ〉. (6.2.14)
Now we turn to the right-hand side of (6.2.13) and perform a similar manipulation:
σ+G++,0d
(i),−−
−n |∅〉 = σˆ
{
G++,0, d
(i),−−
−n
}
|∅〉
= σˆ
∑
(i′),n′
( −i
N(i′)
){
d
(i′),+A
n′ , d
(i),−−
−n
}
α
(i′)
A+,−n′|∅〉
= − i
N(i)
σ+
(−N(i)) ǫ+−ǫ+−α(i)++,−n|∅〉
= i σˆ α++,−n|∅〉
= i
∑
p,(j)
fB,(i)(j)np α
(j)
++,−p|χ〉. (6.2.15)
Combining this with (6.2.14) we find that for any arbitrary twisting:
fB,(i)(j)np = f
F−,(i)(j)
np , n, p > 0. (6.2.16)
Fermion with positive SU(2) R charge
Let us now consider the state with an initial boson mode and act on it with a G+0
mode. Since this zero mode commutes with all twists, we have for instance:
G++,0 σˆ α
(i)
−−,−n|∅〉 = σˆ G++,0α(i)−−,−n|∅〉. (6.2.17)
125
Again we set aside the n = 0 case since it vanishes trivially. We proceed with
(6.2.17) in the same two ways. Starting with the left-hand side, we find:
G++,0 σˆ α
(i)
−−,−n|∅〉 =
∑
p,(j)
G++,0f
B,(i)(j)
np α
(j)
−−,−p|χ〉
=
∑
p,(k)
fB,(i)(j)np
[
G++,0, α
(j)
−−,−p
]
|χ〉
=
∑
p′,p,(i),(j′),A
fB,(i)(j)np
( −i
N(j′)
)[
α
(j′)
A+,p′, α
(j)
−−,−p
]
d
(j′),+A
−p′ |χ〉
= i
∑
p,(j)
( −i
N(j)
)
fB,(i)(j)np (−p) ǫ+−ǫ+−d(j),++−p |χ〉
= i
∑
p,(j)
p
N(j)
fB,(i)(j)np d
(j),++
−p |χ〉. (6.2.18)
Now we turn to the right-hand side of (6.2.17) and perform a similar manipulation:
σˆ G++,0α
(i)
−−,−n|∅〉 = σˆ
[
G++,0, α
(i)
−−,−n
]
|∅〉
= σˆ
∑
(i′),n′
( −i
N(i′)
)[
α
(i′)
A+,n′, α
(i)
−−,−n
]
d
(i′),+A
−n′ |∅〉
= − i
N(i)
σˆ (−n) ǫ+−ǫ+−d(i),++−n |∅〉
= i
n
N(i)
σˆ d
(i),++
−n |∅〉
= i
n
N(i)
∑
p,(j)
fF+,(i)(j)np d
(j),++
−n |χ〉. (6.2.19)
Combining this with (6.2.18) we find that for any arbitrary twisting:
p
N(j)
fB,(i)(j)np =
n
N(i)
fF+,(i)(j)np , n, p > 0. (6.2.20)
126
6.2.3 The Capping States
Let us first re-present Equation (6.1.16):
σˆ α
(i)
AA˙,−n|∅〉 =
∑
(j)
∑
p
fB,(i)(j)np α
(j)
AA˙,−p|χ〉
σˆ d
(i),αA
−n |∅〉 =
∑
(j)
∑
p
fFα,(i)(j)np d
(j),αA
−p |χ〉. (6.2.21)
In [69] it was found that the physical part of |χ〉 can be written as:
|χ〉 = C(w1, w2) eQˆ(w1,w2) |0+R〉(1)|0−R〉(2)
= C(w1, w2)
(
1 + Qˆ(w1, w2) +
[
Qˆ(w1, w2)
]2
+ . . .
)
|0+R〉(1)|0−R〉(2)(6.2.22)
where the operator Qˆ contains pairs of excitations. Thus each term in in Equation
(6.2.22) contains an even number of excitations on the relevant R vacuum. Inserting
this expansion into Equation (6.2.21), we find:
σˆ α
(i)
AA˙,−m|∅〉 =
∑
(j)
∑
n
fB,(i)(j)mn α
(j)
AA˙,−nC(w1, w2)
(
1 + Qˆ(w1, w2) + . . .
)
|0+R〉(1)|0−R〉(2)
σˆ d
(i),αA
−m |∅〉 =
∑
(j)
∑
n
fFα,(i)(j)mn d
(j),αA
−n C(w1, w2)
(
1 + Qˆ(w1, w2) + . . .
)
|0+R〉(1)|0−R〉(2),
(6.2.23)
where each term now contains an odd number of excitations.
In order to avoid the messy details of the Qˆ operator, we should choose a capping
state that has a nonzero overlap with only the 0th order term in Equation (6.2.23).
We first note that this state should be built upon the same vacuum as |χ〉, namely:
〈∅′| ≡ (1)〈0R,+|(2)〈0R,−|. (6.2.24)
We will also need a single mode with appropriate charges to contract with the existing
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excitation from the 0th order term in Equation (6.2.23). This yields, for example:
〈∅′|α(j)++,n σˆ α(i)−−,−m|∅〉 = −pfB,(i)(j)mn C(w1, w2)〈∅′|∅′〉 = −pfB,(i)(j)mn 〈∅′| σˆ |∅〉
〈∅′|d(j),++n σˆ d(i),−−−m |∅〉 = −fF−,(i)(j)mn C(w1, w2)〈∅′|∅′〉 = −pfB,(i)(j)mn 〈∅′| σˆ |∅〉
〈∅′|d(j),−−n σˆ d(i),++−m |∅〉 = −fF+,(i)(j)mn C(w1, w2)〈∅′|∅′〉 = −pfB,(i)(j)mn 〈∅′| σˆ |∅〉.
(6.2.25)
Equivalent relations can be obtained for other choices of the SU(2) indices. Since we
do not here determine the coefficient C(w1, w2), we will not make use of the middle
expressions.
6.2.4 Spectral Flows
Now that we know the capping states, we can determine the type and location of the
spin fields they bring when mapped to the t plane. Recalling the relations in (5.1.33),
we have:
|0R,−〉(1) → S−(t = −a)
|0R,−〉(2) → S−(t = −b)
(1′)〈0R,+| → S−(t =∞)
(2′)〈0R,−| → S+(t = 0). (6.2.26)
We also list the spin fields accompanying the twists. We remind the reader that the
locations of these spin fields are the points that satisfy
dz
dt
=
t2 − ab
t2
= 0 (6.2.27)
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They occur at
σ+2 (w1) → S+
(
t = −
√
ab
)
σ+2 (w2) → S+
(
t =
√
ab
)
. (6.2.28)
We must now remove these six spin fields via local spectral flows just as we did
when computing γFmn’s. A spectral flow by α = +1 units removes an S
− spin field
while also applying an effect at infinity: Either removing an S+ at infinity or applying
an S− at infinity if there is no S+ to be removed. Table 6.1 tracks the behavior of
the t plane both locally and at infinity through five spectral flows. The net effect is
the elimination of all six spin fields in the t plane. We can now close all punctures
with the local NS vacuum. This vacuum is all that remains at the twist insertions,
while the in and out states may carry additional contours from initial and capping
excitations. Thus the coordinate maps in conjunction with our spectral flows produces
the following transformations:
|∅〉 → |0NS〉t
〈∅′| → t〈0NS|
σˆ → 1l. (6.2.29)
There are also transformations on the bosonic and fermionic modes. These transfor-
mations are the primary focus of the next two sections. For now, we simply denote
the transformed modes with primes:
α
(k)
AA˙,n
→ α′(k)
AA˙,n
d(k),αAn → d′(k),αAn . (6.2.30)
We now apply these transformations to the relations found in Equation (6.2.25).
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α = −1 at t = 0 → S+(t = 0) removed & S−(t =∞) removed
α = −1 at t = √ab → S+
(
t =
√
ab
)
removed & S+(t =∞) added
α = +1 at t = −a → S−(t = −a) removed & S+(t =∞) removed
α = +1 at t = −b → S−(t = −b) removed & S−(t =∞) inserted
α = −1 at t = −√ab → S+
(
t = −√ab
)
removed & S−(t =∞) removed
Table 6.1: One possible ordering of spectral flows. While all orders have the same overall
effect, we have presented here an order that never brings any complicated operators to the
point at infinity. The net result is the removal of all six spin insertions in the t plane.
Naively, we obtain:
fB,(i)(j)mn = −
1
n
t〈0NS|α′(j)++,nα(i)−−,−m|0NS〉t
t〈0NS|0NS〉t
fF−,(i)(j)mn = − t
〈0NS|d′(j),++n d′(i),−−−m |0NS〉t
t〈0NS|0NS〉t
fF+,(i)(j)mn = − t
〈0NS|d′(j),−−n d′(i),++−m |0NS〉t
t〈0NS|0NS〉t〉 . (6.2.31)
At this point there is one more subtlety to consider. The out state modes on copy
2 are mapped to the origin of the t plane before our in state modes are deformed to
this region, so the in modes will have contours wrapped outside of the out modes.
This means that we should write all copy 2 out modes to the left of other modes. For
fermions, this order-swapping will also bring a sign change. Taking all of this into
130
account, we find:
fB,(i)(1
′)
mn = −
1
n
t〈0NS|α′(1
′)
++,nα
(i)
−−,−m|0NS〉t
t〈0NS|0NS〉t
fB,(i)(2
′)
mn = −
1
n
t〈0NS|α(i)−−,−mα′(2
′)
++,n|0NS〉t
t〈0NS|0NS〉t
fF−,(i)(1
′)
mn = − t
〈0NS|d′(1
′),++
n d
′(i),−−
−m |0NS〉t
t〈0NS|0NS〉t
fF−,(i)(2
′)
mn =
t〈0NS|d′(i),−−−m d′(2
′),++
n |0NS〉t
t〈0NS|0NS〉t
fF+,(i)(1
′)
mn = − t
〈0NS|d′(1
′),−−
n d
′(i),++
−m |0NS〉t
t〈0NS|0NS〉t
fF+,(i)(2
′)
mn =
t〈0NS|d′(i),++−m d′(2
′),−−
n |0NS〉t
t〈0NS|0NS〉t〉 . (6.2.32)
In the following two sections we will determine the integral expressions of the
transformed modes. We will then expand these modes in terms of modes natural
to the t plane in the appropriate regions. This allows us to use the commutation
relations found in Equations (5.1.22) and (5.1.23) to obtain an analytic expression
for the transition amplitudes from the above relations.
6.3 Calculating fB
Let us recall the expression for the bosonic transition amplitude from Equation
(6.2.32).
fB,(i)(1
′)
mn = −
1
n
t〈0NS|α′(1
′)
++,nα
(i)
−−,−m|0NS〉t
t〈0NS|0NS〉t
fB,(i)(2
′)
mn = −
1
n
t〈0NS|α(i)−−,−mα′(2
′)
++,n|0NS〉t
t〈0NS|0NS〉t . (6.3.1)
The rest of this session will consist primarily of writing these transformed modes
in full detail. Since bosonic modes are unaffected by spectral flows, we deal only with
the coordinate maps. We first expand the cylinder modes in terms of modes natural
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to the t plane in the region of their image points. After this we are free to drop
any modes that annihilate the local NS vacuum (non-negative modes in this case).
We then deform the contours from our initial-state modes into the neighborhood
of the capping mode. From here we re-expand the initial-state mode in terms of t
plane modes natural to the new neighborhood. We can then apply the commutation
relations from Equation (5.1.22) to obtain an expression for the transition amplitude.
6.3.1 The Boson Mode Expansions
In [69], the transformed final modes were presented in full detail. Here we merely
give those results:
α
′(1′)
AA˙,n
=
∞∑
j,j′=0
nCj
nCj′a
jbj
′
α˜t→∞
AA˙,n−j−j′ (6.3.2)
α
′(2′)
AA˙,n
= −
∞∑
j,j′=0
nCj
nCj′a
n−jbn−j
′
α˜t→0
AA˙,j+j′−n. (6.3.3)
In keeping with the notation of [69] we chose to have the initial Copy 1 map to
the neighborhood around t = a while the initial Copy 2 maps to the neighborhood
around t = b. Since the combination X(w) dw has weight zero under coordinate
transformations, we need only rewrite the enw factor in terms of t. Following the
maps
ew = z =
(t+ a)(t + b)
t
, (6.3.4)
the factor is:
enw = zn =
(
(t+ a)(t + b)
t
)n
. (6.3.5)
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The initial boson modes are then:
α
′(1)
AA˙,−m =
1
2π
∮
t=−a
∂XAA˙(t)
(
(t+ a)(t + b)
t
)−m
dt
=
1
2π
∮
t′=0
∂XAA˙(t)
(
t′(t′ − a+ b)
t′ − a
)m
dt′ (6.3.6)
α
′(2)
AA˙,−m =
1
2π
∮
t=−b
∂XAA˙(t
′)
(
(t+ a)(t + b)
t
)−m
dt
=
1
2π
∮
t′′=0
∂XAA˙(t
′′)
(
(t′′ + a− b)t′′
t′′ − b
)−m
dt′′, (6.3.7)
where we have introduced shifted coordinates t′ = t− a and t′′ = t− b. We shall deal
with each copy in turn.
Copy 1 Initial Modes
We now expand the integrand of (6.3.6) in powers of t′.(
t′(t′ − a+ b)
t′ − a
)−m
= t′−m (t′ + (b− a))−m (t′ − a)m
= t′−m
∞∑
k=0
−mCkt′k(b− a)−m−k
∞∑
k′=0
mCk′t
′k′(−a)m−k′
=
∞∑
k,k′=0
−mCkmCk′(b− a)−m−k(−a)m−k′t′k+k′−m
→
k+k′<m∑
k,k′=0
−mCkmCk′(b− a)−m−k(−a)m−k′t′k+k′−m. (6.3.8)
Here we have placed a limit on the sum to ensure that we work only with creation
operators. This means we have dropped those modes which annihilate the local NS
vacuum.
We must now bring the contour to one of two different regions, depending on
which copy of final modes we wish to interact with. When interacting with Copy 1
final modes we must bring the contour out to infinity, thus expanding (6.3.8) around
t = ∞. This will leave our contour inside the final mode contour, so we expand
133
in terms of creation operators. When interacting with Copy 2 final modes we must
instead bring the contour to the origin of the t plane, thus expanding (6.3.8) around
t = 0. This time our contour is outside the final mode contour (indeed smaller |z| map
to larger |t| in this region). We must thus expand this region in terms of annihilation
operators. We also pick up an extra minus sign in this region to account from the
contour reversing direction when it wraps around a finite point (the t plane origin).
When expanding the Copy 1 initial modes for interaction with Copy 1 final modes,
we find:
[
t′k+k
′−m
]
t→∞
= (t + a)k+k
′−m
= tk+k
′−m
(
1 +
a
t
)k+k′−m
= tk+k
′−m
∞∑
k′′=0
k+k′−mCk′′ak
′′
t−k
′′
=
∞∑
k′′=0
k+k′−mCk′′a
k′′tk+k
′−m−k′′ , (6.3.9)
where nCm is the binomial coefficient of m and n. Plugging this into Equation (6.3.8)
gives: (
t′(t′ − a+ b)
t′ − a
)−m
t→∞
=
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′tk+k
′−m−k′′
× (−1)m−k′(b− a)−m−k(a)m+k′′−k′, (6.3.10)
and thus:
α
′(1)
AA˙,−m =
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k′(b− a)−m−kam+k′′−k′α˜t→∞AA˙,k+k′−m−k′′ ,
(6.3.11)
where we still have the constraint k + k′ < m.
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For interaction with the Copy 2 final modes, we instead have:
[
t′k+k
′−m
]
t→0
= (t+ a)k+k
′−m
= ak+k
′−m
(
1 +
t
a
)k+k′−m
= ak+k
′−m
∞∑
k′′=0
k+k′−mCk′′a−k
′′
tk
′′
=
∞∑
k′′=0
k+k′−mCk′′ak+k
′−m−k′′tk
′′
. (6.3.12)
This gives:(
t′(t′ − a+ b)
t′ − a
)−m
t→∞
=
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k′(b− a)−m−k(a)k−k′′tk′′ ,
(6.3.13)
and thus:
α
′(1)
AA˙,−m =−
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k′(b− a)−m−kak−k′′α˜t→0AA˙,k′′,
(6.3.14)
where again k+k′ < m and we have an extra minus sign from the change in direction
of the contour.
Copy 2 Initial Modes
In principle, we now expand the integrand of (6.3.7) in powers of t′′. In practice we
can shortcut this by noticing that this integrand can be obtained from the integrand
of (6.3.6) via the interchange a ↔ b, under which the reparameterization variables
are also interchanged, t′ ↔ t′′. In other words, a↔ b amounts to a redefinition of our
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initial copies (1)↔ (2). We can thus apply a↔ b to (6.3.11) and (6.3.14), yielding:
α
′(2)
AA˙,−m =
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k(a− b)−m−kbm+k′′−k′α˜t→∞AA˙,k+k′−m−k′′
α
′(2)
AA˙,−m =−
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k(a− b)−m−kbk−k′′α˜t→0AA˙,k′′, (6.3.15)
with k + k′ < m.
Summary
For ease of reference, we group all of the expansions together.
α
′(1)
AA˙,−m =
∞∑
k,k′,k′′=0
−mCk
mCk′
k+k′−mCk′′(−1)m−k′(b− a)−m−kam+k′′−k′α˜t→∞AA˙,k+k′−m−k′′
=−
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k′(b− a)−m−kak−k′′α˜t→0AA˙,k′′ (6.3.16)
α
′(2)
AA˙,−m =
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k(a− b)−m−kbm+k′′−k′α˜t→∞AA˙,k+k′−m−k′′
=−
∞∑
k,k′,k′′=0
−mCkmCk′k+k
′−mCk′′(−1)m−k(a− b)−m−kbk−k′′α˜t→0AA˙,k′′ (6.3.17)
α
′(1′)
AA˙,n
=
∞∑
j,j′=0
nCj
nCj′a
jbj
′
α˜t→∞
AA˙,n−j−j′ (6.3.18)
α
′(2′)
AA˙,n
= −
∞∑
j,j′=0
nCj
nCj′a
n−jbn−j
′
α˜t→0
AA˙,j+j′−n. (6.3.19)
For all initial-mode cases we have the additional constraint:
k + k′ < m. (6.3.20)
136
6.3.2 Computing the fB Coefficients
We can now compute the fB coefficients by plugging (6.3.16 − 6.3.19) into (6.3.1).
We’ll split the cases into subsections.
(i) = (j) = 1
Using the first line of (6.3.16) along with (6.3.18) and (6.3.1), we find:
fB,(1)(1
′)
m,n =
∞∑
j,j′,k,k′,k′′=0
nCj
nCj′
−mCkmCk′k+k
′−mCk′′(−1)m−k′am+k′′−k′+jbj′(b− a)−m−k
×
(
−1
n
t〈0|α˜t→∞++,n−j−j′α˜t→∞−−,k+k′−m−k′′|0〉t
t〈0|0〉t
)
, (6.3.21)
with the constraint:
k + k′ < m. (6.3.22)
We now apply the appropriate commutation relation from Equation (5.1.22). The
amplitude ratio gives zero unless the following constraints are satisfied:
n− j − j′ > 0 =⇒ j + j′ < n (6.3.23)
k + k′ −m− k′′ < 0 =⇒ k + k′ < m+ k′′ ≥ m (6.3.24)
n− j − j′ = −(k + k′ −m− k′′) =⇒ k′′ = n+ k + k′ −m− j − j′. ≥ 0
(6.3.25)
When nonzero the commutator is simply −(n− j − j′).
Let us now look at our constraints in more detail. Equation (6.3.24) is redundant
with the earlier constraint k+k′ < m. Meanwhile, the right side of Equation (6.3.25)
gives:
k′′ = n+ k + k′ −m− j − j′ ≥ 0 =⇒ j + j′ ≤ n−m+ k + k′, (6.3.26)
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which is stricter than (6.3.23) since m > 0. From here, the fact that j + j′ ≥ 0 gives:
0 ≤ j + j′ ≤ n−m+ k + k′) =⇒ m− n ≤ k + k′, (6.3.27)
which places another lower bound on k and k′. We can now eliminate the k′′ sum
and use the constraints to set the limits.
max(m− n− k, 0) ≤ k′ ≤ m− k − 1
0 ≤ k ≤ m− 1
0 ≤ j′ ≤ n− (m− k − k′)− j
0 ≤ j ≤ n− (m− k − k′). (6.3.28)
This gives:
fB,(1)(1
′)
m,n =
m−1∑
k=0
m−k−1∑
k′=max(m−n−k,0)
n−m+k+k′∑
j=0
n−m+k+k′−j∑
j′=0
nCj
nCj′
−mCkmCk′
× k+k′−mCn+k+k′−m−j−j′n− j − j
′
n
(−1)m−k′an+k−j′bj′(b− a)−m−k.
(6.3.29)
(i) = 1, (j) = 2
Here we use the second line of (6.3.16) along with (6.3.18) and (6.3.1). Noting that
the initial mode maps to a contour outside of the final mode due to z ∼ t−1, we find:
fB,(1)(2
′)
m,n =
∑
j,j′,k,k′,k′′
nCj
nCj′
−mCk
mCk′
k+k′−mCk′′(−1)m−k′ak−k′′+n−jbn−j′(b− a)−m−k
×
(
−1
n
t〈0|a˜t→0−−,k′′a˜t→0++,j+j′−n|0〉t
t〈0|0〉t
)
, (6.3.30)
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with k + k′ < m. Here again we have constraints for the amplitude ratio to remain
nonzero:
j + j′ − n < 0 =⇒ j + j′ < n (6.3.31)
k′′ = n− j − j′ =⇒ No extra limits (6.3.32)
When these conditions are met, the amplitude ratio gives a factor:
−k′′ = −(n− j − j′) (6.3.33)
We can now eliminate the k′′ sum and use the constraints to set the limits:
0 ≤ k′ ≤ m− k − 1
0 ≤ k ≤ m− 1
0 ≤ j′ ≤ n− j − 1
0 ≤ j ≤ n− 1 (6.3.34)
fB,(1)(2
′)
m,n =
m−1∑
k=0
m−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′
−mCk
mCk′
k+k′−mCn−j−j′
× n− j − j
′
n
(−1)m−k′ak+j′bn−j′(b− a)−m−k
(6.3.35)
The Other Cases by Symmetry
The other cases can be obtained easily from the first two by applying the interchange
a ↔ b, which swaps the initial copies while leaving the final copies unchanged. We
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thus find:
fB,(2)(1
′)
m,n =
[
fB,(1)(1
′)
m,n
]
a↔b
=
m−1∑
k=max(m−n,0)
m−k−1∑
k′=max(m−n−k,0)
n−m+k+k′∑
j=0
n−m+k+k′−j∑
j′=0
nCj
nCj′
−mCkmCk′
× k+k′−mCn+k+k′−m−j−j′n− j − j
′
n
(−1)m−k′bn+k−j′aj′(a− b)−m−k
(6.3.36)
fB,(2)(2
′)
m,n =
[
fB,(1)(2
′)
m,n
]
a↔b
=
m−1∑
k=0
m−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′
−mCkmCk′k+k
′−mCn−j−j′
× n− j − j
′
n
(−1)m−k′an−j′bk+j′(a− b)−m−k.(6.3.37)
6.3.3 Results
Here we gather the results together for convenient reference.
fB,(1)(1
′)
m,n =
m−1∑
k=max(m−n,0)
m−k−1∑
k′=max(m−n−k,0)
n−m+k+k′∑
j=0
n−m+k+k′−j∑
j′=0
nCj
nCj′
−mCkmCk′
× k+k′−mCn+k+k′−m−j−j′ n− j − j
′
n
(−1)m−k′an+k−j′bj′(b− a)−m−k
(6.3.38)
fB,(1)(2
′)
m,n =
m−1∑
k=0
m−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(−1)m−k′ n− j − j
′
n
ak+j
′
bn−j
′
(b− a)−m−k
× nCjnCj′−mCkmCk′k+k′−mCn−j−j′ (6.3.39)
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fB,(2)(1
′)
m,n =
m−1∑
k=max(m−n,0)
m−k−1∑
k′=max(m−n−k,0)
n−m+k+k′∑
j=0
n−m+k+k′−j∑
j′=0
nCj
nCj′
−mCkmCk′
× k+k′−mCn+k+k′−m−j−j′ n− j − j
′
n
(−1)m−k′bn+k−j′aj′(a− b)−m−k
(6.3.40)
fB,(2)(2
′)
m,n =
m−1∑
k=0
m−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(−1)m−k′ n− j − j
′
n
an−j
′
bk+j
′
(a− b)−m−k
× nCjnCj′−mCkmCk′k+k′−mCn−j−j′. (6.3.41)
Using the relationships from Equations (6.2.16) and (6.2.20), this also gives the
fermion transition amplitude for all cases that do not involve a zero mode.
Because of global copy exchange symmetry we have the relations
fB,(1)(1
′)
mn = f
B,(2)(2′)
mn
fB,(2)(1
′)
mn = f
B,(1)(2′)
mn (6.3.42)
6.3.4 Numerical Analysis
Let us now find a good approximation for our transition amplitudes when the mode
numbers become large. We proceed by plotting the exact values over a range of ∆w
coordinates and then attempting to fit the resulting points. We find a good, simple
approximation for the bosonic transition amplitudes, which are themselves related
to the fermionic transition amplitudes for nonzero modes through supersymmetry
relations. The fermion zero mode functions prove less tractable for this analysis.
This might be expected, as for such amplitudes at least one mode is necessarily well
outside of the continuum limit.
For the bosonic transition amplitude, large indices result in the approximate form
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Bosonic Transition Amplitude: m = 10, n = 10
Figure 6.1: The bosonic transition amplitudes f
B,(1)(1′)
mn for: m = 7, n = 12 (upper left);
m = 9, n = 11 (upper right); m = n = 8 (lower left); m = n = 10 (lower right). The
exact values are plotted as blue dots, while the simple continuum limit approximation from
Equation (6.3.43) is plotted as a red line. The axis labeled w is the real value w/i.
(i.e., in the limit m,n≫ 1):
fB,(1)(1
′)
mn ≈


1
(m−n)π
√
m
n
sin
(
(m− n)∆w
2i
)
sgn
(
∆w
2πi
− 1) m 6= n∣∣∆w
2πi
− 1∣∣ m = n. (6.3.43)
This produces a mirroring about the point ∆w = 2πi:
[
fB,(1)(1
′)
mn
]
∆w=2πi+x
=
[
fB,(1)(1
′)
mn
]
∆w=2πi−x
. (6.3.44)
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Looking numerically at modes on the initial copy 2, we find a simple relationship:
fB,(1)(1
′)
mn + f
B,(2)(1′)
mn = δmn. (6.3.45)
While we have not proven this relationship in full generality, it has held for all cases we
have checked including small m and n. There is also an analogous exact relationship
for the single twist case:
fB,(1)mn + f
B,(2)
mn = δmn. (6.3.46)
If we combine (6.3.45) with (6.3.42), we find that a copy symmetric state is left
unaffected by spectral flow. Schematically,
σˆ
(
α(1) + α(2)
)|∅〉 = (α(1) + α(2))σˆ|∅〉 (6.3.47)
A similar relation holds for fermionic transition amplitudes with nonzero mode num-
bers.
6.4 Fermion Zero Modes
We have seen that the f functions for fermions can be related to the f functions for
bosons. These relation however do not hold when one or more of the modes involved
in the relation is a fermion zero mode. In this case we need to be more careful, and
computre the f functions for fermions explicitly. In this section we will perform the
relevant computations for the fF (i)(j),± when one or more of the indices represent a
zero mode. .
We follow the same method used for the bosons, except that we must now account
for the effects of our five spectral flows. These spectral flows were required to map
the originital problem to a plane with no punctures. The bosons were not affected
by the spectral flow, but the fermions will be. The full calculation of the spectral
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flow effects was performed in chapter J.1 for capping modes, so we present only the
results found there:
d′(1
′),+A
n =
∑
j,j′≥0
n−1Cjn−1Cj′ajbj
′
d˜+A,t→∞n−j−j′+1/2
−
∑
j,j′≥0
n−1Cjn−1Cj′aj+1bj
′+1d˜+A,t→∞n−j−j′−3/2
d′(1
′),−A
n =
∑
j,j′≥0
nCj
nCj′a
jbj
′
d˜−A,t→∞n−j−j′−1/2
d′(2
′),+A
n = −
∑
j,j′≥0
n−1Cjn−1Cj′an−j−1bn−j
′−1d˜+A,t→0j+j′−n+5/2
+
∑
j,j′≥0
n−1Cjn−1Cj′an−jbn−j
′
d˜+A,t→0j+j′−n+1/2
d′(2
′),−A
n = −
∑
j,j′≥0
nCj
nCj′a
n−jbn−j
′
d˜−A,t→0j+j′−n−1/2 (6.4.1)
Since we are interested in the cases containing at least one zero mode, we evaluate
(6.4.1) for such cases.
d
′(1′),+A
0 =
∑
j,j′≥0
(−1)j+j′ajbj′ d˜+A,t→∞−j−j′+1/2 −
∑
j,j′≥0
(−1)j+j′aj+1bj′+1d˜+A,t→∞−j−j′−3/2
d
′(1′),−A
0 = d˜
−A,t→∞
−1/2
d
′(2′),+A
0 = −
∑
j,j′≥0
(−1)j+j′a−j−1b−j′−1d˜+A,t→0j+j′+5/2 +
∑
j,j′≥0
(−1)j+j′a−jb−j′ d˜+A,t→0j+j′+1/2
d
′(2′),−A
0 = −d˜−A,t→0−1/2 (6.4.2)
We now turn to modes of the in state. We will work in three subsections. First,
we will follow the in states through the coordinate shifts and spectral flows. Next
we will express the transformed modes in terms of modes natural to the t plane in
the appropriate neighborhood, stretch the contours to the neighborhood of the out
states, and then re-express the result in modes natural to the new neighborhoods.
Lastly we will plug the results into Equation (6.2.32) to obtain expressions for the
fermion transition amplitudes.
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6.4.1 Coordinate maps and spectral flows
We begin with the fermion modes on the cylinder before the twist insertions:
d(i),αAn =
1
2πi
∫ σ=2π
τ<τ1,σ=0
ψ(i),αA(w)enw dw
d(j),αAn =
1
2πi
∫ σ=2π
τ>τ2,σ=0
ψ(j),αA(w)enw dw. (6.4.3)
The fermion field ψ has conformal weight 1/2. Combined with the jacobian, this
gives:
ψ(i),αA(x) dx →
(
dx′
dx
)− 1
2
ψ(i),αA(x′) dx′. (6.4.4)
The derivatives of our two maps are as follows:
dz
dw
= ew = z (6.4.5)
dt
dz
=
(
dz
dt
)−1
=
(
1− ab
t2
)−1
= t2
(
t2 − ab)−1 . (6.4.6)
Taking the two coordinate shifts together, we find:
ψ(i),αA(w)enw dw → zn− 12 t−1 (t2 − ab) 12 ψ(i),αA(t) dt (6.4.7)
= (t+ a)n−
1
2 (t + b)n−
1
2 t−n−
1
2
(
t2 − ab) 12 ψ(i),αA(t) dt.
We must now apply our five spectral flows. For each spectral flow by a unit α
around a point t0, a field with an SU(2) R charge q transforms as:
ψq(t) → (t− t0)−αqψq(t). (6.4.8)
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We can determine the factors that come from the spectral flows outlined in Table 6.1.
These factors are presented in Table 6.2. Applying this to Equation (6.4.7) gives:
ψ(i),+A(w)enw dw → (t + a)n(t+ b)n−1t−n−1 (t2 − ab)ψ(i),+A(t) dt
ψ(i),−A(w)enw dw → t−n−1(t + a)n(t+ b)nψ(i),+A(t) dt. (6.4.9)
α t0 ψ
+A factor ψ−A factor
−1 0 t 12 t− 12
−1 √ab
(
t−√ab
) 1
2
(
t−√ab
)− 1
2
+1 −a (t+ a)− 12 (t + a) 12
+1 −b (t+ b)− 12 (t + b) 12
−1 −√ab
(
t +
√
ab
) 1
2
(
t+
√
ab
)− 1
2
All t
1
2 (t+ a)−
1
2 (t + b)−
1
2 (t2 − ab) 12 t− 12 (t+ a) 12 (t+ b) 12 (t2 − ab)− 12
Table 6.2: The factors obtained by the five spectral flows for the two possible fermion field
charges. The last row groups all the factors together in a simplified form.
Plugging Equation (6.4.9) into (6.4.3), we find:
d(1),+An →
1
2πi
∮
t′=0
ψ+A(t′)((t′ − a)2 − ab)(t′ − a)−nt′n−1(t′ + b− a)n−1 dt′
d(1),−An →
1
2πi
∮
t′=0
ψ−A(t′)(t′ − a)−n−1t′n(t′ + b− a)n dt′
d(2),+An →
1
2πi
∮
t′′=0
ψ+A(t′′)((t′′ − b)2 − ab)(t′′ − b)−nt′′n−1(t′′ + a− b)n−1 dt′′
d(2),−An →
1
2πi
∮
t′′=0
ψ−A(t′′)(t′′ − b)−n−1t′′n(t′′ + a− b)n dt′′. (6.4.10)
Here we use the same notation as for the bosons, t′ = t− a and t′′ = t− b.
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6.4.2 Natural modes on the t plane
We now expand the in state modes in terms of modes natural to the t-plane. For
both + and − cases, we perform expansions first around t′ = 0 or t′′ = 0 and then
around t =∞ or t = 0. In each case, we denote the integrand from Equation (6.4.10)
as I with appropriate indices. We will also make use of the a ↔ b interchange to
swap the initial copies as we did for the bosons.
d
(i),+A
−m
I(1),+ = ((t′ − a)2 − ab)(t′ − a)−nt′n−1(t′ + b− a)n−1
= (t′ − a)m+2t′−m−1(t′ + (b− a))−m−1 − ab(t′ − a)mt′−m−1(t′ + (b− a))−m−1
= (−a)m+2(b− a)−m−1
(
1 +
t′
−a
)m+2
t′−m−1
(
1 +
t′
b− a
)−m−1
−ab(−a)m(b− a)−m−1
(
1 +
t′
−a
)m
t′−m−1
(
1 +
t′
b− a
)−m−1
=
∑
k,k′≥0
m+2Ck
−m−1Ck′(−a)m−k+2(b− a)−m−k′−1t′−m+k+k′−1
−
∑
k,k′≥0
mCk
−m−1Ck′(−1)m−kb am−k+1(b− a)−m−k′−1t′−m+k+k′−1
=
∑
k,k′≥0
−m−1Ck′
(
m+2Cka− mCkb
)
(−1)m−kam−k+1(b− a)−m−k′−1t′−m+k+k′−1
I(2),+ = I(1),+ (a↔ b, t′ ↔ t′′) (6.4.11)
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d
(i),−A
−m
I(1),− = (t′ − a)m−1t′−m(t′ + (b− a))−m
= (−a)m−1(b− a)−m
(
1 +
t′
−a
)m−1
t′−m
(
1 +
t′
b− a
)−m
=
∑
k,k′≥0
m−1Ck−mCk′(−a)m−k−1(b− a)−m−k′t′−m+k+k′
I(2),− = I(1),− (a↔ b, t′ ↔ t′′) (6.4.12)
We now insert these expansions back into Equation (6.4.10) and drop any powers
of t that give local annihilators. This leaves us with:
d
(1),+A
−m →
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Cka− mCkb
)
(−1)m−kam−k+1(b− a)−m−k′−1d˜+A,t→a−m+k+k′−1/2
d
(2),+A
−m →
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Ckb− mCka
)
(−1)m−kbm−k+1(a− b)−m−k′−1d˜+A,t→b−m+k+k′−1/2
d
(1),−A
−m →
m−1∑
k=0
m−k−1∑
k′=0
m−1Ck−mCk′(−1)m−k−1am−k−1(b− a)−m−k′ d˜−A,t→a−m+k+k′+1/2
d
(2)i,−A
−m →
m−1∑
k=0
m−k−1∑
k′=0
m−1Ck−mCk′(−1)m−k−1bm−k−1(a− b)−m−k′ d˜−A,t→b−m+k+k′+1/2 (6.4.13)
We must now expand these modes around t =∞ and t = 0. We do this by simply
expanding the integrands hidden in the modes of (6.4.13) in these regions.
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t =∞
d˜
(1)+A,t→a
−m+k+k′− 1
2
: t′−m+k+k
′−1 = (t+ a)−m+k+k
′−1 =
∑
k′′≥0
−m+k+k′−1Ck′′ak
′′
t−m+k+k
′−k′′−1
d˜
(2)+A,t→b
−m+k+k′− 1
2
: t′′−m+k+k
′−1 = (t + b)−m+k+k
′−1 =
∑
k′′≥0
−m+k+k′−1Ck′′b
k′′t−m+k+k
′−k′′−1
d˜
(1)−A,t→a
−m+k+k′+ 1
2
: t′−m+k+k
′
= (t+ a)−m+k+k
′
=
∑
k′′≥0
−m+k+k′Ck′′a
k′′t−m+k+k
′−k′′
d˜
(2)−A,t→b
−m+k+k′+ 1
2
: t′′−m+k+k
′
= (t+ b)−m+k+k
′
=
∑
k′′≥0
−m+k+k′Ck′′b
k′′t−m+k+k
′−k′′.(6.4.14)
t = 0
d˜
(1),+A,t→a
−m+k+k′− 1
2
: t′−m+k+k
′−1 = (t+ a)−m+k+k
′−1 =
∑
k′′≥0
−m+k+k′−1Ck′′a−m+k+k
′−k′′−1tk
′′
d˜
(2),+A,t→b
−m+k+k′− 1
2
: t′′−m+k+k
′−1 = (t + b)−m+k+k
′−1 =
∑
k′′≥0
−m+k+k′−1Ck′′b−m+k+k
′−k′′−1tk
′′
d˜
(1),−A,t→a
−m+k+k′+ 1
2
: t′−m+k+k
′
= (t+ a)−m+k+k
′
=
∑
k′′≥0
−m+k+k′Ck′′a−m+k+k
′−k′′tk
′′
d˜
(2),−A,t→b
−m+k+k′+ 1
2
: t′′−m+k+k
′
= (t+ b)−m+k+k
′
=
∑
k′′≥0
−m+k+k′Ck′′b−m+k+k
′−k′′tk
′′
.(6.4.15)
Equation (6.4.13) now gives:
t =∞
d
′(1),+A
−m =
m∑
k=0
m−k∑
k′=0
∑
k′′≥0
−m−1Ck′−m+k+k
′−1Ck′′
(
m+2Cka− mCkb
)
× (−1)m−kam−k+k′′+1(b− a)−m−k′−1d˜+A,t→∞−m+k+k′−k′′−1/2
d
′(1),−A
−m =
m−1∑
k=0
m−k−1∑
k′=0
∑
k′′≥0
m−1Ck−mCk′−m+k+k
′
Ck′′
× (−1)m−k−1am+k′′−k−1(b− a)−m−k′ d˜−A,t→∞−m+k+k′−k′′+1/2
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d
′(2),+A
−m =
m∑
k=0
m−k∑
k′=0
∑
k′′≥0
(
m+2Ckb− mCka
)−m−1Ck′−m+k+k′−1Ck′′
× (−1)m−kbm−k+k′′+1(a− b)−m−k′−1d˜+A,t→∞−m+k+k′−k′′−1/2
d
′(2),−A
−m =
m−1∑
k=0
m−k−1∑
k′=0
∑
k′′≥0
m−1Ck−mCk′−m+k+k
′
Ck′′
× (−1)m−k−1bm+k′′−k−1(a− b)−m−k′ d˜−A,t→∞−m+k+k′−k′′+1/2. (6.4.16)
t = 0
d
′(1),+A
−m = −
m∑
k=0
m−k∑
k′=0
∑
k′′≥0
−m−1Ck′−m+k+k
′−1Ck′′
(
m+2Cka− mCkb
)
× (−1)m−kak′−k′′(b− a)−m−k′−1d˜+A,t→0k′′+1/2
d
′(1),−A
−m = −
m−1∑
k=0
m−k−1∑
k′=0
∑
k′′≥0
m−1Ck−mCk′−m+k+k
′
Ck′′
× (−1)m−k−1ak′−k′′−1(b− a)−m−k′ d˜−A,t→0k′′+1/2
d
′(2),+A
−m = −
m∑
k=0
m−k∑
k′=0
∑
k′′≥0
−m−1Ck′−m+k+k
′−1Ck′′
(
m+2Ckb− mCka
)
× (−1)m−kbk′−k′′(a− b)−m−k′−1d˜+A,t→0k′′+1/2
d
′(2),−A
−m = −
m−1∑
k=0
m−k−1∑
k′=0
∑
k′′≥0
m−1Ck−mCk′−m+k+k
′
Ck′′
× (−1)m−k−1bk′−k′′−1(a− b)−m−k′ d˜+Ak′′+1/2. (6.4.17)
We also present the zero modes of (6.4.16) and (6.4.17) explicitly.
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Zero Modes at t =∞
d
′(1),+A
0 = −
∑
k′′≥0
(−1)k′′ak′′ d˜+A,t→∞−k′′−1/2
d
′(1),−A
0 = 0
d
′(2),+A
0 = −
∑
k′′≥0
(−1)k′′bk′′+1d˜+A,t→∞−k′′−1/2
d
′(2),−A
0 = 0. (6.4.18)
Zero Modes at t = 0
d
′(1),+A
−m =
∑
k′′≥0
(−1)k′′a−k′′ d˜+A,t→0k′′+1/2
d
′(1),−A
−m = 0
d
′(2),+A
−m =
∑
k′′≥0
(−1)k′′b−k′′ d˜+A,t→0k′′+1/2
d
′(2),−A
−m = 0. (6.4.19)
As expected, any expression that tries to start with a negative zero mode vanishes.
6.4.3 Computing the transition amplitudes
Here we compute all of the various f
F±,(i)(j)+
mn factors that include at least one zero
mode. We will do this by applying the various expressions for the transformed modes
to Equation (6.2.32). We repeat the relavent parts of this equation here for conve-
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nience.
fF−,(i)(1
′)
mn = − t
〈0NS|d′(1
′),++
n d
′(i),−−
−m |0NS〉t
t〈0NS|0NS〉t
fF−,(i)(2
′)
mn = − t
〈0NS|d′(i),−−−m d′(2
′),++
n |0NS〉t
t〈0NS|0NS〉t
fF+,(i)(1
′)
mn = − t
〈0NS|d′(1
′),−−
n d
′(i),++
−m |0NS〉t
t〈0NS|0NS〉t〉
fF+,(i)(2
′)
mn = − t
〈0NS|d′(i),++−m d′(2
′),−−
n |0NS〉t
t〈0NS|0NS〉t〉 . (6.4.20)
We will now work through the different copy and charge combinations in turn.
Positive SU(2) R charge, final copy 1
We begin with f
F+,(1)(1′)
mn . Since our transition amplitude is defined specifically for
modes that do not annihilate the vacuum on which |χ〉 is built, there is no case n = 0
for this term. Indeed, if one tries to evaluate this transition amplitude for n = 0 it is
found to vanish.
For the casem = 0, we insert Equations (6.4.1) and (6.4.18) into Equation (6.4.20).
This gives:
f
F+,(1)(1′)
0,n = − t
〈0NS|d′(1
′),−−
n d
′(1),++
0 |0NS〉t
t〈0NS|0NS〉t
=
∑
j,j′,k′′≥0
nCj
nCj′(−1)k′′aj+k′′+1bj′
t〈0NS|d˜−−n−j−j′−1/2d˜++−k′′−1/2|0NS〉t
t〈0NS|0NS〉t
(6.4.21)
Using the anticommutation relations from Equation (5.1.23) along with creation/annihilation
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constraints, we find the following summation limits on the j, j′ sums:
n− j − j′ − k′′ − 1 = 0 → k′′ = n− j − j′ − 1
n− j − j′ − 1/2 > 0 → j′ < n− j − 1/2
j′ > 0 → j < n− 1/2. (6.4.22)
We then find:
f
F+,(1)(1′)
0,n = −
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′(−1)n−j−j′−1an−j′bj′. (6.4.23)
We can now determine f
F+,(2)(1′)
0,n by appling the interchange a↔ b. This gives:
f
F+,(2)(1′)
0,n = −
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′(−1)n−j−j′−1bn−j′aj′. (6.4.24)
Positive SU(2) R charge, final copy 2
We now turn to f
F+,(2)(2′)
mn . Here both m and n are allowed to be zero. We’ll start
wtih m = 0. Using (6.4.2), (6.4.19) and (6.4.20), we have:
f
F+,(2)(2′)
0,n =
t〈0NS|d′(2),++0 d′(2
′),−−
n |0NS〉t
t〈0NS|0NS〉t (6.4.25)
= −
∑
j,j′,k′′≥0
nCj
nCj′(−1)k′′an−jbn−j′b−k′′
t〈0NS|d˜++,t→0k′′+1/2 d˜−−,t→0j+j′−n−1/2|0NS〉t
t〈0NS|0NS〉t .
We now use the anti commutation relations (5.1.23) along with creation/annihilation
constraints to limit the j, j′ sums:
k′′ + j + j′ − n = 0 → k′′ = n− j − j′
j + j′ − n− 1/2 < 0 → j′ ≤ n− j
j′ ≥ 0 → j ≤ n. (6.4.26)
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Using these constraints, (6.4.25) becomes:
f
F+,(2)(2′)
0,n = −
n∑
j=0
n−j∑
j′=0
nCj
nCj′(−1)n−j−j′an−jbj . (6.4.27)
Let us next examine the case n = 0. From (6.4.20) along with (6.4.2) and (6.4.17),
we have:
f
F+,(2)(2′)
m,0 =
t〈0NS|d′(2),++m d′(2
′),−−
0 |0NS〉t
t〈0NS|0NS〉t
=
m∑
k=0
m−k∑
k′=0
∑
k′′≥0
−m−1Ck′
−m+k+k′−1Ck′′
(
m+2Ckb− mCka
)
×(−1)m−kbk′−k′′(a− b)−m−k′−1 t
〈0NS|d˜++,t→0k′′+1/2 d˜−−,t→0−1/2 |0NS〉t
t〈0NS|0NS〉t .
(6.4.28)
The anti commutation relations (5.1.23) now gives only k′′ = 0. Thus:
f
F+,(2)(2′)
m,0 = −
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Ckb− mCka
)
(−1)m−kbk′(a− b)−m−k′−1.
(6.4.29)
Naturally this expression should agree with (6.4.27) for the case m = n = 0. Indeed,
both expressions yield:
f
F+,(2)(2′)
0,0 = 1. (6.4.30)
We now assess the case of the initial mode living on copy 1 by applying the a↔ b
interchange. This gives:
f
F+,(1)(2′)
0,n = −
n∑
j=0
n−j∑
j′=0
nCj
nCj′(−1)n−j−j′bn−jaj (6.4.31)
f
F+,(1)(2′)
m,0 = −
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Cka− mCkb
)
(−1)m−kak′(b− a)−m−k′−1.
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Negative SU(2) R charge
Here we analyze to the amplitudes f
F−,(i)(j)
mn . These amplitudes vanish for m = 0,
since an initial negative zero mode on either copy annihilates the R vacuum upon
which our in state is built. Similarly, a negative zero mode on copy 2 above the twists
annihilates the vacuum upon which the out state is built. We are thus left with only
two amplitudes to consider, f
F−,(1)(1′)
m,0 and f
F−,(2)(1′)
m,0 . Since these are related by the
a↔ b interchange, we will explicitly calculate only the first amplitude.
f
F−,(1)(1′)
m,0 = − t
〈0NS|d′(1
′),++
0 d
′(1),−−
−m |0NS〉t
t〈0NS|0NS〉t . (6.4.32)
Let us now examine (6.4.2). The relevant transformed mode contains two parts:
d
′(1′),+A
0 =
∑
j,j′≥0
(−1)j+j′ajbj′ d˜+A,t→∞−j−j′+1/2 −
∑
j,j′≥0
(−1)j+j′aj+1bj′+1d˜+A,t→∞−j−j′−3/2.
(6.4.33)
This is the leftmost mode, so we can drop any terms that annihilate t〈0NS| on the
left. This includes the entirety of the second sum, as well as all terms from the first
sum except j = j′ = 0. Combining (6.4.16), Equation (6.4.32) becomes:
f
F−,(1)(1′)
m,0 = −
∑
k′′≥0
m−1∑
k=0
m−k−1∑
k′=0
m−1Ck−mCk′−m+k+k
′
Ck′′(−1)m−k−1 (6.4.34)
×
(
am+k
′′−k−1(b− a)−m−k′ t
〈0NS|d˜++,t→∞1/2 d˜−−,t→∞−m+k+k′−k′′+1/2|0NS〉t
t〈0NS|0NS〉t
)
.
We once again use the anticommutation relations (5.1.23) to find the following
constraints:
−m+ k + k′ − k′′ + 1 = 0 → k′′ = −m+ k + k′ + 1
k′′ ≥ 0 → k′ ≥ m− k − 1 (6.4.35)
The k′ minimum here is already the maximum value it can take, so we can eliminate
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that sum in addition to eliminating the k′′ sum. We then find:
f
F−,(1)(1′)
m,0 =
m−1∑
k=0
m−1Ck−mCm−k−1(−1)m−k−1am−k−1(b− a)−2m+k+1.(6.4.36)
We now apply a↔ b to find:
f
F−,(2)(1′)
m,0 =
m−1∑
k=0
m−1Ck−mCm−k−1(−1)m−k−1bm−k−1(a− b)−2m+k+1. (6.4.37)
6.4.4 Summary of Results
Here we gather all of the results for the fermionic transition amplitudes that involve
at least one zero mode.
f
F+,(1)(1′)
0,n = −
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′(−1)n−j−j′−1an−j′bj′
f
F−,(1)(1′)
m,0 =
m−1∑
k=0
m−1Ck−mCm−k−1(−1)m−k−1am−k−1(b− a)−2m+k+1
f
F+,(2)(1′)
0,n = −
n−1∑
j=0
n−j−1∑
j′=0
nCj
nCj′(−1)n−j−j′−1bn−j′aj′
f
F−,(2)(1′)
m,0 =
m−1∑
k=0
m−1Ck−mCm−k−1(−1)m−k−1bm−k−1(a− b)−2m+k+1
f
F+,(2)(2′)
m,0 = −
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Ckb− mCka
)
(−1)m−kbk′(a− b)−m−k′−1
f
F+,(2)(2′)
0,n = −
n∑
j=0
n−j∑
j′=0
nCj
nCj′(−1)n−j−j′an−jbj
f
F+,(1)(2′)
m,0 = −
m∑
k=0
m−k∑
k′=0
−m−1Ck′
(
m+2Cka− mCkb
)
(−1)m−kak′(b− a)−m−k′−1
f
F+,(1)(2′)
0,n = −
n∑
j=0
n−j∑
j′=0
nCj
nCj′(−1)n−j−j′bn−jaj. (6.4.38)
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6.5 Discussion
In this chapter we computed the bosonic transition amplitudes, fB, for the two twist
case. Because of supersymmetry these expressions have a simple relation with the
fermionic transition functions, fF±, for nonzero mode numbers therefore saving us
from having to compute the fermionic transition amplitudes directly. Additionally,
however, we computed the relevant fermionic transition functions containing at least
one zero mode. This provided an additional complication as we had to use the t-
plane spectral flowed modes to compute them. This is because the bosonic quantities
contain no zero mode contributions and therefore no supersymmetry relations with
the fermionic quantities. Also, because there is now a twist separation, ∆w, we find
interesting behavior for fB in the two twist case. An initial mode which starts on
Copy 1 will produce a distribution of modes in the final state which peak around the
initial energy for small twist separation. However, as the separation increases, the
initial energy on Copy 1 one transitions to Copy 2 and back to Copy 1 after a period
of 4π. Under the interchange of Copy 1 and Copy 2, this behavior is symmetric which
is expected. Also for large mode numbers we find that the behavior of the two twist
transition functions are very similar to the one twist case differing by an oscillating
factor.
Now that we have computed the action of the twist operators on an initial state
we need to determine the action of the two supercharge operators. Since there are
two twist’s this time, we can’t just stretch the G contours to initial and final states
on the cylinder. This is because the contours which end up below the second twist
but above the first twist can not be removed from the cylinder. Therefore we will
always obtain a term where one twist acts, then the combination of G contours act
and then the second twist would act. This is problematic because this gives an infinite
number of terms. The first twist produces a squeezed state which is an exponential
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of bilinear excitations, which contains an infinite number of terms when expanded
out. Therefore the G contours above the first twist would have to act on the infinite
number of terms. Then the second twist would have to act on the result of that,
which is again an infinite numbers of terms. We must therefore map our deformation
operators to the t-plane, remove all spin fields in the t-plane through spectral flow,
expand all remaining contours to initial and final states, and then map the final state
back to the cylinder. We show how to do this next chapter. We note that this work
is based on paper [70].
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Chapter 7
Supercharge contours for the
two twist case
So far, for the two twist case, we have computed the Bogoliubov coefficients, γB,F ,
and the transition amplitudes, fB,F , both whose computations were analogous to the
one twist case. However, in the one twist case, we were able to freely stretch the
supercharge contours to initial and final states on the cylinder without obstruction.
In the two twist case, this is not so simple. While we can stretch the contours on the
cylinder to initial and final states, these are not the only contributions. We also obtain
contours which lie between the two twists. This term is nearly impossible to compute
directly. Therefore, instead of stretching the supercharge contours on the cylinder
directly, we first map them to the covering space, remove all spin fields, stretch them
to t plane images corresponding to initial and final states on the cylinder, and then
map the result back to the cylinder. We perform these computations in detail in this
chapter.
7.1 The Cylinder
Now let us start with defining our cylinder coordinate
w = τ + iσ (7.1.1)
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where τ is euclidean time and σ is the spatial coordinate of our cylinder. The cylinder
radius R has been included both coordinates so that σ just becomes the angle. In
our initial state at τ = −∞ we have two singly wound copies of the CFT both in the
negative Ramond vacuum which can be defined via spin fields applied to NS vacuua
for each copy:
|0−R〉(1)|0−R〉(2) = S(1)−(τ = −∞)S(2)−(τ = −∞)|0NS〉(1)|0NS〉(2) (7.1.2)
Each twist operator also contains a spin field:
σ+2 (w1) = S
+(w1)σ2(w1)
σ+2 (w2) = S
+(w2)σ2(w2) (7.1.3)
where we’ve taken |w2| > |w1|. At τ → ∞ we have two singly wound copies of
the CFT described by the state |χ(w1, w2)〉 which was computed in (5.1.24). The
locations of the initial and final copies of the CFT as well as the twist insertions are
tabulated below:
w = −∞+ iσ, Copy 1 and 2 initial
w = ∞+ iσ, Copy 1 and 2 final
w1 = τ1 + iσ1, First twist insertion
w2 = τ2 + iσ2, Second twist insertion, τ2 > τ1 (7.1.4)
Next we describe the supercharge action on the cylinder.
7.1.1 Supercharge Contours on the Cylinder
Now we describe the supercharge action on the cylinder. We note that the two copies
of the deformation operator will be taken to have SU(2)2 indices A˙, B˙. We will write
the supercharge action at each twist as a contour surrounding that twist. Our goal is
160
to remove the supercharge contours from these twists, and to move them to the initial
and final states. This will relate the full amplitude for two deformation operators to
an amplitude with just two bare twists.
The two deformation operators on the cylinder give the operator
OˆB˙OˆA˙ =
1
2πi
∮
w2
dwG−
B˙
σ+2 (w2)
1
2πi
∮
w1
dw′G−
A˙
(w′)σ+2 (w1) (7.1.5)
where we have only written the holomorphic part. The antiholomorphic part is iden-
tical.
Let us first stretch the contour for the operator G−
B˙
away from the twist on which
it is applied. We will get three different contributions corresponding to three different
locations:
• B˙ positive direction contour for both copies at τ > τ2
• B˙ negative direction contour for both copies at τ < τ1
• B˙ negative direction contour outside of A˙ contour at τ1
Stretching these contours therefore gives on the cylinder:
OˆB˙OˆA˙ =
1
2πi
∫ σ=2π
σ=0,τ>τ2
dwG−
B˙
(w)σ+2 (w2)
1
2πi
∮
w1
dw′G−
A˙
(w′)σ+2 (w1)
−σ+2 (w2)
1
2πi
1
2πi
∮
w1
∮
w1,|w−w1|>|w′−w1|
G−
B˙
(w)G−
A˙
(w′)σ+2 (w1) dw dw
′
+σ+2 (w2)
1
2πi
∮
w1
dw′G−
A˙
(w′)σ+2 (w1)
1
2πi
∫ σ=2π
σ=0,τ<τ1
dwG−
B˙
(w) (7.1.6)
Here the extra sign change in the second term comes from swapping the order of G−
A˙
and G−
B˙
. The contours above σ+2 (w2) and below σ
+
2 (w1) wrap around the cylinder
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and have no power of ew multiplying G−
B˙
(w). Thus we can rewrite our expression as
OˆB˙OˆA˙ =
(
G
(1),−
B˙,0
+G
(2),−
B˙,0
)
σ+2 (w2)
1
2πi
∮
w1
dw′G−
A˙
(w′)σ+2 (w1)
−σ+2 (w2)
1
2πi
1
2πi
∮
w1
∮
w1,|w−w1|>|w′−w1|
G−
B˙
(w)G−
A˙
(w′)σ+2 (w1) dw dw
′
+σ+2 (w2)
1
2πi
∮
w1
dw′G−
A˙
(w′)σ+2 (w1)
(
G
(1),−
B˙,0
+G
(2),−
B˙,0
)
≡ (G(1),−
B˙,0
+G
(2),−
B˙,0
)I1 − I2 + I1(G(1),−B˙,0 +G(2),−B˙,0 ) (7.1.7)
where in the last line we have made the following definitions
I1 ≡ σ+2 (w2)
1
2πi
∮
w1
dwG−
A˙
(w)σ+2 (w1)
I2 ≡ σ+2 (w2)
1
2πi
1
2πi
∮
w1
∮
w1,|w−w1|>|w′−w1|
G−
B˙
(w)G−
A˙
(w′)σ+2 (w1) dw dw
′(7.1.8)
We now have to evaluate the terms I1 and I2. This will be one of the main steps of
our computation. We will evaluate each of these terms by mapping from the cylinder
w to the a covering space described by a coordinate t. We now turn to this map.
7.1.2 Mapping from the Cylinder to the t Plane
As mentioned several times now, the map from the cylinder to the z plane is given
by:
z = ew (7.1.9)
The z plane locations corresponding to initial and final copies of the CFT and the
twist insertions are given by:
z = e−∞+iσ → |z| = 0, Copy 1 and 2 Final
z = e∞+iσ → |z| =∞, Copy 1 and 2 Final
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z1 = e
w1 , First twist insertion
z2 = e
w2 , Second twist insertion (7.1.10)
Mapping the measure combined with the supercharge as well as the twist operator to
the z plane gives
dwG−
A˙
(w)
w→z−−−→ dz
(
dz
dw
)1/2
G−
A˙
(z) = dzz1/2G−
A˙
(z)
σ+2 (wi)
w→z−−−→
(
dz
dw
)1/2
w=wi
σ+2 (zi) = z
1/2
i σ
+
2 (zi), i = 1, 2 (7.1.11)
Now let us map to the covering t plane with the map:
z =
(t+ a)(t + b)
t
(7.1.12)
Since our twist operators carry spin fields we will have to compute the images of
the spin fields in the t plane. These are bifurcation points. To do this we take the
derivative of our map in (7.1.12) and set it equal to zero:
dz
dt
=
t2 − ab
t2
=
(t−√ab)(t+√ab)
t2
= 0 (7.1.13)
The solution to the above give the images of our spin fields to be:
t1 = −
√
ab, t2 =
√
ab (7.1.14)
Here we write the t plane images corresponding to initial and final states on the
cylinder where we use (7.1.10):
z = 0→ t = −a, Copy 1 Initial
z = 0→ t = −b Copy 2 Initial
z →∞→ t = ∞ Copy 1 Final
z →∞→ t = 0 Copy 2 Final (7.1.15)
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where we have split the locations of the initial and final copies. Now inserting the
image points of our twist (7.1.14) into our map (7.1.12), we define the twist insertion
points in the z plane in terms of the images of our initial copies a and b:
z1 ≡ (t1 + a)(t1 + b)
t1
= (
√
a−
√
b)2
z2 ≡ (t2 + a)(t2 + b)
t2
= (
√
a+
√
b)2 (7.1.16)
We note that our the measure and supercharge transform as:
dz z1/2G−
A˙
(z)
z→t−−→ dt(t + a)1/2(t+ b)1/2t−1/2
(
dz
dt
)−1/2
G−
A˙
(t)
= dt(t + a)1/2(t+ b)1/2t−1/2(t− t1)−1/2(t− t2)−1/2tG−A˙(t)
= dt(t + a)1/2(t+ b)1/2(t− t1)−1/2(t− t2)−1/2t1/2G−A˙(t)(7.1.17)
Let us define the separation of the twists as ∆w ≡ w2 − w1. We can therefore define
w1 = −∆w2 and w2 = ∆w2 . Using (7.1.10), (7.1.16) and our definitions of w1 and w2,
we can rewrite our a and b coordinates in terms of the twist separation ∆w:
√
a =
1
2
(
√
z2 +
√
z1) =
1
2
(
e
∆w
4 + e−
∆w
4
) → a = cosh2(∆w
4
)
√
b =
1
2
(
√
z2 −√z1) = 1
2
(
e
∆w
4 − e−∆w4 ) → b = sinh2(∆w
4
)
(7.1.18)
We see that a, b are strictly positive so we are confident to take the positive branch
to be
√
ab and the negative branch to be −√ab.
7.1.3 Spectral Flows
Since we started on the cylinder in the Ramond sector, the t plane contains spin fields
coming from the initial state (7.1.2), the final state given by |χ(w1, w2)〉, and two twist
insertions. In the final state |χ(w1, w2)〉, given in (5.1.24), we have an exponential
of bilinear boson and fermion operators built on the vacuum |0+R〉(1)|0−R〉(2). These
bilinear operators are accompanied by bosonic and fermionic Bogoliubov coefficients
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which we computed in Chapter J.1. To obtain a nonzero amplitude it is necessary to
cap any given final state with the vacuum (1)〈0R,+|(2)〈0R,−| which is given by:
(1)〈0R,+|(2)〈0R,−| = (1)〈0NS|(2)〈0NS|S(1)−(τ =∞)S(2)+(τ =∞) (7.1.19)
We therefore see that this capping state also brings in spin fields. We then remove all
of the above mentioned spin fields by spectral flowing them away. Below, we record
the spin fields sitting at finite points in the t plane:
|0−R〉(1) → S−(t = −a)
|0−R〉(2) → S−(t = −b)
z
1/2
1 σ
+
2 (z1) → z1/21 S+(t = t1)
z
1/2
2 σ
+
2 (z2) → z1/22 S+(t = t2)
(2)〈0R,−| → S+(t = 0) (7.1.20)
We also have a spin field at t = ∞ coming from (1)〈0R,+|. As we spectral flow away
the spin fields at finite points the spin field at infinity will also be removed. We will
spectral flow in a way that does not introduce any new operators such as J ’s. Under
spectral flow, our G− changes as follows
G−
A˙
(t)→ (t− ti)α2G−A˙(t) (7.1.21)
where ti is the location of the spectral flow. Performing the following spectral flows
α = +1 around ti = −a,−b
α = −1 around ti = t1, t2, 0
(7.1.22)
transforms our supercharge as follows:
G−
A˙
(t)→ (t− a)1/2(t− b)1/2(t− t1)−1/2(t− t2)−1/2t−1/2G−A˙(t) (7.1.23)
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Combining our spectral flow in (7.1.23) with the coordinate map from the z to t plane
given in (7.1.17), our modification of the integrand and measure is given by:
dt(t + a)1/2(t+ b)1/2(t− t1)−1/2(t− t2)−1/2t1/2G−A˙(t)
t→sf t−−−−→ dt(t + a)(t+ b)(t− t1)−1(t− t2)−1G−A˙(t)
(7.1.24)
So the full transformation from w to spectral flowed t plane.
dwG−
A˙
(w)
w→z−−−→ dz z1/2G−
A˙
(z)
z→t−−→ dt(t+ a)1/2(t + b)1/2(t− t1)−1/2(t− t2)−1/2t1/2G−A˙(t)
t→sf t−−−−→ dt(t+ a)(t + b)(t− t1)−1(t− t2)−1G−A˙(t)
(7.1.25)
We will also obtain an over factor of C when performing our spectral flows coming
from the presence of other spin fields. This constant depends upon the order in which
the spectral flows were performed. We won’t worry about the value of C because we
will invert the spectral flows in exactly the opposite order which will remove it.
Our next goal is to compute the amplitudes I1 and I2.
7.2 Computing I1
Now let us compute integral expression I1. We start with the expression I1. We
apply the transformation (7.1.25) and note the Jacobian factor (z1z2)
1/2 coming from
(7.1.11). We obtain
I1 → C(z1z2)1/2 1
2πi
∮
t1
dt(t + a)(t+ b)(t− t1)−1(t− t2)−1G−A˙(t) (7.2.1)
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We have removed all spin fields but we still have a singularity at t = t2. To remove
the singular behavior from t2 we expand (t− t2)−1 around t1:
(t− t2)−1 = (t− t1 + t1 − t2)−1 =
∞∑
k=0
−1Ck(t1 − t2)−k−1(t− t1)k
= (t1 − t2)−1 +
∞∑
k=1
−1Ck(t1 − t2)−k−1(t− t1)k
(7.2.2)
Inserting this into (7.2.1) we see that the only nonvanishing term be will the k = 0
term because all others will annihilate the vacuum at t1. Let us show this in more
detail. We first define supercharge modes natural to the t plane:
G˜α,t→t1
A˙,r
=
1
2πi
∮
dt(t− t1)r+1/2GαA˙,r (7.2.3)
Then we have
G˜−,t→t1
A˙,r
|0NS〉t1 = 0, r > −3/2 (7.2.4)
Therefore as we stated previously, the only G˜−
A˙
mode that survives when acting locally
at t1 is the one corresponding to k = 0 in the expansion given in (K.0.8) which is
G˜−,t→t1
A˙,− 3
2
. Therefore (7.2.1) becomes
I1 → C(z1z2)1/2(t1 − t2)−1 1
2πi
∮
t2
dt(t+ a)(t + b)(t− t1)−1G−A˙(t) (7.2.5)
We now only have contours around t = t1. We can now expand I1 to points corre-
sponding to initial and final states in the t plane.
I1 → −C(z1z2)1/2 1
(t2 − t1)
× 1
2πi
(∮
t=∞
−
∮
t=0
−
∮
t=−a
−
∮
=−b
)
dt(t + a)(t+ b)(t− t1)−1G−A˙(t)
167
= C(z1z2)
1/2 1
(t2 − t1)
× 1
2πi
(
−
∮
t=∞
+
∮
t=0
+
∮
t=−a
+
∮
=−b
)
dt(t + a)(t+ b)(t− t1)−1G−A˙(t)
(7.2.6)
where the minus signs come from the fact that contours at finite points reverse their
order. Let us now undo the spectral flows. Performing spectral flows in the reverse
direction, the integrand and measure change as follows
G−
A˙
(t) dt
t → rsf t−−−−−−→ (t− a)−1/2(t− b)−1/2(t− t1)1/2(t− t2)1/2t1/2G−A˙(t) dt
1l(t2)1l(t1) → S+(t2)S+(t1) (7.2.7)
where we have restored all spin fields but have only explicitly written those at the
twist insertion points. Now let us map back to the z plane. The combination of the
measure with G−
A˙
(t) along with the spin fields transform as:
G−
A˙
(t) dt
rsf t→z−−−−−→
(
dz
dt
)1/2
G−
A˙
(z) dz = (t− t1)1/2(t− t2)1/2t−1G−A˙(z) dz
S+(t2)S
+(t1)
rsf t→z−−−−−→ σ+2 (z2)σ+2 (z1) (7.2.8)
Combining (7.2.7) and (7.2.8) with (7.2.6) gives I1 to be:
I1→−(z1z2)1/2 1
(t2 − t1)
[(
1
2πi
∮
z=∞
dz z1/2(t− t2)G(1)−A˙ (t)
+
1
2πi
∮
z=∞
dz z1/2(t− t2)G(2)−A˙ (z)
)
σ+2 (z2)σ
+
2 (z1)
−σ+2 (z2)σ+2 (z1)
(
1
2πi
∮
z=0
dz z1/2(t− t2)G(1)−A˙ (z)
+
1
2πi
∮
z=0
dz z1/2(t− t2)G(2)−A˙ (z)
)]
(7.2.9)
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where we have used our map z = (t+ a)(t+ b)t−1. We note the sign reversal for the
integral
∮
t=0
because for t = 0 the map goes like z ∼ 1
t
. This reverses the contour
direction in the z plane. Now mapping this result back to the cylinder with the
transformation
dzG−
A˙
(z)
z→w−−−→ dwz−1/2G−
A˙
(w)
σ+2 (z2)σ
+
2 (z1)
z→w−−−→ (z1z2)−1/2σ+2 (w2)σ+2 (w1) (7.2.10)
gives I1 to be:
I1→− 1
(t2 − t1)
[
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)
(
G
(1)−
A˙
(w) +G
(2)−
A˙
(w)
)
σ+2 (w2)σ
+
2 (w1)
−σ+2 (w2)σ+2 (w1)
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)
(
G
(1)−
A˙
(w) +G
(2)−
A˙
(w)
)]
(7.2.11)
Let us take t1 = −t2. Inserting this into (7.2.11) gives I1 to be:
I1→− 1
2t2
[
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)
(
G
(1)−
A˙
(w) +G
(2)−
A˙
(w)
)
σ+2 (w2)σ
+
2 (w1)
−σ+2 (w2)σ+2 (w1)
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)
(
G
(1)−
A˙
(w) +G
(2)−
A˙
(w)
)]
(7.2.12)
Looking at (7.2.12), we see that we have written I1 in terms of G−A˙ contours at initial
and final states on the cylinder. Later we will write our contours in terms of cylinder
modes where we will have to expand the t coordinate in terms z = ew.
As a side note, let us summarize the total transformation going from the t plane
all the way back to the cylinder. We note that it is exactly opposite from the trans-
formation (7.1.25):
dtG−
A˙
(t)
t→rsf t−−−−−→ (t+ a)−1/2(t+ b)−1/2(t− t1)1/2(t− t2)1/2t1/2 dtG−A˙(t)
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rsf t→z−−−−→ dzz−1/2t−1(t− t1)(t− t2)G−A˙(z)
w→z−−−→ dw (t + a)−1(t+ b)−1(t− t1)(t− t2)G−A˙(w) (7.2.13)
and for the spin fields coming from twist insertions
1l(t2)1l(t1)
t→rsf t−−−−→ S+(t2)S+(t1)
S+(t2)S
+(t1)
rsf t→z−−−−−→ σ+2 (z2)σ+2 (z1)
σ+2 (z2)σ
+
2 (z1)
z→w−−−→ (z1z2)−1/2σ+2 (w2)σ+2 (w1) (7.2.14)
In the next section we compute the amplitude I2 following the same procedure as we
did here for I1.
7.3 Computing I2
Now let us compute the integral expression I2. We start with the cylinder expression:
I2 ≡ σ+2 (w2)
1
2πi
1
2πi
∮
w1
∮
w1,|w−w1|>|w′−w1|
G−
B˙
(w)G−
A˙
(w′)σ+2 (w1) dw dw
′(7.3.1)
Let us map from the cylinder to the t plane and perform the necessary spectral flows.
In doing this we obtain a modification in our integral expression that is similar to
I1 except now we have two integrals instead of one. Therefore inserting the result in
(7.1.25) for both the t integral and the t′ integral gives
I2 → CC ′(z1z2)1/2 1
2πi
1
2πi
∮
t1
∮
t1,|t−t1|>|t′−t1|
(t+ a)(t+ b)(t− t1)−1(t− t2)−1
(t′ + a)(t′ + b)(t′ − t1)−1(t′ − t2)−1G−B˙(t)G−A˙(t′) dt dt′ (7.3.2)
where the constants C and C ′ come from spectral flows in both the t and t′ coordinates
respectively. Both constants will again be removed later when spectral flowing in
exactly the reverse order. We again remove singular terms at t2 by expanding them
around t1. Inserting the expansion given in (K.0.8) into (7.3.2) for both (t − t2)−1
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and (t′ − t2)−1 gives I2 to be:
I2 ≡ CC ′(z1z2)1/2
∞∑
k=0
(−1)k(t1 − t2)−k−2 1
2πi
1
2πi
∮
t1
∮
t1,|t−t1|>|t′−t1|
(t + a)(t+ b)
(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′ (7.3.3)
Here we make several comments about the nontrivial terms from our k expansions.
Since the A˙ contour is on the inside the only term which survives the (t′ − t2)−1
expansion is the k = 0 term which, as shown when computing I1, is G˜−,t→t1A˙,− 3
2
. For the
B˙ contour however we will have the k = 0 term plus additional terms corresponding
to k = 1, 2 in the expansion of (t − t2)−1. These additional terms anticommute
nontrivially with the A˙ contour to produce J˜− terms. This can be seen when looking
at the anticommutation relation:
{G˜α,t→t1
A˙,m
, G˜β,t→t1
B˙,n
} = ǫA˙B˙
[
(m2 − 1
4
)ǫαβδm+n,0 + (m− n)(σaT )αγǫγβJ˜a,t→t1m+n + ǫαβL˜t→t1m+n
]
(7.3.4)
where G˜α,t→t1
A˙,m
is defined in (7.2.3). The t plane J− terms are defined locally at t1 as:
J˜−,t→t1n =
1
2πi
∮
t1
dt(t− t1)nJ−(t) (7.3.5)
However, instead of actually anticommuting the B˙ mode for k = 1, 2 to produce J˜−
terms, we leave our expression in terms of G˜−’s. The reason is as follows: when we
did anticommute the B˙ modes through the A˙ mode we obtained terms that were
proportional to J˜−,t→t1−1 and J˜
−,t→t1
−2 with J
−,t→t1
n defined in (7.3.5). We found that
for the J˜−,t→t1−1 term, the cylinder expansion was trivial because the cylinder contour
carried no factor of (t− t2) which appears in I1 expression. However, for the J˜−,t→t1−2
term, the cylinder contour carried a factor (t−t2)−1 which becomes extremely difficult
to expand in terms of the coordinate z = ew which is necessary in order to write
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our two deformation operators completely in terms of cylinder modes. To avoid
this problem altogether we simply leave our integral expression, I2, in terms of G−
contours.
We note here that we have two cases to consider for I2 which we examine below.
The first case is when A˙ = B˙ and the second case is for general A˙ and B˙. We note
that we compute the special case of A˙ = B˙ in the t plane as opposed to back on the
cylinder.
7.3.1 A˙ = B˙
We first begin with the case of A˙ = B˙. With this constraint the expression I2 can be
written as:
I2 ≡ CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2 1
2πi
1
2πi
∮
t1
∮
t1,|t−t1|>|t′−t1|
(t + a)(t+ b)
(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−A˙(t)G−A˙(t′) dt dt′ (7.3.6)
Let us insert the t plane mode expansions given in (7.2.3) into (7.3.6). Therefore
(7.3.6) becomes
I2 → CC ′(z1z2)1/2(t1 − t2)−2(t1 + a)2(t1 + b)2G˜−,t→t1A˙,−3/2G˜
−,t→t1
A˙,−3/2
−CC ′(z1z2)1/2(t1 − t2)−3(t1 + a)2(t1 + b)2G˜−,t→t1A˙,−1/2G˜
−,t→t1
A˙,−3/2
+CC ′(z1z2)1/2(t1 − t2)−4(t1 + a)2(t1 + b)2G˜−,t→t1A˙,1/2 G˜
−,t→t1
A˙,−3/2 (7.3.7)
Since we have a local NS vacuum at t1 we compute the action of each term on the
vacuum. Looking at the first term we find:
G˜t→t1,−
A˙,−3/2G˜
t→t1,−
A˙,−3/2|0NS〉t1 = 0 (7.3.8)
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since two fermions aren’t allowed to be in the same state. Looking at the second and
third terms we find:
G˜−,t→t1
A˙,−1/2G˜
−,t→t1
A˙,−3/2|0NS〉t1 = −G˜
−,t→t1
A˙,−3/2G˜
−,t→t1
A˙,−1/2|0NS〉t1 = 0
G˜−,t→t1
A˙,1/2
G˜−,t→t1
A˙,−3/2|0NS〉t1 = −G˜
−,t→t1
A˙,−3/2G˜
−,t→t1
A˙,1/2
|0NS〉t1 = 0 (7.3.9)
where we have used anticommutation relation (7.3.4). We see that these terms also
vanish and therefore conclude that for A˙ = B˙ the integral expression I2 vanishes. This
gives a drastic simplification to the full expression of the two deformation operators
given in (7.1.7).
In the next section we compute the integral expression for I2 for general A˙ and
B˙.
7.3.2 General A˙ and B˙
We now compute integral expression for I2 for general A˙ and B˙. Again writing our
expression we have:
I2 → CC ′(z1z2)1/2
2∑
k=0
−1Ck(t1 − t2)−k−2 1
2πi
1
2πi
∮
t1
∮
t1,|t−t1|>|t′−t1|
(t+ a)(t + b)
(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′ (7.3.10)
Taking:
−1Ck = (−1)k (7.3.11)
gives:
I2 ≡ CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2 1
2πi
1
2πi
∮
t1
∮
t1,|t−t1|>|t′−t1|
(t + a)(t+ b)
(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′ (7.3.12)
Let us now expand both the t and t′ contours away from t1 to points corresponding
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to initial and final points on the cylinder. Since each contour can land on four different
points stretching them will produce a total of sixteen terms. However, we must take
care to keep up with minus signs as contours will be reversing direction at finite points.
Let us tabulate the minus sign changes. We note that stretching the B˙ contour to
finite points will reverse direction as well as place it on the inside of the A˙ contour
that also lands on that point however we always leave the B˙ supercharge outside of
the A˙ supercharge. When the B˙ and A˙ contour both land at t = ∞ we get no sign
change because the contours are in the right direction and the and A˙ contour is still
inside of the B˙ contour. Proceeding forward, we have
B˙ at ∞, A˙ at ∞ → (+1)(+1) = +1
B˙ at ∞, A˙ at 0 → (+1)(−1) = −1
B˙ at ∞, A˙ at a → (+1)(−1) = −1
B˙ at ∞, A˙ at b → (+1)(−1) = −1
B˙ at 0, A˙ at ∞ → (−1)(+1) = −1
B˙ at 0, A˙ at 0 → (−1)(−1) = +1
B˙ at 0, A˙ at − a → (−1)(−1) = +1
B˙ at 0, A˙ at − b → (−1)(−1) = +1
B˙ at − a, A˙ at ∞ → (−1)(+1) = −1
B˙ at − a, A˙ at 0 → (−1)(−1) = +1
B˙ at − a, A˙ at − a → (−1)(−1) = +1
B˙ at − a, A˙ at − b → (−1)(−1) = +1
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B˙ at − b, A˙ at ∞ → (−1)(+1) = −1
B˙ at − b, A˙ at 0 → (−1)(−1) = +1
B˙ at − b, A˙ at − a → (−1)(−1) = +1
B˙ at − b, A˙ at − b → (−1)(−1) = +1 (7.3.13)
Implementing these sign changes as we stretch our contours in (7.3.10) gives the
following:
I2 → CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2
1
2πi
1
2πi
(∮
t=∞
∮
t′=∞,|t|>|t′|
−
∮
t=∞
∮
t′=0
−
∮
t=∞
∮
t′=−a
−
∮
t=∞
∮
t′=−b
−
∮
t=0
∮
t′=∞
+
∮
t=0
∮
t′=0,|t′|>|t|
+
∮
t=0
∮
t′=−a
+
∮
t=0
∮
t′=−b
−
∮
t=−a
∮
t′=∞
+
∮
t=−a
∮
t′=0
+
∮
t′=−a
∮
t=−a,|t′+a|>|t+a|
+
∮
t=−a
∮
t′=−b
−
∮
t=−b
∮
t′=∞
+
∮
t=−b
∮
t′=0
+
∮
t=−b
∮
t′=−a
+
∮
t′=−b
∮
t=−b,|t′+b|>|t+b|
)
(t+ a)(t + b)(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′
(7.3.14)
Let us rearrange (7.3.14) into three terms grouped according to the contour locations
specified below:
1. t = 0,∞; t′ = 0,∞
2. t = 0,∞; t′ = −a,−b and t = −a,−b; t′ = 0,∞
3. t = −a,−b; t′ = −a,−b
Contours circling points in set 1 are placed on the cylinder after the two twists. For
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set 2, each term has one contour before the twists and one after the twists. For set
3, the contours are both placed before the twists.
Therefore (7.3.14) becomes:
I2 → CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2
1
2πi
1
2πi
(∮
t=∞
∮
t′=∞,|t|>|t′|
−
∮
t=∞
∮
t′=0
−
∮
t=0
∮
t′=∞
+
∮
t=0
∮
t′=0,|t′|>|t|
)
× (t+ a)(t+ b)(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′
+ CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2
× 1
2πi
1
2πi
(
−
∮
t=∞
∮
t′=−a
−
∮
t=∞
∮
t′=−b
+
∮
t=0
∮
t′=−a
+
∮
t=0
∮
t′=−b
−
∮
t=−a
∮
t′=∞
+
∮
t=−a
∮
t′=0
−
∮
t=−b
∮
t′=∞
+
∮
t=−b
∮
t′=0
)
× (t+ a)(t + b)(t− t1)k−1(t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′
+ CC ′(z1z2)1/2
2∑
k=0
(−1)k(t1 − t2)−k−2
× 1
2πi
1
2πi
(∮
t′=−a
∮
t=−a,|t′+a|>|t+a|
+
∮
t=−a
∮
t′=−b
+
∮
t=−b
∮
t′=−a
+
∮
t′=−b
∮
t=−b,|t′+b|>|t+b|
)
×(t + a)(t+ b)(t− t1)k−1
× (t′ + a)(t′ + b)(t′ − t1)−1G−B˙(t)G−A˙(t′) dt dt′ (7.3.15)
Let us now reverse spectral flow in exactly the opposite order in order to remove
the constants C and C ′ and then map back to the the cylinder. Even though we don’t
explicitly write the intermediate step of mapping from the z plane to the t plane we
note that there is sign change that occurs for any integral around t or t′ = 0. This is
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again because in mapping from the t plane to the z plane the contours around t = 0
reverse the direction of the contour bringing in a minus sign just as they did when
mapping from the z plane to the t plane. In the case where both integrals are around
t = t′ = 0, we will gain two minus signs for that term giving no overall sign change.
We note that the B˙ contour maps from inside of the A˙ contour in the t plane, to
outside the A˙ contour in the z plane. Then the same ordering is kept when going to
the cylinder. Using the transformation in (7.2.13) and (7.2.14) for both G contours
gives the following cylinder expression for I2:
I2 →
2∑
k=0
(−1)k(t1 − t2)−k−2
×
[
1
2πi
∮ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)
(
G
(1)−
B˙
(w) +G
(2)−
B˙
(w)
)
× 1
2πi
∮ σ′=2π
σ′=0,τ ′>τ2,τ>τ ′
dw′ (t′ − t2)
(
G
(1)−
A˙
(w′) +G(2)−
A˙
(w′)
)]
σ+2 (w2)σ
+
2 (w1)
+
2∑
k=0
(−1)k(t1 − t2)−k−2
×
[
− 1
2πi
∮ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)
(
G
(1)−
B˙
(w) +G
(2)−
B˙
(w)
)
×σ+2 (w2)σ+2 (w1)
× 1
2πi
∮ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)
(
G
(1)−
A˙
(w′) +G(2)−
A˙
(w′)
)
+
1
2πi
∮ σ′=2π
σ′=0,τ ′>τ2
dw′ (t′ − t2)
(
G
(1)−
A˙
(w′) +G(2)−
A˙
(w′)
)
×σ+2 (w2)σ+2 (w1)
× 1
2πi
∮ σ=2π
σ=0,τ<τ1
dw (t− t1)k(t− t2)
(
G
(1)−
B˙
(w) +G
(2)−
B˙
(w)
)]
−
2∑
k=0
(−1)k(t1 − t2)−k−2σ+2 (w2)σ+2 (w1)
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×
[
1
2πi
∮ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)
(
G
(1)−
A˙
(w′) +G(2)−
A˙
(w′)
)
× 1
2πi
∮ σ=2π
σ=0,τ<τ1,τ ′>τ
dw (t− t1)k(t− t2)
(
G
(1)−
B˙
(w) +G
(2)−
B˙
(w)
)]
(7.3.16)
We have now computed the integral expression I2 in terms of contours before and
after the twists on the cylinder. Our next goal is to write the full expression of the
deformation operator on the cylinder before expanding our coordinate t in terms of
the cylinder coordinate w.
We again remind the reader that the general case reduces to the case where A˙ = B˙
that we also computed. However, it is much easier to evaluate this while still in the
t plane as we have done as opposed to waiting until we have reached the cylinder.
7.4 Full expression before expanding t in terms of
cylinder coordinate w
Here we compute the full deformation operator expressions on the cylinder prior to
expanding our coordinate t in terms of z = ew. We compute the two cases below.
7.4.1 A˙ = B˙
Looking at the case when A˙ = B˙, in (7.3.1) we found that I2 = 0 which gives a great
simplification. Taking I2 = 0 in (7.1.7) gives the following expression for the two
deformation operator:
OˆA˙OˆA˙ ≡
(
G
(1),−
B˙,0
+G
(2),−
B˙,0
)I1 + I1(G(1),−B˙,0 +G(2),−B˙,0 ) (7.4.1)
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Now inserting our expression for I1 which is given in (7.2.12) into (7.4.1) gives us the
following:
OˆA˙OˆA˙ ≡ −
1
2t2
(
G
(1),−
A˙,0
+G
(2),−
A˙,0
)
[(
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(2)−A˙ (w)
)
σ+2 (w2)σ
+
2 (w1)
−σ+2 (w2)σ+2 (w1)
(
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(2)−A˙ (w)
)]
− 1
2t2
[(
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(2)−A˙ (w)
)
σ+2 (w2)σ
+
2 (w1)
− σ+2 (w2)σ+2 (w1)
(
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(2)−A˙ (w)
)]
×(G(1),−
B˙,0
+G
(2),−
B˙,0
)
(7.4.2)
This is our cylinder expression for the two deformation operators for the case where
A˙ = B˙ before computing the G− contour integrals in terms of cylinder modes. Next
we record the cylinder expression for our two deformation operator for general A˙ and
B˙.
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7.4.2 General A˙ and B˙
Now looking at the case for general A˙ and B˙ we insert (7.3.16) and (7.2.12) into
(7.1.7) giving the expression:
OˆB˙OˆA˙ = −
1
2t2
(
G
(1),−
B˙,0
+G
(2),−
B˙,0
)
×
[(
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(2)−A˙ (w)
)
σ+2 (w2)σ
+
2 (w1)
−σ+2 (w2)σ+2 (w1)
(
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(2)−A˙ (w)
)]
−
2∑
k=0
(−1)k(t1 − t2)−k−2
×
[(
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)G(1)−B˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)G(2)−B˙ (w)
)
×
(
1
2πi
∫ σ′=2π
σ′=0,τ ′>τ2,τ>τ ′
dw′ (t′ − t2)G(1)−A˙ (w′)
+
1
2πi
∫ σ′=2π
σ′=0,τ ′>τ2,τ>τ ′
dw′ (t′ − t2)G(2)−A˙ (w′)
)]
σ+2 (w2)σ
+
2 (w1)
+
2∑
k=0
(−1)k(t1 − t2)−k−2
×
[(
1
2πi
∮ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)G(1)−B˙ (w)
+
1
2πi
∮ σ=2π
σ=0,τ>τ2
dw (t− t1)k(t− t2)G(2)−B˙ (w)
)
σ+2 (w2)σ
+
2 (w1)
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×
(
1
2πi
∫ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)G(1)−A˙ (w′)
+
1
2πi
∫ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)G(2)−A˙ (w′)
)
−
(
1
2πi
∫ σ′=2π
σ′=0,τ ′>τ2
dw′ (t′ − t2)G(1)−A˙ (w′)
+
1
2πi
∫ σ′=2π
σ′=0,τ ′>τ2
dw′ (t′ − t2)G(2)−A˙ (w′)
)
σ+2 (w2)σ
+
2 (w1)
×
(
1
2πi
∫ σ=2π
σ=2,πτ<τ1
dw (t− t1)k(t− t2)G(1)−B˙ (w)
+
1
2πi
∫ σ=2π
σ=2,πτ<τ1
dw (t− t1)k(t− t2)G(2)−B˙ (w)
)]
+σ+2 (w2)σ
+
2 (w1)
2∑
k=0
(−1)k(t1 − t2)−k−2
×
[(
1
2πi
∫ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)G(1)−A˙ (w′)
+
1
2πi
∫ σ′=2π
σ′=0,τ ′<τ1
dw′ (t′ − t2)G(2)−A˙ (w′)
)
×
(
1
2πi
∫ σ=2π
σ=0,τ<τ1,τ ′>τ
dw (t− t1)k(t− t2)G(1)−B˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ<τ1,τ ′>τ
dw(t− t1)k(t− t2)G(2)−B˙ (w)
)]
− 1
2t2
[(
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(1)−A˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− t2)G(2)−A˙ (w)
)
σ+2 (w2)σ
+
2 (w1)
− σ+2 (w2)σ+2 (w1)
(
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(1)−A˙ (w)
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+
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− t2)G(2)−A˙ (w)
)]
×(G(1),−
B˙,0
+G
(2),−
B˙,0
)
(7.4.3)
We have now written the expression for the two deformation operators on the
cylinder for both the specific case A˙ = B˙ and the more general case A˙ 6= B˙. Remark-
ably, we were able to write the expression in terms of G contours before and after the
twists. Our next step is to expand the coordinate t in terms of z = ew in order to
write the full deformation operator in terms of cylinder modes.
7.5 Expanding t in terms of the cylinder coordinate
w
Now that we have written our two deformation operator as contours on the cylinder
our goal is to write these contours in terms of cylinder modes.
7.5.1 Map Inversion
To do this we must first invert our map so that we can expand the integrands in terms
of the cylinder coordinate ew. We start with the following:
z =
(t+ a)(t + b)
t
→ zt = t2 + (a+ b)t + ab
→ t2 + t(a+ b− z) + ab = 0 (7.5.1)
Inserting this result into Mathematica and using t2 =
√
ab gives the solutions
t± =
1
2
(
z − (a+ b)±
√
−(2t2)2 + (a+ b− z)2
)
=
1
2
(
z − (a+ b)±
√
(z − (a+ b+ 2
√
ab))(z − (a+ b− 2
√
ab))
)
(7.5.2)
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Let us now look at the limiting behavior in order to determine which solutions will
correspond to which initial and final states.
Final Copies τ →∞⇒ z →∞
Taking the limit as z →∞ we have:
t± =
1
2
(z ±
√
z2) (7.5.3)
Taking the positive branch of
√
z2:
t± =
1
2
(z ± z) (7.5.4)
We there see that the t+ solution corresponds to Copy 1 final because
t ∼ z (7.5.5)
and similarly t− corresponds to Copy 2 final because
t ∼ 0 (7.5.6)
We also perform this same analysis for the initial copies:
Initial Copies τ → −∞⇒ z → 0
Taking the limit z → 0
t± =
1
2
(
− (a + b)±
√
(b− a)2
)
(7.5.7)
Staying consistent with the final copy notation we want the + solution to correspond
to Copy 1 initial. We therefore take the positive branch of
√
(b− a)2 we get:
t± =
1
2
(
− (a+ b)± (b− a)
)
(7.5.8)
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The t+ therefore corresponds to Copy 1 because:
t ∼ −a (7.5.9)
and the t− solution corresponds to Copy 2 because
t ∼ −b (7.5.10)
Now that we have picked the appropriate solutions for the appropriate initial and
final states we proceed forward with evaluating t±. Substituting
(a+ b+ 2
√
ab) = z2 = e
∆w
2
(a+ b− 2
√
ab) = z1 = e
−∆w
2
a+ b = −2t2 + e∆w2 (7.5.11)
into (7.5.2) gives
t± =
1
2
(
z − (a + b)±
√
(z − e∆w2 )(z − e−∆w2 )
)
(7.5.12)
Since we will have to expand z around different points corresponding to initial and
final states, let us do each one in turn in the following subsections.
7.5.2 Copy 1 and Copy 2 Final
Here we expand our t coordinate around τ = ∞ → z = ∞ in order to write our G
contours in terms of Copy 1 and Copy 2 final modes on the cylinder. Looking at the
square root terms in (7.5.12), we have a general expansion of the form
(
z + x
)1/2
= z1/2
(
1 + xz−1
)1/2
= z1/2
(
1 + xz−1
)1/2
=
∑
p1≥0
1/2Cp1z
−p1+1/2xp1 (7.5.13)
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Applying the above expansion to (7.5.12) we obtain
t± =
1
2
(z − (a+ b))± 1
2
∑
p1≥0
∑
p2≥0
1/2Cp1
1/2Cp2z
−p1−p2+1(−1)p1+p2e∆w2 (p1−p2)(7.5.14)
which are the solutions, t±, at final points on the cylinder. Let us make the following
variable redefinitions:
k =
p1 − p2
2
n = p1 + p2
⇒ p1 = n
2
+ k
⇒ p2 = n
2
− k (7.5.15)
Evaluating the limits give:
p1 ≥ 0 ⇒ k + n
2
≥ 0 ⇒ k ≥ −n
2
p2 ≥ 0 ⇒ n
2
− k ≥ 0 ⇒ n
2
≥ k (7.5.16)
our solutions, (7.5.14), become:
t± =
1
2
(z − (a + b))± 1
2
∞∑
n=0
(−1)nz−n+1
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−kek∆w (7.5.17)
Looking at our k sum we see for each k = j term with j ∈ Z+ there will be a
corresponding k = −j which allows us to make the following replacement:
ek∆w → cosh (k∆w) (7.5.18)
Applying this replacement to (7.5.17) gives:
t± =
1
2
(z − (a+ b))± 1
2
∞∑
n=0
(−1)nz−n+1
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−k cosh
(
k∆w
)
=
1
2
(
z − (a+ b)±
∞∑
n=0
Cnz
1−n) (7.5.19)
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where we’ve made the following definition:
Cn ≡ (−1)n
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−k cosh
(
k∆w
)
(7.5.20)
Making the replacement z = ew in (7.5.19) gives
t± =
1
2
(
ew − (a+ b)±
∞∑
n=0
Cne
w(1−n)) (7.5.21)
Here we expanded our t coordinate in terms of the coordinate z = ew for Copy 1
and Copy 2 final modes. Next we will expand the t coordinate around Copy 1 and
Copy 2 initial states.
7.5.3 Copy 1 and Copy 2 Initial
Here we expand our t coordinate around τ = −∞ → z = 0. Looking back at t± in
(7.5.12) we must expand the square root portion around around small z. We therefore
have:
(
z + x
)1/2
= x1/2
(
1 + x−1z
)1/2
=
∑
p1≥0
1/2Cp1x
−p1+1/2zp1 (7.5.22)
Applying this to (7.5.12) gives:
t± =
1
2
(z − (a + b))∓ 1
2
∑
p1≥0
∑
p2≥0
1/2Cp1
1/2Cp2z
p1+p2(−1)p1+p2e−∆w2 (p1−p2)
(7.5.23)
Again making the substitutions given in (7.5.15) and (7.5.16), (7.5.23) becomes:
t± =
1
2
(z − (a+ b))∓ 1
2
∞∑
n=0
(−1)nzn
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−ke
−k∆w (7.5.24)
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Using the same argument given in (7.5.18) we write (7.5.24) as:
t± =
1
2
(
z − (a+ b)∓
∞∑
n=0
Cnz
n
)
(7.5.25)
Again inserting z = ew in (7.5.25) gives:
t± =
1
2
(
ew − (a+ b)∓
∞∑
n=0
Cne
nw
)
(7.5.26)
We see that the only difference between the t± expansion for initial and final copies
comes in the third term. There is a modification of the mode number as well as a
minus sign difference. We summarize this difference below:
Final Copies : ±
∞∑
n=0
Cne
(1−n)w
Initial Copies : ∓
∞∑
n=0
Cne
nw (7.5.27)
We have now written our t coordinate in terms of expansions around the location
of Copy 1 and Copy 2 initial states.
In the final section we compute the integral expressions on the cylinder by inserting
the expansions that we have computed for Copy 1 and Copy 2 final as well as Copy
1 and Copy 2 initial. We then compute the expression for the final result of the two
deformation operators on the cylinder.
7.6 Computing Supercharge Contours on the Cylin-
der
Our goal in this section is to compute the expression of the full two deformation
operator in terms of cylinder modes using the expansions computed in Section 7.5.
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We first define the supercharge modes on the cylinder. We then compute the necessary
contour integrals in terms of cylinder modes at locations corresponding to Copy 1 and
Copy 2 final states as well as Copy 1 and Copy 2 initial states that appear in our two
deformation operators.
7.6.1 Supercharge modes on the cylinder
Here we define the supercharge modes on the cylinder. We will have modes before
the two twists and modes after the two twists. Our modes after the twist are defined
as follows:
τ > τ2
G
(1),−
C˙,n
≡ 1
2πi
∫ 2π
σ=0,τ>τ2
dwG
(1),−
C˙
(w)enw
G
(2),−
C˙,n
≡ 1
2πi
∫ 2π
σ=0,τ>τ2
dwG
(2),−
C˙
(w)enw
(7.6.1)
with n being at integer. Our modes before the twist are defined as follows:
τ < τ1
G
(1),−
C˙,n
≡ 1
2πi
∫ 2π
σ=0,τ<τ1
dwG
(1),−
C˙
(w)enw
G
(2),−
C˙,n
≡ 1
2πi
∫ 2π
σ=0,τ<τ1
dwG
(2),−
C˙
(w)enw
(7.6.2)
Here we have defined our supercharge modes on the cylinder. Next we compute the
contour integrals on the cylinder in terms of these cylinder modes.
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7.6.2 Computing Copy 1 and Copy 2 Final Contours
Now we compute the necessary contours that appear in (7.4.2) and (7.4.3) in terms
of cylinder modes defined in (7.6.1). There will be contours of two types in these
expressions. We compute the simpler contours first.
Contours containing (t− t2)
The first contours we compute are of the form:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t+ − t2)G(1)−C˙ (w)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− − t2)G(2)−C˙ (w) (7.6.3)
where t± correspond to the two roots that were computed in Section 7.5 with t+
corresponding to Copy 1 and t− corresponding to Copy 2. Using (7.5.21) we compute
the following contribution:
t± − t2 = 1
2
(
ew − (a+ b)±
∞∑
n=0
Cne
(1−n)w)− t2
=
1
2
(
ew − e∆w2 ±
∞∑
n=0
Cne
(1−n)w) (7.6.4)
Inserting (7.6.4) into (7.6.3) and using the mode definitions in (7.6.1) gives:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t+ − t2)G(1)−C˙ (w)
=
1
2
(
G
(1)−
C˙,1
− e∆w2 G(1)−
C˙,0
+
∞∑
n=0
CnG
(1)−
C˙,1−n
)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− − t2)G(2)−C˙ (w)
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=
1
2
(
G
(2)−
C˙,1
− e∆w2 G(2)−
C˙,0
−
∞∑
n=0
CnG
(2)−
C˙,1−n
)
(7.6.5)
Let us define the symmetric antisymmtric basis:
G−
C˙,n
=
(
G
(1)−
C˙,n
+G
(2)−
C˙,n
)
G˜−
C˙,n
=
(
G
(1)−
C˙,n
−G(2)−
C˙,n
)
(7.6.6)
We do this because computing amplitudes will turn out to be easier when we write
all of our modes in terms of the symmetric and antisymmetric basis.
Now combining both results given in (7.6.5) and using the basis (7.6.6) gives the
following expression:
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t+ − t2)G(1)−C˙ (w) +
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw(t− − t2)G(2)−C˙ (w)
=
1
2
(
G−
C˙,1
− e∆w2 G−
C˙,0
+
∞∑
n=0
CnG˜
−
C˙,1−n
)
(7.6.7)
For this type of term we see a finite number of symmetric annihilation modes after
the twist and an infinite number of antisymmetric creation modes after the twists.
Since creation modes annihilate when acting on a state to the left we need not worry
about getting an infinite number of terms.
Contours containing
∑2
k=0(t1 − t2)−k−2(−1)k(t− t2)(t− t1)k
Now we compute the more complicated contours of the form:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t+ − t2)(t+ − t1)kG(1),−C˙ (w)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− − t2)(t− − t1)kG(2),−C˙ (w)
(7.6.8)
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Let us simplify the following term that we get coming in the integrand of (7.6.8):
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
4t22
(
(t± − t2)− (t± − t2)(t± + t2)−2t2 +
(t± − t2)(t± + t2)2
4t22
)
=
1
16t42
(
(t± − t2)(t2± + 4t±t2 + 7t22)
)
=
1
16t42
(
t±(z2 − zA +B)− zt22 + z1t22 − 8t32
)
(7.6.9)
where considerable simplification was made in (7.6.9). We’ve also made the following
definitions:
A ≡ (2z1 + t2)
B ≡ z1(a+ b) + t2(z2 − 2(a+ b)) (7.6.10)
We note that we used the relation
z =
(t+ a)(t+ b)
t
→ t2 = (z − (a+ b))t− t22 (7.6.11)
to reduce powers of t in (7.6.9). First inserting z = ew into the RHS of (7.6.9) and
then using, (7.5.21) we write (7.6.9) as:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
(
e3w − e2w(A+ a + b)+ ew(A(a+ b) +B − 2t22)
±
( ∞∑
n=0
Cne
(3−n)w − A
∞∑
n=0
Cne
(2−n)w +B
∞∑
n=0
Cne
(1−n)w
)
+
(
2z1t
2
2 − (a+ b)B − 16t32
))
(7.6.12)
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Here we have written our expression in terms of the cylinder coordinate w. Simplifying
(7.6.12) using the definitions of A and B in (7.6.10) give:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
[
e3w −A′e2w +B′ew + C ′
±
( ∞∑
n=0
Cne
(3−n)w − A
∞∑
n=0
Cne
(2−n)w +B
∞∑
n=0
Cne
(1−n)w
)]
(7.6.13)
where we make the following definitions:
A′ ≡ A+ a + b
B′ ≡ A(a + b) +B − 2t22
C ′ ≡ 2z1t22 − (a+ b)B − 16t32 (7.6.14)
Let us combine the sums together. To do this let us expand each individual sum in
(7.6.13) appropriately:
∞∑
n=0
Cne
(3−n)w = C0e3w + C1e2w +
∞∑
n=2
Cne
(3−n)w
= e3w − (a+ b)e2w +
∞∑
n=2
Cne
(3−n)w
A
∞∑
n=0
Cne
(2−n) = Ae2w + A
∞∑
n=1
Cne
(2−n)w (7.6.15)
Now shifting each sum back to n = 0 gives:
∞∑
n=0
Cne
(3−n)w = e3w − (a+ b)e2w +
∞∑
n=0
Cn+2e
(1−n)w
A
∞∑
n=0
Cne
(2−n)w = Ae2w + A
∞∑
n=0
Cn+1e
(1−n)w (7.6.16)
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Inserting (7.6.16) into term containing the three summations in (7.6.13) gives:
∞∑
n=0
Cne
(3−n)w −A
∞∑
n=0
Cne
(2−n)w +B
∞∑
n=0
Cne
(1−n)w
= e3w −A′e2w +
∞∑
n=0
(
Cn+2 − ACn+1 +BCn
)
e(1−n)w
= e3w −A′e2w +
∞∑
n=0
C ′ne
(1−n)w (7.6.17)
where
C ′n ≡ (Cn+2 −ACn+1 +BCn
)
(7.6.18)
Inserting (7.6.17) into (7.6.13) gives:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
(
e3w − A′e2w +B′ew + C ′ ±
(
e3w − A′e2w +
∞∑
n=0
C ′ne
(1−n)w
))
(7.6.19)
We have now reduced our term to one infinite sum. Now inserting (7.6.19) into (7.6.8)
for both Copy 1 and Copy 2 contours, taking t = t+ for Copy 1 and t = t− for Copy 2,
and using the appropriate mode definitions given in (7.6.1), we obtain the following
result for the Copy 1 and Copy 2 final contours:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(−1)k(t1 − t2)−k−2(t+ − t2)(t+ − t1)kG(1)−C˙ (w)
=
1
32t42
[
G
(1)−
C˙,3
− A′G(1)−
C˙,2
+B′G(1)−
C˙,1
+ C ′G(1)−
C˙,0
+
(
G
(1)−
C˙,3
−A′G(1)−
C˙,2
+
∞∑
n=0
C ′nG
(1)−
C˙,1−n
)]
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Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(−1)k(t1 − t2)−k−2(t− − t2)(t− − t1)kG(2)−C˙ (w)
=
1
32t42
[
G
(2)−
C˙,3
− A′G(2)−
C˙,2
+B′G(2)−
C˙,1
+ C ′G(2)−
C˙,0
−
(
G
(2)−
C˙,3
− A′G(2)−
C˙,2
+
∞∑
n=0
C ′nG
(2)−
C˙,1−n
)]
(7.6.20)
Using our mode definitions in (7.6.6) we add together both Copy 1 and Copy 2
contours given in (7.6.20) to obtain:
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(−1)k(t1 − t2)−k−2(t+ − t2)(t+ − t1)kG(1)−C˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ>τ2
dw
2∑
k=0
(−1)k(t1 − t2)−k−2(t− − t2)(t− − t1)kG(2)−C˙ (w)
=
1
32t42
(
G−
C˙,3
− A′G−
C˙,2
+B′G−
C˙,1
+ C ′G−
C˙,0
+ G˜−
C˙,3
− A′G˜−
C˙,2
+
∞∑
n=0
C ′nG˜
−
C˙,1−n
)
(7.6.21)
We note that there are a finite number of both symmetric and antisymmetric annihi-
lation modes after the twist and an infinite number of creation modes after the twist.
Again, since creation modes annihilate when acting on a state to the left we need not
worry about getting an infinite number of terms.
We have now computed the two relevant types contours at locations on the cylinder
corresponding to Copy 1 and Copy 2 final states. Next, we compute these same
contours at locations on the cylinder corresponding to Copy 1 and Copy 2 initial
states.
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7.6.3 Integral Expressions for Copy 1 and Copy 2 Initial
Here we compute the relevant contours corresponding to Copy 1 and Copy 2 initial
states. We will again have two types of terms analogous to the case for Copy 1 and
Copy 2 final states.
Contours containing (t− t2)
Just as before we begin with the simpler of the two contours with terms of the
following form:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t+ − t2)G(1)−C˙ (w)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− − t2)G(2)−C˙ (w) (7.6.22)
where again we take t+ to correspond to Copy 1 initial and t1 to correspond to Copy
2 initial. For these contours we compute the following expression using (7.5.26):
t± − t2 = 1
2
(
ew − e∆w2 ∓
∞∑
n=0
Cne
nw
)
(7.6.23)
Inserting (7.6.23) into (7.6.22) and using the mode definitions given in (7.6.2), we
obtain the following result for Copy 1 and Copy 2 initial contours:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t+ − t2)G(1)−C˙ (w)
=
1
2
(
G
(1)−
C˙,1
− e∆w2 G(1)−
C˙,0
−
∞∑
n=0
CnG
(1)−
C˙,n
)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− − t2)G(2)−C˙ (w)
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=
1
2
(
G
(2)−
C˙,1
− e∆w2 G(2)−
C˙,0
+
∞∑
n=0
CnG
(2)−
C˙,n
)
(7.6.24)
Combining both contours given in (7.6.24) and using the basis defined in (7.6.6) gives:
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t+ − t2)G(1)−C˙ (w) +
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw(t− − t2)G(2)−C˙ (w)
=
1
2
(
G−
C˙,1
− e∆w2 G−
C˙,0
−
∞∑
n=0
CnG˜
−
C˙,n
)
(7.6.25)
We note here that we have a finite number of symmetric and antisymmetric annihila-
tion modes before the twist and infinite number of antisymmetric annihilation modes
before the twist. Since annihilation modes annihilate when acting on a state to the
right we need not worry about getting an infinite number of terms.
Here we have now computed the simpler of the two relevant contours at cylinder
locations of the inital copies of the CFT. Next we compute the more complicated
contours.
Contours containing
∑2
k=0(t1 − t2)−k−2(−1)k(t− t2)(t− t1)k
Here we compute the more complicated contours at initial locations on the cylinder.
For this case we again have contours of the form:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t+ − t2)(t+ − t1)kG(1),−C˙ (w)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− − t2)(t− − t1)kG(2),−C˙ (w)
(7.6.26)
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where we again take the t+ solution for Copy 1 initial and the t− solution for Copy 2
initial. For the above contours we again need to compute the integrand
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
16t42
(
t±(z2 − zA +B)− zt22 + z1t21 − 8t32
)
(7.6.27)
but now using initial state expansions. Inserting the initial state expansions of t±
given in (7.5.26) into (7.6.12), again with considerable simplification, we obtain:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
[
z3 −A′z2 +B′z + C ′
∓
( ∞∑
n=0
Cnz
n+2 −A
∞∑
n=0
Cnz
n+1 +B
∞∑
n=0
Cnz
n
)]
(7.6.28)
Inserting z = ew into (7.6.28) gives the expression:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
[
e3w − A′e2w +B′ew + C ′
∓
( ∞∑
n=0
Cne
(n+2)w −A
∞∑
n=0
Cne
(n+1)w +B
∞∑
n=0
Cne
nw
)]
(7.6.29)
where we have again written our expression in terms of the cylinder coordinate w.
We again adjust the above sums in order to combine terms. Adjusting all three of
the sums in (7.6.29) gives:
∞∑
n=0
Cne
(n+2)w =
∞∑
n=2
Cn−2enw
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A
∞∑
n=0
Cne
(n+1)w = A
∞∑
n=1
Cn−1enw
= AC0e
w + A
∞∑
n=2
Cn−1enw
= Aew + A
∞∑
n=2
Cn−1enw
B
∞∑
n=0
Cne
nw = BC0 +BC1e
w +B
∞∑
n=2
Cne
nw
= B − B(a+ b)ew +B
∞∑
n=2
Cne
nw (7.6.30)
Inserting the expansions in (7.6.30) into (7.6.29) gives:
2∑
k=0
(−1)k(t1 − t2)−k−2(t± − t2)(t± − t1)k
=
1
32t42
[
e3w − A′e2w +B′ew + C ′ ∓
(
B − (A+B(a+ b))ew
+
∞∑
n=2
(
Cn−2 − ACn−1 +BCn
)
enw
)]
=
1
32t42
[
e3w − A′e2w +B′ew + C ′ ∓
(
B − (A− B(a+ b))ew +
∞∑
n=2
C ′′ne
nw
)]
(7.6.31)
where we define
C ′′n ≡ Cn−2 −ACn−1 +BCn (7.6.32)
We see that we have again writtin our expression in terms of a single infinite sum.
Inserting the expression (7.6.31) into (7.6.26) and using the mode definitions de-
fined in (7.6.2) we obtain the following result for Copy 1 and Copy 2 initial contours:
Copy 1 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− t2)(t− t1)kG(1)−C˙ (w)
=
1
32t42
(
G
(1)−
C˙,3
− A′G(1)−
C˙,2
+B′G(1)−
C˙,1
+ C ′G(1)−
C˙,0
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−BG(1)−
C˙,0
+ (A+B(a+ b))G
(1)−
C˙,1
−
∞∑
n=0
C ′′nG
(1)−
C˙,n
)
Copy 2 :
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− t2)(t− t1)kG(2)−C˙ (w)
=
1
32t42
(
G
(2)−
C˙,3
− A′G(2)−
C˙,2
+B′G(2)−
C˙,1
+ C ′G(2)−
C˙,0
+BG
(2)−
C˙,0
− (A+B(a+ b))G(2)−
C˙,1
+
∞∑
n=0
C ′′nG
(2)−
C˙,n
)
(7.6.33)
Combining both contours in (7.6.33) again using the basis defined in (7.6.6) gives:
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− t2)(t− t1)kG(1)−C˙ (w)
+
1
2πi
∫ σ=2π
σ=0,τ<τ1
dw
2∑
k=0
(t1 − t2)−k−2(−1)k(t− t2)(t− t1)kG(2)−C˙ (w)
=
1
32t42
(
G−
C˙,3
− A′G−
C˙,2
+B′G−
C˙,1
+ C ′G−
C˙,0
− BG˜−
C˙,0
+ (A+B(a + b))G˜−
C˙,1
−
∞∑
n=0
C ′′nG˜
−
C˙,n
)
(7.6.34)
We note here that our expression contains a finite number of symmetric annihila-
tion modes before the twist as well as an infinite number of antisymmetric annihilation
modes before the twist. Again, since annihilation modes annihilate when acting on
a state to the right we need not worry about getting an infinite number of terms.
We have now computed the two relevant types contours at locations on the cylinder
corresponding to Copy 1 and Copy 2 initial states.
Since we have computed the relevant supercharge modes at initial and final state
locations on the cylinder appearing in the expressions for our two deformation oper-
ators we are now in position to compute the final result on the cylinder.
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7.7 Final Result
We are now able to write the expression of our two deformation operators in terms
cylinder modes. Let us now rewrite (7.4.3) in terms of G modes on the cylinder which
we computed in Section 7.6. We recall that we have two cases to compute. The first
case is when A˙ = B˙ and the second case for general A˙ and B˙. We remind the reader
that the general case reduces to the case of A˙ = B˙ but case is much easier computed
while in the t plane. We write our two cases below.
7.7.1 A˙ = B˙
Here we compute the final expression for the case where A˙ = B˙. First let us define a
shorthand notation for our twists:
σˆ = σ+2 (w2)σ
+
2 (w1) (7.7.1)
Now inserting (7.6.7), (7.6.25), and (7.7.1) into (7.4.2) and using (7.5.15) we obtain:
OˆA˙OˆA˙ = −
1
4t2
[
G−
A˙,0
(
G−
A˙,1
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ −G−
A˙,0
σˆ
(
G−
A˙,1
−
∞∑
n=0
CnG˜
−
A˙,n
)
+
(
G−
A˙,1
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ G−
A˙,0
− σˆ
(
G−
A˙,1
−
∞∑
n=0
CnG˜
−
A˙,n
)
G−
A˙,0
]
(7.7.2)
7.7.2 General A˙ and B˙
For the case for general A˙ and B˙, inserting (7.6.7), (7.6.21), (7.6.25), (7.6.34) and
(7.7.1) into (7.4.3) and using the expression
C ′ = 2z1t22 − (a + b)B − 16t32, (7.7.3)
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gives the final result:
OˆB˙OˆA˙ = −
1
64t42
(
G−
B˙,3
− A′G−
B˙,2
+B′G−
B˙,1
+
(
2z1t
2
2 − B(a+ b)
)
G−
B˙,0
+ G˜−
B˙,3
−A′G˜−
B˙,2
+
∞∑
n=0
C ′nG˜
−
B˙,1−n
)
×
(
G−
A˙,1
− e∆w2 G−
A˙,0
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
+
1
64t42
(
G−
B˙,3
−A′G−
B˙,2
+B′G−
B˙,1
+
(
2z1t
2
2 − B(a+ b)
)
G−
B˙,0
+ G˜−
B˙,3
−A′G˜−
B˙,2
+
∞∑
n=0
C ′nG˜
−
B˙,1−n
)
× σˆ
(
G−
A˙,1
− e∆w2 G−
A˙,0
−
∞∑
n=0
CnG˜
−
A˙,n
)
− 1
64t42
(
G−
A˙,1
− e∆w2 G−
A˙,0
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
×
(
G−
B˙,3
−A′G−
B˙,2
+B′G−
B˙,1
+
(
2z1t
2
2 − (a+ b)B
)
G−
B˙,0
−BG˜−
B˙,0
+ (A+B(a + b))G˜−
B˙,1
−
∞∑
n=2
C ′′nG˜
−
B˙,n
)
+
1
64t42
σˆ
(
G−
A˙,1
− e∆w2 G−
A˙,0
−
∞∑
n=0
CnG˜
−
A˙,n
)
×
(
G−
B˙,3
− A′G−
B˙,2
+B′G−
B˙,1
+
(
2z1t
2
2 − (a+ b)B
)
G−
B˙,0
−BG˜−
B˙,0
+ (A+B(a + b))G˜−
B˙,1
−
∞∑
n=2
C ′′nG˜
−
B˙,n
)
(7.7.4)
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Writing our final result in compact notation, (7.7.4) becomes:
OˆB˙OˆA˙ = −
1
64t42
[( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=−2
EnG˜
−
B˙,1−n
)( 1∑
n=0
D′nG
−
A˙,n
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
−
( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=−2
EnG˜
−
B˙,1−n
)
σˆ
( 1∑
n=0
D′nG
−
A˙,n
−
∞∑
n=0
CnG˜
−
A˙,n
)
+
( 1∑
n=0
D′nG
−
A˙,n
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=0
E ′nG˜
−
B˙,n
)
−σˆ
( 1∑
n=0
D′nG
−
A˙,n
−
∞∑
n=0
CnG˜
−
A˙,n
)( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=0
E ′nG˜
−
B˙,n
)]
(7.7.5)
where we have computed the above coefficients in terms of ∆w in detail in Appendix
L. We tabulate the results below:
Cn = (−1)n
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−k cosh
(
k∆w
)
D0 = −1
4
e−
3∆w
2
(
1 + 3e∆w
)
D1 =
3
2
(
1 + e−∆w
)
D2 = −3
4
e−
∆w
2
(
3 + e∆w
)
D3 = 1
D′0 = −e
∆w
2
D′1 = 1
E−2 = 1
E−1 = −3
4
e−
∆w
2
(
3 + e∆w
)
En =
(
Cn+2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn+1 +
1
4
(
1 + 3e−∆w
)
Cn
)
, n ≥ 0
E ′0 = −
1
4
(
1 + 3e−∆w
)
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E ′1 =
3
4
e−
∆w
2
(
3 + cosh
(
∆w
))
E ′n = −
(
Cn−2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn−1 +
1
4
(
1 + 3e−∆w
)
Cn
)
, n ≥ 2(7.7.6)
We see that in both cases above, we were able to write the full expression of two
deformation operators in terms of modes before and after the twists using the covering
space method.
Also, we again note that there are a finite number of symmetric and antisymmetric
annihilation modes after the twist and a finite number of symmetric annihilation
modes before the twist but an infinite number of antisymmetric creation modes after
the twist and an infinite number of antisymmetric annihilation modes before the
twist. These terms all give finite contributions when computing an amplitude because
creators kill on the left and annihilators kill on the right. We need not worry about
an infinite number of contributions when capping each side with an appropriate state.
7.7.3 Numerical Plots of Cn
Here we numerically plot the coefficient
Cn =
n
2∑
k=−n
2
1
2Cn
2
+k
1
2Cn
2
−k cosh(k∆w) (7.7.7)
to determine its behavior for various mode numbers, n. We can write our twist
separation ∆w as:
∆w = ∆τ + i∆σ (7.7.8)
We wick rotate back to Minkowski signature by taking ∆τ → i∆t which gives
∆w → i∆w (7.7.9)
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with ∆w = ∆t +∆σ being completely real. Inserting (7.7.9) into (7.7.7) gives
Cn =
n
2∑
k=−n
2
1
2Cn
2
+k
1
2Cn
2
−k cos(k∆w) (7.7.10)
We now plot (7.7.10) in Figure 7.1 for various values of n:
Figure 7.1: We plot Cn for (a) n = 5 (b) n = 10 and (c) n = 20 each from ∆w ∈ [−2pi, 2pi]
We see an oscillatory behavior as well as an envelope behavior coming from the
twist separation, ∆w. The number of peaks from 0 to 2π is given by n
2
for even n
and n−1
2
for odd n.
7.8 Discussion
Black hole formation is a process that has yet to possess a full quantitative description.
Because this process is difficult to study in the gravity setting, it is useful to try to gain
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some insight using the dual CFT. Generally, the process of black hole formation in the
gravity theory would manifest as the process of thermalization in the CFT. Looking
at the D1D5 CFT, we investigate this question of thermalization by considering a
deformation away from its conjectured ‘orbifold point’ where the theory is free.10
This deformation, OˆA˙, consists of a supercharge G and a twist σ. Looking at first
order in the deformation operator, one finds no clear evidence of thermalization. We
thus extended our analysis to second order in the twist operator where the first twist
joins two singly wound copies into one doubly wound copy and then the second twist
returns the double wound copy back to two singly wounds copies. One finds that
after applying two twists to the vacuum a squeezed state is produced just as in the
one twist case. In prior work, we computed the bosonic and fermionic Bogoliubov
coefficients γB, γF± describing this squeezed state. In the large m,n limit we found a
decay with m,n similar to the one twist case which was computed in chapter 3 which
came from [66, 67], but also found an additional oscillatory dependence arising from
the twist separation parameter ∆w found in chapter J.1 which came from [69]. We
conjectured that to all orders in the deformation, the Bogoliubov coefficients could be
factored into a part independent of the twist separations, and a part that oscillated
with these separations.11
10For another approach to thermalization in the CFT, see [73].
11For other computations with the twist deformation in the CFT, see [74].
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Chapter 8
Lifting of D1-D5-P States
While investigating the question of thermalization, we realized that we could use the
deformation of the CFT to compute the anomalous dimension of states in the CFT.
We call this the ‘lifting’ of states. In this chapter we show how to compute such a
quantity. Fortunately, some of the methodology used in computing the lifting can also
be applied to the question of thermalization which we address in the next chapter.
8.1 Introduction
One of the most useful examples of a black hole is the hole made with D1, D5, and
P charges in string theory. The microscopic entropy for these charges, Smicro, agrees
with the Bekenstein entropy, Sbek, obtained from the classical gravity solution with
the same charges [53, 84]. Further, a weak coupling computation of radiation from
the branes, Γmicro, agrees with the Hawking radiation from the gravitational solution,
Γhawking [54, 85].
AdS3/CFT2 duality [28,75,76] states that the near horizon dynamics of the black
hole is described by a 1+1 dimensional CFT called the D1-D5 CFT. The momentum
charge P is carried by left moving excitations of this CFT. The CFT has a ‘free point’
called the ‘orbifold CFT’, where the theory can be described using free bosons and
free fermions on a set of twisted sectors [77–83], see [59] for a review of the D1-D5
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brane system.
At the orbifold point all states which have only left moving excitations are BPS;
i.e. they have energy equal to their charge. This need not be true as we deform
the theory along some direction in the moduli space of the D1-D5 CFT. Some of the
states which were BPS at the orbifold point will remain BPS, while others can pair
up and ‘lift’.
In this chapter we will look at a specific family of D1-D5-P states which are BPS
at the orbifold point but which lift as we move away from this free point towards the
supergravity description of the black hole. We use conformal perturbation theory to
compute the lifting at quadratic order in the coupling λ. The form of this lifting will
tell us about the behavior of string states in the gravity dual, and shed light on the
nature of the fuzzball configurations that describe black hole microstates [12–16].
We now summarize the set-up of the computation and the main results.
8.1.1 The D1-D5 CFT
As we have noted several times now, consider type IIB string theory compactified as
M9,1 →M4,1 × S1 × T 4 . (8.1.1)
We wrap n1 D1 branes on S
1 and n5 D5 branes on S
1×T 4. The bound states of these
branes generate the D1-D5 CFT, which is a 1+1 dimensional field theory living on
the cylinder made from the S1 and time directions. This theory is believed to have
an orbifold point, where we have
N = n1n5 (8.1.2)
copies of a c = 6 free CFT. The free CFT is made of 4 free bosons and 4 free
fermions in the left-moving sector and likewise in the right-moving sector. The free
fields are subject to an orbifold symmetry generated by the group of permutations
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(a) (b)
Figure 8.1: (a) N singly-wound component strings in their vacuum state wrapping the S1;
this gives the vacuum of the theory. (b) n of these N copies have been excited by the
application of current operators.
SN ; this leads to various twisted sectors around the circle S
1. The field theory is a
CFT with small N = 4 supersymmetry in each of the left and right-moving sectors;
thus the left sector has chiral algebra generators Ln, G
±
A˙,r
, Jan associated with the
stress-energy tensor, the supercurrents, and the su(2) R-currents (the right-moving
sector has analogous generators). The small N = 4 superconformal algebra and our
notations are outlined in appendix A.
8.1.2 The states of interest
Consider the untwisted sector, i.e. the sector where each copy of the c = 6 CFT is
singly wound around the S1. The N copies of the c = 6 CFT can be depicted by N
separate circles; we sketch this in fig. 8.1. We consider the NS sector. If all the copies
are unexcited, we get the vacuum state |0〉 as shown in the left panel of the figure;
the gravity dual of this state is AdS3 × S3 × T 4 which was shown in Chapter 2.
We will now consider a set of excited states, proceeding in the following steps:
(i) Consider the state where N − 1 copies are in the NS vacuum state, and one of
the copies is excited by application of the operator
J+−(2m−1) . . . J
+
−3J
+
−1 (8.1.3)
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on the NS vacuum. This is illustrated in the right panel of fig. 8.1. At the orbifold
point this operator has quantum numbers
(h, h¯) = (m2, 0) , (j, j¯) = (m, 0) . (8.1.4)
Thus the energy of the state at the orbifold point is
Eorbifold = h + h¯ = m
2 . (8.1.5)
At the orbifold point, the excitation is BPS since the right movers of the CFT are in
the supersymmetric ground state on all copies.
We will argue that when we move to the supergravity domain, this state can be
heuristically described by a string localized at the center of the AdS space. Because
the excitation is a string rather than a supergravity quantum, the energy will change
away from the orbifold point (8.1.5); we write the extra energy as
E − Eorbifold = ∆E . (8.1.6)
(ii) Suppose we place the excitation (8.1.3) on two copies of the CFT. At the
orbifold point we have
(h, h¯) = (2m2, 0) , (j, j¯) = (2m, 0) , (8.1.7)
and
Eorbifold = 2m
2 . (8.1.8)
At the supergravity point in the dual theory, our heuristic picture will have two strings
placed at the center of AdS. Each string will have an extra energy ∆E as before. But
there will also be some gravitational attraction between these strings, which will lower
the energy by some amount ∆Egrav. This suggests that the energy at the supergravity
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point will have the schematic form
E −Eorbifold = 2∆E − Egrav . (8.1.9)
(iii) Now suppose we place the excitation (8.1.3) on n out the the N copies. In
the dual gravity description we have n strings. We get a positive energy from each of
the n strings, and a negative contribution to the energy from the attraction between
each pair of strings. Thus the total energy has the schematic form
En − Eorbifold,n = n∆E − n(n− 1)
2
Egrav , (8.1.10)
where we have added a subscript n to the energies to indicate the number of copies
which have been excited.
(iv) Finally we place the excitation (8.1.3) on all the N copies of the c = 6 CFT.
In this situation we know the energy E exactly, because this state is obtained by a
spectral flow of the vacuum by 2m units. We have
EN −Eorbifold,N = 0 (8.1.11)
To summarize, the quantity En − Eorbifold,n should have the schematic behavior
depicted in fig. 8.2: it vanishes at n = 0, rises for low values of n, then falls back to
zero at n = N .
8.1.3 The results
In this chapter we study the deformation of the D1-D5 CFT off the orbifold point
towards the supergravity point, upto second order in the coupling λ. We show that,
at this order, the energy En of the family of the states we consider in eq. (8.1.3)
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n=0 n=N
n
ΔE
Figure 8.2: A schematic plot showing the energy lift when n out of the N copies of the
c = 6 CFT are excited. The lift vanishes when n = 0 and when n = N : the n = 0 state is
the vacuum and the n = N state is a spectral flow of the vacuum.
indeed has the form depicted in fig.8.2:
〈(En − Eorbifold)〉 = λ2π
3
2
2
Γ[m2 − 1
2
]
Γ[m2 − 1] n(N − n) , (8.1.12)
where m is the number of the R-currents in the initial state (8.1.3), see section 8.7
for details.
We also consider the case where the N copies of the CFT are grouped into twist
sectors with winding k each, and then excited in a manner similar to that discussed
above, We again find an expression of the energy lift of the form (8.1.12).
Finally, we note a general property of the computation of lifting at second order.
If the deformation operators join two component strings and then break them apart,
the covering surface arising in the computation has genus 0. If on the other hand
the deformation operators break and then rejoin a component string, the covering
space arising in the computation has genus 1. The maximally twisted sector can
only exhibit the second possibility; this suggests that the large class of unlifted states
needed to explain black hole entropy may lie in this sector.
There are several earlier works that have studied conformal perturbation theory,
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the lifting of the states, the acquiring of anomalous dimensions, and the issue of
operator mixing, in particular in the context of the D1-D5 CFT; see for example
[66–71, 86, 94–98].
8.1.4 The plan of this chapter
In section 8.2 we outline the computation that gives the lift to second order; in
particular we explain why the issue of operator renormalization does not arise to this
order in our problem.
In section 8.3 we describe the deformation operator and the states whose lift we
are interested in.
In section 8.4 we compute the vacuum correlation function of two twist-2 oper-
ators; we call this the ‘base’ amplitude, as it appears as a starting element in the
computation of all other correlation functions.
In section 8.5 we compute the lifting of energies of the states under consideration.
In section 8.6 we consider global modes and use our approach to show that they
are not lifted under conformal perturbation, to the order we study, as expected.
In section 8.7 we perform the needed combinatorics to extend our result to the
case where we have an arbitrary number N of component strings.
In section 8.8 we compute the lift for the case where the component strings on the
initial state are grouped into sets with twist k each.
In section 8.9 we analyze the nature of the covering space in different instances of
second order perturbation theory, and find a special role for the maximally twisted
sector.
Section 8.10 is a general discussion, where we state the physical implications of
our results.
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8.2 Outline of the method
In this section we first outline the conformal perturbation theory approach that we
will use to compute the lifting of energies. We then derive a general expression for
lifting to second order.
8.2.1 Conformal perturbation theory on the cylinder
We proceed in the following steps:
(a) Suppose we have a conformal field φ with left and right-moving dimensions
(h, 0). On the plane, the 2-point function is
〈φ(z)φ(0)〉0 = 1
z2h
, (8.2.1)
where the subscript “0” corresponds to the unperturbed theory. After a perturbation
of the CFT, the conformal dimensions can change to (h+ δh, δh). The left and right
dimensions must increase by the same amount, since h− h¯ must always be an integer
for the operator to be local. The operator φ˜ in the perturbed theory, having a well
defined dimension, will also in general be different from φ. So we should write
φ = φ˜+ δφ˜ . (8.2.2)
We will see, however, that to the order where we will be working, the correction δφ˜
will not be relevant (see eq.s (8.2.16), (8.2.23), (8.2.25), and footnote 12). We can
then write
〈φ(z)φ(0)〉pert = 1
zh
1
|z|2δh =
1
zh
e−2δh log |z| ≈ 1
zh
(1− 4δh log |z|) , (8.2.3)
where the subscript “pert” corresponds to the perturbed theory. Thus the perturba-
tion to the 2-point function has a correction term of the form ∼ z−h log |z|, and the
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perturbation to the dimension δh can be read off from the coefficient of this term.
For more details on the analyses of conformal perturbation theory in two and higher
dimensional CFTs see, e.g. [87–93].
(b) We will find it convenient to work on the cylinder rather than the plane, so let
us see how the expressions in (a) change when we work on the cylinder. The cylinder
coordinate is given by
z = ew, w = τ + iσ . (8.2.4)
Consider the state |φ〉 corresponding to the operator φ; we assume that this state is
normalized as
〈φ|φ〉0 = 1 . (8.2.5)
As will become clear below, we can ignore the change δφ˜ in this state itself. Let us
also assume for the moment that the energy level of φ is nondegenerate. We place
the state |φ〉 at τ = −T
2
and the conjugate state 〈φ| at τ = T
2
. We compute the
amplitude A(T ) for transition between these two states. In the unperturbed theory,
we have for our operator φ with dimensions (h, 0):
A(T ) = 〈φ|e−H(0)T |φ〉 = e−hT , (8.2.6)
where the energy of the state is E = h + h¯ = h, and H(0) is the Hamiltonian in the
unperturbed theory. After the perturbation, we get
A(T ) + δA(T ) = 〈φ|e−(H(0)+δH)T |φ〉 = e−(h+2δh)T ≈ e−hT − 2δh Te−hT . (8.2.7)
Thus, we can read off δh from the coefficient of Te−hT in δA(T ).
(c) With these preliminaries, we now set up the formalism for situation that
we actually have. In our problem, the space of operators with dimension (h, 0) is
degenerate. Thus, we consider the case where we have operators φa, a = 1, . . . , n,
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all with the same dimension (h, 0). Let the remaining operators having well defined
scaling dimensions be called φµ; there will in general be an infinite number of the
φµ(λ), with dimensions going all the way to infinity. These operators are normalized
as
〈φa|φb〉 = δab , 〈φµ|φν〉 = δµν , 〈φa|φµ〉 = 0 . (8.2.8)
After the perturbations, there will be a different set of operators which have well
defined scaling dimensions; let these operators be denoted by a tilde on top. We
separate these operators into two classes. The first class is the operators that are
deformations of the degenerate set φa, a = 1, . . . n. We call these deformed operators
φ˜a′(λ), a
′ = 1, . . . n, where we have explicitly noted the dependence of these operators
on the coupling λ. The second class is comprised of the remaining operators in the
deformed theory which have well defined scaling dimensions; let us call these φ˜µ(λ).
We assume that these operators are normalized
〈φ˜a′(λ)|φ˜b′(λ)〉 = δa′b′ , 〈φ˜µ(λ)|φ˜ν(λ)〉 = δµν , 〈φ˜a′(λ)|φ˜µ(λ)〉 = 0 . (8.2.9)
The φ˜a′ have conformal dimensions of (h + δha′(λ), δha′(λ)). The energies of the
unperturbed states φa′ and the perturbed states φ˜a′ are therefore
E = h+ h¯ = h , E˜a′ = h+ 2δha′(λ) , (8.2.10)
We expand the perturbed energies as
E˜a′(λ) = E + λE
(1)
a′ + λ
2E
(2)
a′ + · · · , (8.2.11)
E˜µ′ = Eµ′ + λE
(1)
µ′ + λ
2E
(2)
µ′ + · · · . (8.2.12)
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Let us now consider the expansions of operators themselves. We can write
φ˜a′(λ) = C˜a′a(λ)φa + D˜a′µ(λ)φµ ,
φ˜µ′(λ) = F˜µ′a(λ)φa + G˜µ′ν(λ)φν , (8.2.13)
where C˜a′a, D˜a′µ, F˜µ′a, and G˜µ′ν are λ-dependent expansion coefficients. We can
invert these expansions to write
φa = Caa′(λ)φ˜a′(λ) +Daµ′(λ)φ˜µ′(λ) ,
φµ = Fµa′(λ)φ˜a′(λ) +Gµν′(λ)φ˜ν′(λ) . (8.2.14)
Finally, we expand the coefficients above in powers of λ:
Caa′(λ) = C
(0)
aa′ + λC
(1)
aa′ + λ
2C
(2)
aa′ + . . .
Daµ′(λ) = D
(0)
aµ′ + λD
(1)
aµ′ + λ
2D
(2)
aµ′ + . . . (8.2.15)
Thus, in particular φa can be expanded as
φa = C
(0)
aa′ φ˜a′ + λC
(1)
aa′ φ˜a′ + λ
2C
(2)
aa′ φ˜a′ + · · ·+ λD(1)aµ φ˜µ + · · · . (8.2.16)
The condition (8.2.8) gives at leading order
C
(0)
aa′C
(0)∗
ba′ = δab . (8.2.17)
The reason all these preliminaries are needed is that when computing an amplitude
in perturbation theory we find ourselves in the following situation. The operators in
the amplitude are taken to be the unperturbed operators φa, φµ, since these are the
ones with well understood and explicit constructions. But the operators that have
well defined scaling dimensions are the φ˜a′ , φ˜µ′, which are not explicitly known. Thus
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we would compute an amplitude of the type
Aab(T ) ≡
〈
φb(
T
2
)
∣∣∣e−(H(0)+δH(λ))T ∣∣∣φa(−T2 )〉 . (8.2.18)
Here the operators φa, φb are operators in the unperturbed theory, and therefore
explicitly known to us. But these unperturbed operators do not give eigenstates of
the full Hamiltonian H(0)+ δH(λ); the latter eigenstates correspond to the perturbed
operators φ˜a′ , φ˜µ′ . Thus we have
〈φ˜b′(T2 )
∣∣∣e−(H(0)+δH(λ))T ∣∣∣φ˜a′(−T2 )〉 = e−E˜a′T δa′b′ ,
〈φ˜ν′(T2 )
∣∣∣e−(H(0)+δH(λ))T ∣∣∣φ˜µ′(−T2 )〉 = e−E˜µ′T δµ′ν′ ,
〈φ˜a′(T2 )
∣∣∣e−(H(0)+δH(λ))T ∣∣∣φ˜µ′(−T2 )〉 = 0 . (8.2.19)
Substituting the expansions (8.2.16) in eq. (8.2.18), we find
Aab(T ) ≡
〈
φb(
T
2
)
∣∣∣e−(H(0)+δH(λ))T ∣∣∣φa(−T2 )〉
=
(
C
(0)∗
ba′ + λC
(1)∗
ba′ + λ
2C
(2)∗
ba′ + . . .
)(
C
(0)
aa′ + λC
(1)
aa′ + λ
2C
(2)
aa′ + . . .
)
e−(E+λE
(1)
a′
+λ2E
(2)
a′
+... )T
+ λ2D
(1)∗
bµ D
(1)
aµ e
−(Eµ+λE(1)µ +λ2E(2)µ +... )T + · · · . (8.2.20)
In general amplitudes like Aab(T ) are functions of the fields like φa, φb placed at the
upper and lower time slices, the time interval T between the slices, and the coupling
λ. From the set of such amplitudes, we can extract the perturbed dimensions of the
theory. We will do this below, but first we note that it is convenient to expand the
above amplitude in powers of λ
Aab(T ) = A
(0)
ab + λA
(1)
ab + λ
2A
(2)
ab + · · · . (8.2.21)
(d) We first look at the coefficient of λTe−ET in (8.2.20). This coefficient is found
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to be
−C(0)aa′E(1)a′ C(0)∗ba′ . (8.2.22)
We can write the above relation in matrix form, defining (Aˆ(1))ab = A
(1)
ab , (Cˆ
(0))aa′ =
C
(0)
aa′ , and (Eˆ
(1))a′b′ = δa′b′E
(1)
a′ . This gives
Aˆ(1) → −Te−ET Cˆ(0)Eˆ(1)Cˆ(0)† . (8.2.23)
where the arrow indicates that we are writing only the coefficient of Te−ET in Aˆ(1).
We now note that, in our problem, the amplitude Aab(T ) has no terms at O(λ).
This is because, as we will see in the next subsection, the deformation operator D
which perturbs the theory away from the orbifold point is in the twist 2 sector, while
the states |φa〉 and |φb〉 are in the untwisted sector. The 3-point function 〈φb|D|φa〉
then vanishes due to the orbifold group selection rules. From eq. (8.2.17) we see that
Cˆ is unitary. Thus the vanishing of the above contribution tells us that Eˆ(1) = 0; i.e.
E
(1)
a′ = 0 for all a
′ ∈ {1, . . . , n}.
Now we look at the coefficient of λ2Te−ET in Aab(T ) in eq. (8.2.20). We find
A
(2)
ab → −Te−ET
(
C
(0)
aa′C
(0)∗
ba′ E
(2)
a′
)
. (8.2.24)
In matrix form, this reads
Aˆ(2) → −Te−ET Cˆ(0) ˆE(2)Cˆ(0)† . (8.2.25)
Thus, if we compute the matrix Aˆ(2) and look at the coefficient of −Te−ET , then the
eigenvalues of this matrix give the corrections to the energies upto O(λ2) :
E
(2)
a′ = 2δha′ , (8.2.26)
and the eigenvectors give the linear combinations of the φa which correspond to
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operators with definite conformal dimensions12.
(e) In our system, we have states |Φ(m)〉 labelled by a parameter m ∈ Z≥0, see
eq. (8.1.3). As we go to higher m, the number of states with the same conformal
dimensions as |Φ(m)〉 increases; in fact even for the lowest interesting value, m = 2, the
number of degenerate states is large enough to make the computation of the matrix
A
(2)
ab difficult. We will be interested in computing something a bit different. The state
|Φ(m)〉 of interest to us is one of the states |φa〉; let us call it |φ1〉. Then we compute
the quantity A
(2)
11 in eq. (8.2.24). From (8.2.25) we see that the coefficient of −Te−ET
in Aˆ(2) is ∑
a′
|C1a′|2E(2)a′ =
∑
a′
|〈φ˜a′|φ1〉|2E(2)a′ . (8.2.27)
Thus we get the expectation value of the increase in energy for the state |φ1〉 = |Φ(m)〉.
Computing this quantity will allow us to make our arguments about the nature of
lifting of string states.
8.2.2 The general expression for lifting at second order
In the above discussion we have expressed the amplitude Aab in eq. (8.2.21) in terms
of Hamiltonian evolution. But we will actually compute Aab using path integrals,
since the perturbation is known as a change to the Lagrangian rather than a change
to the Hamiltonian:
S0 → Spert = S0 + λ
∫
d2wD(w, w¯) , (8.2.28)
where D(w, w¯) is an exactly marginal operator deforming the CFT. As mentioned
before, A
(1)
ab = 0, see the discussion below eq. (8.2.23). We will work with the next
12We note that, as mentioned below eq. (8.2.5), δφ˜ defined in eq. (8.2.2) does not appear in the
expectation value up to second order in perturbation theory. δφ˜ corresponds to the terms with the
C(i) and D(i) (i ∈ Z>0) coefficients in eq. (8.2.16) and do not appear at the first and second order
amplitudes in eq.s (8.2.23) and (8.2.25), respectively.
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order, where we have
A
(2)
ab (T ) =
1
2
〈
φb(
T
2
)
∣∣∣∣
( ∫
d2w2D(w2, w¯2)
)(∫
d2w1D(w1, w¯1)
)∣∣∣∣φa(−T2 )
〉
, (8.2.29)
where the range of the wi integrals are
0 ≤ σi < 2π , −T2 < τi < T2 . (8.2.30)
Before proceeding, we write the initial and final states in a convenient form. The
local operators like Ja(w) in the CFT depend on time τ . Thus if we create the
state |ψa〉 by the application of such an operator, then the value of τ at the point
of application is relevant. But if we expand in modes Ja(w) =
∑
n J
a
ne
nw, then
the operators Jan do not have the information about the point of application. It is
convenient to write the state in terms of mode operators like Jan , and so we need to
factor out the τ -dependence explicitly.
For τ < −T
2
, the state is the NS vacuum |0〉. Suppose that the state created at
τ = −T
2
has energy E. Then we have
∣∣φ(−T
2
)
〉
= e−
ET
2 |Φ〉 , (8.2.31)
where the state |Φ〉 is written with upper case letters: this will denote the fact that
this state is made from modes like Jan which have no τ -dependence. Similarly, the
final state is 〈
φ(T
2
)
∣∣ = e−ET2 〈Φ| . (8.2.32)
Eq. (8.2.29) then reads:
A
(2)
ab (T ) =
1
2
e−ET
〈
Φb(
T
2
)
∣∣∣∣
( ∫
d2w2D(w2, w¯2)
)(∫
d2w1D(w1, w¯1)
)∣∣∣∣Φa(−T2 )
〉
.
(8.2.33)
To compute A
(2)
ab , we proceed as follows:
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(a) Since Φa has the same energy as Φb, the integrand depends only on
∆w = w2 − w1 . (8.2.34)
It would be convenient if we could write the integrals over w1, w2 as an integral over
∆w, and factor out the integral over
s =
1
2
(w1 + w2) . (8.2.35)
We cannot immediately do this, however, as the ranges of the τi integrals given in
(8.2.30) do not factor into a range for ∆w and a range for s. But for our case, we
will see that we can obtain the needed factorization by taking the limit T →∞.
Suppose that w1 < w2. In the region −T2 < τ < τ1, we have the state Φa, and
Hamiltonian evolution gives the factor∼ e−Eτ . Similarly, in the region τ2 < τ < T2 , we
have the state Φb, and Hamiltonian evolution gives ∼ e−Eτ . In the region τ1 < τ < τ2,
we have a state Φk with energy Ek, giving a factor ∼ e−Ekτ . As we will show below,
we have
Ek ≥ E + 2 , (8.2.36)
so that the integrand in A
(2)
ab in eq. (8.2.33) is exponentially suppressed as we increase
∆w. Thus we can fix w1 = 0, and integrate over w2 ≡ w to compute〈
φb(
T
2
)
∣∣∣∣
( ∫
d2wD(w, w¯)
)
D(0)
∣∣∣∣φa(−T2 )
〉
. (8.2.37)
Here the w integral ranges over 0 ≤ σ < 2π,−T
2
< τ < T
2
. The τ range is large in
the limit T →∞. But the contributions to the integral die off quickly for |w| ≫ 2π.
Integration over w1 then just gives a factor∫
d2w1 → 2πT . (8.2.38)
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Thus in the limit T →∞, eq. (8.2.33) reads
A
(2)
ab (T ) = (2πT )
1
2
e−ET
〈
Φb(
T
2
)
∣∣∣∣
( ∫
d2wD(w, w¯)
)
D(0)
∣∣∣∣Φa(−T2 )
〉
. (8.2.39)
To prove eq. (8.2.36), we note that Ek must lie in the conformal block of some primary
operator χ with dimensions (hχ, h¯χ). Thus, we need a non-vanishing 3-point function
f = 〈φa(z1)D(z2, z¯2)χ(z3, z¯3)〉 . (8.2.40)
Since φa has dimensions (h, 0), there is no power of z¯2− z¯1 in the correlator. Since D
has dimensions (hD, h¯D) = (1, 1), this implies that h¯χ = 1. Further, since the wi are
integrated over the spatial coordinates σi with no phase, the state φk must have the
same spin as φa; i.e. hχ − h¯χ = h. Thus we have
(hχ, h¯χ) = (h+ 1, 1) . (8.2.41)
and the lowest state Ek corresponding to such a primary has Ek = E + 2. If we have
a descendent of this lowest state, then we have Ek > E +2. Thus we obtain (8.2.36).
(b) Now consider the integrand of A
(2)
ab in eq. (8.2.39). We have the correlation
function
〈Φa|D(w, w¯)D(0) |Φb〉 . (8.2.42)
The right-moving dimensions of Φa and Φb are zero, so the antiholomorphic part of
this correlator is 〈0|D(w¯)D(0) |0〉. Since h¯D = 1, we find
〈0|D(w¯)D(0) |0〉 = C1
sinh2( w¯
2
)
(8.2.43)
for some constant C1. The left moving part is more complicated and we will calculate
it in later sections. But this part also has the same singularity as the right movers
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IC1 τ=
T
2
IC3 |w| ϵ
IC2 τ=-
T
2
Figure 8.3: Here we show the locations of the three boundary contour integrals, IC1 , IC2 ,
and IC3 given in equations (8.2.48), (8.2.49), and (8.2.50) respectively.
when the two D operators approach. So the full correlator will have the form
〈Φa|D(w, w¯)D(0) |Φb〉 = Qab(w)
sinh2(w
2
)
1
sinh2( w¯
2
)
. (8.2.44)
We define
Xab(T ) ≡
∫
d2w
Qab(w)
sinh2(w
2
)
1
sinh2( w¯
2
)
. (8.2.45)
The amplitude (8.2.39) then reads
A
(2)
ab (T ) =
1
2
(2πT ) e−ET Xab(T ) . (8.2.46)
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(c) To evaluate eq. (8.2.45) we write
Xab(T ) =
∫
d2w
Qab(w)
sinh2(w
2
)
1
sinh2( w¯
2
)
= −2
∫
d2w
Qab(w)
sinh2(w
2
)
(
ψw¯ coth(
w¯
2
)
)
= −2
∫
d2wψw¯
(
Qab(w)
sinh2(w
2
)
coth( w¯
2
)
)
= i
∫
C
dw
(
Qab(w)
sinh2(w
2
)
coth( w¯
2
)
)
, (8.2.47)
where in the last line we have used the divergence theorem in complex coordinates.
The boundary integral is defined over a contour C consisting of three parts:
(i) C1: the upper boundary of the integration range at τ =
T
2
. This integral, which
we call IC1 , runs in the direction of positive σ. Note that i(dw) = i(idσ) = −dσ and
we have
IC1 = −
∫ 2π
0
dσ
(
Qab(w)
sinh2(w
2
)
coth( w¯
2
)
)
. (8.2.48)
(ii) C2: the lower boundary of the integration range at τ = −T2 . The contour runs
in the direction of negative σ. The integral is called IC2 and has the form
IC2 =
∫ 2π
0
dσ
(
Qab(w)
sinh2(w
2
)
coth( w¯
2
)
)
. (8.2.49)
(iii) C3: An integral over a small circle of radius ǫ around the origin where we
have the operator D(0). The contour here runs clockwise as this is an inner boundary
of the integration domain. We therefore write it as
IC3 = −i
∫
|w|=ǫ
dw
(
Qab(w)
sinh2(w
2
)
coth( w¯
2
)
)
(8.2.50)
where now the integral runs in the usual anticlockwise direction. The integral over
C3 contains divergent contributions from the appearance of operators with dimension
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h + h¯ ≤ 2 in the OPE D(w, w¯)D(0, 0). These divergences have to be removed by
adding counterterms terms to the action. Thus we get
IC3 + IC3, counterterm = IC3, renormalized . (8.2.51)
Then eq. (8.2.47) reads
Xab(T ) = IC1 + IC2 + IC3, renormalized . (8.2.52)
Fig. 8.3 shows the locations of the three contours.
(iv) Let us now summarize the above discussion. As mentioned in section 8.2.1(d),
we compute A
(2)
11 ≡ A(2) for just one state |Φ1〉, see eq. (8.2.27). This will give the
expectation value of the increase in energy of |Φ1〉. From eq.s (8.2.46) and (8.2.52)
we obtain
A(2)(T ) = πTe−ET (IC1 + IC2 + IC3, renormalized) . (8.2.53)
Finally, for our state |Φ1〉, the lift in the expectation value of the energy is given by
the coefficient of −Te−ET in the limit T → ∞, see eq.s (8.2.25) and (8.2.26). Thus,
we find
〈E(2)〉 = −π lim
T→∞
Xab(T ) = −π lim
T→∞
(IC1 + IC2 + IC3, renormalized) . (8.2.54)
8.3 Setting up the computation
8.3.1 The deformation operator
The orbifold CFT describes the system at its ‘free’ point in moduli space. To move
towards the supergravity description, we deform the orbifold CFT by adding a defor-
mation operator D, as noted in (8.2.28).
To understand the structure of D we recall that the orbifold CFT contains ‘twist’
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operators. Twist operators can link any number k out of the N copies of the CFT
together to give a c = 6 CFT living on a circle of length 2πk rather than 2π. We will
call such a set of linked copies a ‘component string’ with winding number k.
The deformation operator contains a twist of order 2. The twist itself carries left
and right charges j = ±1
2
, j¯ = ±1
2
[56]. Suppose we start with both these charges
positive; this gives the twist σ++2 . Then the deformation operators in this twist sector
have the form
D = P A˙B˙OˆA˙B˙ = P
A˙B˙G−
A˙,− 1
2
G¯−
B˙,− 1
2
σ++2 . (8.3.1)
Here P A˙B˙ is a polarization. We will later choose
P A˙B˙ = ǫA˙B˙ (8.3.2)
where ǫ+− = −1. This choice gives a deformation carrying no charges.
We will omit the subscript 2 on the twist operator from now on, and will also
consider its holomorphic and antiholomorphic parts separately. We normalize the
twist operator as
σ−(z)σ+(z′) ∼ 1
(z − z′) . (8.3.3)
We note that [62, 65]
G−
A˙,− 1
2
σ+ = −G+
A˙,− 1
2
σ− . (8.3.4)
It will be convenient to write one of the two deformation operators as G−
A˙,− 1
2
σ+ and
the other as −G+
C˙,− 1
2
σ−. We will make this choice for both the left and right movers,
so the negative sign in (9.1.5) cancels out. Thus on each of the left and right sides
we write one deformation operator in the form G−
A˙,− 1
2
σ+ and the other in the form
G+
A˙,− 1
2
σ−.
From (9.1.4) we find that on the cylinder
〈0|σ−(w2)σ+(w1)|0〉 = 1
2 sinh(∆w
2
)
(8.3.5)
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where
∆w = w2 − w1 . (8.3.6)
8.3.2 The states
We start by looking at a CFT with N = 2; i.e., we have two copies of the c = 6 CFT
(we will consider general values of N in section 8.7). The vacuum |0〉 with h = j = 0
is given by two singly-wound copies of the CFT, i.e. there is no twist linking the
copies, and the fermions on each of the copies are in the NS sector. Thus we can
write
|0〉 = |0〉(1) |0〉(2) , (8.3.7)
where the superscripts indicate the copy number.
We consider one of the copies to be excited by the application of m R-current
operators. The orbifold symmetry requires that the state be symmetric between the
two copies, so the state we take is
|Φ(m)〉 = 1√
2
(
J
+(1)
−(2m−1) . . . J
+(1)
−3 J
+(1)
−1 + J
+(2)
−(2m−1) . . . J
+(2)
−3 J
+(2)
−1
)
|0〉
≡ |Φ(m)〉(1) + |Φ(m)〉(2) , (8.3.8)
where in |Φ(m)〉(i) the excitations act on copy i. This state has
(h, h¯) = (m2, 0), (j, j¯) = (m, 0) . (8.3.9)
The energy of the state is
E ≡ h + h¯ = m2 (8.3.10)
and its momentum is
P ≡ h− h¯ = m2 . (8.3.11)
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Figure 8.4: The cylinder with the locations of the initial state |Φ(m)〉 at τ = −T2 , the final
state 〈Φ(m)| at τ = T2 , and the two deformation operators G−A˙σ+ and G
+
C˙
σ− at w1 = 0 and
w2 = w, respectively.
The final state is the conjugate of the initial state
〈Ψ(m)| = 1√
2
〈0|
(
J
−(1)
1 J
−(1)
3 . . . J
−(1)
(2m−1) + J
−(2)
1 J
−(2)
3 . . . J
−(2)
(2m−1)
)
. (8.3.12)
8.4 The vacuum correlator
As a first step, we compute the vacuum to vacuum correlator
TC˙A˙(w2, w1) = 〈0|
(
G+
C˙,− 1
2
σ−(w2)
) (
G−
A˙,− 1
2
σ+(w1)
)∣∣0〉 . (8.4.1)
The complex conjugate of this correlator will give the right moving part of the cor-
relator of A(2)(T ), see eq. (8.2.39). Fig.8.4 represents the full state on the cylinder.
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8.4.1 The map to the covering space
To compute the vacuum amplitude TC˙A˙(w2, w1) in eq. (8.4.1) we first map the cylinder
labeled by w to the complex plane labeled by z:
z = ew . (8.4.2)
We then map this plane to its covering space where the twist operators are resolved,
see [55] for the details of the covering space analyses. We consider the map
z =
(t+ a)(t + b)
t
. (8.4.3)
We have
dz
dt
= 1− ab
t2
. (8.4.4)
The twist operators correspond to the locations given by dz
dt
= 0; i.e. the points
t1 = −
√
ab , z1 = e
w1 = (
√
a−
√
b)2 , (8.4.5)
t2 =
√
ab , z2 = e
w2 = (
√
a+
√
b)2 . (8.4.6)
Note that
dz
dt
=
(t− t1)(t− t2)
t2
. (8.4.7)
We define
∆w = w2 − w1 , (8.4.8)
s =
1
2
(w1 + w2) , (8.4.9)
Then we find
a = es cosh2(∆w
4
), b = es sinh2(∆w
4
) . (8.4.10)
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It will be useful to note the relations
a− b = es, z1z2 = e2s, z1 − z2 = −2es sinh(∆w2 ) . (8.4.11)
8.4.2 The ‘base’ amplitude
To compute the vacuum correlator TC˙A˙(w2, w1) in eq. (8.4.1), we start by computing
U(w2, w1) ≡ 〈0|σ−(w2) σ+(w1)|0〉 . (8.4.12)
We call this the ‘base’ amplitude since each correlator we compute will have this
structure of twist operators, and the only extra elements will be local operators with
no twist.
The computation of correlators like (8.4.12) is discussed in [55, 56]. We briefly
summarise the computation by proceeding in the following steps:
(i) We already mapped the cylinder labelled by the coordinate w to the complex
plane labelled by the coordinate z in subsection 9.3, through the map z = ew. We
then mapped the plane to the covering space, labelled by the coordinate t, though
the map (8.4.3). These maps generate a Liouville factor since the curvature of the
covering space is different from the curvature on the cylinder, and the change of
curvature changes the partition function due to the conformal anomaly of the CFT.
Let this Liouville factor be
L [z1, z2] . (8.4.13)
(ii) The twist operator σ+(w1) has left-moving dimension h =
1
2
and transforms
to the plane as (
dz
dw
(z1)
) 1
2
σ+(z1) = z
1
2
1 σ
+(z1) . (8.4.14)
Now consider the map to the cover. A twist σ+(z = 0) on the plane z transforms to
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a spin field S+(t = 0) on the covering space13 under the map z = t2. The spin field
has left-moving dimension h = 1
4
. In the map (8.4.3) we have
z − z1 ≈ C(t− t1)2 , C = − 1√
ab
, (8.4.15)
so we have an extra scaling factor
√
C furnishing t compared to the standard map
z − z1 ≈ (t − t1)2, see [56]. Combining with eq. (8.4.14), we find that the twist 2
operator σ+(w1) transforms to the spin field S
+(t1) on the covering surface with an
overall factor
z
1
2
1
(√
C
) 1
4 = z
1
2
1
(
− 1√
ab
) 1
8
. (8.4.16)
(iii) Similarly, the operator σ−(w2) transforms to the spin field S−(t2) on the cover
acquiring an overall factor
z
1
2
2
(
1√
ab
) 1
8
. (8.4.17)
(iv) At this stage we have on the t plane the amplitude
〈0|S−(t2)S+(t1)|0〉 . (8.4.18)
As discussed in footnote 13, the spin field S+(t1) creates an R vacuum at t1. We can
make a spectral flow transformation around the point t = t1 to map this R vacuum
to the NS vacuum |0〉 which we have done several times in the previous chapters. As
a reminder to the reader, under spectral flow by α units, the dimension, h, and the
charge, j, transform like
h′ = h+ αj +
cα2
24
, j′ = j +
αc
12
, (8.4.19)
13This is because fermionic fields have different boundary conditions in the odd versus even twisted
sectors of the symmetric orbifold. The NS sector fermions have the usual NS-type half-integer modes
in the odd twisted sector, whereas in the even twisted sector they have Ramond-type integer modes.
The spin fields account for the ground state energy in the Ramond (R) sector, see [56, section 2.2 ]
for details.
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where c is the central charge of the CFT. Consider an operator O(z) of charge q.
Under spectral flow by α units at a point z0, the operator transforms as
O(z)→ (z − z0)−αqO(z) . (8.4.20)
The NS vacuum is equivalent to no insertion on the covering space at all, so we
would have taken all the effects of the twist into account. The spectral flow parameter
needed is α = −1, and we obtain
S+(t1)|0〉 7−→ |0〉 . (8.4.21)
Under such a spectral flow transformation, other fields in the t plane pick up a factor
as given in eq. (8.4.20). Thus, the field S−(t2) (which has R-charge j = −12) acquires
a factor (t2 − t1)− 12 .
(v) Now consider the spin field S−(t2). We perform a similar spectral flow around
the point t = t2 with α = 1. This gives
S−(t2)|0〉 7−→ |0〉 . (8.4.22)
There are no other fields in the t plane, so this time we get no additional factors from
the spectral flow.
(vi) We now just have the t plane with no insertions. The amplitude for this
vacuum state is unity: it has been set to this value when defining the Liouville factor
(8.4.13). Collecting all the factors (i)-(v) above, we obtain the amplitude U(w2, w1)
in eq. (8.4.12).
While we can compute U(w2, w1) as outlined above, it turns out that we do not
need to carry out these steps in this specific example: we already know the result
232
from eq. (9.1.9)
U(w2, w1) =
1
2 sinh(∆w
2
)
. (8.4.23)
The reason we do not have to carry out the steps (i)-(v) explicitly here is that we
have only two twist operators in our correlator; in this situation the factors from steps
(i)-(v) can be absorbed in the normalization of the twists. However, if we have more
than two twists then we do need to compute all factors explicitly.
Even though we can compute U(w2, w1) without carrying out these steps, it is
important to list the steps since when we have other excitations in the correlator
then we will get additional factors from each of these steps. For later use, it will
be helpful to also write the base amplitude (8.4.23) in alternative ways using the
relations in section 9.3:
U =
z
1
2
1 z
1
2
2
(z2 − z1) =
(a− b)
4
√
ab
. (8.4.24)
8.4.3 The complete vacuum amplitude
We now return to the computation of the vacuum amplitude TC˙A˙(w2, w1) defined in
(8.4.1). Consider the operator
G−
A˙,− 1
2
=
1
2πi
∫
w1
dw′1G
−
A˙
(w′1) . (8.4.25)
We proceed in the following steps:
(i) We have
1
2πi
∫
w1
dw′1G
−
A˙
(w′1) =
1
2πi
∫
z1
dz′1
( dz′1
dw′1
) 1
2
G−
A˙
(z′1) (8.4.26)
=
1
2πi
∫
t1
dt′1
(dt′1
dz′1
) 1
2
( dz′1
dw′1
) 1
2
G−
A˙
(t′1)
=
1
2πi
∫
t1
dt′1(t
′
1 − t1)−
1
2 (t′1 − t2)−
1
2 t′1
1
2 (t′1 + a)
1
2 (t′1 + b)
1
2G−
A˙
(t′1) .
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(ii) In section 9.4.2 above we have seen that we perform a spectral flow around
t = t1 by α = −1 and another one around t = t2 by α = 1. These flows give the
factors
G−
A˙
(t′1) 7−→ (t′1 − t1)−
1
2 (t′1 − t2)
1
2G−
A˙
(t′1) , (8.4.27)
see appendix ??. Thus, we obtain
1
2πi
∫
w1
dw′1G
−
A˙
(w′1) 7−→
1
2πi
∫
t1
dt′1(t
′
1 − t1)−1t′1
1
2 (t′1 + a)
1
2 (t′1 + b)
1
2G−
A˙
(t′1)
= t1
1
2 (t1 + a)
1
2 (t1 + b)
1
2G−
A˙
(t1) . (8.4.28)
(iii) Similarly we have
1
2πi
∫
w2
dw′2G
+
C˙
(w′2) 7−→ t2
1
2 (t2 + a)
1
2 (t2 + b)
1
2G+
C˙
(t2) . (8.4.29)
(iv) Apart from the c-number factors in steps (i)-(iii), we have the t plane corre-
lator
〈0|G+
C˙
(t2)G
−
A˙
(t1)|0〉 = ǫC˙A˙
(−2)
(t2 − t1)3 . (8.4.30)
(v) Collecting all the factors and noting the base amplitude (8.4.23), we find14
TC˙A˙(w2, w1) =
(
t1
1
2 (t1 + a)
1
2 (t1 + b)
1
2
)(
t2
1
2 (t2 + a)
1
2 (t2 + b)
1
2
)
×
×
(
ǫC˙A˙
(−2)
(t2 − t1)3U(w2, w1)
)
= ǫC˙A˙
(a− b)2
16 ab
= ǫC˙A˙
1
4 sinh2(∆w
2
)
. (8.4.31)
The right moving part of the correlator in the integrand of A(2)(T ) in eq. (8.2.53) is
14Since there are fractional powers in the expressions here, the overall phase involves a choice of
branch. But similar fractional powers appear in the right moving sector, and we can choose the
signs as taken here with the understanding that we choose similar signs for the right movers.
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found by taking the complex conjugate of this expression and taking ǫC˙A˙ → ǫD˙B˙
〈
0|(G+
D˙,− 1
2
σ−(w¯2)
) (
G−
B˙,− 1
2
σ+(w¯1)
)∣∣0〉 = ǫD˙B˙ 14 sinh2(∆w¯
2
)
. (8.4.32)
8.5 Lifting of D1-D5-P states
In this section we evaluate lifting of the D1-D5-P states (8.3.8). We compute the
left part of the correlator appearing in the amplitude A(2)(T ), see eq.s (8.2.39) and
(8.2.53). Analogous to (8.4.1), we define
T
(j)(i)
C˙A˙,m
(w2, w1) =
(j)
〈
Φ(m)
∣∣(G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)∣∣Φ(m)〉(i) , (8.5.1)
where the superscripts (i), (j) indicate which of the two copies carries the current
excitations.
8.5.1 Computing T
(1)(1)
C˙A˙,m
(w2, w1)
Let us start by computing T
(1)(1)
C˙A˙,m
(w2, w1). We will see that this computation will
automatically extend to yield all the T
(j)(i)
C˙A˙,m
(w2, w1) amplitudes.
The operator
J +,(m) ≡ J+−(2m−1) · · ·J+−3J+−1 (8.5.2)
has quantum numbers (h, h¯) = (m2, 0) and (j, j¯) = (m, 0). With the commutation
relations given in (A.4.3), we find that J +m (z = 0) generates a state with unit norm
at z = 0. The operator conjugate to J +m is
J −,(m) ≡ J−1 J−3 · · ·J−(2m−1) . (8.5.3)
We follow the same process by which we computed the amplitude TC˙A˙(w2, w1) in
subsection 8.4.3. The initial and final states have been written in terms of operator
modes and can therefore be assumed to be placed at τ → −∞ and τ → ∞, respec-
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tively. We first map the cylinder w to the plane z. The currents in the initial state
give the operator J +,(m)(z = 0) on copy 1. The currents in the final state give the
operator J −,(m)(z =∞), again on copy 1.
Next we map to the t plane via the map (8.4.3). The point z = 0 for copy 1 maps
to t = −a. Thus, J +,(m)(z = 0) maps as
J +,(m)(z = 0) 7−→
( dt
dz
)m2
J +,(m)(t = −a) =
( a
a− b
)m2
J +,(m)(t = −a) . (8.5.4)
The point z =∞ for copy 1 maps to t =∞. We have z ∼ t at t =∞, so the operator
J −,(m)(z =∞) maps as
J −,(m)(z =∞) 7−→ J −,(m)(t =∞) . (8.5.5)
We note that the state J +,(m)|0〉 is obtained by spectral flow of the vacuum |0〉
by α = 2m. Thus we can use the spectral flow by α = −2m to map J +,(m)|0〉 to the
vacuum |0〉. We will use this trick to remove the insertion of J +,(m) on the t plane:
this reduces the amplitude to the one we had for TC˙A˙(w2, w1) in eq. (8.4.31). (Note
that when we remove J +,(m) from any point in the t plane, we remove at the same
time the operator J −,(m) at infinity.) Fig.8.5 shows the covering space insertions for
the unspectral flowed amplitude, the amplitude with only spin fields spectral flowed
away, and the amplitude with both spin fields and currents spectral flowed away.
Let us note the extra factors we get in computing T
(1)(1)
C˙A˙,m
(w2, w1) in eq. (8.5.1) as
compared to TC˙A˙(w2, w1) in eq. (8.4.31):
(i) From (8.3.8) we see that the initial and final states |Ψ(m)〉(1) and (1)〈Ψ(m)| have
a normalization 1√
2
each; this gives a factor
f1 =
(
1√
2
)2
. (8.5.6)
(ii) We have the factor obtained in (8.5.4) when mapping J +,(m) from the z to
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Figure 8.5: (a) The t plane with the spin fields S+(t1) and S
−(t2), the G−A˙ contour circling
t1, the G
+
C˙
contour circling t2, the J+,m contour circling t = −a, and the J −,m contour
circling t = ∞. (b) The spin fields, S+(t1) and S−(t2) spectral flowed away. (c) The spin
fields S+(t1) and S
−(t2) and the currents J +,m and J −,m all spectral flowed away. All of
the spectral flow factors are given in subsection 8.5.1.
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the t plane:
f2 =
(
a
a− b
)m2
. (8.5.7)
(iii) We perform a spectral flow by α = −1 around the point t = t1. Under this
spectral flow, the operator J +,(m)(t = −a) picks up the factor
f3 = (−a− t1)m . (8.5.8)
(iv) We perform a spectral flow by α = 1 around the point t = t2. Under this
spectral flow, the operator J +,(m)(t = −a) picks up the factor
f4 = (−a− t2)−m . (8.5.9)
(v) We perform a spectral flow around t = −a by α = −2m. This gives
J +,(m)|0〉(t=−a) 7−→ |0〉(t=−a) . (8.5.10)
We have the operator G−
A˙
(t = t1); this picks up a factor
f5 = (t1 + a)
−m . (8.5.11)
Likewise, the operator G+
C˙
(t = t2) picks up a factor
f6 = (t2 + a)
m . (8.5.12)
We are now left with just the amplitude (8.4.31). Combining eq.s (8.5.6)-(8.5.12),
we find
T
(1)(1)
C˙A˙,m
(w2, w1) =
6∏
i=1
fi TC˙A˙(w2, w1) =
ǫC˙A˙
2
( a
a− b
)m2 [(a− b)2
16ab
]
= ǫC˙A˙
(
cosh(∆w
4
)
)2m2
8 sinh2(∆w
2
)
. (8.5.13)
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8.5.2 Computing the remaining T
(j)(i)
C˙A˙
Suppose we fix σ1 and consider the shift σ2 7→ σ2 + 2π. This gives ∆w 7→ ∆w + 2πi.
Under this change sinh(∆w
2
) 7→ − sinh(∆w
2
), and so sinh2(∆w
2
) is invariant. Similarly,
sinh2(∆w¯
2
) is invariant. But cosh(∆w
4
) 7→ i sinh(∆w
4
). Thus, the integrand in (8.5.13)
is not periodic under σ2 7→ σ2+2π. The reason is that when we move σ2 through 2π,
we move from copy 1 to copy 2. This implies
T
(1)(1)
C˙A˙,m
7→ T (2)(1)
C˙A˙,m
. (8.5.14)
Under the shift σ2 7→ σ2 + 2π we find
(
cosh(∆w
4
)
)2m2 7→ (−1)m( sinh(∆w
4
)
)2m2
. (8.5.15)
Thus, we see that we can take into account all the four terms T (j)(i) by taking
T (1)(1) and making the replacement
(
cosh(∆w
4
)
)2m2 7→ 2(( cosh(∆w
4
)
)2m2
+ (−1)m( sinh(∆w
4
)
)2m2)
. (8.5.16)
Collecting the left and right parts of the correlator, we find that
〈Ψ(m)|D(w)D(0)|Ψ(m)〉 = P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
((
cosh(∆w
4
)
)2m2
+ (−1)m( sinh(∆w
4
)
)2m2)
16 sinh2(∆w
2
) sinh2(∆w¯
2
)
.
(8.5.17)
Comparing with (8.2.44), we find that
Q(m)(w) = P A˙B˙P C˙D˙ǫC˙A˙ ǫD˙B˙
((
cosh(∆w
4
)
)2m2
+ (−1)m( sinh(∆w
4
)
)2m2)
16
. (8.5.18)
8.5.3 Computing X(m)(T ) for m even
Due to the term (−1)m in (8.5.18), it is convenient to treat the cases of even and odd
m separately. We consider even values of m in this subsection and treat the odd m
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case in the next subsection.
We first compute the contour integral IC1 in eq. (8.2.48) in the limit τ →∞. To
do so, we set w2 ≡ w, w1 = 0, and expand the functions in (8.5.18) in powers of e−w.
We find:
(
cosh(w
4
)
)2m2
=
1
22m2
e
m2
2
w
2m2∑
k=0
2m2Cke
− k
2
w ,
(
sinh(w
4
)
)2m2
=
1
22m2
e
m2
2
w
2m2∑
k=0
2m2Ck(−1)ke− k2w , (8.5.19)
where mCn are the binomial coefficients. Defining k = 2k
′, k′ ∈ Z, we find
(
cosh(w
4
)
)2m2
+
(
sinh(w
4
)
)2m2
=
2
22m2
e
m2
2
w
m2∑
k′=0
2m2C2k′e
−k′w . (8.5.20)
We also have
1
sinh2(w
2
)
= 4e−w
∞∑
l=0
(l + 1)e−lw , (8.5.21)
coth( w¯
2
) = (1 + e−w¯)
∞∑
n=0
e−nw¯ . (8.5.22)
We have IC1 in eq. (8.2.48) as an integral over w at τ =
T
2
:
IC1 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
× 1
2
∫ 2π
σ=0
dσ
(
e
m2
2
w
22m2
)(
m2∑
k′=0
2m2C2k′e
−k′w
)(
e−w
∞∑
l=0
(l + 1)e−lw
)
×
×
(
(1 + e−w¯)
∞∑
n=0
e−nw¯
)
, (8.5.23)
where the last bracket contains antiholomorphic factors of the form 1, e−w¯, e−2w¯, · · · .
We will now argue that only the leading term, 1, survives from this bracket, in the
limit T → ∞. To see this, note that the first bracket on the RHS of (8.5.23) has
a power e
m2
2
w. From the second and third brackets, we can get a power e−k1w with
k1 ≥ 0 and from the last bracket we can get a power e−k2w¯ with k2 ≥ 0. These factors
give
e(
m2
2
−k1−k2)τei(
m2
2
−k1+k2)σ . (8.5.24)
We have ∫ 2π
0
dσei(
m2
2
−k1+k2)σ = 2πδm2
2
−k1+k2,0 , (8.5.25)
so that we have k1 =
m2
2
+ k2. The power of e
τ then gives (since τ = T
2
)
e−k2T . (8.5.26)
Thus in the limit T → ∞, the only surviving term is k2 = 0, and therefore the last
bracket in (8.5.23) can be replaced by unity. We then get
k1 = k
′ + l + 1 =
m2
2
(8.5.27)
which sets l = m
2
2
− k′ − 1. The condition l ≥ 0 then gives
k′ ≤ m
2
2
− 1 . (8.5.28)
Using (8.5.25), we find
IC1 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
π
22m2
m2
2
−1∑
k′=0
2m2C2k′ (
m2
2
− k′)
= −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
√
π
8
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.29)
We proceed similarly for the contour integral IC2 in eq. (8.2.49) at τ = −T2 . This
time we expand the functions in (8.5.18) in powers of ew:
(
cosh(w
4
)
)2m2
=
1
22m2
e−
m2
2
w
2m2∑
k=0
2m2Cke
k
2
w ,
(
sinh(w
4
)
)2m2
=
1
22m2
e−
m2
2
w
2m2∑
k=0
2m2Ck(−1)ke k2w . (8.5.30)
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Defining again k = 2k′, k′ ∈ Z in these sums, we find
(
cosh(w
4
)
)2m2
+
(
sinh(w
4
)
)2m2
=
2
22m2
e−
m2
2
w
m2∑
k′=0
2m2C2k′e
k′w . (8.5.31)
We further have
1
sinh2(w
2
)
= 4ew
∞∑
l=0
(l + 1)elw , (8.5.32)
coth( w¯
2
) = −(1 + ew¯)
∞∑
n=0
enw¯ . (8.5.33)
Our integral becomes
IC2 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
× 1
2
∫ 2π
σ=0
dσ
(
2e−
m2
2
w
22m2
)(
m2∑
k′=0
2m2C2k′e
k′w
)(
ew
∞∑
l=0
(l + 1)elw
)
×
(
(1 + ew¯)
∞∑
n=0
enw¯
)
, (8.5.34)
where the last bracket now contains antiholomorphic factors of the form 1, ew¯, e2w¯, · · · .
Following a reasoning similar to that in the case of the computation for IC1 in eq.
(8.5.23), we find that only the leading term, 1, survives from the last bracket in the
limit T →∞. We then have
IC2 = −P C˙D˙P A˙B˙ǫC˙A˙ǫD˙B˙
π
22m2
m2
2
−1∑
k′=0
2m2C2k′ (
m2
2
− k′)
= −P C˙D˙P A˙B˙ǫC˙A˙ǫD˙B˙
√
π
8
Γ[m2 − 1
2
]
Γ[m2 − 1] = IC1 . (8.5.35)
We next consider IC3 in eq. (8.2.50), the contribution from the contour around
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w = 0. For small |w| we have (with m ≥ 2)
(
cosh(w
4
)
)2m2
+
(
sinh(w
4
)
)2m2
= 1 +
m2
16
w2 + · · · , (8.5.36)
1
sinh2(w
2
)
=
4
w2
− 1
3
+ · · · , (8.5.37)
coth( w¯
2
) =
2
w¯
+
w¯
6
+ · · · . (8.5.38)
The leading term in the integrand (8.2.50) gives:
IC3 → −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
i
2
∫
|w|=ǫ
dw
w2
1
w¯
= P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
π
ǫ2
. (8.5.39)
This is a constant independent of the states at the bottom and top of the cylinder
in the correlator, and will arise even if we replace these states with the vacuum state
|0〉. Thus, to maintain the normalization
〈0|0〉 = 1 (8.5.40)
of the vacuum at O(λ2) we must add to the Lagrangian a counterterm proportional
to the identity operator, which generates an integral
IC3, counterterm = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
π
ǫ2
. (8.5.41)
This cancels the divergent contribution to IC3 . The next largest terms in the integrand
of (8.2.50) give
P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
(
−im
2
32
∫
|w|=ǫ
dw
w¯
+
i
24
∫
|w|=ǫ
dw
w¯
− i
24
∫
|w|=ǫ
dw
w2
w¯
)
. (8.5.42)
We find that each of these terms vanishes. Higher order terms give contributions
having positive powers of |ǫ| and so for these terms we have IC3, renormalized = 0.
Finally, using (8.2.52), we find that for even m, X(m)(T ) is of the form
lim
T→∞
X(m) = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
√
π
4
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.43)
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8.5.4 Computing X(m)(T ) for m odd
We next compute eq. (8.5.18) for odd values of m. Defining k = 2k′ + 1, k′ ∈ Z we
find that
(
cosh(w
4
)
)2m2 − ( sinh(w
4
)
)2m2
=
2
22m2
e
(m2−1)
2
w
m2−1∑
k′=0
2m2C2k′+1e
−k′w . (8.5.44)
Proceeding just as for the case of even m, we find
IC1 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
π
22m2
(m2−1)
2
−1∑
k′=0
2m2C2k′+1 (
(m2 − 1)
2
− k′)
= −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
√
π
8
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.45)
We also find, as before,
IC2 = IC1 , IC3, renormalized → 0 . (8.5.46)
Thus, for odd m we get the same expression as for even m
lim
T→∞
X(m) = −P C˙D˙P A˙B˙ǫC˙A˙ǫD˙B˙
√
π
4
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.47)
8.5.5 Expectation values
We shall now compute the expectation value of the energy (8.2.54) for the states
(8.3.8):
〈E(2)〉 = −π lim
T→∞
X(m) = P C˙D˙P A˙B˙ǫC˙A˙ǫD˙B˙
π
3
2
4
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.48)
We set the polarization P A˙B˙ to correspond to a perturbation with no quantum num-
bers
P A˙B˙ = ǫA˙B˙ . (8.5.49)
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We expect such a perturbation to correspond to the direction towards the supergravity
spacetime AdS3 × S3 × T 4. Then we obtain
〈E(2)〉 = π
3
2
2
Γ[m2 − 1
2
]
Γ[m2 − 1] . (8.5.50)
This is the main result of this section. We will generalise this result to arbitrary
values of N in section 8.7.
8.6 No lift for global modes
The chiral algebra generators of the CFT at the orbifold point are described by a sum
over the generators of each copy:
J+−n = J
+(1)
−n + J
+(2)
−n + · · ·+ J+(N)−n . (8.6.1)
If we act with such a current on any state then the dimension of the state will rise as
h→ h + n . (8.6.2)
There cannot be any anomalous contribution since the change (8.6.2) is determined
by the chiral algebra. We can use this fact as a check on the computations that we
have performed; we will perform this check for a simple case in this section.
Let us assume that we have two copies (as in the above sections); so N = 2. First
consider the case where we apply J+−1; this gives the state
|χ1〉 = 1√
2
J+−1 |0〉(1)|0〉(2) =
1√
2
(
J
+(1)
−1 + J
+(2)
−1
)
|0〉(1)|0〉(2) , (8.6.3)
where we have added a normalization factor to normalize the state to unity. This
is the same as the state |Φ(1)〉 defined in (8.3.8). From (8.5.50) we see that the lift
vanishes in this case.
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Next consider the state
|χ2〉 = 1√
8
J+−3J
+
−1 |0〉(1)|0〉(2)
=
1√
8
(
J
+(1)
−3 J
+(1)
−1 + J
+(2)
−3 J
+(2)
−1
)
|0〉(1)|0〉(2)
+
1√
8
(
J
+(1)
−3 J
+(2)
−1 + J
+(2)
−3 J
+(1)
−1
)
|0〉(1)|0〉(2)
≡ |χ2,1〉+ |χ2,2〉. (8.6.4)
The conjugate state is written in a similar way in two parts
〈χ2| = 〈χ2,1|+ 〈χ2,2| . (8.6.5)
Note that the state |χ2,1〉 is (upto a normalization factor) the same as the state |Φ(2)〉
defined in (8.3.8).
We now consider the lift of the state |χ2〉. There are four contributions to this
lift. The first has |χ2,1〉 as the initial and final states, and this is proportional to the
lift we have computed for |Φ(2)〉, see eq. (8.5.50). Thus, this contribution is nonzero.
But there are three other contributions which involve |χ2,2〉. When we add all these
contributions and subtract the identity contribution in (8.4.31), the lift is expected
vanish as we now check.
Computing the amplitudes by the same method as in the above sections, we find
〈χ2,1|
(
G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)|χ2,1〉 = ǫC˙A˙14
(
cosh8(∆w
4
)
4 sinh2(∆w
2
)
+
sinh8(∆w
4
)
4 sinh2(∆w
2
)
)
,
〈χ2,2|
(
G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)|χ2,1〉 = ǫC˙A˙14
(
− cosh
8(∆w
4
)
4 sinh2(∆w
2
)
− sinh
8(∆w
4
)
4 sinh2(∆w
2
)
+
+
1
4 sinh2(∆w
2
)
)
,
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〈χ2,1|
(
G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)|χ2,2〉 = ǫC˙A˙14
(
− cosh
8(∆w
4
)
4 sinh2(∆w
2
)
− sinh
8(∆w
4
)
4 sinh2(∆w
2
)
+
+
1
4 sinh2(∆w
2
)
)
,
〈χ2,2|
(
G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)|χ2,2〉 = ǫC˙A˙14
(
cosh8(∆w
4
)
4 sinh2(∆w
2
)
+
sinh8(∆w
4
)
4 sinh2(∆w
2
)
+
+
2
4 sinh2(∆w
2
)
)
. (8.6.6)
We add up all four contributions and obtain
〈χ2|
(
G+
C˙,− 1
2
σ−(w2)
)(
G−
A˙,− 1
2
σ+(w1)
)|χ2〉 = ǫC˙A˙ 14 sinh2(∆w
2
)
. (8.6.7)
Collecting the left at right parts of the correlator we find
〈χ2|D(w, w¯)D(0)|χ2〉 = P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
1
16 sinh2(∆w
2
)
1
sinh2(∆w¯
2
)
. (8.6.8)
Comparing with (8.2.44) we have
Q = P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
1
16
. (8.6.9)
We want to compute IC1 , IC2 and IC3, renormalized in eqs. (8.2.48)-(8.2.50). For IC1 ,
inserting (8.6.9) into (8.2.48) yields
IC1 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
∫ 2π
σ=0
dσ
(
1
16 sinh2(w
2
)
coth( w¯
2
)
)
. (8.6.10)
Inserting the expansions (8.5.32) and (8.5.33) give
IC1 = −
1
4
∫ 2π
σ=0
dσ
(
e−w
∞∑
l=0
−2Cl(−1)le−lw
)(
(1 + e−w¯)
∞∑
n=0
−1Cn(−1)ne−nw¯
)
.(8.6.11)
This contour is evaluated at τ = T
2
with T → ∞. Since our expression only
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contains negative powers of w and w¯, every term vanishes and we find that
IC1 = 0 . (8.6.12)
Similarly, for IC2 we find
IC2 = −
1
4
∫ 2π
σ=0
dσ
(
ew
∞∑
l=0
−2Cl(−1)lelw
)(
(1 + ew¯)
∞∑
n=0
−1Cn(−1)nenw¯
)
. (8.6.13)
This contour is evaluated at τ = −T
2
with T → ∞. Our expression only contains
positive powers of w and w¯ and we find
IC2 = 0 . (8.6.14)
For IC3 , inserting (8.6.9) into (8.2.50) yields
IC3 = −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙i
∫
|w|=ǫ
dw
(
1
16 sinh2(w
2
)
coth(
w¯
2
)
)
. (8.6.15)
Inserting the expansions (8.5.37) and (8.5.38) and taking the leading order term in
the integrand we have
IC3 → −P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
i
2
∫
|w|=ǫ
dw
w2w¯
= P A˙B˙P C˙D˙ǫC˙A˙ǫD˙B˙
π
ǫ2
. (8.6.16)
Using (8.5.41), we find
IC3, renormalized = IC3 + IC3, counterterm = 0 . (8.6.17)
The expectation value (8.2.54) then reads
〈E(2)〉 = −π lim
T→∞
(
IC1 + IC2 + IC3, renormalized
)
= 0 , (8.6.18)
proving the absence of lifting for the global mode in (8.6.4). From (8.2.27) we can
now argue that the global mode does not mix with any eigenstate that lifts. We have
E
(2)
a′ ≥ 0 for all a′, since the states φ˜a′ are chiral primaries in the right-moving sector,
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and therefore must have ∆h¯ = ∆h ≥ 0. Thus, a vanishing of 〈E(2)〉 = 0 means a
vanishing overlap of |χ2〉 with each of the φ˜a′ which lift; from this it follows that |χ2〉
remains an unlifted eigenstate of the Hamiltonian.
8.7 General values of N
So far we have considered two copies of the c = 6 CFT: N = 2. The initial state
had two singly-wound copies; the twist operators twisted these together and then
untwisted them, so that we ended with two singly-wound copies again. In general,
the orbifold CFT has an arbitrary number N = n1n5 of copies of the CFT. But as we
will now see, for our situation, the computation with two copies that we have carried
out allows us to obtain the expectation values for arbitrary N .
8.7.1 The initial state
We have N copies of the c = 6 CFT and each copy is singly-wound. Each copy is in
the NS sector. Out of these copies, we assume that n copies are excited as
J
+(i)
−(2m−1) . . . J
+(i)
−3 J
+(i)
−1 |0〉(i) , i ∈ {1, · · · , n} (8.7.1)
in the left moving sector, while the right moving sector is in the vacuum state |0〉.
The remaining N − n copies are in the vacuum state |0〉 on both the left and right
sectors. This state is depicted in fig.8.1.
There are NCn ways to choose which strings are excited. Thus, the initial state
is composed of NCn different terms, with each term describing one set of possible
excitations. The sum of these terms must be multiplied by a factor
N = (NCn)− 12 (8.7.2)
in order that the overall state is normalised to unity.
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8.7.2 Action of the deformation operator
When we were dealing with just two copies, we denoted the twist operator of the
deformation by σ±; it was implicit that this operator would twist together the two
copies that we had, see subsection 9.1. But when we have N > 2 copies, then we need
to specify which two copies are being twisted. If the (i) and (j) copies are twisted,
we denote the twist operator by σ±(i)(j). Thus the deformation operator (9.1.3) now
has the form
D = P A˙B˙G−
A˙,− 1
2
G¯−
B˙,− 1
2
∑
i<j
σ++(i)(j) , (8.7.3)
where 1 ≤ i, j ≤ N . The supercurrents G−
A˙
are given by a sum over the contributions
from each copy:
G−
A˙
≡
N∑
i=1
G
−(i)
A˙
. (8.7.4)
8.7.3 Expectation values for general values of N
We argue in the following steps:
(i) Consider the action of the first deformation operator on the initial state. Sup-
pose this first deformation operator twists together the copies (i), (j). Since we are
computing an expectation value, the final state must be the same as the initial state;
thus the final state must also have all copies singly-wound. So the second defor-
mation operator must twist the same copies i, j to produce a state with all copies
singly-wound.
(ii) Copies other than the two copies that get twisted act like ‘spectators’; thus
we get an inner product between their initial state and their final state. If the initial
state for such a copy is unexcited, then the final state must also be unexcited, and if
the initial state is excited then the final state has to be excited. The inner product
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between copies with the same initial and final state is unity.
Since the state of the spectator copies does not change, the number of spectator
copies which are excited are also the same between the initial and final states. As a
consequence, for the pair i, j which do get twisted, the number of excited copies in
the initial and final states is the same.
(iii) We therefore find that there are three possibilities for the excitations among
the twisted copies i, j:
(a) Neither of the copies (i), (j) are excited. In this case there is no contribution
to the lifting, as the vacuum state |0〉(i)|0〉(j) is not lifted.
(b) Both the copies (i), (j) are excited. But the state where both copies are excited
is a spectral flow of the state where neither copy is excited, as we have seen in section
8.6. So again there is no lift.
(c) One of the copies out of (i), (j) is excited and one is unexcited. There are
four contributions here: (1) Copy (i) excited in the initial state, copy (i) excited in
the final state; (2) Copy (j) excited in the initial state, copy (i) excited in the final
state; (3) Copy (i) excited in the initial state, copy (j) excited in the final state; (4)
Copy (j) excited in the initial state, copy (j) excited in the final state. These are
the four contributions we had in eq. (8.5.1). Thus summing these four contributions
gives the same anomalous dimension E(2) that we computed for the case N = 2, see
eq. (8.5.50), with an extra factor of 2 since we do not here have the normalization
factors 1√
2
in the initial and final state. Thus, the pair (i), (j) contribute 2E(2), with
E(2) given by eq. (8.5.50).
(iv) Let us now collect combinatoric factors. First we select the pair (i), (j) out
of the N copies. This is done in NC2 ways. Out of these two copies, one has to be
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excited (as noted in (iii) above). Thus, out of the remaining N − 2 copies, n− 1 are
excited. These n− 1 copies can be chosen in N−2Cn−1 ways, so this is the number of
terms which have the contribution 2E(2). We note that 1 ≤ n ≤ N − 1.
(v) Let us finally collect all the factors. We have a normalization factor (8.7.2)
both from the initial and final configurations, so we get a factor |N |2. Together with
the combinatorial factors from the previous paragraph, we find that the expectation
value is of the form:
〈(E −Eorbifold)〉 = λ2(NCn)−1 (NC2) (N−2Cn−1) (2〈E(2)〉)
= λ2n(N − n)〈E(2)〉
= λ2
1
2
π
3
2 n(N − n) Γ[m
2 − 1
2
]
Γ[m2 − 1] . (8.7.5)
The above expression gives the lifting to order O(λ2) for the case where we have N
copies of the seed c = 6 CFT, and n of these are excited by application of the operator
J (+,m) (eq. (8.5.2)) which is composed of m currents. We note that N = 2 and n = 1
corresponds to the case studied in section 8.5, see eq. (8.5.50).
8.8 Multi-wound initial states
So far our initial state has consisted of N singly-wound copies of the seed c = 6
CFT. We now consider the case where we link together k of these copies to make a
‘multi-wound copy’. We assume that all copies are grouped into such sets; i.e. there
are N
k
sets of linked copies, with each set having winding k. Note that this requires
that N be divisible by k. This case is depicted in fig.8.6.
For the case where the copies are singly-wound, the ground state of each copy was
the vacuum |0〉 with h = j = 0. A set of linked copies, however, has a nontrivial
dimension, see, e.g. [56] for the computation of the ground state energies in both odd
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Figure 8.6: A total of N singly wound copies that have been linked into Nk ‘multiwound’
copies each of winding k. A number n of these twisted sets have been excited by current
operators.
and even twisted sectors. We start with each set being in a chiral primary state |k〉
with
h =
k − 1
2
, j =
k − 1
2
, h¯ =
k − 1
2
, j¯ =
k − 1
2
. (8.8.1)
We now take n of these linked sets, and excite each of these by the application of
current operators:
|k〉ex ≡ J+− (2m−1)
k
. . . J+− 3
k
J+− 1
k
|k〉 . (8.8.2)
This excitation adds a momentum
1
k
+
3
k
+ · · ·+ (2m− 1)
k
=
m2
k
(8.8.3)
to this set of linked copies. This momentum must be an integer [?], so m2 should be
divisible by k.
We wish to find the expectation value of the energy of the state constructed in
this way, see eq. (8.2.54). It turns out that this computation is related to the ones we
performed in the above sections by having multiply wound copies in the initial state
instead of singly-wound copies. We will now see that we obtain the expectation value
for the multi-wound case by going to a covering space of the cylinder, where we undo
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the multi-winding, and then relating the computation to the singly-wound case.
8.8.1 The action of the twist operator
Consider the action of the first twist operator σ+(i)(j). There are two possibilities:
(i) The copies i, j are from the same set of linked copies.
(ii) The copies i, j belong to different sets of linked copies.
In case (i), the twist will break up the set of linked copies into two sets with
windings k′, k − k′. Since we are computing an expectation value, the second twist
has to link these two sets back to a single set of k linked copies.
But we can easily see that such an action of twist operators will give no contribu-
tion to the expectation value, 〈E(2)〉. The set of linked copies that we started with
could be either unexcited, i.e. in the state |k〉 (8.8.1), or excited, i.e. in the state
|k〉ex (8.8.2). The copies other than the ones in our set of k linked copies play no role
in the computation. Thus, the action of the two deformation operators tells us the
correction E(2) to |k〉 or |k〉ex. But |k〉 is a chiral primary state; this means that its
dimension is determined by its charge and so its anomalous dimension E(2) will have
to vanish. The state |k〉ex arises from a spectral flow of |k〉, so again its anomalous
dimension will vanish. Thus we get no contributions from the case (i).
In case (ii), the first twist takes the two sets of k linked copies and joins them into
one set of 2k linked copies. Since we are looking for an expectation value, the second
twist must break up this set of 2k linked copies back to two sets of copies with linking
k each. This is the situation that we will analyze in more detail now.
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8.8.2 The k-fold cover of the cylinder
Since each set of linked copies has winding number k, we can go to a covering space
of the cylinder where the spatial coordinate σ˜ runs over the range 0 ≤ σ˜ < 2πk. It is
convenient to think of the range of σ˜ to be subdivided into the k intervals
0 ≤ σ˜ < 2π , 2π ≤ σ˜ < 4π, . . . 2π(k − 1) ≤ σ˜ < 2πk . (8.8.4)
We have not changed the time τ in going to the cover, so we have
τ˜ = τ . (8.8.5)
Now we look at the factors emerging from going to this cover:
(i) For the first set of linked copies, we label the copies 1, 2, · · · , k. For the second
set, we label them 1′, 2′, · · · , k′. Then the first twist operator has the form σ+(i)(j′),
where i is from the first set and j′ is from the second set. Suppose we consider a twist
at the point σ = 0. Then there are k2 ways of joining the two sets into one set of 2k
linked copies.
On the covering space σ˜, there are k images of the point σ = 0, and we can apply
a twist at any of these points. Thus we get k rather than k2 similar interaction points.
Thus we must multiply the result we get from the covering space by an extra factor
k.(The origin of this factor can be understood alternatively as follows: we can choose
any of the copies i = 1, . . . k to be the first copy i = 1, and use this to set the origin
σ˜ = 0; the factor k then describes the different ways we can choose the copy i′ = 1
from the second set of k linked copies.)
(ii) The second twist acts on a set of 2k linked copies labeled by i = 1, · · · , 2k.
Suppose this twist is at the location σ = 0 on the cylinder. This time there are only k
possible ways for the twist to act: once we choose one of the copies i, the second copy
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must be i′ = i+ k, since otherwise the set will not break up into two sets of winding
k each. Because the twist is symmetric between i and i′, the different possibilities are
given by choosing i = 1, . . . k; i.e., there are k possible choices.
We now see that on the covering space σ˜, these k different choices are accounted
for by the k different images of σ = 0 on the space σ˜. Thus there is no additional
factor (analogous to case (i)) from the second twist.
(iii) We now make a conformal map from the covering space σ˜, τ˜ to a cylinder
where the spatial coordinate has the usual range (0, 2π):
σ′ =
1
k
σ˜ , τ ′ =
1
k
τ˜ . (8.8.6)
Under this map the deformation operators scale as
D(w˜1, ¯˜w1)→ 1
k2
D(w′1, w¯′1) , D(w˜2, ¯˜w2)→
1
k2
D(w′2, w¯′2) , (8.8.7)
so we get an overal factor of 1
k4
from this scaling.
(iv) Let us now recall the computation of the amplitude A(2)(T ) in subsection 8.2.2,
see eq.s (8.2.33) and (8.2.53). This amplitude involved integrals over the positions
w1, w2 of the two deformation operators. (We later recast these integrals in the form
of contour integrals in eq. (8.2.53), but it is simpler to see the scalings in terms of
the original integrals in eq. (8.2.33)). We have∫
d2w˜1 → k2
∫
d2w′1 ,
∫
d2w˜2 → k2
∫
d2w′2 , (8.8.8)
so we obtain a overall factor of k4.
(v) The integral over ∆w˜ = (w˜2 − w˜1) converges, but the integral over s =
1
2
(w˜1 + w˜2) gives a factor of T˜ . We need to multiply by a factor
1
T˜
, which scales
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as
1
T˜
→ 1
k
1
T ′
. (8.8.9)
(vi) We have now mapped the problem to the cylinder w′, which is just like the
cylinder w which worked with in the situation with k = 1. Collecting all the factors
we obtained from (i)-(v) above, we find that the factors of k cancel out. We thus find
the following: suppose we have N = n1n5 copies of the CFT. These copies are grouped
into N
k
sets of copies, with each set having k linked copies. A number 0 ≤ n ≤ N
k
of
these sets is excited in the form |k〉ex, while the remainder are in the state |k〉. Then
the lifting of the energy is given by
〈(E −Eorbifold)〉 = λ2π
3
2
2
n(
N
k
− n) Γ[m
2 − 1
2
]
Γ[m2 − 1] . (8.8.10)
The above expression gives the lifting to order O(λ2) for the case where we have N
copies of the c = 6 CFT, with these copies being grouped into N
k
sets (with N being
divisible by k) with each set having winding k. Of these sets, n are excited in the
form (8.8.2) which describes the action of m fractionally moded currents.
8.9 The maximally wound sector
We have computed the lifting of certain states which are excited on the left, but are
a chiral primary on the right. Apart from special cases this lifting was found to be
nonzero. In [99], the lifting of a more general class of states was computed in a certain
approximation; again it was found that generic states were lifted.
Let us analyze this lifting in the context of the elliptic genus [100] which tells us
how many unlifted states we expect at a given energy for the left movers. The elliptic
genus for the case where the compactification was K3×S1 was computed in [101,102].
The elliptic genus vanishes for the compactification T 4×S1 that we have considered,
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but a modified index was defined in [103]. This index protects very few states for low
levels of the left moving energy. Thus in the Ramond (R) sector, there are very few
unlifted states for
h ≤ N
4
. (8.9.1)
But for h > N
4
the number of states that are unlifted is very large; in fact their
number N has to reproduce the black hole entropy which behaves as
S = lnN ≈ 2π
√
Nh . (8.9.2)
Thus we need to ask: what changes when we cross the threshold h = N
4
? Since we have
been working in the NS sector, let us first spectral flow to the NS sector. Consider
the R sector ground state with maximal twist k = N . This state has dimension
h =
c
24
=
N
4
. (8.9.3)
and charge j = ±1
2
; let us take j = −1
2
. The spectral flow of this state to the NS
sector gives a chiral primary with
h = j =
N − 1
2
. (8.9.4)
This is the state |k〉 we defined above with k = N . We can obtain states contributing
to the entropy (8.9.2) by acting with left moving creation and annihilation operators
on |N〉.
Let us now ask if there is a special property shared by states in the maximally
wound sector, which is not present for states in sectors where we do not have maximal
winding. We will now argue that there is indeed such a property: the nature of the
linkage that is produced by the action of twists.
If a state is not in the maximally wound sector, then the twist σ(i)(j) present in
the deformation operator can do one of two things:
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(i) It can join two different set of linked copies, with windings k1, k2, into one
linked copy with winding k1 + k2. The second deformation operator will break this
back to two sets with windings k1, k2, since we are computing an expectation value
and so need the final state to be the same as the initial state.
(ii) If we have a subset of strings with winding k1+ k2 > 1, then it can break this
subset into two sets of linked copies, with windings k1, k2. The second deformation
operator will join these sets back to one set with winding k1 + k2.
If on the other hand we have a state in the maximally wound sector, then there
are no other sets of copies in the state; thus we are allowed possibility (ii) but not
possibility (i).
We must now ask if there is a difference in the action of the deformation operators
in the cases (i) and (ii). We will see that there is indeed a difference: in case (i), the
covering space obtained when we ‘undo’ the twist operators is a sphere (genus g = 0),
while in case (ii) the covering space is a torus (genus g = 1).
To see this, we recall how we compute the genus of the covering space obtained
from undoing the action of twist operators [55]. Suppose we have twists of order
ki, i = 1, . . . imax. The ramification order at a twist σki is ri = ki− 1. Let the number
of sheets (i.e. copies) over a generic point be s. Then the genus of the covering surface
is given by the Riemann-Hurwitz relation
g =
1
2
∑
i
ri − s+ 1 . (8.9.5)
Let us now compute g in the two cases above. We focus only on the copies which
are involved in the interaction:
(i’) In case (i), we create the initial set of linked strings using twist operators
σk1 , σk2 . The final state is created by the twists of the same order. The two defor-
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mation operators carry twists σ2 each. The number of sheets is s = k1 + k2. Thus
g =
1
2
[2(k1 − 1) + 2(k2 − 1) + 2]− (k1 + k2) + 1 = 0 . (8.9.6)
(ii’) In case (ii), we create the initial state by a twist σk1+k2 . The final state is
created by a twist of the same order. The two deformation operators carry twists σ2
each. The number of sheets is s = k1 + k2. Thus
g =
1
2
[2(k1 + k2 − 1) + 2]− (k1 + k2) + 1 = 1 . (8.9.7)
In this chapter we have considered an example of case (i), where the covering
space t was a sphere. In this situation we found that the lift 〈E(2)〉 was nonzero. It
is possible that when the covering space is a torus, then the lift vanishes, at least for
some class of states. If that happens, then such states in the maximally wound sector
will not be lifted. We hope to return to this issue elsewhere.
8.10 Discussion
We have considered the family of states depicted in fig.8.1, and computed the cor-
rection to the expectation value of their energy - the ‘lift’ - upto second order in the
deformation parameter λ. The results, depicted in fig.8.2, suggest a heuristic picture
for this lift; this picture was discussed in section 8.1.2.
We know that the lift vanishes in two extreme cases: (i) when no copies are excited
and (ii) when all copies are excited. (The state in (ii) is just a spectral flow of the
state in (i).) But in between these two extremes, the energy does rise. The heuristic
picture aims to explain this phenomenon as follows.
Each set of linked copies corresponds, in this heuristic picture, to one elementary
object in the dual gravity configuration. The excitations (8.3.8) for m > 1 do not
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correspond to supergravity quanta; thus we must think of them as ‘string’ states.
String states will have more mass than charge, and will therefore ‘lift’. But the
gravitational attraction between the strings will cause the overall energy to reduce.
If we have enough strings so that all the copies in the CFT are excited, then the
negative potential energy cancels the energy from string tension, and we end up with
no lift.
We noted in section 8.8 that this picture holds also for the case where the copies
of the c = 6 CFT are linked together in sets of k copies each. Thus if none of these
sets is excited then we have no lift, and again if all the sets are excited we have no
lift. But when some of the sets are excited, then we do have a lift in general.
Now consider the limiting case where all the N copies of the CFT are linked into
one copy with winding k = N . If we excite this multi-wound set, then we have excited
all the sets, since there is only one set to excite. If we extrapolate our heuristic picture
above to this limiting case, then we see that the energy lift of this string state will be
cancelled by the self-gravitation of the state, and the state will not lift at all. This
suggests that states in the maximally wound sector will not lift.15 This is interesting,
because we know that at high energies we have to reproduce the large entropy of the
extremal hole [53], so we need a large class of states that will not lift.
This picture also tells us how we should think about states in the fuzzball paradigm.
There are certainly some states in general winding sectors that are not lifted, and the
gravity description of many of these states have been constructed. But as we have
seen, many states will lift. The fuzzball paradigm says that all states are fuzzballs;
i.e., they have no regular horizon. Thus the class of states obtained in the fuzzball
construction will in general cover both extremal and non-extremal states. It turns
out that it is often easier to take a limit where the non-extremal states are in fact
15It has been argued earlier [104] that states relevant for the dynamics of the near-extremal hole
should be in the highly wound sectors.
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near-extremal. We can then look for the subclass of extremal states as limits of the
construction that gives the near-extremal states.
We also note that one should not make a sharp distinction between ‘supergarvity’
states and ‘stringy’ states. In fig.8.2 the state with n = 0 is a supergravity state with
no strings. As n rises, we add more an more strings, but at n = N this collection of
strings again behaves like a supergravity state with no lift.
We have suggested above that a large class of extremal states might lie in the
maximally wound sector. We noted in section 8.8 that the O(λ2) lift of such states
has contributions only from genus 1 covering surfaces while states with lower winding
have both genus 0 and genus 1 contributions; this fact may be relevant to the relation
between lifting and maximal winding. But maximally wound sectors are difficult to
study in the classical limit: the classical limit corresponds to N →∞, and a winding
k = N will typically produce a conical defect with conical angle 1/k = 1/N → 0
[106–108]. Thus such states should be thought of as limits of states with finite k. If
the general k states are near-extremal, and the k = N state is extremal, then the
extremal state can be seen as a limit of a family of near-extremal states.
Finally, we note that we have considered only a special family of D1-D5-P states.
It is of interest to ask if there is a general characterization of which D1-D5-P states
lift and which do not. We hope to study this issue elsewhere.
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Chapter 9
Computing the Thermalization
Vertex
This chapter is perhaps the most important of all the chapters in this work. Every-
thing that we have done up to this point was to position us to answer the question,
What is the thermalization vertex in the D1D5 CFT? Which interaction produces
thermalization? This would signal black hole formation in the dual gravity picture
which, in our setting, would correspond to tunneling into fuzzball states. In this
chapter we present the first evidence of this thermalization effect. For this computa-
tion we don’t directly use the results from the previous chapters, particularly those
in Chapter 7. This is because while working on the problem of thermalization, as
mentioned last chapter, we shifted our focus to computing the ‘lifting’ of states in
the CFT. This allowed us to approach the problem of thermalization through a more
direct route. With that being said, we do however use the techniques we have de-
veloped through our original approach, which are presented in the chapters prior to
Chapter 8, as well as some additional ideas and techniques which we have developed
in Chapter 8 to address thermalization. We want to compute what we call ‘splitting
amplitudes’. These amplitudes describe the probability of an initial mode or modes
with a specific energy or energies to split into lower energy modes in the final state.
For thermalization to occur, energy carried by some initial state must be transferred
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and redistributed amongst many lower energy modes so as to produce a system in
the final state which looks thermal. This can only take place through an interaction.
In this chapter we compute the interaction which we call the thermalization vertex.
Let us begin.
9.1 The deformation operator
This computation will combine elements from all previous chapters. We begin by
writing the action of a perturbed CFT:
S0 → Spert = S0 + λ
∫
d2wD(w, w¯) , (9.1.1)
which was given in the last chapter in (8.2.28), where D(w, w¯) is an exactly marginal
operator deforming the CFT which we also used in the previous chapter. Since we
are interested in second order effects. The amplitude we’d like to compute is of the
form
Ai→fint =
1
2
λ2〈Ψf |
(∫
d2w2D(w2, w¯2)
)(∫
d2w1D(w1, w¯1)
)
|Φi〉 (9.1.2)
where |Ψi〉, 〈Φf | represent arbitrary initial and final states respectively, which we
choose in the next section, and i→ f represents the transition from some initial state
i to some final state f . This is has a similar form to that of (8.2.29). The states
|Ψi〉, 〈Φf | include both holomorphic and antiholomorphic components.
As we have seen in previous chapters we know that the deformation operator of
the D1D5 CFT contains a twist of order 2, σ+2 for the holomorphic sector. The twist
itself carries left and right charges j = ±1
2
, j¯ = ±1
2
[56]. Suppose we start with both
these charges positive; this gives the twist σ++2 . Then the deformation operators in
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this twist sector have the form
D = ǫA˙B˙OˆA˙B˙ = ǫ
A˙B˙G−
A˙,− 1
2
G¯−
B˙,− 1
2
σ++2 . (9.1.3)
where ǫ+− = −1. This choice gives a deformation carrying no charges. We will
omit the subscript 2 on the twist operator from now on, and will also consider its
holomorphic and antiholomorphic parts separately. As we have shown previously, we
normalize the twist operator as
σ−(z)σ+(z′) ∼ 1
(z − z′) . (9.1.4)
We note that [63, 64]
G−
A˙,− 1
2
σ+ = −G+
A˙,− 1
2
σ− . (9.1.5)
Following the conventions of Chapter 8, it will be convenient to write one of the
two deformation operators as G−
A˙,− 1
2
σ+ and the other as −G+
C˙,− 1
2
σ−. We will make
this choice for both the left and right movers, so the negative sign in (9.1.5) cancels
out. Thus on each of the left and right sides we write one deformation operator in the
form G−
A˙,− 1
2
σ+ and the other in the form G+
A˙,− 1
2
σ−. This is different than the charge
combination which was used in Chapter 7 where the deformation operators carried
the same charge, G−σ+G−σ+.
From (9.1.4) we find that on the cylinder
〈0|σ−(w2)σ+(w1)|0〉 = 1
2 sinh(∆w
2
)
(9.1.6)
where
∆w = w2 − w1 . (9.1.7)
where
wi = τi + iσi (9.1.8)
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For the antiholomorphic quantities we have the following
〈0¯|σ¯−(w¯2)σ¯+(w¯1)|0¯〉 = 1
2 sinh(∆w¯
2
)
(9.1.9)
where
∆w¯ = w¯2 − w¯1 (9.1.10)
where
w¯i = τi − iσi, i = 1, 2 (9.1.11)
Given the definition of D in (9.1.3) our amplitude in (9.1.2) can be written as
Ai→fint =
1
2
λ2
∫
d2w2
∫
d2w1
ǫC˙D˙ǫA˙B˙〈Ψf |
(
G+
C˙,− 1
2
σ−(w2)G−A˙,− 1
2
σ+(w1)
)(
G¯+
D˙,− 1
2
σ¯−(w¯2)G¯−B˙,− 1
2
σ¯+(w¯1)
)|Φi〉
(9.1.12)
where we have factored the two deformation operators into their holomorphic and
antiholomorphic components. Since we know that both |Ψi〉 and 〈Φf | factorize, we
know that our amplitude will be of the form
Ai→fint =
1
2
λ2
∫
d2w2
∫
d2w1Ai→f(w1, w2, w¯1, w¯2)
=
1
2
λ2
∫
d2w2
∫
d2w1ǫ
C˙D˙ǫA˙B˙Ai→f
C˙A˙
(w2, w1)A¯i¯→f¯D˙B˙ (w¯2, w¯1) (9.1.13)
where
Ai→f(w1, w2, w¯1, w¯2) ≡ ǫC˙D˙ǫA˙B˙Ai→fC˙A˙ (w2, w1)A¯
i¯→f¯
D˙B˙
(w¯2, w¯1) (9.1.14)
Now we have derived the form of our amplitude at second order in the deformation. In
the next section, we choose specific initial and final states, |Ψi〉 and 〈Φf | to evaluate.
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9.2 The states
We start by looking at a CFT with N = 2 with c = 6 just as we did in the previous
chapter. The vacuum |0〉 with h = j = 0 is given by two singly-wound copies of the
CFT, i.e. there is no twist linking the copies, and the fermions on each of the copies
are in the NS sector. Thus we can write for the holomorphic sector
|0〉 = |0〉(1) |0〉(2) , (9.2.1)
where the superscripts indicate the copy number. The antiholomorphic sector is
identical. We ultimately want to evaluate our amplitudes in the Ramond sector,
however it is easier to compute everything in the NS sector first. We can then
spectral our result to the Ramond sector. This spectral flow will simply result in a
mode shift for all of the fermion indices. Now, let’s record all of the in and out states
we wish to use.
For the initial state we consider two possibilities. The first possibility is a single
excitation in the initial state. Including both left and right movers and symmetrizing
over copy 1 and copy 2 indices, the simplest state with a single excitation is given by:
|Ψ1〉 = 1√
2
1
n
α
(1)i
−−,−n|0〉(1)|0〉(2)α¯(1)i++,−n|0¯〉(1)|0¯〉(2)
+
1√
2
1
n
α
(2)i
−−,−n|0〉(1)|0〉(2)α¯(2)i++,−n|0¯〉(1)|0¯〉(2)
(9.2.2)
with energy
h = n, j = 0, h¯ = n, j¯ = 0 (9.2.3)
where the bosonic modes on the cylinder are defined in (6.1.10). We have also nor-
malized the state to unity as one can check. To connect the states on the CFT side
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to physical states on the gravity side we note that the above graviton states can be
written as linear combinations of physical states such as the graviton, the RR two
form B-field, and the dilaton as described in Appendix (A.1). Any linear combination
of physical states are also physical states.
For the second possibility we choose two excitations in the initial state which is
just two factors of the single excitation (9.2.2). Therefore a state with two excitations
is also a physical state. Symmetrizing in a similar manner as for the single excitation,
the state with two excitations is given by
|Ψ2〉 = 1
2
1
n1n2
α
(1)i
++,−n1α
(1)i
−−,−n2|0〉(1)|0〉(2)α¯(1)i−−,−n1α¯(1)i++,−n2|0¯〉(1)|0¯〉(2)
+
1
2
1
n1n2
α
(1)i
++,−n1α
(2)i
−−,−n2|0〉(1)|0〉(2)α¯(1)i−−,−n1α¯(2)i++,−n2|0¯〉(1)|0¯〉(2)
+
1
2
1
n1n2
α
(2)i
++,−n1α
(1)i
−−,−n2|0〉(1)|0〉(2)α¯(2)i−−,−n1α¯(1)i++,−n2|0¯〉(1)|0¯〉(2)
+
1
2
1
n1n2
α
(2)i
++,−n1α
(2)i
−−,−n2|0〉(1)|0〉(2)α¯(2)i−−,−n1α¯(2)i++,−n2|0¯〉(1)|0¯〉(2) (9.2.4)
with
h = n1 + n2, j = 0 h¯ = n1 + n2, j¯ = 0 (9.2.5)
We consider the splitting of these initial states into lower energy modes in the
final state. The final states we are interested in are the following:
3 Bosons
〈Φ1| = 1√
2
1
pqr
(1)〈0¯|(2)〈0¯|α¯(1)f−−,pα¯(1)f++,qα¯(1)f−−,r(1)〈0|(2)〈0|α(1)f++,pα(1)f−−,qα(1)f++,r
+
1√
2
1
pqr
(1)〈0¯|(2)〈0¯|α¯(2)f−−,pα¯(2)f++,qα¯(2)f−−,r(1)〈0|(2)〈0|α(2)f++,pα(2)f−−,qα(2)f++,r
1 Boson 2 Fermions
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〈Φ2| = 1√
2
1
p
(1)〈0¯|(2)〈0¯|α¯(1)f−−,pd¯(1)f,−+q d¯(1)f,+−r (1)〈0|(2)〈0|α(1)f++,pd(1)f,+−q d(1)f,−+r
+
1√
2
1
p
(1)〈0¯|(2)〈0¯|α¯(2)f−−,pd¯(2)f,−+q d¯(2)f,+−r (1)〈0|(2)〈0|α(2)f++,pd(1)f,+−q d(1)f,−+r
4 Bosons
〈Φ3| = 1√
2
1
pqrs
(1)〈0¯|(2)〈0¯|α¯(1)f−−,pα¯(1)f++,qα¯(1)f−−,rα¯(1)f++,s
(1)〈0|(2)〈0|α(1)f++,pα(1)f−−,qα(1)f++,rα(1)f−−,s
+
1√
2
1
pqrs
(1)〈0¯|(2)〈0¯|α¯(2)f−−,pα¯(2)f++,qα¯(2)f−−,rα¯(2)f++,s
(1)〈0|(2)〈0|α(2)f++,pα(2)f−−,q|α(2)f++,pα(2)f−−,q
2 Bosons 2 Fermions
〈Φ4| = 1√
2
1
pq
(1)〈0¯|(2)〈0¯|α¯(1)f−−,pα¯(1)f++,qd¯(1)f,−+r d¯(1)f,+−s
(1)〈0|(2)〈0|α(1)f++,pα(1)f−−,qd(1)f,+−r d(1)f,−+s
+
1√
2
1
pq
(1)〈0¯|(2)〈0¯|α¯(2)f−−,pα¯(2)f++,qd¯(2)f,−+q d¯(2)f,+−r
(1)〈0|(2)〈0|α(2)f++,pα(2)f−−,qd(1)f,+−r d(1)f,−+s
(9.2.6)
For the case with one boson in the initial state we want to compute the amplitude
for splitting into three modes in the final state. For the case with two bosons in the
initial state we want to compute the amplitude for splitting into four modes in the
final state. The number of modes in each case are chosen so to produce a nonzero
amplitude.
Now combining the initial states, (9.2.4), final states, (9.2.6), and our deformation
operator (9.1.12), we obtain the following amplitudes:
Aα→ααα(w2, w1, w¯2, w¯1)
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= ǫC˙D˙ǫA˙B˙〈Φ1|
(
G+
C˙,− 1
2
σ−(w2)G−A˙,− 1
2
σ+(w1)
)(
G¯+
D˙,− 1
2
σ¯−(w¯2)G¯−B˙,− 1
2
σ¯+(w¯1)
)|Ψ1〉
=
1
2npqr
ǫC˙D˙ǫA˙B˙Aα(1)→α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(1)→α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2npqr
ǫC˙D˙ǫA˙B˙Aα(2)→α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(2)→α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2npqr
ǫC˙D˙ǫA˙B˙Aα(1)→α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(1)→α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
+
1
2npqr
ǫC˙D˙ǫA˙B˙Aα(2)→α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(2)→α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
Aα→αdd(w2, w1, w¯2, w¯1)
= ǫC˙D˙ǫA˙B˙〈Φ2|
(
G+
C˙,− 1
2
σ−(w2)G−A˙,− 1
2
σ+(w1)
)(
G¯+
D˙,− 1
2
σ¯−(w¯2)G¯−B˙,− 1
2
σ¯+(w¯1)
)|Ψ2〉
=
1
2np
ǫC˙D˙ǫA˙B˙Aα(1)→α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(1)→α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2np
ǫC˙D˙ǫA˙B˙Aα(2)→α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(2)→α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2np
ǫC˙D˙ǫA˙B˙Aα(1)→α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(1)→α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)
+
1
2np
ǫC˙D˙ǫA˙B˙Aα(2)→α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(2)→α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)
Aαα→αααα(w2, w1, w¯2, w¯1)
= ǫC˙D˙ǫA˙B˙〈Φ3|
(
G+
C˙,− 1
2
σ−(w2)G
−
A˙,− 1
2
σ+(w1)
)(
G¯+
D˙,− 1
2
σ¯−(w¯2)G¯
−
B˙,− 1
2
σ¯+(w¯1)
)|Ψ2〉
=
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(1)→α(1)α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(1)α(1)→α(1)α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(2)→α(1)α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(1)α(2)→α(1)α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(1)→α(1)α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(2)α(1)→α(1)α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(2)→α(1)α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(2)α(2)→α(1)α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(1)→α(2)α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(1)α(1)→α(2)α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(2)→α(2)α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(1)α(2)→α(2)α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(1)→α(2)α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(2)α(1)→α(2)α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(2)→α(2)α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(2)α(2)→α(2)α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
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Aαα→ααdd(w2, w1, w¯2, w¯1)
= ǫC˙D˙ǫA˙B˙〈Φ4|
(
G+
C˙,− 1
2
σ−(w2)G−A˙,− 1
2
σ+(w1)
)(
G¯+
D˙,− 1
2
σ¯−(w¯2)G¯−B˙,− 1
2
σ¯+(w¯1)
)|Ψ2〉
=
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(1)→α(1)α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(1)α(1)→α(1)α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(2)→α(1)α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(1)α(2)→α(1)α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(1)→α(1)α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(2)α(1)→α(1)α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(2)→α(1)α(1)d(1)d(1)
C˙A˙
(w2, w1)A¯α(2)α(2)→α(1)α(1)d(1)d(1)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(1)→α(2)α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(1)α(1)→α(2)α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(1)α(2)→α(2)α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(1)α(2)→α(2)α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(1)→α(2)α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(2)α(1)→α(2)α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)
+
1
2
√
2n1n2pqrs
ǫC˙D˙ǫA˙B˙Aα(2)α(2)→α(2)α(2)d(2)d(2)
C˙A˙
(w2, w1)A¯α(2)α(2)→α(2)α(2)d(2)d(2)D˙B˙ (w¯2, w¯1)(9.2.7)
Where
Aα(j)→α(k)α(k)α(k)
C˙A˙
(w2, w1)
= (1)〈0|(2)〈0|α(k)f++,pα(k)f−−,qα(k)f++,rG+C˙,− 1
2
σ−2 (w2)G
−
A˙,− 1
2
σ+2 (w1)α
(j)i
−−,−n|0〉(1)|0〉(2)
A¯α¯(j)→α¯(k)α¯(k)α¯(k)
D˙B˙
(w¯2, w¯1)
= (1)〈0¯|(2)〈0¯|α¯(k)f−−,pα¯(k)f++,qα¯(k)f−−,rG¯+D˙,− 1
2
σ¯−2 (w¯2)G¯
−
B˙,− 1
2
σ¯+2 (w¯1)α¯
(j)i
++,−n|0¯〉(1)|0¯〉(2)
Aα(j)→α(k)d(k)d(k)
C˙A˙
(w2, w1)
= (1)〈0|(2)〈0|α(k)f++,pd(k)f,+−q d(k)f,−+r G+C˙,− 1
2
σ−2 (w2)G
−
A˙,− 1
2
σ+2 (w1)α
(j)i
−−,−n|0〉(1)|0〉(2)
A¯α¯(j)→α¯(k)d¯(k)d¯(k)
D˙B˙
(w¯2, w¯1)
= (1)〈0¯|(2)〈0¯|α¯(k)f−−,pd¯(k)f,−+q d¯(k)f,+−r G¯+D˙,− 1
2
σ¯−2 (w¯2)G¯
−
B˙,− 1
2
σ¯+2 (w1)α¯
(j)i
++,−n|0¯〉(1)|0¯〉(2)
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Aα(j)α(k)→α(l)α(l)α(l)α(l)
C˙A˙
(w2, w1)
= (1)〈0|(2)〈0|α(l)f++,pα(l)f−−,qα(l)f++,rα(l)f−−,sG+C˙,− 1
2
σ−2 (w2)G
−
A˙,− 1
2
σ+2 (w1)α
(j)i
++,−n1α
(k)i
−−,−n2|0〉(1)|0〉(2)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)α¯(l)α¯(l)
C˙A˙
(w¯2, w¯1)
= (1)〈0¯|(2)〈0¯|α¯(l)f−−,pα¯(l)f++,qα¯(l)f−−,rα¯(l)f++,sG¯+D˙,− 1
2
σ¯−2 (w¯2)G¯
−
B˙,− 1
2
σ¯+2 (w¯1)α¯
(j)i
−−,−n1α¯
(k)i
++,−n2|0¯〉(1)|0¯〉(2)
Aα(j)α(k)→α(l)α(l)d(l)d(l)
C˙A˙
(w2, w1)
= (1)〈0|(2)〈0|α(l)f++,pα(l)f−−,qd(l)f,+−r d(l)f,−+s G+C˙,− 1
2
σ−2 (w2)G
−
A˙,− 1
2
σ+2 (w1)α
(j)i
++,−n1α
(k)i
−−,−n2|0〉(1)|0〉(2)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)
C˙A˙
(w¯2, w¯1)
= (1)〈0¯|(2)〈0¯|α¯(l)f−−,pα¯(l)f++,qd¯(l)f,−+r d¯(l)f,+−s G¯+D˙,− 1
2
σ¯−2 (w¯2)G¯
−
B˙,− 1
2
σ¯+2 (w¯1)α¯
(j)i
−−,−n1α¯
(k)i
++,−n2|0¯〉(1)|0¯〉(2)
(9.2.8)
where the superscript α(j) on the left hand side represents a bosonic mode along
copy j and the superscript d(k) represents a fermionic mode along copy k. The full
superscript labels on the amplitudes represent the corresponding scattering processes
being computed. For example, the superscript
α(1) → α(1)α(1)α(1) (9.2.9)
indicates that we are looking at the amplitude for one initial boson on copy 1 to split
into three final bosons on copy 1 in the left moving sector, etc.
To compute these amplitudes we will need to map them to the t plane. In doing
so, our amplitude will consist of several factors. There will be factors coming from
the base amplitude, factors coming from lifting the G contours to the cover, and a
t plane amplitude containing the modes which have been mapped from the cylinder
to the t plane and undergone the necessary spectral flows to remove all spin fields.
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Schematically, our result will look like
Ai→f
C˙A˙
= Abasef1f2Ai→ft,C˙A˙ (9.2.10)
where f1 and f2 are the factors coming from lifting the G contours circling w1, w2 on
the cylinder to the t plane where they circle points t1, t2. In the following subsections
we compute these various factors. Similarly, the antiholomorphic component is
A¯i¯→f¯
D˙B˙
= A¯basef¯1f¯2A¯i¯→f¯t¯,D˙B˙ (9.2.11)
9.3 The map
Here we recall the map for the two twist case. We first map the cylinder labeled by
w to the complex plane labeled by z:
z = ew . (9.3.1)
We then map this plane to its covering space where the twist operators are resolved,
see [55] for the details of the covering space analyses. This is also performed in
Chapter’s 6 and 7 as well. We consider the map
z =
(t+ a)(t + b)
t
. (9.3.2)
We have
dz
dt
= 1− ab
t2
. (9.3.3)
The twist operators correspond to the locations given by dz
dt
= 0; i.e. the points
t1 = −
√
ab , z1 = e
w1 = (
√
a−
√
b)2 , (9.3.4)
t2 =
√
ab , z2 = e
w2 = (
√
a+
√
b)2 . (9.3.5)
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Note that
dz
dt
=
(t− t1)(t− t2)
t2
. (9.3.6)
We define
∆w = w2 − w1 , (9.3.7)
s =
1
2
(w1 + w2) , (9.3.8)
Then we find
a = es cosh2(∆w
4
), b = es sinh2(∆w
4
) . (9.3.9)
It will be useful to note the relations
a− b = es, z1z2 = e2s, z1 − z2 = −2es sinh(∆w2 ) . (9.3.10)
We have similar relations for antiholomorphic quantities
z¯ = ew¯ . (9.3.11)
z¯ =
(t¯+ a¯)(t¯ + b¯)
t¯
(9.3.12)
t¯1 = −
√
a¯b¯ , z¯1 = e
w¯1 = (
√
a¯−
√
b¯)2 .
t¯2 =
√
a¯b¯ , z¯2 = e
w¯2 = (
√
a¯+
√
b¯)2 . (9.3.13)
We have
∆w¯ = w¯2 − w¯1 , (9.3.14)
s¯ =
1
2
(w¯1 + w¯2) , (9.3.15)
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and
a¯ = es¯ cosh2(∆w¯
4
), b¯ = es¯ sinh2(∆w¯
4
) . (9.3.16)
a¯− b¯ = es¯, z¯1z¯2 = e2s¯, z¯1 − z¯2 = −2es¯ sinh(∆w¯2 ) . (9.3.17)
9.4 Base Amplitude
First, we’ll have to compute what we call the base amplitude which comes from the
twist insertions alone:
Abase =
(1)〈0|(2)〈0|σ−(w2)σ+(w1)|0〉(1)|0〉(2) (9.4.1)
We can compute this by going to the z plane.
Abase =
(1)〈0|(2)〈0|( dz
dw
)
1
2 (z2)σ
−(z2)(
dz
dw
)
1
2 (z1)σ
+(z1)|0〉(1)|0〉(2)
= z
1
2
1 z
1
2
2
1
z2 − z1 (9.4.2)
Next we compute the contribution of
G+
C˙,− 1
2
σ−2 (w2)G
−
A˙,− 1
2
σ+2 (w1) (9.4.3)
when lifting to the cover.
9.5 The point w1
At point the point w1 on the cylinder we have the following contour
G−
A˙,− 1
2
σ+2 (w1) =
1
2πi
∫
w1
dwG−
A˙
(w)σ+2 (w1) (9.5.1)
Mapping (9.5.1) to the z plane using the map z = ew yields
1
2πi
∫
w1
dwG−
A˙
(w)σ+2 (w1)→
1
2πi
∫
z1
dzz
1
2G−
A˙
(z)[z
1/2
1 σ
+
2 (z1)] (9.5.2)
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Mapping (9.5.2) to the t plane using z = (t+a)(t+b)
t
yields
1
2πi
∫
z1
dzz
1
2G−
A˙
(z)[z
1/2
1 σ
+
2 (z1)]
→ 1
2πi
∫
t1
dt(
dz
dt
)−
1
2 z
1
2G−
A˙
(t)[z
1/2
1 S
+(t1)]
=
1
2πi
∫
t1
dt(t− t1)− 12 (t− t2)− 12 t 12 (t+ a) 12 (t+ b) 12G−A˙(t)[Cz
1/2
1 S
+(t1)]
= (t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2
1
2πi
∫
t1
dt(t− t1)− 12G−A˙(t)[Cz
1/2
1 S
+(t1)]
= (t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 G˜−
A˙,−1[Cz
1/2
1 S
+(t1)] (9.5.3)
where C is a normalization factor acquired by the spin field when mapping to the t
plane. The term in brackets will contribute to the base amplitude which we’ve already
computed. Where in the fourth line we’ve expanded the integrand and only kept the
zeroth order term. This gives the factor
(t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 (9.5.4)
Spectral flowing our result by α = −1 at t1 to remove the spin field S+(t1) yields
(t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 G˜−
A˙,− 3
2
[Cz
1/2
1 |0〉t]
= (t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 G˜−
A˙
(t1)[Cz
1/2
1 ]
(9.5.5)
At the point t2 where we’ll spectral flow by α = +1 to remove the spin field S
−(t2)
we get a contribution for G− at t1. Our expression becomes
(t1 − t2) 12 (t1 − t2)− 12 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 G˜−
A˙
(t1)[Cz
1/2
1 ]
= t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 G˜−
A˙
(t1)[Cz
1/2
1 ] (9.5.6)
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The factor that we’ll need is
f1 = t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 (9.5.7)
9.6 The point w2
At point w2 we have the following
G+
C˙,− 1
2
σ−2 (w2) =
1
2πi
∫
w2
dwG+
A˙
(w)σ−2 (w2) (9.6.1)
Mapping (9.6.1) to the z plane using z = ew yields
1
2πi
∫
w2
dwG+
C˙
(w)σ−2 (w2)→
1
2πi
∫
z2
dzz
1
2G+
C˙
(z)[Cz
1/2
2 σ
−
2 (z2)] (9.6.2)
Mapping (9.6.2) to the t plane using z = (t+a)(t+b)
t
yields
1
2πi
∫
z2
dzz
1
2G+
C˙
(z)[z
1/2
2 σ
−
2 (z2)]
→ 1
2πi
∫
t2
dt(
dz
dt
)−
1
2 z
1
2G+
C˙
(t)[Cz
1/2
2 S
−(t2)]
=
1
2πi
∫
t2
dt(t− t1)− 12 (t− t2)− 12 t 12 (t+ a) 12 (t+ b) 12G+C˙(t)[Cz
1/2
2 S
−(t2)]
= (t2 − t1)− 12 t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2
1
2πi
∫
t2
dt(t− t2)− 12G+C˙(t)[Cz
1/2
2 S
−(t2)]
= (t2 − t1)− 12 t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 G˜+
C˙,−1[Cz
1/2
2 S
−(t2)] (9.6.3)
where again the term in brackets will contribute to the base amplitude, which we’ve
already computed. In the fourth line we have again only taken the zeroth order term
in the expansion. This gives the factor
(t2 − t1)− 12 t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 (9.6.4)
From spectral flowing around t1 by α = −1 the contribution at t2 yields
(t2 − t1) 12 (t2 − t1)− 12 t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 G˜+
C˙,−1[Cz
1/2
2 (t2 − t1)−
1
2S−(t2)]
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= t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 G˜+
C˙,−1[Cz
1/2
2 (t2 − t1)−
1
2S−(t2)] (9.6.5)
Spectral flowing our result by α = 1 at t2 yields
t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 G˜+
C˙
(t2)[C(t2 − t1)− 12z1/22 ] (9.6.6)
The factor that we’ll need is
f2 = t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 (9.6.7)
9.7 Combining Abase, f1, and f2
Lets compute the expression for Abasef1f2 in terms of ∆w. First, combining (9.4.2),
(9.5.7), and (9.6.7), we get
Abasef1f2 =
(z1z2)
1
2
z2 − z1 t
1
2
1 (t1 + a)
1
2 (t1 + b)
1
2 t
1
2
2 (t2 + a)
1
2 (t2 + b)
1
2 (9.7.1)
Using the relations in (9.3) we get
Abasef1f2 = − z1z2
z2 − z1 t
2
2
= − e
2s
2es sinh(∆w
2
)
e2s cosh2(
∆w
4
) sinh2(
∆w
4
)
= −e
3s sinh(∆w
2
)
8
(9.7.2)
and similarly for the holomorphic sector
A¯basef¯1f¯2 = −
e3s¯ sinh(∆w¯
2
)
8
(9.7.3)
Inserting these expressions into (9.2.10) and (9.2.11) yields
Ai→f
C˙A˙
= −e
3s sinh(∆w
2
)
8
Ai→f
t,C˙A˙
(9.7.4)
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and
Ai→f
C˙A˙
= −e
3s¯ sinh(∆w¯
2
)
8
Ai¯→f¯
t,D˙B˙
(9.7.5)
Next we map the fermions and bosons to the cover.
9.8 Mapping bosons to cover (holomorphic sector)
Here we map the bosons to the cover which we’ve done several times now. The
cylinder modes are
α
(i)f
AA˙,m
=
1
2π
∫
τ>τ2
dwemw∂XAA˙(t), i = 1, 2
α
(i)i
AA˙,m
=
1
2π
∫
τ<τ1
dwemw∂XAA˙(t), i = 1, 2 (9.8.1)
We map to the z and t planes using
ew = z =
(t + a)(t+ b)
t
(9.8.2)
Since bosons are dimension one, their transformation and jacobian exactly cancel.
Therefore
α
(1)f
AA˙,m
→ α′(1)f
AA˙,m
=
1
2π
∫
t=∞
dt
(t+ a)m(t+ b)
tm
m
∂XAA˙(t)
α
(2)f
AA˙,m
→ α′(2)f
AA˙,m
= − 1
2π
∫
t=0
dt
(t+ a)m(t+ b)
tm
m
∂XAA˙(t)
α
(1)i
AA˙,m
→ α′(1)i
AA˙,m
=
1
2π
∫
t=−a
dt
(t+ a)m(t+ b)
tm
m
∂XAA˙(t)
α
(2)i
AA˙,m
→ α′(2)i
AA˙,m
=
1
2π
∫
t=−b
dt
(t+ a)m(t+ b)
tm
m
∂XAA˙(t) (9.8.3)
where the minus sign comes for Copy 2 final because around t = 0 the map goes like
z ∼ 1
t
. This reverses the direction of the contour.
Also, bosons are uncharged under the R symmetry and are therefore unaffected
by spectral flow. Now we map the fermions to the cover.
279
9.9 Mapping fermions to cover
Here we map fermions to cover. We first consider fermions in the NS sector on the
cylinder
9.9.1 NS sector
Since we don’t have any fermions in the initial state we will not consider them. For
fermions after the two twist we have
d(i)f,αAr =
1
2πi
∫
τ>τ2
dwψαA(w)erw, i = 1, 2 (9.9.1)
where r is half integer. Mapping to z plane yields
d(i)f,αAr →
1
2πi
∫
z=∞
dz
dw
dz
(
dz
dw
)
1
2ψαA(z)zr
=
1
2πi
∫
z=∞
dzψαA(z)zr−
1
2 , i = 1, 2 (9.9.2)
Mapping to t plane
d(1)f,αAr → d′(1)f,αAr =
1
2πi
∫
t=∞
dt
dz
dt
(
dt
dz
)
1
2ψαA(t)(t + a)r−
1
2 (t+ b)r−
1
2 t−r+
1
2
=
1
2πi
∫
t=∞
dt(t2 − ab)1/2t−1ψαA(t)(t+ a)r− 12 (t + b)r− 12 t−r+ 12
=
1
2πi
∫
t=∞
dtψαA(t)(t− t1)1/2(t− t2)1/2(t+ a)r− 12 (t+ b)r− 12 t−r− 12
d(2)f,αAr → d′(1)f,αAr = −
1
2πi
∫
t=0
dtψαA(t)(t− t1)1/2(t− t2)1/2(t + a)r− 12 (t+ b)r− 12 t−r− 12
(9.9.3)
Now lets apply the spectral flows. For this we will split the charges up into plus and
minus
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d′(1)f,+Ar =
1
2πi
∫
t=∞
dtψ+A(t)(t− t1)1/2(t− t2) 12 (t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)1/2(t− t2) 12 (t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(1)f,−Ar =
1
2πi
∫
t=∞
dtψ−A(t)(t− t1)1/2(t− t2) 12 (t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t1)1/2(t− t2) 12 (t+ a)r− 12 (t+ b)r− 12 t−r− 12(9.9.4)
Where again, the minus sign for Copy 2 comes from reversal of the contour. Spectral
flowing away the spin field S+(t1) by α = −1 at t1 yields the transformation
ψ+A(t) → (t− t1) 12ψ+A(t)
ψ−A(t) → (t− t1)− 12ψ−A(t) (9.9.5)
Applying these transformations yield
d′(1)f,+Ar =
1
2πi
∫
t=∞
dtψ+A(t)(t− t1)(t− t2) 12 (t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)(t− t2) 12 (t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(1)f,−Ar =
1
2πi
∫
t=∞
dtψ−A(t)(t− t2) 12 (t + a)r− 12 (t+ b)r− 12 t−r− 12
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t2) 12 (t + a)r− 12 (t+ b)r− 12 t−r− 12 (9.9.6)
Spectral flowing away the spin field S−(t2) by α = +1 at t2 yields the transfor-
mation
ψ+A(t) → (t− t2)− 12ψ+A(t)
ψ−A(t) → (t− t2) 12ψ−A(t) (9.9.7)
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Applying these transformations yield
d′(1)f,+Ar =
1
2πi
∫
t=∞
dtψ+A(t)(t− t1)(t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)(t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(1)f,−Ar =
1
2πi
∫
t=∞
dtψ−A(t)(t− t2)(t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t2)(t+ a)r− 12 (t+ b)r− 12 t−r− 12 (9.9.8)
9.9.2 Fermions in the Ramond sector: Initial vacuua |0−R〉(1)|0−R〉(2),
Final vacuua (2)〈0R,−|(1)〈0R,−|
Consider that our amplitudes start in the Ramond sector on the cylinder where we
have the vacuua
Initial State |0−R〉(1)|0−R〉(2)
Final State (2)〈0R,−|(1)〈0R,−| (9.9.9)
Therefore, in addition to the spectral flows that were made to remove the spin fields
S+(t1) and S
−(t2) in the t plane, coming from the twist insertions σ+(w1) and σ−(w2)
on the cylinder, we have additional spectral flows to take |0−R〉(1)|0−R〉(2) → |0〉(1)|0〉(2)
and (2)〈0R,−|(1)〈0R,−| → (2)〈0|(1)〈0|. Therefore, any amplitude in the Ramond sector
can be obtained from the same amplitude in NS sector with an additional set of
spectral flows. These spectral flows can either be performed on the cylinder or in
the t plane. We perform them on the cylinder. Let us start with the Ramond sector
modes on the cylinder
d(1)f,αAr =
1
2πi
∫
τ>τ2
dwψαA(w)erw
d(2)f,αAr =
1
2πi
∫
τ>τ2
dwψαA(w)erw (9.9.10)
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were r is now an integer. Spectral flowing by α = +1 to remove the − Ramond vacua,
our fermion fields change like
ψ±A(w)→ e∓ 12wψ±A(w) (9.9.11)
Therefore our modes after the twist become
d′(1)f,+Ar =
1
2πi
∫
τ>τ2
dwψ+A(w)e(r−
1
2
)w
d′(2)f,+Ar =
1
2πi
∫
τ>τ2
dwψ+A(w)e(r−
1
2
)w
d′(1)f,−Ar =
1
2πi
∫
τ>τ2
dwψ−A(w)e(r+
1
2
)w
d′(2)f,−Ar =
1
2πi
∫
τ>τ2
dwψ−A(w)e(r+
1
2
)w (9.9.12)
In the t plane our modes become
d′(1)f,+Ar =
1
2πi
∫
t=∞
dtψ+A(t)(t− t1)(t+ a)r−1(t+ b)r−1t−r
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)(t+ a)r−1(t + b)r−1t−r
d′(1)f,−Ar =
1
2πi
∫
t=∞
dtψ−A(t)(t− t2)(t+ a)r(t+ b)rt−r−1
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t2)(t+ a)r(t+ b)rt−r−1 (9.9.13)
Therefore we see that we can shift our NS sector modes in (9.9.8) by the following
amount
+ : r → r − 1
2
− : r → r + 1
2
(9.9.14)
where after the shift, r takes on integer values.
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9.10 Computing the amplitudes
In this section we compute expressions for the various amplitudes given in (9.2.7).
The first amplitude we compute is one boson going to three bosons. The second is
one boson going to one boson and two fermions. The third and final amplitude is
two bosons going to two bosons and two fermions.
9.10.1 Amplitude for α→ ααα
Therefore using (9.7.4) and (9.7.5) we can write a copy generalized version of the
individual holomorphic and antiholomorphic terms in the α → ααα amplitude in
(9.2.7) as
Aα(j)→α(j)α(j)α(j)
C˙A˙
= −e
3s sinh(∆w
2
)
8
Aα(j)→α(k)α(k)α(k)
t,C˙A˙
(9.10.1)
A¯α¯(j)→α¯(j)α¯(j)α¯(j)
D˙B˙
= −e
3s¯ sinh(∆w¯
2
)
8
A¯α¯(j)→α¯(k)α¯(k)α¯(k)
t¯,D˙B˙
(9.10.2)
where j, k = 1, 2. We have also dropped the explicit w1, w2, w¯1, w¯2 dependence for
brevity. Now we start with the following t plane amplitude:
Aα(j)→α(k)α(k)α(k)
t,C˙A˙
(w2, w1) = 〈0|α′(k)++,pα′(k)−−,qα′(k)++,rG˜+,t2C˙,− 3
2
G˜−,t1
A˙,− 3
2
α
′(j)
−−,−n|0〉(9.10.3)
where the primes indicate that the modes have been mapped to the t plane and
modified by necessary spectral flows and the G˜ modes a natural t plane at their
specified points ti. This was done in section 9.8 for the bosons. The tildes represent
modes that are natural to the t plane defined at the point t1 or t2. Let’s write the
G±’s in terms of fermions and bosons using the following relation
G˜−,ti
A˙,r
= −i
∑
s
d˜−A,tis α˜
ti
AA˙,r−s (9.10.4)
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where r, s are both half integer modes. Our t plane amplitude becomes.
Aα(j)→α(k)α(k)α(k)
t,C˙A˙
= −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+C,t2− 1
2
α˜t2
CC˙,−1d˜
−A,t1
− 1
2
α˜t1
AA˙,−1α
′(j)i
−−,−n|0〉
= −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2
+C˙,−1d˜
−A,t1
− 1
2
α˜t1
AA˙,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−C˙,−1d˜
−A,t1
− 1
2
α˜t1
AA˙,−1α
′(j)i
−−,−n|0〉
= −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2
+C˙,−1d˜
−+,t1
− 1
2
α˜t1
+A˙,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2
+C˙,−1d˜
−−,t1
− 1
2
α˜t1−A˙,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−C˙,−1d˜
−+,t1
− 1
2
α˜t1
+A˙,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−C˙,−1d˜
−−,t1
− 1
2
α˜t1−A˙,−1α
′(j)i
−−,−n|0〉
= −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2
+C˙,−1d˜
−−,t1
− 1
2
α˜t1−A˙,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−C˙,−1d˜
−+,t1
− 1
2
α˜t1
+A˙,−1α
′(j)i
−−,−n|0〉
(9.10.5)
We note that bosons are unaffected by spectral flow.
C˙ = + and A˙ = −
For the charge combination C˙ = + and A˙ = −. We have
Aα(j)→α(k)α(k)α(k)t (w2, w1) = −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2++,−1d˜
−−,t1
− 1
2
α˜t1−−,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−+,−1d˜
−+,t1
− 1
2
α˜t1+−,−1α
′(j)i
−−,−n|0〉
(9.10.6)
Wick contracting, we get
Aα(j)→α(k)α(k)α(k)t,+− = −
(
(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα˜
t1
−−,−1)(α˜
t2
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα
′(j)i
−−,−n)(α˜
t2
++,−1α˜
t1
−−,−1)
+(α
′(k)f
++,pα˜
t1
−−,−1)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t2
++,−1α
′(j)i
−−,−n)
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+(α
′(k)f
++,pα˜
t1
−−,−1)(α
′(k)f
−−,qα˜
t2
++,−1)(α
′(k)f
++,rα
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t2
++,−1α˜
t1
−−,−1)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα˜
t2
++,−1)(α
′(k)f
++,rα˜
t1
−−,−1)
)
(d˜++,t2− 1
2
d˜−−,t1− 1
2
)
−
(
(α
′(k)f
++,p, α
′(k)f
−−,q)(α
′(k)f
++,r, α
′(j)i
−−,−n) + (α
′(k)f
++,p, α
′(j)i
−−,−n)(α
′(k)f
−−,q, α
′(k)f
++,r)
)
(α˜t2−+,−1α˜
t1
+−,−1)(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
) (9.10.7)
C˙ = − and A˙ = +
For C˙ = − and A˙ = + we get the t plane amplitude
Aα(j)→α(k)α(k)α(k)t,−+ = −〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜++,t2− 1
2
α˜t2+−,−1d˜
−−,t1
− 1
2
α˜t1−+,−1α
′(j)i
−−,−n|0〉
−〈0|α′(k)f++,pα′(k)f−−,qα′(k)f++,rd˜+−,t2− 1
2
α˜t2−−,−1d˜
−+,t1
− 1
2
α˜t1++,−1α
′(j)i
−−,−n|0〉
(9.10.8)
Wick contracting gives
Aα(j)→α(k)α(k)α(k)t,−+ = −
(
(α
′(k)f
++,p, α
′(k)f
−−,q)(α
′(k)f
++,r, α
′(j)i
−−,−n) + (α
′(k)f
++,p, α
′(j)i
−−,−n)(α
′(k)f
−−,q, α
′(k)f
++,r)
)
(α˜t2+−,−1, α˜
t1
−+,−1)(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
−
(
(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα˜
t2
−−,−1)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα
′(j)i
−−,−n)(α˜
t2
−−,−1α˜
t1
++,−1)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t2
−−,−1α˜
t1
++,−1)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα˜
t2
−−,−1)
)
(d˜+−,t2− 1
2
d˜−+,t1− 1
2
)
(9.10.9)
Following a similar computation, the antiholomorphic t plane amplitude is given
by
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D˙ = + and B˙ = −
A¯α¯(j)→α¯(k)α¯(k)α¯(k)t¯,+− = −
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n) + (α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)
)
( ˜¯αt¯2−+,−1, ˜¯α
t¯1
+−,−1)(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)
−
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, ˜¯α
t¯2
++,−1)( ˜¯α
t¯1
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯1
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(k)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(k)f
−−,r, ˜¯α
t¯2
++,−1)
)
( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
(9.10.10)
and
D˙ = − and B˙ = +
A¯α¯(j)→α¯(k)α¯(k)α¯(k)t¯,−+ = −
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(k)f
−−,r, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯2
−−,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)
)
( ˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)
−
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)
)
( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)( ˜¯αt¯2+−,−1, ˜¯α
t¯1
−+,−1)
(9.10.11)
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9.10.2 Collecting Results
Using the four t plane amplitudes computed above, (9.10.1) and (9.10.2) become
Aα(j)→α(k)α(k)α(k)+−
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα˜
t2
−−,−1)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα
′(j)i
−−,−n)(α˜
t2
−−,−1α˜
t1
++,−1)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t2
−−,−1α˜
t1
++,−1)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα˜
t2
−−,−1)
)
(d˜++,t2− 1
2
d˜−−,t1− 1
2
)
+
(
(α
′(k)f
++,p, α
′(k)f
−−,q)(α
′(k)f
++,r, α
′(j)i
−−,−n) + (α
′(k)f
++,p, α
′(j)i
−−,−n)(α
′(k)f
−−,q, α
′(k)f
++,r)
)
(α˜t2−+,−1α˜
t1
+−,−1)(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
)
]
(9.10.12)
Aα(j)→α(k)α(k)α(k)−+
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(k)f
++,p, α
′(k)f
−−,q)(α
′(k)f
++,r, α
′(j)i
−−,−n) + (α
′(k)f
++,p, α
′(j)i
−−,−n)(α
′(k)f
−−,q, α
′(k)f
++,r)
)
(α˜t2+−,−1, α˜
t1
−+,−1)(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+
(
(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα˜
t2
−−,−1)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(k)f
−−,q)(α
′(k)f
++,rα
′(j)i
−−,−n)(α˜
t2
−−,−1α˜
t1
++,−1)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t1
++,−1α
′(j)i
−−,−n)
+(α
′(k)f
++,pα˜
t2
−−,−1)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα
′(j)i
−−,−n)
+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα
′(k)f
++,r)(α˜
t2
−−,−1α˜
t1
++,−1)
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+(α
′(k)f
++,pα
′(j)i
−−,−n)(α
′(k)f
−−,qα˜
t1
++,−1)(α
′(k)f
++,rα˜
t2
−−,−1)
)
(d˜+−,t2− 1
2
d˜−+,t1− 1
2
)
]
A¯α¯(j)→α¯(k)α¯(k)α¯(k)−+
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(k)f
−−,r, ˜¯α
t¯1
++,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯2
−−,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)
)
( ˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)
+
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n) + (α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
−−,r, α¯
′(k)f
++,q)
)
( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)( ˜¯αt¯2+−,−1, ˜¯α
t¯1
−+,−1)
]
(9.10.13)
A¯α¯(j)→α¯(k)α¯(k)α¯(k)−+
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n) + (α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)
)
( ˜¯αt¯2−+,−1, ˜¯α
t¯1
+−,−1)(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)
+
(
(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, ˜¯α
t¯2
++,−1)( ˜¯α
t¯1
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(k)f
++,q)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)
+(α¯
′(k)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯1
−−,−1, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(k)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(k)f
−−,r, α¯
′(j)i
++,−n)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, α¯
′(k)f
−−,r)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)
+(α¯
′(k)f
−−,p, α¯
′(j)i
++,−n)(α¯
′(k)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(k)f
−−,r, ˜¯α
t¯2
++,−1)
)
( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
]
(9.10.14)
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Therefore our full amplitude for α→ ααα given in (9.2.7) is
Aα→ααα(w2, w1, w¯2, w¯1)
= ǫC˙D˙ǫA˙B˙Aα(1)→α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(1)→α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+ǫC˙D˙ǫA˙B˙Aα(2)→α(1)α(1)α(1)
C˙A˙
(w2, w1)A¯α(2)→α(1)α(1)α(1)D˙B˙ (w¯2, w¯1)
+ǫC˙D˙ǫA˙B˙Aα(1)→α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(1)→α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
+ǫC˙D˙ǫA˙B˙Aα(2)→α(2)α(2)α(2)
C˙A˙
(w2, w1)A¯α(2)→α(2)α(2)α(2)D˙B˙ (w¯2, w¯1)
= − 1
2npqr
Aα(1)→α(1)α(1)α(1)+− (w2, w1)A¯α¯
(1)→α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
− 1
2npqr
Aα(1)→α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(1)→α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2npqr
Aα(2)→α(1)α(1)α(1)+− (w2, w1)A¯α¯
(2)→α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
− 1
2npqr
Aα(2)→α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(2)→α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2npqr
Aα(1)→α(2)α(2)α(2)+− (w2, w1)A¯α¯
(1)→α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2npqr
Aα(1)→α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(1)→α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1)
− 1
2npqr
Aα(2)→α(2)α(2)α(2)+− (w2, w1)A¯α¯
(2)→α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2npqr
Aα(2)→α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(2)→α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1) (9.10.15)
where the individual copy amplitudes for each charge combination are in (9.10.12),
(9.10.13), (9.10.13) and (9.10.14). We have also restored the dependence on the
cylinder twist locations and also used the fact that
Aα(j)→α(k)α(k)α(k)++ (w2, w1) = Aα
(j)→α(k)α(k)α(k)
−− (w2, w1) = A¯α¯
(j)→α¯(k)α¯(k)α¯(k)
−− (w¯2, w¯1)
= A¯α¯(j)→α¯(k)α¯(k)α¯(k)++ (w¯2, w¯1) = 0 (9.10.16)
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We also note the following copy symmetry relations between the various amplitudes
Aα(1)→α(1)α(1)α(1)
C˙A˙
(w2, w1) = Aα(2)→α(2)α(2)α(2)C˙A˙ (w2, w1)
Aα(1)→α(2)α(2)α(2)
C˙A˙
(w2, w1) = Aα(2)→α(1)α(1)α(1)C˙A˙ (w2, w1)
A¯α¯(1)→α¯(1)α¯(1)α¯(1)
D˙B˙
(w¯2, w¯1) = A¯α¯(2)→α¯(2)α¯(2)α¯(2)D˙B˙ (w¯2, w¯1)
A¯α¯(1)→α¯(2)α¯(2)α¯(2)
D˙B˙
(w¯2, w¯1) = A¯α¯(2)→α¯(1)α¯(1)α¯(1)D˙B˙ (w¯2, w¯1) (9.10.17)
9.10.3 Amplitudes for the process α→ αdd
In this subsection we compute the amplitudes for the process α→ αdd:
Aα(j)→α(j)d(j)d(j)
C˙A˙
= −e
3s sinh(∆w
2
)
8
Aα(j)→α(k)d(k)d(k)
t,C˙A˙
(9.10.18)
A¯α¯(j)→α¯(j)d¯(j)d¯(j)
D˙B˙
= −e
3s¯ sinh(∆w¯
2
)
8
A¯α¯(j)→α¯(k)d¯(k)d¯(k)
t¯,D˙B˙
(9.10.19)
The holomorphic and antiholomorphic t plane amplitudes are
Aα(j)→α(k)d(k)d(k)
t,C˙A˙
= 〈0|α′(k)f++,pd′(k)f,+−q d′(k)f,−+r G˜+,t2C˙,− 3
2
G˜−,t1
A˙,− 3
2
α
′(j)i
−−,−n|0〉
A¯α¯(j)→α¯(k)d¯(k)d¯(k)
t¯,D˙B˙
= 〈0¯|α¯′(k)f−−,pd¯′(k)f,−+q d¯′(k)f,+−r ˜¯G+,t¯2D˙,− 3
2
˜¯G−,t¯1
B˙,− 3
2
α¯
(j)i
++,−n|0¯〉
(9.10.20)
The computation is very similar to the one in the previous subsection and so we simply
record the final expressions for the generalized amplitudes and the full amplitude. The
generalized amplitudes are
Aα(j)→α(k)d(k)d(k)+−
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
++,−1, α˜
t1
−−,−1)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+(α
′(k)f
++,p, α˜
t1
−−,−1)(α˜
t2
++,−1, α
′(j)i
−−,−n)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
−+,−1, α˜
t1
+−,−1)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
)
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+(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
−+,−1, α˜
t1
+−,−1)(d
′(k)f,+−
q , d˜
−+,t1
− 1
2
)(d′(k)f,−+r , d˜
+−,t2
− 1
2
)
]
(9.10.21)
Aα(j)→α(k)d(k)d(k)−+ (w2, w1)
=
e
3
2
s sinh(∆w
2
)
8[
(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
+−,−1, α˜
t1
−+,−1)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+(α
′(k)f
++,p, α˜
t2
−−,−1)(α˜
t1
++,−1, α
′(j)i
−−,−n)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
)
+(α
′(k)f
++,p, α˜
t2
−−,−1)(α˜
t1
++,−1, α
′(j)i
−−,−n)(d
′(k)f,+−
q , d˜
−+,t1
− 1
2
)(d′(k)f,−+r , d˜
+−,t2
− 1
2
)
+(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
−−,−1, α˜
t1
++,−1)(d
′(k)f,+−
q , d
′(k)f,−+
r )(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
)
+(α
′(k)f
++,p, α
′(j)i
−−,−n)(α˜
t2
−−,−1, α˜
t1
++,−1)(d
′(k)f,+−
q , d˜
−+,t1
− 1
2
)(d′(k)f,−+r , d˜
+−,t2
− 1
2
)
]
(9.10.22)
A¯α¯(j)→α¯(k)d¯(k)d¯(k)+−
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(d¯(k)f,−+q , d¯
(k)f,+−
r )(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)− (d¯(k)f,−+q , ˜¯d+−,t¯2− 1
2
)(d¯(k)f,+−r ,
˜¯d−+,t¯1− 1
2
)
)
(α¯
(k)f
−−,p, α¯
′(j)i
++,−n)( ˜¯α
t¯2
−+,−1, ˜¯α
t¯1
+−,−1)
+
(
(α¯
(k)f
−−,p, α¯
′(j)i
++,−n)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1) + (α¯
(k)f
−−,p, ˜¯α
t¯2
++,−1)( ˜¯α
t¯1
−−,−1, α¯
′(j)i
++,−n)
)
(d¯(k)f,−+q , d¯
(k)f,+−
r )(
˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
]
(9.10.23)
A¯α¯(j)→α¯(k)d¯(k)d¯(k)−+
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
(k)f
−−,p, α¯
′(j)i
++,−n)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1) + (α¯
(k)f
−−,p, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(j)i
++,−n)
)
(
(d¯(k)f,−+q , d¯
(k)f,+−
r )(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)− (d¯(k)f,−+q , ˜¯d+−,t¯2− 1
2
)(d¯(k)f,+−r ,
˜¯d−+,t¯1− 1
2
)
)
+(α¯
(k)f
−−,p, α¯
′(j)i
++,−n)( ˜¯α
t¯2
+−,−1, ˜¯α
t¯1
−+,−1)(d¯
(k)f,−+
q , d¯
(k)f,+−
r )(
˜¯d++,t¯2− 1
2
, ˜¯d−−,t1− 1
2
)
]
(9.10.24)
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The full amplitude for α→ αdd in (9.2.7) is then
Aα→αdd(w2, w1, w¯2, w¯1)
= − 1
2np
Aα(1)→α(1)d(1)d(1)+− (w2, w1)A¯α¯
(1)→α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2np
Aα(1)→α(1)d(1)d(1)−+ (w2, w1)A¯α¯
(1)→α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
− 1
2np
Aα(2)→α(1)d(1)d(1)+− (w2, w1)A¯α¯
(2)→α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2np
Aα(2)→α(1)d(1)d(1)−+ (w2, w1)A¯α¯
(2)→α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
− 1
2np
Aα(1)→α(2)d(2)d(2)+− (w2, w1)A¯α¯
(1)→α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2np
Aα(1)→α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(1)→α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1)
− 1
2np
Aα(2)→α(2)d(2)d(2)+− (w2, w1)A¯α¯
(2)→α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2np
Aα(2)→α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(2)→α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1) (9.10.25)
where the copy amplitudes for each charge combination are given in (9.10.21), (9.10.22),
(9.10.23), and (9.10.24). We also note the following copy symmetry relations between
the various amplitudes
Aα(1)→α(1)d(1)d(1)
C˙A˙
(w2, w1) = Aα(2)→α(2)d(2)d(2)C˙A˙ (w2, w1)
Aα(1)→α(2)d(2)d(2)
C˙A˙
(w2, w1) = Aα(2)→α(1)d(1)d(1)C˙A˙ (w2, w1)
A¯α¯(1)→α¯(1)d¯(1)d¯(1)
D˙B˙
(w¯2, w¯1) = A¯α¯(2)→α¯(2)d¯(2)d¯(2)D˙B˙ (w¯2, w¯1)
A¯α¯(1)→α¯(2)d¯(2)d¯(2)
D˙B˙
(w¯2, w¯1) = A¯α¯(2)→α¯(1)d¯(1)d¯(1)D˙B˙ (w¯2, w¯1) (9.10.26)
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9.10.4 αα→ αααα
In this subsection we compute the amplitudes for the process αα→ αααα:
Aα(j)α(k)→α(l)α(l)α(l)α(l)
C˙A˙
= −e
3s sinh(∆w
2
)
8
Aα(j)α(k)→α(l)α(l)α(l)α(l)
t,C˙A˙
(9.10.27)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)α¯(l)α¯(l)
D˙B˙
= −e
3s¯ sinh(∆w¯
2
)
8
A¯α¯(j)α¯(k)→α¯(l)α¯(l)α¯(l)α¯(l)
t¯,D˙B˙
(9.10.28)
The holomorphic and antiholomorphic t plane amplitudes are
Aα(j)α(k)→α(l)α(l)α(l)α(l)
t,C˙A˙
= 〈0|α′(l)f++,pα′(l)f−−,qα′(l)f++,rα′(l)f−−,sG˜+,t2C˙,− 3
2
G˜−,t1
A˙,− 3
2
α
′(j)i
++,−n1α
′(k)i
−−,−n2|0〉
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)
t¯,D˙B˙
= 〈0¯|α¯′(l)f−−,pα¯′(l)f++,qα¯′(l)f−−,rα¯′(l)f++,s ˜¯G+,t¯2D˙,− 3
2
˜¯G−,t¯1
B˙,− 3
2
α¯
′(j)i
−−,−n1α¯
′(k)i
++,−n2|0¯〉
(9.10.29)
Again, the computation is very similar to the ones in the previous subsections and
so we simply record the final expressions for the generalized amplitudes and the full
amplitude. The generalized amplitudes are
Aα(j)α(k)→α(l)α(l)α(l)α(l)+−
=
e
3
2
s sinh(∆w
2
)
8[
(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t2
++,−1, α
′(k)i
−−,−n2)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α˜
t1
−−,−1)(α
′(l)f
−−,s, α˜
t2
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α˜
t1
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t2
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,s, α˜
t2
++,−1)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
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+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t2
++,−1, α
′(k)i
−−,−n2)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t2
++,−1)(α
′(l)f
++,r, α˜
t1
−−,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t2
++,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
++,r, α˜
t1
−−,−1)(α˜
t2
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t2
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α˜
t2
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,q)(α
′(l)f
−−,s, α˜
t2
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,q)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t2
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α˜
t2
++,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
−−,s, α˜
t2
++,−1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t2
++,−1)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α˜
t1
−−,−1)(α
′(l)f
−−,s, α˜
t2
++,−1)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α˜
t1
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t2
++,−1, α
′(l)f
−−,q)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(l)f
−−,s, α˜
t2
++,−1)(α˜
t1
−−,−1, α
′(j)i
++,−n1)
)
×(d˜++,t2− 1
2
, d˜−−,t1− 1
2
)
+
(
(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, , α
′(k)i
−−,−n2)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
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+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
)
×(d˜+−,t2− 1
2
, d˜−+,t1− 1
2
)(α˜t2−+,−1, α˜
t1
+−,−1)
]
(9.10.30)
Aα(j)α(k)→α(l)α(l)α(l)α(l)−+
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, , α
′(k)i
−−,−n2)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
)
×(d˜++,t2− 1
2
, d˜−−,t1− 1
2
)(α˜t2+−,−1, α˜
t1
−+,−1)
+
(
(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t1
++,−1, α
′(k)i
−−,−n2)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α˜
t2
−−,−1)(α
′(l)f
−−,s, α˜
t1
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α˜
t2
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t1
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,q)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,s, α˜
t1
++,−1)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t1
++,−1, α
′(k)i
−−,−n2)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t1
++,−1)(α
′(l)f
++,r, α˜
t2
−−,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t1
++,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
296
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
++,r, α˜
t2
−−,−1)(α˜
t1
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t1
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α˜
t1
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,q)(α
′(l)f
−−,s, α˜
t1
++,−1)(α
′(j)i
++,−n1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(l)f
−−,q)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t1
++,−1, α
′(k)i
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α˜
t1
++,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)f
++,r, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(j)i
++,−n1)(α
′(l)f
−−,s, α˜
t1
++,−1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α
′(l)f
−−,s)(α
′(l)f
−−,q, α˜
t1
++,−1)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α˜
t2
−−,−1)(α
′(l)f
−−,s, α˜
t1
++,−1)(α
′(l)f
−−,q, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
++,r, α˜
t2
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)(α˜
t1
++,−1, α
′(l)f
−−,q)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α˜
t1
++,−1, α˜
t2
−−,−1)(α
′(l)f
−−,s, α
′(j)i
++,−n1)
+(α
′(l)f
++,p, α
′(k)i
−−,−n2)(α
′(l)f
−−,q, α
′(l)f
++,r)(α
′(l)f
−−,s, α˜
t1
++,−1)(α˜
t2
−−,−1, α
′(j)i
++,−n1)
)
×(d˜+−,t2− 1
2
, d˜−+,t1− 1
2
)
]
(9.10.31)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)α¯(l)α¯(l)+−
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯2
++,−1, α¯
′(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
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+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)( ˜¯α
t¯2
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
++,−1α¯
′(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)( ˜¯α
t¯2
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)( ˜¯α
t¯2
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, ˜¯α
t¯2
++,−1)(α¯
′(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
++,−1, α¯
′(j)i
−−,−n1)(α¯
′(l)f
++,s, ˜¯α
t¯1
−−,−1)
)
×( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
+
(
(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
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+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
)
×( ˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)( ˜¯αt¯2−+,−1, ˜¯α
t¯1
+−,−1)
]
(9.10.32)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)α¯(l)α¯(l)−+
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
)
×( ˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)( ˜¯αt¯2+−,−1, ˜¯α
t¯1
−+,−1)
+
(
(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯1
++,−1, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,q)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)( ˜¯α
t¯1
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯1
++,−1α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
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+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)( ˜¯α
t¯1
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)(α¯
′(j)i
−−,−n1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
′(k)i
++,−n2)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
′(l)f
−−,r, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, α¯
′(l)f
++,s)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)( ˜¯α
t¯1
++,−1, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)(α¯
′(l)f
++,q, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
−−,r, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
′(l)f
++,s, α¯
′(j)i
−−,−n1)
+(α¯
′(l)f
−−,p, α¯
′(k)i
++,−n2)(α¯
′(l)f
++,q, α¯
′(l)f
−−,r)( ˜¯α
t¯1
++,−1, α¯
′(j)i
−−,−n1)(α¯
′(l)f
++,s, ˜¯α
t¯2
−−,−1)
)
×( ˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)
]
(9.10.33)
The full amplitude for αα→ αααα in (9.2.7) is then
Aαα→αααα(w2, w1, w¯2, w¯1)
= − 1
2
√
2n1n2pqrs
Aα(1)α(1)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(1)α¯(1)→α¯(1)α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(1)α(1)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(1)α¯(1)→α¯(1)α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(1)α(2)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(1)α¯(2)→α¯(1)α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
300
− 1
2
√
2n1n2pqrs
Aα(1)α(2)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(1)α¯(2)→α¯(1)α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(1)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(2)α¯(1)→α¯(1)α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(1)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(2)α¯(1)→α¯(1)α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(2)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(2)α¯(2)→α¯(1)α¯(1)α¯(1)α¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(2)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(2)α¯(2)→α¯(1)α¯(1)α¯(1)α¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(2)→α(2)α(2)α(2)α(2)+− (w2, w1)A¯α¯
(1)α¯(1)→α¯(2)α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(1)α(1)→α(2)α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(1)α¯(1)→α¯(2)α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(1)α(2)→α(2)α(2)α(2)α(2)+− (w2, w1)A¯α¯
(1)α¯(2)→α¯(2)α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(1)α(2)→α(2)α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(1)α¯(2)→α¯(2)α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(1)→α(2)α(2)α(2)α(2)+− (w2, w1)A¯α¯
(2)α¯(1)→α¯(2)α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(1)→α(2)α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(2)α¯(1)→α¯(2)α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(2)→α(2)α(2)α(2)α(2)+− (w2, w1)A¯α¯
(2)α¯(2)→α¯(2)α¯(2)α¯(2)α¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pqrs
Aα(2)α(2)→α(2)α(2)α(2)α(2)−+ (w2, w1)A¯α¯
(2)α¯(2)→α¯(2)α¯(2)α¯(2)α¯(2)
+− (w¯2, w¯1)
(9.10.34)
where the copy amplitudes for each charge combination are given in equations (9.10.30),
(9.10.31), (9.10.32), and (9.10.33).
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9.10.5 αα→ ααdd
In this subsection we compute the amplitudes for the process αα→ ααdd:
Aα(j)α(k)→α(l)α(l)d(l)d(l)
C˙A˙
= −e
3s sinh(∆w
2
)
8
Aα(j)α(k)→α(l)α(l)d(l)d(l)
t,C˙A˙
(9.10.35)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)
D˙B˙
= −e
3s¯ sinh(∆w¯
2
)
8
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)
t¯,D˙B˙
(9.10.36)
The holomorphic and antiholomorphic t plane amplitudes are
Aα(j)α(k)→α(l)α(l)d(l)d(l)
t,C˙A˙
= 〈0|α′(l)++,pα′(l)−−,qd′(l)f,+−r d′(l)f,−+s G˜+,t2C˙,− 3
2
G˜−,t1
A˙,− 3
2
α
′(j)
++,−n1α
′(k)
−−,−n2|0〉
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)
t¯,D˙B˙
= 〈0¯|α¯(l)f−−,pα¯(l)f++,qd¯(l)f,−+r d¯(l)f,+−s ˜¯G+,t¯2D˙,− 3
2
˜¯G−,t¯1
B˙,− 3
2
α¯
(j)i
−−,−n1α¯
(k)i
++,−n2|0¯〉
(9.10.37)
Again, the computation is very similar to the ones in the previous subsections and
so we simply record the final expressions for the generalized amplitudes and the full
amplitude. The generalized amplitudes are
Aα(j)α(k)→α(l)α(l)d(l)d(l)+−
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(l)f
++,p, α
′(l)
−−,q)(α˜
t2
++,−1, α˜
t1
−−,−1)(α
′(j)
++,−n1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α
′(l)
−−,q)(α˜
t2
++,−1, α
′(k)
−−,−n2)(α˜
t1
−−,−1, α
′(j)
++,−n1)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)
−−,q, α˜
t2
++,−1)(α
′(j)
++,−n1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α˜
t1
−−,−1)(α
′(l)
−−,q, α
′(j)
++,−n1)(α˜
t2
++,−1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α˜
t2
++,−1)(α˜
t1
−−,−1, α
′(j)
++,−n1)
+(α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α
′(j)
++,−n1)(α˜
t2
++,−1, α˜
t1
−−,−1)
)
(d′(l)f,+−r , d
′(l)f,−+
s )(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+
(
(α
′(l)f
++,p, α
′(l)
−−,q)(α
′(j)
++,−n1, α
′(k)
−−,−n2) + (α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α
′(j)
++,−n1)
)
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(
(d′(l)f,+−r , d
′(l)f,−+
s )(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
) + (d′(l)f,+−r , d˜
−+,t1
− 1
2
)(d′(l)f,−+s , d˜
+−,t2
− 1
2
)
)
(α˜t2−+,−1, α˜
t1
+−,−1)
]
(9.10.38)
Aα(j)α(k)→α(l)α(l)d(l)d(l)−+
=
e
3
2
s sinh(∆w
2
)
8[(
(α
′(l)f
++,p, α
′(l)
−−,q)(α˜
t2
+−,−1, α˜
t1
−+,−1)(α
′(j)
++,−n1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α
′(j)
++,−n1)(α˜
t2
+−,−1, α˜
t1
−+,−1)
)
(d′(l)f,+−r , d
′(l)f,−+
s )(d˜
++,t2
− 1
2
, d˜−−,t1− 1
2
)
+
(
(α
′(l)f
++,p, α
′(l)
−−,q)(α˜
t2
−−,−1, α˜
t1
++,−1)(α
′(j)
++,−n1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α
′(l)
−−,q)(α˜
t2
−−,−1, α
′(j)
++,−n1)(α˜
t1
++,−1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)
−−,q, α˜
t1
++,−1)(α
′(j)
++,−n1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α˜
t2
−−,−1)(α
′(l)
−−,q, α
′(j)
++,−n1)(α˜
t1
++,−1, α
′(k)
−−,−n2)
+(α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α˜
t1
++,−1)(α˜
t2
−−,−1, α
′(j)
++,−n1)
+(α
′(l)f
++,p, α
′(k)
−−,−n2)(α
′(l)
−−,q, α
′(j)
++,−n1)(α˜
t2
−−,−1, α˜
t1
++,−1)
)
(
(d′(l)f,+−r , d
′(l)f,−+
s )(d˜
+−,t2
− 1
2
, d˜−+,t1− 1
2
) + (d′(l)f,+−r , d˜
−+,t1
− 1
2
)(d′(l)f,−+s , d˜
+−,t2
− 1
2
)
)]
(9.10.39)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)+−
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
(l)f
−−,p, α¯
(l)f
++,q)(α¯
(j)i
−−,−n1, α¯
(k)i
++,−n2) + (α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)
)
(
(d¯(l)f,−+r , d¯
(l)f,+−
s )(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)− (d¯(l)f,−+r , ˜¯d+−,t¯2− 1
2
)(d¯(l)f,+−s ,
˜¯d−+,t¯1− 1
2
)
)
( ˜¯αt¯2−+,−1, ˜¯α
t¯1
+−,−1)
+
(
(α¯
(l)f
−−,p, α¯
(l)f
++,q)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)(α¯
(j)i
−−,−n1, α¯
(k)i
++,−n2)
+(α¯
(l)f
−−,p, α¯
(l)f
++,q)( ˜¯α
t¯2
++,−1, α¯
(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
(k)i
++,−n2)
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+(α¯
(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
(l)f
++,q, ˜¯α
t¯1
−−,−1)(α¯
(j)i
−−,−n1, α¯
(k)i
++,−n2)
+(α¯
(l)f
−−,p, ˜¯α
t¯2
++,−1)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)( ˜¯α
t¯1
−−,−1, α¯
(k)i
++,−n2)
+(α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)( ˜¯α
t¯2
++,−1, ˜¯α
t¯1
−−,−1)
+(α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, ˜¯α
t¯1
−−,−1)( ˜¯α
t¯2
++,−1, α¯
(j)i
−−,−n1)
)
(d¯(l)f,−+r , d¯
(l)f,+−
s )(
˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
]
(9.10.40)
A¯α¯(j)α¯(k)→α¯(l)α¯(l)d¯(l)d¯(l)−+
=
e
3
2
s¯ sinh(∆w¯
2
)
8[(
(α¯
(l)f
−−,p, α¯
(l)f
++,q)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)(α¯
(j)i
−−,−n1, α¯
(k)i
++,−n2)
+(α¯
(l)f
−−,p, α¯
(l)f
++,q)( ˜¯α
t¯2
−−,−1, α¯
(k)i
++,−n2)( ˜¯α
t¯1
++,−1, α¯
(j)i
−−,−n1)
+(α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, ˜¯α
t¯2
−−,−1)( ˜¯α
t¯1
++,−1, α¯
(j)i
−−,−n1)
+(α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, ˜¯α
t¯1
++,−1)
+(α¯
(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
(l)f
++,q, ˜¯α
t¯2
−−,−1)(α¯
(j)i
−−,−n1, α¯
(k)i
++,−n2)
+(α¯
(l)f
−−,p, ˜¯α
t¯1
++,−1)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)( ˜¯α
t¯2
−−,−1, α¯
(k)i
++,−n2)
)
(
(d¯(l)f,−+r , d¯
(l)f,+−
s )(
˜¯d+−,t¯2− 1
2
, ˜¯d−+,t¯1− 1
2
)− (d¯(l)f,−+r , ˜¯d+−,t¯2− 1
2
)(d¯(l)f,+−s ,
˜¯d−+,t¯1− 1
2
)
)
+
(
(α¯
(l)f
−−,p, α¯
(l)f
++,q)(α¯
(j)i
++,−n1, α¯
(k)i
−−,−n2) + (α¯
(l)f
−−,p, α¯
(k)i
++,−n2)(α¯
(l)f
++,q, α¯
(j)i
−−,−n1)
)
( ˜¯αt¯2+−,−1, ˜¯α
t¯1
−+,−1)(d¯
(l)f,−+
r , d¯
(l)f,+−
s )(
˜¯d++,t¯2− 1
2
, ˜¯d−−,t¯1− 1
2
)
]
(9.10.41)
The full amplitude for αα→ ααdd in (9.2.7) is then
Aαα→ααdd(w2, w1, w¯2, w¯1)
= − 1
2
√
2n1n2pq
Aα(1)α(1)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(1)α¯(1)→α¯(1)α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(1)α(1)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(1)α¯(1)→α¯(1)α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
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− 1
2
√
2n1n2pq
Aα(1)α(2)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(1)α¯(2)→α¯(1)α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(1)α(2)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(1)α¯(2)→α¯(1)α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(1)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(2)α¯(1)→α¯(1)α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(1)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(2)α¯(1)→α¯(1)α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(2)→α(1)α(1)α(1)α(1)+− (w2, w1)A¯α¯
(2)α¯(2)→α¯(1)α¯(1)d¯(1)d¯(1)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(2)→α(1)α(1)α(1)α(1)−+ (w2, w1)A¯α¯
(2)α¯(2)→α¯(1)α¯(1)d¯(1)d¯(1)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(2)→α(2)α(2)d(2)d(2)+− (w2, w1)A¯α¯
(1)α¯(1)→α¯(2)α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(1)α(1)→α(2)α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(1)α¯(1)→α¯(2)α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(1)α(2)→α(2)α(2)d(2)d(2)+− (w2, w1)A¯α¯
(1)α¯(2)→α¯(2)α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(1)α(2)→α(2)α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(1)α¯(2)→α¯(2)α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(1)→α(2)α(2)d(2)d(2)+− (w2, w1)A¯α¯
(2)α¯(1)→α¯(2)α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(1)→α(2)α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(2)α¯(1)→α¯(2)α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(2)→α(2)α(2)d(2)d(2)+− (w2, w1)A¯α¯
(2)α¯(2)→α¯(2)α¯(2)d¯(2)d¯(2)
−+ (w¯2, w¯1)
− 1
2
√
2n1n2pq
Aα(2)α(2)→α(2)α(2)d(2)d(2)−+ (w2, w1)A¯α¯
(2)α¯(2)→α¯(2)α¯(2)d¯(2)d¯(2)
+− (w¯2, w¯1)
(9.10.42)
where the copy amplitudes for each charge combination are given in equations (9.10.38),
(9.10.39), (9.10.40), and (9.10.41). Thus far we have computed all of the necessary
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amplitudes. Now we must compute all of the necessary wick contraction terms con-
tained within the amplitudes. We do this in the next section.
9.11 Wick Contraction Terms
In this section we perform all possible wick contractions that we’ll need to compute
the various amplitudes. We remind the reader of the following t-plane locations for
various copies
Copy 1 initial : t = −a
Copy 2 initial : t = −b
Copy 1 final : t =∞
Copy 2 final : t = 0 (9.11.1)
and of course t1 and t2 correspond to the t-plane images of the twist insertions. We
have G˜− at t1 and G˜+ at t2. Next we list all pairs of t-plane locations for which we
have a wick contraction between the modes located there.
∞,∞
∞, ti
∞,−a
∞,−b
0, 0
0, ti
0,−a
0,−b
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−a,−a
−b,−b
−a,−b
ti,−a
ti,−b
t1, t2 (9.11.2)
Let’s compute expressions for each type of contraction. We first record the various
boson and fermion t-plane contours below
α
′(1)f
AA˙,p
=
1
2π
∫
t=∞
dt
(t+ a)p(t+ b)p
tp
∂XAA˙(t),
α
′(2)f
AA˙,p
= − 1
2π
∫
t=0
dt
(t+ a)p(t + b)p
tp
∂XAA˙(t)
d′(1)f,+Ar =
1
2πi
∫
t=∞
dtψ+A(t)(t− t1)(t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(1)f,−Ar =
1
2πi
∫
t=∞
dtψ−A(t)(t− t2)(t+ a)r− 12 (t + b)r− 12 t−r− 12
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)(t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t2)(t+ a)r− 12 (t+ b)r− 12 t−r− 12
α
′(1)i
AA˙,−n =
1
2π
∫
t=−a
dt
tn
(t+ a)n(t+ b)n
∂XAA˙(t)
α
′(2)i
AA˙,−n =
1
2π
∫
t=−b
dt
tn
(t+ a)n(t+ b)n
∂XAA˙(t)
α˜ti
AA˙,−1 = i∂XAA˙(ti)
d˜αA,ti− 1
2
= ψαA(ti) (9.11.3)
where the minus sign around all copy two final modes comes because locally at t = 0
the map has the behavior z ∼ 1
t
and therefore reverses direction. Since there are no
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fermion modes in the initial state, we do not include their t-plane contours above.
9.11.1 Contraction between bosons at ∞ and ∞
Here we compute the contraction between two modes at t =∞ (both modes are Copy
1 final). Our boson contour is
α
′(1)f
AA˙,p
=
1
2π
∫
t=∞
dt
(t+ a)p(t+ b)p
tp
∂XAA˙(t)
=
∑
k,k′≥0
pCk
pCk′a
kbk
′
α˜AA˙,p−k−k′ (9.11.4)
where we have expanded our integrand at t = ∞ and modes natural to t = ∞ are
defined as
α˜AA˙,n =
1
2π
∫
t=∞
dttn∂XAA˙(t) (9.11.5)
The contraction is
(α
′(1)f
AA˙,p
α
′(1)f
BB˙,q
)contr.
=
∑
k,k′,j,j′≥0
pCk
pCk′
qCj
qCj′a
k+jbk
′+j′[α˜AA˙,p−k−k′, α˜BB˙,q−j−j′]
= (−ǫABǫA˙B˙)
∑
k,k′,j,j′≥0
(p− k − k′)pCkpCk′qCjqCj′ak+jbk′+j′δp−k−k′+q−j−j′,0
= (−ǫABǫA˙B˙)
∑
k,k′,j,j′≥0
(p− k − k′)pCkpCk′qCjqCp+q−k−k′−jak+jbp+q−k−j
(9.11.6)
Using
p− k − k′ + q − j − j′ = 0→ p− k − k′ + q − j = j
j′ ≥ 0→ p− k − k′ + q ≥ j
p− k − k′ > 0→ p− k > k′
k′ ≥ 0→ p > k (9.11.7)
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gives
(α
′(1)f
AA˙,p
α
′(1)f
BB˙,q
)contr. = (−ǫABǫA˙B˙)
p−1∑
k=0
p−k−1∑
k′=0
p+q−k−k′∑
j=0
(p− k − k′)pCkpCk′qCjqCp+q−k−k′−j
×ak+jbp+q−k−j
(9.11.8)
9.11.2 Contraction between bosons at ∞ and ti
Here we compute the contraction between a mode at t = ∞ (Copy 1 final) and a
mode at ti (Boson coming from G). From the above we know that the expansion at
t =∞ is
α
′(1)f
AA˙,p
=
∑
k,k′≥0
pCk
pCk′a
kbk
′
α˜AA˙,p−k−k′
=
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
kbk
′ 1
2π
∫
t=∞
dt∞tp−k−k
′
∞ ∂XA˙A(t∞) (9.11.9)
Now the contraction gives
(α
′(1)f
BB˙,p
α˜ti
CC˙,−1)contr.
= i
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
kbk
′ 1
2π
∫
t=∞
dt∞tp−k−k
′
∞ ∂XBB˙(t∞)∂XCC˙(ti)
= i
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
kbk
′ 1
2π
∫
t=∞
dt∞tp−k−k
′
∞
1
(t∞ − ti)2
= −ǫBCǫB˙C˙
p−1∑
k=0
p−k−1∑
k′=0
(p− k − k′)pCkpCk′akbk′tp−k−k′−1i (9.11.10)
Lets also expand the mode at ti around infinity. We have
α˜ti
CC˙,−1 =
1
2π
∫
ti
dt(t− ti)−1∂XCC˙(t) (9.11.11)
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Expanding around ∞ yields
α˜ti
CC˙,−1 =
∑
k≥0
tki α˜CC˙,−k−1 (9.11.12)
9.11.3 Contraction between bosons at ∞ and −a
Here we compute the contraction between a mode at t = ∞ (Copy 1 final) and a
mode at t = −a (Copy 1 initial). From the above we know that the expansion at
t =∞ is
α
′(1)f
AA˙,p
=
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
kbk
′
α˜AA˙,p−k−k′ (9.11.13)
For a mode t = −a we have the following expansion
α
′(1)i
AA˙,−n =
1
2π
∫
t=−a
dt
tn
(t+ a)n(t+ b)n
∂XAA˙(t)
=
∑
j,j′≥0
nCj
−nCj′(−a)n−j(b− a)−n−j′α˜−aAA˙,−n+j+j′ (9.11.14)
where modes natural to t = −a are defined as
α˜−a
AA˙,m
=
1
2π
∫
t=−a
dt(t+ a)m∂XAA˙(t) (9.11.15)
In order to not annihilate the local vacuum we require
−n + j + j′ < 0 → j′ < n− j
j′ ≥ 0 → j < n (9.11.16)
This gives
α
′(1)i
AA˙,−n =
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′(−a)n−j(b− a)−n−j′α˜−aAA˙,−n+j+j′ (9.11.17)
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Now we expand the mode natural to t = −a around t =∞. We have
α˜−a
AA˙,−n+j+j′ =
1
2π
∫
t=−a
dt(t+ a)−n+j+j
′
∂XAA˙(t)
=
∑
j′′≥0
−n+j+j′Cj′′aj
′′
α˜AA˙,−n+j+j′−j′′ (9.11.18)
Inserting this into the expression α
′(1)i
AA˙,−n yields
α
′(1)i
AA˙,−n =
n−1∑
j=0
n−j−1∑
j′=0
∑
j′′≥0
nCj
−nCj′−n+j+j
′
Cj′′(−a)n−j(b− a)−n−j′aj′′α˜AA˙,−n+j+j′−j′′
(9.11.19)
Now we compute the contraction
(α
′(1)f
BB˙,p
, α
′(1)i
AA˙,−n)
=
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
∑
j′′≥0
pCk
pCk′
nCj
−nCj′−n+j+j
′
Cj′′a
kbk
′
(−a)n−j(b− a)−n−j′aj′′
(α˜AA˙,p−k−k′, α˜BB˙,−n+j+j′−j′′)contr.
=
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
∑
j′′≥0
pCk
pCk′
nCj
−nCj′−n+j+j
′
Cj′′a
kbk
′
(−a)n−j(b− a)−n−j′aj′′
(−1)(p− k − k′)ǫABǫA˙B˙δp−k−k′−n+j+j′−j′′,0
= −ǫABǫA˙B˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(p− k − k′)pCkpCk′nCj−nCj′−n+j+j′Cp−k−k′−n+j+j′
(−1)n−jap−k′+j′bk′(b− a)−n−j′ (9.11.20)
Using creation and annihilation constraints on the modes indices yield
j′′ ≥ 0 → p− k − k′ − n+ j + j′ ≥ 0 → k′ ≤ p− n + j + j′ − k
k′ ≥ 0→ k ≤ p− n+ j + j′ (9.11.21)
Also, we have the additional constraint into the expression for that
k + k′ ≤ p− n + j + j′ and k + k′ ≥ 0 → j + j′ ≥ n− p → j′ ≥ n− p− j
(9.11.22)
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Inserting these constraints into the expression for (α
′(1)f
BB˙,p
, α
′(1)i
AA˙,−n) yield
(α
′(1)f
BB˙,p
α
′(1)i
AA˙,−n)contr.
= −ǫABǫA˙B˙
n−1∑
j=0
n−j−1∑
j′=max [0,n−p−j]
p−n+j+j′∑
k=0
p−n+j+j′−k∑
k′=0
(p− k − k′)pCkpCk′nCj−nCj′
−n+j+j′Cp−k−k′−n+j+j′(−1)n−jap−k′+j′bk′(b− a)−n−j′ (9.11.23)
For an initial boson on Copy 2 we just make the switch a ↔ b in for the expression
(9.11.23). This yields
(α
′(1)f
BB˙,p
, α
′(2)i
AA˙,−n)
= −ǫABǫA˙B˙
n−1∑
j=0
n−j−1∑
j′=max [0,n−p−j]
p−n+j+j′∑
k=0
p−n+j+j′−k∑
k′=0
(p− k − k′)pCkpCk′nCj−nCj′
−n+j+j′Cp−k−k′−n+j+j′(−1)n−jbp−k′+j′ak′(a− b)−n−j′ (9.11.24)
9.11.4 Contraction between bosons at ∞ and 0
Here we compute the contraction between a boson at t =∞ (Copy 1 final) and t = 0
(Copy 2 final). The expansion at t =∞ was shown to be
α
′(1)f
AA˙,p
=
∑
k,k′≥0
pCk
pCk′a
kbk
′
α˜AA˙,p−k−k′ (9.11.25)
The expansion at t = 0 is
α
′(2)f
AA˙,p
= − 1
2π
∫
t=0
dt
(t+ a)p(t+ b)p
tp
∂XAA˙(t)
= −
∑
j,j′≥0
pCj
pCj′a
p−jbp−j
′
α˜0
AA˙,j+j′−p (9.11.26)
where modes at t = 0 are defined as
α˜AA˙,n =
1
2π
∫
t=∞
dttn∂XAA˙(t) (9.11.27)
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The contraction is
(α
′(1)f
BB˙,p
, α
′(2)f
AA˙,q
)
= −
∑
k,k′,j,j′≥0
pCk
pCk′
qCj
qCj′a
q−j+kbq−j
′+k′[α˜BB˙,p−k−k′, α˜
0
AA˙,j+j′−q]
= −
∑
k,k′,j,j′≥0
pCk
pCk′
qCj
qCj′a
q−j+kbq−j
′+k′(−(p− k − k′)ǫBAǫB˙A˙δp−k−k′+j+j′−q,0)
= ǫBAǫB˙A˙
∑
k,k′,j≥0
(p− k − k′)pCkpCk′qCjqCq−p−j+k+k′aq−j+kbp+j−k (9.11.28)
Constraints on indices give
(α
′(1)f
BB˙,p
, α
′(2)f
AA˙,q
)
= ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
q−p+k+k′∑
j=0
(p− k − k′)pCkpCk′qCjqCq−p−j+k+k′aq−j+kbp+j−k
(9.11.29)
Similarly, for the other combination we have
(α
′(2)f
BB˙,p
, α
′(1)f
AA˙,q
) = ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
q−p+k+k′∑
j=0
(p− k − k′)pCkpCk′qCjqCq−p−j+k+k′
×ap+j−kbq−j+k
(9.11.30)
9.11.5 Contraction between bosons at −a and −a
Here we compute the contraction between two bosons both at t = −a (Both Copy 1
initial). Using the expansions recorded in (9.11.17) we have the contraction
(α
′(1)i
BB˙,−n1, α
′(1)i
AA˙,−n2)
=
∑
j,j′,j′′,j′′′=0
n1Cj
−n1Cj′n2Cj′′−n2Cj′′′(−a)n1+n2−j−j′′(b− a)−n1−n2−j′−j′′′
(α˜−a
BB˙,−n1+j+j′, α˜
−a
AA˙,−n2+j′′+j′′′)
=
∑
j,j′,j′′,j′′′=0
n1Cj
−n1Cj′n2Cj′′−n2Cj′′′(−a)n1+n2−j−j′′(b− a)−n1−n2−j′−j′′′
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(−(−n1 + j + j′)ǫBAǫB˙A˙)δ−n1−n2+j+j′+j′′+j′′′,0
= −ǫBAǫB˙A˙
∑
j,j′,j′′,j′′′=0
(n2 − j′′ − j′′′)n1Cn1+n2−j′−j′′−j′′′−n1Cj′n2Cj′′−n2Cj′′′
(−a)j′+j′′′(b− a)−n1−n2−j′−j′′′ (9.11.31)
We have the following constraints on the mode indices
j = n1 + n2 − j′ − j′′ − j′′′
−n2 + j′′ + j′′′ < 0→ j′′′ < n2 − j′′
j′′′ ≥ 0→ j′′ < n2
j ≥ 0→ n1 + n2 − j′ − j′′ − j′′′ ≥ 0→ n1 + n2 − j′′ − j′′′ ≥ j′
(9.11.32)
Therefore the contraction becomes
(α
′(1)i
BB˙,−n1 , α
′(1)i
AA˙,−n2)
= −ǫBAǫB˙A˙
n2−1∑
j′′=0
n2−j′′−1∑
j′′′=0
n1+n2−j′′−j′′′∑
j′=0
(n2 − j′′ − j′′′)n1Cn1+n2−j′−j′′−j′′′
−n1Cj′n2Cj′′−n2Cj′′′(−a)j′+j′′′(b− a)−n1−n2−j′−j′′′ (9.11.33)
For both excitations on Copy 2 (t = −b) we make the switch a↔ b
(α
′(2)i
BB˙,−n1 , α
′(2)i
AA˙,−n2)
= −ǫBAǫB˙A˙
n2−1∑
j′′=0
n2−j′′−1∑
j′′′=0
n1+n2−j′′−j′′′∑
j′=0
(n2 − j′′ − j′′′)n1Cn1+n2−j′−j′′−j′′′
−n1Cj′n2Cj′′−n2Cj′′′(−b)j′+j′′′(a− b)−n1−n2−j′−j′′′ (9.11.34)
For one excitation on copy 1 and another on copy 2 we must expand one of the
copies around the other one. Lets first expand copy 2 around copy 1. We have
α
′(2)i
AA˙,−n =
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′(−b)n−j(a− b)−n−j′α˜−bAA˙,−n+j+j′ (9.11.35)
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α˜−b
AA˙,−n+j+j′ =
1
2π
∫
t=−b
dt(t + b)−n+j+j
′
∂XAA˙(t) (9.11.36)
Expanding the integrand around t = −a we have
(t + b)−n+j+j
′
= (t+ a+ b− a)−n+j+j′
=
∑
j′′≥0
−n+j+j′Cj′′(b− a)−n+j+j′−j′′(t+ a)j′′ (9.11.37)
Inserting this into the above yields
α
′(2)i
AA˙,−n
= −
n−1∑
j=0
n−j−1∑
j′=0
∑
j′′≥0
nCj
−nCj′−n+j+j
′
Cj′′(−b)n−j(a− b)−n−j′(b− a)−n+j+j′−j′′α˜−aAA˙,j′′
(9.11.38)
Where the minus comes because we have reversed the direction of the contour when
expanding around t = −a. Our contraction becomes
(α
′(2)i
BB˙,−n1, α
′(1)i
AA˙,−n2)
= −
n1−1∑
j=0
n1−j−1∑
j′=0
∑
j′′≥0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
n1Cj
−n1Cj′
−n1+j+j′Cj′′
n2Cj′′′
−n2Cj′′′′
(−b)n1−j(a− b)−n1−j′(b− a)−n1+j+j′−j′′(−a)n2−j′′′(b− a)−n2−j′′′′
[α˜−a
AA˙,j′′
α˜−a
AA˙,−n2+j′′′+j′′′′ ]
= −
n1−1∑
j=0
n1−j−1∑
j′=0
∑
j′′≥0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
n1Cj
−n1Cj′−n1+j+j
′
Cj′′
n2Cj′′′
−n2Cj′′′′
(−b)n1−j(a− b)−n1−j′(b− a)−n1+j+j′−j′′(−a)n2−j′′′(b− a)−n2−j′′′′
(−j′′ǫBAǫB˙A˙δj′′−n2+j′′′+j′′′′,0)
= ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′(−b)n1−j(a− b)−n1−j′
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(b− a)−n1+j+j′−(n2−j′′′−j′′′′)(−a)n2−j′′′(b− a)−n2−j′′′′
= ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′
(−b)n1−j(a− b)−n1−j′(b− a)−n1−2n2+j+j′+j′′′(−a)n2−j′′′
= ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′
(−b)n1−j(a− b)−n1−j′(b− a)−n1−2n2+j+j′+j′′′(−a)n2−j′′′
(9.11.39)
For the other combination, we make the switch a and b
(α
′(1)i
BB˙,−n1, α
′(2)i
AA˙,−n2) = ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′
(−a)n1−j(b− a)−n1−j′(a− b)−n1−2n2+j+j′+j′′′(−b)n2−j′′′
(9.11.40)
Because of Copy symmetry we have the relations
(α
′(1)i
BB˙,−n1, α
′(1)i
AA˙,−n2) = (α
′(2)i
BB˙,−n1, α
′(2)i
AA˙,−n2)
(α
′(1)i
BB˙,−n1, α
′(2)i
AA˙,−n2) = (α
′(2)i
BB˙,−n1, α
′(1)i
AA˙,−n2)
(α
′(1)i
BB˙,−n1, α
′(1)i
AA˙,−n2) = −(α
′(1)i
BB˙,−n1, α
′(2)i
AA˙,−n2) (9.11.41)
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9.11.6 Contraction between bosons at 0 and 0
Here we compute the contraction of two modes at t = 0 (Both Copy 2 final). From
(9.11.26) we have the expansion
α
′(2)f
AA˙,p
= −
∑
j,j′≥0
pCj
pCj′a
p−jbp−j
′
α˜0
AA˙,j+j′−p (9.11.42)
We also note that when we perform the wick contraction with another Copy 2
final mode, the outer mode on the cylinder gets mapped to the inner mode in the t
plane, again because of the behavior of the map. The larger |z| is, the smaller |t| is.
We have:
(α
′(2)f
BB˙,p
, α
′(2)f
AA˙,q
) =
∑
j,j′,k,k′≥0
qCj
qCj′
pCk
pCk′a
p+q−j−kbp+q−j
′−k′[α˜0
AA˙,j+j′−q, α˜
0
BB˙,k+k′−p]
=
∑
j,j′,k,k′≥0
qCj
qCj′
pCk
pCk′a
p+q−j−kbp+q−j
′−k′
(−(j + j′ − q)ǫABǫA˙B˙δj+j′−q+k+k′−p,0)
= −ǫABǫA˙B˙
∑
j,k,k′≥0
(p− k − k′)pCkpCk′qCjqCp+q−j−k−k′ap+q−j−kbj+k
(9.11.43)
Applying constraints on the sums yields
k + k′ − p < 0→ k′ < p− k
k′ ≥ 0→ k < p
j′ = p+ q − k − k − j
j′ ≥ 0→ p+ q − k − k′ ≥ j (9.11.44)
Implementing these changes yield
(α
′(2)f
BB˙,p
, α
′(2)f
AA˙,q
) = −ǫABǫA˙B˙
p−1∑
k=0
p−k−1∑
k′=0
p+q−k−k′∑
j=0
(p− k − k′)pCkpCk′qCjqCp+q−j−k−k′
317
ap+q−j−kbj+k
(9.11.45)
9.11.7 Contraction between bosons at 0 and ti
Here we compute the contraction between a mode at t = 0 (Copy 2 final) and a mode
at t = ti where i = 1, 2. Let’s expand the mode that is around t = 0 around ti (Boson
coming from G). First we have the expansion
α
′(2)f
AA˙,p
= −
∑
k,k′≥0
pCk
pCk′a
p−kbp−k
′
α˜0
AA˙,k+k′−p (9.11.46)
To not annihilate the local vacuum requires
k + k′ − p < 0→ k′ < p− k
k′ ≥ 0→ k < p (9.11.47)
Implementing these constraints yield
α
′(2)f
AA˙,p
= −
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
p−kbp−k
′
α˜0
AA˙,k+k′−p (9.11.48)
We now from previous cases that the mode expansion at t = 0 is
α˜0
AA˙,k+k′−p =
1
2π
∫
dttk+k
′−p∂XAA˙(t) (9.11.49)
Let’s expand the above integrand around t = ti
tk+k
′−p = (t− ti + ti)k+k′−p
= tk+k
′−p
i (1 + t
−1
i (t− ti))k+k
′−p
=
∑
l≥0
k+k′−pClt
k+k′−p−l
i (t− ti)l (9.11.50)
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Where modes natural to ti, i = 1, 2 are defined as
α˜ti
AA˙,n
=
1
2π
∫
dt(t− ti)n∂XAA˙(t) (9.11.51)
Inserting the above expansion into our contour yields
α
′(2)f
AA˙,p
=
p−1∑
k=0
p−k−1∑
k′=0
∑
l≥0
pCk
pCk′
k+k′−pClap−kbp−k
′
tk+k
′−p−l
i α˜
ti
AA˙,l
(9.11.52)
where the minus sign again comes from reversing the contour. Since there was already
a minus there, an additional minus sign gives an overall plus sign. Now computing
the wick contraction we have:
(α
′(2)f
BB˙,p
, α˜ti
AA˙,−1) =
p−1∑
k=0
p−k−1∑
k′=0
∑
l≥0
pCk
pCk′
k+k′−pClap−kbp−k
′
tk+k
′−p−l
i [α˜
ti
BB˙,l
, α˜ti
AA˙,−1]
=
p−1∑
k=0
p−k−1∑
k′=0
∑
l≥0
pCk
pCk′
k+k′−pClap−kbp−k
′
tk+k
′−p−l
i (−ǫB˙A˙ǫBAlδl−1,0)
= −ǫB˙A˙ǫBA
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′
k+k′−pC1ap−kbp−k
′
tk+k
′−p−1
i
= −ǫB˙A˙ǫBA
p−1∑
k=0
p−k−1∑
k′=0
(k + k′ − p)pCkpCk′ap−kbp−k′tk+k′−p−1i (9.11.53)
9.11.8 Contraction between bosons at 0 and −a
Here we compute the contraction between a mode at t = 0 (Copy 2 final) and t = −a
(Copy 1 initial). The expansion for Copy 2 final is
α
′(2)f
AA˙,p
= −
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′a
p−kbp−k
′
α˜0
AA˙,k+k′−p (9.11.54)
and Copy 1 initial is
α
′(1)i
AA˙,−n =
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′(−a)n−j(b− a)−n−j′α˜−aAA˙,−n+j+j′ (9.11.55)
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We’ll do the computation for Copy 1 initial and then note that the result for Copy
2 initial can be obtained simply making the switch a ↔ b. Proceeding, we’d like to
expand the contour circling t = 0 around t = −a so we have
α˜0
AA˙,k+k′−p =
1
2π
∫
t=0
dttk+k
′−p∂XAA˙(t) (9.11.56)
Expanding the integrand around t = −a yields
tk+k
′−p =
∑
l≥0
k+k′−pCl(−a)k+k′−p−l(t+ a)l (9.11.57)
Inserting this into the above contour yields
α˜0
AA˙,k+k′−p = −
∑
l≥0
k+k′−pCl(−a)k+k′−p−lα˜−aAA˙,l (9.11.58)
where the minus sign comes from reversing the direction of the contour. Therefore
α′(2)f becomes
α
′(2)f
AA˙,p
=
p−1∑
k=0
p−k−1∑
k′=0
∑
l≥0
pCk
pCk′
k+k′−pCl(−a)k+k′−p−lap−kbp−k′α˜−aAA˙,l (9.11.59)
Now computing the wick contraction, we have
(α
′(2)f
BB˙,p
, α
′(1)i
AA˙,−n) =
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
∑
l≥0
pCk
pCk′
k+k′−pClnCj−nCj′
(−a)n−j+k+k′−p−lap−k(b− a)−n−j′bp−k′[α˜−a
BB˙,l
, α˜−a
AA˙,−n+j+j′]
=
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
∑
l≥0
pCk
pCk′
k+k′−pCl
nCj
−nCj′(−a)n−j+k+k′−p−lap−k(b− a)−n−j′bp−k′
(−lǫBAǫB˙A˙δl−n+j+j′,0)
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= −ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(n− j − j′)pCkpCk′k+k′−pCn−j−j′
nCj
−nCj′(−a)j′+k+k′−pap−kbp−k′(b− a)−n−j′
= −ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(n− j − j′)pCkpCk′k+k′−pCn−j−j′
nCj
−nCj′(−1)p+j′+k+k′aj′+k′bp−k′(b− a)−n−j′ (9.11.60)
To give the contraction with a Copy 2 initial state we switch a and b in the above
expression giving.
(α
′(2)f
BB˙,p
, α
′(2)i
AA˙,−n) = −ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(n− j − j′)pCkpCk′k+k′−pCn−j−j′
nCj
−nCj′(−1)p+j′+k+k′bj′+k′ap−k′(a− b)−n−j′ (9.11.61)
9.11.9 Contraction between bosons at t1, t2
Here we compute the contraction between modes at t1 (Boson from G
−) and t2 (Boson
from G+). We have
(α˜t2
CC˙,−1α˜
t1
AA˙,−1)contr. = i∂XCC˙(t2)i∂XAA˙(t1)
= −ǫCAǫC˙A˙
1
(t2 − t1)2 (9.11.62)
9.11.10 Contraction between bosons at ti and −a
Here we compute the contraction between a mode at ti (Boson from G) and t = −a
(Copy 1 initial). As we have seen, the expansion for a Copy 1 initial boson is
α
′(1)i
AA˙,−n =
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′(−a)n−j(b− a)−n−j′α˜−aAA˙,−n+j+j′ (9.11.63)
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Now the modes natural to the point t = −a
α˜−a
AA˙,−n+j+j′ =
1
2π
∫
t=−a
dt(t+ a)−n+j+j
′
∂XAA˙(t) (9.11.64)
We want to expand these modes around t = ti. Expanding the integrand yields.
(t+ a)−n+j+j
′
= (t− ti + ti + a)−n+j+j′
=
∑
k≥0
−n+j+j′Ck(ti + a)−n+j+j
′−k(t− ti)k (9.11.65)
Therefore
α
′(1)i
AA˙,−n = −
n−1∑
j=0
n−j−1∑
j′=0
∑
k≥0
nCj
−nCj′
−n+j+j′Ck(−a)n−j(b− a)−n−j′(ti + a)−n+j+j′−kα˜tiAA˙,k
(9.11.66)
Where the minus sign comes from reversing the direction of the contour. Therefore
we have
(α˜ti
CC˙,−1α
′(1)i
AA˙,−n)contr. = −
n−1∑
j=0
n−j−1∑
j′=0
∑
k≥0
nCj
−nCj′
−n+j+j′Ck(−a)n−j(b− a)−n−j′
(ti + a)
−n+j+j′−k[α˜ti
AA˙,k
, α˜ti
CC˙,−1]
= −
n−1∑
j=0
n−j−1∑
j′=0
∑
k≥0
nCj
−nCj′
−n+j+j′Ck(−a)n−j(b− a)−n−j′
(ti + a)
−n+j+j′−k(−kǫCAǫC˙A˙δk−1,0)
= ǫCAǫC˙A˙
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′
−n+j+j′C1(−a)n−j(b− a)−n−j′
(ti + a)
−n+j+j′−1 (9.11.67)
For contractions between modes located at ti and −b we just make the following
switch in the above equation a↔ b. This yields
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(α˜ti
CC˙,−1α
′(2)i
AA˙,−n)
= ǫCAǫC˙A˙
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′−n+j+j
′
C1(−b)n−j(a− b)−n−j′(ti + b)−n+j+j′−1
(9.11.68)
9.11.11 Contraction between fermions at ∞ and ∞
Here we compute the contraction between two fermions at t =∞ (Both Copy 1). Lets
write the mode expansions for the fermions at t =∞. We begin with the contours
d′(1)f,+Ar =
1
2πi
∫
|t|=∞
dtψ+A(t)(t− t1)(t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(1)f,−Ar =
1
2πi
∫
|t|=∞
dtψ+A(t)(t− t2)(t+ a)r− 12 (t+ b)r− 12 t−r− 12 (9.11.69)
Expanding the integrands, we have
(t + a)r−
1
2 = tr−
1
2 (1 + at−1)r−
1
2
=
∑
k≥0
r− 1
2Cka
ktr−k−
1
2 (9.11.70)
and similarly
(t+ b)r−
1
2 =
∑
k′≥0
r− 1
2Ck′b
k′tr−k
′− 1
2 (9.11.71)
Inserting these expansions into the contour we get for the + charge
d′(1)f,+Ar =
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
d˜+Ar−k−k′ −
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
t1d˜
+A
r−k−k′−1
=
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
d˜+Ar−k−k′ +
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
t2d˜
+A
r−k−k′−1
(9.11.72)
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and similarly for the − charge
d′(1)f,−Ar =
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbkd˜−Ar−k−k′ −
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbkt2d˜
−A
r−k−k′−1
(9.11.73)
Therefore our contraction becomes
(d′(1)f,+−q , d
′(1)f,−+
r )
=
( ∑
j,j′≥0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
d˜+−q−j−j′ +
∑
j,j′≥0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t2d˜
+−
q−j−j′−1,
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
d˜−+r−k−k′ −
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
t2d˜
−+
r−k−k′−1
)
=
∑
j,j′≥0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′{d˜+−q−j−j′, d˜−+r−k−k′}
−
∑
j,j′≥0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2{d˜+−q−j−j′, d˜−+r−k−k′−1}
+
∑
j,j′≥0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2{d˜+−q−j−j′−1, d˜−+r−k−k′}
−
∑
j,j′≥0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t22{d˜+−q−j−j′−1, d˜−+r−k−k′−1}
(9.11.74)
First we impose constraints on the j, j′ sums. Since they are acting from the left they
should be annihilation operators. This yields
q − j − j′ > 0 → q − j > j′
j′ ≥ 0 → q > j
q − j − j′ − 1 > 0 → q − j − 1 > j′
j′ ≥ 0 → q − 1 > j (9.11.75)
Implementing these constraints yield
(d′(1)f,+−q , d
′(1)f,−+
r )
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=⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′{d˜+−q−j−j′, d˜−+r−k−k′}
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2{d˜+−q−j−j′, d˜−+r−k−k′−1}
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2{d˜+−q−j−j′−1, d˜−+r−k−k′}
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t22{d˜+−q−j−j′−1, d˜−+r−k−k′−1}
(9.11.76)
Where ⌊x⌋ is the floor function which takes the lowest integer value for a number x.
We do this because q, r are half integer since we are in the NS sector on the cylinder.
Evaluating the anticommutation relations yield
(d′(1)f,+−q , d
′(1)f,−+
r )
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′(−ǫ+−ǫ−+δq−j−j′+r−k−k′,0)
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2(−ǫ+−ǫ−+δq−j−j′+r−k−k′−1,0)
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t2(−ǫ+−ǫ−+δq−j−j′+r−k−k′−1)
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
∑
k,k′≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Ck′a
j+kbj
′+k′t22(−ǫ+−ǫ−+δq−j−j′+r−k−k′−2)
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−kaj+kbq+r−j−k
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
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−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−2aj+kbq+r−j−k−2t22
(9.11.77)
and
(d′(1)f,−+q , d
′(1)f,+−
r )
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−kaj+kbq+r−j−k
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−2aj+kbq+r−j−k−2t22
(9.11.78)
For the Ramond sector we shift our modes according to (9.9.14)
(d′(1)f,+−q , d
′(1)f,−+
r )
=
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−kaj+kbq+r−j−k
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−k−1aj+kbq+r−j−k−1t2
+
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−2∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−2∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−k−2aj+kbq+r−j−k−2t22
(9.11.79)
326
and
(d′(1)f,−+q , d
′(1)f,+−
r )
=
q∑
j=0
q−j∑
j′=0
q+r−j−j′∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−kaj+kbq+r−j−k
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−2∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−k−2aj+kbq+r−j−k−2t22
(9.11.80)
9.11.12 Contraction between fermions at ∞ and ti
Here we compute the contraction between a fermion at t =∞ (Copy 1 initial) and ti
(Fermion from G). First we record the mode expansion at t =∞
d′(1)f,+Ar =
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
d˜+Ar−k−k′ +
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbk
′
t2d˜
+A
r−k−k′−1
d′(1)f,−Ar =
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbkd˜−Ar−k−k′ −
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
kbkt2d˜
−A
r−k−k′−1
(9.11.81)
We want to expand the mode at ti around t =∞. We have
d˜αA,ti− 1
2
=
1
2πi
∫
ti
dt(t− ti)−1ψαA(t)
=
∑
k≥0
tki d˜
αA
−k− 1
2
(9.11.82)
Therefore the wick contraction becomes
(d′(1)f,−+r , d˜
+−,t2
− 1
2
)
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=
( ⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
d˜−+q−j−j′
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t2d˜
−+
q−j−j′−1,
∑
k≥0
tk2 d˜
+−
−k− 1
2
)
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
∑
k≥0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
tk2(−ǫ−+ǫ+−δq−j−j′−k− 1
2
)
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
∑
k≥0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
tk+12 (−ǫ−+ǫ+−δq−j−j′−k− 3
2
)
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
2 −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
2
(9.11.83)
where we’ve specified the mode t2 because it will aways carry a + R charge and will
thus only contract with a − R charge. Similarly for the other charge combination we
have
(d′(1)f,+−q , d˜
−+,t1
− 1
2
)
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
1 −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t1t
q−j−j′− 3
2
1
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
1 −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
1
(9.11.84)
where we have specified the mode at t1 for similar reasons. Writing the above con-
tractions in the R sector we again shift our mode indices according to (9.9.14)
(d′(1)f,−+r , d˜
+−,t2
− 1
2
)
=
r∑
j=0
r−j∑
j′=0
rCj
rCj′a
jbj
′
tr−j−j
′
2 −
r−1∑
j=0
r−j−1∑
j′=0
rCj
rCj′a
jbj
′
tr−j−j
′
2
(9.11.85)
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For the other charge combination we have
(d′(1)f,+−q , d˜
−+,t1
− 1
2
)
=
q−1∑
j=0
q−j−1∑
j′=0
q−1Cjq−1Cj′ajbj
′
tq−j−j
′−1
1 −
q−2∑
j=0
q−j−2∑
j′=0
q−1Cjq−1Cj′ajbj
′
tq−j−j
′−1
1
(9.11.86)
9.11.13 Contraction between fermions at 0 and 0
Here compute the contraction between two fermions at t = 0 (Both Copy 2 final).
We expand both + and − charge fermions at t = 0. We begin with
d′(2)f,+Ar = −
1
2πi
∫
t=0
dtψ+A(t)(t− t1)(t+ a)r− 12 (t+ b)r− 12 t−r− 12
d′(2)f,−Ar = −
1
2πi
∫
t=0
dtψ−A(t)(t− t2)(t+ a)r− 12 (t+ b)r− 12 t−r− 12 (9.11.87)
We expand the integrands around t = 0
(t + a)r−
1
2 =
∑
j≥0
r− 1
2Cja
r−k− 1
2 tj
(t+ b)r−
1
2 =
∑
j≥0
r− 1
2Cjb
r−k− 1
2 tj (9.11.88)
Inserting these expansions in the above contours yield the mode expansions
d′(2)f,+Ar = −(
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜+A,0j+j′−r+1
−
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t1d˜
+A,0
j+j′−r)
= (
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜+A,0j+j′−r+1
+
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2d˜
+A,0
j+j′−r)
d′(2)f,−Ar = −(
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜−A,0j+j′−r+1
−
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2d˜
−A,0
j+j′−r) (9.11.89)
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where in the second equality in the second term we’ve made the replacement t1 = −t2.
Now when we compute the contraction the outer fermion on the cylinder will map
to the inner fermion on the t plane. This time however there will be an additional
minus sign because fermions anticommute. Our contraction becomes
(d′(2)f,+Bq , d
′(2)f,−A
r )
= −
( ∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
r−k− 1
2 br−k
′− 1
2 d˜−A,0k+k′−r+1
−
∑
k,k′≥0
r− 1
2Ck
r− 1
2Ck′a
r−k− 1
2 br−k
′− 1
2 t2d˜
−A,0
k+k′−r,∑
j,j′≥0
q− 1
2Cj
q− 1
2Cj′a
q−j− 1
2 bq−j
′− 1
2 d˜+B,0j+j′−q+1
+
∑
j,j′≥0
q− 1
2Cj
q− 1
2Cj′a
q−j− 1
2 bq−j
′− 1
2 t2d˜
+B,0
j+j′−q
)
= −
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1{d˜−A,0k+k′−r+1,0, d˜+B,0j+j′−q+1}
−
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t2{d˜−A,0k+k′−r+1, d˜+B,0j+j′−q}
+
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t2{d˜−A,0k+k′−r, d˜+B,0j+j′−q+1}
+
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t22{d˜−A,0k+k′−r, d˜+B,0j+j′−q}
= −
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1
(−ǫ−+ǫABδk+k′−r+1+j+j′−q+1,0)
−
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t2
(−ǫ−+ǫABδk+k′−r+1+j+j′−q,0)
+
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t2
(−ǫ−+ǫABδk+k′−r+j+j′−q+1,0)
+
∑
k,k′,j,j′≥0
r− 1
2Ck
r− 1
2Ck′
q− 1
2Cj
q− 1
2Cj′a
q+r−j−k−1bq+r−j
′−k′−1t22
(−ǫ−+ǫABδk+k′−r+j+j′−q,0)
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= ǫAB
∑
j,j′,k≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
ǫAB
∑
j,j′,k≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
−ǫAB
∑
j,j′,k≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1a
q+r−j−k−1bk+jt2
−ǫAB
∑
j,j′,k≥0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22 (9.11.90)
Imposing constraints on the indices we have
Term 1 : j + j′ − q + 1 < 0→ j′ < q − j − 1
j′ ≥ 0→ j < q − 1
k′ = q + r − j − j′ − k − 2
k′ ≥ 0→ k ≤ q + r − j − j′ − 2
Term 2 : j + j′ − q < 0→ j′ < q − j
j′ ≥ 0→ j < q
k′ = q + r − j − j′ − k − 1
k′ ≥ 0→ k ≤ q + r − j − j′ − 1
Term 3 : j + j′ − q + 1 < 0→ j′ < q − j − 1
j′ ≥ 0→ j < q − 1
k′ = q + r − j − j′ − k − 1
k′ ≥ 0→ k ≤ q − r − j − j′ − 1
Term 4 : j + j′ − q < 0→ j′ < q − j
j′ ≥ 0→ j < q
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k′ = q + r − j − j′ − k
k′ ≥ 0→ k ≤ q + r − j − j′ (9.11.91)
Implementing these constraints and taking the charge combination B = − and A = +
yield the expression
(d′(2)f,+−q , d
′(2)f,−+
r )
= −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22
(9.11.92)
and similarly
(d′(2)f,−+q , d
′(2)f,+−
r )
= −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22(9.11.93)
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Mapping to the Ramond sector we shift our variables appropriately according to
(9.9.14). This gives
(d′(2)f,+−q , d
′(2)f,−+
r )
= −
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−2∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−2aq+r−j−k−1bk+j+1
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−kaq+r−j−k−1bj+k−1t22 (9.11.94)
and
(d′(2)f,−+q , d
′(2)f,+−
r )
= −
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−2∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′∑
k=0
qCj
qCj′
r−1Ck
r−1Cq+r−j−j′−ka
q+r−j−k−1bj+k−1t22 (9.11.95)
Because of copy symmetry we have the relations
(d′(1)f,−+q , d
′(1)f,+−
r ) = (d
′(2)f,−+
q , d
′(2)f,+−
r ) (9.11.96)
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9.11.14 Contraction between fermions at 0 and ti
Here we compute the contraction between a point at t = 0 (Copy 2 final) and ti
(Fermion from G). We record the fermion expansions at t = 0 below
d′(2)f,+Ar = −(
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜+A,0j+j′−r+1
−
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t1d˜
+A,0
j+j′−r)
d′(2)f,−Ar = −(
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜−A,0j+j′−r+1
−
∑
j,j′≥0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2d˜
−A,0
j+j′−r) (9.11.97)
In order to not annihilate the local vacuum, we must require that the mode indices
obey the following relations
d′(2)f,+Ar , d
′(2)f,−A
r : Term 1 : j + j
′ − r + 1 < 0→ j′ < r − j − 1
j′ ≥ 0→ j < r − 1
Term 2 : j + j′ − r < 0→ j′ < r − j
j′ ≥ 0→ j < r (9.11.98)
Implementing these changes yield
d′(2)f,+Ar = −(
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜+A,0j+j′−r+1
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t1d˜
+A,0
j+j′−r)
d′(2)f,−Ar = −(
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 d˜−A,0j+j′−r+1
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2d˜
−A,0
j+j′−r) (9.11.99)
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We want to expand each of these modes around t = ti. We first write modes natural
to t = 0 as
d˜−A,0n =
1
2πi
∫
dttn−
1
2ψ−A(t) (9.11.100)
Expanding the integrand around t = ti gives
tn−
1
2 = (t− ti + ti)n− 12
= t
n− 1
2
i (1 + t
−1
i (t− ti))n−
1
2
=
∑
l≥0
n− 1
2Clt
n− 1
2
−l
i (t− ti)l (9.11.101)
Inserting these modes into the expansions above yield
d′(2)f,+Ar =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
∑
l≥0
r− 1
2Cj
r− 1
2Cj′
j+j′−r+ 1
2Cla
r−j− 1
2 br−j
′− 1
2 t
j+j′−r−l+ 1
2
i d˜
+A,ti
l+ 1
2
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r− 1
2Cla
r−j− 1
2 br−j
′− 1
2 t1t
j+j′−r−l− 1
2
i d˜
+A,ti
l+ 1
2
d′(2)f,−Ar =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
∑
l≥0
r− 1
2Cj
r− 1
2Cj′
j+j′−r+ 1
2Cla
r−j− 1
2 br−j
′− 1
2 t
j+j′−r−l+ 1
2
i d˜
−A,ti
l+ 1
2
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r− 1
2Cla
r−j− 1
2 br−j
′− 1
2 t2t
j+j′−r−l− 1
2
i d˜
−A,ti
l+ 1
2
(9.11.102)
Where the minus sign comes from reversing the direction contour. Now we compute
the contraction with the mode at t = ti. We have
(d′(2)f,+Br , d˜
−A,ti
− 1
2
) =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r+ 1
2Cla
r−j− 1
2 br−j
′− 1
2 t
j+j′−r−l+ 1
2
i
{d˜+B,ti
l+ 1
2
, d˜−A,ti− 1
2
}
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r− 1
2Cla
r−j− 1
2 br−j
′− 1
2 t1t
j+j′−r−l− 1
2
i
{d˜+B,ti
l+ 1
2
, d˜−A,ti− 1
2
}
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=⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r+ 1
2Cla
r−j− 1
2 br−j
′− 1
2 t
j+j′−r−l+ 1
2
i
(−ǫ+−ǫBAδl,0)
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′
j+j′−r− 1
2Cla
r−j− 1
2 br−j
′− 1
2 t1t
j+j′−r−l− 1
2
i
(−ǫ+−ǫBAδl,0)
= ǫBA
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
i
−ǫBA
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t1t
j+j′−r− 1
2
i
(9.11.103)
Picking B = − and A = + yields and selecting t1 yields
(d′(2)f,+−r , d˜
−+,t1
− 1
2
) =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
i
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t1t
j+j′−r− 1
2
i
(9.11.104)
Similarly, for the other charge combination we have and selecting t2 yields
(d′(2)f,−Br , d˜
+A,t2
− 1
2
) = −ǫBA
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
i
+ǫBA
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2t
j+j′−r− 1
2
i
(9.11.105)
Picking B = + and A = − and picking t2 yields
(d′(2)f,−+r , d˜
+−,t2
− 1
2
) =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
i
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−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t2t
j+j′−r− 1
2
i
(9.11.106)
For the Ramond sector we shift our mode indices according to (9.9.14)
(d′(2)f,+−r , d˜
−+,t1
− 1
2
) =
r−2∑
j=0
r−j−2∑
j′=0
r−1Cjr−1Cj′ar−j−1br−j
′−1tj+j
′−r+1
1
−
r−1∑
j=0
r−j−1∑
j′=0
r−1Cj
r−1Cj′a
r−j−1br−j
′−1tj+j
′−r+1
1
(9.11.107)
Similarly for the other charge combination we have
(d′(2)f,−+r , d˜
+−,t2
− 1
2
) =
r−1∑
j=0
r−j−1∑
j′=0
rCj
rCj′a
r−jbr−j
′
tj+j
′−r
2 −
r∑
j=0
r−j∑
j′=0
rCj
rCj′a
r−jbr−j
′
tj+j
′−r
2
(9.11.108)
Because of copy symmetry we have the relation
(d′(1)f,+−q , d˜
−+,t1
− 1
2
) = −(d′(2)f,+−q , d˜−+,t1− 1
2
) (9.11.109)
9.11.15 Contraction between fermions at t1 and t2
Here we compute the contraction between a fermion at t1 (Fermion from G˜
−) and t2
(Fermion from G˜+). We obtain
(d˜+C,t2− 1
2
d˜−A,t1− 1
2
) = ψ+C(t2)ψ
−A(t1)
= ǫCA
1
t2 − t1 (9.11.110)
9.11.16 Contractions tabulated
All fermion and boson wick contractions are tabulated below
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Bosons
(α
′(1)f
AA˙,p
, α
′(1)f
BB˙,q
) = −ǫABǫA˙B˙
p−1∑
k=0
p−k−1∑
k′=0
p+q−k−k′∑
j=0
(p− k − k′)pCkpCk′qCjqCp+q−k−k′−j
ak+jbp+q−k−j
(α
′(1)f
BB˙,p
, α˜ti
CC˙,−1) = −ǫBCǫB˙C˙
p−1∑
k=0
p−k−1∑
k′=0
(p− k − k′)pCkpCk′akbk′tp−k−k′−1i
(α
′(1)f
BB˙,p
, α
′(1)i
AA˙,−n) = −ǫABǫA˙B˙
n−1∑
j=0
n−j−1∑
j′=max [0,n−p−j]
p−n+j+j′∑
k=0
p−n+j+j′−k∑
k′=0
(p− k − k′)pCkpCk′
nCj
−nCj′−n+j+j
′
Cp−k−k′−n+j+j′(−1)n−jap−k′+j′bk′(b− a)−n−j′
(α
′(2)f
BB˙,p
, α
′(2)f
AA˙,q
) = −ǫABǫA˙B˙
p−1∑
k=0
p−k−1∑
k′=0
p+q−k−k′∑
j=0
(p− k − k′)pCkpCk′qCjqCp+q−j−k−k′
ap+q−j−kbj+k
(α
′(2)f
BB˙,p
, α˜ti
AA˙,−1) = −ǫB˙A˙ǫBA
p−1∑
k=0
p−k−1∑
k′=0
pCk
pCk′
k+k′−pC1ap−kbp−k
′
tk+k
′−p−1
i
(α
′(2)f
BB˙,p
, α
′(2)i
AA˙,−n) = −ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(n− j − j′)pCkpCk′k+k′−pCn−j−j′
nCj
−nCj′(−1)p+j′+k+k′bj′+k′ap−k′(a− b)−n−j′
(α
′(2)f
BB˙,p
, α
′(1)i
AA˙,−n) = −ǫBAǫB˙A˙
p−1∑
k=0
p−k−1∑
k′=0
n−1∑
j=0
n−j−1∑
j′=0
(n− j − j′)pCkpCk′k+k′−pCn−j−j′
nCj
−nCj′(−1)p+j′+k+k′aj′+k′bp−k′(b− a)−n−j′
(α
′(1)f
BB˙,p
α
′(2)i
AA˙,−n) = −ǫABǫA˙B˙
n−1∑
j=0
n−j−1∑
j′=max [0,n−p−j]
p−n+j+j′∑
k=0
p−n+j+j′−k∑
k′=0
(p− k − k′)pCkpCk′
nCj
−nCj′−n+j+j
′
Cp−k−k′−n+j+j′(−1)n−jbp−k′+j′ak′
(a− b)−n−j′
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(α
′(1)i
BB˙,−n1, α
′(1)i
AA˙,−n2) = −ǫBAǫB˙A˙
n2−1∑
j′′=0
n2−j′′−1∑
j′′′=0
n1+n2−j′′−j′′′∑
j′=0
(n2 − j′′ − j′′′)n1Cn1+n2−j′−j′′−j′′′
−n1Cj′n2Cj′′−n2Cj′′′(−a)j′+j′′′(b− a)−n1−n2−j′−j′′′
(α
′(2)i
BB˙,−n1, α
′(2)i
AA˙,−n2) = −ǫBAǫB˙A˙
n2−1∑
j′′=0
n2−j′′−1∑
j′′′=0
n1+n2−j′′−j′′∑
j′=0
(n2 − j′′ − j′′′)n1Cn1+n2−j′−j′′−j′′′
−n1Cj′n2Cj′′−n2Cj′′′(−b)j′+j′′′(a− b)−n1−n2−j′−j′′′
(α
′(2)i
BB˙,−n1, α
′(1)i
AA˙,−n2) = ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′(−b)n1−j(a− b)−n1−j′
(b− a)−n1−2n2+j+j′+j′′′(−a)n2−j′′′
(α
′(1)i
BB˙,−n1, α
′(2)i
AA˙,−n2) = ǫBAǫB˙A˙
n1−1∑
j=0
n1−j−1∑
j′=0
n2−1∑
j′′′=0
n2−j′′′−1∑
j′′′′=0
(n2 − j′′′ − j′′′′)n1Cj−n1Cj′
−n1+j+j′Cn2−j′′′−j′′′′
n2Cj′′′
−n2Cj′′′′(−a)n1−j
(b− a)−n1−j′(a− b)−n1−2n2+j+j′+j′′′(−b)n2−j′′′
(α˜ti
CC˙,−1α
′(1)i
AA˙,−n) = ǫCAǫC˙A˙
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′−n+j+j
′
C1(−a)n−j(b− a)−n−j′
(ti + a)
−n+j+j′−1
(α˜ti
CC˙,−1α
′(2)i
AA˙,−n) = ǫCAǫC˙A˙
n−1∑
j=0
n−j−1∑
j′=0
nCj
−nCj′
−n+j+j′C1(−b)n−j(a− b)−n−j′
(ti + b)
−n+j+j′−1
(α˜t2
CC˙,−1α˜
t1
AA˙,−1) = −ǫCAǫC˙A˙
1
(t2 − t1)2 (9.11.111)
The computation for the antiholomorphic contractions follow through in a similar
way. The antiholomorphic expressions amount to changing ∆w → ∆w¯ in the above
equations.
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Fermions
The fermion wick contractions are given by
NS sector
(d′(1)f,+−q , d
′(1)f,−+
r )
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−kaj+kbq+r−j−k
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−2aj+kbq+r−j−k−2t22
R sector
(d′(1)f,+−q , d
′(1)f,−+
r )
=
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−kaj+kbq+r−j−k
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−k−1aj+kbq+r−j−k−1t2
+
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cj
q−1Cj′
rCk
rCq−j−j′+r−k−1a
j+kbq+r−j−k−1t2
−
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−2∑
k=0
q−1Cjq−1Cj′rCkrCq−j−j′+r−k−2aj+kbq+r−j−k−2t22
NS sector
(d′(1)f,−+q , d
′(1)f,+−
r )
=
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−kaj+kbq+r−j−k
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+⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq−j−j′+r−k−2a
j+kbq+r−j−k−2t22
R sector
(d′(1)f,−+q , d
′(1)f,+−
r )
=
q∑
j=0
q−j∑
j′=0
q+r−j−j′∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−kaj+kbq+r−j−k
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ck
r−1Cq−j−j′+r−k−1a
j+kbq+r−j−k−1t2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−k−1aj+kbq+r−j−k−1t2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−2∑
k=0
qCj
qCj′
r−1Ckr−1Cq−j−j′+r−k−2aj+kbq+r−j−k−2t22
NS sector
(d′(1)f,−+r , d˜
+−,t2
− 1
2
) =
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
jbj
′
t
r−j−j′− 1
2
2
−
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
q− 1
2Cj
r− 1
2Cj′a
jbj
′
t
r−j−j′− 1
2
2
R sector
(d′(1)f,−+r , d˜
+−,t2
− 1
2
) =
r∑
j=0
r−j∑
j′=0
rCj
rCj′a
jbj
′
tr−j−j
′
2 −
r−1∑
j=0
r−j−1∑
j′=0
rCj
rCj′a
jbj
′
tr−j−j
′
2
NS sector
(d′(1)f,+−q , d˜
−+,t1
− 1
2
) =
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
1
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−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q− 1
2Cj
q− 1
2Cj′a
jbj
′
t
q−j−j′− 1
2
1
R sector
(d′(1)f,+−q , d˜
−+,t1
− 1
2
) =
q−1∑
j=0
q−j−1∑
j′=0
q−1Cjq−1Cj′ajbj
′
tq−j−j
′−1
1
−
q−2∑
j=0
q−j−2∑
j′=0
q−1Cjq−1Cj′ajbj
′
tq−j−j
′−1
1
NS sector
(d′(2)f,+−q , d
′(2)f,−+
r )
= −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
−
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22
R sector
(d′(2)f,+−q , d
′(2)f,−+
r )
= −
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−2∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−2aq+r−j−k−1bk+j+1
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q−2∑
j=0
q−j−2∑
j′=0
q+r−j−j′−1∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′∑
k=0
q−1Cjq−1Cj′rCkrCq+r−j−j′−kaq+r−j−k−1bj+k−1t22
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NS sector
(d′(2)f,−+q , d
′(2)f,+−
r )
= −
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−2∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
−
⌊q−1⌋∑
j=0
⌊q−j−1⌋∑
j′=0
q+r−j−j′−1∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
⌊q⌋∑
j=0
⌊q−j⌋∑
j′=0
q+r−j−j′∑
k=0
q− 1
2Cj
q− 1
2Cj′
r− 1
2Ck
r− 1
2Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22
R sector
(d′(2)f,−+q , d
′(2)f,+−
r )
= −
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−2∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−2aq+r−j−k−1bk+j+1
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
−
q−1∑
j=0
q−j−1∑
j′=0
q+r−j−j′−1∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−k−1aq+r−j−k−1bk+jt2
+
q∑
j=0
q−j∑
j′=0
q+r−j−j′∑
k=0
qCj
qCj′
r−1Ckr−1Cq+r−j−j′−kaq+r−j−k−1bj+k−1t22
NS sector
(d′(2)f,+−r , d˜
−+,t1
− 1
2
) =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
1
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
1
R sector
(d′(2)f,+−r , d˜
−+,t1
− 1
2
) =
r−2∑
j=0
r−j−2∑
j′=0
r−1Cjr−1Cj′ar−j−1br−j
′−1tj+j
′−r+1
1
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−
r−1∑
j=0
r−j−1∑
j′=0
r−1Cjr−1Cj′ar−j−1br−j
′−1tj+j
′−r+1
1
NS sector
(d′(2)f,−+r , d˜
+−,t2
− 1
2
) =
⌊r−1⌋∑
j=0
⌊r−j−1⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
2
−
⌊r⌋∑
j=0
⌊r−j⌋∑
j′=0
r− 1
2Cj
r− 1
2Cj′a
r−j− 1
2 br−j
′− 1
2 t
j+j′−r+ 1
2
2
R sector
(d′(2)f,−+r , d˜
+−,t2
− 1
2
) =
r−1∑
j=0
r−j−1∑
j′=0
rCj
rCj′a
r−jbr−j
′
tj+j
′−r
2 −
r∑
j=0
r−j∑
j′=0
rCj
rCj′a
r−jbr−j
′
tj+j
′−r
2
(d˜+C,t2− 1
2
d˜−A,t1− 1
2
) = ǫCA
1
t2 − t1 (9.11.112)
Again, the computation for the antiholomorphic contractions follow through in a
similar way. The antiholomorphic expressions amount to changing ∆w → ∆w¯ in the
above expressions.
Quantities which depend on the twist seperation’s ∆w and ∆w¯
We remind the reader that a, b, t1 and t2 are all functions of the twist separation ∆w.
Their expressions are
a = cosh2(
∆w
4
)
b = sinh2(
∆w
4
)
t1 = −
√
ab = − cosh(∆w
4
) sinh(
∆w
4
)
t2 =
√
ab = cosh(
∆w
4
) sinh(
∆w
4
) (9.11.113)
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Let’s express the above quantities in terms of exponentials. This form will be useful
in the following sections:
a =
1
4
(e
∆w
4 + e−
∆w
4 )2 =
1
4
(e
∆w
2 + e−
∆w
2 + 2)
b =
1
4
(e
∆w
4 − e−∆w4 )2 = 1
4
(e
∆w
2 + e−
∆w
2 − 2)
t1 = −1
4
(e
∆w
2 − e−∆w2 )
t2 =
1
4
(e
∆w
2 − e−∆w2 ) (9.11.114)
Similarly, the right moving quantities are
a¯ =
1
4
(e
∆w¯
4 + e−
∆w¯
4 )2 =
1
4
(e
∆w¯
2 + e−
∆w¯
2 + 2)
b¯ =
1
4
(e
∆w¯
4 − e−∆w¯4 )2 = 1
4
(e
∆w¯
2 + e−
∆w¯
2 − 2)
t¯1 = −1
4
(e
∆w¯
2 − e−∆w¯2 )
t¯2 =
1
4
(e
∆w¯
2 − e−∆w¯2 ) (9.11.115)
9.12 Re-expressing our amplitudes
Every amplitude recorded in section 9.10 contains functions of the variables a, b, t1, t2
which are expressed in terms of exponentials of ∆w and a¯, b¯, t¯1, t¯2 which are expressed
in terms of ∆w¯ as shown in (9.11.115). If we choose initial and final mode indices,
enforce energy conservation, and perform the appropriate sums contained within the
wick contractions recorded in subsection (9.11.16), the amplitudes computed in sub-
section’s (9.10.1), (9.10.3), and (9.10.5) will take the schematic form
Ai→f(w1, w2, w¯1, w¯2) =
mmax(ni;nf )∑
m=mmin(ni;nf )
m′max(ni;nf )∑
m′=m′min(ni;nf )
Bi→fm,m′(ni;nf)e
m∆w¯
2
+m
′∆w
2 (9.12.1)
where i→ f represents the specific splitting process in consideration and ninitial, nfinal
represent the set of mode indices labeling final and initial states respectively. The
345
coefficients, B as indicated above, are dependent on the initial and final mode num-
bers. All of our amplitudes can be expressed in terms of sum over various powers of
e
∆w
2 and e
∆w¯
2 with coefficients. The upside is that this form simplifies the integration
which we show in the next section. The downside is that we are required to pick
specific values for the mode numbers in order to do the sums. As of yet, we have not
been able to find a closed form solution for general initial and final mode numbers.
To compute the above coefficients, Bi→fm,m′(ni;nf), we use Mathematica expand the
various sums for specific values of the mode numbers. Lets do the simplest example
for each of the three splitting processes.
9.12.1 Computing the amplitude for the process α→ ααα for
specific indices
Let us compute the simplest splitting amplitude for one boson going to three bosons.
Taking the amplitude in (9.10.15) which is expressed in terms of wick contraction
terms tabulated in (9.11.16), and selecting
nf = {p = 1, q = 1, r = 1}
ni = {n = 3} (9.12.2)
our amplitude becomes
Aα→ααα(w1, w2, w¯1, w¯2)
=
75e−
5∆w
2
− 5∆w¯
2
131072
− 15e
− 3∆w
2
− 5∆w¯
2
65536
− 15e
−∆w
2
− 5∆w¯
2
32768
− 45e
∆w
2
− 5∆w¯
2
65536
+
105e
3∆w
2
− 5∆w¯
2
131072
−15e
− 5∆w
2
− 3∆w¯
2
65536
+
159e−
3∆w
2
− 3∆w¯
2
131072
− 51e
−∆w
2
− 3∆w¯
2
65536
− 3e
∆w
2
− 3∆w¯
2
8192
− 21e
3∆w
2
− 3∆w¯
2
32768
+
9e
∆w
2
−∆w¯
2
8192
− 3e
3∆w
2
−∆w¯
2
8192
− 45e
5∆w
2
−∆w¯
2
65536
− 45e
− 5∆w
2
+∆w¯
2
65536
− 3e
− 3∆w
2
+∆w¯
2
8192
+
9e−
∆w
2
+∆w¯
2
8192
+
39e
∆w
2
+∆w¯
2
32768
+
105e
5∆w
2
− 3∆w¯
2
131072
− 15e
− 5∆w
2
−∆w¯
2
32768
− 51e
− 3∆w
2
−∆w¯
2
65536
+
39e−
∆w
2
−∆w¯
2
32768
−51e
3∆w
2
+∆w¯
2
65536
− 15e
5∆w
2
+∆w¯
2
32768
+
105e−
5∆w
2
+ 3∆w¯
2
131072
− 21e
− 3∆w
2
+ 3∆w¯
2
32768
− 3e
−∆w
2
+ 3∆w¯
2
8192
346
−51e
∆w
2
+ 3∆w¯
2
65536
+
159e
3∆w
2
+ 3∆w¯
2
131072
− 15e
5∆w
2
+ 3∆w¯
2
65536
+
105e−
3∆w
2
+ 5∆w¯
2
131072
− 45e
−∆w
2
+ 5∆w¯
2
65536
−15e
∆w
2
+ 5∆w¯
2
32768
− 15e
3∆w
2
+ 5∆w¯
2
65536
+
75e
5∆w
2
+ 5∆w¯
2
131072
(9.12.3)
where
mmin(n = 3; p = 1, q = 1, r = 1) = m
′
min(n = 3; p = 1, q = 1, r = 1) = −5
mmax(n = 3; p = 1, q = 1, r = 1) = m
′
max(n = 3; p = 1, q = 1, r = 1) = 5
(9.12.4)
Writing (9.12.3) as a sum over coefficients we have
Aα→ααα(w1, w2, w¯1, w¯2) =
5∑
m=−5
5∑
m′=−5
Bα→αααm,m′ (n = 3; p = 1, q = 1, r = 1)e
m∆w
2
+m
′∆w¯
2
(9.12.5)
where
39
32768
= Bα→ααα1,1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−1,−1 (n = 3; p = 1, q = 1, r = 1)
9
8192
= Bα→ααα1,−1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−1,1 (n = 3; p = 1, q = 1, r = 1)
159
131072
= Bα→ααα3,3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,−3 (n = 3; p = 1, q = 1, r = 1)
− 21
32768
= Bα→ααα3,−3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,3 (n = 3; p = 1, q = 1, r = 1)
347
75
131072
= Bα→ααα5,5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−5,−5 (n = 3; p = 1, q = 1, r = 1)
− 15
65536
= Bα→ααα3,5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα5,3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,−5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−5,−3 (n = 3; p = 1, q = 1, r = 1)
− 15
32768
= Bα→ααα1,5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα5,1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−1,−5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−5,−1 (n = 3; p = 1, q = 1, r = 1)
− 45
65536
= Bα→ααα1,−5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−1,5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα5,−1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−5,1 (n = 3; p = 1, q = 1, r = 1)
105
131072
= Bα→ααα3,−5 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα5,−3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−5,3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,5 (n = 3; p = 1, q = 1, r = 1)
− 51
65536
= Bα→ααα−1,−3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,−1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα3,1 (n = 3; p = 1, q = 1, r = 1)
348
= Bα→ααα1,3 (n = 3; p = 1, q = 1, r = 1)
− 3
8192
= Bα→ααα1,−3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−1,3 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα3,−1 (n = 3; p = 1, q = 1, r = 1)
= Bα→ααα−3,1 (n = 3; p = 1, q = 1, r = 1) (9.12.6)
We note that there are no terms for which m,m′ ∈ Zeven so
Bα→αααm,m′ (n = 3; p = 1, q = 1, r = 1) = 0, m,m
′ ∈ Zeven (9.12.7)
We also note the symmetry relations
Bα→αααm,−m (n = 3; p = 1, q = 1, r = 1) = B
α→ααα
−m,m (n = 3; p = 1, q = 1, r = 1)
Bα→αααm,m (n = 3; p = 1, q = 1, r = 1) = B
α→ααα
−m,−m(n = 3; p = 1, q = 1, r = 1)
(9.12.8)
9.12.2 Computing the amplitude α→ αdd for specific modes
Lets compute the simplest splitting amplitude for one boson going to one boson and
two fermions.
NS Sector Fermions
Taking the amplitude in (9.10.15) which is expressed in terms of wick contraction
terms tabulated in (9.11.16), and selecting
nf = {p = 1, q = 1
2
, r =
1
2
}
ni = {n = 2} (9.12.9)
349
our amplitude becomes
Aα→αdd(w1, w2, w¯1, w¯2)
=
9e−
3∆w
2
− 3∆w¯
2
4096
− 3e
−∆w
2
− 3∆w¯
2
2048
− 3e
∆w
2
− 3∆w¯
2
4096
− 3e
− 3∆w
2
−∆w¯
2
2048
+
5e−
∆w
2
−∆w¯
2
4096
+
e
∆w
2
−∆w¯
2
1024
−3e
3∆w
2
−∆w¯
2
4096
− 3e
− 3∆w
2
+∆w¯
2
4096
+
e−
∆w
2
+∆w¯
2
1024
+
5e
∆w
2
+∆w¯
2
4096
− 3e
3∆w
2
+∆w¯
2
2048
− 3e
−∆w
2
+ 3∆w¯
2
4096
−3e
∆w
2
+ 3∆w¯
2
2048
+
9e
3∆w
2
+ 3∆w¯
2
4096
(9.12.10)
where
mmin(n = 2; p = 1, q =
1
2
, r =
1
2
) = m′min(n = 2; p = 1, q =
1
2
, r =
1
2
) = −3
mmax(n = 2; p = 1, q =
1
2
, r =
1
2
) = m′max(n = 2; p = 1, q =
1
2
, r =
1
2
) = 3
(9.12.11)
Writing our amplitude in condensed notation we have
Aα→αdd(w1, w2, w¯1, w¯2) =
3∑
m=−3
3∑
m′=−3
Bα→αddm,m′ (n = 2; p = 1, q =
1
2
, r =
1
2
)e
m∆w
2
+m
′∆w¯
2
(9.12.12)
where
5
4096
= Bα→αdd1,1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−1,−1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
1
1024
= Bα→αdd1,−1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−1,1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
9
4096
= Bα→αdd3,3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−3,−3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
350
− 3
2048
= Bα→αdd1,3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd3,1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−1,−3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−3,−1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
− 3
4096
= Bα→αdd1,−3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−3,1 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd−1,3 (n = 2; p = 1, q =
1
2
, r =
1
2
)
= Bα→αdd3,−1 (n = 2; p = 1, q =
1
2
, r =
1
2
) (9.12.13)
9.12.3 Computing the amplitude for the process αα → αααα
for specific indices
Lets compute the simplest splitting amplitude for two bosons going to four bosons.
Taking the amplitude (9.10.34) which is expressed in terms of wick contraction terms
in (9.11.16), and selecting
nf = {p = 1, q = 1, r = 1, s = 1}
ni = {n1 = 2, n2 = 2} (9.12.14)
our amplitude becomes
Aαα→αααα(w1, w2, w¯1, w¯2)
=
59049
8388608
√
2
+
37179e−3∆w
33554432
√
2
− 29889e
−2∆w
16777216
√
2
− 95499e
−∆w
33554432
√
2
− 95499e
∆w
33554432
√
2
− 29889e
2∆w
16777216
√
2
+
37179e3∆w
33554432
√
2
+
37179e−3∆w¯
33554432
√
2
− 29889e
−2∆w¯
16777216
√
2
− 95499e
−∆w¯
33554432
√
2
− 95499e
∆w¯
33554432
√
2
− 29889e
2∆w¯
16777216
√
2
+
37179e3∆w¯
33554432
√
2
+
23409e−3∆w−3∆w¯
134217728
√
2
−18819e
−2∆w−3∆w¯
67108864
√
2
− 60129e
−∆w−3∆w¯
134217728
√
2
− 60129e
∆w−3∆w¯
134217728
√
2
− 18819e
2∆w−3∆w¯
67108864
√
2
351
+
23409e3∆w−3∆w¯
134217728
√
2
− 18819e
−3∆w−2∆w¯
67108864
√
2
+
15129e−2∆w−2∆w¯
33554432
√
2
+
48339e−∆w−2∆w¯
67108864
√
2
+
48339e∆w−2∆w¯
67108864
√
2
+
15129e2∆w−2∆w¯
33554432
√
2
− 18819e
3∆w−2∆w¯
67108864
√
2
− 60129e
−3∆w−∆w¯
134217728
√
2
+
48339e−2∆w−∆w¯
67108864
√
2
+
154449e−∆w−∆w¯
134217728
√
2
+
154449e∆w−∆w¯
134217728
√
2
+
48339e2∆w−∆w¯
67108864
√
2
−60129e
3∆w−∆w¯
134217728
√
2
− 60129e
∆w¯−3∆w
134217728
√
2
+
48339e∆w¯−2∆w
67108864
√
2
+
154449e∆w¯−∆w
134217728
√
2
+
154449e∆w+∆w¯
134217728
√
2
+
48339e2∆w+∆w¯
67108864
√
2
− 60129e
3∆w+∆w¯
134217728
√
2
− 18819e
2∆w¯−3∆w
67108864
√
2
+
15129e2∆w¯−2∆w
33554432
√
2
+
48339e2∆w¯−∆w
67108864
√
2
+
48339e∆w+2∆w¯
67108864
√
2
+
15129e2∆w+2∆w¯
33554432
√
2
−18819e
3∆w+2∆w¯
67108864
√
2
+
23409e3∆w¯−3∆w
134217728
√
2
− 18819e
3∆w¯−2∆w
67108864
√
2
− 60129e
3∆w¯−∆w
134217728
√
2
−60129e
∆w+3∆w¯
134217728
√
2
− 18819e
2∆w+3∆w¯
67108864
√
2
+
23409e3∆w+3∆w¯
134217728
√
2
(9.12.15)
Writing our amplitude in condensed notation we have
Aαα→αααα(w1, w2, w¯1, w¯2)
=
6∑
m=−6
6∑
m′=−6
Bαα→ααααm,m′ (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)e
m∆w
2
+m
′∆w¯
2
(9.12.16)
where the nonzero coefficients are given by
59049
8388608
√
2
= Bαα→αααα0,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
37179
33554432
√
2
= Bαα→αααα−6,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
− 29889
16777216
√
2
= Bαα→αααα−4,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
352
= Bαα→αααα4,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
− 95499
33554432
√
2
= Bαα→αααα−2,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,0 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα0,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
− 18819
67108864
√
2
= Bαα→αααα−4,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−6,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−4,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−6,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
− 60129
134217728
√
2
= Bαα→αααα−2,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−6,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−2,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−6,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
353
48339
67108864
√
2
= Bαα→αααα−2,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−4,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−2,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−4,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
154449
134217728
√
2
= Bαα→αααα2,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−2,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα2,−2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−2,2 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
15129
33554432
√
2
= Bαα→αααα−4,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−4,4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα4,−4 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
23409
134217728
√
2
= Bαα→αααα−6,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα6,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
= Bαα→αααα−6,6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
354
= Bαα→αααα6,−6 (n1 = 2, n2 = 2; p = 1, q = 1, r = 1, s = 1)
(9.12.17)
9.12.4 Computing the amplitude for the process αα → ααdd
in the NS sector for specific indices
Lets compute the simplest splitting amplitude for two bosons going to two boson and
two fermions.
NS Sector Fermions
Taking the amplitude in (9.10.42) which is expressed in terms of wick contraction
terms tabulated in (9.11.16), and selecting
nf = {p = 1, q = 1, r = 1
2
, s =
1
2
}
ni = {n1 = 1, n2 = 2} (9.12.18)
our amplitude becomes
Aαα→ααdd(w1, w2, w¯1, w¯2)
=
81
65536
√
2
+
169e−2∆w−2∆w¯
262144
√
2
− 19e
−∆w−2∆w¯
65536
√
2
+
29e∆w−2∆w¯
65536
√
2
− 119e
2∆w−2∆w¯
262144
√
2
−3e
−∆w
2
− 3∆w¯
2
4096
√
2
− 3e
∆w
2
− 3∆w¯
2
8192
√
2
− 19e
−2∆w−∆w¯
65536
√
2
+
5e−∆w−∆w¯
16384
√
2
− 3e
∆w−∆w¯
16384
√
2
+
29e2∆w−∆w¯
65536
√
2
−3e
− 3∆w
2
−∆w¯
2
4096
√
2
+
5e−
∆w
2
−∆w¯
2
8192
√
2
+
e
∆w
2
−∆w¯
2
2048
√
2
− 3e
3∆w
2
−∆w¯
2
8192
√
2
− 3e
− 3∆w
2
+∆w¯
2
8192
√
2
+
e−
∆w
2
+∆w¯
2
2048
√
2
+
5e
∆w
2
+∆w¯
2
8192
√
2
− 3e
3∆w
2
+∆w¯
2
4096
√
2
+
29e−2∆w+∆w¯
65536
√
2
− 3e
−∆w+∆w¯
16384
√
2
+
5e∆w+∆w¯
16384
√
2
− 19e
2∆w+∆w¯
65536
√
2
−3e
−∆w
2
+ 3∆w¯
2
8192
√
2
− 3e
∆w
2
+ 3∆w¯
2
4096
√
2
+
9e
3∆w
2
+ 3∆w¯
2
8192
√
2
− 119e
−2∆w+2∆w¯
262144
√
2
+
29e−∆w+2∆w¯
65536
√
2
−19e
∆w+2∆w¯
65536
√
2
+
169e2∆w+2∆w¯
262144
√
2
− 45e
−2∆w¯
131072
√
2
− 9e
−∆w¯
32768
√
2
− 9e
∆w¯
32768
√
2
− 45e
2∆w¯
131072
√
2
− 45e
−2∆w
131072
√
2
− 9e
−∆w
32768
√
2
− 9e
∆w
32768
√
2
− 45e
2∆w
131072
√
2
+
9e−
3∆w
2
− 3∆w¯
2
8192
√
2
(9.12.19)
355
where
−4 = mmin(n1 = 1, n2 = 2; p = 1, q = 1, r = 1
2
, s =
1
2
)
= m′min(n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
4 = mmax(n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= m′max(n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
) (9.12.20)
Writing our amplitude in condensed notation we have
Aαα→ααdd(w1, w2, w¯1, w¯2)
=
4∑
m=−4
4∑
m′=−4
Bαα→ααddm,m′ (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)e
m∆w
2
+m
′∆w¯
2
(9.12.21)
where our coefficients are given by
81
65536
√
2
= Bαα→ααdd0,0 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
5
8192
√
2
= Bαα→ααdd1,1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−1,−1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
1
2048
√
2
= Bαα→ααdd1,−1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−1,1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
5
16384
√
2
= Bαα→ααdd2,2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−2,−2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 3
16384
√
2
= Bαα→ααdd2,−2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
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= Bαα→ααdd−2,2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
9
8192
√
2
= Bαα→ααdd3,3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−3,−3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
169
262144
√
2
= Bαα→ααdd4,4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−4,−4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 119
262144
√
2
= Bαα→ααdd4,−4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−4,4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 9
32768
√
2
= Bαα→ααdd0,2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd2,0 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd0,−2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−2,0 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 45
131072
√
2
= Bαα→ααdd0,4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd4,0 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd0,−4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−4,0 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 3
4096
√
2
= Bαα→ααdd1,3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd3,1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−1,−3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−3,−1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
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− 3
8192
√
2
= Bαα→ααdd1,−3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−1,3 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd3,−1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−3,1 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
− 19
65536
√
2
= Bαα→ααdd2,4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−2,−4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd4,2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−4,−2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
29
65536
√
2
= Bαα→ααdd2,−4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−2,4 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd4,−2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
= Bαα→ααdd−4,2 (n1 = 1, n2 = 2; p = 1, q = 1, r =
1
2
, s =
1
2
)
(9.12.22)
9.13 Amplitude Integration
In this section we perform the integration over the twist insertion points. Our full
integrated amplitude will be of the form
Ai→fint =
1
2
λ2
∫ τ
2
− τ
2
∫ τ2
− τ
2
∫ 2π
σ2=0
∫ 2π
σ1=0
d2w2d
2w1Ai→f(w1, w2, w¯1, w¯2)
=
1
2
λ2
mmax(ni;nf )∑
m=mmin(ni;nf )
m′max(ni;nf )∑
m′=m′min(ni;nf )
Bi→fm,m′(ni;nf)∫ τ
2
− τ
2
∫ τ2
− τ
2
∫ 2π
σ2=0
∫ 2π
σ1=0
d2w2d
2w1e
m∆w
2 e
m′∆w¯
2
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≡ 1
2
λ2
mmax(ni;nf )∑
m=mmin(ni;nf )
m′max(ni;nf )∑
m′=m′min(ni;nf )
Bi→fm,m′(ni;nf)Imm′(t) (9.13.1)
where
Imm′(t) ≡
∫ τ
2
− τ
2
∫ τ2
− τ
2
∫ 2π
σ2=0
∫ 2π
σ1=0
d2w2d
2w1e
m∆w
2 e
m′∆w¯
2 (9.13.2)
Writing our cylinder coordinates below
wi = τi + iσi, i = 1, 2
w¯i = τi − iσi, i = 1, 2 (9.13.3)
our measure is given by
d2w2 d
2w1 = dτ2 dτ1 dσ2 dσ1 (9.13.4)
Wick rotating τi to the Minkowski time coordinate, ti, through τi → iti, our measure
becomes
dτ2 dτ1 dσ2 dσ1 → dt2 dt1 dσ2 dσ1 (9.13.5)
Writing the exponential factors in terms of σi, ti, our integral becomes
Imm′(t) =
∫ t
2
− t
2
dt2
∫ t2
− t
2
dt1
∫ 2π
σ2=0
dσ2
∫ 2π
σ1=0
dσ1e
i(m+m′)
2
t′e
i(m−m′)
2
σ′ (9.13.6)
where t′ = t2 − t1 and σ′ = σ2 − σ1. When evaluating the above integral, we have
four cases
m−m′ 6= 0, m+m′ 6= 0
Im−m′ 6=0,m+m′ 6=0(t) =
∫ t
2
− t
2
dt2
∫ t2
− t
2
dt1
∫ 2π
σ=0
dσ2
∫ 2π
σ=0
dσ1e
i(m+m′)
2
t′e
i(m−m′)
2
σ′
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=32i sin2
( (m−m′)
2
π
)(
(m+m′)t− 4ei (m+m
′)t
4 sin
( (m+m′)t
4
))
(m2 −m′2)2
(9.13.7)
m−m′ 6= 0, m+m′ = 0
Im−m′ 6=0,m+m′=0(t) =
∫ t
2
− t
2
dt2
∫ t2
− t
2
dt1
∫ 2π
σ=0
dσ2
∫ 2π
σ=0
dσ1e
i(m−m′)
2
σ′δm+m′,0
= −t
2(cos(2mπ)− 1)
m2
= 0 (9.13.8)
m−m′ = 0, m+m′ 6= 0
Im−m′=0,m+m′ 6=0(t) =
∫ t
2
− t
2
dt2
∫ t2
− t
2
dt1
∫ 2π
σ=0
dσ2
∫ 2π
σ=0
dσ1e
i(m+m′)
2
t′δm−m′,0
=
4iπ2
(
mt− 2eimt2 sin(mt
2
)
)
m2
(9.13.9)
m = m′ = 0
Im=m′=0(t) =
∫ t
2
− t
2
dt2
∫ t2
− t
2
dt1
∫ 2π
σ=0
dσ2
∫ 2π
σ=0
dσ1
= 2π2t2 (9.13.10)
Then
Imm′(t) = Imm′;m−m′ 6=0,m+m′ 6=0(t) + Imm′;m=m′,m+m′ 6=0(t) + Im=m′=0(t) (9.13.11)
So our integrated amplitude becomes
Ai→fint =
1
2
λ2
mmax(p,q,r,n)∑
m=mmin(p,q,r,n)
m′max(p,q,r,n)∑
m′=m′min(p,q,r,n)
Bi→fm,m′(ni;nf)
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(
Imm′;m−m′ 6=0,m+m′ 6=0(t) + Imm′;m−m′=0,m+m′ 6=0(t) + Imm′;m=m′=0(t)
)
(9.13.12)
In the following subsections we integrate the amplitudes for specific processes.
9.13.1 Integrated Amplitude for α→ ααα
In this subsection we compute the full integrated amplitude for the process where one
boson with energy n = 3 splits into three bosons, each with energy p = q = r = 1 by
integrating the amplitude in (9.12.3). Looking at (9.12.3) we note that the indices
m,m′ ∈ Zodd which means that m−m′ ∈ Zeven. This results in
Imm′,m−m′ 6=0,m+m′ 6=0(t) =
32i sin2
(
(m−m′)
2
π
)(
(m+m′)t− 4ei (m+m
′)t
4 sin
(
(m+m′)t
4
))
(m2 −m′2)2
= 0, m,m′ ∈ Zodd, m−m′ 6= 0 6= m+m′ (9.13.13)
We also note that the terms with m+m′ = 0 vanish according to (9.13.8). Also, since
there are no m = m′ = 0 terms in (9.12.3), we have no contribution from (9.13.10).
We only obtain a contribution from the integral (9.13.9). Therefore our integrated
amplitude, (9.13.12), for this process is given by the expression
Aα→αααint =
1
2
λ2
5∑
m=−5
Bα→αααm,m (n = 3; p = 1, q = 1, r = 1)
(
4iπ2
(
mt− 2eimt2 sin(mt
2
)
)
m2
)
(9.13.14)
Inserting values of the coefficients and performing the sum yields
Aα→αααint = 8λ2π2
(
39
32768
sin2(
t
2
) +
159
131072
sin2(3t
2
)
9
+
3
131072
sin2(
5t
2
)
)
(9.13.15)
361
We see that the amplitude only contains terms which oscillate with time, t. We will
discuss the implications of this in the next section when compared to the processes
where two particles split into four particles.
9.13.2 Integrated Amplitude for α→ αdd
Applying the same analysis to integrate the amplitude (9.12.12) for the process α→
αdd (for an initial energy of n = 2 and final energies p = 1, q = 1
2
, r = 1
2
) we obtain
Aα→αddint = 8λ2π2
(
5
4096
sin2(
t
2
) +
1
4096
sin2(
3t
2
)
)
(9.13.16)
Here we see very similar behavior to the integrated amplitude for α → ααα. The
amplitude only oscillates in t.
9.13.3 Integrated Amplitude for αα→ αααα
Applying the same analysis to integrate the amplitude (9.12.16) for the process αα→
αααα as we did for the processes in the previous subsections, we obtain
Aαα→ααααint = λ2π2t2
59049
8388608
√
2
+8λ2π2
(
154449
134217728
√
2
sin2(t)
4
+
15129
33554432
√
2
sin2(2t)
16
+
23409
134217728
√
2
sin2(3t)
36
)
(9.13.17)
In this case we see that the amplitude now includes a t2 term in addition to oscillatory
terms which are present in the ‘1 to 3’ processes. This suggests that in the limit of
large t, the ‘2 to 4’ splitting is preferred over the ‘1 to 3’ splitting. We will discuss
this more in depth at the end of the chapter.
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9.13.4 Integrated Amplitude for αα→ ααdd
Applying the same analysis to integrate the amplitude (9.12.21) for the process αα→
ααdd, we obtain
Aαα→ααddint = λ2π2
81
65536
√
2
t2
+8π2λ2
(
5
8192
√
2
sin2(
t
2
) +
5
16384
√
2
sin2(t)
4
+
1
8192
√
2
sin2(
3t
2
) +
169
262144
√
2
sin2(2t)
16
)
(9.13.18)
Similar to the process αα→ αααα, we find that this amplitude has terms which
oscillate in t and a term which is grows like t2. We have shown that having a mixture
of bosons and fermions in the final state give a similar result as having only bosons
in the final state. There is an additional t2 dependence that wasn’t present in the ‘1
to 3’ process. This is expected because the D1D5 system is a superconformal field
theory.
9.14 Coefficients for Larger Energies for αα→ αααα
In this section we tabulate the t2 coefficients for bosonic splitting amplitudes in the
2→ 4 process, Bαα→αααα0,0
(
n1, n2; p, q, r, s
)
, for increasing values of total initial energy
Etotal. For long time scales, t >> 1, these terms will dominate the amplitude. Our
computations in previous sections were performed for simple mode numbers. This
was to demonstrate differing behavior between the 1 → 3 versus the 2 → 4 splitting
process, namely the appearance of the secular term proportional to t2. However, to
address the problem of black hole formation, we must consider higher energies. This
ensures that we are above the threshold for black hole formation. We are interested in
comparing different splitting processes at each energy level to determine the preferred
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splitting pattern. For example we would like to know if the energy prefers to split
equally or unequally amongst the final modes. Equal splitting would serve as a
stronger signal of thermalization as opposed to unequal splitting. This is because
equal splitting could be thought of as an equipartioning of energy, a common feature
of thermal systems. We tabulate our results below.
Etotal = 2(n1 + n2) Equal Splitting
(n1 = n2) B
αα→αααα
0,0
(
n1, n2; p = q = r = s =
n1+n2
4
)
2(n1 + n2) = 2(2 + 2) = 8 4.97746× 10−3
2(n1 + n2) = 2(6 + 6) = 24 7.59583× 10−5
2(n1 + n2) = 2(10 + 10) = 40 1.15986× 10−5
2(n1 + n2) = 2(14 + 14) = 56 3.36791× 10−6
2(n1 + n2) = 2(18 + 18) = 72 1.33531× 10−6
Table 9.1: t2 coefficients for 2 → 4 splitting for equal energies in the final state: p = q =
r = s = n1+n24 . The factor of 2 in the total energy comes because we must add together the
left and right moving energies which are chosen to be the same.
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Etotal = 2(n1 + n2) Asymmetric Splitting
(n1 = n2) B
αα→αααα
0,0
(
n1, n2; p = n1 + n2 − 3, q = r = s = 1
)
2(n1 + n2) = 2(2 + 2) = 8 4.97746× 10−3
2(n1 + n2) = 2(6 + 6) = 24 1.28367× 10−8
2(n1 + n2) = 2(10 + 10) = 40 2.33709× 10−10
2(n1 + n2) = 2(14 + 14) = 56 1.86499× 10−11
2(n1 + n2) = 2(18 + 18) = 72 2.92488× 10−12
Table 9.2: t2 coefficients for 2 → 4 splitting for unequal energies in the final state: p =
n1 + n2 − 3, q = r = s = 1. Again, the factor of 2 in the total energy comes because we
must add together the left and right moving energies which are chosen to be the same.
We see that at each energy level, Etotal, (except for the lowest level due to fact
that there is only one way for the final state to split, in which case the coefficients
are equal) the t2 coefficient for equal splitting is much greater than the t2 coefficient
for asymmetric splitting. This tells us that the probability for the total energy of two
initial modes to split equally amongst four final modes is much higher than to split
asymmetrically. This serves as a strong indication of a thermalization process. We
will return to this in a future work to analyze the splitting mechanism in detail.
9.15 Discussion
In order for a system to thermalize we need an initial state with a given energy to
break apart into several low energy states which look thermal. Therefore, it must be
favorable (high probability) for an initial state to split into lower energy states. In
order to compute the full process of thermalization, it is necessary to first compute
the fundamental interaction which produces this splitting behavior. We have done
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this at second order the deformation operator. We have computed various splitting
amplitudes under the application of two deformations of the CFT. We found that
each amplitude carries a dependence on the time, t, which is the duration of the two
deformations. The amplitudes for the ‘1 to 3’ processes contain terms which oscillate
in t. The amplitudes for the ‘2 to 4’ processes contain terms which oscillate in t, just
like the ‘1 to 3’ process, but also additional terms which grow like t2. The oscillations
are around the leading order state but the t2 terms are ‘secular’ terms. For short
time scales, t << 1, all four of the amplitudes are of similar order while for long time
scales, t >> 1, the amplitude which dominates is the one where two particles split
into four particles. Therefore, at large timescales, it is preferable to have two particles
in the initial state than to have one. The reason is the following; one graviton in the
initial state in the CFT corresponds to a single scalar moving in AdS space. We are in
the NS sector in the CFT. This gives a throat and cap region which looks like global
AdS. If we want, we can spectral flow this state to the R sector with vacuum spins
aligned. This just corresponds to a coordinate transformation in the gravity dual
and again yields global AdS. We don’t expect this scalar to spontanteously break
apart to form something like a black hole as moves through this spacetime. This is
because in the gravity theory the scalar moves along a geodesic path. By symmetry
all points along its path are equivalent. However, if we collide two scalars in AdS
then it is conceivable that a black hole could form if sufficient energies are reached in
the collision. In the CFT, this corresponds to applying two deformation operators to
two gravitons in the initial state. Therefore we want the ‘2 to 4’ process to dominate
over the ‘1 to 3’ process which does indeed happen at long timescales.
This ‘2 to 4’ process in the CFT corresponds to two scalars moving and colliding
in the AdS dual. We note that the energies we have used in computing our amplitudes
are quite low. Since the mass of the hole grows like N , for N = 2, quite low energy
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excitations are sufficient to form a black hole. Additionaly, in Table’s 9.1,9.2 we record
coefficients of the bosonic ‘2 to 4’ splitting amplitude for large energies compared to
the AdS scale. This ensures that we are above the black hole formation threshold
which for N = 2, is small. We show that equal (symmetric) energy splitting is more
favored than (asymmetric) energy splitting. This is more indicative of a thermal
system which is characterized by equipartitioning of energies.
So far, we have shown preliminary evidence that we have found the thermalization
vertex in the D1D5 CFT. However, more work is needed is solidify this claim. Because
N = 2 in our computations, this is not a regime which describes a ‘good’ black hole.
To make a ‘good’ black hole we need N to be large. Also, we have only computed one
level of splitting with the two deformation operators. We argue, qualitatively, that
repeated applications of two deformation operators will move the initial state into the
space of all states and thus a thermal state, however we would like to show this in
more detail. Though we considered fairly large energies in Table’s 9.1, 9.2 we would
like to consider even larger energies in the initial state in order to see exactly how
the CFT thermalizes. It appears that the preferred splitting mechanism is amongst
equal energies in the final state. A detailed analysis of the splitting mechanism will
help us to determine the phase space evolution of the initial state. It is this phase
space evolution which should yield an increase in the entropy of the system, driving
it towards thermalization and thus black hole formation in the AdS dual. We hope
to address this in future work.
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Chapter 10
Conclusion and Future Outlook
In this report we reviewed many things. Our primary goal was to understand black
hole formation in string theory. To do this we utilized the AdS/CFT correspondence.
Black hole formation in a gravity theory corresponds to the thermalization of the
dual CFT. The CFT dual is where we performed all of our computations. In order
to form a black hole in the bulk either 1) an initial shell of energy, which we identify
as a scalar particle, must collapse due to gravitational interactions to form a black
hole or 2) two scalar particles must collide with sufficient energy to form a black
hole. In either case, the formation process corresponds to a strongly coupled regime
in which the gravitational interactions become nonperturbative. In the CFT dual,
however, this corresponds to a weakly interacting field theory of ‘effective strings.’
We therefore turned on a perturbative deformation of the theory, the twist operator.
This twist operator joined together and split apart ‘effective strings.’ In our scenario
we show that case 2) is more likely. We compute the vertex in the CFT which should
eventually lead to thermalization. We highlight the major results from each chapter,
putting emphasis on Chapter 9.
In Chapter 2 we introduced the D1D5 supergravity solution, the D1D5 CFT, and
the twist operator.
In Chapter 3 we computed the state obtained from applying a single twist to two
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initial strings of arbitrary winding. This gave a single multiwound string excited by
an exponential of bilinear excitations weighted by Bogoluibov coefficients. This is the
single twist |χ〉 state.
In Chapter 4 we computed the state obtained from applying the full deformation,
the twist and the supercharge, to a single excitation in the initial state. The final
states were characterized by a linear combination of single excitations weighted by
a transition function along with bilinear excitations weighted by a different set of
coefficients, both applied on the single twist |χ〉 state.
In Chapter 5 we computed the two twist |χ〉 state. The first twist joined two
singly wound strings in the initial state into a doubly wound string. The second twist
split the doubly wound string back into two singly wound strings with an exponential
of bilinear excitations weighted by Bogoluibov coefficients for two twists.
In Chapter 6 we applied two twist operators to an initial excitation. We computed
the resulting transition functions. These functions explicitly show the transition of
an initial mode from one copy to the other as time is evolved on the cylinder.
In Chapter 7 we computed the action of the supercharges in the two twist case.
This was done separately in contrast to the one twist case because the two twist case
was significantly more complicated. We could stretch part of the G contours to initial
and final states on the cylinder but in doing so, we were left with contours sitting
between the two twist operators. This is a very complicated state on the cylinder.
This required us to map the G contours to the t plane, move them to initial and final
states, and then map back to the cylinder. We therefore computed expressions for
the contours at initial and final states on the cylinder using this method.
In Chapter 8 we computed the lifting of the conformal dimension for a set of
non chiral primary states under the application of two deformation operators, D,
of the theory. To do this, we used conformal pertubation theory. These states were
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constructed by applications of the current operators J+. We found a simple expression
for the lifting of these states.
In Chapter 9 we identified the thermalization vertex of the D1D5 CFT. A signal of
thermalization is if an initial excitation breaks apart into lower energy excitations in
the final state. For the single twist case the final results were unclear. This is because
the box size was changing. We started with two multiwound strings and twisted
them into a single multiwound string. Since the vacuum was changing size, it wasn’t
clear if this was affecting the splitting process. We couldn’t effectively separate the
vacuum effects from an actual thermalization process. Also, in the single twist case,
energy conservation could not be enforced while simultaneously enforcing momentum
conservation. This drastically affected the splitting behavior of initial states into lower
energy states. Both of these consequences prompted us to analyze the second order
case where we twisted two strings together and then untwisted them. Here, the final
box size is the same as the initial box size. Two singly wound strings go to one doubly
wound string and back to two singly wound strings. In this scenario we considered
1) a single excitation in the initial state splitting into three excitations and 2) two
excitations in the initial state splitting into four excitations. We found that these two
cases differed. The splitting amplitude corresponding to one excitation in the initial
state had a term which oscillated with time, t where t measures the duration of the
deformation. The splitting amplitude corresponding to two excitations in the initial
state had components which oscillate with t and grow with t2. This ‘secular’ term
arose as a consequence of allowed intermediate states which were degenerate with
initial and final state energies for the ‘2 to 4’ splitting process. This is not allowed in
the ‘1 to 3’ splitting process which is why no secular term appeared.
For long timescales the ‘2 to 4’ splitting amplitude dominated the ‘1 to 3’ splitting
amplitude. Since the amplitude is related to the splitting probability, we see that two
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excitations are more likely to split into four excitations. Two excitations in the
initial state in the CFT correspond to two scalars moving in AdS. Turning on the
deformation in the presence of the two excitations in the CFT correspond to the two
scalars interacting in AdS. We’ve computed the thermalization vertex in the CFT
which is necessary to prove thermalization. However, more work is still needed. We
took N = 2 which doesn’t produce a ’good’ black hole but provides a low energy
threshold for formation. We tabulated values of coefficients corresponding to ‘1 to
3’ splitting and ‘2 to 4’ splitting. At large t ‘2 to 4’ spitting clearly dominated.
But we would like to understand this mechanism in greater detail. For example, we
would like to know exactly how the initial states split in order to reach a thermal
state. Preliminary computations indicate that the preferred splitting mechanism is
into equal energies in the final state, however we would like to investigate this in more
detail. Also to produce a ‘good’ black hole in AdS, we need N to be large. With
N large the number of ways for an initial state to split apart drastically increases.
This will produce a large entropy in the final state. The large entropy comes from
how many ways an initial mode or modes can split into lower energy modes, and the
size of the hole is related to the entropy of the hole. Additionally, we can think of
this ‘2 to 4’ process being iterated many times to produce a final state with many
low energy modes. We argue qualitatively that given enough energy in the initial
state, the phase space for the final state is large enough to produce a thermal state
which corresponds to a black hole forming in the dual picture. In our scenario, this
formation process, corresponds tunneling into a new fuzzball state. We would like to
show this more concretely in future work.
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Appendix A
Notation and conventions
A.1 Field Definitions
Here we give the notation and conventions used in our computations. We have 4 real
left moving fermions ψ1, ψ2, ψ3, ψ4 which are grouped into doublets ψ
αA as follows:
ψ++
ψ−+

 = 1√
2

ψ1 + iψ2
ψ3 + iψ4

 (A.1.1)

ψ+−
ψ−−

 = 1√
2

 ψ3 − iψ4
−(ψ1 − iψ2)

 . (A.1.2)
The index α = (+,−) corresponds to the subgroup SU(2)L of rotations on S3 and
the index A = (+,−) corresponds to the subgroup SU(2)1 from rotations in T 4. The
2-point functions read
〈ψαA(z)ψβB(w)〉 = −ǫαβǫAB 1
z − w (A.1.3)
where we have
ǫ+− = 1, ǫ+− = −1 (A.1.4)
372
The 4 real left-moving bosons X1, X2, X3, X4 are grouped into a matrix
XAA˙ =
1√
2
Xiσi =
1√
2

X3 + iX4 X1 − iX2
X1 + iX2 −X3 + iX4

 (A.1.5)
where σi = (σa, iI). The bosonic field 2-point functions are then of the form
〈∂XAA˙(z)∂XBB˙(w)〉 = ǫABǫA˙B˙
1
(z − w)2 . (A.1.6)
The chiral algebra is generated by the R-currents, supercurrents, and the stress-energy
tensor:
Ja =
1
4
ǫαγǫACψ
γC(σTa)αβψ
βA, a = 1, 2, 3
Gα
A˙
= ψαA∂XAA˙, α = +,−
T =
1
2
ǫABǫA˙B˙∂XBB˙∂XAA˙ +
1
2
ǫαβǫABψ
βB∂ψαA (A.1.7)
A.2 OPE Algebra
We note the OPEs between the various operators of interest.
A.2.1 OPE’s of currents with ∂XAA˙(z) and ψ
αA(z)
T (z)∂XAA˙(w) ∼
∂XAA˙(w)
(z − w)2 +
∂2XAA˙(w)
z − w
T (z)ψαA(w) ∼
1
2
ψαA(w)
(z − w)2 +
∂ψαA(w)
z − w
Gα
A˙
(z)ψβB(w) ∼ ǫαβǫBA∂XAA˙(w)
z − w
Gα
A˙
(z)∂XBB˙(w) ∼ ǫABǫA˙B˙
ψαA(w)
(z − w)2 + ǫABǫA˙B˙
∂ψαA(w)
z − w
Ja(z)ψαA(w) ∼ 1
2
1
z − w (σ
Ta)αβψ
βA(w)
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J+(z)ψ+A(w) = 0, J−(z)ψ+A(w) =
ψ−A(w)
z − w
J+(z)ψ−A(w) =
ψ+A(w)
z − w , J
−(z)ψ−A(w) = 0 (A.2.1)
A.2.2 OPE’s of currents with currents
T (z)T (w) ∼
c
2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w
Ja(z)J b(w) ∼
c
12
δab
(z − w)2 +
iǫabcJ
c(w)
z − w
Gα
A˙
(z)Gβ
B˙
(w) ∼ −ǫA˙B˙
[
ǫβα
c
3
(z − w)3 + ǫ
βγ(σaT )αγ
(
2Ja(w)
(z − w)2 +
∂Ja(w)
z − w
)
+ ǫβα
1
z − wT (w)
]
Ja(z)Gα
A˙
(w) ∼ 1
z − w
1
2
(σaT )αβG
β
A˙
(w)
T (z)Ja(w) ∼ J
a(w)
(z − w)2 +
∂Ja(w)
z − w
T (z)Gα
A˙
(w) ∼
3
2
Gα
A˙
(w)
(z − w)2 +
∂Gα
A˙
(w)
z − w (A.2.2)
We convert the relations involving J1, J2 to those involving J+, J−. Defining J+, J−
as
J+ = J1 + iJ2
J− = J1 − iJ2 (A.2.3)
yield the following OPE’s
J+(z)J−(w) ∼
c
6
(z − w)2 +
2J3(w)
z − w , J
−(z)J+(w) ∼
c
6
(z − w)2 −
2J3(w)
z − w
J3(z)J+(w) ∼ J
+(w)
z − w , J
3(z)J−(w) ∼ −J
−(w)
z − w
J+(z)J3(w) ∼ −J
+(w)
z − w , J
−(z)J3(w) ∼ J
−(w)
z − w
T (z)J+(w) ∼ J
+(w)
(z − w)2 +
∂J+(w)
z − w , T (z)J
−(w) ∼ J
−(w)
(z − w)2 +
∂J−(w)
z − w
J+(z)G−
A˙
(w) ∼ G
+
A˙
(w)
z − w , J
−(z)G+
A˙
(w) ∼ G
−
A˙
(w)
z − w (A.2.4)
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A.3 Mode and contour definitions of the fields
The modes are defined in terms of contours through
Lm =
∮
dz
2πi
zm+1T (z)
Jam =
∮
dz
2πi
zmJa(z)
Gα
A˙,r
=
∮
dz
2πi
zr+
1
2Gα
A˙
(z)
αAA˙,m = i
∮
dz
2πi
zm∂XAA˙(z)
dαAr =
∮
dz
2πi
zr−
1
2ψαA(z) (A.3.1)
The inverse relations are
T (z) =
∑
m
z−m−2Lm
Ja(z) =
∑
m
z−m−1Jam
Gα
A˙
(z) =
∑
r
z−r−
3
2Gα
A˙,r
∂XAA˙(z) = −i
∑
m
z−m−1αAA˙,m
ψαA(z) =
∑
m
z−m−
1
2dαAm (A.3.2)
A.4 Commutation relations
A.4.1 Commutators of αAA˙,m and d
αA
r
[αAA˙,m, αBB˙,n] = −mǫAA˙ǫBB˙δm+n,0
{dαAr , dβBs } = −ǫαβǫABδr+s,0 (A.4.1)
A.4.2 Commutators of currents with αAA˙,m and d
αA
r
[Lm, αAA˙,n] = −nαAA˙,m+n
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[Lm, d
αA
r ] = −(
m
2
+ r)dαAm+r
{Gα
A˙,r
, dβBs } = iǫαβǫABαAA˙,r+s
[Gα
A˙,r
, αBB˙,m] = −imǫABǫA˙B˙dαAr+m
[Jam, d
αA
r ] =
1
2
(σTa)αβd
βA
m+r
[J+m, d
+A
r ] = 0, [J
−
m, d
+A
r ] = d
−A
m+r
[J−m, d
+A
r ] = d
−A
m+r, [J
+
m, d
+A
r ] = 0 (A.4.2)
A.4.3 Commutators of currents with currents
[Lm, Ln] =
c
12
m(m2 − 1)δm+n,0 + (m− n)Lm+n
[Jam, J
b
n] =
c
12
mδabδm+n,0 + iǫ
ab
cJ
c
m+n
{Gα
A˙,r
, Gβ
B˙,s
} = ǫA˙B˙
[
ǫαβ
c
6
(r2 − 1
4
)δr+s,0 + (σ
aT )αγ ǫ
γβ(r − s)Jar+s + ǫαβLr+s
]
[Jam, G
α
A˙,r
] =
1
2
(σaT )αβG
β
A˙,m+r
[Lm, J
a
n] = −nJam+n
[Lm, G
α
A˙,r
] = (
m
2
− r)Gα
A˙,m+r
[J+m, J
−
n ] =
c
6
mδm+n,0 + 2J
3
m+n
[Lm, J
+
n ] = −nJ+m+n, [Lm, J−n ] = −nJ−m+n
[J+m, G
+
A˙,r
] = 0, [J−m, G
+
A˙,r
] = G−
A˙,m+r
[J+m, G
−
A˙,r
] = G+
A˙,m+r
, [J−m, G
−
A˙,r
] = 0
[J3m, J
+
n ] = J
+
m+n, [J
3
m, J
−
n ] = −J−m+n (A.4.3)
A.5 Current modes written in terms of αAA˙,m and
dαAr
Jam =
1
4
∑
r
ǫABd
γB
r ǫαγ(σ
aT )αβd
βA
m−r, a = 1, 2, 3
J3m = −
1
2
∑
r
d++r d
−−
m−r −
1
2
∑
r
d−+r d
+−
m−r
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J+m =
∑
r
d++r d
+−
m−r, J
−
m =
∑
r
d−−r d
−+
m−r
Gα
A˙,r
= −i
∑
n
dαAr−nαAA˙,n
Lm = −1
2
∑
n
ǫABǫA˙B˙αAA˙,nαBB˙,m−n −
1
2
∑
r
(m− r + 1
2
)ǫαβǫABd
αA
r d
βB
m−r
(A.5.1)
A.6 Right moving algebra
We note that the right moving algebra is identical to all of the algebra presented
above with z → z¯.
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Appendix B
Physical States of the D1D5 CFT
In this appendix we convert the notation for bosonic fields ∂XAA˙, ∂¯X¯AA˙, which are
written in the SU(2)1×SU(2)2 language, into the notation for physical states, which
correspond to excitations along the physical directions of the torus. Let us start with
the definitions of XAA˙. Using Appendix A.1 we have
X++ =
1√
2
(X3 + iX4), X¯++ =
1√
2
(X¯3 + iX¯4)
X−− =
1√
2
(−X3 + iX4), X¯−− = 1√
2
(−X¯3 + iX¯4)
X+− =
1√
2
(X1 − iX2), X¯+− = 1√
2
(X¯1 − iX¯2)
X−+ =
1√
2
(X1 + iX2), X¯−+ =
1√
2
(X¯1 + iX¯2) (B.0.1)
Where XAA˙ and X¯AA˙ are defined independently from one another which is why there
is no conjugation of i. Their algebras commute. Inverting the above equations, we
get
X1 =
1√
2
(X+− +X−+), X¯1 =
1√
2
(X¯+− + X¯−+)
X2 =
1√
2i
(X−+ −X+−), X¯2 = − 1√
2i
(X−+ −X+−)
X3 =
1√
2
(X++ −X−−), X¯3 = 1√
2
(X¯++ − X¯−−)
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X4 =
1√
2i
(X++ +X−−), X¯4 = − 1√
2i
(X¯++ + X¯−−) (B.0.2)
We now borrow notation from excitations of a closed string as it is analogous to the
situation of a left and right moving open string excitation along a Dbrane. We have
four transverse polarization directions which are X1, X2, X3, X4, the directions of T
4.
The state space at the massless level is given by
4∑
i,j=1
Rij∂Xi∂¯Xj (B.0.3)
where Rij is an arbitrary 4× 4 matrix. Now we can decompose Rij as follows
Rij = Sij + Aij (B.0.4)
where Sij is a symmetric matrix and Aij is an antisymmetric matrix. The symmetric
part can be further decomposed into a symmetric, traceless part, Sˆij , and a trace
part 1
6−2S where
Sˆij = Sij − 1
6− 2δ
ijS (B.0.5)
where D = 6 because we have the CFT coordinates t, y and the torus directions
x1, x2, x3, x4 which gives a total of 6 dimensions. We note that Sˆ
ij is arbitrary and
could be chosen to be any such symmetric, traceless matrix. Looking at the symmetric
traceless part we have the possible states
4∑
i,j=1
Sˆij∂Xi∂¯Xj (B.0.6)
These states are in one to one correspondence with graviton states and Sˆij is analogous
to the polarizations of the graviton states. Since Sˆij is symmetric and traceless lets
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write an example matrix which fits these properties
Sˆij =


1 1 1 1
1 1 1 1
1 1 −1 1
1 1 1 −1


(B.0.7)
Defining the components of the graviton states, hij , below we have
h12 = h21 =
1√
2
(∂X1∂¯X¯2 + ∂X2∂¯X¯1)
h13 = h31 =
1√
2
(∂X1∂¯X¯3 + ∂X3∂¯X¯1)
h14 = h41 =
1√
2
(∂X1∂¯X¯4 + ∂X4∂¯X¯1)
h23 = h32 =
1√
2
(∂X2∂¯X¯3 + ∂X3∂¯X¯2)
h24 = h42 =
1√
2
(∂X2∂¯X¯4 + ∂X4∂¯X¯2)
h34 = h43 =
1√
2
(∂X3∂¯X¯4 + ∂X4∂¯X¯3)
h11 = ∂X1∂¯X¯1
h22 = ∂X2∂¯X¯2
h33 = −∂X3∂¯X¯3
h44 = −∂X4∂¯X¯4 = −(φ − h11 − h22 + h33) (B.0.8)
For the antisymmetric part we have
4∑
i,j=1
Aij∂Xi∂¯Xj (B.0.9)
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The antisymmetric states are in one to one correspondence with the RR 2 form BRRij
which couples to the D1 brane. We write the antisymmetric matrix as
Aij =


0 1 1 1
−1 0 1 1
−1 −1 0 1
−1 −1 −1 0


(B.0.10)
Writing the states as components of BRRij , we have
BRR12 = −BRR21 =
1√
2
(∂X1∂¯X¯2 − ∂X2∂¯X¯1)
BRR13 = −BRR31 =
1√
2
(∂X1∂¯X¯3 − ∂X3∂¯X¯1)
BRR14 = −BRR41 =
1√
2
(∂X1∂¯X¯4 − ∂X4∂¯X¯1)
BRR23 = −BRR32 =
1√
2
(∂X2∂¯X¯3 − ∂X3∂¯X¯2)
BRR24 = −BRR42 =
1√
2
(∂X2∂¯X¯4 − ∂X4∂¯X¯2)
BRR34 = −BRR43 =
1√
2
(∂X3∂¯X¯4 − ∂X4∂¯X¯3) (B.0.11)
The trace part corresponds to the 6D dilaton
1
6− 2Sφ (B.0.12)
which is given by
φ =
1
2
(∂X1∂¯X¯1 + ∂X2∂¯X¯2 + ∂X3∂¯X¯3 + ∂X4∂¯X¯4) (B.0.13)
Now lets compute possible combinations of states which will be useful for our
purposes. Using (B.0.1) we have
∂X−−∂¯X¯++ =
1
2
(−∂X3 + i∂X4)(∂¯X¯3 + i∂¯X¯4)
=
1
2
(−∂X3∂¯X¯3 − ∂X4∂¯X¯4 − i∂X3∂¯X¯4 + i∂X4∂¯X¯3)
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=
1
2
(h11 + h22 − 2φ− i
√
2BRR34 ) (B.0.14)
where we see that the above state is formed from a linear combination of linearly
independent graviton, antisymmetric tensor and dilaton states given in (B.0.6),(B.0.9)
and (B.0.12). Similarly for other charge combinations we have
∂X++∂¯X¯−− =
1
2
(∂X3 + i∂X4)(−∂¯X¯3 + i∂¯X¯4)
=
1
2
(−∂X3∂¯X¯3 − ∂X4∂¯X¯4 + i(∂X3∂¯X¯4 − ∂X4∂¯X¯3))
=
1
2
(h11 + h22 − 2φ+ i
√
2BRR34 )
∂X+−∂¯X¯−+ =
1
2
(∂X1 − i∂X2)(∂¯X¯1 + i∂¯X¯2)
=
1
2
(∂X1∂¯X¯1 + ∂X2∂¯X¯2 + i(∂X1∂¯X¯2 − ∂X2∂¯X¯1))
=
1
2
(h11 + h22 + i
√
2BRR12 )
∂X−+∂¯X¯+− =
1
2
(∂X1 + i∂X2)(∂¯X¯1 − i∂¯X¯2)
=
1
2
(∂X1∂¯X¯1 + ∂X2∂¯X¯2 − i
√
2(∂X1∂¯X¯2 − ∂X2∂¯X¯1))
=
1
2
(h11 + h22 − i
√
2BRR12 )
∂X++∂¯X¯++ =
1
2
(∂X3 + i∂X4)(∂¯X¯3 + i∂¯X¯4)
=
1
2
(∂X3∂¯X¯3 − ∂X4∂¯X¯4 + i(∂X3∂¯X¯4 + ∂X4∂¯X¯3))
=
1
2
(h11 + h22 − 2φ− 2h33 + i
√
2h34)
∂X−−∂¯X¯−− =
1
2
(−∂X3 + i∂X4)(−∂¯X¯3 + i∂¯X¯4)
=
1
2
(∂X3∂¯X¯3 − ∂X4∂¯X¯4 − i(∂X3∂¯X¯4 + ∂X4∂¯X¯3))
=
1
2
(h11 + h22 − 2φ− 2h33 − i
√
2h34)
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∂X+−∂¯X¯+− =
1
2
(∂X1 − i∂X2)(∂¯X¯1 − i∂¯X¯2)
=
1
2
(∂X1∂¯X¯1 − ∂X2∂¯X¯2 − i(∂X1∂¯X¯2 + ∂X2∂¯X¯1))
=
1
2
(h11 − h22 − i
√
2h12)
∂X−+∂¯X¯−+ =
1
2
(∂X1 + i∂X2)(∂¯X¯1 + i∂¯X¯2)
=
1
2
(∂X1∂¯X¯1 − ∂X2∂¯X¯2 + i(∂X1∂¯X¯2 + ∂X2∂¯X¯1))
=
1
2
(h11 − h22 + i
√
2h12)
(B.0.15)
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Appendix C
Mapping modes to the covering
plane for the single twist case
In this appendix we compute the transformations of the fermion modes for the single
twist under the sequence of spectral flow transformations and coordinate changes
described in Section 3.4.2.
C.1 Modes on the cylinder
We start by recalling from Section 3.4.1 the mode expansions on the cylinder.
Below the twist, we have:
d(1)αAm =
1
2πi
√
M
2πM∫
σ=0
ψ(1)αA(w)e
m
M
wdw (C.1.1)
d(2)αAm =
1
2πi
√
N
2πN∫
σ=0
ψ(2)αA(w)e
m
N
wdw, (C.1.2)
while above the twist, we have:
dαAk =
1
2πi
√
M +N
2π(M+N)∫
σ=0
ψαA(w)e
k
M+N
wdw, (C.1.3)
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which gives
ψαA (w) =
1√
M +N
∑
k
dαAk e
− k
M+N
w. (C.1.4)
The anti-commutation relations are
{
dαAk , d
βB
l
}
= −εαβεABδk+l,0. (C.1.5)
C.2 Modes on the z plane
We map the cylinder to the plane with coordinate z via
z = ew. (C.2.1)
The operator modes transform as follows. Before the twist, i.e. |z| < eτ0 , using a
contour circling z = 0, we have
d(1)αAm →
1
2πi
√
M
2πM∫
arg(z)=0
ψ(1)αA(z)z
m
M
− 1
2dz
d(2)αAm →
1
2πi
√
N
2πN∫
arg(z)=0
ψ(2)αA(z)z
m
N
− 1
2dz. (C.2.2)
After the twist, i.e. |z| > eτ0 , using a contour circling z =∞, we have
dαAk →
1
2πi
√
M +N
2π(M+N)∫
arg(z)=0
ψαA(z)z
k
M+N
− 1
2dz. (C.2.3)
C.3 Modes on the covering space
We now map the problem to the covering space with coordinate t, where the fields
are single-valued. We use the map
z = tM(t− a)N . (C.3.1)
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It is convenient to write the derivative as
dz
dt
= (M +N)
z
t(t− a)
(
t− M
M+N
a
)
. (C.3.2)
Under this map, the modes before the twist become:
d(1)αAm →
√
M +N
2πi
√
M
∮
t=0
dt ψαA(t)
[
tm−
1
2
(
t− M
M+N
a
) 1
2 (t− a)NmM − 12
]
d(2)αAm →
√
M +N
2πi
√
N
∮
t=a
dt ψαA(t)
[
t
Mm
N
− 1
2
(
t− M
M+N
a
) 1
2 (t− a)m− 12
]
(C.3.3)
and after the twist, we have:
dαAk →
1
2πi
∮
t=∞
dt ψαA(t)
[
t
Mk
M+N
− 1
2
(
t− M
M+N
a
) 1
2 (t− a) NkM+N− 12
]
. (C.3.4)
C.4 Modes after the first spectral flow
We now perform the sequence of spectral flow transformations and coordinate changes
described in Section 3.4.2. As explained there, at this point we ignore normalization
factors of spin fields and transformation properties of spin fields under spectral flow.
We spectral flow in the same way on left- and right-moving sectors, but write only
the holomorphic expressions.
We first spectral flow by α = 1 in the t plane. Before the spectral flow, we have
the amplitude
t〈0R,−|S−(a)S+
(
M
M+N
a
) |0−R〉t. (C.4.1)
The spectral flow has the following effects:
(a) The R ground states |0−R〉t and t〈0R,−| map to the NS ground states in the t
plane:
|0−R〉t → |0NS〉t, t〈0R,−| → t〈0NS| (C.4.2)
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(b) The modes of the fermion fields change as follows (the bosonic modes are unaf-
fected):
ψ±A(t) → t∓ 12ψ±A(t). (C.4.3)
Then the modes before the twist become:
d(1)+Am →
√
M +N
2πi
√
M
∮
t=0
dtψ(1)+A(t)
[
tm−1
(
t− M
M+N
a
) 1
2 (t− a)NmM − 12
]
d(2)+Am →
√
M +N
2πi
√
N
∮
t=a
dtψ(2)+A(t)
[
t
Mm
N
−1 (t− M
M+N
a
) 1
2 (t− a)m− 12
]
d(1)−Am →
√
M +N
2πi
√
M
∮
t=0
dtψ(1)−A(t)
[
tm
(
t− M
M+N
a
) 1
2 (t− a)NmM − 12
]
d(2)−Am →
√
M +N
2πi
√
N
∮
t=a
dtψ(2)−A(t)
[
t
Mm
N
(
t− M
M+N
a
) 1
2 (t− a)m− 12
]
(C.4.4)
and the modes after the twist become:
d+Ak →
1
2πi
∮
t=∞
dtψ+A(t)
[
t
Mk
M+N
−1 (t− M
M+N
a
) 1
2 (t− a) NkM+N− 12
]
d−Ak →
1
2πi
∮
t=∞
dtψ−A(t)
[
t
Mk
M+N
(
t− M
M+N
a
) 1
2 (t− a) NkM+N− 12
]
. (C.4.5)
C.5 Modes after the second spectral flow
Next, we change coordinate to
t′ = t− M
M+N
a, (C.5.1)
and we spectral flow by α = −1 in the t′ plane. Before this second spectral flow, we
have the amplitude
t′〈0NS|S−
(
N
M+N
a
) |0+R〉t′ . (C.5.2)
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The spectral flow has the following effects:
(a) The R ground state |0+R〉t′ maps to the NS vacuum in the t′ plane:
|0+R〉t′ → |0NS〉t′ . (C.5.3)
(b) The modes of the fermions change as follows:
ψ±A(t′) → (t′)± 12ψ±A(t′). (C.5.4)
Then the modes before the twist become:
d(1)+Am →
√
M +N
2πi
√
M
∮
t′=− Ma
M+N
dt′ψ(1)+A
[(
t′ + M
M+N
a
)m−1
t′
(
t′ − N
M+N
a
)Nm
M
− 1
2
]
d(2)+Am →
√
M +N
2πi
√
N
∮
t′= Na
M+N
dt′ψ(2)+A
[(
t′ + M
M+N
a
)Mm
N
−1
t′
(
t′ − N
M+N
a
)m− 1
2
]
d(1)−Am →
√
M +N
2πi
√
M
∮
t′=− Ma
M+N
dt′ψ(1)−A
[(
t′ − M
M+N
a
)m (
t′ − M
M+N
a
)Nm
M
− 1
2
]
d(2)−Am →
√
M +N
2πi
√
N
∮
t′= Na
M+N
dt′ψ(2)−A
[(
t′ − M
M+N
a
)Mm
N
(
t′ − M
M+N
a
)m− 1
2
]
(C.5.5)
and the modes after the twist become:
d+Ak →
1
2πi
∮
t′=∞
ψ+A (t′)
[(
t′ + M
M+N
a
) Mk
M+N
−1
t′
(
t′ − N
M+N
a
) Nk
M+N
− 1
2
]
d−Ak →
1
2πi
∮
t′=∞
ψ−A (t′)
[(
t′ + M
M+N
a
) Mk
M+N
(
t′ − N
M+N
a
) Nk
M+N
− 1
2
]
. (C.5.6)
C.6 Modes after the third spectral flow
Next, we change the coordinate to
tˆ = t′ − N
M+N
a, (C.6.1)
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and we spectral flow by α = 1 in the tˆ plane. The spectral flow has the following
effects
(a) The R ground state maps to the NS vacuum in the tˆ plane:
|0−R〉tˆ → |0NS〉tˆ. (C.6.2)
(b) The modes of the fermions change as follows:
ψ±A
(
tˆ
) → (tˆ)∓ 12 ψ±A (tˆ) (C.6.3)
Then the modes before the twist become:
d(1)+Am → dˆ′(1)+Am =
√
M +N
2πi
√
M
∮
tˆ=−a
dtˆ ψ(1)+A
(
tˆ
) [(
tˆ+ a
)m−1 (
tˆ + Na
M+N
)
tˆ
Nm
M
−1
]
d(2)+Am → dˆ′(2)+Am =
√
M +N
2πi
√
N
∮
tˆ=0
dtˆ ψ(2)+A
(
tˆ
) [(
tˆ+ a
)Mm
N
−1 (
tˆ + Na
M+N
)
tˆm−1
]
d(1)−Am → dˆ′(1)−Am =
√
M +N
2πi
√
M
∮
tˆ=−a
dtˆ ψ(1)−A
(
tˆ
) [(
tˆ+ a
)m
tˆ
Nm
M
]
d(2)−Am → dˆ′(2)−Am =
√
M +N
2πi
√
N
∮
tˆ=0
dtˆ ψ(2)−A
(
tˆ
) [(
tˆ+ a
)Mm
N tˆm
]
(C.6.4)
After the twist, we obtain
d+Ak → dˆ′+Ak =
1
2πi
∮
tˆ=∞
dtˆ ψ+A
(
tˆ
) [(
tˆ+ a
) Mk
M+N
−1 (
tˆ + N
M+N
a
)
tˆ
Nk
M+N
−1
]
d−Ak → dˆ′−Ak =
1
2πi
∮
tˆ=∞
dtˆ ψ−A
(
tˆ
) [(
tˆ+ a
) Mk
M+N tˆ
Nk
M+N
]
. (C.6.5)
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Appendix D
Calculation of the overall
prefactor CMN for the single
twist case
In this appendix we compute the prefactor CMN given by
CMN = 〈0R,−−|σ++2 (w0) |0−−R 〉(1) |0−−R 〉(2) . (D.0.1)
We will have four contributions to our factor of CMN .
First we lift the correlator to the z plane. The conformal weight of the twist
operator then gives a Jacobian factor, which is our first contribution.
We then have the z plane correlator
〈0R,−−|σ++2 (z0) |0−−R 〉(1) |0−−R 〉(2) = 〈σ++M+N(∞)σ++2 (z0)σ−−N (0)σ−−M (0)〉 .(D.0.2)
We employ the methods developed in [55,56] to compute this correlator. Introducing
the notation that σ++M+N has dimension (∆
++
M+N ,∆
++
M+N), we have
〈σ++M+N(∞)σ++2 (z0)σ−−N (0)σ−−M (0)〉 ≡ lim|z|→∞ |z|
4∆++
M+N 〈σ++M+N(z)σ++2 (z0)σ−−N (0)σ−−M (0)〉
= lim
|z|→∞
〈σ++M+N(z)σ++2 (z0)σ−−N (0)σ−−M (0)〉
〈σ++M+N(z)σ−−M+N (0)〉
.(D.0.3)
The computation of this ratio of correlators factorizes [56] into a product of terms
coming from the Liouville action, which depend only on the ‘bare twist’ part of the
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above spin-twist fields, and t plane correlators of appropriately normalized spin fields.
We denote the image of z and z0 in the t plane by t(z) and t0 respectively. Then we
have
〈σ++M+N(∞)σ++2 (z0)σ−−N (0)σ−−M (0)〉 = lim|z|→∞
〈σM+N(z)σ2(z0)σN (0)σM(0)〉
〈σM+N(z)σM+N (0)〉
〈S4(t(z), t0)〉
〈S2(t(z))〉
(D.0.4)
where 〈S4(t(z), t0)〉 and 〈S2(t(z))〉 are t plane correlators (four-point and two-point
respectively) of appropriately normalized spin fields.
Our second contribution will be the ratio of correlators of bare twist fields in
(D.0.4); our third contribution will be the various normalization factors for the t
plane spin field correlators, and our final contribution will be the ratio of t plane spin
field correlators.
We now compute these four contributions in turn.
D.1 Jacobian factor for lifting from cylinder to plane
We first lift the correlator to the z plane. Since σ++2 has weight (1/2,1/2), we obtain
the Jacobian factor contribution∣∣∣∣ dzdw
∣∣∣∣
z=z0
= |a|M+N M
MNN
(M +N)M+N
. (D.1.1)
D.2 Liouville action terms
In this subsection we deal only with the contribution from the bare twist fields, i.e.
we compute
〈σM+N (∞)σ2(z0)σN(0)σM(0)〉 = lim|z|→∞
〈σM+N(z)σ2(z0)σN(0)σM(0)〉
〈σM+N(z)σM+N (0)〉 (D.2.1)
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where the bare twist operators are normalized as
〈σM(z)σM (0)〉 = 1|z|4∆M . (D.2.2)
D.2.1 Defining regulated twist operators
We work in a path integral formulation, and we define regularized bare twist operators
by cutting a small circular hole of radius ǫ≪ 1 around each finite insertion point,
σǫ2(z0) , σ
ǫ
M(0) , σ
ǫ
N (0) . (D.2.3)
From (D.2.2) we have the following relationship between the regularized twist oper-
ators (whose normalization depends on the cutoff) and the canonically normalized
twist operators:
σM =
1√〈σǫM(0)σǫM(1)〉σǫM . (D.2.4)
We also define a regularized twist operator at infinity by cutting a large circular hole
of radius 1/δ˜ with δ˜ ≪ 1. This operator is denoted
σδ˜M+N (∞) . (D.2.5)
Since in (D.2.1) we have a ratio of amplitudes, we do not need to worry about the
normalization of σδ˜M+N(∞), and we obtain
lim
|z|→∞
〈σM+N(z)σ2(z0)σN (0)σM(0)〉
〈σM+N(z)σM+N (0)〉 =
〈σδ˜M+N (∞)σ2(z0)σN(0)σM(0)〉
〈σδ˜M+N(∞)σM+N(0)〉
.(D.2.6)
From (D.2.4) we then obtain
〈σM+N(∞)σ2(z0)σN (0)σM(0)〉 =
〈σδ˜M+N(∞)σǫ2(z0)σǫN(0)σǫM(0)〉
〈σδ˜M+N(∞)σǫM+N(0)〉
√
〈σǫM+N(0)σǫM+N(1)〉
〈σǫ2(0)σǫ2(1)〉〈σǫN(0)σǫN (1)〉〈σǫM(0)σǫM(1)〉
(D.2.7)
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and so our four-point function is now expressed entirely in terms of correlators of
regularized twist operators, which we now compute.
D.2.2 Lifting to the t plane
We now lift the problem to the t-plane using the map
z = tM(t− a)N . (D.2.8)
In the z plane we have cut out various circular holes, leaving a path integral over an
open set. The image of this open set in the t plane will be denoted by Σ. In the t
plane, we have single-valued fields, with no twist operators, but with appropriately
normalized spin field insertions (which we deal with later). There is also a non-trivial
metric, which we deal with in the present section.
To take account of the non-trivial metric on the t plane, we define a fiducial metric
on the cover space Σ and compute the Liouville action. Replacing the z-plane by a
closed surface (a sphere), we define the z-plane metric g via
ds2 =


dzdz¯ |z| < 1
δ
dz˜d¯˜z |z˜| < 1
δ
z˜ =
1
δ2
1
z
(D.2.9)
where δ is a cutoff which will not play a role in our computation.
We define the fiducial metric on the t plane gˆ, to be flat so the curvature term in
the Liouville action vanishes. We define gˆ via
dsˆ2 =


dtdt¯ |t| < 1
δ′
dt˜d¯˜t |t˜| < 1
δ′
t˜ =
1
δ′2
1
t
. (D.2.10)
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where δ′ is another cutoff which will not play a role in our computation.
In lifting to the t-plane from the z-plane our metric will change by
ds2 = eφdsˆ2 (D.2.11)
This corresponds to a transformation of our path integral of the form
Z(g) = eSLZ(gˆ) (D.2.12)
where SL is the Liouville action given by (see e.g. [109])
SL =
c
96π
∫
d2t
√
−gˆ [∂µφ∂νφ gˆµν + 2R(gˆ)φ] . (D.2.13)
Since we map from the z space to the t space we have an induced metric given by
ds2 = dzdz¯ =
dz
dt
dz¯
dt¯
dtdt¯ (D.2.14)
Comparing this equation with (D.2.11) we find that the Liouville field is given by
φ = log
dz
dt
+ log
dz¯
dt¯
= log
(∣∣∣∣dzdt
∣∣∣∣2
)
. (D.2.15)
Since the fiducial metric is flat and ∂µ∂
µφ = 0, the Liouville action becomes a
boundary term, which can be written as
SL =
c
96π

i ∫
∂
dtφ∂tφ+ c.c

 (D.2.16)
where c.c. denotes the complex conjugate and where ∂ is the boundary of Σ, com-
prising the images in the t plane of the circular holes defined in the z plane.
The contribution of correlation function reduces to calculating the contributions
to the Liouville action from the various holes comprising the boundary of Σ, which
in our problem are:
• Type 1: The holes whose images are at finite points in the t-plane. In our
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problem these holes are from finite points within the z-plane.
• Type 2: The hole whose image is at t =∞. This hole comes from a cut in the
z-plane at 1
δ˜
upon taking δ˜ → 0. Since all M +N copies of the CFT are twisted
together at z =∞, this is the only hole that appears at t =∞.
Then our four-point correlation function (D.2.7) can be written as
〈σM+N(∞)σ2(z0)σN (0)σM(0)〉 =
eSL1 [σ
δ˜
M+Nσ
ǫ
2σ
ǫ
Nσ
ǫ
M ]+SL2 [σ
δ˜
M+Nσ
ǫ
2σ
ǫ
Nσ
ǫ
M ]
eSL1 [σ
δ˜
M+Nσ
ǫ
M+N ]+SL2 [σ
δ˜
M+Nσ
ǫ
M+N ]
√
〈σǫM+N (0)σǫM+N(1)〉
〈σǫ2(0)σǫ2(1)〉〈σǫN(0)σǫN(1)〉〈σǫM(0)σǫM(1)〉
(D.2.17)
where SL1[σ
δ˜
M+Nσ
ǫ
2σ
ǫ
Nσ
ǫ
M ] and SL2 [σ
δ˜
M+Nσ
ǫ
2σ
ǫ
Nσ
ǫ
N ] are the Liouville contributions to
the four-point function from holes of Type 1 and Type 2 respectively, and similarly
for the two-point function.
D.2.3 The four-point function of regularized twist operators
We now calculate the contribution to the Liouville action from the four-point function
of regularized twist operators,
SL,4 ≡ SL1 [σδ˜M+Nσǫ2σǫNσǫM ] + SL2[σδ˜M+Nσǫ2σǫNσǫM ] . (D.2.18)
Let us begin by looking at the contribution to the Liouville action from the branch
point at z = 0, t = 0. Near this point we have:
z = tM(t− a)N ≈ tM (−a)N ; dz
dt
≈MtM−1(−a)N ; t ≈
(
z
(−a)N
)1/M
; (D.2.19)
φ = log
[
dz
dt
]
+ c.c. ≈ 2 log [M |t|M−1|a|N] ; ∂tφ ≈ M − 1
t
(D.2.20)
From (D.2.16), the contribution to the Liouville action from this point is given by
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(we note that the central charge is c = 6)
SL1(z = 0, t = 0) =
6
96π
[
i
∫
dtφ∂tφ+ c.c.
]
(D.2.21)
We perform branch point integration introducing the following coordinates
z ≈ ǫeiθ; t ≈
(
ǫ
(−a)N
)1/M
eiθ
′
; θ′ =
θ
M
(D.2.22)
Making this change of variables for the integral, we obtain the four-point function’s
contribution to the Liouville action from this region:
SL1,4(z = 0, t = 0) =
6
96π

i 2π∫
0
dθ′it
M − 1
t
2 log[M |t|M−1|a|N ] + c.c.


= −1
2
(M − 1)
(
log
[
Mǫ
M−1
M |a| NM
]) (D.2.23)
The contributions from the other branch points in the four-point function are
calculated in the same manner. Here we present only the results.
SL1,4(z = 0, t = a) = −
1
2
(N − 1)
(
log
[
Nǫ
N−1
N |a|MN
])
SL1,4(z = z0, t = t0) = −
1
4
log [4 |bt0 | ǫ]
SL2,4(z =∞, t =∞) =
1
2
(M +N − 1) log
[
(M +N)δ˜−
M+N−1
M+N
]
(D.2.24)
where
|bt0 | =
|a|M+N−2
2
MMNN
(M +N)M+N
(
(M +N)3
MN
)
. (D.2.25)
Combining the Liouville terms for the regularized four-point function we find a
total contribution of
SL,4 = −1
2
(M − 1) log
[
Mǫ
M−1
M |a| NM
]
− 1
2
(N − 1) log
[
Nǫ
N−1
N |a|MN
]
− 1
4
log [4 |bt0 | ǫ]
+
1
2
(M +N − 1) log
[
(M +N)δ˜−
M+N−1
M+N
]
. (D.2.26)
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D.2.4 The two-point function of regularized twist operators
Let us also calculate the contribution to the Liouville action from the regularized
two-point function,
SL,2 = SL1[σ
δ˜
M+Nσ
ǫ
M+N ] + SL2[σ
δ˜
M+Nσ
ǫ
M+N ] (D.2.27)
We use the map
z = tM+N , t = z
1
M+N ,
dz
dt
= (M +N)tM+N−1
φ ≈ log [(M +N)tM+N−1]+ c.c. ∂tφ = M +N − 1
t
(D.2.28)
We have branch points at z = 0, t = 0 and z = ∞, t = ∞. The contribution to the
Liouville action from each of these points is calculated in the same manner as the
contribution from the four-point function. We thus find:
SL1,2(t = 0, z = 0) = −
1
2
(M +N − 1) log
[
(M +N)ǫ
M+N−1
M+N
]
SL2,2(t =∞, z =∞) =
1
2
(M +N − 1) log
[
(M +N)δ˜
1−M−N
M+N
]
(D.2.29)
Combining the Liouville terms for both branch points of the two-point function
then gives
SL,2 =
M +N − 1
2
log
[
δ˜
1−M−N
M+N
]
− M +N − 1
2
log
[
ǫ
M+N−1
M+N
]
. (D.2.30)
D.2.5 Normalization of the twist operators
In [55], it was shown that the two-point function of regularized twist operators at
finite separation is given by
〈σǫn(0)σǫn(a)〉 = a−4∆n
(
n2ǫAnQBn
)
(D.2.31)
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where
∆n =
c
24
(
n− 1
n
)
, An = −(n− 1)
2
n
, Bn = 1− n (D.2.32)
and where Q is a quantity that is regularization-dependent and which cancels out.
The contribution from normalization term is then√
〈σǫM+N(0)σǫM+N(1)〉
〈σǫ2(0)σǫ2(1)〉〈σǫN(0)σǫN (1)〉〈σǫM(0)σǫM(1)〉
=
√√√√ (M +N)2ǫ− (M+N−1)2(M+N)
(2MN)2ǫ−
(N−1)2
N
− (M−1)2
M
− 1
2
(D.2.33)
Combining (D.2.26), (D.2.30) and (D.2.33), one can check that the regularization
terms cancel, and so (D.2.17) becomes
〈σM+N (∞)σ2(z0)σN(0)σM(0)〉
= 2−
5
4 |a|− 34 (M+N)+ 12(MN + NM+1)M− 34M− 14N− 34N− 14 (M +N) 34 (M+N)− 14 .(D.2.34)
D.3 Normalization factors for spin field insertions
We next turn to the contributions to our amplitude (D.0.4) coming from the spin
fields,
lim
|z|→∞
〈S4(t(z), t0)〉
〈S2(t(z))〉 (D.3.1)
where 〈S4(t(z), t0)〉 and 〈S2(t(z))〉 are t plane correlators (four-point and two-point
respectively) of appropriately normalized spin fields, which we now define.
The normalization coefficient for a spin field S±n (z∗) depends on the local form of
the cover map at the insertion point,
(z − z∗) ≈ b∗ (t− t∗)n . (D.3.2)
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The corresponding spin field insertion in the t plane is given by [56]
b
− 1
4n∗ S±(t∗) . (D.3.3)
We shall first collect all the normalization terms b∗, and we shall compute the spin
field correlator in the next subsection.
For the two-point function in the denominator, we use the map
z = tM+N (D.3.4)
and so all the normalization factors are trivial.
For the four-point function, taking the appropriate limits of our map
z = tM(t− a)N (D.3.5)
we find the normalization coefficients b∗ to be
z = 0, t = 0; z ≈ (−a)N tM → b0 = (−a)N → b−
1
4M
0 = (−a)−
N
4M
z = 0, t = a; z ≈ aM(t− a)N → ba = aM → b−
1
4N
a = a
− M
4N
z = z0, t = t0 =
aM
M +N
; z − z0 ≈ bt0(t− t0)2 → b−
1
8
t0
z =∞, t =∞; z ≈ tM+N → b∞ = 1→ b
− 1
4(M+N)
∞ = 1
(D.3.6)
where bt0 was given in (D.2.25). We can therefore write the normalized spin field
correlator as (writing only holomorphic parts )
lim
|z|→∞
〈S4(t(z), t0)〉
〈S2(t(z))〉 =
(
b
− 1
4(M+N)
∞ b
− 1
8
t0 b
− 1
4N
a b
− 1
4M
0
)(〈S+(∞)S+(t0)S−(a)S−(0)〉
〈S+(∞)S−(0)〉
)
.(D.3.7)
Combining the holomorphic and antiholomorphic parts, the product of all spin field
normalization factors is
|b∞|−
1
2(M+N) |bt0 |−
1
4 |ba|− 12N |b0|− 12M =
2
1
4 |a|− 12(MN +NM+M2 +N2 −1)M− 14 (M−1)N− 14 (N−1)(M +N) 14 (M+N−3) .(D.3.8)
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D.4 Spin field correlator
Here we show the calculation of the spin field correlator term, using two different
methods: firstly via bosonization and secondly via spectral flow.
Method 1: Bosonization
Here we shall use bosonization to calculate the spin field correlators given in (D.3.7).
We define the bosonized fermion fields as
ψ1 = e
iφ5 , ψ2 = e
iφ6 (D.4.1)
We can therefore write the spin fields as
S±(z) = e±
i
2
eaΦa(z) (D.4.2)
where
eaΦ
a(z) = φ5(z)− φ6(z) . (D.4.3)
The OPE is
eiαφ(z)eiβφ(w) ∼ ei(αφ(z)+βφ(w))(z − w)αβ . (D.4.4)
Thus we have
〈S+(∞)S+(t0)S−(a)S−(0)〉
〈S+(∞)S−(0)〉 = limt→∞
〈S+(t)S+(t0)S−(a)S−(0)〉
〈S+(t)S−(0)〉
= lim
t→∞
〈: exp ( i
2
eaΦ
a(t)
)
: : exp
(
i
2
eaΦ
a(t0)
)
: : exp
(− i
2
eaΦ
a(a)
)
: : exp
(− i
2
eaΦ
a(0)
)
:〉
〈: exp ( i
2
eaΦa(t)
)
: : exp
(− i
2
eaΦa(0)
)
:〉 .
(D.4.5)
For the four-point correlator, we obtain
〈: exp
(
i
2
eaΦ
a(t)
)
: : exp
(
i
2
eaΦ
a(t0)
)
: : exp
(
− i
2
eaΦ
a(a)
)
: : exp
(
− i
2
eaΦ
a(0)
)
:〉
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= (t− t0) 12 (t− a)− 12 (t0 − a)− 12 t− 12 t−
1
2
0 a
1
2 . (D.4.6)
For the two-point correlator, we obtain
〈: exp
(
i
2
eaΦ
a(t)
)
: : exp
(
− i
2
eaΦ
a(0)
)
:〉 = t− 12 . (D.4.7)
Combining (D.4.6) and (D.4.7), we find that (D.4.5) is given by
〈S+(∞)S+(t0)S−(a)S−(0)〉
〈S+(∞)S−(0)〉 = limt→∞(t− t0)
1
2 (t− a)− 12 (t0 − a)− 12 t−
1
2
0 a
1
2
= (t0 − a)− 12 t−
1
2
0 a
1
2
= (−a)− 12N− 12M− 12 (M +N) . (D.4.8)
Combining (D.4.8) with the antiholomorphic part, we obtain
〈S+(∞)S+(t0)S−(a)S−(0)〉
〈S+(∞)S−(0)〉 =
(M +N)2
MN
1
|a| . (D.4.9)
D.4.1 Method 2: Spectral Flow
We now compute the spin field correlator using the sequence of spectral flow trans-
formations and coordinate changes described in Section 3.4.2. This serves as a cross-
check of the above calculation via bosonization.
Having lifted to the t plane, and taken care of the normalization factors of the spin
field insertions, we are left with the t plane spin field correlator (writing holomorphic
fields only)
t〈0R,−|S−(a)S+
(
M
M+N
a
) |0−R〉t . (D.4.10)
We recall that the action of spectral flow is straightforward for operators where the
fermion content may be expressed as a simple exponential in the language in which
the fermions are bosonized. For such operators with charge j, spectral flow with
401
parameter α gives rise to the transformation
Oˆj(t)→ t−αjOˆj(t).
We first spectral flow by α = 1 in the t plane. This gives√
M +N
M
t〈0NS|S−(a)S+
(
M
M+N
a
) |0NS〉t. (D.4.11)
Next, we change coordinate to
t′ = t− M
M+N
a . (D.4.12)
This gives the t′ plane correlator√
M +N
M
t′〈0NS|S−
(
N
M+N
a
) |0+R〉t′ . (D.4.13)
We then spectral flow by α = −1 in the t′ plane, yielding√
M +N
M
(
N
M +N
a
)− 1
2
t′〈0R,−|S−
(
N
M+N
a
) |0NS〉t′ (D.4.14)
=
(
M +N√
MN
a−
1
2
)
t′〈0R,−|S−
(
N
M+N
a
) |0NS〉t′ . (D.4.15)
Next, we change the coordinate to
tˆ = t′ − N
M+N
a . (D.4.16)
This gives (
M +N√
MN
a−
1
2
)
tˆ〈0R,−|0−R〉tˆ =
M +N√
MN
a−
1
2 . (D.4.17)
The final spectral flow by α = 1 in the tˆ plane has no effect.
Adding in the anti-holomorphic factors, we obtain
(M +N)2
MN
1
|a| , (D.4.18)
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in agreement with (D.4.9).
Combining the Jacobian factor (D.1.1), the Liouville action contribution (D.2.34),
the spin field normalization factors (D.3.8), and the spin field correlator (D.4.18), we
find
CMN =
M +N
2MN
. (D.4.19)
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Appendix E
Ramond vacua notation
Here we define our notation for the various Ramond vacua in the untwisted sector.
There are two copies, which are not technically separate Hilbert spaces. We start
with the vacuum
|0−R〉(1) ⊗ |0−R〉(2) ≡ |v〉 (E.0.1)
and act on it with various fermion zero modes to construct the other Ramond vacua.
In order to be consistent with notation from [62], we also require something along the
lines of
|0+R〉(i) = d(i)++0 d(i)+−0 |0−R〉(i), (E.0.2)
though we do not actually have states containing only one of the two copies.
We now present a table defining our notation for the various vacua.
|v〉 = |0−R〉(1) ⊗ |0−R〉(2)
d
(1)+−
0 |v〉 = |0R〉(1) ⊗ |0−R〉(2)
d
(1)++
0 |v〉 = |0˜R〉(1) ⊗ |0−R〉(2)
d
(1)++
0 d
(1)+−
0 |v〉 = |0+R〉(1) ⊗ |0−R〉(2) (E.0.3)
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d
(2)+−
0 |v〉 = |0−R〉(1) ⊗ |0R〉(2)
d
(1)+−
0 d
(2)+−
0 |v〉 = |0R〉(1) ⊗ |0R〉(2)
d
(1)++
0 d
(2)+−
0 |v〉 = |0˜R〉(1) ⊗ |0R〉(2)
d
(1)++
0 d
(1)+−
0 d
(2)+−
0 |v〉 = |0+R〉(1) ⊗ |0R〉(2) (E.0.4)
d
(2)++
0 |v〉 = |0−R〉(1) ⊗ |0˜R〉(2)
d
(1)+−
0 d
(2)++
0 |v〉 = |0R〉(1) ⊗ |0˜R〉(2)
d
(1)++
0 d
(2)++
0 |v〉 = |0˜R〉(1) ⊗ |0˜R〉(2)
d
(1)++
0 d
(1)+−
0 d
(2)++
0 |v〉 = |0+R〉(1) ⊗ |0˜R〉(2) (E.0.5)
d
(2)++
0 d
(2)+−
0 |v〉 = |0−R〉(1) ⊗ |0+R〉(2)
d
(1)+−
0 d
(2)++
0 d
(2)+−
0 |v〉 = |0R〉(1) ⊗ |0+R〉(2)
d
(1)++
0 d
(2)++
0 d
(2)+−
0 |v〉 = |0˜R〉(1) ⊗ |0+R〉(2)
d
(1)++
0 d
(1)+−
0 d
(2)++
0 d
(2)+−
0 |v〉 = |0+R〉(1) ⊗ |0+R〉(2). (E.0.6)
These relations hold for both the initial (pre-twists) and final (post-twists) sectors.
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Appendix F
Proof of the exponential form
for the Two Twist Case
In this section we prove the exponential form of |χ(w1, w2)〉 for the case of fermions
in the NS sector. The other cases may be treated similarly.
The method of the proof is straightforward. We look at capping the state |χ(w1, w2)〉
with a general femionic NS state Qˆ†|0NS〉(1)|0NS〉(2). This provides the relationship
A
(
Qˆ
)
≡
(1)〈0NS|(2)〈0NS|Qˆ|χ(w1, w2)〉
(1)〈0NS|(2)〈0NS|χ(w1, w2)〉 =
t〈0NS|Qˆ′|0NS〉t
t〈0NS|0NS〉 . (F.0.1)
The rightmost expression can be calculated from the behaior of the fermion modes
under coordinate transformations and spectral flows, while the middle expression can
be calculated from our guess for the form of |χ(w1, w2)〉. Showing that these two
methods are consistent demonstrates that we have the correct form for |χ(w1, w2)〉.
F.1 Middle expression
Let us begin by taking a close look at the form presented in (5.1.24). Because we are
working with pairs of fermion creation operators in the exponent, all of the terms in
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the exponent commute. We can thus rewrite the fermion portion in the NS sector as
|χ(w1, w2)〉FNS = e
∑
(i),(j)
∑
r,s>0
γ
F (i)(j)
NS,rs
(
d
(i)f,++
−r d
(j)f,−−
−s −d(i)f,+−−r d(j)f,−+−s
)
|0NS〉(1)|0NS〉(2)
=
∏
(i),(j)
∏
r,s>0
e
γ
F (i)(j)
NS,rs
(
d
(i)f,++
−r d
(j)f,−−
−s −d
(i)f,+−
−r d
(j)f,−+
−s
)
|0NS〉(1)|0NS〉(2)
=
∏
A,B
∏
(i),(j)
∏
r,s>0
[
1 + ǫABγ
F (i)(j)
NS,rs d
(i)f,+A
−r d
(j)f,−B
−s
]
|0NS〉(1)|0NS〉(2).(F.1.1)
From this form, we can see clearly that any state with an odd number of fermion
excitations will have no overlap with |χ(w1, w2)〉. So let us start with a two-excitation
state. This case is quite simple:
A (d(i)f,+Ar d(j)f,−Bs ) = (1)〈0NS|(2)〈0NS|d(i)f,+Ar d(j)f,−Bs |χ(w1, w2)〉(1)〈0NS|(2)〈0NS|χ(w1, w2)〉
= ǫACǫBDǫCDγ
F (i)(j)
NS,rs
= ǫABγ
F (i)(j)
NS,rs , (F.1.2)
where the fact that the coefficient is proportional to ǫAB simply means that the
combinations d++d−− and d+−d−+ yield coefficients which differ only by an overall
sign.
Now what happens when we cap with a state that contains more fermion excita-
tions? We know that we must have an even number of excitations, so they come in
pairs. We can thus calculate A in two steps. First, we write out all possible ways to
group the fermion excitations into pairs, accounting for the overal sign required to
anticommute the operators into the appropriate pairings. Then each pairing combina-
tion provides a contribution equal to the product of the amplitude for each individual
pair within that combination. Adding the contributions for each combination then
gives us the total amplitude. We can write this schematically as:
A (d1d2d3 . . .) =
∑
pairing combinations
(−1)p

 ∏
{didj}
A (didj)

 , (F.1.3)
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where p is the number of anticommutations we need to perform to achieve the pairing
configuration.
F.2 Right expression
Let us compare the previous result to the calculation in the t plane. In Section 5.1 we
outlined a series of coordinate maps and spectral flows which bring |χ(w1, w2)〉 to an
empty NS vacuum in the t plane. Under any combination of such transformations,
the modes d
(i)f,αA
r behave in general as:
d(1)f,αAr → d′(1)f,αAr =
1
2πi
∮
t=∞
ψαA(t)hαr (t) dt (F.2.1)
d(2)f,αAr → d′(2)f,αAr =
1
2πi
∮
t=0
ψαA(t)hαr (t) dt, (F.2.2)
where the function hαr is identical for each copy but will in general depend on the
original mode number r and the relevant spectral flow charge α.
Now we expand the function hαr as a polynomial in t, which can in general include
negative powers of t. It turns out that the function hαr consists of a product of powers
of t and binomials in t, which makes such an expansion straightforward. We perform
the expansion with large t for Copy 1 and small t for copy 2. We then find:
d′(1)f,αAr =
∞∑
p=−∞
C(1)αrp
1
2πi
∮
t=∞
ψαA(t)tp dt (F.2.3)
d′(2)f,αAr =
∞∑
p=−∞
C(2)αrp
1
2πi
∮
t=0
ψαA(t)tp dt, (F.2.4)
where the coefficients are not in general equal because we are expanding the function
in two different regions.
Recall that after these coordinate maps and spectral flows, we have removed all
insertions in the t plane. We can thus close all punctures with the NS vacuum and
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smoothly deform our contours. This allows us to deform the contour around t = ∞
for the copy 1 mode into a contour around t = 0. We then find that in general:
d′(i)f,αAr =
∞∑
p=−∞
C(i)αrp
1
2πi
∮
t=0
ψαA(t)tp dt (F.2.5)
=
∞∑
p=−∞
C(i)αrp d˜
αA
p . (F.2.6)
From this expression we see that when capping with a two-excitation state, the
right side of (F.0.1) becomes:
A (d(i)f,+Ar d(j)f,−Bs ) = ∞∑
p,q=−∞
C(i)+rp C
(j)−
sq
t〈0NS| : d˜+Ap d˜−Bq : |0NS〉t
t〈0NS|0NS〉 , (F.2.7)
where the colons indicate radial ordering of the contours in the modes, which may
not be the same as the initial τ ordering on the cylinder, as copy 1 modes always map
to contours at larger radii than copy 2 modes.
The amplitude in the numerator on the right of (F.2.7) is only nonzero when the
two fermion modes can contract together, with the outer mode annihilating the inner
mode. However, we know the anticommutator is:
{
d˜+Ap , d˜
−B
q
}
= −ǫ+−ǫABδp+q,0, (F.2.8)
which is proportional to ǫAB. We thus find that for any fermion pair,
A (d(i)f,+Ar d(j)f,−Bs ) = ǫABD(i)(j)rs , (F.2.9)
which matches the result from (F.1.2).
Now what happens when we cap with a state that contains more fermion excita-
tions? In general, we have:
A (d1d2d3 . . .) =
∑
p1,p2,p3,...
(Cp1Cp2Cp3 . . .)
t〈0NS| : d˜p1d˜p2d˜p3 . . . : |0NS〉t
t〈0NS|0NS〉 .(F.2.10)
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It is clear that the right side vanishes when there are an odd number of fermion modes,
as such a case will always leave at least one uncontracted mode to annihilate the
vacuum bra or ket. With an even number of modes, the amplitude can be calculated
by performing all possible combinations of contractions in the expression on the right
side and adding each contribution together. However, we also have the relation
t〈0NS|d˜p1d˜p2d˜p3d˜p4|0NS〉t
t〈0NS|0NS〉 =
t〈0NS| : d˜p1d˜p2 : |0NS〉t
t〈0NS|0NS〉
t〈0NS| : d˜p3d˜p4 : |0NS〉t
t〈0NS|0NS〉 .(F.2.11)
We thus find:
A (d1d2d3 . . .) =
∑
pairing combinations
(−1)p

 ∏
{pi,pj}

∑
pi,pj
CpiCpj
t〈0NS| : d˜pid˜pj : |0NS〉t
t〈0NS|0NS〉




=
∑
pairing combinations
(−1)p

 ∏
{didj}
A (didj)

 , (F.2.12)
where p is again the number of anticommutations we must perform to reach the
particular pair combination. Since this overall sign depends only on how we group
the operators in Qˆ and not on any of the specifics of the coordinate maps or spectral
flows, each p that appears here takes the same value as in in (F.1.3). Thus the two
relations are identical, and we see that the claimed form for |χ(w1, w2)〉 is correct.
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Appendix G
Proof of copy 1-copy 2
interchange symmetry for |χ〉 for
the two twist case
Using the vacua listed in Appendix (E), we can look at the effects of γ
F (i)(j)
R+−,mn and
check the desired (1)↔ (2) symmetry. We first note that γF (2)(1)R+−;0,0 = 1. We will also
introduce the shorthand
γ
F (2)(1)
R+−;m,0 ≡ Am =⇒ γF (1)(1)R+−;m,0 = −Am. (G.0.1)
With this notation, we find:
|χ(w1, w1)〉 =
(
1 + d
(2)f,++
0 d
(1)f,−−
0
)(
1− d(2)f,+−0 d(1)f,−+0
)(
1 + Amd
(2)f,++
−m d
(1)f,−−
0
)
×
(
1−Am′d(2)f,+−−m′ d(1)f,−+0
)(
1− And(1)f,++−n d(1)f,−−0
)
×
(
1 + An′d
(1)f,+−
−n′ d
(1)f,−+
0
)
d
(1)f,++
0 d
(1)f,+−
0 e
Qˆ|0−R〉(1)|0−R〉(2), (G.0.2)
where Qˆ now contains no zero modes and the repeated mode indices are summed over
positive integers
Noting the relations (5.2.22), (5.2.23) and (5.4.15), we see that the operator Qˆ is
symmetric under (1) ↔ (2). We must then inqure as to the symmetry of the rest of
(G.0.2). In doing so, let us write P as the operation which swaps copies (1) and (2).
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We then note that the notation outlined in (E) implies:
P
(|0R〉(1)|0˜R〉(2)) = P (d(1)f,+−0 d(2)f,++0 |0−R〉(1)|0−R〉(2))
= d
(2)f,+−
0 d
(1)f,++
0 |0−R〉(1)|0−R〉(2)
= −d(1)f,++0 d(2)f,+−0 |0−R〉(1)|0−R〉(2)
= −|0˜R〉(1)|0R〉(2). (G.0.3)
And since P 2 = 1, we also have:
P
(|0˜R〉(1)|0R〉(2)) = −|0R〉(1)|0˜R〉(2). (G.0.4)
On the other hand,
P
(|0+R〉(1)|0−R〉(2)) = |0−R〉(1)|0+R〉(2) (G.0.5)
P
(|0−R〉(1)|0+R〉(2)) = |0+R〉(1)|0−R〉(2). (G.0.6)
Using these relations, we find:
|v〉 ≡
(
1 + d
(2)f,++
0 d
(1),f−−
0
)(
1− d(2)f,+−0 d(1)f,−+0
)
d
(1)f,++
0 d
(1)f,+−
0 |0−R〉(1)|0−R〉(2)
= |0+R〉(1)|0−R〉(2) + |0R〉(1)|0˜R〉(2) − |0˜R〉(1)|0R〉(2) + |0−R〉(1)|0+R〉(2), (G.0.7)
which is symmetric under P . We now write:
|χ(w1, w1)〉 =
(
1 + Amd
(2)f,++
−m d
(1)f,−−
0
)(
1− Am′d(2)f,+−−m′ d(1)f,−+0
)
×
(
1− And(1)f,++−n d(1)f,−−0
)(
1 + An′d
(1)f,+−
−n′ d
(1)f,−+
0
)
eQˆ|v〉.
(G.0.8)
At this point it is necessary to make use of an interesting property of the state
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|v〉. When applying zero modes to this state, we notice:
d
(1)f,−−
0 |v〉 = −|0R〉(1)|0−R〉(2) + |0−R〉(1)|0R〉(2)
d
(2)f,−−
0 |v〉 = |0R〉(1)|0−R〉(2) − |0−R〉(1)|0R〉(2)
d
(1)f,−+
0 |v〉 = −|0˜R〉(1)|0−R〉(2) + |0−R〉(1)|0˜R〉(2)
d
(2)f,−+
0 |v〉 = |0˜R〉(1)|0−R〉(2) − |0−R〉(1)|0˜R〉(2). (G.0.9)
Thus whenever we have a copy (1) zero mode with negative charge acting on |v〉 we
can substitute a copy (2) zero mode in its place:
d
(1)f,−α
0 |v〉 = −d(2)f,−α0 |v〉. (G.0.10)
Applying this substitution to the second line of (G.0.8), we have:
|χ(w1, w1)〉 =
(
1 + Amd
(2)f,++
−m d
(1)f,−−
0
)(
1− Am′d(2)f,+−−m′ d(1)f,−+0
)
×
(
1 + And
(1)f,++
−n d
(2)f,−−
0
)(
1−An′d(1)f,+−−n′ d(2)f,−+0
)
eQˆ|v〉,
(G.0.11)
which is manifestly symmetric.
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Appendix H
Proof of copy symmetry
relations for γB and γF for the
two twist case
In this section we analytically prove the relations:
γB(1)(1)mn = −γB(2)(1)mn
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
[
γ
F (2)(1)
R+−,mn
]
m,n>0
. (H.0.1)
H.1 Proof of γ
B(1)(1)
mn = −γB(2)(1)mn
Beginning with γ
B(i)(j)
mn , we have the relation
γB(1)(1)mn = −γB(2)(1)mn (H.1.1)
for a 6= 0. Let us write the expressions for both functions:
γB(1)(1)mn =
1
mn
n∑
l=1
lnCl
mCla
lbm+n−l2F1
(
−n, l − n; l + 1; a
b
)
2F1
(
−m, l −m; l + 1; a
b
)
,
(H.1.2)
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and
γB(2)(1)mn = −
1
mn
n∑
l=1
lmCl
nCla
mbn2F1
(
−m, l −m; l + 1; b
a
)
2F1
(
−n, l − n; l + 1; a
b
)
.
(H.1.3)
Let us investigate γB(2)(1). Considering the first hypergeometric function with the
identity:
2F1(a, b, c; z) =
Γ(1− a)Γ(c)
Γ(b)Γ(c− a− b+ 1)
(−1
z
)a(
1− 1
z
)c−a−b
× 2F1
(
1− b, c− b; c− a− b+ 1; 1− 1
z
)
+
Γ(1− a)Γ(c)
Γ(b− a+ 1)Γ(c− b)
(
1
z
)b
2F1(b, b− c+ 1; b− a + 1; 1
z
),(H.1.4)
we find:
2F1
(
−m, l −m; l + 1; b
a
)
=
Γ(m+ 1)Γ(l + 1
2
)
Γ(l −m)Γ(2m+ 2)
(−a
b
)−m (
1− a
b
)2m+1
× 2F1
(
m− l + 1, m+ 1; 2m+ 2; 1− a
b
)
+
Γ(m+ 1)Γ(l + 1)
Γ(l + 1)Γ(m+ 1)
(a
b
)l−m
2F1(l −m,−m; l + 1; a
b
).
(H.1.5)
The first term vanishes because
1
Γ(l −m) = 0 when l −m ≤ 0, (H.1.6)
which is always the case. We also note that the ratio of gamma functions for the
second term is one. Using the symmetry relation
2F1(a, b, c, z) = 2F1(b, a, c, z), (H.1.7)
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we find that
2F1(l −m,−m; l + 1; a
b
) = 2F1(−m, l −m; l + 1; a
b
). (H.1.8)
Inserting this into (H.1.3), we obtain:
γB(2)(1)mn = −
1
mn
n∑
l=1
lmCl
nCla
lbm+n−l2F1
(
−m, l −m; l + 1; a
b
)
2F1
(
−n, l − n; l + 1; a
b
)
= −γB(1)(1)mn . (H.1.9)
H.2 Proof of
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
[
γ
F (2)(1)
R+−,mn
]
m,n>0
Here we prove the γ
F (i)(j)
R+−,mn relation[
γ
F (1)(1)
R+−,mn
]
n>0
= −
[
γ
F (2)(1)
R+−,mn
]
m,n>0
(H.2.1)
for a 6= 0. Let us first write expressions for both functions. We have:
[
γ
F (1)(1)
R+−,mn
]
n>0
= −
n+ 1
2∑
p= 3
2
n−1Cn−p+ 1
2
mCp− 1
2
ap−
1
2 bm+n−p+
1
2
× 2F1
(
1− n, p− n− 1
2
; p− 1
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
a
b
)
+
n− 3
2∑
p= 3
2
n−1Cn−p− 3
2
mCp− 1
2
ap+
1
2 bm+n−p−
1
2
× 2F1
(
1− n, p− n+ 3
2
; p+
3
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p + 1
2
;
a
b
)
,
(H.2.2)
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and
[
γ
F (2)(1)
R+−,mn
]
m,n>0
=
min(m− 12 ,n− 12)∑
p= 1
2
n−1Cn−p− 1
2
mCm−p− 1
2
ambn
× 2F1
(
1− n, p− n+ 1
2
; p+
1
2
;
a
b
)
2F1
(
p−m+ 1
2
,−m; p + 3
2
;
b
a
)
−
min(m− 12 ,n− 52)∑
p= 1
2
n−1Cn−p− 5
2
mCm−p− 1
2
am+1bn−1
× 2F1
(
1− n, p− n+ 5
2
; p+
5
2
;
a
b
)
2F1
(
p−m+ 1
2
,−m; p + 3
2
;
b
a
)
.
(H.2.3)
We shall now investigate γF (2)(1). First let us make the index shift
p→ p− 1. (H.2.4)
For γF (2)(1) this gives
[
γ
F (2)(1)
R+−,mn
]
m,n>0
=
min(m+ 12 ,n+
1
2)∑
p= 3
2
n−1Cn−p+ 1
2
mCm−p+ 1
2
ambn
× 2F1
(
1− n, p− n− 1
2
; p− 1
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
b
a
)
−
min(m+ 12 ,n− 32)∑
p= 3
2
n−1Cn−p− 3
2
mCm−p+ 1
2
am+1bn−1
× 2F1
(
1− n, p− n+ 3
2
; p+
3
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
b
a
)
.
(H.2.5)
Now using the identity given in (H.2.6) to transform the second hypergeometric func-
tion of each term as well as the interchange symmetry given in (H.1.7), we obtain:
2F1
(
p−m− 1
2
,−m, p− 1
2
;
b
a
)
= 2F1
(
−m, p−m− 1
2
, p− 1
2
;
b
a
)
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=
Γ(m+ 1)Γ(p+ 1/2)
Γ(p−m− 1/2)Γ(2m+ 2)
(−a
b
)−m (
1− a
b
)2m+1
×2F1
(
m− p + 3/2, m; 2m+ 2; 1− a
b
)
+
Γ(m+ 1)Γ(p+ 1/2)
Γ(m+ 1)Γ(p+ 1/2)
(a
b
)p−m−1/2
2F1
(
p−m− 1
2
,−m; p + 1
2
;
a
b
)
.
(H.2.6)
We see that the first term vanishes because
1
Γ (p−m− 1/2) = 0 when p ≤ m+ 1/2, (H.2.7)
which is always the case. Additionally, the ratio of gamma functions in the second
term is one. Therefore we have
2F1
(
p−m− 1
2
,−m, p− 1
2
;
b
a
)
=
(a
b
)p−m−1/2
2F1
(
p−m− 1
2
,−m; p + 1
2
;
a
b
)
.
(H.2.8)
Inserting this term into (H.2.5), we obtain:
[
γ
F (2)(1)
R+−,mn
]
m,n>0
=
min(m+ 12 ,n+
1
2)∑
p= 3
2
n−1Cn−p+ 1
2
mCm−p+ 1
2
ap−
1
2 bm+n−p+
1
2
× 2F1
(
1− n, p− n− 1
2
; p− 1
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
a
b
)
−
min(m+ 12 ,n− 32)∑
p= 3
2
n−1Cn−p− 3
2
mCm−p+ 1
2
ap+
1
2 bm+n−p−
1
2
× 2F1
(
1− n, p− n+ 3
2
; p+
3
2
;
a
b
)
2F1
(
p−m− 1
2
,−m; p+ 1
2
;
a
b
)
= −
[
γ
F (1)(1)
R+−,mn
]
n>0
. (H.2.9)
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Appendix I
Proof of supersymmetry
relationship between γ
B(i)(j)
mn and
γ
F (i)(j)
R+−,mn for the two twist case
Here we prove the relationship
γ
F (i)(j)
R+−,mn = −mγB(i)(j)mn . (I.0.1)
We start by applying G
+(p)
0,+ to |χ(w1, w2)〉.
∑
(p)
G
(p)+
0,+ |χ(w1, w2)〉 =
∑
(p)
G
(p)+
0,+ σ
+
2 (w2)σ
+
2 (w1)|0−R〉(1)|0−R〉(2)
=
(
1
2πi
∫
w2
dwG++(w)σ
+
2 (w2)
)
σ+2 (w1)|0−R〉(1)|0−R〉(2)
+ σ+2 (w2)
(
1
2πi
∫
w1
dwG++(w)σ
+
2 (w1)
)
|0−R〉(1)|0−R〉(2)
+ σ2(w1)σ
+
2 (w1)
∑
(j)
G
(j)+
0,+ |0−R〉(1)|0−R〉(2)
= 0. (I.0.2)
where j, p ∈ {1, 2}. We have used the fact that G+
0,A˙
acting on a single σ+2 (wi) is
which is proven in Appendix K , as well as the fact that G+0,+ annihilates the negative
Ramond vacuum. More explicitly:
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12πi
∫
wi
dwG++(w)σ
+
2 (wi) = 0
G
(j)+
0,+ |0−R〉(1)|0−R〉(2) = 0. (I.0.3)
Using the form of |χ(w1, w2)〉 given in (5.1.24), where we have excluded the NS
sector states, we find:
0 =
∑
(p)
G
(p)+
0,+ |χ(w1, w2)〉
=
∑
(p)
G
(p)+
0,+ CR+−exp

∑
(i),(j)
∑
k,l>0
γ
B(i)(j)
kl
(
−α(i)f++,−kα(j)f−−,−l + α(i)f+−,−kα(j)f−+,−l
)
× exp

∑
(i),(j)
∑
k,l≥0
γ
F (i)(j)
R+−,kl
(
d
(i)f,++
−k d
(j)f,−−
−l − d(i)f,+−−k d(j)f,−+−l
) |0+R〉(1)|0−R〉(2)
= CR+−
∑
(i),(j),(p)
[∑
k,l>0
γ
B(i)(j)
kl
[
G
(p)+
0,+ ,−α(i)f++,−kα(j)f−−,−l + α(i)f+−,−kα(j)f−+,−l
]
+
∑
k,l≥0
γ
F (i)(j)
R+−,kl
{
G
(p)+
0,+ , d
(i)f,++
−k d
(j)f,−−
−l − d(i)f,+−−k d(j)f,−+−l
}]
|χ(w1, w2)〉
= CR+−
∑
(i),(j),(p)
[∑
k,l>0
γ
B(i)(j)
kl
(
−α(i)f++,−k
[
G
(p)+
0,+ , α
(j)f
−−,−l
]
+
[
G
(p)+
0,+ , α
(i)f
+−,−k
]
α
(j)f
−+,−l
)
+
∑
k,l≥0
γ
B(i)(j)
kl
(
−d(i)f,++−k {G(p)+0,+ , d(j)f,−−−l }+ {G(p)+0,+ , d(j)f,−+−l }d(i)f,+−−k
)]
|χ(w1, w2)〉.
(I.0.4)
We now apply the (anti)commutation relations:
[
G
(i)α
A˙,0
, α
(j)
BB˙,m
]
= −imǫABǫA˙B˙δ(i)(j)d(i)αAm
{G(i)α
A˙,0
, d(j),Bm } = iǫαǫABδ(i)(j)α(i)AA˙,m. (I.0.5)
This gives:
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0 = CR+−
∑
(i),(j),(p)
[∑
k,l>0
γ
B(i)(j)
kl
(
α
(i)f
++,−k (−il) δ(p)(j)d(p)f,++−l + (−ik)δ(p)(i)d(p)f,+−−k α(j)f−+,−l
)
+
∑
k,l≥0
γ
F (i)(j)
kl
(
−d(i)f,++−k (i)δ(p)(j)α(p)f++,−l + (−i)δ(p)(j)α(p)f−+,−ld(i)f,+−−k
)]
|χ(w1, w2)〉
= −iCR+−
∑
(i),(p)
∑
k,l>0
(
lγ
B(i)(p)
kl α
(i)f
++,−kd
(p)f,++
−l + kγ
B(p)(i)
kl α
(i)f
−+,−ld
(p)f,+−
−k
+ γ
F (i)(p)
kl α
(p)f
++,−ld
(i)f,++
−k + γ
F (i)(p)
kl α
(p)f
−+,−ld
(i)f,+−
−k
)
|χ(w1, w2)〉
− iCR+−
∑
(i),(p)
∑
l>0
(
γ
F (i)(p)
0,l α
(p)f
++,−ld
(i)f,++
0 + γ
F (i)(p)
0,l α
(p)f
−+,−ld
(i)f,+−
0
)
|χ(w1, w2)〉,
(I.0.6)
where we have used the fact that all bosonic zero modes annihilate |χ(w1, w2)〉. The
fermionic zero modes do not annihilate this state, but from (5.4.15) we know that
[
γ
F (p)(i)
R+−;0,l
]
l>0
= 0, i, j ∈ 1, 2. (I.0.7)
Thus the last line of (I.0.6) vanishes, and we are left with
0 = −iCR+−
∑
(i),(p)
∑
k,l>0
(
lγ
B(i)(p)
kl α
(i)f
++,−kd
(p)f,++
−l + kγ
B(p)(i)
kl α
(i)f
−+,−ld
(p)f,+−
−k
+ γ
F (i)(p)
R+−,klα
(p)f
++,−ld
(i)f,++
−k + γ
F (i)(p)
R+−,klα
(p)f
−+,−ld
(i)f,+−
−k
)
|χ(w1, w2)〉. (I.0.8)
We now make the following convenient modifications to (I.0.8):
First Term : k ↔ l
γBkl = γ
B
lk
(i)↔ (p)
Fourth Term : (i)↔ (p). (I.0.9)
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This gives
0 = −iCR+−
∑
(i),(p)
∑
k,l>0
α
(p)f
++,−ld
(i)f,++
−k
(
kγ
B(p)(i)
kl + γ
F (i)(p)
R+−,kl
)
−iCR+−
∑
(i),(p)
∑
k,l>0
α
(i)f
−+,−ld
(p)f,+−
−k
(
kγ
B(p)(i)
kl + γ
F (p)(i)
R+−,kl
)
, (I.0.10)
which implies
γ
F (p)(i)
R+−,kl = −kγB(p)(i)kl
γ
F (p)(i)
R+−,kl = γ
F (i)(p)
R+−,kl, (I.0.11)
for all k, l > 0. The second was seen in (5.4.15). The first is a manifestation of the
supersymmetry in the theory.
We will note here that we were not required to map to a cover space beyond
verifying that G+
A˙,0
σ+2 vanishes. Since this vanishing should be a local property of the
operators, independent of our winding configurations, we expect the relation proved
here to extend to arbitrary twist configurations.
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Appendix J
Computation of Two Twist Wick
Contraction Term
In this section we compute the two twist boson wick contraction term, CB,2++−−.
J.1 Computing CB,2++−−
Before computing CB,2++−− let us first define some useful relations that we will need.
Consider the wick contraction term for a single untwisting:
CB,1,unt.mn,++−− = 〈0|σ+2 (w0)α++,−mα−−,−n|0〉
=
(〈0|α++,nα−−,mσ+2 (w0)|0〉)†
= −mn (γBmn)∗
(J.1.1)
where
(
γBmn
)†
=
(
γBmn
)∗
. Even though
(
σ+2
)†
= σ−2 we neglect the conjugation be-
cause the bosons are unaffected by spectral flow. We see that the single untwisting
wick contraction term is equal the conjugate of the single twist γB. There is one
other relation we must consider before we tackle the two twist wick contraction term.
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Consider the single untwisting fB which we’ll write as fB,unt.:
fB,unt.pn =
1
n
〈0|α(1)++,nσ+2 (w0)α−−,−p|0〉
=
1
n
(
〈0|α++,pσ+2 (w0)α(1)−−,−n|0〉
)†
=
p
n
(
fBnp
)∗
(J.1.2)
where
(
fBnp
)†
=
(
fBnp
)∗
. We see that the fB,unt. is just the conjugate transpose of the
single twist fB. Now that we have these two relations, let us compute the two twist
wick contraction term. We begin with the following amplitude
CB,2mn,++−− =
(1)〈0|(2)〈0|σ+2 (w2)σ+2 (w1)α(1)++,−mα(1)−−,−n|0〉(1)|0〉(2)
(J.1.3)
where m,n > 0. Now, bringing both α’s through the first twist gives the following:
CB,2++−−,mn
= (1)〈0|(2)〈0|σ+2 (w2)
(∑
p≥0
fBmp(w1)α++,−p
)(∑
p′
fBnp′(w1)α−−,−p′
)
σ+2 (w1)|0〉(1)|0〉(2)
+ C1mn,++−−
(J.1.4)
424
This step was computed in [63]. Let us now pull the two α’s through the second
twist. Doing this gives:
CB,2mn,++−− =
∑
p,p′∈Z+odd,q,q′>0
fBmp(w1)f
B
np′(w1)f
B,unt.
pq (w2)f
B,unt.
p′q′ (w2)
×(1)〈0|(2)〈0|α(1)++,−qα(1)−−,−q′σ+2 (w2)σ+2 (w1)|0〉(1)|0〉(2)
+
∑
p,p′∈Z+odd
fBmp(w1)C
B,1,unt.
pp′,++−−f
B
np′(w1) + C
1
mn,++−−
=
∑
p,p′∈Z+odd
fBmp(w1)C
B,1,unt.
pp′,++−−f
B
np′(w1) + C
1
mn,++−−
(J.1.5)
where again we use the result computed in [63] and also the relation:
(1)〈0|(2)〈0|α(1)++,−qα(1)−−,−q′σ+2 (w2)σ+2 (w1)|0〉(1)|0〉(2) = 0
(J.1.6)
since the two α’s annihilate on the left.
Now using the relations found in (J.1.1) and (J.1.2), (J.1.5) becomes:
CB,2mn,++−− = −
∑
p,p′∈Z+odd
pp′fBmp(w1)
(
γBpp′(w2)
)∗
fBnp′(w1) + C
1
mn,++−−.
(J.1.7)
We can also show that the two twist wick contraction term is related to the complex
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Figure J.1: Figure 1: Here we plot numerical approximations for both |CB,2mn,++−−| and
|γB(1)(1)mn | with n = 10 (left) and n = 15 (right) at ∆w = iπ2 , for various values of m. We
see good agreement between the two numerical quantities for each case, as expected. The
small discrepancies for lower n arise from the fact that we have truncated the two infinite
sums for some p, p′ >> m,n. At low n the convergence takes longer and thus the truncation
produces larger discrepancies.
conjugate of the two twist γB. To do this we again write the two twist wick contraction
term:
CB,2mn,++−− =
(1)〈0|(2)〈0|σ+2 (w2)σ+2 (w1)α(1)++,−mα(1)−−,−n|0〉(1)|0〉(2)
=
(
(1)〈0|(2)〈0|α(1)++,nα(1)−−,mσ+2 (w1)σ+2 (w2)|0〉(1)|0〉(2)
)†
= −mn (γB(1)(1)mn,w1↔w2)∗
= −mnγB(1)(1)mn
(J.1.8)
where the fourth equality arises because of the reality of γ
B(1)(1)
mn and the invariance of
a and b under the interchange w1 ↔ w2, both conditions of which are a result of our
definition of z1 and z2. In Figure (J.1) we present a scatter plot of (J.1.7) and (J.1.8)
where γB was computed in [62], fB was computed in [63], and γB(1)(1) was computed
in chapter whic was computed in [69].
Following the same procedure as for the bosons one can compute the fermion
two twist wick contraction term, but there are additional complications one must be
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aware of. The conjugate relations used in the wick contraction computation change
nontrivially for fermions because of the fermion modes actually notice the change in
charge of the twist ooperator. Essentially, the conjugate relation is the γF for a state,
|χ′〉 built from negative twist operators. This state has not been computed in any
previous work, and we will not do so here. However, the relation does provide an
easier way for computing the fermion two twist wick contraction term if necessary.
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Appendix K
Proof of G+
A˙,0
σ+2 (w0) = 0
Here we prove the relation that a G+
A˙,0
acting on a single σ+2 is equal to zero which
is necessary for proving the two twist γB, γF relations found in [69] as well as the
fB, fF± relations given by Equations (6.2.16) and (6.2.20) .
Cylinder
Let us consider the following state on the cylinder:
1
2πi
∫
w0
G+
A˙
(w)σ+2 (w0) dw (K.0.1)
where w0 is the location of the twist operator.
z plane
Mapping to the z plane with:
z = ew, z0 ≡ ew0 (K.0.2)
we find that (K.0.1) becomes:
z
1/2
0
1
2πi
∫
z0
dz z1/2G+
A˙
(z)σ+2 (z0) (K.0.3)
where z
1/2
0 is a Jacobian factor coming from σ
+
2 (z0).
428
t plane
Let us map (K.0.2) to the t plane. Using the single twist map defined in [62]
z = z0 + t
2, (K.0.4)
(K.0.3) becomes:
z
1/2
0
1
2πi
∫
t=0
dt z1/2
(
dz
dt
)−1/2
G+
A˙
(t)S+(0)|0NS〉t=0
= 2−1/2z1/20
1
2πi
∫
t0
dt
(
z0 + t
2
)1/2
t−1/2G+
A˙
(t)S+(0)|0NS〉t=0
(K.0.5)
Spectral Flowing away S+(0)
We now perform a single spectral flow to remove S+(0). The change in the fields are
as follows:
α = −1 around t = 0
S+(0) → 1
G+
A˙
(t) → G+
A˙
(t)t1/2 (K.0.6)
Applying (K.0.6) to (K.0.5) gives:
2−1/2Cz1/20
1
2πi
∫
z0
dt
(
z0 + t
2
)1/2
G+
A˙
(t)|0NS〉t=0 (K.0.7)
Let us now expand (z0 + t
2)
1/2
around t = 0:
(
z0 + t
2
)1/2
= z
1/2
0
(
1− z−1/20 t2
)1/2
=
∑
k≥0
1/2Ckz
−k/2+1/2
0 t
2k (K.0.8)
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Inserting (K.0.8) back into (K.0.7) gives:
2−1/2C
∑
k≥0
1/2Ckz
−k/2+1
0
1
2πi
∫
z0
dt G+
A˙
(t)t2k|0NS〉t=0 (K.0.9)
Let us now define G+
A˙
natural to the t plane at t = 0:
G˜+,t→0
A˙,r
=
1
2πi
∫
0
dt G+
A˙
(t)tr+1/2, r ∈ Z+ 1/2 (K.0.10)
Rewriting (K.0.9) in terms of (K.0.10) gives:
2−1/2C
∑
k≥0
1/2Ckz
−k/2+1
0 G˜
+,t→0
A˙,2k−1/2|0NS〉t=0 (K.0.11)
It is clear that (K.0.11) vanishes when k ≥ 1:
G˜+,t→0
A˙,k−1/2|0NS〉t=0 = 0, k ≥ 1 (K.0.12)
Let us check the case where k = 0. Only writing the G+
A˙
part of (K.0.11) we have:
G˜+,t→0
A˙,−1/2|0NS〉t=0 (K.0.13)
This result also vanishes but let us explicitly show this. Splitting our G˜+
A˙
into bosons
and fermions, a general mode can be written as:
G˜+,t→0
A˙,r
= −i
∑
p∈Z
d˜+A,t→t0r−p α
t→0
AA˙,p
(K.0.14)
Applying this to (K.0.13) we get:
−i
∑
p∈Z
d˜+A,t→01/2−p α
t→0
AA˙,p
|0NS〉t=0 = −i
∑
p>0
d˜+A,t→0−p+1/2α
t→0
AA˙,p
|0NS〉t=0
−i
∑
p>0
αt→0
AA˙,−pd˜
+A,t→0
p+1/2 |0NS〉t=0
−id˜+A,t→01/2 αt→0AA˙,0|0NS〉t=0
= 0 (K.0.15)
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Therefore, we have proven that for k ≥ 0:
2−1/2C
∑
k≥0
1/2Ckz
−k/2+1
0 G˜
+,t→0
A˙,2k−1/2|0NS〉t=0 = 0 (K.0.16)
which of course implies that on the cylinder:
1
2πi
∫
w0
G+
A˙
(w)σ+2 (w0) dw = 0, (K.0.17)
which is what we wanted to show.
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Appendix L
Rewriting the expressions for
two deformation operators in
terms of ∆w
Here we compute the expressions for all of the various coefficients in our final expres-
sion for the full second order deformation operator, OˆB˙OˆA˙, in terms of ∆w which is
the only free parameter. First let us remind the reader of the following parameters
z1 = e
−∆w
2
z2 = e
∆w
2
a = cosh2
(
∆w
4
)
b = sinh2
(
∆w
4
)
t2 =
√
ab
=
1
2
sinh
(
∆w
2
)
(L.0.1)
Now let us write our final expression below:
OˆB˙OˆA˙ = −
1
64t42
[( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=−2
EnG˜
−
B˙,1−n
)( 1∑
n=0
D′nG
−
A˙,n
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
−
( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=−2
EnG˜
−
B˙,1−n
)
σˆ
( 1∑
n=0
D′nG
−
A˙,n
−
∞∑
n=0
CnG˜
−
A˙,n
)
+
( 1∑
n=0
D′nG
−
A˙,n
+
∞∑
n=0
CnG˜
−
A˙,1−n
)
σˆ
( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=0
E ′nG˜
−
B˙,n
)
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−σˆ
( 1∑
n=0
D′nG
−
A˙,n
−
∞∑
n=0
CnG˜
−
A˙,n
)( 3∑
n=0
DnG
−
B˙,n
+
∞∑
n=0
E ′nG˜
−
B˙,n
)]
(L.0.2)
With the following coefficient definitions:
D0 ≡
(
2z1t
2
2 − B(a + b)
)
D1 ≡ B′
D2 ≡ −A′
D3 ≡ 1
D′0 ≡ −e
∆w
2
D′1 ≡ 1
E−2 ≡ 1
E−1 ≡ −A′
En ≡ C ′n, n ≥ 0
E ′0 ≡ −B
E ′1 ≡ A +B(a+ b)
E ′n ≡ −C ′′n, n ≥ 2 (L.0.3)
and
Cn ≡ (−1)n
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−k cosh
(
k∆w
)
C ′n ≡ (Cn+2 −ACn+1 +BCn
)
C ′′n ≡ Cn−2 − ACn−1 +BCn (L.0.4)
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Where
A ≡ (2z1 + t2)
B ≡ z1(a+ b) + t2(z2 − 2(a+ b))
A′ ≡ A+ a + b
B′ ≡ A(a+ b) +B − 2t22 (L.0.5)
Now evaluating (L.0.5) in terms of ∆w using (L.0.1) gives
A =
1
4
e−
∆w
2
(
7 + e∆w
)
B =
1
4
(
1 + 3e−∆w
)
A′ =
3
4
e−
∆w
2
(
3 + e∆w
)
B′ =
3
2
(
1 + e−∆w
)
(L.0.6)
Inserting (L.0.6) into (L.0.4) where appropriate gives:
Cn = (−1)n
n
2∑
k=−n
2
1/2Cn
2
+k
1/2Cn
2
−k cosh
(
k∆w
)
C ′n =
(
Cn+2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn+1 +
1
4
(
1 + 3e−∆w
)
Cn
)
C ′′n =
(
Cn−2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn−1 +
1
4
(
1 + 3e−∆w
)
Cn
)
(L.0.7)
Now inserting (L.0.1), (L.0.6), and (L.0.7) into (L.0.3) where appropriate gives:
D0 = −1
4
e−
3∆w
2
(
1 + 3e∆w
)
D1 =
3
2
(
1 + e−∆w
)
D2 = −3
4
e−
∆w
2
(
3 + e∆w
)
D3 = 1
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D′0 = −e
∆w
2
D′1 = 1
E−2 = 1
E−1 = −3
4
e−
∆w
2
(
3 + e∆w
)
En =
(
Cn+2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn+1 +
1
4
(
1 + 3e−∆w
)
Cn
)
, n ≥ 0
E ′0 = −
1
4
(
1 + 3e−∆w
)
E ′1 =
3
4
e−
∆w
2
(
3 + cosh
(
∆w
))
E ′n = −
(
Cn−2 − 1
4
e−
∆w
2
(
7 + e∆w
)
Cn−1 +
1
4
(
1 + 3e−∆w
)
Cn
)
, n ≥ 2
(L.0.8)
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