This paper focused on optimal scheduling solutions for the reentrant flow shop (RFS) with uniform machines and different product families in order to minimize the makespan and mean flow time in the production of hard-drive components. An RFS environment includes several workstations, each of which consists of only one machine. At each stage, the machine can process any job. Each job must be produced according to the reentrant flow. This problem can be denoted as Fm | fmls, recrc | C max , ∑ f j /n. Although the throughput maximization can be given by minimizing the maximum completion time, it does not ensure minimizing the length of the time interval between the release time and completion time of all jobs. For production quality, each job should be produced in a short flow time, since some processes must be controlled by the aging condition. Thus, the approach of a single criterion, such as minimizing the makespan, is not sufficient for handling the problem; bi-objective optimization should be considered instead. For optimal convergence, meta-heuristics, such as simulated annealing or a genetic algorithm, should be studied for practical use as a support tool for scheduling jobs. This paper applied a multi-objective genetic algorithm (MOGA) for solving the RFS problem. The results showed that MOGA could optimally solve the problem with reasonable computational effort.
INTRODUCTION
The reentrant flow shop scheduling problem (RFSP) has become an important research topic, since this manufacturing configuration is increasingly found in high-tech industries. In particular, slider fabrication in hard-drive production consists of several manufacturing stages in series, with only one machine at each stage; furthermore, a job can visit certain machines more than once. At the same time, several products with different operational sequences should be handled with many real-industrial constraints, such as product families and time Doi: 10.12982/cmujns.2015.0098 windows (Chamnanlor et al., 2013) . Therefore, the problem studied here should be classified as a reentrant shop problem; it is not easy to solve the problem in terms of polynomial time.
As the most well known scheduling problem, production shop scheduling commonly uses a single objective as a criterion; however, the importance of multi-objective optimization is growing. For many real-world problems, several objectives are optimized simultaneously, instead of a single objective. For example, when considering a criterion such as minimizing makespan in hard-drive production, a single objective does not ensure minimizing the length of the time interval between the release time and the completion time of jobs, although it yields throughput maximization. For production quality, each job should be produced with a short flow time, since some processes must be controlled by an aging condition. Thus, the approach of a single criterion, such as minimizing the makespan, is not sufficient for handling the problem; bi-objective optimization should be considered instead.
This paper studied the RFSP with two objectives. The first aim was to minimize the makespan that would maximize throughput. The second aim was to minimize the mean flow time for controlling the processing quality. Consequentially, the system constraints cannot avoid considering the time window. To solve the problem, approximated solutions need to be used in practice as a support tool for scheduling jobs with reasonable computational effort. The multi-objective genetic algorithm (MOGA), an optimal convergence method, has been widely studied and been shown to apply well in this field, and it will be proposed here for solving the RFS problem.
LITERATURE REVIEW
Recently, the Reentrant Flow Shop Scheduling Problem has become a crucial research topic. It could be considered an NP-hard problem, since this system expanded from the traditional flow shop pioneered by Johnson (Sethanan, 2001; Chen et al., 2008) . Although most reentrant shop studies have looked at different objectives, such as minimizing makespan (Hwang and Sun, 1997; Pan and Chen, 2003; Chen et al., 2007; Chen et al., 2008; Jing et al., 2008) , minimizing cycle time (Park et al., 2000) , and minimizing total weighted tardiness (Kang et al., 2007) , they have concentrated on finding an optimal solution for only a single objective, while real-world scheduling problems involve many objectives simultaneously. Thus, for decision-making, multi-objective approaches that find reasonable compromised schedules are important (Chou et al., 2014) .
Optimization problems considering multiple objectives have been studied and several approaches proposed over past decades. It is likely that the vector evaluated genetic algorithm (VEGA) pioneered by Schaffer is the first of the genetic algorithms with the dominant concept to solve the problem (Gen & Lin, 2014) . It contains a modified selection step, so the sub-population is selected on the basis of each objective. To maintain the progress of the algorithm, the entire population is shuffled to obtain a new population with regular crossover and  mutation operators. Following on this, various single-objective approaches have been extended to become multi-objective methods that attempt to evaluate the quality of the obtained non-dominated front in the Pareto optimization. Recently, the vector method has been studied with the simulated annealing process as vector evaluated simulated annealing (VESA). It operates on sets of solutions (clouds) with parallel computation of the objective functions for all solutions (Smutnicki et al., 2015) .
Furthermore, much research has focused on multi-objective manufacturing problems, such as reentrant shop scheduling problems, where the approximate solution can be constructed by heuristics and meta-heuristics. For example, Miragliotta and Perona (2005) presented a new approach relying on a heuristic algorithm built upon a decentralized architecture to schedule the multi-objective reentrant shop problem. Lin et al. (2012) proposed a novel combination of the analytical hierarchy process (AHP) and genetic algorithm (GA) to deal with the dynamic re-entrant scheduling problem considering many criteria. For scheduling problems in semiconductor final testing, Sun et al. (2012) used the non-dominated sorting genetic algorithm II (NSGA-II) to solve the reentrant flow shop in order to minimize the makespan and penalty cost of all late products in the final testing process. In addition, Rifai et al. (2015) proposed the reentrant shop scheduling problem in the flexible manufacturing system (FMS) environment. Crowding distance-based substitution was incorporated to maintain the diversity of the population in the genetic algorithm in order to reduce the makespan, mean flow time, and tardiness.
From the research mentioned, genetic algorithms are the most accepted techniques for the bi-objective RFS problem. Hybridizing appropriate heuristics has been applied in several studies, since it can increase the high performance of GA (Gao et al., 2006; Gen et al., 2009 ). As shown in Figure 1 , modified from Chamnanlor et al. (2013) , a reentrant shop can be modeled for a HDD manufacturing shop in which n jobs need to be scheduled, minimizing both makespan and mean flow time. The reentrant flow shop scheduling problem is expanded from the traditional FSP, which consists of m workstations (stages), with only one machine in each. According to the reentrant characteristic, the machine of some workstations can be used for several operations, and so the jobs can revisit the reentrant workstation several times.
MATERIALS AND METHODS
In this system, each job includes different workloads (lots) exactly grouped with different families, and produced in the processing flow. Also, the flow processing time of all jobs had to be controlled to 30 min/lot for the time-window workstations (WS-6 and WS-7).
A complicated system, such as HDD manufacturing, produces many products (jobs) with several production conditions, such as job reentries, product families, machine restrictions, and even the time window constraint. Table 1 shows the different processing time depending on the operational sequence. The operations on WS-2 are used for three job reentries (o 2a , o 2b , and o 2c ). WS-6 processes jobs under two-product families (o 6a and o 6b ), while WS-7 includes the restricted operations, such as o 7a , o 7b , and o 7c ; all are used to calculate the objective functions. 
10 9 9 9 9 10 9 11 12 11 10 13
The operational sequence for six product types (A1, A2, A3, B1, B2, and B3) is shown in Table 2 ; these are derived from two families (A and B) and three sub-groups (1, 2, and 3). The operational sequences can be used to clarify the complex processing flows in the precedence relationships.
This paper focused on a bi-object reentrant shop scheduling problem, in which the makespan and the mean flow time are considered simultaneously. Because the maximum throughput can result from minimizing the maximum completion time of all jobs, scheduling all of the jobs in the system should be performed appropriately. However, minimizing the makespan does not ensure high-quality production. Thus, minimizing the flow time must also be considered. 
Figure 2 illustrates two objective values; these can be clearly calculated by equations (1) and (2). The first objective value is makespan and the second objective value is mean flow time. A scheduling solution is able to give both Gantt charts as two objectives, so they are conducted to generate the Pareto front for the bi-objective algorithm. The objective of the maximum completion time is defined by:
The objective of mean flow time is defined by:
(2)
Bi-objective approach
The bi-objective scheduling problem here was studied as combinatorial optimization. The problem solution can be obtained from the proposed MOGA procedure, as detailed in Figure 3 . During each generation, the chromosomes are constructed and evaluated using a fitness value. Genetic operators will solve the evolutionary process, so the best solution should be found when the procedure is terminated. The Pareto front will be a bi-objective solution for this problem, so it will be built from collected non-dominated solutions. 
Chromosome representation.
An operation vector (v 1 ) represents each candidate solution for the RFS problem. This research applied an operation-based encoding and decoding procedure. For a chromosome with a gene of one operation, the order of operational sequencing is randomly generated to become a solution string. For chromosome decoding, all ordered operations of a string would be scheduled based on the shortest completion time rule. An operation can be started whenever its predecessor has finished and a machine is available machine at the exact stage. Finally, two objectives are met when the chromosome decoding is completed. For example, a candidate chromosome encoded by the operation-based procedure to solve problem no.1 (see Table 3 ) is shown in Figure 4 . Next, operational decoding needs to be done according to the chromosome (v 1 ), such as S 1 = { (o 1,1 , o 6,1 , o 3,1 , o 4,1 , o 1,2a , o 1 6,6b , o 7,7b , o 6,7b ,}; it will be used for calculating all objective functions.
Selection.
Because of the significant effect of an optimal convergence, roulette wheel selection is often found in an efficient genetic algorithm, and in this proposed method. This method assumes that the probability of selection is proportional to the fitness. The wheel will be generated with the cumulative probability of each. A surviving chromosome is selected by randomly choosing a point on the wheel.
Crossover and mutation. To produce new chromosomes for the next generation, the crossover operation will act to exchange genes between the parent chromosomes, with the good properties of the parent retained by the offspring; escaping the local minima is the aim of the mutation operator. This study adopted the position-based crossover operator proposed by Syswerda (Gen and Cheng, 2000) . It can be used for integer permutation representation, together with a repair procedure. As in Figure 5 , some positions of genes from one parent will be randomized and assigned into the new chromosome, and then the remaining positions must be filled with the positions of genes from the other parent by a left-to-right scan.
After the crossover operator, this research used the swap mutation operator. It selects two positions at random, and swaps their genes for the mutant offspring.
Fitness function. Solving the RFS problem to minimize the makespan (f 1 ) and mean flow time (f 2 ) simultaneously is a bi-objective optimization, so the fitness function must focus on the two criteria. For each generation, a non-dominated solution will be found and maintained in the set of Pareto.  All data related to the computational experiment was simplified from a real industry situation (Chamnanlor et al., 2013) . A seven-stages flow shop, including the reentrant workstation and controlling-processing workstation, was conducted to test the proposed algorithm. The data set of the number of jobs (including 7 jobs and 11 jobs) is shown in Table 3 . They are presented with different lot sizes for each job, and grouped by two families and six sub-groups (A1, A2, A3, B1, B2, and B3).
RESULTS
For solving the bi-objective RFS problem above, this study proposed MOGA. The associated parameters included are the crossover rate (p C = 0.8), mutation rate (p M = 0.2), population size (popSize = 10), and maximum generation (maxGen = 1,000). To obtain the computational results, ten repetitions were conducted for each combination.
In the experimental design, the effectiveness of the proposed algorithm was compared by VESA (Smutnicki et al., 2015) and VEGA (Schaffer, 1985) with two objectives -makespan and mean flow time (see Table 4 ). All tests were implemented using MATLAB; the program runs on Intel Core i5 CPU 2.27 GHz with 2 GB of RAM. 
DISCUSSION
The production environment in HDD manufacturing is very complicated. To support modern markets, non-traditional flow shops are the current design of choice. The machine configuration often used is a reentrant shop in order to maximize throughput under crucial restrictions, such as controlling-processing time and various product families. Consequently, an efficient scheduling method is an important issue in academic and industrial research. Chamnanlor et al. (2013) studied the reentrant flow shop scheduling problem. A genetic algorithm including local search techniques was used to minimize makespan. Although a hybridized GA can produce an efficient solution without lost lots, it has been studied with only a single objective. However, for some real-world industrial situations, many criteria need to be solved simultaneously. Therefore, the production scheduling approach focuses on multiple objectives.
For reentrant shop scheduling with minimizing bi-objective, several approaches have been considered, including a decentralization heuristic used for multi-objective reentrant shop scheduling (Miragliotta and Perona, 2005) that outperformed practical methods and the crowding distance-based substitution (Rifai et al., 2015) that exhibited better performance and robustness than conventional methods for both small and large datasets. Meanwhile, in genetic algorithm developments, NSGA-II has performed much better at minimizing the makespan and penalty cost in the reentrant flow shop (Sun et al., 2012) . In addition, GA-AHP has performed best among the practical methods and the single GA for scheduling problems in semiconductor final testing (Lin et al, 2012) . During the last two decades, the meta-heuristic, especially GA, has been famous for considering in the multi-objective solution. VEGA has been well accepted for its robust and reliable performance, but it takes longer to locate the good regions of complex search spaces (Schaffer, 1985) . However, the test results of the algorithm clearly show that VESA is comparatively faster, as it evaluates around 31% more solutions per unit of time than the basic algorithm. Moreover, previously performed tests showed that it achieves better results than the classic SA (Smutnicki et al., 2015) . Therefore, this study used the extended genetic algorithm for bi-objective optimizations to schedule n jobs in a manufacturing system; the performance was compared with two well-known algorithms -VESA and VEGA. Two objective values in the different methods are shown in the Figure 6 . From the results, MOGA efficiently gave a mean flow time on average that was better than VESA and VEGA by 8% and 6%, respectively. Although only slightly different, the averaged makespan obtained from the MOGA was still better than that of 3% and 1% for the VESA and VEGA comparisons. The proposed method in this study provided a quality solution, even though VESA had a shorter computational time (there was no difference with VEGA).
CONCLUSION
This study presented an application of the multi-objective genetic algorithm (MOGA) for solving the reentrant flow shop (RFS) problem considering the production time control with the dual objectives of minimizing makespan and mean flow time simultaneously. Based on a multiple criteria genetic mechanism, good solutions would be selected appropriately, so non-dominated solutions obtained from each evolution are adopted to construct a Pareto front. A better Pareto front would be kept until the procedure termination was met.
Dimplified test problems were experimented with to evaluate the efficiency of the approaches in HDD manufacturing. The performance of the MOGA approach was compared to other evolutionary algorithms. The experimental results showed that MOGA could solve all problems and deliver a quality solution in a suitable timeframe. The proposed method solved RFS with the best makespan and mean flow time among the three methods tested here. Moreover, the proposed MOGA is a competitive approach that is capable of finding a high-quality Pareto front. In the near future, the expanded reentrant shop considering realistic constraints will be studied further; the best solution will be refined by efficient algorithms, which will be designed in future research.
