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RÉSUMÉ
Ce mémoire se consacre à l’étude des propriétés électroniques des polymères
en portant une attention particulière à la largeur de la bande dénergie interdite.
L’approche théoricme utilisée est la théorie de la fonctionnelle de la densité (DfT)
jumelée avec 1’ approximation des pseudopotentiels. Cette approximation est dérivée
explicitement. en échantillonnant les articles majeurs cmi ont contribué à Févolu
tion des concepts dans ce domaine. Cett.e discussion a un but pédagogique et vise
à pallier le manciue de documentation complète. Les résultats importants de nos
recherches comprennent le calcul des propriétés électroniques des polymères à base
de ferrocène et à base de cobaltocène. Les premiers sollt des semi-conducteurs pos
sédant des largeurs de bandes d’énergie interdite de l’ordre de 1.4 2.0 eV selon
Fapproximation de la densité locale (LDA). Les deuxièmes sont métalliques. Or.
une déformation de Peierls. représentée par une dimérisation, contribue à l’ouver
ture d’une bande d’énergie interdite de l’ordre de 0.1 - 0.6 eV. On a aussi étudié
les polymères conjugués nommé polythiophène. polvpvrrole et leurs structures si
milaires de type ponté. Il fut montré ciue la symétrie et la distribution des charges
dans la chaîne de carbone contribuent grandement à la largeur de la bande interdite
dans ces polymères. Il fut aussi trouver que le polythiophène-ponté à une largeur
de bande interdite supérieure à celle du polythiophène. C’est le contraire dans le
cas du polypyrrole-ponté. Enfin, nous nous sommes intéressés à l’ionisation par
effet tunnel dans les molécules. Un modèle fut dérivé pour prendre en compte la
polarisation des électrons de l’ion sous l’effet du champ électrique externe et du
champ provenant de l’électron éjecté.
1\4ots clés pseudopotentiel. polymères de mét.allocènes. polymères poiltés. io
nisation par effet tunnel
ABSTRACT
This master’s thesis is devoted to the study of the electronic properties of poly
mers. The theoretical approach used is plane-wave pseudopotential assisted density
ftmctional theory (DET). A full discussion (and derivation) of the pseudopotential
approximation is provided to mitigate the lack of teaching material on this subject.
The importait resuits of this thesis are the electronic properties of ferrocene- and
cobaltocene-based polymers. The firsts are semi-conductors with baud gaps of the
order of 1.4 2.0 eV within the local deusity approximation (LDA) formalism. The
seconds are nietallic. Ui;fortunately a Peierls distortion opens a band gap of the or
der of 0.4
- 0.6 eV in the cobaltocene-based polymers. Another major resuit concerns
the band gap of conjugated polymers. Polythiophene. polypyrrole and their ladder
type versions were a;alyzed within DFT utilizing numerous functionals. If was
found that symmetry and charge distribution within the carbon backbone are mi-
portant factors contributing to the band gaps. It was found also that the baud gap
of ladder-polythiophene is greater then the band gap of polythiophene. which is
in contrast with earlier studies. This can be explailled be the change in synimetry
of the backbone. The contrary was found for ladder-polypyrrole, because charge
distribution is of greater importance in this polymer. Lastly. we also studied tunnel
ionization in molecules. We derived a quasianalytical model that takes into account
multielectron processes through the polarizability of the resulting ion.
Keywords : Pseudopotentials, metallocene based polymers. ladder-type polymers.
tunnel ionisation
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INTRODUCTION
Depuis l’accroissement rapide de la puissance des ordinatellrs. les modèles nu
mériq;ies sont devenus lin standard en physique et en chimie théoriciue. Lellrs ap
plications a tellement augmenté que l’on désigne maintenant cette approche comme
un domaine à part entière. Ceci est évident dans la littérature scientifique de ces
dernières années, où de plus en plus d’articles rapportent des résultats obtenus
par des simulations nilmériques et des revues entières se spécialisent à la présen
tation des avancées des techniques numériques. Les approches nilmériques ont pris
tellemellt d’ampleur, qu’il est maintenant presque impossible d’envisager des re
cherches théoriques sur les propriétés des matériaux sans connaître les bases de ces
approches. Il n’est pas surprenant que cette effervescence ait apporté une multi
tude de raffinements théoriques clans le but de rendre plus accessible le calcul des
propriétés des matériaux.
L’élaboration de ces modèles numériques présente un défi majeur, car elle néces
site l’incorporation d’ingrédients physiques permettant de reproduire fidèlement la
complexité des phéuomèues présents dans la matière tout en s’efforçant de réduire
les demandes en mémoire et en nombre d’opérations. Ces deux critères sont sou
vent exclusifs et leur unification n’est pas aisée. La théorie de la fonctionnelle de la
densité (DfT) est un de ces modèles qui réussit à marier ces deux critères de façon
satisfaisante. La DFT s’est lentement in;posée comme la technique standard du
calcul des propriétés électroniques des matériaux. Bien que ses résultats ne soient
pas parfaits, elle permet de reproduire les mesures expérimentales de plusieurs pro
priétés de la matière avec une erreur relative d’environ 1 7c. Toutes mes recherches
sur les propriétés électroniques des polynières furent basées sur cette approche.
Une des difficultés majeures, que j’ai rencontrée dans ma maîtrise, fut la compré
hension de l’approximation des pseudopotentiels. Bien que leur concept de base soit
facile à comprendre. la multitude de formes et de propriétés ciu’ils peuvent prendre
ont été un obstacle dans la compréheusiou profonde de mes résultats. Comme on le
verra plus tard, les pseudopotentiels cachent eu leur sein une physique intéressante
et fondamentale aux calculs nuniériques. Il faudra se souvenir ciue les calculs sont
2limités par la validité des pseudopotentiels utilisés. L’utilisation d’un peudopoten
tiel non approprié peut souvent mener à des résultats complètement aberrants.
Ceci rend la compréhension de cette approximation extrêmement importante pour
correctement iliterpréter les résultats obtenus avec une simulation.
Les travaux de recherche présentés dans ce mémoire furent obtenus dans le
cadre de la théorie de la fonctionnelle de la densité exploitant les avantages de
l’approximation des pseudopotentiels. Pour permettre au lecteur de bien situer la
pertinence des résultats présentés. je juge pertinent de présenter en détail cette
approximation, ainsi que le pseudopotentiel de cobalt utilisé pendant nies travaux.
Il ne faut jamais oublier ciue les propriétés que l’on calcule sont reliés à de petites
différences d’énergie totale lorsque l’on varie un paramétre physique. par exemple
l’énergie de cohésion est définie comme la différence entre l’énergie totale d’un
systéme et l’énergie totale de ses composantes. Il est alors primordial de s’assurer
que les erreurs associées à notre approximation soient négligeables et ciue celle-ci
ne modifie pas les résultats.
On mettra donc l’emphase sur l’explication de l’approximation des pseudopo
tentiels. au lieu de s’attarder sur les détails de la DFT. Ceci constitue un choix
personnel basé sur le fait qu’il existe une littérature riche portant sur les détails
de la théorie de la fonctionnelle de la densité. J’invite donc’ le lecteur’ à se référer
au livre de Dreizler et Gross [2] s’il veut se familiariser davantage avec les détails
de cette théorie. De son côté. l’approximation des pseudopotentiels est très peu
abordée dans les livres pédagogiques. A nia connaissance. il n’existe aucun recueil
développant avec autant de détails que ce mémoire cette approximation.
De même, plusieurs méthodes ab-initio existent pour améliorer l’accord entre
les résultats théoriques et expérimentaux, citons parmi celles-ci la théorie de la
fonctionnelle de la densité dépendante du temps (TDDFT). l’approximation CXV
et l’équation de Bethe-Salpeter . Ces méthodes ne furent pas utilisées dans ma
maîtrise. principalement parce qu’elles demandent beaucoup de temps de calcul
et ciue ce niveau de précision n’était pas nécessaire pour nos travaux. Ainsi. je ne
présenterai pas leurs bases théoriques, le lecteur peut se référer aux ouvrages cités
et les références qui y sont contenues.
3L’absence de livre de référence sur les pseudopotentiels signifie que l’on doit
se tourner directement vers les articles originaux qui sont malheureusement trop
concis pour avoir un grand impact pédagogique. Cela fut une grande frustration
pour moi durant mon projet de maîtrise. L’un des buts de ce mémoire est donc de
présenter les pseudopotentiels d’un point de vue plus pédagogique. La discussion des
concepts majeurs est donc approfondie pour les rendre abordables par uu étudiant
débutant ses études dans la physique de la matière condensée. Ceci m’a amené à
écrire un premier chapitre plus volumineux que prévu. Mais j ‘espère que celui-ci
sera d’une grande utilit.é pour les ftittirs étudiants des groupes de Michel Côté et
de Matthias Ernzerhof.
Le premier but de ce mémoire est de présenter les articles réalisés pendant ma
maîtrise. Ces articles sont intégrés à la fin de leur chapitre respectif. Je ne vais
donc pas représenter les résultats présents dans ceux-ci. Je vais plutôt présenter
dans ces chapitres les théories sous-jacentes, les problématiques explorées et les
intérêts présentés par ces recherches. Le deuxième chapitre va se consacrer au sujet
majeur de nia maîtrise, l’étude des propriétés électroniques des polymères à base
de métallocènes. On va voir que ce projet avait pour but d’explorer des polymères
pouvant posséder la conductivité électrique des métaux. Je vais aussi dériver la
théorie de la déformation de Peierls. l’obstacle majeur à l’existence de métaux
unidimensionnels.
Le troisième chapitre abordera les polymères conjugués, dont le polythiophène
et le polypyrrole. On va explorer les phénomènes régissant la largeur de la bande
d’énergie interdite dans ces polymères. Le but de cette recherche étant la com
préhension nécessaire de ces phénomènes pour aider à l’élaboration d’un polymère
intrinsèquement métallique. Enfin, dans le dernier chapitre, on va quitter les poly
mères pour aborder l’ionisation par effet tunnel dans les molécules. Ce projet fut
réalisé en collaboration avec le groupe du professeur Thomas Brabec de l’Univer
sité dOttawa. Je vais y présenter la théorie ADK de l’ionisation par effet tunnel
de l’atonie hydrogénoïde ainsi que sa généralisation aux molécules. Ceci permettra
une meilleure compréhension de la dérivation de la théorie présentée dans l’article.
Je vais aussi discuter ma contribution à ce travail.
CHAPITRE 1
THÉORIE DE LA MÉTHODE DES PSEUDOPOTENTIELS AB
INITIO APPLIQUÉE À LA DFT
“The nnderlyzrig physical iaws necessary for the mathematicat theory of a large
part of physzcs and the whote of chernistry are thus comptetety known, and the
difficutty is onÏg th at the exact application of these lavis Ïeads to eqvations ‘mach
too complicated to lie soluble” 1
La mécaniclue quanticiue possède un programme audacieux explicuer l’énorme
diversité des formes de la matière, des particules élémentaires jusqu’aux cristaux
moléculaires composés de milliards de milliards d’atomes. La complexité des sys
tèmes. qui est à l’origine de la richesse des phénomènes observables, nécessite une
théorie qui reproduit sa complexité. 011 peut s’en convaincre en observant l’aug
mentation de la complexité de l’équation de Schr&linger lorsqu’on se déplace dans
le tableau périodique. en partant de l’atome d’hydrogène jusqu’aux atomes les plus
lourds. Nons pouvons trouver une solution analyticiue pour l’atome d’hydrogène.
mais déjà à l’atome d’hélium ii ious faut recourir à des calculs numériques, car le
terme d’interactioll électron-électron devient trop difficile à traiter. La situation se
gâte rapidement par la siite, car la complexité de la fonction d’onde augmente de
façon exponentielle avec le nombre d’électrons. En effet, il faut se souvenir que la
fonction d’onde dépend des coordonnées de chaque électron. La quantité de nié-
moire nécessaire pour stocker des fonctions d’ondes numériques dépasse donc les
limites de la technologie actuelle pour seulement cuelques électrons.
Il faut alors développer une théorie se basant sur une quantité plus simple
que la fonction d’onde, tout en permettait de calculer tout les observables de
notre système. Le théorème de Hohenberg et Kohn91, montre qu’il est possible de
construire une théorie à partir de la densité électronique du système. Celle-ci est
beaucoup pins simple que la fonction d’onde, car elle ne dépend que d’une seule
‘Paul Dirac. Q’ antmnn mechanics of many-etectron systems. Proceedings ofthe Royal Society
ofLondon. pp.7l4. (1929)
5coordonnée qui définit tout le système. Cette immense simplification justifie les
efforts investis dans la solution numérique de ce problème.
Cette simplification a 1111 prix, nous devons maintenant exprimer toutes les quan
tités de l’équation de Schrôdinger originale comme des fonctionnelles de la densité.
Ces fonctionnelles peuvent être extrêmement complexes. et nous ne les connaissons
pas explicitement. Les termes les plus difficiles deviennent les termes à plusieurs
électrons, comme l’énergie cinétique et le terme d’interaction électron-électron. Plu
sieurs approximations ont été proposées pour calculer ces ternies, mais la plus ef
ficace fut proposée par Kohn et Sham101. Leur stratégie consiste à représenter le
système délectrons interagissant par un système possédant la même densité, mais
dans lequel les électrons iiinteragissent pas entre eux.
Bien que l’équation de Kohn-$ham réduit fortement la complexité du problème.
en permettant de considérer des électrons non interagissant, les applications mimé
riques du formalisme de la DFT demeureiit très coûteuses en ressources numériques.
Cela est en partie dû à la nécessité de discrétiser l’espace dans ces méthodes. On
doit former une grille de points sur laquelle seront représentées les fonctions d’onde
et sur laquelle auront lieu les opérations du calcul. Il faut prendre soin de choisir une
grille assez fine pour échantillonner les variations rapides de la fonction d’onde. car
plusieurs quantités observables en dépendent, par exemple l’énergie cinétique. Ceci
revient à dire que nous devons choisir un très grand nombre d’ondes planes pour
représenter un tel système dans l’espace réciproque. Il faudra alors emmagasiner en
mémoire de grandes matrices et faire de nombreuses opérations. Nous allons voir
dans ce chapitre une technique permettant de décrire la dynamique des électrons de
valence, en approximant les fonctions d’ollde par des fonctions lisses, c’est-à-dire ne
comportant pas de noeud. Ceci diminuera considérablement le nombre d’opérations
et de mémoire requise.
Je vais présenter, dans ce chapitre, le formalisme théorique utilisé durant ma
maîtrise. Je vais faire un bref survol de la DET. en m’attardant surtout sur l’équa.
tion de Kohn-$ham. pour définir les problématiques qui continuent de justifier les
travaux fondamentaux sur la physique et la chimie de la matière condensée. La
plupart de cette section est inspirée en grande partie des nombreuses présenta-
6tions et discussions avec mes directeurs Michel Côté et Matthias Ernzerhof. Je
vais ensuite explorer les problématiques inhérentes à l’application numérique des
différentes méthodes, puisque la complexité des systèmes dépasse largement les
traitement s analytiques.
Nous verrons qu’il est possible de pallier à ces problèmes en apportant une
nouvelle approximation. celle des pseidopoteitiels. qui peut être a ustée pour mi
nimiser son impact sur la qualité des résultats. Cela permettra ensuite de discuter
de l’approximation des pseudopotentiels en les mettant dans le contexte de leur
utilité. Je ferai alors une dérivation de cette approximation en suivant la chronolo
gie des articles et des méthodes permettant leur élaboration. Ainsi, il sera évident
que les pseudopotentiels sont des quantités qui évoluent rapidement a.vec les mé
thodes. Je terminerai ce chapitre en présentant les stratégies pour générer un bon
pseudopotentiel. en prenant pour exemple le cobalt.
1.1 Une trop brève discussion de la DFT et de l’équation de Kohn
Sham
La fonction d’onde d’un système à plusieurs électrons est une quantité beau
coup trop complexe pour être utilisée facilement dans les applications réelles. Cette
constatation était déjà évidente dans les premières années de la mécanique quan
tique. La nécessité de remplacer la fonction d’onde par une quantité plus simple,
ou de simplement réduire la complexité de la fonction d’onde elle-même, a ainsi
alimenté la recherche dans la physique de la matière condensée et de la chimie
qiianticue. C’est de cette dernière, que la plupart des techniques approximant la
fonction d’onde furent élaborées. Parmi celle-ci, évoquons la théorie de Htickel. la
méthode de Hartree et de Hartree-Pock (HF). Ces méthodes de plus en plus raffi
nées permettent de traiter les systèmes d’électrons interagissant avec plus en plus
de précision.
La méthode de Hartree-Fock inclut l’antisvmétrie des fonctions d’onde en les
exprimant avec un déterminant des fonctions d’onde à un électron, le déterminant
de $later. Cette analyse mène à une énergie totale du système à plusieurs électrons
qui possède un terme propre à l’antisymétrie de la fonction d’onde. Ce terme, que
7nous nommons t’énergie d’échange, correspond à l’interaction de deux électrons
possédant des spins parallèles et donc n’étant pas dans la même orbitale spatiale.
Ce terme est négatif. ce qui signifie que cette interaction stabilise les configurations
possédant le plus de spins parallèles, ce qui vient reproduire la première loi de
Hund de totis les états que nous pouvons former en plaçant n électrons dans
2(21+1) orbitales d’lln niveau électronique partiellement complet. celui qui minimise
l’énergie est celui possédant le plus grand nombre quantique de spin S et qui obéit
au principe d’exclusion de Pauli.
La méthode 11F repose sur une grande approximation, car nous représentons
notre fonction d’onde par un seul déterminant de Slater. Une amélioration im
portante de la technique se noninie la méthode de Finteraction des configurations
(CI, “Configuration Interaction”). Dans cette méthode, nous construisons plusieurs
déterminants de $later correspondant aux états excités du systènie électronique
et la fonction d’onde devient une combinaison linéaire de ces déterminants. Il est
clair que l’énergie obtenue est alors inférieure ou égale à l’énergie 11f. car nous
avons augmenté le nombre de degrés de liberté accessibles. Nommons cette diffé
rence d’énergie, l’énergie de corrélation. Il existe d’autres niéthodes pour inclure la
corrélation dans ce type de calculs, le lecteur souhaitant approfondir ce sujet peut
consulter le livre de chimie quantique de Szabo et Oslund [h1]
Le désavantage majeur des méthodes par approximation des fonctions d’onde
demeure l’utilisation de cette dernière. L’ayant exprimé en termes de déterminant
de Slater diminue grandement sa complexité. mais l’application du principe varia
tionnel à l’énergie Hf permet de construire l’opérateur de Fock, F. qui dépend expli
citement de la fonction d’onde. Or. cette dépendance signifie que pour le construire,
il faut calculer des intégrales de la forme
K mt 1 nk) (1.1)T1
—
où les sont les fonctions d’onde à un électron contenues dans le déterminant de
Siater. et les sont les coordonnées des électrons. Comme il fait intervenir quatre
fonctions d’onde, le nombre d’intégrales à évaluer est très grand, puisqu’il faut
considérer toutes les combinaisons possibles. Or. comme le nombre d’orbitales né
cessaires pour traiter un système augmente rapidement avec le nombre d’électrons.
$les techniques basées sur la méthode 11F sont sévèrement limitées par les ressources
numériques disponibles.
Je mentionne brièvement ces deux méthodes pour aborder les concepts d’énergie
d’échange et de corrélation qui reviendront dans la discussion de l’équation de
Kohn-Shani. Il faut garder en mémoire que ces énergies proviennent de l’interaction
de plusieurs électrons et dépendent explicitement du spin. Ceci laisse présager des
problèmes lorsque nous chercherons à exprimer ces quantités en terme seulement de
la densité électronique. car celle-ci ne dépend explicitement que de la coordonnée
spatiale d’tm électron, selon la définition
.ui,.... ur)(i UN), (1.2)
ce qui signifie que l’on a retirer de cette quantité les informations sur les corréla
tions à. plusieurs électrons. Or. ce sollt de ces termes que provielinent les énergies
d’échange et de corrélation. Incorporer ces termes dans un formalisme ne dépendant
que de la densité sera alors difficile et la source de plusieurs approximations.
Il est évident que la densité est une quantité beaucoup plus simple que la fonc
tion d’onde, elle ne dépend que d’une seule coordonnée ce qui signifie que sa coni
plexité n’augmente pas exponentiellement avec le nombre d’électrons. Ce qui in
dique que la densité est un bon candidat pour élaborer un formalisme plus adapté
aux systèmes à plusieurs électrons. L’idée n’est pas récente. car déjà en 1927. Tho
mas et Fermi (TF) proposent une théorie statistique basée sur la densité pour
calculer les propriétés des atonies. Leur approche consiste à remplacer l’énergie ci
nétique des électrons interagissant par celle d’un gaz d’électrons libres homogènes
qui possède la même densité. L’échange se fait de façon local, c’est-à-dire qu’à
chaque point de l’espace, on fait correspondre les densités.
La théorie TE n’est pas très exacte, car elle utilise le gaz d’électrons homogène
pour approximer l’hamiltonien, sans incorporer de termes correctifs pour l’énergie
d’échange et de corrélation. Ces deux composantes sont alors complètement ab
sentes. Ceci est un défaut grave qui montre que le formalisme TE ne reproduit pas
les règles de Hund et ainsi les niveaux atomiques. Il n’est pas surprenant qu’elle
9ne donne pas de bonnes énergies de liaison, souvent elle ne réussit même pas à lier
les molécules. En 1930. Dirac améliora le formalisme TF en incorporant l’énergie
d’échange en utilisant lui aussi une approximation locale basée sur le gaz d’électrons
homogène. Cette correction améliore les résultats, mais Fapproximation faite pour
l’énergie cinétique dans la théorie de Thomas-Fern;i-Dirac (TFD) demeure encore
insatisfaisante. L’erreur absolue sur les énergies totales est encore trop grande. les
énergies de liaisoil calculées demeurent ainsi incorrectes et peu fiables.
1.1.1 Le Théorème de Hohenberg et Kohu
Les théories précédentes reposaient sur des approximations pour rendre le pro
blème plus simple. soit sur la fonction d’onde ou sur l’harniltonien du système. La
théorie de TF exprime l’énergie en fonction de la densité, niais rien ne démontre
que l’on peut décrire notre système avec la densité pour seule quantité. Ceci est
implicitement vrai pour la fonction d’onde, car elle est construite avec toute l’infor
mation disponible sur le système. Mais beaucoup dinformations ont été enlevées
pour former la densité. en faisant la moyenne sur toutes les autres coordonnées
des autres électrons dans l’équation 1.2. Il n’est alors pas évident que ce soit une
quantité suffisante pour les calculs électroniques. Lutilisation de la densité dans la
théorie TF se basait sur la supposition fondamentale que la densité est suffisante.
ce qui n’était pas clair à l’époque.
La théorie de la fonctionnelle de la densité est devenu une théorie exacte des
systèmes à plusieurs électrons grâce aux travaux de Hohenberg et Kohn (HK).[9l
Nous allons reproduire leur raisonnement, car il constitue le pilier central de la
théorie de la fonctionilelle de la densité qui est devenue l’outil théorique le plus
utilisée dans le calcul de la structure électronique. Il est alors important de com
prendre les implications et les limites des théorèmes de 11K car ils correspondent
aussi aux limites de la théorie.
Soit un système composé de N électrons interagissant placés dans deux poten
tiels externes fixes. V’ et l/. correspondallt aux potentiels de deux configurations
des noyaux ioniques. En considérant seulement des potentiels fixes, on considère
un système dans lequel le mouvement électronique est découplé du mouvement io
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nique. La masse de l’électron étant environ 1800 fois inférieure à celle dii noyau, le
mouvement des ions est considérablement plus lent. Ainsi, les électrons demeurent
dans un état d’équilibre à chaque point du mouvement des ions. Ceci correspond à
l’approximation de Born- Oppenheimer.
Supposons aussi que la différence entre les deux potentiels n’est pas simplement
l’addition d’un terme constant. En effet, un tel changement est trivial et ne change
pas les propriétés du système, car cela ne revient qu’à une redéfinition de l’origine
de l’énergie. Ces deux potentiels mènent donc à deux haiiiiltoniens, H1 et 112, qui
auront comme fonctions d’onde pour leurs éta.ts fondamentaux, lIJ et Nous
supposons aussi que ces deux fonctions d’onde ne sont pas dégénérées. On se limite
donc aux systèmes ne possédant pas d’état fondamental dégénéré. Mais, ce n’est
pas une limitation réelle du théorème que nous allons dériver, la dégénérescence
ne fait que rendre la preuve plus abstraite. Voir l’article de Levy [12] ou le livre de
Dreizler et Cross [21 pour une preuve plus générale.
Il est important de constater que les deux fonctions d’onde sont obligatoirement
différentes. car les potentiels diffèrent entre eux. Pour en faire la preuve, supposons
que les deux fonctions d’onde sont égaies, q12=Ji• Nous aurons alors
(1.3)
et de même
H2=E2. (1.4)
Or, nous savons que les deux hamiltoniens ne diffèrent que par leur potentiel.
Donc, si nous prenons la différence de l’équation 1.3 et 1.4,
(H1—H2)=(V—V)’J’=(E1—E2)’J’ . (1.5)
les deux potentiels ne diffèrent que par une constante additive, si les fonctions
d’onde ne s’annulent pas sur un ensemble important. Heureusement. ceci est le
cas pour les fonctions d’onde physique. c’est-à-dire pour des potentiels qui ne sont
pas infinis. Ce résultat contrevient à notre supposition originale. Donc, les deux
fonctions d’onde ne peuvent pas être égales. C’est même plus fort que cela. car
l’argument fonctionne toujours si 2 appartient à l’espace dégénéré de l’hamiltonien
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H1. ceci est au coeur de la preuve de Levy pour les fonctions dégénérées et forme
la première étape du théorème de Hohenberg et Kohn.
De même, supposons maintenant que les deux fonctions d’onde mènent à la
même densité électronique fondamentale, po Nous pouvons maintenant écrire, en
suivant la notation de Dirac
K 2 H1 2) > E , (1.6)
encore un fois, comme les deux hamiltoniens ne diffèrent que par leur potentiel.
nous pouvons écrire
2 H2 — +1 2) =E2 + K2 2) > E1 . (1.7)
Nous pouvons réécrire le dernier terme en fonction de la densité, c’est-à-dire que
nous supposons que le potentiel est local,
E2+fd3T(V_V)po(>El. (1.8)
Nous pouvons également recommencer cette analyse en partant maintenant avec
la première fonction d’onde
K1H2Hh1) >E2 (1.9)
qui nous mènera avec les mêmes astuces à
E1
- f d3r (V - V)po( > E2. (1.10)
En additionnant les équations 1.8 et 1.10. nous obtenons
E2 + E1 > E2 + E1. (1.11)
ce qui est clairement une contradiction. Notre supposition était donc fausse, les
deux fonctions d’onde ne peuvent pas donner la même densité. Ce résultat est fan
tastique, car il indique que la densité est complètement déterminée par le potentiel
externe. En effet, nous voyons sur la figure 1.1 que la première partie de notre rai
sonnement permet de définir une transformation qui associe à chaque potentiel une
fonction d’onde de l’état fondamental. Dans le cas des fonctions d’oiide dégénérées.
c’est l’espace des fonctions d’onde dégénérées qui est associé au potentiel. Cette
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constatation n’est pas surprenante, car la transformation est simplement donnée
par l’équation de $chrdinger. La deuxième partie de notre argument permet d’as
socier une fonction d’onde à une densité. Il crée donc un lien direct entre le potentiel
et la densité, en passant par la. fonction d’onde. Encore une fois cela n’est pas sur
prenant. car cette transformation correspond à la définition de la densité donnée
par l’équation 1.2. Il faut noter que dans le cas dégénéré. il petit y avoir plusieurs
fonctions d’onde menant à la même densité. Par contre. a.vec un argument simi
laire à celui-ci on montre que seulement les fonctions donde appartenant au même
espace dégénéré. qui est associé à un potentiel. peuvent donner la même densité.
Ainsi, une transformation unique permet de passer du potentiel à la densité du
fondamental.
Par contre, il ne garantit pa.s l’existence d’un potentiel pour chaque fonction
d’onde possible et donc pour chaque densité. En fait, on peut trouver des densités
avec des propriétés acceptables qui ne peuvent pas être associées à un potentiel [i2],
Ceci constitue une difficulté lorsque l’on voudra, utiliser la densité comme variable
fondamentale, puisque l’on doit s’assurer que cette densité correspond à un poten
tiel. Cette propriété se nomme la. représenta.bilité-v. Pour plus de détails sur cet
aspect du problème, je conseil au lecteur de lire la section 2.3 du livre de Dreizler
Potentiel tonct ton Densi te
cl’ onde
FIG. 1.1 Représentation de l’hornomorphisme existant entre le potentiel et la densité. Cette
figure est inspirée du livre Dreizler et Gross [2] qui présente en plus de détail la DFT.
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et Gross [21
Nous 0V0llS ainsi inverser le problème, c’est maintenant la densité de l’état
fondamental qui est la quantité physique qui détermine le potentiel externe et ainsi
les fonctions d’onde. Ainsi, l’énergie du fondamental est complètement déterminée
par la densité et donc toutes les quantités observables le sont aussi. Cette for
mulation de la mécanique quantique doit, selon le raisonnement précédent, être
l’analogue à la formulation standard basée sur l’équation de $chrédinger. C’est mi
résultat fondamental qui nous indique que les théories se basant sur la densité sont
formellement exactes, si on se limite à des densités correspondant à des états fonda
mentaux de systèmes avec un potentiel externe. Nous pouvons alors écrire l’énergie
sous la forme
EHKn] = [n] — V2 [n]) + [n] V + f d Vex(7(r + E11. (1.12)
Nou5 voyons alors explicitement que l’énergie cinétique des électrons et l’in
teraction électron-électron, représentée par le ternie V, sont des fonctionnelles
de la densité, car elles dépendent de la fonction d’onde. Le terme E11 représente
l’interaction ion-ion qui peut être calculée indépendamment du calcul de la struc
ture électronique. On regroupe les termes de l’énergie cinétique et de l’interaction
électron-électron dans une seule fonctionnelle
EHK[n] = FHK[fl] +JdVex(fl( + E11. (1.13)
avec
FHK[n] = n] - + [n]). (1.14)
L’énergie interne des électrons est une fonctionnelle universelle de la densité,
c’est-à-dire qu’elle ne dépend pas du potentiel externe. Vex, et donc de l’arrangement
des atomes considérés. Ainsi, en connaissant la fonctionnelle FHK nous pouvons
résoudre le niveau fondamental de tous les systèmes en minimisant l’énergie totale
en fonction de la densité. Nous nommons la théorie se basant sur ce résultat de
Hohenberg et Kohn, la théorie de la fonctionnelle de la densité (DFT).
Il reste une difficulté nous avons démontré qu’il est possible d’exprimer l’énergie
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comme une fonctionnelle de la densité, mais nous n’avons pas spécifié cette fonc
tionnelle. Suivant les arguments donnés dans la discussion de l’énergie d’échange et
de corrélation, 110115 voyons que cette fonctionnelle doit être extrêmement complexe.
ce qui explique que sa forme exacte continue d’échapper aux chercheurs. Il est né
cessaire de faire plusieurs approximations pour déterminer cette fonctionnelle. ce
qui aura des conséquences majeures sur les résultats de la DFT. Il est alors com
préhensible que beaucoup d’efforts sont consacrés à améliorer ces approximations.
1.1.2 L’équation de Kohn-Sham
Le théorème de Hohenberg et Kohn montre que la densité est suffisante pour
déterminer les propriétés du système. sans jamais spécifier les fonctions d’onde.
Ceci diminue grandement la complexité des quantités nécessaires pour le calcul.
Par contre, nous devons maintenant exprimer notre hamiltonien en termes d’une
fonctionnelle inconnue de la densité. Cette fonctionnelle contient la complexité que
nous avons retirée dans les quantités physiques, ce qui signifie que son expression
exacte nous échappe. La complexité du problème à plusieurs électrons semble in
soluble. Il faut alors abandonner l’espoir de pouvoir tout exprimer seulement en
termes de la densité.
Le premier pas vers un formalisme efficace est de s’apercevoir que le théorème
HK sapplique pour tous les fermions et pas seulement les électrons. On peut alors
imaginer des fermions en tout points semblables aux électrons, sauf qu’ils n’inter
agissent pas entre eux. L’analogue de 1équation 1.12 pour ces particules est iden
tique, sauf qu’elle ne possède pas le ternie d’interaction Vee. La fonctionnelle FHK
est beaucoup plus simple et ne correspond qu’à l’énergie cinétique d’un système
non interagissant. Cette quantité peut-être calculée grâce aux fonctions d’onde à
une particule, ‘t selon la définition
T8[n] = fd3r _(Vwt)2. (1.15)
2m
Dans ce cas, l’utilisation des fonctions d’onde ne pose pas de problème car
elles ne dépendent que des coordonnées d’une seule particule. Après avoir calculé
l’énergie cinétique totale de notre système, l’énergie totale est calculée en utilisant
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son expression en termes de la densité, à partir de l’équation 1.13. Pour cela, il faut
calculer la densité du système. ce cfui est simplement domiée en terme des fonctions
d’onde par
= t (r) 2 (1.16)
On pent alors évaliler la contribution du potentiel externe et la contribution
des ions. En utilisant le théorème variationnel. en variant selon les fonctions d’onde
à une particule et en incorporant un mnltiplicatenr de La.grange v pour assurer
l’orthogonalité des fonctions d’onde. nois pouvons écrire une équation de type
Schridinger
[_ + V(r)]t = . (1.17)
Ainsi, une solution numéricÏue peut—être trouvée de façon itérative. On initialise
une fonction d’onde d’essais et on l’utilise pour calculer la densité et l’hamilto
nien. soit l’énergie ciliétique et 1)otentielle. Nous solutiomioiis ensuite l’équation
de Schrêdiuger associée, ce (lui permet de trouver de nouvelles foiictions d’onde
à une particule. On utilise ces fonctions d’onde pour calculer la nouvelle deisité
et le nouvel hamiltonien que l’on doit solutionner pour obtenir de nouvelles fonc
tions d’onde. On conthiue ce cycle jusqu’à anto-cohéreiice, c’est-à-dire lorsque les
fonctions d’onde cessent de changer, Nons avons alors solutionné notre problème.
Ceci nous montre que le formalisme de HIK est soluble dans le contexte de
particules non interagissant. Par contre. comment pouvons-nons utiliser ce résil
tat pour solutionner le système interagissant ? L’astuce consiste alors à remarquer
que la densité de l’état fondamental est suffisante pour spécifier toutes les pro
priétés d’un système à plilsieurs électrons interagissant, résolvons ce problème plus
compliqné en calculant la densité du système non interagissant en s’assurant que
celui-ci correspond exactement à celui de notre système. Toutes les autres quantités
physiques pourrons alors être calculées.
Dans leur article. Kohn et Sham [] proposent alors de reformuler le problème de
la DFT en l’appliquant sur uu système de particules non interagissant qui possède
formellement la même densité fondamentale. Pour assurer cela, il faut simplement
16
incorporer dans l’énergie totale de ce système des termes correctifs qui simuleront
l’interaction entre les électrons. Grâce à HK. nous savons que ces corrections se
ront des fonctionnelles de la densité. ce qui nous donnera des stratégies pour les
approximer. Le premier terme à incorporer dans l’énergie totale est l’énergie de
Hartree, qui correspond au terme classique du potentiel coulombien
EH[n] = d3r’
n(r)n(r’) (1.18)
2]
Il faut maintenant ajouter Fénergie d’échange, l’énergie de corrélation et la cor
rection sur l’énergie cinétique apportée par les interactions électrons-électrons. In
corporons toutes ces contributions à l’intérieur d’un terme. dont l’expression exacte
nous échappe, que nous notons L’énergie totale prend alors la forme
Esn] T5[n] + f d V(i( + EH + E[nj , (1.19)
avec
E[nJ = (T[n] — T8[n]) + Ee[fl] — EH[nI , (1.20)
où T[n] est l’énergie cinétique du système interagissant, Eee est l’énergie associée
au potentiel électron-électron et EH est l’énergie de Hartree. Notre énergie totale
est maintenant complètement l’équivalente à celle du système interagissant. On
dérive une équation de type Schrdinger en utilisant le théorème variationnel et le
multiplicateur de Lagrange
t_v2(T)+T ]Wi(r) =tW,(T), (1.21)
dans lequel nous définissons
VH(T) = f d3r n(r) (1.22)
L’équation 1.21 est formellement exacte pour l’état fondamental et se nomine
Féquation de Kohn-Sham. Malheureusement, nous ne connaissons toujours pas la
forme de l’énergie d’échange et de corrélation Il faut alors utiliser une approxi
mation qui nous permettra d’appliquer notre équation à des systèmes réels. C’est à
partir d’ici que la DET commence à devenir approximative. L’approximation la plus
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utilisée se nomme l’approximation de la densité locale (LDA) et consiste à utiliser
le terme d’échange et de corrélation du gaz homogène d’électrons. Cette contribu
tion est exprimée en termes de la densité et nous utilisons la même stratégie que
dans la théorie de Thomas-Fermi-Dirac(TFD). Je crois qu’il est judicieux de faire
le parallèle avec cette théorie, car on remplaçait aussi l’énergie cinétique et le ternie
d’échange par celle du gaz d’électron homogène. La théorie TFD était par coutre
sévèrement approximative, comme nous l’avons mentionné précédemment. Pour
quoi devrions-nous obtenir de meilleurs résultats avec l’équation de Kohn-$ham
qui incorpore une approximation locale?
Dans la théorie TFD, nous remplaçons l’énergie cinétique en tout point par une
fonctionnelle de la densité dérivée pour le gaz d’électrons libres. Cette fonctionnelle
permet de reproduire dans nos calculs l’augmentation de l’énergie cinétique des
électrons lorsque la densité augmente, car la répulsion de Pauli occupe des états de
plus en plus énergétiques. Par contre, elle otiblie un autre phénomène qui détermine
l’énergie cinétique des électrons. Ce phénomène est évident en inspectant l’équation
de $chrôdinger l’énergie cinétique des électrons augmente avec le gradient de
la fonction d’onde. Ceci n’est pas présent dans le formalisme TFD. Par contre,
en utilisant les fonctions d’onde à un électron. l’équation de Kohn-$ham permet
d’incorporer ce phénomène dans nos calculs, ce qui accroît son exactitude. Nous
pouvons ainsi voir cette équation comme une version corrigée de la théorie TFD et
qui repose sur une justification théorique plus profonde.
Enfin, il faut mentionner que plusieurs fonctionnelles ont été élaborées pour
améliorer l’approximation faite sur l’énergie d’échange et corrélation. Une des amé
liorations fut d’incorporer des corrections reliées au gradient de la densité et à ses
ordres supérieurs désignée l’approximation du gradient généralisé(GGA). Parmi
celles-ci, nous pouvons noter la plus populaire, qui se itomme PBE en référence à
ceux qui l’on proposée : J. P. Perdew, K. Burke et I\/I. Ernzerhof.
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1.2 Problématique reliée à la résolution numérique de l’équation de
Kohn-Sham
La stratégie habituelle utilisée pour résoudre numériquement l’équation de Kohn
Sham. est de la réécrire sous forme matricielle en exprimant les fonctions d’onde à
un électron comme une combinaison linéaire de fonctions de base.
= bntn(r) (1.23)
Les fonctions de bases ç peuvent être choisies arbitrairement, le seul critère
étant que la base soit complète, cest-à-dire que la base nous permet de générer tout
Fespace des fonctions d’onde. Ainsi, pour l’instant nous ne supposons rien dautre
sur ces fonctions de base. Réécrivons l’équation de Kohn-Sham
[_ + V(r) + (r) + 7] bi(r) = bt(r). (1.24)
Il reste à multiplier par r) et d’intégrer sur tout Fespace
f dr(r)[_v2 + V(T) + VH(T) + ]bt(r) = Àt f dr(r)bi(r). (1.25)
Ce que nous pouvons écrire sous forme matricielle,
Hmnbni = i\iSmbnt . (1.26)
en définissant les élénients de matrices de l’hamiltonien et les éléments de ma
trices de chevauchement des fonctions de base
Hmn = fdr(r)[_2 V2 + V(r) + VH(T) + ]n(r) (1.27)
Smn = Jdr(r)n(r) . (1.28)
Nous avons ainsi exprimé notre équation en terme des coefficients b qui spé
cifient nos fonctions d’onde. Cette équation peut maintenant être résolue avec les
algorithmes implémentés pour la résolution de systèmes linéaires. Il est important
de remarquer que ce qui contrôle la taille de nos matrices, et ainsi le nombre d’in-
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tégrales que nous devons effectuer pour calculer leurs éléments. est la quantité de
fonctions de base nécessaire pour générer l’espace des fonctions d’onde. Il est alors
important de trouver des bases qui permettent de représenter nos fonctions d’onde
avec un nombre limité de fonctions.
1.2.1 Discussion de l’approche basée sur une base d’ondes planes
Nous allons maintenant nous attarder stir le choix des fonctions de base (r).
Plusieurs fonctions de base différentes sont utilisées par les différents codes ab initio.
mais les plus populaires sont les ondes planes et les fonctions gaussiennes. Nous
allons surtout nous intéresser dans ce mémoire aux ondes planes, car le code le
plus utilisé durant ma recherche fut Abinit2 et il est basé sur cette approche. Nous
pouvons ainsi réécrire la fonction d’onde de l’état 1.
‘t(r) = . (1.29)
Une base d’onde plane possède plusieurs avantages qui sont immédiatement
évidents. Dans l’équation 1.26, la matrice de chevauchement se réduit simplement
à un delta de Kronecker. $rnfl car les ondes planes sont orthonormales. Cela
diminue le nombre d’intégrales à évaluer et simplifie le système «équation linéaire
qui se réduit à évaluer les valeurs propres et les vecteurs propres de notre matrice
hamiltonienne. Il faut par contre remarquer, que selon le théorème de Fourier,
nous pouvons représenter exactement toute fonction d’onde avec une somme infinie
«ondes planes. Il faut donc évaluer une infinité d’éléments de matrice Hrnn.
Les ondes planes permettent une solution élégante de ce problème. En considé
rant la série infinie d’onde plane. le théorème variationnel utilisé dans l’équation
de Kohn-Sham garantit alors que l’énergie totale correspondant à cette fonction
d’onde, E0, est minimale. Ainsi, tout autre fonction sera associée à une énergie
supérieure. Lorsque nous limiterons notre série à un certain Gmar,
/t(r) = bi(G)er, (1.30)
2Pour plus d’informations sur la distribution Abinit, voir leur site web à www.abinit.org. La
discussion de l’annexe II est basée sur l’algorithme implémenté dans cette distribution.
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la nouvelle fonction d’onde t (r) aura une énergie supérieure à l’énergie véritable
de notre système. Ceci induira alors une erreur que nous pouvons calculer à partir
de l’expression pour l’énergie totale d’un système d’électrons non interagissant, en
utilisant la notation de Dirac
E ‘t H[p] , (1.31)
où l’on suppose que l’on connaît l’hamiltonien exacte H de notre système, donc. en
remplaçant les fonctions d’onde par letirs expressions en termes d’ondes planes, la
différence d’énergie totale entre les deux follctions d’onde est
= EGmax — E0 — bt(G)bt(G’) KeiGr H eiG’r) > o. (1.32)
t G>G ,uu r G’>G
Cette équation démontre bien le compromis à faire entre la précision, représentée
par le besoin d’avoir un grand nombre de fonctions de base, et la faisabilité du calcul
qui doit limiter le nombre de fonctions de base pour satisfaire les contraintes de
mémoire et de temps. Elle indique aussi la stratégie à suivre pour régler le problème.
Lorsque nous augmentons notre base, la fonction d’onde est mieux représentée et
l’énergie tend vers l’énergie fondamentale. Ainsi, le principe variationnel garantit
que l’énergie doit décroître de façon monotonique vers l’énergie véritable de notre
système. Nous pouvons ajuster la base utilisée pour un problème spécifique en
vérifiant la convergence de l’énergie totale (ou des autres quantités variationnelles
considérées) en fonction de l’énergie de coupure .
Il faut noter que l’on ne connaît pas l’hamiltonien véritable de notre système.
Il est construit à partir de la densité calculée à partir de notre fonction d’onde.
Lorsque l’on limite notre base. on change la fonction d’onde et donc on change
aussi l’hamiltouien. Ainsi, l’erreur véritable dans notre calcul sera supérieure à
celle présentée, car elle incorpore un second ternie correspondant à la variation de
l’hamiltonien. Par contre, cela ne changera pas la solutioll de notre problème. En
augmentant le nombre d’éléments dans notre base. l’hamiltonien convergera vers
sa valeur véridique et l’énergie totale convergera vers la valeur véritable. L’énergie
3Pour la définition de l’énergie de coupure d’une base d’onde plane. voir annexe I
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totale va décroître de façon monotonique puisque lorsque l’on ajoute des éléments
dans notre base, on donne pins de degré de liberté pour la minimiser grâce au
formalisme de Kohn-Shani.
Il reste à mentionner que nous devons nous-mêmes choisir notre critère de
convergence, qui indiquera alors l’erreur systématique induite par le caractère fini
de la base. Mais prenons garde. car la convergence de l’énergie totale n’est pas
nécessairement suffisante pour assurer la convergence de certaines propriétés. Pa.r
exemple. la pression est définie comme étant la dérivée de l’énergie en fonction du
paramètre de maille. Il faut donc prendre la différence entre deux valeurs de l’énergie
pour des paramètres de maille différents. Or. l’erreur peut devenir très importante
lorsque nous prenons la différence de deux quantités possédant du bruit. Il est
donc important de faire les tests de convergence pour les quantités qui vont être
étudiées. Dans le cas spécifique des forces et des constantes élastiques. le principe
variationnel garantit toujours une convergence monotone.
Un autre avantage direct des ondes planes ce sont des fonctions délocalisées.
c’est-à-dire qui remplissent tout l’espace. Ainsi, lorsque nous voulons comparer
plusieurs calculs entre eux. il n’est pas nécessaire de considérer des variations pos
sibles de l’énergie selon l’emplacement et la complétude de nos fonctions de base.
Par exemple. si nous utilisons une base gaussienne pour calculer l’énergie de co
hésion d’un système. qui correspond à la différence d’énergie totale du système et
de ses constituants, nous changeons le nombre de fonctions de base accessible à
certains atomes car nous enlevons des fonctions dans leur entourage. Ceci vient
modifier l’énergie totale des systèmes et peut mener à des erreurs dans les éner
gies de cohésion. Il est donc important dans ces méthodes d’incorporer parfois des
atonies “fantômes’ pour que le nombre de fonctions de base dans l’entourage de
notre molécule ne change pas. Or. la délocalisation intrinsèque des ondes planes
permet de ne pas rencontrer ce problème et simplifie grandement l’utilisation des
bases finies.
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1.2.2 Les problèmes reliés à l’utilisation des ondes planes
La délocalisation intrinsèque des ondes planes possède aussi un désavantage.
Nous pouvons voir dans l’équation 1.7 que la nécessité de rendre les ondes planes
commensurables avec les dimensions de la cellule primitive signifie que le nombre
de fonctions dans notre base est proportionnel au volume de notre système. Cela
constitue une contrainte sur l’applicabilité de ce formalisme, car on ne pourra pas
&int&esser à des systèmes dont la taille est trop élevée. Ceci est évident dans
le cas des agrégats de plusieurs atomes, car pour traiter ces matériaux amorphes
il faut les définir dans des boîtes assez grandes pour empêcher le chevauchement
des fonctions d’onde et les interactions à courte portée. Le nombre d’ondes planes
nécessaires pour traiter ces systèmes est alors gigantesque pour une énergie de
coupure raisonnable. Ceci signifie que la taille des matrices 1(8 est aussi très grande
et que nous avons besoin de grandes ressources numériques4.
Un autre désavantage des ondes planes
• ••••i — est directement relié àlanature des fonc—
3.
2 - - 2p tions d’onde que nous essayons de repr&
-a
j • -. S senter. Les fonctions d’ondes atomiques
\
-
I N possèdent tous une symétrie sphérique qui
10
- nouspermetdelesséparerenunepartie
radiale et une partie angulaire. La partie
-1• ,
- déterminante pour les ondes planes est la
I $ partie radiale, car c’est elle qui n déter
miner les oscillations rapides de la fonc
FIG. 1.2 Composante raIiRle des firnctlons •
tion d onde qui vont, à leur tour, détermid’ondes de l’sbiminium. Généré avec h distri
bution ner le vecteur d’onde maximal de la base.
En se souvenant que la représentation en termes d’ondes planes revient à faire le
spectre de Fourier de notre fonction d’onde, nous comprenons que plus la fonction
d’onde est localisée dans l’espace, plus nous devons incorporer d’ondes planes pour
la représenter. Les électrons les plus liés au noyau des atomes sont localisés à
l’intérieur d’une distance assez faible, environ 1 à 2 bobs. On nomme ces électrons
4Pour une analyse plus détaillée de h méthode et des coûts numériques associés, voir l’annexe U
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fortement liés, les électrons de coeurs, et les autres électrons qui sont phis libres
de participer aux réactions chimiques, les électrons de valence. Utilisons l’atome
d’aluminium comme exemple po’ir visualiser la sitiation. Sur la figure 1.2, les
électrons de coeur de l’aluminium correspondent aux électrons ls, 2s et 2p. On
voit qu’ils sont tous localisés à l’intérieur d’une sphère de rayon 1.5 bohr. Ceci
implique donc que nous devons iltiliser des ondes planes possédant une grande
énergie cinétique pour espérer bien représenter ces électrons.
Par exemple, nous avons besoin d’llne onde plane possédant ne longueur d’onde
de quelques fractions de bohr pour représenter les électrons ls de Faluminhim. En
se soilvellant de la définition de Fénergie d’un électron dans l’orbitale de nombre
quantique n pour un atome hydrogénoïde de numéro atomique Z. nous pouvons
calculer que le rayon caractéristique a18 de notre fonction donde pour un électron
ls est donné par
2 2i 1 Ti
a18
= Zme2 = ee2) =
(1.33)
où a0 est le rayon de Bohr. On se limite à cette orbitale. car on s’attend à ce que
l’approximation de 1’ atome hydrogénoïde se dégrade rapidement en s’éloignant du
noyau. La raison est simple, plus on s’éloigne du noyau plus les autres électrons
écrantent la charge du noyau. Ce comportement n’est pas incorporé dans l’équation
1.33 où l’on ne considère qu’un électron. Selon la loi de Gauss, cette approximation
doit être très bonne pour la première orbitale. Ainsi, l’aluminium (Z 13) a une
longueur typique de 0.08 bohr pour son orbitale ls. ce qui signifie une énergie
d’environ 3380 Ha. En considérant que l’aluminium a une structure FCC avec un
paramètre de maille de 4.05 A. nous calculons grâce à l’équation 1.7 que notre
base possède alors 1 031 766 fonctions. Ce qui est énorme, ce calcul demandera
beaucoup de temps et de ressource, mais il demeure envisageable sur les super
ordinateurs actuels. Il faut voir que nous avons considéré un cristal d’aluminium.
soit un système qui possède un petit volume. i\iais si nous voulons considérer un
composé de AlGai_1As où r est une petite fraction de l’ordre de 1/64. il faut
prendre une super-cellule FCC qui possède un paramètre de maille de 22.6 A. En
supposant que ce soit l’aluminium qui pose la plus grande contrainte sur notre base
(ce ne sera pas le cas), soit 3380 Ha dans ce cas, nous allons avoir une base d’ondes
planes possédant 179 283 969 fonctions. Ceci représeute un calcul extrêmement
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lourd, le nombre d’opérations nécessaires sera ce nombre multiplier par le nombre
d’électrons au carré à chaque itération et les matrices devant être écrites sur le
disques auront ce nombre de dimensions.
Pour pallier ce problème, on peut se convaincre que se sont uniquement les
électrons de valence qui déterminent les propriétés électroniques, optiques et nié
caniques. Après tout, les électrons près du niveau de Fermi sont les moins liés et
donc les plus libres de se réarranger en fonction de leur environnement. Ce sont
leurs réarrangements qui vont dominer toutes les propriétés. Il serait alors avan
tageux d’élaborer un formalisme permettant de traiter seulement les électrons de
valences, car ceci diminuera directement le nombre d’opérations. en réduisant le
nombre de bandes. tout en gardant les ingrédients physiques les plus déterminants.
Par contre, cela n’influence presque pas la mémoire requise, sauf pour la fonction
d’onde qui diminuera légèrenient. car le nonibre d’ondes planes nécessaires pour
traiter le système ne change pas. Bien que les électrons de valence sont moins loca
lisés autour des noyaux. l’orthogonalité des fonctions d’onde assure qu’ils possèdent
des oscillations rapides pour annuler leur recouvrement avec les électroi;s de coeur.
En inspectant la figure 1.2 de notre exemple précédent, on voit que les électrons
3s possèdent des oscillations rapides qui ont des longueurs d’onde d’environ 0.0$
bohr, comme la longueur caractéristique des ls. Il faut donc incorporer ces ondes
planes énergétiques pour représenter les électrons de valences.
Potir rendre les calculs plus accessibles, il faudra utiliser mie approximation
physiquement valable qui permettra de négliger premièrement les électrons que
nous jugerons comme trop fortement liés et deuxièmement les oscillations rapides
des fonctions d’onde des électrons de valence. Cette approximation consistera à
remplacer le rôle des électrons de coeur par un potentiel effectif qui sera additionné
au potentiel coulombien du noyau, ceci définira les pseudopotentiels.
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1.3 Pseudopotentiel
“Do you want [o caïcutate it. or do you want to be accurate?”
J.C. Siater
1.3.1 La méthode des ondes planes orthogonalisées(OPW) de Herring
et la formulation des pseudopotentiels de Phillips et Kleinman
En 1940. les problèmes discutés dans la section précédente menaient à la conclu
sion que la représentation des fonctions «onde à partir «ondes planes était un for
malisme insoluble pour le calcul précis des propriétés électroniques. Le très grand
nombre de fonctions nécessaires pour représenter les électrons était un défi encore
plus important à cette époclue où les super-ordinateurs n’existaient pas et les cal
culs étaient réalisés à la main. Pour réduire le nombre de fonctions dans la base.
Herring[13l propose alors de ne pas représenter les fonctions d’onde des électrons de
valence avec des ondes planes, mais plutôt avec des ondes planes déjà orthogona
usées aux follctions de coeur. ce qui donna le nom d’ondes planes orthogonalisées
(OPW) à cette méthode. Nous pouvons écrire ces fonctions de ba.se sous la forme
=
— Kui(r) G)u(r). (1.31)
avec
G)
= f d3r nj(r)elGT , (1.35)
Dans son sens le plus général. les u(r) sont des fonctions localisées autour
des noyaux atomiques qui permettent de représenter les oscillations rapides des
fonctions d’onde dans cette région et qui obéissent à l’équation de Schrôdinger
atomique
[V2 + (E = 0, (1.36)
où les distance sont en Bohr et les énergies en rydbergs. Les quantités E et V sont
choisies pour assurer ciue les fonctions ‘u générées converge correctement l’énergie
vers celle de l’électron de valence. Il y a donc une grande flexibilité dans leur
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définition, bien que ceci niontre que si l’on remplace le potentiel par le potentiel
véritable près du ioyau atomique, elles correspondent aux états de coeur. Ce choix
s’avère très utile, car on s’attend à ce que ces états ne soient pas (ou peu) modifiés
par l’entourage moléculaire ou cristallin. Ainsi, les fonctions de bases G demeure
bien définit dans plusieurs environnements. Comme nous le verrons un peu plus
tard. ceci est une propriété importante pour les calculs car elle permet un plus
grand champ d’application de la méthode.
On peut alors écrire notre fonction d’onde en terme des fonctions de base or
thogonalisées
r) = CGG(T) . (1.37)
Le nombre de termes à incorporer dans cette sommation est inférieur au nombre
de termes qu’il faudrait incorporer si l’on n’utilisait que les ondes planes. Les co
efficients CG sont donc très différents de ceux présentés dans l’équation 1.30. En
insérant les équations 1.34 et 1.35 dans l’équation 1.37. nous pouvons voir que nous
avons divisé nos fonctions d’onde atomique en une partie lisse I’ (r) ZG CGcGT
et mie partie localisée
ïm(T) = ïm(r) - m(T))UImj(7’)’ (1.38)
correspondant respectivement à la combinaison linéaire des ondes planes et à celle
des états localisées. Ainsi, le nombre de fonctions nécessaires dans notre base est
diminué grandement, rendant les dimensions de l’hamiltonien plus petites, car nous
utilisons directement des composantes locales pour représenter les oscillations ra
pides de la fouction d’onde dans le coeur. Il faut maintenant simplement converger
le nombre d’ondes planes pour représenter la partie lisse de la fonction d’onde.
Le formalisme est alors beaucoup plus praticable que celui basé simplement sur
les ondes planes, bien que les fonctions de base ne sont plus orthonormales ce qui
signifie que nous devons utiliser une équation à valeur propre avec matrice de che
vauchement $ comme dans l’équation 1.26. Ceci est le plus grand inconvénient de
la méthode OPW et il provient de l’orthogonalisation de chaque onde plane aux
fonctions de coeur. Cette procédure détruit la symétrie sphérique de notre système.
ce qui signifie que les termes d’orthogonalisation sont difficiles et qu’ils ne portent
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pas d’interprétation physicue simple. Les calculs demeurent ainsi lourds, nécessi
tant souvent l’utilisation de la théorie des groupes à des points de hautes symétries
dans la zone de Brillouin Pour simplifier l’équation à valeur propre.
Pour retirer ce problème du formalisme OPW, Philips et Kleinman[141 le re
formule de façon plus générale. en utilisant comme élément de base une somme
d’ondes planes de même vecteur d’onde et se transformant selon une représenta
tion irréductible du groupe de symétrie sphériciue .Nous notons ces uouvelles
fonctions de base. i) . ce qui permet d’écrire notre composante lisse selon cette
base.
(r) = Kn)a. (1.39)
En construisant directement leurs fonctions de base en considérant des représenta
tions de la symétrie sphérique, ils contournent le besoin de termes d’orthogonali
sation. Le formalisme est alors beaucoup plus simple à iltiliser que la formulation
initiale du formalisme OPW, tout en gardant la convergence rapide assurée par la
composante lisse de la fonction d’onde.
L étape ingénieuse I)rovient ensuite à insérer l’expression de notre fonction
d’onde. de Féquation 1.38 dans laquelle on remplace les fonctions localisées u
par les fonctions de coeur appartenant à la représentation et le coefficient B11
par son expression formelle. dans l’équation de Schrôdinger.
= , (1.40)
—
=
— . (1.41)
Or. grâce à la définition des états de coeur, nous pouvons réécrire cette équation
en regroupant les termes de coeur
+ )(E - = (1.42)
On peut alors voir que la composante lisse de la fonction d’onde, que nons nom
merons maintenant pseudo-fonction d’onde, obéit à l’équation de $chrôdinger
LH + = , (1.43)
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incorporant un nouveau potentiel définit par l’équation suivante.
= EI’. (1.44)
L’équation 1.43 est fondamentale, car elle montre que les véritables énergies orbita
laires des électrons de valence peuvent être calculées simplement avec leur pseudo
fonction d’onde. Ceci est intéressant pour les calculs avec l’équation de Khon-Sham.
car elle permet de représenter les électrons de valence avec des fonctions lisses qui
nécessite nioms d’ondes planes. Pour cela, on doit incorporer dans notre équation
un terme ressemblant un potentiel et qui provient des termes d’orthogonalisation
avec les états de coeur. Ce potentiel est répulsif. car la différence d’énergie E
— Ea
apparaissant dans sa définition est toujours positive et il viendra annuler une partie
du potentiel situé dans la région du coeur. Le potentiel effectif est alors beaucoup
plus faible ce qui viendra simplifier le calcul et valider les modèles d’électrons quasi-
libres qui se prêtent bien aux ondes planes.
Par contre, ce résultat est apparu en choisissant comme fonctions de base des
ondes planes orthogonalisées aux états de coeur. On peut se questionner sur la
validité de son application dans un formalisme utilisant seulement des ondes planes.
Or. la stratégie dans ce cas sera de choisir les fonctions d’onde des électrons de
valence le plus lisse possible. Les oscillations rapides de ces fonctions d’onde, que
nous avons enlevées des fonctions d’onde, sont incorporées dans notre calcul à
travers le potentiel effectif beaucoup plus faible. Ainsi, on n’est pas obligé de choisir
des fonctions de base compliquées, les ondes planes convergent déjà rapidement. En
y réfléchissant bien. on se rend compte que nous avons remplacé notre question par
la suivante “Est-ce que l’annulation du potentiel est un résultat général qui peut
être utilisé pour tous les éléments ?“ Cette question sera explorée dans la prochaine
section et permettra de saisir l’étendu des implications de l’annulation.
À partir de l’équation 1.44 on voit que le potentiel répulsif prends une forme
beaucoup plus compliquée. Il dépend explicitement de la représentation irréduc
tible à laquelle appartient la fonction d’onde, ce qui signifie que le potentiel total
est non-local dans les coordonnées angulaires. On dira alors que le pseudopoten
tiel correspondant à la somme des deux potentiel est “semilocal”. Ceci apporte des
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complicatious dans notre calcul, on doit calculer l’énergie potentielle de chaque re
présentation séparément. ce qui augmente considérablement le nombre d’intégrales
que nous devous évaluer. Ce sera un facteur limitant les calculs et il faudra résoudre
ce problème dans les prochaines sections.
De même, les pseudo-fonctions d’onde de la technique OPW ne sont pas ortho
normales. En effet, en inspectant l’équation 1.38, on voit qu’il manque les termes
d’orthogonalisation avec les états de coeur pour former les véritables fonctions
d’onde qui elles sont orthonormales.
KmtT) 7(r)) =1 r) - (r)
=1 + r) (r))2 (1.45)
On doit donc toujours solutionner une équation aux valeurs propres généralisées,
c’est-à-dire avec une matrice de chevauchement. Ceci est une petite complication
qui ne nuit pas beaucoup aux calculs. plusieurs codes solutionnent des équations
de ce type, niais qui peut être éliminée en redéfinissant notre critère pour former
les pseudo-fonctions d’onde pour que leur norme soit conservée.
Enfin, la plus grande difficulté inhérente au formalisme de Phillips et Kleinman
est Ftitilisation d’états localisés dans la définition du potentiel répulsif. Cette com
posante du potentiel est inévitablement à son tour localisée près des noyaux. Si
on veut décrire notre système avec des ondes planes ordinaires, on doit avoir une
très grande base pour construire ce potentiel. Le problème n’a pas été retiré du
calcul, on l’a simplement déplacé des fonctions d’onde vers le potentiel. Pour élimi
ner définitivement le problème des états localisés, on devra utiliser conjointement
l’annulation du potentiel avec une autre propriété des potentiels les propriétés de
diffusion d’un potentiel ne dépendent que sur un déphasage de la fonction d’onde
résultante. Mais on anticipe un peu. on va maintenant s’attarder sur l’étendue de
l’annulation aperçue dans le formalisme de Phillips et Kleinman.
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1.3.2 Le Théorème d’annulation de Cohen et Heine
On peut iuterpréter le poteutiel répulsif comme étaut une conséqueuce de l’éuer
gie ciuétique des électrons daus les euvirous du coeur. Il faut se souveuir que les
oscillatious de la fouctiou d’onde sout associées à l’éuergie ciuétique couteuue daus
celle-ci. Aiusi. le terme que l’ou doit ajouter daus uotre équatiou pour les fonctions
lisses est simplement l’énergie cinétique que l’on a retirée. Cette énergie cinétique
vient annuler en grande partie le potentiel ressenti par notre électron. On peut
imaginer ceci grâce à l’exemple du puits de potentiel fini en une dimension. Plus
la particule à une grande énergie cinétique, moins le potentiel a de conséquences
sur sa fonction d’onde. Dans leur article, Cohen et Heine151 ont généralisé Fannu
lation du potentiel décrit précédemment en un théorème rigoureux qui démontre
quantitativement l’étendue de cette annulation.
Le premier pas de leur discussion est de remarquer que la pseudo-fonction «onde
n’est pas unique. On peut lui ajoute un terme de la forme
= Z (1.46)
sans que l’énergie ou la fonction d’onde totale ne change. On peut démontrer ceci
en remplaçant I1 par dans l’équation 1.38, où on laisse tomber les indices
= + w
— Z & +
= + Z - Z K + Z
=
+ Zatu1’ — Z K —
ai Sjt
=
+€— Z (çjcjv)çjc —Zat1’
vvZ
Ce résultat n’est pas surprenant, il nous indique seulement que l’on possède
beaucoup de liberté dans la définition des pseudo-fonctions d’onde. Après tout, à
31
l’intérieur du coeur, on peut choisir la forme qui nous convient. Cette liberté sera
utile plus tard lorsqu’on voudra relldre nos foictions lisses orthoiormales. Four
l’instant, mi l’utilise pour justifier que l’on peut ajouter une contrainte supplé
mentaire sur nos pseudo-fonctions. On choisit cette contrainte sous la forme d’un
principe variationnel qui assure l’annulation maximale entre les deux potentiels. Il
faut alors minimiser la quantité , ce qui mèlle à l’équation variatioll
nelle. en utilisant la variation donnée par l’équation 1.46
- KVV+VR) -
KpcV + VRJ!v) — - - I ChJJV) = 0. (1.47)
Ke
À partir de la définition pour le potentiel répulsif, donnée par l’équation 1.44.
l’on a que
iv)
= (E E) v’). (1.48)
ce que nous pouvons soustraire de notre équation variationnelle et remplacer le
résultat dans l’équation 1.44 pour trouver un expression pour le potentiel effectif
KV +(V + VR) = v - K vv)
+ K) (1.49)
Dans cette équation, l’on voit clairement l’effet de notre pseudopotentiel V + VR
sur notre follctioll lisse. Les deux premiers termes représentent l’action d’un poten
tiel non-local agissant sur notre fonction. Le dernier terme, quant à lui. est plus
difficile car il nécessite la conilaissailce des fonctions lisses pour le construire. Ainsi.
ce terme est difficile à traiter aiialytiquement. mais pas numériquement où l’on peut
utiliser la stratégie des cycles d’auto-cohérence. Par coutre, il est apparent que la
contribution de ce dernier terme à l’énergie est proportionnelle à ce
qui est petit par rapport à la couitribution des deux premiers termes. On suppose
aussi que nous pouvons retirer les pseudo-fonctions de l’intégrale, car si le potentiel
est presque nul, ces fonctions e varient presque pas dans la région du coeur. On
peut donc négliger la partie radiale de ces fonctions d’onde et l’écrire simplement
sous la forme Art Ym. Ceci nous mène alors pour le potentiel non-local total
(V + [y K1Ttm y) Ï (1 50)r 1m
J
Cette équation montre que l’annulation se produit lorsque le potentiel V peut
être écrit comme une combinaison linéaire des fonctions tï Ceci est presque
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le cas à l’intérieur du coeur, ce qui indique que l’annulation sera très bonne dans
cette région. Par contre, à 1’ extérieur du coeur, il n’y aura presque pas d’annulation.
Ainsi, cela revient à dire que le potentiel total diffère beaucoup à l’intérieur d’un
certain rayon, mais qu’il tend ensuite vers le potentiel coulombien. Ceci aura des
conséquences majeures dans la prochaine section et dans l’annexe IV. Ce résultat
n’est pas surprenant, car on se souvient que le potentiel répulsif était formé d’états
localisés dans le coeur et qu’il correspond à l’énergie cinétique des électrons de
valence dans cette région.
Le potentiel total prend effectivement la forme d’un potentiel semilocal et que
l’annulation d’une composante du potentiel ne dépend que des fonctions de coeur
possédant la nième symétrie. Ceci mène à un formalisme pouvant comparer des
systèmes possédant des nombres différents d’électrons. On peut donc comprendre
la variation des propriétés électroniques des éléments à l’intérieur du tableau pé
riodique. C’est là l’utilité première du théorème d’annulation de Cohen et Reine.
1.3.3 La limite asymptotique des propriétés de diffusion électroniques
par un potentiel sphérique
On va maintenant s’attaquer au problème majeur du formalisme de Phillips et
Kleinman, l’utilisation des états de coeur dans la définition du potentiel répulsif.
Pour cela, il faut revenir au niveau le plus fondamental de la mécanique quantique
l’étude des propriétés de diffusion des électrons par un potentiel central. comme le
potentiel coulombien du noyau atomique. Dans notre cas, étudier les propriétés de
diffusion est pertinent car le théorème d’annulation nous permet de considérer les
électrons de valence dans l’approximation quasi-libre. Cette approximation consi
dère les électrons de valence comme des particules libres dont la fonction d’onde
est perturbée par le potentiel ionique environnant. L’interaction des électrons de
valence avec les noyaux correspond ainsi à un processus de diffusion par le poten
tiel de ces derniers, ce qui démontre bien la nécessité de comprendre comment le
potentiel influence la diffusion.
Considérons un électron de charge —e et de masse me qui entre en collision avec
un ion de charge Ze et de masse M. Dans le cas le plus général, nous pouvons
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écrire l’équation de Schr0dinger de ce système sous la. forme
0 h2 82 82 82 h2 2 82 82
= [ + + - -j-y( + + +v]i’. (151)
où la fonction d’onde et le potentiel peuvent dépendent des six coordonnées asso
ciées à nos particules et du temps. Si le potentiel est conservatif et qu’il ne dépeud
que de la distance entre les deux particules, nous pouvous simplifier notre équation
en définissant les coordonnées relatives et les coordonuées du centre de masse
X=11X2, Y=Y1—Y2 z=z1—z2 (1.52)
fluxi + iIjX2 eYi + ]“1Y2 — 7?eZ1 + iiz2Xm
.
Ym— , Zm . (1.53)
m + ]L1 m + M me + iij
Avec ces coordonnées. on réécrit l’équation de Schr0dinger en réarrangeant les
termes pour mettre l’emphase sur les deux contributions en notant la niasse réduite.
=
, et la niasse totale M
m+]I
8 h2 82 82 82 h2 82 2 82
= [- ( + 8Ym2 + - — (_ + + + y] (1.54)
La fonction d’onde est alors supposée séparable selon les deux différents types de
coordonnées et du temps, il faut noter que nous pouvons écrire la dépendance tem
porelle comme nue exponentielle de l’énergie car Phamiltonien est supposé conser
vatif.
= u(x.y,z)U(Xm.Ym,Zm)e . (1.55)
On peut alors séparer l’équation 1.54 en deux équations découplées en y insérant
la forme précédente de la fonction d’onde
_V2u + V = En (1.56)
2i
= E’U. (1.57)
Les propriétés de diffusion, c’est-à-dire la section efficace différentielle, du po
tentiel sont déterminées complètement par la limite asymptotique de la fonction
d’onde u donnée par l’équation 1.56, du mouvement relatif. Or, comme nous consi
dérons un processus de collision, on requiert. lorsque l’électron est loin du centre
34
de diffusion iomque, que sa fonction d’oude s’écrit comme une onde plane repré
sentant une particule libre incidente additiounée d’une fonction radiale s’éloignant
du centre représentant l’électron diffusé.
u(r. 6, ) A [e + r’J(6, )eikr] . (1.58)
La constante A est seulement introduite pour normaliser notre fonction d’onde
et n’a pas beaucoup d’importance dans la discussion qui va suivre. De son côté.
nous avons introduit dans le second terme une fonction angulaire représentant
des dépendances éventuelles de la direction et nous Pavons construit inversement
proportionnel à la distance r pour satisfaire à la condition de continuité. On vérifie
facilement que cette fonction d’onde est une solution asymptotique de l’équation
1.56. On choisit cette forme asymptotique de la fonction d’onde, car elle donne une
expression simple pour la section efficace différentielle
= f(8,2. (1.59)
Ainsi, pour calculer la section efficace d’un processus de diffusion par un po
tentiel sphérique, il faut déterminer la fonction angulaire correspondant à la limite
asymptotique de l’équation du mouvement relatif. Pour cela, il faut porter beau
coup plus d’attention à l’équation de $chrôdinger 1.54 et à la fonction donde rela
tive u(x, y, z). Supposons que la fonction u se sépare encore selon les coordonilées
sphériques, comme notre problème possède cette symétrie
u(r. 9, ) = R(r)Y(9. ) . (1.60)
Nous pouvons remplacer cette expression dans l’équation 1.54. écrite en coor
données sphériques, pour obtenir l’équation pour la partie radiale, avec un peu
d’algèbre et la séparation des variables
1 d r 2dR r2iE 2i t(t + 1)1
T ) + — V(r) — r2 jR = 0 . (1.61)
Dans cette équation. le potentiel détermine le comportement radial de la fonc
tion d’onde. Ainsi, si l’on insère le potentiel de Coulomb entre l’électron et l’ion.
on retrouve simplement la solution pour un atome hydrogénoïde. Par contre, nous
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n’allons pas remplacer le potentiel de la sorte. car les autres électrons de notre ion
peuvent se réorganiser pendant l’interaction, ce qui signifie que le potentiel ressenti
par l’électron de valence ne sera pas coulombien. C’est le résultat du théorème
d’annulation. Le potentiel total ressenti par les électrons de valences est beaucoup
plus faible et beaucoup plus complexe, il dépend du moment angulaire à travers
la représentation des fouctions de hase, comme le montre l’équation 1.44. Pour
résoudre notre problème. ou suppose que le potentiel s’annule plus rapidement que
le potentiel coulombien lorsciu’on s’éloigne de l’ion. le cas précis du potentiel de
Coulomb est dérivé explicitement dans l’annexe IV. On considère que le potentiel
devient négligeable lorsque le rayon dépasse une certaine distance a. qui est assez
petit pour que les termes dépendant de / soient toujours importants.
Notre potentiel ressemble maintenant au puits carré en trois dimensions. On
peut séparer l’espace en trois domaine distincts. Dans la région r < a. le poten
tiel V(r) est toujours iniportant et détermine la nature de la fonction d’onde. Ne
connaissant pas la forme exacte de notre potentiel. ou ne va pas solutionner ce do
maine. Dans la deuxième région. le potentiel est négligeable et seulement le terme
en t contribue à la fonction d’onde. On trouve dans ce cas ciue l’équation 1.61 se
simplifie
_1’]Rz=O. (1.62)
r2dr\ drJ 7 r2
On définit alors le paramètre k = et l’on fait un changement de variable.
p kr, permettant de rendre constant le terme dépendant de l’énergie
[1- 1(11)]R(J (1.63)dp- pdp
Nous retrouvons alors une écluation ressemblant fortement à l’équation de Bes
sel. ce qui indique que la solution est probablement mie combinaison linéaire des
fonctions de Bessel, j(p). et de Neumann, n1(p), dont les propriétés et la défini
tion sont données dans l’annexe III. Les fonctions de Neumann divergent au point
r O. mais notre domaine ne comprend pas ce point. Les fonctions de Neumann
sont alors une solution acceptable de notre problème dans la région d’intérêt. On
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définit les fonctions de Hankel
— it(p) + ‘t(p)
h2
= j,(p) — in,(p) (1.64)
dont les limites asymptotiques sont
(1)
_ 1i[p-(1+1)7r]
pDC1
—
. (1.65)
p—’oc P
Pour les états liés. c’est-à-dire cmi ont une énergie négative, la limite asymptotique
de la deuxième fonction de Hankel diverge, puisque p devient alors purement ima
ginaire. Elle n’est donc pas appropriée pour décrire notre fonction d’onde. Dans ce
cas, on limite la fonction d’onde à la première fonction de Hankel. Elle s’écrit alors
simplement
R,(p) = = A, (it) ± in1(p)] (1.66)
où A, est une constante qui peut être complexe. Par contre, pour les états non-liés
les deux fonctions de Haukel sont acceptables puisqu’elles ne divergent pas dans
ce cas. Ce sont les états non-liés qui vont participer à la diffusion, ce sont donc
ceux-ci que l’on va considérer. Ainsi, toutes les combinaisons linéaires des fonctions
de Hankel sont des solutions de l’équation radiale, ce qui peut s’écrire de façon
générale sous la forme
R, (r) = A,j, (p) + B,n, (p). (1.67)
où A, et B, sont des constantes indépeildantes qui peuvent être complexes. Il est
important de remarquer que cette forme générale nous permet d’englober la fonc
tion d’onde des états liés. Ainsi, la dérivation suivante sera valable pour tous les
états d’énergie. Bien que traiter les états liés comme des états pouvant diffuser
reste discutable. On peut trouver la forme de la solution dans la troisième région.
dans laquelle le ternie dépendant de t devient négligeable aussi, en illsérant la forme
asymptotique de ces fonctions, définie à l’éciuation 111.17
A, 1 B, . 1R,(p) — cos[p — —(t ± 1)ïr] + sm[p — —(t + 1)irl . (1.68)2 p 2
On peut simplifier cette expression en utilisant le théorème d’addition harmo
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nique, qui stipule que nous pouvons écrire la somme de deux fonctions sinusoïdales
de même fréquence et phase comme une seule fonction sinusoïdale damplitude et
de phase différente. On a alors que
L sin[p
— in + ,] (1.69)
A? + B? tan(à1)
=
On a maintenant déterminé complètement la limite asymptotique de notre fonc
tion d’onde pour ce genre de potentiel. Le sens physique de & est assez clair. Il
représente la différence de phase induite par la présence du potentiel dans la région
r < a. En effet. s’il n’y avait pas de potentiel, notre solution de l’équation radiale
aurait compris le point r = O. Dans ce cas. les fonctions de Neumann ne sont pas
acceptables comme solution. puisciu’elles divergent en ce point. La fonction d’onde
aurait alors pris la forme d’une fonction de Bessel, j1 dont la limite asymptoticue
est le même sinus, sauf sans le déphasage Ainsi, l’action du potentiel sur la limite
asymptotique de notre solution est représentée uniquement par un déphasage. Ceci
est un résultat important et beaucoup plus général que la situation considérée.
Avant de rassembler les tenues pour écrire notre fonction d’onde totale. il est
avantageux de s’attarder sur la symétrie de notre système. Pour déterminer la sec
tion efficace différentielle de notre potentiel. on doit exprimer la fonction d’onde
selon l’équation 1.58 pour déterminer la fonction J(O. ). Par contre, dans cette
équation, l’on considère une particule se déplaçant dans la direction z qui est dif
fusée pa.r un potentiel sphéricue. En observant cette situation. il est évident que
la symétrie assure que f et ainsi la section efficace différentielle ne dépendront pas
de l’angle azimutal. On peut ainsi négliger la. partie azimutale de notre fonction
d’onde. car elle s’annulera de toute façon. et écrire celle-ci
u(r, ) Z(2t + 1)i1Pi(cos(8))sin(kr + 6) . (1.70)
R,(r)
On détermine la fonction f en égalant ce résulta.t avec l’équation 1..58. en pre
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nant la constante A = 1 car elle n’a pas beaucoup d’importance:
[e” + rhf(0.o)etj
= E(21 + 1)i’1j(cos(0))sin(kr — lr+J,). (1.fl)
On utilise l’identité:
= E(21 + 1)i’j,(kr)lj(coso). (1.72)
en prenant la limite asymptotique de la fonction de Bessel. On décompose alors les
sinus en exponentiels complexes et l’on égalise leurs coefficients, ce qui nous laisse
avec deux équations:
÷ 1)i’r1j(coe0) + 2ikf(0) = E(21 + 1)i’lj(cosû)C,e+e” , (1.73)
et
E(21 + 1)i’etlj(ccsO) = E(21 + 1)i’lj(cosfl)QetC” . (1.74)
I—o i—o
Ces relations doivent être vraies pour toutes les valeurs de O. En utilisant cela et
l’orthogonalité des polynômes de Legendre. on trouve que la deuxième condition se
réduit à:
C, = (1.75)
En insérant ce résultat dans l’équation 1.73, on trouve avec un peu d’algèbre:
= 32& )2l + 1)[et2uu — 1]li(coeo). (1.76)
et l’on trouve la section efficace différentielle associée au potentiel sphérique dé
croissant plus rapidement que r1
e(0)
= If(0)12
= ‘
)2L +1»” 8InJai(coso)I. (1.77)
Ce résultat est fondamental à la compréhension de l’approximation des pseu
dopotentiels. car il permet de pallier le problème représenté par les états de coeur
fortement localisés. En effet. l’équation 1.77 (ou W.23) montre que les propriétés
de diffusion des électrons de valence ne dépendent que d’un déphase provenant du
potentiel, sa forme détaillée n’étant pas importante. Les propriétés de diffusion ne
définissent pas de façon unique le potentiel, c’est-à-dire que plusieurs potentiels
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peuvent avoir le même déphasage et ainsi les mêmes propriétés de diffusion. Cette
liberté permet de remplacer le potentiel de Phillips et Nleinman par un potentiel
plus lisse sans modifier les propriétés des états de valence. Pour cela. il faut seule-
meut s’assurer ciue le déphasage engendré ne varie pas durant la substitution du
potentiel. On a ainsi éliminé toutes les quantités localisées de la description des
électrons de valence, ce qui donne toute son utilité au formalisme des pseudopo
t eut iels.
Ce qui est important de retenir, c’est que cette réduction fut faite en deux
étapes : on a transféré les états localisés des fonctions d’onde vers le potentiel.
Ceci nous a donné beaucoup de liberté dans la définition des pseudo-fonctions
d’onde (lui nous a permis de s’assurer que le potentiel effectif soit minimal dans
la région du coeur. On a ensuite exploité ce fait pour justifier que nous pouvons
traiter le potentiel comme perturbation. démontrant que ce sont les propriétés de
diffusions qui déterminent le comportement des électrons de valence. Ce résultat
nous a permis de remplacer la définition du potentiel effectif par un potentiel plus
lisse (lui possède les mêmes propriétés de diffusion. en s’assurant qu’il possède le
même déphasage à.
Il faut maintenant élaborer le critère qui assure que le déphasage est conservé
pendant notre transformation. Pour déterminer le déphasage engendré par un po
tentiel, il faut simplement s’assurer de la continuité de la fonction d’onde et de sa
prenlière dérivée au rayon de coupure, r a. La fonction d’onde s’écrit comme une
fonction radiale n;ultipliée par les harmoniques sphériques, ce qui permet d’écrire
sa forme générale à l’intérieur de ce rayon
=
. (1.78)
Dans ce qui suit. on va seulement s’intéresser à la continuité de la composante
radiale car c’est elle (lui varie pour les deux fonctions d’onde. On peut ainsi écrire
la fonction radiale de la fonction d’onde extérieure près du rayon de coupure en
utilisant la solution asymptotique, donnée par l’équation 1.70. pour déterminer les
coefficients de l’équation 1.67
R(a) = Cj[j1(kr)
—
tan(i)nj(kr)] . (1.79)
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En égalant les deux fonctions radiales au rayon r = a, on détermine
— R(a)
1801
— Ei (ka) — tan(t)ni (ka)j .
On égalise maintenant les dérivées premières au même rayon.
dR,< dR7 tdJi(kr) dnj(kr) 1
=
= Ct I — tan(j) I (1.81)UT r=a UT r=a L UT r=a UT r=aJ
et l’on divise par G1. en substituant sa valeur trouvée précédemment
[t(kT)
r=a
- tan(l)dT)
=
[jt(ka)
- tan(t)ni(ka)]. (1.82)
La dérivée logarithmique sans dimension est maintenant introduite
r dRt(E,r) d
Dt(E.r)
= R() d =r—InRt(e.r) . (1.83)
où e est l’énergie. On a écrit explicitement la dépendance en énergie de la fonction
radiale pour se souvenir que celle-ci va varier avec Fénergie. On insère maintenant
la dérivée logarithmique sans dimension dans notre équation précédente et l’on
trouve avec mi peu d’algèbre
dj,(kr)
a —D1(E,a)jt(ka)
- dr r=a
LafluI = dn,(kr)a . — Dj(e, a)rit(ka)
Le déphasage du potentiel ne dépend que de la dérivée logarithmique sans di
mension dans la fonction radiale à l’intérieur du rayon de coupure. Ceci nous donne
un critère simple pour «assurer que les propriétés de diffusion des électrons de va
lence soient conservées.
1.3.4 Pseudopoteritiel conservant la norme
Dans les sections précédentes, on a déniontré que les pseudopotentiels possèdent
des avantages intéressants pour le calcul des propriétés électroniques des matériaux
dans l’espace réciproque. Ils ont été conçus pour considérer seulement les électrons
de valence, remplaçant les électrons de coeur par un potentiel répulsif qui annule en
grande partie le potentiel coulombien à l’intérieur de la région du coeur. Ceci dimi
nue considérablement les calculs nécessaires. car on peut laisser tomber les bandes
associées aux électrons de coeur et décrire les fonctions d’onde des électrons de va-
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lence avec des fonctions lisses permettant de retrouver les mêmes énergies propres.
Par contre, les pseudopotentiels PK possèdent un potentiel répulsif très localisé.
car il est formé à partir des états de coeur de notre atome. La transformation des
électrons de coeur en potentiel répulsif localisé correspond à une modification au
potentiel coulombien, comme dans l’annexe IV. Il est a.lors évident que le potentiel
répulsif n’est pas unique, c’est-à-dire que seulement le déphasage apporté par ce
potentiel répulsif contribue aux propriétés de diffusion des électrons de valence.
Hamann. Schhiter et Chiangb6] utilisèrent cette liberté dans le choix du po
tentiel répulsif pour redéfinir les pseudopotentiels selon des critères garantissant
des propriétés favorables. Dans leur formalisme, les pseudopotentiels ne sont pas
générés directement par l’orthogonalisation avec les états de coeur, mais plutôt par
des transformations arbitraires sur les fonctions d’onde. Ces transformations ont
pour but de rendre les fonctions d’onde plus lisse et le potentiel plus faible, comme
dans le formalisme PK. Le seul souci est que cette transformation doit mener à un
pseudopotentiel équivalent à un pseudopotentiel PK. c’est-à-dire que le potentiel
répulsif ainsi généré possède le même déphasage. Il ne faut pa.s se laisser exaspé
rer par la nature arbitraire de ces transformations, car ce n’est que le reflet de la
grande liberté offerte par le déphasage. Chaque méthode possède sa façon propre
de tronquer les fonctions d’onde pour les rendre plus lisse. La grande innovation de
Hamann, $chlilter et Chiang a été de définir les critères nécessaires pour obtenir
un bon pseudopotentiel
§ 1. Les énergies propres de valence du système réel et du pseudo-système sont
égales pour une configuration atomique donnée.
§2. Les fonctions d’onde et les pseudo-fonctions d’onde sont égales passées un
certain rayon de coupure r.
§3. Les dérivées logarithmicues des fonctions d’onde et des pseudo-fonctions
d’onde sont égales au rayon de coupure.
§ 4. La charge totale à l’intérieure du coeur, donc à l’intérieur du rayon de coupure
doit être conservée.
§5. Les premières dérivées selon l’énergie de la dérivée logarithmique des fonctions
donde et des pseudo-fonctions d’onde doivent être égales.
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La première condition assure que les énergies propres de notre pseudo-atome
correspondent bien à ceux de la configuration de référence. Les deux prochains cri
tères assurent que les pseudo-fonctioiis cfonde sont continues et correspondent bien
aux fonctions d’onde tout électron. Ceci permet aux pseudopotentiels conservant
la norme (NCPP) de bien reproduire le potentiel provenant des électrons de va
lence. car le potentiel est déterminé uniquement par les fonctions «onde. comme
Hohenberg et Kohn l’ont démontré. Quant à ltu, le quatrième critère assure que le
potentiel provenant des électrons de coeur est bien représenté dans la région des
électrons de valence, r > r, grâce au théorème de Gauss. Le potentiel produit
par une distribution de charge à l’intérieur d’un domaine sphérique ne dépend que
de la charge totale. On peut alors se convaincre que le potentiel à l’extérieur du
coeur pour les NCPP est égal au potentiel tout électron. Ce critère permet aussi de
simplifier l’utilisation des pseudopotentiels. car il assure que la norme des pseudo
fonctions «onde reste inchangée pendant la transformation. Les pseudo-fonctioiis
demeurent donc orthonormales et Fou peut laisser tomber la matrice de recouvre
ment. Les ondes planes regagnent alors leur pleine utilité.
Enfin le dernier critère est maintenant familier, il correspond au souci de conser
ver le déphasage inhérent au poteitiel coulombien modifié dans la région du coeur.
C’est ce qui assure la validité théoriciue des NCPP. En pratique, il nest pas évident.
a priori, de générer une transformation qui respecte ce critère. On peut imaginer
écrire un programme qui génère des transformations et qui les teste contre ce cri
tère. Ce processus peut être assez fastidieux. Un des points importants de Farticle
de Hamann, Schliiter et Chiang est qu’il démontre que la quatrième condition im
plique la cinquième, c’est-à-dire que la conservation de la norme est suffisante pour
garantir de bons déphasages. C’est le résultat majeur qui a fait la popularité des
NCPP : on pouvait générer rapidement des pseudopotentiels beaucoup plus lisses
que les PK. tout en conservant l’utilité des ondes planes. En fait. ce résultat est si
important que je vais reproduire la démonstration ici.
L’équation radiale pour un potentiel sphérique. comme un atome. pouvait sécrire
sous la forme de l’équation 1.61. En définissant la fonction ø,(r)
—
rRi(r), on écrit
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avec un peu d’algèbre:
+
— 5V(r)
—
«
‘]# = 0. (1.85)
Cette transformation a simplifié notre équation en remplaçant les deux dérivations
consécutives par une dérivée deuxième plus facile à traiter. Pour faire le lien avec
la dérivée logarithmique de la fonction d’onde, on définit la nouvelle dérivée loga
rithmique:
E4E,r) = ln(4q(r)) = ![D,(r) +1] (1.86)
On remplace cette quantité dans l’équation précédente. en se débarrassant de tous
les Ø. pour trouver l’équation:
t Q = [5v(r) + «, 1)—3!]. (1.87)
On dérive mainteiiant cette équation selon l’énergie:
p L88
La prochaine étape est un peu moins évidente et correspond à remarquer que k
terme de gauche peut-être réécrit sous la forme suivante, en inversant les deux
dérivées du premier terme:
= 2f(r) + 2gf(r). (1.89)
où f(r)
= jjEà. En remplaçant k terme de droite on trouve alors:
1dd1
1gon
On multiplie msintenant par et l’on intègre sur tout k coeur
= “a2Jrc)
xrt a7(r)dr. (1.91)
Enfin, l’intégrale correspond à la définition de la charge totale de moment angulaire
Z dans le coeur, que l’on note Q,. On peut alors remplacer cette dérivée logarith
mique par l’ancienne, grâce à l’équation 1.86:
prc
= a21q(rc)t’
(1.92)
Pour conserver k déphasage. il faut s’assurer que notre pseudopotentiel conserve la
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norme de nos pseudo-fonctions d’onde, c’est-à-dire que celles-ci possèdent la même
valeur au rayon de coupure que les vrais fondions d’onde, et que la charge du
coeur est conservée. Ce résultat permet au fonna1ime HSC de changer la donne
sur les pseudopotentiels en présentant une nouvelle façon de les générer. Le besoin
de passer par les états de coeur est complètement levé : on peut dMinir le potentiel
répulsif grâce à la forme désirée pour les pseudo-fonctions.
La stratégie sera alors la suivante. On transforme nos fondions d’onde en
pseudo-fonctions d’onde en éliminant les oscillations rapides situées à l’intérieur
d’un certain rayon r. Cette transformation doit conserver la norme de la fonction
d’onde. Cette opération vient dMinir dans le fonnaliame PK un potentiel répulsif,
formé à partir des fondions retirées de nos pseudo-fondions d’onde, qui annule
en grande partie le potentiel coulombien à l’intérieur du rayon choisi pour nos
pseudo-fonctions d’onde. Par contre, on ne calcule pas vraiment ce potentiel effec
tif. On préfère construire un pseudo-potentiel lisse directement des pseudo-fondions
d’onde. Pour cela on utilise encore le théorème de Hohenberg et Kohn qui assure
que chaque fonction d’onde est associée à un potentiel unique à travers l’équation de
Schrôdinger. Ainsi, pour calculer le potentiel effectif associé à une pseudo-fondion
d’onde possédant une énergie propre E. l’on doit inverser l’équation de Sc.hr6dinger
correspondante.
On retrouve alors un potentiel effectif complètement déterminé par la pseudo
fonction d’onde et l’énergie propre de celle-ci. Par le critère de conservation de la
norme, que l’on a imposé durant la transformation de nos fonctions d’onde, on sait
que le potentiel effectif ainsi trouvé possède les mêmes propriétés de diffusion que
le potentiel total PK. De même, le potentiel engendré par les électrons de valence
était valide. Ainsi, notre potentiel effectif recrée adéquatement les propriétés de
l’atome considéré et l’on peut l’utiliser dans nos calculs DFT.
J’aimerais maintenant attirer l’attention du lecteur sur deux points. Le premier
est un effet secondaire indésirable de cette nouvelle approche. Comme il est men
tionné précédemment, notre pseudopotentiel est maintenant complètement déter
miné par les pseudo-fonctions d’onde que l’on choisies et leur énergie respective. Or,
les énergies orbitalaires changent selon leur occupation. Le pseudopotentiel dépend
45
ainsi implicitement de la configuration des électrons de valence que l’on considère
dans notre référence. Si l’on applique ce pseudopotentiel à une autre configuration.
les énergies orbitalaires du pseudo-atome ne correspondront pas nécessairement à
la réalité. Il faudra donc tester la validité de tous les pseudopotentiels pour chacune
des configurations atomiques présentes dans notre système. Lutilité de nos pseudo
potentiels diminue grandement car la configuration des atomes dépend fortement
sur leur environnement. Il faut donc potentiellement générer des pseudopotentiels
différents pour chaque cristal ou molécule que l’on veut étudier. Pour augmenter
la portabilité des pseudopotentiels, on ne génère que le potentiel ionique. Dans ce
cas. seillement le potentiel répulsif. généré à partir de la configuration précédente.
n’est pas approprié aux nouvelles énergies associées aux pseudo-fonctions d’onde.
Il faut noter que cette dépendance à la configuration a été introduite dans le
formalisme en inversant la génération des pseudopotentiels. Elle nétait pas présente
dans fapproche PK, la seule dépendance de ce genre était sur la configuration des
électrons de coeur. Ceux-ci sont fortement liés ce qui signifie que ces états ne se
modifient presque pas sous l’influence de l’environnement. En fait, le seul cas qi
commence à porter problème ce sont les collches d’électrons d et j. Ces orbitales
ont une plus grande tendance à se polariser, ce qui modifie grandement les états
électroniques de valence. Il est alors apparent que le formalisme de PK génère
des pseudopotentiels beaucoup plus portables que les pseudopotentiels HSC. Notre
simplification porte ainsi un prix, il faut tester la validité des pseudopotentiels avec
rigieur sous peine citie nos résultats ne soient faussés.
Enfin, notre discussion précédente permet de voir que les pseudopotentiels HSC
peuvent se décomposer sous la forme d’un potentiel provenant des électrons de
valence et un potentiel effectif provenant du coeur. Comme on l’a déjà mentionné.
le potentiel de valence est exact. De son côté, le potentiel effectif du coeur ne
correspond pas à la forme exacte de celui-ci, son potentiel répulsif n’a pas la forme
de l’équation 1.44. Au risque de se répéter, il est construit explicitement pour
redonner les mêmes propriétés de diffusion. Par contre, il est généré à partir des
pseudo-fonctions d’onde. On caldille le potentiel associé à la pseudo-fonction s qui
a l’énergie
.
On fait de même ensuite pour les orbitales p, d et ainsi de suite. Le
potentiel du coeur dans le formalisme HSC est alors toujours semilocal, c’est-à-dire
qu’il est différent pour chaque 1. On petit donc écrire le potentiel du formalisme
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H$C sous la forme
= V1(r) + .m) r(î) Km = Vt,ai(r) + V. (1.93)
l,m
1.3.5 Séparation de Kleinman-Bylander
Pour calculer la contribution du potentiel semilocal à l’énergie d’une bande à
nu certain point dans la zone de Brillouin, il faut évaluer la quantité
= f r2dr t) /(r) JnK) (1.94)t.m
Où 1n.K est la fonction d’onde associée à la bande n au point K dans notre zone.
On écrit nos fonctions d’onde comme une combinaison linéaire d’ondes planes,
= f r2dr cer .m)r)Km CGeT). (1.95)Lm G G’
Grâce à l’identité 1.72. à la définition des harmoniques sphériques et à l’orthogona.
lité des polynômes de Legendre. on voit que cette contribution est proportionnelle
à la quantité
E CCG’ f r2dTj1(Gr) jt(G’T)Pt(cos6GG’), (1.96)
O 6GG’ est l’angle entre les vecteurs d’onde des deux ondes planes. Si notre base
contient N1 éléments et que l’on a Nk point dans notre zone de Brillouin, il
faut évaluer NPNk(NP+1) de ces intégrales pour chaque 1. Dans un calcul typique,
simulant uui cristal de GaAs avec des pseudopotentiels conservant la norme, il fatit
environ 1000 ondes planes et environ 50 points dans la zone de Brillouin. ce qui
signifie que l’on doit évaluer 2.5 x i0 intégrales différentes pour chaque valeur de
t. Il est alors évident que ce nombre fulgurant d’intégrales constitue une difficulté
majeure.
Ce problème provient directement de la forme des pseudopotentiels HSC et il
ne survient pas dans le cas des pseudopotentiels PK. En effet, si on répète l’exercice
précédent en utilisant le potentiel sernilocal de Phillips et Kleinrnan, on a alors
= (E - E) ) w). (1.97)
En utilisant les mêmes astuces que précédemment et la forme des fonctions donde
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de coeur. = R(r)Yrn(O. ). sa contribution est dans ce cas proportionnelle à
la quantité
E
- E) c,ccPj (cos 6c) [f T2dTjt (Gr)R(r)] [f rdrjt (G’T)R(r)].
(1.98)
Notre composante a été décomposé en produit de deux intégrales ne contenant
qu’un seul vectellr donde. Les dellx intégrales sont équivalentes, car on peut en
calculer uue seule pour tous les éléments de notre base et ensuite faire le produit
entre les résultats. Dans ce cas, il ne faut évaluer que NNk intégrales pour
chaque fonction de coeur. Si on reprend l’exemple précédent du cristal de GaAs,
ou trouve maintenant quil faut évaluer 5 x ï04 intégrales. Il faut évaluer environ
500 fois moins d’intégrales pour chaque bande. Pour être complètement honnête, le
calcul précédent est faux. On a supposé que les pseudopotentiels PK nécessitaient
le même nombre d’ondes planes pour décrire notre système, ce qui est loin de la
réalité. La forte localisation de son potentiel répulsif signifie qu’il faut prendre
considérablement plus d’éléments dans notre base. Si on refait le calcul en prenant
en compte Faccroissement de la base, on trouve que le formalisme HSC nécessite
moins d’intégrales et donc moins de temps de calcul.
Par contre, la stratégie est claire. Si on réussit à changer la fornie des pseudo
potentiels HSC pour exploiter la même factorisation que dans le cas des pseudo
potentiels PK. on réduira considérablement le nombre d’intégrales à évaluer. Cest
Kleinrnan et Bylander’71 qui proposèrent une telle transformation. Leur idée est
simple, ou commence par additionner et soustraire au pseudopotentiel HSC un po
tentiel local et arbitraire VL. qui ne dépend que de r et qui tend correctement vers
pour de grands rayons.
= Vvai(r) + VL(7’) + b,m) (‘ - VL) i.m . (1.99)
t,m
Pour la simplicité des prochaines équations, on définit le potentiel = —
VL et l’on note les pseudo-fonctions d’onde qui ont généré le pseudopotentiel HSC.
= R(T)Y’mtO, ). La prochaine étape de notre transformation est de remplacer
le ternie semilocal de l’équation précédente par un potentiel non-local qui conservera
ses propriétés.
K?m
vNL(r) =
/ \ . (1.100)
1,m \1m tm/
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On voit que le potentiel est effectivement non-local, car il ne dépend non seulement
du moment angulaire 1. mais son action sur une fonction d’onde correspond aussi à
une intégration stir totit l’espace. Potir la simplicité, je n’ai pas conservé la notation
originale de Kleinnian et Bylander qui consiste à écrire le potentiel non-local en
terme de projecteurs. Ces projecteurs s’écrivent et possèdent les mêmes
propriétés que les quantités On va donc nommer ces dernières nos pro
jecteurs. Il est important de se souvenir de cette définition, car elle sera cruciale
pour les améliorations subséquentes des pseudopotentiels. De plus, elle est à la base
de la génération des pseudopotentiels, expliquée dans la section 1.3.6. Il est évident
selon la définition 1.99 que les projecteurs sont localisés à l’intérieur du rayon de
coupure. Le potentiel non-local constitue donc la modification du potentiel coulom
bien à l’intérieur de r. À l’extérieur, le potentiel est local et se comporte comme
un potentiel coulombien modifié par le potentiel des électrons de valence.
Il est important de vérifier que le potentiel non-local de Kleinman et Bylander
est équivalent an potentiel sernilocal H$C. Pour le démontrer, on calcule son effet
sur une pseudo-fonction d’onde
NL o \ — KH
Ï’nY J — / t’m’
/ ITO )T7 TO
1m \“lm UV ‘I’
-
) KR? R) Km
- Lm KmH)
t’m’) t’m’ t’m’)
Km’H’m’)
ÔVmi)
De même, on vérifie facilement que le potentiel semilocal HSC se comporte de la
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même manière.
17SL.HSC
<Prni) = m’)
/ in
Z Y;.rn) 4
t_in —
ll’ î71 riY
= }‘.m’) R)
= (I),)
Finalement.
NL o \ 7SL.HSCe1 t’m’ / — V1 I’m’ 1.1 1
Il est alors apparent que le nouveau potentiel non-local reproduit le pseudo
atome H$C. «est-à-dire que les valeurs propres associées aux pseudo-fonctions
donde ayant servies à générer le pseudopotentiels HSC sont inchangées. On peut
donc remplacer le potentiel semilocal dans Féquation 1.99 par le potentiel non-local
sans changer le nature du pseudo-atome. Par contre. avant de faire cela. il reste à
démontrer (lue ce remplacement permettra de réduire le nombre cïintégrales. On
vérifie facilement que «est effectivement le cas. en utilisant les mêmes astuces que
précédemment. Je ne vais donc pas répéter ce calcul ici. On trouve donc que le
pseudopotentiel dans le formalisme de Kleinman et Bylander prend la forme
p? = ‘at(1) + (i) + Tfl/ in (1.102)t,m Km
Ce pseudopotentiel possède tous les avantages des pseudopotentiels H$C et per
met de seulement évaluer NNk intégrales dans la détermination de leur contri
bution à l’énergie d’une composante t d’une bande. Mieux encore, on a introduit
un nouveau degré de liberté, car la forme du potentiel local à l’intérieur de r est
arbitraire. L’équation 1.101 ne tient pltis si l’on remplace la pseudo-fonction d’onde
ayant généré le pseudopotentiel HSC par celle provenant d’une autre configuration
ou par celle provenant d’un cristal. Ainsi, les deux sortes de pseudopotentiels ne se
comportent pas de la même façon lorsqu’on les appliquent sur des systèmes diffé
rents de la référence. Clairement. on peut choisir le potentiel local pour améliorer la
“portabilité” de notre pseudopotentiel. Par contre. la méthode à suivre pour réaliser
ceci n’est pas évidente et sera discutée dans la prochaine section.
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La séparation de Kleinman-Bylander introduit une nouvelle étape mathéma.
tique qui nécessite beaucoup de précaution pour ne pas engendrer des états non-
physique situés en dessous de l’état de référence, que l’on nomme des états “fan
tômes”. Ces états sont très indésirables, car ils viennent fausser les propriétés de
diffusion de notre pseudopotentiel et ainsi les résultats obtenus dans nos calculs.
Ces artefacts mathématiques sont impossibles dans le cas des pseudopotentiels lo
caux ou sernilocaux. La raison est assez simple, pour chaque composante angulaire,
l’équation de $chrôdinger de la fonction d’onde u1Q. e) d’énergie e s’écrit simple
ment
+ oa’ (r)uj(r, e) + SL(r)u1(r e) — eut(r, e) = 0, (1.103)
où 1/tt contient toutes les contributions locales du potentiel. Le ternie semilocal
possède la niéme forme que le terme local, il consiste en une simple multiplication
de la fonction d’onde avec le potentiel chaque composante t possède sa propre
équation et sa propre valeur propre. Cette équation est une équation différentielle
ordinaire, le théorème Wronskien garantie donc que si l’on classifie les énergies
propres de façon croissantes, les fonctions propres sorganisent simultanément pour
que le nombre de noeuds soit croissant. Ainsi, il est impossible que le formalisme
mathématique insère un état en dessous de l’état de référence qui ne possède aucun
noeud : c’est une pseudo-fonction d’onde après tout.
Par contre, dans le cas des pseudopotentiels séparables de Kleinman-Bylander,
l’équation de Schrôdinger est modifiée. Dans ce cas. l’équation de $chrôdinger est
une équation intégrodifférentielle
+ Viocal (r)u (r e) +JL(r,rf)ui(r/,e)dr’ — eudr.e) = 0, (1.104)
car le ternie non-local s’évalue grâce à une intégrale sur tout l’espace. Dans ce cas
le théorème Wronskien ne s’applique plus et l’on ne peut pas garantir qu’aucun
état ne se situera plus bas en énergie que l’état de référence. Des états ‘fantômes”
peuvent donc se glisser dans nos pseudopotentiels. Ils doivent nécessairement avoir
un noeud, car l’orthogonalité des fonctions donde garantie qu’elles doivent être
orthogonales à la référence. Or. deux fonctions sans noeud ne peuvent pas être
orthogonales.
Gonze et al.’81 ont identifié la source de ce problème. C’est le dénominateur
présent dans la définition du potentiel non-local de l’équation 1.100. Le dénomma-
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teur est proportionnel à la norme au carré des pseudo-fonctions donde, ce qui est
toujours positif, et au potentiel 514 qui peut être parfois positif et parfois négatif.
Ainsi, le dénominateur peut presque s’annuler ce qui mène à une énorme contri
bution du potentiel non-local. Cette contribution est complètement accidentelle et
mène à des résultats faussés. Dans leur article. Gonze et al. donnent un critère
permettant de déterminer si un pseudopotentiel séparable possède des états ‘fan
tômes”. Ce critère consiste à évaluer le signe de l’énergie de Kleinman-Bylander.
qu’ils définissent comme étant
rn(6b)2?m)
E1
- KtmHtm)
Connaissant le signe de l’énergie de Kleinman-Bylander. on peut alors évaluer
nos pseudopotentiels grâce au deux critères
1. Pour EÏ > 0. il y a un état “fantônie” sous l’état de référence si. et seulement
si. l’énergie propre de l’état de référence est supérieur à celui du premier état
excité de 1 ‘hamilt onien local.
2. Pour E/ < 0, il y a un état “fantôme” sous l’état de référence si. et seule
ment si,l’énergie propre de l’état de référence est supérieur à celui de l’état
fondamental de l’haniilt onien local.
On désigne par hamiltonien local tous les termes locaux de l’équation 1.104. Ainsi,
n traite le potentiel non-local comme une perturbation sur le système purement
local; l’ordre de grandeur de cette perturbation est déterminé par l’énergie de
Kleinrnan-Bylander. On a donc un outil puissant pour analyser nos pseudopoten
tiels séparables conservant la norme. Un autre outil hidispensable est la dérivée
logarithmique de nos pseudo-fonctions d’onde. Comme on l’a mentionné précé
demment. les différences entre les dérivées logarithmiques tout électron et pseudo
potentiel sont générées par les états “fantômes”. Ainsi, en comparant les dérivées
logarithmiques, on peut avoir une analyse visuelle fort efficace. Ces deux outils sont
généraïemeiit suffisants pour analyser la validité de ce type de pseudopotentiel.
La procédure à suivre pour éliminer des états “fantômes” sera présentée dans la.
prochaine section, qui abandollne le côté théorique des pseudopotentiels pour abor
der le côté pratique de la génération des pseudopotentiels. À ce stade. la théorie de
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base de la majorité des pseudopotentiels ab initio utilisés dans les calculs de struc
ture électroniques fut présentée. J’espère que cette discussion, parfois très détaillée.
a permis au lecteur de se familiariser avec la théorie soutenant la validité de l’ap
proximation des pseudopotentiels. Ainsi, le lecteur peut apprécier l’énorme travail
qui permet aux calculs contemporains de s’attaquer à des systèmes complexes.
1.3.6 Considérations pratiques pour la génération d’un pseudopotentiel
Prenons un peu de recul pour avoir une vue d’ensemble sur ce que l’on a élaboré
dans les sections précédentes. Notre problème d’origine était la résolution de Féqua
tion de Kohn-$ham en projetant nos fonctions d’onde à un électron sur une base
d’ondes planes. Ceci a simplifié l’équation de Kohn-Sham en la réduisant à une
équation matricielle visant à déterminer les valeurs et vecteurs propres de notre
matrice hamiltonienne. On a alors découvert la difficulté majeure qui empêchait
l’utilisation de cette technique, même pour les systèmes les plus simples. Les fonc
tions d’onde des électrons de coeur sont tellement localisées qu’il faut une quantité
incroyable d’ondes planes pour les décrire correctement. Pire encore, les électrons
de valences possèdent des noeuds dans la région du coeur, pour se conformer à
l’hortogonalité des fonctions. Pour décrire ces électrons, on doit aussi construire
une base possédant une quantité énornie d’ondes planes. La nécessité de traiter
une telle quantité d’ondes planes dans le calcul de la structure électronique des
matériaux rendait les calculs presque impraticables sur les ordinateurs de l’époque.
Même aujourd’hui. les ordinateurs ne permettraient de traiter de la sorte que les
systèmes les plus simples.
On a alors imaginé une approximation permettant de réduire encore la con;
plexité des fonctions d’onde. Le premier pas consiste à négliger les électrons de
coeur dans nos calculs. Ces électrons étant fortement lié au noyau. il est raison
nable de supposer qu’ils n’ont presque aucun rôle dans les propriétés électroniques
des matériaux. La nécessité de négliger ces électrons est évidente, leur fonction
d’onde étant totalement localisée, on ne peut pas l’approximer raisonnablement
par une fonction lisse caractérisée par peu d’ondes planes. La première approxima
tion des pseudopotentiels que f on a généré consiste à fixer les états de coeur qui ne
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se modifieront pas pendant nos calculs. On dit que Fou a formé un pseudopotentiel
au “coeur gelé” (frozen core).
Le formalisme de Philips et Kleinman a démontré que Feffet majeur des élec
trons de coeur consiste à annuler le potentiel dans cette région. L’orthogonalisation
des électrons de valence aux électrons de coeur peut être transformée en un poten
tiel répulsif agissant sur des pseudo-fonctions d’onde ne possédant pas de noeud.
On peut donc transformer l’équation de Kohu-Sham pour ciue celle-ci redonne les
mêmes valeurs propres. sauf que maintenant les fonctions propres sont lisses et
ne nécessite que peu d’ondes planes. Il faut simplement lui ajotiter un potentiel
répulsif. On nomme le nouveau potentiel total tut pseudopotentiel. Son interpréta
tion physique est claire : il représente le potentiel ionique écranté par les électrons
de coeur. Malheureusement, le potentiel répulsif était fortement localisé et don
nait beaucoup de structure dans les environs du noyau. Il fallait beaucoup d’onde
plane pour décrire cette structure, le formalisme PK n’était pas encore complète
ment approprié. Par contre. il est important de remarquer qu’il ne comporte pas
d’approximation supplémentaire, la transformation en pseudo-fonctions d’onde est
exacte et unique dans ce formalisme.
Utilisant le fait que la forme exacte de la modification apportée au potentiel
coulombien n’est pas nécessaire pour reformer les propriétés de diffusion du po
tentiel total, on a rapidement modifié le formalisme PK pour former un potentiel
répulsif lisse. Pour ce faire. la transformation des fonctions d’onde atomique en
pseudo-fonctions ne se fait plus en retirant des états de coeur, mais en définissant
une transformation arbitraire qui satisfait à cinq critères de qualité. Cette transfor
mation vient définir un pseudopotentiel associé, on verra un peu plus loin comment
ceci est fait. Il faut remarquer que ce pseudopotentiel est en quelque sorte une ap
proximation au pseudopotentiel PK, car il est construit de façon à reproduire les
mêmes propriétés de diffusion. On insère donc à ce niveau une nouvelle approxima
tion déterminée en forte partie par la quantité r, le rayon de coupure à l’intérieur
duquel on modifie les fonctions d’onde. Cette nouvelle approximation se traduit par
un accroissement de la dépendance de notre pseudopotentiel face à la configuration
de référence. Ainsi, notre pseudopotentiel perd de sou universalité; sa validité se
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limite aux configurations proche de celle utilisée pour le générer. Ceci signifie que
l’on devra tester notre pseudopotentiel avant de l’utiliser dans un système, car la
configuration des atomes dépend fortement de leur environnement.
Enfin, on a incorporé une dernière approximation dans notre formalisme en
supposant que nos pseudopotentiels étaient séparables. On a utilisé ceci pour sé
parer notre pseudopotentiel en une section locale facile à traiter et une section
complètement non-local qui nécessite moins d’intégrales à évaluer. Ceci a considé
rablement amélioré la vitesse de calcul, ce qui se traduit par la possibilité de traiter
des systèmes plus grands et plus complexes. Cette dernière approximation intro
duit une autre complication. Le potentiel étant non-local, il est maintenant possible
d’introduire des états “fantônies’ dans nos calculs avec les pseudopotentiels. Ces ar
tefacts numériques sont indésirables, car ils faussent nos résultats. La génération
des pseudopotentiels séparables conservant la norme doit donc incorporer une étape
danalyse pour détecter de tels états “fantômes”.
J’espère que ce petit résumé des étapes importantes de la théorie a permis d’en
trevoir les étapes nécessaires dans la génération des pseudopotentiels. Pour la suite
de cette discussion, je vais utiliser comme exemple la génération d’un pseudopoten
tiel séparable conservant la norme pour l’atome de cobalt. Les figures seront toutes
générées grâce au code fHI98PP. mais il faut mentionner qu’il existe plusieurs
codes permettant de générer des pseudopotentiels, dont OPIUM. etc Je laisse
aux soins du lecteur de se familiariser avec ces codes, car de nombreux manuels
existent pour ceux-ci. Je ne vais donc jamais faire référence aux variables ou autres
détails relatifs à un code.
La première étape dans la génération d’un pseudopotentiel ab initio est de
réaliser un calcul tout électron avec la fonctionnelle que l’on souhaite utiliser, c’est
à-dire que l’on calcule explicitenient avec l’équation de Kohn-$ham les fonctions
d’onde atomiques et leurs valeurs propres associées pour tous les électrons, sans faire
d’approximation supplémentaire. Ce calcul ne demande pas beaucoup de temps de
calculs sur les ordinateurs contemporains, car on traite le système le plus simple
un atonie isolé. Donc, on n’utilise pas des oiides planes, mais directement la forme
donnée par l’équation 1.78, ce qui fait converger le calcul beaucoup plus rapidement.
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Ce calcul forme la base sur laquelle on va construire uotre pseudopotentiel et aussi
la référence à laquelle ou va comparer les résultats obtenus pour le pseudo-atorne.
Il est important de remarquer que l’on ne va jamais comparer ces résultats avec
l’expérience, car alors notre pseudopotentiel ne serait plus ab initio . On vise plutôt
à reproduire le comportement de la théorie, ainsi pour améliorer les résultats il faut
améliorer notre counaissauce de la physique sous-j acente et ainsi améliorer la théo
rie. Par exemple. si ou décide de faire un pseudopotentiel pour l’atome d’hydrogène
utilisant la LDA comme fonctionnelle, ou va essayer de reproduire uue éuergie orbi
talaire de —0.44567 Ha correspondant au résultat de la DFT-LDA et non pas —0.5
Ha correspondant à la valeur réelle. On garantit alors que notre pseudopot.entiel
est complètement théorique, aucun résultat empirique ne fut utilisé.
On peut choisir d’incorporer les effets relativistes dans ce calcul. Au lieu duti
liser l’équation de Dirac qui nécessite des quadrivecteurs et des spineurs , on utilise
simplement une version relativiste de Féquation de Schrôdinger. Cette équation
permet de relier la masse et la vitesse et possède tous les termes correctifs, comme
le couplage spin-orbite. On peut alors transformer cette équation pour l’exprimer
dans une forme équivalente à l’équation de Kohn-$ham habituelle. Des fonction
nelles d’échange et de corrélations relativistes sont aussi disponible pour ce genre
de calcul. Il faut noter que ce traitement relativiste n’est important que dans les
régions du coeur des éléments les plus lourds, commençant à se faire important
surtout vers la troisième ou quatrième rangée du tableau périodique. Le résultat
sera alors des états électroniques corrigés par les effets relativistes. À partir de ces
états tout électron, on construira notre pseudopotentiel pour que la solution de
l’équation de Kohn-$harn non-relativiste utilisant ce pseudopotentiel reproduit les
effets relativistes dans les propriétés de diffusion.
Comme on l’a mentionné, les effets relativistes sont stirtout importants dans
les éléments les plus lourds et possédant des couches d’électrons d ou f dans leur
coeur. Ces couches sont fortenient modifiées par ces effets, ce qui peut avoir des
conséquences sur les énergies de liaison, les propriétés magnétique et même sur la
structure. Ou peut fabriquer des pseudopotentiels pour étudier l’effet du couplage
spin-orbite sur la structure de bande de notre système.
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Il faut mailltenant réaliser la première approximation et choisir les états de
valence que l’on va considérer dans notre calcul. Ce choix va beaucoup influencer
la qualité et la validité de notre pseudopotentiel. Il faut donc montrer beaucoup
de discernement dans notre jugement. Généralement. on veut limiter le nombre
délectrons de valence dans un pseudopotentiel car selon l’équation 11.13 et 11.14
le nombre d’opérations et de mémoire augmentent avec le nombre de bande. Or,
chaque bande représente deux électrons de valence. Ainsi, même si incorporer des
électrons supplémentaires dans notre pseudopotentiel naugmente pas l’énergie ci
nétique de coupure de notre base. cela augmente les ressources nécessaires. D’un
autre côté. si on n’incorpore pas les électrons contribuant aux liaisons et à la forma
tion des bandes importantes dans nos structures. on va rater complètement les effets
que l’on souhaite étudier. Il faut ainsi choisir judicieusement les états à incorporer
dans les électrons de valence.
On peut se guider sur les valeurs propres calculées dans la section tout électron.
En général, la transition entre les électrons de coeur et les électrons de valence est
facile à déterminer, car elle se caractérise par un accroissement subit de l’énergie.
Par exemple, dans la génération de notre pseudopotentiel de cobalt, on a calculé
les valeurs propres données dans la table 1.1. Les électrons 4s et 3d possèdent
une énergie faiblement négative, alors que si on passe aux électrons 3p l’énergie
devient beaucoup plus négative. Ceci indique clairement que les électrons de valence
devraient se limiter aux deux derniers états. On peut d’habitude mettre dans le
coeur tous les états qui possèdent des énergies supérieures à quelques hartrees. Par
contre, il ne faut pas considérer ceci comme une loi absolue.
i occupation valeur propre (eV) valeur propre (Ha)
1 0 2.00 -7576.7883 -278.4396
2 0 2.00 -897.0897 -32.9672
2 1 6.00 -769.4489 -28.2765
ï 2.00 -101.8736 -3.7438
3 1 6.00 -65.5161 -2.4077
3 2 7.00 -8.4613 -0.3109
4 0 2.00 -5.6737 -0.2085
TAB. 1.1 - Tableau des valeurs propres de l’atonie de cobalt pour un calcul LDA
tout électron.
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Pour être honnête, ce choix est loin d’être aussi facile. Il faut bien connaître les
systèmes et les propriétés que l’on veut étudier. Parfois certains états pouvant sem
bler faire partie du coeur peuvent s’hybrider avec les états de valence dans certains
matériaux. Par exemple. il faut mettre les états 3d et 4d dans les pseudopotentiels
de Ga et In lorsque l’on veut considérer les matériaux GaN et mN. Dans ces maté
riaux. les états d interagissent avec les états 2s de l’atome d’azote. De même, il faut
toujours incorporer les électrons d dans les métaux de transition. Il est aussi inté
ressant à savoir qu’il faut souvant incorporer les états 3d dans le pseudopotentiel du
calcium. Par contre, en général on ne connaît pas toujours les propriétés des maté
riaux que l’on veut étudier. Dans ce cas, il est toujours suggéré de générer plusieurs
pseudopotentiels, avec plusieurs choix de valence et plusieurs configurations. Ainsi,
on peut trouver le pseudopotentiel reproduisant de plus près les valeurs expéri
mentales pour les matériaux considérés. Attention, notre pseudopotentiel demeure
ab initio car on le génère pour reproduire les propriétés atomiques prédites par la
théorie pour une certaine configuration. Ce que l’on cherche c’est la configuration
la plus semblable à l’expérience.
Une petite note. il faut s’efforcer de rester consistant avec ses choix lorsque
l’on vent appliquer nos pseudopotentiels sur des systèmes possédant des éléments
différents. Si l’on décide que les électrons d du gallium sont suffisamment liés pour
ne pas être considérés dans les électrons de valence, car ils possèdent une énergie
propre de -19eV, il faudra s’assurer que l’on fait de même avec tous les électrons
possédant -19 eV ou plus dans les autres pseudopotentiels. Il faut se souvenir ciue
l’énergie cinétique de coupure de la base que l’on va devoir utiliser est déterminer
par le pseudopotentiel le plus localisé. Ainsi, si on incorporait des électrons plus
liés dans un autre pseudopotentiel, on payerait le même coût en terme de nombre
d’éléments dans notre base si on avait incorporé les électrons d dans le gallium. La
seule différence, on aura maintenant 5 bandes de plus à traiter, ce qui n’est pas très
significatif face à l’accroissement de la base.
Maintenant que l’on a choisi nos électrons de valence, il faut déterminer la trans
formation qui permettra de générer les pseudo-fonctions à partir de leurs fonctions
d’onde. Plusieurs formalismes ont été élaborés pour faire ceci en respectant les
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conditions données par Hamann. Schiilter et Chiang. Les pius populaires sont les
formalismes de Troui1ler-Martins31 et de Hamann’91 et ils risquent d’être à la base
des pseudopotentiels utilisés (ou générés) par les lecteurs. Je vais donc brièvement
discuter de ces deux techniques pour souligner les points importants de chacune.
J’espère que ceci permettra au lecteur de mieux comprendre leur pseudopotentiel
ou leur programme de génération favori.
L’approche de Troullier-Martins utilise probablement la transformation la plus
simple que l’on peut imaginer. Sans se briser la tête, on remplace la fonction radiale
des fonctions d’onde tout électron par la pseudo-fonction radiale
f RA(r) si r > r
R8(r) — (1.106)
si r
Elle est construite explicitement pour que la pseudo-fonction d’onde se superpose
à la fonction d’onde véritable à l’extérieur du rayon de coupure. De même, la
pseudo-fonction d’onde à l’intérieur de ce rayon ne possède pas de noeud. On choi
sit la dépendance en r1 car celle-ci permet au pseudopotentiel défini en inversant
l’équation de Schrôdinger, voir l’équation 1.110. de ne pas diverger à Forigine si la
dérivée de la fonction P(r) tend vers zéro plus rapidement que r. La fonction P(r)
correspond à un polynôme de degré six en r2
P(r) = ± cir2 + c2r1 + c3r6 + c4r8 + c5r’° + c6r’2 . (1.107)
Les coefficients de ce polynôme sont déterminés en imposant la conservation de
la charge, la continuité de la fonction et de ses quatre premières dérivées et en
imposant que la courbure du potentiel obtenu soit nulle à l’origine ‘cronte(0) = 0,
où les primes correspondent à des dérivées selon r. La deuxième condition semble
un peu extrême, niais elle assure la continuité du potentiel et de ses deux premières
dérivées, car celui-ci est déterminé par l’équation de $chrôdinger qui correspond à
une équation différentielle du deuxième ordre par rapport à la fonction d’onde.
Enfin, la dernière condition est imposée pour que le pseudopotentiel généré
soit le plus lisse possible. Ceci est raisonnable. car si le pseudopotentiel est trop
creux, sa courbure sera positive à l’origine, alors que si au contraire il est trop
prononcé sa courbure sera négative. Le pseudopotentiel le plus lisse possède donc
une courbure presque nulle à l’origine. Cette situation est illustrée dans la figure
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1.3. La transformation de Trouiller-Martins est alors terminée, nos pseudo-fonctions
d’onde sont définies et prêtes à servir pour générer notre pseudopotentiel.
De son côté. l’approche développée par Hamaun est un peu pins compliquée, car
il essaie de généraliser notre transformation à des énergies 6t aibitraires. c’est-à-dire
qui ne correspondent pas nécessairement à des valeurs propres de notre système ato
mique.
Comme on l’a mentionné précédem
0.0
ment, parfois on doit incorporer des
5.0 états inoccupés dans notre pseudo
-io.o potentiel pour bien décrire les inter-
-150 actions dans notre système. comme
• ../ C2p
— dans le cas des électrons d du cal-
-20.0 I
0 0.5 1 1.5 2
cmm. Or. souvent ces etats ne sontr a0,
pas liés à l’intérieur de la DFT. Les
FIG. 1.3 Trois pseudopotentiels p de l’atome fonctions d onde atomique corres
de carbone. Le pseudopotentiel possédant une cour-
pondant à des énergies arbitraires.
bure nulle près de l’origine correspond effectivement
au plus lisse. Cette figure est tirée de l’article de dans l’intervalle d’énergie des élec
Trouiiier-Martins1. trons de valence, qui sont régulières
à l’origine divergent généralement à l’iufini. On peut illustrer ceci en considérant
l’atonie d’hydrogène. Dans ce cas, les niveaux dénergie quantifiés sont trouvés en
tronquant la solution de l’équation radiale à un polynôme d’ordre n’. Pour re
trouver une distribution continue des énergies, permettant de définir des énergies
arbitraires, il faut simplement ne pas tronquer la solution de l’équation radiale.
Elle correspond donc à un polynôme dont l’ordre est infini, ce qui diverge lorsque r
tend vers l’infini. Ces fonctions ne semblent pas très adaptées pour décrire la distri
bution des électrons dans un atome. Leurs normes ne sont même pas définies. Par
contre, dans un cristal, ces fonctions divergentes sont “capturées” par le potentiel
des atonies avoisinants. Ceci signifie que ces fonctions peuvent représenter la queue
des orbitales de valence qui est localisée sur les autres atonies. Dans ce contexte.
on peut définir des conditions assurant que pour leurs propriétés de diffusion soient
correctes et que leurs normes correspondent bien à la charge de ces queues.
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Sa transformation généralisée commence en définissant mie fonction permettant
d’imposer le rayon de coupure à l’intérieur de son pseudopotentiel. Cette fonction
est choisie simplement comme étant une exponentielle
r
f(r/rt) = , (1.108)
où l’exposant est un paramètre que l’on peut ajuster. Eu général. À = 3.5 est un
choix efficace. La prochaine étape consiste à définir un pseudopotentiel intermé
diaire, V9(r), à partir du potentiel déterminé dans le calcul tout électron, que l’on
nomme simplement V(r).
= t1 - f(r/r,t)] V(r) + ctj(r/rj) (1.109)
Ce potentiel converge vers le potentiel exact pour > rj, ce qui garantit que
les fonctions d’onde engendrées à partir de l’équation de $chrôdinger utilisant ce
potentiel seront identique aux fonctions d’onde tout électron dans cette région.
Si on traitait des états liés, on utiliserait le paramètre c1 pour imposer que les va
leurs propres trouvées avec ce potentiel correspondent bien aux valeurs propres tout
électron. Par contre, dans le formalisme généralisé, il est suffisant dutiliser ce para
mètre pour assurer la continuité de notre pseudo-fonction d’onde et de sa première
dérivée. Pour les détails mathématiques nécessaires pour réaliser ceci, je réfère le
lecteur à l’article de Hamann [191 Il faut seulement mentionner que sa technique
peut être utilisée pour générer des pseudopotentiels de types Troullier-Martins pour
des états non-liés. On s’assure ensuite que nos psetido-fonctions d’onde sont bien
normalisées. Ceci termine la transformation définie par Hamann. Je la considère
plus compliquée, car elle fait appel à des concepts plus difficiles d’états non-liés
ou correspondant à des énergies arbitraires. On explorera un peu plus ces concepts
plus tard dans notre discussion.
Les deux approches. bien qu’elles soient très différentes, dépendent du rayon
de coupure ‘r,t après lequel la pseudo-fonction d’onde doit se superposer à la fonc
tion d’onde réelle. Dans l’approche de Han;ann. la pseudo-fonction d’onde tend
exponentiellement vers la véritable fonction d’onde à partir du rayon de coupure
que l’on défini. Dans ce cas. la superposition véritable se retrouve à Rt 2.5rj.
L’approche de Troullier-Martins. quant à elle, fait correspondre les deux fonctions
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exactement à par construction. Ceci signifie que l’on doit généralement choisir
des rayons de coupure plus petits lorsque l’on utilise l’approche de Hamann. Ainsi.
l’approche de Troullier-Martins donne eu général des pseudopotentiels plus lisses
pour les états 2p des éléments de la première rangée et pour les états et 3. 4. 5d
des métaux de transition. Pour les autres éléments, les deux approches donnent
sensiblement la même chose.
De façon générale. rt doit être inférieur au rayon du maximum extérieur de
la fonction d’onde que l’on veut transformer, ce qui assure une bonne description
de ce maximum dans notre pseudo-fonction d’onde. Il faut se souvenir que plus le
rayon de coupure est petit. plus notre pseudopotentiel sera précis et transférable.
Par contre, plus le rayon de coupure est petit, plus il faudra d’éléments dans une
base d’ondes planes pour converger ses propriétés. Il faut ainsi faire un compromis
entre la qualité du pseudopotentiel et la rapidité du calcul qui va l’utiliser. Il faut
remarquer que rct ne peut pas être diminuer d’avantage que le premier noeud de la
fonction d’onde tout électron que l’on rencontre, car 011 insiste que notre pseudo
fonction ne possède pas de noeud. Il existe donc un intervalle à l’intérieur duquel
on peut varier le rayon de coupure. Cet intervalle est déterminé par le rayon du
dernier noeud de la fonction d’onde et de son niaximum le plus extérieur.
Dans le cas des états non-liés ou d’énergie arbitraire, nos fonctions d’onde di
vergent. Le rayon du maximum le plus extérieur de la fonction n’a aucun sens
dans ce cas. Lorsque l’on traite ce genre de fonction, il faut simplement s’assurer
que r.t soit plus grand que le rayon du maximum extérieur de la fonction d’onde
des électrons de coeur de même 1. En général, prendre 2 ou 3 fois le rayon de ce
maximum donne de très bons résultats. Si cette valeur est inférieure au rayon de
coupure des états liés présents dans notre pseudopotentiel, on petit simplement
prendre le rayon de ces états. En effet, localiser plus les états non-liés ne fait aucun
sens. puisque cela mène à un pseudopotentiel moins lisse. Pour ces états. on ne voit
aucune raison physique d’imposer un maximum au rayon de coupure. Par contre.
il y a un problème numérique si l’on choisit r beaucoup trop grand. La fonction
d’onde tend à osciller lorsque r est grand. Ainsi, s’il y a un noeud entre r et Rt 011
rencontrera des problèmes lorsque l’on voudra inverser l’équation de Schrôdinger
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pour générer notre pseudopotentieL Il faut voir que les deux contraintes limitent
la gamine d’énergie sur laquelle n petit générer des pseudopotentiels, les énergies
trop positives rencontreront inévitablement tin problème. Pour les états non-liés.
il faut donc choisir l’énergie à laquelle on veut calculer nos pseudopotentiels. Un
choix judicieux consiste à choisir cette énergie dans l’intervalle correspondant à la
formatiou des bandes on des orbitales moléculaires des électrons de valences. Pour
ne pas se casser la tête, on peut d’habitude prendre l’énergie de l’état ocdilpé le
pltis haut.
Continuons notre exemple de l’atonie de cobalt pour fixer les idées. A priori, on
ignore la position des maxima et des noeuds de nos fonctions donde. Il est alors
très utile de tracer les parties radiales de ces fonctions d’onde, n1(r) rRi(r). après
le calcul tout électron, ce que j ‘ai fait dans la figure 1.4. On a déjà décidé que ce
sera seulement les électrons 4s et 3d qtu seront des états de valence dans notre
pseudopotentiel. Il faut ainsi choisir pour chacune de leur fonction donde un rayon
de coupure. Dans le cas des électrons 4s. on voit que le maximum le plus externe se
situe à 2.3 bohrs alors que son noelld le plus externe est à 0.96 bohr. On vient de
définir l’intervalle de distance possible pour notre rayon de coupure. En se souvenant
que de petits r,t nécessitent beaucoup d’ondes planes, on choisit Tc48 2.1 bohrs.
Quant à elle, la fonction d’onde des électrons 3d atteint son maximum à seulement
0.65 bohr. Prendre un rayon plus faible dans ce cas mènera à un pseudopotentiel
pas très pratique. il sera trop localisé. Si on a raison de croire que les électrons
3d non pas nue très grande importance, par exemple si 011 pense que seulement
l’énergie électrostatique associée à une déformation légère de cette orbitale jouera
un rôle dans notre composé, on peut prendre un rayon de coupure plus grand que
le maximum. Dans ce cas on le fixe à la même valeur que le rayon de coupure des
orbitales 4s, pour ne pas augmenter la localisation de notre pseudopotentiel pour
ces orbitales. On place donc notre rayon de coupure r,3d = 2.1 bohrs lui-aussi.
La qualité de la pseudo-fonction associée aux électrons 3d ne sera pas très bonne.
On voit sur la figure 1.5 que le maximum de la pseudo-fonction 3d sest déplacé vers
l’extérieur et à augmenter en volume. On a changé énormément les propriétés de ces
électrons, ils se situent maintenant un peu plus loin du noyau et un peu plus près des
FIG. 1.4 Parties radiales des fonctions tout électron pour l’atome de cobalt.
électrons 4s. On risque d’avoir plus d’interaction entre ceux-ci. ce qui peut mener à
des résultats non-physiques. Il faudra utiliser ce pseudopotentiel avec beaucoup de
discernement, pour ne pas se laisser berner par des erreurs potentielles. Par contre.
on voit grâce à l’orbitale 4s que notre recette est très efficace pour conserver les
propriétés électroniques de nos états.
Pour terminer notre exemple, on peut souhaiter ajouter un état p non-occupé
dails l’éventualité que cette orbitale interagisse avec celles de d’autres atomes. Il
faut vérifier la position du maximum de la fonction de coeur de même nature. Dans
notre cas, c’est l’orbitale 3p qui a son extremum à 0.7 bohr. Son rayon de coupure
doit être au moins supérieur au double ou au triple salis pour autant aller trop loin.
on choisit alors rc4p = 2.3 bohrs. Il faut aussi déterminer l’énergie à laquelle on
veut calculer cette pseudo-fonction d’onde. Pour l’instant on ne sait pas vraiment à
quelle énergie elle serait la plus propice, on prend donc l’énergie propre de l’état de
valence le plus haut, soit l’énergie des électrons 4s qui est de -5,67 eV. On ajustera
cette valeur un peu plus tard, lorsqu’on aura tracé les dérivées logarithmiques. On
pourra alors voir où se trouve la résonance la plus proche et ajuster notre énergie
pour bien décrire la courbe. On remarque sur la figure 1.5 que cette fonction d’onde
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FIG. 1.5 Parties radiales des fonctions tout électron 3d, 4s et tp pour l’atome de cobalt. ainsi
que leur pseudo-fonctions associées.
diverge effectivement comme o l’avait mentionner précédemment.
Les pseudo-fonctions d’onde étant définies. on peut générer le pseudopotentiel
correspondant à la somme du potentiel coulombiell écranté provenant du coeur de
notre atonie et le potentiel provenant des électrons de valence. On nomme ce po
tentiel 1s.crante Le théorème de Hohenberg et Kohil garanti qu’il est uniquement
déterminé par les pseudo-fonctions et leur énergie grâce à l’éciuation de Schrôdinger.
En inversant celle-ci, on trouve que notre pseudopotentiel s’écrit
ps — 1(1±1)
+
2rRr(r) rRr(r)
. (1.110)
Il ‘a pas grand-chose à mentionner sur cette étape. car elle est faite autonia
tiqiiement dans tous les codes. L’utilisateur n’a souvent même pas conscience de
cette étape. Le seul fait illtéressant est que cette équation nest valide que pour les
pseiido-fonctions d’onde car elles ne possèdent pas de noeud. Ainsi, le dénoniina
teiir du troisième terme ne s’annule jamais, sauf bien sure à r = O. Par contre, à ce
point le numérateur s’annule, avec la même dépendance radiale, ce qui permet au
rapport de converger vers une valeur finie. Quant au deuxième terme, comme on
la mentiomié précédemment. il est annulé par le troisième ternie grâce à la forme
de la pseudo-fonction d’onde. Dans certain cas. si on choisit des rayofls de coupure
r (bohr)
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mal adaptés, les pseudo-fonctions d’oude posséderout des uoeuds ce qui générera
une erreur à cette étape.
Le pseudopotentiel généré par cette technique contient explicitement des contri
butions provenant des électrons de valence. Si l’on inspecte l’équation 1.21, 011 réa
lise que le potentiel des électrons de valence y apparaît explicitement sous la forme
du potentiel de Hartree et de la dérivée de l’énergie d’échauge-corrélation. Il faut
garder ces quantités à l’extérieur du pseudopoteutiel, car les orbitales des électrons
de valence vont se modifier pour former les orbitales moléculaires ou cristalline. La
distribution des électrons de valence se modifiera énormément et il faudra calculer
ces composantes du potentiel à chaque étape de notre résolution de l’équation de
Kohn-Sham dans la molécule ou la cristal. Or, le pseudopotentiel est une quantité
statique qui ne se modifie pas à chaque étape du calcul. Il est donc inadéquat d’y
incorporer ces contributions qui sont appelées à changer. Il faut donc les retirer du
pseudopotentiel précédent. Ce processus s’appelle le dé-écrantage (“unscreening”)
du pseudopotentieL car il correspond à la suppression de l’écrantage produit par
les électrons de valence. La procédure est simple. on soustrait simplement le poten
tiel de Hartree et le potentiel d’échange-corrélation qui correspond à la dérivée de
l’énergie d’échange et de corrélation.
V8(r) = V?S ronte (r) VF[n8(r)] — V[n(r)] (1.111)
Dans l’équation précédente, n5(r) correspond à la densité électronique de va
lence calculée à partir des pseudo-fonctions d’onde, comme dans l’équation 1.16.
Cette procédure reflète la philosophie de l’approximation du coeur gelé car on ne
retire pas l’écrantage provenant du coeur. La contribution de ces électrons est com
plètement comprise dans le pseudopotentiel ce qui implique que c’est une contri
bution statique. Leur écrantage ne peut être modifié pendant le calcul DFT ce qui
signifie que ces états ne peuvent pas être modifiés. C’est l’essence même de l’ap
proximation du coeur gelé. Lénergie totale du système sécrit alors seulement en
fonction de la densité des électrons de valence
E0 va1 + v5 vat) + EH[nl] + , (1.112)
où f dénote seulement l’occupation de l’orbitale et vat est la densité des élec
trons de valence. On voit que seulement l’énergie déchange-corrélation entre les
électrons de valence est explicitement calculée dans cette équation. L’échange et la
corrélation entre les états de coeur et de valence sont fixés à sa valeur dans l’atome
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isolé. La plupart du temps. cette contribution est extrêmement faible. Mais dans
certaines situations, cette contribution à l’énergie peut être assez importante pour
que sa variation ait de gros effets sur notre calcul. Pour que cette contribution soit
importante, il faut que les états de coeur possèdent des queues chevauchant les états
de valences. Plus le chevauchement sera important et plus l’interaction d’échange
et de corrélation entre les électrons de coeur et de valence sera importante. comme
on peut le voir dans l’équation de Hartree-fock.
Pour incorporer cette interaction de façon formelle dans notre formalisme, il
faut remplacer l’énergie d’échange-corrélation de l’équation 1.111 par le terme.
V[n’8(r) + ngore(r)], comprenant la densité du coeur. L’énergie totale dépendra
maintenant d’un terme équivalent
E0 = f + v5 + EH[nt] + E[n1 + n°] . (1.113)
Il faut remarquer que la densité du coeur apparaissant dans ce calcul ne se modifie
pas durant le calcul. Après tout. on ne veut pas incorporer le coeur dans notre calcul
car cela consisterait à revenir à la case départ. On utilisera toujours la même densité
pour le coeur, mais la densité des électrons de valence pourra se modifier, ce qui
fera varier leur chevauchement. L’énergie d’échange et corrélation se modifiera alors
avec le milieu, rendant notre calcul beaucoup plus précis. Que la densité du coeur
ne se modifie pas n’apporte presque pas d’erreur, car comme on l’a mentionnée
lorsqu’on a discuté de l’approximation du coeur gelé, ces états sont trop fortement
liés pour être modifiés sensiblement. Les pseudopotentiels générés pour incorporer
cet effet sont dits posséder une correction non-linéaire provenant des états de coeur
(“uon-linear core correction”).
Dans la discussion précédente, on a mentionné que seulement le chevauchement
entre les états de coeur et les états de valence est important dans cette correction.
Ainsi, on peut utiliser seulement la partie extérieure du coeur pour décrire cette
interaction. Encore mieux, les fonctions d’onde ne sont pas nécessaires car l’énergie
d’échange et corrélation ne dépend que de la densité qui est beaucoup plus simple.
On peut alors imaginer se créer une pseudo-deusité de coeur, tout comme on a créé
nos pseudo-fonctions d’oude. Ceci fut suggéré par Louie, Froyen et Cohen [20] qui
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on écrit la pseudo-densité de coeur{ coeîir.AE
T) si r >
?oetLr(T) =
— (1.114)
C0+3CT Sir<Ti
où l’on définit le rayon de coupure de la densité du coeur Tfltc et l’on choisit les
coefficients pour que la densité et ses trois premières dérivées soient continues et
pour cïue la dérivée et la courbure de la densité soit nulle à l’origine. L’important est
de bien d’écrire la région du chevauchement, donc on doit choisir le rayon de coupure
de la charge de coeur un peu inférieur au rayon où la charge du coeur devient égale
à la charge de valence. Cette pseudo-densité du coeur est explicitement sauvegardée
à la fin du pseudopotentiel et elle est lue à chaque évaluation de l’énergie totale.
Il reste maintenant à déterminer les cas où une correction est nécessaire. De
façon générale, l’importance de cette correction croît lorsque l’on se dirige vers la
gauche dii tableau périodique et que le numéro atomique croît. Elle est très im
portante dans les alcalins car ils ne possèdent pas beaucoup d’électrons de valence
situés près des couches pleines qui précèdent. De même. dans les métaux de transi
tion elle est souvent nécessaire, car les électrons d sont situés très près des électrons
p du coeur. comme on le voit très bien dans la figure 1.4. Il est aussi important dans
les éléments comprenant des états de coeur possédant de grandes queues, comme le
Zn. le Cd ou le Hg. Il est aussi très important lorsqu’on s’intéresse à des propriétés
dépendant explicitement du spin. Par contre, la meilleure indication reste de tra
cer les densités électroniques tout électron et de vérifier que le chevauchement est
négligeable.
Pour illustrer ce nouveau concept. revenons à notre exemple. On peut s’inquiéter
que notre pseiidopotentiel de cobalt nécessite une correction non-linéaire provenant
des états de coeur, car il possède dans ses électrons de valence des électrons d. Pour
s’en assurer, on trace les densités tout électron sur la figure 1.6. On voit qu’il y
a effectivement un grand chevauchement entre les deux densités, ce qui suggère
d’incorporer une correction. On trouve que les deux densités s’égalent à un rayon
de 0.93 bohr ce qui indique que l’on doit prendre un rayon de coupure d’environ
0.9 bohr. On voit dans la figure 1.7 qu’avec ce rayon de coupure on traite de façon
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FIG. 1.6
— Densité électronique du coeur pour l’atome de cobalt. Cette densité est tirée du calcul
initial tout électron. On voit aussi sur la figue la densité associée aux pseuclo-fonctions d’onde
des électrons de valence. Il est apparent qu’il y a un grand chevauchement entre les densités.
indiquant la nécessité d’incorporer une correction non-linéaire provenant des électrons de coeur.
adéquate le chevauchement entre nos cieux densités.
C’était la dernière étape dans la génération d’un pseudopotentiel de type HSC.
car on a renforcé la conservation de la norme et les autres critères tout au long de
notre génération. Il ne reste maintenant quà utiliser la séparation de Kleinman
Bylander pour mettre notre pseudopotentiel dans sa forme non-locale, ce qui dimi
nuera le nombre d’intégrales à évaluer. Pour cela, le choix le plus critique consiste
à déterminer le potentiel que l’on désignera comme local. On a vu précédemment
que dans ce formalisme, il est possible de produire des états “fantômes” qui sont
des artefacts numériques indésirables. Ces artefacts proviennent de notre choix du
potentiel loca.l et de son rayon de coupure défini dans notre processus de généra
tion. De façon pratique. on doit tronquer la somme de l’équation 1.100 à un certain
moment angulaire maximal. ce qui signifie que notre potentiel non—local n’est
pas complet. Pour minimiser l’erreur générée. le potentiel local doit reproduire les
propriétés de diffusion associées aux moments angulaires les plus hauts. 1 > 1m’
Le choix évident est alors de prendre 1toc = 1m0x qui a l’avantage supplémentaire
de diminuer le nombre de projecteurs nécessaires pour les moments les plus de
mandant. Pour les matériaux possédant des liens de type sp. comme le silicium et
69
Radial Densities z2OJ
I’
— pseudo valence
30
- —
— true core
model core
10—i “ \ -
r (bohr)
fIG. 1.7 Densité électronique du coeur pour l’atome de cobalt. Cette densité est tirée du calcul
initial tout électron. On voit aussi sur la figue la densité associée aux pseudo-fonctions d’onde
des électrons de valence. Enfin, la pseudo-densité de coeur associée à un rayon de coupure de
rt = 0.9 est illustré. Le chevauchement est excellent si on considère seulement la pseudo-densité
du coeur.
le diamant, il est préférable de prendre ttoc tmax = 2. Uue exception notable est
le cas des métaux de transition qui nécessitent mi potentiel local s pour assurer
qu’aucun état “fantôme” est présent. Ceci provient du fait que leurs potentiels d
(provenant des états proches du coeur) sont plus creux que leurs potentiels s (situés
plus dans les valences). Ainsi, si le potentiel d est choisi comme local, il va mener
des états s en dessous des états de valence.
De façon générale. un potentiel local suffisamment répulsif empêche la formation
d’états “fantômes”. On rend le potentiel local de plus en plus répulsif en augmentant
son rayon de coupure ou en choisissant les s. Il est ainsi pas étonnant que dans
le cas des métaux de transition le choix des orbitales s mène à un pseudopotentiel
convenable. Par contre, dans ce cas, le potentiel local ne reproduit pas bien les
propriétés de diffusion des moments angulaires plus élevés. Il faut donc utiliser ce
truc lorsque les méthodes habittielles, présentées un peu plus loin, ne fonctionnent
pas, e.g. comme dans le cas des métaux de transition.
Il devient alors important de tester rigoureusement tous les pseudopotentiels
séparables que l’on va générer. La plupart des codes réalisent automatiquement le
test de Gonze et al. [181 qui donne immédiatement une information sur les états
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“fantômes”. On obtient donc l’énergie de Kleinman-Bylander et les niveaux d’éner
gies pertinents aux critères présentés dans la section précédente. Ces critères sont
appliqués et indiquent la présence ou l’éventuelle absence d’états “fantômes”. Il faut
demeurer prudent et parfois même sceptique. Premièrement, il faut être prudent
car le test de Gonze et al. n’indique que la présence des états ‘fantômes’ sous les
niveaux d’énergie de la référence et n’indique pas ceux qui sont supérieur. Il va fal
loir trouver une autre façon de tester cette région d’énergie. Il faut aussi demeurer
sceptique lorsque l’hamiltonien local ne possède pas d’états liés. Dans ce cas. le
test sera satisfait de façon triviale. Daiis ce cas aussi il va falloir se replier sur un
deuxième critère pour juger de la qualité de notre pseudopotentiel.
Ce deuxième test correspond à visualiser les dérivées logarithmiques définies à
Féquation 1.86 et à les comparer à celles provenant du calcul tout électron. On se
souvient que ces dérivées logarithmiques sont la clé de voûte de la construction de
notre formalisme, car leur conservation permet de sassurer que les propriétés de
diffusion sont eux aussi conservées. Il faut donc s’assurer que les deux courbes se
superposent sur la plage d’énergie correspondant à la formation des liens et qu’il n’y
a pas d’état “fantôme” sous les niveaux de valence. Les états liés correspondent à
des résonances dans les dérivées logarithmiques qui sont facilement reconnaissables
par leur divergence. Dans un premier lieu, on s’assure que le pseudopotentiel ne
contient pas de résonance sans analogue dans la courbe tout électron, ce qui assure
l’absence d’états “fantômes’. Ensuite on s’intéresse seulement à la région d’énergie
correspondant à la formation des liens et à la réorganisation des électrons de valence.
En général, cette région se situe dans l’intervalle -1 Ha à 1 Ha. Dans cette gamme
d’énergie. on s’assure que les deux courbes se superposent, ce qui assure que les
propriétés électroniques sont parfaitement reproduites à ces énergies. Les courbes
peuvent ensuite commencer à se différeutier à des énergies supérieures sans que cela
n’affecte notre calcul. Les électrons atteignent rarement de aussi hautes énergies.
Pour illustrer ces tests. revenons à notre exemple. On vient de générer un pseu
dopotentiel HSC pour le cobalt et l’on souhaite le rendre séparable. On sait que
le cobalt est un métal de transition dont les électrons d sont importants. Selon
notre discussion précédente. il faut choisir le potentiel s comme local. Après avoir
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FIG. 1.8 Dérivées logarithmiques des moments angulaires s. p et d du cobalt. Le pseudopo
tentiel utilise le potentiel s comme local et tous les autres paramètres sont définis tout au long
du texte.
fait ce choix, le test de Gonze et al. indique aucun état ‘fantôme’, mais seulement
parce que l’hamiltonien local ne possède pas d’état lié. On devait si attendre car
011 a choisi un potentiel local très répulsif. Le test le plus importa-nt sera alors
de vérifier les dérivées logarithmiques présentées dans la figure 1.8. Les dérivées
logarithmiques de notre pseudopotentiel correspondent très bien avec les dérivées
logarithmiques tout électron. Pour le moment angulaire d, on voit que l’état lié 3d.
représenté par la résonance à —0.31094 Ha. est bien reproduit par notre pseudo
potentiel et qu’il ne possède pas d’état “fantôm&’ sous cette énergie. A plus haute
énergie, la dérivée logarithmique d de notre pseudopotentiel commence à se dé
grader. Par contre, elle commence à se différentier un peu avant 1 Ha.. ce qui est
acceptable pour les électrons d qui ne vont probablement pas atteindre cette éner
gie. Pour les autres moments angulaires, les dérivées logarithmiques sont excellentes
sur toute la gamme d’énergie tracée. On prévoit donc que les propriétés de notre
pseudopotentiel vont être satisfaisantes pour cette configuration atomique.
Il faut maintenant discuter l’élimination d’états “fantômes” de nOs pseudopo
tentiels. De façon générale, ces états correspondent à l’annulation accidentelle du
dénominateur de l’équation 1.100 qui est causée par la valeur de certains para
mètres. Les paramètres intervenant dans un état “fantôme” associé à un moment
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angulaire t sont le choix du potentiel local, le rayon de coupure du moment angu
laire fautif, 1, 011 le rayon de coupure du potentiel local. On commence généralement
par modifier légèrement le rayon de coupure du moment angulaire fautif, ce qui est
suffisant dans la plupart des cas pour corriger la situation sans modifier sérieuse
ment la validité de notre pseudopotentiel. Si cela ne fonctionne pas. on commence à
augmenter le rayon de coupure du potentiel local pour le rendre plus répulsif. Enfin,
si rien de cela fonctionne, on change notre choix du potentiel local. En modifiant
ces trois paramètres. on peut toujours générer un pseudopotentiel ne possédant pas
détat “fantôme”.
Maintenant que l’on a testé les propriétés électroniques de notre pseudopotentiel
à Fintérieur de la configuration de référence, on peut vérifier s’il se comporte de
façon acceptable pour plusieurs configurations. Comme on l’a mentionné souvent
auparavant, il faut s’assurer de la validité du pseupotentiel pour les configurations
susceptibles de jouer un rôle dans notre système. Pour cela, on doit refaire un
calcul tout électron pour plusieurs configurations. pour retirer les valeurs propres
et les énergies d’excitation de ces configurations. On définit l’énergie d’excitation
d’une configuration atomique comme la différence entre l’énergie totale de cette
configuration et le fondamental. Ensuite on utilise le pseudopotentiel que l’on a
généré pour calculer ces valeurs propres et ces énergies d’excitation. On compare
ensuite ces quantités pour s’assurer que notre pseudo-atome possède les nièmes
caractéristiques que l’atome véritable. Il va nécessairement avoir des erreurs, mais
si celles-ci sont suffisamment petites (disons quelques meV) on pourra en général
appliquer notre pseudopotentiel à ces configurations. Un critère moins arbitraire
consiste à comparer les différences d’énergies entre le calcul tout electron avec un
coeur gelé et le pseudo-atome. Si les deux différences sont égales, le pseudopotentiel
se comporte adéquatement, toute l’erreur provient de l’approximation du coeur gelé.
Lorsque le pseudopotentiel ne s’applique pas bien aux configurations de notre
système, il faut changer la configuration de référence pour la rapprocher de celles
présentes dans notre système. Parfois prendre une configuration ionisée comme
référence permet d’augmenter la région de validité du pseudopotentiel produit. En
règle général, il va falloir jouer avec les paramètres de nos pseudopotentiels, dont
Consaurutiun Coeur Gelé Pueudo Atome Coeur Gelé Preudu Ateme
tundumentur 346 42 5 0 0
-55,3 -45,8 5,71431 5,71431
3d’ “4s24p°
-135,2 -75,3 28,57155 21,49669
3d -u 4
34’”2P0” -243.5 -78,6 74,55814 41,36572
3d’46’4p’
-382,6 -46,6 158,83738 58,55365
3d’ “464p’
-555,2 28,4 267,48413 61,76897
3drdsdp6
-762,9 153,5 431,02224 40,81653d-> p 34’”4s>4fr”
-1557,5 334,4 651,05923 -18,23137
3d’4s’4p’
-12951 576,4 937,14684 -136,96856
3926 45rr 38_4 51,3 6,25853 5,71431
34’SO 61,2 156.4 21,49669 24,4899
>‘> 66
,P-r6 75,7 157,8 42,44916 56,87099
341 491 69,4 -104,9 66.39484 101,76914
346’i 492
-55,2 -45,9 5,71431 5,71431
34’e
4s’ ‘135,2 -75,3 28,57155 21,49669
punira inc
3d 4u -243_5 -75,6 7,55514 41,36072
340 42
-382,6 -46,6 151,83738 58,50365
FIG. 1.9
— Tableau représentant les erreurs engendrées lorsque l’on change de configuration. On
a utilisé le fondamentale comme référence, ce qui explique les erreurs nuls pour cet état.
la configuration de référence. pour générer un pseudopotentiel satisfaisant pour nos
systèmes.
Pour reprendre notre exemple du cobalt, on teste sa validité sur une grande
gamme d’excitation et même d’ionisation. Les résultats sont résumés dans la figure
1.9 dans laquelle on voit les erreurs engendrées par les deux approximations. Si l’on
compare les erreurs. on remarque que notre pseudopoteutiel génère sensiblement les
mêmes erreurs que l’approximation du coeur gelé. Notre pseudopotentiel commence
à donner des résultats très erronés seulement dans le cas de l’excitation de deux
électrons 3d dans l’orbitale 4p. Cette excitation est peu probable dans le système
pour lequel j’ai généré ce pseudopoteutiel : un polymère à base de cobaltocène. Un
autre critère, qui est nécessaire pour les calculs dépendant du spin, est de comparer
la différence d’énergie de polarisation associée à l’ajout du degré de liberté du spin.
J’ai comparé cette différence d’énergie dans le cas du pseudopotentiel et j’ai trouvé
= 2.05225 eV et = 2.113478 eV. Ceci donne une différence de 61
meV et correspond à un accord excellent pour décrire les états polarisées du cobalt.
Enfin, une dernière étape est nécessaire avant d’utiliser nos pseudopotentiels
dans des calculs réels. Cette étape consiste à vérifier directement la validité de
notre pseudopoteutiel en l’utilisant pour calculer les propriétés d’un (ou plusieurs)
système de référence se situant chimiquement très près du système qui nous inté
resse. On peut ainsi vérifier la convergence de notre pseudopoteutiel dans les calculs
DFT et observer le comportement de notre pseudopotentiel dans un système qui
diffère de l’atome isolé. Il faut s’efforcer d’utiliser des systèmes pour lesquels les
Erreur valeurs
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propriétés sont connues avec la fonctionnelle que l’on utilise. Par contre, on peut
comparer directement avec l’expérience en se souvenant des erreurs causées par IIOS
fonctionnelles.
Dans le cas de notre pseudopotentiel LDA de l’atome de cobalt, on commence
par le tester sur sa structure cristalline. Dans ce cas. le pseudopotentiel convergeait
lorsque la base d’ondes planes possédait une énergie cinétique de coupure de 55
Ha. C’est un peu élevé pour un pseudopotentiel. mais c’est convenable lorsque l’on
considère le degré de liberté du spin. Il génère des erreurs sur les longueurs de lien
de l’ordre de 0.11%, ils étaient trop long, ce qui est franchement excellent. De plus.
sa structure de bande reproduit bien les résultats obtenues précédemnient avec des
calculs du même type. La magnétisation totale. 3.2b13,est dans la même gamme
que d’autres calculs théoriques. De n;ême. on le teste sur la structure moléculaire
du cobaltocène. De ce cas aussi les résultats sont tous en accord.
Voilà, on a traversé toutes les étapes de la génération d’un pseudopotentiel effi
cace pouvant être utilisé dans les calculs DFT à base d’ondes planes. J’espère que
le lecteur se sent maintenant pleinement familier avec les concepts et les stratégies
associées à cette technique puissante pour calculer les propriétés électroniques et
structurales des matériaux. Grâce à leurs avantages multiples. les pseudopotentiels
coiiservant la norme sont devenus le standard dans les calculs DFT utilisant une
base d’ondes planes. Ils ont permis d’explorer des systèmes complexes et délucider
de nombreux mystères de la physique de la matière condensée. Par contre, l’in
telligence humaine ne cesse d’imaginer des structures de plus en plus optimisées
pour l’exploitation industrielle, ce qui repousse les limites des calculs possibles.
On explore des propriétés nécessitant beaucoup de précision. comme les interac
tions magnétiques, les propriétés spintroniques ou l’état supraconducteur sur des
systèmes de plus en plus étendus. Pour mener à bien ces recherches, il faut conti
nuer d’élaborer de nouveaux formalismes permettant de simplifier les calculs requis.
Ainsi. on doit imaginer de nouvelles formes de pseudopotentiel qui nécessiteraient
encore moins d’ondes planes pour converger leurs propriétés.
Ainsi, dans les deux prochaines sections. on va aborder deux formalismes per
mettant de s’attaquer aux systèmes complexes. Bien qu’ils furent élaborés, il y a
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maintenant plus cfune dizaine d’années. ces deux formalismes vont probablement
former la prochaine génération des calculs de pointe.
1.3.7 Les pseudopotentiels ultra-lisses de Vanderbiit
Les pseudopotentiels HSC ne permettent pas de simplifier le traitement des
électrons de valence 2p, 3d ou 4f car ces orbitales n’ont pas d’analogue dans les
électrons de coeur de leurs éléments. Leurs fonctions «onde associées ne possèdent
donc pas de noeud et pas de variation dans la région du coeur. Par contre, le
théorème d’annulation de Cohen et Reine démontre que ces fonctions d’onde ne
bénéficient pas d’une réduction du potentiel provenant du noyau. Ces orbitales sont
donc fortement localisées par le potentiel nucléaire, comme c’est le cas des électrons
3d dans la figure 1.5. Le nombre d’ondes planes nécessaires pour les décrire est donc
très grand. Il serait avantageux de diminuer notre base en appliquant un formalisme
pour générer un pseudopotentiel pour ces électrons. En inspectant le formalisme
précédent. on remarque que l’on ne peut pas assouplir ces fonctions d’onde sans
perdre de la précision. car le rayon de coupure doit être inférieur au rayon du
maximum dans ce cas. Ainsi, dans nos calculs se seront les éléments possédant ces
électrons dans leurs couches de valence qui seront limitant. Malheureusement, c’est
le cas pour le carbone et l’oxygène qui sont parmi les éléments les plus communs
dans les matériaux organiques.
Il faut noter que c’est aussi le cas pour le cobalt. Précédemment. on a choisi
sans grande justification un rayon de coupure beaucoup plus grand que le maximum
pour rendre notre pseudopotentiel plus lisse. En faisant cela, on a diminué la qualité
de notre pseudopotentiel: ce qui est reflété dans la modification de l’emplacement
du maximum. Dans le cas du cobalt, ce n’est pas très important car ce sont les
électrons 4s qui forment la majorité des interactions. On ne peut pas dire de même
pour les électrons 2p du carbone. Pour solutionner ce problème, il faut élaborer
un formalisme permettant de prendre des rayons de coupure plus grands que le
maximum de la fonction d’onde tout électron sans générer d’erreur.
En 1990, Vanderbilt [4] démontra que l’on peut définir un pseudopotentiel rem
plissant ce but en relaxant la condition de la conservation de la norme. Il faudra
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bien sure modifier la définition de l’énergie totale et de la densité pour corriger le
manque d’électron encourue dans la région du coeur. Ceci vient modifier grande
ment les expressions utilisées dans la plupart des codes ab initio ce qui explique en
partie l’inertie quant à l’application de cette méthode. Par contre, le formalisme de
Vanderbiit incorpore de nouveaux concepts permettant de définir plusieurs projec
teurs, pouvant être définis à des énergies arbitraires grâce à la technique de Hamann.
pour décrire chaque monient angulaire. On peut donc améliorer les propriétés de
diffusion de nos pseudopotentiels en ajoutant des projecteurs aux énergies où les
dérivées logarithmiques commencent à se dégrader. Ces concepts seront réutilisés
dans la formulation PAW de Blêchl, que l’on survolera dans la prochaine section.
Élaborons un peu le formalisme de Vanderbilt. On commence toujours par un
calcul tout électron qui permet de trouver le potentiel complet, VAE(r) de notre
configuration atomique. On doit ensuite définir le rayon de coupure du potentiel
local Un algorithme va générer automatiquement un potentiel local arbitraire
qui sera soumis à la contrainte que celui-ci doit devenir égal au potentiel V(r)
en dehors de ce rayon de coupure. Cette génération ressemble un peu au proces
sus de Troullier-Martins en ce sens que l’on utilise pltisietirs paramètres qui sont
ajustés pour assurer la continuité du potentiel et ses dérivées au rayon de coupure.
On doit aussi choisir un rayon de diagnostique Rd qui correspondra au rayon que
l’on utilisera pour définir la norme de nos fonctions d’onde. Il ne faut pas oublier
que dans la majorité des cas, correspondant aux énergies non égales aux valeurs
propres de notre haniiltoiiien, la procédure de Hamann mène à des fonctions d’onde
divergentes. Ainsi, le produit ne sera pas bien définie. On utilisera donc
une méthode différente pour normaliser nos fonctions d’onde. On définit la quantité
bien définie qui correspond à l’intégrale de ces fonctions d’onde à l’in
térieur de la sphère de rayon Rd. Il faut donc choisir le rayon de diagnostique assez
grand pour que toutes les quantités transformées aient convergé à leurs véritables
valeurs. e.g. celles trouvées dans le calcul tout électron.
Pour la prochaine étape, il faut choisir des énergies, q. pour chaque moment an
gulaire t échantillonnant toute la gamme des états occupés dans le système que l’on
souhaite modéliser. On peut choisir par exemple la gamme d’énergie correspondant
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aux états occupés dans la forme cristalline de notre élément. Cet échantillonnage
de l’énergie permettra d’assurer que les propriétés de diffusion seront satisfaisantes
sur tout l’intervalle des énergies pertinentes à notre système. Normalement. un
échantillonnage suffisant est atteint avec deux ou trois énergies. Avec ces énergies,
on peut alors solutionner le système tout électron pour trouver les fonctions d’onde
correspondantes, que l’on note 11E Ensuite, ou définit les rayous de coupure
comme précédemment, sauf que cette fois-ci ou nest pas obligé de se limiter à la
région sous le maximum le plus extérieur. On peut alors procéder à la construc
tion des pseiido-fonctions d’onde en utilisant une technique ressemblant à celle de
Trouiller-Martins. Dans ce cas, on ne se soucie que d’assurer la continuité de la fonc
tion d’onde et de ses dérivées au rayon de coupure qui lui ait associé. On a donc
besoin de moins de paramètre. car on laisse tomber la condition de la conservation
de la norme. On note les pseudo-fonctions d’onde ainsi construites W.
Ceci niène à des pseudo-fonctions beaucoup plus lisses que celles géllérées dans
le formalisme HSC, car le rayon de coupure est beaucoup plus grand. On peut
visualiser ceci dans la figure 1.10. Il est par contre évident que la norme de nos
pseudo-fonctions d’onde fut grandement modifiée pendant notre transformation.
On calcule le changement de la norme
=
AE)
—
. (1.115)
Cette quantité sera utile plus tard, lorsque l’on voudra corriger le manque de charge
dans la région du coeur dans la définition du potentiel non-local et de Féquation
de Kohn-Sham.
On peut alors construire des fonctions qui sont localisées dans la région du
coeur et qui serviront à construire les projecteurs utilisées dans la définition de
notre potentiel non-local. On écrit ces fonctions grâce à
= ( — T5 /) PS) . (1.116)
Ces fonctions sont effectivement nulles à l’extérieur de la région du coeur. car
on a alors que V0 = V. Ces fonctions sont bien adaptées pour construire le
potentiel non-local, puisque lui aussi est localisé à l’intérieur de la région du coeur.
En changeant nos fonctions pour les états de coeur, on peut facilement retrouver
le potentiel répulsif de Phillips-Kleinman. On calcule alors le chevauchement entre
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FIG. 1.10 La ligne pleine représente la partie radiale de la fonction d’onde 2p de l’oxygène. La
pseudo-fonction d’onde associée aux formalismes HSC est représentée par la ligne pointillée. Enfin,
la pseudo-fonction d’onde correspondant au formalisme ultra-lisse de Vanderbilt est représentée
par la ligne en trait. Cette figure est tirée de l’article de Vanderbiit [41
les pseudo-fonctions d’onde et ces fonctions localisées dans le coeur
=
. (1.117)
On note au passage que ce produit est bien défini. On peut alors écrire nos projec
teurs dans les moments angulaires de notre potentiel non-local
= (B’) , (1.118)
ce qui permet d’écrire pour le potentiel non-local dans le formalisme de Vanderbilt
VNL = di) Kdj (1.119)
où
=
+ . (1.120)
En observant l’équation 1.119, on remarque qu’elle ressenible énormément à
l’équatioii 1.100 donnant le potentiel non-local dans la séparation de Kleinman
Bylander. Dans leur essence. les projecteurs représentent dans les deux cas un
produit des fonctions d’onde avec un potentiel. Le dénominateur est le mênie pour
ces deux équations, sauf qu’il est maintenant intégré dans les projecteurs et le
1.0 2.0
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facteur Dii. La seule différence est contenue dans ce facteur, on additionne un
terme correspondant à la correction nécessaire pour inclure les effets de la charge
ayant disparue pendant notre transformation. On vérifie que ce potentiel non-local
redonne le bon résultat en calcu1ait
= (ps() ps)
(Bpr + crQp.r) s).
Grâce aux équations 1.118 et 1.117, on évalue la valeur de Fintégrale
=
Dans la dernière équation. on a permuté les deux éléments de matrice, pour se
rendre compte que notre sommation correspond à une étape du produit matricielle
de la matrice B avec son inverse. En d’autre mot, notre intégrale correspond à un
élément de la matrice identité, que Fon peut écrire sous la forme d’un delta de Kro
necker. On peut alors remplacer ce résultat dans l’équation donnant la contribution
à l’énergie de notre potentiel non-local
K PS s) = +
Bi:i +
ps ) AE) - K H
=
psps)
- K T8 -l4) ‘r) +6i(K E) - KJ)d)
=
(AE AE) +
— (T8
—
ps)
Cette dernière équation correspond au résultat recherché. On voit que pour
évaluer le potentiel non-local, on fait la différence entre la valeur propre provenant
$0
du calcul tout électron et celle calculée eu appliquant notre hamiltonien local sur
les pseudo-fonctions d’onde. Dans le premier terme, on corrige pour le manque de
charge en utilisant les véritables fonctions d’onde à l’intérieur du rayon de diag
nostique. A l’extérieur de ce rayon, on utilise les pseudo-fonctions d’onde qui ont
de toutes manière convergé à la valeur véritable. Ainsi, le potentiel non-local que
l’on a défini ne ressent pas le déficit de charge introduit dans notre transformation.
Les propriétés de diffusion de notre pseudopotentiel seront alors valides sur tout
l’intervalle échantillonné par les énergies de nos projecteurs.
Il est important de noter que l’on a généré notre potentiel non-local sans passer
par une étape intermédiaire possédant un potentiel semilocal. C’est une étape im
portante, car elle permet de s’affranchir complètement du formalisme HSC. Cette
généralisation apportée par Vanderbilt sera employée dans le formalisme PAW. On
remarque que la génération des pseudopotentiels ultra-lisses ressemble énormément
à celle des pseudopotentiels H$C. En fait, les deux seules différences sont que l’on
peut choisir le rayon de coupure de nos fonctions plus grandes que le maximum
et que l’on peut choisir plus d’une énergie propre pour chaque moment angulaire.
Dans le formalisme HSC. cette énergie propre correspondait à l’énergie de l’état lié
de ce moment angulaire ou à une énergie arbitraire pour un état non-lié.
Le pseudopotentiel total, local et non-local, correspond à un potentiel écrant.é
par les électrons de valence. Il faut donc retirer leur contribution comme précé
demment. Pour ce faire, on doit retirer le potentiel de Hartree et le potentiel
d’échange-corrélation. Dans le cas du potentiel local, ceci est très simple et cor
respond simplement à
— r ‘-Hr vati TÏXCÏ val covor
toc «J — toc [O j tt1O no
où l’on peut inclure encore une fois un peu de la charge du coeur dans le poten
tiel d’échange-corrélation. Par contre, dans le cas du potentiel non-local, il faut
aussi retirer la contribution des électrons de valence qui est comprise dans notre
correction. Dans le cas du fornialisn;e HSC. on ne devait pas modifier le potentiel
non-local car celui-ci ne comprenait que des contributions provenant des termes
d’orthogonalisation que l’on avait retirés. Il ne possédait donc aucune charge pro
venant des électrons de valence. Pour retirer l’écrantage du potentiel non-local, on
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définit
=
— f dr(VH + v1c)Q,(T) (1.122)
que l’on remplace dans l’équation 1.119. On peut alors écrire l’énergie totale sous
sa forme habituelle
E0 = PS ( + V° + D°] ) ) ps) + EH[nt] + E[n’ + n°]
(1.123)
Dans le formalisme de Khon-Sham, il est très important de calculer la densité
à partir des fonctions d’onde à un électron pour pouvoir recalculer l’énergie de
Hartree et d’échange-corrélation. Par contre. on ne peut plus calculer la densité
grâce à l’équation 1.16. car les pseudo-fonctions donde que l’on va utiliser’ dans
l’approche de Khon-Sham ne possèdent plus les bonnes normes. Il faut donc ajouter
un terme non-local à la densité des électrons de valence
n(r)
=
PS(r)2 + p,Q3(r) (1.124)
où
Pi,j = K s)
Q(r) *AE(r)AE(r) - PStr)PS(r)
Donc. toutes les densités des électrons de valence présent.ent dans les équations
précédentes doivent être calculées grâce à cette expression. La densité des électrons
de coeur peut être calculé normalement, car on n’a pas modifiées leurs fonctions
d’onde.
Une conséquence majeure de la relaxation de la conservation de la norme est
que nos pseudo-fonctions d’onde ne sont plus orthonormales. ce qui est clair sur la
figure 1.10. Ceci signifie que l’on va devoir solutionner une équation aux valeurs
propres généralisées, de la forme de l’équation 1.26, en défiiissant une matrice de
chevauchement S. Cette matrice devra corriger le déficit de charge dans la région du
coeur et assurer Fhortogonalité des fonctions. On peut écrire ce chevauchement
. (1.125)
On vérifie, en utilisant la même stratégie que pour le potentiel non-local, que la
$2
matrice de chevauchement donne une coiltribution
K PS S) = KAE AE) = . (1.126)
L’utilisation de la matrice de chevauchement dans l’équation de Kohn-Sham ne
représente pas une grande difficulté et elle n’augmente pas énormément le nombre
d’opérations nécessaires à chaque étape. En général. une des étapes les plus deman
dantes est la multiplication des pseudo-fonctions d’onde par l’hamiltonien. Dans ce
cas, la matrice de chevauchement possède presque la même forme que le potentiel
non-local, ce qui signifie que l’on peut facilement incorporer le chevauchement dans
notre hamiltonien. Bref, appliquer notre fonction d’onde sur la quantité (H
— eS)
consommera presque autaiit de temps que si on l’appliquait stir l’hamiltonieu seule-
nient. La réduction du nombre d’éléments dans notre base va donc dominer lar
gement la variation du temps de calculs. On peut donc affirmer que le formalisme
ultra-lisse de Vanderbiit permet de réduire le temps de calculs.
Pour conclure, les pseudopotentiels ultra-lisses de Vanderbilt offrent plusieurs
avantages pour le calcul électronique. Ils sont complètement séparables et de
viennellt locaux en dehors de la région du coeur. Ils possèdent des propriétés de
diffusion correctes sur tout l’intervalle d’énergie balayée par les projecteurs. On
peut donc améliorer arbitrairement un pseudopotentiel en augmentant le nombre
de projecteurs. Ellfin, en éliminant la conservation de la norme, on peut définir
des rayons de coupure beaucoup plus grands que précédemment. Ceci permet de
réduire le nombre de fonctions de base nécessaires pour converger les propriétés
électroniques des éléments de la dellxième rangée du tableau périodique.
1.3.8 Le formalisme PAW de Blôchi
Bien qu’elle se base sur les outils développés dans les approches précédentes.
le formalisme des ondes planes augmentées de projecteurs (PAW) révolutionne la
théorie des pseudopotentiels. La méthode OPW de Herring est modernisée, dans
ce formalisme, en y ajoutant tous les raffinements que l’on a élaborés : la liberté de
transformation apportée par les propriétés de diffusion, la séparabilité de Kleinman
Bylander, la possibilité de choisir des états non-liés et la définition de projecteurs
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définissant la transformation en pseudo-fonctions. Il faut ioter que tous ces concept.s
furent déjà utilisés dans le formalisme de Vanderbiit pour diminuer au maximum
le nombre d’ondes planes nécessaires pour représenter les fonctions donde à un
électron. Mais dans ce cas. on se limitait à considérer seulement les pseudo-fonctions
lisses.
La stratégie développée par BlôchÏ f21] est bien différente des précédentes. Reve
nant à Fidée originale de Herring. il propose que l’on sépare les fonctions d’onde en
une partie localisée dans le coeur et une autre beaucoup plus lisse qui est délocalisée
dans Fespace. Dans son formalisme, on ne se concentre pas sur la partie lisse de la
fonction d’onde totale, en incorporant la fonction localisée dans un potentiel répul
sif calculé une fois dans la génératioi du pseudopotentiel. On traite explicitement
les deux composantes, en tirant avantage de deux approches différentes. On traite
les pseudo-fonctions lisses comme précédemment. en élaborant une écluation avec
un potentiel répulsif et en la solutionnant en utilisant des ondes planes. Par contre.
on réalise aussi un calcul avec les fonctions localisées. provenant des électrons de
coeur et des coniposantes oscillatoires des fonctions d’onde des électrons de valence.
De ce cas. les fonctions se situent tellement près des noyaux que le potentiel est
pratiquement atomique. le potentiel cristallin des autres ions est négligeable, donc
les fonctions ressemblent à des fonctions atomiques. On utilise donc une base de
fonctions atomiques pour représenter ces fonctions localisées, cette base converge
rapidement en terme d’harmoniques sphériques. Le nombre de fonctions étant assez
limités, le temps de calcul n’est pas très grand.
Le formalisme de Blôchl est conceptuellement assez simple à comprendre. On
divise l’espace en plusieurs régions. On définit des sphères centrées sur les positions
atomiques. à l’intérieure desquelles on va calculer la contributions des fonctions lo
calisées. On peuple alors tout l’espace de fonctions lisses qui sont représentées par
des ondes planes. On calcule la contribution de ces pseudo-fonctions. ce qui cor
respond exactement à la même méthode élaborée dans les formalismes précédents.
On doit réaliser ciue cela signifie qtme cette contribution comprend une composante
provenant de l’intérieur de la sphère. ce qui est une erreur car la contribution de la
véritable fonction d’onde y a déjà été calculé. On doit ensuite calculer une pro jec
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Pic. 1.11 Figure schématique représentant la base d’un calcul PAW. La valeur d’un obser
vable quelconque est égale à la somnie de la contribution des fonctions lisses calculées avec les
ondes planes et des fonctions localisées calculées avec des fonctions atomiques. On doit retirer
la contribution des fonctions lisses à l’intérieures de la région sphérique définissant les fonctions
radiales. Cette figure est tirée des notes de cours de F. Jollet et M. Torrent qui sont disponible
sur le site www.abinit.org
tion de nos pseudo-fonctions à hntérieur des sphères et retirer leurs composantes.
On obtient alors la solution exacte de notre système. On représente cela de façon
schématique dans la figure 1.11.
On pourrait conclure cette section immédiatement et le lecteur posséderait une
assez bonne compréhension de la puissance du formalisme PAW. Par contre, il
serait judicieux de poursuivre un peu notre discussion pour aborder les mathéma
tiques derrières ce formalisme qui permettent quelques petits trucs intéressants.
L’approche de Blôchl repose sur la définition d’une transformation permettant de
passé des pseudo-fonctions donde. notées , aux fonctions d’onde véritables
des électrons de valence, notées On note cette transformation
f
J)
. (1.127)
La transformation f est tout simplement l’unité additionnée d’un terme localisé à
l’intérieur de la sphère délimitant le coeur, que l’on nommera dorénavant la région
d’augmentation. Pour calculer ce terme, on va simplement continuer notre défi
nition des diverses composantes. Les pseudo-fonctions lisses peuvent être décrites
dans la région d’augmentation grâce à des pseudo-états atomiques lisses définis par
la procédure de Hamann, que l’on note . Toutes les quantités évaluées à Fin
térieur de la région d’augmentation seront indiquées par un exposant, tel que n’
représente la densité dans la région d’augmentation.
1=
ZCm m) (1.128)
On peut noter la fonction d’onde tout électron à l’intérieur de la région d’augmen
o
+
- r
o
l.I
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tation en appliquant la transformation
(1.129)
m m
où maintenant les fonctions de bases possèdent des composantes locales. Ou peut
alors écrire la fonction d’onde totale comme
= ) +Zcm{m) - m)} (1.130)
ce qui correspond bien à la situation schématisée dans la figure 1.11. On définit alors
les coefficients cm en définissant des projecteurs m associés à cette pseudo-états
atomiques. Ces projecteurs sont similaires à ceux qui sont définis dans le formalisme
de Vanderbilt et correspondent à des fonctions lisses qui ne sont pas uniques. La
définition des projecteurs est identique à l’équation 1.118. On peut alors écrire
cm = Qm (1.131)
où Fou ne note pas la région d’augmentation puisque les projecteurs sont nuls en
dehors de celle-ci. On a construit nos projecteurs de façon à ce qu’ils satisfassent
la relation d’orthogonalité
Km m) = m.m’ (1.132)
Il est alors apparent que notre transformation est définie par
Fi+{m)
- m)}Km . (1.133)
Ceci termine la génération du pseudopotentiel PAW, qui n’a pratiquement pas
changé pour l’utilisateur. On choisit les fonctions qui seront incorporées dans les
électrons de valence, et qui seront transformées en pseudo-fonctions lisses qui se
ront utilisées dans notre code à ondes planes. On définit de la même manière les
rayons de coupure de ces pseudo-fonctions d’onde. Comme dans le cas des pseudo
potentiels ultra-lisses, on possède beaucoup moins de contrainte sur notre choix de
ces rayons de coupure. On génère les pseudo-fonctions d’onde et les projecteurs. La
différence majeure est que maintenant les informations pertinentes aux électrons de
coeur et aux fonctions localisées sont enregistrées dans notre pseudopotentiel pour
être utilisé dans l’intégration radiale à l’intérieur de la région d’augmentation. On
voit que notre pseudopotentiel contient maintenant toute l’information nécessaire
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pour reconstruire le système tout électron. ce qui signifie que son nom n’est plus
approprié. On les nommera alors des données atomiques (“atomique data”).
Ce qui est malheureux, c’est qu’il faut modifier considérablement le code que
l’on utilisait pour solutionner l’équation de Kohn-$ham à partir d’une base d’ondes
planes. Non seulement il faut ajouter une section calculant les intégrales radiales
à l’intérieur de la région d’augmentation, mais il faut aussi changer tous les opé
rateurs. En effet, un opérateur Â agissant sur le système tout-électron peut être
transformé pour donner la valeur correcte de l’observable lorsque appliqué sur les
pseudo-fonctons d’onde
m){KømÂrn’)
-
. (1.134)
m m’
La nouvelle forme de l’opérateur ressemble beaucoup à la forme séparable de
Kleinman-Bylander, possédant une partie locale et une partie complètement iion
locale. Par contre, dans ce cas ce n’est pas seulement le potentiel qui prend une
forme non-locale, mais tous les opérateurs. On voit que le formalisme de Blêchi
traite sur un même pied tout les opérateurs. Un fait int.éressant, notre transforma
tion est invariante à l’addition d’un terme de la forme
m) KmÊm) Km’H (1.135)m, m’
Cette nouvelle liberté peut être utilisé pour faciliter l’évaluation d’un opérateur
dans une représentation à partir d’ondes planes. Par exemple, le potentiel coulom
bien du noyau est difficile à évaluer avec une base d’ondes planes puisqu’il possède
une singularité à r
— O. La contribution majeure de l’annulation de Cohen et Reine
était de faire disparaître cette singularité. Maintenant la stratégie sera d’ajouter
un terme de la forme 1.135 qui permettra de retirer la singularité dans le potentiel
utilisé pour le calcul avec les pseudo-fonctions d’ondes. Notre formalisme rejoint
donc les autres formalismes t il remplace le potentiel coulombien par un potentiel
écranté en utilisant une liberté introduit dans le formalisme. Précédemment c’était
la liberté dans la forme du potentiel répulsif, car les propriétés de diffusion ne dé
pendaient que d’un déphasage. alors que dans ce cas on exploit un invariance de
notre transformation.
CHAPITRE 2
ÉTUDES DES POLYMÈRES À BASE DE MÉTALLOCENES
2.1 Présentation de nos intérêts de recherche
Durant nia maîtrise, je me suis surtout concentré sur les propriétés électroniques
des polymères, c’est-à-dire les longues chaînes moléculaires dont l’enchevêtrement
forme les matières plastiques. Lorsque je me suis joint au groupe de Michel Côté.
leurs intérêts de recherche se portaient déjà sur l’élaboration de polymères possé
dant la conduction des métaux, appelés des polymères intrinsèquement métalliques.
Le but de cette nomenclature est de les différencier des polymères conducteurs dé
couverts par Heeger et al.51 et qui présentent un processus différent de conduction.
Ces derniers seront abordés un peu plus loin. Ce sujet permettait de faire un paral
lèle avec le groupe de Matthias Ernzerhof qui s’intéressait au calcul des propriétés
électroniques de polymères formés de métallocènes. Pour des raisons théoriques
et expérimentales, il avait raison de croire que des polymères de ce genre pour
raient être intrinsèquement métalliques. Le premier sujet de recherche auquel je nie
suis intéressé fut donc de prédire grâce à la DFT les propriétés des polymères de
métallocènes.
Ceci me permet d’aborder un peu la dynamique de la recherche sur la physique
de la matière condensée. La richesse des phénomènes et la diversité des formes de
la matière sont un obstacle lorsque l’on désire fabriquer un système possédant des
propriétés fixées par un besoin quelconque. L’étude théorique de systèmes n’ayant
jamais été synthétisé expérimentalement, grâce à la DFT, est beaucoup moins coû
teuse en ressources et en temps que l’étude expérimentale. La théorie permet donc
aux expérimentateurs de mieux cibler les systèmes intéressants et de gagner du
temps. De leur côté. les recherches expérimentales permettent d’explorer les limites
des approximations à la base des théories et forment donc le moteur permettant
une amélioration des techniques théoriciues.
Ce chapitre vous donnera un point de vue général de nies recherches sur les
polymères à base de métallocènes. Je vais commencer par justifier notre recherche
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de polymères intrinsèquement métalliques en présentant un aperçu de l’importance
du plastique dans la société actuelle et les bénéfices à la base de la motivation de
notre recherche. Nous discuterons ensuite brièvement les polymères conducteurs
existant actuellement et qui donnent déjà des résultats intéressants et quelques
applications. Cette section du texte présentera surtout les limites de la conduction.
par sauts discrets, préseute dails ces polymères.
Le lecteur étaut conscient de l’importance du plastique et des limites de la
technologie actuelle. on va alors plonger dans le vif du sujet de ma recherche. Je vais
présenter les métallocènes, ces petites molécules organométalliques possédant une
forme de “sandwich”. Nous parlerons de la problématique à la base de la popularité
de ces molécules et qui est associée à la délocalisation de la charge sur plusieurs
centres métalliques, une propriété intéressante pour la conduction. Cette section
parlera aussi de ma contribution à cette recherche en résumant les résultats majeurs.
Tous les résultats de notre recherche sont présentés dans l’article suivant ce chapitre.
Enfin, il sera question de la théorie de la déformation de Peierls. un phéno
mène détruisant la conduction par bande dans les systèmes unidimensionnels. On
verra que la déformation de Peierls est l’obstacle majeur que l’on devra contourner
pour former des systèmes intrinsèciuement métalliques unidimensionnels. Quelques
stratégies seront abordées pour éviter la déformation de Peierls.
2.1.1 Introduction aux polymères et aux plastiques
La motivation de la recherche sur les polymères est assez simple, car à tous les
égards. le plastique est véritablement le matériau du xxie siècle. Cette affirma
tion est peut-être surprenante à première vue, mais elle est vérifiée en considérant
l’histoire de la matière plastique. Avant sa découverte, tous les matériaux utilisés
dans l’industrie étaient d’origine naturelle et la plupart des produits posaient sou
vent de graves problèmes écologiques. Citons par exemple les boules de billards.
Au début du xixe siècle, elles étaient faites d’ivoire ce qui les rendaient rares et
dispendieuses. La popularité du billard fut telle qu’elle menaçait donc de décimer
les grands troupeaux de pachydermes.
La découverte du plastique en 1870 est attribuée à Johui Wesley Hyatt [22], un
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imprimeur de l’état de New-York aux États-Unis. Il fut le premier à considérer le
celluloïd, un composé plastique fait de camphre et de nitrure de cellulose découvert
cii 1856 par l’anglais Alexander Parkes, comme un remplacement possible de l’ivoire
dans l’industrie. Il démontra sa rentabilité en mettant ati point une petite manu
facture produisant les premières boules de billard en matière plastique. L’impact
dti celluloïd peut réellement être nommé une révolution. Il était malléable, rigide
à température de la pièce et complètement imperméable. On pouvait maintenant
produire eu grande quantité plusieurs produits autrefois limités par les matières
premières. ce qui diminua grandement leurs coûts. Rapidement. le celluloïd devint
une composante dans la vie quotidienne.
À notre époque nous connaissons plus de 1000 sortes de plastiques différents
et les techniques de production à partir du pétrole a diminué le coût de leurs pro
ductions. On peut modifier leurs propriétés thermiques. mécaniques. leur couleur,
leurs propriétés électrostatiques et leur temps de vie en changeant les étapes de
production ou la structure de la molécule de base. Ceci leur donne des possibilités
d’utilisation presque infinies, ce qui est reflétées aujourd’hui par leur omniprésence.
L’industrie du plastique atteint les 260 milliards de dollars en incluant tous les
produits dérivés.
De point de vue écologique, le plastique se révèle plus avantageux que de nom
breux autres matériaux car il peut être jumelé à un recyclage efficace qui lui donne
une durée de vie impressionnante. Il est possible de diminuer la pression exercée
sur les matières premières indispensables aux écosystèmes de la planète. Quant
aux réserves de pétrole. à la source de notre production de plastique. seulement
4 ¾ du pétrole consommé dans le monde occidental est réservé à la production
du plastique et cette proportion pourrait sûrement être diminué par l’élaboration
d’une politique plus efficace de recyclage du plastique. Celui-ci devient encore plus
essentiel lorsque l’on considère le temps de décomposition extrêmement élevé du
plastique. La stabilité du plastique provient alors un facteur environnemental qu’il
ne faut pas négliger. La recherche sur la réutilisation des polymères prend donc une
importance écologique non négligeable.
Pour revenir à nos intérêts de recherche, on vise à augmenter l’utilité de la ma-
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tière plastique en lui ajoutant une nouvelle propriété, celle de conduire l’électricité
comme les métaux. Les applications industrielles ouvertes grâce à cette propriété
seront nombreuses, surtout dans le domaine de l’électronique. La capacité de facile-
nient fonctionnaliser les polymères en leur ajoutant des groupements latéraux leur
donne une adaptabilité inégalable avec les matériaux inorganiques. Les exemples
de fonctiomialisations sont déjà multiples dans la littérature. Je me contenterai
de citer seulement deux exemples fort prometteurs pour l’industrie. La première
est la possibilité d’ajuster la solubilité des polymères dans tous les solvants coni
niunément utilisés, en ajoutant des groupements polaires. La solubilisation peut
être utilisé pour faciliter la formation de couches minces, par déposition de soluté,
réduisant les coûts de productions d’appareils comme les transistors, les diodes
électroluminescentes (LEDs) ou les photodiodes. On peut même imaginer créer des
encres spéciales. à base de solutions de polymères métalliques, permettant d’impri
mer directement sur un substrat de plastique des circuits électriques. Le deuxième
exemple que je veux développer est la possibilité d’ajouter des chaînes secondaires
permettant de contrôler les propriétés d’un mélange de polymère métallique avec
un plastique isolant ordinaire. Ceci permettrait l’élaboration d’un plastique conçu
sur mesure pour les conditions de son utilisation, c’est-à-dire que l’on peut ajouter
la conduction aux propriétés existantes de ces polymères en ajoutant une faible
concentration des polymères métalliques.
Les polymères possèdent aussi un avantage dans le domaine optique. Les métaux
réfléchissent toute la lumière possédant une fréquence inférieure à leur fréquence
plasma. Cette fréquence est donnée par l’expression
4rNe2
= (2.1)
Ifl E0
où N est la densité d’électrons libres de se déplacer dans le métal, m* est la niasse
effective de ces électrons et o est la permittivité du vide . Dans les métaux tradi
tionnels, la densité électronique est typiquement de l’ordre de 1023 électrons libres
par cm3, ce qui signifie que la fréquence de plasma se situe dans la région des ultra
violets. C’est pourquoi les métaux ont une apparence grisâtre et réfléchissante. De
leur côté. les polymères intrinsèquement métalliques possèderaient une densité élec
tronique beaucoup plus faible. car leur cellule primitive est souvent beaucoup plus
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grande et qu’il existe de grandes distances vides entre les polymères enchevêtrés
formant notre plastique. La densité électronique dans les polymères serait plutôt
de l’ordre de 1022 électrons libres par cm3. La fréquence plasma de ces plastiques
se situerait donc dans les infrarouges. Les polymères formeraient donc des métaux
transparents à la lumière visible. On peut donc créer des électrodes transparentes
qui permettront d’alimenter des LEDs. OLEDs ou des écrans à cristaux liquides.
On peut aussi les utiliser pour créer des revêtements antistatiques complètement
transparents et plusieurs d autres utilisations.
Les plastiques intrinsèquement métalliques pourraient même avoir des impacts
écologiques bénéfiques. Toutes les soudures dans les circuits électroniques actuels
sont faites en plomb, un métal lourd extrêmement toxique. L’accroissement dra
matique au cours des dernières années des appareils électroniques ordinateurs.
téléphones cellulaires, agendas personnels et autres; jumelé avec le temps de vie
souvent assez court de la plupart de ces appareils a contribué grandement à l’ac
croissement de la quantité de plomb présent dans les décharges municipales. Ce
plomb porte beaucoup de problèmes écologiques car il peut s’échapper dans les
nappes d’eau potable et s’accumuler dans la chaîne alimentaire.23 L’intérêt d’un
plastique conducteur est alors apparent. Les soudures électroniques pourraient être
remplacées par des contacts en plastique. tout aussi malléables, résistant et facile
à nianipuler que le plomb. En premier lieu, les risques écologiques seraient donc
diminués grâce à la stabilité du plastique, qui assure qu’il est non toxique, et en
second lieu, il serait possible d’élaborer un système de recyclage si tout le circuit
électronique est fait de plastique. Le résultat sera des appareils plus écologiques.
moins coûteux et plus adaptés au mode de vie présent.
Cette liste des applications possibles des polymères intrinsèquement métalliques
n’est pas exhaustive. Ainsi, la multitude d’avantages industriels et technologiques
des ces polynières justifie amplement les efforts déployés dans la recherche sur les
candidats possibles.
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2.1.2 Les polymères conducteurs actuels
En 2000. le prix Nobel de chimie était décerné à Alan Heeger. Alan MacDiarmid
et Hideki Shirakawa pour la découverte et la synthèse de polymères conducteurs.
soulignant l’importance de ce domaine de recherche. Leurs travaux portaient sur
une classe de polymères semi-conducteurs. possédant des bandes d’énergie interdite
denviron 2 eV, qui peuvent devenir conducteurs lorsquon les dope en électrons ou
en trous. Le premier polymère conducteur stable pouvant être réellement manipulé
et fonctionnalisé était le polvaniline (PANI). bien que le plus simple à comprendre
théoriquement est le polyacétvlène (trans-(CH)). Le dopage du PANI implique
l’insertion d’un contre-ion, cest-à-dire un ion de charge opposée au polynière. ce
qui signifie que sa forme conductrice est un sel. Il est alors difficile de transformer
le poÏyaniline pour en faire des appareils intéressants. Par contre, ce problème fut
assoupli par l’ajout de chaînes secondaires permettant de le dissoudre.
Il est important de comprendre que la conduction dans ces polymères nest
pas assurée par le même phénomène que celui permettant la conduction dans les
métaux conventionnels. Pour explorer la conduction dans ces polymères, analysons
le cas du polyacétylène. Sa structure ressemble à une chaîne de carbone en forme
de zigzag, tel qu’illustré à la figure 2.1. L’alternance des liens doubles et simples
est une conséquence de la déformation de Peierls. discuté un peu plus loin, qui
vient ouvrir une bande dénergie interdite de 2.1 eV. Ainsi, la forme neutre de
ce polymère est un semi-conducteur et sa structure de bande est présentée dans
le prochain chapitre à la figure 4.4. La déformation de Peierls est possible car la
cellule élémentaire possède un électron non-pairé. Il est évident, par symétrie, que
la déformation de Peierls peut causer la formation d’un lien double sur n’importe
quel côté d’ull atome de carbone, ce qui mène à deux structures équivalentes. La
situation devient intéressante si l’on oxyde l’un des carbones. Ceci vient lui retirer
un électron et lui empêche de former un lien double. On a alors formation d’un
défaut dans la structure. Ce défaut peut être vu comme une transition subite entre
les deux formes équivalentes de polyacétylène-trans. Cette transition est nommée
un soliton et elle est représentée dans la figure 2.1.
Les solitons dans les polymères conducteurs possèdent des propriétés intéres
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FIG. 2.1 a) Structure expérimentale du polyacétylène-trons et b) défaut causé par l’oxyda
tion «un des atomes de carbone. Ce défaut correspond à un soliton puisqu’il correspond à une
transition entre deux structures possibles du polyacétylène. Cette figure est tirée de l’article de
Heeger [51
santes. Premièrement. ils 11e sont pas nécessairement formés en oxydant im des
atomes de carbone, on peut leur ajouter un électron par une réaction de réduction
par un acide. Les solitons possèdent donc une charge positive ou négative selon le
processus de dopage. De même, les solitons ne possèdent pas de spin, car ils corres
pondent à un état où tous les électrons forment des paires. Enfin, la caractéristique
la plus importante est que ces solitons sont libres de se déplacer dans le polymère.
ce qui correspond à propager le lien double dans la direction contraire du soliton.
Les solitons sont ainsi les porteurs de charges mobiles qui assurent la conduction
dans ce type de polymère.
Ce type de conduction est bien différent de la conduction pal’ bande, rencontré
dans les métaux traditiomiels. La nécessité de propager mie déformation du réseau
ionique signifie que le transport dans ces polymères est beaucoup plus dépendant
de la qualité du réseau. Il n’est pas surprenant que la conductivité mesurée dans la
plupart des cas demeure inférieure de plusieurs ordres de grandeur à celle des mé
taux conventionnels. C’est une difficulté majeure subsistant dans l’élaboration de
polymères réellement métallique. Les réactions se raffinent et permettent d’augmen
ter la qualité des polymères. réduisant les défauts et augmentant la conductivité.
Par coiltre. on est encore loin de pouvoir qualifier ces polymères conducteurs de
polymères métalliques.
Pour revenir sur notre intérêt de recherche. il est apparent que les polymères
intrinsèquement métalliciues seront moins limités par les défauts structuraux. La
conductivité sera donc améliorée pour un raffinement égal des processus de syn
thèse. De plus, ils ne se présenteront pas sous la forme de sel, ce qui pourra leur
donner certains avantages quant à leur manipulation.
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2.1.3 Les métallocènes
Les métallocènes sont une gamme de molécules organométalliques découverte
dans les années 50. lorsque l’on a résolu la structure du ferrocène. La. structure
générale des métallocènes est composée de deux cycles aromatiques de carbone en
tourant un atome des éléments des métaux de transition. Les liens pendants des
cycles de carbone sont généralement passivés avec de l’hydrogène ou du CH3. Par
exemple, la figure 2.2 représente la configuration d’équilibre de la molécule de fer
rocène. Leur forme évocatrice leur a valu le surnom des “complexes sandwich’. Le
premier engouement pour ces molécules est provenu du lien entre l’atonie métal
lique et les cycles, un type de lien complètement nouveau à l’époque. L’étude du
ferrocène à l’aide de la spectroscopie photoélectronique et de la théorie des groupes
a permis d’identifier la nature de ce lien. Ce sont les orbitales 3d de l’atonie de fer
qui interagissent fortement avec les orbitales ir de type Clg appartenant au cycle
aromatique. Cette interaction serait responsable de la stabilisation de la molécule
de ferrocène.
On connaît maintenant des métallocènes associés à t.ous les métaux des groupes
principaux, de t.ous les mét aux de transition et de plusieurs mét aux des actinides.
Dans tous les cas, c’est une liaison de type r Cp-M qui as
sure la cohésion de la molécule, où Cp représente le cycle
organique et M le métal en question. Une propriété inté
Fe
ressaute est que les éléments de numéro atomique impair
Q (V. Mn et Co) ont tendance à former des monomères, alorsque les éléments de numéro atomique pair (Cr, Fe et Ni)
FIG. 2.2 Structure de forment en général des dimères. Cette propriété étonnante
la molécule de ferrocène. pourrait être canalisé pour l’élaboration de nos polymères.
Le plus stable demeure le ferrocène. qui n’est pas oxydé par l’air et ne subit pas de
dégradation thermique avant 500°C. Le cobaltocène possède aussi une bonne sta
bilité, sauf qu’il est facilement ionisé pour retomber sur une forme dont la stabilité
ressemble de près au ferrocène. Notre étude se limitera à ces deux mét.allocènes les
plus stables pour des raisons évidentes. Pour synthétiser des polymères pouvant
servir dans des applications pratiques, il faut s’assurer de la stabilité des consti
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FIG. 2.3 a) Structure du Fv(FeCp)9 et h) structure du Fe2Fv2
tuants.
Une antre propriété fort intéressante des métallocènes est leur propriété magné
tique inhérente. En fait, ils sont tons paramagnétiques à Fexception du ferrocène.
Les propriétés magnétiques s’expliquent facilement en considérant que les niveaux
d’énergie de ces molécules ne varient presque pas lorsque l’on ajoute ou retire des
électrons. Le nombre d’électrons célibataires est alors dicté par Fatome de Félé
nient métallique. Le ferrocène possède une couche fermée alors que le cobaltocène
possède un électron non-pairé. Cette propriété magnétique ajoute beaucoup d’in
térêt aux métallocènes. car elle permet d’envisager des systèmes sensibles au spin
électronique ce qui peut mener à des applications en spintronique [24J•
La popularité de ces complexes provient de l’intérêt pour les processus de trans
fert de charge qui joue un rôle important dans l’élaboration de Félectronique molé
culaire. Les dimères de métallocènes ont rapidement gagné beaucoup d’importance.
surtout le ferrocène, car certains présentaient des indices de délocalisation de la
charge sur les deux centres métalliques. Avant d’entrer dans les détails, il faut sa
voir qu’il existe deux configurations de dimère de ferrocène. Le premier ressemble
à un empilement en forme d’escalier et se nomme Fv(FeCp)2. Le deuxième corres
pond à deux complexes côte à côte et reliés par deux liens simples et se nomine
Fe2Fv2. Ces deux configurations sont illustrées dans la figure 2.3.
Des études spectroscopiques de Môssbauer [251 ont montré que les deux dimères
et leurs formes doublement ionisées possèdent deux centres métalliques équivalent.
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Ceci n’est pas surprenant. car, dans les deux cas, on s’attend à ce que les deux
centres de fer soient neutres ou ionisés. Par contre, ces études ont montré que la
forme de [Fe2Fv2] + possédait toujours deux centres métalliques équivalent. jusquà
une température de 77 K. Ceci est surprenant car il implique que la charge se soit
redistribuée sur les deux atomes de fer. De son côté. l’étude Mssbauer de la forme
ionisée de Fv(FeCp)2 révéla deux types d’atomes de fer avec des charges différentes.
Plusieurs autres techniques expérimentales furent appliquées à ces dimères [26- 29] et
les résultats trouvés concordent avec ceux de l’étude Môssbauer.
Cette étonnante délocalisation dans le dimère Fe2Fv2 du ferrocène suggère une
connexion électronique entre les deux centres métalliques. Pour expliquer la diffé
rence entre les deux configurations, Hillman et Kvick [30j ont proposé qu’il existe
une interaction directe entre les atomes de fer. La forme du dimère Fv(FeCp)2
en escalier vient bloquer un lien direct entre atomes de fer, ce qui explicue le
manque d’interaction dans ce cas. Dans le cas de Fe2Fv2 rien ne vient empêcher
une interaction directe. Un peu plus tard. Bhm et al. [31] réalisent une expérience
de spectroscopie photoélectronique sur ces dimères. Ils analysèrent leurs résultats
grâce à des calculs serni empiriques de type INDO et concluent qu’aucun lien direct
entre les atomes de fer n’est présent et qu’ils sont inéquivalents. Ceci vient relancer
le débat sur ces complexes.
Une étude plus récente de la spectroscopie électronique de ces dimères fut réa
lisée par Lichtenberger et al. [32] Ils étudièrent leurs résultats en les comparant
avec des calculs théoriques réalisés avec la DFT-LDA. Contrairement à Bôhm, ils
concluent que le dimère Fe2Fv2 présente bien deux centres métalliques équivalents.
Ils montrent même qu’une certaine interaction est présente dans l’autre dimère.
bien qu’elle soit beaucoup plus faible. Ils présentent des arguments pour une inter
action médiée par les cycles aromatiques et non pas une interaction directe entre
les atomes de fer. La différence de l’interaction entre les deux dimères peut main
tenant être coniprise en considérant deux facteurs la distance entre les centres
métalliques et le nombre de lien entre les cycles aromatiques. On s’aperçoit que
cette interaction est plus faible dans le premier dimère car les centres métalliques
sont plus éloignés et qu’il n’existe qu’un seul lien entre les cycles de deux centres
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voisins. Dans le cas du second dimère, il existe deux liens entre les cycles de centres
métalliques voisins contribuant à augmenter Finteraction.
2.1.4 Les polymères à base de métallocèrte
La délocalisation de la charge dans les dimères de ferrocène est une propriété très
intéressante pour l’élaboration de polymères intrinsèquement métalliques. Dans les
métaux, la conductivité est assurée par des états délocalisés dans tout le cristal. De
même, la présence d’un tel état dans les dimères de ferrocène laisse présager que le
processus à la base de cette délocalisation soit un moteur pour assurer un tel état
dans une molécule beaucoup plus longue ou même la chaîne infinie. Ce raisonnement
fut à la base de notre projet sur les polymères à base de métallocènes et explique en
partie notre choix du ferrocène. Tel que mentionné précédemment. notre choix fut
arrêté sur le ferrocène. car sa stabilité permet de plus facilement le transformer sous
une forme polymère. Ainsi, notre recherche théorique demeure fermement plantée
dans des matériaux pouvant être synthétisés saris trop de difficulté. A ce jour, le
ferrocène fut synthétisé avec des masses moléculaires allant jusquà 4600. c’est-à-
dire un polymère correspondant à 25 nionomères.331 Ceci perniet de considérer que
des polymères plus longs peuvent être générés en raffinant les méthodes.
Lorsque j’ai commencé ma n;aîtrise, les travaux sur ce genre de coniplexes
avaient déjà commencé dans le groupe de Matthias Ernzerhof. Deux stagiaires
«été. David St-Hilaire et François Goyer, avaient reçu comme projet de calculer
les propriétés électroniques des dimères de ferrocène et des polymères associées
respectivement. Je fus donc familiarisé à ces concepts à leurs côtés et l’on fit face
ensemble aux premiers problèmes de ce projet. Quelques résultats présentés dans
Farticle proviennent de leurs calculs. Leurs calculs sur les dinières furent surtout
basés sur le code Gaussian [34] utilisant la DFT-PBE. Alors que pour l’étude des
polymères. François Goyer et moi utilisâmes surtout la distribution Abinit [35] et la
DFT-LDA. Un peu plus tard. j’ai généré des pseudopotentiels PBE pour le fer qui
nie permirent de faire les calculs DFT-PBE pour ces polymères.
Tout comme pour les dirnères, il existe plusieurs configurations possibles pour
les polymères de ferrocène. On s’est intéressé à deux configurations particulière-
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mient stables et prometteuses. La première ressemble à une chaîne infinie du di-
mère Fv(feCp)2. Cette forme en escalier fut nommée le polyferrocène-trans. De
même, la forme correspondant à la chaîne infinie du dimère de Fe2Fv2 est nom
mée le polyferrocène- cis. Ces deux configurations ont été choisies car elles corres
pondent aux formes les plus régulières et symétriques, ce qui est nécessaire pour
une bonne conductivité. De plus. leur correspondance au dimère est immédiate et
permet d’étudier la variation des propriétés électroniques en passant du dimère au
polymère. Ou a trouvé que le polvferrocène-t’rans possédait une bande d’énergie
interdite de 2.2 eV selon la LDA, alors que dans le cas du polyferrocène-cis la
bande d’énergie interdite diminue à 1.55 eV. En analysant les structures de bandes
présentées dans l’article, on s’aperçoit rapidement qu’elles sont presque identiques.
La seule différence est que la forme cis possède plus de dispersion. Ceci se com
prend facilement en considérant que la distance entre les monomères est inférieure
dans cette configuration. Le polyferrocène senible donc être un semi-conducteur
possédant une bande d’énergie interdite de l’ordre du polyacétylène.
En observant leurs structures de bande, on se rend compte que des bandes pos
sédant du caractère 3d des atomes métalliques croisent la première bande inoccupée
(LUMO). Si la remarque faite précédemment pour les métallocènes est vraie, que
leurs bandes d’énergies étaient peu modifiées par l’ajout ou le retrait d’un électron,
l’ajout d’un électron dans notre système formera un polymère intrinsèquement mé
tallique. Ainsi, on se doute que le polymère de cobaltocène sera probablement un
bon candidat pour notre étude. L’étude des polymères de cobaltocène analogue aux
configurations du ferrocène fut commencée à la fin de ce premier été en compagnie
de François. Par contre. ces calculs n’incluaient pas de degré de liberté de spin, car
les pseudopotentiels accessibles n’étaient pas assez précis. J’ai donc généré des pseu
dopotentiels plus précis pour tenir en compte du spin excédentaire dans la molécule
de cobaltocène. Les calculs furent refaits en tenant compte du spin excédentaire.
On verra plus tard que ce spin aura des conséquences majeures sur la conduction.
Le polycobaltocène-trans et -cis ne possèdent pas de bandes d’énergie interdite.
Ils peuvent donc permettre une conduction par bande, comme les métaux. Cette
découverte fut une excellente nouvelle pour notre recherche. On avait maintenant
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deux excellents candidat.s à proposer aux expérimentateurs pour l’élaboration d’un
polymère intrinsèquement métallique.
Il restait à considérer plusieurs facteurs pour ce genre de polymère. Première
ment, l’aspect magnétique de ces polymères n’avait été que légèrement abordé. Les
calculs montraient que les polyuières ne possédaient pas de magnétisation totale,
même lorsciue l’on ne considérait qu’un monomère à l’intérieur de la cellule pri
mit ive. On peut explicuer ceci en supposant que le spin excédentaire se délocalise
sur l’ensemble du polymère. ce qui permet aux électrons célibataires de ce pairer.
Par contre, lorsqu’on inclut deux monomères dans notre cellule, l’énergie totale est
minimisée dans un état anti-ferromagnétique avec une énergie inférieure à celle du
calcul possédant 1111 seul monomère. Cette stabilisation supplémentaire. de l’ordre
de 7 meV. semble indiquer que les polymères préfèrent un état anti-ferromagnétique
à un état délocalisé. Ceci peut venir nuire à la conductivité du polymère infini. Pour
pouvoir mieux quantifier l’effet de la structure magnétique, il faudrait réaliser des
calculs plus poussés en incorporant des termes de Hubbard.36381 Ces calctils ne
furent pas réalisés pendant ma maîtrise.
Enfin, un autre aspect négligé du problème est la déformation de Peierls pos
sible de notre système. La déformation de Peierls sera expliquée plus en détail
dans la prochaine section de ce chapitre et je vais donc résumer ici les résultats
de notre étude de ce phénomène sur nos polymères. Je me suis beaucoup concen
tré sur le calcul de la déformation de Peierls dans les polymères de cobaltocène
pour évaluer ses implications sur la conductivité. On trouve une déformation de
Peierls de vecteur d’onde caractéristique de K = . Cette déformation corres
pond à une dimérisation. les polymères ressemblent maintenant à un assemblage
de dimères. La déformation correspond à l’état le plus stable, possédant une énergie
inférieure de 27 meV à la configuration anti-ferromagnétique. Cette dimérisation
a causé l’élaboration d’une bande d’énergie interdite de 0.6 eV dans le cas de la
configuration trans et de 0.4 eV dans la configuration cis. Ils redeviennent donc des
semi-conducteurs à. la température de la pièce. ce clui détruit nos espoirs d’en faire
des polymères intrinsèquement métalliciues. Par contre. leur faible bande d’énergie
interdite peut être intéressante dans d’autres applications, par exemple pour leurs
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propriétés optiques. Le moteur derrière cette déformation semble être l’interaction
entre les spins, ce qui sigmfie que la magnétisation a des conséquences importantes
stir la conductivité dans les systèmes unidimensionnels.
Un fait assez intéressant, les bandes à caractère 3d qui se dispersent très peu
dans notre structure de bande semblent se déplacer en énergie lorsque l’on modifie
l’élément métallique. Or, comme ce sont ces bandes qui permettent la conduc
tion métallique. on peut modifier l’endroit dans l’espace réciproque où se croisent
les baildes en changeant l’élément métallique. La déformation de Peierls est très
sensible à l’endroit de ce croisement et peut-être presque totalement inhibé si ce
croisement se situe à un endroit non commensurable avec le réseau. La porte reste
donc ouverte pour plus d’études sur les polyn;ères à base de métallocènes, bien que
la faible stabilité des autres complexes restera un défit majeure à leur élaboration.
Je n’ai presque pas étudié ces autres systèmes, le seul effort de canaliser ce phéno
mène fut de simuler un hybride de ferrocène-cobaltocène avec un rapport 1 : 1. Le
résultat est intéressant, car la structure de bande est presque métallique, elle a une
bande d’énergie interdite de 0.073 eV. et que la première bande inoccupée est une
bande de caractère 3d qui ne disperse presque pas. Ceci signifie qu’il y a une grande
densité d’états près de l’énergie de Fermi, mais qui correspond malheureusement à
un état localisé et donc ne participe pas à la conduction.
Bien que cette étude n’ait pas permis d’élaborer un polymère intrinsèquement
métallique, elle a permis de découvrir une gamme de polymères semi-conducteurs
relativement stables dont la largeur de la bande d’énergie interdite peut être mo
difiée facilement en modifiant l’élément métallique durant la synthèse ou possible-
ment en incorporant dans différents rapports deux éléments métalliques. La dernière
constatation ne fut pas assez étudié car on peut imaginer que les atomes métal
liques ne vont pas générer une structure parfaite. Les atonies de fer pourraient
prendre des positions voisines, pour former des paires ou des domaines plus longs
dans le polymère. Il resterait à réaliser une étude de la stabilité des paires et autres
assemblages dans ce type de polymère pour dégager une compréhension de la ther
niodynamique sous-jacente des défauts dans les hybrides. Il faudrait aussi étendre
l’étude à plusieurs atitres éléments les niétallocènes pourraient êtres stabilisés par
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une prépondérance de ferrocène dans le polymère.
Les polymères semi-conducteurs de ce type pourraient avoir plusieurs applica
tions technologiques importantes. En ajustant la bande cFénergie interdite et le
niveau de Fermi. on peut espérer réaliser des transistors. des LEDs et des photo
diodes à partir de ces polymères.
2.2 Théorie de la déformation de Peierls
La déformation de Peierls est un phénomène intéressant qui permet une meilleure
compréhension de la complexité de la liaison métallique. Elle se manifeste par une
dégradation de la symétrie de translation des matériaux métalliques au profit dune
meilleure séparation de la charge électronique à l’intérieur du composé. Cette dé
gradation est stable puisqu’elle sassocie à un abaissement de Fénergie totale en
créant une bande dénergie interdite dans la structure de bande du matériau. Cest
un phénomène complètement déterminé par les électrons libres se trouvant près
du niveau de Fermi. Le niveau de Fermi d’un cristal étant une surface complexe à
Fintérieur de la première zone de Brillouin. on trouvera quune déformation dans
une certaine direction ne parviendra pa.s en général à modifier la structure élec
tronique. Par contre, si on considère un système unidimensionnel, le niveau de
Fern;i sera maintenant représenté par un point dans la première zone de Brillouin.
La déformation de Peierls pourra alors ouvrir une bande dénergie interdite à ce
point. cest-à-dire qu’elle transforme notre niétal en semi-conducteur. Cette situa
tion poussa Peierls à affirmer que l’existence de métal unidimensionnel était très
improbable.
La déformation de Peierls prend ainsi beaucoup d’importance dans ha discus
sion de polymères intrinsèquement métalliques. Les polymères forment un système
unidimensionnel qui rencontrera presque inévitablement ce problème.
2.2.1 Déformation dans la chaîne unidimensionnelle
Considérons une chaîne infinie d’atomes d’un même élément séparés par une
distance constante a. Tous les multiples de cette distance représentent des vecteurs
de translation possible de la chaîne et la cellule élémentaire dans l’espace réciproque
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Pic. 2.4 Bande parabolique fictive pour notre chaîne unidimensionnelle. Cette image est tirée
du livre de Peierls. 6J
est donnée par l’intervalle
— < k < et ne contient qu’un seul atome. Pour la
simplicité, supposons que ce système ne possède qu’une seule bande de valence à
l’intérieur de sa cellule primitive. Ceci nenlève pas de sa généralité à notre discus
sion. car on peut facilement la généraliser au ca.s avec plusieurs bandes. De plus.
l’on s’intéresse d’habitude seulement à la bande occupée la plus haute eu énergie
(HOMO) dans l’étude de la déformation de Peierls. pour des raisons données un
peu plus loin. Pour se fixer les idées. imaginons que la bande de valence de notre
système ressemble à une bande parabolique comme celle de la figure 2.4.
Maintenant, considérons une petite déformation de notre chaîne correspondant
à déplacer un atome à chaque distance ra. Ceci réduit immédiatement la symétrie
de translation de notre chaîne. Notre cellule doit maintenant incorporer r atomes
et son intervalle dans l’espace réciproque devient
— < k < . La réduction des
dimensions de la zone de Brillouin implique que nous devons maintenant replier la
bande de la figure 2.4 à l’intérieur de notre nouvelle zone. La nouvelle structure de
bande contient maintenant r bandes qui sont dégénérées au centre et aux frontières
de la zone. On peut visualiser cette situation, dans le cas r 3. dans la figure 2.5.
On peut traiter les effets du déplacement en appliquant la théorie des perturba
tions à notre système. La déformation du potentiel, notée V(x). couplera des états
se situant sur la même ligne verticale dans notre structure de bande. En utilisant
le formalisme des électrons quasi-libres, il y aura l’ouverture d’une bande d’énergie
interdite à chaque endroit où nos bandes se croisent. La bande ainsi ouverte entre
E
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FIG. 2.5 La courbe en pointillé représente notre bande parabolique repliée dans la première
zone de Brillouin de la chaîne déformée. La courbe pleine représente la bande de la chaîne dé
formée. Le potentiel de déformation a ouvert des bandes d’énergie interdite au centre et aux
frontières de zone.
deux bandes d’énergie E1 et E2 aura alors une largeur donnée par
Eg q(Ei ; E22 +
2
(2.2)
où
=1/2
W(x)edx (2.3)
Bien sûr, ceci correspondra à l’ouverture d’une bande d’énergie interdite de 2Vk
aux endroits où les bandes se croisent. Par contre, lorsque la différence d’énergie
entre les bandes est pius grande que le potentiel, celui-ci ne vient pas modifier les
bandes. Le résultat net est que la déformation modifie grandement la structure de
bande de notre chaîne, tel qu’illustré dans la figure 2.5 et la figure 2.6 où l’on a
remis notre système en terme du vecteur d’onde de la chaîne non perturbée pour
plus de clarté. On a ouvert des bandes d’énergie interdite aux vecteurs d’onde
k= où n=1,2 r—1 (2.4)
dont la largeur peut être réécrite en fonction de ce vecteur d’onde
E9
= 2fW(x)_kdx (2.5)
La modification du potentiel ne vient pas modifier l’énergie moyeniie des deux
bandes. L’énergie totale du système n’est donc pas modifiée par la déformation
de Peierls si toutes les bandes sont complètement occupées. Dans ce cas, il n’y a
aucune raison de s’intéresser à une déformation de Peierls, puisque celle-ci ne cor-
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FIG. 2.6 - Bande de la chaîne déformée dépliée sur la zone de Brillouin de la chaîne originale.
La déformation de Peierls à ouvert des discontinuités aux vecteurs d’onde k.
respond pas à une forme plus stable de iotre chaîne. Sa configuration ne changera
pas et ses propriétés ne seront pas modifiées. Si on illspecte la structure de bande
des polyferrocènes. 011 5 aperçoit qu’aucune bande nest à moitié occupée. La dé
formation de Peienls ne joue donc aucun rôle dans ces polymères. une information
que l’on connaissait déjà simplement à partir de la ilature semi-coilductrice de ces
polymères.
La déforniation de Peierls devient vraiment intéressante dans le cas d’une bande
à demi remplie. Dans ce cas. si l’un des k, coïncide presque avec le vecteur d’onde
de Fermi (kF), les états qui diminuent en énergie sont occupés alors que ceux qui
montent en énergie sont inoccupés. Le résultat est une diminution nette de l’énergie
totale, ce qui rend la forme déformée plus stable et donc favorisée par rapport à
la forme symétrique. En conséquence. les métaux unidimensionnels, qui possèdent
toujours des bandes partiellement occupées. ne seront jamais stables, car on pourra
toujours trouver une déformation avec une valeur de r pour lequel l’ouverture de
la bande d’énergie interdite correspondra au vecteur d’onde de fermi. En d’autres
mots. r sera. choisi de façon à ce que k sera égal à 2kf. Dans le cas du cobaltocène.
011 possède effectivement une bande à moitié remplie qui serait modifiée par une
déformation de Peierls avec r = 2.
En observant l’équation 2.5 on remarque que la largeur de la bande d’énergie
interdite, et donc l’ampleur de l’énergie de stabilisation, est directement propor
tionnelle à la déformation du potentiel engendrée par notre distorsion de la chaîne.
K K K
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La déformation du potentiel est inversement proportionnelle à r, pius la distance
entre les atomes déplacés est grande et moins le potentiel est modifié. Les défor
mations les plus importantes correspondent aux petits r. Ceci indique la marche
à suivre potir minimiser l’effet des déformations de Peierls. Il faut que le vecteur
d’onde de Fermi. correspondant à l’endroit où la HOMO croise la LUMO. soit in
commensurable avec le vecteur de translation de la chaîne non modifiée. Dans ce
cas, il faudra choisir r très grand pour que le vecteur de Peierls tombe dans la
proximité du vecteur d’onde de fermi. La largeur de la bande interdite engendrée
sera alors assez faible pour être négligeable par rapport à la température de la pièce.
On pourra alors considérer notre polymère comme intrinsèquement métallique, car
la distribution de fermi assurera des porteurs dans la bande de conduction.
Un dernier point assez important à considérer est la température et le mou
venient associé aux fluctuations quantiques, que l’on nomme le mouvement du
point zéro [39], Dans la discussion précédente, on a supposé que les atomes de notre
chaîne étaient immobiles. Ceci a permis de définir une configuration symétrique
et une configuration déformée. Dans la réalité, les atomes sont constamment en
mouvement et ce mouvement peut être assez important pour être dans l’ordre des
déformations de notre chaîne. Dans ce cas, on peut in;aginer que les effets de la dé
formation sont complètement lavés par le mouvement thermique ou du point zéro.
Il faut donc faire très attention lorsque l’on discute des déformations de Peierls
dans des systèmes dans l’approximation adiabatique.
2.2.2 Quelques mots sur les déformations en trois dimensions
La déformation de Peierls est beaucoup moins générale et moins importante
dans les systèmes à plus d’une dimension. Dans le cas des solides en trois dimen
sions, notre expérience quotidienne est suffisante pour savoir que la déformation
de Peierls n’empêche pas la conduction dans les métaux. La raison en est simple,
en trois dimensions, les discontinuités dans la structure de bandes causées par une
déformation dans une certaine direction correspondent à des plans dans l’espace
réciproque. Par contre, la surface de fermi est souvent très loin d’un plan, il faut se
souvenir que, dans plusieurs métaux, elle est plus proche d’une sphère. Ainsi, il est
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pratiquement impossible d’ouvrir des bandes d’énergie interdite à tous les endroits
de la surface de Fermi. On conclut alors que si la certaines sections de la surface de
Fermi coïncident bien avec les plans de discontinuités, la structure se modifie, car
on peut diminuer l’énergie, mais ceci n’est pas suffisant pour empêcher le cristal
d’être métallique.
Ceci nous donne un autre mécanisme pour minimiser l’importance de la dé
formation de Peierls sur nos systèmes unidimensionnels. L’astuce sera dans ce cas
d’utiliser une structure bidimensionnelle repliée sur elle-même, comme les nano
tubes. L’idée est que plus on augmente le diamètre de notre tube, plus sa structure
devra ressembler à celle de la feuille bidimensionnelle. Or. dans ce cas, les disconti
nuités sont des lignes droites dans l’espace réciproque. alors que le vecteur d’onde
de Pernii trace maintenant une courbe complexe. Ainsi, dans la feuille, la déforma
tion de Peierls n’est pas très importante. Cela signifie que la déformation de Peierls
devrait diminuer au fur et à mesure que le diamètre de notre tube augniente.
Il ne faut pas croire que les distorsions de Peierls sont complètement absentes
des cristaux tridimensionnels. On peut souvent comprendre les structures com
plexes des cristaux de certains éléments comme des déformations de Peierls de
cristaux plus symétriques et naturels si on ne considère que les forces interato
iniques. L’empilement d’atonies sphériques devrait alors toujours correspondre au
réseau hexagonal compact ou cubique faces centrées. Dans le cas de l’arsenic, par
exemple, on peut comprendre sa structure en considérant que les cinq états de
valence de son cristal sont entourés de plans de discontinuité.
Le plus bel exemple de l’importance de la déformation de Peierls dans les sys
tèmes tridimensionnels est celui des alliages possédant la structure-’y. Cette struc
ture est fort complexe et possède 52 atonies dans sa cellule primitive. La structure-7
est présente dans plusieurs alliages et Hume-Rothery[40] démontra que ces alliages
correspondent toujours à un ratio d’un électron de valence pour six atonies. On
petit comprendre ceci en supposant qu’il existe des plans de discontinuité qui coïn
cident avec une surface de Fermi possédant un nombre défini d’électrons. Ainsi.
lorsque l’alliage possède le bon ratio de charge, la surface de Fermi définie est la
bonne pour assurer la déformation de Peierls. Cela explique pourquoi la nature des
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éléments 011 letir distribution dans la cellule élémentaire de ces alliages ne sont pas
vraiment importantes dans la détermination de la strticture.
La déformation de Peierls est donc un phénomène quantique qui a des répercus
sion sur les cristaux métalliques possédant des bandes à demi remplies. Il permet
d’avoir un point de vue plus complet de la complexité de la liaison métallique, qui
est aussi sensible à la distribution des électrons à l’intérieur de la cellule que de
celle des ions.
2.2.3 La déformation de Peierls expliqué par la fonction de réponse
Durant toute notre discussion. on n’a jamais expliqué comment la déformation
se créait. On s’est contenté de mentionner que la structure déformée était plus
stable et donc favorisée. Mais le processus permettant de passer de la structure
symétrique à la structure déformée ne fut jamais abordé. Le but de cette section
est de donner une brève introduction à. ce processus. cmi donne un point de vue
différent sur la déformation de Peierls et ses implications.
À la base. cest la structure électronique qui doit être le moteur de la déformation
car c’est le gain «énergie relié à la. levée de dégénérescence de la HOMO qui lui
donne sa stabilité. Imaginons que la densité électronique p(.) possède des déviations
àp(.r) par rapport à sa valeur moyenne à. la position r. Ces déviations sont causées
par un champ externe f(i) qui peut provenir des ions ou «ailleurs. Ces déviations
doivent alors être données par la théorie de la. réponse linéaire
p(x) =
— J dx’(z — (2.6)
où (x — i’) est la fonction de réponse de notre système d’électron. On peut écrire
cette équation dans l’espace réciproque. en prenant la transformée de Fourier, pour
simplifier son expression
5p(Q) = —(Q)F(Q) (2.7)
Pour que notre dérivation soit concluante, il faut trouver une expression pour la
fonction de réponse. Pour ce faire. on se tourne vers la théorie des perturbations
en supposant que le champ externe est suffisamment faible. La fonction de réponse
peut alors être calculée et donne
jQ) = f fQfk (2.8)
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FIG. 2.7 Approximation linéaire des bandes près de l’énergie de Fermi pour métal unidimen
sionnel.
où N est la densité d’états électroniques et est l’énergie propre de l’état de
vecteur d’onde k. De nième, la fonction fk est la distribution de Fernii définie pour
la température T
fk = (2.9)
ekBT + 1
On remplace la somme dans l’équation 2.8 par une intégration, en supposant
qu’il y ait suffisamment d’états pour justifier un traitement continu, en introdui
salit la densité d’états à l’intérieur de l’intervalle dk, D(k)dk. telle que 4 Z
f D(k)dk. Pour calculer la densité d’états, on suppose que notre composé est un
polymère, donc un système unidimensionnel, dont la cellule élémentaire est de lon
gueur o. Ceci donile la densité détat
D(k)dk = —dk (2.10)
De plus. on va s’intéresser seulement à la composante de Fourier associé à un vecteur
d’onde de Q = 2kf. car comme vu précédemment. c’est celui-ci qui est associé à la
déformation de Peierls. La fonction de réponse prend donc la forme
(2kF) = f dkfk+2kF — fk (2.11)
J E — 6k+2kE
On peut alors calculer sa forme explicite en utilisant une approximation pour
simplifier le calcul. On va supposer que près de l’énergie de Fermi. les bandes
électroniques sont linéaires. Cette approximation sera valide sur une petite région
donnée par
—
< /
— 6F < 6B où 63 est choisi suffisamment petit. Il faut par
contre supposer que cette région sois plus grande que la dispersion causée par la
température. soit 65 » k3T. sinon notre calcul ne tiendra pas compte de la
densité électronique qui sera excitée en dehors de notre région. Voir la figure 2.7
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pour visualiser cette approximation. 011 peut donc écrire les bandes d’énergie
= Vk — kF) (2.12)
où VF est la vitesse de Fermi dans notre composé. Cette approximation permet de
relier les deux énergies.
k+2k1 = —Ek (2.13)
Cette relation permet de simplifier grandement notre intégrale, en n’oubliant pas
de modifier les bornes pour satisfaire notre condition
(2kF) =
—
dk — f(—ek) (2.14)
k(—)
On peut maiiitenant introduire la dépendance en température en transformant
notre intégrant en utilisant les propriétés des fonctions hyperboliques
ft) - f(-) =
_____
-
_____
CBT+1 e+1
— (CkBT + 1) — (CkBT + 1)
(CkBT + 1)(CkBT + 1)
— ekBT — ekBT
-
J
CkBT +ekBT +2
2+2cosh()
— —sinh(T)
— 1+1cosh(T)
On utilise maintenant les deux identités hyperboliques
cosh(2x) = 2cosh2(x) — 1 (2.15)
sinh(2) = 2sinh(x)cosh(i) (2.16)
pour simplifier la dernière expression
f(Ek) — f(—Ek) =
— tanh(2) (2.17)
Enfin, en utilisant l’équation 2.12 on peut faire un changement de variable d’inté
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gration pour trouver
d(2kF.T) = 0 f tanh(__) (2.18)• o e 2hBT
a t1. l3eBl
= lui I 919
7T./f L ]
Ce résultat est significatif. car ou voit que lorsque T ‘ 0 la fonction de réponse
à Q = 2k diverge. Ainsi, ce sera ce terme de Fourier qui dominera les déviations
de la densité électronique. c’est-à-dire ciue la densité sera modulée avec un vecteur
d’onde de 2kF. Ce résultat permet de comprendre le moteur électronique à la base
de la déformation de Peierls. C’est le caractère unidimensionnel de notre système
qui a permis à l’élaboration de cette divergence dans la fonction de réponse sta
tique, car c’est elle qui a permis l’élaboration de la relation simple entre les énergies
électroniques. On peut par contre se questionner sur l’influence de nos approxima
tions l’utilisation de la théorie des perturbations et la coupure de l’expression de
l’énergie des bandes au premier ordre. La théorie des perturbations est justifiée
par le caractère quasi-libre des électrons de valence, expliqué grâce au théorème
d’annulation de Cohen et Heine. Le J)otentiel externe est donc faible dans les ré
gions intéressantes. La deuxième approximation pour sa part limite la validité de
notre résultat aux basses températures. Lorsque l’énergie thermique devient suffi
sante pour que l’on considère une région dans laquelle l’approximation linéaire des
bandes devieiit inadéquate, la relation entre les énergies deviendra non valide. Dans
ce cas, la divergence de la fonction de réponse n’est plus présente.
Jusqu’à maintenant, on n’a pas considéré que les électrons étaieiit couplés avec
les modes de vibration du réseau ionique. En effet, l’interaction électron-phonon
permet de coupler une déformation de la densité électronique avec les mouvements
des ions beaucoup plus lourds. Si on écrit cette interaction comme un hamiltonien
perturbatif. on trouve
Hep
=
(2.20)
où g(Q) est le paramètre de couplage électron-phonon. v(Q) est le mode de dépla
cernent des ions et p est la densité électronique associé au vecteur d’onde
—Q.
Cette interaction vient modifier la fréquence d’oscillation des plionons (Q) que
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l’on peut écrire en fonction de leur fréquence sans couplage wo(Q).[411
w2(Q)
=
- (2 2g2(Q) ) (Q. T)] (2.21)Tiwo(Q)
Il est intéressant de voir que la fréquence à la possibilité d’être imaginaire, car
le terme entre crochets peut devenir négatif. Une fréquence de phonon imaginaire
signifie que le réseau ionique est instable à ce mode de vibration. Eu d’autres mots,
l’éllergie décroît lorsque l’on déplace les ions dans les directions de ce mode. Dans
ce ca.s, la structure utilisera ce phonon pour se déformer et minimiser soi; énergie.
Comme on l’a vu précédemment, lorsque l’on diminue la température la fonction
de réponse augmente pour tendre à l’infini lorsqu’on atteint le zéro absolu. Dans
notre équation. la fréqueuce du phonon deviendra imaginaire lorsqu’on abaissera
la température passé mie certahie température de transition que l’on nommera la
température de Peierls (Te). Cette température se calcule en remplaçant l’équation
2.19 dans l’équation précédente et en posant le terme entre crochets à zéro.
kBTP = 1.13e5e 2q2(2kp) (2.22)
Le traitement par la théorie de la réponse linéaire statique a pern;is de com
prendre les détails de la transformation de Peierls. L’instabilité de la structure
électronique est communiquée au réseau ionique par le ramollissement d’un mode
de vibration. De plus. comme la fonction de réponse dépend fortement de la tempé
rature, on peut conclure que la déforniation de Peierls ne peut se produire qu’à une
température inférieure à une température que l’on a calculée. La bande d’énergie
interdite ainsi ouverte correspondra à celle calculée précédemment.
CHAPITRE 3
ARTICLE: THEORETICAL STUDY 0F METALLOCENE BASED
POLYMERS
Ce chapitre est composé de l’article discuté précédemment Il est présentement
toujours eu préparation mais il va être soumis à la revue Journal of Physicat Ohe
mistry. Eu tant que premier auteur, j’ai réalisé la majorité des calculs grâce à
la théorie de la functionnelle de la densité (DFT) à base d’ouides planes et de
pseildopentiels. J’ai écrit mie première version qui fut modifiée pour incorporer les
améliorations suggérées par les co-auteurs : Michel Coté, Matthias Ernzerhof et
françois Goyer. Ce dernier a contribuer aux calculs sur les dimères et quelques
calculs sur les dimères.
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Theoretical study of metallocene based polyrners
Paiil Boulanger’. François Gover2, Matthias Eriizerhof 2 and Michel Côté’
1 Département de phvsicue et Groupe de recherche en physiciue et technologie
des couches minces (GCM). Université de MontréaL C. p. 6128 Succursale
Centre-ville. Montréal (Québec) H3C 3J7. Canada
2 Département de chimie. Université de Mo,itréal. C. p. 6128 Succursale
Centre-ville. Montréal (Québec) H3C 3J7. Canada
We present a theoretical study of ferrocene a.,;d cobaltocene-based polymers.
Using Kohn-Sham density functional theory in conjunction with the LDA approxi
mation, two linear polvmeric conformations are explored and compared to the
dimmer version of these structures. The polyferrocenes where found to be indi
rect semiconductors with hand gaps varying between 1.55 eV and 2.25 eV. The
geometries resemble closelv the monomer and the dimmers. The polycobaltocenes
where found to be metallic. but a Peierls deformation opened direct hand gaps
varving fron 0.43 eV to 0.61 eV. A rigid nature of the hands within metallocene
hased polymers is made evident and can be exploited to tailor the hand gaps in
these polymers. As an example of this. a cobaltocene doped polyferrocene-trans is
explored.
3.1 Introduction
Metallocenes have found wide applications in polymer synthesis because they
offer unique properties good solubility in organic media, versatility in the synthe
sis of derivatives and interesting redox properties. An prominent property of the
metallocene structure is the rigid nature of their electronic energy levels : the fer
rocene molecular orbital model can he successfullv applied to many metallocenes.
even if a certain variation in tlie relative energy of tue levels is expected. This
feature implies a set of rigid hands for metallocene-hased polymers. which can be
used to tailor the electronic properties of these materials. The band gaps can for
instance be tuned hy changmg the nuinher of electrons in the unit celi hy variation
of the netai atoms.
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FIG. 3.1 Structures of: a) polvferrocene-cis and h) polyferrocene-trans. where M
= Fe or Co and n=oe.
Linked metallocenes species have attracted intense interest in the last decades,
because these mixed-valence species offer a good template to investigate the elec
trou transfer between separated metal centers. Considera.ble efforts have been fodil
sed on ferrocene alld ferroceiillm based systems, iii part becaiise of their chemical
stability and the ease of their fiinctionalization, enabling easy elaboration of die
mical pathwavs for synthesizing desired products. These studies lead to envision
manv interesting applications for such species. ranging from conducting polymers
to interesting ferrimagnets[121. However. theoretical investigations of tie electronic
structure of ferrocene-based polvmers are verv limited. Tus migit he due to tie
fact tiat few studies report tie formation of compounds containing large numbers
of metallocene units. To tic best of our knowledge. tic largest oligomer produced
until now incorporates 25 ferrocene units331. At tus size, tic properties of the oh
gomer approach tliat of an infinite polymer. Tie latter system heing simpler to
analyze and study tieoretically because of tie additional symmetry.
In tus paper, we study linear ferrocene and cobaltocene based polyniers witi
Koin-Sham deusity functional theory. Two conformations where ciosen. The first is
called polyferrocene-trans througiout this paper and corresponds to lie infinite ex
tension of the hiferrocene (Fv(FeCp)9) dimmer. The second is called polyferrocene
cis and is tic extension of tic bis(t-fulvalenedivl)diiron (Fe2Fv2) dimmer. Tiese
two structures are illustrated in figure 3.1. Only tic minimal number of monomers
wiere considered in eaci ccli. one for tie trans and two for the cis to insure li
nearity. Hence. we considered the fullv symmetric form of tic two polvmers. For
tic cobaltocene polvmer. wiich turned ont to be metallic. the unit cdl was further
enlarged to study tic Peierls deformation expected for 1D metals.
n
b)
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3.2 Computational Methods
The plane-wave pseudopotential implementation of Kohn-$ham density-functional
theory (DfT) provided within the Abinit package[351, was used to investigate these
novel polymers. The exchange-correlation energy was ca.lculated in the local density
approximation(LDA). using the Teter-Pade parametrization which reproduces the
Ceperley-Alder interpolation formula431. This functional was found to give reaso
nable resuits for the equilibrium structure of ferrocene441. Certain resuits where ve
rified using the Perdew-Burke-Ernzerhof(PBE) generalized-gradient approximation[45].
The pseudopotentials were generated with the FHI98PP package46Ï. following the
Hama.nn scheme’91. Their portability was fully tested on the crystalline structure of
each elements and on the structure of the monomers. without including spin degrees
of freedom for ferrocene because of its closed-shell structure. For the cobalt pseu
dopoential. a nonlinear core-valence exchange-correlation correctiou was included
with a partial core of radius 0.9 bohr. As lias been stated by others, thïs correction
‘is of crucial importance for an accurate description of magnetization euergies [...]
because in 3d transition metal atoms the 3d valence states overlap significantly
with the 3p semicore states”47. The magnetization of the cobalt atom was consi
dered, because it possesses ail open-shell structure which could have important
consequences for the electronic structure of polycobaltocene. hie portability of
this pseudopotential was tested on -Co and the results where acceptable 0.2 %
error on ceil parameters, a total magnetization of 3.2 while it is found to be 3.44
experimentally. Furthermore, the baud structure is quite close to the one obtained
by earlier investigations [48] We also tested the monomer eqiiilibriurn structure and
found satisfying resuits, as presented in the supplementary information.
In the case of ferrocene (cobaltocene). numerical convergence of the total energy
within 1 niHa/atom was reached for a number of plaue-waves in the basis-set cor
responding to an kinetic energy cutoif of 30 (50) Ha and a sampling of the Brillouin
zone using 8 (24) k-points generated on a Monkhorst-Pack shifted grid[49i. but sym
metry was used to reduce the number of k-points necessary. The increase of the
basis set size for cobaltocene is explained by the inclusion of a localized core density
in the pseudopotential. $imilarly. a fluer k-point sampling was necessary because
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the fuïly symmetric form of polycobaltocene was found to be metallic.
The Abinit package is a solid-state oriented code, which works with Born-von
Karman periodic boundary conditions iii ail directions. This implies that within
Abinit one does not calculate the electronic structure of a single polymer, but rather
the electronic structure of an uniform arrav of polymers. To minimize the effect
of the unwanted inter-polymer interaction, one can simply increase the spacing
between polymers. which decreases the overlap between neighboring polymers. To
properly address this problem, we made a convergence study of the band gap with
increasing perpendicular lattice vectors. Convergence was reached at 15 angstronis
inter-polymer separation.
The polyrners have been initialized in a lineai conformation and have been fuily
optimized. The linearity implies that the monomers are eclipsed in the cis-polymer
structnre and staggered with an angle of 36° in the trans-polymer structure. All
the polymers are considered nncharged. Although we did lot constrained our cal
culations t.o the coplanar strncture of the rings, the coplanar symmetry was neyer
broken dnring the optimization, for the polyferrocenes and was distorted for the
polycobaltocenes. The shight bending of the hydrogen atoms, by 1.2°, proposed
by Coriani and al.441 for the nionomer was not observed in ouï calculation and
would not change significantly the electronic properties of the polymers.
Furthermore. the Gaussian 03 code [34] was nsed to calculate the equihibrium
strncture of the monomers, since it is optimized for molecules and represents the
wavefnnctions with a ganssian basis set. The basis nsed was Lanl2dZ50521. The
exchange and correlation functionals used where once again LDA and PBE to
be able to compare to onr previous results. The dimmers where considered anti
ferromagnetic (singlet) becanse a study of different conformation found that it was
the most stable form of these molecules. This is consistent with the result that the
polymers favours an anti-ferromagnetic configuration. This allowed us to investigate
the effects of the pseudopotentials by comparing the structures with the monomers.
We concluded that our pseudopotentials are rehiable.
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3.3 Resuits and Discussion
3.3.1 Polyferrocene polymers
Kohn-Sham caldulations are able to satisfactorily reproduce the structure of the
ferrocene monomer and dimmers. This is apparent in table 3.1. in which selected
bond lengths are listed for both calculated and experimental structures. The struc
ture of the ferrocene monorner obtained with LDA is within 0.02À of the resuits
generated with coupled-cluster single determinant rnethod by Coriani [44], $imilarly.
the geometry of the Fe2Fv2 dimnier gives satisfactory resuits when compa.red to
X-ray diffraction resuits from Lichtenberger [32]
The fully relaxed structure of the polyferrocene polymers closely resembles the
equilibrium structure of the ferroceue molecules. The bond length between two
adjaceut carbon cycles. and the distance between consecutive iron atoms, in the
polymers are equal with the corresponding lengths in the dimmers. This suggest
that the ligand-mediated pathway for metal-metal communication. suggested by
Lichtenberger, is not modified when passing from the molecule to the infinite po
lymers. This cau be verified by coniparing the crystal orbitais of the euergy bauds
of the polymers with the molecular orbitais of the dimmers. Both are siniilar. pre
senting contributions from the iron 3d orbitais and ligand u orbitais. They are
represented in the supplemental information.
The baud structures of both polymers are illustrated in figure 3.2. The band
gap of polyferrocene-cis is found to be 1.55 eV within the LDA fornialisrn. while
it is 2.22 eV for polyferrocene-traris. This 0.67 eV increase in the baud gap can
be understood with the tight-binding method. The distance between nionomers
is smaller in the - cis configuration. leading to bigger overlap integrals. In turn,
this signifies that the dispersion of the bands in the -cis form is superior to the
dispersion in the -trans forrn. This argument is vaiidated by the close resemblance
of both band structures, if we take into account the folding of the bands caused
by the double cell of polyferrocene- cis. The only differences are the dispersion and
relative shifts of the bauds. which is caused by the change in potential in the region
of the metal d orbitais. The bauds near the Fermi energy possess strong metal d
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orbital components. which explains the preponderance of shifts in this region.
Typically. the LDA approximation underestimates hand gaps within a maxi
mum error of 1 eV. The real baud gap of these polymers are expected to lie
in the range of two to three eV. This is nothing unusual. the baud gaps of most
organic polvmers are in this range. Moreover. their hand gaps are indirect : the
minimum of t lie conduction hand is at Gamma for the —cis. while the maximum of
the valence hand is at the zone edge. It is the contrarv for the -trans form. This
iniplies that these polymers cannot form light-ernitting diodes like polymers with
sirnilar hand gaps e.g. polythiophene.
It is interesting to note that Fe2Fv2 possesses a HOMO-LUMO separation of
1.97 eV, while it is 2.64 eV in Fv(FeCp)2. This corresponds to a increase of 0.67
eV which is quite similar to the hehaviour in the polyrners. In fact, this similarity
continues if one inspects the moiecular orbitals of the dimmers. see supplemental
information. The crystal orbitais of the polymers closely resembles that of the
dimmers. if one considers a double celi. and are associated with the same energv
levels. The orbitais of the dimmers are distorted hv end effects. which can explain
the small differences in their energy separation.
3.3.2 Polycobaltocerie
Despite its iower stability. cobaltocene-based polymers could he an interestiiig
alternative to the ferrocene-based polymers : the unpaired electron of cobaltocene
should lead to interesting properties. Once again, the structure of the polymers do
sely resembies the structure of the mononier. as shown in table 3.2. The equilibriuni
distance of the cohalt-carbon bond is found to be smaller by 0.035 A in the polymer
then in the monomer. This difference is within the error associated with the diffe
rence in the basis. e.g. plane waves vs. gaussians. The distance between metal atoms
in polycobaitocene-cis is comparable with its value in poïvferrocene-cis. being 0.022
À larger. On the contrary. this distance is 0.434 A larger in poiycobaltocene-trans
then in poivferrocene-trans. This increase is primarily due to the fact that cobalto
cene possesses a iarger distance between carhon rings: which becomes a factor in
the metal-metal distance of the -trans form.
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FIG. 3.2 — LDA baud structure of: a) polferrocene-cis and b) polvferrocene-trans.
The unit ceil of the cis form possesses two rnonomers. which causes the zone folding.
They possess indirect hand gaps (between X and F) of value : a) 1.55 eV and b)
2.25 eV.
In the polymers, the equilibrium structure possesses non-planar carbon cycles,
which is not apparent in the selected bond lengths of table 3.2. The carbon atom
bonding with another cycle is slightly above the plane of the other carbon atoms,
with a dihedral angle of 15.5° for the -trans conformation. This lower symmetry
cycle is repeated throughout the polymers. In the -cis form, the deformation is
smaller and is associated to a dihedral angle of 1.7°. The geometry of the dimmers
exhibit the same phenomenon. For Fv(FoCp)2. only the muer cycles present this
deformation with a diliedral angle of 17.22°. while in Co2Fv2 the deformation is
present in all the cycles with an angle of 11.05e. It is apparent that end effects
ampÏify the deformation of the carbon cycle in Co2Fv2. while these effects are
responsible for the non-deformed exterior rings in Fv(FoCp)2.
These deformations of the carbon rings can explain the increased Co-Co distance
in the dimmers. The deformation being non-symmetric in these srnall molecules.
a stronger interaction between the cobalt ad carbon atoms is possible at the least
defornied side of the rings. This shifts the cobalt atom away from the center of
the rings. In the polymers, the deformation of the rings are symmetric and the
cobalt lies in the center of the rings. The presence of this distortion in the dimmers
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FIG. 3.3 - LDA baud structure of: a) polycobaltocene-cis and b) polycobaltoceue
trans. These polvmers are metallic hecause of the open-sheli nature of cobalt.
suggests it is not a solid-state effect. but rather a Jaim-Teller type distortiou.
The baud structure of the cobaltocene-based polvmers are illustrat.ed in figure
3.3. Both polycohaltocenes are found to be metallic. The baud structure of these
polymers corresponds aimost perfectly to the baud structures of the polferrocenes
the differences being once again bandwidth and relative shifts due. this time. to
occupation of additional bauds. This coufirms that the bauds are rigid and that
we can tailor the baud gap simply by chaugirig met allie elements to increase (or
decrease) the uumber of electrons in our system. effectively choosiug the occupatiou
of this set of rigid bauds. Their are three poteutial problems in this picttire : the
relative shifts can change our predictions for the baud gap. the other metallocenes
are Ïess stable meaning that they might be difficult to synthesize. and fiually Peierl’s
deformation will distort metallic polymers. as we will see la.ter. The second and
third problems can he addressed and poteutiallv solved bv considering a ferrocene
based polymer doped with other metallocenes moieties. Nonetheless. the sirnplicity
incurred by the rigid hands and the possibility to change metal atoms can forni a
powerful tool to produce polvmers with tailored baud gap.
The cobaltocene monomer has an unpaired e1ectron It is therefore a paramagne
tic molecule that possesses a total magnetization of 1 1UB. Hence. the cobaltocene
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based polymers form a linear chain of spins. winch cari iead to interesting properties.
To open tire discussion n tire magnetic properties of tins kind of polymers, ilSing
LDA. we calculate tire various magnetic structures of polycobaltocene-tran.s. Since
we are dealing with a linea; lattice, ail spin are collinear. These resuits are displaved
in table 3.3. Initializing tire polymer in a ferromagnetic conformation leads to a final
structure without magnetization that does not have an anti-ferromagnetic order.
This conformation is probably related to a delocalization of tire spins. Tire most
stable form was found to be tire anti-ferromagnetic form. with a decrease of total
energy of 7.24 meV compared both to tire ferromagnetic and tire caicuiation without
spin degree of freedom. Tire hands and Fermi levei wirere not modified by changing
from one spin configuration to another. Tirese results sirould 5e considered oiriy as
air iirdicatioir of tire i;ragnetic structure of these polymers. More compiete theories
need to 5e considered, hike HuSSard theory and LDA+U36. to fuiiy understand
and model tire niagnetic behaviour of such polymers.
Total energy (Ha) AE* (nreV)
Without spin freedonr -100.3085103 7.237
Ferroniagnetic - 100.3085103 7.237
Anti-ferromagnetic -1 00.308 7763 0
* Difference in energy between tire conformation and tire
anti-ferroniagnetic conformation.
TAB. 3.3 Energies of tire various magnetic structures of poiycobaltocene-trans
within tire LDA.
Tire nretallic polycobaltocenes are subject to a Peierls deformation correspon
ding to a dimerization within tire polynier chain, e.g. a deformation corresponding
to nrove every r 2 nronomers by a smali amount. This is apparent from tire hand
structures presented earÏier. To nrodel such a geometry. we need two cobaltocene
units within tire unit ccli. In polycobaltocene-cis tire unit ccli was already doubled
to preserve tire linearity of tire polyrner tire preceding Peierls distortion will open
a hand gap attire zone edge. In tins case. we need only break tire initiai syrnmetry,
by manuaiiy dispiacing one of tire monomers. to precipitate tire distortion in our
geonretry optimization. Tins results in tire distorted geometry presented in table
3.4, which lead to tire hand structure in figure 3.4. A 0.43 eV direct hand gap was
opened at tire zone edge. Tire PeierÏs distorted polymer is 28.7 meV more stable
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than the miet allie form.
Our polyrner now possesses two C-C’ links of different bond lengths. Two co
baltocene units linked by the smallest of these bonds is called a dimmer. although
the real dimmers displav longer bond length. We choose such a definition, because
it is more intuitive. The difference incnrred in the bond lengths are caÏled dis
placements. It is apparent in table 3.4 that the Peierls deformation has incurred
different dispiacements within the polyrner. The carbon rings possess a dispiace
ment of 0.054 À in polycobaltocene-trans, which is close to the displacement found
in trans-polyacetylene. One must be wary of our definition of the displacenient
because it corresponds only to the difference in bond length and not a projection
of this difference along the polymer axis as in mauy sources. This displacement is
srnaller in the
- cis form, being only 0.032 A. Interestingly, the cobalt atoms are
shifted further apart in the deformed polymers. The dispiacements of the cobalt
atoms is one order of magnitude greater then the displacements incurred in the
carbon rings, as seen in table 3.4. In this case, the dimerization of the polymers
is apparent because the Co-Co distance stabilizes at the same distances found in
the cobaltocene dimmers. This is again explained by the lowering of the symmetry
which favours an off center cobalt atom.
This dual deformation, cobalt migration away from the centers and the dimeri
zation within the ca.rbon chain. is completely entangled and leads to a interesting
phenomenon to study. Further calculations could 5e attempted to decouple each
contribution, to understand which deformation is responsible for the opening of the
band gap. Such calculations could bring a bett.er control of the Peierls deforma
tion within these types of polymers. If the leading mechanism originates from the
carbon rings, this distortion could be minimized by changing the structure of the
carbon backbone.
In the case of polycobaitocene-trans, the unit cell only incorporates one mono
mer. To niodel the Peierls deformation. we must double the unit ceil leading to a
band folding similar to the one seen in the -cis form. While doubling our celi. a
small dispiacement of the second monorner was included to break the initial sym
metry. The Peierls deformation in this polymer leads to a direct baud gap of 0.61
polycobaltocene- cis polycobaltocene- trans
Intra Inter AU Intra Inter AU
Co-Co 3.820 4.076 0.256 5,264 5.718 0.454
c-c, 1.415 1.447 0.032 1.383 1.437 0.054
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TAB. 3.4 Modified bond length in the Peierls distorted polcobalt.ocenes. The
dispiacement of the rnoomers is noted AU and corresponds to the difference in
the bond lengths and not a projection of this dispiacement in the polyrner axis.
The structure of individual monomers are not rnodified.
c(cV)
r x r x
a) b)
FIG. 3.4 LDA band structure of the Peierls deformed : a) polycobaltocene-cis
and b) polycobaltocene-trans. They possess direct band gaps of value : a) 0.43 eV
and b) 0.61 eV.
eV, which is larger then the one found in the case of the - czs form. and is seen
in figure 3.4. This distorted geornetry is resumed in table 3.4 and lies 27.7 meV
under the anti-ferrornagnetic structure presented earÏier. The displacement in this
structure are twice as large as for polycobaltocene-cis. This is consistent with the
bond lengths found within the cobaltocene dimmers.
We did not evaluate the Peierls transition temperature associated with these
polymers. this quantity being extrernely sensitive to the electron-phonon coupling
and would not be accurately calculated. The interest in these polyniers will greatly
depend on this transition temperature. If it is significantly lower then the room
temperature, the polycobaltocenes can be used in daily applications lias intrinsi
cally metallic polymers. such as transparent electrodes. On the other hand. if the
Peierls transition temperatures associated with these polyrners are greater then the
room temperature. as the one associated with trans-polyacetylene53, these low gap
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poivmers cari be used for new solar-ceils.
3.3.3 Cobaltocerie doped polyferrocene- trans
As mentioned previousiy. the rigid bands dispiayed in tirese types of polymers
cari be used to tailor tire band gap of novel conformations. In order to circurnvent
tire iow stabiiity of tire otirer metaliocenes, winch migirt compiicate tire syntiresis
of pure polymers based on tirese compounds, one cari imagine simpiy using tireur
to dope polyferrocenes. Tins gives a flexible scireme by winch one cari tailor tire
electronic properties of tirese polymers. As a proof of concept. we calculated tire
equilibrium structure of a cobaltocene doped poiyferrocene-trans. As before. we
constructed a linear cirain in winch tire unit celi contained one ferrocene unit and
one cobaitocene unit, corresponding to a very irigir doping of 507c. Tins doping was
cirosen because it corresponds to tire smaliest unit celi.
In tins case. tire carbon cycle of tire cobaltocene still exiribits non-pianar confor
mation. with a diiredrai angle of 7.8°. Tire distance between metai centers is 5.24
A and tire C-C’ bond lengtir is 1.432 A. Ail tire otirer bond iengtlrs are equal to
tireir value in each corresponding polymers. Tire band structure associated witir
tins polynrer is iliustrated in figure 3.5. Yet again. we find an intrinsically nretailic
polymer. If we compare tins baud structure with poicobaltocene- cis, because we
have doubied tire unit ceil wiricir corresponds more ciosely to tire foided bauds,
we md tirat we oniy reduced tire occupations of tire bands by one electrou. Tire
dispersion iras decreased. since we are in tire -trains and tins ieads to less overiap.
and small relative sirifts iras ciranged wirere tire bands rneet. A similar conrpari
son can be made witir poiferrocene-cis. wirere we find we added an electron. Once
again, a Peieris deformation is possible for tins structure. but tins deformation wiÏl
now correspond to a smaii dispiacement witiin four units, giving rise to a smaiier
effect tiren hi cobaltocene. Tire baud gaps and tire Peieris transition tenrperature
are expected to irave decreased.
A full investigation of tire effects of doping in a wide range of cobaitocene
concentrations is desirable to understand tire beiraviour of sucir systems. A study
of defects witirmn tins structure, like tire creation of cobaitocene paires, sirouid also
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Fia. 3.5 LDA baud structure of the cobaltoceiw-doped polyferroceue-trans.
provide iecessary information o the thermodynamics alld kiuetics of defects in
this structure. Their effect o the electronic structure can plav a. key foie 11 the
applications of such poivmers. Finallv. the study of the magnetic structure of this
polyrner is interestillg. because the cohaitocelle unfts are uow placed between fer
rocene which would change to llopillg terms in Hubbard theory.
3.4 Conclusion
Despite the charge delocalization in the ferrocene dimmers. the eiectronic pro
perties of the polyferrocenes are uninteresting. Thev are found to be indirect semi
conductors with typicai band gaps for organic polymers. 011 the other hand. the
experimental efforts directed towards to svnthesis of such polymers are justified by
the potentiai to tailor the band gap of such systems by dophg. The set of rigid
hands displayed by poiyferrocenes gives a framework to customize such poiymers
hy incorporating other species of metaliocene. The stability of ferrocene cari then
be added to the other interesting properties of such species.
It vas aiso found that poivcohaltocenes are one dimensionai metaliic systems
that undergoes Peieris deformation. This distortion cari be visuaiized as a dirneriza
tion of the chain and opens a smail direct hand gap. These poiymers could be usefui
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in Hie fabrication of LEDs as polythiophenes. flese polymers are found to exhibit
antiferromagnetic order. ahhoughÂ LDA+U calculation could shed more light on
the magnetic properties of cobaltocenebased polymers. wffich is very interesting
in the hopes of spintronic applications’TM1.
Much stifi needs to be done in Hie study cf this sort cf polymers. Ffrstly, a study
cf the stabffity cf metallocene dopai polyferrocenes would address Hie possibffity cf
synthesizing such polymers. Finslly. mcre linear structures shculd be theoretically
investigated W efficiently direct the efforts towards the synthesis cf interesting
polymers.
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CHAPITRE 4
ÉTUDE DE LA VARIATION DE LA LARGEUR DE LA BANDE
INTERDITE DANS LES POLYMÈRES PONTÉS
4.1 Le polythiophène et le polythiophène ponté
Dans le chapitre précédent. j’ai mentionné que l’un des intérêts de recherche
du groupe de Michel Côté était l’étude des polymères dans le desseiu de décou
vrir un polymère intrinsèquement métallique. Plusieurs autres membres de notre
groupe ont participé à cet ambitieux projet en étudiant des systèmes aux propriétés
prometteuses. Le nombre d’étudiants ayaut contribué aux calculs de polymères de
toutes sortes est amplement justifié par la diversité toujours croissante des réac
tions permettant de synthétiser de nouvelles classes de polymères. Parn;i ceux-ci.
les polyn;ères conjugués ont attiré beaucoup «attention depuis la découverte de la
conduction dans le polyacétylène dopé. Bien que la conduction ne soit pas reliée à
un processus de conduction par bandes, ce type de polymères est très intéressant
pour l’élaboration «un polymère intrinsèquement métallique car il possède une
petite bande d’énergie interdite, environ 1.5 — 2.0 eV, qui dépend fortement de la
structure du polymère. De plus. la délocalisation des électrons n sur les cycles de
carbone peut permettre un transport par bande des électrons si Fou étend cette
délocalisation sur tout le polymère. Il faudra par contre vaincre la déformation de
Peierls par une des stratégies présentées précédemment.
La beauté de ces polymères se comprend aussi grâce à notre objectif. Le but
de notre recherche est de comprendre le lien entre la structure chimique des po
lymères et leurs propriétés électroniques. Les polynières conjugués permettent une
étude détaillée des effets qu’apportent des variations chimiques et structurales. Par
variation chimique, je veux évoquer toutes les transformations qui consistent à rem
placer un élément par un autre dans la structure de ces polymères. Ce sont donc
des effets provenant de la nature des espèces présentes; des effets comme la distri
bution de la charge dans le polymère qui dépend de l’électronégativité des espèces.
le nombre d’électrons libres contribué aux orbitales n, etc. De plus, plusieurs études
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FIG. 4.1 La structure du polythiophène (PT) et du polythiophène ponté (LPT).
montrent que les variations structurales sollt importantes sur la nature des proprié
tés électroniques dans ces polymères. L’alternance des longueurs de liens dans ces
polymères, qui correspond à une déformation de Peierls. détermine presque complè
tement la largeur de la bande interdite. On peut donc imaginer des configurations
visant à diminuer cette variation des longueurs de liens pour diminuer la bande
interdite. [55, 56]
Dans notre groupe. c’est $imon Pesant et Sébastien Langevin clui se sont penchés
sur ce type de polymère. Leurs études ont été réalisées de concert avec les efforts
expérimentaux du groupe de Mario Leclerc. professeur à l’université Laval. Ils ont
calculé les propriétés électroniques et optiques de plusieurs polymères qui étaient
des variations apportées sur la base du polythiophène. Le polythiophène (PT) est
un polymère conjugué qui incorpore un atome de soufre dans le cycle de carbone,
voir la figure 4.1. Une conduction similaire à celle du polyacétylène a déjà été
trouvé dails ce polymère. En 2003. Oyaizu et al.57 ont rapporté la synthèse d’un
nouveau type de PT qui possédait un atome de carbone supplémentaire permettant
de lier les cycles ensemble. Ce nouveau type de polymères fut nonimé “ladder
polythiophene” (LPT) dollt la traduction française est le polythiophène ponté. Les
auteurs rapportent des résultats théoriques et expérimentaux qui suggèrent que la
largeur de la bande d’éllergie interdite de ce polymère est inférieure de 0.53 eV par
rapport à celle du PT. Ils expliquent cette diminution par la plus grande uniformité
des longueurs de liens dans le LPT.
La diminution de la bande d’énergie interdite dans la version pontée de ce poly
mère était un pas dans la direction de l’élaboration dull polymère intrinsèquement
métallique. Simou et Sébastien ont alors considéré plusieurs versions de ce poly
PT LPT
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mère ponté. en faisant varier le soufre pour d’autres éléments. Us ont découvert
un polymère intrinsèquement métallique. formé de bore et d’azote, qui semble être
un candidat très prometteur pour résister à la déformation de Peierls : son ca
ractère métallique ne provient pas d’un croisement de bande, mais plutôt par un
chevauchement de la région de Fermi. Par contre, un élément de leur calcul a attiré
l’attention du groupe. Le polythiophène ponté possédait selon les calculs LDA une
bande d’énergie interdite plus grande que celle du PT. Le résultat contraire à celui
présenté dans la littérature. II fallait donc étudier de plus près ces polymères pour
comprendre les variations de leur bande d’énergie interdite.
Ma contribution à ce projet fut de recalcifier les propriétés du PT et du LPT
en utilisant une fonctionnelle incorporant de l’échange exact. Cette fonctionnelle.
se nommant la B3LYP. permet de mieux traiter la déformation de Peierls dans ces
systèmes. Les calculs avec cette fonctionnelle montraient que la bande d’énergie
interdite du LPT était effectivement plus grande que celle du fl. même si la
différence entre ses longueurs de liens était plus petite. Cette confirmation vient
appuyer les calculs de Simon et infirmer la théorie habituelle qui relie la différence
de longueur de lien à la largeur de la bande interdite. II fallait donc réexaminer
cette théorie dans le cas des polymères pontés. ce que nous finies Simon et moi.
En vérifiant la littérature, on a découvert que la diminution de la bande d’éner
gie interdite, lorsque l’on passe d’un polymère à sa version pontée. est un plié
nomène souvent rencontré. C’est le cas pour le polyfluorène. le polycarbazole et
le poly(p-phenylène)J5559I Ces polymères ne sont pas planaires. ils possèdent un
angle dihédral d’environ 27° entre chaque cycle. Cet angle provient de la répulsion
électrostatique entre les atomes d’hydrogène compris dans sa structure. Le phéno
mène à la base de la diminution de la bande interdite dans ces polymères peut être
compris facilement. La modification de la structure apporte un nouveau lien entre
les cycles. en supprimant un atome d’hydrogène par cycle, qui force le polymère
dans une configuration planaire. Dans la forme plsnaire. les orbitales w peuvent in
teragir entre elles, ce qui mène à une augmentation de la dispersion de ces bandes.
La bande d’énergie interdite est donc réduite. Ce phénomène ne peut pas agir dans
notre cas, car la structure de PT est déjà planaire. II ne faut donc pas faire de
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parallèle entre le comportement de LPT avec les autres polymères pontés.
Notre étude a montré que c’est le changement de symétrie entre les deux types
de polythiophène qui est responsable de l’accroissement de la bande d’énergie libre.
En observant le PT, on s’aperçoit que les atomes de carbone forment une structure
ressemblant à des segments de polyacétylène-trans connecté par une section res
semblant à polyacétylène-cis. Sa bande interdite devrait donc se située entre celles
associées à ces deux polymères. De leur côté, les atomes de carbone de LPT pos
sèdent exactement la forme du polyacétylène-trans. La forme cis du polyacétylène
possède une bande d’énergie plus large que la version trans. Cette constatation est
révélatrice, car elle permet de comprendre la variation de la bande d’énergie inter
dite dans le polythiophène. Sa structure change pour se rapprocher de la version
cis et ainsi tend à augmenter la bande d’énergie interdite.
4.1.1 Le modèle des liaisons fortes appliqué au polyacétylène et aux
polymères pontés
Pour bien encadrer l’article présenté à la fin de ce chapitre, il faut présenter
l’aiialyse du polyacétylène-t’rans à partir du modèle des liaisons fortes. Ce modèle
permet de bien comprendre le lien unissant l’amplitude de l’alternance des lon
gueurs de lien à la largeur de la bande d’énergie interdite. Il possède aussi l’avan
tage d’être suffisamment simple pour être traité analytiquement. ce qui contribue
grandement à la compréhension. Je ne vais pas expliquer ce modèle et je réfère
donc les lecteurs voulant approfondir leur compréhension sur ce sujet à l’excellent
livre de Ashcroft et Mermin [601 au chapitre 10. Je vais simplement me contenter
de mentionner que ce modèle repose sur une description atomique des orbitales
présentes dans les cristaux.
k(r) eR bp(r — R) (4.1)
Dans l’équation précédente. les w sont des fonctions atomiques localisées sur les
atomes dans la cellule R et les b sont les coefficients associés à ces orbitales.
Chacune de ces fonctions d’onde atomique satisfait à l’équation de Schrôdinger
pertinente à l’atome associée à l’énergie E. Dans le modèle des liaisons fortes,
on suppose que le chevauchement entre les orbitales atomiques est suffisant pour
mener à de nouvelles dispersions de ces orbitales, mais pas elle n’est pas suffisante
pour faire dévier significativement d’une description atomique. On peut donc écrire
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l’hamiltonien d’un tel cristal comme étant la somme de l’hamiltonien atomique
centré en chaque atonie et mie correction permettant de retrouver le potentiel
cristallin provenant de l’assemblage des atomes.
H = Hat + U(r) (4.2)
Ou peut alors calculer Féllergie des bandes électroniques c(k) en appliquaut la forme
des fonctions d’onde sur iotre hamiltonien. On trouve alors l’équation maîtresse
au ceiltre du modèle des liaisoils fortes
(6(k)
— Em)brn = — (6(k) — Em) (f î(r)’(r — R)ezkRdr)bn
+ (/(T)Au(T)’’n(r)d7’)b (4.3)
+ (f(r)U(r)(r — R)etkRdr)bn
Notre approximation stipule que les orbitales atomiques soient faiblement modifiées
signifie que tous ces termes sollt petits. car dails ce cas l’énergie de la baude eu tout
point.s dans la zone de Brillouin doit être près de l’énergie atomique de cette orbitale,
6(k) E. Ceci permet de simplifier considérablement le modèle. car seulement les
orbitales qui seront dégénérées ou très près en énergie des bandes que l’on considère
devront être prises e compte. La forme matricielle de ce modèle devient alors
extrêmement simple si les orbitales sont suffisamment localisées pour ne tenir en
compte que les premiers voisins. Heureusement. c’est le cas du polyacétylèlle-trans.
Dans la cellule unitaire du polyacétylèlle-trans il y a deux centres formés d’un
complex C — H. On s’intéresse à la HOMO et à la LUMO qui sont des orbitales
formées par les électrons n qui correspondent aux orbitales Pz des atonies de car
bone. 011 a donc deux orbitales qui nous intéressent, une orbitale Pz par atonie
de carbone dans iotre cellule unitaire. On aura dollc deux équations couplées à
résoudre simultanément. On va associer à ces orbitales les coefficients b et b2. De
même, l’énergie atomique associée à ces orbitales est la même, car après tout, c’est
la même orbitale Pz du carbone mais sur deux atomes. On a donc E1 = E2 E. Il
reste maintenant à évaluer les intégrales de recouvrement de l’équation 4.3. En réa-
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FIG. 4.2 La structure du polyacétylène_trans sans déformation de Peierls. Il faut noter que
tous les liens sont semblables et donc que tous les atomes de carbone sont équivalents.
lité, ces intégrales sout trop compliquées pour les évaluer directement. on va plutôt
leur associer des paramètres clui permettront de retrouver l’allure des bandes grâce
à la symétrie du système.
En premier lieu, considérons la chaîne parfaite de polyacétylène-trans. c’est-
à-dire la chaîne sans déformation de Peierls. Tous les liens sont donc équivalents
et la symétrie translationnelle est complètement préservée, voir la figure 4.2. En
inspectant la cellule unitaire on remarciue que
=
e ‘)zUe1 (T)dr
= J é (r)Ue2 (r)dr (1.1)
car ce sont les mêmes orbitales atomiques situées sur des atomes équivalents selon
la symétrie. Ainsi, le potentiel cristallin ressenti par les deux orbitales est le même.
De même, le recouvrement entre les deux orbitales de notre cellille sera le même
k f(r)Uw2(r)dr = f w(r)uw1(r)dr (4.5)
De plus, comme on ne considère que les plus proches voisins, c’est-à-dire les deux
voisins de chaque atome dans notre cellule, on n’aura que deux intégrales incluant le
potentiel cristallin hors de notre cellule. Par le même argument. orbitales et atomes
équivalents par symétrie, il en résulte
(R) = f(r — R)Ue2(r)dr = f4(i. + R)Uci(r)dr = (1.6)
(R)
= J w (r — R) (r)dr = J (r + R) (r)dr (4.7)
Avec ces relations, on peut trouver la structure de la HOMO et de la LUMO.
en insérallt les paramètres dans notre équation. Comme on a deux orbitales, on
trouve deux écluations cmi se simplifient avec un peu d’algèbre à
e(k) = E + + nb2(1 + e) (1.8)b1 + ae’b9
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E(k) = E + 2 + b(1 ± e’)
b2 + ae ka
La prochaine étape est de négliger le paramètre dans le dénominateur de nos
équations. En observant bien la forme de cette intégrale, on remarque que ce terme
sera petit face au coefficient b. On trouve alors les équations simplifiées
e(k)b1 = (E + d)bi + K(1 + ika)b (4.10)
E(k)b9 = (E + d)b2 + t(1 + e0)by (4.11)
La situation devient claire lorsqu’on écrit ces équations sous forme matricielle.
On s’aperçoit alors que nos équations couplées correspondent à une équation à
valeur propre. On peut alors la résoudre en utilisant la méthode standard
tb1\ t E + B i(1 + e°)(k) )=Ib2 k(1+e_t) E+3 j b
On trouve les valeurs propres
E(k) = (E + d) + ,ç’/2 + 2 cos(ka) (4.12)
ce qui correspond à la formie des bandes à caractère n de notre système. Cette
forme est tracée à la figure 4.3 avec des paramètres unitaires. Il est intéressant à
remarquer que la HOMO et la LUMO font partie de ces bandes, ce qui signifie
que le polyacétylène-trans serait métallique si tous les liens étaient équivalents. Les
deux bandes se croisent en k = ce qui signifie qu’une déformation de Peierls avec
r = 2 peut ouvrir une bande d’énergie interdite dans ce polymère. En effet, la forme
privilégiée par le poïyacétylène est la structure avec l’alternance de liens doubles et
simples. Cette alternance est causée par un petit déplacement d’un atome sur deux,
ce qui correspond bien à une déformation de Peierls avec r = 2. La conséquence de
cette déformation peut être comprise grâce à notre modèle des liaisons fortes. Si on
inspecte les intégrales de recouvrement, en se référant à la figure 2.1, on s’aperçoit
que l’oi; a maintenant
7(R)
= f i4(r — R)U’2(r)d7 = J (r + R)U’i(r)dr (4.13)
puisque les liens ne sont plus les mêmes hors de la cellule. Ceci vient modifier les
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Fia. 4.3 La structure de bandes du polyacétylène-trans sans déformation de Peierls. La bande
en bleu est la HOMO et la bande en rouge est la LUMO. Le polyacétylène-trans avec tous ses
liens équivalents est donc métallique. Il faut noter que les énergies sont arbitraires puisqu’on ne
connaît pas la valeur des intégrales de recouvrement. Dans ce cas. tous les paramètres ont eté
fixés à l’unité.
équations. on trouve le système
(b1 f E + 3 ( + ‘e) (b1
—
i i tb2! ( + e) E + 3 J \b2
Les bandes dans ce cas correspondent aux valeurs propres
E(k) = (E + 3) + 2 + k2 + 2kcos(ko) (4.14)
Dans ce cas. on voit sur la figure 4.4 qu’il y a une bande d’énergie interdite de
largeur 272 + k2 — 27k qui fut ouverte à la frontière de zone. À partir de la
forme des intégrales de recouvrement de -y et k on remarque que pius la différence
entre les longueurs de liens dans la structure déformée du polyacétylène-trans sera
grande. plus 7 croîtra alors que K ne sera pas affecté. La différence entre les deux
paramètres va donc croître en même temps que la différence entre les longueurs
de liens. C’est la différence entre ces deux paramètres qui est la cause de la bande
dénergie interdite dans le modèle des liaisons fortes. Ceci nous permet de conclure
que la largeur de la bande interdite est proportionnelle à la différence des longueurs
de lien dans le polyacétylène- trans.
F K
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FIG. 4.4 La structure de bandes du polyacétylène-trans avec une déformation de Peierls. La
bande en bleu est la HOMO et la bande en rouge est la LUMO. Il faut noter que les énergies sont
arbitraires puisqu’on ne connaît pas la valeur des intégrales de recouvrement. Dans ce cas. tous
les paramètres ont été fixés à Funité. sauf qui a une valeur de 0.9.
C’est un argument semblable qiiutilise Ovaizu et ai.1 pour expliquer la va
riation de la largeur de bande interdite entre les deux formes de polythiophène.
Leur raisonnement semble fonctionner puisque LPT possède effectivement une dif
férence de lien plus faible que PT. Cette argumentation est valide seulement si la
structure du polymère ne change pas. ou miuimalement si la nouvelle structure du
polymère permet de retrouver une relation de proportionnalité entre la différence
de lien et la bande interdite. Comme on le verra, ceci n’est pas le cas pour le polv
thiophène. Comme on l’a mentionné plus haut. la structure de LPT correspond à
celle du polythiophène- cis. Il faut donc inspecter ce polymère grâce à notre modèle
des liaisons fortes.
La structure du polvacétvlène- cis sans déformation de Peierls est illustrée dans
la figure 4.5. Dans ce cas. tous les liens sont encore une fois équivalents et on ne
doit considérer que les plus proches voisins dans notre modèle. La configuration
de la chaîne n’est donc pas très importailte, car ce qui importe, c’est les intégrales
de recouvrement avec les deux voisins immédiats de la cellule unitaire. On peut
donc choisir celle-ci pour qu’elle ressemble à celle du polyacétylène-trans sans ciue
cela ne viennent modifier notre modèle avec plus proches voisins. En observant
attentivement la figure 4.5. on remarque que celle-ci doit posséder un paramètre
K
13$
f1G. 4.5 La structure du polyacétylène-cis sans déformation de Peierls. Il faut remarquer que
dans Fapproximatiou que seulement les deux premiers voisins ont du recouvrement, la structure
n’est pas importante. On peut alors choisir la cellule unitaire dessinée.
7 qui n’est pas équivalent au paramètre . La différence entre les deux est subtile
et correspond à lorientation de Fatome d’hydrogène. Dans le cas de l’intégrale
de recouvrement dans la cellule. i. les deux atonies dhydrogènes sont de part et
dautre du lien, alors que dans l’autre cas, ils sont du même côté du lien. Ainsi.
les orbitales sont un peu différentes et leurs recouvrements ne sont pas égaux. La
forme non déformée du polymère de polyacétylène-cis possède donc déjà une bande
d’énergie interdite alors quil n’y a pas de différence de longueur de lien dans sa
strtict Lire.
Dans ce cas. le système est initialement semi-conducteur. La largeur de sa bande
interdite est déjà supérieure à celle du polyacétylène-trans déformé. De même, la
discussion en ternie de la déformation Peierls pour l’alternance de ses liens perd
alors tout son sens. La différence entre ces longueurs de liens ne sera causée que
par la règle de l’octet. Les atomes de carbone voulant partager quatre électrons
devront créer des liens doubles. Pas besoin d’évoquer les propriétés des liaisons
métalliques. Par contre, cette différence de longueur de lien aura des conséquences
sur la largeur de la bande interdite du polyacétylène-cis, mais ceux-ci ne seront
pas nécessairement proportionnels. En effet, on peut imaginer une différence de
longueur de lien qui égalisera les deux paramètres et réduira la bande interdite.
Il faut alors conclure que la réduction de la différence de longueur entre les
deux polymères n’implique pas que la bande interdite du LPT soit inférieure de
celle du PT. Au contraire, si ces polymères se comportent comme le polyacétylène.
elle implique une augmentation de la largeur de la bande interdite. Ceci serait en
accord avec nos résultats. Simon et moi avons donc réalisé des calculs DfT utilisant
encore une fois plusieurs fonctionnelles pour calculer la structure du polyacétylène
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Fie. 4.6 — La structure du polypyrrole (PPv) et du polvpyrrole ponté (LPPv).
czs et la structure exacte des atomes de carbone dans le polythiophène. La largeur
de la bande interdite était en effet plus grande dans le cas du polyacétylène-czs. Ceci
apporte une précision importante dans la discussion des bandes interdites dans les
polymères conjugués, la symétrie de la structure des atomes de carbone dans ces
polymères doit être inspectée avec rigueur.
4.2 L’étude du polypyrrole et du polypyrrole ponté
Un dernier poillt important dans cet article a été le test du rôle de la symétrie
pour le polymère de polypyrrole (PPy) et sa version pontée (LPPy). Ces deux
polymères ressemblent beaucoup à leur analogue dans la famille des polythiophènes.
sauf que l’on remplace les atomes de soufre par des complexes N-H. voir la. figure
4.6. La structure des atomes de carbone dans ces polymères est prescue identique.
il y a. seulement cuelques petits changements mineurs dans la longueur des liens.
Ainsi, selon l’argument de la symétrie, présenté précédemment. on s’attelldait à
ce que la bande d’énergie du LPPy soit supérieure à celui du PPy. Mais ce n’est
pas le cas. Tous nos calculs montrent. que la bande interdite est inférieure dans
la version pontée. Simon et moi avons donc étudié plus en détail la structure de
nos polymères pour trouver la. divergence entre les deux. En calculant. les charges
de Bader[6h], une charge trouvée grâce à une intégration radiale jusqu’au point
d’inflexion de la densité. la situation est devenue plus claire.
La discussion précédente supposait que cha.ciue atome de carbone possédait des
orbitales pz équivalentes. Ce n’est pas complètement le cas. car l’électronégativité
des atomes de soufre dans le cas du polythiophène ou des complexes de N-H dans
le cas du polypyrrole chargeait différemment les atonies de carbones. Ainsi, les or-
PPy LPPy
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bitales présentes n’étaient pas toutes équivalentes. Cette nouvelle différence entre
les atomes de carbone coutribile à augmenter la largeur de la bande d’énergie in
terdite dans ces polymères. On peut le voir comme un processus menant à deux
types de paramètres de recouvremeut. Ceci s’apparente à ce qui est observé dans
les cristaux ioniques qui possèdent de grandes bandes interdites. Par contre. dans
le cas des versions pontées de ces polymères, la symétrie assure l’uniformité des
charges sur les atomes de carbones qui sont tous équivalents. Les charges n’oiit
donc aucun impact sur la bande d’énergie interdite des polymères pontés. Cette
différence supplémentaire entre les deux types de polymères doit être incorporée
à notre discussion. Cette différence de charge est suffisante pour contrebalancer le
changement de symétrie et assurer que la bande d’énergie interdite du LPPy soit
inférieure à celle du PPv.
La conclusion de notre étude est que la variation de la largeur des bandes
d’énergie interdite dans ce type de polymère nécessite une analyse plus poussée
que simplement vérifier la différence entre les longueurs de liens dans la structure
des atonies de carbone dans le polymère. Il faut tenir en compte plusieurs facteurs
dont la planarité du polymère. sa symétrie et la distribution de la charge sur les
atomes de carbone. On trouve une bande d’énergie plus grande pour LPT que pour
le PI. ce qui est en opposition avec les résultats précédents57Ï. niais eu accord avec
notre aualyse.
CHAPITRE 5
ARTICLE: AB INITIO STUDY 0F LADDER-TYPE POLYMERS
Cet article est en cours de préparation et est destiné à être soumis dans la revue
MacrornotecnÏes. Ma contribution à cet article fut de réaliser les calculs grâce au
programme GAUSSIAN 03 qui permettait d’inclure de Féchange exact dans la des
cription des propriétés électroniques de ces polymères. J’ai donc réalisé la moitié des
calculs mentionnés dans celui-ci. De même, l’interprétation des résultats en termes
dun changement de symétrie et de la distribution de charge dans le polymè®re.
ce qui est l’apport important de cet article fut élaboré conjointement par Simon et
moi. Cet article a été écrit en partie par moi et incorpore des corrections faites par
mes directeurs de recherche (et co-auteurs) Michel Côté et Matthias Eruzerhof.
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Ab initio study of ladder-type polymers
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An ab initio study of four polymers. polythiophene. polypyrrole, ladder-type
polythiophene, auJ ladder-type polypyrrole is presented. Upon an analysis of the
variation of the baud gap when comparing the non-ladder and the ladder-type
polymers. a dïscrepancy is found between the thiophene auJ the pyrrole polyrner
families. For polythiophene. the ladder-type polymer has a larger baud gap than
the non-ladder polymer whereas the opposite is found for the pyrrole polymers.
The structural properties auJ the charge deusities of these four polyrners are in
vestigated. The different band gap variations in thiophene auJ pyrrole polymers is
explained in terms of the competition betweeu the bond leugth alteniation auJ the
effect of the charge Jensity distribution in the carbon backbone.
5.1 Introduction
Coujugated polymers are of cousiderable interest because of their intriguing elec
tronic properties and their potential technological applications. They have many aJ
vantages compared to inorganic sernicouductors such as easy processing auJ tunable
optical gaps. Their electrouic properties are mainly Jetermiued by the Jelocalized
u-electrons along their carbon backbone. Polyanniline[62[ [63J, polypyrrole64[ auJ p0-
lythiophene are examples of polyniers with interesting applications. In particular,
polythiopheue auJ its Jerivatives are used in several applications such as Jisplays
[65] surface light emitting Jiodes(SLED) [66] auJ light emitting Jiodes(LED)[67i.
Que partïcular class of polymers of interest are the ladder-type polymers. These
have more than one bond linking the ueighboring moiiomers together, thus elimina
ting the possible Jihedral Jegree of freedom. These polymers are known generaily to
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exhibit smali baud gaps. due in part to their planar configurations which maximize
the alignment of the n orbitais [6$]• Moreover. these ladder-tvpe polymers have the
potential to exhibit verv high intrachain mobilitv[69[.
Oyaizu and al. [70] reported the flrst synthesis of the ladder-type polythio
phene(LPT) and published details about its electronic structure that they have
characterized both theoretically a.nd experimeut ally. Usiug a parameterized Ha.rtree
Fock model (PM5) [71] they found a band gap reduction in LPT as compared to
polythiophene(PT) the also obtained indirect experimental evidence of this gap
reduction. They reiated this behavior to a reduction of the bond length alternation
observeci in their calculations when the backbone of the LPT is compared to PT.
Ibis argument is similar to the one used in polyacetvlene which explains the hand
gap and the dimerization of the structure.
The pyrrole molecule is closely related to the thiophene niolecule. the sulfur
atom in the latter is replace by a. nitrogen-hydrogene pair to obtain the former.
$ince ladder-type polvthiophene can now be synthesized. it is conceivable that
ladder-type polvpvrrole might also be made. Prrole polymers are isovalent to
the thiophene polymers and should therefore show similar electronic properties.
For these reasons. the studv of tins ladder-tvpe polvmer and its non-Iadder form
will be trea.ted in this paper for comparison with the results for the thiophene
family. Ladder-type pyrrole would have the additional advantage that it could be
functionalized, repla.cing the hydrogen on the nitrogen by some longer chain in the
hope to make it more soluable which is a problem for ladder-type polythiophene.
This article present a pseudopotential density-functionai theory study of the
electronic properties of four polvmers. the polythiophene(PT). ladder polvthio
phene(LPT). polvpvrrole(PPy). ia.dder polvpvrrole (LPPy). The resnlt.s indicate
a decrease of the baud gap for the ladder-tvpe version of polvpyrrole. however.
the ladder-type polvthiophene exhibits a larger hand gap compared to PT. The
difference between these two systems is examined in detail in this article.
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5.2 Computational Methods
The resuits reported in this section are computed within the framework of
Kohn-Sham densitv-ftmctional theory (DFT) [9] [10] as irnplemented in two codes
differing in the basis set used to represent the electronic degrees of freedom. The
first is the Abinit package]35] which describes the electronic states with a plane-wave
basis set in a pseudopotential formulation for periodic structures. The exchange
correlation energy was calculated both in the local density approximation(LDA)
using the Teter-Pade parametrization which reproduces the Ceperley-Alder data4
and in the Perdew-Burke_Ernzerhof(PBE) generalized-gradient approximation4l.
The pseudopotentials were generated with the Trouiller-Martins scheme3 and their
portability was ftillv tested. Numerical convergence of the total energy within 1
mHa/atom was reached for a plane-wave kinetic energy cutoif of 35 Ha and a
sampling of the Brillotun zone of 8 k-points on a shifted grid.
The Abinit package is a solid-state oriented code, which irnplicitly generates
Born-von Karman periodic boundary conditions in all directions. This implies that
the electronic structure of a single polymer is not directly computed, but rather
the electronic structure of a uniform array of polymers is simulated. The unwanted
interaction between neighboring polymers can easily be minimized by increasing
the space between polymers, but it also augments the computational cost. This
approach has the advantage that the electronic degrees of freedorn are represented
by an orthogonal basis set which covers ail space equivalentiy and that can be check
for completeness simply by increasing the number of plane-waves. i.e., the kinetic
energy cutoif mentioned above.
Furthermore, to compare the validity of the functionals used and of the results
for isolated poiymers, the Gaussian03 code34 was employed. This code is oriented
towards molecules and represents the wave functions with a gaussian basis set. The
basis used was 6-31G341. A convergence study was done on the basis set and it
revealed that the 6-31G basis was well suited for this work. Disparities between
the structural properties of polymers with the larger basis lanl2dz and those of
6-31G were on the order of O.005A. Within Gaussian03. periodicity can be imposed
only in one direction. In the present case, only one translation vector is specified to
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obtain truly one isolated polymer. The exchange and correlation functionals used
were again the LDA and the PBE to compare the resuits for a single polynier.
Ail the polyrner goemetries have been fully optirnized. The resulting coplaiar
geometry obtained for ail polymers was further tested by iuitially starting with a
deformed geometry but it was found that the system returns to a plana.r setting.
This is consistent with the expectation of an uncharged ir-conjugated system a;id
with the resuits obtained for the oligomer versions of these polymers[721.
Ail the geornetry parameters are reported in Table 5.2. As it can be seen from
this table. the bond lengths obtained with the two different functionals are verv
similar which implies an almost identical bond length alternation. To investigate
the validitv of the variation in the bond lengths computed with LDA and PBE,
calculations with the B3LYP functional731. which includes exact exchange. were
also performed. This functional is irnplemented in the Gaussian03 code but not in
the Abinit package. Finally, the Gaussian03 code used an eciuivalent of 96 k-points
to integrate over the Brillouin zone.
As can be seen in Table 5.3. the baud gaps obtained with Abinit and Gaussian
for the PPy and LPPy are similar, but for the PT and LPT a small diffèrence is
noted. This variation can be explained, in part, by the different pseudopotentials
used in the two simulations. Nevertheless. the baud gap variations reported in
Table 5.4 for these polymers are comparable and differ only by 0.1 eV between the
Abinit and the Gaussian03 results.
5.3 Results and Discussion
5.3.1 Thiophene based polymers
polynier \ site X
PT +0.28 +0.02 -0.14
LPT + 0.28 -0.14 -0.14
PPy -0.64 +0.00 +0.30
LPPy -0.60 +0.28 +0.28
TAB. 5.1 Bader charges on each atom of the four polymers. The C and C refers
to the central atom defining these angles and the atom X is sulfur or nitrogen
depending on the atomic configuration.
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H3C H3
Fia. 5.1 Atomic structures of the polymers and oligomers. The flrst structure
on the left represeuts the non-ladder polymers and the one on the right is for the
ladder-type polymers. for the PT and LPT the atom X is sulfur aiid for the PPy
and LPPy the X atom is nitrogen. Dec refers to the C10H21 group.
The first synthesis of LPT was reported by Oyaizu and al. [7°1 They explored
the electronic stnicture of this polynier with experiments and bv performing calcu
lations lising the p5[îl] level of theory. which uses empirical data to pararneterize
the two center integrals within the Hartree-fock theorv. This methoci explicitlv
includes exchange effects as well as correlation effects through the empirical fitting
procediire of the pal ameters to experimental resuits. Within this method, the ato
mic structllre of the PT is characterized bv a clear bond length alternation in the
carbon backbone. The bond opposite to the sulfur atom within the thiophene mo
nomer is practicallv of the same length as the intermonomer bolld (heing only 0.011
A shorter). wliereas the other C-C bonds within the thiophene is 0.073 À shorter.
The bond alternation obtained is therefore about àr 0.06 A for PT. However.
with the LPT atomic structure. there are onlv two inequivalent C-C bonds and
they are foind to be roughly of the same iength resulting in a bond alternation of
jrist 6r = 0.005 À for this polyrner. Ail carbon atoms are eqiivalent in the LPT,
whereas there are two inequivalent carbon atonis in the PT.
Oyaizu and al. then discriss the electronic structure obtained for the optimized
structure. The baud gap for both polyiners corresponds to a direct transition at
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k=0. The caÏculated hand gap for PT is found to be 6.45 eV whule for LPT it is
found to be 5.92 eV. They argue that the caldulated hand gap for the PT should
only differ by constant shift of the unoccupied electronic levels from the experi
mental values of 2.1 eV. Applying the same shift leads t.o a hand gap of 1.5 - 1.6
eV for LPT. The reduction of the hand gap between the two polymers is then
explained using the reduced bond alternation by a tight-binding-like argument as
it is doue in the polyacetylene case741. This resuit is compared with experiment
via UV absorbtion measurements. photoluminescence measurement.s and electro
chemical properties (redox reactions) of thin films. The main difficulty of these
procedures is that LPT is insoluble. forming an opaque film, and cannot be easily
functionalized. This means that direct measurement of the UV absorption aiid the
photoluminescence of LPT in solution is not possible. Results for the oligomers
and the closest soluble precursor of both polymers are presented and suggest a
baud gap reduction. They also report results on both non-ladder oligoniers and
ladder oligomers. Fig. 5.1 shows the non-ladder trimer oligothiophene(DS—T3) and
its ladder version(Me2FT3). The UV absorption spectra and the photolumines
cence intensity maximums are both found to he red-shifted for the ladder version
of the oligomer.
The results obtained in the present study are in disagreement with the work
reviewed above. The hand gap of LPT is found to be 0.18 to 0.33 eV larger than PT
depending on the functional used, as shown in Tables 5.3 and 5.4. The LDA hand
structure of these two polyrners are depicted hi Fig. 5.2. The hand gap obtained with
B3LYP is more consistent with the experimental value of 2.1 eV for PT751.After
optimization of the structures with the B3LYP (LDA) functional, the bond length
alternation is found to be àr 0.04(0.03) A for PT and r = 0.016(0.003) A
for LPT as seen in Table 5.2. The B3LYP results show that the bond alternation
is increased compared to LDA and PBE functionals. Similar observations have
already been made in the case of trans-polyacetvlene. thiophene based oligomers[72]
and polyyne oligomers[761. In fact. the B3LYP functionnal, which contains exact
exchange. is known to reproduce closely the experimental bond alternation77.
The primary concern here is the variation of the hand gap between a polymer
1 t0
polyrner LDA PBE LDA PBE B3LYP
PT 1.38 1.05 0.892 0.865 1.852
LPT 1.58 1.51 1.148 1.091 2.031
PPy 1.76 1.80 1.760 1.722 2.826
LPPy 1.61 1.55 1.680 1.644 2.595
TAB. 5.3 Caiculated hand gaps for different functionals of the selected polyrners
given in eV.
and ifs ladder-type equivalent. The net resuit of the increased bond alternation
in B3LYP is ai almost uniform ilicrease in the hand gaps of ail the polymers.
Therefore. the difference between B3LYP and LDA or PBE functionals will not be
an issue since both give the same trend. as illustrated in Table 5.4.
As seen for the benchmark polymers like polyfluorene and polycarbazole the
expected behavior is a decrease of the baud gap in the ladder-type form of a
polynier’8Ï. The hand gap reduction in these polymers eau be readily understood
by the structural changes incurred during the ladder transformation. The non
ladder polymers are not coplanar : they have a non-zero vaine for the dihedral
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FIG. .5.2 LDA hand structure of PT and LPT
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Abinit Gaussian
polymer LDA PBE LDA PBE B3LYP
LPT - PT 0.335 0.309 0.256 0.226 0.179
LPPy - PPy -0.182 -0.24 -0.080 -0.078 -0.231
TAB. 5.4 Variations of the baud gaps of Table 5.3 given in eV.
angles between monomers, varying between 26 and 27 degrees. which is a result
of the electrostatic repulsion between the hydrogen atoms or other side groups.
This causes a misalignment of the atomic p orbitals that decreases the dispersion
of their bands, resulting in an increase of the band gap. On the other hand. the
planarity is enforced by the additional bonds in the ladder-type polymers. The n
orbital interaction between monomers is maxiniized. which favors a delocalization
of the Bloch states and causes an increase in the dispersion of these levels, hence.
a reduction of the band gap.
Generally. the ladder-type polymers exhibit smaller band gaps then their non
ladder counterparts because they are planar [68]• However. this is not the case for
polythiophene. since the original polymer is already coplanar. The variation of the
baud gap must therefore be linked to more subtle changes of the geometry.
As noted by Chung and al.71, the absorption properties of PT closely resemble
that of tra’ns-polyacetylene. The backbone consists of trans segments linked through
a cis-like unit which suggests that its electronic properties will lie between the
two structures. A simple nearest-neighbor coupling tight-binding model of the n
electrons of trans-polyacetylene shows that the bond alternation will be critical
in the determination of the baud gap. All the carbons atonis in this structure are
equivalent. Hence, if the bond lengths are equal, the matrix elements corresponding
to tight-binding hopping parameters are equal. This leads to a closure of the band
gap at the Brillouin zone edge. As mentioned before, in the case of PT the carbon
atoms in the backbone are not ah equivalent. which suggests that even if the bond
alternation is suppressed. the band gap should decrease but might not completely
vanish.
The key assumption in the preceding argument was the decrease in the bond
alternation while preserving the trans-polyacetylene like conformation. However.
the backbone of ladder-type polymers has changed as compared to the non-ladder
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versiou aud 110W resemble more closeiy that of cis-poiyacetyiene. In the cis case.
the carbou atoms are again ail equivaleut, but the hoppiug matrix elemeuts are
uot. This is a subtie cousequeuce of the geometry. Au iuspectiou of the positiou of
the hydrogen atoms reveals a chauge in their orient atiou betweeu two consecutive
pairs of carbou atoms. Thus. eveu with equai bond ieugths there is rio symmetry
enforcing the values of the hoppiug terms to be equai aud the baud gap at the zone
edge does uot vauish.
Tire preseut resuits cari uow be understood with these argumeuts. Tire iadder
type poiymer does decrease tire bond alteruatiou in tire backboue. but in tire uew
conformation, this does not reduce the gap. A perfect exaurpie of this is the bu
zero baud gap Witlr 110 boud aiteruation fouud in LPT witir LDA and PBE. Tire
main reasou for this baud gap variatiou is due to the cirauges in tire conformation
betweeu tire uou-iadder aud tire iadder-type poiymers. In the uou-iadder-type. the
polymer is made of trans- aud cis-segureuts whereas tire iadder-type is entireiy
made of cis-segmeuts.
Care must be taken wheu comparisons are made witir experiureutai resuits.
because the values stated for tire poiymers wiii not uecessariiy correspoud to the
experirneutai ones for the oiigomers. Eveu the eiectrouic structure of the precursors
uray be dourinated by other effects reiated to tire side-chaius, as expiaiued iater in
tire case of PPy.
To address tire experimeutai resuits directiy. the HOMO-LUMO separation of
both oligorners siroWu in Fig. 5.1 usiug tire B3LYP fuuctiouai was caiculated. A
value of 3.21 eV is obtained for DS-T3 aud 3.53 eV for Me2FT3. For siurpiicity.
tire side-cirains in DS-T3 were repiaced by a $ — CI-I3 group. Even in tire case of
the oiigomers tire baud gap is fouud to iucrease in tire iadder-type coufornratiou
winch is coutrary to tire reported behavior observed in the opticai spectra. Tire
differeuces uray be tire cousequeuce of soiveut iuteractious or of excitou effects that
are irot fuiiy takeir into consideratiou iir tire preseirt caicuiatious. Aiso tire ioirg side
drain couid possibiy rnodify the diiredral augie betweeir urouomers, ieadiug to a
reduction of tire orbitai overiaps and tire baud gap for tire uou-ladder polyuners.
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FIG. 5.3 — LDA band structures of PPy and LPPy. The dashed une represents
the nearly free electron states(NfE).
5.3.2 Pyrrole based polymers
Interestingiy. the simple tight-bindillg model seems to fail for the polypyrrole
family. Ail the DfT calculations show that the hand gap of LPPy is iower than
that of PPy, a.s seen in Table 5.3 aid Fig. 5.3. For the LPPy. the dashed fine
in this figure is related to a nearly free electron state (NFE). This state is cha
racterized by electronic orbitais loca.ted outside the polymer; such states are aiso
seen in graphite[791. Approxirnate density functionals tend to artificiaily iower the
energies of the NFE states as cari be seen in the LPPys hand structure. For this
reason, in the Table 5.3, the band gap value of LPPy neglects the NFE band found
under the ionization energy. Nevertheless. the change in the backbone syrnmetry
should generate an increase in the hand gap even for the LPPy. This suggests that
another competing phenomenon must be taken into account to explain the hand
gap variation of ail ladder-type polymers.
In order to find the difference between the pyrrole and thiophene polymer fa-
X T X
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milies. the electronic structures for their fully relaxed backbones were computed.
These correspond to the cis-poiyacetyiene for LPT and LPPy while for PT auJ
PPy it is a mix between cis and trans-polyacetyiene. The impact 011 the hand gap
of adding sulfur or nitrogen atoms to these backbones can then be studied. Within
LDA. the gap for cis-polvacetylene is 0.5 eV, compared to the 1.58 eV auJ 1.61 eV
for LPT and LPPy respectively. This hand gap increase is similar for the two poly
mers, which demonstrates that the effect of the added atoms is important, but also
that it does not depend strongly on its nature. Only the geometry of the backbone
changes for LPT and LPPy compared to the cis-polyacetyiene a.nd we suggest
that it is the oniy contribution to play a foie 11 the hand gap determination. The
bond aiternations in these iadder-type polymers are simiiar and thus their hand
gaps have roughiy the sanie value.
for the non-iadder poiyniers, the backbone presents a LDA gap of 0.8 eV. in
contrast with 1.38 eV for PT and 1.76 eV for PPy. A difference between adding
nitrogen or suifur atoms is 110W observed. The -.M.4 eV increase of the hand gap
betweell PPy and PT cannot be accounted for bv the variation of the bond iength
aiternation as seen in Tabie. 5.2. Thus, the intrinsic properties of the added a.toms
must be considered in order to explain the difference in hand gaps.
To evaluate this effect, the charge densities were obtained using Bader charge
density anaiysis [61] as presented in Tabie. 5.1. A basis that inciudes pia.ne-wa.ves
up to a kinetic energy of 100 Ha was required to get the converged charge density
on a very fine grid in reai space.
In the poiymers, the iarger electronegativity of nitrogen as compared to suifur
causes a greater eiectron attraction in its local environment. This iniphes that its
nearest neighbor atoms shouid be positiveiy charged. On a smaiier scaie, the sa.me
phenomenon is found in PT. As rnentionned before. these poiyniers are composed
of two types of carbon atoms. In the case of PPy, the charge disparity between
the two types of carbon is 0.30e, in contra.st with PT where it is 0.16e. This resuits
in different hopping matrix-eienient parameters in a tight-binding modei. $111cc the
backbone behaves more like a trans-poiyacetyiene, there wiÏi be a ia.rger opening
of the gap for the PPy than for the PT. Hence, to fuiiy expiain the eiectronic
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properties of these polvmers it is necessarv to examine the charge distributions in
the polvmef s backbones.
In the case of ladder poivmers. sulfur or mtrogen atoms stiil attract electrons
in their surroundings. as seen in the Bader charge values reported n Table. 5.1.
But, in LPT and LPPy. ail carbon atoms are identical by symmetry, so that
their charges are also equal. Hence. charge alternation is not a variable in our
tight-hinding model and does not contribute to the hand gap value for ladder-type
polvmers.
5.4 Conclusion
To conclude. the present study fully explains the behavior of hand gaps for two
groups of polymers. It was shown that the hand gap of LPT is larger than that of
PT. for the pyrrole farnily. the results found were opposite. the hand gap of LPPy
being lower than for PPy. To account for these results, a competition hetween two
phenomena is presented. the impact of the change in the carbon backhone geometrv
and the effect of the variation of the charge distribution. Depending 011 which term
is douiinant. the competition can give risc to an increase or to a decrease of the
hand gap of the polviner under consideration.
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CHAPITRE 6
THÉORIE DE L’ IONISATION PAR EFFET TUNNEL DANS LES
MOLÉCULES COMPLEXES
Dans ce chapitre, on va s’éloigner de l’étude des propriétés électroniques des po
lymères pour se concentrer stir l’ionisation des moléctiles soumises à un champ élec
tromagnétique intense. Ce projet est issu dune collaboration avec Thomas Brabec,
professeur à l’Université d’Ottawa, dont le groupe de recherche s’intéresse particu
lièrement à l’ionisation par effet tunnel. Cette collaboration est née de la nécessité
de mettre en commun nos expertises, de notre côté le calcul des fonctions d’onde
électroniques et de l’autre la connaissance du couplage lumière-matière. pour éla
borer une théorie analytique simple permettant de calculer les taux d’ionisation
et les intensités de saturation de l’ionisation par effet tunnel dans les molécules
complexes. Par molécules complexes, on désigne toutes les molécules possédant
plusieurs atomes et qui dévient fortement de la symétrie sphérique. On verra plus
loin que cette théorie, dérivée par le groupe de M. Brabec, nécessite des paramètres
décrivant la forme de l’orbitale moléculaire agissant dans l’effet tunnel. Ainsi, c’est
dans notre groupe que ces paramètres ont été calculés.
L’ionisation par effet tunnel est un phénomène important pour comprendre
l’interaction entre la lumière et la matière. De même, cette compréhension est
fondamentale pour expliquer les expériences utilisant des lasers femtosecondes pour
sonder les propriétés électroniques de la matière sur un laps de ten;ps permettant
de mesurer les effets des mouvements atomiques. En effet, le temps caractéristique
des vibrations et des réorganisations chimiques des molécules est de l’ordre de la
picoseconde. Ainsi, ces expériences permettent de suivre à la trace les réactions
chiniiques et de cerner les produits de transition, qui n’existent que sur cet ordre
de temps. Avec ces lasers, on peut même contrôler la dissociation de certains liens
et la réactivité de certaines molécules. Or, la puissance requise pour ces études
est souvent suffisante pour que l’ionisation par effet tunnel devienne appréciable.
Ainsi, pour augmenter notre compréhension de ces phénomènes, il est important
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«élaborer une théorie de Fionisation dans ces molécules.
Il existait déjà dans la lit térature des modèles analytiques qui permettaient de
comprendre le processus de base de l’ionisation par effet tunneL Ces théories sont
basées sur l’annulation de la barrière de potentiel des atomes hydrogénoïdes par le
champ électriclue du faisceau laser. La plus populaire est la théorie de Arnmosov,
Delone et Krainov (ADK) [80] pour les atomes. Cette théorie élaborée pour l’atome
«hydrogène permettait «obtenir une expression analytique pour le taux dioni
sation, ce qui était utile pour les expérimentateurs. En effet. grêce à mie théorie
complètement analytique on peut mieux comprendre les processus à la base des ex
périences. En faisant l’approximation qtie seulement l’électron de valence le moins
lié interagit avec le champ électrique. on peut généraliser la théorie ADK aux autres
atomes. Bien sûr. c’est la validité de cette approximation qui gouvernera la qualité
des résultats. Dans la première section. on explorera cette théorie pour Fatome
«hydrogène. Ceci perrnettra aux lecteurs de se familiariser avec les étapes mathé
matiques et les concepts physiques nécessaires à une meilleure compréhension de
notre article.
La théorie ADI< fut généralisée aux molécules par Tong. Zhao et Lin ‘1 en
exprimant la fonction «onde des molécules comme une combinaison linéaire «har
monique sphérique. Ils ont aussi adressé les complications reliées à la réduction de la
symétrie qui engendre maintenant une dépendance sur l’orientation de la molécule
par rapport aux lasers. Par contre. leur formalisme demeure dans l’approximation
qu’un seul électron interagit avec le champ électrique. De même, il travaille dans
l’approximation de Born-Oppenheimer ce qui signifie quil néglige toute interac
tion avec les vibrations de la molécule. Cette théorie eut beaucoup de succès pour
expliquer les taux d’ionisation dans les molécules diatomiques. Elle se rapproche
aussi beaucoup de la théorie élaborée dans notre article, car elle tient en compte la
symétrie de la molécule.
Fidèle à la plulosophie de ce mémoire, je ne vais pas répéter les étapes de notre
article dans ce chapitre. Le lecteur pourra se référer directement à Farticle présenté
à la fin de ce chapitre. pour avoir les résultats importants de notre recherche. Je
vais plutôt terminer cette section en discutant pltis en détail les apports théoriques
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apportés par notre travail. Je vais aussi clarifier ma contribution à cet article.
6.1 Présentation de la théorie ADK
Considérons un atome d’hydrogène soumis à un champ électrique constant,
E E, dans la direction de l’axe des z. L’équation de Schrdinger de ce système
s’écrit
(_v2_+Ez)=E (6.1)
où la fonction d’onde I’ et fénergie propre e correspondent an système modifié
par l’action du champ électrique. Dans l’équation précédente, on a utilisé comnie
précédemment les unités atomiques (in e2 h = 1) ce qui signifie ciue les
énergies sont en Hartree. Il est évident que notre situation ne possède plus la
symétrie sphérique, car il y a maintenant un axe privilégié qui correspond à l’axe
du champ électrique (i). Il faut donc abandonner les coordonnées sphériques qui
furent utilisées tout au long de ce mémoire. Les coordonnées naturelles pour décrire
cette situation sont les coordonnées paraboliques que l’on peut définir
= r+z x=cos@)
r — z y = sin() (6.2)
= tan’()
r=
On peut alors calculer l’expression du laplacien dans ces coordonnées en utilisant
les équations précédentes et les facteurs de forme. On trouve
2_ t( 63V
-
Les axes de ce système de coordonnées sont des paraboles dans le plan ZY s’ouvrant
dans la direction z et qui sont tournés d’un angle pour définir tout l’espace. La
direction est la parabole ouverte dans la direction des z positifs, alors que c’est le
contraire pour la direction . Il faut remarquer que l’origine du système cartésien
correspond au foyer de ces paraboles, voir la figure 6.1. On voit tout de suite que ces
coordonnées sont appropriées à notre problème. La trajectoire de l’électron éjecté
z15$
FIG. 6.1 Graphique cartésien représentant les coordonnées et . Les courbes bleues sont les
courbes de q constant et les courbes rouges sont les courbes de constant. La coordonnée o fait
tourner ces paraboles autour de Faxe
lors de l’ionisation de l’atome d’hydrogène sera une parabole dont le foyer est le
noyau atomique. ce qui sera facile à décrire dans ces coordonnées. Ce sera une
parabole car le noyau positif attirera l’électron éjecté grâce à un potentiel central.
On verra plus loin que ce petit raisonnement purement classiciue donne le bon
résultat.
On convertit l’équation 6.1 daïts ces coordonnées et on divise par la fonction
d’onde en prévision de la prochaine étape.
1V2’ 2 E
—
+ 7])— E = O (6.4)
La stratégie à adopter pour résoudre l’équation de Schrdinger sera de supposer
que notre fonction d’onde est séparable dans ces coordonnées. On verra un peu plus
loin que ceci est une formulation exacte de la fonction d’onde. Je vais déjà écrire la
solution pour la variable car elle correspond à la même que dans la section 1.3.3
puisque cette symétrie est conservée dans notre problème. On a donc
‘If — 1()2(7])imr (6.5)
Avant de remplacer cette forme dans l’équation 6.4. on calcule la valeur du lapla
cien divisée par la fonction d’onde. qui est de loin le terme nécessitant le plus de
—1.5 —1 —0.5 0
Y
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manipulations algébriques. On trouve que ce terme s’écrit
V2 — t a2 + + 12 2 66
—
39 4) X2 4%) 4 ‘
On le remplace alors dans l’équation de $chrôdinger et, avec un peu dalgèbre, on
réussit à séparer les ternies dépendants de chaque coordonnée.
9 9 9 2m- 1 E 2 E 7) 02 — 1 E 2 E 1
8 8ij (6.7)
f(e) f(i)
Les deux fonctiolls sont indépendantes puisqu’elles ne dépendent pas des mêmes
variables. Or, leur somme doit être la même pour toutes les valeurs de et j. Ceci
est possible seulement si ces deux fonctions sont réellement des constantes. On peut
donc séparer cette équation en deux équations
t 2 1Ç u1rn — 68232 8 8 4’ — 2
2 -i i Q7] uX2 rn—± - 2 e
32 + 87] — — — (6.9)
où les constantes obéissent à la relation 3 + 82 — 1. On peut écrire ces deux
équations sous une forme plus évocatrice en regroupant les termes pour former
deux équations de Schrôdinger unidimensionnelles
-‘
+ (vite
-
0 (6.10)
+ (v2(7])
- 2 = 0 (6.11)
où les potentiels effectifs sont
Ø rn2—1 Evi = -
+ 82 + (6.12)
32 ni2—1 EV2 = ——-+ 2 — —7] (6.13)27] 87] 8
Ces deux équations permettent de comprendre l’ionisation par effet tunnel de
Phydrogène (ou par extensions des molécules) soumises à des champs électriques
intenses, comme dans le cas dun laser. Le potentiel effectif ressenti par l’électron
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FIG. 6.2 Potentiel effectif V1 pour les valeurs des paramètres = 1. m = 2 et E = 0.14.
Le potentiel répulsif dû au moment angulaire de cette orbitale signifie que le minimum absolue
se situe à 1.4 hohr du noyau atomique. L’électron est coincé à cette position.
change en fonction de la direction. Dans la direction du champ électrique () le po
tentiel effectif comprend le potentiel coulombien du noyau représenté par le terme
avec la constante 3, le potentiel effectif provenant dii moment angulaire de l’élec
tron et le potentiel effectif provenant du champ électrique. Le potentiel provenant
du moment angulaire est positif si ni > 1 et représente donc un potentiel répul
sif qui diverge lorsque tend vers zéro. Il est apparent dans la figure 6.2 que la
divergence positive à l’origine provient de ce terme. Ceci représente la force centri
fuge qui repousse du noyau les électrons possédant de grands nombres quantiques
magnétiques. De son côté. le potentiel provenant du champ électrique augmente
linéairement avec la distance. Ainsi, lorsque est suffisamment grand. les deux
premiers ternies du potentiel effectif sont négligeables et le potentiel augmente lui
aussi de façon linéaire jusqu’à l’infini. Le résultat est un potentiel effectif possédant
un minimum absolu centré sur la position du noyau qui est situé entre deux régions
augmentant de façon monotone lorsqu’on s’éloigne de cette position. L’électron est
donc maintenu dans son orbitale dans cette direction, sans aucune possibilité de
pouvoir s’échapper par l’effet tunnel.
Par contre, dans la direction contraire au champ électrique () la situation n’est
pas tout à fait la même. Dans ce cas, le potentiel provenant du champ électrique
décroît de façon linéaire avec la distance ce qui a pour effet de créer une région où
2 4 6 8 10
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FIG. 6.3 -- Potentiel effectif V2 pour les valeurs des paramètres 32 = 1, m = 2 et E = 0.14.
L’électron peut maintenant traverser la barrière grâce à l’effet tunnel.
le potentiel décroît de façon monotone jusqu’à l’infini, voir figure 6.3. Ceci signifie
que le minimum provenant de l’atome n’est pas absolu et ciue le système peut
minimiser son énergie en éloignant l’électron à l’infinie. Par contre. il y a formation
d’une barrière de potentiel dont la hauteur et l’épaisseur dépendent de l’intensité du
champ électrique E et de la constante c32. Cette barrière signifie premièrement (lue
le minimum situé près de l’atome n’est pas instable. De façon classique. l’électron
restera dans ce puits tant qu’il ne reçoit pas l’énergie nécessaire pour s’échapper par
dessus la. barrière. Par contre, le traitement quantique de cette situation permet à
l’électron de s’échapper du puits grâce à l’effet tunnel. Notre raisonnement classique
est justifié par l’expression du potentiel effectif. L’électron pouvant se libérer du
noyau est éjecté dans la direction de la parabole orienté dans la direction contraire
au champ électrique. Bien sûr, ceci est dû au signe négatif de la charge de l’électron.
Il faut maintenant calculer le taux d’ionisation, c’est-àdire le flux d’électrons
s’échappant de notre atome d’hydrogène. Pour cela. on va supposer que l’atome
d’hydrogène est dans son niveau fondamental. soit e = —. le nombre quantique
magnétique est nul (in = O) et /32 = . Ceci simplifiera grandement les calculs
du taux d’ionisation. Il faut alors calculer la forme de la fonction d’onde dans
les trois régions à l’intérieur du puits. dans la barrière de potentiel et dans la
région extérieure. À l’intérieur du puits. la. fonction cl’oiide correspond simplement
à l’orbitale atomique ls, Dans la barrière, c’est une onde évanescente qui diminue
de façon exponentielle. Enfin, dans la région extérieure, la fonction d’onde doit
ressembler à celle d’un électron libre. Pour trouver la quantité de mouvement de
2 4 6 8 10 il
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l’électron, on écrit la fonction d’onde sons la forme
= (6.14)
que l’on insère dans l’équation 6.11 pour trouver
a2s 85 2 1 1 E 1
+ (h-) = + + - (6.15)
Or, pour un électron libre on a $ prj, où p est la cluantité de mouvement de l’élec
tron. On peut alors calculer sa valeur en remplaçant cette quantité dans l’équation
précédente
___________________
/1 1 E 1
p(r)= (6.16)
La quantité de mouvement de l’électron nous sera utile dans la détermination
de la fonction d’onde à l’extérieur de la barrière de potentiel. Avant écrit la fonction
d’onde dails les différentes régions. il faut maintenant faire la connexion entre les
trois solutions pour s’assurer de la continuité de la fonction d’onde et de sa première
dérivée. Cette procédure viendra déterminer les constantes dans la forme de notre
fonction d’onde. Ceci correspond à la théorie WKB qui est expliquée dans plusieurs
recueils de mécanique quantique. Je réfère donc le lecteur au livre de Liboff [82] pour
la déterniination de la foiiction d’onde à l’extérieur de la barrière
=
(_1_”[ te (6.17)\27rpiJ
Il est important de mentionner que cette fonction d’onde dépend de la nature
de l’orbitale atomique qui contribue l’électron. Ici, on ne retrouve pas de signe
évident de cela, mais c’est simplement parce que l’on a choisi l’orbitale ls qui est
simplement sphérique. Toute la structure de cette orbitale sera contenue dans le
pré-facteur de l’exponentielle, comme on le verra plus loin. De même, la constante
‘rio correspond à la position où la barrière cesse d’entraver la fonction d’onde. Ce
paramètre est nécessaire pour la théorie WKB, il correspond à la position où on
égalise les fonctions d’onde, et n’est pas critique dans l’obtention du résultat final.
Pour une définition graphique, voir la figure 6.4. On peut remplacer dans la fonction
d’onde la valeur de la quantité de mouvement de l’électron trouvée précédemment.
Or, comme on s’intéresse à la valeur asymptotique de la fonction d’onde, on peut
simplifier l’expression de la quantité de mouvement en négligeant des termes. Dans
le pré-facteur de l’exponentielle on peut prendre p à l’ordre zéro en
p() -1 (6.18)
V2
(‘q)
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FIG. 6.4 Potentiel effectif V) pour les valeurs des paramètres 32 = 1. ni 2 et E = 0.14. On
a maintenant ajouté la position i pour le formalisme WKB et l’énergie cinétique de l’électron
éjecté K(’ï). Il faut noter que le paramètre qo est choisi arbitrairement à l’intérieur de la barrière
de potentiel.
alors que l’on doit garder jusqu’au premier ordre en pour l’exposant
-1 + Eï,2) (6.19)
On peut alors évaluer l’intégrale présente dans l’exponentielle et qui donne direc
tement
La prochaine étape consiste alors à supposer que l’on a choisi notre variable qo
suffisamment petite pour que Ei70 « 1. On peut alors le négliger dans le dernier
terme de notre équation précédente. Ceci vient simplifier considérablement la forme
de la densité de probabilité de notre électron. car seulement ce dernier terme devient
complexe et survit à la multiplication par le complexe de la fonction d’onde
ÇIWI-
_______
t e
— 1
17
frip’)d71’ =
rio J dr/[VE -1+ 2
tri
_________
1 1
— 1Ej2)1
rio
c—2Eïi
3+
L(E)2
r — 2Eq
3+
C(Ei1)
E2ij3 (Eîj
— 1) ri
3(Eij) + 3E ]
E2q3 (E’q — 1) —2Eqo E2 (Eqo — 1)
3(E’q) + 3E ] [(E0 + 3(Eqo) + 3E ]
(6.20)
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Comme on l’a nientionné précédemment. le taux d’ionisation correspond au flux
d’électrons dans la direction i. Il faut alors calculer le courant passant
à. travers un plan perpendiculaire à cette direction.
VOir le schéma 6.5. Il faut déterminer la vitesse de
/ y l’électron éjecté dans cette direction. Pour cela. on
/ A va utiliser la conservation de l’énergie l’énergie ci
! / / 11 nétique acquise par l’électron doit correspondre à la
i perte d’énergie potentielle de celui-cL Ainsi, selon la
figure 6.4 on voit que l’énergie cinetique de cet élec
tron est donné par
FIG. 6.5 Schéma du flux
d’électron dans la direction
. Le K() = (_ = (Eq 1)
=
(6.21)
plan perpendiculaire à une aire
déterminée par la distance p. On peut iuaintena.nt calculer le taux d’ionisation que
l’on définit comme étant
r
(E)
= J 2xpdpV1’2V (6.22)o
avec la distance p définie grâce aux facteurs de formes. p On trouve alors
ciue le taux d’ionisation est donné par
(E) = (6.23)
ou si on insère toutes les constantes
(E) = 8IE18_ (6.24)
où I est l’énergie d’ionisation qui pour le fondamental de l’hydrogène est de 13.6 eV
et E15 est une constante valant 5.14 >< Ce résultat shnple permet de calculer
le taux d’ionisation dans la limite où le champ électrique constant n’est pas trop
intense, En effet. si c’était le cas, il supprimerait la barrière de potentiel rendant
notre analyse superflue. De même. le taux d’ionisation[Shl pour un champ oscillant
lentement est donné par
w(E) = (3)stat(E) (6.25)
Dans la dernière expression. est le taux d’ionisation trouvé pour le champ
constant. Pour se rapprocher de l’expérience, on peut alors calculer l’intensité de
saturation définie comme étant le prolongement linéaire de la pente maximale de la
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probabilité d’ionisation en fonction de l’intensité du laser jusqu’à l’axe de l’intensité.
Il est facile de calculer l’ionisation
= (N0
— N)(E) (6.26)
ce qui donne comme solution
—
fE)d (6.27)
De façon générale, on trouve que la probabilité d’ionisation dépend fortement de
l’intensité du laser, grâce à la dépendance du taux d’ionisation sur le champ élec
trique. En connaissant le taux d’ionisation, on peut alors calculer la probabilité
d’ionisation et ainsi l’intensité de saturation de façon graphique.
6.1.1 La théorie ADK moléculaire
La théorie précédente a été dérivée pour le cas de l’atome d’hydrogène et peut
être généralisée aux autres atomes en supposant que seulement l’électroi le moins
lié, c’est-à-dire celui occupant l’orbitale la plus haute en énergie. interagit assez
fortement avec le champ pour pouvoir s’échapper. Cette approximation n’est pas
trop mauvaise, car le théorème d’annulation de Cohen et Heine montre bien que
l’électron de l’orbitale la plus élevée est celui pour lequel le potentiel est le plus
écranté. Il faut par contre garder en mémoire que cette approximation sera. surtout
valable pour les gaz nobles car’ ceux-ci ne formeront pas de molécules et l’on pourra
les étudier le plus facilement.
Pour traiter ces éléments hydrogénoïdes, on peut simplement remplacer l’énergie
d’ionisation par celle de notre complexe et incorporer les facteurs provenant de la
forme des orbitales, que nous n’avons pas considérés en s’intéressant à l’orbitale ls
de l’hydrogène
3E t 2 2n—JmI—1W(E) Cntm2(_) InimGirn () (6.28)irp E
Dans cette équation. I, est l’énergie d’ionisation à partir de l’orbitale possédant
les nombres quanticues n, 1 et ni de notre atome, les coefficients C,11 sont les
(2tH—1)(t+Jm)coefficients decrivant ces orbitales, p et Gt7 2Inhfl(tITIi)! est la nor
malisation des polynômes de Legendre, Cette formule permet de reproduire assez
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bien le comportement des gaz rares. Par contre, si on essaye de l’appliquer à une
molécule, en utilisant les paramètres de son HOMO dans l’équation précédente.
la formule précédente ne donne pas de bons résultats. La raison en est simple.
la symétrie sphérique (ou parabolique) a été au coeur de notre dérivation de la
théorie ADK. Or. cette symétrie n’est plus valide à l’intérieur des molécules, pour
lesquelles le potentiel dépend fortement de l’interaction avec les atomes voisins. La
fonction d’onde ne peut donc pas être représentée par une harmonique sphérique
et le modèle précédent se dégrade.
La théorie ADK moléculaire dérivée par Tong, Zhao et Lin [81j permet de pallier
à ce problème en écrivant la fonction d’onde de l’électron de valence le plus haut en
éllergie d’une molécule comme une combinaison linéaire dharmoniciue sphérique.
‘Jim(r) = CtRt(r)Ym() (6.29)
Les nombres quantiques 1 et m doivent maintenant être définis en prenant l’axe de
symétrie la plus élevée de la molécule comme référence et l’on suppose également
que le champ électrique est apliqué dans cette direction. La partie radiale de la
fonction d’onde asymptotique a alors la forme
zt
Rj(r) r1e (6.30)
où Z€- est la charge effective de la molécule. De même. on ne garde que le ternie
dominant des harmoniques sphériques selon la direction du champ. O O
jimi (&) &m
trn Qim 2ImIin)! (6.31)
avec Qim définit comme étant la constante de normalisation des harmoniques sphé
riques présentée dans l’équation 111.1. La fonction d’onde dans la région externe du
potentiel peut donc être écrite comme étant
v sinlmI(O) ï_1r/m 2ni!
3(m) r_1e5hhi
(0) (6.32)2mm! \/
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Dans l’équation précédente. on a défini le coefficient de symétrie
= C1 Q.m (6.33)
\Iaintenant que l’on a défini la fonction d’onde dans la région externe, on peut
calculer le taux d’ionisation par la même procédure que précédemment pour trou
ver
w(E.O)
= mm!(1
()--ImH1i (6.31)
Il faut maintenant faire attention à la nuance notée dans la dépendance de notre
taux d’ionisation. Il dépend de forientation de la molécule dans le champ élec
trique: le résultat domié précédemment correspond au taux d’ionisation d’une mo
lécule parfaitement alignée avec le champ. On se rappelle que notre définition de
l’alignement était que le champ pointe dans la même direction que l’axe de plus
haute symétrie qui servait à définir nos nombres cluanticlues I et ni. Cette subti
lité n’existait pas dans le cas des atomes. car les fonctions «onde étaient toujours
symétriques. Si la molécule n’est pas alignée. on peut alors écrire le coefficient de
svmét rie
B(m’) = C1 Qi.m (6.35)
où D1771,(R) est la matrice de rotation des harmoniques sphériques et R est l’angle
«Euler entre le champ électrique et l’axe de la molécule. On peut donc réécrire le
taux «ionisation
B2(m’) (6.36)21m I[n’f! , 1 E
m’ P
Il faut noter que les deux formules seront d’une grande utilité pour comparer les
résultats expérimentaux avec la théorie. Il est possible d’aligner les molécules avant
la mesure en utilisant un champ électrique polarisé de façon linéaire avec une basse
intensité, pour ne pas les ioniser prématurément. Il faut donc que la durée de l’im
pulsion soit assez longue pour permettre aux molécules de s’aligner. Dans ce genre
d’expérience, on peut utiliser directenient l’équation 6.34. Par contre, si aucune
mesure n’est prise pour aligner les molécules. il faut utiliser l’équation 6.36 que l’on
intègre sur tous les angles d’Euler.
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6.2 Discussion de la contribution scientifique apportée par notre re
cherche
Dans les théories de type ADK. on ne considère que la fonction d’onde de
l’électron de plus haute énergie. Il est implicite dans ce traitement que l’on se situe
à Fintérieur de Fapproximation des électrons non-interagissants. Pire encore. on
suppose que seulement un électron interagit avec le champ électrique. On néglige
alors tous les effets à plusieurs électrons. dont le changement de l’écraiitage dû à
une réorganisation des électrons restants dans la molécule. Cette réorganisation
est le résultat de l’interaction entre le champ électrique et les électrons de valence
de moindre énergie. Elle correspond donc à une polarisation de notre molécule.
qui se manifeste souvent par une déformation de la molécule. Ceci vient modifier
Finteraction entre la molécule et Félectron éjecté et donc. elle vient modifier le taux
dionisation.
Les limites du modèle ADK moléculaire ont souvent été explorées expérimentale
ment831. Déjà dans les molécules diatomiques, on se heurte à des cas pathologiques.
Un phénomène célèbre dans ce type de molécule est la diminution de leurs taux
dionisatiou par rapport à ceux de Fatome de gaz rare associé. «est-à-dire Fatome
de gaz rare possédant Fénergie «ionisation la plus semblable. Les conclusions de
ce modèle sont que cette diminution provient simplement d’argument géométrique
provenant de la nature des HOMOs. Certaines molécules diatomiques possèdent des
HOMOs de type u qui possèdent une structure dans Faxe de la molécule. Ainsi,
lorsque la molécule est alignée avec le champ. celui-ci se couple bien avec la HOMO.
Par contre. dans certaines autres molécules. comme 02. la HOMO est une orbitale
de type n qui possède une structure perpendiculaire à Faxe de la molécule. Dans ce
cas, le champ ne se couple pas bien avec cette orbitale lorsque le champ est aligné
avec la molécule. Bien que plusieurs cas soient expliqués de façon élégante grâce à
la théorie ADK moléculaire, elle prédit faussement que la molécule F2 possède une
t elle diminution.
De plus, dans les molécules plus larges l’approximation d’un seul électron inter
agissant semble incompatible avec les résultats expérimentaux. En comparant les
intensités de saturation avec plusieurs modèles. Bhardwaj et associés [84] ont mon-
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tré que les effets introduits par le dipôle induit dans la molécule sont importants
dans le C60. De même, des études ont montré le même phénomène dans des cycles
aromatiques [85j et de petits agrégats métalliques [86]
La contribution majeure de cet article fut l’élaboration d’une théorie prenant
en compte les effets de polarisation des électrons de valence qui restaient liés à la
molécule. Cette polarisation est induite par le champ électrique externe ainsi que
celui produit par l’électron éjecté. Ceci permet décrire une éciuat ion pour l’ionisa
tioi par effet tunnel qui ne dépend que d’un seul électron, mais qui incorpore dans
le potentiel un ternie provenant du dipôle induit et un autre provenant de l’image
de l’électron éjecté. On peut alors calculer la fonction d’onde de l’électron éjecté et
ensuite utiliser les étapes de la théorie ADK pour dériver le taux d’ionisation. Le
prix à payer pour incorporer ces effets est que la théorie n’est plus analytique. mais
quasi-analytique. c’est-à-dire que la forme de l’expression est analytique, mais elle
comprend une intégrale nécessitant une approche numérique.
Cette théorie fut élaborée par le groupe de recherche du professeur Brabec et elle
a permis aussi d’expliquer comment la réorganisation survient pendant l’ionisation
et pourquoi l’effet $tark n’a aucune influence sur l’ionisation. Elle est expliquée
dans notre article à la fin de ce chapitre.
6.2.1 Ma contribution dans l’élaboration de cet article
La spécialité du groupe de Michel Côté n’étant pas l’étude de l’interaction laser
matière. nous n’avons pas pris part dans l’élaboration du modèle théorique. On a
plutôt contribué à appliquer ce modèle dans le cas de l’ionisation successive de la
molécule de C60. Dans le modèle. il y a plusieurs paramètres devant être déterminés
par des calculs électroniques l’énergie d’ionisation de l’électron à partir de l’orbitale
la plus haute en énergie et les coefficients permettant de décrire cette orbitale en
terme d’ondes planes. Les calculs des propriétés électroniques étant notre spécialité,
nous contribuâmes surt.out aux calculs de ces paramètres.
La première étape fut de déterminer les harmoniques sphériques contribuant à
la HOMO de la molécule de C60. Pour ce faire. j’ai utilisé la théorie des groupes
pour décomposer la représentation du groupe I, auquel appartient la HOMO en
terme des harmoniques sphériques. Elle obéit à la représentatioll H. ce qui était
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connu depuis longtemps dans la littérature. Il faut aussi savoir que les caractères
des harmoniques sphériques sont donnés par
= em
= sin(±1/2]) (6.37)
On peut donc trouver le caractère associé à chacun des éléments du groupe de
symétrie du C60. Ceci est assez simple. il faut simplement calculer l’angle associé à
chacune des symétries et la remplacer dans l’équation précédente. On peut ensuite
décomposer notre représentation en sommant 511f tous les éléments de notre groupe
le produit des caractères des harmoniques sphériques avec celui de la représenta
tion
Aim )(T)))H (6.3$)
Où Aim est le nombre de fois ciue cet harmonique sphérique est présent dans cette
représentation. T représente les éléments du groupe ‘h et sont les caractères
de la représentation de la HOMO. Maintenant. si A est non nul. l’harmonique
sphérique correspondante est présente dans notre HOMO. On calcule alors qu’elle
se décompose en harmoniques sphériques possédant t 5, 7. 9, 11, Sachant ceci.
on peut déjà voir que, pour cette molécule, les effets du moment angulaire seront
importants. Pour avoir plus de détails sur la théorie des groupes. je recommande
la lecture du le livre de Reine [87],
Avec ce résultat, il était maintellant possible de calculer de manière efficace
les coefficients Cim. J’ai commencé par réaliser un calcul DFT-LDA pour obtenir
la fonction d’onde du C60 sur une grille de point dans l’espace réel. J’ai ensuite
écris un programme MATLAB qui réalisait l’intégration angulaire de cette fonction
d’onde multipliée par les harmoniciues sphériciues. Le résultat était les coefficients
multipliés par les fonctions radiales.
K ,m (r)) = Ci,mfi,m(r) (6.39)
On calcul ensuite les coefficients en renormalisant la frniction radiale de telle sorte
que = zo) = 1. où z0 est un des points où la quantité de mouvement de
l’électron est mil. Cette procédure a été utilisée pour calculer les coefficients des
premières harmoniciues sphéricues pour le C160 et le benzène. Ces résultats sont
discutés dans l’article et je ne vais pas les répéter ici.
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Le dernier paramètre est l’énergie d’ionisation à partir de l’orbitale moléculaire
la plus élevée en énergie. Le taux d’ionisation est très sensible à ce paramètre comme
l’atteste la présence du paramètre p dans les équations précédentes. Ainsi, une petite
erreur dans ce paramètre peut engendrer des différences importantes lorsque l’on
compare nos résultats avec l’expérience. Il est donc crucial de déterminer avec une
bonne précision la valeur de ce paramètre. De plus, il est bien connu que les énergies
orbitalaires de Kohn-Sham n’ont pas réellement de sens physique. Le théorème de
Koopman. (lui permet d’interpréter l’énergie orbitalaire de Hartree-Pock comme
étant l’énergie d’ionisation nécessaire pour arracher l’électron de cette orbitale.
ne s applique habituellement pa.s à la DET. car les approximations faites dans
les fonctionnelles l’invalide. Il n’y a donc aucune relation valide entre les énergies
propres ciue j’ai calculées et l’énergie d’ionisation.
Une autre façon d’aborder ce problènie est de constater que le potentiel utilisé
dans les calculs DFT ïie possède pas les bonnes limites asymptotiques. Au lieu de
s’annuler en comme le potentiel couloinbien, il s’annule de façon exponentielle.
Cette diminution beaucoup plus rapide signifie que les énergies d’ionisation dans
les calculs DFT sont méthodiclueinent sous-estimées. Cette erreur est causée par
la dépendance des fonctionnelles. qui ne parvient pas à localiser le trou d’échange-
corrélation sur la molécule lorsqu’on éloigne l’électron. Ces fonctionnelles étant ba
sées sur le gaz d’électron libre, le trou d’échange-corrélation demeure centré sur les
électrons ce qui signifie que lorsque l’électron quitte la molécule, le trou d’échange
corrélation quitte la molécule aussi. Celle-ci ne se charge donc pas autant qu’elle le
devrait, ce qui a tendance à faire décroître le potentiel plus rapidement.
La nécessité d’avoir un potentiel d’ionisation assez précis pour comparer la vali
dité de la théorie à plusieurs électrons élaborée dans notre article est incompatible
avec les limites des calculs DfT. On a donc choisi d’utiliser les énergies d’ionisation
expérimentales dans le calcul des intensités de saturation dans le C60. Ceci a permis
un bon accord entre la théorie et l’expérience.
CHAPITRE T
ARTICLE : THEORY 0F TUNNEL IONIZATION IN COMPLEX
SYSTEMS
Physical Review Letters 95. 073001 (2005)
Enfin, ce chapitre est composé de l’article Theory oj tunnel ionization in complex
systems publié dans la revue Physicat Reviem Letters et dont l’on a déjà élaboré une
revue de la littérature et un survol de la théorie de base dans le chapitre précédent.
De même, on a mentionner que. pour cet article, ma contribution a. été de calculer
les termes dominants, ainsi que leurs coefficients, de la décomposition de la fonction
d’onde de l’électron de plus haute énergie en harmoniques sphériques. Mes résultats
ont permis de comparer la théorie avec l’expérience, ce qui est uiie étape cruciale
dans l’acceptation d’une théorie. Je n’ai pas participé à la première rédaction de
cet article, seulement a ses corrections subséquentes.
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Theory of tunnel ionizatioii in complex systems
Thomas Brabec1 , Michel Côté2, Paiil Boulanger2, Lora Rarnunno’
‘Center for Photonics Reseaich. University of Ottawa. Ottawa. K1N 6N5 ON.
Canada
2Département de Physique. Université de Montréal, Montrea.l, H3C 3J7 QC,
Canada
A quasi-analytical theory of tunnel ionization is developed which is applicable
to general complex systems, such as large molecules. Our analysis reveals strong de
viations from conventional tunnel ionization theories, dependent iipon the systerns
geometry. angular momentum, and polarizability. A comparison of our theory with
recent C60 ionization experiments yields reasonable agreement.
Intense femtosecond laser fields are an important tool for the measurement and
coherent control of microscopic processes in complex materials [88. 89] Tunnel ioni
zation often plays a key role in these processes making a thorough understanding
of ionization essential.
Ionization in noble gas atoms and diatomic molecules is well reproduced by
conventional tunnel ionization theories, such as ADK (Ammosov-Delone-Krainov)
and MO-ADK (molecular-ADK) [80, 81. 9o—92] These are based on the single active
electron ($AE) approximation. where only the weakest bound valence electron in
teracts with the laser. Recent investigations [9397] showed that the SAE approxima
tion fails for large molecules. Since a full numerical solution of systems with more
than two electrons is beyond reach [98], there is a demand for an ionization theory
that can handle complex materials.
This demand is met by our paper. A tunnel ionization theory applicable to
complex systems is developed. The paper is organized in three parts.
First. a long-range multi-electron strong-field (LMS) ansatz is introduced. Star
ting from the mnlti-electron $chrôdinger equation, a single electron equation for
the tunneling electron is derived. Our analysis generalizes SAE theories [80. 81, 9o92[
and puts them on a solid theoretical footing. The LMS approach takes into account
the long-range interaction between tunneling and core electrons and proves that it
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can he accounted for bv the system polarizability [96 91 Further, it solves the long
standing issue of why the laser induced Stark shift does not affect tunneling, and
reveals how bound electron reconfiguration takes place during tunnel ionization.
In the second part. the ohtained equation is solved analytically along the unes
of ADK theory. yielding expressions for the ionization rate and momentum distri
bution of the electron wavepacket born in the continuum. In contrast to previous
theories our analysis aiso takes account of the angular momentum bairier. We find
that the width and shape of the momentum distribution in complex materials show
strong deviations from ADK theorv.
In the last part. our theorv is appÏied to C with Z 1
— 9. Comparing
ionization prohabilities and momentum distributions with recent experiments [96 97]
shows reasoriable agreement and corroborates the validity of our approach. Finally.
our analvsis of C60 shows that the augular momentum of the HOMO imprints a
signature on the momentum distribution of tunnel ionized electrons that can be
used to studv uÏtrafa.st electronic reconfiguration dynamics in complex materials.
Tunnel ionization takes place in the quasi-static lirnit [80. 92] i.e. the laser remains
constant during the tunneling process. Therefore. our derivation starts from the
t ime-indepenclent. n-electron Schrdinger ecluation (in atomic units),
= [(H — r . f) +
,
(7.1)
where H = T + denotes the fleld free single-electron Hamiltonian of the j-th
electron with T = —(1/2)V. and V the attractive potential due to the nuclei
with total charge ni. The second terni in (7.1) represents the electron laser dipole
interaction with E —E. The repulsive interaction potential of the n electrons is
Z< 1/ rk — . The charge of the parent ion before and after ionization is
Z — Ï n, — n and Z ni — n + 1. respectively. Finallv. the laser dressed wavefunc
tion and total ellergv of the n-electron ground state are denoted by I’7(r r)
and respectively. Second order perturbation theory yields I
= —
(1/2),371E2
with I, the fleld free total energy and i3 the polarizability tensor component along
E.
175
Eqiiation (7.1) is solved bv using oui’ LMS ansatz IFn(rr, r) lIîn_i(rr, r) Ø
I’(r). where ‘Pu_i is the ground state of the ionized system in the combined fields
of laser and escaping electron. and ‘I’t denotes the wavefrmction of the tiimieling
electron. for convenience. the ionizing electron is assigned the coordinate r r.
and rr (r1,.... ri) refers to the the residual bollnd electrons. The neglect of
anti-symmetrization between tunneling and core electrons in the LMS ansatz is
valid asvmptotically for r r . as the overlap integrals between tumieling and
bound electrons hecome negligible. frirther, can be expanded to second order
in r yielding + (n — 1)/ r + r d. Here. l’ denotes the
interaction between the n — 1 core electrons. The second and third terrn represent
the monopole and dipole interaction between tunnelmg and core electrons, with
d= (r/ rI d and d — 1/z2.
The LMS ansatz is conceptnally equivalent to the Born-Oppenheimer approach.
which is used to decouple the motion of nuclei and electrons in molecuies. It relies
n the assumption that the bomid electrons follow adiabaticallv changes induced
hv the t unneling electron. This assumpt ion exciudes t lie nonadiabat ic population
of excited botmd states. Under the banner the electron wavefunction follows adia
batically the laser and thus creates an electnic field with laser fnequencv w. The
a.diabatic approximation is valid as long as the change of the field created by die
tunneling electron is slow as compared to the transition frequeucy hetween ground
and first excited sta.te of the residual ion. i.e. w < w_i.
following the Born-Oppenheimer derivation [99], Eq. (7.1) can be decoupled into
two equations. separating ‘I’_ and ‘I’.. The bound electron part satisfies
_ii_i =
— zEt) + h1] (7.2)
whene I,i — (1/2):3_iE is the total energv of the electronic ground state
of the ionized medium dressed by the combined laser a.nd tunneling electron field.
E — d. The total energv of the Held free electronic state is alld 3i is
the polarizability.
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The equation for the tmineling electron is
—(In
—
= (T — — zE) t. (7.3)
The second term on the RHS contains the monopole contributioiis of the ions
and bound electrons. The first terrn. (T) = (‘I’— T 1I1_). contains an in
tegration over d3rr. The kinetic operator is applied with respect to r yielding
I’n_-iV2’I’t + 2ViV?It + I’1V2’I’,1_1. Similar to Boni Oppenheimer
theorv the second and third term can he neglected [99]• Perturbation theory shows
they contribute to higher order rnultipole terms.
The energy difference in (7.3) can be written as IflI7 = I+(1/2)[31E—
3E2] with I = I, —I the field free ionization potential of the HOMO (highest
occupied molecular orbital). As the change in polanizability due to the removal of
a single electron is generallv small. i3
—
3n—i O. tlie laser induced Stark effect
cancels. This answers the long standing question of whv the laser induced Stark shift
does not affect tunnel ionization. Setting 3 = 3 d,i gives I — ‘n—1 1p + AIp
with —23E/z2+/3/z4. The first and second term are due to the laser induced
dipole and the image charge of the tunneling electron, respectively.
With the ahove approximations Ec1. (7.3) becomes
ipit (V2 — V(r) + zE)
V(r) — +
-
4. (7.4)
Equation (7.4) is the flrst main result of this paper, generalizing ADK/MO-ADK
theory to describe complex materials. The interaction between core and ionizing
electrons is accounted for by 3.
Conventional SAE theories do not describe the reconfiguration of the remaining
bound electrons duning tunnel ionization. Our analysis reveals the following picture.
The potential banner modification in (7.4) can also be interpneted as a change in
binding energy of the tunneling electron by Because the total energy I fias to
remain conserved dnning ionization. the residual bound electron energy ‘n—1 must
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uudergo a Stark shift by sec (7.2). As a resuit of the coupling caused by
energy conservation. the residual electron core reconfigures info ifs new ground
state following adiabaticallv the motion of the leaving electron.
For a dharged sphere of radius e the polarization terms in (7.4) agree a.sympto
ticail with the classical. electrostatic expression 213E/z2 — Z/z — i3/[z1 (1
— (a/z)2)1
[96. 9n1• Close to the molecule surface the dipole approximation fails and the classical
image charge terms differ. Quantum mechanicallv. both terms show deviation close
to the surface (1A). Guided by tire following picture we neglect these changes
in a first order approximation. The integrated area under the potential curve de-
termines tue exponent of the tumieÏing rate. When the tunneling barrier is large,
the contributions close to the surface present only a srnall part of the integrated
area. Only close to the barrier suppression intensity do the near field contributions
dominate the tunneling exponent. However. in this range the tunneling exponent
goes to zero. and errors in the exponent (exp[O(O)] 1) have little weight.
In the second part ofthe paper Eq. (7.4) is solved to determine ionization in com
plex materials. In standard ionization theorv 81. 90—921 the (angular momentum-)
i-barrier (1+ 1/2)2/r2 is neglected. As complex systems cari have large I values. this
effect must be accormt.ed for. Quasi-classicail tire angular momentum 1(1 + 1) has
f0 be substituted by (1 + 1/2)2 [100[ We solve (7.1) in two limits: near the surface.
where laser field effects are weak and the l-barrier is most pronounced and far from
the surface. where the laser field dominates and the l-barrier is negligibÏe. The two
solutions are connected in the intermediate area.
The solution close to tire surface starts from spherical coordinates. r =
O. . As only parts of the wavefunction in a narrow coire along the laser electric
field, O O, contribute to tunnel ionization. the solution can be greatly simplified.
Using cos(&) 1. angular and radial parts of Ec1. (7.4) are decoupled and tire
solritioii can be written as 11fr
= Zim Cijn}”m(O. o)ft(r). Tire spherical lrarmonics
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are approximated by the leading term
Qim
‘ni irn
1m sm e
_
+ 1)(t + rnD!Qïm — (—1) V 2(1 — mD! (7.5)
The resulting equation for f1 (r) is solved by the WKB (Wentzel-Kramers-Brillouin)
method, and ‘If1 is Fourier transformed to the coordinate system z, p. p by using
the smallness of the laser field. Here. p and p determine the momentum transversal
to . Far from the surface. the ai;gular niomentum contribution is negligible and
Eq. (7.4) is solved directly for ‘I’t(z,p, ).
Matching of the two solutions gives
_ _____
( fZ1
— exP_J p2dz
Imi
A tm tmP eim(7t/2) (7 6)L._d 2irnnz!il/2+i7n[
With Pz = [2 + p2 + 2(V(z) + (1 + 1/2)2/z2 — Ez)]’/2 the momentum along . and
= 2I. The integration limits z0 and z1 are the turning points at which Pz = O.
Here, we use z0 a. The coefficients C1, are determined in the following way. The
field free ground state wave function [101] is calculated by a quantum chemistry
code (e.g. self interaction free density functional theory) and expanded in terms
of spherical harmonies with coefficients renormalized so that the numerical Fï(r
zo) = 1. It is sufficient to determine the C,., along a single direction, preferentially
a molecular axis. Ionization along an arbitrary direction can be calculated by a
rotation of the coordinate system by the Euler angle R. keeping E [e’]. This
determines 1’n m’ nim(R)Qtm’ with the rotation matrix V,,/m given e.g. in
Ref. [102]
From Eq. (7.6) the tunneling current. Jz 2 Pz. 5
Jz exp [_2t
- (P)2] (7.7)
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Here. t J1podz. and Pz0 Pz(P O). The exponent was expanded to flrst
order in p2 yieldiug the terni with 1/2
= f’ 1/podz. We do not further evaluate
the two integrals lii (7.7), as they can be integrated numerically very efficieiitly.
However. analytica.l integration is possible wheu n2 domiuates Pz.
Equatiou (7.7) solves another long stailding issue it determines the transversal
momeutum distribution of electrons horu bv tumiel ionization of moledules. \Ve
find the following differences between our approach and atomic ADK theory. First.
the 1/e-width is in general different from 2 = E/n [8o Second. due to the coin
plex geornetry of molecules, the momentum distribution cmi exhibit a much ficher
structure tha.n a Gaussian dependeuce [80 92[ For ni O. as for 02, the momeutum
distribution exhibits a minimum at p = O. If terms with differeut in iuterfere in A1.
the electron wavepacket loses its -syinmetry.
Finally. the ionizat ion rate is obtained by performing the integral u’
= f d dppjz
which gives
c2 p 22(in+1)Z (9)2ImI+1 ml! e2t (7.8)1m
The quasi-analvticaÏ solutions (7.7) aud (7.8) present our second major resuit.
III the last part of the paper we calculate tunuel iouization for C+ and com
pare it to recent experimellts. We use the following parameters : 80À3, outer
radius of the sheil surface a = z0 = 4.ZA, sheil center radius a 3.54A. and ioni
zation potentials as deterrnined bv the molecular capacitauce model [96 97[ Density
fuuctional calculatiolls show two differeut regimes. For Z = 1. 2 C60 is close to
spherically svmmetric. The HOMO has Ii, symmetry and is characterized by I = 5.
in degeuerate [b03[, We obtain a weakly Z-depeudent C 0.15. Note that (7.8)
applies to a nou-degenerate HOMO. In case of degeneracy. n’ is averaged over the
individual ni contributions. i.e. the in (7.8) is replaced by 1/(21 + 1) For
Z > 2. C60 undergoes a Jahu-Teller deformation resulting in e1 HOMO states of
the D5d group [103[ with t = 1 the lowest spherical harmoiic. Along the maiu axis of
the molecule only ni = +1 contrihute. Along ah other directions ni = O contributes,
as determiued by Dnim• louization is cahcuhated bv averaging over ahh directions.
A comparison shows that ni O dominates ionizatioii. We find Gb 0.1. again
weaklv Z-dependent.
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FIG. 7.1 Charge state of C60 after ionization versus onset intensity 15. For a
definition see text. F1111 squares. experirnent in Ref. [6] empty triangles pointed
up. theory for t 5. ni degenerate; empty triangles pointed down, theory for t = 1.
in 0; empty circles. theory (t = 5) without angular momentum (t-)barrier for
Z<2.
In Fig. 7.1 the charge of C60 is plotted versus a characteristic intensity 15 that
signifies the onset of strong ionization. The onset intensity is determined by cal
dillating the ionization probability versus laser intensity. The linear regirne of this
graph is extended to the intensity axis. The point of intersection determines 15.
The squares denote the measured data from Ref. [96 97] The circles and triangles
denote calculatiolls without and with the t-barrier. respectively. The good agree
ment of the triangles pointed ll with experiment demonstrates the importance
of the t-barrier for large t. For t 1 the t-barrier is found to be negligible. and
results without t-barrier are not shown. For Z > 2 the empty triangles pointed up
and down refer to 1h and D5d symmetry, respectively. As all electrons are stripped
by one laser pulse within ZOfs, it is not clear whether the system has tue to
undergo symmetry breaking from Th into D5d. Physically both options are possible.
dependent on whether the reconfiguration is driven by electrons or by nuclei. As
both are in reasonable agreement with experirnent. the relevant mechanism cannot
be inferred from Fig. 7.1 alone.
There is however an indication that fast electronic transitions might be domi
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FIG. 7.2
- Laser illtensity versus A for C. Graph 1, A as deterrnined by ADK
theory; graph 2. A as given below Eq. (7.7); fui square. experimental value from
Ref. [6].
nallt. We suggest to use the momeutum distribution of the ionized electroïi as a
signature to identify the dominallt Ï-state. For t 5 the in O aud the in O
contributions are comparable, resultiug in a dip in the ceriter of the momentum
distribution. for t = 1 the momentum distribution is dominated by in = O. and
therefore is Gaussian. in agreement with experiments for C [96. 97] An experi
mental confirmation of the predicted dip for Z < 2, where t = 5 is known to
be dominant, wilÏ prove electronically driven symrnetry breaking. $ystematicaÏly
decreasing the pulse duration will further allow one to time resolve the transition
dynamics. Thus. our theory enables time-resolved pump-probe spectroscopy of ul
trafast electronically driven reconfiguration processes. difficuit to access otherwise.
In Fig. 7.2 the 1/e-momentum distribution width is plotted versus peak illten
sity for C. Graphs (1) aud (2) show A as determined by Eq. (7.7) and by ADK
theory. respectivelv. Whereas ADK theory predicts a slow increase of A with in
tensity. graph (1) shows a rapid increase as a result of the shape of the tunneling
barrier. The singularitv is a result of the dipole approximation used for the near
fieÏd potential. Inclusion of the electrostatically exact polarizability terms shows
that the steep increase remains, however the singularity levels off close to harrier
.
5
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suppression. The full square is the corresponding data point measured in [96 97}•
Considering experimental uncertainties arising mainlv from the measurement of
the laser intensity, the agreement is reasonable. A laser intensity 50% larger than
the experimentally specified one would yield very good agreement.
One of the authors (T.B.) gratefully acknowledges rnany enlightening discussions
with V. P. Krainov.
CONCLUSION
La philosophie de ce mémoire a été de présenter de façon pédagogique la théorie
derrière chacun des projets de recherche abordés pendant ma maîtrise. Je perçois
ainsi l’intérêt majeur de mon mémoire comme étant sa capacité de servir de réfé
rence pour les futurs étudiants de mes professeurs. J’y présente de façon détaillée
l’approximation des pseudopotentiels, en se penchant attentivement sur les théo
rèmes physiques à la base de leur validité. Une attention particulière a été portée à
la section sur les considérations pratiques pour la génération de pseudopotentiels.
J’ai essayé de distiller dans cette section de la discussion assez d’éléments pour per
mettre aux étudiants de générer leurs propres pseudopotentiels. Cette génération
n’est pas aisée et nécessite une bonne connaissance des éléments et des composées
que l’on vent simuler. Les grandes lignes présentées dans cette section permettent
de générer un pseudopotentiel efficace et de qualité. Je souhaite insister encore
une fois sur l’importance de tester méthodiquement ses pseudopotentiels avant leur
utilisation.
Dans le deuxième chapitre se découvre l’un de mes intérêts de recherche : l’éla
boration de polymère intrinsèquement métallique. Cet intérêt de recherche est ap
puyé sur la prépondérance du plastique dans la vie quotidienne et les avantages
énormes présentés par des polymères pouvant conduire l’électricité. Les molécules
organométalliques nommées mét.allocènes ont été explorées dans ma maîtrise car
ceux-ci possèdent des caractéristiques intéressantes. Premièrement, l’étude des ni
veaux d’oxydation des dimères de ferrocène a montré une délocalisation de la charge
entre les atomes métalliques. Cette délocalisation pourrait être utilisée pour ouvrir
un canal de conduction dans un polymère. De même. la présence de bande à carac
tère ir près du niveau de Fermi donne à ces polymères une grande densité d’état à
ce niveau. Une caractéristique importante pour la conduction. Ces bandes changent
d’énergie en fonction de l’élément métallique utilisé. Enfin, la rigidité des niveaux
d’énergie dans ces molécules peut être utilisée pour modeler la bande d’énergie
interdite en ajoutant des électrons.
Les polymères à base de ferrocène sont des seuil-conducteurs possédant une
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bande d’énergie interdite d’environ 1.5 - 2.0 eV. Par contre. dans le cas des po
lymères à base de cobaltocène, un électron est ajouté à la structure de bande du
ferrocène: nous sommes maintenant en présence d’une bande à moitié remplie.
Malheureusement, ceci a permis une déformation de Peierls qui a ouvert une bande
d’énergie interdite d’environ 0.4
- 0.6 eV dans ces complexes. Ces petites bandes
d’énergies peuvent être intéressantes dans des applications optiques. La possibilité
de créer des polymères en mélangeant les espèces de miétallocène est aussi abordée.
Enfin, ce chapitre a présenté la théorie de la déformation de Peierls.
On a ensuite exploré les processus déterminant la largeur des bandes interdites
dans les polymères con.jugués. Il fut souligné que l’alternance des longueurs de
lien ll’est pas un critère suffisant pour expliquer les variations de largeur de bande
interdite dans ces polymères. La symétrie des atomes de carbone dans la chaîne
mérite une attention particulière.Le changement de symétrie peut rendre caduque
la relation entre la différence de loilgueur de lien et la bande interdite. De plus, grâce
à l’étude du PPy. fut aussi soulignée l’importance des différences de charges sur la
bande interdite. Ainsi, l’importance de l’élément terminant le cycle est déterminée
en majeure partie par son électronégativité. On a aussi présenté dans ce chapitre
une application de la théorie des liaisons fortes dans le cas du polyacétylène.
Enfin, dans le dernier chapitre, il fut question de l’ionisation par effet tunnel
dans les moléculeset la théorie ADK et MO-ADK furent présentées pour illustrer
les concepts de base de notre traitement ainsi que les étapes mathématiques im
portantes. J’ai terminé ce chapitre en présentant ma contribution à ce travail
j ‘ai calculé les coefficients permettant d’écrire la fonction d’onde asymptotique en
termes d’ondes planes.
La théorie de la fonctionnelle de la densité. appuyée par les pseudopotentiels,
c’est démontrée un outil puissant pour explorer théoriquement les propriétés des
polymères. Elle a permis de mieux cerner les polymères intéressants pour des ap
plications précises : contacts transparents pour les LEDs, couche active pour les
diodes électroluminescentes organiques (OLED). couche active dans des cellules
photovoltaïques. Malheureusement, la DFT n’est pas adéquate pour étudier direc
tement les phénomènes à la base de plusieurs de ces applications. Par exemple,
185
les propriétés optiques calculées par la DFT 11e reproduisent pas bien l’expérience,
car cette théorie ne tient pas en compte les transitions électroniques et les effets
excitoniques.
Pour continuer les projets de recherche énoncés précédemment. il faudrait ap
pliquer des techniques de calcul plus avancées et aussi plus coûteuse en temps de
calculs. Parmi ces techniques on peut mentionner la TDDFT’°4’°61 qui permet de
résoudre ce problème directement avec les nouvelles fonctionnelles incorporant les
effets excitoniques provenant de Féquation de Bethe-$alpeter. Une autre approche
consiste à conjuguer un calcul DFT standard avec un calcul GW permettant de
corriger les erreurs de la DFT dans le calculs des bandes. Ceci donne un bon point
de départ pour appliquer Féquation de Bethe-Salpeter pour incorporer le couplage
électron-trou’°7. Je réfère le lecteur directement aux articles cités pour ces nié
thodes. Comme on l’a mentionné précédemment. ces techniques consomment beau
coup plus de ressources numériques et de temps. Ceci signifie qu’une bonne stratégie
consiste a déterminer les polymères les plus intéressants et ensuite d’appliquer ces
techniques sur eux seulement.
Ceci signifie que le travail amorcé dans ce projet de maîtrise est loin dêtre
terminé, de nouveaux polymères doivent être analysés et de nouvelles techniques
de calculs doivent être appliquées sur les polymères identifiés dans notre étude.
J’espère que ce mémoire de maîtrise remplira sont but de guide pour les prochains
étudiants qui s’aventureront dans la suite de ces projets.
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Annexe I
Définition de l’énergie de coupure d’une base d’ondes planes
Il serait pratique pour les utilisateurs de définir une base d’ondes planes avec un
seul paramètre possédant un sens physique et qui permettrait «évaluer la qualité
de notre base. Un bon candidat est simplement le vecteur d’onde maximal de notre
base, °max Par contre. cette quantité ne nous renseigne pas beaucoup sur la validité
physique de notre base. Il serait alors plus avantageux de définir un paramètre
correspondant à une cluantité physique associée à notre base «onde plane.
Il est alors intéressant à remarquer que la fonction d’onde d’une particule libre
est donnée simplement par une onde plane.
= eiGr (1.1)
L’équation de Schrôdinger d’un tel système devient alors simplement le calcul
de l’énergie cinétique associée à notre particule en mouvement
V2(r) = Ew(r) (1.2)2m 2m
donc, l’énergie cinétique associée à notre onde plane est simplement
= (1.3)
L’énergie cinétique est alors proportionnelle au carré du vecteur d’onde de notre
onde plane. Elle est alors reliée au nombre d’oscillations que possède notre fonction
d’onde.
On peut alors définir notre base d’ondes planes selon l’énergie cinétique maxi
male contenue dans celle-ci. Nous pourrions alors facilement déterminer si la base
utilisée nous permet de traiter des électrons possédant une certaine énergie ciné
tique. Par exemple. nous savons que les électrons liés dans le coeur des atomes
possèdent des énergies cinétiques très grandes, ce qui signifie que nous devons uti
liser une base d’onde plane possédant de grandes énergies cinétiques.
Ainsi, nous définissons l’énergie de coupure de notre base comme étant
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t2G2 (1.4)
Il faut mentionner que notre paramètre ne définit pas complètement notre
base, car il 11e définit que l’étendue de notre base. En remarquant bien, nous n’avons
nulle part défini le nombre d’éléments dans notre base, ou l’intervalle entre chaque
onde plane. En effet, savoir que nous avons une base contenait des ondes planes
jusqu’à 15 Ha ne nous renseigne pas vraiment sur le nombre «ondes planes dans la
base. Nous pouvons en avoir trois espacés de 5 Ha ou trois mille espacés de 5 mHa.
Cette ambiguïté est levée par les
conditions imposées sur notre calcul. Il
faut se souvenir qu une onde plane iem
plit tout 1 espace, ce qui signifie qu il fautj’
donc definir une boite dans laquelle nous
limiterons le traitement de notre systeme
Cela est parfait pour traiter les cristaux
car nous avons simplement besoin d’appli
FiG. 1.1 Représentation de la sphère déb- quer les conditions de périodicité de Born
mitant les éléments de notre base. von Karman aux limites de la boîte pour
traiter les électrons de Bloch dans un cris
tal, qui sont mathématiquement très près des ondes planes. C’est une des raisons
justifiant le choix des ondes planes et qui explique pourquoi la plupart des codes uti
lisant des ondes planes sont spécialisées aux calculs électroniques de cristaux. Mais
il faut se souvenir que nous pouvons aussi traiter des systèmes non-périodiques.
eu les englobant dans de grandes boîtes qui assurent que les fonctions d’ondes
électroniques des systèmes ne se chevauchent pas.
En imposant les conditions de périodicité, nous venons définir le nonibre d’ondes
planes utilisées dans une base. car les ondes planes doivent devenir commensurables
avec les dimensions de notre boîte (L2., L , L2 ) pour satisfaire ces conditions.
Ceci iniplique que le vecteur d’onde de nos ondes planes devient quantifié
2ir 2ir 2ir
G
=
(m—, n—, t—)
.2 ) Z
(1.5)
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Le nombre d’éléments dans notre base peut maintenant être calculé, en utilisait
une stratégie similaire à celle de la sphère de Fermi. Notre vecteur d’onde maximale.
Gmax. définit une sphère dans lequel est contenu tous les éléments de notre base.
tel que visualisé sur la figure 1.1 . En sachant que chaque onde plane occupe un
volume de
VG
= ()()() = (27r) (1.6)
où V est le volume de la cellule primitive. Le nombre d’ondes planes dans notre
base est le rapport du volume de la sphère et du volume de chaque onde plane.
r 4ir 3 17 TT
— Vspher —
_________
—
.LG3 — V 9E 3/2 q 7
—
VG — — 6ir2 max — 67r273
Ainsi, en spécifiant les dimensions de la cellule primitive (ou de la boîte pour
une structure non-périodique) et l’énergie de coupure de la base. nous déterminons
complètement notre base d’onde plane. Ceci est très pratique. car nous devons déjà
spécifier la taille de la cellule primitive dans les cristaux; nous devons simplement
ajouter uii seul paramètre pour définir notre base.
Annexe II
Algorithme pour solutionner l’équation de Kohn-Sham
En observant l’équation 1.26, on constate que la mémoire requise pour stocker
les matrices est proportionnelle aux nombres d’ondes planes au cairé. Encore pire.
le nombre d’opérations nécessaires pour les diagonaliser augmente comme au
cube, si nous utilisons la technique standard. Ceci limite sévèrement l’utilisation des
ondes planes, car en pratique avec ce genre de technique nous ne pouvons pas dépas
ser quelques milliers d’ondes planes dans notre base. On peut comprendre le coût
élevé de cette méthode. car la diagonalisation directe de l’équation de Kohn-Shani
nous donne immédiatenient toutes les valeurs propres de notre système électro
nique. Or, comme nous avons incorporé beaucoup plus d’ondes planes que d’états
occupés, nous trouvons avec cette méthode beaucoup d’états propres correspondant
à des bandes vides.
Par contre, nous nous intéressons seulement aux quelques états propres occupés.
car ce soiit eux qtu contribuent à l’énergie totale que nous voulons minimiser. Il
serait ainsi avantageux d’élaborer un algorithme permettant de traiter seulement
les bandes les plus basses en énergie. Mais ce n’est pas tout, car nous voyons
que la diagonalisation directe de notre opérateur à chaque étape d’auto-cohérence
converge complètement les valeurs propres à la précision de l’ordinateur alors que
les fonctions d’ondes, et ainsi le potentiel dans notre hamiltonien, n’ont pas encore
convergé. Il est alors clair qu’un algorithme qui augmente la convergence des valeurs
propres en même tant que celle des fonctions d’onde sera plus efficace.
Suivant ces deux constatations. on trouve qu’il existe plusieurs méthodes plus
efficaces que l’orthogonalisation directe de Fhamlltonien de Kohn-Sham à chaque
étape de l’auto-cohérence. Dans le présent mémoire. je vais limiter la discussion à
la méthode possédant la convergence la plus rapide, et ainsi la plus grande appli
cabilité : la méthode du gradient conjugué. Les autres techniques sont décrites en
détail dans l’article de Payne et at.71 Je vais aussi limiter ma discussion à l’appli
cation du gradient conjugué à l’équation de Kohn-Sham, donc pour une discussion
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plus générale sur ce thème, j ‘invite le lecteur à consulter le livre de Golub et Van
Loan’°81.
La stratégie de Kohn-Sham consiste simplement à minimiser l’énergie qui est
exprimée comme une fonctionnelle de la densité électronique. Il est donc possible
d’appliquer une méthode de minimisation, comme le gradient conjugué, directement
sur l’énergie totale du système. Dans l’équation 1.31. les coordonnées à optimiser
pour minimiser notre fonction sont maintenant les fonctions d’onde à un électron.
Notre gradient devient alors simplement Phamiltonien de Kohn-Sham, car c’est lui
qui dicte la variation de l’énergie suite à une variation de la fonction d’onde d’une
bande.
Nous pouvons maintenant utiliser le gradient conjugué pour minimiser l’éner
gie selon toutes les fonctions d’onde simultanément. En pratique ceci n’est pas
souhaitable. car l’algorithn;e du gradient conjugué doit garder en mémoire la di
rection précédente du gradient, la direction actuelle et la fonction d’onde totale.
Or. une minimisation selon toutes les fonctions d’ondes siiiiultanément signifie que
chaque direction doit correspondre à une matrice ayant les dimensions des fonctions
d’ondes. Ainsi, nous devons stocker en mémoire trois matrices de N, par N,. ce
qui n’est pas souhaitable. Limitons-nous à minimiser l’énergie une seule bande à
la fois, ce qui augmente le nombre de processus. mais garde le problème dans des
limites de mémoire raisonnables.
La direction de la plus forte pente de l’itération in pour la bande t est alors
simplement
—(H[p] — (11.1)
Reste à calculer l’énergie totale d’un système possédant plusieurs électrons et.
pour de faire, il faut forcer la contrainte que les fonctions d’onde soient orthogo
nales. sinon notre algorithme trouvera que l’énergie est minimisée lorsque toutes les
fonctions d’onde sont dégénérées et correspondent au fondamental. Cette solution
n’est pas acceptable pour un système de fermions qui doivent obéir au principe
d’exclusion de Pauli. Si le calcul commence avec des fonctions d’onde arbitraires.
niais préalablement orthonormalisées, nous devons simplement assurer que la di-
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rectioll de la plus forte pente d’une bande dounée soit orthogonalisée aux autres
bandes. Ainsi. l’orthogonalisation des fonctions est maintenue.
= — i)L’k (11.2)
kt
Les fonctions d’onde des bandes ne possèdeut pas d’iudice in., car ils ne varieut
pas pendant la mniimisatiou de l’énergie selon la bande 1. Cette contrainte possède
un avantage numériclue. car elle nous assure que les autres fonctions ne changent pas
durant notre algorithme. Il ne faut donc pas recalculer leur densité électronique à
chaque itération et seulement calculer le cliaugemeut de densité engendré par notre
bande.
Avant de déterminer la directiou du gradient conjugué, il est important de cousi
dérer la convergence de notre algorithme. Le paramètre qui contrôle la convergence
est la relation entre la directioll de la plus forte pente avec l’erreur sur la fouction
d’onde. En effet, si nous pouvons l’exprimer comme un multiple de l’erreur sur la
fouction d’onde. le minimum est dans la direction calculée p notre mboxéquation
11.1 et un seul déplacement est nécessaire pour trouver le minimum. Si nous expri
mons l’erreur sur la fonction d’onde comme étant une combinaison linéaire d’états
non-occupés, car nous devons maintenir l’orthogonalité des fonctions d’ondes qui
nous intéressent
(11.3)
Nous pouvons remplacer cela dans l’équation 11,1 pour obtenir
=
(r
— l)c1,x (11.4)
Dans la dernière équation. représente la valeur propre associée à l’état propre
. On peut alors observer que la direction de la plus forte pente sera un multiple
du vecteur d’erreur sur la fonction d’onde seulement si les états non-occupés sont
dégénérés, car le facteur ne dépendra plus de a. Ce n’est malheureusement pas
notre cas. car l’utilisation d’onde plane nous oblige à considérer tous les états
jusqu’à l’énergie cinétique de coupure de notre base. Ainsi, les états non-occupés
possèdent une grande distribution énergétique, ce qui nuit à la convergence de notre
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algorithme.
Il faut alors construire mie matrice qui assurera que la direction de la plus forte
pente soit un multiple de Ferreur sur notre fonction d’onde. Une telle matrice doit
exister, mais sa construction explicite à partir de l’hamiltonien est un processus
nécessitant au moins N opérations par bandes, ce qui enlève tout avantage à la
méthode du gradient conjugué. On voit en effet que cette matrice assure la conver
gence en une itération. ce qui revient à l’orthogonalisation directe de notre hamil
tonien. La matrice permettant d’augmenter la convergence de notre algorithme se
nomme le préconditionneur.
Il est beaucoup plus avantageux
8P T,=(X—H)6 1=KCX-H)SP .de construire un preconditionneur ap
4— —
4—
_______
proximé. c’est-à-dire qui ne nécessite pas
4— —
G) 4- — .
— une construction explicite, mais qui aug
4- —
- mente tout de menie la convergence. La
4—
- majorité de son influence est de diminuer
4- l’énergie cinétique des états de plus haute
FIG. 11.1 Représentation de l’influence du énergie. ce qui rapproche notre système
préconditionneur K sur la direction de la plus de la dégénérescence. Ceci est représenté
forte pente (c). L’erreur sur la fonction «onde dans la figure 11.1. Il est facile d’imaginer
êi est aussi représenté. Cette figure est tirée -
- que notre preconditionneur est alors une
de Farticle de Payne et at.[l
matrice diagonale dont les éléments sont
l’inverse de l’opérateur de l’énergie cinétique. Mais, ceci n’est pas complètement le
cas, car si nous observons les éléments de basses énergies, l’énergie potentielle est
comparable avec l’énergie cinétique. Ainsi, on construit simplement une matrice
diagonale dont les éléments sont une paramétrisation de ces tendances, qui peut
varier un peu selon le code utilisé.
Nous pouvons ainsi écrire notre nouvelle direction de la plus forte pente
= (11.5)
Il faut remarquer que l’application du préconditionneur vient détruire notre or
thogonalisation par rapport aux autres bandes. donc nous devons explicitement
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poser
=
—
‘k Q)’k (11.6)
kt
Nous pouvons alors définir la direction du gradient conjugué. qui tient en compte
le dernier changement de position
rn = + (11.7)
;rn)
= et 7 = t) (11.8)
Kîn1 tm_1)
Maintenant que nous avons la direction du gradient conjugué. nous pouvons
t’ajouter à la fonction d’onde de Ïa bande 1. Il faut prendre soin de conserver la
normalisation de notre nouvelle fonction d’onde résultante. Premièrement, il faut
orthogonaliser notre gradient conjugué à la bande que nous traitons et par la stute le
normaliser, ce qui nous donne m, On peut alors écrire la fonction d’onde résultante
comme
‘l.res eJcos(9) + omsin(&) (11.9)
Nous devons maintenant minimiser l’énergie totale de notre système selon le
paramètre theta pour déterminer la fonction d’onde de la prochaine itération. Une
technique très populaire est de simplement d’échantillonner l’énergie à plusieurs
points et de trouver celui qui minimise l’énergie. Nous pouvons alors écrire la fonc
tion d’onde
= ‘cos(&) + () (11.10)
Nous avons maintenant un algorithme complet. qui permet de minimiser l’éner
gie de Kohn-Sham totale pour chaque bande. Or. nous pouvons remarquel’ que les
fonctions d’ondes des autres bandes entrent par la contrainte d’orthogonalité dans
le calcul de la direction de minimisation. Cela signifie que nous incorporons dans
notre algorithme des erreurs reliées au manque de convergence des autres bandes.
Donc, minimiser complètement selon une bande et ensuite passer à la suivante n’est
pas idéal. Il vaut mieux faire cuelques itérations de notre algorithme sur une bande.
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disons 3 ou 4, et ensuite passer à la prochaine et ainsi réduire l’erreur SIIf toutes
les bandes de façon plus simultanée. On recommence ensuite le processus jusqu’à
convergence.
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FIG. 11.2 Organigramme de l’algorithme du gradient conjugué appliqué à la solution du
système de Kohn-Sham. Adapté de l’article de Payne et aï.[7Ï.
Nous pouvons atissi vérifier le bon fonctionnement de notre algorithme en im
primant à l’écran les valeurs de l’énergie après un cycle complet sur les bandes.
Selon la construction de notre algorithme, l’énergie totale doit diminuer à chacun
de ces cycles. En pratique. nous observons parfois des problèmes de convergence.
représentés à l’écran par des augmentations de l’énergie. reliés à un nombre de
bandes insuffisant ou à la quantité de points considérés dans la minimisation de
l’énergie.
Nous sommes maintenant en mesure de discuter le nombre d’opérations né
cessaires pour solutionner le système de Rhon-Sham de façon itérative av-ec notre
algorithme, résumé sur l’organigramme de la figure 11.2. On s’intéresse surtout à
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la dépendance du nombre d’opérations à la grosseur de notre système, représenté
par le nombre d’ondes planes utilisées pour représenter notre fonction d’onde, le
nombre de bandes électroniciues qui nous intéresse et le nombre datome dans notre
système. Le nombre de points K que nous utilisons pour échantillonner la première
zone de Brillouin ne sera pas discuté, car les opérations discutés augmentent linéai
rement avec le nombre de points. Ainsi, on limite notre discnssion à un seul point
K. De même. n ne va pas discuter des processus avant une dépendance linéaire sur
la taille de notre système. surtout en terme de N,. car ce ne sont pas les processus
déterminant les limites de notre calcul.
L’utilisation des ondes planes signifie que le calcul est représenté dans l’espace
réciproque. Si nous inspectons l’équation 1.27 nous voyons que ceci est approprié
pour l’énergie cinétique qui est plus facilement calculable dans cette espace, il cor
respond à multiplier chaque onde plane composant la fonction d’onde par Q2. Tra
ditionnellement. on évalue aussi la contribution du potentiel non-local de Kleinman—
Bvlander dans l’espace réciproque. Ceci est une étape limitant.e du calcul. car le
nombre d’opérations augmente alors comme NutoiieNBNnu,. On ne considère pas
ce terme dans cette discussion. Par contre. la densité est calculée de façon la plus
efficace dans l’espace réel. où elle est simplement le carré de la fonction d’onde. On
doit ainsi faire la transformée de fourier de notre fonction «onde pour Fexprimer
dans l’espace réel. Or, la densité possède deux fois plus de composantes de Fourier
que la fonction d’onde puisque c’est le carré de celle-ci. Ainsi, pour maintenir une
représentation bien convergée de la densité, il faut doubler la densité de sa grille
de Fourier. De plus, pour pouvoir utiliser les algorithmes ultra-optimisés pour cal
culer les transformées de Fourier (FFT), nous devons exprimer notre base d’ondes
planes non plus sur une sphère, mais sur une grille orthorhonibique. Ceci signifie
que chaque utilisation des transformées de Fourier prend un nombre d’opérations
= 1GNÏn(N) (11.11)
Maintenant que nous avons la fonction d’onde dans Fespace réel. nous pou
vons facilement calculer la contribution du potentiel local et l’énergie d’échange
corrélation. Par contre, il nous reste à calculer le potentiel de Hartree. Il s’avère que
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c’est numériquement plus rentable de résoudre l’équation de Poisson dans l’espace
réciproque, en faisant deux ffT. que d’utiliser l’expression 1.22.
On peut alors facilement calculer le nombre d’opérations nécessaires dans notre
expression. Dans l’évaluation de la direction de la plus forte pente, nous devons
appliquer l’hamiïtonien de Kohn-Sham calculé à l’itération précédente sur la fonc
tion d’onde. Pour ce faire. nous devons utiliser deux FFT. car notre hamiltonien
possède une partie imaginaire. Nous devons ensuite orthogonaliser cette direction
avec les autres bandes, ce qui constitue NBNpw opérations. Si nous utilisons un
préconditionneur, il faut répéter le processus après son application, ce qui double
le coût de l’orthogonalisation. Malgré cela, son utilisation demeure avantageuse car
elle diminue le nombre d’itérations nécessaires pour atteindre la convergence. La
prochaine étape de l’algoritlinie qui augmente rapidement avec la grosseur de notre
système est l’évaluation de l’énergie en fonction de O. Cela implique l’application
de l’hamiltonien sur la fonction d’onde nouvellement construite, ce qui signifie que
nous devons faire 2 ffT pour chaque point utilisé dans la minimisation de l’énergie.
Pour plus de simplicité. on considère seulement un point. On peut alors construire
la prochaine fonction d’onde et la prochaine densité à partir des informations cal
culées à l’étape précédente : nous avons déjà la fonction d’onde et la densité dans
l’espace réel. Nous devons alors construire le procha.in hamiltonien, ce qui néces
site encore une fois le calcul de l’énergie de Hartree dans l’espace réciproque et sa
transformée de Fourier vers l’espace réel.
En faisant le total, le nombre d’opérations nécessaires à chaque itération et pour
chaque bande est
fl = 6 + 2NBN = (961n(N) + 2NB)N (11.12)
si nous multiplions par le nombre de bandes, pour avoir le nombre d’opérations
total pour une seule itération et pour tout le système
Nop = NBflop = (961n(N) + 2NB)NBNp (11.13)
La quantité de mémoire utilisée par cet algorithme est assez minimale. Nous
devons sauvegarder à chaque itération la matrice hamiltonienne qui comporte N,
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éléments, la fonction d’onde totale de notre système qui comporte NBN? éléments
et la densité électronique exprimée dans l’espace réel. La densité électronique est
beaucoup plus simple que la fonction d’onde et ne contient que 4N éléments.
Chacun de ces éléments est un nombre flottant à double précision (16 bytes dans le
cas de Fliarniltonien et la fonction «onde car ils possèdent des parties imaginaires
et $ bytes pour la densité qui est réel). Ainsi, à chaque étape. l’algorithme nécessite
environ
Nmern = 16N + (16N3 + 32)N, (11.11)
bytes de mémoire. À partir de cette expression et de l’équation 11.13, la nécessité
de mininiiser le nombre «onde plane dans notre base est évidente. Il est donc
primordial de définir des pseudopotentiels permettant de réduire l’énergie cinétique
de coupure de notre base d’onde plane.
Annexe III
Les fonctions sphériques de Bessel, de Neumann et les harmoniques
sphériques
111.0.2 Les harmoniques sphériques
Les harmoniques sphériques sont la solution de l’équation angulaire pour le
poteiltiel central. Ce n’est pas une surprise, car elles correspondent à une décompo
sition dti groupe de rotation infini en représelltatiolls irréductibles. Les harmoniques
sphériques de nombre 1 appartiennent à une de ses représentations irréductibles de
dimension 21 + 1. Ainsi, toutes solutions d’un potentiel possédant une symétrie
rot ationnelle peut être écrites comme une combinaison linéaire des harmoniques
sphériques. Les harmoniques sphériques s’écrivent comme suit
= 1(1 ] 2Pm(cosO)eimø (111.1)
où l’on définit ç (_1)m pour rn > O et ç 1 pour m < O. Pour rafraîchir la
mémoire du lecteur, voici les harmoniques sphériques les plus commîmes
1
Y0.0
(4ir)
Y10 — ()cosO
Y11
= +() 5m
()(3cos2e_1)
167r
2 5mO cos O e+
siii2 O e+2
32nJ
Ces fonctions ne dépendent pas de la coordonnée radiale, elles sont généra
Ïement représentées sur la sphère de rayon unité. De plus. ce sont des fonctions
complexes. Ainsi, la conception générale que les harmoniques sphériques forment
des lobes dans l’espace réel, comme dans le cas des orbitales p, n’est pas tout a
fait exacte. Premièrement, dans cette coiiception, les harmoniques sphériques sont
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complètement réels. Ceci peut se faire en prenant la combinaison linéaire
= Ï,m + Zrn
t.—rn —
Ce sera la définition utilisée pour définir des fonctions d’onde réelles, comme
dans la décomposition du HOMO et LUMO des molécules complexes en terme des
nombres cmanticiues t et ra pour la théorie de f effet tunnel. Il est apparent que
ces combinaisons linéaires sont aussi des solutions de l’équation de Schrôdinger et
donc qu’elles forment une base convenable polir nos fonctions d’onde. Par contre.
ces nouvelles fonctions ne correspondent toujours pas à des lobes, il n’y a toujours
pas de dépendance radiale. Ce sont toujours des fonctions définies sur la sphère de
rayon unité.
Pour faire apparaître les lobes, on doit insérer une dépendance radiale dans nos
équation. Il faut alors se souvenir qe la solution complète de l’atome d’hydrogène
multiplie les harmoniques sphériques avec une exponentielle de la forme e—, ce
qui est suffisant pour faire apparaître la forme classique avec les lobes.
111.0.3 Les fonctions de Bessel
Les fonctions de Bessel sont les solutions. qui ne divergent pas à l’origine, de
l’équation différentielle de Bessel
-1)CL Y ‘Y 2 2
— + x— + (x — rn )g 0 (111.2)di- dx
On suppose ciue la solution s’écrit sous forme polynomiale
=
fl+k (111.3)
qui nous mène à l’équation
+ n)(k + n — 1)ax + + n)ark k+n j2 = 0 (111.1)
n=O r=O n=O n=D
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Laissons tomber la sommation. pour s’intéresser au terme n O qui correspond au
premier terme non nul de notre polynôme. On trouve alors l’équation
ao[k(k + 1) + k — m2] = ao[k2 — in2] = 0 (111.5)
Or, comme on suppose que a0 est le prerniier coefficient 11011 nul. il faut alors que
k +rn.. On peut maintenant remplacer cette condition dans notre équation pour
trouver avec un peu d’algèbre
a1(2m + 1)x + [an(2m + n) + afl_2]xm = 0 (111.6)
On peut résoudre cette équation pour chaque valeur de m, mais, pour cet exemple,
on va se limiter au cas ni. = —. On trouve alors
=
— an_2 (111.7)
n(n — 1)
Pour solutionner cette équation seulement pour les puissances paires, on pose alors
que n 21, ce qui nous permet d’écrire
a21
= 2h1!(21_l)!! (111.8)
où Pou définit ri!! 1 3 5 n. On peut simplifier cette expression grâce à
l’identité: (2t)! = 2tt!(2i + 1)!! on trouve:
=
ao (111.9)
De même, pour les puissances impaires, on pose n = 21 + 1 et on aurait trouvé,
(21±1)!°’ (111.10)
Enfin, on remplace ce résultat dans la définition de notre solution, donnée par
l’équation 111.3, en prenant k = ru =
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y =
= r [ ar + a ;
n=1.3.5. n=O.2.4....
.E + a2trl]
=
‘[ + .frac(_1)t(2t)!.r2t]
x(aocosI+a1sini)
Ce qui démontre que les fouctions de Bessel d’ordre ± sont définies par
J_ (111.11)
J sinh (111.12)
et la solution générale pour in + est donnée par
g = ÂJ_1 BJ (111.13)
De façon générale. on peut solutionner l’équation 111.6 pour chaque valeur de
ru demi-entière, ce qui permet de définir les fonctions de Bessel. J±. Par contre.
ce ne sont pas directement ces fonctions qui nous intéressent, car l’équation radiale
de la section 1.3.3 n’est pas exactement de la forme de l’équation de Bessel. Ou
définit les fonctions sphériques de Bessel. qui sont les solutions de notre équation
radiale
jt(p) = (111.11)
Or, comme notre équation radiale est du deuxième ordre, elle possède deux
solutions linéairement indépendantes. On définit alors la deuxième solution. les
fonctions sphériques de Neumaun. sous la forme
ni(p) (_1)t+1 ()_1_ (p) (111.15)
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Les deux premières fonctions de Bessel et de Neumann «écrivent
sinp
Jo(P) =
p
sinp cOsp
Ji(p)
cos p
no(p) = —___
p
cosp sinp
= —___
p- p
Il sera utile pour le calcul de la limite asymptotique des fonctions d’onde de
connaître la valeur de ces fonctions lorsque p ‘ O et p —* c. On peut montrer ciue
ces limites sont
(21±1)!! (111.16)
Jt(p) cos{p — + 1)n] (111.17)p-.œp 2
(91
— fl
l+1 (111.1$)p—.0 p
1 1
01(p) — sin[p — -(1 + 1)n] (111.19)
p—.œp 2
On voit que la fonction de Neumann diverge à Forigine. ce qui signifie quelle ne
sera pas une solution convenable dans une région contenant ce point. Par contre, les
limites asymptotiques des deux fonctions sont semblables, sauf pour un déphasage
de ce qui nous indique que les deux solutions sont acceptables dans cette région.
Annexe IV
La diffusion par un potentiel coulombien
Tel ciue mentionné dans la section 1.3.3, le potentiel coulombien possède une
section efficace de diffusion difficile à calculer car sa décroissance radiale est très
lente. Il possède donc une très grande portée qui modifiera profondément la limite
asymptotique de nos fonctiolls d’onde. En d’autres mots, on ne peut plus diviser
notre espace de façon à négliger le potentiel dans la section extérieure. Il faudra
maintenant incorporer le potentiel dans notre discussion des limites asymptotiques
de façon plus explicite que par l’ajout d’un déphasage. Pour s’en apercevoir, consi
dérons un potentiel V(r) = ZZ’e2 correspondant au potentiel coulombien présent
dans la collision d’une particule de charge Ze avec une autre de charge Z’e. On
approxime la solution de l’équation 1.61 avec le potentiel coulombien par la forme
Rt(r) = r’Ae1 f(r’)dr’e±kr (lvi)
où a et A sont des constantes et k = La fonction f(r’) peut être déterminée
en remplaçant cette solution dans l’équation 1.61 et correspond à
= 1JZZC (IV.2)
On remplace ce résultat dans notre solution pour trouver la partie radiale de notre
fonction d’onde
Rt(r) Ar_le+2 rn (IV.3)
avec ri
=
Ceci démontre clairement l’effet du potentiel sur les limites asymp
totiques de la fonction d’onde. Elle ne peut plus être représentée par une onde plane
car on ne peut pas négliger la contribution provenant du logarithme de r. La pro
cédure présentée précédemment ne fonctionnera donc pas dans le cas du potentiel
coulombien. Un formalisme adéquat nécessitera des mathématiciues plus complexes.
Je ne vais donc pas dériver les expressions mais plutôt donner les résultats impor
tants et souligner les implications importantes du formalisme.
Pour trouver une solution plus exacte de l’équation 1.61. on va substituer la
fonction radiale par la forme Rj(r) = rteTfi(r). On reniplace dans notre équation
pour trouver
+ F2ikr + 2(t ± l)] + [2ik(Ï + 1) — 2?7k]J, = O (W.4)
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Cette écluation est Féquivalente de Féquation hypergéométrique confluente. Avant
de s’avancer d’avantage. il faut introduire un peu cette équation et sa solution qui
seront à la base de la mathématique à suivre.
IV.O.4 La fonction hypergéométrique confluente
L’équation hypergéométrique conftuente est une équation différentielle de degré
deux donnée par
d2f dF (IV.5)
qui possède deux solutions indépendantes, ciue l’on nominera F et G. On choisit la
fonction F comme étant la solution régulière à r=O. Cette solution s’écrit
F(a+s)F(b)z5f(a. b, z)
= sO
f(a)f(b + s)f(1 + ) (IV.6)
où la fonction gamma est défini par f(n) (n — 1)!. Il sera intéressant plus tard
de diviser notre fonction en deux solutions de l’équation IV.5 que l’on notera I1
et IV2. Dans ce cas. on note F(a. b. z) = Wi(a, b. z) + W(a, b, z). Ces fonctions
possèdent la forme
IT(a. b. z) (—z)g(a. a — b + 1. —z) (IV.”)f(b — ci)
W(a. b. z) = ezza_bg(1
— a. b — a, z) (IV.8)F(a)
ci3 ci(ci+1)/3(3+1)g(ci, 3, z) 1 + +
z22! “ (IV.9)
Cette forme est intéressante car elle permettra d’identifier les composantes de notre
fonction. En sachant que z —2h’r. un résultat qtie l’on trouvera tin peu plus
loin, la fonction IV1 devient une onde sortante, c’est-à-dire qu’elle correspond à une
onde s’éloignant de l’origine. Elle représente donc les particules n’ayant pas subi
de collision en plus de celles ayant été diffusées. De même. W2 devient une onde
entrante qui correspondra dans notre problème de collision à l’onde incidente.
On peut donc écrire la solution irrégulière à l’origine sous la forme
G(a, b. z) = iWi(a, b, z)
—
iW(a. b. z) (IV.1O)
Cette solution sera satisfaisante lorsque le potentiel coulombien e s’étendra pas
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jusqu’à l’origine. En connaissant le théorème d’annulation de Cohen et Heine, on
devine que ce sera le cas des pseudopot.entiels.
IV.O.5 Solution des propriétés de diffusion du potentiel coulombien
L’équation radiale IV.4 correspond à l’équation hypergéornétrique confluente
avec les paramètres
a t+1+in (W.11)
b = 2(1 + 1) (IV.12)
z —2i1’i (IV.13)
La région de validité de cette équation correspond à tout l’espace. On doit donc
choisir la solution régulière à l’origine comme solution pour notre fonction radiale
fi(r) C1f(l ± 1 + in. 2(1 + 1). —2ikr) (IV.11)
où C est me constante de normalisation qtie l’on devra calculer. La forme asymp
totique de notre la fonction d’onde peut être calculée grâce à l’équation IV.9.
Ce7’F(Ï+9) 1Ri(r)
r (2k)’f(t + 1 +in)kr sifl(kr — — n ln[2ki] + t) (IV.15)
et l’on retrouve une fonction sinusoïdale possédant un déphasage qui correspond
maintenant à Tit = argf(t + 1 + in). Par contre. on ne peut pas associer ce dépha
sage à l’action du potentiel coulombien car notre fonction possède maintenant une
dépendance en ln(2kr) qui change grandement la fréquence et la phase. L’action
du potentiel est donc plus prononcée sur la limite asymptotique de nos fonctions
d’onde. On peut définir les constantes 611 de façon à normaliser le flux incident de
particules, ce qui nous permet de trouver
(iketFtt + 1 inCt = (IXÏ.16)
v (21)!
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où y est la vitesse relative des particules dans la collision. Notre fonction d’onde
peut donc s’écrire sous la forme générale
= Rj(r)Pt(cos8) (IV.17)
ve (21)! (2ikr)1ef(t + 1 + in, 2(1 + 1), —2ikr)Pt(cos &)
Ce qui permet de calculer la fonction caractéristique déterminant la quantité de
particules diffusées dans un angle O. en écrivant la forme asymptotique des fonctions
T4’ et il2 et en se souvenant que la partie diffusée est dans la fonction W1. On trouve
alors,
ft&)
= k (2l + 1)e2’Pj(cos8) (IV.18)
et la section efficace devient alors
=
=
(2t + 1)e2iPt(cos9) (IV.19)
Ce résultat ressemble énormément au résultat de la section 1.3.3. Par contre, dans
ce cas, le déphasage ‘it ne veut plus rien dire car il correspond au déphasage totale dû
au potentiel coulombien sans écrantage. On ne peut plus Futiliser comme mesure de
l’action d’un potentiel localisé sur les propriétés de diffusion. Il faut donc considérer
un potentiel coulombien modifié à l’intérieur d’un rayon r a.
IV.O.6 Le potentiel coulombien modifié
Le potentiel ressenti par les électrons de valence n’est pas purement coulombien,
car la présence des électrons de coeur vient modifier le potentiel. Cette modification
étant causée par des électrons de coeur possédant des fonctions d’onde atomique, on
s’attend à ce que seulement les premiers termes de la sommation de l’équation IV.17
soient modifiés. De plus, la forme du potentiel répulsif de Phillips-Kleinman montre
que le potentiel coulombien ne varie qu’à l’intérieur de la région du coeur. Les
fonctions radiales doivent donc continuer d’obéir à l’équation IV.4 à l’extérieur de
cette région. Ainsi, la seule niodification possible est d’ajouter un peu des fonctions
hypergéométriques confluentes irrégulières G(t+ 1 +in, 21+ 2, —2ikr). Ces fonctions
sont maintenant acceptables, car l’origine n’est plus comprise dans la région de
validité de notre équation. On change alors les fonctions F dans la fonction d’onde
IV.17 par une combinaison linéaire de F et G de telle façon que le nombre de
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particules incidentes, déterminer par le terme W, ne varie pas. Cette combinaison
correspond à
F e (Fcost + Gsini) = We26’ + W (IV.20)
Le déphasage est utilisé pour assurer la continuité de la fonction radiale au rayon
du coeur, tout comme les déphasages de la section 1.3.3. Maintenant, le déphasage
représente l’influence de la modification du potentiel sur la limite asymptotique de
la fonction d’onde. On peut écrire celle-ci en remplaçant la combinaison linéaire
précédente dans l’équation IV.17.
= +ve
f(t
(v)? (2ikT)1e(e21 — 1)W1(Ï + 1 +in,2t+2, —2ikr)Pt(cosO)
(IV.21)
ce qui possède la forme asymptotique.
i (2t + 1)i’e’(kr)’ sin(kr — — nln(2kr) + jj + 61)Pt(cos0) (IV.22)
r=œ 2
1=0
Cette forme asymptotique permet de calculer la fonction caractéristique détermi
nant la quantité de particules diffusées dans un angle O,
fm() = f(6) + (2t + 1)e2’k’ sin(i)Pj(cos9) (IV.23)
Ce résultat est à la base de la théorie des pseudopotentiels. La modification
apportée par le potentiel de Phillips-Kleinman sur les propriétés de diffusion ne
dépend que d’un déphasage de la fonction d’onde. Elle ne dépend pas de la forme
explicite du potentiel perturbateur tant que celui-ci demeure circonscrit à l’intérieur
d’un certain rayon. C’est heureusement le cas pour le potentiel répulsif de Phillips
Kleinman. 011 peut donc remplacer ce potentiel par un autre, générant le même
déphasage. C’est cette liberté qui est la base de la puissance des pseudopotentiels
conservant la norme, les peudopotentiels les plus utilisés dans les calculs DFT à
base d’ondes planes.
Une dernière remarque, les déphasages 6 ne correspondent pas aux déphasages
obtenus à partir du potentiel perturbateur. Il faut absolument tenir en compte
le potentiel coulombien à l’extérieur de cette région. Ceci expliquera pourquoi on
calculera toujours les propriétés de diffusion pour les pseudopotentiels totaux et
non pas seulement ceux du potentiel répulsif.
Annexe V
Supplementary Information Electronic structure of metallocene based
polymers
Cette annexe est formée des informations supplémentaires distribuées avec l’ar
ticle Etectronic structure of metattocene based polymers. Je l’inclus ici par souci de
clareté.
V.1 Test of the Co pseudopotential
In order to fully test our pseudopotentials. especially for the cobalt atom which
needed special attention because of its open-sheil. we have applied them to model
systems. We will limit the discussion to the cobalt pseudopotential. because the
other elenients are more commonly used in such calculations and do not possess
the added complexity of heing a magnetic material.
As specified iII our paper. a partial-core correction was included in the Co pseu
dopotential. The pseudocore cutoif radius was found to he well comrerged at 0.9
hohr. The convergence criterioll was that the pseudopotential reproduces the poÏa
rization energy of the cobalt atom. e.g. the energy difference between a calculation
without spin degree of freedom and spin-polarized calculation. This energy is found
to be 2.11 eV with the specified pseudo-core radius, while it is found to be 2.05 eV
in an all-electron calculation. The partial-core correction is necessary in this case.
because without such a correction. the polarization energy rises to 3.51 eV. This
high value is enough to suppress ma.gnetism in many systems.
The properties of the atom being satisfactorily reproduced. we have tested our
pseudopotential 011 -Co which possesses an hexagonal structure. as we reported in
the paper. The cell pararneters where reproduced to 0.2 error and the magnetic
moment was found to be 3.209 while the experimental value is 3.44 The
baud structure of this calculation is displayed in figure V. 1 and reproduces resuits
ohtained by Bat allan and al.481.
Finally. to test the pseudopotential in the specific case of a metallocene bond.
— - -J——-———
J II
FIG. V.1 LDA hand structure of o-Co. The dashed hands represents spin down
bands. The magnetization is evident in our band structure.
e.g. a bond between a metal and the n orbitais of C5H5. we have simuiated the
cobaltocene monorner. We then compared the resuits with a similar simulation
perforrned with the Gaussian package without pseudopotentials and with resuits
from experiments on the crystalline phase on cobaltocene[h]. These resuits are listed
in table V.1 for the bond lengths and in table V.2 for the energy levels. As we can
see. the resuits are quite satisfying, we have a maximum error of 0.8% on the bond
lengths and 1% on the energy gaps. We aiso find a total magnetization of 1t3 with
our pseudopotential. which corresponds exactly with the experimental vaine.
Co-C 2.083 2.100 2.069
Co-C5 1.691 1.712 1.673
c-c 1.42 1.441 N/A
C-H 1.087 1.093 N/A
TAB. V.1 Equilibrium structure of the cobaltocene monomer with varions me
thods. Ail bond lengths are in angstrôms. The experimental data are froni the
paper of Ammeter and al.[h].
The Co pseudopotentiai reproduces the metal-ligand bond quite weil and des
cribes adequateiy the electronic structure of metallocenes. Hence. we have qpplied
this pseudopotential to our systems.
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Ahinit Gaussian
HOMO LUMO Cap HOMO LUÏVIO Cap
spin up -0.0917 -0.7956 0.01214 -0.10778 -0.09574 0.01204
spin clown -0.15513 -0.06718 0.08795 -0.16829 -0.08135 0.08694
TAB. V.2 Energv levels of the cohalt.ocene monomer. The energies are in hartree.
V.2 Ferrocene wavefunctions
As stated in our paper, the band structure of the polyferrocenes corresponds to
the energy leveis found in the dimmers and even the monorner. By this we mean
that the order of the states and the nature of the orbitais remain the sanie. This is
apparent in figure V.2 where is displayed the orbitais for poiyferrocene-trars. The
oniy difference being the end effects present in the orbitais of the dimmer. If we
compare the orbitais of the poivmer to their anaiogues in the monomer. we ciearly
see that the orbitais of the polymer is onÏy an extension of the monomer. This
signifies that the rigiditv of the energv ieveis in the molecuie wili be transiated in
rigidity of the bauds in the polymer.
Near the Fermi energy, ail the orbitais have metai d character. This expiains
the littie dispersion of these bauds and the importance of the relative shifts in this
region of energy.
Oniv the orbitais of poiyferrocene- tran,s is discussed and dispiaved previously
to minirnize this docmnent. Au conclusions appiy the the other form and for the
cobaitocene-hased poiymers.
V.3 Deformation in cobaltocene-based polymers
The deformation of the carbon rings in polycobaitocenes and the corresponding
dimmers is discussed in our paper. but it is not apparent in the tabie of selected
bond iengths. The reason is simple. to keep the table simpie we have onlv incor
porated mean values. In order to hetter visuaiize this deformation we inciude here
the geometrv of the -trans poivmer. The format used is simplv the cartesian co
ordinates of each atom in the moiecuie or the unit ceii, in angstrnis. It can be
visualized with any rnoiecuiar visuaiization program.
This deformation is present in ail of the polvmers and dimmers. The carbon
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FIG. V.2 Wavefullctions for polyferrocelle-trans, Fv(FeCp)2 auJ the ferrocerue
monorner. For the srnall moledules. the Gaussian package was used.
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X Y z
Co 2.477584e+0O 2.213458e+00 2.885096e+O0
C 2.914324e+00 2.213493e+00 7.172451e-01
C 3.392843e+00 1 .076764e+00 1 .444027e+00
C 4.329598e+00 1 .505435e+00 2.443333e+00
C 4.329521e+O0 2.921561e+00 2.443397e+00
C 3.392786e+OO 3.350224e+00 1 .444076e+00
C 2.041 127e+00 2.213492e+00 5.053095e+00
C 1 .562653e+00 3.350 194e+00 4.326268e+00
C 6.257969e-01 2.921541e+00 3.327030e+00
C 6.257273e-01 1.505411e+00 3.327093e+00
C 1 .562613e+00 1 .076778e+00 4.326292e+00
H 3. 147350e+00 4.125684e-02 1 .215007e+00
H 4.904366e+00 8.590759e-01 3. 101883e+00
H 4.904251e+00 3.567961e+00 3. 101901e+00
H 3.147 193e+00 4.385687e+00 1 .215099e-1-00
H 1 .808220e-j-00 4.385640e+00 4.555282e+00
H 5.104016e-02 3.567956e+00 2.668608e+00
H 5.093324e-02 8.590405e-01 2.668644e+00
H 1 .808123e+00 4.129603e-02 4.555346e+00
TAB. V.3 Equilibrium structure of polycobaltoceue-trans. Ail of the coordinates
are in angstrôms.
ring is not planar, the linking carbon atoms lie out of the plane formed by the rest.
The dihedral angle thus defined varies between the varions form of the polymers. It
is 15.50 in the -trans forrn and 1.70 in the -cis form. This deformation corresponds
to a Jahn-Teller deformation.
