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HU XIHENG Abstract-In this note the FF-Pade method based upon some new concepts in model reduction is presented. The new method will overcome the chief drawbacks of the current methods. Some typical examples are used to show convincingly that one has to break free from the conventional approaches in order to obtain better results in model reduction.
INTRODUCTIOK
During the last two decades. much effort has been made to solve the problem of model reduction for large-scale systems. The current methods adopt either the time-domain or the frequency-domain approach and the latter can be further divided into several groups. The first group is the classical reduction method (CRM) which is based upon the classical theories of mathematical approximation or mathematical concept such as the Pad6 approximation. the continued-fraction method (second Cauer form), and the time-moment-matching method jl]- [3] . It can be proved that all the CRM approaches are equivalent to each other. There are, however. two serious drawbacks which limit the applications of CRM.
1) The reduced model obtained by CRM may be unstable although the original system is stable.
2) The low accuracy in the mid-and high-frequency ranges. The second group is a development from CRM. and can be called the modified reduction method (MRM). The best k n o w MRM is the stability-criterion method (SCM): in which the characteristic equation of the reduced model is assigned beforehand to satisfy one of some criteria of stability (such as the Routh stability criterion, Hurwitz polynomial, Mihailov criterion. the stability equation. etc.), while the parameters in the numerator are adjusted as in CRM to improve the degree of accuracy at the low-frequency range. However, the absolute stability ofthe SCM is achieved only at the cost of a serious loss of accuracy [SI, [7] . There is another method for modeling transfer functions using basic performance specifications and frequency-response data at the dominant frequencies [ I ] . However, in that method one has to be faced with a set of nonlinear equations the solutions of which rely on special algorithms such as the Newton-Raphson multidimensional method. An extensive discussion for the estimation of good starting values was forwarded by [4] to ensure rapid convergence of the numerical approach.
In this note the FF-Pad6 method based upon some new' concepts is presented. Some typical examples are used to show that one has to break free from the above conventional approaches in order to obtain better results in model reduction.
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THE NEW CONCEPTS
The new method is based on the following ideas. 1) An effective way of improving the CRM is to utilize as much midfrequency information as is contained in the original system and fully incorporate it into the reduced model. When accurate fitting in the midfrequency range is achieved. the stability problem will be solved as a natural consequence.
2) The technique for separate treatment of low-frequency and midfrequency ranges.
3) The principle of an optimal allotment of the limited informational resources.
There are (rn + n + 1) independent parameters in an m/n-order reduced model, and our aim is to convey as much information of the original system as possible with this limited number of parameters. These parameters may be called the informational resources available to the model, which are, of course, much fewer than that of the original system.
There are two important ranges in the frequency response of a system: 1) the low-frequency range which includes the steady-state values and the long-term transients of the system: and 2) the mid-frequency range which involves the short-term transients and affects the stability of the control system. This mid-frequency range which is sometimes called "dominant frequency" range, usually indicates a range containing a prominent peak or valley, or the cross frequency in the frequency response of the original system.
The CRM model obtained by expansion into a series about s = 0 can only fit the original system at the lower frequency range. Although many methods of MRM are posed to overcome the two drawbacks above, the methods, unfortunately, treat the two problems in an unrelated manner (for example, using SCM to guarantee stability and improve high frequency fitting accuracy by matching Markov parameters). The results by MRM are, therefore, usually unsatisfactory.
The two drawbacks of CRM do not emerge as two unrelated phenomena. According to the investigation conducted by the author. they are in effect two different symptoms out of one weakness [SI. The weakness is almost invariably due to the fitting inaccuracy in the dominant frequency range.
An optimal allotment of informational resources implies a prudent distribution of these resources among the prospective parameters of a reduced model in the two frequency ranges.
FF-PADE METHOD OF MODEL REDUCTIOK
In the frequency-fitting-Pad6 approximation method (FF-Pade method), the characteristic response of the original system at dominant mid-frequencies (usually oscillatory) is reproduced by point-fitting at two selected frequencies near each prominent peak or valley. while the lowfrequency characteristic is modeled by the Pad6 approximation. Let the Wfi-order original transfer function be:
and its rn/n-order reduced model be:
The latter is obtained by the FF-Pade method in three steps as follows [SI, 161.
Step I: Build where g, and Bi are the amplitude and phase of the original system G(s) at the frequency w,, which is chosen near a dominant frequency. It can be seen that the computation in the FF-Pad6 method involves only the construction and solution of a set of linear equations. It should be pointed out that the choice of frequency-fitting points of a system is quite crucial. If they are incorrectly picked, the low-order model may be unsatisfactory or even unstable. But the probability of obtaining a stable reduced model is quite high if the frequency-fitting points are picked in the neighborhood of a dominant peak or valley of the original system. The range of the neighborhood w, proximity may be suggested as folloas: 
where the wp and w, are the frequencies at the peak or valley, respectively, go = IG(w,)l -IG(w,)l as in Fig. 1 (peak case) . Example 1 will show that different choice of frequency-fitting points within the proximity indicated as above would lead to a family of models with very similar frequency and time responses although the poles and zeros of one model may be situated in locations quite different from those of the corresponding poles and zeros of other models in the family.
ILLUSTRATIVE EXAMPLES

E.uamp/e I:
The following system was given by Shamash (s+ .7189)(~+27.339?j4.8765) .
( 1 IC)
The frequency and time responses of the three FF-Pad6 models of (1 la)-(1 IC) are very similar. They are also shown in Figs. 1 and 2 for comparison. It can be seen that they are much better than the other results.
The other three examples below are chosen out of 1000 examples investigated by the author [8] .
Example 2: In the following sy-stern there is a pair of dominant complex poles close to the imaginary axis. which indicates the existence of a strong oscillation with a very low damping. 0587~)(1 +2.5529s+5.4342s2)(l +3.2648s+2.1476s2) (1 +3.0092s+ .7970s2)(1 +6.8538s+ .6965s2)(1 + .1394sa .6861s')' < ' "(' ) = 1 + 10.0024s + 2 3 . 4 5 4 4~~ -1 0 . 1 6 1 6~~ I + 7.8764s + 27.1688s' Y 1 L 7.8764s + 2 7 . 3 9 2 1~~ -52.0;13s3 R"(s) = 1 + 10.0024s + 2 3 . 6 7 7 7~~ + 1 2 . 3 9 5 2~~ T 5.0106s4 Its various reduced models are listed in Table I . The 1/2 to 41.5 order models by CRM are unstable. The reduced models by SCM are stable of course, but their dynamic responses differ very much from that of the original system (see Fig. 3 ). The R;S(s) is obtained by the method presented in this note with two frequency-fitting points at wI = 1 rads and w 2 = 4 rad/s. It is not only stable but also reproduces the characteristic of the original system over a wide range of frequency. 
It acts like a bandpass filter as shown in Fig. 4 . The reduced models by SCM are of course stable but the reduced models of different orders obtained by CRM are all unstable. However, none of them can reproduce the bandpass characteristic of the original system, not even with the 4/5 order model. But the 2/3 order FF-Pad6 model with two frequency-fitting points at w, = 3 rad/s and w 2 = 100 radls can reproduce the original well enough. Plots are shown in Fig. 4 and various reduced models are listed in Table 11 .
Example 4: The following system acts like a trapper (at w, = 0.47 rad/ s) which has a specific use in electronic networks. Its transfer function and frequency response are shown in Table III and Fig. 5 , respectively. In fact, the 213 to 415 order reduced models by CRM are all unstable. The 1/ 2 order model is stable (by chance, most likely), but it cannot work as a trapper.
Two reduced models, RTL(s) and R$L(s) are obtained by using the FF-Pad6 method with three and four frequency-fitting points, respectively. It can be seen very clearly that even such a complex system can be reduced by the new method with good results. while almost all other current methods fail.
CONCLUSION
To achieve good results in model reduction one should pay more attention to its methodology. The important problem is how to use the limited informational resources of a reduced model most effectively, instead of trying to guarantee absolute stability of the model at the cost of a serious loss in accuracy. It is necessary to reflect the characteristic of the original system in the dominant mid-frequency more faithfully. The FFPadt method presented in this note can serve this purpose very well.
