In this paper we propose different robust fuzzy clustering models for classifying heteroskedastic (volatility) time series, following the so-called model-based approach to time series clustering and using a partitioning around medoids procedure. The proposed models are based on a GARCH parametric modeling of the time series, i.e. the unconditional volatility and the time-varying volatility GARCH representation of the time series. We first suggest a timid robustification of the fuzzy clustering. Then, we propose three robust fuzzy clustering models belonging to the so-called metric, noise and trimmed approaches, respectively. Each model neutralizes the negative effects of the outliers in the clustering process in a different manner. In particular, the first robust model, based on the metric approach, achieves its robustness with respect to outliers by taking into account a "robust" distance measure; the second, based on the noise approach, achieves its robustness by introducing a noise cluster represented by a noise prototype; the third, based on the trimmed approach, achieves its robustness by trimming away a certain fraction of outlying time series. The usefulness and effectiveness of the proposed clustering models is illustrated by means of a simulation study and two applications in finance and economics.
Introduction
In the last two decades, the literature on time series clustering has increased considerably with different methodological approaches and with a large range of applications in many different fields including finance, economics, econophysics, marketing and new frontiers of marketing-such as digital marketing and neuromarketing-genetics (microarray gene analysis), environmetrics, geology, telecommunications and biomedical sciences. See, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
From a methodological point of view, time series clustering methods can be classified into three classes [3, 19] :
1. Observation-based clustering: the time series clustering methods belonging to this approach are based on the actual observed time series-considering all the observations or positions of the time series or suitable transformations of the observed time series, e.g., the so-called velocities, accelerations, polygonal representations of the observed time series [1, 2, 4, 6, 10, [20] [21] [22] . This clustering approach is particularly useful with short time series. In addition, other observation based clustering methods are built upon the so-called Dynamic Time Warping (DTW), which is a well-known technique for finding an optimal alignment between two given (time-dependent) sequences under certain restrictions (see, e.g., [23] ). See [19] for more details. 2. Feature-based clustering: in this case, the methods are based on suitable features derived for the time series. In fact, as remarked by Caiado et al. [19] "if a time series consists of a large number of observations, clustering time series based on these observations is not a desirable option because of the noise that is present, and the fact that the autocorrelation structure of the time series is ignored". In the literature, different feature-based clustering methods have been developed to address the problem of clustering noisy raw time series data. As a broad distinction, methods can be classified as follows:
• methods based on time domain features: i.e., autocorrelation function (ACF) [6, [24] [25] [26] , partial autocorrelation function (PACF) [25] and inverse autocorrelation function (IACF) [25] ; • methods based on frequency domain features: i.e., based on the periodogram and its transformations [13, 26] , coherence [27] and cepstral [13] ; • methods based on wavelet features: i.e., wavelet decomposition [11, 14, 18] . See [19] for more details. 3. Model-based clustering: these methods are based on the features of the models fitted to the time series. In particular, for these methods, it is assumed that a set of time series generated from the same model have similar patterns. Time series are clustered by means of parameter estimates or by means of the residuals of the fitted models [19] . In this class, several time series clustering methods are based on the ARIMA representation of the time series (see, e.g., [16, 17, [28] [29] [30] [31] [32] [33] [34] ). Notice that most of these methods are devoted to capturing the structure of the mean of the process hypothesized as generator of the data, whereas little attention has been put on the variance. This approach is correct when dealing with clustering based on ARIMA models and in the presence of homoskedastic variance; in fact, in this case, the variance is a function of the process parameters, so that it is implicitly considered in the clustering process [7] . Dealing with heteroskedastic time series-or volatility time series-the comparison of the dynamics of the variances is pivotal [7] . If the conditional variance follows a stochastic process, heteroskedastic time series can be represented by GARCH models. In the literature, some time series clustering methods based on GARCH models have been proposed-see, for instance, [7] [8] [9] 12, 15] . Finally, in the model-based time series clustering approach we can also include the methods based on functional representation (see, e.g., [35] ) and on nonparametric or semiparametric (e.g. splines) (see, e.g., [36] ) representation of the time series. For more details on this methodological class, see [19] .
In this paper, the model-based approach is adopted. In particular, given the motivations shown in 3) we focus our attention on the model-based clustering of time series based on a GARCH parametric modeling of the time series.
The main contribution of this paper is to propose different clustering models which have the following features:
The paper is organized as follows. In Section 2, we briefly introduce the concepts of unconditional and timevarying volatility of GARCH models and a suitable distance measure for the volatility characteristics derived from the GARCH representation of time series. In Section 3, following a fuzzy approach different GARCH model-based robust clustering models for heteroskedastic time series are proposed. A simulation study and two applications are shown, respectively, in Sections 4 and 5. Final remarks are made in Section 6.
GARCH models and distance measure for heteroskedastic time series

Unconditional, minimum and time-varying volatilities
Let y t (t = 1, . . . , T ) be a time series, where t is the time index, modeled as the sum of a constant term μ and a zero mean heteroskedastic univariate process ε t (heteroskedastic disturbance):
where u t is a univariate white noise process with mean 0 and variance 1. The conditional variance h t follows a GARCH(p, q) process as [37] : Consider the difference between ε 2 t and h t :
where η t are zero mean errors, uncorrelated with past information. After simple algebra, from Equation (2.2) the squared disturbances ε 2 t can be represented as an ARMA(p * , q) process:
β j + η t (2.4) where p * = max(p, q), α i = 0 for i > p, if p * = q, β j = 0 for j > q if p * = p. The parameters of the GARCH(p, q) model are (γ , α 1 , . . . , α p , β 1 , . . . , β q ). Hence, the GARCH process will be denoted also as GARCH(γ , α 1 , . . . , α p , β 1 , . . . , β q ).
Given the usual stationarity and invertibility restrictions on the roots of (1
t can be expressed as an infinite autoregressive AR(∞) model, after recursive substitution:
As it is well known, indicating with φ i the generic AR parameter and with θ j the generic MA parameter of an ARMA(p, q) model, the recursive formula:
provides the sequence of parameters π k . In (2.6) φ 0 = 1, φ i = 0 for i > p and π k = 0 for k < 0. From (2.4) and (2.6) the π k parameters are:
From (2.5) the expected volatility at time t + 1, given the information available at time t , can be split in a constant part and a time-varying part (which depends on the time history of the volatility) [7] :
The unconditional volatility (uv) is then given by the unconditional expected value of ε 2 t+1 :
The time-varying part of the volatility is an infinite weighted sum of unobservable random variables (see (2.8) ). The null time-varying volatility is obtained when each of the π k coefficient is equal to zero. Considering the metric introduced by Piccolo [28] between two ARIMA models as the Euclidean distance between the coefficients of the AR(∞) representation of the two models, the distance of a time series from the case of null time-varying volatility (hence the case of constant volatility) is given by Otranto [7] , yielding the expression of time varying volatility:
A distance measure for heteroskedastic time series
The distance between each pair of time series is measured by comparing the unconditional volatility and the time-varying volatility of the time series, i.e. by separately considering the distances for the unconditional volatility and the time-varying volatility estimated parameters of the GARCH representation of the time series and using a suitable weighting system for such distance components. Thus, by considering the i-th and i -th units, we have: 2 is the squared Euclidean distance between the unconditional volatility of units i and i (uv i and uv i respectively); tvv d 2 ii = (tvv i − tvv i ) 2 is the squared Euclidean distance between the time-varying volatility of units i and i (tvv i and tvv i respectively); w 1 , w 2 ≥ 0 are suitable weights for the unconditional and time-varying components. These weights can be fixed subjectively a priori by considering external or subjective conditions (internal weighting system) or can be computed objectively within a suitable clustering procedure (external weighting system).
We assume the following conditions: w 1 + w 2 = 1 (normalization condition) and w 1 , w 2 ≥ 0. We can set
To select the weights, an objective criterion has been adopted. Therefore, the weight values are not fixed a priori but are computed via a minimization algorithm. Thus we obtain weights that minimize the loss function with respect to the optimal values of w 1 , w 2 .
The distance measure (2.11) has the following features:
i) uv,tvv d ii is a metric. The properties of identity, non-negativity, symmetry are easily verified. Also the triangular inequality property is satisfied, as it can be verified after some algebra. ii) uv,tvv d ii is computationally easy and theoretically intuitive.
The weights w 1 , w 2 are intrinsically associated to the characteristics of the time series captured by the unconditional and time-varying volatility; thus the weights allows to tune properly the influence of the two components of the volatility of the time series when calculating the distance.
Series with similar unconditional volatility can have different dynamics, characterized by different time-varying volatilities; conversely series with similar time-varying volatility can have different unconditional volatilities.
Through the normalization condition w 1 + w 2 = 1, we can easily assess, in a comparative fashion, the contribution of the components in the computation of uv,tvv d ii .
The measure uv,tvv d ii is utilized for comparisons within a set of data rather than for examining a single pair of data. Thus, for a given dataset, the weighting system is optimal only for the dataset involved.
If two series have the same unconditional volatility and the same time-varying volatility, it is not possible to conclude that they are generated by the same GARCH process. In fact the equality of the two unconditional volatilities and the two time-varying volatilities is relative to two nonlinear combinations of the parameters of the GARCH representation. The case of equality of the two data generating processes is obtained if and only if the constant γ and the parameters α i and β j (i = 1, . . . , p; j = 1, . . . , q) are the same for the two GARCH models. This is a stronger requirement with respect to the equality of the unconditional volatilities and the time-varying volatilities. It is obvious that the equality of the parameters of two time series implies equal unconditional and time-varying volatilities (but not vice versa).
In the paper robust fuzzy clustering models for heteroskedastic time series based on the estimated parameters of the GARCH representation are introduced. Specifically, the proposed models focus on the contribution of the parameters of the GARCH representation to the unconditional and time-varying volatility.
Other clustering methods based on the volatility related to the GARCH representation of time series have been proposed in the literature.
Caiado and Crato [5] have introduced a dissimilarity measure between two volatility time series based on the Euclidean distance among the estimated parameters γ, α i and β j (i = 1, . . . , p; j = 1, . . . , q) of the GARCH representation of the time series weighted with their estimated covariances. Then a hierarchical agglomerative clustering method augmented with the dissimilarity measure proposed is used.
Otranto [7] has proposed a three level clustering of time series. The first level groups time series on the basis of the unconditional volatility. The second level subgroups time series with similar time-varying volatility within the groups characterized by similar unconditional volatility. Finally, a more accurate classification is obtained distinguishing, within the groups with equal unconditional and time-varying volatilities, the time series with equal parameters of the GARCH representation. The similarity of the time series in each of the three levels is determined using the result (p-value) of a Wald statistical test on the unconditional volatility, on the time-varying volatility, on the estimated GARCH parameters, respectively. The threshold on the p-values allows the automatic detection of the number of clusters.
D'Urso et al. [15] have introduced two fuzzy clustering models of volatility time series in the framework of a partitioning around medoids approach. One is based on the Caiado and Crato dissimilarity between the estimated parameters of the GARCH representation of the volatility time series [5] and the other on the autoregressive distance measure [28] applied by [7] to GARCH processes generating the volatility time series.
With respect to [5] and to [7, 12] the novelty of our proposed models are: i) the use of a distance based on the components of the volatility (unconditional and time-varying) objectively weighted; ii) the robustness to the presence of outliers of the clustering algorithms in which the distance works; iii) the fuzziness of the partition.
With respect to [15] the novelty of the proposed models are: i) the use of a distance based on the components of the volatility (unconditional and time-varying) objectively weighted; ii) the robustness to the presence of outliers of the clustering algorithms in which the distance works.
The N × T data matrix Y consists of N time series observed in T times periods: 
In the GARCH representation it turns into:
where v i1 = uv i and v i2 = tvv i . Notice that it is not strictly necessary that the time series are of equal length. However, the fact that the time series could have different length does not affect overall results, since the analysis is based on their GARCH representations. Hence, to avoid a more cumbersome notation, we stick to the case in which all time series have the same length. Finally, we observe that the orders p and q of the GARCH process are not necessarily equal.
Robust fuzzy clustering models of time series
In this section we propose different robust clustering models for time series based on a GARCH modeling of the time series and a fuzzy partitioning around medoids (fuzzy PAM) approach. The motivations connected both to the fuzzy and PAM approaches are shown in the following sections.
Fuzzy motivation
We adopt a fuzzy approach in order to take into account the intrinsic (non-stochastic) uncertainty derived from the clustering of such complex data as time series, and to capture the switching or drifting nature of some time series in the clustering process. Fuzzy clustering allows one time series to be allocated to two or more cluster, with a membership degree that represents the (non-stochastic) uncertainty related to the assignment of the time series to each cluster. In particular, our clustering models inherit the several advantages of the fuzzy approach to cluster analysis [2, 4, 11, 13, 14, 16, 17, 22, 38, 39] . In particular, as remarked by Hwang et al. [40] :
1. the fuzzy clustering algorithm is attractive because it is compatible with distribution-free procedure; 2. due to the difficulty of identifying a clear boundary between clusters in real world problems, the partial classification of fuzzy clustering appears more attractive than the deterministic classification of nonoverlapping clustering methods such as k-means [41, 42] ; 3. the fuzzy clustering is computationally more efficient because dramatic changes in the value of cluster membership are less likely to occur in estimation procedures [41] and it has been shown to be less afflicted by local optima problems [43] ; 4. the memberships for any given set of respondents indicate whether there is a second-best cluster almost as good as the best cluster-a result which traditional clustering methods cannot uncover [44] ; 5. the fuzzy approach is preferable to the probabilistic approach-e.g., finite mixture approach-, because, generally, the latter approach assumes stringent distributional assumptions on data within unknown clusters. In the fuzzy clustering approach, no specific form of distributions for observed data (within each cluster) needs to be assumed a priori for the proposed method. In addition, the fuzzy approach is less afflicted by the problem of convergence compared to the finite mixture approach [40] .
In addition, we have the following motivations justifying the fuzzy approach for the clustering of time series [22, 45] :
6. Greater sensitivity in capturing the details characterizing the time series. In many cases, since the dynamics of the time series are drifting or switching, the standard (non-fuzzy) clustering approaches are likely to miss this underlying structure. The switches, which are usually vague, can be naturally treated by means of fuzzy clustering. 7. Greater adaptivity in defining the prototype time series. This can be better appreciated when the observed time patterns do not differ too much from each other. In this case, the fuzzy definition of the clusters allows us to single out underlying structures, if these are likely to exist in the given set of time series.
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PAM motivation
The task of clustering is useful to suitably summarize the information in a set of time series. Instead of considering all time series one can analyze prototypal time series, i.e., time series that retain the main features of similar time series classified in the same group. To this end, we adopt the so called "Partitioning Around Medoid" (PAM) approach [46] in a fuzzy framework, i.e. the Fuzzy C-Medoids (FCMd) approach [47, 48] . With FCMd, the prototypes of each group, henceforth "medoid time series", are time series actually observed and not "virtual" time series, like the "centroids" derived with a Fuzzy C-Means (FCM) approach [49] . The possibility of obtaining non-fictitious representative time series in the clusters is very appealing and useful in a wide range of applications. This is very important for the interpretation of the selected clusters. In fact, as remarked by Kaufman and Rousseeuw [46] "in many clustering problems one is particularly interested in a characterization of the clusters by means of typical or representative objects [time series]. These are objects [time series] that represent the various structural aspects of the set of objects [time series] being investigated. There can be many reasons for searching for representative objects [time series]. Not only can these objects [time series] provide a characterization of the clusters, but they can often be used for further work or research, especially when it is more economical or convenient to use a small set of k objects [C time series in our case] instead of the large set one started off with". Notice that, since the medoids are observed time series, by using the PAM approach, the constraints on the GARCH coefficients of the prototypal time series are always satisfied (provided that the observed time series are stationary and invertible), which is not necessarily guaranteed when using the k-means approach.
GARCH-based fuzzy clustering models
In the literature on fuzzy clustering, a very interesting line of research has focused on how to use fuzzy clustering in the presence of anomalous data [50] [51] [52] [53] [54] [55] [56] .
To this purpose, in the present section, we first propose the GARCH-based Fuzzy C-Medoids Clustering model (GARCH-FCMdC model) (see Section 3.3.1).
This model, inheriting the features of the non-fuzzy clustering version (see, [36, 57] ), provides only a timid robustification of the fuzzy clustering. The model alleviates the negative effects of the presence of outliers in the dataset but does not solve the problem. All the above clustering models include in the objective function the distance measure (2.11). Each model neutralizes in a different manner the negative effects of the outliers in the clustering process. In particular, the GARCH-E-FCMdC model achieves its robustness with respect to outliers by taking into account a "robust" distance measure; the GARCH-NC-FCMdC model achieves its robustness by introducing a noise cluster represented by a noise prototype; the GARCH-Tr-FCMdC model achieves its robustness by trimming away a certain fraction of anomalous time series.
GARCH-based Fuzzy C-Medoids Clustering model (GARCH-FCMdC)
By considering the data matrix Y and the distance measure (2.11), in which the weights are objectively computed during the clustering process, we can classify units with fuzzy information within a fuzzy framework, by means of the GARCH Fuzzy C-Medoids Clustering model (GARCH-FCMdC), characterized as follows:
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where m > 1 is a weighting exponent that controls the fuzziness of the obtained partition;
is the medoid for cluster c; u ic indicates the membership degree of the i-th unit in the c-th cluster; U is the N × C matrix of the membership degrees. By solving the constrained quadratic minimization problem (3.1) via the Lagrangian multiplier method we obtain the optimal solution u ic and w 1 , w 2 . We consider the following Lagrangian function:
We take the first partial derivatives with respect to u ic and λ and set them to 0:
From (3.3) we have:
and, upon substituting (3.5) in (3.4),
Finally, substituting (3.7) into (3.5) yields to:
(3.8)
By taking the partial derivative of (3.2) with respect to w 1 , noting that w 2 = 1 − w 1 , it follows: 
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from which we obtain:
In a similar way, we can derive w 2 :
The medoids are obtained by solving the following minimization problem:
where
For c = 1, . . . , C, if the value of q is smaller than g(ṽ c ) the new medoid for cluster c is ṽ q .
In the following, we show the algorithm for the GARCH-FCMdC model.
Algorithm (GARCH-FCMdC model).
Step 0: Fix the power of the membership degrees (m), the number of clusters (C) and the maximum number of iterations (maxiter). Generate randomly the membership degree matrix U (0) subject to conditions in (3.1), and pick C medoids in the data matrix. Set H the submatrix containing the C medoids, ṽ c being the medoid for cluster c.
Step 1: Compute w (s−1) 1 according to (3.9) using U (s−1) and H (s−1) , where s ≥ 1 denotes the iteration number.
Step 2: Update the medoid matrix
(for the unit i that is medoid for cluster l set u i l = 1; 0 otherwise).
, or iteration number s = maxiter the algorithm has converged, otherwise go to step 1.
GARCH-based Exponential Fuzzy C-Medoids Clustering model (GARCH-E-FCMdC)
In this section, we introduce a robust fuzzy clustering model belonging to the metric approach, the GARCH-based Exponential Fuzzy C-Medoids Clustering model (GARCH-E-FCMdC). This model achieves its robustness with respect to outliers by taking into account the following "robust" distance measure [52, 58] :
where β is a suitable parameter (positive constant) determined according to the variability of the data.
In particular, following [58] , it is easy to prove that (3.12) is a metric. Notice that, within a fuzzy k-means clustering framework, Wu and Yang [52] describe a theoretical foundation to asseverate that k-means clustering models based on the "exponential distance" are more robust than the models based on the Euclidean distance.
By considering the "exponential distance", we have the following GARCH-E-FCMdC model:
The model (3.13) represents an extension of Wu and Yang's model [52] to heteroskedastic time series modeled via GARCH with medoid prototypes and a suitable (squared) distance measure for GARCH modeled time series. We obtain the optimal solutions u ic and w 1 , w 2 by solving the constrained quadratic minimization problem (3.13). In particular, from the following Lagrangian function (under the constraints in (3.1) for the membership degrees):
By taking the partial derivatives of (3.14) with respect to u ic and λ and by setting them to 0:
from which we obtain, with algebraic passages similar to those illustrated in (3.5)-(3.7):
By taking the partial derivatives of (3.14) with respect to w 1 it follows:
from which we obtain: In a similar way, we can derive w 2 :
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Notice that (3.16) and (3.17) can be solved only using an iterative method. We observe that
ii is a monotone increasing function of uv,tvv d ii which assigns a small weight to outliers. The value of β, computed as the inverse of the variance in the data [52] , appropriately affects the distance (3.12) and the membership degree (3.15) in terms of robustness to outliers.
The effect of the parameter β on the squared distance (3.12) is illustrated in Fig. 3.1 .
In the presence of low variability of the data, increasing distances receive a weight lower than in the case of high variability.
The effect of the parameter β on the membership degree (3.15) is illustrated in Fig. 3.2 . Fig. 3 .2 shows different membership curves for different parameters β obtained with the GARCH-E-FCMdC in the case of two clusters with centers in 0.5 and 0.6 (the same values of uv and tvv have been considered). The curve with circle points represents the GARCH-FCMdC membership curve. If β is very small (high variability in the data) the GARCH-E-FCMdC membership curve is very close to the GARCH-FCMdC membership curve which well represents fuzzy boundaries; if β is very large (low variability in the data) the GARCH-E-FCMdC membership curve (shaped as a step function) is very different from to the GARCH-FCMdC membership curve as it assigns membership 0.5 to data that are slightly far from the centers, well representing the characteristic of separation between the clusters.
To solve the model (3.13), we can use the following algorithm.
Algorithm (GARCH-E-FCMdC model).
Step 0: Fix the power of the membership degrees (m), the number of clusters (C), the value of β and the maximum number of iterations (maxiter). Generate randomly the membership degree matrix U (0) subject to conditions in (3.1), and pick C medoids in the data matrix. Set H the submatrix containing the C medoids, ṽ c being the medoid for cluster c.
Step (for the unit i that is medoid for cluster l set u i l = 1; 0 otherwise).
Step 3: If
GARCH-based Fuzzy C-Medoids Clustering with Noise Cluster model (GARCH-NC-FCMdC)
In this section, we propose the Fuzzy C-Medoids clustering model with Noise Cluster (GARCH-NC-FCMdC). This model achieves its robustness with respect to outliers by introducing a noise cluster represented by a noise prototype, i.e. a noise medoid, which is always at the same distance from all units. By following [50] , let there be C − 1 good clusters and let the C-th cluster be the noise cluster. Let ṽ C be the noise prototype (i.e. noise medoid). It is assumed that the distance measure uv,tvv d iC of unit i from medoid ṽ C is equal to δ, i = 1 . . . , N .
Then the GARCH-NC-FCMdC model can be formalized as follows:
where u iC = 1 − C−1 c=1 u ic . Notice that the model (3.18) represents an extension of model proposed by Davé [50] to GARCH data with medoid prototypes.
The distance from the noise cluster depends on the average distance among units
In any case, the results do not seem very sensitive to the value of the multiplier ρ [50] . Due to the presence of δ, units that are close to good clusters are correctly classified in a good cluster while the noise units that are away from good clusters are classified in the noise cluster.
By considering the Lagrangian function (under the constraints in (3.1) for the membership degrees):
and developing the derivatives, we obtain the following optimal solutions:
for c = 1, . . . , C − 1, while the membership degrees for the noise cluster are:
The value of w 1 and w 2 is obtained as in (3.9)-(3.10), where the inner summation ranges over the C − 1 good clusters.
Algorithm (GARCH-NC-FCMdC model).
Step 0: Fix the power of the membership degrees (m), the number of clusters (C), a value for ρ and the maximum number of iterations (maxiter). Generate randomly the membership degree matrix U (0) subject to conditions in (3.1), and pick C − 1 medoids in the data matrix. Set H the submatrix containing the C − 1 medoids, ṽ c being the medoid for cluster c.
GARCH-based Trimmed Fuzzy C-Medoids Clustering model (GARCH-Tr-FCMdC)
To overcome the outlier problem in the fuzzy clustering, it is also possible to adopt a trimming-based robust version of the GARCH-FCMdC model, the Trimmed Fuzzy C-Medoids Clustering model (GARCH-Tr-FCMdC). Following [48] , we define an objective function for a robust version of the GARCH-FCMdC model by considering the Least Trimmed Squares approach and using (3.8)-(3.10).
This model achieves its robustness with respect to outliers by trimming away a certain fraction of the data units and requires the specification of the "trimming ratio", τ , which is the fraction of the data units that has to be trimmed [48] .
The objective function is obtained by substituting in the objective function (3.1) the expression of the optimal u ic (3.8): 20) and is minimized with respect to the related parameters. The values of w 1 and w 2 are obtained as in (3.9)-(3.10).
Notice that GARCH-Tr-FCMdC model represents an extension of the Krishnapuram et al.'s model [48] to GARCH data with medoid prototypes.
Algorithm (GARCH-Tr-FCMdC model).
Step 0: Fix the power of the membership degrees (m), the number of clusters (C), a value for τ and the maximum number of iterations (maxiter). Generate randomly the membership degree matrix U (0) subject to conditions in (3.1), and pick C medoids in the data matrix. Set H the submatrix containing the C medoids, ṽ c being the medoid for cluster c. (for the unit i that is medoid for cluster l set u i l = 1; 0 otherwise).
Step 4: If H (s−1) ≡ H (s) , or iteration number s = maxiter the algorithm has converged, otherwise go to step 1.
Some remarks
To choose the optimal number of clusters for the fuzzy classification, we considered the Xie-Beni index [59] . For the robust procedures considered it is also necessary to detect the optimal value of the parameters that control for the presence of anomalous time series, i.e. δ for GARCH-NC-FCMdC and τ for GARCH-Tr-FCMdC. The query for the optimal values of C and of the parameters is conducted over a grid of values. For C fixed, we choose the optimal value of the parameters for each method, thus obtaining a set of optimal values of the parameter for each value of C. Then, we select the number of clusters that minimize the value of the Xie-Beni index. The optimal value of δ for the GARCH-NC-FCMdC method is obtained by adopting the strategy proposed by [16] . First, we executed the fuzzy clustering with noise cluster method with increasing values of δ. Then, by analyzing the distribution of the percentage of objects assigned to the noise cluster, we determined the optimal value of δ in correspondence of an abrupt change of the "slope" of the distribution.
P. D'Urso et al. / Fuzzy Sets and Systems
The optimal values of τ for the trimmed-based proposed procedure is determined according to the Unsupervised Fuzzy Trimmed Algorithm presented by [51] . We gradually increase τ and compute the objective function for each value of τ . We expect that as τ increases, the outlier time series are eliminated and the value objective function decreases. The optimal value of τ is obtained in correspondence with the largest change, in absolute value, of the objective function.
Computational complexity and scalability are two important issues in objective function-based clustering. As the complexity is always linear with respect to the number of variables and of clusters, we consider the complexity with respect to the number of units N for each iteration of the algorithm. The complexity of all the proposed robust algorithms is O(N 2 ). In fact these algorithms operate on each data unit twice (nested cycle) as the prototype is the medoid. To lower the complexity of the proposed robust algorithms the algorithms can be modified so that only a subset of data units is examined while updating the medoid for cluster c (Linearization). The subset is the set of data units that correspond to the top highest membership values in cluster c (under a proper threshold). The complexity of all the robust algorithms is reduced to O(N) with the exception of the GARCH-Tr-FCMdC algorithm that is reduced to O(NlogN) [48] . The complexity of this model is in fact dominated by the complexity of the ordering step that is O (NlogN) . The GARCH-FCMdC algorithm and the Linearized-GARCH-FCMdC algorithm have been run on simulated datasets considering C = 2 clusters, the value m = 1.5 of the power of the fuzziness degree, two variables, one hundred values of N (100 to 10 000 step 100). The results are shown in Fig. 3.3 .
We observe that the complexity of the GARCH-FCMdC grows as O(N 2 ) whilst the complexity of the Linearized-GARCH-FCMdC as O(N); the time required for N = 10 000 is 100 (GARCH-FCMdC) and 10 (Linearized-GARCHFCMdC) times the time required for N = 1000, respectively.
The value of the fuzziness exponent has been set to m = 1.5 according to suggestions by [60] .
Simulation study
In this section, we illustrate the results of a simulation study conducted to evaluate the performance and the clustering accuracy of the proposed robust clustering models 1 GARCH-FCMdC, GARCH-E-FCMdC, GARCH-NCFCMdC, GARCH-Tr-FCMdC. Datasets according to two different scenarios have been simulated. In each dataset N = 100 time series of length T = 1000 are generated. For each scenario, two separated clusters of time series generated, respectively, from two different GARCH processes have been simulated. In the first Scenario the first generating process is GARCH(0. 40 In order to evaluate the robustness of the proposed models in the presence of outliers, 0.1N and 0.2N outliers were added to the 100 time series. In the first Scenario the value of the parameter γ of the outliers is generated from a Gaussian distribution N(0.02, 0.005), the value of the parameter α from a Gaussian distribution N(0.85, 0.005), the value of the parameter β from a Uniform distribution U(0.10, 1 − α) (in order to guarantee α + β < 1), resulting in uv = 0.10 and tvv = 0.85. The resulting either 100 or 120 time series of the first Scenario are characterized by the variability (measured by the sample variance of the simulated values) of the unconditional volatility greater than the variability of the time-varying volatility. In the second Scenario the value of the parameter γ of the outliers is generated from a Gaussian distribution N(0.14, 0.001), the value of the parameter α from a Gaussian distribution N(0.85, 0.001), the value of the parameter β from a Uniform distribution U(0.05, 1 − α) (in order to guarantee α + β < 1), resulting in uv = 0.69 and tvv = 0.85. The resulting either 100 or 120 time series of the second scenario are characterized by the variability of the time-varying volatility greater than the variability of the time unconditional volatility.
Data generation is summarized in Table 4 .1, while the simulated scenarios are depicted in Fig. 4 .1.
The performances of each model have been evaluated with respect to misclassification and to prototype detection. To evaluate the robustness of a clustering model with respect to misclassification in the presence of outliers, a criterion for comparing clustering partitions is needed. A review and analysis of these criteria in the non-fuzzy framework can be found in [61] . The Fuzzy Rand index (fri) [62, 63] has been used to compare the hard partition in two clusters with the fuzzy partition obtained as output of the robust models. The Fuzzy Rand index is a fuzzy extension of the Rand index based on agreements and disagreements in the two partitions. The index is averaged over 100 simulation runs.
The Xie-Beni index of cluster-validity (xb) is also presented. To evaluate the robustness of a clustering model with respect to prototype detection in the presence of outliers, an index md has been introduced which compares the medoids obtained in the presence of outliers with the expectation of the generating random variable. The index for the case of n outliers is the following:
) where nṽc denotes the medoid of cluster c in the case of n outliers and 0ṽc the medoid obtained considering the expected values of the generative random variables and d(., .) the Euclidean distance. It holds md ≥ 1 due to the triangular inequality.
The index is averaged over the 100 simulation runs. The results are presented in Table 4 .2. For each scenario, the best results are in bold font. In Figs. 4.2-4.3 the optimal medoids for the two scenarios are represented by red triangles. Table 4 .2 shows the high performances of the proposed models either in terms of classification correctness (fri close to 1) or in terms of robustness in the presence of an increasing number of outliers (md close to 1). The model GARCH-FCMdC is less robust in the presence of outliers either considering misclassification or prototype detection P. (higher value of md than the other models, graphically represented in Figs. 4.2 and 4.3) . In scenario 1 for all the models the value of w 1 is smaller than 0.5 due to the greater variability of the unconditional volatility uv; in scenario 2 for all the models the value of w 1 is greater than 0.5 due to the greater variability of the time varying volatility tvv (see section 2).
D'Urso et al. / Fuzzy Sets and Systems
••• (••••) •••-•••
Applications
International stock-market volatility daily index returns
The first application is based on the volatility daily index returns of the major international stock exchanges. The data includes 30 time series with unequal length, since the period of observation of time series starts from January 2000 until December 2010, but some of time series data were available only for a shorter period. As observed above (see Sections 1 and 2.2), the classification on time series that have unequal length is possible because we use a parametric approach based of representation the time series in GARCH process. All data are available on the finance section of Yahoo website. 2 The goal of the application is to show the usefulness of the fuzzy clustering approach in identifying groups of countries whose daily index returns share a similar volatility pattern. The time series of daily index returns are shown in Fig. 5.1 .
In order to choose the best GARCH(p, q) models for the time series of daily index returns we consider the Box and Jenkins modeling procedure. The final results of this procedure are shown in Table 5 .1. The best model selected for all time series is the GARCH (1, 1) . All estimated coefficients are significant. In Table 5 .1 we show the models' coefficients, their standard error (in brackets) and some diagnostic tests with the related p-value. Q and Q 2 are the values of the Ljung-Box test up to twenty lags for serial correlation in the residuals and the LM is the Lagrange multiplier test for ARCH (AutoRegressive Conditional Heteroskedasticity) effects in the residuals. We then apply the clustering algorithms which uses the truncated AR(∞) representation described in Section 2. First we represent the GARCH(1,1) process in the ARMA(1,1) process; then the time series transformed in the ARMA process are fitted with truncated AR(∞) models and those time series fitted with AR models retain their coefficients.
The indices are represented in Fig. 5 .2 according to the values of uv, tvv. We apply our four robust clustering models-i.e. the GARCH-FCMdC model, the GARCH-E-FCMdC model, the GARCH-NC-FCMdC model, the GARCH-Tr-FCMdC model compared with the crisp version of each model. Data are standardized dividing each variable by its maximum value. The membership degrees are presented in Table 5 .2. The best value of cluster validity for all the models is obtained with a partition in 2 clusters, with lowest values shown by the three robust models. The partitions based on the robust fuzzy clustering for the models GARCH-EFCMdC, GARCH-NC-FCMdC, GARCH-Tr-FCMdC are the following (notice that units 8 and 14 are present only in the partition obtained with GARCH-E-FCMdC): 3, 4, 9, 10, 12, 14, 15, 16, 17, 22, 23, 24, 27)(2, 5, 6, 7, 8, 9, 11, 13, 18, 19, 20, 21, 25, 26, 28, 29, 30 ) The partition based on the GARCH-FCMdC model is:
(1, 2, 3, 4, 6, 7, 9, 10, 12, 14, 15, 16, 17, 20, 21, 22, 23, 24, 27) (5, 8, 11, 13, 18, 19, 25, 26, 28, 29, 30) Some comments follow. The analysis of the crisp classification-i.e., the classification obtained when each time series is assigned to a cluster according to the maximal membership degree-for all the models shows worse performances with respect to the cluster validity indices.
The obtained value of w 1 is 0.29 for GARCH-FCMdC, 0.10 for GARCH-E-FCMdC, GARCH-NC-FCMdC, GARCH-Tr-FCMdC showing higher variability for the unconditional volatility component.
Due to the values of w 1 , the clusters are identified mainly on the basis of the time-varying volatility. In particular, cluster 1 includes time series with low values of uv and high values of tvv.
In the GARCH-NC-FCMdC model indices 8 (EGX30) and 14 (IPSA) have the highest membership to the noise cluster. In the GARCH-Tr-FCMdC model the indices trimmed are 8 and 14. Then, GARCH-NC-FCMdC and GARCH-Tr-FCMdC identify the Egyptian index EGX30 and the Chilean index IPSA as outliers. The outlier EGX30 shows a strong membership to the noise cluster, while the membership degree of the outlier index IPSA is lighter. Index EGX30 is an outlier as it has very low value for the time-varying volatility, while IPSA has a high value for time-varying volatility ( Fig. 5.2) .
Indexes 8 and 14 are assigned to clusters 2 and 1 in the models GARCH-FCMdC and GARCH-E-FCMdC, but in the model GARCH-E-FCMdC with a lower membership, thus not affecting the value of the cluster validity index.
In the robust model GARCH-E-FCMdC the medoids are (24, 13) in GARCH-NC-FCMdC, GARCH-Tr-FCMdC (24, 18) ; in GARCH-FCMdC (12, 26) . As for GARCH-FCMdC, the medoids are influenced by the presence of index 8; in fact index 26 has a lower value of tvv with respect to indices 13 or 18. As a consequence indices 2, 6, 7, 20 and 21 move to the other cluster for the reason that they are too far from index 26. Moreover, beside index 8, also indices 16 and 19 have low membership to the related cluster as the higher value of w 1 leads to consider also the high value of uv as anomalous. 
Volatility daily stocks returns in FTSEMIB index
The second application is based on daily returns of stocks that form the FTSEMIB index. It is the most significant index in the Italian Stock Exchange. FTSEMIB index contains stocks of 40 major Italian and foreign companies listed on the Italian Stock Exchange. The period of observation of time series starts from January 2000 until December 2010, even if some time series are observed for a shorter period (see Section 5.1). As for the previous application, data are available on the finance section of the Yahoo website. 3 The time series of daily stocks returns are shown in Fig. 5.4 .
Following the same procedure as in section 5.1, we obtain the results shown in Table 5 .3. The best model selected for all index is the GARCH (1,1) . All estimated coefficients are significant.
The uv and tvv values of the time series are represented in Fig. 5 .5.
We proceed to apply the clustering algorithms in a similar way as in section 5.1. The membership degrees are presented in Table 5 .4.
The best value of cluster validity for all the models is obtained with a partition in 2 clusters. The partitions based on the robust fuzzy clustering for the models GARCH-E-FCMdC, GARCH-NC-FCMdC, GARCH-Tr-FCMdC are the following (units 13 appear only in the partition obtained with GARCH-E-FCMdC):
(1, 2, 3, 4, 5, 7, 8, 9, 10, 14, 15, 16, 18, 19, 21, 23, 25, 26, 27, 28, 29, 30, 33, 37) ( 6, 11, 12, 13, 17, 20, 22, 24, 31, 32, 34, 35, 36, 38, 39, 40) The partition based on the GARCH-FCMdC model is: ( 1, 2, 3, 4, 5, 7, 8, 9, 10, 14, 15, 16, 18, 19, 21, 23, 25, 26, 27, 28, 29, 30, 33, 36, 37, 38) (6, 11, 12, 13, 17, 20, 22, 24, 31, 32, 34, 35, 39, 40) Some comments follow. The value of w 1 is 0.19 for GARCH-FCMdC, 0.10 for GARCH-E-FCMdC, GARCH-NC-FCMdC, GARCH-TrFCMdC showing higher variability for the unconditional volatility component. As in the previous application, the clusters are identified mainly on the basis of the time-varying volatility. In particular, cluster 1 includes stocks with low values of tvv. P As previously, GARCH-NC-FCMdC and GARCH-Tr-FCMdC identify the same outlier, the stock EXO (13) . Stock EXO is an outlier as it has a very high value of the variables representing the time-varying volatility and the unconditional volatility (Fig. 5.5 ). Stock 13 is assigned to cluster 2 in the models GARCH-FCMdC and GARCH-E-FCMdC, but in the model GARCH-E-FCMdC with a low membership, thus not deteriorating the value of the cluster validity index.
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The medoids obtained with the robust models GARCH-E-FCMdC, GARCH-NC-FCMdC, GARCH-Tr-FCMdC are (10, 24) ; the medoids identified with GARCH-FCMdC is (4, 34) . For GARCH-FCMdC the medoids are influenced by the presence of stock 13; in fact index 34 has a higher value of tvv with respect to 24. As a consequence stocks 36, 38 move to the other cluster for the reason that they are too far from stock 34. Moreover, beside stock 13 also stock 19 has low membership to the related cluster as the higher value of w 1 leads to consider also the high value of uv as anomalous.
The crisp versions of GARCH-NC-FCMdC and GARCH-Tr-FCMdC assign to cluster 3 or trim also stock 19, beside 13, due to the higher value of w 1 (higher weight to uv).
Separation and compactness of the obtained partitions are illustrated in Fig. 5 .6. The analysis of the membership degrees shows that some stocks present uncertain classification in the GARCH-FCMdC and GARCH-E-FCMdC models, specifically stock 13. Stock 13 is in the noise cluster in the model GARCH-NC-FCMdC and is trimmed in the model GARCH-Tr-FCMdC; then the clusters obtained by the highest membership degree are clearly identified.
Final remarks and future perspectives
In the literature the task of time series classification has been addressed following different methodological approaches. In this paper, considering a fuzzy approach and adopting a partitioning around medoids procedure we have considered the so-called model-based approach to time series clustering. In particular, different robust clustering models have been proposed for classifying heteroskedastic time series. They are based on a GARCH parametric modeling of the time series, i.e. the unconditional volatility and time-varying volatility GARCH representation of the time series. We firstly have suggested a timid robustification of the fuzzy clustering, i.e. the GARCH-based Fuzzy C-Medoids Clustering (GARCH-FCMdC model). It represents the basic model for the robust clustering models suggested successively. In fact, based on the GARCH-FCMdC model, we have proposed three robust fuzzy clustering models belonging, respectively, to the so-called metric, noise and trimmed approaches, i.e. the GARCH-based Exponential Fuzzy C-Medoids Clustering model (GARCH-E-FCMdC model), the GARCH-based Fuzzy C-Medoids Clustering with Noise Cluster model (GARCH-NC-FCMdC model) and the GARCH-based Trimmed Fuzzy C-Medoids Clustering model (GARCH-Tr-FCMdC model). Each model neutralizes in a different manner the negative effects of the outliers in the clustering process. In particular, the GARCH-E-FCMdC model achieves its robustness with respect to outliers by taking into account a "robust" distance measure; the GARCH-NC-FCMdC model achieves its robustness with respect to outliers by introducing a noise cluster represented by a noise prototype; the GARCH-Tr-FCMdC model achieves its robustness with respect to outliers by trimming away a certain fraction of outlying time series data.
The usefulness and effectiveness of the proposed clustering models have been illustrated by means of a simulation study and two applications in finance and economics. The simulation and empirical studies have shown the good performances of the robust clustering models in defying properly the optimal partitions of the heteroskedastic time series and in capturing and neutralizing the negative effects of possible outliers in the clustering process.
In the future, we will investigate, in a fuzzy framework, new clustering approaches for classifying time series with non-stationary and/or non-linear structure.
