This paper is concerned with the application of recently developed statistical methods for inference in infectious disease models. We use hierarchical models as well as deterministic and stochastic epidemic processes based upon systems of ordinary differential equations. We illustrate the application of Hamiltonian Monte Carlo and Variational Inference using the freely available software Stan. The methods are applied to real data from outbreaks as well as routinely collected observations. The results suggest that both inference methods are feasible in this context and show a trade-off between statistical efficiency versus computational speed. The latter appears particularly relevant for real-time applications.
Introduction
One of the most crucial steps in epidemiology is the estimation of model parameters describing the mechanisms of disease spread. Inference for epidemic models is complicated by the fact that one or several of the model variables may be unobserved (latent) . To this end, employing a Bayesian approach has the advantage of including uncertainties within the model. The Bayesian approach to practical applications of statistics has exploded since the introduction of Markov chain Monte Carlo (MCMC) methods with the use of MCMC in practical applications being greatly facilitated by the early development of the BUGS software (Lunn et al., 2000) . Most of the recent studies in infectious disease epidemiology use MCMC and adaptive MCMC for learning the model parameters from data (Baguelin et al., 2013; McKinley et al., 2014; ONeill and Roberts, 1999) .
As model complexity increases, the performance of classical MCMC algorithms deteriorates due to their potentially limited exploration of the target distribution. The latest developments in statistics and machine learning suggest that Hamiltonian Monte Carlo (HMC) methods (Betancourt, 2017; Neal, 2012) and Variational Bayes (VB) can offer statistical and/or computational efficiency compared to MCMC. While there have been a number of successors to the BUGS software, especially over the last decade, including JAGS (Plummer, 2017) and Nimble (de Valpine et al., 2017) , a relatively new software package called Stan (Carpenter et al., 2017; Stan Development Team, 2018) enables the implementation of both HMC and VB within a probabilistic modeling language. In addition, it appears that Stan is the first such software which has built-in solvers for systems of ordinary differential equations (ODEs). However, their potential has not been hitherto explored for learning parameters of epidemic models.
Our main purpose in this paper is to provide a brief description of the most important features of Stan's implementation of HMC and VB in the context of epidemic models. In particular, we employ an example of a hierarchical model examining the age-specific gonorrhoea diagnosis rates after adjusting for spatial heterogeneity, as well as models based upon ODE systems describing the transmission dynamics of a single or multiple strains of influenza. The methods are applied to both outbreak and routinely collected epidemic data. All code used is made freely available in https: //github.com/anastasiachtz/COMMAND_stan.git.
Statistical inference using Stan
Stan is open-source general purpose inference software, which implements full Bayesian inference with gradient based sampling techniques, a method to approximate posteriors with variational inference as well as penalized maximum likelihood estimation via optimization. The software performs the required computations using advanced techniques such as automatic differentiation (Griewank and Walther, 2008; Griewank et al., 1989) and No-Uturn Sampler(NUTS) (Hoffman and Gelman, 2011) . Moreover, Stan is one of the few general purpose software which provides a built-in mechanism for specifying and solving systems of ordinary differential equations which makes it suitable for inference in epidemic models.
The user can write a Bayesian model in a BUGS-like language which is similar to standard statistical notation. The model is then compiled to C++, making the inference faster. A difference between Stan code and other automated platforms such as BUGS and JAGS, is the necessary variable type declarations and statements. Variables are declared by their type, in blocks according to their use, and constraints upon them need to be defined carefully. The first blocks of Stan's model statement consist of data, transformed data, parameters, transformed parameters and generated quantities. Within the model block, sampling notation is very similar to BUGS. Log probability variables can also be accessed directly, or user-defined probability functions can be employed. The Stan model file should have the extension .stan and is portable across the different interfaces. There are interfaces for R, Python, MATLAB, Julia, Stata, Mathematica, Scala and the command line. According to the interface used, the user needs to call a different function for the different inference methods offered. All these functions include an argument which defines the location and name of the Stan model file.
Stan is the only platform that currently implements HMC and Automatic Differentiation Variational Inference (ADVI) (Kucukelbir et al., 2015) as an integral part of the package. Moreover, extensive diagnostics for the inference are provided. In the following section we highlight the basic concepts of HMC and ADVI focusing on the way they are implemented in Stan. A more detailed mathematical description of the algorithms is included in the Appendix.
Hamiltonian Monte Carlo
A commonly used method in statistical inference for epidemic models is MCMC. MCMC consists of a whole range of algorithms for sampling from probability distributions by generating a Markov chain that has the target distribution as its stationary distribution. The idea behind classical MCMC techniques such as the Metropolis-Hasting algorithm (Hastings, 1970; Metropolis et al., 1953) and Gibbs sampling (Geman and Geman, 1984) is to explore parameter space by proposing a new sample based on the current state and then accept or reject it according to a given probability. In challenging problems the algorithm cannot jump between regions of the parameter space which are distant from the current state. Thus, even though eventually it may manage to explore all the regions, this can require exceedingly long runs. The resulting slow exploration will produce large autocorrelations and slow mixing (Hoffman and Gelman, 2011; Neal, 1993) which are hard to cope with in the finite time available in a real analysis.
In contrast, instead of exploring the parameter space using random uninformed jumps, HMC defines the direction in which the posterior density will move in a way that is determined by the gradient using Hamiltonian dynamics and defines the proposed move accordingly (Neal, 2012) . The theoretical foundation of HMC is formulated in terms of differential geometry which is out of the scope of this paper but in order to understand the intuition behind the method we will illustrate its basic steps. At first, auxiliary momentum parameters are introduced in addition to the parameters of interest and upon the joint density of all the parameters, the Hamiltonian function is formulated. Then the momentum parameters are sampled, typically from their Gaussian distribution, given the current values of the parameters of interest and the proposal is designed based on the gradients of the Hamiltonian. More specifically, most HMC implementations, including Stan, use the leapfrog method alternating between half-step updates of the momentum parameters and full steps of the parameters of interest. Since most of the times analytic gradients of the posterior are not available and we have to approximate them numerically, Stan uses automatic differentiation 1 (Carpenter et al., 2015; Griewank and Walther, 2008) . Finally, an acceptance step accounting for the approximation of the Hamiltonian ensures that the resulting samples are asymptotically from the target posterior density.
The number of updates performed, and the size of each update are parameters which need to be tuned for the algorithm to be efficient (Betancourt, 2016; Betancourt et al., 2014) . Also, the probability distribution of the mo-mentum parameters involves a covariance matrix which needs to be specified. All the aforementioned concerns make the implementation of HMC an intricate problem. However, advanced platforms like Stan simplify these burdens using an adaptive form of HMC. Stan estimates the covariance matrix during warm-up and uses NUTS to decide on the optimal number of steps and their length. The idea behind NUTS is to use enough steps to explore the parameter space properly but not too many ending up with samples too similar to one another. So the sampling algorithm stops automatically, determining the number of steps, when the designed path turns around in the sense that it reaches already sampled points. Finally, the step size is determined during warm-up in order to achieve a target acceptance rate which is also the only remaining tuning parameter (Stan Development Team, 2018) .
Even though it is obvious that HMC requires more computational effort at every step compared to classical MCMC techniques, it explores the target distribution more effectively, especially in the case of highly correlated posterior distributions.
Variational Inference
There are real-life applications in statistics where we cannot easily use the MCMC approach due to time constraints. This may be relevant when repeated fitting is required but is especially pressing in epidemic analysis where real-time inference may be the object of interest. In these cases, we may be willing to partially sacrifice accuracy for computational speed. Variational inference is a method which originates from machine learning and tends to be faster than MCMC (Jordan et al., 1999; Wainwright et al., 2008) . Its core relies on translating the problem of the computation of the posterior distribution into an optimization problem trying to find a density close to the target. More formally, variational inference considers a family of approximations to the exact posterior distribution. Each member of this family is a candidate approximation to the exact posterior density and the goal is to find the closest candidate in Kullback-Leibler(KL) divergence to the exact density . However, the KL divergence is not computable because it involves the posterior. For this reason, variational inference maximizes a proxy to the KL divergence, the Evidence Lower Bound (ELBO).
Stan implements an automatic variational inference method, called automatic differentiation variational inference (ADVI). The fact that we need to optimize the KL divergence, implies a constraint that the support of the chosen approximation lies within the support of the posterior (Kucukelbir et al., 2015) , but finding such a family of approximating densities is very difficult. To overcome this challenge, ADVI transforms the support of the parameters of interest to the real coordinate space, ensuring that the aforementioned constraint is always valid. Then all the unobserved parameters are defined on the same space and we can choose the variational approximation independent of the model. To this end, Stan provides a library of transformations. Considering then a Gaussian variational approximation, ADVI tries to maximize the ELBO. Of course, the variational approximation in the original parameter space is non-Gaussian and its shape is directly tied to the form of the transformation used. In contrast to variational inference which maximizes the ELBO using coordinate ascent, ADVI uses a gradient-based algorithm to perform the maximization. In particular, ADVI is based on a stochastic gradient ascent algorithm that uses automatic differentiation to compute gradients and Monte Carlo integration to approximate expectations (Kucukelbir et al., 2015) .
Stan offers two options for the Gaussian approximation used. The first one is the mean-field variant which employs a factorized Gaussian variational approximation to the posterior. The mean field variational Bayes is widely used since it is fast, however it does not guarantee accurate results (Wang and Blei, 2018) and it often underestimates marginal variances (Bishop, 2006; Turner and Sahani, 2011) . The other option is a non-factorizing version of ADVI, which is called full-rank and is more suitable for capturing posterior correlations.
Despite the fact that ADVI in Stan is a faster alternative and is automated in the sense that the user needs to provide only the model and data, it may fail for several reasons. As in every variational inference approach, initialization plays a crucial role and we can only test random initializations. Also, the fact that the posterior in the transformed space may not be well-approximated by a multivariate normal or that this specific iterative algorithm may not be able to find that optimal multivariate normal, may lead to poor performance.
Modelling

Hierarchical Models
Heterogeneity is a common feature in infectious-disease epidemiology and medical statistics in general. Multiple subsets of patients, multiple treatment group contrasts, multiple cities or hospitals and multiple time points at which measurements are taken, may reflect the structure of the data and constitute key points of the analysis. Also, the model itself may have multiple levels incorporating parameters controlled by hyperparameters (Gelman and Hill, 2006) . Hierarchical models are the basic modeling tool in these cases. Stan was originally designed as an alternative general platform for Bayesian inference for multilevel models while trying to overcome difficulties arising from using BUGS or JAGS (Lunn et al., 2012; Plummer et al., 2003; Stan Development Team, 2018) , but is often especially suited for hierarchical models.
In order to illustrate how Stan handles full hierarchical models, we will provide an example of estimation of diagnosis rates according to age, gender and geographic characteristics. However, incorporating both group-and individual-level parameters in the model results in challenging inference due to the many parameters for multiple units. The typical modelling assumptions employed are that the parameters can be identical, independent or exchangeable (Spiegelhalter et al., 2004) . In particular, if we assume that the parameters are identical, the group or individual units are ignored, and all the data are pooled without incorporating possible variation between different units/groups. Assuming independence, we can specify a prior for each unit and make inference for each unit independently, ignoring any information coming from the other units. However, a weakness of this approach is that we examine one unit after the other and everything we learned from the previous units is forgotten, which precludes using information from one unit to inform the fitting of the other units. Finally, an intermediate approach is to assume exchangeable parameters or random-effects as they are termed, whence we treat the parameters of the different units as distinct but similar, drawn from the same distribution conditional on some unknown parameters. More formally, we specify a common prior for all units, with unknown parameters referred to as hyperparameters. Specifying priors for the hyperparameters results in a two-level hierarchical model which can reflect prior beliefs concerning possible variation between units. As a result, we use information from all units to improve the estimates of each individual unit (McElreath, 2016) .
Poisson mixed model
We consider surveillance data for gonorrhoea in England between 2012 and 2016 and build increasingly realistic models reflecting reality. Our aim is to characterize gonorrhoea diagnosis rates by age, gender and geographically and for that purpose we employ a Poisson regression model:
where y cas is the number of gonorrhoea cases from Public Health England (PHE) centre c, age category a and sex s, T cas are the person-years of exposure time in centre c, and for age category a and sex s and MALE cas is an indicator variable that evaluates to 1 if s is male and 0 if s is female.
In order to implement HMC we use Normal priors for both α and β M . However, if we plot crude diagnosis rate estimates of the above model for each region against the overall median posterior estimate and 95% credibility intervals, we notice that there is considerable heterogeneity in diagnosis rates across PHE centres, which is not reflected in the model. This motivates us to add sex-homogeneous random effects across PHE centres.
This model results in region-specific posterior medians which provide a good fit to the crude incidence estimates, but we still observe substantial variation in the crude incidence estimates for each region, which is not reflected in the model. Visualizing the trends in diagnosis rates by age, we observe that there is substantial heterogeneity by age category, which can be modelled through additional random effects. Also, diagnoses peak at younger age among women when compared to men, suggesting that separate age-specific random effects should be added for males and females. Finally, we notice that diagnoses among males from London are substantially higher and since the sample size in London is large, this is unlikely due to error. So, if this is not accounted for, the overall estimates will be biased upwards, thus we should add also an independent effect for London males to the model. All the above motivate the following model:
where LONDON cas equals 1 if c is London, and 0 otherwise. We assume Normal priors for the intercept and slope parameters: N (0, 10) and exponential priors for the variance parameters.
SIR/ODE-based models
Most of the transmission models in epidemiology are compartmental models, with the population being divided into compartments representing a specific stage of the epidemic or a demographic status (Kermack and McKendrick, 1927) . The theoretical framework most commonly used contains susceptible, infected, and recovered individuals. When dealing with large populations, deterministic models may reasonably be used in which case the transition rates from one compartment to another are mathematically expressed as derivatives and these susceptible-infectious-recovered (SIR) models can be expressed as a system of non-linear ODEs (Anderson and May, 1992) :
where S(t) represents the number of susceptible, I(t) the number of infected and R(t) the number of recovered individuals at time t. N is the total population size (N = S(t) + I(t) + R(t)), β is the transmission rate and γ is the recovery rate. Inference for the parameters linking compartments is complicated by the fact that one or several of the model variables may be unobserved (latent) and the presence of a non-linear system of ODEs makes the estimation a difficult task. Along with these parameters, we usually want to obtain estimates of the initial number of susceptible individuals and the basic reproduction number R 0 defined as the ratio β γ . In this model it has a natural interpretation as the expected number of infections generated by one infectious individual in a large completely susceptible population. The basic reproduction number is a key quantity to transmission dynamics as it determines the critical proportion of individuals that has to be vaccinated in order to eliminate the disease (Dietz, 1993) .
Stan has two built-in ODE solvers 2 which provide a user-friendly solution to this problem appearing in epidemic analysis. In particular, the first one which is suitable for non-stiff systems, uses fourth and fifth order Runge-Kutta method being relatively fast while the second one is designed to deal with stiff systems and even though it is slower, it is more robust (Stan Development Team, 2018) .
In what follows, we provide a setting where the ODE solver role is highlighted in the context of an SIR model. We implement both HMC and ADVI at first in a deterministic setting and then adding stochasticity. Finally, we address a variant that models many strains independently.
Single strain deterministic and stochastic models
We examine an outbreak of influenza A (H1N1) in 1978 at a British boarding school. We use daily data on the number of students in bed, spanning over a time interval of 14 days. In the context of a deterministic SIR, in order to estimate the transmission and the recovery rate, we use two different specifications.
First, we assume that the total number of infected students each day Y t , follows a Poisson distribution:
In order to perform both HMC and ADVI, we use a log-normal prior for the transmission rate, β ∼ Lognormal(0, 1) and assuming that the mean infectious period is 5 days we employ a Gamma prior for the recovery rate with γ ∼ Γ(0.004, 0.002). Finally, we use Jeffreys prior for the initial proportion of susceptible individuals, s(0) ∼ Beta(0.5, 0.5).
Using the same prior distributions, we also estimate a Binomial model, formulated as follows:
where s s is the fraction of susceptible students and i s is the fraction of infected students. Even though the deterministic approach gives us an insight into the dynamics of the disease, adding stochasticity may allow for a more accurate estimation of the parameters related to the spread of the disease, as the stochastic component can absorb the noise generated by a possible mis-specification of the model (Andersson and Britton, 2000; Malesios et al., 2017) . We are going to extend our Poisson model to include stochastic variation by incorporating an Ornstein-Uhlenbeck (OU) process as follows:
where B s denotes Standard Brownian motion, σ is the instantaneous diffusion term, φ is the speed of reversion of κ t and µ t is a piecewise constant function which corresponds to the logarithm of the solution of the deterministic model:
Thus, the instantaneous κ t is an OU process evolving around µ t and its transition density is available in closed form, denoted as:
We run both HMC and ADVI considering a half-normal prior distribution for φ with large variance and an inverse-gamma posterior density for σ 2 .
Multistrain deterministic models
In the previous example we were interested in a single strain of influenza, here we describe a model that models three different strains independently and using historic data we implement the model in Stan. The model used is based on a SIR model where each strain acts independently and it is fitted to both weekly influenza-like illness(ILI) and virological data. Thus, the model is described by the following formulation:
with S s (t) representing the number of susceptibles at time t (in days) and for strain s and, similarly, I s (t) and R s (t) representing the number of infected and recovered at a certain time and for a certain strain. N is the total population size (N = S s +I s +R s ), β s is the strain specific rate of transmission and γ is the rate of recovery per day. In order to monitor each strain, we track influenza caused ILI cases (ILI +,s ) by strain (s) and ILI cases that are not caused by influenza (ILI − ). The total number of ILI cases can then be calculated with: ILI = s ILI +,s + ILI − . Therefore,
with θ + s denoting the rate of becoming symptomatic due to flu and θ − the rate of developing ILI symptoms when not having flu. δ(t mod 7) is the Dirac delta function, which causes both ILI states to reset to zero when t mod 7 = 0, i.e. every week.
It is well known that flu-negative ILI rates also increase during the winter (Fleming and Elliot, 2008) . To account for this, θ − was assumed to change over time as follows: log θ − (t) =θ + φ e − (t−µ t ) 2 2σ 2 − 1 , whereθ is the maxi-mum value of the (log) value of the flu negative ILI rate, φ is the amplitude of the peak, µ t is the time of the peak and σ governs the width of the peak.
The general approach is to fit the monitored variables (ILI +,s and ILI − ) to the data. First we assume that the number of ILI has the following distribution:
where, y ILI i is the measured number of ILI cases in the catchment population N c , N is the total population, ILI is the total predicted ILI cases in the population (see above) and is the rate with which someone with ILI is diagnosed, i.e. this is a combination of the probability that the infected cases consult the GP and the GP correctly diagnosing the patient.
The virological samples are assumed to follow a multinomial distribution:
M(y +,s 0 , . . . , y − ; ILI +,s 0 /ILI, . . . ILI − /ILI) where y +,H1 , y +,H3 , y +,B represent the number of positive samples for each strain, y − is the number of negative samples and ILI +,s 0 /ILI, . . . , ILI − /ILI are respectively the probability of finding positive samples with each strain s 0 , . . . and finding negative samples (flu negative ILI).
Real data applications
Poisson mixed model
Gonorrhoea is a sexually transmitted bacterial infection with potential of becoming multi-drug resistant. In October 2015, a national resistance alert was issued as an outbreak of high-level azithromycin resistant gonorrhoea was detected in Leeds. From 2008 to 2015, new gonorrhoea diagnoses increased in England from 14,985 to 41,262 and then decreased to 36,244 in 2016. We use gonorrhoea case data from 9 PHE centres, from different age groups and sexes.
We fit our full hierarchical model as described by equations (3)-(4), using Stan's NUTS algorithm. A measure that helps us to monitor if the HMC has generated Markov chains that explore fast, is the effective sample size which is an estimate of the number of independent draws from the posterior distribution. The number of effective sample size metric used in Stan is based on the ability of the draws to estimate the true mean value of the parameter. In this example, in order to obtain effective sample sizes above 500, approximately 30000 iterations are needed. Also, inspecting the trace plots for multiple chains suggests that there is no lack of convergence. Overall, the model is fairly consistent with the case data in terms of trends by age and gender. The main shortcoming is that the 95% credibility intervals are too tight, which could be mitigated through a Poisson-Gamma overdispersion model. For some PHE centres however, the predictive distributions are far from the actual case data, e.g. females in South East and South West England (Figure 1) .
In summary, the final age-specific model indicates that young women aged 15-19 have higher risk of acquiring gonorrhoea than their male peers. However, among all older age groups 20-64, it is the men that have higher risk of acquiring gonorrhoea when compared to their female peers as seen in Figure 1 . We notice that, among females, young women aged 15-24 have atypically low diagnosis rates in the South East and South West, but atypically high diagnosis rates in the North East. Clearly, among men, all age groups in London have substantially higher risk of becoming diagnosed with gonorrhoea, interestingly though, crude diagnosis rates among London men aged 20-24 are lower than expected.
Single strain SIR models
In 1978, there was a report to the British Medical Journal for an influenza outbreak in a boarding school in the north of England. There were 763 male students which were mostly full boarders and 512 of them became ill. The outbreak lasted from the 22nd of January to the 4th of February and it is reported that one infected boy started the epidemic and then it spread rapidly in the relatively closed community of the boarding school. We use the data from Chapter 9 of De Vries et al. (2006) which are freely available in the R package outbreaks, maintained as part of the R Epidemics Consortium (RECON; http://www.repidemicsconsortium.org). Data consist of the number of bedridden students rather than the number of infected students, so we assume that the number of students who are confined to bed each day are those who are newly infected and all these who are still in bed after being infected on a prior day, consisting all together the total number of infected students each day.
All three models are fitted using Stan's NUTS algorithm using 5 chains, each with 100500 iterations of which the first 500 are warm-up to automatically tune the sampler, and then a sample is saved every fiftieth samples, leading to a total of 10000 posterior samples. We examine the convergence of the parameters by inspecting the trace plots of all chains indicating that there is no lack of convergence for all models and by checking theR convergence statistic reported by Stan. Therefore, if the chains have not yet converged to a common distribution theR statistic will be greater than one (Gelman et al., 2013; Stan Development Team, 2018) . However, if it is equal to 1, it does not necessarily indicate convergence. As all convergence diagnostics,R can only detect failure to convergence but it cannot guarantee convergence. In our example, all models show good mixing according to the effective sample size,R and the trace plots.
We also fit the models using the mean-field ADVI variant of Stan. All models were sensitive to initial values so we initialize our parameters using values drawn uniformly from the credible intervals we obtain from NUTS. In our example, the full-rank variant was not feasible.
For the deterministic setting, posterior medians and 95% credible intervals of the parameters are summarized in Table 1 . Estimates of the Poisson model (Model 1) are very close to the estimates of the Binomial model (Model 2), irrespectively of the inference method used. In both models, ADVI results in narrower credible intervals for β and R 0 compared to NUTS, suggesting that ADVI may be underestimating the posterior uncertainty, as has been observed in the past. In general, the posterior estimates for R 0 are in line with the estimated R 0 obtained by Wearing et al. (2005) . As seen from Figure 2 , the deterministic model has a reasonable fit to the data but underestimates the overall uncertainty thus resulting in overly precise estimates which fail to capture the data appropriately.
Results from the stochastic model are summarized in Table 2 . In addition to the parameters characterizing the transmission dynamics of the disease, we also report posterior estimates for the parameter φ of the OU process which reflects the speed of reversion and the instantaneous variance σ 2 . Again, the resulting 95% credible intervals from ADVI have shorter length compared to NUTS. Summing up, the results of both the deterministic and the stochastic setting bring us to the preliminary conclusion that if we are interested in real-time inference both methods are feasible and efficient. In terms of computational time ADVI is extremely efficient ( Table 3 ). As Figure 2 demonstrates (see also Appendix), adding stochasticity improves the fit to the data. 
Multistrain model
For this example we used the UK influenza data from the 2017/18 season (Public Health England). The 2017/18 season was somewhat unusual in that it had multiple influenza strains circulating. The main strain was a B strain, but a significant amount of virological samples tested positive for the H3 strain as well. Figure 3 shows the results of model fitting to the ILI GP consultations data and the virological confirmation data. The results show that the influenza strain causing the highest incidence is B, with also some ILI consultations due to infections with the H3 and H1 later in the season (top panel). Flu negative ILI is also an important fraction of the ILI consultations (yellow in the top panel), with a clear increase just before the B outbreak (11-13th week). For the virological confirmation the uncertainty increases after week 17, this is because later in the season less virological samples are taken, resulting in much lower confidence in the actual level of positivity by strain. 
Discussion
In this paper, we summarize the basic concepts required to perform HMC and VB using Stan, in the framework of infectious disease modelling. Stan is the first general purpose statistical software allowing for relatively straightforward fitting of ODE-based models. In the presence of a system of ODEs, the respective likelihood function may have ridged regions resulting in a failure of standard regularity conditions and therefore classical likelihood or MCMC-based inference. In these cases, we know that HMC may produce more accurate results and is readily available to epidemiologists in the form of Stan.
Stan offers flexibility in the sense that we only need to change a few lines of code in order to estimate different models either by changing the distributional assumptions or adding more components. Thus, as a generic and flexible software package along with the fact that it may perform inference fast, Stan makes real-time inference feasible.
We are not concerned in this article with detailed comparisons between HMC and ADVI algorithms as performed in Stan, since there are many factors that may affect their performance and certainly differ among different models. The chosen parameterization, priors, starting values and tuning parameters, are only a few of these factors. In general, HMC tends to be more computationally intensive than ADVI but it also offers high statistical efficiency. For epidemic models where the posterior distributions may be characterised by highly correlated parameter spaces, HMC seems to perform better than classical techniques. Currently, HMC in Stan, does not allow for discrete parameters, but they can simply be marginalized out. Finally, ADVI seems to be very promising for real-time inference but it is extremely sensitive to starting values and can underestimate posterior uncertainty. However, in practice when repeated fitting is required, say in the context of real-time inference, one may overcome this issue by a laborious initial fitting, possibly using HMC, and subsequent usage of the outcome in order to initialise the following fit. 
since the density of momentum parameters is independent of the target density i.e. log π(p|θ) = log π(p).
• 1st step:
Start from the current value of θ and draw independently a value for the momentum p from a zero-mean normal distribution,
where Σ is the covariance matrix which is also known as the mass matrix or metric (Betancourt and Stein, 2011) . The choice of Σ can improve the efficiency of the HMC algorithm since it can rescale the target distribution so the parameters have the same scale and rotate it appropriately so the parameters are approximately independent.
• For L steps alternate half-step updates of the momentum p and fullstep updates of θ:
∂V ∂θ
Therefore, each designed path of the algorithm has length L .The optimal choice of the step size and the number of steps L play a crucial role in the performance of HMC since paths which are too short are not able to propose distant points resulting in a random walk, while paths which are too long may eventually end at a point that has been already reached resulting in computational inefficiency. Essentially, if is too large, the leapfrog integrators error which depends on will be large, resulting in too many rejected proposals. If is too small then the leapfrog integrator will have to perform too many small steps, increasing run-time. On the other hand, when choosing an L which is too small the proposed samples will be close to one another while choosing an L which is too large, the algorithm will have to do extra work at each iteration probably creating paths which retrace already sampled points.
• Automatic Tuning of the parameters -Automatically select L using the no-U-turn sampler (NUTS) in each iteration (Hoffman and Gelman, 2011) . NUTS uses a recursive algorithm following a doubling procedure of leapfrog steps.
-Automatically determine during the warmup phase in order to match a target acceptance rate (Betancourt et al., 2014; Stan Development Team, 2018) .
-Set Σ to be the identity matrix or restrict it to a diagonal matrix or estimate it using warmup samples (Stan Development Team, 2018) .
• 1st step: Transform the parameters of interest, T : θ → ζ, so that their support is in the real coordinate space i.e. define a one-to-one differentiable function, T : supp(π(θ)) → R κ . Then the transformed density is denoted by:
π(y, ζ) = π y, T −1 (ζ) | det J T −1 (ζ)| = π(y, θ)| det J T −1 (ζ)| where J T −1 (ζ) is the Jacobian of the inverse of T . Stan supports and automatically uses a library of transformations and their corresponding Jacobians. Also, it can be shown that the ELBO in the real coordinate space is: where φ = (µ 1 , . . . , µ K , σ 2 1 , . . . , σ 2 K ). where φ = (µ, Σ).
• 3rd step: Stochastic optimization in order to maximize the ELBO in the real coordinate space :
-The expectations with respect to the variational parameters φ constituting the ELBO, are unknown. Apply an elliptical standardization so the expectations do not depend on φ.
-Compute the gradients inside the expectation with automatic differentiation and use Monte Carlo integration to compute the expectations.
-Given the gradients of the ELBO employ a stochastic gradient ascent algorithm Appendix B. Single strain deterministic and stochastic model results using ADVI Results from ADVI both for the deterministic and the stochastic model are shown in the following figure: 
