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Abstract
Lakshmibai, Mehta and Parameswaran (LMP) introduced the notion of max-
imal multiplicity vanishing in Frobenius splitting. In this paper we define the
algebraic analogue of this concept and construct a Frobenius splitting vanishing
with maximal multiplicity on the diagonal of the full flag variety. Our split-
ting induces a diagonal Frobenius splitting of maximal multiplicity for a special
class of smooth Schubert varieties first considered by Kempf. Consequences are
Frobenius splitting of tangent bundles, of blow-ups along the diagonal in flag
varieties along with the LMP and Wahl conjectures in positive characteristic for
the special linear group.
1 Introduction
In [11], Lakshmibai, Mehta and Parameswaran introduced the notion of multiplic-
ities of Frobenius splittings: if X is a smooth projective algebraic variety over an
algebraically closed field k of positive characteristic p, duality for the Frobenius mor-
phism identifies Frobenius splittings with certain sections of the (p− 1)-th power of
the anticanonical line bundleω−1X on X. IfY ⊆ X is a compatibly split smooth subva-
riety of codimension d under the section s of ω
1−p
X , then s vanishes with multiplicity
1
≤ (p− 1)d on Y. The splitting s is said to split Y compatibly with maximal multiplic-
ity if s vanishes withmultiplicity (p− 1)d onY (cf. §2.3 of this paper for an equivalent
algebraic notion). A Frobenius splitting vanishing with maximal multiplicity on Y
lifts to a Frobenius splitting of the blow-up BlY(X) splitting the exceptional divisor
compatibly.
Let X = G/P, where G is a semisimple linear algebraic group and P ⊂ G a
parabolic subgroup. In a beautiful geometric argument Lakshmibai, Mehta and
Parameswaran proved that a Frobenius splitting of the blow-up Bl∆(X × X) com-
patibly splitting the exceptional divisor implies Wahl’s conjecture in positive charac-
teristic. They conjectured the existence of a Frobenius splitting of X × X vanishing
with maximal multiplicity on the diagonal ∆ (we refer to this as the LMP conjecture,
cf. §2.4 in [11] and §2.C in [2]).
Wahl’s conjecture predicts that the (generalized) Gaussian map (cf. [16])
H0(X × X, I∆ ⊗ p
∗
1L1 ⊗ p
∗
2L2)→ H
0(X,Ω1X ⊗L1 ⊗L2) (1.1)
is surjective for L1 and L2 ample line bundles on X. This conjecture was proved by
Kumar [8] for complex semisimple groups using detailed information on the decom-
position of tensor products. In positive characteristic the conjecture has been proved
for Grassmannians by Mehta and Parameswaran [13], for symplectic and orthogo-
nal Grassmannians by Lakshmibai, Raghavan and Sankaran [12] and by Brown and
Lakshmibai for minuscule G/P [3]. These positive characteristic results were proved
by verifying the LMP conjecture in the specific cases. The LMP conjecture for G/P
is implied by the conjecture for the full flag variety G/B (cf. Proposition 2.14 of this
paper). Lakshmibai, Mehta and Parameswaran verified their conjecture for SLn /B
and n ≤ 6.
In this paper we prove the LMP conjecture for SLn /P by explicitly constructing a
Frobenius splitting of SLn /B × SLn /B vanishing with maximal multiplicity on the
diagonal for every n ≥ 2. Our splitting compatibly splits X×X, where X is a Kempf
variety in SLn /B (Kempf varieties are special smooth Schubert varieties introduced
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by Kempf in [7]. See also §3.2 in this paper for their definition and examples).
Our construction comes from observing in the SL3-case that the product of the
minors from the lower left hand corner in
x31 0 x32 0 x33 0
x21 0 x22 0 x23 0
x11 0 x12 0 x13 0
x11 y11 x12 y12 x13 y13
x21 y21 x22 y22 x23 y23
x31 y31 x32 y32 x33 y33

,
where 
x11 x12 x13
x21 x22 x23
x31 x32 x33
 ,

y11 y12 y13
y21 y22 y23
y31 y32 y33
 ∈ SL3
is a section of the anticanonical bundle on SL3 /B× SL3 /B giving a Frobenius split-
ting vanishing with maximal multiplicity on the diagonal and compatibly splitting
X × X, where X is one of the five Kempf varieties in SL3 /B (cf. Example 5.2 in this
paper).
In the last part (§6) of this paper, we enhance the geometric arguments in [11]
and show that the Gaussian map (1.1) is surjective, provided that L1 = L⊗M1 and
L2 = L⊗M2, where L is ample andM1,M2 globally generated line bundles on X
(a projective smooth variety) and the diagonal ∆ ⊂ X × X is maximally compatibly
split. Here we do not need the underlying field to have odd characteristic (as in
[11]). This enables us to prove Wahl’s conjecture also for Kempf varieties, since they
posses unique minimal ample line bundles as Schubert varieties in G/B. We do
not know, even over the complex numbers, if Wahl’s conjecture holds for smooth
Schubert varieties.
We have found it very difficult to prove the LMP conjecture in a general Lie the-
oretic context and hope this paper will add to the inspiration for further research in
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this direction. We feel nevertheless, that Frobenius splitting of tangent bundles (cf.
the already known case of the cotangent bundle [9]), diagonal Frobenius splitting of
Kempf varieties along with the LMP andWahl conjecture for the special linear group
are of some interest.
We thank an anonymous referee for careful reading and pointing out several
sharpenings in our manuscript.
2 Preliminaries
A scheme will refer to a seperated scheme of finite type over an algebraically closed
field k of characteristic p > 0. A variety will refer to a reduced scheme.
2.1 The vanishing multiplicity on a smooth subvariety
Let X be a smooth variety of dimension n, L a line bundle on X and Y ⊂ X a smooth
subvariety of codimension d. Then the blow-up B = BlY(X) is a smooth variety
and the exceptional divisor E ⊂ B a prime divisor. Let s be a section of L. The
vanishing multiplicity of s on Y is defined as vE(π
∗s) (in the notation of [5, II.6]),
where π : B → X is the projection. Notice that the vanishing multiplicity of s on
Y can be computed locally on an open subset U ⊂ X with U ∩ Y 6= ∅. Locally this
definition is easy to handle: if P ∈ Y, then there exists a regular system of parameters
x1, . . . , xn in OX,P, such that Y is defined by I = (x1, . . . , xd) [17, VIII. Theorem 26].
The vanishing multiplicity of s is the maximal m ≥ 0 with sP ∈ I
mL.
2.2 Frobenius splitting
We recall the crucial definitions and concepts on Frobenius splitting from [2] with
a few added generalizations on Frobenius splitting of OX-algebras along with the
notion of maximally compatibly split subschemes.
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The absolute Frobenius morphism on a scheme X is the morphism F : X → X, which
is the identity on point spaces and the Frobenius homomorphism on the structure
sheaf OX. A Frobenius splitting of X is an OX-linear map σ : F∗OX → OX splitting
F# : OX → F∗OX. Another way of saying this, is that σ is a group homomorphism
OX → OX satisfying
• σ( f pg) = fσ(g)
• σ(1) = 1
locally on open subsets. A Frobenius split scheme has to be reduced. A closed sub-
scheme Y ⊂ X is called compatibly split under a Frobenius splitting σ if
σ(F∗IY) ⊂ IY.
The following very useful results follow (almost) from first principles (cf. [2, Propo-
sition 1.2.1 and Lemma 1.1.7]).
Proposition 2.1. Let σ be a Frobenius splitting of a scheme X and let Y and Z be compatibly
split subschemes of X under σ.
(i) The irreducible components of Y are compatibly split under σ.
(ii) The scheme theoretic intersection Y ∩ Z given by IZ + IY is compatibly split under σ.
(iii) The scheme theoretic union Y ∪ Z given by IZ ∩ IY is compatibly split under σ.
(iv) If U is a dense open subscheme of a reduced scheme X, and if
σ ∈ HomOX(F∗OX,OX)
restricts to a splitting of U, then σ is a splitting of X. If, in addition, Y is a reduced
closed subscheme of X such that U ∩Y is dense in Y and compatibly split by σ|U, then
Y is compatibly split by σ.
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2.3 Frobenius splitting of OX-algebras
The Frobenius homomorphism makes perfect sense for a sheaf A of OX-algebras,
where X is a scheme. In analogy with the classical definition we define A to be
Frobenius split if there exists a homomorphism
σ : F∗A → A
of A-modules splitting the Frobenius homomorphism A → A. Similarly we call a
sheaf of ideals J in A compatibly split under σ if σ(F∗J ) ⊂ J .
We let
R(I) =
⊕
m≥0
Imtm = OX[I t]
= {a0 + a1t+ · · ·+ ant
n | aj ∈ I
j} ⊂ OX[t]
denote the Rees algebra corresponding to a sheaf of ideals I ⊂ OX. The sheaf of ideals
IR(I) is called the exceptional ideal.
A Frobenius splitting σ : F∗OX → OX can always be extended to the Frobenius
splitting σ[t] : F∗OX[t] → OX[t] given by
σ[t](a0 + a1t+ · · · ) := σ(a0) + σ(ap)t+ σ(a2p)t
2 + · · ·
Definition 2.2. Let σ : F∗OX → OX be a Frobenius splitting of X. A closed subscheme
Y ⊂ X is called maximally compatibly split under σ if
σ(Inp+1) ⊂ In+1
for every n ≥ 0, where I is the ideal sheaf defining Y.
Notice that a maximally compatibly split scheme is compatibly split and that
σ(Inp) ⊂ In for n ≥ 0. The following result can be checked explicitly by reducing
to the affine case.
Proposition 2.3. Let Y ⊂ X be a maximally compatibly split closed subscheme under a
Frobenius splitting σ : F∗OX → OX and I the ideal sheaf defining Y.
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(i) Then σ[t] restricts to a Frobenius splitting of the Rees algebra R(I) compatibly split-
ting the exceptional ideal IR(I).
(ii) If furthermore Z is a compatibly split closed subscheme under σ, then the induced
splitting on Z splits Y ∩ Z maximally, where Y ∩ Z denotes the scheme theoretic inter-
section.
The blow-up of a scheme X along a closed subscheme Y given by the ideal sheaf I
is defined as BlY(X) := ProjR(I). The exceptional ideal identifies with the inverse
image ideal sheaf π−1(I), under the canonical morphism π : BlY(X) → X. It is an
invertible sheaf defining the exceptional divisor of π. In this setting we will prove the
following analogue of Proposition 2.3.
Proposition 2.4. Let Y ⊂ X be a maximally compatibly split closed subscheme under a
Frobenius splitting σ : F∗OX → OX.
(i) Then σ extends to a Frobenius splitting of the blow-up BlY(X) compatibly splitting the
exceptional divisor.
(ii) If the closed subscheme Z is compatibly split under σ, then the induced splitting on Z
extends to a Frobenius splitting of BlY∩Z(Z) splitting the exceptional divisor compati-
bly, where Y ∩ Z denotes the scheme theoretic intersection.
Proposition 2.4 is a consequence of the next subsection, where we give the neces-
sary details for turning a Frobenius splitting of a homogeneous OX-algebra A into a
Frobenius splitting of the scheme ProjA.
2.4 Graded Frobenius splittings
For a commutative ring R of characteristic p > 0 and an R-module M with scalar
multiplication (r,m) 7→ rm, we let F∗M denote the R-module coinciding with M as
an abelian group but with scalar multiplication (r,m) 7→ rpm.
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Let S = S0 ⊕ S1 ⊕ · · · be a graded noetherian ring of characteristic p, such that
F∗S is a finitely generated S-module. If M = M0 ⊕M1 ⊕ · · · is a graded S-module,
then we have a direct sum decomposition of F∗M into graded S-modules
F∗M = F∗M
(0) ⊕ · · · ⊕ F∗M
(p−1),
where
F∗M
(j) =
⊕
i≡j (mod p)
Mi,
for j = 0, . . . , p− 1. An element m ∈ Mnp+j ⊂ F∗M
(j) has degree n.
Lemma 2.5. Let X = Proj(S) and F : X → X be the absolute Frobenius morphism on X.
Then there is a canonical isomorphism
F˜∗M(0) ∼= F∗M˜.
Proof. Let f ∈ S be a homogeneous element. Then
ϕ f
(
m
f n
)
=
m
f np
defines a local isomorphism (F∗M(0))( f ) → F∗(M( f )) on D+( f ). The isomorphisms
ϕ f patch up to give the desired global isomorphism.
Example 2.6. Suppose that S = k[x0, x1, . . . , xn], where k is a field of characteristic p. Then
there is an isomorphism
F∗S
(0) ∼= S⊕ S(−1)ℓ1 ⊕ · · · ⊕ S(−n)ℓn ,
of graded S-modules for certain ℓ1, . . . , ℓn ∈ N. Lemma 2.5 shows that
F∗OX ∼= OX ⊕OX(−1)
ℓ1 ⊕ · · · ⊕ OX(−n)
ℓn
for X = Pnk = Proj(S). In particular, it follows that P
n
k is Frobenius split. Building a
monomial basis for F∗S
(0) in degrees 0, p, 2p, . . . , np we also have the following recursive
formula for ℓj:
ℓj =
(
jp+ n
n
)
−
j
∑
i=1
(
i+ n
n
)
ℓj−i,
where j = 0, . . . , n. The fact that F∗OPn(m) splits into a direct sum of line bundles is a
classical result due to Hartshorne (cf. [6, §6]).
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2.4.1 Frobenius splitting of Proj(S)
For σ ∈ HomS(F∗S, S), we let
σ0 ∈ HomS(F∗S
(0), S)0 ⊂ HomS(F∗S
(0), S)
denote the degree 0 component of σ restricted to F∗S
(0). Then σ0 : F∗S
(0) → S is a
homomorphism of graded S-modules. We may view σ0 ∈ HomS(F∗S, S) satisfying
σ0(Snp) ⊂ Sn and σ0(Sm) = 0 if p ∤ m.
Lemma 2.7. Suppose σ ∈ HomS(F∗S, S), where S = S0⊕ S1⊕ · · · is a graded ring. Then
σ0 is a Frobenius splitting if σ is a Frobenius splitting. If I ⊂ S is a homogeneous ideal, then
σ0 splits I compatibly if σ splits I compatibly.
If S is Frobenius split, then X = Proj(S) is Frobenius split. If I is a compatibly split
homogeneous ideal, then the closed subscheme Y = Proj(S/I) is compatibly split in X.
Proof. Let σ : F∗S → S be a Frobenius splitting. Clearly σ(1)0 = σ0(1), so that σ0 is a
Frobenius splitting if σ is. Notice that σ(I) ⊂ I implies σ0(I) ⊂ I, since σ0(x) = σ(x)n
for x ∈ Snp. Now the statements in the first part of the lemma follow. For the second
part let I ⊂ OX be the ideal sheaf defining Y. Then I = I˜ andOX = S˜. Now Lemma
2.5 gives
F∗I = F˜∗ I(0),
F∗OX = F˜∗S(0).
The graded S-homomorphism σ0 : F∗S
(0) → S then gives a Frobenius splitting σ˜0 :
F∗OX → OX with σ˜0(F∗I) ⊂ I .
Corollary 2.8. Let X be a scheme, S = S0 ⊕ S1 ⊕ · · · a sheaf of graded OX-algebras
and I ⊂ S a homogeneous ideal. We will assume that F∗S locally is a finitely generated S-
module. If S is Frobenius split compatibly with I , then Proj(S) is Frobenius split compatibly
with Proj(S/I).
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Proof. Let σ : F∗S → S be a Frobenius splitting of S with σ(F∗I) ⊂ I . The construc-
tion of σ0 globalizes to give a Frobenius splitting σ0 : F∗S
(0) → S (with σ0(Snp) ⊂ Sn
and σ0(Sm) = 0 for p ∤ m). For an affine open subset U ⊂ X, σ0 gives by Lemma 2.7
a Frobenius splitting
σU : F∗OProj(S(U)) → OProj(S(U))
compatibly splitting the closed subscheme Proj(S(U)/I(U)). Coming from the
global splitting σ0, these splittings patch up to give the desired global splitting of
Proj(S).
2.5 Duality for the Frobenius morphism
On a non-singular variety X duality for the Frobenius morphism F : X → X is
available for the study of Frobenius splitting: there is a functorial isomorphism
F∗ω
1−p
X → HomOX(F∗OX,OX), where ωX is the canonical line bundle on X. In [14],
it is shown how geometric properties of the zero divisor of a section of ω
1−p
X trans-
late into properties of compatible Frobenius splitting. To recall this powerful result
in more precise terms, we need to introduce some notation.
If α ∈ Q \ N and x is a variable, we define xα := 0. Now let x = (x1, . . . , xn)
denote a regular system of parameters (in a regular local ring) and α = (α1, . . . , αn) ∈
Qn a rational vector. Then we define
xα := xα11 · · · x
αn
n .
and xγ := xγ1 · · · x
γ
n for γ ∈ Q.
Theorem 2.9 (Mehta and Ramanathan [14]). Let X be a non-singular variety of dimen-
sion n over an algebraically closed field k of characteristic p. Then there is a canonical iso-
morphism
∂ : F∗ω
1−p
X → HomOX(F∗OX,OX)
of OX-modules whose completion
∂ˆP : F∗ω
1−p
Rˆ
→ HomRˆ(F∗ Rˆ, Rˆ)
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at a closed point P ∈ X, is given by
∂ˆP
(
xα
1
(dx)p−1
)
(xβ) = x(α+β+1)/p−1,
where Rˆ = k[[x1, . . . , xn]] and x1, . . . , xn is a regular system of parameters in R := OX,P
with dx = dx1 ∧ · · · ∧ dxn.
Remark 2.10. Notice that ∂(s) in Theorem 2.9 is a Frobenius splitting if and only if ∂(s)(1) =
1. This translates into a local condition on the section s. Suppose
sP = (∑
α
aαx
α)(1/dx)p−1
is a local expansion of s at P ∈ X. Let supp(sP) denote the exponents of the monomials
occurring with non-zero coefficient in sP. For ∂(sP) to be a Frobenius splitting we must
have p− 1 ∈ supp(sP) and p− 1+ pv 6∈ supp(sP) for v ∈ N
n \ {0}. If X is complete,
then ∂(s) is a Frobenius splitting if and only if p − 1 ∈ supp(sP) for some P ∈ X [14,
Proposition 6] .
An important consequence of this result is the following [2, Proposition 1.3.11].
Lemma 2.11. Let X be a complete smooth variety. If σ is a section of ω−1X such that ∂(σ
p−1)
is a Frobenius splitting of X, then the subscheme of zeros, Z(σ) ⊂ X, is compatibly split
under ∂(σp−1).
We have the following result analogous to [11, Proposition 2.1]. In the proof we
use the notation
|α| := α1 + · · ·+ αn
for a vector α = (α1, . . . , αn) ∈ Q
n.
Lemma 2.12. Let Z be a non-singular variety of dimension n and W ⊂ Z a non-singular
subvariety of codimension d. Let s be a section ofω
1−p
Z , such that ∂(s) is a Frobenius splitting
of Z. Then s vanishes with multiplicity ≤ d(p − 1) on W. The section s vanishes with
maximal multiplicity d(p− 1) on W if and only if W is maximally compatibly split under
∂(s).
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Proof. Let z1, . . . , zn be a regular system of parameters in R := OZ,P, where P ∈ W.
We may assume that the ideal I ⊂ R defining W at P is given by x := (z1, . . . , zd).
Define y := (zd+1, . . . , zn) and let
t = (∑ aα,βxαyβ)
(
1
dx ∧ dy
)p−1
(2.1)
be the local expansion of s at P in the completion k[[z1, . . . , zn]] of R. If s vanishes
with multiplicity > d(p − 1) on W, then the term xp−1yp−1 cannot occur with non-
zero coefficient in (2.1) contradicting that ∂(s) is a Frobenius splitting. Therefore s
vanishes with multiplicity ≤ d(p− 1) onW.
Assume that t vanishes with multiplicity d(p − 1) on W. This means that |α| ≥
d(p− 1) for every αwith aα,β 6= 0 in (2.1). We will prove that ∂(t)(I
mp+1) ⊂ Im+1 for
m ≥ 0. For this we assume that
w = ∑ cγ,δxγyδ ∈ Imp+1
i.e. |γ| ≥ mp+ 1 for every γ with cγ,δ 6= 0. Now we have
|(α+ γ+ 1)/p− 1| ≥
d(p− 1) +mp+ 1+ d
p
− d = m+
1
p
.
So if the vector (α + γ + 1)/p is integral, then |(α + γ + 1)/p − 1| ≥ m + 1. This
shows that ∂(t)(w) ∈ Im+1 recalling the definition of ∂(t) in Theorem 2.9.
Now assume that ∂(t)(Imp+1) ⊂ Im+1 for m ≥ 0. We will prove that t has to
vanish with multiplicity d(p− 1) on W. Suppose that |α| < d(p− 1) for some non-
zero aα,β in (2.1). Let mi ∈ N be given by
mi(p− 1) ≤ αi < (mi + 1)(p− 1)
for i = 1, . . . , d and similarly mj(p− 1) ≤ β j < (mj + 1)(p− 1) for j = d+ 1, . . . , n.
Define the monomial xγyδ ∈ I by
γ = ((m1 + 1)p− α1 − 1, . . . , (md + 1)p− αd − 1)
and similarly δ = ((md+1 + 1)p− βd+1 − 1, . . . , (mn + 1)p− βn − 1). Then
∂(xαyβ (
1
dx ∧ dy
)p−1)(xγyδ) ∈ Im1+···+md \ ID,
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where D = m1 + · · ·+md + 1. But x
γyδ ∈ I(D−1)p+1, since
d
∑
i=1
((mi + 1)p− αi − 1) >
d
∑
i=1
(mi + 1)p− d(p− 1)− d =
d
∑
i=1
mip
= (D− 1)p.
This contradicts our assumption andwemust have |α| ≥ d(p− 1) for every non-zero
aα,β in (2.1).
The following remark relates to the issue of Frobenius splitting of the tangent
bundle on a Frobenius split variety (cf. our remarks in the end of the introduction).
Remark 2.13. If X is smooth and X× X is Frobenius split with the diagonal ∆X ⊂ X × X
maximally compatibly split, then the tangent bundle TX on X is Frobenius split, since the
exceptional divisor in Bl∆X(X × X) is isomorphic to P(TX) [2, Lemma 1.1.11].
We also need the following ([11, Proposition 2.3] and [2, Exercises 1.3.E.(13)]).
Proposition 2.14. Let f : X → Y be a proper morphism of smooth varieties with f∗OX =
OY. Let Z ⊂ X be a smooth subvariety such that f is smooth at some point of Z. If X is
Frobenius split and Z compatibly split with maximal multiplicity, then the induced splitting
of Y has maximal multiplicity along the non-singular locus of f (Z).
2.6 Residual normal crossing
In this section we recall a very important concept introduced by Mehta, Lakshmibai
and Parameswaran [11, Definition 1.6].
Definition 2.15. A power series f ∈ k[[x1, . . . ., xn]] is said to have residual normal cross-
ings if either
• n = 0 and f 6= 0 or
• n > 0, x1| f and f/x1 + (x1) ∈ k[[x1, . . . , xn]]/(x1) ≃ k[[x2, . . . ., xn]] has residual
normal crossing in k[[x2, . . . , xn]].
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The definition of residual normal crossings is dependent on the ordering of the
variables i.e. when stating that f ∈ k[[x1, . . . , xn]] has residual normal crossing, it is
implicitly assumed that the variables x1, . . . , xn are ordered.
Example 2.16. The polynomial f = x(zy− x2)(w− y) ∈ k[[x, y, z,w]] has residual nor-
mal crossing. However, if the variables are ordered x,w, z, y, then f does not have residual
normal crossing i.e. f ∈ k[[x,w, z, y]] does not have residual normal crossing.
The minimal term in a residual normal crossing power series f ∈ k[[x1, . . . , xn]] is
precisely x1 · · · xn, when the monomials are ordered according to the lexicographical
ordering < given by xn < xn−1 < · · · < x1. This implies the following result by
Remark 2.10.
Proposition 2.17. Let X be a complete smooth variety, P ∈ X and x1, . . . , xn a system of
parameters of OX,P. If s ∈ Γ(X,ω
−1
X ), such that sP ∈ OˆX,P = k[[x1, . . . , xn]] has residual
normal crossing, then ∂(sp−1) is a Frobenius splitting of X.
3 Group theory
Let G be a semisimple algebraic group, B a Borel subgroup of G and P ⊃ B a
parabolic subgroup. A Schubert variety is defined as the closure of a B-orbit in the
generalized flag variety G/P. The singular locus of a Schubert variety is B-stable.
The map π : G → G/B is a locally trivial principal B-fibration and G ×B E →
G/B is a vector bundle of rank dimk E, where E is a finite dimensional representation
of B. We let Γ(E) denote the global sections of this vector bundle i.e.
Γ(E) = { f : G → E | f (xb) = b−1 f (x), for every x ∈ G, b ∈ B}.
For a one dimensional representation χ of Bwe get the following explicit description
of the global sections of the line bundle G×B χ on G/B:
Γ(χ) = { f ∈ k[G] | f (gb) = χ(b)−1 f (g), for every g ∈ G, b ∈ B}. (3.1)
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For the rest of this paper we will assume that G = SLn(k) with B equal to the
upper triangular matrices containing the diagonal matrices
T = {diag(t1, . . . , tn) | ti ∈ k, t1 · · · tn = 1},
U the unipotent upper triangular matrices and U− the unipotent lower triangular
matrices. The canonical map
π : U− → π(U−) ⊂ G/B
identifies U− with an (affine) open subset of G/B, since U− ∩ B = {e}. This open
subset is isomorphic to affine n(n− 1)/2 – space.
Furthermore, B = TU andX(B) = X(T), whereX(B) denotes the one-dimensional
representations (characters) of B. Let ǫi(t) = ti for t ∈ T and ωi = ǫ1 + · · ·+ ǫi for
1 ≤ i ≤ n − 1 be characters of T. Then X(T) is a free abelian group of rank n − 1
with basis ω1, . . . ,ωn−1. The canonical line bundle on G/B can be identified with
G×B (2ω1 + · · ·+ 2ωn−1).
In the next section we give an example showing the explicit nature of residual
normal crossings in constructing Frobenius splittings for G/B vanishing with differ-
ent multiplicities on B/B.
3.1 Frobenius splitting of G/B by residual normal crossings
For an n× n-matrix g ∈ Gwe let δi(g) denote the i× iminor from the lower left hand
corner i.e. the minor corresponding to the columns {1, . . . , i} and rows {n, . . . , n−
i + 1} of g. Similarly we let δ′i(g) denote the (principal) i × i minor from the upper
left hand corner i.e. the minor corresponding to the columns {1, . . . , i} and rows
{1, . . . , i}.
We let δ(g) = δ1(g) · · · δn−1(g) and similarly δ
′(g) = δ′1(g) · · · δ
′
n−1(g). Then
δ, δ′ ∈ Γ(−ω1 − · · · −ωn−1) and
s(g) = δ(g)δ′(g) (3.2)
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is a section of the anticanonical line bundle.
Example 3.1. As a global section of the anticanonical line bundle (3.2) identifies by (3.1)
with the regular function
f = x31(x21x32 − x31x22) x11(x11x22 − x21x12) ∈ k[SL3] (3.3)
for
g =

x11 x12 x13
x21 x22 x23
x31 x32 x33
 ∈ SL3
and restricts to the function
x31(x21x32 − x31) (3.4)
on U−. This polynomial has residual normal crossing with respect to x31, x21, x32 proving
that f p−1 defines a Frobenius splitting of SL3 /B by Proposition 2.1(iv) and Proposition
2.17.
However, (3.4) does not vanish with maximalmultiplicity on the point B/B, since (x21x32−
x31) 6∈ (x21, x32, x31)
2. There is, however, a section with this maximal vanishing property:
s = x21x31(x11x32 − x31x12)(x11x22 − x21x12),
Specializing, it follows that s restricts to the (residual) normal crossing polynomial
x21x31x32
on U−. This idea can be generalized from SL3 to SLn for n > 3. See [11] for this and a
standard monomial approach to constructing Frobenius splittings of maximal multiplicity.
3.2 Kempf varieties
In [7], Kempf inspired many subsequent developments in algebraic groups prov-
ing his celebrated vanishing theorem first for the general linear group. Kempf con-
sidered a very natural class of (smooth) Schubert varieties as stepping stones in an
inductive proof. Here we review the definition of these Schubert varieties from [7].
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We let
A = {(a1, . . . , an) ∈ N
n | a1 ≥ a2 ≥ · · · ≥ an = 0, n− aj ≥ j for j = 1, . . . , n}.
For a ∈ A we let M(a) denote the closed subset of G given by
{
x11 · · · x1n
...
. . .
...
xn1 · · · xnn
 ∈ G
∣∣∣∣∣ xij = 0 for i > n− aj
}
.
This subset is B× B-stable, as it is stable with respect to row operations adding amul-
tiple of a higher index row to a lower index one and similarly adding a multiple of a
lower index column to a higher index one. The Schubert variety K(a) = π(M(a)) ⊂
G/B is called a Kempf variety (see also [10]). Notice that K((0, . . . , 0)) = G/B and
K((n − 1, n − 2, . . . , 1, 0)) = B/B. The codimension of K(a) is a1 + · · · an. In par-
ticular the unique codimension one Kempf variety is given by the vanishing of the
lower left hand corner i.e. a = (1, 0, . . . , 0). Kempf varieties are smooth asU− ∩K(a)
is a linear subspace of U− ∼= An(n−1)/2 and U− ∩ K(a) is an open subset of K(a)
containing B/B.
Example 3.2. The Kempf varieties corresponding to (1, 0, 0, 0), (2, 1, 0, 0) and (2, 1, 1, 0) in
G = SL4 are depicted below.
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 0 ∗
 .
Informally a placement of a lower triangular zero implies zeros below and to the left of the
zero.
3.2.1 Rectangular Kempf varieties
Every Kempf variety arises as the scheme-theoretic intersection of distinguished
Kempf varieties, which we call rectangular Kempf varieties. A rectangular Kempf va-
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riety K(r) of height t ≤ n− 1 is given by
r ∈ {a ∈ A \ {0} | ai ∈ {0, t} for i = 1, . . . , n}.
The width of a Kempf variety K(r) is the number of non-zero entries in r.
Example 3.3. The rectangular Kempf varieties of heights one and two for SL4 are depicted
below:
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
 ,

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
 ,

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 0 ∗
 ,

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 ∗ ∗ ∗
 ,

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗

They correspond to the defining vectors (1, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 0), (2, 0, 0, 0), (2, 2, 0, 0)
and widths 1, 2, 3, 1, 2 respectively.
Lemma 3.4. For G = SLn there are n(n− 1)/2 rectangular Kempf varieties. Every Kempf
variety is the scheme-theoretic intersection of rectangular Kempf varieties.
4 Matrix calculations
In this section we outline the rather explicit linear algebra which is the basis of our
diagonal Frobenius splitting of SLn /B× SLn /B.
We let δi(M) denote the i × i minor from the lower left hand corner in a matrix
M. For two n× nmatrices
g =

x11 · · · x1n
...
. . .
...
xn1 · · · xnn
 and h =

y11 · · · y1n
...
. . .
...
yn1 · · · ynn

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in G we define the 2n× 2nmatrix
M(g, h) =

xn1 0 xn2 0 · · · xnn 0
...
...
...
...
. . .
...
...
x21 0 x22 0 · · · x2n 0
x11 0 x12 0 · · · x1n 0
x11 y11 x12 y12 · · · x1n y1n
x21 y21 x22 y22 · · · x2n y2n
...
...
...
...
. . .
...
...
xn1 yn1 xn2 yn2 · · · xnn ynn

with determinant ±1. Notice that δi(M(g, h)) is invariant under right translation by
U ×U for 1 ≤ i ≤ 2n. We are interested in the lower n× 2n submatrix
L(g, h) =

1 1 0 0 · · · 0 0
x21 y21 1 1 · · · 0 0
...
...
...
... · · ·
...
...
xn−1,1 yn−1,1 xn−1,2 yn−1,2 · · · 0 0
xn1 yn1 xn2 yn2 · · · 1 1

of M(g, h) for g, h ∈ U−.
Definition 4.1. The following definitions are necessary to introduce our Frobenius splitting.
(i) For 1 ≤ i ≤ n we define Li(g, h) = δi(L(g, h)).
(ii) When n ≤ i ≤ 2n+ 1 we define Li(g, h) to be the (2n− i)× (2n− i)-submatrix of
L(g, h) obtained by deleting the first 2(i− n) columns and the first (i − n) rows from
the first i columns of L(g, h).
(iii) For 1 ≤ i ≤ 2n − 1, we let Vi denote the variables in the diagonal of Li, Mi the
monomial ideal generated by them and mi the monomial given by their product. For
i = 0, we define V0 = ∅ and M0 = (0).
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The reader is advised to study the following example illustrating these defini-
tions.
Example 4.2. For G = SL4 and g, h ∈ U
−,
L(g, h) =

1 1 0 0 0 0 0 0
x21 y21 1 1 0 0 0 0
x31 y31 x32 y32 1 1 0 0
x41 y41 x42 y42 x43 y43 1 1
 .
Here
L1 =
(
x41
)
, L2 =
x31 y31
x41 y41
 , L3 =

x21 y21 1
x31 y31 x32
x41 y41 x42
 , L4 =

1 1 0 0
x21 y21 1 1
x31 y31 x32 y32
x41 y41 x42 y42

and
L5 =

1 1 0
x32 y32 1
x42 y42 x43
 , L6 =
 1 1
x43 y43
 , L7 = (1) .
Notice that
V1 = {x41}
V2 = {x31, y41}
V3 = {x21, y31, x42}
V4 = {y21, x32, y42}
V5 = {y32, x43}
V6 = {y43}
V7 = ∅
and that
det Li ≡ mi mod M1 + · · ·+Mi−1
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for i = 1, . . . , 7. Notice also that the columns in Li are pairwise identical in the set of
variables {xij} and {yij}. This ensures that the determinants of the Li’s will vanish with
high multiplicity on the diagonal in U− ×U−.
To prepare for showing that δ(M(g, h))p−1 is a Frobenius splitting section of the
anticanonical bundle on G/B× G/B we need the following result when restricting
to the open affine subset U− ×U−.
Proposition 4.3. For 1 ≤ i ≤ 2n− 1 and g, h ∈ U−, we have
(i)
δi(M(g, h)) = det Li(g, h) (4.1)
(ii)
det Li(g, h) ∈ I
µ(i)
∆
,
where I∆ ⊆ k[U
− ×U−] is the ideal defining the diagonal,
µ(i) = min
(⌊
i
2
⌋
,
⌊
2n− i
2
⌋)
and ⌊x⌋ denotes the largest integer ≤ x
(iii)
V1 ∪ · · · ∪V2n−1 = {xn1, xn−1,1, yn1, . . . , xn,n−1, yn,n−1}.
(iv)
det Li(g, h) ≡ mi mod M1 + · · ·+Mi−1.
Proof. For 1 ≤ i ≤ n, (4.1) is clear. When i > n and g, h ∈ U− the i× i-submatrix of
M(g, h) in the lower left hand corner will have a lower triangular unipotent structure
in the top 2(i − n) rows (up to row permutation of these rows). In particular, when
computing the determinant δi(M(g, h)) one might as well start by deleting the first
2(i− n) columns and rows. The connection with det(Li(g, h)) is then clear.
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The proof of (ii) follows from pairwise subtraction of columns, before computing
the determinant, using the fact that µ(i) is the number of identical x-columns and
y-columns in Li(g, h).
Let
∆r(g, h) =

{L(g, h)ij | i− j = n− r} for r = 1, . . . , n
{L(g, h)ij | j− i = n− r} for r = n+ 1, . . . , 2n− 1
denote the 2n − 1 “diagonals” in L(g, h) starting with the lower left hand corner.
Then (iii) follows from the fact that Vi picks up the variables in ∆i(g, h) for i =
1, . . . , 2n− 1.
In evaluating the determinant of Li(g, h), a term different from the product of the
diagonal elements always involves a variable in V1 ∪ · · · ∪Vi−1 for i = 1, . . . , 2n− 1.
This implies (iv).
5 The diagonal Frobenius splitting on SLn /B× SLn /B
The following simple lemma is the fundamental tool for showing compatible split-
ting for Kempf varieties.
Lemma 5.1. Let f , g ∈ k[xm+1, . . . , xn] be relatively prime polynomials. Then
(x1, . . . , xm, f g) = (x1, . . . , xm, f ) ∩ (x1, . . . , xm, g)
in k[x1, . . . , xn].
To get an initial grasp of our diagonal Frobenius splitting, the reader is encour-
aged to look at the following example.
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Example 5.2. For G = SL3 and g, h ∈ U
−, f := δ(M(g, h)) is
f = δ
(

x31 0 x32 0 1 0
x21 0 1 0 0 0
1 0 0 0 0 0
1 1 0 0 0 0
x21 y21 1 1 0 0
x31 y31 x32 y32 1 1

)
Here
f = det L1(g, h)det L2(g, h)det L3(g, h)det L4(g, h)
= x31(x21y31 − x31y21)(y21x32 − y31 − x21x32 + x31)(y32 − x32)
and f ∈ k[x31, x21, y31, y21, x32, y32] has residual normal crossing. Furthermore f vanishes
with multiplicity three on the diagonal V(y31− x31, y32− x32, y21− x21) as µ(1) + µ(2) +
µ(3) + µ(4) = 0+ 1+ 1+ 1 = 3 (cf. Proposition 4.3(ii)). Therefore f p−1 is a Frobenius
splitting of SL3 /B × SL3 /B by Proposition 2.17 vanishing with maximal multiplicity on
the diagonal. Lemma 2.11 and Proposition 2.1(i) show that the ideals
(x31), (x21y31 − x31y21), (y21x32 − y31 − x21x32 + x31) and (y32 − x32)
are compatibly split by f p−1. Consequently
(x31, x21y31) = (x31) + (x21y31 − x31y21)
is compatibly split by Proposition 2.1(ii) and
(x31, x21), (x31, y31)
are compatibly split by Lemma 5.1. Similarly
(x31, y31, x21) + (y21x32 − y31 − x21x32 + x31) =
(x31, y31, x21, y21x32) =
(x31, y31, x21, y21) ∩ (x31, y31, x21, x32)
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showing that (x31, y31, x21, y21) is compatibly split. Along the same lines we get that
(x31, y31) + (y21x32 − y31 − x21x32 + x31) =
(x31, y31, x32(y21 − x21)) =
(x31, y31, x32) ∩ (x31, y31, y21 − x21)
and (x31, y31, x32) is compatibly split showing that
(x31, y31, x32) + (y32 − x32) = (x31, y31, x32, y32)
is compatibly split.
We have verified that X × X ⊂ SL3 /B × SL3 /B is compatibly split, where X is any
rectangular Kempf variety.
With this example in mind, we state and prove our main result.
Theorem 5.3. For g, h ∈ U− ⊂ SLn, let
f = δ(M(g, h)) ∈ k[U− ×U−] ∼= k[V1 ∪ · · · ∪V2n−1].
Then
(i) f is a residual normal crossing polynomial when the variables are ordered respecting
V1,V2, . . . ,V2n−1: if x ∈ Vi and y ∈ Vj are variables and i < j, then x must precede y
in the ordering of the variables.
(ii) f vanishes with multiplicity≥ n(n− 1)/2 on the diagonal ∆U− .
(iii) Let ω denote the canonical line bundle on SLn /B× SLn /B. Then
δ(M(g, h))p−1 ∈ k[G× G]
is a Frobenius splitting section of ω1−p vanishing with maximal multiplicity on ∆G/B
compatibly splitting X× X, where X is a Kempf variety.
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Proof. Proposition 4.3(iv) shows (i). Since
2n−1
∑
i=1
µ(i) =
n(n− 1)
2
,
Proposition 4.3(i) and Proposition 4.3(ii) imply (ii).
Let us prove (iii). The regular function δ(M(g, h)) ∈ k[G× G] is invariant under
right translation by U ×U. This amounts to observing that the column operations
on g and h coming from right multiplication byU ×U do not change δi(M(g, h)) for
1 ≤ i ≤ 2n− 1.
Define ω0 = ωn = 0. Then δ2i(M(g, h)) ∈ Γ(−ωi ,−ωi) and δ2i−1(M(g, h)) ∈
Γ(−ωi,−ωi−1) for 1 ≤ i ≤ n. This shows that δ(M(g, h)) ∈ k[G × G] is a section
of the anticanonical line bundle G ×B (2ω1 + · · · + 2ωn) on G/B × G/B. Now (i)
and (ii) show after restricting toU− ×U− that δ(M(g, h))p−1 is a Frobenius splitting
vanishing with (maximal) multiplicity (p− 1)n(n− 1)/2 on ∆G/B. We have silently
applied Proposition 2.1(iv), Proposition 2.17 and the fact that vanishing multiplicity
can be checked on an open subset (cf. Section 2.1)
It remains to show that X × X is compatibly split, where X ⊂ SLn /B is a Kempf
variety. We can assume by Lemma 3.4 that X is a rectangular Kempf variety (the
argument works for general Kempf varieties, but is slightly less clear).
Suppose that X is of height r and width s. Then wemust show that the monomial
ideal generated by the variables
VX =
{
xij, yij
∣∣∣ n− r < i ≤ n, 1 ≤ j ≤ s}
is compatibly split under f p−1. We will prove that the monomial ideal generated by
the variables
VX ∩ (V1 ∪ · · · ∪Vm)
is compatibly split by induction on m. Since VX ∩ V1 = {xn1} and x
p−1
n1 is the first
factor in f p−1, compatible splitting holds form = 1. Suppose now that the monomial
ideal generated by
W := VX ∩ (V1 ∪ · · · ∪Vm) ( VX
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is compatibly split. Then (W, δm+1(M(g, h))) = (W,D), where D is a monomial of
the form dm, where m is the product of the variables VX ∩Vm+1 and d is a monomial.
This is a consequence of the formula
det
A B
0 C
 = det(A)det(C),
where A, B and C are compatible block matrices.
It follows by Lemma 5.1 that the ideal generated by
VX ∩ (V1 ∪ · · · ∪Vm ∪Vm+1)
is compatibly split. Since VX ⊂ V1 ∪ · · · ∪VN for N ≥ r+ s− 1 the result follows.
6 Wahl’s conjecture for Kempf varieties
Let Z denote a smooth projective variety. The sheaf of differentials on Z is defined
by
Ω1Z = I∆/I
2
∆,
where I∆ denotes the sheaf of ideals defining the diagonal within Z × Z. In this
setup we may consider the quotient morphism
I∆ → I∆/I
2
∆ = Ω
1
Z.
Fixing line bundles L1 and L2 on Z we obtain an induced restriction morphism
H0
(
Z× Z, I∆ ⊗ (L1 ⊠L2)
)
→ H0
(
Z,Ω1Z ⊗L1 ⊗L2
)
, (6.1)
where L1 ⊠ L2 := p
∗
1L1 ⊗ p
∗
2L2 and p1, p2 : X × X → X are the projections on the
first and second factors. In case Z is a flag variety and L1 and L2 are ample it has
been conjectured by J. Wahl [16] that the map (6.1) is surjective. In characteristic
zero this is now a theorem proved by S. Kumar [8]. In positive characteristic only
sporadic cases are known as outlined in the introduction.
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The aim of the last part of this paper is to obtain the following related and seem-
ingly stronger result
Theorem 6.1. Assume that the blow-up Bl∆(Z × Z) admits a Frobenius splitting which is
compatible with EZ. Let L denote a very ample line bundle on Z and letM1 andM2 denote
globally generated line bundles on Z. Let j > 0 denote an integer. Then the natural map
from
H0
(
Z× Z, I
j
∆
⊗ ((Lj ⊗M1)⊠ (L
j ⊗M2))
)
,
to
H0
(
Z, SjΩ1Z ⊗L
2j ⊗M1 ⊗M2
)
,
induced by the identification I
j
∆
/I
j+1
∆
= SjΩ1Z, is surjective.
Notice that when Z admits a minimal ample line bundle L; i.e. an ample line
bundle on Z such that every line bundle of the form M⊗L−1, with M ample, is
globally generated, then Wahl’s conjecture is a consequence of Theorem 6.1. Schu-
bert varieties are examples of varieties admitting minimal ample line bundle. When
the Schubert variety is a flag variety this is well known; e.g. in the notation of the
previous sections the minimal ample line bundle on G/B is defined by the weight
−ρ = −(ω1 + · · ·ωn−1).
For a general Schubert variety the claim follows by the fact that any ample line bun-
dle on a Schubert variety may be lifted to an ample line bundle on the flag variety
containing the Schubert variety [1, Prop.2.2.8]
With these remarks in place the following corollary now follows from Proposition
2.4 and Theorem 5.3
Corollary 6.2. The conjecture of Wahl on the surjectivity of the map (6.1) is satisfied for
Kempf varieties Z and ample line bundles L1 and L2.
The rest of this paper is concerned with the proof of Theorem 6.1. The proof
is highly inspired by the discussion in Section 3 of [11]. As a side result we obtain
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certain cohomological vanishing results for smooth varieties admitting various types
of Frobenius splitting (cf. Prop. 6.8 and Prop. 6.9); e.g. for Kempf varieties. We start
by collecting a number of well known results about blow-ups along diagonals.
6.1 Blow-up of PN ×PN along the diagonal
Consider the variety PN = P(V) with homogeneous coordinates X0, . . . ,XN. The
homogeneous ideal defining the diagonal within the product PN ×PN is generated
by the elements
Xi,j = Xi ⊗ Xj − Xj ⊗ Xi , 0 ≤ i < j ≤ N;
all of the samemultidegree (1, 1). Applying the Rees algebra description of the blow-
up this leads to an embedding of Bl∆(P
N ×PN) as a closed subvariety of the product
PN ×PN ×P(
N+1
2 )−1. (6.2)
Alternatively one could also obtain this embedding by considering Bl∆(P
N ×PN) as
the graph of the rational morphism
PN ×PN 99K P(
N+1
2 )−1, (6.3)
defined by the generators Xi,j of the diagonal ideal (cf. [4, Ex. 7.18]). The latter
description makes it evident that Bl∆(P
N ×PN) is contained within
PN ×PN ×Gr2(V), (6.4)
where Gr2(V) denotes the Grassmannian of planes inV with the Plu¨cker embedding
in P(
N+1
2 )−1. This also explains the following setwise description of the blow-up
Bl∆(P
N ×PN) = {(l1, l2, b) ∈ P
N ×PN ×Gr2(V) : l1, l2 ⊂ b}. (6.5)
In this setting the exceptional divisor E is determined as the set of points
E = {(l, b) ∈ PN ×Gr2(V) : l ⊂ b} ⊂ P
N ×Gr2(V),
28
where we consider PN as being diagonally embedded in PN ×PN.
The projection on the first two coordinates
π : Bl∆(P
N ×PN)→ PN ×PN ,
is the blow-up map. Restricting π to the exceptional divisor E defines the map
πE : E → P
N,
coinciding with the projectivized tangent bundle on PN. Finally we let
τ : Bl∆(P
N ×PN) → Gr2(V),
denote the map induced by projection on the third coordinate, while τE denotes its
restriction to E.
Lemma 6.3. Let O2,V(1) (resp. O(1)) denote the ample generator of the Picard group of
Gr2(V) (resp. P
N). Then as locally free sheaves
τ∗(O2,V(1)) ≃ O(−E)⊗ π
∗
(
O(1)⊠O(1)
)
. (6.6)
Proof. This follows from a local calculation but can also be obtained in the following
more abstract way : assume, first of all, that N ≥ 2 in which case we have the
following identity of Picard groups
Pic
(
Bl∆(P
N ×PN)
)
≃ Pic(PN ×PN)⊕Z.
In particular, we may find unique integers c1, c2 and c3 such that
τ∗(O2,V(1)) ≃ O(−c1E)⊗ π
∗
(
O(c2)⊠O(c3)
)
.
Restricting to the open subset Bl∆(P
N × PN) \ E ≃ (PN × PN) \ ∆ we determine
(c2, c3) as the bidegree of the rational morphism (6.3). In particular, we find that
c2 = c3 = 1. To find c1 we fix some line P
1 inside PN and consider P1 × P1 as
a closed subset of Bl∆(P
N × PN) by identifying it with its strict transform. As the
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rational morphism (6.3) is constant on an open dense subset of P1 × P1, the same
is true for the restriction of τ to P1 × P1. In particular, the restriction of the sheaf
τ∗(O2,V(1)) to P
1×P1 is trivial. Now as the sheaf of ideals of the diagonal in P1×P1
equalsO(−1)⊠O(−1) we conclude
−c1 + c2 = −c1 + c3 = 0.
Thus c1 = 1. This ends the proof in case N ≥ 2. For N = 1 the map τ is constant and
the claimed isomorphism (6.6) is trivial.
We claim that τ is a P1 ×P1-bundle. More precisely, let b0 ∈ Gr2(V) denote any
plane in V and let P0 denote the stabilizer of b0 in the group SL(V). Then Gr2(V) is
isomorphic to the quotient SL(V)/P0 while Bl∆(P
N ×PN) may be described as
Bl∆(P
N ×PN) = SL(V)×P0 (P(b0)×P(b0)), (6.7)
where P0 acts by the diagonal action on P(b0)×P(b0). Thus τ is just the natural map
τ : SL(V)×P0 (P(b0)×P(b0)) → SL(V)/P0.
In this notation we may describe the exceptional divisor as
E = SL(V)×P0 P(b0),
where we think of E as a subset of (6.7) by embedding P(b0) diagonally in the prod-
uct P(b0)×P(b0). It follows that the restriction
τE : SL(V)×P0 P(b0)→ SL(V)/P0,
is a P1-bundle over Gr2(V).
6.2 Blow-up of diagonals in general
Returning to the general case of a smooth projective subvariety Z in P(V) we may
consider the blow-up Bl∆(Z × Z) as the strict transform of Z × Z in Bl∆(P
N ×PN).
In particular, we obtain a closed embedding
Bl∆(Z × Z) ⊂ Z× Z×Gr2(V). (6.8)
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The exceptional divisor EZ is thus embedded as
EZ ⊂ Z×Gr2(V). (6.9)
In this setting the blow-up morphism
πZ : Bl∆(Z× Z) → Z× Z,
coincides with the projection on the first two coordinates, while its restriction
πEZ : EZ → Z
coincides with the projectivized tangent bundle on Z. Thus if we consider Gr2(V) as
the set of lines in PN = P(V), then EZ consists of the set of pairs (l, b) ∈ Z×Gr2(V)
such that b is a line tangent to the point l in Z.
The projection on the third coordinate is denoted by
τZ : Bl∆(Z × Z) → Gr2(V),
while its restriction to EZ is denoted by τEZ .
6.3 Fibres of τEZ
By the discussion above the fibre of τEZ over a line b in P(V) consists of the set of
points l in Z such that b is tangent to Z at l. Thus the following result is now easy to
prove
Lemma 6.4. If every nonempty fibre of τEZ has dimension 1 then Z coincides with P(V
′)
for some vector subspace V ′ of V.
Proof. The assumptions means that every tangent line of Z is contained in Z. In
particular, Z contains all of its tangent planes. But any tangent plane of Z is of the
same dimension as Z and consequently Z, and all of its tangent planes, must coincide
(this simple argument was suggested by the referee).
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6.4 Technical results
For technical reasons we will need the following setup : let Z denote a projective
variety and let
f : Z× Z → Z ,
denote a morphism. The projective morphism
τf = (τZ, f ◦ πZ) : Bl∆(Z × Z) → Gr2(V)×Z , (6.10)
has a Stein factorization for which we use the notation
Bl∆(Z × Z)
µ f
−→ B f → Gr2(V)×Z . (6.11)
The restriction of τf to EZ is denoted by
τE, f : EZ → Gr2(V)×Z .
More important is the map
µE, f : EZ → S f := µ f
(
EZ
)
,
induced by the restriction of µ f . We claim
Lemma 6.5. The derived direct images Ri(µE, f )∗OEZ are zero when i > 0.
Proof. As the second map B f → Gr2(V) × Z of the Stein factorization (6.11) is a
finite map it suffices to prove that Ri(τE, f )∗OEZ = 0 for i > 0. Consider an open
affine subset U of Gr2(V) such that
τE : E → Gr2(V),
is a trivial P1-bundle over U. Then we may consider τ−1EZ (U) as a closed subvariety
of P1 ×U. Embedding τ−1EZ (U) by the graph of f ◦ πZ defines a closed embedding
ι : τ−1EZ (U) →֒ Y := P
1 ×U ×Z .
32
The map
τU : τ
−1
EZ
(U) = τ−1E, f (U ×Z) → U ×Z ,
induced by the projection p2,3 of Y on the second and third coordinate, coincides
with the restriction of τE, f to the inverse image of U × Z . It thus suffices to prove
that Ri(τU)∗Oτ−1EZ (U)
= 0 for i > 0. Now apply the identity
Ri(τU)∗Oτ−1EZ (U)
= Ri(p2,3)∗(ι∗Oτ−1EZ (U)
),
and the long exact sequence
· · · → R1(p2,3)∗I → R
1(p2,3)∗OY = 0→ R
1(p2,3)∗(ι∗Oτ−1EZ (U)
)→ 0→ · · ·
associated to the trivial P1-bundle p2,3, and the short exacts sequence
0→ I → OY → ι∗Oτ−1EZ (U)
→ 0,
defining τ−1EZ (U) as a closed subvariety in Y.
Lemma 6.6. Assume that Z does not coincide with a closed subvariety of P(V) of the form
P(V ′), for some vector subspace V ′ of V. Then µE, f is birational
Proof. Let Y ⊂ Gr2(V) × Z denote the image of τf . We claim that there exists a
point y ∈ Y such that the fibre τ−1f (y) is nonempty and finite. To see this we use
Lemma 6.4 to obtain a point b ∈ Gr2(V) such that the fibre τ
−1
EZ
(b) is nonempty and
finite. Assume, for a moment, that τ−1Z (b) is infinite : then πZ(τ
−1
Z (b)) is an infinite
closed subvariety of P(b) × P(b) = P1 × P1 and thus P(b) is contained in Z. As a
consequence
(P(b) ×P(b)) \ ∆(P(b)) × {b},
is a subset of Bl∆(Z × Z) and thus, by taking the closure, we find that
P(b)× {b} ⊂ EZ.
But then P(b) × {b} is a subset of the finite set τ−1EZ (b), which is a contradiction. It
follows that τ−1Z (b) is finite and nonempty. Choose an element y in τf (τ
−1
Z (b)). As a
subset of τ−1Z (b) the set τ
−1
f (y) is then finite.
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Let now Y0 denote the nonempty set of points in Y where the associated fibre of
τf is finite. Then Y0 is an open subset of Y ([15, Cor. I.8.3]). It follows that µ f induces
an isomorphism between B f and Bl∆(Z × Z) over Y0
µ f ,0 : τf
−1(Y0)
≃
−→ µ f (τf
−1(Y0)).
It thus suffices to prove that the intersection of EZ and τf
−1(Y0) is nonempty. But
this is clear as τ−1EZ (b) is a nonempty subset of τf
−1(Y0).
From now on we will assume that f : Z × Z → Z is the product ( f1, f2) of two
morphisms
fi : Z → Zi, i = 1, 2.
We can then prove.
Lemma 6.7. The fibres of µE, f are connected.
Proof. Let z denote an element in S f and let (b, x) denote the image of z in under the
second morphism
B f → Gr2(V)×Z (6.12)
of the Stein factorization (6.11). As µ−1E, f (z) ⊂ µ
−1
f (z) and µ
−1
f (z) is connected we
may assume that µ−1f (z) is infinite. Consequently the intersection Z ∩ P(b) must
also be infinite and thus equal to P(b). It follows that
P(b)×P(b)× {b} ⊂ Bl∆(Z× Z).
This leads to the inclusion
µ−1f (z) ⊂ τ
−1
f (b, x) = ( f
−1
1 (x1) ∩P(b)) × ( f
−1
2 (x2) ∩P(b))× {b}, (6.13)
where we have used the notation x = (x1, x2) ∈ Z , with xi ∈ Zi for i = 1, 2. As µ f
and τf only differ by a finite morphism it follows that τ
−1
f (b, x) is a disjoint union of
µ−1f (z) with another closed (possibly empty) subset of τ
−1
f (b, x). At the same time
µ−1f (z) is connected and thus (6.13) implies that µ
−1
f (z) is of one of the forms
P(b)×P(b)× {b}, {l} ×P(b)× {b}, P(b)× {l} × {b},
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for some line l contained in b. We conclude that µ−1E, f (z) is either equal to
P(b)× {b} ⊂ EZ,
or of the form
{l} × {b} ⊂ EZ.
In both cases µ−1E, f (z) is connected.
6.5 Proof of Theorem 6.1
We continue the notation of Section 6.4. The proof of Theorem 6.1 is built from the
following two results.
Proposition 6.8. Assume that EZ admits a Frobenius splitting. Let L (resp. M) denote a
very ample (resp. globally generated) line bundle on Z and let j > 0 denote an integer. Then
Hi
(
Z, SjΩ1Z ⊗L
2j ⊗M
)
= 0 , for i > 0. (6.14)
Proof. We assume that the embedding Z ⊂ PN is defined by the very ample line
bundle L, and that the map f , of Section 6.4, is the composition
f : Z× Z → Z → Z := P
(
H0(M)∨
)
,
where the first map is projection on the first coordinate while the second map is the
projective morphism defined by the globally generated line bundleM. Let OM(1)
denote the ample generator of the Picard group of P
(
H0(M)∨
)
. By (6.6) the pull-
back of O2,V(j)⊠OM(1) by
τE, f : EZ → Gr2(V)×Z ,
is then the line bundle
Lj = O(−jEZ)|EZ ⊗ π
∗
EZ
(
L2j ⊗M
)
,
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on EZ. Consider the Stein factorization
EZ
µ˜E, f
−−→ S˜ f → S f ,
of µE, f . By Lemma 6.5 and the definition of the Stein factorization, the map µ˜E, f is a
rational morphism, i.e.
Ri(µ˜E, f )∗OEZ =

OS˜ f if i = 0,
0 if i > 0.
Moreover, the pull back L˜j of O2,V(j)⊠OM(1) by the finite morphism
S˜ f → S f → B f → Gr2(V)×Z , (6.15)
is an ample line bundle on S˜ f whose pull back by µ˜E, f coincides with Lj. As S˜ f is
Frobenius split (by push-down of the Frobenius splitting on EZ [2, Lemma 1.1.8] ) it
follows that the higher cohomology of L˜j, and hence of Lj, is trivial [2, Thm.1.2.8].
Notice finally that by [5, Ex. III.8.4] the cohomology of Lj and the direct image
(πEZ)∗Lj = S
jΩ1Z ⊗L
2j ⊗M,
coincide. Here we use that the identification (πEZ)∗OEZ(−jEZ) = S
jΩ1Z. This ends
the proof.
Proposition 6.9. Assume that the blow-up Bl∆(Z× Z) admits a Frobenius splitting which
is compatible with EZ. Let L denote a very ample line bundle on Z and let M1 and M2
denote globally generated line bundles on Z. Let j > 0 denote an integer. Then
Hi
(
Z× Z, I
j+1
∆
⊗ ((Lj ⊗M1)⊠ (L
j ⊗M2))
)
= 0, for i > 0, (6.16)
where I∆ denotes the sheaf of ideals defining the diagonal in Z× Z.
Proof. We will assume that L is the line bundle defining the embedding Z ⊂ PN,
and that
fi : Z → Zi := P
0
(
H0(Mi)
∨
)
, i = 1, 2,
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are the maps defined by the globally generated line bundles M1 and M2 . Let Lj
denote the line bundle
Lj = O(−jEZ)⊗ π
∗
Z
(
(Lj ⊗M1)⊠ (L
j ⊗M2)
)
,
on Bl∆(Z × Z). We claim that the restriction morphism
H0
(
Bl∆(Z× Z),Lj
)
→ H0
(
EZ,Lj
)
, (6.17)
is surjective. To see this let Oi(1), for i = 1, 2, denote the ample generator of the
Picard group of Zi. Consider the ample line bundle
M˜j = O2,V(j)⊠O1(1)⊠O2(1),
on Gr2(V) × Z and let L˜j denote the ample pull back of M˜j to B f by the finite
morphism in (6.11). Then by (6.6) the line bundle Lj is the pull back of L˜j by µ f . In
particular, as µ f is part of a Stein factorization we obtain an identification
H0
(
Bl∆(Z× Z),Lj
)
= H0
(
B f , L˜j
)
.
Assume, for a moment, that Z is not of the form P(V ′) as in the assumptions of
Lemma 6.6. Then µE, f is a birational morphism with connected fibres by Lemma 6.6
and Lemma 6.7. Moreover, by push-forward of the Frobenius splitting on Bl∆(Z×Z)
we know that B f is Frobenius split compatibly with S f [2, Lemma 1.1.8]. Thus by [2,
Ex. 1.2.E(3)] the variety S f is normal, and hence
H0
(
EZ,Lj
)
= H0
(
S f , L˜j
)
, (6.18)
by Zariski’s main theorem. Thus to prove (6.17) it suffices to prove that the restriction
map
H0
(
B f , L˜j
)
→ H0
(
S f , L˜j
)
,
is surjective. As S f is compatibly Frobenius split in B f and as L˜j is ample the latter
follows by general theory of Frobenius splitting [2, Thm.1.2.8] . Consider next the
case Z = P(V ′). If either M1 or M2 are ample then µE, f is easily seen to be an
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isomorphism and we may argue as above. This leaves us with the caseM1 = M2 =
OZ. Then Z is just a 1-point space and thus S f = Gr2(V
′) while µE, f coincides with
τEZ which is a P
1-bundle over Gr2(V
′). So again we obtain the identification (6.18).
This proves the claim about the surjectivity of (6.17).
As the blow-up map satisfies
Ri(πZ)∗O(−jEZ) =

(I∆)
j if i = 0,
0 if i > 0,
we may reformulate the statement (6.16) as
Hi
(
Bl∆(Z × Z),Lj ⊗O(−EZ)
)
= 0, for i > 0.
To prove the latter we consider the short exact sequence
0→ O(−EZ)→ OBl∆(Z×Z) → OEZ → 0,
and apply Proposition 6.8. It follows that it suffices to prove
Hi
(
Bl∆(Z × Z),Lj
)
= 0, for i > 0.
As EZ is compatibly Frobenius split divisor in Bl∆(Z × Z) we have by [2, Lemma
1.4.11] an inclusion (of abelian groups)
Hi
(
Bl∆(Z× Z),Lj
)
⊂ Hi
(
Bl∆(Z× Z),L
p
j ⊗O((p− 1)EZ)
)
.
Thus, as Bl∆(Z × Z) is Frobenius split, it suffices to show that the line bundle
L
p
j ⊗O((p− 1)EZ) = O((p(1− j)− 1)EZ)⊗ π
∗
Z
(
(Lpj ⊗M
p
1)⊠ (L
pj ⊗M
p
2)
)
,
is ample on Bl∆(Z × Z). But the latter line bundle is by (6.6) isomorphic to the re-
striction to Bl∆(Z× Z) of the line bundle(
M
p
1 ⊗L
(p−1)
)
⊠
(
M
p
2 ⊗L
(p−1)
)
⊠O2,V
(
p(j− 1) + 1
)
, (6.19)
on Z× Z ×Gr2(V). Here O2,V
(
1
)
denotes the ample generator of the Picard group
of Gr2(V). As the line bundle (6.19) is ample this ends the proof.
Theorem 6.1 is now a direct consequence of Proposition 6.9.
38
References
[1] Michel Brion, Lectures on the geometry of flag varieties, Topics in cohomological
studies of algebraic varieties, 33–85, Trend. Math., Birkha¨user, 2005. MR 2143072
(2006f:14058)
[2] Michel Brion and Shrawan Kumar, Frobenius splitting methods in geometry and
representation theory, Progress in Mathematics, vol. 231, Birkha¨user Boston Inc.,
Boston, MA, 2005. MR 2107324 (2005k:14104)
[3] Justin Brown and Venkatramani Lakshmibai, Wahl’s conjecture for minuscule
G/P, (2008), arXiv:0809.2086v1 [math.AG].
[4] Joe Harris,Algebraic Geometry. A first course, Graduate Texts inMathematics, vol.
133, Springer Verlag, New York, 1992. MR 1182558 (93j:14001)
[5] Robin Hartshorne, Algebraic Geometry, Graduate Texts in Mathematics, vol. 52,
Springer Verlag, New York, 1977. MR 0463157 (57 #3116)
[6] , Ample subvarieties of algebraic varieties, Notes written in collaboration
with C. Musili. Lecture Notes in Mathematics, Vol. 156, Springer-Verlag, Berlin,
1970. MR 0282977 (44 #211)
[7] George R. Kempf, Vanishing theorems for flag manifolds, Amer. J. Math. 98 (1976),
no. 2, 325–331. MR 0409493 (53 #13248)
[8] Shrawan Kumar, Proof of Wahl’s conjecture on surjectivity of the Gaussian map for
flag varieties, Amer. J. Math. 114 (1992), no. 6, 1201–1220.MR 1198300 (94b:14049)
[9] Shrawan Kumar, Niels Lauritzen, and Jesper Funch Thomsen, Frobenius splitting
of cotangent bundles of flag varieties, Invent. Math. 136 (1999), no. 3, 603–621. MR
1695207 (2000g:20088)
[10] V. Lakshmibai, Kempf varieties, J. Indian Math. Soc. (N.S.) 40 (1976), no. 1-4, 299–
349 (1977). MR 0506317 (58 #22093)
39
[11] V. Lakshmibai, V. B. Mehta, and A. J. Parameswaran, Frobenius splittings and
blow-ups, J. Algebra 208 (1998), no. 1, 101–128. MR 1643983 (99i:14059)
[12] V. Lakshmibai, K. N. Raghavan, and P. Sankaran, Wahl’s conjecture holds in odd
characteristics for symplectic and orthogonal Grassmannians, Cent. Eur. J. Math. 7
(2009), no. 2, 214–223. MR 2506962
[13] V. B. Mehta and A. J. Parameswaran, On Wahl’s conjecture for the Grassmannians
in positive characteristic, Internat. J. Math. 8 (1997), no. 4, 495–498. MR 1460897
(98h:14062)
[14] V. B. Mehta and A. Ramanathan, Frobenius splitting and cohomology vanishing
for Schubert varieties, Ann. of Math. (2) 122 (1985), no. 1, 27–40. MR 799251
(86k:14038)
[15] D. Mumford, The Red Book of Varieties and Schemes, Lecture Notes in Mathemat-
ics, vol. 1358, Springer Verlag, Berlin, 1988. MR 971985 (89k:14001)
[16] Jonathan Wahl, Gaussian maps and tensor products of irreducible representations,
Manuscripta Math. 73 (1991), no. 3, 229–259. MR 1132139 (92m:14066a)
[17] Oscar Zariski and Pierre Samuel, Commutative Algebra, vol. II. Springer Verlag
(GTM 29, reprint of the 1960 edition), New York, 1975. MR 0389876 (52 #10706)
40
