Abstract-The problem of noncoherent multiuser detection for multipulse modulation over the Gaussian multiuser channel is studied. It is assumed that neither the energies nor the carrier phases of the signals of any of the users are available at the receiver. Recently, a post-decorrelative generalized likelihood ratio test (GLRT) based detector was proposed as a solution to this problem. In this paper, we introduce the concept of noncoherent decision feedback (DF) that forms the basis for an improved solution to the same problem. The users are detected sequentially in some fixed order, and the decision for a particular user takes advantage of the reduction of uncertainty associated with the signal space resulting from decisions already made for previous users. In contrast to coherent DF, therefore, the feedforward and feedback transformations in the noncoherent case are themselves functions of the matched filter outputs. An efficient implementation of the noncoherent DF detector for M -ary modulation and -dimensional signal space requires O(M) computational complexity per user. Upper and lower bounds on its symbol error probability are obtained. It is shown that significant improvements over the post-decorrelative GLRT-based detector are often possible. Sufficient conditions are obtained which guarantee, without ignoring error-propagation effects, that the high signal-to-noise performance of the DF strategy can be as good as its genie-aided version in which perfect past users' decisions are used.
I. INTRODUCTION
T HE NEED for noncoherent detection arises in applications such as mobile communications where there may be fading, oscillator phase instability, uncertain and rapid changes in propagation delay of the transmitted signal, etc. A common modulation technique that lends itself to noncoherent detection is orthogonal multipulse modulation (OMM). A simple example of OMM is frequency-shift keying (FSK). An -ary symbol is transmitted by sending one of orthogonal, equi-energy waveforms. OMM is appropriate for power-efficient communication where the energy per bit required to achieve a given error rate can be lowered with increasing values of the size of the symbol alphabet (cf. [1] , [2] ).
The problem of noncoherent multiuser detection for nonorthogonal multipulse modulation (NMM), over the Gaussian multiuser channel was studied in [3] - [6] . In addition to lending itself to noncoherent detection, NMM allows the system designer to exercise greater control over bandwidth (OMM requires maximum bandwidth). Moreover, there are wide-band communication systems that use frequency-hopped spread-spectrum signaling which can be modeled as being NMM modulation. Furthermore, even systems that use OMM modulation at the transmitters must, when there are channel distortions, be modeled as yielding nonorthogonal signals at the receiver. Finally, differential phase-shift keying (DPSK) modulation can be seen to be a special case of NMM when the carrier phase remains constant over two successive symbol intervals (cf. [2] ).
In this paper, we consider a general multiple-access technique which we refer to as correlated-waveform multiple access (CWMA) in which the NMM signal sets of diferent users are in general correlated and even linearly dependent. The multiuser channel with DPSK modulation described in [7] can be modeled as a special case of the general NMM-CWMA channel model of this paper.
References [3] and [4] introduced the notion of decorrelation for the NMM multiuser channel and focus on post-decorrelative (PD) noncoherent detection rules. In particular, optimal (minimum-error rate), asymptotically optimal, and the generalized likelihood ratio test (GLRT) based PD detectors were derived and analyzed via bounds on error probability. None of those detectors require the knowledge of carrier phases of the transmitted signals. The first two require knowledge of the signal energies, while the GLRT rule does not (this PD-GLRT detector will henceforth be referred to simply as the PD-G detector). It can be shown that for the particular case of DPSK modulation, the three PD detectors derived in [4] coincide, and are identical to the optimally near-far resistant differentially coherent decorrelator derived earlier in [7] .
The motivation for a decision-feedback (DF) approach derives from the theory of coherent DF multiuser detection for single-pulse modulation (cf. [8] , [9] ). It was shown in those papers that DF detectors can be guaranteed to user-wise outperform linear detectors independently of what the received energies may be. Moreover, their computational complexities are comparable to linear detectors. The question then is whether such performance advantages over the noncoherent PD detectors of [3] - [6] can also be had through some notion of noncoherent DF detection. The problem here is that decision feedback must be accomplished in spite of not knowing the carrier phases and signal energies at the receiver.
The rest of the paper is organized as follows. In Section II, we introduce the system model. In Section III, we present the noncoherent DF detector along with a discussion of implementational issues and provide a derivation of the DF detector for the general case of linearly dependent NMM-CWMA signaling. Section IV deals with the performance analysis of the proposed detector. Section V contains numerical examples, and Section VI, the conclusions.
For past work on noncoherent multiuser detection, the reader is referred to [3] - [18] . The earliest of these papers, [7] and [10] , deal with DPSK modulation and optimally near-far resistant differentially coherent detection. The other papers consider the NMM multiuser channel with the exception of [11] and [12] , which are applicable to a rather specific system in which OMM is used and realized through Walsh-Hadamard coding, while direct-sequence spread-spectrum (DS-SS) signaling is used at the coded bit level. Results on the PD-G detector in [13] and its performance analysis in [5] are similar to (but were obtained independently of) those obtained earlier in [3] and [4, Sec. 4] . A successive cancellation approach was adopted in [11] , which is however highly susceptible to multiple-access interference and error propagation effects. The idea of noncoherent DF detection was first described in [14] for the general NMM-CWMA system and was later developed fully in a conference version of this paper in [15] . The abstract in [16] mentions other noncoherent decision feedback and multistage detectors (decision projection algorithms). The noncoherent DF detectors of this paper and [15] , when specialized to DPSK modulation, result in a new and improved detector relative to the optimally near-far resistant differentially coherent detector obtained in [7] . Finally, the fundamental performance limits for NMM-CWMA systems over Rayleigh fading channels were studied in [17] and [18] through an analysis of optimum and suboptimum receivers. In particular, [18] contains the asymptotic analysis of bit-error probability of the optimum noncoherent multiuser detector. A recent text [19] contains an introduction to noncoherent multiuser detection and is based on [4] , [6] , [7] , [10] , [12] , [16] , and [17] .
II. SYSTEM MODEL
We consider an -ary signaling scheme where each of the users transmits one of nonorthogonal signals to send bits of information. After passing through an additive white Gaussian noise channel, the superposition of the signals arrive in symbol synchronism at the receiver. The low-pass received signal can be modeled as (1) with having a noise power spectral density (one-sided) of , and , being the complexvalued, equi-probable, unit energy, nonorthogonal, and possibly linearly dependent signature signals of user . For convenience, we assume that they are time-limited to a symbol duration (this assumption can be relaxed). and denote the energy and the phase of the th signal of user . It is assumed that the phases remain constant over one signal interval and are independent and uniformly distributed random variables on . While FSK is obviously a particular case of NMM, it is also true that DPSK modulation is a special case of the model in (1) as well. -ary DPSK can be modeled with , where , where is the th user's signature signal (within multiplication by a unit-magnitude complex number), assumed nonzero in the interval . Note that for binary DPSK, the two signals of the same user are orthogonal. The signal amplitudes are implicitly assumed constant over two successive differentially encoded symbols.
The received signal is first passed through a bank of matched filters, matched to each of the signature signals . The output of the filter bank is an -dimensional sufficient statistic (2) with , , , , where , . A key observation in [2] was to view the (nonlinear) multipulse modulator as a pseudolinear modulator in an expanded signal space. This is achieved by representing user 's information by the vector (3) so that (1) can be expressed as (4) Substituting (4) into (2), we obtain the pseudolinear model Moreover, is a zero-mean complex Gaussian random vector with covariance matrix , which we denote as being , . When the complex amplitudes are known, the pseudolinear model in (5) allows the application of techniques in coherent linear multiuser detection (as noted in [6] ). For example, the exponentially complex joint maximum-likelihood detector is easily specified as (see also [16] , [20] ) (11) where the maximization is over the admissible values of . The analysis of this detector can also be easily deduced from an analysis of the coherent maximum-likelihood detector for linear modulation by properly accounting for the differences in the structure of the error sequences in the two cases. In particular, the indecomposable sequence bound of [20] for linear modulation can be easily extended to the case of NMM by excluding pair-wise error probabilities from the union upper bound that correspond to NMM error sequences that are decomposable.
A more interesting problem in multipulse modulation is one where the carrier phases differ from symbol to symbol, as in rapidly fading channels or frequency-hopping FSK systems where signals are generated by switching between different oscillators. The phases over different signaling intervals could be modeled as independent and uniformly distributed random variables. In this case, however, the jointly optimum noncoherent detector cannot be obtained in closed form [6] . Suboptimum approaches are necessary. As a benchmark on error rate, we will consider the performance, albeit unachievable, of the minimum error probability detector in a single-user channel with NMM modulation as obtained in [6] .
III. NONCOHERENT DF DETECTION
As in coherent DF detection schemes [8] , [9] , [21] , we suggest that users be detected sequentially in some order. Without loss of generality, we assume that they are detected in the increasing order of their indices, i.e., user 1 first and user last. In what follows, we describe the detection of user (referred to as the "present" user) after having made decisions on the "past" users . In obtaining the decision rule for the present user, we will assume that the past user decisions are perfect. This assumption is of course not always correct so that the effects of imperfect past decisions lead to error propagation. These effects are quantified in the section on performance analysis.
A. Detector Description-Nonsingular Case
In this section, for simplicity of presentation, all are assumed to be linearly independent so that is positive definite. This allows us to describe the detector using elementary tools in algebra. We will consider the more general case of linearly dependent signaling in a later section.
In order to describe the model for the statistics under the perfect past decisions assumption, it is convenient to introduce the following notation. Let be written in terms of block columns as , where is an block column matrix. Also, let be the th column of . Define the vector as , , where is the th diagonal element of . Moreover, denotes the decision made for user , which by our assumption also denotes that user transmits the th symbol. With this notation and under the assumption of perfect past user decisions, the matched filter output vector is conveniently expressed as (12) It is easily shown that , an expurgated version of , defined as , , where is the th element of , is a sufficient statistic for making the present and future users' decisions (under the assumption of perfect knowledge of past user decisions). This expurgated statistic can be written as (13) where , the expurgated version of the noise vector , is obtained from in the same way as is obtained from , i.e., , ,
The expurgated correlation matrix is defined from as follows. Let be partitioned as a 2 2 block matrix (14) where . Now is obtained from by deleting all but the th, th, , th rows from the block row of and by also deleting all but the th, th, , th columns from the block column , while keeping the rows and columns of intact. Next, we apply a decorrelative transformation to the expurgated model in (13) by multiplying with . The to outputs of this decorrelation operation correspond to user . Let us denote this length subvector as , the decision statistic for user in the DF strategy. Under the assumption of perfect past decisions, this decision statistic can be written as (15) The noise vector has a covariance matrix , where is the principal submatrix of obtained by retaining rows to and columns to of . Define the matrix . It is convenient to write a model that is equivalent to (15) in terms of as (16) where the noise vector has a covariance matrix . Note that for the first user, there is no expurgation so that with and , the decorrelation operation is simply the decorrelator suggested in [4] . For the th user, however, the decision statistic for the PD-G detector of [4] is comprised of the elements of , which can be written as (17) where has a covariance matrix , the th diagonal block of of size . While the model for the decision statistic in (17) appears to be similar to the one for the decision statistic of the DF detector in (15) , except for the noise covariance matrix, it is important to note that (15) is only true under the assumption that past user decisions are perfect.
There still remains the problem of specifying the noncoherent detector for the model in (15) to complete the specification of the noncoherent DF detector. Since we propose that the noncoherent detector for user be based on the assumption that past users' decisions are perfect, the similarity of the model in (15) with that in (17) allows us to directly apply the GLRT rule obtained in [4] . In particular, the DF GLRT detector (henceforth referred to simply as the DF-G detector) is obtained by regarding the complex amplitude as unknown. Letting denote the th element of and the th element of , the GLRT rule applied to the model in (15) , or equivalently (16), yields the DF-G detector (18) It is evident that the implementation of the DF-G detector requires neither phase nor energy information at the receiver. Note that replacing with and with in -of (18) yields the PD-G detector of [2] .
Interestingly, for the special case of binary DPSK modulation as described in Section II, -introduces the notion of differentially coherent DF multiuser detection.
B. Noncoherent Feedforward and Feedback Matrices
Coherent DF detectors for single-pulse modulation are described by an upper triangular feedforward matrix and a strictly lower triangular feedback matrix [8] . The feedforward matrix acts on the matched filter outputs, and the feedback matrix acts on the past users' decisions. The decision on the current user is based on the difference between the current user's outputs from the feedforward and the feedback transformations so that an estimate of the interference from past users' output is explicitly subtracted.
It is possible to describe the noncoherent DF-G detector in terms of feedforward and feedback matrices as well. The feedforward matrix is upper block triangular, and the feedback matrix is strictly lower block triangular, where blocks are of size to account for multipulse modulation. The feedforward matrix acts on current and future users' matched filter outputs as in the case of coherent DF detectors. However, in contrast to the coherent case, the feedback matrix in the noncoherent DF-G detector acts, not on the past user's decisions, but directly on the matched filter outputs of the past users . The reason for this is that since the carrier phases and the energies associated with signals of (past) users are unknown, it is not clear what past user interference to explicitly subtract from the matched filter outputs even after past user decisions are made. Another interesting distinction between the coherent and noncoherent solutions is that while the feedforward and feedback transformations in the coherent case are independent of , they are complicated, albeit simple to implement, functions of the matched filter outputs in the noncoherent case.
We specify the feedforward and feedback matrix description of the noncoherent DF detectors. Let and denote the block upper triangular feedforward and strictly block lower triangular feedback matrices, respectively. The th block of rows of and correspond to feedforward and feedback matrices for user , which we henceforth denote as 
and
, respectively. Let us denote the th rows of and as and . The first rows of form . , , consists of blocks of zero matrices of dimension followed by its nonzero part, which is identical to a submatrix of obtained by retaining columns indexed from to and rows indexed from to . is clearly all zeros. , , consists of nonzero blocks followed by blocks of zeros with each block of dimension . Each of the first nonzero blocks of , indexed from left to right, contains only one nonzero column. This, in each case, is the th column, where is the number of the block and is the symbol decision made for user . Further, the th column of nonzero block is the th column of rows to of . A diagrammatic description of the structure of the feedforward and feedback matrices for a three-user case is shown in Fig. 1 .
The action of and on to produce the th user's -length decision statistic is now simply described as (19) where the dependence of and on is explicitly shown. When is such that it yields perfect past user decisions, is free of multiple-access interference and admits the simple model given in (15) . Fig. 2 shows the implementation of the DF-G detector for a three-user system. The decision statistic vector for the th user is obtained through the inner products for for each of the three users. Since is uniquely decided by the decisions made for users 1 to , each ( , , ) triple can be uniquely specified by the "selector" blocks in the figure based on those past decisions. In essence, therefore, we have achieved decision feedback without explicitly obtaining estimates of the complex amplitudes and cancelling past user interference. Instead, decision feedback is achieved by exploiting only the fact that past user decisions effectively reduce the dimensionality of the signal space.
Let us consider next the computational issues involved. The expurgated matrix is a function of the noisy matched filter outputs . A brute-force implementation of the detector requires the computation of the inverses of for each user for each symbol interval. This is clearly unacceptable. However, depends on only through the finite number of possible decisions on the past users' symbols, so that it is possible to precompute and store all possible values of the matrix triple , , corresponding to the particular in which the expurgation is determined by the past decisions. There would hence be such matrix triples for user . One needs to store the matrices to implement the decision algorithms for that user. Given a particular sequence of decisions for past users 1 to , it is also important to be able to access the right ( , , ) triple efficiently. The process of selecting this triple for user has to be done sequentially, since the decisions made for past users decide which triple is appropriate for the current user. The decision made for any user remains fixed through the detection process for consequent users. Accessing the right ( , , ) triple is therefore facilitated by associating with each triple a length address made up of the decisions made for the past users. The average computational complexity per symbol per user with this precomputation and storage strategy is only , which is actually a factor of two less than that of an explicit implementation of the decorrelating transformation in the post-decorrelative detectors of [4] . However, it can be shown that the storage requirement per user for the DF-G detector is exponential in the number of users and is given as , while for the post-decorrelative detectors, the storage requirement for is . The exponential storage complexity is peculiar to noncoherent DF detection and does not arise in coherent DF detection.
C. Detector Derivation-Singular Case
In [6] , it was stated that the pseudolinear model in (4) paves the way for the application of techniques in multiuser detection for linear modulation to the problem of multipulse (nonlinear) modulation. As an instance of this, we will show in this section that the noncoherent DF detector in (18) can be derived by applying the idea behind the sequential group detector for linear modulation as introduced in [22] . We also consider in this section the more general case of linearly dependent NMM signaling in which the correlation matrix is rank deficient.
Suppose that the rank of is (hence ). Factor as , where is a matrix with linearly independent rows. Consider the invertible transformation of to obtain the reduced -dimensional sufficient statistic given as (20) where is a zero-mean white Gaussian random vector with covariance matrix . Note that can be obtained directly by matched filtering with respect to the orthonormal basis functions for the signal space spanned by the signals . The columns of are the vector representations of the signals relative to such a basis. The pseudolinear model in (4) or (20) can be equivalently interpreted as a model for a pseudo -user channel, where the -ary transmission due to each real user is seen as emanating from cooperating pseudo users with each employing on-off keyed modulation with the understanding that just one of them can be "on" in any given interval. The pseudo users corresponding to the th user can be seen as forming the current group in the sequential group detection scheme [22] . For the previous users whose pseudouser groups have already been detected, it is assumed, as in the development of the sequential group detector in [22] , that the decisions are perfect. This of course implies in our noncoherent context that their transmitted signals are known but not their complex amplitudes. The future users form the future groups with unknown complex amplitudes.
Let be written in terms of block columns as , where is a block column matrix. Also, let be the th column of . Define the  vector  as  ,  ,  ,  ,  , , where is the th diagonal element of . Moreover, denotes the decision made for user , which by our assumption also denotes that user transmits the th symbol. With this notation and under the assumption of perfect past user decisions, the sufficient statistic vector is conveniently expressed as (21) (22) where the second equality implicitly defines the matrix . Our objective is to decide which of the hypotheses of user is true, without the knowledge of the signal amplitudes. To this end, we invoke the GLRT and apply it to the decision statistic to make user 's decision in essentially two steps. First, we maximize the likelihood function over the amplitudes of the interferers which is equivalent to substituting the maximumlikelihood estimates of the unknown amplitudes of the interfering users into the likelihood function (this step is akin to the derivation of the sequential group detector in [22] (26) where, with denoting the Moore-Penrose generalized inverse of , the matrix is the orthogonal projector whose range is the subspace that is perpendicular to the column space of . Note that we explicitly indicate the dependence of this projector on past decisions . The third equality follows from the projection theorem (cf. [23] ), and the last equality is obtained by recognizing that the objective function is a quadratic form in given and completing squares. Notice that the decision for user is based on the vector (27)
Substituting the expressions for conditioned on perfect past decisions as given in (21), we have (28) where the noise vector has a covariance matrix . Note the similarities between the models conditioned on perfect past decisions for the decision statistics in (28) and (16) for the singular and nonsingular cases, respectively. It is hence convenient to define the matrix in the more general linearly dependent signaling case as (29) The difference of course is that is in general not invertible in the case where is rank deficient, whereas it is invertible (and equal to ) when is nonsingular. It is an interesting algebraic exercise to verify that when is a full rank matrix, , as defined in (29), is indeed equal to . For user 1, there is no decision feedback and the decision rule in (26) is the PD-G detector [4] , [5] .
Note that the decision statistic , as described by (28), is free of multiple-access interference. It must be again emphasized however that the model in (28) is valid only under the assumption of perfect feedback. When this assumption holds, (28) represents an equivalent model for -ary correlated (and possibly linearly dependent) signaling over a single-user channel with signal correlation matrix . The analysis of such channels has been carried out in considerable depth in [6] (the assumption of linear independence therein is easily relaxed).
Finally, before we conclude this section, we address the issue of the computational and storage complexity of implementing the DF-G detector in the case of linearly dependent signaling. Once the -dimensional statistic is obtained, each user's decision requires the computation of the decision statistic as in (27), which in turn requires operations. Note that in the special case of linearly independent signaling, the implementation described in Section III-B requires operations. The reduction by a factor of 2 results because of matched filtering directly to the signature signals and the resulting structure in the projectors in this case.
To obtain the decision statistic via (27), note that the coefficients of the rectangular matrix that multiplies depend on past decisions. There is hence a need to store coefficients for user . The average storage complexity per user is hence , which in the case of linearly independent signaling becomes . Note that the implementation in Section III-B yields a better storage requirement by a factor of , and this is again attributable to matched filtering directly to the signature signals and the particular structure of the projectors in this case.
IV. PERFORMANCE ANALYSIS
Obtaining the exact symbol-error rate (SER) of the noncoherent DF-G detector appears to be intractable because of error propagation effects. We therefore obtain upper and lower bounds on the SER. The lower bound is simply the SER of the "genie-aided" version of the DF-G detector. More significantly, we also obtain an upper bound on the SER of the DF-G detector, thereby analytically accounting for the effects of error propagation. We then analyze the asymptotic [high signal-to-noise ratio (SNR)] behavior of these bounds in terms of asymptotic effective energy and obtain sufficient conditions under which the upper and lower bounds on the SER are asymptotically convergent. These conditions ensure that the DF-G detector achieves the performance of its genie-aided counterpart. Our analysis is valid for the general case where the signature signals are linearly dependent.
A. Bounds on the SER
An upper bound on the SER can be obtained by using an argument that is identical to the one introduced in [8] for analyzing coherent DF detectors. We begin by noting that in making the decision for a given user, the genie-aided DF-G detector used the correct symbols of past users (revealed to it by a genie) in place of the decisions of the DF-G detector. In particular, if we let and denote the error events that the decisions of user are in error for the noncoherent DF-G detector and its genie-aided version, respectively, then it can easily by shown that the probability of users are all detected correctly, is the same for the two detectors for any k. Consequently. 
The equality in (34) is obtained by averaging over the equi-probable and (35) is the union bound. The equality in (36) implicitly defines , as the genie-aided conditional pair-wise error probability for user of erroneously detecting the symbol as conditioned on the transmission of . The dependence of this pair-wise error probability on the realization of and on the signal energy is explicitly denoted (it does not depend on any other energies). Substituting (36) into (33), we have the upper bound on the SER. It now remains to specify the pair-wise error probabilities.
The genie-aided pair-wise error probabilities , admit closed-form expressions. This is because with the correct past user symbols (revealed by the genie) used in place of the decisions of the DF-G detector, the model in (28) for is exact. The analysis of the GLRT detector for such models was carried out in [4] in the context of noncoherent post-decorrelative detectors. Based on that analysis, , for the genie-aided DF-G detector is given as follows: (37) where (38) with The dependence of , and consequently of and on , is suppressed for notational simplicity. In (38), the function is the Marcum -function, which has the integral representation (43) where (41) is obtained by lower bounding the probability of the union of error events by the probability of a single, dominant error event with the highest probability where the corresponding erroneous value of is denoted as with the dependence of on , suppressed for notational simplicity. The bound in (42) is given in terms of pair-wise genie-aided error rates that can be expressed in closed form as given in (37). In the last inequality (43), to facilitate the asymptotic analysis of the following section, we loosen the bound by selecting one of the terms. The choice of and can be made to yield the tightest lower bound by retaining the largest of the terms in (42). The asymptotic properties of the upper and lower bounds on the SER are discussed next.
B. Asymptotic Effective Energy
Definition: For user , the asymptotic effective energy for the noncoherent multiuser detector, with the SER denoted as , is given by (44) where is the probability of error for a single-user channel in a "reference" system using orthogonal, equi-energy signals, each of energy .
For the reference system, is given in [1] as (45) It is clear that is dominated by the term as . In the previous section, for the DF-G detector was bounded as (46) and consequently, since the error rate with the slowest exponential decay dominates the upper bound in high SNR, the asymptotic effective energy of the DF-G detector is bounded as (47) where and denote the asymptotic effective energies of user of the DF-G detector and its genie-aided version.
It remains to compute . We will first find the expression for the conditional asymptotic effective energy corresponding to error probability . This is obtained by replacing in (44) with . Applying the analysis in [10] , one can show that is given by . Furthermore, since can be shown to be always non-negative for the genie-aided DF-G detector, we have (48) where depends on [see (29)].
Next, using the upper and lower bounds on as given in (36) and (42), and noting that the term in the upper bound with the slowest rate of exponential decay [which is also the same as the lower bound of (43) Substituting the above expression in (47), we obtain bounds on the asymptotic effective energy of the DF-G detector.
It easily follows that a sufficient condition for the DF-G detector to asymptotically achieve genie-aided performance for user is that (50) In other words, if the condition in (50) is satisfied, then the upper and lower bounds on the SER in (46) will converge as . We illustrate the above condition with a simple example. Consider a two-user binary signaling case where the 4 4 correlation matrix with its th element . It is left to the reader to verify that the condition in (50) specializes to (51) where For the sake of comparison, we state the asymptotic effective energy for the PD-G detector of [4] . It can be derived using the techniques in [4] or simply by realizing that the analysis of the DF G detector for the first user applies to the PD-G detector. In particular, the asymptotic effective energy of the PD-G detector for user is given as (52) where .
It was shown in [8] for coherent multiuser detection for single-pulse (PAM) modulation that for any distribution of user energies and for any signal correlation matrix, it was possible to order users so that the decorrelating DF detector uniformly outperforms its non-DF counterpart, the linear decorrelator, in terms of asymptotic effective energy, for every user. It is therefore natural to ask whether a similar result might also be true for the noncoherent DF-G detector of this paper relative to that of the PD-G detector of [2] . Unfortunately, the answer is "no." We prove this with a counterexample. Consider, for instance, a two-user binary signaling case with the following correlation matrix which we found by trial-and-error:
The energies of the two signals of user one are both equal to and those of user two are both equal to . The asymptotic effective energies for the PD-G and the DF-G detectors are found to be and with the genie-aided upper bound for the asymptotic effective energy of the second user for the DF-G detector being . Hence, the PD-G detector outperforms the DF-G detector and does so for any choice of energies and . If we reverse the order in which the detection is done, then the asymptotic effective energies for user 1 and user 2 for the DF-G detector (the performances for the PD-G detector remain unchanged) are , and the genie-aided upper bound for user 1, which is detected after user 2, is . Here, again, the PD-G detector outperforms the DF-G detector and again does so for any choice of energies and . This example is however rare and could only be uncovered after running an extensive set of numerical examples using randomly generated positive definite matrices . It is almost always the case that the DF-G detector outperforms its non-DF counterpart, the PD-G detector.
V. NUMERICAL EXAMPLES
In this section, we consider simple two-and three-user examples with binary and quaternary signaling, respectively.
In the two-user binary case, we let the normalized correlations between the two signals of the same user be 0.05 and the normalized correlation between any pair of signals of two different users is equal to 0.5. The energies of the two signals of user one are both equal to , and those of user two are both equal to . Fig. 3 shows the SER bounds of the DF-G detector relative to that of the PD-G detector for the second user (the first user's performance for the two detectors would be identical) when . The bit-error probability for the PD-G detector was obtained in [4] . It is evident that upper and lower bounds converge and a substantial improvement over the post-decorrelative strategy is obtained. The sufficient condition in (50) for the upper and lower bounds to converge becomes so that Fig. 3 is consistent with our analysis. Even when the sufficient conditions are not met, as for instance when , while the upper and lower bounds diverge, the DF-G detector can still significantly outperform the PD-G detector, as is the case in Fig. 4 for our example. Finally, since the condition in (50) is only sufficient but not necessary, the upper and lower bounds can converge even when (50) is not satisfied, as for instance in Fig. 5 where . We have also included in Figs. 3-5 the performance of the minimum error probability rule for the single-user channel as an absolute (but unachievable) lower bound [6] . Fig. 6 compares the SER performance of the DF-G detector and the PD-G detector for the last user in a three-user quaternary signaling case. Each user employs equi-energy signaling with signals being direct-sequence signals with randomly generated signature sequences of length 12. The energies of the users in the order of detection are , , and . Note that the SER for the PD-G detector (unlike the binary signaling case) cannot be computed exactly and is shown in terms of the upper and lower bounds as given in [4] . The bounds have been analytically shown to converge asymptotically with SNR in [4] , and this is evident in the figure. There is clearly a substantial improvement in the performance of the DF-G over the PD-G detector in this example, and since the condition in (50) requires that for the DF-G, for the upper and lower bounds on the third user's SER to converge, the user energies in this example are disparate enough for this to be true.
VI. CONCLUSIONS
The idea of noncoherent decision feedback is introduced in this paper. It forms the basis for the GLRT-based noncoherent DF detector proposed here for the synchronous -user channel with -ary nonorthogonal multipulse modulation in the general case where the signature signals of the users are not necessarily linearly independent (and belong to a -dimensional ( ) signal space). This DF detector detects users sequentially in some order, and the decisions made for past users are used in the specification of the detector for the current user. There is no explicit interference cancellation as in coherent decision feedback. The reduction in uncertainty of the signal space resulting from a knowledge of the past user symbols is exploited to achieve noncoherent decision feedback. An implementation of the DF detector requires a computational complexity of and a storage requirement of . Results on performance analysis include upper and lower bounds on symbol-error probability and a specification of sufficient conditions under which a noncoherent DF detector achieves its perfect feedback, or genie-aided, performance. Numerical examples indicate that significant improvements on SER over the post-decorrelative strategy (without decision feedback) of [4] and [5] (and hence a fortiori over conventional detectors) can be obtained using decision feedback.
