Abstract-A new method is proposed for designing FIR Nyquist filters with zero-crossing impulse response and low group delay. It is first shown that FIR Nyquist filters that satisfy the zero-crossing time-domain condition have a frequency response property where both the magnitude and phase responses in the passband are dependent on the stopband response. Therefore, the design problem will become a magnitude approximation in the stopband. The proposed procedure is based on the formulation of a linear problem by using the multiple Remez exchange algorithm in the stopband directly. Hence, the filter coefficients can be computed by solving linear equations, and the optimal solution with an equiripple stopband response is easily obtained after applying an iteration procedure. Although the proposed Nyquist filters have an approximate linear phase response, its group delay is lower than the conventional FIR Nyquist filters. The proposed procedure is computationally efficient because it only solves a set of linear equations. Finally, the characteristics of the low-delay FIR Nyquist filters are examined, and the performance is compared with the conventional FIR Nyquist filters.
I. INTRODUCTION
In recent years, Nyquist filters have been found numerous applications in perfect reconstruction filter banks, nonuniform sampling, interpolation filters, and so on. Its impulse response is required to be exactly zero-crossing at the Nyquist rate, except for one point. Nyquist filters can be realized by using either FIR or IIR filters. FIR Nyquist filters can be designed with an exact linear phase, and the design problem has been exhaustively studied in [1] - [14] . However, when the sharp magnitude specifications are required, higher order FIR filters are generally needed, and a larger delay results. This is because the group delay is equal to half the filter order for the exact linear-phase FIR filters. In some applications of real-time signal processing, a lower delay is generally required. In this paper, we will consider the design of FIR Nyquist filters with low group delay. There are also several design methods for IIR Nyquist filters in [15] - [22] . IIR Nyquist filters have two shortcomings in general; one is the stability that must be considered in the design procedure, and another is that the existing design methods are generally time consuming.
In this correspondence, we propose a new method for designing FIR Nyquist filters with zero-crossing impulse response and low group delay. First, we investigate the frequency response property of FIR Nyquist filters with zero-crossing impulse response. Both the magnitude and phase responses in the passband are dependent on the stopband response, and then, only the stopband response is needed in the approximation. Hence, the design problem will become the minimization of the magnitude error in the stopband. By applying the multiple Remez exchange algorithm in the stopband directly, we formulate the design problem in the form of a linear problem. Therefore, a set of filter coefficients can be computed by solving the linear equations, and the optimal solution with an equiripple stopband Manuscript received March 26, 1997; revised October 23, 1998. The associate editor coordinating the review of this paper and approving it for publication was Dr. José C. Principe.
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response is easily obtained through a few iterations. (2) where K and M are integers, and M is the Nyquist interval; K corresponds to the desired group delay in the passband. In the case of FIR filters with exact linear phase, the filter coefficients have to be symmetric, i.e., h n = h N0n , and then, its group delay equals K = N=2: Hence, K increases with an increasing filter order N:
It results in a larger delay when higher order FIR filters are needed. In some applications of real-time signal processing, a lower delay is generally required. In this correspondence, we consider the design of FIR Nyquist filters with low group delay and without the exact linear-phase constraint. Hence, the proposed Nyquist filters have an approximate linear-phase response. In general, Nyquist filters are required to be lowpass, and the desired magnitude response is given by
where the passband and stopband cut-off frequencies are ! p = (1 0 =M) and ! s = (1 + =M); and is a rolloff rate. Let a noncausal shifted version of H(z) beĤ(z) = z K H(z): By substituting the time-domain condition of (2) into (1), we havê
whereĤ(z) is more suitable for approximation, whereas H(z) is actually implemented. Therefore, the design problem becomes the approximation ofĤ(z) in (4) to the desired magnitude response of (3). Before designingĤ(z), we investigate the property of FIR Nyquist filters with zero-crossing impulse response. It can be seen from (4) that the frequency response ofĤ(z) always satisfies 
In practical designs, p and 1 are usually much smaller than these upper limits. Since p and 1 are guaranteed to be relatively small for a small value of s , the filter design can concentrate on shaping the stopband response. It can also be explained according to the zero locations. Since there are I (= N 0bK=Mc0bN0K=Mc) unknown coefficients h n in (4), H(z) has I independent zeros that are used to provide the desired stopband response. These independent zeros must exist on the unit circle to minimize the stopband error, whereas the remaining zeros off the unit circle are used for satisfying the timedomain condition of (2) so that the passband response is naturally formed. In the following, we will directly apply the multiple Remez exchange algorithm in the stopband to design FIR Nyquist filters with low group delay.
III. DESIGN OF FIR NYQUIST FILTERS
In this section, we describe the complex Chebyshev approximation of FIR Nyquist filters with zero-crossing impulse response and low group delay by directly using the multiple Remez exchange algorithm in the stopband.
A. Initial Choice
It is known that H(z) has I independent zeros that have to be located on the unit circle to minimize the stopband magnitude error. First, we assume that an initial location of I independent zeros on the unit circle is z i = e 6j! (! s ; < ! 1 < ! 2 < 11 1 < ! J ) (8) where J 1 = bI + 1=2c;! J 6 = when I is even, and ! J = when I is odd. This stems from the fact that the zeros on the unit circle must occur in complex conjugate pairs, except for z = 61:
A possible choice of ! i is to pick these frequencies to be equally spaced in the stopband. Other distributions may also be preferred. From (4), we havê
h n e 6j(K0n)! = 0 (9) which can be divided into the real and imaginary parts as (10) and N n=0 h n sin(K 0 n)! i = 0 (i = 1;2;111;J 2 ) (11) where J 2 = bI=2c because when I is odd, (9) has only the real part and not the imaginary part at !J = : Therefore, there are a total of I equations in (10) and (11), whether I is odd or even. By solving the above linear equations, we can easily obtain a set of initial filter coefficients hn whose independent zeros are located on the unit circle. Since the initial locations of the independent zeros are manually selected, the obtained magnitude response may not be equiripple in the stopband. Therefore, we directly apply the multiple Remez exchange algorithm in the stopband to obtain an equiripple stopband response.
B. Formulation
Since all the initial independent zeros are guaranteed to be located on the unit circle, we can search the magnitude response in the stopband, and get J 2 + 1 extremal frequencies ! i as
where ! J < when I is odd due to ! J = ; and ! J = when I is even. We apply the multiple Remez exchange algorithm in the stopband and formulate the condition forĤ(e (13) where s (>0) is the stopband magnitude error to be minimized, and (! i ) is the phase response ofĤ(z) at ! i and computed by using the previous filter coefficients h n : SubstitutingĤ(e j! ) of (4) into (13), we divide (13) into the real and imaginary parts as (14) and N n=0 h n sin(K 0 n)! i 0 s sin (! i ) = 0 (i = 0;1;111;J 1 0 1): (15) Note that (13) has no imaginary part at ! J = when I is even. It is clear that there are a total of I + 1 equations in (14) and (15) whether I is odd or even, and hence, we can obtain a set of new filter coefficients by solving the above linear equations. By using the obtained filter coefficients, we compute the frequency response ofĤ(z) in the stopband to find the peak frequency points i and compute the corresponding phase response ( i ): As a result, the obtained peak frequency points i may not be consistent with the extremal frequencies !i: We then use the obtained peak frequency points as the extremal frequencies in the next iteration and solve the linear equations of (14) and (15) to obtain h n again. The algorithm is iterated until the equiripple stopband response is attained. The design algorithm is shown in detail as follows. 
2) Select the initial locations !i
(for i = 1; 2; 111 ; J 1 ) of the independent zeros equally spaced in the stopband as shown in (8). 3) Solve the linear equations of (10) and (11) to obtain a set of initial filter coefficients h n .
4) Compute the frequency response ofĤ(z)
by using the initial coefficients, then search for the peak frequencies i for i = 0; 1; 1 11;J 2 )
in the stopband and compute the corresponding phase ( i ). 6) Solve the linear equations of (14) and (15) to obtain a set of filter coefficients h n . 7) Compute the frequency response ofĤ(z), then search for the peak frequencies i for i = 0; 1; 11 1;J 2 ) in the stopband and compute the corresponding phase ( i ).
Until
Satisfy the following condition for a prescribed small constant : fj i 0 ! i j (for i = 0; 1; 1 11;J 2 )g End.
IV. DESIGN EXAMPLE
In this section, we present one design example to demonstrate the effectiveness of the proposed method and then examine the characteristics of the low-delay FIR Nyquist filters and compare the performance with the exact linear-phase FIR Nyquist filter.
Example: We consider the design of FIR Nyquist filter with the following specifications: N = 62;M = 5; K = 24; and = 0:15: The magnitude response and group delay obtained by using the proposed method are shown in the solid line in Figs. 1  and 2 , respectively. It is clear in Fig. 1 that the stopband magnitude response is equiripple. Since the time-domain condition of (2) has been included in (4), the resulting impulse response must be exactly zero crossing. For comparison purposes, we have also designed a FIR Nyquist filter with K = N=2 = 31, which is an exact linearphase filter. The magnitude response and group delay of K = 31 are shown in the dashed line in Figs. 1 and 2 , respectively. It is clear in Fig. 2 . Group delay responses of FIR Nyquist filters. Fig. 2 that although the filter of K = 24 has an approximate linearphase response, its group delay is lower than that of K = 31: The stopband attenuations of two filters with K = 24 and K = 31 are 39.6 and 35.7 dB, respectively, and there is difference of 3.9 dB, whereas their maximum magnitude errors are 0.0202 and 0.0429 in the passband. We have designed many filters with various K and investigated the influence of K on the frequency response. The chart of the maximum magnitude and phase errors versus K is shown in Fig. 3 . It is seen in Fig. 3 that the magnitude and phase error curves are symmetric to K = N=2 = 31, i.e., two filters with K and N 0 K have the same magnitude and phase errors. This is because the zeros of two filters satisfy the mirror-image relation with respect to the each other's unit circle. The maximum magnitude error in the stopband periodically varies with a period M and increases as K deviates from K = N=2 = 31: When K = N=2 6kM, the stopband magnitude error attains to the peak; then, a smaller stopband error can be acquired nearby K = N=2 6 kM 6 M=2: The maximum magnitude and phase errors in the passband also increase as K deviates from K = N=2 = 31: In Table I , we have summarized the zero distribution of FIR Nyquist filters with various K: It can be seen that the exact linear-phase filter with K = N=2 = 31 has six zeros both inside and outside the unit circle and 50 zeros on the unit circle. As K decreases to K = 30, one zero outside the unit circle moves to z = 1 due to h 0 = 0; then, there are only five zeros outside the unit circle. When K = 29 and K = 28, these filters have one more zero on the unit circle than other filters. This is why the filters with K = N=2 6 kM 6 M=2 have a smaller stopband error.
As K decreases to K = 27, one zero on the unit circle moves to the origin z = 0 and cancels the other out with the poles at the origin due to h N = 0; then, the filter degenerates into one of order N 01: When K = 26, this filter has two more zeros inside the unit circle than it does on the outside. Therefore, as K decreases, each of the zeros outside the unit circle moves first to z = 1, then on the unit circle, then the origin z = 0, and, finally, into the inside of the unit circle.
When K increases, the zeros just inversely move from the inside to the outside. The movement of the zeros decides the variability on the frequency response (e.g., group delay). Next, we consider the influence of N on the maximum magnitude and phase errors. It is seen in Fig. 3 that the maximum magnitude error in the stopband is larger at K = N=2: Here, we ask whether the stopband error always attains the peak at K = N=2: To answer this question, we have designed many filters with various N and found that there are a total of 2M types of error patterns, i.e., N mod f2Mg = 0; 1; 1 11; 2M01, where N mod fMg = N 0 M bN=Mc: We found in all the error patterns that the stopband maximum error periodically varies with a period M and increases as K deviates from K = N=2: The varying amplitude becomes minimum when 0 N mod fMg 1 and attains a maximum when bM=2c N mod fMg bM=2c + 1: When 1 N mod f2Mg M , the stopband error attains the peak at K = N=2, as shown in Fig. 3 , whereas it becomes minimum at K = N=2, when M +1 N mod f2Mg 2M: Therefore, we can conclude in Fig. 4 that Nyquist filters have a smaller stopband error near K = N=2 6 kM 6 M=2 when 1 N mod f2Mg M and near K = N=2 6 kM when M + 1 N mod f2Mg 2M: Since the passband frequency response in the proposed method is dependent on the stopband response that is minimized, the passband magnitude and phase errors are much more complicated than the stopband error and will need further investigation.
V. CONCLUSION
In this correspondence, we have proposed a new design method of FIR Nyquist filters with zero-crossing impulse response and low group delay. We have shown that when FIR Nyquist filters satisfy the zero-crossing time-domain condition, the sum of the frequency responses at some related frequencies are equal to one, regardless of what the filter coefficients are. Therefore, both the magnitude and phase responses in the passband are dependent on the stopband response, and then, the design problem has become the minimization of the stopband magnitude error. By applying the multiple Remez exchange algorithm in the stopband directly, we have formulated the design problem in the form of linear problem. Hence, the filter coefficients can be computed by solving a set of linear equations, and the optimal solution with an equiripple stopband response is easily obtained through a few iterations. Although the proposed Nyquist filters have an approximate linear-phase response, its group delay is lower than the exact linear-phase FIR Nyquist filters. The proposed method is computationally efficient because it needs only the solution of a set of linear equations.
I. INTRODUCTION Fig. 1(a) shows multiplication of an input signal f in (u) with a multiplicative filter h(u) to obtain the output signal f out (u) . We call this operation multiplicative filtering in the time domain. Similarly, we refer to the operation in Fig. 1(b) as multiplicative filtering in the frequency domain (note that we are using the same dummy variable u in both the time and frequency domains). In Fig. 1(c) , we show multiplicative filtering in the ath-order fractional Fourier transform domain. In this configuration, first the ath fractional Fourier transform of the input is obtained, and then, a multiplicative filter h(u) is applied in this domain. Finally, the resulting waveform is transformed with order 0a in order to obtain the output profile in the time domain (the 0ath transform is the inverse of the +ath transform). The ath-order fractional Fourier transformation reduces to the identity operation for a = 0; therefore, Fig. 1 (c) reduces to Fig. 1(a) for a = 0. Likewise, it reduces to the ordinary Fourier transformation for a = 1 so that in this case, Fig. 1 (c) reduces to Fig. 1(b) . In [1] - [4] it is shown that the added degree of freedom offered by the order parameter a allows improved performance (e.g., smaller meansquare error) in a variety of circumstances including restoration of time-varying signals degraded by nonstationary noise. Furthermore, since both the digital [5] and optical [6] - [8] implementations of the fractional Fourier transformation do not imply extra work compared with the ordinary Fourier transformation, these improvements are achieved at no additional cost. We can further generalize the concept of single fractional Fourier domain filtering [ Fig. 1(c) ] to repeated filtering in consecutive fractional Fourier domains [ Fig. 1(d) ]. Here, we apply the first filter in the 0th fractional domain (the time domain), the second filter in the a1st fractional domain, the third filter in the (a1 + a2)nd fractional domain, and so on. This generalization was first mentioned in [1] and [8] . However, in those papers, the problem of finding the filter profiles for a specified application has not been addressed. In this correspondence, we discuss the applications of this filtering configuration to signal restoration. More specifically, we seek the optimal filter profiles resulting in the minimum mean-square estimate of the original signal.
II. FRACTIONAL FOURIER TRANSFORMATION
The ath-order fractional Fourier transform p a (u) of p(u) is defined respectively [9] . The definition is easily extended outside the interval 
