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We present the asymptotic distribution theory for a class of increment-
based estimators of the fractal dimension of a random field of the form
g{X(t)}, where g :R→R is an unknown smooth function and X(t)
is a real-valued stationary Gaussian field on Rd, d = 1 or 2, whose
covariance function obeys a power law at the origin. The relevant the-
oretical framework here is “fixed domain” (or “infill”) asymptotics.
Surprisingly, the limit theory in this non-Gaussian case is somewhat
richer than in the Gaussian case (the latter is recovered when g is
affine), in part because estimators of the type considered may have
an asymptotic variance which is random in the limit. Broadly, when
g is smooth and nonaffine, three types of limit distributions can arise,
types (i), (ii) and (iii), say. Each type can be represented as a random
integral. More specifically, type (i) can be represented as the integral
of a certain random function with respect to Lebesgue measure; type
(ii) can be represented as the integral of a second random function
with respect to an independent Gaussian random measure; and type
(iii) can be represented as a Wiener–Itoˆ integral of order 2. Which
type occurs depends on a combination of the following factors: the
roughness of X(t), whether d= 1 or d= 2 and the order of the incre-
ment which is used. Another notable feature of our results is that,
even though the estimators we consider are based on a variogram,
no moment conditions are required on the observed field g{X(t)} for
the limit theory to hold. The results of a numerical study are also
presented.
1. Introduction.
1.1. Background. The problem of quantifying the roughness of a (con-
tinuous but rough) curve or surface, whose height is observed at discrete
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locations on a rectangular grid, arises in many areas of science and technol-
ogy. A widely used approach is to model the curve or surface as a random
field whose covariance function follows some form of power law behavior at
the origin, and then to estimate a scale-invariant measure such as the frac-
tal dimension to quantify roughness. A good entry point to recent statistical
literature on this topic is the discussion paper by Davies and Hall (1999).
Frequently in this approach it has been assumed that the curve or surface
is Gaussian. However, in a number of applications the Gaussian assumption
may be open to doubt, and therefore the problem of estimating the fractal
dimension in non-Gaussian settings is of interest. In this paper we study
estimators of fractal dimension for a class of stationary non-Gaussian ran-
dom fields, and we provide a detailed account of the asymptotic distribution
theory for these estimators, as well as studying their numerical properties
using simulation. As a preliminary, we provide a brief review of recent work
in which the Gaussian assumption is made.
1.2. The stationary Gaussian model. For simplicity we focus mainly on
the one-dimensional case (d = 1) in this Introduction. Let {X(t) : t ∈ R}
denote a stationary Gaussian process with a covariance function γ which
obeys the following power law at the origin:
γ(t) = γ(0)− c|t|α +O(|t|α+β) as |t| → 0,(1.1)
where α ∈ (0,2], known as the fractal index, governs the roughness of the
sample functions and is typically the parameter of greatest interest in rough-
ness studies; the positive quantity c is a (local) scale parameter known as
the topothesy; and β > 0 governs the size of the remainder term in (1.1).
There is a simple relationship, under model (1.1), between α and the fractal
dimension D of the graph of the sample function, given by D = 2−α/2; see,
for example, Adler (1981). [This result generalizes to D = d+1−α/2 when
X(t) is a stationary Gaussian random field on Rd with covariance function
of the form (2.3).] Thus, the larger the value of α, the smoother the sample
function.
Suppose we observe a sample
Sn = {X(i/n) : i= 0,1, . . . , n− 1}(1.2)
of observations of X(t) at equally spaced locations in the region [0,1]. In
this formulation of the problem the asymptotic regime as n→∞ is known
as “fixed domain asymptotics” and is often appropriate when interest is
focused on roughness at fine scales. See Stein (1999) for further discussion
of this type of asymptotic regime.
A variety of estimators of α, based on data Sn, have been studied in recent
years under model (1.1), with X assumed to be stationary and Gaussian.
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For example, Hall and Wood (1993) considered box-counting estimators;
Jakeman and Jordan (1990) and Constantine and Hall (1994) discussed
estimators based on the variogram; Feuerverger, Hall and Wood (1994)
considered estimators based on counting upcrossings; and Chan, Hall and
Poskitt (1995) considered estimators based on the periodogram. Kent and
Wood (1997) considered two modifications to variogram-based estimators:
the use of higher-order increments and the use of generalized least squares.
The use of higher-order increments in a closely related context was investi-
gated independently by Istas and Lang (1997).
In this paper the focus is on variogram-based estimators of fractal dimen-
sion, and we now discuss these in more detail. The theoretical variogram
is given by ν(h) = E{X(t + h) −X(t)}2 and under (1.1) ν(h) ∼ 2c|h|α as
|h| → 0. Given data of the form (1.2), we can estimate ν(u/n) by
νˆu =
∑
i
[X{(i+ u)/n} −X(i/n)]2,(1.3)
and we can estimate α using log–log regression based on the approximation
relationship
log νˆu ≈ const.+α logu.(1.4)
The simplest estimator of this type is the ordinary least squares estimator
given by
αˆ=
∑m
u=1 log νˆu(logu−m−1
∑m
k=1 log k)∑m
u=1(logu−m−1
∑m
k=1 log k)
2
,(1.5)
where m stays fixed as n→∞.
It turns out that when 0 < α < 3/2 the estimator (1.5) has variance of
order n−1, but when 3/2< α< 2 the variance of (1.5) is of order n2α−4. See
Constantine and Hall (1994); related results were also obtained by Jakeman
and Jordan (1990). More recently, it was noted by Kent and Wood (1997)
and Istas and Lang (1997) that if one bases the variogram in (1.3) on second-
order differences, that is,
νˆu =
∑
i
[X{(i+ u)/n}+X{(i− u)/n} − 2X(i/n)]2,(1.6)
then the variance of the resulting estimator (1.5) is of order n−1 for all
α ∈ (0,2). Thus, there is motivation for considering variograms based on
increments (i.e., differences) of higher order. In our terminology (1.3) is
based on an increment of order 0, and (1.6) is based on an increment of
order 1, and in either case (1.3) may be written in the form
νˆu =
∑
i
{∑
j
aujX
(
i+ j
n
)}2
,
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where the auj notation for increments is described in detail in Kent and Wood
(1997) and Chan and Wood (2000) and is summarized in the Appendix.
More recently, the corresponding estimation problem for the two-dimensional
case was considered in the discussion paper by Davies and Hall (1999). The
analysis of data obtained by two-dimensional sampling is trickier than the
one-dimensional case, in part because of the possibility that anisotropy is
present. A helpful discussion of this issue is given by Davies and Hall (1999).
A second approach to the analysis of two-dimensional surface data is con-
sidered by Chan and Wood (2000).
1.3. Non-Gaussian data. In this paper we assume that, instead of ob-
serving the stationary Gaussian process X(t), we observe a stationary non-
Gaussian process g{X(t)}, where g is a smooth but unknown nonaffine func-
tion and X is a stationary Gaussian process satisfying (1.1) as before. Two-
dimensional sampling of random fields (corresponding to d= 2) is also con-
sidered. We address the following question: what are the asymptotic prop-
erties of the variogram-based estimators when we observe g{X(t)} rather
than X(t)? From a theoretical point of view, the quantity being estimated,
namely the fractal dimension of the sample function, will be the same as
that of the underlying Gaussian random field provided g is nondegenerate
and reasonably smooth; see Hall and Roy (1994) for the relevant results.
However, it turns out that the asymptotic distribution theory for nonaffine
g is somewhat richer than in the Gaussian case (though the Gaussian case
is recovered, of course, when g is an affine transformation).
Chan and Wood (2000) obtained (correct) preliminary results concerning
rates of convergence in the case when g(x) = x2. However, no concrete results
concerning the asymptotic distribution theory were given, and in fact the
conjectures in Remarks 5.5 and 5.6 of that paper do not adequately describe
the results given below. Also, it turns out that the case g(x) = x2 is not fully
representative of general smooth nondegenerate g, because some components
of the limit distribution disappear or are constant in the former case.
Our main theoretical results are stated in Section 2. One general point
which emerges is that the estimation of fractal dimension in this non-Gaussian
setting is, in a sense, more difficult than in the Gaussian case; see, in partic-
ular, point 2 in Section 2.3. However, on the numerical side a fairly extensive
simulation study reported in Section 3 suggests that, in practice, the dete-
rioration in the non-Gaussian setting is fairly mild, provided that g is not
drastically nonaffine in the relevant domain. The main theorems are proved
in Section 5. These proofs make use of several lemmas which are proved in
Section 4.
2. Main results. The principal results in the paper are presented in The-
orems A and B. Theorem A covers those cases in which 4+4p− 2α > d and
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Theorem B covers those cases in which 4 + 4p− 2α < d, where p≥ 0 is the
order of the increment used (see the Appendix), d= 1,2 is the dimension of
the parameter set of the underlying random field and α ∈ (0,2) is the fractal
index.
Throughout this paper we make frequent use of the notation for incre-
ments and multi-indices given in the Appendix.
2.1. Preliminaries. Let {X(t) :∈ Rd} denote a real-valued stationary
Gaussian process (d = 1) or field (d = 2) with covariance function given
by
γ(t) = cov{X(s),X(s+ t)}.
Let g :R → R be an unknown function. It is assumed that we observe
g{X(t)} rather than X(t).
Define the index set
In = {0≤ j < n0}.(2.1)
When d = 1, j and n0 are integers and we take n = n0; and when d = 2,
j and n0 are multi-indices in Z
2 (see the Appendix) and n0 = n0(n) is a
sequence such that n is the product of the elements of n0, that is, n =
n0[1]n0[2]. Thus, n is the number of elements in In. The dataset we actually
sample is given by
Sn = {gi ≡ g{X(i/n0)} :−mJ ≤ i < n0 +mJ},
where division of multi-indices j, k ∈Zd is defined by j/k = (j[1]/k[1], . . . , j[d]/k[d]),
assuming k[l] 6= 0 for each l. In the definition of Sn, J is a multi-index which
depends on the increment that we use, and m, an integer, is the number of
dilations of the increment that we consider [see the Appendix and also Kent
and Wood (1997)]. It is assumed throughout that m stays fixed as n→∞;
justification for keeping m fixed is given by Constantine and Hall (1994).
Note that the sampling regime indicated above corresponds to “fixed do-
main” asymptotics as n→∞.
Consider the following conditions on γ and g.
(A1)(d)q For some α ∈ (0,2) and β > 0, and for each nonnegative multi-index
r with |r|= q,
γ(r)(t) =− ∂
q
∂tr
{‖t‖αM(t/‖t‖)}+O(‖t‖α+β−q)
(2.2)
as ‖t‖→ 0,
where ‖t‖= (tT t)1/2 is the usual Euclidean norm on Rd, and, for a
nonnegative multi-index r = (r[1], . . . , r[d]), γ(r)(t) = ∂|r|γ(t)/∂tr =
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∂|r|γ(t)/∂t
r[1]
1 · · ·∂tr[d]d , where |r| =
∑d
l=1 r[l]. In (2.2) M(·) is as-
sumed to be a positive constant when d = 1; when d = 2 M(·) is
a function on the unit circle in R2, all of whose partial derivatives
derivatives of order q+1 are assumed continuous.
(A2) The seventh derivative of g, g(7), is continuous on R.
(A3) The set {x :g(1)(x) = 0} has Lebesgue measure 0, where g(1) is the
derivative of g.
(A4) (d = 2 only.) As n→∞ n0[1]/n0[2] stays bounded away from 0
and ∞.
It is easily shown that, if (A1)(d)q holds, then (A1)(d)r holds for each 1≤
r < q. Moreover, (A1)(d)q implies that
γ(t) = γ(0)−‖t‖αM(t/‖t‖) +O(‖t‖α+β),(2.3)
where (2.3) reduces to (1.1) when d= 1.
It is possible to weaken assumption (A2) to some extent, but only at a
considerable cost in technical detail in the proofs. Assumption (A3) is a mild
nondegeneracy condition which seems essential if our theorems are to hold.
Condition (A4) is needed when d= 2 to ensure that the sampling set does
not become too “thin.”
Putting gi = g{X(i/n0)}, we define
Z¯u = n
−1
∑
i∈In
{∑
j
auj gi+j
}2
, µu = n
α/dE
{∑
j
aujX
(
i+ j
n0
)}2
(2.4)
and
Gr =
∫
t∈[0,1]d
[g(1){X(t)}]2r dt, r= 1,2,(2.5)
where d = 1 or 2. The notation for increments a = {aj} used in (2.4) is
explained in the Appendix. Let Lu, u = 1, . . . ,m, be real numbers which
satisfy
m∑
u=1
Lu = 0,
m∑
u=1
Lu logu= 1.
Various choices for the Lu are discussed by Kent and Wood (1997). All
are based on the log-linearity given by the power law relationship; see (2.3)
and (1.4). The simplest case is ordinary least squares [see (1.5)] for which
Lu =
(logu−m−1∑mv=1 log v)∑m
u=1(logu−m−1
∑m
v=1 log v)
2
, u= 1, . . . ,m.
Define
αˆ=
m∑
u=1
Lu log Z¯u and αn =
m∑
u=1
Lu logµu(2.6)
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and
F = (F1 +F2)/G1,(2.7)
where
F1 =
{
m∑
u=1
Luµ
−1
0,u(τ0,1u + τ0,2u + τ0,3u)
}
(2.8)
×
∫
t∈[0,1]d
g(1){X(t)}g(3){X(t)}dt
and
F2 =
{
m∑
u=1
Luµ
−1
0,u(τ0,1u + τ0,2u + τ0,4u)
}
(2.9)
×
∫
t∈[0,1]d
[g(2){X(t)}]2 dt.
In the above µ0,u = limn→∞µu ∈ (0,∞) and τ0,ju = limn→∞ τju (j = 1, . . . ,4;
u= 1, . . . ,m), where µu is defined in (2.4) and τ1u, τ2u, τ3u and τ4u are de-
fined in (5.13), (5.18) and (5.21). Note that µ0,u and τ0,ju may be determined
explicitly using (1.1) when d= 1 or (2.3) when d= 2, but we omit the details
because these formulas are not required in what follows.
The quantity σ which appears in Theorem A is defined as follows. When
d= 1,
σ =
√
tTΦ0t,(2.10)
where tu =C
−1u−αLu, u= 1, . . . ,m, t= (t1, . . . , tm)
T , C > 0 is the constant
in formula (2.7) in Kent and Wood (1997) and Φ0 is the covariance matrix
defined via (3.3) and (3.6) in Kent and Wood (1997) (the precise definitions
of C and Φ0 need not concern us here). When d= 2, σ is still of the form
(2.10), but with the quantities C and Φ0 now given by (3.13) and (3.16) in
Chan and Wood (2000).
The integrator B(·) which appears in Theorem A is a Gaussian random
measure such that, for any measurable subsets A1, . . . ,Ak of [0,1]
d,
(B(A1), . . . ,B(Ak))
T ∼Nk(0,Ψ),(2.11)
where Ψ = (ψjl), ψjl = λ(Aj ∩Al) and λ denotes Lebesgue measure on Rd.
In Theorem B ZS is the zero-mean random Gaussian measure defined on
[−pi,pi]d with the following properties: if D1,D2 ⊆ [−pi,pi]d, then
cov{ZS(D1),ZS(D2)}= S(D1 ∩D2),
where S is the spectral measure of a covariance function on Zd of the
form ρ(k) = ‖k‖−αA(k/‖k‖), where k ∈ Zd and A(·) > 0 is a continuous
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function on the unit sphere in Rd. In fact, ρ(k) is defined as the limit as
n→∞ of the covariance cov(Yi, Yi+k), where Yi =
∑m
u=1 u
2Yiu/(
∑m
u=1 u
4)1/2
and Yiu is defined in (5.1). When d = 1, we may take A to be a constant,
and when d= 2, A is determined by M in (2.3).
2.2. The theorems. We are now ready to state our main results, Theo-
rems A and B. Discussion of these results follows in Section 2.3.
Theorem A. Suppose that γ and g satisfy conditions (A1)(d)4 , (A2)
and (A3), and, if d= 2, suppose also that the sampling regime satisfies (A4).
Let αˆ and αn be defined as in (2.6), using the index set (2.1) in (2.4).
Suppose that a= {aj} is an increment of order p≥ 0 such that 4+4p−2α>
d, where d= 1 or d= 2. Then
αˆ−αn = n−α/dF + n−1/2σ
√
G2
G1
Z + op(n
−α/d + n−1/2),(2.12)
where σ > 0 is a constant and Z ∼N(0,1) is independent of G1, G2 and F ,
where the latter are defined by (2.5) and (2.7)–(2.9).
When 0< 2α < d, the n−α/d term in (2.12) is dominant and, in this case,
nα/d(αˆ−αn) D→F.
When d < 2α < min(4,4 + 4p − d), the n−1/2 term in (2.12) is dominant
and, in this case,
n1/2(αˆ−αn) D→σG−11
∫
[0,1]d
[g(1){X(t)}]2 dB(t) D=σ
√
G2
G1
Z,
where B(t) is the Gaussian random measure described in (2.11). When 2α=
d, both terms contribute, and we have
n1/2(αˆ−αn) D→F + σG−11
∫
[0,1]d
[g(1){X(t)}]2 dB(t).
In the above the Gaussian measure {B(t)} is independent of the underlying
Gaussian field {X(t) : t ∈ [0,1]d}.
When 4+ 4p− 2α < d, the limit distribution of αˆ may be expressed as a
Wiener–Itoˆ integral of order 2. See Dobrushin and Major (1979) and Ma-
jor (1981) for further details on Wiener–Itoˆ integrals.
Theorem B. Suppose that γ and g satisfy conditions (A1)(d)4 , (A2)
and (A3), and (when d= 2) the sampling regime satisfies (A4). Let αˆ and αn
be defined as in (2.6) where, as before, a = {aj} is an increment of order
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p= 0, and suppose that either d= 1 and 3/2< α< 2 or d= 2 and 1< α< 2
(corresponding to the condition 4 + 4p− 2α < d). Then
n(2−α)/d(αˆ− αn)
D→G−11
∫
x1,x2∈[−pi,pi]d
∫
t∈[0,1]d
I(x1 6= x2)eitT (x1+x2)
× [g(1){X(t)}]2 dt dZS(x1)dZS(x2)
D
=
∫
x1∈[−pi,pi]d
∫
x2∈[−pi,pi]d
I(x1 6= x2)Fg(x1 + x2)dZS(x1)dZS(x2),
where the indicator function I(x1 6= x2) excludes the diagonal and
Fg(x) =G−11
∫
t∈[0,1]d
eit
T x[g(1){X(t)}]2 dt
is the Fourier transform of the random probability measure on [0,1]d whose
density with respect to Lebesgue measure is given by [g(1){X(t)}]2/G1. In the
above, the Gaussian measure ZS is independent of the underlying Gaussian
field {X(t) : t ∈ [0,1]d}.
2.3. Discussion. A number of comments concerning Theorems A and B
now follow.
1. When g is affine in Theorem A, F ≡ 0, √G2/G1 = 1 and therefore the
limit distribution of n1/2(αˆ− αn) is N(0, σ2). This agrees with the cen-
tral limit theorems given in Kent and Wood (1995, 1997) and Chan and
Wood (2000).
2. Note that, in (2.12)
√
G2/G1 ≥ 1 by the Cauchy–Schwarz inequality, with
equality if g is affine. Moreover, when α< d/2 the rate of convergence of
αˆ to αn is of slower order than n
−1/2. Therefore, we may conclude that,
from the point of view of the estimator αˆ in (2.6), the non-Gaussian
case (g not affine) is less favorable than the Gaussian case (g affine) in
the framework considered in this paper. This finding is confirmed by the
numerical MSE results in Section 3, though these results also suggest
that the deterioration is not too severe provided that g is not drastically
nonaffine over the relevant domain.
3. At the borderline between Theorems A and B [i.e., when the increment
used has order 0 and α= (4− d)/2], the limit distribution is of the type
given in Theorem A, but the convergence rate of n−1/2 is modified by
a logarithmic factor in n; compare the Constantine–Hall (1994) result
when α= 3/2. We omit the proof.
4. The bias of αˆ in the context of Theorem A depends not only on the right-
hand side of (2.12), but also on αn − α. It follows from (2.1) and (2.3)
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and the definitions in (2.6) that αn −α=O(n−β/d). It can be seen that,
in Theorem A, this term makes a negligible contribution to the bias if
and only if β > α, and it makes a negligible contribution to the mean
squared error if and only if β >min(α,d/2). In Theorem B αn−α makes
a negligible contribution to the MSE if β > 2− α. See Constantine and
Hall (1994), Kent and Wood (1997) and Chan and Wood (2000) for fur-
ther discussion of this bias term.
5. It is interesting to note that Theorems A and B do not require any mo-
ment conditions on g{X(t)}. This is a consequence of the Gaussianity of
X(t) and the smoothness of g. See also the proof of Step 1 in Section 5.
6. It is straightforward to extend the results given for d= 1,2 to d > 2. In
short, if p is the order of the increment used, then we are in the situation
of Theorem A if 4+4p−2α> d, and we are in the situation of Theorem B
if 4 + 4p− 2α < d.
7. It may be helpful to give some intuition as to why X(t) is indepen-
dent of the Gaussian measure B in Theorem A and the Gaussian mea-
sure ZS in Theorem B. For simplicity consider the case d = 1 and let
X(t) have covariance function γ(t) satisfying (1.1). Then as h→ 0 (cor-
responding to a fixed-domain asymptotic regime), we have (i) Wh(t) ≡
h−α/2{X(t + h) − X(t)} converges in distribution to N(0,2c), and (ii)
Wh(t) is asymptotically independent of X(t). Essentially, the increments
of B in Theorem A and ZS in Theorem B are linear combinations of terms
of the form Wh(t), while each integrand depends only on X(t). Thus, the
integrator and integrand are independent in the limit. In Step 6 of Sec-
tion 5 we establish this asymptotic independence rigorously.
8. Note that the “diagonal” {x1 = x2} is explicitly excluded from the region
of integration in Theorem B. This is in line with the definition of the
Wiener–Itoˆ integral given by many authors, including Dobrushin and
Major (1979), formula (1.9), Major (1981), Theorem 8.2, Nualart (1995),
formula (1.13) and Arcones (1994), formula (3.9), but note that in all of
the above references the exclusion of the diagonal is not made explicit
in the notation. See Taqqu (1979), page 77, for helpful discussion of this
point.
3. Numerical results. In the simulation studies described below the co-
variance function of the underlying stationary Gaussian field was chosen to
be of the form γ(t) = exp(−c‖t‖α), where α ∈ (0,2) and c > 0, and ‖t‖ is
the usual Euclidean norm on Rd. We chose c = 1 when d = 1 and c = 10
when d= 2 throughout our numerical work. The data were simulated using
the circulant embedding approach; see, for example, Wood and Chan (1994)
and Chan and Wood (1999) for details and further references. In all cases
considered, it was possible to use the algorithm in its “exact” form.
Four types of point transformations were considered:
FD ESTIMATION IN NON-GAUSSIAN MODELS 11
1. Uniform: g(x) = Φ(x);
2. Exponential: g(x) =− log{1−Φ(x)};
3. Chi-squared with one degree of freedom: g(x) = x2;
4. Log-normal: g(x; τ) = exp(τx).
In the above Φ denotes the standard normal distribution function. Two
cases of the log-normal distribution were considered, corresponding to τ = 1
and τ = 4. Note that τ = 4 corresponds to an extremely nonaffine transfor-
mation in the relevant domain and is included as an extreme case. Each of
the above transformations preserves the fractal dimension of the underlying
Gaussian random field [see Hall and Roy (1994)].
Figure 1(a) shows a realization of a Gaussian process with α= 0.1, and
Figure 1(b)–(f) shows various nonaffine transformations of this realization.
Figure 2 shows similar nonaffine transformations of a smoother process,
with α= 1.0. It is clear from visual inspection of the graphs that the non-
affine transformations do have a noticeable effect in both Figures 1 and 2,
and in many cases the transformed processes do clearly exhibit non-Gaussian
features. The log-normal transformation with τ = 4 is particularly extreme,
as might be expected.
Some representative numerical results for d= 1 are displayed in Tables 1–3
and for d= 2 in Table 4.
Table 1 summarizes the results of a simulation study of the performance
of three estimators, αˆ
(0)
OLS, αˆ
(1)
OLS and αˆ
(1)
GLS, of the fractal index α of a Gaus-
sian process, and several transformations of this process. The notation used
for these estimators is the same as that in Kent and Wood (1997) and Chan
and Wood (2000): αˆ
(p)
OLS, p = 0 or 1, is the ordinary least squares estima-
tor of α given by (1.5), based on the log–log relationship (1.4), and using
increment (A.3) when p = 0 and increment (A.4) when p = 1; and αˆ
(1)
GLS
is a generalized least squares estimator of α, again based on the log–log
relationship, using increment (A.4). For smoother processes (e.g., α = 1.9)
the GLS estimator performs slightly better, in terms of the mean squared
error (MSE), than the other two estimators, due to its smaller bias. For
rougher processes (e.g., α= 1.0 and 0.1) all three estimators have very sim-
ilar MSE with slightly higher standard deviation (SD) for the estimators
with p= 1. One noticeable fact is that all estimators generally perform worse
for the transformed processes. However, the deterioration is fairly mild in
most cases, except in the case of the log-normal(4) transformation, where
there is a substantial increase in the MSE.
In the second study we compare the asymptotic and empirical rate of
decrease in variance of αˆ
(0)
OLS and αˆ
(1)
OLS as the sample size n increases. The
asymptotic rates of decrease are computed using the following results in the
12 G. CHAN AND A. T. A. WOOD
Fig. 1. Gaussian process and its point-transformed non-Gaussian processes with
n= 1000, α= 0.1.
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Fig. 2. Gaussian process and its point-transformed non-Gaussian processes with
n= 1000, α= 1.0.
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Table 1
Comparison of the three estimators and six processes with n= 1000, m= 4, based on 100 simulations in each case
αˆ
(0)
OLS αˆ
(1)
OLS αˆ
(1)
GLS
α Process Bias SD MSE Bias SD MSE Bias SD MSE
0.1 Gaussian −0.021 0.033 0.002 −0.021 0.043 0.002 −0.021 0.043 0.002
Uniform −0.028 0.034 0.002 −0.029 0.045 0.003 −0.029 0.045 0.003
Exp(1) −0.027 0.039 0.002 −0.025 0.051 0.003 −0.025 0.051 0.003
χ21 −0.041 0.041 0.003 −0.036 0.054 0.004 −0.036 0.054 0.004
Log-N(1) −0.032 0.047 0.003 −0.029 0.064 0.005 −0.029 0.063 0.005
Log-N(4) −0.079 0.090 0.014 −0.081 0.152 0.030 −0.075 0.133 0.024
1.0 Gaussian −0.002 0.041 0.002 0.002 0.059 0.003 0.001 0.057 0.003
Uniform −0.000 0.052 0.003 0.006 0.077 0.006 0.005 0.074 0.006
Exp(1) −0.005 0.055 0.003 −0.005 0.076 0.006 −0.004 0.074 0.006
χ21 −0.008 0.059 0.004 0.000 0.079 0.006 0.001 0.074 0.005
Log-N(1) −0.008 0.057 0.003 −0.008 0.079 0.006 −0.006 0.077 0.006
Log-N(4) −0.059 0.134 0.021 −0.054 0.186 0.038 −0.051 0.175 0.033
1.9 Gaussian −0.030 0.055 0.004 −0.002 0.056 0.003 −0.002 0.054 0.003
Uniform −0.025 0.060 0.004 −0.001 0.068 0.005 −0.000 0.064 0.004
Exp(1) −0.033 0.056 0.004 −0.003 0.068 0.005 −0.002 0.064 0.004
χ21 −0.041 0.055 0.005 −0.010 0.071 0.005 −0.009 0.066 0.004
Log-N(1) −0.038 0.054 0.004 −0.004 0.072 0.005 −0.003 0.067 0.005
Log-N(4) −0.068 0.063 0.009 −0.013 0.123 0.015 −0.012 0.119 0.014
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Table 2
Comparison of the two OLS estimators and three processes with n= 1000,2000,4000,10,000, m= 10, based on 500 simulations in each
case; the empirical (asymptotic) variance ratios are given when n≥ 2000
Order 0 Order 1
Process α var 2000 4000 10,000 var 2000 4000 10,000
Gaussian 0.1 0.0340 0.48 (0.50) 0.24 (0.25) 0.10 (0.10) 0.0360 0.48 (0.50) 0.25 (0.25) 0.10 (0.10)
0.4 0.0215 0.50 (0.50) 0.23 (0.25) 0.10 (0.10) 0.0221 0.52 (0.50) 0.22 (0.25) 0.10 (0.10)
0.7 0.0222 0.47 (0.50) 0.23 (0.25) 0.09 (0.10) 0.0232 0.45 (0.50) 0.23 (0.25) 0.10 (0.10)
1.0 0.0225 0.47 (0.50) 0.22 (0.25) 0.09 (0.10) 0.0237 0.49 (0.50) 0.25 (0.25) 0.10 (0.10)
1.3 0.0227 0.53 (0.50) 0.29 (0.25) 0.10 (0.10) 0.0236 0.55 (0.50) 0.29 (0.25) 0.11 (0.10)
1.6 0.0237 0.69 (0.57) 0.33 (0.33) 0.19 (0.16) 0.0239 0.52 (0.50) 0.27 (0.25) 0.11 (0.10)
1.9 0.0241 0.73 (0.87) 0.62 (0.76) 0.40 (0.63) 0.0246 0.44 (0.50) 0.22 (0.25) 0.09 (0.10)
Exp(1) 0.1 0.0349 0.56 (0.87) 0.28 (0.76) 0.14 (0.63) 0.0373 0.56 (0.87) 0.28 (0.76) 0.14 (0.63)
0.4 0.0223 0.57 (0.57) 0.30 (0.33) 0.12 (0.16) 0.0234 0.53 (0.57) 0.28 (0.33) 0.11 (0.16)
0.7 0.0233 0.50 (0.50) 0.27 (0.25) 0.11 (0.10) 0.0247 0.50 (0.50) 0.28 (0.25) 0.12 (0.10)
1.0 0.0234 0.58 (0.50) 0.27 (0.25) 0.11 (0.10) 0.0258 0.55 (0.50) 0.26 (0.25) 0.10 (0.10)
1.3 0.0238 0.53 (0.50) 0.34 (0.25) 0.11 (0.10) 0.0253 0.58 (0.50) 0.30 (0.25) 0.11 (0.10)
1.6 0.0245 0.71 (0.57) 0.32 (0.33) 0.20 (0.16) 0.0261 0.50 (0.50) 0.28 (0.25) 0.10 (0.10)
1.9 0.0242 0.74 (0.87) 0.63 (0.76) 0.41 (0.63) 0.0258 0.51 (0.50) 0.25 (0.25) 0.11 (0.10)
Log-normal(4) 0.1 0.0212 0.75 (0.87) 0.91 (0.76) 0.57 (0.63) 0.0233 0.69 (0.87) 0.80 (0.76) 0.53 (0.63)
0.4 0.0111 1.0 (0.57) 0.76 (0.33) 0.91 (0.16) 0.0121 0.92 (0.57) 0.62 (0.33) 0.74 (0.16)
0.7 0.0118 0.73 (0.50) 0.54 (0.25) 0.36 (0.10) 0.0136 0.77 (0.50) 0.49 (0.25) 0.31 (0.10)
1.0 0.0117 0.63 (0.50) 0.35 (0.25) 0.18 (0.10) 0.0137 0.56 (0.50) 0.32 (0.25) 0.14 (0.10)
1.3 0.0111 0.52 (0.50) 0.38 (0.25) 0.15 (0.10) 0.0129 0.50 (0.50) 0.27 (0.25) 0.11 (0.10)
1.6 0.0283 0.70 (0.57) 0.36 (0.33) 0.22 (0.16) 0.0124 0.49 (0.50) 0.25 (0.25) 0.09 (0.10)
1.9 0.0246 0.77 (0.87) 0.69 (0.76) 0.50 (0.63) 0.0118 0.48 (0.50) 0.26 (0.25) 0.11 (0.10)
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Gaussian case [see Constantine and Hall (1994) and Chan and Wood (2000)]:
var(αˆ
(0)
OLS)∼

C1n
−1, 0<α< 3/2,
C2n
−1 logn, α= 3/2,
C3n
2α−4, 3/2< α< 2,
and
var(αˆ
(1)
OLS) =C4n
−1, 0<α< 2,
where C1, . . . ,C4 depend on α and m but not on n. Hence, the asymp-
totic variance ratios for sample sizes n1 < n2 and α 6= 3/2 will be equal to
either (n2/n1)
−1 or (n2/n1)
2α−4. For a non-Gaussian process in the one-
dimensional case (d= 1), the variance formulas for both αˆ
(0)
OLS and αˆ
(1)
OLS are
the same as in the Gaussian case except when 0< α< 1/2. In that case the
asymptotic variances are asymptotic to C5n
−2α for both estimators. Table 2
reports the estimated variance when n = 1000 and the estimated rate of
decrease in variance:
v̂ar(αˆn)/v̂ar(αˆ1000), when n= 2000,4000,10,000,
for Gaussian, exponential(1) (as an example of mildly nonaffine transfor-
mation) and log-normal(4) (as an example of extremely nonaffine transfor-
mation) processes. For the Gaussian case there is good agreement between
the theoretical and the numerical results. For the non-Gaussian cases, there
is good agreement for medium to large α (smoother process). For the ex-
ponential(1) process, the numerical variance ratios are closer to those for
the Gaussian process for small α (rough process). The rate of decrease in
variance does not depend noticeably on the choice of m.
In Table 3 we study the effect of the number of points m used in the
regression for αˆ
(0)
OLS, αˆ
(1)
OLS and αˆ
(1)
GLS. Table 3 suggests that the number of
points used in the regression does not affect the MSE significantly for all
three estimators. For these simulated data a choice of m= 4 would be suit-
able.
Next we take a closer look at the distribution of αˆ
(1)
GLS for both Gaussian
and non-Gaussian processes. Figure 3 shows normal quantile–quantile plots
based on 100 estimates for Gaussian, chi-square(1) and log-normal(4) pro-
cesses. The added straight lines go through the first and third quartiles of
these estimates and the corresponding value of the standard normal distri-
bution. With the exception of the top right-hand corner [log-normal(4) with
α= 0.1], all cases suggest that these empirical distributions are reasonably
close to normal. This graphical finding is supported by the Kolmogorov–
Smirnov goodness-of-fit test.
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Our tentative conclusions for d= 1 are as follows:
1. All three estimators perform fairly well under modest departures from
normality (of the type introduced by the nonaffine transformation g).
2. Our numerical results suggest there is no advantage in using the GLS
estimator in the non-Gaussian case (which is not surprising, as it was
designed for the Gaussian case).
3. The number of points used in the regression is not critical and can be
taken as small as 4 for the simulation data considered.
For d= 2, the performance of the OLS estimator, based on the “square”
increment defined in (A.8), is studied for n0 = (50,50), (100,100) and (500,500),
and m = 2(1)10. We denote this estimator by αˆn0 . In particular, we com-
pare the asymptotic and empirical rates of decrease in variance of αˆn0 as the
sampling region increases. Theoretical results from Chan and Wood (2000)
imply that for the Gaussian case,
var(αˆ(n1,n1))/var(αˆ(n2,n2)) = (n2/n1)
2, 0< α< 2.
Theorem A implies that for non-Gaussian fields,
var(αˆ(n1,n1))/var(αˆ(n2,n2)) =
{
(n2/n1)
2 1< α< 2,
(n2/n1)
2α, 0< α< 1.
Table 3
Comparison of the three estimators for the χ21 process in terms
of MSE with n= 2000, m= 2,4,6,8,10, based on 100
simulations in each case
m
α αˆ 2 4 6 8 10
0.1 αˆ
(0)
OLS 0.0056 0.0031 0.0032 0.0031 0.0031
αˆ
(1)
OLS 0.0103 0.0035 0.0033 0.0030 0.0031
αˆ
(1)
GLS 0.0103 0.0035 0.0033 0.0030 0.0031
0.3 αˆ
(0)
OLS 0.0054 0.0037 0.0041 0.0045 0.0048
αˆ
(1)
OLS 0.0111 0.0041 0.0040 0.0043 0.0045
αˆ
(1)
GLS 0.0111 0.0041 0.0038 0.0039 0.0040
1.0 αˆ
(0)
OLS 0.0017 0.0018 0.0019 0.0020 0.0022
αˆ
(1)
OLS 0.0053 0.0038 0.0039 0.0035 0.0033
αˆ
(1)
GLS 0.0053 0.0035 0.0028 0.0023 0.0021
1.7 αˆ
(0)
OLS 0.0021 0.0025 0.0029 0.0032 0.0035
αˆ
(1)
OLS 0.0054 0.0033 0.0029 0.0032 0.0036
αˆ
(1)
GLS 0.0054 0.0030 0.0027 0.0024 0.0022
1.9 αˆ
(0)
OLS 0.0028 0.0031 0.0033 0.0035 0.0037
αˆ
(1)
OLS 0.0048 0.0032 0.0032 0.0034 0.0037
αˆ
(1)
GLS 0.0048 0.0027 0.0024 0.0022 0.0023
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Table 4
Comparison between empirical and asymptotic variance ratios among Gaussian and non-Gaussian random fields with n0 = (50,50),
(100,100), (500,500), m= 4, based on 100 simulations in each case
α var 100/50 500/50 500/100 var 100/50 500/50 500/100
Gaussian field Uniform field
0.1 0.0214 0.15 (0.25) 0.01 (0.01) 0.04 (0.04) 0.0213 0.15 (0.87) 0.01 (0.63) 0.04 (0.72)
0.4 0.0215 0.23 (0.25) 0.01 (0.01) 0.04 (0.04) 0.0215 0.21 (0.57) 0.01 (0.16) 0.05 (0.28)
0.7 0.0230 0.24 (0.25) 0.01 (0.01) 0.03 (0.04) 0.0229 0.22 (0.38) 0.01 (0.04) 0.05 (0.11)
1.0 0.0241 0.20 (0.25) 0.01 (0.01) 0.04 (0.04) 0.0252 0.24 (0.25) 0.01 (0.01) 0.04 (0.04)
1.3 0.0249 0.21 (0.25) 0.01 (0.01) 0.03 (0.04) 0.0269 0.28 (0.25) 0.01 (0.01) 0.03 (0.04)
1.6 0.0255 0.22 (0.25) 0.01 (0.01) 0.05 (0.04) 0.0111 0.34 (0.25) 0.01 (0.01) 0.03 (0.04)
1.9 0.0112 0.26 (0.25) 0.01 (0.01) 0.02 (0.04) 0.0138 0.48 (0.25) 0.01 (0.01) 0.03 (0.04)
χ
2
1 field Log-normal(4) field
0.1 0.0215 0.23 (0.87) 0.01 (0.63) 0.03 (0.72) 2.98 0.23 (0.87) 0.01 (0.63) 0.03 (0.72)
0.4 0.0220 0.21 (0.57) 0.01 (0.16) 0.05 (0.28) 1.95 0.32 (0.57) 0.01 (0.16) 0.03 (0.28)
0.7 0.0249 0.29 (0.38) 0.01 (0.04) 0.05 (0.11) 3.59 0.06 (0.38) 0.01 (0.04) 0.01 (0.11)
1.0 0.0297 0.23 (0.25) 0.01 (0.01) 0.04 (0.04) 6.60 0.23 (0.25) 0.01 (0.01) 0.04 (0.04)
1.3 0.0113 0.25 (0.25) 0.01 (0.01) 0.04 (0.04) 1.36 1.20 (0.25) 0.03 (0.01) 0.03 (0.04)
1.6 0.0116 0.21 (0.25) 0.01 (0.01) 0.05 (0.04) 1.00 0.54 (0.25) 0.04 (0.01) 0.02 (0.04)
1.9 0.0126 0.33 (0.25) 0.01 (0.01) 0.02 (0.04) 2.87 0.11 (0.25) 0.04 (0.04) 0.41 (0.04)
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Fig. 3. Normal quantile–quantile plots for αˆ
(1)
GLS with n= 2000, α= 0.1,1.0,1.9, m= 10.
Table 4 reports the estimated variance when n0 = (50,50) and the estimated
variance ratios when n1 > n2 for n1, n2 = 50,100,500, for the following types
of fields: Gaussian, uniform, χ21 and log-normal(4). For the Gaussian case
there is good agreement between the theoretical and numerical results. For
non-Gaussian fields there is close agreement for medium to large α. For
small α the empirical ratios are closer to those in the Gaussian case. As in
the one-dimensional case, the number of points used in the regression is not
critical. In summary, the OLS estimator with p= 1 performs reasonably well
under mild departures from Gaussianity.
4. Some lemmas. We now present some results which are required in
Section 5. Lemmas 4.1 and 4.2 are used to prove Lemma 4.3 which (along
with the elementary Lemma 4.4) plays a key role in bounding remainder
terms which arise in Steps 2–5 in Section 5. Lemma 4.5 is used in Step 6 of
Section 5.
Lemma 4.1. Let (ATi ,Bi)
T , i ∈ Zd, where Ai = (Ai1, . . . ,AiK)T , be a
stationary Gaussian vector field and assume that (ATi ,Bi)
T has a standard
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multivariate Gaussian distribution (i.e., with mean the zero vector and iden-
tity covariance matrix). Define
σAA(i− j) = max
k,l=1,...,K
| cov(Aik,Ajl)|, σBB(i− j) = | cov(Bi,Bj)|,
σAB(i− j) = max
k=1,...,K
| cov(Aik,Bj)|
= max
k=1,...,K
| cov(Bi,Ajk)|= σBA(i− j).
Let a denote a nonnegative multi-index a= (a[1], . . . , a[K]) ∈ ZK , and write
Ha(Ai) =
∏K
k=1Ha[k](Aik), where Hm, m≥ 0, is the Hermite polynomial of
degree m. Then
|E[Ha(Ai)Hm(Bi)Ha(Aj)Hm(Bj)]|
≤ (a0!m!)2
a0∑
r=max(a0−m,0)
σAA(i− j)rσAB(i− j)2(a0−r)
r!(a0 − r)!(a0 − r)!(m− a0 + r)! ,
where a0 = |a|=
∑K
k=1 a[k].
Proof. From the diagram formula for moments (see Remark 4.1) we
have, under the assumptions of the lemma,
E[Ha(Ai)Hm(Bi)Ha(Aj)Hm(Bj)]
(4.1)
=
(a[1]! · · ·a[K]!m!)2
q!
∑
σl1,t1(i− j) · · ·σlq ,tq(i− j),
where q =m+ a0, the l’s are associated with the components of (A
T
i ,Bi)
T ,
the t’s are associated with the components of (ATj ,Bj)
T and the summa-
tion is over all indices l1, t1, . . . , lq, tq ∈ {1, . . . ,K + 1} such that there are
precisely a[k] l-indices and t-indices equal to k = 1, . . . ,K, and m l-indices
and t-indices equal to K + 1. In the above, σr,s(i − j) = cov(Air,Ajs) for
1 ≤ r, s ≤ K, σr,K+1(i − j) = cov(Air,Bj) for 1 ≤ r ≤ K, σK+1,s(i − j) =
cov(Bi,Ajs) and σK+1,K+1(i− j) = cov(Bi,Bj).
Consider a typical product σl1,k1(i − j) · · ·σlq ,kq(i − j). If this consists
of r pairings of components of Ai with components of Aj , then there must
be a0−r pairings of components of Ai with Bj , a0−r pairings of components
of Aj with Bi and m − a0 + r pairings of Bi with Bj , where necessarily
max(a0 −m,0)≤ r≤ a0. Therefore,
|σl1,k1(i− j) · · ·σlq,kq(i− j)|
≤ σAA(i− j)rσAB(i− j)a0−rσBA(i− j)a0−rσBB(i− j)m−a0+r
≤ σAA(i− j)rσAB(i− j)2(a0−r),
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since 0 ≤ σBB(i − j) ≤ 1 and σAB(i − j) = σBA(i − j). But the number of
terms in the sum in (4.1) with precisely r pairings of components of Ai with
components of Aj is bounded above by(
a0!∏K
k=1 ak!
)2(
(m+ a0)!
r!(a0 − r)!(a0 − r)!(m− a0 + r)!
)
.
Therefore, since q =m+ a0, we have the bound∣∣∣∣∣∑σl1,k1(i− j) · · ·σlq,kq(i− j)
∣∣∣∣∣
(4.2)
≤
(
a0!∏K
k=1 ak!
)2 a0∑
r=max(a0−m,0)
σAA(i− j)rσAB(i− j)2(a0−r)q!
r!(a0 − r)!(a0 − r)!(m− a0 + r)! ,
and the lemma follows after application of the bound (4.2) to the right-hand
side of (4.1). 
Remark 4.1. For details of the diagram formula for moments of prod-
ucts of Hermite polynomials in Gaussian variables, see, for example, Taqqu (1977),
Major (1981) and Arcones (1994). Note that the expectation on the left-hand
side of (4.1) reduces to the expression on the right-hand side of (4.1) because
the components of (ATi ,Bi)
T are independent Gaussian variables for each i.
Note also that the factor 2−q which appears in Major’s (1981) version of the
formula does not appear in (4.1) because we have employed the convention
that, for each k, lk and tk in σlk,tk(i− j) are such that lk is always associated
with an i-index and tk is always associated with a j-index.
Lemma 4.2. Let f :R → R denote a function with compact support
whose qth derivative f (q) is continuous on R. Write Hm(x) for the mth
Hermite polynomial and φ(x) for the standard normal density, and let cm =∫∞
−∞ f(x)Hm(x)φ(x)dx denote the mth coefficient in the expansion of f in
Hermite polynomials. Then
∑∞
m=0 c
2
m+q/m!<∞.
Proof. By assumption, f (q) is continuous on R and has compact sup-
port. Therefore, f (q) has an expansion in Hermite polynomials of the form∑∞
m=0 c
(q)
m ×Hm(x)/m!, which is L2-convergent in the sense that
∑∞
m=0(c
(q)
m )2/m!<∞.
But repeated integration by parts using the identity
∫ y
−∞ φ(x)Hm(x)dx =
−φ(y)×Hm−1(y) for m= 1,2, . . . shows that c(q)m = cm+q , which proves the
lemma. 
Lemmas 4.1 and 4.2 are used to prove the following result.
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Lemma 4.3. Let (A
(n)T
i ,B
(n)
i )
T , i ∈ Zd, n = 1,2, . . . , be a sequence of
stationary Gaussian vector fields, where A
(n)
i = (A
(n)
i1 , . . . ,A
(n)
iK )
T is a zero-
mean Gaussian vector whose dimension does not depend on n, and B
(n)
i ∼
N(0,1). Suppose that (i) for each n B
(n)
i is independent of A
(n)
i (but not
necessarily independent of A
(n)
j when i 6= j) and (ii) the smallest eigenvalue
of cov(A
(n)
i ) is bounded away from 0 as n→∞. Let pi(A(n)i ) be a polynomial
of degree q in the components of A
(n)
i such that E[pi(A
(n)
i )] = 0 for all n.
Suppose that
σ
(n)
AA(i− j) = sup
k,l=1,...,K
|cov(A(n)ik ,A(n)jl )| ≤C{1 + |i− j|}α−2p−2
and
σ
(n)
AB(i− j) = sup
k=1,...,K
|cov(A(n)ik ,B(n)j )| ≤Cn−α/(2d){1 + |i− j|}α−p−1,
where p is a nonnegative integer and C > 0 and α ∈ (0,2) are constants
independent of n. Let h :R→R be expressible as a sum of the form h =
h1 + h2, where h1 is a polynomial and h2 is a function of compact support
whose qth derivative is square integrable over R. Then for d= 1,2,
var
(
n−1
∑
i∈In
pi(A
(n)
i )h(B
(n)
i )
)
=

O(n−1), if p= 0 and (2−α)> d,
O(n−1 logn), if p= 0 and (2−α) = d,
O(n(α−2)/d), if p= 0 and (2−α)< d,
O(n−1), if p≥ 1.
Proof. Assumption (ii), combined with the assumption that the ele-
ments of cov(A
(n)
i ) are bounded above by C, implies that we may without
loss of generality assume that A
(n)
i is a standard multivariate normal vector
for each n. Then, using multi-index notation again, we may write the poly-
nomial pi(A
(n)
i ) as a sum of the form
∑
a caHa(A
(n)
i ), where a ranges over a
finite set of multi-indices in ZK and ca ∈R. Therefore, the result will follow
for a general polynomial pi of degree q if we can prove that it holds for each
product Ha(A
(n)
i ) =
∏
kHa[k](A
(n)
ik ) of degree at most q.
Let the Hermite polynomial expansion of h (which is convergent in the
L2 sense) be given by h(x) =
∑∞
m=0 bmHm(x)/m!. Using Lemma 4.1, we
obtain
var
(
n−1
∑
i∈In
Ha(A
(n)
i )h(B
(n)
i )
)
= var
(
n−1
∑
i∈In
Ha(A
(n)
i )
∞∑
m=0
bm
m!
Hm(B
(n)
i )
)
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≤ n−2
∞∑
m=0
(
bm
m!
)2[ ∑
i,j∈In
∣∣∣E[Ha(A(n)i )Ha(A(n)j )Hm(B(n)i )Hm(B(n)j )]∣∣∣
]
≤ n−2
∞∑
m=0
(
bm
m!
)2
×
[ ∑
i,j∈In
(a0!m!)
2
×
a0∑
r=max(a0−m,0)
σ
(n)
AA(i− j)rσ(n)AB(i− j)2(a0−r)
r!(a0 − r)!(a0 − r)!(m− a0 + r)!
]
= (a0!)
2
∞∑
m=0
b2m
[
a0∑
r=max(a0−m,0)
{r!(a0 − r)!(a0 − r)!(m− a0 + r)!}−1
× n−2
∑
i,j∈In
σ
(n)
AA(i− j)rσ(n)AB(i− j)2(a0−r)
]
.
Using the elementary result [see Chan and Wood (2000), page 364] that
n−2
∑
i,j∈In
(1 + |i− j|)−ρ =

O(n−1), if ρ > d,
O(n−1L(n)), if ρ= d,
O(n−ρ/d), if ρ < d,
where we can take L(n) = logn, and omitting some straightforward details,
we find that the assumed bounds for σ
(n)
AA and σ
(n)
AB imply that
n−2
∑
i,j∈In
σ
(n)
AA(i− j)rσ(n)AB(i− j)2(a0−r)
=

O(n−1), if p= 0, (2−α)> d,
O(n−1 logn), if p= 0, (2−α) = d,
O(n(α−2)/d), if p= 0, (2−α)< d,
O(n−1), if p≥ 1,
where d= 1,2. Note that the above statement is valid for each integer m≥ 1
and each integer r satisfying max(0, a0−m)≤ r≤ a0. Also, using Lemma 4.2,
it is straightforward to check that
∞∑
m=0
b2m
[
a0∑
r=max(a0−m,0)
{r!(a0 − r)!(a0 − r)!(m− a0 + r)!}−1
]
<∞.
Finally, we put these results together and the proof is complete. 
The following result is elementary but is used repeatedly, and so is stated
explicitly for convenience.
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Lemma 4.4. Let {Xk,n :k = 1, . . . , n;n ≥ 1} be an arbitrary triangular
array of random variables such that supk=1,...,n supn≥1E|Xk,n| ≤ C <∞.
Then n−1
∑n
k=1Xk,n =Op(1) as n→∞.
Proof. Note that E|n−1∑kXk,n| < C and then use the Markov in-
equality.

The Prohorov metric ρ and Ky Fan metric, here denoted κ, are de-
fined as follows [see Dudley (1989)]. Let X and Y be random elements
of a metric space (S,dist), with laws P and Q, respectively, defined on
the Borel sigma field of (S,dist). Then ρ(P,Q) = inf{ε > 0 :P (A)≤Q(Aε)+
ε for all Borelsets A}, where Aε = {y ∈ S : dist(x, y)< ε for some x ∈A} and
κ(X,Y ) = inf{ε > 0 :P [dist(X,Y ) > ε] ≤ ε}. Note that, by Theorem 11.3.5
of Dudley (1989), we have
ρ(P,Q)≤ κ(X,Y ).(4.3)
Lemma 4.5. Let X and Y be random elements with laws P and Q,
respectively, defined on the Borel sigma field of a metric space (S,dist), and
let ρ denote the Prohorov metric. Then ρ(P,Q)≤ {E[dist(X,Y )2]}2/3.
Proof. Chebyshev’s inequality yields
P
[
dist(X,Y )> {E[dist(X,Y )2]}1/3
]
≤ {E[dist(X,Y )2]}1/3,
and so the result follows from (4.3). 
In all applications of this result given below, S =R2 and dist is the usual
Euclidean metric.
5. Proofs. We now prove the theorems stated in Section 2. The struc-
ture of the proof of each theorem is very similar, and, in fact, the proofs
given for Steps 1–5 cover both theorems. The only substantial difference
between Theorems A and B is in the limit distribution which arises in Step
6. Throughout the proof, we will use the multi-index notation specified in
the Appendix, on the understanding that d= 1 or 2.
We first introduce some notation that will be used throughout this section.
Write
Wij = n
α/(2d)
{
X
(
i+ j
n0
)
−X
(
i
n0
)}
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and
Yiu = n
α/(2d)
∑
j
aujX
(
i+ j
n0
)
=
∑
j
aujWij ,(5.1)
where X(t) is the underlying Gaussian field (see Section 2). Note that the
last equality is a consequence of the fact that
∑
j a
u
j = 0 (see the Appendix).
Define
σWW (i− j) = sup
k,l
|cov(Wik,Wjl)|,
σWX(i− j) = sup
k
|cov{Wik,X(j/n0)}|,
σY Y (i− j) = sup
u,v
|cov(Yiu, Yjv)|,
σY X(i− j) = sup
u
|cov{Yiu,X(j/n0)}|.
Then condition (A1)(d)4 implies the existence of a constant C independent
of i, j and n such that
σWW (i− j)≤ C(1 + |i− j|)α−2,
(5.2)
σWX(i− j)≤ Cn−α/(2d)(1 + |i− j|)α−1,
σY Y (i− j)≤C(1 + |i− j|)α−2p−2,
(5.3)
σY X(i− j)≤Cn−α/(2d)(1 + |i− j|)α−p−1,
where p is the order of the increment a on which Y is based. See Kent
and Wood (1997) and Chan and Wood (2000), Lemma 3.1, for justification
of (5.2) and (5.3).
Proof of Theorem A. The proof is broken into a number of steps.
The Ti and Tij referred to below are defined in the course of the proof; each
of these quantities is Op(1) and in some cases of smaller order.
Step 1. Show that it is sufficient to prove the theorem for those g which
satisfy (A2) and (A3) and have compact support.
Step 2. Show that
G¯1(αˆ−αn) = T0 + n−α/(2d)T1 + n−α/dT2 +Op(n−3α/(2d) + n−1),
where
G¯1 = n
−1
∑
i∈In
[g(1){X(i/n0)}]2(5.4)
and T0, T1 and T2 are defined in (5.9) via (5.6)–(5.8).
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Step 3. Show that
T0 = T00 + n
−α/dT01 +Op(n
−3α/(2d))
+
{
O(n−1/2), if p= 0 and d= 2,
O(n−1), if p≥ 1 and/or d= 1,
where T00 and T01 are defined in (5.16) and (5.14), respectively, and show
that
T01
D→
(
m∑
u=1
Luµ
−1
0,uτ0,1u
)
×
∫
t∈[0,1]d
[g(1){X(t)}g(3){X(t)}+ [g(2){X(t)}]2]dt
as n→∞, where µ0,u and τ0,1u are defined below (2.9).
Step 4. Show that T1 = n
−α/(2d)T11 +Op(n
−α/d), where T11 is defined
in (5.17), and show that as n→∞,
T11
D→
(
m∑
u=1
Luµ
−1
0,uτ0,2u
)
×
∫
t∈[0,1]d
[g(1){X(t)}g(3){X(t)}+ [g(2){X(t)}]2]dt,
where τ0,2u is defined below (2.9).
Step 5. Show that T2 = T21 + T22 + Op(n
−α/(2d) + n−1/2), where T21
and T22 are defined in (5.19) and (5.20), respectively, and show that, as
n→∞,
T21
D→
(
m∑
u=1
Luµ
−1
0,uτ0,3u
)∫
t∈[0,1]d
g(1){X(t)}g(3){X(t)}dt
and
T22
D→
(
m∑
u=1
Luµ
−1
0,uτ0,4u
)∫
t∈[0,1]d
[g(2){X(t)}]2 dt,
and τ0,3u and τ0,4u are defined below (2.9).
Step 6. Establish convergence in distribution of (n1/2T00, G¯1), where T00
is defined in (5.16) and G¯1 is defined in (5.4).
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Proof of Step 1. Condition (A1)(d)4 implies (1.1) when d = 1 and
(2.3) when d= 2. In each case, we may use Kolmogorov’s lemma [see, e.g.,
Rogers and Williams (1994), page 59] to establish that X(t) has a continuous
version on [0,1]d. Consequently, for each ε > 0 there exists a C, depending
on ε and the distribution of X , such that
P
[
sup
t∈[0,1]d
|X(t)|>C
]
< ε.(5.5)
For given g, let gC denote a function with compact support such that g(t) =
gC(t) for all ‖t‖<C, and let αˆC denote the estimator of α that would have
been obtained if gC{X(t)} rather than g{X(t)} had been observed. It follows
from (5.5) that
P [αˆ 6= αˆC for some n]< ε.
As a consequence, if the theorem is true for all functions of compact support
which satisfy assumptions (A2) and (A3), then it is also true for each g
which satisfies (A2) and (A3), whether or not g has compact support. This
argument can be established rigorously using probability metrics (cf. the
argument given in Step 6). We omit the details. 
For the remainder of the proof we shall assume that g has compact support
[in addition to satisfying (A2) and (A3)].
Proof of Step 2. By Taylor’s theorem
∑
j
auj gi+j =
∑
j
auj (gi+j − gi)
(
since
∑
j
auj = 0
)
=
∑
j
auj
(
3∑
r=1
n−rα/(2d)(r!)−1W rijg
(r)
i + n
−2α/d(4!)−1W 4ij g˜
(4)
i
)
=
4∑
r=1
n−rα/(2d)Mriu,
where, for r = 1,2,3,
Mriu = g
(r)
i
1
r!
∑
j
aujW
r
ij, M4iu = (4!)
−1
∑
j
auj g˜
(4)
ij W
4
ij,
g
(r)
i is g
(r) evaluated at X(i/n0), r = 1,2,3, and from Taylor’s theorem,
g˜
(4)
ij = g
(4)
i [θjX{(i+ j)/n0}+ (1− θj)X(i/n0)], where each θj ∈ [0,1] is suit-
ably chosen.
28 G. CHAN AND A. T. A. WOOD
Then
nα/dZ¯u = n
−1
∑
i∈In
(
nα/(2d)
∑
j
auj gi+j
)2
= n−1
∑
i∈In
(
4∑
r=1
n−(r−1)α/(2d)Mriu
)2
=
(
n−1
∑
i∈In
M21iu
)
+ n−α/(2d)µuT˜1u + n
−α/dµuT˜2u
+ n−3α/(2d)n−1
∑
i∈In
Siu,
where
T˜1u = 2µ
−1
u n
−1
∑
i∈In
M1iuM2iu,(5.6)
T˜2u = µ
−1
u n
−1
∑
i∈In
(M22iu +2M1iuM3iu)(5.7)
and
Siu = 2(M1iuM4iu +M2iuM3iu) + n
−α/(2d)(M23iu +2M2iuM4iu)
+ 2n−α/dM3iu +M4iu + n
−3α/(2d)M24iu.
Since by Step 1 we are assuming that the g(r) are bounded for 1≤ r ≤ 4, it
is a straightforward (if tedious) matter to check that E|Siu|<∞. Therefore,
since the Siu are identically distributed for each 1≤ u≤m, it follows from
Lemma 4.4 that
n−3α/(2d)n−1
∑
i∈In
Siu =Op(n
−3α/(2d))
for each u. Moreover,
n−1
∑
i∈In
M21iu = n
−1
∑
i∈In
(∑
j
aujWij
)2
(g
(1)
i )
2
= n−1
∑
i∈In
(Y 2iu − µu + µu)(g(1)i )2
= µuG¯1 + µuT˜0u,
where G¯1 is defined in (5.4) and
T˜0u = n
−1
∑
i∈In
(µ−1u Y
2
iu − 1){g(1)i }2.(5.8)
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So nα/dZ¯u = G¯1µu+Ruµu, where
Ru = T˜0u + n
−α/(2d)T˜1u + n
−α/dT˜2u +Op(n
−3α/(2d)).
Since each T˜ku is bounded in probability for k = 1,2,3, it follows that
G¯1(αˆ−αn) = G¯1
m∑
u=1
Lu log(Z¯u/µu)
= G¯1
m∑
u=1
Lu{log G¯1 + log(1 +Ru/G¯1)}
=
m∑
u=1
LuRu{1 +Op(Ru/G¯1)}
=
m∑
u=1
Lu[T˜0u + n
−α/(2d)T˜1u + n
−α/dT˜2u +Op{n−3α/(2d) +R2u}]
= T0 + n
−α/(2d)T1 + n
−α/dT2 +Op(n
−3α/(2d) + n−1),
where
Tk =
m∑
u=1
LuT˜ku, k = 0,1,2,(5.9)
and we have used the fact that Ru = Op(n
−1/2 + n−α/d), so that R2u =
Op(n
−1 + n−2α/d). The order statement for Ru follows from Steps 3–6. 
We now introduce some notation which is needed in Steps 3–5. Recall
the definition of Wij given at the beginning of Section 5. Writing ζ
(n)
j =
cov(X(i/n0),Wij), define ζ
(n) = (ζ
(n)
j ,−mJ ≤ j ≤mJ) andWi = (Wij ,−mJ ≤
j ≤mJ), and let V (n)W denote the covariance matrix of Wi. Note that V (n)W
does not depend on i because of the stationarity of Wi, but that the dis-
tribution of Wi does depend on n; this dependence on n has been sup-
pressed for notational convenience. Define b(n) = (b
(n)
j ,−mJ ≤ j ≤mJ) by
b(n) = nα/(2d)(V
(n)
W )
−1ζ(n). Note that n−α/(2d)
∑
j b
(n)
j Wij is the projection of
X(i/n) onto the span of Wij , −mJ ≤ j ≤mJ . Let b(0) = limn→∞ b(n) denote
the limit of b(n) which necessarily exists under assumption (A1)(d)4 .
We may write
X(i/n0) = n
−α/(2d)
(∑
j
b
(n)
j Wij
)
+ (1− n−α/db(n)TV (n)W b(n)/γ0)1/2X˘i,
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where X˘i ≡ X˘(i/n0), X˘i ∼ N(0, γ0) is independent of Wi, γ0 = γ(0) is the
variance of X(i/n0) and V
(n)
W and b
(n) are as defined above. Then
X(i/n0) = X˘i + n
−α/(2d)δ1i + n
−α/dδ2i + n
−2α/dδ3i
= X˘i + n
−α/(2d)δ0i,
where
δ1i =
∑
j
b
(n)
j Wij , δ2i =−{b(n)TV (n)W b(n)/(2γ0)}X˘i,
n−2α/dδ3i = (1− n−α/db(n)TV (n)W b(n)/γ0)1/2X˘i − X˘i − n−α/dδ2i
and
δ0i = δ1i + n
−α/(2d)δ2i + n
−3α/(2d)δ3i.
Proof of Step 3. Writing g
(r)
i for g
(r)(X(i/n0)) as before, and g˘
(r)
i
for g(r)(X˘i), we obtain
(g
(1)
i )
2 = (g˘
(1)
i )
2 + 2n−α/(2d)δ0ig˘
(1)
i g˘
(2)
i
(5.10)
+ n−α/dδ20i{g˘(1)i g˘(3)i + (g˘(2)i )2}+ n−3α/(2d)δ30iR1i,
where R1i is a remainder term which can be determined explicitly.
We now study the contribution of each of the four terms on the right-
hand side of (5.10). First, note that δ30iR1i can be expressed as a finite sum
of terms, each of which can be expressed as a bounded function multiplied
by a polynomial in Gaussian variables. Therefore, since the δ30iR1i (i ∈ In)
are identically distributed, we may use Lemma 4.4 to show that
m∑
u=1
Luµ
−1
u
(
n−1
∑
i∈In
(n−3α/(2d)δ30iR1i)
)
=Op(n
−3α/(2d)).(5.11)
Also, using similar arguments,(∑
j
aujWij
)2
δ20i{g˘(1)i g˘(3)i + (g˘(2)i )2}
= τ1u{g˘(1)i g˘(3)i + (g˘(2)i )2}(5.12)
+
{(∑
j
aujWij
)2
δ20i − τ1u
}
{g˘(1)i g˘(3)i + (g˘(2)i )2},
where
τ1u =E
[(∑
j
aujWij
)2(∑
k
b
(n)
k Wik
)2]
.(5.13)
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It follows, after applying Lemmas 4.3 and 4.4 to the second term on the
right-hand side of (5.12), that
m∑
u=1
Luµ
−1
u
(
n−1
∑
i∈In
(∑
j
aujWij
)2
δ20i{g˘(1)i g˘(3)i + (g˘(2)i )2}
)
= T01 +Op(n
−α/(2d)),
where
T01 =
(
m∑
u=1
Luµ
−1
u τ1u
)(
n−1
∑
i∈In
g˘
(1)
i g˘
(3)
i + (g˘
(2)
i )
2
)
.(5.14)
A similar argument, using Lemmas 4.3 and 4.4 again, shows that
n−α/(2d)n−1
∑
i∈In
(∑
j
aujWij
)2
δ0ig˘
(1)
i g˘
(2)
i =Op(n
−1),(5.15)
except when p= 0 and d= 2, in which case we can conclude that the left-
hand side of (5.15) is of size Op(n
−1/2). Writing
T00 =
m∑
u=1
Lun
−1
∑
i∈In
(µ−1u Y
2
iu− 1)(g˘(1)i )2(5.16)
and putting (5.10)–(5.16) together, we see that the first part of Step 3 is
proved. To establish the limiting distribution of T01, we may use an identical
argument to that given in Step 6 to prove that Jn(h)
D→J0(h) [which is the
more straightforward part of showing that Kn(h)
D→K0(h)]. To avoid dupli-
cation, we omit the details.

Proof of Step 4. By a Taylor expansion,
g
(1)
i g
(2)
i = g˘
(1)
i g˘
(2)
i + n
−α/(2d)δ0i{g˘(1)i g˘(3)i + (g˘(2)i )2}+ n−α/dδ20iR3i.
Using similar arguments to those in Step 3, in particular Lemma 4.3, we
find that for any ε > 0,
T1 =
m∑
u=1
Luµ
−1
u
(
n−1
∑
i∈In
(∑
j
aujWij
)(∑
k
aukW
2
ik
)
g
(1)
i g
(2)
i
)
= n−α/(2d)T11 +Op(n
−α/d) +O(n−1+ε),
where
T11 =
(
m∑
u=1
Luµ
−1
u τ2u
)
n−1
∑
i∈In
{g˘(1)i g˘(3)i + (g˘(2)i )2}(5.17)
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and
τ2u =E
{(∑
j
aujWij
)(∑
k
aukW
2
ik
)(∑
l
b
(n)
l Wil
)}
,(5.18)
so the first part of Step 4 is proved. Justification of the claim concerning the
limit distribution of T11 follows along similar lines to that for T01 in Step 3.

Proof of Step 5. In this case
g
(1)
i g
(3)
i = g˘
(1)
i g˘
(3)
i + n
−α/(2d)δ0iR4i and (g
(2)
i )
2 = (g˘
(2)
i )
2 + n−α/(2d)δ0iR5i.
Using Lemmas 4.3 and 4.4 again and writing
T21 =
(
m∑
u=1
Luµ
−1
u τ3u
)
n−1
∑
i∈In
g˘
(1)
i g˘
(3)
i ,(5.19)
T22 =
(
m∑
u=1
Luµ
−1
u τ4u
)
n−1
∑
i∈In
(g˘
(2)
i )
2,(5.20)
τ3u =
1
3E
(∑
j
aujWij
)2(∑
j
aujW
3
ij
)
, τ4u =
1
4E
(∑
j
aujW
2
ij
)2
,(5.21)
we find that n−α/dT2 = n
−α/d(T21+T22)+Op(n
−1) as required. Justification
of the claim concerning the limit distributions of T21 and T22 follows along
similar lines to that for T01 in Step 3 and T11 in Step 4. 
Proof of Step 6. Here we shall show that
(n1/2T00, G¯1)
D→
(
σ
∫
[0,1]d
[g(1){X(t)}]2 dB(t),G1
)
,(5.22)
where T00 is given in (5.16), G¯1 is defined in (5.4), G1 is defined in (2.5) with
r = 1, {B(t)} is the random Gaussian measure given in (2.11), which is inde-
pendent of {X(t)}, and σ is given in (2.10). Recall that n0 = (n0[1], . . . , n0[d])
and n =
∏d
l=1 n0[l] and that we assume that condition (A4) in Section 2.1
holds when d= 2.
Let H denote the class of smooth functions with compact support. For h ∈
H, define
In(h) = n
−1/2
∑
i∈In
ξih{X˘(i/n0)}, Jn(h) = n−1
∑
i∈In
h{X(i/n0)}
and Kn(h) = (In(h), Jn(h)), where ξi =
∑m
u=1Lu(µ
−1
u Y
2
iu − 1). Note that by
construction Kn{(g(1))2}= (n1/2T00, G¯1). Also define
I0(h) =
∫
[0,1]d
h{X(t)}dB(t), J0(h) =
∫
[0,1]d
h{X(t)}dt
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and K0(h) = (I0(h), J0(h)). Note that by construction K0{(g(1))2} is equal
to the right-hand side of (5.22).
We will show that, for each h ∈H, Kn(h) converges to K0(h) in distribu-
tion. Then, in view of (5.22) and Step 1, Step 6 will follow.
For each positive integer r, let pir denote a partition of [0,1]
d given by
pir = {Aj , j ∈ Jr}, where Jr = {j ∈ Zd : 0 ≤ j[l] < r,1 ≤ l ≤ d}, where Aj ⊂
[0,1]d is defined in the following way. Write tj = r
−1j. When d = 1, Aj is
the interval of width r−1 centered at tj = r
−1j + 12 ; when d = 2, Aj is a
square with sides of length r−1 which are parallel to the coordinate axes,
and each Aj is centered at tj = r
−1j + 121, where 1 = (1,1) is a 2-vector
of 1’s. Given pir, we define two functions, t
∗(t) and i∗(i), as follows: for
t ∈ [0,1]d, t∗(t) = tj when t ∈ Aj , and for each multi-index 0 ≤ i < n0, we
define i∗(i)≡ i∗n(i) = n0tj , where j is such that i/n0 ∈Aj . Define
I∗n(h)≡ I∗n(h;pir) = n−1/2
∑
i∈In
ξih{X˘(i∗/n0)},
J∗n(h)≡ J∗n(h;pir) = n−1
∑
i∈In
h{X(i∗/n0)}
and K∗n(h) = (I
∗
n(h), J
∗
n(h)), and write
I∗0 (h)≡ I∗0 (h;pir) = σ
∫
[0,1]d
h{X(t∗)}dB(t),
J∗0 ≡ J∗0 (h;pir) =
∫
[0,1]d
h{X(t∗)}dt
and K∗0 (h) = (I
∗
0 (h), J
∗
0 (h)), where {B(t)} is a random Gaussian measure of
the form (2.11) which is independent of {X(t)}.
Let Pn,h, P0,h, P
∗
n,h and P
∗
0,h denote the distributions of Kn(h), K0(h),
K∗n(h) and K
∗
0 (h), respectively. We need to show that Pn,h
D→P0,h. We shall
do this by showing that, given ε > 0, there exists a partition pir of [0,1]
d,
depending on ε and h, such that
ρ(P0,h, P
∗
0,h)< ε/3(5.23)
and, for any such pir, when n is sufficiently large,
ρ(P ∗n,h, P
∗
0,h)< ε/3;(5.24)
and for a sufficiently fine partition pir and n sufficiently large,
ρ(Pn,h, P
∗
n,h)< ε/3,(5.25)
where ρ denotes the Prohorov metric. Then, when n is sufficiently large,
ρ(Pn,h, P0,h)≤ ρ(Pn,h, P ∗n,h) + ρ(P ∗n,h, P ∗0,h) + ρ(P ∗0,h, P0,h)< ε,
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and, since ε > 0 may be chosen arbitrarily small, Step 6 will have been
proved.
Proof of (5.23). Using Lemma 4.5,
ρ(P0,h, P
∗
0,h)≤ [E{I0(h)− I∗0 (h)}2 +E{J0(h)− J∗0 (h)}2]2/3.(5.26)
Using Fubini’s theorem, the Cauchy–Schwarz inequality and the fact that {X(t)}
and {B(t)} are independent, we obtain
E{I0(h)− I∗0 (h)}2 = E
[
σ
∫
[0,1]d
[h{X(t)} − h{X(t∗)}]dB(t)
]2
(5.27)
= σ2
∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 dt
and
E{J0(h)− J∗0 (h)}2 ≤
∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 dt.(5.28)
Given h ∈H and ε > 0, it is clear (since {X(t)} is almost surely continuous
and therefore uniformly continuous on [0,1]d) that we can find a (sufficiently
fine) partition pir of [0,1]
d such that∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 < 12(ε/3)3/2.
Then, using (5.27) and (5.28),
E{I0(h)− I∗0 (h)}2 < 12 (ε/3)3/2 and E{J0(h)− J∗0 (h)}2 < 12(ε/3)3/2,
in which case (5.23) follows from (5.26). 
Proof of (5.24). For any Lebesgue-measurable set A⊆ [0,1]d, define
Ξn(A) = n
−1/2
∑
i : i/n0∈A
ξi.(5.29)
Then, for a given partition pir,
I∗n(h)≡ n−1/2
∑
i∈In
ξih{X˘(i∗/n0)}=
∑
j∈Jr
Ξn(Aj)h{X˘(tj)}
and
J∗n(h)≡ n−1
∑
i∈In
h{X(i∗/n0)}= n−1
∑
j∈Jr
cjh{X(tj)},
where cj = #{i : i/n0 ∈ Aj} ∼ n/rd. In all cases covered by Theorem A a
central limit theorem applies to Ξn([0,1]
d); that is, Ξn([0,1]
d)
D→N(0, σ2),
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where σ2 is defined in (2.10). See Kent and Wood (1995, 1997) and Chan and
Wood (2000) for further details. It follows from a straightforward extension
of those proofs that, for any fixed pir, {Ξn(Aj), j ∈ Jr} D→{σB(Aj), j ∈ Jr},
where B is the random Gaussian measure defined in (2.11). Moreover, it is
an easy consequence of the definition of X˘ that {X˘(tj), j ∈ Jr} D→{X(tj), j ∈
Jr}, where the random variables {X(tj), j ∈ Jr} are independent of the ran-
dom variables {B(Aj), j ∈ Jr}. Consequently, an application of the continu-
ous mapping theorem implies thatK∗n(h)
D→K∗0 (h), from which (5.24) follows
for sufficiently large n, since the Prohorov metric ρ metrizes convergence in
distribution. 
Proof of (5.25). We will only sketch the proof of this result. It is
sufficient to show that
lim
n→∞
E{In(h)− I∗n(h)}2 = σ2
∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 dt(5.30)
and
lim
n→∞
E{Jn(h)− J∗n(h)}2 ≤
∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 dt,(5.31)
because, if we choose a partition pi such that, for all n sufficiently large,∫
[0,1]d
E[h{X(t)} − h{X(t∗)}]2 dt < 12 (ε/6)3/2,
then (5.25) will follow from (5.30), (5.31) and Lemma 4.5.
The proof of (5.31) is omitted as it is quite straightforward. However,
we outline the proof of (5.30), which requires more work. For simplicity,
we focus on the case in which h=
∑
m cmHm is a polynomial; it is an easy
matter to extend the proof to all h ∈H. Now
E{In(h)− I∗n(h)}2 = n−1
∑
i,j∈In
E[ξiξj(hi − hi∗)(hj − hj∗)]
=
M∑
m,m′=1
cmcm′
m!m′!
n−1
∑
i,j∈In
δ(i, j,m,m′),
where hi = h{X˘(i/n0)}, hi∗ = h{X˘(i∗/n0)} and
δ(i, j,m,m′) =E[ξiξj{Hm(X˘i)−Hm(X˘i∗)}{Hm′(X˘j)−Hm′(X˘j∗)}].
Then (5.30) is a consequence of the following: for each m 6=m′,
n−1
∑
i,j∈In
δ(i, j,m,m′) = o(1);(5.32)
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and
lim
n→∞
n−1
∑
i,j∈In
δ(i, j,m,m)
× lim
n→∞
n−1
∑
i,j∈In
E[ξiξj ]E[Hm(X˘i)−Hm(X˘i∗)]
(5.33)
× [Hm(X˘j)−Hm(X˘j∗)]
= σ2
∫
[0,1]d
[Hm(X(t))−Hm(X(t∗))]2 dt.
The results (5.32) and (5.33) are derived using the diagram formula (see
the references given in Remark 4.1) combined with (5.2) and (5.3). The
arguments are broadly similar to those used in the proof of Lemma 4.3.
That concludes our sketched proof of (5.25). 
Thus, Step 6 is now complete. 
To conclude the proof of Theorem A, we use (5.22) and the continuous
mapping theorem to show that
G¯−11 n
1/2T00
D→ σ
G1
∫
[0,1]d
[g(1){X(t)}]2 dB(t) D= σ
√
G2
G1
Z,
where Z ∼N(0,1) is independent of G1 and G2, and G2 is defined in (2.5)
with r = 2. Finally, putting Steps 1–6 together, we see that the proof of
Theorem A is complete. 
Proof of Theorem B. The proof of Theorem B is essentially the same
as the proof of Theorem A, except that Step 6 is different. The decomposition
given by (5.23)–(5.25) can still be used, but the principal difference is that
Ξn in (5.29) does not obey a central limit theorem, and therefore In(h) does
not converge to a stochastic integral with respect to the random Gaussian
measure B(t). What actually happens is that, when d= 1 and 3/2< α< 2
or d= 2 and 1< α< 2,
var
(
n−1
∑
i∈In
ξ
)
=O(n(2α−4)/d),
and n(2−α)/dn−1
∑
i∈In ξi obeys a noncentral limit theorem of the type given
by Theorem 6 in Arcones (1994). Then it can be shown, via the decomposi-
tion (5.23)–(5.25), that In(h) converges to the Wiener–Itoˆ integral specified
in the statement of Theorem B. The particular form of the spectral mea-
sure S follows in part as a consequence of Theorem 1′ of Dobrushin and
Major (1979) and in part as a consequence of the degeneracy result given in
part (c) of Theorem 1 in Kent and Wood (1997). 
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APPENDIX: NOTATION FOR INCREMENTS
Further details concerning increments may be found in Kent andWood (1997)
and Chan and Wood (2000); we only give brief details here.
The univariate case (d= 1). An increment of order p≥ 0 is a finite array
of real numbers a= {aj :−J ≤ j ≤ J} such that, for all integers 0≤ r ≤ p,∑
j :−J≤j≤J
jraj = 0,(A.1)
but ∑
j :−J≤j≤J
jp+1aj 6= 0.(A.2)
An example of an increment of order p= 0 is given by
a= {a0, a1}, where a0 =−1 and a1 = 1;(A.3)
an example of an increment of order p= 1 is given by
a= {a−1, a0, a1}, where a−1 = 1, a0 =−2 and a1 = 1.(A.4)
Note that, here and in the main text, we adopt the convention that any
components aj which are not given explicitly are 0 [so, in (A.3), for example,
we have omitted a−1 = 0].
For an integer u ≥ 1, the dilation au = {auj :−Ju≤ j ≤ Ju} of an incre-
ment a has elements defined by
auj =
{
aj′ , if j = j
′u,
0, otherwise,
(A.5)
where −Ju≤ j ≤ Ju. It follows immediately from this definition that
∑
j
jrauj =

0, if 0≤ r ≤ p,
ur
∑
j
jraj , if r ≥ p+1,
where here and in the main text
∑
j indicates summation over −Ju≤ j ≤ Ju.
Let {yj : j ∈ Z} be a sequence of numbers. Then if the increment a is given
by (A.3), it follows that ∑
j
auj yn+j = yn+u− yn,
while if a is given by (A.4), then∑
j
auj yn+j = yn+u+ yn−u− 2yn.
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The multivariate case (d > 1). Let j = (j[1], . . . , j[d]) ∈Zd denote a multi-
index. We say that j is nonnegative and write j ≥ 0 if j[l]≥ 0 for each l =
1, . . . , d; and if k is another multi-index, we say that j ≤ k if j[l] ≤ k[l] for
each l, and write j < k if each inequality is strict. For multi-indices j and r,
we define
|r|=
d∑
l=1
r[l](A.6)
and
jr =
d∏
l=1
j[l]r[l],(A.7)
where 00 = 1.
In the d-dimensional case, an increment of order p ≥ 0 is a finite array
a= {aj :−J ≤ j ≤ J} satisfying (A.1) and (A.2), but with j, J and r now
multi-indices with jr defined by (A.7) and each aj real as before.
The so-called “square” increment in the case d= 2, which is an example
of an increment of order p= 1, is given by
a= {a(0,0) = a(1,1) = 1, a(1,0) = a(0,1) =−1};(A.8)
see Chan and Wood (2000).
The dilation au = {auj :−Ju≤ j ≤ Ju} is defined by (A.5), but with j and
j′ now multi-indices. It follows immediately from this definition that
∑
j
jrauj =

0, if 0≤ |r| ≤ p,
u|r|
∑
j
jraj, if |r| ≥ p+1,
where |r| is given by (A.6).
Note that if {yj : j ∈ Z2} is an array of real numbers and the square in-
crement (A.8) is used, then for any n ∈Z2,∑
j
auj yn+j = yn+(0,0) + yn+(u,u)− yn+(u,0)− yn+(0,u).
Acknowledgments. We are grateful to the referees for helpful comments
which have resulted in an improved presentation.
REFERENCES
Adler, R. J. (1981). The Geometry of Random Fields. Wiley, New York. MR611857
Arcones, M. A. (1994). Limit theorems for nonlinear functionals of a stationary Gaussian
sequence of vectors. Ann. Probab. 22 2242–2274. MR1331224
FD ESTIMATION IN NON-GAUSSIAN MODELS 39
Chan, G., Hall, P. and Poskitt, D. S. (1995). Periodogram-based estimators of fractal
properties. Ann. Statist. 23 1684–1711. MR1370303
Chan, G. and Wood, A. T. A. (1999). Simulation of stationary Gaussian vector fields.
Statist. Comput. 9 265–268.
Chan, G. and Wood, A. T. A. (2000). Increment-based estimators of fractal dimension
for two-dimensional surface data. Statist. Sinica 10 343–376. MR1769748
Constantine, A. G. and Hall, P. (1994). Characterising surface smoothness via estima-
tion of effective fractal dimension. J. Roy. Statist. Soc. Ser. B 56 97–113. MR1257799
Davies, S. and Hall, P. (1999). Fractal analysis of surface roughness by using spatial
data (with discussion). J. R. Stat. Soc. Ser. B Stat. Methodol. 61 3–37. MR1664088
Dobrushin, R. L. and Major, P. (1979). Noncentral limit theorems for nonlinear func-
tions of Gaussian fields. Z. Wahrsch. Verw. Gebiete 50 27–52. MR550122
Dudley, R. M. (1989). Real Analysis and Probability. Wadsworth, Belmont, CA.
MR982264
Feuerverger, A., Hall, P. and Wood, A. T. A. (1994). Estimation of fractal index
and fractal dimension of a Gaussian process by counting the number of level crossings.
J. Time Ser. Anal. 15 587–606. MR1312323
Hall, P. and Roy, R. (1994). On the relationship between fractal dimension and fractal
index for stationary stochastic processes. Ann. Appl. Probab. 4 241–253. MR1258183
Hall, P. and Wood, A. T. A. (1993). On the performance of box counting estimators
of fractal dimension. Biometrika 80 246–252. MR1225230
Istas, J. and Lang, G. (1997). Quadratic variations and estimation of the local Ho¨lder
index of a Gaussian process. Ann. Inst. H. Poincare´ Probab. Statist. 33 407–436.
MR1465796
Jakeman, E. and Jordan, D. L. (1990). Statistical accuracy of measurements on Gaus-
sian random fractals. J. Phys. D. 23 397–405.
Kent, J. T. and Wood, A. T. A. (1995). Estimating the fractal dimension of a locally
self-similar Gaussian process by using increments. Statistics Research Report SRR 034-
95, Centre for Mathematics and Its Applications, Australian National Univ., Canberra.
Kent, J. T. and Wood, A. T. A. (1997). Estimating the fractal dimension of a locally
self-similar Gaussian process by using increments. J. Roy. Statist. Soc. Ser. B 59 679–
699. MR1452033
Major, P. (1981). Multiple Wiener–Itoˆ Integrals. Springer, Berlin. MR611334
Nualart, D. (1995). The Malliavin Calculus and Related Topics. Springer, New York.
MR1344217
Rogers, L. C. G. and Williams, D. (1994). Diffusions, Markov Processes, and Mar-
tingales 1 Foundations, 2nd ed. Wiley, New York. MR1331599
Stein, M. L. (1999). Interpolation of Spatial Data. Springer, New York. MR1697409
Taqqu, M. S. (1977). Law of the iterated logarithm for sums of non-linear functions of
Gaussian variables that exhibit a long range dependence. Z. Wahrsch. Verw. Gebiete
40 203–238. MR471045
Taqqu, M. S. (1979). Convergence of integrated processes of arbitrary Hermite rank. Z.
Wahrsch. Verw. Gebiete 50 53–83. MR550123
Wood, A. T. A. and Chan, G. (1994). Simulation of stationary Gaussian processes in
[0,1]d . J. Comput. Graph. Statist. 3 409–432. MR1323050
40 G. CHAN AND A. T. A. WOOD
Department of Statistics
and Actuarial Science
University of Iowa
Iowa City, Iowa 52242
USA
School of Mathematical Sciences
University of Nottingham
University Park
Nottingham NG7 2RD
United Kingdom
e-mail: andy.wood@maths.nottingham.ac.uk
