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Abstract
Motivated by broad applications in reinforcement learning and federated learning, we study local
stochastic approximation over a network of agents, where their goal is to find the root of an operator
composed of the local operators at the agents. Our focus is to characterize the finite-time performance
of this method when the data at each agent are generated from Markov processes, and hence they are
dependent. In particularly, we provide the explicit convergence rates of local stochastic approximation
for both constant and time-varying step sizes. Our results show that these rates are within a logarithmic
factor of the ones under independent data. We then illustrate the applications of these results to
different interesting problems in multi-task reinforcement learning and federated learning.
1 Introduction
In this paper, we study local stochastic approximation (SA), a distributed variant of the classic SA originally
introduced by Robbins and Monro [1] for solving the root-finding problems under corrupted measurements
of an operator (or function). We consider the setting where there are a group of agents communicating
indirectly through a centralized coordinator. The goal of the agents is to find the root of the operator,
which is composed of the local operators at the agents. For solving this problem, each agent iteratively
runs a number of local SA steps based on its own data, whose iterates are then averaged at the centralized
coordinator. This algorithm, presented in detail in Section 2, is relatively simple and efficient for solving
problems requiring a large amount of data that are distributed to different agents.
We are motivated by the broad applications of local SA in solving problems in federated learning
[2, 3] and multi-task reinforcement learning [4–6]. These two areas share a common framework, where
multiple agents (clients or workers) collaboratively solve a machine learning/reinforcement learning problem
under the coordination of a centralized server [2–6]. In stead of sharing the data collected at the local
devices/environments to the server, the agents run local updates of their models/policy based on their
data, whose results are then aggregated at the server with the goal to find the global learning objective.
In these contexts, local SA can be used to formulate the popular algorithms studied in these two areas, as
shown in Section 4.
Our focus, in this paper, is on the theoretical aspects of the finite-time performance of the local
stochastic approximation. Our goal is to characterize the convergence rate of this method when the data
at the agents are heterogeneous and dependent. In particular, we consider the case when the data at each
agent is generated from a Markov process as often considered in the context of multi-task reinforcement
learning. Our setting generalizes the existing works in the literature, where the local data is assumed i.i.d.
Under fairly standard assumptions, our main contribution is to show that the convergence rates of local
SA is within a logarithmic factor of the comparable bounds for independent data. As illustrated in Section
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4, the results in this paper provide a unified view for the finite-time bounds of federated learning and
multi-task reinforcement learning algorithms under different settings.
1.1 Related works
Stochastic approximation is the most efficient and widely used method for solving stochastic optimization
problems in many areas, including machine learning [7] and reinforcement learning [8, 9]. The asymptotic
convergence of SA under Markov randomness is often done by using the ordinary differential equation (ODE)
method [10, 11]. Such ODE method shows that under the right conditions the noise effects eventually
average out and the SA iterate asymptotically follows a stable ODE. On the other hand, the rates of SA have
been mostly considered in the context of stochastic gradient descent (SGD) under i.i.d samples [7,12]. The
finite-time convergence of SGD under Markov randomness has been studied in [13,14] and the references
therein. In the context of reinforcement learning, such results have been studied in [15–19] for linear SA
and a recent work in [20] for nonlinear SA.
The local SA method considered in this paper has recently received much interests in the context of
federated learning under the name of local SGD; see for example [21–27]. Finite-time bounds of local SGD
in these works are derived when the local data at each agent are sampled i.i.d. On the other hand, our
focus is to consider the setting where the local data at each agent are sampled from a Markov process,
and therefore, they are dependent. We note that the popular distributed SGD in machine learning also
shares the same communication structure as in the local SGD. However, while in local SGD the agents
have heterogeneous objectives and only share their iterates with the centralized coordinator, in distributed
SGD the agents compute the stochastic gradients of a global objective and send them to the centralized
coordinator.
Finally, distributed/local stochastic approximation has also found broad applications in the context of
(multi-task) reinforcement learning [4–6, 28–30], which is the main motivation of this paper. In these
application, since reinforcement learning is often modeled as a Markov random process, the noise in local
SA is Markovian. However, there is a lack of understanding about its finite-time performance. Our results
in this paper, therefore, help to fill this gap.
2 Local stochastic approximation
We consider distributed learning framework, where there are a group of N agents communicating indirectly
through a centralized coordinator. Associated with each agent i is a local operator Fi : R
d → Rd. The
goal of the agents is to find the solution θ∗ satisfying
F (θ∗) ,
N∑
i=1
Fi(θ
∗) = 0, (1)
where each Fi : R
d → Rd is given as
Fi(θ) , Eπi [Fi(θ;Xi)] =
∑
Xi∈Xi
πi(Xi)Fi(θ;Xi). (2)
Here Xi is a statistical sample space with probability distribution πi at agent i. We assume that each
agent i has access to operator Fi only through its samples {Fi(·,X
k
i )}, where {X
k
i } is a sequence of
samples of the random variable Xi. We are interested in the case where each sequence {X
k
i } is generated
from an ergodic Markov process, whose stationary distribution is πi. Moreover, the sequences {X
k
i } are
independent across i. For solving problem (1), our focus is to study the local stochastic approximation
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formally stated in Algorithm 1. In our algorithm, we implicitly assume that there is an oracle that returns
to agent i the value Fi(θ;Xi) for a given θ and Xi.
Algorithm 1: Local stochastic approximation
Initialization: Each agent i initializes θ0i ∈ R
d, a sequence of step sizes {αk}, and a positive integer
H.
The centralized coordinator initializes θ¯0 = 1/N
∑N
i=1 θ
0
i .
for k=0,1,2,... do
for each worker i do
1) Receive θ¯k sent by the centralized coordinator
2) Set θk,0i = θ¯
k
for t = 0, 1, . . . ,H − 1 do
θk,t+1i = θ
k,t
i − αk+tFi(θ
k,t
i ;X
k+t
i ). (3)
end
end
The centralized coordinator receives θk,Hi from each agent i and implements
θ¯k+1 =
1
N
N∑
i=1
θk,Hi . (4)
end
Algorithm 1 is relatively simple to implement, which can be explained as follows. In this algorithm, each
agent i maintains a copy θi of the solution θ
∗ and the centralized coordinator maintains θ¯ to estimate the
average of θi. At any iteration k ≥ 0, each agent i first received θ¯
k from the centralized coordinator and
initalizes its iterate θk,0i = θ¯
k. Here θk,ti denotes the iterate at iteration k and local time t ∈ [0, . . . ,H−1].
Agent i then runs a number H of local stochastic approximation steps using the time-varying step sizes
αk and based on its local data {X
k+t
i }. After H local steps, the agents then send their new local updates
θk,Hi to the centralized coordinator to update θ¯
k+1 by taking the average of these local values.
3 Convergence analysis
In this section, we study the finite-time performance of Algorithm 1 when each operator Fi is strongly
monotone. We provide an upper bound for the convergence rate of the mean square error E
[
‖θ¯k − θ∗‖2
]
to zero for both constant and time-varying step sizes. In particular, under constant step size, αk = α for
some constant α and k & log(1/α), this convergence occurs at a rate
E
[
‖θ¯k+1 − θ∗‖2
]
≤
(
1−
Hµα
N
)k+1−τ(α)
E
[
‖θ¯τ(α) − θ∗‖2
]
+O
(
CNHLB2 log(1/α)α
)
,
where τ(α) denotes the mixing time of the underlying Markov chain. On the other hand, under time-varying
step sizes αk ∼ 1/(k + 1) this rate happens at
E
[
‖θ¯k+1 − θ∗‖2
]
≤ O

E
[
‖θ¯K
∗
− θ∗‖2
]
k2

+O
(
CHLB2 log(k)
k
)
, ∀k ≥ K∗
for some positive integer K∗ depending on the problem parameters C,L,B, µ, which we will define shortly.
First, our rates scale linearly with the number of local steps H. As expected, when H goes to ∞, each
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agent only consider its local SA without communicating with the centralized coordinator. In this case, one
would expect that each agent only finds the root of its own operator. Second, one can view the constant
B as the variance of the noise. Finally, our rates match the ones of local SGD under i.i.d noise [27], except
for a log factor reflecting the Markovian randomness.
We start our analysis by introducing the following technical assumptions and notation used in this
section. Given a constant α > 0, we denote by τi(α) the mixing time associated with the Markov chain
{Xki }, i.e., the following condition holds
‖Pki (X
0
i , ·)− πi‖TV ≤ α, ∀k ≥ τi(α), ∀X
0
i ∈ Xi, ∀i ∈ [N ], (5)
where ‖ · ‖TV is the total variance distance and P
k
i (X
0
i ,Xi) is the probability that X
k
i = Xi when we
start from X0i . The mixing time represents the time X
k
i getting close to the stationary distribution πi. In
addition, we denote by τ(α) = maxi τi(α).
For our results derived in this section, we consider the following assumptions. For simplicity, we assume
that these assumptions hold to the rest of this paper.
Assumption 1. The Markov chain {Xki } is erogodic (irreducible and aperiodic) with finite state space Xi.
Assumption 2. The mapping Fi(·) and Fi(·,Xi) is Lipschitz continuous in θ almost surely, i.e., there
exists a positive constant L such that for all Xi ∈ Xi and i ∈ [N ]
‖Fi(θ)− Fi(ω)‖ ≤ L‖θ − ω‖ and ‖Fi(θ,Xi)− Fi(ω,Xi)‖ ≤ L‖θ − ω‖, ∀θ, ω ∈ R
d. (6)
Assumption 3. There exists a positive constant µ such that
(Fi(θ)− Fi(ω))
T (θ − ω) ≥ µ‖θ − ω‖2, ∀θ, ω ∈ Rd, ∀i ∈ [N ]. (7)
Assumption 1 implies that the Markov chain {Xki } has geometric mixing time, which depends on
the second largest eigenvalue of the transition probability matrix of {Xki } [31]. This assumption holds in
various applications, e.g, in incremental optimization [32] and in reinforcement learning modeled by Markov
decision processes with a finite number of states and actions [33]. In addition, Assumption 1 is used in
the existing literature to study the finite-time performance of SA and its distributed variants under Markov
randomness; see [13,16,19,20,34,35] and the references therein.
Assumption 2 is often used in local SGD methods in federated learning [27]. This assumption also
holds in the context of reinforcement learning considered in Section 4. Assumption 3 implies that Fi are
strongly monotone (or strongly convex in the context of SGD).
The following result is a consequence of Assumptions 1 and 2, which is shown in [20, Lemma 3.2].
This lemma basically states that each Markov chain Xi has a geometric mixing time, which translates to
the operator Fi due to the Lipschitz condition.
Lemma 1. There exists a constant C > 0 such that given α > 0 we have, ∀ i ∈ [N ], τi ≤ C log(1/α) and∣∣∣E [Fi(θ,Xki ) |X0i ]− Fi(θ)∣∣∣ ≤ α(‖θ‖+ 1), ∀θ, ∀k ≥ τi(α). (8)
Finally, since Xi is finite for all i ∈ [N ], Assumption 2 also gives the following result.
Lemma 2. Let B = maximaxXi∈Xi ‖Fi(0,Xi)‖. Then we have for all θ ∈ R
d
‖Fi(θ)‖ ≤ B(‖θ‖+ 1) and ‖Fi(θ,Xi)‖ ≤ B(‖θ‖+ 1), ∀Xi ∈ Xi, ∀i ∈ [N ]. (9)
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3.1 Constant step sizes
In this subsection, we derive the rate of Algorithm 1 under constant step sizes, that is, αk = α for all k ≥ 0.
Note that by Lemma 1 τi(α) ≤ C log(1/α) given a constant α > 0. Thus, we have limα→0 τi(α)α = 0
for all i ∈ [N ]. This implies that there exists a sufficiently small positive α such that
ατ(α) ≤ min
{
log(2)
2BH
,
µ
8N (19B2H + 9 + 57LBH)
,
N
2Hµ
}
, (10)
where recall that τ(α) = maxi τi(α). The result in this section is established under condition (10). Under
constant step sizes, we have from (3) for all k ≥ 0
θk,Hi = θ
k,0
i − α
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i ) = θ¯
k − α
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i ), (11)
which implies
θ¯k+1 = θ¯k −
α
N
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i ). (12)
To derive the finite-time bound of Algorithm 1, we require the following three technical lemmas. For an
ease of exposition, their proofs are presented in the Appendix. The first lemma is to upper bound the norm
of θi by the norm of θ¯.
Lemma 3. Let {θ¯k} and {θk,ti }, for all k ≥ 0 and t ∈ [1,H], be generated by Algorithm 1. In addition,
let the step size α satisfy (10). Then the following relations hold for all k ≥ 0 and t ∈ [0,H]
‖θk,ti ‖ ≤ 2‖θ¯
k‖+ 2BHα ≤ 2‖θ¯k‖+ 1. (13)
‖θk,ti − θ¯
k‖ ≤ 2BHα‖θ¯k‖+ 2BHα. (14)
Our next lemma is to provide an upper bound for the quantity ‖θ¯k − θ¯k−τ(α)‖.
Lemma 4. Let all the conditions in Lemma 3 hold. Then the following relations hold ∀k ≥ 0 and t ∈ [0,H]
‖θ¯k − θ¯k−τ(α)‖ ≤ 12BHατ(α)‖θ¯k‖+ 12BHατ(α) ≤ 2‖θ¯k‖+ 2. (15)
‖θ¯k − θ¯k−τ(α)‖2 ≤ 288B2H2α2τ2(α)‖θ¯k‖2 + 288B2H2α2τ2(α) ≤ 8‖θ¯k‖2 + 8. (16)
Finally, we present an upper bound for the bias caused by Markovian noise.
Lemma 5. Let all the conditions in Lemma 3 hold. Then we have
−
N∑
i=1
H−1∑
t=0
E
[〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉]
≤ 36NHαE
[
‖θ¯k − θ∗‖2
]
+ 36NHα (1 + ‖θ∗‖)2
+ 12(19L + 6B)NBH2ατ(α)E
[
‖θ¯k − θ∗‖2
]
+ 12(19L + 6B)NBH2 (1 + ‖θ∗‖)2 ατ(α). (17)
Our first main result in this paper is presented in the following Theorem, where we derive the rate of
Algorithm 1 under constant step sizes.
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Theorem 1. Let {θ¯k} and {θk,ti }, for all k ≥ 0 and t ∈ [1,H], be generated by Algorithm 1. In addition,
let the step size α satisfy (10). Then we have
E
[
‖θ¯k+1 − θ∗‖2
]
≤
(
1−
Hµα
N
)k+1−τ(α)
E
[
‖θ¯τ(α) − θ∗‖2
]
+
8NC
(
B2H + 9 + 3(19L + 6B)BH
)
(‖θ∗‖+ 1)2
µ
log(1/α)α. (18)
Remark 1. Under constant step sizes, the rate in (18) shows that the mean square errors generated by
Algorithm 1 decays to a ball surrounding the origin exponentially. As α decays to zero, this error also goes
to zero. Second, our rate is only different from the one using i.i.d data by a log factor, for example in [27].
This reflects the impact of Markovian randomness through the mixing time τ(α). Third, our upper bound
scales linearly on the number of local steps H.
Proof. By (12) we consider
‖θ¯k+1 − θ∗‖2 =
∥∥∥∥∥θ¯k − θ∗ − αN
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
= ‖θ¯k − θ∗‖2 +
∥∥∥∥∥ αN
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
−
2α
N
〈
θ¯k − θ∗,
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )
〉
= ‖θ¯k − θ∗‖2 +
∥∥∥∥∥ αN
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
−
2Hα
N
〈
θ¯k − θ∗, F (θ¯k)
〉
−
2α
N
〈
θ¯k − θ∗,
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
. (19)
First, using (9) and (13) we consider the second term on the right-hand side of (19)∥∥∥∥∥ αN
N∑
i=1
H−1∑
t=0
Fi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
≤
α2
N2
∣∣∣∣∣
N∑
i=1
H−1∑
t=0
B(‖θk,ti ‖+ 1)
∣∣∣∣∣
2
≤
α2
N2
∣∣∣∣∣
N∑
i=1
H−1∑
t=0
2B(‖θ¯k‖+ 1)
∣∣∣∣∣
2
≤ 4B2H2α2(‖θ¯k‖+ 1)2 ≤ 8B2H2α2‖θ¯k − θ∗‖2 + 8B2H2(‖θ∗‖+ 1)2α2. (20)
Second, by Assumption 3 we have
−
2Hα
N
〈
θ¯k − θ∗, F (θ¯k)
〉
≤ −
2Hµα
N
‖θ¯k − θ∗‖2. (21)
Thus, taking the expectation on both sides of (19) and using (17), (20), and (21) yields
E
[
‖θ¯k+1 − θ∗‖
]
≤
(
1−
2Hµα
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8B2H2α2E
[
‖θ¯k − θ∗‖2
]
+ 8B2H2(‖θ∗ + 1‖)2α2
+ 72Hα2E
[
‖θ¯k − θ∗‖2
]
+ 72Hα2 (1 + ‖θ∗‖)2
+ 24(19L + 6B)BH2α2τ(α)E
[
‖θ¯k − θ∗‖2
]
+ 24(19L + 6B)BH2 (1 + ‖θ∗‖)2 α2τ(α)
≤
(
1−
2Hµα
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
τ(α)α2E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2τ(α)α2.
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Recall that α satisfies (10) and by Lemma 1 τ(α) ≤ C log(1/α). Then the preceding relation yields (18),
i.e., for all k ≥ τ(α)
E
[
‖θ¯k+1 − θ∗‖
]
≤
(
1−
Hµα
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2τ(α)α2
≤
(
1−
Hµα
N
)k+1−τ(α)
E
[
‖θ¯τ(α) − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2τ(α)α2
k∑
t=τ(α)
(
1−
Hµα
N
)k−t
≤
(
1−
Hµα
N
)k+1−τ(α)
E
[
‖θ¯τ(α) − θ∗‖2
]
+
8NC
(
B2H + 9 + 3(19L + 6B)BH
)
(‖θ∗‖+ 1)2
µ
C log(1/α)α.
3.2 Time-varying step sizes
In this section, we derive the finite-time bound of Algorithm 1 under time-varying step sizes αk. We consider
αk being nonnegative, decreasing, and limk→∞ αk = 0. Thus, by Lemma 1 we have limk→∞ τi(αk)αk = 0
for all i ∈ [N ]. This implies that there exists a postive integer K∗ such that for all k ≥ K∗
k∑
t=k−τ(αk)
αt ≤ αk−τ(αk)τ(αk) ≤ min
{
log(2)
2BH
,
µ
8N (19B2H + 9 + 57LBH)
, 2α0
}
, (22)
where recall that τ(αk) = maxi τi(αk). For convenience, we denote by
αk;τ(αk) =
k∑
t=k−τ(αk)
αt. (23)
Under αk, we have from (3) for all k ≥ 0
θk,Hi = θ
k,0
i −
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i ) = θ¯
k −
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i ), (24)
which implies
θ¯k+1 = θ¯k −
1
N
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i ). (25)
Similar to the case of constant step sizes, we first consider the following three technical lemmas that
are useful for our main result presented in Theorem 2 below. For an ease of exposition, their proofs are
presented in the Appendix. The first lemma is to upper bound the norm of θi by the norm of θ¯.
Lemma 6. Let {θ¯k} and {θk,ti }, for all k ≥ 0 and t ∈ [1,H], be generated by Algorithm 1. In addition,
let the step size α satisfy (22). Then the following relations hold for all k ≥ 0 and t ∈ [0,H]
‖θk,ti ‖ ≤ 2‖θ¯
k‖+ 2BHαk ≤ 2‖θ¯
k‖+ 1. (26)
‖θk,ti − θ¯
k‖ ≤ 2BHαk‖θ¯
k‖+ 2BHαk. (27)
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Our next lemma is to provide an upper bound for the quantity ‖θ¯k − θ¯k−τ(α)‖.
Lemma 7. Let all the conditions in Lemma 6 hold. Then the following relations hold ∀k ≥ 0 and t ∈ [0,H]
‖θ¯k − θ¯k−τ(α)‖ ≤ 12BHαk;τ(αk)‖θ¯
k‖+ 12BHαk;τ(αk) ≤ 2‖θ¯
k‖+ 2. (28)
‖θ¯k − θ¯k−τ(α)‖2 ≤ 288B2H2α2k;τ(αk)‖θ¯
k‖2 + 288B2H2α2k;τ(αk) ≤ 8‖θ¯
k‖2 + 8. (29)
Finally, we present an upper bound for the bias caused by Markovian noise.
Lemma 8. Let all the conditions in Lemma 6 hold. Then we have
−
N∑
i=1
H−1∑
t=0
αk+tE
[〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉]
≤ 36NHα2kE
[
‖θ¯k − θ∗‖2
]
+ 36NHα2k (1 + ‖θ
∗‖)2
+ 12(19L + 6B)NBH2αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 12(19L + 6B)NBH2 (1 + ‖θ∗‖)2 αkαk;τ(αk).
(30)
The second main result in this paper is presented in the following theorem, where we study the rate of
Algorithm 1 under time-varying step sizes.
Theorem 2. Let {θ¯k} and {θk,ti }, for all k ≥ 0 and t ∈ [1,H], be generated by Algorithm 1. In addition,
let the step size αk = α/(k + 1) satisfy (22) where α = 2N/(Hµ) . Then we have for all k ≥ K
∗
E
[
‖θ¯k+1 − θ∗‖2
]
≤
(K∗)2E
[
‖θ¯K
∗
− θ∗‖2
]
(k + 1)2
+
16α2CH
(
B2H + 9 + 3(19L + 6B)BH
)
(‖θ∗‖+ 1)2 log
(
k+1
α
)
k + 1
· (31)
Remark 2. Here, we have the same observation as the one in Theorem 1, except now the rate is sublinear
due to time-varying step sizes. However, the mean square errors decay to zero instead of to a neighborhood
of the origin.
Proof. By (12) we consider
‖θ¯k+1 − θ∗‖2 =
∥∥∥∥∥θ¯k − θ∗ − 1N
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
= ‖θ¯k − θ∗‖2 +
∥∥∥∥∥ 1N
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
−
2
N
〈
θ¯k − θ∗,
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i )
〉
= ‖θ¯k − θ∗‖2 +
∥∥∥∥∥ 1N
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
−
2H
N
〈
θ¯k − θ∗, F (θ¯k)
H−1∑
t=0
αk+t
〉
−
2
N
〈
θ¯k − θ∗,
N∑
i=1
H−1∑
t=0
αk+t
(
Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
)〉
. (32)
First, using (9) and (26) we consider the second term on the right-hand side of (32)
∥∥∥∥∥ 1N
N∑
i=1
H−1∑
t=0
αk+tFi(θ
k,t
i ;X
k+t
i )
∥∥∥∥∥
2
≤
α2k
N2
∣∣∣∣∣
N∑
i=1
H−1∑
t=0
B(‖θk,ti ‖+ 1)
∣∣∣∣∣
2
≤
α2k
N2
∣∣∣∣∣
N∑
i=1
H−1∑
t=0
2B(‖θ¯k‖+ 1)
∣∣∣∣∣
2
≤ 4B2H2α2k(‖θ¯
k‖+ 1)2 ≤ 8B2H2α2k‖θ¯
k − θ∗‖2 + 8B2H2(‖θ∗ + 1‖)2α2k. (33)
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Second, by Assumption 3 we have
−
2H
N
〈
θ¯k − θ∗, F (θ¯k)
H−1∑
t=0
αk+t
〉
≤ −
2Hµ
∑H−1
t=0 αk+t
N
‖θ¯k − θ∗‖2 ≤
−2Hµ
N
αk‖θ¯
k − θ∗‖2. (34)
Thus, taking the expectation on both sides of (32) and using (30), (33), and (34) yields
E
[
‖θ¯k+1 − θ∗‖
]
≤
(
1−
2Hµαk
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8B2H2α2kE
[
‖θ¯k − θ∗‖2
]
+ 8B2H2(‖θ∗ + 1‖)2α2k
+ 72Hα2kE
[
‖θ¯k − θ∗‖2
]
+ 72Hα2k (1 + ‖θ
∗‖)2
+ 24(19L + 6B)BH2αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 24(19L + 6B)BH2 (1 + ‖θ∗‖)2 αkαk;τ(αk)
≤
(
1−
2Hµαk
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2αkαk;τ(αk). (35)
Recall that αk = α/(k + 1) satisfies (22) where α = 2N/(Hµ). Then we have
(k + 1)2
(
1−
Hµαk
N
)
= (k + 1)(k − 1) ≤ k2.
In addition, by Lemma 1 and (22) we have
(k + 1)αk;τ(αk) ≤
ατ(αk)(k + 1)
k + 1− τ(αk)
≤ 2ατ(αk) ≤ 2Cα log
(
k + 1
α
)
Thus, multiply both sides of (35) by (k + 1)2 yields
(k + 1)2E
[
‖θ¯k+1 − θ∗‖
]
≤ (k + 1)2
(
1−
Hµαk
N
)
E
[
‖θ¯k − θ∗‖2
]
+ 8H
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2αkαk;τ(αk)(k + 1)
2
≤ k2E
[
‖θ¯k − θ∗‖2
]
+ 8αH
(
B2H + 9 + 3(19L + 6B)BH
)
(‖θ∗‖+ 1)2αk;τ(αk)(k + 1)
≤ k2E
[
‖θ¯K
∗
− θ∗‖2
]
+ 16α2CH
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2 log
(
k + 1
α
)
≤ (K∗)2E
[
‖θ¯K
∗
− θ∗‖2
]
+ 16α2CH
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2
k∑
t=K∗
log
(
t+ 1
α
)
≤ (K∗)2E
[
‖θ¯K
∗
− θ∗‖2
]
+ 16α2CH
(
B2H + 9 + 3(19L+ 6B)BH
)
(‖θ∗‖+ 1)2k log
(
k + 1
α
)
,
which dividing both sides by (k + 1)2 yields (31).
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4 Motivating applications
In this section, we consider three concrete applications in federated learning [2, 3] and multi-task rein-
forcement learning [36], which can be formulated as problem (1). Thus, these problems can be solved by
Algorithm 1, and therefore, one can use our results to provide its theoretical guarantees.
4.1 Federated learning
In federated learning, multiple agents (clients or workers) collaboratively solve a machine learning problem
under the coordination of a centralized server [2, 3]. In stead of sharing the data to the server, the agents
run local updates of their models (parameters) based on their data, whose results are aggregated at the
server with the goal to find the global learning objective. Such an approach has gained much interests
recently due to its efficiency in data processing, system privacy, and operating costs.
A central problem in federated learning is distributed (or federated) optimization problems, where the
goal is to solve
minimize
θ∈Rd
G(θ) ,
1
N
N∑
i=1
Gi(θ). (36)
Here each Gi(θ) = EXi∼πi [Gi(θ,Xi)] is the loss function and πi is the distribution of the data located at
agent i. For i 6= j, πi and πj are very different, which is referred to as data heterogeneity across the agents.
The most popular method for solving (36) is the so-called local stochastic gradient descent (SGD) [21–27],
which can be viewed as a variant of Algorithm 1. In particular, let Fi(θ) = ∇Gi(θ) and Fi(θ,Xi) is its
stochastic (sub)gradient ∇Gi(θ,Xi). Then at each iteration k ≥ 0, each agent i initialize θ
k,0
i = θ¯
k and
runs H steps of local SGD to update θk,ti . These values are then aggregated by the server to update for
θ¯k+1, i.e.,
Agent i: θk,t+1i = θ
k,t
i − αk+t∇Gi(θ
k,t
i ,X
k+t
i ), θ
k,0
i = θ¯
k, t ∈ [0,H − 1]
Server: θ¯k+1 =
1
N
N∑
i=1
θk,Hi .
In federated optimization literature, it is often assumed that the sequence of samples {Xki } are sampled i.i.d
from πi and the resulting stochastic gradients are unbiased, i.e., ∇Gi(θ) = E[∇Gi(θ,X
k
i )]. In addition,
the variance of these samples is assumed to be bounded. These assumptions are obviously the special case
of the ones considered in this paper.
4.2 Distributed multi-task reinforcement learning
We consider a multi-task reinforcement learning problem over a network of N agents operating in N
different environments modeled by Markov random processes (MDPs). Here, each environment represents
a task assigned to each agent. We assume that the agents can communicate directly with a centralized
coordinator. This is a distributed multi-task reinforcement learning problem (MTRL) over multi-agent
systems, which can be mathematically characterized by using N different MDPs as follows.
Let Mi = (Si,Ai,Pi,Ri, γi) be a 5-tuple representing the discounted reward MDP at agent i, where
Si,Ai, and Pi are the set of states, action, and transition probability matrices, respectively. In addition,
Ri is the reward function and γi ∈ (0, 1) is the discount factor. Note that the set of states and actions
at the agents can (partially) overlap with each other, and we denote them by S = ∪iSi and A = ∪iAi.
We focus on randomized stationary policies (RSPs), where a policy π assigns to each s ∈ S a probability
distribution π(·|s) over A.
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Given a policy π, let V πi be the value function associated with the i-th environment,
V πi (si) = E
[
∞∑
k=0
γki Ri(s
k
i , a
k
i ) | s
0
i = si
]
, aki ∼ π(·|s
k
i ).
Similarly, we denote by Qπi the Q-function in the i-th environment
Qπi (si, ai) = E
[
∞∑
k=0
γki R(s
k
i , a
k
i ) | s
0
i = si, a
0
i = ai
]
.
Let ρi be an initial state distribution over Si and with some abuse of notation we denote the long-
term reward associated with this distribution as V πi (ρi) = Esi∼ρi [V
π
i (si)]. The goal of the agents is to
cooperatively find a policy π∗ that maximizes the total accumulative discounted rewards
max
π
V (π;ρ) ,
N∑
i=1
V πi (ρi), ρ =


ρ1
...
ρN

 . (37)
Treating each of the environments as independent RL problems would produce different policies π∗i , each
maximizing their respective V πi . The goal of MTRL is to to find a single π
∗ that balances the performance
across all environments. In the following, we present two fundamental problems in this area, which can
be formulated as problem (2). As a consequence, we can apply Algorithm 1 to solve these problems in a
distributed manner.
4.2.1 Distributed TD(λ) with linear function approximation
One of the most fundamental problems in RL is the so-called policy evaluation problems, where the goal
is to estimate the value function V π associated with a stationary policy π. This problem arises as a
subproblem in RL policy search methods, including policy iteration and actor-critic methods. Our focus
here is to study the multi-task variant of the policy evaluation problems, that is, we want to estimate
the sum of the value functions V πi of a stationary policy π. In addition, we study this problem when the
number of state space S is very large, motivating us to use function approximation. We consider the linear
function approximation V˜ θi of V
π
i parameterized by a weight vector θ ∈ R
L and given as
V˜ θi (s) =
L∑
ℓ=1
θℓφi,ℓ(s), ∀s ∈ S,
for a given set of L basis vectors φi,ℓ : S → R, ℓ ∈ {1, . . . , L}, where some examples of how to choose
these vectors can be found in [37]. Here we assume that φi,ℓ(s) = 0 if s /∈ Si, implying V˜
θ
i (s) = 0. We
are interested in the case L≪M = |S|. Our goal is to find θ∗ such that it provides a good approximation
of the sum of the value functions at the agents, i.e.,
N∑
i=1
V πi ≈
N∑
i=1
Φiθ
∗,
where Φi ∈ R
M×L is the feature matrix, whose i-th row is φi(s) ∈ R
L, the feature vector of the agent i
φi(s) = (φi,1(s), . . . , φi,L(s))
T ∈ RL.
Distributed TD(λ). For solving this problem, we consider a distributed variant of TD(λ), originally
studied in [38] and analyzed explicitly in [15, 16, 39]. For simplicity, we consider the case λ = 0, while
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the case of λ ∈ [0, 1] can be done in a similar manner. In particular, each agent i maintains an estimate
θi of θ
∗ and the centralized coordinator maintains θ¯, the averages of these θi. At each iteration k ≥ 0,
each agent i initialize θk,0i = θ¯
k and runs H steps of local TD(0) to update θk,ti . These values are then
aggregated by the server to update for θ¯k+1, i.e., set θk,0i = θ¯
k and for all t ∈ [0,H − 1]
Agent i: θk,t+1i = θ
k,t
i + αk+t
(
Rk+ti + γφi(s
k+t+1
i )
T θk,ti − φi(s
k+t
i )
T θk,ti
)
φi(s
k+t
i )
T
Server: θ¯k+1 =
1
N
N∑
i=1
θk,Hi ,
(38)
where Rki = Ri(s
k
i , a
k
i ) and {s
k
i , s
k+1
i ,R
k
i } is the data tuple observed at time k at agent i.
Let {Xki } =
{
(ski , s
k+1
i , a
k
i )
}
be a Markov chain. The update above can be viewed as a local stochastic
approximation for finding the root of some linear operator. Indeed, let Ai(X
k
i ) and bi(X
k
i ) be defined as
Ai(X
k
i ) = φ(s
k
i )(γφ(s
k+1
i )− φ(s
k
i )
T ,
bi(X
k
i ) = R
k
i φ(s
k
i ).
Moreover, let πi be the stationary distribution of the underlying Markov chain {X
k
i } and
Ai = Eπi
[
Ai(X
k
i )
]
, bi = Eπi
[
bi(X
k
i )
]
.
Thus, in this case if we consider
Fi(θ
k
i ;X
k
i ) = −Ai(X
k
i )θ
k
i − bi(X
k
i ),
then (38) is a variant of Algorithm 1 where each Fi is linear in θ. In this case, the local TD(0) seeks to
find θ∗ satisfying
N∑
i=1
Aiθ
∗ + bi = 0.
To establish the convergence of (38) the following conditions are assumed in the literature [15,16,39].
Assumption 4. The instantaneous rewards at the agents are uniformly bounded, i.e., there exist a constant
R such that |Ri(s, s
′) | ≤ R, for all s, s ∈ S and i ∈ [N ].
Assumption 5. For each i ∈ [N ], the feature vectors {φi,ℓ}, for all ℓ ∈ {1, . . . , L}, are linearly independent,
i.e., the matrix Φi has full column rank. In addition, we assume that all feature vectors φi(s) are uniformly
bounded, i.e., ‖φi(s)‖ ≤ 1.
Assumption 6. Each Markov chain {Xki } is irreducible and aperiodic.
Under Assumption 4–6 one can verify that Assumptions 1–3 hold [39]. For example, under these
assumptions each Ai is a negative definite matrix, i.e., x
T
Aix < 0 for all x.
4.2.2 Distributed Q-learning with linear function approximation
In this section, we consider a distributed variant of the classic Q-learning method [40] for solving problem
(37). Similar to the case of TD(λ), we focus on the linear function approximation Q˜θi of Qi parameterized
by a weight vector θ ∈ RL and defined as
Q˜θi (s, a) =
L∑
ℓ=1
θℓφi,ℓ(s, a), ∀(s, a) ∈ S ×A
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for a given set of L basis vectors φi,ℓ : S × A → R, ℓ ∈ 1, . . . , L. We assume again that φi,ℓ(s, a) = 0 is
either s /∈ Si or a /∈ Ai, implying Q˜
θ
i (s, a) = 0. Let Φi ∈ R
|S||A|×L be the feature matrix, whose i-th row
is φi(s, a) = (φi,1(s, a), . . . , φi,L(s, a)
T . The the goal of distributed Q-learning is to solve
N∑
i=1
Φiθ =
N∑
i=1
ΠTi[Φiθ],
where Π denotes the projection on the linear subspace of the feature vectors and Ti is the Bellman operator
associated with Q function at environment i; see for example [20].
For solving this problem, we consider a distributed variant of Q-learning [20,41,42]. In particular, each
agent i maintains an estimate θi of θ
∗ and the centralized coordinator maintains θ¯, the averages of these
θi. At each iteration k ≥ 0, each agent i initialize θ
k,0
i = θ¯
k and runs H steps of local Q-learning to
update θk,ti . These values are then aggregated by the server to update for θ¯
k+1, i.e., set θk,0i = θ¯
k and for
all t ∈ [0,H − 1]
Agent i: θk,t+1i = θ
k,t
i + αk+t
(
Rk+ti + γmax
a′
φi(s
k+t+1
i , a
′)T θk,ti − φi(s
k+t
i , a
k+t)T θk,ti
)
φi(s
k+t
i , a
k+t)T
Server: θ¯k+1 =
1
N
N∑
i=1
θk,Hi , (39)
where Rki = Ri(s
k
i , a
k
i ) and {s
k
i , s
k+1
i , a
k
i } is the sample trajectory generated by some behavior policy σi
at agent i. Let Xki = {s
k
i , a
k
i , s
k+1
i } be a Markov chain. We denote the nonlinear mapping Fi as
Fi(θ;X
k) = φi(s
k, ak)
[
R(sk, ak) + γmax
a
φi(s
k+1, a)T θ − φi(s
k, ak)T θ
]
,
and Fi(θ) = Eπi
[
Fi(θ;X
k)
]
, where πi is the stationary distribution of {X
k
i }. Then the goal of (39) is to
find θ∗ such that
N∑
i=1
Fi(θ
∗) = 0.
Under proper assumptions, for example see [20, Theorem 1], one can verify that Assumptions 1–3 hold.
Thus, we can apply our results in Theorems 1 and 2 to derive the finite-time performance bound for
distributed Q-learning in (39).
5 Concluding remark
This paper studies local stochastic approximation over a network of agents, where the data at each agent
are generated from a Markov process. Our main contribution is to provide a finite-time bound for the
convergence of mean square errors generated by the algorithm to zero. Our results generalized the existing
literature, where the data at the agents are i.i.d, and therefore, the current approach cannot be applied to
some algorithms in multi-task reinforcement learning over multi-agent systems.
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A Proofs of Lemmas 3–8
A.1 Proof of Lemma 3
We first show (13). Indeed, by (3) and (9) we have for any t ∈ [0,H − 1]
‖θk,t+1i − θ
k,t
i ‖ = α‖Fi(θ
k,t
i ;X
k+t
i )‖ ≤ Bα(‖θ
k,t
i ‖+ 1), (40)
which gives
‖θk,t+1i ‖ ≤ (1 +Bα)‖θ
k,t
i ‖+Bα ≤ (1 +Bα)
t+1‖θk,0i ‖+Bα
t∑
u=0
(1 +Bα)t−u.
Using the relation 1 + x ≤ ex for all x ≥ 0 into the preceding equation gives (13), i.e.,
‖θk,t+1i ‖ ≤ e
Bα(t+1)‖θk,0i ‖+Bαte
Bαt ≤ eBαH‖θk,0i ‖+BHαe
BαH ≤ 2‖θ¯k‖+ 2BHα ≤ 2‖θ¯k‖+ 1,
where the second inequality is due to (10), i.e., HBα ≤ log(2)/2τ(α) ≤ log(2), and recall that θk,0i = θ¯
k.
Next, using (40) and (13) we obtain for all t ∈ [0,H − 1]
‖θk,t+1i − θ
k,t
i ‖ ≤ 2Bα‖θ¯
k‖+ 2B2Hα2 +Bα, (41)
16
which implies (14), i.e., for all t ∈ [1,H] we have
‖θk,ti − θ¯
k‖ =
∥∥∥∥∥
t−1∑
u=0
θk,u+1i − θ
k,u
i
∥∥∥∥∥ ≤
t−1∑
u=0
‖θk,u+1i − θ
k,u
i ‖
≤ 2Bαt‖θ¯k‖+ 2B2Hα2t+Bαt ≤ 2BHα‖θ¯k‖+ 2B2H2α2 +BHα
≤ 2BHα‖θ¯k‖+ 2BHα,
where the last inequality is due to (10).
A.2 Proof of Lemma 4
We first show (15). Using (12) and (9) we have
‖θ¯k+1‖ − ‖θ¯k‖ ≤ ‖θ¯k+1 − θ¯k‖ ≤
α
N
N∑
i=1
H−1∑
t=0
‖Fi(θ
k,t
i ;X
k+t
i )‖
≤
α
N
N∑
i=1
H−1∑
t=0
B
(
‖θk,ti ‖+ 1
)
≤ BHα
(
‖θ¯k‖+ 1
)
+
α
N
N∑
i=1
H−1∑
t=0
B‖θk,ti − θ¯
k‖,
which when using (14) and BHα ≤ log(2)/2 (from (10)) gives
‖θ¯k+1‖ − ‖θ¯k‖ ≤ ‖θ¯k+1 − θ¯k‖ ≤ BHα
(
‖θ¯k‖+ 1
)
+BHα
(
2BHα‖θ¯k‖+ 2BHα
)
≤ 2BHα‖θ¯k‖+ 2BHα, (42)
The preceding relation yields
‖θ¯k+1‖ ≤ (1 + 2BHα)‖θ¯k‖+ 2BHα.
Using the relation 1 + x ≤ ex for all x ≥ 0, the equation above gives for all t ∈ [k − τ(α), k − 1]
‖θ¯t‖ ≤ (1 + 2BHα)t−k+τ(α)‖θ¯k−τ(α)‖+ 2BH
t−1∑
u=k−τ(α)
α(1 + 2BHα)t−u−1
≤ (1 + 2BHα)τ(α)‖θ¯k−τ(α)‖+ 2BHατ(α)(1 + 2BHα)t−1−k+τ(α)
≤ e2BHατ(α)‖θ¯k−τ(α)‖+ 2BHατ(α)(1 + 2BHα)τ(α) ≤ e2BHατ(α)‖θ¯k−τ(α)‖+ 2BHατ(α)e2BHατ(α)
≤ 2‖θ¯k−τ(α)‖+ 4BHατ(α),
where the last inequality is due to (10), i.e., 2HBτ(α)α ≤ log(2). Using the preceding relation we have
from (42)
‖θ¯k − θ¯k−τ(α)‖ ≤
k−1∑
t=k−τ(α)
‖θ¯t+1 − θ¯t‖ ≤
k−1∑
t=k−τ(α)
2BHα(‖θ¯t‖+ 1)
≤ 2BHα
k−1∑
t=k−τ(α)
(
2‖θ¯k−τ(α)‖+ 4BHατ(α)
)
+ 2BHατ(α)
≤ 4BHατ(α)‖θ¯k−τ(α)‖+ 4BHατ(α),
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where the last inequality is due to (10), i.e., 2HBτ(α)α ≤ log(2) ≤ 1/2. Using the preceding inequality
and the triangle inequality yields
‖θ¯k − θ¯k−τ(αk)‖ ≤ 4BHατ(α)‖θ¯k − θ¯k−τ(α)‖+ 4BHατ(α)‖θ¯k‖+ 4BHατ(α)
≤
2
3
‖θ¯k − θ¯k−τ(α)‖+ 4BHατ(α)‖θ¯k‖+ 4BHατ(α),
where the last inequality we use (10) to have 2BHτ(αk)α ≤ log(2) ≤ 1/3. Rearranging the equation
above yields (15)
‖θ¯k − θ¯k−τ(α)‖ ≤ 12BHατ(α)‖θ¯k‖+ 12BHατ(α) ≤ 2‖θ¯k‖+ 2.
Taking square on both sides of the preceding relation and using the Cauchy-Schwarz inequality yield (16)
‖θ¯k − θ¯k−τ(α)‖2 ≤ 288B2H2α2τ2(α)‖θ¯k‖2 + 288B2H2α2τ2(α) ≤ 8‖θ¯k‖2 + 8.
A.3 Proof of Lemma 5
Consider
−
N∑
i=1
H−1∑
t=0
〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
= −
N∑
i=1
H−1∑
t=0
〈
θ¯k − θ¯k−τ(α), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
= −
N∑
i=1
H−1∑
t=0
〈
θ¯k − θ¯k−τ(α), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i )
〉
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i ;X
k+t
i )
〉
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i )− Fi(θ¯
k−τ(α))
〉
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ¯
k−τ(α))− Fi(θ¯
k)
〉
. (43)
We first consider the second term on the right-hand side of (43). Let Fk be the set containing all the
information generated by Algorithm 1 up to time k. Then, using (8) we have
−
N∑
i=1
H−1∑
t=0
E
[〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i )
〉
| Fk+t−τ(α)
]
= −
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗,E
[
Fi(θ
k−τ(α),t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i ) | Fk+t−τ(α)
]〉
≤
N∑
i=1
H−1∑
t=0
∥∥∥θ¯k−τ(α) − θ∗∥∥∥ ∣∣∣E [Fi(θk−τ(α),ti ;Xk+ti )− Fi(θk−τ(α),ti ) | Fk+t−τ(α)]∣∣∣
≤
N∑
i=1
H−1∑
t=0
α
∥∥∥θ¯k−τ(α) − θ∗∥∥∥ (∥∥∥θk−τ(α),ti ∥∥∥+ 1) = NHα ∥∥∥θ¯k−τ(α) − θ∗∥∥∥ (∥∥∥θk−τ(α),ti ∥∥∥+ 1) ,
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which by using the triangle inequality and (13) yields
−
N∑
i=1
H−1∑
t=0
E
[〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i )
〉
| Fk+t−τ(α)
]
≤ NHα
(
‖θ¯k − θ¯k−τ(α)‖+ ‖θ¯k − θ∗‖
) (
2‖θ¯k−τ(α)‖+ 2BHα+ 1
)
≤ NHα
(
‖θ¯k − θ¯k−τ(α)‖+ ‖θ¯k − θ∗‖
) (
2‖θ¯k − θ¯k−τ(α)‖+ 2‖θ¯k‖+ 2
)
≤ 2NHα
(
2‖θ¯k‖+ 2 + ‖θ¯k − θ∗‖
) (
3‖θ¯k‖+ 3
)
≤ 6NHα
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
‖θ¯k − θ∗‖+ 1 + ‖θ∗‖
)
≤ 18NHα
(
‖θ¯k − θ∗‖+ 1 + ‖θ∗‖
)2
≤ 36NHα
(
‖θ¯k − θ∗‖
)2
+ 36NHα (1 + ‖θ∗‖)2 , (44)
where the third inequality is due to (15) and the last inequality is due to the Cauchy-Schwarz inequality.
Next, we consider the third term on the right-hand side of (43). Indeed, using (6) we have
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
‖θ¯k−τ(α) − θ∗‖‖θk,ti − θ
k−τ(α),t
i ‖
≤ L
N∑
i=1
H−1∑
t=0
‖θ¯k−τ(α) − θ∗‖
(
‖θk,ti − θ¯
k‖+ ‖θ¯k − θ¯k−τ(α)‖+ ‖θ¯k−τ(α) − θ
k−τ(α),t
i ‖
)
. (45)
Similarly, using (6) we consider the last two terms on the right-hand sides of (43)
−
N∑
i=1
H−1∑
t=0
(〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i )− Fi(θ¯
k−τ(α))
〉
+
〈
θ¯k−τ(α) − θ∗, Fi(θ¯
k−τ(α))− Fi(θ¯
k)
〉)
≤ L
N∑
i=1
H−1∑
t=0
‖θ¯k−τ(α) − θ∗‖
(
‖θ
k−τ(α),t
i − θ¯
k−τ(α)‖+ ‖θ¯k − θ¯k−τ(α)‖
)
,
which by adding to (45) yields
−
N∑
i=1
H−1∑
t=0
(〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i )− Fi(θ¯
k−τ(α))
〉
+
〈
θ¯k−τ(α) − θ∗, Fi(θ¯
k−τ(α))− Fi(θ¯
k)
〉)
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
‖θ¯k−τ(α) − θ∗‖
(
‖θk,ti − θ¯
k‖+ 2‖θ
k−τ(α),t
i − θ¯
k−τ(α)‖+ 2‖θ¯k − θ¯k−τ(α)‖
)
.
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Using (14), (16), and the triangle inequality into the preceding relation yields
−
N∑
i=1
H−1∑
t=0
(〈
θ¯k−τ(α) − θ∗, Fi(θ
k−τ(α),t
i )− Fi(θ¯
k−τ(α))
〉
+
〈
θ¯k−τ(α) − θ∗, Fi(θ¯
k−τ(α))− Fi(θ¯
k)
〉)
−
N∑
i=1
H−1∑
t=0
〈
θ¯k−τ(α) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(α),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
(
‖θ¯k−τ(α) − θ¯k‖+ ‖θ¯k − θ∗‖
)
×
(
2BHα‖θ¯k‖+ 4BHα‖θ¯k−τ(α)‖+ 6BHα+ 24BHατ(α)‖θ¯k‖+ 18BHατ(α)
)
≤ LNH
(
2‖θ¯k‖+ 2 + ‖θ¯k − θ∗‖
) (
26BHατ(α)‖θ¯k‖+ 24BHατ(α) + 4BHα‖θ¯k−τ(α) − θ¯k‖+ 4BHα‖θ¯k‖
)
≤ LNH
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
38BHατ(α)‖θ¯k‖+ 32BHατ(α)
)
≤ LNH
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
38BHατ(α)‖θ¯k − θ∗‖+ 38BH(‖θ∗‖+ 1)ατ(α)
)
≤ 114LBNH2ατ(α)
(
‖θ¯k − θ∗‖+ ‖θ∗‖+ 1
)2
≤ 228LBNH2ατ(α)
(
‖θ¯k − θ∗‖
)2
+ 228LBNH2ατ(α) (‖θ∗‖+ 1)2 . (46)
Finally, we consider the first term on the right-hand side of (43). Using (13), (15), and (9) we consider
−
N∑
i=1
H−1∑
t=0
〈
θ¯k − θ¯k−τ(α), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
≤ B
N∑
i=1
H−1∑
t=0
∥∥∥θ¯k − θ¯k−τ(α)∥∥∥ (‖θk,ti ‖+ ‖θ¯k‖+ 2)
≤ B
N∑
i=1
H−1∑
t=0
(
12BHατ(α)‖θ¯k‖+ 12BHατ(α)
) (
3‖θ¯k‖+ 2 + 2BHα
)
≤ 12NB2H2ατ(α)
(
‖θ¯k‖+ 1
)
(3‖θ¯k‖+ 3) ≤ 36NB2H2ατ(α)(‖θ¯k‖+ 1)2
≤ 36NB2H2ατ(α)(‖θ¯k − θ∗‖+ ‖θ∗‖+ 1)2
≤ 72NB2H2ατ(α)‖θ¯k − θ∗‖2 + 72NB2H2(1 + ‖θ∗‖)2ατ(α), (47)
where in the third inequality we use (10) to have 2BHα ≤ 1. Finally, taking the expectation on both sides
of (43) and using (44), (46), and (47) yields (17)
−
N∑
i=1
H−1∑
t=0
E
[〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉]
≤ 36NHαE
[
‖θ¯k − θ∗‖2
]
+ 36NHα (1 + ‖θ∗‖)2 + 228LBNH2ατ(α)E
[
‖θ¯k − θ∗‖2
]
+ 228LBNH2ατ(α) (‖θ∗‖+ 1)2 + 72NB2H2ατ(α)E
[
‖θ¯k − θ∗‖2
]
+ 72NB2H2(1 + ‖θ∗‖)2ατ(α)
≤ 36NHαE
[
‖θ¯k − θ∗‖2
]
+ 36NHα (1 + ‖θ∗‖)2
+ 12(19L + 6B)NBH2ατ(α)E
[
‖θ¯k − θ∗‖2
]
+ 12(19L + 6B)NBH2 (1 + ‖θ∗‖)2 ατ(α).
A.4 Proof of Lemma 6
We first show (26). Indeed, by (3) and (9) we have for any t ∈ [0,H − 1]
‖θk,t+1i − θ
k,t
i ‖ = αk+t‖Fi(θ
k,t
i ;X
k+t
i )‖ ≤ Bαk+t(‖θ
k,t
i ‖+ 1), (48)
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which gives
‖θk,t+1i ‖ ≤ (1 +Bαk+t)‖θ
k,t
i ‖+Bαk+t ≤
t∏
u=0
(1 +Bαk+u)‖θ
k,0
i ‖+B
t∑
u=0
αk+u
t∏
ℓ=u+1
(1 +Bαk+ℓ).
Using the relation 1+x ≤ ex for all x ≥ 0 into the preceding equation and since αk is decreasing we obtain
(26), i.e., for t ∈ [0,H − 1]
‖θk,t+1i ‖ ≤ exp
{
B
t∑
u=0
αk+u
}
‖θk,0i ‖+B
t∑
u=0
αk+u exp

B
t∑
ℓ=u+1
αk+ℓ


≤ exp{BHαk}‖θ
k,0
i ‖+B
t∑
u=0
αk+u exp{BHαk}
≤ 2‖θ¯k‖+ 2BHαk,
where the second inequality is (22), i.e., HBαk ≤ log(2), and recall that θ
k,0
i = θ¯
k. Next, using (48) and
(26) and since αk is decreasing we obtain for all t ∈ [0,H − 1]
‖θk,t+1i − θ
k,t
i ‖ ≤ Bαk
(
‖θk,ti ‖+ 1
)
≤ 2Bαk‖θ¯
k‖+ 2B2Hα2k +Bαk, (49)
which implies (14), i.e., for all t ∈ [1,H] we have
‖θk,ti − θ¯
k‖ =
∥∥∥∥∥
t−1∑
u=0
θk,u+1i − θ
k,u
i
∥∥∥∥∥ ≤
t−1∑
u=0
‖θk,u+1i − θ
k,u
i ‖
≤ 2Bαkt‖θ¯
k‖+ 2B2Hα2kt+Bαkt ≤ 2BHαk‖θ¯
k‖+ 2B2H2α2k +BHαk
≤ 2BHαk‖θ¯
k‖+ 2BHαk,
where the last inequality is due to (22).
A.5 Proof of Lemma 7
We first show (28). Using (25) and (9) we have
‖θ¯k+1‖ − ‖θ¯k‖ ≤ ‖θ¯k+1 − θ¯k‖ ≤
1
N
N∑
i=1
H−1∑
t=0
αk+t‖Fi(θ
k,t
i ;X
k+t
i )‖
≤
1
N
N∑
i=1
H−1∑
t=0
Bαk+t
(
‖θk,ti ‖+ 1
)
≤ BHαk
(
‖θ¯k‖+ 1
)
+
1
N
N∑
i=1
H−1∑
t=0
Bαk+t‖θ
k,t
i − θ¯
k‖,
which when using (27) and BHαk ≤ log(2)/2 (from (22)) gives
‖θ¯k+1‖ − ‖θ¯k‖ ≤ ‖θ¯k+1 − θ¯k‖ ≤ BHαk
(
‖θ¯k‖+ 1
)
+BHαk
(
2BHαk‖θ¯
k‖+ 2BHαk
)
≤ 2BHαk‖θ¯
k‖+ 2BHαk, (50)
The preceding relation yields
‖θ¯k+1‖ ≤ (1 + 2BHαk)‖θ¯
k‖+ 2BHαk.
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Using the relation 1 + x ≤ ex for all x ≥ 0, the equation above gives for all t ∈ [k − τ(αk), k − 1]
‖θ¯t+1‖ ≤
t∏
u=k−τ(αk)
(1 + 2BHαu)‖θ¯
k−τ(αk)‖+ 2BH
t−1∑
u=k−τ(αk)
αu
t∏
ℓ=u+1
(1 + 2BHαℓ)
≤ exp


t∑
u=k−τ(αk)
2BHαu

 ‖θ¯k−τ(αk)‖+ 2BH
t−1∑
u=k−τ(αk)
αu exp


t∑
ℓ=u+1
2BHαℓ


≤ 2‖θ¯k−τ(αk)‖+ 4BH
t−1∑
u=k−τ(αk)
αu,
where the last inequality is due to (22), i.e., 2HBαk;τ(αk) ≤ log(2). Using the preceding relation we have
from (50)
‖θ¯k − θ¯k−τ(αk)‖ ≤
k−1∑
t=k−τ(αk)
‖θ¯t+1 − θ¯t‖ ≤
k−1∑
t=k−τ(αk)
2BHαt(‖θ¯
t‖+ 1)
≤ 2BH
k−1∑
t=k−τ(α)
αt

2‖θ¯k−τ(α)‖+ 4BH t−1∑
u=k−τ(αk)
αu

+ 2BHαk;τ(αk)
≤ 4BHαk;τ(αk)‖θ¯
k−τ(α)‖+ 4BHαk;τ(αk),
where the last inequality is due to (22), i.e., 2HBαk;τ(αk) ≤ log(2) ≤ 1/2. Using the preceding inequality
and the triangle inequality yields
‖θ¯k − θ¯k−τ(αk)‖ ≤ 4BHαk;τ(αk)‖θ¯
k − θ¯k−τ(α)‖+ 4BHαk;τ(αk)‖θ¯
k‖+ 4BHαk;τ(αk)
≤
2
3
‖θ¯k − θ¯k−τ(α)‖+ 4BHαk;τ(αk)‖θ¯
k‖+ 4BHαk;τ(αk),
where the last inequality we use (22) to have 2BHαk;τ(αk) ≤ log(2) ≤ 1/3. Rearranging the equation
above yields (15)
‖θ¯k − θ¯k−τ(α)‖ ≤ 12BHαk;τ(αk)‖θ¯
k‖+ 12BHαk;τ(αk) ≤ 2‖θ¯
k‖+ 2.
Taking square on both sides of the preceding relation and using the Cauchy-Schwarz inequality yield (16)
‖θ¯k − θ¯k−τ(α)‖2 ≤ 288B2H2α2k;τ(αk)‖θ¯
k‖2 + 288B2H2α2k;τ(αk) ≤ 8‖θ¯
k‖2 + 8.
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A.6 Proof of Lemma 8
Consider
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
= −
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k − θ¯k−τ(αk), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
= −
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k − θ¯k−τ(αk), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i )
〉
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i ;X
k+t
i )
〉
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i )− Fi(θ¯
k−τ(αk))
〉
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ¯
k−τ(αk))− Fi(θ¯
k)
〉
. (51)
We first consider the second term on the right-hand side of (51). Let Fk be the set containing all the
information generated by Algorithm 1 up to time k. Then, using (8) we have
−
N∑
i=1
H−1∑
t=0
αk+tE
[〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i )
〉
| Fk+t−τ(αk)
]
= −
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗,E
[
Fi(θ
k−τ(αk),t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i ) | Fk+t−τ(αk)
]〉
≤
N∑
i=1
H−1∑
t=0
αk+t
∥∥∥θ¯k−τ(αk) − θ∗∥∥∥ ∣∣∣E [Fi(θk−τ(αk),ti ;Xk+ti )− Fi(θk−τ(αk),ti ) | Fk+t−τ(αk)
]∣∣∣
≤
N∑
i=1
H−1∑
t=0
αk+tαk
∥∥∥θ¯k−τ(αk) − θ∗∥∥∥ (∥∥∥θk−τ(αk),ti ∥∥∥+ 1) = NHα2k ∥∥∥θ¯k−τ(αk) − θ∗∥∥∥ (∥∥∥θk−τ(αk),ti ∥∥∥+ 1) ,
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which by using the triangle inequality and (26) yields
−
N∑
i=1
H−1∑
t=0
αk+tE
[〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i )
〉
| Fk+t−τ(αk)
]
≤ NHα2k
(
‖θ¯k − θ¯k−τ(αk)‖+ ‖θ¯k − θ∗‖
) (
2‖θ¯k−τ(αk)‖+ 2BHαk + 1
)
≤ NHα2k
(
‖θ¯k − θ¯k−τ(αk)‖+ ‖θ¯k − θ∗‖
) (
2‖θ¯k − θ¯k−τ(αk)‖+ 2‖θ¯k‖+ 2
)
≤ 2NHα2k
(
2‖θ¯k‖+ 2 + ‖θ¯k − θ∗‖
) (
3‖θ¯k‖+ 3
)
≤ 6NHα2k
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
‖θ¯k − θ∗‖+ 1 + ‖θ∗‖
)
≤ 18NHα2k
(
‖θ¯k − θ∗‖+ 1 + ‖θ∗‖
)2
≤ 36NHα2k
(
‖θ¯k − θ∗‖
)2
+ 36NHα2k (1 + ‖θ
∗‖)2 , (52)
where the third inequality is due to (28) and the last inequality is due to the Cauchy-Schwarz inequality.
Next, we consider the third term on the right-hand side of (51). Indeed, using (6) we have
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
αk+t‖θ¯
k−τ(αk) − θ∗‖‖θk,ti − θ
k−τ(αk),t
i ‖
≤ L
N∑
i=1
H−1∑
t=0
αk+t‖θ¯
k−τ(αk) − θ∗‖
(
‖θk,ti − θ¯
k‖+ ‖θ¯k − θ¯k−τ(αk)‖+ ‖θ¯k−τ(αk) − θ
k−τ(αk),t
i ‖
)
. (53)
Similarly, using (6) we consider the last two terms on the right-hand sides of (51)
−
N∑
i=1
H−1∑
t=0
αk+t
(〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i )− Fi(θ¯
k−τ(αk))
〉
+
〈
θ¯k−τ(αk) − θ∗, Fi(θ¯
k−τ(αk))− Fi(θ¯
k)
〉)
≤ L
N∑
i=1
H−1∑
t=0
αk+t‖θ¯
k−τ(αk) − θ∗‖
(
‖θ
k−τ(αk),t
i − θ¯
k−τ(αk)‖+ ‖θ¯k − θ¯k−τ(αk)‖
)
,
which by adding to (53) yields
−
N∑
i=1
H−1∑
t=0
αk+t
(〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i )− Fi(θ¯
k−τ(αk))
〉
+
〈
θ¯k−τ(αk) − θ∗, Fi(θ¯
k−τ(αk))− Fi(θ¯
k)
〉)
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
αk+t‖θ¯
k−τ(αk) − θ∗‖
(
‖θk,ti − θ¯
k‖+ 2‖θ
k−τ(αk),t
i − θ¯
k−τ(αk)‖+ 2‖θ¯k − θ¯k−τ(αk)‖
)
.
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Using (27), (28), and the triangle inequality into the preceding relation yields
−
N∑
i=1
H−1∑
t=0
αk+t
(〈
θ¯k−τ(αk) − θ∗, Fi(θ
k−τ(αk),t
i )− Fi(θ¯
k−τ(αk))
〉
+
〈
θ¯k−τ(αk) − θ∗, Fi(θ¯
k−τ(αk))− Fi(θ¯
k)
〉)
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k−τ(αk) − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ
k−τ(αk),t
i ;X
k+t
i )
〉
≤ L
N∑
i=1
H−1∑
t=0
αk+t
(
‖θ¯k−τ(αk) − θ¯k‖+ ‖θ¯k − θ∗‖
) (
2BHαk‖θ¯
k‖+ 2BHαk + 4BHαk‖θ¯
k−τ(αk)‖+ 4BHαk−τ(αk)
)
+
+ L
N∑
i=1
H−1∑
t=0
αk+t
(
‖θ¯k−τ(αk) − θ¯k‖+ ‖θ¯k − θ∗‖
) (
24BHαk;τ(αk)‖θ¯
k‖+ 24BHαk;τ(αk)
)
≤ LNBH2αk
(
2‖θ¯k‖+ 2 + ‖θ¯k − θ∗‖
) (
26αk;τ(αk)‖θ¯
k‖+ 30αk;τ(αk) + 4αk‖θ¯
k−τ(αk) − θ¯k‖+ 4αk‖θ¯
k‖
)
≤ LNBH2αk
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
30αk;τ(αk)‖θ¯
k‖+ 30αk;τ(αk) + 8αk‖θ¯
k‖+ 8αk
)
≤ 38LNBH2αkαk;τ(αk)
(
3‖θ¯k − θ∗‖+ 2 + 2‖θ∗‖
) (
‖θ¯k‖+ 1
)
≤ 114LNBH2αkαk;τ(αk)
(
‖θ¯k − θ∗‖+ 1 + ‖θ∗‖
)2
≤ 228LNBH2αkαk;τ(αk)‖θ¯
k − θ∗‖2 + 228LNBH2αkαk;τ(αk) (‖θ
∗‖+ 1)2 . (54)
Finally, we consider the first term on the right-hand side of (51). Using (26), (28), and (9) we consider
−
N∑
i=1
H−1∑
t=0
αk+t
〈
θ¯k − θ¯k−τ(αk), Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉
≤ B
N∑
i=1
H−1∑
t=0
αk+t
∥∥∥θ¯k − θ¯k−τ(αk)∥∥∥ (‖θk,ti ‖+ ‖θ¯k‖+ 2)
≤ B
N∑
i=1
H−1∑
t=0
αk+t
(
12BHαk;τ(αk)‖θ¯
k‖+ 12BHαk;τ(αk)
)(
3‖θ¯k‖+ 3
)
≤ 36NB2H2αkαk;τ(αk)
(
‖θ¯k‖+ 1
)2
≤ 36NB2H2αkαk;τ(αk)(‖θ¯
k − θ∗‖+ ‖θ∗‖+ 1)2
≤ 72NB2H2αkαk;τ(αk)‖θ¯
k − θ∗‖2 + 72NB2H2(1 + ‖θ∗‖)2αkαk;τ(αk), (55)
where in the third inequality we use (22) to have 2BHα ≤ 1. Finally, taking the expectation on both sides
of (51) and using (52), (54), and (55) yields (30), i.e.,
−
N∑
i=1
H−1∑
t=0
αk+tE
[〈
θ¯k − θ∗, Fi(θ
k,t
i ;X
k+t
i )− Fi(θ¯
k)
〉]
≤ 36NHα2k
(
‖θ¯k − θ∗‖
)2
+ 36NHα2k (1 + ‖θ
∗‖)2 + 228LBNH2αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 228LBNH2αkαk;τ(αk) (‖θ
∗‖+ 1)2 + 72NB2H2αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 72NB2H2(1 + ‖θ∗‖)2αkαk;τ(αk)
≤ 36NHα2kE
[
‖θ¯k − θ∗‖2
]
+ 36NHα2k (1 + ‖θ
∗‖)2
+ 12(19L + 6B)NBH2αkαk;τ(αk)E
[
‖θ¯k − θ∗‖2
]
+ 12(19L + 6B)NBH2 (1 + ‖θ∗‖)2 αkαk;τ(αk).
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