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ON THE STRUCTURE OF ISOMETRICALLY EMBEDDABLE METRIC
SPACES
KATHLEEN NOWAK, CARLOS ORTIZ MARRERO, AND STEPHEN J. YOUNG
Abstract. Since its popularization in the 1970s the Fiedler vector of a graph has become a stan-
dard tool for clustering of the vertices of the graph. Recently, Mendel and Noar, Dumitriu and
Radcliffe, and Radcliffe and Williamson have introduced geometric generalizations of the Fiedler
vector. Motivated by questions stemming from their work we provide structural characterizations
for when a finite metric space can be isometrically embedded in a Hilbert space.
1. Introduction
Since the work of Fiedler [11, 12, 13], the spectrum of the combinatorial Laplacian L = T − A,
where A is the adjacency matrix of a connected, simple graph G = (V,E) and T is the diagonal
matrix of degrees, has received significant attention as a means of partitioning the vertices of the
graph, see for instance [20, 35]. Specifically, the smallest non-zero eigenvalue and its associated
eigenvector (typically referred to as the algebraic connectivity, a(G), and the Fiedler vector) have
been used to create bipartitions with guaranteed quality metrics [1, 8, 31, 40, 41, 42]. More
recently, the smallest non-zero eigenvalue λ2(G) of the normalized Laplacian, L = T−1/2LT−1/2 =
I − T−1/2AT−1/2, and its associated eigenvector (which is sometimes also referred to as the Fiedler
vector) have also been used to perform Fiedler-like clustering [33, 39]. It is worth mentioning that
both a(G) and λ2(G) have numerous connections to structural properties of graphs beyond graph
partitioning, see for instance [5, 6, 9, 14, 32].
Over the past decade or so, there have been several works generalizing the ideas and quality
bounds of the Fiedler partitioning schemes to multi-way partitions [2, 24, 26, 27, 33]. Generally,
the idea behind these approaches has been to use the eigenvectors associated with the k smallest
non-zero eigenvalues to define a mapping from the vertices into Rk. At this point an approximation
of a geometric clustering algorithm, such as k-means, is used to form the multi-way partitions.
Recently an alternative generalization of the Fiedler vector has been developed by Mendel and
Naor for the combinatorial Laplacian [28, 29, 30] and subsequently by Radcliffe and Williamson
[36], and Dumitriu and Radcliffe [10] for the normalized Laplacian. These generalizations are rooted
in the observation that, via the Courant-Fischer theorem, there is some functional form R such
that a(G) and λ2(G) can be expressed as minf : V→RR(f). Furthermore, this functional form can
be manipulated so that it depends only on (f(u)− f(v))2, which is the square of the standard
distance metric on R. Thus, one can naturally defined the geometric Fiedler vector by replacing R
with an arbitrary metric space (X, d) and considering λ(G,X) = minf : V→X R(f).
This definition leads naturally to the question of when can the geometric Fiedler vector be
thought of as an eigenvector of some linear operator. Specifically, which finite metric spaces (X, d)
are consistent with a definition of orthogonality, i.e. can be isometrically embedded in a Hilbert
space. Although this question can be answered from an analytical point of view by the Schoenberg
Embedding Theorem [37, 38], we instead approach the question from a more structural viewpoint.
Specifically, for every metric (X, d) associate the critical graph G = (X,E) with weights given
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by d and edge set given by
{
{u, v} ∈ (X2 ) : ∀z 6= u, v d(u, v) < d(u, z) + d(z, v)}. In this work we
will provide a complete characterization of the unweighted critical graphs corresponding to met-
rics which are isometrically embeddable in a Hilbert space. Additionally, we provide structural
characteristics of weighted critical graphs that are isometrically embeddable in a Hilbert space.
2. Schoenberg’s Spectral Characterization
Although we are taking a structural point of view by identifying critically graphs corresponding
to isometrically embeddable metric spaces, the analytic embedding theorem of Schoenberg will play
a key role in our analysis [37, 38]. Before stating Schoenberg’s result we need to define what it
means for a bi-variate function on a metric space to be conditionally negative definite. To that end,
let (X, d) be a metric space. A function ψ : X ×X → R is called conditionally negative definite if
for any x1, x2, . . . xn ∈ X and α1, α2, . . . , αn ∈ R such that
∑n
j=1 αj = 0, we have
n∑
i,j=1
αiαjψ(xi, xj) ≤ 0.
With terminology in hand we can now state the following theorem:
Schoenberg Embedding Theorem. Let (X, d) be a metric space. There exists a Hilbert space
H and an isometry φ : X → H if and only if d2 is conditionally negative definite.
As we are dealing with finite metric spaces, it will be helpful to rephrase Schoenberg’s result
in terms of matrices. Specifically, given a finite metric space (X, d) define D to be the squared
distance matrix for the metric, that is, Dxy = d(x, y)
2. From Schoenberg’s result we have that
(X, d) is isometrically embeddable into a Hilbert space if and only if
max
α∈Rn
α⊥1
αTDα ≤ 0,
where 1 is the all ones vector. Further, note that,
max
α∈Rn
α⊥1
αTDα = max
v∈Rn
vT
(
I − 1
n
J
)T
D
(
I − 1
n
J
)
v,
where J = 1T1 is the matrix of all ones. Hence, (X, d) is isometrically embeddable if and only if(
I − 1nJ
)T
D
(
I − 1nJ
)
is negative semi-definite.
Although not necessary for our study of critical graphs, it is interesting to note that the
standard proofs of Schoenberg’s result for finite metric spaces, see for instance [34], are con-
structive. Specifically, given an arbitrary fixed point x0 ∈ X, the Hilbert space is given by
H = {∑x∈X αxkx : αx ∈ R} with 〈kx, ky〉 = d(x, x0)2+d(y, x0)2−d(x, y)2 and the isometry is given
by φ(x) = 1√
2
kx for all x. In particular, the Hilbert space is isomorphic to the Hilbert space on R
|X|
with the inner product given by αTKβ for α, β ∈ R|X| and Kx,y = d(x, x0)2 + d(y, x0)2 − d(x, y)2.
Since the kernel function K completely determines the Hilbert space it is worth addressing how
the choice of x0 affects K. To that end consider the metric space formed by shortest path distances
on P3, the path with three vertices. When considering the three K matrices generated by the
vertices of P3 we get 
0 0 00 2 4
0 4 8

 ,

 2 0 −20 0 0
−2 0 2

 , and

8 4 04 2 0
0 0 0

 .
The left and right kernels are clearly similar, reflecting the unique non-trivial automorphism of P3,
but one can easily see that the central kernel is not similar to the left or the right kernel by noting
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that the trace is 4 as compared with 10. To our knowledge it is unknown if given generating points
x, x′ ∈ X resulting in Hilbert spaces H, H′ and isometries φ, φ′ there is an isometry ψ between H
and H′ such that φ′ = ψ ◦ φ.
3. Prior Work
Besides the work of Schoenberg there is an extensive literature devoted to understanding the na-
ture of embedding metric spaces in other spaces, typically Hilbert spaces. The work that is perhaps
closest in spirit to this work is recent work towards determining the structure of (strictly) condition-
ally negative definite matrices [21, 22, 43]. In particular, the work of Joziak and Winkler [22, 43]
is very similar to this work in spirit, in that they concern themselves with the graphical structures
that result in conditionally negative definite matrices. Specifically, they consider when the matrix
for the shortest path metric in a graph is conditionally negative definite. In contrast with these
works, we will be focussed on when the entrywise square of the distance matrix is conditionally
negative definite. Somewhat surprisingly, this results in significantly different characterizations.
Specifically, Joziak shows that a large class of graphs including trees and odd cycles are condition-
ally negative definite and we show that almost all of these metrics are not isometrically embeddable
in a Hilbert space with the only exceptions being the path and the triangle.
If, instead of requiring an isometric embedding into a Hilbert space, we allow for the distances
between elements to contract we end up considering what are termed low-distortion embeddings.
A survey of this broad ranging field is beyond the scope of this work but an introduction by Indyk
and Matous¸ek can be found in [15]. At this point we would be remiss if we did nto also mention
the connection between the geometric Fiedler vector for the normalized Laplacian over the metric
generated by K2. Specifically, in this case the geometric Fiedler vector gives the solution to the
Sparsest-Cut problem with pairwise unit demands. This problem is known to be NP-complete
and thus can only be approximately solved efficiently. Several of these approximation schemes
involve calculating an auxiliary metric via linear programming and then embedding this metric in
Euclidean space with small distortion. In fact, the guarantees on the distortion often directly lead
to the approximation guarantees for the algorithm. See for instance [4, 3, 7, 23, 25].
Finally, we wish to mention the work of Graham and Winkler who consider the question of
whether a graph G can be isometrically embedded in a graph G∗ which is the Cartesian product of
simpler graphs. Although there is no universal graph H such that every graph can be isometrically
embedded in Hm for some m, Graham and Winkler provide, given a graph G, a canonical means
of constructing factors and a product graph G∗ such that there exists an isometric embedding of
G in to G∗ [16, 17, 18, 19].
4. Structural Characterizations of Isometric Embeddings
There is a natural correspondence between finite metric spaces and connected weighted graphs.
For a connected weighted graph G = (V,E,w), the shortest path distance is a metric on V .
Conversely, given a metric space (X, d), we say that a weighted graph G = (V,E,w) repre-
sents or generates the metric if there exists a bijection φ : X → V such that for all x, x′ ∈ X,
dG(φ(x), φ(x
′)) = dX(x, x′). For example, (X,
(
X
2
)
, d) generates the metric space (X, d). However,
this graph representation is not unique. One can often remove edges from this graph without al-
tering the metric. We will show, however, that there is a unique minimal graph representing the
metric and that this graph is the critical graph for the metric.
Proposition 1. For any finite metric space the associated critical graph is the unique graph with
the minimum number of edges that generates the metric.
Proof. Let (X, d) be a finite metric space and let G = (X,E,w) be the critical graph that is
associated to the metric. First we will show that G generates the metric (X, d). To that end, let
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dG(·, ·) be the metric on X induced by G. Since dG is the shortest path metric on G, we have that
for any u 6= v, there exists a path u = x0, x1, . . . , xt+1 = v in G such that
dG(u, v) =
t∑
i=0
w(xi, xi+1) =
t∑
i=0
d(xi, xi+1) ≥ d(u, v).
Thus dG is an upper bound on d. Suppose now that d 6= dG, then the set {{u, v} : d(u, v) < dG(u, v)}
is non-empty and hence has an element (x, y) which minimizes d(x, y). Now since d(x, y) < dG(x, y)
we know that x 6∼ y in G, and thus there is some other element z ∈ X such that d(x, y) =
d(x, z) + d(z, y). But by the construction of {x, y}, d(x, z) = dG(x, z) and d(z, y) = dG(z, y), and
hence d(x, y) < dG(x, y) ≤ dG(x, z) + dG(z, y) = d(x, z) + d(z, y) = d(x, y), a contradiction.
To complete the proof it suffices to show that every edge in the critical graph G must be present
in every graph that generates the metric space (X, d). However, this is obvious as if {x, y} ∈ E then
d(x, y) < d(x, z) + d(z, y) for every z other than x or y, and thus the metric can not be recovered
for {x, y} via any non-trivial path. 
From the discussion above, it suffices to view a finite metric space as a weighted graph adorned
with the shortest path distance. Let H be a weighted graph metric with squared distance matrix
D. Then, as remarked above, H can be isometrically embedded into a Hilbert space if and only if
min
α∈Rn
α⊥1
αTDα ≤ 0.
Next we characterize which weighted graphs satisfy this criterion.
4.1. Unweighted Graphs. We first consider the case where the weights in the critical graph are
all the same, that is, where the critical graph may be viewed as an unweighted graph.
Theorem 1. Let H = (V,E,w) be a weighted graph with weight function w = 1. Then H can be
isometrically embedded in a Hilbert space if and only if H is a path or a complete graph.
Proof. We start by analyzing the subgraph induced by the closed neighborhood of a vertex.
Claim 1. If min
α∈Rn
α⊥1
αTDα ≤ 0, then for any vertex v with dv > 2, H[N [v]] must be complete.
Proof. Suppose that H contains a vertex v of degree at least three such that H[N [v]] 6= Kdv+1.
Let u and w be non-adjacent neighbors of v and let z be a third neighbor. Note that the graph H ′
induced by {v, u, z, w} is a shortest path subgraph of H. Further, H ′ must be one of the graphs
shown in Figure 1 with corresponding submatrix of D. In each case, there exists a vector α such
that αTDα > 0. For example, if the vertices are ordered starting with v, u,w, z, then assigning α
to be (−3, 1, 1, 1, 0, . . . , 0), (4,−1,−1,−2, 0, . . . 0), and (1,−1, 1,−1, 0, . . . , 0) for configurations (a),
(b), and (c), respectively, yields αTDα > 0. 
Now suppose that we can isometrically embed H in a Hilbert space. Then by the previous claim,
H must be a cycle, path, or complete graph. Next, we show that H cannot be a cycle of length
greater than three.
Claim 2. If min
α∈Rn
α⊥1
αTDα ≤ 0, then H 6= Cn for n ≥ 4.
Proof. Suppose that H = Cn for some n ≥ 4. If n = 2k is even, then by labeling the vertices
sequentially (see Figure 2) and ordering them starting with 0, 2k − 1, k − 1, k, D has the following
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❅
u z w
v


0 1 1 1
1 0 4 4
1 4 0 4
1 4 4 0


(a)
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✉
 
 
 
 
 
❅
❅
❅
❅
❅
u z w
v


0 1 1 1
1 0 1 4
1 1 0 4
1 4 4 0


(b)
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✉
 
 
 
 
 
❅
❅
❅
❅
❅
u z w
v


0 1 1 1
1 0 1 4
1 1 0 1
1 4 1 0


(c)
Figure 1. Possible Neighborhood Configurations and Associated Principle Submatrices
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(b) Odd Cycle
Figure 2. Cycle Labellings
principal submatrix 

0 1 (k − 1)2 k2
1 0 k2 (k − 1)2
(k − 1)2 k2 0 1
k2 (k − 1)2 1 0

 .
Then setting α = (1,−1,−1, 1, 0, . . . , 0), αTDα = 8(k − 1) > 0. If n = 2k + 1 is odd, then labeling
the vertices sequentially (see Figure 2) and ordering them starting with 0, 1, k, k + 1, D has the
following principal submatrix 

0 1 k2 k2
1 0 (k − 1)2 k2
k2 (k − 1)2 0 1
k2 k2 1 0

 .
Then setting α = (1,−1, 1,−1, 0, . . . , 0), αTDα = 2(2k − 3) > 0.

Finally, we show that if H is a path or complete graph then D is conditionally negative definite.
First suppose that H = Kn and consider α ∈ Rn such that α ⊥ 1. Then D = A = J − I,
α = (α1, α2, . . . , αn−1,−
∑n−1
i=1 αi), and α
TDα = −〈α,α〉 ≤ 0. Now suppose that H = Pn. By our
previous observation, it suffices to show that M :=
(
I − 1nJ
)
D
(
I − 1nJ
)
is negative semidefinite.
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Now, Dij = (i− j)2 so
Mij = (i− j)2 − 1
n
n∑
k=1
(k − j)2 − 1
n
∑
ℓ=1
n(ℓ− i)2 + 1
n2
n∑
k=1
n∑
ℓ=1
(k − ℓ)2
= (i2 − 2ij + j2)− 1
n
(
n(i2 + j2)− 2
n∑
k=1
k(i+ j) + 2
n∑
k=1
k2
)
+
1
n2
n∑
k=1
n∑
ℓ=1
(k2 − 2kℓ+ ℓ2)
= −2ij + 2
n
(
n+ 1
2
)
(i+ j)− 2
n2
(
n+ 1
2
)(
n+ 1
2
)
= −2
(
i− 1
n
(
n+ 1
2
))(
j − 1
n
(
n+ 1
2
))
.
Thus, M = −2vvT where vi =
(
i− 1n
(n+1
2
))
so M is negative semidefinite as desired. 
4.2. Weighted Graphs. The goal of this section is to describe the structure of isometrically
embeddable metric spaces when the associated critical graphs are allowed to have edge weights
other than zero. Specifically, we will provide a complete characterization of all 2-connected critical
graphs that have a weighting which admits an isometric embedding of the associated metric space.
By simple enumeration it is easy to see that all connected graphs on at most three vertices admit a
weighting so that the associated metric may be isometrically embedding in a Hilbert space. Thus,
to begin our characterization we provide a complete characterization of critical graphs on four
vertices that admit an isometrically embeddable weighting.
Lemma 1. Let (X, d) be a metric space with 4 elements that can be isometrically embedded into
a Hilbert space. Let G = (X,E,w) be the critical graph associated with (X, d), then G is either a
path, K4, or K4 − e.
Proof. Denote the elements of X by x1, x2, x3, x4 and suppose that G is not complete. As G is
necessarily connected, we may assume, without loss of generality, that x2 ∼ x3, x3 ∼ x4, and
x2 6∼ x4. Further, we may also assume that d(x2, x4) = d(x2, x3) + d(x3, x4). For simplicity of
notation, denote d(xi, xj) by dij . Now by Schoenberg’s Embedding Theorem, for any choice of
α1, α2, α3 ∈ R, the vector α = (α1, α2, α3,−α1−α2−α3)T must satisfy αTDα ≤ 0 where Dij = d2ij .
We now note that
αTDα = 2

− 3∑
i=1
d2i4α
2
i +
∑
1≤i<j≤3
(
d2ij − d2i4 − d2j4
)
αiαj


= 2

−
(
3∑
i=1
di4αi
)2
+
∑
1≤i<j≤3
(
d2ij − (di4 − dj4)2
)
αiαj


= 2

−
(
3∑
i=1
di4αi
)2
+
(
d212 − (d14 − d24)2
)
α1α2 +
(
d213 − (d14 − d34)2
)
α1α3

 ,
where the last equality comes from the fact that d24 = d23 + d34. Thus, if α1 is chosen to be
−d24α2−d34α3/d14, we have that
αTDα = 2α1
((
d212 − (d14 − d24)2
)
α2 +
(
d213 − (d14 − d34)2
)
α3
)
Letting
u =
[
d24
d34
]
, v =
[
d212 − (d14 − d24)2
d213 − (d14 − d34)2
]
, and w =
[
α2
α3
]
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we have that
αTDα = − 2
d14
〈u,w〉 〈v,w〉 .
But as the choice of w is arbitrary in R2, this implies that there exists some non-negative constant
c such that v = cu as otherwise there is a some w such that 〈u,w〉 〈v,w〉 < 0.
We now consider the shortest path between x1 and x4 in the critical graph G of (X, d). This path
is either (x1, x2, x3, x4), (x1, x3, x4), or (x1, x4). In the first case G is a path, so consider the case
where the shortest path is x1, x3, x4. In this case we have that d14 = d13+ d34, and d13 < d12+ d23.
Substituting the value for d14 into the equation for v, we have
v =
[
d212 − (d13 + d34 − d24)2
d213 − (d13 + d34 − d34)2
]
=
[
d212 − (d13 − d23)2
0
]
.
But, as d13 < d12 + d23 and d23 < d13 + d12, we have that the first component of v is non-zero.
Thus, as both components of u are strictly positive, there is no non-negative constant c such that
v = cu, a contradiction.
At this point we may assume that the critical graph contains the edge {x1, x4}. But then we
have that d14 < d13+ d34 and d34 < d14+ d13 and so the second component of v is strictly positive.
By the same argument as above, this implies that the first component of v is strictly positive, and
in particular that d12 > |d14 − d24|. Thus the required constant c is strictly positive. Now the
existence of such a constant is equivalent to v2u1 − v1u2 = 0. Combining this with the fact that
d24 = d23 + d34, we get that
(1) 0 = v2u1 − v1u2 = d23d213 − d23d214 + d34d213 − d34d212 + d34d223 + d23d234.
At this point we may consider the shortest path between x1 and x2 in the critical graph of
(X, d). As above, there are two non-path choices, namely, x1, x2 and x1, x3, x2. First assume that
the shortest path is x1, x3, x2 and hence d12 = d13 + d23. Substituting into Equation 1, we have
that
0 = d23d
2
13 − d23d214 + d34d213 − d34 (d13 + d23)2 + d34d223 + d23d234
= d23d
2
13 − d23d214 − 2d34d13d23 + d23d234
= d23
[
d213 − d214 − 2d34d13 + d234
]
= d23
[
(d13 − d34)2 − d214
]
.
But this implies that |d13 − d34| = d14 and hence, either d13 = d14 + d34 and x1 6∼ x3 or d34 =
d13 + d14 and x3 6∼ x4. Both cases contradict our assumptions so we may assume that x1 ∼ x2 in
the critical graph.
We now consider whether x1 and x3 are adjacent in the critical graph. If x1 6∼ x3, then either
d13 = d12 + d23 or d13 = d14 + d34. Substituting into equation 1 we get
0 = d23
[
(d12 + d23 + d34)
2 − d214
]
and
0 = d34
[
(d34 + d14)
2 + d223 + 2d14d34 − d214
]
,
respectively. Both of these equations are obviously false, yielding x1 ∼ x3. Thus, we have that the
critical graph of (X, d) is either a path, K4, or K4 − e. 
It is relatively easy to construct infinite families of distinct metrics with integer distances whose
critical graphs are P4, K4, or K4 − e and are embeddable into a Hilbert space. For instance, for
K4 − e we have:
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Observation 1. There exists an infinite family of isometrically embeddable metric spaces (X, d)
on four elements such that the critical graph for (X, d) is K4 − e and d is integer valued. Further,
each metric can be isometrically embedded in R2.
Proof. Fix z ∈ N and (pi, qi) for i = 1, 2, 3 such that piqi = z and pi ≡ qi (mod 2). Define
xi =
(
p2i−q2i
2 , 0
)
for i = 1, 2, 3, and x4 = (0, z). Then, since
(
piqi,
p2i−q2i
2 ,
p2i+q
2
i
2
)
are three integers
that form a Pythagorean triple for i = 1, 2, 3, the submetric space of R2 on these four points has
K4 − e as a critical graph and integer weights as desired. 
We can use the complete characterization of 4-element embeddable metrics to show that paths
are the unique class of 1-connected, weighted. isometrically embeddable, critical graphs.
Lemma 2. Let (X, d) be a metric space that can be isometrically embedded into a Hilbert space
and let G = (X,E, d) be the critical graph associated with (X, d). G is either a path or 2-connected
and further, if {u, v} is a vertex cut, then u ∼ v.
Proof. Suppose that G contains a cut vertex. If every cut vertex has degree 2, G is a path. Thus,
suppose that G contains a cut vertex v of degree at least 3. Let x, y, and z be neighbors of v such
z belongs to a different component of G \ v than both x and y. Then x, v, z and y, v, z are shortest
paths in G. Thus, the critical graph of the submetric space on {v, x, y, z} is either the claw or
the claw with a single additional edge, both of which are forbidden. Thus, G is either a path or
2-connected.
Now suppose that G is strictly 2-connected and let {u, v} be a cut set such that u 6∼ v. Let
C1, C2, . . . , Ck denote the components of G\{u, v} and let Hi := G[{u, v}∪V (Ci)]. Note that since
G has no cut vertices each Hi has a shortest path from u to v, say Pi. One of these shortest paths
must be the shortest path in G, say P1 in H1. Since u 6∼ v, P1 and P2 contain vertices x and y,
respectively, different from u and v.
Now consider the critical graph G′ of the submetric on {u, v, x, y}. Since P1 is a shortest path in
G, d(u, x) + d(x, v) = d(u, v) and so the edge {u, v} is not present in G′. Further, since no shortest
path from u or v to x in G contains y, u, x, v is a path in G′. Next, observe that a shortest path
from x to y in G must go through either u or v. Thus, the edge {x, y} is not present in G′. Now
since G′ is connected, y is adjacent to at least one of u and v. Without loss of generality, assume
that the edge {y, u} is present. If the edge {y, v} is also present, we are done since the critical
graph of G′ is C4, a contradiction.
Thus, suppose that {y, v} is not present. Then d(y, v) = d(y, u) + d(u, v) so P2 is not a shortest
path in G. Further, there exists a vertex y′ adjacent to y on P2 between y and v. Now starting
from y and moving along P2, we eventually find adjacent vertices zu and zv such that a shortest
path from zu to v goes through u and a shortest path from zv to v does not. Now consider the
critical graph G′′ of the submetric on {u, v, zu, zv}. Since P2 is not a shortest path in G, the edge
{u, v} must be present. Additionally, the edge {zu, zv} is present as zu and zv are adjacent in G.
Then since a shortest path from zv to u in G must go through either zu or v, we see that the edge
{zv , u} is not present. In the same vain, we also have that the edge {zu, v} is not present. Finally,
by the selection of zu and zv, the edges {zu, u} and {zv, v} are present. Thus, we find that G′′ is
C4, a contradiction. 
Finally we complete the characterization of isometrically embeddable 2-connected critical graphs
by providing a complete listing of 2-connected critical graphs that have an isometric embedding.
Theorem 2. Let (X, d) be a metric space that can be isometrically embedded into a Hilbert space.
Let G = (X,E,w) be the critical graph associated with (X, d). If G is 2-connected, but not 3-
connected, then G contains a Hamiltonian path v1, . . . , v|X| and further, there is some 2 ≤ k ≤
|X| − 1 such that vi ∼ vj if and only if |i− j| = 1 or i < k < j.
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(b) k = 2
Figure 3. 6 Vertex Critical Graphs with Isometric Embeddings by Theorem 2
Proof. Since by assumption G is 2-connected and not 3-connected, there exists some pair of elements
{u, v} such that G− {u, v} is disconnected. Furthermore, from Lemma 2 we know that u ∼ v. We
first show that G − {u, v} has precisely two components. To that end, suppose not and let x, y, z
be in distinct components. Now consider the shortest paths between these elements, pairwise.
Since {u, v} is a cut and the vertices are in separate components, each such shortest path must
pass through either u or v. By the pigeonhole principle, one of u or v has at least two shortest
paths passing through it. Without loss of generality suppose this is u and the two shortest paths
passing through it are beween x and y as well as between x and z. Now consider the submetric
induced by {x, y, z, u}. Since x, y, z are all in different components, vertex u has degree three in the
critical graph associated to this metric. Furthermore, since the shortest path between x and either
y or z passes through u, the edges {x, y} and x, z are not present in the critical graph. Thus, the
associated critical graph is either a claw or a claw plus an edge, neither of which are isometrically
embeddable by Lemma 1. Hence, G− {u, v} has precisely two components.
Now for any x ∈ X other than u or v, define Vx as the set of elements w in X such that a
shortest path between x and w passes through v and that w and x are in different components of
G− {u, v}. Define Ux analogously. We note that if a, b ∈ Vx, then the critical graph associated to
the submetric induced by {v, x, a, b} has no edge from x to either a or b. Thus, since the entire
metric is isometrically embeddable, the associated critical graph must be a path. Furthermore, this
implies that the elements of Vx are totally ordered by distance to x, G[Vx] is a path, and for any
two vertices in Vx there exists a shortest path between them that is entirely contained in G[Vx].
Now suppose there exists some a ∈ Vx∩Ux and consider the induced metric formed by {x, u, v, a}.
Note that we may rescale the distances in the submetric so that d(x, a) = 1 without affecting the
isometric embeddablility of the submetric. In this case, letting d(x, u) = ǫ, d(x, v) = δ, and
d(u, v) = γ we have that
D =


0 1 δ2 ǫ2
1 0 (1− δ)2 (1− ǫ)2
δ2 (1− δ)2 0 γ2
ǫ2 (1− ǫ)2 γ2 0


up to rearrangment of the columns. If we consider α of the form [1,−ζ,−1, ζ] then we have that
αTDα = −2(1 + γ2)ζ + 2 (ζǫ2 + ζ(1− δ)2 − δ2 − ζ2(1− ǫ)2)
= −2 (δ2 − (1 + γ2 − ǫ2 − (1− δ)2) ζ + (1− ǫ)2ζ2) .
Viewing αTDα as a function of ζ we have that the discriminant is(
1 + γ2 − ǫ2 − (1− δ)2)2 − 4δ2(1 − ǫ)2,
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which is strictly positive so long as 1 + γ2 − ǫ2 − (1 − δ)2 − 2δ(1 − ǫ) > 0. Observing that by the
triangle inequality, γ2 > (δ − ǫ)2, we have that
1 + γ2 − ǫ2 − (1− δ)2 − 2δ(1 − ǫ) > 1 + (δ − ǫ)2 − ǫ2 − (1− δ)2 − 2δ(1 − ǫ)
= 1 + δ2 − 2δǫ+ ǫ2 − ǫ2 − 1 + 2δ − δ2 − 2δ + 2δǫ
= 0.
Thus the discriminate is strictly positive and so there exists some choice of ζ such that αTDα > 0,
contradicting the embedability of (X, d). As a consequence we have that Vx ∩ Ux = ∅ for all
x ∈ X − {u, v}. In particular, if a and b are in different components of G − {u, v} then there is
precisely one of {u, v} that lies on all of the shortest paths between a and b.
Suppose there exists some pair a ∈ Ux ∪{u} and b ∈ Vx ∪{v} such that a 6∼ b. Let w be a vertex
on a shortest path between a and b and consider the submetric determined by {a, b, w, x}. Without
loss of generality assume that w lies in Ux∪{u}. Since the distances to u in Ux∪{u} can be totally
ordered, this implies that either w is closer to u than a or w is farther from u than a. In the former
case, we have that the critical graph is a claw plus an edge, and is not isometrically embeddable
in a Hilbert space. In the later case, recalling that Ux ∩ Vx = ∅ we have that the critical graph is
C4 and hence is not isometrically embeddable in a Hilbert space. Thus, if x is a vertex adjacent
to both u and v, there is a path Vx, v, x, u, Ux and every element in Vx ∪ {v} is adjacent to every
element in Ux ∪ {u}. As a consequence, to complete the proof it suffices to show that there exists
some 2-cut in G such that there is a component containing precisely one vertex.
To that end, suppose that Vx = ∅ and let u = u0, u1, u2, . . . , ut be the ordering of elements of
Ux ∪ {u} in terms of increasing distance to u. Now note that the only neighbors of ut are ut−1 and
v and hence {ut−1, v} is a 2-cut with a component having precisely one element. By applying an
analogous argument in the case Ux = ∅, we may assume without loss of generality that for any
vertex x ∈ X − {u, v}, both Ux and Vx are non-empty.
Now choose some a ∈ Ux and b ∈ Vx and consider Va. Since Ua and Va are disjoint, x 6∈ Va,
and thus there exists some z ∈ Va such that z 6= x. Now suppose that the shortest paths between
b and z goes through v, and consider the submetric induced by {v, x, b, z}. As all shortest paths
between x and b, as well as z and b go through v, the associated critical graph has v as vertex of
degree 3 and no edges between {x, z} and b. Thus the associated critical graph is either a claw or
a claw plus an edge, and hence is not isometrically embeddable in a Hilbert space. Hence, we have
that the shortest paths between b and z pass through u. Now, by the fact that all shortest paths
between vertices in opposite components pass through precisely one of u and v, we have that
d(x, u) + d(u, a) < d(x, v) + d(v, a)
d(x, v) + d(v, b) < d(x, u) + d(u, b)
d(z, u) + d(u, b) < d(z, v) + d(v, b)
d(z, v) + d(v, a) < d(z, u) + d(u, a).
Summing these inequalities and cancelling we get 0 < 0, a contradiction. Thus there exists some
vertex x such that one of Ux and Vx is empty, completing the proof. 
It is easy to find weighting for the classe graphs described in Theorem 2 so that it is the critical
graph of a metric space which is isometrically embeddable in a Hilbert space. Specifically, fix some
pair of positive integers, k and n such that 2 ≤ k ≤ n and let Sn,k = {(0, 0)} ∪ {(i, 0): 1 ≤ i < k} ∪
{(0, j) : 1 ≤ n− k} ⊆ N2. Consider the critical graph induced by (S, d) where d is the standard
distance metric on N2. The critical graph G for this metric consists of a path (k − 1, 0), (k −
2, 0), . . . , (0, 0), (0, 1), (0, 2), . . . , (0, n − k) as well as edges between any pair of points (x, 0) and
(0, y) where x, y 6= 0. That is, G has a Hamiltonian path with an identified non-endpoint vertex,
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(a) Embedding Yielding Figure 3a
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(b) Embedding Yielding Figure 3b
Figure 4. Embeddings in R2 of Metrics with Critical Graphs Given in Figure 3
(0, 0), and every pair of vertices on opposite sides of (0, 0) are connected by an edge. Observing
that N2 sits isometrically in the standard Hilbert space on R2 completes the construction.
5. Geometric Spectrum of the Normalized Laplacian
In this section, we will show how the ability to embed a metric space (X, d) isometrically allows
the concept of a geometric Fiedler vector to be extended to a geometric spectra for the graph with
respect to the metric space (X, d). For the sake of specificity, we will use the geometric Fiedler
vector for the normalized Laplacian as defined by Radcliffe and Williamson [36] and Dumitriu
and Radcliffe [10]. To that end, recall that given a connected graph G = (V,E), the normalized
Laplacian is defined as
L = I − T−1/2AT−1/2
where A and T are the adjacency and diagonal degree matrix of G, respectively. Specifically,
Lxy =


1 if x = y
−1√
dxdy
if {x, y} ∈ E
0 otherwise
,
where dx is the degree of vertex x in the graph G. Now the 0 eigenvalue for L is given by T 1/21
and thus by the Courant-Fisher Theorem,
λ2 = min
x⊥T 1/21
〈x,Lx〉
〈x, x〉 .
Following the standard transformation in [9], we have that
〈x,Lx〉
〈x, x〉 =
〈
x, T−1/2LT−1/2x
〉
〈x, x〉 =
〈
T−1/2x,LT−1/2x
〉
〈x, x〉 =
〈f, Lf〉〈
T 1/2f, T 1/2f
〉 = ∑u∼v(f(u)− f(v))2∑
v f(v)
2dv
,
where f = T−1/2x. We will follow the terminology of [9] and refer to f as a harmonic eigenvector for
L. It is worth noting that the harmonic eigenvectors generate the same spectrum as the standard
eigenvectors. In particular,
λ2 = min
f⊥T1
∑
u∼v(f(u)− f(v))2∑
v f(v)
2dv
.
Furthermore, following the derivation in [9] the restriction on f can be relaxed;
λ2 = min
f⊥T1
∑
u∼v(f(u)− f(v))2∑
v f(v)
2dv
= min
f
∑
u∼v(f(u)− f(v))2∑
v
(
f(v)− f¯)2 dv
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= min
f non-constant
Vol(G)
∑
u∼v(f(u)− f(v))2∑
u,v (f(u)− f(v))2 dudv
,
where f¯ =
∑
v f(v)dv
Vol(G) and Vol(G) =
∑
v dv . From this formulation, the geometric Fiedler vector can
be defined by noticing that (f(u)− f(v))2 can be viewed as the squared distance between f(u) and
f(v) on R. Thus the geometric Fiedler value of the normalized Laplacian over the metric (X, d) is
defined as
λ2(G,X) = min
f : V→X
f non-constant
Vol(G)
∑
u∼v d(f(u), f(v))
2∑
u,v d(f(u), f(v))
2dudv
.
Now suppose that G can be isometrically embedded via φ into a Hilbert space H with kernel
function K. Denote by ‖·‖H and 〈·, ·〉H the norm and inner product on H. For the sake of simplicity
we will assume that H = span {φ(X)}. We then have that
λ2(G,X) = min
f∈φ(X)|V |
f non-constant
Vol(G)
∑
u∼v ‖f(u)− f(v)‖2H∑
u,v ‖f(u)− f(v)‖2H dudv
.
At this point it would be natural to define orthogonality in terms ofH, however we recall that f ∈ H
is analogous to a harmonic eigenfunction of L over R. Hence, it is necessary to invert the process of
defining the harmonic eigenfunction in order to determine the appropriate notion of orthogonality.
To that end we first need the following multi-dimensional generalization of a standard algebraic
fact.
Lemma 3. Let α1, . . . , αn ∈ Rk and let α = 1n
∑
i αi, then
n
∑
i
‖αi − α‖2 =
∑
i<j
‖αi − αj‖2 .
Thus we have that
λ2(G,X) = min
f∈φ(X)|V |
f non-constant
∑
u∼v
∥∥f(u)− f¯ + f¯ − f(v)∥∥2H∑
u
∥∥f(u)− f¯∥∥2H du ,
where f¯ = 1Vol(G)
∑
v f(v)dv. Letting g(u) = f(u) − f¯ and P =
{
f − 1|V | ⊗ f¯ : f ∈ φ(X)|V |
}
, this
can be rewritten as
λ2(G,X) = min
g∈P−{0}
∑
u∼v ‖g(u)− g(v)‖2H∑
u ‖g(u)‖H du
= min
g∈P−{0}
∑
u∼v 〈g(u) − g(v), g(u) − g(v)〉H∑
u 〈g(u), g(u)〉H du
= min
g∈P−{0}
∑
u∼v 〈g(u) − g(v), g(u) − g(v)〉H∑
u
〈√
dug(u),
√
dug(u)
〉
H
= min
g∈P−{0}
∑
u∼v 〈g(u) − g(v), g(u) − g(v)〉H〈
T 1/2 ⊗ IHg, T 1/2 ⊗ IHg
〉
H|V |
= min
g∈P−{0}
〈
L1/2 ⊗ IHg, L1/2 ⊗ IHg
〉
H|V |〈
T 1/2 ⊗ IHg, T 1/2 ⊗ IHg
〉
H|V |
where the last equality follows from standard transformations of the combinatorial Laplacian com-
bined with the fact that L is positive semi-definite and has a matrix square root. Now, since (X, d)
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is a finite metric space and H = span {φ(X)}, we may think of g as an element of Rk|V | for some
finite k. Thus, we have
λ2(G,X) = min
g∈P
g⊥span{T⊗ei}
(
L1/2 ⊗ Ikg
)T (
I|V | ⊗K
) (
L1/2 ⊗ Ikg
)
(
T 1/2 ⊗ Ikg
)T (
I|V | ⊗K
) (
T 1/2 ⊗ Ikg
) .
SinceK is a kernel function, both K and L are positive semi-definite and have unique matrix square
roots. And so, letting h = T 1/2 ⊗K1/2g, we can see that the minimization can be re-expressed as a
Raleigh quotient in terms of h for L⊗ Ik. As a consequence we see that two non-constant functions
f1 : V → X and f2 : V : → X should be considered orthogonal if and only if
0 =
〈
(T
1/2 ⊗K1/2) (f1 − f1) , (T 1/2 ⊗K1/2) (f2 − f2)〉
=
〈
(T
1/2 ⊗ IH)
(
f1 − f1
)
, (T
1/2 ⊗ IH)
(
f2 − f2
)〉
H|V |
=
∑
v
dv
〈
f1(v) − f1(v), f2(v)− f2(v)
〉
H
=
∑
v
dv 〈f1(v), f2(v)〉H − dv
〈
f1(v), f2(v)
〉
H − dv
〈
f1(v), f2(v)
〉
H + dv
〈
f1(v), f2(v)
〉
H
=
∑
v
dv 〈f1(v), f2(v)〉H − 2
∑
v,u
dvdu
Vol(G)
〈f1(u), f2(v)〉H +
∑
v,x,y
dvdxdy
Vol(G)2
〈f1(x), f2(y)〉H
=
∑
v
dv 〈f1(v), f2(v)〉H −
∑
x,y
dxdy
Vol(G)
〈f1(x), f2(y)〉H
Before continuing, we should observe that if we relax the discrete nature of the embedding, i.e.
remove the restriction that g ∈ P , we end up with the spectrum of the operator L ⊗ IH and an
eigendecomposition that can be readily recovered from the standard decomposition of L. Thus we
insist on the discrete nature of the embedding and note that that if H, K, and φ come from the
Schoenberg construction for point x0, then the orthogonality condition can be simplified further
by observing that for any two points in φ(X) the inner product is explicitly given by the kernel.
Specifically, let f˜1 : V → X and f˜2 : V → X be two non-constant functions from V to the metric
space. They should be considered orthogonal if and only if
0 =
∑
v
dv
2
(
d(f˜1(v), x0)
2 + d(f˜2(v), x0)
2 − d(f˜1(v), f˜2(v))2
)
−
∑
u,v
dudv
2Vol(G)
(
d(f˜1(v), x0)
2 + d(f˜2(u), x0)
2 − d(f˜1(v), f˜2(u))
)2
=
∑
u,v
dudv
2Vol(G)
d(f˜1(v), f˜2(u))
2 −
∑
v
dv
2
d(f˜1(v), f˜2(v))
2.
It is worth noting that this definition is independent of the choice of base point, x0, and furthermore
does not depend on the existence of a particular embedding of (X, d) into H. Thus, it also provides
a plausible definition for orthogonality of mappings when (X, d) is not isometrically embeddable in
a Hilbert space.
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Furthermore, if we consider let (X, d) be the standard metric space on R and recall that the
harmonic eigenvectors for L over R satisfy f ⊥ T1, we have that the orthogonality condition is:
0 =
∑
u,v
dudv
2Vol(G)
(
f˜1(v)− f˜2(u)
)2
−
∑
v
dv
2
(
f˜1(v)− f˜2(v)
)2
=
∑
u,v
dudv
2Vol(G)
(
f˜1(v)
2 − 2f˜1(v)f˜2(u) + f˜2(u)2
)
−
∑
v
dv
2
(
f˜1(v)
2 − 2f˜1(v)f˜2(v) + f˜2(v)2
)
=
∑
v
dvf˜1(v)f˜2(v)−
∑
u,v
dudv
Vol(G)
f˜1(v)f˜2(u)
=
∑
v
dvf˜1(v)f˜2(v),
which is precisely the condition for orthogonality for harmonic eigenvectors.
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