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ABSTRACT This paper brings the concept of wireless edge caching (WEC) to the realm of integrated
access and backhaul (IAB) networks. Traditionally, both access and backhaul are allocated fixed spectrum.
However, whenWEC is applied to the IAB nodes to pre-fetch some popular files, the backhaul traffic can be
drastically reduced. Accordingly, an analytical framework is developed for a cache-enabled IAB network for
the wide-band frequency range 2 (FR2) (> 24.25 GHz) channel model. In particular, the optimal spectrum
resource allocation policy between access and backhaul for IAB networks is investigated by utilizing WEC.
For the considered WEC enabled IAB network, a mathematical framework is presented under the content
delivery phase for the calculation of three key performance metrics, namely the average success probability
(ASP), throughput, and latency of file delivery with respect to various network parameters such as different
caching placement strategies, node density, cache size, antenna number, blockage density, and resource
partitioning factor. Extensive numerical results are provided to both verify the theoretical derivations and
to demonstrate the precedency of using WEC as a cost-effective measure for the improvement of the IAB
network’s performance. In particular, under a normalized cache size of 0.6, compared to the baseline no
caching scenario, the percentages of backhaul spectrum that can be saved are 48% (26%), 66% (48%), and
47% (27%) when caching the most popular files (caching uniformly) with respect to the ASP, latency, and
throughput of file delivery, respectively. The saved backhaul spectrum can then be shifted to the access for
its performance enhancements. Our findings also show that there exists an optimal spectrum partition for
IAB with respect to different network parameter settings. Further, there exists a tradeoff in the selection of
the optimal partitioning factor with respect to ASP/ throughput and latency of file delivery for varying IAB
node densities.
INDEX TERMS Wireless edge caching, 5G NR, stochastic geometry, integrated access and backhaul
networks, hybrid beamforming, spectrum partitioning.
I. INTRODUCTION
In order to meet the exponential rise in demand for wireless
data services, the fifth generation (5G) and beyond cellular
networks consider the frequency range 2 (FR2) spectrum,
which is the milimeter wave (mmWave) bands greater than
24.25 GHz due to the availability of abundant unused fre-
quency bands. Further, to mitigate the effects of path loss and
blockages that plague transmission in FR2 bands, network
The associate editor coordinating the review of this manuscript and
approving it for publication was Yunlong Cai .
densification is considered in literature. Nevertheless, the per-
formance gains achieved using FR2 transmission and net-
work densification are highly dependent on the high-capacity
backhaul links since the total data traffic from the access
links is inevitably forwarded to the core network through the
backhaul networks. In particular, as the number of small base
stations (SBSs) increases, the traffic intensity during peak
hours of the backhaul link significantly increases, which is
the primary bottleneck of emerging dense wireless networks.
In this regard, 3GPP NR release–16 proposed the novel con-
cept of integrated access and backhaul (IAB) architecture
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that allows the IAB nodes to share the same FR2 spectrum
between access and backhaul resources. The highly direc-
tional beamforming applicable to FR2 makes it possible to
replace the so called last-mile fibers for SBSs by establishing
mmWave backhaul links between the SBS and themacro base
station (MBS) equipped with fiber backhaul. Accordingly,
the IAB node provides wireless access to users, while also
receiving backhaul wirelessly from IAB donor nodes under
the same FR2 spectrum resource with either in-band opera-
tion (i.e., the access link operates in the same frequency band
as the backhaul link) or out-of-band operation (i.e., the access
and backhaul links operate in separate frequency bands)
depending on the data requirement trend of the network. Once
implemented, network operators will be able to quickly add
new IAB nodes dynamically without the constraint of wired
backhaul.
However, designing an efficient and high-performance
IAB network is a challenging communication engineering
problem, which necessitate radically novel communication
concepts in the physical layer. For example, the authors
in [1] analyzed the coverage performance of an IAB net-
work with respect to various backhaul spectrum partition
policies and demonstrated that the dynamic FR2 spectrum
partition between access and backhaul links is a technological
problem.
On a similar note, wireless edge caching (WEC) is another
promising solution to effectively overcome the backhaul
bottleneck since a large amount of the resultant traffic is
caused by redundant transmissions of some popular files [2].
By pre-fetching these popular files in the local caches of
the IAB nodes, on one hand, the backhaul load can be
effectively minimized, while on the other hand, the con-
tent can be brought closer to users at the node edge,
which shortens the transmission distance, thus reducing
end-to-end latency. Recently, WEC has gained significant
attention with many undergoing studies on the design and
analysis of cache-enabled cellular networks. Accordingly,
the optimal caching placement to minimize the expected
downloading delay in the femto-caching networks was pro-
posed in [3], while the authors in [4] analyzed the optimal
caching placement algorithm with respect to minimizing
the bit error rate for wireless femto-caching networks. Fur-
ther, stochastic-geometry-based cache-enabled small cell net-
works was analyzed in terms of the outage probability and
average content delivery rate in [5] and cache miss prob-
ability with respect to storage-bandwidth tradeoff in [6].
Next, 5G enabling solutions amalgamated with WEC, such
as cache-enabled FR2 networks and massive multi-input
multi-output (mMIMO)-aided self-backhauled dense Het-
Nets were studied in [7] and [8]–[10], respectively. Further,
WEC was applied to FR1-FR2 hybrid networks in [11],
where the optimal caching placement algorithmwas proposed
to minimize the average success probability (ASP) of file
delivery.
Against this background, this paper investigates an inno-
vative spectrum resource allocation solution for IAB through
the incorporation of WEC. By implementing caching,
the users whose requested files are available at local caches of
IAB nodes can be directly served through an one-hop access
link, which can effectively 1) reduce the backhaul loads,
2) reduce the backhaul requirement (e.g., less cache-miss
users in access will require less throughput requirement), and
3) save backhaul resource. Consequently, WEC provides the
opportunity to shift the additional saved backhaul resource to
the access link in pursuit of better performance. The primary
distinctions of this work are summarized as follows:
• We consider the wide-band FR2 channel model that
takes the frequency selectivity into account. Further,
in order to eliminate the inter-symbol interference (ISI)
and effectively use spatial multiplexing, we consider
that each IAB node (IAB donor node) simultane-
ously serves multiple users in access (users in access
and IAB nodes in backhaul) through fully-connected
OFDM-based hybrid beamforming architecture. In par-
ticular, since FR2 communication is more likely to be
noise-limited in high blockage environments, we char-
acterize the signal-to-noise-ratio (SNR) and the instan-
taneous rate for both access and backhaul with respect
to cache-hit and cache-miss scenarios under the out-
of-band dynamic resource allocation policy.
• Next, we resort to stochastic geometry tools to model
the stochastic locations of cache-enabled IAB nodes,
IAB donor nodes, and users, with which we first derive
the association probabilities for users in access and IAB
nodes with respect to LOS and NLOS transmissions,
the probability density functions (PDFs) of the serv-
ing distance, and approximated cell loads. In particular,
in order to characterize the effect of caching on backhaul
requirement and resource allocation strategy, we assume
that each user has a fixed target rate and accordingly use
the approximated cell loads to derive the average target
rate per link to derive and evaluate the ASP, throughput,
and latency of file delivery with respect to node density,
cache size, blockage density, antenna number, and band-
width partitioning factor.
• Finally, through extensive numerical results, we demon-
strate the efficacy of caching in reducing the core net-
work signalling load. In particular, we show that caching
can effectively improve the performance of an end-
to-end IAB network involving both backhaul and access
when compared to a traditional IAB network without
caching.We show that larger cache size leads to a greater
shift of bandwidth resources from backhaul to the access
links, while more blockages leads to less bandwidth
shifts. Also, our results demonstrate that there exists an
optimal spectrum resource allocation factor for access
and backhaul that provides the maximum ASP, through-
put, and latency of file delivery under different param-
eter settings. Further, we also show the gap between
the best-case scenario (i.e., fully cached case) and a
general case. We also demonstrate that increasing the
antenna number while choosing a proper partitioning
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TABLE 1. Summary of notations.
factor is an effective method to improve the performance
of the network, that can even surpass the performance
achieved under the best-case scenario. Finally, we show
the tradeoff in selecting the optimal partitioning factor
between the ASP/throughput and latency performance
under different IAB node density settings.
II. SYSTEM MODEL
In this section, we describe the considered WEC-enabled
FR2 IAB network model. The main notations used in the
paper are summarized in Table 1.
A. NETWORK TOPOLOGY
We consider a storage equipped FR2 IAB network as shown
in Fig. 1, that consists of IAB donor nodes with trans-
mit power Pm and cache-enabled IAB nodes with transmit
power Ps, with Ps < Pm, which are distributed in the 2-D
Euclidean space R2 according to independent homogeneous
Poisson point processes1 (PPPs) 8m and 8s with densities
λm and λs, respectively. The locations of users follow another
independent PPP 8u with density λu. The link from IAB
donor node/IAB node to the user is referred to as the access
link while the link from IAB donor node to the IAB node
1In the field of probability and statistics, a Poisson point process is
defined as a type of random mathematical object consisting of points that
are randomly located on a mathematical space [12]–[14].
FIGURE 1. An illustration of a cache-enabled IAB FR2 network.
is referred to as the backhaul link. According to Slivnyak’s
theorem [12], which states that the statistical properties of
all location-dependent random parameters seen at a random
point of a PPP 8 is identical to those seen at the origin
in the process 8 ∪ {0}, without any loss of generality,
the analysis hereinafter is performed for the typical user
located at the origin. The IAB donor nodes are assumed to
be connected to the core network via high-capacity optical
fiber, such that the focus of the work lies in the analysis of
wireless backhaul between IAB nodes and IAB donor nodes.
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Further, we assume that all files are available in the IAB
donor nodes [15] while IAB nodes are equipped with lim-
ited storage memory to cache certain popular files. Thus,
if the user is served by either the IAB donor node or the
IAB node that stores the requested files in the local caches,
the user will experience only one-hop access link. However,
if the user is served by the IAB node that does not store the
requested files in the local caches, the IAB node first retrieves
the non-cached files from the IAB donor node through the
backhaul link and then serves the user through the access link,
whereby the user will experience a two-hop link. The prop-
agation between each IAB node and its associated users in
access links takes place via fully connected hybrid precoders
that combine both radio frequency (RF) and baseband (BB)
precoders. Similarly, each IAB donor node simultaneously
serves its associated users in access and its associated IAB
nodes (i.e., the cache miss users in access links of the asso-
ciated IAB nodes) in backhaul2 through the same hybrid
beamforming architecture to achieve high data rates.
Next, due to very short wavelength of FR2 signals, it is rea-
sonable to assume that even small size of the mobile phones
can accomodate multiple antennas [11]. In addition, because
of the sparsity of the FR2 signal propagation characteristic, all
scatters are assumed to take place in the azimuth plane and are
uniformly distributed in [0, 2π ] [16]. Therefore, we assume
that each IAB donor node, IAB node, and user is equipped
with uniform linear array (ULA) of size nmt , n
s
t , and n
u
r ,
respectively [16], [17]. In particular, each IAB donor node
and IAB node has nmRF and n
s
RF RF chains, respectively, for
transmitting. Besides, since the main interest of the work lies
in focusing on the effects of caching and spectrum resource
partitioning for IAB networks, for analytical tractability we
assume that multiple users (or IAB nodes) are served by
its serving IAB node or IAB donor node in access (or IAB
donor node in backhaul) through a single stream3 per user (or
IAB node). Thus, it is sufficient to assume that each user (or
IAB node) employs a RF-only combiner with the number of
antennas nur (or n
s
r ) to denote the received signals as verified
in [16]. More details on the propagation model are presented
in the subsequent parts of this section.
B. CONTENT POPULARITY AND CACHING MODEL
The file set is denoted by F , whereby there are a total of
|F | = F files in the file set such that F = {f1, . . . , fF }.
2We assume that the files sent to the cache miss users of the IAB node by
the IAB donor node through backhaul are first encoded together as one file
and then simultaneously delivered along with the files requested by users of
the IAB donor node in its access links. After receiving the coded file at the
IAB node, the received non-cached coded file is decoded as an independent
requested file and then forwarded to users in access. In particular, the IAB
node will not require the backhaul if and only if there is no cache miss users
associated with the IAB node. However, the quality of experience of users
on backhaul is highly related to the cache miss users since more cache miss
users require more resources on backhaul links, which will be discussed later.
3The multi-stream scenario with multiple RF chains at the receiver is also
applicable for the presented analytical framework, whereby the total rate
should be computed by multiplying the number of receive RF chains with
the data rate of the single stream.
Each file is assumed to be of equal file size4 (S bits). Each
user makes independent requests for files from the file set F
with a requesting probability that follows the Zipf distribu-
tion, which is a commonly used distribution for video and
web pages popularity [11], [18]–[20]. Further, we define the
request probability set as Q = {q1, . . . , qF }, with the proba-




where υ is the Zipf skewness parameter that tunes the con-
tent popularity distribution. Since this work’s interest mainly
focuses on investigating the impact of spectrum partitioning
from caching allocation perspective, we assume that the con-
tent popularity is known in prior.5
Assume that the cache size of each IAB node is C . Dur-
ing off-peak hours, content caching placement is performed
for the cache-enabled IAB nodes based on certain caching
placement strategies. This work considers a generic caching
placement policy in a probabilistic manner so that it makes
the analysis of different caching placement policies in the
stochastic geometric framework tractable. Further, we define
a caching probability set ̃ = {ω̃1, . . . , ω̃F }, such that 0 ≤
ω̃i ≤ 1 with ∀i ∈ [1,F] according to the property of
probability and
∑F
i=1 ω̃i ≤ C based on the cache size con-
straint in an average sense. Specifically, this work analyzes
two commonly used caching placement strategies: 1) caching
most popular files (MC) and 2) uniform caching (UC). As for
MC, the caching probability ω̃i = 1 for ∀i ∈ [1,C] and
ω̃i = 0 for other files. On the other hand, instead of caching
C most popular files, UC considers that all files are stored
in the local caches with the caching probability ω̃i = CF for












Finally, we also consider the scenario without caching (NC)
as a baseline for comparison, where the IAB nodes are not
equipped with any storage memories and cannot cache any
files.
Remark 1: MC and UC are the most commonly used
proactive caching placement schemes that are primarily
influenced by the content popularity distribution. In partic-
ular, caching the most popular files is optimal for maxi-
mizing the throughput, while uniform caching provides the
maximum file diversity and is preferable for maximizing
the success probability. Although there are several other
caching schemes and algorithms in literature, most of them
are application/ model specific and might not be suitable
when other models (the IAB network in this case) are
considered.
4Unequal file sizes can be partitioned into equal size small chunks with
any loss of generality. Thus, the analytic framework of this work is justifiable
with the assumption of equal size.
5The content popularity can be estimated by using prediction algo-
rithms [21], [22], which is beyond the scope of this work.
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C. DOWNLINK mmWave PROPAGATION MODEL
1) BLOCKAGE MODEL
Unlike traditional FR1 signals, FR2 signals with short
wave-length are susceptible to blockages in the network,
such as concrete walls and trees, etc., which can result in
either direct line-of-sight (LOS) paths or reflected non-LOS
(NLOS) blocked propagation paths. Therefore, we consider
stationary blockages that are invariant to direction and thus,
the blockage effects in this work are modelled based on
a two-state stationary probabilistic ‘‘exponential blockage
model’’ proposed and validated in [23], where the probability
of the propagation path being LOS and NLOS states are given
as pL(r) = e−βr and pN (r) = 1 − pL(r), respectively, with
β referred to as the blockage density and r denoting the link
distance between the transmitter and receiver. Further, based
on the distance-dependent LOS/NLOS probability functions,
the original PPP-based nodes are further thinned into two
independent non-homogeneous point processes on the plane
given as 8Lt and 8
N
t with densities λtpL(r) and λtpN (r),
respectively, where t ∈ {m, s} denotes either the set of IAB
donor nodes or IAB nodes. Accordingly, with respect to the
blockage effects, the path loss exponent on each link is a




αN w.p. pN (r)
, (2)
where αL and αN are the LOS and NLOS path loss expo-
nents, respectively.
2) CHANNEL MODEL
Due to high free-space path loss, the FR2 propagation envi-
ronment is well characterized by a clustered channel model.
Different from the narrowband assumption, where the time
delays of different clusters are small compared to the sam-
pling period and the time delays are ignored [16], this work
considers the wide-band FR2 channel model to incorporate
the frequency selective effects. Further, each path is modelled
by a time delay d , in addition to the complex gain as well
as the angles of departure and arrival [24], [25]. Therefore,
the delay-d MIMO channel matrix between the transmitter at








hlxyprc(dTs − τl)aR(θlxy)aHT (φlxy),
(3)
where nr and nt are receive and transmit antennas, respec-
tively. hlxy is the complex small-scale fading gain of the lth
cluster. This work assumes that |hlxy|2 follows independent
Nakagami distribution for each link such that the channel gain
for the signal |hlxy|2 ∼ 0(m̂, 1m̂ ), where m̂ ∈ {m̂L, m̂N } is
the Nakagami fading parameter depending on the LOS and
NLOS. α ∈ {αL, αN } is the path loss exponent and ηxy ∈
{ηL, ηN } is the number of scatters depending on LOS or
NLOS path such that ηL < ηN [16]. In particular, we denote
the angles of departure and arrival as φ and θ , respectively.
Subsequently, the steering vectors of the transmitter (i.e., IAB
nodes for T = s or IAB donor nodes for T = m) and receiver
(i.e., users for R = u or IAB nodes for R = s) are denoted as














1 ejk̃sin(θ) . . . e(nr−1)jk̃sin(θ)
]T
. (5)
Here, k̃ = 2π d̃
λ
, with λ denoting the wavelength and d̃ refers
to the distance between antenna elements. prc(τ ) denotes the
pulse shaping function for Ts-spaced signaling evaluated at τ




















where Ts is the sampling time and ε = 1 is the roll-off
factor.
Further, this work considers OFDM transmission and
assume the total number of subcarriers be K and the length
of cyclic prefix be D. Given the delay-d MIMO channel
matrix, the channel at the subcarrier k , denoted as Hxy[k],







K d , (7)
For notational simplicity, the channel matrix at the kth sub-










where ωτl [k] =
∑D−1
d=0 prc(dTs − τl)e
−j 2πkK d . In particular,
the path delay is uniformly distributed in [0,DTs].
III. USER ASSOCIATION AND CELL LOAD
In this section, we derive the association probabilities,
the PDFs of the serving distance, and the cell load according
to the least biased path loss association strategy. Further,
for analytical tractability, we consider the typical backhaul
link similar to the access link with the relevant receiver
(i.e., the tagged IAB node that is served by the IAB donor
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TABLE 2. Association events.
node serves the typical user) located at the origin6 to ignore
the correlation of locations between the serving IAB donor
node and the tagged IAB node without compromising on
the accuracy of the results and design insights [26], [27].
In addition, by means of this assumption, we can manip-
ulate the cell load in an approximated form that will be
given in the following subsection. Hereinafter, we denote
the typical receiver (i.e., either the typical user or tagged
IAB node) by the subscript 0. Further, let the location of
the IAB node that serves the typical user in access link
be denoted as xt ∈ 8t , where t = m is referred to as
the IAB donor node and t = s is referred to as the IAB
node. Therefore, the user association according to the least




is the bias factor to control the extension or shrinkage of the
coverage and rxt0 is the distance between the transmitter and
the receiver. Further, to achievemore offloading from the IAB
donor nodes, we have Bs ≥ Bm. Similarly, let the location
of the IAB donor node that serves the tagged IAB node in
backhaul link be denoted as ym ∈ 8m, such that the IAB node






Due to LOS and NLOS transmissions, the coverage area
of IAB donor nodes and IAB nodes no longer follow the
weighted Voronoi cells since the typical user (the tagged
IAB node) can associate to a far away IAB donor/IAB
node (IAB donor node) with LOS path rather than a
nearby one with NLOS path. Therefore, we define the
association events as shown in the Table 2. Subsequently,
the association probabilities related to the relevant events
are defined as ALam = P[ELam], ANam = P[ENam],
ALas = P[ELas], ANas = P[ENas ], ALbm = P[E
L
bm], and
6In fact, the original PPP of IAB donor nodes formed according to the
reference point (i.e., the typical user) is no longer the exactly same homoge-
neous PPP for the receiver (i.e., the tagged IAB node) since the location of
the serving IAB donor node is conditioned on the location of the tagged IAB
node. Put another way, given the typical user is served by the tagged IAB
node, only the set of IAB donor nodes that cannot serve the typical user are
considered as the potential serving IAB donor nodes for the tagged IAB node;
after that, the density of the potential serving IAB donor nodes is computed
by moving the tagged IAB node to the origin, which requires the density
of the potential serving IAB donor nodes related to the distance between
the tagged IAB node and the typical user. Obviously, the potential serving
IAB donor nodes no longer the homogeneous PPP. Therefore, we consider
the typical backhaul link with the assumption that the tagged IAB node is
located at the origin for the sake of simplicity and emphasizes the analysis




bm]. The following proposition provides the
semi-closed form expressions of the association probabilities
of these events.
Proposition 1: The association probabilities of the typical




































































where Z ′(R) = Re−βR, Ẑ ′(R) = R−Re−βR, and KB =
Bm
Bs
. And the association probabilities of the typical user










































































Similarly, the association probabilities of the tagged IAB
node associated with the IAB donor node in LOS and NLOS
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× 2πλmẐ ′(R)dR. (14)
Proof: The proof is shown in the Appendix A. 
B. STATISTICAL DISTRIBUTION OF THE ‘‘SERVING
DISTANCE’’
Having derived the association probabilities, we now have
the PDFs of the ‘‘serving distances’’ from the serving IAB
node/IAB donor node to the typical user in LOS and NLOS





















































































































































Similarly, the PDFs of the ‘‘serving distances’’ from the






























C. AVERAGE CELL LOADS
Denote the association cell of an IAB donor node or IAB
node located at x as C(x). Since the blockage effects lead
to the LOS and NLOS transmissions, the coverage area of
IAB donor nodes and IAB nodes no longer form weighted
Poisson Voronoi (PV) tessellation as mentioned above. Con-
sequently, the exact characterization of the association cell
area in the current setup is extremely difficult. However,
based on the least biased path loss association scheme and the
typical backhaul assumption whereby we ignore the spatial
correlation between the access and backhaul, the tractable
characterization of the mean cell load of the tagged node is
computed bymultiplying the user density (for access links) or
IAB node density (for backhaul links) with the scaled mean
association cell area that is assumed to be the same as that of
the typical PV association area (i.e., Cat (xt ) with t ∈ {m, s} is
referred to as the typical mean association areas of the node
at xt providing access links to users and Cb(ym) is referred
to as mean association areas of the IAB donor node at ym
providing backhaul links to IAB nodes.) [26]. However, since
the performance trend will not much affected by a constant
scaling factor introduced by the linear scaling approximation
for computing the mean association cell area of the tagged
node as long as the association-probability-dependent cell
load is included. Therefore, this work further simplifies this
cell load characterization by neglecting the bias factor and
directly use the mean association cell area of the typical PV
for both tagged and non-tagged nodes [27]. Furthermore, it is
important to mention that each IAB node has both cache
hit and cache miss users in access links, while each IAB
donor node has only the cache miss users in backhaul links,
depending on the cache size of the IAB node but independent
of the LOS and NLOS transmissions. By using the same
notation for the original PPP to represent its cell load, the fol-
lowing remark first gives the summary of the cell load for the
general NC scenario, where both cache hit and cache miss
cases are not included. Then, by modifying the general case,
the cache-aided cell load is derived.
Remark 2: The mean cell load of IAB donor nodes/IAB
nodes in access links and the mean cell load of the IAB donor
nodes in backhaul links under full load assumption are given
as below [27].
1) Access link: The mean number of associated users of the
serving IAB donor node/the tagged IAB node located at
xt in the access link is given as8u(Cat (xt )) = λuAatλt with
t ∈ {m, s}, where Aat = ALat +ANat .
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FIGURE 2. An illustration of spectrum resource partition policy for a cache-enabled IAB FR2 network.
2) Backhaul link: The mean number of IAB nodes of
the serving IAB donor node located at ym is given
as 8s(Cbm(ym)) = λsλm . Subsequently, the total mean
number of users and IAB nodes served by the serving
IAB donor node on both access and backhaul is given







However, since each IAB node cannot serve more users than
its available RF chains in one time-frequency resource block,
we assume that the maximum number of users served by
an IAB node in each resource block is limited to Mus such
that Mus ≤ n
s
RF. Similarly, by assuming that half of the RF
chains of each IAB donor node is used for the access and
the other is used for the backhaul, each IAB donor node can
serve totalMum users in access andM
s
m IAB nodes in backhaul






2 , respectively. This work









2 . Now let the set of all users that are scheduled
and served in one resource block by the tagged IAB node
located at x be denoted as U sx . The cardinality of the set U sx










the number of associated users of the tagged IAB node given
in the Remark 2. Similarly, let Umx denote the set of all users
and IAB nodes served by the IAB donor node located at x












is the associated users
in access and Nmsx =
λs
λm
is the associated IAB nodes in back-
haul according to the Remark 2. Hereinafter, for notational
simplicity, the average number of served users of the tagged
IAB node is denoted as Us while the average number of
served users plus IAB nodes of the serving IAB donor node is
denoted as Um.
Further, for the caching scenario, the cache-enabled IAB
nodes result in the traffic offloading on the backhaul link
due to the cache hit event. Therefore, the IAB nodes require
the backhaul link to serve the cache-miss users and hence,
the load of backhaul link should be scaled by the factor
pmiss = 1 − phit =
∑F
i=1 qi(1 − ωi), which will be given
in details in the following section.
IV. RESOURCE ALLOCATION AND RATE
CHARACTERIZATION
A. SPECTRUM RESOURCE ALLOCATION POLICY
The IAB framework allows both backhaul and access uti-
lizing the same FR2 spectrum resource. More spectrum in
backhaul can be save by implementing caching at IAB nodes
as shown in Fig. 2. Therefore, the rate of access links is
enhanced through the shifted spectrum resource. In such a
cache-enabled FR2 IAB network, the total available band-
width is assumed as Wbw Hz. However, since we do not
apply full-duplex (FD) to the IAB node, the IAB node cannot
simultaneously transmit in access and receive signals in back-
haul at the same time. Subsequently, the spectrum resource
allocated to backhaul cannot be utilized by the IAB node that
is served by the backhaul to serve users in access. Besides,
as mentioned in Section II-C, we consider OFDM-based
hybrid beamforming transmissions at IAB donor nodes and
IAB nodes, where the IAB donor node simultaneously serve
users in access and the IAB nodes (i.e., the cache miss users)
on backhaul under the same spectrum resource at the same
time through spatial multiplexing. Put another way, it means
that the allocated spectrum resource to the backhaul is the
same as the access of the IAB donor node. Thus, under this
scenario the total bandwidthWbw is divided intoK subcarriers
due to OFDM strategy and each orthogonal bandwidth per
subcarrier is Ŵbw =
Wbw
K . In fact, all K subcarriers can be
used for both IAB donor nodes and IAB nodes. However,
due to the above discussion, we assume that we allocate Nbw
subcarriers (i.e., 0 ≤ Nbw ≤ K ) to the IAB donor node and
subsequently, the rest (K−Nbw) subcarriers are allocated to its
associated IAB node. Under this scheme in IAB framework,
both IAB donor nodes and IAB nodes from other cells7 can
generate interference with each other. However, according to
the literature [11], [29], [30], FR2 transmission tends to be
the noise-limited scenario under dense networks with high
blockage environment since the undesired signals are blocked
and the interference is weak. Thus, next subsection we first
give the received signal expression and then we ignore the
7Here we treat the IAB donor node and its served IAB nodes on backhaul
and users in access as one cell.
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interference term and characterize the SNR in this work to
evaluate the performance. In particular, we also compare the
special full cache case where all files are available in the
local cache and thus, the backhaul is not required and all the
bandwidthWbw can be used for access by IAB nodes and IAB
donor nodes at the same time.
B. SNR CHARACTERIZATION
1) ACCESS LINK [IAB DONOR NODE-/IAB NODE-USER LINK]
For access link, we consider the scenario where the typi-
cal user is associated with either the IAB donor node or
IAB node. In particular, each IAB donor node (IAB node)
simultaneously serves many scheduled users in access plus
IAB nodes in backhaul (only users in access) through a
fully-connected hybrid beamforming architecture. Let the BB
and RF precoder matrices of the IAB donor node/IAB node
located at x jt to serve the typical user at the kth subcarrier
in LOS or NLOS path with j ∈ {L,N } and t ∈ {m, s}















, . . . , vRF
xjtUt−1
],
respectively.8 Therefore, the received signal through the kth
subcarrier at the typical user from the IAB node at x js after
passing through the BB and RF precoders and RF combiner
at the typical user is given as
















is the RF combiner of the typical user and n0 ∼
CN (0, σ 2) denotes the noise power. ICI refers to as intra cell
interference, while OCI refers to as out of cell interference.
Thus, we have IasICI and I
as








































t̃q s̃qt̃︸ ︷︷ ︸
The interference from the other IAB donor nodes
. (23)
In particular, since each subcarrier is assumed to be equally
allocatedwith the transmit power PtK with t ∈ {m, s}, the trans-
mitted symbol s(∗) from the IAB node with the average
power PsKUs . Similarly, the transmit symbol s̃(∗) from the IAB
8Even though the BB precoders and combiners are related to the variable
k , we do not use it in precoders’ and combiners’ notations for notational
simplicity.
donor node with the average power PmKUm . As for BB pre-
coder, we consider zero forcing (ZF) strategy to eliminate














Similarly, based on (21), the received signal through the
kth subcarrier at the typical user from the IAB donor node at















where the ICI and OCI can be similarly given as shown in
(22) and (23), respectively, which are omitted.
Asmentioned that the interference in FR2 transmission can
be ignored, next we give the SNR expressions at the typical
user from the IAB node and IAB donor node, respectively.
However, to derive the ASP of file delivery needs sum-rate
over all allocated subcarriers, which is the function of k .
Since the variable k only appears in the complex exponential
function in ωτl [k] term, we consider the best-case scenario
such that ωτl ≤
∑D−1
d=0 prc(dTs − τi) so that it is independent
of k . Subsequently, the precoders and combiners are indepen-
dent of k as well. Further, since the analysis of this work is
conducted from the probabilistic point of view, we consider
each path experiences the same path delay τl = τ =
DTs
2 for
∀l ∈ {1, . . . , ηxy} with ηxy ∈ {ηL, ηN } in an average sense.
By which, we can simplify and avoid taking average with
respect to delay over each path in the analysis. For notational
simplicity, we can assume ωτl = ω =
∑D−1
d=0 prc(dTs − τ ) as
a constant.
As for the hybrid precoders, we consider the sub-optimal





) with t ∈ {m, s}. In particular, θlmaxxjt0
, and φlmaxxjt0
are chosen such that the maximum channel gain is achieved
on the lmax = argmaxl |hlxjt0
|. Hereinafter, we ignore the
subscript lmax for notational simplicity.
Based on the received signal given in (21), the SNR of
the typical user from the IAB node at x js with j ∈ {L,N }




























where 21 = sin(θ1) and 22 = sin(θ2). Thus, when θ1 = θ2,
G(θ1 − θ2) = 1; otherwise, it is approximated as zero due to
the ON/OFF model [16]. Therefore, in order to acquire the
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tractable SNR expression, we introduce the penalty term pPT
by considering the following assumptions [31]:
1) nst and n
u
r are sufficiently large and
2) nst  Us.
Based on the suboptimal hybrid precoders and this ON/OFF







































where the penalty term is characterized as [31]
pPT =
{




















Similarly, the SNR at the typical user from the IAB donor















where j ∈ {L,N }.
2) BACKHAUL LINK [IAB DONOR NODE-IAB NODE LINK]
For typical backhaul link asmentioned above, we consider the
scenario where the typical user is associated with the tagged
IAB node but the requested file is not stored the cache. There-
fore, the tagged IAB node should retrieve the non-cached file
from the IAB donor node at yjm with j ∈ {L,N } through
the backhaul. In the similar manner, after passing through the
analog combinerwRF
0 yjm
of the tagged IAB node, the wideband
geometric channel modelHyjm0, and the BB and RF precoders
of the IAB donor node, the received signal, where all trans-
mitted signals to the cache miss users in the served IAB nodes
are encoded together as one symbol, at the kth subcarrier at









+ IbmICI + I
bm
OCI + n0, (32)
where IbmICI and I
bm
OCI can be given in a similar manner accord-
















where j ∈ {L,N }.
C. RATE CHARACTERIZATION
Due to the aforesaid, we now characterize the rates of access
and backhaul over allocated subcarriers from the caching per-
spective in this subsection. In the following, we characterize
the rates from caching perspective in the 3 association events
according to the spectrum resource allocation mentioned in
Section IV-A.
• Case 1 (corresponding to ALam and ANam): The typical
user is associated with the IAB donor node with either







where j ∈ {L,N }.
• Case 2 (corresponding toALas,ANas ,ALbm, andA
N
bm): The
typical user is associated with the IAB donor node but
the requested file is not stored. Therefore, the rates of













where j ∈ {L,N }.
• Case 3 (corresponding toALas andANas ): The typical user
is associated with the IAB node but the requested file is







where j ∈ {L,N }.
Further, based on the aforementioned discussions and




















where j ∈ {L,N }.
V. PERFORMANCE ANALYSIS
In this section we consider three key performance met-
rics, namely ASP, throughput, and backhaul latency of file
delivery to evaluate the network performance of the con-
sidered system model. Before deriving these metrics, it is
worth mentioning that in the traditional NC scenario, all the
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users associated with the IAB node will be further served
by the IAB donor nodes through the backhaul. However,
under cache-enabled scenario, the cache-hit users associated
with the IAB node will not require the backhaul. Therefore,
the IAB node can acquire higher user experience for a given
spectrum on backhaul link. In this work, we consider the
average rate per link as the measurement criteria and assume
the target rate per user is νu. However, each backhaul link has
many cache-miss users to serve. Therefore, the average target
rate per link of the IAB donor node is calculated by
νb =
(X + Y × Z )νu
The total links of the IAB donor node
, (42)
where
X = Number (No.) of associated access users of the IAB
donor node,
Y = No. of associated backhaul IAB nodes of the IAB
donor node,
Z = No. of cache miss users of those IAB nodes served by
the IAB donor node.
And the total link is calculated by
The no. of access users + The no. of backhaul IAB nodes.
However, since each IAB node serves both cache hit and
cache miss users, the average target rate per link is the same
as the target rate per user νu. When the cache size equals to
the number of files, IAB donor nodes will not use backhaul
links and νb = νu.
A. ASP OF FILE DELIVERY
The ASP of file delivery is defined as the probability of the
instantaneous rate is greater than the pre-defined target data
rate per link. With the association probabilities, the ASP of
file delivery is computed by the summation of each condi-
tional ASP of file delivery corresponding to the each associ-
ation, which is given in the following Proposition.
Proposition 2: The ASP of file delivery under such a

















































νu and p̃miss = 1 − [phit ]Us is
the probability that there have cache miss users in each IAB
node.
Proof: The proof is given in Appendix B. 
B. AVERAGE THROUGHPUT
In order to evaluate the network capacity for the access and
backhaul links, we define the average rate of file delivery of
all links in the network for different caching strategies based
on the following Proposition.
Proposition 3: The average throughput of file delivery






































as ≥ νu]νu, (45)
and considering the same target rate requirement as that of
each user to every IAB node, we have the average rates for
IAB donor nodes as given
R̄jtm = P[R
j
tm ≥ νb]νu, (46)
where j ∈ {L,N }.
C. AVERAGE LATENCY ON BACKHAUL LINK




































































and the access latency is calculated by T̄a = T̄ − T̄b.
VI. NUMERICAL RESULTS
In this section, we numerically evaluate the performance of
the WEC-aided FR2 IAB network with respect to the fol-
lowing metrics: ASP, throughput, and latency of file deliv-
ery under two commonly used caching strategies (i.e., UC
and MC) and compare them with the baseline NC scenario.
In particular, we evaluate tradeoffs and the joint impacts
of caching and spectrum resource allocation for different
parameter settings on the performance of the considered
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network model. Unless otherwise stated, the parameter set-
tings used to produce the results are given as [9], [11], [32]:
λm = 10−5 nodes/m2, λs = 5 × 10−5 nodes/m2 nodes/m2,





r = 256, n
u
r = 32, n
m
RF = 40, n
s
RF = 20,
αL = 2, αN = 4, mL = 3, mN = 2, Wbw = 1 GHz,
υ = 0.08, νu = 5×10−2Wbw, β = 0.02,D = 128,K = 512,
S = 10 Mbits.
FIGURE 3. Resource transfer ratio v.s. normalized cache size for ASP of
file delivery.
FIGURE 4. Resource transfer ratio v.s. normalized cache size for latency of
file delivery.
1) Effect of caching on resource transfer ratio: First of all,
we evaluate the resource transfer ratio, which is defined as
the ratio of the optimal number of subcarriers allocated to
the backhaul links (to achieve the best performance) and the




This is evaluated with respect to cache size for the ASP
in Fig. 3, latency in Fig. 4, and throughput in Fig. 5. The
results reveal that when the value of resource transfer ratio
is greater than (less than) 1, more resource is allocated to
backhaul (access), but in general a lower value of the resource
transfer ratio means more savings in the backhaul bandwidth.
Further, we can see from the figures that the resource transfer
ratio decreases for both UC andMC starting from lower cache
size to higher cache size. The reason behind this trend is
FIGURE 5. Resource transfer ratio v.s. normalized cache size for
throughput of file delivery.
that when the cache size increases, more files are available
in the local caches of the IAB nodes. Thus, less cache-miss
users tend to less backhaul requirements and traffic, which
lead to more spectrum resource shifted to the access for its
performance enhancements. In particular, for the particular
scenario where the cache size equals to the number of files,
the resource transfer ratio becomes equal to be zero since
there is no use of backhaul for IAB nodes to retrieve the files
from the IAB donor nodes. Further, when compared to the
NC scenario, it is seen that there are 87.7% (94.9%), 60%
(75.8%), and 74.9% (88%) resource-transfer-ratio improve-
ments (i.e., relatively more backhaul savings) for the ASP,
throughput, and latency of file delivery under UC (MC) for a
normalized cache size of 0.6, respectively.
FIGURE 6. ASP of file delivery v.s. normalized partitioning factor with
different cache size.
2) Effect of cache size and the number of antennas: In
Fig. 6, 7, and 9, we respectively evaluate the significance of
caching on the bandwidth resource allocation with respect
to the ASP, latency, and throughput of file delivery for the
default antenna settings as defined above. It can be seen
from the figures that there exist an optimal resource parti-
tioning factor. Similar to the discussion for Fig. 3, 4, and 5,
as the cache size increases, the optimal resource partitioning
factor decreases. However, for the case of average latency,
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FIGURE 7. Latency of file delivery v.s. normalized partitioning factor with
different cache size.
FIGURE 8. Backhaul/access latency of file delivery v.s. normalized
partitioning factor with different cache size.
in Fig. 8 it can be seen that the performance trend for both
access and backhaul is reversed with the increase in the
resource partitioning factor. Further, for the sake of compari-
son in Fig. 9 we show the upper bound of the relevant perfor-
mance for a special scenario (i.e., full cache size), where the
entire bandwidth is used in the access link. With increasing
number of antennas, the performance is further improved to
the extent that it betters even the upper bound with the same
cache size if a proper resource partitioning factor is chosen.
This is an innovative result since smaller size of antennas used
for transmitting FR2 signals makes it practical to build very
large arrays, thus compensating the performance loss that is
incurred in the event of cache miss.
3) Effect of IAB node density: In Fig. 10, 11, and 12,
we respectively evaluate the effect of IAB node density
on the resource allocation for the normalized cache size
of 0.3 with respect to the ASP, latency, and throughput of
file delivery. The symbol 1λ shown in the legend of the
figures is defined as λs
λm
. As shown in the figures, as the
IAB node density increases, the performance of the network
also improves. However, for the ASP and throughput of file
delivery, the value of optimal resource partitioning factor
decreases as the IAB node density increases, implying that
FIGURE 9. Throughput of file delivery v.s. normalized partitioning factor
with different cache size.
FIGURE 10. ASP of file delivery v.s. normalized partitioning factor with
different IAB node density.
FIGURE 11. Latency of file delivery v.s. normalized partitioning factor
with different IAB node density.
more bandwidth in backhaul can be saved. On the contrary,
optimal resource partitioning factor increases as the IAB node
density increases with respect to the latency of file delivery.
Therefore, there is a tradeoff between the ASP/throughput
of file delivery and the latency of file delivery that design
engineers must consider while selecting the optimal resource
partitioning factor.
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FIGURE 12. Throughput of file delivery v.s. normalized partitioning factor
with different IAB node density.
FIGURE 13. ASP of file delivery v.s. normalized partitioning factor with
different blockage density.
FIGURE 14. Latency of file delivery v.s. normalized partitioning factor
with different blockage density.
4) Effect of blockage density: In Fig. 13, 14, and 15,
we separately evaluate the effect of the blockage density on
the bandwidth resource allocation with respect to the ASP,
latency, throughput of file delivery for the normalized cache
size of 0.3. In particular, when the blockage density increases,
the performance of the network detoriates since there are
moreNLOS transmissions for both access and backhaul links.
FIGURE 15. Throughput of file delivery v.s. normalized partitioning factor
with different blockage density.
For the case of higher blockage density, the access should
be allocated more spectrum resource than the backhaul to
achieve optimal performance. This means that under heavy
blockage scenario, the access link holds precedence over the
backhaul. Hence, more storage is required to guarantee that
the backhaul does not become a bottleneck of the network.
VII. CONCLUSION
The general concept of spectrum resource allocation in IAB
networks using WEC with respect to the ASP, latency, and
throughput of file delivery has been proposed in this paper
to meet future trends in wireless networks. Comprehensive
theoretical derivations as well as numerical results were pro-
vided to demonstrate that WEC is a cost-effective method
for improving the IAB network’s performance. With large
storage capacity, sizeable chunks of backhaul bandwidth can
be shifted towards the access for better network performance.
Under various network parameter settings, it was observed
that there always exists an optimal partitioning factor that
achieves the optimal performance. In particular, it was seen
that there is a tradeoff in the selection of the optimal partition-
ing factor with respect to ASP/ throughput and latency of file
delivery for different IAB node densities. Our findings also
revealed that in dense blockage environments, it is beneficial
to give more resources to the access links. This means that
higher cache size is necessary to ensure that the backhaul will
not be the bottleneck of the IAB network.
The system model of this paper assumes that the users
are uniformly distributed with specific QoS requirements.
The problem formulation can be extended to take specific
traffic patterns and constraints into account; non-uniform
user distribution and heterogenous user preference can, for
example, be used as a possible dimension to analyze. This is
beyond the scope of this paper, but the analytical expressions
in Propositions 1-3 can anyway be used to analyze a subset
of the parameters with additional traffic constraints. Some
other extensions are: i) to compare the energy consumption
or energy efficiency of cache-enabled FR2 IAB networks
with non-cached-enabled networks and ii) as pointed out
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in [3], the cache content placement is a complex process and,
the caching placement can be optimized if each user can con-
nect to multiple IAB nodes. In both cases, the exact analysis
would require a revised and more complicated system model
and will be considered in the future.
.
APPENDIX A PROOF OF PROPOSITION 1
Let rxLs 0, rxNs 0, rxLm 0, and rxNm 0 be denoted as the distance
from the LOS and NLOS IAB node (located at xLs and x
N
s )
as well as the LOS and NLOS IAB donor node (located at xLm
and xNm ) to the typical user located at the origin. However,
for notational simplicity, we ignore the subscript 0 through-
out the proof. Based on the association event definitions,
the even ELas means that the path loss seen at the typical user
from the IAB node in LOS path is less than the other three








































































(R) is the probability density function (PDF) of the
nearest distance (also termed as ‘‘contact distance’’) between
the typical user and the nearest IAB node. In the following,




sm , and frxLs
(R) in order. Based on the
void probability [12], we have
pLNss = P[rxNs > R
αL
αN ]


























where in (a) we change the variable rxNs to r and substitute










(e−βy−1). Similarly, we have pLLsm and p
LN
sm
that are given as
pLLsm = exp
[








and Z (y) =
∫ y
0 e













Finally, the PDF of the ‘‘contact distance’’ rxLs is derived by
taking the first derivative over P[rxLs ≤ R]. According to the
















= 2πλsZ ′(R)e−2πλsZ (R), (A.5)
where Z ′(R) = e−βRR. By substituting (A.2), (A.3), (A.4),
and (A.5) into (A.1), we have the final association probabil-
ity expression. In the similar way, we can derive the other
association probabilities to complete the proof.
APPENDIX B PROOF OF PROPOSITION 2



































































































where Qjas = 2
νuK
Wbw(K−Nbw) − 1 and a) is derived for penalty
term. b) is derived by taking the average over the distance
rxjs0 with the PDF of the serving distance f̂rxjs0
(R) given
in (15) and (16) depending on j ∈ {L,N }. (c) follows from
the cumulative distribution function (CDF) of the gamma
distribution. Similarly, the ASP of file delivery for the IAB
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donor node-user access link is given as




















and Qjam = 2
Kνb
NbwWbw − 1. And
the ASP of file delivery for the IAB donor node-IAB node
backhaul link is given as
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