Dynamic Contract Enhanced Magnetic Resonance (MR) Imaging (DCE-MRI) can reveal differences in myocardial perfusion (microvascular or capillary blood flow) within the myocardium. The detection and quantification of hypo-perfused lesions within the myocardium is important for understanding aetiology of coronary heart disease (CHD). In this paper, a modification of a traditional method, the Expectation-Maximization (EM) algorithm for Gaussian Mixture Models (GMM), is implemented. This modification, the Spatially Variant Finite Mixture Model (SVFMM), is able to take the neighbourhood information of a voxel in the MR image into account. An experiment based on both synthetic and real images illustrates and quantifies the improvement achieved with SVFMM over the traditional GMM method.
heart disease because any specific heart wall segment is dominantly perfused by one main coronary artery. Any narrowing of that coronary will cause reduced blood supply to the whole heart wall segments. Isolated pixels whose intensities differ considerably from their neighbourhood can lead to spurious singleton clusters. This is physiologically unrealistic, i.e. due to physiological constraints we have prior knowledge that one large lesion is more likely than many isolated small lesions in myocardium [2] . Consequently, the spatial information should be taken into account in lesion quantification. For example, a pixel should be more likely labelled as "lesion" once its adjacent pixels are labelled as "lesion" too. To implement this idea, in this study, we will use the spatially variant finite mixture model (SVFMM) [3] [4] , which combines signal intensities with neighbourhood information, to improve the traditional Gaussian mixture model (GMM).
The Gaussian Mixture Model
Let x i denote the signal intensity at the i th pixel of an MR image (i = 1, ..., N), where N is the total number of pixels in this image. The Gaussian Mixture Model (GMM) [5] assumes there are K clusters. In our case, we have K = 2 clusters: "lesion tissue" and "healthy tissue". In the GMM, the parameters π i j = P( j |x i ) denote the prior probabilities of the i th pixel belonging to the j th cluster ( j = 1, 2), and they have to satisfy the constrains that 0 ≤ π i j ≤ 1 and π i 1 + π i 2 = 1. Let π j denote the vector for cluster j, which is π j = {π 1 j , π 2 j , ..., π N j }, and let Π denote the set of probability vectors Π = {π 1 , π 2 }. Similarly, Θ = {θ 1 , θ 2 } denotes the set of component parameters, which are the parameters of the corresponding mixture components. The probability density function for each observation
where φ(x i |θ j ) is a Gaussian distribution with parameters θ j = {µ j , σ 2 j }. The parameter µ j is the mean of the j th Gaussian component and σ 2 j is its variance. Let x = {x 1 , x 2 , . . . , x N } denote the data, i.e. the set of all pixel intensities of the MR image. The log-likelihood function of the data is given by
The maximization of this so-called 'incomplete' log-likelihood function has no closed-form solution, due to the summation terms inside the logarithm. A standard procedure, therefore, is to use data augmentation and apply the EM algorithm [6] . To be specific, we include an unobserved binary latent variable z i j [5] , which indicates which component the i th pixel belongs to, and define the probability function
where the z i j are subject to the constraints that z i j ∈ {0, 1} and z i 1 + z i 2 = 1. This implies that any pixel i can only be represented by one Gaussian component. Given the set of binary latent variables z i j , we have the complete log-likelihood function
where Z = {z 1 , z 2 } and z j = {z 1 j , z 2 j , ..., z N j }. By substituting z i 2 = 1 − z i 1 and π i 2 = 1 − π i 1 , we can maximize Eq.(4) for given latent variables Z. To maximize the (incomplete) log likelihood in Eq.(2), we use the EM algorithm [6] [5] . The first step ICSTA 26-2 (Expectation step or E-step) is to calculate the expected value of z i j , γ i j , which is
and substitute z i j by γ i j in Eq.(4), to give the expected complete log likelihood function. The next step (Maximization step or M-step) is to maximize this function with respect to the parameters (θ 1 , θ 2 ). This procedure is iterated until convergence, i.e. until a zero-gradient point of the (incomplete) log likelihood (2) is reached. Further details on the EM algorithm can be found in [6] and [5] .
The Spatially Variant Finite Mixture Model
In the standard Gaussian mixture model, only the signal intensity is used, without considering any information from the spatial context. This drawback can be overcome by the spatially variant finite mixture model (SVFMM) [3] [4]. In the SVFMM, a prior distribution over the parameter Π[3][7] [8] is introduced to take the spatial information into account, which is based on the following Gibbs function:
where
and C is a normalizing constant to ensure the integral over P(Π) is 1. The so-called potential function U(Π) depends on a regularization parameter β > 0. Each term in the sum, V N i (Π), is a function of {π m j } which contains the neighbourhood information of the i th pixel and is defined as
where N i is the set of neighbourhood pixels of the i th pixel (set to the 4 nearest neighbours in the present work) and u i,m is the distance between two mixing coefficients π i j and π m j . Here we use the squared Euclidean distance
The function g(u) must be non-negative and monotonically increasing [3] [7] [8] . Standard choices are g(u) = (1 + u −1 ) −1 [8] or g(u) = u [3] . For the work reported in the present paper, we have used g(u) = u.
The EM Algorithm for the Spatially Variant Finite Mixture Model
Similar to the general Gaussian mixture model, the EM algorithm is used for the spatially variant finite mixture model. In the Expectation step, the expected value of the latent variables Z is calculated as
ICSTA 26-3 which is the same as it in the standard Gaussian mixture model. The Maximization step is different from the Gaussian mixture model. Instead of maximizing the expected complete log-likelihood function, the SVFMM method maximizes the expected posterior of Θ and Π, which can be computed by
To maximize E[P(Θ, Π|x)], we can maximize the logarithm of E[P(x|Θ, Π)P(Π)], which is
We can maximize this function with respect to Π and Θ by calculating the corresponding partial derivatives and setting them to 0:
and
For the parameters Π, we only need to consider π i 1 , as we can make use of the constraint
Since both π i 1 0 and 1 − π i 1 0, we multiply π i 1 (1 − π i 1 ) on both sides to get
where M is the size of the neighbourhood (M = 4 in the present work). The mixing parameters π i 2 can be calculated by
ICSTA 26-4
By substituting π i 1 = 0 and π i 1 = 1, we have h(0) = γ i 1 > 0 and h(1) = 1 − γ i 1 < 0. Therefore, there must at least be one root located in the interval (0, 1), and this root is exactly what we want. In our study, we obtain the numerical solution of Eq. (21) by using a line search in the interval (0, 1). Note that for β = 0, the SVFMM reduces to the standard GMM. This means that GMM is a special case of SVFMM. Now, the EM algorithm for the SVFMM can be summarized as follows:
1. Initialize the parameters Π, Θ. Define a fixed value for the regularization parameter β. 
E step
where ξ is a given positive small value, is not satisfied, return to step 2.
Description of Clinical and Synthetic Data

Clinical data
Our clinical data are derived from a BHF MR-MI clinical imaging cohort study (ClinicalTrials.gov, NCT02072850) involving patients with ST-segment elevation myocardial infarction (STEMI) [9] . A comprehensive cardiac MRI protocol included an assessment of resting perfusion using a T1-weighted, fast gradient echo DCE-MRI sequence, capturing three short axis slices within each heartbeat, before, during and immediately following intravenous administration of gadoterate meglumine (Gd2+-DOTA, Dotarem, Guebert S.A.). The DCE-MRI was acquired over approximately 1 minute. The myocardial perfusion image we used in this paper is from one patient. There are 60 images taken from this patient during approximately 1 minute. The experimental image we used is taken at about the 50 th second and the signal intensity of this image is 1 dimension valued form 0 to 255. The myocardium tissue in the experimental image is segmented by an MRI operator manually. There are 637 pixels located in the myocardium.
Simulated data
The synthetic data are designed so as to mimic the clinical data. The shape and the size of the synthetic myocardium is exactly the same as for the clinical data. The whole myocardium ring is divided into two parts. The top half is designed to be "healthy tissue" and the bottom half is designed to be "lesion tissue". The signal intensity of the "healthy tissue" group is sampled from N(µ h , σ 2 h ), and the signal intensity of the "lesion group" is sampled from N(µ l , σ 2 l ). The choice of parameters µ h , µ l , σ 2 h , σ 2 l is empirical. To be specific, they are chosen according to the GMM results: µ h and σ 2 h have been set to the mean and variance of the "healthy tissue" groups from the GMM clustering results; similarly µ l and σ 2 l have been obtained from the "lesion tissue" group. The synthetic data is used to validate the algorithms. The details of the experiment results will be introduced in the next section.
This design of the synthetic data mimics the same SNR as for the clinical data. The number of wrongly segmented pixels using the GMM is positively correlated with the SNR value. Therefore, the performance of the GMM method for the synthetic data reflects the SNR for the clinical data. Fig.(1) shows the evolution of the log-posterior as a function of the number of EM cycles for different choices of the regularization parameter β. It can be seen that the rate of convergence depends on β, with increasing values of β leading to a slower convergence. Fig.(2) shows a comparison of the classification results 'healthy tissue' versus 'lesion' between GMM and SVFMM, for different values of β. The blue areas are labelled as "lesion tissue" and the yellow areas are labelled as "healthy tissue". The original MR image in the bottom right of panel (a) shows that there is a large shadow area located in the right bottom of the ring. However, the signal-to-noise ratio (SNR) is poor. Therefore, it is challenging to determine the lesion visually. Our results demonstrate that the segmentation obtained with the SVFMM is different from that obtained with the traditional GMM. There are fewer isolated pixels when applying the SVFMM method (for all values of β) to the clinical data. For the synthetic data, SVFMM leads to fewer misclassifications of pixels than GMM. This means that the SVFMM method indeed improves the segmentation in terms of the number of isolated pixels. Tables (1) and (2) summarize the numbers of isolated pixels and wrongly segmented (i.e. misclassified) pixels for both the clinical and the synthetic data. When β = 20, the number of isolated and misclassified pixels is the lowest. The SVFMM has fewer than half the number of isolated pixels than the standard GMM for clinical data, and only about 1 5 times the number of misclassified pixels than the standard GMM for synthetic data.
Experimental Results
ICSTA 26-6 The reason we use the number of isolated pixels as a performance criterion for the clinical data is that we do not know the real location or size of the lesion. However, according to the pathology of coronary heart diseases [2] , it is more likely that there is only one large lesion than many isolated small lesions in the myocardium. The number of isolated pixels is hence used as a proxy criterion, due to the lack of a proper ground truth. For the synthetic data, on the other hand, we do have a proper gold standard, as we know the location and size of the lesion. We can therefore determine the number of misclassified pixels.
By taking the neighbourhood information into account, the total number of "island" pixels decreases substantially in the clinical data, and the number of misclassified pixels in the synthetic data also decreases dramatically. However, there are still some isolated pixels, and the performance on the synthetic data appears to be noticeably better than on the clinical data. There are two main reasons for this trend. Firstly, some pixels are located close to the endocardium and the epicardium (i.e. the two boundaries of the ring). In Fig.(2)(a) , in the centre bottom of the rings, some pixels are labelled as "healthy" but surrounded by "lesion". The reason is that these pixels are close to the blood pool. In DCE-MRI, the blood signal increases (bright, hyperintense in the grey-scale) and the zone of impaired perfusion appears dark (hypointense) due to a relative lack of contrast media mixed in blood. The hypointense zone spatially depicts the zone of impaired perfusion. Those pixels that are affected by blood will appear in the extreme bright range of the grey scale, and the segmentation will be affected accordingly. This effect has not been simulated in the synthetic data and constitutes the main reason why the SVFMM algorithm works better for the synthetic than the clinical data. Moreover, some isolated "islands" are located in some areas whose SNR (signal-to-noise ratio) is very low. A consequence of this low SNR value is that too many adjacent pixels get jointly misclassified, and the correction mechanism based on neighbourhood information, on which SVFMM is based, breaks down.
Conclusion
In the present paper, we have studied the problem of automatic lesion detection in dynamic contrast enhanced MRI scans of diseased myocardium, which reveal differences in microvascular perfusion. We have implemented the spatially variant finite mixture model (SVFMM) method, which is designed to take the neighborhood information of a pixel into account. This method has been compared with a traditional Gaussian mixture model (GMM) on both clinical and synthetic data. For the synthetic data, where the ground truth is known, we have directly quantified the classification performance. For the clinical data, we have used the isolated pixel count as a surrogate figure of merit. Both results suggest that SVFMM achieves ICSTA 26-7 significantly better results than the traditional GMM, suggesting that the inclusion of neighbourhood information substantially reduces the misclassification rate. However, even for the best results, there are still a substantial number of isolated and misclassified pixels, leaving room for future model improvement.
In our future work, we will apply methods for optimizing of the regularization parameter β, using nested cross-validation or Bayesian evidence optimization. More importantly, we will develop more realistic priors which take larger context information subject to discontinuities and the physiological particularities of how the blood flow affects the myocardial perfusion DCE-MRI scans into account.
