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Abstract
The integral formulae over the unitary group U (d) are reviewed with new results and new proofs.
The normalization and the bi-invariance of the uniform Haar measure play the key role for these com-
putations. These facts are based on Schur-Weyl duality, a powerful tool from representation theory of
group.
1 Introduction
This review article is mainly concerned with some useful matrix integrals over unitary group. To compute
the some integrals over the unitary group U (d), we use frequently Schur-Weyl duality, a technique from
representation theory of group. Before proceeding to give the specific details of Schur-Weyl duality, we
need briefly introduce Schur-Weyl duality with its applications in quantum information theory.
In classical information theory, the method of types can be used to carry out some tasks such as esti-
mating probability distribution, randomness concentration and data compression. It has bee shown that
Schur basis can be used to generalize classical method of types, thus allowing us to perform quantum
counterparts of the previously mentioned tasks. In fact Schur basis is a natural choice if we want to
study systems with permutation symmetry. Schur transformation can be used to carry out several tasks
such as estimation of the spectrum of an unknown mixed state, universal distortion-free entanglement
concentration using only local operations, and encoding into decoherence free subsystems, etc. Another
applications of Schur transformation include communication without shared reference frame and univer-
sal compression of quantum date.
More explicit results related to Schur-Weyl duality can be mentioned. For example, Keyl and Werner
using Schur-Weyl duality to estimate the spectrum of an unknown (d-level) mixed state ρ from its k-fold
product state [1]. Harrow gave efficient quantum circuits for Schur and Clebsch-Gordan transforms from
computational point of view [2, 3]. Christandl employing Schur-Weyl duality in [4, 5] investigated the
structure of multipartite quantum states, and obtained a group-theoretic proof for some entropy inequali-
ties concerning von Neumann entropy, such as (strong) subadditivity of von Neumann entropy. Gour use
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this duality to classify the multipartite entanglement of quantum state in the finite dimensional setting [6].
A generalization of Schur-Weyl duality with applications in quantum estimation can be found in [7, 8].
2 Schur-Weyl duality
In this section, we give the details of Schur-Weyl duality. A generalization of this duality is obtained
within the framework of the infinite-dimensional C∗-algebras [9]. In order to arrive at Schur-Weyl duality,
we need the following ancillary results, well-known facts in representation theory. We assume familiarity
with knowledge of representation theory of a compact Lie group or finite group [10, 11].
Proposition 2.1. Let V and W be finite dimensional complex vector spaces. IfM ⊆ End(V) and N ⊆ End(W)
are von Neumann algebras, then (M⊗N )′ =M′ ⊗N ′.
Proof. Apparently, M′ ⊗N ′ ⊆ (M⊗N )′. It suffices to show that (M⊗N )′ ⊆ M′ ⊗N ′. For arbitrary
T ∈ (M⊗N )′, by the Operator-Schmidt Decomposition,
T = ∑
j
λjAj ⊗ Bj, (2.1)
where λj > 0, and Aj and Bj are orthonormal bases of End(C
m) and End(Cn), respectively. Now for
arbitrary M ∈ M and N ∈ N , M⊗ 1W , 1V ⊗ N ∈ M⊗N , it follows that
[T,M⊗ 1W ] = 0 = [T, 1V ⊗ N]. (2.2)
That is,
∑
j
λj[Aj,M]⊗ Bj = 0 and ∑
j
λjAj ⊗ [Bj,N] = 0. (2.3)
We drop those terms for which λj are zero. Thus λj is positive for all j in the above two equations. Since
{Aj} and {Bj} are linearly independent, respectively, it follows that
[Aj,M] = 0 and [Bj,N] = 0.
This implies that Aj ∈ M′ and Bj ∈ N ′. Therefore T ∈ M′ ⊗N ′.
Proposition 2.2 (The dual theorem). Let V be a representation of a finite group G with decomposition V ∼=⊕
α∈Ĝ nαVα ∼=
⊕
α∈Ĝ Vα ⊗Cnα . Let A be the algebra generated by V and B = A′ its commutant. Then
A ∼=
⊕
α∈Ĝ
End(Vα)⊗ 1Cnα , (2.4)
B ∼=
⊕
α∈Ĝ
1Vα ⊗ End(Cnα). (2.5)
Furthermore we have B′ = A, where B′ is the commutant of B. That is A = A′′ and B = B′′. Thus both A and B
are von Neumann algebras.
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Proof. It is easy to see that
dα
|G | ∑
g∈G
Vα,ij(g)V(g) ∈ A.
By the orthogonality of the functions Vα,ij and the decomposition of V into irreducible components, we
get
dα
|G | ∑
g∈G
Vα,ij(g)V(g) =
dα
|G | ∑
g∈G
Vα,ij(g)
⊕
β∈Ĝ
Vβ(g)⊗ 1Cnβ

=
⊕
β∈Ĝ
(
dα
|G | ∑
g∈G
Vα,ij(g)Vβ(g)
)
⊗ 1
C
nβ
=
⊕
β∈Ĝ
(
dα
|G | ∑
g∈G
Vα,ij(g)∑
k,l
Vβ,kl(g)Eβ,kl
)
⊗ 1
C
nβ
=
⊕
β∈Ĝ
∑
k,l
(
dα
|G | ∑
g∈G
Vα,ij(g)Vβ,kl(g)
)
Eβ,kl ⊗ 1Cnβ
= Eα,ij ⊗ 1Cnα ,
implying Eα,ij ⊗ 1Cnα ∈ A, hence End(Vα)⊗ 1Cnα ⊆ A. Now
A = span{V(g) : g ∈ G} ∼=
⊕
α∈Ĝ
span{Vα(g)⊗ 1Cnα} =
⊕
α∈Ĝ
End(Vα)⊗ 1Cnα .
Clearly
⊕
α∈Ĝ 1Vα ⊗ End(Cnα) ⊆ A′ = B. To see that every element in B is of this form, i.e. B ⊆⊕
α∈Ĝ 1Vα ⊗ End(Cnα). Consider a projection cα onto Vα ⊗ Cnα . The projectors cα form a resolution of the
identity and cα ∈ A. Since A′ = B, it follows that any B ∈ B must commute with Pα: cαB = Bcα. This
leads to
B =
(
∑
α
cα
)
B = ∑
α
cαBcα = ∑
α
Bα.
Moreover, Bα ∈ (End(Vα)⊗ 1Cnα )′ = 1Vα ⊗ End(Cnα), thus it must be of the form Bα = 1Vα ⊗ bα.
Remark 2.3. Let Ĝ be a complete set of inequivalent irreps of G. Then for any reducible representation V,
there is a basis under which the action of V(g) can be expressed as
V(g) ∼=
⊕
α∈Ĝ
nα⊕
j=1
Vα(g) =
⊕
α∈Ĝ
Vα(g)⊗ 1nα , (2.6)
where α ∈ Ĝ labels an irrep Vα and nα is the multiplicity of the irrep Vα in the representation V. Here we
use ∼= to indicate that there exists a unitary change of basis relating the left-hand size to the right-hand
side. Under this change of basis we obtain a similar decomposition of the representation space V (known
as the isotypic decomposition):
V ∼=
⊕
α∈Ĝ
Vα ⊗HomG(Vα,V). (2.7)
Since G acts trivially on HomG(Vα,V), Eq. (2.6) remains the same.
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The value of Eq. (2.7) is that the unitary mapping from the right-hand side (RHS) to the left-hand side
(LHS) has a simple explicit expression: it corresponds to the canonical map ϕ : X ⊗Hom(X ⊗ Y) → Y
given by ϕ(x⊗ f ) = f (x). Of course, this doesn’t tell us how to describe HomG(Vα,V), or how to specify
an orthonormal basis for the space, but we will later find this form of the decomposition useful.
Consider a system of k qudits, each with a standard local computational basis {|i〉, i = 1, . . . , d}. The
Schur-Weyl duality relates transforms on the system performed by local d-dimensional unitary operations
to those performed by permutation of the qudits. Recall that the symmetric group Sk is the group of all
permutations of k objects. This group is naturally represented in our system by
P(pi)|i1 · · · ik〉 := |ipi−1(1) · · · ipi−1(k)〉, (2.8)
where pi ∈ Sk is a permutation and |i1 · · · ik〉 is shorthand for |i1〉 ⊗ · · · ⊗ |ik〉. Let U (d) denote the group
of d× d unitary operators. This group is naturally represented in our system by
Q(U)|i1 · · · ik〉 := U|i1〉 ⊗ · · · ⊗U|ik〉, (2.9)
where U ∈ U (d). Thus we have the following famous result:
Theorem 2.4 (Schur). Let A = span {P(pi) : pi ∈ Sk} and B = span {Q(U) : U ∈ U (d)}. Then:
A′ = B and A = B′ (2.10)
First proof. The proof is separated into two steps: 1) A′ = span{A⊗k : A ∈ End(Cd)}. 2) span{A⊗k : A ∈
End(Cd)} = B.
In order to show that 1) holds, note that End((Cd)⊗k) = End(Cd)⊗k, Firstly we show that
A′ = End(Cd)⊗k ∩ P(Sk)′ = End((Cd)⊗k) ∩ P(Sk)′ = span{Q(A) : A ∈ End(Cd)}. (2.11)
We need only show that LHS is contained in RHS since the reverse inclusion is trivial.
For arbitrary Γ ∈ A′ = End(Cd)⊗k ∩ P(Sk)′, we have Γ = TSk(Γ) and Γ ∈ End(Cd)⊗k, where TSk =
1
k! ∑pi∈Sk AdP(pi). It suffices to show that
Γ = TSk(A1 ⊗ · · · ⊗ Ak) ∈ span{Q(A) : A ∈ End(Cd)},
where Aj ∈ End(Cd). In what follows, we show that each such Γ can be written in terms of tensor products
A⊗k. Since
d
dt
(M+ tN)⊗k =
k−1
∑
j=0
(M+ tN)⊗jN(M+ tN)⊗(k−j−1), (2.12)
it follows that
d
dt
∣∣∣∣
t=0
(M+ tN)⊗k =
k−1
∑
j=0
M⊗jNM⊗(k−j−1). (2.13)
Consider the following partial derivative
∂k−1
∂t2 . . . ∂tk
∣∣∣∣∣
t2=···=tk=0
(
A1 +
k
∑
j=2
tjAj
)⊗k
, (2.14)
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which can be realized by subsequently applying
∂
∂tj
∣∣∣∣∣
tj=0
(
A+ tjAj
)⊗k
= lim
tj→0
(A+ tjAj)
⊗k − A⊗k
tj
, (2.15)
iteratively going from j = k all the way to j = 2. The (2.14) takes the form of a limit of sums of tensor
powers. Since span{Q(A) : A ∈ End(Cd)} is a finite dimensional vector space, this limit is contained in
span{Q(A) : A ∈ End(Cd)}. On the other hand, a direct calculation shows that
k!Γ =
∂k−1
∂t2 . . . ∂tk
∣∣∣∣∣
t2=···=tk=0
(
A1 +
k
∑
j=2
tjAj
)⊗k
(2.16)
and hence all operators Γ are contained in span{Q(A) : A ∈ End(Cd)}.
Now we turn to prove that 2) holds. Firstly we show that
span{U⊗k : U ∈ U (d)} = span{T⊗k : T ∈ GL(d,C)}. (2.17)
For any T ∈ GL(d,C), there exists M ∈ End(Cd) such that
T = eM.
(The elementary proof of this fact is shifted to the following remark.) Then
T⊗n = (eM)⊗n = exp
(
n
∑
j=1
1
⊗j−1⊗M⊗ 1n−j
)
= exp(Q∗(M)), (2.18)
where
Q∗(M) :=
d
dt
∣∣∣∣
t=0
Q(etM).
Clearly Q(etM) = etQ∗(M) for any real t ∈ R. In fact, Q is a Lie group representation of U (d) or GL(d,C).
Q∗ is a Lie algebra representation induced by Q. If we can show that Q∗(M) ∈ span{U⊗n : U ∈ U (d)},
then by (2.18), it follows that T⊗n ∈ span{U⊗n : U ∈ U (d)}.
Next, we show that Q∗(M) ∈ span{U⊗n : U ∈ U (d)}. For any skew-Hermitian operator X, etX is
a unitary, thus Q(etX) ∈ span{U⊗n : U ∈ U (d)}. By the connection of Q and Q∗, we have Q(etX) =
etQ∗(X), implying that Q∗(X) ∈ span{U⊗n : U ∈ U (d)}, where X ∈ u(d), a Lie algebra of U (d). Let
M = X+
√−1Y for X,Y ∈ u(d). Thus by the complex-linearity of Q∗, it follows that
Q∗(M) = Q∗(X) +
√−1Q∗(Y).
Since span{U⊗n : U ∈ U (d)} is a complex-linear space, it follows that
Q∗(X) +
√−1Q∗(Y) ∈ span{U⊗n : U ∈ U (d)} (2.19)
whenever Q∗(X),Q∗(Y) ∈ span{U⊗n : U ∈ U (d)}. Therefore Q∗(M) ∈ span{U⊗n : U ∈ U (d)}.
Up to now, we established the fact that
span{U⊗n : U ∈ U (d)} = span{T⊗n : T ∈ GL(d,C)}. (2.20)
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Secondly, we show that
span{T⊗n : T ∈ GL(d,C)} = span{A⊗n : A ∈ End(Cd)}. (2.21)
We use the fact that GL(d,C) is dense in End(Cd). Indeed, for any A ∈ End(Cd), by the Singular Value
Decomposition, we have
A = UDV†,
where U,V ∈ U (d) and D is a diagonal matrix whose diagonal entries are nonnegative. Define
Tε = U
(
D+
ε
1+ ε
1
)
V†
for very small positive real ε. Apparently Tε ∈ GL(d,C) and ‖A− Tε‖ < ε. This indicates that GL(d,C) is
dense in End(Cd) in norm topology.
For any fixed A ∈ End(Cd), we take T ∈ GL(d,C) such that ‖A− T‖ is very small. Since
‖Q(A)−Q(T)‖ 6 n∆n−1 ‖A− T‖ ,
where ∆ := max{‖A‖ , ‖T‖}, it follows, from the fact that span{T⊗n : T ∈ GL(d,C)} is closed (in the
finite-dimensional setting), that (2.21) is true. Therefore the proof is complete.
Remark 2.5. In this Remark, we will show that, for every T ∈ GL(d,C), there exists M ∈ End(Cd) such
that T = eM. This result is a famous one in Lie theory. A general method for its proof is rather involved.
To avoid usage of advanced tools in Lie theory. We give here an elementarily proof of it. We just use the
matrix technique.
Indeed, it is easy to show that if T is a diagonalizable matrix, then the conclusion is true. For a general
case, we separate the proof into two cases:
Case 1. There is a sequence of diagonalizable matrices Tk satisfying that
(i) limk Tk = T,
(ii) If Tk = e
Mk , then there is a constant c > 0 such that ‖Mk‖ 6 c holds for every k.
Now we show that the existence of Tk. Consider the Jordan canonical decomposition of T for T = PJP
−1.
Let tj be the diagonal entries of J. Note that T is an invertible matrix, so tj 6= 0 for every 1 6 j 6 d. Let
Tk := P(J + Λk)P
−1,
where Λk := diag(λ
k
1, λ
k
2, . . . , λ
k
d). Then Tk meets the conditions (i) and (ii) in Case 1 if
(a) limk λ
k
j = 0 for j = 1, . . . , d;
(b) tj + λ
k
j are all different when j runs from 1 to d for every given k. Thus Tk has d different eigenvalues
tj + λ
k
j , and of course Tk is diagonalizable;
(c) there is a constant c such that
∣∣∣ln(tj + λkj )∣∣∣ 6 c for every k and j. Note that if (b) is true, then
‖Mk‖ = maxj
∣∣∣ln(tj + λkj )∣∣∣.
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The construction of λkj satisfying (a)–(c) is described as follows: For any given k, let λ
k
1 =
t1
k , and λ
k
j be
one of
tj
k ,
tj
k+1 , . . . ,
tj
k+j such that ti + λ
k
i 6= tj + λkj whenever i < j. Apparently (a) and (b) are satisfied. To
check (c), we have ∣∣∣ln(tj + λkj )∣∣∣ = ∣∣∣ln(tj) + ln(1+ λkj /tj)∣∣∣ 6 ∣∣ln(tj)∣∣+ ∣∣∣ln(1+ λkj /tj)∣∣∣ ,
taking c = maxj
∣∣ln(tj)∣∣+ ln 2 is enough. That is ‖Mk‖ = maxj ∣∣∣ln(tj + λkj )∣∣∣ 6 c for all k.
Case 2. When Case 1 holds, since the exponential function is a smooth and continuous function, so the
image of the compact set, exp (B(0, c)) must be closed, where B(0, c) is the closed ball with radius c, thus
the limit T of eMk is also in exp (B(0, c)). This means that there exists M ∈ B(0, c) such that T = eM. The
proof is finished.
We remark here that the above first proof of Schur-Weyl duality makes reference to PhD thesis of
Christandl [4]. The following second proof is taken from the book of Goodman and Wallach [11].
Second proof. Let {|1〉, . . . , |d〉} be the standard basis for Cd. For an ordered k-tuple I = (i1, . . . , ik) with
i1, . . . , ik ∈ [d], where [d] := {1, . . . , d}, define | I | = k and |I〉 := |i1 · · · ik〉. The tensors {|I〉 : I ∈ [d]k},
with I ranging over the all such k-tuples, give a basis for (Cd)⊗k. The group Sk permutes this basis by the
action P(pi)|I〉 = |pi · I〉, where for I = (i1, . . . , ik) and pi ∈ Sk, we define
pi · (i1, . . . , ik) := (ipi−1(1), . . . , ipi−1(k)).
Note that pi changes the positions(1 to k) of the indices, not their values (1 to d), and we have (σpi) · I =
σ · (pi · I) for σ,pi ∈ Sk.
Suppose B ∈ End((Cd)⊗k) has matrix [bI,J ] relative to the basis {|I〉 : I ∈ [d]k}: 〈I |B| J〉 = bI,J and
B|J〉 = ∑
I∈[d]k
bI,J |I〉.
We have
BP(pi)|J〉 = B|pi · J〉 = ∑
I
bI,pi·J|I〉 (2.22)
for pi ∈ Sk, whereas
P(pi)B|J〉 = ∑
I
bI,J |pi · I〉 = ∑
I
bpi−1·I,J |I〉. (2.23)
Thus B ∈ A′ if and only if bI,pi·J = bpi−1·I,J for all multi-indices I, J and all pi ∈ Sk. Replacing I by pi · I, we
can write this condition as
bpi·I,pi·J = bI,J , ∀I, J;pi ∈ Sk. (2.24)
Consider the non-degenerate bilinear form 〈X,Y〉 := Tr (XY) on End((Cd)⊗k). We claim that the restric-
tion of this form to A′ is non-degenerate. Indeed, we have a projection X 7→ X# of End((Cd)⊗k) onto A′
given by averaging over Sk:
X# =
1
k! ∑
pi∈Sk
P(pi)XP(pi)−1. (2.25)
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If B ∈ A′, then 〈
X#, B
〉
=
1
k! ∑
pi∈Sk
Tr
(
P(pi)XP(pi)−1B
)
= 〈X, B〉 ,
since P(pi)B = BP(pi). Thus 〈A′, B〉 = 0 implies that 〈X, B〉 = 0 for all X ∈ End((Cd)⊗k), and so B = 0.
Hence the trace form on A′ is non-degenerate.
To show that A′ = B, it thus suffices to show that if B ∈ A′ is orthogonal to B, then B = 0. Now if
g = [gij] ∈ GL(d,C), then Q(g) has matrix gI,J = gi1j1 · · · gik jk relative to the basis {|I〉 : I ∈ [d]k}. Thus we
assume that
〈B,Q(g)〉 = ∑
I,J
bI,Jgj1i1 · · · gjkik = 0 (2.26)
for all g ∈ GL(d,C), where [bI,J ] is the matrix of B. Define a polynomial function pB on M(Cd) by
pB(X) = ∑
I,J
bI,Jxj1i1 · · · xjk ik
for X = [xij] ∈ M(Cd). Clearly pB is vanished over GL(d,C), a dense subset of M(Cd); and pB is a
continuous function on M(Cd), therefore pB ≡ 0, so for all [xij] ∈ M(Cd), we have
∑
I,J
bI,Jxj1i1 · · · xjkik = 0. (2.27)
In what follows, we show that bI,J = 0 for all I, J. We begin by grouping the terms in the above equation
according distinct monomials in the matrix entries {xij}. Introduce the notation xI,J = xi1 j1 · · · xik jk , and
view these monomials as polynomial functions on M(Cd). Let Θ be the set of all ordered pairs (I, J) of
multi-indices with | I | = | J | = k. The group Sk acts on Θ by
pi · (I, J) = (pi · I,pi · J).
From Eq. (2.24), we see that B commutes with Sk if and only if the function (I, J) 7→ bI,J is constant on the
orbits of Sk in Θ.
The action of Sk on Θ defines an equivalence relation on Θ, where (I, J) ∼ (I′, J′) if (I′, J′) = (pi · I,pi · J)
for some pi ∈ Sk. This gives a decomposition of Θ into disjoint equivalence classes. Choose a set Γ of
representatives for the equivalence classes. Then every monomial xI,J with | I | = | J | = k can be written as
xγ for some γ ∈ Γ. Indeed, since the variables xij mutually commute, we have
xγ = xpi·γ, ∀pi ∈ Sk; γ ∈ Γ.
Suppose xI,J = xI′,J′ . Then there must be an integer p such that xi′1j′1 = xip jp . Call p = 1
′. Similarly, there
must be an integer q 6= p such that xi′2j′2 = xiq jq . Call q = 2′. Continuing this way, we obtain a permutation
pi : (1, 2, . . . , k) → (1′, 2′, . . . , k′)
such that I = pi · I′ and J = pi · J′. This proves that γ is uniquely determined by xγ. For γ ∈ Γ, let
nγ = |Sk · γ | be the cardinality of the corresponding orbit.
Assume that the coefficients bI,J satisfy Eqs. (2.24) and (2.27). Since bI,J = bγ for all (I, J) ∈ Sk · γ, it
follows from Eq. (2.27) that
∑
γ∈Γ
nγbγxγ = 0.
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Since the set of monomials {xγ : γ ∈ Γ} is linearly independent, this implies that bI,J = 0 for all (I, J) ∈ Θ.
This proves that B = 0. Hence B = A′.
The following result concerns with a wonderful decomposition of the representations on k-fold tensor
space (Cd)⊗k of U (d) and Sk, respectively, using their corresponding irreps accordingly. The proof is taken
from [4].
Theorem 2.6 (Schur-Weyl duality). There exist a basis, known as Schur basis, in which representation
(
QP, (Cd)⊗k
)
of U (d)× Sk decomposes into irreducible representations Qλ and Pλ of U (d) and Sk, respectively:
(i) (Cd)⊗k ∼= ⊕λ⊢(k,d) Qλ ⊗ Pλ;
(ii) P(pi) ∼= ⊕λ⊢(k,d) 1Qλ ⊗ Pλ(pi);
(iii) Q(U) ∼= ⊕λ⊢(k,d) Qλ(U)⊗ 1Pλ .
Since Q and P commute, we can define representation
(
QP, (Cd)⊗k
)
of U (d)× Sk as
QP(U,pi) = Q(U)P(pi) = P(pi)Q(U) ∀(U,pi) ∈ U (d)× Sk. (2.28)
Then:
QP(U,pi) = U⊗kPpi = PpiU⊗k ∼=
⊕
λ⊢(k,d)
Qλ(U)⊗ Pλ(pi). (2.29)
In order to prove the above theorem, we first observe that algebras generated by P and Q centralize
each other. Then we can apply double commutant theorem to get expression Eq. (2.29) only with unspecified
range of λ. In order to specify the range, we find a correspondence between irreducible representations of
Sk and U (d) and partitions λ ⊢ (k, d).
We call the unitary transformation performing the basis change from standard basis to Schur basis,
Schur transform and denote by Usch. It has been shown that Schur transform can be implemented efficiently
on a quantum computer.
Proof. The application of the Duality Theorem. 2.2 to G = Sk (and to its dual partner U (d), Theorem. 2.4)
shows the above three equations, where Pλ are irreducible representations of Sk. The representation of
U (d) that is paired with Pλ is denoted by Qλ.
In the following, we show that Qλ’s are irreducible. A brief but elegant argument is follows: Qλ is
irreducible if and only if its extension to GL(d) is irreducible. That is Qλ(U (d)) is irreducible if and
only if Qλ(GL(d,C)) is irreducible. So it suffices to show that Qλ is indecomposable under GL(d,C). By
Schur’s Lemma this is equivalent to showing that EndGL(d,C)(Qλ)
∼= C. That is, the maps in End(Qλ) that
commute with the action of GL(d,C) are proportional to the identity.
In what follows, we show that EndGL(d,C)(Qλ)
∼= C. From Schur’s Lemma, we have
EndSk
(
(Cd)⊗k
) ∼= ⊕
λ
End(Qλ)⊗ 1Pλ ∼=
⊕
λ
End(Qλ).
Thus
EndGL(d,C)×Sk
(
(Cd)⊗k
) ∼= ⊕
λ
EndGL(d,C)(Qλ).
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By the dual theorem, GL(d,C) and Sk are double commutants,
EndSk
(
(Cd)⊗k
)
= span
{
T⊗k : T ∈ GL(d,C)
}
,
and thus EndGL(d,C)×Sk
(
(Cd)⊗k
)
is clearly contained in the center of EndSk
(
(Cd)⊗k
)
. Therefore EndGL(d,C)(Qλ)
is contained in the center of End(Qλ) ∼= C. Finally
EndGL(d,C)(Qλ)
∼= C.
For the proof of λ ⊢ (k, d), it is rather involved since we need the notion of highest weight classification of
a compact Lie group. It is omitted here. We are done.
Remark 2.7. By the Duality Theorem 2.2 and Theorem 2.6, it follows that Q(X) ∈ B for X ∈ End(Cd).
Furthermore the decomposition of Q(X) is of the form:
Q(X) ∼=
⊕
λ⊢(k,d)
Qλ(X)⊗ 1Pλ . (2.30)
Therefore
X⊗kP(pi) = P(pi)X⊗k ∼=
⊕
λ⊢(k,d)
Qλ(X)⊗ Pλ(pi). (2.31)
The dimensions of pairing irreps for U (d) and Sk, respectively, in Schur-Weyl duality can be computed
by so-called hook length formulae. The hook of box (i, j) in a Young diagram determined by a partition λ is
given by the box itself, the boxes to its right and below. The hook length is the number of boxes in a hook.
Specifically, we have the following result without its proof:
Theorem 2.8 (Hook length formulae). The dimensions of pairing irreps for U (d) and Sk, respectively, in Schur-
Weyl duality can be given as follows:
dim(Qλ) = ∏
(i,j)∈λ
d+ j− i
h(i, j)
= ∏
16i<j6d
λi − λj + j− i
j− i , (2.32)
dim(Pλ) =
k!
∏(i,j)∈λ h(i, j)
. (2.33)
We will see the concrete example which is the most simple one:
Example 2.9. Suppose that k = 2 and d is greater than one. Then the Schur-Weyl duality is the statement
that the space of two-tensors decomposes into symmetric and antisymmetric parts, each of which is also
an irreducible module for GL(d,C):
C
d ⊗Cd = ∨2Cd ⊕∧2Cd. (2.34)
The symmetric group S2 consists of two elements and has two irreducible representations, the trivial
representation and the sign representation. The trivial representation of S2 gives rise to the symmetric
tensors, which are invariant (i.e. do not change) under the permutation of the factors, and the sign
representation corresponds to the skew-symmetric tensors, which flip the sign.
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3 Matrix integrals over unitary groups
In this section, we will give the proofs on some integrals over unitary matrix group. We will use the
uniform Haar-measure µ over unitary matrix group U (d). We also use the vec-operator correspondence.
The vec mapping is defined as follows:
vec(|i〉〈j|) = |ij〉. (3.1)
Thus vec(1d) = ∑
d
j=1 |jj〉. Clearly
vec(AXB) = A⊗ BT vec(X). (3.2)
The vec mapping for bipartite case is still valid:
vec(|m〉〈n| ⊗ |µ〉〈ν|) = vec(|mµ〉〈nν|) = |mµnν〉. (3.3)
In what follows, we will employ Schur-Weyl duality to give the computations about the integrals of the
following forms: ∫
U(d)
U⊗kA(U⊗k)†dµ(U) or
∫
U(d)
U⊗k ⊗ (U⊗k)†dµ(U). (3.4)
We demonstrate the integral formulae for the special cases where k = 1, 2 with detailed proofs since they
have extremely important applications in quantum information theory. Analogously, we also obtain the
explicit computations about the integrals of the following forms:∫
U(d)
UkA(Uk)†dµ(U) or
∫
U(d)
Uk ⊗ (Uk)†dµ(U). (3.5)
3.1 The k = 1 case
Proposition 3.1 (Completely depolarizing channel). It holds that∫
U(d)
UAU†dµ(U) =
Tr (A)
d
1d, (3.6)
where A ∈ Md(C).
Proof. For any V ∈ U (d), we have
V
(∫
U(d)
UAU†dµ(U)
)
V† =
∫
U(d)
(VU)A(VU)†dµ(U)
=
∫
U(d)
(VU)A(VU)†dµ(VU)
=
∫
U(d)
WAW†dµ(W) =
∫
U(d)
UAU†dµ(U),
implying that
∫
U(d)UAU
†dµ(U) commutes with U (d). Thus
∫
U(d)UAU
†dµ(U) = λA1d. By taking trace
over both sides, we get λA =
Tr(A)
d . Therefore the desired conclusion is obtained.
The application of Proposition 3.1 can be found in [12].
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Corollary 3.2. It holds that∫
U(dA)
(UA ⊗ 1B)XAB(UA ⊗ 1B)†dµ(UA) = 1AdA ⊗ TrA (XAB) . (3.7)
Proof. We chose an orthonormal base {|µ〉 : µ = 1, . . . , dB} for the second Hilbert space B. Then XAB =
∑
dB
µ,ν=1X
A
µν ⊗ |µ〉〈ν| such that
∫
U(dA)
(UA ⊗ 1B)XAB(UA ⊗ 1B)†dµ(UA) =
dB
∑
µ,ν=1
(∫
U(dA)
UAX
A
µνU
†
Adµ(UA)
)
⊗ |µ〉〈ν| (3.8)
=
dB
∑
µ,ν=1
(
Tr
(
XAµν
)
1A
dA
)
⊗ |µ〉〈ν| = 1A
dA
⊗
(
dB
∑
µ,ν=1
Tr
(
XAµν
)
|µ〉〈ν|
)
=
1A
dA
⊗ TrA (XAB) . (3.9)
This completes the proof.
Corollary 3.3. It holds that∫
U(dA)
∫
U(dB)
(UA ⊗UB)XAB(UA ⊗UB)†dµ(UA)dµ(UB) = TrAB (XAB) 1A
dA
⊗ 1B
dB
(3.10)
Corollary 3.4. It holds that ∫
U(d)
U ⊗Udµ(U) = 1
d
| vec(1d)〉〈vec(1d)|. (3.11)
Proof. Since
vec
(∫
U(d)
UAU†dµ(U)
)
=
(∫
U(d)
U ⊗Udµ(U)
)
| vec(A)〉,
vec
(
Tr (A)
d
1d
)
=
1
d
| vec(1d)〉〈vec(1d), vec(A)〉.
Using Proposition 3.1, it follows that∫
U(d)
U ⊗Udµ(U) = 1
d
| vec(1d)〉〈vec(1d)|,
implying the result.
Corollary 3.5. It holds that ∫
U(d)
U ⊗U†dµ(U) = F
d
, (3.12)
where F is the swap operator defined as F = ∑di,j=1 |ij〉〈ji|.
The first proof. By taking partial transposes relative to second subsystems over both sides in Corollary 3.4,
we get the desired identity.
The second proof. Let M =
∫
U(d)U ⊗U†dµ(U). Since Haar-measure µ is uniform over the unitary group
U (d), it follows that µ(U) = µ(V) for any U,V ∈ U (d). In particular, µ(U) = µ(U†). Thus M† = M.
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From the elementary fact that Tr ((A⊗ B)F) = Tr (AB), we have Tr (MF) = d. Since Haar-measure is
left-regular, it follows that
(V ⊗ 1)M(1⊗V†) =
∫
U(d)
VU ⊗U†V†dµ(U)
=
∫
U(d)
VU ⊗ (VU)†dµ(VU) = M.
That is (V ⊗ 1)M(1⊗V†) = M for all V ∈ U (d). By taking traces over both sides, we have
Tr (M) = Tr
(
(V ⊗ 1)M(1⊗V†)
)
= Tr
(
M(V ⊗V†)
)
.
By taking integrals over both sides, we have∫
U(d)
Tr (M) dµ(V) =
∫
U(d)
Tr
(
M(V ⊗V†)
)
dµ(V),
which means that Tr (M) = Tr
(
M2
)
. By Cauchy-Schwartz inequality, we get
d2 = [Tr (MF)]2 6 Tr
(
M2
)
Tr
(
F2
)
= d2 Tr (M) ,
implies that Tr (M) > 1. In what follows, we show that Tr (M) = 1. By the definition of M, we have
Tr (M) =
∫
U(d)
|Tr (U)|2 dµ(U)
=
∫
U(d)
〈vec(1d), vec(U)〉〈vec(U), vec(1d)〉dµ(U)
=
〈
vec(1d)
∣∣∣∣∫
U(d)
| vec(U)〉〈vec(U)|dµ(U)
∣∣∣∣vec(1d)〉 .
Define a unital quantum channel Γ as follows:
Γ =
∫
U(d)
AdUdµ(U).
Thus by Proposition 3.1, we have Γ(X) = Tr (X) 1dd . By Choi-Jiamiołkowksi isomorphism, it follows that
J(Γ) = (Γ⊗ 1)(| vec(1d)〉〈vec(1d)|) =
∫
U(d)
| vec(U)〉〈vec(U)|dµ(U).
For the completely depolarizing channel Γ(X) = Tr (X) 1dd , we already know that J(Γ) =
1
d1d ⊗ 1d. There-
fore ∫
U(d)
| vec(U)〉〈vec(U)|dµ(U) = 1
d
1d ⊗ 1d. (3.13)
Finally Tr (M) = 1d 〈vec(1d), vec(1d)〉 = 1. This indicates that Cauchy-Schwartz inequality is saturated,
and moreover the saturation happens if and only if M ∝ F. Let M = λF. By taking traces over both sides,
we have λ = 1d . The desired conclusion is obtained.
The third proof. We derive directly the integral formula from the Schur Orthogonality Relations of a com-
pact Lie group. See the Section 5.
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Corollary 3.6. It holds that ∫
U(d)
|Tr (AU)|2 dµ(U) = 1
d
Tr(A†A), (3.14)
where A ∈ Md(C).
Proof. In fact,
|Tr (AU)|2 = Tr (AU)Tr (AU) = Tr
(
(A⊗ A†)(U⊗U†)
)
.
It follows that ∫
U(d)
|Tr (AU)|2 dµ(U) = Tr
(
(A⊗ A†)
∫
U(d)
U ⊗U†dµ(U)
)
=
1
d
Tr
(
(A⊗ A†)F
)
=
1
d
Tr
(
AA†
)
,
implying the result.
Corollary 3.7. It holds that∫
U(d1)
∫
U(d2)
|Tr (A(U ⊗V)) |2 dµ(U)dµ(V) = 1
d1d2
Tr
(
A†A
)
, (3.15)
where A ∈ Md1d2(C).
Proof. By the SVD of a matrix, we have
A = ∑
j
sj|Φj〉〈Ψj|, (3.16)
where sj := sj(A) is the singular values of the matrix A and |Φj〉, |Ψj〉 ∈ Cd1 ⊗ Cd2 . From the properties
of the vec mapping for a matrix, we see that there exist d2 × d1 matrices Xj and Yj, respectively, such that
|Φj〉 = vec(Xj), |Ψ〉 = vec(Yj). (3.17)
This indicates that
|Tr (A(U⊗V))|2 =
∣∣∣∣∣∑
j
sj
〈
Ψj |U ⊗V|Φj
〉∣∣∣∣∣
2
= ∑
i,j
sisj 〈Ψi |U ⊗V|Φi〉
〈
Ψj |U ⊗V|Φj
〉
= ∑
i,j
sisj 〈Ψi |U ⊗V|Φi〉
〈
Φj
∣∣∣U† ⊗V†∣∣∣Ψj〉 ,
which implies that
|Tr (A(U ⊗V)) |2 = ∑
i,j
sisj
〈
Yi,UXiV
T
〉 〈
Xj,U
†Yj(V
†)T
〉
= ∑
i,j
sisj
〈
Yi ⊗ Xj, (U⊗U†)(Xi ⊗Yj)(VT ⊗ (VT)†)
〉
.
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Thus ∫
U(d1)
∫
U(d2)
|Tr (A(U ⊗V)) |2 dµ(U)dµ(V)
= ∑
i,j
sisj
〈
Yi ⊗ Xj,
(∫
U(d1)
U ⊗U†dµ(U)
)
(Xi ⊗ Yj)
(∫
U(d2)
VT ⊗ (VT)†dµ(V)
)〉
=
1
d1d2
∑
i,j
sisj
〈
Yi ⊗ Xj, F11(Xi ⊗ Yj)F22
〉
=
1
d1d2
∑
i,j
sisj Tr
(
(Yi ⊗ Xj)†F11(Xi ⊗Yj)F22
)
,
where F11 is the swap operator on C
d1 ⊗ Cd1 , F22 is the swap operator on Cd2 ⊗ Cd2 .
Taking orthonormal base |µ〉 and |m〉 of Cd1 and Cd2 , respectively, gives rise to
F11 =
d1
∑
µ,ν=1
|µν〉〈νµ|, F22 =
d2
∑
m,n=1
|mn〉〈nm|.
By substituting both operators into the above expression, it follows that∫
U(d1)
∫
U(d2)
|Tr (A(U ⊗V))|2 dµ(U)dµ(V) = 1
d1d2
∑
i,j
sisj Tr
(
XiX
†
j
)
Tr
(
Y†i Yj
)
=
1
d1d2
Tr
(
A†A
)
.
The proof is complete.
Note that Corollaries 3.5, 3.6, and 3.7 are used in the recent paper [13] to establish an interesting
relationship between quantum correlation and interference visibility. In what follows, we obtain a general
result:
Proposition 3.8. It holds that∫
U(d1)
∫
U(d2)
· · ·
∫
U(dn)
∣∣∣Tr (A(U(1)⊗U(2)⊗ · · · ⊗U(n)))∣∣∣2 dµ(U(1))dµ(U(2)) · · · dµ(U(n))
=
1
d
Tr
(
A†A
)
, (3.18)
where A ∈ Md(C) for d = ∏nj=1 dj.
This result will be useful in the investigation of multipartite quantum correlation. The detail of its
proof is as follows.
Proof. Firstly we note from Corollary 3.2 that∫
U(d1)
(U1⊗ 12...n)X12...n(U1 ⊗ 12...n)†dµ(U1) = 11d1 ⊗ Tr1 (X12...n) . (3.19)
Furthermore, we have∫
U(d1)
∫
U(d2)
(U1 ⊗U2 ⊗ 13...n)X12...n(U1 ⊗U2 ⊗ 13...n)†dµ(U1)dµ(U2) = 11
d1
⊗ 12
d2
⊗ Tr12 (X12...n) . (3.20)
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By induction, we have∫
U(d1)
∫
U(d2)
· · ·
∫
U(dn)
(U1 ⊗U2 ⊗ · · · ⊗Un)X12...n(U1 ⊗U2 ⊗ · · · ⊗Un)†dµ(U1)dµ(U2) · · · dµ(Un)
= Tr12...n (X12...n)
11
d1
⊗ 12
d2
⊗ · · · ⊗ 1n
dn
. (3.21)
This implies that∫
U(d1)
∫
U(d2)
· · ·
∫
U(dn)
|U1 ⊗U2 ⊗ · · · ⊗Un〉〈U1⊗U2 ⊗ · · · ⊗Un|dµ(U1)dµ(U2) · · · dµ(Un) (3.22)
=
1
d
112...n ⊗ 112...n, (3.23)
where d = ∏nj=1 dj. Now
|Tr (A(U1 ⊗U2 ⊗ · · · ⊗Un))|2 =
〈
A†,U1 ⊗U2 ⊗ · · · ⊗Un
〉 〈
U1 ⊗U2 ⊗ · · · ⊗Un, A†
〉
implying ∫
U(d1)
· · ·
∫
U(dn)
|Tr (A(U1 ⊗U2 ⊗ · · · ⊗Un))|2 (3.24)
=
〈
A†
∣∣∣∣∫
U(d1)
· · ·
∫
U(dn)
|U1 ⊗U2 ⊗ · · · ⊗Un〉〈U1⊗U2 ⊗ · · · ⊗Un|dµ(U1) · · · dµ(Un)
∣∣∣∣ A†〉 (3.25)
=
1
d
〈A†, A†〉 = 1
d
Tr
(
A†A
)
. (3.26)
We are done.
3.2 The k = 2 case
Proposition 3.9. It holds that∫
U(d)
(U ⊗U)A(U⊗U)†dµ(U)
=
(
Tr (A)
d2 − 1 −
Tr (AF)
d(d2− 1)
)
1d2 −
(
Tr (A)
d(d2− 1) −
Tr (AF)
d2 − 1
)
F, (3.27)
where A ∈ Md2(C) and the swap operator F is defined by F|ij〉 = |ji〉 for all i, j = 1, . . . , d.
Proof. Analogously, we have
∫
U(d)(U⊗U)A(U⊗U)†dµ(U) commutes with {V ⊗V : V ∈ U (d)}. Denote
P∧ := 12 (1d2 − F) and P∨ := 12 (1d2 + F). It is easy to see that Tr (P∧) = 12 (d2 − d) and Tr (P∨) = 12 (d2 + d).
Since F = ∑i,j |ij〉〈ji|, it follows that F† = F and F2 = 1d2. Thus both P∧ and P∨ are projectors and
P∧ + P∨ = 1d2 .
Because Cd ⊗ Cd = ∧2Cd ⊕ ∨2Cd, we have P∧(Cd ⊗ Cd)P∧ = ∧2Cd and P∨(Cd ⊗ Cd)P∨ = ∨2Cd.
Besides, for any V ∈ U (d),
V ⊗V def=
[
P∧(V ⊗V)P∧ 0
0 P∨(V ⊗V)P∨
]
Now write ∫
U(d)
(U⊗U)A(U⊗U)†dµ(U) =
[
M11 M12
M21 M22
]
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is a block matrix, where M11 ∈ End(∧2Cd),M22 ∈ End(∨2Cd) and
M12 ∈ HomU(d)(∨2Cd,∧2Cd),M21 ∈ HomU(d)(∧2Cd,∨2Cd).
Thus [
M11 M12
M21 M22
] [
P∧(V ⊗V)P∧ 0
0 P∨(V ⊗V)P∨
]
=
[
P∧(V ⊗V)P∧ 0
0 P∨(V ⊗V)P∨
] [
M11 M12
M21 M22
]
.
We get that, for all V ∈ U (d), 
M11(∧2V) = (∧2V)M11,
M22(∨2V) = (∨2V)M22,
M12(∨2V) = (∧2V)M12,
M21(∧2V) = (∨2V)M21.
Therefore we obtained that
M11 = λ(A)P∧, M22 = µ(A)P∨, M12 = 0, M21 = 0.
That is ∫
U(d)
(U ⊗U)A(U⊗U)†dµ(U) =
[
λ(A)P∧ 0
0 µ(A)P∨
]
= λ(A)P∧ + µ(A)P∨. (3.28)
If A = 1d2 in Eq. (3.28), then 1d2 = λ(1d2)P∧ + µ(1d2)P∨. Thus λ(1d2) = µ(1d2) = 1 since 1d2 = P∧ + P∨
and P∧⊥P∨.
If A = P∧ in Eq. (3.28), then P∧ = λ(P∧)P∧+ µ(P∧)P∨ since U⊗U commutes with P∧. Thus λ(P∧) = 1
and µ(P∧) = 0. Note that λ(A), µ(A) are two linear functional. Thus we have: λ(F) = −1 and µ(F) = 1.
This indicates that ∫
U(d)
(U ⊗U)F(U⊗U)†dµ(U) = λ(F)P∧ + µ(F)P∨ = P∨ − P∧ = F.
More simpler approach to this identity can be described as follows: Since F(M⊗ N)F = N⊗M, it follows
that F(M⊗ N) = (N ⊗M)F. Thus∫
U(d)
(U⊗U)F(U⊗U)†dµ(U) =
∫
U(d)
F(U⊗U)(U⊗U)†dµ(U)
= F
∫
U(d)
dµ(U) = F = P∨ − P∧.
Apparently ∫
U(d)
(U⊗U)†F(U⊗U)dµ(U) = F = P∨ − P∧.
By taking trace over both sides above, we get
Tr (A) = λ(A) Tr (P∧) + µ(A) Tr (P∨) .
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Now by multiplying F on both sides in Eq. (3.28) and then taking trace again, we get∫
U(d)
Tr
(
(U⊗U)†F(U⊗U)A
)
dµ(U)
= λ(A) Tr (P∧F) + µ(A) Tr (P∨F)
= µ(A) Tr (P∨)− λ(A) Tr (P∧) ,
where we used the fact that P∧F = −P∧ and P∨F = P∨. Thus we have
d(d−1)
2 λ(A) +
d(d+1)
2 µ(A) = Tr (A) ,
d(d+1)
2 µ(A)− d(d−1)2 λ(A) = Tr (AF) .
Solving this group of two binary equations gives rise toλ(A) =
Tr(A)−Tr(AF)
d(d−1) ,
µ(A) = Tr(A)+Tr(AF)
d(d+1)
.
Finally we obtained the desired conclusion as follows:∫
U(d)
(U⊗U)A(U⊗U)†dµ(U) = Tr (A)− Tr (AF)
d(d− 1) P∧ +
Tr (A) + Tr (AF)
d(d+ 1)
P∨.
We are done.
The applications of Proposition 3.9 in quantum information theory can be found in [14, 15].
Corollary 3.10. It holds that∫
U(d)
U†AUXU†BUdµ(U)
=
d Tr (AB)− Tr (A) Tr (B)
d(d2 − 1) Tr (X) 1d +
d Tr (A)Tr (B)− Tr (AB)
d(d2 − 1) X. (3.29)
Proof. It suffices to compute the integral
∫
U(d)(U
†AU)⊗ (U†BU)dµ(U) since
vec
(∫
U(d)
(U†AU)X(U†BU)dµ(U)
)
=
∫
U(d)
(U†AU)⊗ (U†BU)Tdµ(U) vec(X). (3.30)
Once we get the formula for
∫
U(d)(U
†AU)⊗ (U†BU)dµ(U), taking partial transpose relative to the second
factor in the tensor product, we get the formula for
∫
U(d)(U
†AU)⊗ (U†BU)Tdµ(U).
Now by Proposition 3.9, we have∫
U(d)
(U†AU)⊗ (U†BU)dµ(U) =
∫
U(d)
(U ⊗U)†(A⊗ B)(U⊗U)dµ(U)
=
(
Tr (A) Tr (B)
d2 − 1 −
Tr (AB)
d(d2 − 1)
)
1d2 −
(
Tr (A) Tr (B)
d(d2 − 1) −
Tr (AB)
d2 − 1
)
F
=
d Tr (A)Tr (B)− Tr (AB)
d(d2 − 1) 1d2 +
d Tr (AB)− Tr (A) Tr (B)
d(d2− 1) F,
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implying that ∫
U(d)
(U†AU)⊗ (U†BU)Tdµ(U)
=
d Tr (A) Tr (B)− Tr (AB)
d(d2− 1) 1d2 +
d Tr (AB)− Tr (A)Tr (B)
d(d2 − 1) | vec(1d)〉〈vec(1d)|.
Substituting this identity into (3.30) gives the desired result.
Recall that a super-operator Φ is unitarily invariant if AdU† ◦Φ ◦AdU = Φ for all U ∈ U (d). We also
note that an super-operator Φ on End(Hd) can be represented as
Φ(X) = ∑
j
AjXB
†
j . (3.31)
Now we may give the specific form of any unitarily invariant super-operator in the following corollary.
Corollary 3.11. Let Φ be a unitarily invariant super-operator on End(Hd). Then
Φ(X) =
d Tr (Φ(1d))− Tr (Φ)
d(d2 − 1) Tr (X) 1d +
d Tr (Φ)− Tr (Φ(1d))
d(d2− 1) X, (3.32)
where Tr (Φ) is the trace of super-operator Φ, defined by Tr (Φ) := ∑µ,ν 〈µ |Φ(|µ〉〈ν|)| ν〉.
Proof. Apparently AdU† ◦Φ ◦AdU = Φ for all U ∈ U (d). This implies that, for the uniform Haar measure
dµ(U) over the unitary group,
Φ(X) =
∫
U(d)
Φ(X)dµ(U) =
∫
U(d)
U†Φ(UXU†)Udµ(U) (3.33)
= ∑
j
∫
U(d)
U†AjUXU
†B†jUdµ(U). (3.34)
By Corollary 3.10,∫
U(d)
U†AjUXU
†B†jUdµ(U) (3.35)
=
d Tr
(
AjB
†
j
)
− Tr (Aj)Tr (B†j )
d(d2 − 1) Tr (X) 1d +
d Tr
(
Aj
)
Tr
(
B†j
)
− Tr
(
AjB
†
j
)
d(d2 − 1) X. (3.36)
Thus
Φ(X) =
d ∑j Tr
(
AjB
†
j
)
−∑j Tr
(
Aj
)
Tr
(
B†j
)
d(d2− 1) Tr (X) 1d (3.37)
+
d ∑j Tr
(
Aj
)
Tr
(
B†j
)
−∑j Tr
(
AjB
†
j
)
d(d2 − 1) X (3.38)
=
d Tr (Φ(1d))− Tr (Φ)
d(d2 − 1) Tr (X) 1d +
d Tr (Φ)− Tr (Φ(1d))
d(d2− 1) X, (3.39)
where we have used the fact that
Tr (Φ) = ∑
µ,ν
〈|µ〉〈ν|,Φ(|µ〉〈ν|)〉 = ∑
µ,ν
〈µ |Φ(|µ〉〈ν|)| ν〉 (3.40)
= ∑
j
∑
µ,ν
〈
µ
∣∣∣Aj|µ〉〈ν|B†j ∣∣∣ ν〉 = ∑
j
(
∑
µ
〈
µ
∣∣Aj∣∣ µ〉
)(
∑
ν
〈
ν
∣∣∣B†j ∣∣∣ ν〉
)
(3.41)
= ∑
j
Tr
(
Aj
)
Tr
(
B†j
)
. (3.42)
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There is a caution that the trace of super-operator Φ is different from the trace of operator Φ(1d).
We can simplify this expression if we assume more structure on the super-operator. A trace-preserving
unitarily invariant quantum operation Λ is a depolarizing channel: for ρ ∈ D (Hd),
Λ(ρ) = pρ + (1− p)1d
d
,
(
p =
Tr (Φ)− 1
d2 − 1
)
. (3.43)
Indeed, this easily follows from the facts that Tr (Φ(1d)) = d and Tr (ρ) = 1.
Let Φ be a super-operator on End(Hd). Define the twirled super-operator
ΦT =
∫
U(d)
AdU† ◦Φ ◦AdUdµ(U). (3.44)
Clearly twirled super-operator ΦT is unitarily invariant.
Remark 3.12. From the proof of Corollary 3.11, we see that for any super-operator Φ ∈ End(Hd),∫
U(d)
U†Φ(UXU†)Udµ(U) =
d Tr (Φ(1d))− Tr (Φ)
d(d2− 1) Tr (X) 1d +
d Tr (Φ)− Tr (Φ(1d))
d(d2 − 1) X. (3.45)
Now let d = dAdB and Hd = HA ⊗HB with dim(HA) = dA and dim(HB) = dB. Assume that X = ρAB,
a density matrix on HA ⊗HB. Fixing an orthonormal basis {|ψB,j〉 : j = 1, . . . , dB} for HB. Suppose that
Φ(X) = TrB(X)⊗ 1B. Then it can be rewritten as:
Φ(X) =
dB
∑
i,j=1
(1A ⊗ |ψB,i〉〈ψB,j|)X(1A ⊗ |ψB,j〉〈ψB,i|).
Clearly Φ(1A ⊗ 1B) = dB1A ⊗ 1B, implying that
Tr (Φ(1A ⊗ 1B)) = dAd2B and Tr (Φ) =
dB
∑
i,j=1
(dAδij)
2 = d2AdB.
From the above discussion, we see that∫
U(d)
U†Φ(UρABU
†)Udµ(U) =
ddB − dA
d2 − 1 1A ⊗ 1B +
ddA − dB
d2 − 1 ρAB. (3.46)
Denote ρ′AB = UρABU
† and ρ′A = TrB(ρ
′
AB). Then
Tr
(
(ρ′A)
2
)
= Tr
(
(ρ′A ⊗ 1B)ρ′AB
)
= Tr
(
Φ(ρ′AB)ρ
′
AB
)
= Tr
(
U†Φ(UρABU
†)UρAB
)
.
Therefore 〈
Tr
(
(ρ′A)2
)〉
:=
∫
Tr
(
(ρ′A)2
)
dµ(U) = Tr
(∫
U†Φ(UρABU
†)Udµ(U)ρAB
)
.
That is, 〈
Tr
(
(ρ′A)
2
)〉
=
ddB − dA
d2 − 1 +
ddA − dB
d2 − 1 Tr
(
ρ2AB
)
. (3.47)
In particular, if ρAB is a bipartite pure state, then Tr
(
ρ2AB
)
= 1, and〈
Tr
(
(ρ′A)2
)〉
=
dA + dB
dAdB + 1
. (3.48)
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Corollary 3.13. Let X,Y ∈ End(Cd). Then the uniform average of 〈ψ |X|ψ〉 〈ψ |Y|ψ〉 over state vectors |ψ〉 on
the unit sphere S2d−1 in Cd is given by∫
S2d−1
〈ψ |X|ψ〉 〈ψ |Y| ψ〉 d|ψ〉 = Tr (XY) + Tr (X) Tr (Y)
d(d+ 1)
. (3.49)
Proof. The original integral can be reduced to the computing of the following integral:∫
U(d)
(U ⊗U)(X⊗Y)(U ⊗U)†dµ(U)
=
Tr (X ⊗Y)− Tr ((X⊗ Y)F)
d(d− 1) P∧ +
Tr (X ⊗Y) + Tr ((X⊗ Y)F)
d(d+ 1)
P∨.
Since P∨|ψ0ψ0〉 = |ψ0ψ0〉 and P∧|ψ0ψ0〉 = 0, it follows that∫
S2d−1
〈ψ |X|ψ〉 〈ψ |Y| ψ〉 d|ψ〉
=
〈
ψ0ψ0
∣∣∣∣Tr (X) Tr (Y)− Tr (XY)d(d− 1) P∧ + Tr (X)Tr (Y) + Tr (XY)d(d+ 1) P∨
∣∣∣∣ ψ0ψ0〉
=
Tr (XY) + Tr (X) Tr (Y)
d(d+ 1)
.
We are done.
As a direct consequence of the above Corollary, it follows that for any super-operator Φ on End(Hd),∫
S2d−1
〈ψ |Φ(|ψ〉〈ψ|)|ψ〉 d|ψ〉 = Tr (Φ(1d)) + Tr (Φ)
d(d+ 1)
. (3.50)
Corollary 3.14. It holds that∫
U(d)
U ⊗U ⊗U ⊗Udµ(U)
=
1
d2 − 1 (| vec(1d2)〉〈vec(1d2)|+ | vec(F)〉〈vec(F)|)
− 1
d(d2 − 1) (| vec(1d2)〉〈vec(F)|+ | vec(F)〉〈vec(1d2)|) . (3.51)
Proof. Apparently, this result can be derived from Proposition 3.9.
Corollary 3.15. It holds that∫
U(d)
U ⊗U ⊗U† ⊗U†dµ(U) = P(13)(24)+ P(14)(23)
d2 − 1 −
P(1423)+ P(1324)
d(d2 − 1) . (3.52)
Proof. By taking partial transposes relative to the third and fourth subsystems, respectively, over both sides
in Corollary 3.14, it suffices to show that
(| vec(1d2)〉〈vec(1d2)|)T3,4 = P(13)(24),
(| vec(F)〉〈vec(F)|)T3,4 = P(14)(23),
(| vec(1d2)〉〈vec(F)|)T3,4 = P(1423),
(| vec(F)〉〈vec(1d2)|)T3,4 = P(1324).
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Note that
vec(1d2) =
d
∑
i,j=1
|ijij〉, vec(F) =
d
∑
i,j=1
|ijji〉.
It follows that
| vec(1d2)〉〈vec(1d2)| =
d
∑
i,j,k,l=1
|ijij〉〈klkl|,
| vec(F)〉〈vec(F)| =
d
∑
i,j,k,l=1
|ijji〉〈kllk|,
| vec(1d2)〉〈vec(F)| =
d
∑
i,j,k,l=1
|ijij〉〈kllk|,
| vec(F)〉〈vec(1d2)| =
d
∑
i,j,k,l=1
|ijji〉〈klkl|.
Therefore we have
(| vec(1d2)〉〈vec(1d2)|)T3,4 =
d
∑
i,j,k,l=1
|ijkl〉〈klij| = P(13)(24),
(| vec(F)〉〈vec(F)|)T3,4 =
d
∑
i,j,k,l=1
|ijlk〉〈klji| = P(14)(23),
(| vec(1d2)〉〈vec(F)|)T3,4 =
d
∑
i,j,k,l=1
|ijlk〉〈klij| = P(1423),
(| vec(F)〉〈vec(1d2)|)T3,4 =
d
∑
i,j,k,l=1
|ijkl〉〈klji| = P(1324).
The proof is complete.
Corollary 3.16. It holds that∫
U(d)
|Tr (AU)|4 dµ(U) = 2
d2 − 1
[
Tr
(
A†A
)]2 − 2
d(d2 − 1) Tr
(
(A†A)2
)
, (3.53)
where A ∈ Md(C).
Proof. Note that
|Tr (AU)|4 = Tr
([
A⊗2 ⊗ (A⊗2)†
] [
U⊗2 ⊗ (U⊗2)†
])
.
By Corollary 3.15, we obtain the final result.
3.3 The general case
The partial materials in this subsection are written based on the results in [17, 18].
We recall that for an algebra inclusion M ⊂ N , a conditional expectation is a M-bimodule map E :
N →M such that E (1N ) = 1M.
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For A ∈ End((Cd)⊗k), we define
Ek(A) =
∫
U(d)
U⊗kA
(
U⊗k
)†
dµ(U). (3.54)
Clearly Ek : End((C
d)⊗k) → P(C[Sk]) is a conditional expectation. Moreover Ek is an orthogonal projection
onto P(C[Sk]). It is compatible with the trace in the sense that Tr ◦Ek = Tr.
For A ∈ End((Cd)⊗k), we set
∆(A) = ∑
pi∈Sk
〈P(pi), A〉P(pi)
= ∑
pi∈Sk
Tr
(
AP(pi−1)
)
P(pi) ∈ P(C[Sk]). (3.55)
Proposition 3.17. ∆ embraces the following properties:
(i) ∆ is a P(C[Sk])-P(C[Sk]) bimodule morphism in the sense that
∆(AP(σ)) = ∆(A)P(σ), ∆(P(σ)A) = P(σ)∆(A).
(ii) ∆(1) coincides with the character of P hence it is equal to
∆(1) = k! ∑
λ⊢k
sλ(1
×d)
f λ
Cλ
and is an invertible element of C[Sk]; its inverse will be called Weingarten function and is equal to
Wg =
1
(k!)2 ∑
λ⊢(k,d)
( f λ)2
sλ(1×d)
χλ
(iii) the relation between ∆(A) and Ek(A) is explicitly given by
∆(A) = Ek(A)∆(1)
(iv) the range of ∆ is equal to P(C[Sk]);
(v) the following holds true in P(C[Sk]):
∆(AEk(B)) = ∆(A)∆(B)∆(1)
−1.
Proof. (i). Clearly we have:
∆(AP(σ)) = ∑
pi∈Sk
Tr
(
[AP(σ)]P(pi−1)
)
P(pi)
= ∑
pi∈Sk
Tr
(
AP(σpi−1)
)
P((σpi−1)−1)P(σ)
= ∆(A)P(σ).
Similarly, we also have: ∆(P(σ)A) = P(σ)∆(A). Furthermore we get
∆(P(σl)AP(σr)) = P(σl)∆(A)P(σr), (3.56)
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where σl, σr ∈ Sk. Therefore ∆ is bimodule morphism.
(ii). Let A = 1 in the definition of ∆. We get that
∆(1) = ∑
pi∈Sk
Tr
(
P(pi−1)
)
P(pi) = ∑
pi∈Sk
χ(pi−1)P(pi). (3.57)
By Schur-Weyl duality, we have
(Cd)⊗k ∼=
⊕
λ⊢(k,d)
Qλ ⊗ Pλ
and
χ = ∑
λ⊢(k,d)
dλχλ,
where dλ is the multiplicities of Pλ, i.e. dλ = dim(Qλ) = sλ(1
×d). Hence
χ(pi−1) = ∑
λ⊢(k,d)
dλχλ(pi
−1) = ∑
λ⊢(k,d)
sλ(1
×d)χλ(pi−1),
which is substituted into the rhs of expression of ∆(1) above, gives rise to
∆(1) = ∑
pi∈Sk
 ∑
λ⊢(k,d)
sλ(1
×d)χλ(pi−1)
 P(pi)
= ∑
λ⊢(k,d)
sλ(1
×d)
(
∑
pi∈Sk
χλ(pi
−1)P(pi)
)
.
Since the minimal central projection Cλ in P(C[Sk]) must be of the following form:
Cλ =
f λ
k! ∑
pi∈Sk
χλ(pi
−1)P(pi),
it follows that
∑
pi∈Sk
χλ(pi
−1)P(pi) = k!
f λ
Cλ
Thus
∆(1) = k! ∑
λ⊢k
sλ(1
×d)
f λ
Cλ.
Moreover ∆(1) is invertible and
∆(1)−1 = 1
k! ∑
λ⊢k
f λ
sλ(1×d)
Cλ.
We denote by Wg the function corresponding to ∆(1)−1, i.e.
Wg =
1
(k!)2 ∑
λ⊢(k,d)
( f λ)2
sλ(1×d)
χλ.
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(iii). Since Q(U) commutes with P(pi), it follows that
∆(Ek(A)) = ∑
pi∈Sk
Tr
(
Ek(A)P(pi
−1)
)
P(pi)
= ∑
pi∈Sk
Tr
(∫
U(d)
Q(U)AQ(U)†dµ(U)P(pi−1)
)
P(pi)
= ∑
pi∈Sk
Tr
(
A
∫
U(d)
Q(U)†P(pi−1)Q(U)dµ(U)
)
P(pi)
= ∑
pi∈Sk
Tr
(
AP(pi−1)
)
P(pi) = ∆(A),
implying
∆(A) = ∆(Ek(A)1) = Ek(A)∆(1)
by the fact that ∆ is bimodule morphism and Ek(A) ∈ P(C[Sk]). We can get more that
∆(A) = ∆(Ek(A)) = Ek(A)∆(1) = ∆(1)Ek(A).
This indicates that
Ek(A) = ∆(A)∆(1)
−1 = ∆(1)−1∆(A) (3.58)
=
1
k!
(
∑
pi∈Sk
Tr
(
AP(pi−1)
)
P(pi)
)(
∑
λ⊢k
f λ
sλ(1×d)
Cλ
)
. (3.59)
(iv). It is trivially from (ii) and (iii).
(v). It is easily seen that
∆(AEk(B)) = ∆(A)Ek(B) = ∆(A)∆(B)∆(1)
−1. (3.60)
We are done.
Corollary 3.18. Let k be a positive integer and i = (i1, . . . , ik), i
′ = (i′1, . . . , i
′
k), j = (j1, . . . , jk), j
′ = (j′1, . . . , j
′
k)
be k-tuples of positive integers. Then∫
U(d)
Ui1j1 · · ·UikjkUi′1j′1 · · ·Ui′k j′kdµ(U) (3.61)
= ∑
σ,τ∈Sk
Wg(στ−1)〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j1|j′τ(1)〉 · · · 〈jk|j′τ(k)〉 (3.62)
Proof. Note that
∆(AEk(B)) = ∆(A)∆(B)∆(1)
−1.
In order to show our result, it is enough to take appropriate A = |i′〉〈i| and B = |j〉〈j′|, where |i〉 =
|i1 · · · ik〉, etc. Now that ∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′kj′kdµ(U) = Tr (AEk(B)) . (3.63)
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By the definition of ∆, we get
∆(AEk(B)) = ∑
pi∈Sk
Tr
(
AEk(B)P(pi
−1)
)
P(pi)
= Tr (AEk(B)) 1 + ∑
pi∈Sk\{e}
Tr
(
AEk(B)P(pi
−1)
)
P(pi)
and
∆(A) = ∑
σ∈Sk
Tr
(
AP(σ−1)
)
P(σ)
= ∑
σ∈Sk
〈
i
∣∣∣P(σ−1)∣∣∣ i′〉 P(σ)
= ∑
σ∈Sk
〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉P(σ),
where P(σ)|i1 · · · ik〉 = |iσ−1(1) · · · iσ−1(k)〉 or P(σ)|iσ(1) · · · iσ(k)〉 = |i1 · · · ik〉. That is,
P(σ) = ∑
i1,...,ik∈[d]
|i1 · · · ik〉〈iσ(1) · · · iσ(k)|.
Note also that P(σ)† = P(σ−1). Therefore
P(σ−1) = P(σ)† = ∑
i1,...,ik∈[d]
|iσ(1) · · · iσ(k)〉〈i1 · · · ik|.
Similarly
∆(B) = ∑
τ∈Sk
〈
j′
∣∣∣P(τ−1)∣∣∣ j〉 P(τ) = ∑
σ∈Sk
〈j′1|jτ(1)〉 · · · 〈j′k|jτ(k)〉P(τ)
= ∑
τ∈Sk
〈jτ(1)|j′1〉 · · · 〈jτ(k)|j′k〉P(τ) = ∑
τ∈Sk
〈j1|j′τ−1(1)〉 · · · 〈jk|j′τ−1(1)〉P(τ)
= ∑
τ∈Sk
〈j1|j′τ(1)〉 · · · 〈jk|j′τ(1)〉P(τ−1).
Note that
∆(1)−1 =
(
k! ∑
λ⊢k
sλ(1
×d)
f λ
Cλ
)−1
=
1
k! ∑
λ⊢k
f λ
sλ(1×d)
Cλ
= ∑
pi∈Sk
(
1
(k!)2 ∑
λ⊢k
( f λ)2
sλ(1×d)
χλ(pi
−1)
)
P(pi)
= ∑
pi∈Sk
Wg(pi−1)P(pi),
where
Cλ := ∑
pi∈Sk
f λ
k!
χλ(pi
−1)P(pi)
is the minimal central projection and
Wg :=
1
(k!)2 ∑
λ⊢k
( f λ)2
sλ(1×d)
χλ
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is the Weingarten function.
Up to now, we can get
∆(A)∆(B)∆(1)−1
= ∑
σ,τ,pi∈Sk
〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j1|j′τ(1)〉 · · · 〈jk|j′τ(1)〉Wg(pi−1)P(στ−1pi)
= ∑
σ,τ∈Sk
〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j1|j′τ(1)〉 · · · 〈jk|j′τ(1)〉Wg(στ−1)1
+ ∑
σ,τ,pi∈Sk:στ−1pi 6=e
〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j1|j′τ(1)〉 · · · 〈jk|j′τ(1)〉Wg(pi−1)P(στ−1pi).
Comparing both sides, we get∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′k j′kdµ(U) = Tr (AEk(B))
= ∑
σ,τ∈Sk
Wg(στ−1)〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j1|j′τ(1)〉 · · · 〈jk|j′τ(k)〉.
This completes the proof.
Corollary 3.19. If k 6= l, then ∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′l j′ldµ(U) = 0.
Proof. For every z ∈ U (1), the map U (d) ∋ U 7→ zU ∈ U (d) is measure-preserving, therefore∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′l j′ldµ(U) (3.64)
=
∫
U(d)
zUi1j1 · · · zUik jkzUi′1j′1 · · · zUi′l j′ldµ(U) (3.65)
= zk−l
∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′l j′ldµ(U), (3.66)
implying that
(1− zk−l)
∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′l j′ldµ(U) = 0.
By the arbitrariness of z ∈ U (1), there exists a z0 ∈ U (1) such that zk−l0 6= 1 since k 6= l.
Remark 3.20. What is
∫
U(d)Udµ(U)? One approach to see this is to form a d× d matrix M whose (i, j)-th
entry is the
∫
U(d)Uijdµ(U), for 1 6 i, j 6 d. Writing this in terms of matrix form, we have for any fixed
V ∈ U (d),
M =
∫
U(d)
Udµ(U) =
∫
U(d)
VUdµ(U) = V
∫
U(d)
Udµ(U) = VM,
where we used the fact that dµ(U) is regular. But VM = M for all unitary V can only hold if M = 0. That
is, ∫
U(d)
Udµ(U) = 0.
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Corollary 3.21. It holds that∫
U(d)
U⊗k⊗
(
U⊗k
)†
dµ(U) = ∑
σ,τ∈Sk
Wg(στ−1)Pτ+k,σ−1, (3.67)
where, for any pi1,pi2 ∈ Sk,
Ppi1+k,pi2 |j1 · · · jki′1 · · · i′k〉 :=
∣∣∣∣i′pi−12 (1) · · · i′pi−12 (k) jpi−11 (1) · · · jpi−11 (k)
〉
. (3.68)
Proof. Clearly 〈
ij′
∣∣∣∣∫
U(d)
U⊗k⊗
(
U⊗k
)†
dµ(U)
∣∣∣∣ ji′〉 = ∫
U(d)
Ui1j1 · · ·Uik jkUi′1j′1 · · ·Ui′k j′kdµ(U)
= ∑
σ,τ∈Sk
Wg(στ−1)〈i1|i′σ(1)〉 · · · 〈ik|i′σ(k)〉〈j′1|jτ−1(1)〉 · · · 〈j′k|jτ−1(k)〉.
Next, by the definition of Ppi1+k,pi2 , hence we get
Pτ+k,σ−1|j1 · · · jki′1 · · · i′k〉 =
∣∣∣i′σ(1) · · · i′σ(k) jτ−1(1) · · · jτ−1(k)〉 , (3.69)
where pi + k means
pi + k ≡
(
1 · · · k
pi(1) + k · · · pi(k) + k
)
,
implying that〈
ij′
∣∣∣∣∫
U(d)
U⊗k ⊗
(
U⊗k
)†
dµ(U)
∣∣∣∣ ji′〉 =
〈
ij′
∣∣∣∣∣ ∑
σ,τ∈Sk
Wg(στ−1)Pτ+k,σ−1
∣∣∣∣∣ ji′
〉
. (3.70)
The proof is complete.
Remark 3.22. In recent papers [19], the authors modified the Schur-Weyl duality in the sense that the
commutant of U⊗k−1 ⊗ U can be specifically computed. They make an attempt in [20, 21] to use the
obtained new commutant theorem investigate some questions in quantum information theory.
Corollary 3.23. The uniform average of |ψ〉〈ψ|⊗k over state vectors |ψ〉 on the unit sphere S2d−1 in Cd is given by∫
S2d−1
|ψ〉〈ψ|⊗kd|ψ〉 = 1
s(k)(1
×d)
C(k) =
1
(k+d−1k )
C(k), (3.71)
where the meaning of Cλ can be referred to (6.11), here λ = (k).
Proof. In fact, this result is a direct consequence of (3.58). More explicitly, let us fix a vector |ψ0〉. Then
every |ψ〉 can be generated by a uniform unitary U such that |ψ〉 = U|ψ0〉. Thus∫
S2d−1
|ψ〉〈ψ|⊗kd|ψ〉 =
∫
U(d)
U⊗k|ψ0〉〈ψ0|⊗kU⊗k,†dµ(U). (3.72)
Taking A = |ψ0〉〈ψ0|⊗k in (3.58) gives rise to∫
U(d)
U⊗k|ψ0〉〈ψ0|⊗kU⊗k,†dµ(U) =
(
1
k! ∑
pi∈Sk
P(pi)
)(
∑
λ⊢k
f λ
sλ(1×d)
Cλ
)
(3.73)
= C(k)
(
∑
λ⊢k
f λ
sλ(1×d)
Cλ
)
=
f (k)
s(k)(1
×d)
C(k), (3.74)
implying the desired result.
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The following compact version of Ek(A) is given by Audenaert in [25]. The detailed presentation is
shifted to Appendix (see below).
Proposition 3.24. Let Hin and Hout be two copies of the Hilbert space H = (Cd)⊗k. Let C∨(k) be the projector on
the totally symmetric subspace of Hout ⊗Hin. Then it holds that∫
U(d)
|U⊗k〉〈U⊗k|dµ(U) = C∨(k)
([
Trin
(
C∨(k)
)]−1 ⊗ 1in) . (3.75)
Corollary 3.25. Let A ∈ End((Cd)⊗k). Then it holds that
∫
U(d)
(
U⊗k
)
A
(
U⊗k
)†
dµ(U) =
1
k!
[
∑
pi∈Sk
Tr
(
AP(pi−1)
)
P(pi)
] [
Trin
(
C∨(k)
)]−1
. (3.76)
Corollary 3.26. Assume X ∈ End(Cd) with spectrum {xj : 1, . . . , d}. It holds that
∫
U(d)
(
U⊗k
)
X⊗k
(
U⊗k
)†
dµ(U) = ∑
λ⊢(k,d)
sλ(x1, . . . , xd)
sλ(1×d)
Cλ = ∑
λ⊢(k,d)
Tr
(
CλX
⊗k
)
Tr (Cλ)
Cλ. (3.77)
Proof. We give a very simple derivation of this identity via Schur-Weyl duality , i.e. Theorem 2.6. Indeed,
the mentioned integral can be rewritten as∫
U(d)
(
U⊗k
)
X⊗k
(
U⊗k
)†
dµ(U) =
∫
U(d)
Q(U)Q(X)Q†(U)dµ(U). (3.78)
Now by Schur-Weyl duality, we have
Q(U) =
⊕
λ⊢(k,d)
Qλ(U)⊗ 1Pλ , Q(X) =
⊕
λ⊢(k,d)
Qλ(X)⊗ 1Pλ , Q†(U) =
⊕
λ⊢(k,d)
Q†λ(U)⊗ 1Pλ .
Thus ∫
U(d)
Q(U)Q(X)Q†(U)dµ(U) = ∑
λ⊢(k,d)
(∫
U(d)
Qλ(U)Qλ(X)Q
†
λ(U)dµ(U)
)
⊗ 1Pλ (3.79)
= ∑
λ⊢(k,d)
(
1
dim(Qλ)
Tr (Qλ(X)) 1Qλ
)
⊗ 1Pλ (3.80)
= ∑
λ⊢(k,d)
1
dim(Qλ)
Tr (Qλ(X)) 1Qλ ⊗ 1Pλ , (3.81)
which implies the desired result, where we have used the facts that
Tr (Qλ(X)) = sλ(x1, . . . , xd),
dim(Qλ) = sλ(1
×d), Cλ = 1Qλ ⊗ 1Pλ .
This completes the proof.
Example 3.27. Note that we get the following decomposition via Schur-Weyl duality
(Cd)⊗3 ∼= Q(3) ⊗ P(3)
⊕
Q(2,1) ⊗ P(2,1)
⊕
Q(1,1,1)⊗ P(1,1,1) (3.82)
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where
dim(Qλ) =

d(d+1)(d+2)
6 , if λ = (3),
(d−1)d(d+1)
3 , if λ = (2, 1),
(d−2)(d−1)d
6 , if λ = (1, 1, 1),
and dim(Pλ) =

1, if λ = (3),
2, if λ = (2, 1),
1, if λ = (1, 1, 1).
(3.83)
Hence
Cλ =

1
6
(
P(1) + P(12) + P(13) + P(23) + P(123)+ P(132)
)
, if λ = (3),
1
3
(
2P(1)− P(123)− P(132)
)
, if λ = (2, 1),
1
6
(
P(1) − P(12)− P(13)− P(23) + P(123)+ P(132)
)
, if λ = (1, 1, 1).
(3.84)
It follows that
Tr (Cλ) =

d(d+1)(d+2)
6 , if λ = (3),
2(d−1)d(d+1)
3 , if λ = (2, 1),
(d−2)(d−1)d
6 , if λ = (1, 1, 1)
(3.85)
and
Tr
(
X⊗3Cλ
)
=

1
6
[
Tr (X)3 + 3 Tr
(
X2
)
Tr (X) + 2 Tr
(
X3
)]
, if λ = (3),
2
3
[
Tr (X)3 − Tr (X3)] , if λ = (2, 1),
1
6
[
Tr (X)3 − 3 Tr (X2)Tr (X) + 2 Tr (X3)] , if λ = (1, 1, 1).
(3.86)
Therefore ∫
(UXU†)⊗3dµ(U) = ∆(3)3 C(3) + ∆
(2,1)
3 C(2,1) + ∆
(1,1,1)
3 C(1,1,1), (3.87)
where
∆
(3)
3 :=
Tr (X)3 + 3 Tr
(
X2
)
Tr (X) + 2 Tr
(
X3
)
d(d+ 1)(d+ 2)
, (3.88)
∆
(2,1)
3 :=
Tr (X)3 − Tr (X3)
(d− 1)d(d+ 1) , (3.89)
∆
(1,1,1)
3 :=
Tr (X)3 − 3 Tr (X2)Tr (X) + 2 Tr (X3)
(d− 2)(d− 1)d . (3.90)
Example 3.28. Similar we get the following decomposition:
(Cd)⊗4 ∼= Q(4) ⊗ P(4)
⊕
Q(3,1) ⊗ P(3,1)
⊕
Q(2,2)⊗ P(2,2)⊕
Q(2,1,1)⊗ P(2,1,1)
⊕
Q(1,1,1,1)⊗ P(1,1,1,1), (3.91)
where
dim(Qλ) =

d(d+1)(d+2)(d+3)
24 , if λ = (4),
(d−1)d(d+1)(d+2)
8 , if λ = (3, 1),
(d−1)d2(d+1)
12 , if λ = (2, 2),
(d−2)(d−1)d(d+1)
8 , if λ = (2, 1, 1),
(d−3)(d−2)(d−1)d
24 , if λ = (1, 1, 1, 1),
and dim(Pλ) =

1, if λ = (4),
3, if λ = (3, 1),
2, if λ = (2, 2),
3, if λ = (2, 1, 1),
1, if λ = (1, 1, 1, 1).
(3.92)
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Hence
C(4) =
1
24
P(1) +
1
24
(
P(12) + P(13) + P(14) + P(23) + P(24) + P(34)
)
(3.93)
+
1
24
(
P(12)(34)+ P(13)(24)+ P(14)(23)
)
(3.94)
+
1
24
(
P(123) + P(132) + P(124) + P(142) + P(134) + P(143) + P(234) + P(243)
)
(3.95)
+
1
24
(
P(1234)+ P(1243)+ P(1324) + P(1342) + P(1423) + P(1432)
)
(3.96)
C(3,1) =
3
8
P(1) +
1
8
(
P(12) + P(13) + P(14) + P(23) + P(24) + P(34)
)
(3.97)
−1
8
(
P(12)(34)+ P(13)(24)+ P(14)(23)
)
(3.98)
−1
8
(
P(1234) + P(1243) + P(1324)+ P(1342)+ P(1423)+ P(1432)
)
(3.99)
C(2,2) =
1
6
P(1) +
1
6
(
P(12)(34)+ P(13)(24)+ P(14)(23)
)
(3.100)
− 1
12
(
P(123) + P(132)+ P(124) + P(142) + P(134) + P(143) + P(234) + P(243)
)
(3.101)
C(2,1,1) =
3
8
P(1) −
1
8
(
P(12) + P(13) + P(14) + P(23) + P(24) + P(34)
)
(3.102)
−1
8
(
P(12)(34)+ P(13)(24)+ P(14)(23)
)
(3.103)
+
1
8
(
P(1234)+ P(1243)+ P(1324)+ P(1342)+ P(1423) + P(1432)
)
(3.104)
C(1,1,1,1) =
1
24
P(1) −
1
24
(
P(12) + P(13) + P(14) + P(23) + P(24) + P(34)
)
(3.105)
+
1
24
(
P(12)(34)+ P(13)(24)+ P(14)(23)
)
(3.106)
+
1
24
(
P(123) + P(132) + P(124) + P(142) + P(134) + P(143) + P(234) + P(243)
)
(3.107)
− 1
24
(
P(1234)+ P(1243)+ P(1324) + P(1342) + P(1423) + P(1432)
)
(3.108)
∫
(UXU†)⊗4dµ(U) = ∆(4)4 C(4) + ∆
(3,1)
4 C(3,1) + ∆
(2,2)
4 C(2,2) + ∆
(2,1,1)
4 C(2,1,1)+ ∆
(1,1,1,1)
4 C(1,1,1,1), (3.109)
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where
∆
(4)
4 :=
Tr (X)4 + 6 Tr
(
X2
)
Tr (X)2 + 3 Tr
(
X2
)2
+ 8 Tr
(
X3
)
Tr (X) + 6 Tr
(
X4
)
d(d+ 1)(d+ 2)(d+ 3)
, (3.110)
∆
(3,1)
4 :=
Tr (X)4 + 2 Tr
(
X2
)
Tr (X)2 − Tr (X2)2 − 2 Tr (X4)
(d− 1)d(d+ 1)(d+ 2) , (3.111)
∆
(2,2)
4 :=
Tr (X)4 + 3 Tr
(
X2
)2 − 4 Tr (X3)Tr (X)
(d− 1)d2(d+ 1) , (3.112)
∆
(2,1,1)
4 :=
Tr (X)4 − 2 Tr (X2)Tr (X)2 − Tr (X2)2 + 2 Tr (X4)
(d− 2)(d− 1)d(d+ 1) , (3.113)
∆
(1,1,1,1)
4 :=
Tr (X)4 − 6 Tr (X2)Tr (X)2 + 3 Tr (X2)2 + 8 Tr (X3)Tr (X)− 6 Tr (X4)
(d− 3)(d− 2)(d− 1)d . (3.114)
4 Some matrix integrals related to random matrix theory
This section is written based on Taylor’s Lectures on Lie groups [22]. In this section, we give a direct
derivation of a formula for ∫
U(d)
∣∣∣Tr(Uk)∣∣∣2 dU, (4.1)
of usage in random matrix theory. We also calculate a more refined object,∫
U(d)
Uk ⊗ (Uk)†dU =
∫
U(d)
Uk ⊗U−kdU, (4.2)
which in turn yields a formula for ∫
U(d)
f (U)⊗ g(U)dU. (4.3)
Let f : S1 → C be a bounded Borel function, where S1 =
{
e
√−1θ : θ ∈ (0, 2pi]
}
= {z ∈ C : |z| = 1}.
Given U ∈ U (d), we define f (U) ∈ End(Cd) by the spectral decomposition: If U = ∑dj=1 e
√−1θj |uj〉〈uj|
with {|uj〉 : j = 1, . . . , d} being an orthonormal basis for Cd, then f (U) is defined as
f (U) :=
d
∑
j=1
f
(
e
√−1θj
)
|uj〉〈uj|. (4.4)
For instance, Uk = ∑dj=1 e
√−1kθj |uj〉〈uj|.
We are interested in formulae for∫
U(d)
Tr ( f (U))Tr (g(U)) dU. (4.5)
Note that the above is equal to the trace of∫
U(d)
f (U)⊗ g(U)dU. (4.6)
The notion of Fourier series will be used here. On S1, let dµ(z) is the uniform and normalized Haar
measure. Thus for z = e
√−1θ ∈ S1,
dµ(z) =
dθ
2pi
.
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The functions χm(z) = zm or θ 7→ e
√−1mθ for m ∈ Z are just irreducible characters of U (1) = S1, and thus
form an orthonormal basis of complex L2(S1, µ). For f ∈ L1(S1, µ), defining the coefficients
f̂ (k) :=
∫
S1
f (z)z−kdµ(z) (4.7)
yields the formal series
f ∼ ∑
k∈Z
f̂ (k)zk. (4.8)
If f ∈ L2(S1, µ), the series converges unconditionally to f in L2(S1, µ). For general f ∈ L1(S1, µ) and
z ∈ S1, let
Sm f (z) :=
m
∑
k=−m
f̂ (k)zk, m = 0, 1, 2, . . . . (4.9)
There is a one-to-one correspondence between functions F : R → C, periodic of period 2pi, and functions
f : S1 → C, given by F(θ) = f (e
√−1θ), θ ∈ R. We will set F̂(k) = f̂ (k). For F ∈ L1([0, 2pi];C) (with respect
to Lebesgue measure) the formal series (4.8) corresponds to
F(θ) ∼ ∑
k∈Z
F̂(k)e
√−1kθ , (4.10)
which has been called the exponential Fourier series of F. In terms of trigonometric functions we get another
series
F(θ) ∼ c0 +
∞
∑
k=1
ak cos(kθ) + bk sin(kθ), (4.11)
called the Fourier series of F (or of f ). Here ak := f̂ (k) + f̂ (−k) and bk =
√−1( f̂ (k)− f̂ (−k)).
Specifically, the Fourier series of F converges to F at a given θ if and only if limm→∞ Sm f (e
√−1θ) =
f (e
√−1θ).
Now we find that
f (U) =
+∞
∑
k=−∞
f̂ (k)Uk, (4.12)
where
f̂ (k) :=
1
2pi
∫ 2pi
0
F(θ)e−
√−1kθdθ = 1
2pi
∫ 2pi
0
f (e
√−1θ)e−
√−1kθdθ.
and
F(θ) = ∑
k∈Z
F̂(k)e
√−1kθ ⇐⇒ f (e
√−1θ) = ∑
k∈Z
f̂ (k)e
√−1kθ .
Thus we have ∫
U(d)
f (U)⊗ g(U)dU =
∫
U(d)
(
+∞
∑
i=−∞
f̂ (i)U i
)
⊗
(
+∞
∑
j=−∞
ĝ(j)U j
)
dU (4.13)
= ∑
i,j∈Z
f̂ (i)ĝ(j)
∫
U(d)
U i ⊗U jdU (4.14)
= ∑
i,j∈Z
f̂ (i)ĝ(j)Mij, (4.15)
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where Mij =
∫
U(d)U
i⊗U jdU. Performing the measure-preserving transformation U 7→ e
√−1ψU on U (d),
we see that
Mij = e
√−1(i+j)ψMij for all ψ ∈ R. (4.16)
Thus Mij = 0 for i 6= −j. Hence∫
U(d)
f (U)⊗ g(U)dU = ∑
k∈Z
f̂ (k)ĝ(−k)Mk, (4.17)
where Mk :=
∫
U(d)U
k ⊗U−kdU, which implies that∫
U(d)
Tr( f (U)) Tr(g(U))dU = ∑
k∈Z
f̂ (k)ĝ(−k) Tr(Mk). (4.18)
It remains to compute the following integral
Tr (Mk) =
∫
U(d)
∣∣∣Tr(Uk)∣∣∣2 dU. (4.19)
Here we establish the following identity:
Proposition 4.1. It holds that ∫
U(d)
∣∣∣Tr(Uk)∣∣∣2 dU = min(k, d). (4.20)
Proof. Here we give a natural proof, based on Weyl’s integration formula, which implies that whenever
ϕ : U (d)→ C invariant under conjugation, then
∫
U(d)
ϕ(U)dU = Cd
∫
Td
ϕ(D(θ))J(θ)dD(θ) =
Cd
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
ϕ(D(θ))J(θ)dθ (4.21)
where D(θ) = diag(e
√−1θ1 , . . . , e
√−1θd), and J(θ) = ∏i<j
∣∣∣e√−1θi − e√−1θj ∣∣∣2. We will verify in calculations
below that Cd = 1/d!.
Now
∫
U(d)
∣∣∣Tr(Uk)∣∣∣2 dU = Cd
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
∣∣∣e√−1kθ1 + · · ·+ e√−1kθd ∣∣∣2 J(θ)dθ. (4.22)
We restate this as follows. Set ζ j = e
√−1θj , so
∣∣∣e√−1kθ1 + · · ·+ e√−1kθd ∣∣∣2 = ∣∣∣ζk1 + · · ·+ ζkd ∣∣∣2 = d∑
p,q=1
ζkpζ
−k
q (4.23)
and
J(θ) = ∏
i<j
∣∣ζi − ζ j ∣∣2 = ∏
i<j
(ζi − ζ j)(ζ−1i − ζ−1j ) (4.24)
= (sign τ)(ζ1 · · · ζd)−(d−1) ∏
i<j
(ζi − ζ j)2, (4.25)
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where τ = (d · · · 21), i.e. τ(j) = d+ 1− j or τ is written as
τ :=
(
1 2 · · · d
d d− 1 · · · 1
)
.
Note that sign τ = (−1) d(d−1)2 . We see that ∫U(d) ∣∣∣Tr(Uk)∣∣∣2 dU is the constant term in
Cd(sign τ)(ζ1 · · · ζd)−(d−1)
(
d
∑
p,q=1
ζkpζ
−k
q
)
∏
i<j
(ζi − ζ j)2. (4.26)
Thus our task is to identify the constant term in this Laurent polynomial. To work on the last factor, we
recognize
V(ζ) = ∏
i<j
(ζi − ζ j) (4.27)
as a Vandermonde determinant; hence
V(ζ) = ∑
σ∈Sd
(sign σ)ζ
σ(1)−1
1 · · · ζσ(d)−1d . (4.28)
Hence
∏
i<j
(ζi − ζ j)2 = V(ζ)2 = ∑
σ,pi∈Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−2
1 · · · ζσ(d)+pi(d)−2d . (4.29)
Let us first identify the constant term in
J(θ) = (sign τ)(ζ1 · · · ζd)−(d−1)V(ζ)2. (4.30)
We see this constant term is equal to
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
J(θ)dθ
= (sign τ)
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
(
∑
σ,pi∈Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d
)
dθ
= (sign τ) ∑
σ,pi∈Sd
(sign σ)(signpi)
(
1
2pi
∫ 2pi
0
ζ
σ(1)+pi(1)−d−1
1 dθ1
)
× · · · ×
(
1
2pi
∫ 2pi
0
ζ
σ(d)+pi(d)−d−1
d dθd
)
= (sign τ) ∑
(σ,pi)∈Sd×Sd :∀j,σ(j)+pi(j)=d+1
(sign σ)(signpi) = (sign τ) ∑
(σ,pi)∈Sd×Sd :pi=τσ
(sign σ)(signpi).
Note that the sum is over all (σ,pi) ∈ Sd × Sd such that σ(j) +pi(j) = d+ 1 for each j ∈ {1, . . . , d}. In other
words, we get pi(j) = d+ 1− σ(j) = τ(σ(j)) for all j ∈ {1, . . . , d}, i.e. pi = τσ. Thus the sum is equal to
(sign τ) ∑
σ∈Sd
(sign σ)(sign τσ) = d!,
which gives rise to Cd = 1/d!.
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Clearly
Cd(sign τ)(ζ1 · · · ζd)−(d−1)
(
d
∑
p,q=1
ζkpζ
−k
q
)
∏
i<j
(ζi − ζ j)2 (4.31)
= Cd(sign τ)(ζ1 · · · ζd)−(d−1)
d
∑
p,q=1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi) (4.32)
× ζkpζ−kq ζσ(1)+pi(1)−21 · · · ζσ(d)+pi(d)−2d , (4.33)
= Cd(sign τ)(V1(ζ) +V2(ζ)), (4.34)
where
V1(ζ) := (ζ1 · · · ζd)−(d−1)
d
∑
p=1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−2
1 · · · ζσ(d)+pi(d)−2d , (4.35)
V2(ζ) := (ζ1 · · · ζd)−(d−1) ∑
p 6=q
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
σ(1)+pi(1)−2
1 · · · ζσ(d)+pi(d)−2d . (4.36)
Now
V1(ζ) := d× ∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.37)
implying
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V1(ζ)dθ := d · d!(sign τ). (4.38)
It remains to consider the integral involved in V2(ζ). That is,
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V2(ζ)dθ. (4.39)
We see that for a given p 6= q, a pair (σ,pi) ∈ Sd × Sd contributes to the constant term in V2(ζ) if and only
if
σ(j) + pi(j) =

d+ 1, if j ∈ {1, . . . , d}\{p, q}
d+ 1− k, if j = p,
d+ 1+ k, if j = q.
(4.40)
That is,
pi(j) =

d+ 1− σ(j), if j ∈ {1, . . . , d}\{p, q}
d+ 1− σ(j)− k, if j = p,
d+ 1− σ(j) + k, if j = q.
(4.41)
By the definition of τ, d+ 1− σ(j) = τ(σ(j)) for all j. Thus
pi(j) =

τ(σ(j)), if j ∈ {1, . . . , d}\{p, q}
τ(σ(j))− k, if j = p,
τ(σ(j)) + k, if j = q.
(4.42)
36
Define
ωpq(j) =

j, if j ∈ {1, . . . , d}\{jp, jq}
j− k, if j = jp,
j+ k, if j = jq,
(4.43)
where jp = τ(σ(p)) and jq = τ(σ(q)). Therefore pi = ωpqτσ, where ωpq = (jp jq) with jp − jq = k. Note
that all the possible choices of ωpq depends on all the possible values of positive integer jp, i.e. totally
d− k since k+ 1 6 jp 6 d.
Now
V2(ζ) := ∑
p 6=q
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.44)
implying that if 1 6 k 6 d− 1,
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V2(ζ)dθ = ∑
p 6=q
∑
(σ,pi)∈Sd×Sd :pi=ωpqτσ
(sign σ)(signpi) (4.45)
= ∑
p 6=q
∑
σ∈Sd
(sign σ)(signωpqτσ) (4.46)
= d!(sign τ) ∑
p 6=q
signωpq = −(d− k) · d!(sign τ), (4.47)
where we used the fact that ∑p 6=q signωpq = −(d− k). The reason is for some pairs (p, q) with p 6= q, ωpq
does not exist, but just exist for d− k pairs (p, q) with p 6= q. We also note that if k > d, the choice of ωpq
is empty. Therefore the integral involved in V2(ζ) is zero.
Corollary 4.2. For k > 1, d > 2, we have∫
U(d)
Uk ⊗U−kdU = min(k, d)− 1
d2 − 1 1d2 +
d2 −min(k, d)
d(d2 − 1) F, (4.48)
where F = ∑di,j=1 |ij〉〈ji| is the swap operator on Cd ⊗ Cd.
Proof. Apparently [Mk,V ⊗V] = 0 for all V ∈ U (d). It follows from Proposition 3.9 that
Mk =
∫
U(d)
(V ⊗V)Mk(V ⊗V)−1dV (4.49)
=
(
Tr (Mk)
d2 − 1 −
Tr (MkF)
d(d2− 1)
)
1d2 +
(
Tr (MkF)
d2 − 1 −
Tr (Mk)
d(d2− 1)
)
F. (4.50)
It suffices to compute Tr(Mk) and Tr(MkF). Clearly Tr(MkF) = d. By Proposition 4.1, we have Tr(Mk) =
min(k, d). Therefore the desired conclusion is obtained.
Corollary 4.3. For k > 1, d > 2, we have∫
U(d)
UkA(Uk)†dU =
min(k, d)− 1
d2 − 1 A+
d2 −min(k, d)
d(d2 − 1) Tr (A) 1d, (4.51)
where F = ∑di,j=1 |ij〉〈ji| is the swap operator on Cd ⊗ Cd.
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Proof. Firstly we have
∫
U(d)
Uk ⊗UkdU = min(k, d)− 1
d2 − 1 1d2 +
d2 −min(k, d)
d(d2− 1) | vec(1d)〉〈vec(1d)|, (4.52)
which indicates that(∫
U(d)
Uk ⊗UkdU
)
| vec(A)〉 (4.53)
=
min(k, d)− 1
d2 − 1 1d2 | vec(A)〉+
d2 −min(k, d)
d(d2 − 1) | vec(1d)〉 〈vec(1d), vec(A)〉 . (4.54)
Therefore ∫
U(d)
UkA(Uk)†dU =
min(k, d)− 1
d2 − 1 A+
d2 −min(k, d)
d(d2 − 1) Tr (A) 1d, (4.55)
implying the desired result. When k = 1, the result of the present proposition is reduced to Proposition 3.1.
Up to now, we can finish the computation of (4.6). We obtain
Proposition 4.4. It holds that
∫
U(d)
f (U)⊗ g(U)dU = h(0)−Fdh(0)
d2 − 1
(
1n2 −
1
d
F
)
− h(0)− ĥ(0)
d2 − 1 (1d2 − dF) + ĥ(0)1d2, (4.56)
where
h(θ) =
1
2pi
∫ 2pi
0
f (t)g(t− θ)dt (4.57)
and Fdh denotes the d-th Fejér mean of the Fourier series of h:
Fdh(θ) =
d
∑
j=−d
(
1− dim(| j| , d)
d
)
ĥ(j)e
√−1jθ. (4.58)
Proposition 4.5. It holds that
∫
U(d)
∣∣∣Tr(Uk)∣∣∣4 dU =

2k2, if 1 6 2k 6 d− 1;
2k2 + 2k− d, if d 6 2k 6 2(d− 1),
d(2d− 1), if k > d.
(4.59)
Proof. With notation in Proposition 4.1, we have
∫
U(d)
∣∣∣Tr(Uk)∣∣∣4 dU = 1
(2pi)dd!
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
∣∣∣e√−1kθ1 + · · ·+ e√−1kθd ∣∣∣4 J(θ)dθ. (4.60)
Thus ∣∣∣e√−1kθ1 + · · ·+ e√−1kθd ∣∣∣4 = ∣∣∣ζk1 + · · ·+ ζkd ∣∣∣4 = d∑
p,q,r,s=1
ζkpζ
−k
q ζ
k
r ζ
−k
s (4.61)
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and
J(θ) = (sign τ) ∑
σ,pi∈Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d . (4.62)
We see that
∫
U(d)
∣∣∣Tr(Uk)∣∣∣4 dU is the constant term in
1
d!
(sign τ)
d
∑
p,q,r,s=1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s · ζσ(1)+pi(1)−d−11 · · · ζσ(d)+pi(d)−d−1d (4.63)
=
1
d!
(sign τ)(V11(ζ) +V12(ζ) +V21(ζ) +V22(ζ)), (4.64)
where
V11(ζ) :=
d
∑
p=q=1
d
∑
r=s=1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s · ζσ(1)+pi(1)−d−11 · · · ζσ(d)+pi(d)−d−1d ,(4.65)
V12(ζ) :=
d
∑
p=q=1
∑
r 6=s
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s · ζσ(1)+pi(1)−d−11 · · · ζσ(d)+pi(d)−d−1d , (4.66)
V21(ζ) := ∑
p 6=q
d
∑
r=s=1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s · ζσ(1)+pi(1)−d−11 · · · ζσ(d)+pi(d)−d−1d , (4.67)
V22(ζ) := ∑
p 6=q
∑
r 6=s
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s · ζσ(1)+pi(1)−d−11 · · · ζσ(d)+pi(d)−d−1d . (4.68)
Next our task is to identify the constant term in this Laurent polynomial. Now
V11(ζ) := d
2 × ∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.69)
implying
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V11(ζ)dθ := d
2 · d!(sign τ). (4.70)
Then we consider the integral involved in V12(ζ). Apparently,
V12(ζ) := d× ∑
r 6=s
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkr ζ
−k
s ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.71)
implying that
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V12(ζ)dθ =
−d(d− k)d!(sign τ), if 1 6 k 6 d− 1;0, if k > d. (4.72)
Similarly,
V21(ζ) := d× ∑
p 6=q
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.73)
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it follows that
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V21(ζ)dθ =
−d(d− k)d!(sign τ), if 1 6 k 6 d− 1;0, if k > d. (4.74)
It remains to consider the integral involved in V22(ζ). We have that
V22(ζ) := ∑
p 6=q
∑
r 6=s
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d . (4.75)
We still need to split V22(ζ) into some parts. In order to be convenience, we introduce the following
notation: I := {(µ, ν) : µ, ν ∈ [d] and µ 6= ν}, where [d] := {1, 2, . . . , d}. We also denote
Λ1 := {((p, q), (r, s)) : (p, q), (r, s) ∈ I and (p, q) = (r, s)} , (4.76)
Λ2 := {((p, q), (r, s)) : (p, q), (r, s) ∈ I and (p, q) = (s, r)} , (4.77)
Λ3 := {((p, q), (r, s)) : (p, q), (r, s) ∈ I and (p, q) 6= (r, s) and (p, q) 6= (s, r)} . (4.78)
Thus we can get a partition of I × I = Λ1 ∪Λ2 ∪Λ3
V22(ζ) = V
(1)
22 (ζ) +V
(2)
22 (ζ) +V
(3)
22 (ζ), (4.79)
where
V
(1)
22 (ζ) := ∑
((p,q),(r,s))∈Λ1
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d (4.80)
= ∑
(p,q)∈I
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ2kp ζ
−2k
q ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.81)
V
(2)
22 (ζ) := ∑
((p,q),(r,s))∈Λ2
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d (4.82)
= ∑
(p,q)∈I
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d (4.83)
=
(
d
2
)
2! ∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d , (4.84)
V
(3)
22 (ζ) := ∑
((p,q),(r,s))∈Λ3
∑
(σ,pi)∈Sd×Sd
(sign σ)(signpi)ζkpζ
−k
q ζ
k
r ζ
−k
s ζ
σ(1)+pi(1)−d−1
1 · · · ζσ(d)+pi(d)−d−1d .(4.85)
This indicates that
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(1)
22 (ζ)dθ =
−(d− 2k)d!(sign τ), if 1 6 2k 6 d− 1;0, if 2k > d (4.86)
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(2)
22 (ζ)dθ = d(d− 1)d!(sign τ). (4.87)
Moreover we separate the index set Λ3 into some disjoint unions: Λ3 = Λ
(1)
3 ∪ Λ(2)3 ∪ Λ(3)3 ∪ Λ(4)3 ∪ Λ(5)3 ,
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where
Λ
(1)
3 := {((p, q), (r, s)) ∈ Λ3 : p = r} , (4.88)
Λ
(2)
3 := {((p, q), (r, s)) ∈ Λ3 : p = s} , (4.89)
Λ
(3)
3 := {((p, q), (r, s)) ∈ Λ3 : q = r} , (4.90)
Λ
(4)
3 := {((p, q), (r, s)) ∈ Λ3 : q = s} , (4.91)
Λ
(5)
3 := {((p, q), (r, s)) ∈ Λ3 : p 6= r, p 6= s, q 6= r, q 6= s} . (4.92)
Thus V
(3)
22 (ζ) is partitioned as five subparts:
V
(3)
22 (ζ) = V
(31)
22 (ζ) +V
(32)
22 (ζ) +V
(33)
22 (ζ) +V
(34)
22 (ζ) +V
(35)
22 (ζ). (4.93)
We see that for a given p 6= q and r 6= s, if p = r, then a pair (σ,pi) ∈ Sd × Sd contributes to the constant
term in V
(31)
22 (ζ) if and only if
σ(j) + pi(j) =

d+ 1, if j ∈ {1, . . . , d}\{p, q, s}
d+ 1− 2k, if j = p,
d+ 1+ k, if j = q, s.
(4.94)
That is,
pi(j) =

d+ 1− σ(j), if j ∈ {1, . . . , d}\{p, q, s}
d+ 1− σ(j)− 2k, if j = p,
d+ 1− σ(j) + k, if j = q, s.
(4.95)
By the definition of τ, d+ 1− σ(j) = τ(σ(j)) for all j. Thus
pi(j) =

τ(σ(j)), if j ∈ {1, . . . , d}\{p, q, s}
τ(σ(j))− 2k, if j = p,
τ(σ(j)) + k, if j = q, s.
(4.96)
Define
ωpqs(j) =

j, if j ∈ {1, . . . , d}\{jp, jq, js}
j− 2k, if j = jp,
j+ k, if j = jq, js,
(4.97)
where jp = τ(σ(p)), jq = τ(σ(q)) and js = τ(σ(s)). Therefore pi = ωpqsτσ, where ωpqs = (jp jq js) or
(jp js jq). Note that all the possible choices of ωpqs depends on all the possible values of positive integer jp.
If ωpqs = (jp jq js), then jp = jq + 2k and js = jq + k, thus 1 6 jq 6 d− 2k. If ωpqs = (jp js jq), then jp = js + 2k
and jq = js + k, thus 1 6 js 6 d− 2k. This implies that
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(31)
22 (ζ)dθ =
(d− 2k)d!(sign τ), if 1 6 2k 6 d− 1;0, if 2k > d. (4.98)
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Similarly the above analysis goes for V
(34)
22 (ζ). We see that for a given p 6= q and r 6= s, if q = s, then a pair
(σ,pi) ∈ Sd × Sd contributes to the constant term in V(34)22 (ζ) if and only if
σ(j) + pi(j) =

d+ 1, if j ∈ {1, . . . , d}\{p, q, r}
d+ 1+ 2k, if j = q,
d+ 1− k, if j = p, r.
(4.99)
That is,
pi(j) =

d+ 1− σ(j), if j ∈ {1, . . . , d}\{p, q, r}
d+ 1− σ(j) + 2k, if j = q,
d+ 1− σ(j)− k, if j = p, r.
(4.100)
By the definition of τ, d+ 1− σ(j) = τ(σ(j)) for all j. Thus
pi(j) =

τ(σ(j)), if j ∈ {1, . . . , d}\{p, q, r}
τ(σ(j)) + 2k, if j = q,
τ(σ(j))− k, if j = p, r.
(4.101)
Define
ωpqs(j) =

j, if j ∈ {1, . . . , d}\{jp, jq, jr}
j+ 2k, if j = jq,
j− k, if j = jp, jr,
(4.102)
where jp = τ(σ(p)), jq = τ(σ(q)) and jr = τ(σ(r)). Therefore pi = ωpqrτσ, where ωpqr = (jp jq jr) or
(jp jr jq). Note that all the possible choices of ωpqr depends on all the possible values of positive integer jp.
If ωpqr = (jp jq jr), then jp = jq + 2k and jr = jq + k, thus 1 6 jq 6 d− 2k. If ωpqr = (jp jr jq), then jp = jr + 2k
and jq = jr + k, thus 1 6 jr 6 d− 2k. This implies that
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(34)
22 (ζ)dθ =
(d− 2k)d!(sign τ), if 1 6 2k 6 d− 1;0, if 2k > d. (4.103)
It is easily obtained that the formulae for V
(32)
22 (ζ) and V
(33)
22 (ζ).
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(32)
22 (ζ)dθ =
−d(d− 1− k)d!(sign τ), if 1 6 k 6 d− 1;0, if k > d (4.104)
and
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(33)
22 (ζ)dθ =
−d(d− 1− k)d!(sign τ), if 1 6 k 6 d− 1;0, if k > d. (4.105)
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It remains to compute the integral involved in V
(35)
22 (ζ). We see that for a given p 6= q and r 6= s, if
p 6= r, p 6= s, q 6= r, q 6= s, then a pair (σ,pi) ∈ Sd × Sd contributes to the constant term in V(35)22 (ζ) if and
only if
σ(j) + pi(j) =

d+ 1, if j ∈ {1, . . . , d}\{p, q, r, s}
d+ 1− k, if j = p, r
d+ 1+ k, if j = q, s.
(4.106)
That is,
pi(j) =

d+ 1− σ(j), if j ∈ {1, . . . , d}\{p, q, r, s}
d+ 1− σ(j)− k, if j = p, r,
d+ 1− σ(j) + k, if j = q, s.
(4.107)
By the definition of τ, d+ 1− σ(j) = τ(σ(j)) for all j. Thus
pi(j) =

τ(σ(j)), if j ∈ {1, . . . , d}\{p, q, r, s}
τ(σ(j))− k, if j = p, r,
τ(σ(j)) + k, if j = q, s.
(4.108)
Define
ωpqrs(j) =

j, if j ∈ {1, . . . , d}\{jp, jq, jr, js}
j− k, if j = jp, jr,
j+ k, if j = jq, js,
(4.109)
where jp = τ(σ(p)), jq = τ(σ(q)) and jr = τ(σ(r)), js = τ(σ(s)). Therefore pi = ωpqrsτσ, where ωpqrs =
(jp jq)(jr js) or (jp js)(jq jr). Therefore
1
(2pi)d
d︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
V
(35)
22 (ζ)dθ =
2(d− k)(d− k− 1)d!(sign τ), if 1 6 k 6 d− 1;0, if k > d. (4.110)
Finally we get that
∫
U(d)
∣∣∣Tr(Uk)∣∣∣4 dU =

2k2, if 1 6 2k 6 d− 1;
2k2 + 2k− d, if d 6 2k 6 2(d− 1),
d(2d− 1), if k > d.
(4.111)
We are done.
In fact, when k > d,
∫
U(d)
∣∣∣Tr(Uk)∣∣∣4 dU = d(2d− 1) can be seen again in [23]. Apparently, we get more
in this proposition.
Remark 4.6. Based on the above discussion, we can consider the following computations:
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(i)
∫
U(d)(U
k)⊗n ⊗ (U−k)⊗ndU;
(ii)
∫
U(d)(U
k)⊗nA(U−k)⊗ndU;
(iii)
∫
U(d)
∣∣∣Tr (Uk)∣∣∣2n dU.
Indeed, for (iii), we see from the results in [24] that if the integer k satisfies the condition 1 6 kn 6 d, then∫
U(d)
∣∣∣Tr (Uk)∣∣∣2n dU = kn · n!. (4.112)
What happened for kn > d? We leave them open for future research.
5 Discussion and concluding remarks
We see that the integrals considered in this paper, where all the underlying domain of integrals are just
U (d). As a matter of fact, analogous problems can be considered when the unitary group U (d) can be
replaced by a compact Lie group G of some particular property, for instance, we may assume that G is a
gauge group (see [7, 8]), a some kind of subgroup of U (d).
In addition, we can derive some similar results from Schur Orthogonality Relations. Recall that for a
compact Lie group G, let {g → V(µ)(g)} be the set of all inequivalent unitary irreps on the underlying
vector space V . Consider the matrix entries of all these unitary matrices as a set of functions from G to C,
denoted by {V(µ)i,j }. Then, they satisfy the following Schur-Orthogonality Relations:∫
G
V
(µ)
i,j (g)V
(ν)
k,l (g)dg =
1
dµ
δµνδikδjl , (5.1)
where dg is the uniform probability Haar measure on G, bar means the complex conjugate and dµ is the
dimension of irrep µ. We can make analysis about (5.1) as follows: For the orthonormal base {|i〉 : i =
1, . . . , dµ} and {|k〉 : k = 1, . . . , dν}, we have
V
(µ)
i,j (g) =
〈
i
∣∣∣V(µ)(g)∣∣∣ j〉 , V(ν)k,l (g) = 〈k ∣∣∣V(ν)(g)∣∣∣ l〉 . (5.2)
Then
∫
G
V(µ)(g)⊗V(ν)(g)dg = 1
dµ
δµν
dµ
∑
i,j=1
dν
∑
k,l=1
δikδjl |ik〉〈jl|.
That is
∫
G
V(µ)(g)⊗V(ν)(g)dg =
0, if µ 6= ν,1
dµ
| vec(1µ)〉〈vec(1µ)|, if µ = ν.
(5.3)
Here vec(1µ) := ∑
dµ
i,j=1 |ii〉. This indicates that∫
G
V(µ)(g)XV(µ),†(g)dg =
1
dµ
Tr (X) 1µ (5.4)
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is a completely depolarizing channel. Therefore for µ 6= ν, ∫G V(µ)(g)⊗V(ν),†(g)dg = 0, and∫
G
V(µ)(g)⊗V(µ),†(g)dg = 1
dµ
F(µ), (5.5)
where F(µ) is the swap operator on the 2-fold tensor space of irrep µ. In view of this point, we naturally
want to know if the integral ∫
G
V(g)⊗V†(g)dg (5.6)
can be computed explicitly, where {g → V(g)} is any unitary representation of G. In particular, when
G = U (d) and V(g) = Q(g), the integral (5.6) is reduced to the form:∫
U(d)
Q(g)⊗Q†(g)dg, (5.7)
for which we have derived explicit formula in the present paper. We leave these topics for future research.
6 Appendix
To better understand Schur-Weyl duality, i.e. irreps of unitary group and permutation group, we collect
some relevant materials. The details presented in the Appendix are written based on Notes of Audenaert
[25].
6.1 Partitions
A partition is a sequence λ = (λ1, λ2, . . . , λr , . . .) of non-negative integers in non-increasing order
λ1 > λ2 > · · · > λr > · · ·
and containing finitely many non-zero terms. The non-vanishing terms λj are called the parts of λ. The
length of λ, denoted ℓ(λ), is the number of parts of λ. the weight of λ, denoted |λ|, is the sum of the parts:
|λ| := ∑j λj. A partition λ with weight |λ| = k is also called a partition of k, and this is denoted λ ⊢ k.
We will also use the notation λ ⊢ (k, d) to indicate that λ ⊢ k and ℓ(λ) 6 d in one statement.
For λ ⊢ k, we use the shorthand λ¯ := λk . For j > 1, the j-th element of λ is denoted by λj. This element
is a part if j 6 ℓ(λ), otherwise it is 0. It is frequently convenient to use a different notation that indicates
the number of times each integer j = 1, 2, . . . , |λ| occurs as a part, the so-called multiplicity mj of j:
λ = (1m12m2 . . . rmr . . .).
As a shorthand we will use a superscripted index: λj = mj(λ).
Now one has the relations ∑
k
j=1 λ
j = ℓ(λ),
∑
k
j=1 jλ
j = |λ| = k.
When dealing with numerical calculations it is necessary to impose an ordering on the set of partitions.
We will adhere here to the lexicographic ordering, in which λ precedes µ, denoted λ > µ, if and only if
the first non-zero difference λj − µj is positive.
45
Example 6.1. With the above convention, the partitions of 5 are ordered as follows:
(5), (41), (32), (312), (221), (213), (15).
It is seen easily that lexicographic ordering is a total order.
6.2 Young frames and Young tableaux
Partitions can be graphically represented by Young diagrams, which are Young tableaux with empty
boxes. The j-th part λj corresponds to the j-th row of the diagram, consisting of λj boxes. Conversely,
the Young diagrams of k boxes can be uniquely labeled by a partition λ ⊢ k. We will therefore identify a
Young diagram with the partition labeling it.
A Young tableau (YT) of d objects and of shape λ ⊢ k is a Young diagram λ in which the boxes are
labeled by numbers {1, . . . , d}.
A standard Young tableau (SYT) of shape λ ⊢ k is a Young tableau of d = k objects such that the labels
appear increasing in every row from left to right, and increasing in every column downwards; hence every
number occurs exactly once.
A Semi-standard Young tableau (SSYT) of shape λ ⊢ k is a Young tableau such that the labels appear
non-decreasing in every row from left to right, and increasing in every column downwards.
The number of SSYTs of d objects and of shape λ ⊢ k (imposing the condition ℓ(λ) 6 d) is given by
sλ(1
×d) ≡ sλ,d(1); see below for an explanation.
The number f λ of SYTs of shape λ ⊢ (k, d) is
f λ = k!
∆(µ1, . . . , µd)
µ1! · · · µd! , d = ℓ(λ), (6.1)
where ∆(µ1, . . . , µd) denotes the difference product of a non-increasing sequence
∆(µ1, . . . , µd) := ∏
16i<j6d
(µi − µj),
and the numbers µj = µj(λ) are defined by
µj(λ) := λj + ℓ(λ)− j, for j = 1, 2, . . . , ℓ(λ).
6.3 Permutations
We can display a permutation pi using cycle notation. Given j ∈ {1, . . . , k} := [k], the elements of the
sequence j,pi(j), . . . cannot be distinct. Taking the first power n such that pin(j) = j, we have the cycle
(j,pi(j), . . . ,pin−1(j)).
Equivalently, the cycle (i, j, . . . , l) means that pi sends i to j, . . ., and l back to i. Now pick an element not
in the cycle containing i and iterate this process until all members of [k] have been used. For example
pi ∈ S5, pi = (1, 2, 3)(4)(5) in cycle notation. Note that cyclically permuting the elements within a cycle or
reordering the cycles themselves does not change the permutation. Thus
(1, 2, 3)(4)(5) = (2, 3, 1)(4)(5) = (4)(2, 3, 1)(5) = (4)(5)(3, 1, 2).
46
A k-cycle, or cycle of length k, is a cycle containing k elements. The cycle type, or simply the type, of pi is an
expression of the form
(1m1 , 2m2 , . . . , kmk),
where mk is the number of cycles of length k in pi. A 1-cycle of pi is called a fixed-point. Fixed-points are
usually dropped from the cycle notation if no confusion will result. It is easy to see that a permutation pi
such that pi2 = 1 if and only if all of pi’s cycles have length 1 or 2.
Another way to give the cycle type is as a partition. A partition of k is a sequence
λ = (λ1, λ2, . . . , λd),
where the λi are weakly decreasing and ∑
d
i=1 λi = k. Thus pi = (1, 2, 3)(4)(5) corresponds to a partition
(3, 1, 1), and a cycle type (12, 20, 31, 40, 50).
In Sk, it is not hard to see that if
pi = (i11, i12, . . . , i1j1) · · · (im1, im2, . . . , imjm)
in cycle notation, then for any σ ∈ Sk
σpiσ−1 = (σ(i11), σ(i12), . . . , σ(i1j1)) · · · (σ(im1), σ(im2), . . . , σ(imjm)).
It follows that two permutations are in the same conjugate class if and only if they have the same cycle type.
Thus there is a natural one-to-one correspondence between partitions of k and conjugate classes of Sk.
We can compute the size of a conjugate class in the following manner. Let G be any group and consider
the centralizer of g ∈ G defined by
Zg :=
{
h ∈ G : hgh−1 = g
}
,
i.e., the set of all elements that commute with g. Now, there is a bijection between the cosets of Zg and the
elements of Kg, where Kg is the conjugate class of g—the set of all elements conjugate to a given g , so that∣∣Kg ∣∣ = |G |∣∣Zg ∣∣ .
Now let G = Sk and use Kγ for Kg when g has type γ. Thus if γ = (1
m1 , 2m2 , . . . , kmk) and g ∈ Sk has type
γ, then
∣∣Zg ∣∣ depends only on γ and
zγ
def
=
∣∣Zg ∣∣ = 1m1m1!2m2m2! · · · kmkmk!.
The number
∣∣Kg ∣∣ of elements in a conjugacy class γ of Sk, denoted hγ, is given by
hγ =
k!
zγ
.
We know that every permutation pi ∈ Sk decomposes uniquely as a product of disjoint cycles. The orders
of the cycles, sorted in non-increasing order, determine the cycle type of the permutation. Evidently, the
cycle type of a permutation pi ∈ Sk is a partition of k. We will denote the cycle type of a permutation
pi ∈ Sk by γ = γ(pi) ⊢ k. We shall identify the conjugacy classes with their cycle type, and even write
pi ∈ γ for a permutation pi with cycle type γ.
For instance, h(k) = (k− 1)! and h(1k) = 1. Obviously, we need to have ∑γ⊢k 1zγ = 1.
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6.4 Products of power sums
For an integer r > 1, the r-th power sum in the variables xj is pr = ∑j x
r
j . For a partition γ ⊢ (k, r), the
power sum products pγ are defined by
pγ := pγ1 pγ2 · · · pγr =
(
∑
j
x
γ1
j
)(
∑
j
x
γ2
j
)
· · ·
(
∑
j
x
γr
j
)
. (6.2)
As a special case, pγ(1×d) = dr, where r = ℓ(γ) is nothing but the number of cycles in γ.
6.5 Schur functions
To define the Schur symmetric functions, or S-functions, it is best to start with the polynomial case, i.e.
with a finite number d of variables x1, . . . , xd. The complete set of S-functions is obtained by letting d
tend to infinity. The S-functions sλ of d variables and of homogeneity order k are labeled by partitions
λ ⊢ (k, d), and are defined by
sλ(x1, . . . , xd) :=
Det
(
x
λj+d−j
i
)d
i,j=1
Det
(
x
d−j
i
)d
i,j=1
(6.3)
(recall again that for j > ℓ(λ), λj = 0). For ℓ(λ) > d, one again has sλ(x1, . . . , xd) = 0. If some variables
assume equal values, a limit has to be taken, since both numerator and denominator vanish in that case.
The denominator in the definition of the S-function is a Vandermonde determinant and is thus equal
to ∆(x1, . . . , xd). The numerator is divisible (in the ring of polynomials) by each of the differences xi − xj,
and therefore also by the denominator; hence the S-functions in a finite number of variables really are
polynomials.
For the important case where all d variables assume the value 1 (i.e. giving the number of semi-
standard Young tableaux of d objects and of shape λ), we get, for ℓ(λ) 6 d:
sλ(1
×d) = ∆(λ1 + d− 1, λ2 + d− 2, . . . , λd)
∆(d− 1, d− 2, . . . , 0) , (6.4)
and, again, sλ(1
×d) = 0 for ℓ(λ) > d. Note that ∆(d− 1, d− 2, . . . , 0) = 1!2! · · · (d− 1)!. In particular, if
λ = (k), one finds that s(k)(1
×d) = (k+d−1k ).
6.6 Characters of the symmetric group and unitary group
In the case of the symmetric group, the irreps are labeled by Young diagrams λ. The character of a
permutation pi ∈ Sk in irrep λ is denoted χλ(pi). Since characters are class functions, one only needs to
find the characters of any representative of a conjugacy class, so that one can use the symbol χλ,γ, with
χλ,γ = χλ(pi), ∀pi ∈ γ.
The character table is the matrix with elements χλ,γ, where λ is the row index and γ the column index
(assuming lexicographic ordering for both). As the conjugacy classes of Sk are labeled by partitions of k,
there are as many rows as columns, hence the character table is a square matrix.
48
The character of the identity permutation e equals the degree of the representation in the given irrep.
One can show that this degree is equal to the number of standard Young tableaux of shape λ
χλ(e) = f
λ.
The characters in irrep λ = (k) are all 1:
χ(k),γ = 1, ∀γ ⊢ k.
Thus f (k) = 1. For γ consisting of one cycle, γ = (k), the characters are
χλ,(k) =
(−1)d, λ = (k− d, 1d), 0 6 d 6 k0, otherwise.
In what follows, We now briefly consider the irreducible polynomial representations of the full linear
group GL(d,C) (note that both the full linear group GL(d,C) and the unitary group U (d) embrace the
same irreps). There representations get their name from the fact that their matrix elements are polynomials
in the elements of the representedmatrix. Just like the irreps of the symmetric group, the polynomial irreps
of GL(d,C) are labeled by Young diagrams. The conjugacy classes of GL(d,C) consist of all matrices A ∈
GL(d,C) have the same eigenvalues (a1, . . . , ad) and thus can be labeled by these eigenvalues. The simple
characters (known, in this context, as characteristics) are denoted φλ(A) = φλ(a1, . . . , ad). According to a
famous result by Schur, these characters are the Schur functions (polynomials) of the eigenvalues
φλ(a1, . . . , ad) = sλ(a1, . . . , ad).
6.7 Representations of Sk and GL(d,C) on the tensor product space (C
d)⊗k
Here we have denoted the dimension of the subspace Qλ by t
λ(d), and the dimension of Pλ by f
λ. The
matrix Qλ(A) is an irrep of A ∈ GL(d,C) of degree tλ(d), operating on Qλ. The matrix Pλ(pi) is an irrep
of pi ∈ Sk of degree f λ, operating on Pλ.
Taking traces yields the corresponding simple charactersTr (Qλ(A)) = sλ(a1, . . . , ad),Tr (Pλ(pi)) = χλ(pi) = χλ,γ(pi), (6.5)
where a1, . . . , ad are the eigenvalues of A. For the dimensions one findstλ(d) = Tr (Qλ(1d)) = sλ(1×d),f λ = Tr (Pλ(e)) = χλ(e), (6.6)
i.e. tλ(d) is the number of semi-standard Young tableaux λ of d objects, and f λ is the number of standard
Young tableaux λ.
In accordance with these decompositions, the tensor space (Cd)⊗k splits up into invariant subspaces.
The subspaces Qλ ⊗ Pλ are invariant under all A⊗k and all P(pi). They are further reducible into direct
sums of f λ subspaces of dimension tλ(d), invariant under the transformations A⊗k but no longer invariant
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under permutations P(pi). These irreducible invariant subspaces are called the symmetry classes of the
tensor space. They are labeled by standard Young tableaux of shape λ.
We now consider the invariant subspaces Qλ ⊗ Pλ, corresponding to the Young diagrams λ. Their
dimension is f λsλ(1
×d). We will denote the projectors on these subspaces by Cλ. They are the sum of the
Young projectors corresponding to the standard Young tableaux λ. We will consider the Young projectors
themselves in the next subsection. The projectors Cλ form an orthogonal set and add up to the identity on
the full tensor space:
CλCλ′ = δλλ′Cλ, ∑
λ⊢k
Cλ = 1(Cd)⊗k , Tr (Cλ) = f
λsλ(1
×d). (6.7)
Consider the conjugacy classes γ of Sk with cycle type γ ⊢ k. We define the "class average" of all permu-
tation matrices with cycle type γ as
Cγ :=
1
hγ
∑
pi∈γ
P(pi). (6.8)
Note the distinction between the notations Cλ, where the subscript λ labels an irrep, and C
γ, where the
superscript γ labels a conjugacy class. Alternatively, we can write
Cγ =
1
k! ∑
σ∈Sk
P(σpiσ−1). (6.9)
The projectors Cλ can be expressed in terms of the permutations P(pi), according to a general relation, as:
Cλ =
f λ
k! ∑
pi∈Sk
χλ(pi)P(pi), (6.10)
and in terms of pγ as:
Cλ = f
λ ∑
γ⊢
1
zγ
χλ,γC
γ. (6.11)
Let A be a matrix with eigenvalues (a1, . . . , ad). Taking the trace of one λ-term in the following expression:
A⊗k =
⊕
λ⊢k
Qλ(A)⊗ 1Pλ
immediately yields CλA
⊗kCλ = Qλ(A)⊗ 1Pλ , and
Tr
(
CλA
⊗k
)
= f λsλ(a1, . . . , ad). (6.12)
For pi ∈ γ ⊢ k, it is easy to see that
Tr
(
P(pi)A⊗k
)
= Tr
(
CγA⊗k
)
= pγ(a1, . . . , ad). (6.13)
Combining this with (6.11) gives the famous Frobenius formula, relating the characteristics of the full
linear group to the characters of the symmetric group
sλ(a1, . . . , ad) = ∑
γ⊢k
1
zγ
χλ,γpγ(a1, . . . , ad). (6.14)
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As this holds for any A, and thus for any set of values aj of whatever dimension, it yields the transition
matrix from the pγ symmetric functions to the S-functions
sλ = ∑
γ⊢k
1
zγ
χλ,γpγ. (6.15)
Using the orthogonality relations of the characters, we find
Cγ = ∑
λ⊢k
1
f λ
χλ,γCλ, pγ = ∑
λ⊢k
1
f λ
χλ,γsλ. (6.16)
6.8 Symmetric functions and representations of tensor products
A property of index permutation matrices that is both simple and powerful is that index permutation
matrices over tensor products of Hilbert spaces are tensor products themselves. With a minor abuse of
notation we identify (HA ⊗HB)⊗k with H⊗kA ⊗H⊗kB and write
P(pi)(HA ⊗HB) = P(pi)(HA)⊗ P(pi)(HB). (6.17)
Here P(pi)(HA) acts on H⊗kA , and P(pi)(HB) acts on H⊗kB . Clearly P(pi)(HA ⊗HB) acts on (HA ⊗HB)⊗k.
As a short hand, the above equation can be written as
PAB(pi) = PA(pi)⊗ PB(pi).
This corresponds to considering symmetric functions of tensor products of variables. If x = (x1, x2, . . .)
and y = (y1, y2, . . .), then their tensor product, which is customarily denote xy rather than x⊗ y, consists
of all possible products xiyj. For power product sums one immediately sees
pγ(xy) = pγ(x)pγ(y). (6.18)
This yields for Schur functions
sλ(xy) = ∑
µ,ν⊢k
gλµνsµ(x)sν(y), (6.19)
where gλµν are the so-called Kronecker coefficients
gλµν :=
1
k! ∑
pi∈Sk
χλ(pi)χµ(pi)χν(pi) = ∑
γ⊢k
1
zγ
χλ,γχµ,γχν,γ. (6.20)
One of the rare cases in which a closed formula can be given for the Kronecker coefficients, is λ = (k).
One finds
g(k)µν = δµν and s(k)(xy) = ∑
λ⊢k
sλ(x)sλ(y).
A consequence of (6.19) is that for X and Y, acting on HA and HB, respectively,
1
f λ
Tr
(
Cλ(X⊗ Y)⊗k
)
= ∑
µ,ν⊢k
gλµν
(
1
f µ
Tr
(
CµX
⊗k
))( 1
f ν
Tr
(
CνY
⊗k
))
, (6.21)
where Cλ acts on (HA ⊗HB)⊗k, Cµ on H⊗kA , and Cν on H⊗kB . In terms of the irrpes of GL(d,C) we have
Qλ(X⊗Y) ∼=
⊕
µ,ν⊢k
gλµνQµ(X)⊗Qν(Y), (6.22)
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where gλµν counts the number of copies of Qµ(X)⊗Qν(Y) in the direct sum.
Consider the computation about the partial trace of
TrB
(
CABλ (1H⊗kA ⊗ C
B
ν )
)
,
where CABλ acts on (HA ⊗HB)⊗k and CBν on H⊗kB .
Since
CABλ =
f λ
k! ∑
pi∈Sk
χλ(pi)P
AB(pi) =
f λ
k! ∑
pi∈Sk
χλ(pi)P
A(pi)⊗ PB(pi), (6.23)
which, together with CBν P
B(pi)CBν = 1Qν ⊗ Pν(pi), implies that
TrB
(
CABλ (1H⊗kA ⊗ C
B
ν )
)
=
f λ
k! ∑
pi∈Sk
χλ(pi)P
A(pi) Tr
(
PB(pi)CBν
)
(6.24)
=
f λ
k! ∑
pi∈Sk
χλ(pi)P
A(pi)sν(1
×dB)χν(pi) (6.25)
=
f λsν(1×dB)
k! ∑
pi∈Sk
χλ(pi)χν(pi)P
A(pi) (6.26)
= f λsν(1
×dB) ∑
γ⊢k
1
zγ
χλ,γχν,γC
γ (6.27)
= f λsν(1
×dB) ∑
γ⊢k
1
zγ
χλ,γχν,γ
(
∑
µ⊢k
1
f µ
χµ,γC
A
µ
)
(6.28)
= f λsν(1
×dB) ∑
µ⊢k
1
f µ
(
∑
γ⊢k
1
zγ
χλ,γχµ,γχν,γ
)
CAµ (6.29)
= f λsν(1
×dB) ∑
µ⊢k
gλµν
f µ
CAµ . (6.30)
Therefore we have
TrB
(
CABλ (1H⊗kA ⊗ C
B
ν )
)
= f λsν(1
×dB) ∑
µ⊢k
gλµν
f µ
CAµ . (6.31)
This fact implies that
TrB
(
CABλ
)
= ∑
ν⊢k
TrB
(
CABλ (1H⊗kA ⊗ C
B
ν )
)
= ∑
ν⊢k
f λsν(1
×dB) ∑
µ⊢k
gλµν
f µ
CAµ . (6.32)
In particular, for λ = (k),
TrB
(
CAB(k)
)
= ∑
µ⊢k
sµ(1×dB)
f µ
CAµ . (6.33)
In addition, we also have
TrB
(
CABλ (C
A
µ ⊗ CBν )
)
= f λsν(1
×dB)
gλµν
f µ
CAµ , (6.34)
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implying
Tr
(
CABλ (C
A
µ ⊗ CBν )
)
= f λgλµνsµ(1
×dA)sν(1×dB). (6.35)
Summing over all λ ⊢ k gives rise to(
f µsµ(1
×dA)
) (
f νsν(1
×dB)
)
= Tr
(
CAµ ⊗ CBν
)
= ∑
λ⊢k
Tr
(
CABλ (C
A
µ ⊗ CBν )
)
(6.36)
=
(
∑
λ⊢k
f λgλµν
)
sµ(1
×dA)sν(1×dB), (6.37)
implying that f µ f ν = ∑λ⊢k f λgλµν.
7 Weyl integration formula
This section is written based on Bump’s book [26].
7.1 Haar measure
If G is a locally compact group, there is, up to a constant multiple, a unique regular Borel measure µL
that is invariant under left translation. Here left translation invariance means that µ(M) = µ(gM) for all
measurable sets M. Regularity means that
µ(M) = inf{µ(O) : M ⊆ O,O open} (7.1)
= sup{µ(C) : M ⊇ C , C compact}. (7.2)
Such a measure is called a left Haar measure. It has the properties that any compact set has finite measure
and any nonempty open set has positive measure.
I will not prove the existence and uniqueness of the Haar measure, which has already established.
Left-invariance of the measure amounts to left-invariance of the corresponding integral,∫
G
f (g′g)dµL(g) =
∫
G
f (g)dµL(g), (7.3)
for any Haar integral function g on G.
There is also a right-invariant measure µR, unique up to constant multiple, called a right Haar measure.
Left and right Haar measures may or may not coincide. For example, if
G =
{(
y x
0 1
)
: x, y ∈ R, y > 0
}
,
then it is easy to see that the left- and right-invariant measures are, respectively,
dµL = y
−2dxdy, dµR = y−1dxdy.
They are not the same. However, there are many cases where they do coincide, and if the left Haar
measure is also right-invariant, we call G unimodular.
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Conjugation is an automorphism of G, and so it takes a left Haar measure to another left Haar measure,
which must be a constant multiple of the first. Indeed,∫
G
f (x−1gx)dµL(g) =
∫
G
f (g)dµL(xgx
−1) =
∫
G
f (g)dµL(gx
−1). (7.4)
Clearly dµxL(g) := dµL(gx
−1) defines a new left Haar measure. By the uniqueness of left Haar measure,
up to constant multiple, dµxL(g) = δ(x)dµL(g), which implies that∫
G
f (x−1gx)dµL(g) = δ(x)
∫
G
f (g)dµL(g). (7.5)
Proposition 7.1. The function δ : G → R×+ is a continuous homomorphism. The measure δ(g)µL(g) is a right-
invariant, denoted µR(g).
Proof. Conjugation by first x1 and then x2 is the same as conjugation by x1x2 in one step. This can be seen
from the following reasoning: Let x = x1x2 in (7.5), we have∫
G
f (x−12 x
−1
1 gx1x2)dµL(g) = δ(x1x2)
∫
G
f (g)dµL(g) (7.6)
and ∫
G
f (x−12 x
−1
1 gx1x2)dµL(g) =
∫
G
fx2(x
−1
1 gx1)dµL(g) = δ(x1)
∫
G
fx2(g)dµL(g) (7.7)
= δ(x1)
∫
G
f (x−12 gx2)dµL(g) = δ(x1)δ(x2)
∫
G
f (g)dµL(g) (7.8)
where fx2(g) := f (x
−1
2 gx2). That is
δ(x1x2) = δ(x1)δ(x2).
Replace f by f δ in the following∫
G
f (gx)dµL(g) = δ(x)
∫
G
f (g)dµL(g) (7.9)
we get ∫
G
f (gx)δ(gx)dµL(g) = δ(x)
∫
G
f (g)δ(g)dµL(g), (7.10)
which gives rise to ∫
G
f (gx)δ(g)dµL(g) =
∫
G
f (g)δ(g)dµL(g), (7.11)
that is ∫
G
f (gx)dµR(g) =
∫
G
f (g)dµR(g), (7.12)
completing the proof.
Proposition 7.2. If G is compact, then G is unimodular and µL(G) < ∞.
Proof. Since δ is a homomorphism, the image of δ is a subgroup of R×+. Since G is compact, δ(G) is also
compact, and the only compact subgroup of R×+ is just {1}. Thus δ is trivial, so a left Haar measure is
right-invariant. We have mentioned as assumed fact that the Haar volume of any compact subset of a
locally compact group is finite, so if G is finite, its Haar volume is finite.
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If G is compact, then it is natural to normalize the Haar measure so that G has volume 1. To simplify
our notation, we will denote
∫
G f (g)dµL(g) by
∫
G f (g)dg.
Proposition 7.3. If G is unimodular, then the map g→ g−1 is an isometry.
Proof. It is easy to see that g → g−1 turns a left Haar measure into a right Haar measure. If left and right
Haar measures agree, then g → g−1 multiplies the left Haar measure by a positive constant, which must
be 1 since the map has order 2.
7.2 Weyl integration formula
Let G be a compact, connected Lie group, and let T be a maximal torus. It is already known that every
conjugacy class meets T. Thus we should be able to compute the Haar integral over G. The following
formula that allows this, the Weyl integration Formula, is therefore fundamental in representation theory
and in other areas, such as random matrix theory.∫
G
f (g)dg =
1
|W(G) |
∫
T
(∫
G/T
f (gtg−1) |Det(1−Ad(t)) | d(gT)
)
dt. (7.13)
If G is a locally compact group and H a closed subgroup, then the quotient space G/H consisting of
all cosets gH with g ∈ G, given the quotient topology, is a locally compact Hausdorff space.
If X is a locally compact Hausdorff space let Cc(X) be the space of continuous, compactly supported
functions on X. If X is a locally compact Hausdorff space, a linear functional I on Cc(X) is called positive
if I( f ) > 0 if f is nonnegative. According to the Riesz representation theorem, every such I is of the form
I( f ) =
∫
X
f dµ (7.14)
for some regular Borel measure dµ.
Proposition 7.4. Let G be a locally compact group, and let H be a compact subgroup. Let dµG and dµH be left Haar
measures on G and H, respectively. Then there exists a regular Borel measure dµG/H on G/H which is invariant
under the action of G by left translation. The measure dµG/H may be normalized so that, for f ∈ Cc(G), we have∫
G/H
(∫
H
f (gh)dµH(h)
)
dµG/H(gH). (7.15)
Here the function g 7→ ∫H f (gh)dµH(h) is constant on the cosets gH, and we are therefore identifying it with a
function on G/H.
Proof. We may choose the normalization of dµH so that H has total volume 1. We define a map Λ :
Cc(G)→ Cc(G/H) by
(Λ f )(g) =
∫
H
f (gh)dµH(h). (7.16)
Note that Λ f is a function on G which is right invariant under translation by elements of H, so it may
be regarded as a function on G/H. Since H is compact, Λ f is compactly supported. If φ ∈ Cc(G/H),
regarding φ as a function on G, we have Λφ = φ because
(Λφ)(g) =
∫
H
φ(gh)dµH(h) =
∫
H
φ(g)dµH(h) = φ(g). (7.17)
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This shows that Λ is surjective. We may therefore define a linear functional I on Cc(G/H) by
I(Λ f ) =
∫
G
f (g)dµG(g), f ∈ Cc(G) (7.18)
provided we check that this is well-defined. We must show that if Λ f = 0, then
I(Λ f ) = 0, (7.19)
i.e.
∫
G f (g)dµG(g) = 0. We note that the function (g, h) 7→ f (gh) is compactly supported and continuous
on G× H, so if Λ f = 0, we may use Fubini’s theorem to write
0 =
∫
G
(Λ f )(g)dµG(g) =
∫
G
(∫
H
f (gh)dµH(h)
)
dµG(g) (7.20)
=
∫
H
(∫
G
f (gh)dµG(g)
)
dµH(h). (7.21)
In the inner integral on the right-hand side we make the variable change g 7→ gh−1. Recalling that dµG(g)
is left Haar measure, this produces a factor of δG(h), where δG(h) is the modular homomorphism. Thus
0 =
∫
H
δG(h)
(∫
G
f (g)dµG(g)
)
dµH(h).
Now the group H is compact, so its image under δG is a compact subgroup of R
×
+, which must be {1}.
Thus δG(h) = 1 for all h ∈ H, and we obtain
∫
G f (g)dµG(g) = 0, justifying the definition of the functional
I . The existence of the measure on G/H now follows from the Riesz representation theorem.
Example 7.5. Suppose that G = U (n). A maximal torus is
T = {diag(t1, . . . , tn) : |t1 | = · · · = |tn | = 1} .
Its normalizer N(T) consists of all monomial matrices (matrices with a single nonzero entry in each row
and column) so that the quotient N(T)/T ∼= Sn.
Proposition 7.6. Let T be a maximal torus in the compact connected Lie group G, and let t, g be the Lie algebras of
T and G, respectively.
(i) Any vector in g fixed by Ad(T) is in t.
(ii) We have g = t⊕ t⊥, where t⊥ is invariant under Ad(T). Under the restriction of Ad to T, t⊥ decomposes
into a direct sum of two-dimensional real irreps of T.
Let W(G) be the Weyl group of G. The Weyl group acts on T by conjugation. Indeed, the elements of
the Weyl group are cosets w = nT for n ∈ N(T). If t ∈ T, the elements ntn−1 depends only on w so by
abuse of notation we denote it wtw−1.
Theorem 7.7. (i) Two elements of T are conjugate in G if and only if they are conjugate in N(T).
(ii) The inclusion T → G induces a bijection between the orbits of W(G) on T and the conjugacy classes of G.
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Proof. Suppose that t, u ∈ T are conjugate in G, say gtg−1 = u. Let H be the connected component of the
identity in the centralizer of u in G. It is a closed Lie subgroup of G. Both T and gTg−1 are contained
in H since they are connected commutative groups containing u. As they are maximal tori in G, they
are maximal tori in H, and so they are conjugate in the compact connected group H. If h ∈ H such that
hTh−1 = gTg−1, then w = h−1g ∈ N(T). Since wtw−1 = h−1uh = u, we see that t and u are conjugate in
N(T).
Since G is the union of the conjugates of T, (ii) is a restatement of (i).
Proposition 7.8. The centralizer C(T) = T.
Proposition 7.9. There exists a dense open set Ω of T such that the |W(G) | elements wtw−1(w ∈ W(G)) are all
distinct for t ∈ Ω.
Proof. If w ∈W(G), let
Ωw = {t ∈ T : wtw−1 6= t}.
It is an open subset of T since its complement is evidently closed. If w 6= 1 and t is a generator of T,
then t ∈ Ωw because otherwise if n ∈ N(T) represents w, then n ∈ C(t) = C(T), so n ∈ T. This is a
contradiction since w 6= 1. By Kronecker Theorem, it follows that Ωw is a dense open set. The finite
intersection Ω = ∩w 6=1Ωw thus fits our requirements.
Theorem 7.10 (Weyl). If f is a class function, and if dg and dt are Haar measures on G and T (normalized so that
G and T have volume 1), then∫
G
f (g)dg =
1
|W(G) |
∫
T
f (t)Det
([
Ad(t−1)− 1
t⊥
]
|
t⊥
)
dt (7.22)
Proof. Let X = G/T. We give X the measure dX invariant under left translation by G such that X has
volume 1. Consider the map
φ : X × T → G, φ(xT, t) = xtx−1.
Both X × T and G are orientable manifolds of the same dimension. Of course, G and T both are given the
Haar measures such that G and T have volume 1.
We choose volume elements on the Lie algebras g and t of G and T, respectively, so that the Jacobians
of the exponential maps g→ G and t→ T at the identity are 1.
We compute the Jacobian Jφ of φ. Parameterize a neighborhood of xT in X by a chart based on a
neighborhood of the origin in t⊥. This chart is the map
t⊥ ∋ A 7→ xeAT.
We also make use of the exponential map to parameterize a neighborhood of t ∈ T. This is the chart
t ∋ B 7→ teB. We therefore have the chart near the point (xT, t) in X × T mapping
t⊥ × t ∋ (A, B)→ (xeAT, teB) ∈ X × T
and, in these coordinates, φ is the map
(A, B) 7→ xeAteBe−Ax−1.
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To compute the Jacobian of this map, we translate on the left by t−1x−1 and on the right by x. There is no
harm in this because these maps are Haar isometries. We are reduced to computing the Jacobian of the
map
(A, B) 7→ t−1eAteBe−A = eAd(t−1A)eBe−A.
Identifying the tangent space of the real vector space t⊥ × t with itself (that is, with g = t⊥ × t), the
differential of this map is
A⊕ B 7→
(
Ad(t−1)− 1
t⊥
)
A⊕ B.
The Jacobian is the determinant of the differential, so
(Jφ)(xT, t) = Det
([
Ad(t−1)− 1
t⊥
]
|
t⊥
)
. (7.23)
The map φ : X × T → G is a |W(G) |-fold cover over a dense open set and so, for any function f on G, we
have ∫
G
f (g)dg =
1
|W(G) |
∫
X×T
f (φ(xT, t))J(φ(xT, t))dX × dt. (7.24)
The integrand f (φ(xT, t))J(φ(xT, t)) = f (t)Det
([
Ad(t−1)− 1
t⊥
] |
t⊥
)
is independent of x since f is a class
function, and the result follows.
Remark 7.11. Let G be a Lie group and g its Lie algebra. Identify both T0g and TeG with g. Then,
(d exp)0 : T0g→ TeG is the identity map. Indeed,
(d exp)0(A) =
d
dt
∣∣∣∣
t=0
exp(0+ tA) = A.
That is (d exp)0 is the identity map over g.
Proposition 7.12. Let G = U (n), and let T be the diagonal torus. Writing
t = diag(t1, . . . , tn) ∈ T,
and letting
∫
T
dt be the Haar measure on T normalized so that its volume is 1, we have∫
G
f (g)dg =
1
n!
∫
T
f (t)∏
i<j
∣∣ti − tj ∣∣2 dt. (7.25)
Proof. We need to check that
Det
([
Ad(t−1)− 1
t⊥
]
|
t⊥
)
= ∏
i<j
∣∣ti − tj ∣∣2 .
To compute this determinant, we may as well consider the linear transformation induced by Ad(t−1)− 1
t⊥
on the complexified vector space C⊗ t⊥. We may identify C⊗ u(n) with gl(n,C) = Mn(C). We recall that
C ⊗ t⊥ is spanned by the T-eigenspaces in C ⊗ u(n) corresponding to nontrivial characters of T. There
are spanned by the elementary matrices Eij with a 1 in the (i, j)-th position and zeros elsewhere, where
1 6 i, j 6 n and i 6= j. The eigenvalue of t on Eij is tit−1j . Hence
Det
([
Ad(t−1)− 1
t⊥
]
|
t⊥
)
= ∏
i 6=j
(tit
−1
j − 1) = ∏
i<j
(tit
−1
j − 1)(tjt−1i − 1). (7.26)
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Since |ti | =
∣∣tj ∣∣ = 1, we have
(tit
−1
j − 1)(tjt−1i − 1) = (ti − tj)(t−1i − t−1j ) =
∣∣ti − tj ∣∣2 .
This completes the proof.
Remark 7.13. Let G = U (1) = S1, ρn : S1 → GL(1,C) be given by ρn(e
√−1θ) = e
√−1nθ . Then dg = dθ/2pi
and
1
2pi
∫ 2pi
0
e
√−1nθe−
√−1mθ = δmn.
Corollary 7.14. If f is a class function over U (n), then∫
U(n)
f (u)du =
1
n!
∫
Tn
f (D(θ))J(θ)dD(θ) (7.27)
=
1
(2pi)nn!
n︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
f (D(θ))J(θ)dθ1 · · · dθn, (7.28)
where
D(θ) := diag
(
e
√−1θ1 , . . . , e
√−1θn
)
and J(θ) := ∏
i<j
∣∣∣e√−1θi − e√−1θj ∣∣∣2 .
Remark 7.15. We know that for one-dimensional torus, the normalized Haar measure is defined as du :=
dθ
2pi over U (1). This implies that for n-dimensional torus of U (n):
T
n =
n︷ ︸︸ ︷
U (1)× · · · ×U (1),
the normalized Haar measure is given by the product measure of n one-dimensional measures of U (1).
Thus for D(θ) ∈ Tn, described by D(θ) = u1(θ)× · · · un(θ) with duj(θ) = dθj/2pi, the normalized Haar
measure is defined as
dD(θ) := du1 × · · · × dun = dθ1
2pi
× · · · × dθn
2pi
=
1
(2pi)n
dθ1 · · · dθn = 1(2pi)n dθ,
where dθ := dθ1 · · · dθn.
In Corollary 7.14, assume that f ≡ 1, then we have
1 =
∫
U(n)
du =
1
n!
∫
Tn
J(θ)dD(θ) (7.29)
=
1
(2pi)nn!
n︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
J(θ)dθ1 · · · dθn, (7.30)
implying
n! =
∫
Tn
J(θ)dD(θ) =
1
(2pi)n
n︷ ︸︸ ︷∫ 2pi
0
· · ·
∫ 2pi
0
J(θ)dθ. (7.31)
In what follows, we give a check on the identity in (7.31). Here is another way of writing J(θ), which is
useful. Set e
√−1θj = ζ j. Then
J(θ) = V(ζ)V(ζ¯), (7.32)
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where
V(ζ) := V(ζ1, . . . , ζn) = ∏
16i<j6n
(ζ j − ζi).
Now V(ζ) is a Vandermonde determinant:
V(ζ) = Det

1 1 · · · 1
ζ1 ζ2 · · · ζn
...
...
. . .
...
ζn−11 ζ
n−1
2 · · · ζn−1n
 .
Define aij := ζ
i−1
j (i, j ∈ {1, . . . , n}). We can form a n× n matrix A = [aij] in terms of aij. Apparently,
V(ζ) = Det(A). According to the definition of determinant, the expansion of a determinant can be given
by
Det(A) = ∑
pi∈Sn
sign(pi)api(1)1 · · · api(n)n. (7.33)
Now that api(i)j = ζ
pi(i)−1
j . We thus obtain that
V(ζ) = ∑
pi∈Sn
sign(pi)ζ
pi(1)−1
1 ζ
pi(2)−1
2 · · · ζpi(n)−1n . (7.34)
Now ζ¯ j = ζ
−1
j for ζ j ∈ U (1), so
J(θ) = ∑
(pi,σ)∈Sn×Sn
sign(pi) sign(σ)ζ
pi(1)−σ(1)
1 ζ
pi(2)−σ(2)
2 · · · ζpi(n)−σ(n)n . (7.35)
Hence∫
Tn
J(θ)dD(θ) = ∑
(pi,σ)∈Sn×Sn
sign(pi) sign(σ)
∫
Tn
dD(θ)
(
ζ
pi(1)−σ(1)
1 ζ
pi(2)−σ(2)
2 · · · ζpi(n)−σ(n)n
)
= ∑
(pi,σ)∈Sn×Sn
sign(pi) sign(σ)
(
1
2pi
∫ 2pi
0
e
√−1(pi(1)−σ(1))θdθ1
)
× · · · ×
(
1
2pi
∫ 2pi
0
e
√−1(pi(n)−σ(n))θdθn
)
= ∑
(pi,σ)∈Sn×Sn
sign(pi) sign(σ)δpi(1)σ(1) · · · δpi(n)σ(n) = ∑
pi∈Sn
1 = n!,
where we used the fact that
1
2pi
∫ 2pi
0
e
√−1(pi(k)−σ(k))θdθk = δpi(k)σ(k).
Denote θ = (θ1, . . . , θn) and define functionals αij(θ) = θi − θj. We mention another way of writing J(θ),
i.e.
J(θ) = A(θ)A(θ), (7.36)
where
A(θ) := ∏
i<j
(
1− e−
√−1αij(θ)
)
.
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Remark 7.16. In fact, by using Selberg’s integral [27, Eq.(17.7.1), pp323], one gets more in the following:
1
(2pi)n
∫ 2pi
0
· · ·
∫ 2pi
0
∏
16i<j6n
∣∣∣e√−1θi − e√−1θj ∣∣∣2γ dθ1 · · · dθn = (nγ)!(γ!)n , (7.37)
where γ ∈ N. Then, letting γ = 1 gives that
1
(2pi)n
∫ 2pi
0
· · ·
∫ 2pi
0
∏
16i<j6n
∣∣∣e√−1θi − e√−1θj ∣∣∣2 dθ1 · · · dθn = n!, (7.38)
as obtained in the above remark. In addition, there is another integral of interest is the following [27,
Eq.(17.11.11), pp331]:
In(k, γ) := 1
(2pi)n
(γ!)n
(nγ)!
∫ 2pi
0
· · ·
∫ 2pi
0
∣∣∣∣∣ n∑
k=1
e
√−1θk
∣∣∣∣∣
2k
∏
16i<j6n
∣∣∣e√−1θi − e√−1θj ∣∣∣2γ dθ1 · · · dθn. (7.39)
In fact, if γ = 1, then
In(k, 1) =
∫
U(n)
|Tr (U)|2k dµ(U). (7.40)
For 0 6 k 6 n, we have In(k, 1) = k!. But however In(k, γ) is not known for general γ > 1.
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