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Consider the linear regression model y(n) = x,(n)fJ, + .. + x,(n)O, + iv(n) with 
w(n) assumed a linear time series, especially an ARMA series. Procedures which use 
recursions only are suggested to identify the non-zero 8, and the order of ARMA 
or subset ARMA residuals. The consistency of these procedures is proved. The 
convergence rate of LS estimation of regression parameters under these assumption 
is also discussed. Simulations show good results. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
The regression model 
y(n) = x,(n)B, + . . . +x&2)8, + w(n) (1.1) 
has caused wide interest and become one of the main subjects in statistics 
for decades. There are innumerable works concerning regressor selection, 
estimation procedures, convergence rate, and other properties under 
different assumptions. In this paper we assume the x,Jn) are constants and 
{w(n)} is a linear series; that is, 
w(n) = f B(A& (n -iI, B(O) = 1. (1.2) 
j=O 
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where s(t) are independent random variables, with mean 0 and common 
variance a2, and 
jgo IPWI < al* (1.3) 
Especially, we assume w(t) satisfies an ARMA model 
j~oujw(n-j,= i bj&(n-j), a,=b,=l. (1.4) 
j=O 
with conditions 
A(Z)= i a,Zj#O, IZI < 1; 
j=O 
(1.5) 
B(Z)= i b,Z’#O, IZI < 1. 
j=O 
We will focus our attention on the identification and estimation of the 
above models by using linear procedures; that means only recursion is 
needed in the algorithm. We hope to devise such a procedure and discuss 
the asymptotic properties. We begin with the following problems: 
1. What is the convergence rate of LS estimates of 0, and the 
estimate of Var{ w(n)}? 
2. Detecting true regressors in (1.1 ), i.e., picking out those non-zero 
ok among K of them and discussing the consistency. 
3. When the errors are specialized by model (1.4), how to devise a 
consistent procedure for determining p and q, more, to identify the 
non-zero uj and bj, that is the subset ARMA model. 
4. The efficient estimation of uj and b,. 
LSE is the most popular method for estimating regression parameters. 
Some important results concerning the convergence rate of the estimates of 
ok and the estimate of Var(w(n)} were summarized in a monography by 
Chen et al. [8]. In the independent case, that is w(n) = c(n), a further work 
is due to Lai and Wei [11] which proved the LIL of the weight sum and 
the LSE of 8,. Chen [7] extended Lai and Wei’s results to the case of w(n) 
being linear series. In Section 2, we will introduce the above results and 
then use them to discuss the consistency and the convergence rate of the 
estimate of Var{w(n)} which has only been treated in the literature in the 
independent case. In that way we solve Problem 1 and also set a theoretical 
foundation for discussing Problem 2. 
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If the w(n) are i.i.d. and normal, then Problem 2 may be treated by the 
well-known stepwise regression procedure and others which depend on 
hypothesis tests. But using AIC or BIC is more convenients; the normality 
assumption may be abandoned and consistency may achieved. An and Gu 
[3] have discussed the matter. In Section 3, we will also treat this probem 
but under the assumption that (w(n)> is a linear series. 
In (1.4), if the w(n) are observed, there is an enormous number of works 
on the identification and the estimation of model (1.4), for example, the 
famous work of Box and Jenkins [4]. However, we believe that the most 
convenient and efficient way is by linear procedures. In this direction, a 
series of works which was started by Hannan and Rissanen [ 151 and then 
followed by Hannan and Kavalieris [16], Wang and Chen [22], Chen 
[S, 63, Huang [18], and so on, has been developed and almost perfected. 
But, the more complicated situation is model (1.1) with unobservable 
ARMA errors, w(t) defined by (1.4). Such modeling of the residuals is very 
important in practice. For example, in the cases that forecasting problems 
are involve, it may offer more precise forecasting values. 
If p and q are known, some literatures, e.g., Hannan [ 143, Harvey and 
Phillips [ 171 discussed the properties of the maximum likelihood estimates 
(or approximate maximum likelihood estimates) of ok, aj, bj. But such 
kind of estimates cannot avoid cumbersome iteration procedures and the 
identification of p and q in (1.4) have not been discussed. 
Some authors suggested treating the errors as AR models, that is assuming 
q=O in (l.l), (1.4), and some methods of estimation, e.g., Durbin [9] were 
proposed. The asymptotic properties and the identification have also been 
discussed by, e.g., Deistler and Schrader [lo], Kulperger [ 19,201, and 
recently by Ni [21]. 
One may avoid non-linear procedures by AR assumption of w(n), but 
procedures especially developed for this models, like Durbin’s two-step 
estimation, mix unknown parameters aj with xk(n) and change the design 
matrix, so they may produce non-singularity. Also the assumption of xk(n) 
is too restrictive for the asymptotic discussion in some literature. In addi- 
tion to that, the ARMA assumption is much more general. 
A simple and straightforward idea, which surely has been used in prac- 
tice is: at first, we obtain the LS estimates eNk of the regression coefficients 
ok and put 
w/&J) =y(n)- (x,(n)~,, + ... +&(~)~ivK); (1.6) 
then, taking wN(n) as the data, using any technique which has been 
developed for ARMA models, we may identify the model that w(n) 
satisfied. But the theoretical discussion remains untouched in this way. 
We will devote Section 4 to this purpose, especially, via the linear proce- 
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dures we mentioned above to treat wN(n) and solve Problems 3 and 4. 
Thus the whole model (1.1 ), (1.4) can be identified and all the parameters 
are estimated by procedures that are consistent and also efficient (when the 
errors are normal). 
Section 5 will present some simulation results and carry on some further 
discussion. 
2. CONVERGENCE RATE OF THE REGRESSION PARAMETERS 
Consider model (l.l), (1.2); for (1.2), apart from assumption (1.3), we 
assume s(n) being independent and 
E&(n) = 0, E&(rg2 = 02, sup E Ic(n)l’< 00, r>2 (2.1) 
R 
and the spectral density 
f(w) = (02P)I f B(i) exp( - ijw)l 2 
j=O 
of {w(n)} satisfies 
0 <fl G-(o) a-2 < a, OE(-fb 711, (2.2) 
where, fi and f2 are constant (( 1.3) implies f(o) d f2 < co only). 
Put 
9 = (0,) . ..) Ok)‘, 
YN = (Y(l), . ..> y(W)‘, WN = (WU 1, . . . . w(N)‘, 
XN = (XNl, -*-, XNR), XNk = (Xk(l), . . . . %W))‘. 
From (1.1) we have 
yN=XNe+WN. (2.3) 
Suppose there is a No, for N> No 2 K, such that XLX, is nonsingular, 
then, for N>, No, LS estimate of 8 is 
e,= (X&f,)-l&y,. (2.4) 
In the following, we denote 
x,(/k) = cx,l 7 ...Y XN,k- 1, XN,k+ 1, . . . . XNk) 
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and by U(X) the space spanded by all columns of X. Put 
then by Anderson and Taylor [ 13, we have 
(2.6) 
Here we notice that X,(/k)(X,(/k)‘X,(/k))-‘X,(/k)’ is a projecting 
matrix which projects a vector of R”’ on the subspace V(X,(/k)), and 
hence hNk is the residual of the projection of xNk. 
For the double array h&n), n = 1, 2, . . . . N, N= 1, 2, . . . . if 
(2.7) 
Put 
ANk=O-* 5 hNk@) exp(-inw)12 do, (2.8 1 n=l 
then (2.2) implies 
f,o-*H,k~ANk~fZ~-*HNk. 
We now cite the upper half of the LIL of 9, from Chen [7]. 
(2.9) 
THEOREM 2.1. Let w(n) satisfy (1.2), (1.3), (2.1), and (2.2). Iffor a fixed 
k, X,(/k)‘X,(/k) is nonsingular for N 2 NO 2 K- 1, and as N + co, 
H Nk’ O”, (2.10) 
SUP hNk(n)2 = o(H,k(l“g HT.J~)-~)> for all p > 0, (2.11) 
I<Pl<N 
then 
Lim sup ( HNJ(2021?, log log ANY)“*) l#Nk - &I < 1, a.% (2.12) 
N-a, 
In view of (2.9), 
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Lim Sup (H,/log log HNk)i12 IBNk - okI 6 Ck, a.s., (2.13) 
N-+-m 
where Ck may be taken as 
C: = Lim { 2a2A,/H,) 
N-+m 
(2.14) 
provided that the limit exists. 
It is well known that the variance of the residuals, denoted by 
y = Var(w(n)}, can be estimated by 
YN=m~, (y(n)-x(n)‘eN)2=(1/N) f bw+xw(~-eN)12 
n=l 
= y^ - (2/N) 5 w(n)x(n)ye - e,) 
II=1 
+ ww - 0,)’ { 5 x(n) XW} (0 -e,), 
n=l 
(2.15) 
where x(n)’ = (x,(n), . . . . x&z)) is the nth row of A’, and 
r^= (l/N) 5 w(n)! (2.16) 
II=1 
For simplicity of notation, we denote 
QN = (log log N/N)“2. 
THEOREM 2.2. Let w(n) satisfy (1.2), (1.3), (2.1), and (2.2). Again, 
assume that XLXN is nonsingular -for N> No > K, and for k = 1, . . . . K, 
(2.10), (2.11) hold and the following conditions c&o hold: - 
Sup xk(n)=o(Ilxkl12 (log lIxkl12)-~)~ for all p > 0, 
l<n<N 
(2.17) 
(2.18) Lim Sup log log H,/log log N < const, 
N-CC 
Lim SUP IIxN~II 2/HNk < const. 
N-03 
Then 
(2.19) 
(2.20) 
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so, yN has the same asymptotic properties as 7 has. Especially, if (2.1) is 
strengthened to 
e(n) are i.i.d, E&(n) = 0, E&(n)4 < 0~) (2.21) 
and also the following condition holds: 
f 
M=l 
{( f 
n=M 
B(n)‘)( f n10)2)} < ~0. 
n=M 
Then 
LimSup {N/(2~10g10gN)}“* IyN-yI=l, 
N-cc 
where 
4= f {2y(n)*+WO,n,n)); 
n-1, 
(2.22) 
a.s., (2.23) 
(2.24) 
Ic(n,, n2, n3, n4) is the fourth-order cumulant of w(n,), w(n,), w(q), w(n4) 
and y(n) = E{ w(0) w(n)}. 
Proof: (2.20) is a special case of Theorem 4.1 in the following. When 
y^-y converges to zero as., the fastest convergence rate obeys the LIL of 
order QN, which is much slower than Qi in (2.20), so yN-y converges at 
the same rate. 
We are now going to prove the LIL as (2.23) for f - y (thus for yN - y) 
provided (2.21) and (2.22) hold. In view of (2.21) w(n)2 -y are strictly 
stationary, having finite second-order moment, so we can use Theorem 5.5 
in Hall and Heyde [12]. Thus we only need to check the condition: 
2 
+LimSupE f 
N-rm 
(n=,x-“y}< a, (2.25) 
where 
x,=E(w(-n)2-y I FJ-E(w(-~)~-~ I K1), --<<<a, (2.26) 
and also the conditions 
E(w(O)~ -Y I .Fi,) = ~(0)~ -Y, E(w(O)‘-y ) F-,)=0, a.s. (2.27) 
9” is the o-field generated by E(m), m d n, and 
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In view of (1.2) and (2.26), for n > 0, 
MO2 = f f P(A/w)&(n -Mn - 0, 
j=O I=0 
x,=0, 
j=n I=n 
cc cc 
- c c B(AB(44n-~M - 4 
j=n+l I=n+l 
= W(nk(O) 1 B(.Mn -A + Pb)‘W2. 
j=n+l 
so 
2 
KMn-j) 
n=M j=n+ 1 
=E ~(0)~ 5 P(n)' 
n=M 
+ 240) f ( f P(n)/?n +A&(-A )I 
2 
j=l n=M 
+4tJ4 f f IB(n)b(n +.a 
( ) 
2 
j=l n=M 
<EEL ( c BW2) 
n=M 
+ 40~ ( ngM W2)( $M b - W/W2)+ (2.28) 
In view of (2.22) and (2.28), (2.25) holds. (2.27) is obvious. But (cf. 
Hannan [13, p. 209, (3.3)]) 
2 
ii 
N-1 
N= c (1 - mw)){2rb)2 + m,o, 4 4) 
n=-N+l 
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which converges to some 4 provided (2.25) and (2.27) are satisfied (again, 
cf. [ 12]), so (2.23) must hold. This accomplishes the proof of the theorem. 
Remark 2.1. Condition (2.1) only guarantees the second order but not 
the strict stationarity of w(n). Under some conditions (see Hannan [13, 
Theorem 6, p. 210]), f -+ y, a.s. If s(n) are i.i.d. (EEL < cc is not 
required) then w(n) are strictly stationary. In this case, even if (1.3) is 
weakened to 
n;. m2 <00, (2.29) 
we still have y^ + y, a.s. So, when only the consistency of y,,, is required, the 
conditions on w(n) are weaker. 
Remark 2.2. Condition (2.22) hardly makes a difference to (1.3). Infact, 
if we 2y+qp;: P(j)= OYX), M: >O, then the summand in (2.22) is 
U(M- 2a+2) = o@,,-4*+3 ). For any o! > 1, (2.22) hilds. The condi- 
tion is the same for (1.3). 
Remark 2.3. Condition (2.10) is the most substantial condition for the 
convergence of the LSE and is usually satisfied in almost all practical cases. 
Conditions (2.11), (2.17), and (2.18) are also wery weak, they exclude the 
exponential case, but, in ordinary cases, say, polynomial, trigonometric, 
and so on, they hold. Condition (2.19) depends on the linear dependence of 
xNk, k = 1,2, ..,, K A sufficient condition for (2.19) to hold is 
Lim n;‘(XhX,)n,‘=matrix>O, 
N+CC 
(2.30) 
where, n,=diag{ IIxN1/I, . . . . Ilx,,ll}. In fact, H,$ is the (k, k)th element of 
(XhX,)-’ [l; or 8, p. 393. 
Remark 2.4. For a subset 9 c { 1, . . . . K}, by X,(9), we denote the 
matrix made of all xNj, j E 9. For any k $ f, put 
h$ = xhk - x&%‘,(S)(X,(~)‘X,(~))-‘X,(Y)‘, (2.31) 
that is, the residuals of the projection of xNk on %(X,(9)). 
In Theorem 2.2, if (2.10) (2.11), (2.17), and (2.18) are strengthened to 
Hz) = Ilh$)ll 2 + co, (2.32) 
max (hj;-g(n))2 = o(Zf$(log H1;9kJ)-p), for all p>O, (2.33) 
lCn<N 
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and 
Lim Sup log log HKL/log log N < const. 
N-02 
for all 9 c { 1, . . . . K} and k$S, then (2.20) holds without (2.19). 
In fact, if we put, say, J$~ = { 1, . . . . k}, 
(2.34) 
g, = hf$‘),‘jlh$$-‘)jj, k = 1, . . . . K, (2.35) 
since hy;-‘) is the residual of xNk after projecting on g(xN(& r )), so 
h$-I) .L %?(xj”(cf- I)), hh?-‘) C ~(x,(~j)) c %?(x,). (2.36) 
Again, it is well known that as well as (2.15), 
rN=(l/N)y;v(zN-XN(X~XN)-lX~)YN 
= (l/N)wk(z,-X,(XXX,)-‘X~)w,. (2.37) 
In view of (2.36), (2.37), and the properties of the projection on the 
matrix, one sees that 
2 
gNk(n)w(n) 
=y^-(l/N) 2 (l/HE-l’ 
k=l 
(5 
fl=l 
hp)(+V(n))2 
= f - (l/N) 5 ~$$f-“(e,(~k) - 8,)2, 
k=l 
(2.38) 
where, the last equality is due to (2.6) and eNk(yk) is the LSE of 13~ in 
regression model 
mdn)- {Xk+l(n)ek+l + “’ +xk(n)ek) 
= x,(n)8, + ‘.. +x,(n)dk + w(n) 
by assuming the left hand above is the “data,” e,?,($k)‘= 
(eNi ... &&$k)). Then, in view of (2.32), (2.33), the conditions of 
Theorem 2.1 hold, so, we have (2.12). (2.12), (2.34), and (2.38) entail 
(2.20). 
We have pointed out in Remark 2.3 that, condition (2.19) reflects the 
dependence property between columns of X,. In this remark, though we 
avoid (2.19), in fact, the strengthening of the other three conditions to any 
subset of (1, . . . . K} still reflects this property. 
683/31/2-S 
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3. SELECTION OF REGRESSION VARIABLES 
For a (K+ 1) x (K + 1) matrix G = ( gV), suppose g,, # 0. The following 
transformation G = ( gij) = T, G is well known: 
(lkkk, i=k, j=k, 
gii= - gkjlgkk T  ifk, j#k, 
giklgkk 9 i#k, j=k, 
gij- gik gkj/gkk, i#k, j#k. 
(3-l 1 
It was called the “sweeping algorithm” by some authors and it is easy to 
verify that 
TkTkG = G, T,T,G = TITkG. (3.2) 
Using the notations in (2.3), we set 
(3.3) 
If & = { ji, . . . . j,} is a subset of { 1, . . . . K}, denote 
G,(jk) =Tj, . ..TjkG.; (3.4) 
then we obtain LSE of xk subset regression with an estimate of 6, (j E yk) 
in the (K+ 1, j)th entry. The (K+ 1, K+ 1)th element of G,(Yk)), we 
denoted by sN(yk)), is the sum of squared residuals (SSR) of this subset 
regression. Obviously, for all yk with same size, the smaller s,,,(jk) suggests 
the better choice. Denoting 
9’= {k, ok #O in model (l.l)}, 
our task is to dentify 9’ from the data (Problem 2 in Section 1). 
There are three ways which have often been used in stepwise regression 
procedures: 
1. If we have chosen the regressors corresponding to &, = 
{j,, . . . . j,-i}, then th e next one jr should produce the largest decrease of 
S,(& i); that is, if we put A= (4;- i, j,}, then 
(3.5) 
2. Take all the variables as the regressors; then we exclude them one 
by one. If we have excluded those corresponding to jl+z, . . . . jK, then the 
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next j,,, should make the smallest increase of S,(Y1+ i), Y/+ 1 = 
(1, . . . . K)l{jl+2, ..-, j,}; that is, if we denote A=A+i/{ j,, i}, then 
S,(4) = ky-,y, shM+ JW). (3.6) 
3. If we denote the size of a subset f of (1, . . . . K> by #(§), then we 
choose Y1 from all the possible set such that 
S,(4) = #$y=, SNLe (3.7) 
By either one of these ways, An and Gu [3] suggested using AIC or BIC 
for determining the best value of 1. That is we put yN(Y) = S,(Y)/N and 
if the minimization of 
AIC(I) = log{y,(4)} +21/N (3.8) 
or 
BIG(I) = log{y,(9J) + I-log N/N (3.9) 
is at 1: then the variables corresponding to Yi are the final choice. 
Put a subscript on AIC or BIC that corresponds to one of the above 
procedures, say, AIC, means using AIC and procedure 1. In the inde- 
pendent case, under some conditions, An and Gu claimed that either BICz 
or BIC, is consistent; that is, as N + co, 
4= 9’, as. (3.10) 
but BIC, and AIC,, i= 1, 2, 3 all are “over-consistent.” That is, as N--f co, 
9f3 Y”, a.s. (3.11) 
Obviously, procedure 3 is computationally expensive so that we do not 
recommend it, and we believe that BIC, is the most ideal one. We are now 
going to show (3.10) is true for BIG, in the case of w(n) being a linear 
series. 
THEOREM 3.1. Let w(n) satisfy (1.2), (1.3), (2.1), and (2.2), for any 
9c (1, . ..) K} and k # 3, (2.32t(2.34) hold, and also 
IlhK’ll *Ilog N + m, k = 1, . . . . K. (3.12) 
Again, the conditions for having 
y^ + Yv a.s. (3.13) 
also hold. Then (3.10) is true for BIG,. 
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Prooj We denote SSR/N of 9 subset regression by y,,(Y). If 9 2 Y”, 
then by the same reason as in Remark 2.4, 
~~(9) = Y^ + O(Q?,,), a.s. (3.14) 
If Y 19’ does not hold, then there must be a k, such that kEf”, but 
k $9. Since %(X,(/k)) I %(X,(Y)), so 
yN(g)=(l/N)Y~{zN-XN(~)(XN(S)(XN(~)’X~(~))-’XN(~)‘}YN 
~(l/N)~:,{Z,-~,(lk)(~,(/k)‘~,(lk))-’~,(/k)’}~, 
= (l/N)(e,x,+ w~)‘{ZN-XN(/~)(X~(I~)‘~~(/~))-‘XN(I~)’J 
x (&Jivk + WN) 
= e;H,/N- 2t’,&wN/N 
+(1/N)w~{Z,-~,(/k)(~,(/k)‘~,(/k))-’~,(/k)’)w,, (3.15) 
where, hNk is defined by (2.5). In view of (2.6) and (2.12), 
hhkw,= O(H, log log H&l’* = o(H,&, 
So the second term of RHS in (3.15) may be omitted to compare with the 
first term. Again, by the same reason as in Remark 2.4, the third term is 
f + O(Q’,), so we arrive 
~~(9) 2 r^ + 6:H,/N+ o(HdN), 
for sulficient largely N. 
a.s. (3.16) 
We now continue procedure 2. Suppose f 1.9’. In view of (3.14) and 
(3.16), excluding a variable corresponding to k $9’ makes an increase of 
yN in an order of o(log N/N), but makes an increase at least greater than 
0: HNk/2N, if k E &Jo, so, it is impossible to exclude any variables of k E Y” 
before all variables of k $9’ have been excluded. So, we have 4: 1.9’ for 
all I such that # (9,) > # (9”) (S: is described in the procedure) and in this 
case, in view of (3.13) and (3.14), we have 
log y,(4) = log(p{ 1 + o(log N/NY)}} = log y^ + o(log N/N), a.s. 
and hence 
BIG,(A) = log f + 1. log N/N + o(log N/N), a.s. 
reaches the minimum at I = # (9’) in the region # (9”) < I < K. 
As the procedure goes further, 4 c 9’14 # 0, 
(3.17) 
BG(4:) 2 log{7 + d: HJN + o( HJN)} + 1. log N/N, a.s. 
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for some k E Y”/4. In view of (3.12), 1. log N/N can be neglected and 
BIG,(A) > BIC,(S’) holds. This accomplishes the proof. 
Remark 3.1. The proof that BIC, is consistent is almost the same and 
it is not difficult to realize that the others are over consistent. 
4. THE IDENTIFICATION OF ARMA ERRORS 
Suppose the observations y(n) are generated by (l.l), (1.2). Having the 
LSEB,, we obtain wN(n) from (1.6). Here, we may assume the regression 
variables may or may not have been already selected. For n > 0, define 
y( -n) = y(n) = Ew(t)w(t + n), 
N--n 
Y^(-n)=P(n)=(l/N) c w(t)w(t+n), 
1=1 
N--n 
For n =O, the notations y(O)= y, j(O)= y^, ~~(0) =yN are those that have 
been used before. Notice that, w(n) is unknown and f(n) is not practically 
computable in this case. However, if we denote the n th row of X, by 
x(n) = (x,(n), . . . . x,(n)), then from (1.1) and (1.6) we have 
wN(n) = w(n) + x(n)‘@ -ON), n = 1, . . . . N (4.1) 
THEOREM 4.1. Let w(n) satisfy (1.2), (1.3) (2.1) and (2.2). Again, for 
N 2 No > K, let X’,X, be nonsingular, undfor k = 1, . . . . K, let (2.10), (2.11), 
(2.17), (2.18), and (2.19) hold. Then for ufixedn, 
yN@) = f(n) + WQ’,), at-. (4.2) 
ProojI Using (4.1) It is easy to check that 
N--n 
y,(n)=y^(n)+(l/N) 1 (w(t)x(t+n)‘+w(t+n)x(t)‘}(e-8,) 
r=1 
N--n 
+ (l/N)@-8,)’ 1 x(t)x(t+ n)‘(O- 0,). (4.3) 
t=1 
Since conditions in this theorem contain conditions in Theorem 2.1, so 
(2.13) holds. But 
1 yz: Xj(fh(t + n)l G llxjll . IIXkll~ 
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in view of (2.13), (2.18), and (2.19), the third term of the RHS in (4.3) is 
of order O(Q$). 
Again, if we use a more general theorem concerning the LIL of double 
array weighted sums of linear series [7, Theorem 21, conditions (2.10), 
(2.17), and then (2.19) entail 
N-II 
,c, W(t)Xk(f + n, = o(iIxNk112 log l”gII xNk112)“2 
= O(HNk log log HNJ1’*, as. 
But (2.13) holds, so the second term in the RHS of (4.3) is 
O(log log HNk/N) = O(Qc) by (2.18). That proves (4.2). 
Remark 4.1. The more general theorem about the LIL mentioned in 
the above proof needs conditions (2.17) and 
llxNk/12 -, co~ (4.4) 
llxNk -xnJ-2<(n~$+, cn)” for N>M2M,, (4.5) 
with 
( ) 5 Cnd = om,l12), ?l=Mo (4.5’) 
where M0 >O is a certain integer and c, and d are constants such that 
c, > 0 and d > 2/r (for I-, cf. (2.1)). However, (4.4) is true by (2.10), since 
llxNkl12 2 H,. Again 
xNk - x,Uk = (0, --,, 0, &(M+ I), . . . . x,+(N))‘, 
by taking c, = xk(n)* (M+ 1 6 n 6 N) we immediately have (4.5) and (4.5’) 
with d = 1. So we do not need to mention this condition in Theorem 4.1. 
Notice that the theorem is true only for a fixed n, though it can be 
arbitrarily chosen, since the second term in the RHS of (4.3) depends on 
n. However, we have the following corollary. 
COROLLARY 4.1. Suppose as N + co, 
P N’CQ, PN JN -+ 0. (4.6) 
Then 
max I?N(n)-f(n)l = O(P,Q$), a.~. 
OSPl<PN 
(4.7) 
We now give a brief statement of the linear procedures of identifiation of 
the ARMA model (1.4) when w(n) are observed (not in our case). 
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HANNAN-RISSANEN ([ 151 )PROCEDURE. 
Step 1. Taking P,= O(log N)“, a> 1, lit the data w(n) with an 
AR( PN) model 
w(n) + 6, w(n - 1) + . . . + ci,,w(n - PN) = E^(n) (4.8) 
when & = (~1~) . . . . ap,) are obtained. Then by putting w(n) = 0, n < 0, from 
(4.8) we have El(n), n = 1, . . . . N, recursively. 
Step 2. For a fixed pair (p, q), take w(n), E(n), n = 1, . . . . N as data 
(w(n) = 0, if n < 0 or n > N) and assume the minimization of 
“&= min (l/N) 5 0 
+I, b i 
2 a,w(n -j) - i b,.gn -j) 
2 
(4.9) 
fl=l j=O j=l 1 
a 
is at Li,, b, (&,= 1). 
Step 3. Suppose the true orders are (po, qo), take P >po, Q 3 qo, in the 
region 0 <p < P, 0 < q 6 Q, if the minimization of 
BIC(p, q) = log “i4 + (p + q) log N/N (4.10) 
arrives at (8,4), then (P, 4) is the estimate of (po, qo). 
In Step 1, d satisfies the Yule-Walker equation 
Y(O) 
A, a 
( i 
... f(PN-l) 
y (^P,- 1) ... i 1 
= -Ml 1, -**, ‘y^(PN)) (4.11) 
B(O) 
which can be solved by Levinson recursion (stopping at P,,,) we can also 
obtain 
cf2 = (l/N) 5 $z)~. (4.12) 
?I=1 
In Step 2, &,, 6, satisfy equation 
A 
(ci,, , . . . . d,, 6,, , . . . . bqq) 
f(O) ... y (^l -P) 
. 
-j?""(O) . . . -y-(1 -4) 
X 
y^(p-1) . . . 
(1 
HO) -y "^"(p- 1) . . . 
-j?""(O) 
1 1 
-""(p-q) 
. . . -yyl -p) p"(0) ... 
1 
ml - 1) 
-jF(4- 1) . . . -'y "^"(-q-p) pyq'-l) . . . r^ "iO) 
'i 
=(-j(l), *.., -P(P), R--l), .*., Y”(-q)), (4.13) 
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where y(j) have been defined beforehand, 
N- lil 
f”“(j) = (l/N) 1 w(n)s(n +j) = y^““( -j), 
iI=1 
and similarly for f”“(j) and .y^‘( j). 
In the case p = q, we can rearrange (4.13) in an order corresponding to 
@,I 3 &I 9 ..., &yH 6,) and embed the equation in a two-dimensional 
Yule-Walker equation; then solve it by Whittle’s recursion. Denote the 
mean of the square residuals by eP (2 x 2 matrix), p = 1,2, . . . . Wang and 
Chen [22] suggested a monitoring criterion by taking the first p satisfying 
det 6, < (log N/N) ‘I* e4 (4.14) 
as the estimate of max{p,, qo}, so that we found a good upper bound of 
the region of minimization of BIC(p, q), and then the consistency 
i+po, (i+h a.s. (4.15) 
can be proved. Using a similar procedure discribed in Section 3 and based 
on a matrix like (4.13), Chen [S] devised a procedure of subset ARMA 
identification and proved consistency. We are not going to go into the 
details of these procedures. 
Our interest is what happens to all these procedures in model (1.1 ), (1.4), 
when we use the estimated residuals wN(n) in (1.6) instead of the unobser- 
vable w(n) in (1.1). Here, the regression may be after a selection of 
variables described in Section 3. 
In checking the proof of consistency (say, in Wang and Chen [5]), one 
may find that the most fundamental formula is (An et al. [2, Theorem 23) 
max Iv^(n) - y(n)1 = O(QN), a.s. 
OC?l<PN 
which leads to (An et al. [2, Theorem 61) 
max loi - cI( j)l = O(QN), 
OCrr<PN 
a.s. 
and then for a fixed j (Wang and Chen [22], Lemma 2.2) 
IT”“(j) - r”“(j)l = O(QN), a.s. 
(4.16) 
(4.18) 
and the same for p”(j). Where ~,~oa(j)Zj=A(Z)-lB(Z) and y”(j)= 
Ew(n)e(n +j). But from Corollary 4.1, for P, = O(log N)“, a > 1, we still 
have 
max IYN(~)-Y(~)~ = OtQN), a.s. 
O<n<Pff 
(4.16’) 
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So, if wN(n) takes the place of w(n) then yN(j) takes the place of f(j) in 
(4.11), its solution aN= (a,(l), . . . . a,(P,))’ still satisfies 
max I aN(A - 4j)l = O(QN), a.s. (4.17’) 
lSj<PN 
After obtaining sN(n) from 
w,&)+apJ1w,&- l)+ ... +aNPNWN(n-PN)=EN(n), 
we still have 
IrXA - Y’WI = O(QN), a.s. 
IW) - r”(Al = O(QN), a.s. 
(4.18’) 
and the proof of consistency will then follow from (4.16’) - (4.18’). That is, 
all the asymptotic properties of the identification procedures will not be 
changed when we use wN(n) as the data. That is the answer to Problem 3 
in the begining of this paper. 
When the order (p, q) (or the non-zero coefficient subset) of model (1.4) 
has been identified, the estimates of coetficients uj and bj are also obtained 
simultaneously but they are not efficient. We can use a procedure to obtain 
finer estimates of uj and bj. For this purpose, we still hope to avoid any 
iteration. The Hannan-Rissanen [ 151 procedure, which only uses a recur- 
sion, is the almost ideal one. We are here not going to go into the details. 
The asymptotic efficiency (for Gausian series) has been proved [6] if the 
procedure used w(n) as the data. Now if we take the regression residuals 
wN(n) as the data and carry out this procedure, we may also prove the 
same asymptotic property of the final estimates by checking all the steps in 
Chen [6] and making some complement. We leave this tedious task to 
another paper. 
5. SIMULATION AND DISCUSSION 
Consider as an example that, the data are from (0, = o5 = 0) 
y(n) = 2.5 + O.ln + 13~ x n + 3.9 cos(O.32 x 2rrn) 
+ 8, x sin(0.57 x 27~2) + w(n), (5.1) 
that is, 8, = 2.5, 13~ = 0.1, e3 = 0, 19, = 3.9, 13, = 0. The errors w(n) satisfy 
w(n) - 0.4w(n - 1) + 0.6w(n - 2) = ~(12) + e(n - 1) + 0.89+ - 2) (5.2) 
E(n) N wo, 1 h i.i.d. (5.3) 
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We generated 50 series for each N= 50, 100, 200, and 400, then used the 
procedures described in Section 3 (the regression part) and Section 4 
(ARMA part). 
Table I is the subset regression result. For N= 50, the procedure offers 
correct identification in 27 times out of 50. As N > 200, it is right every 
time, and the consistency can be seen in here. For small N, most of the 
wrong identifications happened as because the linear term is mistaken for 
the quadratic term with a very small coefficient. The reason is easy to 
understand as the linear and quadratic function are very close in the 
vicinity of the original. 
For every N, using the J, series of data which offer correct identification, 
we calculate the average and the standard deviation. The result is listed 
also in the same table. But here, S.D. are obtained by comparing the 
estimate with the true, for example, 
4.3190 = (l/J,) c y y’ 
i 1 
112 
1.2379= (l/J,)1 (y$‘-y)2 
i 
(5.4) 
(5.5) 
the summation is over J, series of right identification and in this case, 
N= 50, J, = 27, y = 4.745, (j) denotes the serial number. The consistency 
is still evident either from the average or from SD., though we should take 
account of the fact that J, increases with increasing N. 
One may notice that the estimate for e2 is particularly good and con- 
TABLE I 
Simulation Results for (5.1), (5.2), (5.3), Regression Part 
N 50 100 200 400 
Correct 21 42 50 50 
Average 8, =2.5 2.2561 2.5130 2.5150 2.5000 
e,=o.1 0.10139 0.09856 0.09991 0.10004 
8, = 3.9 3.9125 3.9053 3.8987 3.8967 
y =4.745 4.3190 4.4030 4.5094 4.6518 
SD. eNl - 6 0.6509 0.5110 0.2885 0.2128 
0, - e2 0.02263 0.01765 0.00279 0.00109 
ew - 4 0.08829 0.03616 0.02750 0.01780 
YN-Y 1.2379 1.0953 0.6723 0.4063 
SD. of YN-Y 1.1225 1.0809 0.6664 0.4063 
S.D. of YN-P 1.4196 1.1715 0.07197 0.03411 
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TABLE II 
Simulation Results for (S.l), (5.3), (5.7), Regression Part 
N 50 100 200 400 
Correct 48 50 50 50 
Average 9, = 2.5 2.5019 2.4844 2.5113 2.5006 
8,=0.1 0.10023 0.10055 0.09992 0.10002 
e4 = 3.9 3.9050 3.9072 3.9247 3.9581 
y = 2.667 2.2518 2.3472 2.4026 2.5824 
SD. ONI - 4 0.2865 0.1995 0.1456 0.1122 
0/v, - 02 0.01646 0.00185 0.00138 0.00055 
ewl- 04 0.5775 0.3970 0.2708 0.2231 
Y‘%-Y 1.0852 0.6882 0.5590 0.3775 
SD. of YN-Y 1.1001 0.6882 0.5590 0.3775 
SD. of Y.&-f 0.3022 0.1565 0.08487 0.0528 
verges to the true value with the quickest rate. This phenomenon just 
explains the LIL (cf. (2.13)) as H,, = O(W) but H,, = O(N), HN4 = O(N). 
The last two rows of Table II are the standard deviation of yN - y and 
yN - f. The first of them is from a calculation similar to (5.5), but the sum- 
mation is over all 50 series and the regression is over all variables. The last 
row is also calculated from the estimates of all 50 series by a similar 
TABLE III 
Simulation Results for (5.1), (5.2), (5.3), ARMA Part 
Original ARMA data Using residuals as data 
N 50 100 200 400 50 100 200 400 
Coccrect 17 33 35 41 16 34 34 38 
Average a, =-0.4 
a2 = 0.6 
b, = 1.0 
b, = 0.89 
a= 1.0 
-0.4896 -0.4447 a.3993 -0.3980 
0.6757 0.6105 0.5943 0.5883 
0.8345 0.8979 0.9654 0.9875 
0.6798 0.7335 0.8363 0.8597 
0.9782 1.0397 0.9971 1.0108 
-0.4885 -0.4380 -0.3913 a.3997 
0.7171 0.6238 0.5910 0.5912 
0.7886 0.8860 0.9747 0.9850 
0.6421 0.7372 0.8382 0.8570 
0.9647 1.0121 0.9895 1.0064 
S.D. aI 0.1262 0.1175 0.0781 0.0495 0.1104 0.1190 0.0863 0.047 1 
a2 0.1286 0.0632 0.0605 0.0498 0.1349 0.0765 0.0648 0.0432 
6 0.2072 0.1362 0.0583 0.0410 0.2324 0.1493 0.0657 0.0384 
b, 0.2395 0.2037 0.0763 0.0528 0.2647 0.1919 0.0748 0.0518 
0 0.0730 0.0990 0.0429 0.0474 0.0779 0.0877 0.0407 0.0359 
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formula. A comparison of these two rows shows the obvious difference 
between the orders of Q, and Q’, (cf. (2.20) and (2.23)). 
The simulation results also show that for a correct subset identification, 
the subset regression and “full-set” regression hardly make any difference 
between the estimates of regression coefficients and the residuals and their 
sample variance. In fact, the estimated coefficients, with true values equal- 
ling zero, are small. But when a model is built for forecasting purposes, the 
identification is still very important, say, a quadratic tendency will result in 
large forecasting variance when actually only a linear tendency exists. 
Table III gives the simulation result by using the linear procedure of 
identification from the original ARMA data w(n) of (5.2), (5.3), and also 
from the “full-set” regression residuals wN(n) as in (1.6) for model (5.1), 
where y(n) is obtained by the regression part, adding the w(n) mentioned 
above. 
The result strongly shows the consistency and again one may see that 
using the residuals w,,(n) as data has almost the same good result as using 
the original data w(n), that is just what we asserted in Section 4. 
When the “noise” w(n) becomes large, then we need more observations 
to produce the right conclusion. If instead of (5.3), let 
E(n) - w, 32), i.i.d. (5.6) 
then for N= 50, we always fail in subset regression identification and it is 
hard to succeed in the case N= 100. But for N= 200, we succeeded 43 
times among 50 series for regression part (we succeeded every time for 
s(n) N N(0, l), see Table I). The estimation of regression parameters does 
not become much worse. We can even see a better result for error iden- 
tification which succeeded 41 times and 37 times corresponding to 35 and 
TABLE IV 
Simulation Results for (5.1), (5.3), (5.7), Subset ARMA Part 
Original ARMA data Using residuals as data 
N 100 200 400 100 200 400 
Correct 14 34 31 7 30 33 
Average 
SD. 
a6 = 1.0 -0.6932 -0.6765 -0.6861 -0.7130 -0.6799 -0.6834 
b, = 0.89 -0.5885 -0.5914 -0.6030 -0.5562 -0.5986 -0.6050 
a= 1.0 0.9552 0.9634 0.8950 0.9746 0.9628 0.9821 
a6 0.0589 0.0545 0.0433 0.0435 0.0505 0.0479 
b, 0.0873 0.0678 0.0454 0.1179 0.0699 0.0452 
D 0.0724 0.0536 0.0369 0.0657 0.0551 0.0368 
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TABLE V 
Comparison for (r = 1 and (r = 3, Keeping (5.1), (5.2) the Same, N= 200 
4 e2 e4 01 a2 b, b2 0 
True value 2.5 0.1 3.9 -0.4 0.6 1.0 0.89 - 
Ave., (r = 1 2.5150 0.0999 3.8987 -0.3913 0.5910 0.9747 0.8382 0.9895 
Ave., a = 3 2.6428 0.0995 3.8983 -0.3983 0.5891 0.9865 0.8589 3.0206 
SD., o = 1 0.2885 0.00279 0.02750 0.0863 0.0648 0.0657 0.0718 0.0407 
SD., (T = 3 0.5579 0.00294 0.04158 0.0475 0.0422 0.0377 0.0517 0.0110 
34 in Table III. For other comparisons, see Table V (we have only listed 
the results using estimated residuals as data for ARMA modeling). 
We now turn to a case with subset ARMA erors 
w(n) - 0.7w(n - 6) = I - 0.6s(n - 1). 
The regression part is the same as in (5.1) and s(n) is as (5.3). The 
simulation results are shown in Tables II and IV. The regression part is 
also very good. For the ARMA part, when N= 50, we failed with the 
procedure. After that, as N increases, the results improved, conlirming the 
consistency of the procedure. 
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