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Abst rac t - -The  usual practice of forcing budget models by linear interpolations of mean data does 
not produce a forcing whose mean is the data value required. The usual third-order spline is modified 
into a fourth-order spline, called mc-spline, to cope with this issue. 
The technique provides a smooth and faithful continuous interpolation of the original data that is 
well suited for its graphical representations or for the forcing of numerical models. ~ 2002 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In environmental science, numerical models are often forced by some average fluxes because the 
data to evaluate the boundary conditions are only available as global values integrated over 
certain periods of time or certain areas. 
With climatological fluxes available as, say, monthly means, it is tempting to reconstruct 
the continuous time evolution of the data using a piecewise linear interpolation. As shown by 
Epstein [1], however, this technique is not compatible with the meaning of the original data as 
monthly means. The standard practise is indeed to ascribe the available mean figures to the 
centers of the corresponding time intervals and to carry out a linear interpolation between these 
points. When the curvature of the mean data is large, the total flux computed after interpolation 
departs significantly from the total flux represented by the original data. As a result, the budget 
computed from the interpolated fields will generally not be in good balance. 
The same problem occurs with the spatial interpolation of data available as a set of spatial 
averages. In particular, the results of finite volume numerical models form a gridded data set 
in which the different numbers correspond to average values over the different grid cells of the 
mesh. Handling these figures as point values will lead to a wrong interpretation of the data. 
Part of the present work was carried out in the scope of the NOMADS 2 project. 
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To cope with these interpolation problems, Killworth [2] proposed to preprocess the original 
data vector d into a modified vector d in such a way that the mean of the linear interpolation 
of ¢) matches exactly the mean of the original data. 
The procedure proposed by Killworth is easy to implement but offers little control of the inter- 
polation process. In many cases, the field to be interpolated is twice continuously differentiable 
(e.g., because of diffusion) so that higher-order regularity of the interpolation is desirable. Also, 
the range of the linearly interpolated field can be much larger than the range of the initial fields, 
i.e., large over and under shooting can occur. In this paper, we show how the widely used spline 
interpolation technique can be adapted to provide a more satisfactory soltition. 
2. SPLINE FUNCTION 
Let us start by recalling some of the basic properties of the usual spline (function) [3]. 
An m-spline S on a partition A = (a = x0 < xl < ..- < xn = b) of the interval [a, b] is a real 
function that is continuously differentiable on [a, b] up to the order m - 1 and that coincides on 
every subinterval [xi-1, xi], i = 1, 2 , . . . ,  n, with a polynomial of degree m. Thus, an m-spline 
consists of polynomials of order m pieced together in such a way that their values and those of 
their m - 1 first derivatives coincide at the knots xi, i = 1, 2 , . . . ,  n - 1. 
Among m-splines, cubic splines (m = 3) are widely used in interpolation problems because it 
can be shown that, given a partition A and a set of values (Y0, Y l , . . . ,Yn) ,  it is precisely the 
interpolating cubic spline with S ' (a )  = S ' (b)  = 0 that minimizes the integral 
~ b I f ' (x ) l  ~ dx, (1) 
among all functions f C ]K2([a, b]), i.e., real functions for which fr is absolutely continuous on 
[a,b], with f (x i )  = Yi for i = 0 ,1 , . . . ,n .  Equation (1) provides an approximate measure of 
the total curvature of the function f .  Therefore, the interpolating spline minimizing (1) is often 
called the natural spline as it represents the 'smoothest'  function to interpolate the given support 
points (xi, Yi), i = 0, 1 , . . . ,  n. 
3. MASS CONSERVING SPL INE 
We now move to the problem of the interpolation of a given field defined on a partition A _-- 
{a = x0 < xl < ".. < x~ = b} with the constraints 
~ x, f (x )  dx Ui, i = 2 , . . . ,  (2) 1, n, 
i - -1  
where Ui are known arbitrary constants corresponding, for instance, to the integrated fluxes 
through the subintervals ]xi-1, xi[ (or during the time period ]xi-1, xi[ if x denotes time). These 
constraints express the requirement that the integrated fluxes computed from the interpolating 
function and the available data are equal. 
Defining the mass conserving spline, or mc-spline, S(x)  as a four-spline satisfying (2), we 
can show that this mc-spline realizes the minimum of integral (1) for the interpolation problem 
described by (2). 
For every real function f E K2([a, b]), interpolating the data according to (2), we have indeed 
b b ~b f f  ~ lf"(x) - S"(x)l 2 dx = ~ If"(x)l 2 dx + IS'(x)l 2 dx-  2 f"(x)S"(x)dx 
b b ~a b 
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By integration by parts, the last integral transforms into 
b f b a [ f " (x  - S" (x ) ]  S"(x)  dx = [ f ' (x )  - S ' (x ) ]  S"(x)lb~ - [ f ' (x )  - S'(x)] S (3 ) (x )  dx. 
A new integration by parts carried out on the subintervals ]xi-1, xi[ (because S (4) can be discon- 
tinuous at the nodes xi) gives 
~ b ( f " (=)  _ s " (=) )  s " (~)= [ f ' (~)  - s"(~)lb.  dx  S'(x)] 
- [ / (x )  - S(x)]S(3)(x) + [ f (x )  - -  S(x)]S(4)(x)dx.  
i= l  - I  z= l  x i -1  
On the one hand, S(4)(x) reduces to a constant Ci on the subinterval ]Xi-l,Xi[ and 
[ f (x )  - S(x)]S (4) (x) dx = C~ f (x )  dx - S(x) dx 
i - -1 i - -1 i - -1 
= f i c~(u~ - u~) = o. 
i=1  
On the other hand, as f, S, and S (3) are continuous on [a, b], 
i=1  
Collecting all the intermediate r sults yields the proposition 
// /a // I f (x )  - S"(x)t  2 dx = If"(=)l = dx - tS" (x ) l  2 dx 
- 2 If '(=) - s'(=)] s"(=)lbo + 2If(=) - s(=)]s~3)(=) b. 
a 
(3) 
Therefore, 
b // /j // 
~ IS"(=)l 2 = I f " (x) l  2 dx - I f (x )  - S"(x)I = dx <_ I f " (x ) t  2 dx, (4) 
provided one of the conditions 
( i)  S"(a) = S"(b) = O, S (3 ) (a )  = S(3)(b)  = O; 
(ii) f (a )  = f (b ) ,  f ' (a )  = f ' (b ) ,  S(k) (a)  = S(k)(b) for k = 0, 1, 2, 3; 
(iii) f (a )  = S(a) ,  f ' (a )  = S'(a), f (b )  = S(b) ,  f ' (b )  = S'(b); 
(iv) f ' (a )  = f ' (b )  = 0 = S ' (a )  = S'(b) ,  S(3)(a) = S(3)(b) = 0 
is met. The four sets of conditions correspond with the generalisation of the natural spline 
condition (i), with periodical f and S functions (ii), with fixed ends interpolation (iii) and with 
mixed conditions (iv). Other combinations of these conditions are possible but those listed are 
the most practical ones. 
Result (4) generalises the minimum property (1) of the usual spline to the interpolation problem 
defined by (2). It shows that, under the conditions listed above, the smoothest interpolation is
now provided by piecewise fourth-order polynomials rather than cubic splines. 
It must be stressed that, in deriving (4), we only required f to be in K2([a, b]). The fourth-order 
mc-spline verifies the minimum norm property (4) among that broad class of functions. Thus, 
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the additional constraint hat S be in C3([a, b]) should not be seen as an artificial constraint 
limiting the scope of the results. It just happens that the minimum in (4) is achieved with such 
a regular spline function. 
Finally, it can also be shown that, in each of the four cases listed above, the minimum of (1) 
is unique. For, suppose that S and S, are two mc-splines having the same minimum property. 
Letting S, play the role of the function f in the previous results, one gets 
" x - IS"(x)l 2 dx > 0; IS, ( ) - S"(x)l 2 dx = ]S,'(x)[ 2 
but, if S. also realizes the minimum, S and S, may switch roles and 
~a b S I !  X I .(  ) -S"(x) l  2 dx=O.  
Since both functions StJ and S" are continuous, one gets 
sy(z) = s"(~) 
and, by integration, 
s , (x)  = 8(x) + ax  + Z; 
but as 
/? /7 S, (x )  dx = S(x)  dx = Ui, i--I i - - I  
this implies a : fl = 0. 
i : l ,2 , . . . ,n ,  
4. COMPUTATION OF THE mc-SPL INE  
The different sets of boundary conditions listed in the previous section are sufficient for the 
complete definition of the interpolating mc-spline. 
For a partition A = {a = x0 < x~ < ... < x~ = b} of the interval [a,b], the mc-spline 
consists indeed in n fourth-order polynomials o that it is fully characterized by 5n parameters. 
The interpolation constraints (2) provide n conditions on these parameters. The continuity of 
the mc-spline and its three first derivatives at the n - 1 interior nodes xl, x2, . . ,  x~- i  provide 
4(n - 1) additional relations bringing the number of conditions to 5n - 4. If we complement these 
with any of the sets of Conditions (i)-(iv) from the previous section, we come out with a linear 
system of 5n algebraic equations for the 5n unknown parameters. 
In each subinterval [xi- 1, xi], the mc-spline can be represented by the fourth-order polynomial 
&(t) = a~ + ~it + ~,t 2 + 5it 3 + ~t 4, (5a) 
where 
X -- Xi-- 1 (5b) t - - -  E [0, 1] and hi = xi - x i -1.  
hi 
The parameters ai, fli, 7i, 6i, ei of (5a) can be expressed in terms of the flux Ui across [xi-1, xi] 
and the (unknown) first and second derivatives of the mc-spline at the nodes, 
- -  k D/'" 1 ÷ ~i_l,~i~q(2) h2+9s~l )h i -2S~ h i )  u, 1/21  1 h, (5) 2 
ai hi 60 
~(1) h 
fli : ~ i - - l 'm,  
1 ~(2) h 2 
3'i ---- ~ i -1  i, (6) 
( (5) 2 1 3S~l)h,  + 9.Q,(2) h 2 _ 3S~I)h,+S~ hi ) 5i -3 k - -  "~i - -  1' % 
1 
ei = 4 ~ _ (5) 2 
/ 
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where 
~x d2 S s} 1) -  (~,), s~ 2) -  ~(~, ) .  (7) 
Expressing the problem in terms of the new parameters S~ 1), S~ 2) , i = 0, 1, 2 . . . .  , n, the continuity 
of the two first derivatives of the mc-spline is enforced automatically. The continuity of S(x) and 
of its third derivative at the node x~ require, respectively, that 
.,.(2) ~2 21S}1)(hi-1 + hi) 9s} l )h i _ l  + z~i_ l " i _  1 + 
h 2 9S}+)h,_,).q(2)h2=60(U , Vi_l ~ (8a) +3S} 2) ( i -1 -- h/2) "~- ~ i+ l " i  ~k ~/ hi-1 ] 
and 
6S}1)hi_1 (2) 2 I. ~(1) _ + 2S~_1h~_ 1 + 6(hi - ,~i-11o~ 
(8b) 
+4s  2) - 6s  ),hi °°(2) : 0, ( i--1 "}- h2) '~ z-"JiTi'°i 
for i = 1,2,. . .  (n -  1). 
In order to get a unique solution, the set of 2(n - 1) equations (8) for the 2(n + 1) unknown 
parameters S} 1), S} 2) must be complemented by four boundary conditions. 
For the natural mc-spline, these are 
So (~) = 0, ,, (ga) 
S (2) = 0 (9b) 
and 
3S0 (1) Jr- 2So(2)hl- 3S~ 1) "~- S~2)hl --- 0, (9c) 
3S(121 + S(2)_lh n - 38 (1) + 2S(2)hn -- 0. (9d) 
Consequently, the unknown parameters S} 1), S} 2) can be obtained as the solution of the linear 
system formed by equations (8) and (9). 
The boundary conditions for the periodic mc-spline are 
So(') = s(2), (~Oa) 
S (2) = S (2) (lOb) 
and 
21S(1)hl + 3S(o2)h 2 + 9S~1)hl - 2S~2)h 2 + 9S(~lhn + 2S(2)_1h2 
(Un U1) (10c) 
6SO)h, + 4S(2)h~- 6s~l)hl-~- 2S~2)hl 2 Jc 6S(nl)_lhn "~- 2S(n2)_1 h2 --6S(1)hn -}-4S(2)h 2 ---0. (X0d) 
For the fixed-ends boundary conditions ((iii) in the previous ection), we have 
S (1) = f'(a), (11a) 
S (1) = f'(b) ( l ib) 
and 
oo( 1 ) 
60(  u~) 9s (1).-1+ 2s(~lh. + 21s(~) - as(~2)h" = V~ S(b) - ~ 
(11c) 
(11d) 
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Finally, the mixed boundary conditions (iv) can be expressed as 
So 1) = O, 
S (1) = 0 
and 
(12a) 
(12b) 
3SO( U + 2S(2)hl - 3S~ 1) + S~2)hl = O, (12c) 
3S(n1_) 1 -4- S(2)_lh n - US (1) -]- 2S(2)hn  = 0. (124) 
5. BAS IC  INTERPOLAT ION PROBLEM 
To develop our understanding of the four kinds of mc-spline listed above, we address here the 
basic interpolation problem 
/: min If"(x)[ 2 dx, (13) :eK2([o,2]) 
with the constraints 
fo f(z) = O, dx 
(14)   21(z )  = 1. dx 
The four different mc-splines are illustrated in Figure 1 together with the linear interpolation 
using Killworth's method [2]. 
In this problem, the natural mc-spline reduces to the linear interpolation. This gives, of course, 
the overall minimum of the curvature. When additional constraints are introduced, the mc-spline 
still provides the optimum solution but only within the restricted set of functions that satisfy 
these constraints. The dashed line in Figure 1 shows the solution within the set of periodic 
interpolating functions. The dashed/dotted line is obtained with the additional requirements 
that 
f(O) = O, f(O) = O, f(2) = 1, f'(2) = O. (15) 
1., r 
02 
- 02  
Figure 1. Interpolating mc-splines for the basic problem (13),(14): 
(i) natural spline (solid), 
(ii) periodic interpolation (dash), 
(iii) fixed ends interpolation (dash/dot), 
(iv) mixed conditions (small dashes), 
(v) linear interpolation modified according to Killworth [2] (dot). 
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While conditions (15) on the first derivative of f can be easily justified to ensure a smooth 
behaviour of the interpolating function at the ends of the interval [0, 2], there is often little 
information available about the actual value that the interpolating function should take at these 
points. In this case, one can apply the boundary conditions (iv) 
S'(a) = S'(b) = O, S(3)(a) = S(3)(b) = O, (16) 
and the mc-spline will still be optimal within the subset of functions f E K2([0, 1]) such that 
/ ' (0) = 0, f '(2) = 0. (17) 
The resulting interpolating function is represented with small dashes in Figure 1. 
For the purpose of comparison, the periodic linear interpolation using Killworth's method is 
also shown on Figure 1. Of course, any interpolation that satisfies constraints like (2) must 
produce extremum values that are outside the range defined by the original data; the mean of a 
set cannot be larger (or smaller) than all the values in this set. As expected, the overshooting 
of the linear interpolation is however significantly larger than that of the periodic mc-spline: the 
range of the linear interpolation reaches twice the range of the initial data while the over and 
under shooting of the mc-spline is 56% of the initial step. 
6. APPL ICAT IONS 
To demonstrate he use of mc-splines in real applications, let us first consider the problem of the 
interpolation of the climatological mean precipitation over the North Sea. Monthly mean data are 
reported by Schott [4]. These are plotted in Figure 2 together with the linear interpolation, the 
linear interpolation modified according to Killworth [2] and the mc-spline interpolation. As the 
data describes an annual cycle, the periodic mc-spline is used. In accordance with our objective, 
this approach provides a smooth interpolation of the data. 
Figure 3 shows the relative error associated with the linear interpolation of the precipitation 
rate, i.e., the relative difference between the mean of the interpolated ata and the actual mean 
for the different months. The absolute rror Ai is given by 
hi ( hi-l_ 1 hi_+1_ "~ hi ,U~+I (18) 
Ai - 4(hi_l + hi) U~-l + \ 4(hi_z + hi) 2 + 4(hi + hi+l) ] Ui + 4(hi + h~+l) 
Precipitation 
1 2 3 4 5 6 7 8 9 10 11 12 
Figure 2. Climatological mean precipitation rate (mm/month): 
(i) monthly mean data (bars), 
(ii) periodic mc-spline (solid line), 
(iii) linear interpolation (d0.shed line), 
(vi) modified linear interpolation (dotted line). 
Month 
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% Error 
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Figure 3. Relative error (in %) associated with the linear interpolation ((iii) in 
Figure 2) of the climatological mean precipitation rate. 
that reduces to 
1 2Ui -t- Ui+l), (19) A+ = g(U~- i  - 
in the case of a constant grid spacing. The absolute rror is, thus, clearly proportional to the 
(discrete) second erivative of the mean data. As the curvature of the mean precipitation data is 
small, like most climatological data, the error associated with its linear interpolation (Figure 3) 
is also small. The relative error remains below 4%. 
It is interesting to point out that the global error of the linear interpolation is always zero for 
the interpolation of periodic data on a regular grid, i.e., 
fiA+ =,0. (20) 
i=l  
(Equation (18) is valid for i = 1 ,2 , . . . ,n  provided the definitions'U0 = Un, Un+l = Uo are 
introduced.) In this case, there is, therefore, no systematic mean error. This overall error does 
not vanish however in the general case with a variable grid spacing. 
The range of the raw linear interpolation is equal to the range of the initial data. On the con- 
trary, as seen in Figure 2, the two other interpolation methods how over and under shootings. In 
this respect, however, the mc-spline appears more flexible than the modified linear interpolation; 
the local maxima of the linear interpolating function is systematically ocated at mid month while 
the local maxima of the mc-spline can appear on any date. 
Being of class C a, the mc-spline xhibits also a smoother behaviour around its local maxima. 
This explains why there is less overshooting in the mc-spline interpolation than in the modified 
linear interpolation. In spite of the reduced maxima, the standard eviation of the mc-spline 
interpolation (a = 12.59) is slightly larger than that of the modified linear interpolation (a = 
12.55). Those figures are of course higher than the standard eviation of the raw data (a -- 12.33) 
and of the direct linear interpolation (a = 11.88). 
The different interpolation methods can also be applied to the problem of the spatial interpo- 
lation of hydrodynamic model results computed on the Arakawa C-grid [5]. To be compatible 
with the continuity equation, the model derived flow rates must indeed be understood as the 
mean transports across the different grid cells. The reconstruction of a continuous distribution 
must therefore, cope with constraints of form (2). 
Figure 4 shows a snapshot of the northward transport in the North Sea, along the English 
Coast at 54.5°N. These results were computed with a fine resolution model (horizontal grid size -- 
5 km). As there is no additional information available to determine the boundary conditions, the 
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10 
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Figure 4. Northward transport (m2/s) across the North Sea at 54.5°N: 
(i) raw model results (bars), 
(ii) natural mc-spline (solid line), 
(iii) linear interpolation (dashed line), 
(vi) modified linear interpolation (dotted line). 
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Figure 5. Absolute rror associated with the linear interpolation ((iii) in Figure 4) 
of the northward transport. 
natural mc-spline approach is used. The results of this interpolation are shown in Figure 4 
together with the linear interpolation and Killworth's method. 
In this section, at the particular time of the snapshot, he structure of the flow is rather complex 
and the transport field shows a large spatial variability. Therefore, the linear interpolation is 
marred by an error reaching 2 m2/s, i.e., more than 50% of the mean flow (Figure 5). 
The standard eviation of the different interpolated fields are, 4.76 for the original data, 4.69 
for the direct linear interpolation, 4.80 for the modified linear interpolation and 4.82 for the 
mc-spline. Such results are again explained by the smoother behaviour of the mc-spline around 
the local maxima and the larger over shooting of the linear interpolation (Figure 4). 
7. CONCLUSIONS 
When dealing with the interpolation of data defined as averages over successive periods of time 
or adjacent areas, the raw linear interpolation is misleading. To cope with the real signification 
of the original data, the usual third-order spline interpolation technique must be modified into a 
fourth-order spline interpolation method that we call mc-spline. 
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The use of such an interpolation is advocated each time a smooth and faithful representation 
of the data is required. The mc-spline technique provides a mathematical ly sound alternative to 
staircase graphics. When applied to the forcing data of numerical models, the mc-spline technique 
avoids unrealistic gradients that can trigger numerical instabilities. 
Applications how that the mc-spline interpolated fields exhibit less over and under shooting of 
the original data  than the modified linear interpolation i troduced by Kil lworth [2] while keeping 
larger variance. 
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