Abstract. Consider a system of infinitely many Brownian particles on the real line, which can be ordered starting from the bottom one. Each moves as a Brownian motion with certain drfit and diffusion coefficients, depnding on its current rank. We prove existence and uniqueness of such systems, generalizing the result of Ichiba, Karatzas and Shkolnikov (2013) . We prove similar results for the case of asymmetric collisions, when the local time of collision between two particles is not split evenly between them. This is a generalization of finite systems with asymmetric collisions from Karatzas, Pal and Shkolnikov (2012) . We resolve the problem of triple collisions for such systems. We also show some results about convergence to stationary distributions. In addition, we consider double-sided infinite systems and systems with totally asymmetric collisions.
1. Introduction 1.1. Main Results. Consider a system Y 1 (t), Y 2 (t), . . . , t ≥ 0, of infinitely many Brownian particles on the real line with the following properties. For every t ≥ 0, n ≥ 1, we have Y n (t) ≤ Y n+1 (t), and Y n , n ≥ 1, are governed by the following equations: (1) Y n (t) = y n + g n t + σ n W n (t) + q + n L n−1 (t) − q − n L n (t), t ≥ 0, n ≥ 1. Here, (y n ) n≥1 is a nondecreasing sequence of real numbers, (g n ) n≥1 is another sequence of real numbers, and (σ n ) n≥1 is a sequence of positive real numbers. In addition, W n = (W n (t), t ≥ 0), n = 1, 2, 3, . . . are i.i.d. standard one-dimensional Brownian motions starting from zero. Finally, q ± n , n ≥ 1, are real-valued parameters that satisfy q + n+1 + q − n = 1, q ± n > 0, n ≥ 1. For every n ≥ 1, the process L n = (L n (t), t ≥ 0) is the local time at zero of the process Y n+1 − Y n . For simplicity, we let L 0 (t) ≡ 0. We shall say that Y n is the particle with rank n. Informally, this is the nth bottom particle. We shall call L n the local time of collision of nth and n + 1st ranked particles.
Loosely speaking, the particle with rank n behaves as a Brownian motion with drift coefficient g n and diffusion coefficient σ 2 n , when it does not collide with other particles. It can collide with two adjacent particles, which have ranks n + 1 and n − 1. When it collides with the particle with rank n + 1, the local time of collision is split unevenly: the part q − n dL n goes to the particle Y n , and the part q + n+1 dL n goes to Y n+1 . Similar rules govern the collision with the particle with rank n − 1. The process Y = (Y (t), t ≥ 0), where Y (t) = (Y k (t)) k≥1 , is called a system of competing Brownian particles (CBP) with asymmetric collisions, with parameters of collision (q ± n ) n≥1 , drift coefficients (g n ) n≥1 and diffusion coefficients (σ 2 n ) n≥1 , and is denoted by Y = (Y n ) n≥1 = CBP ∞ ((q ± n ) n≥1 , (g n ) n≥1 , (σ n ) n≥1 ). The state space of this process is an infinite-dimensional Weyl chamber
The Brownian motions y n + g n t + σ n W n (t), n = 1, 2, 3, . . ., are called driving Brownian motions for the system Y above. For q ± n = 1/2, we say that we have symmetric collisions. The gap process is defined as the R ∞ + -valued process Z = (Z(t), t ≥ 0) such that Z(t) = (Z n (t)) n≥1 , Z n (t) = Y n+1 (t) − Y n (t), n ≥ 1, t ≥ 0.
Similar finite systems were considered in [29] , they are defined in the same way, but with n ranging from 1 to N rather than from 1 to ∞. We shall repeat their definition in Section 2.
The following theorem is the main result of this paper.
Theorem 1.1. Suppose there exists n 0 ≥ 1 such that the drift and diffusion coefficients satisfy g n 0 = g n 0 +1 = g n 0 +2 = . . . , σ n 0 = σ n 0 +1 = σ n 0 +2 = . . . , and the parameters of collision satisfy
In addition, suppose the initial conditions satisfy
n < ∞ for all α > 0.
(i) There exists in a strong sense a system Y = CBP ∞ ((q ± n ) n≥1 , (g n ) n≥1 , (σ n ) n≥1 ), and it is pathwise unique.
(ii) For every T ≥ 0 and for every y ∈ R, a.s. only finitely many particles ever visit the set (−∞ Here, Y (M ) evolves as a finite system of CBP with asymmetric collisions, with parameters
(iv) This system Y is a Markov process with the state space
We can also consider a version of the system Y which has random initial conditions: that is, y ∈ W ′ is a random variable, independent of W n , n = 1, 2, . . ..
Let us mention the companion paper [37] , where we find certain stationary distributions for the gap process of an infinite system of CBP with asymmetric collisions. These stationary distributions have the form of an infinite product of exponential distributions. In [37] , we did not prove general existence and uniqueness theorems. We only proved that, under certain conditions, a certain product of exponentials π is a stationary distribution for the gap process, that is, there exists a copy of the infinite system of CBP such that its gap process Z = (Z(t), t ≥ 0) satisfies Z(t) ∽ π for every t ≥ 0. The techniques of proof are inherited from the theory of finite-dimensional semimartingale reflected Brownian motion (SRBM) in the orthant R d + . On the topic of an SRBM in the orthant, see the survey [43] , the thesis [9, Chapter 3] and the papers [20] , [19] , [42] , [10] , [41] , [35] , [11] , [36] , [5] , [7] , [8] , [4] , [22] , [21] . We introduce the concept of an infinite-dimensional SRBM in the orthant R ∞ + , prove relevant results for it, and observe that the gap process is a particular case of an SRBM. This technique is quite different from the techniques used in the current article, but they mesh nicely. Let us introduce a few pieces of notation. We denote the exponential distribution with rate λ (mean λ −1 ) by Exp(λ). If x = (x i ) 1≤i≤N , y = (y i ) 1≤i≤N ∈ R N , then x > y stands for x i > y i , i = 1, . . . , N ; similarly for x < y, x ≥ y, x ≤ y; similarly when x, y ∈ R ∞ . For both R N and R ∞ , let us denote [y, ∞) = {x | x ≥ y}. Two distributions ν 1 , ν 2 on R N or R ∞ satisfy ν 1 ν 2 (we say: ν 2 stochastically dominates ν 2 ) if for every y we have: ν 1 [y, ∞) ≤ ν 2 [y, ∞). The arrow ⇒ denotes weak convergence of measures. Definition 1. Let X be some measurable space, and let π be a probability measure on it. We say that an X -valued process Z = (Z(t), t ≥ 0) has stationary distribution π if for every t ≥ 0 we have: Z(t) ∽ π.
Consider the infinite Atlas model: an infinite system of CBP with symmetric collisions, the bottom particle moves as a Brownian motion with drift one and diffusion one, all other particles move as standard Brownian motions. In our notation,
. . = 0, σ k = 1, k ≥ 1. What stationary distributions does the gap process Z = (Z(t), t ≥ 0) have? In [37] , a whole family of stationary distributions was found:
Exp(2 + na), a ≥ 0.
In Section 7 of this article, we prove the following result. Suppose we have a stationary distribution π for the gap process. Consider a version of the system Y which starts from some initial distribution such that the corresponding initial distribution of the gap process is close to π. Is it true that Z(t) ⇒ π as t → ∞? For finite systems of CBP, the answer is affirmative. The stationary distribution for the gap process is unique (if it exists), and it serves as a limiting distribution regardless of the initial condition. But for infinite systems (for example, for the infinite Atlas model), we have many (in fact, a whole continuum of) stationary distributions π a , a ≥ 0. The question becomes much harder. If we deviate from π 0 to π ε for small ε, then we will not return back to π 0 : we will remain at π ε . But if we deviate from π 0 in the direction of increase, that is, if we increase the gaps between competing Brownian particles, then the process will converge back to π 0 . This important property will be called the threshold property; it is also vaild for more general infinite systems of CBP, see Section 8.
Finite systems of CBP with symmetric collisions were introduced in [14] for some particular case and in [1] in full generality. The gap process was studied in [23] , [28] , where it was proved that it is a particular case of a finite-dimensional semimartingale reflected Brownian motion (SRBM) in the orthant R N −1 + , N is the number of particles. Product of exponentials stationary distributions for the gap process in certain cases were found in [32] , [28] . The papers [6] , [16] deal with applications of this model in Stochastic Finance. The generalization for asymmetric collisions was introduced in [29] . There are other generalizations: systems of competing Lévy particles, [39] , [36] , and hybrid Atlas models, [28] . Other articles on this topic include [33] , [27] , [15] , [13] , [25] .
Infinite systems of CBP with symmetric collisions were introduced in [32] for a particular case: g k = δ k1 , σ k = 1, k ≥ 1. They constructed this model with the gap process having stationary distribution π 0 : infinite product of exponentials with rates two. Such systems were also studied in [26] .
The proof of Theorem 1.1 is organized as follows. We approximate infinite systems of CBP by finite systems with the same parameters. Then we apply the following comparison techniques: consider a finite system of competing functions with asymmetric collisions. This is a direct generalization of the concept of a system of CBP with asymmetric collisions, where we have arbitrary continuous driving functions in place of driving Brownian motions. In Section 3, we state and prove two comparison results which are intuitively plausible.
(i) If we increase the values of driving functions, then the values of the components of the system of competing functions will increase.
(ii) If we change the parameters of collisions so that, for each pair of adjacent ranks k, k + 1, the upper particle (with rank k + 1) receives a larger share q + k+1 of the push dL k (t), and the lower particle (with rank k) receives a smaller share q − k , then the values of the components of the system of competing functions will increase.
In Section 4, we prove the main result: Theorem 1.1. First, we prove a similar result for symmetric collisions, imitating the proofs from [26] and [39] . Then we adjust this system a bit: allow the possibility of collisions for a few particles at the bottom to be asymmetric. Finally, we approximate the general infinite system of CBP with asymmetric collisions by fiinte systems and compare these systems with similar ones, but with symmetric collisions. Comparison techniques allow us to prove that finite systems indeed converge to the desired infinite system.
In Section 5, we consider double-sided infinite systems, where ranks n range from −∞ to ∞ (as compared to one-sided systems, where they range from 1 to ∞).
Section 6 deals with triple and mutliple collisions. A triple collision occurs when three or more particles visit the same site at the same time:
. This is generally an undesirable phenomenon: for example, a named system of CBP with symmetric collisions exists in the strong sense only up to the moment of the first triple collision. So it is interesting to find conditions when there are a.s. no triple collisions. For finite systems, this problem was completely resolved in [38] , for both symmetric and asymmetric collisions. See also [24] , [26] , [29] for some important partial results. Here, we extend these results for infinite systems. We also consider multiple collisions, when four, five or more particles occupy the same site, and also extend our results from [38] to infinite systems.
The Appendix contains a discussion on when we can permit some of the parameters q ± k of collision to be equal to 0 or 1. That is, when it is possible to incorporate totally asymmetric collisions into our framework, when one particle reflects upon another, and the latter particle does not notice the former one. We find necessary and sufficient conditions for this. The case of totally asymmetric collisions was also studied in [17] ; see this paper for connections with random matrix and random surface theory. In addition, the Appendix contains a technical lemma.
2.
Background: Finite-Dimensional Systems 2.1. Notation. For a vector or matrix a, a T stands for its transpose. The symbol I k denotes the k×k-identity matrix. The dot product of x, y ∈ R N is denoted by x·y. We denote 1 = (1, . . . , 1) T ∈ R N . 
The bulk of this article is devoted to stochastic comparison techniques. We refer the reader to [30] , [31] , [34] , [?] , [36] , [18] .
Two processes X = (X(t),
Markov process is called stochastically ordered if X x X y for x, y such that x ≤ y, where X x is the copy of the process starting from x.
2.2.
Semimartingale reflected Brownian motion in the orthant. Let d ≥ 1 be the number of dimensions. Assume we have the usual setting: (Ω, F, (F t ) t≥0 ), where (Ω, F) is a measurable space, and (F t ) t≥0 is a right-continuous filtration. Take the parameters R, µ, A described in the Introduction. (i) for every t ∈ [0, T ] we have:
(ii) for every i = 1, . . . , d, the function Y i is nondecreasing, Y i (0) = 0, and
The last equality shows that Y i can increase only when Z i = 0, that is, when Z is on the face S i of the boundary ∂S.
One can state the same definition for the infinite time-horizon, that is, for
Sometimes, slightly abusing the notation, we will say that the function Z alone is a solution to the Skorohod problem, and Y is a local time term of Z. 
, t ≥ 0) and a probability measure P x on (Ω, F) such that:
(i) the pair (L, Z) of functions is P x -a.s. a solution to the Skorohod problem in the orthant R d + with driving function B and reflection matrix R; (ii) the filtration (F t ) t≥0 satisfies the usual conditions with respect to P x , and the process B is an ((F t ) t≥0 , P x )-Brownian motion with drift vector µ and covariance matrix A, starting from x.
In this case, the Brownian motion B and the process L are called the driving Brownian motion and the local time term for the process Z.
We can normalize the matrix R by scaling the process Y so that r ii = 1 for i = 1, . . . , d, see [4, Appendix B] . In the sequel, we always implicitly assume this.
The following existence and uniqueness result was proved in [22] ; see also [35] , [41] , [8] for other existence and uniqueness results. In a series of papers [20] , [19] , [42] and in the thesis [9] , the following result was established:
is tight if and only if R −1 µ < 0. In this case, it has a unique stationary distribution and converges to this distribution in law, regardless of the initial condition. If the skew-symmetry condition holds: r ij a jj + r ji a ii = 2a ij , then this distribution has the following product of exponentials form: 
Let Z, Z ′ be the solutions of the Skorohod problem in the orthant with reflection matrix R and driving functions X , X ′ respectively. Then
2.3. Finite Systems of CBP. For the case of symmetric collisions, when parameters of collision q ± k = 1/2 for all k, we can define systems of competing Brownian particles with names rather than ranks. Named particles can exchange ranks, as opposed to ranked particles, which are set to be ordered. If we rank (order) named particles, then we get a system of ranked particles. The opposite transition has not been established, to the best of our knowledge. A finite system of competing Brownian particles for symmetric collisions was constructed in [1] .
Fix an integer N ≥ 2. Consider a system of N particles moving on the real line, formally written as one R N -valued process
For any vector x ∈ R N , denote by
its ranked components. We resolve ties in favor of the lowest index, see [1] , [28] . Let W 1 , . . . , W N be the i.i.d. standard one-dimensional Brownian motions.
Definition 4.
A finite system of CBP with symmetric collisions is an R N -valued process governed by the following system of stochastic differential equations:
Here, g 1 , . . . , g N are fixed real numbers, and σ 1 , . . . , σ N are fixed positive real numbers.
Informally, the kth smallest particle moves as a one-dimensional Brownian motion with drift
This is how the model of competing Brownian particles was constructed in the first place. The processes X n = (X n (t), t ≥ 0), n = 1, . . . , N , are called named particles, and Y n = (Y n (t), t ≥ 0), n = 1, . . . , N , are called ranked particles. We say that the particle X i (t) = Y k (t) has rank k and name i at time t. Weak existence and uniqueness in law follows from the results of [3] . Strong solutions were constructed in [26] until the first triple collision. The system of ranked particles forms a finite system of CBP considered in the introduction, with q ± k = 1/2, k = 1, . . . , N (symmetric collisions). Similar infinite systems were studied in [32] and [26] . For symmetric collisions, we can first construct named systems and then rank them, switching to ranked systems; or we can construct ranked systems in the first place just as we do for asymmetric collisions, see subsection 2.5. For asymmetric collisions, we need to start from ranked systems. Only for two particles named systems with asymmetric collisions were created, see [15] . In this article, we consider only ranked systems, except in the subsection 4.1.
Definition 5. For the system above, the gap process is defined as the R
In [23] , [28] , [1] , the gap process is shown to be an SRBM N −1 (R, µ, A), where
-matrices, and
T is a vector from R N −1 .
Systems of competing functions with asymmetric collisions.
A generalization of the model of CBP was introduced in the article [29] as a diffusion limit of exclusion-type interacting particle systems. For this model, when two particles collide, they are pushed apart, and the push, which is the local time of their collision, is split unevenly between them. The motivation comes from particle systems relevant in random matrix theory and random surfaces evolving according to the KPZ equation. For example, see the recent article [17] . Typically, such particle systems are in infinite dimension, although the theory of SRBM has been developed in finite dimension. This provides impetus to our current work. Fix N ≥ 2, the number of particles. Take parameters of collision (q
. . , N − 1. In the Appendix, we allow some q ± k to be equal to zero or one. For now, let us concentrate on the easier case when all parameters of collisions are strictly between zero and one. Let
Consider a continuous function X :
is called a system of competing particles with asymmetric collisions with the driving function X and parameters of collision (q
and there exist local time terms: continuous functions
The function L k is called the local time term of collision between the kth and k + 1st ranked functions. For notational convenience, we let
Definition 7. In the definition above, let
where the parameters g k , σ k , k = 1, . . . , N are taken from the model above with symmetric collisions, and W 1 , . . . , W N are i.i.d. standard one-dimensional Brownian motions, starting from zero. Then Y is called a system of competing Brownian particles with asymmetric collisions, and L k is called the local time of a collision between the kth and k + 1th particles.
Similar definitions can be made for infinite systems, when N = ∞, with obvious adjustments.
is the local time at the origin of the nonnegative semimartingale Y k+1 − Y k . The regulating role of these local times is to make sure that the process Y stays in W N . So this can be regarded as an SRBM in the domain W N , see [20] , [8] . In the model from the previous subsection, particles collide in a symmetric fashion, that is, each collision has local time split evenly between the two colliding particles. In contrast, here this local time is split between the upper and lower particle in a different proportion: the part q + k+1 belongs to the upper particle Y k+1 , and the part q Proof. Consider the gaps between consecutive functions:
is the solution to the Skorohod problem with reflection matrix
, . . .
, because all local time terms cancel out. A solution to the Skorohod problem mentioned above exists and is unique, see Proposition 2.1. We can reconstruct the functions Y 1 , . . . , Y N from Z and
The following is a property which can be termed "memoryless", in some sense it is an analogue of the Markov property.
Lemma 2.5. Consider a system of N competing functions Y = (Y(t), t ≥ 0) with parameters (q ± k ) 1≤k≤N satisfying (5) and the driving function X . Fix T ≥ 0. Then the function t → Y(t + T ) is the system of N competing functions with the same parameters of collision and with driving functions t → X (t + T ).
Proof. The proof is trivial.
There is another useful result about systems of competing functions: that Y continuously depends on X . This is an analogue of the invariance principle.
Let F : X → Y be the mapping which maps a continuous function X : [0, T ] → R N into the system of competing functions with the given parameters of collisions and the driving function X . Then
is a continuous mapping in the topology of uniform convergence.
is also continuous. Thus the mapping F , which is a composition of all these mappings, is continuous.
Comparison Theorems
In this section, we state and prove comparison results which enable us to show existence, uniqueness and ergodic properties of infinite systems of CBP with asymmetric collisions.
3.1. Main Results. The first result is about comparing two systems of competing functions with the same driving functions (they may differ by an additive constant, i.e. starting from different points), but with different parameters of collision. The second system has larger shares of each push distributed to the upper colliding particle. For each collision the upper particle is pushed upward more vigorously, and the lower particle is pushed down less vigorously in the second system than in the first one. It seems reasonable to conjecture that the second system will have greater values of functions than the first one. We state and prove this. The first system has the driving function x + X (t), and the second system has the driving functioñ x + X (t), where x ≤x. The parameters of collision of the first system are q ± k , k = 1, . . . , N , and that of the second system areq
The second main result is concerned with two systems with the same parameters of collision, but with different driving functions. For the second system, the driving function increases more on each time interval than for the first system. In addition, the starting point of the second system is higher than that of the first system. It seems reasonable that in this case, the second system will also have greater values of functions than the first one. The following theorem makes this intuition rigorous.
Theorem 3.2. Consider two systems Y,Ỹ of N competing Brownian particles with asymmetric collisions, with the same parameters of collision, but with the driving functions X ,X such that
The next corollary deals with comparison of the following sort. Consider a system of competing functions and then remove a few functions from the top. Then there will be no push down from these functions to the remaining functions, and so the values of the remaining functions will increase. 
, N , and
This also applies when M = ∞.
Proof. The system [Ỹ] N can be considered as a system of N competing functions with parameters of collisions (q
Here L N is the local time term of collision ofỸ N andỸ N +1 . Indeed, we have:
A similar statement is true when we consider a system of competing functions and then remove a few functions from the bottom. In this case, the values of the remaining functions will increase. The formulation and proof are completely analogous to Corollary 3.3 and are left to the reader.
3.2.
Techniques of proof. We prove Theorem 3.1 and Theorem 3.2 by approximating driving functions by regular functions.
is piecewise linear and each piece is parallel to some coordinate axis; or, more precisely, if there exists a partition 0 = t 0 < t 1 < . . . < t n = T such that for every k = 1, . . . , n, there exists i = 1, . . . , d such that f (t k ) − f (t k−1 ) is parallel to e i , and
Lemma 3.4. Fix T ≥ 0 and take a continuous function X :
Proof. Split the interval [0, T ] into d equal subintervals:
, define X 1 as follows:
into n equal subintervals and perform the same construction of X 1 for each of these small subintervals in place of [0, T ]. Then we get a continuous function X n such that
Therefore, the sequence of regular functions (X n ) n≥1 uniformly converges to X .
Lemma 3.5. Fix T ≥ 0 and take two continuous functions X ,X :
Then there exist two sequences
as n → ∞, and for all n ≥ 1 we have:
Proof. Construct two sequences as in the proof of the previous lemma. It is easy to see that they satisfy the required conditions.
Recall the invariance principle from Lemma 2.6. It suffices to prove Theorem 3.1 for regular driving function X , and Theorem 3.2 for regular driving functions X ,X constructed in Lemma 3.5. By the "memoryless" property from Lemma 2.5, we can consider the whole time interval linear piece by linear piece. In other words, without loss of generality we can show this for the first interval of linearity. That is, we can assume the function X has the form X (t) = αe i t for some α ∈ R, i = 1, . . . , N , for Theorem 3.1. Similarly, we can assume the driving functions from Theorem 3.2 have the form X (t) = x + αe i t,X (t) =x +αe i t. To satisfy conditions of Theorem 3.2, we should have x ≤x and α ≤α. For Theorem 3.2, it suffices only to show Y(t) ≤Ỹ(t), since the statement
First, let us understand how the system of competing functions behaves when the driving function is linear, of the form X (t) = x + αe i t, α ∈ R, x ∈ R N . Let us find a method for calculating Y(t). Without loss of generality, assume α ≥ 0. We can reduce the case α ≤ 0 to α ≥ 0 by simply changing X to −X and Y to −Y.
Let
The idea is that the particle with rank i moves linearly upward. All particles with ranks greater than i which currently have the same initial value as the particle with rank i are dragged upward by this particle, because they cannot be smaller than this particle. These are the particles with ranks i + 1, . . . , k 0 . All remaining particles stay still. There is no collision between particles with ranks 1 and 2, with ranks 2 and 3, etc. because they do not move. There is no collision between particles with ranks i − 1 and i, because the former one does not move, and the latter moves up; since the particle with rank i − 1 must always remain in a lower position than the particle with rank i, the latter one does not drag the former one upward. There is no collision between k 0 + 1 and k 0 + 2, between k 0 + 2 and k 0 + 3, etc. because they all do not move. Until there is a collision between the particles with ranks k 0 and k 0 + 1, that is, until the moving particles hit the new particle and start dragging it upward, we can assume that
Then we have: 
This enables us to find the expression for Y(t) when t ≤ τ , where τ := inf{t ≥ 0 | I(t) = I(0)}. At the moment τ , I(t) increases: k(τ ) ≥ k 0 + 1. By Lemma 2.5, we should repeat the procedure above, starting from t = τ instead of t = 0. Since the function I is nondecreasing, it will take us only no more than N + 1 steps to finish the calculation. Note the following properties:
• each function Y i , i = 1, . . . , N , is nondecreasing;
• the functions I and k are nondecreasing. In Theorem 3.2, we can assume without loss of generality that I(t) andĨ(t) are constant on [0, T ); here,Ĩ (t) := {j = i, . . . , N |Ỹ j (t) =Ỹ i (t)}. Indeed, we use Lemma 2.5 and the fact that there can be no more than 2N + 2 such steps. Definẽ k 0 similarly to k 0 :Ĩ(0) = {i, . . . ,k 0 }.
3.3.
Proof of Theorem 3.1. Assume without loss of generality that α ≥ 0.
Case 1: k 0 ≤k 0 . Then
Therefore, β ≤β. So for j = 1, . . . ,k 0 , we have: Y j (t) ≤Ỹ j (t). For j =k 0 + 1, . . . , k 0 , we have:
Case 2: k 0 ≤k 0 . We have: . Indeed, j ∈ I(0), because otherwise Y j is constant, andỸ j is nondecreasing, which renders our assumption impossible. Therefore,
, and j ∈Ĩ(0). We might as well say
. . , N , we have: I(0) ⊇Ĩ(0). Therefore, k 0 ≥k 0 , and for t > 0 sufficiently small
This contradiction completes the proof. Case 2: α ≤α ≤ 0. We can reduce this case to the first one by switching from X to −X , from X to −X , etc.
Case 3: α ≤ 0 ≤α. Then Y l is nonincreasing,Ỹ l is nondecreasing for all l = 1, . . . , N , and the statement of the theorem follows from y ≤ỹ. 
where Y is the local time term for X . But 
Use Lemma 8.2 to finish the proof.
Proof of Main Results

Systems of named particles with symmetric collisions.
Let us define infinite systems of competing Brownian particles with names in the case of symmetric collisions, just as we defined finite systems in Subsection 2.2. We remind the reader that this is how the systems of competing Brownian particles were historically constructed in the first place, see [1] , [28] for finite systems and [39] , [26] for infinite systems.
Definition 9.
Take an R ∞ -valued continuous adapted process X = (X(t), t ≥ 0), X(t) = (X i (t)) i≥1 , such that X(t) is rankable for every t ≥ 0. Suppose this process satisfies the following system of stochastic differential equations:
This process is called an infinite system of CBP with drifts (g n ) n≥1 and diffusions (σ 2 n ) n≥1 . The following is our existence and uniqueness result. Its proof closely follows [39] and [26] . Theorem 4.1. Suppose there exists n 0 ≥ 1 such that the drift and diffusion coefficients satisfy 
where X (M ) evolves as a finite system of named CBP with symmetric collisions, with parameters
(iv) For all t ≥ 0, X(t) ∈ U ′ , where
is the local time process at zero for X (k+1) − X (k) , k ≥ 1, then we have:
For convenience, we set L 0 ≡ 0.
Proof. Let us show that for every y ∈ R and T > 0, a.s. there are only finitely many particles which occupy a position to the left of y at some moment up to time T . Then, by the same reasoning as in [26, Proposition 4] and [39, Proposition 3.1], we would prove (i), (ii) and (iii). We have:
where ζ = (ζ(u), u ≥ 0) is a certain random process with |ζ(u)| ≤ σ := max n≥1 σ n , u ≥ 0, and
The process M is a square-integrable martingale. We can make a time-change: let T = (T (t), t ≥ 0),
Then there exists a Brownian motion W = (W (t), t ≥ 0) such that M (t) = W (T (t)). But
Therefore, for z ∈ R,
Hence,
It suffices to show that
and then apply the Borel-Cantelli lemma. We have: 
The series
exp(αx 
is a.s. finite. We can apply the main result of [2] and get:
where L 0 ≡ 0. Since T is arbitrary, the proof is complete. Let us show that for all t ≥ 0, X(t) ∈ U ′ a.s. It suffices to show that for every T > 0, we have
where M k = sup 0≤s≤σ 2 T |W (t)| for a certain standard one-dimensional Brownian motion W = (W (t), t ≥ 0) starting from zero. Only finitely many k ≥ 1 satisfy M k > x k /2 − gT . Indeed, as earlier in this proof, we get:
But x k /2 − gT → ∞, and for x ≥ 1 we have: Ψ(x) ≤ e −x 2 /2 . Therefore,
Using the fact that (
Apply the Borel-Cantelli lemma: for all k, except finitely many,
which completes the proof that X(t) ∈ U ′ for t ≥ 0.
4.2.
Proof of Theorem 1.1. First, consider the case when all q ± k , except maybe a finite number, are equal to 1/2 ("nearly all collisions are symmetric"). This is done in the same way as in Theorem 4.1. Indeed, we need to prove that for every y ∈ R, only finitely many particles visit (−∞, y] during the time interval [0, T ]. We can just prove this for particles Y k such that q ± k = 1/2, since there are only finitely many other particles. The rest of the proof exactly follows the proof of the previous theorem. Now, consider the general case. We shall approximate the required system by finite systems of CBP. Let W 1 , W 2 , . . ., be standard i.i.d. Brownian motions starting from zero. Let B k (t) =
For every N ≥ 1, consider the finite system
N ) T be the corresponding local time terms.
First, from Corollary 3.
In addition, from Theorem 3.1 we have:
, whereỸ (N ) is the system of N CBP with the same driving function as Y (N ) (and with the same drift and diffusion coefficients), but with symmetric collisions (soq ± k = 1/2). LetỸ (∞) be the system of infinitely many competing Brownian particles with driving function (B 1 , B 2 , . . .) T , with parameters (g n ) n≥1 , (σ n ) n≥1 , but with symmetric collisions. By Corollary 3.3,
) N ≥k has the following properties:
Therefore, the sequence Y 
Therefore, Y k is continuous for every k ≥ 1. We have:
is nondecreasing for every N ≥ 1, the limiting function L 1 is nondecreasing. We have: Similarly, by induction we can prove that for every k ≥ 1
morevoer, this convergence is uniform on [0, T ] for every T ≥ 0, and the resulting function is continuous and nondecreasing. We have:
Pass to a limit as N → ∞:
Here, L 0 (t) = 0 for notational convenience. Now, let us show that L k can increase only when
has increased on this interval. This contradiction completes the proof of our claim.
Therefore, Y is the required system of CBP. We have proved strong existence; pathwise uniqueness will follow a bit later, after (iii).
(ii) By comparison, Y k (t) ≥Ỹ k (t). Indeed, this comparison is true for finite systems:
, and (iv) Let us show that for every
We already know that
Since the sequence Y is nondecreasing and tends to infinity, we have that
The proof of Markovian property is similar to Lemma 2.5.
Double-Sided Systems
Definitions and Main Results.
We can also consider systems of ranked particles indexed by integers rather than positive integers. Take two double-sided sequences of real numbers: (g n ) n∈Z and (σ n ) n∈Z , where σ n > 0 for all n ∈ Z. Fix an initial condition x ∈ R Z . Consider a double-sided infinite system of CBP with asymmetric collisions and with rank-based drifts and diffusions. The particle with rank n moves as a Brownian motion with drift g n and diffusion σ 2 n . When particles with ranks n and n + 1 collide, the share q − n of the local time of collision is taken by the bottom particle (with rank n), and the share q + n+1 of the local time is taken by the top particle (with rank n + 1). This can be formally defined as follows. In the companion paper [37] , we also considered such double-sided infinite systems; we found stationary distributions for the gap process. But we did not prove existence and uniqueness theorems. We shall do it here.
Definition 10. Consider a filtered probability space: (Ω, F, (F t ) t≥0 , P), where the filtration satisfies the usual conditions. Suppose
Here, L n is the local time of collision between Y n and Y n+1 . It is defined as a nondecreasing process with L n (0) = 0 which stays flat when Y n = Y n+1 . The system Y is called a double-sided infinite system of CBP with asymmetric collisions with drifts (g n ) n∈Z , diffusions (σ 2 n ) n∈Z and parameters of collision (q ± n ) n∈Z . This system is denoted by
Its state space is an infinite-dimensional Weyl chamber
The following existence and uniqueness result is very similar to the one-sided case.
Theorem 5.1. Suppose there exists n 0 ≥ 1 such that for all |n| ≥ n 0 we have:
and the parameters of collision satisfy
In addition, suppose
n∈Z e −αx 2 n < ∞ for every α > 0.
(i) There exists in a strong sense a system CBP Z ((q ± n ) n∈Z , (g n ) n∈Z , (σ n ) n∈Z ), and it is pathwise unique. 
Therefore, the sequence (Y k (t)) k≥0 satisfies the same conditions:
Therefore, Y (t) ∈ W ′ for t ≥ 0. The Markovian property follows similarly to the proof of Lemma 2.5.
Triple and Multiple Collisions
Definition 11. Consider an infinite (one-sided or double-sided) system of CBP with symmetric or asymmetric collisions. We say that a triple collision of particles with ranks k − 1, k, k + 1 occurs at time t ≥ 0 if
We say that a simultaneous collisions of particles with ranks k − 1, k, l − 1, l occurs at
. So a triple collision is a particular case of a simultaneous collision.
Consider an infinite (one-or double-sided) system of CBP from Theorem 1.1 or Theorem 5.1.
Theorem 6.1. There are a.s. no triple and no simultaneous collisions if and only if for all k we have:
. . in the one-sided case and k ∈ Z in the double-sided case. If this condition is violated for some k, then with positive probability there is a triple collision between particles with ranks k − 1, k, k + 1.
Proof. Let us show this for one-sided system; the proof for a two-sided system is similar.
Suppose (14) (14) is violated for some k. Consider the system of three adjacent particles with ranks k − 1, k, k + 1:
Here, as before,
and the driving function
The reflection matrix is a nonsingular M-matrix, see [29, 
then X (t) − X (s) ≤ X (t) − X (s) for 0 ≤ s ≤ t, and X (0) = X (0). By Proposition 2.3, we have:
This function X is a two-dimensional Brownian motion with drift vector and covariance matrix
The solutionZ(t) to the Skorohod problem with reflection matrix R and driving function X is SRBM 2 (R, µ, A). The SRBM with these parameters hits the origin with positive probability, see [38, Theorem 1.1]. Therefore, Z(t) also hits the origin with positive probability. The proof is complete.
Consider also multiple collisions, when four, five or more particles occupy the same site. The results from [38] can be transferred to the infinite systems just as we did for triple collisions.
Definition 12.
Consider an infinite system of competing Brownian particles. Let K ≥ 3. We say that a collision of order K occurs at time t ≥ 0 if there exists a discrete interval I of K elements such that Y j (t) is the same for j ∈ I. We say that a simultaneous collision of order K occurs at time t ≥ 0 if there exist nonintersecting discrete intervals I 1 , . . . , I l such that the value Y j (t) is the same for all j ∈ I 1 , the value Y j (t) is the same for all j ∈ I 2 , etc., and together these subsets contain
Here, a discrete interval is a set of the form {i, i + 1, . . . , j}. It is easy to see that a collision of order K is a particular case of a simultaneous collision of order K. Theorem 6.2. For the infinite systems constructed above with symmetric collisions (one-or twosided), there are a.s. no collisions of order N and no simultaneous collisions of order N if the following condition is true: for all L ≥ 1 (one-sided case) or L ∈ Z (two-sided case) we have:
Proof. Similar to the proof of Theorem 6.1 and is therefore omitted.
7. Infinite-Dimensional SRBM 7.1. Definition. In [37] , we introduced a concept of an infinite-dimensional SRBM in the orthant. We found some product-of-exponentials stationary distributions in the case of skew-symmetry condition. However, we did not prove general existence and uniqueness theorems in [37] , except an ancillary result in the Appendix using the Harrison-Reiman technique of contraction mappings from [22] . Here, we study existence and uniqueness using approximation by finite-dimensional SRBM, similarly to approximating infinite systems of CBP by finite ones.
First, let us define an SRBM in the infinite-dimensional orthant R ∞ + . Suppose R = (r ij ) i,j≥1 , Σ = (σ ij ) i,j≥1 are banded infinite-size matrices (which means that every row and every column contains only finitely many nonzero elements), such that r ii = 1, i ≥ 1, and for every N ≥ 1, the matrix [R] N is a nonsingular M-matrix, and the matrix [Σ] N is nonsingular. Let µ ∈ R ∞ . Assume we have a filtered probability space (Ω, F, (F t ) t≥0 , P) with the filtration satisfying the usual conditions. Let
, or, in words, an SRBM in the infinite-dimensional orthant with drift vector µ, reflection matrix R and dispersion matrix Σ, starting from x ∈ R ∞ + , if there exists a local time term: an R ∞ + -valued process Y = (Y (t), t ≥ 0) such that each component Y j is nondecreasing, Y j (0) = 0 and Y j can increase only when Z j = 0, and
Let S ′ be the set of all z ∈ S satisfying the condition (20) . Take parameters
of an infinite system of CBP. Let
be infinite-size matrices, and
T be a vector from R ∞ . Suppose the parameters (q ± n ) n≥1 , (g n ) n≥1 , (σ 2 n ) n≥1 satisfy the conditions of Theorem 1.1. Let
Lemma 7.1. For a sequence y = (y n ) n≥1 ∈ R ∞ , let z = (z n ) n≥1 ∈ R ∞ be defined by z n = y n+1 − y n , n ≥ 1. Then y ∈ W ′ if and only if z ∈ S ′ .
Proof. The sequence y is nondecreasing if and only if the sequence of differences z consists of nonnegative terms. We can rewrite the condition from (20) in an equivalent form:
Let us show that for y ∈ W, this is equivalent to
Indeed, α(y n − y 1 ) 2 ≤ 2αy 2 n + 2αy 
This process is stochastically ordered: if Z,Z are two copies of this process such that Z(0) = x ≤Z(0) =x, x,x ∈ S ′ , then Z(t) Z (t) for every t ≥ 0.
Proof. For every infinite system of CBP with asymmetric collisions and parameters given above, its gap process is an SRBM ∞ (R, µ, Σ). Conversely, for every copy of an SRBM ∞ (R, µ, Σ) there exists an infinite system Y of CBP with asymmetric collisions such that its gap process is equal to the given copy of an SRBM. This equivalence was proved in [37, Lemma 3.2] . Therefore, existence and uniqueness follow directly from Theorem 1.1. Since Y (t) ∈ W ′ , by Lemma 7.1 we have: Z(t) ∈ S ′ for all t ≥ 0. Take (τ N m ) m≥1 to be the localizing sequence from Theorem 1.1, part (iii) for the first N + 1 particles. Until τ N m , the system of the first N + 1 particles behaves as a subsystem of a finite system of CBP; therefore, its gap proces behaves as the first few components of a finitedimensional SRBM. The Markov property is proved similarly to Theorem 1.1, part (iv). Let
k (t) for t ≥ 0, because finite-dimensional SRBM with a reflection nonsingular M-matrix is stochastically ordered. Therefore, Z k (t) ≥Z k (t), k ≥ 1, t ≥ 0. The proof is complete.
A similar statement is true for an SRBM in the orthant R Z , which is the gap process for a double-sided infinite system of CBP with asymmetric collisions. We can rewrite the condition on x n using the gap process:
where z n = x n+1 − x n , n ∈ Z. This is a Markov process on
Applications for Stationary Distributions.
In the article [37] , we have constructed copies of systems of competing Brownian particles (one-sided and two-sided) with the gap process having product of exponentials stationary distribution:
for one-and double-sided systems, respectively. It is interesting to find when these distributions a.s. satisfy the condition (20) for one-sided systems, or (23) for double-sided systems. In other words, when are such product of exponentials distributions supported on S ′ or S ′′ ?
First, consider one-sided systems. The following lemma gives us some sufficient conditions for π to be supported on S ′ . Part (i) is a general statement, parts (ii) and (iii) are more special cases, important for applications. for independent z n ∽ Exp(λ n ), n ≥ 1, we have:
We used that Var z n = λ −2 n . For S n := z 1 + . . . + z n , n ≥ 1, we have: ES n = Λ n , and a.s.
Therefore, this sequence is a.s. bounded: |c n | ≤ c, where c is random but finite, and S n = Λ n + c n β n λ −2 n , n ≥ 1. We have:
It suffices to note that n≥1 e −αn 2 < ∞ for all α > 0.
(iii) Recall that Var z n = 1/(2λ 2 n ). By [40, Theorem 1.4.1], we have: S n − Λ n is bounded. The rest is trivial.
The distribution π a from the Atlas model satisfies this requirement for all a ≥ 0. Indeed, if a = 0, then λ n = 2, and it falls into (ii). For a > 0, λ n = 2 + na, and it falls into the case (iii). Indeed,
and
7.3. Threshold Property and Convergence. Recall the infinite Atlas model and stationary distributions π a , a ≥ 0 from the previous subsection. It turns out that the distribution π 0 plays a special role: it is the limit of stationary distributions for the gap processes of finite systems of CBP which approximate the infinite Atlas model. Incidentally, this was the main idea from [32, Theorem 14] (that π 0 is a stationary distribution for the gap process). It turns out that this distribution π 0 is maximal, in the sense that it stochastically dominates any other stationary distribution for the gap process. One particular corollary of this is that π a π 0 for a ≥ 0 (this statement is obvious by itself).
Here, we formulate a more general result. Consider a one-sided infinite system
, with parameters satisfying the conditions of Theorem 1.1. Take R, Σ, µ from (17), (18) and (19) , and let A := ΣΣ T . Let Z = (Z(t), t ≥ 0) be the gap process for Y . Proof. Suppose Y has driving Brownian motions
where W 1 , W 2 , . . ., are standard i.i.d. one-dimensional Brownian motions starting from zero. Let 
is ergodic, see [19] . Letting N = k ∨ N 0 , we have:
Let us try to construct a statinoary distribution for the gap process. Again, consider the approximating sequence Y (N ) from the proof of Theorem 7.4. But now, let π (N ) be the stationary distribution for SRBM
For every k ≥ 1, the sequence (ξ N k ) N ≥k is nonincreasing a.s., and ξ N k ≥ 0. Define
forms a sequence of real-valued random variables, and this sequence is distributed according to a certain law π. Now, let us make the following crucial assumption. 
is the gap process for Y , we have: Z(t) ∽ π for all t ≥ 0. Thus we constructed a copy of a CBP ∞ ((q ± n ) n≥1 , (g n ) n≥1 , (σ 2 n ) n≥1 ) such that the gap process has stationary distribution π.
This distribution π occupies a special position among other stationary distributions for the gap process because it has the following threshold property. 
s. Suppose for some increasing sequence t j ↑ ∞ we have: Z(t j ) ⇒ ν, where ν is a certain distribution on R ∞ + . Then ν π. Proof. For every N ≥ N 0 , consider a copy and Z k by Corollary 3.8. But Z (N ) (t) ⇒ π (N ) as t → ∞, and 
(ii) For every stationary distribution π ′ of the gap process which is supported on W ′ , we have:
Proof. (i) Consider again the approximating sequence of finite systems Y (N ) , as in the proof of Theorem 7.5. The gap process
can be constructed as in Theorem 7.2 and is therefore stochastically ordered. Consider another copy
Then the gap process Z ′ for Y ′ is stationary with distribution π. Since Z ′ (0) Z(0), we have that Z ′ (t) ∽ π Z(t) for every t ≥ 0. Suppose Z(t) does not converge weakly to π as t → ∞; then, by tightness, there exists an increasing sequence (t j ) j≥1 tending to ∞ such that Z(t j ) ⇒ ν, where ν = π. But ν π from Theorem 7.5; on the other hand, π Z(t j ) for j → ∞, and so π ν (we used Lemma 8.2). Therefore, π = ν. This contradiction completes the proof.
(ii) Follows directly from Theorem 7.5.
In sum, to use the results of this subsection, we need to check that parameters of an infinite system of CBP satisfy conditions of Theorem 1.1, that [R] k , if λ k > 0 for all k = 1, 2, . . ., we get:
Exp(λ j ),
as N → ∞, for each k ≥ 1. Therefore, the distribution π has the product of exponentials form:
Exp(λ j ).
And if π is supported on S ′ (we discussed in the previous subsection when this is true), then we can use the results from Subsection 7.2. Incidentally, as a by-product we simplified the proof of [32] that π 0 is a stationary distribution of the gap process for the infinite Atlas model. The main idea of the proof from [32] was approximation by finite systems of CBP, and we used the same idea. But they used some fairly complex estimates of processes and their stationary distributions, while we used comparison techniques, which allow us to do this in an easier way.
Similar results are vaild for double-sided systems constructed in Theorem 5.1: one can easily modify Theorem 7.4, Theorem 7.5 and other results of this subsection for them.
8. Appendix 8.1. The case of totally asymmetric collisions. So far we considered the case when the collisions between particles are either symmetric (the local time of collision is split evenly between the particles) or asymmetric but not totally asymmetric (the local time is split not evenly, but both particles receive a certain share of the local time). We would like to consider totally asymmetric collisions, when all of the local time is received by only one particle, and the other particle does not experience any influence of a collision. In other words, when one particle reflects on the other. Similar systems were considered in [17] ; they are related to random matrices and random surfaces.
Suppose the particles with ranks k and k + 1 collide. Then the share of the local time of collision received by the kth particle is q − k , and the share received by the k + 1st particle is q (ii) Let X be the driving function. Let Z be the solution of the Skorohod problem with driving function (X 2 − X 1 , . . . , X N − X N −1 ) T and reflection matrix R. Then Z is the gap process for the would-be system Y of competing functions with the given parameters of collision and driving function X . Now, suppose k 0 is the minimal k = 1, . . . , N − 1 such that q , ∞) ) > 0. Therefore, this is true for all y = y 0 + t1, −ε ′ < t < ε ′ , where ε ′ > 0 is some number. But for these y, the boundaries of [y, ∞) do not intersect. There are continuously many sets of the type A(y) = ∂[y, ∞), y = y 0 + t1, −ε ′ < t < ε ′ , they are mutually disjoint and have positive ν-measure. Therefore, for some δ > 0 there are countably many sets of this type which have ν-measure greater than δ. But this contradicts the finiteness of ν.
The same is true for ν ′ n , ν ′ in place of ν n , ν. So for a dense set C of y ∈ R d , we have: ν[y, ∞) ≤ ν ′ [y, ∞). For the rest of y, we can prove this by right-continuity of ν[y, ∞), ν ′ [y, ∞). Indeed, fix y ∈ R d . Then for any n = 1, 2, . . . the set {x ∈ R d | x ≥ y, x ≤ y + n −1 1} intersects C, and there exists y n in this set which is in C. Then y n ↓ y as n → ∞.
For R ∞ , this follows by reduction to R d : take projections of all measures onto the first d components, and get ν(A) ≤ ν ′ (A) for A = {x ∈ R ∞ | x i ≥ y i , i = 1, . . . , d}; then let d → ∞ and use the continuity of ν and ν ′ .
