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NOTATIONS 
C complex plane, 
D unit disk {z: l z  I < 1}, 
T unit circle {z: ]z  I = 1}, 
Hp Hardy space of analytic functions on D, 
I]f[l~ := sup{If(z)] : z e D}, the Hoo norm, 
A(D) disk algebra of functions analytic on D and continuous on I~, 
7~n set of polynomials of degree at most n. 
1. INTRODUCTION 
The problem of modelling a physical system from experimental data is one that impacts 
many fields of science. An important part of modern system theory consists of the approxi- 
mation of transfer functions of stable linear time-invariant infinite-dimensional systems by finite- 
dimensional systems. One very active area of recent research in system identification has been 
that of robust identification (also called worst-case identification) from noisy frequency response 
measurements in an Hc~ context. See, for example, [1-14]. 
Given a collection of frequency response measurements of the system transfer function f(z), it 
is desired to determine an identified model ](z) (normally a rational function) for which the worst 
case identification error in H~ norm becomes mall provided the level of noise is low and provided 
that enough measurements have been taken. This is formulated more precisely as follows. 
Let S be a subset of Hardy space Hoo. Let f(z) be an unknown function in S. Assume that 
we are given possibly noisy frequency response measurements ak E C of f(z) at zk E T. 
n {ak := f(zk)  + Vk}k=l, 
0898-1221/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved. Typeset by ~4~-TEX 
PII: S0898-1221 (00)00147-4 
138 X. L1 
where Yk is the (unknown) measurement error which is assumed to be small, say ]~kl --< e for each 
k = 1, 2 , . . . .  We want to find an algorithm consisting of a sequence of mappings Tn : C n --* Hoo, 
n = 1, 2 , . . . ,  such that the following convergent condition is satisfied: 
lim sup I [ f -Tn(al ,a2, . . . ,an) l loo=O, fo ra l l feS .  (1) 
n---+OO 
e--*0 J~kl<~ 
k=l,...,n 
The above framework is principally due to Helmicki et al. [8-10]. The function in(Z):= Tn(al, 
a2, . . . ,an)  is called an identified model. It is important o require that the identified model 
fn(z) be rational from a practical point of view. Following Helmicki et al., an algorithm is 
called convergent over S if (1) holds. Moreover, an algorithm is said to be robustly convergent 
and untuned if the identification mapping Tn does not depend on a priori information on S 
and is convergent. As proved by Partington [12], there is no robustly convergent untuned linear 
algorithm for identifying exponentially stable systems (where S = {f(z) analytic and If(z)l < My 
for Iz] < pf, for some Mf > 0 and pf > 1}). 
REMARK 1. We will take S = A(ID) in this note. Therefore, the approximation sought in (1) is 
the uniform approximation on the closed unit disk D. 
REMARK 2. It is well known that every function in A(D) can be approximated uniformly on lb 
by polynomials as closely as we want. Here, we have to construct explicitly rational approxima- 
tions (via exhibiting algorithms or numerical procedures) based on the given experimental data 
{(zk, ak)}. 
REMARK 3. The problem when exact values of the function are given at points in a compact sub- 
set of 1~, and when only convergence at interior points is required, was solved a long time ago, see, 
e.g., [15]. When exact values of functions in A(ID) at the equally spaced points {e2"ki/(n+l)}'~= o 
on T are given, the corresponding Lagrange interpolating polynomial converges uniformly on 
every compact subset of D, and there is a function in A(D) such that the corresponding La- 
grange interpolating polynomial does not converge uniformly on the closed disk lb. These facts 
are proved by Fej6r, cf. [16, pp. 81-86]. We mention that  Hp convergence of the Lagrange in- 
terpolating polynomial for every function in A(D) has been established for all finite p > 0, see, 
e.g., [17]. 
1.1. A Two-Stage Algorithm 
When the points (Zk) are equally spaced on the unit circle T, several nonlinear algorithms have 
been proposed by Helmicki et al. [8,9], Gu and Khargonekar [5,6], and Partington [11,12], for 
solving the problem of robust identification. The more general case in which the points (Zk) are  
unequally spaced (and still dense in T) has also been considered. Untuned algorithms are given 
by Akcay et al. [1] and Partington [13], and tuned algorithms are presented by Chen et al. [2] and 
Gu et al. [7]. It turns out that a "two-stage" algorithm is useful. At the first stage, one finds a 
Laurent polynomial L,~(z) = ~-~]k=-n ckzk which "fits" the given data {(zk, ak)}~=l. (Note that 
Ln(z) is not in A(D) in general.) Then, in the second stage, Nehari's theorem [18,19] is used 
to approximate this first stage approximation to obtain an analytic, i.e., stable, identified model 
Sn(z). Since L,~(z) is rational, ],,(z) obtained as above is also a rational function with no poles 
in D. The first stage is usually linear. It is at the second stage that nonlinearity appears. As 
pointed out by Helmicki et al. [8] and Gu and Khargonekar [6], the first stage of the algorithm 
indeed determines the properties of the identification algorithm. 
1.2. A General Principle of Partington 
As an alternative to the above '%wo-stage" algorithm, one can directly construct rational 
approximation to the transfer functions. The following result of Partington is very useful in 
choosing the "right" rational spaces for the approximation. 
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THEOREM 1. (See [14].) Let X be a separable infinite-dimensional normed space (with norm 
O0 I[" [[) and let {fk}k=x be a uniformly bounded sequence of elements of X* the dual space of X .  
Then there exist maps Tn : C n ~ X such that 
lim sup I I x~-x l l=0,  fo ra l lxEX,  
n---400 
e--*0 I'M- <~ 
k=l , . . . ,n  
n with xn = Tn((fk(x) + ~k)k=l), if and only if there exists 5 > 0 with 
sup IA(x)I >_ 511xll, for a11 x e X. 
k 
In applying the above theorem of Partington, we note that X can be written as the closure of 
a union of finite-dimensional spaces Xm, i.e., X = UXm. Then, Xn = T~(al, a2, . . . ,  a~) is chosen 
to be a solution y* E Xm of the minimax problem 
max Ilk(Y*) -- akl = min max Ilk(Y) - akl, 
l<k<n yEX,,,, 1<k<n 
(2) 
where ak = fk(X) q- ~Tk. Here, m is chosen as large as possible such that 
max IA(x)I  > l<k<_n _ ~IIxH, for all x G Xm. 
So, to use rational function analytic on ID as identified models to solve the-identification problem 
in A(]I)), we find a robustly convergent algorithm, provided that the following two problems are 
solved. 
PROBLEM 1. Determine a sequence of finite-dimensional spaces Rm, m = 1, 2 , . . . ,  of rational 
functions with poles outside of T, such that URm is dense in A(ll)). 
PROBLEM 2. (Zk) is dense enough in lI' so that, for every large n, there is an m such that for 
some 5' > O, 
max [f(zk)[ > 6'llfHc¢, for all f E Rm. (3) 
l<k<n 
We remark briefly on Problem 2 first. The sequence (zk) is determined at the experimental 
design stage. Ideally, we hope that experimental observation can be made at all frequency ranges. 
So, (zk) can be assumed to be dense in T. If this is the case, condition (3) can be verified as long 
as Rms are chosen so that URm is dense in A(]I)) and a certain Bernstein type inequality holds. 
We refer interested readers to [4] for further detail. 
Now, we discuss Problem 1. This problem is essentially a problem about the denseness of 
some families Rm of rational functions in A(D). A natural choice of Rm is to use rational 
functions with fixed poles. For example, we can take the set polynomials Pm (see Remark 2 
above). This corresponds to the Finite Impulse Response (FIR) models, and it is known that 
convergence is slow for some classes of lightly damped systems [4]. Motivated by the need of 
rational approximation in the Hoo sense, we will consider some criteria on the poles of the 
rational functions in order to guarantee the denseness of these rational functions in A(]I)). These 
criteria will then be applied to the so-called rational wavelets constructed in [4] and orthonormal 
basis functions uch as Laguerre and Kautz models discussed in [20-22]. 
2. THE DENSENESS CRITERION 
Let ak,m E C \ ~, k = 1, 2 , . . . ,  m, be given. Let 
m P(z) : P(z) E Pm~.  Rm = nm(cm, , , . . . ,  := [ 1 - J 
(4) 
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Then, with respect o Problem 1, we are concerned about how to choose (ak,m) such that URm is 
dense in A(D). When ak,m = ak, i.e., when OLk, m depends only on k, and when approximation is 
considered in space Lp(T) or C(T), the Lp integrable or continuous functions on the unit circle T, 
according to Achieser [23, pp. 243-246], UR v is dense in either Lp(T) or C(T) if and only if 
and 
Z (1 -I~kl) = ~ (5) 
I~kl<l 
- -  ~ (~.  
If ak 6 D, then from a result of Fichera [24], we can derive that (5) is also necessary and sufficient 
for URp being dense in A(]I)). Shen and Lou [25] proved the sufficiency of (5) for the denseness of 
the rational functions in Hp space for p _> 1. Recently, Ninness and Gustafsson [26], see also [20], 
observed that URp is dense in / /2  if and only if (5) holds. Actually, much stronger esults can 
be derived. The following result may be known to the experts in the field. We give a complete 
statement for the convenience of reference. At the same time, since in the references mentioned 
above (except [26]), either the set considered (and therefore, the conclusion) is much more general 
than the closed unit disk D, or the statement of results is only about the sufficiency of (5) for the 
denseness of rational functions with poles at 1/~-~, we also provide a direct proof. 
THEOREM 2. (THE DENSENESS THEOREM). Let ak,m 6 D and let Rm be defined as in (4). The 
set URn is dense in Hp (p > O) or A(D) if and only if 
oo  m 
Z ~(1  -Ic~k,ml) = oo. (6) 
m=l  k=l  
PROOF. Since the polynomials are dense in Hp and A(D), we need only to show that (6) is 
necessary and sufficient for the approximation of the monomials x n (n = 0, 1, 2, . . .  ) by rational 
functions from URm. 
From formulae l(a) and l(b) in [23, p. 243], we derive 
Z n Y~CJ ~ dk,r n m=~ilfiO~k, m 
1 f N " p 
min JT + + ~ ]dzl = 
cj,dk,., ~ 1 - -  j= l  m=l  k=l  -- O~k'rnZ [ k=l  
and 
m_- 
min  z°+ i - - -  ---- C~k,m . 
cj,dk,m j= l  m=l  k=l  -- OZk'rnZ 
oo  
Therefore, the monomials z n can be approximated by rational functions from fARm if and only if 
l~C~=l 1-Ikm=l OLk, m ~- O, which is equivalent to (6). | 
In the Laguerre models, orthogonal rational bases are used, where all the functions have poles 
at one fixed point outside of the unit circle (see [20,22]). Our Theorem 1 immediately shows the 
denseness of the space of rational functions. 
COROLLARY 1. The functions generated by the orthogonal bases in the Laguerre models are 
dense in A(D). 
A similar conclusion can be obtained for the Kautz models (see [21,22]) in which the poles are 
conjugate and occur at two fixed points. 
One special set of poles can be obtained from the lattice (see [4]) 
f~ = {OLk,rn :=  (1  - -  2 -m) exp(2kzri2-m), k =- 0, 1, . . . ,  2 m - 1; m = 1, 2 . . .  }. (7) 
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This lattice has a near-density property: no point in D is too far in the pseudohyperbolic metric, 
Z- -W 
d ( z , w ) = l _--Z -~z , 
from a point of £. It can be verified that condition (6) is satisfied for ak,m from £. In fact, 
~2" -1(1  -- [ak,m[) W'2 .... 12_m = 1. Thus, we obtain the following. 
k=O ~ A.~k=O 
COROLLARY 2. (See [4, Corollary 2].) I f  R2m denotes the space of rational functions with poles 
2 m among {1/a---~-~,~}k= 1, then tAR2,, is dense in A(]I)). 
Note that tAR2-, is the space of rational functions with poles in L: ~ :-- {a : 1/~ C £}. This set of 
rational functions is referred to as rational wavelets associated with/ :  according to [3,4] because 
it is a basis of A(~)) and generated by a family of functions obtained from a single function, 
namely the Cauchy kernel, C(z) -- (1 - z) -1 
UR2p = {rational functions generated by C(~z) with a e £:}. 
Intuitively, if £ is a "small" (in a sense to be described soon) perturbation of £, then it is 
reasonable to expect hat rational functions with poles from £ : URm(~), where 
are also dense in A(]I)). Indeed, one of the main results of Dudley Ward and Partington in [4] is 
along this line. They used the Hayman-Lyons condition [27] to describe the "smallness" of the 
perturbations of £. Let 
Qk,,~ = {z : 1 - 2 -m <_ [z[ < 1 - 2 -m- l ,  2klr2 -m < argz < 2(k + 1)Tr2-m}, 
for m = 1 ,2 , . . . ,  and k = 0 ,1 , . . . ,2  m-1 .  Let ak,m = (1 -2  -m)exp{2klri2-m}. For £ C ID, 
define 
( ) (8) 
A set £ is said to satisfy the Hayman-Lyons condition if s(O, £) = oo for all 0 E [0, 27r]. If 
satisfies the Hayma~-Lyons condition, then £ has enough points close to the set £. The result 
of Dudley Ward and Partington mentioned above is the following. 
THEOREM 3. (See [4, Theorem 1].) The set of rational functions generated by {Cz(z) :/~ E £} 
is dense in A(D) if ft. C I~ satisfies the Hayman-Lyons condition. 
Using Theorem 2, we can improve Theorem 3 by relaxing the Hayman-Lyons condition to what 
we call the weak Hayman-Lyons condition defined as follows. A set £ is said to satisfy the weak 
Hayman-Lyons condition if there is a measurable set V C_ [0, 27r] with positive measure such that 
s(O, £) = oo for all 0 E 7. We have the following theorem. 
THEOREM 4. The set of rational functions generated by {C~(z) : ~ E £} is dense in H v and 
A(ID) if £ C_ II) satisfies the weak Hayman-Lyons condition. 
REMARK 4. It is not known whether the weak Hayman-Lyons condition is necessary in this case. 
REMARK 5. The geometric implication of the condition needs to be further clarified. 
PROOF OF THEOREM 4. We arrange the pairs of integers (k, m) lexicographically, that is, in 
order of increasing rn and for fixed m in order of increasing k. Then, from the proof of Lemma 3 
in [27], we can choose a sequence z~ in/~ such that if £ A Qk,m ¢ 0, then either z~ E £ N Qk,m 
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for some v or else Qk,m n Qk',m' ~ 0, where k' _< k, m'  < m and there is a z~,, E E n Qk,,m, such 
that 
(1 -I~k,ml) < K(1 -Iz.,I), 
for some constant K > O. Since each Qk',m' meets at most eight of the Qk,m, we deduce that 
E (1 -la~,~l) -< 8KE(1 -Iz~l). (9) 
EnQk,m#O v 
From the assumption that ~ C_ D satisfies the weak Hayman-Lyons condition, we must have 
f~nQk,...-7i0 
But the integral can be easily evaluated and the right-hand side of the above equation equals 
1 - I~k,ml 
1 4-I~,ml" 
Therefore, we obtain 
v-- 1 - lak,ml 
2.., 1 + lak,m[ - c~, 
~nQ~,.. :/;¢ 
which implies that ~2nQk.,n#0(1 --tak,ml) ---- OC. This, together with (9), shows that )-~(1 - 
Izvl) = c~. Now, using Theorem 2, we conclude that the set of rational functions generated by 
{C~(z) :/3 E {zv}} C_ {Cry(z) :/3 E Z~} is dense in Hp and A(D). | 
3. CONCLUSIONS 
When applying a general principle of Partington in solving the system identification problem, 
it is important o find a suitable family of spaces of rational functions whose union is dense in the 
disk algebra. We pointed out the criterion for the denseness of rational functions with prescribed 
poles in the Hardy space and the disk algebra. We also illustrated that a weak version of the 
Hayman-Lyons condition is enough for the denseness of the rational wavelets generated by the 
Canchy kernel. Our proof is not constructive. So, for practical purposes, it is interesting to find 
a sequence of rational valued linear operators that can be used in our proof. We mention that 
the rate of convergence has been also studied in the literature, see [25], for example. 
Finally, a general theory of rational functions orthogonal on the unit circle has been developed 
recently (see [28,29], and references therein). Whether some of these can provide better models 
in place of the Laguerre or Kautz models in the system identification problem deserves further 
study. 
REFERENCES 
1. H. Akcay, G. Gu and P.P. Khargonekar, Identification i  Ha  with nonuniformly spaced frequency response 
measurements, Int. J. Robust Nonlin. Control 4, 613-629 (1994). 
2. J. Chen, C.N. Nett and M.K.H. Fan, Worst-case system identification in Hoo: Validation of a priori 
information, essentially optimal algorithms and error bounds, Proc. 1992 American Control Conf., 251-257 
(1992). 
3. N.F. Dudley Ward and J.R. Partington, Rational wavelet decompositions of transfer functions in Hardy-So- 
bolev classes, (manuscript). 
4. N.F. Dudley Ward and J.R. Partington, Robust identification i  the disk algebra using rational wavelets 
and orthonormal basis functions, Int. J. Control (to appear). 
5. G. Gu and P.P. Khargonekar, Linear and nonlinear algorithms for identification i  H °° with error bounds, 
IEEE Trans. Automat. Control 3T, 953-963 (1992). 
Approximation by Rational Functions 143 
6. G. Gu and P.P. Khargonekar, A class of algorithms for identification i H c°, Automatica 28, 299-312 (1992). 
7. G. Gu, D. Xiong and K. Zhou, Identification i  Hoo using Pick's interpolation, System and Control Letters 
20, 263-272 (1993). 
8. A.J. Helmicki, C.A. Jacobson and C.N. Nett, Identification i  Hoo: A robust convergent nonlinear algorithm, 
Proc. 1990 American Control Conf., 386-391 (1990). 
9. A.J. Helmicki, C.A. Jacobson and C.N. Nett, Control-oriented system identification: A worst-case/determi- 
nistic approach in Hoo, IEEE Trans. Automat. Control 36, 1163-1176 (1991). 
10. A.J. Helmicki, C.A. Jacobson and C.N. Nett, Fundamentals of control-oriented system identification and 
their application for identification i  Hoo, Proc. 1991 American Control Conf., 89-99 (1991). 
11. J.R. Partington, Robust identification and interpolation in Hoo, Int. J. Control 54, 1281-1290 (11991). 
12. J.R. Partington, Robust identification i  Hoo, J. Math. Anal. and Appl. 166, 428-441 (1992). 
13. J.R. Partington, Algorithms for identification i  Hoo with unequally spaced function measurements, Int. J. 
Control 58, 21-31 (1993). 
14. J.R. Partington, Interpolation in normed spaces from the values of linear functionals, Bull. London Math. 
Soc. 26, 165-170 (1994). 
15. J.L. Walsh, Interpolation and Approximation by Rational Functions in the Complex Domain, Volume XX, 
5 th Edition, AMS Colloquium, (1969). 
16. D. Gaier, Lectures on Complex Approximation, Birkh/iuser, Boston, MA, (1987). 
17. J. Szabados and P. V~rtesi, Interpolation of Functions, World Scientific, Singapore, (1990). 
18. Z. Nehari, On bounded bilinear forms, Ann. Math. 65, 153-162 (1957). 
19. V.M. Adamyan, D.Z. Arov and M.G. Krein, Analytic properties of Schmidt pairs for a Hankel operator and 
the generalized Schur-Takagi problem, Math. USSR Sbornik 15 (1971). 
20. B. Wahlberg, System identification using Laguerre models, IEEE Trans. Auto. Control 36, 551-562 (1991). 
21. B. Wahlberg, System identification using Kautz models, IEEE Trans. Auto. Control 39, 1276-1282 (1994). 
22. B. Wahlberg and P.M. Miikil~, On approximations of stable linear dynamical systems using Laguerre and 
Kautz functions, Automatica 32, 693-708 (1996). 
23. N.I. Achieser, Theory of Approximation, Frederick Ungar, New York, (1956). 
24. G. Fichera, Approximation of analytic functions with prescribed poles, Comm. Pure Appl. Math. 23,359-370 
(1970). 
25. X.C. Shen and Y.R. Lou, Best approximation by rational functions in l ip spaces (p _> 1), (in Chinese), 
Beijin9 Daxue Xuebao 1, 58-72 (1979). 
26. B. Ninness and F. Gustafsson, A unifying construction of orthonormal bases for system identification, IEEE 
Trans. Automat. Control 42, 515-521 (1997). 
27. W.K. Hayman and T.J. Lyons, Bases for positive continuous functions, J. London Math. Soc. 42, 292-308 
(1990). 
28. A. Bultheel, P. Gonzalez-Vera, E. Hendricksen and O. Njastad, A Szeg5 theory for rational functions. 
29. A. Bultheel, P. Gonzalez-Vera, E. Hendricksen and O. Njastad, The computation of orthogonal rational 
functions and their interpolating properties, Numerical Algorithms 2, 85-114 (1992). 
