Imposing boundary conditions in Sinc method using highest derivative approximation  by Slemp, Wesley C.H. & Kapania, Rakesh K.
Journal of Computational and Applied Mathematics 230 (2009) 371–392
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Imposing boundary conditions in Sinc method using highest
derivative approximationI
Wesley C.H. Slemp ∗, Rakesh K. Kapania 1
Virginia Polytechnic Institute and State University, Blacksburg, VA, 24060, United States
a r t i c l e i n f o
Article history:
Received 18 June 2008
Received in revised form 26 October 2008
In memory of Prof. Liviu Librescu who died
heroically on April 16, 2007. Prof. Librescu
was and will remain an inspiration for all
who had the honor of working with him
Keywords:
Sinc methods
Composite laminated beams
Plates
Interlaminar stresses
Double exponential transformation
Two-point boundary value problem
a b s t r a c t
Sinc approximate methods are often used to solve complex boundary value problems such
as problems on unbounded domains or problems with endpoint singularities. A recent
implementation of the Sinc method [Li, C. and Wu, X., Numerical solution of differential
equations using Sinc method based on the interpolation of the highest derivatives,
Applied Mathematical Modeling 31 (1) 2007 1–9] in which Sinc basis functions are
used to approximate the highest derivative in the governing equation of the boundary
value problem is evaluated for structural mechanics applications in which interlaminar
stresses are desired. We suggest an alternative approach for specifying the boundary
conditions, and we compare the numerical results for analysis of a laminated composite
Timoshenko beam, implementing both Li andWu’s approach and our alternative approach
for applying the boundary conditions. For the Timoshenko beam problem, we obtain
accurate results using both approaches, including transverse shear stress by integration
of the 3D equilibrium equations of elasticity. The beam results indicate our approach is
less dependent on the selection of the Sinc mesh size than Li andWu’s SIHD.We also apply
SIHD to analyze a classical laminated composite plate. For the plate example,we experience
difficulty in obtaining a complete system of equations using Li andWu’s approach. For our
approach, we suggest that additional necessary information may be obtained by applying
the derivatives of the boundary conditions on each edge. Using this technique, we obtain
accurate results for deflection and stresses, including interlaminar stresses by integration
of the 3D equilibrium equations of elasticity. Our results for both the beam and the plate
problems indicate that this approach is easily implemented, has a high level of accuracy,
and good convergence properties.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, Sinc approximation has been a highly studied topic in the research literature particularly in conjunction
withmethods for solving two-point boundary value problems (BVP). Sinc approximation has been used as the basis function
in both the Sinc-collocation method and the Sinc–Galerkin method because of the ease with which it may handle the
presence of singularities or unbounded domains [1]. Further, the Sinc function is highly effective at capturing oscillating
behavior in space, and is thus quite useful for solutions with such characteristics.
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Difficulties in the Sinc-collocationmethod arise in applying themethod to a BVPwithmixed nonhomogeneous boundary
conditions because the derivatives of the Sinc functions at the boundaries are undefined [2]. Narsimhan et al. [3] use finite
difference method to calculate the derivatives near the boundaries. Wu, Li, and Kong [2] addressed this issue introducing a
Sinc-collocationmethodwith boundary treatment (SCMBT) which they showed to provide both good convergence and easy
treatment of the boundary conditions.
A lot of attention has been given to the Sinc–Galerkin method and its efficiency has been proved for both linear and
nonlinear BVP’s [4–7]. Al-Khaled [8] compared the Sinc–Galerkin method with He’s homotopy perturbation method for
singular two-point BVP’s [9,10]. El-Gamel [11] applies the Sinc–Galerkin method to a fifth order BVP and compares the
results with sixth-degree B-Spline functions. The results of [11] indicate that the Sinc–Galerkin generally performs better
than the B-spline approach.
Aswith theRitz–Galerkinmethod and its finite element implementation, the Sinc–Galerkin and Sinc-collocationmethods
approximate the primary variables through interpolation and the derivatives of the basis functions are computed.With such
methods, errors in the primary variable are amplified through the process of differentiation. The process of integration,
however, results in smoothing these inherent errors. This philosophy is employed by the procedure of indirect or integrated
radial basis function networks in [12,13] as well as by Li andWu’s Sincmethod based on Interpolation of Highest Derivatives
(SIHD) [14]. Both of these approaches rely on interpolation of the highest-order derivative and integration to obtain the
unknown function.
Interpolating the highest-order derivatives has additional benefits in structural mechanics problems, particularly when
the goal is accurate stress computation. Typically, BVPs in structural mechanics are expressed in terms of displacements and
strains are computed from derivatives of displacements. However, accurate derivatives of displacement in methods which
approximate displacement are typically not accurately available.
For composite laminated plates and beams, the transverse normal and transverse shear stresses, collectively referred to
as interlaminar stresses, are of critical importance in delamination criteria. The three-dimensional finite element method
(3D FEM) has been used by many authors to determine the interlaminar stresses accurately [15]. However, the 3D FEM is
computationally expensive. One- and two-dimensional equivalent single layer theories such as classical laminated plate
theory (CLPT) and the first-order shear deformation theory (FSDT) or its one-dimensional Timoshenko beam equivalence
provide much less expensive techniques for determining the displacements and stresses. We refer the readers to [16] for
a good background text in laminated composites. CLPT assumes that there are no transverse shear strains and therefore
using the constitutive stress–strain relations alone yield no shear stresses. Similarly with FSDT, assuming constant shear
strain results in piecewise constant interlaminar shear strains and require the introduction of a shear correction factor.
Higher-order theories provide more accurate strain representations, at the cost of additional computational expense.
Reddy [17] provided an alternative to the constitutive relations for interlaminar stresses, namely integration of the
three-dimensional elasticity equations. However, this technique requires lateral derivatives of lateral strains, a feature
not explicitly provided by solving CLPT or FSDT using a displacement based method. For the transverse shear stresses, the
equilibrium integration approach necessitates the first derivatives of strains. For the transverse normal stress, the second
derivatives of strain are required.
A significant amount of research has been conducted in the area of developing post-processing schemes to obtain the
higher-order derivatives necessary for computation of the interlaminar stresses. Lajczok [18] used a finite differencing
scheme to compute the higher-order derivatives of in-plane strain necessary for integration of the equilibrium equation.
Byun and Kapania [19] used Chebyshev and other orthogonal polynomials to interpolate the displacements and compute
the higher-order derivatives of in-plane strain. With SIHD, our initial approximation yields the necessary derivatives, a
significant advantage to methods which rely on an assumed approximation for the primary variables.
In this paper, we examine Li and Wu’s SIHD for one- and two-dimensional static structural mechanics problems in
which the interlaminar stresses are desired. For these problems, we compare numerical results using SIHD with the exact
solution for the boundary value problem, including through-the-thickness interlaminar stresses determined by equilibrium
integration. We review Li and Wu’s SIHD and present an alternative method for applying the boundary conditions. We
compare Li and Wu’s SIHD with our approach for application of the boundary conditions for static bending of a laminated
composite Timoshenko beam and for static bending of a classical composite laminated plate. Our numerical results show
that SIHD with our suggested boundary condition approach provides good accuracy relatively independent of the selection
of the Sinc mesh size. Our results indicate very accurate deflection, rotation, and stresses, including transverse shear stress.
We also apply SIHD for bending of a classical laminated plate. The plate example shows that obtaining equal equations as
unknowns is not trivial using Li and Wu’s approach because of the nature of the integration process. We suggest a more
standard procedure for applying the additional necessary equations. We obtain an over constrained linear system that may
be solved in the least-squares fashion. Our classical plate results also indicate the deflection and stresses may be accurately
determined using SIHD.
The content of this paper is arranged in five sections. Section 1 is the introduction. Section 2 introduces some general
concepts concerning the Sinc approximation and integration. Section 3 introduces Li and Wu’s SIHD and our alternative
approach for the boundary conditions along with our numerical results for a laminated composite Timoshenko beam.
Section 4 extends SIHD for solving two-dimensional problemswith our numerical results for a classical laminated composite
plate. Section 5 provides the conclusion of this work.
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Fig. 1. Transformation from t ∈ [0, 1] onto the Real Line τ ∈ (−∞,∞).
2. Sinc approximation and integration
In this section, we review some preliminary concepts of Sinc approximation necessary for SIHD.
A function f (t)may be approximated on the real line (t ∈ (−∞,∞)) by the Sinc series:
f (t) ≈
N∑
j=−N
f (jh)S(j, h)(t) (1)
where S(j, h)(t) is the Sinc function defined by:
S(j, h)(t) = sin[(pi/h)(t − jh)]
(pi/h)(t − jh) (2)
and h is the mesh size. Assuming that f (t) is analytic on the real line and decays exponentially on the real line, Sugihara and
Matsuo [20,21] shows that the error of the approximation given in Eq. (1) decays exponentially with increasing N .
The approximation may be extended to approximate f (t) on the interval [0, 1] by selection of an appropriate transfer
function to transform the interval onto the real line and impose the exponential decay. We denote such a variable
transformation τ = φ(t) and inverse transformation t = ψ(τ) such that φ(0) = −∞ and φ(1) = ∞. We may write
the Sinc approximation employing the transformation for the function f (t) to be:
f (t) ≈
N∑
j=−N
f (ψ(jh))S(j, h)(φ(t)) (3)
where the mesh size h represents the separation between Sinc points on the τ ∈ (−∞,∞) domain. Fig. 1 indicates such a
possible transformation with mesh size indicated.
The double-exponential (DE) transformation was proposed in [22] in 1974 for the evaluation of integrals of an analytic
functions with end-point singularities. The name refers to the double-exponential decay rate that such a transformation
imposes. We will use the DE transformation suggested by Sugihara and Matsuo [21]:
t = ψ(τ) = 1
2
tanh
(pi
2
sinh(τ )
)
+ 1
2
. (4)
Proof of convergence of Eq. (3) using the DE transformation was provided in [21] and we review the theorem. Consider a
function f (ψ(τ)), analytic on the infinite strip domainDd of width 2d (d > 0) in the complex plane,Dd ≡ {τ ∈ C||Im τ | <
d}, with
lim
→0
∫
∂Dd()
|f (τ )||dτ | <∞
Dd() = {τ ∈ C||Re τ | < 1/, |Im τ | < d(1− )}
and with double-exponential decay rate:
|f (ψ(τ))ψ ′(τ )| ≤ α exp (−β exp(γ |τ |)) (5)
for τ ∈ R andwithα,β , and γ > 0. Sugihara showed that for such a function, the error of the Sinc approximation is bounded
by:
sup
0≤t≤1
∣∣∣∣∣f (t)− N∑
j=−N
f (ψ(jh))S(j, h)(φ(t))
∣∣∣∣∣ ≤ C exp
[ −pidγN
log(pidγN/β)
]
(6)
for some C > 0, with the mesh size h taken as:
h = log(pidγN/β)
γN
. (7)
Sugihara and Matsuo [21] also assert that the double-exponential decay rate is the optimal convergence rate possible for
the Sinc approximation.
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Muhammad et al. [23] apply the Sinc collocation method to integral equations. Muhammad and Mori [24] developed a
method of numerical indefinite integration based on the DE transformation. We also refer the readers to [25,26] for a good
background on numerical integration using the DE transformation.Wewill review the concept as implemented in SIHD. The
integrand is transformed to the τ ∈ (−∞,∞) domain by:∫ s
0
f (t)dt =
∫ φ(s)
−∞
f (ψ(τ))ψ ′(τ )dτ . (8)
Then f (ψ(τ))ψ ′(τ )may be expanded in terms of a Sinc cardinal series
f (ψ(τ))ψ ′(τ ) =
N∑
j=−N
f (ψ(jh))ψ ′(jh)sinc(τ/h− j). (9)
Substituting Eq. (9) into the integral of Eq. (8) we obtain∫ s
0
f (t)dt = h
N∑
j=−N
f (ψ(jh))ψ ′(jh)
(
1
2
+ 1
pi
Si (piφ(s)/h− pi j)
)
(10)
which holds for all s ∈ [0, 1], where Si(x) is the sine-integral function [27] defined by Si(x) = ∫ x0 sin(s)/s ds. Muhammad
et al. [23] note that the convergence rate is O [(log(N)/N) exp(−c1N/ log(c2N))] for some positive c1 and c2. If we consider
only the discrete Sinc points, s = ti = ψ(ih), we may rewrite Eq. (10) at the Sinc points to be:
F(ti) =
∫ ti
0
f (t)dt = h
N∑
j=−N
f (ψ(jh))ψ ′(jh)
(
1
2
+ 1
pi
Si (pi(i− j))
)
(11)
F(ti) =
N∑
j=−N
kijf (ψ(jh)) (12)
where:
kij = hψ ′(jh)
(
1
2
+ 1
pi
Si (pi(i− j))
)
. (13)
We may repeat the integration to obtain the second integral of f (ti).∫ ti
0
F(t)dt =
N∑
j=−N
N∑
k=−N
kijkjkF(tk) =
N∑
j=−N
gijF(tj). (14)
Thus we may efficiently compute integrals by evaluating the elements of kij and performing matrix multiplication.
3. One-dimensional SIHD
Li andWu [14] present a Sinc method for solving two-point BVPs by approximating the highest-order derivative in a BVP
and implementing integration to determine the unknown function. To examine themethodwe consider a simply-supported
laminated composite Timoshenko beam whose governing equations as derived in [16] are:
KGbxzbh
(
d2w
dx2
+ dφx
dx
)
= q(x) (15)
EbxxIyy
d2φx
dx2
− KGbxzbh
(
dw
dx
+ φx
)
= 0 (16)
for the domain x ∈ [0, L] and where w(x) is the deflection and φx(x) is the unknown rotation. Ebxx and Gbxz are the axial and
shear modulus of the homogenized material system. K , Iyy, b and h are the shear correction factor, area moment of inertia,
width, and height respectively. The boundary conditions for the simply-supported condition are:
w(0) = 0 w(L) = 0
φ′x(0) = 0 φ′x(L) = 0.
While our problem is on the domain x ∈ [0, L], we will transform the problem to the domain ξ ∈ (0, 1). Before this
transformation, the ξ domain is discretized into n = 2N + 1 Sinc points, selected from the DE transformation function:
ξj = ψ(jh) = 1/2 tanh(pi/2 sinh(jh))+ 1/2
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using a uniform mesh size h and with j = −N, . . . ,N discrete points. Recall from Eqs. (6) and (7) for Sinc interpolation the
mesh size is specified knowing thenature of the interpolated function’s rate of decay. Because the interpolated function is our
primary unknown, the rate of decay is in general not known. The discretized span of the Sinc pointswithin the τ ∈ (−∞,∞)
domain is given by α = hN (see Fig. 1). Because the span effects the distribution of points within the physical domain, we
suggest it would be beneficial for the designer to specify the span rather than the mesh size. We examine the effects of
specifying the span α on the accuracy of the method.
With discretization by the DE transformation, the Sinc points lie on ξ ∈ (0, 1) with ξ−N > 0 and ξN < 1. The problem
is transformed from the x domain to ξ domain by the transformation ξ = xξN/L. Accordingly we may write the primary
variables and their derivatives in the ξ domain as:
w(x) = W (ξ) φx(x) = Φx(ξ)
w′(x) = W ′(ξ)dξ
dx
φ′x(x) = Φ ′x(ξ)
dξ
dx
w′′(x) = W ′′(ξ)
(
dξ
dx
)2
φ′′x (x) = Φ ′′x (ξ)
(
dξ
dx
)2
.
The second derivatives of the variablesW (ξ) andΦx(ξ) are approximated via the Sinc series using theDE transformation:
W ′′(ξ) =
N∑
i=−N
S(i, h)(φ(ξ))W ′′(ξi) (17)
Φ ′′x (ξ) =
N∑
i=−N
S(i, h)(φ(ξ))Φ ′′x (ξi) (18)
where W ′′(ξi) and Φ ′′(ξi) are the unknown second derivatives of deflection and rotation at the ith Sinc point. The lower-
order derivatives and the unknown function are obtained using integration of the higher-order derivatives:
W ′(ξ) =
∫ ξ
0
N∑
i=−N
S(i, h)(φ(s))W ′′(ξi)ds+W ′(0) (19)
W (ξ) =
∫ ξ
0
∫ s2
0
N∑
i=−N
S(i, h)(φ(s1))W ′′(ξi)ds1ds2 +W ′(0)ξ +W (0) (20)
with analogous equations for Φ ′x(ξ) and Φx(ξ). Applying Eqs. (12)–(14), we may write the lower derivative and unknown
function by
W ′(ξi) = kijW ′′(ξj)+W ′(0) (21)
W (ξi) = gijW ′′(ξj)+W ′(0)ξi +W (0) (22)
with analogous equations forΦ ′x(ξi) andΦx(ξi). The repeated subscript implies summation from−N to N .
If we introduce the (2n + 4) × 1 global unknown vector {v} = {W (0), W ′(0), Φx(0), Φ ′x(0),W ′′−N:N , Φ ′′x −N:N}T
with W ′′−N:N = {W ′′(ξ−N), . . . , W ′′(ξN)}T with an analogous expression for Φ ′′x −N:N our solution may be
developed in matrix form. To that end, we write {W ′′(ξi)} = [E1]{v}, {W ′(ξi)} = [A1]{v}, {W (ξi)} =
[B1]{v}, {Φ ′′x (ξi)} = [E2]{v}, {Φ ′x(ξi)} = [A2]{v}, and {Φx(ξi)} = [B2]{v} with the definitions [E1] =
[0n×4, In, 0n×n] , [E2] = [0n×4, 0n×n, In] , [A1] =
[
0n×1, 1n×1, 0n×2, kij, 0n×n
]
, [A2] =
[
0n×3, 1n×1, 0n×n, kij
]
, [B1] =[
1n×1, ξi, 0n×2, gij, 0n×n
]
, [B2] =
[
0n×2, 1n×1, ξi, 0n×n, gij
]
. ξi is the n×1 sub-matrix of Sinc points, kij and gij are the n×n
sub-matrices of integration weights as defined in Eqs. (13) and (14), In is the n × n identity matrix, and with sub-matrices
of zeros and ones with indicated dimensions. Each of the matrices [E1], [E2], [A1], [A2], [B1], and [B2] have dimensions
n× (2n+ 4). Accordingly, we may write the governing equations of Eqs. (15) and (16) at each of the Sinc points in matrix
notation:[
KGbxzbh
(
[E1]
(
dξ
dx
)2
+ [A2]dξdx
)]
{v} = {q(xi)} (23)[
EbxxIyy[E2]
(
dξ
dx
)2
− KGbxzbh
(
[A1]dξdx + [B2]
)]
{v} = {0n×1}. (24)
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Table 1
Material properties for AS4-3502 composite.
E1 [Msi/GPa] 18.5 / 127.6
E2 [Msi/GPa] 1.67 / 11.5
G12,G13 [Msi / GPa] 0.87 / 6.00
G23 [Msi / GPa] 0.258 / 1.78
ν12 0.25
3.1. Li and Wu’s boundary condition application
In Li andWu’s SIHD method, the boundary conditions are applied differently at each edge. For the edge x = 0, ξ = 0 the
boundary conditions are applied through the unknown constants of integration. For the simply-supported beam, to apply
W (0) = 0 we introduce the rowmatrix {l0,W } = {1, 01×(2n+3)}, and forΦ ′x(0) = 0 we introduce {l0,Φx} = {01×3, 1, 01×2n}.
At the edge x = L, ξ = ξN the boundary conditions are applied by forcing the integrated functions to meet the
conditions at this edge. For the present example, we apply W (ξN) = 0 and Φ ′x(ξN) = 0 by introducing the row matrix{LN} = {01×n−1, 1}. We can write W (ξN) = {LN}[B1]{v} and Φ ′x(ξN) = {LN}[A2]{v} and define {lL,W } = {LN}[B1] and{lL,Φx} = dξ/dx{LN}[A2].
We canwrite a set of 4N+6 linear equations (2N+1 from each of the two governing equations and 4 from the boundary
conditions) in terms of the unknown vector {v} as:
KGbxzbh
(
[E1]
(
dξ
dx
)2
+ [A2]dξdx
)
EbxxIyy[E2]
(
dξ
dx
)2
− KGbxzbh
(
[A1]dξdx + [B2]
)
{l0,W }
{l0,Φx}{lL,W }
{lL,Φx}

{v} =

{q(xi)}
0n×1
0
0
0
0
 . (25)
The solution of Eq. (25) provides our solution forw(x),w′(x), andw′′(x) as well as φx(x), φ′x(x), and φ′′x (x).
3.2. Present boundary conditions application
In the present study, we suggest an alternative approach for applying the boundary conditions to the one proposed
by Li and Wu. We implement a domain transformation from the x ∈ [0, L] domain to the ξ ∈ [ξ−N , ξN ] domain by the
transformation x = L(ξ − ξ−N)/(ξN − ξ−N). It should be noted that with this approach, the unknownsW ′(0),W (0),Φ ′x(0),
andΦx(0) do not correspond to x = 0 but only to ξ = 0.
The boundary conditions may be applied in the samemanner at both ends by our boundary treatment. At the end, x = 0,
ξ = ξ−N the boundary conditions are applied by forcing the integrated functions to meet the conditions at this edge. For
the present example, we applyW (ξ−N) = 0 andΦ ′x(ξ−N) = 0 by introducing the row matrix {L−N} = {1, 01×n−1}. We can
writeW (ξ−N) = {L−N}[B1]{v} andΦ ′x(ξ−N) = {L−N}[A2]{v} and define {l0,W } = {L−N}[B1] and {lN,Φx} = dξ/dx{L−N}[A2].
At the edge x = L, ξ = ξN the boundary conditions are applied in the same manner. We define {lL,W } = {LN}[B1] and
{lL,Φx} = dξ/dx{LN}[A2]with {LN} = {01×n−1, 1}.
With these new definitions the problem is reposed as the linear system of equations in Eq. (25) with dξ/dx = (ξN −
ξ−N)/L. A complete flowchart of SIHD with Li andWu’s boundary condition approach and the present proposed approach is
given in Fig. 2.
3.3. Timoshenko beam SIHD results
SIHD with boundary conditions applied by Li and Wu’s method and by our method was used to solve the Timoshenko
beam problem for a three-layer 0/90/0 deg composite beam. The material properties of an AS4-3502 graphite-epoxy
composite lamina were used (Table 1). A shear-correction factor of 5/6 was assumed. A uniformly distributed load was
applied, q(x) = p0. Our deflection, rotation and stress results were normalized in the following manner:
σ¯11 = σ11h2b/L2p0, σ¯13 = σ13hb/Lp0,
w¯ = wE1bh3/p0L4 φ¯x = φxE1bh3/p0L3.
The lateral stresses were determined from the constitutive law while the transverse shear stress was determined from
integration of the three-dimensional elasticity equilibrium equations. The procedure we employed for determination of the
stresses is outlined in Appendix A.
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Fig. 2. Flowchart of SIHD.
To compare the accuracy of the methods, the numerical results were compared against the exact solution for this BVP.
The effect of span within the τ domain, α, and number of points, N , on accuracy of the methods was examined. The span α
was chosen between 1 and 3. The deflection and rotation results are compared for Li and Wu’s approach, indicated ‘‘LW’’,
and our suggested approach, indicated ‘‘P’’ in Fig. 3 with N = 100 and α = 1. The figure indicates significant error when
using Li andWu’s method, as evident by a maximum of about 8% error in the deflection and about 13% error in rotation. Our
modifiedmethod experiences only about 0.2% error in deflection and only 0.08% error in rotation; a significant improvement
over Li and Wu’s origional method.
With Li and Wu’s approach there is no Sinc point placed at x = 0. In this approach the Sinc points are naturally biased
toward x = L as apparent by the histogram of Sinc points in Fig. 4. Our method benefits from placing a Sinc point at x = 0.
This effect is evident in Fig. 4. Increasing the span is expected to improve the accuracy of Li andWu’smethod and remove the
bias toward x = L because the Sinc point ξ−N will approach 0 as−α approaches−∞. A histogram showing the distribution
of Sinc points for α = 2 and 3 may be seen in Fig. 5. With the larger mesh sizes, the distribution of Sinc points using Li and
Wu’s method is indistinguishable from our method.
Fig. 6 compares the deflection and rotation results obtained using Li and Wu’s approach and our suggested approach
with N = 100 and α = 3. Comparing Figs. 3 and 6 indicates both methods significantly improve in accuracy with the
increased span. Our method still compares well with Li and Wu’s approach as evident by about 4 × 10−12% error in our
method compared with 5 × 10−12% error in Li and Wu’s method; however, this is an insignificant decrease in error which
may be attributed to numerical noise. The rotation results, however, show our results to be slightly superior to those by Li
and Wu’s method by almost an order of magnitude. Our method experiences 1× 10−12% error compared with Li and Wu’s
7× 10−12% error.
The effect of the number of Sinc points was studied by modifying the parameter N between N = 3 (7 Sinc points) and
N = 100 (201 Sinc points) while holding the span constant by setting themesh size to be h = α/N . We define the following
error norm:
‖e‖0 =
∫
Ω
(wapprox − wexact)2dΩ∫
Ω
(wexact)2dΩ
(26)
where wapprox is the approximate quantity obtained by SIHD and wexact is the exact quantity. For the beam Ω = {x : x ∈
[0, L]}. Gauss quadrature was used to evaluate Eq. (26) with five integration points between each Sinc point. The error of the
deflection, rotation, and stresses (lateral and transverse shear) from Li andWu’s method and ourmethod are plotted against
the parameterN in Fig. 7 forα = 1. The results indicate that increasing the number of Sinc points does not provide improved
378 W.C.H. Slemp, R.K. Kapania / Journal of Computational and Applied Mathematics 230 (2009) 371–392
Fig. 3. Deflection and rotation results for h = α/N , α = 1, and N = 100 (LW — Li and Wu, P — Present).
Fig. 4. Histogram of Sinc point distribution within the domain using N = 100 and h = 1/N (LW — Li and Wu, P — Present).
accuracy for Li andWu’s approachwith the currentmesh size. In fact, the accuracy of the deflection and the rotation initially
deteriorates with increasing number of Sinc points while the stress results show neither improvement nor deterioration.
For our suggested approach, the accuracy of the deflection, rotation, and stresses generally improves for increasing number
of Sinc points. Note that with the present approach, acceptable accuracymay be obtainedwith the present selection of span.
Note that the users selection of span does not guarantee that the mesh size meets Eq. (7); however, we still obtain some
acceptable accuracy.
The effect of the number of Sinc points was also examined using a span of α = 3. The error in the deflection, rotation,
and stresses from Li andWu’s method and our method are plotted against the parameter N in Fig. 8. The figure shows linear
convergence for both Li and Wu’s method for all results until N = 30 at which point both methods do not improve. The
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Fig. 5. Histogram of Sinc point distribution within the domain using N = 100 and h = α/N (LW — Li and Wu, P — Present).
Fig. 6. Deflection and rotation results for h = α/N , α = 3, and N = 100 (LW — Li and Wu, P — Present).
benefit of the present approach seen for α = 1 is nearly entirely diminished for α = 3. However, the deflection, rotation,
and stresses are computed very accurately by both the methods.
The error in the deflection, rotation, and stresses fromLi andWu’smethod andourmethod are plotted for increasingmesh
size in Fig. 9 while maintaining the number of Sinc points constant using N = 20 (41 Sinc points). The figure demonstrates
the significant improvement of our boundary condition application over Li and Wu’s approach for small span. Our method
is as good as Li and Wu’s approach for large span. For both cases we see improving accuracy for increasing α until α = 2.7.
The results start to deteriorate after α = 2.7; indicating α = 2.7 to be optimal for N = 20.
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Fig. 7. Convergence of SIHD for increasing number of Sinc points with h = 1/N (LW — Li and Wu, P — Present).
Fig. 8. Convergence of SIHD for increasing number of Sinc points with h = 3/N (LW — Li and Wu, P — Present).
The optimal span from Fig. 9 may not always be desirable. The histograms in Fig. 5 indicate increasing the mesh size
results in a higher concentration of Sinc points near the ends. Smaller spans such as α = 1 result in a more uniform
distribution of Sinc points. Thus if a large number of Sinc points are desired near x = L/2, reducing the spanmay be preferred
over increasing the number of Sinc points and thus the computational requirements of the problem. For such a problem, the
additional freedom provided by the present approach is certainly preferred over Li andWu’s boundary condition approach.
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Fig. 9. Error v. Sinc span α with N = 20.
4. Two-dimensional SIHD
In addition to the Timoshenko beam problem, we apply SIHD to solve for bending of a simply-supported classical
composite plate governed by:
D11
∂4w(x, y)
∂x4
+ 2 (D12 + 2D66) ∂
4w(x, y)
∂x2∂y2
+ D22 ∂
4w(x, y)
∂y4
= p(x, y) (27)
on the domain x ∈ [0, a] and y ∈ [0, b], a and b being the length and width of the plate respectively. Dij are the bending
stiffnesses, and w(x, y) is the transverse plate deflection. The boundary conditions for the simply-supported boundary
conditions on all four edges of the rectangular plate can be expressed as:
w(0, y) = 0 w(a, y) = 0
w(x, 0) = 0 w(x, b) = 0
Mxx(0, y) = 0 Mxx(a, y) = 0
Myy(x, 0) = 0 Myy(x, b) = 0
where the bending moments are related to the transverse deflection by:
Mxx = −
(
D11
∂2w
∂x2
+ D12 ∂
2w
∂y2
)
Myy = −
(
D12
∂2w
∂x2
+ D22 ∂
2w
∂y2
)
.
As for the one-dimensional SIHD, the problem is transformed from the (x, y) domain to (ξ , η) domain by the
transformation ξ = x ξN/a and η = yηN/b for Li andWu’s boundary condition approach or to ξ = x(ξN − ξ−N)/a+ ξ−N and
η = y(ηN − η−N)/b+ η−N for our suggested approach. Both ξ and η are discretized by the DE transformation. Accordingly,
we may write the deflection and its partial derivatives in the (ξ , η) domain by:
w(x, y) = W (ξ , η)
∂w(x, y)
∂x
= ∂ξ
∂x
∂W (ξ , η)
∂ξ
∂2w(x, y)
∂x2
=
(
∂ξ
∂x
)2
∂2W (ξ , η)
∂ξ 2
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Table 2
Unknowns in SIHD for classical plate.
Unknown terma Number
W,11112222(ξk, ηl) n2
W,1112222(0, ηl), W,1111222(ξk, 0), W,112222(0, ηl), W,111122(ξk, 0),
W,12222(0, ηl), W,11112(ξk, 0), W,2222(0, ηl), W,1111(ξk, 0)
n each, 8n total
W,111222(0, 0), W,11222(0, 0), W,11122(0, 0), W,1122(0, 0),
W (0, 0),1222, W,1112(0, 0), W,112(0, 0), W,122(0, 0),
W,222(0, 0), W,111(0, 0), W,11(0, 0), W,22(0, 0),
W,12(0, 0), W,1(0, 0), W,2(0, 0), W (0, 0)
1 each, 16 total
a W,112 implies ∂W 3/∂ξ 2∂η.
...
∂n+mw(x, y)
∂xn∂ym
=
(
∂ξ
∂x
)n (
∂η
∂y
)m
∂n+mW (ξ , η)
∂ξ n∂ηm
.
The Sinc series with DE transformation is used to approximate ∂8W (ξ , η)/∂ξ 4∂η4:
∂8W (ξ , η)
∂ξ 4∂η4
=
N∑
i=−N
N∑
j=−N
S(i, h)(φ(ξ))S(j, h)(φ(η))∂8W (ξi, ηj)/∂ξ 4∂η4. (28)
The lower derivative and unknown function are found by integration of Eq. (28). Applying the integration approach of Eqs.
(12)–(14), we may write the lower derivative and unknown function at the Sinc points by:
∂7W (ξi, ηj)
∂ξ 3∂η4
= kikδjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δjl ∂
7W (0, ηl)
∂ξ 3∂η4
∂6W (ξi, ηj)
∂ξ 3∂η3
= kikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ kjl ∂
7W (0, ηl)
∂ξ 3∂η4
+ kik ∂
7W (ξk, 0)
∂ξ 4∂η3
+ ∂
6W (0, 0)
∂ξ 3∂η3
...
W (ξi, ηj) = eikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ ejl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ eik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ ejl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ eik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ ejl ∂
5W (0, ηl)
∂ξ∂η4
ξi + eik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj + ejl ∂
4W (0, ηl)
∂η4
+ eik ∂
4W (ξk, 0)
∂ξ 4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 3i η
3
j
36
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξ 2i η
3
j
12
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 3i η
2
j
12
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξ 2i η
2
j
4
+ ∂
4W (0, 0)
∂ξ∂η3
ξiη
3
j
6
+ ∂
4W (0, 0)
∂ξ 3∂η
ξ 3i ηj
6
+ ∂
3W (0, 0)
∂ξ 2∂η
ξ 2i ηj
2
+ ∂
3W (0, 0)
∂ξ∂η2
ξiη
2
j
2
+ ∂
3W (0, 0)
∂η3
η3j
6
+ ∂
3W (0, 0)
∂ξ 3
ξ 3i
6
+ ∂
2W (0, 0)
∂ξ 2
ξ 2i
2
+ ∂
2W (0, 0)
∂η2
η2j
2
+ ∂
2W (0, 0)
∂ξ∂η
ξiηj + ∂W (0, 0)
∂ξ
ξi + ∂W (0, 0)
∂η
ηj +W (0, 0)
where eik = kilklmkmnknk, δik is the Kronecker delta for all i, k = −N, . . . ,N , and with repeated index implying summation
from −N to N . The completed set of integration functions and the details regarding their derivation are provided in
Appendix B. The integration results in n2 + 8n+ 16 unknowns which are summarized in Table 2.
As with the one-dimensional Timoshenko beam problem, the global unknown vector {v} is formed and the governing
equation is satisfied at each Sinc point yielding n2 linear equations in terms of {v}.We omit the details because the procedure
is completely analogous to the beam problem. However, the boundary condition application merits discussion.
For the edges with x = a and y = b, both Li and Wu and the present method apply the boundary conditions at all Sinc
points along these edges. We may write
W (ξN , ηj) = 0 W (ξi, ηN) = 0
Mxx(ξN , ηj) = 0 Myy(ξi, ηN) = 0
for i, j = −N, . . . ,N . These conditions provide 4n additional linear equations in terms of {v}.
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At the edges x = 0 and y = 0, Li andWu suggest the boundary conditions be applied through the constants of integration.
For example to applyW (0, η) = 0 we write:
W (0, ηj) = ejl ∂
4W (0, ηl)
∂ξ 4
+ ∂
3W (0, 0)
∂η3
η3j
6
+ ∂
2W (0, 0)
∂η2
η2j
2
+ ∂W (0, 0)
∂η
ηj +W (0, 0) = 0
for j = −N, . . . ,N with similar expressions for the moments. In this way, Li and Wu’s method obtains 4n additional
equations. Because in our approach x = 0 corresponds to ξ−N , the boundary conditions may be applied to all Sinc points
along the edges x = 0 and y = 0. These conditions provide 4n additional equations.
Both Li and Wu’s boundary condition application and the suggested approach yield a total of n2 + 8n equations with
all boundary conditions exhausted, 16 equations deficient. Li and Wu suggest applying additional constraints based on
intuition regarding the boundary conditions. Because in their simple example they apply the Dirichlet boundary conditions
everywhere, it is possible to set a few of the unknown integration constants to be zero. However, for more general boundary
conditions it may be very difficult to obtain enough additional relations to constrain all integration constants. Even for
the simply-supported plate problem, obtaining enough relations is not a trivial task. We may easily write W (0, 0) =
∂W/∂x(0, 0) = ∂2W/∂x2(0, 0) = ∂3W/∂x3(0, 0) = ∂4W/∂x4(0, 0) = 0 and ∂W/∂y(0, 0) = ∂2W/∂y2(0, 0) =
∂3W/∂y3(0, 0) = ∂4W/∂y4(0, 0) = 0; however, we may not write ∂2W/∂x∂y(0, 0) = 0. Perhaps with much effort
relations could be obtained; however, a more standard procedure is certainly desired.
We suggest that the additional necessary information is implied by the boundary conditions. For example, the boundary
condition w(0, y) = 0 suggests ∂w(0, y)/∂y = 0, ∂2w(0, y)/∂y2 = 0, . . . , ∂nw(0, y)/∂yn = 0. Naturally, these relations
are true at every point along the edge x = 0; however, because we only need 16 additional equations we will apply them at
only a single point. Therefore, we suggest that at the midpoint along each edge the derivatives of boundary conditions, up
to the highest derivative approximated in the problem, should be equated to zero. For the simply-supported plate problem
we will apply the following constraints in addition to the boundary conditions.
∂W (ξ0, η−N)
∂ξ
= ∂
2W (ξ0, η−N)
∂ξ 2
= ∂
3W (ξ0, η−N)
∂ξ 3
= ∂
4W (ξ0, η−N)
∂ξ 4
= 0
∂W (ξ0, ηN)
∂ξ
= ∂
2W (ξ0, ηN)
∂ξ 2
= ∂
3W (ξ0, ηN)
∂ξ 3
= ∂
4W (ξ0, ηN)
∂ξ 4
= 0
∂W (ξN , η0)
∂η
= ∂
2W (ξN , η0)
∂η2
= ∂
3W (ξN , η0)
∂η3
= ∂
4W (ξN , η0)
∂η4
= 0
∂W (ξ−N , η0)
∂η
= ∂
2W (ξ−N , η0)
∂η2
= ∂
3W (ξ−N , η0)
∂η3
= ∂
4W (ξ−N , η0)
∂η4
= 0
∂Myy(ξ0, η−N)
∂ξ
= ∂
2Myy(ξ0, η−N)
∂ξ 2
= ∂Myy(ξ0, ηN)
∂ξ
= ∂
2Myy(ξ0, ηN)
∂ξ 2
= 0
∂Mxx(ξN , η0)
∂η
= ∂
2Mxx(ξN , η0)
∂η2
= ∂Mxx(ξ−N , η0)
∂η
= ∂
2Mxx(ξ−N , η0)
∂η2
= 0.
These additional 24 conditions over-constrain the problem (n2+8n+24 equations and n2+8n+16 unknowns); however,
wemay solve the over-constrained set of equations in the least-squares fashion to determine the global unknown vector {v}.
It is not possible to apply similar equations for Li andWu’s boundary condition approach because there are no Sinc points
along the edges x = 0 and y = 0. Due to this complication, we have only obtained numerical results for our suggested
approach for boundary condition application.
4.1. Discussion of results
SIHD with boundary conditions applied by our suggested approach was used to obtain a numerical solution for bending
of a classical laminated composite plate. We consider a square (a/b = 1), three-layer, 0/90/0 deg composite plate. The
material properties of an AS4-3502 graphite-epoxy composite lamina were used (Table 1). A sinusoidally distributed load
was applied, q(x) = p0 sin (pix/a) sin (piy/b). Our deflection and stress results were normalized in the following manner:
σ¯ij = σijh2/a2p0, σ¯i3 = σ13h/ap0,
σ¯33 = σ33/p0, w¯ = wE2h3/p0a4
with i, j = 1, 2. The in-plane stresses are determined from the constitutive law while the interlaminar stresses are
determined from integration of the three-dimensional elasticity equations of equilibrium. The procedure we employed for
determination of the stresses is outlined in Appendix A.
To examine the accuracy of SIHD, our numerical results were compared against the exact solution for this problem
obtained by the Navier method [16]. Our normalized plate deflection is plotted for N = 20 with mesh size h = α/N
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Fig. 10. Plate deflection and deflection error for α = 1, N = 20.
Fig. 11. Plate deflection and deflection error for α = 3, N = 20.
Fig. 12. Convergence of displacement and stress for increasing number of Sinc points with α = 1, 2, and 3.
and span selected by α = 1 and 3 in Figs. 10 and 11 respectively. The error as a percentage of the exact maximum deflection
is also plotted in Figs. 10 and 11. The figures indicate amaximum deflection error of 0.4% for α = 1 and 6×10−6% for α = 3,
a very accurate numerical solution for the bending problem.
The error, as computed by Eq. (26), is plotted against the parameter N in Fig. 12 while taking the span to be α = 1, 2, and
3. The deflection and stress results indicate α = 1 shows a very slow rate of convergence for all deflection and stresses. The
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Fig. 13. Error v. Sinc span α with N = 20.
error generally remains∼ 1%. However,α = 1 is superior to a larger spanwhen the number of Sinc points is limited (N < 5).
This result is probably resulting from the uniformity of the distribution of Sinc points. For α = 2, themethod converges very
quickly; however, beyond N = 11, adding Sinc points does not improve the error magnitude of our deflections and stresses.
For α = 3, our method converges at a slower rate than for α = 2, but we achieve less error using a large number of Sinc
points.
Fig. 12 further indicates the success of SIHD as a tool for efficiently determining the interlaminar stresses. The transverse
shear stresses (σ13 and σ23) are computed with excellent accuracy <1% error using as few as 9 Sinc points with α = 2 or
3. The transverse normal stress is also very accurately computed. The accuracy of these stresses results from a high level of
accuracy in both the primary variablew(x, y) as well as its derivatives. It should be emphasized that because the method is
an integrated method, the derivatives are accurately computed along with the primary variable. This is a distinct advantage
over the methods used in [18,19].
In Fig. 13, the error is plotted for increasing the span, α, while the number of Sinc points was maintained constant using
N = 20 (41 Sinc points). As with the one-dimensional beam problem we see improving results while increasing α until
about α = 2.6. The results do not improve significantly beyond α = 2.6. In fact, the accuracy deteriorates beyond α = 2.6.
5. Summary and conclusion
In this paper,we examine the use of the SincMethod based on Interpolation of Highest Derivative (SIHD) [14] for one- and
two-dimensional static structural mechanics problems in which the interlaminar stresses are desired. For these problems,
we compare numerical results using SIHD with the exact solution for the boundary value problem, including through-the-
thickness interlaminar stresses determined by integration of the equilibrium equations of 3D elasticity. We review Li and
Wu’s SIHD and present an alternative method for applying the boundary conditions. We compare numerical results using
Li andWu’s SIHD with our approach for application of the boundary conditions for static bending of a laminated composite
Timoshenko beam and for static bending of a classical composite laminated plate. Our numerical results show that SIHD
with our suggested boundary condition approach provides good accuracy relatively independent of the selection of the Sinc
mesh size. By specifying the span rather than themesh size, the user has some freedom to control the Sinc point distribution.
Our numerical results indicate very accurate deflection, rotation, and stresses, including transverse shear stress obtained by
integration of the equilibrium equations of 3D elasticity. Our approach obtains significantly less error at small Sinc span
than Li and Wu’s approach and also compares well when the span is larger. Our results indicate that the accuracy of both
methods increases with increasing span. However, with increasing span the Sinc points are increasingly biased toward the
ends. We note that such a bias could be a disadvantage when more Sinc points are desired in the middle of the domain.
We also apply SIHD for analyzing bending of a simply-supported, classical, laminated composite plate. This two-
dimensional example shows that obtaining equal equations as unknowns is not trivial using Li and Wu’s approach. We
suggest a more standard procedure for applying the additional necessary equations. We obtain an over-constrained linear
system that may be solved in the least-squares fashion. Our numerical results for SIHD with our suggested boundary
condition approach indicate that the deflection and stresses may be computed very accurately, relatively independent of
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Fig. 14. Geometry of laminated composite plate.
the selection of the Sinc mesh size. The results indicate SIHD is easily implemented, provides good accuracy, and has good
convergence behavior.
Both the Timoshenko beam and the classical laminated plate illustrate the success of SIHD as a tool for computation
of interlaminar stresses by integration of the equilibrium equations of 3D elasticity. Moreover, we emphasize the success
and ease with which SIHD obtains accurate higher-order derivatives necessary for computation of the interlaminar stresses.
While doing so, we must clarify that the stress accuracy was measured against stresses obtained from the exact solution of
the boundary value problems. Comparison of these stresses with the exact elasticity solution is left for our next paper.
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Appendix A. Interlaminar stress computation
The interlaminar stresses may be computed from the equilibrium equation of 3D elasticity. The equilibrium equations,
neglecting the effects of in-plane stresses on the z-direction equilibrium and with no body forces, are given as:
0 = σij,j
with the repeated index implying summation and the subscripted comma implying differentiation with respect to the
coordinate axis indicated, (1 — x-axis, 2 — y-axis, 3 — z-axis, σ11,1 = ∂σ11/∂x).
We consider a n-layer laminated composite plate whose geometry may be seen in Fig. 14. The equilibrium equations of
3D elasticity are integrated through the thickness of each orthotropic layer to obtain the interlaminar stresses for each layer
(zk ≤ z ≤ zk+1).
σ
(k)
13 = −
∫ z
zk
(
∂σ11
∂x
+ ∂σ12
∂y
)
dz + G(k) (29)
σ
(k)
23 = −
∫ z
zk
(
∂σ12
∂x
+ ∂σ22
∂y
)
dz + F (k) (30)
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σ
(k)
33 = −
∫ z
zk
(
∂σ13
∂x
+ ∂σ23
∂y
)
dz + H(k). (31)
Note that G(k), F (k), and H(k) are functions of x and y that may be determined from traction equilibrium between the layer
boundaries.
For symmetric laminated plates, we may assume a strain consistent with CLPT and FSDT of the form:
{11, 22, γ12}T = {(1)}z =
{

(1)
11 (x, y), 
(1)
22 (x, y), γ
(1)
12 (x, y)
}T
z. (32)
Each laminate layer is orthotropic. Therefore, we may write the constitutive law in the form, σi = Q¯ (k)ij j, employing
the Voigt notation ({11, 22, 33, γ23, γ13, γ12} = {1, 2, 3, 4, 5, 6} and {σ11, σ22, σ33, σ23, σ13, σ12} =
{σ1, σ2, σ3, σ4, σ5, σ6}). Here Q¯ (k)ij is the plane stress-reduced stiffness matrix for the kth laminate layer in the global
(x, y, z) coordinate system.We substitute our stress–strain relations and our assumed strain into Eqs. (29)–(31) and perform
the integration to obtain the interlaminar stresses. We thus write the interlaminar stresses within the kth orthotropic
laminate layer by:
σ
(k)
13 (x, y, z) = σ13(x, y, zk)−
1
2
Q¯1j
(1)
j,1 (z
2 − z2k )−
1
2
Q¯6j
(1)
j,2 (z
2 − z2k ) (33)
σ
(k)
23 (x, y, z) = σ23(x, y, zk)−
1
2
Q¯2j
(1)
j,2 (z
2 − z2k )−
1
2
Q¯6j
(1)
j,1 (z
2 − z2k ) (34)
σ
(k)
33 (x, y, z) = σ33(x, y, zk)− σ23,2(x, y, zk)(z − zk)− σ13,1(x, y, zk)(z − zk)+
1
6
Q¯2j
(1)
j,22z
3
− 1
2
Q¯2j
(1)
j,22zz
2
k +
1
3
Q¯2j
(1)
j,22z
3
k +
1
3
Q¯6j
(1)
j,12z
3 − Q¯6j(1)j,12zz2k +
2
3
Q¯6j
(1)
j,12z
3
k
+ 1
6
Q¯1j
(1)
j,11z
3 − 1
2
Q¯1j
(1)
j,11z
2
k z +
1
3
Q¯1j
(1)
j,11z
3
k (35)
where (0)j are functions of x and y and j may take 1, 2, or 6. We compute the terms σα3(x, y, zk), σα3,α(x, y, zk), and
σ33(x, y, zk) with α = 1, 2 for the k = 1 laminate layer assuming the bottom surface is stress free (σα3(x, y, z1) =
σα3,α(x, y, z1) = σ33(x, y, z1) = 0). For k > 1 we equate the tractions between layers (σα3(x, y, zk) = σα3(x, y, zk−1),
σ33(x, y, zk) = σ33(x, y, zk−1)). This condition implies the in-plane derivatives of stress are also equal across the layer
boundary (σα3,α(x, y, zk) = σα3,α(x, y, zk−1)).
For a symmetric classical laminated plate the strain vector at (x, y, z) is computed from Eq. (32) with:{
(1)
} = {−∂2w(x, y)/∂x2, −∂2w(x, y)/∂y2, −∂2w(x, y)/∂x∂y}T .
For the Timoshenko Beam, the strain is computed differently. The moments are defined by:
Mαβ =
∫ h/2
−h/2
σαβ z dz (36)
where α, β may take the values of 1 or 2.Wemay relate themoments to the strains by substituting the constitutive law into
Eq. (36) and performing the integration on a layer-by-layer basis. Accordingly, the moments are related to the strains by:
{M11, M22, M12}T = {M} = [D]
{
(1)
}
(37)
or by the inverse relation:{
(1)
} = [D]−1 {M} = [D∗] {M} (38)
with the bending stiffnesses defined by:
[D] =
n∑
k=1
∫ zk+1
zk
Q¯
(k)
11 Q¯
(k)
12 Q¯
(k)
16
Q¯ (k)12 Q¯
(k)
22 Q¯
(k)
26
Q¯ (k)16 Q¯
(k)
26 Q¯
(k)
66
 z2dz.
We assume that the moments M22 and M12 vanish because the beam is thin. Accordingly, the stiffnesses [D] are reduced
to eliminate the nonzero strain components (1)22 and 
(1)
12 by setting M22 and M12 to zero in Eq. (38). We solve for M11 and
obtain the reduced moment–strain relation to be:
M11 = 1/D∗11(1)11 . (39)
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For a symmetric laminated Timoshenko beam the displacement field is assumed to be:
U(x, z) = φx(x)z
W (x, z) = w(x).
Therefore, the longitudinal strain is (1)11 = dφx/dx. To determine the complete in-plane strains and strain derivatives,
the following procedure is used. The moment M11 is determined from the longitudinal strain by Eq. (39). The inverse
moment–strain relation, Eq. (38), is used to determine the complete in-plane strains {(1)} = {(1)11 , (1)22 , (1)12 }T. Finally, the
constitutive law is evaluated to determine the through-thickness in-plane stress distribution on a layer-by-layer basis, and
the interlaminar stress equations, Eqs. (33)–(35), are used to evaluate the transverse shear and transverse normal stresses.
It must be noted that the interlaminar stress equations necessitate second derivatives of in-plane strain. For the
symmetric classical laminated plate that is:
{(1)},11 = {−∂4w/∂x4, −∂4w/∂y2∂x2, −∂4w/∂x3∂y}T
{(1)},12 = {−∂4w/∂x3∂y, −∂4w/∂y3∂x, −∂4w/∂x2∂y2}T
{(1)},22 = {−∂4w/∂x2∂y2, −∂4w/∂y4, −∂4w/∂x∂y3}T.
Because our Sinc approximation for the plate is ∂8w/∂x4∂y4, all of these terms are determined from our global unknown
vector according to the list given in Appendix B.
For the Timoshenko beam, we need rotation derivatives up to the third order ((1)11,11 = φ′′′x (x)). However, our original ap-
proximation is only forφ′′x (x). The additional derivativemay be found from the analytic derivative of the governing equation.
Our governing equations are true for 0 ≤ x ≤ L, thus by differentiating Eq. (16) and with some simplification, we obtain:
EbxxIyy
d3φx
dx3
− q(x) = 0.
Therefore, d3φx/dx3 may be easily obtained at each Sinc point, and the interlaminar stress equations may be evaluated with
little additional computational effort.
Appendix B. Lower derivatives by integration in 2D analysis
For the two-dimensional plate problem, the Sinc serieswithDE transformation is used to approximate ∂8W (ξ , η)/∂ξ 4∂η4:
∂8W (ξ , η)
∂ξ 4∂η4
=
N∑
i=−N
N∑
j=−N
S(i, h)(φ(ξ))S(j, h)(φ(η))∂8W (ξi, ηj)/∂ξ 4∂η4. (40)
The lower derivative and unknown function are found by integration of Eq. (40). Accordingly, we may write:
∂7W (ξ , η)
∂ξ 3∂η4
=
∫ [ N∑
i=−N
N∑
j=−N
S(i, h)(φ(ξ))S(j, h)(φ(η))∂8W (ξi, ηj)/∂ξ 4∂η4
]
dξ + C1. (41)
Naturally, the indefinite integration differs by only a ‘‘constant of integration’’ from the computed lower derivative. Because
Eq. (40) is two-dimensional, the ‘‘constant of integration’’ is a function of the other independent variable. In this case, our
constant C1(η)will be interpolated by a Sinc series of the form:
C1(η) =
N∑
j=−N
S(j, h)(φ(η))
∂7W (0, ηj)
∂ξ 3∂η4
. (42)
We will perform the integration according to the numerical techniques of Muhammad and Mori [24], detailed in Eqs.
(12) and (14). Accordingly, we obtain ∂7W (ξi, ηj)/∂ξ 3∂η4 to be:
∂7W (ξi, ηj)
∂ξ 3∂η4
= kikδjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δjl ∂
7W (0, ηl)
∂ξ 3∂η4
where kij is given in Eq. (13) and δij is the Kronecker delta for all i, j = −N, . . . ,N , and with repeated index implying
summation from−N to N . In the same way, we obtain:
∂7W (ξi, ηj)
∂ξ 4∂η3
= δikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δik ∂
7W (ξk, 0)
∂ξ 4∂η3
.
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To obtain the derivative ∂6W (ξ , η)/∂ξ 3∂η3, we consider indefinite integration of Eq. (41). Integrating with respect to η,
we write:
∂6W (ξ , η)
∂ξ 3∂η3
=
∫ {∫ [ N∑
i=−N
N∑
j=−N
S(i, h)(φ(ξ))S(j, h)(φ(η))∂8W (ξi, ηj)/∂ξ 4∂η4
]
dξ
}
dη
+
∫
C1(η)dη + C˜2(ξ)+ C3. (43)
Naturally, we may have just as easily chosen to integrate first with respect to η then with respect to ξ . As such, we would
have obtained:
∂6W (ξ , η)
∂ξ 3∂η3
=
∫ {∫ [ N∑
i=−N
N∑
j=−N
S(i, h)(φ(ξ))S(j, h)(φ(η))∂8W (ξi, ηj)/∂ξ 4∂η4
]
dη
}
dξ
+
∫
C2(ξ)dξ + C˜1(η)+ C3 (44)
and taken C2(ξ) to be:
C2(ξ) =
N∑
i=−N
S(i, h)(φ(ξ))
∂7W (ξi, 0)
∂ξ 4∂η3
.
Because ∂6W (ξ , η)/∂ξ 3∂η3 must be independent of the integration order, we may write:∫
C1(η)dη = C˜1(η)∫
C2(ξ)dξ = C˜2(ξ)
and take C3 = ∂6W (0, 0)/∂ξ 3∂η3. Once again, we perform the integration according to the numerical techniques of
Muhammad and Mori [24], detailed in Eqs. (12) and (14). Accordingly, we obtain ∂6W (ξi, ηj)/∂ξ 3∂η3 to be:
∂6W (ξi, ηj)
∂ξ 3∂η3
= kikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ kjl ∂
7W (0, ηl)
∂ξ 3∂η4
+ kik ∂
7W (ξk, 0)
∂ξ 4∂η3
+ ∂
6W (0, 0)
∂ξ 3∂η3
.
The complete list of lower derivatives may be obtained without additional complication. We provide the remaining
derivatives below.
∂6W (ξi, ηj)
∂ξ 4∂η2
= δikgjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δik ∂
7W (ξk, 0)
∂ξ 4∂η3
ηj + δik ∂
6W (ξk, 0)
∂ξ 4∂η2
∂6W (ξi, ηj)
∂ξ 2∂η4
= gikδjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξi + δjl ∂
6W (0, ηl)
∂ξ 2∂η4
∂5W (ξi, ηj)
∂ξ 4∂η
= δikfjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δik ∂
7W (ξk, 0)
∂ξ 4∂η3
η2j
2
+ δik ∂
6W (ξk, 0)
∂ξ 4∂η2
ηj + δik ∂
5W (ξk, 0)
∂ξ 4∂η
∂5W (ξi, ηj)
∂ξ 3∂η2
= kikgjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ gjl ∂
7W (0, ηl)
∂ξ 3∂η4
+ kik ∂
7W (ξk, 0)
∂ξ 4∂η3
ηj + kik ∂
6W (ξk, 0)
∂ξ 4∂η2
+ ∂
6W (0, 0)
∂ξ 3∂η3
ηj + ∂
5W (0, 0)
∂ξ 3∂η2
∂5W (ξi, ηj)
∂ξ 2∂η3
= gikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ kjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξi + gik ∂
7W (ξk, 0)
∂ξ 4∂η3
+ kjl ∂
6W (0, ηl)
∂ξ 2∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξi + ∂
5W (0, 0)
∂ξ 2∂η3
∂5W (ξi, ηj)
∂ξ∂η4
= fikδjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 2i
2
+ δjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξi + δjl ∂
5W (0, ηl)
∂ξ∂η4
∂4W (ξi, ηj)
∂ξ 4
= δikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ δik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ δik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj + δik ∂
4W (ξk, 0)
∂ξ 4
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∂4W (ξi, ηj)
∂ξ 3∂η
= kikfjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ fjl ∂
7W (0, ηl)
∂ξ 3∂η4
+ kik ∂
7W (ξk, 0)
∂ξ 4∂η3
η2j
2
+ kik ∂
6W (ξk, 0)
∂ξ 4∂η2
ηj
+ kik ∂
5W (ξk, 0)
∂ξ 4∂η
+ ∂
6W (0, 0)
∂ξ 3∂η3
η2j
2
+ ∂
5W (0, 0)
∂ξ 3∂η2
ηj + ∂
4W (0, 0)
∂ξ 3∂η
∂4W (ξi, ηj)
∂ξ 2∂η2
= gikgjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ gjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξi + gik ∂
7W (ξk, 0)
∂ξ 4∂η3
ηj + gjl ∂
6W (0, ηl)
∂ξ 2∂η4
+ gik ∂
6W (ξk, 0)
∂ξ 4∂η2
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξiηj + ∂
5W (0, 0)
∂ξ 2∂η3
ηj + ∂
5W (0, 0)
∂ξ 3∂η2
ξi + ∂
4W (0, 0)
∂ξ 2∂η2
∂4W (ξi, ηj)
∂ξ∂η3
= fikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ kjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 2i
2
+ fik ∂
7W (ξk, 0)
∂ξ 4∂η3
+ kjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξi + kjl ∂
5W (0, ηl)
∂ξ∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 2i
2
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξi + ∂
4W (0, 0)
∂ξ∂η3
∂4W (ξi, ηj)
∂η4
= eikδjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ δjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ δjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ δjl ∂
5W (0, ηl)
∂ξ∂η4
ξi + δjl ∂
4W (0, ηl)
∂η4
∂3W (ξi, ηj)
∂ξ 3
= kikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ ejl ∂
7W (0, ηl)
∂ξ 3∂η4
+ kik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ kik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ kik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj
+ kik ∂
4W (ξk, 0)
∂ξ 4
+ ∂
6W (0, 0)
∂ξ 3∂η3
η3j
6
+ ∂
5W (0, 0)
∂ξ 3∂η2
η2j
2
+ ∂
4W (0, 0)
∂ξ 3∂η
ηj + ∂
3W (0, 0)
∂ξ 3
∂3W (ξi, ηj)
∂ξ 2∂η
= gikfjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ fjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξi + gik ∂
7W (ξk, 0)
∂ξ 4∂η3
η2j
2
+ fjl ∂
6W (0, ηl)
∂ξ 2∂η4
+ gik ∂
6W (ξk, 0)
∂ξ 4∂η2
ηj
+ gik ∂
5W (ξk, 0)
∂ξ 4∂η
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξiη
2
j
2
+ ∂
5W (0, 0)
∂ξ 2∂η3
η2j
2
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξiηj + ∂
4W (0, 0)
∂ξ 2∂η2
ηj + ∂
4W (0, 0)
∂ξ 3∂η
ξi + ∂
3W (0, 0)
∂ξ 2∂η
∂3W (ξi, ηj)
∂ξ∂η2
= fikgjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ gjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 2i
2
+ fik ∂
7W (ξk, 0)
∂ξ 4∂η3
ηj + gjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξi
+ fik ∂
6W (ξk, 0)
∂ξ 4∂η2
+ gjl ∂
5W (0, ηl)
∂ξ∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 2i ηj
2
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξiηj
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 2i
2
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξi + ∂
4W (0, 0)
∂ξ∂η3
ηj + ∂
3W (0, 0)
∂ξ∂η2
∂3W (ξi, ηj)
∂η3
= eikkjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ kjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ eik ∂
7W (ξk, 0)
∂ξ 4∂η3
+ kjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ kjl ∂
5W (0, ηl)
∂ξ∂η4
ξi
+ kjl ∂
4W (0, ηl)
∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 3i
6
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξ 2i
2
+ ∂
4W (0, 0)
∂ξ∂η3
ξi + ∂
3W (0, 0)
∂η3
∂2W (ξi, ηj)
∂ξ 2
= gikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ ejl ∂
7W (0, ηl)
∂ξ 3∂η4
ξi + gik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ ejl ∂
6W (0, ηl)
∂ξ 2∂η4
+ gik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ gik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj + gik ∂
4W (ξk, 0)
∂ξ 4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξiη
3
j
6
+ ∂
5W (0, 0)
∂ξ 2∂η3
η3j
6
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξiη
2
j
2
+ ∂
4W (0, 0)
∂ξ 2∂η2
η2j
2
+ ∂
4W (0, 0)
∂ξ 3∂η
ξiηj
+ ∂
3W (0, 0)
∂ξ 2∂η
ηj + ∂
3W (0, 0)
∂ξ 3
ξi + ∂
2W (0, 0)
∂ξ 2
∂2W (ξi, ηj)
∂ξ∂η
= fikfjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ fjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 2i
2
+ fik ∂
7W (ξk, 0)
∂ξ 4∂η3
η2j
2
+ fjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξi
+ fik ∂
6W (ξk, 0)
∂ξ 4∂η2
ηj + fjl ∂
5W (0, ηl)
∂ξ∂η4
+ fik ∂
5W (ξk, 0)
∂ξ 4∂η
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 2i η
2
j
4
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξiη
2
j
2
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 2i ηj
2
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξiηj + ∂
4W (0, 0)
∂ξ∂η3
η2j
2
+ ∂
4W (0, 0)
∂ξ 3∂η
ξ 2i
2
+ ∂
3W (0, 0)
∂ξ 2∂η
ξi + ∂
3W (0, 0)
∂ξ∂η2
ηj + ∂
2W (0, 0)
∂ξ∂η
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∂2W (ξi, ηj)
∂η2
= eikgjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ gjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ eik ∂
7W (ξk, 0)
∂ξ 4∂η3
ηj + gjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ eik ∂
6W (ξk, 0)
∂ξ 4∂η2
+ gjl ∂
5W (0, ηl)
∂ξ∂η4
ξi + gjl ∂
4W (0, ηl)
∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 3i ηj
6
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξ 2i ηj
2
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 3i
6
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξ 2i
2
+ ∂
4W (0, 0)
∂ξ∂η3
ξiηj
+ ∂
3W (0, 0)
∂ξ∂η2
ξi + ∂
3W (0, 0)
∂η3
ηj + ∂
2W (0, 0)
∂η2
∂W (ξi, ηj)
∂ξ
= fikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ ejl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 2i
2
+ fik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ ejl ∂
6W (0, ηl)
∂ξ 2∂η4
ξi
+ fik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ ejl ∂
5W (0, ηl)
∂ξ∂η4
+ fik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj + fik ∂
4W (ξk, 0)
∂ξ 4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 2i η
3
j
12
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξiη
3
j
6
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 2i η
2
j
4
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξiη
2
j
2
+ ∂
4W (0, 0)
∂ξ∂η3
η3j
6
+ ∂
4W (0, 0)
∂ξ 3∂η
ξ 2i ηj
2
+ ∂
3W (0, 0)
∂ξ 2∂η
ξiηj + ∂
3W (0, 0)
∂ξ∂η2
η2j
2
+ ∂
3W (0, 0)
∂ξ 3
ξ 2i
2
+ ∂
2W (0, 0)
∂ξ 2
ξi + ∂
2W (0, 0)
∂ξ∂η
ηj + ∂W (0, 0)
∂ξ
∂W (ξi, ηj)
∂η
= eikfjl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ fjl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ eik ∂
7W (ξk, 0)
∂ξ 4∂η3
η2j
2
+ fjl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ eik ∂
6W (ξk, 0)
∂ξ 4∂η2
ηj + fjl ∂
5W (0, ηl)
∂ξ∂η4
ξi + eik ∂
5W (ξk, 0)
∂ξ 4∂η
+ fjl ∂
4W (0, ηl)
∂η4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 3i η
2
j
12
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξ 2i η
2
j
4
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 3i ηj
6
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξ 2i ηj
2
+ ∂
4W (0, 0)
∂ξ∂η3
ξiη
2
j
2
+ ∂
4W (0, 0)
∂ξ 3∂η
ξ 3i
6
+ ∂
3W (0, 0)
∂ξ 2∂η
ξ 2i
2
+ ∂
3W (0, 0)
∂ξ∂η2
ξiηj
+ ∂
3W (0, 0)
∂η3
η2j
2
+ ∂
2W (0, 0)
∂η2
ηj + ∂
2W (0, 0)
∂ξ∂η
ξi + ∂W (0, 0)
∂η
W (ξi, ηj) = eikejl ∂
8W (ξk, ηl)
∂ξ 4∂η4
+ ejl ∂
7W (0, ηl)
∂ξ 3∂η4
ξ 3i
6
+ eik ∂
7W (ξk, 0)
∂ξ 4∂η3
η3j
6
+ ejl ∂
6W (0, ηl)
∂ξ 2∂η4
ξ 2i
2
+ eik ∂
6W (ξk, 0)
∂ξ 4∂η2
η2j
2
+ ejl ∂
5W (0, ηl)
∂ξ∂η4
ξi + eik ∂
5W (ξk, 0)
∂ξ 4∂η
ηj + ejl ∂
4W (0, ηl)
∂η4
+ eik ∂
4W (ξk, 0)
∂ξ 4
+ ∂
6W (0, 0)
∂ξ 3∂η3
ξ 3i η
3
j
36
+ ∂
5W (0, 0)
∂ξ 2∂η3
ξ 2i η
3
j
12
+ ∂
5W (0, 0)
∂ξ 3∂η2
ξ 3i η
2
j
12
+ ∂
4W (0, 0)
∂ξ 2∂η2
ξ 2i η
2
j
4
+ ∂
4W (0, 0)
∂ξ∂η3
ξiη
3
j
6
+ ∂
4W (0, 0)
∂ξ 3∂η
ξ 3i ηj
6
+ ∂
3W (0, 0)
∂ξ 2∂η
ξ 2i ηj
2
+ ∂
3W (0, 0)
∂ξ∂η2
ξiη
2
j
2
+ ∂
3W (0, 0)
∂η3
η3j
6
+ ∂
3W (0, 0)
∂ξ 3
ξ 3i
6
+ ∂
2W (0, 0)
∂ξ 2
ξ 2i
2
+ ∂
2W (0, 0)
∂η2
η2j
2
+ ∂
2W (0, 0)
∂ξ∂η
ξiηj + ∂W (0, 0)
∂ξ
ξi + ∂W (0, 0)
∂η
ηj +W (0, 0).
If our interest is only in the Sinc points, kij is given by Eq. (13), gij = kilklj, fij = kilklmkmj, eij = kilklmkmnknj, δij is the
Kronecker delta for all i, j = −N, . . . ,N , and with repeated index implying summation from−N to N .
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