ABSTRACT This work is concerned with the issue of admissibility for singular fractional order systems (FOS) with the fractional order 1 ≤ α < 2. Firstly, an admissibility equivalence theorem is presented to establish a bridge between singular FOS and corresponding integer order systems. Then, an alternative necessary and sufficient condition for singular FOS different from existing results is developed. In this new criterion, singular matrix E is included in matrix inequality, which can better deal with the issue of stabilization for singular systems with uncertainty matrix E. Moreover, generalized Lyapunov equation of singular FOS is established, which is equivalent to the proposed alternative admissibility criterion. Finally, two numerical examples are presented to illustrate the effectiveness of main results in this paper.
I. INTRODUCTION
Fractional order systems have been of interest in the control field since they are more effective to describe the dynamic behavior of physical systems [1] . For fractional order systems, many research results have emerged. Matignon [2] proposes Matignon's stability theorem to judge the stability of FOS with order 0 < α < 2, however it is difficult to use it to design stabilization controller. Li et al. [3] give the definition of Mittag-Leffler stability and propose the fractional Lyapunov direct method. The stability conditions based LMI for FOS with order 0 < α < 1 and 1 ≤ α < 2 are developed in [4] - [6] and [7] - [9] , respectively. Moreover, the study of FOS has been applied to state estimation [10] - [12] , robust control [13] - [16] , fuzzy control [17] - [19] , sliding mode control [20] , [21] , and so on.
Descriptor systems, also called singular differential systems, have two main characteristics different from normal systems: regularity and existence of impulsive modes (or poles at infinity). Singular systems are widely applied in different fields of engineering systems [22] , [23] . During the past two decades, the stability, regularity and impulse-freeness of singular systems have attracted much attention [24] . The number of research outcomes regarding
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the theoretical studies and engineering applications of singular systems has been increasing. The issues of admissibility for singular FOS with order 0 < α < 1 and 1 ≤ α < 2 are investigated in [25] - [27] , respectively. Besides, output feedback control, robust chaos suppression and synchronization, rectangular singular FOS has also been deeply studied in [28] - [33] .
Lyapunov stability theorem is an effective way to judge system stability, including Lyapunov first method and Lyapunov second method. Lyapunov second method provides a way to analyze the stability of a system without solving state equation. Based on this method, Li et al. [34] and Baleanu et al. [35] consider Lyapunov direct theorem for FOS without and with delay, respectively. Lewis [36] , [37] and Takaba et al. [38] propose two different forms of the generalized Lyapunov theorem of singular systems respectively. Ishihara and Terra [39] point out some inadequacy of the generalized Lyapunov theorem in [37] and make a revision. From the above discussion, we can see that many results of generalized Lyapunov equation for integer order systems have appeared. But, there are relatively few results for fractional order systems.
Based on the above discussion, in this paper, the admissibility of singular FOS is considered. Its contributions are highlighted as follows.
• An admissibility equivalence theorem for fractional order systems (FOS) and corresponding integer order systems are VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ presented, which establishes a bridge between fractional order systems and integer order systems.
• A new necessary and sufficient condition for singular FOS is developed. Since the singular matrix E is involved in liner matrix inequality, the new theorem can effectively deal with the admissibility of singular FOS with uncertain matrix E in the future work.
• Generalized Lyapunov equation of singular FOS is established, which can be regarded as the extension of the generalized Lyapunov theorem for integer order systems. This paper is organized as following: Section 2 introduces some existing results and a new equivalence theorem, which provides a link between integer order singular system and fractional ones. Section 3 presents a new admissibility theorems of singular FOS. Section 4 generalized Lyapunov equation is established to study the admissibility of singular FOS. Section 5 given two examples to illustrate the effectiveness of main results. Sections 6 and 7 are conclusion and appendix, respectively.
II. PRELIMINARIES AND PROBLEM FORMULATION
Throughout this paper, R n denotes real n−dimensional space. R m×n is the real matrix space with dimension m × n. X < 0 and X > 0 are negative and positive define matrices, respectively. A T and A −1 denote the transpose of matrix A and inverse of matrix A, respectively. sym(X ) is used to denote X + X T . Re(x) denotes the real part of complex number x. sym(X ) is used to denote X + X T , spec(E, A) is the spec(E, A) is the spectrum (set of all roots) of det(sE − A) = 0. arg(z) is the argument of a complex number z. α denotes 
Kronecker product possesses the following properties.
In the sequel, consider the following unforced singular fractional order system
where x(t) ∈ R n is the state vector, A ∈ R n×n is the system matrix, E ∈ R n×n and rank (E) = r < n. α ∈ [1, 2] and D α is the Caputo type fractional derivative operator of order α defined as (ii) System (1) is impulse-free if
(iii) System (1) is stable if
where spec(E, A) is the spectrum. For the sake of simplicity, spec(A) = spec(I , A) is the spectrum for fractional order normal systems.
(iv) System (1) is admissible if it is regular, impulse-free and stable.
The following lemma gives an equivalent condition of regularity for system (1) .
Lemma 4 ([42]):
System (1) is regular if and only if there exist two nonsingular matrices G ∈ R n×n and H ∈ R n×n such that
where N n−r is a nilpotent matrix. Assuming that system (1) is regular, the following lemma can be presented. Lemma 5 ([25] ): If there exist two nonsingular matrices G ∈ R n×n and H ∈ R n×n such that (2) hold, it follows that (i) System (1) is impulse-free if and only if N n−r = 0.
(ii) System (1) is stable if and only if
(iii) System (1) is admissible if and only if N n−r = 0 and
When the regularity of system (1) is not known. It is always possible to choose two nonsingular matrices G and H such that
For the above decomposition, we have the following result. (1) is impulse-free if and only if A 4 is nonsingular.
Lemma 6 ([25]): (i) System
(ii) System (1) is admissible if and only if A 4 is nonsingular and
Next, according Theorem 2 of [27] , the admissibility condition of System (1) is presented in the following lemma.
Lemma 7 ([27]):
System (1) is admissible if and only if there exists a matrix P ∈ R n×n satisfying
Lemma 8 
III. MAIN RESULTS
In this section, the admissibility of singular fractional order system is studied. In order to obtain the main results, we first present the following theorem, which provides a link between admissibility of singular integer order systems and singular fractional order systems. Theorem 9: System (1) is admissible if and only if the following singular integer order system
is admissible. Proof (Necessity): Suppose system (1) is admissible, according to Lemma 7, there exists a matrix P ∈ R n×n satisfying
Rewriting (8) as
In addition, it is easy to obtain that (7) is equivalent to
By using Lemma 7, it follows that system (6) is admissible.
(Sufficiency) For system (1), it is easy to choose two arbitrary nonsingular matrices G and H satisfying (3). Then, setting
we can get that
Suppose that singular integer order system
is admissible, from Lemma 6, it follows that
Next, we prove in two steps that system (1) is admissible.
Step 1: According the definition of Kronecker product, we have
Since α ⊗ A 4 is nonsingular, consider the (1,1) sub-block of the matrix of the right part in (14) , it is easy to get that A 4 is nonsingular. Therefore, system (1) is regular and impulse-free.
Step 2: According Property 2 and (13), it follows that
Assume that there exists a nonsingular matrix T ∈ C n×n such that
where J is Jordan form, λ i are the eigenvalues
Then, pre-and post-multiplying I 2 ⊗ T −1 and I 2 ⊗ T by matrix
It follows from basic calculations that the eigenvalues of α ⊗ J i are λ i (a ± bj). Thus, the eigenvalues of
are λ i (a ± bj), i = 1, 2, . . . , k, which can also be written as λ i exp(j(α − 1)
Thus, we have
According Lemma 6, it follows that system (1) is admissible. This completes the proof. Now we are ready to state the main results. Theorem 10: Assume there does not exist generalized eigenvalue of matrix pairs (E, A) on lines y = ±tan( πα 2 )x, x < 0, then singular FOS (1) with 1 ≤ α < 2 is admissible if and only if there exist a matrix P ∈ R n×n such that
Proof (Necessity): Suppose system (1) is admissible, it is easy to choose two nonsingular matrix G, H ∈ R n×n satisfying
By using Lemma 5, we can obtain
Considering Lemma 7, there exists a matrix P 11 ∈ R r×r > 0 such that
It is easy to see that
Rewrite (21) as and its transpose, respectively, we get that
Let
Equ. (23) is rewritten as
Substituting
into (24), the following inequality can be obtain
Pre-and post-multiplying (25) by matrix I 2 ⊗ H −T and its transpose, respectively, we have that
Let P = G T A 11 0 0 I T PH −1 , then (26) can be rewritten
Next,
Thus, we have P T A = A T P > 0.
(Sufficiency) Assume that there exists a matrices P ∈ R n×n such that (16) and (17) are satisfied. Under this condition, we first show that the matrix A is nonsingular. From (17), we have
By Lemma 8, there exists scalar σ > 0 such that
Pre-and post-multiplying (28) by matrix
and its transpose, respectively, where s is a complex number, it follows that
When Re(s) > 0, considering (16), (28)- (30), it is easy to see that
Noting there do not exist generalized eigenvalues of matrix pairs (E, A) on lines y = ±tan( πα 2 )x, x < 0, thus, there do not exist generalized eigenvalues of matrix pairs (I 2 ⊗ E, α ⊗ A) on the imaginary axis. Then, system
is regular and stable. Next, applying Lemma 4, there exist two nonsingular matrices G and H with appropriate dimension such that
Substituting the above decomposition into (17), we obtain 
where
Equ. (32) can be rewritten as
Then, the 2-2 block in (33) gives
We have known that matrix N is Jordan canonical form. Therefore, without loss of generality, suppose that
where * represents the entries that are not relevant in the following discussion. Then, rewriting (34) with the hypothesis in (35) on the matrix N , we observe that 12 < 0, which contradicts inequality (34) . Thus, (34) holds only if N = 0, that is, (I 2 ⊗ E, α ⊗ A) is impulse-free. Therefore, according to Definition 3, system
is admissible. Then, applying Theorem 9, system (1) is admissible. This completes the proof. Remark 11: Theorem 10 is a new admissibility condition for singular FOS and differents from Lemma 7. In Theorem 10, we can find that the singular matrix E is placed in inequality (17) . Therefore, Theorem 10 can effectively deal with the singular FOS with uncertain matrix E.
Based on Theorem 10, we give the following corollary. 
Proof (Necessity): According to Theorem 10, system (1) is admissible if and only if there exists a matrix P ∈ R n×n such that
Considering inequality (38) , it is easy to see that A is nonsingular. Let 0 < W = A T P, (39) can be rewritten as
Pre-and post-multiplying (40) by matrix I 2 ⊗ (AW −1 ) and its transpose, respectively, (40) is equivalent to the following inequality,
(Sufficiency) If matrix A is nonsingular and there exists a positive definite matrix Q ∈ R n×n such that (37) holds. Then, according to the inverse process of the above necessity proof, the sufficiency of the theorem can be proved. This completes the proof.
IV. FURTHER DISCUSSION
In the section, we present a necessary and sufficient condition of admissible for system (1) in terms of generalized Lyapunov equation. In order to present the generalized Lyapunov equation of system (1), we present the following useful lemma.
Lemma 13: When E = I , system (1) is asymptotically stable if and only if there exist matrices P ∈ R n×n > 0 and
Proof (Necessity): When E = I , we suppose that system (1) is asymptotically stable. By using Lemma 7, it is easy to see that there exist a positive definite matrix P ∈ R n×n such that sym{ α ⊗ (AP)} < 0.
Rewrite the above inequality, we can obtain
Consider the left of (44), there exist matrix
It is easy to see that (45) equivalent to (43) .
(Sufficiency) Sufficiency is obvious, and it is thus omitted. This completes the proof. Now we present the following theorem in terms of generalized Lyapunov equation.
Theorem 14: Suppose that (E, A) is regular, then system (1) is admissible if and only if there exist semi-positive definite matrix P ∈ R n×n , and X , Y ∈ R n× n such that (42) hold, and
In fact, Theorem 14 and Corollary 12 are equivalent. Thus, we put the proof in the appendix. Example 16: Consider system (1) with the following parameter matrices
It is easy to verify that the above system is stable because all of its roots satisfy |arg(spec(A)| > Fig. 1. From Fig. 1 , we can see that state trajectories converge to 0 in about 0.5 second. Therefore, the FOS in Example 16 is stable.
Example 17: Consider system (1) with the following parameter matrices
It is easy to verify that the above system is stable because all of its roots satisfy |arg(spec(E, A)| > 
VI. CONCLUSION
In this paper, an novel admissibility criterion i.e. Theorem 10 is proposed. The main difference between our result and existing results reflects in that the singular matrix E is embodied in Equ. (17) , which will pave the way for the stabilization of singular FOS with singular matrix uncertainty. An equivalence theorem of the admissibility for fractional order and integer order is presented to analyse the admissibility from a different aspect. By borrowing the method in [39] , the generalized Lyapunov equation of singular integer order system is extended to generalized Lyapunov equation of singular FOS, which is equivalent to Theorem 10. Finally, two examples are given to verify the effectiveness of main results in this paper. Moreover, the research process of generalized Lyapunov equation for singular FOS with 0 < α < 1 and rectangular singular systems is more complicated, and these problems will be our work in the future.
APPENDIX
The proof of Theorem 14 is based on the proof of the Theorem 3 in [39] . Therefore, a brief introduction is presented.
Proof (E,A): is regular, applying Lemma 2.1, there exist two nonsingular matrices G and H with appropriate dimension such that
(Sufficiency) Substituting the above decomposition into (46), it follows that
Set
(47) can be rewritten as
Pre-and post-multiplying (48) by matrix
and its transpose, respectively. (48) is equivalent to the following inequality, 
Considering that
and R 11 ≥ 0. From 11 = 0, it following that R 11 > 0. In fact, if there exists r dimension vector x = 0 such that R 11 x = 0, from 11 = 0, we get
This contradicts the fact that Thus, let 
