A projection is a subset of {0, 1} n given by equations of the form x i = x j , x i =x j , x i = 0, and x i = 1, where for 1 ≤ i ≤ n, x i are Boolean variables andx i are their complements. We study monochromatic projections in 2-colorings of an n-dimensional Boolean cube. We also study the dimension of the largest projection contained in a set specified by its density. We prove almost matching lower and upper bounds on the density of a set required to guarantee the existence of a d-dimensional projection. We also prove almost tight upper and lower bounds on the dimension of monochromatic projections in arbitrary Boolean functions. We then prove almost tight upper and lower bounds on the dimension of monochromatic projections in Boolean functions represented by low degree GF(2) polynomials. It follows from these lower bounds that low-degree GF(2) polynomials can define Boolean functions which are close to being extremal with respect to the property of having no large dimensional monochromatic projections.
computable by logspace uniform circuits of polylogarithmic depth and polynomial size) require nonlinear circuit size [5] . Proving lower bounds on the circuit size of interesting explicit Boolean functions is a fundamental challenge in complexity theory.
In this paper, we obtain density results for projections using techniques similar to those employed in [3] . We show that the existence of projections requires much lower density than in the case of Boolean algebras. We also obtain bounds on the dimension of the largest monochromatic projections in arbitrary Boolean functions. In addition, we consider the question of constructing Boolean functions which do not have large monochromatic projections. Although we do not have any explicit constructions, we show that there are functions much simpler than arbitrary Boolean functions which have this property. More precisely, we show that there exist degree-q GF(2) polynomials representing Boolean functions which have only O(q(n log n) 1/q )-dimensional monochromatic projections. It follows that there are Boolean functions represented by logarithmic degree polynomials which are nearly extremal with respect to the size of monochromatic projections. Pudlák, Rödl, and Savichý [6] and Razborov [7] obtained similar "low complexity" probabilistic constructions for combinatorial objects. We also show that the bounds obtained by the probabilistic technique are almost tight: given a degree-q GF(2) polynomial, we show how to construct a Ω(qn 1/q )-dimensional monochromatic projection.
We first introduce some definitions and state our results precisely. The following sections present the proofs of our results.
Definitions. Let [n] = {1, 2, . . . , n}. Let B n = {0, 1}
n denote the ndimensional Boolean cube. We will also regard B n as an n-dimensional GF (2) vector space. A projection P ⊆ B n is the set of all (x 1 , x 2 , . . . , x n ) ∈ B n satisfying a system of equations of the form x i = x j , x i =x j , x i = 0, and x i = 1. 
We also need some notation to deal with hypergraphs. A d-uniform hypergraph is a pair G = (V, E) with vertex set V and hyperedge set E ⊆ V d , where 
+1 . Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Let f be a Boolean function with the domain {0, 1}
n . Let τ (f ) be the dimension of the largest monochromatic projection of f . Let d n = min f τ (f ).
Theorem 2.
log n − log log n + o(1) ≤ d n ≤ log n + log log log n + o (1) .
Compared to the more restricted class of Boolean algebras, the dimension of the largest projection which exists in an arbitrary subset of B n is much larger. Let ρ BA (n, d) and d
BA n
be the analogues of ρ(n, d) and d n defined for Boolean algebras rather than projections. The corresponding results for these quantities from [3] are
≤ log log n + log log log n.
We next consider the problem of constructing objects that match the bounds established earlier. We show that the set of codewords of a "good" code (that is, a code with constant rate and linear distance) can only contain bounded dimensional projections. However, our technique involving codes does not help us in constructing sets of size c2 n whose largest projection has dimension O(log n). Furthermore, it is not clear how to use codes to construct Boolean functions with no large monochromatic projections, since the set of noncodewords may contain large projections.
Although we could not construct such Boolean functions, our next result shows that simple functions exist which do not contain monochromatic projections of dimension larger than log n + log log log n. We use low-degree GF(2) polynomials to represent Boolean functions. Using a probabilistic argument, we obtain the following. Corollary 1. There are degree q GF(2) polynomials whose largest monochromatic projection has dimension O(q(n log n) 1/q ). At the extreme end, we have the following. Corollary 2. There exists a GF(2) polynomial of degree log n + log log log n + o(1) which has no monochromatic projections of dimension greater than log n + log log log n + o (1) .
We also prove that this bound is almost tight. Corollary 3. Every degree q GF(2) polynomial contains a monochromatic projection of dimension Ω(qn 1/q ). Open problems.
1. Construct a Boolean function with the largest monochromatic projection of dimension O(log n). 2. Construct degree q GF(2) polynomials with the largest monochromatic projection of dimension O(q(n log n) 1/q ).
Dimension of projections in arbitrary Boolean functions.
We adopt the techniques of Erdős [2] and Gunderson, Rödl, and Sidorenko [3] to obtain upper and lower bounds on the density required to guarantee the existence of a d-dimensional projection.
Lemma 2.1. For r-uniform, r-partite hypergraphs with n/r nodes in each part,
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E). The proof is by induction on r.
If r = 2, the lemma says that every (
2 has a 4-cycle. The number of pairs of nodes (counted with repetition) in X 2 with a common neighbor in X 1 is m = v∈X1
. If this is larger than n/2 2 , the number of distinct pairs of nodes in X 2 , then some pair is counted twice, and a 4-cycle exists. m is minimized when every node in X 1 has average degree
for n ≥ 0. We now apply the lemma to obtain an upper bound on ρ(n, d), the density required to guarantee the existence of a d-dimensional projection.
Lemma 2.3. For n ≥ 4,
Proof. We only consider the case where d ≤ log n since, otherwise, the theorem is vacuously true.
Given a set A with |A| ≥ 2 Since this mapping between points and hyperedges is bijective, H has 2
hyperedges, and by the construction, H is d-uniform, d-partite with d2 n/d vertices. By the preceding lemma, and by the hypothesis n ≥ 4, it follows that H must contain a
Given any two points of {0, 1} m for m ≥ 1, we can obtain a one-dimensional projection by the following: for each coordinate, if both points have the same value in that coordinate, set the corresponding variable to that constant value. Since the Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php points are distinct, there is at least one coordinate which is 0 on one point and 1 on the other. Fix one such coordinate and a variable to denote the value in that position. All variables that were not set to constants are equated to this variable or its negation so that the collection of equations determines precisely the two points.
It is now clear that the Cartesian product
Lemma 2.4.
for all sufficiently large n.
Consider the random set A obtained by selecting each element of {0, 1} n independently with probability δ = 2ε. The probability that this set is smaller than ε2 n is at most (using the Chernoff bound [1] 
n . Thus, the probability that such a randomly generated A has sufficiently large size and does not contain any d-dimensional projection is at least
For sufficiently large n, this probability is greater than zero, and thus there exists such a set A with |A| ≥ 2
The bounds from the lemmas are summarized in the following theorem. Theorem 3.
+1 . log n − log log n + o(1) ≤ d n ≤ log n + log log log n + o (1) for all sufficiently large n.
For Boolean functions f , we state the following corollary.
Corollary 5. If f is a Boolean function on n variables, then f has a monochromatic projection of dimension at least log n − log log n + o(1).
Using a probabilistic argument very similar to the one used in Lemma 2.4, we obtain the following.
Corollary 6. There are Boolean functions whose largest monochromatic projection has size at most log n + log log log n + o(1) for all sufficiently large n.
Explicit constructions.
Although we showed that high density sets with no large projections exist, the question of constructing such sets remains open. In this section, we give some constructions of sets which contain no large projections. We first show that the set of codewords of a good code has the property that it contains no projections of greater than constant dimension. However, these sets have very low density, and it is not clear how to extend this technique to construct sets with high density but no large projections. Instead, we show that a randomly chosen low Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php degree GF(2) polynomial is not constant on any large dimensional projection, with high probability. While this does not give an explicit construction of a set with the desired properties, it does show that there exist easily computed sets which have no large projections.
Explicit constructions using codes.
We start with a simple observation: if a set A contains a d-dimensional projection, then the set A has two points at a Hamming distance of at most n/d: if P is a d-dimensional projection, then it must contain a part with at most n/d variables, and by fixing all the variables outside the part consistent with the projection, we get two points which are at a distance of at most n/d. If A is a set of codewords for a code with rate r and distance δ, then A has size 2 rn and cannot contain a projection of dimension larger than n/δ. We can use constructions of linear codes to come up with "dense" sets with no large projections [8] . For example, for 0 < r < 1, Justesen codes can be constructed with rate r and minimum distance at least c r n for some constant c r for infinitely many n. Such codes can only include projections of bounded dimension.
For sets with constant density, it is easy to see that they can have at most constant minimum distance. Thus, this technique does not allow us to construct sets of size c2 n which is guaranteed not to have projections of size o(n).
Projections in functions defined by low degree GF(2) polynomials. The results of the previous section leave open the question of constructing sets of size c2
n with no large projections. Moreover, it is not clear how to apply the ideas in the previous section to construct Boolean functions with no large monochromatic projections. In particular, it is an interesting open question to construct Boolean functions whose largest monochromatic projection has dimension O(log n). Although we fall short of answering this question, we show that there are simple objects which define Boolean functions without large monochromatic projections. In particular, we consider Boolean functions defined by GF(2) polynomials and estimate the dimension of the largest monochromatic projection as a function of degree of the polynomial. Let δ(d) denote the largest degree such that all polynomials of smaller degree have a monochromatic d-dimensional projection. We provide almost tight upper and lower bounds on δ(d). From these bounds, it follows that there are log n + log log log n + o(1) -degree GF(2) polynomials such that the corresponding Boolean functions have no monochromatic projections of dimension larger than log n + log log log n.
Let f (x 1 , . . . , x n ) be a GF(2) polynomial of degree q. Let P be projection of dimension d, and let {y 1 , . . . , y d } be a set of representative free variables for P . To restrict a polynomial to a projection, replace each variable by the corresponding representative free variable or its negation, as appropriate. It is clear that the polynomial f , when restricted to the projection P , is a polynomial in {y i } of degree at most q. The following lemma shows that there exist low-degree polynomials which do not have large monochromatic projections. A special case of this lemma appears in [5] .
Lemma 3.1. For d ≥ log n + log log log n + o(1) and all sufficiently large n,
where
} be a set of representative free variables for P , and let V 2 be the set of all other variables.
Consider the following method of generating random elements from the space of GF(2) polynomials in the variables V 1 of degree at most q: select a polynomial Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php uniformly at random from the space of all GF(2) polynomials in variables V 1 ∪ V 2 of degree at most q, then restrict it to the projection P . The polynomials over the variables V 1 correspond to the cosets of the additive group of polynomials which are zero when restricted to P . Therefore, it is easy to see that this distribution is uniform in the space of polynomials in variables V 1 of degree at most q. Hence, the probability that a randomly chosen polynomial is constant when restricted to the projection P is at most 2
Since there are at most (2d + 2) n projections of dimension d, the probability that a randomly chosen GF(2) polynomial of degree at most q has any monochromatic projection of dimension d is at most
Given the definition of q, it follows that this probability is less than 1. Thus, there exists a polynomial of degree at most q which has no monochromatic projection of dimension d.
Corollary 7. There exists a degree q GF(2) polynomial whose largest monochromatic projection has dimension O(q(n log n)
1/q ). At the extreme end, we have the following. Corollary 8. There exists a GF(2) polynomial of degree log n + log log log n + o(1) which has no monochromatic projection of dimension greater than log n + log log log n + o (1) .
As far as dense sets with no large projections are concerned, we obtain the following corollary.
Corollary 9. There exists a set of size 2 n−1 defined by a degree d GF (2) polynomial which does not contain projections of dimension greater than O(q(n log n) 1/q ). We now show how to construct a monochromatic projection given an arbitrary low-degree polynomial.
Theorem 4.
where Q 2 (d) is the greatest integer such that
I be an arbitrary polynomial of degree at most q = Q 2 (d) which is not identically 1. We will construct a d-dimensional projection which is a subset of {(
The projection will be constructed in several phases. Initially, all variables V 0 = {x 1 , . . . , x n } are available and we have a projection P 0 where all variables are free. Let R 0 = ∅. During phase i, a nonempty set A i ⊆ V i−1 of available variables are equated among themselves to obtain a new projection P i from P i−1 , and those variables become unavailable, that is, V i = V i−1 − A i . Then a representative free variable is selected from A i and added to R i−1 to obtain R i . At the end of each phase, we maintain the invariant that f (x 1 , . . . , x n ), when restricted to P i , does not contain any monomials of degree 2 or more which involve only the variables from R i . Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We now select a nonempty set of available variables while maintaining the invariant. Assume we are at the beginning of phase i + 1. By the induction hypothesis, the polynomial f restricted to P i does not contain any monomials of degree 2 or higher involving only the variables in R i . Let x ri be the representative variable for A i , and define
f i is f restricted to P i . We now select a nonempty subset of variables A i+1 ⊆ V i in the following way. Let I ⊆ R i be such that 1 ≤ |I| ≤ q − 1 and
g I is a polynomial in the variables V i and it is the coefficient of the term x I in f i except for the constant term. If |I| ≥ 2, the constant coefficient of the term x I in f i is 0 by the induction hypothesis. If |I| = 1, then we will be dealing with a linear term which is not considered in the invariant. Note that if x is the characteristic vector of a set of variables to be chosen for A i+1 with representative variable x ri+1 , then g I (x) is the coefficient of the term x I x ri+1 when f is restricted to the projection P i+1 . Since g I has no constant term, it evaluates to 0 when all the variables in V i are set to 0. Now define
g is 0 exactly when all g I are 0. The degree of g is at most−1 j=1 i j and it is not identically equal to 1 since an assignment of 0's to the variables in V i makes g = 0. If x is any nonzero solution of the equation g = 0, let A i+1 be the set of all variables in V i which are set to 1 in x. Let P i+1 be the projection obtained from equating the variables in A i+1 . Also, update R i to get R i+1 by adding a representative free variable for the class A i+1 . By the definition of g, f when restricted to P i+1 does not contain any monomials of degree 2 or more involving only the variables in R i+1 .
We now show that there is at least one nonzero solution to g = 0 with a "small" number of ones in the solution, thus ensuring that we can choose a small but nonempty set of variables to form the new part A i+1 . To show this, we use the following fact. Proof. Find a maximal degree monomial M of T and select a variable which does not appear in M . Set this variable to 1 and set all other variables that do not appear in M to 0. After this assignment, T still contains the monomial M and thus is not identically 1. Hence, it has a solution containing at most k ones. Altogether, we have a nonzero solution with at most k + 1 ones.
Returning to the proof of the theorem, in step i, the degree of g is at most−1 j=1 i j and so by Fact 1, there exists a solution with at most 1 +−1 j=1 i j ones. We continue this process, selecting A i at each step, until there are no longer enough variables remaining. Let P t be the final projection we obtain in this process. At this point, we make three modifications to P t to obtain the desired projection. First, Downloaded 10/01/13 to 132.239.1.231. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php all remaining available variables are set to 0. This ensures that f restricted to the projection has degree at most 1. Second, if f restricted to the projection has a nonzero constant term, set one of the free variables to 1. Finally, pair up all remaining free variables, and equate the variables of each pair (if the number of free variables is odd, set one free variable to 0) to get the final projection P . At this point, the polynomial f restricted to the projection P is identically 0. Moreover, P has at least (t − 2)/2 free variables. We have 
