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Abs trak 
Kebutuhan  akan  layanan  multimedia  s emakin  meningkat  menyebabkan  trafik  yang  ada di  jaringan  s emakin 
padat.  Multicast   menjadi   metode   pengiriman   data  yang  dipilih  ketika  menggunakan  layanan  multimedia, 
karena trafik  yang  dikirim hanya untuk  grup tertentu,  s ehingga meningkatkan  efis iens i  dalam penggunaan 
bandwidth.  Pada penelitian  ini  akan  menggunakan  Protocol  Independent  Multicast  Sparse  Mode  (PIM-SM). 
Protokol  redundancy  yang  digunakan  adalah  Gateway  Load  Balancing  Protocol  (GLBP)  and Virtual Router 
Redudancy  Protocol  (VRRP).  Protokol    GLBP  ini  mempunyai  fitur  yang  unik  yaitu s elain menjadi  gateway 
redundancy,  protokol  ini  juga  memiliki  fitur  load  balancing.  Has il  yang  didapat  dari  pengujian  kali  ini 
adalah,   fitur   load-balancing   yang   ada  pada  protokol   GLBP   tidak  bis a  berjalan  pada  protokol  multicas t 
dengan  protokol  PIM-SM,  karena  hanya  designated  router  yang  bis a  mengirimkan  paket  –  paket protokol 
PIM-SM.  Has il  end-to-end  delay  dan jitter  yang  didapat  telah memenuhi  s tandar ITU-T G.1010 yaitu dibawah 
10  detik  untuk  end-to-end  delay  dan dibawah  1  ms  untuk  jitter. Pada pengukuran downtime  diperoleh has il 
rata – rata yaitu 94.423 detik untuk  VRRP, 92.108 detik untuk  GLBP, dan 15.411 detik untuk VRRP s etelah 
optimas i.  Layanan  yang digunakan  adalah  audio streaming. 
 
Kata kunci: Multicast, Redundancy Protocols, PIM – SM, GLBP 
 
Abstract 
Demand  for  multimedia  services  is  increasing  and  make  traffic  on  the  network  more  dense . The  need  of 
bandwidth also increasing, so it must use a different method of sending data. Multicast become the method to 
send  data, when using  multimedia  services, because the traffic is send only to certain group, thus improving 
efficiency in use of bandwidth. In this final task, Protocol Independet Multicast Sparse -Mode (PIM-SM) is used. 
Redundancy  protocol  used  is  Gateway  Load  Balancing  Protocol  (GLBP)  and  Virtual  Router  Redundancy 
Protocol (VRRP). This protocol has unique feature besides its main func tion as gateway redundancy, it  also has 
load balancing  feature. In this test, the result are load balancing  feature in GLBP protocol didn’t work with 
PIM-SM protocol, because of only the  designated router can send  PIM -SM  packets. End-to-end delay and jitter 
achieved  in this test have satisfied the ITU-T G.1010 standard, which is under 10 seconds for end -to-end delay 
and  under  1 ms for jitter. Downtime achieved  for VRRP was 94.423 seconds, 92.108 seconds for GLBP, and 
15.411 for VRRP after optimization. Audio streaming service is used in this final task. 
 
Keywords : Multicast, Redundancy Protocols, PIM – SM, GLBP 
 
1.  Pendahuluan 
Multicast  mempunyai  protokol  routing  s endiri.  Diantaranya  adalah  MOSPF,  DVMRP  dan  PIM.  PIM-SM 
menggunakan  metode  pull.  Dengan  metode  pull,  multicast  router  hanya  menunggu  request  dari router  yang 
menginginkan  trafik multicast. Multicast  router ters ebut dinamakan  RP. Dibandingkan dengan PIM -DM, PIM-SM 
akan lebih efektif karena s ifatnya yang pas if jadi tidak memakan  bandwidth  yang bes ar. Untuk membuat jaringan
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yang  handal,  maka  dibutuhkan  keters ediaan  jalur alternatif. Sehingga ketika s atu jalur terputus , konektifitas  data 
mas ih tetap terjaga dengan menggunakan  jalur alternatif. HSRP, VRRP, dan GLBP adalah beberapa  protocol yang 
bias a digunakan untuk membuat jaringan redundancy. GLBP s elain s ebagai gateway redundancy, juga memberikan 
fitur unik yaitu load-balancing. 
Tujuan   dari   tugas   akhir   ini   adalah   membangun   jaringan   multicas t   PIM -SM   dengan   s tatic   RP  lalu 
mengimplementas ikan protocol redundancy  GLBP dan VRRP s erta menganalis a performans i dari jaringan protocol 
routing multicast PIM-SM dengan parameter Throughput, Delay, dan jitter. 
 
2. Das ar Teori 
2.1   Unicas t Routing 
Routing  adalah s uatu mekanis me untuk menentukan  s uatu jalur terbaik untuk mencapai tujuan. Pada unicast 
routing, paket telah mempunyai rute dari s umber ke tujuan melewati hop – hop yang ada dalam jaringan dengan 
bantuan table forwarding yang ada. Tabel routing bis a static atau dynamic. 
 
2.1.1 Dynamic  Routing 
Router  mempelajari  rute  yang  ada  pada  jaringan  s etelah  administrator  mengatur  protokol  routing  yang 
menentukan  jalur. Berbeda dengan  static routing, dynamic routing  s ecara otomatis  memperbaharui table routing 
kapanpun  ketika  ada  perubahan  pada  jaringan.  Router  mempelajari  dan  mengatur  jalur ke  tujuan  dengan  cara 
bertukar table routing dengan router lain. 
Link  state beris i des krips i s ebuah interface pada router ( contoh, alamat IP, Subnet mas k, dan tipe  jaringan) dan 
hubungannya  dengan  router tetangga.  Informas i yang  didapat  ini akan  membentuk  link  state database. Pros es 
algoritma link state untuk menentukan topologi jaringan 
1.    Setiap router mengidentifikas i s emua perangkat yang terhubung dengan internet. 
2. Setiap router mengirimkan  nilai cost yang beras al dari link yang langs ung terhubung. Pros es ini dilakukan 
dengan cara bertukar link state advertisements (LSAs ) denga router lain di jaringan. 
3.    Dengan LSAs , s etiap router membuat database yang beris i detail topologi jaringan. Topologi database tiap 
router bers ifat identik. 
4. Setiap router menggunakan informas i yang ada dalam database untuk menghitung nilai cost jalur ke s etiap 
tujuan. Informas i ini digunakan dalam table  IP routing. 
 
2.1.2 Open Shortest Path First (OSPF) 
Open  Shortest  Path  First  (OSPF),  berdas arkan  RFC 2328, adalah  s ebuah  Interior  Gateway Protocol (IGP) 
digunakan   untuk   menyebarkan   informas i  routing   dalam  s atu   Autonomous   System.   Protokol  OSPF   bekerja 
berdas arkan teknologi link -state dan menggunakan algoritma Shortest Path First. 
Cost  (atau  metric)  interface  pada  OSPF  merupakan  s yarat  yang dibutuhkan  untuk mengirim paket  – paket 
melalui  interface  yang  ada.  Nilai  cost  s ebuah  interface  berbanding  terbalik dengan  bandwidth  yang  ada  pada 
interface ters ebut. Semakin  tinggi bandwidth akan menyebabkan cost yang makin rendah. 
 
2.2  PIM-SM  
Multicast  routing  akan digunakan  jika ada paket yang akan digunakan untuk mengirim data dari s atu s umber 
ke banyak tujuan  yang diinginkan. Protocol Independent Multicast (PIM) membutuhkan protokol unicast routing 
agar dapat  bekerja, tapi protokol unicast yang digunakan  bis a protokol distance-vector  atau link -state. PIM-SM 
menggunakan  pendekatan  group-shared  tree untuk mengirimkan  data s ecara multicast. Router inti dalam PIM-SM 
dis ebut  rendezveous  Point  (RP).  Hanya s ubnet dalam jaringan dengan anggota aktif yang akan menerima paket 
multicast. 
 
2.3  Internet Group Management Protocol (IGMP) 
Protokol  yang  digunakan  untuk mengumpulkan  informas i tent ang  keanggotaan  dalam s uat u  group  adalah 
Internet Group Management Protocol  (IGMP). 
 
2.4 First Hop Redundancy Protocol (FHRP) 
First Hop Redundancy Protocol (FHRP) adalah kumpulan protokol yang bis a digunakan untuk membuat router 
yang  ada  dalam jaringan  LAN akan  mengambil  alih  s ecara  otomatis  jika  router  utama  yang  digunakan  s ebagai 
gateway gagal bekerja. 
 
3. Model  dan Perancangan  Sis tem
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3.1   Perancangan  Sis tem 


















































Gambar   3. 1 Diagram Alur Kerja Tugas Akhir 
 
3.2   Des krips i Sis tem 
Pada   tugas   akhir  ini  akan  dibahas   mengenai  pros es  implementas i  jaringan   multicast  PIM-SM  dengan 
menambahkan  protocol  redundancy  GLBP dan VRRP dengan menggunakan  1 PC s ebagai s treaming  s erver, 2 PC s 
ebagai client,  4 router  dan  1 s witch  s ebagai perangkat  jaringan yang digunakan  untuk membuat  jaringan yang 
diinginkan.  Router  Cis co  2611XM  s ebanyak dua  buah  akan  digunakan  s ebagai  gateway.  Satu  router  berfungs i s 
ebagai AVG, dan s atu lagi berfungs i s ebagai AVF. Switch berfungs i untuk menerus kan trafik yang dikirimkan dari 
host ke jaringan. Pada s is tem ini akan dilihat QoS s aat link terhubung dan putus .





























Gambar   3. 2 Topologi Jaringan 
 
3.3   Skenario Pengujian 
3.3.1 Link Normal 
Pada pengujian  yang pertama ini, akan dilihat QoS yang didapat ketika hos t s edang meminta trafik multicast, 
tanpa adanya pemutus an link di jaringan mulicas t.






























Gambar   3.3 Link Terhubung 
 
3.3.2 Link Terputus 
Pada pengujian  yang  kedua, akan dilihat QoS yang didapat ketika hos t s edang meminta trafik multicast, dan 
link s ecara s engaja diputus , untuk mengetahui performans i dari protokol GLBP dan VRRP dalam perpindahan kerja 






















Gambar   3.4 Link R1 Terputus                             Gambar  3.5 Link R2 Terputus
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4. Pengujian Sis tem dan Analis is 
4.1 Performans i QoS 
Pada  bagian  ini akan  ditunjukkan  has il yang  didapat implementas i yang dilakukan  pada jaringan. Terdapat 7 
s kenario pada pengukuran parameter throughput yaitu : 
1.            R4 mati dan hidup s ecara kes eluruhan. 
2.            Interface fa0/0 R3 mati dan hidup. 
3.            Interface fa0/0 R4mati  dan hidup. 
4.            Normal,  tanpa adanya link -failure. 
 
4.2 Throughput 
Tujuan   pengukuran   throughput   adalah   untuk  mengetahui   kondis i  jaringan  yang  s ebenarnya.  Parameter 


















Gambar   4. 1 Grafik  Perbandingan Throughput 
 
Berdas arkan has il pengukuran, dapat dilihat bahwa throughput yang didapat pada wires hark menunjukkan 
nilai yang berbeda – beda pada beberapa s kenario yang dilakukan. Faktor lain yang mempengaruhi throughput karena 
adanya  s kenario  link -failure  pada  interface  f0/0 dan  mematikan  router R4 membuat  jaringan  s ibuk mengirimkan 
routing  update ke s emua router. Throughput  yang didapat dapat tetap terjaga karena adanya protokol GLBP dan 
VRRP  s ebagai gateway-redundancy.  Protokol GLBP dan VRRP mengakibatkan  ketika router mati atau terjadi link - 
failure  akan  terjadi perpindahan  active-gateway  pada  s kenario  GLBP  dan  master  pada s kenario VRRP, s ehingga 
layanan tetap berjalan . Pada s kenario normal, R1 interface f0/0 down dan R1 f0/0 up tidak terjadi gangguan karena, 
trafik multicas t dilewatkan  melalui R2. Audio streaming  memiliki paket yang kons tan karena trafik yang digunakan 




Tujuan pengukuran  delay adalah untuk mengetahui performans i layanan video s treaming  yang ada pada 
jaringan yang telah dibuat. Has il yang didapat akan dibandingkan dengan nilai s tandar yang telah ditetapkan oleh 
ITU-T,  maka  dapat  diketahui QoS layanan  telah memenuhi s tandar atau tidak. Delay yang diukur pada tugas 
akhir ini adalah end-to-end delay (one-way delay).













Gambar   4. 2 Grafik  Perbandingan End -to-End Delay 
 
Has il  yang  didapat  dari  pengukuran  delay  pada  jaringan  yang  diimplementas ikan  dan  mengacu  pada s 
tandaris as i yang ditetapkan  ITU-T G.1010, maka layanan audio s treaming yang dilakukan pada jaringan multicas t 
dengan  protokol PIM-SM dengan tambahan  protokol GLBP dan VRRP telah memenuhi s tandar yaitu dibawah 10 
detik[6]. End-to-end  delay pada s kenario VRRP s etelah optimas i lebih bes ar dibandingkan  dengan VRRP s ebelum 
optimas i. Hal itu terjadi karena pada s kenario VRRP s etelah optimas i, paket hello OSPF dikrim s etiap 1 detik dan 5 
detik untuk paket hello PIM-SM, s ehingga membuat  jaringan s emakin padat karena paket – paket OSPF dan PIM- 














Gambar   4. 3 Grafik  Perbandingan Jitter 
 
Gambar 4.3 adalah has il pengukuran yang didapat untuk parameter jitter pada layanan video s treaming Dari 
has il pengukuran  ini dapat  dilihat  bahwa  nilai  jitter  berada  dibawah  1 ns  untuk s emua s kenario. Has il ini telah 
memenuhi  s tandar ITU-T G.1010  dengan jitter dibawah 1 ms . 
 
 
5. Saran dan Kes impulan 
5.1 Kes impulan 
Berdas arkan pengujian dan analis is yang telah dilakukan pada jaringan multicast dengan protokol PIM -SM dan 
GLBP  s ebagai protokol redundancy dapat ditarik kes impulan yaitu: 
 
1. Fitur load-balancing yang terdapat pada protokol GLBP tidak dapat jalan pada jaringan multicas t karena router 
multicas t  mempunyai  mekanis me untuk menghindari pengiriman  lebih dari s atu paket multicas t yang s ama di s 
atu jaringan. Hanya designated router yang bis a mengirim paket – paket PIM-SM. 
Designated  Router  memiliki fungs i untuk mengirimkan  paket  – paket PIM ke RP. Ketika ada lebih dari s atu 
router  multicast   dalam s atu jaringan, maka router dengan prioritas  designated  router tertinggi akan terpilih. 
Jika mempunyai prioritas yang s ama, maka alamat tertinggi akan menjadi  designated router. 
2.    Delay yang didapat dari has il pengukura n telah memenuhi s tandar ITU-T G.1010 untuk s emua s kenario. Pada 
s tandar ITU-T G.1010  untuk layanan audio s treaming adalah dibawah 10 detik. 
3. Parameter  jitter  yang  didapat  adalah  dibawah  1 ns  untuk s emua  s kenario.  Telah  memenuhi  s tandar ITU -T 
G.1010  dengan jitter dibawah 1 ms .
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4.   Has il  throughput  yang  didapat  ketika  terjadi  link -failure  berbeda  –  beda  membuat  router s ibuk mengirim 
routing update, ke s emua router. Throughput  yang didapat dapat tetap terjaga karena adanya protokol GLBP 
dan VRRP  s ebagai gateway-redundancy. 
5.    Berdas arkan  has il  pengukuran  didapatkan  has il  rata  –  rata  adalah  94.423 detik untuk VRRP,  92.108 detik 
untuk GLBP, dan 15.411 detik untuk VRRP s etelah optimas i. Has il yang mempengaruhi nilai downtime adalah 
waktu pengiriman  paket hello dan hold-time pada OSPF dan PIM-SM. 
5.2 Penelitian yang Akan Datang 
Berikut adalah beberapa s aran untuk pengerjaan -pengerjaan Tugas Akhir atau penelitian s elanjutnya : 
1.   Implementas i teknologi multicas t pada jaringan MPLS. 
2.   Implementas i pada layanan VoIP 
3.   Menggunakan RP dynamic, s eperti BSR dan Auto -RP. 
4.   Menggunakan protocol routing unicas t lain. 
5.   Implementas i pada jaringan yang lebih kompleks . 
6.   Analis is Load-Balancing  Multicas t menggunakan Bonding Interface. 
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