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ABSTRACT
Membrane-based desalination processes have become a viable means of producing potable
water to meet water resource needs in both industrialized and developing nations. Exten-
sive experimental investigation, in conjunction with computational modeling is critical in
the development of sustainable and cost-effective desalination technologies. The overall
goal of this dissertation is to develop a multiscale modeling framework to elucidate water
and salt transport mechanisms and the influence of water quality parameters on membrane
processes. The key tasks involved in this study are: establish a criterion for estimating
water flux using Bayesian inference; develop a multiscale framework to connect molecular
dynamics (MD) simulations to the process level; and evaluate the influence of different wa-
ter chemistry conditions on water flux in forward and reverse osmosis membrane processes.
Simulations are conducted to evaluate water transport and natural organic matter (NOM)
fouling propensity in cellulose-triacetate (CTA) and nanoporous graphene (NPG) mem-
branes. Bayesian updating of a probabilistic model is performed to estimate membrane
permeability and a process model is developed to predict full-scale water flux through the
membrane. Results of the Bayesian inference indicate that the use of unique structural con-
figurations in MD simulations is essential to capture realistic membrane properties at the
molecular scale. Full-scale water flux predictions based on estimated membrane param-
eters is within the same order of magnitude of experimental data suggesting that simula-
tions at the molecular level can potentially be scaled up to reflect process level conditions.
Moreover, surface functionalization of NPG membranes can enhance water flux and salt
rejection and improve antifouling capabilities. NOM adsorption onto NPG membrane is
energetically favored and results in water flux decline across the membrane due to increased
resistance to flow. The results further indicate that fouling propensity of graphene-based
v
membranes is influenced by surface functionalization which dictates the strength of the
interactions between the membranes and potential foulants. This work highlights the fea-
sibility of forward osmosis processes and the potential application of ultrathin graphene
membranes for water desalination. The findings can complement experimental studies to
better understand observations at the macro-scale and expedite the development of mecha-
nistic strategies for optimizing membrane performance.
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CHAPTER 1
INTRODUCTION
1.1 Motivation and significance
Recent reports on water scarcity in several parts of the world have accelerated the devel-
opment of advanced membrane-based water treatment technologies in both industrialized
and developing nations. Approximately one-third of Israel’s water is expected to be sourced
from reverse osmosis (RO) seawater desalination plants by 2020 [1]. Ghana has recently
commissioned the first seawater desalination facility in the West African sub-region to
expand water supply to surrounding urban communities [2]. Membrane-based water treat-
ment processes have great potential in sustainable water purification and provide a viable
avenue for producing potable water from alternative water sources to meet global water
demand.
RO membranes have become the world-wide leading desalination technology for pro-
ducing fresh water from seawater [3]. In recent times, RO desalination installations have
significantly increased, accounting for 75% of new production capacity in 2003 [4]. De-
spite the advancement in RO-based desalination technology, the high energy requirement,
coupled with its characteristic low water recovery continues to limit its widespread appli-
cation in advanced water treatment systems.
Forward osmosis (FO) membranes have drawn special research interest as an alter-
native desalination technology with a reasonably lower cost and higher water recovery
[5, 6, 7, 8, 9, 10]. The driving force in FO processes can produce water recovery of up to
∼ 85% in seawater desalination which is significantly higher than the observed recovery
in RO processes [11]. The lower energy requirement of FO-based membrane processes
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have made them more attractive in an energy constrained environment. Although bench-
and pilot-scale investigations have shown great promise for full-scale implementation of
FO processes, the underlying transport and fouling mechanisms have not been fully ex-
plored. From a practical perspective, is it important to understand these mechanisms at the
micro- and macro-scales to be able to engineer membrane properties and optimize process
conditions to enhance the performance of FO systems.
The limitations in current membrane-based processes can be resolved through the de-
velopment of advanced membrane materials with enhanced water flux and lower fouling
propensity. Recently, carbon nanomaterials (CNMs) have found widespread applications
in different fields due to their unique structural and physical properties. Carbon nanotubes
(CNTs) can provide high flow rate of water when used as channels for water transport due
to “hyperlubricity” effect [12]. Graphene with nanopores, otherwise known as nanoporous
graphene (NPG) have exhibited high desalination performance, providing water flux sev-
eral orders of magnitude higher than conventional RO membranes [13]. CNMs have also
shown great adsorptive capacity for natural organic matter (NOM) under various treatment
conditions [14]. The preferential sorption of NOM onto CNMs could lead to excessive
fouling and potentially limit the full-scale implementation of CNM-based membranes in
advanced water treatment systems. These observations highlight the need for extensive
investigations into the fouling mechanisms of CNMs in order to fully assess the feasibility
of CNT and NPG desalination membranes.
Recently, molecular dynamics (MD) simulations have become an effective tool for
studying water and salt transport mechanisms in membrane-based water treatment pro-
cesses. The results based on some available literature have indicated fair agreement of
simulation results with experiments [15]. Although the consistency between simulation
results and experimental data is encouraging, the missing link between molecular level
simulations and process level models continues to limit the full-scale implementation of
the outcome of such simulations. This study seeks to implement a multiscale framework
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capable of connecting MD simulations to the process level and making predictions at the
full-scale. The implementation of such a framework will link MD simulations to the pro-
cess level and enable direct comparison of simulation results to experimental data within
the time scale of experiments.
1.2 Objectives and scope
The development of sustainable and efficient membrane treatment processes requires a
combination of theory, experiments, and modeling. Next-generation state-of-the-art mem-
branes are expected to overcome the permeability and fouling limitations in conventional
membranes to achieve high water flux and antifouling capabilities. An in-depth under-
standing of the mechanisms governing water and salt transport in membranes is critical in
the development of novel strategies for flux enhancement and fouling control.
In recent times, the advancement in computational modeling has broadened the applica-
tion of molecular level simulations in membrane-based water treatment processes. Never-
theless, the complexity and interrelationships between different membrane-based transport
mechanisms are still not well understood. A major challenge with interpreting and imple-
menting the outcome of MD simulations is the absence of a well-developed framework
to connect simulation results to the full-scale. A review of the related literature on the
applications of MD simulations in membrane processes shows relatively little focus on de-
veloping such a framework. Within this context, the goal of this study is to implement a
multiscale framework that connects molecular scale simulations to the process level in or-
der to establish a link between MD simulations and macro-scale experiments. The results
of the current work is transformative because adopting a multi-scale modeling approach
will provide an avenue for integrating simulation outcome into full-scale models to eluci-
date membrane-based transport mechanisms at the micro- and macro-scales.
The first objective of this study is to establish a criterion for estimating pure water per-
meability in pressure-driven membranes using a probabilistic approach. It is hypothesized
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that the use of Bayesian inference will provide an effective model updating process based
on prior knowledge to capture realistic distributions of the membrane permeability at the
molecular scale. MD simulations are performed using different membrane configurations
to obtain data for updating a probabilistic model to estimate membrane permeability. More-
over, considering the vast information that can be obtained from MD simulations, funda-
mental questions such as the time length of simulations and number of replicate simulations
required must be answered prior to data analysis and interpretation. The convergence of
the model is assessed to ascertain realistic simulation time lengths and number of replicate
simulations required to reach stationary state. The estimated membrane permeability is
used to predict full-scale water flux by means of a process level Monte Carlo simulation.
The second objective is to implement a multiscale modeling framework to scale up MD
simulations. The hypothesis of this task is based on the fact that membrane parameters
such as permeability and diffusion coefficients obtained from MD simulations can be used
for full-scale predictions to reflect process level conditions. A process model describing a
FO system within the construct of MD is developed to connect the molecular domain to
the process level and to extract membrane parameters from the MD simulations to make
full-scale flux predictions.
The third component of this study is to evaluate the desalination performance and NOM
fouling propensity of pristine and functionalized NPG membranes using MD simulations.
Although water recovery in NPG membranes is expected to be high, excessive fouling
could result in significant decline in the water recovery rate. It is anticipated that selective
functionalization of NPG membranes could impact membrane-foulant interactions and po-
tentially offer a means to strategically control NOM fouling in NPG membranes. Pressure-
induced flux simulations are conducted to estimate water permeability and salt rejection in
the membranes. Umbrella sampling simulations are further performed to probe the fouling
propensity of different functionalized NPG membranes.
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1.3 Dissertation overview and organization
The overall goal of this study is to elucidate water and salt transport mechanisms and the
effects of water chemistry conditions on membrane processes using a multiscale modeling
approach. The specific tasks in this study are mainly accomplished through the use of MD
simulations and process level modeling. Prior to the simulations, the appropriate molec-
ular models for the membranes, solvents, and foulant layers are generated to adequately
represent their experimental structure and properties. In the case of the functionalized
NPG, surface functionalization is performed by attaching different functional groups to the
pores of a pristine NPG membrane. Pressure-induced simulations are conducted to evaluate
water and salt flux across CTA and NPG membranes. Osmotic water transport is also sim-
ulated to evaluate water transport across the CTA FO membrane. The strength and nature
of membrane-foulant interactions are probed using umbrella sampling simulations. Based
on the results of MD simulations, membrane parameters are estimated to make predictions
at the full-scale using a process model. The full-scale model setup is based on relevant
experimental conditions to reflect process level observations.
The organization of the dissertation is as follows: Chapter 1 presents a brief introduc-
tion and discusses the motivation and overall significance of this study. Chapter 2 focuses
on reviewing related literature and background information as part of highlighting some
of the significant studies in this area. The remaining chapters present independent studies
on the main tasks of this study. Chapter 3 discusses a probabilistic approach for estimat-
ing pure water permeability in pressure-driven membranes. In Chapter 4, a multiscale
framework based on molecular and process level modeling is presented to connect MD
simulations to the bulk to provide a means to scale up molecular level simulations. Chap-
ter 5 focuses on investigating water permeability, salt rejection and NOM fouling in NPG
membranes using MD simulations. Chapter 6 presents a summary of the dissertation and
the relevant conclusions drawn from the individual studies as well as recommendations for
future work.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
2.1 Overview of molecular modeling
In recent times, the use of molecular modeling for studying environmental systems has in-
creased with specific applications in water quality modeling, reaction kinetics, adsorption
studies and membrane filtration processes. Molecular modeling methods ranging from ab
initio to coarse grain (CG) MD simulations have been extensively applied in environmental
systems analysis and modeling. Figure 2.1 shows a general overview of molecular mod-
eling methods. Quantum mechanics (QM) methods such as Hatree Fock (HF) and Møller-
Plesset perturbation theory (MP) explicitly account for electron and nuclei interactions to
mimic the behavior of atoms. In molecular mechanics (MM), atoms are considered as point
masses in space and a set of potential energy functions known as force fields are used to
describe the interactions between the atoms. QM methods are usually the most ideal for
studying processes involving reaction kinetics, transition state and charge transfer. These
methods provide the highest level of accuracy in describing atomic interactions but can
also be computationally expensive even on the most powerful high performance comput-
ers. For instance, computational time varies to the fourth power of the basis set size for HF
methods. Density Functional Theory (DFT) describes the electronic interactions between
atoms using density functionals and are usually less computationally expensive compared
to wave function methods. As one moves from left to right in Figure 2.1, simulations
become less computationally expensive at the expense of decreased resolution.
MD simulations utilize classical Newtonian equations of motion to simulate the behav-
ior of atomic scale particles with time. For a given system, both bonded and non-bonded
6
Fig. 2.1 Overview of molecular modeling methods
atom pairs interact and these interactions form the core of MD simulations. Simulations
can either be based on QM or MM depending on how the inter-atomic potentials are de-
fined. A combination of QM and MM MD (QM/MM) simulations can also be adopted
where a region of the simulation system is described using QM potentials and the rest
described with MM potentials. A typical MD simulation usually consists of three steps:
initialization, equilibration, and production. Initialization involves setting up simulation
preliminaries such as the type of atoms, simulation size, boundary conditions and assign-
ing the initial velocities of the atoms. An initial geometry for MD simulations is usually
obtained by collectively moving atoms to a minimum energy point by using some sort of
conjugate gradient or steepest decent algorithm to locate the minimum energy conforma-
tion on the potential energy surface. In equilibration, MD simulations are conducted to
relax the system; a constant volume MD simulation will typically be conducted to equili-
brate temperature followed by a constant pressure simulation to allow the solvent to relax
with the solute to stabilize the system density. The production stage is usually the data
collection phase where the equilibrated system is simulated for a specified number of time
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steps to obtain trajectories which can be analyzed to study the dynamics of the system
under the given conditions.
Depending on the system being simulated and the expected level of accuracy, MD sim-
ulations can either be based on implicit or explicit solvation models. Implicit solvation
represents solvent as continuum model with average properties for the real solvent with
dielectric effect [16]. For instance, a polarizable continuum model usually has some di-
electric effect based on the solvent polarity with the positive regions of the solvent accu-
mulating at the negative regions of the solute and vice versa [16]. Explicit solvation models
simulate some real properties of the solvent and represent the solvent with discrete solvent
molecules. Some of the widely used explicit solvation models for describing interactions
between water molecules in solution include TIP3P, TIP4P, and SPC models.
While the accuracy of QM methods is based on the level of theory adopted for the
computation, the results of classical atomistic simulations can vary significantly depending
on the type of force fields used in describing the interactions between the atoms. Thus
the identification of accurate and compatible force fields for various systems is critical in
advancing the applications of MD simulations in a wide range of fields.
Despite the advancement in computational modeling, full-scale atomistic simulations
are able to handle systems with tens or hundreds of thousands of atoms and at the sub-
microsecond time scale. In order to fully study the dynamics of larger systems, longer
simulations are required to provide adequate time to observe conformational changes such
as self-assembly of biological materials. Recent studies have shown that the use of CGMD
simulations can effectively reduce the computational expense by removing both degrees of
freedom and interactions from the system [17]. In CGMD, a simplified model of a larger
system is built by clustering several subcomponents of a system into one particle [17].
The interactions between the particles are described using force fields. Residue-based CG
(RBCG) and shape-based CG (SBCG) are two of the main classes of CG methods that
have been extensively tested especially for biomolecular systems. In RBCG , a cluster of
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10-20 covalently bonded atoms can be represented by a CG bead while SBCG usually have
150-500 atoms per CG bead [17]. RBCG represents sections of a molecule with similar
chemical properties and spatial location with a bead and treat the CG system as an ensemble
of beads [17].
CG models have been successfully used to study the behavior of proteins and other
biomolecular systems and most of the force fields have been developed for such systems.
However, properly parameterized force fields can be used to generate a refined CG model
of an all atom (AA) structure for a wide range of systems including polymeric membranes
and nanomaterials. The application of CGMD in studying macromolecules and polymeric
materials has been extensively researched [18, 19, 20, 21, 22]. In the area of small molecule
diffusion, Gautieri et al. combined classical and CGMD simulations to develop a multiscale
method for predicting diffusivity in polymer matrices [20]. The CG MARTINI force field
was parameterized using an atomistic-based method. The extended MARTINI force field
was validated and the predicted diffusion coefficients were found to be in agreement with
experimental data. The structure of the FT-30 polyamide membrane and its interaction
with saline solution was investigated by Hughes and Gale via MD simulations [22]. The
structure of the membrane was represented as AA while the polysulfone support layer was
coarse-grained to allow greater length and time scales to be simulated. In another study, a
new MARTINI model for large-scale simulations of the interaction of fullerene with water,
organic solvents, and lipid membrane was proposed and validated [23]. The application
of CG modeling in larger systems has provided realistic results, proving to be a suitable
option for the simulation of larger polymeric systems at microsecond time scale. CGMD
simulations can address the time and length scale limitations in AAMD simulations and
can therefore serve as a valuable tool for probing systems at the mesoscopic scale.
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2.2 Membrane-based water treatment processes
Low pressure membrane (LPM) processes such as ultrafiltration and microfiltration are ex-
tensively used in conventional water treatment systems for the removal of micropollutants
[24, 25] based on a size exclusion mechanism. LPMs have high efficacy in producing qual-
ity water, coupled with the advantages of smaller footprints requirements and lower cost
of operation [25, 26]. Nanofiltration and RO membranes utilize selective permeability to
achieve separation of various mixtures under a significant pressure gradient. The applied
pressure drives the transport of water through the dense active layer of the membrane while
restraining solutes at the feed side to produce water of superior quality. Commercial RO
membranes consisting of thin-film composite (TFC) with polyamide selective layer are
currently the most established desalination technology [3]. Cellulose acetate-based mem-
branes have also gained widespread application in RO processes due to their ability to
resist biofouling in chlorinated systems [27, 28]. The implementation of RO desalination
technology is usually energy and capital intensive because of the high hydraulic pressure
required to maintain the driving force for water transport. While optimization and mem-
brane redesign can reduce the energy demands of RO systems, fouling of the membrane by
organic and colloidal matter can significantly reduce membrane permeability and result in
membrane filtration flux decline.
FO membrane technology has been identified as a viable replacement for RO desali-
nation technology as a result of its lower energy demand. FO membranes utilize osmotic
pressure as the driving force for water transport and therefore do not require hydraulic pres-
sure to achieve water flux and solute rejection [29]. The driving force for water transport
is created by the osmotic pressure gradient between the feed solution (FS) and a draw so-
lution (DS) with a high osmotic pressure. The gradient drives the flow of water from the
lower solute concentration region to a region of higher solute concentration. The separa-
tion is achieved as a result of the selectivity of the membrane which allows the passage of
water but retains solute such as NaCl on the surface of the membrane. As water flows from
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the FS to the DS, the DS salt concentration becomes diluted which results in an overall
decrease in the osmotic driving drive. The diluted DS is passed through a second stage
treatment process where the draw solutes are removed to produce fresh water and the re-
covered draw solutes directed to reconcentrate the DS. A schematic of the FO process is
shown in Fig. 2.2.
FO operations usually require the use of a feasible DS with unique properties to ensure
easy regeneration with low energy consumption [30, 31]. Notably among these draw solu-
tions include ammonium bicarbonate from which water can be easily regenerated through
heating and evaporation of the draw solutes at a temperature of 60°C [32, 33, 34]. In ad-
dition, FO processes have lower fouling propensities [35, 36] unlike RO systems where
extensive pretreatment may be required. The above factors make FO technology an attrac-
tive alternative water treatment process in seawater purification.
A major drawback with the FO process, however, is the issue of concentration polar-
ization (CP), which can significantly reduce the driving force for water transport due to
solutes buildup on the membrane surface. CP can be controlled by membrane porous sup-
port structure and membrane orientation [37] which may require intensive experimental
tests on the characterization of membrane material and processes.
Fig. 2.2 Schematic of forward osmosis system.
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Although experimental studies can provide useful insight into membrane-based pro-
cesses, the underlying mechanisms governing such processes occur at the molecular scale
and thus cannot be directly probed through macro-scale experiments. MD simulations
can provide atomic-scale mechanistic details of water and salt transport in membranes.
A recent review has shown extensive applications of MD simulations in studying mem-
brane material properties and molecular transport of water and ions through membranes
[38]. Membrane-based processes are typically simulated using either equilibrium or non-
equilibrium MD (NEMD) simulation procedures. Equilibrium MD simulations usually
involve the computation of transport properties from a system with no chemical potential
between the two sides of the membrane [39]. In NEMD, a pressure gradient is created by
applying external forces to selected atoms in the feed water [40, 41] or by the use of an
external piston [42]. Simulation results based on the available studies have played a criti-
cal role in elucidating fundamental mechanisms governing water and ion transport as well
as the microscopic interactions between membranes and solutes. The application of MD
simulations in studying diffusion, adsorption, fouling and water transport in membranes
has provided realistic results which have been in fair agreement with experimental data in
some cases.
Luo et al. adopted MD simulations to investigate the relative permeability of salt to
water across an atomistic model of the FT-30 RO membrane [43]. Salt permeability across
the membrane was estimated based on a solution-diffusion theory using trajectories of a
non-equilibrium targeted MD simulations. The reported simulation results were consis-
tent with experimental data indicating the feasibility of using experimental and simulation
techniques in studying membrane transport processes. The effect of different casting solu-
tions on water flux and salt rejection in the HTI CTA membrane was investigated by Ong
et al. [44]. They reported that CTA membrane casted with dioxane as the main solvent
had excellent NaCl rejection but low water flux. It was further observed that, the addition
of acetic acid into the casting solution can significantly increase the water flux. Harder
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et al. estimated the water flux in a polymeric RO membrane using water diffusion coeffi-
cients obtained from an equilibrium MD simulation [15]. In another study, Luo and Roux
presented a novel and practical method for calculating the osmotic pressure from MD sim-
ulations for ionic solutions by introducing an idealized semi-permeable membrane [45]. A
method to estimate the flux in membrane channels using MD simulations was proposed by
Zhu et al. [40]. A hydrostatic pressure difference across the membrane was established
by subjecting bulk water molecules to a constant force and applying a counter force on the
supplementary system. Over the course of the simulation, the observed water count across
the membrane was small which limits the application of the method to systems with larger
pressure differences.
The water flux across a model membrane during NEMD simulations is expected to
be low under a typical experimental pressure gradient. Although scaling up the pressure
gradient can increase the water count over the course of a simulation, realistic pressure
gradients must be simulated in order to obtain results that are representative of experimental
conditions.
2.3 Natural organic matter fouling in membrane systems
Preventing excessive membrane fouling remains a major challenge in membrane-based wa-
ter treatment processes. Natural organic matter (NOM) is a major contributor to membrane
fouling and deteriorates the extensive application of membrane processes in advanced wa-
ter treatment systems. NOM can act as precursors for the formation of disinfection by-
products which poses serious health effect. Humic acid (HA) has been identified as the
major hydrophobic fraction of dissolved NOM which is usually considered to be respon-
sible for severe membrane fouling [46, 47]. Although FO processes are less susceptible
to fouling in comparison to RO systems, high levels of NOM in feed water could limit
their extensive application in advanced water systems. NOM fouling can significantly re-
duce treatment efficiency by causing membrane pore clogging due to formation of a cake
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layer on membrane surfaces [48, 49, 50, 51] resulting in a subsequent decline in membrane
filtration flux [52, 53].
The use of MD simulations can provide unique insight about the molecular mechanisms
of NOM interactions with membranes. The interactions of potential foulants (glucose and
phenol) with RO membranes was simulated by means of umbrella sampling technique
and free energy profiles were generated to probe the nature of the membrane-foulant in-
teractions [54]. A strong association of the foulants onto the membrane was observed
with phenol sometimes diffusing through the membrane pores. A similar approach was
adopted by Boateng et al. to quantify the adsorptive capacity of CNTs for the removal of
endocrine disrupting compounds (EDCs) in aqueous solution [55]. The EDCs indicated
favorable interaction with the CNTs under both fresh and saline water conditions. The
adsorption of synthetic organic compounds (SOCs) onto CTA and polyamide membranes
was investigated using MD simulations in a previous study by Heo et al. [56]. Overall, the
adsorption of SOCs onto the CTA membrane was characterized with less favorable binding
free energies and lower removal efficiencies compared to the more hydrophobic polyamide
membrane suggesting that polyamide-based membranes may be more susceptible to foul-
ing than CTA membranes. The interactions between C60 molecules and a humic substance
was simulated by Wu et al. [57]. Hydrophobic and pi−pi interactions were identified as
the main mechanisms driving the association of the humic substance onto the fullerenes.
Recently, the remediation of naphthalene by PAMAM dendrimers and graphene oxide was
investigated via experiments and atomistic MD simulations [58]. It was reported that coop-
erative interactions between naphthalene molecules play a significant role in the association
of naphthalene onto dendrimers and graphene oxide.
Water quality parameters including pH and salinity can potentially alter the character-
istics of adsorbents and affect the adsorption behavior of NOM. It has been reported that
increased ionic strength can enhance the adsorption of organic compounds because of the
screening effect of the surface charge produced by high salt content [59, 60]. MD simula-
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tions have shown that increased calcium ion concentration can cause supramolecular aggre-
gation of NOM fragments into larger colloidal particles [61] which can affect its adsorption
behavior. Although NOM hydrophobicity can be associated with its fouling propensity, the
exact fouling mechanism is still not understood. Ahn et al. combined experiments and
molecular modeling to investigate the possible molecular mechanisms of membrane foul-
ing by NOM in the presence of metal cations [62]. The carboxyl groups of NOM were
observed to strongly associate with the divalent Ca2+ ions suggesting that divalent calcium
ions may facilitate NOM fouling by promoting aggregation of NOM molecules in solution.
2.4 Application of carbon nanomaterials in water treatment processes
The development of sustainable and efficient membrane materials is critical in advancing
desalination technologies. The advancement in the nanotechnology field has led to the dis-
covery of various CNMs with unique physical and chemical properties. Fullerenes, single-
walled carbon nanotubes (SWNTs), and multi-walled carbon nanotubes (MWNTs) have
generated considerable interest in many fields for diverse applications. The use of CNMs
in water treatment processes has drawn special research interest in recent years. In the
area of water treatment, CNMs have indicated high adsorption capacities for polyaromatic
hydrocarbons, heavy metals, and NOM [63, 64, 65]. SWNTs in particular have received
considerable attention as a result of their high adsorptive capacity for the removal of EDCs
[66, 67, 68, 69]. Reports from recent studies have shown that SWNTs can remove higher
quantities of EDCs from various water sources compared to conventional activated carbon
[69]. This high adsorptive capacity has been attributed to the presence of “evenly dis-
tributed hydrophobic sites” on the surfaces of SWNTs, coupled with large specific surface
area and abundant pore size distribution [14]. These properties can enhance the interactions
between the surfaces of SWNTs and nonpolar organic compounds, thus making SWNTs
a preferred adsorption medium for organic contaminants in water. The underlying adsorp-
tion mechanism has been attributed to pi−pi electron coupling between the adsorbent and
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adsorbate molecules [14].
Several studies have adopted various computational techniques to investigate the ad-
sorption mechanisms in CNMs and different adsorbates. The interaction of CNT with ben-
zene and naphthalene was investigated using electron correlated quantum mechanical MP2
method [70]. The binding energy of benzene onto CNT was estimated to be in the range of
2.5-6.0 kcal/mol with preferential sorption on the zigzag (10, 0) CNT over the isoelectronic
armchair (5, 5) CNT. Also, the binding energy increased with an increase in CNT length
possibly due to the increase in the number of adsorption sites. The adsorption of EDCs
onto CNT and the effect of ionic strength on the adsorption were investigated by Boateng
et al. by means of umbrella sampling simulations [55]. CNTs exhibited high adsorptive
capacity for EDCs under both fresh and saline water conditions. In another study, steered
MD (SMD) simulations were conducted to study the transport of anticancer drugs in drug
delivery systems [71]. The transport of gemcitabine was studied in an (18, 0) SWNT using
SMD. Energy of the drug in its free solvated state was compared to the energy of the drug
inside a SWNT. Gemcitabine inside the SWNT was found to have a stronger net solvation
than the drug in its free state possibly due to the collaborative interactions between gemc-
itabine and the surface of the SWNT. Moreover, the cytosine ring of the gemcitabine was
found to form a pi−pi stacking conformation with the SWNT surface indicating that the
drug prefers to locate inside the SWNT.
A wide range of CNMs have demonstrated potential applications for water transport
and membrane filtration processes. The flow of water and salt through a regular and a
surface-modified CNT under applied pressure was simulated using NEMD simulations
[72]. The results showed that a higher water flux and better ion rejection can be achieved
through membrane modification. Kalra et al. simulated the osmotically driven water trans-
port through SWNT using MD simulations [73]. The flow of water from the pure-water
compartment to a salt-solution compartment by osmotic force was observed within a 180
ns duration. The desalination performance of NPG membranes has been recently investi-
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gated using MD simulations [13]. Chemical functionalization of NPG pores was observed
to have an effect on water transport and salt rejection.
Since water flux scales inversely with membrane thickness, the ultrathin nature of NPG
membranes may enhance water recovery and reduce energy demand. With the advance-
ment in nanotechnology and the emergence of various techniques for material modification,
NPG sheets can potentially be engineered to boost their application in seawater desalina-
tion.
A review of the available literature has shown extensive applications of MD simulations
in a wide range of membrane-based water treatment processes. The results based on these
studies have elucidated fundamental transport mechanisms in membrane-based processes.
Nevertheless, there is relatively little focus on connecting molecular level simulations to the
full-scale. This study seeks to implement a multiscale framework capable of connecting
MD simulations to the process level and making predictions at the full-scale to provide an
avenue to integrate MD simulations into full-scale models.
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CHAPTER 3
A PROBABILISTIC APPROACH FOR ESTIMATING WATER
PERMEABILITY IN PRESSURE-DRIVEN MEMBRANES1
Abstract
A probabilistic approach is proposed to estimate water permeability in a cellulose triacetate
(CTA) membrane. Water transport across the membrane is simulated in reverse osmosis
mode by means of non-equilibrium molecular dynamics (MD) simulations. Different mem-
brane configurations obtained by an annealing MD simulation are considered and simula-
tion results are analyzed by using a Hierarchical Bayesian model to obtain the permeability
of the different membranes. The estimated membrane permeability is used to predict full-
scale water flux by means of a process level Monte Carlo simulations. Based on the results,
the parameters of the model are observed to converge within 5 ns total simulation time. The
results also indicate that the use of unique structural configurations in MD simulations is
essential to capture realistic membrane properties at the molecular scale. Furthermore, the
predicted full-scale water flux based on the estimated permeability is within the same order
of magnitude of bench-scale experimental measurement of 1.72×10−5m/s.
Keywords: CTA membrane; molecular dynamics; Bayesian inference; permeability; sta-
tionary state; Darcy’s law
1Boateng, L.K., R. Madarshahian, Y. Yoon, J. M. Caicedo, J.R.V. Flora. A Probabilistic Approach for
Estimating Water Permeability in Pressure-driven Membranes. Submitted to Journal of Membrane Science,
10/26/2015.
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3.1 Introduction
The purification of alternative water sources by membrane separation has become a well-
established water treatment technology in recent years. Membrane-based separation pro-
cesses such as nanofiltration and reverse osmosis (RO) membranes utilize selective perme-
ability to achieve separation of various mixtures under a significant pressure gradient. Cur-
rently, thin-film composite (TFC) RO membranes with a polyamide selective layer are most
widely used in desalination and purification of seawater and brackish water [3]. TFC-based
RO membranes tend to have superior flux and solute rejection rates compared to cellulose
triacetate (CTA) membranes [74]. However, CTA membranes have greater resistance to
chlorine attack than TFC, and can potentially be used in conjunction with chlorination to
suppress biofouling in desalination processes [27, 28]. Commercial CTA membranes de-
veloped by HTI (Hydration Technologies Inc., OR) consists of a thin selective hydrophilic
CTA active layer which favors water transport and an embedded ultrathin polyester woven
mesh support layer to provide mechanical stability [75]. Pure water permeability of the
CTA membrane in RO mode has been reported to be 8.58×10−21m2, with a correspond-
ing NaCl rejection of ∼ 98% under an experimental pressure gradient of 2 MPa [56].
The development of improved membrane-based water treatment systems requires ex-
tensive experimental investigations to optimize permeate flux and solute rejection, which
are the two main criteria that characterize the efficiency of pressure-driven membranes.
Within this context, several studies have focused on developing high performance TFC
membranes with enhanced water flux and high salt selectivity [76, 77, 78]. Extensive ex-
perimental studies have also been conducted to study the transport of water and ions across
membranes and the influence of fouling on water flux [56, 79]. These experimental stud-
ies have provided useful insight into the processes governing water and salt mobility in
membranes and the macroscopic interactions between membranes and solutes. Despite the
advancement in membrane-based treatment technology, relatively little is known about the
molecular mechanisms of water and salt transport across CTA membranes. These trans-
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port processes occur at the molecular scale and thus cannot be directly probed through
macro-scale experiments.
Over the past few decades, atomistic simulations have been used to investigate the
mechanism of water and salt flux in polymeric materials [80, 81, 15, 22, 43] and carbon
nanotube membranes [82, 83]. A novel heuristic, molecular dynamics (MD)-based ap-
proach was developed to construct the atomic model of the FT-30 aromatic polyamide
membrane to investigate molecular level transport processes across the membrane [15].
Salt permeability in the membrane was calculated based on a solubility-diffusion theory
using trajectories of a non-equilibrium targeted MD simulations [43]. In a related study,
the diffusivity of water within the FT-30 RO membrane was estimated from equilibrium
MD simulations [15]. Water flux across the membrane was calculated based on linear re-
sponse theory and Fick’s law. Recent applications of MD simulations in membrane-based
water treatment processes have shown consistency between simulation results and exper-
imental measurements [15]. The fair agreement of simulation results with experimental
data potentially offers a useful route for the development and optimization of membrane
processes.
Although equilibrium MD simulations can adequately capture molecular mechanisms
in membrane-based transport processes, the use of non-equilibrium MD (NEMD) simu-
lations provides a means to create pressure gradients across membranes to realistically
simulate pressure-driven systems. Pressure gradient in NEMD simulations is typically cre-
ated by applying external forces to selected atoms in the feed water [40, 41] or by the use
of an external piston [42].
Considering the vast information that can be obtained from MD simulations, funda-
mental questions such as the time length of simulations and number of replicate simula-
tions required must be answered prior to data analysis and interpretation. The goal of this
study is to establish a criterion for estimating pure water permeability in a CTA membrane
by means of Bayesian inference. Water transport across a CTA membrane is simulated in
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RO mode and the membrane permeability is estimated by updating a Hierarchical Bayesian
model using data from the MD simulations. The convergence of the model is assessed to
ascertain realistic simulation time lengths and number of replicate simulations required to
reach stationary state. The estimated membrane permeability is used to predict full-scale
water flux by means of a process level Monte Carlo simulation. The use of Bayesian infer-
ence provides a means to incorporate prior knowledge in the model updating process based
on experience and experimental data. The results of this work can potentially provide in-
sight into the estimation and scale up of water flux in pressure-driven systems.
3.2 Computational methods
3.2.1 Atomistic model of HTI CTA membrane
The active layer of the simulated membrane consists of 4 CTA polymer chains with each
chain containing 30 repeating CTA units. The initial structure of the CTA monomer was
generated in Gaussview [84] and optimized with dispersion-corrected density functional
theory [85, 86] at the BLYP/6-31++G(d,p) level using TeraChem [87, 88]. A CTA polymer
chain was created by sequencing 30 CTA monomers using the dendrimer builder toolkit
(DBT) [89]. DBT is integrated with the AMBER MD package [90] and assigns partial
charges of the atom based on AM1-BCC charges generated in Antechamber. An atom-
istic model of the CTA membrane was constructed to match the experimental density of
1.34 g/cm3 and a polymer content of 50% by volume [75, 44]. A 49.3Å×49.5Å graphene
sheet was generated using the nanotube builder package in Visual Molecular Dynamics
(VMD) [91] by following procedures outlined in a previous study [55]. All subsequent
simulations after the membrane construction were performed with the NAMD MD package
[92] using CHARMM force field [93, 94]. The thermostat was regulated using Langevin
dynamics with a collision frequency of 2 ps−1. All bonds involving hydrogen atoms were
restrained to their equilibrium value using the SHAKE algorithm [95]. A Particle Mesh
Ewald [96] was used to compute the long-range electrostatic interactions and periodic
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boundary conditions were applied in all directions. The non-bonded interactions were sub-
jected to a switching cutoff distance of 12 Å. An integration time step of 1 fs was employed
in all simulations.
Initially, 4 CTA polymer chains were randomly located in a large cubic box and mini-
mized for several cycles. This was followed by an NPT simulation at an elevated tempera-
ture (600 K) and pressure (0.1 GPa) to allow the polymer chains to fold. The folded poly-
mer chains were gradually compacted into a periodic cell of size 49.3Å×49.5Å×36.5Å
with a confined thickness of 36.5 Å in the z-direction. An annealing MD simulation was
performed repeatedly in 1 ns sequence by heating the CTA film to 600 K and cooling to 300
K under an ambient pressure of 0.1 MPa to generate different membrane configurations for
the simulations. The CTA film was finally immersed in a TIP3P water box to achieve a
hydrated CTA membrane with the target system density of 1.17 g/cm 3. Fig. 3.1 shows the
steps involved in generating the CTA membrane.
Fig. 3.1 CTA membrane construction process (a) CTA monomer (b) CTA polymer chain
(c) CTA membrane model.
3.2.2 Pressure-induced water flux simulations
The setup for the pressure-induced water flux simulations was constructed by locating a
TIP3P water box with xy dimensions of 49.3Å× 49.5Å and an extended dimensions of
90 Å and 45 Å along the -z and +z axis of the hydrated membrane, respectively. An ex-
ternal piston in the form of a graphene sheet was located at the -z boundary to create a
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pressure gradient across the membrane during the simulations. The system was minimized
for 1000 steps and equilibrated under the NPT ensemble for 1 ns at 300 K and 1 atm
pressure, followed by a 1 ns NVT equilibration. Replicate simulations based on differ-
ent membrane configurations were conducted in the NVT statistical ensemble (T=300 K)
and the trajectories were saved at 10 ps interval for analysis. Water transport in the +z-
direction was induced by applying a 0.024 kcal/mol external force on the carbon atoms of
the graphene piston. The total external force resulted in an applied pressure of 60 MPa
across the membrane. During the simulations, the membrane was held fixed along the z-
axis using harmonic restraints to avoid translation of the system along the direction of the
external forces.
3.2.3 Probabilistic modeling
Probabilistic models are used for modeling the uncertainty associated with observable
data. Two different approaches can be adopted in these type of models: frequentism and
Bayesianism. From the frequentist’s point of view, data is considered repeatable and the
underlying model parameters remain fixed. The source of uncertainty is usually epistemic
or aleatory. Epistemic uncertainty is due to the lack of knowledge about the process that
is observed and can be reduced as knowledge is discovered. Aleatory uncertainty cannot
be reduced because it is the inherent “randomness” of experiments. The Bayesian however
looks at the problem in a conceptually different way. A Bayesian’s interest is in finding the
probability of parameters and models by observing data and considering prior information.
The analyst’s initial belief on model parameters is first elicit using prior probability density
functions (PDF) and is updated by observing new evidence. The Bayesian assumes that
the uncertainty in the parameters is only epistemic and it can be reduced as new knowledge
about the process is discovered, and more and high quality data is acquired [97].
The method discussed here follows a two-step approach. First, a PDF of the water flux
is estimated using a hierarchical Bayesian model. A hierarchical model is chosen because
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they can properly fit large amount of data due to the number of model parameters, without
causing over-fitting as a result of the dependencies enforced by probabilistic relationships
[98]. The parameters of a hierarchical model are represented by probability distributions
with their own parameters, or hyper-parameters. The second step consists of estimating the
PDF of the permeability based on Darcy’s law. The PDF of the model parameters are used
in this estimation.
The general Bayesian equation used to update the parameters, θ given a set of data D
is used for the first step [99]:
p(θ |D) ∝ p(D|θ)p(θ) (3.1)
where p(θ) is the prior PDF of the model parameters, p(D|θ) is the likelihood, and p(θ |D)
is the posterior PDF. The prior expresses any knowledge about the parameters before the
updating process is performed, while the likelihood expresses the probability of the data, D
given a set of parameters, θ . The posterior PDF can be understood as an updated probabil-
ity of the parameters, θ after considering (or given) the data, D. The data used in this study
is obtained by NEMD simulations which calculate piston displacements, z (Å) at specific
times, t. Therefore, the data used for updating is D= {z1,z2, . . .zn, t1, t2, . . . , tn}, where n is
the number of simulations performed. The parameters, θ depend on the probabilistic model
used to represent the NEMD simulations. In this particular implementation the model is
given by:
zi, j = J× ti, j (3.2)
where J is a random variable representing the water flux (Å/ns) and ti, j is the j−th time
value (ns) for the i−th simulation. The proposed hierarchical model for this study rep-
resents J with a normal distribution using the mean and standard deviation as hyper-
parameters. The flux is always positive therefore the prior of J is defined by
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J ∝

N(µJ,σJ) if J > 0
0 if J ≤ 0
(3.3)
where µJ and σJ are random variables representing the mean and standard deviation of J,
respectively. The likelihood P(D|θ) is assumed to be a Gaussian distribution with zero
mean [100]:
p(D|θ) =
n
∏
j=1
m
∏
i=1
1
σl
√
2pi
exp
[
−1
2
(
zi, j− zˆi, j
σl
)2]
(3.4)
where zˆi, j is the vector of piston displacements estimated using Equation 3.2, and σl is the
standard deviation of the likelihood. The value of σl is not known and it is considered as a
free parameter to be updated. Therefore, the parameters updated are θ = {µJ,σJ,σl}.
The selection of priors is critical in Bayesian updating and depends on available knowl-
edge about the parameters. If no information is available, non-informative priors are usu-
ally selected [101]. Uniform priors are not always non-informative, for instance, for a
linear model, a uniform prior for the slope will be in favor of steeper slopes. This can be
easily demonstrated by plotting lines and uniformly increasing the slopes. More lines will
be drawn close to 90o [102, 103]. Here, the prior for µJ is defined as a normal distribution
with a mean of 2.5 and standard deviation of 1.25 based on the experience of the analysts
and prior bench-scale experiments [56]. A non-information prior for σJ and σl was adopted
using Jeffrey’s prior [104]:
p(σl) ∝

1
σl
if σl > 0
0 if σl ≤ 0
(3.5)
p(σ j) ∝

1
σ j if σ j > 0
0 if σ j ≤ 0
(3.6)
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The prior used assumes that the parameters are independent such that p(θ)= p(µ)p(σl)p(σ j).
This assumption does not limit the posterior to be independent. The posterior distributions
is expected to show correlation between parameters if these dependencies are supported by
the data [105].
The relationship between permeability and flux given by Darcy’s law was used for the
second step of the parameter estimation:
J =
k∆P
µLMD
(3.7)
where, ∆P represents the pressure difference across the membrane (MPa), µ is water vis-
cosity (Pa-s), LMD is the membrane thickness (Å), and k is the membrane permeability
(m2). The NEMD simulations have specific, deterministic values of pressure difference,
∆P, thickness, LMD, and water viscosity, µ . Therefore, the only random variable in Equa-
tion 3.7 is J, and the PDF of the viscosity can be easily calculated once the PDF of J is
estimated. The model was implemented in Python and the PyMC package was used to
draw samples of the posterior using the Metropolis-Hasting algorithm [106].
3.2.4 Extrapolation to full-scale
Monte Carlo simulations were performed to predict the full-scale water flux across the
membrane using information obtained from the hierarchical Bayesian model. In predicting
the flux, a representative full-scale membrane section with full-scale depth was constructed
by assembling rectangular MD membrane prisms. Each prism had an area of 49.3Å×
49.5Å and a depth of 36.5 Å corresponding to the dimensions of the membrane used for the
MD simulations. The area of the membrane section corresponds to the area of 500 prisms,
and the number of prisms along the depth was varied to correspond to the full-scale depth
range of 5-15 µm [75]. The water flux across the membrane section was described using
the resistance in series and parallel models and a process level model was subsequently
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formulated based on Darcy’s law [107]. The full-scale flux, JFS was predicted using the
following model:
JFS =
∆PFS
nµLMD
[
n
∑
1
1
∑m1
1
k
]
(3.8)
where, ∆PFS represents the experimental pressure gradient (MPa), n is the number of prisms
in the x-y plane (n = 500), µ is water viscosity (Pa-s), LMD is the depth of a single prism
(Å), m is the number of prisms along the thickness of the membrane section, and k is the
permeability (m2) obtained from the flux distribution using Equation 3. Predictions were
made based on both deterministic and probabilistic estimates for the membrane thickness.
In the probabilistic approach, the thickness was defined as an uncertain parameter by as-
suming two different distributions.
The remainder of this paper is organized in three parts as follows; the first part discusses
the results of the pressure-induced water flux simulations. In the second part, the results
of the Bayesian analysis considering all simulation data are presented. The time length
of simulations and the number of replicate simulations required to achieve convergence in
the permeability estimations are discussed. Finally, results on the predictions of full-scale
water flux based on the estimated permeability is presented and compared to bench-scale
flux measurements.
3.3 Results and discussion
3.3.1 Water transport across CTA membrane
Simulations have been performed using different membrane configurations obtained from
the annealing MD simulations described in section 3.2.1. For each pressure-induced sim-
ulation, a hydrostatic pressure difference of 60 MPa was created across the membrane,
resulting in a net water flux along the +z-direction. Snapshots of the initial and final con-
figurations of the simulation system are presented in Fig. 3.2. The piston gradually moves
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over the course of the simulation as water continuously flows from the feed side to the
permeate side of the membrane. As shown in Fig. 3.3, the graphene displacements for the
different membrane configurations follow a linear trend. Considering the topmost config-
Fig. 3.2 Snapshots of (a) Pressure-induced simulation initial setup (b) Pressure-induced
simulation after 10 ns. Membrane is shown in licorice model, graphene is shown in VDW
model and TIP3P water molecules shown as points.
uration, an induced pressure of 60 MPa causes a 21.6 Å movement in the piston over a
period of 10 ns, which corresponds to a net water flux of 2.16 Å/ns. At the molecular level,
water flux across the membrane is computed as the slope of the graphene displacement,
which is consistent with experimental procedures where fluxes are measured as mass of
permeate collected over a given time period [56].
In a previous study, bench-scale RO experiments were performed to measure pure water
permeability of CTA membranes over a pressure range of 0-2 MPa [56], which is signif-
icantly lower than the pressure range investigated in this study. At an induced pressure
of 2 MPa, the net flux of water across the membrane is prohibitively small and would re-
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Fig. 3.3 Piston displacements for replicate simulations of different membrane
configurations.
quire a considerable longer simulation to yield a significant graphene displacement at the
molecular scale. In the present study, a pressure gradient of 60 MPa is sufficient to in-
duce significant graphene displacement over the time frame of the simulations. It must
be noted that for a pressure-driven system, the trend of the pressure-flux curve indicates a
linear dependence of the pure water flux on the applied pressure [56] suggesting that us-
ing higher pressures during MD simulations should not change the underlying membrane
permeability.
3.3.2 Estimation of water permeability
Data analysis based on a Bayesian hierarchical model is performed by considering 1000
MD simulation data points for each replicate simulation at a sampling rate of 0.2 ns. The
chosen sampling rate was necessary to reduce the computational cost involved in updating
the probabilistic model. A few runs with the complete data set confirmed that the effect
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of the sampling rate on the results is not significant. Also, the initial 0.2 ns of the MD
simulation data are discarded prior to the analysis to achieve pressure equilibration. The
convergence of the Markov Chain Monte Carlo (MCMC) chains are assessed by visualiz-
ing the chain of each variable, calculating autocorrelations and comparing the variance and
mean of different segments of the chain [108]. A typical chain for µJ with the correspond-
ing histogram and calculated z-score values after 0.5 ns is shown in Fig. 3.4. The chain has
100000 burn in samples, thinning of 10 and a total of 2×10 6 points. Based on the MCMC
analysis there is no indication of the chain being “stuck” and the calculated z-scores are all
within−2 and +2. Similar results are observed for the other random variables of the model
(results not shown).
The posterior distribution for permeability, p(k|D) is expected to vary depending on the
data provided for model updating. The distribution obtained using a short MD simulation,
for example, is expected to have a higher standard deviation compared to the distribution
based on a longer simulation.
However, the distribution is expected to converge once “enough” data is provided for
model updating. The second part of the study seeks to investigate the effect of different
replicate simulations on the model updating. The goal is to determine if replicate simula-
tions based on the same membrane configuration can be used to update the probabilistic
model, or if replicate simulations based on unique configurations are needed. This part of
the study also focuses on identifying the number of replicate simulations required for the
posterior permeability distributions to converge as well as the time length of MD simula-
tions necessary to reach convergence in the posterior distributions.
3.3.2.1 Effect of membrane configuration
Replicate simulations are usually performed to assess reproducibility and to obtain spa-
tial and temporal averaging of simulation results. Conformational changes over the course
of atomistic simulations can significantly influence results and data interpretation. For
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Fig. 3.4 (a) MCMC chain (b) Z-score (c) Histogram of µJ for 10 different membrane
configurations.
instance, conformational changes in membrane structure during flux simulations may di-
rectly impact the direction and velocity of water transport across the membrane. State-
of-the-art studies of membrane processes at the molecular level have based simulations
on single membrane configuration to estimate water and solute permeability across mem-
branes [15, 40, 109]. In other cases, replicate simulations based on single membrane con-
figuration have been conducted and the average results reported with standard deviations.
To illustrate the effect of membrane configuration on simulation results, the permeability
is estimated by updating the model using data from two sets of simulations; the first set
consists of 10 replicate simulations based on a single membrane configuration while the
second set consists of 10 single simulations conducted with unique configurations.
In estimating the permeability, data based on three replicate simulations from the first
set are first analyzed and data is incrementally added up to a total of 10 simulations. The
95% high probability density (HPD) and the corresponding z-score values are calculated
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and used as a criteria to assess convergence in terms of the number of replicate simulations
required. The 95% HPD describes the entire permeability distribution and represents the
area where there is a 95% chance of the permeability. The piston displacements for repli-
cate simulations based on a single membrane configuration are presented in Fig. 3.5. It can
Fig. 3.5 Piston displacements for replicate simulations of the same membrane
configuration.
be observed that there is no distinct variation in the graphene displacements over the course
of the simulation. The slight variation in the data set is attributed to thermostat effects and
other simulation dynamics which are not representative of the intrinsic membrane uncer-
tainty. Fig. 3.6 shows the 95% HPD as error bars, and the mean as a line. The tight 95%
HPD region observed further gives an indication that data based on a single membrane
configuration does not capture the uncertainty in the membrane properties at the molecular
scale. Moreover, as observed in Fig. 3.7, the permeability distributions based on a single
configuration show no particular convergence trend because data obtained from the indi-
vidual simulations are not significantly different and does not provide adequate information
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Fig. 3.6 Mean and 95% HPD of permeability for replicate simulations of the same
membrane configuration.
on the membrane properties for model updating.
Conversely, as shown in Fig. 3.3, there is distinct variations in the graphene displace-
ments for the replicate simulations based on unique membrane configurations. For in-
stance, a graphene displacement of 21.6 Å is reported for the topmost configuration while
the lowest configuration only traveled 8.4 Å despite the identical porosities of the two mem-
brane configurations. This emphasizes the fact that structural rearrangement of the CTA
polymer during the annealing process results in the creation of different pathways for wa-
ter transport. The nature of the pore connectivity dictates the extent of water flow through
the various membrane configurations. As further indicated in Fig. 3.8, the permeability
distributions tend to converge to a final distribution as the model is updated with data from
unique replicate simulations. With only a few replicate simulations, there is a higher stan-
dard deviation in the permeability estimates and a larger 95% HPD region as shown in
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Fig. 3.7 Permeability distributions for replicate simulations of the same membrane
configuration.
Fig. 3.9. The permeability estimates become tighter with increasing number of unique
replicate simulations. Nevertheless, no significant change in the 95% HPD region is ob-
served beyond eight replicate simulations. Although there seems to be changes in the mean
of the permeability estimates up until six simulations, these changes are not significant
when compared with the 95% HPD region.
The above observations indicate that the use of unique structural configurations in MD
simulations is essential in estimating intrinsic membrane properties via Bayesian updating.
Thus single simulations based on different membrane configurations can effectively capture
the distributions of intrinsic membrane permeability at the molecular scale.
It is worth noting that despite the convergence in the permeability estimates after eight
simulations, the magnitude of the standard deviations are seemingly high compared to
the mean estimates. The uncertainty in the permeability estimates is expected to reduce
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Fig. 3.8 Permeability distributions for replicate simulations of different membrane
configurations.
when a bigger simulation size is considered. The time scale of MD simulations usually
requires certain compromises to be made on the simulation size in order to simulate certain
processes in reasonable computational time. The size of the membrane used in this study is
49.3Å×49.5Å×36.5Å, which is several orders of magnitude smaller than the full-scale
membrane dimensions. This necessitates the need to scale up molecular level simulations
in order to reduce the uncertainty on derived quantities and to make reasonable comparisons
with experimental data. In line with this, a process model is adopted to predict the full-scale
water flux through the membrane using the estimated membrane permeability.
3.3.2.2 Effect of simulation time
The time length of simulations required to achieve convergence is investigated by updating
the model with an increasing number of MD simulations data based on the unique repli-
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Fig. 3.9 Mean and 95% HPD of permeability for replicate simulations of different
membrane configurations.
cate simulations. The posteriori distributions for the permeability are estimated for the
initial 0.5 ns of the samples and data is incrementally added up to a total time of 9.5 ns.
The histograms for the MCMC permeability samples over a period of 9.5 ns is shown in
Fig. 3.10.
At 0.5 ns total simulation time, the mean of the distribution is somewhat close to the
mean of the prior, suggesting that information based on a 0.5 ns simulation is not sufficient
to change our prior knowledge. As the simulation become longer, the posterior proba-
bilities change based on the prior information and converges towards a final distribution.
Based on the molecular scale definition of water flux, it is expected that longer simulations
will generate a longer graphene displacement over time and provide more information to
accurately estimate the permeability. However, no significant change in the distributions
can be observed beyond 5 ns total simulation indicating that the distributions have reached
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Fig. 3.10 Permeability distributions as a function of simulation time.
a stationary state. As shown in Fig. 3.11, there is a higher uncertainty with corresponding
larger 95% HPD region at shorter simulation time. Nevertheless, the mean of the distribu-
tions still falls inside the 95% HPD region of the shortest simulation considered. The 95%
HPD region is observed to be a little bit more symmetric around the mean, although some-
what skewed. The mean however, did not significantly change over the total simulation
time, which indicates that the results are not being biased with some “noise” in the simula-
tions. Overall, the model converges quickly and the permeability estimates become tighter
as the simulation becomes longer although the reduction in standard deviation after 5 ns
might not be worth the computational time. It is important to also note that the estimated
membrane permeability from the Bayesian analysis are in good accord with the reported
experimental CTA membrane permeability of 8.58×10−21m2 [56].
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Fig. 3.11 Mean and 95% HPD of permeability as a function of simulation time.
3.3.3 Full-scale flux prediction
The full-scale water flux is predicted based on the hierarchical Bayesian model using the
estimated membrane permeability. The probabilistic model is used together with experi-
mental parameters in the process model to make predictions at the full-scale. In a previous
experimental study, pure water permeability of the CTA membrane in RO mode was mea-
sured using a membrane with an effective area of 0.064 m2 over a pressure range of 0-2
MPa. The membrane thickness is considered as an uncertain parameter and it’s therefore
defined as a random variable in the process model. The full-scale predictions are reported
as fluxes in order to make direct comparisons with bench-scale experimental flux mea-
surements. Predictions of the full-scale water flux are initially based on a deterministic
definition of the membrane thickness by sampling different thicknesses within the reported
range of 5-15 µm. Fig. 3.12 shows the predicted full-scale water flux in comparison with
the experimental data at a pressure of 2 MPa shown as a vertical line [56]. As expected,
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the full-scale water flux scales inversely with membrane thickness because of the greater
resistance to flow at increased thickness. The predicted results are within the same order
of magnitude of the experimental data despite the uncertainty in the membrane parame-
ters. Although the full-scale predictions are reported as fluxes, the permeability of a given
membrane configuration can be obtained using Equation 3; which relates the flux to the per-
meability by taking into account the applied pressure, viscosity and membrane thickness.
In general, the permeability of the membrane is regarded as the inverse of the membrane
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Fig. 3.12 Full-scale water flux prediction based on deterministic membrane thickness.
resistance and indicates the ease with which water crosses the membrane.
In the probabilistic approach, sampling of the membrane thickness is performed within
a uniform and a normal distribution. Based on the specified range of the membrane thick-
ness, the uniform distribution is assigned a mean of 10 µm and a standard deviation of
1.66 µm. The full-scale predictions based on the uniform and normal distribution mem-
brane thickness are presented in Figs. 3.13 and 3.14, respectively. As indicated by the
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Fig. 3.13 Full-scale water flux prediction based on uniform distribution membrane
thickness.
results, the experimental data falls inside the predicted range for both distributions. Al-
though the real distribution for a membrane thickness is unknown, one could argue that a
normal distribution would be a better choice to model membrane thickness than a uniform
distribution. It is unlikely that the probability density would sharply fall outside the 5-15
µm reported range.
Overall, the full-scale flux predictions based on the different membrane thickness dis-
tributions are fairly consistent with the experimental flux measurement, indicating that MD
simulations can potentially be scaled up to the full-scale to capture process level conditions.
It must be emphasized that the seemingly high prediction error is possibly due to the uncer-
tainty in the estimation of the membrane thickness since the proposed framework allows
uncertainties to be incorporated into the process model. Therefore, to reduce uncertainty
in the predictions, proper characterization of the membrane thickness is required.
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Fig. 3.14 Full-scale water flux prediction based on normal distribution membrane
thickness.
3.4 Conclusions
A probabilistic framework to estimate pure water permeability in pressure-driven mem-
branes is presented in this study. The proposed framework uses Bayesian inference to
update a probabilistic model using the results of MD simulations. Permeability distribu-
tions obtained from the MD simulations was used to predict the full-scale water flux using
process level Monte Carlo simulations. Based on the convergence diagnostics, the simula-
tions were observed to reach a stationary state after 5 ns, indicating that a 5 ns total MD
simulation is adequate to achieve converged statistics. Replicate simulations of the same
membrane configuration indicated a tight estimate of the membrane permeability and did
not effectively capture the uncertainty associated with the membrane properties. It was
established that MD simulations based on eight unique structural configurations can effec-
tively capture realistic distributions of the membrane permeability at the molecular scale.
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Moreover, the estimated membrane permeability and the predicted full-scale flux were in
good agreement with experimental data despite the uncertainty in the membrane thick-
ness. More accurate prediction of full-scale flux requires detailed characterization of the
membrane properties. The presented framework can potentially serve as a useful tool for
analyzing and interpreting MD simulations to gain insight in pressure-driven membrane
systems. Future work will investigate salt rejection and the influence of natural organic
matter fouling on water flux in CTA membranes.
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Nomenclature
p(θ) Prior PDF of model parameters
p(D|θ) likelihood
p(θ |D) Posterior PDF
z Piston displacement (Å)
J Water flux (Å/ns)
µJ Mean of flux
σJ Standard deviation of flux
σl Standard deviation of likelihood
k Membrane permeability (m2)
∆P Pressure difference across membrane (MPa)
µ Water viscosity (Pa-s)
LM MD membrane thickness (Å)
JFS Full-scale flux (m/s)
∆PFS Experimental pressure gradient (MPa)
n Number of prisms in the x− y plane
m Number of prisms along thickness of membrane section
δ Full-scale membrane section thickness (m)
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CHAPTER 4
MULTISCALE MODELING OF OSMOTIC WATER TRANSPORT AND SALT
SELECTIVITY IN FORWARD OSMOSIS MEMBRANES1
Abstract
Multiscale modeling of water and salt transport in a cellulose triacetate (CTA) forward os-
mosis membrane is investigated by means of MD simulations and process level modeling.
MD simulations are conducted to simulate osmotic water transport and salt diffusivity, and
a process model is formulated to model the FO system within the construct of MD. The re-
sults indicate that the driving force for water transport is influenced by dilution of the draw
solution and back diffusion of salt across the membrane. Based on the estimates of the
membrane permeability and salt diffusion coefficients, the predicted full-scale water flux
is within the same order of magnitude of experiments although the predictions approached
steady state more rapidly. The difference in the predicted and experimental flux trends
is attributed to the different modes of operation in the experimental and modeling setups.
Moreover, draw solution (DS) concentration and the type of DS solutes have significant
effect on the osmotic driving force, in accordance with experiments. The consistency be-
tween model predictions and experiments suggests that MD simulations can potentially be
scaled up to reflect process level observations. The presented framework can be useful for
studying water and salt transport mechanisms in FO systems.
Keywords: Forward osmosis; CTA membrane; molecular dynamics; multiscale modeling;
permeability; salt rejection;
1Boateng, L.K., J.R.V. Flora, Y. Yoon. Multiscale Modeling of Osmotic Water Transport and Salt Selec-
tivity in Forward Osmosis Membranes. To be submitted to Journal of Membrane Science.
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4.1 Introduction
The depletion in global energy resources, coupled with water scarcity in several parts of the
world has accelerated the adoption of energy efficient desalination treatment technologies.
Efficient and cost-effective treatment methods will serve as a viable means of producing
potable water from alternative water sources to meet the world’s water demand. Although
reverse osmosis (RO) membranes are currently the most widely used commercial mem-
branes in desalination technologies [3], their long term sustainability is uncertain because
of their high energy requirement. Forward osmosis (FO) membranes have been identified
as an alternative desalination technology with a reasonably lower cost and higher water
recovery rate [5, 6, 7, 8, 9, 10]. The driving force for water transport in FO processes is
created by the osmotic pressure gradient between the feed solution (FS) and a draw solution
(DS) with a high osmotic pressure. The resulting driving force can produce water recovery
of up to ∼ 85% in seawater desalination which is significantly higher than the observed
recovery in RO processes [11].
Commercial cellulose triacetate (CTA) membranes developed by HTI (Hydration Tech-
nologies Inc., OR) contains approximately 14% CTA as the membrane material [75]. The
asymmetric FO membrane consists of a thin selective CTA active layer and an embedded
ultrathin polyester support layer to provide mechanical stability [75]. The support layer of
the CTA membrane consists of polyester fibers and contains spacious voids which mini-
mizes internal concentration polarization (ICP) to enhance permeate flux. Novel asymmet-
ric FO membranes have the ability to reduce fouling and suppress the ICP phenomenon
to maintain high water flux and solute rejection [110, 111]. However, bench-scale studies
conducted using CTA FO membrane have indicated significant effect of ICP on water flux
[56].
Although FO processes are less susceptible to fouling in comparison to RO systems,
high levels of natural organic matter (NOM) in feed water could limit their extensive ap-
plication in advanced water systems. NOM fouling can significantly reduce treatment effi-
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ciency by causing membrane pore clogging and formation of cake layer on the membrane
surface [48, 49, 50, 51] which can result in membrane filtration flux decline [52, 53]. The
treatment efficiency of membrane-based processes can significantly be influenced by sev-
eral other water quality conditions including pH, FS and DS conditions, and temperature.
A recent study has shown that increasing temperature can lead to an increased osmotic
driving force and an overall increase in water transport [112]. The increased driving force
for water transport was attributed to the reduction in water viscosity and ICP across the
membrane at higher temperature.
Due to the increasing application of membrane technology for water treatment, a de-
tailed understanding of membrane separation mechanisms have become critical for advanc-
ing membrane-based treatment processes. Atomistic simulations can provide atomic-scale
details on the mechanisms of water and salt transport in membranes. Recently, the applica-
tion of MD simulations in membrane-based processes have provided unique insight to elu-
cidate various transport mechanisms and the microscopic interactions between membranes
and solutes. The results based on some available literature have indicated consistency be-
tween simulation results and experimental measurements. The fair agreement of simulation
results with experimental data potentially offers a useful route for combining experimental
and simulation results for the development of mechanistic strategies to optimize membrane
performance. Such strategies could aim at optimizing process conditions and water quality
parameters to minimize membrane fouling and enhance water flux and solute rejection.
Despite the consistency between MD simulations and experiments, there have been
relatively little focus on connecting molecular level simulations to the full-scale. One ap-
proach is to extract membrane parameters from MD simulations and adopt a process level
model to make predictions at the full-scale. The goal of this study is to adopt a multiscale
modeling approach to connect MD simulations to the process level. MD simulations are
conducted to simulate osmotic water transport and salt rejection in a CTA FO membrane.
A process level model is formulated within the construct of MD to extract membrane pa-
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rameters from the simulations to make predictions at the full-scale. Such a framework will
enable reasonable comparison of simulation results to experimental data within the time
scale of experiments and potentially provide a means to optimize membrane processes
based on simulations and experimental data.
4.2 Computational methods
4.2.1 Atomistic model of HTI CTA membrane
The simulated FO membrane consists of 4 CTA polymer chains, representing the active
layer of the membrane with each chain containing 30 repeating CTA units. Based on the
manufacturer’s specifications, the CTA FO membrane model was constructed to match an
experimental density of 1.34 g/cm3 and a polymer content of 50% by volume [75, 44]. The
starting structure of the CTA monomer was generated in Gaussview [84] and optimized
with dispersion-corrected density functional theory [85, 86] at the BLYP/6-31++G(d,p)
level using TeraChem [87, 88]. 30 CTA monomers were sequenced using the dendrimer
builder toolkit (DBT) [89] to generate a CTA polymer chain. A 49.3Å×49.5Å graphene
sheet was generated using the nanotube builder package in Visual Molecular Dynamics
(VMD) [91] by following procedures outlined in a previous study [55]. All subsequent
simulations after the membrane construction were performed with the NAMD MD pack-
age [92] using CHARMM force field [93, 94]. The system temperature was controlled
using Langevin dynamics with a collision frequency of 2 ps−1. All bonds involving hy-
drogen atoms were restrained to their equilibrium value using the SHAKE algorithm [95].
The long-range electrostatic interactions were computed using Particle Mesh Ewald [96]
with all non-bonded interactions subjected to a switching cutoff distance of 12 Å. Periodic
boundary conditions were applied in all directions and an integration time step of 1 fs was
employed in all simulations.
The CTA membrane model was generated by randomly locating 4 polymer chains in
a large cubic box and performing minimization for several cycles to remove bad contacts.
47
The next step consisted of a 1 ns MD simulation at an elevated temperature (600 K) and
pressure (0.1 GPa) to speed up the polymer folding process. This was followed by a gradual
compaction of the folded polymer chains into a 49.3Å×49.5Å×36.5Å periodic cell while
confining the cell thickness in the z-direction. An annealing MD simulation was performed
repeatedly in 1 ns sequence by heating the CTA film to 600 K and cooling to 300 K under
an ambient pressure of 0.1 MPa to generate different membrane configurations for the flux
simulations. Finally, the CTA film was hydrated in a TIP3P water box to achieve the target
system density of 1.17 g/cm3.
4.2.2 Osmotic and pressure-induced water flux simulations
The setup for the osmotic water transport simulations consisted of the hydrated CTA mem-
brane with 0.25 M NaCl FS and 2.5 M NaCl DS located along the −z and +z-directions,
respectively. The molar concentration of the solutions were obtained by randomly adding
the appropriate number of Na+ and Cl− ions into the FS and DS domains. The system was
minimized for 1000 steps and equilibrated under the NPT ensemble for 1 ns at 300 K and
1 atm pressure, followed by a 1 ns NVT equilibration. A graphene sheet with similar xy
dimensions as the water box was located on top of the FS domain to quantity the osmotic
water flux across the membrane. Water and salt transport across the membrane were simu-
lated by performing 100 ns replicate simulations under the NVT ensemble at a temperature
of 300 K and 1 atm pressure. The effect of different DS solutes on osmotic water transport
was also investigated by performing simulations using a 2.5 M CaCl2 and 2.5 M KCl DS
with 0.25 M NaCl FS in each case.
A pressure-induced NEMD simulation was performed to estimate the pure water per-
meability of the CTA membrane. In the case of the pressure induced-simulations, no salt
was added to the FS and DS domains. A hydraulic pressure gradient was created across the
membrane by applying a 0.024 kcal/mol external force on the carbon atoms of the graphene
piston resulting in an applied pressure of 60 MPa. During the simulations, the membrane
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was fixed along the z-axis using harmonic restraints to avoid translation of the system along
the direction of the applied force. 10 ns replicate simulations were conducted under similar
conditions and the trajectories were saved at 10 ps interval for analysis.
4.2.3 Membrane fouling simulations
Humic acid (HA) is chosen as a representative NOM foulant to investigate the influence
of fouling on CTA membrane permeability. The HA structure is based on the Temple-
Northeastern-Birmingham (TNB) molecular model which consists of carboxyl, phenolic
and amine functional groups [113]. The initial HA structure was generated and optimized
by following procedures described in section 4.2.1. An atomistic model of the hydrated
CTA-NOM system was constructed by randomly locating HA molecules on the surface of
the CTA membrane to achieve an NOM layer with different thickness. The addition of 10
HA molecules resulted in a relatively porous foulant layer with a thickness of 20.9 Å, while
20 HA molecules created a relatively dense foulant layer with a thickness of 26.3 Å. For
the pH under consideration, all three carboxyl groups of the HA molecule were assumed
to be deprotonated; Na+ counter ions were added to the solvated system to achieve charge
neutrality. The system was equilibrated and the effect of the NOM foulant on pure water
flux was quantified by repeating the pressure-induced flux simulation procedures described
in section 4.2.2.
4.2.4 Process level model
A triple layer process model is proposed to model the FO system described in section
4.2.2 within the construct of MD. The proposed model accounts for the moving boundary
of the graphene sheet and is also applicable to pressure assisted FO systems. Fig. 4.1
shows the process level representation of the molecular domain which is comparable to the
MD snapshot shown in Fig. 4.3. The FS and DS domains contain NaCl salt at an initial
concentration of CFS0 and CDS0, respectively. The graphene sheet is initially located at
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xDS = LDS0 and moves such that xDS > LDS0 for t > 0, where LDS is the moving boundary
domain defining the changes in the length of the DS domain with time. Equivalently,
because of periodic boundary conditions, the graphene sheet is also initially located at
xFS = 0 and the domain of FS decreases with time. A derivation of the key equations for
modeling FO membranes within the construct of MD is presented below.
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Fig. 4.1 Process level schematic of FO system.
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Material balances on the salt in the draw solution (DS), feed solution (FS), and mem-
brane (M) are given by
∂cDS
∂ t
+ vb
∂cDS
∂xDS
= Db
∂ 2cDS
∂xDS2
(4.1)
∂cFS
∂ t
+ vb
∂cFS
∂xFS
= Db
∂ 2cFS
∂xFS2
(4.2)
∂cM
∂ t
+ vM
∂cM
∂xM
= DM
∂ 2cM
∂xM2
(4.3)
Multiplying both sides of equations 4.1 to 4.3 by LDS,0vb,0cDS,0 and using C˜i =
ci
cDS,0
and T˜ = tvb,0LDS,0
where vb,0 is the initial water flux across the FO membrane, results in
∂C˜DS
∂ T˜
+
vbLDS,0
vb,0
∂C˜DS
∂xDS
=
DbLDS,0
vb,0
∂ 2C˜DS
∂xDS2
(4.4)
∂C˜FS
∂ T˜
+
vbLDS,0
vb,0
∂C˜FS
∂xFS
=
DbLDS,0
vb,0
∂ 2C˜FS
∂xFS2
(4.5)
∂C˜M
∂ T˜
+
vMLDS,0
vb,0
∂C˜M
∂xM
=
DMLDS,0
vb,0
∂ 2C˜M
∂xM2
(4.6)
The dimensionless distance, X˜DS, is related to LDS and the normalized time varying length
L˜DS as follows
LDS = LDS,0 +
∫ t
0
vb dt (4.7a)
= LDS,0 +
∫ T˜
0
vb
LDS,0
vb,0
dT˜ (4.7b)
L˜DS =
LDS
LDS,0
= 1+
∫ T˜
0
vb
vb,0
dT˜ (4.7c)
X˜DS =
xDS
LDS
=
xDS
LDS,0
(
1+
∫ T˜
0
vb
vb,0
dT˜
) = xDS
LDS,0L˜DS
(4.7d)
Note that L˜DS is not a function of position xDS. As shown later, vb is a function of the os-
motic pressure, which is determined by the concentration difference across the membrane
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(i.e., at specific, unchanging boundary locations of xDS and xFS). Using the chain rule, and
equation 4.7d, the derivatives of concentration wrt xDS are written as
∂C˜DS
∂xDS
=
∂C˜DS
∂ X˜DS
∂ X˜DS
∂xDS
=
∂C˜DS
∂ X˜DS
1
LDS,0L˜DS
(4.8a)
∂ 2C˜DS
∂xDS2
=
∂
∂xDS
(
∂C˜DS
∂ X˜DS
1
LDS,0L˜DS
)
=
∂ 2C˜DS
∂ X˜2DS
(
1
LDS,0L˜DS
)2
(4.8b)
Substituting equation 4.8a and 4.8b into equation 4.4,
∂C˜DS
∂ T˜
+
vbLDS,0
vb,0
∂C˜DS
∂ X˜DS
1
LDS,0L˜DS
=
DbLDS,0
vb,0
∂ 2C˜DS
∂ X˜2DS
(
1
LDS,0L˜DS
)2
(4.9a)
∂C˜DS
∂ T˜
+
1
L˜DS
vb
vb,0
∂C˜DS
∂ X˜DS
=
(
1
L˜DS
)2 Db
LDS,0vb,0
∂ 2C˜DS
∂ X˜2DS
(4.9b)
∂C˜DS
∂ T˜
+
1
L˜DS
vb
vb,0
∂C˜DS
∂ X˜DS
=
(
1
L˜DS
)2 1
PeDS,0
∂ 2C˜DS
∂ X˜2DS
(4.9c)
where PeDS,0 is the Peclet number at the onset of the simulation. A similar analysis is
performed to obtain the dimensionless distance X˜FS. Noting that the FS space domain is
decreasing, X˜FS is related to LFS and the normalized time varying length L˜FS is as follows
LFS = LFS,0−
∫ t
0
vb dt (4.10a)
= LFS,0−
∫ T˜
0
vb
LDS,0
vb,0
dT˜ (4.10b)
L˜FS =
LFS
LFS,0
= 1− LDS,0
LFS,0
∫ T˜
0
vb
vb,0
dT˜ (4.10c)
X˜FS =
xFS
LFS
=
xFS
LFS,0
(
1− LDS,0LFS,0
∫ T˜
0
vb
vb,0
dT˜
) = xFS
LFS,0L˜FS
(4.10d)
Since L˜FS is not a function of position xFS, the derivatives of concentration wrt xFS are
∂C˜FS
∂xFS
=
∂C˜FS
∂ X˜FS
∂ X˜FS
∂xFS
=
∂C˜FS
∂ X˜FS
1
LFS,0L˜FS
(4.11a)
∂ 2C˜FS
∂xFS2
=
∂
∂xFS
(
∂C˜FS
∂ X˜FS
1
LFS,0L˜FS
)
=
∂ 2C˜FS
∂ X˜2FS
(
1
LFS,0L˜FS
)2
(4.11b)
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Substituting equation 4.11a and 4.11b into equation 4.5,
∂C˜FS
∂ T˜
+
vbLDS,0
vb,0
∂C˜FS
∂ X˜FS
1
LFS,0L˜FS
=
DbLDS,0
vb,0
∂ 2C˜FS
∂ X˜2FS
(
1
LFS,0L˜FS
)2
(4.12a)
∂C˜FS
∂ T˜
+
1
L˜FS
LDS,0
LFS,0
vb
vb,0
∂C˜FS
∂ X˜FS
=
(
1
L˜FS
)2(LDS,0
LFS,0
)2 Db
LDS,0vb,0
∂ 2C˜FS
∂ X˜2FS
(4.12b)
∂C˜FS
∂ T˜
+
1
L˜FS
LDS,0
LFS,0
vb
vb,0
∂C˜FS
∂ X˜FS
=
(
1
L˜FS
)2(LDS,0
LFS,0
)2 1
PeDS,0
∂ 2C˜FS
∂ X˜2FS
(4.12c)
Since equation 4.6 does not have a moving boundary domain, xM can be normalized by LM
to obtain
∂C˜M
∂ T˜
+
LDS,0
LM
vm
vb,0
∂C˜M
∂ X˜M
=
(
LDS,0
LM
)2 DM
Db
Db
LDS,0vb,0
∂ 2C˜M
∂ X˜2M
(4.13a)
∂C˜M
∂ T˜
+
LDS,0
LM
vm
vb,0
∂C˜M
∂ X˜M
=
(
LDS,0
LM
)2 DM
Db
1
PeDS,0
∂ 2C˜M
∂ X˜2M
(4.13b)
The driving force for water flux, vb, across the FO membrane is determined by the
osmotic pressure difference, ∆pi , across the membrane and foulant layer (if present), the
intrinsic resistance of the membrane and the foulant layer, and any applied pressure (P0) to
augment the driving force in pressure assisted systems. Assuming a constant depth of the
membrane (LM) and foulant layer (LF ), vb, vb,0, and vM can be expressed as:
vb =
σ
µ
(
LM
kM
+ LFkF
) (∆pi+P0) (4.14a)
vb,0 =
σ
µ
(
LM
kM
+ LFkF
) (∆pi0 +P0) (4.14b)
vM =
vb
ε
(1−σ) (4.14c)
vb
vb,0
=
∆pi+P0
∆pi0 +P0
(4.14d)
vM
vb,0
=
vb
vb,0
(1−σ)
ε
(4.14e)
where kM and kF are the membrane and foulant layer permeability, respectively, σ is the
membrane reflection coefficient, µ is the water viscosity, and ε is the membrane porosity.
For a completely rejecting membrane, σ = 1.0 e [114, 115]. Since the membrane is not
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completely impermeable to salt, a reflection coefficient was incorporated into the model
to account for the reduction in osmotic pressure as a result of the flux of ions across the
membrane. ∆pi is the difference between the bulk osmotic pressures of the DS(piDS) and
FS(piFS), respectively, given by
∆pi = φ (cDS(xDS = 0)− cFS(xFS = LFS))RT (4.15a)
∆pi = φ
(
C˜DS(X˜DS = 0)−C˜FS(X˜FS = 1)
)
cDS,0RT (4.15b)
where φ is the osmotic coefficient factor introduced to correct for the deviations of real
solutions from ideal behavior. Subsequently, σ and φ were identified as the appropriate
fitting parameters in the process model. The partial differential equations 4.9c, 4.12c, and
4.13b are subject to the following initial conditions
ci(t = 0,xi) = ci,0 (4.16a)
C˜DS(T˜ = 0, X˜DS) = 1 (4.16b)
C˜FS(T˜ = 0, X˜FS) =
cFS,0
cDS,0
(4.16c)
C˜M(T˜ = 0, X˜M) =
cM,0
cDS,0
(4.16d)
and boundary conditions (going from FS to M then DS),(
vbcFS−Db∂cFS∂xFS
)∣∣∣∣
t,xFS=0
= 0 (4.17a)
cFS(t,xFS = LFS) = cM(t,xM = 0) (4.17b)∫ xFS
0
cFS(t,xFS)dxFS =
∫ xFS
0
cFS(t = 0,xFS)dxFS−
∫ t
0
ε
(
vMcM−DM ∂cM∂xM
)∣∣∣∣
t,xM=0
dt
(4.17c)
cM(t,xM = LM) = cDS(t,xDS = 0) (4.17d)∫ xFS
0
cFS(t,xFS)dxFS+
∫ xM
0
εcM(t,xM)dxM+
∫ xDS
0
cDS(t,xDS)dxDS = (4.17e)∫ xFS
0
cFS(t = 0,xFS)dxFS+
∫ xM
0
εcM(t = 0,xM)dxM+
∫ xDS
0
cDS(t = 0,xDS)dxDS(
vbcDS−Db∂cDS∂xDS
)∣∣∣∣
t,xDS=LDS
= 0 (4.17f)
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The boundary conditions in dimensionless parameters are(
vb
vb,0
C˜FS− 1L˜FS
LDS,0
LFS,0
1
PeDS,0
∂C˜FS
∂ X˜FS
)∣∣∣∣
T˜ ,X˜FS=0
= 0 (4.18a)
C˜FS(T˜ , X˜FS = 1) = C˜M(T˜ , X˜M = 0) (4.18b)∫ X˜FS
0
C˜FS(T˜ , X˜FS)dX˜FS =
∫ X˜FS
0
C˜FS(T˜0, X˜FS)dX˜FS− (4.18c)∫ T˜
0
ε
(
vM
vb,0
C˜M− LDS,0LM
DM
Db
1
PeDS,0
∂C˜M
∂ X˜M
)∣∣∣∣
T˜ ,X˜M=0
C˜M(T˜ , X˜M = 1) = C˜DS(T˜ , X˜DS = 0) (4.18d)∫ X˜FS
0
C˜FS(T˜ , X˜FS)L˜FS
LDS,0
LFS,0
dX˜FS+
∫ X˜M
0
εC˜M(T˜ , X˜M)
LDS,0
LM
dX˜M+ (4.18e)∫ X˜DS
0
C˜DS(T˜ , X˜DS)L˜DSdX˜DS =
∫ X˜FS
0
C˜FS(T˜ = 0, X˜FS)L˜FS
LDS,0
LFS,0
dX˜FS+∫ X˜M
0
εC˜M(T˜ = 0, X˜M)
LDS,0
LM
dX˜M+
∫ X˜DS
0
C˜DS(T˜ = 0, X˜DS)L˜DSdX˜DS(
vb
vb,0
C˜DS− 1L˜DS
1
PeDS,0
∂C˜DS
∂ X˜DS
)∣∣∣∣
T˜ ,X˜DS=1
= 0 (4.18f)
In developing the model system, equal flux boundary conditions at the membrane-DS
and membrane-FS interfaces were not used because combinations thereof resulted in either
unrealistic concentration profiles or unacceptable errors in overall salt material balance.
The combination of the above boundary conditions ensured both a realistic concentration
profile and mass conservation.
4.2.5 Process Model Solution
When the spatial domains (i.e., LDS, LFS and LM) are divided into NDS− 1, NFS− 1 and
NM− 1 sections, the concentration along N nodes are unknown and must be solved. The
concentration derivatives with respect to space were discretized using finite differences,
resulting in NDS+NFS+NM− 6 ordinary differential equations in time and six algebraic
equations corresponding to the boundary conditions. The model constitute a system of
differential-algebraic equations that were solved using DASSL as implemented in Scilab
[116].
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4.2.6 Extrapolation to full-scale
At the process level, water flux is predicted based on full-scale membrane dimensions
using membrane parameters obtained from the results of MD simulations and least-square
parameter estimation. The model was reformulated to reflect a fixed FS and DS dimensions
(i.e., no moving boundary) with constant salt concentrations at the bulk boundaries between
the DS and FS. This was achieved by defining a mass transfer boundary layer thickness at
the membrane-DS and membrane-FS interfaces such that salt concentration beyond that
thickness remained fixed and equivalent to the bulk concentration. The schematic of the
scaled up FO system is shown in Fig. 4.2. In addition, the boundary conditions were
revised to account for the flux of salts into the respective domains. Although this does not
completely represent the experimental conditions, the results are expected to give a first
approximation to the full-scale behavior of the FO system.
The experimental bench-scale FO setup consisted of a double channel with dimensions
of 76 mm length, 27 mm width, and 2 mm height, providing an effective area of 41.02 cm2.
The flow rate and cross flow velocity were 0.19 L/min and 10 cm2/s, respectively. Based
on the available experimental data, the calculated Reynolds number, Re indicated a laminar
flow regime, hence the Sherwood number, Sh was calculated using the laminar correlation
for a rectangular channel [117, 114]:
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Fig. 4.2 Schematic of scaled up FO system.
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Sh= 1.85
(
ReSc
dh
L
)0.33
(4.19)
where Sc is Schmidt number, dh is the hydraulic diameter, and L is the length of the channel.
The mass transfer coefficient, k, and the theoretical mass transfer boundary layer thickness,
δ were calculated based on the Sherwood number and the diffusion coefficients, D for the
salts using:
Sh=
kdh
D
(4.20a)
δ =
D
k
(4.20b)
4.3 Results and discussion
4.3.1 Osmotic water flux
Initial osmotic pressure gradients of 8.75, 9.0 and 12.85 MPa are created across the mem-
brane for the KCl, NaCl and CaCl2 FO systems, respectively. In the case of the divalent
DS solute, there is an increased ionic species in solution, hence the higher osmotic pressure
gradient. The driving force resulting from the osmotic pressure gradient across the mem-
brane induces a net osmotic water transport along the +z-direction from the FS to the DS.
The water flux is quantified by the movement of the graphene sheet initially located above
the FS domain. Snapshots of the simulated FO system are presented in Fig. 4.3, where a
lower graphene position is observed at the end of the 100 ns simulation. The change in the
graphene position with time for replicate simulations conducted with different membrane
configurations is presented in Fig. 4.4. At the initial stage of the simulations, water flows
across the membrane at a relatively constant rate, hence the observed linear regime in the
graphene displacements. However, beyond 20 ns the variations in the graphene displace-
ments become pronounced due to the increased effect of the membrane pore connectivity
on water transport. Furthermore, a gradual decreasing trend is observed in the graphene
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Fig. 4.3 Snapshots of (a) Osmotic water transport simulation initial setup (b) Osmotic
water transport simulation after 100 ns. Membrane is shown in licorice model, graphene
is shown in VDW model, Na+ and Cl− ions are shown as blue and green spheres,
respectively and TIP3P water molecules shown as points.
displacements because of the reduction in osmotic driving force as a result of the dilution
of the DS concentration and back diffusion of salt.
Due to the dependence of the osmotic driving force on concentration gradient, slight
changes in concentration resulting from dilution, reverse salt flux (RSF) and ICP can signif-
icantly impact the driving force for water transport. ICP results from the buildup of solutes
at the membrane surface which reduces permeate flux because of the increased osmotic
pressure that must be overcome to facilitate water transport. Depending on the severity of
ICP and the rate of RSF, the osmotic driving force can vary significantly as depicted by the
“noisy” nature of the graphene displacements.
The average salt concentration profiles over the initial and final 5 ns for the base pro-
duction simulation are shown in Fig. 4.5. The membrane is located in the region−7.5 Å <
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Fig. 4.4 Graphene displacements for replicate simulations.
Fig. 4.5 Average salt concentration profiles over simulation domain.
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z > +28.5 Å and its position remained relatively fixed over the course of the simulation.
The flow of water across the membrane results in the movement of the graphene sheet from
its initial position of −63.5 Å to −51.4 Å, traveling a total distance of 12.1 Å within 100
ns. Noting that the volume of the simulation box remains constant and that periodic bound-
ary conditions are implemented, an increase in the salt concentration is observed in the FS
domain (initially at−63.5 Å < z >−7.5 Å) between the graphene and the membrane. The
increase in the FS concentration is due to the influx of water into the DS domain (initially at
+28.5 Å < z >−68.5 Å), thus reducing the volume of water in the FS domain and diluting
the DS concentration over time. The dilution of the DS, coupled with the back diffusion of
salt across the membrane subsequently results in a decrease in the DS salt concentration.
The decrease in the DS salt concentration with time results in an overall reduction in
the driving force for water transport. This leads to a reduction in the net water flux and
a corresponding decrease in the graphene velocity as depicted in the trends observed in
Fig. 4.4. Although the graphene displacements indicate no distinct decreasing trend within
the 100 ns, the water flux is expected to decrease over the course of a longer simulation. At
equilibrium, the graphene sheet is expected to be stationary due to zero net flux of water
across the membrane. A flat concentration region that corresponds to the bulk DS and
a decline in the salt concentration as it approaches the membrane is expected. This will
however require a considerable longer time to simulate. The variations in the average ion
concentration in the FS, DS and membrane domains over the course of the simulation are
shown in Fig. 4.6. The average concentration of ions in the membrane increases within the
first 5 ns and remains relatively constant within the time frame of the simulation. Although
the increase in salt concentration results from the occurrence of RSF and the influx of salt
from the FS domain, the overall salt flux across the membrane is dictated by the RSF effect.
Moreover, the trend of the membrane concentration profile suggests that RSF effects may
be dominant at the initial stage of the simulations. RSF as a function of water chemistry can
significantly vary depending on the type of DS solute (will be discussed in later section).
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Fig. 4.6 DS, FS, and membrane salt concentration profiles over 100 ns.
4.3.2 Estimation of water permeability and salt diffusivity
The flux of water and salt across membranes can be quantified based on membrane param-
eters such as permeability and diffusion coefficients. In the present study, data obtained
from NEMD and equilibrium MD simulations are used to estimate CTA membrane per-
meability and diffusion coefficients of NaCl, KCl and CaCl2. The detailed discussion on
estimating pure water permeability has been presented in Chapter 3. Briefly, pure wa-
ter permeability is quantified based on the slope of the graphene displacements from the
pressure-induced simulations. A relatively constant water flux is observed in the pressure-
induced simulations because of the constant external forces on the graphene piston, which
maintains a driving force for continuous water transport. The experimental protocol for
estimating pure water permeability involves measuring the change in the weight of the per-
meate over a given time [56]. In accordance with experimental procedures, water flux in the
CTA membrane is quantified based on the velocity of the graphene. In estimating the pure
water permeability, simulations were performed using unique membrane configurations to
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capture the uncertainty associated with the membrane and to obtain realistic permeability
estimates.
The flux of salt across the solvated membrane system is quantitatively described by
salt diffusivity and membrane rejection coefficient. The diffusion of salt in the membrane
can be influenced by intrinsic membrane properties such as porosity and density. Fig. 4.7
shows the density profiles for the solvated membrane system. Although the membrane
position ranges from −7.5 to +28.5 Å, a reasonable estimate of the membrane thickness is
defined over the highest density region, −4.5 Å < z > +25.5 Å resulting in a membrane
thickness of 30 Å. Therefore, to obtain realistic estimates of the diffusion coefficients in the
Fig. 4.7 Density profiles for solvated membrane system over simulation domain.
membrane, the diffusion of the ions were confined within the highest density region during
the simulations. The trajectories of five salt ion pairs are used to calculate the diffusion
coefficients based on the mean-squared displacement of the ions along the z-axis. The
diffusion coefficients of salts in the membrane and in the bulk are calculated based on the
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results of a 10 ns equilibrium MD simulations. The combined bulk diffusion coefficients
for the different DS salts are fairly consistent with experimental results. The estimated
membrane parameters are subsequently used to predict the behavior of the FO system at
the full-scale.
4.3.3 Process modeling of FO system
The process model predictions of the FO system behavior are compared to the results of
the MD simulations to evaluate the accuracy of the model representation of the molecular
domain. A comparison of the predictions with the simulation data indicates consistency
in the trends of the graphene displacement and salt concentration profiles. The predicted
velocity profile for the graphene over the course of the simulation is presented in Fig. 4.8.
Due to the dependence of the driving force on the osmotic pressure gradient, a decrease
in the osmotic pressure results in a gradual reduction in the graphene velocity which is in
good accord with observations at the molecular level. Parameter estimation based on least-
Fig. 4.8 Predicted graphene velocity profile.
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square fitting of the process model is performed to adjust model parameters to accurately
capture the observations at the molecular scale. Fig. 4.9 shows a fit of the process model to
the graphene displacement data for the base simulation. Based on the fitted parameters, the
model indicates sensitivity to the osmotic and reflection coefficients and gives reasonable
estimates of the parameters. The osmotic coefficient is a property of the salt which corrects
for non-ideal behavior while the refection coefficient accounts for the reduction in osmotic
pressure as a result of ion permeation into the membrane.
Fig. 4.9 Least-square fit of graphene displacement.
Fig. 4.10 shows a fit of the process model to the NaCl concentration in the FS, mem-
brane and DS, expressed as total ion count in each domain over the course of the simulation.
Despite the significant changes in the FS and DS salt concentration observed in Fig. 4.6, the
total ion count in these regions indicates less variation with time. These observations sug-
gest that changes in FS and DS salt concentration are dominated by dilution effects rather
than RSF. Indeed, only three DS ions completely crossed the membrane to the FS domain
while two FS ions permeated the membrane in the reverse direction over the time frame of
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Fig. 4.10 Least-square fit of DS, FS, and membrane total ions.
the simulations. The relatively constant ions concentration in the FS and DS domains also
gives an indication of a high salt rejection by the membrane. Therefore a fit of the pro-
cess model to the salt concentration is expected to give a realistic estimate of the refection
coefficient of the membrane. Since the reflection coefficient defines the percentage of salt
reflected away from the surface of the membrane, the estimated value is expected to give an
indication of the membrane’s selectivity to salt. In general, the reflection coefficient can be
related to solute permeability to estimate the observed rejection coefficients in membrane
processes.
Table 4.1 summarizes the parameters for the CTA membrane. As observed, the diffu-
sion and reflection coefficients indicate some dependence on the membrane permeability.
Overall, high permeability membranes indicate lower values of the reflection coefficients
and higher salt diffusivity. This is attributed to the effect of pore connectivity on solute
transport within the membranes. For the CaCl2 and KCl systems, similar procedures were
followed to estimate the membrane parameters using data from a single base simulation.
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Table 4.1 Estimated membrane parameters.
CTA km(10−21m2) Dm(10−11m2/s) φ σ
1 5.66 9.26 0.87 0.964
2 7.21 7.49 0.89 0.982
3 7.61 8.82 0.88 0.967
4 4.37 7.06 0.89 0.975
5 10.30 9.92 0.87 0.962
6 11.60 13.67 0.86 0.942
7 6.78 12.79 0.91 0.982
8 6.12 6.84 0.90 0.969
9 4.70 9.92 0.89 0.988
10 4.12 7.28 0.90 0.987
Average 6.83 ±2.48 9.31 ±2.37 0.87 ±0.01 0.973 ±0.011
4.3.3.1 Full-scale water flux prediction
The estimated parameters are intrinsic membrane properties and can therefore be directly
used for full-scale predictions. However, the membrane thickness is considered an uncer-
tain parameter and its defined based on the manufacturer’s specified range of 5-15 µm.
Fig. 4.11 shows the predicted full-scale water flux based on a 10 µm membrane thickness
and 100 µm mass transfer boundary layer thickness. Predictions indicate an immediate
drop in the water flux from 6.0× 10−6m/s to 3.6× 10−6m/s because of the rapid rear-
rangement of the solute ions in the DS and FS mass transfer boundary layers. The water
flux approaches steady within a few seconds and remains constant afterwards because of
the fixed bulk salt concentration. In contrast, the bench-scale experiments were conducted
in a continuous mode which ensured a gradual decrease in the water flux. In order to pre-
dict similar trends, the process model would have to be revised to reflect the appropriate
mode of operation of the experiments. It is notable however that the flux predictions are
within the same order of magnitude of experiments despite the uncertainty in the membrane
parameters and the different mode of operation of the scaled up FO system. To further im-
prove full-scale predictions, proper characterization of the membrane thickness is required
which is beyond the scope of this study.
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Fig. 4.11 Predicted full-scale water flux as a function of time.
The influence of mass transfer boundary layer and membrane thickness on the full-
scale water flux are evaluated by conducting sensitivity tests on the parameters. The results
of the sensitivity tests are shown in Fig. 4.12. As expected, the flux scales inversely with
membrane thickness because of the greater resistance to flow at increased thickness. Simi-
larly, flux decreases with an increase in mass transfer boundary layer thickness as a result
of the longer distance required for back diffusion of salt. Based on these sensitivity tests, a
critical point of the mass transfer boundary layer falls within 1-10 µm. The performance of
an assisted FO system is assessed by applying hydraulic pressures on the FS domain from
0 to 100 MPa. The effect of the applied pressure on the water flux is shown in Fig. 4.13.
The application of 1 MPa of applied pressure increases the water flux from 3.6×10−6m/s
to 4.1× 10−6m/s, indicating that the performance of FO membrane processes can be en-
hanced by augmenting the system with pressure to provide additional driving force for
water transport. However at an applied pressure beyond 100 MPa, the effect of the mass
transfer boundary layer diminishes and the system essentially becomes pressure dominated.
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Fig. 4.12 Full-scale water flux as a function of mass transfer boundary layer and
membrane thickness.
4.3.4 Influence of water quality conditions on FO processes
The assessment of the impact of different water chemistry conditions on FO processes is
essential in identifying optimum treatment conditions. The influence of NOM fouling on
pure water flux is shown in Fig. 4.14. A decline in water flux is observed because of the
increased resistance to flow resulting from the presence of the NOM foulant layer. As
expected, a thicker foulant layer produces a corresponding higher decline in water flux
which suggests that the continuous buildup of NOM on membrane surfaces could lead to
a significant flux decline over the course of the filtration process. The effect of different
DS concentration on water flux is also investigated as shown in Fig. 4.15. Flux increases
with an increase in DS concentration because of the greater concentration gradient which
increases the system osmotic pressure gradient thus providing a greater driving force for
water transport. Overall, the full-scale water flux is sensitive to the DS concentration range
of 1-5 M. The properties of inorganic DS solutes can significantly influence water and salt
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Fig. 4.13 Full-scale water flux as a function of mass transfer boundary layer and applied
pressure.
transport across FO membranes. The performance of two monovalent and one divalent DS
solutes are investigated to assess their separation properties in FO systems. Based on the
results, the membrane exhibits greater selectivity to divalent ions because the larger hydra-
tion radii of the ions results in a lower salt permeability across the membrane. As shown
in Fig. 4.16, CaCl2 provides a greater driving force for water transport due to its higher os-
motic pressure. Moreover, the lower permeability of CaCl2 results in a reduced RSF effect
which further enhances the osmotic driving force to facilitate water transport. Among the
monovalent ions, Na+ provides a slightly higher driving force for water transport since K+
ions are less hydrated resulting in a greater K+ ions permeability and possibly higher RSF.
Thus the type of DS solutes has significant implications on the performance of osmotically
driven FO processes. These observations are consistent with recent bench-scale experi-
mental studies where the RSF was also found to be dependent on temperature [112] which
emphasizes the need to optimize operating conditions to maximize process performance.
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Fig. 4.14 Influence of NOM foulant on water flux.
Fig. 4.15 Full-scale water flux as a function of mass transfer boundary layer and DS
concentration.
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Fig. 4.16 Full-scale water flux as a function of mass transfer boundary layer and DS
solutes.
4.4 Conclusions
A multiscale framework for modeling osmotic water transport and salt rejection in FO
membrane systems has been presented. The framework incorporates MD simulations data
into a process model to make full-scale predictions. Membrane permeability and salt diffu-
sion coefficients were obtained from MD simulations performed using different membrane
configurations. The estimated membrane parameters were used to predict full-scale wa-
ter flux based on a specified full-scale membrane thickness. The results indicated that the
driving force for water transport is influenced by dilution of the DS and the back diffusion
of salt across the membrane. At the process level, water flux decreases with an increase
in mass transfer boundary layer thickness because of the longer distance required for back
diffusion of salt across the membrane. The critical point of the mass transfer boundary
layer for the simulated FO system was found to be within 1-10 µm based on a membrane
thickness range of 5-15 µm.
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Furthermore, DS concentration and the type of DS solutes indicated significant effect
on the osmotic driving force, in accordance with experiments. Divalent ions provide greater
driving force for water transport due to higher osmotic pressure and lower RSF effects
compared to monovalent ions. The presence of NOM foulant layer resulted in a decline in
water flux suggesting that NOM fouling can significantly impact FO performance.
Overall, the predicted full-scale water flux was consistent with experiments suggesting
that MD simulations can potentially be scaled up to capture process level observations. The
presented framework can be useful for studying water and salt transport mechanisms at the
molecular and process levels to gain insight into FO desalination processes.
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Nomenclature
DS Draw solution
FS Feed solution
M Membrane
CDS0 Initial DS salt concentration (M)
CFS0 Initial FS salt concentration (M)
CM Membrane salt concentration (M)
CDS DS salt concentration (M)
CFS FS salt concentration(M)
LDS0 Initial length of DS domain (m)
LFS0 Initial length of FS domain (m)
LDS Length of DS domain (m)
LFS Length of FS domain (m)
xDS DS spatial domain (m)
xFS FS spatial domain (m)
xM Membrane spatial domain (m)
C˜DS Dimensionless DS salt concentration
C˜FS Dimensionless FS salt concentration
L˜DS Dimensionless length of DS domain
L˜FS Dimensionless length of FS domain
t Time (s)
T˜ Dimensionless time
x˜DS Dimensionless DS spatial domain
x˜FS Dimensionless FS spatial
x˜M Dimensionless membrane spatial domain
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Nomenclature
vb,0 Initial water velocity (m/s)
vb Bulk velocity (m/s)
vM Water velocity in membrane (m/s)
LM Length of membrane (m)
LF Length of foulant layer (m)
kM Membrane permeability (m2)
kF Foulant layer permeability (m2)
P0 Applied pressure (MPa)
∆pi Osmotic pressure difference (MPa)
σ Reflection coefficient
φ Osmotic coefficient
ε Membrane porosity
µ Water viscosity (Pa-s)
JFS Full-scale water flux (m/s)
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CHAPTER 5
INFLUENCE OF FUNCTIONALIZATION ON THE DESALINATION
PERFORMANCE OF NANOPOROUS GRAPHENE1
Abstract
Water permeability and salt rejection in nanoporous graphene (NPG) membranes are inves-
tigated using molecular dynamics simulations. The fouling propensity of the NPG mem-
branes is also evaluated by simulating NOM interactions with the membranes via umbrella
sampling. Results of the simulations established that water permeability across the NPG
membranes follows the order: NPG-OH > NPG-H > NPG-COO−. Moreover, a higher salt
rejection is observed in the COO− functionalized membrane as a result of the electrostatic
interactions between ions and the negatively charged membrane. The results further in-
dicate that functionalization of NPG pores can enhance water flux and salt rejection and
improve the antifouling ability of the membranes. Surface functionalization affects the ori-
entation of water molecules approaching the pores and dictates the strength of membrane-
foulants interactions. NPG-COO− functionalized membrane exhibits improved antifouling
performance due to less favorable membrane-foulant interactions. However, adsorption of
NOM onto the NPG membranes is energetically favored and results in a water flux decline.
This work highlights the implications of surface functionalization on the desalination per-
formance of NPG membranes.
Keywords: NPG membrane; surface functionalization; molecular dynamics; permeability;
salt rejection; fouling.
1Boateng, L.K., J.R.V. Flora, Y. Yoon. Influence of Functionalization on the Desalination Performance
of Nanoporous Graphene. To be submitted to Journal of Membrane Science.
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5.1 Introduction
Reports of impending water scarcity have necessitated the need to adopt desalination tech-
nologies to produce potable water from seawater and brackish water. A significant per-
centage of the world’s future water demand is expected to be sourced from reverse os-
mosis (RO) seawater desalination plants. RO desalination installations have significantly
increased in recent years and are currently the world-wide leading desalination technol-
ogy for producing freshwater from seawater [3]. Conventional RO membranes typically
compose of polyamide and cellulose acetate selective layer with a micro-porous support
layer for mechanical stability. Although RO membranes are considered less energy in-
tensive compared to other thermal distillation-based desalination technologies, full-scale
implementation of RO installations can be energy and capital intensive. Next-generation
membranes must overcome high energy requirements and demonstrate high water recovery
and fouling resistance.
The advancement in the nanotechnology field have led to the discovery of various car-
bonaceous nanomaterials (CNMs) with unique physical and chemical properties. Recent
simulation studies have shown that carbon nanotubes (CNTs) can provide a high flow rate
of water when used as channels for water transport due to “hyperlubricity” effect [12].
Nanoporous graphene (NPG) have exhibited great desalination potential providing water
flux several orders of magnitude higher than conventional RO membranes [13]. The ul-
trathin nature of NPG, coupled with other unique structural properties makes them sus-
tainable and cost-effective desalination membranes. Since water flux scales inversely with
membrane thickness, it is expected that NPG membranes will demonstrate high water flux
with relatively lower energy demands.
Water transport and salt rejection in NPG membranes can be facilitated by creating
nanopores of optimum pore sizes capable of enhancing water transport and hindering salt
passage. The fabrication of nanopores in graphene has been extensively investigated using
different techniques. Controlled exposure of electron beam onto graphene sheets in a trans-
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mission electron microscope [118], helium ion beam drilling [119] and diblock copolymer
templating [120] have successfully been used in generating pores on graphene sheets.
Despite the high water recovery rates observed in NPG membranes; strong hydropho-
bic interactions between NPG membranes and NOM can result in excessive fouling and
significantly reduce membrane permeability. CNMs have exhibited high adsorptive ca-
pacity for organic compounds under both fresh and saline water conditions [55]. The un-
derlying adsorption mechanism of organic compounds onto CNMs have been attributed
to hydrophobic interactions and pi−pi electron coupling between the adsorbent and adsor-
bate molecules [14]. In general, the adsorptive capacity of CNMs depends greatly on the
surface functional groups and the type of adsorbate. Therefore the surface chemistry of
NPG membrane pores can influence membrane-foulant interactions and the overall fouling
propensity of NPG desalination membranes. The goal of this study is to simulate water
and salt transport in NPG membranes and investigate the influence of NOM fouling on wa-
ter flux as well as the impact of surface functionalization on NPG membrane desalination
performance.
5.2 Computational methods
5.2.1 NPG system setup and simulations
A 36Å×36Å unit cell of graphene sheet was generated using the nanotube builder package
in Visual Molecular Dynamics (VMD) [91] by following procedures outlined in a previous
study [55]. The nanopores were created by removing the appropriate number of carbon
atoms from the center of the unit cells to create NPG with different pore diameters. A pore
size of 5.5 Å has been reported to be sufficient to achieve water transport while restraining
ions passage across NPG [13]. The OH and COO− functionalized membranes were created
by attaching six OH and COO− functional groups, respectively to a 11.8 Å diameter pore
membrane. The attachment of the different functional groups resulted in a 11.2 Å and 9.6 Å
pore diameters for the OH and COO− functionalized membranes, respectively. The differ-
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ence in pore diameters was due to steric constraints which restricts the functional groups
to point to the center of the pore thereby reducing the effective pore size. The diameter of
each NPG pore was measured as the distance between the ends of two opposite functional
groups. Fig. 5.1 shows the snapshots of the NPG membranes used in the simulations.
Fig. 5.1 Snapshots of (a) NPG-H (b) NPG-OH (c) NPG-COO− functionalized
membranes
A solvated membrane system was constructed by locating a TIP3P water box with xy
dimensions of 36Å×36Å and an extended dimensions of 50 Å and 40 Å along the -z and
+z axis of the membrane, respectively. A system with a 0.5 M NaCl feed solution (FS)
concentration was generated by randomly adding the appropriate number of Na+ and Cl−
ions into the FS domain. For the COO− functionalized NPG, counter ions were added
to the solvated system to achieve charge neutrality since all three carboxyl groups were
assumed to be deprotonated. A graphene piston with similar xy dimensions as the water
box was located on top of the FS domain to induce a hydrostatic pressure difference across
the membrane for the pressure-induced flux simulations. External forces were applied to
the graphene piston resulting in applied pressures of 60, 100, 140, 180 and 220 MPa across
the membrane.
The performance of NPG membranes in forward osmosis (FO) mode was also investi-
gated by simulating osmotic water transport across the membrane under similar conditions.
The setup for the osmotic transport simulations consisted of the hydrated membrane with a
0.5 M NaCl FS and a 2 M NaCl draw solution (DS) located along the−z and +z-directions,
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respectively. In the case of the FO mode simulations, the driving force for water transport
is provided by the osmotic pressure gradient across the membrane, hence no external forces
were applied on the graphene piston. The carbon atoms of the membrane were fixed while
the attached functional groups and hydrogen atoms were free to move during the simu-
lations. Production simulations were conducted under the NVT ensemble and data were
saved at 10 ps interval for analysis.
5.2.2 Simulation details
All simulations were performed with the NAMD MD package [92] using CHARMM force
field [93, 94]. Simulations were performed under NPT and NVT ensembles using Langevin
dynamics thermostat and a Noose-Hoover Langevin piston for temperature and pressure
control, respectively. A 1 ns equilibrium MD simulation in the NPT ensemble was per-
formed at 300 K and 1 atm, followed by 1 ns NVT simulation on the NPT-pre-equilibrated
system. All bonds involving hydrogen atoms were restrained to their equilibrium value
using the SHAKE algorithm [95]. The long-range electrostatic interactions were computed
using Particle Mesh Ewald [96] and periodic boundary conditions were applied in all direc-
tions. The non-bonded interactions were subjected to a switching cutoff distance of 12 Å.
An integration time step of 1 fs was employed in all simulations.
5.2.3 NOM fouling simulations
Simulations were further performed to investigate the fouling behavior of NPG membranes
and the effect of organic fouling on water flux using humic acid (HA) as a representative
NOM foulant. Umbrella sampling simulations were performed to probe the nature and
strength of membrane-foulant interactions. A solvated NPG-HA complex was generated
by randomly locating a single HA molecule on the surface of each membrane and equi-
librating the system at a temperature of 300 K and 1 atm pressure. Umbrella sampling
simulations of the solvated complexes were performed using the collective variable mod-
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ule implemented in NAMD. A harmonic potential with a force constant of 20 kcal/mol Å2
was applied to restrain the center-to-center distance of the NPG membranes and the HA
molecule. The position along the reaction coordinate was varied from the optimum inter-
molecular separation to 20 Å in 0.5 Å increments, resulting in a series of windows with
overlapping distributions. Each window was simulated for 1 ns and the coordinates saved
at 10 ps interval for analysis. The potential of mean force (PMF) describing the interaction
of the HA with the NPG membranes were generated from the output of the simulations
using the weighted histogram analysis method [121, 122].
In evaluating the influence of NOM foulant on NPG membrane permeability, 10 HA
molecules were randomly located on the surface of the equilibrated hydrated membrane
resulting in a foulant layer thickness of 24.2 Å. Counter ions were added to the system to
compensate for the deprotonated carboxyl groups in the HA molecule. Water molecules
overlapping with the NOM layer and the counter ions were removed and the system was
equilibrated following procedures described previously. The effect of NOM foulant on
water flux was quantified by repeating the pressure-induced flux simulation procedures
described above.
5.3 Results and discussion
5.3.1 Water permeability and salt rejection
Snapshots from the pressure-induced flux simulations presented in Fig. 5.2 show the dis-
placement of the graphene piston over the simulation period. A lower graphene position is
observed as a result of the movement of water across the membrane. Fig. 5.3 shows a com-
parison of the permeability rates of pure water and a representative seawater containing 0.5
M NaCl. At the initial stage, the observed graphene displacements indicates similar wa-
ter permeability for both systems. However, as the simulation proceeds, the movement of
water across the membrane causes a decrease in the volume of the FS domain and a subse-
quent increase in the FS salt concentration. The increase in concentration causes a buildup
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Fig. 5.2 Snapshots of (a) Pressure-induced flux simulation initial setup (b)
Pressure-induced flux simulation after 10 ns. Graphene and NPG membrane are shown in
VDW model, Na+ and Cl− ions are shown as blue and green spheres, respectively and
TIP3P water molecules shown as points.
of solutes at the membrane surface which increases the osmotic pressure that must be over-
come for water to move across the membrane, hence the decreased water permeability in
the presence of salt.
The size of nanopores in NPG dictates the overall membrane performance in terms
of water flux and salt rejection. Based on a size exclusion principle, smaller pores can
effectively hinder salt passage across the membrane but at the expense of reduced water
flux. Thus, it is critical to determine an optimum pore size capable of rejecting salt ions
while allowing water permeation. A recent study suggests that pores must be narrower
than 5.5 Å to effectively hinder the passage of salt and allow water permeation [13]. Pore
diameters were varied from 7.6 Å to 11.2 Å to investigate the effect of pore size on water
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Fig. 5.3 Piston displacements for pure water and seawater.
flux and salt rejection in a pristine NPG membrane. Salt rejection (R) is calculated using:
R=
(
1− Cp
CF
)
(5.1)
where CP and CF are the NaCl concentrations in the permeate and FS domain. At higher
applied pressure, the FS domain is likely to be depleted during the course of the simulation.
Therefore, realistic estimates of the salt rejection are obtained at the time when half of the
FS water has flowed to the permeate side of the membrane [13]. While water flux increases
with increasing pore diameter, salt rejection decreases because of the lower energy barrier
for salt permeation. The 7.6 Å pore diameter exhibits the highest salt rejection (98.6%)
with only one Na+ ion permeating the membrane during the time frame of the simulations.
In contrast, a few ions permeated the membrane in the case of the 11.2 Å pore diameter
resulting in a NaCl rejection of 93%. Thus the size of the nanopore is key in evaluating
water flux and salt rejection in NPG desalination membranes.
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Fig. 5.4 shows a comparison of the water flux in FO and RO modes across the pristine
membrane. The difference in the molar concentrations of the FS and DS created an initial
Fig. 5.4 Simulated water flux in RO and FO modes of operation.
osmotic pressure gradient of 7.5 MPa, across the membrane. In order to compare the de-
salination performance of NPG in both FO and RO modes, water flux across the membrane
was simulated in RO mode by applying 0.003 kcal/mol external force on the graphene,
corresponding to a 7.5 MPa applied pressure. As indicated by the results, the osmotic driv-
ing force in FO systems can provide water flux comparable to that of RO systems. The
observed lower flux in RO mode is partly due to the reduction in driving force caused by
the osmotic pressure gradient across the membrane. This reduction in driving force can be
compensated by providing an additional pressure to offset the osmotic pressure gradient to
establish the same total driving force for FO and RO modes of operation.
A pressure range of 60-220 MPa is investigated in RO mode to evaluate the effect of
applied pressure on water flux and salt rejection as shown in Fig. 5.5. Pressures higher
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Fig. 5.5 Water flux and salt rejection as a function of applied pressure.
than typical RO systems are applied to observe significant graphene displacement over the
time frame of the simulations. As shown in the figure, the water flux shows a linear depen-
dence on the applied pressure which is typical of RO systems. Despite the higher pressure
range investigated, a similar trend is expected in systems with lower to moderate applied
pressure. Interestingly, an increase in salt flux is also observed at higher pressure. This
can be attributed to the rapid response of ions to pressure increase [13] and the increased
compression of the FS space domain at higher pressure. Moreover the random movement
of ions in solution is enhanced at elevated pressure which increases the tendency of ions
approaching the pore of the membrane and subsequent ion permeation.
5.3.2 Influence of functionalization on water flux and salt rejection
The effect of surface functionalization on the performance of NPG membranes is inves-
tigated by estimating water flux and salt rejection in the functionalized NPG membranes.
Although previous studies have directly compared water permeability of different func-
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tionalized NPG membranes, the difference in pore diameter resulting from the attachment
of the functional groups to the pores does not make this a fair comparison. Therefore,
water permeability across the different NPG membranes is evaluated by comparing the
normalized water fluxes across each membrane. The flow velocity at the pore is obtained
by normalizing the flow rate of the graphene piston to the area of each pore. As shown in
Fig. 5.6, OH functionalized pore indicates the highest water permeability with COO− func-
tionalized pore recording the lowest water flux. Recent studies have attributed the high
Fig. 5.6 Normalized water flux as a function of NPG functionalization.
water permeability of the OH functionalized pore to its hydrophilic nature which favors
water transport compared to the hydrophobic nature of hydrogenated pores which imposes
conformational restraint on water molecules approaching the rim [13]. The reduced wa-
ter permeability across the NPG-COO− membrane is due to the accumulation of Na+ ions
around the negatively charged carboxyl rims thereby reducing the available pore diameter
for water permeation. This was evident in the increased Na+ ion concentration around the
pore over the course of the simulations. The reduced water flux partly results from the
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slight increase in the osmotic pressure due to the additional Na+ counter ions added to the
system to maintain electroneutrality.
A comparison of salt rejection for the different functionalized membranes is presented
in Fig. 5.7. The COO− functionalized pore outperforms the pristine and OH functionalized
pores in salt rejection possibly due to the repulsion of Cl− ions approaching the negatively
charged rim. The association of Na+ ions to the pore also contributes to a reduction in total
ion permeation across the COO− functionalized membrane, hence the increased salt rejec-
tion. In order to separate the effect of FS ions on water flux, the pure water permeability
Fig. 5.7 Salt rejection as a function of NPG functionalization
of the functionalized NPG membranes are evaluated using pure water in the FS domain.
As presented in Fig. 5.8, although the COO− functionalized pore still indicates the low-
est water flux, the results show an overall increase in water permeability compared to the
observed water flux in RO mode, which is expected because of the opposing osmotic pres-
sure gradient in RO mode that counteracts the applied pressure. The effect of the osmotic
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Fig. 5.8 Normalized pure water flux as a function of NPG functionalization
pressure is dominant in the case of the NPG-COO− membrane because of the increased
association of Na+ onto the membrane pore which increases the buildup of ions on the
membrane surface. Interestingly, the pure water flux across the pristine pores approaches
that of the OH functionalized pores although the NPG-OH membrane exhibits a slightly
higher water permeability.
5.3.2.1 Influence of NOM fouling on water flux
The association of humic substances onto membranes can significantly impact membrane
permeability and water flux across membranes. The major mechanisms contributing to the
association of NOM onto CNM-based membranes include pi−pi interactions, hydrophobic
effects and electrostatic interactions. The free energies associated with the interactions of
NOM with NPG membranes are quantified and used to evaluate the fouling propensity
of the pristine and functionalized membranes. Fig. 5.9 shows snapshots of the initial and
final stages of the simulation of NOM interaction with NPG-H. As shown in its lowest
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energy conformation, NOM interacts favorably with the pristine NPG membrane with its
aromatic groups oriented towards the surface of the membrane to enable pi−pi interactions.
Moreover, a greater surface area of the NOM is exposed to the adsorbent due to possible
Fig. 5.9 Snapshots of (a) NOM interacting with NPG-H at optimum separation (b)
NOM interacting with NPG-H at distant separation.
overlap of “orbitals” with the membrane, resulting in an overall increase in the van der
Waals interactions.
The PMF depicting NOM interaction with NPG-H as a function of separation distance
is presented in Fig. 5.10. The binding of NOM onto the pristine NPG membrane is asso-
ciated with a free energy difference of −16.0 kcal/mol at an intermolecular separation of
10.5 Å, suggesting that NOM adsorption onto the membrane is energetically favored. The
calculated free energies indicate favorable interactions between the NPG membranes and
NOM in all cases as presented in Fig. 5.11. The interaction of NOM with the NPH-OH
membrane is characterized with a less favorable binding energy compared to the pristine
membrane. The hydrophilic nature of the OH groups is expected to reduce hydrophobic
interactions between the membrane and NOM foulant and induce electrostatic repulsion
between the polar functional groups and the negatively charged NOM. In the case of the
pristine NPG, NOM interaction with the membrane is dominated by short range van der
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Fig. 5.10 PMF depicting NOM interaction with NPG-H membrane.
Waals. However with increasing polarity of the functional groups, the long range electro-
static interactions become dominant which can enhance or decrease the overall membrane-
foulant interaction depending on the interplay between the ions and the charged groups.
Surface charge plays a major role in the adsorption of humic substances onto aromatic
membranes. For the pH under consideration, both NOM and NPG-COO− functionalized
membranes are expected to maintain an overall negative surface charge. As expected, the
NOM-NPG-COO− pair indicates a lesser stable configuration with the least favorable in-
teraction because of the increased electrostatic repulsion between the negatively charged
NOM and the NPG-COO− membrane. Despite the association of Na+ ions onto the NPG-
COO− membrane, the membrane retains an overall negative surface charge which increases
the resistance to NOM adsorption. In the presence of divalent ions however, the interaction
between two charged surfaces can be enhanced through cation mediation. Studies have
shown that divalent ions associate more strongly with the carboxyl groups of NOM than
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Fig. 5.11 Interaction energy as a function of NPG functionalization.
monovalent ions [62]. The presence of Na+ ions did not induce a strong association of the
NOM foulant onto the NPG-COO− membrane hence the reduced interaction. NOM inter-
action with NPG-COO− membrane is expected to be enhanced in the presence of divalent
ions which can potentially increase the fouling propensity of NPG-COO− membranes.
A favorable membrane-foulant interaction translates to increased adsorption of NOM
molecules onto the surface of the membranes as demonstrated in previous studies [55].
The preferential sorption of NOM onto NPG membranes ultimately leads to the buildup of
NOM foulants and a reduction in water flux. The simulated effect of NOM foulant on water
flux is presented in Fig. 5.12. The observed decline in water flux is due to the reduction
in the available pore area which results in an increased resistance to water flow. It must be
emphasized that, the observed decline in water flux results from the effect of a foulant layer
with a fixed thickness. With the expected high NOM buildup, the influence of fouling on
NPG membrane performance could be greater within the course of the filtration process.
90
Fig. 5.12 Influence of NOM foulant on water flux.
5.4 Conclusions
MD simulations were performed to study the influence of surface functionalization on wa-
ter flux, salt rejection, and NOM fouling in NPG membranes. Water flux and salt rejection
were computed using data from pressure-induced flux simulations. NOM interactions with
different functionalized NPG membranes were investigated using umbrella sampling sim-
ulations.
The results of the simulations indicated that pore diameter and surface functionaliza-
tion have significant impact on the performance of NPG membranes. The results further
established that surface functionalization can increase water flux and salt rejection and
improve antifouling performance of NPG membranes. OH functionalization of the mem-
branes resulted in a higher water flux as a result of the hydrophilic nature of OH pores
which facilitate water transport. NPG-COO− functionalized membrane exhibited a better
salt rejection and antifouling properties but at the expense of reduced water flux.
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NOM interaction with the NPG-COO− membrane was characterized with the least
binding energy due to electrostatic repulsion between the charged surfaces thus making
NPG-COO− functionalized membranes less prone to fouling. By simulating the interac-
tions between NOM and the membranes, it became evident that van der Waals and electro-
static interactions are the dominant mechanisms driving the association of NOM foulants
onto NPG membranes. The calculated free energies indicated favorable interactions be-
tween the NPG membranes and NOM in all cases. The favorable membrane-foulant inter-
actions translates to increased adsorption of NOM onto the membrane resulting in a decline
in water flux.
The interactions between organic foulants and NPG play a key role in assessing the
desalination performance of NPG membranes. It has been established that the fouling
propensity of functionalized NPG membranes is significantly influenced by surface func-
tionalization and water chemistry conditions. Thus strategic selection of NPG function-
alization could provide a means to control membrane-foulant interactions to potentially
minimize membrane fouling.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
A multiscale modeling framework connecting atomistic simulations to the process level is
presented to study water and salt transport in membranes. The framework analyzes MD
simulations data and extracts membrane parameters from the data to make full-scale pre-
dictions based on experimental conditions. Overall, the results highlight the importance
of MD simulations in understanding membrane-based transport mechanisms at the atomic-
scale. This work has generated new insight into water and salt transport mechanisms in
membranes at the molecular and process levels as well as membrane-foulant interactions,
and the influence of surface functionalization and water chemistry conditions on such in-
teractions.
A criterion for estimating pure water flux in pressure-driven membranes was estab-
lished by means of Bayesian inference and process level Monte Carlo simulations. The
results of the Bayesian analysis suggest that given prior information on membrane pro-
cesses, Bayesian updating can be performed using data from MD simulations to obtain
realistic estimates of membrane parameters. It was established that MD simulations must
be at least 5 ns long and must be based on unique structural configurations in order to cap-
ture realistic membrane properties at the molecular scale. The effectiveness of Bayesian
updating is dependent on the availability of information about the process. Considering
the vast information that can be generated from MD simulations, Bayesian inference can
provide a means to incorporate prior experimental knowledge in model updating and serve
as a useful tool for analyzing and interpreting MD simulations.
Membrane parameters obtained from MD simulations can be used to make predictions
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that are consistent with experiments and reflective of process level conditions. Based on the
consistency between the predictions and experimental data, it can be concluded that full-
scale predictions based on parameters from MD simulations provide an effective means to
scale up MD simulations. However, accurate predictions of full-scale observations require
detailed characterization of the membrane properties. This was evident in the sensitivity
of the membrane parameters on the full-scale predictions. At the full-scale, the flux scales
inversely with the mass transfer boundary layer and membrane thickness because of the
longer distance required for back diffusion of salt and the increased resistance to flow. For
the FO system considered in this study, the critical point of the mass transfer boundary layer
thickness was found to be within 1-10 µm based on a membrane thickness range of 5-15
µm. Moreover, the effects of several water quality parameters indicated significant impact
on FO process, in accordance with experiments. Divalent ions provide greater driving force
for water transport due to higher osmotic pressure and lower RSF compared to monovalent
ions. The presence of NOM foulant layer resulted in a decline in water flux across the
membrane suggesting that NOM fouling can significantly impact FO performance.
This work also highlights the potential application of ultrathin NPG membranes for wa-
ter desalination. The identification of an optimum pore diameter was found to be critical
in assessing water permeability and salt rejection performance of NPG membranes. OH
functionalized pores exhibited the highest water flux while the COO− functionalized NPG
recorded the highest salt rejection as a result of the electrostatic interactions between ions
and the negatively charged carboxyl rim. The results further indicate that surface function-
alization of NPG membranes can enhance their desalination performance in terms of devel-
oping higher water flux and better salt rejection and improving antifouling properties. The
pristine NPG membrane demonstrated greater NOM fouling propensity compared to the
functionalized membranes. NOM interaction with the NPG-COO− membrane was char-
acterized with the least binding energy due to electrostatic repulsion between the charged
surfaces thus making COO− functionalized membranes less prone to fouling. The calcu-
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lated free energies however indicated favorable interactions between the NPG membranes
and NOM in all cases. The favorable membrane-foulant interactions translate to increased
adsorption of NOM onto the membrane which decreased the water flux across the mem-
brane because of the increased resistance to flow. The results suggest that depending on
treatment conditions, strategic selection of NPG functionalization could provide a means
to control membrane-foulant interactions to potentially minimize membrane fouling.
The presented framework can potentially serve as a useful tool for analyzing and in-
terpreting MD simulations to elucidate water and salt transport mechanisms in membrane
processes. The implementation of such a framework will provide an avenue for integrating
simulation results into full-scale models which can expedite the development of strategic
treatment conditions to optimize water flux and minimize membrane fouling.
Future work will focus on incorporating a full-scale material balance within the process
model in order to accurately simulate bench-scale experimental conditions. A multiscale
approach will also be adopted to evaluate the desalination performance of NPG membranes
at the full-scale.
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