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Abstract
In audio-visual speech recognition (AVSR), it is beneficial
to use lip boundary information in addition to texture-dependent
features. In this paper, we propose an automatic lip segmenta-
tion method that can be used in AVSR systems. The algorithm
consists of the following steps: face detection, lip corners ex-
traction, adaptive color space training for lip and non-lip re-
gions using Gaussian mixture models (GMMs), and curve evo-
lution using level-set formulation based on region and image
gradients fields. Region-based fields are obtained using adapted
GMM likelihoods. We have tested the proposed algorithm on a
database (SU-TAV) of 100 facial images and obtained objective
performance results by comparing automatic lip segmentations
with hand-marked ground truth segmentations. Experimental
results are promising and much work has to be done to improve
the robustness of the proposed method.
Index Terms: Lip segmentation, color spaces, GMM, level-
sets.
1. Introduction
Lip boundary extraction is an important problem that has been
studied to some extent in the literature [1, 2, 3, 4]. Lip segmen-
tation can be an important part of audio-visual speech recogni-
tion, lip-synching, modeling of talking avatars and facial feature
tracking systems.
In audio-visual speech recognition, it has been shown that
using lip texture information is more valuable than using the
lip boundary information [5, 6]. However, this result may have
been partly due to inaccurate boundary extraction as well, since
lip segmentation performance was not independently evaluated
in earlier studies. In addition, it is possible to use lip segmenta-
tion information complementary to the texture information. Lip
boundary features can be utilized in addition to lip texture fea-
tures in a multi-stream Hidden Markov model framework with
an appropriate weighting scheme. Thus, we conjecture it is ben-
eficial to use lip boundary information to improve accuracy in
AVSR. Once the boundary of a lip is found, one may extract
geometric or algebraic features from it. These features can be
used in audio-visual speech recognition systems as complemen-
tary features to audio and other visual features.
In this paper, we use statistical color distributions repre-
sented by Gaussian mixture models (GMMs) to obtain region-
based fields to be employed in a level-set curve-evolution
framework. The GMMs are first trained in a speaker-
independent way by taking lip and non-lip examples from mul-
tiple subjects. Then, for each test subject, we abtain initial lip
and non-lip examples using good initial guesses and adapt lip
and non-lip GMMs to the subject by using the maximum apos-
teriori probability (MAP) algorithm.
We compare the performance of different color spaces for
lip segmentation. Our level-set formulation enables fusion of
different regional fields. We assess different combinations of
color spaces using our approach as well. For performance
comparison, we employ hand-marked lip boundaries as ground
truth. We report precision and recall rates for each method we
tried.
The rest of the paper is organized as follows, Section 2 ex-
plains the main steps of the lip segmentation algorithm we used.
The conducted experiments are presented in Section 3. Finally
in Section 4 we conclude the paper and propose some future
improvements.
2. Lip Segmentation
For lip segmentation, we employ a series of algorithms for face
detection, lip corner detection and exact boundary extraction.
We detail those steps in the following discussion.
2.1. Face Detection
Fast and accurate face detection based on Viola and Jones’s
method is performed on frontal face images to extract the face
[7]. The algorithm is based on efficiently extracting Haar-like
features and using those features in an Adaboost classifica-
tion/feature selection framework. After the face is detected, it is
resized to fixed dimensions to enable further invariant process-
ing.
2.2. Lip Corners Extraction
2.2.1. PCA Training
After face detection, we need to extract lip corners to initial-
ize the level set algorithm. Lip corners are extracted from the
face image using PCA template matching [8]. First we train a
PCA model for patches of fixed dimension centered around left
and right lip corners, separately, using a large training database
of face images. We experimented with different patch window
sizes to get the best result. We downsized (by 2) extracted face
image for faster processing. We obtained a PCA lip-corner-
patch space of reduced dimension for each corner. Mean images
and the primary PCA eigen-patch images are shown in Figure
1. Finally, a Gaussian mixture model (GMM) is built using the
PCA coefficients and the coordinates of each lip corner. We ex-
pect that this model yields high likelihood for feature vectors
extracted from correct lip corners.
We obtained the best result for corner detection with a 41×
61 window. Mean error of detection as measured in Euclidean
distance between the predicted lip corner and the ground truth
is 4.4 and 5.2 pixels for left and right lip corners respectively.
Figure 1: Mean lip-corner-patch (top row) and primary PCA
eigen-patch (bottom row) images for left and right lip corners.
2.2.2. PCA Template Matching
Once we train a PCA lip corner model, we find the lip corners in
a given image using PCA template matching. After resizing the
test image, we look in a patch around each pixel and reduce di-
mension by PCA. We get a feature vector which consists of the
PCA coefficients in that neighborhood concatenated by x and
y coordinates of the pixel. GMM likelihood (or score) of each
pixel is calculated using the model trained before, and the pixel
with the greatest GMM score is decided to be the lip corner.
Our testing data is distinct from the training data. In addition,
the subjects in training and testing images are distinct as well.















Figure 2: GMM score images for (a) left lip-corner, (b) right
lip-corner. (c) Found lip corners shown superimposed on the
face image.
2.3. Probabilistic Modeling
We would like to learn color distributions of the pixels in lip and
non-lip regions by modeling them using Gaussian mixture mod-
els. The training data we used has the lip region hand-marked.
We take a region of interest around the marked lip region and
label the pixels as lip or non-lip within that region of interest.
We randomly select a fixed number of pixels from each region
in our training data. Next, we extract color-space features from
each chosen pixel. We use these features to train a GMM for
each region.
Let x denote x and y coordinates and c = c(x) denote
the color space feature(s) associated with a pixel. Then a GMM





Here K is the number of mixtures, wk, µk and Σk are the
weight, mean vector and covariance matrix of the kth mixture
component. N indicates a Gaussian distribution with specified
mean vector and covariance matrix. R is an indicator of the
region (lip (L) or non-lip (N)). We used diagonal covariance
matrices in this work.
We use the EM algorithm for training the GMMs and we
initialize the iterations with the k-means algorithm. We call
these distributions generic region models in the following dis-
cussion.
2.4. Adaptation and Testing
During testing, we first adapt the generic region models to the
subject of interest by initially choosing conservative regions in
the test image making use of the extracted (or assumed) lip cor-
ners. We find two concentric ellipses that pass through the lip
corners as shown in Figure 4 part (a). Inside of the smaller el-
lipse is assumed to be a part of the lip region and outside of
the outer ellipse is assumed to be a part of the non-lip region.
We choose the ellipses such that for almost all subjects the as-
sumptions are correct. We then randomly take a fixed number
of samples from two assumed regions to adapt the generic mod-
els to the subject. This adaptation step yields models that are
well-suited to the subject of interest. We use MAP adaptation as
described in [10] with a relevance parameter ρ. After adaptation
of GMMs, we obtain adapted regional models for the subject of
interest.
For testing, we first find the region of interest using the lip
corner points. For each pixel within the region of interest, we
calculate a detection score based on the likelihood ratio as fol-
lows:
Sˆ(x) = log p(c(x)|N)− log p(c(x)|L) + log P (N)
P (L)
. (2)
Here P (N) and P (L) denote the probability that a pixel be-
longs to non-lip and lip regions, respectively. This score is pre-
cisely the (natural) logarithm of the likelihood ratio plus a prior
imbalance term. The range of the score function is (−∞,∞).
We can assume P (N)/P (L) to be in the range 5-10 since there
are more non-lips than lips in a typical region of interest. In
order to remove regional discontinuities, we median filter this
score field using a 9× 9 window.
Since the logarithm of a small likelihood value tends to-
wards −∞, it may be beneficial to limit the dynamic range of
the score function. To achieve this, we obtain a clipped score
S˜(x) which is obtained by limiting the absolute value of the
score by SM which is the maximum absolute score allowed.
We expect pixel x to belong to the lip region if the score is
less than a chosen threshold and vice versa. This threshold can
be varied to adjust precision-recall trade-off (or ROC curve).
However, we would like to choose a single optimal threshold
value in this work, for which we make use of two ellipses that
go through lip and non-lip regions as shown in Figure 4 part (b).
We calculate the means µ of the clipped score field S˜(x)
values on the boundary pixels of each ellipse. We then choose
the single best threshold value to be in between these two
means, given by topt = kµlip+(1−k)µnonlip. We experimen-
tally found that using a k value larger than 0.5 worked better.
Our level-set formulation requires a score field which is be-
tween -1 and +1 and we would like to have a negative value
within the lip region and a positive value within the non-lip re-
gion ideally. So, we need to map the score value to the range
(−1, 1). For this purpose, we linearly map the shifted score
value to the desired range by dividing the score by the maxi-
mum absolute score Z:
S(x) = (S˜(x)− topt)/Z. (3)
We also experimented with some more sophisticated score map-
ping techniques with no improvement in results.
Figure 3 shows an example potential field surface S(x) and
the final lip contour which is governed by it.
Figure 3: Potential field surface and segmented lip boundary
(a) (b)
Figure 4: (a) Sampling for adaptation (b) Ellipses used for score
mapping
2.5. Curve Evolution Using Level Sets
We consider a level set formulation [9] based on both region and
image gradients information. For this purpose, we construct
color based potential fields to be used in level set equation to
drive the interface to the boundaries of a lip and stop there by
the help of a stopping function which uses image gradients. The
initial curve is chosen to be an ellipse which passes through the
extracted lip corners around the mouth. The evolution of the
level set function is given by:
Φt + F |∇Φ| = 0, (4)
where the speed function F on a pixel x is designed as:




where g, κ and S denote stopping function, curvature and the
potential field constructed from a color space, respectively. The
coefficients ² and αi are positive scalars. The number of color
spaces used is given by n. We have used up to three color spaces
together in this paper. The potential field Si(x) is computed
using equation (3) for the ith color feature.
The stopping function is designed in terms of the gradient
of the Gaussian smoothed image as follows,
g(x) =
1
1 + |∇((G ∗ I)(x))|p , p ≥ 1. (6)
3. Experiments
We performed experiments of the proposed method using im-
ages from the Sabanci University Turkish audio-visual (SU-
TAV) database which has been collected at Sabanci University,
Istanbul, Turkey. We obtained 100 training images and 100
test images from the database. In addition, we used 220 ad-
ditional images (a total of 320 images for training) from the
IMM database [11] to train the model for the lip-corner extrac-
tion module. The training part of SUTAV contains 60 female
and 40 male subjects. The test data consists of 56 females and
44 males. The 16 of males have facial hairs such as moustaches
and beards. The database is challenging due to poor lightening
conditions.
After face detection, we resized face images to 300 × 320
dimensions. We first detect lip corners using the method de-
scribed. We used a window size of 41 × 61 and a PCA di-
mension of 50. We used 3 mixtures in GMMs to represent
lip-corner-patches. For lip boundary extraction, we used 100
training images from SUTAV for GMM color space training
with 5 mixtures. We adapted the GMMs using 300 and 900
random samples from lip and non-lip regions obtained using el-
lipses with a relevance factor of ρ = 50. Our score limit was
SM = 4. We found the threshold topt using 100 and 150 lip
and non-lip samples and k = 0.6. In the level-set formulation,
we used numeric values of ² = 7 and αi = 12, and p = 1.6
which were determined experimentally.
3.1. Performance Metric
In order to assess the segmentation performance we used the








where tp , fp and fn denote the true positives, the false positives
and the false negatives with respect to ground truth binary image
of the lip, respectively. The p and r are closer to 1, the better the
segmentation. Segmented lip region is equal to tp + fp. Figure
5 shows a segmented lip and its tp in brown, fp in light blue
and fn in orange colors.
(a) (b)
Figure 5: (a) Segmented boundary (b) tp in brown, fp in light
blue and fn in orange. (p = 0.9178 r = 0.9212)
3.2. Color Spaces
In our experiments, we used 4 types of color space: {RGB},
{ R
R+G
}, {Hue} and {rg}, to train GMMs and to construct
potential fields. We define r = R/(R + G + B) and g =
G/(R+G+B) as red and green ratios independent of illumi-
nation, and {rg} denotes this normalized chromatic space. The
{ R
R+G
,Hue∗} and { R
R+G
,Hue, rg} combined color spaces
are also employed. In the first combined color space, {Hue∗}
represents hue image itself, used as potential field, after map-
ping to the range (-1,1).
3.3. Results
The final segmented binary image is also post-processed to get
rid of spurious blobs and pixels (using connected component
analysis and choosing the biggest blob) to increase the accuracy
of results. Figure 6 shows some of the visually good segmen-
tations. In failure cases of our method we observed that there
are leakages through a bowl between upper lip and nose and
through a saddle point located between the lower lip and the
chin. Figure 7 depicts such poor segmentation results. Table 1
tabulates the average metric values of different color spaces and
their combinations for the performance evaluation of bound-
ary segmentation process. We obtained the best results with
{ R
R+G
} and { R
R+G
, Hue, rg}. The results show that it is pos-
sible to obtain about 85% average precision and recall perfor-
mance in lip detection accuracy using the proposed technique.
Figure 6: Examples for good segmented lip boundaries.
Figure 7: Examples for bad segmented lip boundaries.
Table 1: Precision and recall values.





R/(R+G), Hue∗ 0.8810 0.7398
R/(R+G),Hue, rg 0.8125 0.9135
4. Conclusions and Future Work
In this work, we have introduced a method for lip segmenta-
tion based on GMMs for color space modeling and curve evo-
lution using level set formulation. We have demonstrated per-
formances of adaptively trained color spaces and their combina-
tions. Conducted experiments show that the results are promis-
ing but we still need improvements to increase the robustness
of the proposed method. Different color spaces which are not
mentioned in this work and constraints on lip shape can be im-
posed to decrease failure cases.
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