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We prove the local asymptotic mixed normality (LAMN) property for a family of probability
measures defined by parametrized diffusion processes with nonsynchronous observations. We
assume that observation times of processes are independent of processes and we will study
asymptotics when the maximum length of observation intervals goes to zero in probability. We
also prove that the quasi-maximum likelihood estimator and the Bayes-type estimator proposed
in Ogihara and Yoshida (Stochastic Process. Appl. 124 (2014) 2954–3008) are asymptotically
efficient.
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1. Introduction
Given a probability space (Ω,F , P ) with a filtration F= (Ft)t∈[0,T ], we consider a two-
dimensional F-adapted process Y = {Yt}0≤t≤T = {(Y 1t , Y 2t )}0≤t≤T satisfying the follow-
ing stochastic differential equation:
dYt = µ(t, Yt, σ∗) dt+ b(t, Yt, σ∗) dWt, t ∈ [0, T ], (1.1)
where {Wt}0≤t≤T is a two-dimensional standard F-Wiener process, b = (bij)1≤i,j≤2 :
[0, T ] × R2 × Λ→ R2 ⊗ R2 is a Borel function, µ = (µ1, µ2) is a R2-valued function,
σ∗ ∈Λ, and Λ is a bounded open subset of Rd.
We will consider the problem of estimating the unknown true value σ∗ of the param-
eter by nonsynchronous observations {Y 1Sn,i}
ℓ1,n
i=0 and {Y 2Tn,j}
ℓ2,n
j=0, where {Sn,i}ℓ1,ni=0 and
{T n,j}ℓ2,nj=0 are observation times of Y 1 and Y 2, respectively.
The problem of nonsynchronous observations appears when we study statistical infer-
ence for high-frequency financial data. Hayashi and Yoshida [12] pointed out that simple
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‘synchronization’ methods such as linear interpolation or ‘previous-tick’ interpolation
do not work well for covariation estimation. They constructed a consistent estimator of
the quadratic covariation of processes. On the other hand, Malliavin and Mancino [16]
proposed an estimator based on a Fourier analytic method, and Ogihara and Yoshida
[19] constructed a quasi-maximum likelihood estimator and a Bayes-type estimator for a
statistical model of nonsynchronously observed diffusion processes. There are also several
studies about covariation estimation under nonsynchronous observations and market mi-
crostructure noise. See Barndorff-Nielsen et al. [6], Christensen, Kinnebrock and Podolskij
[8], Aı¨t-Sahalia, Fan and Xiu [3], Bibinger et al. [7], for example.
In this work, we will study the local asymptotic mixed normality (LAMN) property
of a statistical model of nonsynchronously observed diffusion processes. The definition of
the LAMN property is as follows (Jeganathan [15]).
Definition 1.1. Let Pσ,n be a probability measure on some measurable space (Xn,An)
for each σ ∈Λ and n ∈N. Then the family {Pσ,n}σ,n satisfies the local asymptotic mixed
normality (LAMN) property at σ = σ∗ if there exist a sequence {bn}n∈N of positive num-
bers, d× d symmetric random matrices Γn,Γ and d-dimensional random vectors Nn,N
such that Γ is positive definite a.s., Pσ∗,n[Γn is positive definite] = 1 (n ∈N), bn→∞,
log
dP
σ∗+b
−1/2
n u,n
dPσ∗,n
−
(
u⋆
√
ΓnNn − 1
2
u⋆Γnu
)
→ 0
in Pσ∗,n-probability as n→∞ for any u ∈ Rd, where ⋆ represents transpose. Moreover,
N follows the d-dimensional standard normal distribution, N is independent of Γ and
L(Nn,Γn|Pσ∗,n)→L(N ,Γ) as n→∞.
The LAMN property is significantly related to asymptotic efficiency of estimators.
Let Eσ denote expectation with respect to Pσ,n. Jeganathan [15] proved the minimax
theorem:
lim
α→∞
lim inf
n→∞
sup
|u|≤α
E
σ∗+b
−1/2
n u
[l(|b1/2n (Vn − σ∗ − b−1/2n u)|)]≥E[l(|Γ−1/2N|)] (1.2)
for any estimators {Vn}n and any function l : [0,∞)→ [0,∞) which is nondecreasing and
l(0) = 0, when the family {Pσ,n}σ,n has the LAMN property at σ = σ∗. This inequality
gives lower bounds of risk functions of estimation errors. In particular, this inequality
gives a lower bound of asymptotic variance of estimators if l(x) = x2. When estimators
{Vn}n attain the lower bound of (1.2), they are called asymptotically efficient.
In a statistical model with independent identically distributed random variables, the
maximum likelihood estimator and the Bayes estimator have minimal asymptotic vari-
ance under certain regularity conditions. See Chapter I of Ibragimov and Has’minskii [13]
for the details. The LAMN property is proved for a statistical model of one-dimensional
diffusion process with synchronous, equispaced observations in Dohnal [9], and then the
results are extended to a multi-dimensional diffusion in Gobet [10], by using a Malliavin
calculus approach. On the other hand, Gobet [11] proved the LAN property (that means
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the LAMN property with a deterministic Γ) for ergodic diffusion process when the end
time T of observations goes to infinity.
The aim of this paper is to show the LAMN property for nonsynchronously observed
diffusion processes, and consequently have the minimax theorem (1.2). We also prove
that the quasi-maximum likelihood estimator and the Bayes-type estimator proposed
in Ogihara and Yoshida [19, 20] are asymptotically efficient. Ogihara and Yoshida [19]
constructed an estimator of quadratic covariation of the processes based on the quasi-
maximum likelihood estimator and verified that the variance of estimation error of the
estimator is much smaller than that of the Hayashi–Yoshida estimator in a simple exam-
ple.
When the observations occur in synchronous manner, the log-likelihood ratio
log(dP
σ∗+b
−1/2
n u,n
/dPσ∗,n) is decomposed into differences of logarithms of transition den-
sity functions. A Malliavin calculus approach enables us to apply limit theorems to these
differences, and consequently to obtain the LAMN property, as seen in Gobet [10]. How-
ever, when the sampling scheme is a nonsynchronous one, the log-likelihood ratio does
not have such a simple form and we cannot apply the Malliavin calculus approach in
Gobet [10] directly. Instead, we will define stochastic processes that ‘connect ’ the process
Y and an Euler–Maruyama approximation process (Section 3), and we prove asymptotic
equivalence of the log-likelihood ratio of Y and that of Euler–Maruyama approxima-
tion. Since the log-likelihood ratio of Euler–Maruyama approximation is asymptotically
equivalent to the quasi-log-likelihood ratio in Ogihara and Yoshida [19] and the quasi-
log-likelihood ratio has a LAMN-type property, we obtain the LAMN property of the
model.
This paper is organized as follows. Section 2 presents assumptions and main theorems.
Section 3 contains some preliminary results. In Section 3.1, we introduce fundamental
lemmas, some notation and the result in Ogihara and Yoshida [19] with respect to a
LAMN-type property of the quasi-log-likelihood ratio. Section 3.2 gives some results in
Malliavin calculus, and Section 3.3 is devoted to prove tightness of some log-likelihood
ratios, which is used in the proof of the LAMN property. We complete the proof of the
main theorem in Section 4.
2. Main results
We begin with some general conventions. For a real number x, [x] denotes the maximum
integer which is not greater than x. Let us denote by |K| the length of interval K . For
a matrix M , ‖M‖ represents the operator norm of M and M⋆ represents transpose of
M . Let El be the unit matrix of size l and δi,j be Kronecker’s delta function. We denote
|x|2 =∑i1,...,ik |xi1,...,ik |2 for x= {xi1,...,ik}i1,...,ik . For a vector x= (x1, . . . , xk), we denote
∂lx = (
∂l
∂xi1 ···∂xil
)ki1,...,il=1. We use the symbol C for a generic positive constant varying
from line to line. We denote by →s-L stable convergence of a random sequence, which
is stronger than convergence in distribution and weaker than convergence in probability.
See Aldous and Eagleson [4] or Jacod [14] for the definition and fundamental properties
of stable convergence.
4 T. Ogihara
Let us start with some definitions and assumptions. The end time T > 0 of observations
is assumed to be a fixed constant. We assume that the parameter space Λ satisfies
Sobolev’s inequality, that is, for any p > d, there exists C > 0 such that
sup
x∈Λ
|u(x)| ≤C
∑
k=0,1
‖∂kxu(x)‖p (u ∈C1(Λ)).
It is the case if Λ has a Lipschitz boundary (see Adams [1], Adams and Fournier [2]).
Let {ℓ1,n}n∈N and {ℓ2,n}n∈N be sequences of positive integer-valued random vari-
ables, the observation times Πn = ((S
n,i)
ℓ1,n
i=0 , (T
n,j)
ℓ2,n
j=0) satisfy S
n,0 = T n,0 = 0, Sn,ℓ1,n =
T n,ℓ2,n = T and random times {Sn,i}i,{T n,j}j be monotone increasing with respect to
i, j. Moreover, we assume that σ({Πn}n) is independent of {(Yt,Wt)}0≤t≤T . We assume
that Πn and Y0 do not depend on σ∗.
Let bk = (bk1, bk2) for k = 1,2, where {bij}i,j are elements of the diffusion coef-
ficient b. Let Ii = [Sn,i−1, Sn,i), Jj = [T n,j−1, T n,j), rn = maxi,j(|Ii| ∨ |Jj |), E1(t) =
{δi,i′1{Ii∩[0,t) 6=∅}}ℓ1,ni,i′=1, E2(t) = {δj,j′1{Jj∩[0,t) 6=∅}}ℓ2,nj,j′=1 for t ∈ (0, T ] and G be an
ℓ1,n× ℓ2,n matrix with the elements Gij = |Ii ∩ Jj ||Ii|−1/2|Jj |−1/2. Moreover, let
U = {u¯= ((si)L1i=0, (tj)L
2
j=0);L
1, L2 ∈N,
0 = s0 < s1 < · · ·< sL1 = T,0 = t0 < t1 < · · ·< tL2 = T },
and we denote Xu¯ = ((X
1
si )
L1
i=0, (X
2
tj )
L2
j=0) and Xv¯ = ((X
1
vi )
L
i=0, (X
2
vj )
L
j=0) for a two-
dimensional stochastic process X = {(X1t ,X2t )}0≤t≤T , u¯ = ((si)L1i=0, (tj)L2j=0) ∈ U and v¯ =
(vi)Li=0 satisfying 0 = v
0 < · · · < vL = T . Let Y (σ) = {Y (σ)t }0≤t≤T denote the two-
dimensional diffusion process satisfying (1.1) with a parameter σ and Y
(σ)
0 = Y0. Let
Pσ,n be the distribution of (Πn, Y
(σ)
Πn
).
Our purpose is to obtain the LAMN property of probability measures {Pσ,n}σ∈Λ,n∈N
of nonsynchronous observations (Πn, Y
(σ)
Πn
). For this purpose, we will introduce several
assumptions. First, we consider conditions for the process Y .
[A1]
1. For 0 ≤ i + j ≤ 3 and 0 ≤ k ≤ 4, the derivatives ∂it∂jx∂kσb and ∂it∂jx∂kσµ exist
and are continuous with respect to (t, x, σ). Moreover, ∂xµ,∂xb are bounded
uniformly in [0, T ]×R2 ×Λ.
2. A matrix (rb(t1, x1, σ) + (1 − r)b(t2, x2, σ))(rb(t1, x1, σ) + (1 − r)b(t2, x2, σ))⋆
is positive definite for any r ∈ [0,1], t1, t2 ∈ [0, T ], x1, x2 ∈R2 and σ ∈Λ.
3. E[|Y0|2]<∞.
Condition [A1] is similar conditions to that for the LAMN property of the statistical
model with synchronous, equispaced observations in Gobet [10]. We do not need further
conditions for the process Y . If the diffusion coefficient b is symmetric and positive
definite, we have [A1] 2.
LAMN for nonsynchronously observed diffusion 5
Second, we give assumptions of observation times. Let {bn}n∈N be a sequence of positive
numbers such that bn ≥ 1 and bn→∞ as n→∞.
[A2] There exist positive constants {δj}3j=1 such that (5δ1+4δ3)∨ (3δ1+2δ2+2δ3)∨
(3δ1/2+ 3δ2)< 1/2 and the following conditions hold true:
1. rn =Op(b
−1+δ1
n ).
2.
lim
n→∞
b2n sup
j1,j2∈N,|j1−j2|≥b
δ2
n
P
[
ℓ1,n ≥ j1 ∨ j2 and |S
n,j2 − Sn,j1 |
|j2 − j1| ≤ b
−1−δ3
n
]
= 0, (2.1)
lim
n→∞
b2n sup
j1,j2∈N,|j1−j2|≥b
δ2
n
P
[
ℓ2,n ≥ j1 ∨ j2 and |T
n,j2 − T n,j1 |
|j2 − j1| ≤ b
−1−δ3
n
]
= 0. (2.2)
Condition [A2] 2. controls the probability that too many observations occur in some
local interval. For example, if we set Sn,i = iT/n2 for 0 ≤ i ≤ n, Sn,i = (i+ 1− n)T/n
for n+ 1 ≤ i ≤ 2n− 1 and T n,j = jT/n for 0 ≤ j ≤ n, then we can easily see that [A2]
2. is not satisfied for bn ≡ n. In this setting, extremely many observations of Y 1 occur
in the interval [0, T/n] compared to other intervals. Condition [A2] is a condition to
exclude observations with such extremely different frequency. This condition is necessary
to obtain asymptotic equivalence between the true log-likelihood ratios and the quasi-
log-likelihood ratios defined later (Lemmas 4.3, 4.7 and 4.8), and to obtain convergence
results of the quasi-log-likelihood ratios (Theorem 3.1).
We need one more condition for observation times.
[A3] There exist σ({Πn}n)-measurable left-continuous processes a0(t) and c0(t) such
that
∫ T
0
a0(t) dt ∨
∫ T
0
c0(t) dt <∞ almost surely, b−1n tr(E1(t))→p
∫ t
0
a0(s) ds and
b−1n tr(E2(t))→p
∫ t
0
c0(s) ds as n→∞ for t ∈ (0, T ]. Moreover, at least one of the
following conditions holds true:
1. There exist η ∈ (0,1) and a σ({Πn}n)-measurable process a(z, t) such that a is
continuous with respect to z, left-continuous with respect to t,
∫ T
0 a(z, t) dt <∞ a.s. and
b−1n tr(E1(t)(Eℓ1,n − z2GG⋆)−1)→p
∫ t
0
a(z, s) ds
as n→∞ for t ∈ (0, T ] and z ∈C, |z|< η.
2. There exist η ∈ (0,1) and a σ({Πn}n)-measurable process c(z, t) such that c is
continuous with respect to z, left-continuous with respect to t,
∫ T
0 c(z, t) dt <∞ a.s. and
b−1n tr(E2(t)(Eℓ2,n − z2G⋆G)−1)→p
∫ t
0
c(z, s) ds
as n→∞ for t ∈ (0, T ] and z ∈C, |z|< η.
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In particular, [A3] implies tightness of {b−1n (ℓ1,n + ℓ2,n)}n.
Lemma 4 in Ogihara and Yoshida [19] shows that both 1. and 2. in [A3] hold true if
rn →p 0 and [A3] holds true, that is, the first statement of [A3] and either 1. or 2. in
[A3] hold true. Moreover, a and c are analytic with respect to z and a(z, t)− a(0, t) =
c(z, t)− c(0, t) for any z ∈ C, |z|< η and t ∈ [0, T ] almost surely, assuming that rn→p 0
and [A3] (Lemmas 3 and 4 and Proposition 2 in [19]). We will give tractable sufficient
conditions of [A2] and [A3] in Lemmas 2.1 and 2.2.
The intuitive meaning of [A3] is as follows. If µ≡ 0 and b(t, x, σ) does not depend on
(t, x), then Y is a Wiener process and we obtain
log(dP
σ∗+b
−1/2
n u,n
/dPσ∗,n) =Hn(σ∗ + b
−1/2
n u) ◦ (Π, YΠ)−Hn(σ∗) ◦ (Π, YΠ),
where Hn(σ) is defined in (2.4). Roughly speaking, Hn(σ) ◦ (Π, YΠ) is asymptotically
equivalent to
E[Hn(σ) ◦ (Π, YΠ)|Π]
=− |b
1|2(σ∗)
2|b1|2(σ) tr((Eℓ1,n − ρ
2GG⋆)
−1
)− |b
2|2(σ∗)
2|b2|2(σ) tr((Eℓ2,n − ρ
2G⋆G)
−1
)
+
b1 · b2(σ∗)
|b1||b2|(σ) tr(ρ(Eℓ1,n − ρ
2GG⋆)
−1
GG⋆)− 1
2
logdetS(σ),
where ρ= ρ(σ) = b1 ·b2|b1|−1|b2|−1(σ). Therefore, it is natural to assume conditions about
asymptotic behaviors of tr((Eℓ1,n − ρ2GG⋆)−1) and tr((Eℓ2,n − ρ2G⋆G)−1) in this special
case of µ and b. Since the diffusion coefficient of the diffusion process Y in general is
locally approximated by a constant and asymptotic contribution of drift coefficient µ is
negligible, [A3] is suitable for specifying asymptotic behaviors of log-likelihood ratios in
general cases.
Let Bkt = B
k
t (σ) = |bk(t, Yt, σ∗)|/|bk(t, Yt, σ)| for k = 1,2, ρt = ρt(σ) = b1 · b2|b1|−1×
|b2|−1(t, Yt, σ) and
Γ =
∫ T
0
{
∂za(ρt(σ∗), t)
(∂σρt(σ∗))
2
ρt(σ∗)
1{ρt(σ∗) 6=0}
+2a(ρt(σ∗), t)(∂σB
1
t (σ∗))
2
+ 2c(ρt(σ∗), t)(∂σB
2
t (σ∗))
2
(2.3)
− (a(ρt(σ∗), t)− a(0, t))
(
∂σρt(σ∗)
ρt(σ∗)
1{ρt(σ∗) 6=0} − ∂σB1t (σ∗)− ∂σB2t (σ∗)
)2}
dt.
We also assume the following condition.
[H ] The d× d random matrix Γ is positive definite almost surely.
We can now formulate our main theorem.
Theorem 2.1. Assume [A1]–[A3] and [H ]. Then the family {Pσ,n}σ,n defined by non-
synchronous observations (Πn, YΠn) has the LAMN property at σ = σ∗, where N in Def-
inition 1.1 is a random variable on an extension of (Ω,F , P ), N is independent of F
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and Γ in Definition 1.1 is defined by (2.3). Moreover, Nn and Γn can be taken so that
(Nn,Γn) ◦ (Πn, YΠn)→s-L (N ,Γ).
Conditions [A2], [A3] and [H ] are often not easy to check for practical settings. So we
see some easily tractable sufficient conditions for these conditions.
[B1] There exists exponential α-mixing simple point process {N¯t}t≥0 = {(N¯1t , N¯2t )}t≥0
such that N¯0 = 0, S
n,i = inf{t≥ 0; N¯1bnt ≥ i} ∧ T , T n,j = inf{t≥ 0; N¯2bnt ≥ j} ∧ T
and the distribution of (N¯ it+tk − N¯ it+tk−1)Mk=1 does not depend on t ≥ 0 for
M ∈ N, 0 ≤ t0 < t1 < · · · < tM and i = 1,2. Moreover, E[|N¯1|q] < ∞ and
limsupu→∞maxi=1,2 u
qP [N¯ iu = 0]<∞ for any q > 0.
[H ′] There exists a constant ε > 0 such that |bb⋆(t, x, σ1)− bb⋆(t, x, σ2)| ≥ ε|σ1 − σ2|
for any t ∈ [0, T ], x ∈R2 and σ1, σ2 ∈Λ.
For example, we can easily see that condition [B1] is satisfied if the processes {N¯1}t≥0
and {N¯2}t≥0 are two independent homogeneous Poisson processes.
The following lemma is proved in Section 6, Proposition 4 and Remark 2 in Ogihara
and Yoshida [19]. (We also use some localization techniques.)
Lemma 2.1. 1. Condition [B1] implies [A3].
2. Assume [A1], [B1] and [H ′]. Then [H ] holds true.
Let N1t =
∑ℓ1,n
i=1 1{Sn,i≤t} and N
2
t =
∑ℓ2,n
j=1 1{Tn,j≤t}. Then we also have the following.
The proof is left in the Appendix.
Lemma 2.2. Let q > 0. Assume that there exists n0 ∈N such that
sup
n≥n0
max
1≤i≤2
sup
0≤t≤T−b−1n
E[(Ni
t+b−1n
−Nit)q]<∞.
Then (2.1) and (2.2) hold true for any δ2 > 3/q and δ3 > 3/q. In particular, [B1] implies
[A2].
Remark 2.1. Conditions [B1] and [H ′] are the simplest sufficient conditions of [A2],
[A3] and [H ]. More detailed discussion about sufficient conditions of [A3] and [H ] can
be found in Sections 4 and 6 in Ogihara and Yoshida [19] and Section 4 in Uchida and
Yoshida [22].
By Theorem 2.1, we obtain the minimax theorem (1.2) under the conditions in The-
orem 2.1. In the rest of this section, we will prove that the quasi-maximum likelihood
estimator and the Bayes-type estimator defined in Ogihara and Yoshida [19] attain the
lower bound in (1.2) under certain conditions. So these estimators are asymptotically
efficient in this sense. For these purposes, we use the scheme of Yoshida [23] which leads
to convergence of moments of estimators.
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We will make the assumptions for asymptotic efficiency of estimators. We denote
ωα(g) = supt6=s |g(t)− g(s)|/|t− s|α for α ∈ (0,1/2) and an α-Ho¨lder continuous function
g : [0, T ]→ R. Let K(u¯) = {[si−1, si)}L1i=1 ∪ {[tj−1, tj)}L
2
j=1 and {θ(p, l; u¯)}1≤l≤L1+L2,p∈Z+
be defined by θ(0, l; u¯) = [sl−1, sl) (1 ≤ l ≤ L1), θ(0, l; u¯) = [tl−L1−1, tl−L1) (L1 < l ≤
L1 +L2) and
θ(p, l; u¯) =
⋃
{K2p;K1, . . . ,K2p ∈K(u¯),
K1 ∩ θ(0, l; u¯) 6=∅,Kj ∩Kj−1 6=∅ (2≤ j ≤ 2p)}
for p ∈N, u¯= ((si)L1i=0, (tj)L
2
j=0) ∈ U and 1≤ l≤ L1 +L2. That is, the interval θ(p, l; u¯) is
the union of intervals which are reached by 2p transfers from θ(0, l; u¯). Let θp,l = θ(p, l;Π).
Let q > 2, δ ∈ (0,1), δ′ ≥ 1 and η ∈ (0,1).
[C1]
1. The functions b and µ have continuous derivatives ∂it∂
j
x∂
k
σb, ∂
i′
t ∂
j′
x ∂
k′
σ µ and
satisfy
sup
t∈[0,T ],σ∈Λ
|∂it∂jx∂kσb(t, x, σ)| ≤ C(1 + |x|)C and
sup
t∈[0,T ],σ∈Λ
|∂i′t ∂j
′
x ∂
k′
σ µ(t, x, σ)| ≤ C(1 + |x|)C
for 0≤ i+ j ≤ 3,0≤ k ≤ 4, 0≤ i′ + j′ + k′ ≤ 1 and x ∈R2.
2. The derivatives ∂xµ and ∂xb are bounded uniformly in [0, T ]×R2 ×Λ.
3. inft,x,σ det bb
⋆(t, x, σ)> 0.
4. supσ sup0≤t≤T E[|Y (σ)t |q]<∞ for any q > 0.
5. The function ∂kσb can be continuously extended to [0, T ]× R2 × clos(Λ)
for 0≤ k ≤ 4, where clos(Λ) represents the closure of Λ.
[C2-q, δ] E[rqn] = O(b
−δq
n ).
[C3-q, η] There exist n0 ∈ N, α ∈ (0,1/2 − 1/q) and σ({Πn}n)-measurable left-
continuous processes {ap(t)}p∈Z+ and {cp(t)}p∈Z+ such that
∫ T
0
(ap ∨
cp)(t) dt ∈Lq(Ω) for p ∈ Z+, E[(ℓ1,n + ℓ2,n)q]<∞ for n ∈N and
E
[(
bηn
∣∣∣∣∣b−1n
ℓ1,n∑
i=1
g(Sn,i−1)((GG⋆)
p
)ii −
∫ T
0
g(t)ap(t) dt
∣∣∣∣∣
)q]
∨E
[(
bηn
∣∣∣∣∣b−1n
ℓ2,n∑
j=1
g(T n,j−1)((G⋆G)
p
)jj −
∫ T
0
g(t)cp(t) dt
∣∣∣∣∣
)q]
≤C(p+ 1)C
(
sup
t
|g(t)|q + ωα(g)q
)
for n≥ n0, p ∈ Z+ and any α-Ho¨lder continuous function g on [0, T ].
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[C4-q, δ′]
lim
n→∞
{
E
[
(b−q/2n ∨ rqn)
∞∑
p=0
(
∑ℓ1,n+ℓ2,n
l=1 |θ2p+2,l|)q
(p+ 1)qδ′
]
∨E
[(
b−1n
∞∑
p1,p2=0
∑ℓ1,n+ℓ2,n
l1,l2=1
|θ2p1+3,l1 ∩ θ2p2+3,l2 |
(p1 + 1)δ
′(p2 + 1)δ
′
)q/2]}
= 0.
Condition [C3-q, η] is a stronger condition than [A3] and is required to obtain moment
convergence of estimation errors. For any q > 2 and η ∈ (0,1), we can prove that [C3-q, η]
implies [A3]. See Section 3.1 in Ogihara and Yoshida [19] for the details.
Condition [C4-q, δ′] is a technical condition to obtain the asymptotic properties of
quasi-likelihood ratios and its derivatives. This condition together with Lemma 13 in [19]
enable us to apply martingale limit theorems to the quasi-likelihood ratios, and hence it
is essential to obtain asymptotic properties of quasi-likelihood ratios. See Propositions 3
and 10 in [19] and their proofs for the details.
LetBkt (σ1;σ2) = |bk(t, Y (σ2)t , σ2)|/|bk(t, Y (σ2)t , σ1)| for k = 1,2, ρt(σ1;σ2) = b1 ·b2|b1|−1×
|b2|−1(t, Y (σ2)t , σ1), and
Y(σ1;σ2) =
∫ T
0
{
− (B
1
t (σ1;σ2))
2
2
a(ρt(σ1;σ2), t)− (B
2
t (σ1;σ2))
2
2
c(ρt(σ1;σ2), t)
+B1tB
2
t (σ1;σ2)(a(ρt(σ1;σ2), t)− a0(t))
ρt(σ2;σ2)
ρt(σ1;σ2)
1{ρt(σ1;σ2) 6=0}
+
a0(t)
2
+
c0(t)
2
+ a0(t) logB
1
t (σ1;σ2)
+ c0(t) logB
2
t (σ1;σ2) +
∫ ρt(σ1;σ2)
ρt(σ2;σ2)
a(ρ, t)− a0(t)
ρ
dρ
}
dt,
where {a(z, t)} and {c(z, t)} are in [A3].
[C5] There exist a family {c˜q}q>0 of positive constants and an open set Λ′ satisfying
σ∗ ∈ Λ′ ⊂ Λ such that supσ2∈Λ′ P [infσ1∈Λ\{σ2}(−Y(σ1;σ2)/|σ1 − σ2|2) ≤ r−1] ≤
c˜q/r
q for r > 0 and q > 0.
We see that [C5] implies [H ], by using the relations Y(σ∗;σ∗) = ∂σ1Y(σ1;σ∗)|σ1=σ∗ = 0,
Γ =−∂2σ1Y(σ1;σ∗)|σ1=σ∗ , and hence infσ 6=σ∗(−Y(σ;σ∗)/|σ−σ∗|2)≤ infu6=0 u⋆Γu/(2|u|2).
Condition [C5] and [H ] are conditions about identifiability of statistical models. We only
need [H ] to have Theorem 2.1. However, we need [C5] to obtain asymptotic efficiency of
estimators.
Ogihara and Yoshida [19] proposed a quasi-log-likelihood function Hn defined by
Hn(σ) ◦ (Π, YΠ) =− 12Z⋆S−1(σ)Z − 12 log detS(σ), (2.4)
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where
Z = (((Y 1Sn,i − Y 1Sn,i−1)/
√
|Ii|)⋆i , ((Y 2Tn,j − Y 2Tn,j−1)/
√
|Jj |)⋆j )⋆, (2.5)
b¯1(i) = b¯
1
(i)(σ) = b
1(Sn,i−1, Y 1Sn,i−1 , Y
2
Tn,j′
, σ) for j′ =max{j;T n,j ≤ Sn,i−1}, b¯2(j) = b¯2(j)(σ) =
b2(T n,j−1, Y 1
Sn,i′
, Y 2Tn,j−1 , σ) for i
′ =max{i;Sn,i ≤ T n,j−1} and
S(σ) =
(
diag({|b¯1(i)|2}i) {b¯1(i) · b¯2(j)Gij}i,j
{b¯1(i) · b¯2(j)Gij}j,i diag({|b¯2(j)|2}j)
)
. (2.6)
An intuitive meaning of Hn is as follows. If µ ≡ 0, b(t, x, σ) does not depend on x
and Π is deterministic, then Z follows a zero-mean normal distribution. Moreover, the
covariance matrix of Z is approximated as
E
[
Y 1Sn,i − Y 1Sn,i−1√|Ii|
Y 1
Sn,i′
− Y 1
Sn,i′−1√|Ii′ |
]
∼ |b¯1(i)|2(σ∗)δi,i′ ,
E
[
Y 2Tn,j − Y 2Tn,j−1√|Jj |
Y 2
Tn,j′
− Y 2
Tn,j′−1√|Jj′ |
]
∼ |b¯2(j)|2(σ∗)δj,j′ ,
E
[
Y 1Sn,i − Y 1Sn,i−1√|Ii|
Y 2Tn,j − Y 2Tn,j−1√|Jj |
]
∼ b¯1(i)(σ∗) · b¯2(j)(σ∗)Gij .
Hence, S(σ) is approximation of the covariance matrix of Z . Therefore, we can say Hn(σ)
is an approximate log-likelihood function. These arguments are valid only for this special
case of µ, b and Π. However, Ogihara and Yoshida [19] define Hn as above for general
cases of µ, b and Π and studied the quasi-maximum likelihood estimator and the Bayes-
type estimator constructed by Hn.
Let π :Λ→ (0,∞) be a bounded continuous function. The quasi-maximum likelihood
estimator σˆn and the Bayes-type estimator σ˜n for the prior density π are defined by
σˆn = argmaxσ∈clos(Λ)Hn(σ) and
σ˜n =
(∫
Λ
exp(Hn(σ))π(σ) dσ
)−1 ∫
Λ
σ exp(Hn(σ))π(σ) dσ.
Let σnu = σ∗ + b
−1/2
n u for u ∈Rd.
Theorem 2.2. Let δ ∈ (0,1/2). Assume that 0< infσ π(σ)≤ supσ π(σ)<∞ and that for
any q > 0, there exist δ′ ≥ 1 and q′ ∈ N satisfying 2q′ > q such that [C1], [C2-(2q′), δ],
[C3-(2q′), δ], [C4-(2q′), δ′], [C5] hold. Then
lim
α→∞
lim inf
n→∞
sup
|u|≤α
Eσnu [l(|b1/2n (σˆn − σnu )|)] = E[l(|Γ−1/2N|)],
lim
α→∞
lim inf
n→∞
sup
|u|≤α
Eσnu [l(|b1/2n (σ˜n − σnu )|)] = E[l(|Γ−1/2N|)]
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for any continuous function l : [0,∞)→ [0,∞) that is nondecreasing, l(0) = 0 and of at
most polynomial growth.
Remark 2.2. Theorems 2.2 and 2.1 and the minimax theorem by Jeganathan [15] imply
that estimators σˆn and σ˜n are asymptotically efficient under [A1], [A2] and the conditions
in Theorem 2.2.
Outline of the proof of Theorem 2.2. Let Gu = b
1/2
n (σˆn ◦ (Π, Y (σ
n
u )
Π ) − σnu). Then
Theorem 2 in Ogihara and Yoshida [19] yields
lim
n→∞
E[l(|G0|)] =E[l(|Γ−1/2N|)]. (2.7)
Moreover, for any ε, δ > 0, there exists n1 ∈ N such that sup|u|≤αP [|Gu −G0| > δ]< ε
for n≥ n1, by a similar argument to the proof of 1. of Theorem 2 in Ogihara and Yoshida
[19] and relations E[supt |Y (σ
n
u )
t − Y (σ∗)t |q]≤Cqb−q/2n |u|q for any q ≥ 2.
Furthermore, we obtain sup|u|≤αE[|Gu|q] <∞ for any α > 0, q > 0 and sufficiently
large n, by a similar argument to the proof of Proposition 5 in Ogihara and Yoshida [19].
Then for any ε > 0, there exist M ′, n′ and δ such that
sup
|u|≤α
|E[l(|Gu|)]−E[l(|G0|)]| ≤ sup
|u|≤α
|E[l(|Gu|)− l(|G0|), |Gu| ∨ |G0| ≤M ′]|+ ε
≤ sup
|x|≤M ′
l(x) sup
|u|≤α
P [|Gu −G0| ≥ δ] + 2ε < 3ε
for n≥ n′, by continuity of l.
Hence, we obtain
lim
α→∞
lim inf
n→∞
sup
|u|≤α
E[l(|Gu|)] = lim
n→∞
E[l(|G0|)] =E[l(|Γ−1/2N|)]
by (2.7). We can similarly obtain the result for the Bayes-type estimator σ˜n. 
The following corollary is obtained by the argument in Section 6 in Ogihara and
Yoshida [19].
Corollary 2.1. Assume that 0< infσ π(σ)≤ supσ π(σ)<∞ and that [C1], [B1] and [H ′]
hold. Then the results in Theorem 2.2 hold true.
3. Preliminary results
In the rest of this paper, we will prove Theorem 2.1. For this purpose, we will prove asymp-
totic equivalence between the log-likelihood ratio log(dPσnu /dPσ∗)(YΠ) of the processes
Y (σ) and the quasi-log-likelihood ratio Hn(σ
n
u )−Hn(σ∗). Then we obtain Theorem 2.1
since Hn(σ
n
u )−Hn(σ∗) has a LAMN-type property.
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This section is devoted to some auxiliary results. We use Malliavin calculus techniques
and prove estimates for transition density functions and their derivatives in Section 3.2.
Section 3.3 is devoted to prove some tightness results of log-likelihood ratios. These
results play essential roles in the proof of Theorem 2.1 in Section 4.
3.1. Some fundamental results
In this subsection, we define Euler–Maruyama-type processes and related notation. We
also introduce a LAMN-type property of Hn(σ
n
u )−Hn(σ∗).
First, we prepare several fundamental lemmas. The first one is about localization. To
obtain Theorem 2.1, it is sufficient to consider the following stronger condition [A1′]
instead of [A1].
[A1′] Condition [A1] holds true, |Y0| ≤M a.s. for some M > 0, and b, µ and their
derivatives are bounded on [0, T ]× R2 × Λ. Moreover, there exist positive con-
stants ηmin and ηmax such that
ηminE2 ≤ (rb(t1, x1, σ) + (1− r)b(t2, x2, σ))(rb(t1, x1, σ) + (1− r)b(t2, x2, σ))⋆
≤ ηmaxE2
for any r ∈ [0,1], t1, t2 ∈ [0, T ], x1, x2 ∈R2 and σ ∈ Λ.
[L] There exists a d-dimensional standard normal random variable N on an exten-
sion of (Ω,F , P ) such that N is independent of F , −b−1n ∂2σHn(σ∗)◦(Π, YΠ)→p Γ,
log
dP
σ∗+b
−1/2
n u,n
dPσ∗,n
−
(
u⋆b−1/2n ∂σHn(σ∗) +
1
2
u⋆b−1n ∂
2
σHn(σ∗)u
)
→ 0
in Pσ∗,n probability, and
b−1/2n ∂σHn(σ∗) ◦ (Π, YΠ)→s-L Γ1/2N
for Γ defined in (2.3).
Let H= {ω ∈Ω;−∂2σHn(σ∗)(ω) is positive definite},
Γn =−b−1n ∂2σHn(σ∗)1H + Ed1Hc , Nn = (−∂2σHn(σ∗))−1/2∂σHn(σ∗)1H. (3.1)
Lemma 3.1. Assume that [L] holds true under [A1′], [A2] and [A3]. Then Theorem 2.1
holds true with Γn and Nn in (3.1).
Proof. Similar to the proof of Lemma 4.1. in Gobet [10] and we omit the details. 
The second lemma is Lemma 11 in Ogihara and Yoshida [19].
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Lemma 3.2. Let {Xn}n∈N be a sequence of integrable random variables on some prob-
ability space (Ω′,F ′, P ′) and {Gn}n∈N be sub σ-fields of F ′. Assume E′[Xn|Gn]→p 0 as
n→∞. Then Xn→p 0 as n→∞.
Moreover, the following lemma is proved similarly to Lemma 3.2.
Lemma 3.3. Let Θ be a set, {Xn,λ}n∈N,λ∈Θ be a family of integrable random variables
on some probability space (Ω′,F ′, P ′) and {Gn}n∈N be sub σ-fields of F ′. Assume that
for any ε > 0, there exists M > 0 such that supn,λP
′[E′[|Xn,λ||Gn] >M ] < ε. Then for
any ε > 0, there exists M > 0 such that supn,λP
′[|Xn,λ|>M ]< ε.
Let 0≤ s < t≤ T , r ∈ [0,1] and σ ∈Λ. Under [A1], a stochastic differential equation

X r,σv = {(1− r)µ(v+ s,X r,σv , σ) + rµ(s, z0, σ)}dv
+ {(1− r)b(v+ s,X r,σv , σ) + rb(s, z0, σ)}dWv+s, v ∈ [0, t− s],
X r,σ0 = z0
has a unique strong solution {X r,σv }0≤v≤t−s. Let p(z1; z0, r, s, t, σ) be the probability
density function of X r,σt−s.
The following lemma is classical estimate. See Theorem 1 in Aronson [5] or Proposi-
tion 5.1 in Gobet [10].
Lemma 3.4. Assume [A1′]. Then there exist positive constants µ1 < µ2 and C > 1 such
that
1
C
µ2
2pi(t− s) exp
(
−µ2|z1 − z0|
2
2(t− s)
)
≤ p(z1; z0, r, s, t, σ)≤C µ1
2pi(t− s) exp
(
−µ1|z1 − z0|
2
2(t− s)
)
,
for 0≤ s < t≤ T , r ∈ [0,1], z0, z1 ∈R2 and σ ∈ Λ.
We will define some further notation. Let nu be the minimum positive integer satisfying
{σnvu}n≥nu,0≤v≤1 ⊂ Λ for u ∈ Rd. For u¯ = ((si)i, (tj)j) ∈ U , let uˇ = {uˇk(u¯)}L0(u¯)k=0 be a
strictly increasing sequence of the elements of u¯ such that uˇ is equal to u¯ as a set.
Let ∆uˇk = uˇk − uˇk−1, k1(i) = k1(i; u¯) be k satisfying si = uˇk and k2(j) = k2(j; u¯) be k
satisfying tj = uˇk,
i(k) = i(k; u¯) =max{i; there exists j such that si ≤ tj ≤ uˇk−1},
j(k) = j(k; u¯) =max{j; there exists i such that tj ≤ si ≤ uˇk−1}.
We define random times Uˇk = uˇk(Π) and Uˇ = {Uˇk}k.
For u¯= ((si)L
1
i=0, (t
j)L
2
j=0) ∈ U and z = ((xk)L0(u¯)k=0 , (yk)L0(u¯)k=0 ) ∈R2L0(u¯)+2, we denote z¯ =
((xk1(i))
L1
i=1, (yk2(j))
L2
j=1) and zˆ = ((xk)k/∈{k1(i);0≤i≤L1}, (yk)k/∈{k2(j);0≤j≤L2}).
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Now, let us define stochastic processes that connect the process Y (σ) and an Euler–
Maruyama process. Let u ∈ Rd, u¯ ∈ U , r ∈ [0,1] and n ≥ nu. Under [A1′], there ex-
ists a unique two-dimensional stochastic process Y r,u = {Y r,ut }0≤t≤T = {(Y r,u,1t (u¯),
Y r,u,2t (u¯))}0≤t≤T satisfying
Y r,ut = Y0 +
L0∑
k=1
∫ t∧uˇk
t∧uˇk−1
{(1− r)µ(s, Y r,us , σnu) + rµ(uˇk−1, Y r,uuˇk−1 , σnu)}ds
+
L0∑
k=1
∫ t∧uˇk
t∧uˇk−1
{(1− r)b(s, Y r,us , σnu) + rb(uˇk−1, Y r,uuˇk−1 , σnu)}dWs, t ∈ [0, T ].
Then we have Y 0,0 ≡ Y .
Moreover, we define pˇrk,u(z0, z1) = p(z1; z0, r, uˇ
k−1, uˇk, σnu), pˇ
r,(1)
k,u (z0, z1) = ∂σp(z1; z0, r,
uˇk−1, uˇk, σnu),
P
r
u(z, u¯) =
L0∏
k=1
pˇrk,u((xk−1, yk−1), (xk, yk)), P¯
r
u(z0, z¯, u¯) =
∫
P
r
u(z; u¯) dzˆ
and P ru = P
r
u(z, u¯)PY0(dz0) dz¯ dzˆ for z = ((xk)
L0
k=0, (yk)
L0
k=0) ∈R2L0+2.
Then synchronous observations Y r,uuˇ follow the distribution P
r
u . Moreover, we have
Pσnu ,n = P(Π,Y 0,uΠ )
= PY 0,uu¯
(dz0 dz¯|Π= u¯)PΠ(du¯) = PY 0,uu¯ (dz0 dz¯)PΠ(du¯)
= P¯0u(z0, z¯, u¯)PY0(dz0) dz¯PΠ(du¯).
Therefore, we obtain
log
dPσnu ,n
dPσ∗,n
(z0, z¯, u¯) = log
P¯0u
P¯00
(z0, z¯, u¯). (3.2)
So it is sufficient to investigate the asymptotic behavior of log(P¯0u/P¯
0
0).
For each function with respect to (z, u¯) or (z0, z¯, u¯), we often omit the variable u¯.
The following theorem gives a LAMN-type property of Hn (Proposition 3 and Propo-
sition 10 in Ogihara and Yoshida [19]).
Theorem 3.1. Assume [A1′], [A2] and [A3]. Then there exists a random variable N on
an extension of (Ω,F , P ) such that N is independent of F , −b−1n ∂2σHn(σ∗)◦(Π, YΠ)→p Γ,
{Hn(σnu )−Hn(σ∗)− (u⋆b−1/2n ∂σHn(σ∗) + u⋆b−1n ∂2σHn(σ∗)u/2)} ◦ (Π, YΠ)→p 0,
b
−1/2
n ∂σHn(σ∗) ◦ (Π, YΠ)→s-L Γ1/2N as n→∞, where Γ is defined by (2.3).
Remark 3.1. Though we need an assumption “∂kσb (0 ≤ k ≤ 4) can be extended to a
continuous function on [0, T ]×R2× Λ¯” to apply the results in Ogihara and Yoshida [19],
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the assumption can be removed by considering a relatively compact open subset of Λ
containing σ∗.
By virtue of Lemma 3.1, Theorem 3.1 and (3.2), to obtain Theorem 2.1, it is sufficient to
show asymptotic equivalence of log(P¯0u/P¯
0
0)(YΠ) and (Hn(σ
n
u )−Hn(σ∗)) ◦ (Π, YΠ) under
[A1′], [A2] and [A3]. We will prove it in the rest of this paper.
3.2. Malliavin calculus techniques and estimates for transition
densities
We will prepare results of estimates for transition density functions used later. To this
end, we introduce some techniques from Malliavin calculus. We refer the reader to Chap-
ter II in Nualart [17] and Gobet [10] for detailed expositions of this subsection.
We fix u ∈Rd, u¯ ∈ U , 1≤ k ≤ L0(u¯) and n≥ nu here. For 0≤ r ≤ 1 and x ∈R2, consider
a unique two-dimensional process {Yr,u,k,xt }t∈[0,∆uˇk] = {(Yr,u,k,x,1t ,Yr,u,k,x,2t )}t∈[0,∆uˇk]
satisfying
Y
r,u,k,x,i
t = x+
∫ t
0
{(1− r)µ(0),r,is + rµi(uˇk−1, x, σnu)}ds
+
2∑
j=1
∫ t
0
{(1− r)b(0),r,i,js + rbij(uˇk−1, x, σnu)}dW js
for t ∈ [0,∆uˇk], where µ(q),r,it,p1,...,pq = (∂qxµi(t + uˇk−1,Yr,u,k,xt , σnu))p1,...,pq , b(q),r,i,jt,p1,...,pq =
(∂qxb
ij(t + uˇk−1,Yr,u,k,xt , σ
n
u ))p1,...,pq for q ∈ Z+. We simply denote Yrt = Yr,u,k,xt and
Y
r,i
t =Y
r,u,k,x,i
t .
Under [A1′], Theorem 39 in Chapter V of Protter [21] ensures that ∂rY
r
t =
(∂rY
r,1
t , ∂rY
r,2
t ) exists for any t ∈ [0,∆uˇk] a.s. and satisfies
∂rY
r,i
t =
∫ t
0
[∑
p
(1− r)µ(1),r,is,p ∂rYr,ps + µi(uˇk−1, x, σnu)− µ(0),r,is
]
ds
+
∑
j
∫ t
0
[∑
p
(1− r)b(1),r,i,js,p ∂rYr,ps + bij(uˇk−1, x, σnu )− b(0),r,i,js
]
dW js .
Define an isonormal Gaussian process W by W (ξ) =
∫∆uˇk
0
(dξt/dt) · dWt+uˇk−1 for an
R
2-valued absolutely continuous function ξ = {ξt}0≤t≤∆uˇk satisfying
∫ ∆uˇk
0 |dξt/dt|2 dt <
∞. We also consider the Malliavin derivative operator D and the divergence operator δ.
Let {Vrt }t∈[0,∆uˇk] = {Vr,i,jt }t∈[0,∆uˇk],i,j be a stochastic process satisfying
V
r,i,j
t = δij +
∑
p
∫ t
0
(1− r)µ(1),r,is,p Vr,p,js ds+
∑
p,q
∫ t
0
(1− r)b(1),r,i,qs,p Vr,p,js dW qs ,
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then the argument in Sections 2.2 and 2.3 of Nualart [17] yields
DjtY
r,i
∆uˇk
=
∑
p,q
V
r,i,q
∆uˇk
((Vrt )
−1
)qp[(1− r)b(0),r,p,jt + rbpj(uˇk−1, x, σnu)]
for t ∈ [0,∆uˇk], where ((Vrt )−1)qp represents the element of (Vrt )−1. Moreover, we obtain
sup
t∈[0,∆uˇk]
(E[|DtYr∆uˇk |M ] ∨E[|Dt∂rYr∆uˇk |M ])<∞
for M > 0.
Lemma 3.5. Let u ∈Rd and q ≥ 1. Assume [A1′]. Then there exists a positive constant
Cq such that
sup
k
1
(∆uˇk)q/2
sup
0≤r≤1,zk−1
∫ ∣∣∣∣∂rpˇ
r
k,u
pˇrk,u
∣∣∣∣
q
pˇrk,u(zk−1, zk) dzk ≤Cq
for any n≥ nu and u¯ ∈ U .
Proof. Let Brt = {Br,it,j}i,j = ((1 − r)b(0),rt + rb(uˇk−1, x, σnu ))−1V rt (V r∆uˇk)−1 for t ∈
[0,∆uˇk], where b
(0),r
t = {b(0),r,i,jt }ij . Then by a similar argument to the proof of Propo-
sition 4.1. in Gobet [10], we obtain
∂rpˇ
r
k,u
pˇrk,u
(zk−1, zk) =
1
∆uˇk
E[δ((Br)⋆∂rYr,u,k,zk−1∆uˇk )|Y
r,u,k,zk−1
∆uˇk
= zk]. (3.3)
Moreover, by Proposition 1.3.3. in Nualart [17], we obtain
δ((Br)⋆∂rYr∆uˇk) =
2∑
i=1
{
∂rY
r,i
∆uˇk
δ(Br,i)−
∫ ∆uˇk
0
Dt(∂rY
r,i
∆uˇk
) · Br,it dt
}
. (3.4)
Furthermore, we have
E
[∣∣∣∣∣
2∑
i=1
∫ ∆uˇk
0
Dt(∂rY
r,i
∆uˇk
) · Br,it dt
∣∣∣∣∣
q]
≤C(∆uˇk)q−1
2∑
i=1
∫ ∆uˇk
0
E[|Dt∂rYr,i∆uˇk |
2q
]
1/2
E[|Br,it |2q]1/2 dt (3.5)
= O((∆uˇk)
3q/2
),
and
E
[∣∣∣∣∣
2∑
i=1
∂rY
r,i
∆uˇk
δ(Br,i)
∣∣∣∣∣
q]
=O((∆uˇk)
q
)×
2∑
i=1
E[|δ(Br,i)|2q]1/2, (3.6)
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where we use the fact that any moments of (Vr∆uˇk)
−1 are bounded (see Section 2.3.1. in
Nualart [17]).
By Propositions 1.3.8. and 1.5.7. in Nualart [17] and Clark–Ocone representation for-
mula (Corollary A.2. in Nualart and Pardoux [18]), we have
E[|δ(Br,i)|2q] = E
[∣∣∣∣
∫ ∆uˇk
0
E[Dtδ(Br,i)|Ft+uˇk−1 ] · dWt+uˇk−1
∣∣∣∣
2q]
≤ (∆uˇk)q−1
∫ ∆uˇk
0
E[|Dtδ(Br,i)|2q] dt (3.7)
= (∆uˇk)
q−1
∫ ∆uˇk
0
E[|Br,it + δ(DtBr,i)|2q] dt
= O((∆uˇk)
q
).
By (3.4)–(3.7), we obtain E[|δ((Br)⋆∂rYr∆uˇk)|q] = O((∆uˇk)3q/2). Therefore, we have∫ ∣∣∣∣∂rpˇ
r
k,u
pˇrk,u
∣∣∣∣
q
pˇrk,u(zk−1, zk) dzk ≤Cq(∆uˇk)q/2
by (3.3). 
The following lemma is proved similarly.
Lemma 3.6. Let u ∈Rd and q ≥ 1. Assume [A1′]. Then
∂σp
p
(zk; zk−1, r, uˇ
k−1, uˇk, σnu) =
1
∆uˇk
E[δ((Br)⋆∂σYr∆uˇk)|Yr∆uˇk = zk],
∂2(r,σ)p
p
(zk; zk−1, r, uˇ
k−1, uˇk, σnu )
=E
[
1
∆uˇk
δ((Br)⋆∂2(r,σ)Yr∆uˇk)
+
1
(∆uˇk)2
2∑
i=1
δ(Br,iδ((Br)⋆∂(r,σ)Yr∆uˇk∂(r,σ)Yr,i∆uˇk))
∣∣∣Yr∆uˇk = zk
]
,
and there exists a constant Cq > 0 such that
sup
k,0≤r′≤1,0≤v≤1,zk−1
(∆uˇk)
−lq/2
∫
|∂jσ∂lr logp|q(zk; zk−1, r′, uˇk−1, uˇk, σnvu)
× pˇr′k,vu(zk−1, zk) dzk ≤Cq
for r ∈ [0,1], u¯ ∈ U , n≥ nu, 1≤ j + l≤ 2.
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3.3. Tightness results of some log-likelihood ratios
In this section, we will prove some tightness results, which are necessary later. First, we
prove tightness of {sup0≤r≤1 | log(P¯ru/P¯00)|(YΠ)}n. To this end, we prove results about the
log-likelihood ratio log(Pru/P
0
0)(YΠ). Then we prove a key proposition (Proposition 3.1)
which enables us to obtain tightness of a density ratio in a nonsynchronous scheme from
properties of a density ratio in a synchronous scheme.
[A3′] The sequence {b−1n (ℓ1,n + ℓ2,n)}n is tight.
Since tr(E1(T )) + tr(E2(T )) = ℓ1,n + ℓ2,n, [A3] implies [A3′].
We prepare some results for the log-likelihood ratio log(Pru/P
0
0).
Lemma 3.7. Let u∈Rd. Assume [A1′] and [A3′]. Then for any ε > 0, there exists M > 0
such that
sup
n≥nu
{
P
[∣∣∣∣log P0uP00
∣∣∣∣(Y 0,uUˇ )>M
]
∨ P
[∣∣∣∣log P0uP00
∣∣∣∣(Y 0,0Uˇ )>M
]}
< ε.
Proof. By Lemmas 3.6 and 3.4, we obtain
E
[∣∣∣∣log P0uP00
∣∣∣∣(Y 0,uUˇ )
∣∣∣Π]
≤E
[∫ 1
0
∣∣∣∣∂t(P0tu)P0tu
∣∣∣∣(Y 0,uUˇ ) dt
∣∣∣Π]
≤E
[
b−1/2n |u|
∣∣∣∣∑
k
pˇ
0,(1)
k,u
pˇ0k,u
(Y 0,u
Uˇk−1
, Y 0,u
Uˇk
)
∣∣∣∣
+ b−1n |u|2
∫ 1
0
∫ 1
t1
∣∣∣∣∑
k
∂σ
(
∂σp
p
)
(Y 0,u
Uˇk
;Y 0,u
Uˇk−1
,0, Uˇk−1, Uˇk, σnt2u)
∣∣∣∣dt2 dt1
∣∣∣Π]
≤Cb−1/2n (ℓ1,n + ℓ2,n)1/2 +Cb−1n (ℓ1,n + ℓ2,n).
Hence, by Lemma 3.3 and the assumptions, for any ε > 0 there exists M > 0 such
that supn≥nu P [| log(P0u/P00)|(Y 0,uUˇ ) > M ] < ε. Similarly, we obtain supn≥nu P [| log(P0u/
P
0
0)|(Y 0,0Uˇ )>M ]< ε. 
We define
AnM (u¯) =
{
(x, y) ∈RL0(u¯)+1 ×RL0(u¯)+1; sup
0≤r≤1
|log(Pru/P00)|(x, y)≤M
}
for u¯∈ U and M > 0.
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Lemma 3.8. Let u∈Rd. Assume [A1′] and [A3′]. Then for any ε > 0, there exists M > 0
such that
sup
n≥nu,r
{
P [Y 0,0
Uˇ
∈ (AnM )c(Π)] ∨P [Y r,uUˇ ∈ (AnM )
c
(Π)] ∨E
[∣∣∣∣∂rPruPru
∣∣∣∣1(AnM)c(Y r,uUˇ )
]}
< ε.
Proof. Fix ε > 0. Then for r ∈ [0,1], we obtain
E
[
sup
0≤r′≤1
∣∣∣∣log Pr
′
u
P0u
∣∣∣∣(Y r,uUˇ )
∣∣∣Π]≤E[∫ 1
0
∣∣∣∣∂rPr
′
u
Pr
′
u
∣∣∣∣(Y r,uUˇ ) dr′
∣∣∣Π]= ∫ 1
0
E
[∣∣∣∣∂rPr
′
u
Pr
′
u
∣∣∣∣(Y r,uUˇ )
∣∣∣Π]dr′.
On the other hand, by Lemmas 3.6 and 3.4, we have
E
[∣∣∣∣∂rPr
′
u
Pr
′
u
∣∣∣∣(Y r,uUˇ )
∣∣∣Π] = E[
∣∣∣∣∂rPruPru +
∫ r′
r
∂r
(
∂rP
r1
u
P
r1
u
)
dr1
∣∣∣∣(Y r,uUˇ )
∣∣∣Π]
≤ E
[
L0∑
k=1
(
∂rpˇ
r
k,u
pˇrk,u
)2
(Y r,u
Uˇk−1
, Y r,u
Uˇk
)
∣∣∣Π
]1/2
+ sup
r′
E
[
L0∑
k=1
∣∣∣∣∂r
(
∂rpˇ
r′
k,u
pˇr
′
k,u
)∣∣∣∣(Y r,uUˇk−1 , Y r,uUˇk )
∣∣∣Π
]
≤ C
√
T +CT .
Hence, by Lemma 3.3, for any ε > 0 there exists M1 > 0 such that
sup
0≤r≤1
P
[
sup
0≤r′≤1
∣∣∣∣log Pr
′
u
P0u
∣∣∣∣(Y r,uUˇ )> M12
]
<
ε
2
.
Therefore, Lemma 3.7 yields
sup
n≥nu,r
P [Y r,u
Uˇ
∈ (AnM )c(Π)]
≤ sup
n≥nu,r
P
[∣∣∣∣log P0uP00
∣∣∣∣(Y r,uUˇ )> M2 and sup0≤r′≤1
∣∣∣∣log Pr
′
u
P0u
∣∣∣∣(Y r,uUˇ )≤ M12
]
+
ε
2
(3.8)
≤ sup
n≥nu,r
E
[
P
r
u
P0u
(Y 0,u
Uˇ
),
∣∣∣∣log P0uP00
∣∣∣∣(Y 0,uUˇ )> M2 and sup0≤r′≤1
∣∣∣∣log Pr
′
u
P0u
∣∣∣∣(Y 0,uUˇ )≤ M12
]
+
ε
2
≤ eM1/2 sup
n≥nu
P
[∣∣∣∣log P0uP00
∣∣∣∣(Y 0,uUˇ )> M2
]
+
ε
2
< ε
for sufficiently large M > 0.
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Moreover, by Lemma 3.5, we obtain
sup
n≥nu,r
E[|∂rPru/Pru|2(Y r,uUˇ )] = sup
n≥nu,r
E
[∑
k
(∂rpˇ
r
k,u/pˇ
r
k,u)
2
(Y r,u
Uˇk−1
, Y r,u
Uˇk
)
]
<∞.
Hence, by (3.8), we have supn≥nu,rE[|∂rPru/Pru|1(AnM )c(Y
r,u
Uˇ
)] < ε for sufficiently large
M > 0.
On the other hand, there exists M2 > 0 such that supn≥nu P [| log(P0u/P00)|(Y 0,0Uˇ ) >
M2]< ε/2 by Lemma 3.7. Therefore, we have
P [Y 0,0
Uˇ
∈ (AnM )c(Π)] ≤ P
[
sup
0≤r≤1
∣∣∣∣log PruP00
∣∣∣∣(Y 0,0Uˇ )>M,
∣∣∣∣log P0uP00
∣∣∣∣(Y 0,0Uˇ )≤M2
]
+
ε
2
≤ eM2P
[
sup
0≤r≤1
∣∣∣∣log PruP00
∣∣∣∣(Y 0,uUˇ )>M
]
+
ε
2
< ε
for sufficiently large M > 0 by (3.8). 
Let Zn = {Znt }0≤t≤T and Zn,r = {Zn,rt (u¯)}0≤t≤T be two-dimensional continuous
F-adapted processes satisfying that Zn,r0 = Z
n
0 for n ∈ N, u¯ ∈ U and 0 ≤ r ≤ 1,
(t, u¯, ω) 7→Zn,rt (u¯)(ω) is measurable, and (Znt , Zn,rt (u¯))t,r,u¯ are independent of σ((Πn)n).
Let the distributions of Znuˇ and Z
n,r
uˇ (u¯) be given by Fn(z0, z¯, zˆ)PZn0 (dz0) dz¯ dzˆ and
F rn(z0, z¯, zˆ)PZn0 (dz0) dz¯ dzˆ, respectively, for some positive-valued Borel functions Fn and
F rn . Let K
n
M = K
n
M (u¯) be a Borel set in R
2(L0+1), K¯nM = K¯
n
M (z0, z¯, u¯) = {zˆ; (z0, z¯, zˆ) ∈
KnM}, F¯n(z0, z¯) =
∫
Fn(z0, z¯, zˆ) dzˆ, F¯n,M (z0, z¯) =
∫
K¯nM (z0,z¯)
Fn(z0, z¯, zˆ) dzˆ and F¯
r
n and
F¯ rn,M be defined similarly.
The following proposition is a key result to deduce properties of density ratios in the
nonsynchronous scheme.
Proposition 3.1. Suppose F rn can be continuously differentiable with respect to r and∫
∂rF
r
n1(KnM)c dzˆ exists and is continuous with respect to r for each n, z0, z¯ and zˆ.
1. Suppose for any ε > 0, there exists M1 > 0 such that
sup
n
P
[
sup
r
∣∣∣∣log F rnFn
∣∣∣∣(ZnUˇ )>M
]
< ε and
sup
n,r
{
P [Zn,0
Uˇ
∈ (KnM )c(Π)] ∨E
[∣∣∣∣∂rF rnF rn
∣∣∣∣1(KnM)c(Zn,rUˇ )
]}
< ε
for M ≥M1. Then for any ε, η > 0, there exists M2 > 0 such that
sup
n
P
[
sup
r
|log(F¯ rn/F¯ rn,M )|(ZnΠ)≥ η
]
< ε
for M ≥M2.
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2.
sup
n
P
[
sup
r
∣∣∣∣log F¯ rnF¯ rn,M
∣∣∣∣(ZnΠ)≥ η
∣∣∣Π]
≤ e
M ′
1− e−η
{
P [Zn,0
Uˇ
∈ (KnM )c|Π]+ sup
r
E
[∣∣∣∣∂rF rnF rn
∣∣∣∣1(KnM)c(Zn,rUˇ )
∣∣∣Π]}
+ P
[
sup
r
∣∣∣∣log F rnFn
∣∣∣∣(ZnUˇ )>M ′
∣∣∣Π]
for any η,M,M ′ > 0.
Proof. We first prove 1. By the assumptions, for any ε, η > 0, there exist M1,M2 > 0
such that
sup
n
P
[
sup
r
∣∣∣∣log F rnFn
∣∣∣∣(ZnUˇ )>M1
]
<
ε
3
and
sup
n,r
{
P [Zn,0
Uˇ
∈ (KnM )c(Π)] ∨E
[∣∣∣∣∂rF rnF rn
∣∣∣∣1(KnM)c(Zn,rUˇ )
]}
<
εη′
3eM1
for M ≥M2, where η′ = 1− e−η. Hence, we obtain
P
[
sup
r
∣∣∣∣log F¯ rnF¯ rn,M
∣∣∣∣(ZnΠ)≥ η
]
≤ P
[
sup
r
∣∣∣∣1− F¯
r
n,M
F¯ rn
∣∣∣∣(ZnΠ)≥ η′,ZnUˇ ∈ LnM1
]
+
ε
3
≤ 1
η′
E
[∫
sup
r
∣∣∣∣1− F¯
r
n,M
F¯ rn
∣∣∣∣1LnM1 (z0, z¯, zˆ)Fn(z0, z¯, zˆ)PZn0 (dz0) dz¯ dzˆ
∣∣∣
u¯=Π
]
+
ε
3
≤ 1
η′
E
[∫
sup
r
∫
Fn1LnM1
(z0, z¯, zˆ) dzˆ
F¯ rn
sup
r
|F¯ rn − F¯ rn,M |PZn0 (dz0) dz¯
∣∣∣
u¯=Π
]
+
ε
3
,
where LnM = {(z0, z¯, zˆ); supr | log(F rn/Fn)|(z0, z¯, zˆ)≤M}.
Since
sup
r
∫
Fn1LnM1
(z0, z¯, zˆ) dzˆ
F¯ rn
= sup
r
1
F¯ rn
∫
Fn
F rn
F rn1LnM1
(z0, z¯, zˆ) dzˆ ≤ eM1 ,
we obtain
P
[
sup
r
|log(F¯ rn/F¯ rn,M )|(ZnΠ)≥ η
]
≤ e
M1
η′
E
[∫ {
|F¯ 0n − F¯ 0n,M |+
∫ 1
0
|∂r(F¯ rn − F¯ rn,M )|dr
}
PZn
0
(dz0) dz¯
∣∣∣
u¯=Π
]
+
ε
3
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≤ e
M1
η′
{
P [Zn,0
Uˇ
∈ (KnM )c(Π)] + sup
r
E
[∣∣∣∣∂rF rnF rn
∣∣∣∣1(KnM)c(Zn,rUˇ )
]}
+
ε
3
< ε
for M ≥M2. Hence, we obtain 1.
The result in 2. is proved by a similar argument as above. 
Let
A¯nM (z0, z¯) =
{
zˆ; sup
r
|log(Pru/P00)(z0, z¯, zˆ)| ≤M
}
, P¯rM,u(z0, z¯) =
∫
A¯nM (z0,z¯)
P
r
u(z0, z¯, zˆ) dzˆ
for M > 0.
Lemma 3.9. Let u ∈ Rd. Assume [A1′] and [A3′]. Then for any ε, η > 0, there exists
M ′ > 0 such that
sup
n≥nu
P
[
sup
r
∣∣∣∣log P¯ru
P¯rM,u
∣∣∣∣(YΠ)≥ η
]
< ε, sup
n≥nu
P
[∣∣∣∣log P¯00
P¯0M,0
∣∣∣∣(YΠ)≥ η
]
< ε
for M ≥M ′.
Proof. The results are obtained by using Proposition 3.1 and Lemma 3.8. The first
inequality is obtained by setting Zn = Y , Zn,r = Y r,u and KnM =A
n
M in Proposition 3.1.
For the second inequality, set Zn = Zn,r = Y and KnM =A
n
M . 
Proposition 3.2. Let u ∈ Rd. Assume [A1′] and [A3′]. Then {sup0≤r≤1 | log(P¯ru/
P¯00)|(YΠ)}n≥nu is tight.
Proof. We easily obtain the result by Lemma 3.9 and an estimate
sup
r
∣∣∣∣log P¯
r
M,u
P¯0M,0
∣∣∣∣≤ sup
r
∣∣∣∣log 1P¯0M,0
∫
A¯nM
Pru
P00
P
0
0 dzˆ
∣∣∣∣≤M
for sufficiently large M > 0. 
The following lemma is similarly proved and used later.
Lemma 3.10. Let u ∈ Rd. Assume [A1′] and [A3′]. Then {sup0≤v≤1 | log(P0vu/
P00)|(YUˇ )}n≥nu and {sup0≤v≤1 | log(P¯0vu/P¯00)|(YΠ)}n≥nu are tight.
4. The proof of LAMN property
In this section, we will complete the proof of the LAMN property of {Pσ,n}σ,n.
It is essential in the proof to replace P¯0u in (3.2) by the function
∫
exp(
∑
k f˜
u
k ) dzˆ below
so that coefficient b is predictable and does not depend on zˆ. For this purpose, we use Itoˆ’s
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rule and martingale properties and estimate the difference. However, the proof is tech-
nically complicated because the function log P¯0u contains a dzˆ-integral of an exponential
function. This integral is far more difficult to handle than a simple function of increments
of the process, which appears in synchronous sampling models of Gobet [10]. We estimate
the difference step by step in Lemmas 4.3 and 4.8. The function log
∫
exp(
∑
k f˜
u
k ) dzˆ can
be rewritten in a simple function of increments of the process as seen in Lemma 4.6. Then
the proof is completed by proving asymptotic equivalence of the replaced likelihood ratio
and the quasi-likelihood ratio Hn(σ)−Hn(σ∗).
In the following, we assume that [A2] holds true. Let µ(k)(z, σ) = µ(uˇ
k−1, zk−1, σ),
b(k)(z, σ) = b(uˇ
k−1, zk−1, σ), b˜(k)(z, σ) = b(uˇ
k−1, xk1(i(k)), yk2(j(k)), σ),
f(k)(z, σ) = − 12 (zk − zk−1 −∆uˇkµ(k)(z, σ))
⋆
(∆uˇkb(k)b
⋆
(k)(z, σ))
−1
× (zk − zk−1 −∆uˇkµ(k)(z, σ))
− 12 log det(∆uˇkb(k)b⋆(k)(z, σ))− log(2pi),
f˜(k)(z, σ) = − 12 (zk − zk−1)⋆(∆uˇkb˜(k)b˜⋆(k)(z, σ))−1(zk − zk−1)
− 12 log det(∆uˇk b˜(k)b˜⋆(k)(z, σ))− log(2pi)
for z = (zk)
L0(u¯)
k=0 = ((xk)
L0(u¯)
k=0 , (yk)
L0(u¯)
k=0 ) ∈R2L0(u¯)+2, and let µuk(z) = µ(k)(z, σnu), buk(z) =
b(k)(z, σ
n
u), b˜
u
k(z) = b˜(k)(z, σ
n
u), f
u
k (z) = f(k)(z, σ
n
u), f˜
u
k (z) = f˜(k)(z, σ
n
u), f
u,(1)
k (z) =
∂σf(k)(z, σ
n
u), f˜
u,(1)
k (z) = ∂σ f˜(k)(z, σ
n
u).
Then we obtain P¯1u =
∫
exp(
∑
k f
u
k (z)) dzˆ.
Moreover, let κ be a positive constant satisfying
δ2 ∨ (δ1 + δ3)< κ<
(
1
4
− (3δ1 + 2δ3) ∨ (δ1 + δ2)
2
)
∧
(
1
6
− δ1
2
)
,
h= hn = [b
κ
n] and
f´k,uk′ (z) =
{
f˜uk′(z), |k− k′| ≤ h,
log pˇ0k′,u(z) otherwise,
where {δj}3j=1 appears in [A2]. Then we obtain
log
P¯0u
P¯00
(YΠ) =
∫ 1
0
∂v(P¯
0
vu)
P¯0vu
dv(YΠ)
(4.1)
= b−1/2n u
∫ 1
0
∫ ∑
k(pˇ
0,(1)
k,vu/pˇ
0
k,vu) exp(
∑
k′ log pˇ
0
k′,vu)(z) dzˆ∫
exp(
∑
k′ log pˇ
0
k′,vu)(z) dzˆ
dv(YΠ).
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If we have asymptotic equivalence of log(P¯0u/P¯
0
0)(YΠ) and
log
(∫
exp
(∑
k
f˜uk
)
dzˆ
/∫
exp
(∑
k
f˜0k
)
dzˆ
)
(YΠ)
(4.2)
= b−1/2n u
∫ 1
0
∫ ∑
k f˜
vu,(1)
k exp(
∑
k′ f˜
vu
k′ ) dzˆ∫
exp(
∑
k′ f˜
vu
k′ ) dzˆ
dv(YΠ),
then Lemma 4.6 gives a simple asymptotic representation of log(P¯0u/P¯
0
0)(YΠ) using the
increments of processes. However, it is difficult to estimate directly the difference of these
two quantities since exp(
∑
k′ log pˇ
0
k′,vu)− exp(
∑
k′ f˜
vu
k′ ) is not asymptotically negligible.
So we first prove asymptotic equivalence of log(P¯0u/P¯
0
0)(YΠ) and
b−1/2n u
∫ 1
0
∫ ∑
k f˜
vu,(1)
k exp(
∑
k′ f´
k,vu
k′ ) dzˆ∫
exp(
∑
k′ f´
k,vu
k′ ) dzˆ
dv(YΠ) (4.3)
in Lemmas 4.3 and 4.8. Then we prove asymptotic equivalence of (4.2) and (4.3) in
Lemma 4.7, using a simpler expression of (4.3) obtained by calculating dzˆ-integral par-
tially by the virtue of Lemma 4.6.
We start with preparation of several lemmas. The first one is proved similarly to
Lemma 5 in Ogihara and Yoshida [19], so we omit details.
Lemma 4.1. Assume [A2] and [A3′]. Then
b−1/2+δn
∞∑
p1,p2=0
∑
l1,l2
|θp1,l1 ∩ θp2,l2 |
(p1 + 1)5(p2 + 1)5
→p 0
as n→∞ for any δ satisfying 0< δ < 1/2− (3δ1 + 2δ3) ∨ (δ1 + δ2).
Lemma 4.2. Let u ∈ Rd. Assume [A1′], [A2] and [A3′]. Then for any ε, η > 0, there
exists M ′ > 0 such that
sup
n≥nu
P
[
sup
0≤v≤1
∣∣∣∣log P¯0vu
P˜0M,vu
∣∣∣∣(YΠ)≥ η
]
< ε
for M ≥M ′, where
BnM =
{
z ∈R2L0+2; sup
k′,v′
|f˜v′uk′ − log pˇ0k′,v′u(zk′−1, zk′)| ≤Mb−1/3−κn
}
,
B¯nM (z0, z¯) = {zˆ; (z0, z¯, zˆ) ∈BnM} and P˜0M,u(z0, z¯) =
∫
B¯nM (z0,z¯)
P0u(z) dzˆ.
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Proof. We will apply 2. of Proposition 3.1. By using the Burkholder–Davis–Gundy
inequality and Lemma 3.6, we have
E
[
sup
v
∣∣∣∣log P0vuP00
∣∣∣∣(YUˇ )
∣∣∣Π]
=E
[
sup
v
∣∣∣∣
∫ v
0
∂s(P
0
su)
P0su
ds
∣∣∣∣(YUˇ )
∣∣∣Π]
≤ b−1/2n |u|
∫ 1
0
E
[∣∣∣∣∑
k
pˇ
0,(1)
k,vu
pˇ0k,vu
(YUˇk−1 , YUˇk)
∣∣∣∣∣∣∣Π
]
dv (4.4)
≤ b−1/2n |u|E
[∣∣∣∣∑
k
pˇ
0,(1)
k,0
pˇ0k,0
(YUˇk−1 , YUˇk)
∣∣∣∣
∣∣∣Π]
+ b−1/2n |u|
∫ 1
0
∫ v
0
E
[∣∣∣∣∑
k
∂v
(
pˇ
0,(1)
k,v2u
pˇ0k,v2u
)
(YUˇk−1 , YUˇk)
∣∣∣∣
∣∣∣Π]dv2 dv
≤Cb−1/2n |u|(ℓ1,n + ℓ2,n)1/2 +Cb−1n |u|2(ℓ1,n + ℓ2,n).
On the other hand, for any ε > 0, Lemmas 3.4 and 3.6 yield
sup
v
P [Y 0,vu
Uˇ
∈ (BnM )c|Π]
≤ b
q/3+qκ
n
M q
sup
v
E
[
sup
k′,v′
∣∣∣∣f˜v′uk′ − fv′uk′ +
∫ 1
0
∂rpˇ
r
k′,v′u
pˇrk′,v′u
dr
∣∣∣∣
q
(Y 0,vu
Uˇ
)
∣∣∣Π]
≤Cq b
q/3+qκ
n
M q
(
rq/2n (ℓ1,n + ℓ2,n) (4.5)
+ sup
r,v
E
[∑
k′
(∣∣∣∣∂rpˇ
r
k′,0
pˇrk′,0
∣∣∣∣
q
+
∫ 1
0
∣∣∣∣∂v
(
∂rpˇ
r
k′,v′u
pˇrk′,v′u
)∣∣∣∣
q
dv′
)
(Y 0,vu
Uˇ
)
∣∣∣Π])
≤Cqbq/3+qκn M−qrq/2n (ℓ1,n + ℓ2,n)
for any q > 0 and M > 0.
By (4.4), (4.5) and 2. of Proposition 3.1, we obtain
P
[
sup
v
∣∣∣∣log P¯0vu
P˜0M,vu
∣∣∣∣(YΠ)≥ η∣∣∣Π
]
≤ Cqe
M ′
1− e−η
{(
1
M q
+
M2
M q
)
bq/3+qκn r
q/2
n (ℓ1,n + ℓ2,n) +
1
M2
sup
v
E
[∣∣∣∣∂vP0vuP0vu
∣∣∣∣
2∣∣∣Π]}
+
Cq
M ′
(1 + b−1n |u|2(ℓ1,n + ℓ2,n))
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for any M,M ′,M2 > 0.
Hence, we have
sup
n
P
[
sup
v
∣∣∣∣log P¯0vu
P˜0M,vu
∣∣∣∣(YΠ)≥ η
]
= sup
n
E
[
P
[
sup
v
∣∣∣∣log P¯0vu
P˜0M,vu
∣∣∣∣(YΠ)≥ η∣∣∣Π
]
∧ 1
]
< ε
for sufficiently large M > 0. 
Similarly to (4.1), we obtain
log
P˜0M,u
P˜0M,0
(YΠ) =
∫ 1
0
∂v(P˜
0
M,vu)
P˜0M,vu
dv(YΠ)
(4.6)
= b−1/2n u
∫ 1
0
∫
B¯nM
∑
k(pˇ
0,(1)
k,vu/pˇ
0
k,vu) exp(
∑
k′ log pˇ
0
k′,vu)(z) dzˆ
P˜0M,vu
dv(YΠ).
Let P¯2,uk (g)(z0, z¯) =
∫
g(z) exp(
∑
k′ f´
k,u
k′ (z)) dzˆ for an integrable function g. For 1≤ k ≤
L0(u¯) and p ∈ Z+, let θ˜(p, k; u¯) be θ(p, l; u¯), where an integer l satisfies 1 ≤ l ≤ L1 and
[uˇk−1, uˇk)⊂ [si−1, si). Let θ˜p,k = θ˜(p, k;Π).
The following lemma is the first step to replace P¯0u by
∫
exp(
∑
k f˜
u
k ) dzˆ.
Lemma 4.3. Let u ∈Rd. Assume [A1′], [A2] and [A3′]. Then for any ε, η > 0, there exist
M ′ > 0 and {NM}M≥M ′ ⊂N such that
P
[∣∣∣∣log P¯0u
P¯00
(YΠ)− b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P˜0M,vu
dv(YΠ)
∣∣∣∣≥ η
]
< ε
for M ≥M ′ and n≥NM .
Proof. Fix ε, η ∈ (0,1). By Lemmas 3.10 and 4.2, there exists M ′ > 0 such that
supn≥nu P [YΠ ∈ (K1M )c(Π)]< ε/2 for M ≥M ′, where
K1M (u¯) =
{
(z0, z¯); sup
0≤v≤1
|log(P¯0vu/P¯00)|(z0, z¯)≤M and sup
0≤v≤1
|log(P¯0vu/P˜0M,vu)|(z0, z¯)≤ 1
}
.
Therefore by (4.6), Lemmas 3.2 and 4.2, it is sufficient to show that
Φn = E
[∣∣∣∣b−1/2n u
∫ 1
0
∑
k
(∫
B¯nM
{
(pˇ
0,(1)
k,vu/pˇ
0
k,vu) exp
(∑
k′
log pˇ0k′,vu
)
(z)
− f˜vu,(1)k exp
(∑
k′
f´k,vuk′
)}
dzˆ
)/
(P˜0M,vu)dv
∣∣∣∣
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× 1K1M(Π)(YΠ)
∣∣∣Π]
→p 0
as n→∞ for any M > 0.
By the definition of K1M and the relation | exp(x) − 1 − x| ≤ Cx2 for |x| ≤ 3M , we
obtain
Φn ≤ eM+1|u|
× sup
v
E
[∣∣∣∣b−1/2n ∑
k
{
pˇ
0,(1)
k,vu
pˇ0k,vu
− f˜vu,(1)k exp
( ∑
k′;|k′−k|≤h
(f˜vuk′ − log pˇ0k′,vu)
)}∣∣∣∣
× 1BnM (Y 0,vuUˇ )
∣∣∣Π]
≤ C sup
v
E
[∣∣∣∣b−1/2n ∑
k
{
pˇ
0,(1)
k,vu
pˇ0k,vu
− f˜vu,(1)k
(
1 +
∑
k′;|k′−k|≤h
(f˜vuk′ − log pˇ0k′,vu)
)}∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+ op(1)
(4.7)
≤ C sup
v
E
[∣∣∣∣b−1/2n ∑
k
{
pˇ
0,(1)
k,vu
pˇ0k,vu
− pˇ
1,(1)
k,vu
pˇ1k,vu
}∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+C sup
v
E
[∣∣∣∣b−1/2n ∑
k
f˜
vu,(1)
k
∑
k′ ;|k′−k|≤h
(log pˇ1k′,vu − log pˇ0k′,vu)
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+C sup
v
E
[∣∣∣∣b−1/2n ∑
k
{
f
vu,(1)
k − f˜vu,(1)k
(
1+
∑
k′;|k′−k|≤h
(f˜vuk′ − fvuk′ )
)}∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+ op(1)
= Φn,1 +Φn,2 +Φn,3 + op(1).
The quantity Φn,1 is estimated as
Φn,1 ≤ C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
≤ Cb−1/2n
∑
k
sup
r,v
E
[∣∣∣∣E
[
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
(Y 0,vu
uˇk−1
, Y 0,vu
uˇk
)
∣∣∣Fuˇk−1
]∣∣∣∣
]∣∣∣∣
u¯=Π
+C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
(
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
(Y 0,vu
uˇk−1
, Y 0,vu
uˇk
)
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−E
[
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
(Y 0,vu
uˇk−1
, Y 0,vu
uˇk
)
∣∣∣Fuˇk−1
])∣∣∣∣
]∣∣∣∣
u¯=Π
≤ Cb−1/2n
∑
k
sup
r,v
E
[∣∣∣∣
∫
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
pˇ0k,vu(zk−1, zk) dzk
∣∣∣
zk−1=Y
0,vu
uˇk−1
∣∣∣∣
]∣∣∣∣
u¯=Π
+op(1).
Then we have Φn,1 = op(1) since
∣∣∣∣
∫
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
pˇ0k,vu(zk−1, zk) dzk
∣∣∣∣
=
∣∣∣∣
∫
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)(
pˇrk,vu −
∫ r
0
∂rpˇ
r′
k,vu dr
′
)
(zk−1, zk) dzk
∣∣∣∣
≤
∣∣∣∣
∫
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
)
pˇrk,vu(zk−1, zk) dzk
∣∣∣∣
+
{∫ (
∂r
(
pˇ
r,(1)
k,vu
pˇrk,vu
))2
pˇrk,vu dzk
}1/2
sup
r′
(∫ (
∂rpˇ
r′
k,vu
pˇrk,vu
)2
pˇrk,vu dzk
)1/2
,
E[|pˇr,(1)k,vu/pˇrk,vu − pˇ1,(1)k,vu/pˇ1k,vu|p(Y r,vuuˇ )]1/p =O((∆uˇk)1/2) and
∫
∂rpˇ
r
k,vu
pˇrk,vu
pˇ
1,(1)
k,vu
pˇ1k,vu
pˇrk,vu(zk−1, zk) dzk
=−1
2
Ezk−1
[
δ(Br∂rYr,u,k,zk−1∆uˇk )
∆uˇk
× ∂σ
(
(∆Y¯k)
⋆ (bb
⋆)−1(uˇk−1, zk−1, σ
n
vu)
∆uˇk
∆Y¯k
+ logdet(bb⋆)(uˇk−1, zk−1, σ
n
vu)
)]
=O(∆uˇk),
where ∆Y¯k = (Yr∆uˇk − zk−1 −∆uˇkµ(uˇk−1, zk−1, σnvu)).
Similarly, Φn,2 is estimated as
Φn,2 ≤ C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
f˜
vu,(1)
k
∑
|k−k′|≤h
∂rpˇ
r
k′,vu
pˇrk′,vu
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
≤ C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
(f˜
vu,(1)
k −E[f˜vu,(1)k |Fuˇk−1 ])
∑
|k−k′|≤h
∂rpˇ
r
k′,vu
pˇrk′,vu
∣∣∣∣(Y 0,vuuˇ )
]∣∣∣∣
u¯=Π
LAMN for nonsynchronously observed diffusion 29
+ op(b
−1/2
n bnrnb
κ
n)
≤ C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
(f˜
vu,(1)
k −E[f˜vu,(1)k |Fuˇk−1 ])
∑
k′ ;k−h≤k′≤k
∂rpˇ
r
k′,vu
pˇrk′,vu
∣∣∣∣(Y 0,vuuˇ )
]∣∣∣∣
u¯=Π
+C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k′
( ∑
k;k′−h≤k<k′
(f˜
vu,(1)
k −E[f˜vu,(1)k |Fuˇk−1 ])
)
× ∂rpˇ
r
k′,vu
pˇrk′,vu
∣∣∣∣(Y 0,vuuˇ )
]∣∣∣∣
u¯=Π
+op(1)
= op(1),
by the Burkholder–Davis–Gundy inequality.
Finally, we will prove Φn,3 = op(1). Let t
0
k = S
n,i(k;Π) ∧ T n,j(k;Π), bˆvk = b(t0k, Y 0,vut0
k
, σnvu)
and
A1k = −∆W ⋆k (bˆvk)⋆(∂σ((b(k)b⋆(k))−1)− ∂σ((b˜(k)b˜⋆(k))−1))(Y 0,vuUˇ , σnvu)bˆvk∆Wk/(2∆Uˇk)
− 1
2
∂σ log
det(b(k)b
⋆
(k))
det(b˜(k)b˜
⋆
(k))
(Y 0,vu
Uˇ
, σnvu) + ∂σ(µ
⋆
(k)(b(k)b
⋆
(k))
−1
)(Y 0,vu
Uˇ
, σnvu)bˆ
v
k∆Wk,
A2k = −∆W ⋆k (bˆvk)⋆∂σ((bˆvk(bˆvk)⋆)−1)bˆvk∆Wk/(2∆Uˇk)−
1
2
∂σ log det(bˆ
v
k(bˆ
v
k)
⋆
),
A3k,k′ =
{
−1
2
tr((bˆvk′)
⋆
((b˜vuk′ (b˜
vu
k′ )
⋆
)
−1 − (bvuk′ (bvuk′ )⋆)−1)(Y 0,vuUˇ )bˆvk′)
− 1
2
log
det(b˜vuk′ (b˜
vu
k′ )
⋆)
det(bvuk′ (b
vu
k′ )
⋆)
(Y 0,vu
Uˇ
)
}
1{|k−k′|≤h},
A4k,k′ = −
∫ uˇk′
uˇk′−1
(Wt −Wuˇk′−1)⋆(bˆvk′)⋆
(b˜vuk′ (b˜
vu
k′ )
⋆)−1 − (bvuk′ (bvuk′ )⋆)−1
∆uˇk′
bˆvk′ dWt
∣∣∣∣
u¯=Π
1{|k−k′|≤h}.
Then A1k,A2k,A3k,k′ ,A4k,k′ satisfy E[|fvu,(1)k − f˜vu,(1)k − A1k||Π] ≤ C|θ˜1,k|, E[|f˜vu,(1)k −
A2k|2|Π]1/2 ≤ C|θ˜1,k|1/2 and E[|(f˜vuk′ − fvuk′ − µ⋆(k′)(b(k′)b⋆(k′))−1b(k′)∆Wk′ )1{|k−k′|≤h} −
A3k,k′ −A4k,k′ |2|Π]1/2 ≤C|θ˜1,k′ |1{|k−k′|≤h}.
Hence, we obtain
Φn,3 ≤ C sup
v
E
[∣∣∣∣b−1/2n ∑
k
(
A1k −A2k
∑
k′;|k′−k|≤h
(A3k,k′ +A4k,k′ )
)∣∣∣∣∣∣∣Π
]
+Op(b
−1/2
n rnb
κ
n(ℓ1,n + ℓ2,n)) + op(1) (4.8)
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= C sup
v
E
[∣∣∣∣b−1/2n ∑
k
(
A1k −A2k
∑
k′;|k′−k|≤h
(A3k,k′ +A4k,k′ )
)∣∣∣∣
∣∣∣Π]+ op(1),
where we use the Cauchy–Schwarz inequality, tightness of {b−1n (ℓ1,n + ℓ2,n)}n and
rnb
1/2+κ
n = op(1) by the definition of κ.
Moreover, by using the Burkholder–Davis–Gundy inequality, we obtain
sup
v
E
[∣∣∣∣b−1/2n ∑
k
A1k
∣∣∣∣∣∣∣Π
]
= sup
v
E
[∣∣∣∣b
−1/2
n
2
∑
k
(
tr((bˆvk)
⋆
(∂σ((b(k)b
⋆
(k))
−1
)− ∂σ((b˜(k)b˜⋆(k))−1))(Y 0,vuUˇ , σnvu)bˆvk)
+ ∂σ log
det(b(k)b
⋆
(k))
det(b˜(k)b˜
⋆
(k))
(Y 0,vu
Uˇ
, σnvu)
)∣∣∣∣∣∣∣Π
]
+ op(1).
Furthermore, by applying Itoˆ’s formula to (∂σ((b(k)b
⋆
(k))
−1) − ∂σ((b˜(k)b˜⋆(k))−1)) and
∂σ log(det(b(k)b
⋆
(k))/det(b˜(k)b˜
⋆
(k))), 1. of Lemma A.1 in the Appendix and Lemma 4.1, we
have
sup
v
E
[∣∣∣∣b−1/2n ∑
k
A1k
∣∣∣∣∣∣∣Π
]
≤ Cb−1/2n
(∑
l1,l2
∑
k
∆Uˇk1{[Uˇk−1,Uˇk)⊂θ˜1,l1∩θ˜1,l2}
)1/2
+Cb−1/2n
∑
k
|θ˜1,k|+op(1) (4.9)
≤ Cb−1/2n
(∑
l1,l2
|θ˜1,l1 ∩ θ˜1,l2 |
)1/2
+ op(1) = op(1).
We can see A3k,k′ can be decomposed as A3k,k′ =
∑
k˜ Aˆ3k,k′,k˜ + Op(|θ˜1,k′ |), where
{∑k˜≤l Aˆ3k,k′,k˜|Π=u¯}L0(u¯)l=0 is a martingale for any u¯ ∈ U , E[|∑k˜;k˜<l Aˆ3k,k′,k˜|4|Π]1/4 ≤
C|θ˜1,k′ |1/2 for any l and E[|Aˆ3k,k′,k˜|4|Π]1/4 ≤C|∆Uˇ k˜|1/21{[Uˇ k˜−1,Uˇ k˜)⊂θ˜1,k′}. Hence by Lem-
mas 4.1 and A.1, we obtain
sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;|k′−k|≤h
A3k,k′
∣∣∣∣∣∣∣Π
]
≤ sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;|k′−k|≤h
Aˆ3k,k′,k
∣∣∣∣∣∣∣Π
]
+Op
(
b−1/2n
∑
k
∑
k′;|k′−k|≤h
|θ˜1,k′ |
)
+Cb−1/2n b
κ
n
{ ∑
l1,l2;|l1−l2|≤2h
|θ˜1,l1 |1/2|θ˜1,l2 |1/2 +
∑
l1,l2
∑
k
∆Uk1{[Uk−1,Uk)⊂θ˜1,l1∩θ˜1,l2}
}1/2
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(4.10)
≤ sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;|k′−k|≤h
Aˆ3k,k′,k
∣∣∣∣∣∣∣Π
]
+Op(b
−1/2
n b
κ
nrn(ℓ1,n + ℓ2,n))
+Cb−1/2n b
κ
n
{
r1/2n b
κ/2
n (ℓ1,n + ℓ2,n)
1/2 +
(∑
l1,l2
|θ˜1,l1 ∩ θ˜1,l2 |
)1/2}
≤ sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;|k′−k|≤h
Aˆ3k,k′,k
∣∣∣∣
∣∣∣Π]+op(1).
Moreover, by using Lemma A.1 with relationsE[|A2k|4|Π]1/4 ≤C and E[|A4k,k′ |4|Π]1/4 ≤
C|θ˜1,k′ |1/2, we obtain
sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;0<|k′−k|≤h
A4k,k′
∣∣∣∣∣∣∣Π
]
≤Cb−1/2n bκn
( ∑
l2,k′2;|l2−k
′
2
|≤2h
|θ˜1,l2 |1/2|θ˜1,k′2 |1/2
)1/2
(4.11)
≤Cb−1/2+κn ((ℓ1,n + ℓ2,n) · (4bκn+ 1)rn)1/2 = op(1).
By (4.8)–(4.11), we obtain
Φn,3 ≤ C
{
sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2k
∑
k′;|k′−k|≤h
Aˆ3k,k′,k
∣∣∣∣∣∣∣Π
]
+ sup
v
E
[∣∣∣∣b−1/2n ∑
k
A2kA4k,k
∣∣∣∣
∣∣∣Π]}+op(1).
By using Itoˆ’s formula, the Burkholder–Davis–Gundy inequality and Lemma A.1 1. sim-
ilarly, we obtain Φn,3 = op(1). 
We proceed to the second step. We will prove
log
P¯0u
P¯00
(YΠ)− b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
dv(YΠ)→p 0
as n→∞ under [A1′], [A2] and [A3′]. To this end, we need to estimate
b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P˜0M,vu
dv(YΠ)− b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
dv(YΠ)
= b−1/2n u
∫ 1
0
1
P˜0M,vu
∑
k
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
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×
(
exp
( ∑
|k−k′|≤h
(f˜vuk′ − log pˇ0k′,vu)
)
− 1
)
1BnMP
0
vu dzˆ dv(YΠ).
If P¯2,vuk (f˜
vu,(1)
k 1BnM )/P¯
2,vu
k (1BnM ) has good properties, we can apply techniques from Itoˆ
calculus similarly to the proof of Lemma 4.3. So we will investigate properties of this
quantity.
We prepare some additional lemmas.
Lemma 4.4. Let u ∈ Rd. Assume [A1′], [A2] and [A3′]. Then {supk,v | log(P¯2,vuk (1)/
P¯00)|(YΠ)}n is tight.
Proof. Let P2,vuk = exp(
∑
k′ f´
k
k′), K′2(u¯) = {z; supk,v |f˜vuk − log pˇ0k,vu|(z) ≤ b−2κn }, and
Y 2,vu,k
Uˇ
be random variables with the Π-conditional distribution P2,vuk (z) dzˆ dz¯PY0(dz0).
For any q > 0, let q′ ≥ 2(q+ 1)/(1− δ1 − 4κ). Then we obtain
P [YUˇ ∈ (K′2)c(Π)|Π]
≤ b2κq′n
∑
k
E
[
sup
v
|f˜vuk − log pˇ0k,vu|q
′
(YUˇ )|Π
]
≤Cb2κq′n
∑
k
E
[
sup
v
|f˜vuk − fvuk |q
′
(YUˇ )|Π
]
(4.12)
+Cb2κq
′
n sup
r
∑
k
E
[
sup
v
∣∣∣∣∂rpˇ
r
k,vu
pˇrk,vu
∣∣∣∣
q′
(YUˇ )
∣∣∣Π]
≤Cb2κq′n rq
′/2
n (ℓ1,n + ℓ2,n) = Op(b
−q
n ).
Similarly, we have supv P [Y
0,vu
Uˇ
∈ (K′2)c(Π)|Π] = Op(b−qn ) and supk,v P [Y 2,vu,kUˇ ∈
(K′2)c(Π)|Π] =Op(b−qn ) for any q > 0.
Hence, we have
P
[
sup
k,v
∣∣∣∣ P¯
2,vu
k (1(K′2)c)
P¯0vu
∣∣∣∣(YΠ)> b−1n2 , supv
∣∣∣∣log P¯0vu
P¯00
∣∣∣∣(YΠ)≤M ′∣∣∣Π
]
≤ 2eM ′bn
∫
sup
k,v
P
2,vu
k 1(K′2)c dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
≤ 2eM ′bn
∑
k
∫ (
P
2,0
k +
∫ 1
0
|∂vP2,vuk |dv
)
1(K′
2
)c dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
≤ 2eM ′bn
∑
k
P [Y 2,0,k
Uˇ
∈ (K′2)c|Π] + 2eM
′
bn
∑
k
sup
v
E
[∣∣∣∣∂vP
2,vu
k
P
2,vu
k
∣∣∣∣1(K′2)c(Y 2,vu,kUˇ )
∣∣∣Π]
=Op(b
−q
n )
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for any q > 0 and M ′ > 0.
Therefore, for any ε > 0, there exists N > 0 such that
P
[
sup
k,v
∣∣∣∣ P¯
2,vu
k (1(K′2)c)
P¯0vu
∣∣∣∣(YΠ)> b−1n2
]
< ε (4.13)
for n≥N by Lemma 3.10.
Moreover, for any δ > 0 and M ′ > 0, we have
P
[
sup
k,v
∣∣∣∣ P¯
2,vu
k (1K′2)
P¯0vu
− 1
∣∣∣∣(YΠ)> δ, sup
v
∣∣∣∣log P¯0vuP¯00
∣∣∣∣(YΠ)≤M ′
∣∣∣Π]
≤ e
M ′
δ
∫
sup
k,v
|P2,vuk 1K′2 − P0vu|dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
≤ e
M ′
δ
∫ {
sup
k
|P2,0k 1K′2 − P00|+
∫ 1
0
sup
k
|∂vP2,vuk 1K′2 − ∂vP0vu|dv
}
dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
≤ e
M ′
δ
{
P [YUˇ ∈ (K′2)c(Π)|Π] +Op(b−κn ) + sup
v
E
[∣∣∣∣∂vP0vuP0vu
∣∣∣∣1(K′2)c(Y 0,vuUˇ )
∣∣∣Π]
+ sup
v
∫
sup
k
∣∣∣∣∑
k′′
∂vf´
k,vu
k′′ exp
( ∑
|k′−k|≤h
(f˜vuk′ − log pˇ0k′,vu)
)
−
∑
k′
∂vpˇ
0
k′,vu
pˇ0k′,vu
∣∣∣∣
× 1K′
2
P
0
vu dzˆ dz¯PY0(dz0)
∣∣∣
u¯=Π
}
= op(1),
by (4.12). Hence,
P
[
sup
k,v
∣∣∣∣ P¯
2,vu
k (1K′2)
P¯0vu
− 1
∣∣∣∣(YΠ)> δ
]
< ε (4.14)
for sufficiently large n.
Lemmas 3.4 and 3.10, (4.13) and (4.14) complete the proof. 
Let K′′2,M = {(z0, z¯); infk,v P¯2,vuk (1BnM )(z0, z¯)> 0} and
K2M (u¯) =K1M (u¯)∩
{
(z0, z¯); sup
k,v
∣∣∣∣ P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
− P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
∣∣∣∣(z0, z¯)≤ b−1n
}
∩K′′2,M
for u∈Rd, u¯ ∈ U , 1≤ k ≤ L0(u¯) and M > 0.
Lemma 4.5. Let u ∈Rd. Assume [A1′], [A2] and [A3′]. Then for any ε > 0, there exists
M ′ > 0 and {NM}M≥M ′ ⊂N such that supn≥NM P [YΠ ∈ (K2M )c(Π)]< ε for M ≥M ′.
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Proof. By (4.13), for any ε > 0, there existsN ′1 ∈N such that P [supk,v(P¯2,vuk (1BnM 1(K′2)c)/
P¯0vu)(YΠ)> b
−1
n /2]< ε for n≥N ′1 and M > 0. Moreover, by (4.5), we have
P
[
sup
k,v
∣∣∣∣ P¯
2,vu
k (1BnM 1K′2)
P¯0vu
− 1
∣∣∣∣(YΠ)> δ
]
< ε
for any δ, ε > 0 and sufficiently large n and M , similarly to the derivation of (4.14).
Therefore, there exist N ′2 ∈N and M2 > 0 such that
P
[
inf
k,v
P¯
2,vu
k (1BnM )(YΠ)> 0
]
> 1− ε
and
P
[
sup
k,v
|log(P¯2,vuk (1BnM )/P¯0vu)|(YΠ)> δ
]
< ε (4.15)
for M >M2 and n≥N ′2. Moreover, we have supk,v |P¯2,vuk (f˜vu,(1)k )/P¯0vu|(YΠ) = Op(b2n).
Since
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
− P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
=− P¯
0
vu
P¯
2,vu
k (1BnM )
P¯
2,vu
k (f˜
vu,(1)
k 1(BnM )c)
P¯0vu
+
P¯0vu
P¯
2,vu
k (1BnM )
P¯0vu
P¯
2,vu
k (1)
P¯
2,vu
k (f˜
vu,(1)
k )
P¯0vu
P¯
2,vu
k (1(BnM )c)
P¯0vu
,
there exist M ′,M1 > 0 and {NM}M≥M ′ ⊂N such that
P [YΠ ∈ (K2M )c(Π)]
≤ P [YΠ ∈ (K1M )c(Π) ∪ (K′′2,M )c]
+ P
[
sup
k,v
∣∣∣∣2 P¯
2,vu
k (|f˜vu,(1)k |1(BnM )c)
P¯0vu
+ 4b3n
P¯
2,vu
k (1(BnM )c)
P¯0vu
∣∣∣∣(YΠ)> b−1n
]
+ ε
≤ P
[
sup
k,v
∣∣∣∣2 P¯
2,vu
k (|f˜vu,(1)k |1(BnM )c1K′2)
P¯0vu
+ 4b3n
P¯
2,vu
k (1(BnM )c1K′2)
P¯0vu
∣∣∣∣(YΠ)> b−1n2 ,
sup
v
∣∣∣∣log P¯0vuP¯00
∣∣∣∣(YΠ)≤M1
]
+ 5ε
≤E
[(
4bne
M1
∫
sup
k,v
{(2|f˜vu,(1)k |+ 4b3n)P0vu}1(BnM)c1K′2 dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
)
∧ 1
]
+5ε
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≤CE
[(
b4nP [YUˇ ∈ (BnM )c|Π]+ b−2n (ℓ1,n + ℓ2,n)
+ sup
v
E
[∣∣∣∣∂vP0vuP0vu
∣∣∣∣
(
b4n + bn
∑
k
sup
v
|f˜vu,(1)k |
)
1(BnM)c(Y
0,vu
Uˇ
)
∣∣∣Π])∧ 1]+ 5ε
< 6ε
for M ≥M ′ and n≥NM , by (4.15) and similar arguments to (4.12) and (4.13). 
In the following, we see that the integral
∫
exp(
∑
ν≤k′≤χ f˜
vu
k′ ) dzˆ has a simple repre-
sentation of a function of increments for 1 ≤ ν ≤ χ ≤ L0(u¯). To see this, we will define
some notation related to the observation times and increments of processes in the interval
(uˇν−1, uˇχ].
For u¯= ((si)i, (tj)j) ∈ U and 1≤ ν ≤ χ≤ L0(u¯), let
Iν,χ = ({k1(i)}i ∩ [ν,χ− 1])∪ {ν − 1, χ},
Jν,χ = ({k2(j)}j ∩ [ν,χ− 1])∩ {ν − 1, χ},
I−ν,χ = Iν,χ \ {χ}, J −ν,χ = Jν,χ \ {χ}.
Moreover, for z = (xk, yk)
L0(u¯)
k=0 , define
zˆν,χ = ((xk)ν≤k≤χ−1,k/∈{k1(i)}i , (yk)ν≤k≤χ−1,k/∈{k2(j)}j ),
x(Iν,χ) = {xik − xik−1}
L1ν,χ
k=1 , y(Jν,χ) = {yjk − yjk−1}
L2ν,χ
k=1 ,
where Iν,χ = {ik}L
1
ν,χ
k=0 ,Jν,χ = {jk}
L2ν,χ
k=0 and ν − 1 = i0 < · · ·< iL1ν,χ = χ, ν − 1 = j0 < · · ·<
jL2ν,χ = χ. For p = 1,2, k ∈ Iν,χ and l ∈ Jν,χ, let bˇpk = bˇn,pk,vu = bp(uˇk−1, xi(k), yj(k), σnvu),
I˜kν,χ = [s
i−1, si) ∩ [uˇν−1, uˇχ), J˜kν,χ = [tj−1, tj) ∩ [uˇν−1, uˇχ), where i, j satisfy [uˇk−1, uˇk)⊂
[si−1, si) and [uˇl−1, uˇl)⊂ [tj−1, tj). Let Lν,χ = L1ν,χ +L2ν,χ, K˜k′ = [uˇk
′−1, uˇk
′
) and
Sν,χ =


diag
({∑
k′
|bˇ1k′ |2|I˜ikν,χ ∩ K˜k′ |
}
1≤k≤L1ν,χ
)
{∑
k′
bˇ1k′ · bˇ2k′ |I˜ikν,χ ∩ J˜jlν,χ ∩ K˜k′ |
}
1≤l≤L2ν,χ,1≤k≤L
1
ν,χ{∑
k′
bˇ1k′ · bˇ2k′ |I˜ikν,χ ∩ J˜jlν,χ ∩ K˜k′ |
}
1≤k≤L1ν,χ,1≤l≤L
2
ν,χ
diag
({∑
k′
|bˇ2k′ |2|J˜jlν,χ ∩ K˜k′ |
}
1≤l≤L2ν,χ
)

 .
Let ϕ(x;V ) be the density function of N(0, V ) for a symmetric, positive definite matrix
V . The following lemma enables us to calculate integrals of exponential functions of f˜vuk .
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Lemma 4.6. Let u ∈ Rd, u¯ ∈ U , n ∈ N and 1 ≤ ν ≤ χ ≤ L0(u¯). Assume [A1]. Then
detSν,χ > 0 and∫
exp
( ∑
ν≤k′≤χ
f˜vuk′ (z)
)
dzˆν,χ = ϕ((x(Iν,χ)⋆, y(Jν,χ)⋆)⋆;Sν,χ). (4.16)
Proof. We see detSν,χ > 0 by a similar argument to the proof of Proposition 1 in Ogihara
and Yoshida [19], so we omit the details.
We prove (4.16) by induction on χ. The results obviously hold true for χ= ν.
Let χ > ν and assume the results hold for χ− 1. We give the proof only for the case
uˇχ−1 /∈ (si)i and uˇχ−1 ∈ (tj)j . The other cases are proved similarly.
By the induction assumption, we obtain∫
exp
( ∑
ν≤k′≤χ
f˜vuk′
)
dzˆν,χ
=
∫
ϕ((x(Iν,χ−1)⋆, y(Jν,χ−1)⋆)⋆;Sν,χ−1)ϕ(zχ − zχ−1; b˜vuχ (b˜vuχ )⋆∆uˇχ) dxχ−1.
Let Z1 and Z2 be random variables independent of each other, satisfying Z1 ∼
N(0, Sν,χ−1) and Z2 ∼ N(0, b˜vuχ (b˜vuχ )⋆∆uˇχ). Moreover, let D be an (Lν,χ−1 + 1) ×
(Lν,χ−1 + 2) matrix with Dpq = δp,q for 1 ≤ p, q ≤ Lν,χ−1, Dpq = 1 for (p, q) =
(L1ν,χ−1, Lν,χ−1 + 1) or (Lν,χ−1 + 1, Lν,χ−1 + 2), and Dpq = 0 in other cases. Then the
covariance matrix of D(Z⋆1 , Z⋆2 )⋆ is
D
(
Sν,χ−1 0
0 b˜vuχ (b˜
vu
χ )
⋆
∆uˇχ
)
D⋆ = Sν,χ.
Hence, we obtain the result by considering relations between densities of Z1, Z2 and
D(Z⋆1 , Z⋆2 )⋆. 
Remark 4.1. We emphasize that we can prove the above lemma because b˜vuχ does not
depend on zˆν,χ.
We now give another representation of P¯2,vuk (f˜
vu,(1)
k )/P¯
2,vu
k (1)(z0, z¯) consisting of a
quadratic form of increments. This representation is useful to apply Itoˆ’s rule and mar-
tingale properties.
Let Θ(n, k,1; u¯) = {i; 1 ≤ i ≤ L1, si−1 > uˇ(k−h−1)∨0, si < uˇ(k+h)∧L0}, Θ(n, k,2; u¯) =
{j; 1 ≤ j ≤ L2, tj−1 > uˇ(k−h−1)∨0, tj < uˇ(k+h)∧L0}, M = ♯(Θ(n, k,1; u¯)) + ♯(Θ(n, k,2; u¯))
and
Zk =
((
xk1(i) − xk1(i−1)√
si − si−1
)⋆
i∈Θ(n,k,1;u¯)
,
(
yk2(j) − yk2(j−1)√
tj − tj−1
)⋆
j∈Θ(n,k,2;u¯)
)⋆
for u¯= ((si)L
1
i=0, (t
j)L
2
j=0) ∈ U and z = ((xk)L0(u¯)k=0 , (yk)L0(u¯)k=0 ) ∈R2(L0(u¯)+1).
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Lemma 4.7. Let u ∈Rd. Assume [A1′], [A2] and [A3′]. Then there exist an Rd ⊗RM ⊗
RM-valued function Qk,v1 (z0, z¯, u¯), Rd-valued functions {Qk,vp (z0, z¯, u¯)}4p=2 (v ∈ [0,1], u¯=
((si)i, (t
j)j) ∈ U , 1 ≤ k ≤ L0(u¯)) and a constant C > 0 such that Qk,v1 (Y r,v
′u
u¯ , u¯) and
Qk,v2 (Y r,v
′u
u¯ , u¯) are Finf θ˜((k−h−1)∨1,2;u¯)-measurable,
sup
n,v,u¯,k,z0,z¯
(‖Qk,v1 (z0, z¯; u¯)‖ ∨ |Qk,v2 (z0, z¯; u¯)|) ≤ C,
sup
r,k,v,v′
E[|Qk,v3 (Y r,v
′u
Π ;Π)|q|Π]1/q ≤ Cr1/2n b3κ/2n a.s.,
supk,v |Qk,v4 (YΠ;Π)|= op(b−qn ) and
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
(z0, z¯) =Z⋆kQk,v1 (z0, z¯, u¯)Zk1{Zk 6=∅} +
4∑
p=2
Qk,vp (z0, z¯, u¯) (4.17)
for v, v′, r ∈ [0,1], n≥ nu, q > 0, u¯= ((si)i, (tj)j) ∈ U and 1≤ k ≤L0(u¯). Moreover,
sup
k,v
∣∣∣∣ P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
−
∫
f˜
vu,(1)
k exp(
∑
k′ f˜
vu
k′ ) dzˆ∫
exp(
∑
k′ f˜
vu
k′ ) dzˆ
∣∣∣∣(YΠ) = op(b−qn ) (4.18)
for any q > 0.
Proof. We only consider the case that L1k−h,k−1 ∧L2k−h,k−1 ∧L1k+1,k+h ∧L2k+1,k+h > 1,
k ≥ h+ 1, k+ h≤ L0(u¯), uˇk−1, uˇk /∈ (si)i and uˇk−1, uˇk ∈ (tj)j . Other cases are proved in
a similar way.
The proof is rather complicated. It is divided in several steps.
Step 1. In this step, we will have an expression of P¯2,vuk (f˜
vu,(1)
k )/P¯
2,vu
k (1) similar to
(4.17) by using elementary formulas (Lemma 4.6 and Lemma A.2 in the Appendix) of
Gaussian distributions.
Let Lk = Lk−h,k−1, L
j
k = L
j
k−h,k−1 for j = 1,2, Ik = Ik−h,k−1, Jk = Jk−h,k−1 and
Sk = Sk−h,k−1. Then Lemma 4.6 yields∫
f˜
vu,(1)
k exp
( ∑
k′;k′≤k
f´k,vuk′
)
(z) dzˆ1,k
=
∫ (
−1
2
(zk − zk−1)⋆
∂σ((b˜(k)b˜
⋆
(k))
−1)(z, σnvu)
∆uˇk
(zk − zk−1)
− 1
2
∂σ log det(b˜(k)b˜
⋆
(k))(z, σ
n
vu)
)
(4.19)
× ϕ(zk − zk−1;∆uˇkb˜vuk (b˜vuk )⋆)ϕ((x(Ik)⋆, y(Jk)⋆)⋆;Sk) dxk−1
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× exp
( ∑
k′≤k−h−1
fvuk′
)
dzˆ1,k−h.
Let M1 = ((S−1k )ij)i,j 6=L1k , M2 = ((S
−1
k )i,L1k)i6=L1k , M3 = (S
−1
k )L1k,L1k , Z˜2 = x(Ik)L1k ,
Z˜1 = (x(Ik)⋆, y(Jk)⋆)⋆ \ Z˜2, v1 = ((b˜vuk (b˜vuk )⋆∆uˇk)−1)11 and
M4 =
(M3(v1 +M3)−1 −((b˜vuk (b˜vuk )⋆∆uˇk)−1)12(v1 +M3)−1
0 1
)
,
where x(Ik) = {x(Ik)i}L
1
k−h,k−1
i=1 and y(Jk) = {y(Jk)j}
L2k−h,k−1
j=1 . Then we obtain
(x(Ik)⋆, y(Jk)⋆)S−1k (x(Ik)⋆, y(Jk)⋆)⋆
= Z˜⋆1M1Z˜1 + 2Z˜⋆1M2Z˜2 + Z˜⋆2M3Z˜2
(4.20)
= (Z˜2 +M−13 M⋆2Z˜1)⋆M3(Z˜2 +M−13 M⋆2Z˜1)
+ Z˜⋆1M1Z˜1 − Z˜⋆1M2M−13 M⋆2Z˜1.
By (4.19), (4.20) and Lemma A.2 in the Appendix, we have∫
f˜
vu,(1)
k exp
(∑
k′≤k
f´k,vuk′
)
(z) dzˆ1,k
=
∫ {
−Z˜⋆3M⋆4
∂σ((b˜(k)b˜
⋆
(k))
−1)
2∆uˇk
M4Z˜3 +Υ6
}
exp
(∑
k′≤k
f´k,vuk′
)
(z) dzˆ1,k,
where k′1 =maxI−k−h,k−1, Z˜3 = (xk−xk′1+M−13 M⋆2Z˜1, yk−yk−1)⋆ and Υ6 =−∂σ((b˜(k)×
b˜⋆(k))
−1)11(∆uˇ
k)−1(v1 +M3)−1/2− ∂σ logdet(b˜(k)b˜⋆(k))/2.
Moreover, a similar argument yields∫
f˜
vu,(1)
k exp
(∑
k′
f´k,vuk′
)
(z) dzˆ
=
∫ {
−Z˜⋆5M⋆4
∂σ((b˜(k)b˜
⋆
(k))
−1)
2∆uˇk
M4Z˜5 + Q˜k,v2 (z0, z¯; u¯)
}
exp
(∑
k′
f´k,vuk′
)
(z) dzˆ,
where P = {L1k−h,k, Lk−h,k}, M′2 = ((S−1k−h,k)ij)i/∈P,j∈P , M′3 = ((S−1k−h,k)ij)i,j∈P , Z˜ ′1 =
(x(Ik−h,k)⋆, y(Jk−h,k)⋆)⋆ \ (x(Ik−h,k)L1k−h,k , y(Jk−h,k)L2k−h,k)⋆, M5 = ((S
−1
k+1,k+h)i1)i6=1,
M6 = (S−1k+1,k+h)11, Z˜4 = (x(Ik+1,k+h)⋆, y(Jk+1,k+h)⋆)⋆\x(Ik+1,k+h)1, k′3 =min(Ik+1,k+h \
{k}),
Z˜5 =
(M6((M′3)11 +M6)−1 −(M′3)12((M′3)11 +M6)−1
0 1
)
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×
{(
xk′
3
− xk′
1
+M−16 M⋆5Z˜4
yk − yk−1
)
+ (M′3)−1(M′2)⋆Z˜ ′1
}
+ (M−13 M⋆2Z˜1,0)⋆ − (M′3)−1(M′2)⋆Z˜ ′1,
and
Q˜k,v2 (z0, z¯; u¯) = Υ6 − (M⋆4∂σ((b˜(k)b˜⋆(k))−1)M4)11((M3)11 +M6)−1/(2∆uˇk).
Let Zˆ5 be a vector obtained by substituting 0 for x(Ik)1, y(Jk)1, x(Ik−h,k)1, y(Jk−h,k)1,
x(Ik+1,k+h)L1k+1,k+h and y(Jk+1,k+h)L2k+1,k+h in Z˜5. Then sinceM4, Zˆ5 and Q˜
k,v
2 do not
depend on zˆ, we obtain
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
(z0, z¯) = −Zˆ⋆5M⋆4
∂σ((b˜(k)b˜
⋆
(k))
−1)
2∆uˇk
M4Zˆ5
(4.21)
+ Q˜k,v2 (z0, z¯; u¯) + Q˜k,v4 (z0, z¯; u¯),
where Υ7 = (Zˆ5 + Z˜5)⋆M⋆4∂σ((b˜(k)b˜⋆(k))−1)M4(Zˆ5 − Z˜5)/(2∆uˇk) and
Q˜k,v4 (z0, z¯; u¯) =
∫
Υ7 exp
(∑
k′
f´k,vuk′
)
(z) dzˆ
/∫
exp
(∑
k′
f´k,vuk′
)
(z) dzˆ.
Step 2. We will prove supv,k |Q˜k,v4 (YΠ;Π)|= op(b−qn ) for any q > 0 in this step. We follow
the approach in Section 2 of Ogihara and Yoshida [19].
Let
D′k = diag
((∑
k′
|bˇ1k′ |2|I˜ipk−h,k−1 ∩ K˜k′ |
)L1k
p=1
,
(∑
k′
|bˇ2k′ |2|J˜jqk−h,k−1 ∩ K˜k′ |
)L2k
q=1
)
,
Gk =
{ |I˜ipk−h,k−1 ∩ J˜jqk−h,k−1|
|I˜ipk−h,k−1|1/2|J˜jqk−h,k−1|1/2
}
1≤p≤L1k,1≤q≤L
2
k
,
G˜k =
{∑
k′ bˇ
1
k′ · bˇ2k′ |I˜ipk−h,k−1 ∩ J˜jqk−h,k−1 ∩ K˜k′ |
((D′k)p,p)
1/2((D′k)q+L1k,q+L1k)
1/2
}
1≤p≤L1k,1≤q≤L
2
k
.
Then we obtain
S−1k = (D
′
k)
−1/2
(
(E − G˜kG˜⋆k)−1 −(E − G˜kG˜⋆k)−1G˜k
−G˜⋆k(E − G˜kG˜⋆k)−1 (E − G˜⋆kG˜k)−1
)
(D′k)
−1/2
, (4.22)
by a standard formula for block matrices.
Moreover, the argument in Lemma 2 of Ogihara and Yoshida [19] yields
‖G˜k‖ ∨ ‖G˜⋆k‖ ≤ ρ˜(u¯)‖Gk‖ ∨ ‖G⋆k‖ ≤ ρ˜(u¯), (4.23)
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where
ρ˜(u¯) = ρ˜(z0, z¯, u¯)
= sup
{ |bˇ1k1 · bˇ2k2 |
|bˇ1k3 ||bˇ2k4 |
;v ∈ [0,1],1≤ k ≤ L0(u¯) and there exist l1, l2 such that
I˜ l1k−h,k+h ∩ J˜ l2k−h,k+h 6=∅, K˜k1, K˜k3 ⊂ I˜ l1k−h,k+h and K˜k2 , K˜k4 ⊂ J˜ l2k−h,k+h
}
.
Let l˜1(k; u¯) = min{l ∈ Z+; ((GkG⋆k)lGk)1,L2k > 0}, then (4.22), (4.23) and relations (E −
G˜kG˜
⋆
k)
−1 =
∑∞
l=0(G˜kG˜
⋆
k)
l and (E − G˜⋆kG˜k)−1 =
∑∞
l=0(G˜
⋆
kG˜k)
l yield
|(D′k)1/211 (M2)1(D′k)1/2L1k,L1k | ∨ |(D
′
k)
1/2
L1k+1,L
1
k+1
(M2)L1k(D
′
k)
1/2
L1k,L
1
k
|
(4.24)
≤Cρ˜(u¯)2l˜1−1/(1− ρ˜(u¯)2)
if ρ˜(u¯)< 1.
On the other hand, we have
M−13 = (Sk)L1k,L1k − ((Sk)i,L1k)
⋆
i6=L1k
(((Sk)ij)i,j 6=L1k
)
−1
((Sk)i,L1k)i6=L1k
by a standard formula for block matrices, and hence
|(D′k)−1/2L1k,L1kM
−1
3 (D
′
k)
−1/2
L1k,L
1
k
| ≤C(1− ρ˜(u¯)2)−1 (4.25)
if ρ˜(u¯)< 1.
Moreover we have
v−11 +M−13 ≥ (1− ρ˜2)((b˜vuk (b˜vuk )⋆∆uˇk)11 + (Sk)L1k,L1k)≥ (1− ρ˜
2)(Sk−h,k)L1
k
,L1
k
,
and consequently we obtain (v1 +M3)−1 ≤ C(1 − ρ˜2)−1∆uˇk(uˇk−1 − uˇk′1)/(uˇk − uˇk′1).
Similarly we have ((M′3)11 +M6)−1 ≤C(1− ρ˜2)−1(uˇk − uˇk
′
1)(uˇk
′
3 − uˇk)/(uˇk′3 − uˇk′1).
Therefore, we obtain
sup
k,v
|Q˜k,v4 (YΠ;Π)| ≤C sup
k
ρ˜(YΠ;Π)
2(l˜1(k;Π)∧l˜2(k;Π))−1
(1− ρ˜(YΠ;Π)2)6 ×Op((ℓ1,n + ℓ2,n)
3) (4.26)
on {ρ˜(YΠ;Π)< 1} by Lemma 4.4, (4.24), (4.25) and similar estimates for {Ml}2≤l≤6 and
{M′l}l=2,3, where
G′k =
{ |I˜ipk+1,k+h ∩ J˜jqk+1,k+h|
|I˜ipk+1,k+h|1/2|J˜jqk+1,k+h|1/2
}
1≤p≤L1k+1,k+h,1≤q≤L
2
k+1,k+h
and l˜2(k; u¯) =min{l ∈ Z+; ((G′k(G′k)⋆)lG′k)1,L2k+1,k+h > 0}.
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By the definitions of l˜1, we obtain
(2l˜1(k; u¯) + 2)max
i,j
(|si − si−1| ∨ |tj − tj−1|)≥ |uˇk−1 − uˇk−h−1| (4.27)
for any k. Moreover, since the numbers of elements of (si)i ∩ [uˇk−h−1, uˇk−1] or (tj)j ∩
[uˇk−h−1, uˇk−1] is equal to or greater than (h+1)/2, [A2] and [A3′] yields
lim inf
n→∞
P
[
inf
k
|Uk−1 −Uk−h−1|> b−1−δ3n ((h+1)/2− 1)
]
≥ lim inf
n→∞
P [An] = 1, (4.28)
where
An =
⋂
|j2−j1|≥b
δ2
n
[{ |Sn,j2 − Sn,j1 |
|j2 − j1| > b
−1−δ3
n if j1 ∨ j2 ≤ ℓ1,n
}
∩
{ |T n,j2 − T n,j1 |
|j2 − j1| > b
−1−δ3
n if j1 ∨ j2 ≤ ℓ2,n
}]
.
By (4.27) and (4.28), we have
lim
n→∞
P
[
inf
k
l˜1(k;Π)> b
κ−δ1−δ3
n /5
]
= 1. (4.29)
Similarly, we obtain
lim
n→∞
P
[
inf
k
l˜2(k;Π)> b
κ−δ1−δ3
n /5
]
= 1. (4.30)
Let ρ¯= supt,x,y,σ |b1|−1|b2|−1|b1 · b2|(t, x, y, σ). Then by virtue of [A1′] and the relation
det(bb⋆) = |b1|2|b2|2 − (b1 · b2)2, we obtain ρ¯ < 1. Moreover, we obtain
lim
n→∞
P [ρ˜(YΠ;Π)> 1− (1− ρ¯)/2] = 0, (4.31)
since rn→p 0 and b(t, x, y, σ) is continuous with respect to (t, x, y, σ).
By (4.26), (4.29), (4.30) and (4.31), we have supv,k |Q˜k,v4 (YΠ;Π)| = op(b−qn ) for any
q > 0. Furthermore, we can write
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
(z0, z¯) =Z⋆kQ˜k,v1 (z0, z¯; u¯)Zk + Q˜k,v2 (z0, z¯; u¯) + Q˜k,v4 (z0, z¯; u¯),
where supv,k ‖Q˜k,v1 (z0, z¯; u¯)‖ ≤C(1− ρ˜2(u¯))−6 and supk,v |Q˜k,v2 (z0, z¯; u¯)| ≤C(1− ρ˜(u¯)2)−3.
Step 3. We now complete the proof.
Let Qk,vp be obtained by substituting the same values in Q˜k,vp as
Qk,vp (z0, z¯; u¯) = Q˜k,vp (z0, ((xkˆ1)L
1
i=1, (ykˆ2)
L2
j=1); u¯)
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for p= 1,2, where kˆ1, kˆ2 are the maximum integers satisfying uˇ
kˆ1 = si, uˇkˆ2 = tj , si ∨ tj ≤
inf(θ˜(k − h− 1,2; u¯)) for some i and j. Then we have
sup
n,v,u¯,k,z0,z¯
(‖Qk,v1 (z0, z¯; u¯)‖ ∨ |Qk,v2 (z0, z¯; u¯)|)≤C(1− ρ¯2)−6 ≤C.
Therefore, by setting
Qk,v3 = (Z⋆k (Q˜k,v1 −Qk,v1 )Zk + Q˜k,v2 −Qk,v2 )1{ρ˜(u¯)≤1−(1−ρ¯)/2},
Qk,v4 = Q˜k,v4 + (Z⋆k (Q˜k,v1 −Qk,v1 )Zk + Q˜k,v2 −Qk,v2 )1{ρ˜(u¯)>1−(1−ρ¯)/2},
we obtain supk,v |Qk,v4 (YΠ;Π)| = op(b−qn ), supn,r,k,v,v′(r−1/2n b−3κ/2n E[|Qk,v3 (Y r,v
′u
Π ;
Π)|q|Π]1/q)≤C a.s. by (4.31).
Furthermore, a similar argument for∫
f˜
vu,(1)
k exp
(∑
k′
f˜vuk′
)
dzˆ
/∫
exp
(∑
k′
f˜vuk′
)
dzˆ
yields
sup
k,v
∣∣∣∣ P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
−
∫
f˜
vu,(1)
k exp(
∑
k′ f˜
vu
k′ ) dzˆ∫
exp(
∑
k′ f˜
vu
k′ ) dzˆ
∣∣∣∣(YΠ)
≤Op((ℓ1,n + ℓ2,n)3 · ρ˜(Π)2 infk(l˜1∧l˜2(k;Π))−1) + op(b−qn ) = op(b−qn )
for any q > 0. 
The following lemma enables us to replace P¯0u and P¯
0
0 in log(P¯
0
u/P¯
0
0) by the function∫
exp(
∑
k f˜
u
k ) dzˆ and
∫
exp(
∑
k f˜
0
k ) dzˆ, respectively.
Lemma 4.8. Let u ∈Rd. Assume [A1′], [A2] and [A3′]. Then
log
P¯0u
P¯00
(YΠ)− b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
dv(YΠ)→p 0
as n→∞.
Proof. Let
A5k,v(z0, z¯) =Z⋆kQk,v1 (z0, z¯, u¯)Zk1{Zk 6=∅} +Qk,v2 (z0, z¯, u¯) +Qk,v3 (z0, z¯, u¯)
and
K3M (u¯) =K2M (u¯)∩
{
(z0, z¯); sup
k,v
|Qk,v4 (z0, z¯; u¯)| ≤ b−1n
}
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for M > 0 and u¯∈ U .
By Lemmas 4.3, 4.5 and 4.7 and the definition of K2M , it is sufficient to show that
Φ′n = sup
v
E
[∣∣∣∣b−1/2n ∑
k
(
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P˜0M,vu
− P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
)
1K3M(Π)
∣∣∣∣(YΠ)
∣∣∣Π]→p 0
as n→∞ for any M > 0.
Fix M > 0. Then Lemma 4.7 and the definition of K3M yield
Φ′n = sup
v
E
[∣∣∣∣b−1/2n ∑
k
P¯
2,vu
k (f˜
vu,(1)
k 1BnM )
P¯
2,vu
k (1BnM )
(
P¯
2,vu
k (1BnM )
P˜0M,vu
− 1
)
1K3M(Π)
∣∣∣∣(YΠ)∣∣∣Π
]
≤ sup
v
E
[∣∣∣∣b−1/2n ∑
k
A5k,v(YΠ)
(
P¯
2,vu
k (1BnM )
P˜0M,vu
− 1
)
1K3M(Π)
∣∣∣∣(YΠ)∣∣∣Π
]
+2sup
v
E
[
b−3/2n
∑
k
∣∣∣∣ P¯
2,vu
k (1BnM )
P˜0M,vu
− 1
∣∣∣∣1K3M(Π)(YΠ)
∣∣∣Π].
The second term of the right-hand side in the above inequality is equal to or smaller
than
Cb−3/2n sup
v
∑
k
∫
|P2,vuk 1BnM − P0vu1BnM |dzˆ dz¯PY0(dz0)
∣∣∣∣
u¯=Π
= op(1).
Hence, by a similar argument to the proof of Lemma 4.3, we obtain
Φ′n ≤ eM+1
× sup
v
E
[∣∣∣∣b−1/2n ∑
k
A5k,v(Y 0,vuΠ )
{
exp
( ∑
k′;|k′−k|≤h
(f˜vuk′ − log pˇ0k′,vu)
)
− 1
}
× 1BnM
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+op(1)
≤ C sup
v
E
[∣∣∣∣b−1/2n ∑
k
A5k,v(Y 0,vuΠ )
∑
k′;|k′−k|≤h
(f˜vuk′ − log pˇ0k′,vu)1BnM
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+Op(b
−1/2
n bnb
κ
nb
2κ
n b
−2/3−2κ
n ) + op(1)
≤ C sup
v
E
[∣∣∣∣b−1/2n ∑
k
A5k,v(Y 0,vuΠ )
∑
k′;|k′−k|≤h
(log pˇ1k′,vu − log pˇ0k′,vu)
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]
+C sup
v
E
[∣∣∣∣b−1/2n ∑
k
A5k,v(Y 0,vuΠ )
∑
k′ ;|k′−k|≤h
(∑
k˜
Aˆ3
k,k′,k˜
+A4k,k′
)∣∣∣∣
∣∣∣Π]+ op(1)
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= Φ′1,n +Φ
′
2,n + op(1).
Furthermore, let A˜5k,v(z0, z¯) = Z⋆kQk,v1 (z0, z¯, u¯)Zk1{Zk 6=∅}, then Lemma 4.7 and the
Burkholder–Davis–Gundy inequality yield
Φ′1,n ≤ sup
r,v
E
[∣∣∣∣b−1/2n ∑
k
A˜5k,v(Y 0,vuΠ )
∑
k′;|k′−k|≤h
∂rpˇ
r
k′,vu
pˇrk′,vu
(Y 0,vu
Uˇ
)
∣∣∣∣∣∣∣Π
]
+ op(1),
and
Φ′2,n ≤C sup
v
E
[∣∣∣∣b−1/2n ∑
k
A˜5k,v(Y 0,vuΠ )
∑
k′;|k′−k|≤h
(∑
k˜
Aˆ3
k,k′,k˜
+A4k,k′
)∣∣∣∣∣∣∣Π
]
+op(1).
Let Z´j = {Z´jk}L0(u¯)k=1 (j = 1,2),
Z´1k =
Y 0,vu,1
Uˇk
− Y 0,vu,1
Uˇk−1
|θ˜0,k|1/2
, Z´2k =
Y 0,vu,2
Uˇk
− Y 0,vu,2
Uˇk−1
| inf{T j;T j ≥ Uˇk} − sup{T j;T j ≤ Uˇk−1}|1/2 ,
and Qˇk,v,j1,j2 = {(Qˇk,v,j1,j2)l1,l2}l1,l2 be a certain symmetric matrix (1≤ j1, j2 ≤ 2) sat-
isfying Z⋆kQk,v1 Zk1{Zk 6=∅} =
∑2
j1,j2=1
(Z´j1)⋆Qˇk,v,j1,j2Z´j2 . Moreover, let
X˜ 1l,k =
2∑
j1,j2=1
(Qˇl,v,j1,j2)k,kZ´j1k Z´j2k +2
∑
l2<k
2∑
j1,j2=1
(Qˇl,v,j1,j2)k,l2Z´
j1
k Z´j2l2 ,
X˜ 2
l,k′,k˜
= Aˆ3
l,k′,k˜
+A4l,k′1{k′=k˜}.
Then we have
Φ′1,n ≤ C sup
r,v
E
[∣∣∣∣b−1/2n ∑
k˜
∑
k;|k˜−k|≤h
( ∑
k′;|k′−k|≤h,k′≤k˜
∂rpˇ
r
k′,vu
pˇrk′,vu
)
X˜ 1
k,k˜
+ b−1/2n
∑
k′
( ∑
k;|k′−k|≤h
∑
k˜;|k˜−k|≤h,k˜<k′
X˜ 1
k,k˜
)
∂rpˇ
r
k′,vu
pˇrk′,vu
∣∣∣∣(Y 0,vuUˇ )
∣∣∣Π]+op(1)
= op(1),
by a similar argument to the estimate of Φn,2 in the proof of Lemma 4.3.
Moveover, 4. of Lemma A.1 in the Appendix and estimates in the proof of Lemma 4.3
yield
Φ′2,n ≤C sup
v
E
[∣∣∣∣b−1/2n ∑
l,k
X˜ 1l,k
∑
k′;|k′−l|≤h
X˜ 2l,k′,k
∣∣∣∣
∣∣∣Π]+ op(1).
Therefore, we can see Φ′2,n→p 0 by using the Burkholder–Davis–Gundy inequality and
estimates in the proof of Lemma 4.3. 
LAMN for nonsynchronously observed diffusion 45
Proof of Theorem 2.1. By virtue of (3.2), Theorem 3.1, Lemmas 3.1 and 4.8, it is
sufficient to show that
b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
dv(YΠ)− (Hn(σu)−Hn(σ∗)) ◦ (Π, YΠ)→p 0
as n→∞ under [A1′], [A2] and [A3′].
Lemmas 4.7 and 4.6 yield
b−1/2n u
∫ 1
0
∑
k
P¯
2,vu
k (f˜
vu,(1)
k )
P¯
2,vu
k (1)
dv(YΠ)
= b−1/2n u
∫ 1
0
∑
k
∫
f˜
vu,(1)
k exp(
∑
k′ f˜
vu
k′ ) dzˆ∫
exp(
∑
k′ f˜
vu
k′ ) dzˆ
dv(YΠ) + op(1)
=
∫ 1
0
∂v
(
−1
2
Z˜⋆S−11,L0(Π)Z˜ −
1
2
logdetS1,L0(Π)
)
dv +op(1),
where Z˜ = ((Y 1Sn,i − Y 1Sn,i−1)⋆i , (Y 2Tn,j − Y 2Tn,j−1)⋆j )⋆.
Let D˜ = diag((|Ii|)i, (|Jj |)j), then the difference between D˜−1/2S1,L0(Π)D˜−1/2 and
S(σnvu) in (2.6) is only the substituted values of b
1, b2. Then we can see the right-hand
side of the above equation is equal to∫ 1
0
∂vHn(σ
n
vu) dv ◦ (Π, YΠ) + op(1) = (Hn(σnu )−Hn(σ∗)) ◦ (Π, YΠ) + op(1),
by [A2], Lemma 4.1 and a similar argument to the proof of Lemma 13 in Ogihara and
Yoshida [19]. We omit the details. 
Appendix
Lemma A.1. Let g,L∈N, (Ω˜, F˜ , P˜ ) be a probability space, F˜= {F˜k}Lk=0 be a filtration.
Denote by E˜ the integral with respect to P˜ .
1. Let {Xk,k′}1≤k,k′≤L be random variables. Suppose {
∑
1≤k′≤lXk,k′}Ll=0 is F˜-martingale
for 1≤ k ≤ L. Moreover, assume that there exists a sequence {Ck,k′}1≤k′≤L of pos-
itive numbers such that E˜[|Xk,k′ |2]1/2 ≤ Ck,k′ for 1≤ k, k′ ≤ L. Then
E˜
[∣∣∣∣∣
L∑
k=1
L∑
k′=1
Xk,k′
∣∣∣∣∣
]
≤
(
L∑
l1,l2=1
L∑
k=1
Cl1,kCl2,k
)1/2
.
2. Let {X 1k }Lk=1,{X 2k,k′}1≤k,k′≤L be random variables. Suppose {
∑
1≤k≤lX 1k }Ll=0 is F˜-
martingale, {∑1≤k′≤lX 2k,k′}Ll=0 is F˜-martingale for 1 ≤ k ≤ L. Moreover, assume
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that there exist a positive constant C1 and a sequence {C2k}1≤k≤L of positive numbers
such that E˜[|X 1k |4]1/4 ≤ C1 and E˜[|X 2k,k′ |4]1/4 ≤ C2k′ for 1≤ k, k′ ≤ L. Then
E˜
[∣∣∣∣∣
L∑
k=1
X 1k
∑
k′;0<|k′−k|≤g
X 2k,k′
∣∣∣∣∣
]
≤ 2(2g+ 1)C1
{ ∑
l1,l2;|l1−l2|≤2g
C2l1C2l2
}1/2
.
3. Let {X 1k }Lk=1,{X 2k,k′,k˜}1≤k,k′,k˜≤L be random variables. Suppose {
∑
1≤k≤lX 1k }Ll=0
is F˜-martingale, {∑1≤k˜≤lX 2k,k′,k˜}Ll=0 is F˜-martingale for 1 ≤ k, k′ ≤ L. More-
over, assume that there exist a positive constant C1 and sequences {C2k}1≤k≤L
and {C3
k′,k˜
}1≤k′,k˜≤L of positive numbers such that E˜[|X 1k |4]1/4 ≤ C1,
E˜[|∑k˜;k˜<lX 2k,k′,k˜|4]1/4 ≤ C2k′ and E˜[|X 2k,k′,k˜|4]1/4 ≤ C3k′,k˜ for 1≤ l, k, k′, k˜ ≤ L. Then
E˜
[∣∣∣∣∣
L∑
k=1
X 1k
∑
k′ ;|k′−k|≤g
∑
k˜;k˜ 6=k
X 2
k,k′,k˜
∣∣∣∣∣
]
≤
√
2(2g + 1)C1
{ ∑
l1,l2;|l1−l2|≤2g
C2l1C2l2 +
∑
l1,l2
∑
k
C3l1,kC3l2,k
}1/2
.
4. Let {X 1l,k}1≤k,l≤L,{X 2l,k′,k˜}1≤l,k′,k˜≤L be random variables. Suppose {
∑
1≤k≤pX 1l,k}Lp=0
and {∑1≤k˜≤pX 2l,k′,k˜}Lp=0 is F˜-martingale for 1 ≤ l, k′ ≤ L. Moreover, assume
that there exist sequences {C1l,k}1≤l,k≤L, {C2k′}1≤k′≤L and {C3k′,k˜}1≤k′,k˜≤L of pos-
itive numbers such that E˜[|X 1l,k|4]1/4 ≤ C1l,k, E˜[|
∑
k˜;k˜<kX 2l,k′,k˜|4]1/4 ≤ C2k′ and
E˜[|X 2
l,k′,k˜
|4]1/4 ≤ C3
k′,k˜
for 1≤ l, k, k′, k˜≤ L. Then
E˜
[∣∣∣∣∑
k,l
X 1l,k
∑
k′;|k′−l|≤g
∑
k˜;k˜ 6=k
X 2
l,k′,k˜
∣∣∣∣
]
≤
√
2
{∑
l1
(∑
l
C1l,l1
∑
k′;|k′−l|≤g
C2k′
)2
+
∑
l1
(∑
l
∑
l2<l1
C1l,l2
∑
k′;|k′−l|≤g
C3k′,l1
)2}1/2
.
Proof. We first prove 4. By using the Cauchy–Schwarz inequality and Lemma 9 in
Ogihara and Yoshida [19] repeatedly, we obtain
E˜
[∣∣∣∣∑
k,l
X 1l,k
∑
k′;|k′−l|≤g
∑
k˜;k˜ 6=k
X 2
l,k′,k˜
∣∣∣∣
]2
≤ E˜
[∣∣∣∣∑
l1,l
∑
l2<l1
(
X 1l,l1
∑
k′;|k′−l|≤g
X 2l,k′,l2 +X 1l,l2
∑
k′;|k′−l|≤g
X 2l,k′,l1
)∣∣∣∣
2]
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≤
∑
l1
{
2E˜
[(∑
l
X 1l,l1
∑
l2<l1
∑
k′;|k′−l|≤g
X 2l,k′,l2
)2]
+ 2E˜
[(∑
l
∑
l2<l1
X 1l,l2
∑
k′;|k′−l|≤g
X 2l,k′,l1
)2]}
≤ 2
∑
l1
(∑
l
C1l,l1E˜
[(∑
l2<l1
∑
k′;|k′−l|≤g
X 2l,k′,l2
)4]1/4)2
+ 2
∑
l1
(∑
l
∑
l2<l1
E˜
[(
X 1l,l2
∑
k′;|k′−l|≤g
X 2l,k′,l1
)2]1/2)2
≤ 2
∑
l1
(∑
l
C1l,l1
∑
k′ ;|k′−l|≤g
C2k′
)2
+2
∑
l1
(∑
l
∑
l2<l1
C1l,l2
∑
k′;|k′−l|≤g
C3k′,l1
)2
.
Then we obtain 4.
We obtain 3. by setting X 1l,k = X 1k 1{l=k} in 4. We can prove 2. by setting X 2k,k′,k˜ =
X 2k,k′1{k′=k˜} in 3. Moreover, we can easily check 1. 
The following lemma is proved by elementary calculation. We omit proofs.
Lemma A.2. Let A= {Aij}2i,j=1 be a 2× 2 symmetric matrix, V1 be a 2× 2 symmetric,
positive definite matrix, α,β ∈R and v2 > 0. Then∫
R
(x1 − y1 + α,x2 − y2 + β)A(x1 − y1 +α,x2 − y2 + β)⋆
× ϕ((x1 − y1, x2 − y2)⋆;V1)ϕ(y1 −w;v2) dy1
=
{
(W , x2 − y2 + β)A(W , x2 − y2 + β)⋆ + A11
(V −11 )11 + v
−1
2
}
×
∫
R
ϕ((x1 − y1, x2 − y2)⋆;V1)ϕ(y1 −w;v2) dy1
for x1, x2, y2,w ∈R, where (V −11 )ij denotes the element of V −11 and W = (v−12 (x1−w)−
(V −11 )12(x2 − y2))/((V −11 )11 + v−12 ) + α.
Proof of Lemma 2.2. Let δ ∈ (3/q, δ2 ∧ δ3) and
A=
2⋂
i=1
[Tbn]+1⋂
k=1
{Ni
(b−1n k)∧T
−Ni
b−1n (k−1)
≤ bδn}.
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Then for sufficiently large n, we obtain
P [Ac] ≤
[Tbn]+1∑
k=1
2∑
i=1
P [Ni
(b−1n k)∧T
−Ni
b−1n (k−1)
> bδn]
≤ b−qδn
[Tbn]+1∑
k=1
2∑
i=1
E[(Ni
(b−1n k)∧T
−Ni
b−1n (k−1)
)
q
]≤Cb1−qδn .
On the other hand, for any k ∈ Z+,
|Sn,j2 − Sn,j1 | ≤ kb−1n ⇒ |j2 − j1| ≤ (k+ 1)bδn
on A. Hence, we have
|j2 − j1|> (k+ 1)bδn ⇒ |Sn,j2 − Sn,j1 |> kb−1n on A.
For sufficiently large n, if |j2 − j1| ≥ bδ2n and ω ∈ A, there exists k ∈N such that (k +
1)bδn < |j2 − j1| ≤ (k +2)bδn. Then since |Sn,j2 − Sn,j1 |> kb−1n , we have
|Sn,j2 − Sn,j1 |
|j2 − j1| >
kb−1n
(k+ 2)bδn
≥ 1
3
b−1−δn ≥ b−1−δ3n .
Therefore, we obtain
b2n sup
j1,j2∈N,|j2−j1|≥b
δ2
n
P
[
ℓ1,n ≥ j1∨j2 and |S
n,j2 − Sn,j1 |
|j2 − j1| ≤ b
−1−δ3
n
]
≤ b2nP [Ac]≤Cb3−qδn → 0
as n→∞. Similar estimates for {T n,j} hold true.
In particular, under [B1], Proposition 8 in Ogihara and Yoshida [19] yields
limsupn→∞E[b
q−1
n r
q
n]<∞ for any q > 0. Then we have [A2]. 
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