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Abstract
We study the phenomena of superradiance for F (R)-Maxwell black holes in an AdS space-time.
The AdS boundary plays the role of a mirror and provides a natural confining system that makes
the superradiant waves bouncing back and forth between the region near the horizon and the
reflective boundary, causing a possible superradiant instability. We obtain numerical solutions for
static hairy black holes in this scenario and investigate their instability and explicitly address the
stability of such solutions for spherical perturbations under specific conditions for the scalar charge
and AdS radius. It is shown that for a small scalar charge or AdS radius the static hairy solution
is stable under spherical perturbations. We conclude that under such conditions, new hairy black
holes emerge as a possible endpoint of superradiant instability of the system.
1 Introduction
Black holes as exact solutions of Einstein field equations of General Relativity (GR) have always
been regarded as mysterious and fascinating objects and are presently considered as a prime source
of investigation in GR and related subjects [1, 2]. Just one year after Einstein published his theory of
general relativity, Karl Schwarzschild presented the first exact static, spherically symmetry vacuum
solution in 1916 [3] and ever since the task of discovering new exact vacuum solutions to the field
equations has been a challenging and at times a fascinating one with, more often than not, unforeseen
consequences [4]. In particular, the subject of hairy black holes and their instability has been attracting
a considerable amount of attention in the recent past.
According to no-hair conjecture introduced by Wheeler and Ruffini, all 4-dimensional stationary,
asymptotically flat solutions in Einstein-Maxwell theory are characterized by only 3 parameters,
namely mass M , angular momentum J and electric charge Q [5]. This conjecture means that in
GR, black holes are very simple objects and one cannot differentiate between black holes with the
same “Gaussian” charge. In 1967, a uniqueness theorem of black hole solutions was proposed by
Bekenstein and Israel which mathematically supports the no-hair theorem [6], that is, the solutions are
indistinguishable from each other unless some extra parameters which do not relate to any Gaussian
charge are present. Consequently, dropping any initial assumption of the no-hair conjecture may result
in hairy black holes [2] which play an important role in black hole physics [2, 7] today.
The first example which confirmed the violation of the no-hair conjecture was found by Volkov
and Gal’tsov in 1989 [7, 8]. They showed that in Einstein-Yang-Mills theory with gauge group SU(2),
the additional information, called the primary hair, is the number of oscillations of the Yang Mills
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field [7, 9, 10]. It may seem that the presence of additional fields such as a free scalar field, a massive
vector or spinor field may lead to hairy black holes, but a large number of no-hair theorems, mostly
by Bekenstein, insist on the absence of any such solutions [7], also see [7, 2, 11] for a review of hairy
solutions.
A pioneer in supperradiance investigation was Klein [12] when in 1929 found an interesting result
of an electron scattering off a potential barrier in the context of Dirac equation [13]. In non relativistic
quantum mechanics, exponential damping is expected due to an electron tunneling through a barrier.
However, Klein showed that if the potential is strong enough no exponential damping will occur
through the transition from the reflecting potential barrier [14]. This is called the old-Klein Paradox
which is interpreted today via spontaneous pair production in the presence of strong electromagnetic
fields. However, what we now call superradiance is more close to Zel’dovich’s solution which showed
that under certain conditions the scattered amplitude from an attractive rotating surface would be
amplified [12]. Therefore by supperradiance, we refer to amplification of scattered (bosonic) test fields
from black holes as a dissipative system [12, 15]. In GR this wave packet amplification may occur if
the background is a Kerr or Reissner-Nordstro¨m (RN) black hole [12, 9]. Just as in the Klein case,
this amplification is explained trough spontaneous pair production for bosonic fields. If a superradiant
field becomes trapped in an enclosed system, then as a result of energy extraction the stability of
the background black hole will be uncertain. In this situation the scalar field interacts with the
background black hole repeatedly and the scattered wave amplitude increases exponentially which
leads to superradiant instability. This scenario was first investigated by Press and Teukolsky in 1972
[16]. They supposed a perfect reflecting mirror to reflect the superradiant field onto the background
black hole. The reflecting process is carried out repeatedly until the stability of the system ceases to
exist [17]. A related concept is what is referred to as a black hole bomb which describes a scenario
in which a superradiant field is scattered off a black hole, leading to an eventual exponential growth
and instability of the system.
As was mentioned above, a superradiant field can be trapped in an enclosed system. The question
now arises as to what an enclosed system is. To answer this question a reflective wall which can be
a fictional mirror [9] or embraces other physical properties of the theory [18, 19] was proposed. For
example a mass term in the theory of a massive scalar test field near a Kerr black hole can play the role
of a reflective mirror [18, 19], whereas such construction is not sufficient for a charged black hole. In
other words, the Reissner-Nordstro¨m space-time does not experience superradiant instability due to a
massive scalar test field unless one imposes an artificial mirror to enclose the system [20, 21, 22, 23]. In
contrast, special characteristic features of some systems like the intrinsic boundary in an AdS space-
time can be considered as a natural reflecting mirror for the system [24, 25, 26, 27]. Furthermore, in
most cases the final fate of superradiant instability is still an open question. A new stable hairy black
hole or an explosive phenomenon of bosenova (bose supernova) may be the main plausible endpoint
of superradiant instability which has been proposed so far [9, 28, 29]. These models are extensively
explored and often considered in an AdS/CFT context [30, 31] where we can find a phase transition
between the familiar RN-AdS black holes and hairy black holes. As an example, in [9], the endpoint
of superradiant instability was investigated for a massless scalar field around a charged black hole
enclosed by a mirror. It was shown that a static hairy solution may be envisaged as the final state of
superradiant instability. To achieve this, spherically symmetric perturbations of hairy solutions have
been considered with the result that the hairy black hole is stable at the point of the first zero of the
scalar field equilibrium where the mirror is located [9].
Modified gravity (MG) theories, generically represented by F (R), come from the fact that standard
cosmology is not quite successful in explaining some observational features of the universe, namely
the late time acceleration, nature of the cosmological constant (or dark energy) and dark matter
[32, 33]. In addition, it is believed that there is a precise formalism for the Newtonian and post-
Newtonian limit of F (R) theories in the presence of matter [34]. For F (R) theories to make sense we
need dFdR > 0 and
d2F
dR2
> 0, otherwise ghost and tachyonic instability will occur [35]. MG has been
attracting enormous interest in the recent past which is still going on to this date. Therefore, the
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study of superradiance phenomena is well warranted within the context of MG.
Following [9], we study superradiant instability of Maxwell theory in a class of F (R) scenarios
and discuss the possible outcome of the instabilities mentioned above. Our numerical solutions are
based on the shooting method, where the initial condition is replaced by the boundary condition
at the event horizon. This method is different from the method in [29] where boundary conditions,
instead of initial conditions, are applied. To replace GR with any modified theory, one must first
examine the candidate theory from different relevant angles and to this end superradiant instabilities
are no exception. Spherically symmetric solutions of F (R) gravity have been wieldy studied with
constant (positive/negative) [36, 37] and non-constant curvature [38]. The modified field equations
show that the maximally symmetric solutions of F (R) necessarily correspond to R = C, namely
de-Sitter (C > 0) or anti-de Sitter (C < 0) spaces, just like GR with a cosmological constant Λ
[39, 40]. The presence of AdS solutions in F (R) theory provides a favorable context to study AdS/CFT
correspondence [41, 42]. So, apart from cosmological necessity mentioned before, our main motivation
for investigating the stability of F (R)-Maxwell theory is based on AdS/CFT duality. In [43] exact
static spherically symmetric vacuum solutions of F (R)-Maxwell theory was analytically derived and
later generalized to stationary solutions where the rotational degrees of freedom were also considered
[44]. Furthermore, the stability of Kerr black holes in F (R) theory was investigated in [45, 46] which
showed that superradiant instability will lead to the Kerr black hole instability in F (R) theory.
In this work we introduce two models in conjunction with superradiance phenomena in F (R)
gravity. The first model represented by F (R) = R − µ4R [33, 35, 47, 48] is considered as a toy but
useful model. Although, this simple model is free from Dolgov-Kawasaki instability in an AdS space-
time (since d
2F
dR2
> 0 for R < 0), it is ruled out because of some cosmological incompatibilities [49].
Nevertheless, considerations of black hole solutions in such a model with constant negative curvature
is worthwhile and well suited to study the AdS/CFT duality and its consequences. We then move
on to study a more realistic model described by F (R) = R− λe−αR which is a reasonable model for
cosmology and is compatible with solar system experiments [35]. In addition, this model too does not
suffer from the Dolgov-Kawasaki instability in AdS space-time. We investigate the static, spherically
symmetric solutions of the resulting field equations and proceed to investigate the stability of hairy
solutions and superradiant instability.
2 Preliminaries
We consider a massless charged scalar field Φ, projected towards a charged, spherically symmetric
black hole in a F (R) gravity framework described by the action
S =
∫
d4x
√−g
[
F (R)− 1
4
FµνF
µν − 1
2
gµν(D∗(µΦ
∗Dν)Φ)
]
, (2.1)
where we set 8piG = 1 and F (R) = R+ f(R) with a star representing the usual complex conjugation.
Also, Fµν = ∇µAν −∇νAµ and
Dµ = ∇µ − iqAµ, (2.2)
where q indicates the charge of the scalar field. Variation of the action with respect to dynamical
fields leads to equations of motion
FRRµν − 1
2
F (R)gµν −∇µ∇νFR + gµν2FR = kTµν , (2.3)
∇µFµν = Jν , (2.4)
DµD
µΦ = 0, (2.5)
Tµν = T
Φ
µν + T
F
µν , (2.6)
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where FR represents
dF (R)
dR and the field current J
µ and scalar and gauge field parts of the total
energy momentum tensor, namely T φµν and TFµν are defined as
Jµ =
iq
2
[Φ∗DµΦ− Φ(DµΦ)∗], (2.7)
T φµν = D
∗
(µΦ
∗Dν)Φ−
1
2
gµν [g
ληD∗(λΦ
∗Dη)Φ], (2.8)
TFµν = FµλF
λ
ν −
1
4
gµνFληF
λη. (2.9)
At the linear level, because the background scalar field vanishes, the scalar field can be turned
on without back reacting on the electromagnetic fields. In this work we focus on a static, spherically
symmetric background with negative constant curvature R0 in 4 dimensions so that we deal with an
asymptotically AdS space-time according to
ds2 = −N(r)dt2 + 1
N(r)
dr2 + r2dΩ2, (2.10)
where N(r) is the (negative) constant curvature solution of F (R)-Maxwell theory [43]
N(r) = 1− 2m
r
+
Q2
(1 + fR(R0))r2
− R0
12
r2, (2.11)
wherem andQ 1 are the mass and charge of the black hole, R0 = 4Λ and Λ is the negative cosmological
constant [35] with fR indicating derivative with respect to R.
2.1 Superradiant instability
Since the constant negative curvature solutions of F (R) theory is the same as that of AdS solutions
in GR, we do not expect to derive new superradiant conditions because we deal with the same Klein-
Gordon equation. However, a review of such conditions for a test scalar field scattered off a charged
black hole [12] would be in order at this stage.
To study superradiance of a scattered test field off a charged black hole represented by (2.10), we
conventionally suggest the following ansatz
Φ(r, t, θ, φ) =
∫
dω
∑
lm
e−iωtYlm(θ, φ)
φ(r)
r
, (2.12)
where Ylm(θ, φ) are the usual spherical harmonics. We now fix the gauge potential according to
Aµ = (−Qr +C, 0, 0, 0), where C is an integration constant which is due to the requirement of having
an electrically charged black hole with Aµ(rh) = 0 in the context of AdS/CFT, and is given by
C = Qrh [50]. Substituting the above ansatz into the Klein-Gordon equation (2.5), results in the
following Schrodinger-like equation
d2φ
dr2∗
+ Veffφ = 0, (2.13)
where use has been made of tortoise coordinate r∗, defined according to r∗ ≡
∫
dr
N(r) , with the effective
potential given by
Veff = −N
(
l(l + 1)
r2
+
N ′
r
)
+
(
ω − qQ(1
r
− 1
rh
)
)2
. (2.14)
1Given that the charge Q is constrained by the positive definiteness of Hawking temperature TH =
N′(rh)
4pi
=
1
4pi
[
1
rh
− Q2
(1+fR(R0))r
3
h
− R0rh
4
]
, then Q ≤
√
(1 + fR(R0))(r2h +
3r4
h
L2
) ≡ Qc, where Qc is the critical charge [43, 50]. For
a small black hole rh
L
 1 and the critical charge becomes Qc =
√
(1 + fR(R0))rh(1 +
3r2h
2L2
)  L.
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Using the asymptotic behavior of the effective potential above, one can derive the radial solutions
near horizon (r∗ → −∞) and at infinity (r∗ → +∞) [50]
φ ∼ A
r2
r∗ → +∞,
φ ∼ e−iωr∗ r∗ → −∞, (2.15)
where A is a constant. By matching the asymptotic expansion of (2.15), Uchikata and Yoshida derived
the instability condition for the RN-AdS black hole [50]
Re(ω) < 0. (2.16)
Note that this result is valid only for small black holes, rh  L, where L =
√
−12
R0
is the AdS scale.
As argued in [50], this result confirms that the normal modes satisfy the superradiant condition
Re(ω˜)rh − qQ < 0, where Re(ω˜) = Re(ω) + qQrh shows a shift of the real part of the frequency 2.
Summarising, based on the results of [50], one may conclude that small Reissner-Nordstrom AdS
black holes are unstable against the charged scalar perturbations due to superradiance. Furthermore,
the authors show analytically that the real and imaginary parts of the frequency for the lowest order
modes are
Re(ω) =
3
L
− qQ
rh
,
Im(ω) = −cRe(ω)
L2
, (2.17)
where c = 163pi r
2
h [50]. Thus, it is clear that while (2.16) is satisfied, the imaginary part of the frequency
will be positive which means that the wave function grows exponentially and the black hole is unstable.
It is also well-known that the AdS boundary condition is that of the Dirichlet type which ensures
that there is no energy dissipation at the asymptotic boundary and therefore can be specified as a
reflective boundary [30]
φ(r0 = L) = 0, (2.18)
In other words, an AdS space-time black hole can be modeled as a black hole in a closed system
with a mirror-like boundary [50]. Practically, to investigate the instability for any F (R) model, one
repeatedly integrates equation (2.13) numerically, from rh to r0, the AdS radius, while changing the
fundamental frequency (2.17) until φ(r0) = 0 is achieved, see Figs. 1 and 2 for F (R) = R − µ4R and
F (R) = R− λe−αR [51].
In Fig. 1, the onset of instability (rc) is where the imaginary part of the frequency becomes zero,
the threshold frequency. Since we work in the U(1) gauge, the real part of the frequency at rc becomes
zero too. Figs. 1 and 2 show the sign change of Re(ω) at the threshold frequency where the scalar field
experiences superradiant instability in the negative areas. Given Fig. 1 and taking the AdS boundary
as the enclosing boundary, if the AdS radius is small, r0 < rc, then Im(ω) is negative and the modes
decay exponentially. If however the AdS radius is large, r0 > rc, then Im(ω) is positive and the modes
grow exponentially which leads to superradiant instability. Furthermore the growth of superradiant
modes will occur at large AdS radii for small q values.
2Note that the superradiant condition is given by ωrh − qQ < 0 for the RN black hole.
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Figure 1: The real and imaginary parts of the frequency as a function of the AdS radius and different values of q with
m = 1, Q = 0.9. Top: F (R) = R− µ4
R
. Bottom: F (R) = R− λe−αR with α = 1. Note that µ2, λ are obtained by fixing
R0 (see Appendix A ).
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Figure 2: The real and imaginary parts of the frequency as a function of q and different values of the AdS radius for
F (R) = R− λe−αR with m = 1, Q = 0.9 and α = 1.
3 Static hairy black hole solutions
Due to the existence of superradiant instability in charged F (R) black holes under certain conditions,
we first seek static hairy black hole solutions and continue to investigate their stability to confirm
that these solutions can be regarded as the possible endpoint of superradiant instability. To get static
solutions, let us remove the time dependence of φ with the use of gauge freedom φ→ eiχφ by assuming
χ = ωt. Then the scalar field depends on r and the gauge potential is Aµ = (A0(r), 0, 0, 0) which may
enable us to obtain static solutions with a nontrivial scalar hair in a F (R) theory at the threshold
frequency, ω = ωc
3. We consider a static, spherically symmetric space-time as
ds2 = −N(r)h(r)dt2 + 1
N(r)
dr2 + r2dΩ2, (3.1)
3We construct hairy black hole solutions at the critical frequency (ωc) which is the onset of superradiant instability
[30], since it seems sensible to expect superradiant instability to end as a hairy black hole.
6
where
N(r) = 1− 2m(r)
r
+
r2
L2
, (3.2)
and the metric variable h(r) shows the back reaction of the scalar field on the background [52].
Inserting (3.1) into field equations (2.3-2.6), one finds
(1 + fR)h
′(r) =
rq2A0(r)
2φ(r)2
N(r)2
+ rh(r)φ′(r)2, (3.3)
A′0(r)
2 = −2(1 + fR)
r
[
h(r)
(
N ′(r) +
N(r)
r
− 1
r
)
+
1
2
N(r)h′(r)
]
− fRh(r)R0 + fh(r), (3.4)
N(r)A′′0(r) +
(
2N(r)
r
− N(r)h
′(r)
2h(r)
)
A′0(r)− q2φ(r)2A0(r) = 0, (3.5)
N(r)φ′′(r) +
(
2N(r)
r
+N ′(r) +
N(r)h′(r)
2h(r)
)
φ′(r) +
q2A0(r)
2
N(r)h(r)
φ(r) = 0. (3.6)
Here a prime shows partial derivatives with respect to r. In the rest of the paper, we will refer to
(3.3-3.6) as the equations of motion. In the absence of any analytical solution, we integrate them
numerically.
3.1 Boundary conditions
Equations (3.3-3.6) cannot be solved analytically for a non-zero scalar field. To solve them numerically
we need boundary conditions at the horizon and AdS boundary. Assuming we have a regular event
horizon defined as N(rh) = 0, we find m(rh) ≡ mh = rh2 (1 +
r2h
L2
). We also assume that the field
variables are regular and analytic functions at the event horizon. Therefore Taylor expansions of the
field variables in the neighborhood of the event horizon is given by
m = mh +m
′
h(r − rh) + ..., (3.7)
h = hh + h
′
h(r − rh) + ..., (3.8)
A0 = Ah +A
′
h(r − rh) +
A′′h
2
(r − rh)2 + ..., (3.9)
φ = φh + φ
′
h(r − rh) +
φ′′h
2
(r − rh)2 + ..., (3.10)
where φh ≡ φ(rh) and A′h ≡ A′(rh) which are the scalar and electric fields on the horizon respectively.
Assuming N ′(rh) > 0 in equations (3.5, 3.6) one has φ′h ≡ φ′(rh) = 0 and Ah ≡ A(rh) = 0, that is, the
gauge vanishes at the horizon as expected. Due to the freedom for choosing the coordinate system,
we fix hh = 1 without loss of generality [9]. By plugging relations (3.7-3.10) in equations (3.3-3.6),
we obtain boundary conditions at the event horizon
m′h =
r2h
4 (1 + fR0)
(
A′h
2 − f + fR0R0
)
+
3r2h
2L2
,
h′h =
4 (1 + fR0) rh
3q2φh
2A′h
2[
−rh2
(
A′h
2 − f + fR0R0
)
+ 2 (1 + fR0)
]2 ,
A′′h =
2q2φ2hA
′
h (1 + fR0) rh
−rh2
(
A′h
2 − f + fR0R0
)
+ 2 (1 + fR0)
−
(
2
rh
− h
′
h
2
)
A′h,
φ′′h = −
2q2φhA
′
h
2 (1 + fR0)
2 rh
2[
−rh2
(
A′h
2 − f + fR0R0
)
+ 2 (1 + fR0)
]2 . (3.11)
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It is worth noting that the AdS boundary condition is of the Dirichlet type which can be considered as
a reflective boundary, confirming (2.18). There are no constraints on variables N(r), h(r) and A0(r)
at the AdS boundary [9].
3.2 Numerical solution
We select the length scale by setting rh = 1 and rescale all quantities by rh to have dimensionless
equations. With regard to selected models of F (R), we integrate equations (3.3-3.6) numerically. We
set r = rh +  with  = 10
−8 since equations (3.3-3.6) are singular at r = rh and use the shooting
method to replace initial conditions by boundary conditions at the event horizon.
In Fig. 3, solutions of the field variables N(r), A0(r), h(r) and φ(r) are shown as a function
of the radius for a spherically symmetric, static and asymptotically AdS black hole with q = 0.4,
A′h = 0.8, φh = 0.4 and R0 = −0.0012 for both models. The plots show the regular and nonsingular
solutions outside the horizon. The scalar field outside the horizon fluctuates around zero and the field
variables N(r), h(r) and A0(r) grow uniformly. The left panel in Fig. 4 shows different scalar field
profiles outside the horizon with different AdS radii. The number of scalar field nodes increases by
the growth of the AdS radius and for large AdS radii with the same initial conditions (q, A′h and φh)
the scalar field exhibits more radial nodes. The right panel in Fig. 4 shows the increase in oscillations
(nodes) of the scalar field as a function of charge.
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A0[r]ϕ[r]
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h[r]
Figure 3: A plot of field variables as a function of radius with q = 0.4, A′h = 0.8, φh = 0.4 and R0 = −0.0012 (L = 100)
for a static black hole. Left: F (R) = R − µ4
R
. Right: F (R) = R − λe−αR with α = 10 where α is selected so that it
satisfies the condition − 1
α
< R0 < 0, see Appendix A.
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R0=-0.0098
R0=-0.0012
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Radius
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Figure 4: Three distinct scalar field profiles as a function of the radius. Left: F (R) = R− µ4
R
with q = 0.4, φh = 0.5,
A′h = 0.61 and different values of R0. Right: F (R) = R − λe−αR with α = 10, φh = 0.4, R0 = −0.0012, L = 100,
A′h = 0.8 and different values of q.
So far, we have investigated the dependence of number of scalar field nodes on different parameters.
Fig. 5 shows the solutions where the scalar field has only one node at the AdS boundary, L. Fig. 6
shows dependence of q to the initial values of (A′h and φh) for which the scalar field can have only
one node at fixed AdS boundary. Such profiles are expected to be stable due to their low frequency
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and energy [53]. Given the importance of stable solutions, we expect to find at least one such solution
around linear perturbations [53]. As was mentioned before, one can confine the system by a natural
or fictional reflecting boundary. In our cases, the time-like character of the AdS boundary mimics a
natural reflecting boundary [24, 25, 54]. Therefore, any wave scattered off the system will eventually
reach spatial infinity (AdS boundary) and is reflected back again. Alternatively, one can use a fictional
reflective wall as a new boundary located before the AdS radius and investigate the black hole stability
at such a new boundary [9, 51]. As is well known, the phase space of a generic black hole is described
A'h=0.4,ϕh=0.45,R0=-0.03
A'h=0.28,ϕh=0.4,R0=-0.00192
A'h=0.3,ϕh=0.24,R0=-0.0133
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Figure 5: Different scalar field profiles with different A′h and φh which have only one node at the AdS boundary.
Left: F (R) = R− µ4
R
, q = 0.2 and different values of the AdS radius. Right: F (R) = R− λe−αR, R0 = −0.03 (L = 20),
α = 10 and different values of the scalar field charge.
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Figure 6: φh and A′h plotted as a function of q when the scalar field has only one node at the AdS boundary R0 = −0.03
(L = 20). Left: F (R) = R− µ4
R
. Right: F (R) = R− λe−αR with α = 10.
by q, φh, A
′
h and R0, whose possible hairy solutions can be obtained by fixing these parameters. To
this end, the assumption N ′(rh) > 0 in equation (3.4) leads to |A′h| <
√
2(1 + fR)− fRR+ f . As a
consequence, A′h depends on the form of F (R). Figs. 7 and 8 show the parameter space of the static
black hole solutions for different scalar field charges q. The solution space is indicated by the purple
regions which show that the scalar field has at least one node up to the AdS boundary and the blue
line shows solutions for which the scalar field has only one node at the AdS boundary with N(r) > 0
for r > rh. Note that there is no solution on the A
′
h = 0 axis since the black hole is uncharged. The
blue regions are where the scalar field has no node, even at the AdS boundary and therefore are of
no consequence. The solution space is a continuous region formed in the φh-A
′
h plane for different
values of the scalar field charges and shows that as q or L increase, the space of the static solution
becomes smaller which is clearly seen for one node solutions. The reason is that when q grows, the
coupling between the scalar and the gauge field becomes stronger. As can be seen in Fig. 9 for the
F (R) models proposed here, the solution space with only one node at the AdS boundary, represented
by the purple line, is larger than that in the AdS Einstein-charged scalar field theory.
Summarizing, the F (R) models presented here have static, spherically symmetric and asymptoti-
cally AdS solutions with scalar hair. The regularity of the solutions outside the event horizon, shown
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Figure 7: Phase space (A′h-φh) of black hole solutions for different values of q = 0.4, 0.6, 0.8 with AdS radius R0 = −0.03
(L = 20 ) and α = 10 for F (R) = R − λe−αR. The purple regions and blue line show solutions with at least one node
up to the AdS boundary. In the blue regions the scalar field has no node.
in Fig. 3, confirms the existence of black hole solutions with a nontrivial scalar hair [55]. It is clear that
the scalar field profiles depend on the charge of the scalar field and AdS radius. We have considered
the solutions of the hairy black hole family with one or more nodes up to the AdS boundary.
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.5
0.5
ϕh
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.5
0.5
ϕh
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.6
-0.4
-0.2
0.2
0.4
0.6
ϕh
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.5
0.5
ϕh
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.6
-0.4
-0.2
0.2
0.4
0.6
ϕh
-1.5 -1.0 -0.5 0.5 1.0 1.5 A′h
-0.6
-0.4
-0.2
0.2
0.4
0.6
ϕh
Figure 8: Phase space (A′h-φh) of black hole solutions for different values of q = 0.4, 0.6, 0.8 with R0 = −0.03 (L = 20)
(top row) and R0 = −0.0048 (L = 50) (bottom row) for F (R) = R− µ4R .
AdS Einstien
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Figure 9: Phase space (A′h-φh) of black hole solutions with only one node at AdS boundary for q = 0.4 and R0 =
−0.03 (L = 20) in the framework of AdS Einstein-charged scalar field theory (left) and F (R) models respectively for
F (R) = R− µ4
R
and F (R) = R− λe−αR with α = 10. The purple line shows such a space.
4 Stability of solutions
In the previous section, we numerically showed that a fully coupled system of F (R)-Maxwell theory
and a charged scalar field at the AdS boundary admits black hole solutions with scalar hair at the
threshold frequency. In this configuration, the reflective character of AdS boundary provides the
natural confining system. Since stable hairy solutions can be considered as a plausible final state of
the superradiant instability [9, 29, 50, 56], the next step is to verify the stability of the previous static
solutions.
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Following [9], to check the stability of the black hole under time evolution, we assume that the field
variables, in addition to radial dependency, are time-dependent and are real except for the scalar field
which was considered to be real in the static case on account of the gauge freedom. Here however, it
is considered to be complex. To simplify calculations, we define ξ = N
√
h. By manipulating equation
(2.3) and assuming that the field variable are functions of (r, t) we obtain four dynamical equations
(1 + fR)N
′
N
+
fRRr − rf(R)
2N
− (1 + fR)(1−N)
Nr
= − r
2ξ2
(
|φ˙|2 + |ξφ′|2+
q2|A0|2|φ|2 + 2qA0Im(φφ˙∗) +NA′20
)
, (4.1)
(1 + fR)h
′
h
=
r
ξ2
(
|φ˙|2 + |ξφ′|2 + q2|A0|2|φ|2 + 2qA0Im(φφ˙∗)
)
, (4.2)
(1 + fR)ξ
′
ξ
+
fRRr
2N
− rf(R)
2N
= −rNA
′2
0
2ξ2
+
(1 + fR)(1−N)
Nr
, (4.3)
− (1 + fR)N˙
N
= rRe(φ˙∗φ′) + rqA0Im(φ′∗φ), (4.4)
where a dot denotes partial derivative with respect to t. Unlike the static case, there is an extra (tr)
component, equation (4.4), resulting from field equations (2.3). The Maxwell equations (2.4) have
two non-zero components (t and r) whose corresponding dynamical equations become
ξ
r2
(
r2A′0
h
1
2
)′
= q2|φ|2A0 − qIm(φ˙φ∗), (4.5)
1
r
∂t(rA
′
0)
h
1
2
= −qIm(ξφ′φ∗). (4.6)
Let us now define a new variable φ = ψr on account of the spherical symmetry of the scalar field. As
for the Klein-Gordon equation (2.5) we find
− ψ¨ +
(
ξ˙
ξ
+ 2iqA0
)
ψ˙ + ξ(ξψ′)′ +
(
iqA˙0 − ξξ
′
r
− iq ξ˙
ξ
A0 + q
2A20
)
ψ = 0. (4.7)
In what follows, we will focus attention on linear perturbations of the above equations and keep the
terms to first order, for more detail see Appendix B.
4.1 Linear perturbations
To study the stability of the hairy black hole with an AdS boundary, we consider linear perturbations
of dynamical equations around equilibrium solutions and define linear perturbations as N(t, r) =
N¯(r) + δN(t, r) and similarly for h(t, r), ξ(t, r), ψ(t, r) and A0(t, r). Perturbation of f(R(t, r)) is de-
fined by the expansion f(R(t, r)) = f¯ + f¯RδR(t, r) [57], where N¯(r), f¯ ≡ f¯(R0) and f¯R ≡ f¯R(R0)
are equilibrium quantities and have radial dependency only, whereas δN(t, r) and δR(t, r) show per-
turbation parts. Substitution of the above definitions in (4.1-4.7) will now result in equations for the
perturbed quantities which we will discuss below.
The perturbed scalar field δψ is a complex quantity but other perturbed fields are real. We
decompose δψ into real and imaginary parts as δψ = δu+ iδw˙ where δu and δw are real. Note that
this decomposition was chosen to satisfy the dynamical perturbation equations (see equation (B.6) in
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Appendix B). One gets three coupled perturbed equations in terms of δA, δu and δw. The first two
are dynamical involving time derivatives as follows, see Appendix B for more details.
δu¨− ξ¯2δu′′ − ξ¯ξ¯′δu′ +
3q2A¯02 + ξ¯ξ¯′
r
+
N¯
(
ψ¯
r
)′2
1 + f¯R
(
r2A¯0
′2
2(1 + f¯R)
− r
2h¯f¯
2(1 + f¯R)
+
r2h¯f¯RR¯0
2(1 + f¯R)
− h¯
) δu
+2qA¯0ξ¯
2δw′′ + qN¯A¯0
2√h¯ξ¯′ + ψ¯
(
ψ¯
r
)′
1 + f¯R
(
−N¯ h¯A¯0
′
A¯0
− rA¯0
′2
2(1 + f¯R)
− h¯f¯RR¯0r
2(1 + f¯R)
+
h¯
r
+
h¯f¯ r
2(1 + f¯R)
)
×δw′ + qA¯0
2q2A¯02 − 2ξ¯ξ¯′
r
+
ξ¯ψ¯′
(
ψ¯
r
)′
1 + f¯R
(
ξ¯A¯0
′
A¯0
− ξ¯′ − ξ¯
r
) δw = 0, (4.8)
δw¨ − ξ¯2δw′′ +
[
q2A¯0ψ¯
2
r2A¯0
′
(
rA¯0
′
A¯0
1 + f¯R
+ N¯ h¯
)
− ξ¯ξ¯′
]
δw′ −
[
q2A¯0ψ¯ψ¯
′
r2A¯0
′
(
rA¯0A¯0
′
1 + f¯R
+ N¯ h¯
)
+ q2A¯0
2
− ξ¯ξ¯
′
r
]
× δw − qA¯0
2 + ψ¯
(
ψ¯
r
)′
1 + f¯R
 δu− qψ¯δA+ qA¯0ψ¯
A¯0
′ δA
′ = 0, (4.9)
while the third equation is a constraint
qψ¯
r
(
A¯0
1 + f¯R
+
N¯ h¯
rA¯0
′
)
δw′′ + qA¯0ψ¯
[
− q
2h¯ψ¯2
r4A¯0
′2 +
ξ¯′
(1 + f¯R)ξ¯r
+
√
h¯ξ¯′
r2A¯0A¯0
′
]
δw′ +
qA¯0ψ¯
r2
[
rq2A¯0
2
(1 + f¯R)ξ¯2
+
q2A¯0
N¯A¯0
′ −
ξ¯′
(1 + f¯R)ξ¯
−
√
h¯ξ¯′
rA¯0A¯0
′ +
q2h¯ψ¯ψ¯′
r2A¯0
′2
]
δw −
(
ψ¯
r
)′
1 + f¯R
δu′ −

(
ψ¯
r
)′
1 + f¯R
(
1
r
+
ξ¯′
ξ¯
)
+
(
ψ¯
r
)′′
1 + f¯R
 δu
+
δA′′
A¯0
′ −
A¯0
′′
A¯0
′2 δA
′ = 0, (4.10)
where f¯RR denotes
df¯R
dR .
4.2 Boundary conditions
Perturbation modes must satisfy boundary conditions at the event horizon and reflective boundary
(AdS boundary). They are assumed to be of the time-periodic form for solving perturbations equations
and need to satisfy ingoing wave-like conditions at the event horizon
δu(t, r) = Re[e−iω(t+r∗)U(r)],
δw(t, r) = Re[e−iω(t+r∗)W (r)],
δA(t, r) = Re[e−iω(t+r∗)A(r)], (4.11)
where U , W and A are complex functions that depend on the radial coordinate and have regular
Taylor expansions near the horizon
U(r) = U0 + U1(r − rh) + U2(r − rh)2/2 + ...
W (r) = W0 +W1(r − rh) +W2(r − rh)2/2 + ...,
A(r) = A0 +A1(r − rh) +A2(r − rh)2/2 + .... (4.12)
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By substituting expansion series (4.12) and ingoing wave conditions at the event horizon in pertur-
bation equations (4.8-4.10), we obtain U1, W1 and A1 in terms of U0, W0 and ω.
U1 =
−α2
rh
U0 + 2qω
2α1W0
2iω − α2 ,
A1 =
−qφhω2A′h( α11+fR + 1rhA′h )W0
iω + ω
2
α2
,
W1 =
−2qα1U0 +
(
α2
rh
− iωq2φ2hα1
A′h
− iωq2rhφ2hα121+fR
)
W0 − iqrhφhα1ωA′hα2 A1
α2 − 2iω , (4.13)
where
α1 =
2rhA
′
h(1 + fR)
−rh2
(
A′h
2 − f + fRR0
)
+ 2(1 + fR)
α2 = − rh
2(1 + fR)
(
A′h
2 − f + fRR0
)
+
1
rh
, (4.14)
To avoid having a singularity in perturbation equations at the event horizon, we must set A0 = 0.
It is worth noting that at the reflective boundary, we need both real and imaginary parts of U and
W to disappear. We set W0 = 1 and fix the scale of the perturbation since perturbation equations
and boundary conditions are linear [9]. Then only U0 and ω are free parameters and perturbation
equations with boundary conditions at the event horizon define an eigenvalue problem with eigenvalue
ω which we seek to find. In the case of Im(ω) ≤ 0, the black hole solutions are linearly stable and for
Im(ω) > 0, the black hole solutions are unstable.
4.3 Numerical solutions and results
In subsection 3.2, the black hole solution space was described with parameters q, φh, A
′
h and R0.
By fixing these quantities we solve equations (3.3-3.6) numerically, deriving the static black hole
solutions. Fig. 4 shows that for the small q or L, the number of nodes is reduced up to the reflective
boundary and Fig. 5 shows the family of black hole solutions that have only one node at the AdS
boundary. For a careful examination of the stability of the black hole for both families of solutions
(the static solutions of scalar field have one node or more up to the AdS boundary), we integrate
perturbation equations (4.8-4.10) using boundary conditions as initial conditions. We seek parameters
U0 and ω so as to satisfy the condition of the perturbed scalar field at the reflective boundary (the
real and imaginary parts of the perturbed scalar field should vanish at the reflective boundary). So
U0 and ω play the role of shooting parameters in the shooting method.
The three perturbation functions U(r), W (r) and A(r) are shown in Fig. 10 for F (R) = R−λe−αR.
The values A′h and φh are selected according to the phase space, Figs. 8 and 9, such that we can
find static solutions of the scalar field with just one node at the AdS boundary. Also, the shooting
parameters, U0 = 0.0015+0.001i and ω = 0.194−0.00097i are so identified as to satisfy the vanishing
of U and W modes at the reflective boundary. These perturbation modes decay exponentially since
frequencies satisfy Im(ω) < 0. Such black hole solutions are then stable at the linear level. For
F (R) = R − µ4R with q = 0.3, R0 = −0.03, A′h = 0.65 and φh = 0.4, we find a configuration of the
scalar field with just one node at the AdS boundary and shooting parameters U0 = 0.026 + 0.0155i
and ω = 0.193− 0.001158i, leading to the result and figure similar to that for F (R) = R− λe−αR .
In Fig. 11, the imaginary parts of perturbation modes, when static solutions of the scalar field
have only one node at the AdS boundary, are shown as functions of A′h and φh. In Fig. 11, by varying
q and φh for fixed values of R0 and A
′
h or q and A
′
h for fixed values of R0 and φh, one can find static
solutions of the scalar field with only one node at AdS boundary, Fig. 7- 9. Since for all values of A′h
and φh with one node phase space of solutions, the Im(ω) are negative, we conclude that perturbation
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Figure 10: Behavior of the three perturbation functions U(r), W (r) and A(r) for F (R) = R − λe−αR with q =0.4,
A′h = 0.47, φh = 0.35, U0 = 0.0015 + 0.001i, R0 = −0.03 (L = 20), α = 10 and ω = 0.194− 0.00097i.
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Figure 11: The imaginary parts of perturbation modes plotted as a function of φh, top row, with different values
for q and A′h, and bottom row, A
′
h with different values for q and φh when the static solutions of the scalar field have
only one node at the AdS boundary for, Left: F (R) = R− µ4
R
and, Right: F (R) = R− λe−αR with α = 10. We fix the
value of R0 = −0.03 (L = 20) for the AdS radius. Here, the perturbation modes decay exponentially in time since the
imaginary frequency is negative.
modes decay exponentially in time, leading to stable hairy black holes that can be signified as the
possible endpoint of superradiant instability for the models of F (R) discussed here (as perturbation
modes fail to become superradiant, the final state is completely specified by a stable hairy black hole).
As can be seen in this figure, Im(ω) decrease by increasing φh for fixed A
′
h .
Fig. 12 illustrates plots of Im(ω) for both models as a function of φh for different values of A
′
h where
static solutions of the scalar field have two nodes up to the AdS boundary. To find such solutions, q
and φh are varied for fixed values of A
′
h and R0. As can be seen in Fig. 12, the Im(ω) is positive which
indicates exponentially growing modes in time and thus hairy black holes are unstable for more than
one node up to the AdS boundary.
5 Conclusions
When a charged scalar field impinges on a F (R)-Maxwell black hole and scatters off it in an asymp-
totically AdS space-time, the reflective AdS boundary behaves as a natural confining system that
leads to superradiant instability.
In this work, we have found static solutions in such a setting with a scalar hair in F (R) theory
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Figure 12: The imaginary parts of perturbation modes when the static solutions of the scalar field have two nodes up
to the AdS boundary, plotted against φh with fixed AdS radius R0 = −0.03 (L = 20) and different values of q and A′h.
Here, the perturbation modes grow exponentially in time since the imaginary frequency is positive. Left: F (R) = R− µ4
R
.
Right: F (R) = R− λe−αR with α = 10.
in a numerical fashion which shows that the scalar field fluctuates around zero. We also considered
profiles of the scalar field that have only one node at the AdS boundary. We derived the phase space
of black hole solutions and showed that the static solutions of the scalar field have only one node at
the AdS boundary due to the selected models of F (R) whose phase space is larger than that in the
AdS Einstein-charged scalar field theory. We also investigated the stability of hairy black holes in this
context. To this end, we considered dynamical equations to first order in perturbations, the result
of which was the three coupled equations (4.8-4.10) which could be integrated numerically using the
shooting method for which, in effect, the boundary conditions at the horizon can be considered as
initial conditions. We also derived values of the frequency in such a way as to satisfy the vanishing
of the perturbed scalar modes at the reflective boundary, that is, such a frequency can be considered
as a shooting parameter.
We showed that if the scalar field has more than one radial node up to the AdS boundary, the
sign of the imaginary part of the frequency becomes positive which leads to instability of the system.
If however, the scalar field has only one node at the AdS boundary, the sign of the imaginary part of
the frequency becomes negative for which the perturbation modes decay exponentially in time and
the hairy black hole becomes stable so that perturbation modes fail to become superradiant. This
means that under such conditions stable hairy black holes can be considered as a possible endpoint of
superradiant instability. Our results are consistent with the results presented in [9] where a fictional
mirror, instead of AdS boundary, is used in a RN black hole and a charged scalar field set up.
In summary, we have investigated superradiant instability of charge black holes for selected models
of F (R). The main motivation was to select models of F (R) in such a way as to create specific geometry
in the form of an asymptotically AdS space-time which would lead to superradiant instability, often
referred to as a black hole bomb.
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A Appendix A
By assuming constant curvature, the field equation (2.3) in vacuum becomes
(1 + fR)Rµν − 1
2
(R+ f(R))gµν = 0. (A.1)
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The trace of (A.1) leads to
(1 + fR)R− 2(R+ f(R)) = 0. (A.2)
Now, substituting for f(R) in (A.2), one gets R0 = ±
√
3µ2 for f(R) = −µ4R and λ = R0e
αR0
2+αR0
for
f(R) = −λe−αR, where α is a free parameter, representing solutions which correspond to a topological
Schwarzschild-AdS(dS) black hole. In the numerical solution, we fix R0 to get µ
2 and λ. In [58], by
considering thermodynamics of black holes in an AdS space-time, the authors found that the necessary
conditions for F (R) to support AdS black holes are
R+ f(R) < 0, (A.3)
1 + fR > 0. (A.4)
In addition, the condition d
2f
dR2
guarantees that there is no tachyonic instability. These conditions may
impose extra restrictions on R0. In the first model, only R0 = ∓
√
3µ2 would allow compliance with a
topological Schwarzschild-AdS black hole. However, in the second model with the assumption α > 0,
these conditions require − 1α < R0 < 0.
B Appendix B
Perturbations of dynamical equations (4.1-4.7), to first order, can be derived using definition of the
perturbed quantities defined in the text with the result
(1 + f¯R)δN
′
N¯
−
[
1 + f¯R
N¯
(
N¯ ′ − 1
r
)
− rA¯
′
0
2
2N¯ h¯
− f¯ r
2N¯
+
f¯RrR¯
2N¯
]
δN
N¯
=
(
q2A¯0
2
ψ¯2
rξ¯2
+
rA¯0
′2
N¯ h¯
)
δξ
ξ¯
−q
2A¯0ψ¯
2
rξ¯2
δA− rA¯0
′
N¯ h¯
δA′ − f¯RR
(
1
N¯r
(N¯ − 1) + rR¯0
2N¯
+
N¯ ′
N¯
)
δR− iqA¯0ψ¯
2rξ¯2
(δψ˙ − δψ˙∗)−
(
ψ¯
2r
)′
×(δψ′ + δψ′∗) +

(
ψ¯
r
)′
2r
− q
2A¯0
2
ψ¯
2rξ¯2
 (δψ + δψ∗), (B.1)
(1 + f¯R)δh
′
h¯
− (1 + f¯R)h¯
′δh
h¯2
+
f¯RRh¯′δR
h¯
=
iqA¯0ψ¯
rξ¯2
(δψ˙ − δψ˙∗)−
[
1
r
(
ψ¯
r
)′
− q
2A¯0
2
ψ¯
rξ¯2
]
(δψ + δψ∗)
+
(
ψ¯
r
)′
(δψ′ + δψ′∗) +
2q2A¯0ψ¯
2
rξ¯2
δA− 2q
2A¯0
2
ψ¯2
rξ¯3
δξ, (B.2)
(1 + f¯R)δξ
′
ξ¯
= −
[
rA¯′0
2
2h¯
+
1
r
(1 + f¯R) +
f¯ r
2
− f¯RR¯0r
2
]
δN
N¯2
+
[
(1 + f¯R)ξ¯
′
ξ¯
+
rA¯′0
2
N¯ h¯
]
δξ
ξ¯
−
(
1
r
− 1
N¯r
+
rR¯
2N¯
+
ξ′
ξ
)
f¯RRδR− rA¯0
′
N¯ h¯
δA′, (B.3)
(1 + f¯R)δN˙
N¯
= −
(
ψ¯
2r
)′
(δψ˙ + δψ˙∗) +
iqA¯0ψ¯
′
2r
(δψ − δψ∗)− iqA¯0ψ¯
2r
(δψ′ − δψ′∗), (B.4)
N¯δA′′ + N¯
(
2
r
− h¯
′
2h¯
)
δA′ − q
2ψ¯2
r2
δA = −q
2A¯0ψ¯
2
r2ξ¯
δξ +
N¯A¯0
′
2h¯
δh′ +
1
2h¯
[
q2A¯0ψ¯
2
r2
− N¯A¯
′
0h¯
′
h¯
]
δh+
iqψ¯
2r2
(δψ˙ − δψ˙∗) + q
2A¯0ψ¯
r2
(δψ + δψ∗) (B.5)
16
δA˙′√
h¯
− A¯0
′
δh˙
2h¯
√
h¯
=
iqψ¯ξ¯
2r2
(δψ′ − δψ′∗)− iqξ¯ψ¯
′
2r2
(δψ − δψ∗), (B.6)
−δψ¨ + ξ¯2δψ′′ + 2iqA¯0δψ˙ + ξ¯ξ¯′δψ′ +
(
q2A¯0
2 − ξ¯ξ¯
′
r
)
δψ − iqA¯0ψ¯
ξ¯
δξ˙ +
(
ξ¯ψ¯′ − ξ¯ψ¯
r
)
δξ′ + iqψ¯δA˙
+
(
2ξ¯ψ¯′′ + ξ¯′ψ¯′ − ψ¯ξ¯
′
r
)
δξ + 2q2ψ¯A¯0δA = 0. (B.7)
The perturbed scalar field is a complex quantity, written as δψ = δu+ iδw˙. For the real part, we have
−δu¨+ ξ¯2δu′′ − 2qA¯0δw¨ + ξ¯ξ¯′δu′ +
(
q2A¯0
2 − ξ¯ξ¯
′
r
)
δu+
(
ξ¯ψ¯′ − ξ¯ψ¯
r
)
δξ′ +
(
2ξ¯ψ¯′′ + ξ¯′ψ¯′ − ψ¯ξ¯
′
r
)
×δξ + 2q2ψ¯A¯0δA = 0, (B.8)
and the imaginary part takes on the form
−δ...w + ξ¯2δw˙′′ + 2qA¯0δu˙+ ξ¯ξ¯′δw˙′ +
(
q2A¯0
2 − ξ¯ξ¯
′
r
)
δw˙ − qA¯0ψ¯
ξ¯
δξ˙ + qψ¯δA˙ = 0. (B.9)
Integration with respect to time of equations (B.4, B.6) yields
(1 + f¯R)
δN
N¯
= −
(
ψ¯
r
)′
δu− qA¯0ψ¯
′
r
δw +
qA¯0ψ¯
r
δw′ + δF(r), (B.10)
δh
h¯
√
h¯
=
2δA′
A¯0
′√
h¯
+
2qψ¯ξ¯
r2A¯0
′ δw
′ − 2qξ¯ψ¯
′
A¯0
′
r2
δw + δg(r), (B.11)
where δF(r) and δg(r) are arbitrary functions of the radial coordinate. Integration of equation (B.9)
now yields
δw¨ − ξ¯2δw′′ − 2qA¯0δu− ξ¯ξ¯′δw′ −
(
q2A¯0
2 − ξ¯ξ¯
′
r
)
δw +
qA¯0ψ¯
ξ¯
δξ − qψ¯δA+ δH(r) = 0, (B.12)
where δH(r) is an arbitrary function of the radial coordinate. If an arbitrary function of r is added
to δw, due to the form of δψ, it does not change which gives us the freedom to set δH(r) = 0.
A first-order differential equation is constructed from (B.1) and (B.5), using equations (B.10 -B.12)
δF(r)′ +
(
ξ¯′
ξ¯
+
1
r
)
δF(r) + f¯RR
(
1
r
− 1
N¯r
+
rR¯
2N¯
+
N¯ ′
N¯
)
δR =
rA¯0A¯0
′
N¯
ξ¯2
(
√
h¯δg(r))′ +
rA¯′0
2
2ξ¯
δg(r) +
q2A¯0
2
ψ¯2
√
h¯
2rξ¯2
δg(r). (B.13)
Another first-order differential equation is obtained by plugging (B.1) and (B.5) in (B.10 )
δF(r)′ +
(
ξ¯′
ξ¯
+
1
r
)
δF(r) + f¯RR
(
1
r
− 1
N¯r
+
rR¯
2N¯
+
N¯ ′
N¯
)
δR =
rA¯′0
2
2ξ¯
δg(r). (B.14)
Substitution of (B.10) and (B.11) in (B.12) then gives
δw¨ − ξ¯2δw′′ +
[
q2A¯0ψ¯
2
r2A¯0
′
(
rA¯0
′
A¯0
1 + f¯R
+ N¯ h¯
)
− ξ¯ξ¯′
]
δw′ −
[
q2A¯0ψ¯ψ¯
′
r2A¯0
′
(
rA¯0A¯0
′
1 + f¯R
+ N¯ h¯
)
+ q2A¯0
2
− ξ¯ξ¯
′
r
]
× δw − qA¯0
2 + ψ¯
(
ψ¯
r
)′
1 + f¯R
 δu− qψ¯δA+ qA¯0ψ¯
A¯0
′ δA
′ +
qA¯0ψ¯δF(r)
1 + f¯R
+
qA¯0
√
h¯ψ¯δg(r)
2
= 0, (B.15)
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Let us now substitute equations (B.3, B.10 -B.12, B.14) in (B.8) and obtain
δu¨− ξ¯2δu′′ − ξ¯ξ¯′δu′ +
3q2A¯02 + ξ¯ξ¯′
r
+
N¯
(
ψ¯
r
)′2
1 + f¯R
(
r2A¯0
′2
2(1 + f¯R)
− r
2h¯f¯
2(1 + f¯R)
+
r2h¯f¯RR¯0
2(1 + f¯R)
− h¯
)
×δu+ 2qA¯0ξ¯2δw′′ + qN¯A¯0
2√h¯ξ¯′ + ψ¯
(
ψ¯
r
)′
1 + f¯R
(
h¯
r
− N¯ h¯A¯0
′
A¯0
− rA¯0
′2
2(1 + f¯R)
− h¯f¯RR¯0r
2(1 + f¯R)
+
h¯f¯ r
2(1 + f¯R)
)]
δw′ + qA¯0
2q2A¯02 − 2ξ¯ξ¯′
r
+
ξ¯ψ¯′
(
ψ¯
r
)′
1 + f¯R
(
ξ¯A¯0
′
A¯0
− ξ¯′ − ξ¯
r
) δw − ξ¯2r( ψ¯
r
)′
×
δF(r)′
1 + f¯R
+
f¯RRh¯
′
2
(
1 + f¯R
)
h¯
δR = 0. (B.16)
Using equations (B.2, B.11, B.12) then results in
qψ¯
r
(
A¯0
1 + f¯R
+
N¯ h¯
rA¯0
′
)
δw′′ + qA¯0ψ¯
[
− q
2h¯ψ¯2
r4A¯0
′2 +
ξ¯′
(1 + f¯R)ξ¯r
+
√
h¯ξ¯′
r2A¯0A¯0
′
]
δw′ +
qA¯0ψ¯
r2
[
rq2A¯0
2
(1 + f¯R)ξ¯2
+
q2A¯0
N¯A¯0
′ −
ξ¯′
(1 + f¯R)ξ¯
−
√
h¯ξ¯′
rA¯0A¯0
′ +
q2h¯ψ¯ψ¯′
r2A¯0
′2
]
δw −
(
ψ¯
r
)′
1 + f¯R
δu′ −

(
ψ¯
r
)′
1 + f¯R
(
1
r
+
ξ¯′
ξ¯
)
+
(
ψ¯
r
)′′
1 + f¯R
 δu
+
δA′′
A¯0
′ −
A¯0
′′
A¯0
′2 δA
′ +
f¯RRh¯
′
2
(
1 + f¯R
)
h¯
δR+
(√
h¯δg(r)
)′
2
= 0. (B.17)
Since ingoing boundary conditions (4.11) must exist for all perturbations, including perturbation of
metric variables (δN and δh) [9], equations (B.10) and (B.11) are needed to satisfy such conditions,
leading to δF(r) = 0 and δg(r) = 0 at r = rh. Therefore, δF(r), δg(r), δF(r)
′ and δg(r)′ are removed
from perturbation equations and δR at r = rh must be zero on account of equations (B.13, B.14).
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