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Die vorliegende Arbeit beschaftigt sich mit der Frage, wie neue technologische Entwicklungen im Bereich der
optischen Nachrichtenubertragung zur Verbesserung der Prozessor-Speicher Koppelung in Multiprozessoren ge-
nutzt werden konnen. Sie zeigt, da da die Argumente fur die Beschrankung des sog. SMP Speichermodells
auf Rechner mit wenigen Prozessoren und gegen seine Anwendung bei der Vernetztung von Arbeitsplatzrechnern
nicht fur opto-elektronische Prozessor-Speicher Koppelung gelten. Sie stellt eine Grundlagenuntersuchung dar,
die den Weg fur eine praktische Nutzung der neuen Technologie in der parallelen Rechnerarchitektur ebnet. Die
Erkenntnisse der Arbeit haben zur Einrichtung eines DFG-Forschungsprojekt gefuhrt, das die Implementierung
von Rechnern mit opto-elektronischer Prozessor-Speicher Koppelung zum Ziel hat.
Im Nachfolgenden wird zunachst die Motivation fur die Arbeit erlautert. Daraufhin werden die Ziele dargelegt
und die Beitrage zusammengefat. Abschlieend wir der Aufbau der Ausarbeitung beschrieben.
1.1 Motivation
Die Arbeit ist durch die Unzulanglichkeiten der Speicherarchitektur heutiger Parallelrechner und die Fortschritte
der opto-elektronischen Netzwerktechnologie motiviert.
1.1.1 Symmetrische Multiprozessoren
Die zwei groten Probleme der Parallelverarbeitung sind die mangelhafte Programmierbarkeit und die Diskrepanz
zwischen der theoretisch moglichen und der in der Praxis erreichbaren Leistung der heutigen Rechner. Die meisten
Parallelrechner erreichen nur fur wenige Anwendungen eine gute Ezienz und erfordern eine komplexe, hardwa-
renahe Programmierung. Eine Schlusselrolle spielt dabei die Kommunikation zwischen den Prozessoren. Zugrie
auf Daten, die von mehreren Prozessoren gleichzeitig genutzt werden, sind in der Regel wesentlich langsamer als
normale Speicherzugrie und erfordern seitens des Programmierers eine besondere Behandlung. Eine Ausnahme
bilden in dieser Hinsicht die sog. symmetrischen Multiprozessoren (SMPs). Sie zeichnen sich durch eine fur
alle Prozessoren einheitliche (symmetrische) Sicht des Speichers aus. Dabei werden fur alle Speicherzugrie eine
einheitliche Speicherzugriszeit und die volle Cache-Koharenz garantiert. Die Kommunikation erfolgt uber den
Speicher. Es wird also nicht zwischen Zugrien auf gemeinsam und privat genutzte Daten unterschieden. Dies
lat ein einfaches Programmiermodell und eine hohe Ezienz fur ein breites Spektrum von Anwendungen zu.
Leider stellt die SMP-Architektur sehr hohe Anforderungen an die Leistung des Verbindungsnetzwerks und der
Netzwerkschnittstellen. Das Hauptproblem besteht darin, da fur eine eziente Realisierung der Cache-Koharenz
ein leistungsfahiger Rundruf-Mechanismus benotigt wird. Dabei steigt die benotigte Rundruf-Bandbreite linear
mit der Anzahl der Prozessoren. Ein solcher Rundruf-Mechanismus kann mit der heutigen Technologie nur fur
wenige Prozessoren und raumlich kleine Systeme implementiert werden. Dies hat zwei Grunde. Zum einen wird es
auf Grund fundamentaler Eigenschaften elektrischer Leitungen mit steigendem Fanout und Leitungslange immer
schwieriger, eine hohe Bandbreite bei geringer Latenz zu erreichen. Zum anderen setzt ein Rundruf voraus, da
alle Prozessoren jede Nachricht empfangen und untersuchen. Dadurch werden die Netzwerkschnittstellen der
Prozessoren mit zunehmender Bandbreite des Rundrufkanals uberfordert. Dabei spielen folgende Faktoren eine
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entscheidende Rolle: die geringe Ein/Ausgabe Bandbreite von VLSI-Bausteinen (das Pinout-Problem) und die
beschrankte Geschwindigkeit der Cache-Operationen (das Cache-Update Preassure Problem):
Pinout Problem: Die Rechnerkapazitat heutiger VLSI-Bausteine ist mehr als ausreichend, um auch bei massiv
parallelen SMPs die Anforderungen an die Netzwerkschnittstellen zu erfullen. Leider liegt ihre Ein/Ausgabe-
Bandbreite um mehrere Groenordnungen unter der Rechenkapazitat. Damit stellt der Datenu von der
Platine zum Chip einen Flaschenhals dar, der die Leistung konventioneller Netzwerkschnittstellen bestimmt.
Dieser Flaschenhals resultiert aus den schlechten elektrischen Signalubertragungseigenschaften der Pins
und Bondingdrahte, uber die die VLSI-Chips an die Platine angeschlossen sind. Hinzu kommt, da die
Anschlusse viel Chipache benotigen. Ihre Anzahl ist heute auf 500 bis 1000 pro Chip beschrankt.
Cache-Update-Preassure Problem: Um die Cache-Koharenz zu gewahrleisten mu jeder Prozessor die uber
den Brodcast-Kanal verschickten Daten mit seinem Cache-Inhalt vergleichen und bei Bedarf den Cache-
Inhalt modizieren. Somit ist die Bandbreite des Rundrufkanals durch die Zugrisgeschwindigkeit des Cache
beschrankt.
Aus obigen Uberlegungen folgt, da das SMP-Konzept nicht zur Koppelung von Arbeitsplatzrechnern verwendet
werden kann. Auerdem sind zur Zeit eziente SMPs auf Rechnern mit 2 bis 16 Prozessoren beschrankt. Bei
groeren Prozessorzahlen ist es nicht mehr moglich, eine mit sequentiellen Rechnern vergleichbare Speicherlatenz
zu garantieren. Der bisher grote SMP ist der Ultra Enterprise 10000 Server von SUN mit 64 Prozessoren. Dabei
kann die groe Prozessorzahl allerdings nur auf Kosten einer Hauptspeicherlatenz von bis zu 600ns (verglichen
mit ca. 150Ns bei sequentiellen Rechnern) und eines sehr groen Implementierungsaufwandes erreicht werden.
1.1.2 Fortschritte in der Optischen Nachrichtentechnik
Es ist seit geraumer Zeit bekannt, da die optische und opto-elektronische Nachrichtenubertragung der elektroni-
schen uberlegen ist. Trotzdem spielt sie bislang im Bereich der Rechnerarchitektur noch keine Rolle. Der Grund
hierfur liegt darin, da komplexe, leistungsfahige optische Systeme bisher nicht robust und kompakt genug fur die
praktische Anwendung gebaut werden konnten. Lediglich sequentielle Lichtleiterfaser-Systeme mit einer Datenra-
te von bis zu 2.4 Gbit/s konnte bisher in der Praxis realisiert werden. In der Telekomunikation und im Bereich der
LAN-Netzwerke sind solche Systeme elektrischen Alternativen uberlegen, da elektrische Datenubertragung mit
einer so hohen Frequenz nur uber wenige Meter moglich ist. Fur die Anwendung in der Rechnerarchitektur ware
dagegen eine um einen Faktor 10 bis 100 hohere Bandbreite notwendig. Sie kann mit einfachen Fasersystemen
aus zwei Grunden nicht realisiert werden. Einerseits ist es nicht praktikabel, solche Datenraten sequentiell durch
eine Leitung zu schicken. Dies wurde die elektronischen Treiber uberfordern. Andererseits war es bisher nicht
moglich, viele einzelne Fasern zu einem parallelen Ubertragungssystem zu kombinieren. Dazu waren bisher die
Sender und Treiber zu aufwendig. Ein weiteres Problem sequentieller optischer Systeme ist ihre hohe Latenz. Sie
resultiert aus der Notwendigkeit, Daten in einem speziellen Format zu senden, um das Fehlen von Kontrol- und
Taktleitungen zu kompensieren.
Die Arbeit ist durch den rasanten Fortschritt motiviert, der zur Zeit imBereich optischer und opto-elektronischer
Systemtechnik stattndet. Er ist mit der Entwicklung in den Anfangsjahren der Computertechnik vergleichbar.
Opto-elektronische Systeme, die bisher die Flache eines ganzen Labortisches fullten, konnen nun in Form weniger
Zentimeter oder gar Millimeter groer integrierter Module hergestellt werden. Solche Module konnen Tausende
optischer Ein/Ausgabekanale und komplexe Netzwerktopologien beinhalten. Vom Standpunkt der Rechnerarchi-
tektur gesehen besonders bemerkenswert sind zwei Entwicklungen: die Fortschritte bei der Integration optischer
Ein/Ausgabekanale auf konventionellen elektronischen Bausteinen, sowie neuartige massiv parallele Ubertra-
gungssysteme. Sie ermoglichen massiv parallele optische Verbindungen, die direkt zwischen VLSI -Bausteinen
verlaufen.
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Wie in 4.16 genau erlautert ([86]) zeichnen sich solche Verbindungen dadurch aus, da:
 die Bandbreite der einzelnen Kanale im Bereich von 2 bis 4 Bit pro Prozessortaktzyklus liegt und mit der
Leistung der VLSI-Technologie skaliert,
 die optischen Anschlusse nur wenig Chipache benotigen, so da bis zu 64000 auf einem Chip untergebracht
werden konnen, ohne die Leistungsfahigkeit der Logik zu beeintrachtigen,
 die Latenz der Kanale im Bereich einiger weniger Gatterschaltzeiten plus der Signallaufzeit liegt,
 die Daten aller Kanale parallel von der Logik eines VLSI-Bausteins verarbeitet werden und
 die obigen Leistungsparameter nicht durch die Leitungslange und nur unwesentlich durch den Fanout be-
einut werden.
Massiv parallele optische Verbindungen zwischen VLSI-Bausteinen sind damit in der Lage, Rundruf-Kanale mit
einer hohen Bandbreite, hohen Fanout und einer groen raumlichen Ausdehnung zu realisieren. Dies erlaubt die
Koppelung von Arbeitsplatzrechnern mit Hilfe des SMP-Speichermodells. Gleichzeitig wird das Pinout-Problem
durch die hohe Bandbreite beseitigt, die die direkt auf den VLSI-Bausteinen integrierten optischen Ein/Ausgabe
Kanale realisieren. Wie spater in der Arbeit gezeigt wird, erlaubt die hohe Anzahl dieser Ein/Ausgabe Kanale zu-
sammen mit einem geeigneten Speicherzugrisprotokoll eine Parallelisierung der Cache-Zugrie. Auf diese Weise
kann das Cache-Update-Preassure Problem gelost werden. Damit werden die Voraussetzung fur die Realisierung
von SMPs mit hoher Prozessorzahl geschaen.
1.2 Ziele
Die Arbeit stellt eine Grundlagenuntersuchung dar. Sie hat sich zum Ziel gesetzt, den Weg fur die Implementie-
rung opto-elektronischer SMPs zu ebnen. Dabei soll zum einen gezeigt werden, da die zu erwartenden Vorteile
solcher Architekturen den hohen Aufwand fur Ihre Entwicklung rechtfertigen. Zum andern sollen die vielverspre-
chendsten Implementierungsansatze aufgezeigt werden. Hierbei sollen sowohl Fragen der Technologie als auch
die der Rechnerarchitektur berucksichtigt werden. Im einzelnen sollen in der Arbeit folgende Fragen beantwortet
werden:
1. Welche Technologie und welche Komponenten erscheinen fur die Anwendung in der Prozessor-Speicher
Koppelung am vielversprechendsten ?
2. Bei welchen Komponenten ist noch im Hinblick auf eine solche Anwendung weitere Forschung und Entwick-
lung besonders notwendig ?
3. Wie konnen die Vorteile der neuen Technologie in einer SMP-Architektur am besten genutzt werden ?
4. Welche Leistung ist von den Architekturen unter realistischen Annahmen bezuglich der Leistungsfahigkeit
der opto-elektronischen Komponenten zu erwarten ?
1.3 Ansatze
Wie oben dargelegt, scheitert die elektronische Implementierung von SMPs mit groer raumlicher Ausdehnung und
groer Prozessorzahl an zwei Dingen: der Schwierigkeit leistungsfahige Rundrufkanale mit einem hohen Fanout
und groer Leitungslange zu realisieren, und der unzureichenden Leistung elektronischer Netzwerkschnittstellen.
In der Arbeit wird gezeigt, wie die obigen Probleme durch den Einsatz von VLSI-Bausteinen mit integrierten opti-
schen Ein/Ausgabefenstern und massiv parallelen optischen Verbindungen gelost werden konnen. Die Grundidee
ist in Abbildung 1.2 dargestellt. Sie kann wie folgt zusammengefat werden:
 Das elektronische Verbindungsnetzwerk wird auf einen VLSI-Chip 'geschrumpft', der mit optischen Ein/Aus-
gabefenstern versehen ist. Durch die geringe Leitungslange und gunstige elektrische Leitungseigenschaften
innerhalb des Chips kann so eine hohe Bandbreite bei niedriger Latenz und hohem Fanout erreicht werden.




















Abbildung 1.1: Die Grundidee der in der Arbeit betrachteten Systeme am Beispiel eines Bus-basierten Rechners.
 Der auf dem Chip bendliche Bus wird mit Hilfe einer unidirektionalen optischen Leitung (B-Kanal genannt)
verlangert. Uber diese Leitung kann der Chip Daten an alle Prozessoren und Speicherbanke einen Rundruf
schicken. Da der Rundruf optisch stattndet, kann weitgehend unabhangig von der Anzahl der Prozessoren
und der Ausdehnung des Systems auch hier eine hohe Bandbreite und geringe Latenz garantiert werden.
 Die Prozessoren und Speicherbanke werden uber optische Punkt-zu-Punkt Kanale (P- und M-Kanale ge-
nannt) an die optischen Ein/Ausgabefenster des Chips angeschlossen. Alle Nachrichten, die sie an das
System verschicken wollen, gehen zuerst uber diese Kanale an den Chip. Dieser speichert sie zwischen,
fuhrt im Fall von Konikten eine Arbitrierung durch und leitet sie dann weiter. Dank der Vorteile der
optischen Datenubertragung und der direkten Anbindung an den VLSI-Chip haben die P-und M-Kanale
unabhangig von der Systemgroe eine geringe Latenz.
 Die Prozessoren werden mit einer opto-elektronischen Netzwerkschnittstelle versehen um das Pinout-Problem
zu losen.
An dieser Stelle mag es zunachst unverstandlich erscheinen, warum eine opto-elektronische anstelle einer rein
optischen Architektur verwendet wird. Hierfur gibt es zwei Grunde:
1. Fur einen Rundruf wird ein Transmitter mit hoher Bandbreite und einer zur Prozessorzahl proportionalen
Ausgangsleistung benotigt. Fur hohe Prozessorzahlen sind solche Transmitter aufwendig und teuer. Da
in einem rein optischen Bussystem jeder Prozessor und jede Speicherbank auf dem Rundrufkanal senden
konnen mu, steigt die Anzahl solche Sender im System linear mit der Anzahl der Prozessoren. In dem hier
vorgeschlagenen System wird der Rundruf hingegen nur von dem opto-elektronischen Chip durchgefuhrt.
Die Prozessoren und Speicherbanke schicken ihre Daten uber Punkt-zu-Punkt Kanale, so da sie mit verhalt-
nismaig einfachen Sendern auskommen. Somit wird unabhangig von der Anzahl der Prozessoren nur ein
solcher Transmitter benotigt.
2. Auf dem VLSI-Chip bendet sich zu jedem Zeitpunkt die Information uber alle im System vorhandenen
Anfragen. Dies ermoglicht eine eziente und intelligente Arbitrierung. Auerdem konnen auf dem Chip
verschiedene Optimierungen (z.B. eine eziente Synchronisation) durchgefuhrt werden.




Abbildung 1.2: Die in der Arbeit ausgewahlten Technologien. Abbildung a) stellt das Flip-Chip Bonden eines GaAs optischen
Bauteils auf einem Silizium-VLSI-Schaltkreis dar. In Abbildung b) ist ein Stecker fur ein paralleles Faser-Ubertragungssystem
zu sehen. Das Prinzip der planar integrierten Freiraumoptik ist in Bild c) dargestellt. Die Moglichkeiten der LIGA-Technologie
verdeutlicht das in Bild d) gezeigte mikroskopische Zahnrad.
1.3.1 Technologie
Fur die Implementierung des oben beschriebenen Architekturkonzeptes werden drei Dinge benotigt:
1. eine Moglichkeit, komplexe VLSI-Schaltkreise mit vielen optischen Ein/Ausgabefenster zu kombinieren,
2. ein optisches System, da sehr viele hochfrequente Kanale exibel und robust uber Entfernungen bis zu
10m ubertragt,
3. eine Moglichkeit, das optische System robust und kompakt an die optischen Ein/Ausgabefenster des VLSI-
Chips anzubinden.
Fur die erste Aufgabe wird das Flip-Chip Bonden von optischen Bauelementen auf konventionellen CMOS VLSI-
Chips (siehe z.B. [16]) vorgeschlagen. Diese Technologie erlaubt die billige und einfache Integration einer breiten
Palette von optischen Sendern und Empfangern. Dabei garantiert sie eine geringe Latenz und schrankt die
Funktionalitat der CMOS-Schaltkreise in keiner Weise ein. Fur die Datenubertragung wurden massiv parallele
Lichtleiter-Fasersysteme ausgewahlt. Solche Systeme arbeiten mit ein- und zweidimensionalen Bundeln von 8 bis
maximal 512 Fasern, wobei in jeder Faser bis zu 32 Signale mit Hilfe unterschiedlicher Wellenlangen ubertragen
werden konnen ([85]). Sie bieten die benotigte hohe Anzahl von Kanalen und sind gleichzeitig robust und ahnlich
einfach in der Handhabung wie konventionelle elektrische Kabel. Hinzu kommt, da sie mit einer Vielzahl an
kommerziell erhaltlichen Faserkomponenten kompatibel sind. Fur die Anbindung der Faser-Ubertragungsysteme
an die optischen Fenster des VLSI-Chips wird eine Kombination aus planar integrierter Freiraumoptik ([75]) und
LIGA-Mikromechanik ([35]) vorgeschlagen. Die planare Freiraumoptik integriert komplexe optische Systeme im
Inneren einer kleinen Glasplatte, auf deren Ober- und Unterseite die benotigten optischen Bauelemente eingeatzt
werden. Sie erlaubt komplexe Abbildungen der Faserkanale auf die Ein/Ausgabefenster der VLSI-Chips in einem
stabilen, kompakten Aufbau. Fur die Befestigung der planaren Optik an den Fasern und dem Chip werden
mikromechanische Komponenten benotigt, die am besten mit dem LIGA-Verfahren realisiert werden konnen.
Diese Technologie ermoglicht die Herstellung komplizierter Strukturen mit einer Genauigkeit von weniger als 1m.
Da sie auf Lithographie und plastischer Abformung basiert, ist sie gleichzeitig fur die billige Massenproduktion
gut geeignet.
1.3.2 Architekturen
Basierend auf der oben beschriebenen Grundidee, werden in der Arbeit drei Architekturvarianten untersucht:
ein einfacher opto-elektronischer Bus, eine opto-elektronisches Bus/Crossbar Kombination, und ein Netzwerk aus
mehreren opto-elektronischen Bussen. Sie werden nachfolgend als PHOTOBUS, PHOTOBAR, und PHOTON
bezeichnet. Die drei Architekturen sind so konzipiert, da sie aufeinander aufbauen und dabei immer starker
die Vorteile optischer und opto-elektronischer Netzwerkkomponenten nutzen. Sie geben so Meilensteine fur eine
stufenweise Einfuhrung der neuen Technologie in die Rechnerarchiktur vor.
PHOTOBUS
Auf dem opto-elektronischen VLSI-Chip wird ein konventioneller paketorientierter Bus realisiert. Wenn ein Pro-
zessor oder eine Speicherbank eine Nachricht auf dem Bus ubertragen mochte, dann mu sie diese zunachst uber















VLSI-Chips mit optischen Ein/Ausgabefenstern
Abbildung 1.3: Die Abbildung zeigt die drei in der Arbeit untersuchten Architekturen: die PHOTOBUS-Architektur (a), die
PHOTOBAR-Architektur (b) und die PHOTON-Architektur (c)
ihren P- bzw. M-Kanal an den Bus-Chip schicken. Der Chip speichert die Nachricht zwischen und schickt sie so
bald wie moglich uber den B-Kanal an alle Systemkomponenten.
Die obige Architektur hat gegenuber konventionellen elektronischen SMPs vor allem den Vorteil, da sie sich
fur die Implementierung eines SMP Speichermodells bei Arbeitsplatzrechner-Clustern eignet. Da der Rundruf
optisch stattndet, spielt es fur die Bandbreite und Latenz keine Rolle, ob sich die Prozessoren auf einer Platine
oder in verschiedenen in einem Raum verteilten Rechnern benden. Hinzu kommt, da der optische Rundrufkanal
eine hohere Bandbreite als ein elektrischer erreichen kann und somit mehr Prozessoren zulat.
Die PHOTOBUS-Architektur basiert weitgehend auf kommerziell bzw. als Laborprototypen erhaltlichen Kom-
ponenten. Lediglich die Anbindung der Faser an den opto-elektronischen Bausteine mu in Form einer Sonder-
anfertigung realisiert werden. Die PHOTOBUS-Architektur damit die Moglichkeit, verhaltnismaig schnell einen
Prototyp zu bauen, der die Eignung der Opto-Elektronik fur den Einsatz in der Praxis unter Beweis stellt.
PHOTOBAR
Diese Architektur ist durch die Tatsache motiviert, da nur ein Teil der Nachrichten in einem SMP eines Rundrufs
bedarf. Um dies zu nutzen, sind die optischen Kanale von den Prozessoren und Speicherbanken zum opto-
elektronischen Chip bidirektional. Auerdem besitzt der Chip neben einem Bus auch noch ein Crossbar-Netzwerk.
Nachrichten, die keines Rundrufs bedurfen, werden uber das Crossbar und die bidirektionalen Kanale geroutet.
Dadurch werden der Rundrufkanal entlastet und der Systemdurchsatz gesteigert.
Die PHOTOBAR-Architektur ist ahnlich wie die PHOTOBUS-Architektur fur die Koppelung von Arbeits-
platzrechnern geeignet. Gleichzeitig ist sie Dank der Entlastung des B-Kanals wesentlich besser skalierbar. Wie
in Kapitel 8 gezeigt wird, kann sie bis zu 128 Prozessoren unterstutzen. So kann das SMP-Konzept den Bereich
groer Server und kleiner Supercomputer erweitern. Der Preis hierfur ist die Abkehr von sofort kommerziell bzw.
als Prototypen erhaltlichen Komponenten.
PHOTON
Fur SMPs mitHunderten von Prozessoren wird eine Architektur vorgeschlagen, die aus mehreren opto-elektronischen
Bus-Chips besteht. Jeder Bus-Chip ist fur die Zugrie auf eine Untermenge von Speicherbanken zustandig. Er
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kann uber optischen Eingabekanale Daten von dieser Untermenge von Speicherbanken sowie allen Prozessoren
gleichzeitig empfangen und speichern. Auerdem kann er uber einen optischen Rundrufkanal Daten an diese
Speicherbanke und die Prozessoren verschicken. Damit die Prozessoren Daten an alle Bus-Chips schicken konnen,
sind ihre optischen Ausgabekanale als Rundrufkanale ausgelegt. Auerdem besitzt jeder Prozessor einen opto-
elektronischen VLSI Chip als Schnittstelle zu den Rundrufkanalen der Bus-Chips. Dadurch wird sichergestellt,
da die hohe Bandbreite der vielen Rundrufkanale von den Prozessoren verarbeitet werden konnen.
Die PHOTON-Architektur erweitert das Einsatzgebiet der SMPs in den Bereich groer, massiv paralleler
Supercomputer. Um dies zu erreichen, setzt sie auf neue, zum Teil noch im Entwicklungsstadium bendliche
Bauteile. Sie stellt damit die angestrebte Endstufe der Entwicklung opto-elektronischer Multiprozessoren.
1.4 Beitrage
Das wichtigste Ergebnis der Arbeit besteht in der folgenden Feststellung:
Die Argumente fur die Beschrankung des SMP Speichermodells auf rechner mit wenigen Prozessoren und gegen
seine Anwendung bei der Vernetzung von Arbeitsplatzrechnern gelten nicht fur Rechner mit opto-elektronische
Prozessor-Speicher Koppelung.
Es wird gezeigt, da unter realistischen Annahmen bezuglich der Leistungsfahigkeit der Opto-Elektronik, das
SMPs-Speichermodell sowohl imBereich der Arbeitsplatzrechner-Cluster als auch in Superrechnern mitHunderten
von Prozessoren anwendbar ist. Damitwird eine Annahme in Frage gestellt, die die Architektur der Parallelrechner
in den letzten Jahren gepragt hat.
Die einzelnen Beitrage der Arbeit konnen in drei Bereiche eingeteilt werden: Technologiestudie, Architektur-
entwurf und Leistungsbewertung.
1.4.1 Technologie
In der Arbeit wird ein Konzept fur die Realisierung opto-elektronischer Verbindungen entwickelt, die auf die
Anwendung in der Prozessor-Speicher Koppelung in SMPs optimiert sind. Die Beitrage konnen wie folgt zusam-
mengefat werden:
1. Unter der Vielzahl neuer optischer und opto-elektronischer Komponenten werden diejenigen identiziert,
die fur den Einsatz in der Prozessor-Speicher Koppelung am besten geeignet sind. Dabei werden vor allem
zwei Aspekte beachtet: die Reife der Technologien und ihre gegenseitige Kompatibilitat.
2. Auf der Basis der in der Literatur veroentlichten Daten wird abgeschatzt, welche Leistung von einem auf
obigen Komponenten basierenden Netzwerk zu erwarten ist.
3. In Zusammenarbeit mit Wissenschaftlern aus den Gebieten der Optik, Opto-Elektronik und Mikrosystem-
technik wird ein Konzept fur ein modulares opto-elektronisches Baukastensystem entwickelt.
4. Die Realisierbarkeit des obigen Systems wird durch die Implementierung von einfachen Prototypen fur einige
kritische Teile des Systems untermauert. Diese Prototypen wurden am Institut fur Mikrotechnik in Mainz
und bei den Bell-Labs in USA nach den im Rahmen der Arbeit erarbeiteten Entwurfen gefertigt.
1.4.2 Architekturentwurf
Der Beitrag der Arbeit im Bereich der Rechnerarchitektur besteht im Entwurf der drei im vorigen Abschnitt
beschriebenen opto-elektronischen SMP-Speicherarchitekturen. Dabei wird fur wie folgt vorgegangen:
1. Fur jede Architektur wird gezeigt, welche Bedingungen erfullt werden mussen, um eine korrekte Ausfuhrung
des Berkeley-Cache-Koharenz Prototkolls zu garantieren.
2. Es wird der Aufbau der Komponenten beschrieben, die zur Implementierung obiger Protokolle notwendig
sind. Die Funktion der Komponenten wird mit Hilfe endlicher Automaten und Blockdiagrammen speziziert.
3. Es wird am Beispiel der Synchronisationsoperationen LOCK und UNLOCK gezeigt, wie komplexe Opera-
tionen auf dem Bus bzw. Schalterchip implementiert werden konnen.
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4. Es wird am Beispiel der PHOTON-Architektur gezeigt, wie das Problem der cache-Update-Pressure mit
Hilfe der opto-elektronischen VLSI-Bausteine und einer geeigneten Netzwerktopologie gelost werden kann.
1.4.3 Leistungsbewertung
Fur die einzelnen Architekturen wird ermittelt, wie ihre Ezienz von den Technologieparametern abhangt. Dabei
wird gezeigt, da unter realistischen Annahmen bezuglich der Technologieparameter die Realisierung ezienter
SMPs mit Hunderten von Prozessoren moglich ist. Auch die Machbarkeit von Arbeitsplatzrechner-Clustern mit
einem SMP-basierenden Speichermodell wird untermauert. Im einzelnen werden im Bereich der Leistungsbewer-
tung folgende Beitrage geleistet:
1. Es wird ein einfaches schlangentheoretisches Modell der entworfenen Architekturen erstellt.
2. Es wird eine Simulationsumgebung geschaen, in der die verschiedenen Architekturen unter verschiedenen
Annahmen uber die Leistungsfahigkeit der Technologie bewertet werden konnen.
3. Die Leistung der entworfenen Architekturen werden an Hand ausgewahlter SPLASH-2 Benchmarks in dem
Simulator untersucht. Durch einen Vergleich der Ergebnisse mit der Theorie kann die Korrektheit der
Simulation untermauert werden.
1.5 Aufbau der Ausarbeitung
Die Ausarbeitung besteht aus zwei Teilen. Der erste Teil beschaftigt sich mit den Grundlagen und den Hinter-
grunden. Im zweiten Teil werden die Ergebnisse der Arbeit beschrieben.
Grundlagen
Da die Arbeit einen interdisziplinaren Charachter hat, fallt dieser Teil recht ausfuhrlich aus. Es sorgt dafur, da
sowohl der aus der Informatik kommender Leser die mit den Grundlagen der Opto-Elektronik vertraut gemacht
wird, als auch der in der Opto-Elektronik beheimatete Laser in die Problematik paralleler Rechnerarchitektur
eingefuhrt wird.
Kapitel 2: Hier werden die wichtigsten Aspekte paralleler Rechnerarchitektur zusammengefat. In diesem Zu-
sammenhang wird begrundet, warum die symmetrischen Multiprozessoren eine besonderes attraktive Ar-
chitekturvariante darstellen.
Kapitel 3: In diesem Kapitel wird die Speicherarchitektur von SMPs erlautert. Dabei wird gezeigt, wo die Pro-
bleme bei der Implementierung groer leistungsfahiger SMPs liegen. Abschlieend werden Forschungsarbei-
ten angesprochen, die sich mit Speichersystemen von massiv parallelen Rechnern und Arbeitzplatzrechner-
Clustern beschaftigen.
Kapitel 4: Kapitel 4 beschaftigt sich mit der opto-elektronischen Netzwerktechnik und ihrer Anwendung in der
Rechnerarchitektur. Es fat die fundamentalen Vorteile der Optik zusammen und gibt einen Uberblick uber
den Stand der Technik. Dabei wird deutlich, warum neue technologische Entwicklungen eine Anwendung
in SMPs praktikabel erscheinen lassen. Abschlieend werden verwandte Arbeiten diskutiert, die sich mit
opto-elektronischen Parallelrechnern beschaftigen.
Ergebnisse
Kapitel 5: Dieses Kapitel stellt die in der Arbeit verfolgten Ansatze und die gewahlte Vorgehensweise vor. Dabei
werden unter anderem die Grundidee der theoretischen Modellierung und der Aufbau der Simulationsum-
gebung beschrieben.
Kapitel 6: Das Kapitel behandelt die Ergebnisse der Technologiestudie. Es beschreibt die gewahlten Techno-
logien und ermittelt ihre Leistungsparameter. Daruberhinaus werden das Konzept des opto-elektronischen
Baukastensystems und die implementierten Komponenten-Prototypen vorgestellt.
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Kapitel 7: Kapitel 7 beschaftigt sich mit der PHOTOBUS-Architektur. Als erstes werden die Bedingungen
erlautert, die zur korrekten Realisierung des Berkley-Protokolls berucksichtigt werden mussen. Daraufhin
wird der Aufbau eines Systems beschrieben, das diese Bedingungen erfullt. Basierend auf dieser Beschrei-
bung werden die Leistungsparameter des Systems ermittelt. Diese Parameter werden als Grundlage der
nachfolgend beschriebenen theoretischen Modellierung und Simulation benutzt. Abschlieend wird die Rea-
lisierung der LOCK und UNLOCK Operationen auf dem Bus-Chip beschrieben.
Kapitel 8: Kapitel 8 stellt die PHOTOBAR-Architektur vor. Die Vorgehensweise ist dabei mit der von Kapitel
7 identisch.
Kapitel 9: Diese Kapitel ist massiv parallelen SMP Architekturen auf der Basis des PHOTON-Konzeptes ge-
widmet. Auch hier wird wie im Kapitel 7 vorgegangen.
Kapitel 10: Kapitel 10 fat die Ergebnisse zusammen. Auerdem werden einige Ideen fur weiterfuhrende For-
schungsarbeiten vorgestellt.








Das Ziel dieses Kapitels besteht darin, die vorliegende Arbeit in den groeren Zusammenhang paralleler Rech-
nerarchitektur einzuordnen. Dabei wird vor allem die Bedeutung der Speicherarchitektur fur die Ezienz und
die Programmierbarkeit eines Parallelrechners hervorgehoben. So wird auch deutlich, warum die symmetrischen
Multiprozessoren mit ihrer einheitliche Speichersicht eine so wichtige Rechnerklasse sind.
Abschnitt 2.1 beschaftigt sich mit den Grundkonzepten paralleler Rechnerarchitekturen und Programmiermo-
delle. Daraufhin werden in den Abschnitten 2.2 und 2.3 die beiden wichtigsten Aspekte der parallelen Rechner-
architektur genauer erlautert: der Kontrollu und die Speicherarchitektur. Als nachstes wird im Abschnitt 2.4
gezeigt, wodurch sich gute Programmiermodelle fur Parallelrechner auszeichnen. Abschnitt 2.5 widmet sich der
Frage, welche Voraussetzungen eine Rechnerarchitektur erfullen mu, damit gut Programmiermodelle ezient
implementiert werden konnen. Dabei wird die Schlusselrolle des CC-UMA Speichermodels verdeutlicht, da den
symmetrischen Multiprozessoren zugrunde liegt.
2.1 Grunduberlegungen
Ein Parallelrechner ist eine Ansammlung von Prozessoren, die gemeinsam an der Losung eines Problems arbeiten.
Dabei soll die Losungszeit gegenuber einem sequentiellen Rechner moglichst stark verkurzt werden. Gleichzeitig
mochte man moglichst wenig Arbeit in die Parallelisierung des Problems stecken. Die Leistungsfahigkeit eines
Parallelrechners wird demnach nach zwei Gesichtspunkten beurteilt: seiner Ezienz und der Programmierbarkeit.
Unter der Ezienz versteht man dabei den Geschwindigkeitsgewinn, den man durch die Parallelisierung von
Anwendungen erzielen kann. Die Programmierbarkeit bestimmt den Arbeitsaufwand, der zum Erreichen dieses
Geschwindigkeitsgewinns notwendig ist. Von ihr hangt es ab, wie schwierig es ist, den parallelen Algorithmus zu
implementieren, wie leicht das resultierende Programm zu warten ist, und wie portabel es ist.
Die Parallelisierung einer Anwendung ahnelt dem Versuch, eine komplexe Aufgabe auf ein Team von Mitar-
beitern moglichst ezient zu verteilen. Dazu mu man zunachst einen Plan (Algorithmus) formulieren, wie die
Aufgabe sinnvoll aufgeteilt werden kann. In einem idealen Team wurden die Mitglieder in der Lage sein, den
Plan durchzulesen, sich selbst die notwendigen Unterlagen zu suchen und ihn durchzufuhren. In Wirklichkeit
klappt dies jedoch selten. Das Team wurde die Aufgabe entweder gar nicht oder nur inezient bewaltigen. In
der Regel ist es daher notwendig, jedem seine Rolle in dem Team zu erklaren und ihm die benotigten Unterlagen
zur Verfugung zu stellen. Auerdem mu man dafur sorgen, da die Teammitglieder miteinander reden (kommu-
nizieren) und ihre Vorgehensweisen aufeinander abstimmen (ihre Arbeit synchronisieren). Je besser ein Team ist,
um so weniger braucht man seinen Mitgliedern zu erklaren, damit sie ihre Aufgabe schnell und gut bewaltigen.
Analog ware ein ideales paralleles System ein solches, das lediglich eine abstrakte Beschreibung des parallelen
Algorithmus benotigt. In Wirklichkeit gibt es einen solchen idealen Parallelrechner leider nicht. Fur eine eziente
Implementierung mu sich der Programmierer um eine Vielzahl technischer Details kummern. Dabei mussen die
Aufgaben auf die Prozessoren verteilt und die benotigten Daten den entsprechenden Prozessoren zur Verfugung
gestellt werden. Gleichzeitig mu man sicherstellen, da die Prozessoren miteinander kommunizieren und sich
miteinander synchronisieren. Dabei gilt wie bei einem menschlichen Team, da ein System um so besser ist, je
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weniger man sich explizit mit den Details des parallelen Programmablaufs beschaftigen mu, um eine eziente
Ausfuhrung zu gewahrleisten.
2.1.1 Das PRAM-Modell
Ein idealer Parallelrechner, der einfach zu programmieren und dabei fur den jeweiligen Algorithmus optimale
parallele Ezienz garantiert, wird durch das PRAM-Modell (Parallel Random Access Machine) beschrieben [47].
Es ist eine Erweiterung des elementaren RAM (RandomAccess Machine) Maschinenmodells, das eine Idealisierung
eines sequentiellen Rechners darstellt. Ein PRAM-Rechner besteht aus P Prozessoren, die an einen gemeinsamen
Speicher angeschlossen sind. Das Modell geht davon aus, da
1. die Prozessoren auf den Speicher in einer uniformen, von dem Datum und dem Zugrismuster unabhangigen
Zeit zugreifen konnen,
2. alle Prozessoren das Programm synchron Zeile fur Zeile abarbeiten und
3. fur die Programmausfuhrung beliebig viele Prozessoren zur Verfugung stehen.
Zur Implementierung eines parallelen Algorithmus in PRAM-Modell mussen fur jede Programmanweisung le-
diglich speziziert werden, welche Prozessoren die Anweisung ausfuhren mussen, und auf welche Daten welcher
Prozessor zugreifen soll.
2.1.2 Reale Parallelrechner
Ein realer Parallelrechner ist eine Ansammlungvon Prozessoren, Speicherbanken und Ein/Ausgabe-Komponenten,
die mit Hilfe eines Verbindungsnetzwerks zu einer Einheit zusammengefugt wurden. Die Unterschiede zwischen
der Architektur realer Parallelrechner und der PRAM konnen in zwei Bereiche eingeteilt werden: den Kontrollu
und der Speicherarchitektur.
Kontrollu: Im allgemeinen arbeiten die Prozessoren eines Parallelrechners weder synchron, noch fuhren sie
Anweisung fur Anweisung das gleiche Programm aus.
Speicherarchitektur: Es ist in der Praxis nicht moglich, ein System zu realisieren, bei dem alle Prozessoren in
Einheitszeit und ohne Konikte auf einen gemeinsamen Speicher zugreifen konnen.
Hinzu kommt, da bei realen Parallelrechnern nicht immer genug Prozessoren zur Verfugung stehen, um den
maximalen Parallelitatsgrad einer jeden Anwendung zu nutzten.
2.1.3 Programmiermodell und Rechnerarchitektur
Bei der Betrachtung eines Parallelrechners mu man zwischen zwei Ebenen unterscheiden: dem Programmiermo-
dell und der Rechnerarchitektur. Das Programmiermodell stellt die logische Sicht des Rechners dar. Es gibt die
Konstrukte an, mit deren Hilfe die Verteilung der Berechnung und der Daten sowie die Kommunikation und die
Synchronisation stattnden. Damit ist es fur die Programmierbarkeit ausschlaggebend. Unter der Architektur
versteht man den physikalischen Aufbau des Rechners. Sie stellt die Mechanismen zur Verfugung, auf die die
Konstrukte des Programmiermodells abgebildet werden. Dabei geht es vor allem darum, wie die Prozessoren
miteinander und mit dem Speicher verbunden sind. Zusammen mit der fur die Implementierung verwendeten
Technologie bestimmt die Architektur die fundamentalen Grenzen der Ezienz eines Parallelrechners.
Die Ezienz eines Programms auf einer bestimmten Rechnerarchitektur hangt in der Regel sehr stark davon
ab, wie gut das Programm an die Eigenheiten der Architektur angepat ist. Ein gute Ezienz kann nur ein Pro-
gramm erreichen, das die Starken und Schwachen einer Architektur auf Hardwareebene optimal berucksichtigt.
Auf der anderen Seite setzt ein gutes Programmiermodell voraus, da der Programmierer von den Details der
Rechnerarchitektur moglichst weit abstrahieren kann. Damit ist es Aufgabe des Ubersetzers und des Betriebssy-
stems, aus der abstrakten Algorithmenbeschreibung einen an die Architektur angepaten Code zu generieren. Die
Leistungsfahigkeit eines Parallelrechners hangt somit in der Praxis vor allem von der Wechselwirkung zwischen
dem Programmiermodell und der Rechnerarchitektur ab.
Eine gute Parallelrechnerarchitektur zeichnet sich dadurch aus, da sie auch bei der Verwendung eines
abstrakten, einfachen Programmiermodells eine hohe Ezienz erreicht.
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Wie in den nachfolgenden Abschnitten gezeigt wird, erfullen von den heutigen Parallelrechnerarchitekturen die
symmetrischen Multiprozessoren die obige Forderungen am besten. Darin liegt die Motivation fur die vorliegende
Arbeit.
2.2 Der Kontrollu in realen Parallelrechnern
Die bekannteste Klassikation der Parallelrechner in Bezug auf den Kontrollu wurde von Flynn in [45] vorge-
nommen. Bei der Flynn'schen Klassikation kommtes darauf an, ob die Daten- und Befehlsstrome der Prozessoren
gemeinsam oder getrennt sind. In diesem Sinne kann man zwischen vier Konzepten unterscheiden: gemeinsa-
mer Daten- und Befehlsstrom (SISD fur single instruction single data), getrennter Datenstrom und gemeinsamer
Befehlsstrom (SIMD fur single instruction multiple data), getrennter Datenstrom und getrennter Befehlsstrom
(MIMD fur multiple instruction multiple data), sowie gemeinsamer Datenstrom und getrennter Befehlsstrom
(MISD fur multiple instruction single data). Von diesen vier Konzepten sind nur MIMD und SIMD fur die par-
allele Rechnerarchitektur von Bedeutung. Das SISD-Konzept enspricht einen sequentiellen Rechner wahrend das
MISD in Vektorrechnern angewendet wurde.
2.2.1 SIMD-Architekturen
Bei einem SIMD-Rechner wird das Programm ahnlich wie bei einer PRAM abgearbeitet. Alle Prozessoren be-
arbeiten die Anweisungen synchron im Gleichschritt. Sie fuhren also zu jedem Zeitpunkt alle jeweils die gleiche
Anweisung aus. Damit sie nicht alle exakt das Gleiche tun, kann jeder Prozessor auf seine eigenen Daten zugrei-
fen. Auerdem besteht die Moglichkeit, da bei bestimmten Anweisungen bestimmte Prozessoren aussetzen, also
nichts tun. So konnen Verzweigungsanweisungen implementiert werden, bei denen unterschiedliche Prozessoren
unterschiedliche Zweige wahlen.
Das SIMD-Modell hat zwei Vorteile. Zum einen wird keine zusatzliche Synchronisation benotigt. Dies ver-
einfacht die Programmierung und vermeidet Verzogerungen durch explizite Synchronisationsanweisungen. Zum
anderen werden durch den gemeinsame Befehlsstrom die Kosten fur die Implementierung des Rechners gesenkt.
Die fur das Verwalten der Instruktionen verantwortliche Logik wird namlich nur einmal, zentral benotigt. Die
einzelnen Prozessoren werden dadurch einfacher. Dies macht das Konzept besonders attraktiv fur massiv parallele
Maschinen.
Ein groer Nachteil der SIMD-Architekturen besteht darin, da sie bei Verzweigungsanweisungen sehr inezient
sind. Dies liegt daran, da die Prozessoren in unterschiedlichen Zweigen nicht parallel arbeiten konnen. Statt
dessen werden die Zweige sequentiell abgearbeitet, wobei nur die Prozessoren aktiv sind, die den jeweiligen Zweig
genommen haben. Die anderen setzten aus und warten, bis ihr Zweig an der Reihe ist.
2.2.2 MIMD-Architekturen
Bei einem MIMD-Rechner hat jeder Prozessor sein eigenes Programm und seine eigenen Daten. Die Prozessoren
arbeiten voneinander unabhangig und asynchron. Dadurch wird zum einen eine ezientere Ausfuhrung von
Verzweigungen moglich. Auerdem kann der Rechner vielseitiger genutzt werden. So ist es moglich, eine Maschine
in mehrere Partitionen zu unterteilen, die jeweils an einem anderen Programm arbeiten. Hinzu kommt, da es
sich bei den einzelnen Prozessoren um kommerzielle Bausteine handeln kann, die serienmaig in sequentiellen
Rechner eingesetzt werden. Damit ist das MIMD-Konzept auch fur die Koppelung von Arbeitsplatzrechnern zu
Clustern geeignet.
Der Nachteil von MIMD-Architekturen besteht in den Kosten fur die Synchronisation. Sie kann auf zwei Arten
erfolgen: mit Hilfe eines speziellen Synchronisationsnetzwerks oder wie in 2.4.3 beschrieben uber Speicheropera-
tionen.
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2.3 Parallele Speicherarchitekturen
Bei der Implementierung des Speichersystems eines Parallelrechners mussen in der Praxis verschiedene physika-
lische und technologische Randbedingungen berucksichtigt werden:
1. Die Prozessoren und Speicherbausteine haben eine nicht vernachlassigbare Ausdehnung. Somit ist eine fur
alle Prozessoren und Speicherstellen einheitliche Speicherzugriszeit aufgrund der endlichen Signalausbrei-
tungsgeschwindigkeit prinzipiell nicht moglich.
2. Fur die Verbindung zwischen den Prozessoren und dem Speicher wird ein Netzwerk benotigt. Die Latenz
der heutigen Netzwerke liegt um mindestens eine bis zwei Groenordnungen uber der Prozessortaktzeit.
Dies macht sich selbst bei sequentiellen Rechnern bemerkbar, bei denen die Prozessor-Speicher-Koppelung
in der Regel mit Hilfe eines Busses mit 50 bis 100 ns Latenz erfolgt (bei Prozessor-Befehlszyklen von 2-4
ns). Mit steigender Anzahl von Prozessoren und Speicherbauteilen verschlechtert sich die Latenz rapide und
liegt bei groeren Maschinen im s Bereich. Die Grunde hierfur sind in den technologischen und zunehmend
auch fundamentalen, physikalischen Schranken der elektronischen Verbindungstechnologie zu nden, die in
Kapitel 4 genauer erlautert werden.
3. Da bei einer PRAM die Speicherlatenz nicht von dem Zugrismuster der Prozessoren abhangt, werden
zu ihrer Implementierung Speicherbausteine benotigt, die einen echt parallelen Zugri fur alle Prozesso-
ren ermoglichen. Dies ist jedoch hochstens fur sehr wenige Prozessoren praktikabel, da bei der heutigen
Speichertechnologie die Flache eines Speicherbausteins quadratisch mit der Anzahl paralleler Zugrisports
ansteigt. Wie in Kapitel 4 genauer erlautert, hangt dies mit fundamentalen Schranken fur die Komplexitat
planarer VLSI-Verbindungen mit einer festen Anzahl an Leitungsebenen zusammen.
4. Aufgrund der geringen Zugrisgeschwindigkeit des DRAM Hauptspeichers und der groen Speicherbus-
Latenzen wird in sequentiellen Rechnern eine hierarchische Speicherarchitektur verwendet. Dabei werden
kleine, schnelle Caches benutzt, um einen ezienten Zugri auf oft genutzte Daten zu ermoglichen.
Die obigen Randbedingungen machen eine perfekte Implementierung des PRAM Speichermodells unmoglich.
Statt dessen werden in der Praxis verschieden gute Naherungen entwickelt. Wie unten genauer beschrieben,
unterscheidet sich die Architektur paralleler Speichersysteme von der PRAM in vier Bereichen: der physikalischen
Struktur des Speichers, der Struktur des Adreraums (logischen Struktur des Speichers), der Verteilung der
Zugrislatenzen, und der Semantik von parallelen Speicherzugrien. Letztere wird durch die Cache-Koharenzund
das Speicherkonsistenz-Modell bestimmt.
2.3.1 Physikalische Struktur des Speichers
Das PRAM-Modell geht davon aus, da die Prozessoren alle direkt an eine kompakte Speichereinheit angeschlos-
sen sind. In Wirklichkeit besteht ein Parallelrechner aber aus einer Menge von Prozessoren, jeder mit seinem
eigenen Cache-System, und einer Menge von Speicherbanken. Sie sind miteinander durch ein Netzwerk verbun-
den, das jedem Prozessor den Zugri auf jede Speicherbank ermoglicht. Bei der Verbindung wird zwischen zwei
Grundarchitekturen unterschieden: einem gemeinsamen Speicher (GS) und einem verteilten Speicher (VS).
Gemeinsamer Speicher
Beim gemeinsamen Speicher (Abbildung 2.2a) benden sich die Prozessoren mit ihren Cache-Subsystemen auf
der einen, und die Speicherbanke auf der anderen Seite des Netzwerks. Dabei werden die Speicherbanke in
Anlehnung an das PRAM-Modell zu einer Einheit zusammengefugt. Dies erlaubt eine einfache und eziente
Implementierung eines PRAM-ahnlichen Programmiermodells. Das Problem der GS-Architektur besteht in der
Schwierigkeit, sie fur groere Prozessorzahlen zu realisieren. Mit steigender Prozessorzahl steigen auch die Netz-
werklatenz und damit die Speicherlatenz. Die einheitliche Sicht des Speichers bedeutet dann eine einheitlich
ineziente Sicht. Gleichzeitig steigen die Kosten fur die Implementierung des Systems uberproportional an. Das
Ergebnis ist dann ein sehr inezientes, sehr teures System. Um dies zu vermeiden, beschrankt man sich heute
bei der Implementierung von GS-Rechnern im wesentlichen auf Rechner mit wenigen Prozessoren (in der Regel 4
bis 16, maximal 64).














a) gemeinsamer Speicher (GS) b) verteilter Speicher (VS)
Abbildung 2.1: Der Unterschied zwischen gemeinsamen und verteilten Speicher. In der Abbildung stehen P fur einen Prozessor,
C fur einen Cache und M fur eine Speicherbank.
Verteilter Speicher
Die Probleme bei der Realisierung des GS fur groe Prozessorzahlen haben zur Entwicklung des VS-Konzeptes
gefuhrt. Dabei werden die Speicherbanke auf die einzelnen Prozessoren verteilt und jedem Prozessor ein eigener
lokaler Speicher zugeordnet. Anders als beim GS verbindet das Netzwerk nun nicht die Prozessoren mit den
Speicherbanken, sondern die Prozessoren bzw. deren Speichersubsysteme untereinander. Die Koppelung zwischen
dem Prozessor und den Speichereinheiten seines lokalen Speichers ist weitgehend mit der Prozessor-Speicher
Verbindung in einem sequentiellen Rechner identisch. Dementsprechend ezient sind auch die Zugrie auf die
lokalen Daten. Zugrie auf die Daten in den Speichern anderer Prozessoren (globale Zugrie) konnen hingegen
in der Regel wesentlich langsamer sein.
Im Vergleich zum GS besteht der Vorteil des VS darin, da es wesentlich geringere Anforderungen an das Ver-
bindungsnetzwerk stellt. Dies liegt daran, da das Netzwerk nur noch einen Teil der Speicherzugrie, namlich die
globalen Zugrie bewaltigen mu. Dadurch wird das Netzwerk zum einem weniger belastet und kommtmit einer
geringeren Bandbreite aus. Zum anderen wirkt sich eine hohe Netzwerklatenz weniger stark auf die Programmef-
zienz aus, da sie nur eine Untermenge aller Speicherzugrie verlangsamt. Beides zusammen lat die Realisierung
von Parallelrechnern auch dann zu, wenn eine zu hohe Netzwerklatenz oder zu hohe Implementierungskosten die
Verwirklichung eines gemeinsamen Speichers unmoglich machen. Gleichzeitig nimmt man allerdings eine inhomo-
gene Speicherstruktur und geringe Ezienz fur Anwendungen mit einem hohen Anteil globaler Zugrie in Kauf.
In diesem Sinne ist der VS ein Notkompromi.
2.3.2 Struktur des Adreraums
Aus der Sicht des Programmierers ist neben dem physikalischen Aufbau des Speichersystems auch seine logische
Struktur wichtig, die durch den Aufbau des Adreraums gegeben ist. Bei der PRAM sind beide trivialer Weise
identisch. In der Praxis kann der Adreraum dagegen unabhangig von dem physikalischen Aufbau des Speichers
gemeinsam oder getrennt sein.
Gemeinsamer Adreraum
Bei einem gemeinsamen Adreraum erfolgt die Adresszuteilung wie bei einer PRAM. Jede Speicherstelle hat eine
eindeutige, globale Adresse, uber die jeder Prozessor auf sie zugreifen kann. Der Speicher erscheint allen Prozes-
soren als eine logische Einheit. Der gemeinsame Adreraum stellt so die oensichtliche logische Speicherstruktur
fur Rechner mit physikalisch gemeinsamem Speicher. Er kann aber auch auf physikalisch verteiltem Speicher
implementiert werden. Man spricht in diesem Fall vom virtuellen gemeinsamen Speicher. Dabei sind die Netz-
werkschnittstellen in das Speichersubsystem der Prozessoren integriert. Sie sorgen dafur, da Zugrie auf globale
Daten uber das Netzwerk zu dem richtigen Prozessor geschickt werden.
Bei Rechnern mit virtuellen gemeinsamem Speicher stellt die Zuordnung der Adressen zu den Speichersubsy-
stemen ein weiteres Unterscheidungskriterium dar. In den meisten Fallen erfolgt sie nach einem festen statischen
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Muster. Adressen zwischen 0 und x liegen im lokalen Speicher des ersten Prozessors, die zwischen x+1 und 2x im
lokalen Speicher des zweiten Prozessors usw. Es gibt aber auch Ansatze eine dynamische, bedarfsorientierte Zu-
ordnung vorzunehmen. Dabei wird eine Adresse immer dem lokalen Speicher des Prozessors zugewiesen, der auf
das Datum zugreift. Der gesamte Speicher funktioniert wie ein groer, paralleler Cache. Solche Speichersysteme
werden daher COMA fur 'cache only memory' genannt ([2, 72, 129]).
Getrennter Adreraum
Bei getrenntem Adreraum beziehen sich die Adressen jeweils auf die lokalen Speicher der Prozessoren. Spei-
cherstellen mussen also durch die Angabe einer lokalen Adresse und einer Prozessornummer identiziert werden.
Getrennter Adreraum stellt das logische Gegenstuck zum VS dar. Die klare Trennung zwischen lokalen und
globalen ermoglicht die Optimierung der Programme im Hinblick auf die unterschiedliche Latenz verschiedener
Speicherzugrie. Im Gegenzug wird die Programmierung allerdings erheblich erschwert und die Portabilitat der
Programme stark eingeschrankt.
2.3.3 Speicherlatenz
Das Problem der Speicherlatenz wurde bereits im Zusammenhang mit der physikalischen Speicherstruktur ange-
sprochen. Es stellt den wichtigsten Unterschied zwischen der PRAM und den praktischen Rechnerarchitekturen
dar. Bei der PRAM kann ein Speicherzugri immer in einem Taktzyklus erfolgen. Dies ist in der Realitat nicht
mal bei sequentiellen Rechnern der Fall. Je nachdem, ob sich ein Datum im Hauptspeicher oder imCache bendet,
kann die Zugriszeit zwischen einem und mehreren hundert Prozessorzyklen betragen. Bei Parallelrechnern kom-
men zu solchen Speicherhierarchie-bedingten Unterschieden in der Speicherlatenz weitere, durch die Parallelitat
verursachte Verzogerungen hinzu. Dies liegt vor allem daran, da mit steigender Prozessor- und Speicherbankzahl:
1. die Netzwerklatenz und Signallaufzeit zwischen den Prozessoren und den Speicherbanken zunehmen,
2. es immer ofter zu Zugriskonikten auf Speicherbanken bzw. Netzwerkomponenten und damit zu Sequen-
tialisierungsverzogerungen kommt.
Je nach Groe solcher zusatzlichen Verzogerungen unterscheidet man in der Praxis zwei Arten paralleler Speicher-
architekturen: Speicherarchitekturen mit uniformer Zugriszeit (UMA fur uniform memory access) und nicht-
uniformer Zugriszeit (NUMA fur non uniform memory access).
Uniforme Zugriszeit (UMA)
Bei UMA-Architekturen liegen die durch Parallelitat verursachte Latenzvergroerung nicht wesentlich uber der
normalen Speicherlatenz. Es wird daher nicht zwischen lokalen und globalen Zugrien unterschieden. Alle
Speicherzugrie werden gleich behandelt und haben naherungsweise die gleiche Latenz.
Der Vorteil solcher Architekturen besteht darin, da die Ezienz eines Programms nur geringfugig von der
Verteilung der Daten auf die Prozessoren und dem Kommunikationsmuster abhangt. Man kann daher mit Hilfe
eines einfachen, portablen Programmiermodells eziente Programme fur ein breites Spektrum von Anwendungen
schreiben. Auch kommunikationsintensive Programme konnen ohne groen Aufwand parallelisiert werden.
Leider konnte das UMA Modell bisher nur auf kleinen (ublicherweise 4 bis 16 Prozessoren) Rechnern mit
gemeinsamem Speicher und Adreraum implementiert werden. Bei groeren Prozessorzahlen bzw. verteiltem
Speicher war man bisher nicht in der Lage, eine ausreichend geringe Latenz von globalen Speicherzugrien zu
realisieren.
Nicht-Uniforme Zugriszeit (NUMA)
Bei NUMA-Architekturen sind die durch Parallelitat verursachten Kosten gegenuber den normalen Speicherzu-
griskosten nicht vernachlassigbar. Zu dieser Rechnerklasse gehoren vor allem groe Parallelrechner mit verteiltem
Speicher und Arbeitsplatzrechner-Cluster. Dabei konnen die Kosten fur globale Zugrie auf bis zu 10000 Pro-
zessorzyklen steigen. Wurde man hier wie im UMA-Modells die unterschiedlichen Latenzen ignorieren, so wurde
dies zu uniform sehr langsamem Speicher fuhren. Um dies zu vermeiden, unterscheidet das NUMA explizit zwi-
schen lokalen Zugrien auf die privaten Daten eines Prozessors und globalen Zugrien auf gemeinsame, parallel
genutzte Daten. Das Speichersystem ist so konzipiert, da die Kosten fur die lokalen Zugrie in der Nahe der
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Abbildung 2.2: Das Problem der Cache-Koharenz. Das linke Bild zeigt den Zustand eines Systems nachdem der erste und der
letzte Prozessoren die Variable a gelesen haben, die zu dem Zeitpunkt den Wert 1 hat. Das rechte Bild zeigt das System nachdem
der erste Prozessor den Wert 2 in die Variable a geschrieben hat, ohne den Zugri zu den anderen Caches zu propagieren.
Hauptspeicher-Zugriskosten sequentieller Rechner liegen. Die Optimierung der Latenz globaler Zugrie wird als
zweitrangig betrachtet. Sie wird nur dann durchgefuhrt, wenn sie die Ezienz lokaler Zugrie nicht beeintrachtigt.
Die Motivation fur die NUMA-Architektur liegt in der Erkenntnis, da
1. bei vielen parallelen Algorithmen Kommunikationsoperationen nur einen kleinen Anteil an Anweisungen
ausmachen und
2. es moglich ist, die globalen Speicherzugrie eines Programms auf die vom Algorithmus vorgegebenen Kom-
munikationsanweisungen zu beschranken.
Hinzu kommen viele sog. Latenzverbesserungs-Techniken (z.B. [26, 113]), die die Auswirkung der hohen Latenz
globaler Zugrie auf die Programmlaufzeit mildern. Somit lassen sich durch eine geschickte Implementierung
viele Anwendungen auf einem NUMA Rechner trotz hoher Latenz globaler Zugrie ezient parallelisieren.
Verglichen mit der UMA-Architektur hat die NUMA-Speicherarchitektur zwei groe Nachteile (siehe auch Ab-
schnitt 2.5): sie schrankt die Menge der ezient parallelisierbaren Anwendungen stark ein und lat kein einfaches
und gleichzeitig ezientes Programmiermodell zu. Beide Probleme hangen mit der Notwendigkeit zusammen,
die Anzahl der globalen Speicherzugrie zu minimieren. Zum einen konnen deswegen grundsatzlich keine kom-
munikationsintensiven Algorithmen ezient implementiert werden. Dadurch wird eine Vielzahl von interessanten
Anwendungsgebieten von der Parallelisierung ausgeschlossen. Zum anderen ist auch bei nicht kommunikationsin-
tensiven Problemen eine eziente Implementierung oft sehr aufwendig oder gar nicht moglich. Dies liegt daran,
da die Anzahl globaler Speicherzugrie nicht nur von demKommunikationsaufkommen des Algorithmus, sondern
auch ganz entscheidend von der Verteilung der Daten auf die Prozessoren abhangt. Die durch den Algorithmus
vorgegebene Anzahl von Kommunikationsoperationen stellt lediglich eine untere Schranke dar, die nur durch eine
optimale Datenverteilung erreicht werden kann.
2.3.4 Cache-Koharenz
In einem Parallelrechner fuhrt die Speicherhierarchie dazu, da im System gleichzeitig mehrere Kopien von Spei-
cherinhalten existieren konnen. Im Extremfall kann sogar jeder Prozessor in seinem Cache eine Kopie einer und
derselben Speicherstelle besitzen. Um eine korrekte Programmausfuhrung zu garantieren, mussen bei den meisten
Schreibzugrien alle Kopien auf den neusten Stand gebracht werden. Ein Schreibzugri mu also nicht nur zum
Hauptspeicher, sondern gleichzeitig auch zu allen Caches geschickt werden, in denen sich die Kopie des Datums
bendet (Abbildung 2.2). Man spricht dabei von der Erhaltung der Cache-Koharenz(siehe z.B. [164]). Um die




benutzt Prozessor 1 die Variable A, um Prozessor 2 aus der while Warteschleife zu entlassen. In einem hierarchi-
schen System muman davon ausgehen, da Prozessor 2 die Variable A imCache hat. Er wurde die while-Schleife
daher nie verlassen, wenn der Schreibzugri von Prozessor 1 nur zum Hauptspeicher weitergeleitet werden wurde.
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Wie in Kapitel 3 genauer erlautert, erfordert die Erhaltung der Cache-Koharenzeinen sehr groen Aufwand.
Aus diesem Grund wird sie bei manchen Speichersystemen nicht automatisch gewahrleistet, sondern dem Pro-
grammierer uberlassen. Solche Systeme werden nicht Cache-koharent (NCC) genannt. Systeme, bei denen das
Speichersystem die Erhaltung der Cache-Koharenzsicherstellt, werden entsprechend als Cache-koharent (CC)
bezeichnet.
NCC-Speichersysteme
Bei NCC-Systemen werden die Cache-Subsysteme der einzelnen Prozessoren als voneinander unabhangig betrach-
tet. Jeder Prozessor kann also Daten in seinen Cache laden und beschreiben, ohne da die anderen Prozessoren
etwas davon mitkriegen. Der Vorteil besteht hierbei darin, da das Speichersystem einfach gehalten werden kann.
Insbesondere wird die Latenz der Zugrie auf die einzelnen Caches nicht von der Anzahl der Prozessoren und der
Ezienz des Netzwerks beeinut.
Die Nachteile liegen in der schwierigen Programmierbarkeit. Der Programmierer (oder der Compiler) mu
sich bei jedem Schreibzugri auf ein Datum im Cache uberlegen, ob dieses Datum eventuell in einem anderen
Cache vorhanden ist, und wenn ja, ob es aktualisiert werden mu. Da dies im allgemeinen nicht mit vertretbarem
Aufwand moglich ist, werden bei NCC-Systemen oft gemeinsam genutzte Daten grundsatzlich nicht im Cache
zwischengespeichert. Dies vereinfacht zwar die Programmierung, hat aber bei vielen Anwendungen eine deutliche
Verschlechterung der Ezienz zur Folge.
CC-Systeme
Bei CC-Architekturen stellt das Speichersystem sicher, da jede Veranderung eines Datums in allen den Caches
sichtbar wird, in denen sich dieses Datum bendet. Dies kann auf zwei Arten verwirklicht werden. Zum einen
kann jede Schreiboperation grundsatzlich fur alle Caches sichtbar sein. Zum anderen kann fur jede Cache-
Zeile in einem Verzeichnis gespeichert werden, in welchen Caches sie sich bendet, damit der veranderte Wert
gezielt an diese Caches weitergeleitet werden kann. Das Problem beider Losungen besteht darin, da sie die
Implementierung der Cache- und Speicherarchitektur erschweren. Auerdem werden zum Teil die Cache-Zugrie
verlangsamt. Besonders problematisch ist die Tatsache, da sowohl die Komplexitat der Implementierung als
auch die Verlangsamung der Cache-Zugrie mit steigender Prozessorzahl zunehmen. Aus diesem Grund stellt die
eziente Realisierung der Cache-Koharenz fur groe Prozessorzahlen zur Zeit eines der wichtigsten ungelosten
Probleme der Rechnerarchitektur dar. Eine Ubersicht uber den Stand der Forschung ist z.B. in [46, 27] zu nden.
Die wichtigsten Ansatze werden auch im nachfolgenden Kapitel erlautert.
2.3.5 Speicherkonsistenz
Die Speicherkonsistenz [160, 55, 14] deniert das genaue Verhalten eines Speichersystems bei parallelen Zugrien.
Dabei geht es zum einen um die Frage, in welcher Reihenfolge parallele Speicherzugrie den Hauptspeicher errei-
chen. Zum anderen mu geklart werden, wann durch Schreibzugrie verursachte Veranderungen des Hauptspei-
chers fur welche Prozessoren sichtbar werden. Die Speicherkonsistenz bestimmt somit die Timing-Anforderungen
an das Cache-Koharenz Protokoll. Die Speicherkonsistenz wird vor allem durch vier Gesichtspunkte bedingt:
1. die asynchrone Arbeitsweise der Prozessoren,
2. die Abhangigkeit der Speicherzugrislatenz von der Prozessornummer und der Speicheradresse,
3. die Existenz von lokalen Kopien von Daten (in den Caches oder in einem Schreibpuer),
4. Optimierungstechniken, die die Reihenfolge von Speicherzugrien eines Prozessors verandern konnen (z.B.
out of order execution, nichtblokierende Zugrie etc.).
Um die Problematik zu verdeutlichen, betrachten wir das nachfolgende Programmstuck.
P1 P2
B = 1; A = 0;
A = 1; B = 0;
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Im PRAM-Modell wurde es 1 in A und 0 in B schreiben, da die beiden Prozessoren ihre Anweisungen synchron
ausfuhren und alle Speicherzugrie in Einheitszeit erfolgen. In der Realitat ist dagegen je nach Speicherkonsistenz-
Modell eine beliebige Permutation von 0 und 1 moglich. Eine interessante Moglichkeit ergibt sich in einem System
mit verteiltem Speicher und gemeinsamem Adreraum, in dem:
1. die Prozessoren asynchron arbeiten,
2. jede Prozessor seine eigenen Anweisungen in der durch das Programm vorgegebenen Reihenfolge ausfuhrt,
3. die Schreibzugrie nicht blockierend sind,
4. A eine lokale Variable von Prozessor 1, und B eine lokale Variable von Prozessor 2 ist,
5. und die Prozessoren auf ihre eigenen lokalen Variablen wesentlich schneller als auf fremde Variablen zugreifen
konnen.
Die Dierenz in den Speicherzugriszeiten auf A und B fuhrt hier dazu, da die Schreiboperationen den Haupt-
speicher nicht in der Reihenfolge erreichen, in der sie von dem jeweiligen Prozessor ausgefuhrt wurden. So ist es
moglich, da das Programm eine 1 in B und eine 0 in A schreibt. In einem System, in dem die Zugrie eines jeden
Prozessors in der Reihenfolge den Speicher erreichen, in der sie ausgefuhrt wurden, ist ein solches Ergebnis dage-
gen nicht moglich. Aus B = 1 wurde namlich folgen, da die Anweisung B=1 von Prozessor 1 nach der Anweisung
B=0 von Prozessor 2 ausgefuhrt wurde. Unter der Annahme, da jeder Prozessor seine eigenen Anweisungen in
der vorgegebenen Reihenfolge ausfuhrt, wurde das aber bedeuten, da die Anweisung A=1 von Prozessor nach der
Anweisung A=0 von Prozessor 2 erfolgt ist. Aus B = 1 wurde also zwangslaug A = 1 folgen.
Die beiden wichtigsten Speicherkonsistenzmodelle sind die sequentielle Konsistenz sowie verschiedene Varianten
der sog. schwachen Konsistenz. Das Prinzip dieser beiden Modelle ist im Nachfolgenden erlautert. Die Entwick-
lung neuer Modelle stellt ein aktuelles Forschungsthema dar. Eine ausfuhrliche Einfuhrung in die Problematik
der Speicherkonsistenz ist in [5] zu nden.
Sequentielle Konsistenz
Die sequentielle Konsistenz ([97]) deniert eine einfache, einem sequentiellen Rechner sehr ahnliche Speicherse-
mantik. Es gilt : Ein Speichersystem ist sequentiell konsistent, wenn das Ergebnis einer parallelen Berechnung
mit dem Ergebnis einer sequentiellen Berechnung identisch ist, bei der
1. alle Speicherzugrie in einer wohldenierten Reihenfolge sequentiell durchgefuhrt werden,
2. die Speicherzugrie eines jeden einzelnen Prozessors in der vom Programmvorgegebenen Reihenfolge durch-
gefuhrt werden.
Ein groer Nachteil der sequentiellen Konsistenz besteht darin, da es blockierende Schreibzugrie erfordert.
D.h., da ein Prozessor seine Arbeit nicht fortsetzen kann, sobald ein Schreibzugri in das Verbindungsnetzwerk
geschickt wurde. Er mu vielmehr warten, bis er zu allen anderen Prozessoren durchgedrungen ist. Dies kann zu
erhebliche Ezienzverlusten fuhren.
Schwache Konsistenz
Die schwache Konsistenz (z.B. [189]) ist durch die Beobachtung motiviert, da die strenge Einhaltung der se-
quentiellen Konsistenz nur bei wenigen Speicherzugrien benotigt wird. Dabei handelt es sich vor allem um
die Synchronisation und Zugrie die mit ihr zusammenhangen. Sie fordert da nur die folgenden Anweisungen
sequentiel konsistent sind:
1. die Anweisungen eines Prozessors untereinander,
2. Synchronisationsanweisungen und
3. Zugrie, die durch eine Synchronisationsbarriere getrennt sind
Die schwache Konsistenz erlaubt eine Steigerung der Leistung und Vereinfachung des Speichersystems, ohne da
deswegen die Programmierbarkeit spurbar verschlechtert wird. Sie wird heute daher in fast allen CC-Rechner
verwendet.
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Abbildung 2.3: Ein Uberblick uber die in der Praxis relevanten parallelen Speicherarchitekturen.
2.3.6 Zusammenfassung
Die verschiedenen Varianten paralleler Speicherarchitektur, die sich durch die Kombination der in diesem Ab-
schnitt beschriebenen Faktoren ergeben, sind in Abbildung 2.3 dargestellt. An oberster Stelle steht die Unter-
scheidung zwischen gemeinsamem und verteiltem Speicher. Diese beiden Oberklassen konnen wie folgt weiter
eingeteilt werden:
Gemeinsamer Speicher
Im Falle eines gemeinsamem Speicher kann man immer von einem gemeinsamen Adreraum und einer uniformen
Zugriszeit ausgehen. Beide ergeben sich automatisch aus der GS-Architektur, und gehoren zu ihren wichtigsten
Vorteilen. Die GS-Speichermodelle unterscheiden sich somit nur in der Frage der Cache-Koharenz. Bei den Cache-
koharenten Architekturen stellt sich zusatzlich die Frage nach dem Modell der Speicherkonsistenz. Dabei stellt
das Cache-Koharenz-UMA-GS Modell mit sequentieller bzw. schwacher Speicherkonsistenz die beste Naherung
an das PRAM-Speichermodell dar. Es erlaubt dem Programmierer, die Frage der Datenverteilung und der
Kommunikation vollkommen auer acht zu lassen, ohne da dadurch die Ausfuhrungsezienz des Programms
beeintrachtigt wird.
Verteilter Speicher
Bei Architekturen mit verteiltem Speicher wird zunachst zwischen gemeinsamem und getrenntem Adreraum
unterschieden. Da bei getrenntem Adreraum die lokalen Speicher der einzelnen Prozessoren keinen einheitlichen
Speicher bilden, geht man von nicht-uniformer Zugriszeit und einem nicht cache-koharenten Speichermodell aus.
Im Falle des gemeinsamen Adreraumes wurden hingegen sowohl UMA als auch NUMA Architekturen implemen-
tiert. In beiden Fallen sind sowohl CC als auch NCC-Varianten sowie unterschiedliche Speicherkonsistenz-Modelle
denkbar.
2.4 Parallele Programmiermodelle
Das Programmiermodell stellt die logische Sicht des Rechners dar. Es gibt die Konstrukte vor, mit dessen Hilfe der
Programmierer die parallelen Algorithmen implementieren kann. Um die Semantik dieser Konstrukte festzulegen,
deniert es gleichzeitig einen abstrakten 'virtuellen Parallelrechner'. Der Programmierer schreibt sein Programm
fur den abstrakten Rechner. Dieses wird dann durch den Compiler und ein Laufzeitsystem auf den echten Rechner
abgebildet. Dadurch wird der Programmierer von den technischen Details der Programmausfuhrung abgeschirmt.
Die Frage nach dem besten Programmiermodell bzw. der besten Programmiersprache ist hei umstritten.
Dies gilt fur Parallelrechner genauso wie fur sequentielle Rechner. Unumstritten sind allerdings die folgenden
zwei Punkte:
1. Ein Programmiersystem soll eine moglichst abstrakte Formulierung von Algorithmen zulassen. Der virtuelle
Parallelrechner soll also moglichst nah an dem PRAM Modell oder einem anderen abstrakten Modell der
Parallelverarbeitung liegen. Dadurch werden zwei Dinge erreicht:
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(a) Die Implementierung von parallelen Algorithmen wird weniger arbeitsaufwendig und fehleranfallig.
(b) Das Programm kann leichter zwischen verschiedenen parallelen Systemen portiert werden.
2. Es mu moglich sein, die in dem Modell formulierten Programme ezient auf reale Rechnerarchitekturen
abzubilden. Das Programm mu also genug Information erhalten, um dem Ubersetzer die Erzeugung eines
Codes zu ermoglichen, der die Eigenheiten der reellen Maschine berucksichtigt.
Die Schwierigkeit bei der Realisierung eines guten Programmiermodells besteht darin, da diese beiden Forde-
rungen in der Regel miteinander unvereinbar sind. Je mehr die Formulierung des Programms von der reellen
Rechnerarchitektur abstrahiert, um so schwieriger wird es fur den Compiler und das Laufzeitsystem, einen e-
zienten Code zu erzeugen. Dies gilt insbesondere fur das Speichermodell. Wie in Abschnitt 2.5 genau erlautert,
ist z.B. eine optimale Abbildung eines PRAM-artigen Programms auf eine CC-NUMA-GS oder gar VS Maschine
zur Ubersetzungszeit gar nicht moglich.
Dies hat dazu gefuhrt, da sich viele Programmiermodelle stark an bestimmten konkreten Architekturen ori-
entieren, und so die einfache Programmierbarkeit und Portabilitat der Ezienz opfern. Im Nachfolgenden wird
ein Uberblick uber die wichtigsten heutigen parallelen Programmiermodelle gegeben. Dabei werden die Modelle
im Hinblick auf vier Aspekte klassiziert:
Verwaltung der Parallelitat: Ein paralleles Programmiermodell mu eine Moglichkeit bieten, parallele Akti-
vitaten zu erzeugen, zu verwalten und ihnen bestimmte Anweisungen zur Bearbeitung zuzuordnen.
Der Kommunikationsmechanismus: Der Kommunikationsmechanismus erlaubt den parallelen Aktivitaten
untereinander Informationen austauschen zu konnen.
Der Synchronisationsmechanismus: Der Synchronisationsmechanismus wird benutzt, um die parallelen Ak-
tivitaten miteinander zu koordinieren.
Das Scheduling-Verfahren: Das Scheduling-Verfahren ordnet die abstrakten parallelen Aktivitaten des Pro-
grammiermodells den Prozessoren eines Parallelrechners zu.
Das Ziel des nachfolgenden Uberblicks besteht vor allem darin, die Probleme aufzeigen, die sich durch die Anleh-
nung der Modelle an konkrete Architekturen, insbesondere bestimmte Speichermodelle, ergeben. Dadurch wird
die Bedeutung des CC-UMA-GS Speichermodells und damit die Bedeutung der SMP-Architekturen unterstrichen,
dessen skalierbare Implementierung das Ziel der Arbeit darstellt.
2.4.1 Verwaltung der Parallelitat
Die Grundvoraussetzung fur paralleles Programmieren sind Konstrukte, die Anweisungen parallel ausfuhren las-
sen. Solche Konstrukte mussen zwei Aufgaben erfullen. Sie mussen erstens die Erzeugung einer Menge paralleler
Aktivitaten erlauben, die im Nachfolgenden als Prozesse bezeichnet werden. Auerdem mussen sie eine Moglich-
keit bieten, Anweisungen bzw. Anweisungsgruppen den virtuellen Prozessoren zuzuordnen. Die heute gangigsten
Moglichkeiten hierfur sind parallele Schleifen (Schleifen-Parallelitat), leichtgewichtige Prozesse, sog Faden (Faden-
Parallelitat) und parallel ablaufende vollwertige Programm (Auftraggeber/Auftragnehmer-Parallelitat.
Schleifen-Parallelitat
Eine sehr elegante Moglichkeit, Parallelitat in ein Programmzu integrieren, stellt eine parallele Schleifenanweisung
dar. Ihre Syntax und Semantik sind an die sequentielle Schleife angelehnt. Letztere gibt fur eine bestimmte
Anweisungsgruppe an, wie oft diese hintereinander ausgefuhrt werden soll. Analog gibt eine parallele Schleife fur
eine Anweisungssequenz an, wie diese parallel ausgefuhrt werden soll.
Eine parallele Schleife wird meisten als FORALL bezeichnet. Sie hat die Syntax
FORALL <index> = <von> TO <bis> DO
<Anweisungen>
END
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Jede Anweisung innerhalb des FORALLS wird gleichzeitig von allen virtuellen Prozessoren ausgefuhrt, deren Num-
mern zwischen von und bis liegen. Die Laufvariable index stellt in Anlehnung an die Laufvariable einer sequen-
tiellen Schleife einen Zahler fur die parallele Aktivitat dar. Sie hat also auf dem Prozessor 1 den Wert 1, auf dem
Prozessor 2 den Wert 2, usw. So kann jeder Prozessor auf andere Daten zugreifen, indem er die Laufvariable
fur die Indizierung von Datenfeldern benutzt. Die FORALL Anweisung kann prinzipiell in eine beliebige Program-
miersprache integriert werden. Beispiele fur solche Sprache sind FORTRAN 90, HPF [173] und MODULA-2*
[139].
Faden-Parallelitat
Die Grundidee hinter dem Faden-Parallelen Modell besteht darin, Prozeduren im Rahmen parallel ablaufender,
sog. leichtgewichtiger Prozesse (Faden) auszufuhren. Die Faden sind immer Bestandteile, sozusagen Unterpro-
zesse, eines Prozesses. Sie besitzen keinen eigenen Adreraum, sondern laufen im dem Adreraum des Prozesses
ab, von dem sie ein Bestandteil sind. Der Vorteil von Faden gegenuber normalen Prozessen besteht darin, da sie
einfach aufgebaut sind und dadurch schnell erzeugt und vernichtet werden konnen. Um eine Anweisungsgruppe
im Faden-Modell parallel auszufuhren, mu man die Anweisungen in einer Prozedur unterbringen, und fur jeden












Das Programmerzeugt P Faden, die alle die Prozedur thread_procedure(int id) ausfuhren. Das Feld my thread
beinhaltet die Kennungen der Faden, die Funktion create thread dient zu ihrer Erzeugung. Sie bekommt zwei
Argumente. Das erste ist die Adresse der Prozedur, die in dem der Faden ablaufen soll. Das Zweite ist ein
Wert, der an diese Prozedur ubergeben wird, sobald der Faden gestartet wird. Er erfullt die gleiche Rolle wie die
Laufvariable der FORALL Anweisung.
Faden-Parallelitat ist heute ein fester Bestandteil vieler Programmiersprachen und Betriebssysteme (z.B. Java,
Modula-3 ([64]), die meisten UNIX-Varianten [8] und Windows NT [130]). Die genaue Syntax und Semantik
von Faden-Bibliotheken ist von System zu System unterschiedlich. Das obige Beispiel ist an die POSIX-Faden
Bibliothek [19] angelehnt, die in den meisten UNIX-Systemen integriert ist.
Auftraggeber/Auftragnehmer-Parallelitat
Dieses Model geht davon aus, da mehrere Kopien eines Programms gestartet werden. Jede Kopie lauft als
eigenstandiger Proze ab. Um eine Anweisungsfolge parallel auszufuhren, mu man dafur sorgen, da sie von
mehreren Kopien des Programms zur gleichen Zeit ausgefuhrt wird. Dies funktioniert in der Regel nach dem Auf-
traggeber/Auftragnehmer Prinzip. Dabei wird ein Proze als Auftraggeber ausgezeichnet und mit der Ausfuhrung
der sequentiellen Anweisungen und der Ablaufkontrolle betraut. Die anderen Prozesse warten in einer Schleife
auf Anforderungen vom Auftraggeber. Diese Anforderungen werden vom Auftraggeber dann geschickt, wenn ein
Unterprogramm parallel ausgefuhrt werden soll. Die Auftragnehmer fuhren daraufhin die entsprechenden Anwei-
sungen aus. Sobald sie fertig sind, benachrichtigen sie den Auftraggeber und gehen wieder in die Warteschleife.
Das Auftraggeber/Auftragnehmer-Modell ist vor allem im Zusammenhang mit Arbeitsplatzrechner-Clustern
beliebt. Zu diesem Zweck wurden verschiedene Programmiersysteme entwickelt. Die bekanntesten davon sind
das PVM- [165, 54] und das MPI- [65, 119] System.
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2.4.2 Kommunikation
Der Datenaustausch zwischen den Prozessoren des abstrakten Parallelrechners kann grundsatzlich auf zwei Arten
erfolgen: durch Zugrie auf gemeinsam genutzte Variablen oder durch Verschicken von Nachrichten. Dementspre-
chend unterscheidet man in Bezug auf den Kommunikationsmechanismus zwei Arten von Programmiermodellen:
speichergekoppelten und nachrichtengekoppelten. Die Programmiermodelle in der erste Klasse gehen alle von
einem abstrakten Parallelrechner aus, der auf einem Speichermodellen mit gemeinsamem Adressraum basiert.
Diese Klasse kann daher nach dem Muster dieser Speichermodelle weiter in CC-UMA, NCC-UMA, CC-NUMA
und NCC-NUMA unterteilt werden. In Bezug auf die Speicherkonsistenz gilt, da heute fast alle CC-Systeme die
schwache Speicherkosistenz realisieren.
Um die Unterschiede zwischen den einzelnen Modellen zu verdeutlichen, wird im Nachfolgenden ein einfaches
Programm verwendet, das fur eine S  Z Matrix M die Elemente von ausgewahlten, durch einen Vektor ~A
vorgegebenen P Spalten sortiert. Es wird also die folgende Operation durchgefuhrt. Bei gegebenen M und
~A = (A1; ::::; AP) mit
M 2 INZ  INS A 2 [1::S]P
stellt das Programm also den Zustand:
8i 2 [1:::P ] : 8j; k 2 [1::Z] : j  k )MAi;j MAi;k
her. Wir gehen im Nachfolgenden davon aus, da die Sortierung der Spaltenwerte Teil eines groeren Programms
ist. Das Programm generiert in einem als <Vorberechnung> bezeichnen Abschnitt die Werte fur M und ~A in den
Variablen A und M. Das Programm kann sequentiell wie folgt formuliert werden:
VAR INT A[P], M[S][Z]
BEGIN
<Vorberechnung>




In der parallelen Version soll jede, der durch ~A gegebenen Spalten durch einen anderen virtuellen Prozessor
sortiert werden. Es wird angenommen, da die parallelen Aktivitaten mit Hilfe von FORALL-Schleifen generiert
werden. Dies erlaubt eine ubersichtliche, klare Darstellung der Programmstucke.
CC-UMA-Speicherkoppelung
Den Programmiermodellen mit CC-UMA-Speicherkoppelung liegt das Modell des gemeinsamen Speichers mit
Cache-Koharenz und einheitlicher Zugriszeit zugrunde. Der Datenaustausch ndet also uber Programmvariablen
statt, auf die jeder Proze in gleicher Weise zugreifen kann. Die Kommunikation erledigt sich dabei sozusagen
von selber und mu vom Programmierer nicht extra berucksichtigt werden. Dementsprechend gibt es auch keine
gesonderten Kommunikationsmechanismen. Das Programm fur die Sortierung der Matrixspalten sieht in diesem
Modell wie folgt aus:
VAR INT A[P], M[S][Z]
BEGIN
<Vorberechnung>




Es unterscheidet sich von einem sequentiellen Programmnur dadurch, da anstelle einer sequentiellen eine parallele
Schleife benutzt wird.
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NCC-UMA
Das NCC-UMA Modell unterscheidet sich von dem CC-UMA-Modell darin, da es keine Cache-Koharenz ga-
rantiert. D.h., da ein Schreibzugri auf ein Datum, da sich gleichzeitig in den Caches mehrerer Prozessoren
bendet, nicht von allen Prozessoren gesehen wird. Das Problem wurde ausgiebig in 2.3.4 erlautert. Es kann,
falls es bei der Programmierung nicht angemessen berucksichtigt wird, zu inkorrektem und indeterministischem
Programmverhalten fuhren. Die Schwierigkeit bei der Bewaltigung dieses Problems besteht darin, da der Pro-
grammierer den Inhalt der einzelnen Caches nicht kennt. Die Cache-Verwaltung wird automatisch vom Prozessor
bzw. seinem Cache-Kontroller durchgefuhrt. Eine korrekte und deterministische Programmausfuhrung kann also
nur gewahrleistet werden, wenn bestimmte Variablen von der Zwischenspeicherung in den Caches ausgeschlossen
werden. Dies geschieht in der Regel mit Hilfe eines speziellen Schlusselwortes (z.B. SHARED) bei der Variablenver-
einbarung.
Syntaktisch unterscheidet sich das NCC-UMA von dem CC-UMA Modell nur durch die Variablenvereinbarun-
gen mit dem SHARED-Schlusselwort. In dem Beispielprogramm mussen die Variablen A und M z.B. als
VAR SHARED INT A[P], M[S][Z]
deklariert werden. Die Formulierung der Programme wird also kaum schwieriger. Allerdings mu berucksichtigt
werden, da die Zugrie auf SHARED Variablen im Durchschnitt wesentlich langsamer sind, als die Zugrie auf
normale Daten. Anders als bei Daten, die im Cache zwischengespeichert werden durfen, erfahren diese Zugrie
jedes Mal die volle Hauptspeicherlatenz. Dies bedeutet zum einen, da der Programmierer versuchen mu, so
wenige Variablen wie moglich als SHARED zu deklarieren. Zum anderen kann es sinnvoll sein, Daten aus SHARED
Variablen in normale Variablen zu kopieren. Nach einer solchen Kopieroperation konnen die Daten wieder in den
Cache geladen werden. Wann eine solche Operation sinnvoll ist, hangt von der Speicherlatenz, der Cache-Groe
und der Cache-Zeilenlange des Systems ab. Eziente Programmierung wird durch das NCC-Modell also nicht
nur aufwendiger sonder auch systemabhangiger.
CC-NUMA-Speicherkoppelung
Wie in 2.3.3 beschrieben, wird beim NUMA-Speichermodell zwischen lokalen und globalen Daten unterschieden.
Um dieser Unterscheidung Rechnung zu tragen gibt es bei NUMA-speichergekoppelten Programmiermodellen zwei
Arten von Variablen: lokale und globale. Fur die syntaktische und semantische Handhabung solcher Variablen
wurde in verschiedenen Programmiersystemen eine Vielzahl von Konzepten vorgeschlagen. Die meisten basieren
auf dem folgenden Ansatz:
1. Globale und lokale Variablen werden durch ein zusatzliches Schlusselwort in der Vereinbarung unterschieden
(z.B. LOCAL und GLOBAL).
2. Von jeder als lokal vereinbarten Variablen werden vom Compiler mehrere Kopien erzeugt, eine fur jeden
virtuellen Prozessor.
Ein Programm fur die Sortierung der Matrixspalten kann im NUMA-speichergekoppelten Modell unter den obigen
Annahmen wie folgt aussehen:
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Syntaktisch gesehen, unterschiedet sich das Programm nur unwesentlich von der UMA-Version. Die Probleme
des NUMA-Modells werden erst deutlich, wenn man sich mit der Ezienz beschaftigt. Dabei mu berucksichtigt
werden, da die Zugrie auf die globale Variable M wesentlich langsamer als die Zugrie auf das lokale Feld
local M sind. Wie in 2.3.3 erlautert, kann der Unterschied zwischen einem Faktor von 10 und 1000 liegen. Dies
bedeutet, da eine parallele Version bei einer naiven Implementierung mit vielen globalen Zugrien sehr langsam,
unter Umstanden sogar langsamer als eine parallele Version ware. Um die Auswirkungen der nicht-uniformen
Zugriszeit auf die Programmezienz zu verringern, gibt es zwei Moglichkeiten:
1. Globale Daten mussen in den lokalen Speicher kopiert werden, wenn ein Prozessor ofters auf sie zugreifen
will. Aus diesem werden die Spalten vor dem Sortieren aus der globalen Matrix in die lokalen Variablen
kopiert und danach wieder zuruckgeschrieben.
2. Es mu versucht werden, Daten in den lokalen Variablen der virtuellen Prozessoren abzulegen, die auf sie
am meisten zugreifen. Es mu also eine gute Datenverteilung gefunden werden. Dazu sind zum einen eine
detaillierte Kenntnis des Speicherzugrismusters der gesamten Anwendung notwendig. Auerdem mussen
die genauen Kosten fur die globalen Zugrie bekannt sein. Diese sind in der Regel nicht nur von Rechner
zu Rechner, sondern oft auch von Zugri zu Zugri verschieden. Das Problem der Datenverteilung kann
aufgrund obiger Probleme auch von erfahrenen Programmierern oft nur unbefriedigend gelost werden. Die
Grunde hierfur werden in Abschnitt 2.5.2 genauer erlautert.
Die Notwendigkeit, die obigen Punkte zu berucksichtigen, macht die Programmierung im CC-NUMA Model
aufwendig und komplex. Auerdem mussen die Programme auf die Eigenschaften konkreter Architekturen hin
optimiert werden.
NCC-NUMA
Beim NCC-NUMA-Modell wird fur die, als global denierten Variablen, keine Cache-Koharenz garantiert. Aus
diesem Grund werden globale Variablen in der Regel nicht im Cache zwischengespeichert. Dies hat keine Auswir-
kung auf die Syntax des Programms. Allerdings ergibt sich dadurch ein zusatzlicher Faktor, der fur eine eziente
Implementierung von Anwendungen berucksichtigt werden mu. So kann man beim CC-NUMA Modell davon
ausgehen, da eine globale Variable nach dem ersten Zugri lokal im Cache vorhanden ist. Weitere, kurzfristig er-
folgende Zugrie sind also keine langsamen globalen Speicherzugrie, sondern schnelle lokale Cache-Operationen.
Dadurch bekommt eine gute Datenverteilung eine noch groere Bedeutung fur die Programmezienz. Es ist au-
erdem, wie auch beim NCC-UMA Modell, sinnvoll, Daten aus globalen in lokale Variablen zu kopieren. Dadurch
konnen sie anders als globale Variablen im Cache zwischengespeichert werden.
Nachrichtenkoppelung
Nachrichtengekoppelte Programmiermodelle gehen davon aus, da die virtuellen Prozessoren keinen Zugri auf
gemeinsame Variablen besitzen. Fur den Datenaustausch gibt es statt dessen spezielle Kommunikationsroutinen.
Mit Hilfe solcher Routinen konnen Prozesse einander Nachrichten schicken und so Daten austauschen. Fur die
Syntax und Semantik von Kommunikationsroutinen gibt es viele Varianten. Gleiches gilt fur die Deklaration
und Sichtbarkeit von Variablen. Eine genau Diskussion dieser Varianten wurde den Rahmen der vorliegenden
Zusammenfassung sprengen. Sie ist z.B. in [178] zu nden. Um das Prinzip der nachrichtengekoppelten Program-
miermodelle zu verdeutlichen, gehen wir im nachfolgenden Beispielprogramm von folgenden Annahmen aus:
1. Im Programm global denierter Variablen sind lokale Variablen des virtuellen Prozessor 0, und nur fur
diesen sichtbar. Dabei ist der Proze 0 fur die Ausfuhrung der sequentiellen Anweisungen zustandig.
2. Variablen, die fur die anderen virtuellen Prozessoren sichtbar sind (sich also in derem Speichern benden),
mussen in den entsprechenden FORALL Anweisungen deniert werden.
3. Fur die Kommunikation zwischen den virtuellen Prozessoren gibt es send- und receive-Routinen, die eine
Variable an einen Prozessor senden bzw. empfangen konnen. Beide Prozeduren sind nicht-blockierend. Das
Senden ist immer erfolgreich. Die receive Prozedur gibt, je nachdem, ob ein Datum eingetroen ist oder
nicht, TRUE bzw. FALSE zuruck. Sie kann also zum Warten auf Daten in einer Schleife benutzt werden.
Unter den obigen Annahmen kann das Sortierprogramm fur die Matrixspalten wie folgt formuliert werden:
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VAR INT A[P], M[S][Z];
BEGIN
<Vorberechnung>
FOR i=1 TO P
send(M[A[i]],i);
END;
FORALL i = 1 TO P DO
VAR local_M[S];




FOR i=1 TO P




Eine abstrakte, systemunabhangige Programmierung ist lediglich mit Hilfe des CC-UMA-speichergekoppelten
Modells moglich. Bei Verwendung der CC- bzw. NCC NUMA-Speicherkoppelung wird die syntaktische For-
mulierung des Programms zwar nicht wesentlich schwerer, es mu aber um der Ezienz Willen die Frage der
Datenverteilung berucksichtigt werden. Dabei mussen in Abhangigkeit von den Systemeigenschaften und dem
Programm die Daten so auf die lokalen Speicher verteilt werden, da die Anzahl von globalen Zugrien minimiert
wird. Dies ist eine komplexe, nicht automatisierbare Aufgabe, die die Programmierung aufwendig und die Pro-
gramme unportabel macht. Am aufwendigsten ist die Programmierung im nachrichtengekoppelten System. In
diesem Modell ist, wie bei den NUMA-Systemen, eine Datenverteilung notwendig, die fur moglichst wenige nicht-
lokale Zugrie sorgt. Hinzu kommt, da alle nicht-lokalen Daten explizit von den Besitzer-Prozessoren geholt
werden mussen. Dies macht die Programmierung sehr umstandlich.
2.4.3 Synchronisation
Die meisten parallelen Algorithmen erfordern ein gewisses Ma an Synchronisation zwischen den virtuellen Pro-
zessen. Hierfur gibt es in Programmiermodellen zwei Moglichkeiten: eine streng synchrone Ausfuhrung von
parallelen Anweisungssequenzen, sowie explizite Synchronisationsanweisungen.
Synchrone Ausfuhrung
In manchen Programmiermodellen wird in Anlehnung an die SIMD Hardware-Architektur (2.2.1) bzw. das
PRAM-Modell (2.1.1) eine Moglichkeit geboten, Anweisungen streng synchron auszufuhren. Es handelt sich dabei
in der Regel um Varianten der FORALL Anweisung, die oft FORALL IN SYNC genannt werden. Solche Anweisungen
sind mit den, in Abschnitt 2.4.1 beschriebenen Anweisungen bis auf die Tatsache identisch, da die parallele
Ausfuhrung der Anweisungen innerhalb des FORALLs strickt synchron vor sich geht.
Explizite Synchronisation
Bei Programmiermodellen, die keine synchrone Ausfuhrung beinhalten, sind fur die Synchronisation spezielle
Anweisungen vorgesehen. Fur die Funktionalitat solcher Anweisungen wurden verschiedenen Moglichkeiten un-
tersucht und realisiert. Am weitesten verbreitet sind Sperren (in der Literatur vom englischen her meist Lock
genannt) und Barrieren. Ihre Funktion kann wie folgt zussamengefat werden:
Sperre: Eine Sperre dient dazu, den Zugang zu einem sog. kritischen Teil eines Programms zu sequentialisieren.
Es ist eine Variable, auf der ein Faden zwei Operationen ausfuhren kann: sie in seinen Besitz nehmen
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(LOCK) und sie wieder freigeben (UNLOCK). Das besondere an einer Sperre ist, da zu jedem nur ein Faden
der Besitzer sein kann. Wenn ein Faden im Besitz einer Sperre ist, dann schlagt jeder weitere LOCK-Aufruf
auf diese Sperre fehl. Erst wenn der Besitzer sie durch eine UNLOCK-Anweisung freigegeben hat, kann ein
anderer Faden zum Besitzer werden.
Barriere: Eine Barriere dient dazu, eine Menge von Faden an einer Stelle im Programm zusammenzufuhren.
Sie lat zwei Arten von Operationen zu: eine Initialisierung und die eigentliche BARRIER-Anweisung. Bei
der Initialisierung wird der Barriere mitgeteilt, wieviele Faden sie zusammenfuhren soll. Die BARRIER-
Anweisung wird dort im Programm plaziert, wo sich die Faden treen sollen. Fuhrt ein Faden diese
Anweisung aus, so wird er zunachst blockiert. Er wird erst dann freigegeben, wenn die Anzahl der Faden,
die die BARRIER-Anweisung ausgefuhrt haben, gleich der, bei der Initialisierung bestimmten Faden-Anzahl
ist.
Das besondere an den obigen Synchronisationsanweisungen ist, da sie auf einem CC-UMA Speichersystem durch
einfache Speicheroperationen ezient realisiert werden konnen.
2.4.4 Scheduling
Die Aufgabe des Schedulings besteht darin, die virtuellen Prozessoren des Programmiermodells den Prozessoren
eines realen Parallelrechners zuzuordnen. Dabei mussen zwei Faktoren berucksichtigt werden
1. Es ist weder moglich noch sinnvoll, jedem virtuellen Prozessor einen echten Prozessor zuzuordnen. Dies liegt
zum einen daran, da die Anzahl virtueller Prozessoren die der realen Prozessoren ubersteigen kann. Zum
anderen ist es moglich, da die Kosten fur die Verteilung der virtuellen Prozessoren so hoch sind, da sie
den Gewinn einer voll parallelen Ausfuhrung ubersteigen. In diesem Fall ist es sinnvoll, mehrere Prozesse
hintereinander auf einem echten Prozessor auszufuhren.
2. Bei NUMA-Architekturen mu die Zuteilung der virtuellen Prozessoren mit der Datenverteilung abgestimmt
werden.
Im Hinblick auf das Scheduling unterscheidet man Programmiermodelle mit automatischem Scheduling sowie
solche, bei denen das Scheduling vom Programmierer durchgefuhrt werden mu. In beiden Fallen gilt, da eine
gute Verteilung der virtuellen auf die echten Prozessoren im allgemeinen nur auf CC-UMA-Rechnern moglich ist.
2.5 Das CC-UMA-Programmiermodel in der Praxis
Im vorigen Abschnitt wurden verschiedene Aspekte paralleler Programmiermodelle vorgestellt. Dabei wurde
deutlich, da das CC-UMA Speichermodell entscheidend ist, damit ein Programmiermodell eine einfache, por-
table und gleichzeitig eziente Formulierung von Programmen erlaubt. Dieser Abschnitt beschaftigt sich mit
den Problemen der Implementierung dieses Speichermodells auf den in Abschnitt 2.3 beschriebenen Hardware-
Speicherarchitekturen. Das wichtigste Ergebnis dieses Abschnitts ist die Feststellung, da eine eziente Imple-
mentierung im allgemeinen nur dann moglich ist, wenn die Hardware bereits das CC-UMA Modell unterstutzt.
Eine Simulation des CC-UMA Modells auf anderen Speicherarchitekturen, z.B. NCC, NUMA oder gar auf ge-
trenntem Adreraum ist nur sehr eingeschrankt moglich.
Je nachdem, auf welcher Hardware das CC-UMA- Speichermodell realisiert werden soll, mussen der Ubersetzer
und das Laufzeitssystem eine oder mehrere der folgenden drei Aufgabe bewaltigen
1. Im Falle eines getrennten Adreraumes mussen Speicherzugrie auf nicht-lokale Daten in geeignete Kom-
munikationsanweisungen ubersetzt werden.
2. Bei NUMA-Speichersystemen mussen die Daten so auf die Speicherbanke verteilt werden, da die Anzahl
nicht-lokaler Zugrie minimiert wird.
3. Bei NCC-Systemen mu die Cache-Koharenz gewahrleistet werden.
Wie im Nachfolgenden erlautert wird, kann die erste Aufgabe grundsatzlich ohne Probleme, die zweite in manchen
Falle und die dritte nur fur seltene Spezialfalle ezient gelost werden.
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2.5.1 Simulation des gemeinsamen Adreraumes
Bei einem Speichersystem mit verteiltem Adreraum liegen die Daten in den Speichern der einzelnen Prozessoren
und besitzen keine globalen Adressen. Will ein Prozessor auf ein nicht-lokales Datum zugreifen, so mu er
eine Nachricht an den Besitzer dieses Datums schicken und auf eine Antwort warten. Um dem Programmierer
unter diesen Umstanden die Illusion eines gemeinsamen Speichers zu prasentieren, sind zwei Dinge notwendig.
Zum einen mu ein virtueller globaler Adreraum deniert werden. Dieser mu eine eindeutige Zuordnung von
virtuellen globalen Adressen zu Prozessornummern und lokalen Adressen beinhalten. Zum anderen mussen alle
Zugrie auf globale Adressen in Kommunikationsanweisungen ubersetzt werden. Beides kann ohne weiteres durch
einen entsprechenden Ubersetzer und Laufzeitsystem erledigt werden. Dies wurde von mehreren Systemen mit
sog. virtuellem gemeinsamen Speicher bereits demonstriert (z.B. [25]).
2.5.2 Datenverteilung
Wie bereits beschrieben, hangt die Ezienz eines Programms auf einer Speicherarchitektur mit nicht-uniformer
Zugriszeit sehr stark von der Anzahl der globalen Speicherzugrie ab. Um diese Anzahl zu minimieren, mu man
dafur sorgen, da die Daten so oft wie moglich in den lokalen Speichern der Prozessoren untergebracht werden,
die sie fur eine Berechnung benotigen. Da der Programmierer im UMA-Speichermodell keine Kenntnis von der
Lage der Daten und den unterschiedlichen Zugriszeiten hat, mu die Datenverteilung vom Ubersetzer und dem
Laufzeitsystem bewerkstelligt werden. Die Schwierigkeit dabei besteht darin, da die Erstellung einer guten
Datenverteilung eine detaillierte Kenntnis des Speicherzugrismusters der gesamten Anwendung erfordert. Bei
einem so einfachen Problem wie z.B. der Vektoraddition, stellt dies kein Problem dar. Bei groeren Anwendungen
hangt das Speicherzugrismuster aber in der Regel in einer komplexen Art und Weise von den Eingabedaten und
dem Verlauf der Berechnung ab. Die automatische Generierung einer guten Datenverteilung ist ein aktuelles
Forschungsthema. Dabei werden zwei Ansatze verfolgt: die statische Datenverteilung zur Ubersetzungszeit auf
der Basis des Quellcodes und eine Verteilung zur Laufzeit unter Berucksichtigung des Programms und der Daten.
Wie im Nachfolgenden gezeigt, funktioniert jeder dieser Techniken fur bestimmte Anwendungen. Es ist jedoch
nicht moglich, ein Verfahren zu nden, da fur jedes Programm und jeden Datensatz automatisch ein gute
Datenverteilung generiert.
Statische Datenverteilung
Bei der statischen Datenverteilung mu der Ubersetzer versuchen, aus dem Quellcode herauszulesen, welche
Prozessoren auf welche Daten zugreifen. Im Fall einer FORALL-basierten Verwaltung der Parallelitat erfolgt dies
mit Hilfe von drei Regeln:
1. Alle Zugrie auerhalb von FORALL-Anweisungen werden vom Prozessor 0 (fur den sequentiellen Teil ver-
antwortlich) durchgefuhrt.
2. Variablen innerhalb einer FORALL-Anweisung, dessen Adresse nicht von der Laufvariablen des FORALLs
abhangt, werden von allen Prozessoren benotigt.
3. Bei Variablen in einem FORALL, dessen Adresse von der Laufvariablen abhangt, wird die Nummer des
zugreifenden Prozessors aus dem Ausdruck errechnet [17]. Bei solchen Variablen handelt es sich in der
Regel um Felder, dessen Indexausdruck die Laufvariable beinhaltet.
Nachdem ermittelt wurde, welcher Prozessor auf welche Variablen zugreift, mu der Ubersetzer eine optimale
Plazierung der Daten errechnen. Problematisch sind dabei die Variablen, auf die mehrere Prozessoren zugreifen.
Sie mussen den Prozessoren zugewiesen werden, die auf sie am meisten zugreifen bzw. fur die die Zugriskosten
am hochsten sind. Dies stellt ein Optimierungsproblem dar, das mit Hilfe geeigneter Gleichungssysteme gelost
wird. Das Problem der statischen Datenverteilung besteht darin, da sie nur in einfachen Spezialfallen moglich
ist. Dies liegt an drei Dingen:
1. Es ist nicht immer moglich, aus dem Quellcode herauszulesen, welcher Prozessor auf ein Datum zugreifen
mu. Das Problem ergibt sich, wenn in den Feldindizies auer den Prozeindizies auch andere Variablen
vorkommen. Es ist namlich im allgemeinen nicht moglich, statisch aus dem Programmcode den Wert zu
berechnen, den eine Variable zur Laufzeit annehmen wird. Ein Beispiel hierfur stellt das Beispielprogramm
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aus Abschnitt 2.4.2 dar. Dort hing die Spalte, die ein Prozessor sortieren mute, von dem Element eines
Vektors ab. Unter der Annahme, da dieser Vektor nicht als Konstante im Programm deniert wurde, sind
seine Werte erst zur Laufzeit bekannt.
2. Die Anzahl der Zugrie eines bestimmten Prozessors auf eine bestimmte Variable ist nicht immer aus dem
Quellcode ersichtlich. Hier gilt die gleiche Argumentation wie bei den Feldindizies.
3. Die Gleichungen, die sich aus der Analyse der Feldindizies ergeben, sind nicht immer maschinell (also vom
Ubersetzer) losbar.
Im allgemeinen funktioniert die statische Datenverteilung sehr gut fur Anwendungen, dessen Speicherzugrismu-
ster regelmaig und statisch durch Konstanten festgelegt ist. Bei irregularen und dynamischen Problemen ist eine
optimale statische Datenverteilung dagegen in der Regel nicht moglich.
Datenverteilung zur Laufzeit
Das Problem der statischen Datenverteilung besteht, wie oben beschrieben, darin, da das Speicherzugrismuster
von Variablenwerten abhangen kann, die erst zur Laufzeit bekannt sind. Dieses Problem kann durch eine dyna-
mische Verteilung zur Laufzeit vermieden werden. Dabei werden zwei Strategien verfolgt: einfache dynamische
Umverteilung (siehe z.B. [137]) und das Inspector-Executor-Verfahren (siehe z.B. [149])
Dynamische Umverteilung: Bei dynamischer Umverteilung werden die Daten, die statisch nicht gut plaziert
werden konnten, zur Laufzeit umverteilt. Dies erfolgt, sobald die Variablenwerte verfugbar sind, die fur die
statische Datenverteilung fehlten. Das Problem dieses Verfahren besteht darin, da der Aufwand fur die
Umverteilung sehr gro sein kann. Im ungunstigsten Fall kann er sogar so gro werden, da das Programm
durch die dynamische Umverteilung verlangsamt statt beschleunigt wird. Der Umverteilungsaufwand resul-
tiert vor allem daraus, da die fur die Berechnung der optimalen Verteilung notwendige Information nicht
immer zentral auf einem Prozessor verfugbar ist. Dies ist z.B. der Fall, wenn die Haugkeit der Zugrie der
einzelnen Prozessoren auf ein bestimmtes Datum benotigt wird, wenn die neue Verteilung zu berechnen.
Inspector-Executor: Dieses Verfahren wurde entwickelt, um den Aufwand fur die Datenverteilung wahrend der
Berechnung zu vermeiden. Es basiert auf der Idee, da man die fur die Datenverteilung notwendige Informa-
tion durch einen kurzen Probelauf des Programms (Inspector-Lauf) bekommen kann. Ein solcher Probelauf
wird mit den fur die Berechnung vorgesehenen Eingabedaten vor dem echten Berechnungslauf (Executor-
Lauf) gestartet. Es versucht an Hand einer extrem verkurzten Ausfuhrung moglichst viele Informationen
uber das Speicherzugrismuster zu gewinnen. Diese Informationen werden dann im Berechnungslauf fur
die Datenverteilung benutzt. Das Problem des Inspector-Executor Verfahrens besteht in der Annahme, da
ein kurzer Probelauf reprasentativ fur die gesamte Programmausfuhrung ist. Diese Annahme trit fur viele
Probleme mit regularem Berechnungsmuster zu, versagt aber im allgemeinen bei irregularen Problemen.
Insgesamt gilt, da zur Laufzeit fur viele Anwendungen eine gute Datenverteilung gefunden werden kann, fur
die sich eine solche statisch nicht ermitteln lat. Allerdings ist es auch zur Laufzeit nicht moglich, eine gute
Datenverteilung fur jedes Programm zu nden.
2.5.3 Simulation der Cache-Koharenz
Wie in Abschnitt 2.3.4 dargelegt, erfordert die Erhaltung der Cache-Koharenz, da jeder Schreibzugri zu allen
den Caches propagiert wird, in deen sich eine Kopie des betroenen Datums bendet. Hierzu ist es einerseits
notwendig, da nach jedem Schreibzugri eine entsprechende Nachricht an alle Caches verschickt wird. Zum
anderen mussen diese Nachrichten von den Caches empfangen werden, woraufhin der Cache-Inhalt uberpruft,
und bei Bedarf aufgefrischt werden mu. Ersteres kann ohne weiteres auf einem System ohne Cache-Koharenz
Unterstutzung vom Laufzeitsystem bewerkstelligt werden. Allerdings ist die Uberprufung und Aurischung des
Caches ohne eine Unterstutzung durch die Hardware nicht moglich. Daher besteht die einzige Moglichkeit fur
die Emulation eines CC-Modells auf einer NCC Hardware darin, alle Zugrie auf, von mehreren Prozessoren
genutzte Variablen vom Cache auszuschlieen. Dies wurde aber, wie bereits erlautert (siehe 2.3.4), zu einem
groen Ezienzverlust fuhren.
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2.6 Symmetrische Multiprozessoren
Die bisherige Betrachtung hat gezeigt, da das CC-UMA Speichermodell die Voraussetzung fur eine einfache, por-
table Programmierbarkeit von Parallelrechnern darstellt. Gleichzeitig wurde deutlich, da ein solches Modell nur
dann ezient implementiert werden kann, wenn es von der Hardware des Speichersystems zur Verfugung gestellt
wird. Es wurde auerdem gezeigt, da eine asynchrone, dem MIMD-Modell entsprechende Programmausfuhrung
mit ezienten Synchronisationsoperationen fur die meisten Anwendungen von Vorteil ist. Rechner die dieser Be-
schreibung entsprechen, werden oft als symmetrische Multiprozessoren kurz SMPs bezeichnet. Diese Bezeichnung
soll unterstreichen, da alle Prozessoren eines solchen Rechners gleichberechtigt auf alle Systemresourcen, also
auch auf den Hauptspeicher, zugreifen konnen.
Dank ihrer gute Programmierbarkeit und Ezienz haben die SMPs als einzige parallele Rechnerklasse eine
hohe Akzeptanz im kommerziellen Bereich gefunden. Leider konnen sie heute auf Grund ihrer beschrankten
Skalierbarkeit nur in einigen wenigen Anwendungsbereichen eingetzt werden. Um welche Bereiche es sich dabei
handelt und welche Vorteile von der Erweiterung ihres Einsatzgebietes zu erwarten sind wird im Nachfolgenden
zusammengefat.
2.6.1 Stand der Technik beim Einsatz von SMPs
Die Einsatzgebiete von Parallelrechnern im allgemeinen liegen heute in den folgenden Gebieten:
Multiprozessor PCs: Durch den Preisverfall im Bereich der Mikroprozessoren nden Multiprozessoren auch
zunehmend in PCs Einzug. Dabei handelt es sich um Maschinen mit maximal 2 bis 4 Prozessoren.
Multiprozessor Arbeitsplatzrechner: Auch bei Arbeitsplatzrechnern haben die sinkenden Prozessorpreise
zusammen mit steigenden Rechenleistungs-Anforderungen parallele Architekturen motiviert. Arbeitsplatz-
rechner werden heute mit bis zu 16 Prozessoren ausgestattet.
Multiprozessor Server: Server stellen eine Zwischenstufe zwischen Arbeitsplatzrechnern und Superrechnern
dar. Sie werden vor allem fur groe Datenbanken, WWW-Server und teilweise auch fur numerische Be-
rechnungen eingesetzt. Sie werden heute fast ausschlielich als Parallelrechner mit 8 bis 64 Prozessoren
implementiert.
Parallele Superrechner: Bei den Superrechnern ist in letzer Zeit die Parallelverarbeitung zum Standard ge-
worden. Dabei sind Rechner mit bis zu 1024 Prozessoren gebaut worden []. Bei Superrechnern steht vor
allem die Rechenleistung im Vordergrund. Die Programmierbarkeit und Kosten sind zweitrangig.
PC- und Arbeitsplatzrechner-Cluster: Einer der am schnellsten wachsenden Bereiche der Parallelverarbei-
tung stellt das Cluster-Computing dar. Dabei werden gewohnliche Arbeitsplatzrechner mit Hochleistungs-
Netzwerkkarten verbunden und konnen wie ein Parallelrechner benutzt werden.
Von den obigen funf Bereichen werden symmetrische Multiprozessoren heute nur in den ersten beiden eingesetzt.
Bei den Servern und parallelen Superrechnern scheitert die Implementierung an der hohen Prozessorzahl. Die
Koppelung von Arbeitsplatzrechnern zu einem symmetrischen Multiprozessor ist wegen der groen Systemaus-
dehnung nicht moglich, da dies die fur einen symmetrischen Multiprozessor notwendige Netzwerkleistung nicht
zulat. Die Hurden bei der Realisierung symmetrischer Multiprozessoren fur hohe Prozessorzahlen und groe
Systemausdehnungen werden im nachsten Kapitel beschrieben.
2.6.2 Motivation fur ein breiteres Einsatzgebiet
Durch die Erweiterung des Einsatzgebietes symmetrischer Prozessoren konnen drei Dinge erreicht werden:
1. Die Programmierung von Servern, Superrechnern und Arbeitsplatzrechner-Clustern wird einfacher, da auf
solchen Maschinen ein CC-UMA basiertes Programmiermodell implementiert werden kann.
2. Es wird ein wesentlich breiterer Kreis von Anwendungen ezient auf groen Parallelrechnern und Arbeits-
platzrechner-Clustern parallelisiert werden konnen, da kommunikationsintensive Anwendungen nicht mehr
durch die hohen Kosten globaler Datenzugrie verlangsamt werden.
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3. Programme werden zwischen den verschiedenen parallelen Rechnerklassen portabel. Dadurch wird vor
allem die Entwicklung von parallelen Programmen vereinfacht. So wird es moglich, Anwendungen auf
einem Arbeitsplatzrechner oder gar PC zu entwickeln und mit kleinen Datensatzen zu testen, um sie dann
unverandert auf einem Server, einem Supercomputer oder einem groen Arbeitsplatzrechner-Cluster laufen
zu lassen.




Das vorliegende Kapitel beschreibt den Zusammenhang zwischen der Architektur des Speichersystems, und der
Skalierbarkeit heutiger symmetrischer Multiprozessoren. Es zeigt, warum es bisher nicht gelungen ist, die SMP-
Architektur fur groe Prozessorzahlen zu realisieren. Damit wird das Problem deniert, das die vorliegende Arbeit
zu losen versucht.
Im Abschnitt 3.1 werden zunachst einige Grunduberlegungen zu der Architektur und Leistung heutiger Spei-
chersysteme erlautert. Da die Speichersysteme von SMPs auf sequentiellen Speichersystemen basieren und mit
ihrer Leistungsfahigkeit verglichen werden, werden im Abschnitt 3.2 die wichtigsten Aspekte sequentieller Spei-
chersysteme beschrieben. Danach werden in den Abschnitt 3.3 und 3.4 die beiden wichtigsten Aspekte der
Speichersysteme symmetrischer Multiprozessoren beschrieben: das Cache-Koharenz Protokoll und die Architek-
tur des Verbindungsnetzwerk erortert. Darauf aufbauend werden im Abschnitt 3.5 die Grunde fur die schlechte
Skalierbarkeit der SMP-Speichersysteme zusammengefat. Abschlieend wird ein Uberblick uber den Stand der
Technik bei parallelen Architekturen mit cache koharenten gemeinsamen Speicher gegeben. Dabei wird gezeigt,
wie sich die vorliegende Arbeit von verwandten Arbeiten in diesen Bereichen unterscheidet.
3.1 Grunduberlegungen
Die Architektur heutiger Speichersysteme basiert auf drei Grundannahmen:
1. Die Latenz eines Speichers nimmt mit seiner Groe stark zu. Es ist nur moglich, kleine schnelle Speicher
oder groe langsame Speicher zu bauen.
2. Speichersysteme konnen trotzt hoher Latenz der Speicherbausteine eine hohe Bandbreite besitzen. Beim
Zugrien auf groere, zusammenhangende Datenblocke fallt daher die hohe Latenz nur beim Zugri auf das
erste Element an. Auf die nachfolgenden Elemente kann wesentlich schneller zugegrien werden.
3. Die Speicherzugrie sind nur bei den wenigsten Programmen zufallig und gleichmaig auf die Speicheradres-
sen verteilt. Zeitlich kurz hintereinander liegende Zugrie beziehen sich oft auf im Speicher benachbarte
Daten. Man spricht in diesem Zusammenhang von raumlicher Lokalitat der Zugrie. Sie ist darauf zuruck-
zufuhren, da die vom Programm benotigten Daten in der Regel in einer geordneten Form (z.B. als lineares
Feld) im Speicher vorliegen.
4. In den meisten Programmen werden immer wieder die gleichen Speicherstellen genutzt. Dieses Verhalten
wird als temoporale Lokalitat der Speicherzugrie bezeichnet. Sie hat ihre Ursachen in der Tatsache, da
die meisten Programme den Groteil der Rechenzeit in Schleifen verbringen. Dies bedeutet, da immer
wieder der gleiche Teil des Programmcodes ausgefuhrt wird und immer wieder auf die gleichen Variablen
zugegrien wird.
Obige Uberlegungen gelten sowohl fur sequentielle als auch fur parallele Speichersysteme, also auch fur symme-
trische Multiprozessoren.
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Abbildung 3.1: Schematische Darstellung des Speichersystems eines sequentiellen Rechners bestehend aus einem Prozessor
(P), zwei Cache-Stufen (C1 und C2), und drei Speicherbanken (M) des Hauptspeichers.
Wie im vorigen Kapitel angesprochen, haben sie zu einer hierarchischen Speicherarchitektur gefuhrt. Die unter-
ste Stufe dieser Hierarchie bildet der Hauptspeicher, der gro genug fur alle Daten ist, dafur aber verhaltnismaig
langsam ist. Er besteht in der Regel aus mehreren Speicherbanken, die uber ein Verbindungsnetzwerk (in der
Regel einen Bus) mit dem restlichen Speichersystem verbunden ist. Dieser besteht aus mehreren Cache-Stufe,
wobei die Speicherkapazitat von Stufe zu Stufe abnimmt, wahrend die Zugrisgeschwindigkeit zunimmt. Diese
Speicherarchitektur is schematisch in Abbildung 3.1 dargestellt. Sie verringert die durchschnittliche Speicherzu-
griszeit indem sie die Nutzung der hohen Speicherbandbreite und der Lokalitat der Zugrie unterstutzt. Ersteres
wird dadurch erreicht, da bei jedem Lesezugri groe Datenblocke (Cache-Zeilen) auf einmal gelesen und im Ca-
che fur nachfolgende schnelle Zugrie zwischengespeichert werden. Dabei macht man sich die raumliche Lokalitat
der Speicherzugrie zu nutze. Um die temporare Lokalitat auszunutzen werden die Daten nach dem Zugri nicht
sofort aus dem Cache entfernt. Will der Prozessor kurz darauf nochmals auf diese Daten zugreifen, so mussen sie
nicht mehr aus dem Hauptspeicher geholt werden.
3.1.1 Speichersysteme symmetrischer Multiprozessoren
Auf die Verwendung von Caches kann auch in Parallelrechner nicht verzichtet werden. Die Probleme und
Speicherarchitektur-Varianten, die sich daraus ergeben wurden im vorigen Kapitel ausfuhrlich beschrieben. Wie
in 2.6 erlautert zeichnen sich symmetrische Multiprozessoren durch einen cache-koharenten gemeinsamen Speicher
mit uniformer Zugriszeit (CC-UMA-GS Speichermodel). Dies bedeutet, da die Prozessoren mit ihren Caches
so an die Speicherbanke angeschlossen werden mussen, da
1. zur Erhaltung der Cache-Koharenz jeder Schreibzugri auf gemeinsam genutzte Daten nicht nur im Haupt-
speicher, sondern auch in den Caches aller Prozessoren durchgefuhrt, die eine Kopie des betroenen Datums
besitzen (siehe 2.3.4)
2. zur Gewahrleistung der uniformen Zugriszeit die Latenz der Speicherzugrie weitgehend unabhangig von
der Lage des Datums im Speicher und dem Zugrismuster der Prozessoren sein mu
3. die Latenz der Speicherzugrie vergleichbar mit der Latenz der Speicherzugrie in einem sequentiellen
Rechner sein mu.
Fur die Implementierung des Speichersystems eines SMPs sind also zwei Dinge notwendig. Zum einen mu
ein Speicherzugris-Protokoll deniert werden, das fur die Fortpanzung der Schreibzugrie zu den betroenen
Caches sorgt. Ein solches Protokoll wird als Cache-Koharenz Protokoll bezeichnet. Zum anderen wird fur die
Verbindung der Prozessoren und der Speicherbanke eine leistungsfahiges Netzwerk benotigt. Dieses Netzwerk
mu trotz der Zusatzbelastung durch mehrere Prozessoren und das Cache-Koharenz-Protokoll ungefahr die gleiche
Latenz wie der Speicherbus eines sequentiellen Rechners besitzen. Die Fragen des Cache Koharenz Protokolls
und der Ezienz des Verbindungsnetzwerks werden in den Abschnitten 3.3 und 3.4 genauer erlautert.
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3.2 Speichersysteme sequentieller Prozessoren
Das Speichersystem heutiger sequentieller Prozessoren ist in der Regel, in drei Hierarchiestufen aufgebaut.
1. Auf dem Prozessorchip benden sich 64-256KByte L1-Cache, die die erste Stufe der Speicherhierarchie
darstellen.
2. Die zweite Stufe bildet ein externer L2-Cache, der zwischen 0.5 bis 4MB gro sein kann.
3. Die untere Speicherstufe bildet der DRAM-Hauptspeicher der heute eine Groe von 32 bis 1024 MByte
haben kann.
Fur die Verwaltung der beiden Caches ist ein Cache-Kontroller zustandig, der sich meistens auf einem separa-
ten Chip bendet. Er ist durch ein Verbindungsnetzwerk mit dem Hauptspeicher verbunden, der in der Regel
aus 2 bis 8 Speicherbanken besteht. An den Speicher sind oft auch Ein/Ausgabe-Einheiten angeschlossen, die
gleichberechtigt mit dem Cache-Kontroller auf die Daten zugreifen konnen.
ImNachfolgenden werden zunachst die wichtigsten Moglichkeiten fur die Realisierung der Cache-Stufen und des
Verbindungsnetzwerks zusammengefat. Abschlieend wird die Latenz der heutigen sequentiellen Speichersysteme
erotert.
3.2.1 Cache-Architektur
Ein Cache-Speicher besteht aus einer Reihe von Cache-Zeilen, die jeweils in einen sog. Attribut und einen Datenteil
unterteilt sind. Der Datenteil beinhaltet eine Folge von Datenworten, der Attribut die Speicheradresse der Folge
sowie zusatzliche Verwaltungsinformation. Die wichtigsten Faktoren in einem Cache-Design sind die Zuordnung
von Speicheradressen zu Cache-Zeilen, die Strategie bei der Ersetzung von alten Cache-Zeilen und die Frage der
Lange der Cache-Zeilen. Hinzu kommen die Vorgehensweise beim Propagieren von Schreibzugrien innerhalb der
Speicherhierarchie und die Interaktion zwischen dem L1- und dem L2-Cache.
Adressierung
Da ein Cache wesentlich kleiner als der Hauptspeicher ist, gibt es zwischen den Speicheradressen und den Cache-
Zeilen keine 1:1 Korrespondenz. Es wird daher ein Verfahren benotigt, das beim Laden eines Datums in den
Cache eine Zuordnung der Adresse zu einer Speicher-Zeile vornimmt. Hierfur gibt es drei Moglichkeiten: ein
direktes Abbildungsverfahren ein Assoziativverfahren oder ein gemischtes Verfahren.
Direkte Caches: Beim direkten Abbildungsverfahren ergibt sich die Adresse eines Datums im Cache aus ei-
nem Teil seiner Speicheradresse. Bei einer bm langen Speicheradresse und 2bc Cache-Zeilen benutzt man
normalerweise die niederwertigen bc Bits der Speicheradresse fur die Cache-Zeilen Zuordnung. Demnach
wurde z.B. ein Wort mit der binar kodierten Speicheradresse 100001 in einem Cache mit 8 = 23 Zeilen in
die Zeile 001 geladen werden. Der hochwertige Teil der Adresse (100) wurde dann in dem Attribut gespei-
chert werden. Er wurde dann bei einem Zugri auf den Cache mit dem hochwertigen Teil der gewunschten
Adresse verglichen werden, um festzustellen, ob sich das gesuchte Datum im Cache bendet. Der Nachteil
des obigen Verfahrens besteht in einer schlechten Ausnutzung der Cache-Kapazitat. Durch die eindeutige
Zuordnung einer jeder Speicheradresse zu einer Cache-Zeile kann es vorkommen, da ein Datum in eine
bereits besetzte Zeile geladen wird, obwohl es genug andere, freie Zeilen gibt. Die Vorteile des direkten
Cache sind der geringe Imlpementierungsaufwand und ein schneller Zugri.
Assoziative Caches: Bei assoziativen Caches kann jede Speicheradresse in jede Cache-Zeile geladen werden. Das
Aunden von Daten im Cache erfolgt nach dem assoziativen Speicherprinzip: die gesuchte Adresse wird
parallel mit den Attributen aller Cache-Zeilen verglichen. Der Vorteil des assoziativen Verfahrens besteht in
der optimalen Nutzung der Cache-Kapazitat. Leider erfordert die Implementierung der assoziativen Suche
einen sehr hohen Hardwareaufwand. Aus diesem Grund wird das assoziative Verfahren nur bei kleinen
Caches angewendet.
Set-Assoziative Caches: Set-assoziative Caches sind eine Kombination aus den beiden obigen Verfahren. Dabei
kann ein Datum zwar nicht in eine beliebige Zeile geladen werden, es ist aber nicht mehr auf eine einzige
beschrankt. Jeder Speicheradresse werden mehrere Zeilen zugeordnet, die einen 'Set' bilden. Innerhalb des
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Sets wird das gesuchte Datum nach dem Assoziativverfahren verwaltet. Set-assoziative Caches haben den
Vorteil einer recht guten Cache-Ausnutzung bei vertretbarem Implementierungsaufwand.
Ersetzungsstrategie
Soll ein neues Datum in den Cache aufgenommen werden, so mu in der Regel ein anderes Datum dafur Platz
machen. Wahrend bei direkten Caches die zu ersetzende Zeile durch die Adresse bestimmt ist, mu bei assoziativen
und gemischten Caches eine Auswahl getroen werden. Um die temporale Lokalitatmoglichst gut zu nutzen, sollte
man dabei ein Datum wahlen, das mit hoher Wahrscheinlichkeit in nachster Zeit nicht benotigt wird. Hierfur
wird in der Regel das sog. LRU (fur least recently used) Verfahren verwendet. Dabei wird im Attribut einer
jeden Cache-Zeile der Zeitpunkt des letzten Zugris durch einen Zeitstempel vermerkt. Fur die Ersetzung wird
dann immer die Zeile mit dem altesten Zeitstempel genommen. Aus diesem Grund werden oft auch ein zufalliges
Ersetzungsverfahren (RAND) oder ein FIFO-Verfahren verwendet.
Cache-Zeilenlange
Die Frage der Cache-Zeilenlange ist entscheidend fur die Nutzung der raumlichen Datenlokalitat. Je langer
die Cache-Zeile, um so groer ist die Wahrscheinlichkeit, da eines ihrer Elemente bei einem spateren Zugri
wiederverwendet wird. Andererseits durfen die Cache-Zeilen auch nicht zu lang werden. Zum einem wurde bei
einer beschrankten Cache-Groe eine zu hohe Cache-Zeilenlange die Anzahl der Cache-Zeilen zu stark reduzieren.
Dadurch konnten nur wenige unterschiedliche Adressen im Cache untergebracht werden, was wiederum die Miss-
Rate erhohen wurde. Hinzu kommt, da mit steigender Cache-Zeilenlange die Anforderungen an die Bandbreite
des Netzwerks und des Hauptspeichers wachsen.
Schreibstrategie
Bei einem Schreibzugri mussen sowohl der Inhalt der Cache-Zeile als auch aller darunterliegenden Stufen der
Speicherhierarchie (weitere Caches bzw. der Hauptspeicher) aktualisiert werden. Passiert dies sofort im Anschlu
an einen Schreibzugri, so spricht man von einem durchschreibenden Cache. Alternativ kann die Aktualisierung
solange verschoben werden, bis das Datum aus dem Cache entfernt wird. Ein solches sog. zuruckschreibendes
Verfahren hat bei wiederholten Schreibzugrien den Vorteil, da die Anzahl der Zugrie auf die darunterliegende
Speicherebenen reduziert wird. Andererseits bringt es aber auch einen hoheren Verwaltungsaufwand mit sich. So
mu dem Attribut jeder Cache-Zeile ein zusatzliches Zustandsbit hinzugefugt werden, das nach einem Schreib-
zugri gesetzt wird. Es zeigt an, da die Cache-Zeile modiziert wurde und beim Entfernen aus dem Cache
zuruckgeschrieben werden mu.
Relation zwischen den verschiedenen Cache-Stufen
Jedes Datum, das sich in einem Cache bendet, ist trivialer Weise auch irgendwo im Hauptspeicher vorhanden.
Gleiches kann, mu aber nicht fur L1- und L2-Caches gelten. Im ersten Fall spricht man von einer logischen
Inklusion. Die logische Inklusion vereinfacht viele Verwaltungsaufgaben, insbesondere im Bereich der Multipro-
zessoren. Ihr Nachteil besteht darin, da sie eine Angleichung der Struktur und der Verwaltungsprotokolle der
beiden Caches verlangt.
3.2.2 Die Verbindungsstruktur
Bei dem Verbindungssystem ist vor allem die Verbindung zwischen dem Cache-Kontroller, dem Hauptspeicher
und den Ein/Ausgabe-Einheiten interessant. Die anderen Verbindungen sind einfache Punkt-zu-Punkt die keiner
weiteren Erlauterung bedurfen.
Fur die Verbindung zwischen dem Cache-Kontroller und dem Hauptspeicher wird in sequentiellen Rechnern
meistens ein sog. leitungsvermittelnder Bus verwendet.
Leitungsvermittelnder Bus
Ein Bus besteht aus einem parallelen Datenkanal, und einer Menge von Kontrolleitungen. Der Datenkanal besitzt
in den heutigen Bussen 64 bis 256 Leitungen die mit einer Frequenz zwischen 66 und 100 MHz betrieben werden.
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Die Funktion und Anzahl der Kontrollleitung ist von System zu System unterschiedlich. In den meisten Systemen
gibt es funf Arten solcher Leitungen:
1. Eine CLOCK-Leitung auf der ein Taktsignal zur Synchronisation der Datenubertragung gesendet wird.
2. Eine STROBE bzw. SUPPLY genannte Leitung, die die Ubertragung gultiger Daten anzeigt.
3. Eine BUSY-Leitung, die immer dann gesetzt ist, wenn der Bus belegt ist.
4. Eine REQUEST und eine GRANT-Leitung fur jede Einheit, die uber den Bus auf die Speicherbanke zu-
greifen kann. Uber diese Leitungen wird der Zugri auf den Bus und die Speicherbanke koordiniert.
Die Busleitungen sind uber Schnittstellenbausteine an eine Menge von Knoten (Prozessor, Speicherbanke und
Ein/Ausgabeeinheiten) und einen Buskontroller angeschlossen. Letzterer hat die Aufgabe den Zugri auf den
Bus zwischen dem Cache-Kontroller und der Ein/Ausgabeeinheit zu koordinieren. Ein Zugri auf eine an den
Bus angeschlossene Speicherbank, der oft als Bustransaktion bezeichnet wird, lauft in einem leitungsvermittelnden
Bus wie folgt ab:
1. Falls ein Busknoten (Prozessor bzw. die Ein/Ausgabeeinheit) auf eine Speicherbank zugreifen mochten,
dann signalisiert er dies mit Hilfe seiner REQUEST-Leitung.
2. Sobald der Bus frei ist, erlaubt der Buskontroller den Zugri und teilt dies dem Knoten durch Setzen seiner
GRANT-Leitung mit. Der Knoten wird dadurch zum Besitzer des Busses. Ab diesem Zeitpunkt bis zum
Ende der Transaktion durfen nur der Besitzer und die von ihm angesprochene Speicherbank auf den Bus
zugreifen. Der Bus wird also fur die Dauer der Transaktion zu einer dedizierten Leitung zwischen dem
Besitzer und der Speicherbank (daher die Bezeichnung 'leitungsvermittelter' Bus).
3. Der Besitzer setzt die BUSY-Leitung, schickt die Anfrage an die Speicherbank, und wartet auf die Antwort.
Wahrend der Wartezeit gilt der Bus als besetzt.
4. Sobald die Speicherbank die Anfrage bearbeitet hat, schickt sie die Antwort uber den Bus.
5. Nach dem Empfang der Antwort setzt der Besitzer die BUSY-Leitung auf 0 und gibt den Bus damit frei.
3.2.3 Latenz heutiger Speichersysteme
Bei der Betrachtung der Latenz von Speichersystemen mu zwischen der Latenz einzelner Stufen der Speicher-
herarchie und der durchschnittlichen Gesamtlatenz unterschieden werden.
Latenz der einzelnen Stufen des Speichersystems
Der L1-Caches ist in der Regel auf dem Prozessorchip integriert und kann mit der Prozessorfrequenz betrieben
werden. Seine Latenz betragt daher 1 bis 2 Prozessorzyklen. Der L2-Cache benden sich meistens auf einem
anderen Chip. Durch die damit verbundene hohere Verbindungslatenz liegt seine Latenz bei 4 bis 8 Prozes-
sorzyklen. Die Speicherbanke selbst haben eine Latenz von 20 bis 50 Zyklen. Hinzu kommt die Verzogerung
durch den Speicherbus, die im Bereich mehrerer Hundert Nanosekunden liegt. Insgesamt summiert sich damit
die Hauptspeicherlatenz auf ca. 100 bis 200 Prozessorzyklen.
Durchschnittliche Gesamtlatenz eines Speichersystems
Die groen Unterschiede in den Zugriszeiten der einzelnen Speicherhierarchie-Stufen fuhren dazu, da die Ezi-
enz eines Programms stark von der Verteilung der Speicherzugrie auf die Caches und den Hauptspeicher abhangt.
Ein Programm, dessen Speicherzugrie sich allein auf den L1-Cache beschranken, lauft wesentlich schneller als
eines, das uberwiegend auf den Hauptspeicher zugreift. Um diese Abhangigkeit zu berucksichtigen, betrachtet
man zur Charakterisierung eines Speichersystems in der Regel die durchschnittliche Speicherlatenz tav. Sie ist
deniert als eine durch sog. Hit-Raten hL1 und hL2 gewichtete Summe aus den Cache- und Hauptspeicherlatenzen
tL1 (L1-Cache), tL2 (L2-Cache) und tRAM (Hauptspeicher).
tav = hL1  tL1 + hL2  tL2 + (1  pL1   pL2)  tRAM (3.1)
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Dabei geben die Hit-Raten die Wahrscheinlichkeiten an, da ein Datum bei einem Zugri im L1-Cache (hL1)
oder im L2-Cache (hL2) gefunden wird. Die Maximierung der Hit-Raten fur ein moglichst breites Spektrum von
Programmen ist eines der Hauptanliegen beim Entwurf von Speichersystemen. Es erfordert eine Anpassung der
Cache-Struktur und der Verwaltungsstrategie an das Speicherzugrisverhalten von moglichst vielen Anwendungen.
Bei den meisten heutigen Systeme liegt die Hitrate fur typische Anwendungen fur den den L1-Cache zwischen 0:6
und 0:9 und fur den L2-Cache zwischen 0:90 und 0:99.
3.3 Cache-Koharenz Protokolle
Fur die Erhaltung der Cache-Koharenz ist es notwendig da bei jedem Schreibzugri:
1. moglichst schnell ermittelt wird, welche Prozessoren von dem Zugri betroen sind,
2. diese Prozessoren von dem Schreibzugri in Kenntnis gesetzt werden und
3. die Daten in den Caches dieser Prozessoren auf den neusten Stand gebracht werden.
Je nach dem wie ein cache-Koharenz Protokoll mit den ersten beiden Anforderungen umgeht, unterscheidet man
zwischen sog. snoopy [12]und verzeichnis [22] -Protokollen:
Snoopy-Verfahren: Bei Snoopy-Verfahren wird jeder Schreibzugri grundsatzlich an alle Prozessoren durch
einen Rundruf verschickt. Die Cache-Kontroller der Prozessoren suchen sich dann selbst die Daten heraus,
die in ihrem Cache enthalten sind, und fuhren die zur Erhaltung der Cache-Koharenz erforderlichen Modi-
kationen durch. Der Vorteil dieser Protokolle besteht darin da sie mit einem geringen Verwaltungsaufwand
verbunden sind und daher sehr ezient sind.
Verzeichnis-Verfahren: Bei Verzeichnis-Protokollen wird in einem Verzeichnis der Verbleib einer jeden Cache-
Zeile protokolliert. Die Schreibzugrie konnen dann gezielt nur an die Besitzer der betroenen Zeile geschickt
werden. Verzeichnis-Protokolle haben den Vorteil, da das Verbindungsnetzwerk und die Cache-Kontroller
nicht mit unnotigen Nachrichten belasten. Dafur erfordern sie einen wesentlich hoheren Verwaltungsaufwand
als Snoopy-Protokolle und fuhren dadurch zu einer hoheren Speicherlatenz.
Sowohl bei Snoopy- als auch bei Verzeichnis-Protokollen kann im Hinblick auf den Zeitpunkt der Aktualisierung
der Daten zwischen Aktualisierungs- und Invalidierungsverfahren unterschieden werden.
Aktualisierungsverfahren Bei Auktualisierungsverfahren wird der neue geschriebene Wert in allen betroenen
Caches aktualisiert. Der Vorteil dieses Verfahrens besteht darin, da alle Prozessoren sofort uber den
aktuellen Wert verfugen und nicht mehr auf den Hauptspeicher zugreifen mussen.
Invalidierungsverfahren: Beim Invalidierungsverfahren wird nur das Datum im Cache des schreibenden Pro-
zessors bzw. imHauptspeicher tatsachlich geschrieben. In allen anderen Caches wird es lediglich als ungultig
markiert. Der neue Wert wird erst bei einem erneuten Zugri geholt. Der Vorteil des Invalidierungsver-
fahrens besteht darin, da nicht die gesamte Cache-Zeile, sondern nur ihre Adresse zu den Prozessoren
propagiert werden mu. Da eine Adresse 64 Bit lang ist, wahrend eine Cache-Zeile bis zu 128 Byte, wird
so fur das Cache-Koharenz-Protokoll deutlich weniger Bandbreite benotigt.
Die Frage der Cache-Koharenz ist ein wichtiges Thema in der Parallelrechner-Forschung. Es wurde daher eine
Vielzahl von verschiedenen Protokollen entwickelt und untersucht. Im Nachfolgenden wird ein Uberblick uber
die wichtigsten dieser Protokolle gegeben Dabei werden die Probleme bei der Skalierbarkeit und der Ezienz
unterstrichen.
3.3.1 Snoopy-Protokolle
Bei Snoopy-Protokollen wird wie beschrieben jede Schreiboperation per Rundruf an alle Prozessoren verschickt.
In der Praxis wird hierzu in der regel ein Bus verwendet, an dem alle Prozessoren angeschlossen sind. Daher
werden Snoopy-Protokolle oft auch als Bus-Protokolle bezeichnet.
Die einfachsten Snoopy-Protokolle sind das direkte Aktualisierungsverfahren. und das sog. WTI (write through
invalidate) Protokoll. Beide gehen von einem durchschreibenden Cache aus und teilen ohne Ausnahmen immer
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alle Schreibzugrie dem gesamten System mit. Beim direkten Aktualisierungsverfahren werden die Cache-Zeilen
der betroenen Prozessoren aktualisiert und konnen sofort weiterverwendet werden. Beim WTI-Protokoll werden
sie lediglich als ungultig markiert und mussen beim nachsten Zugri neu aus dem Speicher geholt werden.
Der groe Vorteil von Snoopy-Protokollen besteht darin, da sie nur einen sehr geringen Verwaltungsaufwand
erfordern. So ist es moglich, die Cache-Koharenz zu gewahrleisten, und gleichzeitig eine, mit sequentiellen Spei-
chersystemen vergleichbare, Speicherlatenz zu wahren. Hinzu kommt, da sie optimal fur die Implementierung
mit Hilfe eines Busses geeignet sind. Aus diesen Grunden werden zur Zeit in fast allen SMPs Snoopy-Protokolle
eingesetzt. Leider steigen bei Snoopy-Protokollen mit steigender Prozessorzahl und Taktrate die Anforderungen
an den Speicherbus, an die Netzwerkschnittstellen und an die Cache-Kontroller sehr rapide an. Von besonderer
Bedeutung sind dabei vor allem drei Dinge:
1. Die Anzahl der Schreibzugrie im System steigt linear mit der Anzahl der Prozessoren. Somit steigt auch
die benotigte Busbandbreite linear mit der Prozessorzahl. Bei mehrstugen Netzwerken, bei denen die
Kommunikation auf Punkt-zu-Punkt und nicht auf Rundruf Basis stattndet, ist der Anstieg der benotigten
Bandbreite sogar quadratisch. Dies liegt darin, da Schreibzugrie an immermehr Prozessoren weitergeleitet
werden mussen.
2. Die Anzahl von Transaktionen, die jeder Netzwerkschnittstelle uberwachen mu, steigt linear mit der Anzahl
der Prozessoren und deren Taktfrequenz. Dadurch wird die Schnittstelle bei zu hoher Prozessorzahl uber-
fordert. Dies liegt allerdings nicht an der Rechenleistung des Chips. Der begrenzende Faktor ist vielmehr
die IO-Bandbreite des Schnittstellen Chips.
3. Die Anzahl von Invalidierungen bzw. Aktualisierungen, die in jedem Cache pro Zeiteinheit durchgefuhrt
werden mussen, steigt ebenfalls linear mit der Anzahl der Prozessoren und deren Taktfrequenz. Da die
Cache-Zugrisgeschwindigkeit beschrankt ist, kann der Cache ab einer gewissen Prozessorzahl die benotigten
Operationen nicht mehr rechtzeitig durchfuhren. Dieses Problem wird oft als das Problem der cache-update
pressure beueichnet.
Obige Faktoren haben dazu gefuhrt, da die anfangs beschriebenen naiven Protokolle kaum noch Verwendung
nden. Statt dessen wird auf intelligente Protokolle gesetzt, die nur einen Teil der Schreibzugrie per Rundruf
verschicken. Solche Protokolle gehen von einer zuruckschreibenden Cache-Architektur aus. Ihnen liegen einer
oder mehrere der folgenden drei Uberlegungen zugrunde:
1 Mit Hilfe zusatzlicher Zustande kann zwischen Daten unterschieden werden, die sich entweder nur in einem
oder in mehreren Caches benden. Im ersten Fall braucht bei einem Schreibzugri keine Invalidierung zu
erfolgen. So werden unnotige Buszugrie vermieden.
2 Fordert ein Prozessor ein Datum an, da sich bereits in einem anderen Cache bendet, so kann die Anfrage
nicht nur aus dem Hauptspeicher, sondern auch aus dem Cache befriedigt werden. Letzteres verringert die
Zugrislatenz und die Hauptspeicherlatenz und entlastet die Speicherbanke.
3 Es kann fur jede Cache-Zeile ein Besitzer bestimmt werden. Er hat in der Regel das alleinige Schreibrecht
und stellt dem System bei weiteren Anfragen die aktuelle Version der Daten zur Verfugung.
Die Entwicklung von ezienten Cache-Koharenz-Protokollen ist ein aktuelles Forschungsfeld (siehe z.B. [95]). Im
Nachfolgenden werden vier der bekanntesten Verfahren erlautert.
Beispiel Snoopy-Aktualisierungsprotokolle
Zu den wichtigsten Aktualisierungsprotokollen gehoren die Firey- und Dragon-Protokolle. Beide unterschieden
zwischen privaten und gemeinsam genutzten Daten, um nicht bei jedem Schreibzugri einen Rundruf durchfuhren
zu mussen. Das Prinzip dieser beiden Protokolle kann wie folgt zusammengefat werden:
Firey-Protokoll: Das Firey-Protokoll [12] gehort zu den einfachsten Snoopy-Aktualisierungsprotokollen. Es
benutzt drei Zustande: ReadPrivate, DirtyPrivate und ReadShared. Die beiden ersten Zustande sind fur
Daten bestimmt, die sich ausschlielich in dem Cache eines einzigen Prozessors benden. Dabei bezeichnet
DirtyPrivate Cache-Zeilen, die durch einen Schreibzugri verandert wurden und irgendwann in den Haupt-
speicher zuruckgeschrieben werden mussen. Zeilen, auf die nur gelesen wurde, sind durch den ReadPrivate
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Zustand gekennzeichnet. Eine Cache-Zeile geht aus einem der beiden Private Zustande dann in ReadShared
uber, wenn sie von einem weiteren Prozessor angefordert wird. In diesem Fall wird die Anfrage nicht durch
den Hauptspeicher, sondern durch den Cache erfullt, der das Datum aus dem Speicher geholt hatte. Dies
gilt sowohl fur Schreib- als auch fur Lesezugrie. Ein Schreibzugri auf eine ReadShared Zeile mu immer
durchgeschrieben werden, damit die Daten in den anderen Caches aktualisiert werden konnen. Hierbei wird
der neue Wert auch vom Hauptspeicher ubernommen. Eine gemeinsam genutzte Zeile kann somit nie 'Dirty'
sein. Ob die Zeile nach der Schreiboperation im ReadShared Zustand verbleibt, oder in den ReadPrivate
Zustand wechselt, hangt von der Shared-Leitung ab. Sie mu, wahrend die Daten des Schreibzugris auf
dem Bus liegen, von allen Prozessoren gesetzt werden, die diese in ihrem Cache haben. Falls die Leitung
nicht gesetzt wird, nimmt der schreibende Prozessor an, da die Zeile aus allen anderen Caches entfernt
wurde. In diesem Fall geht sie in den ReadPrivate Zustand uber.
Dragon-Protokoll: Das Dragon-Protokoll [118] unterscheidet sich vomFirey-Protokoll dadurch, da ein Schreib-
zugri auf eine gemeinsam genutzte Cache-Zeile nicht sofort zum Hauptspeicher weitergeleitet wird. Aus
diesem Grund wird ein zusatzlicher DirtyShared Zustand benotigt. Er gibt an, da der Inhalt der Zeile in
den Hauptspeicher zuruckgeschrieben werden mu, bevor er aus dem Cache entfernt wird. Da die Daten
nur einmal zuruckgeschrieben werden mussen, kann eine Zeile nur in einem Cache DirtyShared sein. In
allen anderen Caches hat sie den ReadShared Zustand. Ein Ubergang in den DirtyShared Zustand ist aus
allen vier Zustanden moglich. Er ndet bei einem Schreibzugri auf ein Datum statt, das sich bereits in
einem anderem Cache bendet. Dabei wird der Zustand der Zeile bei allen anderen immer auf ReadShared
gesetzt.
Snoopy Invalidierungsprotokolle
Zu den wichtigsten Invalidierungsverfahren zahlen die MESI Protokollklasse und das Berkeley-Protokoll.
MESI-Protokolle: Der Name MESI stammt von den vier Zustanden, die diese Protokollklasse verwendet:
Modied, Exclusiv, Shared und Invalid (siehe z.B. [138]). Im Gegensatz zu dem einfachen WTI Protokoll
unterscheiden MESI-Protokolle zwischen Daten, die sich ausschlielich in einem einzigen Cache benden
und solchen, die mehreren Caches gemeinsam sind. Die ersten drei Zustande entsprechen weitgehend den
DirtyPrivate, ReadPrivate und ReadShared Zustanden des Firey-Protokolls. Ein Unterschied ergibt sich
lediglich bei Schreibzugrien. Da MESI-Protokolle nach dem Invalidierungsprinzip arbeiten, gehen nach
einen Schreibzugri auf eine Zeile alle Kopien in den Invalid Zustand uber. Der neue Wert wird in den
Hauptspeicher geschrieben und die Zeile geht im Cache des schreibenden Prozessors in den Exclusiv Zu-
stand uber.
Berkeley-Protokoll: Das Berkley-Protokoll [80] unterscheidet sich von den MESI-Protokollen in zwei Punkten.
Zum einem wird jeder Cache-Zeile ein eindeutiger Besitzer zugewiesen, der die Daten bei einer Anfrage
zur Verfugung stellen mu. Dies kann entweder ein Cache oder der Hauptspeicher sein. Zum anderen
unterschiedet es nur bei Schreibzugrien zwischen privaten und gemeinsam genutzten Daten. Es verwendet
vier Zustande: Invalid, ReadOnly, SharedDirty und PrivateDirty. Daten, die nur gelesen wurden, benden
sich immer in dem ReadOnly Zustand. Dabei spielt es keine Rolle, ob sie privat sind, oder sich in mehreren
Caches gleichzeitig benden. Solange auf die Zeile kein Schreibzugri stattndet,verbleibt sie in diesem
Zustand. Nach einer Schreiboperation wird der schreibende Prozessor zum Besitzer der Zeile und versetzt sie
in den DirtyPrivate Zustand. In allen anderen Caches wird sie invalidiert. Ein Ubergang in den SharedDirty
Zustand ndet nur dann statt, wenn ein anderer Prozessor die Zeile lesen mochte. In diesem Fall wird die
Zeile vom Besitzer zur Verfugung gestellt, der sie in seinem Cache als SharedDirty markiert. In den anderen
Caches ist die Zeile ReadOnly. Wird auf die im SharedDirty Zustand bendliche Zeile erneut schreibend
zugegrien, so mu eine Invalidierungsmeldung an alle anderen Prozessoren geschickt werden. Diejenigen,
die die Zeile in ihrem cache besitzen (im ReadOnly Zustand) markieren sie dann als ungultig. Im Cache des
schreibenden Prozessors geht die Zeile dagegen von dem SharedDirty in den DirtyPrivate Zustand uber.
3.3.2 Verzeichnis-Protokolle
Beim Verzeichnis-Protokollen (siehe [58] fur einen Uberblick) wird in einem Verzeichnis fur jede Cache-Zeile mit-
protokolliert, in welchen Caches sich eine Kopie dieser Zeile bendet. Das Verzeichnis wird bei jedem Schreibzugri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konsultiert. So konnen Schreibzugrie auf gemeinsam genutzte Daten gezielt nur zu den Caches weitergeleitet
werden, die tatsachlich eine Kopie der Daten enthalten. Damit das Verfahren funktioniert, mu das Verzeichnis
standig aktualisiert werden. Dazu mu jeder Prozessor, der Daten in seinen Cache ladt oder sie aus dem Cache
entfernt, dies in dem Verzeichnis vermerken.
Der Vorteil des Verzeichnis-Verfahrens gegenuber dem Snoopy-Verfahren ergibt sich daraus, da die Kommu-
nikationsstruktur der meisten parallelen Anwendungen eine starke Lokalitat aufweist. So werden die meisten
globalen Variablen immer nur von einer kleinen, von der Prozessorzahl unabhangigen Anzahl von Prozessoren
genutzt. Dies bedeutet, da die durchschnittliche Anzahl von Caches, von denen eine Cache-Zeile gemeinsam
genutzt wird, gering ist. Sie ist vor allem auch weitgehend unabhangig von der Anzahl der Prozessoren.
1. In einem mehrstugen Netzwerk steigen die Anforderungen an die Netzwerkbandbreite nicht mehr quadra-
tisch wie im Falle der Snoopy-Protokolle, sondern nur noch linear mit der Anzahl der Prozessoren. Damit
kann auch fur hohe Prozessorzahlen problemlos die benotigte Bandbreite zur Verfugung gestellt werden.
Die Bandbreite mehrstuger Netzwerke steigt namlich in der Regel linear mit der Anzahl der Netzknoten
an.
2. Die Anzahl der Nachrichten, die die einzelnen Cache-Kontroller bearbeiten mussen, steigt nicht mit der An-
zahl der Prozessoren an. Somit erubrigt sich das Problem der 'cache update preassure', das die Skalierbarkeit
von Snoopy-Protokollen beschrankt.
Aus obigen Uberlegungen folgt, da sich Verzeichnis-Protokolle sehr gut fur massiv parallele Rechner eignen. So
nimmt man heute als gesichert an, da sich skalierbare Multiprozessoren nur mit Hilfe dieser Protokollklasse rea-
lisieren lassen [95]. Andererseits ist es bisher nicht gelungen, Verzeichnis-Protokolle mit der gleichen Ezienz wie
Snoopy-Protokolle zu implementieren. Aus diesem Grund geht man davon aus, da nur NUMA-Multiprozessoren
skalierbar sind, wahren SMPs grundsatzlich auf wenige Prozessoren beschrankt sind.
Um die Grunde fur die mangelnde Ezienz von Verzeichnis-Protokollen zu verstehen, mu man die verschie-
denen Moglichkeiten ihrer Implementierung betrachten. Wie auch bei Snoopy-Protokollen unterschiedet man bei
Verzeichnis-Protokollen zunachst zwischen Invalidierungs- und Aktualisierungsverfahren, sowie 'write through'
und zuruckschreibenden Systemen. Hinzu kommt als weiteres Kriterium der Aufbau des Verzeichnisses. Hierzu
gibt es zwei Moglichkeiten: ein zentrales Verzeichnis (ZV) oder ein verteiltes Verzeichnis (VV).
Zentrales Verzeichnis (ZV)
Beim zentralen Verzeichnis (z.B. [6, 23]) wird die Information uber den Verbleib jeder Cache-Zeile an einer
vorbestimmten, allen Prozessoren bekannten Stelle gespeichert. Dies erfolgt in der Regel in der Speicherbank, aus
der die Cache-Zeile stammt. In dem Verzeichnis gibt es fur jede Cache-Zeile des Hauptspeichers einen eigenen
Eintrag. Im einfachsten Fall beinhaltet der Eintrag ein Bitfeld, in dem jedes Bit einem Prozessor zugeordnet ist.
Dabei zeigt ein gesetztes Bit an, da eine Kopie der Zeile im Cache des korrespondierenden Prozessors vorhanden
ist. Die groten Probleme des ZV Verfahrens sind der Speicherplatzbedarf und die Zugrisgeschwindigkeit. Bei
256 Prozessoren waren fur jede Cache-Zeile 32 Byte notigt. Dies ist halb soviel wie die typische Cache-Zeilenlange
von 64 Byte.
Verteiltes Verzeichnis(VV)
Die Idee hinter dem VV (z.B. [172]) besteht darin, uber den Verbleib von der Cache-Zeilen in Form einer ver-
zeigerten Liste zu verwalten, die auf die Prozessoren verteilt ist. Jedes Element der Liste enthalt einen Verweis
auf den nachsten Prozessor, der die Zeile in seinem Cache hat. Die Adresse des ersten Elementes der Liste wird
zentral (ublicherweise in der Speicherbank) gespeichert. Ein Prozessor, der eine Zeile in seinen Cache holt, liest
diese Adresse und fugt sich vor das bisherige erste Element in die Liste ein. Sobald die Zeile aus seinem Cache
entfernt wurde, loscht er sich aus der Liste, indem er den Zeiger seines Vorgangers von sich auf seinen Nachfolger
umsetzt. Zur Erhaltung der Cache-Koharenzmu bei jedem Schreibzugri eine Invalidierung bzw. Aktualisierung
durch die gesamte Liste geschickt werden.
Fazit
Snoopy-Protokolle sind einfach und konnen daher theoretisch auch fur groe Prozessorzahlen eine geringe uniforme
Speicherzugriszeit realisieren. Leider erfordern sie ein Rundruf-Netzwerk, dessen Bandbreite linear mit der
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Anzahl der Prozessoren ansteigt. Auch die Bandbreitenanforderungen an die Netzwerkschnittstellen und die
Cache-Verwaltung stegen bei Snopy-Protokolle linear mit der Anzahl der Prozessoren. Sie sind daher nicht
skalierbar und konnten bisher in der Praxis nur fur wenige Prozessoren verwirklicht werden.
Im Hinblick auf die Skalierbarkeit vielversprechender sind Verzeichnis-Protokolle. Sie besitzen aber einen
hohen Verwaltungsaufwand, der mit der Anzahl der Prozessoren stark ansteigt. Aus diesem Grund sind sie fur
die Implementierung einer uniformer Speicherzugriszeit fur groe Prozessorzahlen nicht geeignet.
3.4 Verbindungsnetzwerk
Die einfachste Moglichkeit, einen SMP zu realisieren besteht darin, an den Speicherbus eines sequentiellen Rech-
ners (Abbildung 3.1) weitere Prozessoren und Speicherbanke anzuschlieen (Abbildung 3.2a).
Der Nachteil einer Busarchitektur besteht darin, da ein Bus aus nur einem Datenkanal besteht, an den alle
Prozessoren und Speicherbanke angeschlossen sind. Um die mit steigender Prozessorzahl steigende Bandbreitenan-
forderungen zu befriedigen, mu Bandbreite dieses Kanals linear mit der Anzahl der Prozessoren zunehmen. Wie
im Kapitel 4 erlautert wird, ist die Realisierung eines Datenkanals mit hoher Bandbreite und hohem Fanout mit
heutiger (elektronischer) Technologie nur schwer moglich. Ja groer der Fanout und die physikalische Ausdehnung
eines elektronischen Datenkanals, um so geringer ist die maximale erreichbare Bandbreite. Hinzu kommt, da mit
steigenden Fanout die Latenz stark zunimmt. Dies beschrankt die Anzahl der Prozessoren die in der Praxis mit
Hilfe eines leitungsvermittelnden Busses verbunden werden konnen auf einige wenige. Auerdem wird dadurch
die Ausdehnung des Systems auf weniger als 1m eingeschrankt.
Dieses Problem kann durch die Verwendung anderer Netzwerke umgangen werden. Die wichtigsten darunter
sind paketvermittelnde Busse, Mehrbus-Systeme, Punkt-zu-Punkt Netzwerke, so wie gemischte Netzwerke, die ein
Punkt-zu-Punkt mit einem Bus kombinieren. Sie werden im Nachfolgenden kurz beschrieben. Ein ausfuhrlicher
Uberblick uber Verbindungsnetzwerke ist z.B. in [171] zu nden.
3.4.1 Paketvermittelnder Bus
Bei einem paketvermittelnden Bus bleibt der Prozessor nicht fur die gesamte Dauer der Transaktion im Besitz
des Busses. Stattdessen schickt er seine Anfrage an die Speicherbank und gibt den Bus wieder frei. Wahrend die
Speicherbank die Anfrage bearbeitet, ist der Bus damit anders als bei der Leitungsvermittlung frei fur andere
Aufgaben. Erst wenn die Speicherbank die Bearbeitung der Anfrage beendet hat, fordert sie den Zugri auf
den Bus und schickt die Daten zum Prozessor zuruck. Das Verfahren hat den Vorteil da die Bandbreite des
Busses besser genutzt wird. Aus diesem Grund wird es heute bei vielen Hochleistungsbussen verwendet (siehe
z.B. [18]). Allerdings andert es nichts an der fundamentalen Beschrankung der Busbandbreite, die sich durch die
Verwendung eines einzigen Datenkanals ergibt. Somit kann die Skalierbarkeit eines Systems durch die Nutzung
der Paketvermittlung nur um einen kleinen Faktor erhoht werden. Er liegt in der Praxis bei 1,5 bis 2.
3.4.2 Mehrbus-Systeme
Eine naheliegende Moglichkeit die Bandbreitenbeschrankung eines Busnetzwerks zu umgehen, besteht darin,
mehrere Busse zu benutzen [170] (Abbildung 3.2 b). Dieser Ansatz wird in verschiedenen Architekturen benutzt
und wurde in zahlreichen Arbeiten untersucht (z.B. [15, 184]). Allerdings kann die Skalierbarkeit von Bussystemen
mit Hilfe von Mehrbusarchitekturen aus zwei Grunden nicht uber 32 bis 64 Prozessoren erhoht werden. Zum einen
tragt die Benutzung mehrere Busse nichts dazu bei, die Probleme bei der ezienten elektronischen Realisierung
von Rundrueitungen mit hohen Fanout zu losen. Mit steigender Prozessorzahl sinkt die Bandbreite der einzelnen
Busse wahrend die Latenz und der Implementierungsaufwand immer hoher werden. Zum anderen ist die Anzahl
der Busse an die man jeden einzelnen Prozessor anschlieen kann durch die Leistung der Schnittstellen und der
hohen Platzbedarf elektronischer Busse auf 2 bis 4 beschrankt.
3.4.3 Mehrstuge Punkt-zu-Punkt Netzwerke
Das Bandbreitenproblem von Bussen kann mit Hilfe von mehrstugen Punkt-zu-Punkt Netzwerken umgangen
werden. In solchen Netzwerken ist jeder Knoten uber dedizierte Leitungen mit einem oder mehreren anderen































































































d) ein Gitternetzwerk in eine VS-Rechnerc) ein Gitternetzwerk in einem GS rechner
b) ein Mehrbussystem mit 3 Bussena) ein einfaches Bussystem
e) ein Crossbar-System f) ein gemischtes Crossbar-Bus Netzwerk
Abbildung 3.2: Verschiedene Verbindungsnetzwerke fur die Prozessor-Speicherkoppelung in Multiprozessoren.
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Gitter, ein Gitter und Hyperwurfel. Der Einsatz eines solchen Netzwerks zur Prozessor Speicher-Koppelung in
Multiprozessoren ist in Abbildung 3.2 c zu sehen
Mehrstuge Punkt-zu-Punkt Netzwerke haben gegenuber einem Bus den Vorteil, da mit steigender Prozessor-
zahl auch die Anzahl der Datenkanale ansteigt, da mit jedem zusatzlichen Knoten auch zusatzliche Verbindungen
zum System hinzukommen. Damit steigt die Gesamtbandbreite des Netzwerks, ohne da gleichzeitig die Daten-
rate der einzelnen Kanale erhoht werden mu. Hinzu kommt, da die Leitungen keinen Fanout haben, was die
Realisierung einer hohen Bandbreite erleichtert (siehe Kapitel4).
Leider sind Punkt-zu-Punkt Netzwerke aus zwei Grunden nur bedingt fur die Implementierung von SMPs
geeignet.
1. Die Latenz steigt in den meisten Netzwerken stark mit der Anzahl der Prozessoren an. Dies liegt daran, da
es in der Regel nicht zwischen allen Knoten eine direkte Verbindung gibt. Nachrichten mussen daher uber
mehrere Stationen wandern, bevor sie ihr Ziel erreichen. Dabei wachst die Anzahl der Stationen, die eine
Nachricht im durchschnitt durchwandern mu, mit der Anzahl der Knoten. Dies fuhrt dazu, da in groen
Punkt-zu-Punkt Netzwerken die durchschnittliche Kommunikationslatenz im Bereich vom Mikrosekunden
liegt. Punkt-zu-Punkt Netzwerke werden daher meistens in NUMA und VS Rechnern verwendet. Ein
Beispiel fur eine solche Anwendung ist in Abbildung 3.2d zu sehen.
2. Die Vorteile von Punkt-zu-Punkt Netzwerken konnen nur im Zusammenhang mit Verzeichnis-Protokollen
genutzt werden, die wie im vorigen Abschnitt beschrieben nicht ezient genug fur die Realisierung des UMA-
Modells sind. Bei Snoopy-Protokollen wird die hohere Bandbreite durch den Aufwand zunichte gemacht, der
fur die Implementierung von Rundruf-Operationen notwendig ist. Im Punkt-zu-Punkt Netzwerk wird ein
Rundruf durch die Vervielfaltigung von Nachrichten durchgefuhrt. Es wird also eine eigenstandige Nachricht
an jeden Prozessor geschickt. Die fur einen Rundruf benotigte Netzwerkbandbreite ist also proportional zur
Anzahl der Prozessoren. Da die Anzahl der Rundruf-Operationen pro Zeiteinheit ebenfalls zur Anzahl der
Prozessoren proportional ist, steigt die benotigte Bandbreite quadratisch mit der Anzahl der Prozessoren.
Dies bedeutet, da entweder die Anzahl der Punkt-zu-Punkt Verbindungen superlinear mit der Anzahl der
Prozessoren steigen mu, oder da die Datenrate einzelner Kanale wie beim Bus mindestens linear zunehmen
mu.
3.4.4 Crossbars-Netzwerke
Eine Moglichkeit die hohe Latenz der mehrstugen Netzwerke zu vermeiden, bietet ein Crossbar-Netzwerk (Ab-
bildung 3.2e). Dabei hat jeder Prozessor die Moglichkeit uber eine Schaltermatrix eine direkte Verbindung zu
einer beliebigen Speicherbank herzustellen. In einem solchen Netzwerk wachst die Anzahl der Leitungen und
damit die Gesamtbandbreite mit der Anzahl der Prozessoren ohne da die Latenz stark zunimmt. Allerdings ist
auch ein Crossbar-Netzwerk schlecht zur Realisierung der fur Snoopy notwendigen Rundruf-Operationen geeignet.
Wie auch bei mehrstugen Punkt-zu-Punkt Netzwerke steigen die Bandbreitenanforderungen quadratisch mit der
Prozessorzahl an. Auerdem steigt die Anzahl der Schalter in der Schaltmatrix quadratisch mit der Prozessorzahl.
3.4.5 Gemischte Netzwerke
In den meisten Snoopy-Protokollen wird ein Rundruf nur fur Schreiboperationen auf gemeinsam genutzte Daten
benotigt. Andere Operationen erfordern lediglich eine Punkt-zu-Punkt Kommunikation zwischen einem Prozessor
und der an der Operation beteiligten Speicherbank. Um dies auszunutzen verwenden einige Systeme ein gemischtes
Netzwerk, da aus einemBus und einem Punkt-zu-Punkt Netzwerk besteht. Von besonderer Bedeutung sind dabei
Netzwerke, die einen Bus mit einem Crossbar kombinieren (z.B. die Gigaplane Architektur von Sun [121]). Der
Bus wird fur alle Cache-Koharenz-Operationen verwendet. Alle anderen Zugrie werden uber das Punkt-zu-Punkt
Netzwerk abgewickelt. Dadurch sinken die Bandbreitenanforderungen an den Bus je nach Anwendung um einen
Faktor von 2 bis 3. Das System kann also fur eine groere Anzahl von Prozessoren realisiert werden. Allerdings
andert auch dieses Verfahren nichts an dem linearen Anstieg der benotigten Busbandbreite. Hinzu kommen die
bereits erwahnten Probleme bei der elektrischen Realisierung eines groen Fanouts, die zu einem Absinken der
Bandbreite bei steigender Latenz fuhren.
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3.4.6 Fazit
Busse konnen theoretische eine sehr geringe Latenz besitzen und eignen sich optimal fur die Implementierung
ezienter snoopy-Protokolle. Sie haben aber den Nachteil, da die Anzahl der Datenkanale mit der Anzahl der
Prozessoren nicht wachst. Dies bedeutet da mit steigender Prozessorzahl die Bandbreite des Datenkanals linear
steigen mu, was elektronisch nur schwer realisierbar ist, insbesondere dann wenn ein hoher Fanout benotigt wird.
Das Problem wird durch Punkt zu Punkt Netzwerke umgangen. Sie haben aber eine hohe Latenz und eignen
sich nicht fur die Implementierung von Snoopy Protokollen
3.5 Schranken der Skalierbarkeit von SMPs
Bei der Frage nach der Skalierbarkeit von SMPs geht es darum, wie viele Prozessoren zu einem SMP zusam-
mengefat werden konnen, ohne da die durchschnittliche Speicherlatenz dadurch wesentlich uber die Latenz
sequentieller Rechner ansteigt. Die fundamentalen Schranken der Skalierbarkeit ergeben sich aus der durch die
Lichtgeschwindigkeit c beschrankten Signalausbreitungsgeschwindigkeit und dem unvermeidbaren Anstieg der Sy-
stemdimensionen mit steigender Prozessorzahl. Ein System mit vielen Prozessoren ist groer als ein sequentieller
Rechner. Dementsprechend groer ist auch die Signallaufzeit zwischen den Prozessoren und dem Hauptspeicher
und damit die durchschnittliche Speicherlatenz. Allerdings spielen die fundamentalen Schranken gegenwartig in
der Praxis keine Rolle. Bei einer Lichtgeschwindigkeit von c  30cm=ns wurde die Signallaufzeit erst bei einem
Systemdurchmesser d von ca. d = 100m in den Bereich der heute ublichen Hauptspeicherlatenz von 200ns gelan-
gen. Hinzu kommt, da der Systemdurchmesser mit der Kubikwurzel aus der Anzahl von Prozessoren ansteigt.
Somit bleiben selbst bei Rechnern mitmehreren Tausend Prozessoren auf absehbare Zeit allein die technologischen
Schranken fur die Speicherlatenz verantwortlich.
Die technologischen Schranken bestehen vor allem in der ezienten Implementierung der Cache-Koharenz fur
groe Prozessorzahlen und Systeme mit groer raumlicher Ausdehnung. Die Ursachen hierfur wurden bereits bei
der Beschreibung der jeweiligen Protokolle angesprochen. ImNachfolgenden werden sie nochmals zusammengefat
und an Hand einiger Technologieparameter verdeutlicht. Da sich die vorliegende Arbeit mit Snoopy-Protokollen
beschaftigt, liegt bei der nachfolgenden Betrachtung die Betonung auf den Problemen dieser Protokoll-Klasse.
3.5.1 Ezienz der Verzeichnis-Protokolle
Die Ezienz der Verzeichnis-Protokolle ist durch 3 Faktoren beschrankt
1. Im Bezug auf die Skalierbarkeit haben die Verzeichnis-Protokolle gegenuber Snoopy-Protokollen vor allem
den Vorteil, da sie mit Punkt-zu-Punkt Netzwerken realisiert werden konnen. Ihre Verwendung macht
nur zusammen mit solchen Netzwerken Sinn. Wie im vorigen Abschnitt erlautert, besitzen Punkt-zu-
Punkt Netzwerke aber eine hohe Latenz, die stark mit der Prozessorzahl steigt. Sie kann im Bereich von
Mikrosekunden liegen.
2. Bei Protokollen mit verteilten Verzeichnis mussen die alle Schreibzugrie hintereinander alle Prozessoren
abwandern, die eine Kopie des Datums haben. Dadurch wird die Auswirkung der hohen Netzwerklatenz
potenziert. Ein Schreibzugri kann zwischen 10 und 100 s dauern.
3. Protokolle mit zentralen Verzeichnis konnen wie bereits beschrieben die Speicherdichte halbieren. Sie sind
in ihrer naiven Form daher fur hohe Prozessorzahlen nicht praktikabel. Fortgeschrittene Protokolle, die
sparsamer mit dem Speicher umgehen, haben dagegen einen recht hohen Verwaltungsaufwand, der die
Latenz stark erhoht.
3.5.2 Skalierbarkeit von Snoopy-Protokollen
Die Probleme bei der Skalierbarkeit der Snoopy-Protokolle entspringen daraus, da ein jeder Prozessor bei jeder
Schreiboperation oder bei jedem Cache-Miss eine Nachricht an den Speicher und an alle Prozessoren schicken
mu. Die genaue Haugkeit, mit der ein einzelner Prozessor solche Nachrichten verschickt, ist von Anwendung
zu Anwendung und von Protokoll zu Protokoll verschieden. Sie bleibt aber immer mit steigender Prozessorzahl
entweder konstant oder steigt sogar aufgrund von Invalidierungen leicht an. Die Anzahl von Rundruf-Vorgangen
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steigt also mindestens linear mit der Anzahl der Prozessoren an. Dieser linearer Anstieg fuhrt dazu, da mit stei-
gender Prozessorzahl das Netzwerk, die Netzwerkschnittstellen und die Caches selber von der groen Datenmenge
uberfordert werden.
Anzahl und Lange der Nachrichten
Die Anzahl der Nachrichten, die jeder Prozessor im Durchschnitt pro Zeiteinheit per Rundruf verschickt, hangt
von vielen Faktoren ab. Sie wurde fur eine Menge von numerischen Anwendungen in [95] und [187] untersucht.
Dabei wurde ein Wert von 1 bis 10 Nachrichten pro 100 Prozessoroperationen ermittelt. Die Lange der Nach-
richten ist unterschiedlich. Die kurzesten bestehen lediglich aus einem Kommando-Wort und einer Adresse, die
langsten beinhalten zusatzlich noch eine oder mehrere Cache-Zeilen. Da in den meisten Protokollen vor allem
Invalidierungen und Datenanforderungen einen Rundruf erfordern, wird in der nachfolgenden Betrachtung von
kurzen Nachrichten ausgegangen, deren Lange auf ca. 100 Bit geschatzt wird (eine 64-Bit Adresse und ein 32
Bit-Kontrollcode). Damit wird pro Prozessor mindestens eine Rundruf-Bandbreite von 1 bis 10 Bit pro Prozes-
sorzyklus benotigt. Geht man von einer Prozessorfrequenz von 500 MHz aus, sind dies zwischen 500 Mbit/s und
5Gbit/s. Fur ein ezientes Speichersystem mu man zusatzlich berucksichtigen, da die Prozessoren ihre Nach-
richten in der Regel nicht gleichmaig uber die Zeit verteilt verschicken. Um lange Verzogerungen zu 'Stozeiten'
zu vermeiden, wird daher eine um einen Faktor von 2 bis 4 hohere Bandbreite benotigt.
Busbandbreite
Die die Anzahl der Rundruf-Operationen linear mit der Anzahl der Prozessoren ansteigt, mu wie beschrieben
auch die fur der Rundruf zur Verfugung stehende Bandbreite im gleichen Mae steigen. Die besten heutigen
Busse erreichen eine Bandbreite ('aggregate bandwidth') von ca. 30Gbit/s. Dies beschrankt die Prozessoranzahl
auf bestenfalls 60 und schlechtestenfalls 6.
Wie bereits beschrieben kann das Problem auch nicht durch die Verwendung eines Punkt-zu-Punkt Netzes-
gelost werden. Da der Rundruf durch Vervielfaltigung von Nachrichten durchgefuhrt wird steigt in einem solchen
Netz die benotigte Gesamtbandbreite quadratisch mit der Anzahl der Prozessoren an. Hinzu kommt die hohe
Latenz, die mit 1 bis 10 s um einen Faktor von ca. 10 uber der sequentiellen Speicherzugriszeit liegt.
Schnittstellenleistung
Die hohe Anzahl von Rundruf-Operationen stellt nicht nur fur die reine Datenubertragung ein Problem dar.
Sie bedeutet auch, da die Netzwerkschnittstellen der Prozessoren eine Datenmenge empfangen und verarbeiten
mussen, die linear mit der Prozessorzahl wachst.
Wie in Kapitel 4 erlautert, stellt dabei vor allem die IO-Bandbreite der VLSI-Bausteine eine starke Be-
schrankung dar. Heutige VLSI-Bausteine besitzen zwischen 500 und 1000 Pins, uber die sie mit der Auenwelt
kommunizieren. Diese Pins werden in der Regel mit 100 MHz, also ca. einem Funftel der heute ublichen Pro-
zessorfrequenz betrieben. Bei 100 Bit-langen Nachrichten heit das, da 1 bis 2 Nachrichten pro Prozessorzyklus
eingelesen werden konnen.
Cache-Update-Pressure
Selbst wenn es gelange, die benotigte Netzwerk- und Schnittstellenbandbreite zu realisieren, so steht man immer
noch vor dem Problem der Cache-Geschwindigkeit. Jede Nachricht mu nicht nur von jedem Prozessor emp-
fangen werden, sondern auch mit dem Cache-Inhalt verglichen werden. Bei Bedarf mu auerdem entweder der
Cache-Inhalt modiziert werden, oder ein Datum aus dem Cache geholt werden. Da bei Snoopy-Protokollen jede
Nachricht von allen Prozessoren untersucht wird, ist damit die maximale Datenrate durch die Anzahl von Anfra-
gen beschrankt, die ein einzelner Cache pro Zeiteinheit verarbeiten kann. Die Schranke wird wie bereits erwahnt
oft als das cache-update-pressure-Problem bezeichnet. Unter der Annahme, da der Cache mit der Prozessorge-
schwindigkeit betrieben werden kann, kann also maximal eine Nachricht pro Prozessorzyklus ubertragen werden.
Geht man wie beschrieben davon aus, da jeder Prozessor zwischen 1 und 10 Nachrichten pro Hundert Operatio-
nen generiert, so ist die Anzahl der Prozessoren damit unabhangig von der Netzwerk- und Schnittstellenleistung
auf 10 bis 100 beschrankt.
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Eine Moglichkeit, diese Beschrankung zu umgehen, besteht darin, den Zugri auf den Cache zu parallelisieren.
Dabei stellt sich aber das Problem, da die Dichte eines Speicherbausteins mit mehreren parallelen Zugrisports
quadratisch mit der Anzahl dieser Ports abnimmt. Daher sind mehr als 2 bis 4 Ports nicht praktikabel.
3.6 Cache-koharente parallele Rechnerarchitekturen
Der vorliegende Abschnitt gibt einen Uberblick uber parallele Rechnerarchitekturen mit cache-koharenten gemein-
samem Speicher. Es berucksichtigt sowohl kommerzielle Produkte als auch die wichtigsten Forschungsprojekte.
Dabei wird deutlich, da die Entwicklung groer SMPs weder kommerziell noch im Bereich der Forschung ver-
folgt wird. Aufgrund der im vorigen Abschnitt geschilderten Probleme nimmt man es als gesichert an, da nur
NUMA-Architekturen fur Rechner mit mehr als 32 bis 64 Prozessoren geeignet sind.
3.6.1 Kommerzielle Rechner
ImBereich kommerzieller Parallelrechner stellen SMPs, PCs, Arbeitsplatzrechner und kleine Server die ammeisten
verbreitete parallele Architektur dar. Sie sind die erste und bisher einzige parallele Architektur, die eine breite
Akzeptanz im Massenmarkt gefunden hat.
SMPs
Kleinere (bis 4 Prozessoren) SMPs, Arbeitsplatzrechner und PCs werden von fast allen namhaften Herstellern
angeboten. Unter den groeren Rechner aus dem Server-Bereich sind vor allem der Enterprise 10000, die DEC-
Alpha-Server und die POWERCHALLANGE-Architektur von SGI erwahnenswert.
SUN Enterprise Server 10000: Der Enterprise 10000 Server der Firma Sun [122] ist der zur Zeit grote sym-
metrische Multiprozessor. Er unterstutzt bis zu 64 Prozessoren bei einer maximalen Hauptspeicherlatenz
von 500ns. Um die hohe Prozessorzahl zu realisieren, werden zwei Netzwerke verwendet: ein paketver-
mittelnder Bus fur die Daten, die unbedingt einen Rundruf erfordern, und ein Crossbar-Netzwerk fur alle
anderen Operationen. Das Busnetzwerk hat eine Bandbreite von ca. 20 Gbit/s, die mit 256 Leitungen bei
83MHz Betriebsfrequenz erreicht wird.
DEC-Alpha-Server 4xxx und 8xxx: Die Rechner der 4xxx und 8xxx Server Serie von DEC [112, 81] konnen
bis zu 12 Prozessoren beinhalten. Die Hauptspeicherlatenz betragt 300ns. Als Verbindungsnetzwerk dient
ein Hochleistungsbus mit einer Bandbreite von ca. 16Gbit/s.
SGI Challenge: Der Challenge Rechner von SGI [53] war der erste groere kommerzielle SMP Rechner. Ba-
sierend auf den R3000- und spater R10000 Prozessoren wurde ein Snoopy-Protokoll basiertes CC-UMA
Speichersystem fur bis zu 36 Prozessoren realisiert. Die Architektur wurde inzwischen von SGI zugunsten
der Origin2000 CC-NUMA-Architektur aufgegeben (siehe unten).
NUMA-Rechner
Groe Server und sogar parallele Superrechner werden zunehmend als CC-NUMA Architekturen implementiert.
Gute Beispiele fur solche Systeme sind der Sequent-Symmetry, die ??? von SGI und SCI Maschinen.
SGI Origin 2000: Die Origin 2000 Architektur von SGI [92] erlaubt die Integration von bis zu 1024 MIPS
10000 Prozessoren zu einem CC-NUMA Rechner. Dabei werden Bus-basierte 2-Prozessor Knoten mit
einem Hypercube-ahnlichem Netzwerk verbunden. Zur Erhaltung der Cache-Koharenz wird ein Verzeichnis-
Protokoll mit zentralem Verzeichnis verwendet. Das System hat eine globale Speicherlatenz von bis zu 1s.
SCI: SCI deniert eine Standardschnittstelle fur die Realisierung des CC-NUMA Speichermodells mit beliebi-
gen Punkt-zu-Punkt Netzwerken [76, 61]. Es wird vor allem im Bereich von Arbeitsplatzrechner-Clustern
eingesetzt. Die globale Speicherlatenz liegt beim SCI-System daher in der Regel bei mehreren s.
Sequent NUMA-Q: Das Numa-Q System ist das Nachfolgesystem der Sequent Symmetry Rechners [158]. Es
verbindet bis zu 1024 Pentium-Prozessoren zu einem CC-NUMA System mit Hilfe eines, auf dem SCI Pro-
tokoll basierendem Netzwerk. Die Latenz globaler Speicherzugrie betragt bei groeren Systemen zwischen
5 und 15 s [159].
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3.6.2 Forschungsprojekte
Die im vorigen Abschnitt beschriebenen Schwierigkeiten bei der Realisierung von SMP-Architekturen haben dazu
gefuhrt, da sich fast alle Forschungsprojekte auf CC-NUMA-Speichermodelle konzentrieren. Hinzu kommen
einige NCC-UMA Ansatze [59, 9], die allerdings nur wenig mit der vorliegenden Arbeit zu tun haben. Das einzige
UMA Projekt, das eine gewisse Ahnlichkeit mit der vorliegenden Arbeit aufweist, ist das SBPRAM-Projekt der
Universitat Saarbrucken.
SBPRAM
Im Rahmen des an der Uni-Saarbrucken durchgefuhrten Projektes wird eine direkte Implementierung der PRAM
angestrebt [3]. Das System basiert auf einer Verbesserung des in [148] vorgeschlagenen Emulationsverfahrens.
Es beinhaltet ein Netzwerk, das Anfragen zur gleichen Speicherstelle gema der PRAM-Speicherzugrissemantik
kombiniert [32]. Um die hohe Speicherlatenz zu verstecken, werden auf jedem Prozessor mehrere virtuelle Pro-
zessoren simuliert.
NUMA-Architekturen
Die Entwicklung ezienter skalierbarer CC-NUMA Architekturen gehort zu den wichtigsten Forschungsschwer-
punkten im Bereich paralleler Rechnerarchitektur. Zu den bedeutendsten Arbeiten auf diesem Gebiet gehoren
das MIT-Alwife Projekt, die DASH /FLASH Architekturen sowie das S3.mp Projekt von SUN.
MIT-Alwife: Die Alwife [84, 7, 48] Maschine ist ein CC-NUMA Rechner, der am MIT entwickelt wurde. Es ver-
wendet SPRAC-Prozessoren, ein 2D-Gitternetzwerk und realisiert ein verzeichnisbasiertes Cache-Koharenz-
Protokoll fur bis zu 512 Prozessoren.
DASH: DASH [94] ist ein skalierbarer CC-NUMA Rechner, der aus SMP-Knoten besteht. Jeder Knoten be-
steht aus vier Prozessoren und Speicherbanken, die untereinander einen gemeinsamen CC-UMA Speicher
realisieren. Die Knoten sind durch ein Gitternetzwerk verbunden. Uber dieses Netzwerk wird ein verzeich-
nisbasiertes zentrales Cache-Koharenz-Protokoll mit schwachem Speicherkonsistenz-Modell realisiert. Die
Speicherlatenz betragt innerhalb des lokalen Knotens ca. 30 Prozessorzyklen, und im globalen Speicher bis
zu 130.
FLASH: FLASH ([153, 68]) ist das Nachfolgeprojekt von DASH. In seinem Rahmen wurde das CC-NUMA
Speichermodell mit einer ezienten hardwarenahen Schnittstelle fur die Nachrichtenkoppelung verbunden.
Dadurch wurde dem Programmierer die Moglichkeit gegeben, ausgewahlte Programmteile durch gezieltes
Verschicken von Nachrichten zu optimieren.
S3.mp: S3.mp ist ein Prototyp von der Firma Sun, der eine eziente Koppelung von Arbeitsplatzrechnern zu
einem CC-NUMA Rechner erlaubt [143, 131]. Das besondere an der S3.mp-Architektur ist, da sie Netz-
werkbausteine verwendet, die eine direkte Hochleistungsverbindung zwischen VLSI-Bausteinen erlauben.
Es handelt sich dabei um sequentielle elektrische Verbindungen mit einer Datenrate von bis zu 1Gbit/s,
von denen drei direkt mit dem Substrat des Netzwerkchips verbunden sind. In dieser Hinsicht ahnelt das
Konzept dem Ansatz der vorliegenden Arbeit.
Ein Uberblick uber weitere Arbeiten ist in [27, 95] zu nden. Da sie nur entfernt mit der vorliegenden Arbeit
verwandt sind, werden sie hier nicht weiter erlautert.
3.7 Fazit
Die Betrachtung in diesem Kapitel hat gezeigt, da die Skalierbarkeit von symmetrischen Multiprozessoren auf
zwei Arten erhoht werden konnte: entweder durch die Verbesserung der Skalierbarkeit von snoopy-Protokollen
und Busarchitekturen oder durch die Verringerung der Latenz von Verzeichnis-Protokollen und Punkt-zu-Punkt
Netzwerken. Dabei wurde deutlich, da keine dieser beiden Absatzen mit konventioneller elektronischer Tech-
nologie erfolgversprechend ist. Die Skalierbarkeit der snoopy-Protokolle ist durch die Schranken elektrischer
Rundruf-Leitungen und Netzwerkschnittstellen bestimmt. Die hohe Latenz von Verzeichnisprotokollen folgt aus
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dem unvermeidbaren Verwaltungsaufwand und der hohen Latenz von Punkt-zu-Punkt Netzwerken. Aus die-
sem Grund wird heute als gesichert angenommen, da fur groere Prozessorzahlen nur NUMA Architekturen in
Frage kommen. Daher beschaftigen sich alle Forschungsprojekte im Bereich skalierbarer Multiprozessoren mit
NUMA-System.
Die vorliegende Arbeit zeigt dagegen, da die obige Annahme nicht fur Systeme mit opto-elektronische Pro-
zessor Speicher Koppelung gilt. Dabei wird die Tatsache ausgenutzt, da optisch Rundrufkanale mit hohem
Fanout, hoher Bandbreite und geringer Latenz moglich sind. Auerdem ermoglicht die Kombination optischer
Ein/Ausgabekanale mit VLSI Schaltkreise die Realisierung extrem leistungsfahiger Netzwerkschnittstellen.
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Kapitel 4
Elektronik, Optik und die
Datenubertragung
Das vorliegende Kapitel beschaftigt sich mit der opto-elektronischen Netzwerktechnik und ihren Anwendungsmoglich-
keiten in der Rechnerarchitektur. Es richtet sich vor allem an den aus der Informatik kommenden, mit der Optik
nicht vertrauten Leser. Ihm wird eine sanfte Einfuhrung in die Problematik der optischen Datenubertragung
und der dazugehorenden Technologie geboten. Dabei wird gezeigt, warum die Optik trotz fundamentaler Vorteile
als Datenubertragungsmedium bisher fur den Einsatz in der Rechnertechnik nicht geeignet war und wie neue
technologische Entwicklungen dies zu andern versprechen. Abschlieend wird ein Uberblick uber aktuelle For-
schungsarbeiten im Bereich optisch verbundener Parallelrechner gegeben und die vorliegende Arbeit gegen diese
abgegrenzt.
4.1 Theoretische Vorteile der Optischen Datenubertragung
Eine Datenubertragung ist immer mit der physikalischen Ausbreitung eines Informationstragers verbunden. Die
Eigenschaften dieses Informationstragers bestimmen die fundamentalen Eigenschaften einer Datenubertragungs-
technologie. So ergeben sich auch die Vorteile der Optik gegenuber der Elektronik aus den physikalischen Un-
terschieden zwischen den jeweiligen Informationstragern. Die elektrische Nachrichtenubertragung bedient sich
bewegter Ladungen in Form eines elektrischen Stroms. In der Optik ndet die Datenubertragung mit Hilfe des
Lichts, einer extrem hochfrequenten (also kurzwelligen) elektro-magnetischen Welle statt.
Im Nachfolgenden werden die fundamentalen Unterschiede zwischen der Optik und der Elektronik zusammen-
gefat. Dabei wird auch eine `Blitzeinfuhrung' in die Grundbegrie der Optik gegeben. Das Ziel des Abschnitts
besteht darin, dem Leser ein qualitatives Verstandnis der physikalischen Hintergrunde zu vermitteln. Es wird
daher weitgehend auf Formeln und exakte Denitionen verzichtet.
4.1.1 Elektrische Datenubertragung
In der Elektronik ndet der Informationstransport mit Hilfe des elektrischen Stroms, also der Bewegung massiver
Ladungstrager statt. Auf Grund der elektrostatischen Abstoung und der Wechselwirkung der Ladungstrager
mit der Umgebung ist es kaum moglich, einen solchen Strom im Form eines fokusierten Strahls im freien Raum
zu ubertragen. Daher werden fur die elektrische Datenubertragung Leiter benotigt.
Beschreibung der Signalausbreitung
Die Ausbreitung eines elektrischen Signals in einem Leiter kann durch eine lokale Veranderung der Ladungs-
dichte beschrieben werden, die sich wie ein Wellenberg entlang des Leiters ausbreitet (Abbildung 4.1). Sie wird
durch die Spannung ausgelost, die der Sender an der Leitung anlegt. Der Grad der Verdichtung ist proportional
zu dieser Spannung, wahrend die Anzahl der beteiligten Ladungen dem Strom entspricht. Eine aus mehreren
Signalen zusammengesetzte Nachricht besteht aus mehreren solchen Wellenbergen. Sie gleicht also einem, sich
entlang des Leiters fortbewegendem Wellenpaket. Dabei ist die Form des Wellenpakets durch den Inhalt und die
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Abbildung 4.1: Das Prinzip der elektrischen Datenubertragung in einer Leitung.
Abbildung 4.2: Die mechanische Analogie zur Ausbreitung eines elektrischen Signals in einer Leitung.
Datenfrequenz der Nachricht bestimmt. Die Ausbreitung solcher Wellenpakete kann mit Hilfe der Fourieranalyse
auf die Fortpanzung von harmonischen Schwingungen zuruckgefuhrt werden. Der Anteil der einzelnen Fourier-
komponenten hangt von der Form des Wellenpakets und damit von dem Inhalt und der Datenrate der Nachricht
ab. Jede Komponente stellt eine erzwungene, gedampfte, harmonische Welle einer anderen Frequenz dar. Die
Ausbreitungseigenschaften solcher harmonischen Wellen sind bekannt und konnen verhaltnismaig einfach an-
hand des Widerstands, der Kapazitat und Induktivitat des Leiters sowie der Frequenz der Welle beschrieben
werden. Um sie zu veranschaulichen, ist es nutzlich, auf eine aus dem Alltag bekannte mechanische Analogie
zuruckzugreifen. Dazu wird die Leitung als eine Kette gekoppelter mechanischer Oszillatoren dargestellt. Jeder
Oszillator steht fur einen im Grenzfall innitisemalen Teil der Leitung, wobei die Federstarke der Induktivitat,
die Masse der Kapazitat und die Reibung dem Widerstand entspricht. Das elektrische Signal korrespondiert in
dieser Analogie zu einer horizontalen Auslenkung, die sich entlang der Kette ausbreitet.
Eigenschaften elektrischer Datenubertragung
Die Probleme der elektrischen Datenubertragung konnen wie folgt zusammengefat werden:
Signalverzerrung durch Wellendampfung: Versucht man die in Abbildung 4.2 dargestellte Oszillatorkette
zum Schwingen zu zwingen, so stellt man fest, da dies fur bestimmte Schwingungsfrequenzen besser und
fur andere schlechter funktioniert. Analog gilt fur einen elektrischen Leiter, da die harmonischen Wellen
verschiedener Frequenzen unterschiedlich gut geleitet werden. Dies liegt daran, da die Dampfung einer
harmonischen Welle vom Abstand ihrer Frequenz von der sog. Eigenfrequenz des Systems abhangt. Die
Eigenfrequenz ergibt sich beim Leiter aus ihrer Kapazitat, Induktivitat und ihrem Widerstand. Fur ein zu
ubertragendes Signal, zu dem viele unterschiedliche Fourierkomponenten beitragen, bedeutet obiges, da
das Signal nicht nur gedampft, sondern auch ganz erheblich verzerrt wird.
Signalverzerrung durch Wellenreexion: Regt man eine Oszillatorkette an einem Ende an, so breitet sich
die Erregung nur in den seltensten Fallen bis zum anderen Ende aus und wird dort absorbiert. Meistens
wird sie entweder am Ende oder sogar schon vorher ganz oder teilweise reektiert. Dabei sind auch mehrere
Teilreexionen moglich, die ihrerseits durch Teilreexionen weiter aufgespaltet werden und hin und her
reektiert werden.
Das gleiche Phanomen kann man bei elektrischen Leitungen beobachten. Bei Unstetigkeiten in der Kapazitat
oder Induktivitat der Leitung konnen Reexionen entstehen, die die Signalqualitat erheblich beeintrachtigen
konnen. Solche Unstetigkeiten konnen durch Variationen in der Leitungsdicke, schwankende Materialeigen-
schaften oder durch an der Leitung angeschlossene zusatzliche Empfanger oder Sender verursacht werden.
Die Wellenreexionen stellen eines der Hauptprobleme bei der Implementierung von elektrischen Broadcast-
Kanalen mit hoher Bandbreite und hohem Fanout dar. Je mehr Sender und Empfanger an einer Leitung
angeschlossen sind, um so schwieriger wird es, Unstetigkeiten zu vermeiden.
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Ubersprechen und Verluste durch Abstrahlung: Die Erzeugung von Ladungsverdichtungen bei der Signal-
ubertragung ist mit der Bewegung und Beschleunigung von Ladungstragern verbunden. Dabei wird Energie
in Form elektro-magnetischer Wellen abgestrahlt. Diese Strahlung fuhrt zum einen zur Abschwachung
des Signals. Zum anderen verursacht sie ein Ubersprechen mit benachbarten Leitungen, in denen nach
dem Induktionsgesetz durch die Strahlung Storstrome induziert werden. Die abgestrahlte Leistung steigt
quadratisch mit der Datenrate und linear mit der Leitungslange.
Bandbreitenbeschrankung durch den Skin-Eekt: Eine weitere Folge der Beschleunigung von Ladungen
stellt der sog. Skin-Eekt dar. Er wird durch sog. magnetische Wirbelfelder hervorgerufen, die oszillierende
Ladungsstrome in einem Leiter erzeugen. Diese Felder sorgen dafur, da die bewegten Ladungen in die
Auenhaut des Leiters verdrangt werden, und zwar mit einer zu ihrer Geschwindigkeit proportionalen Kraft.
Da die Geschwindigkeit der Oszilation von der Bandbreite abhangt, iet der Strommit steigender Datenrate
immer mehr nur in der Auenhaut des Leiters. Dadurch steigt der eektive Leitungswiderstand, da der fur
die Stromleitung verfugbare Querschnitt sinkt. Mit steigender Datenrate kommt also ein immer geringerer
Teil der gesendeten Leistung beim Empfanger an. Dies bedeutet, da es bei vorgegebener Senderleistung
eine Grenz-Datenrate gibt, ab der keine fehlerfreie Signalubertragung moglich ist.
Storungen durch gemeinsame Spannungsversorgung: Wenn ein Sender ein starkes Signal senden mochte,
dann mu dieses Signal mit einem hohen Strom verbunden sein. Dieser hohe Strom mu der Schaltung uber
die Spannungsversorgung zugefuhrt und uber die GND-Leitung wieder abgefuhrt werden. Gleiches gilt, wenn
mehrere Sender gleichzeitig ein schwaches Signal senden. Da die Versorgungs- und GND-Leitung einen von 0
verschiedenen Widerstand haben, fuhrt der hohe Strom zu einem Spannungsabfall an der Versorgungsleitung
und einem Spannungsanstieg an der GND-Leitung. Dieser Spannungsabfall beeintrachtigt die Funktion aller
anderen Systemkomponenten, die auf eine konstante Versorgungsspannung angewiesen sind. Er fuhrt unter
anderem auch dazu, da an freien Leitungen 'Scheinsignale' registriert werden.
Quadratischer Latenzanstieg auf kurzen Strecken: Bei Leitungen, die kurzer als die Wellenlange eines Si-
gnals sind, ndet keine echte Wellenausbreitung statt. Bleibt man bei der mechanischen Analogie, so
korrespondiert eine solche Leitung zu einem einzelnen Oszillator. Die Ubertragung eines Signals entspricht
der Auslenkung des Oszillators aus der Ruhelage. Bei vorgegebener Kraft ist die Auslenkgeschwindigkeit
umgekehrt proportional zur Masse. Analog ist die elektrische Signalgeschwindigkeit proportional zur Kapa-
zitat der Leitung. Da die Kapazitat der Leitung aber linear mit der Leitungslange zunimmt, ist die Latenz
bei konstanter Signalstarke proportional zum Quadrat der Leitungslange.
Begrenzte Verbindungskomplexitat: Die Komplexitat einer elektrischen Verbindungstopologie ist durch die
Tatsache beschrankt, da fur die Signalubertragung Leitungen benotigt werden, die sich nicht ohne weiteres
kreuzen konnen. Dies gilt insbesondere fur VLSI-Schaltkreise bzw. Platinen, auf denen fur die Leitungen
nur eine beschrankte Anzahl von Leitungslagen zur Verfugung stehen. Fur solche Systeme wurde in [43]
gezeigt, da die Flache, die fur eine Netzwerk mit einer Bisektionsbreite B benotigt wird, proportional zu
B2 ist.
4.1.2 Optische Datenubertragung
Bei der optischen Datenubertragung werden Signale mit Hilfe von Lichtimpulsen verschickt. Physikalisch gesehen
werden also fur die Datenubertragung hochfrequente elektro-magnetische Wellen verwendet. Aus verschiedenen
Grunden wird dabei in der Regel sog. monochromatisches Licht benutzt. Dies bedeutet, da in dem Strahl nur eine
bestimmte Frequenz und damit nur eine bestimmteWellenlange (Farbe) vertreten ist. Diese Frequenz () liegt bei
den heutigen Systemen zwischen 1014 und 1015 Herz (also zwischen einhunderttausend und eine Million Ghz). Dies
entspricht rotlichem bis infraroten Licht. Die Ausbreitungsgeschwindigkeit (c) betragt ca. 3108m=s = 30cm=ns,
wobei der genaue Wert vom Ausbreitungsmedium abhangt. Damit folgt fur eine Wellenlange des verwendeten
Lichts  ein Wert zwischen ca. 500nm und 1; 5m.
Fur die Beschreibung der optischen Signalubertragung ist die Tatsache entscheidend, da die Frequenz der
Lichtwellen um mehrere Groenordnungen uber der Datenubertragungsfrequenz liegt. Die optische Datenubert-
ragung kann daher als eine Amplitudenmodulation einer Tragerwellenfrequenz betrachtet werden (Abbildung 4.3).
Beim monochromatischen Licht handelt es sich bei der Tragerwelle um eine harmonische Welle fester Frequenz.
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Abbildung 4.4: Das Prinzip der Brechung eines Lichtstrahls an der grenze zweier Medien mit unterschiedlichen Brechungsin-
dizies n1 und n2.
Die Signalqualitat hangt nur von der Frequenz der Tragerwelle (Lichtfarbe) und den Eigenschaften des Ubert-
ragungsmediums ab. Anderes als bei der Elektronik werden sie weder von der Datenrate noch vom Inhalt der
ubertragenen Nachricht beeinut.
Bei der Beschreibung der Ausbreitung von Lichtsignalen mussen zwei Aspekte berucksichtigt werden: die lokale
Wechselwirkung mit Materie und die Folgen dieser Wechselwirkung auf die globale Ausbreitung des Lichts. Im
Nachfolgenden werden nach einer einfachen Betrachtung der Wechselwirkung mit Materie zwei Naherungsverfah-
ren zur Beschreibung der Lichtausbreitung skizziert: die Strahlenoptik und die Fourieroptik.
Wechselwirkung mit Materie
Die Ubertragungseigenschaften eines Mediums fur das Licht einer bestimmtenWellenlange konnen in guter Nahe-
rung durch drei Parameter beschrieben werden: den Reexionskoezienten, den Absorbtionskoezienten und den
Brechungsindex. Ersterer gibt an, welcher Anteil des auf die Oberache des Materials einfallenden Lichts reek-
tiert wird. Der Absorbtionskoezent bestimmt, wieviel Licht pro Langeneinheit in dem Medium absorbiert wird.
Der Brechungsindex gibt schlielich das Verhaltnis der Lichtgeschwindigkeit im Medium zur Lichtgeschwindigkeit
im Vakuum an.
Beschreibung der Signalausbreitung durch die Strahlenoptik
Die Strahlenoptik nimmt an, da man die Lichtausbreitung durch die Ausbreitung von ininitisemal schmalen,
linienformigen Strahlen annahern kann [66]. Sie beschaftigt sich mit Systemen aus drei Arten von Komponen-
ten: vollstandig reektierende Flachen beliebiger Form, vollstandig absorbierende Flachen beliebiger Form, sowie
durchsichtige Bereiche mit unterschiedlichem Brechungsindex und beliebig geformten Grenzachen. Die Ausbrei-
tung der Strahlen durch solche Systeme wird durch drei Regeln beschrieben.
1. Trit ein Strahl auf eine absorbierende Flache so endet er dort und propagiert nicht weiter.
2. Trit ein Strahl auf eine reektierende Oberache, so wird er unter dem Auftrewinkel reektiert.
3. Ein zwischen zwei Punkten verlaufender Lichtstrahl folgt immer dem Weg mit der kurzesten Laufzeit.
Die ersten beiden Regeln bedurfen keiner weiteren Erlauterung. Aus der dritten folgt, da sich das Licht in einem
homogenen Medium geradlinig ausbreitet. Beim Durchgang durch Gebiete mit unterschiedlichen Brechungsindex
wird es dagegen so abgelenkt, da der Weg durch Bereiche mit geringer Ausbreitungsgeschwindigkeit minimiert
wird. Durch eine entsprechende Gestaltung der einzelnen Gebiete und deren Grenzachen kann man so einen
bestimmten Strahlenverlauf erzwingen. Dies ist in Abbildung 4.4 fur die Brechung eines Strahls an einer geraden
Grenzache zwischen zwei Medien dargestellt. Wir gehen dabei davon aus, da die Ausbreitungsgeschwindigkeit
im rechten Medium geringer ist (der Brechungsindex groer ist). Der Weg von A nach B uber die Strecken a
und b ist zwar langer als der gerade Weg uber c, dafur wird aber eine kurzere Strecke innerhalb des rechten
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Abbildung 4.6: Der Einu verschiedener optischer Elemente auf eine ebene Welle. Bild a) zeigt Brechung an der Grenzache
zwischen zwei Medien mit unterschiedlichen Brechungsindizies. Es entspricht der Brechung eines parallelen Strahlenbundels. Im
Bild b) ist die Brechung durch Graustufen bzw. Phasenmuster zu sehen.
Mediums zuruckgelegt. Mit einfachen geometrischen Uberlegungen lat sich zeigen, da fur das Verhaltnis des







Dabei bezeichnen n1 und n2 die Brechungsindizies der beiden Medien. Die obige Formel gilt fur beliebige Medien,
Auftrewinkel und Grenzachen (bei gekrummten Flachen wird die Tangente im Auftrepunkt betrachtet). Sie
erlaubt die Herleitung des Strahlengangs durch alle klassischen optischen Komponenten wie Linsen und Prismen.
Beschreibung der Signalausbreitung durch die Fourieroptik
Die Strahlenoptik berucksichtigt nur sehr unzureichend die Wellennatur des Lichts. Sie kann keine Phanomene
erklaren, die mit Beugung und Interferenz zu tun haben. Diese Phanomene sind aber sowohl fur die Leistungsgren-
zen optischer Systeme als auch fur die Funktionsweise vieler moderner optischer Komponenten von entscheidender
Bedeutung.
Eine gute Basis fur das Verstandnis solcher Phanomene bildet die Fourieroptik [157]. Sie basiert auf der
Betrachtung sog. ebener Wellen. Es handelt sich dabei um unendlich ausgedehnte, gerade, dreidimensionale
Wellenfronten. Das Prinzip einer solchen Welle ist schematisch anhand einer zweidimensionalen Welle in Ab-
bildung 4.5 dargestellt. Der Unterschied zu einer dreidimensionalen Welle besteht darin, da dreidimensionale
Orte gleicher Phase (z.B. Wellenberge) keine Linien sondern eine Ebene sind. Eine ebene Welle wird durch zwei
Parameter beschrieben: ihre Frequenz und die Ausbreitungsrichtung. Sie entspricht einem unendlich breiten
parallelen Strahlenbundel, dessen Strahlen senkrecht auf den Ebenen gleicher Phase stehen.
Die Fourieroptik geht davon aus, da eine monochromatische Lichtwelle durch eine Fourierzerlegung in Elemen-
tarwellen, sog. ebene Wellen unterschiedlicher Ausbreitungsrichtung aufgespaltet werden konnen. Die Frequenz
aller dieser Wellen ist mit der Frequenz der Ursprungswelle identisch. Die Zerlegung in Ebenen gilt fur einen ein-
fachen Laserstrahl genauso wie fur das Bild einer Landschaft, das man durch ein Fenster sieht. Die Eigenschaften
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eines optischen Systems auf eine Lichtwelle werden anhand der Wirkung des Systems auf die einzelnen ebenen
Wellen ermittelt. Diese Wirkung kann nach folgenden drei Regeln ermittelt werden:
1. Eine ebene Welle wird bei der Ausbreitung durch ein homogenes Medium nicht verandert.
2. Bei Durchgang durch die Grenzache zweier Medien unterschiedlicher Brechungsindizies wird die Welle
'verbogen'. Die Verbiegung entsteht dadurch, da die Teile der ebenen Welle, die zuerst die Grenzache
erreichen, als erste ihre Ausbreitungsgeschwindigkeit andern. Sie folgt damit der Form der Grenzache. Dies
ist in Abbildung 4.6 links zu sehen. Dabei wird auch klar, da sich aus dieser Regel das Brechungsgesetz
der Strahlenoptik ableitet.
3. Der Einu einer Flache mit einem beliebigen Graustufen- oder Phasenmuster auf eine ebene Welle ist durch
die Fouriertransformation des Musters gegeben. Dazu wird eine Zerlegung des Musters in zweidimensionale
Wellen unterschiedlicher Frequenz betrachtet. Die ebene Welle wird beim Durchgang durch die Flache in
mehrere ebene Wellen aufgefachert, von denen jeder zu einer Fourierkomponente des Musters korrespondiert.
Die Intensitat jeder dieser Wellen ist proportional zur Intensitat der korrespondierenden Fourierkompenete
im Muster. Die Korrespondenz basiert auf einer Abbildung der raumlichen Frequenzen der Musterwellen
auf Winkel. Diese Abbildung ordnet jeweils der Frequenz  den Winkel  mit
sin( ) =    (4.2)
zu, wobei  die Wellenlange des Lichts bezeichnet. Je hoher also die Frequenz, um so hoher ist der korre-
spondierende Winkel. Der Winkel jeder der erzeugten ebenen Wellen setzt sich zusammen aus dem Winkel
der ursprunglichen Welle und dem, nach der obigen Gleichung ermittelten Winkel. Dies ist in Abbildung
4.6 dargestellt. Ein allgemeines Muster erzeugt viele verschiedene ebene Wellen. Ein Muster, das nur aus
einer Fourierkomponente besteht, verandert lediglich den Winkel der einfallenden ebenen Welle um einen
Betrag, der um so groer ist, je hoher die Frequenz der Fourierkomponente ist.
Eigenschaften der Datenubertragung
Als Datenubertragungsmedium hat das Licht den elektrischen Signalen gegenuber die folgenden Vorteile:
Hohe Zeitbandbreite: Da die Datenrate des Signals keinen Einu auf die Ubertragungseigenschaften hat,
erlaubt die Optik sehr hohe Bandbreiten. Die Datenrate ist im Prinzip nur durch die Frequenz des Lichts
beschrankt. Damit die Ubertragung als Amplitudenmodulation einer Tragerwelle betrachtet werden kann,
mu die Signalfrequenz um einen Faktor von 10 bis 100 uber der Lichtfrequenz liegen. Damit ergibt sich
fur die Bandbreite eines optischen Kanals eine obere Grenze von ca. 10 bis 100 TBit/s.
Hohe Ortsbandbreite: Zusatzlich zu der hohen Datenrate einzelner Kanale erlaubt die optische Datenubert-
ragung eine hohe raumliche Kanaldichte. Da im Gegensatz zur Elektronik die Datenrate keinen Einu
auf das Ubersprechen benachbarter Kanale hat, ist auch die Kanaldichte von der Datenrate der einzelnen
Kanale unabhangig. Sie ist lediglich durch die Wellenlange und den Durchmesser des optischen Systems be-






Dabei sind f die Brennweite der benutzten Linse, D ihr Durchmesser und  die Wellenlange.
Mehrere Tragerwellenfrequenzen (Lichtfarben) sind moglich: Ein groer Vorteil optischer Datenubert-
ragung stellt die Moglichkeit dar, unterschiedliche Wellenlangen als unabhangige Datenkanale zu benutzen.
Ubertragungssysteme, die diese Moglichkeit nutzen, werden als WDM-Systeme (fur wavelength division
multiplexing), bezeichnet. In der Praxis wird das WDM-Verfahren benutzt, um die Bandbreite und die
Kanalanzahl zu steigern. Es kann allerdings die theoretische Bandbreite eines optischen Systems nicht
verandern. Dies liegt an der Unscharferelation, die fur das Produkt aus der Zeit- und Frequenzunscharfe
eines Lichtimpulses einen konstanten Wert vorgibt.
Verlustarme Ausbreitung: Ein Groteil der Verluste bei der elektrischen Datenubertragung hangt damit zu-
sammen, da sie mit Hilfe massive, geladener Teilchen durchgefuhrt wird. Als elektromagnetische Welle
4.2. OPTISCHE DATENUBERTRAGUNGSSYSTEME 69
besitzt das Licht dagegen weder Masse noch Ladung. Es wird im Teilchenbild mit Hilfe neutraler masseloser
Partikel dargestellt: der Photonen. Dadurch ist es moglich, Medien mit einer sehr geringen Absorbtion zu
nden. Sie bewegt sich im Bereich von 0.1dB/Km, d.h., da das Signal beim Durchlaufen eines 1km dicken
Mediums gerade mal um 1% geschwacht wird. Hinzu kommt, da es keine Verluste durch Abstrahlung gibt.
Hohe Signalqualitat: Die optische Datenubertragung zeichnet sich durch eine hohe Signalqualitat aus. Bei den
fur die relevanten Entfernungen  20m ist die Qualitat des Signals in guter Naherung von der Lange der
Ubertragungsstrecke und dem Fanout unabhangig. Die Signale werden weder durch Abstrahlung verzerrt
noch gibt es optische Analogien zum Skin-Eekt. Ebenso entfallt das Problem der unterschiedlichen Ubert-
ragungseigenschaften der einzelnen Fourierkomponenten der Nachricht, da die Ubertragungseigenschaften
nur von der Frequenz der Tragerwelle abhangig sind.
Geringes Ubersprechen: Da zwei die Photonen, anderes als zwei Elektronen, nicht miteinander wechselwirken
gibt es bei der optischen Datenubertragung wesentlich weniger Probleme mit Ubersprechen. Von besonderer
Bedeutung sind dabei die folgenden Punkte.
1. Das Ma des Ubersprechens hangt bei der optischen Datenubertragung nicht von der Datenrate ab.
2. Bei den fur die Rechnertechnik relevanten Entfernungen gibt es bei der Ubertragung in Fasern ('Licht-
kabeln, siehe Abschnitt 4.2.4) gar kein Ubersprechen zwischen benachbarten Kanalen. Dies gilt sowohl
fur viele, dicht gepackte Einzelfasern als auch fur die WDM-Ubertragung in einer Faser.
Ein gewisses Problem stellt in der Optik das Ubersprechen in Systemen dar, in den die Signale mit hoher
Dichte im freien Raum ubertragen werden. Dies hat zwei Grunde: die Wellennatur des Lichtes und die Fehler
optischer Abbildungselemente (Abberationen). Die Auswirkungen dieser Faktoren auf das Ubersprechen in
einem System hangen von der Art des Systems ab, und konnen nicht auf eine einfache allgemeingultige
Formel gebracht werden. Eine genaue Behandlung des Ubersprechens in verschiedenen optischen Systemen
wurde den Rahmen der vorliegenden Arbeit sprengen. Wir belassen es hier daher bei der Feststellung, da
trotz der oben genannten Faktoren optische Freiraumsysteme mit mehreren Tausend Kanalen pro mm2
realisiert werden konnen, und zwar ohne das die Signalqualitat von der Datenrate abhangt.
Hohe Verbindungskomplexitat: Da Lichtsignale im freien Raum verlaufen konnen und sich dabei beliebig
kreuzen konnen, sind komplexe Verbindungstopologien optisch deutlich einfacher zu implementieren als
elektrisch. Es kann gezeigt werden, da ein Netzwerk mit der Bisektionsbreite B auf einer Grundache
O(B) implementiert werden kann. In der Elektronik wird hierfur eine Flache von O(B2) benotigt.
4.2 Optische Datenubertragungssysteme
Ein optisches Datenubertragungssystem besteht aus einer Menge von Sendern, einer Menge von Empfangern
und einem optischen System, das beide miteinander verbindet. Bei den Sendern und Empfanger handelt es
sich heute in der Regel um Halbleiterdioden. Das optische System kann auf zwei Arten implementiert werden:
als Freiraumsystem oder als Lichtleiter-System. Im vorliegenden Abschnitt wird ein Uberblick uber die heute
verwendeten Komponenten, deren Funktionsweise und Leistungsschranken gegeben. Ich beschranke mich dabei
auf die Technologie, die heute kommerziell verfugbar und auf breiter Front eingesetzt wird. Damit soll das
Verstandnis der Grunde ermoglicht werden, die bisher den Einsatz der Optik in der Rechnerarchitektur verhindert
haben. Neue technologische Entwicklungen werden in den Abschnitten 4.5 bis 4.7 besprochen.
4.2.1 Optische Sender
Ein optischer Sender mu digitale elektronische Signale in Lichtsignale wandeln. Dies kann auf zwei Arten gesche-
hen: durch Lichtquellen oder durch Lichtmodulatoren. ImNachfolgenden werden die heute ublichen Komponenten
beschrieben und deren Leistungsschranken aufgezeigt.
Lichtquellen
Eine Lichtquelle, die als Sender funktioniert, wandelt digitale elektronische Signale in Lichtimpulse um. Dazu wer-
den zwei Komponenten benotigt: ein Bauelement zur Lichterzeugung, und einen elektronischen Treiberbaustein.
Der letztere generiert aus den digitalen Signalen die von dem Wandler benotigte Stromstarke und Spannung.




b) Leuchtdiode b) Laserdiode
Abbildung 4.7: Die Abhangigkeit der emittierten Lichtleistung von der Stromstarke bei einer LED (Abbildung a) und bei
einer Laserdiode (Abbildung b).
Fur die Lichterzeugung werden in der Regel Halbleiterdioden verwendet. Sie nutzten die Tatsache aus, da
die Ladungstrager beim Ubergang zwischen den unterschiedlich dotierten Halbleiterschichten ihre Energieniveaus
wechseln. Die Energiedierenz wird bei solchen Ubergangen meist in Form von Licht freigesetzt.
LED: Eine LED ist eine einfache Halbleiterdiode, bei der die dotierten Bereiche so gewahlt wurden, da ihre
Energiedierenz der benotigten Lichtwellenlange entspricht. Wie in Abbildung 4.7 gezeigt, ist die emittierte
Lichtleistung zunachst proportional zum Strom. Die Steigung, die die I=W -Kurve bestimmt, gibt die
Ezienz der LED an. Sie liegt typischerweise bei ca. 10 bis 100 W=mA. D.h. da nur ca. 1% der der
LED zugefuhrten Energie in Licht umgewandelt wird. Der Rest wird in Form von Warme dissipiert.
Wird die Stromstarke uber einen gewissen Wert gesteigert, so setzt ein Sattigungsprozess ein, bis irgendwann
eine weitere Erhohung der Lichtleistung nicht mehr moglich ist. Diese Sattigungsgrenze bestimmt die
maximale Ausgangsleistung der LED. Sie liegt meist bei 0.1 bis 0.5 mW.
LD: Die Laserdioden nutzten einen Eekt, der induzierte Emission genannt wird. Er bewirkt, da die Wahr-
scheinlichkeit fur die Emission von Licht einer bestimmten Wellenlange durch die Anwesenheit des Lichts
gleicher Wellenlange vergroert wird. Die Lichtleistung einer LED kann also dadurch gesteigert werden, da
der aktive (lichtemitierende) Bereich mit Licht der passenden Wellenlange bestrahlt wird.
Um die induzierte Emission zu nutzen, besteht eine LD aus einem nichtlinearen Resonator. Der Resonator
ist i.a. ein sog. Fabry-Perot-Resonator [180] mit wenigstens einem teildurchlassigen Spiegel. Bei LDs fur
die Datenubertragung werden die 'Spiegel' haug als Gitter implementiert. Bei einfachen Bauteilen wird
auch einfach die Reexion beim Ubergang vom Halbleitermaterial in Luft ausgenutzt. Diese Reexion wird
durch den unterschiedlichen Brechungsindex des Halbleiters und der Luft verursacht.
Die Spiegel reektieren einen Teil des emittierten Lichts zuruck in den aktiven Bereich. Das zuruckreek-
tierte Licht induziert weitere Lichtemission und bewirkt eine Ruckkopplung, die zu einem steilen Anstieg
der Lichtleistung fuhrt. Dies ist in dem I=W Graphen einer Laserdiode in Abbildung 4.7 zu sehen. Bei
geringer Stromstarke verhalt sich eine LD wie eine LED. Ab einem gewissen Strom macht sich dann die
Ruckkoppelung bemerkbar. Dieser Strom wird als Schwellenstrom bezeichnet und ist eine wichtige Kenn-
groe. Oberhalb des Schwellenstroms hat eine LD eine sehr hohe Ezienz. Sie liegt typischerweise bei ca.
0; 6W=A. Dabei werden bis zu 60% der Energie in Licht umgewandelt. In der Praxis ergibt sich die obe-
re Leistungsstarke dadurch, da ab einer bestimmten Lichtleistung die halbdurchlassigen Spiegel zerstort
werden. Sie betragt zur Zeit einige wenige Watt. Bei den in der Datenubertragung heute am meisten ver-
wendeten sog VCSEL (vertical cavity surface emmiting laser) LDs, die nachfolgend noch genauer betrachtet
werden, liegt diese allerdings Grenze bei einigen wenigen mW.
Modulatoren
Ein Lichtmodulator verandert ausgewahlte Eigenschaften (z.B. die Intensitat) des einfallenden Lichts in Abhangig-
keit von einem Steuersignal. Die vermutlich bekannteste Variante von Lichtmodulatoren sind Flussigkristalle, die
unter anderem in Anzeigen Anwendung nden. Ein groer Vorteil des Lichtmodulators als Sender besteht darin,
da die zum Schalten notwendige eletrische Leistung von der Signalleistung entkoppelt ist. So ist die Leistung,
die man zum Aufbau eines Bildes auf einem Flussigkeitsdisplay braucht, unabhangig von der Intensitat des ein-
fallenden Lichts. Hinzu kommt die sog. optische Transparenz. Dies bedeutet, da der Schalter eine bestimmte
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Eigenschaft des Lichts moduliert, die anderen aber unverandert lat. So konnnen mit einem einzigen Modulator
z.B. mehrere Signale auf unterschiedlichen Wellenlangen moduliert werden.
Trotz der oben genannten Vorteile ist heute das Einsatzgebiet von Modulatoren bei der Datenubertragung
begrenzt. Sie werden zur Zeit nur bei der Fernubertragung (uber Hunderte von Kilometern) verwendet. Dort
wird die Tatsache ausgenutzt, da man durch Modulatoren die Verbreiterung des Lichtspektrums vermeiden
kann, die die direkte Modulation einer LD oder LDs mitsichbringt. Diese Verbreiterung stellt bei sehr langen
Ubertragungsstrecken ein erhebliches Problem dar. Bei der Ubertragung uber kurzere Strecken spiele Modulatoren
dagegen zur Zeit praktisch keine Rolle. Dies liegt daran, da es bisher keine kompakten Komponenten gab, die
mit geringem Strom und geringer Spannung Datenraten von mehr als 1 bis 10KBit/s erreichen konnten. Statt
dessen werden direkt modulierte LDs und LEDs benutzt.
Leistungsschranken
Die Bandbreite von LED- und LD-basierten Sendern ist durch zwei Faktoren bestimmt: die Zeit, die die LED oder
LD fur die Veranderung der Lichtstarke braucht, und die Zeit, die der Treiber fur die zugehorige Veranderung
der Stromstarke benotigt.
Bei LEDs ist ersteres fur die Bandbreitengrenzen verantwortlich. Die maximale Datenrate liegt dabei um
1Gbit/s. Bei Laserdioden ist theoretisch eine Modulation im Bereich von mehreren Hundert GHz moglich. In
der Praxis scheitert eine so schnelle Modulation jedoch an der Leistung der Treiberbausteine, die als Halbleiter-
verstarker an die Schaltgeschwindigkeiten von Transistoren gebunden sind. So konnen mit Hilfe spezieller GaAs
Treiber heute maximal 10Gbit/s erreicht werden. Konventionelle SiliziumCMOS Treiber ermoglichen Datenraten
zwischen 1 und 2 Gbit/s.
4.2.2 Optische Empfanger
Optische Empfanger mussen Lichtimpulse in Stromimpulse umwandeln und diese digitalisieren. Sie bestehen aus
zwei Komponenten: einem Bauteil zur Umwandlung von Licht in Strom, und einem elektronischen Empfanger
zur Anpassung des Signals an das digitale Spannungsniveau.
Als Licht/Strom-Wandler werden meistens in Sperrichtung gepolte Halbleiterdioden, sog. Photodioden, be-
nutzt. Sie nutzen die Tatsache aus, da durch die Lichteinstrahlung Ladungstrager im Halbleiter in einen ener-
getisch hoheren Zustand gehoben werden. Dies versetzt sie in die Lage, die fur den Sperreekt verantwortliche
Potentialbarierre zu uberwinden und einen Strom in Sperrrichtung zu erzeugen. Dieser Photostrom ist propor-
tional zur Lichtintensitat. Der Proportionalitatsfaktor wird als Quantenezienz bezeichnet und gibt an, wieviel
Prozent der einfallenden Photonen von den Ladungstragern absorbiert werden. Der Strom bzw. der damit ver-
bundene Spannungsabfall wird von dem elektronischen Empfanger verstarkt, mit einem Schwellenwert verglichen
und dementsprechend als 0 oder 1 interpretiert. Der Entwurf ezienter schneller Verstarker ist ein aktuelles For-
schungsthema in der Elektronik. In der Regel bestehen solche Bausteine aus mehreren hintereinandergeschalteten
Transistor-Verstarkerstufen.
Leistungsgrenzen
Die fundamentale Schranke fur die Bandbreite einer Photodiode stellt die Zeit dar, die Ladungstrager fur den
Energieubergang und die Durchquerung der Sperrschicht benotigen. Sie liegt je nach Art der Diode zwischen
10ps und 100ps. Dies entspricht einer Datenrate von 10 bis 100Gbit/s. Eine weitere Beschrankung der Bandbrei-
te ergibt sich aus der Notwendigkeit, bei der verfugbaren Signalstarke eine wohldenierte maximale Fehlerrate
zu garantieren. Dazu mu berucksichtigt werden, da die Lichtdetektion in der Photodiode einen statistischen
Prozess darstellt. So fuhrt einerseits nicht jedes auf die Photodiode einfallendes Lichtquant dazu, da ein La-
dungstrager in ein hoheres Energieniveau angehoben wird und die Sperrschicht uberqueren kann. Gleichzeitig
gibt es auch Ladungstrager, die, ohne da sie einen Lichtquant absorbiert haben, zufallig die fur das Uberqueren
der Sperrschicht notwendige Energie erlangen. Damit trotz dieses Rauschens mit einer hohen Wahrscheinlichkeit
der richtige Wert empfangen wird, mu also in der Photodiode eine bestimmte minimale Anzahl von Photonen
ankommen. Damit ist eine minimale Lichtenergie W gegeben, die zum Empfang eines Signals notwendig ist. Bei
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b) Mittelpunktsstrahlen einer Linse b) Parallele Strahlen in einer Linse
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Abbildung 4.8: Die wichtigsten refraktiven optischen Bauelemente. Das linke Bild zeigt den Strahlenverlauf durch ein Keilpris-
ma. Das mittlere und das linke Bild illustrieren die beiden Regeln, mit den man den Strahlenverlauf durch eine Linse bestimmen
kann.
Um die in der Datenverarbeitung ubliche Fehlerrate von BER= 10 9 zu ermoglichen, sind in den meisten Photo-
dioden einige Tausend Photonen notwendig.
In der Praxis ist die Bandbreite durch die Leistungsfahigkeit der elektronischen Empfanger beschrankt. Zum
einen verursachen sie ein zusatzliches Rauschen, das die benotigte minimale Signalstarke weiter anhebt. Zum
anderen sind sie an die Schaltzeit der Transistoren in den Verstarkerstufen gebunden, die bei einigen Hundert
Pikosekunden (ps) liegt.
4.2.3 Optische Signalubertragung im freien Raum
Ein optisches Freiraumsystem besteht aus Feldern von Sendern und Empfangern und einem Abbildungssystem.
Das Abbildungssystem sorgt dafur, da das Licht eines jeden Senders zu den durch die Verbindungstopologie
vorgegebenen Empfangern gelangt. Es besteht in der Regel aus mehreren optischen Komponenten fur die Strahl-
ablenkung, die mit Hilfe eines mechanischen Systems zu einer stabilen Einheit zusammengefugt sind. Im Nachfol-
genden wird zunachst die Funktionsweise der beiden wichtigsten Arten optischer Komponenten erlautert. Danach
werden die Probleme des mechanischen Aufbaus und die Leistungsschranken von Freiraumsystemen besprochen.
Refraktive Komponenten
Unter refraktiven Komponenten versteht man Bauteile, die fur die Strahlablenkung die Berechung von Lichtstrah-
len an Grenzachen von Materialien mit unterschiedlichen Brechungsindizies nutzen (siehe 4.1.2). Die wichtigsten
refraktiven Komponenten sind Prismen und Linsen. Ihre Funktion kann wie folgt zusammengefat werden:
Prismen: Ein Prisma ist ein Bauteil mit mehreren ebenen Stirnachen. Das bekannteste Prisma ist das sog.
Keilprisma (Abbildung 4.8), das dem Namen entsprechend die Form eines Keils besitzt. Es lenkt ein
paralleles Strahlenbundel um einen bestimmten, von Keilwinkel und Einfallswinkel abhangenden Winkel
ab. Betrachtet man ein Bild durch ein solches Prisma, so erscheint das Bild um eine bestimmte Strecke
verschoben. Das Ausma der Verschiebung hangt von dem Keilwinkel ab.
Linsen: Wie in Abbildung 4.8 zu sehen, sind Linsen ache, symmetrische Bauelemente mit mindestens einer run-
den Stirnache. Ihre Wirkung auf den Strahlenverlauf kann naherungsweise durch zwei Regeln beschrieben
werden:
1. Ein Strahl, der durch die Mitte der Linse geht (Mittelpunktsstrahl), wird von der Linse nicht beeinut.
2. Zwei zueinander parallele Strahlen, die auf der einen Seite auf die Linse auftreen, werden so abgelenkt,
da sie sich auf der anderen Seite in der sog. Brennebene der Linse schneiden. Wie in Abbildung 4.8 zu
sehen, ist die Brennebene eine zu der Stirnache tangentiale Ebene. Die Entfernung der Brennebene
von der Linse ist eine fur jede Linse charakteristische Groe, die als die Brennweite f bezeichnet wird.




Abbildung 4.9: Beispiele fur die realisierung verschiedener Verbindungsstrukturen mit Hilfe von Linsen und Prismen. Die
Systeme sind im Text beschrieben.
Um den Weg eines Strahls durch die Linse zu bestimmen, mu man demnach zuerst einen parallelen Strahl
durch die Mitte der Linse zeichnen und seinen Schnittpunkt mit der Brennebene bestimmen. Aus der
zweiten Regel folgt dann, da auch der gesuchte Strahl die Brennebene in diesem Punkt schneiden mu.
Um den Einsatz refraktiver Komponenten in Verbindungssystemen zu veranschaulichen, wurden in Abbildung
4.9 vier verschiedene Abbildungssysteme dargestellt. Das System in Bild a) zeigt ein Abbildungssystem fur eine
regulare Punkt-zu-Punkt Verbindung zwischen drei Empfangern und drei Sendern mit Hilfe einer groen Linse.
Das in Bild b) dargestellte System kann mit Hilfe eines Linsenfeldes eine beliebige Punkt-zu-Punkt Verbindungsto-
pologie implementieren. Die Ablenkung des Senderstrahls wird dabei durch die laterale Verschiebung der kleinen
Linsen in Bezug auf den Sender erreicht. Die Abbildungen c) und d) sind Beispiele aus der Literatur. Abbil-
dung c) zeigt einen Entwurf fur ein optisches Shue-Netzwerk [114]. Bild d) ist dem OTIS-Verbindungssystem
gewidmet [42]. Es basiert auf zwei Feldern von Linsen, so da man mit Hilfe jeder Linse des ersten Feldes jede
Linse des zweiten Feldes ausleuchten kann. Der obere Teil der Abbildung zeigt ein vollverbundenes Netzwerk
fur 16 Prozessoren. Die Sende- und Empfangseinheit eines jeden Prozessors besitzt ein 4x4 Feld aus Sendern
bzw. Empfangern und eine eigene kleine Linse. Die Sender- und Empfangereinheiten sind in einem zweidimen-
sionalen 4x4 Gitter angeordnet. Jeder Sender einer Sendereinheit dient der Datenubertragung an eine andere
Empfangseinheit. Gleichzeitig ist in jeder Empfangseinheit jeder Sendereinheit ein Empfanger zugeordnet. Unten
im Bild wird gezeigt, wie man mit Hilfe des OTIS-Konzeptes ein Shue implementieren kann, indem man zwei
Linsenfelder mit unterschiedlich vielen Linsen (2 im ersten und 4 im zweiten) verwendet.
Diraktive Komponenten
Diraktive Bauelemente basieren auf der Beugung von Lichtwellen beim Auftreen auf Oberachen mit feinen
Strukturen. Bei den Strukturen kann es sich sowohl um Graustufenmuster als auch um kleine Dickenunterschiede
handeln. Die wichtigsten diraktiven Bauelemente konnen wie folgt beschrieben werden:
Diraktive Ablenkkomponenten: Diraktive Komponenten konnen leicht die Funktionalitat von Prismen
und Linsen nachbilden. Fur eine einfache Ablenkung eines Strahls ist eine Platte mit Graustufen oder
Phasenmuster einer einzigen raumlichen Frequenz (siehe 4.1.2) notwendig. Fur die Nachbildung der Linsen-
funktionalitat wird hingegen ein Muster aus konzentrischen Ringen verwendet, die nach auen hin immer
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dunner werden und immer kleinere Abstande haben. Damit existiert auen ein Muster hoher Frequenz,
wahrend innen ein Muster geringer Frequenz vorhanden ist. Daraus folgt, da das Licht auen stark und
nach innen hin schwacher gebrochen wird. Dadurch wird die Fokusierfunktion einer Linse realisiert.
Wellenlangenmultiplexer und -demultiplexer: Der Gleichung (4.2) zufolge hangt der Winkel, unter dem ein
refraktives Prisma eine ebene Welle ablenkt, von der Wellenlange der Welle ab. Damit kann ein diraktives
Ablenkelement zur Trennung verschiedener Wellenlangen benutzt werden.
Beliebige Routingelemente: Wie in 4.1.2 erklart, kann jede Lichtwelle in ebene Wellen zerlegt werden. Dies
gilt auch fur eine Strahlenkombination eines beliebigen Routingelementes. Da man andererseits durch ein
entsprechend berechnetes Graustufenmuster eine beliebige Kombination ebener Wellen erzeugen kann, kann
man auch diraktiv beliebige Routingelemente realisieren.
Strahlteiler: Fur die Realisierung von Broadcast-Verbindungen sowie die Ausleuchtung von groen Feldern von
Lichtmodulatoren werden Strahlteiler benotigt. Solche Felder konnen nur schwer mit Linsen und Prismen
hergestellt werden. Daher werden hier entsprechende diraktive Bauteile benutzt.
Neben der hoheren Flexibilitat hat die diraktive Optik gegenuber der refraktiven den Vorteil, da sie sich besser
fur die Miniaturisierung und Massenherstellung eignet. Dies liegt daran, da die Herstellung von Graustufenmu-
ster z.B. mit Lithographie, einfacher ist als komplexe, dicke Oberachenstrukturen.
Opto-Mechanisches System
Die beiden wichtigsten Vorteile optischer Freiraumsysteme sind die groe Kanaldichte und die Moglichkeit, ei-
ne hohe Verbindungskomplexitat auf kleinem Raum zu erreichen. Um sie auszunutzen, mussen die Sender und
Empfanger klein und nah beieinander sein. Dies bedeutet, da das Abbildungssystem sehr genau sein mu. Die
Toleranzen liegen dabei typischerweise zwischen 10 und 100 m. Um dies zu erreichen, mussen alle Komponenten
in Bezug aufeinander genau justiert werden. Da bei der Justierung in der Regel fur jede Komponente alle 6 Frei-
heitsgrade berucksichtigt werden mussen, stellt dies bei komplexen Systemen eine schwierige Aufgabe dar. Hinzu
kommt, da fur den Einsatz in der Praxis die Justierung in Bezug auf Umwelteinusse wie Erschutterungen und
Temperaturschwankungen stabil sein mu. In der klassischen Optik werden solche Aufbauten auf speziellen, vi-
brationsisolierten optischen Tischen verwirklicht. Die optischen Komponenten werden in massive Metallfassungen
untergebracht, die uber Prazisionsversteller justiert werden. Fur kompakte Aufbauten wurde in letzter Zeit die
Moglichkeit entwickelt, die Komponenten mit Hilfe spezieller, stabiler Stangen oder Rohren zu verbinden. Sie sind
allerdings nur fur einfache Aufbauten geeignet und wie jede Art von Prazisionsmechanik sehr teuer. Auerdem
sind sie immer noch nicht kompakt genug fur den Einsatz in den meisten Stellen der Rechnerarchitektur. Damit
stellt des mechanische System die grote Hurde fur den Einsatz der Freiraumoptik in der Rechnerarchitektur dar.
4.2.4 Optische Wellenleiter
Fur die Anwendung der Freiraumoptik ist es erforderlich, da zwischen dem Sender und dem Empfanger eine
ungestorte Sichtverbindung besteht. Hinzu kommen die bereits erwahnten Probleme bei der Justierung und
beim robusten Aufbau. Eine Alternative, die diese Schwierigkeiten umgeht stellen Lichtwellenleiter (kurz LWL)
Systeme dar. Bei solchen System wird das Lichtsignal durch unterschiedliche Brechungsindizies benachbarter
Materialschichten 'eingesperrt' und gezwungen, dem Verlauf des Leiters zu folgen. Um LWL-System Netzwerken
fur die Rechnertechnik einsetzen zu konnen, sind drei Arten von Komponenten notwendig: 'Lichtkabel', Steck-
verbinder bzw. eine andere Moglichkeit, Kabel miteinander und mit Sendern und Empfangern zu verbinden, und
Funktionseinheiten wie z.B. Verzweiger oder Wellenlangenlter.
Glasfaser-LWL
Eine besondere Stellung under den LWL besitzen die Glasfaser (im nachfolgenden auch kurz Faser genannt). Sie
stellen das optische Analogon zu elektrischen Kabeln dar. Das Funktionsprinzip von Glasfasern ist in Abbildung
4.10 dargestellt. Er besteht aus einem transparenten Kern, der von einem Mantel umgeben ist. Dabei ist
das Material des Mantels so beschaen, da das aus dem Kern stammende Licht an der Grenzache zwischen
Kern und Mantel reektiert wird. Das Licht verbleibt also im Kern und breitet sich entlang der Faser durch
fortwahrende Reexion aus. Dabei wird ein Strahl immer unter dem gleichen Winkel reektiert, unter dem er in






a) Stufenindex Multimode-Faser b) Gradientenindex Multimode-Faser c) Monomode-Faser
Abbildung 4.10: Das Prinzip verschiedener Arten von Glasfaser-LWLs.
die Faser eingetreten ist. Da der Durchmesser von Fasern in der Groenordnung der Wellenlange des Lichts liegt,
darf die Ausbreitung allerdings nur naherungsweise als eine einfache Folge von Reexionen betrachtet werden. In
Wirklichkeit korrespondiert jeder Reexionswinkel zu einer bestimmten Wellenfront, deren Ausdehnung durch die
Grenze zwischen dem Kern und dem Mantel beschrankt ist. Dabei sind nur Wellen zugelassen, die bestimmten,
diskret verteilten Winkeln entsprechen. Diese Wellen werden Moden genannt. Die Anzahl der in einer Faser
moglichen Moden ist ein wichtiger Leistungsparameter. Bei Fasern mit einem Durchmesser, der in etwa gleich der
Wellenlange ist, ist nur eine Mode moglich. Solche Fasern werden Monomode-Fasern genannt. Mit steigendem
Faserdurchmesser werden mehrere Moden moglich (Multimode-Faser). Bei einer Faserdicke von ca. 100 sind es
bereits mehrere Tausend.
Verbindungen
Um zwei elektrische Leitungen zu verbinden, mu man nur zwischen diesen beiden einen Kontakt herstellen. Bei
Glasfasern sieht die Sache wesentlich komplizierter aus. Es mussen die Kerne der beiden Faser zusammengefugt
werden, und zwar mit einer sehr hohen Genauigkeit. Trotzdem konnen Glasfaserverbindungen heute ahnlich
einfach wie elektrische Verbindungen gehandhabt werden. Dafur sorgen spezielle Faserstecker, in den die beiden
Faser durch Prazisionsmechanik xiert. Die Stecker werden dann durch Fuhrungsstifte zueinander justiert und
festgeklemmt. In einer ahnlichen Weise konnen Faser an Laserdioden und Empfanger angebunden werden.
Neben der Steckverbindung gibt es auch noch verschiedene Moglichkeiten, Faser fest miteinander zu verbinden.
Die einfachste ist das sog. 'Splicen'. Dabei werden die beiden Faser in einem speziellen kompakten Gerat
zusammengeschweit. Dies entspricht dem elektrischen Loten.
Alle obigen Techniken werden heute standardmaig nur auf einzelne Fasern angewendet. Die mechanischen
Justier- und Stabilitatsprobleme haben die Herstellung von kompakten mehradrigen Fasersteckern und An-
schlussen bisher verhindert. Dadurch war es auch nicht moglich, Faserverbindungen ahnlich einem elektrischen
Flachbandkabel parallel aufzubauen.
LWL-Komponenten: Integrierte Optik
Fur die Implementierung sinnvoller optischer Netzwerke werden neben einfachen Kabelverbindungen auch noch
Verzweiger und Koppler benotigt. Auerdem braucht man fur die Nutzung des Wellenlangenmultiplexings Bau-
steine zum Trennen und Vereinigen von Datenstromen verschiedener Wellenlange in einer Faser. Solche Kompo-
nenten werden mit einer Technologie, die Integrierte Optik genannt wird, hergestellt. Dabei werden die Lichtleiter
ahnlich den Leitungen auf eine Platine oder einem VLSI-Chip in einem Substrat fest integriert. Das Prinzip ist in
Abbildung 4.11 dargestellt. Neben der Leitungen konnen in dem Substrat auch Funktionselemente wie Strahlteiler
oder Beugungsgitter zur Wellenlangentrennung integriert werden.
Die wichtigsten heute verfugbaren Komponenten sind:
1xn Verzweiger: Hierbei handelt es sich um Broadcast-Elemente, die das Signal der ankommenden Leitung auf
alle Ausgange verteilen. Dabei sind heute bis zu 64 Ausgange moglich.
nxm Sternverzweiger: Sternverzweiger verteilen das Signal der ankommenden Leitungen auf alle Ausgange.
Fur n und m sind heute Werte von bis zu 64 moglich.
Wellenlangenmultiplexer: EinWellenlangermultiplexer verteilt mehrere in einer Faser verlaufende Wellenlangen-
signale auf unterschiedliche Ausgange. Heutige Multiplexer konnen 16 bis 64 Wellenlangen trennen.
Wellenlangendemultiplexer: Ein Wellenlangendemultiplexer stellt die Umkehrung des Wellenlangenmultiple-
xers dar. Mehrere auf unterschiedlichen Leitungen ankommenden Signale unterschiedlicher Wellenlange
werden in einer einzigen Faser vereinigt.
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Abbildung 4.11: Das Prinzip der integrierten Optik: unterschiedliche Typen integrierter Lichtwellenleiter (rechts) und der
Aufbau einiger Komponenten (links).
Abbildung 4.12: Der Aufbau eines Faserverstarkers (aus [67]).
Die obigen Komponenten werden als kompakte, wenige Zentimeter groe Bauelemente hergestellt. Sie sind an
den Ein- und Ausgangen mit Fasern und Fasersteckern versehen und somit einfach handhabbar.
LWL-Komponenten: Faserverstarker
Lichteleiterfasern zeichnen sich durch sehr geringe Leitungsverluste aus. Bei sehr langen Ubertragungsstrecken
oder bei der Realisierung eines hohen Fanouts kann es aber trotzdem zu einer Signalabschwachung kommen,
die eine Verstarkung notwendig macht. Hierfur wurden spezielle Faserverstarker entwickelt (Abbildung 4.12).
Es handelt sich dabei besondere Faserabschnitte die die Energie eines sog. Pumplasers aufnehmen und sie dem
Signal hinzufugen konnen. Das Prinzip besteht darin, da der Pumplaser die Ladungstrager in dem Faserabschnitt
zunachst auf ein hohes Energieniveau anhebt. Sie verbleiben in diesem Zustand solange, bis ein Signal durch die
Faser geschickt wird. In diesem Fall geben sie ihre Energie wie in einem Laser durch induzierte Emission ab. Dabei
wird Licht mit genau der gleichen Frequenz emittiert, die die Emission verursacht hat, namlich der Signalfrequenz.
Faserverstarker werden heute routinemaig in der Telekommunikation eingesetzt. Sie konnen Signale mit einer
Starke von ca. 0.1mW auf bis zu 10mW verstarken ([31]). Die Verstarkung ndet dabei unabhangig von der
Frequenz und Datenrate statt und verursacht keine zusatzliche Latenz.
Leistungsparameter von Glasfasern
Die Bandbreite und Signalqualitat eines Glasfaser werden durch drei Faktoren bestimmt: die Dampfung, die
Modendispersion und die spektrale Dispersion.
Dampfung: Bei der Fortpanzung in einer Faser wird das Signal durch Lichtabsorption gedampft. Diese Damp-
fung ist allerdings sehr gering. Sie liegt bei den heute in der Telekommunikation ublichen Glasfasern in der
Groenordnung von 0.1 bis 1dB/Km, wobei der genaue Wert von der Art der Faser und der Wellenlange
abhangt.
Modendispersion: Aufgrund der unterschiedlichen Reexionswinkel mussen die Moden bei einer gegebenen
Faserlange unterschiedliche Weglangen durchlaufen. Dementsprechend unterschiedlich sind auch ihre Lauf-
zeiten. Ein Signal, das mehrere Moden beinhaltet, wird so mit steigender Entfernung immer unscharfer.
4.3. ELEKTRONISCHE UND OPTISCHE DATENUBERTRAGUNG IN DER PRAXIS 77
Dieser Eekt wird Modendispersion genannt. Eine Datenubertragung ist in einer Faser nur dann moglich,
wenn die Laufzeitunterschiede zwischen den Moden eines Signals unterhalb des zeitlichen Abstands zwischen
nachfolgenden Bits bleiben. Ansonsten wurden sich benachbarte Bits uberlagern und so Ubertragungsfeh-
ler verursachen. Da ein Signal in einer Multimode-Faser immer aus mehreren Moden besteht, wird die
Bandbreite von Multimode-Fasern durch die Modendispersion beschrankt.
Wellenlangendispersion: Da die Lichtgeschwindigkeit in einem Medium von der Wellenlange abhangt, gibt es
auch in Bezug auf die Wellenlange eine Dispersion. Signale mit einer nicht verschwindenden spektralen Brei-
te verlieren beim Durchlaufen langer Fasern an Scharfe und konnen somit nur eine beschrankte Datenrate
haben. Mit steigender Datenrate nimmt die spektrale Breite eines Signals aufgrund der Unscharferelati-
on zu. Die Wellenlangendispersion stellt somit eine fundamentale Beschrankung der Zeitbandbreite von
Signalen in Fasern dar.
Fur Anwendungen in der Rechnerarchitetur sind in der Praxis lediglich die durch die Modendispersion bedingten
Schranken von Bedeutung. In guten Glasfasern machen machen sich die Dampfung und die spektrale Dispersion
erst bei Entfernungen im Kilometerbereich bemerkbar. Auf der fur die Rechnerarchitektur benotigten Strecke von
bis zu 10m konnen in einer Monomode-Faser problemlos Datenraten von mehreren hundert TBit/s ubertragen
werden. In Multimode-Fasern ist die Bandbreite auf etwa 1Tbit/s/m, also etwa 100Gbit/s bei 10m beschrankt.
Berucksichtigt man zusatzlich die Moglichkeit des Wellenlangenmultiplexings, so sind in Monomode-Fasern Da-
tenraten von mehreren Tausend TBit/s moglich. In Multimode-Fasern konnten bis etwa 100TBit/s/m erreicht
werden.
Trotz ihrer geringeren Bandbreite sind Multimode-Fasern fur die Anwendung in der Rechnerarchitektur von
groer Bedeutung. Dies liegt daran, da sie einen deutlich groeren Durchmesser als die Monomode-Faser
haben(50m bis 250m gegenuber ca. 1m), und somit wesentlich leichter zu handhaben sind. Dies macht
sich vor allem beim Ein- und Auskoppeln des Lichts aus der Faser bemerkbar. Um die Verluste gering zu halten,
mu beim Einkoppeln das Signal so genau wie moglich fokussiert werden. Bei Monomode-Fasern erfordert dies
eine Positioniergenauigkeit im Bereich von ca 0:2m. Bei Multimode-Fasern reicht dagegen eine Genauigkeit
zwischen 10m und 50m.
4.2.5 Fazit
Zur Zeit werden in der Datenubertragung lediglich einfache, faserbasierte Systeme eingesetzt. Die Verwendung
von Freiraumsystemen scheitert an der Groe und mangelnder Robustheit mechanischer Aufbaukomponenten.
Bei den heutigen Fasersystemen handelt es sich um sequentielle Ubertragungssysteme mit einer Bandbreite von
bis zu 2,4Gbit/s. Fur die Kommunikation auf kurze Distanzen (z.B. bei LAN-Netzwerken) werden Multimode-
Faser, sonst Singlemodefaser benutzt. Es sind zur Zeit alle die in 4.2.4 beschriebenen Funktionskomponenten,
also Verzweiger, Sternverzweiger und Wellenlangenmultiplexer bzw. demultiplexer als kommerzielle Produk-
te verfugbar. Gleiches gilt fur Sender und Empfanger. Sie werden als integrierte Module angeboten, die wie
gewohnliche elektronische Komponenten auf eine Platine aufgelotet werden konnen. Fur die Verbindung der
Systemkomponenten werden Stecker verwendet, die wie normale elektrische Verbindungen gehandhabt werden.
Das grote Manko der heutigen Fasertechnik ist das Fehlen integrierter paralleler Faserverbindungen in der
Art elektronischer Flachbandkabel. Will man mehrere Leitungen verwenden, dann sind auch mehrere diskrete
Faser, jeder mit einem eigenen Sender und Empfanger notwendig. Diese belegen verhaltnismaig viel Platz auf
der Platine, so da parallele Faserverbindung nicht praktikabel sind. Damit kann das Bandbreite-Potential der
Optik nur sehr mangelhaft genutzt werden.
4.3 Elektronische und optische Datenubertragung in der Praxis
Im vorliegenden Abschnitt wird gezeigt, an welchen Stellen sich die Schwachen der elektronischen Datenubert-
ragung in der Praxis bemerkbar machen und wie die prinzipiellen Vorteile der Optik an diesen Stellen Abhilfe
schaen konnen. Gleichzeitig wird erlautert, warum in den meisten Fallen die Optik in der Praxis noch nicht
zum Einsatz kommt.
Beim Vergleich der Leistung der optischen und elektronischen Datenubertragung in der Praxis ist es es sinnvoll,
zwischen 5 Klassen von Verbindungen zu unterscheiden:
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1. On-Chip Verbindungen: Hiermit sind Verbindungen zwischen den Komponenten eines VLSI Chips ge-
meint.
2. Lokale Chip-to-Chip Verbindungen: In diese Klasse fallen Verbindungen zwischen benachbarten Chips,
also z.B. zwischen dem Prozessor und dem second level Cache.
3. Globale Chip-to-Chip Verbindungen: Hierbei handelt es sich um alle Verbindungen auf einer Platine,
die nicht zu den lokalen Chip-to-Chip Verbindungen zahlen. Dazu gehort auch die Prozessor-Speicher
Koppelung in sequentiellen Rechnern und in kleinen symmetrischen Prozessoren.
4. Board-to-Board Verbindungen: Hier sind Verbindungen zwischen den verschiedenen Platinen gemeint.
Sie dienen zum einen der Verbindung der Hauptplatine mit Peripherieeinheiten. Zum anderen werden sie
bei Parallelrechnern zur Implementierung des Kommunikationsnetzwerks benotigt. In diese Klasse fallt
auch die Prozessor-Speicher Koppelung bei groeren symmetrischen Multiprozessoren.
5. Rack-to-Rack Verbindungen: In diese Klasse fallen Verbindungen zwischen verschiedenen Rechnereinhei-
ten. Hierzu gehoren vor allemVerbindungen zwischen Arbeitsstationen sowie LAN- und WAN-Netze. Eben-
falls dieser Klasse zuzurechnen sind Verbindungen zwischen einzelnen Einheiten groer Supperrechner. Will
man das Modell der symmetrischen Multiprozessoren auf Arbeitsplatzrechner-Cluster und Supperrechner
erweitern, so mu die Prozessor-Speicher Koppelung als Rack-To-Rack Verbindung implementiert werden.
4.3.1 On-Chip Verbindungen
Die elektronische Datenubertragung hat ihre Starken bei sehr kurzen Distanzen, wie sie auf einem VLSI-Chip
vorkommen. Bei modernen VLSI-Bausteinen konnen Punkt-zu-Punkt Verbindungen bei einer Leitungsdicke von
1 bis 2 m Datenraten im GHz-Bereich erreichen. Die Implementierung von Broadcastverbindungen und Bussen
fuhrt zwar auch bei On-Chip Verbindungen, parasitaren Kapazitaten und Crosstalk zu Problemen, diese konnen
aber mit leistungsfahigen Treiberbausteinen weitgehend zufriedenstellend gelost werden. So konnen prozessorin-
terne Busse bei einer Breite von 64 bis 256-Bit Datenraten im Bereich der Prozessorfrequenz (200 bis 500 MHz)
arbeiten.
Bei On-Chip Verbindungen liegt die grote Schwache der Elektronik bei komplexen Verbindungsstrukturen.
Dadurch, da in VLSI nur eine geringe (3-6) Anzahl von Schichten fur die Datenleitungen zur Verfugung stehen,
nehmen Netze mit komplexen, dichten Topologien eine groe Flache ein. Wie in Abschnitt 4.1.2 erlautert, wird
fur Verbindungen mit einer gegeben Bisektionsbreite B eine Flache von O(B2) benotigt. Dies ist besonders bei
der Implementierung von Multiport-Speichereinheiten hinderlich, bei denen die Bisektionsbreite linear mit der
Anzahl der Ports ansteigt. Hier konnte durch die Anwendung von optischen Freiraumverbindungen Abhilfe ge-
schaen werden, bei denen die Grundache nur linear mit der Bisektionsbreite ansteigt. Allerdings wird dazu
die Moglichkeit benotigt, komplexe optische Systeme in einem mikroskopischen, robusten Aufbau zu implemen-
tieren. Auerdem machen optische Verbindungen in diesem Zusammenhang nur dann Sinn, wenn die optischen
Ein/Ausgabekanale direkt an die Elektronik der VLSI-Bausteine angekoppelt werden. Dies war bisher nicht
moglich.
4.3.2 Lokale Chip-to-Chip Verbindungen
Lokale Chip-to-Chip Verbindungen sind wenige Zentimeter lange Punkt-zu-Punkt Leitungen zwischen VLSI-
Bausteinen. Sie werden entweder als sog. Multichipmodule [161] mit Hilfe spezieller Keramiksubstrate oder als
kurze Leitungen auf gewohnlichen Platinen implementiert. Im ersten Fall wird das Substrat durch Bonden direkt
mit dem VLSI-Schaltkreis befestigt. Im zweiten Fall werden an dem VLSI-Schaltkreis zunachst sog. Bonding-
Drahte befestigt. Sie verbinden den Schaltkreis mit dem Chip-Gehause, das wiederum uber die Pins mit der
Platine verbunden ist.
Lokale Chip-to-Chip Verbindungen sind elektronisch schwieriger zu implementieren und weniger leistungsfahig
als On-Chip Verbindungen. Dies liegt vor allem daran, da die Leitungen langer sind, so da sich die fur die
elektronische Datenubertragung typischen Storeekte bemerkbar machen. Ein weiterer Storfaktor ist der Uber-
gang zwischen verschiedenen Ubertragungsmedien (VLSI-Leitung, Bonding-Draht, Pin, Platine). Trotzdem ist es
mit Hilfe dierentialer Signale und aufwendiger Treiberbausteine moglich, Datenraten von weit uber 1Gbit/s pro
Leitung zu erreichen. Die Leitungsbreite liegt dabei sowohl bei Platinen als auch bei MCM-Substraten um ein
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bis zwei Groenordnungen uber der VLSI-Leitungsdicke. Allerdings wird dies weitgehend durch die Groe der
zur Verfugung stehenden Flache und eine groere Anzahl von Leitungslagen (bei Platinen bis zu 24) weitgehend
wettgemacht. Somit stellt die auf Platinen und MCM-Substraten im lokalen Chip-to-Chip Bereich verfugbare
Bandbreite keine Beschrankung fur die Leistung von Rechnern dar.
Vom Standpunkt der Rechnerarchitektur stellt zur Zeit der Flaschenhals beim Ubergang vom Chip auf die Pla-
tine bzw. das MCM-Substrat (Pin-Beschrankung) das grote Problem der der lokalen Chip-to-Chip Verbindungen
dar.
Pin-Beschrankung
Moderne Mikroprozessoren haben auf einem Chip um 107 Transistoren. Dies entspricht in etwa 2  106 Millionen
einfacher Logikgatter (z.B. AND-Gatter). Bei einer durchschnittlichen Gatterschaltzeit von ca. 500ps folgt daraus
eine theoretische Anzahl von 4  1016 logischer Operationen pro Sekunde. Demgegenuber steht bei den meisten
heutigen Prozessoren eine IO Leistung von ca. 100 Gbit/s (= 1011Bit=s). Die Pin-Beschrankung ist die Ursache
fur das in Abschnitt 3.5.2 erwahnte Schnittstellenproblem der Snooping-Basierten Cache-Koharenz Protokolle.
Auf einem Chip mit 2 Millionen Logikgattern lieen sich ca. 20000 64Bit Vergleicher realisieren. Unter der
Annahme, da jeder Vergleicher mit der Prozessorfrequenz (500MHz) betrieben wird, konnte ein Chip so einen
Datenstrom von 10TBit/s uberwachen. Auf Grund der Pin-Beschrankung ist es aber nicht moglich, die benotigten
Daten in den Chip zu laden.
Fur die Pin-Beschrankung gibt es zwei Grunde: Zum einen machen die schlechten Leitungseigenschaften der
externen Verbindungen aufwendige Treiber notwendig, die viel Platz auf dem Chip benotigen. Dies trit insbe-
sondere dann zu, wenn die Verbindungen mit mehr als 50 bis 100MHz betrieben werden sollen. Zum anderen ist
es schwierig, mehr als einige Hundert bis 1000 externe Anschlusse an einem nur wenige Quadratzentimeter groen
VLSI-Chip zu befestigen. Dies ist unabhangig davon, ob man die Anschlusse wie bei einfachen Chips ublich nur
am Rand anbringt oder uber die ganze Chipache verteilt. Bei Multichipmodulen hat man das Problem, da die
Leitungen planar in einer festen Anzahl von Leitungslagen verlaufen. Damit ist auch die Anzahl von Leitungen
beschrankt, die von der Seite kommend die uber die Chipache verteilten Anschlusse kontaktieren konnen. Dies
liegt daran, da die am Rande liegenden Anschlusse den Weg zu den inneren Anschlussen versperren. Im Falle
konventioneller Platinen stellt die Groe der Bonding-Drahte und die Prazision, mit der sie befestigt werden
konnen, die entscheidende Schwierigkeit dar. So benotigt ein Draht einen sog. Pad mit einem Durchmesser von
ca. 50 bis 100 m. Hinzu kommt, da die Anzahl und Dichte der Drahte durch Probleme mit dem elektrischen
Ubersprechen beschrankt ist.
Einsatzmoglichkeiten der Optik
Das Problem der Pin-Beschrankung konnte man theoretisch durch direkte optische Verbindungen zwischen VLSI-
Chips losen. Dazu waren vier Dinge notwendig:
1. Groe Felder (1000 bis 10000 Elemente) von opto-elektronischen Sendern und Empfangern,
2. die Moglichkeit, solche Felder auf VLSI-Schaltkreisen zu integrieren,
3. einfache Treiber fur die optischen Sender und Empfanger, deren Platzbedarf auf dem VLSI-Chip mit dem
Platzbedarf einfacher Gatter vergleichbar ist, und
4. die Moglichkeit, optische Systeme, die fur die Ubertragung der vielen Datenkanale zwischen den Chips
benotigt werden, in einer kompakten, stabilen Form zu implementieren.
Diese Voraussetzungen waren bisher nicht oder nicht ausreichend erfullt. Daher spielt die Optik zur Zeit bei
lokalen Chip-zu-Chip keine Rolle.
4.3.3 Globale Chip-to-Chip Verbindungen
Globale Chip-to-Chip Verbindungen stellen die Verbindung zwischen weit entfernten Komponenten auf einer
Platine her. Sie haben eine Lange von bis zu 50cm und werden sowohl als Punkt-zu-Punkt, als auch als Broadcast-
Leitungen verwendet.
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Durch die groe Leitungslange machen sich bei globalen Chip-to-Chip Verbindungen die in 4.1.1 beschrie-
benen Storeekte stark bemerkbar. Es mu also mit Ubersprechen, Signalverzerrung durch Wellenabsorbtion,
Wellenreexionen und Spannugsschwankungen auf den Versorgungsleitungen gerechnet werden. Bei Punkt-zu-
Punkt Leitungen geringer Dichte lassen sich trotzdem durch aufwendiges Platinen-Layout und spezielle Treiber,
Datenraten bis zu 1GHz pro Leitung erreichen [186]. Bei Broadcast-Verbindungen sowie dichten parallelen Lei-
tungsbundeln sind die Probleme dagegen so gro, da die Bandbreite auf 100 bis 200 MHz reduziert wird. Hinzu
kommt eine hohe Latenz, die vor allem durch die Wellenreexionen verursacht wird. So mu am Anfang eines
Zugris abgewartet werden, bis die Reexionen abgeklungen sind, die Leitung also 'zur Ruhe' gekommen ist. Bei
den heutigen Bussen liegt aus diesem Grund die Latenz zwischen 50 und 500ns.
Vom Standpunkt der Rechnerarchitektur stellt zur Zeit die Leistungsfahigkeit der globalen Chip-to-Chip Ver-
bindungen das grote Problem dar. Sie ist mageblich verantwortlich fur die Beschrankungen der Leistungsfahig-
keit und der Skalierbarkeit symmetrischer Multiprozessoren.
Optische Verbindungen sind im Prinzip hervorragend geeignet, um die Probleme der Chip-to-Chip Verbin-
dungen zu losen. Wie in 4.1.2 dargelegt, sind die Signalqualitat und die Latenz weitgehend unabhangig von der
Datenrate, der Leitungslange und dem Fanout. Auerdem stellt auch bei hoher Kanaldichte das Ubersprechen
wie Anfangs des Kapitels beschrieben ein wesentlich geringeres Problem als bei der Elektronik dar. Insbesondere
hangt das Ma des Ubersprechens nicht von der Datenrate ab. Trotzdem ndet die Optik heute mit Ausnahme
einiger experimenteller Systeme in diesem Bereich noch keine Anwendung. Dies liegt an zwei Dingen: zum einen
gehort die Technologie zum kompakten, robusten und billigen Aufbau solcher Systeme heute noch in den Bereich
der Forschung. Zum anderen waren zum Erreichen der benotigten Bandbreite auch optisch mehrere Leitungen
notwendig. Die Bandbreite kommerzieller optischer Sender liegt heute bei bei maximal ca. 2,4Gbit/s. Damit
waren 4 bis 8 Leitungen notwendig, um die Bandbreite eines Hochleistungsbusses zu erreichen. Jeder Busknoten
mute also 8 bis 16 optische Sender und Empfanger besitzen. Dies ware nur mit integrierten parallelen optischen
Sendern und Empfangern sinnvoll. Mit heutigen Einzelsendern und -empfangern ware eine solche Anordnung aus
Platzgrunden nicht praktikabel. Allein die Sender und Empfanger einiger weniger Busknoten wurden Platz einer
gesamten Platine benotigen.
4.3.4 Board-to-Board Verbindungen
Board-to-Board Verbindungen haben eine Lange von ca. 1m bis 2m. Sie werden in der Regel durch Flachbandkabel
implementiert, die uber spezielle Treiberbausteine angesteuert werden. Manchmal werden sie auch in Form sog.
Backplanes realisiert. Dabei handelt es sich um spezielle Verbindungsplatinen, auf denen sich massiv parallele
Hochleistungsverbindungen benden. Solche Backplanes werden bevorzugt in Parallelrechnern eingesetzt, die aus
mehreren Prozessorplatinen bestehen.
Elektrische Board-to-Board Verbindungen haben mit den gleichen Problemen wie elektrische globale Chip-
to-Chip Verbindungen zu kampfen. Aufgrund der groeren Leitungslange treten die Schwierigkeiten allerdings
deutlich starker auf. Dies fuhrt zu einer noch hoheren Latenz und geringeren maximalen Betriebsfrequenz. Be-
sonderes betroen sind davon Broadcast-Kanale, wie z.B. Hochleistungsbusse. Die mangelnde Leistungsfahigkeit,
insbesondere die hohe Latenz von Board-to-Board Verbindungen ist eines der Hauptprobleme bei der Implemen-
tierung ezienter, groer Parallelrechner. Sie ist auch fur die Beschrankung der Skalierbarkeit von symmetrischen
Multiprozessoren entscheidend.
Die Anwendung der Optik bei den Board-to-Board Verbindungen scheitert an den gleichen Problemen wie
bei den globalen Chip-to-Chip Verbindungen: der zu geringen Bandbreite einzelner Kanale und dem zu hohen
Aufwand fur parallele Verbindungen.
4.3.5 Rack-to-Rack Verbindungen
Rack-to-Rack Verbindungen haben eine Lange zwischen einigen wenigen und ca. 100m. Bei solchen Entfernungen
sind elektrisch selbst Datenraten von einigen wenigen Hundert MBit/s pro Leitung nur sehr schwer zu realisieren.
Sie werden in der Regel mit seriellen Koaxialleitungen verwirklicht. Bei solchen Leitungen sind die einzelnen
Treiber und Anschlusse ahnlich aufwendig wie optische Faseranschlusse. Damit ist eine Steigerung der Bandbreite
durch viele parallele Leitungen nicht praktikabel. Auch die Latenz ist aufgrund serieller Ubertragung ahnlich hoch
wie bei konventionellen optischen Systemen.
Aus obigen Grunden werden heute bei Rack-to-Rack Verbindungen routinemaig optische Fasersysteme ein-
gesetzt. Die 2,4Gbit/s, die heutige kommerzielle Systeme bieten, liegen deutlich uber der Bandbreite elektrischer
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Systeme. Hinzu kommt, da diese Bandbreite unabhangig von der Entfernung und bei guter Signalqualitat
erreicht werden kann.
Vom Standpunkt der Rechnerarchitektur aus, besteht das Problem der Rack-to-Rack Verbindungen darin, da
die Bandbreite sowohl der elektrischen als auch der optischen Verbindungen um einen Faktor von mindestens 10
kleiner ist als die Bandbreite auf einer Platine oder in einer Backplane. Aus diesem Grund ist es zur Zeit nicht
moglich, Arbeitsplatzrechner mit Hilfe des SMP-Speichermodells zu koppeln. Abhilfe konnten hier kompakte
parallele optische Ubertragungsysteme schaen. Solche Systeme stehen zur Zeit kurz vor der Markteinfuhrung,
oder sind gerade eben verfugbar geworden. Sie hatten daher noch keine Auswirkung auf die Rechnerarchitektur.
4.4 Zwischenbilanz
Die bisherigen Ausfuhrungen dieses Kapitels konnen wie folgt zusammengefat werden:
Die elektronische Datenubertragung hat ihre Starken bei einfachen Verbindungsstrukturen mit geringem Fa-
nout und bei sehr kurzen Distanzen, wie sie auf einem VLSI-Chip vorkommen. Ihre Leistungsfahigkeit nimmt mit
steigender Komplexitat, Lange und Fanout rapide ab, wobei die Implementierung mit immer mehr Problemen
verbunden ist. Dieser Leistungsabfall ist durch die fundamentalen Eigenschaften der elektrischen Datenubertra-
gung bedingt. Er ist mageblich fur die Beschrankung der SMP-Architektur auf Rechner mit wenigen Prozessoren
und kleiner raumlicher Ausdehnung (also keine Arbeitsplatzrechner-Cluster) verantwortlich.
Bei optischen Verbindungen sind die Ubertragungseigenschaften weitgehend unabhangig von der Datenrate, der
Leitungslange und dem Fanout. Dadurch sind sie prinzipiell geeignet, die obigen Probleme zu losen. Allerdings
stand die dafur notwendige Technologie bisher nicht zur Verfugung. Es fehlten vor allem:
1. die Moglichkeit, optische Ein/Ausgabekanale direkt auf VLSI-Schaltkreisen zu integrieren,
2. kompakte robuste optische Systeme fur die Realisierung komplexer Verbindungsstrukturen,
3. kompakte parallele optische Verbindungen mit einer geringen Latenz.
In den nachfolgenden Abschnitten wird gezeigt, da neue Entwicklungen im Bereich der Opto-Elektronik diese
Mangel beseitigen konnen.
4.5 Neue Entwicklungen: Optische Sender und Empfanger
Im Bereich der Sender und Empfanger sind vor allem drei Entwicklungen fur die Rechnerarchitektur von Bedeu-
tung:
1. Es wurden billige, leistungsfahige Laserdioden mit geringem Energieverbrauch und hoher Integrationsdichte
entwickelt. Solche Laserdioden sind eine der Voraussetzungen fur parallele optische Verbindungen.
2. Es wurden Moglichkeiten gefunden, Sender zu bauen, die auf mehreren verschiedenen Wellenlangen senden
konnen. Dies eronet die Moglichkeit paralleler optischer Verbindungen auf der Basis des WDM Verfahrens.
3. Es wurden neue Modulatoren entwickelt, die eine hohe Bandbreite bei geringem Schaltstrom besitzen und
ebenfalls eine hohe Integrationsdichte zulassen. Solche Modulatoren vereinfachen die Realisierung von Ver-
bindungen, die gleichzeitig eine hohe Bandbreite und einen hohen Fanout haben.
4. Es sind Verfahren entwickelt worden, um groe zweidimensionale Felder von Laserdioden, Modulatoren und
Empfangern direkt auf konventionellen VLSI-Bausteinen zu befestigen. Dadurch wird eine wichtige Voraus-
setzung fur die Aufhebung der Pin-Beschrankung und die Implementierung direkter optischer Verbindungen
zwischen VLSI-Bausteinen geschaen.
4.5.1 Laserdioden
Betrachtet man die Technologie der Halbleiterlaser unter dem Aspekt paralleler, mit VLSI integrierter optischer
Verbindungen, so sind vor allem zwei Dinge wichtig:
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Abbildung 4.13: Die Abbildung zeigt ein Feld von VCSEL Laserdioden (a), die optische Leistung eines 4x8 Feldes von VCSELs
(b, aus [20]), sowie ein Feld von 8 Laserdioden unterschiedlicher Wellenlange, die in eine Faser eingekoppelt werden (c, aus [90])
1. Es wird die Moglichkeit benotigt, Laserdioden billig in groen, vorzugsweise zweidimensionalen Feldern mit
einer Dichte um 100 Komponenten /mm2 herzustellen. Dies ist notwendig, um auf einem maximal 2x2cm
groen VLSI-Chip Tausende von optischen Kanale unterbringen zu konnen.
2. Der Energieverbrauch der einzelnen Laserdioden mu auch bei hohen Datenraten so gering wie moglich
( 1mW ) pro Laser sein. Anderenfalls ware der Betrieb groer Felder solcher Komponenten auf Grund von
Warmedisspiations- und Energieversogungsproblemen nicht moglich. Dies ist vor allem bei der Integration
mit VLSI von groer Bedeutung, da heutige VLSI Bausteine selbst eine Warmedissipation von bis zu 50W
besitzen.
Beide Forderungen werden durch Komponenten erfullt, die in letzter Zeit in verschiedenen Forschungsprojekten
entwickelt wurden. Solche Komponenten sind zum Teil sogar kommerziell bzw. als Laborprototypen erhaltlich.
Integration
Laserdioden sind Halbleiterbauelemente, die in ahnlicher Weise wie konventionelle VLSI Komponenten hergestellt
werden. In der Theorie spricht also nichts gegen eine billige Herstellung groer, integrierter Felder. In der Praxis
sind sie jedoch lange Zeit an technischen Problemen wie Ausbeute, Uniformitat der Lasereigenschaften und
Lebensdauer der Dioden gescheitert. Hinzu kam, da Laserdioden lange Zeit nur als sog. kantenemittierende
Bauelemente hergestellt werden konnten. Bei solchen Bauelementen tritt das Licht parallel zur Waferoberache
seitlich aus. Dies macht es unmoglich, ein zweidimensionales Feld von LDs auf einem Chip herzustellen.
Motiviert vor allem durch die Anforderungen aus der Telekommunikation wurden inzwischen die meisten der
technischen Probleme weitgehend gelost. Die Beschrankung auf eindimensionale Felder wurde mit der Entwicklung
von oberachenemmitierenden LDs (sog. VCSEL fur Vertical Cavity Surface Emitting Laser, siehe z.B. [157])
aufgehoben. VCSELs emittieren das Licht vertikal zur Waferoberache. Sie wurden erfolgreich mit einer Dichte
von bis zu 1000 Bauteilen pro mm2 ([78]) in Feldern mit Tausenden von Elementen hergestellt. Kleinere Felder
(8x8 bzw. 16x16) wurden bereits erfolgreich in verschiedenen Prototypen und Laboraufbauten getestet [82, 136].
Tests mit Feldern von 32x32 Elementen sind fur die nachste Zeit geplant [21]. Die Entwicklung groer, in der
Praxis einsetzbarer Felder mit mehreren Tausend Elementen wird zur Zeit in mehreren Forschungsprojekten (z.B.
das MEL-ARI Projekt der EU [1]) und in der Industrie (z.B. bei Honywell) vorangetrieben.
Kleinere Laserdiodenfelder sind zur Zeit auch zum Teil kommerziell bzw. in Form von Laborprototypen
erhaltlich. Ein Beispiel zeigt Abbildung 4.13. Es ist ein Laserdiodenfeld mit 16 Elementen, das von unserem
Institut 1995 zu Forschungszwecken erworben wurde. Es ist ein gutes Beispiel fur den Preisverfall, der in der
Opto-Elektronik in letzter Zeit stattgefunden hat. So hat vor 4 Jahren der gezeigte Laserchip ca. 20.000 DM
gekostet. Heute kann man solche Bausteine fur wenige Hundert DM erwerben.
Leistungsparameter
Ein wichtiger Forschungsschwerpunkt im Bereich von Laserdioden-Felder ist die Verbesserung ihrer Leistungs-
parameter. Dazu gehoren vor allem die Ezienz und die maximale Ausgangsleistung. So sind in zahlreichen
Arbeiten VCSEL-Laserdiodenfelder mit einer Ezienz von uber 50 % demonstriert worden. Dabei konnte ei-
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ne Ausgangsleistung von 2 bis 4 mW pro Diode erreicht werden. Gibt man sich mit einer geringeren Ezienz
zufrieden so kann sogar eine Leistung zwischen 6 und 8mW erreicht werden (siehe Abbildung 4.13).
4.5.2 Wellenlangenselektion
Fur die Nutzung des Wellenlangenmultiplexings ist es notwendig, die Wellenlange des emittierten Lichts sehr genau
zu kontrollieren. Insbesondere werden Lichtquellen benotigt, die je nach Bedarf auf verschiedenen Wellenlangen
senden konnen. So kann ein Sender auf unterschiedlichen Kanalen Daten ubertragen. Durch gleichzeitiges Senden
auf mehreren Kanalen ist auerdem entweder ein Rundruf oder ein Multicast moglich.
Fur die Steuerung der Wellenlange gibt es heute zwei Moglichkeiten. Zum einen gibt es LDs, bei denen der Ab-
stand zwischen den beiden halbdurchlassigen Spiegeln durch elektrische Impulse um Bruchteile einer Wellenlange
verstellt werden kann. Dadurch kann die Wellenlange des Lichtes gewahlt werden, die durch die induzierte Emis-
sion verstarkt wird. Dabei wird die Tatsache ausgenutzt, da der Abstand zwischen den Spiegeln ein ganzzahliges
Vielfaches der Wellenlange sein mu, damit das Licht zwischen den Spiegeln hin und her reektiert wird. Sender,
die nach diesem Prinzip arbeiten, wurden u.a. in [71] beschrieben. Zum anderen konnen Felder von LDs herge-
stellt werden, deren Elemente auf unterschiedlichen Wellenlangen senden konnen. Solche Bausteine wurden mit
bis zu 10 unterschiedlichen Wellenlangen und einer Bandbreite von bis zu 2,4Gbit/s pro Wellenlange demonstriert
[183, 90]. Sie wurden in einem gro angelegten Testnetzwerk in den USA verwendet [166], das von dem AON-
Konsortium mehrerer Universitaten und Forschungslabors implementiert wurde.
4.5.3 Modulatoren
Die Entwicklung schneller kompakter Modulatoren ist seit geraumer Zeit wichtiges Forschungsthema. Dabei wur-
den fur die Faseroptik integrierte optische Modulatoren entwickelt, die in Fasersystemen Datenraten von bis zu
100Gbit/s erlauben. Daruber hinaus sind mit den sog. MQW-Modulatoren auch fur den Einsatz in der Freirau-
moptik schnelle Modulatoren implementiert worden. Die Leistung und Funktionsweise beider Modulatorklassen
wird im Nachfolgenden zusammengefat.
Integrierte Elektro-Optische Modulatoren
Fur Fasersysteme wurden integrierte optische Modulatoren entwickelt, die Datenraten zwischen 10 und 100GHz
[93]erreichen konnen. Sie funktionieren in der Regel nach dem sog. Mach-Zehnder Interferometer Prinzip. Dabei
wird das ankommende Signal in zwei Aste aufgeteilt, und danach wieder vereinigt. In einem dieser Aste kann durch
das Anlegen einer Spannung die Ausbreitungsgeschwindigkeit des Signals verzogert werden. Falls die Verzogerung
genau eine halbe Wellenlange betragt, dann ndet beider Vereinigung der Strahlen eine destruktive Interferenz
statt, so da kein Signal ubertragen wird.
Integrierte optische Modulatoren mit eine Datenrate zwischen 10 und 40Gbit/s sind zur Zeit kommerziell
erhaltlich (z.B. [91]).
MQW-Modulator-Felder
Mach-Zehnder Modulatoren sind fur zweidimensionale Felder, wie sie in der Freiraumoptik benotigt werden,
nicht geeignet. Dies liegt vor allem daran, da fur eine hohe Schaltgeschwindigkeit die beiden Aste des Modula-
tors eine Lange im Zentimeter-Bereich haben mussen. Eine Alternative stellen hier die sog. Multiple Quanten
Well-Modulatoren [127, 125] dar. Sie basieren auf der Veranderung des Absorptionsspektrums sog. Excitonen
in ubereinander gestapelten, wenige Mikrometer dicken Schichten unterschiedlicher Halbleiter (Quantum Wells
genannt). Excitonen sind Pseudoatome, die sich in Halbleiterkristallen bilden, wenn ein freies Elektron von einer
nicht ganz neutralisierten positiven Ladung eines Gitteratoms angezogen wird. Unter normalen Umstanden ist
die Bindungsenergie solcher Pseudoatome so gering, da sie bereits von extrem niederenergetischer Strahlung
zerstort werden. Innerhalb eines Quantum Wells werden die Excitonen jedoch eingesperrt. Dies fuhrt dazu, da
die Bindungsenergie hoher wird, und ganz bestimmte Wellenlangen zwischen 850 und 1500 m absorbiert werden.
Welche Wellenlange genau absorbiert wird, kann man dabei durch das Anlegen einer Spannung verandern, da
sich durch eine angelegte Spannung auch die Bindungsenergie verandert. Dadurch kann man einen sehr schnellen
Schalter fur bestimmte Wellenlangen bauen. Der Aufbau eines solchen Schalters ist in Abbildung 4.14 zu sehen.
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Abbildung 4.14: Ein Mach-Zehnder Modulator und sein Aufbauprinzip (a aus [91]) und der Aufbau eines MQW-Modulators
fur Freiraumsysteme (b).
MQW-Modulatoren wurden mit einer Schaltzeit von 33ps und weniger demonstriert [52]. Dabei wurden zwei-
dimensionale Felder von bis zu 64000 Elementen hergestellt. Sie sind somit sehr gut fur massiv parallele Verbin-
dungen mit sehr hoher Bandbreite geeignet. Solche Verbindungen wurden auch in verschiedenen Experimenten
demonstriert [126, 116, 117].
4.5.4 Smart Pixels
Wie in Abschnitt 4.3 verdeutlicht, werden fur eine eziente Nutzung optischer Verbindungen in der Rechnerar-
chitektur direkte optische Kanale zwischen VLSI-Bausteinen benotigt. Solche Verbindungen sind nur moglich,
wenn es gelingt, optische Sender und Empfanger direkt auf konventionellen VLSI-Komponenten zu integrieren.
Bausteine, die dies bewerkstelligen, werden Smart Pixels (SP) genannt.
Die Herausforderung bei der Herstellung von SPs besteht darin, da die meisten optisch aktiven Bauteile nicht
kompatibel mit den Standard-VLSI Prozessen sind. Dies liegt daran, da die Lichterzeugung und zum Teil auch
die Detektion die Energiedierenzen verschiedener Ladungstragerzustande eines Halbleiters ausnutzen. Dazu ist es
notwendig, da diese Energiedierenze der Energie von Lichtquanten einer gut nutzbaren Wellenlange (sichtbares
oder infrarotes Licht) entspricht. Bei dem Grundsto fur konventionelle VLSI-Schaltkreise, Silizium, ist dies leider
nicht der Fall. Optisch aktive Bauteile mussen deswegen aus einem anderen Halbleiter (z.B. GaAs) hergestellt
werden. Aufgrund unterschiedlicher Kristallstrukturen lassen sich verschiedene Halbleiter aber nur schwer auf
dem gleichen Wafer vereinigen. Um das Problem zu umgehen, wurden drei Ansatze untersucht: die Verwendung
von GaAs Logik, die Entwicklung spezieller Zwischenschichten zur Integration von GaAs auf Silizium-Wafern,
und die nachtragliche Verbindung.
Zu den bedeutendsten Entwicklungen in Bereich der Opto-Elektronik gehoren die Fortschritte bei der Integra-
tion opto-elektronischer Ein/Ausgabe Komponenten mit komplexer VLSI-Logik.
Ein Uberblick uber neue Entwicklungen auf diesem Bereich ist in [86] zu nden. Die nachfolgende Betrachtung
konzentriert sich auf das Flip-Chip Bonding Verfahren, da dies die vielversprechendste Technologie ist.
Das Prinzip des Flip-Chip-Bondens
Das Flip-Chip-Bonden ist ein Verfahren, das bereits sein geraumer Zeit zum Befestigen von VLSI-Komponenten
auf Multichip-Substraten und zur Stapelung von Chips verwendet wurde. Das Prinzip ist in Abbildung 4.15
zu sehen. Zunachst werden auf der Chipoberache und dem Substrat passende Metallkontakte angebracht.
Die Kontakte sind den Bondachen fur Kontaktdrahte ahnlich und konnen muhelos in den normalen VLSI-
Herstellungsprozess integriert werden. Auf die Kontakte werden Tropfen aus einem weichen Metall, in der Regel
Gold, aufgetragen. Der Chip wird dann umgedreht (daher ip-chip) und mit den Metalltropfen auf das Substrat
(oder den anderen Chip) gesetzt. Um die Verbindung zu verfestigen, wird als letztes das Metall durch Warme
und/oder Druck geschmolzen.
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Abbildung 4.15: Das Prinzip des Flip-Chip Bondens am Beispiel von MQW-Feldern und Silizium CMOS VLSIs (a, aus [134]).
Im Bild b sind der GaAs Chip mit den Metalltropfen (links) und der zum Bonden fertige CMOS-Wafer zu sehen (ebenfalls aus
[134]).
Abbildung 4.16: Groenvergleich der Treiber und Kontakte, die fur einen konventionellen elektrischen Anschlu an einen
VLSI-Baustein und einen optischen Anschlu an einen SP benotigt werden (aus [123]).
Eigenschaften von SPs
Fur die Herstellung von SPs ist das Flip-Chip-Bonden aus drei Grunden besonderes gut geeignet:
1. Das Verfahren erlaubt die Verbindung mehrere Zentimeter groer Chips in einem Produktionsschritt. Hinzu
kommt, da die Metalltropfen durch ihre Oberachenspannung beim Verbinden leichte Positionierungsunge-
nauigkeiten automatische korrigieren. Dies fuhrt dazu, da eine billigen Massenherstellung von SPs moglich
ist.
2. Die benotigten Kontakte konnen sehr klein sein (10 bis 20 m Durchmesser). Sie sind insbesondere um
einen Faktor 5 bis 10 kleiner als die fur konventionelle Kontaktdrahte benotigten Pads.
3. Die Verbindung uber kleine Metallkontakte und Goldtropfen hat eine geringe Kapazitat und eine geringen
Widerstand. Sie verhalt sich bei der Datenubertragung ahnlich einer dicken On-Chip Leitung. Damit
werden keine aufwendigen Treiber benotigt. Gleichzeitig konnen eine hohe Bandbreite und geringe Latenz
realisiert werden.
Punkte 2 und 3 fuhren dazu, da bei SPs das Verhaltnis zwischen der Rechenleistung und der Ein/Ausgabe
Bandbreite um einen Faktor von 10 bis 100 besser ist als bei konventionellen VLSI-Chips. Damit wird die
Pin-Beschrankung beseitigt. Hinzu kommt, da die Bandbreite der Ein/Ausgabe mit der Leistung der VLSI-
Technologie skaliert. Dies liegt daran, da die Bandbreite der optischen Ein/Ausgabe Kanale durch die Leistung
der elektronischen Treiber beschrankt ist. Die eigentlichen optischen Sender und Empfanger lassen, wie bereits
beschrieben, eine Datenrate im Bereich von 100 Gbit/s pro Kanal zu. Auch die Verbindung uber die Kontakte und
die Metalltropfen stellt keine nennenswerte Beschrankung dar. Die Skalierbarkeit der Ein/Ausgabe-Bandbreite
von SP-Bausteinen mit der Leistungsfahigkeit der VLSI-Technologie wurde in [16] theoretisch fur auf MQW-
Dioden basierten SPs nachgewiesen.
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Ein weiterer wichtiger Aspekt der SP-Bausteine ist die geringe, im wesentlichen durch die Signallaufzeit und
Gatterschaltzeit bestimmte Latenz der optischen Ein/Ausgabekanale. Die Schaltzeit optischer Ein/Ausgabe-
Bausteine betragt Bruchteile einer Nanosekunde. Trotzdem liegt die Latenz der meisten kommerziell verfugbaren
optischen Datenubertragungssysteme zwischen 10 und 100ns. Dies liegt daran, da vor der eigentlichen Ubert-
ragung in der Regel eine Serialisierung und eine spezielle Kodierung der Daten stattnden mu. Ersteres ist
notwendig, weil der optische Sender seine Daten uber gewohnliche elektrische Leitungen auf einer Platine be-
kommt. Da diese eine wesentlich niedrigere Bandbreite besitzt, werden viele (10 bis 100) parallele Leitungen
benotigt, um den Sender mit ausreichend Daten zu versorgen. Dieser niederfrequente, parallele Datenstrom mu
vor dem Senden in einen sequentiellen, hochfrequenten Datenstrom umgewandelt werden. Die Datenkodierung
wird benotigt, weil die klassische optische Datenubertragung seriell in einer einzelnen Faser stattndet. Es gibt
also kein gesondertes Clock-Signal, um die Ubertragung zu synchronisieren. Aus diesem Grund konnen nur ge-
eignet kodierte Daten fehlerfrei ubertragen werden. Bei der Datenubertragung zwischen SP-Bausteinen spielen
die oben beschriebenen Faktoren praktisch keine Rolle. Da die optischen Ein/Ausgabekanale direkt an die Lo-
gik angeschlossen sind, konnen sie mit der Betriebsfrequenz des Chips mit Daten versorgt werden. Bei einer
Datenrate, die maximal um einen Faktor von 4 bis 8 uber dieser Frequenz liegt, wird damit nur ein geringes
Ma an Sequentialisierung benotigt. Gleichzeitig erlaubt die groe Anzahl von Ein/Ausgabekanalen auf einem
SP-Chip eine gesonderte Clock-Leitung fur jeden Kanal. Damit ist die Latenz nur durch die Signallaufzeit und
die Schaltzeiten der Sender und Empfanger bestimmt. Sie liegt damit im Bereich der Latenz von langen On-Chip
Verbindungen.
Beispiel fur SPs: MQW-Dioden basierte SPs (OEVLSI)
Zu den ersten und inzwischen am weitesten fortgeschrittenen SPs gehoren Bausteine, die Felder von MQW-
Dioden mit konventionellen CMOS-Bausteinen kombinieren. Ihre Entwicklung wurde vor allem bei den Bell-Labs
in USA [40] und an der Heriot-Watt Universitat in Schottland vorangetrieben. Sie werden in der Literatur oft
als OEVLSI bezeichnet. Ein groer Vorteil des OEVLSI-Konzeptes besteht darin, da die MQW-Dioden sowohl
als Modulatoren (Sender) als auch als Photodioden (Empfanger) benutzt werden. Welche Funktion eine Diode
erfullt, hangt lediglich von dem VLSI-Treiber ab, an den sie angeschlossen ist. Daruber hinaus haben MQW-
Modulator-Sender eine geringere Energie- und damit Warmedissipation als Laserdioden. Der grote Nachteil der
OEVLSI-Bauteile besteht darin, da die Nutzung von Modulatoren als Sender ein komplexes optisches System
erfordert.
MQW-basierte SPs wurde fur viele Forschungsprototypen verwendet. Die Bell-Labs haben bereits zweimal
ausgewahlten Forschungsteams die Moglichkeit geboten, eigene SPs zu entwerfen. Es handelte sich dabei um
2x2 bzw. 4x4 Millimeter groe CMOS-Chip mit 200 bzw. 400 MQW-Dioden. Dabei wurden u.a. ein einfacher
Prozessor mit optischer Ein/Ausgabe [83], ein Router-Chip fur Hochleistungsnetzwerke [175] und ein assozia-
tiver opto-elektronischer Chip implementiert. Der Autor der vorliegenden Arbeit hat in diesem Rahmen drei
Chips entworfen: einen einfachen opto-elektronischen Speicherbuer [108], einen einfachen Prototypen fur die
PHOTOBUS -Architektur [104, 105] und einen opto-elektronischen Multiport-Speicherbaustein [105]. Die Tech-
nologie wird zur Zeit von Bell-Labs halbkommerziell als Forschungsprototyp angeboten. Um ihre Leistung zu
demonstrieren, wurden bei Bell-Labs verschiedene Prototypen hergestellt. Zu den bedeutendsten gehoren:
 Der bisher grote OEVLSI Baustein wurde mit 128x128 Dioden realisiert.
 Die grote Dichte der MWQ-Dioden wurde in einem Feld von 32x64 Modulatoren erreicht, das auf einer
Flache von 2,3x2,3 mm untergebracht war. Solche Chips konnen heute routinemaig mit einer Ausbeute
von mehr als 99,95%, also maximal einer defekten Diode pro Feld, hergestellt werden.
 Als Beispiel fur eine Anwendung in der Vermittlungstechnik wurde ein 7x7mm groe CMOS Crossbar-
Schalter demonstriert. Auf dem Chip war in einem 5,44x5,44mm groen Bereich ein 64x68 Feld von MQW-
Dioden integriert [98]. Der Chip war in 0:7m Technologie hergestellt und beinhaltete 140.000 Transistoren,
von denen weniger als 10 % auf die Treiber der opto-elektrponischen Ein/Ausgabe entelen. Die optischen
IOs wurden mit einer Datenrate von bis zu 400MHz betrieben. Damit konnte eine Gesamtbandbreite von
ca. 1,6TBit/s erreicht werden. In der 0:7m Technologie entsprechen 400MHz in etwa der vierfachen
Prozessortaktrate, was zu eine Ubertragungsleistung von 256, 64-Bit Worten pro Prozessorzyklus fuhrt.
 Es wurde ein Chip implementiert, der eine optische Eingabe mit 2,48Gbit/s pro Kanal realisiert [169].
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Die obigen Beispiele zeigen, da mit der OEVLSI-Technologie die Integration von Tausenden von optischen
Kanalen auf konventionellen VLSI-Bausteinen an der Schwelle zur Serienreife angelangt ist.
4.5.5 Beispiel fur SPs: VCSEL/Detektor basierte SPs
Das komplexe optische System, das fur die Anwendung der Modulatoren als Sender notwendig ist, hat ein groes
Interesse an VCSEL-Laserdioden basierten SPs hervorgerufen. Dabei wurden Felder von bis zu 256 Laserdioden
erfolgreich auf CMOS-Schaltkreisen integriert [38]. Auch gemischte Felder von Laserdioden und Photodioden
wurden hergestellt [144]. Zu Zeit wird bei der Firma Honywell an der Integration mehrerer Tausend Laserdioden
gearbeitet [96]. An groeren Feldern wird zur Zeit intensiv gearbeitet.
4.6 Fortschritte beim Aufbau optischer Ubertragungsstrecken
Im Abschnitt 4.3 wurde deutlich, da Probleme mit stabilen, kompakten Aufbauten eines der Haupthindernisse
fur die Nutzung optischer Datenubertragung im Bereich der Rechnerarchitektur darstellen. Dies ist vor allem bei
Freiraumsystemen ein Problem. Dort mussen eine groe Anzahl disjunkter Komponenten im Bezug aufeinander
bis auf wenige Mikrometer genau justiert und xiert werden. Das System mu so aufgebaut sein, da die Ju-
stierung uber einen langeren Zeitraum bestehen bleibt und nicht von Umweltfaktoren wie Erschutterungen und
Temperaturschwankungen beeinut wird. Ein ahnliches Problem stellt sich bei hochparallelen Fasersystemen.
Bei solchen Systemen ist vor allem die Implementierung von Steckverbindungen und die Anbindung der Faser an
die Sender und Empfanger problematisch. In beiden Fallen mussen alle Faser des Systems in einer stabilen ein-
oder zweidimensionalen Anordnung xiert werden. Je nach Art der Faser wird dazu eine Genauigkeit im Bereich
eines Mikrometers erforderlich.
In letzer Zeit wurden im Bereich der mechanischen Aufbauten enorme Fortschritte erzielt. Zum einen wurden
Konzepte fur einen sehr kompakten und stabilen Aufbau von konventionellen optischen Banken entwickelt. Zum
anderen sind durch die Mikro- und Nanotechnologie Moglichkeiten geschaen worden, komplexe mechanische
und optische Systeme sehr stark zu miniaturisieren. Aufgrund der groen Bedeutung der zweiten Entwicklung
wird im Nachfolgenden zunachst ein kurzer Uberblick uber die Mikrosystem-Technik gegeben. Danach werden
die verschiedenen neuen Ansatze fur den Aufbau von optischen Freiraumsystemen und parallelen Faserbundeln
erlautert. Ein ausgiebiger Uberblick uber die Technologie ist z.B. in [87, 155] zu nden.
4.6.1 Mikrosystem-Technik
Die billige Herstellung komplexer Strukturen mit einer Auosung und Genauigkeit unterhalb eines Mikrometers
ist bei der Produktion von VLSI-Schaltungen Routine. Sie basiert auf der Lithographie. Das Verfahren besteht
aus drei Schritten: Zuerst werden die benotigten Strukturen auf eine Maske geschrieben. Diese Maske wird zur
Belichtung einer Photolack-Schicht verwendet, die zuvor auf einen Siliziumwafer aufgetragen wurde. Als nachstes
wird die Photolackschicht entwickelt. Dabei werden die belichteten Stellen entfernt, so da die Siliziumoberache
nur an den durch die Maske vorgegebenen Stellen zum Vorschein kommt. An dieser Stelle setzt die eigentliche
Siliziumberabeitung ein. Dazu wird der gesamte Wafer einer Bearbeitung unterzogen, die auf das Silizium, nicht
aber auf den ubriggebliebenen Photolack wirkt. Dabei kann es sich um einfaches Atzen, die Ablagerung von
Zusatzschichten oder besondere Arten von Bestrahlung handeln, die die Materialeigenschaften verandern. Als
letztes wird mit einem speziellen Losungsmittel die restliche Photolackschicht entfernt.
Leider eignet sich die gewohnliche Lithographie nur zur Herstellung von zweidimensionalen Strukturen, deren
Tiefe zwischen 1m und 10m betragt. Dies liegt daran, da sowohl das Belichten als auch das Atzen nur bis
zur einer geringen Tiefe wohldenierte Strukturen erzeugen kann. Das Licht wird mit steigender Belichtungstiefe
zunehmend gestreut. Somit wird nicht nur die durch die Maske bestimmte Struktur, sondern auch ein diuser,
undenierter Bereich bestrahlt. Ein ahnliches Problem tritt beim Tiefen-Atzen auf. Das Atzmittel wirkt in der
Regel nicht nur vertikal, sondern auch horizontal. Mit zunehmender Tiefe lauft die Struktur also auseinander und
entspricht nicht mehr der Maske.
Um trotz obiger Probleme komplexe, mikroskopische Systeme herzustellen, wurden verschiedene Alternativ-
verfahren entwickelt. Die wichtigsten davon sind: mechanische Prazisionswerkzeuge, Silizium-Oberachenbear-
beitung, fortgeschrittene Atzverfahren und LIGA. Sie werden im Nachfolgenden kurz geschildert.
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Abbildung 4.17: Das Prinzip der Herstellung von V-Nuten durch unsymmetrisches Atzen (aus [155]).
Prazisionswerkzeuge
Computergesteuerte, mechanische Prazisionswerkzeuge sind heute in der Lage, eine Genauigkeit von weniger als
10m zu erreichen. Damit sind sie prinzipiell fur die Herstellung vieler optischer Systeme geeignet. Eine noch
bessere Genauigkeit kann durch die Verwendung von Laserstrahlen anstelle mechanischer Werkzeuge erreicht
werden. Dabei wird ein sog. Excimer-Laser mit einigen Watt Leistung dazu benutzt, den Werksto an vorbe-
stimmten Stellen zu verdampfen. Das als Laserablation bekannte Verfahren hat eine Genauigkeit von bis zu 2m
und erlaubt eine Strukturtiefe von bis zu einem mm.
Ein groes Problem bei der Verwendung von Prazisionswerkzeugen zur Herstellung komplexer Mikrostrukturen
besteht darin, da die einzelnen Strukturelemente sequentiell erzeugt werden. Dadurch wird die Genauigkeit mit
wachsender Anzahl von Strukturelementen immer schlechter, da sich die Positionierfehler von Schritt zu Schritt
summieren. Hinzu kommt, da so keine billige Massenproduktion moglich ist.
Silizium-Oberachenberarbeitung
Die Oberachenbearbeitung erlaubt es, trotz der geringen Strukturtiefe dreidimensionale Elemente durch herkomm-
liche Lithographie auf Siliziumwafern zu erzeugen. Dabei werden zunachst dunne Bauteile auf der Waferoberache
liegend erzeugt. Sie sind mit speziellen elektro-mechanischen Vorrichtungen versehen, die sich beim Anlegen einer
Spannung ausdehnen oder verbiegen. Diese Vorrichtungen werden bei fertigen Chips benutzt, um die liegenden
Strukturen aufzurichten und zu xieren (Abbildung 4.23a). Das Verfahren wurde erfolgreich zur Herstellung von
mikroskopischen optischen Banken auf der Oberache von Silizium-Chips verwendet. Ein Beispiel dafur ist in
Abbildung 4.23b zu sehen.
Fortgeschrittene Atzverfahren
Die Tatsache, da das Atzen nicht nur vertikal sondern auch horizontal stattndet, kann man zur Herstellung von
Nuten fur die Positionierung von Fasern und anderen Komponenten nutzten. Dabei verwendet man Kristalle, bei
denen die horizontale Atzgeschwindigkeit um einen wohldenierten Faktor geringer ist als die vertikale [87]. Dies
fuhrt dazu, da beim Tiefen-Atzen eine V-formige Rille entsteht (Abbildung 4.17). Die Mae dieser Rille konnen
mit einer Genauigkeit von ca. 1m kontrolliert werden. Ihre Lage, und die Breite der Onung werden wie bei
der Herstellung von VLSI-Strukturen lithographisch festgelegt.
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a) b) b)
Abbildung 4.18: Die drei Schritte des LIGA-Verfahrens (aus [87]): Herstellung einer Form durch Lithograhie (a), Herstellung
eines Matallstempels durch Galvanisierung der Form (b) und die Massenproduktion durch Abformung mit Hilfe des Stempels
(c).
a) b)
Abbildung 4.19: Beispiele fur mit LIGA hergestellte Strukturen: ein mikroskopisches Zahnrad vom KFK Karlsruhe (a) und
eine am IMM-Mainz hergestellte mikroskopische Pumpe (b aus [51]).
LIGA
Wie oben geschildert besteht das Problem bei der lithographischen Herstellung tiefer Strukturen darin, da mit
zunehmender Tiefe die Belichtungsstrahlung immer starker gestreut wird. Das LIGA-Verfahren (Lithographie,
Galvanoformung und Abformung) umgeht dieses Problem, indem es eine sehr hochenergetische Strahlung (Syn-
chrotron Strahlung) fur die Belichtung verwendet [35]. Bei solcher hochenergetischer Strahlung nimmt die Streu-
ung erst bei einer wesentlich groeren Tiefe ein relevantes Ma an. So konnen bis zu 2mm tiefe Strukturen
hergestellt werden. Allerdings ist diese Art von Lithographie sehr aufwendig, und somit nicht fur die billige
Massenherstellung geeignet. Aus diesem Grund wird die Lithographie beim LIGA-Verfahren nur zur Herstellung
von Vorlagen verwendet. Die eigentlichen Werkstucke werden durch Pragen oder Gieen aus diesen Vorlagen ab-
geformt. Da die fur die Lithograpie verwendeten Materialien in der Regel nicht robust genug fur die Abformung
sind, wird fur die Herstellung der Prage- und Gieformen ein zusatzlicher Schritt benotigt. Dabei wird durch gal-
vanische Metallablagerungen an der Vorlage eine Metallform hergestellt. Die drei Schritte des LIGA-Verfahrens
sind in Abbildung 4.18 dargestellt.
Das LIGA-Verfahren erlaubt die billige Produktion von Strukturen mit einer Tiefe bis zu 2mm und einer
Genauigkeit im Bereich von 1m. Die Gesamtgroe der Werkstucke kann ohne Einbuen bei der Genauigkeit
mehrere Zentimeter betragen. Damit ist LIGA eine der wichtigsten Technologien im Bereich der Mikrosystem-
Technik und Mikrooptik. Zwei Beispiele fur ihre Anwendung sind in Abbildung 4.18 zu sehen.
4.6.2 Fasersysteme
Die Fortschritte im Bereich der Mikrosystemtechnik haben dazu gefuhrt, da eindimensionale Faserbundel mit bis
zu 32-Elementen inzwischen kommerziell erhaltlich sind. Die exakte Positionierung der Faser wird durch geeignete
V-Nuten erreicht (Abbildung 4.17), in denen die Faser von oben eingelegt werden. Mit dieser Technik ist es
moglich, sowohl Stecker herzustellen als auch eine Anbindung von Faserbundeln an Sender- und Empfangerfelder
zu gewahrleisten. Ein Beispiel fur einen kommerziellen Stecker ist in Abbildung 4.20 zu sehen.
Neben eindimensionalen Bundeln wurden auch zweidimensionale demonstriert, die uber 1000 Elemente beinhal-
ten konnen. Um die Faser in dem benotigten zweidimensionalen Muster zu xieren, werden sie in Platten gesteckt,
in denen vorher mit Hilfe der Mikrosystem-Technik geeignete Onungen hergestellt wurden. Die Schwierigkeit be-
steht dabei darin, da das Einfugen der Faser in die Onung eine sehr prazise Positionierung erfordert. Dadurch
ist eine billige Massenherstellung nicht moglich. Allerdings werden zur Zeit verschiedene Ansatze untersucht,
den Positioniervorgang zu vereinfachen und zu automatisieren. Sie sind als Sonderanfertigungen zum Teil sogar
kommerziell erhaltlich. Ein solches Bundel der Firma Fiberguide ist in Abbildung 4.21) dargestellt.
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a) b)
Abbildung 4.20: Stecker fur parallele eindimensionale Faserbundel. Abbildung a) zeigt einen Stecker fur 12 Faser neben eine
10Pf-Munze. Abbildung b zeigt eine Vergroerung der Frontpartie des Steckers (aus [51]).
Abbildung 4.21: Beispiel fur zweidimensionale Faserbundel: ein Bundel der Firma Fiberguide mit bis zu 1024 Fasern.
4.6.3 Freiraumoptik
Mikroskopische integrierte Systeme
Die Starke der Freiraumoptik liegt vor allem darin, da sie komplexe Verbindungsstrukturen und hohe Kanal-
zahlen auf engstem Raum zulat. Um sie voll auszunutzen, ist es notwendig, optische Systeme mit Hilfe der
Mikrosystemtechnik zu miniaturisieren. Solche miniaturisierten Systeme konnen unter anderem benutzt werden,
um mehrere SP-Chips miteinander und mit massiv parallelen Faserbundeln zu verbinden.
Einfache integrierte Freiraumoptik wird bereits im Bereich der Sensorik und zum Teil in optischen Diskspei-
chern kommerziell verwendet. Komplexere, fur den Einsatz in der Rechnerarchitektur geeignete Freiraumoptik
bendet sich zur Zeit in der Entwicklung und wurde von verschiedenen Forschergruppen in Form von Prototypen
demonstriert. Dabei werden fur den Systemaufbau vor allem zwei Ansatze verwendet: mikroskopische optische
Banke, integrierte Schichtoptik und integrierte planare Optik.
Mikroskopische Optische Banke: Mikroskopische optische Systeme nach dem Vorbild klassischer optischer
Banke konnen mit LIGA Technologie oder Oberachenbearbeitung von Siliziumhergestellt werden. Mit dem
a) b)
Abbildung 4.22: Beispiele fur neuartige mechanische Systeme zum kompakten Aufbau von Freiraumoptiken: slotted baseplate
System (a aus[4]) und Stangensystem (b, aus [188])
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a) b)
Abbildung 4.23: Ein CD-Lesekopf als Beispiel fur mikroskopische optische Banke und Silizium Oberachenbearbeitung (aus
[89]).
Abbildung 4.24: Das Prinzip der planar integrierten Freiraumoptik (aus [74]).
LIGA-Verfahren konnen in einer Platte Locher erzeugt werden, in denen entsprechende Mikrokomponenten
plaziert werden ([10]). Ein Beispiel fur komplexe optische Banke, die mit Oberachenbearbeitung hergestellt
wurden, zeigt Bild 4.23. Es handelt sich dabei um einen auf einer Chipoberache integrierten Lesekopf fur
optische Diskspeicher, der an der UCLA in USA realisiert wurde [89]. Das System zeigt, da heute bereits
komplexe, in der Praxis nutzbare Systeme moglich sind.
Planare Integrierte Freiraumoptik: Die integrierte planare Optik stellt ein Systemkonzept dar, das einfach
herzustellen ist und eine hohe Systemstabilitat bietet [77, 75, 154]. Die Grundidee ist in Abbildung 4.24
dargestellt. Das optische System wird 'gefaltet' und auf die Oberache eines Glastragers aufgetragen. Bis
auf wenige wohldenierte Einkoppelstellen werden dabei die Ober- und Unterseite des Glastragers mit einer
reektierenden Schicht bedeckt. Die optischen Bauelemente werden in diese Schicht eingeatzt. Sie mussen
dazu so modiziert werden, da sie reektiv, statt transmittiv wirken. Die Strahlausbreitung ndet bei der
integrierten Freiraumoptik vollstandig im Inneren der Glasplatte statt. Dadurch ist das System gegenuber
Umwelteinussen unempndlich. Gleichzeitig kann es einfach mit lithographischen Methoden hergestellt
werden.
An der Entwicklung der integrierten planaren Optik wird zur Zeit an der Universitat Hagen gearbeitet.
Dort wurden unter anderem ein Taktverteilungssytem fur groe SP-Chips und Multichipmodule, und ein
Datenbus mit einer Kanaldichte von 1024 Kanallen pro 1; 6mm2 demonstriert [154]. Dabei wurde auch
gezeigt, da sich solche Systeme durch Flip-Chip-Bonding mit LD-Feldern und SP-Bausteinen kombinieren
lassen.
Kompakte Makroskopische Systeme
Obwohl die integrierten optische Systeme groe Fortschritte gemacht haben, benden sich komplexe Systeme
immer noch im Entwicklungsstadium. Wesentlich naher an der Anwendung sind verbesserte, kompakte aber
dennoch makroskopische Systeme. Solche System sind in Form von Sonderanfertigungen selbst fur komplexe
Aufbauten kommerziell erhaltlich. Zwei Beispiele hierfur sind in Abbildung 4.22 zu sehen. Es handelt sich dabei
um ein sog. slotted baseplate System und ein stangenbasiertes System.
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Slotted Baseplates: Die slotted baseplate Technik wurde bei den Bell-Labs zum Aufbau von Demonstrato-
ren optischer Freiraumnetzwerke entwickelt. Sie basiert auf Platten aus stabiler Metalllegierung, in denen
passend zur Geometrie des optischen Systems prazise Nuten (slots) eingearbeitet sind. Die optischen Bau-
teile benden sich in Fassungen, die in diese Rillen eingelegt und mit Hilfe von Magneten befestigt werden
konnen.
Stangensysteme: Stabile, kompakte Aufbauten konnen durch Verbindung der optischen Komponenten durch
speziell gefertigte Stangen erreicht werden. Die Anwendung solcher Systeme wurde z.B. in [188] demon-
striert.
Weitere Konzepte fur stabile opto mechanische Systeme wurden [120] und [70] beschrieben und demonstirert.
4.7 Fortschritte in der Systemintegration
Die vorigen beiden Abschnitte haben die Fortschritte bei der Herstellung verschiedener Komponenten aufgezeigt,
die die Voraussetzung fur die Realisierung paralleler optischer Verbindungen sowie direkter optischer Verbin-
dungen zwischen VLSI-Bausteinen bilden. Fortschritte bei der Integration dieser Komponenten zu vollstandigen
Systemen und das Potential dieser Systeme in der Rechnertechnik konnen wie folgt zusammengefat werden.
1. Eindimensionale parallele Faserubertragungssysteme mit einer Bandbreite bis zu 30Gbit/s sind kommerziell
bzw. als Laborprototypen erhaltlich. Damit sind optische Verbindungen auf Rack-to-Rack und Board-
to-Board Ebene auf der Basis kommerzieller Komponenten moglich. Die Bandbreite und Latenz solche
Verbindungen ware mit den leistungsfahigsten heutigen globalen Chip-to-Chip Verbindungen vergleichbar.
Damit ware eine Implementierung des SMP-Speichermodels bei vernetzten Arbeitsplatzrechnern moglich.
2. Integrierte opto-elektronische Systeme, die Verzweiger und Wellenlangenmultiplexer fur mehrere Fasern mit
aktiven Komponenten wie Sendern, Verstarkern und Empfangern in einem Halbleitermodul vereinigen. Mit
Hilfe solcher Module ist es z.B. moglich, einen Fanout mit anschlieender Verstarkung fur ein Faserbundel in
einem kompakten, billigen Baustein zu realisieren. Dies ist fur die Realisierung von Rundruf-Architekturen
von groer Bedeutung.
3. Zweidimensionale Fasersysteme mit Hunderten von Fasern, die uber ein einfaches optisches System an
einen SP-Baustein angebunden sind, wurden von mehreren Forschergruppen demonstriert. Sie machen eine
Bandbreite zwischen 100Gbit/s und 1TBit/s moglich und konnen sowohl in globalen Chip-to-Chip als auch in
Board-to-Board und Rack-to-Rack Verbindungen sinnvoll eingesetzt werden. Sie konnen aus Komponenten
aufgebaut werden, die als Sonderanfertigungen bzw. Laborprototypen verfugbar sind. Gleichzeitig bieten
sie eine Bandbreite, die die besten heutigen elektronischen Netzwerke um Faktor 10 bis 100 ubertrit. Sie
ermoglichen so unter anderem eine deutliche Verbesserung der Skalierbarkeit von SMPs.
4. Komplexe System die Faser, SPs und mikroskopische Freiraumoptik integrieren, sind von verschiedenen
Forschergruppen demonstriert worden. So scheint es plausibel, da durch ein gezieltes Forschungsprogramm
ein System optisches System fur den Einsatz als Verbindungsnetzwerk auf lokaler Chip-to-Chip Ebene oder
gar auf On-Chip Ebene gebaut werden kann. Ein solches System wurde auch die Anbindung massiv paralleler
zweidimensionaler Faserbundel mit Wellenlangenmultiplexing an SPs ermoglichen. Solche Systeme waren
zu einer Bandbreite von weit uber ein TBit/s fahig. Dies wurde unter anderem den Weg fur SMPs mit
Hunderten von Prozessoren eronen.
Parallele Faserubertragungssysteme
Die Entwicklung von parallelen Faserubertragungssystemen wird von vielen Firmen intensiv vorangetrieben. Sie
benutzen Laserdioden-Zeilen und V-Gruben fur das Befestigen der Faser. Zu kommerzieller Reife wurden bisher
zwei Systeme gebracht: das OPTOBUS-System von Motorola und das PAROLI System von Siemens. Ersteres
verfugt uber 10 Faser, jede mit einer Bandbreite von 800MBit/s. Letzteres besitzt 12 Kanale 1,2Gbit/s. Eine
Ubersicht uber andere parallele Fasersysteme ist in Abbildung 4.25 zu sehen. Zur Zeit wird an 2D- Faserunertra-
gungssystemen gearbeitet, die mit SP-Bausteinen verbunden sind [115].
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a) b)
Abbildung 4.25: Abbildung a zeigt zwei Beispiele fur parallele Faserunertragungssysteme: der OPTOBUS von Motorola
(oben) und das PAROLI-System von Siemens (unten). Die Tabelle in Abbildung b gibt einen Uberblick uber verschiedene
parallele Fasersysteme (aus [177]).
a) Halbleiterverstärker b) integriertes opto-elektronisches system
Abbildung 4.26: Das Linke Bild zeigt das Prinzip eines Halbleiter-Lichtverstarkers (SOA). das rechte Bild zeigt ein integriertes
opto-elektronisches System mit Sendern verschiedener Wellenlange, einem Sternverteiler und Verstarkern (aus [67]).
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b)a) c)
Abbildung 4.27: Beispiele fur die makromechanische Integration von Faserbundeln, SPs und optischen Komponenten. Abbil-
dung a zeigt das AMOEBA-System von Bell-Labs [85]. Abbildung b zeigt ein Teil des Kaleidoskop-Systems aus Delft ([188]).
In Bild c ist der Aufbau des Hyperplane Freiraumsystems der McGill Univeristat zu sehen ([181]).
a) b)
Abbildung 4.28: Mikromechanische Integration von Faserbundeln und SP-Bausteinen am Beispiel des POF-Systems der Uni-
versitat Dortmund (aus [110]). Abbildung a zeigt das Prinzip, Abbildung b eine fertige Befestigungsplatte fur 64 Faser.
Integrierte opto-elektronische Systeme
Integrierte optische Verzweiger und Sternkoppler konnen aus Halbleitermaterialien hergestellt werden, in den sich
auch aktive Komponenten realisieren lassen. Somit ist es moglich, integrierte opto-elektronische Komponenten zu
bauen, die Sender, Empfanger und verschiedene Verzweiger auf einem 'opto-elektronische IC' vereinigen. Mit der
Entwicklung von optischen Signalverstarkern auf Halbleiterbasis (SOA fur semiconductor optical amplier [36])
Verstarkern wurde auch die Moglichkeit geschaen, Verstarker in solche Systeme zu integrieren. Ein Beispiel fur
ein solches system ist in Abbildung 4.26 zu sehen. Ein solcher Bauteil wurde z.B. im Rahmen des LAMBDABUS-
Projektes ([11]) gebaut.
Makromechanische, SP-Basierte Systeme
SPs und zweidimensionale Faserbundel konnen genauso wie konventionelle optische Bauelemente in die in 4.6.3
beschriebenen, kompakten mechanischen Systeme integriert werden. Der Vorteil solcher Systeme besteht darin,
da alle Komponenten kommerziell gegebenenfalls in Form von Sonderanfertigungen verfugbar sind. Sie wurde
vielmals zum Aufbau von Prototypen verwendet. So wurde beispielsweise bei den Bell-Labs uber 500 Faser an den
OEVLSI Crossbar-Chip angebunden ([98]). Ebenfalls bei den Bell-Labs wurde das in Abbildung 4.27 a dargestellte
System zur Verbindung eindimensionaler Faserbundel mit einem SP-Baustein entwickelt ([85]). Das besondere an
diesem Baustein ist, da in jeder Faser bis zu 16-Wellenlangen ubertragen werden konnen. Das optische System
verteilt sie auf verschiedene Eingange des Chips. So wird die Funktionalitat eines zweidimensionalen Faserbundels
mit insgesamt 160 Kanalen simuliert. Eine makromechanische Anbindung eines Faserbundels wurde auch im
Zusammenhang mit dem Kaleidoskop-System demonstriert (Abbildung 4.27b).
Ein weiteres Beispiel fur eine komplexe Anwendung ist in Abbildung 4.27c zu sehen. Es handelt sich dabei um
eine optische Freiraum-Backplane, die an der McGill Universitat gebaut wurde. Der hier gezeigt Prototyp besa
4 SPs, jeder mit 16 optischen Kanalen [181]. Zur Zeit wird an einem Prototypen mit mehreren Hundert Kanalen
gearbeitet.
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Integration mit Hilfe der Mikrosystem-Technik
Bei den mikroskopischen Systeme mu man zwischen einfachen Anordnungen (z.B. zur Anbindung mittelgroer
Faserbundel an SP-Bauteile) und komplexen optischen Systemen unterscheiden. Erstere konnen heute im Labor
problemlos hergestellt werden. Ein Beispiel fur ein solches System ist in Abbildung 4.28 zu sehen. Es ist ein
zweidimensionales System fur 64 Fasern, das an der Universitat Dortmund entwickelt wurde [110]. Ebenfalls
in diese Kategorie fallen einfache planar integrierte Systeme, die in Hagen durch Bonden mit einem Feld von
Laserdioden verbunden wurden.
Auch komplexe Systeme sind mit Hilfe der Mikrosystemtechnik in verschiedenen Labors realisiert worden.
Beispiele sind der bereits angesprochene CD-Lesekopf von der UCLA und ein 8x8 Banyan Netzwerk, das auf
der Oberache eines Siliziumchips verwirklicht wurde [88], und ein planar integrierter, optischer Mustererkenner
[182].
4.8 Optische Verbindungen in der Rechnerarchitektur
Die Forschung im Bereiche der Anwendung optischer Netzwerke in der Rechnerarchitektur kann in drei Be-
reiche eingeteilt werden. Der erste beschaftigt sich mit der optischen Implementierung verschiedener, aus der
Rechnerarchitektur bekannten Netzwerke [39, 150]. Dies ist bei weitem der grote Forschungsbereich. Da sein
Schwerpunkt aber auf technischen Problemen der Optik und der Opto-Elektronik liegt, ist er fur die vorliegende
Arbeit weitgehend uninteressant. Der zweite Bereich untersucht die Anwendung optischer Freiraumverbindun-
gen in feinkornigen massiv parallelen Architekturen und Speichern. Zu dieser Klasse gehoren massiv parallele
SIMD-Maschinen, Spezialarchitekturen fur Bild und Signalverarbeitung, sowie neue Konzepte fur Parallelitat auf
Instruktionsebene [41, 135, 44]. Diese Architekturen sind nur sehr entfernt mit der vorliegenden Arbeit verwandt,
so da auch dieser Bereich im Nachfolgenden nicht weiter betrachtet wird. Der dritte Bereich beinhaltet die fur
die vorliegende Arbeit interessante Forschung zu optischen Verbindungen in MIMD-Rechnern. Bei nachfolgenden
Beschreibungen werden die Arbeiten in vier Klassen eingeteilt:
1. Rechner, in denen elektrische Verbindungen durch einfache optische Netzwerke ersetzt wurden, ohne da
die Rechner- oder Netzwerkarchitektur dabei verandert wurde. Die Bedeutung dieser Rechnerklasse liegt
darin, da zu ihr fast alle tatsachlich implementierten opto-elektronischen Rechner gehoren. Sie zeigt somit
den Stand der Technik bei der praktischen Nutzung optischer Verbindungen.
2. Optische Netzwerke, die im Hinblick auf die Anwendung in Parallelrechnern entwickelt wurden. Die Ar-
beiten in diesem Bereich unterscheiden sich von der vorliegenden Arbeit vor allem darin, da sie sich nur
am Rande mit Fragen der Rechnerarchitektur beschaftigen. Sie konzentrieren sich statt dessen auf die
Netzwerkarchitektur, -technologie und -protokolle. Ein Vergleich mit einigen Projekten aus diesem Bereich
ist trotzdem sinnvoll, da der Netzwerkentwurf ein wichtiger Bestandteil der vorliegenden Arbeit ist. Wir
unterscheiden dabei zwischen klassischen optischen Netzwerken und opto-elektronischen Netzwerken, die
auf der Nutzung von SP-Bausteinen basieren.
3. Rechnerarchitekturen, die zusammen mit geeigneten optischen Netzwerken entwickelt wurden. In diesem
Bereich sind die eigentlich verwandten Arbeiten zu nden.
4.8.1 Einfache Verbindungen in funktionsfahigen Rechnern
Diese Klasse von Arbeiten ist durch zwei Dinge motiviert. Zum einen geht es oft darum, eine bestimmte Tech-
nologie in der Praxis zu testen. Beispiele fur solche Projekte sind das COSINE und das MEMSY Projekt. Zum
anderen werden verschiedene optische Hochleistungsverbindungen bei der Koppelung von Arbeitsplatzrechnern
eingesetzt. Man erreicht dabei eine hohe Bandbreite auch bei sehr weit voneinander entfernten Rechnern.
COSINE: im COSINE-Projekt [156] wurden Freiraumverbindungen zwischen Prozessorplatinen fur die Imple-
mentierung eines Transputer-basierten Rechners mit 64 Prozessoren benutzt .
MEMSY: Im Rahmen des SFB 182 wurde in Erlangen ein optischer Bus in den Parallelrechner MEMSY inte-
griert [109].
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Rainbow: Als Test fur ihre WDM-Technologie hat IBM ein 'Broadcast-and-Select' WDM-Netzwerk aus Arbeits-
platzrechnern aufgebaut. Jeder Rechner kann auf einer festen, ihm zugeordneten Wellenlange uber einen
Sternkoppler einen Rundruf durchfuhren. Gleichzeitig kann er uber einen wellenlangensensitiven Empfanger
entscheiden, welche Wellenlange er empfangen mochte. Das demonstrierte System bestand aus 32 Arbeits-
platzrechnern, jeder mit einem 1Gbit/s Sender, die uber eine Entfernung von 1km verbunden waren.
Optische Verbindungen fur SCI-Architekturen: Von der Nutzung paralleler Faserubertragungssysteme in
SCI Arbeitsplatz-Clustern wurde in [37] berichtet.
4.8.2 Netzwerkarchitekturen und Protokolle
Optische Netzwerke mit konventionellen, nicht SP-basierten Schnittstellen stehen vor dem Problem, da ihre
Netzwerkschnittstellen nur einen Bruchteil der moglichen Zeitbandbreite und Kanalanzahl optischer Verbindungen
verarbeiten konnen. Die meisten Arbeiten in diesem Bereich beschaftigen sich daher mit dem Entwurf von
Netzwerkarchitekturen, die trotz der geringen Schnittstellenleistung eine Nutzung der Vorteile der Optik erlauben.
In den meisten Fallen wird versucht, durch eine hohe Anzahl von Kanalen den Netzwerkdurchmesser zu reduzieren,
und Rundruf- und Multicast-Operationen zu vereinfachen. Die Uberlastung der Netzwerkschnittstelle wird durch
besondere Zugrisprotokolle verhindert. Um eine hohe Kanalanzahl einfach und robust zu realisieren, greifen die
meisten Arbeiten auf faserbasierte WDM-Systeme zuruck. Dies hat den Vorteil, da der mechanische Aufbau aus
einer einzigen bzw. einigen wenigen Fasern besteht.
Im Nachfolgenden werden zunachst die wichtigsten WDM-Ansatze geschildert. Danach wird ein Verfahren zur
Nutzung der hohen Zeitbandbreite von optischen Systeme vorgestellt, das auch mit vergleichsweise langsamen
Schnittstellen funktioniert. Zum Schlu werden zwei Ansatze zur Nutzung hoher Ortsbandbreite vorgestellt.
WDM-Netzwerke
Fur die Anwendung des Wellenlangenmultiplexings in einem Netzwerk gibt es drei Moglichkeiten. Die erste
Moglichkeit stellt die Nutzung mehrerer Wellenlangen zur bitparallelen Datenubertragung in einem einzelnen
physikalischen Kanal (z.B. einer Faser) dar. Dieser Ansatz wird z.B. in [152] fur ein 8-Bit paralleles Faserubert-
ragungssystem benutzt. Die zweite Moglichkeit besteht darin, jedem Netzwerkknoten bzw. jeder Gruppe von
Netzwerkknoten einen eigenen Kanal zuzuordnen, auf dem sie Daten senden konnen. Unter der Annahme, da je-
der Knoten einen wellenlangenverstellbaren Empfanger besitzt, kann so ein leistungsfahiges 'Broadcast-and-Select'
Netzwerk einfach implementiert werden. Dazu mussen alle Knoten lediglich uber einen Sternkoppler verbunden
werden. Die letzte Moglichkeit stellt die Nutzung der Wellenlangen zur Adressierung dar. Dabei wird jedem
Knoten bzw. jeder Knotengruppe eine Wellenlange zugeordnet, auf der er Daten empfangen kann. Zum Senden
besitzen alle Knoten wellenlangen-verstellbare Sender. Um eine Nachricht zu einem bestimmten Ziel zu schicken,
mu ein Knoten nur seinen Sender auf die richtige Wellenlange einstellen. Falls der Sender mehrere Wellenlangen
gleichzeitig senden kann (weil er z.B. als ein Laserdiodenfeld realisiert ist), dann konnen auch Multicast- und
Rundruf-Operationen einfach durchgefuhrt werden.
Das Problem obiger Verfahren besteht zum einen darin, da die Anzahl der Wellenlangen in einem System
durch die Leistung der verstellbaren Sender und Empfanger beschrankt ist. Sie liegt in der Regel zwischen 8
und 32. Fur groe Prozessorzahlen mussen sich mehrere Knoten jeweils eine Wellenlange teilen. Dies fuhrt zu
Konikten und macht geeignete Zugrisprotokolle notwendig. Zum anderen mu sichergestellt werden, da kein
Knoten durch zuviele an ihn gleichzeitg gerichtete Nachrichten uberfordert wird. Es ist also eine Flukontrolle
notwendig. Der Entwurf von Netzwerkarchitekturen, die die obigen Probleme losen und trotzdem einen geringen
Protokolloverhead und Netzwerkdurchmesser haben, ist das Hauptthema der Forschung im Bereich der WDM-
Netzwerke.
LAMBDABUS: Eine Architektur fur einen symmetrischen Multiprozessor auf der Basis mehrerer, optischer
Busse wurde an dem Lawrence Livermore Laboratory untersucht [11]. Die LAMBDABUS genannte Archi-
tektur wurde als WDM-System entworfen. Es wurde also jedem Bus eine eigene Wellenlange zugeordnet.
Der Schwerpunkt der Forschung lag auf der Entwicklung der opto-elektronischen Komponenten. Um ihren
Nutzen fur die Rechnerarchitektur zu bewerten, wurden die Leistungsparameter des Netzwerks in einen
Simulator fur UMA Multiprozessoren eingegeben. Es wurde gezeigt, da mit 8 bis 32 Wellenlangenkanalen
a 1Gbit/s eine gute Leistung fur bis zu 256 Prozessoren erreicht werden kann.
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LIGHTNING: Das LIGHTNING-Netzwerk ist ein rekongurierbares hierarchisches WDM-Netzwerk, das zu
Koppelung von Supperrechnern zu einem Cluster mit gemeinsamemSpeicher konzipiert wurde [145, 146, 69].
Es basiert auf einer Baumarchitektur, in der die Prozessoren an den Blattern und elektronische Vermitt-
lungseinheiten an den inneren Knoten angebracht sind. Es ordnet jedem Unterbaum eine oder mehrere
Wellenlangen fur die interne Kommunikation zu. Das Besondere an der Architektur ist, da die Anzahl der
einem Unterbaum zugeordneten Wellenlangen dynamisch in Abhangigkeit von den Bandbreitenanforderun-
gen verandert werden kann.
HORN: Das Hierarchical Optical Ring Network ist eine Architektur fur WDM basierte hierarchische Ringe. An
den Ringen unterster Hierarchiestufe sind die Prozessoren angeschlossen. Wie die lokale Kommunikation
innerhalb dieser Ringe, besitzt jeder Prozessor eine eigene Wellenlange. Diese Wellenlangezuordnung ist in
allen Ringen identisch, um die Anzahl der Wellenlangen klein zu halten. Fur die Kommunikation zwischen
den Ringen wird jedem Ring eine Wellenlange zugeordnet, auf der alle Prozessoren dieses Ringes empfangen
konnen. Fur die Flukontrolle wird ein auf Zeitfenstern basiertes Verfahren vorgeschlagen.
SLMH/OMCH: In [99] wird eine auf dem WDM-Verfahren basierte Erweiterung der Hypercube-Architektur
vorgeschlagen. Dabei werden mehrere Hypercubes durch ein Gitternetzwerk (OMCH) oder durch ein Feld
von Bussen verbunden. Ahnlich wie bei den Ringen der HORN werden in allen Hypercubes dieselben Wel-
lenlangen fur die lokale Kommunikation vergeben. Fur die globale Kommunikation wird jedem Hypercube
eine andere Wellenlange zugeordnet.
Optical Time Domain Multiplexing (OTDM)
Das Optical Time Domain Multiplexing Verfahren (OTDM) nutzt die hohe Zeitbandbreite optischer Verbindun-
gen, ohne da die einzelnen Sender und Empfanger mit einer hohen Frequenz betrieben werden mussen. Die
Idee besteht darin, mehrere niederfrequente aber schmale Signale zeitversetzt nebeneinander in einer Faser zu
ubertragen. Um in einer Faser eine Gesamtbandbreite von 500Gbit/s zu erreichen, konnen z.B. 500 Signale a
1Gbit/s benutzt werden. Die Signale sind gegeneinander um 1ps versetzt. Damit es zwischen den Kanalen kein
Ubersprechen gibt, durfen die Signale dabei nur eine ps breit sein.
Eine genaue Erklarung der technischen Realisierung von OTDM-Netzen wurde in diesem Rahmen zu weit
fuhren (siehe z.B. [132]). Das Prinzip kann wie folgt zusammengefat werden: Um die Signale genau in den
gewunschten Zeitfenstern zu positionieren, wird ein globaler Takt benutzt. Dieser Takt wird von einem Spe-
ziallaser erzeugt, der sehr kurze Impulse wohldenierter zeitlicher Breite mit der Betriebsfrequenz der Sender
(in unserem Beispiel 1Gbit/s) erzeugt. Jeder Knoten im Netzwerk empfangt das Taktsignal und verzogert ihn
entsprechend dem ihm zugeordneten Zeitfenster (also im obigen Beispiel: 1ps fur das erste Zeitfenster, 2 fur das
zweite, usw.). Beim Senden eines Signals schickt jeder Netzknoten eine AND-Verknupfung des verzogerten Taktes
und eines normalen breiten Signals. Um das Signal eines bestimmten Zeitfensters zu empfangen, wird zunachst
das Taktsignal um den zum gewunschten Zeitfenster passenden Betrag verzogert. Das verzogerte Taktsignal wird
dann benutzt, um durch eine optische AND-Verknupfung das erwunschte Datensignal von den anderen zu trennen
und zu lesen.
Das OTDM-Verfahren wird zur Zeit vor allem imBereich der Telekommunikation untersucht. Es wird in vielem
Arbeiten im Bereich optischer Verbindungen als Alternative zum bzw. Erganzung zum WDM-Verfahren erwahnt,
aber nicht weiter verfolgt. Dies liegt vor allem an dem hohen technischen Aufwand, der zu ihrer Implementierung
notwendig ist. Eine Ausnahme bildet ein Gemeinschaftsprojekt der Firma SUN und der Princeton University
[133]. Es schlagt vor, ein OTDM-System als Crossbar fur bis zu 512 Prozessoren zu nutzen. Jeder am Crossbar
angeschlossene Einheit kann in genau einem Zeitfenster Daten empfangen und in allen senden. Damit kann jede
Einheit durch die Wahl des Zeitfenster, in dem sie sendet, jede andere Einheit in einem Schritt erreichen. Um zu
verhindern, da mehrere Einheiten gleichzeitig an das gleiche Ziel senden, wurde ein spezielles Arbitrierungspro-
tokoll auf der Basis einer optischen 'wired-or' Operation entwickelt. Der Vorteil des OTDM-Verfahrens besteht
hier darin, da im Gegensatz zum konventionellen elektronischen Verfahren die Anzahl der Schaltelemente nicht
quadratisch mit der Anzahl der Prozessoren ansteigt. Dies liegt daran, da die Wahl des Zeitfensters (und damit
die Adressierung) durch ein verstellbares Verzogerungsglied realisiert wird, dessen Komplexitat nur leicht mit der
Anzahl der Zeitfenster steigt.
Die Bedeutung des OTDM-Crossbar Systems fur die vorliegende Arbeit besteht darin, da nichtblockierende
Crossbars zur Zeit als Alternative zu Bussen bei der Implementierung des gemeinsamen Speichers benutzt werden.
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Damit stellt das System ein Konkurenzkonzept zu dem in der Arbeit beschriebenen Architekturen dar. Allerdings
eignen sich solche Architekturen nicht fur Snoopy-Protokolle und damit eher fur NUMA-Rechner.
Netzwerke mit hoher Ortsbandbreite
Die meisten Forschungsprojekte zur Nutzung der hohen Ortsbandbreite beschaftigen sich mit den technischen
Problemen beim Aufbau massiv paralleler Freiraumverbindungen. Zu den wichtigsten Ansatzen im Bereich der
Netzwerkarchitektur und -protokolle gehoren das POPS und das OTIS Projekt.
POPS: Das Paralell Optical Partioned Star Network [147] ist ein 'Broadcast-and-Select' Netzwerk, das durch ein
geeignetes Zugrisprotokoll verschiedene Netzwerktopologien emuliert. Da die Topologie durch das Protkoll
gegeben ist, kann das Netzwerk leicht rekonguriert werden.
OTIS: Das Optical Transpose Interconnect System ist eine massiv parallele Freiraumnetzwerkarchitektur [42].
Die Netzwerktopologie wurde bereits in Abschnitt 4.2.3 als Beispiel fur Freiraumnetze besprochen. Auf
der Basis dieser Architektur wurde ein hierarchisches Architekturkonzept entwickelt. Auf unterster Ebene
benden sich Gruppen von elektrisch verbundenen Prozessoren. Die Gruppen sind auf globaler Ebene uber
eine OTIS-Freiraumverbindung gekoppelt.
4.8.3 SP basierte Netzwerke
Die Entwicklung von SP-Bausteinen mit einer hohen Anzahl optischer Kanale und leistungsfahiger CMOS VLSI-
Logik hat eine Vielzahl neuer opto-elektronischer Netzwerkarchitekturen motiviert. Diese Architekturen konnen
in zwei Klassen eingeteilt werden: auf einem SP-Chip integrierte Netzwerke und Netzwerke, die SP-Chips als
Schnittstellen nutzen. Im Nachfolgenden werden die wichtigsten Arbeiten in beiden Bereich beschrieben. Sie
unterscheiden sich alle von der vorliegenden Arbeit darin, da sie keinen direkte Bezug zur Speicherarchitektur
und der Frage der Skalierbarkeit symmetrischer Multiprozessoren herstellen.
SP-Netzwerke
Mehrere Projekte beschaftigen sich zur Zeit mit der Realisierung eines elektronischen Schaltnetzwerks auf SP-
Bausteinen. Sie nutzen die optischen Ein/Ausgabekanale, um moglichst viele Knoten mit moglichst groer Band-
breite und geringer Latenz an das Netzwerk anzuschlieen.
AMOEBA: Bei Bell-Labs wurde ein SP-basierter Crossbar-Schalter fur parallele Fasernetzwerke entwickelt und
implementiert [85]. Es handelt sich dabei um ein 8 Bit breites, 16x16 Crossbar, das auf einem CMOS
(0:8m Technologie) mit einem Feld von 32x64 MQW-Dioden realisiert wurde.
Inteligent Optical Network: Fur die Verbindung von Arbeitsplatzrechnern wurde an der McGill Universitat in
Toronto an einem SP-basierten Schalter fur parallele Fasernetzwerke gearbeitet. Der Schalter implementiert
auf dem Chip ein 'Broadcast-and-Select' Netzwerk mit Paketvermittlung. [167]
WARP: An der University of Southern California wurde ein opto-elektronischer Router-Chip entwickelt. Der
WARP [175, 174] genannte Chip realisiert ein Paketvermittlungsverfahren auf der Basis eines modizierten
Wormhole-Algorithmus.
SPOEC An der Heriot-Watt Universitat in England wird zur Zeit ein opto-elektronischer Freiraum-Crossbar-
Schalter entwickelt [163]. Er soll mit einem SP-Baustein als Schalter einen Durchsatz von 1TBit/s erreichen.
Netzwerke mit SP-Schnittstellen
Die Nutzung von SP-Bausteinen als Netzwerkschnittstellen wird zur Zeit in zwei Projekten untersucht.
Hyperplane: Ein Konsortium kanadischer Universitaten arbeitet an einer optischen Freiraum-Backplane (Hy-
perplane), die eine Bandbreite im TBit/s Bereich fur Board-to-Board Verbindungen bereitstellen soll ([181,
168]). Um eine hohe Bandbreite zu bewerkstelligen, werden als Netzwerkschnittstellen OEVLSI-Bausteine
verwendet. Der Schwerpunkt des Hyperplane Projektes liegt bei der Entwicklung der Technologie fur die
Freiraumverbindungen.
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STAR: [115] Das STAR System ist eine Erweiterung der kommerziellen parallelen Fasersysteme. Dabei werden
als Sender und Empfanger SP-Bausteine verwendet. Das System soll mit 32 Fasern eine Bandbreite von
mehr als 100Gbit/s erreichen.
4.8.4 Spezielle Architekturen
Die Optik gilt innerhalb der Computerarchitektur-Gemeinde immer noch als eine exotische Technologie. Dement-
sprechend wenige Arbeiten gibt es, die sich mit dem Entwurf auf diese Technologie basierender Architekturen
beschaftigen. Neben der unten beschriebenen DPxx , GLORI und SMOEC Architekturen gibt es lediglich eine
Reihe von Uberlegungen zur Auswirkung optischer Netzwerke auf Cache-Koharenz Protokolle. Hinzu kommen
einige theoretische Arbeiten, die sich mit der Realisierung bestimmter theoretischer Modelle auf optischen Netz-
werke beschaftigen. Projekte, die sich wie die vorliegende Arbeit mit groen symmetrischen Multiprozessoren
beschaftigen, sind dem Autor nicht bekannt.
Die DPxx-Rechner
An der TU Delft wird seit Anfang der 80er Jahre an parallelen Rechnerarchitekturen mit optischen Netzwerken
gearbeitet. Dabei wurden drei Generationen von Rechnern entworfen und teilweise implementiert: DP81, DP86
und DP91 [30, 34, 50, 49]. Es handelt sich dabei um massiv parallele MIMD Rechner mit optischem 'Broadcast-
and-Select' und vollverbundene Netzwerken. Die Datenubertragung nde mit Hilfe von Faserbundeln statt. Fur
den Rundruf wird eine spezielle Spiegelanordnung, das sog. Kaleidoskop, verwendet. Um das Problem der
Netzwerkschnittstellen zu losen, wurde ein opto-elektronischer VLSI-Speicherbaustein, das sog. POWERRAM
entwickelt.
Von allen dem Autor bekannten Projekten haben die DPxx Architekturen die meisten Gemeinsamkeiten mit
der vorliegenden Arbeit. Das DPxx Projekt setzt auf ahnliche technologische Ansatzen und gehort zu den wenigen
Projekten, die sich gleichzeitig intensiv mit Fragen der Technologie und der Rechnerarchitektur beschaftigen.
Das GLORI-Konzept
An der Stanford Universitat wurde das GLORI genannte Konzept fur einen optisch verbundenen MIMD Rechner
vorgeschlagen und untersucht [140, 142]. Es schlagt die Nutzung optischer Freiraumverbindungen fur lokale,
busgekoppelte Prozessorcluster vor, die das UMA-Speichermodell implementieren. Die Cluster sind uber ein
optisches Hypercube-Fasernetzwerk zu einem CC-NUMA-Rechner gekoppelt. Das GLORI-Projekt ahnelt der
vorliegenden Arbeit insofern, als es sich intensiv sowohl mit der Rechnerarchitektur als auch mit der Technologie
beschaftigt. Allerdings sind sowohl die untersuchte Speicherarchitektur als auch die verwendete Technologie
deutlich anderes.
SMOEC
Der Shared Memory Opto-Elelctronic Computer [185] ist eine MIMD Architektur mit gemeinsamem Speicher,
die auf einem optischen perfect-shue Netzwerk [24] basiert. Die Architektur wurde als Gedankenexperiment zur
Demonstration der Anwendungsmoglichkeiten des optischen Shue Netzwerks entwickelt. Sie wurde weder durch
Implementierung noch durch Simulation bewertet. Auch die Fragen der Cache-Koharenz wurden nur oberachlich
behandelt. Das SMOEC-Konzept ist daher nur sehr eingeschrankt mit der vorliegenden Arbeit vergleichbar.
Cache-Koharenz-Protokolle fur optische Architekturen
Mehrere Arbeiten haben Varianten bekannter Cache-Koharenz-Protokolle untersucht, die sich besonderes gut
fur unterschiedliche Arten opto-elektronischer Verbindungen eignen. Dazu gehoren die in [29, 28] beschriebenen
Protokolle fur einen optischen Bus und Ring so wie das SPEED-Protokoll [141] [63]. Auch spezielle Synchronisa-
tionsverfahren wurden vorgeschlagen [151, 162]. Obige Untersuchungen unterscheiden sich von der vorliegenden
Arbeit darin, da sie einen bestimmten engen Aspekt der Architektur auf einer hohen Abstraktionsebene betrach-
ten. Sie brauchen daher hier nicht genauer erlautert zu werden.
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4.8.5 Fazit
Die vorliegende Arbeit beschaftigt sich gezielt mit der Nutzung der Vorteile von SP-basierten Netzwerken zur
Erweiterung des Anwendungsbereiches des SMP-Speichermodells. Sie zeichnet sich dadurch aus, da sie sich
gleichermaen mit Fragen der Technologie wie mit der Rechnerarchitektur beschaftigt. Trotz einiger Uberschnei-
dungen mit unterschiedlichen Bereichen setzt sie sich damit in ihrer Gesamtheit klar von allen anderen dem Autor
bekannten Projekten ab. Die meisten Gemeinsamkeiten gibt es zu dem Dpxx Projekt, das sich allerdings nicht







Das vorliegende Kapitel beschreibt die Ansatze und Vorgehensweisen, die dem Entwurf und der Bewertung aller
betrachteten Architekturen zugrunde liegen. Dazu werden zunachst das Cache-Koharenz-Protokoll und das Syn-
chronisationsverfahren speziziert, die in allen Architekturen benutzt werden. Danach wird die fur die Bewertung
der Architekturen benutzte Simulationsumgebung beschreiben. Abschlieend wird erlautert, wie die Ergebnisse
der Simulation durch theoretische Modellierung veriziert werden.
5.1 Grundidee
Die Betrachtung in den Kapiteln 2, 3 und 4 hat gezeigt da,
1. die symmetrischen Multiprozessoren mit ihremCC-UMA-GS Speichermodell dank ihrer guten Programmier-
barkeit und hohen Ezienz fur ein breites Spektrum von Anwendungen die attraktivste Parallelrechner-
Klasse sind (Kapitel 2),
2. die Realisierung von symmetrischen Multiprozessoren fur hohe Prozessorzahlen und groer raumlicher Aus-
dehnung durch die Leistungsfahigkeit von elektronischen Rundruf-Leitungen und Netzwerkschnittstellen
beschrankt ist (Kapitel 3),
3. die Opto-Elektronik die Realisierung von Verbindungen mit extrem hoher Bandbreite, groem Fanout,
geringen Latenz und direkter Anbindung an VLSI-Schnittstellen erlaubt (Kapitel 4).
Motiviert durch die obigen Erkenntnisse wird in der Arbeit gezeigt, wie optische Rundrueitungen und opto-
elektronische Netzwerkschnittstlellen zu Erhohung der Skalierbarkeit von SMPs beitragen konnen. Die Grundidee
des in der Arbeit verfolgten Ansatzes wurde bereits in Kapitel 1 beschrieben. Die wichtigsten Punkte konnen im
Licht der Erkenntnisse aus Kapiteln 2, 3 und 4 wie folgt zusammengefat werden:
1. Die vorgeschlagenen Architekturen basieren auf einem gemeinsamen Speicher auf Hardwarebenene.
2. Fur die Erhaltung der Cache-Koharenz wird ein Snoopy, durchschreibender Protokoll benutzt.
3. Es werden drei Netzwerktopologien vorgeschlagen:
(a) ein paketvermittelnder Bus (PHOTOBUS-Architektur)
(b) ein gemischtes Bus/Crossbar Netzwerk (PHOTOBAR-Architektur)
(c) ein vomAutor fur die Losung des 'cache-update-pressure' Problems konzipiertes Mehrbussystem (PHO-
TON-Architektur)
4. Das elektronische Verbindungsnetzwerk wird auf einen SP-Chip 'geschrumpft', der uber zwei Arten von
optischen Kanale mit den Prozessoren und den Speicherbanken verbunden ist.
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(a) Optische Punkt-zu-Punkt Kanale (P- und M-Kanale genannt), die direkt an die optischen Ein/Ausga-
befenster des SP-Chips angeschlossen sind. Alle Nachrichten, die ein Prozessor oder eine Speicherbank
an das System verschicken wollen, gehen zuerst uber diese Kanale an den Chip. Dieser speichert sie
zwischen, fuhrt im Fall von Konikten eine Arbitrierung durch und leitet sie dann weiter. Bei der
PHOTOBAR-Architektur sind diese Leitungen biderektional um damit nicht alle Nachrichten uber
den Rundruf-Kanal verschickt werden mussen
(b) Eine unidirektionale optische Rundruf-Leitung (B-Kanal genannt) , die die Verlangerung des auf dem
SP-Chip bendlichen Busses ist. Uber diese Leitung kann der Chip Daten an alle Prozessoren und
Speicherbanke durch einen Rundruf weiterleiten.
Da der Rundruf an die Prozessoren und die Speicherbanke optisch stattndet, kann unabhangig von der
Anzahl der Prozessoren und der Ausdehnung des Systems auch hier eine hohe Bandbreite und geringe
Latenz garantiert werden. Auch die P- und M-Kanale konnen dank der Vorteile optischer Verbindungen
und SP-Schnittstellen eine geringe Latenz, hohe Bandbreite und groe Ausdehnung haben. Durch die
geringe Leitungslange und gunstige elektrische Leitungseigenschaften kann innerhalb des Chips ebenfalls
eine hohe Bandbreite bei niedriger Latenz und hohem Fanout erreicht werden. Gleichzeitig hat ein auf
einem SP-Chip basiertes System gegenuber einem rein optischen Bussystem zwei Vorteile:
(a) Fur einen Rundruf wird ein Transmitter mit hoher Bandbreite und einer zur Prozessorzahl propor-
tionalen Ausgangsleistung benotigt. Fur hohe Prozessorzahlen sind solche Transmitter aufwendig und
teuer. Da in einem rein optischen Bussystem jeder Prozessor und jede Speicherbank auf dem Rund-
rufkanal senden konnen mu, steigt die Anzahl solche Sender im System linear mit der Anzahl der
Prozessoren. In dem hier vorgeschlagenen System wird nur an dem SP-Chip mit dem 'geschrumpften'
Netzwerk ein solcher aufwendiger Transmitter benotigt.
(b) Auf dem VLSI-Chip bendet sich zu jedem Zeitpunkt die Information uber alle im System vorhandenen
Anfragen. Dies ermoglicht eine eziente und intelligente Arbitrierung. Auerdem konnen auf demChip
verschiedene Optimierungen (z.B. eine eziente Synchronisation) durchgefuhrt werden.
5. Um das Schnittstellenproblem zu losen, werden bei hohen Prozessorzahlen die Prozessoren mit SP-Bausteinen
als Netzwerkschnittstellen ausgestattet.
Eine Schematische Darstellung der Architekturen ist in Kapitel 1 in Abbildung 1.3.2 zu nden. Sie werden in den
Kapiteln 7 8 und 9 genau beschrieben.
5.2 Das Cache-Koharenz-Protokoll
Die in der Arbeit untersuchten Grundkonzepte konnen fur eine Vielzahl von Snoopy-Protokollen verwendet wer-
den. Fur eine genaue Untersuchung konkreter Architekturen mu man sich allerdings fur ein bestimmtes Protokoll
entscheiden. In der Arbeit wurde dazu das Berkeley-Protokoll ausgewahlt.
Das Berkeley-Protokoll wurde in Kapitel 3 grob beschrieben. Die Grundidee besteht darin, das Schreibrecht
auf eine Cache-Zeile auf einem Prozessor zu beschranken. Dieser sog. Besitzer-Prozessor ist dafur verantwortlich,
den aktuellen Inhalt der Zeile anderen Prozessoren zur Verfugung zu stellen. Da bei der Beschreibung der
Architekturen in den nachfolgenden Kapiteln ein genaues Verstandnis des Protokolls vorausgesetzt wird, wird es
im vorliegenden Abschnitt nochmals detailliert erlautert. Dazu werden zunachst die Zustande, Operationen und
Zustandsubergange genau speziziert. Danach werden die Anforderungen zusammengefat, die das Protokoll an
die Prozessor-Speicher-Koppelung der untersuchten Architekturen stellt.
5.2.1 Die Zustande und Operationen des Berkeley-Protokolls
Die Denition eines Cache-Koharenz-Protokolls beinhaltet drei Dinge: eine Menge von Cache-Zeilen-Zustanden,
eine Menge von zulassigen Ubergangen zwischen diesen Zustanden und eine Menge von Speicher-Operationen. Sie
speziziert die Zustandsubergange einer Cache-Zeile und die durchzufuhrende Speicheroperation in Abhangigkeit
von drei Faktoren:
1. dem Zustand der Zeile
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2. der durch den eigenen Prozessor gestellten Cache-Anfrage und
3. der uber das Prozessor-Speicher Netzwerk empfangenen Speicher-Operationen, die andere Prozessoren auf
einer im eigenen Cache enthaltenen Zeile durchfuhren.
Fur die Beschreibung der Zustandsubergange werden in der Regel zwei Ubergangsdiagramme benutzt. Das eine
zeigt, wie ein Prozessor durch seine Anfragen die Zustande der Zeilen in seinem Cache beeinut. Das andere
gibt an, wie sich die Zustand einer Zeile verandert, wenn ein anderer Prozessor eine Operation auf einem Datum
durchfuhrt, das in dieser Cache-Zeile enthalten ist. Die Ubergangsdiagramme abstrahieren von den Details der
Speicheroperationen. Sie geben lediglich an, da eine bestimmte Anfrage, bzw. Operation zum Ubergang aus
dem einen in den anderen Zustand zur folge hat. Was bei diesem Ubergang zu passieren hat (als da z.B. Daten in
den Cache eingelesen werden mussen) wird nicht durch das Ubergangsdiagramm sondern durch die Beschreibung
der Speicheroperationen angegeben.
Im Nachfolgenden beschreiben wir zunachst die moglichen Cache-Zeilen Zustande des Berkeley-Protokolls und
dessen Bedeutung. Danach wird beschrieben, welche Zustandsubergange und Speicheroperationen durchgefuhrt
werden mussen, wenn ein Prozessor eine Anfrage an seinen Cache stellt. Abschlieend werden die Speicheropra-
tionen erlautert. Dabei wird zum einen dargelegt, welche Funktion sie erfullen. Zum anderen wird beschrieben
welche Auswirkungen sie auf die Caches anderer Prozessoren haben. Zur Verdeutlichung sind in Abbildung 5.1
die beiden Ubergangsdiagramme dargestellt.
Zustande
Im Berkeley-Protokoll kann eine Cache-Zeile vier Zustande haben: Invalid, ReadOnly, PrivateModied und Sha-
redModied. Die einzelnen Zustande werden in der Literatur oft unterschiedlich bezeichnet. In der Arbeit werden
die Bezeichnungen ubernommen, die auch bei der Implementierung und Beschreibung des verwendeten Simulators
benutzt werden. Ihre Bedeutung kann wie folgt zusammengefat werden:
Invalid: Dieser Zustand bedeutet, da die Zeile keine gultigen Daten beinhaltet.
ReadOnly: Die Zeile im ReadOnly-Zustand beinhaltet gultige Daten, auf die allerdings nur lesend zugegrien
werden kann. Der Zustand gibt keine Auskunft daruber, ob sich die Zeile nur in einem oder in mehreren
Caches benden.
PrivateModied: Im PrivateModied Zustand beinhaltet die Zeile gultige Daten, auf die sowohl lesend als auch
schreibend zugegrien werden kann. Der Zustand bedeutet, da sich die Daten nur in diesem einen Cache
benden.
SharedModied: In diesem Zustand benden sich in der Zeile gultige Daten, auf die sowohl lesend als auch
schreibend zugegrien werden kann. Er signalisiert, da Kopien dieser Daten auch in anderen Caches existie-
ren. Allerdings sind alle diese Kopien im ReadOnly Zustand, da immer nur ein Prozessor das Schreibrecht
auf eine Cache-Zeile besitzen kann.
Auswirkung der Prozessoranfragen
Je nachdem, ob der Prozessor auf ein Datum lesend oder schreibend zugreifen mochte, und ob das Datum imCache
vorhanden ist, mussen vier Arten von Operationen unterschieden werden: Read-Hit, Read-Miss, Write-Hit und
Write-Miss. Die Auswirkung dieser Operationen auf die Cache-Zeilen Zustande sowie die durch sie verursachten
Speicheranfragen konnen wie folgt zusammengefat werden:
Read-Hit: Von einem Read-Hit spricht man, wenn die Daten, die der Prozessor lesen mochte im Cache gefunden
wurden. Die Daten werden an den Prozessor ubergeben und es ndet keine Zustandsanderung der Cache-
Zeile statt.
Read-Miss: Bei einem Read-Miss ist das Datum, das gelesen werden soll, nicht im Cache vorhanden. Falls sich
in der zugehorigen Cache-Zeile Daten im SharedModied oder PrivateModied Zustand benden, so wer-
den diese zunachst zuruckgeschrieben (siehe WriteBack-Speicheroperation). Danach werden die benotigten
Daten vom Speichersystem mit einer FetchRead-Speicheroperation eingelesen, in die Cache-Zeile hineinge-
schrieben und an den Prozessor weitergeleitet. Dabei wird der Zustand der neu gelesenen Zeile auf ReadOnly
gesetzt.
























Abbildung 5.1: Die Zustandsubergange des Berkeley Cache-Koharenz Protokolls. Links sind die durch eigene
Prozessoranfragen verursachten ubergange dargestellt. Die rechten Ubergange werden durch Anfragen anderer
Prozessoren hervorgerufen.
Write-Hit: Bei einem Write-Hit soll ein Datum geschrieben werden, da sich bereits im Cache bendet. Was
dabei passiert, hangt von dem Zustand der zugehorigen Cache-Zeile ab. Wenn sich die Zeile im Priva-
teModied Zustand bendet, dann wird der Schreibzugri durchgefuhrt und der Zustand der Zeile bleibt
unverandert. Im Fall des SharedModied Zustands wird eine Invalidate-Nachricht an alle anderen Caches
geschickt und die Zeile geht in den PrivateModied zustand uber. Bei einem Schreibzugri auf eine Zeile
im ReadOnly Zustand wird der Zustand der Zeile in PrivateModied geandert werden. Zuvor mu die
Anderung des Zustandes durch eine Exclusiv-Operation dem System mitgeteilt werden.
Write-Miss: Bei einem Write-Miss ist das zu schreibende Datum nicht im Cache vorhanden. Die entsprechende
Zeile wird daher mittels einer FetchWrite-Operation eingelesen und in den PrivateModied Zustand versetzt.
Der Schreibzugri wird dann auf der neu eingelesenen Zeile im Cache durchgefuhrt.
Die durch Prozessor-Anfragen verursachten Zustandsubergange sind in Abbildung 5.1 verdeutlicht.
Speicheroperationen
Als Speicheroperationen werden alle Operationen betrachtet, bei denen der Prozessor Anforderungen oder Daten
an die Speicherbanke und die Caches anderer Prozessoren schickt. Die Realisierung des Berkeley-Protokolls
erfordert die folgenden funf Arten solcher Operationen
FetchRead: Eine FetchRead Operation wird nach einem Read-Miss durchgefuhrt. Sie liest die benotigte Zeile
in den Cache ein und setzt ihren Zustand auf ReadOnly.
FetchWrite: Die FetchWrite Operation holt eine Cache-Zeile fur einen Schreibzugri. Die Zeile wird also nach
dem Einlesen in den PrivateModied Zustand versetzt.
Exclusive: Die Exclusiv-Operation wird benotigt, wenn ein Prozessor in eine Zeile schreiben mochte, die sich
in seinem Cache im ReadOnly Zustand bendet. Sie teilt allen Prozessoren mit, da sie die Zeile in ihrem
Cache in den Invalid-Zustand versetzten sollen, und fuhrt sie im eigenen Cache in den PrivateModied
Zustand uber.
Invalidate: Eine Invalidate-Operation ndet immer dann statt, wenn ein Prozessor einen Schreibzugri auf eine
Zeile im SharedModied Zustand durchfuhrt. Durch sie werden alle anderen Prozessoren veranlat, die
Zeile in ihren Caches in den Invalid-Zustand zu versetzen.
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WriteBack: Falls ein Prozessor eine Zeile im PrivateModied oder SharedModied Zustand aus seinem Cache
entfernen mochte, dann mu er vorher die Inhalte der Zeile in den Speicher zuruckschreiben. Dies erfolgt
durch eine WriteBack-Operation.
Supply: Die Supply-Operation wird benotigt, wenn ein Prozessor eine FetchRead oder FetchWrite Operation auf
einer Zeile ausfuhrt, die sich im Cache eines anderen Prozessors im PrivateModied oder im SharedModied
Zustand bendet. In diesem Fall sind die im Speicher enthaltenen Daten ungultig. Die Zeile mu daher von
dem Prozessor zur Verfugung gestellt werden, der das Schreibrecht auf sie besitzt. Dazu fuhrt dieser Pro-
zessor eine Supply-Operation durch. Je nachdem, ob die Supply-Operation als Antwort auf eine FetchRead
oder eine FetchWrite Operation durchgefuhrt wurde, wird die Zeile entweder in den SharedModied oder
in den Invalid-Zustand versetzt.
5.2.2 Anforderungen an die Prozessor-Speicher Koppelung
Die Denition des Berkeley-Protokolls basiert auf der Annahme, da die Prozessoren und die Speicherbanke an
einen gemeinsamen, leitungsvermittelnden Bus angeschlossen sind. Sie geht daher davon aus, da
1. jede Speicheroperation fur alle Prozessoren und alle Speicherbanke sichtbar ist und
2. ein Prozessor, der eine Speicheroperation ausfuhrt, bis zur Beendigung der Operation den Bus blockiert, so
da Speicheroperationen nicht parallel ausgefuhrt werden konnen.
Obige Annahmen treen auf die in der Arbeit entwickelten und untersuchten Architekturen nicht zu. Bei der
PHOTOBAR-Architektur werden Nachrichten uber die bidirektionalen P- und M-Kanale an einzelne Prozessoren
und Speicherbanke verschickt. Es ist also nicht jede Nachricht fur alle sichtbar. Auerdem funktionieren die
Netzwerkbausteine nach dem Paketvermittlungsprinzip, so da mehrere Anfragen gleichzeitig bearbeitet werden
konnen. Um trotzdem eine korrekte Ausfuhrung des Berkeley-Protokolls zu garantieren, mussen die Architekturen
die folgenden Anforderungen an den Datenu, die Flukontrolle und das Timing erfullen:
Anforderungen an den Datenu
Der Datenu, der fur die einzelnen Speicheroperationen benotigt wird, ist in Abbildung 5.2 verdeutlicht. Die
Abbildung zeigt fur jede Speicheroperation den Datenu zwischen dem Prozessor, der die Operation durchfuhrt
(P) und den Caches der anderen Prozessoren so wie dem Hauptspeicher. Dabei sind die Caches unterschiedlich
markiert, je nach dem ob, und in welchem Zustand sie das betroene Datum beinhalten. Dabei wird die Groe
der Nachrichten durch die Dicke der Linien angedeutet. Die dunnen Linien symbolisieren Nachrichten, die nur
aus einer Adresse und einem Befehlswort bestehen. Die dicken Linien stellen Nachrichten dar, die einen ganze
Cache-Zeile beinhalten mussen. Zusatzlich wird zwischen zwei Arten von Nachrichten unterschieden: absolut
notwendigen Nachrichten und eventuell verzichtbaren Nachrichten. In die letzte Klasse fallen Nachrichten, die
nur deswegen verschickt werden mussen, weil man nicht wei, welcher Cache welches Datum in welchem Zustand
beinhaltet. Sie konnen im Rahmen einer Optimierung durch Zwischenspeichern geeigneter Informationen in den
Netzwerkbausteinen wegoptimiert werden.
Anforderungen an die Flukontrolle
Die Moglichkeit paralleler Ausfuhrung mehrerer Speicheroperationen fuhrt dazu, da mehrere Anfragen gleich-
zeitig an die gleiche Speicherbank oder den gleichen Prozessor gerichtet werden konnen. Dies kann leicht zur
Uberlastung fuhren, wenn an einer Komponenten mehr Nachrichten ankommen, als sie verarbeiten und zwischen-
speichern kann. Daher mu eine Flukontrolle implementiert werden, die sicherstellt, da die Prozessoren und
die Speicherbanke nie mehr Nachrichten erhalten, als sie in der Lage sind zu verarbeiten. Nachrichten durfen also
nur dann verschickt werden, wenn die betroenen Knoten bereit sind, sie zu verarbeiten.
Anforderungen an das Timing
Das Timing von Operationen ist beim Berkeley-Protokoll nur in einem Fall von Bedeutung: bei den Supply-
Operationen. Wenn sich eine durch Fetch angeforderte Zeile in einem Cache im PrivateModied oder SharedMo-
died Zustand bendet, dann mu der Besitzer die benotigten Daten ubertragen, bevor der Hauptspeicher auf
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Abbildung 5.2: Der fur die Realisierung des Berkeley Cache-Koharenz Prptokolls notwendige Datenu zwi-
schen dem Prozessor, der eine Operation durchfuhrt (P) und den Caches der anderen Prozessoren so wie dem
Hauptspeicher. Die Caches unterschiedlich markiert, je nach dem ob, und in welchem Zustand sie das betroene
Datum beinhalten.
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die Anfrage antworten kann. In einem 'circuit-switched' Bus basierten System wird diese Forderung weitgehend
automatisch erfullt. Dies liegt daran, da
1. die Anforderung den Hauptspeicher und die Prozessoren zur gleichen Zeit erreicht,
2. der Cache die Anfrage schneller bearbeiten kann als der Hauptspeicher,
3. der Cache die Antwort sofort ubertragen kann, da der Bus die ganze Zeit fur die laufende Operation reserviert
ist.
In einem paketorientierten System treen Punkt 1 und 3 nicht unbedingt zu. Die zeitgerechte Durchfuhrung der
Supply-Operationen mu also durch einen gesonderten Mechanismus sichergestellt werden.
5.3 Behandlung der Synchronisation
Fur die Synchronisation gilt genauso wie fur das Cache-Koharenz-Protokoll, da die Grunduberlegungen der
entworfenen Architektur eine Vielzahl von Verfahren zulassen, fur eine detaillierte Architekturstudie aber ein
konkretes Verfahren ausgewahlt werden mu. Wie in Kapitel 2 erlautert, kann die Synchronisation entweder mit
Hilfe eines speziellen Synchronisationsnetzwerkes oder uber den Speicher realisiert werden. Damit eine Speicher-
basierte Realisierung moglich ist, mu das Speichersystem entweder grundsatzlich sequentiell konsistent sein,
oder es mu fur die Synchronisation spezielle Operationen zur Verfugung stellen. Die vorliegende Arbeit geht
davon aus, da das Speichersystem eigene Operationen fur die Realisierung von Sperren zur Verfugung stellt.
Fur diese Entscheidung gibt es zwei Grunde. Der wichtigste Grund ist die Tatsache, da sich solche Operationen
mit Hilfe der betrachteten Architekturen besonders ezient realisieren lassen. Dies wird in den nachfolgenden
Kapiteln eingehend diskutiert. Zum anderen wird dieser Ansatz auch in dem, fur die Bewertung der Architekturen
verwendeten Simulationssystem verfolgt.
Fur die Implementierung von Sperren werden zwei neue Speicheroperationen zur Verfugung gestellt: ein LOCK-
Befehl und ein UNLOCK-Befehl. Diese Befehle konnen direkt in den Maschinencode eines Programms eingefugt
werden. Sie werden vom Prozessor an den Cache-Kontroller und von dort an das Speichersystem weitergegeben.
Sie bekommen beide als Argument die Adresse einer Sperrvariable und haben die folgende Funktion:
LOCK-Befehl: Eine LOCK-Operation pruft zunachst den Wert, der an der angegeben Adresse gespeichert ist.
Falls dieser 0 ist, wird er auf 1 gesetzt und die Operation liefert eine Erfolgsmeldung zuruck. Damit
wird die Sperre von dem Urheber der Operation in Besitz genommen. Anderenfalls wird ein Fehlschlag
zuruckgemeldet.
UNLOCK-Befehl: Die UNLOCK-Operation setzt die Variable an der angegeben Adresse auf 0 zuruck. Sie gibt
die Sperre also frei.
Die obigen Operationen werden in der Speicherbank ausgefuhrt, ohne da irgendwelche Daten im Cache zwi-
schengespeichert werden.
5.4 Die Simulationsumgebung
Mit der Simulation werden in der Arbeit zwei Ziele verfolgt: In erster Linie soll gezeigt werden, wie gut die ent-
worfenen Architekturen skalierbar sind und wie ihre Ezienz von den Technologieparametern abhangt. Daruber
hinaus soll die Simulation die Korrektheit der Systeme untermauern. Um das erste Ziel zu erreichen, mu die
Simulationsumgebung drei Anforderungen erfullen:
1. Sie mu auf einem reprasentativen Satz von Benchmark-Programmen basieren.
2. Bei der Simulation der parallelen Ausfuhrung der Benchmarks mu das Speicherverhalten realitatsgetreu
nachgebildet werden. Dabei mu insbesondere die Verteilung der Zugrie auf den Cache und den Haupt-
speicher korrekt simuliert werden.
3. Es mussen die Antwortzeiten der opto-elektronischen Verbindungsstruktur und des Speichersystems auf die
Speicheranfragen simuliert werden.
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Fur die Simulation der Korrektheit ist es zusatzlich notwendig, den Weg der Datenpakete durch das System genau
nachzubilden. Das heit, da die Architektur der Simulationssoftware die untersuchte Architektur des Netzwerks
nachahmen mu.
Um die obigen Anforderungen zu erfullen, wurden in der Arbeit ausgewahlte SPLASH-2 Benchmarks [187]
und eine entsprechend erweiterte Version des LIMES [176] Multiprozessor-Simulators benutzt. Fur die Wahl
der Benchmarks waren drei Faktoren entscheidend: die weite Akzeptanz der SPLASH-2 als Ma fur die Lei-
stungsfahigkeit von Multiprozessoren, die Verfugbarkeit einer genauen Charakterisierung des Laufzeitverhaltens
der einzelnen Programme und die Verfugbarkeit von optimierten Implementierungen, die mit minimalen Anpas-
sungen in der verwendeten Simulationsumgebung ausfuhrbar waren. Bei der Auswahl des Simulators ging es vor
allem um die Ezienz und eine einfache Erweiterbarkeit.
Im Nachfolgenden werden zunachst die verwendeten Benchmarks genauer beschrieben. Danach werden der
Aufbau des LIMES-Simulators und die im Rahmen der Arbeit durchgefuhrten Erweiterungen erlautert.
5.4.1 Die Benchmarks
Die SPLASH-2 Benchmarksammlung wurde an der Stanford-Universitat im Rahmen des FLASH-Projektes (siehe
3.6.2) zusammengestellt. Sie beinhaltet vier Kerns und acht groere Anwendungsprogramme. Die Programme
wurden so ausgewahlt, das sie fur ein moglichst breites Spektrum von Problemen reprasentativ sind. Das beson-
dere an der SPLASH-2 Sammlung ist, da nicht nur die Ausfuhrungszeit und die Beschleunigung der Programme
gemessen wurden, sondern das gesamte Speicherverhalten genau untersucht wurde.
Im Nachfolgenden werden zunachst die verwendeten Programme und ihre Implementierung beschrieben. Da-
nach werden das Speicherverhalten der Programme sowie ihre Ezienz auf einem idealen Parallelrechner erlautert.
Benchmark-Programme und ihre Implementierung
Im Rahmen der Arbeit werden fur die Architekturbewertung alle Kerns und zwei Anwendungen verwendet.
Die Einschrankung auf diese beiden Anwendungen wurde durch den Simulationsaufwand bedingt. Alle anderen
Anwendungen sind so rechenintensiv, da eine Simulation fur groere Prozessorzahlen nicht in vertretbarer Zeit
moglich gewesen waren. Bei der Simulation wurden die in [187] empfohlenen Problemgroen verwendet. Die
Funktionalitat und Problemgroe der verwendeten Benchmarks kann wie folgt zusammengefat werden:
FFT: Das Programm berechnet eine komplexe 1D-FFT Transformation. Die normale Problemgroe ist 162.
Radix: Dieser Kern implementiert den parallelen Radix-Sortieralgorithmus. Er wird standardmaig mit 220
Ganzzahlen betrachtet.
LU: Der LU-Kern faktorisiert eine dicht besetzte nn Matrix. Dabei wird standardmaig eine 512512 Matrix
betrachtet.
Cholesky: Das Programm fuhrt eine Cholsky-Zerlegung einer schwach besetzten n n Blockmatrix durch.
Water: Das Water-Programm ist eine Simulation des Verhaltens von n Wasserteilchen. Sie hat den Aufwand
O(n2).
Ocean: Dies ist eine Simulation von groachigen Meeresstromungen. Sie basiert auf einem Gitterverfahren.
Die Standardgroe betragt 512 Gitterpunkte.
Fur die obigen Benchmarks existiert eine C-Implementierung fur ein Thread-basiertes Programmiermodell mit
einfachen Synchronisationsoperationen. Um diese Implementierung auf einem bestimmten System laufen zu
lassen, mussen lediglich einige wenige systemspezische Makros implementiert werden. Dazu gehoren die Syn-
chronisationsoperationen sowie Makros zur Erzeugung und Vernichtung von Threads. Die Verwendung dieser
Standardimplementierung zur Bewertung von Architekturen hat den Vorteil, da die Wahrscheinlichkeit einer
Verfalschung der Ergebnisse geringer wird. Hinzu kommt, da die Ergebnisse dann besser mit anderen Arbeiten
vergleichbar sind. Aus diesen Grunder wurde in der vorliegenden Arbeit die Standardimplementierung verwendet.
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Absolute Anazahl in Millionen Cache-Aussetzraten
Programm Instr. Read Write 1 2 4 8 16 32 64
cholesky 539,17 75,87 23,31 0,18 0,20 0,25 0,34 0,46 0,65 0,89
t 34,79 4,05 2,87 1,98 1,55 1,17 1,05 1,11 1,15 1,16
lu 494,05 93,20 44,74 0,39 0,20 0,02 0,04 0,07 0,11 0,15
ocean 379.93 80,26 17,27 3,57 2,76 1,88 1,38 0,80 0,64 1,18
radix 50,99 12,06 7,03 2,35 2,35 1,87 1,39 1,41 1,57 2,20
water 460,52 69.07 26.60 0,0001 0,01 0,02 0,03 0,06 0,11 0,20
Abbildung 5.3: Die Speicherzugrischarachteristikder SPLASH-2 Benchmarks (aus [187] und [179]). Die zweite Spalte zeigt die
absolute Anzahl von Prozessoroperationen. die dritte und vierte die Anzahl darunter bendlicher Lese- bzw. Schreiboperationen.
Alle diese Angaben sind in Millionen. Die Spalten Zeigen die Cache-Aussetzraten der Programme in Abhangigkeit von der Anzahl
der Prozessoren. Die Raten sind in Prozent angegeben.
Speicherzugris-Charakteristik der Programme
Fur das Verstandnis des Leistung der Programme und fur die theoretische Betrachtung ihrer Ezienz sind Kennt-
nisse des Speicherzugrismusters notwendig. Dabei geht es vor allem darum, wie oft ein Prozessor auf den Speicher
zugreift und damit das Speichersystem belastet. Dies ergibt sich aus dem Verhaltnis von Speicheroperationen zu
anderen Prozessoroperationen sowie der Cache-Aussetzrate. Beide Werte wurden in [187] und [179] fur jedes der
obigen Programme untersucht. Da die Aussetzrate auch von der Anzahl der Invalidierungen abhangt, wurde sie fur
verschiedene Prozessorzahlen untersucht. Das Ergebnis dieser Untersuchung ist in Tabelle 5.3 zusammengefat.
Beschleunigung auf einem idealen Parallelrechner
Um die Ezienz der Programme auf den untersuchten Architekturen zu bewerten, wird ein Vergleichsmastab
benotigt. Dieser Mastab mu so gewahlt werden, da ein Vergleich mit den untersuchten Architekturen die
Inezienzen des parallelen Speichersystems widerspiegelt. In vielen Arbeiten wird dazu das PRAM-Modell als der
ideale Parallelrechner verwendet. Dabei wird die Ausfuhrungszeit der betrachteten Benchmark-Programme auf
einer PRAM fur verschiedene Prozessorzahlen ermittelt und dann mit der Ausfuhrungszeit auf den untersuchten
Architekturen verglichen. Der Nachteil dieses Ansatzes besteht darin, da imPRAM-Model kein Cache vorhanden
ist und alle Speicherzugrie in einem Prozessorzyklus ausgefuhrt werden. Dies fuhrt dazu, da die Ergebnisse
durch Eekte verfalscht werden, die nichts mit dem parallelen Speichersystem zu tun haben, und allein auf das
Vorhandensein des Caches zuruckzufuhren sind:
1. Mit steigender Prozessorzahl nimmt die absolute Cache-Menge zu. Bei vielen Anwendungen wird dadurch
mit steigender Prozessorzahl die Anzahl der Hauptspeicherzugrie geringer. Es kann sogar passieren, da
ein Programm plotzlich vollstandig aus dem Cache lauft. Dadurch ist eine Beschleunigung zu beobachten,
die nichts mit der parallelen Ausfuhrung zu tun hat. Wegen dem groen Latenzunterschied zwischen dem
Cache und dem Hauptspeicher kann diese Beschleunigung so gro sein, da sie die Inezienzen des parallelen
Speichersystem uberschattet.
2. Bei einem System mit hoher Hauptspeicherlatenz verbringen die Prozessoren in Programmteilen, die nicht
aus dem Cache laufen konnen, einen Groteil ihrer Zeit mit dem Warten auf den Hauptspeicher. In vielen
Anwendungen kommen solche Programmteile vor allem in den parallel ausfuhrbaren Programmbereichen
vor. Dies bedeutet, da der Zeitanteil der parallelisierbaren Programmteile an der Gesamtausfuhrungszeit
deutlich hoher ist als bei der PRAM.
Bei einigen vom Autor durchgefuhrten Experimenten haben die obigen Faktoren dazu gefuhrt, da die Beschleu-
nigung auf den untersuchten Architekturen besser als bei der PRAM war (die absolute Ausfuhrungszeit war
naturlich langer). Um das Problem zu umgehen, wird in der vorliegenden Arbeit als Vergleichsmastab ein
ideales Speichersystem mit Cache verwendet. In einem solchen System besitzen die Prozessoren einen Cache
und Hauptspeicherbanke, die mit der untersuchten Architekturen identisch sind, also die gleiche Groe, Latenz,
Zeilenlange, etc. besitzen. Auch das Cache-Koharenz-Protokoll ist gleich. Allerdings ist die Dauer eines jeden
Hauptspeicherzugris immer gleich und durch die feste Latenz gegeben. Diese Latenz gibt nur die DRAM-Latenz
wieder. Sie beinhaltet keine Netzwerklatenz und hangt nicht vom Zugrismuster der Prozessoren ab. Es ist also
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sichergestellt, da die Laufzeitunterschiede zwischen dem idealen System und den untersuchten Architekturen al-
lein auf die Inezienzen des parallelen Speichersystems (Netzwerklatenz, Sequentialisierung, etc.) zuruckzufuhren
sind.
Die Ergebnisse der Simulation der ausgewahlten Benchmarks mit einer solchen idealen Architektur sind in
Abbildungen 5.4 und 5.5 dargestellt. Dabei wurde ein Cache von 1MB mit einer Zeilenlange von 64Byte und
einer Zugriszeit von einem Zyklus verwendet. Die Speicherlatenz wurde auf 30 Prozessorzyklen gesetzt. Diese
Werte entsprechen denen, die bei der Simulation der untersuchten Architekturen benutzt werden.
5.4.2 Der LIMES-Simulator
Das LIMES-System [176] ist ein Simulator fur Intel x86 basierte Multiprozessoren mit gemeinsamemSpeicher und
einem Thread-parallelen Programmiermodell. Im Gegensatz zu vielen anderen Simulatoren, die den Prozessor in
Software emulieren und die Anweisungen interpretieren, werden beim LIMES die Anweisungen tatsachlich vom
Prozessor ausgefuhrt. Dies fuhrt zu einer hohen Ezienz der Simulation, die die Ausfuhrung komplexer Anwen-
dungen bei hoher Prozessorzahl und realistischen, groen Datensatzen erlaubt. Die Ausfuhrung eines Programms
auf P Prozessoren wird durch ein abwechselndes, sequentielles Ausfuhren der Anweisungen der simulierten Pro-
zessoren nachgeahmt. Um die Simulation des Speichersystems zu ermoglichen, wird die Ausfuhrung bei jedem
Speicherzugri unterbrochen. Dazu wird durch einen speziellen Binder in den Assemblercode des simulierten
Programms vor jede Speicheranweisung eine geeignete Sprunganweisung eingefugt.
Der LIMES-Simulator besteht aus zwei Teilen: dem Kern und einem Speichersimulator. Der Kern erfullt
drei Funktionen: die Messung der Simulationszeit, das Scheduling der Anweisungen der simulierten Prozessoren
auf dem echten Prozessor und die Kommunikation mit dem Speichersimulator. Der Speichersimulator ermittelt
die Kosten der Speicherzugrie, und zwar unter Berucksichtigung aller, zum gegebenen Zeitpunkt im System
bendlichen Speicheranfragen. Um ein Verstandnis der im Rahmen der Arbeit durchgefuhrten Erweiterungen zu
ermoglichen, wird im Nachfolgenden kurz beschrieben, wie die obigen Funktionen im LIMES-Simulator realisiert
sind. Eine genaue Beschreibung des Aufbaus und der Funktionsweise der LIMES-Komponenten ist in [176] zu
nden.
Zeitmessung
Die Zeitmessung mu zwei Dinge berucksichtigen. Zum einen kann die Zeit nicht mit Hilfe der Systemuhr gemessen
werden, da die Speicherzugrie in Software simuliert werden. Zwischen der Systemzeit und der simulierten
Speicherzugriszeit besteht also keine Korrelation. Aus diesem Grund benutzt LIMES fur die Berechnung der
Simulationsdauer einen eigenen Zahler: die simulierte Systemzeit. Zum anderen werden die parallelen Aktivitaten
der simulierten Prozessoren und des Speichersystems in Wirklichkeit abwechselnd, sequentiell durchgefuhrt. D.h.,
da sich der Simulator fur jeden simulierten Prozessor merken mu, bis zu welchem Zeitpunkt ihre Aktivitat
bereits simuliert wurde. Zu diesem Zweck besitzen jeder Prozessor und der Speichersimulator einen eigenen
Zahler: die lokale simulierte Zeit.
Um einen Bezug zwischen der simulierten und der echten Systemzeit herzustellen nimmt LIMES an, da jede
Anweisung (Speicherzugrie ausgenommen) genau einen Zyklus benotigt. Die Bearbeitungszeit der Programmtei-
le, die nicht auf den Speicher zugreifen, kann dann durch Zahlen der ausgefuhrten Anweisungen bestimmt werden.
Dazu wird der Assemblercode des simulierten Programms entsprechend instrumentiert.
Scheduling
Die einfachste Moglichkeit, eine parallele Programmausfuhrung zu simulieren, besteht darin, abwechselnd jeweils
eine Anweisung eines jeden simulierten Prozessors und einen Schritt der Speichersimulation auszufuhren. Leider
ist dieses Verfahren sehr inezient. Dies liegt darin, da der Wechsel von der Ausfuhrung des Programms
eines simulierten Prozessors zu einem anderen bzw. zur Speichersimulation (Kontextwechsel) mit einem nicht
vernachlassigbarem Verwaltungsaufwand verbunden ist. Um diesem Problem aus dem Weg zu gehen, fuhrt
LIMES einen Kontextwechsel erst dann aus, wenn ein simulierter Prozessor zu einer Speicheranweisung kommt.
Die Simulation ndet dabei in zwei, sich abwechselnden Phasen statt: einer Programmausfuhrungsphase und einer
Speichersimulationsphase. In der ersten Phase werden die Anweisungen eines jeden zur Ausfuhrung bereiten
simulierten Prozessors so lange ausgefuhrt, bis er auf einen Speicherzugri trit, und dann blockiert. Dabei
wird nicht zwischen Cache-Hits und Cache-Misses des echten Prozessors unterschieden. D.h., da die simulierte
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Abbildung 5.4: Die Ausfuhrungszeit (in Zyklen) der untersuchten Benchmarks in Abhangigkeit von der Prozessorzahl fur ein
ideales Speichersystem mit Cache. Der Simulation basiert auf einer Speicherlatenz von 30 Zyklen und einer Cache Latenz von
1 Zyklus.
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Abbildung 5.5: Die Beschleunigung der untersuchten Benchmarks in Abhangigkeit von der Prozessorzahl fur ein ideales
Speichersystem mit Cache. Der Simulation basiert auf einer Speicherlatenz von 30 Zyklen und einer Cache Latenz von 1 Zyklus.
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Ausfuhrung unabhangig davon blockiert wird, ob sich das benotigten Datum im Cache des echten Prozessor
bendet oder nicht. Die Speichersimulation kann so sowohl die Caches der einzelnen simulierten Prozessoren, als
auch das Netzwerk und die Hauptspeichermodule berucksichtigen. Sobald alle simulierten Prozessoren blockiert
sind, werden dem Speichersimulator die Daten der Speicherzugrie ubergeben. In der zweiten Phase wird die
Speichersimulation vorangetrieben, und zwar beginnend mit dem Zeitpunkt, in dem sie beim letzten Aufruf des
Speichersimulators beendet wurde. Sie wird solange vorangetrieben, bis ein oder mehrere Speicherzugrie beendet
sind. Daraufhin werden die simulierten Prozessoren, deren Zugrie beendet wurden, als bereit fur die Ausfuhrung
markiert und die Simulation wird mit dem ersten Schritt fortgesetzt.
Der Kern und die Speichersimulation
Bei dem LIMES-System sind die tatsachliche Ausfuhrung der Speicheroperationen und die Simulation ihrer Kosten
getrennt. Die tatsachliche Ausfuhrung wird vom (echten) Prozessor wahrend der Programmausfuhrungsphase
vorgenommen, wobei auf den echten Speicher zugegrien wird. Die Simulation der Zugriskosten wird durch den
Speichersimulator erledigt. Wie oben dargelegt, wird sie immer dann gestartet, wenn alle simulierten Prozessoren
bei der Programmausfuhrung zu einer Speicheranweisung gelangt sind. Der Kern macht keine Annahmen uber
die interne Funktion der Speichersimulation. Er verlangt lediglich, da die Simulationsroutine
1. sich an die im Kern denierte Aufrufschnittstelle halt,
2. pro Aufruf die Simulation so weit vorantreibt, wie das simulierte System innerhalb eines Prozessorzyklus
vorankommen kann (Operationen, die mehrere Prozessorzyklen benotigen, werden also im Verlauf mehrerer
Aufrufe simuliert),
3. bei der Ruckkehr dem Kern mitteilt, ob, und wenn ja, welcher Speicherzugri erfolgreich beendet wurde.
Dies erlaubt die Einbindung einer breiten Palette von Speichersimulatoren, ohne da der Kern modiziert
werden mu.
Im LIMES integrierte Speichersimulatoren
Das LIMES-System beinhaltet einen Speichersimulator fur Bus-basierte Systeme mit drei verschiedenen Snoopy
Cache-Koharenz-Protokollen: einem einfachen WTI-Protokoll, dem Berkely-Protokoll und dem Dragon-Protokoll.
Der Simulatormodelliert die Komponenten des Speichersystems mit Hilfe von 3 Klassen: einer generischen Cache-
Speicher Klasse (Cache), einer Klasse , die den Cache-Kontroller und das Cache-Koharenz-Protokoll implementiert
(xxx Cache, wobei xxx durch die Bezeichnung des Cache-Koharenz-Protokolls ersetzt wird) und einer Bus-Klasse
(Bus). Die xxx Cache- und Bus-Klassen besitzen fur den Datenaustausch untereinander und die Kommunikation
mit den simulierten Prozessoren spezielle Ein-/Ausgabefelder, die den Ein-/Ausgabekanalen der entsprechen-
den Komponenten nachempfunden sind. Dabei wird fur die Darstellung von Busnachrichten eine eigene Klasse,
Channel Signals, verwendet, die die Daten und Kontrolleitungen des Busses modelliert. Der Ablauf der Si-
mulation und der Datenu zwischen den Ein-/Ausgabefeldern der einzelnen Komponenten werden durch eine
Kontrollklasse bewaltigt (Topology). Sie versteckt die Topologie des Systems und die Details der Kommuni-
kation vor den anderen Klassen, die dadurch in verschiedenen Systemvarianten unverandert eingesetzt werden
konnen. So liee sich das einfache Bussystem z.B. ohne Veranderungen in den Cache- und Bus-Klassen zu einer
Multibusarchitektur umfunktionieren. Die Funktion dieser Klassen kann wie folgt zusammengefat werden:
Topology-Klasse: Die Topology-Klasse ist fur drei Dinge zustandig: den Aufbau des Systems gema der vorge-
gebenen Topologie, die Kontrolle des Simulationsablaufs, und den Datentransfer zwischen den Komponen-
ten. Ersteres beinhaltet die Erzeugung einer Instanz der xxx Cache-Klasse fur jeden simulierten Prozessor,
sowie die Erzeugung und Initialisierung einer Instanz der Bus-Klasse. Die Kontrolle des Simulationsablaufs
erfolgt mit Hilfe von cycle-Methoden, die die xxx Cache- und Bus-Klassen zur Verfugung stellen mussen.
Sie werden von der Topology-Klasse aufgerufen, um einen Zyklus der jeweiligen Komponente zu simulieren.
Fur die Kommunikation stellt die Topology-Klasse Methoden zur Verfugung, mit denen die anderen Sy-
stemkomponenten die an sie gerichteten Nachrichten lesen konnen. Diese Methoden ubertragen die Daten
aus den entsprechenden Ausgabefeldern der Quelle in das geeignete Eingabefeld des Aufrufers. Um welche
Felder es sich dabei handelt, hangt von der Topologie und der Funktionsweise des Speichersystems ab.
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Cache-Klasse: Diese Klasse ist fur die Verwaltung des eigentlichen Cache-Speichers zustandig. Sie beinhaltet
unter anderem Methoden zum Einfugen einer Zeile in den Cache, zur Veranderung ihres Zustands und zur
Uberprufung, ob, und in welchen Zustand sich eine Adresse im Cache bendet. Die Cache-Klasse abstrahiert
von der Lange, und den moglichen Zustanden der Cache-Zeile.
xxx Cache-Klasse: Fur jeden simulierten Prozessor wird bei der Simulation des Speichersystems eine Instanz
der xxx Cache-Klasse erzeugt. Sie implementiert die gesamte Cache-Verwaltung des zugehorigen Prozessors
auf der Basis eines bestimmten Cache-Koharenz-Protokolls. Um welches Protokoll es sich dabei handelt,
kann an demPrax abgelesen werden, der anstelle der xxx in den Namen eingesetzt wird (also z.B. WTI Cache
fur das WTI-Protokoll).
Die xxx Cache-Klasse mu die Anfragen des zugehorigen Prozessors lesen, bearbeiten und den Kern be-
nachrichtigen, sobald die Anfrage befriedigt wurde. Zu diesem Zweck beinhaltet sie eine Instanz der Cache-
Klasse, sowie jeweils eine Kommunikationsschnittstelle fur den Kern und den Bus. Die Busschnittstelle
besteht aus zwei Feldern vom Typ Channel Signals: einen fur die Ausgabe auf den Bus, und einen fur die
Eingabe. Liegt an der Kern-Schnittstelle eine Anfrage vor, so wird zunachst gepruft, ob, und in welchem
Zustand sich die entsprechende Zeile im Cache-Speicher bendet. Dazu wird eine entsprechende Methode
der Cache-Klasse aufgerufen. Kann die Anfrage aus dem Cache befriedigt werden, so wird eine 'Fertig'-
Meldung an die Kern-Schnittstelle weitergegeben und die Anfrage als erledigt betrachtet. Anderenfalls wird
uber den Bus-Ausgabekanal der Zugri auf den Bus angefordert. Sobald dieser gewahrt wird, erscheint im
Bus-Eingabekanal eine entsprechende Benachrichtigung. Daraufhin schreibt die xxx Cache die benotigte
Busanfrage in den Ausgabekanal und wartet darauf, da die Antwort des Speichersystems auf dem Bus-
Eingabekanal erscheint. Sie fugt dann die neuen Daten in den Cache ein und benachrichtigt den Kern uber
den entsprechenden Kanal, da die Anfrage erfolgreich beendet wurde.
Neben der Bearbeitung der Kern-Anfragen mu die xxx-Cache-Klasse die Zustande der Cache-Zeilen in
Abhangigkeit von den Bus-Operationen gema der Spezikation des jeweiligen Cache-Koharenz-Protokolls
verandern. Um dies zu ermoglichen, wird sichergestellt (siehe unten), da jede uber den Bus ubertragene
Schreibanfrage in dem Bus-Eingabekanal einer jeden Instanz der xxx Cache-Klasse erscheint. Sie pruft
dann mit Hilfe der Cache-Klasse, ob die zugehorige Cache-Zeile in dem eigenen Cache vorhanden ist und
modiziert bei Bedarf ihren Zustand.
Bus-Klasse: Die Bus-Klasse modelliert einen Bus, an den eine Speicherbank angeschlossen ist. Sie besteht aus
einem Ein- und einem Ausgabekanal sowie einem Arbiter.
5.4.3 Simulation des opto-elektronischen Speichersystems
Im Rahmen der Arbeit wurden die Simulation des Cache-Koharenz-Protokolls und des Hauptspeichersystems neu
entwickelt und implementiert. Bei der Implementierung kam es vor allem auf zwei Aspekte an: die Zuverlassigkeit
der Simulation und die Moglichkeit, durch die Simulation die Korrektheit der Protokolle zu untermauern.
1. Da der LIMES -Simulator ausgiebig getestet und veriziert wurde [176], wurde versucht, so viele Funktionen
wie moglich aus dem bestehenden Original-Simulator unverandert zu ubernehmen. Dazu gehoren der Kern
und die Simulation der Cache-Speicher. Der Aufbau und die grundlegenden Datenstrukturen der Speicher-
simulation wurden ebenfalls beibehalten, allerdings mit einigen Veranderungen. Lediglich die Simulation
des opto-elektronischen Speichersystems wurde neu implementiert.
2. Der Weg der Speicheroperationen durch das opto-elektronische Speichersystem wurde nach dem Prinzip
eines Ereignis-gesteuerten Simulators realisiert. Dabei werden Instanzen einer Klasse, die die Speicher-
anfragen darstellen, durch Instanzen von Klassen 'durchgereicht', die die einzelnen Systemkomponenten
simulieren. Das Durchreichen ist so realisiert, da es den physikalischen Nachrichtenu moglichst genau
nachbildet. Dazu gehort auch, da Fehler in der Flukontrolle und in dem Kommunikationsprotkoll genauso
wie in einem echten Netzwerk zum Verlust von Nachrichten oder Verklemmungen fuhren konnen.
Im Nachfolgenden werden zunachst der Aufbau und der Ablauf der Simulation im Uberblick beschrieben. Danach
wird die Nachbildung der einzelnen Komponenten des Speichersystems erlautert.
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Aufbau der Simulation
Fur die Modellierung des opto-elektronischen Speichersystems wurde dem Simulator fur jede Art von System-
komponenten eine eigene Klasse (Komponenten-Klasse) hinzugefugt. Dazu gehoren eine Cache-Kontroller-Klasse
fur das Berkeley Cache-Koharenz-Protokoll (Berk Cache), eine Klasse fur die Netzwerkkanale (Net Channel),
eine fur die Schnittstellen zwischen dem Prozessor und dem Netzwerk (PIU), eine fur die Netzwerkschnittstel-
le von Speicherbanken (MIU), und eine fur den SP Chip (OEBUS). Jede der obigen Klassen besitzt eine Reihe
von Eingabefeldern, eine Reihe von Ausgabefeldern und eine cycle-Methode. Die Ein-/Ausgabefelder dienen
zur Modellierung der Kommunikationskanale, uber die die einzelnen Komponenten in dem simulierten System
miteinander verbunden sind. So besitzt z.B. die OEBUS-Klasse ein Eingabefeld fur jeden optischen Eingabekanal
und ein Ausgabefeld fur den optischen Broadcastkanal. Die cycle-Methode simuliert einen Zyklus der jeweiligen
Komponente.
Bei der Simulation einer konkreten Systemvariante wird fur jede Komponente des Systems eine Instanz der ent-
sprechenden Klasse erzeugt. Um das System moglichst vielseitig zu gestalten, werden in Anlehnung an die original
LIMES-Speichersimulation die Topologie des Verbindungsnetzwerks und die Kontrolle des Simulationsablaufs in
die Kontrollklasse Topology ausgelagert.
Ablauf der Simulation
Nach dem Aufruf des Speichersimulators werden zunachst die anstehenden Speicheranfragen vom Kern gelesen.
Daraufhin wird die Simulation solange vorangetrieben, bis einer der simulierten Cache-Kontroller in seinem Aus-
gabefeld anzeigt, da seine Speicheranfrage erfolgreich beendet wurde. Dies erfolgt in Schritten, die jeweils einem
Prozessorzyklus entsprechen. Diese Schritte werden von dem Simulator mitgezahlt und bei der Ruckkehr in den
Kern diesem mitgeteilt. Sie werden dann zu der Ausfuhrungszeit des Programms dazuaddiert.
Der Ablauf einer Speicheroperation wird simuliert, indem eine Instanz der Channel Signals-Klasse, durch die
Instanzen der Komponenten-Klassen durchgereicht wird. Die Channel Signals stellt die Speicheranfrage dar,
und beinhaltet all die Informationen, die zu ihrer Durchfuhrung notwendig sind. In jedem Zyklus der Simulation
werden die cycle-Methoden aller Komponenten-Klassen Instanzen in einer geeigneten Reihenfolge aufgerufen.
Diese Methode simuliert die Funktionsweise der jeweiligen Komponenten in drei Schritten.
1. Im ersten Schritt werden alle an die Komponente gerichteten Nachrichten in die dafur bestimmten Einga-
befelder eingelesen.
2. Im zweiten Schritt werden unter Berucksichtigung dieser Nachrichten die fur einen Zyklus vorgesehenen in-
ternen Operationen durchgefuhrt. Dabei wird u.a. ermittelt, ob, und wohin die Nachrichten weitergeschickt
werden sollen.
3. Die Nachrichten, die zur Weitergabe bereit sind, werden in die Ausgabefelder kopiert, die zu den entspre-
chenden Ausgabekanalen gehoren. Diese Daten werden im nachsten Simulationszyklus in die Eingabefelder
der entsprechenden Komponenten eingelesen.
Den Ausgangs- und Endpunkt bei der Simulation einer Speicheranfrage bildet immer eine Instanz der Cache-
Kontroller-Klasse Berk Cache . Eine Anfrage, die nicht aus dem Cache befriedigt werden kann, wird von der
Berk Cache an eine Instanz der PIU-Klasse weitergegeben, die sie an eine Instanz der Netzwerk-Kanal-Klasse
Net Channel weiterleitet. Da an den Ausgabekanal eines Cache-Kontrollers in der Regel nur der SP Chip an-
geschlossen ist, gelangt die Anfrage von dort in eine Instanz der OEBUS-Klasse. Von dort geht es wieder in eine
Instanz der Net Channel-Klasse. Daraufhin wird sie in die Eingabefelder aller, an diesem Kanal angeschlosse-
nen Komponenten kopiert. Im Falle eines einfachen Bussystems mit nur einem Broadcast-Kanal handelt es sich
dabei um die simulierten Netzwerkschnittstellen aller Cache-Kontroller und Speicherbanke, also alle im System
vorhanden Instanzen der PIU-, MIU-Klassen. Dabei passieren gleichzeitig zwei Dinge:
1. Die MIU-Instanzen uberprufen, ob es sich um eine Anfrage an ihre Speicherbank handelt. Trit dies fur
eine bestimmte Instanz zu, dann ubernimmt sie die Anfrage. Sie wartet zunachst so viele Zyklen ab,
wie die Speicherlatenz betragt und schickt die Antwort an die Instanz der Net Channel-Klasse, die den
Netzwerkkanal zwischen der Speicherbank und dem SP-Chip reprasentiert. Von dort gelangt die Antwort
zuruck zu dem simulierten SP-Chip.
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2. Die simulierten Prozessorschnittstellen betrachten die Art der Operation und schicken die Nachricht gege-
benenfalls an die zugehorige Berk Cache Instanz. Diese benutzt sie entweder zur Cache-Koharenz Prufung
oder fuhrt eine Supply-Operation durch. Im letzteren Fall wird das Ergebnis, wie oben fur eine Spei-
cheranfrage beschrieben, uber die entsprechenden PIU- und Net Channel-Instanzen an die OEBUS-Klasse
zuruckgeschickt.
Wenn der SP eine Antwort erhalten hat, dann schickt er sie auf den Weg zuruck zu dem Cache-Kontroller, der sie
abgeschickt hatte. Bei einem einfachen Bussystem bedeutet dies, da die Anwort zunachst an die Net Channel-
Klasse weitergegeben wird, die den Broadcast-Kanal darstellt. Von dort wird sie wieder in die entsprechenden
Eingabefelder aller PIU- und MIU-Instanzen kopiert.
Simulation der Cache-Kontroller
Der Cache-Kontroller besitzt ein Ein-/Ausgabefeld fur die Kommunikation mit dem, durch den Kern simulierten
Prozessor, und eines fur den Datenaustausch mit der Netzwerkschnittstelle. Auerdem beinhaltet er eine Instanz
der Cache-Klasse fur die Simulation des eigentlichen Cache-Speichers.
Zu Beginn eines jeden Simulationszyklus einer Instanz der Berk Cache-Klasse werden mit Hilfe der Kontroll-
klasse alle an den Cache-Kontroller gerichteten Nachrichten in die entsprechenden Eingabefelder kopiert. Dazu
gehoren alle im Ausgangsfeld der zugehorigen Netzwerkschnittstelle (=Instanz der PIU-Klasse) vorhanden Nach-
richten sowie, falls vorhanden, die vom simulierten Prozessor kommende Speicheranfrage. Daraufhin wird die fur
die Erhaltung der Cache-Koharenz zustandige Methode aufgerufen. Sie uberpruft fur jede der neuen Nachrichten,
ob sie zu einer Veranderung des Zustands einer Cache-Zeile fuhrt und nimmt bei Bedarf diese Veranderung vor.
Als letztes wird die Simulation der Speicheranfrage um einen Zyklus vorangetrieben. Diese Simulation erfolgt in
zwei Stufen. In der ersten Stufe wird gepruft, ob die Anfrage aus dem Cache befriedigt werden kann. Ist dies
der Fall, so wird eine Erfolgsmeldung in das Ausgabefeld zum Prozessor geschrieben und der Zugri ist beendet.
Der Speicherzugri dauert dann nur einen Zyklus. Anderenfalls wird gema der Spezikation des Berkeley-
Protokolls eine geeignete Anfrage an das Speichersystem geschickt. Dazu wird eine entsprechend initialisierte
Instanz der Channel Signals-Klasse an die zustandige Instanz der PIU-Klasse weitergegeben. Der simulierte
Cache-Kontroller geht dann in einen Wartezustand uber, und zwar solange, bis die bearbeitete Anfrage von der
simulierten PIU zuruckkommt. Wie viele Zyklen die Simulation der zweiten Stufe dauert, hangt davon ab, wie
lange die Anfrage im Speichersystem verbleibt. Dies hangt wiederrum davon ab, durch welche Komponenten
die Anfrage durchgehen mu und wie lange sie in ihnen jeweils verweilt. Beides ist durch die Parameter des
simulierten System festgelegt (siehe auch unten).
Netzwerkschnittstellen der Prozessoren
Die Netzwerkschnittstellen auf der Prozessorseite besitzen einen Ein- bzw. Ausgabekanal fur jeden Netzwerkkanal,
an den der Prozessor in der untersuchten Architektur angeschlossen ist. Hinzu kommt ein Ein-/Ausgabekanal fur
den Datenaustausch mit dem Cache-Kontroller. AmAnfang des Simulationszyklus werden die, an den Ausgangen
aller eingehenden Netzwerkanale bereitstehenden Nachrichten in die entsprechenden Eingabefelder kopiert. Au-
erdem werden alle am Ausgangskanal des Cache-Kontrollers vorhanden Anfragen ubernommen. Dies erfolgt
mit Hilfe geeigneter Methoden der Kontrollklasse. Daraufhin wird gepruft, welche der vom Netzwerk gelesenen
Nachrichten an den Cache-Kontroller weitergeleitet werden sollen. Diese werden in das entsprechende Ausga-
befeld kopiert, von wo sie der Cache-Kontroller im nachsten Zyklus einlesen kann. Falls Anfragen seitens des
Cache-Kontrollers in dem zugehorigen Eingabefeld vorhanden sind, dann werden sie an das Ausgangsfeld eines
entsprechenden Netzwerkkanals weitergegeben.
Speicherschnittstelle und Speicherbank
Die MIU-Klasse beinhaltet Ein-/Ausgabefelder fur die angeschlossenen Kanale und eine Unterklasse fur die Simu-
lation einer Speicherbank. Sie untersucht alle in ihren Eingabefeldern vorliegenden Anfragen und sucht diejenigen
heraus, die fur sie bestimmt sind. Diese werden dann an die Speicherbank-Unterklasse ubergeben und dort gema
der Speicherlatenz verzogert. Danach werden die Antworten an das Netzwerk geschickt, indem eine entsprechend
initialisierte Instanz der Channel Signals-Klasse in ein Ausgabefeld geschrieben wird.
Die MIU-Klasse geht davon aus, da sie niemals eine neue Anfrage zur Bearbeitung bekommt, solange sie
noch mit einer alten beschaftigt ist. Falls dies trotzdem passiert, so wird die alte Anfrage in der Speicherbank-
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Unterklasse uberschrieben und geht damit verloren. Falls die Anfrage nicht von einem Besitzer-Prozessor be-
friedigt wird, so wartet ihr Urheber (eine Instanz der BerkCache-Klasse) also vergeblich auf Antwort. Das
System 'hangt sich auf'. Dies ist ein Beispiel dafur, wie beim Durchreichen der Anfragen durch die Instanzen der
Komponenten-Klassen Fehler in der Flukontrolle bzw. dem Kommunikationsprotokll entdeckt werden konnen.
Simulation der SP Netzwerkbausteine
Die opto-elektronischen Netzwerkbausteine werden durch die OEBUS-Klasse simuliert. Sie besitzt fur jeden an den
Baustein angeschlossenen Netzwerkkanal ein Ein- bzw. Ausgabefeld sowie eine Menge von Unterklassen, die die
internen Komponenten des Bausteins simulieren. Diese sind von Architektur zu Architektur unterschiedlich und
werden in den jeweiligen Kapiteln beschrieben.
Simulation der Netzwerkkanale
In der Simulation werden Netzkanale modelliert, die aus einem Sender, einer einfachen, unidirektionalen Leitung,
und einem Empfanger bestehen. In einem solchen Kanal setzt sich die Verzogerung, die eine Nachricht erfahrt, aus
zwei Faktoren zusammen: der Zeit, die fur das Senden der Nachricht benotigt wird, und der Laufzeitverzogerung
in der Leitung. Erstere ergibt sich aus der Bandbreite des Kanals und der Lange der Nachricht. Letzteres hangt
von der Lange der Leitung und der Signalausbreitungsgeschwindigkeit ab. Dabei wird angenommen, da der
Sender sofort nach Erhalt einer Nachricht mit dem Senden beginnt. Eventuell vorhandene Setup-Zeiten werden
nicht von dem Kanal, sondern von der sendenden Komponente simuliert. Fur die Leistung des Speichersystems ist
neben der Dauer einer Ubertragung wichtig, wie schnell mehrere Nachrichten hintereinander verschickt werden
konnen. Dabei mu berucksichtigt werden, da das Senden einer neuen Nachricht beginnen kann, sobald der
Sender mit der vorherigen Nachricht fertig ist. Es ist also nicht notwendig zu warten, bis die letzte Nachricht am
Ausgang der Leitung angelangt ist. Dies ist insbesondere bei langen Kanalen mit hoher Latenz wichtig.
Um die obigen Eigenschaften eines Kanals zu simulieren, besitzt die Net Channel-Klasse eine Liste von Ka-
nalelementen (durch die Channel Element Klasse dargestellt). Jedes Kanalelement besitzt ein Datenfeld vom
Typ Channel Signals. Die Lange der Liste entspricht der Latenz der Leitung. Dabei stellt das erste Element
den Eingang und das letzte den Ausgang des Kanals dar. Eine Nachricht wird durch den Kanal transportiert,
indem sie solange von einem Element ins nachste kopiert wird, bis sie beim letzten Element angelangt ist. Mit
Ausnahme des Eingangs verweilen die Nachrichten in jedem Element genau einen Zyklus. Dadurch wird die La-
tenz des Kanals simuliert. Die fur das Senden benotigte Zeit wird durch die Verzogerung im ersten Kanalelement
simuliert. Sie gleicht dem Quotienten aus der Lange der Nachricht und der Bandbreite des Kanals.
5.5 Theoretische Analyse
Um die Zuverlassigkeit der Simulation zu uberprufen, werden ihre Ergebnisse mit der theoretischen Analyse der
untersuchten Architekturen verglichen. Dazu werden einfache, schlangentheoretische Modelle der Architekturen
aufgestellt und numerisch gelost. Um die Last fur die Losung zu modellieren, werden die in Tabelle 5.3 angegeben
Daten fur die Speicherzugrischarakteristik verwendet.
Im Nachfolgenden wird zunachst die grundsatzliche Vorgehensweise bei der Modellierung und beim Vergleich
mit den Simulationsergebnissen erlautert. Danach werden die Grundideen der theoretischen Modellierung und die
fur die Modellierung verwendeten Lastparameter beschrieben. Abschlieend werden die Naherungen, auf denen
die Betrachtung basiert, zusammengefat und begrundet.
5.5.1 Vorgehensweise
Die theoretische Modellierung von Rechnerarchitekturen ist ein Forschungsgebiet fur sich. Die Schwierigkeit
besteht dabei darin, da mit zunehmendem Detail der Modellierung die resultierenden Gleichungen selbst nume-
risch kaum zu losen sind. Hinzu kommt, da die Losungsverfahren nur unter der Annahme funktionieren, da
die Speicherzugrie einer statistischen Verteilung, vorzugsweise der Gleichverteilung gehorchen. Dies ist in realen
Programmen aber nur selten der Fall. Die theoretische Modellierung stellt daher immer nur eine Naherung dar.
Allerdings wurde in zahlreichen Forschungsarbeiten gezeigt, da diese Naherung mit entsprechendem Aufwand
sehr genau gemacht werden kann [33]. Das Ziel der in der Arbeit vorgenommenenModellierung besteht allerdings
nicht darin, eine moglichst hohe Genauigkeit zu erreichen. Der hierfur benotigte Aufwand wurde den Rahmen
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der Arbeit sprengen. Statt dessen soll ein grobes, einfaches Modell aufgestellt werden, das eine Uberprufung der
Plausibilitat der Simulationsergebnisse ermoglicht. Dazu mu die Analyse zwei Anforderungen erfullen:
1. Sie soll die Abhangigkeit der Ezienz von der Prozessorzahl bei gegebenen technologischen Parametern
qualitativ korrekt wiedergeben. Die analytisch ermittelte Kurve fur die Abhangigkeit der Programmlaufzeit
von der Prozessorzahl soll also die korrekte Form haben. Insbesondere soll der Punkt, an dem die Leistung
des System aufgrund der Uberlastung der Broadcast-Kanale einbricht, moglichst genau vorhergesagt werden.
2. Die analytisch ermittelten absoluten Werte fur die Programmlaufzeit sollen groenordnungsmaig korrekt
sein.
5.5.2 Schlangentheoretische Modellierung des Systems
Das Problem bei der theoretischen Berechnung der Dauer bestimmter Operationen in einem Rechnersystem
besteht darin, da diese Dauer von der Systemlast abhangig ist. So hangt die Latenz eines Speicherzugris eines
Prozessors davon ab, ob dieser Prozessor als einziger auf eine Speicherbank zugreift. Ist dies der Fall, so ergibt
sich die Latenz des Zugris als Summe der Latenzen des Prozessor-Speichernetzwerks und der Speicherbank und
kann einfach und exakt bestimmt werden. Anderenfalls mussen Wartezeiten berucksichtigt werden, die dann
entstehen, wenn die Speicherbank oder Netzwerkkanale durch andere Prozessoren besetzt sind. Die Lange der
Wartezeiten hangt davon ab, wann welcher Prozessor welche Anweisungen ausfuhrt. Somit hangt sie auch von
den Wartezeiten bei fruheren Zugrien ab.
Eine Moglichkeit, ein solches System analytisch zu modellieren, besteht darin, die Speicherzugrie als zufallig
verteilt zu betrachten, und die Lange der Wartezeiten mit statistischen Mitteln zu berechnen. Dies wird im
Rahmen der Warteschlangentheorie gemacht. Je nachdem, was fur ein System analysiert werden soll und wel-
che Genauigkeit benotigt wird, bietet die Warteschlangentheorie ein Fulle von Modellierungsmoglichkeiten. Ein
Uberblick ist z.B. in [33, 60] zu nden In der Arbeit werden einfache sog. geschlossene Modelle betrachtet. Im
Nachfolgenden wird zunachst die Grundidee dieser Modelle erlautert. Danach wird skizziert, wie die untersuchten
Architekturen modelliert werden und wie die Modelle gelost werden.
Grundlagen von Warteschlangenmodellen
Das System wird als ein gerichteter Graph aus sog. Bedienstationen modelliert, in der sich eine bestimmte kon-
stante Anzahl von Auftragen bendet. Die Bedienstationen stellen die Systemkomponenten dar, die Auftrage die
Prozessoranfragen. Die Kanten stellen mogliche Wege dar, die die Prozessoranfragen zwischen den Systemkom-
ponenten nehmen konnen. Die Anzahl der Auftrage ist konstant, da jeder Auftrag die Tatigkeit eines Prozessors
modelliert. Falls der Prozessor gerade keinen Speicherzugri durchfuhrt, dann bendet sich der Auftrag in der
Bedienstation, die den Prozessor modelliert. Am sonsten belegt er eine Station, die eine Komponente des Spei-
chersystems modelliert. Es durchaus moglich, da von einer Bedienstation mehrere Kanten weitergehen. Dies
bedeutet, da die Anfragen nach dem Verlassen der korrespondierenden Komponente je nach Situation zu einer
anderen Komponente weitergehen konnen (so wie Speicheranfragen vom Bus je nach Adresse zu einer anderen
Speicherbank weitergeleitet werden konnen).
Das Modell geht davon aus, da die Auftrage entlang der Kanten von einer Bedienstation zur anderen wan-
dern. An jeder Bedienstation werden sie um einen Betrag verzogert, der sich aus einer Bearbeitungszeit und
einer Wartezeit zusammensetzt. Um die Verzogerung nachzubilden, besteht jede Bedienstation aus einer oder
mehreren Bedieneinheiten und einer Warteschlange. Dabei simuliert eine Bedieneinheit die Verzogerung, die bei
der Bearbeitung eines Auftrags in der Komponente entsteht. Das Vorhandensein mehrerer Bedieneinheiten be-
deutet, da die Bedienstation mehrere Auftrage parallel bearbeiten kann. Falls bei der Ankunft eines Auftrags
alle Bedieneinheiten besetzt sind, wird der Auftrag in die Warteschlange eingereiht. Dort verbleibt er, bis er an
der Reihe ist, in einer freien Bedieneinheit bearbeitet zu werden.
Die Warteschlangentheorie erlaubt fur ein, nach obigen Regeln aufgestelltes Modell eines Systems, die durch-
schnittlichen Verweilzeiten der Auftrage in den einzelnen Bedienstationen zu berechnen. Diese Verweilzeiten
beinhalten sowohl die durchschnittliche Wartezeit als auch die Bearbeitungszeit. Aus ihnen kann durch einfaches
Summieren der Beitrage entsprechender Komponenten die durchschnittliche Gesamtlatenz des Systems fur die
Prozessoranfragen berechnet werden.
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Um die durchschnittlichen Verweilzeiten zu berechnen, wird in der Warteschlangentheorie angenommen, da
die Ankunftszeiten der Auftrage an den Bedienstationen zufallig verteilt sind. Auerdem werden die folgenden
Informationen benotigt:
Die Anzahl der Auftrage K: Die Anzahl der Auftrage in einem geschlossenen Netz ist per Denion eines
solchen Netzes konstant.
Die Bedienrate in der Station i, i: Die Bedienrate fur die Bedienstation i gibt an, wieviele Auftrage die
Bedieneinheit dieser Station im Schnitt pro Zeiteinheit abarbeiten kann. Es ist eine positive reelle Zahl, die
sowohl groer als auch kleiner als 1,0 sein kann.
Die Besuchshaugkeit: Die Besuchshaugkeit gibt fur jede Station i an, wie oft ein Auftrag wahrend eines
Durchlaufs durch das System im Durchschnitt zu dieser Station gelangt. Es ist ebenfalls eine reelle Zahl,
die sowohl kleiner als auch groer als 1,0 sein kann. Ersteres ist der Fall, wenn ein Auftrag je nach Situation
von einer anderen Einheit bearbeitet wird. Letzteres bedeutet, da eine Komponente fur die Bearbeitung
einer Anfrage mehrmals benotigt wird. So ware in einem Speichersystem mit einem paketvermittelnden
Bus und M Speicherbanken die Besuchshaugkeit fur Speicheranfragen fur den Bus gleich 2 (einmal zur
Speicherbank und einmal zuruck) und fur die einzelnen Speicherbanke gleich 1=M .
Modellierung der Rechnerarchitekturen
Die genauen Modelle der einzelnen Architekturen werden in den zugehorigen Kapiteln beschrieben. Bei ihrer
Erstellung wird wie folgt vorgegangen:
1. Fur jeden Prozessor bendet sich im System ein Auftrag, die Anzahl der Auftrage ist also gleich der
Prozessorzahl.
2. Die Prozessoren werden durch eine sog. Terminal-Bedienstation dargestellt. Eine solche Station zeichnet
sich dadurch aus, da sie fur jeden Auftrag im System eine Bedieneinheit besitzt. An ihr treten also nie
Wartezeiten auf. Auftrage, die bei einer Terminal-Station ankommen, werden um die Bedienzeit verzogert
und dann wieder ins System geschickt. Das besondere ist, da die Auftrage, die sich in der Terminal-Station
aufhalten, keine Systemresource belegen. Sie verursachen damit keine Wartezeiten fur andere Auftrage.
Die Verweildauer in der Terminal-Station stellt also die Zeit dar, in der ein Prozessor mit Anweisungen
beschaftigt ist, die keine Speicheranfragen sind. Die Bedienrate dieser Stationen gibt damit die Anzahl der
Speicheroperationen an, die ein Prozessor pro Zeiteinheit generiert.
3. Die Netzwerkkanale und die Speicherbanke werden durch Bedienstationen mit einer Bedieneinheit und
einer FIFO Warteschlangenstrategie dargestellt. Die Bedienraten ergeben sich fur diese Stationen aus der
Leistungsfahigkeit der modellierten Komponenten und der Komplexitat der Anfragen in der betrachteten
Architektur.
Diese Vorgehensweise wird in Abbildung 5.6 fur einen paketvermittelnden Bus mit zwei Prozessoren und zwei
Speicherbanken verdeutlicht. Die beiden Prozessoren werden durch die Terminal-Bedienstation modelliert. Die
Zeit, wahrend der sich ein Auftrag in dieser Station bendet, stellt die Zeit zwischen zwei Speicheranfragen eines
Prozessors dar. Von der Prozessor-Station gelangen alle Anfragen zu einer Station, die den Bus modelliert und von
dort zu den Speicherbanken. Letztere werden durch zwei gleiche parallele Bedienstationen mit der Besuchshaug-
keit von jeweils 0; 5 modelliert. Diese Besuchshaugkeit ergibt sich aus der Uberlegung da die Speicherzugrie
gleichmaig auf die Banke verteilt sind. Die Bedienrate dieser Stationen ist durch die Speicherlatenz gegeben.
Von den Speicherbanken geht es zuruck zur Bus-Station und von dort wieder zu den Prozessor-Stationen. Die die
Auftrage zwei Mal bei der Bus-Station landen, besitzt diese die Besuchszahl 2. Wenn man zum ersten Mal mit
solchen Modellen konfrontiert wird, stellt sich an dieser Stelle die Frage, wie an der Bus-Station zwischen den,
vom Prozessor und den, von den Speicherbanken kommenden Anfragen unterschieden wird. Die Antwort ist::
'gar nicht'. Fur die Berechnung der Verweilzeiten ist es nur relevant, wie lange der Auftrag bei einem Durchlauf
durch das System im Durchschnitt insgesamt die Bedieneinheit einer Bedienstation beschaftigt [33]. Die Vorstel-
lung der Route der Auftrage durch das System ist nur zur Aufstellung des Modells und zum Aufsummieren der
Verweilzeiten zur Gesamtverarbeitungszeit notwendig.












Abbildung 5.6: Ein einfaches schlangentheoretisches Modell eines Bussystems mit zwei Prozessoren und zwei Speicherbanken.
Berechnung der Verweildauer
Die bisherige Betrachtung beschaftigt sich mit der Aufstellung eines Rechnermodells. Dies ist aber nur der erste
Schritt der Analyse. Anschlieend mussen, ausgehend von den Modellparametern (der Anzahl der Auftrage,
Bedienraten, und den Besuchshaugkeiten) die gesuchten durchschnittlichen Verweildauern berechnet werden.
Hierfur gibt es eine Vielzahl von exakten Verfahren sowie Naherungen. Fur die Losung wird ein Programmpaket
verwendet, das in [60] beschrieben und dessen Quellcode mit dem Buch mitgeliefert wird. Von einer genauen
Erlauterung des Verfahrens wird hier abgesehen. Der interessierte Leser kann sie z.B. in [60] oder in [33] nden.
5.5.3 Basis fur den Vergleich mit der Simulation
Fur einen Vergleich der theoretischen Analyse mit den Simulationsergebnissen mussen beide mit den gleichen
Parametern durchgefuhrt werden. Auerdem wird eine gemeinsame Megroe benotigt, die zum Vergleich der
Ergebnisse verwendet werden kann. Um diese Anforderungen zu erfullen, wird wie folgt vorgegangen:
Parameterabgleich
Die Ezienz des Programms hangt bei den untersuchten Architekturen von zwei Dingen ab: der Latenz und
Bandbreite der Komponenten des Speichersystems, sowie der Anzahl und Art von Speicheranfragen der Prozes-
soren. Die Angleichung der Latenz und der Bandbreite zwischen der Simulation und der theoretische Analyse
stellt kein Problem dar. Die Werte sind fur jede Komponente eines untersuchten Systems bekannt und mussen
lediglich korrekt an die entsprechenden Teile der Simulation ubergeben, und bei der Berechnung der Bedienzeiten
der entsprechenden Bedienstationen berucksichtigt werden.
Bei der Haugkeit der Speicherzugrie ist die Angleichung nicht ganz so einfach. Das Problem besteht darin,
da sich bei der Simulation die Zeitpunkte der Speicheranfragen automatisch durch die Programmausfuhrung
ergeben. Ein konkreter Wert fur die Haugkeit der Zugrie wird dabei nicht verwendet. Ein solcher Wert wird
aber bei der theoretische Modellierung benotigt, um die Bedienrate der Prozessor-Stationen zu berechnen. Eine
Moglichkeit, dieses Problem zu losen, besteht darin, aus der Simulation die Haugkeit der Zugrie zu berechnen.
In Anbetracht der Tatsache, da die theoretische Modellierung der Uberprufung der Simulation dienen soll, ware
dies jedoch eine methodisch sehr fragwurdige Vorgehensweise. Um das Problem zu umgehen, wird die Haugkeit
der Speicherzugrie daher aus den Angaben in Tabelle 5.3 ermittelt. Fur jedes Benchmarkprogrammergibt sie sich
aus dem Verhaltnis der Anzahl der Speicherzugrie zur Gesamtanzahl der Anweisungen und der Cache-Missrate.
Megroe
Wie in Abschnitt 5.4 dargelegt, wird fur die Bewertung der Architekturen das Verhaltnis der simulierten Ausfuhrungs-
zeit auf diesen Architekturen zu der Ausfuhrungszeit der idealen Speicherarchitektur mit Cache betrachtet. Um
die Simulation zu uberprufen, wird dieses Verhaltnis aus den Ergebnissen der theoretischen Analyse geschatzt und
mit den Resultaten der Simulation verglichen. Die Schatzung basiert auf der Uberlegung, da die Ausfuhrungs-
zeit TPrg aus den Angaben uber die Gesamtanzahl der Anweisungen NA, der Anzahl der Speicherzugrie NSp in
Tabelle 5.3 und der durchschnittlichen Dauer der Speicheroperationen TSp bestimmt werden kann.
TPrg = (NAn   NSp) +NSp  TSp (5.1)
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Fur die Ausfuhrungszeit auf dem idealen Rechner wird als TSP einfach die Speicherlatenz genommen. Fur die
Dauer der Ausfuhrung auf einer bestimmten Architektur wird hingegen die, durch theoretische Analyse ermittelte
durchschnittliche Latenz verwendet.
5.5.4 Naherungen und ihre Rechtfertigung
Wie bereits erlautert, stellt eine Warteschlangen-Analyse immer nur eine Naherung dar, da in echten Anwendun-
gen die Speicherzugrie nicht zufallig verteilt sind. Zusatzlich dazu beinhaltet die in der Arbeit vorgenommene
Analyse noch drei weitere Naherungen:
1. Es wird die Tatsache nicht berucksichtigt, da es unterschiedliche Arten von Speicheranfragen gibt, die zum
Teil unterschiedliche Anforderungen an die Komponenten des Speichersystems stellen. So wird z.B. bei
Invalidierungen lediglich eine Adresse uber den Bus ubertragen.
2. Es wird die Belastung des Speichersystems durch Synchronisationsoperationen nicht berucksichtigt.
3. Die Angaben uber das Speicherverhalten der Benchmarkprogramme sind nur bis zu 64 Prozessoren veroent-
licht. Fur groere Prozessorzahlen werden daher die Werte fur 64 Prozessoren benutzt.
5.6 Zusammenfassung der Beitrage
Im vorliegenden Kapitel wurden neben der Erlauterung der Voraussetzung fur den Architektur zwei wichtige Bei-
trage der Arbeit beschrieben: die vomAutor entwickelte Simulationsumgebung und die fur das fur die Verikation
dieser Umgebung verwendete Modellierungsverfahren.
Die Simulationsumgebung zeichnet sich durch drei Dinge aus:
1. Sie ist modular aufgebaut und einfach erweiterbar, so da sie leicht fur weitere, verwandte Forschung
ubernommen werden kann
2. Sie benutzt einen Ereignis-gesteuerten Ansatz, der eine genaue Nachbildung des Weges der Nachrichten
durch das System erlaubt. Sie kann so nicht nur zur Leistungsbewertung sondern auch zur Uberprufung
der Korrektheit der verwendeten Protokolle benutzt werden.
3. Sie verwendet unverandert viele Komponenten, die im Rahmen anderer Arbeiten entwickelt und ausgiebig
getestet wurden. Dazu gehoren der Simulator-Kern und die Benchmarks. Dadurch wird das Potential wird
eine hohe Zuverlassigkeit der Ergebnisse erreicht.
Die theoretische Analyse untermauert die Korrektheit der Simulation. Sie zeichnet sich dadurch aus, da sie dank
geeigneter Naherungen verhaltnismaig einfach ist und trotzdem relevante Aussagen liefert. Auerdem basiert die
Analyse auf Daten uber das Speicherzugrisverhalten, die aus der Literatur entnommen und von der Simulation
vollig unabhangig sind. Dies garantiert eine eine methodisch saubere Uberprufung der Simulation
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Kapitel 6
Technologiestudie
In dem vorliegenden Kapitels werden Wege zur Implementierung der vorgeschlagenen Architekturen aufgezeigt
und die Leistungsparameter der Betrachteten Implementierungsansatze abgeschatzt (Abschnitte 6.1, 6.2 und 6.3).
Diese Abschatzung dient als Grundlage fur die Simulation und die theoretische Analyse in Kapiteln 7, 8 und 9.
Daruberhinaus wird ein Konzept fur ein modulares opto-elektronisches System 'Plug-and-Play' beschrieben, da
vom Autor in Zusammenarbeit mit Zusammenarbeit mitWissenschaftlern aus den Bereichen der Optischen Nach-
richtentechnik der Fernuniversitat Hagen, und der Mikromechanik am IMM Mainz entwickelt wurde Abschnitt
(6.4). Das System stellt die Moglichkeit in Aussicht, eine Vielzahl von opto-elektronischen Systemen einfach durch
Zusammenstecken von Standardkomponenten aufzubauen. Um die Machbarkeit des Systems zu unterstreichen,
wurden nach den Vorgaben des Autors einige einfache Prototypen am IMM-Mainz und bei Bell-Labs hergestellt.
Diese werden im Abschnitt 6.5 beschrieben.
6.1 Grunduberlegungen
Bevor man sich mit der Auswahl und der Leistungsbewertung beschaftigt, mu man sich uber drei Dinge klar wer-
den. Erstens muman die benotigten Komponenten genau spezizieren. Zweitens mussen die Leistungsparameter
deniert werden, die man fur die gewahlte Technologie bestimmen mochte. Schlielich mu man berucksichti-
gen, da die Frage nach der Verfugbarkeit und Leistung der Technologie eng mit der Frage der betrachteten
technologischen Reife und des betrachteten Zeithorizontes zusammenhangt.
6.1.1 Benotigte Komponenten
Der grobe Aufbau der drei in der Arbeit vorgeschlagenen Architekturen wurde in den Abschnitt 1.3.2 und 5
beschrieben. Dabei wurden zwei Eckpunkte fur die Technologie festgelegt:
1. Die optischen Kanale sollen nicht durch Freiraumoptik sondern mit Fasern bzw. Faserbundeln implementiert
werden. Dies ist fur die Koppelung von Arbeitsplatzrechnern unerlalich, die in einem Raum bzw. sogar
Gebaude verteilt sein konnen.
2. Die Netzwerke werden elektronisch auf SP-Bausteinen implementiert, die uber die optischen Faserkanale
mit den Prozessoren und Speicherbanken verbunden sind.
Aus der Beschreibung kann man entnehmen, da alle drei Architekturen aus den folgenden Komponenten beste-
hen:
1. opto-elektronischen VLSI-Netzwerkbausteinen, auf denen die eigentlichen Netzwerke elektronisch realisiert
sind,
2. optischen Faserkanalen fur die Punkt-zu-Punkt Kommunikation zwischen einzelnen Prozessoren bzw. Spei-
cherbanken und den Netzwerkbausteinen (P- und M-Kanalen),
3. optischen Broadcast-Kanalen (B-Kanalen), uber die die Netzwerkbausteine Nachrichten an das ganze Sy-
stem verschicken konnen,
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4. opto-elektronischen Netzwerkschnittstellen, die die Prozessoren und Speicherbanke an die optischen Kanalen
anbinden.
Die Funktionsweise dieser Komponenten und die Anforderungen, die an sie gestellt werden, konnen wie folgt
zusammengefat werden:
Netzwerkbausteine
Die opto-elektronischen Netzwerkbausteine beinhalten optische Anschlusse fur die P- und M-Kanale aller Pro-
zessoren und Speicherbanke, einen Anschlu an den Transmitter des B-Kanals und ein auf dem Chip integriertes
elektronisches Netzwerk. Bei der PHOTOBUS und der PHOTON-Architektur handelt es sich bei den Anschlussen
fur die P- und M-Kanale um Eingange. Es werden also nur optische Empfanger benotigt. Bei der PHOTOBAR-
Architektur sind die P- und M-Kanale bidirektional, so da sowohl Empfanger als auch Sender auf den Netzwerk-
bausteinen integriert werden mussen.
Die Netzwerkbausteine mussen in allen drei Architekturen vor allem zwei Anforderungen erfullen:
1. Die Leistung und die Anzahl der Schaltkreise mussen mit heutigen Hochleistungsprozessoren vergleichbar
sein.
2. Die Bausteine mussen je nach Groe des Systems Hunderte bis Tausende optische Ein/Ausgabekanale
besitzen. Diese hohe Kanalanzahl darf die Leistungsfahigkeit der VLSI-Bausteinen nicht beeintrachtigen.
P-und M-Kanale
Die P-und M- Kanale dienen der Punkt-zu-Punkt Kommunikation zwischen den Netzwerkbausteinen und einzel-
nen Prozessoren und Speicherbanken. In allen drei Architekturen haben sie zwei Dinge gemeinsam:
1. Die Bandbreite der P- und M-Kanale ist fur die Systemleistung nicht kritisch. Insbesondere braucht sie
nicht mit der Anzahl der Prozessoren zu skalieren. Dies liegt daran, da die Kanale jeweils nur von einem
Prozessor bzw. Speicherbank benutzt werden.
2. Da jeder Prozessor und jede Speicherbank einen Anschlu an einen P- bzw. M-Kanal hat, ist es wichtig,
da diese Anschlusse moglich einfach und billig realisierbar sind.
Daruber hinaus gibt es bei der Realisierung der P- und M-Kanale architekturbedingte Unterschiede. Zum einen
werden bei der PHOTOBAR-Architektur bidirektionale Leitungen benotigt. Zum anderen mussen die P-Kanale
bei dem PHOTON-System einen Fanout besitzen, der der Anzahl der Bus-Chips im System gleicht.
B-Kanale
Die B-Kanale verlaufen von den Netzwerkbausteinen zu allen Prozessoren und den Speicherbanken und dienen
dem Broadcast an das ganze System. Ihre Funktion ist in allen der Architekturen identisch. Sie zeichnen sich
dadurch aus, da
1. die benotigte Bandbreite von der Prozessorzahl abhangt und moglichst hoch sein soll und
2. der Fanout proportional zur Prozessorzahl ist.
Fur die Implementierung der B-Kanale sind zwei Dinge notwendig:
1. Transmitter, die trotz des hohen Fanouts die benotigte Bandbreite liefern,
2. eine Moglichkeit, das Signal des Transmitters auf viele Fasern mit moglichst geringem Aufwand zu verteilen.
Bei den B-Kanalen steht die Leistungsfahigkeit im Vordergrund. Insbesondere beim Transmitter ist der Imple-




Die optischen Signale der P, M und B-Kanale mussen von den Prozessoren und den Speicherbanken in elektrische
umgewandelt und an den Cache-Kontroller bzw. Speicherkontroller zur Verarbeitung weitergegeben werden.
Die Anforderungen, die von den einzelnen Architekturen an die opto-elektronische Schnittstelle gestellt werden,
konnen wie folgt zusammengefat werden:
1. In den PHOTOBUS und PHOTOBAR Architekturen wird jeweils nur ein P- bzw. M-Kanal und ein B-
Kanal an einen Prozessor bzw. eine Speicherbank angeschlossen. An die Schnittstelle werden daher keine
besonderen Anforderungen gestellt. Sie soll vor allem moglichst einfach und billig realisierbar sein.
2. In der PHOTON-Architektur ist jeder Prozessor an mehrere B-Kanale angeschlossen. Das heit, da er
mehrere, hochfrequente Kanale gleichzeitig uberwachen und deren Daten verarbeiten mu. Um mit der
groen Datenmenge fertig zu werden, mu jeder Prozessor eine SP-Schnittstelle besitzen, die die optischen
Eingange mit dem Cache-Kontroller vereinigt.
Anbindung der Faser
Um die Signalubertragung zwischen den SP-Bausteinen und den Fasern der P-, M- und B-Kanale zu ermoglichen,
mussen zwei Dinge gewahrleistet werden:
1. Die Faserbundel mussen an den SP-Bausteinen befestigt und exakt justiert werden. Dabei wird eine Ge-
nauigkeit im Bereich weniger Mikrometer benotigt. Diese Genauigkeit darf nicht durch Umwelteinusse wie
Termperaturschwankungen und Erschutterungen beeintrachtigt werden.
2. Da man die Faserenden in der Regel nicht direkt auf den Ein/Ausgabefenstern befestigen kann, wird ein
optisches System fur die Abbildung der Enden der Faser auf die Ein/Ausgabefenster der SPs benotigt.
Dieses System mu zum einen die Unterschiede im Abstand und in der Groe zwischen den Fasern und
den optischen Ein/Ausgabefenstern kompensieren. Zum anderen mu es in manchen Systemen spezielle
Funktionen, wie die Trennung verschiedener Wellenlangen oder die Realisierung eines Fanouts ubernehmen.
6.1.2 Technologieparameter
Vom Standpunkt der Rechnerarchitektur sind in Bezug auf einen Parallelrechner zwei Dinge interessant: seine
Geschwindigkeit und wie gut er skaliert. Die benotigten Technologieparameter sind also die Bandbreite und
Latenz der optischen Kanale sowie die Anzahl der Prozessoren und Speicherbanke, die an die einzelnen System-
komponenten angeschlossen werden konnen. Erstere konnen aus der Latenz und Bandbreite der einzelnen Kanale
und Schnittstelle ermittelt werden. Letztere hangen von zwei Faktoren ab: Der Anzahl von Kanalen, die an die
opto-elektronischen Netzwerkbausteine angeschlossen werden konnen, und dem maximal realisierbaren Fanout
der Broadcast-Kanale. Fur die spatere Betrachtung werden deswegen die folgenden Parameter deniert:
BP , BM , BB : Die Bandbreite der P- (BP ), M-(BM ) und B-Kanale (BB). Sie wird entweder in Byte/Prozessor-
zyklus oder in Byte/s angegeben.
LP , LM , LB : Die Latenz der P- (BP ), M-(BM ) und B-Kanale (BB), Angaben erfolgen in Prozessorzyklen oder
Nanosekunden.
FoutP , FoutB: Der maximale Fanout des P (FoutP ) und des B-Kanals (FoutB)
InP , InM und InB : Die maximale Anzahl optischer P-(InP ), M-(InM ) und B InB- Eingabekanale, die auf
einem SP-Baustein untergebracht werden konnen.
OutP , OutM und OutB: Die maximale Anzahl optischer P-(InP ), M-(InM ) und B InB- Ausgabegabekanale, die
auf einem SP-Baustein untergebracht werden konnen. Sie ist mit der Anzahl der Eingabekanale verbunden.
Allerdings mu sie gesondert betrachtet werden, da auf Grund ihrer hohen Warmedissipation wesentlich
weniger Sender als Empfanger auf einem Chip untergebracht werden konnen.
Die Werte fur die obigen Parameter hangen von der fur die Implementierung des Systems gewahlten Technologie
ab. Sie konnen wie folgt aus den Leistungsparametern der einzelnen Systemkomponenten ermittelt werden:
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Die Bandbreite
Die Bandbreite eines Kanals hangt von der Datenrate und der Anzahl von Leitungen des Kanals ab. Dabei ergibt
sich die Datenrate aus dem Minimum der maximalen Datenraten der Sender und der Empfanger. Wir denieren




















M ) und B-Kanale (B
E
B ).
NP , NM , NB : Die Anzahl der Leitungen der P- (NP ), M-(NM ) und B-Kanale (NB).















B ) NB (6.3)
Die Latenz
Die Latenz eines Punkt-zu-Punkt Datenkanals kann in funf Faktoren aufgeteilt werden: die Verzogerung auf dem
Weg zum optischen Sender, die Latenz des Senders, die Verzogerung in der Leitung, die Latenz des Empfanger
und die Verzogerung auf dem Weg vom optischen Empfanger zur elektrischen Verarbeitungseinheit. Bei einem
Broadcast-Kanal mu zusatzlich eine eventuell durch die Verstarkung hervorgerufene Verzogerung hinzugezogen









































M ) und B-Kanale (L
E
B).
LV EB : Die Verzogerung des Signals auf dem vom Empfanger des B-Kanals zum Cache-Kontroller. Fur die P- und
M-Kanale braucht die Verzogerung auf dem Weg vom Empfanger nicht betrachtet zu werden, da sie immer
direkt in den SP-Netzwerkbaustein eingekoppelt werden.
LBP , L
B
B : Die Verzogerung, die durch die Verstarkung des Signals bei einem Broadcast auf den P- (L
B
P ) und B-
Kanalen (LBB) ensteht. Die M-Kanale sind immer Punkt-zu-Punkt, brauchen hier daher nicht berucksichtigt
werden.



































Bei der Betrachtung des Fanouts mu man zwischen zwei Dingen unterscheiden: dem maximal moglichen Fanout
eines einzelnen Transmitters, und dem maximalen Fanout, der durch Signalverstarkung und mehrere Fanout-
Stufen erreicht werden kann. Letzterer stellt die eigentliche Schranke fur den Fanout der P- und B- Kanale
dar.
Der Fanout eines einzelnen Transmitters ist durch die Tatsache beschrankt, da die Empfanger eine bestimmte
minimale optische Leistung des Signals benotigen, um einen korrekten Empfang zu gewahrleisten. Diese Leistung
hangt von zwei Dingen ab: der Datenrate und der maximal zulassigen Fehlerrate. Der Fanout eines Transmitters
ergibt sich damit bei gegebener Daten- und Fehlerrate aus dem Quotienten der Ausgangsleistung des Transmitters
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und der minimalen optischen Leistung, die bei der gewunschten Datenrate von den einzelnen Empfangern benotigt
wird. Bei hohen Fanouts mu man auerdem die im optischen System auftretenden Verluste in die Betrachtung




B : Die maximale optische Ausgangsleistung der Sender der P- (P
S





B : Die minimale optische Leistung, die von den Empfangern der P- (P
E
P ) und B-Kanale (P
E
B ) benotigt
wird. Sie wird bei der ublicherweise in der Nachrichtentechnik verwendeten Fehlerrate von 10 14 und der
zum Erreichen der Bandbreiten BP und BB notwendigen Datenraten betrachtet.
VP , VB : Der Anteil der Senderleistung, der im optischen System verloren geht; VP fur die P- und VB fur die
B-Kanale).
Damit ist der Fanout eines einzelnen Transmitters Fout1P und Fout
1









In einem System mit Verstarkung wird nach dem Fanout jedes einzelne Signal in einen Verstarker geleitet. Danach
wird das verstarkte Signal wieder aufgeteilt und dann entweder zu den Empfangern oder zu den Verstarkern der
nachsten Stufe geleitet. Das System ist also wie ein Baum aufgebaut, wobei der B- bzw. P-Kanal Sender die
Wurzel, und die Empfanger die Blatter bilden. Die Knoten bestehen jeweils aus einem Verstarker und dem
nachfolgenden Fanout.
Der Fanout, der durch die Verstarkung erreicht werden kann, hangt also von drei Faktoren ab: der Anzahl der
Verstarkerstufen, der minimalen Starke des Eingangssignals der Verstarker jeder Stufe und der Ausgangsleistung
der Verstarker jeder Stufe. Zu Berechnung des Fanouts werden bei einem System mit Verstarkung daher die
folgenden Parameter benotigt:
SP , SB : Die Anzahl der Verstarkerstufen der P- (SP ) und B-Kanale (SB).
PS;iS , P
S;i
B : Die maximale optische Leistung, die am Ausgang der Stufe i der P- (P
S;i






B : Die minimale optische Leistung, die am Eingang der Stufe i der P- (P
E;i
P ) und B-Kanale (P
E;i
B ) an
jeder Leitung benotigt wird,
V iP , V
i
B : Der Anteil der Senderleistung, der im optischen System der Stufe i verloren geht (V
i




Im Nachfolgenden bezeichnen wir die Transmitter als Ausgang der Stufe 0 und die Empfanger als Eingang der






































Fur Systeme ohne Verstarkung (SP = 0 bzw. SB = 0) gehen obige Gleichungen in Gleichungen (6.7) bzw. (6.8)
uber.
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Die Anzahl der Ein/Augabekanale von SP-Bausteinen
Die Anzahl der optischen Datenkanale eines SP-Bausteins hangt von zwei Faktoren ab: der Anzahl einzelner
Kanale (Leitungen) in einem Datenkanal und der maximalen Anzahl solcher einzelnen optischen Kanale, die
an dem Baustein angekoppelt werden konnen. Die Anzahl der Leitungen in einem Datenkanal wurde bei der
Betrachtung der Bandbreite der P-, M-, und B-Kanale als NP , NM und NB deniert.
Die Anzahl der einzelnen optischen Kanale ist durch drei Parameter bestimmt: die Anzahl von Empfangern
bzw. Sendern auf dem SP-Baustein, die Anzahl der Faser, die an den Baustein angekoppelt werden konnen,
sowie die Anzahl der Kanale, die das optische System von den Fasern auf die Empfanger bzw. Sender abbilden
kann. Hinzu kommt die Frage nach der Anzahl der Wellenlangen, die im System benutzt werden konnen. Von
den obigen Faktoren ist lediglich der erste fur Ein- und Ausgabefenster unterschiedlich. Dies liegt an der Warme-
dissipation, die bei Sendern in der Regel wesentlich hoher als bei Empfangern ist. Um die maximale Anzahl der
Ein/Augabekanale von SP-Bausteinen zu bestimmen werden daher folgende Parameter benotigt:
N inSP , N
out
SP : Die maximale Anzahl optischer Ein- (N
in
SP ) und Ausgabefenster (N
out
SP ), die auf einem SP-Baustein
untergebracht werden kann,
Nmech: Die maximale Anzahl von Fasern, die auf einem SP-Baustein befestigt werden kann,
NWDM : Die maximale Anzahl von Wellenlangen, die in einer Faser ubertragen, und aus dieser Faser auf die
Ein/Ausgabefenster des SP-Bausteins abgebildet werden kann,
Nopt: Die maximale Anzahl von Kanalen, die auf die Ein/Ausgabefenster des SP-Bausteins abgebildet werden
kann.
Die Betrachtung von Eingabe- und Ausgabekanalen unterscheidet sich also nur darin, da fur die Eingabefenster
N inSP und fur die Ausgabefenster N
out
SP betrachtet werden mu. Die Anzahl einzelner Kanale ist damit in beiden
Fallen durch das Minimumaus N inSP bzw. N
out
SP und der Anzahl der Kanale gegeben, die an dem Baustein befestigt
sind und auf die Ein/Ausgabefenster abgebildet werden konnen. Letzeres ergibt sich als Minimum von Nopt und
dem Produkt aus Nmech und NWDM . Unter der Annahme, da die P- und M-Kanale genauso viele Leitungen
besitzen, ergibt sich damit fur die Anzahl der Ein- und Ausgabekanale:
InP = InM =
min
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OutP = OutM =




min (N outSP ;min (Nopt; Nmech NWDM ))
NB
(6.14)
Die obigen Gleichungen gelten jeweils fur den Fall, da sich auf einem Baustein nur eine Art von optischen
Datenkanalen bendet. Sie durfen nicht unabhangig voneinander betrachtet werden, wenn mehrere Arten von
Datenkanalen gleichzeitig auf einem Baustein untergebracht werden sollen. In diesem Fall gilt, da die Summe
der einzelnen optischen Kanale aller Datenkanal-Arten ein bestimmtes MaximumMaxIO nicht ubersteigen darf.
Dieses Maximum gleicht der maximalen Anzahl optischer Kanale von der Sorte, von der am meisten auf dem
Chip untergebracht werden konnen. Wir bezeichnen die maximalen Anzahlen von Datenkanalen, die auf einem



























MaxIO = max (InP NP ; OutP NP ; InB NB ; OutB NB) (6.16)
6.1.3 Betrachtete Technologiereife und Zeitrahmen
Die Frage nach der technologischen Machbarkeit eines Systems macht nur Sinn, wenn gleichzeitig ein Zeitrahmen
und der benotigte Reifegrad der Technologie vorgegeben werden. So gibt es einen enormen Unterschied zwischen
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Systemen, die sofort aus kommerziellen Komponenten aufgebaut werden konnen, und solchen, die ein Stab von
Wissenschaftlern in einem groen Forschungszentrum innerhalb einiger Jahre realisieren kann. Bei der nachfol-
genden Betrachtung werden im Hinblick auf den Zeitrahmen und den Entwicklungsstand der Technologie drei
Stufen unterschieden:
1. Weitgehend ausgereifte, sofort verfugbare Technologie: Als weitgehend ausgereift und sofort verfugbar
werden drei Arten von Komponenten eingestuft: handelsubliche Standardkomponenten, Komponenten, die
als Sonderanfertigungen bestellt werden konnen sowie Bauteile, die als Labormuster von Forschungsan-
stalten angeboten werden. Sie zeichnen sich alle dadurch aus, da sie mit der benotigten Leistung und
Robustheit kommerziell erhaltlich sind.
2. Prototypische, kurzfristig verfugbare Technologie: Als prototypisch und kurzfristig verfugbar wird die
Technologie eingestuft, die mit der benotigten Robustheit und Komplexitat im Labor demonstriert wurde,
zur Zeit jedoch noch nicht kommerziell erhaltlich ist.
3. Experimentelle, mittelfristig verfugbare Technologie: Als experimentell und mittelfristig verfugbar wer-
den Komponenten bezeichnet, die zwar als einfache Prototypen bereits demonstriert wurden, bei denen aber
noch weitere Entwicklungsarbeit notwendig ist, bevor die fur die praktische Anwendung benotigte Leistung
und Robustheit erreicht werden.
6.2 Technologiewahl
Der vorliegende Abschnitt beschaftigt sich mit der Frage, wie die drei in der Arbeit untersuchten Architekturen
am besten in jeder der im vorigen Abschnitt denierten Technologieklassen implementiert werden konnen.
Im Nachfolgenden wird zunachst fur jede der benotigten Komponenten die Implementierungsmoglichkeit auf-
gezeigt. Abschlieend werden die Implementierungsmoglichkeiten fur jede Architektur zusammengefat.
6.2.1 Netzwerkbausteine und Schnittstellen
Die opto-elektronischen Netzwerkbausteine mussen eine komplexe Hochleistungs-VLSI Schaltung mit einer groen
Anzahl hochfrequenter optischer IOs verbinden. Hierfur bietet sich die 'Flip-Chip' Verbindung konventioneller
CMOS-VLSI Chips mit entsprechenden opto-elektronischen Chips an. Das Verfahren wurde ausfuhrlich in Ab-
schnitt 4.5.4 beschrieben. Es ist sowohl fur heutige als auch fur kurz- und mittelfristig verfugbare Systeme
geeignet. Die Unterschiede zwischen der sofort und der kunftig verfugbaren Technologie liegen in der Art und
Anzahl der optischen IOs.
Sofort verfugbare Losung
Zur Zeit sind SP-Bausteine lediglich mit MQW-Dioden (Abschnitt 4.5.3) kommerziell verfugbar. Obwohl die
MQW-Dioden selbst sowohl als Empfanger als auch als Modulator-Sender verwendet werden konnen, ist die
Nutzung MQW-basierter SPs als Sender mit Hilfe kommerzieller Technologie nur schwer moglich. Dies liegt daran,
da die Modulatoren zum Senden mit einer externen Lichtquelle ausgeleuchtet werden mussen. Gleichzeitig mu
dafur gesorgt werden, da das von den Modulatoren reektierte und modulierte Licht zu den Ausgangen gelangt.
Dies erfordert ein komplexes optisches System, das fur groe Felder schwer zu realisieren ist. Wir gehen daher
davon aus, da mit der sofort verfugbaren, ausgereiften Technologie nur SPs mit Empfangern moglich sind.
Kurzfristig verfugbare Losung
Wie in 4.5.5beschrieben, wurde in verschiedenen Labors das 'Flip-Chip' Bonden von Feldern von VCSEL-Laserdioden
und Photodioden auf CMOS VLSI Chips demonstriert. Solche Bausteine werden fur die PHOTOBAR-Architektur
benotigt, damit die Netzwerkbausteine auf den P-und M-Kanalen nicht nur empfangen, sondern auch senden
konnen. Auerdem wurden sie eine direkte Integration des B-Kanal Senders auf dem Netwerkbaustein ermogli-
chen.
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Mittelfristig verfugbare Losungen
Auf langere Sicht sind vor allem SPs interessant, auf denen Laserdioden verschiedener Wellenlange angebracht
sind. Solche Bausteine konnen bitparallele Sender realisieren, die jedes Bit auf einer anderen Wellenlange senden,
und somit alle Bits in einer Faser ubertragen konnen. Dadurch kann die Anzahl von Fasern im System stark
reduziert werden. Dies ist insbesondere fur groe PHOTON-System wichtig (siehe 6.2.7).
6.2.2 P- und M-Kanale
Die P- und M-Kanale sind die einfachsten Komponenten der hier betrachteten Architekturen. Mit Hilfe heute
verfugbarer Technologie konnen sie am besten durch kommerzielle parallele Fasersysteme implementiert werden
(4.7). Kurzfristig wird es moglich sein, die Sender der P- und M-Kanale auf SP-Chips zu integrieren. Dadurch
konnen die Signallatenz und die Komplexitat des Systems reduziert werden. Mittelfristig sind vor allem Sender
wichtig, die bitparallel auf mehreren Wellenlangen senden konnen. Solche Sender konnen die Anzahl der Faser
im System, und damit die Systemkomplexitat erheblich reduzieren.
6.2.3 B-Kanale: Sender
Die B-Kanale zeichnen sich durch eine hohe Bandbreite und einen hohen Fanout aus. Das grote Problem bei
ihrer Implementierung stellt die Ausgangsleistung des Senders dar, die linear mit der Anzahl des Fanouts wachsen
mu. Dies ist in allen Technologiestufen nur mit Hilfe von Verstarkern zu erreichen. Je nach Anzahl der Prozessor
wird sogar eine mehrstuge Verstarkung benotigt. Die Unterschiede zwischen den Technologieklassen liegen dabei
darin, wie einfach und ezient diese Verstarkerstufe realisiert werden kann.
Sofort verfugbar
Um mit heute verfugbarer Technologie die benotigte hohe Bandbreite zu realisieren, sind parallele Fasersysteme
unabdingbar. Um fur solche Systeme eine Verstarkung zu implementieren, gibt es zwei Moglichkeiten: opto-
elektronische Verstarkung und die Verwendung von Faserverstarkern (siehe 4.2.4).
Opto-Elektronische Verstarkung: Bei der opto-elektronischen Verstarkung besitzt jede Verstarkerstufe einen
parallelen Faserempfanger und -sender. Die optischen Signale von der vorhergehenden Stufe werden von
den Empfangern in elektrische Signale umgewandelt, an den Sender weitergegeben (elektrisch) und von
dort an die nachste Stufe optisch weitergesendet. Dadurch wird nach jeder Fanoutstufe die ursprungliche
Signalstarke wiederhergestellt. Der Nachteil dieser Methode besteht darin, da durch den mehrmaligen
Ubergang zwischen optischem und elektrischem Signal die Latenz des Systems vergroert wird.
Faserverstarker: Bei der Verwendung von Faserverstarkern wird der Ausgang des Senders nach einer ersten
Fanout-Stufe an einen handelsublichen optischen Faserverstarker angeschlossen. Da solche Verstarker heute
nur fur Einzelfaser erhaltlich sind, mussen die parallelen Faserbundel vorher in Einzelfaser aufgeteilt und
mit passenden Steckern versehen werden. Die Ausgange der Faserverstarker gehen zum weiteren Fanout
zu Faserverteilern und von dort entweder zu den Empfangern oder zur nachsten Verstarkungsstufe. Diese
Methode hat den Vorteil, da durch die Verstarkung die Signallatenz nicht vergroert wird. Ihr Nachteil
besteht darin, da fur jedes Bit ein teurer Verstarker benotigt wird.
Kurzfristig
Kurzfristig sind fur die Realisierung der B-Kanale vor allem SP-Bausteine mit einer hohen Zahl von Laserdioden
interessant. Sie erlauben eine hohe Sendeleistung durch die Verwendung mehrerer Transmitter, die gleichzeitig
die gleichen Daten senden. Dies ist moglich, da auf einem SP-Baustein Hunderte oder gar Tausende Laserdioden
untergebracht werden konnen, wahrend der Sender lediglich 8 bis 64 Bit breit ist. Damit konnen auf dem
Chip viele Kopien des Transmitters untergebracht werden, die alle durch die VLSI-Schaltung mit Daten versorgt
werden.
Durch die Verwendung mehrerer Transmitterkopien ist es zum einen moglich, einen betrachtlichen Fanout ohne
weitere Verstarkung zu erreichen. Dies ist vor allem fur die P-Kanale der PHOTON-Architektur interessant. Fur
die B-Kanale spielt diese Moglichkeit deswegen keine Rolle, weil auf den Netzwerkbausteinen nicht genug Platz
fur mehr als einen Transmitter vorhanden ist. Statt dessen werden spezielle Broadcast-SP-Bausteine benotigt,
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die die Funktion einer opto-elektronischen Verstarkerstufe ubernehmen. Sie bestehen aus einem Empfanger und
vielen Transmitterkopien. Der Empfanger empfangt das Signal eines auf dem Netzwerkbaustein integrierten
Tansmitters und leitet es elektronisch an die Transmitterkopien weiter, die es optisch weitersenden. Diese Art
opto-elektronischer Verstarkung hat den Vorteil, da sie nur eine geringe Latenz mit sich bringt. Dies liegt
daran, da der Empfanger und die Transmitter auf dem gleichen SP-Chip integriert sind. Ihre Latenz sowie die
Verzogerung durch die elektronische Datenubertragung liegen im Bereich eines Prozessorzyklus.
Mittelfristig
Mittelfristig wird die Verwendung von Faserverstarkern wieder attraktiv. Dies liegt einerseits daran, da durch das
WDM-Verfahren alle Bits in einer Faser ubertragen werden konnen. Da ein Faserverstarker mehrere Wellenlangen
gleichzeitig verstarken kann, wird so fur den ganzen Kanal nur ein Verstarker benotigt. Hinzu kommt, da mit-
telfristig integrierte optische Module verfugbar werden, die die Verteiler und mehrere Halbleiter-Faserverstarker
vereinigen. Somit kann die ganze Sender- und Verstarkerstufe, inklusive des Fanouts in einem kompakten Bau-
stein untergebracht werden. Eine solche Senderstufe wurde wie der in Abbildung 4.26 im Kapitel4 dargestellte
Baustein aussehen. Hinzu kommt, da Halbleiterverstarker wesentlich billiger als konventionelle Faserverstarker
sind, so da auch mehrere Verstarkerstufen benutzt werden konnen, ohne die Systemkosten ubermaig in die
Hohe zu treiben.
6.2.4 B-Kanale: Fanout
Wie in Kapitel 4 erlautert, sind zur Zeit Faserverteiler mit einem Fanout von bis zu 64 kommerziell verfugbar.
Durch ein Hintereinanderschalten mehrere Schichten solcher Verteiler lat sich theoretisch ein beliebig hoher
Fanout erreichen. Das Problem besteht dabei darin, da die heutigen Verteiler fur Einzelfaser ausgelegt sind. D.h.,
da die parallelen Faserbundel aufgespalten und einzeln in die Verteiler eingesteckt werden mussen. Bei einem
hohen Fanout und einer groen Datenbreite des Kanals fuhrt dies zu einem schwer handhabbarem 'Kabelsalat'.
Soll z.B. ein 64 Bit breiter Kanal auf 512 Prozessoren verteilt werden, so hat man es mit 32768 einzelnen Fasern und
Steckern zu tun. Das Problem kann kurzfristig durch, mit parallelen Fasersteckern versehenen, 1xF Verteilern
gelost werden. Sie vereinfachen die Realisierung des Fanouts, da nun nicht mehr fur jede einzelne Faser ein
eigenstandiger Verteiler benotigt wird. Sie konnen auf zwei Arten implementiert werden: durch entsprechend
konfektionierte, fortgeschrittene integrierte optische Komponenten (siehe 4.7), oder mit Hilfe planar integrierter
optischer Freiraumsysteme (4.6.3). Im letzten Fall werden die Ein- und Ausgabe-Faserbundel auf einer Platte
befestigt, in der eine Fanout-Optik realisiert ist. Mittelfristig wird, wie im vorigen Abschnitt angesprochen, die
Faseranzahl durch das Wellenlangenmultiplexing und die Verwendung von Verteilern mit integrierten Verstarkern
reduziert werden.
6.2.5 Schnittstellen zwischen der Optik und der Elektronik
Diese Schnittstelle zwischen der Optik und der Elektronik kann auf zwei Arten realisiert werden: durch kon-
ventionelle elektronische Faserempfanger und Treiberbausteine oder durch die Integration der optischen Ein-
/Ausgabefenster und der Elektronik auf einem SP-Baustein. Im ersten Fall werden die Daten von dem optischen
Empfanger zu den Treiberbausteinen, und von dort zu dem Cache bzw. Speicherkontroller ubertragen. Dabei
ndet die elektrische Datenubertragung uber normale Leitungen auf einer Platine statt. Dies ist zur Zeit Stand
der Technik.
Im zweiten Fall sind die Cache bzw. Speicherkontroller mit Hilfe von SP-Bausteinen realisiert, die direkt an
die optischen Kanale angeschlossen sind. Dies erlaubt eine hohere Bandbreite und reduziert die Latenz, da keine
elektrische Datenubertragung auf einer Platine notwendig ist.
6.2.6 Anbindung der Faser an die SP-Bausteine
Die Anbindung der Faser an die SP-Bausteine stellt eines der schwierigsten Probleme bei der Implementierung der
in der Arbeit vorgeschlagenen Architekturen dar. Je nach Groe des Systems mussen zwischen einigen Hundert
und einigen Tausend Kanalen in Relation zu den optischen Fenstern des Chips exakt positioniert und stabil
befestigt werden.
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Sofort verfugbare Losung
Zur Zeit gibt es zwei Moglichkeiten, die Faserbundel mit den SP-Chips zu verbinden: makroskopische mechanische
Aufbauten und die direkte Befestigung einzelner Faser an den optischen Ein-/Ausgabefenstern. In beiden Fallen
werden die Faser zunachst mit Hilfe einer speziell gefertigten Lochplatte zu einem 2D-Bundel zusammengefat
(siehe Abschnitt 4.6.2). Dieses 2D-Bundel kann dann, wie in 4.6.3 beschrieben, zusammen mit dem SP-Chip und
einer geeigneten Optik in einem kompakten mechanischen Aufbau integriert werden. Alternativ ist es moglich,
ein solches 2D-Bundel durch eine geeignete Mikromechanik uber der Oberache des SP-Chips zu befestigen (siehe
4.6.3). Beide Moglichkeiten haben den Nachteil, da die Herstellung des 2D-Bundels aufwendig und teuer ist.
Der groe Aufwand fur die Implementierung ist auch der Hauptnachteil der makromechanischen Varianten. Das
Problem der direkten Befestigung am SP-Baustein besteht darin, da sie keine bzw. nur eine sehr einfache
optische Abbildung zwischen den Fasern und den optischen Ein-/Ausgabefenstern erlaubt. Dies bedeutet zum
einen, da die Faser in dem 2D-Bundel in genau der gleichen Geometrie wie die optischen Fenster auf dem SP-Chip
angeordnet sein mussen. So ist es nicht moglich, die Herstellung des 2D-Bundels z.B. dadurch zu vereinfachen,
da man mehrere 1D-Stecker anstelle einzelner Faser an der Lochplatte befestigt. Zum anderen konnen weder
die fur die Nutzung von Modulatoren als Sender notwendige Ausleuchtung, noch ein Wellenlangenmultiplexing
durchgefuhrt werden.
Kurzfristig
Kurzfristig wird es moglich sein, mehrere 1-D Faserstecker mit Hilfe planar integrierter Freiraumoptik an einem SP-
Chip zu befestigen. Das Verfahren wird nachfolgend in Abschnitt 6.4 nochmals genauer erlautert. Die Grundidee
besteht darin, zunachst mit Hilfe einer geeigneten Lochplatte mehrere parallele Faserstecker zu einem 'Pseudo-
' 2D-Bundel zusammenzufassen. Ein solches Bundel wird dann auf einer mikrosopischen planar integrierten
Frairaumoptik befestigt. Dies kann einfach durch Aufkleben der Lochplatte auf der Oberache der planaren
Optik erfolgen. An der gleichen planar integrierten Optik wird auch der SP-Baustein befestigt. Die Optik bildet
jede Faser des Bundels auf das zugehorige Ein-/Ausgabefenster des SP-Bausteins ab.
Mittelfristig
Mittelfristig ist vor allem die Steigerung der Anzahl von Kanalen zu erwarten, die an einem SP-Chip befestigt
werden konnen. Sie wird auf zwei Faktoren zuruckzufuhren sein. Zum einen werden mehr Faser an der planaren
Optik befestigt werden konnen. Zum anderen werden durch die Anwendung des Wellenlangenmultiplexings in
jeder Faser mehrere Kanale ubertragen.
6.2.7 Zusammenfassung
Die wichtigsten Unterschiede zwischen den Implementierungsmoglichkeiten der Technologieklasssen konnen wie
folgt zusammengefat werden:
Sofort verfugbar: parallele Faserbundel ohne WDM fur die Datenubertragung, kommerzielle parallele Faser-
sender und -Empfanger an den Prozessoren und Speicherschnittstellen, VLSI-Chips, die auf dem MQW-
Dioden-Empfanger durch 'Flip-Chip' Bonding befestigt sind als Netzbaustein, und ein kompaktes makro-
mechanisches System zur Anbindung der Faser an den SP-Chip.
Kurzfristig verfugbar: parallele Faserbundel ohne WDM fur die Datenubertragung, VLSI-Chips mit durch
'Flip-Chip' Bonding integrierten Feldern von Laserdioden und Photodioden als Prozessorschnittstellen, Spei-
cherschnittstellen und Netzwerkbausteine, und einfache planar integrierte Freiraumoptik zur Anbindung der
Faser an den SP-Chip.
Mittelfristig verfugbar: parallele Faserbunbdel mit 8 bis 32 Wellenlangen fur die Datenubertragung, VLSI-
Chips mit durch 'Flip-Chip' Bonding integrierten Feldern von Laserdioden unterschiedlicher Wellenlange,
und Photodioden als Prozessorschnittstellen, Speicherschnittstellen und Netzwerkbausteine und komplexes
planar integriertes Freiraumsystem mit Wellenlangenmultiplexing fur die Anbindung der Faser an die SP-
Chips, integrierte optische Bausteine mit Sendern verschiedener Wellenlange, Verzweigern und optischen
Verstarkern fur den B-Kanal.
Bezogen auf die einzelnen Architekturen bedeutet dies die folgenden Implementierungsmoglichkeiten:
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sofort kurzfristig mittelfristig





























makroskopische Mechanik planar integrierte Freiraumop-
tik und MT-Stecker
planar integrierte Freirraumop-
tik mit WDM und MT-Steckern
Tabelle 6.1: Die Tabelle fat die Implementierungsmoglichkeiten fur die PHOTOBUS-Architektur in den verschiedenen Tech-
nologieklassen zusammen.
PHOTOBUS
Das besondere an der PHOTOBUS-Architektur ist, da ein funktionsfahiges System aus sofort verfugbaren Kom-
ponenten aufgebaut werden kann (Tabelle 6.1). In einem solchen System bekommen jeder Prozessor und jede
Speicherbank einen kommerziell parallelen Fasersender und -empfanger (z.B. das PAROLI-System von Siemens).
Sowohl die Sender als auch die Empfanger sind uber elektrische Leitungen an konventionelle Schnittstellen ange-
schlossen. Alle Sender sind uber parallele Faserbundel mit einer kompakten makroskopischen Optik verbunden.
Die Optik bildet die einzelnen Faser auf die entsprechenden Eingange des Netzwerkbausteins ab. Der Netzwerk-
baustein ist ein CMOS-VLSI-Chip auf dem MQW-Dioden-Empfanger durch 'Flip-Chip' Bonding befestigt sind.
Er ist elektronisch mit dem Sender des B-Kanals verbunden, der wie die P- und M-Kanal-Sender mit Hilfe eines
kommerziellen parallelen Fasersenders realisiert ist. Um das Fanout zu realisieren, wird der Ausgang des Fa-
serbundels des B-Kanal-Senders in einzelne Faser aufgeteilt, die an kommerzielle 1xn Verzweiger angeschlossen
werden. Die Faser an den Ausgangen der Verzweiger werden zur Verstarkung an kommerzielle Faserverstarker
angeschlossen, dessen Ausgange wieder zu Faserbundel zusammengefugt und mit den Empfangern der Prozessoren
und Speicherbanke verbunden werden. Alternativ konnen die Ausgange der Verzweiger zwecks mehrstugen Fa-
nouts an parallele Empfanger-/Sender-Kombinationen angeschlossen werden. Kurzfristig ist zu erwarten, da die
Implementierung der PHOTOBUS-Architekturen durch eine breitere Anwendung der SP-Bausteine vereinfacht
und ihre Leistung gesteigert werden kann. Diese Anwendung wird durch zwei Entwicklungen moglich: die sin-
kenden Kosten solcher Bausteine und die einfachere Anbindung der Faser mit Hilfe planar integrierter optischer
Systeme. Besonderes wichtig ist die Moglichkeit, den Fanout und die Verstarkung durch einen SP-Broadcast-
Baustein und einer planaren Freiraumoptik zu verwirklichen. Hinzu kommt die Integration aller optischen Kanale
auf SP-Bausteinen. Beides fuhrt zu einem kompakten Systemaufbau und einer geringeren Signallatenz. Mittel-
fristig ist vor allem die Vereinfachung des B-Kanal Senders und Fanouts durch integrierte optische Systeme von
Bedeutung.
PHOTOBAR
Zur Zeit sind weder die Integration von Laserdioden auf VLSI-Bausteinen noch die fur die Ausleuchtung von
Modulator-Feldern notwendigen optischen Systeme ausgereift und verfugbar. Daher kann ein PHOTOBAR-
System nicht aus sofort verfugbaren Komponenten aufgebaut werden. Die Realisierung mit Hilfe prototypischer
Technologie ist in Tabelle 6.2 skizziert. Jeder Prozessor und jede Speicherbank besitzen einen parallelen Faser-
sender und -empfanger fur den P- bzw. M-Kanal sowie einen parallelen Faserempfanger fur den B-Kanal. Diese
konnen sowohl als kommerzielle, uber elektronische Schnittstellen angeschlossene Komponenten als auch in Form
von SP-Bausteinen realisiert werden. Im letzeren Fall wurden sich alle drei Anschlusse auf dem Cache-Kontroller
bzw. Prozessor-Chip benden. Die Faserbundel der P- und M-Kanale sind an einer planar integrierten Freirau-
moptik befestigt, die sie auf die Ein-/Ausgabefenster des Netzwerkbausteins abbildet. Der Netzwerkbaustein ist
ein CMOS-VLSI-Chip, auf dem ein Feld von Laserdioden und Empfangern durch 'Flip-Chip' Bonding befestigt
ist. Damit kann auch der Sender des B-Kanals auf dem Netzwerkbaustein untergebracht werden. Fur die Im-
plementierung des Fanouts werden mehrere, auf einem SP-Chip integrierte Laserdioden-Sender und eine planar
136 KAPITEL 6. TECHNOLOGIESTUDIE
kurzfristig mittelfristig
Netz-Chip Laser- und Photodioden durch Flip-Chip Bon-
ding auf CMOS integriert
Laserdioden unterschiedlicher Wellenlange und













parallele Fasersysteme und SP-Bausteine optische Ein/Aussgabe direkt vom Prozessorchip
Faseranbin-
dung
planar integrierte Freiraumoptik und MT-Stecker planar integrierte Freirraumoptik mit WDM und
MT-Steckern
Tabelle 6.2: Die Tabelle fat die Implementierungsmoglichkeiten fur die PHOTOBAR-Architektur in den verschiedenen Tech-
nologieklassen zusammen.
integrierte Freiraumoptik verwendet. Je nach Systemgroe konnen diese Sender direkt auf dem Netzwerkchip oder
auf einem separaten SP-Baustein (Broadcast-Baustein) untergebracht werden. Im letzten Fall wurde man auf dem
Netzwerkchip trotzdem einen Sender fur den B-Kanal unterbringen, um so den Netzwerkchip mit dem Broadcast-
Baustein ezient optisch zu verbinden. Mittelfristig auerdem wie auch bei der PHOTOBUS-Architektur die
Vereinfachung des B-Kanals durch die nutzung integrierte opto-elektronischer Komponenten zu erwarten.
Langfristig ist vor allem zu erwarten, da durch die Verwendung mehrerer Wellenlangen mehr Kanale an den
Netzwerkchip angeschlossen werden konnen. Dies liegt daran, da mehrere Bits in einer einzelnen Faser auf
unterschiedlichen Wellenlangen ubertragen werden. So werden pro Kanal weniger Fasern benotigt, es konnen also
mehr Kanale mit der gleichen Faseranzahl realisiert werden.
PHOTON
Die PHOTON-Architektur kann theoretisch aus sofort verfugbaren Komponenten aufgebaut werden. Dabei mu
man allerdings bedenken, da sie fur jeden Prozessor einen SP-Baustein samt den fur die Anbindung der Faser not-
wendigen optischen und mechanischen System benotigt wird. Insbesondere das optische System ist mit der heute
verfugbaren Technologie nur mit einem groen Aufwand realisierbar, da es einen komplexen makroskopischen,
opto-mechanischen Aufbau erfordert. Bedenkt man, da die PHOTON-Architektur fur groe Prozessorzahlen
gedacht ist, dann erscheint aufgrund dieses hohen Aufwandes fur jeden Prozessor eine Implementierung mit kom-
merzieller Technologie wenig sinnvoll. Wir beschranken uns hier deswegen auf die in Tabelle 6.1 zusammengefate
Realisierung mit Hilfe prototypischer Technologie.
In einem PHOTON-System besitzt jede Speicherbank einen parallelen Fasersender fur den M-Kanal und einen
Empfanger fur den ihr zugeordneten B-Kanal. Jeder Prozessor besitzt einen SP-Baustein, an den der Sender
des-P Kanals, die Empfanger fur alle B-Kanale sowie die PIU-Logik untergebracht sind. Der SP-Baustein ist ein
CMOS-Chip, der durch 'Flip-Chip' Bonding mit einem Feld von Laserdioden und einem Empfangerfeld verbunden
ist. Die Faserbundel der Ubertragungskanale sind uber eine geeignete planar integrierte Optik an den Chip
angebunden. Die Optik realisiert auch den benotigten Fanout der P-Kanale. Je nach Anzahl der Bus-Chips im
System konnen fur den Fanout dabei mehrere Laserdioden-Sender benutzt werden. Damit wird die notwendige
Sendeleistung sichergestellt. Da die Anzahl der B-Kanale mit maximal 32 verhaltnismaig gering ist, gibt es
auf dem PIU-Baustein auf jeden Fall genug Platz fur die zusatzlichen Laserdioden. Die Netzwerkbausteine samt
Anbindung an die Faser der P- und M-Kanale sind mit denen eines, mit prototypischer Technologie realisierten,
PHOTOBUS-Systems weitgehend identisch. Es sind CMOS-VLSI Chips, die durch 'Flip-Chip' Bonding jeweils
mit einem Feld von Empfangern und Laserdioden integriert sind. An ihnen ist jeweils eine planar integrierte
Freiraumoptik befestigt, uber die die Faser der P- und M-Kanale an die Empfanger angebunden werden. Die
Laserdioden werden fur den B-Kanal benotigt. Er wird durch einen bzw. bei einem sehr groen System mehrere
externe Broadcast-Bausteine realisiert.
Das grote Problem bei der Realisierung der PHOTON-Architektur mit prototypischer Technologie stellt die
Anzahl der Faser dar, die an die Netzwerkbausteine angebunden werden mussen. Bei 512 Prozessoren und einer
16 Bit parallelen Ubertragung ware es allein fur die P-Kanale 8192 Fasern. Selbst mit Hilfe fortgeschrittener
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kurzfristig mittelfristig
Netz-Chip MQW-Dioden durch Flip-Chip Bonding mit CMOS-VLSI Bausteinen verbunden
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SP-Bausteine optische Ein/Aussgabe direkt vom Prozessorchip
Faseranbin-
dung
planar integrierte Freiraumoptik und MT-Stecker planar integrierte Freirraumoptik mit WDM und
MT-Steckern
Abbildung 6.1: Die Tabelle fat die Implementierungsmoglichkeiten fur die PHOTON-Architektur in den verschiedenen Tech-
nologieklassen zusammen.
Mikrosystemtechnik ist die stabile exakte Befestigung einer so hohen Anzahl von Fasern kaum machbar. Abhilfe
kann man hier nur durch die Verwendung der WDM-Technologie schaen. Dazu mussen die P-Kanale jedes Bit
auf einer anderen Wellenlange senden. Dies ist mit den heute noch experimentellen Laserdiodenfeldern moglich, in
denen jede Diode eine andere Frequenz besitzt. Solche Laserdiodenfelder erlauben die Realisierung eines P-Kanals
mit Hilfe einer einzigen Faser, in der jedes Bit mit einer anderen Wellenlange ubertragen wird. Die P-Kanale
mehrerer benachbarter Prozessoren konnen jeweils zu einem parallelen Faserbundel zusammengefat werden, um
die Anbindung an die planare Optik zu erleichtern und den 'Kabelsalat' zu reduzieren.
6.3 Leistungsparameter
Die in 6.1.2 beschriebenen Leistungsparameter werden bei der Bewertung der Architekturen durch Simulation
genutzt. Dabei wird gepruft, wie die Ezienz der Architekturen von der Leistungsfahigkeit der Technologie
abhangt. Damit diese Betrachtung Sinn macht, mu allerdings ein realistischer Wertbereich fur die obigen Pa-
rameter geschatzt werden. Eine solche Abschatzung wird im Nachfolgenden fur alle drei Technologieklassen
beschrieben.
6.3.1 Sofort verfugbare Technologie
Die Leistungsfahigkeit der sofort verfugbaren Technologie ist vor allem durch zwei Faktoren beschrankt: die
Leistung kommerzieller paralleler Fasersysteme und der dazugehorigen elektronischen Schnittstellen, sowie die
Anzahl der Kanale, die an die Netzwerkbausteine angebunden werden konnen. Fur die einzelnen Parameter
ergeben sich dabei die folgenden Werte:
Bandbreite der P- und M-Kanale
Die P- und M-Kanale benutzen kommerzielle parallele Fasersysteme als Sender und auf SP-Bausteinen integrierte
MQW-Dioden als Empfanger. Die Schranken der Bandbreite heutiger paralleler Fasersender kann man aus
[177, 62, 128] entnehmen. Sie liegen zwischen 800MBit/s und 2,4Gbit/s (siehe auch 4.7). Ahnliche Werte sind
auch fur MQW-Empfanger in SP-Bausteinen demonstriert worden (siehe [86]). Damit gilt:






M  2; 4Gbit=s (6.17)
Wie bereits erlautert, sind nicht die Bandbreite der P- und M-Kanale, sondern deren Implementierungsaufwand
entscheidend. Man kann deswegen davon ausgehen, da jeder P- und M-Kanal mit einem parallelen Fasersender
realisiert wird. Damit ist die Anzahl der Faser auf 10 bis 16 festgelegt. Da mindestens zwei Faser fur Kontrollsi-
gnale (CLOCK und STROBE) benutzt werden, gilt:
8  NP = NM  14 (6.18)
und mit Gleichung (6.1)
6; 4Gbit=s ' 8Gbit=s  BP = BM  33; 6Gbit=s ' 32Gbit=s
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1GByte=s  BP = BM  8GByte=s
2Byte=cycle  BP = BM  16Byte=cycle (6.19)
Die letzen beiden Zeilen gehen von der Annahme aus, da die Prozessor-Taktrate bei 500MHz, die Zykluszeit also
bei 2ns liegt.
Bandbreite der B-Kanale
Die B-Kanale basieren wie die P- und M-Kanale auf parallelen Faser-Ubertragungssystemen. Somit gilt:
800MBit=s  BSB = B
E
B  2; 4Gbit=s (6.20)
Da die Bandbreite des B-Kanals entscheidend fur die Systemleistung ist, kann man davon ausgehen, da bis zu
zwei parallele Sender pro Kanal benutzt werden. Damit ist
16  NB  28 (6.21)
Die maximale Bandbreite des B-Kanals ist also doppelt so hoch wie die der P- und M-Kanale
2GByte=s  BP = BM  16GByte=s
4Byte=cycle  BP = BM  32Byte=cycle (6.22)
Fanout der B-Kanale
Die Sendeleistung kommerzieller paralleler Fasersysteme liegt zwischen 0,5mWund 1mW([62, 128]). Die Empfanger
benotigen eine Leistung zwischen 50W und 100W. Unter der Annahme, da die Verluste durch das optische
System bei 0; 5 liegen, gilt:
0; 5mW  PSB  1mW (6.23)
0; 05mW  PEB  0; 1mW (6.24)
VB = 0; 5 (6.25)
Damit gilt fur den maximalen Fanout eines einfachen B-Kanal-Transmitters Fout0B nach Gleichung (6.7):
0; 5  0; 5
0; 1
' 2  Fout1B 
1; 0  0; 5
0; 05
' 8 (6.26)
Bei der Betrachtung der Verstarkung mu zunachst zwischen einer opto-elektronischen und einer auf Faser-
verstarkern basierenden Implementierung unterschieden werden. Wir bezeichnen die zugehorigen Fanouts mit
F oeB und F
multi
B . Auerdem mu man zwischen dem maximalen theoretischen Fanout und dem maximalen, mit
vertretbarem Aufwand realisierbaren Fanout unterscheiden. Da man theoretisch beliebig viele Verstarkerstufen
hintereinander schalten kann, kann auch ein beliebiger Fanout erreicht werden. In der Praxis mu man allerdings
die Latenzzunahme sowie die Kosten des Systems bei der Betrachtung berucksichtigen. Fur die maximalen mit
den beiden Verfahren erreichbaren Fanouts ergibt sich dann folgendes:
Opto-elektronische Verstarkung: Bei Verwendung mehrerer Stufen paralleler Fasersender und -empfanger
zur Verstarkung sind die Ein- und Ausgangsleistungen aller Verstarker gleich den Ein- und Ausgangslei-
stungen der Sender bzw. Empfanger . Der Fanout eines solchen Systems FoutoeB steigt also exponentiell





Da jede Stufe mit hohem Aufwand und einer Latenzzunahme verbunden ist, gehen wir davon aus, da
maximal eine Stufe verwendet wird. Dies bedeutet, da der maximale Fanout eines solchen Systems bei 4
bis 64 liegt.
22 = 4  FoutoeB  8
2 = 64 (6.28)
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Verstarkung durch Faserverstarker: Optische Faserverstarker benotigen heute eine Eingangsleistung von
mindestens 0; 05W bis 0; 1W. Sie konnen Signale bis auf ca. 10 mW verstarken. Damit gilt:
PS;iB  10mW (6.29)
0; 05mW  PE;iB  0; 1mW (6.30)
V iB = 0; 5 (6.31)
Da optische Faserverstarker zur Zeit sehr teuer sind, mu das System mit moglichst wenigen solchen Bautei-
len auskommen. Man kann man daher zum einen davon ausgehen, da nur eine Verstarkerstufe verwendet
wird. Auerdem nehmen wir an, da vor dem Eingang in die Faserverstarker kein Fanout stattndet, (also
F 1B = 1). Dadurch wird fur jedes Bit des N-Kanals nur ein Faserverstarker benotigt. Da die Ausgangs-
leistung des Faserverstarkers um einen Faktor von ca. 10 uber der Ausgangsleistung der parallelen Faser-
transmtter liegt, wird der Fanout gegenuber einem System ohne Verstarkung trotzdem erheblich erhoht. Mit
Gleichungen (6.10) und (6.23) folgt fur den maximalen, mit Faserverstarkern erreichbaren Fanout Fout
faser
B :
50  FoutfaserB  100 ' 64 (6.32)
Die obige Betrachtung zeigt, da mit beiden Verstarkungsmethoden der maximale, mit vertretbarem Aufwand
erreichbare Fanout in etwa gleich ist. Es gilt:
8  FoutB  64 (6.33)
Latenz der P- und M-Kanale:
In der PHOTOBUS-Architektur, die als einzige mit sofort verfugbarer Technologie sinnvoll realisierbar ist, sind




M : Die Daten fur P- und M- Kanale mussen uber gewohnliche elektrische Leitungen auf der Platine zu
den Treibern der optischen Sender gelangen. Dies ist eine lokale elektrische Chip-to-Chip Kommunikation,
wie sie auch zwischen dem Prozessor und dem Cache-Kontroller stattndet. Sie benotigt je nach System
zwischen 2ns und 8ns. Es gilt:
2ns  LZSP = L
ZS
M  8ns (6.34)
LSP , L
S
M : Die Latenz des Senders setzt sich zusammen aus der Anstiegszeit der Laserdioden, sowie der Latenz
der Treiber. Erstere liegt im Bereich von einigen Hundert Picosekunden, kann also vernachlassigt werden.
Letztere beinhaltet die Wandlung zwischen dem niederfrequenten massiv parallelen Datenstrom des Cache-
Kontrollers und dem hochfrequenten, 8 bis 14 Bit breiten Datenstrom fur den optischen Sender. Aus den
entsprechenden Datenblattern kommerzieller Bausteine kann fur die Treiber eine Latenz zwischen 4 und
10ns entnommen werden. Damit gilt:
4ns  LSP = L
S
M  10ns (6.35)
LLP , L
L
M : Die Leitungsverzogerung einer optischen Verbindung ist durch die Lichtgeschwindigkeit in der Faser









M : Wie in 4.5.4 erlautert, ist die Latenz der MQW-Empfanger auf dem SP-Chip durch die Schaltgeschwin-
digkeit der elektronischen Verstarker gegeben. Da diese aus einigen wenigen, hintereinander geschalteten
Transistoren bestehen, betragt sie in heutiger Technologie maximal eine Nanosekunde:
LEP = L
E
M  1ns (6.37)
Fur die Gesamtlatenz der P-und M- Leitungen ergibt sich damit nach Gleichung (6.4) und (6.5):
7ns + d=cfaser  LP = LM  20ns+ d=cfaser (6.38)




M  10cycles + d=cfaser (6.39)
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Latenz der B-Kanale
Im Hinblick auf die Latenz unterscheiden sich die B-Kanale von den P- und M- Kanalen in zwei Punkten.
Zum einen sind die Empfanger nicht auf einem SP-Baustein integriert, sondern genauso wie die Sender durch
einen kommerziellen parallelen Faserbaustein und elektronische Schnittstellen realisiert. Zum anderen fuhren die
B-Kanale einen Broadcast durch, besitzen also unter Umstanden eine oder mehrere Verstarkungsstufen. Dies
bedeutet, da sich die Latenz der B-Kanale von der der P- und M- Kanale nur in drei Termen unterschiedet:
der Verzogerung bei der Datenubertragung vom Empfanger zur Logik (LV EB ), der Latenz des Empfangers (L
E
B)
und der Verzogerung durch das Broadcast (LBB). Die anderen Parameter sind mit denen der P- und M- Kanale
identisch und konnen aus Gleichungen (6.34), (6.35), (6.36) ubernommen werden:
2ns  LZSB  8ns (6.40)
4ns  LSB  10ns (6.41)
LLB = cfaser=d (6.42)
Fur die zusatzlichen Parameter gilt folgendes:
LV EB : Der Weg vom Empfanger zum Cache-Kontroller ist die Umkehrung des Weges vom Cache-Kontroller zum
Sender. Der Wert fur LV EB kann daher aus der Gleichung fur L
ZS
P (6.34) ubernommen werden:
2ns  LV EB  8ns (6.43)
LEB : Die Sender und Empfanger kommerzieller Faserubertragungsysteme haben, die gleiche Latenz. Wir konnen
daher fur LEB den Wert fur L
S
B ubernehmen.
4ns  LEB  10ns (6.44)
LBB : Die Latenz des Verstarkersystems hangt von seiner Realisierung ab. Ein auf Faserverstarkern basiertes
System bringt lediglich eine durch die hohere Leitungslange bedingte Verzogerung mit sich. Diese liegt
im Bereich von 1 bis maximal 2 Nanosekunden. Im Falle einer opto-elektronischen Verstarkung ergibt
sich die Latenz fur jede Verstarkerstufe aus der Sender- und Empfangerlatenz sowie der elektronischen
Leitungsverzogerung. Da fur die Verstarkung die gleichen Bausteine wie fur die eigentlichen Sender und
Empfanger benutzt werden, kann ihre Latenz aus Gleichungen (6.41) und (6.43) ubernommen werden.
Gleichzeitig nehmen wir an, da die Verzogerung durch die elektrische Leitung zwischen dem Sender und
dem Empfanger in etwa der Leitungsverzogerung auf dem Weg vom Cache-Kontroller zum Sender des
P-Kanals entspricht.






B  10ns+ 10ns+ 8ns  30ns (6.45)
Zusammengefat ergibt sich fur die Latenz des B-Kanals:
12ns+ cfaser=d  LB  50ns+ cfaser=d (6.46)
6cycles + cfaser=d  LB  25cycles + cfaser=d (6.47)
Anzahl der Ein-/Ausgabekanale der SP-Bausteine
In sofort verfugbarer Technologie werden die Faserbundel mit einer makrosokopischen Optik an einen SP-Baustein
angekoppelt. Die SP-Bausteine bestehen aus MQW-Dioden, die durch 'Flip-Chip' Bonding mit CMOS-Schaltkreisen
vereinigt sind. Sie werden lediglich als Empfanger benutzt, so da nur die Anzahl der Eingabekanale betrachtet
werden mu. Da die B-Kanale nicht an SP-Bausteinen angekoppelt sind, kann auerdem InB aus der Betrach-
tung ausgelassen werden. Aus der Beschreibung der Technologien in Kapitel 4 kann damit folgendes entnommen
werden:
N inSP : Die Anzahl der optischen Ein-/Ausgabefenster auf einem SP-Baustein hangt von drei Faktoren ab:
1. der maximalen Groe des Feldes opto-elektronischer Komponenten, die fehlerfrei hergestellt werden
kann,
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2. der maximalen Groe des Feldes opto-elektronischer Komponenten, die den 'Flip-Chip' Vorgang ohne
Beschadigung uberstehen kann und
3. der Warmedissipation der opto-elektronischen Komponenten.
Diese Faktoren wurden fur MQW basierte SPs in [16] ausgiebig untersucht. Da sie eng mit der Entwick-
lung der VLSI-Technologie verbunden sind, wurde dabei die Anzahl und Datenrate der optischen Ein-
/Ausgabefenster als Funktion der zu erwartenden Entwicklung der minimalen Strukturgroe auf CMSO-
VLSI Bausteinen betrachtet. Fur die heute gangige 0,35 m Technologie wird dabei von einer Obergrenze
von 6000 Dioden pro Chip ausgegangen. Solche Bausteine konnen als Sonderanfertigungen von Bell-Labs
bestellt werden [100]. Wir nehmen daher fur NSP an:
NSP  6000 (6.48)
Nmech: Die Anzahl der Faser, die an einem SP-Baustein befestigt werden konnen, hangt vor allem von der
maximalen Anzahl von Fasern in einem 2D-Bundel ab. Wie in 4.7 beschrieben, wurden bereits Systeme mit
mehreren Hundert Fasern implementiert. Wir nehmen daher hier folgendes an:
500  Nmech  1000 (6.49)
Nopt: Die Anzahl der Kanale, die ein makroskopisches optisches System abbilden kann, ist durch die Groe des
Abbildungsfeldes beschrankt, die das System mit der benotigten Qualitat realisieren kann. Diese kann bei
speziell entwickelten Systemen einen Durchmesser von bis zu einem Zentimeter haben. Bei einer Dichte
der Faser und der optischen Ein-/Ausgabefenster im Bereich von 100/mm2 folgt daraus, da bis zu 10000
optische Fenster abgebildet werden konnen:
Nopt  10000 (6.50)
NWDM : Die Nutzung mehrerer Wellenlangen in einem makromechanischen System ist im Prinzip unproblema-
tisch. Sie kommt in einem, auf sofort verfugbarer Technologie basierendem System trotzdem nicht in Frage,
da die kommerziellen parallelen Fasersysteme zur Zeit kein WDM unterstutzen. Es gilt daher
NWDM = 1 (6.51)
Mit Gleichung (6.11) folgt daraus, da zwischen 500 und 1000 einzelne optische Kanale in die Netzwerkbausteine
eingekoppelt werden konnen. Geht man davon aus, da die Datenbreite der P- und M-Kanale zwischen 8 und 14
Bit liegt, so folgt daraus
500
14










6.3.2 Kurzfristig verfugbare Technologie
Die Leistungssteigerung durch kurzfristig verfugbare Komponenten ist vor allem auf die Nutzung der SP-Bausteine
an den Prozessor- und Speicherschnittstellen, sowie fur die Verstarkung des B-Kanal Signals zuruckzufuhren. Diese
Nutzung wird durch zwei Dinge ermoglicht: die Verfugbarkeit von SP-Bausteinen mit integrierten Laserdioden,
sowie die Vereinfachung der Anbindung der Faser durch die Verwendung planar integrierter Freiraumoptik.
Bandbreite der P- und M-Kanale
Die P- und M-Kanale sollen kurzfristig mit Hilfe von SP-Bausteinen implementiert werden. Dies bedeutet, da
die Bandbreite einzelner Sender und Empfanger im Bereich von 2 bis 8 Bit/Prozessorzyklus liegt (siehe [16]):
2Bits=cycle  BSP = B
E
P  8Bits=cycle
2Bits=cycle  BSM = B
E
M  8Bits=cycle (6.54)
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Durch die Verwendung von SP-Sendern sind die P-und M- Kanale in ihrer Datenbreite theoretisch nicht mehr
eingeschrankt. Allerdings ist eine Erhohung der Kanalbreite nicht sinnvoll, da sie gleichzeitig die Anzahl der Faser
erhohen wurde, die pro Prozessor an den Netzbaustein angekoppelt werden mussen. Damit wurde gleichzeitig die
Anzahl der P- und M- Kanale sinken, die an die Netzbausteine angebunden werden konnen. Wir nehmen daher
in Anlehnung an die sofort verfugbare Technologie
8  NP = NM  16 (6.55)
an, was fur die Bandbreite der P- und M-Kanale zu
2Byte=cycle  BP  16Byte=cycle (6.56)
2Byte=cycle  BM  16Bits=cycle (6.57)
fuhrt.
Bandbreite der B-Kanale
Die Betrachtung im vorigen Abschnitt kann auch fur die B-Kanale ubernommen werden. Der einzige Unterschied
besteht darin, da es hier durchaus Sinn macht, die Datenbreite zu erhohen. Dies liegt daran, da die Bandbreite
der B-Kanale, wie bereits erlautert, kritisch fur die Systemleistung ist. Wir gehen daher fur den B-Kanal von den
folgenden Annahmen aus:
2Bits=cycle  BSP = B
E
P  8Bits=cycle (6.58)
16  NB  32 (6.59)
Die Kanalbreite wird also gegenuber dem sofort verfugbaren System verdoppelt. Damit gilt fur die Bandbreite
des B-Kanals:
4Bytes=cycle  BB  64Bytes=cycle (6.60)
Fanout der B-Kanale
Der Transmitter und der Empfanger des B-Kanals kurzfristig auf dem Netzbaustein integriert werden. Die Aus-
gangsleistung sowie die von den Empfangern benotigte Leistung sind somit durch die Parameter von Komponenten
gegeben, die auf VLSI-Bausteinen integriert werden konnen. Wie in 4.5.1 erlautert, gilt daher (siehe auch [124]):
1mW  PSB  2mW (6.61)
0; 05mW  PEB  0; 1mW (6.62)
(6.63)
Unter der Annahme, da die Verluste im optischen System wie auch bei sofort verfugbaren Systemen bei maximal
:
VB  0; 5 (6.64)
liegen, gilt fur den Fanout eines Transmitters ohne Verstarkung nach Gleichung 6.8
4  Fout1Net  20 (6.65)
Die Verstarkung ndet mit Hilfe von Broadcast-SP-Bausteinen statt. Es handelt sich dabei um VLSI-Chips
mit einer groen Anzahl integrierter Laserdioden sowie einem Empfanger fur das zu verstarkende Signal. Die
Laserdioden senden gleichzeitig die auf dem B-Kanal ubertragenen Daten, funktionieren also als mehrere Kopien
des Transmitters. Jede dieser Kopien ist mit dem Transmitter des B-Kanals identisch. Dies bedeutet, da sich die
optische Leistung des Senders der Verstarkungsstufe i P
S;i
B aus der Leistung eines einzelnen Transmitters (P
S
B )





Die Anzahl der Kopien hangt von der Anzahl der Laserdioden auf dem SP-Baustein und der Datenbreite des
B-Kanals NB ab. Erstere liegt, wie in 4.5.4 und nachfolgend in beschrieben, zwischen 1000 und 2500. Letzere ist
durch Gleichung 6.59 gegeben. Damit folgt fur die Anzahl der Transmitterkopien:
1000
32




Wir gehen davon aus, da aus Kostengrunden nicht mehr als eine Verstarkerstufe verwendet wird. Dies bedeutet
mit Gleichung 6.10, da ein Fanout zwischen 64 und 1280 moglich ist:
128  FoutNet  2560 ' 2048 (6.68)
Latenz der M- und P-Kanale
Da sowohl die Empfanger als auch die Sender der M- und P-Kanale zusammen mit der Logik auf SP-Bausteinen
integriert sind, ist ihre Latenz allein durch die Sender- und Empfangerlatenz sowie die optische Leitungsverzoge-
rung gegeben. Es ist also:
LZSP = L
ZS
M = 0 (6.69)
(6.70)
Wie in 4.5.4 erlautert, liegt die Latenz von SP-basierten Sendern und Empfangern im Bereich weniger Gatter-
schaltzeiten. Wir nehmen daher an:
LSP = L
E
P  1cycle (6.71)
LSM = L
E
M  1cycle (6.72)
Zusammen mit der Gleichung fur die Leitungsverzogerung eines optischen Signals (6.36) folgt fur die Latenz der
P- und M- Kanale:
LP  2cycle + cfaser=d (6.73)
LM  2cycle + cfaser=d (6.74)
Latenz der B-Kanale
Wie die P- und M-Kanale verlaufen die B-Kanale direkt zwischen SP-Bausteinen. Dies bedeutet, da die elektri-
schen Leitungsverzogerungen LZSB und L
V E
B entfallen. Auerdem konnen fur die Sender- und Empfangerlatenzen,
sowie fur die Leitungsverzogerung, die Werte vom P- und M-Kanal aus den Gleichungen (6.71) und (6.36) uber-
nommen werden. Es ist also:
LZSB = L
V E
B = 0 (6.75)
LSB = L
E
B  1cycle (6.76)
LLB  cfaser=d (6.77)
Damit mu zur Bestimmung der Latenz der B-Kanale nur noch die Verzogerung durch die Verstarkung LBB
ermittelt werden. Sie ergibt sich fur jede Verstarkungsstufe aus der Latenz der Empfanger und Sender des
Broadcast-Chips sowie der Zeit, die fur die Verteilung des Signals auf die Transmitterkopien notwendig ist. Da
wir von nur einer Verstarkerstufe ausgehen, gilt:
LBB  4cycle (6.78)
Die Latenz des B-Kanals ist also:
LB  6cycles + cfaser=d (6.79)
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Anzahl der optischen Datenkanale an den SP-Bausteinen
Die kurzfristig verfugbaren Losungen unterscheiden sich wie besprochen in zwei Punkten von den sofort verfugba-
ren. Zum einen beinhalten die SP-Bausteine nicht nur MQW-Dioden-Empfanger, sondern auch Laserdioden-
Sender. Dies bedeutet, da sowohl die Eingabe-, als auch die Ausgabekanale berucksichtigt werden mussen Zum
anderen ndet die Anbindung der Faser an die SP-Bausteine mit Hilfe planar integrierter Freiraumoptik statt. Die
Auswirkung dieser Veranderungen auf die, fur den Fanin relevanten Parameter kann wie folgt zusammengefat
werden:
N inSP : Fur die kurzfristig verfugbare 0; 18 Technologie wird in [16] eine Anzahl von bis zu 24000 Dioden ange-
nommen, die auf einem SP-Chip integriert werden konnen. Wir setzen daher
N outSP  24000 (6.80)
N outSP : Da Laserdioden in einer ahnlichen Technologie hergestellt und auf, durch 'Flip-Chip' Bonding mit CMOS-
VLSI verbunden werden konnen, kann man diesen Wert auch fur Laserdioden-basierte SPs ubernehmen.
Allerdings mu man bei solchen SPs zusatzlich noch die Warmedissipation berucksichtigen. Geht man von
einer Laserdiodenleistung von 2mW und einer Ezienz von 0,5 aus, so dissipiert eine Laserdiode 2mW .
Dies waren bei 24000 Laserdioden 48W pro Chip, also in etwa soviel wie von einem Chip durchschnittlicher
Groe ohne Wasserkuhlung abgeleitet werden kann [57]. Dies bedeutet, da bei 24000 Laserdioden keine
Warmekapazitat mehr fur die Logik und die Treiber ubrig ware. Um die Warmemenge, die die Laserdioden
dissipieren, auf maximal ein Viertel des gesamten Warmebudgets zu beschranken, nehmen wir an:
N outSP  5000 (6.81)
Nmech: Die Verwendung von planarer Freiraumoptik und Mikromechanik zur Anbindung von 1D-Fasersteckern an
die SP-Chips macht die Herstellung einfacher und billiger. Die Anzahl der Faser, die an einem Chip befestigt
werden konnen, wird dabei allerdings nicht wesentlich vergroert. Dies liegt daran, da die Groe planar
integrierter Systeme auf wenige Zentimeter Durchmesser beschrankt ist. Gleichzeitig ist die Faserdichte,
die mit Hilfe mehrerer paralleler 1D-Stecker erreicht werden kann, recht gering. Im Nachfolgenden gehen
wir von einer planaren Optik aus, die auf einem 6x6cm groen Substrat integriert ist. Solche Substrate
wurden bereits demonstriert. Wir nehmen gleichzeitig an, da der Chip selbst 2x2cm gro, und in der Mitte
angebracht ist. Dies lat fur die Befestigung von Fasersteckern einen Randbereich mit 2cm Breite. Die
heutigen kommerziellen Faserstecker fur 12 Faser sind ca. 1cm breit und 4mm dick. Da die Faser in einem
Abstand von 125m angebracht sind, wurde sich die Breite beim Ubergang zu 32 Faser um 4mmauf in etwa
1,5cm erhohen. Solche Faserstecker konnen heute bereits als Sonderanfertigungen bestellt werden. Auf dem
Rand der planaren Optik konnen also ohne weiteres 80 Stecker a 32, oder 100 a 12 Faser untergebracht
werden. Damit gilt:
1200 ' 1000  Nmech  2560 ' 2500 (6.82)
Nopt: Die Anzahl der Kanale in einem planar integrierten optischen System vor allem ist durch den minimalen
Winkel gegeben, den das Ubertragungssystem auosen kann. Die Herleitung der maximalen Kanalmenge
wurde in [111, 74] erlautert. Fur eine Substratdicke von 5mm und einer Wellenlange von 850nm wurden
dabei ca. 3500 als obere Grenze der Kanalzahl ermittelt. In der Praxis wurden bereits Systeme mit bis
zu 2500 Kanalen demonstriert [154]. Bei der Anbindung der Faserstecker an einen SP-Chip mu zusatzlich
noch berucksichtigt werden, da die Signale von den am Rand gelegenen Steckern von vier Seiten zu dem in
der Mitte bendlichen Chip geleitet werden. Wir haben es dadurch mit vier unabhangigen Ubertragungs-
systemen zu tun, so da die Kanalanzahl vervierfacht wird. Es gilt also:
Nopt  10000 (6.83)
NWDM : Da SP-basierte Sender kurzfristig keine Moglichkeit zum Wellenlangenmultiplexing bieten, nehmen wir,
wie im Falle sofort verfugbarer Technologie,
NWDM = 1 (6.84)
an.
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Aus obiger Betrachtung kann man ersehen, da die Anzahl einzelner optischer Kanale an einem SP-Baustein
durch Nmech beschrankt ist. Sie ist somit fur Ein- und Ausgabekanale gleich und liegt zwischen 1000 und 2500.
Bei einer Datenbreite zwischen 8 und 16 fur die P- und M- Kanale sowie 16 bis 32 fur den B-Kanal folgt damit:
1000
16
















Dies ist nicht wesentlich mehr als bei der sofort verfugbaren Technologie. Der Vorteil liegt hier in der einfacheren
billigeren Herstellung und der Kompaktheit der Systeme.
6.3.3 Mittelfristig verfugbar
Mittelfristig wird die Leistung der hier untersuchten Systeme von zwei Dingen protieren: Der Moglichkeit, die
Kanalanzahl durch die Verwendung des WDM-Verfahrens zu steigern, und der Verbesserung der Leistungsfahigkeit
von Laserdioden-basierten SP-Bausteinen. Von den Verbesserungen sind vor allem das Fanout des B-Kanals und
der Fanin der SP-Bausteine betroen. Die Latenz bleibt unverandert. Die Bandbreite kann durch die hohere
Anzahl zur Verfugung stehender Kanale leicht erhoht werden.
Bandbreite der P- und M-Kanale
Da wir gema [16] annehmen, da die Bandbreite der optischen Ein-/Ausgabekanale mit der VLSI-Leistung
skaliert, bleibt die Datenrate der Kanale in Prozessorzyklen ausgedruckt unverandert:
2Bits=cycle  BSP = B
E
P  8Bits=cycle (6.88)
2Bits=cycle  BSM = B
E
M  8Bits=cycle (6.89)
Die Verwendung des WDM-Verfahrens bedeutet, da nun bis zu 32 Kanale pro Faser geschickt werden konnen.
Daraus folgt, da die Datenbreite der P- und M- Kanale erhoht werden kann, da die Anzahl der Faser, die an die
Netzbausteine angeschlossen werden, nicht mehr kritisch ist. Damit gilt:
8  NP = NM  32 (6.90)
so da die Bandbreite der P- und M-Kanale zu
2Byte=cycle  BP  64Byte=cycle (6.91)
2Byte=cycle  BM  64Bits=cycle (6.92)
wird.
Bandbreite der B-Kanale
Die Betrachtung im vorigen Abschnitt kann auch fur die B-Kanale ubernommen werden, und zwar inklusive der
Verdoppelung der Datenbreite. Es gilt also:
2Bits=cycle  BSP = B
E
P  8Bits=cycle (6.93)
16  NB  64 (6.94)
und damit:
4Bytes=cycle  BB  128Bytes=cycle (6.95)
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Fanout der B-Kanale
Das Fanout kann mittelfristig entweder genauso wie im Falle der kurzfristig verfugbaren Technologie oder mit
integrierten opto-elektronischen Komponenten mit optischen Halbleiterverstarkern realisiert werden. Im ersten
Fall ist der mit einer Verstarkerstufe erreichbare Fanout identisch mit der kurzfristig verfugbaren Technologie.
Dies liegt daran da einerseits die Leistung der Laserdioden um einen Faktor von 2 hoher angenommen wird,
andererseits aber die Anzahl der Transmitterkopien auf dem Chip wegen der Verdoppelung der Datenbreite um
die Halfte sinkt. Allerdings kann man davon ausgehen, da mittelfristig die SP-Bauteile sowie die zugehorige
Optik und Mechanik billiger wird, so da man fur groe Rechner ohne weiteres zwei Verstarkerstufen nutzen
kann. Damit gilt fur den maximalen Fanout:
1282 = 16384  FoutNet  1024
2 = 1048576 (6.96)
Bei der Verwendung integrierter optischer Systeme als Verstarker kann man pro Stufe von einem Fanout zwischen
10 und 20 ausgehen. Da die Bausteine kompakt und mittelfristig billig sein werden und auerdem keine zusatzliche
Latenz verursachen kann man davon ausgehen da ohne weiteres 4 bis 8 Stufen benutzt werden konnen so da
ein ahnliche Fanout wie in Gleichung (6.96) angegeben erreicht werden kann.
Fanout der P-Kanale
In der PHOTON-Architektur mussen die P-Kanale einen Fanout besitzen. Da dieser nicht besonderes gro sein
mu, gehen wir davon aus, da er ohne eine Verstarkerstufe auskommt. Fur die Leistung des P-kanal Senders PSP ,
die vom Empfanger benotigte Leistung PEP und die Verluste des optischen Systems VP nehmen wir die gleichen
Werte wie beim B-Kanal an. Es gilt:
2mW  PSP  2mW (6.97)
0; 05mW  PEP  0; 1mW (6.98)
VP  0; 5 (6.99)
Damit liegt der Fanout eines einfachen Transmitters wie auch beim B-Kanal zwischen 4 und 20. Da auf der dem
SP-Baustein der Prozessorschnittstelle wesentlich weniger optische Eingange als auf dem Bus-Chip untergebracht
werden mussen, kann man davon ausgehen, da 2 bis 4 Kopien des Transmitters ohne weiteres auf dem Chip
Platz nden. Damit ist
8  FoutP  80 ' 64 (6.100)
Latenz der P-, M- und B-Kanale
Wie am Anfang des Abschnitts angedeutet, ist mittelfristig keine Anderung der Latenz zu erwarten. Sie ist bereits
bei der kurzfristig verfugbaren Technologie uberwiegend durch die Leitungsverzogerung beschrankt. Es gilt also:
LP  2cycle + cfaser=d (6.101)
LM  2cycle + cfaser=d (6.102)
LB  6cycle + cfaser=d (6.103)
Anzahl der optischen Ein-/Ausgabekanale an den SP-Bausteinen
N inSP : Fur die mittelfristig verfugbare 0; 1 Technologie wird in [16] eine Anzahl von bis zu 50000 Dioden ange-
nommen, die auf einem SP-Chip integriert werden konnen. Wir nehmen daher fur die Anzahl der Empfanger
auf einem SP-Baustein an:
N inSP  50000 (6.104)
N outSP : Die Anzahl der Laserdioden, die auf einem SP-Baustein untergebracht und betrieben werden konnen,
wird auch mittelfristig durch die Warmedissipation bestimmt sein. Wir gehen hier davon aus, da die
Verbesserungen in der Ezienz und Warmeableitungs-Technik die Steigerung der Laserleistung weitgehend
kompensiert. Dies bedeutet, da die maximale Anzahl von Laserdioden auf einem SP-Baustein mit der
kurzfristig verfugbaren Technologie gleich ist:
N outSP  5000 (6.105)
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Nmech: Bei Verwendung von 1D-Fasersteckern kann fur die Anzahl der Faser an einem SP-Baustein die Betrach-
tung aus Abschnitt 6.3.2 ubernommen werden. Allerdings ist mittelfristig, wie in Kapitel4 beschrieben,
davon auszugehen, da groe 2D-Faserbundel durch automatische Massenherstellung preiswert verfugbar
sein werden. Dadurch konnen die Fasern mit einer wesentlich hoheren Dichte auf der planaren Optik unter-
gebracht werden. Der typische Faserabstand in solchen Bundeln liegt bei 125 bis 250 m. Damit ergibt sich
eine Dichte von 16 bis 64 Fasern pro mm2. Bezuglich der fur die Faserbefestigung verfugbaren Flache gehen
wir von den in Abschnitt 6.3.2 beschriebenen Annahmen bezuglich der Groe des SP-Chips (ca. 2X2cm)
und der planaren Optik (ca. 6X6 cm) aus. Damit steht eine Flache von bis zu 3200 mm2 fur die Faser zur
Verfugung. Sie reicht fur uber 100000 Faser aus. Allerdings sind 2D-Faserbundel mit mehr als 10000 Faser
auch mittelfristig nicht zu erwarten []. Wir nehmen daher an, da an allen vier Seiten des SP-Chips 1000
zu einem Bundel zusammengefate Fasernbefestigt werden konnen. Damit gilt:
1000  Nmech  40000 (6.106)
Die untere Schranke wurde hier aus der Betrachtung fur ein System aus 1D-Fasersteckern ubernommen.
Nopt: Bereits bei der kurzfristig verfugbaren Technologie wurde mit der maximalen theoretischen Anzahl von
Kanale gerechnet, die in der planaren Optik realisiert werden kann. Daher kann mittelfristig keine weitere
Steigerung erwartet werden.
Nopt  10000 (6.107)
NWDM : Die Anzahl der Wellenlange ist vor allem durch die maximale Anzahl von Wellenlangen in einem Laser-
diodenfeld beschrankt. Wie in 4.5.2 beschrieben, sind in verschiedenen Labors Laserdiodenfelder mit 8 bis
16 verschiedenen Wellenlange demonstriert worden. Wir setzen daher:
8  NWDM  16 (6.108)
Die obige Betrachtung zeigt, da die Anzahl einzelner Eingabekanale durch die Leistung des optischen Systems
wahrend die Anzahl der Ausgabekanale durch die Warmedissipation der Laserdioden beschrankt ist. Sie betragt
fur Eingabekanale 10000 und fur Ausgabekanale 5000. Damit ergibt sich aus der, durch Gleichungen (6.90) und
(6.94) gegebenen Datenbreite fur die einzelnen Kanale:
10000
16























Die Ergebnisse der obigen Betrachtung sind fur die einzelnen Komponenten und Technologieklassen in Tabelle
6.3 zusammengefat.
6.4 Entwurf eines modularen 'Plug-and-Play' Systems
In den vorigen Abschnitten wurden verschiedene Moglichkeiten zur Implementierung der untersuchten Architek-
turen vorgeschlagen. Aufbauend auf dieser Betrachtung hat der Autor in Zusammenarbeit mit Wissenschaftlern
aus den Bereichen der Optischen Nachrichtentechnik der Fernuniversitat Hagen, und der Mikromechanik am IMM
Mainz ein Konzept fur ein modulares opto-elektronisches Baukastensystem entwickelt. Das System verfolgt zwei
Ziele:
1. Es soll zur Implementierung von Prototypen der hier beschriebenen Architekturen im Rahmen eines von
der DFG geforderten Forschungsprogramms benutzt werden.
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Zeitrahmen sofort kurzfristig mittelfristig
BP ,BM (Bytes/cycles) 2 bis 16 2 bis 16 2 nis 64
BB (Bytes/cycles) 4 bis 32 4 bis 64 4 bis 128
LP ,LM (cylces) 4+d/c bis 10+d/c  2+d/c
LB (cylces) 6+d/c bis 25+d/c  6+d/c
FoutP (mit BP ,BM ) - - 8 bis 64
FoutB (mit BB) 8 bis 64 64 bis 2048  16384
InP ; InM (Kanale mit BP ,BM ) 32 bis 128 64 bis 256 512 bis 1024
InB (Kanale mit BP ,BM) - 32 bis 128 256 bis 512
OutP ;OutM (Kanale mit BP ,BM) - 64 bis 256 256 bis 512
OutB (Kanale mit BP ,BM) - 32 bis 128 128 bis 256
Tabelle 6.3: Moglichen Werte fur die Leistungsparameter der untersuchten Architekturen fur die verschiedenen Technologie-
klassen
2. Es soll den Rechnerarchitekten die Moglichkeit geben, opto-elektronische Verbindungen als 'Plug-und-Play'
Komponenten in ihre Systeme einzubauen. Dadurch soll der Opto-Elektronik zu einer breiteren Anwendung
im Bereich der Rechnerarchitektur verholfen werden.
Um die obigen Ziele zu erreichen, fat das System SP-Bausteine, planar integrierte Freiraumoptik und Fasersy-
steme zu modularen Komponenten zusammen, die durch elektrische und optische Steckverbindungen miteinander
beliebig verbunden werden konnen. So ist es moglich, eine Vielzahl von opto-elektronischen Systemen einfach
durch Zusammenstecken von Standardkomponenten aufzubauen. Man kann also die Vorteile von SP-Bauteilen,
von komplexen optischen Freiraumverbindungen und von hochparallelen Faser-Ubertragungssystemen nutzen,
ohne sich mit der Optik oder der Opto-Elektronik auseinandersetzten zu mussen.
Im Nachfolgenden wird zunachst die Grundidee des Baukastensystems erlautert. Daraufhin wird das Prin-
zip des modularen Aufbaus verschiedener opto-elektronischer Systeme aus obigen Komponenten erlautert. Ab-
schlieend wird gezeigt, wie diese Komponenten zum Aufbau der, in der vorliegenden Arbeit vorgeschlagenen
Architekturen benutzt werden konnen.
6.4.1 Grundidee
Das Baukastensystem basiert auf kurzfristig verfugbarer Technologie. Aus diesem Grund setzt es auf folgende
Komponenten:
1. Parallele 1D-Faserbundel mit passenden Steckern fur die Datenubertragung auf lange Distanzen,
2. Planar integrierte optische Freiraumsysteme fur komplexe Verbindungsstrukturen und
3. SP-Bausteine, die optische Ein-/Ausgabefenster durch 'Flip-Chip' Bonding auf konventionellen CMOS-
VLSI-Bausteinen fur die Anbindung optischer Datenkanale an VLSI-Schaltungen integrieren.
Es ist so konzipiert, da es leicht auf die Nutzung mittelfristig verfugbarer Bauteile, insbesondere 2D-Faserbundel
und WDM-Datenubertragung erweitert werden kann.
Das System integriert die obigen Komponenten in drei Arten von Modulen: Fasermodule, Topologiemodule
und SP-Module. Diese Module konnen auf zwei Arten miteinander verbunden werden: durch konventionelle
parallele Faserstecker oder durch eine spezielle opto-mechanische Stecker-Schnittstellen. Auerdem konnen die
SP-Bausteine in handelsubliche Platinen gesteckt, und so miteinander und mit anderen Komponenten elektrisch
verbunden werden. Die Funktionen der Schnittstelle und der drei Modularten kann wie folgt zusammengefat
werden:
Opto-Mechanische Stecker-Schnittstelle
Die Schnittstelle erlaubt das Zusammenstecken verschiedener Module nach dem Vorbild heutiger kommerzieller
Faserbundelstecker. Dazu deniert sie ein Raster optischer Fenster, um die herum genau positionierte Onungen
fur Justierstifte angebracht sind. Auerdem geht sie davon aus, da die Lichtsignale die optischen Fenster immer
als parallele, zur Oberache senkrechte Strahlenbundel verlassen bzw. in sie eintreten.
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planare Freiraumoptik












a) Fasermodul b) Topologiemodul 
Abbildung 6.2: Die drei Arten von Modulen, aus den das vorgeschlagene 'Plug-and-Play' System besteht.
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Sollen zwei Module zusammengesteckt werden, so werden Justierstifte in die entsprechenden Onungen ge-
steckt, die Module zusammengefugt und mit passenden Klammern befestigt. Falls die Verbindung permanent
sein soll, konnen die Module auch geklebt werden.
Fasermodule
Ein Fasermodul verbindet eine Menge von parallelen, mit Fasersteckern versehenen Faserbundeln mit einer opto-
mechanischen Stecker-Schnittstelle (siehe Abbildung 6.2a). Dazu werden die einzelnen Stecker zunachst mit Hilfe
einer Fixierplatte zusammengefat und befestigt. Die Ausgange der befestigten Stecker werden dann mit Hilfe
einer planaren Optik auf die optischen Fenster der Schnittstelle abgebildet.
Die anderen Enden der Faserbundeln konnen entweder ebenfalls in einem Fasermodul zusammengefat sein,
oder mit konventionellen Fasersteckern versehen werden. Im ersten Fall kann das Faserbundel als 1:1 Verbin-
dung zwischen zwei Modulen des Baukastensystems verwendet werden. Im zweiten Fall dient das Bundel als
Schnittstelle zu kommerziellen Bausteinen. So konnen sowohl parallele Fasersender und -empfanger, als auch
handelsubliche Faserverteiler und Faserverstarker mit dem System verbunden werden. Auerdem kann ein Fa-
sermodul durch einzelne Stecker mit mehreren anderen Fasermodulen verbunden werden. So kann eine komplexe
Netzwerktopologie aufgebaut werden, die mehrere Module des Baukastensystems miteinander verbindet.
SP-Module
Ein SP-Modul bindet die optischen Ein-/Ausgabefenster eines SP-Bausteins an eine opto-mechanische Stecker-
Schnittstelle an. Dazu wird eine entsprechende planare Freiraumoptik an einem SP-Baustein befestigt. Sie bildet
seine optischen Ein-/Ausgabefenster auf das Raster der Schnittstelle ab (Abbildung 6.2c).
Damit ein SP-Modul in konventionellen elektronischen Aufbauten integriert werden kann, mu er in einen Sockel
oder einen Slot gesteckt werden konnen. Hierzu ist es am besten, wenn sich der Baustein in einer konventionellen
IC-Fassung bendet, und samt Fassung an die opto-mechanische Stecker-Schnittstelle angebunden wird.
Topologiemodule
Mit Hilfe von Fasermodulen mit Ubergang auf einfache Faserstecker lassen sich beliebige Verbindungstopologi-
en realisieren. Dazu mussen lediglich die einzelnen Stecker entsprechend verbunden werden. Auch Broadcast
und Multicast-Oprationen lassen sich realisieren, wenn man die einzelnen Faser an konventionelle 1xn Verzwei-
ger anschliet. Allerdings ist dieses Verfahren bei massiv parallelen Verbindungen mit Hunderten von Fasern
sehr aufwendig und mit einem schwer handhabbaren 'Kabelsalat' verbunden. Dies kann mit Hilfe geeigneter
Topologiemodule vermieden werden, die die gewunschte Abbildung fur ganze Faserbundel in einem Schritt reali-
sieren. Solche Module bestehen aus einer planar integrierten Freiraumoptik, die beidseitig mit opto-mechanischen
Stecker-Schnittstellen versehen ist (Abbildung (6.2b)). Sie bilden die optischen Fenster der einen Schnittstelle
nach einer vorgegeben Topologie auf die Fenster der anderen Schnittstelle ab. Damit konnen z.B. zwei, jeweils
an ein Fasermodul angeschlossene Faserbundel nach einem vorgegeben Muster miteinander verbunden werden.
Analog konnten die Faser eines Faserbundels auf die optischen Fenster eines, an ein SP-Modul angeschlossenen
SP-Bausteins abgebildet werden.
6.4.2 Standardkomponenten
Die groe Starke der Elektronik liegt in der Verfugbarkeit von Standardkomponenten aus denen sehr exibel viele
Standardsysteme aufgebaut werden konnen. So greift der Rechnerarchitekt nur in Sonderfallen zum VLSI-Design
und entwirft einen eigenen Baustein. Um die Opto-Elektronik fur den breiten Einsatz attraktiv zu machen,
werden auch hier Standardkomponenten benotigt. Im Nachfolgenden wird, basierend auf dem obigen modularen
System, ein solcher Satz von Standardkomponenten vorgeschlagen.
Schnittstellen-Standard
Je nach Anwendung werden unterschiedliche Mengen von Fasern benotigt. Daher ist es sinnvoll, die Schnitt-
stelle fur mehrere, unterschiedliche Faserzahlen zu denieren. Diese sollten allerdings jeweils ein Vielfaches der
Faserzahlen in kommerziellen parallelen Fasersteckern (4, 8, 12, 16, 24) sein.
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c) Inter-Bündel Permutationa) Intra-Bündel Permutationa) 2x(1x2) Rundruf-Modul
Abbildung 6.3: Die Funktionalitat der Standard-Topologiemodule
Standard-Fasermodule
Um die verschiedenen, fur die Schnittstelle denierten Faserzahlen auszunutzen, mussen entsprechende Fasermo-
dule als Standardkomponenten verfugbar sein. Um auerdem eine exible Verknupfung von Modulen mit unter-
schiedlichen Schnittstellen sowie handelsublichen Faserkomponenten zu ermoglichen, werden auerdem Standard-
komponenten vorgeschlagen die unterschiedliche Fasermodule und kommerzielle Stecker miteinander Verbinden.
Sie bestehen aus einem Faserbundel an deren beiden Enden unterschiedliche Fasermodule bzw. ein Fasermodul
und die gewunschten handelsublichen Stecker angebracht sind. Die wichtigsten solchen Module sind:
1:1 Verbindungen: 1:1 Verbindungen bestehen aus einem Faserbundel, an dessen beiden Enden identische Fa-
sermodule angebracht sind. In einem Standardbaukasten sollten fur jede Schnittstellengroe entsprechende
1:1 Verbinder vorhanden sein.
1:N Verbindungen: Eine 1:N Verbindung ist ein Faserbundel, das an einem Ende ein groes, und am anderen
mehrere kleine Fasermodule besitzt. So konnen die Ausgange mehrerer, aus wenigen Fasern bestehender
Module zur Weiterverarbeitung zu einem groen Modul zusammengefat werden.
Ubergang auf Faserstecker: Zur Anbindung an kommerzielle Faserkomponenten ist es notwendig, eine Schnitt-
stelle zu kommerziellen Fasersteckern zu schaen. Dazu werden die freien Enden der, an einem Fasermodul
befestigten Fasern mit solchen Steckern konfektioniert. Dabei kann es sich sowohl um parallele Stecker als
auch um Einfachstecker handeln.
Standard Topologiemodule
Fur ein Standardsystem sind vor allem regelmaige Verbindungen fur groe Faserbundeln sowie parallele Broadcast-
Operationen mit groem Fanout interessant. Einfache Verbindungen zwischen wenigen Fasern konnen mit Hilfe
von Fasermodulen mit einem Steckeranschlu realisiert werden. Fur massiv parallele, unregelmaige Topologi-
en mussen spezielle mageschneiderte Topologiemodule realisiert werden. Es werden daher folgende Standard-
Topologiemodule vorgeschlagen:
Kx(1xN) Broadcast-Module: Ein solches Modul realisiert gleichzeitig K Broadcast-Operationen, jede auf
einem anderen Faserbundel. Das Modul besitzt K Eingangs-Faserbundel und K Gruppen von N Ausgangs-
Faserbundel. Das Signal jedes Eingangsbundels wird auf alle N Bundel einer bestimmten Gruppe verteilt.
Ein solches Modul wird benotigt, um das Signal eines Broadcast-SP-Bausteins auf die Empfanger zu ver-
teilen.
Inter-Bundel Permutationen: Bei einer Inter-Bundel Permutation werden verschiedene Teile eines jeden Fa-
serbundels am Eingang zu verschiedenen Ausgangs-Faserbundeln zugeordnet. Dabei sind vor allem re-
gelmaige Permutationen von Bedeutung bei denen die Faser jedes Eingangsbundels nach dem gleichen Mu-
ster auf die Ausgangsbundel abgebildet werden. Solche Pemutationen erlauben eine einfache Realisierung
verschiedener Netzwerktopologien inklusive vollverbundener Netze sowie Broadcast- und Select Netzwerke.
Intra-Bundel Permutationen: Bei Intra-Bundel Permutatonen ist jedem Bundel am Eingang ein Bundel am
Ausgang zugeordnet. Dabei werden die Faser eines jeden Eingangs-Faserbundels nach dem gleichen Muster
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c) SP-Modul mit WDM-Funktiona) 1:1 SP-Modul a) SP-Modul mit Ausleuchtung
Abbildung 6.4: Die Funktionalitat der vorgeschlagenen Standrad SP-Module
auf die Faser des korrespondieren Ausgangssteckers abgebildet. Als Abbildungsmuster sind dabei vor allem
regelmaige Permutationen sinnvoll.
Standard SP-Module
Da die Topologiemodule eine exible Abbildung eines Eingabefeldes auf ein Faserbundel erlauben, werden fur die
SP-Module keine komplexen Abbildungsgeometrien zwischen den optischen Ein-/Ausgabefenstern der SP-Module
und denen der opto-mechanischen Stecker-Schnittstelle benotigt. Da der Weg der Lichtstrahlen umkehrbar ist,
mu auerdem nicht zwischen Eingabe- und Ausgabefenstern der SP-Bausteine unterschieden werden. Folglich
mussen beim Entwurf von Standard-SP-Modulen nur zwei Gesichtspunkte bedacht werden. Zum einen sind
SP-Module fur die verschiedenen, fur die Schnittstellen denierten Faserzahlen notwendig. Zum anderen mu
zwischen Laserdioden und Modulator-basierten Sendern unterschieden werden.
1:1-Module: 1:1 Module bilden jedes optische Fenster des SP-Bausteins auf ein Fenster der opto-mechanischen
Stecker-Schnittstelle ab (Abbildung 6.4a). Sie konnen sowohl fur Eingabe als auch fur Ausgabe mit Hilfe
von Laserdioden benutzt werden.
Module mit Ausleuchtung: Module mit Ausleuchtung dienen zur Anbindung Modulator-basierter SPs an das
System. Zu diesem Zweck sind die optischen Fenster der Schnittstelle in zwei Gruppen geteilt. Die Fenster
der beiden Gruppen werden auf die optischen Ein-/Ausgabefenster des SP-Bausteins abgebildet. Diese
Abbildung ist so beschaen, da das Licht von den Fenstern der einen Gruppe nach der Reexion von den
SP-Elementen zu den Fenstern der anderen Gruppe gelangt(Abbildung 6.4b). Damit dient die eine Gruppe
als Eingang fur die, zur Ausleuchtung dienenden Strahlen, wahrend die andere den Ausgang darstellt. Das
besondere an der Anordnung ist, da die Ausgabefenster auch als Eingabefenster benutzt werden konnen.
Somit kann das gleiche Modul benutzt werden, unabhangig davon, an welchen Stellen sich auf dem Chip
die Modulator-Sender und an welchen sich die Empfanger benden.
Module mit Wellenlangentrennung: Fur die Nutzung des WDM-Verfahrens ist es notwendig, da zur glei-
chen Faser gehorende Signale unterschiedlicher Wellenlange auf unterschiedliche Ein-/Ausgabefenster des
SP-Chips abgebildet werden. Hierzu ist ein spezielles WDM-taugliches SP-Modul notwendig (siehe Abbil-
dung 6.4c).
6.4.3 Aufbau der untersuchten Architekturen
Alle drei in der Arbeit untersuchten Architekturen konnen aus den oben beschriebenen Standardkomponenten
aufgebaut werden.
PHOTOBUS
Die Netzwerkbausteine sowie die Prozessor- und Speicherschnittstellen werden als 1:1 SP-Module realisiert. An
diese SP-Module werden Fasermodule mit parallelen Fasersteckern (z.B. MT-Steckern) uber die opto-mechanische
Stecker-Schnittstelle angebunden. Dabei geht vom Netzwerkbaustein ein paralleler Faserstecker fur jeden P-Kanal
und jeden M-Kanal sowie fur den Sender des B-Kanals ab. Passend dazu besitzt das SP-Modul jeder Prozessor-
und Speicherschnittstelle jeweils einen Stecker fur den Ausgang des B- bzw. M-Kanals und einen fur den Eingang
des B-Kanals. Die P- und M-Kanaleingange des Netzwerkchips werden einfach mit den zugehorigen Ausgangen der
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Prozessor- und Speicherschnittstellen zusammengesteckt. Der B-Kanalausgang wird zunachst uber ein passendes
Fasermodul an ein 1x(1xX) Broadcast-Modul angeschlossen. Dabei ist X der maximale Fanout des Transmitters.
Die Ausgange des Broadcast-Moduls sind an die Broadcast-SP-Bausteinen angeschlossen. Diese sind als 1:1
SP-Module implementiert und an ein Fasermodul mit Ubergang zu parallelen Fasersteckern angesteckt. Jeder
der anderen Stecker ist mit einer der Transmitterkopien des SP-Broadcast-Bausteins verbunden. Er wird an ein
1x(1xX) Broadcast-Modul angeschlossen, dessen Ausgange an die B-Kanalstecker eines Teils der Prozessor- und
Speichermodule angeschlossen sind.
PHOTOBAR
Die Implementierung der PHOTOBAR-Architektur unterscheidet sich von der der PHOTOBUS-Architektur nur
in einem Punkt: der Anzahl der Stecker, die die Prozessor- und Speicherschnittstellen mit dem Netzbaustein
verbinden. Da die P- und M-Kanale bidirektional sind, besitzt das Fasermodul an dem SP-Modul mit dem
Netzbaustein zwei Stecker fur jeden Prozessor und jede Speicherbank: einen fur die Eingabe und einen fur die
Ausgabe. Analog haben die Fasermodule an den SP-Moulen der Prozessor- und Speicherschnittstellen jeweils
einen Eingabe- und einen Ausgabestecker fur den P- bzw. M-Kanal.
PHOTON
Die Netzwerkbausteine und die B-Kanale konnen bei der PHOTON-Architektur genauso wie bei der PHOTOBUS-
Architektur realisiert werden. Einen Unterschied gibt es lediglich bei den Prozessorschnittstellen. Diese mussen
zum einen mit mehreren B-Kanalen verbunden werden. Auerdem besitzen sie mehrere Kopien des P-Kanal-
Transmitters, da die P-Kanale einen Broadcast an alle Netzwerkbausteine durchfuhren mussen. Dementsprechend
ist das 1:1 SP-Modul an den Prozessorschnittstellen mit einem Faser-Modul versehen, das einen Stecker fur jeden
B-Kanal und fur jede Kopie des Transmitters besitzt. Die P-Kanal Stecker sind an ein Kx(1xX) Boradcast-
Modul angekoppelt, dessen Ausgange an die Netzwerkbausteine angeschlossen sind. Dabei ist K die Anzahl der
Transmitterkopien, und X der Fanout eines jeden Transmitters, wobei das Produkt aus K und X der Anzahl der
Netzwerkbausteine im System entspricht
6.5 Implementierungsfragen
Die einzelnen Komponenten des im vorigen Abschnitt vorgeschlagenen Systems sind alle bereits in Form von
Prototypen in verschiedenen Forschungslabors demonstriert worden. Gleiches gilt fur die Integration einiger
Bauteile zu Gesamtsystemen, insbesondere die Integration von Faserbundeln und SP-Bausteinen. Dies wurde
bereits in Kapitel 4 ausgiebig erlautert. Allerdings wurden dabei nicht genau die, bzw. nicht alle fur das hier
vorgeschlagene Baukastensystem notwendigen Komponenten integriert. Damit stellt die Frage der Realisierung
des Baukastensystems ein oenes Forschungsproblem dar. Im Rahmen der Arbeit hat der Autor hierzu einige
Moglichkeiten untersucht. Dabei wurden auch in Zusammenarbeit mit Projektpartnern aus Mainz erste einfa-
che Prototypen fur kritische Teilkomponenten realisiert. Weitere Forschungsarbeiten werden im Rahmen des
laufenden DFG-Projektes durchgefuhrt.
Im Nachfolgenden werden zunachst die Probleme und die vorgeschlagenen Losungen bei der Realisierung
der verschiedenen Teile des Baukastensystems und seiner Standardkomponenten erlautert. Danach werden die
implementierten Teilkomponenten beschrieben.
6.5.1 Fasermodule
Fur die Realisierung der Fasermodule sind zwei Dinge notwendig:
1. Die Stecker der einzelnen Faserbundel mussen zusammengefat, justiert und befestigt werden.
2. Die Ausgange der einzelnen Bundel mussen auf die optischen Fenster der opto-mechanischen Stecker-
Schnittstelle abgebildet werden.
Die optische Abbildung soll mit Hilfe einer geeigneten planar integrierten Freiraumoptik realisiert werden. Hierzu
werden zur Zeit an der Fernuniversitat Hagen Forschungsarbeiten durchgefuhrt. Das in der Arbeit vorgeschlagene
Prinzip der Integration mehrerer paralleler 1D- Faserstecker und ihrer Befestigung an der planaren Optik ist in
154 KAPITEL 6. TECHNOLOGIESTUDIE
a) b)
Abbildung 6.5: Die nach einer Idee des Autors am IMM-Mainz hergestellten Protypen einer Fixierplatte fur die Fasermodule.
Abbildung a zeigt eine mit Hilfe eines Mechanischen Verfahrens hergestellte Platte. Im Bild b ist ein mit Hilfe der Laserabalation
realiserter Bauteil zu sehen. Eine Vergroerung der Onungen ist in Bild c gezeigt. Die Groe Onung hat einen Durchmesser
von 0,6mm, die kleinen ca 125m.
Abbildung 6.5 verdeutlicht. Dabei werden die parallelen Faserstecker vertikal auf einer Fixierplatte positioniert
und verklebt. Fur die Positionierung werden die Justierstifte verwendet, die normalerweise fur die Ausrichtung
einer Steckverbindung benutzt werden. Zu diesem Zweck gibt es in der Platte fur jeden Stecker passende Locher,
in die die Stifte eingefuhrt werden konnen. Bei Verwendung von Standard MT-Steckern mussen die Locher einen
Durchmesser von 600m und einen Abstand von 4; 6mm besitzen. Bauteile mit solchen Lochern konnen, wie
in Abschnitt 4.6.1 beschrieben, mit Hilfe des LIGA-Verfahrens mit einer Genauigkeit unterhalb eines m billig
hergestellt werden.
Experimentelle Fixierplatten fur die Faserstecker
Um die Moglichkeit zu testen, 1D-Faserstecker mit Hilfe einer Fixierplatte zu einem 2D-Feld zusammenzufas-
sen, wurden am IMM-Mainz zwei Demonstrator gebaut. Die Bausteine sind in Abbildung 6.5 zu sehen. Da
die Erzeugung der fur das LIGA-Verfahren notigen Maske sehr teuer ist, und sich nur bei einer hohen Stuckzahl
lohnt, wurden fur die Herstellung mikromechanische 'rapid-prototyping' Verfahren angewendet. Im Fall des ersten
Bausteins wurden mit einem Prazisionsbohrer 4 Paare von Justierlochern gebohrt. Beim zweiten Demonstrator
wurden in einer PMMA-Platte zwei Paare von Justierlochern mit Hilfe der Laserabalation erzeugt. Um die Ver-
luste beim Durchgang der Signale durch die PMMA-Platte zu vermeiden, wurden zusatzlich 12 kleine Onungen
(eine pro Faser) zwischen den Justierlochern angebracht
Bei allen Bauteilen konnte eine Genauigkeit von 2m erreicht werden. Dies ist sogar mehr, als fur die
Positionierung von Multimode-Fasern notwendig ist. Laut Angaben des IMM wurde sich die Genauigkeit bei
Verwendung des LIGA-Verfahrens weiter verbessern, so da sogar die Nutzung von Monomode-Fasern denkbar
ware.
6.5.2 Topologiemodule
Die Topologiemodule bestehen aus einer planaren Optik und zwei opto-mechanischen Stecker-Schnittstellen. Ihre
Realisierung bringt zwei Probleme mit sich. Zum einen mu die gewunschte Abbildung zwischen den Ein- und
Ausgabefenstern in der planaren Optik implementiert werden. Zum anderen mussen die Fixierplatten fur die
Schnittstelle an der planaren Optik positioniert und befestigt werden.
6.5.3 SP-Module
Bei der Realisierung der SP-Module mussen zwei Gesichtspunkte berucksichtigt werden: die Implementierung der
SP-Bausteine selbst, sowie ihre Anbindung an die opto-mechanische Schnittstelle. Ersteres ist bereits imAbschnitt
4.5.4 ausgiebig diskutiert worden. Letzteres ist besonderes dann schwierig, wenn man wegen der Kompatibilitat
zur konventionellen Elektronik die SP-Bausteine in handelsublichen Fassungen unterbringen mochte. Dies liegt
vor allem daran, da die Position des Chips im Sockel nicht genau deniert ist. Die gilt sowohl fur die Position
in der Ebene, als auch fur die Hohe des Chips. Hinzu kommt, da die elektrischen Bonding-Drahte eine direkte
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Abbildung 6.6: Die Abbildung zeigt das VLSI-Layout des vom Autor entworfenen und bei Bell-Labs produzierten einfachen
PHOTOBUS Netzwerkchip-Protytyps.
Implementierungskonzept
Um die obigen Probleme zu umgehen, wird vorgeschlagen, auf dem Chip einen Positionierrahmen zu befestigen.
Wie in Abbildung 6.9 dargestellt, sind an dem Rahmen mikroskopische Fue angebracht, die in die freien Raume
zwischen den Bondpads, sowie auf bestimmte Positioniermarkierungen auf dem Chip passen. Die Positioniermar-
kierungen konnen beim Entwurf des Chips auf der Oberache z.B. als kleine, strukturierte Metall-Pads vorgesehen
werden. So kann sichergestellt werden, da der Rahmen in Bezug auf die optischen Fenster des Chips in einer ex-
akt denierten Position in der Ebene angebracht wird. Da die Fue des Rahmens auf den Chip aufgesetzt werden,
ist auch seine Hohe uber dem Chip genau bestimmt. Der Rahmen ist von oben mit einer Platte wohldenierter
Dicke abgeschlossen, die an die Rander der Fassung angeklebt ist. Diese Platte bildet die Schnittstelle zu dem
planar integrierten optischen System, da die optischen Fenster des SP-Chips auf die opto-mechanische Stecker-
Schnittstelle abbildet. Fur die Positionierung des optischen Systems sind an der Platte Justiermarkierungen mit
einer genau denierten Position in Bezug auf den Rahmen angebracht.
Ein Problem des obigen Verfahrens besteht darin, da der Rahmen einen Abstand zwischen 1mm und ca.
5mm zwischen der Oberache des SP-Chips und der planaren Optik schat. Insbesondere dann, wenn die SP-
Bausteine Laserdioden-Sender besitzen, kann dies bei der Abbildung zu Problemen fuhren, da auf diese Entfernung
der Lichtkegel der Laserdioden einen betrachtlichen Durchmesser erreichen kann. Um dies zu vermeiden, kann
man in der Mitte des Rahmens, also uber den optischen Ein-/Ausgabefenstern des SP-Bausteins, ein Feld von
Mikrolinsen in den Rahmen integrieren. Dieses Feld kann die optischen Fenster direkt auf die Eingange der
planaren Optik abbilden.
Fur die Herstellung des Rahmens mu eine komplexe Struktur mit mehreren Millimetern Dicke und ein bis
zwei Zentimetern Durchmesser mikrometergenau realisiert werden. Hierfur eignet sich am besten die LIGA-
Technologie. Sie erlaubt, wie bereits erlautert, sowohl die notwendige Prazision als auch die, fur die Fue des
Rahmens notwendige Strukturtiefe. Mit ihrer Hilfe kann bei Bedarf ein Mikrolinsen-Feld in den Rahmen integriert
werden (siehe 4.6.1).
Experimentelle SP-Chips
Der Autor hat im Verlauf der Arbeit zwei einfache SP-Bausteine entworfen. Beide wurden bei Bell-Labs in den
USA im Rahmen eines sog. Foundry-Runs hergestellt. Bei beiden handelte es sich um 2x2mm groe CMOS-
VLSI Bausteine auf denen 200 MQW-Dioden gebondet waren. Der erste-Chip, der 1996 produziert wurde,
beinhaltet lediglich einfache Shiftregister. Auf dem zweiten Chip wurde ein einfacher Prototyp des Bus-Chips fur
die PHOTOBUS-Architektur realisiert. Der Prototyp beinhaltet on Chip Bus, 8 optische Eingange fur die P -und
M-Kanale jewils mit einem 64 Bit-Buer und einen elektrischen und und optischen Ausgang fur den B-Kanal.
Sowohl die optischen als auch die elektrischen Datenkanale besitzen 8 Datenleitungen so wie eine CLOCK und
eine STROBE Leitung.
156 KAPITEL 6. TECHNOLOGIESTUDIE
Abbildung 6.7: Das Ergebnis eine Simulation des vom Autor entworfenen Prototypen des PHOTOBUS Netzwerkchips. Die
Zeitachsen ist in 25ns-Abschnitte eingeteilt. Bei t=25ns werden and die als input1 bis input7 bezeichneten optischen Eingange
verschiedene Daten gesendet. Diese werden dann nacheinander von dem als xmitt bezeichneten Transmitter ubertragen, wobei
auf Grund der von den Transmittern benotigten Spannungswerte das Inverse der Eingangssignale auf dem Transmitter erscheint.
6.5. IMPLEMENTIERUNGSFRAGEN 157
Abbildung 6.8: Das Ergebnis einer Simulation eines optischen Eingangs mit einer Betriebsfrequenz von 500 MHz. Die Daten,
die uber die Eingabeleitungen kommen (zu hexadezimalen input Signal zusammengefat) werden zwischengespeicher und 2,5ns
spater die die Ausgabeleitungen (zu hexadezimalen output Signal zusammengefat) korrekt weitergeleitet.
Das VLSI-Layout des Chips ist in Abbildung 6.6, der Chip selber in Abbildung 6.9 zu sehen. Da der Chip
erst nach langer Zeit ausgeliefert wurde und einen aufwendigen opto-elektronischen Testaufbau erfordert, konnen
in der Arbeit keine Testergebnisse prasentiert werden. Allerdings wurde das realisierte Design mit den SPICE
und IRSIM VLSI-Simulatoren untersucht. Dabei wurden die vom Hersteller des Chips zur Verfugung gestellten
Parameterdatein benutzt. Diese Paramterdatein wurde bei Bell-Labs vielfach benutzt, wobei eine gute Uberein-
stimmung von Simulation und Experiment festgestellt wurde. Die Simulation kann daher als ein wichtiges Indiz
fur die Leistung des Chips angesehen werden.
Die Ergebnisse sind in Abbildungen 6.7 und 6.8 zu sehen. In der Abbildung 6.7 wird die Arbitrierung und
Ubertragung von 8 Wortern a 2 Byte demonstriert, die alle gleichzeitig auf den unterschiedliche Eingabekanale
ankommen. Dabei wird gezeigt, da das System mit einer Frequenz von 200MHz betrieben werden kann und
dabei eine Latenz von 8ns besitzt. Die Betriebsfrequenz ist in diesem Fall durch die Geschwindigkeit der Standard
VLSI-Zellen beschrankt, die in dem Entwurf der Arbitrierungslogik benutzt wurden. Die einzelnen Eingabekanale
konnen mit einer deutlich hoheren Frequenz betrieben werden. Dies wird in Abbildung 6.8 deutlich, die den
Betrieb eines Eingabekanals mit einer Taktrate von 500 MHz demonstriert.
Experimentelle Positionierrahmen fur SP-Chips
Ein Positionierrahmen, der am IMM auf der Basis der hier vorgestellten Idee hergestellt wurde, ist in Abbildung
6.9 zu sehen. Wie im Fall der Fixierplatten konnte aus Kostengrunden fur die Herstellung nicht das LIGA-
Verfahren benutzt werden. Trotzdem wurden fur den rahmen Genauigkeiten im Bereich weniger Mikrometer
erreicht. Es wurde gezeigt, da bei einer entsprechenden Vorbereitung des SP ein Rahmen mit geringen Aufwand
auf dem Chip positioniert werden kann.
158 KAPITEL 6. TECHNOLOGIESTUDIE
Abbildung 6.9: Der am IMM Mainz nach Vorgaben des Autors hergestellte Positionierrahmen fur SP-Module. Abbildung a
zeigt wie der Rahmen mit einem Manipulator auf dem Chips positioniert wird. In Bild b ist eine Nahaufnahme des Rahmens zu
sehen. In Bild c ist eine Vergroerung einer Ekce des Rahmens zu sehen, die die zur Justierung verwendeten Markierung zeigt.
6.6 Fazit
Die Betrachtung im vorliegenden Kapitel hat gezeigt, da optische Verbindungen mit einer groen Anzahl dichtge-
packter Kanale moglich sind, die eine hohe Bandbreite, hohen Fanout und trotzdem eine geringe Latenz besitzen.
Dank der Fortschritte in der Opto-Elektronik, der Mikrooptik und Mikromechanik konnen mehrere Hundert bis
mehrere Tausend solche Kanale direkt an konventionelle VLSI-Bausteinen angeschlossen werden. So konnen Netz-
werkschnittstellen realisiert werden, die die hohe Bandbreite optischer Verbindungen voll ausnutzen. Gleichzeitig
sorgt die direkte Anbindung an die VLSI Logik dafur, da bei der Wandlung zwischen dem elektrischen und dem
optischen Datenstrom keine nennenswerte Latenz entsteht. Die konkreten zu erwartenden Leistungsparameter
sind in Tabelle 6.3 zusammengefat. Sie wurden auf der Basis einer umfassenden Literaturstudie abgeschatzt.
Fur die Praktische Anwendung einer Technologie ist das Vorhandensein von Standardkomponenten entschei-
dend, aus den komplexe System einfach und billig aufgebaut werden konnen. Im Falle opto-elektronischer Netz-
werke ist es insbesondere wichtig, da Leistungsfahige System aufgebaut werden konnen, ohne da man sich sich
mit der technischen Problemen der Optik oder der Opto-Elektronik auseinandersetzten mu. Nur so kann diese
Technologie eine Akzeptanz im Bereich der Rechnerarchitektur gewinnen. Aus dieser Uberlegung heraus wurde
im vorliegenden Kapitel ein Konzept fur ein opto-elektronisches 'Plug- and-Play' System entwickelt und durch
die Herstellung einfacher Komponenten veriziert. Es fat SP-Bausteine, planar integrierte Freiraumoptik und
Fasersysteme zu modularen Komponenten zusammen, die durch elektrische und optische Steckverbindungen mit-
einander beliebig verbunden werden konnen. So ist es moglich, eine Vielzahl von opto-elektronischen Systemen
einfach durch Zusammenstecken von Standardkomponenten aufzubauen. Auch die in der Arbeit vorgeschlagenen
opto-elektronischen SMP-Architekturen konnen mit Hilfe des Systems implementiert werden.
Kapitel 7
PHOTOBUS
In diesem Kapitel wird das PHOTOBUS-System betrachtet, da auf einem SP-Chip einen paket-vermittelnden
Bus implementiert. Dabei liegen die Beitrage der Arbeit in vier Bereichen:
1. Es wird gezeigt, welche Voraussetzungen erfullt werden mussen, damit das Berkeley- Protokoll korrekt und
ezient realisiert werden kann (Abschnitt 7.1).
2. Fur alle fur die Realisierung des System benotigten Komponenten wird die Hardwarearchitektur beschrieben.
Dazu gehoren die optischen Sender und Empfanger (Abschnitt 7.2) Speicher- und Prozessorschnittstellen
(Abschnitte 7.3 und 7.4) und der Bus-Chip (Abschnitt 7.5). Der Aufbau der Komponenten wird durch
Strukturdiagramme, ihre Funktionalitat durch endliche Automaten speziziert.
3. Basierend auf dem Architekturentwurf und den in Kapitel 6 beschriebenen Technologieparametern werden
die Skalierbarkeit und Leistungsfahigkeit des Systems abgeschatzt. Dazu wird zunachst in Abschnitt 7.6 die
Abhangigkeit der benotigten Bus-Chip Flache von der Anzahl der Prozessoren betrachtet. Danach werden
in Abschnitten 7.7 und 7.8 die Ergebnisse der Systemsimulation und der theoretischen Analyse prasentiert.
4. Es wird gezeigt, wie die Leistung des System gesteigert werden kann, indem auf dem Bus-Chip ein Syn-
chronisationsmechanismus integriert wird (Abschnitt 7.9). Dazu wird zunachst das Prinzip der On-Chip
Synchronisation erlautert. Danach werden die notwendigen Modikationen in der Architektur und Funk-
tionsweise des Bus-Chips und der Schnittstellen beschrieben. Anschlieend werden Simulationsergebnisse
prasentiert, die das Ausma der Leistungssteigerung dokumentieren.
7.1 Uberblick
Die hier vorgeschlagene opto-elektronische PHOTOBUSArchitektur realisiert auf dem SP-Chip die Funktionalitat
eines paket-vermittelnden Busses. Wie in Abbildung 7.1 zu sehen, sind die Prozessoren und die Speicherbanke
uber unidirektionale optische Kanale an einen SP-Chip (den Bus-Chip) angeschlossen. Diese Kanale werden als P-
und M-Kanale bezeichnet. Der Bus-Chip kann auf einem ebenfalls unidirektionalen, optischen Kanal (B-Kanal)
durch einen Rundruf an das ganze System verschicken. Die Prozessoren und die Speicherbanke schicken uber ihre
P- bzw. M-Kanale Daten an den Bus-Chip. Dieser speichert sie zwischen und leitet sie dann nacheinander uber
den B-Kanal an das ganze System weiter. Damit wird die Funktionalitat eines Busses nachgeahmt.
Wie in Kapitel 5 beschrieben, sind bei der Realisierung des Berkeley Cache Koharenz Protokolls drei Dinge zu
beachten: der Datenu, der Kontrollu, sowie das Timing der Supply-Operationen. Im Nachfolgenden werden
die Grundideen beschrieben, auf denen die Bewaltigung dieser Aufgaben in der PHOTOBUS-Architektur basiert.
Die Details sind in den nachsten Abschnitten bei der Beschreibung der einzelnen Komponenten zu nden.
7.1.1 Ablauf der Speicheroperationen
Der logische Datenu zwischen den Prozessoren und den Speicherbanken, der zur Realisierung des Berkeley-
Protokolls benotigt wird, wurde in 5.2 beschrieben und in Abbildung 5.2 dargestellt. In der PHOTOBUS-
Architektur wird dieser Datenu wie folgt realisiert:
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Abbildung 7.1: Der Aufbau der PHOTOBUS-Architektur.
FetchRead
Das Kommunikationsmuster fur eine Leseoperation ist in Abbildung 7.9 oben dargestellt. Um eine neue Cache-
Zeile nach eine Read-Miss zu holen, schickt ein Prozessor uber seinen P-Kanal eine Nachricht an den SP-Buschip.
Die Nachricht beinhaltet die Adresse der gewunschten Cache-Zeile und ein Befehlswort mit dem Lesebefehl. Sie
wird von SP-Buschip in dem zugehorigen P-Puer gespeichert und in die Warteschlange des B-Kanal Transmitters
eingereiht. Sobald der Transmitter fur sie verfugbar ist, wird die Nachricht uber den B-Kanal an alle Prozessoren
und Speicherbanke weitergeleitet. Die Anfrage wird von allen Speicherbanken uberpruft, und von der, die diese
Adresse beinhaltet, zur Bearbeitung ubernommen. Gleichzeitig prufen die Prozessoren, ob sie die Zeile in ihrem
Cache besitzen und wenn ja, in welchem Zustand sie sich bendet. Der weiterer Ablauf hangt davon ab, ob ein
Prozessor die Zeile im PrivateModied Zustand besitzt. Falls ja, dann liegt eine Supply-Anforderung vor. Der
Besitzer der Zeile informiert sofort den Bus-Chip und fuhrt die entsprechende Supply-Operation durch, indem er
den Inhalt der geforderten Cache-Zeile uber seinen P-Kanal schickt.
Ansonsten wartet der Bus-Chip, bis die Speicherbank das Datum gelesen hat, und es uber ihren M-Kanal
verschickt hat. Sobald der Bus-Chip die gewunschte Zeile erhalten hat (egal ob von einem anderen Prozessor
oder von der Speicherbank), reiht er sie in die Warteschlange des Transmitters ein, um sie dann als Rundruf
zu verschicken. Dabei wird in dem Befehlswort vermerkt, da es sich bei der Ubertragung um die Antwort des
Speichers handelt. Damit wissen alle anderen Prozessoren und die Speicherbanke, da sie die Nachricht nicht
weiter betrachten mussen.
FetchWrite
Wie in Abbildung 7.2 oben zu sehen, geht ein Prozessor beim Holen einer Zeile fur eine Schreiboperation fast ge-
nauso wie bei einem Lesezugri vor. Der einzige Unterschied zum Lesezugri besteht darin, da ein Schreibzugri
eine Invalidierung verursacht. Alle Prozessoren, die die betroene Zeile in ihrem Cache besitzen, markieren diese
nach dem ersten Rundruf als ungultig. Dies gilt unabhangig davon, in welchem Zustand sich die Zeile in ihrem
Cache bendet, also auch dann, wenn ein Prozessor die Zeile im PrivateModied Zustand besitzt. In diesem Fall
schickt er sie zuerst an den Bus-Chip und markiert sie dann in seinem Cache als ungultig.
Invalidate-und Exclusive Operation
Das Anfordern des Schreibrechts fur eine bereits gultige Cache-Zeile unterscheidet sich von den bisher betrach-
teten Operationen darin, da keine Daten verschickt werden und der Prozessor keine Antwort auf seine Anfrage
benotigt. Wie in Abbildung 7.2 unten rechts zu sehen, schickt der Prozessor zunachst die Adresse der Cache-Zeile
zusammen mit einem entsprechenden Befehlswort an den Bus-Chip. Die Nachricht wird wieder gespeichert, in
die Transmitter-Warteschlange eingereiht und uber den B-Kanal an das ganze System geschickt. Die Prozessoren
speichern die Adresse, prufen, ob sie sie in ihrem Cache haben, und invalidieren gegebenenfalls die entsprechende
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Abbildung 7.2: Der Ablauf der Speicheroperationen des Berkeley-Protokolls in der PHOTOBUS-Architektur. Die gestrichelte
Linien bedeuten Kommunikationsschritte, die nicht unbedingt notwendig sind. Durch dicke und dunne Linien wird zwischen
Nachrichten unterschieden, die aus einer ganzen Cache-Zeile oder nur aus einem Befehl und einer Adresse bestehen.































Abbildung 7.3: Der Ablauf von Lock- und Unlock-Operationen auf in der PHOTOBUS-Architektur. Gestrichelte Linien
bedeuten Kommunikationsschritte, die nicht unbedingt notwendig sind. Durch dicke und dunne Linien wird zwischen Nachrichten
unterschieden, die aus einer ganzen Cache-Zeile oder nur aus einem Befehl und einer Adresse bestehen.
Zeile. Die Speicherbanke ignorieren die Nachricht, da sie von ihr nicht betroen sind. Die Invalidierung einer
Zeile erfolgt in gleicher Weise wie das Anfordern des Schreibrechtes. Es bedarf daher keiner weiteren Erklarung.
WriteBack-Operation
Beim Zuruckschreiben in den Speicher schickt der Prozessor die Adresse und den Inhalt der Zeile zusammen
mit einem entsprechenden Befehlswort uber seinen P-Kanal an den Bus-Chip. Wie in Abbildung 7.2 links un-
ten dargestellt wird die Nachricht dann vom Bus-Chip uber den B-Kanal an das ganze System geschickt. Die
Speicherbanke uberprufen daraufhin, ob sie die Zeile besitzen, wahrend die Prozessoren die Nachricht ignorieren.
Die Speicherbank, die die Zeile beinhaltet, fuhrt den Schreibzugri durch und benachrichtigt den Prozessor uber
ihren M-Kanal, sobald sie fertig ist. Dies ist notwendig, damit der Bus-Chip wei, da die Bank nun frei ist und
neue Anfragen akzeptieren kann.
Synchronisation
Die Kommunikationsstruktur bei der Realisierung von Sperren durch Lock und Unlock- Operationen ist in Abbil-
dung 7.3 zu sehen. Fur eine Lock-Operation schickt der Prozessor den Befehl und die Adresse an den Bus-Chip,
der beide uber den B-Kanal an das ganze System weiterleitet. Die Anfrage wird von der, zur Adresse einer Sperre
gehorenden Speicherbank ubernommen und bearbeitet. Das Ergebnis wird dem Bus-Chip uber den M-Kanal
mitteilt und gelangt durch einen Rundruf auf dem B-Kanal zu dem auf Antwort wartenden Prozessor.
Eine Unlock-Operation verlauft genauso wie ein WriteBack. Allerdings werden dabei lediglich der Befehl und
die Adresse, und nicht der Inhalt einer gesamten Cache-Zeile verschickt.
7.1.2 Flukontrolle
Die Flukontrolle mu dafur sorgen, da keine Komponente des Systems mehr Anfragen erhalt als sie auf einmal
verarbeiten kann. Bei der PHOTOBUS-Architektur mussen dabei vor allem drei Faktoren berucksichtigt werden:
die Anzahl der Anfragen, die an den Bus-Chip geschickt werden, die Anzahl der an eine Speicherbank gerichteten
Anfragen und die Anzahl der Nachrichten, die die Prozessorschnittstellen verarbeiten mussen.
Bus-Chip: Der Bus-Chip besitzt am Eingang eines jeden P- und M-Kanals einen Puer, der maximal eine
Nachricht speichern kann. Dies bedeutet, da der zugehorige Prozessor bzw. die Speicherbank erst dann
eine neue Anfrage an den Bus-Chip schicken kann, wenn die alte verarbeitet wurde. Entscheidend fur die
Flukontrolle ist die Tatsache, da eine Anfrage immer dann als vom Bus-Chip verarbeitet gilt, wenn sie
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uber den B-Kanal ubertragen wurde. Dies bedeutet, da die Prozessoren und die Speicherbanke mit dem
Schicken der neuen Anfrage einfach nur warten mussen, bis sie die alte auf dem B-Kanal bemerken.
Speicherbanke: Die Koordinierung der Anfragen an die Speicherbanke wird zentral vom Bus-Chip erledigt.
Dieser wei fur jede Speicherbank, ob sie gerade frei oder beschaftigt ist. Er arbitriert den Zugang zu den
Speicherbanken in gleicher Weise, wie er den Zugri auf den B-Kanal verwaltet.
Prozessoren: Bei den Prozessoren mu zwischen drei Arten von Nachrichten unterschieden werden:
1. den Antworten auf eigene Anfragen,
2. Invalidate- und Exclusiv-Operationen, die im Cache uberpruft werden mussen und
3. FetchRead und FetchWrite Anfragen, die eine Supply-Operation erforderlich machen.
Die erste Art von Nachrichten fuhrt trivialer Weise zu keinen Problemen. Unter der Annahme, da die
Bandbreite des B-Kanals nicht groer als die Zugrisbandbreite des Caches ist, gibt es auch mit der zweiten
Nachrichtenart keine Probleme. Das Problem bei den Supply-Operationen besteht darin, da Supply-
Anforderungen bei einem Prozessor schneller uber den B-Kanal eintreen, als die Prozessorschnittstelle
uber den P-Kanal die angeforderten Daten an den Bus-Chip ubertragen kann. Dies liegt daran, da die
Anforderungen lediglich aus der Adresse und einem Befehlswort bestehen, wahrend bei der Durchfuhrung
einer Supply-Operation eine ganze Cache-Zeile an den Bus-Chip ubertragen werden mu. Hinzu kommt,
da die Bandbreite des P-Kanals geringer als die des B-Kanals ist. Um mit dem Problem fertig zu werden,
mu jeder Prozessor einen Puer fur Supply-Operationen besitzen. Wie im nachsten Abschnitt erlautert
wird, mu die Groe des Puers gleich der Prozessoranzahl sein.
7.1.3 Timing der Supply-Operationen
Falls in kurzen Zeitabstanden mehrere Supply-Anforderungen an den gleichen Prozessor ergehen, so fuhrt dies
an der entsprechenden Prozessorschnittstelle zu einer Stauung von anstehenden Supply-Anfragen. Fur die Ar-
chitektur der Prozessorschnittstelle bedeutet das zum einen, da ausreichend Puer-Platz fur die Speicherung
von solchen Anfragen verfugbar sein mu. Zum anderen mu man dafur sorgen, da der Bus-Chips trotzt des
Staus rechtzeitig uber alle Supply-Operationen benachrichtigt wird. Wie in 7.1 erlautert, bedeutet 'rechtzeitig'
in diesem Zusammenhang, da die Benachrichtigung beim Bus-Chip vor der Antwort der Speicherbank eintref-
fen mu. Anderenfalls wurde der Bus-Chip falschlicher Weise die Daten von der Speicherbank als Ergebnis der
Speicheranfrage uber den B-Kanal weiterleiten.
Die hier vorgeschlagene Losung des obigen Problems basiert auf drei Annahmen:
1. Die maximale Anzahl von Supply-Anfragen, die sich gleichzeitig im System benden konnen, ist durch die
Anzahl der Prozessoren oder ihr kleines Vielfaches beschrankt. Dies folgt aus der Tatsache, da ein Prozessor
nicht unbegrenzt viele ausstehende Speicheranfragen verwalten kann. Die meisten heutigen Prozessoren
lassen maximal 2 bis 4 ausstehende Anfragen zu. Daruber hinaus wird der Prozessor so lange angehalten,
bis eine der ausstehenden Anfragen befriedigt wurde.
2. Der Cache-Kontroller kann die Supply-Anfragen mit der gleichen Rate befriedigen, mit der sie uber den B-
Kanal ankommen. Bei dieser Annahme handelt es sich um eine Konkretisierung der Annahme vom vorigen
Abschnitt, da der Cache-Kontroller von dem Datenstrom auf dem B-Kanal nicht uberfordert wird.
3. Eine kurze Benachrichtigung uber eine anstehende Supply-Operation kann uber den P-Kanal in der gleichen
Zeit an den Bus-Chip verschickt werden, die eine Supply-Anforderung fur die Ubertragung auf dem B-
Kanal benotigt. Diese Annahme ist dadurch begrundet, da eine solche Benachrichtigung nur aus einem
Befehlswort und der Nummer der Speicherbank bestehen mu. Sie ist damit wesentlich kurzer als die einer
Supply-Anforderung, die zusatzlich zum Befehlswort eine ganze 64-Bit lange Adresse beinhalten mu.
Aus der ersten Annahme folgt, da der Puer (Supply-Puer) mit der Kapazitat von P -Cache-Zeilen fur die
Speicherung ausstehender Supply-Anfragen ausreicht. Durch Annahmen zwei und drei ist es moglich, auch im
Fall eines Staus den Bus-Chip rechtzeitig uber ausstehende Supply-Operationen zu benachrichtigen. Das Vorgehen
hierzu sieht wie folgt aus. Wird uber den B-Kanal eine Fetch-Operation ubertragen, so wird diese in einen Puer
geholt und an den Cache-Kontroller ubergeben. Dieser pruft, ob eine Supply-Anforderung vorliegt, also ob
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die betroene Zeile sich im eigenen Cache im Modied-Modus bendet. Ist dies der Fall, so wird der Inhalt
der Zeile in den Supply-Puer ubertragen. Gleichzeitig wird ein entsprechendes Befehlswort zusammen mit
der Nummer der zur Adresse der Zeile gehorenden Speicherbank (die Supply-Benachrichtigung) uber den P-
Kanal verschickt. Falls zu diesem Zeitpunkt andere Daten uber den P-Kanal ubertragen werden, so wird diese
Ubertragung unterbrochen und nach der Benachrichtigung fortgesetzt. Entscheidend fur die Korrektheit des
Verfahrens ist, da es sich aufgrund der letzten Annahme bei der unterbrochenen Ubertragung niemals um eine
andere Supply-Benachrichtigung handeln kann.
Die eigentliche Supply-Operation, bei der die Cache-Zeile aus dem Supply-Puer an den Bus-Chip geschickt
wird, folgt zu einem beliebigen spateren Zeitpunkt. Wann dies genau passiert, ist egal, da der Bus-Chip uber die
anstehende Supply-Operation informiert ist. Er wei somit, da er die vom Speicher kommenden Daten nicht
weiterleiten darf, sondern auf den aktuellen Inhalt der Cache-Zeile vom Prozessor warten mu.
7.2 Die optische Datenubertragung
Die optische Datenubertragung zwischen dem Bus-Chip und den Prozessoren und Speicherbanken ndet mit Hilfe
paralleler Faserbundel-Systeme statt. Dabei mussen drei Aspekte berucksichtigt werden:
 Die Prozessoren, Speicherbanke und der Bus-Chip arbeiten nicht synchron. Dies bedeutet, da es kein
globales Taktsignal gibt, mit dem die Datenubertragung koordiniert werden kann. Statt dessen mu den
Empfangern explizit mitgeteilt werden, wann gultige Daten an den Leitungen anliegen.
 Die optische Datenubertragung wird mit einer hohen Datenrate (bis 1 bis 2 Gbit/s), dafur aber mit einer
geringen Anzahl von Leitungen (8 bis 10) durchgefuhrt. Innerhalb des Bus-Chips und auf den Prozessor-
und Speicherplatinen wird dagegen mit einer geringeren Datenrate (100 bis 500MHz), dafur aber mit brei-
teren Datenpfaden gearbeitet. Die Empfanger und Sender mussen also eine Konvertierung zwischen einem
hochfrequenten Datenstrom auf einem schmalen Datenpfad und einem niederfrequenten Strom auf einem
breiten Datenpfad durchfuhren.
 Es mu ein Format fur die Datenpakete deniert werden, das eine eindeutige Unterscheidung zwischen
Befehlen, Adressen und Daten ermoglicht.
7.2.1 Synchronisation der Ubertragung
Fur eine fehlerfreie Datenubertragung ist es notwendig, da der Empfanger wei, wann gultige Daten an der
Leitung anliegen und ubernommen werden konnen. In einem synchronen System wird zu diesem Zweck die
Ubertragung in der Regel mit dem globalen Systemtakt synchronisiert. Dabei geht der Empfanger davon aus,
da er die an der Leitung anliegenden Daten mit der Taktanke in ein Flip-Flop einlesen kann. Da es in einem
asynchronen System keinen globalen Takt gibt, mussen fur die Synchronisation andere Verfahren verwendet
werden. Dabei gibt es grundsatzlich zwei Moglichkeiten: Es kann entweder ein Taktsignal in den Datenstrom
integriert werden oder es kann eine zusatzliche Taktleitung verwendet werden. Die meisten konventionellen
optischen Ubertragungssysteme verwenden das erste Verfahren, da sie mit einer einzigen Leitung auskommen
mussen. Dies hat den Nachteil, da eine aufwendige Kodierung und Dekodierung notwendig ist, die zu einer hohen
Latenz fuhrt. Das PHOTOBUS-System nutzt die hohe Anzahl von Leitungen, die die parallelen Fasersysteme
zur Verfugung stellen und verwendet das zweite Verfahren.
7.2.2 Konvertierung des Datenstroms
Die Konvertierung zwischen hochfrequenten und niederfrequenten Datenstromen ist eine Standardfunktion, die in
jedem optischen Datenubertragungssystem zu nden ist. Dabei wird fur jede Leitung des hochfrequenten Stromes
ein Schieberegister benutzt, auf das sequentiell mit hoher, und parallel mit geringer Frequenz zugegrien werden
kann. Die hochfrequenten Daten werden seriell in das Register eingeschoben und, sobald das Register voll ist,
parallel ausgelesen. In umgekehrter Richtung werden die Daten parallel in das Register eingelesen und dann mit
hoher Frequenz seriell herausgeschoben. Das obige Verfahren setzt voraus, da auf die Schieberegister abwech-
selnd parallel und seriell zugegrien wird. Wahrend des hochfrequenten Zugris mu also die niederfrequente
Ubertragung unterbrochen werden und umgekehrt. Dadurch wird ein kontinuierlicher Datenstrom verhindert
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Abbildung 7.4: Die im Text beschriebene Konvertierschaltung, deinen seqientiellen hochfrequenten Datenstrom des optischen
Kanals in einen parallelen (in der Abbildung 4 Bit breiten) niederfrequenten Datenstrom wandelt.
Abbildung 7.5: Das Ergebnis einer Simulation der Konvertierschaltung aus Abbildung 7.4.
und die Bandbreite halbiert. Um einen kontinuierlichen Datenu zu ermoglichen, mussen zwei Schieberegister
mit der Lange des doppelten Frequenzunterschieds zwischen den Datenstromen verwendet werden. Die hoch-
frequenten und niederfrequenten Zugrie nden dann gleichzeitig auf jeweils unterschiedlichen Registern statt.
Wahrend eines sequentiellen Zugris auf das erste Register ndet also ein paralleler Zugri auf das zweite statt.
Da die Lange des Schieberegisters dem Frequenzunterschied entspricht, werden beide Zugrie gleichzeitig been-
det. Daraufhin werden die Register getauscht, es wird also parallel auf das erste und sequentiell auf das zweite
zugegrien.
Bausteine, die auf dieser Weise bis zu 10 hochfrequente Datenstrome gleichzeitig auf jeweils 8 bis 16 nieder-
frequente Strome reduzieren, sind heute kommerziell erhaltlich. Damit kann die Konvertierung zwischen den
Datenstromen bei den Prozessor- und Speicherschnittstellen des PHOTOBUS-Systems einfach mit Hilfe von
Standardbausteinen verwirklicht werden. Auf dem Bus-Chip mu dagegen fur jeden P- und M-Kanal eine ent-
sprechende Schaltung implementiert werden.
Aufbau der Konvertierschaltung
Fur die Realisierung der Konvertierschaltung werden vier Arten von Komponenten benotigt:
1. Schieberegister, auf die sowohl sequentiell als auch parallel zugegrien werden kann,
2. eine Schaltung, die bestimmt, aus welchem Register die parallele Ausgabe stattndet,
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3. eine Schaltung zum Umschalten des sequentiellen Eingabestroms zwischen den beiden Registern,
4. einen Mechanismus, der erkennt, wenn ein Register vollstandig beschrieben wurde.
Das Prinzip der Schaltung wird in Abbildung 7.4 fur ein 4-Bit-System verdeutlicht. Die Schieberegister werden
mit Hilfe von hintereinander geschalteten Flip-Flops verwirklicht. Sie sind in der Abbildungsmitte in der groen
Umrandung zu sehen. Der Eingang des Ersten Flip-Flops jedes der beiden Register ist mit dem sequentiellen
Dateneingang verbunden. Die Ausgange der einzelnen Flip-Flops sind uber Multiplexer mit den parallelen Da-
tenausgangen verbunden, wobei jeweils der Ausgang des i-ten Flip-Flops jedes Registers zur i-ten Datenleitung
geht. Die CLOCK-Eingange aller Flip-Flops sind uber eine Auswahlschaltung an die Taktleitung angeschlossen.
Damit Daten sowohl mit der steigenden als auch mit der fallenden Flanke ubernommen werden konnen, ist der
CLOCK-Eingang bei jedem zweiten Flip-Flop invertiert. Die Auswahlschaltung sorgt dafur, da in Abhangigkeit
von dem Wert eines Auswahlsignals (sel) ein Register tatsachlich an das Taktsignal angeschlossen wird, wahrend
das andere mit einem konstanten 0-Signal verbunden wird. Damit wird bestimmt, wann welches Register durch
den sequentiellen Datenstrom beschrieben wird. Das Auswahlsignal ist dasselbe, das fur die Ausgangs-Multiplexer
benutzt wird. Dabei sind die Auswahlschaltungen und Multiplexer so konguriert, da immer ein anderes Register
mit der parallelen Ausgabe und mit der sequentiellen Eingabe verbunden ist. Fur die Erzeugung des Auswahlsi-
gnals ist ein weiteres Schieberegister zustandig, das als Zahler betrieben wird. Dieses Register ist im unteren Teil
der Abbildung 7.4 in der kleinen Umrandung zu sehen. Das Register ist mit den Datenregistern identisch, wird
aber nicht an den Eingabe-Datenstrom angeschlossen. Statt dessen wird sein Eingang mit seinem invertierten
Ausgang verbunden. Auerdem sind die CLOCK-Eingange der Flip-Flops direkt mit dem Taktsignal (bzw. dem
invertierten Taktsignal) verbunden. Dadurch andert der Ausgang des Registers seinen Zustand nach so vielen
Taktsignalen, wie zum Beschreiben eines Datenregisters notwendig sind.
Zur Verdeutlichung der Funktionsweise der Konvertierschaltung ist in Abbildung 7.5 das Ergebnis einer digita-
len Simulation der Schaltung aus Abbildung 7.4 dargestellt. Dabei wurde als Eingabe das Bitmuster 1111 0000
0000 1111 verwendet. In der Abbildung ist der Verlauf des Taktsignals (CLOCK), des Eingabesignals (in), des
parallelen Ausgabesignals (out0 bis out3), der Ausgabesignale der einzelnen Flip-Flops der Datenregister (s0
bis s3 fur das erste und s4 s7 fur das zweite Register) und des Auswahlsignals (sel) dargestellt. Anfangs sind
alle Register und damit alle Ausgangssignale auf 0. Innerhalb der ersten zwei Taktzyklen werden die vier Einsen
in das erste Register eingelesen. Dabei bleiben die parallelen Ausgange unverandert, da das Auswahlsignal die
ganze Zeit den Wert 1 hat, und somit die Daten aus dem zweiten Register zum Ausgang leitet. Mit der dritten
Taktanke geht das Auswahlsignal auf 0, wodurch die Register umgeschaltet werden. Die serielle Eingabe wird
in das zweite Register geleitet, wahrend die parallelen Ausgange den Inhalt des ersten Registers anzeigen (1111).
Dieser Vorgang wiederholt sich nun noch drei Mal mit den verbleibenden Bitfolgen 0000, 0000 und 1111.
7.2.3 Format der Nachrichten
Wie in 7.1 beschrieben, konnen die Nachrichten in einem PHOTOBUS-System unterschiedliche Lange und Struk-
tur haben. Es wird daher ein Mechanismus benotigt, um den Empfangern das Erkennen von Ende und Anfang
einer Nachricht zu ermoglichen. Auerdem mussen die Systemkomponenten wissen, wie sie die einzelnen Teile
der Nachrichten zu interpretieren haben. Dabei mu auch berucksichtigt werden, da die Ubertragung einer
Nachricht durch eine Supply-Benachrichtigung mitten drin unterbrochen werden kann.
Das hier vorgeschlagene Verfahren benutzt eine zusatzliche Leitung, um Befehlsworte zu markieren. Es basiert
auf der Beobachtung, da die Lange und der Aufbau einer Nachricht nur von der Art der Operation abhangt. So
bestehen Supply-Benachrichtigungen lediglich aus einem Befehlswort und einer Speicherbank-Nummer, Invalidate-
, Exclusive- und Synchronisations-Operationen aus einem Befehlswort und einer Speicheradresse, und schlielich
FetchRead- FetchWrite-, WriteBack- und Supply-Operationen aus einem Befehl, einer Adresse und dem Inhalt
einer Cache-Zeile. Wenn der Empfanger also ein Befehlswort an Hand der gesetzten Befehlsleitung identiziert
und interpretiert hat, dann wei er, wie lang der Rest der Nachricht ist und wie er zu interpretieren ist. Falls
zwischendurch eine Supply-Benachrichtigung eingeschoben wird, so kann dies ebenfalls an Hand der Befehlsleitung
und des Kommandos erkannt und berucksichtigt werden.












Abbildung 7.6: Der Aufbau (links) und das Zustands-Diagramm (rechts) der Speicherschnittstelle
7.3 Architektur der Speicherschnittstelle
Die Speicherschnittstelle hat drei Aufgaben: sie mu fur die Optik-Elektronik Wandlung auf dem optischen M-
und B-Kanal sorgen, vom B-Kanal die an ihre Speicherbank gerichteten Anfragen herausltern, und die DRAM-
Verwaltung bewerkstelligen. Der Aufbau einer Schnittstelle, die obiges leistet, ist in Abbildung 7.6 dargestellt.
Fur die Wandlung zwischen optischen und elektrischen Datenstromen sind ein optischer Faserbundel-Empfanger
und -Sender sowie zwei spezial-FIFOs zustandig. Letztere sind notwendig, um den niederfrequenten, 64-128 Bit
breiten TTL-Datenstrom von der Speicherbank in einen hochfrequenten 8 bis 12 Bit breiten ECL-Datenstrom
zu wandeln, der von den Sendern und Empfangern benotigt wird. Die FIFOs sind an einem Speicherkontroller
und einer Kontrolleinheit angeschlossen. Der Speicherkontroller ist fur die Kommunikation mit der Speicherbank
verantwortlich. Die Kontrolleinheit koordiniert die Funktion der ubrigen Komponenten. Gleichzeitig hort sie den
Datenverkehr auf dem B-Kanal ab und vergleicht die Adressen der Anfragen mit dem Adrebereich der Speicher-
bank. Sobald eine Ubereinstimmung entdeckt wird, veranlat diese den Speicherkontroller, die Anfrage an den
Speicher weiterzuleiten. Falls zu diesem Zeitpunkt eine andere Anfrage bearbeitet wird, wird die Bearbeitung ab-
gebrochen. Die Speicherschnittstelle geht in diesem Fall davon aus, da die alte Anfrage bereits durch ein Supply
von einem Prozessor befriedigt wurde. Wie in Abschnitt 7.5 erklart wird, wurde der Bus-Chip anderenfalls keine
Anfrage an eine bereits beschaftigte Speicherbank zulassen.
Die Funktionsweise der Speicherschnittstelle kann formal durch ein Zustands-Ubergangsdiagramm mit vier
Zustanden dargestellt werden. Dies ist in Abbildung 7.6 geschehen. Die dort dargestellten Zustande haben die
folgende Bedeutung:
Frei (F): Die Speicherschnittstelle bendet sich im F-Zustand, wenn sie keine Anfrage zu bearbeiten hat. Sie
verlat ihn und wechselt in den R-Zustand, sobald auf dem B-Kanal eine an sie gerichtete Anfrage festgestellt
wird.
Speicheranfrage (R): Im R-Zustand wird die gerade empfangene Anfrage an die Speicherbank weitergegeben.
Sobald die Anfrage von der Speicherbank zur Bearbeitung ubernommenwurde, geht die Speicherschnittstelle
in den WM-Zustand uber.
Warten auf den Speicher (WM): Im WM wartet die Speicherschnittstelle darauf, da die Speicherbank mit
der Bearbeitung der Anfrage fertig wird, um dann in den T-Zustand zu wechseln. Falls wahrend der
Wartezeit eine neue Anfrage am R-Kanal ankommt, so wird die alte Anfrage verworfen und die Bearbeitung
mit der neuen im R-Zustand fortgesetzt.
Datenubertragung (T): Im T-Zustand wird das Ergebnis der Speicheranfrage uber den M-Kanal an den Bus-
Chip gesendet. Sobald die Ubertragung beendet ist, kehrt die Schnittstelle in den F-Zustand zuruck. Die
Ankunft einer neuen Anforderung wahrend der Bearbeitung wird genauso wie imWM-Zustand gehandhabt
und fuhrt zum Ubergang in den R-Zustand.








Abbildung 7.7: Der Aufbau der Prozessorschnittstelle.
7.4 Architektur der Prozessorschnittstelle
Die Funktion der Prozessorschnittstelle ist wesentlich komplexer als die der Speicherschnittstelle. Sie umfat funf
Aufgaben:
1. Wandlung zwischen optischen und elektrischen Signalen,
2. die Ubertragung der Anfragen des Cache-Kontrollers (Fetch-, Invalidate-, Exclusive- und WriteBack-Ope-
rationen) auf dem M-Kanal an den Bus-Chip,
3. das Herausltern der Antworten auf die Anfragen des Cache-Kontrollers aus dem Datenstrom auf dem
B-Kanal,
4. die Weiterleitung der fur die Erhaltung der Cache-Koharenz relevanten Daten (Schreib-Fetch-, Invalidate-
und Exclusive- Operationen) vom B-Kanal an den Cache-Kontroller und
5. die Abwicklung von Supply-Operationen nach dem in Abschnitt 7.1.3 beschriebenen Verfahren.
7.4.1 Aufbau der Schnittstelle
Der Aufbau der Prozessorschnittstelle ist ist in Abbildung 7.7 links zu sehen. Fur die optische Datenubertragung
besitzt sie einen parallelen Fasersender und -empfanger. Die Daten des Empfangers gelangen uber ein spezial-FIFO
zu der Cache-Kontroller-Schnittstelle. Wie auch schon bei der Speicherschnittstelle, dient der FIFO-Baustein
nicht nur der Zwischenspeicherung, sondern vor allem der Konvertierung zwischen einem schmalen (8 bis 12 Bit)
hochfrequenten ECL-Datenstrom in einen breiten (64 bis 128 Bit) niederfrequenten TTL-Strom.
Auf der Senderseite gibt es fur die gleiche Aufgabe drei unterschiedliche FIFO-Puer: den Anfrage-Puer
(A-FIFO), den Supply-Puer (S-FIFO) und den BenachrichtigungsPuer (B-FIFO). Sie sind fur die unterschied-
lichen Arten von Nachrichten bestimmt, die uber den P-Kanal verschickt werden konnen: Anforderungen des
Prozessors (A-FIFO), ausstehende Supply-Operationen (S-FIFO) und Supply-Benachrichtigungen (B-FIFO). Fur
die Koordinierung der einzelnen Komponenten ist eine Kontrolleinheit verantwortlich. Sie bestimmt auch, welche
der drei Puer wann Daten an den Transmitter liefern darf.
7.4.2 Funktionsweise der Schnittstelle
Die Arbeitsweise der Prozessorschnittstelle kann man mit Hilfe zweier paralleler Prozesse beschreiben: eines
Eingabe-Prozesses und eines Ausgabe-Prozesses. Der Eingabe-Proze uberwacht den B-Kanal und leitet die re-
levanten Daten an den Cache-Kontroller und den Ausgabe-Proze weiter. Der Ausgabe-Proze verwaltet den
Transmitter und koordiniert die Ubertragung von Prozessoranforderungen, Supply-Operationen und Supply-
Anforderungen uber den P-Kanal. Die Funktionsweise der beiden Prozesse kann durch die in Abbildung 7.8
dargestellten Zustandsdiagramme eines endlichen Automaten formal speziziert werden.





















Abbildung 7.8: Die Zustandsdiagramme der beiden Prozesse der Prozessorschnittstelle.
Fur den Eingabe-Proze werden funf Zustande benotigt: ein Empfangszustand und vier unterschiedliche Uber-
wachungszustande. Der Empfangszustand dient der Ubertragung von Daten vom B-Kanal uber das In-FIFO zum
Cache-Kontroller. In den Uberwachungszustanden beobachtet der Proze den B-Kanal und wartet auf fur ihn
relevante Nachrichten. Um welche Nachrichten es sich handelt, und was bei ihrem Eintreen passiert, hangt von
dem Zustand ab. Die Bedeutung der Zustande des Eingabe-Prozesses kann wie folgt zusammengefat werden:
Daten empfangen und weiterleiten (E): Im E-Zustand werden Daten vom B-Kanal empfangen und an den
Cache-Kontroller weitergeleitet. Der Proze verlat den E-Zustand sobald die Ubertragung der Nachricht
beendet ist.
Snoop (S): Der Eingabe-Proze ist im S-Zustand, wenn sich seitens des eigenen Prozessors keine Anfragen
im System benden. Er wartet darauf, da eine Invalidate-, Exclusive- oder Fetch-Anfrage eines anderen
Prozessors auf dem B-Kanal ubertragen wird. Sobald eine solche Anfrage registriert wird, geht der Proze
in den E-Zustand uber.
Warten auf Antwort (WA): Der WA-Zustand bedeutet, da der Ausgabe-Proze eine Nachricht an den Bus-
Chip geschickt hat und nun darauf wartet, da diese auf dem B-Kanal ubertragen wird. Sobald der Eingabe-
Proze die besagte Anfrage auf dem B-Kanal entdeckt, gibt er dem Ausgabe-Proze Bescheid und geht in
den S-Zustand zuruck. Im WA-Zustand werden genauso wie im S-Zustand die fur die Cache-Koharenz
relevanten Operationen berucksichtigt. Entdeckt der Proze eine solche Operation auf dem B-Kanal, so
wechselt er kurzzeitig in den E-Zustand, gibt sie an den Cache-Kontroller weiter und kommt wieder zum
WA-Zustand zuruck.
Warten auf Daten (WD): Wenn der Prozessor auf das Ergebnis einer Fetch-Operation wartet, dann bendet
sich der Eingabe-Proze imWD-Zustand. Sobald die erwarteten Daten auf demB-Kanal erscheinen, geht der
Proze in den E-Zustand uber und gibt sie an den Cache-Kontroller weiter. Ein Wechsel in den E-Zustand
ndet auch dann statt, wenn wahrend der Wartezeit eine fur die Erhaltung der Cache-Koharenz relevante
Operation auf dem B-Kanal festgestellt wird. Ein solcher Wechsel ist allerdings nur vorubergehend. Sobald
die Daten an den Cache-Kontroller weitergegeben wurden, kehrt der Proze in den W-Zustand zuruck. Aus
dem WD-Zustand kann der Eingabe-Proze auch in den W-Zustand wechseln. Dies passiert, wenn wahrend
der Wartezeit der Ausgabeproze eine weitere Nachricht (z.B. eine Supply-Operation) an den Bus-Chip
schickt und darauf wartet, da diese auf dem B-Kanal ubertragen wird.
Allgemeines Warten (W): Der W-Zustand ist eine Zusammenfassung der S-, WA- und WD-Zustande. Er
bedeutet, da die Prozessorschnittstelle eine Nachricht an den Bus-Chip abgeschickt hat, wahrend der
Prozessor auf das Ergebnis einer Fetch-Anfrage wartete. Der Eingabe-Proze kann aus dem W-Zustand
entweder in den WD-Zustand zuruckkehren oder auf dem Umweg uber den E-Zustand in den WA-Zustand
ubergehen. Ersteres passiert, wenn die an den Bus-Chip geschickte Nachricht uber den B-Kanal ubertragen
wurde, bevor die erwarteten Daten (das Ergebnis der Speicheroperation) eingetroen ist. Letzeres ist der
Fall, wenn die Daten zuerst eintrie.
170 KAPITEL 7. PHOTOBUS
Der Ausgabe-Proze hat funf Zustande: einen Ausgangszustand, drei Ubertragungszustande und einen Wartezu-
stand. Sie haben die folgende Funktion:
Fertig (F): Der Ausgabe-Proze bendet sich imF-Zustand, wenn er entweder gerade eine Ubertragung vollstandig
beendet hat, oder wenn weder Prozessoranfragen noch Supply-Anfragen vorliegen. Er verlat diesen Zu-
stand, sobald mindestens eine Anfrage vorhanden ist, die uber den P-Kanal ubertragen werden mu. Dabei
hangt der nachste Zustand von der Art der vorhandenen Anfrage ab. Bei einer Supply-Benachrichtigung
geht der Proze in den TB-Zustand, bei einer Supply-Operation in den TS- und im Falle einer Prozessor-
Anforderung in den TA-Zustand uber. Fur den Fall, da mehrere unterschiedliche Anfragen vorliegen,
werden zuerst Supply-Anforderungen, dann Supply-Operationen und an letzter Stelle Prozessoranfragen
bearbeitet.
Ubertragen einer Supply-Benachrichtigung(TB): Im TB-Zustand wird eine Supply-Benachrichtigung aus
dem B-FIFO uber den P-Kanal an den Bus-Chip ubertragen. Ein Wechsel in diesen Zustand ndet sofort
statt, wenn dem Cache-Controller eine Supply-Anforderung vorliegt. Sobald die Ubertragung beendet ist,
geht der Prozessor in den Zustand uber, aus dem er in den TB-Zustand gelangt ist. Falls es sich dabei um
einen der anderen Ubertragungs-Zustande handelt, dann wird die unterbrochene Ubertragung fortgesetzt.
Ubertragung von Supply-Daten (TS): Im TS-Zustand wird aus dem S-FIFO der Inhalt der Cache-Zeile an
den Bus-Chip geschickt, die durch eine Supply-Anforderung bestellt wurde. Am Ende der Ubertragung
geht der Prozessor in den WA-Zustand, um auf die Antwort des Bus-Chips zu warten. Falls wahrend der
Ubertragung eine Supply-Anforderung eintrit, geht der Ausgabe-Proze vorubergehend in den TB-Zustand
und sendet eine Supply-Benachrichtigung an den Bus-Chip weiter.
Ubertragung einer Prozessor-Anfrage (TA): Im TA-Zustand wird eine Prozessoranfrage (eine Fetch-, In-
validate-, Exclusive- oder WriteBack-Operation) aus dem A-FIFO uber den P-Kanal gesendet. Am Ende
der Ubertragung geht der Prozessor in den WA-Zustand, um auf die Antwort des Bus-Chips zu warten. Im
TA-Zustand ist genauso wie im TS-Zustand ein vorubergehender Wechsel in den TB-Zustand moglich. Er
wird durch die Ankunft einer Supply-Anforderung ausgelost.
Warten auf Antwort (WA): Ein Prozessor imWA-Zustand wartet darauf, da eine von ihm initiierte Anfrage
uber den B-Kanal ubertragen wird. Beim Wechsel in diesen Zustand wird der Eingabe-Proze benachrich-
tigt, da er in den WA- bzw. W-Zustand (siehe oben) wechseln und auf das Erscheinen entsprechender
Daten auf dem B-Kanal warten soll. Der WA-Zustand dient der Flukontrolle. Er sorgt dafur, da die
Prozessorschnittstelle nur dann Daten an den Bus-Chip schickt, wenn der Puer des P-Kanals frei ist. Der
Ausgabe-Proze verlat den WA-Zustand und geht in den F-Zustand zuruck. Sobald der Eingabe-Proze
die Ubertragung der Anfrage auf dem B-Kanal feststellt, gibt er ihm Bescheid und veranlat damit eine
Ruckkehr in den F-Zustand. Aus dem WA-Zustand ist auch ein kurzzeitiger Wechsel in den TB-Zustand
moglich, wenn die Ubertragung einer Supply-Benachrichtigung notwendig ist.
7.5 Architektur des Bus-Chips
Der Bus-Chip ist das Herz des PHOTOBUS Systems. Er empfangt auf den P- und M-Kanalen Daten von den
Prozessoren und den Speicherbanken, speichert sie zwischen und schickt sie durch einen Rundruf uber den B-Kanal
an das ganze System. Dabei mu er sicherstellen da
1. zu keinem Zeitpunkt mehr als eine Anfrage an eine bestimmte Speicherbank geschickt wird,
2. jede Prozessoranfrage nach einer endlichen Wartezeit bearbeitet wird und
3. Supply-Operationen korrekt bearbeitet werden.
Der vorliegende Abschnitt beschreibt eine Bus-Chip Architektur die den obigen Anforderungen gerecht wird. Im
Nachfolgenden wird zuerst ein Uberblick uber den Aufbau und die Funktionsweise des Chips gegeben. Als nachstes
werden die Arbitrierschaltung sowie der Kontrollmechanismus fur die Koordination von Zugrien auf die einzelnen
Speicherbanke und den Transmitter beschrieben. Abschlieend werden der Aufbau und die Funktionsweise der
einzelnen Einheiten des Chips erlautert.
7.5. ARCHITEKTUR DES BUS-CHIPS 171
7.5.1 Uberblick
Der Aufbau des Bus-Chips ist schematisch in Abbildung 7.1 dargestellt. Der Chip besitzt eine Transmittereinheit
(TE), sowie eine Eingabeeinheit fur jeden P- und M-Kanal (PE und ME), die durch einen Kontrollbus (KB) und
einen Datenbus (DB) verbunden sind. Die TE bildet die Schnittstelle zum optischen B-Kanal. Sie wird von den
MEs und den PEs uber den DB mit Daten versorgt. Der KB ist fur die Arbitrierung des Transmitters und der
Speicherbanke verantwortlich. Er stellt sicher, da eine Anfrage nur dann uber den B-Kanal ubertragen werden
kann, wenn die betroene Speicherbank frei ist. Die PEs und MEs sind selbstandige Verarbeitungseinheiten,
die fur die Abwicklung von Prozessoranfragen verantwortlich sind. Sie empfangen die Daten auf den ihnen
zugeordneten Kanalen, speichern sie zwischen und fuhren alle notwendigen Aktionen selbstandig durch. Die PEs
entscheiden auf der Basis des Befehlswortes, um was fur eine Anfrage es sich handelt. Daraufhin fordern sie
uber den KB den Zugang zum Transmitter und bei Bedarf auch den Zugri auf eine Speicherbank. Sobald dieser
gewahrt wird, schicken sie die erforderlichen Daten uber den DB an den Transmitter. Falls es sich bei der Anfrage
um eine Operation handelt, die den Zugri auf eine Speicherbank erfordert, wird dies gleichzeitig der zugehorigen
ME mitgeteilt. Diese wei damit, da sie Daten zu auf ihrem M-Kanal zu erwarten hat. Wenn sie eintreen,
fordert die ME den Transmitter an und leiten die Daten uber den DB und an die TE weiter. Am Ende der
Ubertragung meldet sie uber den KB, da die zugehorige Speicherbank nun fur weitere Anfragen frei ist.
Um eine korrekte Durchfuhrung von Supply-Operationen zu ermoglichen, kann eine ME auch durch eine Nach-
richt von einer PE freigegeben werden. Dies passiert, falls eine PE eine entsprechende Supply-Benachrichtigung
empfangt. Sie leitet die Benachrichtigung uber den KB an die ME weiter, die sich dann sofort 'frei' meldet und
die Daten von der Speicherbank ignoriert.
7.5.2 Der Kontrollbus
Der KB und die dazugehorende Logik sind fur drei Dinge zustandig: die Arbitrierung des Transmitters, die
Vergabe der Speicherbanke an die PEs und die Kommunikation zwischen den PEs und den MEs. Sie mussen
sicherstellen da:
1. die Arbitrierung verklemmungsfrei ist,
2. bei der Arbitrierung des Transmitters und der Speicherbanke immer eine sinnvolle und faire Vergabe-
Reihenfolge eingehalten wird,
3. nach einer Supply-Benachrichtigung die PE in der Lage ist, die betroene ME ohne Verzogerung zu benach-
richtigen.
Gleichzeitig mu der Kontrollmechanismus ezient beschaen sein und darf nicht zu viele Chip-Ressourcen ver-
brauchen. Insbesondere durfen die Latenz der Arbitrierung und die Groe der Schaltung nicht zu stark mit der
Prozessorzahl wachsen.
Im Nachfolgenden werden zuerst die Frage der Verklemmungsfreiheit diskutiert, und eine eziente, verklem-
mungsfreie Arbitrierungsstrategie beschrieben. Als nachstes wird gezeigt, wie ein Arbitrierungmechanismus im-
plementiert werden kann, der auch bei hoher Prozessorzahl ezient und einfach bleibt und dabei eine faire
Arbitrierung garantiert. Daraufhin werden der Gesamtaufbau des Kontrollbusses beschrieben und der Ablauf
einer Bustransaktion erlautert.
Die Verklemmungsfreiheit der Arbitrierung
Eine Verklemmung liegt dann vor, wenn zwei oder mehr Instanzen gegenseitig aufeinander warten und blockiert
sind, wobei keine ihre Arbeit fortsetzen kann, ohne da mindestens eine der anderen zuerst mit ihrer Arbeit
fortfahrt. Bei der Arbitrierung konnen in einem System Verklemmungen in zwei Fallen entstehen: bei der
gleichzeitigen Arbitrierung mehrerer Ressourcen und wenn es zwischen den Instanzen, die sich um die gleiche
Ressource bewerben, zusatzlich noch andere Abhangigkeiten bestehen.
Erstes fuhrt dann zu Problemen, wenn eine Instanz eine Ressource besitzt, die sie solange nicht freigibt, bis sie
den Zugri auf eine andere Ressource bekommt. Falls die zweite Ressource aber von einer Instanz gehalten wird,
die auf die erste Ressource wartet, dann werden beide Instanzen blockiert und es kommt zu einer Verklemmung.
Eine solche Verklemmung kann auch durch transitive Abhangigkeiten mehrere Instanzen verursacht werden. Bei
dem Bus-Chip kann diese Situation dann auftreten, wenn zwei PEs Daten an die gleiche Speicherbank schicken
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mochten. Dazu benotigen sie beide sowohl den Zugri auf die Speicherbank als auch auf den Transmitter. Eine
Verklemmung konnte dabei dann auftreten, wenn eine PE den Transmitter bekommt, wahrend der anderen der
Zugri auf die Speicherbank gewahrt wurde. Dies fuhrt dazu, da die erste PE blockiert ist bis die zweite die
Speicherbank freigibt, wahrend die zweite darauf wartet, da sie von der ersten den Transmitter bekommt.
Der zweite Fall liegt dann vor, wenn eine Instanz die Dienste einer anderen benotigt, und zusatzlich beide
Instanzen sich um den Zugri auf die gleiche Ressource bewerben. Eine Verklemmung kommt in dieser Kon-
stellation vor, wenn sich die erste Instanz im Besitz der Ressource bendet, die zweite auf die Ressource wartet,
und gleichzeitig die erste zum Fortsetzen ihrer Arbeit auf die zweite angewiesen ist. Eine solche Situation konnte
sich bei dem Bus-Chip bei der Vergabe des Transmitters an die MEs und PEs ergeben. Dies liegt daran, da
eine Speicherbank unter Umstanden erst dann freigegeben werden kann, wenn ihre Daten von der ME uber den
B-Kanal weitergeleitet wurden (siehe Abschnitt 7.5.4). Damit bewirbt sich sowohl die PE als auch die Speicher-
bank (vertreten durch die ME) um den Transmitter, wahrend die PE gleichzeitig den Zugri auf die Speicherbank
benotigen kann. Eine Verklemmung wurde dann vorkommen wenn die ME einer Speicherbank auf den Transmit-
ter wartet, und eine PE den Transmitter besitzt, die auf den Zugri auf die zu der ME gehorende Speicherbank
wartet.
Beide Arten von Verklemmungen lassen sich imBus-Chip dadurch vermeiden, da die Transmitter-Arbitrierung
mit der Vergabe der Speicherbanke koordiniert wird. Dabei bewerben sich die PEs zuerst um die Speicherbanke.
Eine Transmitter-Anfrage stellen nur die, denen entweder der Zugri auf die Speicherbank gewahrt wurde, oder
die, die keine Speicherbank benotigen. Letzteres ist dann der Fall, wenn eine PE eine Exclusive-, Invalidate- oder
Supply-Operation zu bearbeiten hat.
Die Arbitrierungslogik
Das Ziel der Arbitrierung besteht darin, den Zugri auf eine Ressource, um die sich mehrere Instanzen bewer-
ben, fair und ezient zu regeln. Dabei bedeutet ezient, da die Latenz der Arbitrierung moglichst gering im
Vergleich zur durchschnittlichen Nutzungszeit der Ressource sein sollte. Die Arbitrierung erfolgt in der Regel in
drei Schritten. Zunachst wird durch die Arbitrierungslogik aus den vorliegenden Anfragen eine ausgewahlt. Als
nachstes wird der Urheber der Anfrage benachrichtigt. Sobald dieser die Ressource nicht mehr benotigt, gibt er
sie frei und schickt dem Arbiter eine Benachrichtigung. Daraufhin initiiert der Arbiter den nachsten Arbitrie-
rungszyklus. Die Latenz der Arbitrierung setzt sich damit aus zwei Faktoren zusammen: aus der Auswahlzeit
und der Ubertragungszeit fur die beiden Benachrichtigungen.
Die Anforderungen beim Entwurf eines Arbitrierungs-Mechanismus fur den Bus-Chip unterschieden sich in zwei
Punkten von den Anforderungen an den Arbiter eines konventionellen Busses. Zum einen ist die durchschnittliche
Nutzungszeit um eine bis 2 Groenordnungen geringer. Eine Transaktion auf einem konventionellen Bus dauert
bis zu 1s. Durch die hohe Bandbreite des B-Kanals sowie die Anwendung des Paketvermittlungsverfahrens
liegen hingegen die Nutzungszeiten auf dem Bus-Chip im Bereich weniger Prozessorzyklen. Das heit, da ein
sehr schnelles Arbitrierungsverfahren benotigt wird. Hinzu kommt, da die Latenz der Arbitrierung im Bus-Chip
im wesentlichen durch die Auswahlzeit bestimmt wird. Dies liegt daran, da die Benachrichtigungen lediglich
innerhalb des Chips verschickt werden. Die Leitungsverzogerungen liegen damit unterhalb eines Prozessorzyklus.
In einem konventionellen Bus hingegen werden die Benachrichtigungen uber 10 bis 100 cm lange Leitungen auf
einer Platine ubertragen. Die Leitungsverzogerungen sind so erheblich groer als die Schaltzeit der Logik. Sie ist
dadurch fur die Latenz der Arbitrierung unerheblich.
Um die benotigte Ezienz zu erreichen, wird fur den Bus-Chip eine Variante des Daisy-Chain ([79]) Verfahrens
vorgeschlagen, das auf einer sog. 'wired-or' Leitung basiert. Dabei geht eine, mit der Spannungsversorgung
verbundene Leitung durch alle Knoten durch (Abbildung 7.9). Jeder Knoten kann den Ausgang der Leitung
entweder mit dem Eingang oder mitMasse verbinden. Dies geschieht mit Hilfe eines Transmission-Gates. In einem
Arbitrierungsschritt schalten alle die Knoten den Ausgang der Leitung auf Masse, die die Ressource anfordern
wollen. Danach hat der erste der anfragenden Knoten an seinem Eingang eine Spannung anliegen, wahrend
alle nachfolgenden mit Masse verbunden sind. Damit steht dieser Knoten als Gewinner fest und kann auf die
Ressource zugreifen. Sobald er sie nicht mehr benotigt, verbindet er den Ausgang der Leitung wieder mit dem
Eingang. Damit liegt die Spannung am Eingang des nachsten wartenden Knoten an.
Der Nachteil dieses Verfahrens besteht darin, da es nicht fair ist. So kann der erste Knoten die Ressource immer
bekommen. Der letzte bekommt sie dagegen nur dann, wenn keine anderen Anfragen im System vorhanden sind.
In einem System mit vielen Anfragen kann es dazu fuhren, da die hinteren Knoten die Ressource nie bekommen.
Um dieses Manko zu beseitigen, wird die Arbitrierung in zwei Schritten durchgefuhrt. Im ersten Schritt werden
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Abbildung 7.9: Das Prinzip der 'wired-or' Arbitrierung. Das untere Bild zeigt den Aufbau der Arbitrierschaltung. Daruber
ist das Ergebnis einer Simulation des Arbitriervorgangs mit vier Einheiten dargestellt.
alle Anfragen gespeichert. Im nachsten Schritt wird dann eine Arbitrierung nach dem oben genannten Prinzip
durchgefuhrt. Dabei werden allerdings nur die Anfragen berucksichtigt, die im ersten Schritt gespeichert wurden.
Neue Anfragen werden erst dann berucksichtigt, wenn alle gespeicherten befriedigt wurden und die Arbitrierung
wieder mit Schritt 1 fortgesetzt wird. Um die zweistuge Arbitrierung zu implementieren, besitzt jeder Knoten
einen Flip-Flop, in dem er eine Anfrage speichern kann. Die CLOCK-Leitung der Flip-Flops ist uber ein AND-
Gatter mit dem Ausgang des letzten Knotens verbunden. Dies hat zur Folge, da die Flip-Flops nur dann Daten
speichern, wenn alle Knoten ihre Ausgange mit dem Eingang verbunden haben. Dies ist wiederum genau dann
der Fall, wenn alle Anfragen befriedigt wurden. Zusatzlich ist der Reset Eingang des Flip-Flops so konguriert,
da er geloscht wird, sobald der Knoten die Ressource freigibt. Die Funktionsweise der Arbitrierschaltung ist in
Abbildung 7.9 oben an Hand einer Simulation mit vier Knoten zu sehen.
Der Aufbau des Kontrollbusses
Das im vorigen Abschnitt beschriebene Verfahren ermoglicht die Arbitrierung einer Ressource mit einer 'wired-
or' Arbitrierleitung. Auf dem Bus-Chip mussen ein Transmitter und M Speicherbanke arbitriert werden. Daher
besitzt der KB insgesamt M + 1 solcher Leitungen. Zusatzlich wird ein Mechanismus benotigt, um die Ar-
bitrierung der Speicherbanke mit der Transmitter-Arbitrierung zu koordinieren und mit der Bearbeitung der
Supply-Benachrichtigung zu koppeln. Das Hauptproblem liegt dabei darin, da die Speicherbanke anders als der
Transmitter nicht von derselben Einheit freigegeben werden, die sie angefordert und als besetzt gekennzeichnet
hat. Wie bereits beschrieben, wird eine Speicherbank von der PE als besetzt gekennzeichnet, die eine Anfrage an
diese Speicherbank hat. Freigegeben wird sie dagegen entweder von der zugehorigen ME oder von der PE, die
eine Supply-Benachrichtigung empfangen hat. Um eine solche Trennung der Inbesitznahme und der Freigabe des
Transmitters zu ermoglichen, besitzt der KB fur jede ME zusatzlich zu der Arbitrierleitung eine 'besetzt'- und
eine 'frei'-Leitung.






















Abbildung 7.10: Der Aufbau des Konrollbusses (KB).
Der Aufbau des KB ist Abbildung 7.10 zu sehen. Die Arbitrierleitungen sind dort als (fur Grant-Transmitter)
und als GMi (fur grant memory i) gekennzeichnet. Die 'frei'- und 'besetzt'-Leitungen der MEs werden als FMi
(fur free memory i) und BMi (fur busy memory i) bezeichnet. An die GT-Leitung sind alle PEs und alle MEs
angeschlossen. Es gibt an der GT-Leitung also fur jede PE und jede ME einen Transmission-Gate Schalter, der
wie oben beschrieben uber einen Flip-Flop gesteuert wird. Der Eingang des Flips-Flops ist mit dem RT (request
transmitter) Ausgang der PE bzw. ME verbunden. Das von der Leitung kommende Grant-Signal geht in den
GT (grant transmitter) Eingang. Analog sind die PEs an die GM-Leitungen angeschlossen. Dabei hat jede PE
einen RMi-Ausgang (fur request memory i) und einen GMi (fur grant memory) Eingang fur jede Speicherbank.
Die BM-Leitungen konnen von jeder PE gesetzt werden und werden lediglich von der zugehorigen ME gelesen.
Die FM-Leitungen sind dagegen echte Busleitungen, die sowohl von den PEs als auch von der ME gelesen und
gesetzt werden.
Die Arbitrierung des Transmitters und der Speicherbanke der obigen Leitungen wird wie folgt durchgefuhrt:
Transmitter-Arbitrierung: Die Transmitterarbitrierung funktioniert exakt nach dem im vorigen Abschnitt
beschriebenen Prinzip. Die PEs und MEs fordern den Transmitter durch das Setzen ihrer RT-Leitung auf
1. Sie werden uber die Zuteilung des Transmitters uber die GT-Leitung informiert. Diese geht auf 1 wenn
der betroenen Einheit der Zugang zum Transmitter gewahrt wird. Sobald die Einheit den Transmitter
nicht mehr benotigt, setzt sie ihre RT-Leitung wieder auf 0.
Speicherbank-Arbitrierung: Bei der Vergabe der Speicherbanke, mu wie bereits angedeutet, zwischen der
eigentlichen Arbitrierung auf der einen Seite, und der Inbesitznahme sowie Freigabe auf der anderen unter-
schieden werden. Die Arbitrierung erfolgt wie beim Transmitter, wobei an Stelle der RT- und GT-Leitungen
die zur benotigten Speicherbank korrespondierenden RM- und GM-Leitungen verwendet werden. Allerdings
bedeutet eine 1 auf der GM-Leitung dabei nicht, da die PE sofort auf die Speicherbank zugreifen kann.
Sie bedeutet statt dessen, da ein Zugri moglich ist, sobald die Speicherbank durch eine 1 auf der korre-
spondierenden Leitung als frei gekennzeichnet wird. Auerdem erfolgen die Inbesitznahme und die Freigabe
nicht mit Hilfe der RM-, sondern mit der BM- und der FM-Leitungen. Die BM-Leitung wird von den PE
benutzt, um einer ME mitzuteilen, da eine Anfrage an die zugehorige Speicherbank geschickt wurde. Die
ME wei dadurch, da sie auf Daten von ihrer Speicherbank warten mu. Auerdem setzt sie die zu ihr
gehorende FM-Leitung auf 0. Damit zeigt sie dem System, da sie besetzt ist. Die FM-Leitung einer ME
kann entweder durch die ME selbst oder durch eine PE auf 1 gesetzt werden. Ersteres geschieht, wenn die
ME die erwarteten Daten von der Speicherbank bekommen hat, und sie an den Transmitter des B-Kanals
weitergegeben hat. Letzteres passiert, wenn eine PE eine Supply-Benachrichtigung empfangt, die sich auf
die Speicherbank der ME bezieht.
7.5.3 Ablauf einer PHOTOBUS Transaktion
Eine Transaktion lauft auf dem Bus-Chip in zwei Schritten ab. Zunachst zeigen die PEs und MEs durch das Set-
zen entsprechender Kontrolleitungen, in welchem Zustand sie sich benden und welche Ressource sie bekommen
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mochten (Anfragephase). Im nachsten Schritt werden die Ressourcen vergeben, wobei die Zuteilung durch ent-
sprechende Grant- und Frei-Leitungen den PEs und MEs mitgeteilt (Vergabephase) wird. Diese andern daraufhin
ihre Zustande und zeigen dies in der nachsten Anfragephase an. Jede Phase dauert einen Taktzyklus. Sie beginnt
mit der fallenden Taktanke und wird durch die steigende Flanke in zwei Unterabschnitte geteilt: den Signal-
und den Reaktionsabschnitt. Im ersten Abschnitt werden alle Signale gesetzt und mit der steigenden Taktanke
von allen Komponenten des Bus-Chips ubernommen. Sie werden dann im Reaktionsabschnitt ausgewertet und
veranlassen die betroenen Komponenten zu einer Zustandsanderung. Diese wiederum bestimmt, welche Signale
sie in der nachste Phase setzen.
1. Anfragephase Signale:
 Alle PEs, die den Zugri auf eine Speicherbank benotigen, setzen die korrespondierende RM-Leitung
auf 1.
 Alle PEs und MEs, die Daten uber den B-Kanal ubertragen wollen, setzen ihre RT-Leitung auf 1.
 Alle PEs, denen in der vorhergehenden Vergabephase der Zugri auf die angeforderte Speicherbank
gewahrt wurde, setzen die korrespondierende BM-Leitung auf 1. Gleichzeitig wird die RM-Leitung
wieder auf 0 gesetzt.
 Alle PEs, die eine Supply-Benachrichtigung empfangen haben, setzen die FM-Leitung der ME der
zugehorigen Speichereinheit auf 1.
 Die PE oder ME, der in der vorhergehenden Vergabephase der Zugri auf den Transmitter gewahrt
wurde, fangt mit der Datenubertragung an.
 Falls der Besitzer des Transmitters diesen nicht mehr benotigt, setzt er die RT-Leitung wieder auf 0.
2. Anfragephase Reaktionen:
 Jede ME, deren BM-Leitung auf 1 gesetzt wurde, betrachtet sich als besetzt.
 Jede besetzte ME, deren FM-Leitung auf 1 gesetzt wurde, geht in der Freizustand uber
3. Vergabephase Signale:
 Alle freien MEs setzen ihre FM-Leitung auf 1, die Besetzten auf 0.
 Die GT-Leitung der PE bzw. ME, die bei der Arbitrierung des Transmitters gewonnen hat, geht auf
1.
 Falls eine PE die Arbitrierung einer Speicherbank gewonnen hat, geht seine zugehorige GM-Leitung
auf 1.
4. Vergabephase Reaktionen:
 Ob eine PE oder ME auf den Transmitter zugreifen darf, entscheiden die GT-Leitung der ME bzw.
PE. Ist sie 1, so wei die PE oder ME, da sie auf den Transmitter zugreifen darf. Anderenfalls ist
jemand anderes im Besitz des Transmitters.
 Der Zugri auf eine Speicherbank wird durch die zu der Speicherbank korrespondierenden GM- und
FM-Leitungen geregelt. Ist die zu einer Speicherbank gehorende GM-Leitung einer PE auf 1, und wird
gleichzeitig durch eine 1 auf der FM-Leitung die Speicherbank als frei gekennzeichnet, so wei die PE,
da sie auf die Speicherbank zugreifen darf. Falls lediglich die GM-Leitung der Speicherbank auf 1 ist,
so wei sie, da sie als nachstes dran ist, mu aber mit dem Zugri noch warten.
7.5.4 Aufbau und Funktion einer ME
Die ME ist fur zwei Dinge zustandig: sie mu den Zugri auf die zugehorige Speicherbank koordinieren und die
von der Speicherbank kommenden Daten an die Prozessoren weiterleiten. Dazu mu sie
1. durch ihre FMi-Leitung den Zustand der Speicherbank anzeigen,
2. die ihr zugeordnete BMi-Leitung uberwachen, und bei Bedarf die Speicherbank als besetzt kennzeichnen,

















Abbildung 7.11: Die Abbildung zeigt den Aufbau (links) und das Zustandsubergangsdiagramm (rechts) einer ME.
3. ihre FMi-Leitung uberwachen und gegebenenfalls die Speicherbank freigeben,
4. Daten von der Speicherbank empfangen und zwischenspeichern,
5. bei Bedarf den Zugang zum Transmitter anfordern und die Daten uber den B-Kanal ubertragen,
6. am Ende einer Ubertragung die Speicherbank freigeben.
Aufbau der ME
Der Aufbau einer ME ist in Abbildung 7.11 dargestellt. Sie besteht aus einem Empfanger (E) fur die optischen
Datenleitungen, einer Busschnittstelle (BS), einem DatenPuer (FIFO) und einer Kontrollogik (CTRL). Der
Empfanger ist an den Puer angeschlossen und speichert dort die von der Speicherbank kommenden Daten
zwischen. Dabei nden auch die Reduktion der Datenrate und der Ubergang vom externen zum internen Takt
statt. Damit konnen die Daten uber die BS zum Transmitter des B-Kanals geschickt werden. Die Kommunikation
mit dem KB ndet uber die Kotrolllogik statt. Sie uberwacht die FMi und BMi GT-Leitungen, speichert den
Zustand der Speicherbank und setzt die benotigten Signale auf der FMi und RT Leitung. Auerdem ubernimmt
sie die Steuerung und Koordinierung der ubrigen Komponenten.
Funktionsweise der ME
Die Funktionsweise der ME kann mit Hilfe eines endlichen Automaten mit 4 Zustanden beschrieben werden,
dessen Zustandsubergange durch die Leitungen des Kontrollbusses und die von der Speicherbank kommenden
Daten gesteuert werden.
Frei (F): Eine ME bendet sich im F-Zustand, wenn die zugehorige Speicherbank keine Anfrage zu bearbeiten
hat und der DatenPuer der ME leer ist. Sie setzt wahrend der Vergabephase des Buszyklus ihre FMi-
Leitung auf 1 und wartet darauf, da sie eine PE durch Setzen ihrer BMi-Leitung in den B-Zustand versetzt.
Besetzt (B): Der Besetzt-Zustand bedeutet, da die zugehorige Speicherbank dabei ist, eine Anfrage zu be-
arbeiten. Eine ME im B-Zustand setzt in der Vergabephase des Buszyklus ihre FMi-Leitung auf 0. Sie
verlat den B-Zustand in zwei Fallen: wenn eine PE in der Anfragephase ihre FMi-Leitung auf 1 setzt, oder
wenn das Ergebnis der Speicheroperation uber den M-Kanal in ihrem DatenPuer angekommen ist. Im
ersten Fall wird die ME frei und geht in den F-Zustand uber. Im zweiten Fall hangt der nachste Zustand
von der Art der Speicheroperation ab. Bei einer WriteBack-Operation wechselt die ME in den F-Zustand,
da die Speicherabfrage damit beendet ist. Bei einer Fetch-Operation dagegen begibt sich die ME in den
WT-Zustand, um das Ergebnis des Speicherzugris an den Prozessor weiterzugeben.
Warten auf Transmitter (WT): Eine ME im WT-Zustand wartet auf den Zugang zum Transmitter des B-
Kanals, um das Ergebnis des Speicherzugris an den Prozessor weiterzugeben. Sie setzt wahrend der ersten

























Abbildung 7.13: Das Zustandsubergangsdiagramm der PE.
Phase des Buszyklus ihre FMi-Leitung auf 0 und ihre RT-Leitung auf 1. Die ME kann den WT-Zustand
nur in dem T-Zustand verlassen. Dies geschieht, sobald die GT-Leitung der ME auf 1 geht, ihr also der
Zugri auf den Transmitter gewahrt wird.
Datenubertragung (T): Die ME bendet sich in dem T-Zustand, wahrend sie Daten aus ihrem Puer an den
Transmitter des B-Kanals uber den Datenbus ubertragt. Sobald die Ubertragung abgeschlossen ist, geht
sie in den F-Zustand uber.
Das Zustandsdiagramm der ME ist in Abbildung 7.11 zu sehen.
7.5.5 Aufbau und Funktion einer PE
Die PE ist fur zwei Aufgabenbereiche zustandig: sie mu die Speicheranfragen ihres Prozessors uber den B-Kanal
weiterleiten und fur die Abwicklung von Supply-Operationen sorgen. Um die Speicheranfragen weiterzuleiten,
mu die PE:
1. die Daten von dem P-Kanal empfangen und zwischenspeichern,
2. aufgrund des Befehlswortes entscheiden, ob, und wenn ja, welche Speicherbank angefordert werden mu,
3. die fur die Anforderung der benotigten Ressourcen notwendigen Signale auf dem KB setzen,
4. nach Erhalt der Ressourcen die Datenubertragung durchfuhren und bei Bedarf die betroene Speicherbank
uber die BMi Leitung als besetzt kennzeichnen.
Bei der Abwicklung der Supply-Operationen mu zwischen der Benachrichtigung und dem eigentlichen Supply un-
terschieden werden. Fur die Bearbeitung der Benachrichtigung mu die FMi -Leitung der entsprechenden ME auf
0 gesetzt werden. Dabei mu berucksichtigt werden, da eine Supply-Benachrichtigung wie in 7.1.3 beschrieben,
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auch mitten in anderen Ubertragung ankommen kann. Die PE mu also bei jedem ankommenden Datenpaket
prufen, ob es sich dabei um eine Supply-Benachrichtigung handelt. Die eigentliche Supply-Operation wird ge-
nauso wie eine normale Prozessoranfrage behandelt, die keine Speicherbank benotigt. Sie wird also empfangen,
zwischengespeichert, und uber den B-Kanal ubertragen.
Im Nachfolgenden wird zunachst der Aufbau der PE beschrieben. Daraufhin wird ihre Funktionalitat mit Hilfe
eines endlichen Automaten genau speziziert.
Aufbau der PE
Eine PE besteht, wie in Abbildung 7.12 dargestellt, aus einem Empfanger (E) fur die optischen Datenleitungen,
einer Busschnittstelle (BS), einem DatenPuer (FIFO), einer Kontrolllogik (CTRL) und einer Supply-Einheit
(SE). Der Empfanger, der Puer und die Busschnittstelle haben die gleiche Funktion wie bei der ME. Der
Empfanger ist fur die Optik-Elektronik Wandlung, und den Ubergang von externen zum internen Takt zustandig.
Er leitet die Daten an den DatenPuer weiter, von wo sie uber die Busschnittstelle an den Transmitter geschickt
werden. Die Datenubertragung zum Transmitter wird durch die Kontrolllogik gesteuert. Sie ist an die RT-
, GT-, RMi-, GMi-, FMi- und BMi-Leitungen des Kontrollbusses angeschlossen, uber die sie die benotigten
Ressourcen anfordert und wieder freigibt. Um entscheiden zu konnen, ob, bzw. welche Speicherbank angefordert
werden mu, uberwacht die Kontrolllogik die vom Empfanger kommenden Daten und liest von jeder Anfrage das
Befehls- und Adrewort. Die Behandlung der Supply-Benachrichtigungen wird von der SE gehandhabt. Sie ist
dazu sowohl an die FMi-Leitungen des KB als auch an den Ausgang des Empfangers angeschlossen. Sobald am
Empfangerausgang eine Supply-Benachrichtigung erscheint, merkt sich die SE die Nummer der Speicherbank und
setzt in der nachsten Anfragephase die korrespondierende FMi-Leitung auf 1.
Funktionsweise der PE
Die Funktionsweise der PE kann durch einen endlichen Automaten mit 5 Zustanden beschrieben werden. Einer
davon (F fur frei) entspricht einer untatigen PE, die auf Anfragen wartet. Drei (WS fur Warten auf Speicher,
WT fur Warten auf Transmitter und T fur Senden zum Transmitter) bezeichnen die verschiedenen Phasen der
Bearbeitung einer Prozessoranfrage. Hinzu kommt ein Spezialzustand, der fur die Bearbeitung einer Supply-
Benachrichtigung reserviert ist (SB). Da die Supply-Benachrichtigungen Vorrang vor allen anderen Anfragen
hat, kann eine PE von jedem Zustand der ersten Gruppe die Durchfuhrung einer Operation unterbrechen und
in einen Zustand der zweiten Gruppe wechseln. Ist die Supply-Operation beendet, dann kehrt die PE in den
Ausgangszustand zuruck. Das Zustandsubergangsdiagramm ist in Abbildung 7.13zu sehen. Die der Zustande
kann wie folgt zusammengefat werden:
Frei (F): Die PE bendet sich im F-Zustand, wenn sie keine Anfragen zu bearbeiten hat. Sie verlat ihn, sobald
eine Prozessoranfrage uber den P-Kanal empfangen wird. Je nachdem, um was fur eine Anfrage es sich
dabei handelt, geht sie entweder in den WS- oder in den WT-Zustand uber. Ersteres ist der Fall, wenn
ein Zugri auf eine Speicherbank notwendig ist (also eine Fetch- oder WriteBack-Operation durchgefuhrt
werden soll). Bei allen anderen Operationen geht der Prozessor in den WT-Zustand uber.
Suply-Benachrichtigung (SB): Sobald die PE eine Supply-Benachrichtigung auf dem P-Kanal empfangt,
wechselt sie in den SB-Zustand. Dies erfolgt unabhangig davon, in welchem Zustand sie sich bei der
Ankunft der Supply-Benachrichtigung bendet. Sie verbleibt im SB-Zustand nur solange, wie sie fur das
Setzen der FMi der, von der Supply-Benachrichtigung betroenen Speicherbank benotigt. Danach kehrt sie
in den Zustand zuruck, aus dem sie in den SB-Zustand gelangt ist.
Warten auf Speicherbank (WS): In den WS-Zustand gelangt die PE aus dem F-Zustand dann, wenn der Pro-
zessor eine Fetch- oder eine WriteBack-Operation ausfuhren mochte. Dabei wartet sie auf die Verfugbarkeit
der Speicherbank, auf die sich die Operation bezieht. Eine PE im WS-Zustand setzt in der Anfragephase
des Buszyklus die RMi-Leitung der gewunschten Speicherbank auf 1. Sie verlat den WS-Zustand, sobald
ihr durch eine 1 auf der GMi- und FMi-Leitung der Zugri auf die Speicherbank gewahrt wird. Sie geht
dann in den WT-Zustand uber.
Warten auf Transmitter (WT): ImWT-Zustand wartet die PE darauf, da ihr der Transmitter des B-Kanals











Abbildung 7.14: Der Aufbau (links) und das Zustandsubergangsdiagramm (rechts) der TE.
dem F-Zustand gelangen. Letzteres passiert dann, wenn eine Invalidate- oder Exclusiv-Operation durch-
gefuhrt werden soll. Die PE setzt im WT-Zustand in der Anfragephase des Buszyklus ihre RT-Leitung auf
1. Falls sie den Transmitter bekommt und ihre GT-Leitung in der nachfolgenden Vergabephase auf 1 ist,
geht sie in den T-Zustand uber. Falls nicht, verbleibt die PE im WT-Zustand.
Datenubertragung (T): Im T-Zustand ist die PE mit der Ubertragung der Daten aus Ihrem Puer an den
Transmitter beschaftigt. Sobald die Datenubertragung beendet ist, geht die PE in den F-Zustand uber.
7.5.6 Aufbau der Transmittereinheit
Die TE liest Daten vom Datenbus und leitet sie an den optischen B-Kanal weiter. Da der SP Bus keine optischen
Ausgabe auf dem Chip zulat, bendet sich der eigentliche Transmitter O-Chip. Die TE mu also die Daten uber
geeignete Treiber vomChip uber die Platine an den externen optischen Transmitter ubertragen. Sie beinhaltet eine
einfache Kontrolllogik, eine Busschnittstelle und die Treiber O-Chip Datenubertragung. Seine Funktion kann
mit Hilfe von zwei Zustanden beschrieben werden: frei (F) und besetzt (B) (Abbildung 7.14). Der F-Zustand
bedeutet, da keine Daten ubertragen werden, der Transmitter eben frei ist. Die TE geht in den B-Zustand
uber, sobald durch die STROBE-Leitung des Datenbusses angezeigt wird, da Daten zur Ubertragung vorliegen.
Dabei werden die Daten uber die Treiber an den externen Transmitter des optischen B-Kanals weitergegeben.
Wenn die Datenubertragung beendet ist (STROBE=0), geht die TE in den F-Zustand zuruck und wartet auf
neue Anfragen.
7.6 Chipache
Einer der Faktoren, die die Skalierbarkeit eines PHOTOBUS-Systems bestimmen, ist der Platzbedarf der Schal-
tungen auf dem Bus-Chip. So ist die Anzahl von Prozessoren und Speicherbanken im System durch die maximale
Anzahl von PEs und MEs beschrankt, die auf einem VLSI-Baustein untergebracht werden konnen. Sie hangt von
drei Dingen ab: der Komplexitat der einzelnen Schaltungen, der Art ihrer Implementierung und der zur Imple-
mentierung des Bus-Chips verwendeten Technologie. Das Ziel dieses Abschnittes besteht darin, die Komplexitat
auf der Basis der Diagramme in Abbildungen 7.12, 7.11, 7.14 grob abzuschatzen. Dabei geht es vor allem um zwei
Dinge: den asymptotischen Anstieg der Flache mit der Prozessorzahl, sowie eine Abschatzung der Groenordnung
der pro Prozessor benotigten Flache. Damit soll gezeigt werden, bis zu welcher Prozessorzahl man eine Imple-
mentierung der PHOTOBUS-Architektur in Bezug auf den Platzbedarf auf dem Chip als realistisch betrachten
kann.
Die Flache eines Buschips A setzt sich aus zwei Anteilen zusammen: der fur die Schaltungen benotigten Flache
AS und der Flache der Busleitungen AB :
A = AS +AB (7.1)
Um den ersten Faktor zu ermitteln, betrachtet man am besten die Anzahl der logischen Gatter NGS, die zur
Implementierung der Schaltung notwendig sind. Aus ihr kann die Flache entweder direkt berechnet, oder durch
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Vergleich mit den Gatterzahlen kommerzieller Bausteine abgeschatzt werden.
Die Gatterzahl des Buschips setzt sich zusammen aus den Gatterzahlen von P PEEs (NGP ), den M MEEs
(NGM ) sowie der Arbitrierschaltungen am Kontrollbus (NGK) und der Transmittereinheit (NGT ):
NGS = P NGP +M NGM +NGK +NGT (7.2)
Wie den Abbildungen 7.12, 7.11 und 7.14 zu entnehmen ist, bestehen alle Komponenten des Bus-Chips vor
allem aus vier Arten von Grundschaltungen: optischen Empfangern bzw. Transmittern, Busschnittstellen und
Kontrollschaltungen. Im Nachfolgenden werden zunachst einige allgemeine Uberlegungen zur Komplexitat dieser
Schaltungen dargelegt. Darauf basierend wird dann die Gatteranzahl der PEs, der MEs, und der TE betrachtet.
Danach wird der Platzbedarf der Busleitungen abgeschatzt. Abschlieend werden die Ergebnisse zusammengefat.
7.6.1 Grundschaltungen
Die Komplexitat der Grundschaltungen kann wie folgt abgeschatzt werden:
Empfanger
Fur den optischen Empfanger werden pro Leitung ein Verstarker und eine Konvertierschaltung benotigt. Der
Verstarker generiert aus der Photospannung an der MQW-Diode ein digitales Signal und besteht aus einigen
wenigen Transistoren. Seine Komplexitat wird mit NGV s bezeichnet. Die Konvertierschaltung wandelt einen
seriellen hochfrequenten in einen niederfrequenten parallelen Datenstrom. Sein Aufbau wurde im Abschnitt 7.2.2
genau beschrieben. Dabei wurde deutlich, da seine Komplexitat von dem Verhaltnis der Ubertragungsfrequenz
des hochfrequenten, zu der des niederfrequenten Datenstroms VF abhangt. Die Schaltung besteht aus zwei Schie-
beregistern, jeweils mit der Lange VF , VF Multiplexern und zwei Demutliplexern. Damit gilt fur die Gatteranzahl
des Empfangers einer optischen Datenleitung NG1E
NG1E = VF  (2NGBit + NGMux) + 2NGMux (7.3)
Zusatzlich zu den Datenleitungen besitzt jeder Empfanger eine Takt- und eine Kontrolleitung. Die Taktleitung
ist an einen Zahler angeschlossen, der das Auswahlsignal fur die Multiplexer und Demultiplexer generiert. Er
besteht aus VF Flip-Flops. Die Signale der Kontrolleitung markieren Befehlsworte und mussen zusammen mit
den Datenbits gespeichert werden. Die Komplexitat der zur Kontrolleitung gehorenden Schaltung ist somit mit
der einer Datenleitung (NG1E) identisch. Mit der Anzahl der Datenleitungen im P-Kanal NPK folgt daraus fur
die Komplexitat des Empfangers:
NGE = (NPK + 1) NG
1
E + VF NGbit
= (NPK + 1)  (VF  (2NGBit +NGMux) + 2NGMux) + VF NGbit
= VF  (2NPK + 3) NGBit + (VF + 2) NGMux (7.4)
Busschnittstelle
Bei der Busschnittstelle wird fur jede Leitung ein Treiberbaustein benotigt. Dabei mussen sowohl die Daten-
leitungen als auch die Kontrolleitungen berucksichtigt werden. Unter der Annahme, da die Treiber fur alle
Leitungsarten in etwa gleich komplex sind und aus NGTreiber Gattern bestehen gilt:
NGBS = (NDB + NKB) NGBTr (7.5)
In obiger Gleichung stehen NDB fur die Anzahl der Leitungen des Datenbusses und NKB fur die Anzahl der
Anschlusse an den Kontrollbus. Da der Datenbus in einem Buszyklus genauso viel Daten ubertragen soll wie die
optischen Datenleitungen, mu der DB VFmal so viele Datenleitungen wie die optischen Kanale besitzen. Hinzu
kommen die ublichen Zusatzleitungen, zu denen mindestens eine CLOCK und eine STROBE-Leitung gehoren.
Damit gilt:
















Abbildung 7.15: Das Model der Kontrollogik, da fur die Abschatzung der Komplexitat der einzelnen Komponenten des
Bus-Chips verwendet wird.
FIFO
Der FIFO-Puer ist ein paralleles Schieberegister, dessen Wortbreite der Wortbreite des Datenbusses (NPK VF )
entspricht. Wie beschrieben verfugt er uber die Moglichkeit, nicht nur die letzte, sondern jede beliebige Stufe des
Schieberegisters mit dem Ausgang zu verbinden. Um dies zu erreichen, besteht das FIFO aus einer Speichermatrix
und einer Adreschaltung. Die Gatteranzahl der Speichermatrix NSFIFO ergibt sich aus der Gatteranzahl eines
Bit-Speichers und der Anzahl der zu speichernden Bits. Ersteres setzen wir mit der Gatteranzahl eines Flip-Flops
NGBit gleich, die in Gleichung (7.4) benutzt wurde. Letzteres ergibt sich aus der Lange einer Cache-Zeile lC in
Bit, der Anzahl der zu speichernden Cache-Zeilen NCZ und der Lange eines Adre- und Befehlsworts lA bzw. lK :
NGSFIFO = (NCZ  lC + lA + lK ) NGbit (7.7)
Die Adreschaltung besteht aus einem 1-Bit Schieberegister, das die aktuelle Position des Eingabestroms in der
Speichermatrix markiert und einer Auswahlschaltung. Die Lange des Schieberegisters entspricht der Anzahl der
Worte in der Speichermatrix. Sie gleicht der Kapazitat der Speichermatrix (NCZ  lC + lA + lK ) dividiert durch
die Wortlange NPK  VF . Die Auswahlschaltung besitzt fur jedes Bit der Speichermatrix ein Transmission-Gate,
uber die das Bit an die ihm zugeordnete Datenleitung angeschlossen ist. Bezeichnet man die Komplexitat der
Transmission Gate als NGTr so folgt daraus fur die Gatteranzahl der Adreschaltung NGAddrFIFO
NGAddrFIFO = NPK  VF NGBit + (NCZ  lC + lA + lK ) NGTrG (7.8)






= (NCZ  lC + lA + lK )  (NGBit +NGTrG) + NPK  VF NGBit (7.9)
Kontrollschaltkreise
Die Kontrollschaltkreise mussen in jedem der moglichen Zustande einer Einheit in Abhangigkeit von den Signalen
des Kontrollbusses und den anliegenden Daten, entsprechende Steuersignale fur die ubrigen Komponenten gene-
rieren. Auerdem mussen sie den aktuellen Zustand speichern und bei Bedarf Zustandsubergange durchfuhren.
Die Struktur der Kontrollschaltkreise kann je nach benotigter Funktionalitat sehr unterschiedlich sein. Eine ge-
naue Analyse der Komplexitat der Kontrollschaltung ist daher nur an Hand eines vollstandigen Entwurfs moglich.
Allerdings ist eine groenordnugsmaige Abschatzung auch an Hand des in Abbildung 7.15 dargestellten einfachen
Modells moglich. Es geht davon aus, da die Kontrollfunktion mit Hilfe einer ROM-basierten Tabelle realisiert
wird. Die Tabelle beinhaltet fur jeden Zustand der Einheit und jede in diesem Zustand zulassige Kombination
von Kontrollsignalen die benotigten Steuersignale. Dabei wird durch die Beschrankung auf die in jedem Zustand
zulassigen Signale vermieden, da die Kapazitat der Tabelle exponentiell mit der Anzahl der Kontrollleitungen
steigt, an die die Einheit angeschlossen ist. Sie wird durch spezielle Decoder realisiert. Insgesamt besteht die Kon-
trollschaltung damit aus funf Komponenten: einem Zustandsspeicher, der ROM-Tabelle, einem Decoder, einem
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Adregenerator und einer Zusatzlogik. Bezeichnet man ihre Gatterzahlen als NGState, NGROM , NGDec,NGAdr
und NGhilfs, so gilt fur die Anzahl der Gatter der Kontrollschaltung NGCTRL:
NGCTRL = NGState + NGROM + NGDec + NGAdr + NGhilfs (7.10)
Ihre Komplexitat hangt von vier Faktoren ab:
1. der Anzahl der Zustande der Einheit: NState,
2. der Anzahl von Kontrollsignalen, die fur die Zustandsubergange relevant sind Nctrl,
3. der Anzahl der Eingabesignale der Einheit Nin, aus denen sich die obigen Kontrollsignale ableiten,
4. der Anzahl der Steuersignale, die von der Kontrolleinheit generiert werden mussen NStr.
Die Werte fur NState und Nctrl konnen aus den Zustandsubergangs-Diagrammen der Einheiten ermittelt werden.
Die Anzahl der EingabesignaleNin und der Steuersignale NStr ergibt sich aus den Diagrammen der Einheiten. Mit
diesen Werten kann die Komplexitat der funf Komponenten einer Kontrolleinheit wie folgt abgeschatzt werden:
Zustandsspeicher: Der Zustandsspeicher beinhaltet den aktuellen Zustand der Einheit. Er wird durch ein
Register verwirklicht, das eine Zahl zwischen 1 und der Anzahl der Zustande NState speichern kann. Ein
solches Register benotigt ld (NState) Bits und damit
NGState = ld (NState) NGbit (7.11)
Gatter.
Decoder: Der Decoder generiert aus den Eingabesignalen einer Einheit die Kontrollsignale, die die Zustands-
ubergange steuern und uber die Werte der Steuersignale bestimmen. So wird z.B. bei der PE aus der
Speicherbanknummer und den FMi Signalen das 'Speicherbank verfugbar' Signal erzeugt, das den Ubergang
aus dem WS in den WT Zustand bewirkt. Er beinhaltet fur jedes Kontrollsignal einen Vergleicher fur
boolsche Vektoren der Dimension Nin. Dieser vergleicht die Eingabesignale mit den Werten, die zu dem
Kontrollsignal gehoren. Es werden also Nctrl solcher Vergleicher benotigt. Da fur einen b-Bit Vergleicher
2b  1 AND-Gatter benotigt werden, gilt fur die Komplexitat des Decoders NDec:
NGDec = 2(Nin   1) Nctrl ' 2Nin Nctrl (7.12)
ROM-Tabelle: Da in jedem Zustand einer Einheit jeweils nur wenige Kontrollsignale eine Bedeutung haben,
ware es sinnlos, fur jeden Zustand fur alle moglichen Kombinationen der Kontrollsignale einen eigenen
Eintrag in der Tabelle zu generieren. Dies wurde zur einer exponentiellen Abhangigkeit der Kapazitat der
Tabelle von der Anzahl der Kontrollsignale und damit zu einer sehr hohen Kapazitat der Tabelle fuhren.
Um dies zu vermeiden, wird fur jeden Zustand nur fur die Kombinationen der Kontrollsignale ein Eintrag
generiert, die in diesem Zustand eine Bedeutung hat. Diese Anzahl wird alsN sctrl; 1  s  NState bezeichnet.
Die benotigte ROM-Kapazitat NROM ergibt sich dann aus N sctrl sowie der Anzahl der Steuersignale NStr









Schatzt man die zur Realisierung einer ROM-Zelle notwendige Anzahl von Gattern durch die Gatterzahl
eines Flip-Flops NGBit so ergibt sich fur die Gatterzahl des ROM-Speichers:








Adregenerator: Der Adregenerator erzeugt aus Kontrollsignalen und der Nummer des aktuellen Zustands
einer Einheit die Adresse des dazugehorenden Eintrags in der ROM-Tabelle. Er besitzt fur jeden Zustand






Vergleicher benotigt. Da jeder Vergleicher die Werte aller Kontrollsignale und die Nummer des Zustands
berucksichtigen mu werden Vergleicher fur binare Vektoren der Dimension Nctrl + ld (NState) benotigt.
Fur die Komplexitat des Adregenerators NGAdr gilt also:




Zusatzlogik: Die Hilfsschaltung ist fur die Funktionalitat gedacht, die durch die ROM-Tabelle nicht ohne weite-
res abgedeckt ist. Ihre Komplexitat wird mit NGhlp bezeichnet und mu fur jede Einheit einzeln betrachtet
werden.
Die Gatterzahl der Kontrollschaltung ergibt sich damit zu:
NGCTRL = NGState +NGDec +NGROM + NGAdr +NGhilfs







+2(Nctrl + ld (NState)) 
NStateX
s=1
(N sctrl) + NGhilfs (7.16)
7.6.2 ME
Die ME besteht, wie der Abbildung 7.5.4 zu entnehmen ist, aus einem optischen Empfanger, einem FIFO-Puer,















Die Gatteranzahl des Empfangers ist direkt durch Gleichung (7.3) gegeben, da es zwischen den Empfangern der
ME und der PE keine Unterschiede gibt. Es gilt
NGME = NGE = VF  (2NPK + 3) NGBit + (VF + 2) NGMux (7.18)
Da der ME-Puer lediglich eine Cache-Zeile fassen mu, gilt fur die Komplexitat des Puers mit Gleichung 7.7:
NGMFIFO = (lC + lA + lK) NGbit (7.19)
Aus Abbildung 7.11 kann abgelesen werden, da die ME 4 Anschlusse an den Kontrollbus besitzt (RT, GT, FMi
und BMi). Damit ergibt sich die Komplexitat der Busschnittstelle aus:
NGMBS = (NPK  VF + 2 + 4) NGTr (7.20)
Um die Komplexitat der Kontrolleinheit nach Gleichung (7.9.8) zu bestimmen, werden die Anzahl der Einga-
beleitungen (NMin ), die Anzahl der Steuersignale (N
M
in ), die Anzahl der Kontrollsignale (N
M
in ), die Anzahl der
Zustande (NMin ) sowie die Anzahl der in jedem Zustand gultigen Kontrollsignale (N
M
in ) benotigt. Auerdem mu
die Komplexitat der Hilfsschaltung NGMhilfs ermittelt werden. Aus der Beschreibung der Architektur der ME in
Abschnitt 7.5.4 konnen die gesuchten Werte wie folgt ermittelt werden:
Eingabesignale: Der Zustand der ME hangt von zwei Dingen ab: den Eingangssignalen des KB und den von
der Speicherbank empfangenen Daten. Die Anzahl der Eingabesignale ergibt sich damit aus der Anzahl der
Eingange vom KB-Bus (2) und der Lange des Befehlswortes (lK ):
NMin = 2 + lK (7.21)
Steuersignale: Die Kontrolleinheit der ME mu das RT und das FMi Signal fur den KB sowie das STORBE-
Signal fur den DB generieren. Hinzu kommen Steuersignale fur die Busschnittstelle, das FIFO und die
Empfangerschaltung.
NMStr = 10 (7.22)
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Zustande und Kontrollsignale: Das Zustandsdiagramm besitzt 4 Zustande (siehe Abbildung 7.11), wobei die
Zustandsubergange durch insgesamt 6 Kontrollsignale (3 fur die Art des Befehls, ein Frei-Signal, ein Grant-
Signal und ein Signal, das das Ende einer Ubertragung signalisiert):
NMState = 4 (7.23)
NMctrl = 6 (7.24)
(7.25)
Fur die Anzahl gultiger Signalkombinationen in jedem Zustand gilt:
NFctrl = 1; N
B
ctrl = 2; N
WT
ctrl = 2; N
T




(N sctrl) = 7 (7.27)
(7.28)
Setzt man die obigen Werte in Gleichung (7.9.8), so ergibt sich fur die Komplexitat der Kontrolllogik der ME:
NGMCTRL = ld(4) NGbit + (2 + lk)  6 + 10  7 NGBit + 2(6 + ld(4))  7
' 100NGBit + 500 (7.29)
Zusammen mit Gleichungen fur die restilchen Komponenten der ME daraus fur ihre Gesamtkomplexitat:
NGM ' VF  (2NPK + 3) NGBit + (VF + 2) NGMux + (lC + lA + lK) NGbit
+(NPK  VF + 6) NGTr + 100NGBit + lk + 500
(7.30)
7.6.3 PEs
Wie in Abbildung 7.12 zu sehen, besteht eine PE aus funf Komponenten: einem Empfanger, einem FIFO-Puer,
einer Busschnittstelle, einem Kontrollschaltkreis sowie einer Supply-Einheit. Bezeichnet man die zugehorigen















CTRL + NGSE (7.31)
Die Komplexitat dieser Komponenten kann wie folgt berechnet werden:
Empfanger, FIFO
Die Gatteranzahl des Empfangers ergibt sich wie bei der ME direkt aus Gleichung (7.7). Auch die Komplexitat
des FIFOs ist mit der ME identisch, da es ebenfalls lediglich eine Cache-Zeile fassen mu
NGMFIFO = (lC + lA + lK) NGbit (7.32)
Busschnittstelle
Aus Abbildung 7.12 kann abgelesen werden, da die PE einen RT, einen GT, und jeweils M FMi, RMi, GMi und
BMi Anschlusse an den Kontrollbus besitzt. Damit ergibt sich die Komplexitat der Busschnittstelle aus
NGPBS = (NPK  VF + 2 + 4M + 2) NGTr (7.33)
SE
Die Supply-Einheit hat lediglich die Aufgabe, die Ankunft einer Supply-Benachrichtigung zu erkennen und gema
der Speicherbank-Nummer die entsprechende FMi-Leitung auf 1 zu setzen. Dazu benotigt sie lK AND-Gatter
fur die Interpretation des Befehlswortes sowie einen Decoder, der aus der Nummer der Speicherbank das richtige
FMi-Signal erzeugt. Da letzterer ld(M ) M Gattern benotigt, gilt damit:
NGSE = ld(M ) M + lk (7.34)
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Kontrollogik
Um die Gatteranzahl der Kontrolllogik zu ermitteln, mussen wie bei der ME zunachst die Werte fur die Anzahl der
Eingabeleitungen (NPin), die Anzahl der Steuersignale (N
P
St), die Anzahl der Kontrollsignale (N
P
ctrl), die Anzahl
der Zustande (NPState) sowie die Anzahl der in jedem Zustand gultigen Kontrollsignale bestimmt werden.
Eingabesignale: die Eingangssignale der Kontrolllogik sind alle GMi, alle FMi sowie das GT-Signal des Kon-
trollbusses. Hinzu kommen die Leitungen des Kontrollwortes. Damit ergibt sich fur die Anzahl der Einga-
besignale:
NPin = 1 + 2M + lK (7.35)
Steuersignale: Die Kontrolleinheit der PE mu das RT,das RMi und das BMi Signal fur den KB sowie das
STROBE-Signal fur den DB generieren. Hinzu kommen Steuerungssignale fur die Busschnittstelle, das
FIFO und die Empfangerschaltung. Wir schatzen:
NPStr = 10 (7.36)
Die obige Schatzung geht davon aus, da in der ROM-Tabelle lediglich Steuersignale gespeichert werden
mussen, die die Art der zu setzenden Leitung bestimmen (RMi oder BMi). Welche RMi bzw. BMi gesetzt
wird, berechnet aus der Speicherbanknummer des Adrewortes die Hilfslogik.
Zustande und Kontrollsignale: Die Anzahl der Zustande der PE betragt 5. Aus dem Zustandsubergangs-
diagramm im Abbildung 7.13 kann man ablesen, da insgesamt 10 Signale die Zustandsubergange steuern.
So werden zunachst zwei Signale fur die beiden moglichen Ubergange aus dem F-Zustand benotigt. Hinzu
kommen jeweils ein Signal fur den Ubergang zwischen dem WS und dem WT, dem WT und T sowie die
Ruckkehr zum F-Zustand am Ende der Ubertragung. Schlielich kommen 5 Signale hinzu, die fur die Hand-
habung des SB-Zustands notwendig sind: eines fur den Wechsel zum SB-Zustand und 4 fur die 4 moglichen
Ruckwege. Es gilt also:
NPState = 5 (7.37)
NPctrl = 10 (7.38)
(7.39)
Fur die Anzahl gultiger Signalkombinationen in jedem Zustand kann man aus Abbildung 7.13 folgendes
ablesen:
NFctrl = 3; N
WS
ctrl = 2; N
WT
ctrl = 2; N
T
ctrl = 2; N
SB




(N sctrl) = 13 (7.41)
(7.42)
Neben den obigen Signal-Anzahlen wird fur die Bestimmung der Gatterzahl der Kontrolleinheit noch die Kom-
plexitat der Hilfslogik benotigt. Sie mu die Nummer der Speicherbank in das gewunschte BMi, FMi, bzw. RMi
Signal generieren. Dazu wird ein Decoder benotigt, der uber ldM M AND-Gattern verfugt. Es ist also:
NGPhilfs = ldM M (7.43)
Setzt man die obigen Werte in Gleichung (7.9.8), so ergibt sich fur die Komplexitat der Kontrolllogik der PE:
NGPCTRL = ld(5) NGBit + (2 +M + lk)  10 + 10  13 NGBit + 2(10 + ld(5))  13 + ldM M
' 200NGBit + 10M + 500+ ldM M (7.44)
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Zusammenfassung
Fat man die Gleichungen fur die einzelnen Komponenten der PE zusammen, so ergibt sich fur ihre Gatterzahl:
NGP ' VF  (2NPK + 3) NGBit + (VF + 2) NGMux + (lC + lA + lK ) NGbit
+(NPK  VF + 2 + 4M + 2) NGTr + ld(M ) M + lk
+200NGBit + 10M + 500 + ldM M
(7.45)
7.6.4 TE
Die Transmittereinheit ist die einfachste Komponente des Bus-Chips. Sie besteht aus einer Busschnittstelle,
einem Treiber fur die externe Datenubertragung und einer Kontrolleinheit. Bezeichnet man die dazugehorenden












schreiben. Da die TE lediglich an den Datenbus angeschlossen ist, betragt die Gatteranzahl der Busschnittstelle
NGTBS = (NPK  VF + 2) NGTr (7.47)
Bedenkt man, da die TE die Bussignale unverandert an den externen Transmitter weitergibt, dann kann man
die Gatteranzahl der Treiber fur die externe Datenubertragung durch
NGTTr = (NPK  VF + 2) NGExt (7.48)
ausdrucken. Dabei bezeichnet NGExt die Komplexitat des fur eine Leitung benotigten Treibers.
Die Kontrolllogik der TE mu lediglich zwei Zustande (F und B) und ein Kontrollsignal (STROBE) beruck-
sichtigen. Unter der Annahme, da 2 Steuersignale generiert werden mussen ergibt sich damit aus Gleichung
(7.16):
NGPCTRL = NGBit + 2 + 4 + 2  2 = NGBit + 10 (7.49)
Fat man nun Gleichungen (7.47), (7.48) und (7.49) zusammen, dann gilt fur die Gatterzahl der TE
NGT = (NPK  VF + 2)  (NGTr + NGExt) + NGBit + 10 (7.50)
7.6.5 Logik des Kontrollbusses
Wie in 7.5.2 beschrieben, besitzt jede Arbitrierleitung des KB fur jede an sie angeschlossene Instanz eine spezielle
Schaltung. Sie besteht aus einem Flip-Flop, zwei einfachen logischen Gattern und zwei Transmission Gates.
Bezeichnet man die Gatteranzahl der Arbitrierschaltung mit NGArb so gilt:
NGArb = 2NGTr + NGBit + 2 (7.51)
Der KB besitzt eine Arbitrierleitung fur den Transmitter und jeweils eine fur jede der M Speicherbanke. An die
Transmitter-Arbitrierleitung sind alle P PEs und alleM MEs angeschlossen. Daraus ergibt sich fur die zugehorige
Gatteranzahl NGTrArb.:
NGTrArb = (P +M ) NGArb = (P +M )  (2NGTr + NGBit + 2) (7.52)
Da an die Arbitrierleitungen fur die Speicherbanke nur die P PEs angeschlossen sind, kann deren Gatterzahl
NGSpArb als
NGSpArb = P NGArb = P  (2NGTr + NGBit + 2) (7.53)







= (P + (P + 1) M )  (2NGTr +NGBit + 2) (7.54)
Die letzte Zeile ergibt sich aus der Annahme, da die Anzahl der Speicherbanke und damit die Anzahl der MEs
gleich der Prozessoranzahl ist.
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7.6.6 Busleitungen
Die Flache, die von den Busleitungen beansprucht wird, hangt von zwei Dingen ab: von der fur die Implemen-
tierung verwendetet VLSI-Technologie und der Komplexitat der Verbindungsstruktur. Im Nachfolgenden werden
zunachst kurz die relevanten Technologieparameter beschrieben. Auf der Basis dieser Parameter wird dann der
Flachenbedarf der Verbindungsstruktur des Bus-Chips der PHOTOBUS-Architektur geschatzt.
Technologieparameter
In VLSI-Bausteinen gibt es in der Regel spezielle Metalllagen fur die Implementierung von Leitungen. Die
Leistungsfahigkeit der Technologie in Bezug auf die Implementierung von Verbindungsstrukturen ist dabei durch
zwei Dinge bestimmt: die Anzahl dieser Lagen sowie die Dichte mit der die Leitungen in den einzelnen Lagen
verlegt werden konnen. Die Anzahl der Lagen liegt zwischen 2 und 8. Sie wird im weiteren mit NLag bezeichnet.
Die Leitungsdichte ist durch die minimale LeitungsbreiteWL und den minimalenAbstand zwischen zwei Leitungen
DL gegeben. Beide werden in der Regel als Vielfaches der minimalen Strukturgroe einer Technologie  angegeben.
Sie liegt heute zwischen 0; 15m und 0; 35m. Wie imweiteren deutlich wird, ist die Breite eines Bundels paralleler
Leitungen Djj entscheidend fur den Flachenbedarf der Verbindungsstruktur des Bus-Chips. Sie ergibt sich unter
den oben beschriebenen Annahmen wie folgt aus der Anzahl der Leitungen NL der
Djj =




Der Flachenbedarf der Verbindungsstruktur des Bus-Chips hangt von von zwei Faktoren ab: der Breite der
eigentlichen Busleitungen und dem Platzbedarf der Anschluleitungen, uber die die PEs und die MEs an die
Busleitungen angeschlossen sind. Um ihn fur den DB und den KB zu bestimmen, gehen wir davon aus, da die
Busleitungen als paralleles Bundel quer uber den Chip verlaufen. Die PEs und MEs benden sich an den Randern
der Busse. Sie sind mit ihnen uber Anschluleitungen verbunden, die im rechten Winkel zu den Busleitungen
verlaufen. Dabei wird angenommen, da die Bus- und Anschluleitungen in unterschiedlichen Lagen verwirklicht
werden, so da die Anschluleitungen uber den Busleitungen verlaufen konnen. In einer solchen Anordnung
wird die Breite der Verbindungsstruktur durch die Breite der Busleitungen bestimmt. Die Lange ist nach unten
durch die Summe der Breiten aller Anschluleitungen aller PEs und MEs beschrankt. Damit ergibt sich der
Flachenbedarf der Verbindungsstruktur AV aus der Breite der beiden Busse DKB und DDB , der Breite der PE
und ME Anschluleitungen (DPEAn und D
ME
An ) als:






Der DB besitzt, wie bereits beschrieben, NPK  VF Daten und 2 Kontrollleitungen. Der KB besteht aus M + 1
Arbitrierleitungen (eine fur den Transmitter und M fur die Speicherbanke) sowie jeweils M BM- und FM-
Leitungen. Damit gilt mit Gleichung (7.55) fur die Breite der Busleitungen DKB +DDB :
DKB +DDB = (NPK  VF + 2 + 3M + 1) 
WL +DL   1
NLag
  (7.57)
Die Anzahl der Anschluleitungen einer der PEs und der MEs wurde bereits im Zusammenhang mit der Kom-





DPEAn = (NPK  VF + 4 + 4M ) 
WL +DL   1
NLag
  (7.58)
DMEAn = (NPK  VF + 6) 
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Setzt man die obigen Gleichungen zusammen mit Gleichung (7.57) in Gleichung (7.56) ein so ergibt sich fur die
Gesamtache der Verbindungsstruktur des Bus-Chips:
AB = ((P +M )NPK  VF + 4P (M + 1) + 6)  (NPK  VF + 3M + 3) 







Im vorliegenden Abschnitt werden die Ergebnisse der bisherigen Analyse zusammengefat und veranschaulicht.
Dazu werden zunachst die Ausdrucke fur die Gatteranzahl und den Flachenbedarf so umgeformt, da die asympto-
tische Abhangigkeit von der Prozessor und Speicherbank deutlich wird. Danach wird an Hand konkreter Werte
gezeigt, da die Chipache bis zu 128 Prozessoren kein Problem fur die Skalierbarkeit von der PHOTOBUS-
Architektur darstellt.
Asymptotischer Anstieg der Schaltungsache
Die Gleichungen fur die Gatterzahl der Komponenten des Bus-Chips beinhalten vier Arten von Termen: M 
ld(M )-Terme, P -Terme,M -Terme sowie Terme, die weder von der Prozessorzahl noch von der Speicherbankzahl
abhangen. Berucksichtigt man zusatzlich, da die Terme in den Ausdrucken fur die Komplexitat der PEs bzw.
MEs mit P bzw. M multipliziert werden, kann die Gatteranzahl fur die Schaltungen des Bus-Chips also als:
NGS = P M  ld(M ) NG
PMld(M)
S + P M NG
PM











S = 2 (7.63)
NGPMS = 12 + 6NGTr +NGBit (7.64)
NGPS ' (VF  (2NPK + 3) + 200+ (lC + lA + lK)) NGBit
+(VF + 2) NGMux + (NPK  VF + 6) NGTr + lk + 500 (7.65)
NGMS ' (VF  (2NPK + 3) + 100+ (lC + lA + lK)) NGBit
+(VF + 2) NGMux + (NPK  VF + 8) NGTr + lK + 500 (7.66)
NGCS = NPK  VF + 2)  (NGTr + NGExt) +NGBit + 10 (7.67)
Asymptotischer Anstieg der Flache der Verbindungsstruktur
Der Ausdruck fur den Flachenbedarf der Verbindungsstruktur (7.61) beinhaltet Terme, die von PM2, PM , P ,
M abhangen, sowie von der Prozessor- und Speicherbankanzahl unabhangige Terme. Er kann also als
AV = P M
2APM
2
V + P M A
PM







geschrieben werden. Die einzelnen Terme konnen aus Gleichung (7.61) leicht durch Umformen und Zusammen-
fassen ermittelt werden. Es gilt:
APM
2
V = 12 (7.69)
APMV = 12 + 3NPK  VF (7.70)
APV = 12 + (NPK  VF )
2 + 7NPK  VF (7.71)
AMV = 18 + 3NPK  VF (7.72)
ACV = (NPK  VF )
2 + 3NPK  VF + 18 (7.73)
Abschatzung moglicher Werte
Umkonkrete Werte fur den Flachenbedarf des Bus-Chips zu bekommen,werden zunachst die Anzahl der Leitungen
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Platzbedarf der Busleitungen im PHOTOBUS Bus-Chip
Abbildung 7.16: Das linke Diagramm zeigt die Abhangigkeit der auf dem Bus-Chip benotigten Gatter (vertikale Achse) von der
Prozessorzahl (horizontale Achse). Das rechte Diagramm stellt den anstieg der fur die Verbindungsstruktur benotigten Flache
in cm2 (vertikale Achse) mit der Prozessorzahl. Beide Diagramme verwenden eine logarithmische Darstellung.
Nachfolgenden davon aus, da 20 optische Leitungen pro Kanal verwendet werden, die jeweils mit dem 10fachen
der On-Chip Datenrate betrieben werden:
NPK = 20; VF = 10 (7.74)
Dies deutlich mehr als in den meisten Fallen benotigt wird.
Desweiteren werden fur die Berechnung als Langen der einzelnen Teile der Speicheranfragen, folgende Werte
angenommen:
lC = 512; lA = 64; lK = 8 (7.75)
Wir gehen also von einem 64-Bit groen Adreraum, eine Cache-Zeile von 64 Byte und eine 8 Bit Kontrollwort.
Schlielich werden fur die Bestimmung der gesamten Gatteranzahl die Gatterzahlen eines Flip-Flops NGBit, eines
Transmission-Gates und eines Transmission-Gate basierten Multiplexers benotigt. Dafur werden folgende Werte
angenommen:
NGBit = 2; NGMux = 2; NGTr = 1 (7.76)
Durch Einsetzen dieser Werte und entsprechendes Aufrunden gelangt man zu der folgenden Gleichung fur den
Flachenbedarf der Schaltung:
NGS ' 2P M  ld(M ) + 50P M +1000P +1000M +1000 (7.77)
Um eine Abschatzung fur die Flache der Verbindungsstruktur zu bekommen, werden zusatzlich die Technolgie-
parameter WL (minimale Dicke einer Leitung), DL (minimaler Abstand zwischen zwei Leitungen) , NLag (die
Anzahl der Leitungslagen) und die Strukturgroe  benotigt. Wir gehen im Nachfolgenden von der heute ublichen
Strukturgroe von 0:25 mit 5 Leitungslagen aus und nehmen fur die Dicke und den Abstand der Leitungen 3
an:
WL = 3; DL = 3; NLag = 5;  = 0:25 (7.78)




[cm2] = 6; 25  10 10 (7.79)
Durch Einsetzen und Aufrunden ergibt sich damit:
AV [cm
2] = (12P M2 + 1000P M +40000P +10000M + 50000)  6; 25  10 10 (7.80)
Die obigen Abschatzungen wurden in Abbildung 7.16 graphisch dargestellt. Dabei wurde angenommen, da es
im System fur jeden Prozessor eine Speicherbank gibt, es gilt also P = M . Bedenkt man, da heutige VLSI-
Bausteine bis zu 107 Gatter auf einer Flache von bis zu 4 cm2 besitzen konnen, so kann man aus der Abbildung
folgendes schlieen:
Fur bis zu 128 Prozessoren stellt die Flache des Chips keine Einschrankung der Skalierbarkeit dar.
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7.7 Leistungsparameter
Fur die theoretische Modellierung und die Simulation einer Architektur werden die Bearbeitungszeiten der Spei-
cheroperationen in den einzelnen Architekturkomponenten benotigt. Im Falle der PHOTOBUS-Architektur
mussen fur jede der 6 Speicheroperationen und Synchronisationsoperationen (FetchRead, FetchWrite, Exclu-
siv, Invalidate, WriteBack und Supply, Lock und Unlock im Nachfolgenden mit dem Sux Op bezeichnet) die
folgenden Parameter bekannt sein:
1. die Bearbeitungsdauer im Speicher (Speicherlatenz TOpS ),






3. die Bearbeitungsdauer Bus-Chip TOpBC mit den im vorliegenden Kapitel beschriebenen Teilkomponenten PE,
ME, und TE und DB.
Der Speicherlatenz liegt heute bei ca. 30 Prozessorzyklen:
TOpS = 30 (7.81)
Die anderen Parameter konnen wie nachfolgend beschrieben abgeschatzt werden.
7.7.1 Optische Kanale
Die, die bei einer Operation Op auf die Nachrichtenubertragung Operation auf einem optischen Kanal Kan
entfallt (T
Op
Kan) hangt von vier Dingen ab: der Bandbreite des Kanals BKan, der Latenz des Kanals LKan, der
Anzahl der Nachrichten die auf dem Kanal ubertragen werden mussen N
Op
Kan und der der Lange dieser Nachrichten













Die Latenz und Bandbreite der optischen Kanale sind im Kapitel 6 fur verschiedene Technologiestufen bereits
abgeschatzt worden. Die Anzahl und Art der Nachrichten die fur die Einzelnen Operationen uber die Kanale
verschickt werden gehen aus der Beschreibung der Kommunikationsstruktur (Abschnitt 7.1.1) und des Nachrich-
tenformats (Anschnitt 7.2.3) hervor. Ihre Lange ergibt sich der Lange eines Befehlswortes lK , einer Adreangabe
lA ind einer Cachezeiel lC . Diese Werte wurde bereits im Zusammenhang mit der Bestimmung der Chipache
auf lC = 512; lA = 64; lK = 8 festgelegt (Gleichung (7.75). Fur die einzelnen Operationen ergibt sich damit:
TPFetch = LP +
72
BP
TBFetch = 2LB +
144+512
BB




TPWriteBack = LP +
72+ 512
BP




TPInv=Excl = LP +
72
BP




TP(Un)Lock = LP +
72
BP
TB(Un)Lock = 2LB +
144
BB





In den obigen Gleichungen wurde ubersichtshalber die FetchRead und FetchWrite Operationen zu Fetch die
Invalidate und Exclusiv Operationen zu Inv/Excl so wie Lock und Unlock zu (Un)Lock zusammengefat.
7.7.2 Bearbetungszeit Zeiten im Buschip
Die Bearbeitungszeit der einzelnen Operationen im Buschip ist durch die Summe der Bearbeitungszeiten in der
PE (TOpPE ), der ME (T
Op











Diese Zeit mu in Prozessorzyklen angegeben werden. Daher wird im Nachfolgenden als erstes die Frage nach
dem Verhaltnis der Taktfrequenz des Buschips zu Prozessorfrequenz untersucht. Danach werden die einzelnen
Zeiten geschatzt.
Die Taktfrequenz
Die Dauer eines Taktzyklus ist durch die Dauer der zeitaufwendigsten Operation gegeben, die in einem Zyklus
durchgefuhrt werden mu. Die Taktfrequenz hangt also von zwei Faktoren ab: der Leistung der verwendeten
Technologie und der Komplexitat der fur einen Taktzyklus bestimmten Operationen. Dabei mussen sowohl die
Schaltzeit als auch die Signallaufzeit berucksichtigt werden.
In der Arbeit wird angenommen, da der Bus-Chip mit der gleichen Frequenz betrieben werden kann wie
ein kommerzieller Mikroprozessor. Unter der Annahme, da fur die Implementierung die gleiche Technologie
verwendet wird, bedeutet dies, da die Arbeit der Chip-Komponenten in Schritte eingeteilt werden mu, die
jeweils nicht aufwendiger als ein Prozessorbefehl sind.
Da die Ausfuhrung eines Prozessorbefehls ein komplexer Vorgang ist, stellt die erste Forderung kein Problem
dar. Bei heutigen CPUs wird die Logiktiefe eines Befehls als 10 bis 15 Gattern angenommen [73]. Wie in den
nachfolgenden Abschnitten dargelegt wird, sind die einzelne Schritte der PE- und ME-Bearbeitung erheblich
einfacher.
Bearbeitungszeit in der PE
Eine Nachricht vom Prozessor wird in der PE in vier Schritten bearbeitet::
1. Die Daten werden vom P-Kanal empfangen. Dabei ndet die Konvertierung des hochfrequenten optischen
in einen elektrischen Datenstrom mit der Chip-Frequenz statt.
2. Das Befehlswort wird durch die Kontrollogik ausgewertet.
3. Die benotigten Ressourcen (B-Kanal und bei Bedarf Speicherbank) werden angefordert.
4. Die Daten werden an den DB ubergeben.
Mit dem Empfangen der Daten und der Konvertierung der Datenstrome ist eine Latenz von einem Taktzyklus
verbunden. Geht man davon aus, da die Kontrolleinheit direkt an dem hochfrequenten Datenstrom mithort, so
kann die Auswertung des Befehls mit der Konvertierung uberlappt werden. Fur die beiden ersten Schritte wird
also insgesamt nur ein Taktzyklus benotigt.
Fur die Anforderung des B-Kanals und der Speicherbank mu die PE die RT- bzw. RMi-Leitung auf 1 setzen
und auf die Antwort vom KB warten. Dabei mu das in 7.5.3 beschriebene zwei-Phasen Arbitrierungsverfahren
befolgt werden. Da jede Phase einen Taktzyklus dauert, werden fur die Anforderung jeder Ressource mindestens
zwei Taktzyklen benotigt. Daruber hinaus muman berucksichtigen, da die Anforderung nur in der Anfragephase
des KB beginnen kann. Je nachdem, wann der erste Schritt beendet ist, kann also ein zusatzlicher Wartezyklus
notwendig sein.
Die Ubergabe der Daten an den DB erfordert lediglich Sie wird hier mit einem Taktzyklus geschatzt.
Insgesamt betragt die PE-Latenz fur die Operationen, die keine Speicherbank benotigen (Exclusiv und Invali-
date) 5, fur alle anderen WriteBack-Operationen 7 Taktzyklen:
T InvPE = T
Excl









PE = 4 (7.90)
Bearbeitungszeit in der ME
Die obige Betrachtung kann weitgehend auch fur die ME ubernommen werden. Es mu lediglich berucksichtigt






ME = 4 (7.91)
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Bearbeitungszeit der TE
Die Transmittereinheit liest die Daten vom Kontrollbus und leitet sie sofort an den optischen Transmitter weiter.
Die einzige Verzogerung entsteht dabei durch die Konvertierung des niederfrequenten in einen hochfrequenten
Datenstrom. Diese betragt einen Taktzyklus, so da fur alle Operationen gilt:
TOpTE = 1 (7.92)
7.8 Leistungsbewertung
Im vorliegenden Abschnitt werden die Ergebnisse der Leistungsbewertung der PHOTOBUS-Architektur erlautert.
Hierzu werden das in Kapitel 5 beschriebene Simulationssystem und die theoretische Modellierung verwendet. Als
Basis fur die Bewertung dienen die im vorigen Abschnitt ermittelten Leistungsparameter. Aufgrund der groen
Breiten der technologisch moglichen Werte fur die einzelnen Parameter ist es allerdings nicht sinnvoll, hier die
Ergebnisse fur alle Wertekombinationen zu prasentieren.
Im Nachfolgenden wird zuerst die Simulation des Bus-Chips beschrieben. Als Nachstes werden die Auswahl der
Parameter und die mit diesen Parametern ermittelten Ergebnisse erlautert. Abschlieend werden die Ergebnisse
der Simulation mit der theoretischen Analyse des Systems verglichen.
7.8.1 Simulation des Bus-Chips
Die Simulationwird mitHilfe des erweiterten LIMES-Simulators und einer Untermenge der SPLASH-2 Benchmark
Sammlung durchgefuhrt. Beide wurden in 5.4.3 ausgiebig beschrieben. Die einzige Komponente, bei der die
Details der Simulation oen gelassen wurde, ist der Bus-Chip, der weitestgehend architekturspezisch ist.
Die Implementierung der Bus-Chip Simulation fur die PHOTOBUS-Architektur basiert auf der gleichen Idee
wie die Realisierung der ubrigen Teile des Simulators. Dabei wird eine discreet-event Simulation durchgefuhrt mit
dem Ziel, den Flu der Nachrichten durch ein physikalisches System moglichst genau nachzubilden. Die OEBUS-
Klasse beinhaltet dazu fur jede Komponente des Chips eine Instanz einer entsprechenden Unterklasse. Dazu
gehoren: eine PE-Unterklasse fur die PEs, eine ME-Unterklasse fur die MEs, eine Xmitter-Unterklasse fur den B-
Kanal Transmitter und eine Arbiter-Unterklasse fur die Simulation der Arbitrierungslogik des KB. Das Verhalten
der einzelnen Komponenten wird in Form endlicher Automaten simuliert, die der Beschreibung in den vorigen
Abschnitten entsprechen. Dabei wird der Weg der Nachrichten durch das Kopieren der korrespondierenden
Instanzen der Channel Signals-Klasse zwischen Ein-/Ausgabefeldern von Instanzen der Komponentenklassen
nachgebildet. Dabei wird insbesondere darauf geachtet, da die folgenden Punkte gewahrleistet sind:
1. Fehler imProtokoll fuhren wie in einem echten System zumNachrichtenverlust durch Uberschreiben von Ein-
/Ausgabefeldern. Da die Zustandsubergange der simulierten Komponenten durch die in den Eingabefeldern
ankommenden Nachrichten ausgelost werden, fuhren auerdem fehlende Nachrichten zu Verklemmungen.
2. Der Weg der Nachrichten durch die Komponenten und deren Verzogerung kann sowohl fur einzelne Nach-
richten als auch fur die Summe aller Nachrichten uberpruft werden. Eine solche Uberprufung wurde stich-
probenartig vorgenommen und zeigte ein korrekte Ausfuhrung.
Dadurch sind eine hohe Kondenz fur die Korrektheit der Simulation sowie die Moglichkeit zur Uberprufung der
Korrektheit der Protokolle gegeben.
7.8.2 Verwendete Parameter
Die technologisch bedingten Parameter wurden in Kapitel 6 deniert. Groe Variationen sind vor allem bei der
Bandbreite und der Latenz der optischen Kanale zu nden. GemaKapitel 6 mussen also die folgenden Parameter
betrachtet werden: BB , BP BM (Bandbreite des B-,P- und M{Kanals), und LB , LP LM (Latenz des B-,P- und
M{Kanals). hinzu kommen die Schaltzeiten der einzelnen Komponenten des Bus-Chips. Sie sind, wie im vorigen
Abschnitt beschrieben, weitgehend festgelegt. Sie sind durch Gleichungen (7.89) bis (7.92) gegeben.
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Bandbreite
Die PHOTOBUS-Architektur ist vor allem durch den Wunsch gepragt, mit sofort verfugbarer Technologie und
moglichst geringem Aufwand einen opto-elektronischen Rechner realisieren zu konnen. Fur die optischen Kanale
bedeutet dies, da vor allem die Realisierung mit Hilfe konventioneller paralleler Fasersysteme interessant ist. Wie
in Kapitel 4 beschrieben bedeutet dies eine Datenrate zwischen 1 und 4 GByte/s. Berucksichtigt man zusatzlich
da je eine optische CLOCK, STROBE und Kontrolleitung benotigt werden, dann sinkt diese Rate auf ca. 0.7
bis 3 GByte/s. Bei einer Prozessorfrequenz von 500MHz entspricht dies ca. 1,4 bis 6 Bytes /cycle. Fur die
Leistungsbewertung werden daher als realistischste Werte:
BM = BP = 1Byte=cycle; BB = 4Bytes=cycle (7.93)
angenommen. Bei der Simulation werden dann fur BB = 4 verschiedene Werte fur BP und LM Werte zwischen
1 und 4 betrachtet. Dazu werden fur BP = BM = 1 B-Kanal Bandbreiten zwischen 2 und 32 untersucht.
Latenz
Die Frage des Einues der Latenz auf die Ezienz wird am Ende des Kapitels an Hand eines System mit on-Chip
Synchronisation untersucht. Dies liegt daran da ein solches System wie spater gezeigt deutlich ezienter ist und
in seiner Leistung weniger durch die Saturierung des B-Kanals beeinut wird. Dies hat fur die Betrachtung der
Latenz zwei Vorteile. Zum einen wird ihr Einu deutlicher sichtbar. Zum anderen ist der Simulationsaufwand
deutlich geringer. Im Nachfolgenden gehen wir daher von der minimalen in der sofort verfugbaren Technologie
moglichen Latenz aus. Wir gehen dabei davon aus, da die Prozessoren alle in einem Radius von ca. 1M um den
Bus-Chip angebracht sind und nehmen eine Leitungsverzogerung von 2 Zyklen an. Damit ergibt sich laut Tabelle
6.3
LM = LP = 6cycles; LB = 8cycles (7.94)
7.8.3 Ergebnisse
Die Ergebnisse der Simulation sind in den Abbildungen 7.17 und 7.18 zu sehen. Die erste Abbildung zeigt auf
der vertikalen Achse fur jedes Benchmarkprogramm das Verhaltnis der Laufzeit des Programms zur Laufzeit des
idealen Parallelrechners mit Cache (siehe 5.4.1). In der zweiten Abbildung ist auf der vertikalen Achse die parallele
Beschleunigung zu sehen. In beiden Digrammen ist auf den horizontalen Achse die Anzahl der Prozessoren
aufgetragen. Die einzelnen Kurven ensprechen verschiedenen Werten fur die Bandbreite der einzelnen Kanale.
Welche Kurve welcher Bandbreite entspricht ist den Abbildungen zu entnehmen.
Die wichtigsten Ergebnisse der Simulation, die den Graohen entnommen werden konnen, konnen wie folgt zu-
sammengefat werden:
1. Die Bandbreite der P- und M-Kanale hat nur eine geringe Auswirkung auf die Leistung. Sie ist vor allem bei
Anwendungen mit einer hohen Miss-Rate und/oder einer hohen Anzahl von Synchronisationsoperationen
wie FFT, Radix und insbesondere Ocean zu sehen. Auch dort ist sie nur fur kleine Prozessorzahlen von
Bedeutung, bei denen die Programme nahe an der optimalen Ezienz sind und die Uberlastung des B-
Kanals noch keine Rolle spielt.
2. Fur die Abhangigkeit der benotigten Bandbreite des B-Kanals von der Prozessorzahl gilt:
bis zu 8 Prozessoren: hier reicht jede der untersuchten Bandbreiten fur eine optimale Leistung.
16 Prozessoren: hier wird fur eine optimale Leistung mindestens eine Bandbreite von 4Byte/Cycle
benotigt.
32 Prozessoren: eine gute Ezienz wird in diesem Bereich erst ab 8Bytes/Cycle erreicht.
64 Prozessoren: hier werden 16 bis 32 Bytes/Cycle benotigt
3. Bei den Ocean und LU Benchmarks bricht die Leistung bei 32 bzw. 64 Prozessoren ein, und wird auch bei
hoher Bandbreite des B-Kanals nicht besser. Grund hierfur ist eine hohe Anzahl der Synchronisationen, die
zu einem Flaschenhals bei den Zugrien auf die Speicherbank fuhrt.





































































































Abbildung 7.17: Die obigen Diagramme zeigen die durch Simulation ermittelte Ausfuhrungszeit der einzelnen Benchmarks im








































































































Abbildung 7.18: Die durch Simulation ermittelte Beschleunigung der einzelnen Benchmarkprogramme.



















Abbildung 7.19: Das fur die theoretische Analyse verwendete Model der PHOTOBUS-Architektur.
7.8.4 Vergleich mit theoretischer Modellierung
Wie in 5.5 beschrieben, werden bei der statistischen Modellierung mit Hilfe der Warteschlangentheorie Durch-
schnittswerte fur die Wartezeiten der Anfragen auf dem B-Kanal und die Speicherbanke ermittelt.
Das Modell der PHOTOBUS-Architektur
Die PHOTOBUS-Architektur wird durch das in Abbildung 7.19 skizzierte einfache Modell dargestellt. Es ba-
siert auf dem in Abschnitt 5.5.2 beschriebenen Modell eines paket-vermittelnden Busses, an dem mehrere Pro-
zessoren und mehrere Speicherbanke angeschlossen sind. Es unterschiedet sich von dem Bus-Modell lediglich
durch zwei zusatzliche Terminal-Bedienstationen: eine nach der Prozessor-Bedienstation und eine nach der Bus-
Bedienstation.
Die erste Bedienstation modelliert die Verzogerung der Anfragen durch den P-Kanal. Darin sind die Bearbei-
tungszeit der Prozessorschnittstelle, die Latenz des optischen Kanals und die durch die Bandbreite und Nachrich-
tenlange gegebene Sendezeit enthalten. Da jeder Prozessor eine eigene Schnittstelle und einen eigenen P-Kanal
besitzt, konnen an dieser Stelle keine Warteschlangen auftreten. Aus diesem Grund wird fur die Modellierung
eine Terminal-Bedienstation verwendet.
Die zweite zusatzliche Bedienstation modelliert die reine Leitungs-Latenz des B-Kanals. Der Grund fur eine
getrennte Behandlung der Leitungs-Latenz-Verzogerung besteht darin, da diese keinen Einu auf die Warte-
zeiten im Busknoten hat. So braucht der Transmitter mit dem Senden einer Nachricht nicht zu warten, bis die
vorherige Nachricht tatsachlich beim Empfanger angekommen ist. Sobald die Daten einer Nachricht ubertragen
wurden, kann mit dem Senden der Nachsten begonnen werden. Dies bedeutet, da die Leitungs-Latenz nicht in
die Berechnung der durchschnittlichen Wartezeit im Bus-Chip eingehen darf, und daher nicht der Bearbeitungs-
zeit der Bus-Chip-Bedienstation hinzugerechnet werden kann. Eine solche Trennung zwischen der Kanal-Latenz
und der sonstigen Bearbeitungszeit kann hingegen nicht bei den Speicherbanken vorgenommen werden. Dies liegt
daran, da die Speicherbank erst freigegeben wird, wenn die Daten uber den M-Kanal im Bus-Chip eingetroen
sind. Daraus folgt, da die gesamte Ubertragungszeit bei der Berechnung der Wartezeiten berucksichtigt werden
mu. Die Kanal-Latenz mu also der Bearbeitungszeit der Speicherbank hinzugerechnet werden.
Vergleich mit der Simulation
Die Ergebnisse der Analyse sind in Abbildung 7.20 zu sehen. Dabei handelt es sich um das Verhaltnis der
Ausfuhrungszeit auf einem idealen Parallelrechner mit Cache zu der Ausfuhrungszeit auf der PHOTOBUS-
Architektur. Die Berechnung dieser Werte wurde in Kapitel 5 erlautert. Ein Vergleich mit den in Abbildung
7.17 dargestellten Simulationsergebnissen zeigt, da mit wenigen Ausreiern sowohl die Groenordnung der Wer-
te als auch die Form der Kurve sehr gut mit der Simulation ubereinstimmt. Bei den Ausreiern handelt es sich
um die Programme, bei denen die Leistung bei hoher Prozessorzahl aufgrund der Belastung des Speichersystems










































































































Abbildung 7.20: Die obigen Diagramme zeigen die durch theoretische Modellierung ermittelte Ausfuhrungszeit der einzelnen
Benchmarks im Vergleich zur Ausfuhrungszeit mit einem idealen Speichersystem.



























Abbildung 7.21: Der Ablauf der Kommunikation bei Lock- und Unlock-Operationen bei der on-Chip Synchronisation.
64 Prozessoren zu sehen. Das Phanomen wurde bereits im vorigen Abschnitt erlautert. Es kann von der hier be-
trachteten theoretischen Modellierung nicht wiedergegeben werden, da diese von den Synchronisationsoperationen
abstrahiert.
Insgesamt kann man sagen, da die Abweichungen zwischen der theoretischen Modellierung und der Simu-
lation in dem Rahmen liegen, der aufgrund der gemachten Naherungen (siehe 5.5.4) zu erwarten war. Dies ist
ein wichtiger Hinweis darauf, da die Simulation das Verhalten der untersuchten Systeme weitgehend korrekt
wiedergibt.
7.9 Optimierung der Synchronisation
Der Leistungsabfall des PHOTOBUS ab ca. 16 Prozessoren ist im hohen Mae auf die Synchronisation zuruck-
zufuhren. Dies liegt daran, da die Synchronisation nach dem sog. Polling Prinzip durchgefuhrt wird. D.h., da
ein Prozessor nach einer fehlgeschlagenen Lock-Operation diese solange in kurzen Zeitabstanden wiederholt, bis
ihm die Sperre zugeteilt wird. Der Nachteil dieses Verfahrens besteht darin, da es das Speichersystem sehr stark
belastet. Wenn viele Prozessoren auf eine Sperre warten, dann wird der B-Kanal mit Lock-Anfragen uberschuttet.
Gleiches gilt fur die Speicherbank, die Sperre beinhaltet. Dadurch wird die Arbeit der anderen Prozessoren ver-
langsamt, die nun sehr lange auf den B-Kanal bzw. auf die betroene Speicherbank warten mussen. Dabei wird
auch der Prozessor verlangsamt, der die Sperre besitzt. Dies fuhrt dazu, da die Wartezeit auf die Sperre steigt,
was wiederum bedeutet, da die hohe Belastung des B-Kanals langer anhalt. Um das Problem zu lindern, gibt
es verschiedene Verfahren (siehe z.B. [178]). So kann man das Laden der Sperr-Variablen in die Caches zulas-
sen. Alternativ ist es moglich, die Abstande zwischen den wiederholten Anfragen der wartenden Prozessoren zu
verlangern. Ein erheblicher Anstieg der Belastung des Speichersystems bei der Synchronisation vieler Prozessoren
kann allerdings durch keines dieser Verfahren erreicht werden.
Ein Vorteil des PHOTOBUS Konzeptes besteht darin, da es eine sehr eziente Implementierung von Syn-
chronisationsoperationen erlaubt, die eine Mehrbelastung des Speichersystems vermeidet. Die Grundidee besteht
darin, die Synchronisation vollstandig auf dem Bus-Chip abzuwickeln. Dazu bekommt der Chip, wie in Abbil-
dung 7.22 zu sehen, eine Synchronisationseinheit (SE), die uber einen Synchronisationsbus (SB) mit allen PEs
verbunden ist. Die fur die Synchronisation notwendige Kommunikation wird On-Chip uber den SB durchgefuhrt.
Eine Nachricht uber den B-Kanal wird erst dann verschickt, wenn dem Prozessor die Sperre zugeteilt wurde.
Im Nachfolgenden wird zunachst der Ablauf der Synchronisation im Detail erlautert. Danach werden die
benotigten Erweiterungen des Bus-Chips beschrieben. Die fur diese Erweiterungen benotigte zusatzliche Chip-
Flache wird dann in Abschnitt 7.9.8 abgeschatzt.
7.9.1 Grunduberlegungen
Bei der On-Chip Synchronisation werden die, in den PEs ankommenden Lock- und Unlock-Anfragen nicht uber
den B-Kanal weitergeschickt. Statt dessen werden sie an die SE weitergegeben. Diese uberpruft zunachst, ob
die dazugehorende Sperr-Variable bereits besetzt ist, und teilt das Ergebnis der PE mit. Falls die Sperre frei
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war, wird er als besetzt markiert. Er wird wieder freigegeben, wenn die SE von einer PE eine entsprechende
Unlock-Anfrage bekommt.
Bei der Implementierung der On-Chip Synchronisation mussen vor allem zwei Aspekte bedacht werden:
1. Die SE kann nur eine begrenzte Anzahl von Sperren auf einmal verwalten. Wird diese Anzahl uberschritten,
dann kommt es zu einem Uberlauf.
2. Die SE und die Sperren stellen zusatzliche Ressourcen, um die sich die PEs bewerben. Bei der Zuteilung
dieser Ressourcen besteht die Gefahr von Verklemmungen.
Im Nachfolgenden werden die obigen Probleme und der in der Arbeit verfolgte Losungsansatz genauer erlautert.
Uberlaufe in der SE
Das obige Verfahren setzt voraus, da sich die SE bei jeder erfolgreichen Lock-Operation merkt, da die Sperre
mit der entsprechenden Adresse besetzt ist. Dies bedeutet, da fur jede besetzte Sperre in der ME eine Speicher-
stelle benotigt wird. Dabei wird man mit dem Problem konfrontiert, da die Anzahl der Sperre nur durch die
Groe des Adreraums beschrankt ist. Theoretisch kann man fur jede Adresse des Hauptspeichers eine Sperre
vereinbaren und besetzten. Um alle diese Sperren zu verwalten, wurde die ME die gleiche Speicherkapazitat wie
der Hauptspeicher benotigen. Dies ist aber nicht moglich. Es kann also passieren, da der SE der Speicher-
platz ausgeht und sie keine weiteren Lock-Operationen annehmen kann. Das Problem bei einer solchen Situation
besteht darin, da man die Ausfuhrung der Lock-Operation nicht verzogern kann, bis der SE Speicher frei gewor-
den ist. Im ungunstigen Fall kann das Freiwerden des Speicherplatzes namlich von der Durchfuhrung der neuen
Lock-Operation abhangen. Dies ware z.B. dann der Fall, wenn alle in der SE gespeicherten Sperren von dem glei-
chen Prozessor wie die neue Operation stammen. Um Verklemmung zu vermeiden, mu fur die Ausfuhrung der
Lock-Operation in einem solchen Fall eine alternative Losung gefunden werden. Eine Moglichkeit ware eine reine
Softwarelosung Betriebssystem-Ebene. Eine ware allerdings schwer zu realisieren, da dazu das Betriebssystem
jeder Zeit die Anzahl der im System vorhandenen Sperren kennen mute. Diese Information ist aber nur auf dem
Bus-Chip verfugbar und ware ohne eine Hardware-Unterstutzung fur das Betriebssystem nicht verfugbar. Wir
beschaftigen uns hier daher mit einer reinen Hardwarelosung. Unter der Annahme, da der oben beschriebener
Fall nur selten auftritt, mu diese Losung nicht besonderes ezient sein. Sie mu aber sicherstellen, da:
1. beliebig viele Sperren bearbeitet werden konnen,
2. durch die Verwendung von zwei unterschiedlichen Verfahren fur die Sperren-Verwaltung keine Inkonsistenzen
entstehen und
3. sobald im Speicher der SE wieder Platz ist, das System so schnell wie moglich wieder zu der ezienten
SE-basierten Sperren-Verwaltung zuruckkehrt.
Da die maximale Anzahl der Sperren durch die Groe des Hauptspeicher beschrankt ist, kann wegen Punkt 1
nur der Hauptspeicher selbst fur die Speicherung der Sperren benutzt werden. Um Inkonsistenzen zu vermeiden,
mu der Bus-Chip jederzeit wissen, ob Sperren nur in der SE oder auch im Hauptspeicher vorhanden sind. Im
zweiten Fall folgt aus der Tatsache, da eine Sperre nicht in der SE vermerkt ist, nicht unbedingt, da er frei
ist. Er kann auch im Hauptspeicher als besetzt gekennzeichnet sein. Sobald also auch nur eine Sperre in den
Speicher ausgelagert wurde, mu bei jeder Lock-Operation auch im Hauptspeicher nachgesehen werden, ob die
Sperre besetzt ist. Aus der dritten Forderung folgt, da mit dem Freiwerden von Speicherstellen in der SE neu
besetzte Sperren dort gespeichert werden mussen. Auerdem sollten auch Sperren aus dem Speicher in die SE
verschoben werden.
Aus den obigen Uberlegungen ergibt sich, da fur die Synchronisation drei Betriebsmodi benotigt werden:
Standardmodus: In diesem Modus wird die Synchronisation vollstandig auf dem Bus-Chip abgewickelt. Dies ist
der Regelfall, da es nur sehr wenige Anwendungen gibt, die viele verschiedene Sperren gleichzeitig verwenden.
In der Regel werden Sperren verwendet, um Prozessoren an einer Stelle des Programms zu synchronisieren,
so da alle Prozessoren bzw. eine Prozessorgruppe auf die gleiche Sperre warten.
Uberlaufmodus: Dieser Modus ist immer dann aktiv, wenn die SE 'voll' ist, also keine weiteren Sperren auf-
nehmen kann. Neue Sperren werden also im Speicher abgelegt. Lediglich die Synchronisationsanweisungen,
die sich auf bereits in der SE gespeicherte Sperren beziehen, laufen auf dem Chip ab.
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Ruckkehrmodus: Der Ruckkehrmodus wird nach dem Uberlaufmodus aktiviert, wenn in der SE Platz frei wird.
Neue Sperren werden wie im Standardmodus uber die SE abgewickelt. Bei der Bearbeitung bestehender
Sperren mu aber berucksichtigt werden, da manche zuvor in den Speicher ausgelagert wurden. Diese
werden nun nach und nach in die SE zuruckgeholt, um eine Ruckkehr zum Standardmodus zu ermoglichen.
Von den obigen Modi mu nur der erste ezient sein. Die anderen dienen der Behandlung von seltenen Ausnah-
mefallen. Wichtig ist lediglich, da das System sobald wie moglich in den Standardmodus zuruckkehrt, wenn in
der SE Platz frei wird.
Verklemmungsfreiheit
In Abschnitt 7.5.2 wurde erlautert, da eine Verklemmung immer dann auftritt, wenn zwei oder mehr Prozessoren
gegenseitig aufeinander warten. Die Gefahr einer solchen Situation ergibt sich fur das hier beschriebene Synchro-
nisationsverfahren im Zusammenhang mit Supply-Operationen. Das Problem tritt auf, wenn ein Prozessor (P1)
auf eine Sperre wartet, dessen Besitzer (P2) seinerseits auf eine Supply-Operation von P1 wartet. Um eine Ver-
klemmung zu vermeiden, mu hier sichergestellt werden, da die Supply-Operation durchgefuhrt wird, obwohl
sich die PE von P1 im Wartezustand bendet. Wurde man das fur die Supply-Operation genutzte Kommuni-
kationsprotokoll des ursprunglichen Bus-Chips (Abschnitt 7.1) ohne Anderungen ubernehmen, ware dies aber
nicht der Fall. Dies liegt daran, da der Prozessor nach diesem Protokoll keine neuen Daten an den Bus-Chip
schickt, solange die PE nicht mit der Bearbeitung der alten Anfrage fertig ist und dies dem Prozessor mitgeteilt
hat. Dies dient der Flukontrolle und sorgt dafur, da die PE nicht mit Anfragen uberfordert wird. Bei der
Synchronisation bewirkt es aber, da die Supply-Operation nicht wie benotigt ausgefuhrt wird, was wiederum zu
einer Verklemmung fuhrt. Um dies zu vermeiden, mussen ausstehende Lock-Operation als Ausnahme behandelt
werden. D.h., da der Prozessor bei einer Lock-Operation zumindest Supply-Daten an den Bus-Chip schickt,
ohne auf die Ruckmeldung zu warten.
7.9.2 Ablauf der Synchronisation
Wie im vorigen Abschnitt erlautert, mu bei der Synchronisation zwischen drei Betriebsmodi unterschieden
werden. Der Ablauf der Synchronisation in diesen Modi kann wie folgt zusammengefat werden:
Standardmodus
LOCK: Bei einer Lock-Operation schickt der Prozessor uber seinen P-Kanal das Befehlswort und die Adresse
der Sperre an den Bus-Chip. Sobald die zugehorige PE die Anfrage empfangen hat, bemuht sie sich um
den Zugri auf die SE und leitet die Anfrage uber den SB an sie weiter. Falls die gewunschte Sperre frei
ist, schickt die SE eine Erfolgsmeldung an die PE zuruck und markiert die Adresse als besetzt. Von der PE
gelangt die Nachricht uber den B-Kanal zu dem wartenden Prozessor. Ist die Sperre bereits besetzt, so teilt
die SE dies der PE mit. Diese geht daraufhin in einen Wartezustand uber. Sie verbleibt in dem Zustand,
bis sie eine Unlock-Operation auf die gewunschte Sperre auf dem SB bemerkt. Sie bemuht sich dann wieder
um den Zugri auf die SE und gibt die Anfrage erneut an sie weiter.
UNLOCK: Um eine Unlock-Operation durchzufuhren, schickt der Prozessor das entsprechende Befehlswort und
die Sperren-Adresse uber seinen P-Kanal. Daraufhin verschat sich die PE Zugri auf die SE und teilt ihr
die Freigabe der Sperre uber den SB mit. Dabei wird die Unlock-Operation von allen den PEs mitgehort, die
sich aufgrund einer fehlgeschlagenen Lock-Operation imWartezustand benden. Zum Schlu benachrichtigt
die PE den Prozessor uber den B-Kanal, da sie die Unlock-Operation beendet. Der Prozessor wei dadurch,
da er nun neue Anfragen an den Bus-Chip schicken kann.
Uberlaufmodus
LOCK im Uberlaufmodus: Nach Erhalt einer Lock-Anfrage pruft die SE, ob die entsprechende Sperre in
ihrem Speicher als besetzt gekennzeichnet ist und teilt das Ergebnis uber den SB der PE mit. Falls die
Sperre nicht in der SE vermerkt war, dann fordert die PE den Zugri auf die entsprechende Speicherbank
und den B-Kanal an und leitet die Lock-Anfrage an den Speicher weiter. Die Speicherbank uberpruft den
Zustand der Sperre, schickt die Antwort uber den M-Kanal an den Bus-Chip zuruck und markiert die
























Abbildung 7.22: Die Architektur des Bus-Chips in der PHOTOBUS-Architektur mit on-Chip Synchronisation.
Sperre bei Bedarf als besetzt. Die Antwort wird von der zugehorigen ME empfangen und uber den SB
an die SE und die PE weitergegeben. Falls die Lock-Operation erfolgreich war, dann verschat sich die
PE erneut Zugang zum B-Kanal und schickt die Erfolgsmeldung an den Prozessor. Gleichzeitig erhoht die
SE den Zahler fur die im Speicher bendlichen Sperren. Falls die Operation fehlgeschlagen ist (weil die
Sperre bereits besetzt war), dann geht die PE wie im Standardmodus in den Wartezustand uber. Dies gilt
unabhangig davon, ob die Sperre in der SE oder im Speicher als besetzt markiert ist.
UNLOCK im Uberlaufmodus: Bei der Unlock-Operation im Uberlaufmodus mu zwischen den in der SE,
und den im Speicher vermerkten Sperren unterschieden werden. Falls die SE die entsprechende Sperre in
ihrem Speicher ndet, dann loscht sie den Eintrag und teilt den Erfolg den PEs uber den SB mit. Diese
verfahren dann wie im Standardmodus. Da nun eine Speicherstelle frei wird, geht die SE gleichzeitig in den
Ruckkehrmodus uber.
Fur den Fall, da die Sperre nicht in der SE zu nden ist, wird zuerst gepruft, ob irgendeine der PEs auf
genau diese Sperre wartet. Dazu schickt die ME eine entsprechende Nachricht auf dem SB. Wenn eine PE
eine passende Lock-Anfrage besitzt, dann verschat sie sich den Zugang zum SB und benachrichtigt die SE.
Auerdem fordert sie den Zugri auf den B-Kanal an und schickt eine Erfolgsmeldung uber den B-Kanal.
Diese Meldung gilt sowohl fur den Urheber der Lock- als auch fur den Urheber der Unlock-Anfrage. Die
Operation ist damit beendet.
Falls sich in keiner der wartenden PEs eine passende Lock-Anforderung bendet, dann dekrementiert die SE
den Zahler fur die im Speicher bendlichen Sperren und gibt der PE Bescheid, von der die Unlock-Anfrage
ausgegangen ist. Diese schickt dann uber den B-Kanal eine Nachricht, die den Prozessor uber das Ende der
Operation informiert. Diese Nachricht veranlat gleichzeitig die betroene Speicherbank, die Sperre als frei
zu markieren.
Ruckkehrmodus
LOCK im Ruckkehrmodus: Falls die gewunschte Sperre bereits in der SE als besetzt markiert ist, dann
verlauft eine Lock-Operation im Ruckkehrmodus genauso wie im Standardmodus. Ansonsten wird zunachst
die Sperre in der SE als besetzt gespeichert. Daraufhin wird wie im Uberlaufmodus uber den B-Kanal
eine Nachricht an die zugehorige Speicherbank geschickt. Allerdings dient diese Nachricht nicht nur der
Nachfrage, ob die Sperre bereits besetzt ist. Sie veranlat die Speicherbank auch, die betroene Sperre
nach der Uberprufung und dem Verschicken der Antwort aus dem Speicher zu entfernen. Das weitere
Vorgehen hangt davon ab, ob die Sperre in der Speicherbank bereits als besetzt markiert war oder nicht.
Im ersteren Fall wird nach dem Eintreen der Antwort in der ME entweder die entsprechende PE wieder in
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den Wartezustand versetzt. Gleichzeitig dekrementiert die SE den Zahler fur die im Speicher verbliebenen
Sperren. Im zweiten Fall wird die Erfolgsmeldung uber den B-Kanal an den Prozessor weitergeben.
UNLOCK im Ruckkehrmodus: Auch bei der Unlock-Operation unterscheidet sich der Ruckkehrmodus nur
dann von dem Standardmodus, wenn sich die betroene Sperre im Hauptspeicher bendet. Falls die SE
bei einer Unlock-Operation die Sperre nicht in ihrem Speicher ndet, dann dekrementiert sie zunachst
den Zahler fur die im Speicher bendlichen Sperren. Daraufhin veranlat sie die PE, sich Zugri auf die
entsprechende Speicherbank und den B-Kanal zu verschaen und eine Unlock-Anforderung zu ubertragen.
Da die PE nun nichts mehr mit der Anfrage zu tun hat, wird diese Anforderung gleichzeitig von dem
Prozessor als Erfolgsmeldung interpretiert. Die Speicherbank loscht nach dem Empfang der Anforderung
der Sperre und meldet den Erfolg uber ihren B-Kanal an den Bus-Chip.
7.9.3 Der SB
Fur die Systemezienz ist es vor allem wichtig, da die Synchronisation den B-Kanal nicht ubermaig belastet.
Da ein Zugri auf den B-Kanal gleichbedeutend mit einem Zugri auf den Datenbus ist, ist es nicht sinnvoll, den
Datenbus fur die Synchronisation zu benutzen. Aus diesem Grund wird die Kommunikation mit der SE durch
einen speziellen Bus, den SB, abgewickelt. Da fur die Synchronisationsoperationen lediglich Adressen ubertragen
werden, braucht der SB keine besonders hohe Bandbreite. Dies bedeutet, da der Bus mit wesentlich weniger
Leitungen als der Datenbus auskommt. Es ist auerdem moglich, ihn als einen leitungs-vermittelden Bus zu
realisieren. Dadurch werden die Busverwaltung und die Zugrisprotokolle vereinfacht.
7.9.4 Die Arbitrierungshardware
Bevor eine PE eine Synchronisationsoperation durchfuhren kann, mu sie sich den Zugri auf die SE verschaen.
Dabei wird immer gleichzeitig der Zugri auf die SB und den SE vergeben. Sie bleibt solange im Besitz der SE, bis
sie eine eindeutige Antwort auf die Synchronisationsanfrage bekommen hat. Im Uberlauf- und Ruckkehrmodus
bedeutet dies, da eine Anfrage der PE an den Speicher weitergeleitet wird und die PE bis zur Ankunft der
Antwort des Speichers im Besitz der SE und des SB bleibt. Dies wiederum bedeutet, da die ME den Zugri
auf den SB nicht extra anfordern mu, um diese Antwort an die PE und die SE weiterzuleiten. Die Arbitrierung
ndet also ausschlielich unter PEs statt. Sie wird nach dem gleichen Prinzip wie die Arbitrierung des B-Kanals
und der MEs durchgefuhrt. Dazu wird dem KB eine weitere Arbitrierleitung hinzugefugt: die GS-Leitung. Diese
Leitung wird in gleicher Weise benutzt wie die GB- und die GM i-Leitungen, die der Arbitrierung des B-Kanals
und der Speicherbanke dienen. Sie verfugt also fur jede PE uber eine Arbitrierschaltung, wie sie in Abschnitt
7.5.2 beschrieben wurde. Die PEs sind an die zugehorigen Schaltungen uber zwei Leitungen angeschlossen: eine
Request-Leitung (RS-Leitung) und eine Grant-Leitung (GS). Sie konnen in der Anfrage-Phase uber die RS-
Leitung den Zugri auf die SE anfordern und bekommen ihn uber die GS-Leitung in der Antwort-Phase zugeteilt.
Sobald eine PE die SE und den SB nicht mehr benotigt, setzt sie in der Anfrage-Phase die Request-Leitung auf
Null und gibt sie damit frei.
7.9.5 Die SE
Die SE mu in der Lage sein,
1. uber den SB mit den PEs und MEs zu kommunizieren,
2. die Adressen der besetzten Sperren zu speichern,
3. die verschiedenen Betriebsmodi (Standardmodus, Uberlaufmodus und Ruckkehrmodus) zu verwalten,
4. gema des Betriebsmodus und des Inhalts des Sperren-Speichers auf Lock- und Unlock-Anfragen zu reagie-
ren.
Aufbau der SE
Eine entsprechende Architektur ist in Abbildung 7.23 zu sehen. Sie besteht aus einer Busschnittstelle (BS),
einem Zwischenspeicher (ZS), Cache (C) , einem Zahler (Z), und einer Kontrolleinheit(CTRL). Die BS beinhaltet






Abbildung 7.23: Der Aufbau der Synchronisationseinheit (SE).
bidirektionale Treiber fur die Datenubertragung auf dem SB. Sie ist an den ZS angeschlossen, in dem alle an
die SE gerichteten Anfrage gehalten und bearbeitet werden. Die ZS ist ihrerseits mit der Kontrolleinheit und
dem Cache verbunden. An die Kontrolleinheit leitet sie die Befehlsworte der Anfragen weiter. Auerdem kann
sie von der Kontrolleinheit neue Befehlsworte empfangen, um sie dann als Antwort uber die BS an den SB
weiterzugeben. Die Kontrolleinheit kann den ZS auch veranlassen, die in der Anfrage enthaltene Adresse an den
Cache weiterzugeben. Dieser speichert fur jeden besetzten Sperre dessen Adresse. Er ist uber Kontrollleitungen
mit der CTRL verbunden. Diese Leitungen bestimmen, was der Cache mit den Daten aus dem ZS machen soll.
Funktion der SB: Uberblick
Das Prinzip der Arbeitsweise der SE wurde bereits in Abschnitt 7.9.2 deutlich. Im Nachfolgenden wird die
Beschreibung formalisiert, indem fur jeden der drei Betriebsmodi (Standardmodus, Uberlaufmodus und Ruck-
kehrmodus) ein endlicher Automat angegeben wird. Die Zustandsubergangsdiagramme der drei Automaten sind
in Abbildung 7.24 dargestellt. Die Ubergange zwischen den Zustanden eines Betriebsmodus werden durch vier
Arten von Ereignisse gesteuert:
1. die Anfragen der PEs ('LOCK', 'UNLOCK', bzw. 'NONE', falls keine Anfrage auf dem SB anliegt),
2. den Zustand einer Sperre im SE-Cache ('frei', falls die Sperre nicht im Cache vorhanden, bzw.' besetzt',
falls er dort vermerkt ist ),
3. die von einer ME ubermittelte Antwort des Hauptspeichers auf eine Lock-Anfrage (ebenfalls 'frei' oder
'besetzt') und
4. das Ende bestimmter durch die SE durchgefuhrter Aktionen. Die zugehorigen Kanten wurden in Abbildung
7.24 mit 'fertig' markiert.
In allen drei Modi ist der Anfangszustand der Frei-Zustand (F). Er bedeutet, da die SE untatig ist und auf
Anfragen von den PEs wartet. Wird eine Nachricht auf dem SB empfangen, so wechselt die SE je nach Art der
Anfrage in den LOCK (L) bzw. UNLOCK (U) Zustand. In beiden Fallen wird zunachst gepruft, ob die Sperre
in der SE bereits gespeichert ist ('besetzt' ist) oder nicht ('frei' ist). Der weiterer Ablauf hangt von dem Ausgang
der Abfrage und dem Betriebsmodus der SE ab.
Ubergange zwischen den Modi nden immer nur dann statt, wenn die SE in den F-Zustand zuruckkehrt.
Funktion der SB: Standardmodus
Im Standardmodus werden fur die Abwicklung der Synchronisationen nur 3 zusatzliche Zustande benotigt:



































Abbildung 7.24: Die Zustandsubergangsdiagramme der SE in den einzelnen Betriebsmodi.
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Standard LOCK Erfolg (LE): Die SE geht in den LE-Zustand uber, wenn die Sperre noch nicht in der SE
als besetzt vermerkt ist. Sie gibt auf dem SB eine Erfolgsmeldung aus, tragt die Adresse im Cache ein und
geht in den F-Zustand uber.
Standard LOCK Fehlschlag (LF): Die LE gelangt aus dem L-Zustand in den LF-Zustand, wenn der LOCk
bereits im Cache vorhanden ist. Sie gibt dann eine Fehlschlag-Meldung auf dem SB aus und geht in den
F-Zustand uber.
Standard UNLOCK Erfolg (UE): Der UE-Zustand folgt aus dem U-Zustand, sobald die Sperre im Cache
gefunden wurde. Die SE loscht den Eintrag aus ihrem Cache, schickt eine Erfolgsmeldung uber den SB und
geht in den F-Zustand uber.
Funktion der SB: Uberlaufmodus
Anfragen bezuglich Sperren, die sich nicht im SE-Cache benden, mussen im Uberlaufmodus an den Speicher
weitergeleitet werden. Dies wird in dem zugehorigen Diagramm durch die zusatzlichen Zustande berucksichtigt,
die die SE aus dem L- bzw. U- Zustand bei einer 'frei'-Antwort des Caches durchlauft.
Uberlauf LOCK Fehlschlag (LF): Dieser Zustand ist mit dem Standard-LF-Zustand identisch.
Uberlauf Speicher-LOCK (SE): Der SE-Zustand folgt aus dem L-Zustand, falls die Sperre nicht im Cache
gefunden wurde. Die SE informiert daraufhin die PE, da sie die Anfrage an den Speicher weiterleiten mu
und geht in den WS-Zustand uber.
Uberlauf Warte auf Speicherantwort (WS): Die SE verbleibt im WS-Zustand, bis die Antwort auf eine
Lock-Anfrage vom Speicher eingetroen ist. Je nachdem, ob die Sperre frei oder besetzt ist, geht sie dann
in den LE- oder den LF-Zustand uber.
Uberlauf LOCK Erfolg (LE): Der LE-Zustand bedeutet, da der Speicher eine erfolgreiche Ausfuhrung einer
Lock-Operation gemeldet hat. Da die Anfrage an den Speicher durch die PE gehandhabt wird, braucht
diese anderes als im Standardmodus nicht mehr benachrichtigt werden. Die SE inkrementiert daher nur
den Zahler fur im Speicher bendliche Sperren und kehrt in den F-Zustand zuruck.
Uberlauf UNLOCK Erfolg (UE): Dieser Zustand ist mit dem UE-Zustand des Standardmodus bis auf die
Tatsache identisch, da ihm ein Ubergang in den Ruckkehrmodus folgt.
Uberlauf Speicher-UNLOCK (SU): Die SE gelangt in den SU-Zustand, wenn bei einer Unlock-Anfrage die
Sperre nicht im Cache gefunden wird. Sie fragt daraufhin uber den SB an, ob es wartende PEs mit einer
Lock-Anforderung fur den betroenen Sperre gibt, und geht in den WA-Zustand uber. Da die Nachricht
auf dem SB auch von der PE mitgehort wird, von der die Unlock-Anfrage stammt, ist eine gesonderte
Erfolgsmeldung nicht notwendig.
Uberlauf Warte auf Speicherantwort (WA): ImWA wartet die SE darauf, da eine PE die gerade freigege-
bene Sperre in Besitz nimmt. Sie verbleibt in diesem Zustand genau einen Zyklus lang. Falls sich innerhalb
dieser Zeit keine PE meldet, geht sie in den SD-Zustand uber. Sonst folgt der F-Zustand.
Uberlauf Speicher-Delete (SD): Im SD-Zustand veranlat die SE die PE, von der die UNLock-Anfrage
stammt, diese an den Hauptspeicher weiterzugeben. Sie dekrementiert dann den Zahler fur im Speicher
vorhandene Sperren und geht in den F-Zustand zuruck.
Funktion der SB: Ruckkehrmodus
Wie in Abbildung 7.24 unten zu sehen, ahnelt der Ruckkehrmodus stark dem Uberlaufmodus. So haben die U-
,UE-, L-, LF- und WS-Zustande exakt die gleiche Funktion. Der Unterschied zwischen den beiden Modi besteht
darin, da Sperren aus dem Speicher zuruck in den SE-Cache geholt werden. Dies bedeutet zum einen, da Unlock-
Operationen immer an den Speicher weitergeleitet werden. Dadurch entfallt der WA-Zustand. Gleichzeitig wird
der SD-Zustand durch einen Dekrementiere-Zahler-Zustand (DZ) ersetzt. Zum anderen werden Lock-Operationen
anders abgewickelt, so da der LE-Zustand entfallt und die SU- und SL-Zustande eine andere Funktion haben.
Die Anderungen konnen wie folgt beschrieben werden:





















Abbildung 7.25: Der Aufbau (links) und das Zustandsdiagramm der ME in der PHOTOBUS-Architektur mit on-Chip
Synchronisation.
Ruckkehr Speicher-LOCK (SL): Im SL-Zustand wird die PE uber den SB veranlat, die Lock-Anfrage an
den Speicher weiterzuleiten. Anders als im Uberlaufzustand soll dabei der Speicher auf jeden Fall die Sperre
loschen. Gleichzeitig wird die Sperre im SE-Speicher als besetzt vermerkt.
Ruckkehr Speicher-UNLOCK (SU): Die SE kommt aus dem U-Zustand in den SL-Zustand, wenn die Sperre
nicht im SE-Cache gefunden wurde. Sie veranlat dann die PE, die Operation uber den B-Kanal an den
Speicher weiterzugeben. Da diese Nachricht auch von dem Prozessor als Erfolgsmeldung bewertet wird, ist
die Operation damit beendet.
Ruckkehr Dekrementiere Zahler (DZ): Im DZ-Zustand wird der Zahler fur die im Speicher gespeicherten
Sperren dekrementiert. Danach geht die SE in den F-Zustand zuruck. Falls keine Sperren mehr im Speicher
vorhanden sind, ndet ein Wechsel in den Standardmodus statt.
7.9.6 Die ME
Antworten auf Lock-Anfragen, die an den Speicher weitergegeben wurden, mussen von der ME uber den SB an
die PEs und die ME weitergeleitet werden. Die ME kann dabei davon ausgehen, da sie in dem Moment, in dem
die Antwort von der Speicherbank eintrit, sofort auf den SB zugreifen kann. Wie in Abschnitt 7.9.2 beschrieben,
benden sich zu diesem Zeitpunkt die SE und der SB im Besitz der PE, von der die Anfrage stammt. Sowohl die
PE als auch die SB greifen in dieser Situation nur lesend auf den SB zu, da sie auf die Daten von der ME warten.
Die ME mu den Zugang zum SB also nicht extra anfordern.
Um die obige Funktion zu erfullen, benotigt die ME lediglich eine Schnittstelle zum SB. Auerdem mu
die Kontrolleinheit so erweitert werden, da sie Lock-Operationen erkennt und die Daten zum SB leitet. Die
Arbeitsweise der modizierten ME kann durch die Erweiterung des in 7.11 dargestellten endlichen Automaten
formal beschrieben werden. Wie in Abbildung 7.25 zu sehen, wird hierzu nur ein zusatzlicher Zustand, der
Ubertrage-Lock (TL)-Zustand, benotigt. Die ME gelangt in diesen Zustand aus dem B, wenn die Ruckmeldung
uber die Durchfuhrung einer Lock-Operation auf dem M-Kanal eintrit. Sie ubertragt dann die Daten auf dem
SB und geht in den F-Zustand zuruck.
7.9.7 Die PE
Die Aufgabe der PE bei Synchronisationsoperationen geht aus der Beschreibung in Abschnitt 7.9.2 hervor. Sie
kann wie folgt zusammengefat werden:
1. Die PE mu nach der Ankunft einer Synchronisations-Anfrage den Zugang zur SE anfordern, und die
Anfrage an die SE weiterleiten.


























a) PESE a) Einbindung der PESE in die PE
Abbildung 7.26: Der Aufbau der PESE (Bild a) und ihre Einbindung in die PE (Bild b).
2. Die PE mu das Ergebnis der Operation uber den B-Kanal an den Prozessor zuruckgeben.
3. Falls die SE eine Anfrage mit einem L-MEMORY oder U-MEMORY Befehl beantwortet, dann mu die PE
diese an die entsprechenden Speicherbank weiterleiten. Dazu mu sie sich Zugang zur Speicherbank und
zum B-Kanal verschaen und die Daten an den Transmitter weitergeben.
4. Nach einer fehlgeschlagen Lock-Operation mu die PE den SB uberwachen und auf einen entsprechenden
OK- oder L-CHANGE Befehl warten. Daraufhin mu sie sich Zugang zur SE verschaen und die Anfrage
erneut stellen, bzw. einen CONFIRM-Befehl absetzen.
Die Funktion der PE bei anderen Operationen ist von der On-Chip Synchronisation nicht betroen und mit der in
Abschnitt beschriebenen 7.5.5 identisch. Um die Betrachtung der fur die On-Chip Synchronisation notwendigen
Erweiterungen zu erleichtern, gehen wir daher davon aus, da fur die Synchronisation innerhalb der PE eine eigene
Untereinheit zustandig ist. Sie wird als PESE (fur PE-Synchronisationseinheit) bezeichnet. Die PESE holt alle
uber den P-Kanal ankommenden Synchronisationen aus dem Datenstrom heraus und bearbeitet sie. Die ubrigen
Komponenten der PE haben also mit der Synchronisation nichts zu tun. Sie entsprechen der Beschreibung in
Abschnitt 7.5.5 und brauchen hier nicht weiter betrachtet zu werden.
Aufbau der PESE
Um die geforderte Funktionalitat zu realisieren, benotigt die PESE eine SB-Schnittstelle, eine zusatzliche Kontrol-
logik und einen Zwischenspeicher. Ihr Aufbau ist in Abbildung 7.26 rechts dargestellt. Sie ist, wie in Abbildung
7.26 links zu sehen, an die eigentliche Kontrolllogik der PE, die Schnittstelle zum DB und zum KB, und den
Ausgang des Empfangers angeschlossen.
Funktionsweise der PESE
Die Funktionsweise der PESE kann mit Hilfe eines endlichen Automaten mit 10 Zustanden formal dargestellt
werden. Das zugehorige Zustandsubergangsdiagramm ist in Abbildung 7.27 zu sehen. Die Zustandsubergange
werden durch drei Arten von Ereignissen hervorgerufen: Die Synchronisationsanfragen des Prozessors, die auf
dem SB ubertragenen Befehle und die Signale auf den GS-, GMi- und GT-Leitungen. Hinzu kommen Ubergange,
die die PESE am Ende bestimmter Aktionen durchfuhrt ('fertig').
Den Ausgangszustand des Automaten bildet der Frei (F) Zustand, der einer untatigen PE entspricht. Sie
verlat diesen Zustand, sobald eine Lock- oder Unlock-Anfrage uber den P-Kanal eintrit und beginnt mit ihrer
Bearbeitung. Dabei durchlauft sie die folgenden Zustande:
























Abbildung 7.27: Das Zustandsdiagramm der PESE.
Warten auf die SE (WS): Im WS-Zustand wartet die PESE darauf, da ihr der Zugri auf die SE gewahrt
wird. Sie setzt daher in ihre RS-Leitung auf 1. Sobald ihr die SE zugeteilt wird, wechselt sie in den TC-
oder TR-Zustand uber.
Ubertrage Conrm (TC): Der TC-Zustand ist fur die Ubertragung einer CONFIRM Meldung an die SE da.
Am Ende der Ubertragung geht die PESE in den WB-Zustand uber, um die Ruckmeldung an den Prozessor
zu senden.
Ubertrage Anfrage (TR): Im TR-Zustand wird die Prozessor-Anfrage an die SE weitergegeben. Die PESE
geht dann zum WA-Zustand weiter.
Warten auf Antwort (WA): Die PESE bendet sich im WA-Zustand, wenn sie auf das Ergebnis einer Ope-
ration wartet. Sie verlat den Zustand, sobald das Ergebnis auf dem SB ubertragen wird. Falls es sich
dabei um eine OK- oder FREE-Meldung handelt, folgt der WB-Zustand. Bei einer BUSY-Meldung geht
die PESE in den Wartezustand W uber. Wenn die SE mit einem L-, U- oder C-MEMORY antwortet, dann
wechselt die PESE in den WS-Zustand.
Warten auf die Speicherbank (WM): Die PESE gelangt in den WM-Zustand, wenn sie den Zugri auf eine
Speicherbank benotigt. Sie setzt in der Anfragephase die entsprechende RMi-Leitung auf 1 und wartet
darauf, da ihr die Speicherbank zugeteilt wird (die korrespondierende GMi-Leitung auf 1 geht). Sie wechselt
dann in den WB-Zustand.
Warten auf den B-Kanal (WB) Die PESE bendet sich im WB-Zustand, wenn sie auf den B-Kanal wartet.
Sie verlat ihn, sobald ihr der Zugri auf den Kanal gewahrt wird (die GT-Leitung auf 1 geht).
Broadcast Ergebnis (BE): Im BE-Zustand wird die Erfolgsmeldung uber den B-Kanal an den Prozessor ge-
schickt. Danach kehrt die PESE in den F-Zustand zuruck.
Warten (W): Die PESE bendet sich im W-Zustand, wenn die von ihr angeforderte Sperre besetzt ist. Sie
uberwacht den SB und wartet auf eine 'OK' oder 'L-PROVIDE' Nachricht, die die von ihr gewunschte
Sperre betrit. Sie wechselt dann in den WS-Zustand, um den Zugri auf die SE zu bekommen.
7.9.8 Fur die Synchronisation zusatzlich benotigte Chipache
Die Synchronisationshardware wirkt sich in funf Bereichen auf die Komplexitat der Schaltungen des Bus-Chips
aus:
1. Es werden zusatzliche Leitungen fur den SB sowie die dazugehorigen Anschlusse benotigt.
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2. Es wird eine GS-Leitung mit den zugehorigen Arbitrierschaltungen fur jede PE benotigt.
3. Es wird zusatzliche Chip-Flache fur die Implementierung der SE benotigt.
4. Jede ME benotigt eine SB-Schnittstelle und eine zusatzliche Logik
5. Jede PE benotigt eine PESE mit der dazugehorigen SB-Schnittstelle, FIFO und Kontrollogik.
Der Flachenbedarf der obigen zusatzlichen Komponenten kann an Hand der Beschreibung im vorhergehenden
Abschnitten leicht abgeschatzt werden. Dabei kann die in Abschnitt 7.16 beschriebene Vorgehensweise fur die
Abschatzung des Flachenbedarfs des Bus-Chips ohne Synchronisationshardware ubernommen werden. Im Nach-
folgenden werden daher lediglich die Ergebnisse zusammengefat. Auf eine ausfuhrliche Herleitung, wie sie in
7.16 zu nden ist, wird verzichtet.
Annahmen
Zusatzliche Leitungsache
Die fur die Leitungen benotigte Flache erhoht sich um die Flache der NSB-Leitungen des SB, die GS-Leitung
und die Anschlusse, die diese Leitungen mit den PEs, den MEs und der SE verbinden. Durch Einsetzen der
zusatzlichen Leitungszahl in Gleichungen 7.57 ergibt sich fur die gesamte Leitungsache:
AB = ((P +M )(NPK VF +NSB)+ 4P (M +1)+6)  (NPK VF +3M +3+NSB) 







Fur die Durchfuhrung der On-Chip Synchronisation wird lediglich eine zusatzliche Arbitrierungsleitung benotigt:
die GS-Leitung. An diese Leitung werden nur die PE angeschlossen, da die ME den Zugri auf die SE und den
KB nicht extra anfordern mussen. Es wird also pro PE eine Arbitrierschaltung benotigt. Damit ergibt sich fur
die Flache der Arbitierschaltungen in einem System mit On-Chip Synchronisation:
NGKB = (P +M + P+ (P + 1) M )  (2NGTr + NGBit + 2) (7.96)
Zusatzliche Flache in der ME
Die ME benotigt zur Bewaltigung der Synchronisation eine SB-Schnittstelle sowie eine Erweiterung der Kon-
trollogik. Letztere wird fur die Handhabung des TL Zustands und der zugehorigen Ubergange benotigt.. Die
Gatteranzahl der SB-Schnittstelle NGSB kann durch Einsetzen von NSB fur die Anzahl der Gleichung 7.6 er-
mittelt werden. Die Anzahl zusatzlich der fur die Kontrolllogik benotigten Gatter ergibt sich durch ein Erhohen
der Anzahl der Zustande und Ubergange in Gleichungen 7.21 bis 7.27 bei der Betrachtung der Komplexitat der
Kontrollogik der ME. Insgesamt gilt fur die Gatterzahl der ME in einem System mit On-Chip Synchronisation:
NGM ' VF  (2NPK + 3) NGBit + (VF + 2) NGMux + (lC + lA + lK) NGbit
+(NPK  VF + 6 +NSB) NGTr + 120NGBit + lk + 600 (7.97)
Die Flache der SE
Die Anzahl der Gatter der SE NGSE ergibt sich als Summe der Anzahl der Gatter ihres Caches (NGC), der
SB-Schnittstelle NGSB, der Kontrollogik (NGSCTRL) und des Zahlers (NGZ).
NGSE = NGC +NGSB +NGCTRL +NGZ (7.98)
Die Gatteranzahl eines Zahlers kann aus der Literatur entnommen werden. Sie hangt von der Bitanzahl des
maximalen Zahlerwertes ab. Da wir von einem 64 Bit Adressraum ausgehen, liegt dieser bei 64 Bit.
Die Gatterzahl der Kontrollogik kann aus den Gleichungen und den Zustandsubergangsdiagrammen in Abbil-
dung 7.24 ermittelt werden. Sie ergibt sich nach grozugiger Aufrundung auf ca. :
NGSECTRL ' 1000NGBit+ 2000 (7.99)
Damit gilt fur die Gatterzahl der SE:
NGSE ' 4P NGAss + NSB NGTr + 1000NGBit+ 2000+ 500 (7.100)
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Platzbedarf der Leitungen im PHOTOBUS Chip mit Synchronisation
Abbildung 7.28: Das linke Diagramm zeigt die Abhangigkeit der auf dem Bus-Chip mit Synchronisation benotigten Gatter
(vertikale Achse) von der Prozessorzahl (horizontale Achse). Das rechte Diagramm stellt den Anstieg der fur die Verbindungs-
struktur benotigten Flache in cm2 (vertikale Achse) mit der Prozessorzahl dar. Beide Diagramme verwenden eine logarithmische
Darstellung.
Die Flache der PESE
Die PESE besteht aus einem FIFO-Zwischenspeicher fur ein Befehlswort und eine Adresse, einer SB-Schnittstelle
und einer Kontrollogik. Die Gatterzahlen fur das FIFO und die SB-Schnittstelle ergeben sich aus Gleichungen 7.7
und 7.55. Die Gatterzahl der Kontrollogik kann aus dem zugehorigen Zustandsubergangsdiagram und Gleichung
(7.16) ermittelt werden. Fur die Gatteranzahl der PESE (NGPS ) gilt dann:
NGPS = NSB NGTr + (lk + la) NGBit + 200NGBit + 500 (7.101)
Zusammenfassung
Die obige Betrachtung hat gezeigt, da die Komplexitat der Erweiterungen einer einzelnen PE und ME nicht von
der Prozessor- oder Speicherbankzahl abhangen. Gleichzeitig beinhalten die Gleichungen fur die Komplexitat der
SE und der Arbitrierungslogik nur Terme, die linear von der Prozessoranzahl abhangen bzw. konstant sind. Dies
bedeutet, da die Gesamtanzahl zusatzlich fur die Synchronisation benotigter Gatter NGSync hochstens linear
mit der Prozessorzahl steigt. Sie kann als Polynom ersten Grades in P und M geschrieben werden:








NGCSync = NSB NGTr + 1000NGBit+ 2000+ 500 (7.103)
NGPSync = (2NGTr + NGBit + 2) +NSB NGTr + (lk + la) NGBit + 200NGBit + 500 (7.104)
NGMSync = 20NGBit + 600+ NSB NGTr (7.105)
Obige Werte konnen benutzt werden, um die Abschatzung eines Zahlenwertes fur die Gatteranzahl aus Glei-
chung 7.77 auf ein System mit On-Chip Synchronisation zu erweitern. Dazu werden lediglich die Werte fur die
Komplexitat einer Speicherstelle des assoziativen Caches und fur die Anzahl der Leitungen des SB benotigt. Er-
steren schatzen wir der Literatur folgend (siehe z.B. [56]) auf 10 Gatter. Fur die Anzahl der Leitungen nehmen
wir NSB = 16 an. Ein Einsetzen in die obigen Gleichungen, eine grozugige Aufrundung und Addition zu den
korrespondierenden Termen aus Gleichung (7.77) liefert:
NGS ' 2P M  ld(M ) + 50P M +4000P +2000M +5000 (7.106)
Eine ahnliche Betrachtung kann man fur die zusatzliche Leitungsache ASync anstellen. Wie Gleichung 7.95 zu
entnehmen, mussen dabei M2, P , P M sowie konstante Terme berucksichtigt werden. Es gilt:
ASync =M
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und
ACSync = 6NSB (7.108)
APSync = NSB  (NSB + NPK  VF + 7) (7.109)
AMSync = NSB  (NSB + NPK  VF + 3) (7.110)
APMSync = 4NSB (7.111)
AM
2
Sync = 3NSB (7.112)
Mit Hilfe obiger Gleichungen ergibt sich fur die Abschatzung der Leitungsache auf der Basis von Gleichung :
AV [cm
2] ' (12P M2 + 100M2 + 1100P M +42000P +12000M + 50000)  6; 25  10 10 (7.113)
7.9.9 Leistungsbewertung
Die PHOTOBUS-Architektur mit On-Chip Synchronisation wurde, wie auch die ursprungliche PHOTOBUS-
Architektur durch Simulation bewertet. Dazu wird die bereits beschriebene Simulationsumgebung entsprechend
erweitert. Sie SE wurde, wie alle anderen Einheiten des Bus-Chips als eigene Klasse modelliert, die uber vorde-
nierte Felder mit den anderen Komponenten kommuniziert. Fur die Arbitrierung wurde eine eigene Instanz der
Arbiter-Klasse verwendet. Da die verwendeten Modelle die Synchronisation nicht berucksichtigen, wird fur die
Verikation kein neues analytisches Modell benotigt. Die Verizierung der Simulation erfolgt durch den Vergleich
mit den in Abschnitt 7.19 beschriebenem theoretischen Modell an Hand der in Abbildung 7.20 dargestellten
Ergebnisse.
Durch die Simulation werden zwei Aspekte untersucht. Zum einen wird die Abhangigkeit der Ezienz von der
Bandbreite des B-Kanals betrachtet. Zum anderen wird die Auswirkung der Leitungslange der P- und M-Kanale
auf die Ezienz uberpruft, die fur die Koppelung von Arbeitsplatzrechnern von Bedeutung ist.
Auswirkung der Bandbreite des B-Kanals
Die Betrachtung in 7.8 hat gezeigt, da lediglich die Bandbreite des B-Kanals eine Rolle spielen. Im Nachfolgenden
wird daher nur ein Wert fur die Bandbreite dieser Kanale, BP = BM = 1 betrachtet. Alle anderen Parameter
sind mit denen in Abschnitt 7.8 identisch. Die Ergebnisse sind in den Abbildungen 7.29 und 7.30 zu sehen. Sie
konnen wie folgt zusammengefat werden:
1. Mit Ausnahme des Radix-Benchmarks bei einer Bandbreite von 4Byte=cycle kann eine gute Ezienz bis
zu 32 Prozessoren erreicht werden.
2. Auer beim Radix-Programm reicht eine Bandbreite von 8Byte=cycle fur eine hohe Ezienz von bis zu 64
Prozessoren aus.
3. Bei einer Bandbreite von 16Bytes=cycle lat sich fur alle Programme eine sehr gute Ezienz bis zu 64
Prozessoren erreichen. Eine weitere Steigerung der Bandbreite auf 32=Bytes=cycle bleibt weitgehend ohne
Wirkung.
4. Die Ergebnisse stimmen wesentlich besser mit der theoretischen Vorhersage uberein, als die Werte fur die
PHOTOBUS-Architektur ohne integrierte Synchronisation. Da die Auswirkungen der Synchronisation zu
den Hauptursachen der Abweichungen gehorten, war dies zu erwarten.
Auswirkung der Leitungslange
Um die Auswirkung der Leitungslange auf die Ezienz zu untersuchen, wurde bei der Simulation zu der Latenz
der P-, M- und B-Kanale eine entsprechender Betrag dazu addiert. Dabei wurden eine Zusatzlatenz von 16 und
32 Prozessorzyklen betrachtet. Bei einer Prozessorfrequenz von 500MHz entspricht dies 32 bis 64ns, also je nach
Art der verwendeten Lichtleiterfaser einer Entfernung von 5 bis 10m (32ns), bzw. 15 bis 20m (64ns).
Die Ergebnisse fur eine B-Kanal Bandbreite von 4 und 16 Bytes=cycle= sind in den Abbildungen 7.31 und 7.32
zu sehen. Dabei wird deutlich, da:






























































































Abbildung 7.29: Die obigen Diagramme zeigen fur die PHOTOBUS-Architektur mit On-Chip Synchronisation die durch Simu-
lation ermittelte Ausfuhrungszeit der einzelnen Benchmarks im Vergleich zur Ausfuhrungszeit in einem idealen Speichersystem



























































































Abbildung 7.30: Die durch Simulation ermittelte Beschleunigung der einzelnen Benchmarkprogramme fur die
PHOTOBUS-Architektur mit on-Chip Synchronisation.
214 KAPITEL 7. PHOTOBUS
1. Fur wenige Prozessoren die Erhohung der Latenz eine Verschlechterung der Leistung von
(a) bis zu 25 %, bei einer Latenz von 16 Zyklen,
(b) bis zu 50 %, bei einer Latenz von 32 Zyklen,
verursacht.
2. Bei kleinen Prozessorzahlen die Kurven mit gleicher Latenz unabhangig von der Bandbreite des B-Kanals
ahnlich verlaufen.
3. Mit steigender Prozessorzahl die Latenz gegenuber der Bandbreite des B-Kanals an Bedeutung verliert. Ab
ca. 8 Prozessoren fangen die Kurven mit gleicher Bandbreite an, einander anzunahern.
4. Bei 32 bis 64 Prozessoren liegen die Kurven gleicher Bandbreite in fast allen Fallen nah beieinander. Die
Leistung der Systeme mit einer Latenz von 16 und 2 ist dann meistens identisch.
Insgesamt kann man sagen, da die Vergroerung der Latenz um 16 Zyklen grundsatzlich unproblematisch ist.
Auch eine Latenz von 32 Zyklen kann in den meisten Fallen hingenommen werden, insbesondere bei hoheren
Prozessorzahlen.
Fazit
Durch die Simulation wurde gezeigt, da die PHOTOBUS-Architektur mit On-Chip Synchronisation mit rea-
listischen Werten fur die Bandbreite des B-Kanal Transmitters die Realisierung eines ezienten SMP bis zu
64 Prozessoren erlaubt. Dies ist auch bei einer Leitungslange von bis zu 10m zutreend, so da eine eziente
Koppelung von Arbeitsplatzrechnern zu SMP-Architekturen mit bis zu 64 Prozessoren durch die PHOTOBUS-
Architektur moglich wird.
7.10 Fazit
Die im vorliegenden Kapitel vorgestellte PHOTOBUS-Architektur realisiert die Prozessor Speicher-Koppelung mit
Hilfe eines auf einem SP-Chip integrierten paketvermittelnden Busses. In dem System schicken die Prozessoren
ihre Daten zunachst uber unidirektionale, direkt in den Chip einkekoppelte optische Faserkanale an den Chip.
Der Chip fuhrt eine Arbitrierung durch und sendet die Daten uber einen optischen Rundrufkanal zuruck an alle
Prozessoren und Speicherbanke.
In dem Kapitel wurde gezeigt, da die PHOTOBUS-Architektur mit Hilfe sofort bzw. kurzfristig verfugbarer
Technologie die Implementierung eines ezienten symmetrischen Multiprozessors mit bis zu 64 Prozessor erlaubt.
Es wurde ebenfalls gezeigt, da die optischen Kanale eine Leitungslange von bis zu 10m aufweisen konnen, ohne
da die Ezienz des Systems relevant verschlechtert wird. Damit ist eine eziente Koppelung von Arbeitsplatz-


































































































Abbildung 7.31: Der Einu der Latenz der optischen Kanale auf die Ausfuhrungszeit der Benchmarkprogramme
fur die PHOTOBUS-Architektur mit On-Chip Synchronisation.





























































































Abbildung 7.32: Der Einu der Latenz der optischen Kanale auf die Beschleunigung der Benchmarkprogramme
fur die PHOTOBUS-Architektur mit on-Chip Synchronisation.
Kapitel 8
PHOTOBAR
Die Betrachtung des OE-VLSI-Busses hat gezeigt, da sich mit steigender Prozessorzahl die Bandbreite des
Broadcast-Kanals zum Flaschenhals des Systems entwickelt. Die hier vorgeschlagene PHOTOBAR-Architektur
umgeht dieses Problem durch die Verwendung bidirektionaler Punkt-zu-Punkt Verbindungen zwischen dem SP-
Chip und den Netzwerkknoten. Diese Verbindungen erlauben es, Daten vom SP-Chip unter Umgehung des
B-Kanals direkt an einzelne Prozessoren und Speicherbanke zu schicken. Dabei wird der B-Kanal entlastet, so
da bei gleicher Bandbreite eine hohe Ezienz fur mehr Prozessoren erreicht werden kann.
Das PHOTOBAR-System ahnelt in vieler Hinsicht dem PHOTOBUS-System. Der vorliegende Abschnitt
beschrankt sich auf die Erlauterung der Unterschiede und vermeidet eine wiederholte Beschreibung gleicher Kom-
ponenten. Dabei liegen die Beitrage der Arbeit in drei Bereichen:
1. Es wird gezeigt, welche Voraussetzungen erfullt werden mussen, damit das Berkeley- Protokoll korrekt und
ezient realisiert werden kann (Abschnitt 8.1). Dabei geht es vor allem um die Fragen, welche Nachrichten
uber die Punkt-zu-Punkt Kanale ubertragen werden konnen, und wo die Gefahr einer Verklemmung besteht.
2. Fur alle Komponenten, die sich von den der PHOTOBUS-Architektur unterscheiden, wird die Hardwarear-
chitektur beschrieben. Dazu gehoren die optischen Speicher- und Prozessorschnittstellen (Abschnitte 8.2) so
wie die Verbindungsstruktur und die PEs und die MEs des SP-Chips (Abschnitt 8.3). Der Aufbau der Kom-
ponenten wird wie im Kapitel 7 durch Strukturdiagramme, ihre Funktionalitat durch endliche Automaten
speziziert.
3. Die Skalierbarkeit und Leistungsfahigkeit der PHOTOBAR-Architektur abgeschatzt. Dazu gehoren eine
Abschatzung der benotigten Chipache in Abhangigkeit von der Anzahl der Prozessoren (Abschnitt 8.4) so
wie die Simulation und einfache theoretische Modellierung des Systems (Abschnitt 8.5). Die Vorgehensweise
ist dabei die gleiche wie bei der Bewertung der PHOTOBUS-Architektur in Kapitel 7.
8.1 Uberblick
Der PHOTOBAR-Architektur liegen die gleichen Uberlegungen zugrunde, die zu der Entwicklung gemischter
Netzwerke bei kommerziellen SMPs gefuhrt haben. Zum einen mu zur Erhaltung der Cache-Koharenz nur ein
Teil der Kommunikation als Rundruf an alle Prozessoren geschickt werden. Dabei handelt es sich vor allem
um kurze, aus einem Befehlswort und einer Adresse bestehende Nachrichten. Die ubrigen Nachrichten konnen
uber Punkt-zu-Punkt Verbindungen gezielt an einzelne Prozessoren verschickt werden. Zum anderen ist die
Realisierung zusatzlicher Punkt-zu-Punkt Verbindungen mit geringer Bandbreite wesentlich einfacher als die
Vergroerung der Bandbreite der Broadcast Verbindung. Dabei werden auch die Schnittstellen der Prozessoren
entlastet, so da auch das Schnittstellenproblem weniger stark zum Tragen kommt.
Die hier vorgeschlagen Realisierung der PHOTOBAR-Architektur basiert auf einer Erweiterung der im vorigen
Kapitel beschriebenen PHOTOBUS-Konzepte. Bei einer solchen Erweiterung mussen drei Aspekte berucksichtigt
werden:
1. Es mu fur die einzelnen Speicheroperationen bestimmt werden, welche Nachrichten uber welchen Kanale
verschickt werden mussen, damit eine korrekte und eziente Implementierung des Berkeley-Protokolls
gewahrleistet ist.
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Abbildung 8.1: Das Prinzip der PHOTOBAR-Architektur und der Aufbau des zugehorigen SP-Chips.
2. Es mu sichergestellt werden, da durch die zusatzlichen Punkt-zu-Punkt Verbindungen keine Probleme
mit der Flukontrolle entstehen. Dabei sind vor allem zwei Dinge von Bedeutung;
(a) In der PHOTOBAR-Architektur empfangen alle Prozessoren und Speicher Daten auf zwei Kanalen:
dem B-Kanal und dem P-, bzw. M-Kanal. Dies macht einen Kontrollmechanismus erforderlich, der
bei gleichzeitigem Eintreen von Nachrichten auf beiden Kanale ihre Bearbeitung koordiniert. Dieser
Mechanismus mu die Tatsache berucksichtigen, da unterschiedliche Arten von Nachrichten unter-
schiedliche Prioritaten haben.
(b) Im PHOTOBUS-System konnten die Prozessoren durch Mithoren am B-Kanal mitkriegen, wann ihre
Anfragen bearbeitet wurden, und der SP-Chip fur weitere Anfragen frei wurde. Da in der PHOTOBAR-
Architektur nicht jede Nachricht fur alle sichtbar auf dem B-Kanal ubertragen wird, mu das System
durch gezielt verschickte Nachrichten sicherstellen, da die Prozessoren benachrichtigt werden, sobald
der SP-Chip ihre Anfrage bearbeitet hat.
3. Damit das System die Vorteile der zusatzlichen Kanale nutzen kann, benotigt der SP-Chip ein zusatzliches
On-Chip Netzwerk. Das Netzwerk mu die Datenubertragung zwischen den Ein-/ und Ausgangen der P-
und M- Kanale sicherstellen und miteinander verbinden. Ohne ein solches Netzwerk wurde der On-Chip
Bus gleichermaen zum Flaschenhals des Systems werden, wie beim OE-VLSI-Bus System der B-Kanal.
Im Nachfolgenden wird ein Uberblick uber die Ansatze gegeben, die bei einem Entwurf der PHOTOBAR-
Architektur in Bezug auf die obigen Aspekte verfolgt wurden.
8.1.1 Ablauf der Transaktionen
Der Ablauf der einzelnen Speicheroperationen auf dem OE-VLSI-Schalter ist in Abbildung 8.2 und 8.3 gezeigt.
Wie ein Vergleich mit Abbildung 7.2 zeigt, besteht ein Unterschied zum OE-VLSI-Bus nur bei der Behandlung
der Antworten auf Fetch-Operationen, der WriteBack-Operationen und der Synchronisationsoperationen.
Fetch-Operationen
Bei einer Fetch-Operation schickt der Prozessor die Adresse und das Befehlswort uber seinen P-Kanal an den
Chip. Dieser wartet, bis die benotigte Speicherbank frei ist und leitet die Anfrage uber den B-Kanal weiter. Sie
wird dann von der betroenen Speicherbank und gegebenenfalls von dem Besitzer der Cache-Zeile ubernommen
und bearbeitet. Wenn die Bearbeitung abgeschlossen ist, wird die Antwort uber den M- bzw. P-Kanal zuruck
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Abbildung 8.2: Der Ablauf der Speicheroperationen des Berkeley-Protokolls in der PHOTOBAR-Architektur. Die gestrichelte
Linien bedeuten Kommunikationsschritte, die nicht unbedingt notwendig sind. Durch dicke und dunne Linien wird zwischen
Nachrichten unterschieden, die aus einer ganzen Cache-Zeile oder nur aus einem Befehl und einer Adresse bestehen.




















Abbildung 8.3: Der Ablauf der Synchronisationsoperationen des in der PHOTOBAR-Architektur.
an den Chip geschickt. Bis zu diesem Zeitpunkt lauft die Operationen genauso wie beim OE-VLSI Bus ab. Der
Unterschied besteht darin, da die Daten nun nicht uber den B-Kanal, sondern uber den P-Kanal zuruck an den
Urheber der Anfrage geschickt werden.
WriteBack
Eine WriteBack-Operationen betrit nur die Speicherbank, zu der die Daten zuruckgeschrieben werden. Ein
Broadcast ist also nicht notig. Der Prozessor schickt die betroene Cache-Zeile uber seinen P-Kanal zum OE-
VLSI-Chip. Dieser wartet, bis die benotigte Speicherbank frei ist, und gibt die Anfrage uber den M-Kanal an
sie weiter. Gleichzeitig teilt er dem Prozessor uber den P-Kanal mit, da die Operation beendet ist. Sobald
die Speicherbank mit der Schreiboperation fertig ist, schickt sie uber ihren M-Kanal eine Bestatigung an den
Bus-Chip, der die Bank wieder fur andere Anfragen freigibt.
Synchronisation
Unter der Annahme, da die Synchronisation auf dem OE-VLSI-Chip abgewickelt wird, benotigt sie gar keine
Broadcast-Operationen. Die Vorgehensweise ist dabei mit der beim PHOTOBUS bis auf die Tatsache identisch,
da die Ruckmeldung an den Prozessor nicht uber den B-, sondern uber den entsprechenden P-Kanal geschickt
wird. Falls die Synchronisation uber den Speicher abgewickelt werden mu, so wird die Speicheranfrage uber
den M- anstelle des B-Kanals verschickt. Damit wird fur die Synchronisation der B-Kanal uberhaupt nicht mehr
benotigt.
8.1.2 Flukontrolle
Wie am Anfang des Abschnittes 8.1 angesprochen, mussen bei der Flukontrolle vor allem zwei Aspekte beruck-
sichtigt werden: die Weiterleitung von Fertig-Meldungen des SP-Chips zur Prozessorschnittstelle und die Koor-
dinierung des Datenusses der beiden Eingange an den Prozessor und die Speicherschnittstellen.
Ruckmeldungen
Bei WriteBack-, Supply-Operationen werden die Daten vom SP-Chip direkt uber einen M- bzw. P-Kanal an
den Empfanger geleitet. Eine Ubertragung uber den B-Kanal ndet also nicht statt. Dies bedeutet, da der
Urheber der Operation nicht automatisch uber ihre Durchfuhrung informiert wird. Er wei daher nicht, wenn der
SP-Chip bereit ist, weitere Anfragen zu empfangen. Aus diesem Grund mu der SP-Chip nach jeder WriteBack-
oder Supply-Operation eine Fertig-Meldung an den Urheber-Prozessor uber den zugehorigen P-Kanal schicken.
Koordinierung des Datenusses
Die Handhabung der beiden Eingabekanale ist bei der Prozessor- und Speicherschnittstelle unterschiedlich. Bei der
Speicherschnittstelle wird sie dadurch vereinfacht, da der Zugang zu den Speicherbanken auf dem SP arbitriert
wird. Dabei wird immer nur eine Anfrage an eine bestimmte Speicherbank geschickt. Eine Speicherbank mu
also niemals gleichzeitig an sie gerichtete Anfragen auf dem M- und P-Kanal erwarten. Sie braucht sich also um
die Koordinierung der beiden Datenstrome gar nicht zu kummern.
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Bei der Prozessorschnittstelle ist es hingegen durchaus moglich, da gleichzeitig auf beiden Kanalen relevante
Daten ubertragen werden. Dies liegt daran, da die beiden Eingabekanale unterschiedliche Funktionen erfullen.
Uber den P-Kanal erreichen den Prozessor Antworten auf Anfragen und Fertig-Meldungen. Auf dem B-Kanal
kommen dagegen Supply-Anforderungen und Invalidate- bzw. Exclusiv-Operationen. So ist es moglich, da
wahrend der Ankunft von einer Antwort auf dem P-Kanal gleichzeitig eine Invalidate-Operation auf dem B-
Kanal ubertragen wird.
Bei der Bearbeitung gleichzeitig ankommender Daten mu man bei der Prozessorschnittstelle berucksichtigen,
da sie unterschiedliche Prioritaten haben. Die Anfrage auf dem B-Kanal mussen grundsatzlich sofort bearbeitet
werden. Dies liegt zum einen daran, da insbesondere fur Supply-Anfragen strenge Timing-Anforderungen erfullt
werden mussen. Zum anderen konnte eine Verzogerung zu Problemen mit Bueruberlaufen fuhren. Dies liegt
daran, da die Daten auf dem B-Kanal mit einer hohen Datenraten gesendet werden und es zwischen den einzelnen
Prozessoren und dem OE-VLSI-Chip keine Flukontrolle gibt. Der SP-Chip sendet auf dem B-Kanal, ohne zu
uberprufen, ob alle Prozessoren die vorherigen Nachrichten verarbeitet haben. Auf dem P-Kanal hingegen werden
neue Daten erst dann an den Prozessor geschickt, wenn dieser eine neue Anfrage gestellt hat.
Die Schwierigkeit der Bearbeitung gleichzeitig ankommender Daten besteht darin, da sowohl beim Empfang
von Antworten auf dem P-Kanal als auch bei der Verarbeitung der uber den B-Kanal ankommenden Anfragen ein
Zugri auf den Cache notwendig ist. Bei Antworten auf Anfragen mussen die Daten im Cache abgelegt werden.
Bei Invalidate-, Exclusiv- und Fetch-Operationen auf dem B-Kanal mu der Prozessor prufen, ob das betreende
Datum in seinem Cache vorhanden ist. Trit also eine Nachricht auf dem B-Kanal an, wahrend auf dem P-
Kanal eine Antwort empfangen wird, dann kommt es zu einem Konikt beim Cache-Zugri. Damit eine sofortige
Bearbeitung der Daten vom B-Kanal moglich ist, mu entweder die Ubertragung der Antwort in den Cache
unterbrochen werden, oder der Cache mu uber zwei Zugrisports verfugen. Bei der nachfolgenden Beschreibung
der PHOTOBAR-Architektur gehen wir von der zweiten Moglichkeit aus. Dies vereinfacht die Betrachtung, ohne
da es sich dabei um eine unrealistische Annahme handelt.
8.1.3 On-Chip Netzwerk
Mit Ausnahme von Synchronisationsoperationen und Supply-Benachrichtigungen wurden imPHOTOBUS-System
Daten auf dem SP-Chip ediglich zwischen den PE bzw. MEs und dem B-Kanal Transmitter ubertragen. In der
PHOTOBAR-Architektur mu der SP-Chip hingegen eine direkte Datenubertragung zwischen einzelnen PEs
und MEs ermoglichen. Dies ist notwendig, damit Daten, die uber einen P- bzw. M-Kanal im Chip in einer PE
bzw. ME ankommen, diesen uber den P- bzw. M-Kanal einer anderen PE bzw. ME verlassen konnen. Fur die
Realisierung der Speicheroperationen nach dem im Abschnitt 8.1.1 beschrieben Prinzip werden im einzelnen die
folgenden Kommunikationsoperationen benotigt:
1. Fur WriteBack-Anfragen und uber den Speicher ablaufende Synchronisationsoperationen mu eine PE eine
Nachrichten an eine ME schicken konnen.
2. Fur vom Speicher kommende Antworten auf Fetch-Operationen mu eine ME Daten an eine PE schicken
konnen.
3. Bei Supply-Operationen mu eine PE uber das Crossbar-Netzwerk Daten an eine andere PE versenden
konnen.
Damit das System die Vorteile der bidirektionalen P- undM-Kanale nutzen kann, mu es die parallele Durchfuhrung
mehrerer solcher Operationen zulassen. Dies bedeutet, da der SP-Chip neben dem, an den B-Kanal angeschlos-
senen Datenbus ein weiteres On-Chip Netzwerk benotigt. Ohne ein solches Netzwerk wurde der On-Chip Bus
gleichermaen zum Flaschenhals des Systems werden, wie beim PHOTOBUS-System der B-Kanal. Er wurde
eine Sequentialisierung aller Kommunikationsoperation erzwingen und den Vorteil der bidirektionalen P- und M-
Kanale damit zunichte machen.
Die Anforderungen an das zusatzliche On-Chip Netzwerk konnen wie folgt zusammengefat werden:
1. Das Netzwerk sollte nicht-blockierend sein, um die parallele Verarbeitung mehrerer Anfragen zu ermoglichen.
2. Es sollte eine moglichst geringe Latenz, vorzugsweise im Bereich von 1 bis 2 Prozessorzyklen besitzen.
3. Es mu biderektional sein, um sowohl den Datenu von den PEs zu den MEs als auch umgekehrt zu
erlauben.









Abbildung 8.4: Aufbau der Speicherschnittstelle in der PHOTOBAR-Architektur.
4. Zusatzlich zur Verbindung zwischen den PEs und den MEs mu es den Datenaustausch zwischen einzelnen
PEs zulassen.
5. Obige Eigenschaften mussen mit moglichst wenig Hardwareaufwand realisiert werden, damit moglichst viele
PEs und MEs auf dem Chip untergebracht werden konnen.
Um diese Anforderungen zu erfullen, wurde als Netzwerk fur die PHOTOBAR-Architektur ein leitungsvermitteln-
des, bidirektionales Crossbar ausgewahlt. Das Prinzip eines solchen Netzwerks wurde in Abschnitt 3.4.4 erlautert.
Es verbindet zwei Gruppen von Knoten, indem sie jedem Knoten einen eigenen Datenkanal zuordnet. Dabei ist
der Datenkanal jedes Knotens der ersten Gruppe uber einen Schalter an die Datenkanale aller Knoten der zweiten
Gruppe angeschlossen.
In der PHOTOBAR-Architektur besteht die eine Knotengruppe aus den PEs, wahrend die MEs die zweite
Gruppe bilden. Die Wahl einer solchen Crossbar-Architektur bedeutet, da das Netzwerk eine nicht-blockierende
Verbindung zwischen beliebigen PEs und MEs erlaubt. Da zur Herstellung einer Verbindung lediglich die Akti-
vierung eines Schalters notwendig ist, hat es eine sehr geringe Latenz. Unter der Voraussetzung, da die Schalter
bidirektional sind, konnen sowohl Daten von der PE zur ME, als auch umgekehrt ubertragen werden. Auch die
Datenubertragung zwischen zwei PEs kann in einer solchen Anordnung realisiert werden. Dazu mussen die beiden
PEs gleichzeitig mit den Leitungen der gleichen ME verbunden sein.
Ein groer Nachteil eines Crossbar-Netzwerks besteht darin, da die Schalteranzahl proportional zum Produkt
der Anzahl der Knoten in den beiden Gruppen ist. Aus diesen Grund werden solche Netzwerke nicht fur groe
Parallelrechner benutzt. In der PHOTOBAR-Architektur spielt der starke Anstieg der Schalterzahl jedoch nur
eine geringe Rolle. Dies liegt daran, da in einer VLSI-Implementierung ein Schalter mit wenigen Transistoren pro
Leitung implementiert werden kann. Bei ca. 107 Transistoren, die auf modernen VLSI-Bausteinen untergebracht
werden konnen, fallen die Crossbar-Schalter selbst bei hohen Prozessorzahlen daher nicht ins Gewicht.
8.2 Architektur der Schnittstellen
Die Prozessor- und Speicherschnittstellen unterscheiden sich von den Schnittstellen des einfachen Busses darin,
da sie jeweils zwei optische Eingange besitzen. Wie in Abschnitt 8.1.2 erlautert, werden weder an der Speicher-
noch an der Prozessorschnittstellen besondere Vorkehrungen zur Koordinierung des Datenusses an den beiden
Schnittstellen notwendig. Dies bedeutet, da die Erweiterungen lediglich aus entsprechenden Empfangerschalt-
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Abbildung 8.5: Die Prozessorschnittstelle der PHOTOBAR-Architektur.
8.2.1 Speicherschnittstelle
Die Architektur der Speicherschnittstelle ist in Abbildung 8.4 zu sehen. Dabei sind die Empfanger der beiden
Kanale uber jeweils einen FIFO-Zwischenspeicher und einen Multiplexer an den Speicherkontroller angeschlossen.
Die Kontrolleinheit hort an dem Datenstrom der beiden Kanale mit und wartet auf Anfragen, die fur die eigene
Speicherbank bestimmt sind. Sobald eine solche Anfrage kommt, schaltet diese den Multiplexer so um, da die
Daten des entsprechenden Kanals an den Speicherkontroller geleitet werden. Die Funktionsweise der Speicher-
schnittstelle ist damit mit der der PHOTOBUS-Architektur so gut wie identisch. Sie bedarf daher keiner weiteren
Erlauterung.
8.2.2 Prozessorschnittstelle
Die Prozessorschnittstelle des PHOTOBAR-Systems unterscheidet sich von der im vorigen Kapitel beschriebenen
Schnittstelle der PHOTOBUS-Architektur nur in einem Punkt: Sie besitzt einen zusatzlichen Empfanger mit
angeschlossenem FIFO-Zwischenspeicher. Dies ist in Abbildung 8.5 zu sehen. Bei der Beschreibung der Funkti-
onsweise der Schnittstelle mu man berucksichtigen, da die beiden Empfanger parallel arbeiten. Dies bedeutet,
da anstelle des einen Empfangsprozesses der PHOTOBUS-Architektur nun zwei betrachtet werden mussen. Bei
der Spezikation der Funktionsweise der Schnittstelle mit Hilfe von endlichen Automaten werden daher zwei Uber-
gangsdiagrammebenotigt. Sie sind in Abbildung 8.6 zusammenmit dem, gegenuber der PHOTOBUS-Architektur
unveranderten Diagramm fur den Empfangsproze dargestellt. Wie in der Abbildung zu sehen, ist das Diagram
des Empfangsprozesses des B-Kanals des PHOTOBUS bis auf das Fehlen der Koharenz-Operationen identisch.
Das Diagrammdes Empfangsprozesses des B-Kanals beinhaltet dagegen nur die Koharenz-Operationen sowie den
WA-Zustand fur das Warten auf Antworten vom Bus-Chip. Er stellt einen Ausschnitt aus dem Originaldiagramm
dar. Da die Zustande und die Ubergange die gleichen Bedeutung wie bei der PHOTOBUS-Architektur besitzen,
mussen sie hier nicht nochmals erlautert werden. Eine Beschreibung ist in 7.4 zu nden.
8.3 Chiparchitektur
Die Aufgabe des SP-Chips in der PHOTOBAR-Architektur wurde bereits im vorangegangenen Abschnitt deut-
lich. Der Unterschied zur PHOTOBUS-Architektur besteht darin, da nicht alle Nachrichten sequentiell uber den
B-Kanal verschickt werden. Statt dessen werden WriteBack Anfragen, Antworten auf Nachfragen und Synchroni-
sationsoperationen uber die bidirektionalen P- und M-Kanale direkt an die Empfanger verschickt. Die Architektur
des PHOTOBAR-Chips, die hierzu notwendig ist, ist in Abbildung 8.1 skizziert. Sie besitzt zusatzlich zu den von
der PHOTOBUS-Architektur bekannten Grundkomponenten (PEs, MEs, TE, SE und den drei Busse n DB, KB
und SB) ein bidirektionales, leitungsvermittelndes Crossbar-Netzwerk, das die PEs mit den MEs verbindet. Der
Aufbau und die Funktionalitat der TE, der SE und der drei Busse sind mit der PHOTOBUS-Architektur iden-
tisch. Sie werden hier daher nicht weiter betrachtet. Die PEs und MEs unterscheiden sich von der Beschreibung


























Abbildung 8.6: Das Zustandsubergangsdiagramm der Prozesse, die die Funktion der Prozessorschnittstelle in der
PHOTOBAR-Architektur beschreiben. Die gestrichelten Linien zeigen die Interaktion der Prozesse an.
in Kapitel 7 dadurch, da
1. sie nicht nur optische Empfanger sondern auch Transmitter besitzen.
2. sie an das Crossbar-Netzwerk angeschlossen sind.
3. die ME nicht an den DB angeschlossen sind.
Der Ablauf der Operationen auf dem Chip ist weitgehend durch die Beschreibung des Ablaufs der Speicheropera-
tionen im PHOTOBAR-System (Abschnitt 8.1.1) gegeben. Alle Nachrichten, die uber den B-Kanal zu verschicken
sind, mussen uber den DB an die TE gehen. Nachrichten, die direkt uber die P- und M-Kanale versendet werden,
mussen auf dem Chip durch das Crossbar-Netzwerk zwischen den PEs und MEs transportiert werden. Das Sy-
stem mu auerdem sicherstellen, da, wie in 8.1.1 beschrieben, eine PE Supply-Operationen durchfuhren kann,
wahrend sie auf das Ergebnis ihrer Anfrage wartet. Dies ist wie bereits erlautert fur die Verklemmungsfreiheit
notwendig. Das Problem besteht dabei daran, da sowohl das Ergebnis als auch die Supply-Operation uber
das Crossbar-Netzwerk durchgefuhrt werden. Dabei kann es zu Zugriskonikten kommen, die das Crossbar-
Zugrisprotokoll auosen mu.
Insgesamt unterscheidet sich der PHOTOBAR-Chip vor allemdadurch, da er eine Vielzahl parallel ablaufender
Aktivitaten abwickeln mu. Bei der Abwicklung dieser Aktivitaten kommt es zu Zugriskonikten, insbesondere
bei Zugrien auf die Crossbar-Kanale. Diese Konikte mussen ezient und verklemmungsfrei gelost werden.
Dies ist Aufgabe des Crossbar-Zugrisprotokolls. Dieses Protokoll wird im Nachfolgenden als erstes beschrie-
ben. Danach wird der Aufbau der Crossbar-Hardware erlautert. Abschlieend werden die Architektur und die
Arbeitsweise der MEs und PEs beschrieben.
8.3.1 Crossbar-Protokoll
Beim Entwurf des Zugrisprotokolls fur das Crossbar-Netzwerk mussen zwei Dinge bedacht werden:
1. Mit dem Zugri einer PE auf eine ME ist immer die Nutzung des zugehorigen Crossbar-Kanals verbunden.
Dies bedeutet, da die Vergabe des Zugangs zu den Crossbar-Kanalen der MEs mit der Arbitrierung der
Speicherbanke koordiniert werden mu. Anderenfalls konnte es zu Verklemmungen kommen.
2. Die Crossbar-Kanale werden fur verschiedene Aufgaben benotigt, die zum Teil parallel ablaufen. Dabei ist
vor allem die Tatsache von Bedeutung, da eine PE, die auf das Ergebnis einer Speicheranfrage wartet,
bei Bedarf Supply-Operationen durchfuhren mu. Da sowohl die Supply-Operation als auch das erwartete
Ergebnis uber den Crossbar-Kanal der betroenen PE-verschickt werden, kann es hierdurch zu Zugriskon-
ikten kommen.
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Im Nachfolgenden wird zunachst die Problematik der Zugriskonikte genauer erortert.. Danach werden die Ideen
erlautert, die dem im Rahmen der Arbeit konzipierten Zugrisprotokoll zugrunde liegen. Abschlieend wird der
Ablauf der einzelnen Speicheroperationen beschrieben.
Zugriskonikte
Wie in Abschnitt 8.1.3 beschrieben, gehen wir davon aus, da das Crossbar-Netzwerk leitungsvermittelnd und
bidirektional ist. Dies bedeutet, da fur die Ubertragung einer Nachricht eine direkte Verbindung zwischen dem
Sender und dem Empfanger aufgebaut wird. Diese Verbindung kann in beide Richtungen betrieben werden, wobei
allerdings jeweils nur eine Instanz senden und eine empfangen mu. Neben einer einfachen Verbindung zwischen
einem Sender und einem Empfanger wird auerdem die Moglichkeit benotigt, zwei PEs mit einer und derselben
ME zu verbinden. Dadurch wird eine Datenubertragung zwischen den PEs moglich, die zur Durchfuhrung einer
Supply-Operation notwendig ist. Auch hier gilt, da die Verbindung zwar keine Vorzugsrichtung besitzt, aber
keine gleichzeitige Datenubertragung in beide Richtungen zulat. .
Zugriskonikte konnen sich bei obigen Konstellation in zwei Fallen ergeben:
1. Wenn gleichzeitig eine ME das Ergebnis einer Speicheroperation an eine PE ubertragen soll, wahrend diese
aber zur gleichen Zeit eine Supply-Operation durchfuhren mu. In diesem Fall versuchen sowohl die PE als
auch die ME Daten uber den Crossbar-Kanal der PE zu senden.
2. Wenn das Ergebnis einer Speicheranfrage durch eine Supply-Operation an eine PE geschickt werden soll,
wahrend diese selbst eine Supply-Operation durchzufuhren hat. In diesem Fall versuchen zwei PEs, die uber
einen ME-Crossbar-Kanal verbunden sind, gleichzeitig Daten auf diesem Kanal zu ubertragen.
Die erste Art von Konikten kann verhaltnismaig einfach gelost werden. Dazu mu zum einen sowohl die PE als
auch die ME vor einer Datenubertragung prufen, ob der Crossbar-Kanal nicht bereits benutzt wird. Auerdem
mu man eine eindeutige Prioritat zwischen der Ubertragung von Ergebnissen und Supply-Operationen festlegt.
Ersteres verhindert, da jemand Daten auf dem Kanal sendet, wahrend eine andere Ubertragung im Gange ist.
Letzteres stellt sicher, da es keine Verklemmung gibt, falls die PE und die ME zur gleichen Zeit eine Ubertragung
starten wollen.
Leider ist eine solche einfache Losung im zweiten Fall nicht moglich, da sie zu Verklemmungen fuhren konnte.
Das Problem ergibt sich, wenn zwei PEs gleichzeitig versuchen, sich gegenseitig Daten durch Supply-Operationen
zu schicken. Egal, ob man der Ubertragung von Ergebnissen oder Supply-Operationen Vorrang gibt, kommt es in
einem solchen fall zu Probelmen. Wenn man die Ubertragung von Ergebnissen bevorzugt behandelt wird, dann
setzen beide PEs die Durchfuhrung der Supply-Operation aus und warten auf Daten. Anderenfalls wurden beide
gleichzeitig ihre Daten ubertragen, was nicht zulassig ist.
Grundidee
Die Arbitrierung der Netzwerkkanale wird mit der Vergabe der Speicherbanke zusammengelegt. Mit dem Zugri
auf eine Speicherbank bekommt eine PE also automatisch auch den Zugri auf den Crossbar-Kanal der zugehorigen
ME. Sie baut dann sofort eine Crossbar-Verbindung zur betroenen ME auf. Der Crossbar-Kanal wird freigegeben,
sobald die Speicheroperation beendet ist und das Ergebnis an die PE ubermittelt wurde. Durch das obige Vorgehen
wird die Gefahr von Verklemmungen gebannt, die eine getrennte Vergabe der Speicherbanke und der Crossbar-
Kanale mit sich bringen wurde.
1. Bei Zugriskonikten zwischen PEs und MEs wird Supply-Operationen der Vorrang vor der Ergebnisubert-
ragung eingeraumt. Eine MEmu also mit der Datenubertragung warten, falls die PE eine Supply-Operation
durchfuhren mochte.
2. Um Zugriskonikte zwischen zwei PEs bei Supply-Operationen zu vermeiden, wird wie folgt vorgegangen:
(a) Falls eine PE eine Supply-Operation durchfuhrt wahrend sie auf das Ergebnis einer Speicheroperati-
on wartet, dann trennt sie fur die Dauer der Supply-Operation die bestehende Verbindung zur ME.
Dadurch werden Zugriskonikte durch Supply-Operationen vermieden. Wahrend der Zeit, in der die
Verbindung getrennt ist, bleibt die PE aber im Besitz des Kanals und der ME. Die Verbindung wird
am Ende der Supply-Operation wieder aufgebaut, ohne da eine erneute Arbitrierung notwendig ist.
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(b) Falls bei einer Supply-Operation die PE, fur die die Daten bestimmt sind, nicht mit dem ME-Kanal
verbunden ist (weil sie gerade selbst eine Supply-Operation durchfuhrt), dann werden die ankommen-
den Daten von der ME empfangen. Die ME speichert die Daten zwischen und leitet sie an die Ziel-PE
weiter, sobald diese die getrennte Crossbar-Verbindung wieder aufgebaut hat.
Dies bedeutet, da sich die PE, die eine Supply-Operation durchfuhrt, nicht um die Koniktauosung
kummern mu. Sie stellt einfach die Verbindung mit dem Crossbar-Kanal der entsprechenden ME her und
sendet die Daten. Die PE, fur die die Daten bestimmt ist, ist entweder bereit, sie zu empfangen, oder sie ist
gar nicht mit dem Crossbar-Kanal verbunden. Im letzten Fall ist die ME empfangsbereit, so da die Daten
auf jeden Fall ubertragen werden.
Durchfuhrung einzelner Speicheroperationen
Wie bereits beschrieben, laufen Invalidate- und Exclusive-Operationen im PHOTOBAR-System genauso wie im
PHOTOBUS-System ab. Gleiches gilt fur Synchronisationsoperationen, die vollstandig auf dem Chip durch die
SE und den SB abgewickelt werden. Die anderen Operationen werden wie folgt ausgefuhrt:
WriteBack: Bei einer WriteBack-Operation fordert die PE zunachst den Zugang zur entsprechenden ME. Sobald
ihr dieser gewahrt wird, stellt sie die Crossbar-Verbindung her und schickt die Daten an die ME. Sobald
die Ubertragung beendet ist, wird die Verbindung wieder getrennt und die ME freigegeben.
FetchRead bzw. FetchWrite ohne Supply: Bei einer Fetch-Operation fordert die PE zunachst den Zugang
zur Speicherbank und zum B-Kanal. Sie ubertragt dann die Anfrage auf dem B-Kanal, stellt die Crossbar-
Verbindung zur ME her, schaltet ihre Crossbar-Schnittstelle auf Empfang und wartet auf das Ergebnis.
Wahrend der Wartezeit werden bei Bedarf Supply-Operationen durchgefuhrt. Wahrend dieser Operationen
wird die Verbindung zur ME getrennt. Falls die Daten von der Speicherbank in der ME ankommenwahrend
die Verbindung getrennt ist, werden sie dort zwischengespeichert. Sobald die Verbindung wieder hergestellt
ist, schickt die ME das Ergebnis an die PE. Daraufhin trennt die PE die Verbindung, und die ME samt
Crossbar-Kanal wird fur andere Operationen freigegeben.
FetchRead bzw- FetchWrite mit Supply: Am Anfang einer Fetch-Operation ist nicht bekannt, ob ein Sup-
ply durchgefuhrt wird oder nicht. Die Operation verlauft daher bis zu dem Zeitpunkt wie oben beschrieben,
an dem eine andere PE eine Supply Benachrichtigung auf ihrem Kanal erhalt. Diese PE (im nachfolgenden
als Supply-PE bezeichnet) teilt dies zunachst wie beim OE-VLSI-Bus uber die entsprechende F-Leitung
der ME mit. Die ME wei damit, da sie keine Daten von der Speicherbank weiterleiten darf. Allerdings
geht sie anders als beim PHOTOBUS nicht sofort in den Frei-Zustand uber, kann also nicht sofort an eine
andere PE vergeben werden. Dies ist notwendig, da bei der Arbitrierung der Speicherbanke automatisch
auch der Zugri auf die Crossbar-Kanale der MEs vergeben wird. Da der Kanal fur die Ubertragung der
Supply Daten benotigt wird, kann aber zu diesem Zeitpunkt noch nicht an eine andere PE weitergege-
ben werden. Auerdem mu die ME bei Bedarf die Supply-Operation empfangen und zwischenspeichern.
Wenn die Supply-PE die die benotigten Daten von ihrem Prozessor erhalt, stellt sie eine Verbindung zum
Crossbar-Kanal der ME her und fuhrt die Supply-Operation durch. Falls zu diesem Zeitpunkt die PE mit
dem ME-Kanal verbunden ist, dann empfangt sie die Daten selbst. Ansonsten werden die Daten von der
ME empfangen, gespeichert und spater an die PE weitergeleitet. Sobald die Daten von der PE empfangen
wurden, wird die Crossbar-Verbindung getrennt und die ME freigegeben. Die Fetch-Operation ist damit
beendet.
Lock uber den Speicher: Eine Lock-Operation, die an den Speicher weitergegeben werden mu, verlauft fast
genauso wie eine Fetch-Operation ohne Supply. Der einzige Unterschied besteht darin, da die Anfrage an
die Speicherbank nicht uber den B-Kanal, sondern uber das Crossbar-Netzwerk an die ME und dann uber
den M-Kanal an die Speicherbank geleitet wird.
Unlock uber den Speicher: Eine Unlock-Operation, die an eine Speicherbank weitergeleitet werden mu, wird















Abbildung 8.7: Der Aufbau der Crossbar-Hardware am Beispiel eines Systems mit 4 PEs, 4MEs und zwei Datenleitungen.
8.3.2 Das Crossbar-Netzwerk
Wie bereits beschrieben, besitzt bei einer Crossbar-Verbindung jeder PE und jeder ME einen eigenen Datenkanal.
Wir gehen im Nachfolgenden davon aus, da der Datenkanal aus bc Datenleitungen, einer STROBE und einer
CLOCK-Leitung besteht. Der Datenkanal einer jeden PE ist uber einen Schalter mit den Datenkanalen aller
MEs verbunden. Der Schalter kann eine direkte, bidirektionale Verbindung zwischen den korrespondierenden
Leitungen der beiden Datenkanale herstellen. Um eine Verbindung mit einer bestimmten ME herzustellen, mu
die PE also lediglich den geeigneten Schalter aktivieren.
Die wichtigsten Aspekte der obigen Netzwerkarchitektur sind der Aufbau der Schalter und die Realisierung
des Auswahlmechanismus fur die Aktivierung der Schalter. Hinzu kommt die Frage, woran eine ME merkt, ob
die PE mit ihr verbunden und empfangsbereit ist, oder ob sie gerade die Verbindung zur Durchfuhrung einer
Supply-Operation getrennt hat. In dem PHOTOBAR-Chip werden dabei folgende Ansatze verfolgt:
Schalteraufbau: Da die Schalter schnell, kompakt und bidirektional sein mussen, werden sie mit Hilfe von
Transmission Gates (TG) realisiert.
Auswahlmechanismus: Fur die Auswahl des zu aktivierenden Schalters werden die Datenleitungen zusammen
mit einer zusatzlichen SELECT Leitung benutzt. Die Verbindung zwischen einer bestimmten PE und ME
wird aufgebaut, indem die PE die Nummer der ME auf die Datenleitungen und danach die SELECT-Leitung
auf 1 schaltet. Die Trennung der Verbindung erfolgt mit Hilfe einer READY-Leitung.
Erkennung der Empfangsbereitschaft: Um der ME ihre Empfangsbereitschaft zu signalisieren, bekommt
jede PE eine ONLINE-Leitung. Wahrend die PE mit der ME verbunden ist und bereit ist, das Ergebnis
zu empfangen, wird diese Leitung auf 1 gesetzt. Ist die Verbindung getrennt, so liegt an der Leitung keine
Spannung und die ME wei, da die PE nicht empfangsbereit ist.
Das Prinzip der Harwarerealisierung ist in Abbildung 8.7 am Beispiel eines System mit 4 PEs, 4 MEs und zwei
Datenleitungen pro Datenkanal dargestellt. Jeder besteht aus einer Kontrollschaltung sowie einer TG fur jede

































Abbildung 8.8: Die Abbildung zeigt den Aufbau (links) und Zustandsubergangsdiagramm (rechts) einer ME im OE-VLSI-
Schalter.
Datenleitung eines Kanals. Die Kontrollschaltung ist an die Datenleitungen sowie an die SELECT- und READY-
Leitung angeschlossen. Die Kontrollschaltung aktivieren die TGs, sobald an der SELECT-Leitung der PE eine
1 anliegt und gleichzeitig die Signale an den Datenleitungen der PE mit der Nummer der ME ubereinstimmen.
Sie deaktivieren sie, wenn die Ready-Leitung der PE oder ME auf 1 geht. Um diese Funktionalitat mit moglichst
wenig Hardwareaufwand zu realisieren, besitzt jede Kontrollschaltung einen ld(M )-Bit Vergleicher und einen
Flip-Flop. Der Ausgang des Flip-Flops ist an die Kontrolleingange der TGs angeschlossen. Der Zustand des
Flip-Flops bestimmt also, ob die TGs auf Durchla geschaltet oder geschlossen sind. Der Vergleicher pruft, ob
die an den Datenleitungen anliegenden Signale und die ME-Nummer ubereinstimmen. Sein Ausgang ist mit
dem Dateneingang eines Flip-Flops verbunden, dessen CLOCK-Eingang an die SLECT-Leitung angeschlossen
ist. Je nachdem, ob der Vergleich positiv oder negativ ausfallt, wird das Flip-Flop also mit steigender Flanke
der SELECT-Leitung entweder gesetzt oder geloscht. Daruberhinaus kann das Flip-Flop auch uber die READY-
Leitung geloscht werden, die an seinen RESET-Eingang angeschlossen ist.
8.3.3 Die ME
Die ME ist im PHOTOBAR-System fur drei Aufgaben zustandig:
1. Die Ubertragung von WriteBack-Daten und Synchronisationsanfragen zur Speicherbank,
2. Die Weitergabe von Ergebnissen von der Speicherbank an die PE,
3. Das Zwischenspeichern von Supply-Operationen, die wahrend der Zeit ankommen, in der die PE von dem
ME-Kanal getrennt ist.
Der hierfur notwendige Aufbau der ME und ihre Funktionsweise konnen wie folgt zusammengefat werden:
Aufbau der ME
Die ME besteht aus einem optischen Empfanger (E), einem optischen Sender (T), einem FIFO-Speicher, ei-
ner Crossbar-Schnittstelle (CS) und einer Kontrolleinheit (CTRL). Um das Zwischenspeichern von Supply-
Operationen zu ermoglichen, kann der FIFO-Speicher sowohl von dem optischen Empfanger als auch von der
CS Daten empfangen. Fur das Senden von Daten auf dem M-Kanal wird kein zusatzlicher Zwischenspeicher
benotigt, da ankommende Daten sofort gesendet werden konnen. Der Aufbau ist in Abbildung 8.8 links zu sehen.
Der Empfanger wandelt, den hochfrequenten optischen in einen niederfrequenten elektronischen Datenstrom
um und leitet ihn an die Crossbar-Schnittstelle weiter. Der Sender erfullt die umgekehrte Funktion: er generiert
aus dem niederfrequenten elektrischen Datenstrom der Crossbar-Schnittstelle das hochfrequente optische Signal
auf dem M-Kanal. Die Schnittstelle selbst besteht aus bc+ 2 bidirektionalen Treibern fur die Crossbar-Leitungen
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und bc + 2 TG-Multiplexern. Die Multiplexer verbinden die Treiber je nach Datenrichtung entweder mit dem
Sender oder mit dem Empfanger. Die Kontrolleinheit ist an die FMi- und BMi-Leitungen des KB, und an die
die STROBE- und ONLINE-Leitungen des korrespondierenden Crossbar-Kanals angeschlossen.
Die Funktionsweise der ME
Die ME tritt in Aktion, sobald eine PE ihre BM-Leitung auf 1 setzt. Als erstes schaltet sie ihre Crossbar-
Schnittstelle auf Empfang. Falls innerhalb des nachsten Zyklus Daten von der PE ankommen, werden sie uber
den Transmitter an die Speicherbank weitergegeben. Handelt es sich bei der Operation um ein WriteBack, dann
ist der Zugri damit beendet und die ME betrachtet sich als frei. Anderenfalls geht die ME in Wartestellung,
bis entweder die Antwort von der Speicherbank auf dem M-Kanal ankommt, oder eine Supply-Operation durch
eine 1 auf der FM-Leitung angezeigt wird. Im ersten Fall leitet die Crossbar-Schnittstelle die ankommenden
Daten auf dem Crossbar-Kanal weiter. Im zweiten Fall lat die ME ihre Crossbar-Schnittstelle auf Empfang und
wartet, bis die Supply-Daten ubertragen wurden. Dabei uberwacht sie auch standig die ONLINE-Leitung. Wenn
die Supply-Operationen durchgefuhrt wird, wahrend auf der ONLINE-Leitung keine 1 anliegt, dann speichert
die ME die Daten in ihrem FIFO zwischen und leitet sie spater an die PE weiter. Sonst ist der Zugri mit der
Supply-Operation beendet und die ME ist frei fur weitere Anfragen.
Die Funktionsweise der ME kann mit Hilfe eines endlichen Automaten mit 8 Zustanden beschrieben werden.
Dazu gehoren ein Frei-Zustand, (F) ein Besetzt-Ubergangszustand (B), zwei Zustande fur die Abwicklung von
WriteBack-Operationen und 4 Zustande fur Fetch-Anfragen. Die Zustandsubergange des Automaten werden
durch die BM- und FM-Leitungen des KBs, die S-Leitung des Crossbar-Netzwerks und die Supply-Leitung des
M-Kanals gesteuert.
Frei (F): Die ME bendet sich im F-Zustand, wenn keine Anfragen an ihre Speicherbank vorliegen. Sie geht in
den B-Zustand uber, sobald ihre BM-Leitung auf 1 gesetzt wurde.
Besetzt (B) : Der B-Zustand ist ein Ubergangszustand, in dem die ME zwar als 'besetzt' markiert ist, aber
noch nicht wei, welche Art von Operation sie durchfuhren soll. Die ME verbleibt im B-Zustand genau einen
Taktzyklus lang. Falls wahrend dieser Zeit die S-Leitung des Crossbar-Netzwerks auf 1 geht (also Daten
uber das Netzwerk ubertragen werden) geht sie in den WB-Zustand und fuhrt eine WriteBack-Operation
durch. Sonst folgt der WD-Zustand.
WriteBack (TM): ImTM-Zustand wird eine WriteBack oder Unlock Anfrage uber den M-Kanal an die Speicher-
bank ubertragen. Sobald die Ubertragung beendet ist, geht die ME in den WF-Zustand uber.
Warten auf Fertigmeldung (WF): Eine ME im WF-Zustand wartet darauf, da die Speicherbank das Ende
einer WriteBack- oder Unlock-Operation meldet. Sobald dies passiert ist, geht sie in den F-Zustand zuruck.
Warten auf Daten (WD): Der WD-Zustand markiert den Anfang einer Fetch- bzw. Lock-Operation. Die ME
wartet darauf, da entweder die Daten von der ME ankommen, oder eine Supply-Operation durch eine 1
auf der FM-Leitung angezeigt wird. Ersteres hat einen Ubergang in den WC-Zustand zur Folge. Letzteres
bewirkt einen Wechsel in den WS-Zustand.
Warten auf Crossbar (WC): Eine ME im WC-Zustand wartet darauf, da die PE ihre Bereitschaft zum
Empfangen von Daten auf dem Crossbar-Kanals signalisiert.
Datenubertragung uber Crossbar (TC): Im TB-Zustand werden Daten uber das Crossbar-Netzwerk an die
PE ubertragen. Die ME verlat diesen Zustand, sobald die Ubertragung beendet ist und kehrt in den
F-Zustand zuruck.
Warten auf Supply (WS): ImWS-Zustand wartet die ME darauf, da die Supply-Daten uber ihren Crossbar-
Kanal ubertragen werden. Sobald die Ubertragung anfangt, geht sie in den S-Zustand.
Supply (S): Der S-Zustand bedeutet, da Supply-Daten uber den Crossbar-Kanal der ME ubertragen und von
der PE empfangen werden. Die ME verlat den S-Zustand, wenn die Ubertragung beendet ist und geht in
den F-Zustand zuruck.
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Empfange Supply (ES): im ES-Zustand werden Supply-Daten uber den Crossbar-Kanal der ME ubertragen,
wahrend die PE nicht mit dem Crossbar-Kanal verbunden ist, sie also nicht empfangen kann. Die Daten
werden in diesem Fall von der ME in ihrem FIFO zwischengespeichert. Sobald die Ubertragung beendet
ist, geht die ME in den WC-Zustand uber.
8.3.4 Die PE
Im Vergleich zur PHOTOBUSArchitektur unterschiedet sich die Aufgabe der PE in der PHOTOBARArchitektur
in drei Punkten:
1. WriteBack- und Synchronisationsanfragen an die Speicherbank werden uber das Crossbar-Netzwerk an die
MEs ubertragen. Dies bedeutet, da:
(a) die PE fur diese Anfragen nicht auf die Verfugbarkeit des B-Kanals warten mu und
(b) nachdem die Anfrage uber den Crossbar-Kanal geschickt wurde, eine Bestatigung uber den P-Kanal
an den Prozessor geschickt werden mu. Dadurch wird der Prozessor benachrichtigt, da die PE nun
frei ist und neue Daten empfangen kann.
2. Die Antwort auf FetchRead und FetchWrite Anfragen wird uber den Crossbar-Kanal an die PE ubertragen,
die sie uber den P-Kanal an die PE weiterleiten mu. Dies gilt unabhangig davon, ob die Daten von der
Speicherbank oder von einem anderen Prozessor durch eine Supply-Operation zur Verfugung gestellt werden.
3. Wenn die PE selbst eine Supply-Operation durchfuhrt, so mu sie diese uber den Crossbar-Kanal abwickeln.
Dabei sind zwei Dinge zu beachten:
(a) Falls die PE gleichzeitig auf die Antwort und auf eine Fetch-Anfrage wartet, mu dabei sichergestellt
werden, da die Ubertragung nicht mit ankommenden Daten kollidiert.
(b) Nach Abschlu der Supply-Operation mu die PE uber den P-Kanal eine Erfolgsmeldung an den
Prozessor schicken. Dieser wei dann, da er weitere Anfragen an den SP-Chip schicken kann.
(c) Falls die PE gleichzeitig eine Synchronisationsoperation durchfuhrt, dann kann es sowohl beim Zugri
auf die Crossbar-Schnittstelle als auch bei der Ubertragung der Erfolgsmeldung uber den P-Kanal zu
Zugriskonikten kommen.
Bei der Beschreibung der PE wird im Nachfolgenden zunachst die Problematik der Zugriskonikte erortert.
Daraufhin werden der Aufbau der PE und ihre Funktionsweise betrachtet. Dabei gehen wir wie beim PHOTOBUS
mit On-Chip Synchronisation davon aus, da die Synchronisation von einer Untereinheit der PE, der PESE erledigt
wird. Diese arbeitet bis auf die Zugrie auf den Crossbar-Kanal und den P-Kanal Transmitter unabhangig von
den ubrigen PE-Komponenten. Sie wird daher getrennt am Ende des Abschnittes beschrieben.
Zugriskonikte und ihre Auosung
In der PE der PHOTOBARArchitektur konnen Supply-Anfrage parallel mit Synchronisationsanfragen und mit
dem Warten auf das Ergebnis einer Fetch-Operation durchgefuhrt werden. Dabei konnen sich drei Arten von
Zugriskonikten ergeben:
1. ein Konikt beim Zugri auf den Crossbar-Kanal, wenn eine Supply-Operation ausgefuhrt werden soll, wenn
gleichzeitig das Ergebnis einer Fetch-Operation auf dem Crossbar-Kanal eintrit,
2. ein Konikt beim Zugri auf den Crossbar-Kanal, wenn eine Supply-Operation ausgefuhrt werden soll, wenn
gleichzeitig Daten das Ergebnis einer uber den Speicher ablaufenden Lock-Operation auf dem Crossbar-
Kanal eintrit,
3. ein Konikt beim Zugri auf den Crossbar-Kanal, wenn gleichzeitig eine Synchronisationsoperation und
eine Supply-Operation uber den Crossbar-Kanal geschickt werden sollen und
4. ein Konikt beim Zugri auf den P-Kanal Transmitter wenn gleichzeitig das Ergebnis einer Synchroni-























Abbildung 8.9: Aufbau der PE der PHOTOBAR-Architektur
Die ersten beiden Konikte und deren Auosung wurden bereits im Zusammenhang mit dem Crossbar-Protokoll
(Abschnitt 8.3.1) erlautert. Sie bedurfen daher keiner weiteren Erorterung. Die letzten beiden sind eine PHOTO-
BAR-spezische Abwandlung des Konikts, der bei der PHOTOBUS-Architektur beim Zugri auf dem B-Kanal
auftritt. Wie in Abschnitt 7.9.2, wartet der Prozessor nach einer Synchronisationsoperation nicht mit dem Ver-
schicken von Supply-Operationen auf eine Fertig-Meldung vom Chip. Dies ist moglich, da die Synchronisations-
operationen in der PESE zwischengespeichert werden. Allerdings fuhrt dies dazu da sich beliebige Phasen der
Synchronisation mit beliebigen Phasen der Supply-Operationen uberlappen. Dadurch kann es beim Verschicken
von Anfragen an den Speicher und bei der Ubertragung von Fertig-Meldungen zu Zugriskonikten kommen. Da
beim PHOTOBUS alle Nachrichten uber den B-Kanal verschickt werden, treten dort alle Konikte bei DB Zugrif-
fen auf. Bei der PHOTOBAR-Architektur verteilen sie sich hingegen auf den Crossbar-Kanal und den P-Kanal
Transmitter. Diese Auftrennung andert jedoch nichts an dem Verfahren fur die Auosung der Konikte. Auch
beim PHOTOBAR-System ndet bei gleichzeitigen Zugrien eine faire Arbitrierung durch die Kontrolleinheit
der PE statt. Allerdings werden hier zwei Arbitrierungsschaltkreise benotigt: einer fur den Crossbar-Kanal und
einer fur den P-Kanal Transmitter.
Aufbau der PE
Die Architektur den PE, die sich aus den obigen Uberlegungen ergibt, ist in Abbildung 8.9 zu sehen. Sie ist bis auf
den P-Kanal Transmitter (T) und die Schnittstelle zum Crossbar-Netzwerk (CS) mit der PE der PHOTOBUS-
Architektur identisch. Der Transmitter und die CS gleichen denen der ME (siehe Abschnitt 8.3.3). Da sowohl
Synchronisationsanfragen als auch WriteBack und Supply-Anfragen uber das Crossbar-Netzwerk ubertragen wer-
den, ist der Eingang der CS sowohl an das FIFO als auch an die PESE angeschlossen. Der Ausgang der CS ist
direkt mit dem Transmitter des P-Kanals verbunden. Ein FIFO fur die Zwischenspeicherung von Daten ist hier
nicht notwendig, da der P-Kanal Transmitter immer frei ist, wenn uber die CS Daten fur den P-Kanal ankommen.
Funktionsweise der PE
Eine formaleBeschreibung durch das Zustandsubergang eines endlichen Automaten ist in Abbildung 8.10 zu sehen.
Das Diagramm unterscheidet sich in zwei Punkte von dem Automaten, der die PE der PHOTOBUS-Architektur
beschreibt:
1. Er besitzt vier zusatzliche Zustande. Zwei davon sind fur die Handhabung der Datenubertragung uber das
Crossbar-Netzwerk, zwei fur die Ubertragung uber den Transmitter des P-Kanals gewidmet. Zur ersten
Gruppe gehoren der WC-Zustand (Warten auf Crossbar) und der TC-Zustand (Datenubertragung auf dem
Crossbar). Die zweite beinhaltet den WP- (Warten auf den Transmitter) und den TP-Zustand (Senden auf
dem P-Kanal).




















Abbildung 8.10: Das Zustandsubergangsdiagram der PE in der PHOTOBAR-Architektur.
2. Die Abwicklung von Supply- und WriteBack-Operationen ndet nicht uber den WT- und T-, sondern uber
die neuen Zustande statt, da diese Operationen uber das Crossbar-Netzwerk ablaufen.
Das Zustandsubergangsdiagramm des resultierenden endlichen Automaten ist in Abbildung 8.10 zu sehen. Darin
ist zu erkennen, da die ubrigen Zustande und Ubergange mit denen der PHOTOBUS-Architektur identisch sind.
Dies gilt auch fur den SB-Zustand, der der Durchfuhrung von Supply-Benachrichtigungen dient. Ein Wechsel
in diesen Zustand ist auch bei der PHOTOBAR-Architektur aus jedem Zustand, inklusive der neuen Zustande
moglich.
Die Bedeutung der neuen Zustande kann wie folgt zusammengefat werden:
Warten auf Crossbar (WC): Die PE kann aus dem F- oder aus dem WS-Zustand in den WC-Zustand ge-
langen. Ersteres passiert, wenn im F-Zustand eine Supply-Operation vom Prozessor ankommt. Letzteres
erfolgt, nachdem der PE bei einer WriteBack-Operation der Zugri auf die Speicherbank gewahrt wurde.
Im WC-Zustand wartet die PE, bis der Crossbar-Kanal fur eine Datenubertragung frei wird. Er kann wie
beschrieben durch ankommende Daten oder durch die Ubertragung einer an den Speicher gerichteten Syn-
chronisationsoperation belegt sein. Sobald der Crossbar Kanal frei wird, geht sie fur die Datenubertragung
in den TC Zustand uber.
Ubertragung auf dem Crossbar (TC): Dieser Zustand dient der Ubertragung von Daten uber das Crossbar-
Netzwerk (TC-Zustand). Die PE verlat diesen Zustand, sobald die Ubertragung beendet ist und geht in
den WP-Zustand.
Warten auf den P-Kanal-Transmitter (WP): Im WP-Zustand wartet die PE darauf, da der P-Kanal
Transmitter verfugbar wird. Er kann im ungunstigen Falle durch die Ubertragung des Ergebnisses ei-
ner auf dem Chip abgewickelten Synchronisationsoperation besetzt sein. Sobald der Transmitter wieder frei
wird, geht die PE in den TP-Zustand und beginnt mit der Datenubertragung.
Datenubertragung auf dem P-Kanal (TP): Der TP-Zustand dient der Datenubertragung auf dem opti-
schen P-Kanal. Er kann entweder aus demWP-Zustand oder aus dem F-Zustand erreicht werden. Im ersten
Fall wird eine Fertig-Meldung an den Prozessor ubertragen. Im zweiten wird eine von der CS kommende
Antwort auf eine Speicheranfrage an den Prozessor weitergeleitet. Die Umgehung des Wartezustands (WP)
und ein direkter Ubergang in den TP-Zustand sind bei der Ubertragung einer Speicherantwort moglich, da
ein Konikt beim Zugri auf den Transmitter mit Sicherheit ausgeschlossen werden kann. Die PE verlat

























Abbildung 8.11: DasZustandsubergangsdiagramm der PESE der PHOTOBAR-Architektur.
Modikationen der PESE
Die Aufgabe der PESE der PHOTOBAR-Architektur unterscheidet sich von der PHOTOBUS-Architektur in zwei
Punkten:
1. Wenn Synchronisationsanfragen an den Speicher weitergereicht werden mussen, dann geschieht dies uber
das Crossbar-Netzwerk und den M-Kanal, nicht uber den DB und den B-Kanal. Daraus folgt, da die
PESE die Speicherbank, nicht aber den B-Kanal anfordern mu. Allerdings mu sie unter Umstanden auf
die Verfugbarkeit des Crossbar-Kanals warten.
2. Die Erfolgsmeldungen an den Prozessor werden nicht uber den DB und den B-Kanal sondern uber den P-
Kanal auf den Prozessor ubertragen. Auch hier entfallt das Anfordern des B-Kanals. Dafur mu die PESE
sich aber um den Zugang zum P-Kanal bemuhen. Dieser kann, wie bereits erklart, durch die Ubertragung
einer Fertig-Meldung nach einer Supply-Operation besetzt sein.
Obiges bedeutet, da die PESE an die CS und an den P-Kanal Transmitter anstatt an die BS angeschlossen sein
mu (siehe Abbildung 8.9). Was den eigentlichen Aufbau der PESE betrit, so ergeben sich keine Veranderungen.
Lediglich die Kontrollogikmu an die veranderte Funktionalitat angepat werden. Diese Anpassung kann mit Hilfe
des Zustandsubergangsdiagramms in Abbildung 8.11 formal beschrieben werden. Dieses Diagrammunterscheidet
sich von dem entsprechenden Diagramm der PHOTOBUS- Architektur an folgenden Stellen:
1. Der WB (Warten auf B-Kanal) -Zustand worde durch einen WC (Warten auf Corssbar-Kanal) -Zustand
ersetzt. Im WC-Zustand fordert die PESE bei der Kontrollogik der PE den Zugang zum Crossbar-Kanal
und wartet darauf, da ihr dieser gewahrt wird.
2. Die beiden fur die Datenubertragung auf dem B-Kanal verantwortlichen Zustande (BE und BR) wurden
durch Ubertragungszustande fur den P-Kanal (TP) und das Corssbar-Netzwerk (TC) ersetzt. Im TP-
Zustand wird die Erfolgsmeldung an den Prozessor verschickt. Im TC-Zustand wird die Synchronisations-
anfrage an die zustandige Speicherbank weitergeleitet.
3. Es wurde ein zusatzlicher Zustand fur das Warten auf die Verfugbarkeit des P-Kanals (WP) hinzugefugt.
In diesem Zustand fordert die PESE von der Kontrollogik der PE den Zugang zum P-Kanal Transmitter
und wartet, bis er ihr zugeteilt wird.
8.4 Chipache
Der Flachenbedarf des PHOTOBAR-Chips unterscheidet sich von dem des PHOTOBUS-Chips in folgenden
Bereichen:
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1. Es wird zusatzliche Flache fur die Leitungen und die Logik des Crossbar-Netzwerks benotigt.
2. Die PEs und MEs benotigen zusatzliche Gatter fur die Implementierung der Crossbar-Schnittstellen und
der P- bzw. M-Kanal Transmitter
3. Die Kontrolllogik der PEs und der MEs mu eine komplexere Aufgabe erfullen, so da auch hier zusatzliche
Gatter benotigt werden.
4. Die MEs mussen nicht auf den B-Kanal und damit auf den DB zugreifen. Dies bedeutet zum einen, da die
DB-Schnittstellen der MEs und die dazugehorenden Anschluleitungen an den DB nicht benotigt werden.
Zum anderen entfallt beim KB die die Arbitirerungslogik samt Anschluleitungen.
Bei der Betrachtung des Flachenbedarfs stutzen wir uns auf die Betrachtung der PHOTOBUS-Architektur im
vorigen Kapitel.
8.4.1 Crossbar-Flache
Das Crossbar-Netzwerk tragt in zwei Bereichen zur Chip-Flache bei: es vergroert die fur die Leitungen benotigte
Flache Av um die Flache der Crossbar-Leitungen ACB und erhoht die Anzahl der benotigten Gatter NGS um
die Gatteranzahl der Corssbar-Schalter NGCB.
Leitungsache
Bei der Abschatzung der Leitungsache gehen wir davon aus, da die MEs und PEs wie beim PHOTOBUS
gegenuber einander angebracht sind. Die Kanale der MEs verlaufen dann wie der DB in der Mitte zwischen den
PEs und den MEs, die Kanale der PEs sowie die Anschluleitungen der MEs verlaufen dann senkrecht dazu.
Damit verlaufen parallel zum DB M  (bc + 3) einzelne Leitungen wahrend senkrecht dazu (P + M )  (bc + 3)
Leitungen benotigt werden (PE-Kanale und die ME-Anschlusse). Da die die gesamte Leitungsache aus dem
Produkt der Breite der parallel verlaufenden und der senkrecht verlaufenden Leitungen ermittelt werden kann,
gilt mit Gleichung 7.55 (fur die Breite eines Leitungsbundels):










Wie bereits beschrieben, wird fur jede PE ein Schalter pro ME benotigt, so da das Crossbar-Netzwerk insgesamt
aus P M Schaltern besteht. Wie in Abbildung 8.7 zu sehen, besitzt jeder Schalter eine TG pro Leitung, eine
Flip-Flop sowie einen Vergleicher fur ld(M ) Bits. Damit ergibt sich fur die gesamte Gatteranzahl der Crossbar-
Schalter:
NGCB = P M (NCB NGTG +NGBit + ld(M )) (8.2)
8.4.2 Neue Komponenten
Neu in der PHOTOBAR-Architektur sind im Vergleich zur PHOTOBUS-Architektur die Crossbar-Schnittstellen
und die P- bzw. M-Kanal Transmitter. Die ersteren benotigen genauso wie die Busschnittstellen jeweils einen
bidirektionalen Treiber fur jede Leitung. Ihre Gatteranzahl NGCS ist also bis auf die Anzahl der Leitungen mit
der der Busschnittstellen identisch:
NGCS = NCB NGTr (8.3)
Wir gehen im Nachfolgenden daher davon aus, da die Gatteranzahl der Transmitter NGT durch die der
Empfanger angenahert werden kann:
NGT ' NGE (8.4)
8.4.3 Auswirkung auf die einzelnen Komponenten
Unterschiede zum PHOTOBUStreten, wie beschrieben, bei der Arbitrierungslogik, bei der ME und bei der PE










1 2 4 8 16 32 64 128








1 2 4 8 16 32 64 128
Platzbedarf der Leitungen im PHOTOBAR Chip mit Synchronisation
Abbildung 8.12: Das linke Diagramm zeigt die Abhangigkeit der auf dem PHOTOBAR Chips mit Synchronisation benotigten
Gatter (vertikale Achse) von der Prozessorzahl (horizontale Achse). Das rechte Diagramm stellt den Anstieg der fur die Verbin-
dungsstruktur benotigten Flache in cm2 (vertikale Achse) mit der Prozessorzahl. Beide Diagramme verwenden eine logarithmische
Darstellung.
Arbitrierungslogik
Da die MEs in der PHOTOBAR-Architektur nicht an den DB angeschlossen sind, entfallen die entsprechenden
Arbitrierungsschaltkreise am KB. Dadurch wird aus Gleichung 7.54:
NGKB = (P + PM )  (2NGTr +NGBit + 2) (8.5)
Veranderung des Flachenbedarfs der ME
Die Flache der ME wird durch die Ersetzung der Busschnittstelle durch die Crossbarschnittstelle, die Hinzunahme
des Transmitters sowie die notwendigen Erweiterungen der Kontrolleinheit verandert. Die Flache der Kontrollein-
heit kann, wie im Abschnitt 7.6.1 erklart, durch Abzahlen der Zustande und der Ubergange im Zustandsdiagramm
(Abbildung 8.8) und ein Einsetzen in Gleichung (7.16) ermittelt werden. Durch geeignetes Aufrunden ergibt sich
dann zusammen mit Gleichung (8.3) und (8.4) und (7.97) fur die Flache der ME im PHOTOBAR-System:
NGM ' 2(VF  (2NPK + 3) NGBit + (VF + 2) NGMux) + (lC + lA + lK) NGbit
+(NCB +NSB) NGTr + 200NGBit + lk + 1000 (8.6)
Veranderung des Flachenbedarfs der PE
Bei der PE werden sowohl die Gatteranzahl der PESE als auch die Gatteranzahl der eigentlichen PE verandert.
Bei der PESE ist lediglich die Kontrolllogik betroen. Fur sie ergibt sich aus Abbildung 8.11 und Gleichung
(7.16):
NGPS = NSB NGTr + (lk + la) NGBit + 200NGBit + 500 (8.7)
Bei der eigentlichen PE liegen die Veranderungen in der Kontrollogik, sowie der Crossbar-Schnittstelle und des
P-Kanal Transmitters. Die Komplexitat der Kontrollogik kann wie gehabt aus dem Zustandsubergangsdiagramm
(Abbildung 8.10) und Gleichung (7.16) ermittelt werden. Ein Einsetzen in Gleichung 7.45 und grozugiges
Aufrunden ergibt dann fur die Gatteranzahl der PE der PHOTOBAR-Architektur:
NGP ' 2(VF  (2NPK + 3) NGBit + (VF + 2) NGMux) + (lC + lA + lK ) NGbit
+(NPK  VF + 2 + 4M + 2 +NCB) NGTr + ld(M ) M + lk
+400NGBit + 10M + 1000+ ldM M (8.8)
Zusammenfassung
Die obige Betrachtung hat gezeigt, da sich die Gatterzahl einer einzelnen PE bzw. ME beim Ubergang von der
PHOTOBUS-Architektur zur PHOTOBAR-Architektur nur um jeweils einen konstanten Term erhoht, so da
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insgesamt eine zur P bzw. M proportionale Steigerung der Gatterzahl zu erwarten ist. Hinzu kommen die fur die
Realisierung der Schalter des Crossbars notwendigen Gatter, deren Zahl proportional ist zum Produkt von P und
M sowie zum Term P M  ld(M ) ist. Demgegenuber steht eine Abnahme der Gatterzahl der Arbitrierschaltung
um einen inM linearen Faktor. Dies bedeutet, da die Gesamtanzahl bei der PHOTOBAR-Architektur zusatzlich
benotigter Gatter NGCB als Polynom der folgenden Form geschrieben werden kann:
NGCB = P M  ld(M ) NG
PMldM
CB + P M NG
PM






NGPMldMCB = 1 (8.10)
NGPMCB = NCB NGTG + NGBit (8.11)
NGPCB = (VF  (2NPK + 3) NGBit + (VF + 2) NGMux) + NCB NGTr + 400NGBit + 1000 (8.12)
NGMCB = (VF  (2NPK + 3) NGBit + (VF + 2) NGMux) + (NCB  NPK  VF ) NGTr + 80NGBit + 400(8.13)
Obige Werte konnen benutzt werden, um die Abschatzung eines Zahlenwertes fur die Gatteranzahl aus Gleichung
7.106 auf ein PHOTOBARSystem zu erweitern. Dazu wird lediglich ein Wert fur die Anzahl der Leitungen des
Crossbar-Netzwerks NCB benotigt, den wir hier mit
NCB = bc + 4 = 20 (8.14)
abschatzen. Damit ergibt sich mit eingen weiteren Aufrundungen:
NGS ' 3P M  ld(M ) + 100P M +6000P +3000M +5000 (8.15)
Bei der Betrachtung der Flache der Verbindungsstruktur mu lediglich Gleichung (8.1) berucksichtigt werden. Mit
der Schatzung fur die Anzahl der Leitungen der Crossbar-Kanale (Gleichung (8.14))ergibt sich fur die Abschatzung
der Leitungsache auf der Basis von Gleichung 9.9:
AV [cm2] ' (12P M2 + 500M2 + 1500P M +42000P +12000M + 50000)  6; 25  10 10 (8.16)
Die obigen Abschatzungen wurden in Abbildung 8.12 graphisch dargestellt. Dabei wurde, wie auch bei der
Abschatzung fur das PHOTOBUS-System, angenommen, da es im System fur jeden Prozessor eine Speicherbank
gibt, es gilt also P = M . Aus den Graphen ist ersichtlich, da bei 64 Prozessoren in etwa 4  106 Transistoren
fur die Schaltungen und ca. 0:8cm2 fur die Verbindungsache benotigt werden. Bei 128 Prozessoren steigt
die benotigte Gatteranzahl auf uber 107, und die Verbindungsache auf 0:3cm2. Unter Berucksichtigung des
Standes der VLSi-Technologie und der Vorhersagen fur ihre Entwicklung in naher Zukunft (siehe [13]) ist damit
die folgende Behauptung berechtigt:
Mit heutiger VLSI Technologie kann ein PHOTOBAR-System fur bis zu 64 Prozessoren problemlos
implementiert werden. In naher Zukunft sollte Dank der zu erwartenden Fortschritte in der VLSI-Technologie
auch ein System fur 128-Prozessoren moglich sein.
8.5 Leistungsbewertung
Im vorliegende Abschnitt wird die Leistung der PHOTOBAR-Architektur in Abhangigkeit von der Bandbreite der
P-, M- und B-Kanale untersucht. Im Nachfolgenden wird zunachst das Vorgehen bei der Simulation beschrieben.
Danach werden die Ergebnisse prasentiert und ihre Bedeutung besprochen. Abschlieend werden die Simulati-
onsergebnisse mit den Vorhersagen eines einfachen schlangentheoretischen Modells der PHOTOBAR-Architektur
verglichen, um ihre Plausibilitat zu uberprufen.
8.5.1 Vorgehensweise
Fur die Untersuchung werden eine Erweiterung des in Kapitel 5 beschriebenen Simulationssystems und dieselben
SPLASH-2 Benchmarks eingesetzt, die beim PHOTOBUS System benutzt wurden. Die Vorgehensweise bei der
Erweiterung der Simulationsumgebung und der Wahl der Parameter kann wie folgt zusammengefat werden.
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Erweiterung der Simulation
Zur Simulationder PHOTOBAR-Architektur wurde das Simulationssystemso erweitert, da es die bidirektionalen
P- und M-Kanale sowie das auf dem Chip integrierte Crossbar-Netzwerk modellieren kann. Dabei wurde nach dem
gleichen Prinzip wie bei den anderen Teilen der Simulation vorgegangen: es wurden die einzelnen Teilkomponenten
als unabhangige Objekte realisiert, die durch entsprechende Felder und Methoden den Datenu durch das System
realitatsnah nachbilden. Damit kann die Simulation auch zur Verikation der Protokolle herangezogen werden.
Allerdings wurde die Nachbildung der Chiparchitektur um des Berechnungsaufwandes willen weniger genau als
beim PHOTOBUS modelliert.
Die einzelnen Bearbeitungsschritte innerhalb des Chips ahneln bei der PHOTOBAR-Architektur stark den
Bearbeitungsschritten auf dem PHOTOBUS-Chip. Aus diesem Grund wurde fur die Bearbeitungszeiten der
Nachrichten in den einzelnen Chip-Komponenten die Zeiten aus der Betrachtung in Abschnitt 7.7 ubernommen.
Dabei wurde angenommen, da die Latenz der Crossbar-Ubertragung mit der Latenz des DB gleich ist.
Bandbreite und Latenz der optischen Kanale
Wie in Kapitel 6 erlautert, zielt die PHOTOBAR-Architektur auf kurz bis mittelfristig verfugbare Systeme ab.
Die Schranken fur Werte fur die Latenz und die Bandbreite der optischen Kanale konnen aus den entsprechenden
Spalten der Tabelle 6.3 abgelesen werden. So liegt die maximale Bandbreite fur die P- und M-Kanale zwischen
4 und 64, fur die B-Kanale zwischen 4 und 128 Bytes/Cycle. Fur die minimale Latenz wurde fur die P- und
M-Kanale 2 + d=c, fur den B-Kanal 6 + d=c ermittelt.
Im Rahmen der Arbeit wurden Experimente mit einer Vielzahl von Parametern unternommen. Im Nachfol-
genden werden die Ergebnisse fur
1Bytes=cycle  BB  32Bytes=Cycle; 1Bytes=Cycle  BP = BM  4Bytes=Cycle; (8.17)
dargestellt und besprochen. Die Wahl dieser Parameter ist durch zwei Faktoren bestimmt. In Bezug auf den
B-Kanal hat sich, wie imWeiteren genauer erlautert wird, gezeigt, da im Bereich von bis zu 128 Prozessoren eine
Bandbreite von wenigen Bytes/Cycle vollig ausreichend ist. Die Wahl der P- und M-Kanal Bandbreite ist durch
die Uberlegung bestimmt, da die Anzahl der optischen Ein-/Ausgabeleitungen, die an den Chip angekoppelt
werden konnen, zu den kritischen Aspekten der Implementierung zahlt (siehe Kapitel 6). Durch die Verwendung
bidirektionaler Kanale kommt das Problem bei der PHOTOBAR-Architektur starker als beim PHOTOBUS zu
tragen. Aus diesem Grund macht es wenig Sinn, hohe Bandbreitenwerte fur die P-und M-Kanale zu betrachten,
da diese nur mit einer groen Anzahl einzelner optischer Datenleitungen pro Kanal erreicht werden kann.
Bei der Latenz gehen wir, so wie auch bei demPHOTOBUS-System, von einem kompakten System aus, bei dem
die Signalausbreitung zwischen den Prozessoren und dem Chip maximal 2 Prozssorzyklen dauert. Dies entspricht
in etwa einem Systemradius von 1m, also einem groen Servergehause, oder einer Reihe eng nebeneinander
angeordneter Arbeitsplatzrechner.
8.5.2 Ergebnisse
Die Ergebnisse der Simulation sind in den Abbildungen 8.13 und 8.14 zusammengefat. Dabei wurden zunachst
die Laufzeiten der einzelnen Programme als Funktion der Prozessorzahl im Vergleich zur Laufzeit ein einem
Parallelrechner mit eine idealen Speichersystem mit Cache dargestellt. In der Abbildung 8.14 ist dann die Be-
schleunigung fur verschiedene Prozessorzahlen zu sehen.
Die wichtigsten Schlufolgerungen aus den Ergebnissen konnen wie folgt zusammengefat werden:
1. Die Bandbreite des B-Kanals hat bei bis zu 128 Prozessoren nur eine geringe Auswirkung auf die Ezienz.
Eine Saturierung des B-Kanals macht sich erst bei einer Bandbreite von 1Byte/Cycle ab ca 32 bis 64
Prozessoren bemerkbar.
2. Die Bandbreite der P- und M-Kanale hat einen verhaltnismaig groen Einu auf die Ausfuhrungszeit.
In Anbetracht der Tatsache, da viele lange Nachrichten uber diese Kanale ubertragen werden, ist dies
verstandlich. Fur die einzelnen untersuchten Banbreitenwerte gilt:
(a) Die Bandbreite von 1Byte/cycle ist fur Anwendungen mit einer hohen Anzahl von Speicherzugrien
(ocean, radix) nicht geeignet. Sie fuhrt gegenuber dem idealen Speichersystem zu einer Verlangsamung
um einen Faktor von bis zu 3.





































































































































Abbildung 8.13: Die obigen Diagramme zeigen die Ausfuhrungszeit der einzelnen Benchmarks im PHOTOBAR-System im






































































































































Abbildung 8.14: Die durch Simulation ermittelte Beschleunigung der einzelnen Benchmarkprogramme im PHOTOBARSystem.


























Abbildung 8.15: Das fur die theoretische Analyse verwendete Model der PHOTOBUS-Architektur.
(b) Bei der Bandbreite von 2Bytes/cycle zeigen alle Programme eine zufriedenstellende Ezienz. Da-
bei ist bei den speicherintensiven Anwendungen die Verschlechterung gegenuber dem idealen System
in etwa halbiert. Insbesondere fur kurzfristig verfugbare, groe Systeme, bei denen die Anzahl der
Datenleitungen am Chip ein Problem darstellt, erscheint dieser Wert sinnvoll.
(c) Eine weitere Vergroerung der Bandbreite auf 4Bytes/Cycle fuhrt zu einer Verringerung des Unter-
schiedes zum idealen System um ein Viertel bis einhalb. Diese Bandbreite ist vor allem fur kleinere
bzw. mittelfristig verfugbare Systeme geeignet, bei denen die Anzahl der Datenleitungen am Chip
nicht so relevant ist.
Als Fazit kann man die folgende Behauptung aufstellen:
Die PHOTOBUS-Architektur erlaubt unter realistischen Annahmen uber die Leistungsfahigkeit
opto-elektronischer Verbindungen die Realisierung ezienter symmetrischer Multiprozessoren mit bis zu 128
Prozessoren.
8.5.3 Uberprufung durch theoretische Modellierung
Wie auch bei der Betrachtung der PHOTOBUS-Architektur, basiert die theoretische Analyse auf dem in Ab-
schnitt 5.5.2 beschriebenen einfachen, schlangentheoretischen Modell eines paketvermittelnden Bussystems. Zur
Modellierung der Last werden wie auch beim PHOTOBUS die in Tabelle 5.3 zusammengefaten Speicherzu-
grishaugkeiten aus[187] verwendet.
Das Model der PHOTOBAR-Architektur
Wie in Kapitel 5 erlautert, beziehen sich die Werte aus Tabelle 5.3 lediglich auf das Lesen und Schreiben von
Daten in den Speicher. Dabei werden weder Synchronisationen, noch WriteBack oder Invalidate-Operationen
berucksichtigt. Dies bedeutet, da bei der Lastmodellierung nur Fetch-Operationen betrachtet werden. Bei
solchen Operationen wird zuerst die Adresse uber den P- und dann uber den B-Kanal ubertragen. Danach wird
die gesamte Cache-Zeile zunachst uber den M- und danach uber den B-Kanal ubertragen.
Ein Modell, da einen solchen Nachrichtenu nachbilden kann, ist in Abbildung 8.15 zu sehen. Es besitzt
Terminal Einheiten zur Darstellung der Prozessoren, der P-Kanale und der Latenz des B-Kanals. An diesen
Komponenten konnen sich keine Warteschlangen bilden, so da nur eine konstante Verzogerung stattndet. Hin-
gegen mu an den Speicherbanken sowie am Transmitter des B-Kanals sehr wohl mit Warteschlangen gerechnet
werden. Diese werden daher durch einfache Bedienstationen modelliert. Die Speicherbanke sind in dem Modell
der PHOTOBAR-Architektur uber P-Kanal Terminal Knoten mit den Prozessorknoten verbunden. Anders als
bei der PHOTOBUS-Modellierung gibt es keinen Pfad von den Speicherbanken zuruck zum B-Kanal, so da
die Ergebnisse auf dem Ruckweg nur eine konstante Verzogerung erleiden. Dadurch wird der Tatsache Rechnung
8.6. FAZIT 241
getragen, da die Ergebnisse nicht uber den gemeinsamen B-Kanal, sondern uber die P-Kanale an die Prozessoren
verschickt werden.
Vergleich mit der Simulation
Die Ergebnisse der theoretischen Modellierung sind in Abbildung 8.16 zusammengefat. Dabei wurde fur einige
der bei der Simulation verwendeten Bandbreitenwerte das theoretisch ermittelte Verhaltnis der Ausfuhrungszeit
zur Ausfuhrungszeit auf einem idealen Speichersystem mit Cache als Funktion der Prozessorzahl aufgetragen.
Ein Vergleich mit den Ergebnissen der Simulation in Abbildung 8.13 zeigt, da:
1. die Form der Kurven in beiden Abbildungen weitgehend ubereinstimmen. Insbesondere die starke Abhangig-
keit der Ezienz von der Bandbreite der P- und M-Kanale bei speicherintensiven Anwendungen wird durch
die analytische Modellierung bestatigt. Gleiches gilt fur die geringe Bedeutung der Bandbreite des B-Kanals.
2. die theoretische Analyse zwar eine hohere Ezienz voraussagt, aber die Groenordnung weitgehend mit der
Simulation ubereinstimmt.
Damit kann man sagen, da die theoretische Betrachtung im Rahmen der verwendeten Naherung die Ergebnisse
der Simulation untermauert.
8.6 Fazit
Die im vorliegenden Kapitel vorgestellte PHOTOBAR-Architektur nutzt bidirektinonale P- und M-Kanale zu-
sammen mit einem auf dem SP-Chip integrierten Crossbar-Netzwerk um die Skalierbarkeit und Ezienz des
Systems gegenuber den PHOTOBUS-Architektur zu verbessern. Sie ermoglicht dadurch die Implementierung
eines ezienten symmetrischen Multiprozessors mit bis zu 128 Prozessoren. Dabei kann sie mit Hilfe kurzfristig
bzw. mittelfristig verfugbarer Technologie realisiert werden. Da fur die Kommunikation uber lange Strecken wie
auch bei der PHOTOBUS-Architektur optische Faser benutzt werden, lat auch die PHOTOBARArchitektur
eine eziente Koppelung von Arbeitsplatzrechnern zu SMP-Architekturen zu.































































































































Abbildung 8.16: Die obigen Diagramme zeigen die durch theoretische Modellierung ermittelte Ausfuhrungszeit der einzelnen
Benchmarks im PHOTOBAR-System im Vergleich zur Ausfuhrungszeit mit einem idealen Speichersystem.
Kapitel 9
PHOTON
In diesem Kapitel wird gezeigt, wie die drei Haupthindernisse fur die Skalierbarkeit der PHOTOBUS und
PHOTOBAR-Architekturen beseitigt werden konnen: der starke Anstieg der Flache der SP-Chips mit der Pro-
zessorzahl, die Saturierung des B-Kanals und das Cache Update Pressure Problem. Dazu wird ein Architektur-
konzept vorgeschlagen, in dem mehrerer PHOTOBUS- bzw. PHOTOBAR-Systeme parallel betrieben und uber
SP-Bausteine an die Prozessoren angeschlossen werden.
Den wichtigsten Beitrag dieses Kapitels stellt das Verfahren zur Losung des Cache-Update-Pressure Problems
fur hohe Prozessorzahlen dar. Das Verfahren basiert auf einer Parallelisierung des Snoop-Vorgangs, die durch eine
besondere Verteilung von Adressen auf die Speicherbanke und die Stufen Cache-Herarchie ermoglicht wird. Dem
Autor ist kein anderes Verfahren bekannt, das dieses leisten kann. Das Cache-Update Pressure Problem wird
vielmehr in der Literatur als eines des Hauptargumente gegen die Skalierbarkeit von Snoopy-Cache-Koharenz
Protokollen angefuhrt.
Das Grundkonzept (Abschnitt 9.1) und das Parallelisierungsverfahren fur den Snoop-Vorgang sind auf eine
Vielzahl von Architekturen anwendbar, die auf den PHOTOBUS und PHOTOBAR-Architekturen aufbauen. Wir
fassen alle diese Architekturen unter dem Namen PHOTON zusammen. Eine genaue Untersuchung verschiedener,
konkreter PHOTON-Architekturen nach dem Muster der beiden vorangegangenen Kapiteln wurde den Rahmen
dieser Arbeit sprengen. Den Schwerpunkt des Kapitels stellt daher die Erlauterung des Parallelisierungsverfahrens
dar (Abschnitt 9.2). Die Beschreibung konkreter Komponenten beschrankt sich auf die fur die Parallelisierung des
Snoop-Vorgangs notwendigen Voraussetzungen. Wegen der allgemeinen, auf keine konkrete PHOTONVariante
spezialisierten Hardwarebeschreibung ist auch keine ausgiebige Leistungsbewertung moglich. Sie ist daher auf
zwei Bereiche beschrankt. Zum einen wird die Auswirkung der Nutzung mehrerer SP-Chips auf die benotigte
PHOTOBUS- und PHOTOBAR-Chipache untersucht. Dabei wird auf der Betrachtung aus den Abschnitten
7.9.8 und 9.3.1 in den vorigen Kapiteln aufgebaut. Zum anderen werden einige Simulationsergebnisse fur ein
einfaches PHOTOBUS-basiertes System prasentiert (Abschnitt 9.3.2).
Die Untersuchung und Bewertung verschiedener PHOTON-Architekturvarianten ist ein Thema fur zukunftige
Forschung. Eine bestimmte Variante wurde vom Autor bereits genauer studiert und die Ergebnisse der Studie
veroentlicht [101].
9.1 Uberblick
) Weder die PHOTOBUS noch die PHOTOBAR Architektur kann unter realistischen Annahmen bezuglich der
Leistungsparmeter der Systemkomponenten mehr als 128-Prozessoren unterstutzen. Dies hat drei Grunde:
1. Mit steigender Prozessorzahl wird der B-Kanal zum Flaschenhals. Bei der PHOTOBUS-Architektur stellt
dabei vor allem die Bandbreite ein Problem dar. Bei der PHOTOBAR-Architektur ist die Bandbreite
weniger kritisch, da lediglich kurze Nachrichten auf dem B-Kanal ubertragen werden. Allerdings kann wegen
der Latenz des Transmitters unabhangig von der Bandbreite nicht mehr als eine Nachricht pro Taktzyklus
ubertragen werden. Da bei hohen Prozessorzahlen im Durchschnitt deutlich mehr als eine Nachricht pro
Taktzyklus anfallen kann, fuhrt diese Beschrankung zur Saturierung und hohen Wartezeiten.
2. Selbst unter Berucksichtigung der zu erwartenden Fortschritte der VLSI-Technologie scheint es fraglich, ob
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Abbildung 9.1: Das PHOTON-Konzept am Beispiel eines Systems mit 6 Prozessoren, 6 Speicherbanken und 3 PHOTOBUS-
Chips.
ein PHOTOBUS- bzw. PHOTOBAR-Chip fur mehr als 128 Prozessoren realisiert werden kann. Dies liegt
daran, da die benotigte Flache wie P M2 ansteigt.
3. Weder die PHOTOBUS noch die PHOTOBAR-Architektur setzt sich mit dem Problem des Cache Update
Pressure auseinander. Wie in Kapitel 3 erlautert, ergibt sich das Problem aus der beschrankten Zugrisge-
schwindigkeit des Caches. Diese Geschwindigkeit bestimmt die maximale Anzahl von Invalidierungen bzw.
Supply-Operationen, die ein Prozessor pro Zeiteinheit durchfuhren kann.
Um die obigen Probleme zu losen, werden in der PHOTONArchitektur mehrerer PHOTOBUS bzw. PHOTOBAR-
Systeme parallel betrieben und uber SP-Bausteine an die Prozessoren angeschlossen. Der Ansatz hat eine gewisse
Ahnlichkeit mit Mehrbussystemen (Abschnitt 3.4.2), die in verschiedenen kommerziellen Architekturen eingesetzt
werden. Der entscheidender Unterschied besteht darin, da die PHOTON-Architektur die Losung des Cache-
Update Pressure Problems erlaubt. Konventionelle Mehrbusarchitekturen konnen dies hingegen nicht leisten.
Im vorliegenden Abschnitt wird zunachst der Aufbau der PHOTON -Architektur beschrieben. Danach wird die
Grundidee vorgestellt, die die Losung des Cache-Update Pressure Problems ermoglicht.
9.1.1 Aufbau der PHOTON Architektur
Der Aufbau der PHOTONArchitektur ist in Abbildung 9.1 dargestellt. Sie unterscheidet sich von den PHOTOBUS-
und PHOTOBAR-Architekturen dadurch, da sie nicht nur einen, sondern mehrere (NBC ) SP-Netzwerkchips
besitzt. Die M Speicherbanke werden gleichmaig auf diese Chips verteilt. Jeder Chip ist also mit einer Unter-
menge von M=NBC Speicherbanken und allen P Prozessoren verbunden. Abgesehen von der geringeren Anzahl
der Speicherbanke ist der Aufbau der Netzwerkchips wie beim PHOTOBUS- bzw. PHOTOBAR-System. Fur
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jeden Prozessor und jede derM=NBC Speicherbanke besitzt der Chip einen optischen Eingang, der an den entspre-
chenden P- bzw. M-Kanal angeschlossen ist. Um Nachrichten weiterzuleiten, hat der Chip einen Broadcast-Kanal
(B-Kanal) mit dem Fanout P +M=NBC . Der B-Kanal ist nur mit den Speicherbanken verbunden, die ihm zu-
geordnet sind. Die Prozessoren sind an die B-Kanale uber SP-Bausteine, die PIUs (fur processor interface unit)
angeschlossen. Jede PIU besitzt einen separaten optischen Eingang fur den B-Kanal jedes der NBC Bus-Chips,
sowie einen optischen Ausgang fur den P-Kanal. Der Aufbau der PIU ist dem eines Netzwerkchips sehr ahn-
lich. Jeder optischer Eingang ist mit einer eigenen Eingabeeinheit versehen, die die Daten von dem zugehorigen
B-Kanal verarbeitet. Diese Logik ist uber ein elektronisches On-Chip Netzwerk mit dem P-Kanal, einer Prozes-
sorschnittstelle, sowie einer Schnittstelle zum Second Level Cache verbunden.
9.1.2 Losung des Update Pressure Problems
Da in einer PIU jedem B-Kanal eine eigene Eingabeeinheit zugeordnet ist, kann die PIU alle B-Kanale gleichzeitig
uberwachen. Um die Cache-Koharenz zu gewahrleisten, mussen die auf den B-Kanalen ubertragenen Daten aber
nicht nur uberwacht werden. Es ist vielmehr notwendig, bei jeder Schreiboperation nachzuprufen, ob sich die
zugehorige Adresse im eigenen Cache bendet um bei Bedarf den Zustand der entsprechenden Cache-Zeile zu
modizieren. Gleiches gilt fur Supply-Anforderungen. Die Einheiten mussen also die Adressen aus dem Cache-
bzw. Attributspeicher lesen, und das Ergebnis (im Falle eines Snoop-Hits) wieder dort hineinschreiben. Um
das Problem der Cache-Update Pressures zu losen, mu man sicherstellen, da diese Cache-Zugrie nicht zum
Flaschenhals werden. Dies ist nur dann gewahrleistet, wenn alle Eingabeeinheiten parallel auf den Cache zugreifen
konnen. Das Problem hierbei liegt darin, da bei einem Multiport-Speicher die Speicherdichte quadratisch mit
der Anzahl der Ports abnimmt. Somit liegt die maximale realisierbare Anzahl paralleler Zugrisports bei 2 bis 4.
Um das Problem zu umgehen, nutzt die PHOTON-Architektur die Tatsache aus, da jede Adresse eindeutig
einer Speicherbank und damit auch einem bestimmten Bus-Chip zugeordnet ist. Dies ergibt sich aus der Verteilung
der Speicherbanke auf die Bus-Chips. Es bedeutet, da Operationen, die ein bestimmtes im Cache bendliches
Datum betreen, immer auf dem gleichen B-Kanal ubertragen werden. Insbesondere werden immer Invalidate-
Operationen und Supply-Anfragen bezuglich einer in einem Cache bendliche Speicheradresse die PIU uber die
gleiche Eingabeeinheit erreichen, uber die die Daten von der Adresse in den Cache gelesen wurden. D.h., da die
einzelnen Eingabeeinheiten fur die Koharenz disjunkter Untermengen der im Cache bendlichen Daten sorgen
mussen. Jede Eingabeeinheit kann sich also in einem privaten Attributspeicher merken, welche Daten uber sie
in den Cache gekommen sind, und in welchem Zustand sie sich benden. Damit ist die Voraussetzung fur die
Parallelisierung des Snoopings gegeben.
9.1.3 Varianten der PHOTON-Architektur
Durch das PHOTON-Konzept werden lediglich einige Eckpunkte der Architektur festgelegt, die die Paralleli-
sierung des Snoop-Vorgangs so wie die Reduzierung der Chipache und die Vermeidung der Saturierung des
B-Kanals zum Ziel haben. Am wichtigsten sind dabei die folgenden Punkte
1. die Verteilung der Speicherbanke auf mehrere SP-Chips,
2. die Austattung jedes Chips mit seinem eigenen B-Kanal, der an alle Prozessoren angeschlossen ist,
3. die Verwendung von SP-Bausteinen als Prozessorschnitstellen und
4. der Anschlu eines jeden Prozessors an alle SP-Bausteine
Uber die obigen Punkte hinaus ist eine Vielzahl von Architekturvarianten moglich. Die wichtigsten unterschiede
zwischen diesen Varianten stellen die Art der SP-Chips und die Realisierung der P-Kanale dar. Bei den SP-Chips
kann es sich zum einen um die in der Arbeit beschriebenen PHOTOBUS- und -PHOTOBARChips handeln. Diese
konnen fast unverandert in ein PHOTON-System ubernommen werden. Daruberhinaus ist aber noch eine Menge
anderer Netzwerkchips denkbar, auf die hier nicht weiter eingegangen wird.
Varianten der P-Kanal Realisierung
Bei den P-Kanalen stellt sich die Frage, wie die Adressierung der einzelnen SP-Chips durchgefuhrt wird. Eine
Moglichkeit besteht darin, die P-Kanale als Broadcast-and-Select Kanale auszulegen. D.h. jeder Prozessor hat
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nur einen Sender, an den alle Sp-Chips angeschlossen sind. Jeder Chip empfangt alle Nachricht und bestimmen
auf der Basis der Adresse welche Nachricht fur ihn bestimmt ist. Fur Systeme mit wenigen SP-Chips ist dies
zweifelsohne die beste Losung. Bei groeren Systemen ist diese Losung weniger sinnvoll. Zum einen erfordert ein
Rundruf mit hohem Fanout wie in Kapitel 4 und 7 erlautert eine hohe optische Leistung und ist daher mit groen
Implementierungsaufwand verbunden. Dieser Aufwand ist nur dann gerechtfertigt, wenn ein Rundruf tatsachlich
benotigt wird (wie z.B. beim B-Kanal). Zum anderen kann es bei vielen SP-Chips fur die Durchfuhrung von
Supply-Operationen sinnvoll sein, gleichzeitig verschiedene Nachrichten an mehrere SP-Chips zu schicken (siehe
Abschnitt 9.2.4). Es bietet sich daher an an Stelle eines Rundrufkanals, mehrere Sender zu benutzen, von den
jeder fur eine Untermenge von SP-Chips verantwortlich ist. Dies wird in Abbildung 9.3 angedeutet, indem die
Prozessorschnittstelle mit drei Transmittern dargestellt wurde.
9.2 Parallelisierung der Cache-Koharenz Operationen
Das oben beschriebene Prinzip der Parallelisierung des Snoop-Vorgangs ist denkbar einfach. Seine Verwirklichung
in einem realistischen Cache-System ist dies jedoch nicht. Sie mu verschiedene Aspekte der Cache-Architektur,
sowie die Anforderungen des Cache-Koharenz Protokolls berucksichtigen.
1. Die in den privaten Attributspeichern der Eingabeeinheiten gespeicherte Information ist nur dann nutzlich,
wenn sie in die Cache-Verwaltung integriert wird. Dies bedeutet zum einen, da bei jedem Zugri auf
eine Cache-Zeile der Zustand der Daten in dem Attributspeicher der zugehorigen Eingabeeinheit uberpruft
werden mu. Zum andren mu die Eingabeeinheit benachrichtigt werden, wenn der Cache-Kontroller ein
Datum aus dem Cache entfernt.
2. In den meisten Systemen werden, wie in Kapitel 3 beschrieben, mehrere Cache-Stufen verwendet. Bei
der Implementierung des Cache-Koharenz Protokolls mussen alle diese Stufen berucksichtigt werden. Das
Problem besteht hierbei daran, da die die Anforderungen an die Zugrislatenz von Stufe zu Stufe zunehmen.
Die erste Cache-Stufe zeichnet sich in der Regel dadurch aus, da sie mit Prozessorgeschwindigkeit arbeitet
und auf dem Prozessorchip integriert ist. Jeder Zugri hat eine gravierende Verlangsamung der meisten
Anwendungen zur Folge. Dies bedeutet, da der Prozessor nicht bei jedem Zugri auf die erste Cache-Stufe
in den Eingabeeinheiten der PIU den Zustand der Daten abfragen kann. Die benotigten Invalidierungen
mussen also bis zu der ersten Cache-Stufe propagiert werden.
3. Bei der Parallelisierung des Snoop-Vorgangs mu nicht nur die Invalidierung, sondern auch die Durchfuhrung
von Supply-Benachrichtigungen und -Operationen berucksichtigt werden. Die strengen Timing-Anforderungen
an die Benachrichtigungen wurden bereits mehrmals im Verlauf der Arbeit diskutiert. Die Tatsache, da
Supply-Anforderungen gleichzeitig in mehreren Eingabeeinheiten eintreen konnen, wirft die Frage auf, ob
und wie diese Anforderungen eingehalten werden konnen.
Die Losung der obigen Probleme ist eng mit dem genauem Aufbau des Cache-Systems verbunden, das in das
parallel Snooping-Verfahren eingebaut werden soll. Wir werden daher in der nachfolgenden Beschreibung des
in der Arbeit entwickelten Verfahrens zur Parallelisierung des Snoop-Vorgangs zuerst einige Annahmen uber
die Architektur des Cache-Systems zusammenfassen. Danach wird der Aufbau der Prozessorschnittstelle (PIU)
erlautert, die fur die parallele Durchfuhrung des Snoop-Vorgangs zustandig ist. In Abschnitt 9.2.3 wird dann
gezeigt, wie das parallele Snooping-Verfahren auch auf die im Prozessor integrierte hochste Stufe der Cache-
Hierarchie erweitert werden kann. Abschlieend wird der Ablauf einzelner Speicher und Cache-Operationen
skizziert. Dabei wird auch die Frage des Timings der Supply-Benachrichtigungen und -Operationen erortert.
9.2.1 Annahmen bezuglich des Cache-Systems
Bei der Frage nach der Cache-Architektur mussen drei Faktoren berucksichtigt werden: das verwendetet Cache-
Koharenz Protokoll, die verschiedenen in Kapitel 3.2 beschrieben Aspekte der Cache-Verwaltung sowie der
Hardware-Aufbau des Systems. Der erste Punkt ist bereits geklart worden: es wird, wie auch bei den PHOTOBUS-
und PHOTOBAR-Architekturen das Berkeley-Protokoll betrachtet. Bezuglich der Verwaltungsstrategie werden
die folgenden Annahmen gemacht:

























Abbildung 9.2: Der Aufbau eines Cachsystems, der den Ausfuhrungen im vorliegenden Kapitel zugrunde liegt.
1. Es wird ein System mit zwei Cache-Stufen angenommen. Die erste Stufe, First Level Cache (FC), arbeitet
mit Prozessorgeschwindigkeit und ist 64 bis 128KByte gro. Die zweite Stufe, Second Level Cache (SC),
hat eine Zugriszeit von einigen wenigen Prozessorzyklen und kann zwischen 0.5 und 4MB Daten fassen.
2. Wir gehen davon aus, da beide Caches set assoziativ sind. Wie in Kapitel 3 erklart, bedeutet dies, da
die Cache-Zeilen in Gruppen unterteilt sind, die jeweils bestimmten Bereichen des Adreraumes zugeordnet
sind.
3. Es wird angenommen, da der SC und der FC dieselbe Cache-Organisation haben und der SC inklusiv ist.
Es sind also alle im FC-enthaltenen Daten auch im SC vorhanden
Der betrachtete Hardwereaufbau ist in Abbildung 9.2 schematisch dargestellt. Der FC ist vollstandig im Prozessor
integriert. Dies bedeutet, da sowohl die Cache-Zeilen als auch die Attribute und die Kontrollogik Bestandteil des
Prozessors sind. Der SC ist vomProzessor unabhangig. Er wird von einem, ebenfalls vomProzessor unabhangigen,
Cache-Kontroller (CC) verwaltet. Der CC bildet die Schnittstelle zwischen dem Prozessor, dem SC und dem
Hauptspeichersystem. Bei der hier prasentierten Betrachtung gehen wird davon aus, da alle Zugrie auf den SC
uber den CC gehen. Aus diesem Grund wird die Information uber den Zustand der Cache-Zeilen (die Attribute
der Zeilen) im Cache-Kontroller gespeichert. In den meisten heutigen Systemen benden sich der Prozessor, der
SC und der CC auf unterschiedlichen VLSI-Bausteinen. Sie sind uber kurze, bis zu 256 Bit Breite elektronische
Leitungen auf der Platine oder auf einem Multichipmodul verbunden.
9.2.2 Die PIU
Fur die parallele Durchfuhrung des Snoop-Vorgangs ist die PIU zustandig, die im System anstelle des Cache-
Kontrollers eingesetzt wird. Sie mu die folgenden Aufgaben des Cache-Kontrollers und der Prozessorschnittstelle
eines PHOTOBUS bzw. PHOTOBARSystems gleichzeitig erfullen:
1. Bei Speicheranfragen des Prozessors mu gepruft werden, ob sie aus dem SC befriedigt werden konnen.
Ist dies der Fall, so mussen die benotigten Daten aus dem SC geholt und an den Prozessor zuruckgegeben
werden. Anderenfalls mu uber den P-Kanal eine Anfrage an den entsprechenden SP-Chip geschickt werden.
2. Wenn das Ergebnis einer Prozessoranfrage uber einen der B-Kanale eintrit, dann mu es an den Prozessor
weitergeleitet werden. Auerdem mu die entsprechende Zeile bei Bedarf im SC aktualisiert werden. Bei
Fetch-Operationen mussen dazu die Daten im SC gespeichert werden. Bei Exclusiv-Operationen mu der
Zustand der Zeile aktualisiert werden.
3. Bei Invalidate- bzw. Exclusiv-, und FetchWrite- Operationen, die uber irgendeinen der B-Kanale ankommen,
mu gepruft werden,ob sich das betreenden Datum um Cache bendet. Ist dies der Fall so mu es als
ungultig markiert werden. Dabei mussen sowohl der SC als auch der FC berucksichtigt werden.

































Abbildung 9.3: Der Aufbau der PIU und seiner beiden wichtigsten Komponenten der B-Kanal Eingabeeinheit (BE) und der
Prozessorschnittstelle.
4. Wird auf irgendeinem B-Kanal eine Fetch-Operation ubertragen, so mu uberpruft werden, ob sich die
Daten im Exclusiv-Zustand im eigenen Cache benden. Ist dies der Fall, so mu sofort eine Supply-
Benachrichtigung uber den P-Kanal an den zustandigen SP-Chip geschickt werden. Spater mussen die
Daten aus dem SC geholt und ebenfalls an den Chip ubertragen werden.
Grobaufbau
Die PIU ist genauso wie der Cache-Kontroller an den Prozessor, an den SC und an das Speichersystem angeschlos-
sen. Dabei besteht der Anschlu an das Speichersystem aus den Eingangen der B-Kanale und dem Ausgang des
P-Kanals (siehe Abbildung 9.1). Der letzere besteht in der Regel aus mehreren Transmittern, von den jeder per
Rundruf eine bestimmte Untermenge der SP-Chips ansprechen kann. Der wichtigste Unterschied zum konventio-
nellen Cache-Kontroller besteht darin, da der Attribut-Speicher nicht als eigenstandige Einheit vorhanden ist.
Er ist statt dessen in NBC Teile aufgeteilt, von denen jeder der Eingabeeinheit eines anderen B-Kanals zugeordnet
ist.
Die Struktur der PIU ist in Abbildung 9.3 fur ein System mit drei B-Kanalen und drei getrennten P-Kanal
Trannsmittern zu sehen. Sie besitzt eine Prozessorschnittstelle, eine Schnittstelle zum SC, jeweils eine Eingabe-
einheit fur jeden optischen B-Kanal (nachfolgend als BE bezeichnet) und die Transmitter fur den P-Kanal. Die
BEs sind mit den beiden Schnittstellen wie beim konventionellen Cache-Kontroller uber eine Busleitung verbun-
den. Hinzu kommt ein Crossbar-Netzwerk, uber das die BEs und die Cache-Schnittstelle Daten an die einzelnen
Transmitter des P-Kanals schicken konnen. Dieses Netzwerk ist notwendig, damit gleichzeitg Daten an verschie-
dene Transmitter geschickt werden konnen. Dies ist wie in Abschnitt 9.2.4 erlautert wird fur die Durchfuhrung
von Supply-Benachrichtigungen notwendig.




















































Abbildung 9.4: Beispiel fur eine Zuordnung von Adressen zu Speicherbanken, SC- und FC-Cacheline Gruppen, die die
Parallelisierung des Snoop-Vorgangs ermoglicht. Die Abbildung geht von 4 FC-Cacheline Gruppen (zF = 2), 8 SC Gruppen
(zS = 3) und vier SP-Chips (also vier B-Kanalen und damit NBC = 4). Es werden also vier FC-Bereiche und 4 BEs benotigt.
Jeder FC-Bereich beinhaltet lediglich eine Cacheline-Gruppe, wahrend jede BE die Attribute von zwei SC Cahcheline-Gruppen
verwalten mu. Die Zahlen in den FC-Bereichen geben die Werte der beiden untersten Bits der Adressen an, die zugehorigen
Cacheline-Gruppen zugeordnet sind. Analog sind durch die Zahlen in den BEs die Werte der 3 niederwertigsten Bits angegeben
der Adressen angegeben, die in die zugehorigen SC-Cacheline-Gruppen geladen werden konnen.
Die BE
Die BEs bestehen, wie in Abbildung 9.3 zu sehen, aus einem Empfanger, der die vom B-Kanal ankommenden
Daten an einen FIFO leitet, einer Kontrolleinhiet, den Schnittstellen fur die beiden On-Chip-Netzwerke und dem
privaten Attributspeicher. Dieser ist als Speichermodul mit zwei Zugrisports angelegt. Der eine ist mit dem
FIFO, der anderen mit dem On-Chip Bus verbunden. Uber den, mit der FIFO-verbundenen Port, kann die
BE die Snoop-Operationen auf ihrem privaten Attributspeicher durchfuhren. Somit konnen die BEs parallel die
benotigten Operationen auf den ihnen zugeteilten Teilen des Attributspeichers durchfuhren. Gleichzeitig kann
der Prozessor mit Hilfe des zweiten Zugrisports uber den Bus auf den Attributspeicher jeder BE zugreifen. Er
kann also wie bei einem konventionellen Cache-Kontroller jeder Zeit beliebige Attribute lesen und schreiben.
Verteilung des Attributspeichers auf die BEs
Die Aufteilung des Attributspeichers auf die BEs wirft die Frage der fur die einzelnen Teile benotigten Speicher-
kapazitat auf. Die Verteilung der Speicherbanke auf die Netzchips sorgt dafur, da alle eine bestimmte Adresse
betreenden Nachrichten in der PIU in der gleichen BE eintreen. Eine einfache Verteilung hat aber keinen
Einu darauf, wieviele Daten uber welche BE in den Cache gelangen. So konnte es theoretisch sein, da alle
zu einem bestimmten Zeitpunkt im Cache vorhandenen Daten uber den gleiche BE gekommen sind. Dies bedeu-
tet, da jede BE nicht einen Teil des Attributspeichers, sonder einen privaten Attributspeicher der vollen Groe
benotigen wurden. Bei vielen B-Kanalen und groen Caches wurde dies zu Platzproblemen auf dem PIU-Chip
fuhren. In der vorliegenden Arbeit wurde ein Konzept erarbeitet, das dieses Problem durch eine geschickte Zu-
ordnung von Speicheradressen zu Speicherbanken lost. Diese Zuordnung stellt sicher, da Daten, die die PIU uber
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einen bestimmten B-Kanal erreichen, immer nur in einer bestimmten Untermenge von Cache-Zeilen gespeichert
werden. Daraus folgt, da jede BE nur fur eine Untermenge von Cache-Zeilen zustandig ist. Sie braucht somit
nur eine Untermenge von Attributen zu speichern. Sie benotigt also, wie gefordert, nur einen Teil, und keine
vollstandige Kopie des Attributpeichers.
Das Verfahren nutzt die Tatsache aus, da bei einem set assoziativen Cache bestimmte Adressen nur in be-
stimmten Cache-Zeilen gespeichert werden konnen. Wie in Abschnitt 3.2.1 erklart, werden in einem set asso-
ziativen Cache die Cache-Zeilen in Gruppen eingeteilt. Jeder dieser Gruppen ist eindeutig einem bestimmten
Speicherbereich zugeordnet. Daten, die aus einem Speicherbereich stammen, werden immer in einer Zeile der
diesem Speicherbereich zugeordneten Gruppe geladen. Fur die Zuordnung werden die z niederwertigen Bits der
Speicheradresse benutzt wobei 2z der Anzahl der Cache-Zeilen-Gruppen entspricht. In die Cache-Zeilen-Gruppe
i konnen demnach Adressen geladen werden, deren z niederwertigen Bits als Binarzahl den Wert i haben. Aus
der obigen Zuordnung von Adrebereichen zu Cache-Zeilen kann leicht eine Zuordnung von B-Kanalen zu Cache-
Zeilen abgeleitet werden. Dazu mu man lediglich alle, einer bestimmten Cache-Zeilen-Gruppe zugeordneten
Speicheradressen in den Speicherbanken desselben B-Kanals unterbringen (siehe Abbildung 9.4). Unter der An-
nahmen, da fur die Zuordnung der Adressen zu Cache-Zeilen-Gruppen z Bits benutzt werden, bedeutet dies,
da Adressen mit gleichen z niederwertigen Bits alle den Speicherbanken des gleichen B-Kanals zugewiesen wer-
den mussen. Unter der Annahme, da die Anzahl der B-Kanale NBC eine Zweierpotenz und kleiner als als
2z ist, konnen die Adressen dabei trivialer Weise gleichmaig auf die B-Kanale verteilt werden. Dadurch wird
sichergestellt, da jeder BE gleich viele Cache-Zeilen-Gruppen zugeordnet werden.
Die oben skizzierte Aufteilung des Attributspeichers auf die BEs und die dazu notwendige Adreverteilung auf
die Speicherbanke der B-Kanale ist in Abbildung 9.4 veranschaulicht. Eine formale Spezikation sieht wie folgt
aus:
2zS : die Anzahl der Cache-Zeilen-Gruppen im SC,
gSk : die k-te Cache-Zeilen-Gruppe des SC,
GSk : die Menge aller Adressen, die in die Cache-Zeilen-Gruppe gk des SC geladen werden konnen,
Bi: die Menge aller Adressen, die sich in den, dem B-Kanal i zugeordneten Speicherbanken benden und
BE i: die Menge aller Cache-Zeilen-Gruppen des SC, dessen Attribute in dem privaten Attributspeicher der BE i
gespeichert sind.
Damit mu gelten:
8adr 2 GSk : adr&(2
zs+1   1) = k (9.1)
8adr1; adr2 2 G
S
k : adr1 2 Bi , adr2 2 Bi (9.2)
8adr; k; i : adr 2 GSk ^ adr 2 Bi ) g
S
k 2 BE i (9.3)
Das ' &' Symbol in der ersten Gleichung bedeutet eine bitweise UND-Operation.
Eine wichtige Eigenschaft der obigen Spezikation ist, da sie lediglich einige Eigenschaften der Verteilung von
Cache-Zeilen-Gruppen und Adressen auf die B-Kanale bestimmt. Diese Eigenschaften konnen von einer Vielzahl
verschiedener Zuordnungen erfullt werden. Dies ist, wie spater beschrieben wird, fur die Handhabung des FC von
Bedeutung.
Abwicklung der Prozessoranfragen
Bei Ankunft einer Prozessoranfrage uberpruft die Kontrollogik der Prozessorschnittstelle zunachst, um was fur
eine Art von Anfrage es sich handelt. Synchronisations-, Exlusiv- und Invalidate-Anfragen werden uber das
Crossbar zum entsprechenden P-Kanal-Transmitter und von dort an den zustandigen SP-Chip weitergeleitet.
Bei anderen Anfragen wird die Adresse zunachst uber den Datenbus an die fur diese Adresse zustandige BEs
gegeben. Die BE uberpruft den Zustand des Datums im SC und teilt das Ergebnis der Prozessorschnittstelle
mit. Diese leitet die Anfrage dann entweder uber den Datenbus an die SC weiter oder ubergibt sie uber das
Crossbar-Netzwerk an den zustandigen P-Kanal-Transmitter.
Sobald das Ergebnis einer Operation uber den B-Kanal ankommt, wird es von der zustandigen BE uber den
Datenbus an die Prozessorschnittstelle weitergegeben, die sie an den Prozessor leitet. Bei einer Fetch-Operationen
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werden die Daten auerdem in den SC gespeichert. Dabei wird die Nummer der Cache-Zeile, in die die Daten
hineingeschrieben wurden, der BE uber den Bus mitgeteilt. Gleiches gilt fur die Nummer der FC-Cache-Zeile, in
die die Daten eingelesen wurden. Somit kann die BE ihren privaten Attributspeicher aktuell halten.
Der Parallele Snoop-Vorgang und die Verwaltung des SC
Unabhangig von der oben beschriebenen Bearbeitung der Prozessoranfrage mussen die BEs permanent die B-
Kanale uberwachen. Stellt die BE an einem Kanal eine Ivalidate-, Exclusiv-Operation fest, so uberpruft sie
zunachst in ihrem Teil des Attributspeichers, ob die betroene Adresse dort eingetragen ist. Ist dies der Fall, so
wird der im entsprechenden Attribut gespeicherte Zustand modiziert. Diese Veranderung mu bei Bedarf auch
zum FC propagiert werden. Wie dies gelost werden kann, wird im nachsten Abschnitt beschrieben.
Wird uber den B-Kanal eine Fetch-Anfrage ubertragen, so wird zunachst ebenfalls im privaten Attributspeicher
uberpruft, ob, und in welchem Zustand sich die gewunschten Daten im SC benden. Falls sich die Daten im SC
im Exclusiv-Zustand benden, dann wird im Attributspeicher vermerkt, da eine Supply-Operation stattnden
mu. Der Ablauf einer solchen Operation wird in Abschnitt 9.2.4 beschrieben. Falls sich die Daten im Speicher in
einem anderen Zustand benden, so wird nur dann etwas unternommen, wenn es sich bei der Fetch-Operation um
ein FetchWrite handelt. In diesem Fall wird genauso wie bei Invalidate- und Exlusiv-Operationen vorgegangen.
9.2.3 Handhabung des FC
Wie am Anfang des vorliegenden Abschnittes angesprochen, besteht das Problem bei der Handhabung des FC
darin, da dieser mit dem Prozessor integriert ist und mit Prozessorgeschwindigkeit betrieben wird. Daraus folgt,
da der Zustand des benotigten Datums nicht vor dem Zugri im Attributspeicher der PIU uberpruft werden
kann. Dies wurde den Geschwindigkeitsvorteil zunichte machen, der durch die Integration mit dem Prozessor
erreicht wird. Es mu daher sichergestellt werden, da die im FC enthaltenen Attribute immer aktuell sind.
Dazu mussen alle Invalidierungen von der PIU an den FC weitergegeben und in dem Attributspeicher des FC
vermerkt werden. Die Schwierigkeit hierbei besteht darin, da die Bandbreite der Verbindung zwischen der PIU
und dem Prozessor in der Regel deutlich geringer ist, als die kommulierte Bandbreite der B-Kanale. Gleiches gilt
fur die Bandbreite, mit der der Attributspeicher des FC beschrieben werden kann. Das Cache-Update Pressure
Problem, das fur den SC durch die Parallelisierung des Snoop-Vorgans gelost wurde, taucht also an dieser Stelle
im Zusammenhang mit dem FC wieder auf.
In der Arbeit wurde ein Verfahren entwickelt, da auch diese Version des Cache-Update Pressure Problems
durch eine Parallelisierung lost. Es basiert auf zwei Beobachtungen:
1. Der FC kann genauso wie der SC in disjunkte Bereiche eingeteilt werden, in denen sich nur Daten benden,
die jeweils uber einen bestimmten B-Kanal in den Cache gelangt sind. Die BEs konnen dadurch unabhangig
voneinander und parallel die Invalidierungen an die entsprechenden Teile des FC weiterleiten. Dazu benoti-
gen die einzelnen Bereiche lediglich eigenstandige, mit den BEs verbundene Zugrisports. Dabei wird das
gleiche Prinzip angewendet, wie bei der Verteilung des Attributspeichers des SC auf die BEs.
2. Wenn sich die BEs merken, welche Daten in welcher Cache-Zeile des FC gespeichert werden, dann konnen
bei Invalidierungen die FC-Cache-Zeilennummer anstelle von Speicheradressen an den FC geschickt werden.
Dabei werden nicht mal die absoluten Zeilennummern benotigt. Es reicht vielmehr, wenn die Position
des Datums innerhalb des, einer BE zugeordneten Bereiches angegeben wird. Dies verringert die fur die
Ubertragung der Invalidierungen zwischen der PIU und dem Prozessor benotigte Bandbreite um einen
Faktor von 4 bis 8.
Bei der nachfolgenden Beschreibung des Verfahrens wird zunachst erlautert, wie sich die obigen Beobachtungen
aus den in 9.2.1 beschriebenen Annahmen bezuglich des Cache-Systems ergeben. Danach wird die parallele
Durchfuhrung der Invalidierungen beschrieben.
Zuordnung von FC Bereichen zu B-Kanalen
Wie in 9.2.1 beschrieben, gehen wir von der Annahme aus, da der FC genauso wie der SC set assoziativ und
im SC enthalten ist. Wegen der set Assoziativitat sind die Cache-Zeilen des FC wie beim SC in Gruppen
eingeteilt, die bestimmten disjunkten Adrebereichen zugeordnet sind. Die Zuordnung erfolgt wie gehabt auf der
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Basis der niederwertigen Bits der Adresse, wobei die Anzahl der fur die Zuordnung verwendeten Bits von dem
Binarlogarithmus der Anzahl der Gruppen abhangt. Die gewunschte Beziehung zwischen Bereichen des FC und
den B-Kanalen kann also durch eine entsprechende Zuweisung von Adressen zu Speicherbanken hergestellt werden.
Die Vorgehensweise ist dabei die gleiche wie beim SC. Allerdings mussen zwei zusatzliche Randbedingungen
berucksichtigt werden.
1. Die Bereiche, in die der FC eingeteilt wird, sollen zusammenhangend sein. D.h., die Cache-Zeilen-Gruppen,
die einem bestimmten B-Kanal zugeordnet werden, sollen fortlaufende Nummern haben. Es ist also, anders
als bei der Verteilung der Attribute auf die BEs, nicht egal, welche Cache-Zeilen-Gruppe welchem B-Kanal
zugeordnet wird. Diese Bedingung ergibt sich daraus, da der FC anders als die Attribute des SC nicht physi-
kalisch aufgeteilt wird. Er wird statt dessen in Bereiche eingeteilt, von denen jeder einen eigenen Zugrisport
bekommt. Die Zugrisports der einzelnen Bereiche sollen parallel zu dem Zugrisport existieren, uber den
der Prozessor auf den gesamten FC zugreift. Waren die Bereiche nicht physikalisch zusammenhangend, so
wurde die Realisierung der zusatzlichen Zugrisports eine komplexe Verbindungsstruktur mit sich bringen,
die die Dichte (und damit die Groe) des Caches reduzieren wurde. Wurde man die Cache-Zeilen-Gruppen
dagegen umsortieren, so wurde der Zugrismechanismus des Prozessors komplexer und damit langsamer
werden. Beides wurde die Leistung des Prozessors erheblich beeintrachtigen.
2. Durch die Verteilung der Attribute des SC auf die BEs sind bereits, wie in Abschnitt 9.2.2, bestimmte
Anforderungen an die Zuordnung von Adressen zu Speicherbanken gegeben. Die Adreverteilung, die sich
aus der Zuordnung von FC-Bereichen zu B-Kanalen ergibt, mu mit diesen Anforderungen kompatibel sein.
Die erste Randbedingung allein kann sehr einfach befriedigt werden. Man mu lediglich sicherstellen, da die
einem B-Kanal zugeordnete Adressen fortlaufende Werte der relevanten niederwertigen Bits besitzen. Die zweite
Forderung entpuppt sich bei naheren Hinschauen als trivial. Sie ist allein durch die Tatsache erfullt, da der FC
kleiner als der SC ist. Dies kann wie folgt begrundet werden:
1. Damit eine Verteilung der Attribute des SC auf die BEs moglich ist, ist lediglich eins notwendig: es mussen
alle zu einer Cache-Zeilen-Gruppe des SC gehorenden Adressen demselben M-Kanal zugeordnet werden.
Dies bedeutet, wie beschrieben, da alle Adressen, bei denen die niederwertigen zS Bits einen bestimmten
Wert haben, demselben B-Kanal zugeordnet werden.
2. Fur die Unterteilung des FC ist es, wie oben erlautert, notwendig, da sich alle einer Cache-Zeilen-Gruppe
des FC zugeordneten Adressen in den Speicherbanken eines B-Kanals benden. Unter der Annahme, da der
FC 2zF Zeilen besitzt, heit das, da die Adressen bei denen die zF niederwertigen Bits einen bestimmten
Wert haben, alle dem gleichen B-Kanal zugeordnet werden.
3. Eine Inkompatibilitat ware dann gegeben, wenn aus Punkt 2 folgen wurde, da Punkt 1 nicht erfullt werden
kann. Es mute also aus der Zuordnung der fortlaufender Cache-Zeilen-Gruppen des SC zu den B-Kanalen
folgen, da die zu einer und derselben SC Cache-Zeilen-Gruppe gehorenden Adressen auf zwei verschiedene
B-Kanale verteilt werden. Die Festlegung von Adressen zu B-Kanalen aufgrund der zF niederwertigen Bits
mute also dazu fuhren, da die Adressen mit einem bestimmtenWert der zS niederwertige Bits zwangslaug
uber mehrere B-Kanale verteilt werden.
4. Da der FC kleiner als der SC ist, gilt: zF < zS . Legt man also durch die unteren zF Bits der Adressen die
Zuordnung von FC Cache-Zeilen-Gruppen zu B-Kanalen fest, so legt man auch automatisch die Zuordnung
einer ganzen Menge von SC Cache-Zeilen-Gruppen fest. Um welche Zeilen es sich handelt, bestimmen die
Bits zF bis zS   1. Das Wichtige ist, da alle Adressen dieser Cache-Zeilen-Gruppen des SC dann diesem
einen B-Kanal zugeordnet werden, da sie alle die gleichen untersten zF Bits haben. Aus einer bestimmten
Zuordnung der Cache-Zeilen-Gruppen des FC kann also unter keinen Umstanden folgen, da Adressen einer
SC Cache-Zeilen-Gruppe zwei verschiedenen B-Kanale zugeordnet werden.
Die Unterteilung des FC in Bereiche, die einzelnen B-Kanale zugeordnet sind, ist in Abbildung 9.4 zu sehen. Dabei
wird auch der zugehorige Zusammenhang zwischen den Cache-Zeilen-Gruppen des FC und SC verdeutlicht.
Fur FC-Invalidierungen benotigte Bandbreite
Zur Ubertragung einer Hauptspeicheradresse werden in der Regel 64 Bit benotigt. Die Lange des zur Angabe der
Position eines Datum innerhalb eines Bereiches des FC benotigten Adrewortes lBE hangt von zwei Faktoren ab:
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der Anzahl der Zeilen im FC (Nf ) und der Anzahl der B-Kanale NBC . Es gilt:
lBE = ld(Nf=NBC) (9.4)





In einem System mit 8 B-Kanalen mussen also lediglich ld(128) = 7, bei 32 B-Kanalen nur ld(32) = 5 Bits
ubertragen werden.
Parallelisierung der Invalidierungen im FC
Um die Parallelisierung der FC-Invalidierungen zu realisieren, sind in dem Cache-System folgende Erweiterungen
notig:
1. In dem auf die BEs verteilten Attributspeicher des SC mu dem Eintrag einer jeden Cache-Zeile ein zusatz-
liches Feld hinzugefugt werden. In diesem Feld wird vermerkt, ob sich der Inhalt dieser Zeile im FC bendet
und wenn ja, in welcher Zeile des entsprechenden Bereiches des FC er zu nden ist.
2. Die Datenleitungen der Verbindung zwischen der PIU in dem Prozessor mussen in NBC Gruppen eingeteilt
werden. Jede dieser Gruppe dient der Ubertragung von Invalidierungen zwischen einer bestimmten BE und
dem ihr zugeordneten Teil des FC.
3. Die Verbindung zwischen der PIU und dem Prozessor benotigt eine zusatzliche Kontrolleitung, die die
Ubertragung von Invalidierungen zwischen den BE und dem FC anzeigt.
4. Jeder Bereiche des FC mu mit einem zusatzlichen Eingang versehen werden, der Zugri auf die Attribute
der einzelnen Cache-Zeilen erlaubt. Dieser wird uber die entsprechende Leitungsgruppe der dem Bereich
zugeordneten BE verbunden.
Jedes Mal, wenn ein Datum in den FC geladen wird, speichert die FC in dem zusatzlichen Feld des Attribut-
speichers die Nummer der Zielzeile in dem ihr zugeordneten Bereich des FC. Kommt nun uber den B-Kanal
eine Invalidierung, die dieses Datum betrit, so wird diese uber die der BE zugeordneten Leitungsgruppe an den
Eingang des FC-Bereiches geschickt. Da jede BE uber eine eigene Leitungsgruppe verfugt und mit einem anderen
Bereich des FC verbunden ist, konnen bei Bedarf alle BEs gleichzeitig Invalidierungen an den FC schicken. Sollte
zu dem Zeitpunkt, als eine die Invalidierung in der BE eintrit, bereits eine andere Datenubertragung (z.B. die
Ubertragung des Ergebnisses einer Fetch-Operation) stattnden, so kann die BE diese Ubertragung durch Setzen
der INV-Leitung vorubergehend fur die Dauer der Invalidierung unterbrechen.
9.2.4 Supply Operationen
Die Frage der Supply-Operationen wurde bereits ausgiebig imZusammenhangmit den PHOTOBUS und PHOTOBAR-
Architekturen erlautert. Das Problem bei der Durchfuhrung solcher Operationen besteht darin, da die SP-Chips
Fetch-Anfragen verschicken, ohne darauf zu achten, ob die Prozessoren genug Zeit hatten, um die notwendigen
Supply-Benachrichtigungen und -Operationen durchzufuhren. Hinzu kommt, da an die Ankunft der Benachrich-
tigungen strenge Timing Anforderungen gestellt werden. Sie mussen vor den Antworten der Speicherbanke bei
den SP-Chips eintreen.
Speichern ausstehender Supply-Operationen
Das Speichern der Anfragen stellt in einem PHOTON-System insofern kein Problem dar, als dafur die Attri-
butspeicher benutzt werden konnen. Eine Supply-Anforderung kann in einer BE nur fur ein Datum ankommen,
da in seinem privaten Attributspeicher vermerkt ist. Dies bedeutet, da zum Speichern ausstehender Anfragen
kein zusatzlicher Buer notwendig ist. Es reicht, wenn den Attributen ein 1-Bit Feld hinzugefugt wird, da eine
ausstehende Supply-Operation anzeigt.
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Timing der Supply-Benachrichtigungen
Bei den PHOTOBUS- und PHOTOBAR-Systemen basierte die Losung des Timing Problems darauf, da die
Supply-Benachritigungen wesentlich kurzer als die Fetch-Operationen sind. Eine Fetch-Operation besteht aus
einer Adresse und einem Befehlswort und ist damit ca. 80 Bit Lang. Eine Supply-Benachrichtigung beinhaltet
hingegen nur einer Speicherbanknummer und ein Befehlsbit. Sie ist damit ca. 10 Bit lang. Daraus folgt,
da Supply-Benachrichtigungen trotzt der geringeren Bandbreite des P-Kanals schneller oder genauso schnell
verschickt werden konnten, wie uber den B-Kanal neue Anfragen ankommen konnten. Damit kommen sie auf
jedem Fall bei den SP-Chips an, bevor die langsamen Speicherbanke antworten konnen.
Fur das PHOTON-Konzept wird eine ahnliche Losung vorgeschlagen. Bei wenigen B-Kanalen (2 bis 8) mit
maiger Bandbreite (4 bis 8 Bytes/Cycle) reicht es hierfur die bandbreite des P-Kanals entsprechend zu erhohen
(auf 2 bis 6 Bytes/Cycle). Mit Steigender Anzahl der B-Kanale ist es hingegen notwendig mehrere, unabhangige
P-Kanal Transmitter zu benutzen. Jeder dieser Transmitter ist dann fur das Verschicken von daten zu einer
bestimmten Gruppe von SP-Chips verantwortlich. Dies bedeutet, da die Anzahl der Supply-Anforderungen, die
ein solcher Transmitter pro Zeiteinheit ubertragen konnen mu, nicht zu Gesamtanzahl der B-Kanale sonder zur
zahl der Ihm zugeordneten SP-Chips proportional ist. Damit benotigt jeder Transmitter nur eine verhaltnismaig
geringe Bandbreite.
Ablauf der Supply-Operationen
Wird auf dem B-Kanal eine Fetch-Operation ubertragen, so pruft die BE in ihrem privaten Attributspeicher,
ob sich die betroene Adresse im SC im Exclusiv-Zustand bendet. Ist dies der Fall, so wird ebenfalls im
privaten Attributspeicher bei der entsprechenden Zeile vermerkt, da eine Supply-Operation notwendig ist. Da-
nach wird sofort eine Supply-Benachrichtigung uber das Crossbar-Netzwerk und den entsprechenden P-Kanal-
Transmitter an den zustandigen SP-Chip geschickt. Wegen der strengen Timing-Anforderungen an die Supply-
Benachrichtigungen hat diese bei der Ubertragung absolute Prioritat. Sollten also gerade andere Daten uber
den Transmitter ubertragen werden, so wird diese Ubertragung fur die Dauer der Benachrichtigung unterbro-
chen. Eine Wartezeit ist nur dann notwendig, wenn gerade eine andere Supply-Benachrichtigungen gesendet
wird. Wie oben beschrieben, gehen wird davon aus, da der P-Kanal durch mehrere unabhangige Transmitter
so viel Bandbreite zur Verfugung stellt, da Verzogerungen durch Konikte zwischen Supply-Benachrichtigungen
kein Problem darstellen.
9.3 Bewertung
Neben der Losung des Cache-Koharenz Problems besteht die Motivation des PHOTON-Konzeptes darin, dem
starken Anstieg der Flache der Netzwerkschips und der Saturierung des B-Kanals bei hohen Prozessorzahlen
entgegenzuwirken. Der vorliegende Abschnitt beschaftigt sich mit der Bewertung des PHOTON-Konzepts im
Hinblick auf diese beiden Aspekte.
9.3.1 Chipache
Das Problem bei der Chipache besteht darin, da die Gatteranzahl der Schaltungen wie P M  ld(M ) und
die Flache der Verbindungsstruktur wie P  M2 ansteigt. Dies fuhrt dazu, da weder die PHOTOBUS noch
die PHOTOBARArchitektur fur mehr als 128 Prozessoren praktibel ist. Da bei der PHOTON-Architektur die
Speicherbanke auf NBC SP-Chips verteilt sind, werden an jedem Chip nur 1=NBC Speicherbanke benotigt. Die
Anzahl der Speicherbanke M kommt in den entsprechenden Gleichungen als MNBC vor. Mit einem angestrebten
Wert von NBC von bis zu 32, fuhrt dies zu einer dramatischen Reduktion des Flachenbedarfs. Um dies zu verdeut-
lichen betrachten wir die Schatzungen fur die Gatterzahl und Verbindungsache der PHOTOBUS- (Gleichungen
7.106 und 9.9) und der PHOTOBAR-Architektur (Gleichungen 8.15 und 8.16). Durch Ersetzen von M durch
M
NBC
ergibt sich fur den PHOTOBUS:


























































Abbildung 9.5: Das linke Diagramm zeigt die Abhangigkeit der auf einem PHOTOBUS-Chip im PHOTON-System benotigten
Gatter (vertikale Achse) von der Prozessorzahl (x Achse) und der Anzahl der Buschips (y-Achse). Das rechte Diagramm stellt
die Abhangigkeit der fur die Verbindungsstruktur benotigten Flache in cm2 (vertikale Achse) von der der Prozessorzahl und der
Anzahl der Chips dar. Beide Diagramme verwenden fur die Prozessor- und Chipzahl eine logarithmische Darstellung.












































Abbildung 9.6: Das linke Diagramm zeigt die Abhangigkeit der auf einem PHOTOBAR-Chip im PHOTON-System benotigten
Gatter (vertikale Achse) von der Prozessorzahl (x Achse) und der Anzahl der Netzchips(y-Achse). Das rechte Diagramm stellt
die Abhangigkeit der fur die Verbindungsstruktur benotigten Flache in cm2 (vertikale Achse) von der der Prozessorzahl und der
Anzahl der Chips dar. Beide Diagramme verwenden fur die Prozessor- und Chipzahl eine logarithmische Darstellung.
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(9.7)
Fur den PHOTOBARChip gilt analog:





















+ 1500P  MNBC +42000P +12000
M
NBC
+ 50000)  6; 25  10 10
(9.9)
Diese Ausdrucke wurden in Abbildungen 9.5 und 9.6 fur Prozessorzahlen von 1 bis 1024, und 1 bis 32 Netzwerk-
chips dargestellt. Bei der Darstellung wurde, wie auch bei der Betrachtung in den Kapiteln 8 und 9 angenommen,
da die Gesamtanzahl der Speicherbanke gleich der Prozessorzahl ist. Ein Vergleich mit Abbildungen 7.28 und
8.12 zeigt, da durch die Verteilung der Speicherbanke auf 16 bis 32 B-Kanalen der Ansteig der Prozessorzahl auf
512 bis 1024 kompensiert wird. Somit ist der folgende Schlu gerechtfertigt:
Durch die Verwendung des PHOTON-Konzeptes stellt der Flachenbedarf der SP-Chips kein Hindernis fur die
Realisierung von Rechnern mit 512 bis 1024 Prozessor dar.
9.3.2 Ezienz
Die Frage der Ezienz der PHOTON-Architektur ist insofern schwer exakt zu beantworten, als PHOTON wie
beschrieben ein Konzept fur eine ganze Klasse von Architekturen darstellt. Hinzu kommt, da die verwendetet
Benchmark-Implementierungen und Datensatze fur 64 bis 128 Prozessoren gedacht sind. Dies bedeutet, da
bei groeren Prozessorzahlen, wie sie fur das PHOTON-Konzept von Bedeutung sind, nur bedingt sinnvolle
Ergebnisse zu erwarten sind. Die Verwendung groere Probleme ist nicht ohne weiteres moglich, da sie einen
zu hohen Simulationsaufwand mitsich bringen wurde. Um groere Systeme zu bewerten ist es daher notwendig,
Teillaufe von Programmen zu betrachten. Dazu mussen allerdings zunachst sinnvolle Teile bestimmt werden
und Vergleichswerte fur das idealle System ermittelt werden. Eine genaue Bewertung groere Kongurationen
konkreter PHOTON-Architekturen mu daher als eine Aufgabe fur kunftige Arbeiten betrachtet werden.
Als Indiz fur das Leistungspotential des Konzeptes werden im Nachfolgenden die Ergebnisse einiger Simulatio-
nen eines PHOTOBUS-basierten PHOTON-Systems prasentiert. Dabei wurde die Simulationsumgebung fur die
PHOTOBUS-Architektur mit on-Chip Synchronisation so erweitert, da sie mehrere Bus-Chips zulat. Fur die
Bearbeitungszeiten im Buschip und in den Schnittstellen wurden die gleichen Werte wie in Kapitel 7 verwendet.
Da man davon ausgehen mu, da ein PHOTON-System mit vielen Prozessoren viel Platz einnehmen wird, wurde
fur die Signallatenz ein Wert von LB = LP = LM = 8 verwendet. Fur die Bandbreite der P und M-Kanale wurde
BP = BM = 1 angenommen. Dieser Annahme liegt die Uberlegung zur Grunde, da bei einem PHOTON-System
die Anzahl der Fasern, die an die SP-Chips angekoppelt werden einen kritischen Faktor darstellt, so da pro
Kanal moglichst wenige fasern (und damit eine moglichst geringe Bandbreite) benutzt werden sollten.
Die Ergebnisse der Simulation sind in Abbildungen 9.7 und 9.8 zu sehen. Die Simulation wurde wegen der
oben erwahnten Probleme mit der Groe der Datensatze nur bis 256 Prozessoren durchgefuhrt. Die Graphen
zeigen wie auch bei der Bewertung der PHOTOBUS- und PHOTOBAR-Architekturen auf der vertikalen die
Ausfuhrungszeit im Vergleich zum ideale Speichersystem mit Cache so wie die parallelen Beschleunigung. Auf
der horizontalen Achse ist die Anzahl der Prozessoren aufgetragen. Die einzelnen Kurven unterscheiden sich in










































































































Abbildung 9.7: Die obigen Diagramme zeigen fur die PHOTOBUS-Architektur mit on-Chip Synchronisation die durch Simu-
lation ermittelte Ausfuhrungszeit der einzelnen Benchmarks im Vergleich zur Ausfuhrungszeit mit einem idealen Speichersystem



















































































































Abbildung 9.8: Die durch Simulation ermittelte Beschleunigung der einzelnen Benchmarkprogramme fur die
PHOTOBUS-Architektur mit on-Chip Synchronisation.
Kapitel 10
Zusammenfassung und Ausblick
10.1 Zusammenfassung der Ergebnisse
Wie in Kapitel 1 beschrieben verfolgt die Arbeit vor allem zwei Ziele:
1. zu zeigen, da die Argumente fur die Beschrankung des SMP Speichermodells auf Rechner mit wenigen
Prozessor und gegen seine Anwendung bei der Vernetzung von Arbeitsplatzrechnern nicht fur Rechner mit
opto-elektronische Prozessor-Speicher Koppelung nicht gelten und
2. eine Grundlage fur die tatsachliche Implementierung solcher opto-elektronischer SMPs zu schaen.
Die im Bezug auf diese beiden Ziele in der Arbeit erzielten Ergebnisse konnen wie folgt zusammengefat werden.
Widerlegung der Argumente fur die Beschrankung der SMPs
Es wurde an Hand einer Literaturstudie gezeigt, da optische Verbindungen mit Hunderten bis Tausenden von
hochfrequenten Kanalen und einem Fanout von bis zu 1000 kurz bis mittelfristig realisiert werden konnen. Solche
Verbindungen konnen direkt zwischen VLSI-Bausteinen implementiert werden, so da die Latenz trotz des hohen
Fanouts im Bereich der Signallaufzeit liegt. Daraufhin wurden mit dem PHOTOBUSund der PHOTOBAR zwei
Architekturen vorgestellt, die solche Verbindungen eektiv zu Realisierung eines symmetrischen Multiprozessors
nutzen. Fur diese Architekturen wurde unter realistischen Annahmen bezuglich der Technologieparameter durch
Simulation gezeigt, da eine hohe Ezienz fur bis zu 128 Prozessoren erreicht werden kann. Abschlieend wurde
durch das PHOTON-Konzept gezeigt, wie die die drei Haupthindernisse fur die Skalierbarkeit PHOTOBUS-
und PHOTOBAR-Architekturen bis zu 256 oder gar 512 Prozessoren beseitigt werden konnen. Dazu wurde
beschreiben wie durch den parallelen Betrieb mehrerer PHOTOBUS- oder PHOTOBAR-Systeme der starke
Anstieg der Flache der SP-Chips mit der Prozessorzahl, die Saturierung des B-Kanals und das Cache Update
Pressure Problem gelost werden konnen. Insbesondere die Losung des Cache-Update-Pressure Problems stellt
einen sehr wichtigen Beitrag dar, da es bisher allgemein als nicht praktikabel angesehen wurde.
Schaung der Grundlagen fur eine Implementierung
Um der Weg fur die tatsachliche Realisierung opto-elektronischer symmetrischer Prozessoren zu ebnen, wur-
de zunachst in Zusammenarbeit mit Wissenschaftlern aus den Bereichen der Optischen Nachrichtentechnik der
Fernuniversitat Hagen, und der Mikromechanik am IMM Mainz ein Konzept fur ein modulares opto-elektronisches
Baukastensystem entwickelt. Das Konzept des Systems wurde durch die Herstellung einfacher Komponenten ve-
riziert. Es wurde auch gezeigt, wie es zur Realisierung der in der Arbeit vorgeschlagenen Architekturen benutzt
werden kann. Als nachstes wurde fur die PHOTOBUSund die PHOTOBAR-Architektur beschrieben, welche
Voraussetzungen erfullt werden mussen, damit das Berkeley- Protokoll korrekt und ezient realisiert werden
kann. Ausgehend von diesen Voraussetzungen wurde fur alle Komponenten die benotigte Hardwarearchitektur
beschrieben. Dabei wurde der Aufbau der Komponenten durch Strukturdiagramme, ihre Funktionalitat durch
endliche Automaten exakt speziziert.
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10.2 Ausblick
Ein nur auf Papier existierender und lediglich durch Simulation untersuchter Rechner ist nur ein 'Papiertie-
ger'. Die wichtigste nachfolgende Forschungsaufgabe stellt daher die tatsachliche Implementierung der in der
Arbeit vorgestellten Rechnerarchitekturen dar. Daruber hinaus gibt es eine Reihe moglicher Verbesserungen und
Weiterentwicklungen der PHOTOBUS- und PHOTOBAR-Architekturen, die im Rahmen der Arbeit nicht mehr
untersucht werden konnten. Hinzu kommt die Notwendigkeit des Entwurfs konkreter PHOTON-Architekturen.
Im Hinblick auf langfristige Entwicklungen stellt sich die Frage, wie das Potential der Freiraumoptik besser genutzt
werden kann.
Implementierung
An der Implementierung eines Beispielsystems, das auf den in der Arbeiten vorgestellten Konzepten basiert, wird
zur Zeit im Rahmen eines Projektes der Deutschen Forschungsgemeinsachaft gearbeitet. Das Projekt wird vom
Institut fur Promgrammstrukturen und Datenorganisation der Universitat Karlsruhe zusammen mit dem Institut
fur Optische Nachrichtentechnik der Fernuniversitat Hagen durchgefuhrt. In der ersten Stufe des Projektes wird
der Prozessor-Speicher-Bus eines alteren SUN-Arbeitsplatzrechners durch eine optische Verbindung ersetzt. Die
Verbindung basiert auf parallelen Fasersystemen, die an einen in planarer Freiraumoptik realisierten Sternkoppler
angeschlossen sind. Dieses einfache System stellt eine Testplattform fur die neunen Komponenten dar, die fur die
Realisierung der PHOTOBUS- und PHOTOBAR- Architekturen notwendig sind. Dabei geht es vor allem um
die Ankoppelung der parallele Fasersysteme an die planare Freirraumoptik und die Schnittstellen zwischen dem
konventionellen elektrischen Speicherbus und dem optischen Ubertragungssystem. Aufbauend auf dem Testsystem
soll dann eine erste, einfache Version der PHOTOBUS-Architektur realisiert werden.
Weiterentwicklung der PHOTOBUS und PHOTOBAR Architekturen
Ein groer Vorteil der Verwendung von opto-elektronischen, SP-Chip basierte Systemen besteht darin, da auf
dem Chip alle zu einem bestimmten Zeitpunkt im System vorhanden Speicheranfragen bekannt sind. Dies ver-
spricht die Moglichkeit, verschiedene Optimierungen zu realisieren, die in anderen Systemen nicht praktikabel
sind. In der Arbeit wurde nur eine solche Optimierung beschrieben: die eziente on-Chip Synchronisation. Um
das Potential der hier beschriebenen Architektur voll nutzen zu konnen, ist es notwendig, weitere solche Optimie-
rungsverfahren zu entwickeln. Besonderes interessant erscheint dabei die Verwendung von Cache-Speichern auf
den SP Bausteinen. Ein weiteres wichtiges Forschungsthema ist die Frage, ob man die Ezienz von PHOTOBUS-
und PHOTOBAR-Systemen durch die Verwendung anderer Cache-Koharenz Protokolle verbessern kann. Dabei
sollte man auch die Moglichkeit in Betracht ziehen, neue, speziell auf diese Architekturen zugeschnittene Proto-
kolle zu entwerfen.
Konkrete PHOTON-Architekturen
Wie im Kapitel 9 erlautert stellt das PHOTON-Konzept lediglich einen Rahmen fur mogliche Rechnerarchi-
tekturen dar, der die Losung des Cache Update Pressure Problems ermoglicht. Um die Implementierung von
groen symmetrischen Multiprozessoren mit mehreren Hundert Prozessoren moglich zu machen, mussen konkrete
Architekturen entworfen und untersucht werden.
Bessere der Nutzung des Potentials der Freiraumoptik
Eine der groen Starken des in der Arbeit vorgeschlagenen Bauskastensystems fur opto-elektronische Verbindun-
gen besteht darin, da es die Vorteile von Fasersystemen mit den von hochintegrierten optischen Freiraumsystemen
vereinigt. Die letzeren werden in den untersuchten Architekturen allerdings nur wenig genutzt. Die Freiraumop-
tik wird lediglich zur Abbildung der Faser auf die optischen Fenster der SP-Bausteine und zur Realisierung des
Rundrufs verwendet.
Wie in Kapitel 4 erlautert erlaubt die Freiraumoptik die Implementierung sehr komplexer Verbindungsstruk-
turen auf einem engen Raum. So kann eine Verbindungsstruktur mit einer Bisektionsbreite von B, die in
planarer VLSI-Technologie eine Flache von O(B2) benotigt, auf einer Grundache von O(B) realisiert wer-
den. Der Autor hat ein Konzept zur Nutzung solcher Verbindungsstrukturen entwickelt, da die Implemen-
tierung opto-elektronische Speichermodule mit einem echt parallelen Zugri fur hohe Prozessorzahlen genutzt
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werden kann. Verschiedene Aspekte des System wurde in bereits in mehreren Publikationen veroentlicht
[106, 107, 108, 102, 103]. Es basiert auf dem gleichen Prinzip, das es einer Gruppe von Menschen erlaubt,
gleichzeitig eine auf einen Schirm projizierte Folie zu lesen. Analog konnen mehrere Menschen gleichzeitig mit
Hilfe von z.B. Laserzeigern Informationen auf einen Schirm 'schreiben'.
Mit Hilfe solchen parallele Speichermodule ware es moglich, mehrere Prozessoren an einen gemeinsamen Cache
anzuschlieen, ohne da die Cachelatenz durch Sequentialisierung vergroert wird. Dies wurde das Hauptspei-
chersystem entlasten und dadurch ezientere SMPs mit mehr Prozessoren erlauben. Allerdings erfordert die
Implementierung eines solchen Systems noch eine Menge Forschungsarbeit, sowohl im Bereich der Technologie als
auch in der Frage der Cache-Zugrisprotokolle.
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