In this paper we present an improved color based planar fiducial marker system. Our framework provides precise and robust full 3D pose estimation of markers with superior accuracy when compared with many fiducial systems in the literature, while color information encoding enables using over 65,000 distinct markers. Unlike most color-based fiducial frameworks, which requires prior classification training and color calibration, ours can perform reliably under illumination changes, requiring but a rough white balance adjustment. Our methodology provides good detection performance even under poor illumination conditions which typically compromise other marker identification techniques, thus avoiding the evaluation of otherwise falsely identified markers. Several experiments are presented and carefully analyzed, in order to validate our system and demonstrate the significant improvement in estimation accuracy of both position and orientation over traditional techniques.
Introduction
Visual or fiducial markers are planar patterns designed to be easily detected when imaged by cameras and whose pose (either two-or three-dimensional) can be readily estimated with respect to the camera. The development of fiducial marker systems is commonly associated with Augmented Reality (AR) applications, but they have been used in several other areas, such as robotics, medical applications, TV broadcasting, computer entertainment, logistics, video conference and human-machine interaction, to name a few. Fiducial markers also have an important role in the study of multiple robot ensembles, where a large number of robots needs to be individually tracked using camera systems.
The majority of current fiducial marker frameworks were designed to be used with monochromatic camera systems. This approach was justifiable because singlechannel imaging typically demands less processing power, data bandwidth, and storage space when compared against multi-channel (color) imaging. However, these restrictions are now far from critical, and low-cost color cameras are now widely available off-the-shelf.
In this paper we present a novel fiducial marker framework specifically targeted to color imaging that performs better than currently used monochromatic frameworks in terms of accuracy, reliability, and distinguishability of fiducial markers. This work builds upon and extends our previous work (see Ref. 4) . The proposed methodology is more precise than several other systems that do not use color information, and it requires no prior color calibration -just a rough white balance adjustment. Color is the key for two fundamental requirements: (i) it enables over 65,000 unique marker identifications, or alternatively robust (noise-resilient) identification; and (ii) it enables detection even under poor illumination conditions. The rest of this article is organized as follows: Section 2 discusses the shortcomings of alternative fiducial methods currently available; Section 3 presents the proposed methodology, which is validated by several experiments whose results are shown in Section 4. Finally, Section 5 concludes with a discussion of the results and points to further research directions.
Related work
At least the following properties should be mustered by a fiducial marker tracking system: 18 usability (the system should be easily adaptable to different hardware and software platforms), efficiency (it should provide data at frame-rates compatible with system dynamics), accuracy (marker identification should be accurate and pose estimation should repeatable), and reliability (the marker should be correctly tracked under significant perspective distortions and variation in illumination conditions). Some scenarios may also require a large number of uniquely identifiable markers (in order of hundreds or even thousands).
Unambiguous estimation of the full three-dimensional pose of a visual marker demands that at least four salient features must be identified and located in image space. 6 The majority of fiducial systems was designed to work with markers composed of a thick square border whose corners can be easily localized, thus providing the minimum number of features to recover pose, up to a 90-degree ambiguity of the orientation. 12, 10, 18, 5, 16, 8 Features within the square provide marker identification and orientation resolution. However, using only a minimum number of features for tracking the marker also implies that its pose is estimated with limited precision, and that it may be severely affected by noise. Another relevant issue is that perimeter analysis of a dark object against a light background suffers from the unwanted effect under abundant illumination: light areas "bleed" into dark ones, causing corners/edges position to be shifted toward the interior of the perimeter. As a result, poses are estimated to be farther away from the camera than they actually are.
The use of color in fiducial markers have already been investigated in past years. Passive markers (i.e., based on light reflection alone) are generally composed of colored blobs that may be either circular or square. These types of markers have been prominently used for robot localization in swarms and robotic competitions. 3,17 However, these approaches generally recover poses with limited precision, since blobs centers are used as reference points. As a consequence, many of these approaches are used only to estimate the pose of objects that are constrained to planar surfaces known a priori. Careful radiometric calibration is required if consistent pixel color classification is to be obtained from the acquired images.
In order to tackle some of the issues with the aforementioned techniques, several types of active markers have been described in the literature. Such markers are composed of color or infrared light emitting diodes (LEDs), assuming that they will suffer less influence from ambient illumination conditions. 9,11,14 Marker identification, when available, is usually provided by recognition of temporal, cyclic blinking patterns. However, these approaches present some important drawbacks: they require a power source and embedded electronics; they can interfere with other sensors present in the environment; and marker identification requires multiple frames. Also, several of these frameworks do not provide full three-dimensional pose: Since their motion were devised to be limited to a known plane, the geometric arrangement and/or blinking patterns do not provide enough geometric constraints to estimate either the position or the orientation in the three-dimensional realm.
In contrast with many color fiducial frameworks -which ultimately aim to classify each pixel into a predefined set of expected colors -, ours use color to add an information axis orthogonal to luminance. Thus, each pixel carries two bits of data: whether it is dark or light, and whether it is colored or in the gray scale (i.e., saturated or not). Since the second bit is much harder to recover (because of image compression effects and Bayer filtering, among other sources of noise), we use only the first bit (luminance) to estimate the marker's pose and leave saturation to identification purposes alone. The benefits are twofold: (i) By using luminance to perform nothing but pose estimation, its accuracy is significantly better than current fiducial frameworks; and (ii) the saturation channel is left completely free to identification purposes, giving plenty room for higher distinguishability and identification reliability when compared to monochromatic approaches. 
Methodology
The design of our fiducial marker is depicted in Figure 1a . The marker is a checkerboard of dark (either black or blue) and light (either white or yellow) square cells. These colors were intentionally selected because they possess distinctive responses in both luminance and saturation:
• the luminance channel (Figure 1b ) displays the checkerboard in dark and light tints; and • the saturation channel (Figure 1c ) identifies the cells as either colored (highly saturated) or uncolored (unsaturated).
Channel separation can be carried out using several methods. We conducted some experiments which demonstrated that the most stable results were obtained by converting the image into the CIE L * a * b * color space and using the L * band as luminance and |b * | as saturation. a Images of an actual marker and of the corresponding channels can be seen in Figure 2 . If speed is a serious concern, a faster (but less stable) approach is to convert the chromatic bands of the image into the HSV color space and then use the V band as luminance and S as saturation.
The key advantage of the checkerboard pattern (luminance channel) is that its pose can be estimated with great accuracy. Pose estimation of a checkerboard is usually obtained by finding the inner corners (e.g. within the marker outer border). A 6 × 6 checkerboard has 25 of such features, thus providing plenty of information redundancy. Pose estimation is unaffected in presence of poor, noisy localization of a few corners (or even in if the system fails to recognize a few of them).
a The a * band cannot be used with the chosen color set, since values for blue and yellow colors and for shades of gray are very similar. Checkerboard identification and pose estimation is a well-studied subject and has been implemented in several freely-available libraries and toolboxes, such as Refs. 1 and 2. The saturation channel is composed of two parts:
• the orientation border (Figure 3b ), a fixed, 1-square wide border of the same size of the squares of checkerboard pattern; and • the identity kernel (Figure 3c ), a 4 × 4 squares pattern.
The orientation border pattern (alternating pairs of saturated and unsaturated cells) is the same for all fiducial markers. The pattern was designed with two propb In our implementation we have adopted the Vezhnevets' algorithm 15 , available in the OpenCV Library 1 , version 2.10, a morphological operation based approach that "has the advantage of being much more robust to noise and blur than a line based method would be". 13 However, our framework does not depend on any particular characteristic of the Vezhnevets' algorithm, so any suitable checkerboard detector can be used instead. Rufli et al. (Ref. 13) , for example, presents a technique particularly suited to blurred and heavily distorted input images. Fig. 4 : Interest points (a) plotted over a real image (image coordinate system) and (b) in the normalized coordinate system. The " " markers denote corners found by the checkerboard detector; The " " markers denote the center of sampling regions used for kernel cell color analysis; and the " " markers denote the center of sampling regions used for border cell color analysis. erties in mind:
(1) to provide a fast and stable way of overcoming the 180-degree orientation ambiguity of the checkerboard; and (2) since there are five cells of each color, it also provides a way of evaluating the distinctiveness of the information in both luminance and saturation channels. If the high/low levels or values of either luminance or saturation channels become hard to distinguish, then illumination conditions are regarded as poor and a warning can be issued to the user or application. Analysis of channel levels is detailed in Subsection 3.3.
The 4 × 4 identity kernel provides 16 bits of information, thus allowing for a theoretical limit of 2 16 = 65,536 distinct markers. To ease the color classification and to improve marker identification reliability, some constraints over the kernel pattern can be enforced in order to provide error detection and possibly error correction. Obviously, this comes at the expense of reducing the number of distinct markers. Such considerations will be further detailed in Subsection 3.4.
Checkerboard pose estimation
As described earlier, there are several widely used libraries to identify a checkerboard in a given image. In the scope of our framework, the relevance of the checkerboard detector is twofold: (i) to estimate the three-dimensional pose of the checkerboard relative to the camera, and (ii) to determine, in the image space, the coordinates of the pixels that will be sampled to provide information about luminance and saturation of each checkerboard cell. These so-called "interest points" are illustrated in Figure 4a and will be further discussed in the next subsection.
To facilitate achieving the second objective just described -the determination of the sampling pixel coordinates -, we estimate the homography between the normalized coordinate system, seen in Figure 4b , and the image space. This normalized coordinate system is defined such that the inner corners are mapped into coordinates composed of pairs of natural numbers (from (1, 1) to (5, 5) , in the case of a 6 × 6 checkerboard). Once this homography is estimated, the interest points lie on the homographic transformation of the coordinates seen in Figure 4b : all points from (0.5, 0.5) to (5.5, 5.5), which covers both the orientation border and the identity kernel.
Typically, the first step of checkerboard detector algorithms locates the inner corners of the checkerboard (i.e., points of high gradients at the confluence of four squares). Ideally, (w cb − 1) × (h cb − 1) corners are returned (Figure 5a ), where w cb and h cb are respectively the width and height of the checkerboard in cells. However, this step may fail in two ways:
(1) The corner detector misses one or more corners, so that the returned grid of inner corners is incomplete (false-negative errors, as seen in Figure 5b ). Some systems in the literature simply refuse to proceed when this happens, while others report to the caller routine that some inner corners are missing; (2) One or more spurious corners may be returned (false-positive errors, as seen in Figure 5c ). Since the maximum number of returned corners is fixed (at least in the OpenCV Library, version 2.10 1 ), this error always happens together with (at least) the same amount of false-negative errors.
Since our entire framework depends on the correct localization of inner corners, we designed a post-filtering algorithm for checkerboard pose detectors that performs robustly in face of the described errors. This algorithm is divided into two steps: The first step copes with missing corners (false-negative errors), and the second deals with spurious corners (false-positive errors).
Dealing with missing corners (false-negative errors)
The primordial question is to determine an one-to-one mapping between detected corners in the image and corners in the normalized coordinate system. If all inner corners were guaranteed to be detected without false-positive/negative errors (Figure 5a ), the following simple algorithm would give the expected results:
(1) Select the inner corners that comprise the convex hull (identified as c i in Figure 6a ), in clockwise order; (2) From these points, pick the four whose internal angles are minimum; (3) Map the four points to the coordinates (1, 1), (1, 5) , (5, 5 ) and (5, 1) in the normalized coordinate system and evaluate the corresponding homography.
While this may seem as a good approach, it will fail if at least one of the four extreme corners is not detected (Figure 6b , for instance). Moreover, coordinates of these corners corrupted by noise will also compromise homography estimation.
We designed a multi-hypotheses approach that takes all alternatives for a contour tetragon (based on the convex hull points) and evaluates which one best fits with the entire set of inner corners (i.e., including those that do not comprise the convex hull). The proposed algorithm is detailed below:
(1) From the convex hull, select the points whose respective internal angles are less than a given threshold τ φ . To speed up the process, it is worth noting that the cosine of the internal angle can be evaluated as follows:
Since the internal angle is always less or equal than 180
• , then the following holds:
which does not require the use of computationally-expensive trigonometric functions for comparison purposes. The threshold τ φ is the angle from which three points should be considered aligned and do not form a true vertex (e.g., c 3 c 4 c 5 in Figure 6b ). We fixed this threshold empirically at τ φ = 150
• . In the example shown in Figure 6b , only c 4 does not meet this criterion; (2) For each pair of consecutive points that meet the above criterion: These lines r i are called candidate lines (Figure 7a ). Only four of them actually compose the desired contour tetragon. The selection of the correct subset of candidate lines is explained next. (a) Evaluate the four points where these lines intersect; (b) Map these points to the extreme coordinates in the normalized coordinate system, i.e., {(1, 1), (1, 5), (5, 5), (5, 1)}, and recover the homography from the normalized to the image coordinate system; (c) Now, we want to evaluate how well this set of candidate lines corresponds to the detected inner corners:
i. Get all 25 points ranging from (1, 1) to (5, 5) in the normalized coordinate system and transform them to the image coordinate system (using the computed homography); ii. Map each one of these points to the nearest detected inner corner; iii. The sum of the squared distances between mapped points (which we call the fitness of the solution or ε fit ) is taken as the error measure for this selection of candidate lines.
(4) Finally, we select the solution for which the error measure is the smallest (Figure 7b) . Instead of using the homography evaluated in step (3)(b), we actually take the mapping evaluated in step (3)(c)(ii) and estimate the homography between all mapped points: by doing this, the final solution is much more robust to noise.
The proposed algorithm relies on the fact that the convex hull contains lines that form the contour tetragon. Therefore, it will not work in extreme degenerate cases where several of the inner corners are not detected. On the other hand, the algorithm is not probabilistic in nature (such as RANSAC 7 and other similar approaches that may not return the best available result). Also, it takes only milliseconds to run in a modern computer, fulfilling the time constraints of real-time applications.
Dealing with spurious detected corners (false-positive errors)
Although the algorithm proposed in the previous subsection performs well against false-negative errors, it fails when a spurious corner is detected outside the boundaries of the real inner corners region (see Figure 8a for an example). Even if all outliers fall within these boundaries (such as the outlier in the middle of a cell, seen in the same figure) -which does not affect the correct evaluation of the contour tetragon -, they still corrupt the final solution. This happens because Step (4) of the algorithm recovers the homography based on all points (see Figure 8b ).
To deal with false-positive errors, we take into account the fitness of the solution (ε fit , previously evaluated in Step (3)(c)(iii) of Subsection 3.1.1). One interesting property of this error measure is that its value increases to much larger values when false-positive errors happen than when compared with situations where no such errors happen. where outliers must be searched and ignored. In our experiments, this threshold was empirically set to τ ε fit = 50 px 2 . The filtering procedure is simple and is detailed in Algorithm 1: When a situation where ε fit > τ ε fit arises, we analyze the gain of the fitness if each one of the corners is ignored. If the best gain is at least twofold, then the corresponding corner is definitively ignored. This procedure can be repeated if the resulting fitness is still high. In our experiments, we empirically set the maximum number of repetitions to two, to avoid excessive computational costs. After all iterations, if ε fit > τ ε fit then the solution is considered to be very bad and the proposed filter does not output a solution.
Coordinates for color sampling
From the estimated homography and based on the intrinsic camera parameters, it is possible to recover the three-dimensional pose of the marker up to a 90n-degree ambiguity about the axis normal to the marker plane at the center of the checkerboard. Correct orientation can only be fully recovered after analyzing the colors of the orientation border pattern. The marker identity is encoded in the color pattern of the identity kernel.
Colors are inferred by sampling the luminance and saturation channels around the center of each cell (Figure 4a ). Since the homography from the normalized to the image coordinate system is now available, the coordinates for color sampling errors and raised to about 1,500 ∼ 3,000 px 2 when such errors arose.
Algorithm 1 Detection and removal of false-positive errors.
corners_ignored ← 0 while ε fit > τ ε fit and corners_ignored ≤ 2 do for each
return current_corner_set else return "No solution found." end if are trivially evaluated by transforming coordinates of the interest points from the normalized coordinate system (Figure 4b ) to the image coordinate system.
For each one of these coordinates in image space, we sample the color of the corresponding pixel plus its 4-neighborhood pixels. We use these sampled values to estimate the color of each cell. The full procedure will be explained next.
Color classification
Color classification of all pixels are performed in three steps:
(1) In the first step, only the border cells are analyzed to recover marker orientation (i.e., to overcome the 90n-degree ambiguity); (2) Next, an analysis is performed to check if there is a significant probability of color misclassification (which indicates poor illumination conditions and/or inadequate camera white balance); (3) Finally, the saturation levels of inner (kernel) cells to extract the unique marker identification are checked.
Let us call l r,c and s r,c , respectively, the luminance and saturation of the cell located in r-th row and c-th column of the checkerboard, assuming an arbitrary selection of the top-left cell. For each cell, our current implementation evaluates the average luminance and saturation levels of the pixel in the center of each cell and the corresponding 4-connected neighbors. More complex methods could be used to improve robustness over noise, but as it will be shown later, this simple approach provides good results. While the cell colors are not yet known, the orientation border has a clever property: When read in clockwise order (see Figure 1a ), cells present a cycle of "black, yellow, blue, white" colors. This means that the following groups of cells have approximately the same luminance, regardless of actual marker orientation:
and the same applies for saturation values. We evaluate the mean of each group's luminance. The two lower values correspond to darker (black and blue) colors and the remaining correspond to lighter (white and yellow) colors. Evaluation and comparison of the average value of saturation ultimately tags each cells with corresponding color, which eliminates the aforementioned orientation ambiguity. Figure 9 shows an example of color classification plotted in the color channels space. Statistical analysis of sampled values also gives the classification quality. For each color we evaluate the Gaussian distribution over sampled values of luminance (Figure 10a) . If the overlap between a dark and a light color is significant, then there is a large probability of color misclassification. This may be due to (i) overor under-exposed images, (ii) too much noise or (iii) the marker being exposed to a highly uneven illumination. The same applies to Gaussian distribution curves of saturations (Figure 10b ): in this case, curve overlaps may indicate poor white balance. 
Marker identification
Saturation values of identity kernel cells (s 2,2 to s 5,5 ) provide a total of 16 bits of information, thus allowing for 2 16 = 65,536 unique markers. We call this the unconstrained variant of our marker identification framework. The problem of this variant is that color misclassification of a single kernel cell will provide another valid identification: there is no way to check the validity of the acquired bit pattern or to identify and correct wrong bits.
There are several solutions to constrain the pattern in order to detect identification errors. Below we present three possible simple approaches: there are no specific constraints on the cell colors count. Instead, the pattern is regarded as a 16-bit sequence, where each bit represents a cell (1 iff the corresponding color is saturated). This pattern is coded using a Hamming (15, 11) coding with an additional odd parity bit. Since there are 11 data bits, this variant provides 2 11 = 2,048 distinct markers.
One advantage of the first and second variants is that a single misclassification (actually, any odd number of misclassifications) will output an invalid identification. however, they do not provide error correction. On the other hand, the SECDED variant can detect a single-or double-bit error in 100% of the cases and provides correction for any single-bit error. The odd parity bit guarantees that the completely saturated and completely unsaturated kernels (which may happen under complete saturation misclassification) are both invalid patterns. Table 1 gives the probability of generating a valid, but incorrect, identification for each variant in the presence of different number of misclassifications. The end user must select a variant as a balance between the quality of available imaging process and the need of large number of distinct markers. Also, we stress that these are not the only possible solutions: the end user can adopt any other identification schema if these variants are somehow inappropriate for a given scenario.
Scalability
Although we discuss in details the 6 × 6-sized marker, our methodology trivially scales to any N × N -sized marker, where N ≥ 4 and N is even. Under these constraints, the smaller possible marker has 4 × 4 cells, thus providing a 2 × 2 kernel with 16 distinct markers and no error detection/correction capabilities. This may be suitable in situations where a small marker is required and there is no need to place several markers in the scene.
On the opposite direction, lager markers provide room for much more distinct and/or highly redundant coding schemes. For instance, an 8 × 8-sized marker can have its identification directly encoded as a binary number with no error detection/correction (which gives 2 64 ≈ 1.84 × 10 19 distinct markers -probably too much for most practical purposes), or it can be encoded with the extended binary Golay code, thus providing room for 2 12 = 4,096 distinct markers with automatic correction of up to three wrong bits and error detection of four wrong bits. However, bigger markers are practical only if high-resolution cameras are available.
Strictly speaking, there is no need to adopt square-sized, even-sized marker patterns. Actually the framework can be generalized to any M × N -sized marker (with M, N ≥ 3 to provide room for kernel cells), but the proposed "black, yellow, blue, white" border pattern requires the number of border cells to be multiple of 4. A generalization algorithm for the border pattern is currently under development.
Experiments and results
Several experiments were conducted in order to compare the precision and robustness of our fiducial marker framework against the open-sourced ARToolKitPlus Test case  to the table  axis and table plane 60cm90d-run1, 60cm90d-run2 60 cm 90
• 90cm90d-run1, 90cm90d-run2 90 cm 90
• 140cm90d-run1, 140cm90d-run2 140 cm 90
• 90cm75d-run1, 90cm75d-run2 90 cm 75
• 90cm60d-run1, 90cm60d-run2 90 cm 60
• project 16 , which is an improvement of the very popular ARToolKit. 10 d The experimental setup consists of a small moving wheeled base constrained to move in a straight track pulled by a constant speed electric motor to travel at constant linear velocity (Figure 11 ). Both markers are square and equally sized at 120 mm on a side. For checkerboard detection we have used the OpenCV 2.10 library 1 with some modifications to detect small checkerboards.
For each test run, one of the markers is fixed on the wheeled base. A 640 × 480 PointGrey DragonFly CCD camera with f = 4 mm lens is fixed over the scene and captures the marker movement at 15 fps. The wheeled base is then reset to the original position, where markers are exchanged and a new set of images is obtained. Poses of the camera relative to the table are described in Table 2 . We ran each experiment twice (each run is tagged with suffix "-run1" or "-run2"). Each run captures approximately from 280 to 400 frames.
From each run we recover the complete three-dimensional pose of the marker under analysis: three-dimensional coordinates of the fiducial marker center and its orientation described by a quaternion. Since the wheeled base (hence the marker) is traveling in a straight line path, then we expect that (i) all three-dimensional marker coordinates must be collinear and (ii) the orientation must remain unchanged throughout the run. From these constraints we can extract two noise measurements:
(1) Linear errors: Given {p f }, the set of 3D positions of the marker recovered at each frame f , the line that best describes the path followed by the marker (in terms of quadratic distance minimization) is defined by the line that crosses p (the mean of all coordinates) and goes in the direction of the eigenvector correspondent to the maximum eigenvalue of the 3 × 3 matrix P · P ⊤ , where P is defined as:
The linear error of a point p f , called ε p f , is defined as the Euclidean distance between p f and the best fit line; (2) Angular errors: One of the advantages of using quaternions to represent threedimensional orientations is that it is easy to evaluate the rotation between two arbitrary quaternions q a and q b , i.e., to obtain a rotation axis v and an angle α (where 0 • ≤ α ≤ 180 • ) that describes the rotation that can be applied into the orientation q a to reach q b . Here we will adopt the notation α = ∡(q a , q b ) to denote the operation that evaluates the angle α (the rotation axis itself has no interest in this paper).
Given {q f }, the set of quaternions that represent the orientation of the marker recovered at each frame f , we define the best fit orientation as a quaternion q fit that minimizes the quadratic angular distance to all q f , or:
The angular error of an orientation q f , called ε q f , is simply defined as:
Both error measurements are always non-negative (zero under ideal circumstances).
For each test case we analyze two global error measurements: the Root Mean Square Error, RMSE, defined as 
Smaller values obtained for RMSE(·) and MAE(·) indicate better results. Also, RMSE is more sensitive to outliers than MAE. The results are presented in two stages: First we present and discuss a comprehensive comparison with ArToolKitPlus (Subsection 4.1); we then study the performance degradation under false-negative errors (Subsection 4.1).
Comparison between ArToolKitPlus and our framework
Statistical data comparing ArToolKitPlus against the proposed framework are presented in Figure 12 . Results show that, as far as robustness is concerned, our methodology outperforms ARTK+. First of all, it is worth noting that for all test cases where the camera is located below 1 m from the scene, the median of the linear error scores below 1 mm; on the other hand, ARTK+ only achieves this benchmark in the most favorable test cases, where the camera is located about 60 cm from the scene. In fact, in two test cases (90cm90d-run1 and 90cm75d-run1), the median lies above 10 mm -over one order of magnitude beyond our results. The pose performance gain is more discrete, but it is still easily noticeable. In general, the median of angular errors lies roughly between 0
• 40 ′ and 2
• , while ARTK+ only attained medians below 2
• in two test cases. Again, in some cases the improvement is tenfold. All these results clearly show that our framework performs consistently better than the widely-adopted alternative.
The RMSE and MAE measurements evaluated for the studied test cases are presented in Figures 13 and 14 . For all test cases, the improvement in pose estimation precision is prominent: Both RMSE and MAE values for our method are significantly smaller than for ARToolKitPlus, for both linear and angular measurements. Table 3 shows the marker recognition and miss rates, i.e., the percentage of the frames where a visible marker was actually recognized as having the correct identification. In this specific test, ARToolKitPlus performs slightly better than our method. This is due to the fact that the ARTK+ framework needs to recognize only 4 visual features (the square borders), while ours requires much more features (the checkerboard inner corners). However, the performance of our method is up to par with ARTK+'s: in all test cases, the recognition rate is at least almost 100%. Also, these results show a direct improvement over previously published results (see Ref. 4) . This is due the post-filtering algorithms proposed in Subsections 3. 
Performance of localization when the number of detected corners drops
In order to show our method's robustness against failures of the underlying checkerboard detector algorithm, it is important to analyze how the quality of the results degrade when false-negative errors occur. Since these type of errors are not common, the methodology for our analysis was based on artificially generated inner corner misses from test data, as explained below.
(1) First we fix the number of corner misses, m, that we would like to analyze (for example, m = 2 corners -that means that we want to capture only 23 corners of a 6 × 6-sized checkerboard); (2) For each frame of a test case, do:
(a) Run the checkerboard corner detector; (b) If the number of detected corners is smaller than 25 − m, then the frame is discarded (as it provides less corners than the set value of the analysis); (c) If the number of detected corners is larger than 25 − m, then randomly "forget" some corners until the remaining number equals 25 − m. By doing this, for the given example of m = 2, we always have 23 remaining corners in each frame.
(3) Now, use the remaining corners to run the remainder of the algorithm (grid regression, fitness analysis, etc.) and then run the described experiment routine (straight path regression and error deviation analysis).
We ran these experiments for all values of 0 ≤ m ≤ 10. This provides a wide and very pessimistic range, since for m = 10 we are actually running a test case where 40% of the corners are consistently missed -a situation that should seldom occur in real situations. Figure 15 shows the results of some selected test cases that represent the general behavior of our system. As it can be seen, the loss of precision is almost negligible until about 6 or 7 false-negative errors; from this point on, the performance degrades noticeably. Even so, this critical limit is actually comfortable: please notice that 6-7 missing corners represent about 25% of the total number of expected inner corners.
The robustness of our method is easily understood if we recall the algorithm used to recover the contour tetragon (refer to Figure 7a ). In fact, the algorithm only fails if one of the edges of the tetragon cannot be characterized by any of the candidate lines, which only occurs if at least 4 perimetric corners fail to be recognized. As explained before, false-negative errors inside the perimeter do not affect the recovery of the tetragon.
Conclusion and future work
We have presented a novel fiducial marker framework that provides full threedimensional pose estimation. When compared to current methods, our approach provides significantly better pose estimation accuracy, as evidenced by considerable performance gain of both RMSE and MAE error measurements. Detailed statistical analysis also show that our framework is much more precise than the class representative method used for comparison, and in some cases it has shown to be one order of magnitude more precise. Also, experimental results show that our method is robust to a significative percentage (about 25%) of false-negative errors during detection of checkerboard corners -a type of error that often happens with motion-blurred input images.
Color information is used to provide tens of thousands of distinct markers (as for the 6×6-sized markers), which is sufficient for most applications in several areas of interest. We also included identification variants embedded with redundant information in order to provide confident identification and optional error correction. On top of that, our framework is also robust in the sense that it detects poor illumination conditions, less-than-perfect white balance, poor geometric conditioning, and other ailments that would otherwise lead to invalid results.
Although our method is generally more precise than traditional alternatives, working with color imaging poses some drawbacks. Factors such as image/video compression and color aberration can impair the color classification step, thus compromising orientation resolution and marker estimation. Also, since our algorithm relies on the identification of several image features (compared to only 4 needed by square-border methods), it is expected that marker recognition rates are lower when compared to those of traditional techniques, specially when low-resolution cameras are used. In general, the tradeoff between pose accuracy and recognition rates must be carefully considered when selecting between our framework and other approaches.
Our current implementation has not been optimized and must be further developed before a careful evaluation on efficiency is performed. On the other hand, our experience in utilizing several systems suggests that a specialized checkerboard corners detector would work better with our framework. More specifically, a detector that accepts more than the expected number of inner corners (e.g., it returns more than 25 for a 6 × 6 marker) and is better tuned to admit some blurred corners. These properties are consistent with the robustness of our method and may contribute with the framework to achieve near 100% recognition rate under non-ideal circumstances. These challenges are current under investigation as part of ongoing research in swarm robotics and augmented reality. 
