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Sommaire 
L'operation d'un qubit supraconducteur dans un resonateur electromagnetique a ete 
proposee et realisee en 2004 par A. Blais, A. Wallraff et leurs collegues de l'universite de 
Yale. Depuis, beaucoup de progres ont ete faits avec ce type de systeme. En particulier, 
le qubit de charge, souvent utilise alors, a ete remplace par le transmon : un systeme 
beaucoup moins sensible au bruit de charge, mais avec un spectre plus lineaire que celui 
du qubit de charge. Ainsi, il faut souvent tenir compte de plusieurs niveaux pour bien 
caracteriser le transmon. De plus, des systemes constitues d'un resonateur et de deux 
qubits ont ete realises et des algorithmes quantiques ont ete effectues avec ces systemes. 
Ce travail a deux objectifs. Le premier objectif est de trouver un modele mathema-
tique simple pour representer revolution temporelle d'un nombre iV de transmons de 
M niveaux couples a un seul resonateur lors d'une mesure. Plus precisement, puisqu'en 
general, ce qui nous interesse est la dynamique des transmons et non la dynamique du 
resonateur, il est utile d'eliminer le resonateur de l'equation qui gouverne revolution du 
systeme et de tenir compte de son effet a travers un nombre fini de variables complexes 
suivant une evolution temporelle simple. Pour atteindre cet objectif, une transformation 
analogue a la transformation du polaron est appliquee au systeme. L'equation obtenue 
peut etre reduite dans plusieurs cas d'interets, et quelques un de ces cas sont presentes. 
Le deuxieme objectif de ce travail est d'utiliser ce modele reduit pour analyser la 
possibility d'effectuer une mesure de parite sur un systeme compose de deux transmons 
de deux niveaux couples a un resonateur. Ainsi, la mesure de parite est etudiee, et ses 
principales caracteristiques sont mises en evidence. Des simulations numeriques de la 
mesure de parite sont presentees, eonfirmant les caracteristiques discutees et montrant 
qu'il est possible d'obtenir un etat enchevetre a partir d'un etat separable d'une maniere 
deterministe seulement a l'aide de la mesure. 
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Introduction 
En 1982, Richard Feynman remarqua que le meilleur moyen de simuler un systeme 
physique se comportant selon les regies de la mecanique quantique serait a l'aide d'un 
ordinateur se comportant selon ces memes regies : un ordinateur quantique [1]. Quelques 
annees plus tard, en 1985, David Deutsch trouva un exemple simple suggerant qu'en 
effet, un ordinateur quantique pourrait etre plus efficace que n'importe quel ordinateur 
classique grace entre autres au parallelisme quantique [2]. Avec en parallele le developpe-
ment de la cryptographie quantique [3], le domaine de l'informatique quantique etait ne. 
A cette epoque, plusieurs travaux decrivant les caracteristiques avantageuses et uniques 
de l'informatique quantique furent realises, donnant naissance entre autres a l'encodage 
super dense [4] et a la teleportation quantique [5]. Cependant, ce n'est qu'au milieu des 
annees 1990 que le domaine de l'informatique quantique allait devenir ce qu'il est au-
jourd'hui. En 1994, Peter Shor decrivait un algorithme pour factoriser un nombre N 
sur un ordinateur quantique [6]. Cet algorithme prend de l'ordre de (log TV)3 operations 
alors que les algorithmes les plus rapides connus pour les ordinateurs classiques prennent 
de l'ordre de exp ((log N) ' (log log TV) ' j operations. Ce gain d'efncacite spectaculaire 
suscita beaucoup d'interet aupres de la communaute scientifique. L'annee suivante, deux 
articles decrivant respectivement un nouvel algorithme permettant a un ordinateur quan-
tique de rechercher plus rapidement que son analogue classique dans une base de donnees 
non ordonnee [7] et une methode permettant d'implementer 1'equivalent des codes cor-
recteurs d'erreurs sur un ordinateur quantique [8] etaient publies. 
II n'en fallait pas plus pour motiver les physiciens a commencer a travailler sur l'im-
plementation d'un ordinateur quantique. Dans les annees subsequentes, une myriade 
de moyens pour realiser un ordinateur quantique furent proposes, comme l'optique [9], 
les ions pieges [10], la resonance magnetique nucleaire (RMN) [11-13], les systemes de 
l'etat solide [14,15], les atomes froids [16], les sites d'azote vacants dans le diamant [17], 
l'interaction entre un atome et un resonateur optique (electrodynamique quantique en 
1 
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cavite) [18] et les systemes supraconducteurs [19]. C'est en utilisant ensemble les prin-
cipes de ces deux dernieres suggestions que le systeme qui sera l'objet de ce travail a ete 
cree. 
En 2004, le groupe de Yale proposa de placer un systeme supraconducteur jouant 
le role de bit quantique (qubit) dans un resonateur (aussi nomme cavite) supraconduc-
teur [20]. Ce dispositif etait un des premiers exemples d'electrodynamique quantique en 
circuit (EDQC). II presente plusieurs avantages en ce qui a trait a l'informatique quan-
tique. En disposant le qubit dans un resonateur, celui-ci est isole du bruit exterieur a 
toutes les frequences sauf aux frequences pres de la resonance de la cavite et aux fre-
quences presque nulles. De plus, le resonateur permet de lire et de controler le qubit 
facilement. Aussi, puisque le qubit supraconducteur et que le resonateur sont des circuits 
electriques, leur confection peut se faire a l'aide des techniques usuelles de fabrication de 
circuits. 
Plusieurs experiences utilisant le systeme decrit ci-dessus ont ete realisees. D'abord, 
en 2004, Wallraff et al. ont observe experimentalement un couplage fort entre un qubit 
supraconducteur et un photon unique [21]. lis ont aussi observe les oscillations de Rabi 
du qubit [22]. En 2007, Koch et al. ont ameliore le design du qubit pour le rendre presque 
insensible au bruit de charge [23]. Son equipe et lui ont nomme ce nouveau type de qubit 
transmon. Le transmon possede aussi un spectre plus lineaire que les qubits supraconduc-
teurs initiaux. II est done parfois necessaire de considerer le transmon comme un systeme 
a M niveaux plutot que comme un systeme a deux niveaux pour bien le decrire. Tou-
jours en 2007, Schuster et al. observaient experimentalement le decalage de la frequence 
du qubit dependant du nombre de photons dans la cavite [24] tandis que Majer et al. se 
servaient du resonateur pour coupler deux qubits (bus quantique) [25]. La meme annee, 
Houck et al. reussissaient a generer un signal sortant du resonateur d'un seul photon sur 
demande [26]. Plus recemment, Hofheinz et al. ont reussi a creer un etat quantique arbi-
trage dans le resonateur [27] tandis que Dicarlo et al. ont realise les premiers algorithmes 
quantiques utilisant ce systeme [28]. 
L'interet des experiences mentionnees ci-dessus n'est pas exclusif a l'informatique 
quantique. Ces experiences sondent la mecanique quantique fondamentale a grande echelle 
et elles ont un lien direct avec des experiences d'optique quantique [26]. D'ailleurs, une ex-
perience recente du domaine a meme teste les inegalites de Bell en fermant l'echappatoire 
de la mesure [29]. 
Le systeme etudie dans ce memoire est compose de N transmons de M niveaux a 
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l'interieur d'un resonateur. Le cas ou deux transmons (N = 2) se comportant comme 
des qubits (M — 2) sont a l'interieur d'une cavite sera etudie plus particulierement. II 
sera montre que dans un tel systeme, il est possible de faire une mesure de parite des 
qubits. Ce type de mesure est essentiel pour realiser certains codes correcteurs d'erreurs 
quantiques [8]. De plus, il sera montre que cette mesure peut servir a enchevetrer les 
qubits du systeme d'une maniere deterministe. 
Dans le premier chapitre, les dispositifs de base associes au systeme etudie seront 
presentes. II s'agit de la boite de Cooper, du transmon, de la cavite electromagnetique et 
du resonateur electromagnetique supraconducteur. Dans le deuxieme chapitre, le modele 
theorique derriere le systeme etudie sera decrit. L'approche utilisee pour ecrire les etats 
sera presentee avant de decrire le hamiltonien et Pequation maitresse qui dictent revo-
lution du systeme sans et avec de la dissipation respectivement. Par la suite, l'approche 
des trajectoires quantiques pour simuler la mesure sera decrite. Cette approche permettra 
de presenter conceptuellement et mathematiquement la mesure homodyne dans la sous-
section suivante. Ensuite, la transformation du polaron sera decrite et appliquee' aux 
equations decrivant le systeme etudie. Le cas general et certains cas precis seront etudies. 
Enfin, les methodes utilisees pour faire les simulations numeriques dans les chapitres sui-
vants seront exposees. Dans le troisieme chapitre, la mesure de parite sera expliquee dans 
le cas ou N = M = 2. Des simulations numeriques viendront corroborer les equations 
analytiques et montreront que la mesure de parite peut produire deux etats enchevetres 
d'une maniere deterministe lorsque l'etat initial est choisi correctement. 
Certains complements theoriques seront presentes en annexe. Ainsi, l'annexe A decrit 
comment obtenir le Hamiltonien dans le regime dispersif, l'annexe B decrit comment 
obtenir l'equation maitresse dans ce meme regime, l'annexe C montre comment appliquer 
la transformation du polaron sur le systeme etudie et l'annexe D introduit les taux 
importants dans le regime stationnaire de la mesure de parite. 
Chapitre 1 
Presentation des systemes physiques de 
base 
Dans ce chapitre, les dispositifs a la base de l'electrodynamique quantique en cir-
cuit seront presentes de maniere qualitative. Ce sont la boite de Cooper, le transmon, 
la cavite electromagnetique et le resonateur coplanaire supraconducteur. L'accent sera 
mis sur les avantages du transmon face a la boite de Cooper et sur les avantages de 
l'electrodynamique quantique en circuit face a sa version en cavite. 
1.1 La boite de Cooper 
La realisation d'un qubit a l'aide de circuits electriques necessite un element non li-
neaire (c'est-a-dire un element qui permet d'obtenir un spectre anharmonique) et non 
dissipatif. II est important qu'un qubit ait un spectre anharmonique puisque c'est ce 
qui permet de considerer seulement deux de ses niveaux d'energie et de negliger l'exis-
tence des autres. Les jonctions Josephson sont les seuls elements de circuit satisfaisant 
les deux conditions enoncees ci-dessus simultanement. En effet, lorsqu'elles sont utilisees 
a de faibles temperatures, ces jonctions se comportent comme de pures inductances non 
lineaires. Un des circuits les plus simples pouvant realiser un qubit est la boite de Co-
oper [19]. Ce circuit est illustre a la figure 1.1a). La region entre la capacite de grille 
Cg et la jonction Josephson de ce circuit est designee comme Vile du circuit. La ref. [19] 
montre que le hamiltonien de ce circuit prend la forme 
H = Ec(N-Ng)2-EjCos9, (1.1) 
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FIGURE 1.1 - a) Circuit de la boite de Cooper b) Energie de la boite de Cooper en 
fonction de Ng pour Ej/Ec = 0.1. L'anharmonicite du spectre de la boite de Cooper est 
importante. 
ou Ec — (2e)2/(2(Cj + Cg)) est l'energie de charge de File et ou Ej et Cj sont respec-
tivement l'energie et la capacite de la jonctions Josephson. N represente le nombre de 
paires de Cooper sur Pile par rapport a Parriere-plan ionique positif. Ng = CgVg/(2e) est 
la charge de grille, c'est-a-dire la charge de polarisation induite sur Pile par la source de 
tension Vg. Celle-ci va faciliter, ou entraver, Peffet tunnel des paires. Finalement, 0 est 
la difference de phase entre les deux supraconducteurs formant la jonction. Lors de la 
quantification, N et 9 deviennent des operateurs respectant la relation de commutation 
[6, N] = i [19]. 
Le hamiltonien de la boite de Cooper possede une solution analytique en terme des 
fonctions de Mathieu [19]. Ainsi, la boite de Cooper est a la physique des circuits quan-
tiques ce que Patome d'hydrogene est a la physique atomique. Deux variables du hamilto-
nien de la boite de Cooper peuvent etre controlees en temps reel en laboratoire : Ng, qui 
est controlee par la difference de potentiel Vg, et Ej, qui est controlee dans des circuits ou 
la jonction Josephson est remplacee par un SQUID et ou un flux est applique a travers 
ce SQUID [19]. La figure 1.1b) illustre l'energie de la boite de Cooper en fonction de Ng 
pour Ej/Ec = 0.1. Ce ratio entre l'energie Josephson et l'energie de charge est typique 
pour la boite de Cooper. 
La figure Lib) montre que, pres de Ng = (2z + l ) /2 , avec z G Z, la difference entre 
les deux premiers niveaux d'energie est beaucoup plus petite que la difference entre le 
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deuxieme et le troisieme niveau d'energie. Autrement dit, a ces points, l'anharmonicite 
du spectre du systeme est importante. Ainsi, pres de ce point, il est realiste de decrire 
la boite de Cooper en se limitant a ses deux premiers niveaux. Ainsi, en projetant le 
hamiltonien (1.1) dans un sous-espace a deux charges, la ref. [19] obtient 
Hq = —Ez (az + Xcontroi<7x), (1-2) 
ou, dans la limite Ej/Ec < 1, Ez = Ej/2 et Xmntrol = -2{EC/Ej) (Ng - 1/2). oz et ax 
sont les operateurs de Pauli. Le terme proportionnel a az represente l'energie du qubit. 
En effet, comme il est explique ci-dessous, le terme proportionnel a ax sera choisi comme 
nul sauf lors du controle de l'etat du qubit. L'energie du qubit peut etre changee avec le 
flux magnetique applique qui a son tour changera Ej. Le terme proportionnel a ax cause 
une rotation de l'etat du systeme sur la sphere de Bloch autour de l'axe des x. Ainsi, 
puisque ce terme varie comme Xcontroi qui varie lui-meme comme Ng, c'est la variable Ng 
qui sera la plus utilisee pour manipuler l'etat du systeme. C'est pour cette raison et parce 
que Ng represente une charge effective que ce qubit est souvent nomme qubit de charge. 
En pratique, Arg = n^ + nga est controlee par une difference de potentiel Vg = vi* + vga, 
ou cc est pour courant continu et ca est pour courant alternatif. La variable nga sera 
modifiee pour controler le systeme et n ^ = 1/2. Ainsi, lorsque le controle du qubit n'est 
pas souhaite, Ng — 1/2. Ce regime de parametres se nomme le sweet-spot puisque lorsque 
Ng — 1/2, le systeme est insensible au bruit de charge (c'est-a-dire le bruit sur Ng) au 
premier ordre [19]. 
Le bruit peut avoir deux effets nefastes sur un qubit. Premierement, il peut le faire 
relaxer, c'est-a-dire faire passer le qubit de son etat excite (|e)) a son etat fondamental 
(\g)). T\ peut etre vu comme le temps apres lequel la probabilite que le qubit ait relaxe est 
importante. Le deuxieme effet nefaste du bruit est la decoherence, c'est-a-dire la perte 
des coherences de la matrice densite du qubit. Par exemple, soit un qubit dans l'etat 
(|e) + |g)) / \ / 2 . Sa matrice densite sera 
A = f 1 / 2 1 / 2 V d.3) 
^ 1/2 1/2 y 
Apres avoir subi une decoherence complete, la matrice densite representant le systeme 
sera 
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Autrement dit, la decoherence fait passer une superposition d'etats a un etat mixte. T2 
peut etre vu comme le temps apres lequel la probabilite que la matriee densite du qubit 
ait perdu ses coherences est importante. 
Malgre l'utilisation du sweet-spot, le bruit de charge limite tout de meme le temps 
de coherence T2 des qubits de charge a 500 ns ou moins [22] dans les circuits optimaux 
(resonateurs coplanaires). En tenant compte de la duree typique des operations sur ce 
type qubit (~ 10 ns [22]), ce temps de coherence semble insufEsant pour construire un 
ordinateur quantique. 
1.2 Le t ransmon 
L'augmentation du ratio Ej/Ec diminue la sensibilite au bruit de charge de la boite 
de Cooper et son anharmonicite. La sensibilite au bruit de charge diminue d'une maniere 
exponentielle tandis que l'anharmonicite diminue d'une maniere polynomiale avec une 
augmentation du ratio Ej/Ec [23]. Ainsi, l'augmentation du ratio Ej/Ec permet d'ob-
tenir un dispositif pratiquement insensible au bruit de charge, mais qui garde tout de 
meme une anharmonicite assez importante pour etre utilise comme un qubit. Malgre ce 
fait, il peut parfois etre necessaire de tenir compte des niveaux d'energie superieurs [28]. 
La valeur optimale du ratio entre l'energie Josephson et l'energie de charge se situe au-
tour de Ej/Ec ~ 50 [23]. Pour obtenir un ratio Ej/Ec si eleve, une capacite est placee 
en parallele avec la jonction Josephson. Ce nouveau dispositif , le transmon, est illustre a 
la figure 1.2a). Le hamiltonien du transmon est le meme que celui de la boite de Cooper : 
seul le ratio Ej/Ec est change [23]. 
La figure 1.2b) illustre l'energie du transmon en fonction de Ng. Comme annonce, 
l'energie est pratiquement constante en fonction de Ng (ce qui rend le transmon insensible 
au bruit de charge) et une faible anharmonicite est tout de meme conservee. L'insensibilite 
du transmon au bruit de charge a ete montree experimentalement. Une de ces experiences 
rapporte un temps de relaxation de Ti « 1.57/xs et un temps de coherence de T2 « 2.94/xs 
pour un transmon dans un circuit optimal (resonateur electromagnetique) [30]. II s'agit 
d'une amelioration d'environ un facteur six face a la boite de Cooper. Le temps necessaire 
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FIGURE 1.2 - a) Circuit du transition b) Energie du transmon en fonction de Ng pour 
Ej/Ec = 50. EQ\ represente la difference d'energie entre le premier et le deuxieme niveau 
d'energie. L'anharmonicite du spectre du transmon est faible. 
pour effectuer une operation sur le transmon etant de l'ordre de top = 5ns1 [31], le nombre 
d'operation pouvant etre faites sur le transmon avant qu'il ne relaxe est de l'ordre de 
tjTx ~ 102. 
Le temps de coherence T2 peut s'ecrire [19] 
1 1 J_ 
2i\ + iy 
(1.5) 
oii T^ est le temps de dephasage pur. L'experience de la ref. [30] rapportant les T\ et T2 
experimentaux montre que T^ est tres grand (> 35/xs) et que le temps de coherence du 
transmon est limite par sa relaxation (T2 w 2T\). La relaxation du transmon est majo-
ritairement causee par l'effet Purcell [23], qui decoule du fait que le transmon est place 
dans un resonateur electromagnetique. Cet effet sera explique dans la section suivante. 
1.3 Electrodynamique quantique en cavite 
Tel qu'illustre a la figure 1.3, l'electrodynamique quantique en cavite etudie Pinter-
action entre un atome et le champ electromagnetique dans une cavite formee de deux 
miroirs. En ne considerant que deux niveaux d'energie de l'atome, avec une separation en 
1Dans le cas du transmon, ce temps est limite par l'anharmonicite du qubit, tandis que dans le cas 
de la boite de Cooper, ce temps est limite par d'autres facteurs techniques du circuit. 
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FIGURE 1.3 - Representation schematique d'une cavite electromagnetique couplee a un 
systeme a deux niveaux. Figure tiree de la ref. [20]. 
energie hua, et eri considerant qu'un seul mode de la cavite est important, le hamiltonien 
de ce systeme prend la forme [32] 
H = tkoTa)a + -ir^z + hg(a)a_ + aa+), (1.6) 
ou UJT est la frequence de resonance du mode du champ electromagnetique et g la constante 
de couplage entre ce mode et l'atome. Le mode electromagnetique a un taux de relaxation 
de K = u>r/Q, avec Q le facteur de qualite de la cavite, tandis que l'atome a un taux de 
relaxation 7 = 1/Tj. Lorsque la frequence de l'atome est tres pres de celle de la cavite 
(wn ~ u>r), un quanta d'6nergie peut etre transfere de fagon resonante de l'atome 4 la 
cavite. Ce quanta d'energie peut ensuite etre perdu par la cavite via sa relaxation a un 
taux K. II s'agit de l'effet Purcell. Pour cette raison, lorsque le cavite et l'atome sont pres 
de la resonance, le taux de relaxation significatif est la somme des taux de relaxation 
individuels de la cavite et de l'atome, (K + J)/2. Lorsque \ua — ur\ » g, le couplage entre 
la cavite et l'atome devient purement virtuel. Ainsi, dans ce cas, l'effet Purcell devient 
moins important [33]. 
Puisque l'atome est couple au mode du champ electromagnetique, le controle d'une 
de ces deux quantites permet de eontroler l'autre. Par exemple, en controlant le champ 
electromagnetique qui se trouve dans la cavite (ce qui peut se faire a l'aide d'un laser), 
il est possible de eontroler l'atome [32]. II est aussi possible de mesurer Petat du mode 
electromagnetique de la cavite a laquelle l'atome se couple en mesurant Petat d'un atome 
qui est passe a travers cette cavite et qui a interagi avec celle-ci pendant un temps r 
suffisamment long [32]. 
Chapitre 1 : Presentation des systemes physiques de base 10 
C'est dans ces faits que reside une grande partie de Pinteret de Pelectrodynamique 
quantique en cavite pour Pinformatique quantique. En effet, celle-ci propose un moyen 
simple de controler et de mesurer un qubit (l'atome) a travers le champ electromagne-
tique. De plus, la cavite agit comme un nitre face au qubit. Ainsi, seulement le bruit 
pres de la frequence de resonance uir de la cavite affectera l'atome. Cependant, il n'y a 
pas que des avantages a ce systeme. Par exemple, les atomes traversent la cavite. Ainsi, 
ils n'interagissent avec celle-ci que pendant un temps r . De plus, le couplage g entre la 
cavite et l'atome n'est generalement pas beaucoup plus grand que 1/r ou que des taux de 
relaxation combines de la cavite et de l'atome (« + j)/2 [20]. Aussi, certains parametres 
du systeme, comme la frequence de transition de l'atome ua, sont intrinseques. De ce fait, 
ils ne peuvent pas etre controles. 
1.4 Electrodynamique quantique en circuit 
La physique decrite a la section precedente peut etre realisee a l'aide de circuits elec-
triques. Par exemple, il est possible de coupler electriquement un qubit supraconducteur 
a un mode d'un resonateur coplanaire supraconducteur. Ce systeme est illustre schema-
tiquement a la figure 1.4. Dans ce systeme, le resonateur joue le role de la cavite tandis 
que le qubit supraconducteur joue le role de l'atome. Comme l'atome, qui pouvait etre 
controle via l'application d'un laser a travers un des miroirs de la cavite, le qubit peut 
etre controle via l'application d'une difference de potentiel a travers le port d'entree du 
resonateur (voir figure 1.4). Dans le meme ordre d'idee, la mesure du qubit a Pinterieur 
du resonateur peut etre effectuee en amplifiant et en observant la tension transmise au 
port de sortie (voir figure 1.4) ou la tension reflecfiie au port d'entree. Le hamiltonien de 
ce systeme prend la forme deja introduite a P equation (1.6) [20]. Ce hamiltonien n'est pas 
valide lorsqu'il faut tenir compte des niveaux superieurs du transmon. Un autre hamil-
tonien correspondant a cette situation sera presente dans le chapitre suivant. L'analogie 
entre ce systeme et Pelectrodynamique quantique en cavite est telle que j'utiliserai parfois 
les termes atome et cavite pour designer respectivement le qubit et le resonateur. 
L'electrodynamique quantique en circuit presente plusieurs avantages par rapport a 
Pelectrodynamique quantique en cavite. D'abord, le transmon est fixe dans le resonateur, 
contrairement aux atomes qui ne font que passer un temps r dans la cavite. Ceci permet 
au transmon et au resonateur d'interagir pendant un temps arbitraire. De plus, puisque 
ce circuit possede un design bidimensionnel, Penergie du point zero est distribute sur un 
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FIGURE 1.4 - Representation schematique d'un resonateur electromagnetique (en bleu) 
a l'interieur duquel se trouve un transmon (en vert). Figure tiree de la ref. [34]. 
tres petit volume effectif en comparaison aux cavites tridimensionnelles. En consequence, 
le champ electromagnetique va se coupler tres fortement au transmon [20]. Ceci permet 
d'atteindre le regime du couplage tres fort (g » K + 7). Un autre avantage de taille est 
le fait de pouvoir choisir tous les parametres du circuit. En effet, comme dans le cas de 
la cavite, la frequence du resonateur wr, son taux de relaxation K et le couplage g entre 
le champ electromagnetique et le transmon peuvent etre choisis lors de la conception 
du dispositif. Cependant, dans le cas de l'electrodynamique quantique en circuit, il est 
possible de controler la frequence de transition du transmon u>a non seulement lors de la 
fabrication, mais aussi lors de l'operation du circuit (voir section 1.2). Ceci permet de 
controler le couplage effectif entre le transmon et le champ electromagnetique g/(oja — u>r) 
lors de l'operation du circuit. 
En resume, un resonateur electromagnetique supraconducteur a l'interieur duquel se 
trouve un qubit supraconducteur permet d'etudier, grace a toutes ses differences avec son 
analogue optique, de la physique qui est qualitativement et quantitativement differente 
de ce qui peut etre fait en cavite. Ainsi, en plus d'etre un systeme avantageux pour 
l'mformatique quantique [28], ce dispositif permet d'en apprendre plus sur la mecanique 
et l'optique quantique. 
Chapitre 2 
Modele theorique 
Dans ce chapitre, le modele theorique utilise pour decrire le systeme etudie dans 
ce memoire sera presente. Dans la premiere section, une fagon compacte d'ecrire les 
etats de ce systeme sera exposee. Par la suite, revolution du systeme sera decrite, avec 
et sans la dissipation. Les concepts de trajectoire quantique et de mesure homodyne 
seront ensuite introduits. Dans la section suivante, la transformation du polaron sera 
appliquee a notre systeme pour reduire les equations obtenues. Des approximations et 
des cas importants seront analyses. Puisque les equations etudiees n'admettent pas de 
solution analytique exacte, des methodes numeriques seront utilisees pour les resoudre. 
La methode utilisee pour effectuer ces simulations numeriques sera exposee. En fin de 
chapitre, les erreurs faites en utilisant les approximations menant aux equations reduites 
seront evaluees numeriquement. 
2.1 Ecriture des etats du systeme 
Considerons un systeme de N transmons sans interaction possedant chacun M ni-
veaux. L'etat du transmon i du systeme peut s'ecrire comme \qi) avec qi un entier de 0 
a M — 1. Consequemment, un etat des A^  transmons peut s'ecrire 
W) = ki> ® |?2> ® ••• ® \qN-i) ® \qN). (2.1) 
Cette maniere d'ecrire un etat propre du systeme est precise et intuitive, mais elle n'est 
pas compacte. Pour remedier a cette situation, un etat du systeme peut etre ecrit sans 
ambigu'ite en utilisant un seul nombre a, 
12 
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N-l 
a = YjqlMi. (2.2) 
»=o 
Par exemple, l'etat de trois transmons ayant chacun deux niveaux peut s'ecrire comme 
|<r) avec o prenant les valeurs allant de 0 a 7. En utilisant cette notation, l'etat general 
d'un systeme de N transmons de M niveaux peut s'ecrire comme 
MN-l 
w = Yl c»- (2-3) 
<7=0 
II est finalement utile d'introduire trois types de projecteur : 
Ua = \*){a\, (2.4) 
n i + = (|gi) ® \q2) ® ... ® \qj +1) ® ... ® kjv-i) ® |gjv» H , (2.5) 
n j - = ( n j + ) t , (2.6) 
ou Il^+ ajoute un quantum d'energie au transmon j qui etait initialement dans l'etat 
\a). Dans le meme ordre d'idees, Il£~ enleve un quantum d'energie au transmon j pour 
l'amener dans l'etat |<r). 
2.2 Evolution du systeme 
Considerons maintenant un systeme de N transmons couples a une cavite electroma-
gnetique. Chaque transmon possede M niveaux. Le but est d'etudier la mesure des N 
transmons a travers le resonateur. Le hamiltonien du systeme est obtenu en generalisant 
le hamiltonien pour un seul qubit dans un resonateur de l'equation (1.6) [23] : 
JV-1M-1 /N-lM-l \ 
H = Y2 Yl hujii\i)j(i\ + hujra)a+ I ^ ^ fi9ij\i)j{i + l l ^ + c.h. +h(£(t)at + c.h.) . 
j=0 i=0 \ j=0 i=0 ) 
(2.7) 
Dans ce hamiltonien, hwij est l'energie du niveau i du transmon j , ojr la frequence de 
resonance du resonateur, %y l'energie de couplage entre le resonateur et la transition 
i -H- (?' + 1) du transmon j et |a)j(6| agit sur le transmon j . Finalement, le dernier terme 
represente une excitation d'amplitude complexe £(£) sur le port d'entree ou de sortie du 
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resonateur [32]. L'amplitude complexe peut s'ecrire comme 
S(t) = em(t) + e&), (2.8) 
ou em(t) correspond a l'excitation de mesure des transmons et oil ec(i) correspond a 
l'excitation de controle. En pratique, la frequence caracteristique de em(t) sera pres de 
celle du resonateur tandis que la frequence caracteristique de ec(t) sera pres de la frequence 
de la transition du transmon dont le controle est souhaite. 
Dans le cadre de l'informatique quantique, il faut que le qubit soit bien isole de 
son environnement lorsqu'il n'est pas controle. Consequemment, pendant ce temps, les 
echanges d'energie entre le transmon et le resonateur ne sont pas souhaites. Dans ce cas, 
il est utile de se placer dans un regime de parametres ou le couplage entre le resonateur 
et le transmon est purement virtuel. Soit Ay la difference de frequence entre la transition 
i «->• (i + 1) du transmon j et le resonateur : Ay = (uJi+ij — Wy) — ojr. La couplage effectif 
entre la transition i -H- (i + 1) du transmon j et le resonateur peut s'ecrire Ay = gy/Ay. 
Si |A^ | <C 1 pour tout i,j, il est Justine d'inclure ce couplage comme une perturbation. 
Ceci peut se faire en appliquant une transformation, dite transformation dispersive, sur 
le hamiltonien. Tel que montre a 1'annexe A, dans cette situation, le hamiltonien (2.7) 
est remplace par le hamiltonien effectif suivant : 
HD =h f ujr + Y^ X*H-a I a fa + ^ ^ U * + Yl hXw {ecit)Wa+ + c.h.) 
\ a / <7 aj /"2 g\ 
+ Y, hJ^mi ( n i + n ^ + c.h.) + h {em(t)a) + c.h.) . 
a 
Ici, Xa est le deplacement de la frequence de resonance de la cavite du aux transmons. 
En recrivant le hamiltonien, ce terme peut aussi apparaitre comme le decalage de Stark 
puisqu'il modifie l'energie des transmons en fonction du nombre de photons dans le 
resonateur. Le deplacement de la frequence de resonance de la cavite Xa depend de 
l'etat des transmons : il y a done un couplage entre les transmons et la cavite. Ce type de 
couplage peut etre utilise pour effectuer une mesure quantique non destructive (QND) [32] 
de l'etat des transmons. ftwa est l'energie des transmons dans l'etat \a). Cette energie 
est decalee par rapport a l'energie des transmons dans le hamiltonien non dispersif. Ce 
decalage est du au resonateur : e'est le decalage de Lamb. Le troisieme terme represente 
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les transitions entre les etats des transmons induites par l'excitation tc(t). Le quatrieme 
terme represente le processus d'interaction virtuelle, via la cavite, entre chaque paire de 
transmons. Ce processus permet un echange de quanta entre deux transmons [25]. II se 
deroule a un taux Jqjjqii- Finalement, le dernier terme represente l'excitation d'amplitude 
em(t) servant a la mesure. 
2.3 Equation maitresse 
L'evolution d'un systeme quantique isole est gouvernee par l'equation de Schodinger. 
Afin de decrire revolution des systemes realistes^en contacte avec leur environnement, 
c'est-a-dire des systemes presentant de la dissipation, l'approche de l'equation maitresse 
est utilisee [32]. Cette approche considere que le systeme d'interet est en interaction avec 
un bain d'oscillateurs harmoniques. Dans le cas du systeme traite ci-dessus, il est utile 
de supposer que la temperature de ce bain est T —> 0. Cette approximation est realiste 
puisque les experiences sont realisees a T ~ 20 mK tandis que les energies caracteristiques 
du systeme sont de l'ordre de 0.5 K. En raison du tres grand nombre de modes de ce 
bain, lorsque de l'information passe du systeme au bain, cette information est perdue de 
fagon irreversible du point de vue du systeme. Une description ne prenant pas en compte 
le bain ne peut etre qu'incomplete et requerra l'usage de la matrice densite plutot que 
du vecteur d'etat. L'equation maitresse est l'equation qui dicte revolution temporelle de 
cette matrice densite. Une generalisation des resultats presentes dans la ref. [32] permet 
d'obtenir l'equation maitresse de notre systeme : 
N-lM-l N-l 
P = -l- [H, p]+KD H p+J2 E ^ D uw+1|] p + E T D 
3=0 t=0 j=0 
' M - l 
^2mj\i)j(i 
t = 0 
= Cp. 
(2.10) 
Le premier terme represente l'evolution unitaire du systeme (l'equation de Schrodinger), 
tandis que les autres termes correspondent a la dissipation. Le superoperateur D [x] p 
prend la forme D [x] p — xpx^ — {x^x, p}/2, ou les crochets representent un anticommuta-
teur. Cette forme preserve la positivite et la trace de la matrice densite. Ce superoperateur 
est appele dissipateur. Ainsi, le deuxieme terme represente la dissipation de la cavite a un 
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taux re, le troisieme la relaxation des transmons a un taux 7^ et le dernier le dephasage 
des transmons a un taux 7,^/2. Le terme representant la relaxation des transmons est 
obtenu directement en utilisant le resultat de la ref. [35] concernant l'equation maitresse 
dans la representation d'Heisenberg et en utilisant l'approximation seculaire [36]. Puisque 
seul le couplage entre les niveaux voisins d'un transmon est important [23], seulement 
la relaxation entre ces niveaux est consideree. Le dernier terme de l'equation maitresse 
est obtenu en generalisant le resultat de la section 2.2.4 de la ref. [37] concernant le 
dephasage. Les facteurs %• sont des constantes phenomenologiques qui fixent l'intensite 
relative du dephasage entre les niveaux. 
L'equation maitresse dans le regime dispersif est obtenue a l'annexe B. Elle s'ecrit 
PD = -T [HD,PD] + KD [a] pD + y^7 i jD Ens~* qp PD 





Le nouveau terme dans cette equation (le dernier) decrit l'effet Purcell [26,38.39]. Cet 
effet represente la modification du taux de relaxation des transmons par le resonateur. 
Cet effet peut s'expliquer par un processus virtuel d'echange de quanta d'energie entre un 
transmon et la cavite, suivi de la perte du quantum d'energie par la cavite. L'amplitude 
des echanges de quanta d'energie entre un transmon et la cavite est de l'ordre de A?-. Le 
taux de dissipation de la cavite etant re, l'amplitude de l'effet Purcell devrait done etre 
de l'ordre de reA^-, le resultat trouve a l'equation (2.11). 
2.4 Approche des trajectoires quantiques 
2.4.1 Mesures ponctuelles et continues 
Interessons nous a la mesure d'un observable R au temps T sur un systeme prepare 
dans l'etat p(T). Grace au theoreme de decomposition spectrale, l'observable R peut 
s ecrire comme 
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*-=2>H>wi> (2-12) 
ou les projecteurs |r?)(r;-[ respectent la relation de fermeture 
La somme sur j tient compte de la degenerescence possible d'une valeur propre r{. Selon 
le postulat de projection, si le resultat de la mesure est r» = r, immediatement apres la 
mesure, l'etat du systeme peut s'ecrire [40] 
P(T + dt\r)= * M r ) M ? 1 . (2.14) 
Tr Mhirp{T) 
ou 
Mr = J2\rj)(rj\- (2.15) 
3 
La matrice densite p(T + dt\r) a comme signification « matrice densite au temps T + dt 
conditionnellement a l'obtention du resultat de mesure r ». C'est un etat conditionnel 
du systeme. En effet, en general, le resultat de la mesure de R sera probabiliste et l'etat 
du systeme p(T + dt\r) ci-dessus sera obtenu si et seulement si le resultat de la mesure 
est r. Ainsi, le systeme, pour t <T, suit une evolution continue dictee par l'equation de 
Schrodinger, mais lorsque T = t, il y a une discontinuity dans revolution du systeme. 
Cette discontinuite est due a la reduction du paquet d'ondes causee par la mesure. Cette 
mesure est effectuee a un moment precis dans le temps : il s'agit done d'une mesure 
ponctuelle. 
Ann d'introduire la mesure continue, supposons maintenant un atome a deux niveaux 
d'energie initialement dans son etat excite. On supposera egalement que cet atome est 
completement entoure de detecteurs de photons. Ces detecteurs sont assez loin de l'atome 
pour ne pas interagir avec celui-ci. A un certain moment, l'atome relaxe en emettant un 
photon qui sera detecte au temps T par un des detecteurs. Cette mesure est une mesure 
continue. En effet, tant que les detecteurs n'ont pas regu le photon, nous savons que 
l'atome est dans son etat excite. Par contre, des que le photon est detecte, nous savons 
que l'atome est maintenant dans son etat fondamental. II est important de realiser que 
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la matrice densite de l'atome ne represente pas l'etat du systeme a proprement dit. Elle 
represente notre meilleure description de l'etat du systeme. En negligeant le temps que le 
photon a pris pour se rendre aux detecteurs, au temps T, dans notre meilleure description 
de l'etat du systeme, l'atome est passe d'une maniere abrupte de son etat excite a son etat 
fondamental. Ainsi, la matrice densite est un etat conditionnel du systeme (conditionnel 
a la detection d'un photon ou non). II s'agit d'un etat conditionnel similaire a celui 
obtenu dans le cas de la mesure ponctuelle. Par contre, si cette experience est repetee 
plusieurs fois, le temps T ou le photon est detecte ne sera jamais le meme puisque la 
nature du phenomene physique en question, la relaxation d'un atome, est stochastique. 
Par consequent, si une moyenne d'ensemble est faite sur un grand nombre de realisations 
de cette experience donnant chacune des etats conditionnels 7r(t), une matrice densite 
p(t) dite inconditionnelle sera obtenue, et son evolution sera decrite par 
p{t) = Y1[h(t)] = 1V{\g){e\]p, (2.16) 
ou E [•] denote une moyenne d'ensemble. Ici, p(t) aura une evolution continue [35], donnee 
par Pequation maitresse a la droite de l'equation (2.16) [32]. II est facile de montrer que 
pour un etat initial quelconque a|e) + b\g), 
Pit)={al-^ 1-MV-j' ("7) 
ou 7 est le taux de relaxation de l'atome. 
Un dernier detail important a noter sur cette experience est le fait qu'aucune mesure 
n'est faite directement sur l'atome. En effet, c'est la reception (ou l'absence de reception) 
d'un photon qui vient nous renseigner sur l'etat de l'atome. Ce qui nous permet de 
mesurer le systeme est done le couplage entre l'atome et le photon. Ce type de situation 
ou la mesure d'un systeme quantique s'effectue a travers le couplage a un autre systeme 
quantique est tres courante [32]. 
2.4.2 Trajectoires quantiques 
En mecanique classique, la trajectoire d'un systeme est le chemin qu'il prend dans 
l'espace des phases en fonction du temps. D'apres cette definition, il peut sembler ab-
surde de parler de trajectoire en mecanique quantique. En effet, puisqu'il est impossible 
de definir exactement a la fois la quantite de mouvement et la position en mecanique 
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quantique (principe d'incertitude de Heisenberg), il est aussi impossible de parler de 
chemin precis dans l'espace des phases. D'ailleurs, d'un point de vu classique, une tra-
jectoire est souvent consideree comme etant continue dans le temps. Toutefois, comme 
le montre l'exemple precedent, en mecanique quantique, la mesure apporte des disconti-
nuity a l'etat du systeme via la reduction du paquet d'ondes. Neanmoins, il est possible 
de definir une trajectoire quantique comme etant le chemin suivi par l'etat conditionnel 
du systeme tel que l'etat inconditionnel du systeme evolue d'une maniere continue [35]. 
Ainsi, comme il est montre au paragraphe precedent, si un systeme est mesure d'une 
maniere continue, il suivra differentes trajectoires a chaque realisation de l'experience et 
la moyenne des trajectoires donnera l'etat inconditionnel du systeme, etat qui est continu 
dans le temps. Par contre, s'il n'y a pas de mesure, notre connaissance sur l'etat du sys-
teme sera la meme a chaque realisation de l'experience. Ainsi, la matrice densite suivra 
la meme trajectoire a chaque fois et cette trajectoire correspondra directement a l'etat 
inconditionnel du systeme. 
Puisqu'une trajectoire depend du type de mesure effectuee, il existe plusieurs types 
de trajectoires. Les trajectoires decrites plus haut avec l'exemple de la relaxation de 
l'atome sont de type saut. Elles sont appelees ainsi parce que notre connaissance sur le 
systeme change d'une maniere abrupte lors de la reception du photon et que le systeme 
« saute »d'un etat a un autre lors de cet evenement. Les trajectoires diffuses sont un 
autre type de trajectoire important. Elles se nomment ainsi puisque dans celles-ci, le 
gain d'information sur l'etat du systeme s'effectue de maniere progressive dans le temps. 
Notre connaissance sur l'etat du systeme changeant en fonction de l'information acquise 
sur celui-ci, la matrice densite va aussi evoluer d'une maniere progressive dans le temps, 
comme lors d'une diffusion. Les trajectoires diffuses correspondent entre autres aux tra-
jectoires d'un systeme qui subit une mesure homodyne faible. C'est ce type de mesure 
qui sera effectue sur notre systeme. 
2.4.3 Mesure homodyne 
Revenons au systeme de N transmons couples a la cavite electromagnetique. Selon 
l'equation (2.10), les photons, c'est-a-dire les porteurs d'information, sortent a un taux K 
de la cavite. Soit nin le taux de perte d'information de la cavite par son port d'entree et 
Kout le taux de perte d'information de la cavite par son port de sortie (voir figure 2.1). Ces 
quantites doivent evidemment respecter K = «;,„ + Kout. Nous considerons ici des mesures 
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FIGURE 2.1 - Representation schematique d'un resonateur electromagnetique a l'interieur 
duquel se trouvent deux transmons lors d'une mesure. Figure tiree de la ref. [34]. 
en transmission ou seulement le signal venant du port de sortie est accessible. Pour faire 
une mesure homodyne, il suffit de faire passer ce signal par un mixeur (equivalent de 
la lame separatrice dans le schema optique). Un autre signal de phase <f> est envoye par 
l'autre port d'entree du mixeur, comme a la figure 2.1. Ce signal se nomme oscillateur 
local. Sa frequence est choisie pour etre la meme que la frequence du signal qui sort 
de la cavite. De plus, son intensite est reglee pour etre tres grande devant Pintensite 
du signal sortant du resonateur. En choisissant la phase <j> de l'osc-illateur local, il est 
possible de choisir la quadrature du signal de sortie qui est mesuree [32]. Sous une mesure 
homodyne, revolution du systeme suit une trajectoire diffusive [35]. Ainsi, l'equation 
maitresse stochastique (EMS) decrivant la trajectoire suivie par le systeme est [35] 
ps = CPs + y/i&iWH [«e _ i1 P.. (2-18) 
ou H [x] p = xp + px^ — Tr [xp + px^] p1, Taction de C est definie plus haut et ou £(£) est 
du bruit blanc gaussien satisfaisant [41] 
E [ ^ ) ] = 0, (2.19) 
E [£(*)£(*')] = * ( < - 0 - (2-20) 
r\ est 1'emcacite de la mesure. Sa valeur maximale est 1. Elle peut etre ecrite comme rj = 
KoutVdet/K avec 7],iet l'efficacite avec laquelle les photons sont detectes [41]. Ainsi, le dernier 
terme de l'equation (2.18) represente une mesure homodyne d'efficacite rj. Compte tenu 
de l'equation (2.19), E [ps] = p comme il se doit. Finalement, le « courant »d'information 
1Ce dernier terme est necessaire pour preserver la trace de la matrice densite. Son retrait permet 
d'obtenir une equation maitresse lineaire ne preservant pas la trace [35]. 
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sortant du resonateur peut etre ecrit comme [35] 
J = ^i&j(ae-ul' + (Jei+)+Z(t). (2.21) 
Comme annonce plus haut, il est possible de choisir la quadrature mesuree en choisissant 
la phase de l'oscillateur local. En effet, <f> = 0 donnera de l'information sur la quadrature 
x = a + a) tandis que <fi = TT/2 donnera de l'information sur la quadrature y = —i(a — a^). 
Dans le regime dispersif, l'EMS peut s'ecrire comme (voir annexe B) 
Psd = £>DPsd + y/KfJ€(t)H 
V ij 
Psd- (2.22) 
En pratique, lors de la mesure homodyne, seulement le signal qui a une frequence pres de 
la frequence du resonateur sera mesure. Puisque les frequences de transition des trans-
itions sont par hypothese loin de la frequence de la cavite dans le regime dispersif, il est 
correct de recrire cette EMS comme [38] 
Psd = CoPsd + yfifnWH [ae^] Psd, (2.23) 
ce qui n'est rien d'autre que l'equation maitresse dispersive a laquelle le terme corres-
pondant a la mesure homodyne a ete rajoute. 
2.5 Transformation du polaron 
Malgre le fait que les equations obtenues aux sections precedentes soient compactes et 
intuitives, elles decrivent revolution d'un systeme complexe de N transmons couples a un 
resonateur. Dans le contexte de l'information quantique, ce qui nous interesse vraiment 
est seulement le comportement des transmons. II serait done utile d'avoir une equation 
decrivant les transmons couples au resonateur sans devoir deer ire explicitement l'etat du 
resonateur qui de fagon generale est une matrice de taille infinie. Cet objectif peut etre 
atteint en realisant qu'une excitation electromagnetique cm(t) va creer un etat coherent 
\aa) dans le resonateur [41]. L'avantage des etats coherents par rapport a un etat gene-
ral du resonateur est qu'ils sont decrits par un seul nombre complexe, ce qui simplifie 
grandement leur traitement. Dans la base de Fock, un etat coherent s'ecrit 
Chapitre 2 : Modele theorique 22 
oo 
,12/ | a , = c - M V 2 £ « |n > . (2.24) 
n=0 v 
En raison du couplage dispersif Xa, l'etat coherent du resonateur va dependre de l'etat 
|cr) des transmons. Ainsi, un moyen d'eliminer la cavite est d'effectuer un deplacement 
dependant de l'etat des transmons sur celle-ci pour que son etat redevienne toujours 
l'etat du vide. Cette approche revient a effectuer la transformation unitaire 
F = ^ D ( a a ) n < 7 , (2.25) 
a 
sur l'equation maitresse, ou D (aa) = exp \aaa} — a*a] est l'operateur deplacement du 
resonateur, et ou D* (aa) \aa) = |0). Cette transformation est une generalisation de la 
transformation du polaron. Dans le contexte de l'electrodynamique quantique en circuit, 
elle a ete effectuee dans le cas a un qubit (N — 1 et M — 2) a la ref. [41]. Elle a alors 
permis d'obtenir une equation maitresse reduite ne decrivant que revolution du qubit. 
2.5.1 Application sur l'equation maitresse dispersive 
Dans ce memoire, on s'interesse a appliquer la transformation du polaron sur l'equa-
tion maitresse dispersive dans le cas a N transmons ayant chacun M niveaux. Ce calcul 
est presente en details a l'annexe C.l. Malheureusement, dans ce cas, il n'est pas possible 
d'obtenir une formulation compacte de l'equation maitresse reduite. Ainsi, il faudra se 
restreindre a des cas precis ou utiliser une approximation. Dans le reste de cette section, 
trois cas particuliers sont consideres. 
Approximation de la mesure faible 
Soit /3£, = aa — a v la difference entre deux etats coherents du resonateur associes a 
deux etats differents des transmons (|<r) et |cr'}). Si la mesure est tres faible, \(3°,\ <C 1 pour 
tout a, a' et l'equation maitresse reduite est, a l'ordre le plus faible en /?£, (annexe C.l.2), 
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# D ^ E ^ n * + E hXw (ec(tM+ + c.h.) + J2 ^ W (Ui+Ill- + ah.) , (2.27) 
<^j ;><; 
est le hamiltonien dispersif associe aux transmons et 
n Q = y^ay iL j . 
ou «„• suit l'equation differentielle (annexe C.l) 
K 
dc„ = - l (U)r + Xa) OC<r ~ ^m(t) ~ ^ a -
(2.28) 
(2.29) 
Ainsi, l'equation maitresse reduite decrit revolution des N transmons en incluant l'effet 
du resonateur a travers les variables classiques aa qui suivent une evolution temporelle 
dictee par une simple equation differentielle. Dans l'equation maitresse reduite eq. (2.26), 
le premier terme represente revolution des transmons due au hamiltonien dispersif. La 
partie reelle du deuxieme terme represente le dephasage induit par la mesure tandis que 
sa partie imaginaire represente le decalage de Stark. Les trois derniers termes representent 
respectivement le dephasage des transmons, la relaxation des transmons et l'effet Purcell. 
Cas d'un seul transmon 
En suivant l'approche de l'annexe C.l et de la ref. [41], il est possible de montrer que 
dans le cas d'un seul transmon dans la cavite (N = 1) et ec(t) = 0, l'equation maitresse 
reduite s'ecrit comme 
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Ppd = ~i }^aUa,ppd mn /] XaR*, Ppd n; + | D £ Vcr^-a Ppd 
(2.30) 
+ £ (^ + KX°) D iU" ] pPd = £pPl*-
II est important de noter que ce resultat est exact. 
Cas de deux qubits degeneres 
Soit un systeme de deux qubits couples a un resonateur (M = 2, N = 2). Supposons 
que les parametres du systeme sont choisis de telle fagon a ce que xge = Xeg et Aoo = 
—Aoi. C'est le cas, par exemple, dans un systeme ou les deux qubits sont degeneres 
et ou leur couplage a la cavite est tel que <7oo = —fltoi- Dans ce cas, l'etat coherent 
du resonateur si les transmons sont dans l'etat \ge) sera le meme que si les transmons 
sont dans l'etat \eg) (age = aeg). En effet, l'equation differentielle (2.29) gouvernant 
revolution temporelle de ces deux variables sera exactement la meme. De plus, on suppose 
ici que l'etat initial du resonateur est le meme peu importe l'etat des transmons. En 
tenant compte de ces symetries et en l'absence d'excitation de controle (ec(i) = 0), les 
equations (C.12) et (C.13) donnent l'equation maitresse (annexe C.1.3) 
Ppd 
i 
h L ^DiPpd *n„ 
+5>^D £<W 
,pPd 
Ppd + KD 






HQD = £ ^^ + £ hJ«M H+K~ + ch.) • (2.32) 
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Cette condition est suffisante pour que l'equation maitresse ci-dessus soit valable. Elle 
requiert que les photons sortent plus vite de la cavite que les transmons relaxent [41]. 
2.5.2 Application sur l'equation maitresse stochastique 
La transformation du polaron appliquee a l'EMS dispersive eq. (2.23) est presentee 
a l'annexe C.2. Cependant, comme dans le cas dispersif, il n'est pas possible d'obtenir 
une formulation compacte de l'equation maitresse reduite. Ainsi, il faut a nouveau se 
restreindre a un cas plus precis ou utiliser une approximation arm d'obtenir un resultat 
utile en pratique. Dans le cas de l'approximation de la mesure faible, d'un seul transmon 
ou dans le cas de deux qubits degeneres, l'EMS reduite s'ecrit 
pp = CpPp + J™j£(t)H [n o e-^ ] Pp. (2.34) 
Cette equation est toujours valide dans l'approximation de la mesure faible, et elle est 




est respectee pour tout a (et done pour tout Qj). II est interessant de noter que cette 
condition est tres semblable a celle pour que l'equation maitresse dispersive reduite dans 
le cas des deux qubits degeneres soit valide, eq. (2.33). Ainsi, il sera facile de satisfaire les 
deux conditions simultanement. L'EMS reduite consiste en l'equation maitresse dispersive 
reduite a laquelle un terme associe a la mesure homodyne a ete ajoute. L'argument du 
terme associe a la mesure homodyne a cependant change : il est passe de ae~l<^ a IlQe~^. 
Ainsi, la mesure du resonateur est maintenant traitee comme une mesure indirecte des 
transmons. Le courant d'information sortant de la cavite peut maintenant etre ecrit 
comme 
j = v^(nQe-^ + n ;^) + £(*). (2.36) 
Cette maniere d'ecrire J met en evidence que le courant d'information sortant du reso-
nateur fournit directement de l'information sur l'etat des transmons. 
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2.6 Methode de simulation numerique 
Les resultats de simulations numeriques presentes dans le reste de ce document ont 
ete obtenus a l'aide du Sherbrooke QUantum pACKage (SQUACK) [42]. Cette librairie 
C + + a ete developpee par Maxime Boissonneault et Steve Allen. Elle permet de simuler 
le type d'equation maitresse retrouve dans ce document. Les equations maitresses non 
stochastiques ont ete resolues en utilisant un pas de temps adaptatif et les equations 
stochastiques avec l'algorithme Platen Strong au premier ordre en dt [43]. 
<* 
2.7 Evaluation de la validite des approximations 
Vu la complexite du calcul fait a l'annexe C, il est important de comparer les equations 
reduites avec les equations completes analogues. Les comparaisons ont ete faites a l'aide 
de simulations numeriques utilisant la methode decrite ci-dessus. Seulement le cas a deux 
qubits est aborde. Tout d'abord, revolution dictee par l'equation dispersive reduite a ete 
comparee a revolution dictee par l'equation dispersive. Pour se faire, l'erreur absolue 
maximale ED a ete calculee, 
ED = Maximum [\pD{tf) - ppd(tf)\], (2.37) 
ou tf est le temps final de la simulation et ou la fonction Maximum[X(T)] retourne la 
plus grande valeur absolue de la matrice X(t) et ce sur la plage t = 0 a t = T. ED 
est illustree en fonction du ratio fc/700 a l a figure 2.2. La valeur de ED diminue lorsque 
le ratio Ac/700 augmente. Ainsi, plus le ratio K/70O est grand, plus l'erreur commise en 
utilisant l'equation reduite est petite, comme le predit la condition (2.33). Pour tous les 
ratios illustres, l'erreur est de l'ordre de 10~5, ce qui est negligeable dans nos simulations 
ou les elements de la matrice densite peuvent etre de l'ordre de l'unite. 
II faut utiliser des moyens plus sophistiques pour comparer revolution dictee par 
l'equation dispersive stochastique et revolution dictee par l'equation dispersive stochas-
tique reduite. Tout d'abord, vu la nature stochastique des modeles, les taux de variations 
peuvent parfois etre tres grands, ce qui peut causer une tres grande difference entre le 
modele exact et le modele reduit a certains points isoles dans le temps. Pour considerer 
l'erreur globale commise en utilisant le modele reduit et non seulement certaines erreurs 
locales dans le temps, il est utile de faire la moyenne temporelle de la difference entre le 
modele exact et le modele reduit. Un autre aspect important du a la nature stochastique 
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FIGURE 2.2 - Erreur sur les equations reduites en fonction du ratio K/7OO- La ligne en 
tirets cyan et la ligne pleine magenta sont des guides pour les yeux. La courbe en pointilles 
rouge suit 1'echelle de gauche tandis que les deux autres suivent celle de droite. Lorsque 
le ratio K/7OO est grand, les erreurs tendent vers 0. 
des equations est le fait que l'erreur sera elle aussi stochastique. Autrement dit, Per-
reur commise en utilisant le modele reduit ne sera pas la mSme pour chaque trajectoire. 
C'est pourquoi il est important de calculer l'erreur commise pour plusieurs trajectoires 
et de faire la moyenne de ces erreurs. En tenant compte de tout cela, l'erreur moyenne 
maximale Es peut s'ecrire : 
Es = E [Maximum [Moyenne (\psd — pp\)\\. (2.38) 
ou la fonction Moyenne(X) retourne les moyennes temporelles des elements de la matrice 
X. Es est illustree en fonction du ratio AC/7OO a la figure 2.2. Le point important a noter 
en regardant la figure 2.2 est que pour de grands ratios «/7oo, l'erreur semble tendre 
vers 0, comme le predit la condition (2.35). Pour le ratio utilise dans le reste de ce 
memoire, K/700 = 250, l'erreur commise est de 1'ordre de 3%. Avec les parametres utilises 
lors des simulations, cette erreur est du meme ordre de grandeur que l'erreur introduite 
en utilisant l'approximation dispersive [36]. Ainsi, puisque l'approximation dispersive 
permet de decrire d'une maniere fructueuse les resultats experimentaux lors de mesures 
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de qubits [44], 1'approximation introduite ici devrait faire tout aussi bien. 
Pour observer Pimportance des variations locales de la difference entre le modele 
stochastique exact et le modele stochastique reduit, il est utile de calculer l'ecart type 
moyen Et. 
Et = E [EcartType (\psd - pp\)}. (2.39) 
ou la fonction EcartType(X) retourne les ecarts types temporels des elements de la 
matrice X. Les valeurs de Et correspondant a Es sont illustrees en fonction du ratio 
ft/7oo a l a figure 2.2. L'aspect important a noter en regardant la figure 2.2 est encore 
que pour de grands ratios K,/J00J l'ecart type semble tendre vers 0. Pour le ratio utilise 
dans le reste de ce memoire, l'ecart type de l'erreur commise est de l'ordre de 4%. Cet 
ecart type est acceptable puisqu'il est du meme ordre que l'erreur moyenne maximale. 
Ainsi, les erreurs commises en utilisant les modeles reduits ne sont pas trop elevees. Ces 
modeles reduits pourront done etre utilises en toute conflance dans le chapitre suivant 
afin d'etudier la mesure de parite de deux qubits dans un resonateur. 
Chapitre 3 
Mesures de parite 
Dans ce chapitre, la mesure de parite de deux transmons a deux niveaux dans un 
resonateur sera etudiee. D'abord, dans la premiere section, l'equation maitresse stochas-
tique reduite sera reecrite d'une maniere permettant de mieux mettre en evidence les 
quantites mesurees. Ensuite, les differentes quantites d'interet lors de la mesure seront 
decrites dans leur regime stationnaire. C'est ainsi qu'un regime de parametres ideal pour 
la mesure de parite sera trouve. Finalement, des simulations numeriques de cette mesure 
seront presentees. Ces simulations montreront la possibility d'effectuer ce type de mesure 
et de l'utiliser pour obtenir des etats enchevetres d'une maniere deterministe a partir 
d'etat mixte. La concurrence de ces etats enchevetres sera etudiee numeriquement dans 
plusieurs cas d'interet. 
3.1 Reecriture de l'equation maitresse stochastique re-
duite 
L'EMS reduite introduite au chapitre precedent a l'equation (2.34) s'ecrit 
Ppd = hi 
H% D' Ppd mn 
+E^D Ew 
y^yXvRa,Ppd 
ppd + KD 
n ; + E T D E ^n- Ppd 
T,Krt~ 
°3 
Ppd + VwZ(t)H [Ilae-1*} pp, 
(3.1) 
29 
Chapitre 3 : Mesures de parite 30 
ou, dependamment de 1'approximation utilisee, le hamiltonien Hp prend differentes 
formes. En rearrangeant les termes, cette equation peut se reecrire 
Ppd 
ou 
h v% pPd] + E ( V - i A ? ) ^PP^'-+- E ^ D E%Jn-
+E^D E^nr ppd + KD Ew£" 
03 
Ppd 
+ M [c*] pp&ip) - i [c0-*/2, Ppd] €(t)/2, 
Ppd 
(3.2) 
r r =(X*-X*>)1m[at,al,]. (3.3) 
Ka = (Xa ~ Xa') Re [aaa*a,\ (3.4) 
c4 = E Vr„(^)nff, (3.5) 
IV(0) = «»7|aff|2 cos2 (^ - #„), (3.6) 
.M [x]p = {x — (x),p} et Qa = Arg[(*<,]. Sous cette forme, il est facile de differencier le 
dephasage induit par la mesure TY du decalage de Stark A™ . De plus, en utilisant cette 
notation, le courant d'information s'ecrit 
J = (c*)+£(t). (3.7) 
Ainsi, la mesure donne de l'information sur c^. Sous sa nouvelle forme, l'EMS separe le 
terme stochastique en deux termes. Le premier, dans lequel apparait le superoperateur 
M., depend de c^. C'est pourquoi le superoperateur M. sera desormais nomme super-
operateur de mesure. Le deuxieme terme fait intervenir 04,-^/2- Ce terme possede une 
phase orthogonale a c^ et ne peut done pas etre associe a un gain d'information (une 
mesure homodyne donne de l'information sur une quadrature a la fois [35]). Cependant, 
sa presence dans l'equation maitresse vient tout de meme de l'inclusion de la mesure 
homodyne dans la description de notre systeme. Ainsi, ce terme represente l'effet de la 
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FIGURE 3.1 - Mesure et etats coherents dans un plan complexe. La representation des 
etats coherents se fait par des cercles et non par des points pour respecter le principe 
d'incertitude de Heisenberg [32]. a) La mesure est faite en choisissant <j> = 0. La mesure 
ne revele aucune information, mais puisque ag ^ ae, la mesure a tout de meme un effet 
qu'on appelle la retroaction, b) La mesure est faite en choisissant <f> = ir/2. Tout l'effet 
de la mesure est associe a un gain d'information. Ainsi, par definition, il n'y a pas de 
retroaction. 
mesure sur le systeme sans qu'il n'y ait un gain d'information : c'est la retroaction de 
la mesure. Dans une mesure parfaite, c<^_7r/2 = 0. Dans le cas d'un seul qubit (N = 1, 
M = 2), cette condition est facilement satisfaite en choisissant (j> correctement [41]. Par 
contre, en general, il n'est pas toujours possible de satisfaire cette condition. II faudra 
alors se contenter de minimiser c^^^ a defaut de le rendre completement nul. 
II faut faire attention puisque l'utilisation du mot retroaction peut porter a confusion. 
Tel que defini ici, la retroaction n'a rien a voir avec le principe d'incertitude de Heisenberg. 
Pour illustrer ce fait, considerons la mesure d'un seul qubit dans un etat arbitraire a\e) + 
b\g). Lors d'une mesure homodyne, un experimentateur aura acces a la quantite aae~l^ + 
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Qf*e'*, ou a G {g, e}, \aa) est l'etat coherent qui se forme dans la cavite si le qubit est dans 
l'etat \a) et ou $ est la phase de l'oscillateur local. Ainsi, la mesure revient a projeter les 
etats coherents sur une droite definie par son angle (f> avec l'axe reel dans le plan complexe, 
comme a la figure 3.1. Si les etats coherents sont tel que age~1^ + a*e1^ = aee~l(^ + cc*e"^  
pour un <f> donne, comme a la figure 3.1a) lorsque 4> = 0, les deux etats ne sont pas 
distinguables a l'aide de la mesure. Dans ce cas, le courant d'information J(t) = £(£), 
c'est-a-dire que seulement le bruit est mesure. De plus, si ag ^ ae, la mesure aura tout de 
meme un effet : la retroaction. L'effet de la retroaction sera d'ajouter une phase relative 
dependant de £(£) a a[e) + b\g). En theorie, cette phase pourrait etre deduite a partir 
de J(t) puisque J(t) = £(£). Cependant, en pratique, il s'agit de quelque chose de tres 
difficile a faire puisque le bruit £(£) est difficile a completement caracteriser. La figure 
3.1b) illustre une mesure sans retroaction puisque tout Peffet de la mesure est associe a 
un gain d'information. 
3.1.1 Cas de deux qubits degeneres 
Dans une mesure de parite parfaite, aucune information sur l'etat individuel des qubits 
n'est gagnee. Par exemple, dans le cas de deux qubits, la mesure de parite permettra 
d'apprendre si les qubits sont dans le meme etat (ee ou gg) ou dans un etat different (eg ou 
ge), sans permettre d'apprendre l'etat du premier ou du second qubit individuellement. 
Dans le systeme etudie, la mesure s'effectue grace au decalage Xa de la frequence de 
resonance du resonateur. Ainsi, un moyen simple pour acquerir de 1'information seulement 
sur la parite des deux qubits lors de la mesure est que le systeme etudie reponde a 
Xeg = Xge et Xee = Xgg- Malheureusement, ces deux conditions ne peuvent pas etre 
remplies en meme temps. Par contre, comme il sera montre plus loin, ceci ne signifie pas 
qu'une mesure de parite ne peut pas etre effectuee sur un systeme de deux qubits dans 
un resonateur. 
A defaut de pouvoir remplir les deux conditions sur le decalage de frequence \a en 
meme temps, un bon depart pour effectuer une mesure de parite est d'en remplir une des 
deux. Le choix le plus judicieux, pour des raisons qui deviendront claires plus tard, est 
de remplir la condition xge = \eg. Comme nous Favons vu a la section 2.5, dans cette 
situation, l'equation (3.2) peut etre utilisee, avec 
H% = YJ ttui, + E * - w (n-+n-"+c-h-)' (3-8) 
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dans le cas ou 
K 
2 > 7oo + 7oi- (3.9) 
Pour faire apparaitre explicitement le terme responsable de la mesure de parite, il 
est utile de recrire, pour une troisieme et derniere fois, l'EMS reduite (3.2) a l'aide des 
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(3.10) 
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Tij((f>) = K7/|/3y|2 COS2(^> - 9Pij), 
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Cette forme met clairement en evidence le fait que c^, l'operateur mesure, contient trois 
contributions : les contributions respectives des deux qubits individuels (a\ et er2) et la 
contribution de la parite de ces deux qubits (vial). L'information sur ces contributions 
est gagnee a un taux Tio (r0 i) pour le premier (deuxieme) qubit et a un taux Fn pour 
la parite. Ainsi, pour effectuer une mesure de parite, il faut que T10 = r 0 i = 0 et que 
rn + o. 
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FIGURE 3.2 - Taux de gain d'information stationnaires en fonction de A r pour les qua-
dratures (p = 7r/2 et 4> = 0. Les lignes en tirets mauves representent le taux de gain 
d'information sur la parite Tn tandis que les lignes pleines rouges representent les taux 
de gain d'informations individuels Foi, T\Q qui sont egaux. Les parametres utilises pour 
tracer cette figure sont e = K et Xei = Xei = 5/c. Les lignes directrices gris pale sont 
situees a ±Xee = ±10«. Lorsque A r = 0, seulement de l'information sur la parite est 
acquise pour la quadrature <j> = 7r/2. 
3.2 Regime de parametres pour une mesure de parite 
L'etat coherent \aa) peuplant la cavite en presence d'une excitation de mesure em(t) = 
e(t)(e~iuidt+ eiu>dt), dans un referentiel tournant a la frequence u)d et en utilisant l'approxi-
mation seculaire, satisfait l'equation differentielle 
K 
aa = -i (Ar + Xa) «<7 - ie(t) - -oca (3.15) 
ou A r — cjr—LJd- Xa etant deja fixe par la restriction Xge — Xeg, les parametres fibres sont 
la difference de frequence entre le resonateur et l'excitation de mesure A r (ajustable via la 
frequence de l'excitation de mesure), Pamplitude de l'excitation de mesure e(t) ainsi que 
le taux de relaxation du resonateur K. Le premier parametre etudie sera A r . Cependant, 
pour bieii comprendre le comportement des taux de gain d'information r 0 i , r i o , r u en 
fonction de ce parametre, il faut etudier en plus de details la condition xge = xeg et ses 
implications. Comme le montre l'annexe A, xge = Xgi +Xe2 = -Xei +Xe2, ou xgu Xei sont 
les deplacements de la frequence de resonance de la cavite associes aux etats |^) et |e) du 
qubit i. De meme, xgg = Xgi + X92 = ~Xei - Xe2 = ~Xee- Ainsi, la condition xge = Xeg 
implique Xei = Xe.2 et done Xge = Xeg = 0. 
La figure 3.2 illustre les taux de gain d'information r 0 i , Tio, r u stationnaires en fonc-
tion de A r pour deux valeurs de la phase de Poscillateur local, 4> = 0 et <j> = ir/2. Claire-
ment, lorsque A r = 0, r01(<^ = TT/2) - r10(<f> = n/2) = 0 et r u ( ^ = TT/2) ^ 0. Ainsi, la 
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mesure de parite est possible dans le systeme etudie. Cependant, rQ1(<p = 0) = ri0(<?!> = 
0) ^ 0, ce qui signifie qu'il y aura de la retroaction due a la mesure. La minimisation de 
cette retroaction sera le sujet de la prochaine sous-section. 
Lorsque A r = Xee (A r = Xgg), u e s t possible, en principe, de distinguer l'etat ee 
(gg) des trois autres etats a 1'aide de la mesure. Ce fait est visible sur la figure 3.2. En 
effet, les taux de gain d'information individuels r0i(7r/2),r10(7r/2) sont maximaux pour 
ces deux points, tandis que la retroaction roi(0), rio(0), rn(0) est nulle. Ainsi, le choix 
A r = Xee (A r = Xgg) permet de faire une mesure parfaite (c(^_7r/2 = 0) des qubits, en 
gagnant pratiquement autant d'information sur leur etat individuel que sur leur etat 
collectif (leur parite). 
3.2.1 Optimisation des parametres dans le regime stationnaire 
Cette section a pour but d'optimiser les parametres pour la mesure de parite dans le 
regime stationnaire ou a„ = 0. Les restrictions necessaires a ce type de mesure qui ont 
ete trouvees dans les sections precedentes (A r = 0, xge = xeg) seront prises en compte. Le 
regime stationnaire permet de comprendre comment les differents taux se comportent en 
fonction des parametres d'interet en gardant les calculs simples. Le regime transitoire sera 
observe lors des simulations numeriques. Dans le cas ou l'inverse du taux de dissipation 
du resonateur l / « est assez petit devant le temps de mesure rm, le regime transitoire peut 
etre ignore completement. En effet, comme il est montre dans l'annexe D, l'etat coherent 
\aa) dans la cavite tend vers sa valeur stationnaire exponentiellement a un taux K/2. 
Pour avoir une bonne mesure de parite, il-faut minimiser trois quantites face a 
rn(7r/2). Premierement, il faut minimiser la retroaction. Puisque rn (0) = 0, il ne reste 
que r10(0) = rOi(0) a minimiser. Deuxiemement, il faut minimiser le dephasage induit par 
la mesure entre les etats correspondants a la raeme parite. Les etats propres de la mesure 
de parite affectes par le dephasage sont les etats enchevetres \(pg) — i\eg) + e%e\ge))/\/2 
et \ipo) = (|ee) + el6\gg))/\/2 avec 9 un nombre reel quelconque. Ainsi, il faut minimiser 
le dephasage induit par la mesure affectant ces etats, c'est-a-dire Ted9,9e et r^e,ss. Puisque 
Xeg — Xge, Tef,9e est deja nul (voir annexe D). II ne reste done que r^e,9S a minimiser. 
Finalement, il est utile de minimiser le decalage de Stark affectant les etats propres de la 
mesure de parite, c'est-a-dire Aec9,ge et Ae^99. Encore ici, puisque xeg = Xge, Al9,9e = 0, 
ne laissant que Aece'99 a minimiser. La minimisation de ces trois quantites revient a la 
maximisation des trois ratios (voir annexe D) : 
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FIGURE 3.3 - Ratios d'interet pour la mesure de parite en fonction de Xei- La courbe en 
tirets mauves suit l'echelle en dizaine a droite tandis que les deux autres courbes suivent 
l'echelle en millier a gauche. L'efHcacite de la mesure r? = 1. A Xei/t eleve, le taux de 
gain d'information sur la parite r n(7r/2) domine en amplitude les taux nuisibles pour la 
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La figure 3.3 illustres ces ratios en fonction de Xei- H est clair, selon cette figure et 
les equations ci-dessus, qu'il faut maximiser le ratio xee/K = 2xei//c. Si l'emcacite de 
la mesure n'est pas parfaite (rj < 1), deux de ces ratios sont reduits. Le ratio entre le 
taux de gain d'information sur la parite et la retroaction n'est pas affecte par l'efficacite 
de la mesure puisque rn(7r/2) depend de rj de la meme maniere que Fio(O). Le ratio le 
plus affecte par une efficacite imparfaite est celui entre le taux de gain d'information sur 
la parite et le decalage de Stark. De plus, ce ratio depend de Xee/« lineairement tandis 
que les autres ratios dependent de Xee/ft d'une maniere quadratique. Heureusement, ce 
ratio n'est pas que le plus dur a optimiser, c'est aussi le moins important des trois a 
maximiser. En effet, le decalage de Stark est un effet deterministe, coherent et connu. 
Ainsi, son effet peut etre corrige apres la mesure. Neanmoins, s'il est assez petit face a 
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rn(7r/2), le decalage de Stark sera negligeable, ce qui en pratique est avantageux. 
Une autre condition importante a respecter pour avoir une bonne mesure de parite 
est que le temps de mesure rm soit beaucoup plus petit que les temps de relaxation I/701 
et de dephasage 1/7^. Le temps de mesure depend du temps necessaire pour atteindre le 
regime stationnaire qui va comme 2/K (il faut peupler la cavite avant d'avoir une mesure) 
et de l'inverse du taux de gain d'information stationnaire sur la parite rn(7r/2). Ainsi, 
l / r m ~ Min [^, r n (TT/2)] » Max [7w, 7^] • (3.19) 
Autrement dit, une bonne mesure de parite necessite de maximiser le ratio Xee/ K tout 
en ayant un K assez grand pour pouvoir gagner de l'information assez rapidement. II 
faut done maximiser Xee- Dans la limite des grands Xee/^i la condition ci-dessus peut se 
reecrire (voir annexe D) 
l / r m ~ Min [ | , ra/K/] > Max [j0u 7^ ] . (3.20) 
Ainsi, l'augmentation du nombre de photons maximal \aeg\2 = (2C/K) 2 permet d'augmen-
ter la vitesse de la mesure. Cette augmentation pourrait compenser une faible emcacite 
de mesure 77. Par contre, elle ne peut pas compenser un faible n puisque le nombre de 
photons dans le resonateur ne change pas la duree du regime transitoire. 
En resume, voici comment choisir les parametres pour effectuer une mesure de parite. 
D'abord, il faut choisir les plus grands Xei = Xe2 possible, tout en restant dans le regime 
dispersif. L'operation de la mesure dans le regime dispersif permet d'eviter les transferts 
d'energie entre les qubits et le resonateur. En effet, dans le regime dispersif, l'interaction 
entre ceux-ci est purement virtuelle. Ensuite, il faut choisir K pour qu'il respecte xee 3> 
K S> Max[7oi,7^j]. Finalement, il faut envoyer une excitation de mesure en resonance 
avec la cavite (A r = 0) et d'une amplitude e suffisante pour que le nombre de photons 
maximal \aeg\2 compense pour l'emcacite imparfaite de la mesure 77. Cependant, pour 
demeurer dans le regime dispersif, ce nombre de photons doit etre beaucoup plus petit 
que le nombre de photon critique ncrit = 1/(4A^) [36]. De plus, il est bon de garder en 
tete que comme le montre l'annexe D, une augmentation de \aeg\2 augmente la grandeur 
de tous les taux, autant ceux qui aident a la mesure de parite que ceux qui lui nuisent. 
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3.3 Simulation numerique de la mesure de parite 
Dans cette section, la mesure de parite est simulee numeriquement en utilisant des 
parametres propres a l'electrodynamique quantique en circuit. Les parametres utilises 
sont comparables, mais legerement meilleurs a ceux qui ont deja ete realises experi-
mentalement. Ainsi, les simulations numeriques representent une experience qui pourrait 
etre faite dans un futur proche. Premierement, les taux de dissipation des qubits sont 
7oi/(2-7r) = 0.02 MHz et 7^/(27r) = 0, ce qui correspond a des taux realistes pour un qubit 
supraconducteur [30,45,46]. Ensuite, le taux de dissipation du resonateur est n/(2ir) — 5 
MHz. Le couplage entre la cavite et les qubits est goo = —goi = 500 MHz, valeur grande, 
mais tout de meme realiste pour certains types de qubits supraconducteurs [45,46]. Ceci 
permet d'obtenir Xei = Xe2 = 10K = 50 MHz en choisissant A0o = —A0i = 0.1. Ce 
choix de Xoi permet a l'etat \<p+) = (\eg) + \ge)) j\/2 d'etre insensible a l'effet Purcell, la 
cause majeure de relaxation dans les qubits du type du transmon [47]. De plus, puisque 
Xeg = Xge, cet etat est aussi insensible au dephasage induit par la mesiire r^9'ge et a la 
retroaction de la mesure rOi(0). Ainsi, l'etat \(f>+) est un etat tres robuste avec notre choix 
de parametres. Toutefois, nous choisissons un bruit completement non correle (sans effet 
Purcell), ce qui correspond au pire bruit possible dans le cas present. L'etat \4>+) ne sera 
done pas completement protege. 
3.3.1 Concurrence 
L'etat initial des simulations sera l'etat separable |+)i|+)2 = (|ee) + \eg) + \ge) + 
\gg))/2, ce qui veut dire que la mesure de parite projettera l'etat du systeme vers les 
etats de Bell |<^ >+) et \ip+) = (|ee) + \gg)) /y/2. Ainsi, la mesure permet de partir d'un 
etat completement separable et de creer un etat enchevetre. Un des moyens pour evaluer 
l'emcacite de la mesure est de verifier si celle-ci reduit bien l'etat du systeme a un de 
ses deux etats propres enchevetres. Ainsi, l'observation du degre d'enchevetrement des 
qubits en fonction du temps permettra d'observer l'effet de la mesure et de l'evaluer, une 
mesure de parite parfaite donnant toujours des etats parfaitement enchevetres. 
L'evaluation de la mesure de parite necessite done un moyen de calculer le niveau 
d'enchevetrement d'une matrice densite p. C'est exactement ce que la concurrence fait. 
Dans le cas de deux qubits, celle-ci s'ecrit [48] 
C{p) = Maximum [0, Ex - E2 - E3 - E4], (3.21) 
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ou les Ei sont les racines carrees des valeurs propres en ordre decroissant de la matrice 
non-hermitique p{p\o2yp* o^u1^). Les E{ sont des nombres positifs reels [48]. La concurrence 
est reliee de maniere monotone a l'enchevetrement. Une concurrence de 1 signifie un etat 
completement enchevetre et une concurrence de 0 signifie un etat completement mixte 
ou separable. Ainsi, la concurrence permet de bien e valuer l'enchevetrement entre deux 
qubits. 
La concurrence est une fonction non lineaire de p. Ainsi, E [C(p)\ ^ C(E [p]). Dans le 
cas de la mesure de parite avec l'etat initial choisi ci-dessus, C{E [p]) « 0. En effet, la moi-
tie du temps, la mesure donnera l'etat \4>+) et l'autre moitie du temps, elle donnera l'etat 
|V;+}- Ainsi, C(E [p]) revient a calculer la concurrence de p^, = (|^+)(V>+| + |^+}{^+l)/2, 
un etat mixte qui ne possede aucun enchevetrement. II faudra done calculer E [C(p)]. Ce 
n'est cependant pas ce qui sera fait experimentalement. Dans une experience, le proto-
cole de mesure sera repete de nombreuse fois sur le meme systeme dans le meme etat 
initial arm d'augmenter le rapport signal sur bruit (celui-ci est encore trop faible pour 
donner des resultats utiles lors d'une seule mesure). Chaque fois, le resultat de la mesure 
indiquera soit une parite positive {{cr\a2z) — 1) ou negative {(u\a2z) = —1). Ensuite, les 
experimentateurs feront la moyenne d'ensemble des matrices densite de parite positive 
(%+) e* ^a moyenne d'ensemble des matrices densite de parite negative Ofy+)- Us calcule-
ront ensuite la concurrence de ces deux quantites. Dans un cas ideal, ils devraient obtenir 
3.3.2 Mesure de parite 
Avant toute chose, il est important de noter que lors des simulations discutees ci-
dessous, l'interaction d'echange entre les qubits a ete negligee (JT = 0). Ce choix a 
ete fait pour n'observer que la concurrence creee par la mesure (l'interaction d'echange 
peut enchevetrer les qubits). Negliger JT est correct dans le cas present puisque les etats 
propres de la mesure (|<^+) et |^+)) sont aussi des etats propres de l'interaction d'echange. 
Lors d'une mesure, la quantite accessible experimentalement est le courant d'infor-
mation J . Cependant, cette quantite en tant que telle n'est pas tres utile puisqu'elle est 
tres bruyante. En fait, la quantite utile est le courant integre 
s(t) = f J(t')dt'. (3.22) 
Jo 
Cette quantite a ete calculee lors des simulations numeriques. Deux histogrammes repre-
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FIGURE 3.4 - Densite de probability P(s) des courants integres pour a) t = 50ns et 
b) t = 200ns. Ces courants ont ete obtenus lors de 10000 trajectoires du systeme. Les 
parametres utilises dans les simulations numeriques ayant permis d'obtenir ces courants 
sont ceux indiques en debut de section, sauf qu'il n'y a pas de dissipation sur les qubits. 
Avec ces parametres, rm ~ 102ns. Les courbes bleues sont des gaussiennes ajustees aux 
donnees. L'information acquise lors de la mesure per met de distinguer deux cas differents 
associes aux deux resultats possibles de la mesure de parite. 
sentant cette quantite sont illustres a la figure 3.4. Ceux-ci representent les differents s 
obtenus pour dix mille trajectoires et ce a deux temps differents. Les simulations ayant 
mene a cette figure n'incluent pas la dissipation sur les qubits et supposent une efficacite 
parfaite de mesure (77 = 1) pour bien illustrer le phenomene en question. En a), le temps 
t est petit face au temps de mesure rm . Ainsi, il n'est pas possible de distinguer \<f>+) de 
|^+) et la mesure ne donne aucune information. En b), le temps t est de l'ordre du temps 
de mesure rm. Deux gaussiennes sont observees, correspondant aux etats \<p+) et \tp+). 
Ces deux gaussiennes se separent a un taux de l'ordre de l / r m . 
La fidelite d'une matrice densite p ae ta t pur \9) est definie comme Fe{p) — Tr [p|^)(^|]. 
La figure 3.5 represente les fidelites moyennes aux etats \4>+) et \ip+) en fonction du temps, 
dans un systeme avec et sans dissipation. Dans le cas ideal, la fidelite moyenne a l'etat 
\cj)+) est de l'ordre de 0.5 puisqu'environ la moitie des trajectoires finissent dans cet etat. 
La fidelite moyenne a l'etat |V>+) oscille en fonction du temps en raison du decalage 
de Stark Af'". Elle oscille entre ~ 0.5 et ~ 0. La fidelite a l'etat \ip+) ne sera jamais 












"*'k I J im 
[fit/I 
, i J A IJ fcjMI 
1 h I ft 
•k^ 


































0 200 400 600 800 1000 1200 1400 1600 1800 
Temps, t [ns] 
FIGURE 3.5 - Fidelite moyerme en fonction du temps pour un systeme regit par les pa-
rametres discutes en debut de section, avec (7ot/(27r), rj) = (0,1) pour la courbe en tirets 
rouge et pour la courbe en tirets-pointilles verte et avec (7ot/(27r), 77) = (0.02 MHz, 1/20) 
pour la courbe pleine mauve et pour la courbe en pointilles bleue. Les courbes en tirets 
rouge et en pointilles bleue representent la fidelite moyenne a l'etat \ip+) tandis que les 
deux autres representent la fidelite moyenne a l'etat \4>+). La moyenne a ete faite sur 
10000 trajectoires. La fidelite a l'etat \ip+) oscille dans le temps a cause du decalage de 
Stark. 
qubits et une efficacite de mesure imparfaite, la fidelite moyenne a l'etat |0+) diminue 
avec le temps puisque la relaxation amene les qubits vers leur etat fondamental \gg). 
L'amplitude d'oscillation de la fidelite moyenne associee a l'etat \ip+) va aussi diminuer, 
mais elle ne tendra pas vers zero puisque les etats \gg) et |^+) ne sont pas orthogonaux. 
Le fait que la mesure ne soit pas parfaite (77 < 1) ne change rien a la fidelite moyenne 
puisque celle-ci est la meme pour p^ = (|V>+){T/>+| + |<f>+ )(<j>+1)/2 que dans le cas ou 
la moitie des trajectoires tendent vers |^+) et l'autre moitie tendent vers \(f>+). Or, les 
taux Td9'ee et Td9'99 vont amener la matrice densite initiate associee a l'etat |+)i |+)2 a la 
matrice p^ peu importe la valeur de r\. En effet, Fed9,ee et Ted9,99 ne dependent pas de 77. 
Ainsi, la fidelite ne permet pas de faire la distinction entre une moyenne d'etats'mixtes et 
une moyenne d'etats purs. Autrement dit, Fe(E [p]) = E [Fg(p)]. II sera done necessaire 
de determiner la concurrence pour voir si le schema de mesure fonctionne correctement. 
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FIGURE 3.6 - Concurrence moyenne en fonction du temps pour 10000 trajectoires. a) II 
n'y a pas de dissipation sur toutes les courbes. La courbe rouge en tirets-pointilles est pour 
77 = 1 et les deux autres sont pour r\ = 0.43 (courbe bleue en pointilles) et 77 = 0.24 (courbe 
verte en tirets). La courbe rouge en tirets-pointilles est pour un regime de parametres 
dans lequel Xei/K = 1-5 et les deux autres sont pour un regime de parametres dans lequel 
Xei/n = 4.5. b) Ces courbes ont ete realisees avec les parametres indiques au debut de 
cette section, excepte pour la courbe rouge en tirets-pointilles pour laquelle il n'y a pas 
de dissipation sur les qubits. Pour ces courbes, rj = 1 (courbe rouge en tirets-pointilles), 
77 = 0.8 (courbe verte en tirets), 77 = 0.2 (courbe bleue en pointilles), 77 = 0.05 (courbe 
mauve pleine). Les concurrences elevees obtenues en b) indiquent la presence d'etats 
enchevetres apres la mesure. 
La concurrence moyenne en fonction du temps est illustree a la figure 3.6 pour les pa-
rametres discutes ci-dessus en b) et des parametres pour lesquels Xei < 10K en a). Dans 
les cas sans dissipation, la concurrence atteint rapidement un maximum et ne change 
plus ensuite. Ceci indique que la mesure reduit Petat a un etat enchevetre dans chaque 
trajectoire. La concurrence n'est jamais exactement 1 en raison du dephasage induit par 
la mesure TeJr'9g. Cependant, comme annonce plus haut, l'augmentation du ratio Xei/« se 
traduit bien par une diminution de Tede'9S, ce qui se manifeste par une augmentation de 
la concurrence maximale de la figure 3.6a) a la figure 3.6b). En presence de dissipation 
et pour une efficacite imparfaite de la mesure, la concurrence atteint son maximum plus 
tard. Ceci s'explique par le fait qu'une efficacite imparfaite de mesure diminue rn(7r/2) 
ce qui augmente rm . De plus, lorsque le maximum est atteint, la concurrence commence 
a diminuer plutot que de rester constante. Ceci s'explique par la relaxation qui tend a 
amener le systeme vers sont etat fondamental \gg). Ainsi, le maximum de la concur-
rence est atteint lorsque le taux de gain d'information r n(7r/2) compense exactement la 
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relaxation. Apres ce maximum, la relaxation prend le dessus sur le taux de gain d'infor-
mation rn(7r/2) et la concurrence diminue. La figure 3.6a) illustre aussi deux courbes 
sans relaxation, mais pour lesquelles l'efricacite de la mesure est imparfaite. Ces courbes 
atteignent un maximum et restent constantes par la suite. Par contre, elles pourraient 
aussi diminuer apres avoir atteint leur maximum en raison du dephasage induit par la 
mesure rPf'99. Aussi, le maximum atteint par ces courbes est plus petit que dans le cas 
oil l'efricacite de la mesure est parfaite. Ceci s'explique par le fait qu'une diminution de 77 
va diminuer le ratio entre le taux de gain d'information r11(7r/2) et le dephasage induit 
par la mesure r^e'99. 
II est aussi utile de reproduire ce qui serait fait experimentalement. Ainsi, a un temps 
fixe (le temps ou la concurrence atteint son maximum), les matrices densite sont separees 
en deux groupes en fonction d'une valeur seuil du courant integre s. Cette valeur seuil 
est notee sth, voir figure 3.4b). Les matrices densite associees a une valeur plus grande 
(plus petite) de s que sth sont conservees et elles sont considerees comme etant de parite 
positive (negative). La moyenne de ces matrices densite est faite et la concurrence ainsi 
que la fidelite a \ip+) ([$+)) sont calculees en fonction de sth- Ces valeurs sont illustrees 
a la figure 3.7. Lorsque la fraction des matrices conservees pour faire la moyenne est 
de l'ordre de 0.5, sth se situe entre les deux gausiennes sur la figure 3.4b). II est done 
situe a une valeur optimale pour separer les deux etats. Comme attendu, la fidelite et la 
concurrence de l'etat \tp+) pour un sth optimal sont parfaites, figure 3.7a). Par contre, la 
fidelite et la concurrence de l'etat \tp+) sont inferieures a 1 pour un sth optimal, meme 
sans dissipation, figure 3.7b). Ceci s'explique par le fait que le dephasage induit par la 
mesure et la retroaction de la mesure sont non nuls pour cet etat. Toujours sur la fi-
gure 3.7b), la concurrence tend vers 1 losque sth est grand puisque dans ce cas, une plus 
petite fraction des matrices densite sont convervees pour faire la moyenne. Or, dans le 
cas present, la retroaction de la mesure change des etats enchevetres en d'autres etats 
enchevetres. En effet, puisqu'elle est completement reelle avec les parametres utilises, la 
retroaction a une contribution dans l'equation maitresse qui est purement imaginaire. 
Ainsi, son effet est de changer la phase de l'etat \ip+) d'une maniere aleatoire. Done, si 
une seule matrice densite est consideree, celle-ci aura tout de meme une concurrence de 
1, mais sa fidelite a l'etat attendu (|^+)) sera moins grande que prevu. C'est justement 
ce qui se produit sur la figure 3.7b) lorsque sth devient grand : de moins en moins d'etats 
sont utilises pour faire la moyenne, la concurrence tend vers 1 et la fidelite a l'etat |^+) 
diminue. En incluant la dissipation sur les qubits et une efficacite de mesure imparfaite, 
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figure 3.7c) et d), la concurrence maximale et la fidelite maximale sont diminuees. Nean-
moins, des concurrences et des fidelites elevees sont obtenues ce qui indique que l'objectif 
d'implementer une mesure de parite a l'aide de deux qubits supraconducteurs dans un 
resonateur est atteignable. 
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FIGURE 3.7 - Concurrence C (courbe pleine rouge), fidelite F (courbe en tirets verte) 
et fraction des matrices acceptees A (courbe en pointilles bleue) pour la moyenne des 
matrices densite de parite positive ~p^:+, b) et d), et negative p^+, a) et c). Voir le texte 
pour savoir comment ces moyennes de matrices densite sont calculees en fonction de la 
valeur seuil sth- La fraction des matrices acceptees (conservees) A indique le nombre 
de matrices densite utilisees pour faire la valeur moyenne sur les 10000 matrices densite 
associees aux trajectoires. La moyenne des matrices densite associees a une parite positive 
~p^,+ a ete corrigee pour annuler le decalage de Stark. Les hautes fidelites et les hautes 
concurrences obtenues pour une fraction des matrices conservees optimale (A « 0.5) 
indiquent que c'est bien une mesure de parite qui est effectuee sur le systeme. 
Conclusion 
Dans ce memoire, la mesure d'un systeme de N transmons de M niveaux couples a un 
resonateur a ete etudiee. La transformation du polaron a ete appliquee sur le systeme, ce 
qui a permis d'obtenir une equation maitresse transformee tres generate. Cette equation 
pourra etre utilisee sans probleme dans le but de developper des equations maitresses 
reduites avec differentes approximations. Dans ce travail, elle a ete reduite dans plusieurs 
cas d'interet. Entre autres, le cas ou deux transmons de deux niveaux sont couples a un 
resonateur a ete etudie. II a ete montre que, dans ce cas, lorsque le decalage de frequence 
entre le resonateur et les transmons est beaucoup plus grand que leur couplage, il est 
possible d'effectuer une mesure de parite. II a aussi ete montre que cette mesure peut 
servir a enchevetrer deux qubits d'une maniere deterministe. 
D'une maniere plus precise, au chapitre 1, les systemes d'interet ont ete presentes 
d'une maniere qualitative dans le but de donner une intuition sur le systeme de N trans-
mons de M niveaux couples au resonateur. Dans le chapitre 2, les equations regissant 
revolution du systeme, avec et sans dissipation, ont ete presentees. II s'agit respective-
ment de l'equation maitresse et du hamiltonien. Pour tenir compte que nous nous plagons 
dans le regime ou l'interaction entre le resonateur et les transmons est purement virtuelle, 
la transformation dispersive a ete appliquee sur ces equations. Ensuite, la mesure d'un 
systeme a ete abordee, distinguant la mesure ponctuelle de la mesure continue. Ceci a 
permis d'introduire les concepts de trajectoires quantiques et de mesure homodyne. Une 
equation maitresse stochastique incluant ces concepts a ete presentee. Par la suite, la 
transformation du polaron a ete appliquee sur l'equation maitresse dispersive et stochas-
tique et certaines approximations permettant d'obtenir une equation maitresse reduite 
ont ete explorees. 
Au chapitre 3, les equations maitresses reduites ont ete reecrites dans le but de mieux 
mettre en evidence la mesure de parite. La mesure de parite a ete definie, et le regime de 
parametre permettant de la realiser a ete mis en evidence. Les caracteristiques clef de la 
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mesure de parite, comme le temps de mesure rm, la retroaction a la mesure Tij{(f> — n/2) 
et le dephasage des etats propres de la mesure Ye^99 ont ete etudiees. Par la suite, un 
ensemble de simulations numeriques a permis de verifier le comportement predit de la 
mesure de parite en fonction de ses parametres. Aussi, la concurrence, une mesure de 
l'enchevetrement d'une matrice densite de deux qubits, a ete utilisee. A l'aide de celle-ci, 
il a ete montre qu'en commengant dans un etat initial donne, les etats propres de la 
mesure de parite etaient bien deux etats enchevetres. Ainsi, la mesure de parite permet 
bien d'obtenir un etat enchevetre a partir d'un etat separable d'une maniere deterministe. 
Les simulations numeriques indiquent aussi que la mesure de parite pourrait etre effectuee 
bientot dans une architecture d'electrodynamique quantique en circuit. 
La possibilite d'efFectuer une mesure de parite est un pas important pour pouvoir un 
jour implementer des codes correcteurs d'erreurs quantiques. Ainsi, la caracterisation de 
la mesure de parite ouvre la porte a Pimplementation du code a trois qubits dans un 
systeme compose de trois transmons et d'un resonateur. Des travaux futurs pourraient 
observer Finfluence des niveaux superieurs du transmon sur la mesure de parite. lis 
pourraient aussi tenter de caracteriser la mesure sans utiliser 1'approximation dispersive. 
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Annexe A 
Hamiltonien dispersif 
Soit le hamiltonien (2.7) 
H' = ^Thuijlijjii] + hwr(Ja + I ^2 h^i\j)j(?: + l|f l t + c.h. J + h (£(£)at + c.h.) . (A.l) 
ij \ ij / 
Ce hamiltonien peut se re-ecrire d'une maniere differente, mais equivalente, en appliquant 
une transformation unitaire U sur celui-ci : 
H' = U^HU - iW^U, (A.2) 
ou le deuxieme terme est necessaire pour preserver la forme de l'equation de Schrodinger. 
Dans le regime ou le couplage effectif entre le resonateur et les transmons est faible 
(|Ay| <C 1 pour tout i,j), une transformation similaire a celle utilisee dans la ref. [20] est 
interessante a appliquer : 
U = exp ^ A y d O ^ + llat-c.h.) 
*? 
(A.3) 
En utilisant la relation de Hausdorff, le hamiltonien transforme (dit hamiltonien dispersif) 
peut s'ecrire, au premier ordre en A^, 
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HD =h I ujr + '^/Xij\i)j(i\ 1 cJa + y~]?wJij\i)j(i\ + y£2h\ij (ec(t)\i + l)j(i\ + c.h.) 
\ ij / ij ij 




Xy = X»-i j©i- i - Xy, (A.5) 
Wij = W,; + X t - l j© i - l , (A.6) 
Jm = ^ - (Ay + A H ) , (A.7) 
et Xij — 9ij/Aij. La fonction Qx vaut 1 si x > 0 et 0 sinon. L'approximation seculaire [36] 
a ete utilisee pour reduire £{t) a ec(t) ou em(t) selon les circonstances. 
II est possible de recrire le hamiltonien dispersif Hp en sommant sur les etats plutot 
qu'en sommant sur les niveaux et sur les transmons. II prend alors la forme 
HD =h I wr + J2 X°U* ) at« + Y, ^ ^ + S hXw M*)n i+ + c-h) 
V cr J a crj 
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Annexe B 
Equation maitresse dispersive 
L'equation maitresse s'ecrit corarae 
p=-J[^p] + « D H p + E ^ D [ i ^ ( i + 1 i ] ' 9 + E ^ D X ^ I ^ I p. (B.l) 
En transformant les operateurs de cette equation de la merae maniere que le Hamilto-
nien a ete transforme dans l'annexe A, l'equation maitresse dispersive est obtenue. Cette 
methode fonctionne puisque la transformation U utilisee ne depend pas du temps. Par 
contre, puisque pour une constante c quelconque, D [ex] p = c2D [x] p, les operateurs a 
l'interieur des dissipateurs n'ont pas besoin d'etre transformes. En effet, une transforma-
tion au premier ordre en \tj dans un dissipateur donne un terme au deuxieme ordre en 
Ay dans l'equation maitresse, termes qui sont negliges dans notre approche. Cependant, 
les termes de l'ordre K\^ ne seront pas negliges puisque K peut etre grand. Une fois 
transformes, les operateurs deviennent, au premier ordre en Ay, 
H^HD, 
a—¥a+ y^ Xij\i)j (i + l\ 
ou HD est donne a l'equation (A.8). II sufHt ensuite d'utiliser l'approximation seculaire 
pour ecrire l'equation maitresse dispersive comme 
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PD = —T [HD, pD] + KD [a] PD + ^2 7«jD [\i)j(i + 1|] pD 




ll est possible de recrire Pequation maitresse dispersive en sommant sur les etats 
plutot qu'en sommant sur les niveaux et les transmons. Elle prend alors la forme 
PD = ~-Z [HD, pD] + KD [a] pD 4- ^ 7ijD En^. PD 
(B.3) 
+ E ^ E %in* Pi5 + KD EA^nr PD-
L o-J 
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Annexe C 
Application de la transformation du 
polaron 
C.l Application sur l 'equation maitresse dispersive 
C.l . l Approche generate 
L'approche suivie ici sera la meme que celle suivie dans la reference [41). Dans le 
referentiel du polaron, la matrice densite peut s'ecrire comme 
pp = P^pDP = J2 PPmn.Ama){na'\. (C.l) 
mnaa' 
Ainsi, la matrice densite reduite des transmons peut s'ecrire 
PPd = TVres [PD] = Tr r e s [PppP]] , (C.2) 
oil TYres [p] est la trace partielle de p sur le resonateur. En recrivant pp comme ci-dessus 
et en simplifiant, la matrice densite reduite peut s'ecrire sous la forme 
a n rr^o' ran 
OU 
oa' P lcra' \ 
mnpq ~ Pmnaa'^pq ~ ^mnpqacr'; (C.4) 
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= (p|D(^)k)exPHlmK<]] (C.5) 
$"„, = a a - OLa>. , 
L'equation maitresse dans le referentiel du polaron s'ecrit comme 




PP = ~ * 
— i 
\ tr / cr CT 
J2 Ki (ec(i)Df ( a* + 1 ) D K ) I^+ + c.h.) , pl 
°"J 





 + «D [na] pp + Ka [Pp, n*] + «[na, pp] af 
+ X > P 
n 
^ ^ . ^ ( a ^ D ^ r 1 ) ^ - / + E T D s%Jn" 
+ KD ^A^DtKJDfcrW 
<u 
/ • (C.8) 
Dans cette equation, 
IIQ = ^ a , , ! ! , , , (C.9) 
et la notation aqJ signifie que la variable a est associee a l'etat |<r) = \qiq2Qz--Qj + 1---9JV) 
des transmons. Pour que la dynamique relative au resonateur disparaisse de revolution 
unitaire du systeme, c'est-a-dire pour que les termes proportionnels a a et a* dispa-
raissent du Hamiltonien, la variable aa est choisie comme etant la solution de l'equation 
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differentielle 
aa — -i (cor + Xo) oia - iem(t) - -aa. (C.10) 
Maintenant, la quantite qui dictera revolution temporelle de la matrice densite re-
duite, Pmno-o-' = (marina1), peut etre calculee : 
Pmnaa' = ~ i (vr (m - n) + Xa™ ~ Xa'Tl + UJa - U)a> + R e [em(t) « - a * , ) ] ) pPmna<J, 
- i E {Panl~l''\3-iMt){mp (a.) D (a*"1) |«>e„_i - c.h.) 
+ i E {P^S V*c(t)(a|Dt ( a ^ ) D ( c v ) )n) _ c.h.) 
" * E E ( P ^ 1 * " 1 ' V i J ^ H I * (a,) D ( a r 1 ' * " 1 ) l ^ e ^ - ! - c.h.) 
+ * E E ( ^ + 1 ^ - u H D t ( « ^ + 1 ) D K O ^ 6 ^ - c.h. 
+ K I y/(m + l)(n + l ) / 4 + i , n + W ~ g ( m + n ) ^ — ' J 
+ « ( a f f<, - - (la^l2 + |av|2) J p£n(T<T, 
+ « (Vm + 1 « , - < ) P™ + L W + c.h. J 
+ E ^fP^naa' U^tyi ~ 3 (^J + ^ ) ) 
jab 
<6|Dt(a*+1)D(a^)|n> 
" j E ^ ( ( ^ - i j + KXl-hj) e * - i + ( T ^ - I J + KX1-I,J) Q9J-1) 
i 
+ * E E ^V,i (l - W«) <W Wi+1 (^|Df K ) D (a*+*) |a> 
ij ab 
x(6 |Dt(a$+ 1 )D(a^) |n> 
jab 
X 
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a 
(C.ll) 
ou pmnva> '9l est le coefficient de l'etat associe au projecteur 
\m,q1q2qa...qj + l...qN){n,q'1q'2q,3...q'l + l...q'N\. 
Knnpqaa' es^ associe a ce meme projecteur. Finalement, revolution des termes diagonaux 
de la matrice densite reduite p^ = (a\ppd\a) est 
Y,Pnn*<r = E ( (j<W + KK3i) PunV'"^1 ~ % - l ( T ^ - I J + K ^ - l j ) Pnnaa) 
n jn 
jan 
— •> \ ^ \ "* ( T ,Pl \9j-1.9i+l; _ T ,ft \ ;<73+l,gi—1 _ u \ 
j<l an 
+ K Z^r E I AcHiAQiJA^nnaaa ~ 2 (©9«~l\i-l,i\jJAanna^o- ' + C.h.) I , 
i^j an ^ ^ 
(C.12) 




- ' E l ^ - L i ^ W ^ r l ^ n W - V , J c c ( 0 * m » t w ~ c h ) 
jmn 
- . ' W / r n x9l + l,9j-l; _ T
 n yq't-lrfj+l _ , 
1
 Z-~t 2-^i \Jaj-ld,qi^KJqj-^Amnnm<Tcr' Jq'iJ,q'i-l,lKJq'i~lAmnnmaal t'n-
j<l mn 
-i^Zix*- %>) (Re [a f f<,] + ilm [affa$,]) A^ r e m 
mn 
+ « ^ (1 - <5m„) ( > / ( m + l ) ( n + l ) A ^ l i n + l i n r n ~l(.™ + ^mnnrn) 
+ E (>/^+"I («#, + $^) XZ'n+l,nm + C-h.) 
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+ E f A ™ UiVV ~ \ (<i + ^ ) ) 
jmn ^ ' 
+ E (iW + KXlj) S^Xm~+J 
jmn 
~ g E A ™ ( 6 ^ - i (T%-IJ + «A*-ij) + c 'h-) 





mnpq = ~ l (0Jr (jn - Tl) + Xam - Xa'Tl + >Jja - U)a>) \^npq 
- * ' E {pPanJ^K-iMt){mp MB (a^1) |a)e^_! - c.h.) dg 
aj 
+ * E {f™£X\Mt)^ (4+1) D (cv) |n) - c.h.) < 
E ( / C ^ ' ^ - i ^ M D ' . K ) D (a?+ 1*-1) |a>ew_! - c.h.) dg 
a,j<l 
E ( ^ ^ ^ - i ^ l * {4~hq'j+1) D (<v) |n)09[_1 - ah.) < + i 
a,j<l 
i {Xa - Xa>) (Re [a^a*,] + zlm [a^a*,]) A'7'7 
mnpq 
+ K ( V ( m + l ) ( n + l )A^ 1 ) n + l i M - ^(m + n)A^pgJ 
+«(v^n^,A-;+ljP(?+c.h.) + (V^^A-;P_1I?+c.h.] 
+ E ^ x™:Pq (wv - \ (<,+4,)) 
+ E ( ^ + <J) S^/abZ^qi+1(rn\^ K) D («*+1) \a) 
jab 
x(6|Dt( a*+ 1)DK0|nX 
- j E A ™ ( ( T % - I J + « A ? , - I J ) 0 * - i + (>J-iJ + « A ^ - u ) 0 ^ - i ) 
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£ ( A f t - i , i \ i p r j B ; 1 * + l 5 e f t _ 1 H D t K ) D ( a * - x * + 1 ) [a) + c.h.) < . 
(C.14) 
En general, il n'y a aucune maniere simple de reduire ces equations a une equation 
maitresse compacte pour ppd- Cependant, certains cas precis et certaines approximations 
permettent de simplifier ces equations. 
C.1.2 Mesure faible 
Lorsque la mesure est tres faible, \0*,\ <C 1 pour tout a,a'. A l'ordre zero en /3£,, 
d™ ~ Spq pour tout a, a' [41]. Avec cette simplification, le terme hors-diagonal peut 
s'ecrire p^ = XQQ00. En effet, dans le referentiel du polaron, la population de la cavite 
est initialement nulle. Dans l'approximation consideree, comme dans la ref. [41], il n'y a 
aucun mecanisme pour augmenter cette population. Ainsi, le seul terme hors diagonale 
non nul sera le terme pour lequel m = n = 0, comme enonce ci-dessus. Dans ce cas, 
Pequation maitresse reduite peut s'ecrire comme 
Ppd — h 
H% £>> Ppd in„ 
+E^ D Ew 
yiXaRaiPpd 







H% = Y t&*n* + E nxw (£c(*)nj+ + c.h.) + Y ^ W {ni+K~ + c.h.), (C.i6) 
"j }<i 
est le hamiltonien dispersif associe aux transmons. 
Annexe C : Application de la transformation du polaron 58 
C.1.3 Deux qubits degeneres 
Dans le cas de deux qubits degeneres, le systeme obeit, par hypothese, aux conditions 
Xge = Xeg, ^oo = —A0i et ec(t) = 0. Dans cette situation ou age = aeg, l'equation (C.12) se 
simplifie. Pour obtenir une version compacte de l'equation maitresse reduite, il faut aussi 
que le terme hors-diagonal puisse s'ecrire (fp^ = AQJ00 comme dans ['approximation de la 
mesure faible (annexe C.1.2). Ainsi, il taut qu'il n'y ait aucun mecanisme pour peupler 
les termes de l'equation (C.13) avec m , n / 0 . Cependant, de tels mecanismes existent 
dans le cas des deux qubits degeneres. lis se manifestent dans les termes X^pq e* ^mnpq-
En effet, le taux de variation temporel de A^;^ s'ecrit 
^mnpg = ~ i K (m-n)+ xgem - xggn + uge - u)gg) \%$q 
~
 %
 {Pmn,eg,ggJo,lfifi ~ C.n.J apq — % \Xge ~ Xgg) ageagg^mnpq 




+ K {VnTTplXZupq + ch.J + ( v / p / ^ A ^ - i , , + c.h.j 
- U ( m + n ) + ^ (TOI + KAOO) + 7*1 J KeA 
+ E froo + ^ lo) pS,,ee>es(m|Dt (age) D (aee) |a)(6[Dt (aeg) D (agg) \n)d!™9 
ab 
- £ KXloPab,ee,geW& («ffe) D (aee) \a) (b\tf (age) D (agg) \n)dfq^ 
ab 
+ ^ ^ ( C M J + c h . ) ^ . (C.17) 
L'equation gouvernant revolution de A^fg est similaire. A partir de ce resultat, une 
condition suffisante est trouvee pour pouvoir negliger \™npq si m, n,p,q ^ 0. Cette condi-
tion est 
7oo,7oi < ^ - (C.18) 
Lorsque cette condition est respectee, l'equation maitresse reduite peut s'ecrire comme 
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Ppd = TQ HD, ppd iUn 
+J2^D £<^n; 
y^XMa,Ppd 







H% = Y, *&<&„ + J2 M«mi (ni+rt" + ch.) (C.20) 
3<l 
C.2 Application sur l 'equation maitresse stochastique 
L'EMS dans le regime dispersif s'ecrit 
Psd = CDPad + y/^n^t)'H[aerut']pad. (C.21) 
La version non normalisee de cette equation sera utilisee pour faire le calcul dans le but 
de simplifier la demarche. Ceci revient a changer le superoperateur % pour T-L [x] p = 
xp + px^ [41]. La normalisation sera reintroduce a la fin du calcul. La demarche pour 
obtenir l'equation maitresse reduite est identique a celle presentee a l'annexe C.l. 
L'equation maitresse dans le referentiel du polaron s'ecrit comme 
pp = (C.8) + y/m(t)H [(a + n a ) e-^] pp. (C.22) 
Dans l'expression ci-dessus, le numero d'equation fait reference a la partie de droite de 
l'equation en question. A partir de l'equation ci-haut, la quantite qui dictera revolution 
temporelle de la matrice densite reduite, p^naa' = {mp\pP\ncr'), peut etre calculee : 
+ y ^ ( i ) {aae^ + c^e*) ppmna(T,. (C.23) 
Finalement, revolution des termes diagonaux de la matrice densite reduite non normalisee 
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PZ = WlPpnW) est 
XX™ = (c.i2) + ^ e w [ E Ke~^+<e") ^ - - + W**c"*+ch)) 





1U = Y,^+lPn+hnaa- (C25) 
n 
De meme, revolution des termes non diagonaux p™ — (p^^o1) est 
E A ~ = (°-13) + E V*nt(t) (V^TTx^hnnme^ + ch.) 
mn m,n 
+ E V^(«) Ke~^ + a^e*) \%nnm, (C.26) 
puisque 
A ^ p g = (C.14) + v^C(^) ( V ^ T l A ^ ^ e - ^ + V^TlA- ; + 1 , p ( 7 e^ ) 
+ v « ( * ) K ^ + < ^ * ) Aj£w . (C.27) 
Pour pouvoir simplifier ces equations et obtenir une equation maitresse reduite compacte, 
il faut que pfia(t) —> 0. Cette quantite etant initialement nulle, il suffit done qu'elle 
n'augmente pas dans le temps. En negligeant des termes stochastiques dont la valeur 
moyenne est nulle, son evolution s'ecrit 
Pl,l,a = - i (Wr + Xc) PiM 





 v / j rn \'Jqj-l,JM^1j-'i-^an,n+l>aa<T ~ ^qj,j,qi-l:l^qi-l^n+l,aan(ra- ~ C.n. I 
j<l an 
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+ E ( ^ + < i ) {rnPPn+qe^+1 + ( < # + 1 " « * ) PPnnl^+1) 
jn 
- E P P M (7%-ij + «A^._ij) ©?J-i 
+ « E E w ^ + l i * + 1 <^ iDt («?+1) (a -«-)D (°£ + 1 ) i*> 
- i E E r« (\.-iA^A^Ci^-i + c.h.) , (C.28) 
i^tj an 
ou r„ = y/n + 1. A priori, il n'y a aucun moyen de simplifier cette equation pour trouver 
une condition simple qui permettrait que Pua(t) —> 0 soit respecte pour tout temps. 
Cependant, les cas precis et les approximations introduites a la section 2.5.1 permettent de 
trouver une telle condition et par consequent de trouver une equation maitresse compacte 
pour ppn. 
C.2.1 Mesure faible 
Dans l'approximation de la mesure faible (\j3^\ <C 1 pour tout a, a'), Pequation (C.28) 
se reduit a 
Pl,l,a = ~i(0Jr + Xa) Pl,l,a 
- « E r » (XQj-hMt)Oqj-lpP+qlnaa ~ \ j « c ( 0 P n + T S l ~ c h - ) 
jn 
£ _ \ ~ ^ S T ^ ( j p> P 9 J + 1 , « J - 1 ; _ T a , P ;<7 ! -1 .<7J+1 _ i 1 2-^i 2-^Tn \J<li-1J'1l^J1j-1Pn+l,ncTa Jqj,j,qi-l,l^qi~lPn+l,naa C - n -
+ « ( E r n \ / ( « + 2 ) ^ + 2 , n + l , < r a ~ \ ( ^ + 1 ) / ^ J 
+ E (>J + KXW) r » i S f + 1 - Y,PPM (T*-1J + KX1-IJ) 6 * - I 
jn j 
+ « E E r " ( X1i*KjPn+Co*J+1 ~ g ( \ - l , i \ ^ M - G " + l i e « - l + C.h.J J . 
Mi n 
(C.29) 
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Ainsi, dans cette approximation, Piia(t) reste toujours nul puisque son evolution est 
diagonal dans la base du resonateur (ou elle depend d'etats plus peuples dans la base du 
resonateur que Piia(t)). Dans ce cas, l'EMS reduite s'ecrit (une fois normalisee) 
PP = CpPv + Vwt(t)H [n a e"^] Pp. (C.30) 
C.2.2 Un seul transmon 
Lorsqu'il y a un seul transmon dans la cavite (JV = 1) et lorsque ec(t) = 0, l'equa-
tion (C.28) se reduit a 
Pit* = - \(vr + Xo) Puo-
+ ( 7 t r + K \ 1 ) [ p f , i f f + 1 + Y^ K + l - U°) Pnn,v+l,a+l J 
Pl,l,a {l* + K\l) ea-!. 
Ainsi, dans ce cas, pft a(t) —>• 0 pour tout temps a la condition que 
(C.31) 
7 , « f , (C32) 
pour tout a. Dans ce cas, l'EMS reduite s'ecrit (une fois normalisee) 
PP = CpPp + v ^ e W « [n«e-^] pp. (C.33) 
C.2.3 Deux qubits degeneres 
Dans le cas des deux qubits degeneres, le systeme obeit, par hypothese, aux conditions 
Xge = Xeg, Aoo = —Aoi et ec(t) = 0. Dans ce cas, l'equation (C.28) se reduit a 
PPi,U = ~ '• K + X°) Pit* 
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-




— KAQQO^gg J ^ V nPn+l,n,eg,ae ' Pnn,eg,gePgg > c - n - J 
n 
+ f*oo £ £ r» ( P ^ i ? + l 5 e « - i + c.h.) . (C.34) 
Ainsi, dans ce cas, Pua(t) —>• 0 pour tout temps a la condition que 
3 
Dans ce cas, l'EMS reduite s'ecrit (une fois normalises) 
PP = CPPp + v ^ e ( i ) ^ [nQe-*] /op. (C.36) 
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Annexe D 
Taux du regime stationnaire de la 
mesure de parite 
Lors d'une mesure d'amplitude fixe e, avec Ar = 0, la solution de l'equation dif-
ferentielle (3.15) representant le taux de variation de l'etat coherent aa dans la cavite 
s'ecrit 
<**«) = " ^ t v i ^ ^ " e-*^2) • (D-D 
Ainsi, l'etat coherent tend vers sa valeur stationnaire d'une maniere exponentielle a un 
taux K/2. Cette valeur stationnaire est 
a. = " f f l 4 - " / 2 ' . (D.2) 
Le nombre de photons stationnaire dans le resonateur est \aa\2 si les transmons sont 
dans l'etat \a). Ainsi, le nombre de photons maximal dans le resonateur dans le cas oil 




2 e N 2 
K 
De ces resultats, il est possible de calculer les taux stationnaires d'interet qui sont 
(D.3) 
ptrcr' _ \X<r Xcr') K \aeg\ /^ . ... 
d
 "8(^+K2/4)(e+«74)' { • } 
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W
 = (Xa ~ Xo') (XaXcr' + K2) K2\aeg\2 
4(XI + K2/4)(XI, + K2/4) ' l • ) 
-4 I |2 
,3„,~2 U, 12 
r
"(f) = r f ^ ' <-» 
r 0 i ( 0 ) = KTlx"™ (D.7) 
4 ( x i + «V4)2' 
-3,~2 U, 12 
pee.gg _ K Xee\aeg\ (T) 8) 
-
d
 2(xL + «2/4)2' 
-.2 U, 12 
2(xL + «2/4)' (U-yJ 
4ee>gfl _ - ( x L - * 7 4 ) t t 2 X e e l a e g | 2 m . 
2 (Xee + «2/4) 
et les ratios d'interet qui sont 
rn(7T/2) - 2 x 1 fXeeV 
AT'99 xl - «2/4 V « 
2 
(D.ll) 
™ = - 2 ( ^ ) ' , (D,2, 
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