Abstract. In this paper, we propose a new method to extract the extreme fluctuations of vertical velocity in the unstable atmospheric surface layer. Unlike the commonly used conditional sampling analysis, this method defines a threshold by using a systematical method and tries to reduce the artificiality in this process. It defines threshold as the position where the types of probability density functions (PDFs) of vertical velocity fluctuations begin to change character from stable distributions to truncated stable distributions. Absolute values of fluctuations greater than the threshold are considered to be extreme fluctuations. We then analyze the statistical characteristics of extracted extreme fluctuations of vertical velocity. Our results show that the amplitudes of extreme fluctuations are exponentially distributed, and the waiting times between extreme fluctuations have stretched exponential distributions. It suggests that there are statistical correlations in the time series of vertical velocity because independent time series can only have exponentially distributed waiting times. The durations of extreme fluctuations are also found to be stretched exponential distributed, while for the independent time series the distributions of durations are delta-like. Finally, the PDFs of amplitudes, waiting times and durations are all well parameterized in the context of MoninObukhov theory.
Introduction
It has been found that the probability density functions (PDFs) of vertical velocity in the convective boundary layer (CBL) are non-Gaussian due to the presence of updrafts and downdrafts, and this finding is expected to improve the stochastic models of airborne dispersion where the vertical velocity is assumed to be Gaussian (Baerentsen and Berkowicz, 1984; Luhar and Britter, 1989; Weil, 1990; Du et al., 1994; Anfossi et al., 1997) . However, until now there has been no consensus on the forms of PDFs of vertical velocity, and many works focused mainly on the skewness and kurtosis deviating from a Gaussian distribution, important non-Gaussian features of vertical velocity. Recently, Liu et al. (2011) found that except for the skewness and kurtosis deviating from a Gaussian distribution the tails of PDFs of vertical velocity are also much longer than a Gaussian distribution. Longer tails mean that large vertical velocities will appear more frequently than Gaussian predictions and the observed time series seem to be bursting.
Many interesting phenomena are related to extreme signals. One is the cumulative effect. It means that although extreme signals have smaller probabilities than background signals, they have larger magnitudes and thus could cause noticeable effects. The cumulative effects and their implications have been discussed in atmospheric science. For example, Mahrt (1998) has discussed that the simulated surface temperature will be much lower than observations if the cumulative effect of extreme singals in the stable boundary layer (SBL) is ignored. Duncan and Schuepp (1992) stated that 80 % of airborne fluxes were due to roughly 20 % of the recorded extreme events. Another interesting phenomenon is the local effect. It means that influential effects are focused on a small fraction of a time interval. In some cases, the local effect will be important for our lives. In the nocturnal boundary layer, the extreme vertical mixing can bring the ozone aloft to the surface and this would lead to a local pollutant event (Salmond and McKendry, 2005) .
Extreme signals in the time series of vertical velocity are always mingled with noise and background turbulence. If we want to study their statistical features, we should extract extreme fluctuations from original observations. The most commonly used method for extracting extreme fluctuations is conditional sampling analysis, where fluctuations above a threshold are considered to be extreme signals (Antonia, 1981; Nappo, 1991; Duncan and Schuepp, 1992; Doran, 2004) . However, many works set the threshold artificially, and different thresholds may cause apparently conflicting results (Schumann and Moeng, 1991) . This becomes one major criticism of conditional sampling analysis (Mason et al., 2002) . Extreme signals are commonly considered to be caused by particular physical mechanisms different from those related to noise or background turbulence. In the CBL, the extreme vertical velocities and fluxes may be caused by plumes or thermals (Baerentsen and Berkowicz, 1984; Duncan and Schuepp, 1992) , and in the SBL, the extreme turbulence may be caused by wind shear instability (Blackadar, 1979) , gravity waves (Nappo, 1991) or other forcings (Sun et al., 2002) . Different physical mechanisms may lead to different statistical behaviors. Thus, based on the PDF analysis, one would find a reasonable method to set the threshold and reduce some artificiality. Katul et al. (1994) proposed such a method. They use a Gaussian distribution as a reference PDF and define the threshold as the position where observed PDFs begin to deviate from the reference PDF. However, for the vertical velocity, a Gaussian distribution is not suitable to be used as the reference PDF. The central parts of PDFs of vertical velocity are asymmetric and cannot be fitted by Gaussians (Chu et al., 1996; Liu et al., 2011) . It was found that PDFs of vertical velocity in the unstable surface layer can be fitted well by the truncated stable distribution, which is also better than other commonly used distributions, such as bi-Gaussian and Gram-Charlier PDFs (Liu et al., 2011) . These findings can be used to improve the method of Katul et al. (1994) .
In this paper, a new method is proposed to extract extreme fluctuations from time series of vertical velocity (see Sect. 3). Then, the statistical features of extreme fluctuations, such as the PDFs of the amplitudes of extreme fluctuations, waiting times and durations, are analyzed and parameterized in the context of the Monin-Obukhov similarity theory (see Sect. 4).
Data
The data used in this paper are the same as those in Liu et al. (2011) . More details about the data and quality control algorithms are found in that paper. Here, we just give a brief introduction. The experiments were carried out from May 2009 through April 2010 at a site located in a steppe northeast of Xilinhaote, in Inner Mongolia, China. The underlying surface is nearly horizontally uniform and flat, which is suitable for similarity analysis. In all, 6 days of wind data obtained by sonic anemometers 20 Hz) at 10 and 30 m are used in this paper.
Before further analysis, several steps and algorithms are used to control the quality of the data. First, algorithms developed by Vickers and Mahrt (1997) are used to detect possible instrument errors. Erroneous data are withdrawn from further analysis. Second, the instrument's reference frame is transformed to the streamline reference for correcting the possible tilt of the anemometer (Kaimal and Finnigan, 1994; Wilczak et al., 2001) . Third, the data with jets appearing at the top of wind profiles are withdrawn in order to avoid possible disturbances from mesoscale structures. Fourth, the Fourier spectra of vertical velocities are analyzed to detect possible contamination from high-frequency noise, and data with serious noise contamination are withdrawn. Unless otherwise noted, the averaging time used in the computation of averaged variables, such as friction velocities, turbulent fluxes and averaged temperature, will be set to 15 min in this paper.
As in Liu et al. (2011) , we will analyze the dimensionless vertical velocity defined by
where w is the vertical velocity fluctuation and σ w is the standard deviation of w . Data are also classified into six categories according to the stability parameter as was used by Kaimal et al. (1972) :
where L is the Obukhov length and z is the height above ground level.
Extraction of extreme fluctuations

Methods
The method is based on the consideration that extreme fluctuations with large amplitudes may be related to some physical mechanism different from that related to background turbulence or noises. If so, their statistical behaviors may also be different. Thus, by analyzing the PDFs, one could find a turning point where the types of PDFs begin to change. The turning point is considered to be a threshold to extract extreme events. In practice, a mathematical distribution is selected as a reference PDF that must fit the central parts of observed PDFs well. The threshold is then defined by the turning point where observed PDFs begin to deviate from this reference PDF. Katul et al. (1994) used a Gaussian distribution as the reference PDF to fit the central part of the PDF of heat flux. For the vertical velocity in the unstable surface layer, the Gaussian distribution is not a good reference PDF because the observed PDFs are generally asymmetric, while a Gaussian is symmetric. Liu et al. (2011) found that in the unstable surface layer the PDFs of dimensionless vertical velocity under different stability conditions almost collapse to a curve, which can be well described by the truncated stable distribution. The truncated stable distribution does not have a closed expression, but its characteristic function (k) is closed (Koponen, 1995) :
when 0 < α < 1, and
when 1 < α < 2 (note that there is a misprint of Eq. (35) in Liu et al., 2011 , where +iαβλ α−1 k should be −iαβλ α−1 k).
Although the characteristic function is a complex function, its Fourier transform is the probability density function, which is a real function. The parameter λ is a cut-off parameter. When λ = 0, the truncated stable distribution becomes the stable distribution
Both the truncated stable and stable distributions have three common parameters: a characteristic exponent α ∈ (0, 2], a skewness parameter β ∈ [−1, 1] and a scale parameter γ > 0. Since α and β determine the form of PDF, they are considered to be shape parameters (Nolan, 2013) . Except in the far tails, there are no differences between the truncated stable and stable PDFs with the same α, β, and γ (Koponen, 1995; Nappo, 1991) . Thus, it is natural to consider the stable distribution as a reference PDF. The threshold for extracting extreme fluctuations can be defined by the position where the observed PDFs begin to deviate from the corresponding stable ones. In the following, we use an example to show how to find the threshold.
An asymmetrically truncated stable distribution with parameters α = 1.5, β = 0.6, γ = 1 and λ = 1 is considered. The corresponding reference PDF is an asymmetrically stable PDF with parameters α = 1.5, β = 0.6 and γ = 1. We first define a range G ∈ [−D/2+x max , D/2+x max ] along the x axis with a length of D where x max is defined by f (x max ) = maxf (x) (see the rectangles in Fig. 1a ). In this case, x max ≈ −0.7 for the stable distribution and x max ≈ −0.1 for the truncated stable distribution. We then compare PDFs in the range of G. For comparison, PDFs in this range are normalized by
where f is the original PDF and f G is the normalized PDF. The normalization coefficient c is computed by c = G f (x)dx. For small D, it is found that the normalized truncated stable and stable PDFs almost coincide in the range G (see Fig. 1b ). However, for large D the two normalized PDFs will not coincide in the range G due to their different types of tails. This can be easily understood according to (5) . If the tails of the probability function are different, the corresponding normalization coefficients are different. Thus the normalized pdf will be totally different even in the central part of a PDF (see Fig. 1a , where D → ∞ and c = 1). The difference between normalized PDFs can be described by their maxima. Figure 1c shows the maxima of PDFs as a function of the half-length D/2. For small D, there is almost no difference between the two normalized PDFs. However, as D increases, the difference will become large.
We then compute the absolute value of relative deviation between maxima of the normalized truncated stable and stable PDFs by
where f G andf G are normalized truncated stable and stable PDFs, respectively. As shown in Fig. 1d , RD shows different behaviors with the increase in D. Three regions can be identified. When D/2 < 0.5, RD almost approaches zero. Data in this region are mainly noises or background turbulence that agree with the stable distribution. When 0.5 < D/2 < 2.2, RD begins to increase as a linear function of D/2. In this region, the extreme fluctuations begin to affect the behaviors of PDFs. However, the relative proportion of noises or background turbulence and extreme fluctuations may be comparable and it is difficult to distinguish them in this region.
With the increase in D/2, data will contain more and more extreme fluctuations. At the same time, deviations between truncated stable and stable distributions will become larger until the relative proportion of extreme fluctuations is significant. When D/2 > 2.2, we find that RD ends its linear behavior and begins to saturate. In practice, the end point of the linear behavior of RD is considered to be the threshold for extracting extreme fluctuations. In this case, the threshold is T ± = x max ±D/2 = −0.1±2.2. Fluctuations greater than T + and less than T − are recognized as extreme fluctuations.
Application to vertical velocities
The method introduced in Sect. 3.1 can be used to extract extreme fluctuations from dimensionless vertical velocity fluctuations. According to Liu et al. (2011) , the dimensionless vertical velocities in the unstable surface layer are well fitted by a truncated stable distribution with parameters α = 1.19, β = 0.62, γ = 1.72, and λ = 1.61 (see Fig. 2a ). Thus, the stable distribution (λ = 0) with these same parameter values is chosen as a reference PDF (see the dashed line in Fig. 2a ). The PDFs normalized by Eq. (5) coincide for small D (see Fig. 2b , where the length of range D = 1.2). As in the idealized examples, with the increase in D the normalized PDFs in the range G begin to separate (see Fig. 2c ). One can note that the normalized observed PDFs and their maxima are all consistent with the truncated stable distribution. The variation in RD as a function of D/2 is shown in Fig. 2d . As with the examples in Sect. 3.1, three regions can be identified. For D/2 < 0.7, the fluctuations are mainly noises or background turbulence. For 0.7 < D/2 < 1.9, the relative proportion of extreme and background signals is comparable and it is difficult to distinguish the two kinds of signals in this region. For D/2 > 1.9, RD begins to saturate. It is considered to be a sign that the relative proportion of extreme fluctuations becomes significant. Thus, the threshold for extracting extreme vertical velocities is T ± = x max ± D/2 = −0.15 ± 1.9. It should be noted that the threshold T ± is for dimensionless vertical velocity Z. For the original vertical velocity, the threshold
and the extreme fluctuations of vertical velocity are identified by
We should stress here that because the physical mechanism of extreme events is not known yet we can not define the threshold directly from the right physical mechanism. In this situation, the natural way is to find turning points because in physics such points usually represent a possible sudden shift to a contrasting dynamical regime (Scheffer et al., 2009 ). We found two turning points in the RD plot. The left one is too close to the central part of PDF where the extreme signals may also coexist with the noise or other weaker background signals. For safety, we choose the right one as the threshold. It may not be the best way, but is a reasonable way to define a threshold without the physical mechanism. Of course, if we have convincing reasons other ways are also allowed.
Some examples of extracted extreme fluctuations are shown in Fig. 3 . The left column of Fig. 3 shows the original (top) and corresponding extreme (bottom) fluctuations when the local mean wind velocity is about 5 m s −1 and the right column shows the results when the local mean wind velocity is about 15 m s −1 (see the bottom plot in each panel). One can see that with the decrease in z/L (with the stratification more and more unstable) the extreme fluctuations show a tendency to clustering if the local mean wind velocity is large or small. At the same time of clustering, the frequency of extreme events seems to descend. This may be related to the more frequent appearance of large plumes or thermals in the very unstable CBL. It has been found that the standard deviation of vertical velocity σ w in an unstable surface layer agrees with MoninObukhov similarity and can be parameterized by
where u * is the friction velocity (Liu et al., 2011) . Thus, the threshold w ± can also be parameterized by
Using the above equation, one can easily obtain the threshold by only measuring the stability parameter z/L and the friction velocity u * .
Statistical characteristics of extreme vertical velocities
The statistical characteristics of extreme vertical velocity fluctuations can be described by their amplitudes, waiting times and durations beyond threshold. In this section, we will discuss the statistical characteristics of amplitudes, waiting times and durations of the extracted extreme fluctuations. Figure 4 is a schematic diagram of extreme vertical velocity fluctuations where the waiting times and durations are denoted by t w and t l , respectively. These symbols will be used in the following sections.
Amplitude of extreme vertical velocities
We define the dimensionless excess amplitude of up-crossing by Z − T + when Z > T + and the excess amplitude under different stability conditions almost collapse into a single curve, except data points in the far tails, where the statistics are poor. Data points can be fitted well by an exponential distribution, except the part very near the threshold, where data are undercounted due to the limit of measurement resolution. The fitting function for the up excess PDF is
where λ + = 1.77 and for the down excess PDF
where λ − = 2.56. Finally, we have
and
where σ w is parameterized by Eq. (9). For comparison, we generate an independent and stationary time series whose PDF is the same as the truncated stable PDF shown in Fig. 2a (see Fig. 6 ). The excess PDFs of this artificial time series are also plotted by lines in Fig. 5 . One can see that the real data and the independent artificial time series with the same distribution also have the same excess PDFs.
Waiting time
If a time series is independent and stationary, it can be easily proved that the waiting time is exponentially distributed. The proof is listed as follows. Suppose that t is the sampling interval and the number of samples n in time interval [t 0 , t 0 + t] is t/ t. Then, the probability of occurrence number of extreme fluctuations N during [t 0 , t 0 + t] is given by
where p is the probability of occurrence of extreme fluctuations and k ∈ [0, n]. It is well known that if n is very large but np is not very large the binomial distribution (15) approaches a Poisson distribution. Thus,
The Poisson-distributed occurrence number will lead to an exponentially distributed waiting time that is expressed by
where the parameter δ = p/ t and t w t (Ross, 1983) . We note that the above conclusion is only for independent time series. If correlations exist, the waiting time distribution will deviate from the exponential distribution. In fact, studies in a widespread area, such as boundary layer wind speed (Santhanam and Kantz, 2005) , records of climate (Bunde et al., 2005) , seismic activities (Davidsen and Goltz, 2004 ) and solar flares (Lepreti et al., 2001) , found that most natural time series belong to the latter. 
where t w is the mean of waiting time. The result shows that data under different stability conditions almost collapse into a single curve but deviate significantly from exponential distribution. For the independent artificial time series shown in Fig. 6 , the waiting times are exponentially distributed (see the line in Fig. 7a ). We then randomly sort the original vertical velocity fluctuations including many extreme events to obtain a surrogate time series. This time series has the same distribution as the original one, but loses correlations. Figure 7b shows that the waiting time distribution of independent surrogate series is indeed exponential. The above results suggest that there are correlations in data. It has been found that the extreme fluctuations from correlated time series may have waiting times with a stretched exponential PDF (Bunde et al., 2005; Altmann and Kantz, 2005) . Figure 7a shows that the PDFs of dimensionless waiting times between continuously extreme fluctuations under different stability conditions can be well fitted by a stretched exponential distribution that is expressed by where
and κ ≈ 0.2950. We also analyze upward and downward vertical velocities exceeding the +/− threshold separately (Fig. 8) . One can see that the waiting time PDF between upward extreme events is almost the same as that between downward extreme events and both PDFs can also be well described by Eq. (19). Figure 3a . Line is the stretched exponential distribution with the same parameter as that in Figure 8a and dashed line is the exponential PDF with a mean of 1. Fig. 3a . Line is the stretched exponential distribution with the same parameter as that in Fig. 8a and dashed line is the exponential PDF with a mean of 1.
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We now consider the parametrization of t w . In the surface layer, the characteristic timescale for vertical velocity fluctuations is z/u * . It should be noted that this is not the only timescale that is related to the mean of waiting time. Sampling interval t is also involved. With the decrease in the sampling interval, a waiting period may be shattered into several shorter waiting periods. When parameterizing the mean of waiting time, both timescales should be considered. Figure 9a and b shows that the dimensionless variables obtained by one timescale are very scattered. However, we also note that t w / t is organized better than u * t w /z at large values of z/L and vice versa at small values of z/L. Thus, we defined a new dimensionless variable by Figure 9c shows the variations of A as a function of z/L for the whole extreme time series. This dimensionless variable combines the timescales z/u * and t and can get all of the data closely clustered around a single curve. The fitting result shows that this curve can be described by Figure 9d shows the variations of A as a function of z/L for upward and downward extreme events separately. We find that most data collapse into the same curve, whether for the upward or downward extreme events. This curve can be well described by Eq. (23). It suggests that there will be no significant differences in waiting time statistics between the whole and the upward (or downward) extreme time series.
Durations beyond threshold
As discussed in Sect. 4.2, the probability of occurrence of a number of M non-extreme fluctuations for an independent and stationary distributed time series is approximated by
if n is large and np is not large. Then, the distribution of durations is obtained by
Based on the analysis of the PDFs of vertical velocity in Fig. 2a , we can estimate that the probability of occurrence of extreme fluctuations will be p ≈ 0.06. We substitute this value in Eq. (25) and plot the variations of P (t l / t ≤ n) as a function of n (see circles in Fig. 10 ). The result shows that for independent and stationary time series most of the durations are very small. This is indeed so for the artificial time series shown in Fig. 6 , where most durations are equal to about t (see dots in Fig. 10 ). Comparing the extreme time series in Figs. 3 and 6, one can see that the real data are more clustered than independent time series. This means that long durations will appear more frequently in real data than in independent time series. Figure 11a shows the PDFs of dimensionless duration of whole extreme fluctuations under different stability conditions. The dimensionless duration is defined by
where t l is the mean of duration. Results show that the PDFs of T l under different stability conditions almost collapse into a single curve and this curve can be well described by a stretched exponential distribution with parameter κ ≈ 0.6290. Figure 11b shows the PDFs of the dimensionless duration of upward and downward extreme fluctuations separately. Most data are found to be clustered around a single curve and can be well described by the same stretched distribution in Fig. 11a . It suggests that there are no differences in the statistics of durations of the whole and the upward (or downward) extreme fluctuations. Finally, we define the dimensionless average duration by
as we have done for the average waiting time. This dimensionless variable can also be parameterized well by
whether for the whole extreme time series (Fig. 11c) or for the upward (or downward) extreme time series (Fig. 11d) . Note that the coefficients before z/L in Eqs. (23) and (28) are identical. We conclude that it would not be a coincidence. From Eq. (22) we have
where N A is the number of continuous periods without extreme events during a fixed period T (15 min in this paper). Similarly, from Eq. (27) we have
where N B is the number of extreme events. Because an extreme event is next to a waiting period, it can be deduced that
and Besides, the total durations are generally very small when compared with T . Analysis also shows that N B i=1 t l,i ≈ T /60 for the data used here (not shown). Based on the above considerations, we deduce that log A ∼ log 1
Because the coefficient z u * t ∼ 10 4 , the third term in Eq. (30) will contribute much more to the relation between log B and z/L than the second one. Thus log B ∼ log 1
Comparing with Eqs. (33) and (34), we conclude that the identical coefficients before z/L in Eqs. (23) and (28) would be caused by the large value of z u * t , which is generally true in atmospheric boundary layer observations.
Conclusions
Extreme fluctuations of vertical velocity that may originate from plumes or thermals in convective boundary layers are important for airborne dispersion. It is interesting to analyze the stochastic characteristics of extreme fluctuations and to design the parameterizations for further development of dispersion models. Before doing this, we should extract the extreme fluctuations from original observations where the extreme fluctuations and noise or background turbulent signals are always mingled together. Conditional sampling is a commonly used method to extract the extreme fluctuations, but a key parameter in this method, that is the threshold defining the boundary between extreme fluctuations and noise or background turbulence, is chosen somewhat artificially. In this paper, a new method based on the analysis of probability density functions (PDFs) is proposed to set the threshold reasonably. It has been found that the PDFs of vertical velocity fluctuations can be well fitted by the truncated stable distribution. As suggested by its name, this distribution will deviate from the corresponding stable distribution in the far tail. Stable distribution is a wide class that includes a Gaussian as a special case and is commonly used in many different areas of science (Uchaikin and Zolotarev, 1999) . In the new method, we suppose that noise and background turbulence are stably distributed. Comparing the observed PDFs and the corresponding stable distribution, one can find a vertical velocity amplitude beyond which the types of observed PDFs begin to change from stable to truncated stable distributions. Absolute values of fluctuations greater than the threshold are considered to be extreme fluctuations.
The PDFs of amplitudes, waiting times and durations of extracted extreme vertical velocity fluctuations are also analyzed. Results show that the amplitudes are exponentially distributed. Both the waiting times and durations beyond thresholds can be described by the stretched exponential distributions. They suggest that there are some kinds of statistical correlations in the vertical velocity fluctuations because independent time series will have exponentially distributed waiting times and delta-like distributed durations. All PDFs can be well parameterized in the context of Monin-Obukhov similarity.
Our findings reveal that statistical correlations in the time series of vertical velocity fluctuations in the unstable surface layer are important for understanding the statistical characteristics of extreme events. However, we do not know yet what kind of correlations these are. Are they long range or short range and how are they produced? We believe that further studies of correlations may promote our understanding of the nature of extreme fluctuations. Besides, although the method proposed in this paper is aimed at extracting the extreme vertical velocity fluctuations in unstable surface layers, it is hoped to use this method in other cases where random fluctuations can be described by the truncated stable distribution.
