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I can’t see exactly what would
happen, but I can hardly doubt that
when we have some control of the
arrangement of things on a small
scale we will get an enormously
greater range of possible properties
that substances can have, and of
diﬀerent things that we can do.
R. P. Feynman (1960)

Abstract
Today a well-equipped library of two-dimensional materials can be synthesized or ex-
foliated, ranging from insulating hexagonal boron nitride, to semi-metallic graphene,
and metallic as well as superconducting transition metal dichalcogenides and many
others. Due to strong intra-layer covalent bondings, but weak inter-layer Van-der-
Waals interactions, these layered materials can be stacked in a Lego-like fashion to
artiﬁcial heterostructures which do not occur in nature. Thereby, these novel systems
oﬀer the possibility to combine speciﬁc properties of each of its constituents to tailor
the heterostructure’s properties on demand which might allow for completely new de-
vice classes. In fact, these kind of systems are already constructed and studied in labs
around the world.
In order to guide these eﬀorts, we need an in-depth understanding of these com-
plex heterostructures starting with its smallest components, namely the diﬀerent two-
dimensional materials and their mutual interactions. To this end, we study electronic
and optical properties of novel two-dimensional materials in this thesis. In more de-
tail, we here aim to investigate functionalized graphene, graphene heterostructures
and doped or optically excited molybdenum disulﬁde (MoS2) monolayers for which we
combine ab initio based models with many-body or multi-scale approaches.
The ﬁrst part is devoted to functionalized graphene and is subdivided into the in-
vestigation of disorder-induced optical eﬀects of ﬂuorographene and into a detailed
study of the Coulomb interaction in graphene heterostructures in form of multilayer
graphene, intercalated graphite and few-layer graphene within a dielectric environment.
In the case of ﬂuorographene we use a multi-scale approach to study the eﬀects of re-
alistic disorder patterns to the optical conductivity. Thereby, we provide important
insights into the role of non-perfect ﬂuorination of graphene. Regarding the graphene
heterostructures we present a novel approach to easily and reliably derive Coulomb-
interaction matrix elements in these structures. This method is used to study the
robustness of bilayer graphene’s ground state to changes in its dielectric surrounding.
In the second part of the thesis we study a variety of many-body eﬀects that arise in
doped and optically excited MoS2 monolayers. Once again, by deriving simpliﬁed yet
accurate models from ﬁrst-principles we are able to investigate many-body excitations
like plasmons or excitons as well as many-body instabilities like superconductivity or
charge-density wave phases. Regarding the latter, we are able to extend the electron-
doping phase diagram of MoS2 by the formation of a charge-density-wave phase and
reveal its potential coexistence with the superconducting state. In the ﬁeld of many-
body excitations we study in detail excitonic line shifts upon optical excitations and
iii
we precisely describe diﬀerent types of plasmonic excitations under electron or hole
doping in MoS2. Finally, we make use of the fundamental properties of the many-body
interactions in layered materials in order to externally induce heterojunctions within
homogeneous semiconducting monolayers by non-local manipulations of the Coulomb
interaction.
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1. Introduction
Since the isolation of graphene monolayers by K. S. Novoselov and A. K. Geim [1, 2],
which earned them the Noble Prize in Physics in 2010 [3, 4], the part of the scien-
tiﬁc community which investigates two-dimensional materials has been exponentially
growing. Since then, the library of available layered materials kept constantly growing
including up to now graphene, graphene derivatives (like ﬂuorographene or graphane),
graphene equivalents (like silicene or germanene), hexagonal boron nitride, transition
metal dichalcogenides, two-dimensional oxides (like TiO2 or WO3), and many others
[5].
Besides having remarkable properties on their own, like extreme electrical conduc-
tivities or mechanical ﬂexibilities, layered materials oﬀer the fundamentally new op-
portunity to tailor material properties on demand either by surface treatments or by
guided stacking on top of each other [5, 6, 7, 8]. In comparison to conventional epitaxial
growth of heterostructures, the latter comes with the distinct advantage that it does
not require any lattice-match conditions due to the weak Van-der-Waals interactions
between the layers. This might lead to a paradigm change as already conceived by
R. P. Feynman in 1960 in his famous lecture “There’s Plenty of Room at the Bottom”
[9] and as it is described in the “Science and technology roadmap for graphene, related
two-dimensional crystals, and hybrid systems” of the European Graphene Flagship [10].
This might yield a novel framework to construct transistors, batteries, opto-electronic
compounds, sensors, photo-voltaic cells, and so on.
In fact, it remains to be seen in the (near?) future, whether or not these overwhelm-
ing predictions can be fulﬁlled. Therefore, we need a deep understanding of both,
the pristine layers and their mutual interactions in order to recognize how speciﬁc
properties in these heterostructures can be tuned. This, in turn, is a challenging task
since electrons are conﬁned to atomically thin structures in layered materials which
results in enhanced sensitivities to atomistic geometrical details. Additionally, sizable
electron-phonon and strong electron-electron interactions due to the reduced screening
are present in these materials. Hence, many-body eﬀects and structural details play a
major role in deﬁning the electronic structure of these novel two-dimensional materials.
The scope of this thesis is to investigate this interplay for novel two-dimensional
materials and graphene heterostructures by theoretical means. To this end, we will
derive so-called low-energy models based on ab initio calculations using solely geo-
metrical details of the speciﬁc lattice structures. These models serve afterwards as
the basis for sophisticated many-body considerations or multi-scale treatments. This
combination of calculations from ﬁrst principles and model descriptions oﬀers the con-
1
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siderable advantage that the following many-body or multi-scale treatments have not
to be performed on the full system, but only on those energy ranges which are most
important for the problem under consideration. Hence, it combines the accuracy of
ﬁrst-principles calculations with the capabilities of the subsequent higher-level theory,
which is often unfeasible if it involves the full ab initio basis. In fact, this separation
has routinely been applied in recent years, e.g., in the ﬁeld of strongly correlated elec-
tron problems. Here, density functional theory is used as an ab initio starting point
to derive material-realistic Hubbard models including information about the electronic
dispersion and the Coulomb interaction which are treated afterwards within many-
body theories such as the (un)screened Hartree-Fock approximation [11, 12, 13, 14] or
the so-called dynamical mean ﬁeld theory [15, 16, 17].
Here, we will apply this concept to investigate the electronic and optical properties of
functionalized graphene in form of ﬂuorographene, graphene multi layers and interca-
lated graphite as well as molybdenum disulﬁde monolayers. Based on our ﬁrst-principle
calculations we derive material-realistic models following Einstein’s philosophy ”Every-
thing should be as simple as possible, but not simpler.”. Applied to the model-building
process, this means that our models should include exclusively those parts of the full
descriptions which will certainly be needed within the subsequent many-body treat-
ments or multi-scale approaches – neither more nor less. The exact deﬁnition of the
required parts is thereby given by the material property of interest.
Before we present the corresponding physical results, we introduce in chapter 2 the
theoretical framework in which all results from the subsequent chapters are gained.
Therefore, we introduce a general deﬁnition of our model Hamiltonian and, in order to
calculate the model ingredients, the density functional theory, the GW approximation
as well as the density functional perturbation theory.
Chapter 3 is devoted to functionalized graphene in form of ﬂuorographene and
graphene heterostructures. After brieﬂy discussing the materials under consideration
in section 3.1, we turn to the optical properties of ﬂuorographene in section 3.2. Here,
the experimental data shows optical band gaps of the order of 3 eV which can not
be understood from a theoretical point of view by considering a pristine and per-
fect layer. Therefore, we will study the inﬂuence of structural disorder to the optical
conductivity of ﬂuorographene as obtained from the so-call tight-binding propagation
method. The latter relies on an ab initio based tight-binding model. Hence, here
we need to derive material-realistic tight-binding models (i.e., including single-particle
energies only) which are capable of describing multiple disorder conﬁgurations of large
real-space super cells.
Regarding graphene heterostructures, we aim to understand how the electronic
ground state of bilayer graphene is controlled by its environment. As shown by
Scherer et al. , the bilayer graphene ground state sensitively depends on the Coulomb-
interaction strength and its long-range behaviour [18]. Therefore, we introduce in
section 3.3 a novel modeling approach to feasibly and accurately derive Coulomb-
interaction matrix elements of heterogeneous layered materials derived from ab initio
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calculations of the corresponding homogeneous host material. This approach is applied
to model the Coulomb interaction in mono- and bilayer graphene, graphite and iridium
intercalated graphite. Furthermore, the approach allows us to study the inﬂuence of
dielectric environments which is used to study the ground-state dependence of bilayer
graphene to variations in the dielectric surrounding.
In chapter 4 we aim to describe many-body eﬀects arising in MoS2 monolayers
under charge doping or optical excitations. Although the MoS2 ground state has
extensively been studied, as brieﬂy outlined in section 4.1, there is a lack of knowledge
concerning these doped or excited states. We try to close this gap (at least a bit) by
the investigation of arising many-body instabilities in form of superconductivity and
charge-density-wave formation as well as many-body excitations in terms of excitonic
and plasmonic characteristics.
To this end, we need to derive models from ﬁrst-principles which describe electronic
and phononic properties as well as electron-electron and electron-phonon interactions.
We start with the introduction of a generalized Hubbard model in section 4.2 which
describes feasibly and accurately the electronic band structure as well as the Coulomb-
interaction matrix elements of MoS2 in its ground state in the Wannier basis.
Before we use this model, we additionally calculate phononic properties in form
of dispersions and electron-phonon couplings for a variety of electron doping levels
in section 4.3 in order to describe the arising superconducting state. Thereby, we
gain a detailed understanding of this phase and additionally ﬁnd a possibly coexistent
charge-density-wave state.
In section 4.4 we turn to excitonic properties of MoS2 monolayers under optical
excitation which is described utilizing the so-called semiconductor Bloch equations in
combination with the generalized Hubbard model as introduced in section 4.2. Here,
we ﬁnd sizable band gap and exciton binding energy shrinkages (under excitation)
yielding a net redshift of the most prominent features within the absorption spectra.
Afterwards we turn to plasmonic excitations under electron or hole doping in section
4.5, which are described using the random phase approximation to derive the dynam-
ical screening based (once again) on the model from section 4.2. Here, we describe
the plethora of possible plasmonic excitation channels and the dependence on outer
dielectric screening eﬀects.
Finally, in section 4.6, we investigate in more detail how these outer screening ef-
fects can aﬀect the ground state of a homogeneous semiconducting monolayer. In more
detail, we consider eﬀects arising due to non-local manipulations of the Coulomb in-
teraction due to laterally varying dielectric environments. By utilizing an appropriate
real-space model we ﬁnd that the local changes of the Coulomb interaction can induce
a spatial band-gap modulation within the semiconducting layer, leading to a novel kind
of heterojunction.
Altogether, we present a variety of ab initio-based modeling schemes in order to
study various many-body properties and characteristics of novel two-dimensional ma-
terials. Thereby, we will ﬁnd balanced mixtures of model accuracies and levels of
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many-body theories in order to derive these properties for the corresponding materials
as accurately as possible.
4
2. Ab Initio Description of
Single-Particle and Many-Body
Properties of Solids
The following chapter introduces the theoretical framework in which all material-
realistic models as used in chapter 3 and chapter 4 are obtained. We start with a
brief introduction of the solid-state Hamiltonian in diﬀerent representations in sec-
tion 2.1. Afterwards we introduce a variety of approximations and methods which
are needed to derive each ingredient of these models from ﬁrst principles. Therefore,
we present schemes to describe electronic single-particle energies on a mean-ﬁeld level
within the density functional theory in section 2.2, which is augmented by properly
introducing the full Coulomb interaction and its eﬀects using the GW approximation
in section 2.3. Finally, we discuss the description and eﬀects of the lattice dynamics
with the help of density functional perturbation theory in section 2.4.
Here and in the following we highlight the main references for the subsequent texts
in form of small “disclaimers” at the very beginning of the corresponding sections or
subsections. The attentive reader will recurrently ﬁnd Martin’s book [19], the Jülich
lecture notes [20] and [21] as well as the reviews by Onida et al. [22] and Marzari
et al. [23] among the listed references. Indeed, these have been continuously used as
references for all of the subsequent discussions.
2.1. Hamilton Operators
The following brief introductions of the solid-state Hamilton operator and the Born-
Oppenheimer approximation are short excerpts from the book by Czycholl [24] and the
original paper by Born and Oppenheimer [25]. Similar and more detailed discussions
can be found in a variety of text books like in Refs. [26, 27, 28, 29, 30].
In its most general form, the many-body Hamiltonian of interacting electrons and
ions is given by
H “ T ` V, (2.1)
where T denotes the kinetic energies of the electrons and ions and V their pairwise
5
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interactions. The kinetic terms can be separated via
T “ Te ` Ti “
ÿ
i
p2i
2meloomoon
“Te
`
ÿ
I
P 2I
2MIlooomooon
“Ti
, (2.2)
where me and MI describe the masses of the i-th electron and I-th ion. Correspond-
ingly, we label the electronic and ionic momenta pi “ ´i~∇i and PI “ ´i~∇I with
small and capital letters. The interaction terms are given by
V “ Vee ` Vii ` Vei “
ÿ
jąi
e2
|ri ´ rj|looooomooooon
“Vee
`
ÿ
JąI
ZIZJe
2
|RI ´RJ |looooooomooooooon
“Vii
´
ÿ
iI
ZIe
2
|ri ´RI |looooooomooooooon
“Vei
, (2.3)
where Vee, Vii and Vei describe the electron, ion and their mutual interactions, respec-
tively. r and R are the spatial coordinates of the electron and ions and ´e and Ze are
their charges. Based on this Hamiltonian we have to ﬁnd a solution to the Schrödinger
equation
HΨpr ,Rq “ EΨpr ,Rq (2.4)
to describe, for instance, the spectrum of the corresponding system. This involves
the total wave function Ψpr ,Rq for sets of electronic and ionic coordinates r and R.
Having in mind that this task has to be performed by considering the electronic and
ionic dynamics and their pairwise interactions for approximately 1023 particles in a
solid-state body, it is obvious that various levels of approximations have to be applied
to ﬁnd a solution to this problem. However, before we introduce these approximations
in the following sections, we give and shortly discuss the second-quantization repre-
sentation of the Hamiltonian deﬁned in Eqs. (2.1)–(2.3) in reciprocal space (thus for
translational invariant systems) in the harmonic approximation:
H “
ÿ
knσ
εnpkqc:knσcknσ
`
ÿ
qν
ωνpqq
ˆ
b:qνbqν `
1
2
˙
`
ÿ
knn1σ
qν
gνnn1pk, qq
´
bqν ` b:´qν
¯
c
:
k`qnσckn1σ
` 1
2
ÿ
kk1q
nn1σσ1
Unn1pk, k1, qqc:k`qnσc:k’´qn1σ1ck1n1σ1cknσ. (2.5)
These four terms describe the electronic and phononic dynamics, the electron-phonon
coupling and the electron-electron (Coulomb) interaction within a solid-state body.
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While the fermionic operators c:knσ and cknσ create and annihilate an electron with
momentum k in the band n and with spin σ, the bosonic operators b:qν and bqν create
and annihilate phonons with momentum q and band index ν. Correspondingly, the
single-particle operator matrix elements εnpkq and ωνpqq describe the electronic and
phononic band structures and gνnn1pk, qq and Unn1pk, k1, qq deﬁne the electron-phonon
and electron-electron coupling strengths.
Besides the involved harmonic approximation, this Hamiltonian corresponds to the
most general description of a solid-state body. A full diagonalization would yield
a complete interacting spectrum including the eﬀects of many-body instabilities like
superconductivity, charge- or spin-density-waves and it would allow for quantitative
descriptions of many-body excitations like excitons or plasmons1. Thereby the most
relevant material properties like transition temperatures or excitation energies are ren-
dered by the exact values of the involved matrix elements. Thus, it is crucial to derive
these quantities as accurate as possible in order to precisely describe the properties of
a solid-state material. Furthermore, we need sophisticated many-body methods which
are able to deal with Hamiltonians of this form. These two steps of calculating ma-
trix elements and “solving” the resulting Hamiltonian form indeed the general recipe
used throughout this thesis to obtain all presented results. Therefore, the rest of this
chapter is devoted to the ﬁrst-principles based derivation of material-realistic models.
Afterwards we will use and approximately solve these models in chapter 3 and chapter
4 to obtain our ﬁnal results.
2.1.1. Born-Oppenheimer Approximation
One of the most fundamental approximations is the adiabatic Born-Oppenheimer de-
coupling of the electronic and ionic dynamics, which will be used in most parts of this
thesis and is therefore introduced in this section. It traces back to the vast diﬀerences
of the electronic and ionic masses which lead to quite diﬀerent time scales for the mo-
tions of the electrons and ions. Therefore, the electronic dynamics can be considered
to follow instantaneously the motions of the nuclei. This motivates to consider the
ionic movement as a perturbation (Ti) to the electronic system (He) by separating the
Hamiltonian from Eqs. (2.1)–(2.3) according to
H “ He ` Ti with He “ Te ` Vee ` Vei ` Vii (2.6)
Doing so, the interacting electron system feels just a static potential of the ions at the
positions R which enter He solely as parameters. Hence, we are in principle able to
ﬁnd a solution of the electronic Schrödinger equation for ﬁxed ion positions R:
Heψnpr ,Rq “ rTe ` Vee ` VeipRq ` ViipRqsψnpr ,Rq “ EnpRqψnpr ,Rq. (2.7)
1The same obviously holds for the Hamiltonian deﬁned in Eqs. (2.1)–(2.3). Indeed, these equations
include even anharmonic processes, which are neglected in the Hamiltonian from Eq. (2.5).
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Using this solution within the Born-Oppenheimer ansatz [25] we approximate the total
wave function as a product of the electronic ψnpr ,Rq and ionic χnpRq wave functions
Ψpr ,Rq “
ÿ
n
χnpRqψnpr ,Rq. (2.8)
Using this ansatz to ﬁnd a solution of the full Hamiltonian yields:
HΨpr ,Rq “
ÿ
n
rEnpRq ` TisχnpRqψnpr ,Rq
“
ÿ
n
EnpRqχnpRqψnpr ,Rq
´
ÿ
I
~
2
2MI
`
∇
2
IχnpRqψnpr ,Rq ` 2∇IχnpRq∇Iψnpr ,Rq ` χnpRq∇2Iψnpr ,Rq
˘
“
ÿ
n
ψnpr ,RqrEnpRq ` TisχnpRq
´
ÿ
I
~
2
2MI
`
2∇IχnpRq∇Iψnpr ,Rq ` χnpRq∇2Iψnpr ,Rq
˘
. (2.9)
The last terms include derivatives of the electronic wave functions with respect to
the ionic positions. These are non-adiabatic contributions which describe electronic
excitations due to the dynamics of the ionic system. A detailed analysis of these
contributions reveals that the term 9∇2ψ is in general negligible compared to the
dominant 9∇χ∇ψ one [24]. However, in many situations it is even justiﬁed to neglect
both terms. By applying
ş
drψ˚mprq... to the expression from Eq. (2.9) upon neglecting
the non-adiabatic terms we get
EχmpRq “ rEmpRq ` TisχmpRq, (2.10)
which is the Schrödinger equation for the lattice dynamics. Hence, the adiabatic Born-
Oppenheimer approximation separates the electron and ion dynamics. Thereby, the
electronic energies EmpRq deﬁne an eﬀective potential of the ionic motion and thus
implicitly deﬁne optimal lattice structures and bonding properties (as minima of E0pRq
with respect to the ionic positions R). By solving the electronic Schrödinger equation
in a ﬁrst step, we are now able to derive the lattice dynamics in a second step.
2.2. Single-Particle Energies
As discussed in the previous section, a solution of the electronic Schrödinger equa-
tion from Eq. (2.7) would allow to study the physics of the full Hamilton operator
from Eqs. (2.1)–(2.3) or Eq. (2.5). Unfortunately, this is not possible without ap-
plying several approximations. To this end, we introduce in section 2.2.1 the density
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functional theory (DFT) which was developed by P. C. Hohenberg, L. J. Sham and
W. Kohn2 in the 1960s. It can be seen as a powerful tool to approximatively derive
single-particle electron energies which allows for detailed insights into the electronic
properties of solid-state materials. Although DFT calculations in the Kohn-Sham
formulation remain somehow problematic due to missing analytic expressions for the
involved functionals, the available approximations perform remarkably well making
DFT to one of the most important ab initio theories. This is corroborated by several
thousands of scientiﬁc articles applying DFT published each year [31] and its extraor-
dinary eﬃciency to solve the highly complex problem of (weakly) correlated electrons
within a solid-state body. Next to plane-wave basis sets, we will utilize Wannier func-
tions in section 2.2.2 to derive “hopping” matrix elements for lattice models in real
space which will serve as the basis for a variety of tight-binding models used in many
contexts of this thesis.
2.2.1. Density Functional Theory
The following introduction to density functional theory closely follows the book by Mar-
tin [19]. Most of the subsequent derivations and discussions can be found there and in
references therein.
Density functional theory aims to ﬁnd approximate solutions to the full electronic
many-body problem in the Born-Oppenheimer approximation given by the slightly
generalized Hamiltonian
H “ ´ ~
2
2me
ÿ
i
∇
2
i `
ÿ
i
vextpriq ` 1
2
ÿ
i‰j
e2
|ri ´ rj | . (2.11)
Here, we use the electronic kinetic term from Eq. (2.2), the electron-electron interaction
from Eq. (2.3) and a general external potential Vext “
ř
i vextpriq. The latter can
describe (spin-independent) external ﬁelds and might include localized or periodic ionic
potentials as well as their interactions. Thus, the Hamiltonian from Eq. (2.11) is
capable of describing the electronic many-body problem of single atoms, molecules as
well as condensed matter. In order to solve the corresponding eigenvalue problem for
the ground state,
Hψ0prq “ E0ψ0prq, (2.12)
DFT utilizes the electronic ground-state density n0prq as the basic variable instead
of the many-body wave function ψprq. This comes with the clear advantage that the
2 Although, P. C. Hohenberg and L. J. Sham provided indispensable contributions, W. Kohn plays
the essential role in the development of density functional theory and was therefore the only one
honored by the Noble Prize in Chemistry in 1998 (next to J. A. Pople).
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ground-state density is just a function of the position r, while ψprq is a linear combi-
nation of Slater determinants and thus a function of all electron positions r . However,
it is a priori not obvious that the ground-state density can be used to uniquely deﬁne
and ﬁnd the ground-state energy. To this end it needed the genius of Hohenberg and
Kohn who presented in their seminal work from 1964 [32] a corresponding proof based
on two theorems.
Hohenberg-Kohn Theorems
Both of the following theorems apply to interacting particles in an external potential
Vext, which can be described by a Hamiltonian such as given in Eq. (2.11).
Theorem I: The electronic ground-state density n0prq uniquely determines the external
potential Vext.
This can be easily shown using the deﬁnition of the electron density (N is the number
of electrons) operator
nprq “
Nÿ
i
δpr´ riq (2.13)
to describe the external potential
Vext “
ż
d3r nprqvextprq “
ż
d3r
Nÿ
i
δpr´ riqvextprq “
Nÿ
i
vextpriq. (2.14)
If there would exist two diﬀerent external potentials V p1qext ‰ V p2qext (which diﬀer by more
than a constant) for the same density n0prq, there would be diﬀerent Hamiltonians
Hp1q ‰ Hp2q and correspondingly diﬀerent ground-state wave functions ψp1q0 and ψp2q0
which, however, share the same ground-state density n0prq by construction. Using
these Hamiltonians and wave functions we ﬁnd
xψp1q0 |Hp1q|ψp1q0 y “ Ep1q0 ă xψp2q0 |Hp1q|ψp2q0 y (2.15)
xψp2q0 |Hp2q|ψp2q0 y “ Ep2q0 ă xψp1q0 |Hp2q|ψp1q0 y (2.16)
while Eqs. (2.11) and (2.14) lead to
xψp2q0 |Hp1q|ψp2q0 y “ xψp2q0 |Hp2q|ψp2q0 y ´ xψp2q0 |Hp2q ´Hp1q|ψp2q0 y
“ Ep2q0 ´
ż
d3r n0prq
´
v
p2q
extprq ´ vp1qextprq
¯
(2.17)
xψp1q0 |Hp2q|ψp1q0 y “ xψp1q0 |Hp1q|ψp1q0 y ´ xψp1q0 |Hp1q ´Hp2q|ψp1q0 y
“ Ep1q0 `
ż
d3r n0prq
´
v
p2q
extprq ´ vp1qextprq
¯
. (2.18)
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Hence, adding the inequalities from Eqs. (2.15) and (2.16) using the expressions from
Eq. (2.17) and (2.18) we ﬁnd the contradiction
E
p1q
0 ` Ep2q0 ă Ep1q0 ` Ep2q0 (2.19)
which ﬁnally proves that there cannot be diﬀerent potentials V p1qext and V
p2q
ext to the same
ground-state density n0prq and n0prq thus uniquely deﬁnes Vext. Since Vext in turn
uniquely deﬁnes H (and thus all material properties), the theorem furthermore tells
us that the density is indeed a reasonable basic variable to solve the given eigenvalue
problem.
Theorem 2: There exists a functional Ernprqs of the charge density nprq which is
minimized by the ground-state density n0prq.
This functional can be generally deﬁned as
EHKrnprqs “ xψ |H |ψy “ T rnprqs ` Veernprqslooooooooooomooooooooooon
“FHKrnprqs
`
ż
d3r vextprqnprq, (2.20)
where FHKrnprqs is a universal functional including the electron kinetic T and inter-
action Vee terms which solely depend on the electronic density. The third term in Eq.
(2.20) describes the electron interactions with the external potential and the mutual
ion interactions (which is actually not a functional of the electron density). From the
ﬁrst theorem we already know that the ground-state density n0prq is uniquely con-
nected to the wave function ψ0 and the Hamiltonian H , while any other density n
p1q
0
is connected to ψp1q0 and H
p1q. Based on these simple assumptions we directly see
E0 “ xψ0|H |ψ0y ă xψp1q0 |H |ψp1q0 y (2.21)
and thus ﬁnd
EHKrn0prqs ă EHKrnp1q0 prqs. (2.22)
Therefore, EHKrnprqs is indeed minimized by the ground-state density n0prq. Thus,
it is suﬃcient to know EHKrnprqs in order to gain the ground-state’s energy and density.
Hence, the former ad-hoc assumption that the electron density can be used as a
basic variable to ﬁnd the system’s ground-state energy is now proven. Furthermore,
Hohenberg and Kohn additionally provided a minimization scheme to ﬁnd it. However,
to this end an analytic expression for the Hohenberg-Kohn functional EHK from Eq.
(2.20) is needed, which is unfortunately given only for the last term while the ﬁrst
terms are not known for interacting electrons. Therefore, approximations are needed
to describe the functional dependencies of the electron kinetics and interactions to
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the electron density. A very ﬁrst approximation of this kind was already given by
Thomas [33] and Fermi [34] in 1927 (thus about 40 years before Hohenberg and Kohn
published their theorems), who independently approximated the kinetic energy as a
functional of the local density of a non-interacting electron gas. Both of them included
the electrostatic Coulomb interaction (Hartree energy) but neglected exchange eﬀects
among the electrons, which was corrected later on by Dirac in 1930 [35]. The resulting
Thomas-Fermi-Dirac functional is given by
ETFDrnprqs “ C1
ż
d3r nprq5{3 ` C2
ż
d3r nprq4{3
` 1
2
ż
d3rd3r1
nprqnpr1q
|r´ r1| `
ż
d3r vextprqnprq. (2.23)
The constants C1 “ 310p3π2q2{3 and C2 “ ´34p 3pi q1{3 correspond to the local approx-
imations of the kinetic and exchange energies of the electron gas, respectively. By
minimizing this functional with respect to the density under the constraint of a ﬁxed
number of electrons, the corresponding ground-state density can be derived. Unfor-
tunately, the involved approximations to the functional are too crude, so that, for
instance, binding energies in molecules or solids cannot be described accurately and
ETFDrnprqs cannot be used to reliably deal with solid states.
The breakthrough for DFT came with the introduction of an auxiliary single-particle
system by Kohn and Sham together with useful approximations to the involved func-
tionals. By doing so, DFT became a numerically feasible theory which is capable of
describing a large variety of systems.
Kohn-Sham Auxiliary System
The ingenious idea of Kohn and Sham was to introduce an auxiliary single-particle
system which has the same ground-state density as the full many-body system [36].
Thus, by solving the much simpler independent-particle problem the full many-body
problem is automatically solved as well. Although there is no rigorous proof allowing
for a general application of this scheme [19] it is assumed for practical calculations
that the so-called ”non-interacting V-representability“3 of the charge density is given
as long as nprq is smooth [39, 40]. However, accepting this assumption is tempting
3 A density nprq is called V-representable as long as there exists an external potential Vext which
leads to nprq for the resulting ground state. The Hohenberg-Kohn theorems and proofs as given
above indeed require V-representability of nprq (the ﬁrst Hohenberg-Kohn theorem solely states
that if there is an external potential Vext it is uniquely deﬁned by the corresponding density, but it
does not state that there must exists an external potential Vext). However, for the full interacting
system this requirement could be relaxed by Levy and Lieb [37, 38] who were able to redo the
corresponding proof requiring nprq “ xΨ|nˆ|Ψy with Ψ being a normalized N -particle wave function
(N-representability) only. Up to now, it is not clear if this holds for the non-interacting systems
as well.
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since a single-particle problem of the form suggested by Kohn and Sham
HKS “ ´ ~
2m
∇
2 ` vKSprq (2.24)
can easily be solved numerically, whereas many-body systems are much harder to han-
dle. Hereby, the problem has been reformulated to construct an appropriate eﬀective
local Kohn-Sham potential vKSprq resulting in a ground-state density which equals
the one of the original many-body problem. To this end Kohn and Sham casted the
Hohenberg-Kohn functional from Eq. (2.20) into a non-interacting form
EKSrnprqs “ Tsrnprqs ` EHartreernprqs ` Excrnprqs `
ż
d3r vextprqnprq (2.25)
which is minimized with respect to the charge density under the constraint of a constant
particle number in order to derive a single-particle Schrödinger equation. Thereby, the
latter will include a formal deﬁnition of the Kohn-Sham potential vKSprq.
In contrast to the many-body formulation of the energy functional from Eq. (2.20)
we are now dealing with a single-particle system which allows for a simple deﬁnition
[19] of the independent-particle kinetic energy functional
Tsrnprqs “ ´~
2
2me
ÿ
εnăEF
ż
d3r |∇Φnprq|2 (2.26)
and the corresponding classical Hartree energy functional
EHartreernprqs “ 1
2
ż
d3rd3r1
nprqnpr1q
|r´ r1| (2.27)
while the electron density is given by
nprq “
ÿ
εnăEF
|Φnprq|2, (2.28)
involving the Fermi energy EF, single-particle wave functions Φnprq and corresponding
energies εn. Excrnprqs describes the missing many-body interactions of the electrons,
namely the quantum mechanical exchange and correlation energies. By comparing
EHK and EKS we can generally deﬁne it via
Excrnprqs “ xT y ` xVeey ´ Tsrnprqs ´ EHartreernprqs, (2.29)
where the expectation values xT y and xVeey have to be evaluated within the original
many-body wave functions of the full problem (T and Vee correspondingly describe the
full kinetic and interaction energies). If this exchange and correlation functional were
known, the exact many-body ground state could be found within the auxiliary system.
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However, this is not possible and appropriate approximations have to be applied. But
before these approximations are discussed in more detail, the Kohn-Sham potential has
to be derived using the method of Lagrange multipliers. Due to the simple relation
of the electronic density and the single-particle wave function given in Eq. (2.28),
the corresponding minimization with respect to the density can also be performed
with respect to the single-particle wave function, but now under the constraint of
orthogonal and normalized wave functions [19, 24]. Doing so, we get for N electrons
δΦ˚i prq
#
EKSrnprqs ´
Nÿ
j“1
λj
ˆż
d3r |Φjprq|2 ´ 1
˙+
“ 0, (2.30)
where δΦ˚i prqt. . . u “
δt... u
δΦ˚i prq
is the functional derivative4 with respect to Φ˚i prq and λj are
Lagrangian multipliers enforcing the normalization constraint for each wave function.
The involved functional derivatives of the Kohn-Sham functional
δEKS
δΦ˚i prq
“ δTs
δΦ˚i prq
`
„
δEext
δnprq `
δEHartree
δnprq `
δExc
δnprq

δnprq
δΦ˚i prq
(2.31)
can be readily evaluated (at least in parts) using
δTs
δΦ˚i prq
(2.26)“ ´ ~
2
2me
∇
2Φiprq and δnprq
δΦ˚i prq
(2.28)“ Φiprq, (2.32)
while the functional derivative of the constraint yields
δ
δΦ˚i prq
Nÿ
j“1
λj
ˆż
d3r |Φjprq|2 ´ 1
˙
“ λiΦiprq (2.33)
which ﬁnally results in a single-particle Schrödinger equation„
´ ~
2
2me
∇
2 ` vKSprq ´ λi

Φiprq “ rHKS ´ λisΦiprq “ 0 (2.34)
with λi “ εi playing the role of the single-particle energies [42]. In addition we found
a deﬁnition of the the eﬀective Kohn-Sham potential given by the sum of the external
and Hartree as well as the unknown exchange-correlation potentials
vKSprq “ δEext
δnprq `
δEHartree
δnprq `
δExc
δnprq
“ vextprq ` vHartreeprq ` vxcprq. (2.35)
4Like a normal derivative a functional derivative is given as the linearization of the given functional
F around the function f in the direction h:
δF rf s
δf
“ lim
ǫÑ0
1
ǫ
pF rf ` ǫhs ´ F rf sq .
See, for instance, Ref. [41] for more details and properties of the functional derivatives.
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Figure 2.1.:
Kohn-Sham self-consistency cycle.
Based on trial wave functions a
trial density is constructed and
used to deﬁne the Kohn-Sham po-
tential. With the latter the Kohn-
Sham Hamiltonian is deﬁned and
can be diagonalized which yields
new wave functions and thus a
new density. The whole procedure
is iterated until self-consistency is
reached.
While vext and vHartree are known, the remaining problem is to approximate vxc or
correspondingly Exc. This is a distinct advantage in comparison to the ansatz by
Thomas, Fermi and Dirac which needed to approximate the relatively large kinetic
and Hartree terms as well. Here, we are left with approximations to relatively small
quantum mechanical exchange and correlation corrections only. For smooth or slowly
varying nprq the latter can be described as a local (or nearly local) functional of the
form
Excrnprqs “
ż
d3r nprqεxcprns, rq, (2.36)
where εxcprns, rq is the corresponding energy per electron which depends only locally
on the density nprq near to the point r. Thus, as soon as εxcprns, rq is described
as outlined in the following paragraph, the ground-state density can be found self-
consistently. Therefore, one starts with a trial density to calculate the Kohn-Sham
potential from Eq. (2.35) and uses the resulting wave functions from the solution of
the Kohn-Sham equation (2.34) to generate a new density. This procedure is repeated
until a self-consistent solution is found, as it is shown in Fig. 2.1.
Approximative Functionals
As mentioned in the previous section, the exact form of the exchange-correlation func-
tional is not known. Nevertheless, it is possible to derive quite simple approximative
expressions by assuming that the exchange-correlation potential is purely local like in
a homogeneous electron gas. In the so called local density approximation (LDA) it is
then given by:
ELDAxc rnprqs “
ż
d3r nprqεhomxc pnprqq . (2.37)
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The exchange-correlation energy density εhomxc can be divided into two separate parts,
namely the exchange εhomx and the correlation ε
hom
c terms. While a general analytic
expression for the former can be given for the homogeneous electron gas by
εhomx pnq “ ´
3
4
e2
ˆ
3n
π
˙1{3
, (2.38)
a corresponding expression for the correlation term is only known in the high or low
density limits [27]. Nevertheless, there are several interpolating expressions (e.g. by
Perdew and Zunger [43] or Vosko, Wilkes and Nusiar [44]) which involve diﬀerent
parameter sets which can be ﬁtted to most accurate quantum Monte Carlo (QMC)
results for the spin-unpolarized electron gas [45]. With these deﬁnitions the exchange-
correlation functional is known. Hence, the Kohn-Sham potential can be derived and
the corresponding single-particle problem can be solved self-consistently. Although the
underlying approximation that the charge density varies only slowly in space should
be valid just for simple metals, in which the electrons behave more or less like in a
homogeneous gas, the local density approximation works surprisingly well, even for
materials in which this assumption is not justiﬁed. Detailed analysis of the so-called
exchange-correlation hole, which is introduced within the method of coupling-constant
integration, demonstrates that this unexpected behavior of the LDA traces back (at
least partially) to the fulﬁllment of speciﬁc physical sum rules [46]. This is here granted
by construction which is based on corresponding derivations from the homogeneous
electron gas.
Nonetheless, there are several situations in which the local density approximation
fails to accurately reproduce experimental data. For instance in molecules in which
the charge density strongly varies in space. To handle these materials the semi-local
generalized gradient approximation (GGA) to the exchange-correlation functional has
been developed which takes the local density and its gradient into account:
EGGAxc rnprqs “
ż
d3r nprqεhomxc pnprq,∇nprqq. (2.39)
For this situation a variety of diﬀerent formulations for the exchange-correlation energy
can be derived, which can be found in the literature abbreviated by PW91 [47], PBE
[48] and many more [49, 50, 51].
Incorporation of the Spin
Up to now, the spin dependencies have been disregarded. Nevertheless, from a formal
point of view, it can be straightforwardly introduced by separating both spin channels
and deﬁning the total density as
nprq “ nÒprq ` nÓprq. (2.40)
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Thereby the exchange correlation functional EαxcrnÒprq, nÓprqs and corresponding en-
ergy densities εαxc
`
nÒprq, nÓprq˘ become functionals or functions of the spin-dependent
densities and the spin α P tÒ, Óu. Strictly speaking, this holds just for the case of
collinear spin arrangements in which the spin quantization axis is the same for all
points in space. As soon as non-collinear spin systems (with a locally varying spin
axis) shall be described, a generalized 2ˆ 2 spin density matrix has to be introduced,
nαβprq “
ÿ
εnăEF
Φα˚n prqΦβnprq, (2.41)
which yields a generalized Kohn-Sham Hamiltonian Hαβ [under the restriction N “ř
α
ş
d3r nααprq] [52]. By using a local coordinate system aligned to the local spin
quantization axis similar exchange-correlation functionals can be used and the auxiliary
Kohn-Sham system can be solved self-consistently to gain spin-resolved data. More
details are given in Refs. [52, 53, 54, 19] and references therein. In the following we
will write the spin index solely for systems with broken spin degeneracy and neglect it
otherwise.
Basis Sets and Pseudopotentials
The introduction of the Kohn-Sham auxiliary system came with the advantage of
introducing a single-particle problem which was claimed to be easily solvable. Although
it is true that the treatment of a single-particle system is more simple compared to a
many-body problem, the numerical eﬀort to solve it can still be quite high. The Kohn-
Sham system is solved by expanding the problem in a single-particle basis, leading to a
matrix representation of HKS. The diagonalization of this matrix leads to the energies
εn and the corresponding wave functions Φnprq.
Since k is a good quantum number in translationally invariant systems, we can
expand the eigenstates using Bloch’s theorem in terms of plane waves χkprq
Φki prq “
ÿ
G
ci,k`G χk`Gprq “ 1?
Ω
ÿ
G
ci,k`G e
ipk`Gqr, (2.42)
where G are reciprocal lattice vectors and Ω is the crystal volume. Doing so, the
Kohn-Sham problem from Eq. (2.34) becomesÿ
G1
„
1
2
|k`G|2 δG,G1 ` vKSpG´G1q

ci,k`G1 “ εi,kci,k`G, (2.43)
where the formally inﬁnite sum over G is truncated by the introduction of an energy
cutoﬀ
~
2
2m
|k`G|2 ă Ecut. (2.44)
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Figure 2.2.:
V , Φ and Φµ represent the original
rapidly varying core potential, the re-
sulting full (or all-electron) wave func-
tion Φ and the corresponding partial
wave function Φµ within the muﬃn-tin
sphere deﬁned by r ă rs, respectively.
The pseudo values are marked with a
tilde. While V˜ and Φ˜µ diﬀer from the
original quantities within the muﬃn-tin
sphere, they coincide in the outer (inter-
stitial) region. Adapted from Ref. [55].
Thus, the computational eﬀort rises drastically with the number of involved basis-set
elements as deﬁned by the energy cutoﬀ. However, the basis has to be capable of
describing both, the wave function around the nuclei and in the interstitial region.
Since the potential around the nuclei varies rapidly, whereas it is more or less constant
in the rest of the system, the wave function strongly oscillates in the vicinity of the
atomic cores and is quite smooth in the interstitial region as sketched out in Fig.
2.2. This means to capture the wave function properties around the nuclei properly
within a plane-wave basis set, a high number of Fourier components (ci,k`G) would
be needed (corresponding to a high energy cutoﬀ). To circumvent this issue, there
are basically two methods which introduce either so called augmented plane waves or
pseudopotentials.
The augmented plane wave (APW) method [56] divides the whole space into aug-
mentation spheres around the nuclei and the interstitial region (like a muﬃn-tin).
Within a muﬃn-tin sphere the potential V prq is assumed to be spherically symmetric
and spherical harmonics YLprq can here be utilized to construct a solution to the radial
Schrödinger equation„
´ ~
2
2m
ˆ B2
Br2 ´
lpl ` 1q
r2
˙
` V prq ´ ε

r uLpε, rq “ 0. (2.45)
These localized atomic wave functions are combined with the former plane waves for
the interstitial region resulting in
χAPWk`G prq “
" ř
L a
µ
L,k`G YLprµq uLpε, rµq r P muﬃn-tin µ
exp pipk`Gqrq r P interstitial . (2.46)
Here, µ labels the muﬃn-tin region around the nucleus µ and L describes the angular
momentum and magnetic quantum numbers L “ tl, mlu. The coeﬃcients aµL,k`G have
to be chosen in a way that both parts of the wave functions match at the boundary of
the muﬃn-tin sphere. This is actually a non-trivial task since the functions uLpε, rµq
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are energy dependent. By setting these energies to a ﬁxed value the variational freedom
of the APW ansatz would be lost and the corresponding results would lack accuracy.
In fact, it turns out that these functions depend on the band energies which are not
known at this stage. Therefore, we end up with a non-linear problem. In order to
linearize this problem, the ansatz has to oﬀer enough variational freedom even for
ﬁxed energies in Eq. (2.45). This can be achieved by expanding uLpε, rµq in a Taylor
series around a reference energy εr. Thereby the energy derivative 9uLprµq is involved
(oﬀering more variational freedom) leading to the extended ansatz
χLAPWk`G prq “
" ř
L
“
a
µ
L,k`G uLprµq ` bµL,k`G 9uLprµq
‰
YLprµq r P muﬃn-tin µ
exp pipk`Gqrq r P interstitial .
(2.47)
Here, uLprµq and 9uLprµq do not depend on ε anymore (just on the reference energy εr)
and can be calculated by standard linear algebra diagonalization, which is why these
functions are called linearized augmented plane waves (LAPW) [57]. Within both
basis function sets (APW and LAPW) an additional cutoﬀ for the angular momentum
l (in L) has been introduced which has to correspond to the speciﬁc atom under
consideration.
The LAPW scheme allows for high-accuracy calculations for a wide range of ma-
terials and structures and can be further generalized to the so called full potential
linearized augmented plane wave (FLAPW) basis [58]. To this end, all approximations
concerning the potential shape within the augmentation spheres are withdrawn and
the “full potential” is taken into account.
Another approach to deal with the strongly oscillating character of the wave function
close to the nuclei within a plane-wave basis is to replace the nuclei’s Coulomb potential
V (and the eﬀect of core electrons) with an eﬀective one, V˜ , as indicated in Fig.
2.2. This pseudopotential (PP) is introduced to remove the nodal structure of the
wave function around the core within some radius, whereas the outer wave function is
entirely reproduced. Thus, valence electrons can be treated with a reasonable amount
of Fourier components in a plane-wave basis. Furthermore, core electrons can be
eﬀectively included to the PP in order to reduce the total number of electrons which
shall be treated within the DFT calculations. This procedure is adequate and accurate
results can be achieved as long as the material’s properties do only marginally depend
on the core electrons and are primarily described by the valence states. For a wide
range of solids this requirement is fulﬁlled.
The PPs are constructed by doing an ”all-electron” Kohn-Sham calculation (i.e.
solving the original problem by utilizing augmented basis sets like APW, LAPW or
FLAPW) for the corresponding isolated atom leading to wave functions Φlprq which
solve the radial Schrödinger equation from Eq. (2.45). Subsequently, pseudo wave
functions Φ˜lprq are constructed which are nodeless for radii smaller than rs and coin-
cide with Φlprq anywhere else (see Fig. 2.2). Using these Φ˜lprq the radial Schrödinger
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equation from Eq. (2.45) can be inverted to describe the eﬀective pseudopotential
V˜lprq which will naturally depend on the angular momentum l as well and is strictly
speaking correct just for the involved reference or ﬁtting energy ε.
Up to this point the only requirement to the pseudo wave function was to be node-
less within the sphere as deﬁned by rs and to match the all-electron solution in the
outer space. A conventional additional requirement to Φ˜lprq is to be norm-conserving,
leading to the same integrated charge within the sphere (to fulﬁll charge conservation)
Ql “
ż rs
0
d3r Φ2l prq “
ż rs
0
d3r Φ˜2l prq. (2.48)
Indeed, it can be shown that as soon as Φ˜lprq is norm-conserving the corresponding PP
is “well-behaved” which implies that the PP (generated for a single atom in vacuum)
will recover the changes in the eigenenergies upon changes in the chemical environment
(e.g. by using it to treat a crystal) correctly [59, 60, 19]. This property is usually called
“transferability”.
Next to being transferable, a “good” PP should lead to very smooth pseudo wave
function in order to reduce the number of needed Fourier components as much as
possible. Those requirements are actually contradicting, since a high transferability is
obtained by decreasing rs (changes in the chemical environment can then be optimally
taken into account), whereas smoothness requires an increased sphere radius.
In order to solve this dilemma, a variety of norm-conserving PPs has been introduced
and studied in detail by Hamann, Schlüter and Chiang [59], Vanderbilt [61], Troullier
and Martins [62] and many others, which shall not be discussed here.
Although norm-conserving PPs result in quite accurate results for a variety of solid-
state materials, systems involving valence states at the beginning of an atomic shell
(1s, 2p, 3d, etc.) are hard to treat with these PPs. In these situations the wave
functions are already nodeless within the atomic spheres, but change strongly within
and on the outside of the sphere. Therefore, many Fourier components have to be
involved or / and the sphere radius has to be increased, which results in pseudo wave
functions which do not diﬀer much from the original wave functions. Vanderbilt solved
this problem by relaxing the norm-conservation constraint and introduced so called
ultrasoft PPs [63]. This leads to a diﬀerent integrated charge within the sphere which
has to be compensated carefully. This is done by introducing a generalized eigenvalue
problem which involves an overlap matrix which in turn takes care about the changes in
the total charge. Within this generalized eigenvalue problem (which becomes a simple
eigenvalue problem in the case of norm-conserving PPs) all properties concerning the
energy derivatives of the wave function are the same. Thus, the ultrasoft PPs introduce
a slightly more complicated treatment of the whole Kohn-Sham system, but lead to
very smooth pseudo wave functions even in “complicated” situations.
Yet another approach to deal with the strongly oscillating wave functions around
the nuclei was introduced by Blöchl. He combined the “best of both worlds” in his
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projector augmented plane wave (PAW) method by introducing local projectors which
transform the all-electron wave function within the augmentation spheres to smooth
pseudo ones [64]. As in the pseudopotential methods the variational quantities will
be the plane waves in the interstitial region, while the full all-electron wave function
or operators can be reconstructed using the before mentioned projectors. Thus, the
“simplicity” of the PP methods is combined with the accuracy of all-electron (FL)APW
descriptions.
To this end the full all-electron wave function Φ is expressed as a linear transfor-
mation T of a pseudo one Φ˜ which coincides with Φ in the interstitial region and is
smooth within the augmentation spheres
|Φy “ T |Φ˜y . (2.49)
This is achieved by dividing T into several pieces that act just within the spheres µ
and a trivial part (“ 1) for the remainder
T “ 1`
ÿ
µ
Tµ. (2.50)
In detail Tµ is deﬁned as
Tµ “
ÿ
iµ
´
|φiµy ´ |φ˜iµy
¯
xp˜iµ| , (2.51)
where iµ “ tn, l,mlu labels a set of indices and φiµ (φ˜iµ) describe the all-electron
(pseudo) partial waves within the sphere µ. These partial waves form a basis for the
complete wave function within the sphere,
|Φy “ |Φµy “
ÿ
iµ
ciµ |φiµy within µ,
|Φ˜y “ |Φ˜µy “
ÿ
iµ
c˜iµ |φ˜iµy within µ, (2.52)
and are solutions to the radial Schrödinger equation, like the φlprq of the (FL)APW
method. The all-electron and the pseudo partial wave function coincide in the inter-
stitial region, but diﬀer within the spheres (the pseudo partial waves are meant to be
smooth here). The partial wave functions are connected by the same transformation
T as the complete wave functions |φiµy “ T |φ˜iµy which has the consequence that the
coeﬃcients ciµ and c˜iµ in Eq. (2.52) must be the same. These coeﬃcients are calcu-
lated by projections of the total pseudo wave function Φ˜ onto localized wave functions
within the spheres
ciµ “ xp˜iµ|Φ˜y . (2.53)
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|Φ˜y|Φy |Φ˜µy |Φµy
Figure 2.3.:
Schematic construction of the full
all-electron wave function within
the PAW formalism as described in
Eq. (2.56).
By using this deﬁnition in Eq. (2.52),
|Φ˜y “
ÿ
iµ
|φ˜iµy xp˜iµ|Φ˜y within µ, (2.54)
the relation
ř
iµ
|φ˜iµy xp˜iµ| “ 1 is obtained which implies that
xp˜iµ |φ˜jµy “ δij . (2.55)
With these properties the projectors xp˜iµ| from Eq. (2.51) are deﬁned and the total
wave function from Eq. (2.49) can be written as
|Φy “ |Φ˜y `
ÿ
µ
ÿ
iµ
´
|φiµy ´ |φ˜iµy
¯
xp˜iµ |Φ˜y . (2.56)
Employing the deﬁnitions from Eq. (2.52) the construction of the total all-electron
wave function within the PAW method becomes clear: The pseudo atomic “on-site”
part Φ˜µ is subtracted from the complete pseudo wave function Φ˜ and the corresponding
all-electron “on-site” part Φµ is added again, as it is illustrated in Fig. 2.3. Since Φ˜
and Φ coincide anywhere else, it is obvious that the original complete all-electron wave
function is regained. This kind of separation holds for observables of (local) operators
A as well, as can be seen from the following:
xAy “
ÿ
n
fn xΦn|A|Φny “
ÿ
n
fn xΦ˜n|A˜|Φ˜ny , (2.57)
where fn is the occupation of |Φny and the pseudo operator A˜ is deﬁned by
A˜ “ T :AT “ A`
ÿ
ij
|p˜iy
´
xφi|A|φjy ´ xφ˜i|A|φ˜jy
¯
xp˜j| . (2.58)
Applying this to derive the corresponding expressions of the density operator n “ |ry xr|
leads to
nprq “
ÿ
n
fn
«
xΦ˜n|ry xr|Φ˜ny `
ÿ
ij
xΦ˜n|p˜iy
´
xφi|ry xr|φjy ´ xφ˜i|ry xr|φ˜jy
¯
xp˜j|Φ˜ny
ﬀ
“
ÿ
n
fn|Φ˜prq|2loooooomoooooon
“n˜prq
`
ÿ
ij
Dijφ
˚
i prqφjprqlooooooooomooooooooon
“nµprq
´
ÿ
ij
Dijφ˜
˚
i prqφ˜jprqlooooooooomooooooooon
“n˜µprq
, (2.59)
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where the one-center density matrix was deﬁned as
Dij “
ÿ
n
fn xΦ˜n|p˜iy xp˜j|Φ˜ny . (2.60)
Thus, the scheme depicted in Fig. 2.3 applies to the wave function, the charge density
and any other (local) observable in the PAW method. In conclusion, we therefore need
three ingredients to perform a full DFT calculation within the PAW formalism: (1)
The all-electron partial waves φiµ have to be derived in advance as solutions to the
all-electron radial Schrödinger equation for the isolated atoms (e.g. from a FLAPW
calculation). (2) These all-electron partial waves have to be used afterwards to ﬁt the
smooth pseudo partial waves φ˜iµ. This is done by assuming that φiµprq “ φ˜iµprq on the
outside of the corresponding muﬃn-tin sphere (r ą riµ) and by using, e.g., spherical
Bessel functions on the inside of the sphere [65]. (3) And ﬁnally projector functions
for each pseudo partial wave have to be obtained, e.g. by Vanderbilt’s [63] or Blöchl’s
[64] algorithms.
2.2.2. Wannier Functions
In the following section we follow the review article on “Maximally localized Wannier
functions” by Marzari et al. [23] and the underlying articles by Marzari and Vanderbilt
[66] as well as Souza et al. [67].
Due to the translational invariance of solid-state materials density functional theory
calculations are typically performed in reciprocal space. Thereby, the Kohn-Sham
equation from Eq. (2.43) is solved within a delocalized Bloch basis and eigenenergies
are obtained in terms of band energies εnpkq for a ﬁnite set of k-points. On the
other side, lattice models like the Hubbard or the Anderson impurity models, which
are regularly used to study many-body physics, are conventionally formulated in real
space using a localized basis. Thus, to infer corresponding model parameters from
the ab initio calculations in order to gain simpliﬁed yet material-realistic descriptions,
we need a tool which is capable of transforming the delocalized reciprocal data to
localized real-space quantities. For this purpose Wannier functions are utilized here.
Sophisticated Fourier-like transforms are used to transform the former Bloch states to
Wannier functions which are in turn employed to evaluate the needed matrix elements
in real space. This change of basis allows in addition to choose a sub-set or “low-energy”
space in order to minimize the basis elements in a well controlled manner.
In the context of single-particle properties we will derive tight-binding (TB) lattice
models based on ab initio calculations. These models will reproduce the original band
structures accurately and can additionally be used to interpolate the former coarse k-
grids to arbitrary points in reciprocal space. This “Wannier-interpolation” scheme will
be used in this thesis to derive highly resolved band-structures from DFT and GW
calculations and to describe Coulomb matrix elements in the whole Brillouin zone.
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Therefore, the most import deﬁnitions and derivations concerning the construction of
Wannier functions from ab initio Bloch states are given in the following.
Maximally Localized Wannier Functions
In Dirac’s braket notation the formal deﬁnition of Wannier functions in three dimen-
sions is given by the Fourier transform
|Rny “ Vp2πq3
ż
IBZ
d3k e´ikR |Φnky , (2.61)
which corresponds to the real-space function as wnRprq “ xr|Rny [68]. While the
real-space representations of the Bloch functions Φnkprq “ xr|Φnky “ eikrunkprq are
delocalized, the Wannier functions wnRprq are strongly localized around R. Unfortu-
nately Eq. (2.61) does not uniquely deﬁne |Rny since the Bloch functions are subject
to a certain gauge freedom concerning the overall phase. Thus, a transformation of
the form
|Φ˜nky “ eiφnpkq |Φnky (2.62)
does not change any physical property (as long as φnpkq is real and periodic in k) but
changes the resulting Bloch and Wannier wave functions. Therefore, further require-
ments are needed to obtain a “well” deﬁned Wannier basis. To this end, Marzari and
Vanderbilt introduced a generalized gauge transformation
|Φ˜nky “
Jÿ
m“1
Ukmn |Φmky , (2.63)
which shall be chosen to minimize the real-space spread of the resulting Wannier func-
tions by mixing a composite set of J bands [66, 23]. This can also be seen as a
“maximal” degree of localization of the Wannier functions in real space, leading to
“maximally localized Wannier functions” (MLFW), which directly translates to “max-
imal” smoothness of the transformed Bloch states |Φ˜nky in reciprocal space5. In their
original formulation the number of Wannier and underlying Bloch functions had to
be the same (here J) and the subspace of used Bloch functions had to be well sepa-
rated (disentangled) from the rest of the band structure. However, these additional
constraints can be relaxed by the introduction of an appropriate disentanglement pro-
cedure which generates a suitable subspace in advance [67] as it will be discussed in
the following.
5Since the Wannier and Bloch functions are connected by a Fourier transform strong localization in
real space of the former corresponds to smoothly varying Bloch function in reciprocal space.
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In order to minimize the real-space spread Marzari and Vanderbilt introduced a
spread functional Ω
Ω “
Jÿ
n“1
“x0n|r2|0ny ´ x0n|r|0ny2‰ “ Jÿ
n“1
“xr2yn ´ r¯2n‰ , (2.64)
which measures the quadratic spreads of each Wannier function in the unit cell around
their centers. In the following we thus aim to minimize Ω by varying Ukmn. Once the
corresponding optimal transformation matrices are found Eq. (2.63) and Eq. (2.61)
are used to construct the Wannier functions. In order to do so, Ω “ ΩI`Ω˜ is separated
into a gauge-invariant ΩI and gauge-dependent part Ω˜ via
Ω “
ÿ
n
«
x0n|r2|0ny ´
ÿ
Rm
|xRm|r|0ny|2
ﬀ
looooooooooooooooooooooomooooooooooooooooooooooon
ΩI
`
ÿ
n
ÿ
Rm‰0n
|xRm|r|0ny|2looooooooooooomooooooooooooon
Ω˜
. (2.65)
Since the whole procedure should be carried out in momentum space, Ω has to be
formulated in reciprocal-space coordinates. The corresponding details shall not be
discussed here, but can be found in Refs. [66] and [23]. In the end ΩI and Ω˜ are
reformulated to
ΩI “ 1
N
ÿ
k,b
wb
˜
J ´
ÿ
mn
ˇˇ
Mk,bmn
ˇˇ2¸
(2.66)
and
Ω˜ “ 1
Nk
ÿ
k,b
wb
ÿ
m‰n
ˇˇ
Mk,bmn
ˇˇ2 ` 1
Nk
ÿ
k,b
wb
ÿ
n
`´ Im lnMk,bmn ´ b ¨ r¯n˘2 , (2.67)
where Nk is the number of points in the k-mesh, J is the amount of involved Bloch
states, b are connection vectors of neighbouring k-points, wb are corresponding weight-
ing factors (see Ref. [66]) and
r¯n “ ´ 1
Nk
ÿ
k,b
wbb Im lnM
k,b
nn (2.68)
is the expectation value of r. In addition we used the matrices Mk,b which give the
overlaps between Bloch states at neighbouring k-points
Mk,bmn “ xumk|un,k`by . (2.69)
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The Role of ΩI: Disentangling the Bloch Bands
ΩI can be rewritten with the help of the projector Pk “
ř
n |unky xunk| and its comple-
ment Qk “ 1´ Pk leading to
ΩI “ 1
N
ÿ
k,b
wbTr rPkQk+bs . (2.70)
Since Uk are unitary matrices any gauge transformation according to Eq. (2.63) (acting
on the Bloch functions |unky) will not change the projectors P and Q and ΩI therefore
stays the same as well. Hence, ΩI is indeed gauge independent. In addition, by
rewriting ΩI with the help of the P and Q we obtain a simple interpretation: The
product of the projection operators PkQk+b will vanish as soon as Pk “ Pk+b which
corresponds to a situation in which the diﬀerence between the subspaces at k and k+b
vanishes. ΩI therefore measures the smoothness of the changes between neighbouring
subspaces Spkq and Spk+bq or the “changes of characters” from Spkq to Spk+bq. Thus,
in a situation in which N Wannier functions shall be constructed out of a group of
Jk ě N entangled (partially degenerated) bands these changes of characters should be
as small or as smooth as possible. To this end, ΩI has to be minimized to ﬁnd a set
of optimal subspaces Spkq Ă F pkq for each k from the Jk-dimensional Hilbert space
F pkq of the entangled bands6. As shown by Souza et al. in Ref. [67] the corresponding
optimal projector Pk is obtained from the stationarity condition δΩIptunkuq “ 0 which
can be reformulated to an iterative and self-consistent scheme to solve the eigenvalue
problem [67]: «ÿ
b
wbP
pi´1q
k+b
ﬀ
|upiqnky “ λpiqnk |upiqnky . (2.71)
Thereby, the projector P piqk “
řN
n“1 |upiqnky xupiqnk| is updated in each iteration step using
the eigenvectors |upiqnky corresponding to N highest eigenvalues λpiqnk. As soon as self-
consistency is reached, an optimally smooth subspace Spkq and a minimized ΩI is
obtained.
A particular advantage of this ΩI minimization procedure is the fact that certain
constraints can be introduced. For instance, one might require that the Wannier
functions will exactly reproduce the Bloch states eigenenergies in a certain “inner”
energy window. Thereby those parts of the original band structure which are most
important for the subsequent considerations can be ﬁxed7.
The Role of Ω˜: Maximal Localization
So far, we have seen that ΩI is in the sense of Eq. (2.63) gauge independent but can be
used to disentangle sets of Bloch states. This means, remembering the initial intention
6If Jk “ N Spkq and F pkq are the same and there is no need to perform the disentanglement.
7See Ref. [67] for more details.
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and deﬁnition of the complete spread functional Ω, that Ω˜ is in fact describing the
degree of localization of the Wannier functions. Hence, Ω˜ must be minimized by ﬁnding
adequate rotation matrices Uk (acting on the optimal smooth subspace Spkq only) to
gain the maximally localized Wannier functions mentioned at the very beginning. Since
Ω˜ is completely deﬁned by the overlap matrices M , the minimization can be achieved
by updating it according to
M
k,b
pi`1q “ Uk:piq Mk,bpiq Uk+bpiq , (2.72)
using
Ukpi`1q “ Ukpiq exp
`
∆W kpiq
˘
, (2.73)
where ∆W are properly chosen updates to U which only depend on M as discussed in
more detail in Ref. [66]. Hence, with the initial Mp0q as calculated from the underlying
ab initio calculation and an initial Umnp0q “ δmn the minimization or localization can
be performed without any other ingredient. Having reached the maximal degree of
localization the very last update of Ukpiq can ﬁnally be used to calculate the maximally
localized Wannier functions using Eq. (2.63) acting on the “smooth” subspace Spkq
and Eq. (2.61) afterwards. Thereby, it is important to note that eventually ﬁxed
eigenenergies of states within the smooth subset Spkq will not be changed due to the
unitary transformation using Ukpiq.
Initial Projections
For the minimization of ΩI we need an initial guess for Spkq or, correspondingly, |up0qnk y.
To this end we can utilize N localized trial functions gαprq onto which the initial Jk
Bloch states are projected
|Φprojαk y “
Jkÿ
m“1
|Φmky xΦmk|gαy , (2.74)
where gαprq should be functions which have the same angular momentum and are
localized at the sites of the expected Wannier functions. For example, in the program
package Wannier90 [69], which will be frequently used throughout the thesis, orbitals
of the hydrogen atom are used for this purpose. In practice the matrix
Akmα “ xΦmk|gαy (2.75)
is calculated in advance and used afterwards in Eq. (2.74). Additionally it is used to
obtain the overlap matrix Skαβ “ xΦprojαk |Φprojβk y “ pAk:Akqαβ in order to orthogonalize
the resulting projected Bloch states
|Φorthβk y “
Nÿ
α“1
´
S
´1{2
k
¯
αβ
|Φprojαk y
p2.74q“
Jkÿ
m“1
´
AS
´1{2
k
¯
mβ
|Φmky . (2.76)
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This orthogonalized subset of Bloch states |Φorthαk y can be used afterwards as the starting
point of a minimization procedure of ΩI to obtain an optimal (smooth) subspace Spkq
as discussed before.
Alternative Approaches
The combination of projection and orthogonalization as discussed above is already a
proper gauge transformation as deﬁned in Eq. (2.63) for the case of entangled bands.
The resulting Bloch states can be used in Eq. (2.61) to get localized Wannier functions.
Without further reﬁnements of the gauge the resulting functions are called “one shot” or
“ﬁrst guess” Wannier functions (FGWF) which preserve the trial functions’ symmetries
[70]. The latter must not be fulﬁlled anymore after the minimization of Ω˜.
Following the ideas of Souza, Marzari and Vanderbilt, it seems to be useful to divide
the whole process of deriving MLWF into two pieces, namely minimizing ΩI and Ω˜
separately in the case of disentangled bands in a periodic crystal. Nevertheless, there
is no good argument against a direct minimization of the complete Ω. And indeed,
as shown by Thygesen et al. an adequate procedure to directly minimize Ω leads to
very similar results in the case of periodic crystals and can even be used for molecules
without translational symmetries in which some Wannier orbitals are occupied only
partially [71, 72].
Furthermore, other approaches to derive Wannier functions from ab initio calcula-
tions can be found in the literature, which do not rely on the direct localization of the
Wannier functions. For instance, there are variational approaches like given by Kohn
[73] in which energy functionals are varied with respect to localized trial functions [74].
Additionally, there are methods which rely on the construction of Slater-Koster-like
model Hamiltonians which can be used subsequently to interpolate the ab initio band
structure [75].
However, in the following the method by Souza, Marzari and Vanderbilt will be
employed, since their approach results in very accurate descriptions of the systems
under considerations, can be controlled precisely and the before-mentioned program
package Wannier90 is already linked to all of the here employed DFT packages.
Single-Particle Matrix Elements and Basis Transformations
From the Ω minimization procedure the “rotated” Hamiltonian for the subspace Spkq
H
(rot)
Spkq pkq “ U :kHSpkqpkq Uk (2.77)
is known on the initial k-grid. Via a standard discrete Fourier transform the real-space
representation can be readily derived
H
(rot)
αβ pRq “ xRα |H |0βy “
1
Nk
ÿ
k
e´ikRH
(rot)
αβ pkq “ tαβpRq, (2.78)
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where Nk is the number of involved k-points [76, 23]. As already indicated, the matrix
elements of the real-space Hamiltonian are normally called hopping matrix elements
and are denoted by tαβ. As soon as these hopping matrix elements are known, H(rot)pkq
can be reconstructed at arbitrary k1-points via
H
(rot)
αβ pk1q “
ÿ
R
eik
1RtαβpRq. (2.79)
In order to derive the resulting band structure the eigenvalues ε˜nk1 of H(rot)pk1q have
to be calculated via diagonalization
H(rot)pk1q |k1ny “ ε˜nk1 |k1ny (2.80)
which yields the eigenenergies and the eigencoeﬃcients cαnpk1q which can be used to
transform arbitrary matrix elements from the orbital basis |k1αy to the eigen- or band-
basis |k1ny
|k1ny “
ÿ
α
cαnpk1q |k1αy . (2.81)
2.3. Coulomb Interactions
The following general introduction to the eﬀects of the Coulomb interaction is based
on the review by Onida et al. [22] which was supplemented with the help of the books
by Bruus and Flensberg [29] and Altland and Simons [77].
In the previous section we have seen that density functional theory in the Kohn-Sham
formalism (KS-DFT) can be applied to a many-electron system in order to obtain the
electron density in the system’s ground state. Astonishingly, even crude approxima-
tions to the exchange-correlation functional, like the LDA, lead already to quite good
results for a variety of ground-state properties, like total energies, geometries, lattice
vibrations or magnetic structures. However, the underlying approximations result in
severe mispredictions in the case of excitation properties, which can be seen for instance
in the overestimated band widths of sodium [78] or nickel [79] (see [80] for a detailed
overview of other false predictions). Indeed, LDA has to fail here by deﬁnition since it
was designed to describe solely ground-state properties. This is a quite crucial problem
since most experiments are based on some excitation of the system. For instance, direct
or inverse photoemission or absorption experiments involve either electron extractions,
excitations from the valence to the conduction bands or electron relaxation from higher
to lower states. Thus, a comparison of LDA-DFT results with experimental data is
often diﬃcult and in some cases even impossible. One of the most prominent problems
of this kind is the consistent underestimation of band gaps in LDA [81, 82]. While ger-
manium is for example an indirect semiconductor, LDA predicts it to have a vanishing
band gap [83]. The reason for these problems of KS-DFT is two-sided. On the one
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side, there is the approximative treatment of the exchange-correlation functional which
might be inappropriate in some situations and lead to a misprediction of ground-state
properties. On the other side, there is the misinterpretation of the ﬁctitious Kohn-
Sham eigenstates and -energies which lead to incorrectly deduced results in the case
of excitation properties. Thus, optically measured band gaps cannot be compared
to the band gap derived from Kohn-Sham eigenstates since the introduced auxiliary
single-particle system was designed solely to describe the ground-state density.
To overcome these problems several extensions to the original KS-DFT have been
proposed which are based on the introduction of optimized eﬀective potentials [84],
completely new functionals, which include Coulomb-interaction eﬀects in the Hartree-
Fock approximation [85], the inclusion of local Coulomb potentials [86] or self-interaction
corrections [43]. But, all of these extensions are still applied in the KS-DFT framework
and thus the problems concerning the interpretation of the Kohn-Sham eigenstates still
exist. In fact, a systematic improvement is needed to obtain accurate excitation prop-
erties which can be achieved by introducing the concept of quasiparticles.
The basic idea of a quasiparticle description can easily be understood within the
example of a photoemission spectroscopy experiment. Here, an electron with the ki-
netic energy Ekin is ejected from the system due to an injected photon with energy
~ω. Since both energies are experimentally known, the electron binding energy can
directly be given as ε “ ~ω ´ Ekin. In contrast to the interpretation within a simple
single-particle picture, the measured energy is in reality not just the single-particle
energy, but a renormalized quasiparticle energy. This renormalization arises due to
correlations between all electrons which result from the Coulomb interaction among
them. Thus, a single electron within a many-body system will never be independent of
the other electrons. Regarding the description of this experiment, the excitation energy
ε has to be calculated as the diﬀerence between the total energy of the ground state
with N electrons EN and the energy of the resulting pN ´ 1q-electron system EN´1,
which is not equal to the eigenenergy of a non-interacting single-particle Hamiltonian.
Indeed, we are looking for the excitation energy of an interacting system which can
not be calculated in general. However, Landau introduced 1956 the Fermi liquid theory
[87] which states that the quantum numbers of a given state of the non-interacting
Fermi gas stay the same upon adiabatic inclusion of the interactions as long as there
is no electronic phase transition taking place (see also [29, 24, 77, 42]). Thus, we are
allowed to describe the excited state of the interacting system in form of an excited state
of a nearly non-interacting system of quasiparticles using the same quantum numbers,
at least for time scales smaller than the quasiparticle life time. The latter arises due
to interaction-induced correlations next to a renormalization of the excitation energy.
As we will see in the following, these correlation eﬀects can be described using the
so-called self-energy which enters a generalized quasiparticle Schrödinger equation.
Since the Coulomb interaction is responsible for the correlations and thus the renor-
malization, we will discuss its properties, its ab initio description as well as its eﬀect to
the band structure in the following. In more detail, we will review its screening within
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the random phase and the constrained random phase approximation in section 2.3.1
and 2.3.2. Afterwards we brieﬂy discuss its matrix elements within the localized Wan-
nier basis in section 2.3.3 before we ﬁnally introduce Hedin’s GW approximation in
section 2.3.4. Within the latter section we compare several approximative self-energies
and discuss in detail modern GW implementations.
2.3.1. Screening in the Random Phase Approximation
In the context of Coulomb-interaction-induced renormalization eﬀects, screening is one
of the most important material properties. It is deﬁned by the ability of charges within
the system to react to Coulomb-like perturbations. These perturbations might be ex-
ternal electric ﬁelds or internal Coulomb potentials arising from injected impurities or
simple electrons. In more detail, the screening is described by the so-called dielectric
function εpr, r1, t, t1q, which is in general non-local in space and time. In the follow-
ing, we will deﬁne the dielectric function from a macroscopic point of view and will
introduce a microscopic theory afterwards to calculate it on an ab initio footing.
Basic Definitions
We will begin with some basic deﬁnitions from electrostatics which are needed for the
subsequent sections. Since this is by far not complete the interested reader is referred
to [88, 89] or [90] for comprehensive overviews and introductions to electrodynamics.
In general, we will use the particle density n, the charge density ρ, the corresponding
potential Φ and the interaction V which are given in real space by
ρprq “ e ¨ nprq (2.82)
Φprq “
ż
d3r1
ρpr1q
|r´ r1| (2.83)
V prq “ e ¨ Φprq, (2.84)
where e is the elementary charge. Maxwell’s ﬁrst equation states that in the absence
of temporal changes of the magnetic ﬁeld ( 9B “ 0) the charge density ρ is the origin of
the electric ﬁeld E yielding
∇Eprq “ ρprq
ε0
, (2.85)
where ε0 is the so-called vacuum permittivity8. From that, we can get the Poisson
equation by utilizing the deﬁnition Eprq “ ´∇Φprq
∆Φprq “ ´ρprq
ε0
or Φpqq “ 1
ε0q2
ρpqq, (2.86)
8 This constant is known as the electronic constant as well and links electric and mechanical quantities
through Coulomb’s law F “ 1
4πε0
Q1Q2
r2
in vacuum.
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in real or Fourier space, respectively. Strictly speaking, these equations hold only for
scenarios in which no further material is present (next to the charge distribution ρ).
In situations with additional material we have to use an auxiliary ﬁeld D (also called
dielectric displacement) deﬁned by the original electric ﬁeld E and the polarization P
Dprq “ ε0Eprq `Pprq (2.87)
and Maxwell’s ﬁrst equation becomes
∇Dprq “ ρextprq, (2.88)
now involving an external (or impurity, unbound, free) charge density ρextprq. The
introduced polarization traces back to charges which are inﬂuenced by the electric ﬁeld.
In homogeneous and isotropic dielectrics we can deﬁne it using a constant susceptibility
χ
Pprq “ χε0Eprq. (2.89)
However, as soon as the homogeneity and isotropy are lost we have to utilize a non-
local susceptibility in order to describe the system’s polarization due to the electric
ﬁeld
Pprq “ ε0
ż
d3r1 χpr, r1qEpr1q. (2.90)
Combining Eqs. (2.87), (2.88) and (2.90) ﬁnally yields Maxwell’s ﬁrst equation in the
presence a polarizable material
∇
ż
d3r1 rδpr´ r1q ` χpr, r1qsEpr1q “ ρextprq
ε0
. (2.91)
In a homogeneous system this equation can be simpliﬁed taking the fact into account
that the susceptibility depends on diﬀerences of the spatial coordinates r ´ r1 only.
This allows to perform a Fourier transformation in the spatial coordinates yielding
q2 r1` χpqqsΦpqq “ ρextpqq
ε0
. (2.92)
Now, we can introduce the dielectric function εpqq “ 1` χpqq and deﬁne the external
potential Φext via Eq. (2.86) to derive the simple expression
Φpqq “ Φextpqq
εpqq . (2.93)
Here, we see that the potential Φ associated with the electric ﬁeld E is deﬁned by
the external (or impurity) potential reduced by the screening function ε. Hence, using
Maxwell’s ﬁrst equation we have derived a ﬁrst (quite formal) deﬁnition of the static
screening eﬀects due to the dielectric function which will be discussed in more detail
in the following.
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Macroscopic Definition of the Dielectric Function
To derive a macroscopic deﬁnition of the dielectric function we assume that the unper-
turbed ground-state electron density is given by ρ0prq which might be gained from
DFT. Any additional (dynamical) external charge densities ρextpr, tq or potentials
Φextpr, tq (due to an additional external or inner charge or due to an applied external
ﬁeld) will induce a reaction of the internal charge carriers in form of a redistribution
described by the induced charge density ρindpr, tq. As for any other charge density,
we can deﬁne a corresponding induced potential Φindpr, tq which has to be taken into
account in the deﬁnition of the total perturbing potential
Φpr, tq “ Φextpr, tq ` Φindpr, tq. (2.94)
Note that the induced charge density and thus the induced potential is a reaction of
the internal charges to the external potential and would vanish if the latter vanishes.
At the same time the induced charge density screens the overall arising total perturba-
tion. Hence, the internal charge carriers are part of the total perturbation and we are
correspondingly dealing with a self-consistent problem, here. In linear response theory
we can write the total perturbing potential with the help of the dielectric function
εpr, r1, t, t1q which is in general non-local in space and time
Φpr, tq “
ż
d3r1
ż
dt1
Φextpr1, t1q
εpr, r1, t, t1q . (2.95)
Given the fact that Φextpr, tq is independent of the material, all material speciﬁc prop-
erties corresponding to screening eﬀects are now rendered by the dielectric function.
For a translational invariant system (in space and time) the dielectric function be-
comes a function of space and time diﬀerences only εpr ´ r1, t ´ t1q and we can use
corresponding Fourier transformations to derive analogous expressions of Eq. (2.94)
and Eq. (2.95) in reciprocal space and frequency:
Φpq, ωq “ Φextpq, ωq ` Φindpq, ωq “ Φextpq, ωq
εpq, ωq . (2.96)
This is in fact fully equivalent to Eq. (2.93). However, here we have clearly deﬁned
the external, induced and total (perturbing) potentials which can be used to deﬁne the
dielectric function in various ways9
εpq, ωq “ Φextpq, ωq
Φextpq, ωq ` Φindpq, ωq “ 1´
Φindpq, ωq
Φextpq, ωq ` Φindpq, ωq
“ 1´ 4π
q2
ρindpq, ωq
Φpq, ωq . (2.97)
9 In Eq. (2.97) we use atomic units which set e “ me “ ~ “ 14πε0 “ 1. Hence, the vacuum
permittivity is given by ε0 “ 14π .
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Since the external potential is assumed to be known, the problem of ﬁnding the total
perturbing potential is solved as soon as the dielectric function is found.
Although macroscopic considerations can be used to derive a deﬁnition of the screen-
ing function, we need a microscopic theory in order to calculate it on an ab initio foot-
ing. Indeed, it turns out that this is a hard task which has to be solved approximatively,
as it will be discussed in the following.
Microscopic Theory for the Dielectric Function
The ﬁrst model dielectric functions were developed for the interacting electron gas.
Important approximations were suggested by Thomas and Fermi [33, 34], Lindhard
[91] and by Ehrenreich and Cohen [92]. While the Thomas-Fermi approximation of
the dielectric function is only valid in the static (ω “ 0) and long-wavelength (q Ñ 0)
limits, the so called random phase approximation (RPA) by Ehrenreich and Cohen is
deﬁned for the complete Brillouin zone and all frequencies. Although there are more
sophisticated extensions to these approximations taking so-called vertex corrections (as
discussed in section 2.3.4) into account [27], the Thomas-Fermi and the RPA descrip-
tions are the most prominent ones due to their simplicity and their accuracy. Since
the RPA is a commonly used approximation, we will brieﬂy discuss it here and derive
the Thomas-Fermi dielectric function afterwards in the corresponding limits.
In principle, there are two methods to derive the dielectric function within the RPA,
namely by utilizing Green functions or by using equation of motion techniques. Here,
we will apply the latter and follow Czycholl and Mahan [24, 27] who applied the so
called self-consistent-ﬁeld method by Ehrenreich and Cohen [92] to outline how the
dielectric function can be obtained in a multi-band system. In section 4.5 and its
appendix A.6 we will additionally use the Green function technique to derive the
corresponding terms in the Wannier basis.
Here, we start with the Hamiltonian of the perturbed electron gas in second quan-
tization
H “
ÿ
kn
εnpkqc:knckn `
ÿ
kk1
nn1
xkn|V pr, tq|k1n1y c:knck1n1, (2.98)
where εnpkq are the single-particle energies and V pr, tq “ eΦextpr, tq` eΦindpr, tq is the
total perturbation due to the external and induced potentials according to Eq. (2.94).
We assume that two-particle Coulomb-interaction terms are indirectly taken into ac-
count via the dielectric screening included in the deﬁnition of full perturbation [see for
instance Eq. (2.96)]. Additionally, we assume that the time dependence of V pr, tq is
described by a constant oscillation which is switched on adiabatically (described by eδt)
and its momentum dependence can be derived from a Fourier transformation resulting
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in
V pr, tq “ 1
V
ÿ
q
eΦpqq eiqr e´ipω`iδqt, (2.99)
where the constant V is the unit-cell volume. Using this deﬁnition the Hamiltonian
from Eq. (2.98) becomes
H “
ÿ
kn
εnpkqc:kncknlooooooomooooooon
“Hp0q
` 1
V
ÿ
q
eΦpq, ωqnpqqloooooooooomoooooooooon
“Hp1q
(2.100)
with Φpq, ωq “ Φpqqe´ipω`iδqt and the operator of particle density
npqq “
ÿ
kk1
nn1
xkn|eiqr|k1n1y c:knck1n1. (2.101)
Thus, we can use the equation of motion technique for c:knck1n1 in order to obtain the
system’s reaction to the perturbation in form of npqq. We start with Heisenberg’s
equation of motion:
i~
B
Btc
:
knck1n1 “
”
H, c
:
knck1n1
ı
. (2.102)
The commutator is evaluated piecewise using the Hp0q and Hp1q as deﬁned in Eq.
(2.98). The ﬁrst part results in«ÿ
k2n2
εn2pk2qc:k”n2ck”n2, c:knck1n1
ﬀ
“ rεnpkq ´ εn1pk1qs c:knck1n1, (2.103)
while the perturbation leads to»—– 1
V
eΦpq, ωq
ÿ
k2k3
n2n3
xk2n2|eiqr|k3n3y c:
k2n2
ck3n3, c
:
knck1n1
ﬁﬃﬂ
“ 1
V
eΦpq, ωq
ÿ
k˜n˜
´
xk˜n˜|eiqr|kny c:
k˜n˜
ck1n1 ´ xk1n1|eiqr|k˜n˜y c:knck˜n˜
¯
« 1
V
eΦpq, ωq xk1n1|eiqr|kny
´
c
:
k1n1
ck1n1 ´ c:knckn
¯
. (2.104)
In the last step we set tk˜n˜u “ tk1n1u and tk˜n˜u “ tknu for the left and right terms in the
brackets, respectively. Thus we neglect non-diagonal terms of the involved operators
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c
:
knckn which corresponds to the so-called random phase approximation. Thereby, it is
assumed that in the upcoming average all resulting random phases will annihilate each
other anyway. Doing so, we get
i~
B
Bt xc
:
knck1n1y “ ~pω ` iδq xc:knck1n1y
“ rεnpkq ´ εn1pk1qs xc:knck1n1y
` 1
V
eΦpq, ωq xk1n1|eiqr|kny
´
xc:
k1n1
ck1n1y ´ xc:knckny
¯
(2.105)
or equivalently
xc:knck1n1y “
1
V
eΦpq, ωq xk1n1|eiqr|kny fk1n1 ´ fkn
εn1pk1q ´ εnpkq ` ~ω ` iδ , (2.106)
where we introduced the Fermi functions fkn “ xc:knckny and used the oscillating time
dependency as assumed in the beginning. In order to describe the expectation value of
the full particle density as deﬁned in Eq. (2.101) we need to multiply this expression
by the matrix element xkn|eiqr|k1n1y and sum over all momenta and band indices which
results in
xnpqqy “ 1
V
ÿ
kk1
nn1
eΦpq, ωq ˇˇxk1n1|eiqr|knyˇˇ2 fk1n1 ´ fkn
εn1pk1q ´ εnpkq ` ~ω ` iδ . (2.107)
If we additionally assume k1 “ k´q (since the involved matrix elements will annihilate
all other summands) we ﬁnally get
xnpqqy “ 1
V
ÿ
knn1
eΦpq, ωq ˇˇxk-qn1|eiqr|knyˇˇ2 fk-qn1 ´ fkn
εn1pk-qq ´ εnpkq ` ~ω ` iδ . (2.108)
Taking into account that xnpqqy is proportional to the induced density nindpq, ωq [27,
24], the corresponding potential φind is deﬁned by xnpqqy as well and Vind can given by
Vindpq, ωq “ 4πe
2
q2
xnpqqy . (2.109)
This can be written as a product of the bare three-dimensional Coulomb potential
vq “ 4pie2V q2 , the total perturbing potential V pq, ωq “ eΦpq, ωq and the polarization
functions Π0pq, ωq:
Vindpq, ωq “ vqV pq, ωqΠ0pq, ωq. (2.110)
The involved RPA polarization function is obtained by comparison with Eq. (2.108)
yielding
Π0pq, ωq “
ÿ
knn1
ˇˇxk-qn1|eiqr|knyˇˇ2 fk-qn1 ´ fkn
εn1pk-qq ´ εnpkq ` ~ω ` iδ . (2.111)
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V
= v +
Π
Figure 2.4.:
Dyson equation for the screened interaction corresponding to Eq. (2.114). Wiggly lines
correspond to bare (single line) and screened (double line) interactions. The polarization
function Π which renormalizes the interaction is indicated as a circle.
Finally, we make use of Eq. (2.96)
V pq, ωq “ Vextpq, ωq ` Vindpq, ωq p2.110q“ Vextpq, ωq ` vqV pq, ωqΠ0pq, ωq
“ Vextpq, ωq
1´ vqΠ0pq, ωq “
Vextpq, ωq
εRPApq, ωq (2.112)
and thus deﬁne the dielectric function within the random phase approximation
εRPApq, ωq “ 1´ vqΠ0pq, ωq. (2.113)
This is a quite remarkable result, since we have shown using the equation of motion
technique and the macroscopic deﬁnition of the dielectric function that the latter can be
obtained microscopically solely from the knowledge of the electronic band structure.
Thus, the dielectric function is independent of the external potential and is a mere
material property.
A very similar result can be obtained using the formalism of Green functions and
Feynman diagrams starting from the evaluation of a particle density-density correlation
function [27, 29] leading to
V pq, ωq “ vq
1´ vqΠpq, ωq , (2.114)
which becomes equal to Eq. (2.112) when the external potential Vextpq, ωq is the bare
Coulomb potential vq and the total polarization Πpq, ωq is approximated via Π0pq, ωq.
In fact, we are dealing here with a Dyson equation (as it will be introduced in section
2.3.4) for the screened interaction which is shown in terms of Feynman diagrams in Fig.
2.4. From a diagrammatic point of view, the random phase approximation corresponds
to a subset of diagrams which are used in the deﬁnition of the total polarization which
renormalizes the bare Coulomb potential. As we will see in section 2.3.4, within the
RPA the full polarization is approximated as a so-called bubble diagram which includes
an electron and a hole propagator only, while any vertex corrections are neglected which
leads to the inﬁnite series shown in Fig. 2.5.
Thomas-Fermi Limit
As mentioned in the beginning, one of the very ﬁrst and successful approximations to
the dielectric screening was given by Thomas and Fermi. Although it can be derived
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V
«
v
+ + + ...
Figure 2.5.:
Screened Coulomb interaction in the random phase approximation. Single (double) wobbly
lines describe the bare (screened) interactions and solid lines correspond to the bare electronic
propagators as deﬁned in section 2.3.4.
independently from the random phase approximation by assuming that the total charge
density can be described locally as independent densities of a free-electron system [27,
24, 29], it is quite satisfying that it can be deduced from the RPA in the corresponding
limits as well. It is straight forward to show that in the static (ω “ 0) and long-
wavelength (q Ñ 0) limits using a single partially occupied band (n “ n1) the RPA
polarization function becomes [29]
Π0TFpq Ñ 0, ω “ 0q “ ´NpEF q. (2.115)
Thus, in cases in which these limits are satisﬁed (for instance in the case of conventional
metals) the screening properties of the system are entirely described by the density of
states at the Fermi energy NpEF q. Accordingly, the dielectric function can be described
as
ε3DTF “ 1`
pq3DTFq2
q2
or ε2DTF “ 1`
q2DTF
q
(2.116)
depending on the dimensionality and using the corresponding Thomas-Fermi wave
vectors
q3DTF “
c
4πe2
V
NpEF q and q2DTF “
2πe2
A
NpEF q, (2.117)
where V and A are the volume and area of the primitive unit cell, respectively. For
q Ñ 0 these dielectric functions obviously diverge, leading to an Yukawa-like potential
in real-space which vanishes in the long-range limit. This is a typical behaviour for
metals, since the intrinsic screening charges are able to move in a nearly free fashion
and can thus eﬀectively screen any impurity charge.
In the context of semiconductors with fully occupied valence and completely empty
conduction bands which are separated by a band gap ∆, the screening behaviour in
these limits is diﬀerent. Here, the polarization function becomes
Π0SCpq Ñ 0, ω “ 0q « ´
e2n0α
2q2
∆
, (2.118)
38
2.3. Coulomb Interactions
where the involved matrix element M “ xk-qn1|eiqr|kny was approximated by M “ αq
leading to a dielectric function of the form
ε3DSCpq Ñ 0, ω “ 0q « 1`
4πe2α2n0
∆
(2.119)
with n0 being the electron density in three dimensions [24]. As we will discuss in detail
in section 3.3 the two-dimensional limit is given by
ε2DSCpq Ñ 0, ω “ 0q Ñ 1 (2.120)
due to vanishing screening in the long-wavelength limit.
2.3.2. Constrained Random Phase Approximation
The following introduction to the constrained random phase approximation follows the
original work by Aryasetiawan et al. [93] complemented by details on its implementation
from Miyake et al. [94], Shih et al. [95] and, especially, Kaltak [96].
A major ingredient to the material-speciﬁc models we aim at are Coulomb matrix
elements. As we have seen in the previous section on the random phase approxima-
tions the eﬀects of screening are essential for a realistic description of the Coulomb
interaction and correspondingly arising material properties. These screening processes
might be described as virtual transitions between all occupied and unoccupied states.
Thus, we end up with a conceptional problem as soon as we neglect a wide range of
states in order to simplify the material-speciﬁc model, since we will loose phase space
in which the before-mentioned virtual excitations take place. To setup a well deﬁned
down-folding scheme, the resulting screening eﬀects of the neglected part of the sys-
tem have to be accounted for, while those screening processes which will be described
within the subsequent theory (which utilizes the simpliﬁed model) have to be excluded
from the deﬁnition of the involved Coulomb matrix elements. To this end the complete
Fock space is divided into a model part Fm and a rest part Fr
F “ Fm ‘ Fr (2.121)
on which the model Πm and the rest Πr polarizations can be evaluated. Their sum
reconstructs the complete polarization Π
Π “ Πm ` Πr. (2.122)
Using this separation within the deﬁnition of the completely screened Coulomb inter-
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Figure 2.6.:
LDA band structure fur SrVO3 from Ref.
[97]. Electronic bands and virtual excita-
tions (dashed lines) within the model sub
space are marked red, while blue lines cor-
respond to polarization eﬀects arising from
the rest subspace.
action from Eq. (2.114) results in
V “ r1´ vΠs´1 v
“ r1´ vΠm ´ vΠrs´1 v
“
„
1´ v
1´ vΠrΠm
´1
v
1´ vΠr
“ r1´WrΠms´1Wr. (2.123)
Here, we see that as long as we are constrained to use the model polarization Πm (since
the information about all other bands is not available), the partially screened Coulomb
interaction Wr deﬁned by
Wr “ v
1´ vΠr (2.124)
instead of the bare interaction v has to be used to calculate V . This is the essence of
the so-called constrained random phase approximation (cRPA) which ensures a proper
inclusion of all screening processes on the RPA level [93].
In Fig. 2.6 we show the band structure of SrVO3 from Ref. [97] in which the so-called
“correlated”10 or model part is colored red. As said before, each summand of the RPA
polarization deﬁned in Eq. (2.111) might be interpreted as a virtual excitation from an
occupied state tk-qn1u to an unoccupied one tknu which are indicated in Fig. 2.6 by
dashed lines. While some of these virtual excitations do strictly take place within the
model subspace (red), other virtual excitations occur in, originate from or end in the
10In the case of SrVO3 the set of V t2g bands (arising from V dxy, dxz and dzy orbitals) around
the Fermi energy is supposed to be “strongly correlated” due to substantial Coulomb interactions
within the localized V d orbitals. The modeling process therefore aims to describe these composite
bands in order to treat it afterwards within higher-level theories like DMFT.
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rest of the Fock space (blue). Only the ﬁrst ones (red) contribute to screening eﬀects
within the model subspace and thus to the model polarization Πm. The remaining
virtual excitations deﬁne the rest polarization Πr. Although we need to know Πr, it
is more convenient to calculate the model Πm and the full polarization Π in advance
and derive Πr afterwards as their diﬀerence. Hence, in order to calculate Wr we have
to evaluate
Πm “
ÿ
tknuPFm
tk-qn1uPFm
ˇˇxk-qn1|e´iqr|knyˇˇ2 fn1pk - qq ´ fnpkq
~ω ` iδ ` εn1pk - qq ´ εnpkq (2.125)
as well as the full polarization Π from Eq. (2.111) in a ﬁrst step. Afterwards Πr “
Π´Πm is used within Eq. (2.124) to get Wr as well as the partially screened Coulomb
kernel Wrpr, r1, ωq via appropriate Fourier transformations.
As long as the model subspace is clearly separated from the rest Fock space and
the corresponding indices (which fulﬁll tknu P Fm and tk-qn1u P Fm) are known, the
evaluation of Eq. (2.125) can be carried out without any approximations by intro-
ducing static energy windows [93, 98] and the treatment would be in principle exact.
Unfortunately, this holds for a few systems only. In most cases, the model subspace
is entangled with the rest of the system and the required restrictions tknu P Fm and
tk-qn1u P Fm are diﬃcult to fulﬁll. Here, the speciﬁc choice of static energy win-
dows (maybe in combination with some simple “band choosing algorithms”) can have
a strong inﬂuence to the resulting values for Wr [94].
To overcome this problem, projection schemes (e.g. as introduced in section 2.2.2)
can be applied either to introduce new sets of Bloch functions |φ˜nky which replace |φnky
in Eq. (2.111) or to deﬁne weights which restrict the full summation in Eq. (2.111)
correspondingly.
The former method was used by Miyake and coworkers [94]. They introduce projec-
tion operators to deﬁne the Bloch functions of the model subspace
|φ˜nky “ Pˆ |φnky , (2.126)
while the rest subspace is accordingly given via |φ˜rnky “ p1´ Pˆ q |φnky. Doing so Miyake
et al. realized that although the sets of wave functions |φ˜y and |φ˜ry are orthogonal to
each other, they do not necessarily form orthogonal basis sets for the corresponding
subspaces. Since in this case transitions within the subspaces do not correspond to
well deﬁned single particle transitions as discussed before, they orthogonalize |φ˜y and
|φ˜ry independently. Thereby they introduce a disentanglement scheme and gain well
deﬁned sets of wave functions, which can be used to calculate Πm, Πr and Π. However,
hybridization eﬀects between the subspaces are neglected in this case which changes
the original band structure and might distort the results.
Otherwise, the projection scheme might be used to deﬁne certain weights γnkn1k-q which
restrict the full k, n and n1 summations from Eq. (2.125) to accumulate contributions
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from the model subspace only
Πm “
ÿ
knn1
ˇˇxk-qn1|e´iqr|knyˇˇ2 fn1pk - qq ´ fnpkq
~ω ` iδ ` εn1pk - qq ´ εnpkq γ
nk
n1k-q. (2.127)
To this end, Şaşıoğlu et al. [99] as well as Shih et al. [95] proposed to use weights of
the following form
γnkn1k-q “
ÿ
α
ˇˇ
Akαn
ˇˇ2
loooomoooon
“P knn
ÿ
β
ˇˇˇ
A
k-q
βn1
ˇˇˇ2
loooomoooon
“P k-q
n1n1
, (2.128)
where projection matrix-elements Akαn to the model subspace are used [for instance
as deﬁned in Eq. (2.75)]. This deﬁnition seems to be appropriate, since it accounts
for the probabilities that the electron resides in the model subspace before (α-sum)
and after (β-sum) the virtual transition and thus restricts the sum in Eq. (2.127) to
fulﬁll tknu P Fm and tk-qn1u P Fm. However, Kaltak shows that the weights according
to Eq. (2.128) are just “educated assumptions” and that a detailed evaluation of the
underlying Kubo-Nakano formula for the response of the model subspace instead yields
[96]
γnkn1k-q “
ÿ
ijkl
P k˚ni P
k
njP
k-q
n1k P
k-q˚
n1l , (2.129)
where projectors of the following form are used
P knm “
ÿ
α
Ak˚αnA
k
αm. (2.130)
In contrast to the weights by Şaşıoğlu et al. and Shih et al. from Eq. (2.128) Kaltak’s
weights include four projectors (and not just two) of this kind and additionally in-
volve corresponding oﬀ-diagonal elements. Thus, Kaltak’s weights lead to additional
screening channels within the model subspace which enhances Πm and thereby reduces
the rest screening / polarization Πr. Therefore, the weights from Eq. (2.129) lead in
general to less screened and thus enhanced Wr, as shown for the series of 3d transition
metals in Ref. [96].
In addition to the speciﬁc weighting method, the underlying Wannier construction
(e.g. to deﬁne Aαn) inﬂuences the result as well. Hereby the degree of localization,
the initial basis set and the disentanglement algorithm are the most important tuning
knobs.
In order to minimize these “dependencies” in the following, we will construct Wan-
nier functions without performing any kind of localization and use the disentanglement
approach by Souza et al. [67] (as far as possible). This allows us to describe the orig-
inal ab initio band structures as close as possible including the corresponding orbital
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weights. Thereby, we use minimal orbital basis sets which describe composite blocks
of bands which can not be additionally isolated for symmetry reasons (see the de-
tailed discussions of the underlying full band structures of graphene and molybdenum
disulﬁde in sections 3.1 and 4.1.2, respectively). Finally, we are restricted to use the
weighting method by Şaşıoğlu et al. 11.
2.3.3. Coulomb-Interaction Matrix Elements in the Wannier
Basis
As soon as the bare, fully or partially screened Coulomb kernel is known, corresponding
matrix elements can be evaluated in order to use the resulting values in Eq. (2.5) to
deﬁne our material-speciﬁc Hamiltonian. Here, we will rather focus on some properties
of these matrix elements within the Wannier basis than on calculation details. For the
latter the interested reader is referred to [76, 100, 101] or [96].
We start with the most general form of the Coulomb matrix elements in reciprocal
space
U
kk1q
αβγδ “
ż
d3r
ż
d3r1 φ˚αk-qprqφ˚βk1+qpr1qUpr, r1, ωqφγk1pr1qφδkprq, (2.131)
where the momentum conservation of the Coulomb scattering process is already ac-
counted for. Note that in the case of screened Coulomb matrix elements Ukk
1q
αβγδ is in
general frequency dependent due to the dynamic polarization function. The involved
Bloch functions are deﬁned by12
φαkprq “
ÿ
R
eikRwαRprq (2.132)
using Wannier functions wαRprq of a certain orbital character α which are localized
within a unit cell around R. Now, we can use this deﬁnition in Eq. (2.131) which
yields
U
kk1q
αβγδ “
ÿ
R1...R4
ż
d3r
ż
d3r1 w˚αR1prqw˚βR2pr1qUpr, r1, ωqwγR3pr1qwδR4prq
ˆ eipR4´R1qkeipR3´R2qk1eipR1´R2qq, (2.133)
11The implementation of the weighting method as deﬁned in Eq. (2.129) within the VASP code is
still under development, while the weighting method by Şaşıoğlu et al. and Shih et al. is available
within the SPEX code.
12Note that according to Eq. (2.61) we use an asymmetric deﬁnition for the Fourier transform
|φαky “
ÿ
R
eikR |wαRy Ô |wαRy “
1
N
ÿ
R
e´ikR |φαky ,
which corresponds to xφαk|φβk1y “ Nδαβδkk1 . See Ref. [23] for more details on normalization
conventions.
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where quite complicated k-, k1- and q-dependencies have been introduced. However,
rearranging the whole expression,
U
kk1q
αβγδ “
ż
d3r
ż
d3r1 Upr, r1, ωq
ÿ
R1R4
w˚αR1prqwδR4prqeipR4´R1qkeiR1qÿ
R2R3
w˚βR2pr1qwγR3pr1qeipR3´R2qk
1
e´iR2q, (2.134)
shows that the k- and k1-dependencies strongly depend on the degree of localization of
the Wannier functions. A close look at the tRiRju sums reveals that there is no k- or
k1-dependence in the summand with Ri “ Rj . For the other summands the degree of
overlap between the Wannier functions w˚αRiprq in the i-th unit cell and w˚βRj prq in the
j-th cell deﬁnes the k- or k1-dependencies. Thus, these dependencies will be weakened
with the degree of localization and vanish as soon as all involved Wannier functions
are clearly localized to a single unit cell. In order to simplify the notation and to point
out some further symmetries and properties we will assume in the following that the
Wannier functions are indeed strongly localized leading toÿ
RiRj
w˚αRiprqwβRj prqloooooooomoooooooon
“w˚αRi
prqwβRj prqδRiRj
eipRj´Riqke˘iRiq “
ÿ
R
w˚αRprqwβRprqe˘iRq (2.135)
and
U
q
αβγδ “
ÿ
R
ż
d3r
ż
d3r1 w˚α0prqw˚βRpr1qUpr, r1, ωqwγRpr1qwδ0prqeiRq, (2.136)
which can be interpreted as the Fourier transform of the corresponding matrix element
in real space
U
q
αβγδ “
ÿ
R
URαβγδ e
iRq (2.137)
with URαβγδ “
ż
d3r
ż
d3r1 w˚α0prqw˚βRpr1qUpr, r1, ωqwγRpr1qwδ0prq. (2.138)
Hence, as long as the k- and k1-dependencies are weak or even non-existent, long range
or non-local (R ‰ 0) Coulomb matrix elements can easily be evaluated from their
reciprocal representation via the corresponding inverse Fourier transform
URαβγδ “
1
N
ÿ
q
U
q
αβγδ e
´iRq. (2.139)
Since the Coulomb kernel is proportional to |r ´ r1|´1, we can identify some basic
symmetries from Eq. (2.137) and Eq. (2.138) by interchanging r and r1
U
q
βαδγ “ U´qαβγδ URβαδγ “ U´Rαβγδ (2.140)
U
q
γδαβ “
`
U
´q
αβγδ
˘˚
URγδαβ “
`
URαβγδ
˘˚
. (2.141)
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These matrix elements strongly depend on the degree of overlap between the Wannier
functions. In the end, the largest Coulomb matrix elements will arise for α “ δ and
β “ γ,
U
q
αββα “
ÿ
R
ż
d3r
ż
d3r1 Upr, r1, ωq|wα0prq|2|wβRpr1q|2eiRq
“
ÿ
R
URαββαe
iRq, (2.142)
which are the Fourier components of the so-called density-density Coulomb matrix
elements given by
URαββα “
ż
d3r
ż
d3r1 |wα0prq|2|wβRpr1q|2Upr, r1, ωq (2.143)
in real space. While these matrix elements will always be real (for the bare interaction
or ω “ 0), their Fourier representations might have an imaginary part. In more detail,
U
q
αββα will show an imaginary part as long as U
R
αββα ‰ U´Rαββα, otherwise the Fourier
components of the density-density matrix element will be real as well. Whether or
not this requirement is fulﬁlled depends on the chosen Wannier functions and the
underlying lattice structure.
2.3.4. GW Approximation
The subsequent brief introduction to the GW approximation closely follows the lecture
notes by Friedrich and Schindlmayr [102] which was complemented with the help of the
reviews by Aryasetiawan and Gunnarsson [80] and Onida et al. [22].
In this section we will introduce the GW approximation which is systematically
derived using many-body perturbation theory. Thereby, Coulomb-interaction-induced
dynamically screened exchange correlation eﬀects are taken into account yielding, for
instance, strongly improved band gaps in the case of semiconductors. This is the
major advantage over the Hartree-Fock approximation. Especially in two-dimensional
systems this sophisticated treatment of the Coulomb interaction is of prime importance.
On one side these interactions are quite strong in materials with reduced dimensionality
(due to a reduced screening) on the other side they are screened in quite a speciﬁc way
(see section 3.3 for more details). Thus, a mean-ﬁeld description of the Coulomb
interaction (as used in density functional theory) or the neglect of screening eﬀects are
crude approximations which are overcome by using the GW approximation.
Since the GW approximation is formulated using a many-body perturbation the-
ory (MBPT) framework we will brieﬂy introduce the most important quantities and
discuss Hedin’s famous set of equations and the corresponding GW and associated
approximations afterwards.
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Green Function
The central quantity of MBPT is the (time ordered) Green function which is given by
(~ “ 1)
Gprt, r1t1q “ ´i
A
ΨN0
ˇˇˇ
Tˆ
”
ψˆpr, tqψˆ:pr1, t1q
ı ˇˇˇ
ΨN0
E
, (2.144)
where |ΨN0 y is the N -electron ground state, Tˆ is the time-ordering operator and ψˆpr, tq
is a ﬁeld operator in the Heisenberg picture which annihilates an electron at a position
r and time t. For t1 ă t the Green function Gprt, r1t1q measures the probability to ﬁnd
an electron at r and t after an electron is added to the system at r1 and t1. Since this can
be seen as an electron propagation through the many-body system, the Green function
is called propagator as well. If t1 ą t the Green functions describes the propagation
of a hole. During the propagation the particle interacts with the many-body system
leading to detailed information about correlation eﬀects rendered in Gprt, r1t1q.
By inserting the closure relation on the pN ˘ 1q particle spaceÿ
i
|ΨN˘1i y xΨN˘1i | “ 1N˘1 (2.145)
in Eq. (2.144) followed by a Fourier transformation to frequency space, Gpr, r1, ωq can
be expressed in the so-called Lehmann representation13 [22, 102]
Gpr, r1, ωq “
ÿ
i
ψN`1i prqψN`1
˚
i pr1q
ω ´ εN`1i ` iη
`
ÿ
i
ψN´1i prqψN´1
˚
i pr1q
ω ´ εN´1i ´ iη
(2.146)
using the Lehmann amplitudes
ψN`1i prq “ xΨN0 |ψˆprq|ΨN`10 y and ψN´1i prq “ xΨN0 |ψˆ:prq|ΨN´10 y (2.147)
and excitation energies
εN`1i “ EN`1i ´ EN0 and εN´1i “ EN0 ´ EN´1i . (2.148)
Here, we make use of the ground-state energy EN0 of the N -electron system as well as
corresponding energies EN˘1i of excited states of the pN ˘ 1q-electron systems. Uti-
lizing this deﬁnition, εN´10 describes exactly the energy measured by a photoemission
experiment mentioned in the introduction to this section. As it can be seen in the
Lehmann representation, the Green function exhibits poles at these excitation energies
emphasizing its extraordinary role in the description of correlation eﬀects in many-body
systems.
13 A small imaginary part iη has to be introduced in order to guarantee convergence of the Fourier
transform involved in the deﬁnition of the frequency-dependent Green function [22, 102].
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Spectral Function
Like the density of states, we can deﬁne a density of excited states which is called
spectral function and is given by (µ is the chemical potential)14
Apr, r1, ωq “ ´ sgnpω ´ µq 1
π
ImGpr, r1, ωq. (2.149)
The spectral function is indeed quite important, since it can be measured in exper-
iments (in contrast to the Green function) and includes fundamental details of the
correlation eﬀects. In a non-interacting system it reduces to the normal density of
states described by a series of δ-functions at the single-particle energies. As soon as
interactions and thus correlation eﬀects are introduced, the spectral function becomes
Apr, r1, ωq “
ÿ
i
ψNi prqψN
˚
i pr1q
Γi
pω ´ εiq2 ` Γ2i
, (2.150)
which shifts the δ-peaks from the single-particle values to the many-body excitation
energies εi and broadens the δ-peaks at the same time15. As long as these shifts and
broadening eﬀects are not too strong (e.g. the δ-peak structure is still recognizable)
we can describe the problem within the Fermi-liquid theory using quasiparticles [22].
Self-Energy, Dyson Equation and Quasiparticle Equation
The interacting Green function G as given in Eq. (2.144) is meant to include all
Coulomb-interaction-induced correlation eﬀects. Additionally, we can deﬁne a non-
interacting Green function G0
G0pk, ωq “ 1
ω ´H0pkq , (2.151)
which is derived from a single-particle Hamiltonian H0pkq which includes the kinetic
term from Eq. (2.32) and the external vext as well as the Hartree potential vHartree from
Eq. (2.35) (but no exchange-correlation potential). To connect both Green functions
the concept of a self-energy is introduced. The basic idea is that even in an interacting
system quasiparticles can be deﬁned as renormalized real particles which are dressed
by a cloud of virtual electron-hole pairs [22, 29]. The corresponding renormalization is
described by the self-energy Σ which includes all exchange and correlation eﬀects. It is
deﬁned by the Dyson equation via the diﬀerences of the interacting and non-interacting
Green functions,
Σpk, ωq “ G´10 pk, ωq ´G´1pk, ωq (2.152)
14See for instance Ref. [102] for a detailed derivation.
15While the energy shifts are proportional to the real part of the self-energy Σ from Eq. (2.152) the
broadenings are proportional to the imaginary part of Σ [27, 29, 42].
47
2. Ab Initio Description of Single-Particle and Many-Body Properties of Solids
G
=
G0
+
G0 G
Σ
Figure 2.7.:
The Dyson equation connects the non-interacting Green function G0 (single lines) with the
interacting one G (double lines) with the help of the self-energy Σ.
in momentum space which becomes
Gpr, r1, ωq “ G0pr, r1, ωq `
ż
d3r2
ż
d3r3 G0pr, r2, ωqΣpr2, r3, ωqGpr3, r1, ωq (2.153)
in real space as shown Fig. 2.7 in terms of Feynman diagrams. Thus, like the non-
interacting function the full Green function becomes
Gpk, ωq “ 1
ω ´H0pkq ´ Σpk, ωq (2.154)
and the problem is solved as soon as the self-energy is known. In fact, the GW
approximation is an approximative description of the self-energy. As we will see in
the following, we will gain a correction to the results from DFT with the help of the
GW description. To this end, we utilize the quasiparticle equation which extends the
eigenvalue problem from Eq. (2.34) to include correlation eﬀects due to the Coulomb
interaction rendered by the self-energy. The quasiparticle equation is obtained from
the equation of motion for the full Green function G [102]
i
B
BtGprt, r
1tq “ δpr´ r1qδpt´ t1q `H0prqGprt, r1tq
´ i
ż
d3r2 vpr, r2qGp2qpr2t, r2t, rt, r1t1q. (2.155)
In this form, the equation of motion for G couples G to a two-particle Green function
Gp2q and thus generates an inﬁnite series which has to be truncated at some point. This
truncation can be done following Hedin using variational diﬀerentiations with respect
to some external potential resulting in the inclusion of the self-energy and exclusion
of higher order Green functions [103, 80, 102]. After some algebra, the equation of
motion for a stationary system reads
rω ´H0prqsGpr, r1, ωq ´
ż
d3r2 Σpr, r2, ωqGpr2, r1, ωq “ δpr´ r1q. (2.156)
By using the Lehmann representation of Gpr, r1, ωq from Eq. (2.146) and after taking
the limit ω Ñ εj (quasiparticle approximation) the equation of motion yields [102]
H0prqψjprq `
ż
d3r1 Σpr, r1, εjqψjpr1q “ εjψjprq. (2.157)
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This quasiparticle equation extends the conventional eigenvalue problem of the single-
particle Schrödinger equation from Eq. (2.34) to include correlation eﬀects as rendered
by the self-energy. Since the self-energy is non-local, non-hermitian and energy de-
pendent, we are dealing here with a non-linear problem (note the εj dependence of Σ)
leading to complex energies εj and quasiparticle states ψjprq which are non-orthogonal.
Nonetheless, this quasiparticle equation is quite useful, since it is capable of describing
quasiparticle energies directly (in contrast to the corresponding Green function).
Hedin’s Equations and Corresponding Approximations
Up to now, the self-energy is deﬁned on an abstract level only. In order to calculate it
we follow Hedin who introduced the following set of equations [103]16
Σp12q “ i
ż
Gp13qW p1`4qΓp32; 4qdp34q (2.158)
Γp12; 3q “ δp12qδp13q `
ż BΣp12q
BGp45qGp75qΓp67; 3qdp4567q (2.159)
Πp12q “ ´i
ż
Gp23qGp42qΓp34; 1qdp34q (2.160)
εp12q “ δp12q ´
ż
vp13qΠp32qdp3q (2.161)
W p12q “
ż
vp13qε´1p32qdp3q. (2.162)
(2.163)
Here, vp12q describes the bare Coulomb interaction and we use the abbreviations 1 “
pr1, t1q, 1` “ pr1, t1 ` ηq (η being an inﬁnitesimal positive number) and δp12q “
δpr1 ´ r2qδpt1 ´ t2q.
The self-energy Σ, as the central quantity of interest, is deﬁned by the Green function
G, the screened Coulomb interaction W and the vertex function Γ. In contrast to the
discussion of the screened Coulomb interaction from above, the screening ofW involves
here the total polarization Π (and not Π0) which is deﬁned by the RPA bubble (see
Fig. 2.5) augmented by the vertex function Γ. Since in turn the latter is deﬁned by
the self-energy, the Green function and itself, Eqs. (2.158) – (2.159) in combination
with the Dyson equation (2.152) deﬁne a closed set of equations to calculate Σ or G
self-consistently as shown in the left panel of Fig. 2.8.
Starting with a non-interacting Green function G0, the vertex Γ has to be calculated
which is used afterwards to derive the full polarization Π. With the help of Π the fully
16 See also the more recent reviews on the GW approximation by Aryasetiawan and Gunnarsson
[80], Hedin [106] or Onida et al. [22] as well as the lecture notes by Friedrich and Schindlmayr
[102]. The very ﬁrst implementation and corresponding calculations (beyond the electron gas) by
Hybertsen and Louie and Godby et al. can be found in [107] and [82].
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Figure 2.8.:
Left: Hedin’s self-consistency cycle to calculate the full self-energy from Ref. [104]. The
dashed arrow indicates the GW approximation which neglects vertex corrections (with
P “ Π). Right: Feynman diagrams corresponding to the deﬁnition from Eqs. (2.158) –
(2.159) from Ref. [105]. Single (double) lines correspond to the bare (renormalized) electron
propagator and single (double) wobbly lines describe the bare (fully screened) Coulomb in-
teraction. The ﬁrst row depicts the Dyson equation (including the Hartree term) and the
following rows describe the vertex, polarization, screened Coulomb interaction and the self-
energy, respectively, corresponding to Eqs. (2.158) – (2.159).
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screened Coulomb interaction is evaluated which is used together with G to deﬁne the
GWΓ self-energy as depicted in the last row of the right panel of Fig. 2.8. If a solution
to this problem could be found without any further approximation the result would
in principle be exact. Unfortunately, this is not feasible for realistic situations. The
evaluation of the functional derivative together with the overall complex structure of
the corresponding integral in the deﬁnition of the vertex function makes its calculation
extremely challenging (even with the help of modern supercomputers) and adequate
approximations are needed [108, 22]. The most obvious approximation of this kind is
to neglect vertex corrections by setting
Γp12; 3q “ δp12qδp13q, (2.164)
which directly leads to
ΣGW p12q “ iGp12qW p1`2q (2.165)
ΠRPAp12q “ ´iGp12qGp21q. (2.166)
Now, the self-energy is deﬁned by G and W only which is why this treatment is
called the GW approximation. In more detail, we see that due to the neglected vertex
the polarization function Π reduces to its RPA form as discussed in section 2.3.1
and shown in Fig. 2.5. Hence, the GW approximation is directly connected to the
random phase approximation. Within the picture of the self-consistency cycle depicted
in the left panel of Fig. 2.8 the GW approximation corresponds to the “shortcut”
indicated by the dashed arrow. Thereby, we neglect electron-hole interactions (and thus
excitonic eﬀects) as well as higher-order corrections to the polarization and screening
resulting, for instance, in poor descriptions of plasmonic satellites [80, 22]. However,
spectral features like electronic band widths and band gaps are still strongly improved
in comparison to KS-DFT results.
Although the GW approximation already yields a set of equations which can in
principle be solved by numerical means (see next section for more details), it is still
a formidable task and additional simpliﬁcations might be desirable. Indeed, there are
further approximations which have extensively been studied and which will be shortly
discussed in the following.
A prominent simpliﬁcation of the GW self-energy was introduced by Hedin himself
and is called “Coulomb hole and screened exchange” (COHSEX) [103]. The underlying
idea is to divide the total self-energy Σ “ iGW into an exchange Σx “ iGv and
a correlation Σcor “ iGW¯ part with W¯ “ W ´ v. These parts are approximated
afterwards [109]. Formally the static COHSEX approximation can be derived by taking
the static limit of the real part of the GW self-energy which results in [107, 110, 109,
111]
Σx « ΣSEXpr, r1q “ ´
ÿ
iPocc
ψiprqψ˚i pr1qW pr, r1, ω “ 0q (2.167)
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and
Σcor « ΣCOHpr, r1q “ 1
2
δpr´ r1qW¯ pr, r1, ω “ 0q. (2.168)
Hence, in the COHSEX approximation the exchange term is approximated by the
static screened exchange self-energy, while the correlation part is described by a static
Coulomb hole. The ﬁrst part accounts for quantum mechanical exchange contributions
and the latter term describes the classically arising charge hole upon electron removal
or addition. From a physical point of view, the dynamical response is replaced by a
static screening function. Although it is obvious that an external perturbation can
lead to a dynamical response of the system (which is neglected here), it is a priori not
clear whether this is a crude approximation or not. As shown in Ref. [111] in turns
out that the static screened-exchange contribution closely follows the full dynamical
one, while the static approximation of the Coulomb-hole term deviates strongly from its
frequency-dependent counterpart. Nevertheless, the COHSEX approximation can lead
to reasonable values for band widths and gaps, although the latter ones are normally
slightly overestimated [22, 109, 111]. Furthermore, in comparison to a full GW calcu-
lation the COHSEX approximation is much simpler to handle, since it involves only
occupied states and the resulting quasiparticle equation becomes linear. Altogether,
the COHSEX self-energy might be an adequate approximation as long as numerical
simplicity is needed.
Instead of neglecting just the dynamical properties of the screening, the screening
could be neglected completely resulting in
ΣHFp12q “ iGp12qvp1`2q, (2.169)
which is known as the Hartree-Fock approximation [112, 109]. Here, the bare instead of
the screened Coulomb interaction is used. The solution to the resulting self-consistent
problem can be found by optimizing a single Slater determinant as an ansatz for
the many-body wave function. Hence, it is clear that as soon as the many-body
wave function can not be approximated in this way the Hartree-Fock treatment breaks
down. Nevertheless, there are examples for which this approximation is adequate and
yields quite accurate results concerning diﬀerences in total energies, although in the
most cases band gaps are strongly overestimated due to the lack of screening eﬀects
[22, 109].
Finally, it is interesting to note that the quasiparticle equation (2.157) which was
derived within a MBPT framework reduces to the Kohn-Sham equation (2.34) from
DFT if the self-energy is approximated by the static and local Kohn-Sham exchange-
correlation functional vxc from Eq. (2.35):
ΣDFTp12q “ vxcp1qδp12q. (2.170)
Thus, the GW approximation can be seen as a generalization of the KS-DFT scheme
introducing dynamical screening processes and the non-locality of the exchange corre-
lation.
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Solving the GW Quasiparticle Equation
Although the quasiparticle ground state |ΨQPy in a correlated system is in general
given by a linear combination of Slater determinants |Ψny
|ΨQPy “
ÿ
n
an |Ψny , (2.171)
it might be appropriate to approximate it by a single determinant as long as the
weights an of the other determinants are small enough. Indeed, it turns out that this
approximation is often accurate if the DFT Kohn-Sham Slater determinant is used
|ΨQPy « |ΨKSy (2.172)
[81, 107, 113]. The quasiparticle Hamiltonian then reads in terms of the Kohn-Sham
single-particle wave functions ΦKSn and energies ε
KS
n
HQPmn “ xΦKSm |HKS ` ΣpEq ´ Vxc|ΦKSn y
“ εKSm δmn ` xΦKSm |ΣpEq ´ Vxc|ΦKSn y . (2.173)
Detailed analysis of the introduced GW corrections to the diagonal and oﬀ-diagonal
elements shows that the second-order corrections to the resulting quasiparticle energies
(from the oﬀ-diagonal corrections) are negligible in many cases as long as the quasi-
particle energies and the initial KS energies are “close” to each other [114, 108, 115].
Hence, we might not need to perform an additional diagonalization of the quasiparticle
Hamiltonian given in Eq. (2.173) and get instead a much simpler correction to the KS
energies in the form of
EQPm « εKSm ` xΦKSm |ΣpEQPm q ´ Vxc|ΦKSm y . (2.174)
Within this ﬁrst-order perturbation theory correction to the KS energies we have to ac-
count for the KS exchange-correlation potential by subtracting it. Otherwise, we would
double count these contributions which are already included in the GW self-energy.
To solve this simpliﬁed but still non-linear equation the full frequency dependence of
the self-energy has in principle to be known. To simplify this situation the self-energy
is linearized around the KS energies [114, 116, 117, 102]
ΣpEQPm q « ΣpεKSm q `
`
EQPm ´ εKSm
˘ BΣpEq
BE
ˇˇˇ
ˇ
E“εKSm
(2.175)
leading to
EQPm « εKSm ` Zm xΦKSm |ΣpεKSm q ´ Vxc|ΦKSm y , (2.176)
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including the quasiparticle renormalization factor
Z´1m “ 1´
C
ΦKSm
ˇˇˇ
ˇˇ BΣpEqBE
ˇˇˇ
ˇ
E“εKSm
ˇˇˇ
ˇˇΦKSm
G
, (2.177)
which accounts for the reduced quasiparticle weights (Zm ă 1) due to arising satellite
structures away from the quasiparticle resonances [118].
Eq. (2.176) allows to calculate the quasiparticle corrections due to the GW self-
energy solely on the basis of DFT results. This scheme, usually called G0W0, often
yields quite good spectral functions with reliable band gaps [107, 80, 22]. In cases in
which G0W0 calculations do not result in satisfying results, for instance compared to
experiments, several types of self-consistency might be introduced. The most simple
one would be to iterate Eq. (2.176) by using the resulting quasiparticle energies as
new starting points. This partial self-consistency is called GW0 since the polarization
function and thus the screened Coulomb interaction is not updated during the self-
consistency steps. By updating the polarization function as well, one would end up in
a fully self-consistent GW calculation. However, it turns out for exactly solvable models
that this treatment results in worse spectroscopic properties in terms of quasiparticle
lifetimes, satellite structures and band widths, although total energies might be more
accurate [22]. This behavior might result from a poor starting point (namely the
DFT calculation) in combination with the neglected vertex corrections in the GW
approximation.
In order to derive a more sophisticated starting point for G0W0 calculations, van
Schilfgaarde et al. introduced a so-called quasiparticle self-consistent GW (QSGW )
scheme to generate an optimal H0. The authors aim to minimize the deviation be-
tween the mean-ﬁeld exchange-correlation potential Vxc and the resulting many-body
self-energy Σ in the G0W0 approximation. Therefore, their scheme updates Vxc on
the basis of the “hermitianized” ΣG0W0 in each iteration step. The updated Vxc is
used afterwards to generate a new G0 and with it a new ΣG0W0 . Thus, although
the G0W0 approximation is used within each step the whole scheme can be called a
self-consistent GW calculation. Indeed, they ﬁnd well reproduced band widths and
gaps [119, 120]. Next to this QSGW scheme there are methods which utilize hybrid
functionals or LDA+U treatments to gain an optimized starting point for the G0W0
calculation, although the QSGW approach seems to be more general and independent
of parameters.
The inclusion of vertex contributions in order to overcome the GW approximation
and introduce a GWΓ treatment can be carried out in diﬀerent ways which shall not
be described here. The interested reader is referred to Ref. [22] and references therein.
Evaluation of the Self-Energy
For concrete calculations matrix elements of the self-energy have to be evaluated. This
is normally done by decomposing it into an exchange Σx and a correlation Σcor part
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(as it was already introduced in the discussion of the COHSEX approximation to the
self-energy). In the FLAPW basis the resulting terms are of the following form
xΦKSnq |Σcorpωq|ΦKSnq y “
i
2π
BZÿ
k
allÿ
n1
ÿ
µ,ν
M
µν
nn1pq, kq (2.178)
ˆ
ż `8
´8
dω1
W¯µνpk, ω1q
ω ` ω1 ´ εKSn1 pq` kq ` iη sgnrεKSn1 pq` kqs
xΦKSnq |Σxpωq|ΦKSnq y “ ´
BZÿ
k
occÿ
n1
ÿ
µ,ν
M˜
µν
nn1pq, kqvµνpkq, (2.179)
where we used the product basis χµ, which is deﬁned by the product of basis functions
χµ “ φ˚αφβ with µ “ tα, βu. Within this basis the matrix elements M and M˜ as
well as the bare v and correlated (screened) W¯ “ W ´ v Coulomb interactions can be
deﬁned [80, 121, 122, 102]. Since the FLAPW basis set consists of spherical harmonics
and plane waves in order to describe the electronic wave functions as close as possi-
ble χµ mixes these functions and the resulting basis is called a mixed product basis.
Thereby, eﬀects of the core electrons are completely taken into account. Within the
PAW formalism some additional eﬀort is needed to describe these eﬀects [123]. How-
ever, in both basis sets the self-energy terms are of the form as given in Eq. (2.178)
and (2.179) which indicate the basic “bottlenecks” of a GW calculation. As long as
an adequate treatment of the q Ñ 0 behavior of the bare Coulomb interaction is in-
troduced [124, 121], the evaluation of Σx as deﬁned in Eq. (2.179) does not consume
much computational time, since it involves only occupied states and is independent of
the frequency. This is diﬀerent for the evaluation of Σcor. Here, basically three tasks
have to be performed:
1. W¯ pk, ωq has to be calculated within the RPA which involves the evaluation of
the polarization function [see Eq. (2.111)] on a ﬁnite ω mesh using both occupied
and empty states within the whole Brillouin zone.
2. With the help of W¯ pk, ωq and the KS energies the integral in Eq. (2.178) has to
be evaluated.
3. The summations over the complete Brillouin zone and all bands (once again
occupied and empty ones) have to be performed.
Especially the evaluation of the ω-integral can be quite diﬃcult, since the involved
integrand has a rich structure with poles at the KS energies. It can be carried out ei-
ther on imaginary frequencies (in which the integrand becomes very smooth) together
with an appropriate analytic continuation afterwards [122] or in real frequencies using
a proper contour integration [125]. Yet another method to perform these tasks was in-
troduced by Shishkin and Kresse who use Kramers-Kronig or Hilbert transformations
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to calculate the polarization and the self-energy eﬃciently [123]. In addition, so-called
plasmon pole models have been frequently applied in the past to simplify the imaginary
component of the dielectric function (as needed in the ﬁrst step) allowing for an analyt-
ical evaluation of the frequency integral [126, 127]. Although this is a quite tempting
approach, it approximates the dielectric function and thus the screened Coulomb in-
teraction at the cost of additional parameters. Indeed, there are further and more
recent attempts to accelerate the evaluation of the screened Coulomb interaction and
/ or the frequency integral by reducing the number of involved states or the number
of involved frequency points. The amount of needed bands can be reduced drasti-
cally within the so-called Sternheimer approach, which adopts ideas from the density
functional perturbation theory (as discussed in section 2.4.2) [128, 129]. Within this
approach only occupied states are needed to evaluate the screened Coulomb interaction
without any further approximations. Furthermore, Giustino et al. were able to show
that the non-interacting Green function can be evaluated in a similar spirit [130, 131].
Hence, full GW calculations can be carried out by utilizing occupied states only [132].
The number of required frequencies grid points can be reduced by using sophisticated
ω meshes. In combination with elaborated back and forth Fourier transformations,
this leads to an eﬃcient algorithm to calculate the RPA correlation energy as shown
by Kaltak et al. [133, 134] which can be adopted to evaluate the GW self-energy as
well.
Obtaining the GW Band Structure
At the end of a GW calculation we derive corrections to the initial (Kohn-Sham)
energies for a single q-point in reciprocal space. This data might be used to study
the Coulomb-interaction-induced corrections to the band gap or to the band width at
special points. To derive the corresponding renormalizations for the complete Brillouin
zone GW calculations have to be repeated for a whole q-point mesh. Depending
on the mesh discretization this can take a lot of computational time and might be
even unfeasible. To circumvent computational problems of this kind, we will perform
GW calculations on relatively small q-grids and interpolate the resulting data using
Wannier functions afterwards as outlined in section 2.2.2. This procedure corresponds
to the construction of GW based tight-binding models which can be diagonalized at
arbitrary q-points. Although we loose any information about the quasiparticle peak
broadenings or lifetimes τ , we get their renormalized eigenenergies over the whole
Brillouin zone which can be used, for instance, to obtain the GW band structure.
Indeed, the approximation of inﬁnite life times is reasonable for low temperatures and
for states in the near of the Fermi energy. In more detail, it can be shown that the
quasiparticle lifetime τ 9 ImΣ is in the GW approximation essentially given by the
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imaginary part of the screened interaction W yielding [29]
1
τq
9ε2pqq. (2.180)
Here, the energy εpqq is measured with respect to the Fermi energy. Thus, the inverse
lifetime vanishes for small energies around the Fermi energy.
2.4. Lattice Dynamics
The subsequent introduction to the dynamic properties of the lattice closely follows the
review by Baroni et al. [135] and is complemented by lecture notes from Heid [136].
Now that we have seen how electronic dispersions from DFT and GW calculations
can be obtained and used to derive the electronic ingredients to our material-realistic
model, we turn to the dynamic properties of the lattice. This includes the determina-
tion of phononic dispersions and of the coupling between electrons and phonons. To
this end, we brieﬂy introduce the classical description of lattice vibrations in section
2.4.1 before we introduce in section 2.4.2 the so-called density functional perturba-
tion theory which is based on a combination of linear-response and density functional
theory. Afterwards we discuss in some detail the electron-phonon coupling (section
2.4.3) as well as the phonon self-energy (section 2.4.4) which lays the foundation for
the introduction of the Eliashberg theory to describe conventional superconductivity
in section 2.4.5.
2.4.1. Classical Description
Applying the Born-Oppenheimer approximation tells us that the electronic ground-
state energy E0 depends only parametrically on the exact ion positions [see Eq. (2.7)].
Thus, we are able to minimize the total ground-state energy in dependence of these
positions in order to ﬁnd the optimal geometric structure (which is called relaxation).
On the other hand, this allows for a detailed study of the ground-state energy response
to small perturbations of the ionic positions. Since a phonon is nothing else than
a periodic perturbation of this kind, we should be able to gain deep insights into
the lattice dynamics properties by investigating the arising eﬀects. To this end, we
introduce a small displacement usl which modiﬁes the nuclear equilibrium position
R0sl “ Rl ` τs of the atom s at τs within the unit cell l at Rl via
RI “ R0sl ` usl, (2.181)
where we used the shorthand I “ ts, lu. A corresponding expansion of the electronic
ground-state energy E0pRq around uI “ 0 yields
E0pRq “ E0pR0q `
ÿ
Iα
BE0pRq
BRIα
ˇˇˇ
ˇ
R
0
uIα ` 1
2
ÿ
IαJβ
B2E0pRq
BRIαBRJβ
ˇˇˇ
ˇ
R
0
uIαuJβ ` . . . . (2.182)
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Within classical mechanics the ﬁrst order derivative can be interpreted as the negative
force acting on atom I in the Cartesian direction α in the lattice equilibrium
FIα “ ´ BE0pRqBuIα
ˇˇˇ
ˇ
R
0
“ ´Φαs plq “ 0, (2.183)
which has to vanish by deﬁnition. The second derivative corresponds to the force
acting on an atom J in direction β when another atom I is displaced in direction α
FJβ “ ´
ÿ
Iα
B2E0pRq
BuIαBuJβ
ˇˇˇ
ˇ
R
0
uIα “ ´
ÿ
Iα
Φαβst pl, mq uIα. (2.184)
Here, we deﬁned the harmonic force constants Φαβst pl, mq which do not have to vanish
in the lattice equilibrium17. These quantities can be seen as the equivalent to mechanic
spring constants describing the linear relationship between the displacement and the
arising force between two atoms. Within a translational invariant solid state body
Φαβst pl, mq depends on the diﬀerence R “ Rl ´Rm only
Φαβst pl, mq “ Φαβst pRq (2.185)
allowing for a corresponding Fourier transformation
Φαβst pqq “
1
N
ÿ
R
Φαβst pRqe´iqR, (2.186)
which can be used to deﬁne the dynamical matrix Dpqq with the matrix elements
D
αβ
st pqq “
1?
MsMt
Φαβst pqq. (2.187)
The perturbation usl is now of the form uαsl “ uαslpqqeiqRl describing periodic ionic
displacements. The diagonalization of the dynamical matrix yields the phononic dis-
persion ωνpqq and the corresponding eigenvectors (or polarization vectors) eνpqq of the
phonon modes ν ÿ
tβ
D
αβ
st pqqetβν pqq “ ω2νpqqesαν pqq. (2.188)
With r atoms per unit cell and in a three-dimensional space, we end up with 3r
eigenmodes which can be separated into 3 acoustic and 3pr ´ 1q optical branches.
Up to now, we applied nothing else than classical mechanics which allows for a quite
simple interpretation of the involved physics: Given the before-mentioned force con-
stants, each ionic nucleus can be seen as a point massMI connected by classical springs
to its neighbours. Hence, as soon as the harmonic force constants Φαβst pqq are known,
all lattice dynamics properties can be easily derived in the harmonic approximation.
17In a solid-state material with a purely harmonic potential these elements have to be non-zero,
otherwise there would be no lattice structure.
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2.4.2. Density Functional Perturbation Theory
We have seen in the previous section that the dynamic properties of the lattice can be
approximated by the harmonic constants Φαβst pqq which are deﬁned by derivatives of
the electronic ground-state energy. Therefore, we are able to calculate these properties
by means of DFT. There are basically three classes of computational strategies which
can be applied to obtain phononic properties: Molecular dynamics, frozen-phonon ap-
proaches and density functional perturbation theory (DFPT). All of these schemes
come with some advantages and disadvantages. For instance, molecular dynamics cal-
culations and frozen-phonon approaches can be used to investigate anharmonic prop-
erties like temperature eﬀects in form of thermal expansion or thermal conductivity
due to phonon-phonon scattering. However, these approaches rely on super-cell calcu-
lations which can include several hundred atoms and are therefore hard to perform by
numerical means. On the other side, DFPT involves primitive unit cells only, but can
not be utilized to consider temperature or anharmonic18 eﬀects. Since the latter eﬀects
are not of special interest for the systems under consideration in this thesis and since
we need a method which allows us to systematically tune parameters like the doping
level, we will make use of DFPT here. The following paragraphs therefore introduce
the most important DFPT basics, while the interested reader is referred to Ref. [138]
and Ref. [135] and references therein for more details on the other approaches.
Hellmann-Feynman Theorem, Energy Derivatives and Forces in DFT
In the context of ab initio calculations for materials or molecules the evaluation of forces
is of fundamental interest. For instance, its evaluation allows for a prediction of the
ground-state geometry which sensitively deﬁnes the material’s or molecule’s properties.
In fact, every state of the art ab initio package implements an evaluation scheme for
so-called Hellmann-Feynman forces based on the Hellmann-Feynman theorem [139]
which states that the ﬁrst order derivative of an eigenvalue Eλ with respect to an
external parameter λ is given by the expectation value
BEλ
Bλ “
B
Ψλ
ˇˇˇ
ˇ BHλBλ
ˇˇˇ
ˇΨλF , (2.189)
if the eigenvalue is given by EλΨλ “ HλΨλ. Hence, in order to calculate the force
acting on an individual atom the Hellmann-Feynman theorem is applied to the solid-
18 The so-called p2n ` 1q-theorem states that the p2n ` 1q-th order derivative of the ground-state
energy can be derived from the ﬁrst n derivatives of the eigenfunctions [137]. In the following we
will see, that DFPT derives the latter up to n “ 1 order. Hence, DFPT can actually be used to
study first-order anharmonic eﬀects which trace back to third order derivatives of the ground-state
energy.
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state electronic Hamiltonian He from Eq. (2.6) yielding
FI “ ´
B
ΨpRq
ˇˇˇ
ˇ BHepRqBRI
ˇˇˇ
ˇΨpRqF “ ´ ż d3r npR, rqBVeipR, rqBRI ´ BViipRqBRI . (2.190)
The second derivative (to obtain harmonic force constants) can be calculated directly
BFI
BRJ “´
B2EpRq
BRIBRJ
“´
ż
d3r
BnpR, rq
BRJ
BVeipR, rq
BRI ´
ż
d3r npR, rqB
2VeipR, rq
BRIBRJ ´
B2ViipRq
BRIBRJ . (2.191)
While the derivatives of the electron-ion and the ion-ion potential can be performed
easily (since the potentials depend only parametrically on R), the derivative of the
charge density with respect to changes in the ionic positions has to be calculated
within linear response theory based on DFT. To this end, there are two approaches,
namely the dielectric and the self-consistent method. The former describes the density’s
response to the perturbation in terms of the dielectric matrix ε which involves a lot
of empty states (as discussed in section 2.3.1) and Fourier components as well as an
inversion of ε [140, 141, 138]. The latter was independently introduced by Zein et al.
[142, 143] and Baroni et al. [144, 145] and leads to the modern formulation of DFPT
which does not suﬀer from the obstacles of the dielectric approach.
Self-Consistent Formulation of Density Functional Perturbation Theory
Within a DFT-based formulation we need to consider the auxiliary eﬀective Kohn-
Sham potential VKS from Eq. (2.35), which involves the external potential Vext deﬁned
by the ion-ion and electron-ion potential. Hence, we need to evaluate
BRIEpRq “ ´FI “
ż
d3r nRprq BRIvKSprq (2.192)
and
B2RIRJEpRq “ ´BRJFI “
ż
d3r nRprq B2RIRJvKSprq `
ż
d3r BRJnRprq BRJvKSprq,
(2.193)
where we introduced the abbreviations
BRf “ BfBR and B
2
RPf “
B2f
BRBP . (2.194)
As already stated above, the main task is to derive the electronic ground-state density
response to the periodic perturbation of the ionic positions. To this end, we utilize the
deﬁnition of the density from Eq. (2.28) which leads to
Bnprq “ 2
ÿ
εnăEF
Φ˚nprqBΦnprq. (2.195)
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Within ﬁrst order perturbation theory the perturbed wave function BΦprq is given by
BΦnprq “
ÿ
m‰n
ΦmprqxΦm | BvKS |Φny
En ´ Em , (2.196)
where m labels all states (occupied and unoccupied). By applying this term to the
deﬁnition of the perturbed density
Bnprq “ 2
ÿ
εnăEF
ÿ
m‰n
Φ˚nprqΦmprq
xΦm | BvKS |Φny
En ´ Em , (2.197)
we ﬁnd that m becomes restricted to unoccupied states19. By labeling the occupied
states as valence (v) and the unoccupied ones as conduction (c) states, we end up with
Bnprq “ 2
ÿ
v
Φ˚vprqBΦvprq (2.198)
with
|BΦvy “
ÿ
c
|Φcy xΦc | BvKS |Φvy
Ev ´ Ec
“ Pc BvKS |Φvy
Ev ´HKS , (2.199)
where we used the projector Pc “
ř
c |Φcy xΦc| and the Kohn-Sham Hamiltonian HKS
from Eq. (2.24). This equation can be rearranged to the Sternheimer equation
pEv ´HKSq |BΦvy “ PcBvKS |Φvy “ p1´ PvqBvKS |Φvy (2.200)
which acts solely on the subspace of occupied states. Together with the response of
the Kohn-Sham potential
BvKSprq “ Bvextprq ` e2
ż
d3r1
Bnpr1q
|r´ r1| `
Bvxc
Bn
ˇˇˇ
ˇ
n“nprq
Bnprq (2.201)
the equations (2.198), (2.200) and (2.201) deﬁne the self-consistent formulation of the
DFPT to calculate the perturbed electronic ground-state density Bn which can be used
to readily calculate the lattice dynamics.
More details, e.g. concerning the implementation in modern DFT codes or extensions
to spin and relativistic eﬀects, can be found in Refs. [138, 135, 136, 146]. Speciﬁcally,
the details on the implementation of DFPT for periodic lattices reveals that all q-
dependent perturbations are entirely decoupled [135, 136]. Thus, phonon dispersions
and, as we will show in following, electron-phonon coupling matrix elements can be
calculated for speciﬁc points or along given paths.
19Due to the fact that Eq. (2.195) restricts n to occupied states all n{m combinations from the subset
of the valence bands indices would annihilate each other.
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Figure 2.9.:
Renormalization of the electron-phonon vertex. Bare vertices are indicated as solid dots,
electron and phonon propagators by solid and curly and Coulomb interactions by wobbly
lines. (a) shows the diagrams which contribute to the renormalization of the electron-phonon
vertex: the bare vertex, electronic screening (here in the random phase approximation) and
phononic screening (here just the lowest order). (b) depicts the phononic contributions to
the renormalization of the electron-phonon vertex according to Migdal’s theorem [147]. The
diagrams are taken from Ref. [29].
2.4.3. Electron-Phonon Coupling
Within the DFPT the electron-phonon coupling matrix elements are given by transi-
tions between unperturbed Kohn-Sham states upon changes in the potential due to an
ionic perturbation
d
qαs
knn1 “
@
Φn1k+q
ˇˇ Buαs pqqvKS ˇˇΦnkD . (2.202)
These matrix elements can readily be evaluated as soon as self-consistency within a
DFPT calculation for a given perturbation uαs pqq has been reached, since the quanti-
ties Buαs pqqVKS |Φnky are determined as byproducts of the solution to the Sternheimer
equation (2.200). With the help of the resulting polarization vectors eνpqq and phonon
dispersions ωνpqq these matrix elements can be transformed to the so-called normal-
mode representation yielding
g
qν
knn1 “
ÿ
sα
d
qαs
knn1
esαν pqqa
2Msωνpqq
. (2.203)
The resulting matrix elements can be interpreted as scattering amplitudes between the
electronic states Φnk and Φn1k+q by absorbing or emitting a phonon with momentum
˘q and mode ν (hence, momentum conservation has already been applied) as shown
in form of Feynman diagrams in Fig. 2.9 (a).
At this point, it is important to note that these electron-phonon vertices are in prin-
ciple renormalized due to both, the electronic and phononic systems. The electronic
contributions to the renormalization arise upon screening eﬀects to the phonon prop-
agator described, for instance, in the random phase approximation as shown in Fig.
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Figure 2.10.:
Dyson equation for the RPA screened phonon propagator taken from Ref. [29]. Single
(double) lines correspond to the bare (renormalized) propagators and dots describe the bare
electron-phonon vertex.
2.9 (a). Phononic contributions would arise due to processes like indicated in Fig. 2.9
(b). However, Migdal has shown that corresponding renormalization eﬀects are of the
order Opam
M
q (even for diagrams of higher order) and can thus be neglected [147]. The
remaining electronic screening eﬀects are incorporated in DFPT due to the variation
of the electronic density Bn within the deﬁnition of BvKS which results from virtual
excitations of the electrons upon the applied perturbation. In contrast, the bare vertex
is derived from
d
p0qqαs
knn1 “
@
Φn1k+q
ˇˇ Buαs pqqvext ˇˇΦnkD , (2.204)
which excludes the response of the Hartree and exchange potentials and thus neglects
any electronic screening.
2.4.4. Phonon Self-Energy
We have already discussed the phononic propagator, e.g. in terms of Feynman diagrams
in Fig. 2.9, but we still lack a corresponding mathematical deﬁnition. Like in the
electronic case, the unrenormalized or bare phonon propagator can be given as the
time-ordered expectation value
D0pqν, t´ t1q “ ´i
A
ΨN0
ˇˇˇ
Tˆ
”
AˆqνptqAˆ´qνpt1q
ı ˇˇˇ
ΨN0
E
(2.205)
using the operator Aˆqν “ bqν ` b:´qν in the time domain and by
D0pqν, ωq “
ż `8
´8
dt D0pqν, tqeiωt “ 2Ωqν
ω2 ´ Ω2qν ` iδ
(2.206)
in the frequency domain [27, 29]. Here, we used the bare phononic dispersion Ωqν and
a ﬁnite broadening δ (ω are real frequencies). The interacting phonon propagator can
be deﬁned by the Dyson equation
Dpqν, ωq “ “D0pqν, ωq´1 ´ Σphpq, ωq‰´1 “ 2Ωqν
ω2 ´ Ω2qν ´ 2ΩqνΣphpq, ωq
(2.207)
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using the phonon self-energy Σph. As depicted in Fig. 2.10, the latter can be described
using the random phase approximation after applying Migdal’s theorem (see [29] for
more details). As in the case of the electron propagator the self-energy introduces a
shift
ω2qν “ Ω2qν ` 2Ωqν RetΣphpq, ωqu (2.208)
and a broadening
γqν “ Ωqν
ωqν
ImtΣphpq, ωqu (2.209)
of the quasiparticle peaks in dependence of the real and imaginary part of Σph [148].
While the shifts are properly taken into account (on the level of the RPA) within
the DFPT, the broadenings are not [136]. Nevertheless, as shown by Allen [148] the
broadenings can be approximated for metals in the limit T Ñ 0 by
γqν “ 2πωqν 1
Nk
ÿ
knn1
|gqνknn1|2 δpEkn ´ EF qδpEk+qn1 ´ EF q (2.210)
and we get a full description of the renormalized phononic propagators from a self-
consistent DFPT calculation.
2.4.5. Conventional Superconductivity Within Eliashberg
Theory
In the following we will give a very brief introduction to the most important equations
of the Migdal-Eliashberg theory closely following Ref. [149]. The interested reader is
referred to the review articles by Allen and Mitrović [150] and Marsiglio and Carbotte
[151] as well as to the original articles by Eliashberg [152, 153] and Scalapino et al.
[154].
Having introduced and discussed electronic and phononic dispersions and electron-
phonon as well as electron-electron interactions, it is natural to ask for superconducting
properties. As shown in the seminal work by Bardeen, Cooper and Schrieﬀer (BCS) an
eﬀective attractive interaction between electrons with opposite spin and momentum
(Cooper pairs) can be provided by the electron-phonon interaction leading to a super-
conducting ground state characterized by a ﬁnite energy gap ∆ in the quasiparticle
spectrum for temperatures below a certain critical threshold Tc [155]. This BCS theory
provided the basis for many others who extended the weak coupling BCS theory to
a general strong coupling formalism utilizing Green-function techniques as introduced
by Gor’kov and Nambu [156, 157].
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We begin with the introduction of the two-component ﬁeld operator as used by
Nambu and Gor’kov [156, 157]
Ψk “
ˆ
ckÒ
c
:
´kÓ
˙
, (2.211)
where ckÒ (c´kÓ) annihilates (creates) an electron with momentum k (´k) and spin up
(down). Using this generalized ﬁeld operator the Green function
Gˆpk, iωnq “ T
ÿ
iωn
eiωnτ Gˆpk, τq “ ´T
ÿ
iωn
eiωnτ
A
TτΨkpτqΨ:kp0q
E
(2.212)
becomes a 2ˆ 2 matrix
Gˆpk, iωnq “
ˆ
Gpk, iωnq F pk, iωnq
F ˚pk, iωnq ´Gp´k,´iωnq
˙
(2.213)
with normal Green functions G on the diagonal and anomalous Green functions F
on the oﬀ-diagonal which describe the propagation of Cooper pairs. As usual, Tτ is
the time-ordering operator in imaginary times τ , T is the temperature and iωn are
fermionic Matsubara frequencies20. In the normal state Gˆ becomes diagonal while the
oﬀ-diagonal terms arise for T ă Tc only. To obtain Gˆ we utilize Dyson’s equation
within the two-component basis
Gˆ´1pk, iωnq “ Gˆ´10 pk, iωnq ´ Σˆpk, iωnq (2.214)
and deﬁne Gˆ0 with the help of the GW -renormalized Kohn-Sham energies Ek
Gˆ´10 pk, iωnq “ iωnτˆ0 ´ Ekτˆ3. (2.215)
To solve this equation we need an approximation for the self-energy. Within the
Migdal-Eliashberg theory it is approximated by a sum of electron-electron Σˆee and
electron-phonon Σˆep contributions Σˆ “ Σˆee ` Σˆep which are given by
Σˆeepk, iωnq “ ´T
ÿ
k1n1
τˆ3Gˆ
odpk1, iωn1qτˆ3W pk´ k1q (2.216)
Σˆep “ ´T
ÿ
k1n1
τˆ3Gˆpk1, iωn1qτˆ3
ÿ
ν
|gνkk1|2Dνpk´ k1, iωn ´ iωn1q. (2.217)
20 Matsubara frequencies are naturally introduced in ﬁnite-temperature theories. They form a discrete
and temperature-dependent set of frequencies and are given for electrons by ωn “ p2π` 1q{β with
β “ 1{pkbT q being the inverse temperature deﬁned by the Boltzmann constant kb and the real
temperature T .
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Here, we used the dressed phonon propagatorDνpq, iωnq from Eq. (2.207) and the Pauli
matrices τˆi21. The deﬁnition of Σˆee involves the static screened Coulomb interaction
W pqq and the oﬀ-diagonal terms of the renormalized Green function. Indeed, this
approximation to Σˆee is nothing else than the (static) GW approximation for the
anomalous Green functions F (the normal Green functions on the diagonal are meant
to be renormalized). Next to the GW approximation, Migdal’s approximation to
the electron-phonon vertex is applied and the total self-energy is chosen to be band
diagonal.
It is convenient to decompose the resulting self-energy as
Σˆpk, iωnq “ iωn r1´ Zpk, iωnqs τˆ0 ` χpk, iωnqτˆ3 ` φpk, iωnqτˆ1 ` φ˜pk, iωnqτˆ2, (2.219)
where Z describes the so-called mass renormalization function, χ an energy shift, φ
the order parameter and φ˜ is set to zero (choosing a proper gauge, see [149]). The
resulting superconducting gap is given by
∆pk, iωnq “ φpk, iωnq
Zpk, iωnq . (2.220)
Using these deﬁnitions within Eq. (2.214) the Eliashberg equations deﬁning Z and φ
can be obtained which have to be solved self-consistently [149]:
Zpk, iωnq “ 1`πT
ωn
ÿ
k1n1
δpEkq
NpEF q
ω1na
ω2n1 `∆2pk1, iωn1q
λpk, k1, n´ n1q (2.221)
φpk, iωnq “ πT
ÿ
k1n1
δpEkq
NpEF q
∆pk1, iωn1qa
ω2n1 `∆2pk1, iωn1q
rλpk, k1, n´ n1q ´NpEF qW pk-k1qs .
This representation of the anisotropic Eliashberg equations is derived under the as-
sumption that the superconducting Cooper pairing is taking place solely close to the
Fermi energy. Under this assumption the energy shift χ vanishes and the δ functions
in Eqs. (2.221) arise. NpEF q describes the density of states at the Fermi energy and
λ involves the electron-phonon couplings
λpk, k1, n´ n1q “
ż 8
0
dω
2ω
pωn ´ ωn1q2 ` ω2α
2F pk, k1, ωq (2.222)
by utilizing the anisotropic Eliashberg spectral function
α2F pk, k1, ωq “ NpEF q
ÿ
ν
|gνkk1|2 δpω ´ ωk-k1νq. (2.223)
21 The Pauli matrices are given by:
τˆ0 “
ˆ
1 0
0 1
˙
τˆ1 “
ˆ
0 1
1 0
˙
τˆ2 “
ˆ
0 ´i
i 0
˙
τˆ3 “
ˆ
1 0
0 ´1
˙
. (2.218)
66
2.4. Lattice Dynamics
Note that due to the band-diagonal approximation of the self-energy and the restriction
to small energies around the Fermi level the electronic band indices are neglected.
These equations can in principle be solved self-consistently using electron-phonon
matrix elements and phonon dispersions from density functional perturbation theory
and electronic dispersions and Coulomb interactions from GW calculations. Together
with appropriate numerical schemes to perform the analytical continuation (like the
Padé approximation [158, 159]), the superconducting gap can be calculated in depen-
dence of T for real frequencies. However, as shown in Refs. [149, 160] the dispersions
and couplings need to be known on extremely ﬁne k and q grids (20 to 80 points in
each kα and qα direction). Although in principle all ingredients can be interpolated to
very ﬁne grids using appropriate back-and-forth Fourier transformations and Wannier
interpolations22, we will apply an approximate solution to the Eliashberg equations
as given by Allen and Dynes. Like McMillan [162], Allen and Dynes [163] solved the
Eliashberg equations numerically23 for a variety of eﬀective electron-phonon couplings
λ and so-called Coulomb pseudo potentials µ˚ and ﬁtted the resulting data to analyti-
cally deduced formulas for the critical temperature Tc. The main results by Allen and
Dynes is
Tc “ ωlog
1.2
exp
„ ´1.04p1` λq
λp1´ 0.62µ˚q ´ µ˚

, (2.224)
where
λ “ 2
ż
dω
α2F pωq
ω
(2.225)
is the averaged electron-phonon coupling constant and
ωlog “ exp
„
2
λ
ż
dω α2F pωq logpωq
ω

(2.226)
is the logarithmic averaged typical phonon frequency using the isotropic Eliashberg
22 The electronic dispersion and the Coulomb-interaction matrix elements can be evaluated for ar-
bitrary momenta using the Wannier interpolation scheme as introduced in section 2.2.2 and the
analytic formulas derived in section 4.2, respectively. The same holds for the phononic band struc-
ture as soon as the spring constants Φαβst pRq in real-space are known [see Eqs. (2.185) to (2.188)
]. In the case of electron-phonon matrix elements there exist comparable Wannier interpolation
schemes which are described in Refs. [161, 149] but not used throughout this thesis.
23 In more detail they solved the isotropic Eliashberg equations for phononic properties which are
easy to handle.
67
2. Ab Initio Description of Single-Particle and Many-Body Properties of Solids
function
α2F pωq “ 1
N2k
ÿ
kk1
α2F pk, k1ωqδpEknqδpEk+qn1q (2.227)
“ 1
N2k
ÿ
knn1
ÿ
qν
|gqνknn1|2 δpω ´ ωqνqδpEknqδpEk+qn1q
“ 1
2πNpEF q
ÿ
qν
δpω ´ ωqνq γqν
~ωqν
.
The pseudo Coulomb potential µ˚ is given by the Morel-Anderson potential
µ˚ “ µ
1` µ lnpEF {ωcq (2.228)
which is the retarded version of the dimensionless Coulomb potential
µ “ NpEF q xW pk-k1qyFS (2.229)
“ 1
NpEF q
ÿ
kk1
W pk-k1qδpEkqδpE 1kq. (2.230)
The latter is regularly introduced within in the isotropic Eliashberg equations by av-
eraging over states close to the Fermi surface. The retarded version of µ has to be
used since the Matsubara frequency sums in Eq. (2.221) have to be truncated at ωc
within a numerical scheme. Thus, scattering processes out of this frequency window
are neglected which would reduce the Coulomb potential as described in Eq. (2.228)
and shown by Morel and Anderson [164] and Scalapino et al. [154]. Here, the frequency
cut-oﬀ ωc should be of the order of the maximal phonon frequency.
Although W pqq and thus µ can be calculated within modern GW codes µ or µ˚ are
regularly used as adjustable parameters to ﬁt the experimental data. Thus, the Allen-
Dynes formula for the critical superconducting temperature can be readily evaluated
as soon as a full DFPT calculation has been performed on relatively coarse q grids.
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Adsorbates and Heterostructures
Within the two-dimensional material library, graphene is still playing an outstanding
role due to its extraordinary properties: It is the strongest material being simulta-
neously very elastic, it exhibits extreme electrical and thermal conductivities and its
charge carriers behave like massless Dirac fermions. In addition, graphene is the ﬁrst
two-dimensional atomic (large-scale) crystal ever created. One of its most fundamental
and most important properties is its semi-metallic ground state. Due to the honeycomb
lattice, graphene’s π orbitals form the famous Dirac cone arising from two linearly dis-
persing states intersecting each other at the Brillouin zone’s K points. This dispersion
gives graphene’s π charge carriers their massless character. In turn, these properties
are responsible for a variety of special eﬀects observed in graphene monolayers rang-
ing from the half-integer quantum hall eﬀect [2, 165], to Klein tunneling [166, 167] or
a close-to-constant, non-vanishing absorption of light (despite its mono-atomic thick-
ness) [168]. Unfortunately, these outstanding properties come with the drawback of a
vanishing band gap yielding, for instance, poor on-oﬀ ratios in ﬁeld-eﬀect transistor
devices. This makes pristine graphene to an unfavorable basis for device construc-
tion but is at the same time the source of signiﬁcant progress in the ﬁeld of graphene
functionalization. These functionalization schemes can be separated into two classes,
namely chemi- and physisorption. While it is obvious that the former directly inﬂu-
ences the system, e.g. in a chemical sense, and can thus lead to a band-gap opening,
the eﬀects of the latter are more subtle due to its indirect nature. To name just a
few eﬀects of this kind, we might think of Moiré-like external potentials which break
speciﬁc symmetries or screening eﬀects of substrates which can change internal inter-
actions. Whether or not these modiﬁcations can open a band gap in graphene and
thus help to functionalize it has to be analyzed in detail for each situation.
To this end, we will address two speciﬁc problems arising from each of these function-
alization schemes. In section 3.2 we will deal with chemically functionalized graphene
in the form of ﬂuorographene (ﬂuorinated graphene) which might be seen as the two-
dimensional counterpart of Teﬂon and has a large band gap of several eV. We will
investigate its electronic structure and optical properties upon partial and full ﬂuori-
nation. Therefore, we establish an ab initio based multi-orbital tight-binding model
which is capable of describing diﬀerent types of structural disorder and ﬂuorination
patterns. Based on large-scale simulations we ﬁnd that in the case of partially ﬂuo-
rinated graphene the appearance of paired ﬂuorine atoms is more favorable than an
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unpaired scenario. Regarding diﬀerent types of structural disorder, we ﬁnd distinct
ﬁngerprints in the form of mid-gap states within the electronic density of states which
can lead to additional excitations within the optical gap. In addition, we propose that
upon ﬂuorination locally forming sp3 bonds can be experimentally distinguished from
the original graphene sp2 hybrid orbitals by measuring the polarization rotation of
passing polarized light. Thus, we provide a comprehensive overview of the electronic
and optical properties of ﬂuorinated graphene on a single-particle level.
In section 3.3 we turn to the second class of functionalization approaches. Here,
we investigate how the environment is capable of changing Coulomb interactions in
layered materials. This eﬀect might be able to modify band gaps or to suppress or
enhance speciﬁc ground-state phases and is thus of fundamental interest in the ﬁeld
of functionalization. Therefore, we develop an approach to derive realistic Coulomb-
interaction terms for free standing and dielectrically embedded layered materials and
vertical heterostructures. These interactions are derived from ab initio modeling of
the corresponding bulk materials utilizing a Wannier function representation of the
Coulomb matrix elements in combination with a (constrained) random phase approx-
imation treatment of the screening eﬀects within some low-energy Hilbert space. By
properly applying continuum-medium electrostatics to the Coulomb-interaction matrix
elements within the Wannier basis, we are able to accurately account for macroscopic
screening eﬀects of the dielectric environment of a layered material. First, we use this
“Wannier Function Continuum Electrostatics” (WFCE) called approach to deduce the
Coulomb interaction of mono- and bilayer graphene from graphite. Thereby, we are
able to reproduce direct and full ab initio calculations of the corresponding matrix ele-
ments within an accuracy of 0.3 eV or better. Afterwards, we use the WFCE approach
to investigate to what extent the realistic Coulomb interaction in bilayer graphene can
be manipulated by a dielectric environment and ﬁnd modiﬁcations on the eV scale.
Finally, we can use these Coulomb interactions to pinpoint the ground state of bilayer
graphene with the help of recently derived electronic phase diagrams from Ref. [18].
We ﬁnd that bilayer graphene is likely to be in an antiferromagnetic ground state which
can be clearly stabilized already by small changes in the dielectric environment.
3.1. Materials Under Consideration
Before we treat the outlined problems in detail we brieﬂy introduce the materials which
will be considered within the corresponding sections. Therefore we focus on the lattice
structures and resulting electronic band structures in order to provide the reader with
the basic properties of each material which are needed to understand the subsequent
considerations and conclusions. This overview is by far not complete and does not
cover most of the corresponding material physics. The interested reader is therefore
referred to Refs. [169, 170] for comprehensive reviews of graphene’s physics, to Refs.
[171, 172, 173, 174, 175] for more details on ﬂuorographene and to Ref. [176] for a
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Figure 3.1.:
Real-space and reciprocal lattice of graphene and the resulting DFT band structure. Carbon
atoms are colored yellow. The orbital character of each band is indicated by its width and a
speciﬁc color. Carbon π orbitals are marked in red and σ orbitals in yellow.
general overview of graphite intercalation compounds.
3.1.1. Graphene
Graphene is a two-dimensional allotrope of carbon. As shown in Fig. 3.1 (a) it consists
of carbon atoms arranged in a ﬂat honeycomb lattice. The carbon s, px and py orbitals
hybridize to σ bonds (sp2), while the remaining pz orbitals form the π-electron system
which is entirely delocalized and decoupled from the rest. The σ bonds are mostly
located within the carbon plane, whereas the pz orbitals are oriented orthogonal to the
layer. The underlying hexagonal Bravais lattice is described by the translation vectors
a1 “ a
2
ˆ
3?
3
˙
and a2 “ a
2
ˆ
3
´?3
˙
, (3.1)
where a « 1.42Å is the nearest-neighbour carbon distance. The corresponding basis
consists of two atoms (on the sub-lattices A and B) which are, for instance, located at
δA “ 1
3
ˆ
1
1
˙
a
and δB “ ´1
3
ˆ
1
1
˙
a
(3.2)
in the basis of a1 and a2 (indicated by the a subscript) within each unit cell. The
resulting reciprocal lattice is spanned by
b1 “ 2π
3a
ˆ
1?
3
˙
and b2 “ 2π
3a
ˆ
1
´?3
˙
(3.3)
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and the high-symmetry points are given by
K “ 1
3
ˆ
1
2
˙
b
, M “ 1
2
ˆ
1
1
˙
b
and K1 “ 1
3
ˆ
2
1
˙
b
. (3.4)
In Fig. 3.1 (b) we show the band structure as obtained from DFT calculations. The σ
bands are colored yellow while the π bands are colored red. There is no hybridization
between the σ and π bands which gives rise to the very simple yet accurate tight-
binding description of the π states:
H “ ´t
ÿ
xi,jynn
´
a
:
ibj ` h.c.
¯
´ t1
ÿ
xi,jynnn
´
a
:
iaj ` b:ibj ` h.c.
¯
. (3.5)
Here, t describes nearest-neighbour (nn) and t1 next-nearest-neighbour (nnn) hoppings
and ai (bi) annihilates electrons on sub-lattice A (B) in the i-th unit cell. The most
important properties of the π-band dispersion emerge at the M and the K{K1 points.
At M, saddle-points can be found in the band structure which manifest as van-Hove
singularities in the density of states. These singularities are located at EpMq “ ˘t` t1
(hence symmetric around the Fermi energy if t1 vanishes). At K{K1 graphene’s famous
linear dispersion or Dirac cone arises which can be approximated around these points
by
Epkq “ ˘vF |k| `Opq2q (3.6)
using the Fermi velocity vF “ 3ta{2 « 106m{s. This behaviour is unaﬀected by a non-
vanishing t1 in contrast to the electron-hole symmetry which is broken in this case. In
deed, one ﬁnds based on DFT calculations t « 3 eV and t1 « 0.1 eV [169].
Next to the π and σ bands some additional states around 3 eV at Γ can be seen.
These bands belong to quasi-free electron states which have no speciﬁc orbital weight
and show a quadratic dispersion. They artiﬁcially arise within so-called repeated slab
calculations (as described in section 3.3) of layered materials and are located somewhere
between the adjacent layers within the “vacuum”.
3.1.2. Bilayer Graphene
Bilayer graphene consists of two graphene monolayers which are separated by an in-
terlayer distance c « 3.35Å [177]. In its AB or Bernal-stacking conﬁguration the two
layers are twisted by 60˝ and the A sub-lattices of both layers are aligned as shown in
Fig. 3.2 (a). While we can still use graphene’s lattice vectors a1 and a2, we have to
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Figure 3.2.:
Real-space lattice and DFT band structure of AB stacked bilayer graphene. The coloring is
the same as used in Fig. 3.1 (b).
utilize a three-dimensional basis consisting of four atoms at
δA1 “
1
3
¨
˝ 11
3c
2h
˛
‚
a
and δB1 “
1
3
¨
˝´1´1
3c
2h
˛
‚
a
, (3.7)
δA2 “
1
3
¨
˝ 11
´3c
2h
˛
‚
a
and δB2 “
1
3
¨
˝ 00
´3c
2h
˛
‚
a
,
using a third lattice vector a3 “ p0, 0, hq which introduces the “vacuum” distance
h (distance between the repeated slabs). The resulting electronic band structure is
shown in Fig. 3.1 (b). If the two layers were entirely decoupled, we would ﬁnd the
monolayers’s band structure but two-fold degenerated. Due a ﬁnite coupling like tK,
which describes electron hoping between the sub-lattices A1 and A2, this degeneracy
is lifted. Most importantly, the linear dispersion at K{K1 is changed to four quadratic
bands. Two of these bands touch each other at the Fermi energy, while the other bands
are separated by ˘tK (in the most simple tight-binding description) [169]. Hence,
bilayer graphene can be described as a conventional semiconductor with a vanishing
band gap.
3.1.3. Fluorographene
Fluorographene is a stable graphene derivative obtained from full ﬂuorination of graphene,
that is each carbon atom bonds to a single ﬂuorine atom. In the so-called chair conﬁg-
uration, which has been proven to be the most stable structure [178, 175], the ﬂuorine
atoms are bond on top of graphene’s A and below its B sub-lattice as depicted in Fig.
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Figure 3.3.:
Real-space lattice and DFT band structure of ﬂuorographene in its armchair conﬁguration.
The carbon atoms and electronic bands are colored as in 3.1 (a), while ﬂuorine atoms and
ﬂuorine s and p weights in the band structure are colored grey.
3.3 (a). Upon ﬂuorination the carbon atoms will move out of the graphene plane and
the former sp2 hybrid orbitals will change to sp3 hybrids (including the pz orbital).
Using the lattice vectors from the previous section the basis of ﬂuorographene is given
by
δCA “
1
3
¨
˝ 11
zC
˛
‚
a
and δCB “
´1
3
¨
˝ 11
zC
˛
‚
a
, (3.8)
δFA “
1
3
¨
˝ 11
zF
˛
‚
a
and δFB “
´1
3
¨
˝ 11
zF
˛
‚
a
,
where zC “ 32hcC and zF “ 3hcF with cC « 0.42Å and cF « 1.38Å being the carbon-
carbon and carbon-ﬂuorine z-distances, respectively [see Fig. 3.3 (a)]. In comparison to
pristine graphene the lattice constant is slightly increased from a0 « 1.42
?
3 « 2.46Å
to a0 « 1.51
?
3 « 2.62Å.
The sp3 hybridization strongly aﬀects the electronic band structure as shown in Fig.
3.3 (b). Although the former pz bands are still recognizable, they are shifted in energy
and are strongly hybridized with the sp2 states. Most importantly, a band gap of about
3 eV (at Γ) arises between the ﬂuorine states (which predominately form the upmost
valence bands) and the lower pz band (forming the lowest conduction band). Since the
tendency of DFT calculations to underestimate band gaps is well known, many-body
calculations in the GW approximation have been used to obtain more realistic gaps.
These yield quasiparticle band gaps on the order of 7 eV which is signiﬁcantly larger
than the electronic band gaps from DFT results [179, 178, 175, 180].
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Figure 3.4.:
Real-space lattice and DFT band structure of iridium intercalated graphite. The carbon
atoms and electronic bands are colored as in 3.1 (a). Iridium atoms and iridium s, p and d
weights in the band structure are colored purple.
3.1.4. Iridium Intercalated Graphite
In section 3.3.3 we discuss the inﬂuence of a metallic substrate (or environment) to the
Coulomb matrix elements of monolayer graphene. In order to compare the modeled
interaction elements derived from our WFCE approach with full ab initio calculations,
we introduce the system at hand: iridium intercalated graphite (Gr/Ir). The term
“graphite” is a little bit misleading here, since the graphene layers (which form the
graphite-like host system) are perfectly aligned, while naturally occurring graphite
exhibits a Bernal stacking. Alternatively, this system can be seen as a monolayer
of graphene encapsulated in an iridium (metallic) environment. Since this situation
is comparable to a graphene monolayer lying on top of an iridium substrate (like
studied in Ref. [181]), we adopt the corresponding averaged1 graphene-iridium distance
(c « 3.4Å). Thus, the minimal unit cell is deﬁned by the three positions
δCA “
1
3
¨
˝11
0
˛
‚
a
, δCB “
´1
3
¨
˝11
0
˛
‚
a
and δIr “
¨
˝00
1
2
˛
‚
a
(3.9)
with a3 “ p0, 0, 2cq. The resulting electronic band structure is shown in Fig. 3.4 (b).
Although there is some hybridization between the π bands and iridium states between
Γ and M , the overall band structure of graphene “survives”. The π bands including the
Dirac cone as well as the σ bands can still be clearly seen. The Dirac cone is shifted to
1 In Ref. [181] graphene on Ir(111) is studied which exhibits a complicated Moiré pattern since
the Ir(111) surface unit cell has a slightly smaller lattice constant than graphene. Thus locally
diﬀerent graphene/Ir stackings arise which modulate the carbon-iridium distance. This distance
ranges from c « 3.2Å to c « 3.6Å.
75
3. Functionalized Graphene: Adsorbates and Heterostructures
slightly higher energies indicating a charge transfer from the π orbitals to the iridium
atoms (hole doping). This behaviour was also encountered in Ref. [181]. The iridium
states are mostly located within the π band width and show some ﬂat bands around
the Fermi energy. Since some of these bands cross the Fermi level, metallic screening
properties will arise due to the iridium sub-system.
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3.2. Optical Properties of Partially and Fully
Fluorinated Graphene
The following results have been gained in collaboration with S. Yuan and M. I. Kat-
snelson and have been published in Phys. Rev. Lett. 114, 047403 (2015). I was
responsible for all model preparation steps (including ab initio calculations and inter-
pretations) and the supervision of A. Schulz who ﬁtted the model parameters to ab
initio results. The resulting multi-scale and multi-orbital tight-binding model served
as the basis for the simulations of optical conductivities performed by S. Yuan. The
ﬁnal manuscript was written by S. Yuan and myself and was complemented by M. I.
Katsnelson and T. O. Wehling. The reader will ﬁnd a signiﬁcant overlap between the
original article and the text presented below as well as in the appendix in section A.1.
3.2.1. Absorption Spectra of Pristine Graphene and
Fluorographene
As we have seen in the previous section, the dispersions of graphene and ﬂuorographene
strongly diﬀer and so do their absorption spectra. In the case of pristine graphene
light can be absorbed for arbitrary small energies which translates to a non-vanishing
absorption coeﬃcient in the experimental data shown in Fig. 3.5 (a). For increasing
energies the absorption spectra is governed by a pronounced peak which arises due to
the non-linear electronic dispersion around the van-Hove singularities at the Brillouin
zone’s M points. Without considering many-body eﬀects this maximum is located at
about 5.2 eV (« 2t from the nearest-neighbour TB model) [182] as shown by the blue
curve in Fig. 3.5 (a). However, the experimental data reveals a peak position around
E « 4.6 eV [171, 168] [see Fig. 3.5 (a) and (b)] which can be reproduced by theory
only upon inclusion of excitonic eﬀects, for instance, by utilizing the Bethe-Saltpeter
equation2 (BSE) as shown in Fig. 3.5 (a) [182].
Unfortunately, in the case of ﬂuorographene the theoretical data diﬀers from the
experimental ﬁndings. As shown by Nair et al. , the absorption spectrum of partially
ﬂuorinated graphene does not reveal the prominent peak and is decreased over the
whole energy range [171] [see Fig. 3.5 (b)]. Upon full ﬂuorination, Nair et al. ﬁnd
an optical band gap of approx. 3 eV which is roughly of the same order as found by
Jeon et al. (« 3.8 eV) [174]. In comparison to quasiparticle-band-structure calculations
2 Within the Bethe-Salpeter approach vertex corrections to the polarization function from Eq.
(2.160) are taken into account (in contrast to the description within GW approximation as dis-
cussed in section 2.3.4) and thus electron-hole interactions and excitonic eﬀects can be described.
We shall not discussed it in more detail here and the interested reader is referred to Refs. [22, 42]
for general descriptions as well as to the ﬁrst calculations by Sham, Rice and Hanke [183, 184]
and to more recent works by Onida et al. [185], Benedict et al. [186], Albrect et al. [187] as well
as Rohlﬁng and Louie [188].
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Figure 3.5.:
(a) Absorption spectra of pristine graphene from Ref. [168]. Green and black curves show
experimental data. The red and blue curves correspond to theoretical calculations with and
without excitonic eﬀects from Ref. [182]. (b) Experimental absorption spectra of pristine
(blue), partially (green) and fully (magenta) ﬂuorinated graphene from Ref. [171].
within the GW approximation (which exhibit a band gap of about 7 eV), the experi-
mental optical band gaps are thus much smaller. A natural candidate to explain this
discrepancy are excitonic eﬀects which were recently considered in BSE calculations
for optical spectra. These yield an optical band gap of 5.1 eV [180], which implies
sizable excitonic eﬀects but is still larger than the experimental values. It is argued
but not veriﬁed that the remaining gap between the theoretical calculations and the
experimental observations might be the result of disorder introduced during the ﬂu-
orination process. To clarify this issue, we perform a systematic study of diﬀerent
types of structural disorder by a combination of ab initio calculations and large-scale
tight-binding (TB) simulations.
3.2.2. Tight-Binding Model for Fully and Partially Fluorinated
Graphene
To describe the sp2 Ñ sp3 transition upon ﬂuorination, an extended tight-biding (TB)
model is required which is capable of handling (i) pristine graphene, (ii) partially
ﬂuorinated graphene and (iii) pristine ﬂuorographene. To this end, we use a real-space
representation of the electronic single-particle part of the Hamiltonian from Eq. (2.5)
which results in a multi-orbital tight-binding Hamiltonian of the form
H “
ÿ
αi
εiαni,α `
ÿ
αβxijy
t
ij
αβc
:
i,αcj,β, . (3.10)
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Figure 3.6.:
G0W0 (red) and TB-model
(green) band structures and
corresponding density of
states of graphene.
Here, i, j are site indices, α and β label the orbital basis (carbon: s, px, py, pz and
ﬂuorine: px, py, pz), xijy indicates summation over nearest neighbours and tijαβ are
hopping matrix elements3. Since it is known that the band gap of ﬂuorographene is
underestimated in DFT calculations, we use theG0W0 method for both, ﬂuorographene
and pristine graphene, and interpolate the renormalized quasiparticle energies using
Wannier functions. The resulting G0W0 quasiparticle band structures are used to ﬁt
the nearest-neighbour TB models for pristine graphene and ﬂuorographene separately.
The corresponding parameters are given in Tab. A.3 and the band structures and
density of states (DOS) are shown in Fig. 3.6 and Fig. 3.7.
Although the simpliﬁed nearest-neighbour TB models are not able to describe ev-
ery single detail of the original band structures, the most important features like the
linear dispersion around the Dirac point in graphene or the states in the near of the
conduction- and valence-band edges in ﬂuorographene are suﬃciently reproduced.
In the case of ﬂuorographene we end up with a band gap of 6.3 eV which is about
0.7 eV smaller than recently published G0W0 results by Karlicky et al. [180]. Next to
some diﬀerences in the calculation details (like the number of k-points, energy cut-oﬀs,
etc.), the most important discrepancy between our calculations and those reported
in Ref. [180] is the separation distance between adjacent layers (vacuum distance).
This vacuum distance is introduced due to the three-dimensional unit cell which has
to be used in the VASP code to model two-dimensional systems (see discussion on the
“repeated slab method” in section 3.3). Here, the vacuum distance is chosen to be
about 10Å which is one third of the distance used by Karlicky et al. . Therefore,
screening eﬀects from neighbouring slabs are present resulting in an eﬀective dielectric
environment which decreases the Coulomb interaction and lowers the resulting band
gap. Here, this eﬀect might be interpreted as mimicking the inﬂuence of a dielectric
substrate with a static dielectric constant of 1.8 in the long wavelength limit which
does not change the qualitative conclusions.
3The exact deﬁnition of tijαβ and the involved direction cosines can be found in Tab. A.1 and Tab.
A.2 in the appendix A.1.
79
3. Functionalized Graphene: Adsorbates and Heterostructures
-15
-10
-5
0
5
10
15
Γ K M Γ
Figure 3.7.:
G0W0 (red) and TB-model
(green) band structures and
corresponding density of
states of ﬂuorographene.
To model partially ﬂuorinated graphene, we use a super cell in which ﬂuorine
atoms are introduced randomly (or ordered). Thereby, three diﬀerent carbon-carbon
hopping combinations arise: (i) nearest-neighbour hopping between pristine carbon
atoms (graphene-like hopping), (ii) hopping between two ﬂuorinated carbon atoms
(ﬂuorographene-like hopping) and (iii) hopping between a pristine and a ﬂuorinated
carbon atom. Thus, the local environment has to be considered to choose the correct
hoppings and on-site energies for partially ﬂuorinated graphene.
An additional problem arises due to a missing common reference energy of pristine
and fully ﬂuorinated graphene in the ab initio calculations. Therefore, special care must
be taken in using the TB on-site energies in the case of partially ﬂuorinated graphene.
Here, we determine this common reference energy by matching the ab initio local DOS
(LDOS) of a single ﬂuorine impurity (and its surrounding) with the corresponding
LDOS of the TB model. To this end, we use a relaxed graphene super cell including
16 carbon atoms with a single ﬂuorine impurity and perform a G0W0 calculation on
top of it. These ab initio calculations predict a prominent mid-gap state around the
Fermi energy in the total density of states [see Fig. 3.8 (a)], which arises mainly due
to pz orbitals of the ﬂuorine impurity as well as due to the ﬂuorinated carbon atom
and its neighbouring carbon atom, as shown in the LDOS in Fig. 3.8 (b). In more
detail, we ﬁnd that the maxima of the orbitally resolved mid-gap states from Fig. 3.8
(b) are aligned. Therefore, we adjust the on-site energies of the TB description until
this characteristic alignment is reproduced by the TB model as well. The resulting
total and local DOS of the TB model are shown in Fig. 3.8 (a) and Fig. 3.8 (c). Due
to the nearest-neighbour approximation within the underlying graphene TB model,
we still see the particle-hole symmetry within the pz states [see neighbouring carbon
pz LDOS in Fig. 3.8 (c)]. Nevertheless, the impurity state around the Fermi level is
well reproduced and the overall DOS shows a satisfying qualitative agreement with the
original ab initio data for energies ˘5 eV around the Fermi energy. The corresponding
parameters and further details are given in section A.1.
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Figure 3.8.:
Total and local density of states for the graphene super cell (16 carbon atoms, 1 ﬂuorine
impurity). (a) Total density of states from the original G0W0 data (red) and the TB model
(green). (b) and (c): Local density of states of the pz orbital of the ﬂuorine atom (red),
the ﬂuorinated carbon atom (green) and a neighbouring carbon atom (blue) from (b) the
original G0W0 calculation and (c) as resulting from the ﬁtted TB model.
3.2.3. Simulation Details
In order to model realistic samples in the TB calculations, we perform simulations of
systems on the scale of micrometer consisting of 2400ˆ 2400 carbon atoms. Thereby
we exclusively consider the chair conﬁguration for neighbouring F atoms. The density
of states and optical conductivity are calculated using the TB propagation method
[189, 190] which is based on the numerical simulation of random wave propagation
according to the time-dependent Schrödinger equation as discussed in section A.1.
3.2.4. Electronic and Optical Properties
Paired vs. Unpaired Fluorination
We start with considering paired and unpaired ﬂuorine patterns. While in the unpaired
scenario the ﬂuorine atoms are distributed without any correlations, the paired pattern
is deﬁned by ﬂuorine atoms which are always adsorbed in pairs at neighbouring carbon
atoms. The resulting optical conductivities for a variety of ﬂuorine concentrations are
shown in Fig. 3.9. The insets present the arising total density of states for pristine
graphene and CF0.1.
The optical conductivity of pristine graphene found here is very similar to the the-
oretical absorption spectra without excitonic eﬀects as shown in Fig. 3.5 (a). Corre-
spondingly, the optical conductivity of pristine ﬂuorographene exhibits a gap which is
of the same magnitude as the band gap of the underlying quasiparticle band structure.
While the pristine cases obviously show identical absorption properties for the paired
and unpaired scenario, the corresponding optical conductivities for fractional ﬂuorine
concentrations diﬀer. In comparison to the paired ﬂuorine pattern we ﬁnd in the ab-
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Figure 3.9.:
In-plane optical conductivity of partially and fully ﬂuorinated graphene with diﬀerent con-
centration of randomly distributed (a) unpaired or (b) paired ﬂuorine adatoms. The density
of states of graphene and CF0.1 are plotted as insets of panels (a,b) and reveal mid-gap states
in the unpaired case (see the sharp peak close to the neutrality point).
sorption of the unpaired case a clear enhancement around 2.8 eV [see red curve in
Fig. 3.9 (a)]. This enhancement can be explained by the broken sub-lattice symmetry
in the unpaired scenario. Here, huge peaks near the neutrality point in the density
of states arise [see inset of Fig. 3.9 (a)]. This allows for additional electron-hole exci-
tations due to transitions between these mid-gap states and the π-band saddle-point
singularities which manifest as enhancements of the optical conductivity at energies
around 2.8 eV for small ﬂuorine concentrations of CF0.1, CF0.2 and CF0.3 in Fig. 3.9
(a). These enhancements of the optical conductivity around 2.8 eV neither appear in
the light absorption of partially ﬂuorinated graphene measured by Nair et al. [see Fig.
3.5 (b)] nor in the simulated spectra of graphene with paired ﬂuorine adsorbates. In-
deed, the experimental absorption spectrum for partially ﬂuorinated graphene is close
to the one we obtain for CF0.3 in the paired ﬂuorination case. This leads us to the
conclusion, that the ﬂuorine atoms tend to form pairs during the ﬂuorination process.
Additionally, magnetic measurements for partially ﬂuorinated graphene [191] show a
small concentration of local spin one-half magnetic moments (roughly, one magnetic
moment per thousand of ﬂuorine atoms). Since these moments in graphene are as-
sociated to mid-gap states [170] our conclusion that most of the ﬂuorine atoms form
pairs (which have no such states and are therefore obviously nonmagnetic) seems to
be in agreement with this observation. However, this issue clearly requires further
investigation.
As can be seen in Fig. 3.9 (a) and (b), the general trend of σ at energies below
10 eV is to decrease with ﬂuorination. Interestingly, there is a sharp resonance around
5 eV which can not be found for concentrations below 30%, but intensiﬁes for ﬂuorine
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concentrations up to 70% and vanishes afterwards. We will see in the following that
this peak results from ﬂuorine vacancies which are not well deﬁned for small ﬂuorine
concentrations and which will nearly vanish for high concentrations. Thus, this peak
arises not before a certain threshold and vanishes towards fully ﬂuorination.
In general, for ﬂuorine concentrations larger than F/Cą 50%, the atomic structures
in the paired and unpaired cases become comparable, leading to similar optical in-plane
spectra. Thereby individual peaks below 8 eV are the most prominent properties of
the optical conductivity for these ﬂuorine concentrations. As mentioned above, these
peaks are ﬁngerprints of certain atomic structures.
Fingerprints of Disordered Structures
To investigate these ﬁngerprints in more detail, Fig. 3.10 displays the results of fully
and highly ﬂuorinated graphene with structural disorder, including carbon vacancies,
ﬂuorine vacancies and ﬂuorine vacancy-clusters4.
The common eﬀects due to the presence of structural disorder are defect states
(partially) within the electronic band gap. The exact positions of these intra-gap
states are deﬁned by the type of disorder. For example, the defect resonances in the
DOS around E “ 0.78 eV are due to single carbon vacancies (top row of Fig. 3.10) while
the resonances around E “ ´0.17{2.45 eV are due to single/paired ﬂuorine vacancies
(second row of Fig. 3.10). The excitations between these intra-gap states and the
states above or below the band gap lead to narrow or broad peaks in the optical
spectrum below 6.3 eV. For ﬂuorine vacancies we ﬁnd a pronounced peak at about
5 eV (second row of Fig. 3.10) which has already been discussed above. For ﬂuorine
vacancy-clusters, there are many diﬀerent intra-gap states due to diﬀerent structures
forming a continuous background noise within the optical gap as it can be seen in the
last row of Fig. 3.10.
Altogether, our simulations of partially ﬂuorinated graphene show optical excitations
below 6.3 eV, but we do not ﬁnd a clearly reduced optical gap of „ 3 eV as it has been
observed in the experiment in any of the considered disorder types. Thus, we conclude
that the reduction of the optical gap is not due to structural disorder alone.
Out-of-plane Optical Conductivity
Optical experiments can work at normal as well as grazing incidence and measure
polarization-dependent spectra. We therefore investigate the out-of-plane optical con-
ductivity along the z-direction (σzz) and compare it to the in-plane optical conductiv-
ity. The dipole operator associated with σzz contains two parts: one is the electron
4The latter can additionally be separated into clusters formed by broad areas and armchair or
zigzag lines of missing ﬂuorine atoms. Here, we solely show ﬂuorine vacancy-clusters since the
main conclusion is not altered by the results from the other structures. The interested reader is
referred to the original article [189].
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Figure 3.10.:
Left column: Atomic structure with diﬀerent types of structural disorder. The red dots indi-
cate ﬂuorine adatoms. Middle and right columns: density of states and optical conductivity
of fully or highly ﬂuorinated graphene with diﬀerent types of structural disorder. From top
to bottom: Fully or highly ﬂuorinated graphene with randomly distributed carbon vacancies,
ﬂuorine vacancies, and ﬂuorine vacancy-clusters.
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Figure 3.11.:
Out-of-plane optical conductivity of partially and fully ﬂuorinated graphene with diﬀerent
concentration of randomly distributed (a) unpaired or (b) paired ﬂuorine adatoms.
hopping between the carbon atoms which have diﬀerent z-coordinates and the other
is the hopping between carbon atoms and absorbed ﬂuorine directly above or below.
This results in a zero optical conductivity along the z-direction in pristine graphene
over the whole spectrum, since there are no diﬀerences in the z-positions of the carbon
atoms. More generally, there are no inter-atomic contributions to σzz from any sp2-like
carbon part of the sample. The evolution of σzz upon random and pair ﬂuorination
is shown in Fig. 3.11 (a) and (b), respectively. Unlike the in-plane optical conductiv-
ity, the out-of-plane conductivities σzz are similar for both unpaired and paired cases
in the energy range shown in Fig. 3.11, independently of the ﬂuorine concentration.
There are in particular no features in σzz due to the chiral mid-gap states associated
with local sub-lattice symmetry breaking in the randomly ﬂuorinated graphene. Thus,
polarization analysis of optical spectra yields clear ﬁngerprints for spectral features
associated with chiral mid-gap states.
Generally, the nonzero optical conductivity perpendicular to the sheets raises the
possibility to rotate the polarization of passing polarized light. As nonzero σzz requires
the formation of sp3 orbitals, one is able to distinguish between impurity states origi-
nating from adatoms and other in-plane disorder conﬁgurations (for example, carbon
vacancies, in-plane carbon reconstructions like pentagon-heptagon rings, and coulomb
impurities) by measuring the polarization angle.
Intra-Atomic Dipole Contributions
To study the inﬂuence of intra-atomic dipole contributions [arising from R2 from Eq.
(A.6)] we added them to the calculation of the optical conductivity and found that
they are negligible. Fig. 3.12 shows the results for graphene and ﬂuorographene with
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Figure 3.12.:
Comparison of optical conductivity with and without intra-atomic dipole contribution in
graphene (left) and ﬂuorographene (right).
and without intra-atomic dipole contributions. The values of the overlap functions
xs|x|pxy “ xs|x|pyy “ 0.04699 nm are calculated from the overlap of carbon’s s and px
(py) wave functions using expressions given in Ref. [192]. In general, this intra-atomic
dipole contribution slightly increases the value of the optical conductivity. However, a
noticeable enhancement of the optical spectra of graphene or ﬂuorographene appears
not below energies of 17 eV or 6.3 eV, respectively. This dipole contribution does not
change the optical spectrum qualitatively and has no eﬀect on the value of the optical
band gap in ﬂuorographene. The same holds for the dipole terms in the case of the
out-of-plane optical conductivity (data not shown).
3.2.5. Conclusions
In conclusion, by using a multi-orbital tight-binding model ﬁtted to ab initio calcula-
tions we performed a detailed study of the electronic structure and optical properties
of partially and fully ﬂuorinated graphene. For partially ﬂuorinated graphene the ap-
pearance of paired ﬂuorine atoms is found to be more likely than unpaired atoms by
matching the simulated optical spectrum to experimental observations. The presence
of structural disorder such as carbon vacancies, ﬂuorine vacancies, or ﬂuorine vacancy-
clusters will introduce defect states within the band gap leading to characteristic sharp
excitations in the optical band gap of perfect ﬂuorographene. Both, disorder and exci-
tonic shifts, aﬀect the optical spectra on an eV scale and reduce the size of the optical
gap. It is thus plausible that their combined eﬀect can reconcile theory and the exper-
imentally observed optical gap. Nevertheless, both mechanisms lead by themselves to
sharp resonances below the quasiparticle band gap, which have not been observed ex-
perimentally. One would thus have to assume additional broadening of the resonances,
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e.g. by phonons or further potential ﬂuctuations. Such broadening is ubiquitous in
two-dimensional materials [193, 194]. Considering the structural change from purely
in-plane carbon positions to a buckled structure, we argue that the measurement of
polarization rotation of passing polarized light through functionalized graphene could
be an eﬃcient tool to distinguish between optical eﬀects caused in mainly sp3- as
compared to sp2-hybridized regions of the sample.
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3.3. Coulomb Interactions in Layered
Heterostructures
The results presented in this section have been gained in collaboration with E. Şaşıoğlu,
C. Friedrich and S. Blügel and have been published in Phys. Rev. B 92, 085102
(2015). The method development was performed by T. O. Wehling and myself with
minor support from C. Friedrich. All ab initio calculations have been carried out by
myself with some help of E. Şaşıoğlu. The ﬁnal manuscript was written by myself and
was complemented with comments by C. Friedrich and the help of T. O. Wehling. Most
parts of the following paragraphs and the corresponding appendix A.2 originate from
the published article.
In order to understand how the environment might be capable of functionalizing
a layered material by changing its physical properties, we need to know which fun-
damental properties are changed and how these changes translate to modiﬁcations of
observables. Here, we will focus on changes of the Coulomb interactions which are a
natural candidate to consider environmental eﬀects for two reasons: First of all, the
Coulomb interaction is clearly long-ranged due to its 1{r dependence. This long-range
characteristic leads to a pronounced sensitivity to the environment as is can be seen in
the sketches of the electric ﬁeld lines between two charges within a layered system in
Fig. 3.13. Secondly, we have already seen in the discussion of the GW approximation
that the Coulomb interaction (W ) is inseparably connected to the deﬁnition of the
self-energy and thus directly inﬂuences a variety of material properties. Hence, we will
study in the following how Coulomb-interaction matrix elements for the low-energy
models deﬁned in Eq. (2.5) can be derived and modiﬁed by a dielectric surrounding.
Realistic Coulomb-interaction matrix elements entering these models should be ap-
propriately screened, i.e., they should account for screening due to those states which
are not explicitly treated in the low-energy models, which can be achieved using the
constrained random phase approximation as introduced in section 2.3.2. The computa-
tional demand of these calculations is comparable to GW calculations which makes the
treatment of complex heterostructures, for instance in plane-wave-based approaches,
very challenging.
Essentially, two diﬀerent strategies have been developed to circumvent computa-
tional problems in obtaining appropriately screened interactions for thin ﬁlms or lay-
ered materials. First, in long-wavelength approaches to layered materials model di-
electric functions based on a description of the two-dimensional screening in terms
of macroscopic electrodynamics can be straightforwardly employed (see e.g. Refs.
[195, 196]). Second, modiﬁed Coulomb interactions involving, e.g., a truncation in the
vertical direction [197] or unscreening in terms of model dielectric functions [198] can
be employed directly on the fully microscopic GW level to reach faster convergence of
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Figure 3.13.:
Illustrations of (a) the repeated-slab and (b) the WFCE approach. Colored layer indicate
monolayer materials like graphene and dotted lines are meant to sketch out electric ﬁeld lines
which arise between two charges within the speciﬁc layer.
the screened interactions in repeated-slab approaches5.
While the ﬁrst set of approaches comes at the advantage of almost no computation
cost in obtaining screened Coulomb interactions, it generally relies on a priori un-
known adjustable parameters. The second set of approaches contains all microscopic
material informations but requires a new fully microscopic calculation when the dielec-
tric environment of some layered material (e.g. the substrate) is changed and remains
still computationally demanding.
Here, we introduce a bridge between these two complementary classes of approaches
and develop an approximate very simple yet accurate approach to derive realistic
Coulomb-interaction matrix elements for electrons in free standing layered materials
and vertical heterostructures from cRPA modeling of the corresponding bulk materials
[left to right in Fig. 3.13 (b)]. To this end, we combine Wannier function representa-
tions of the Coulomb matrix elements within some low energy Hilbert space of interest
with continuum medium electrostatics, as we explain in section 3.3.2. This allows us
to avoid repeated-slab calculations on the cRPA level. In section 3.3.3, we illustrate
our Wannier function based approach with the example of graphene, bilayer graphene
as well as related heterostructures like Ir intercalated graphite. A particular advantage
of the approach introduced here is that one can very easily assess how diﬀerent envi-
5 Due to the three-dimensional unit cells which have to be used in conventional ab initio packages it
is unavoidable to have repeated “images” of the layered system under consideration. As sketched
out in Fig. 3.13 (a), these images are separated from the original layer by the super-cell height hvac
and, most importantly, provide additional screening. Thus, the Coulomb interaction in these kind
of repeated-slab calculations will always be smaller compared to the interaction in a completely free
standing layer. To avoid these problems the afore mentioned truncation or unscreening schemes
have been developed.
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ronments aﬀect Coulomb interactions in realistic layered materials, as we show with
the example of bilayer graphene in section 3.3.4.
3.3.1. Model Hamiltonian and Calculation Details
The cRPA approach has to be applied here, since we aim to derive a model Hamiltonian
describing solely the carbon pz orbitals (i.e. the π bands). Thus, these states form the
model space, while the σ bands as well as states at higher energies describe the “rest”
space. We can describe such a system with a generalized Hubbard model for the pz
orbitals with the electronic part of the many-body Hamiltonian from Eq. (2.5) in real
space
H “ ´t
ÿ
xijy,σ
c
:
iσcjσ ` U00
ÿ
i
nˆiÒnˆiÓ ` 1
2
ÿ
i‰j
σ,σ1
Uijnˆiσnˆjσ1 (3.11)
where ciσ (c
:
iσ) annihilates (creates) an electron with spin σ P tÒ, Óu at site i and
nˆiσ “ c:iσciσ. The index i “ pi,A or Bq labels the sub lattice (A, B) and the unit cell
centered at position Ri.
Uij are the eﬀective partially screened Coulomb-interaction terms in real space which
are calculated, as stated above, within the constrained random phase approximation to
exclude screening eﬀects arising from the π orbitals. The corresponding bare (v) and
partially screened (U) Coulomb kernels are evaluated in an all-electron mixed prod-
uct basis based within the full-potential linearized augmented-plane-wave (FLAPW)
method as introduced in section 2.2.1. We note that all of these Coulomb kernels
vpr, r1q depend explicitly on r and r1 and are thus non-local in space. These kernels are
afterwards used to calculate the corresponding Coulomb-interaction matrix elements
within the Wannier basis spanned by the carbon pz orbitals whereby Eq. (2.124) be-
comes a matrix equation with 1 being the unit matrix. A detailed description of all
computational details can be found in section A.2.
Furthermore, we would like to note at this early stage of consideration that the
neglect of screening eﬀects due to the π orbitals will lead to a semiconductor-like
screening behaviour of the rest polarization in most of the systems introduced in section
3.1. As we can clearly see in the band structures of mono- and bilayer graphene, the
only bands in the vicinity of the Fermi energy are of pz character. Hence, neglecting
them leads to a fully gaped band structure. This is diﬀerent in iridium intercalated
graphite since here partially ﬁlled bands originating from iridium are present and yield
a metallic screening even within the described cRPA procedure.
90
3.3. Coulomb Interactions in Layered Heterostructures
3D layered material 2D single layer
Figure 3.14.:
Left: Three-dimensional layered material.
The inﬁnite stack of single layers is num-
bered by j. Right: Corresponding two-
dimensional monolayer in a variable dielec-
tric surrounding. The arising electric ﬁeld of
two charges qa and qb is indicated by dashed
lines. The dielectric properties in the layer is
denoted by ε1, which is actually a non-local
and thus q‖-dependent function.
3.3.2. Combination of Wannier Functions and Continuum
Electrostatics: The WFCE Approach
In this section we explain our approach to derive appropriately screened Coulomb-
interaction matrix elements for electrons in two-dimensional materials (e.g. graphene)
and their heterostructures on the basis of Coulomb-interaction matrix elements from
parent three-dimensional bulk systems (e.g. graphite). To this end, we ﬁrst recall the
continuum electrodynamic description of layered materials, free standing monolayers
as well as heterostructures. Afterwards, the continuum formulation is embedded into
a quantum lattice description in terms of localized Wannier functions.
Continuum Electrostatic Description
The problem of screening in terms of continuum electrostatics in a layered material
is illustrated in Fig. 3.14 and has been considered in Refs. [199, 200, 201]. We aim
to generalize these works to include non-local screening eﬀects within the dielectric
layer. Therefore, we will replace the dielectric constant ε1 by an appropriate dielectric
function ε1pq‖q. To this end we have to relate the bulk dielectric function εBpqq to
ε1pq‖q. We assume that the former has been determined from ﬁrst principles. As we
will explicate later, we only modify the leading eigenvalue of the microscopic dielectric
matrix derived from the dielectric kernel εBpr, r1q so that we may assume εBpqq to be
a scalar function. The embedding is not as easily done as in Refs. [201, 200, 199],
because we face the problem of non-localities, in particular the qz-dependence which
describes the periodicity of the bulk material in z-direction. Clearly, an assumption
on how non-localities translate from bulk to monolayers or heterostructures has to be
made. Here, we continue with the simplest possible approximation and neglect all
non-localities in z-direction, i.e. we replace εBpqq by
ε1pq‖q “
h
2π
ż pi{h
´pi{h
dqz εBpq‖, qzq, (3.12)
where h plays the role of an eﬀective layer thickness. This deﬁnition is plausible as the
two-dimensional embedding breaks the periodicity in z-direction and only the z-local
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(a) dielectric interface (b) dielectric layer (c) screening within a di-
electric layer
Figure 3.15.:
Dielectric problems, which can be solved with the help of image charges. (a) A single dielectric
interface. (b) Two dielectric interfaces separated by h and (c) the arising eﬀective dielectric
function within the ε1 area for a constant and ﬁnite ε1pq‖q.
term of εB should remain relevant. In this sense, Eq. (3.12) gives this local term as the
Fourier transformation to the center of the monolayer, i.e., z “ 0. A similar formula
was used in Ref. [197] to deﬁne a “two-dimensional macroscopic dielectric function”.
We now assume that ε1pq‖q is constant on the whole width (or height) of the mono-
layer, i.e., for |z| ď h{2, and consider two dielectric materials on both sides with
dielectric constants ǫ2 and ǫ3 according to Fig. 3.14, which gives
εpq‖, zq “
$&
%
ε2 z ą h2
ε1pq‖q |z| ď h2
ε3 z ă ´h2
. (3.13)
To ﬁnd the appropriately screened interaction U2Dpq‖q between two electrons in the
central layer, we consider the electrostatic problem of an oscillating two-dimensional
charge density ρpq‖, zq “ ρ2Dpq‖qδpzq in the center of the monolayer, which is at z “ 0.
The resulting electrostatic potential Φpq‖, zq is not the same as in the bulk due to
modiﬁed screening and the fact that we are now considering a two-dimensional charge
density conﬁned to z “ 0.
In the dielectric continuum model, the modiﬁcation of the screening is caused by
the formation of image charges at the interfaces between the dielectrics. Let us ﬁrst
consider a single interface like it is illustrated in Fig. 3.15 (a), where the dielectric
constant changes from ǫ1 to ǫ2, and a test charge q1 is positioned in region 1. For
an observer in region 1, the induced polarization has the form of an image charge of
magnitude q2 “ q1pǫ1 ´ ǫ2q{pǫ1 ` ǫ2q that is located in region 2 at an equal distance
from the interface as the test charge [89]. If one has more than one interface, as in the
case of our dielectric model and like depicted in Fig. 3.15 (b), the charge is reﬂected
inﬁnitely many times (as light between two parallel optical mirrors), giving rise to an
inﬁnite number of image charges located at
zplq “ l ¨ h with l “ ˘0,˘1,˘2, ... (3.14)
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perpendicular to the interfaces with ever decreasing magnitudes
qjplq “ q1
ˆ
ǫ1 ´ ǫj
ǫ1 ` ǫj
˙|l|
(3.15)
with j “ 2 and j “ 3 for the upper (right) and lower (left) interface, respectively.
Several works have treated this situation, a dielectric monolayer sandwiched between
two semi-inﬁnite dielectric materials [199, 200, 201]. We use here a special case of a
formula derived in Ref. [201], giving the eﬀective two-dimensional dielectric function
in momentum space
ε2Deff pq‖q “
ε1pq‖q
“
1´ ε˜2pq‖qε˜3pq‖qe´2q‖h
‰
1` “ε˜2pq‖q ` ε˜3pq‖q‰ e´q‖h ` ε˜2pq‖qε˜3pq‖qe´2q‖h , (3.16)
where the ratio
ε˜jpq‖q “
ε1pq‖q ´ εj
ε1pq‖q ` εj
(3.17)
has been introduced. With this equation, the two-dimensional screened interaction (in
the long-wavelength limit, see below) can be written as
U2Dpq‖q “
v2Dpq‖q
ε2Deff pq‖q
, (3.18)
where v2Dpq‖q “ v3Dpq‖, z “ 0q is the bare interaction in the 2D system.
By evaluating Eq. (3.16) with the help of Eq. (3.12) we are now able to cal-
culate the screened interaction between electrons in the free standing or embedded
two-dimensional monolayer directly from the three-dimensional layered bulk proper-
ties with the main approximation being the neglect of all non-localities of dielectric
response in the vertical direction. We will assess the quality of this approximation in
section 3.3.3.
Wannier Function Based Formulation
The generalized Hubbard model from Eq. (3.11) involves matrix elements in terms of
Wannier functions which has to be linked to the continuum electrostatic description
developed in the previous section. For real materials like graphene or transition metal
dichalcogenides these models involve multiple Wannier orbitals per unit cell and the
corresponding Coulomb matrix elements must in general not be restricted to density-
density interaction terms. Then we have to deal with full tensorial representations
of the interactions Ukk
1q
αβγδ which depend in general on two initial momenta k, k
1 and
the momentum transfer q and four orbitals as deﬁned in Eq. (2.133). In this case
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further approximations are helpful to derive from the bulk Coulomb interaction the
corresponding monolayer terms. First, we will neglect the non-vanishing overlap be-
tween Wannier functions in diﬀerent unit cells, which means tracing out the k and k1
dependencies. Then, the Coulomb interaction depends on momentum transfer q but
not on the initial momenta k and k1.
To combine the macroscopic electrostatic description of the previous section with
the representation in a Wannier basis, we represent the bare and screened Coulomb
interaction as well as the dielectric function as quadratic matrices using generalized
indices α˜ “ tα, δu and β˜ “ tβ, γu: Uαβγδpqq ” Uα˜β˜pqq. The resulting matrix elements
are used within
Hee “
ÿ
α˜β˜q
Uα˜β˜pqq
ÿ
kσ
c:ασpk´ qqcδσpkq
ÿ
k1σ1
c
:
βσ1pk1 ` qqcγσ1pk1q (3.19)
“
ÿ
α˜β˜q
Uα˜β˜pqqnˆα˜pqqnˆβ˜p´qq. (3.20)
and might be interpreted as interaction energies between generalized charge-density
waves
nα˜pqq “
ÿ
kσ
@
c:ασpk´ qqcδσpkq
D
and nβ˜p´qq “
ÿ
k1σ1
A
c
:
βσ1pk1 ` qqcγσ1pk1q
E
. (3.21)
In Fourier space the leading eigenvalue and eigenvector of Uα˜β˜pqq correspond to the
charge-density modulations with the longest wavelength, i.e. those charge-density
waves where screening eﬀects due to the environment are supposed to be strongest.
This statement can most easily be understood in real space. To this end we utilize the
real-space representation of the Coulomb matrix
Uα˜β˜pRq “
1
Nq
ÿ
q
Uα˜β˜pqqe´iqR (3.22)
for a simpliﬁed situation in which solely density-density interactions are taken into
account in a basis consisting of two Wannier functions (α P tA,Bu) only. In such a
situation the Coulomb-interaction tensor is reduced to a matrix
Uij “
ˆ
UAApRijq UABpRijq
UBApRijq UBBpRijq
˙
, (3.23)
which might describe graphene’s pz orbitals on the sub-lattices A and B. Taking into
account that Uij has to be symmetric (UBA “ UAB) and setting UAA “ UBB (which is
a reasonable assumption in the case of graphene) the Coulomb matrix can readily be
diagonalized
Uij “
ˆ
UAApRijq UABpRijq
UABpRijq UAApRijq
˙
“ 1
2
ˆ
1 ´1
1 1
˙ˆ
U1pRijq 0
0 U2pRijq
˙ˆ
1 1
´1 1
˙
(3.24)
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using the leading (U1) and the second eigenvalue (U2)
U1pRijq “ UAApRijq ` UABpRijq (3.25)
U2pRijq “ UAApRijq ´ UABpRijq. (3.26)
By plugging Eq. (3.24) into the non-local interaction terms (i ‰ j) of the Hamiltonian
from Eq. (3.11) we ﬁnd
H i‰jee “
1
4
ÿ
i‰j
σ,σ1
rU1pRijq pnˆiAσ ` nˆiBσq pnˆjAσ1 ` nˆjBσ1q (3.27)
` U2pRijq pnˆiAσ ´ nˆiBσq pnˆjAσ1 ´ nˆjBσ1qs
“ 1
4
ÿ
i‰j
rU1pRijqnˆinˆj ` U2pRijqδnˆiδnˆjs (3.28)
with
nˆi “
ÿ
σα
nˆiασ and δnˆi “
ÿ
σ
pnˆiAσ ´ nˆiBσq . (3.29)
Here, nˆi measures the total charge of the i-th unit cell, while δnˆi accounts for its inter-
nal charge variations. The former can be linked to electric monopoles and the latter
to electric dipoles. Hence, the leading eigenvalue U1 describes unavoidable Coulomb
penalties of monopole-like interactions between diﬀerent unit cells. In contrast, U2 cor-
responds to Coulomb penalties due to charge variations within the unit cells. Therefore,
the Coulomb eigenvalues are connected to diﬀerent length scales: U1 renders eﬀects
on macroscopic (inter-cell) distances, while U2 is linked to microscopic (intra-cell)
details. Correspondingly, the leading eigenvalue is indeed inseparably connected to
charge ﬂuctuations with the longest wavelength, which holds for arbitrary situations
due to the symmetric and purely real form of the Coulomb matrix6. By deﬁnition,
continuum medium electrostatics describes the macroscopic response of a medium to
long-wavelength electric ﬁeld / potential variations. We thus correct the leading eigen-
value of Uα˜β˜pqq according to the algorithm from the previous section, while we assume
for all other eigenvalues the same screening as in the bulk.
The full algorithm which we refer to as “Wannier Function Continuum Electro-
static” (WFCE) approach can be divided into several steps, which are illustrated in
the ﬂowchart of Fig. 3.16, to obtain the partially screened Coulomb interaction of a
two-dimensional sub-system directly from its three-dimensional host. We start with
the bare, v3Dpqq, and partially screened Coulomb-interaction matrices U3Dpqq obtained
6 Being symmetric and real leads to the fact that the leading eigenvector will consists of positive
entries only. Thus, the leading eigenvalue will always be connected to the sum of orbital and spin
resolved occupations nˆiασ and not to their (partial) diﬀerences.
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v3Dpqq, U3Dpqq
ñ ε3Dpqq “ “v3Dpqq‰1{2 “U3Dpqq‰´1 “v3Dpqq‰1{2
qz Fourier transform:
v3Dpq, z “ 0q “ N´1qz
ř
qz
v3Dpqqeiqz ¨0
ε3Dpq, z “ 0q “ N´1qz
ř
qz
ε3Dpqqeiqz ¨0
v2Dpq‖q “ v
3Dpq‖, z “ 0q, ε3Dpq‖, z “ 0q
Decomposition:
v2Dpq‖q “ v2D1 pq‖q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` v2DRestpq‖q
ε3D1 pq‖, z “ 0q “
@
v2D1 pq‖q
ˇˇ
ε3Dpq‖, z “ 0q
ˇˇ
v2D1 pq‖q
D
ε3Dpq‖, z “ 0q “ ε3D1 pq‖, z “ 0q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` ε3DRestpq‖, z “ 0q
2D model dielectric matrix:
ε2D1 pq‖q “ ε2Deff
“
ε3D1 pq‖, z “ 0q, h
‰
ε2DRestpq‖q “ ε3DRestpq‖, z “ 0q
ε2Dpq‖q “ ε2D1 pq‖q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` ε2DRestpq‖q
ε2Dpq‖q
ñ U2Dpq‖q “
“
v2Dpq‖q
‰1{2 “
ε2Dpq‖q
‰´1 “
v2Dpq‖q
‰1{2
q‖ Fourier transform:
U2Dpr‖q “ 1Nq‖
ř
q‖
U2Dpq‖qeiq‖r‖
U2Dpr‖q
Figure 3.16.:
Flowchart of the Wannier function continuum electrostatics (WFCE) algorithm to obtain the
screened Coulomb matrix elements of a freestanding monolayer directly from the Coulomb
interaction of the corresponding layered bulk material.
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from the ab initio calculations for the three-dimensional bulk of the layered material.
With these quantities we deﬁne the symmetric 3D dielectric function
ε3Dpqq “ “v3Dpqq‰1{2 “U3Dpqq‰´1 “v3Dpqq‰1{2 . (3.30)
We now aim to link this dielectric matrix to the interactions taking place between
electrons within one monolayer and connect it to model dielectric functions derived in
the context of continuum electrostatics. To this end, we consider the bare intra-layer
electronic interaction
v3Dpq‖, z “ 0q “ 1
Nqz
ÿ
qz
v3Dpq‖, qzqeiqz ¨0, (3.31)
which is the same in the bulk layered material and in the monolayer, bilayer, etc. [i.e.
v3Dpq‖, z “ 0q “ v2Dpq‖q]. Nqz is the number of points used in the qz-summation.
v2Dpq‖q can be decomposed exactly
v2Dpq‖q “ v2D1 pq‖q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` v2DRestpq‖q, (3.32)
where v2D1 pq‖q is the leading eigenvalue of v2Dpq‖q,
ˇˇ
v2D1 pq‖q
D
is the corresponding
eigenvector and v2DRestpq‖q contains the rest. Using the leading eigenvector of the bare
Coulomb interaction, we are able to perform an analogous exact decomposition of the
intra-layer 3D dielectric matrix
ε3Dpq‖, z “ 0q “ ε3D1 pq‖, z “ 0q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` ε3DRestpq‖, z “ 0q, (3.33)
where the “head element” ε3D1 pq‖, z “ 0q of the dielectric matrix is deﬁned as
ε3D1 pq‖, z “ 0q “
@
v2D1 pq‖q
ˇˇ
ε3Dpq‖, z “ 0q
ˇˇ
v2D1 pq‖q
D
. (3.34)
To obtain the dielectric matrix of the 2D system ε2Dpq‖q we replace ε3D1 pq‖, z “ 0q in
Eq. (3.33) by the model dielectric function ε2Deff pq‖q from Eq. (3.16):
ε2Dpq‖q “ ε2Deff pq‖q
ˇˇ
v2D1 pq‖q
D @
v2D1 pq‖q
ˇˇ` ε2DRestpq‖q (3.35)
with ε1pq‖q from Eq. (3.16) being set to ε3D1 pq‖, z “ 0q from Eq. (3.33), while the
rest matrix remains unchanged. Here, we use the fact that the microscopic (short-
range) screening properties of the monolayer should be very similar to that of the bulk
(ε2DRest “ ε3DRest). We will later see that this is a good approximation.
Together with the bare intra-layer interaction the screened intra-layer interaction is
given by
U2Dpq‖q “
“
v2Dpq‖q
‰1{2 “
ε2Dpq‖q
‰´1 “
v2Dpq‖q
‰1{2
. (3.36)
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Figure 3.17.:
Left: Leading eigenvalues of the bare and screened Coulomb matrix elements of graphite
for qz “ 0 obtained from ab initio calculations together with the analytical description of
the unscreened interaction (dashed blue line). The (light) gray area indicates the interval of
all other eigenvalues of the (bare) screened Coulomb matrix. Right: Momentum-dependent
leading eigenvalue of dielectric function of graphite obtained from cRPA calculations for
diﬀerent values of qz. The red markers for q “ 0 indicate the parallel (circle) and perpendicular
(square) limits of the screening.
From U2Dpq‖q a Fourier transformation with respect to q‖ ﬁnally leads to screened
Coulomb matrices in real space
U2Dpr‖q “ 1
Nq‖
ÿ
q‖
U2Dpq‖qeiq‖r‖, (3.37)
which can be used in extended Hubbard models like given in Eq. (3.11). Here, Nq‖ is
the number of points used in the q‖-summation.
3.3.3. From Graphite to Graphene Heterostructures
We derive eﬀective Coulomb interactions of monolayer graphene (MLG), bilayer graphene
(BLG) and Ir intercalated graphite (Gr/Ir) from the interactions calculated for bulk
graphite in the WFCE approach and benchmark our results against direct ab initio
calculations for these systems as well as analytical expressions which are valid in the
long wavelength limit. In all cases, we consider Coulomb matrix elements in terms of
Wannier functions for the carbon pz orbitals.
Bulk Graphite
The left panel of Fig. 3.17 shows the leading eigenvalue of the bare and screened
Coulomb interaction in AB stacked graphite which plays the role of the initial bulk
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material, here. The former is perfectly interpolated by the analytic expression
v1pqq “ 4πe
2
V˜
1
q2
(3.38)
which is illustrated in Fig. 3.17 for the qz “ 0 direction. Here, e is the elementary
charge and V˜ is the unit-cell volume per atom7. The fact that the leading eigenvalue of
the bare Coulomb interaction in terms of Wannier orbitals matches the long wavelength
continuum description from Eq. (3.38) within large parts of the Brillouin zone very
closely motivates us to consider exactly this part of the Coulomb interaction in the
WFCE approach.
The leading bare interaction eigenvalue is basically independent of any microscopic
properties. This is diﬀerent in the case of the screened interaction. Here, microscopic
and macroscopic properties are involved through the dielectric screening of the real
material background, as can be seen from the right panel of Fig. 3.17. In the limit of
small q “ |q| Ñ 0 the tensorial character of the dielectric function becomes obvious.
Here, we ﬁnd ε‖ « 3.2 for the in-plane ﬁelds and εK « 2.2 for the out-of-plane direction.
At larger momentum transfer q, the direction dependence of the dielectric function is
less pronounced. Besides the leading eigenvalues of the Coulomb matrices the energetic
interval of the other eigenvalues is marked by the (light) gray shaded areas in the
left panel of Fig. 3.17 for the (bare) screened interaction. These matrix elements
correspond to electronic density variations within the unit cell and correspondingly
short wavelengths.
Freestanding Mono- and Bilayer Graphene
We derive the screened Coulomb interactions in freestanding mono- and bilayer graphene
using the bulk graphite data in the WFCE approach. The leading eigenvalues of the
Coulomb interaction and the corresponding eﬀective dielectric functions are shown in
dependence of momentum transfer in Fig. 3.18. While the comparison of results from
direct ab initio calculations and from the WFCE approach reveals generally very good
agreement, there are some systematic deviations between both approaches in the limit
of q Ñ 0. To understand the origin of these deviations it is instructive to compare
the bare Coulomb-interaction matrix elements obtained from WFCE and ab initio re-
sults to the analytical expression for the bare Coulomb interaction between electrons
conﬁned to a two-dimensional ﬁlm in the long-wavelength limit:
v2D1 pq‖q “
h
2π
ż `pi{h
´pi{h
4πe2
V˜
1
q2
dqz “ 4e
2
A˜
arctan
´
pi
q‖h
¯
q‖
(3.39)
7The treatment within the eigenbasis introduces a factor equal to the number of atoms in the unit
cell. Therefore V˜ instead of the conventional unit-cell volume V is used in Eq. (3.38).
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Figure 3.18.:
Leading eigenvalue of the dielectric function (outer frame), bare and screened Coulomb ma-
trices (inner frame) of monolayer (left) and bilayer graphene (right). Red markers indicate
ab initio calculations and gray markers the WFCE values.
where A˜ is the unit cell area per atom and the eﬀective height h can be chosen to be
the interlayer distance h “ d « 3.35Å for the monolayer and h “ 2d for the bilayer. At
small momentum transfer (q‖h ! 1), this bare interaction approaches the well known
limit v2D1 pq‖q Ñ 2pie
2
A˜q
. The term arctan
´
pi
q‖h
¯
in Eq. (3.39) plays the role of a “form
factor” which accounts for the eﬀective height h of the two-dimensional layer. For
both, the monolayer and the bilayer, the WFCE results match the analytic expression
(which becomes exact for q Ñ 0) almost perfectly in contrast to the ab initio data. The
ab initio calculations performed here are in fact super-cell calculations with periodic
boundary conditions (or periodic-slab calculations as discussed in the introduction).
In order to obtain the freestanding limit, we employ an extrapolation to inﬁnite super-
cell height (as described in section A.2), which becomes somewhat inaccurate for small
q. Thus, the deviation of ab initio and WFCE Coulomb matrix elements as well as
dielectric functions at small q is likely due to this extrapolation problem in the ab
initio data.
At intermediate q the WFCE and the ab initio dielectric function are in very good
agreement. For both, mono- and bilayer graphene, the screening rises from 1 to a
maximum at intermediate q and slightly decreases afterwards towards the edges of
the ﬁrst Brillouin zone [197]. Here, the non-locality (q-dependence) of the screening
becomes clearly visible. In the long wavelength limit the screening vanishes, since
we are dealing with a free standing two-dimensional layer, which is embedded in an
inﬁnite three-dimensional vacuum. By decreasing the wavelength, or increasing q‖,
the Coulomb interaction starts to be screened like in a three-dimensional bulk system,
which manifests as an increased value of the dielectric function. The main diﬀerences
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between the eﬀective dielectric functions in mono- and bilayer graphene are the gradi-
ents towards the intermediate maxima and the absolute values of the maxima, which
are steeper and higher in the bilayer. I. e. the long range Coulomb interaction is less
screened in the monolayer than in the bilayer, while the short range screening is more
or less the same. The screened Coulomb interaction obtained from WFCE interpo-
lates the corresponding cRPA data very well, as can be seen from Fig. 3.18. Thus,
we have proven that the WFCE approach to calculate the two-dimensional Coulomb
repulsion directly from the three-dimensional bulk data without introducing additional
parameters works very well.
Graphene in a Metallic Surrounding
Regarding the change in electronic interactions, the opposite extreme case to going
from bulk graphite to free standing monolayers is the case of graphene embedded in
some metallic environment. Perfect metallic screening by the environment corresponds
to ε2, ε3 Ñ 8, in contrast to the case of ε2 “ ε3 “ 1 for monolayers surrounded by
vacuum. In experiments, graphene is frequently grown on metals like Ir [202] or Cu
[203] or can be surrounded by metals, e.g. in graphite intercalation compounds [176].
Here, we consider Coulomb interactions in graphene surrounded by Ir.
To this end, we calculate Coulomb interactions for a periodically repeated slab com-
posed of a graphene monolayer and a “monolayer” of iridium (see section 3.1.4) by
means of cRPA. This system can also be interpreted as Ir intercalated graphite. To
model this system with the WFCE approach we assume perfect metallic screening by
Ir, ε2, ε3 Ñ 8, and use the eﬀective height h “ 3.35 Å of graphene, as before. The
resulting leading eigenvalues of the Coulomb interaction within the carbon pz Wan-
nier orbitals as well as the corresponding eﬀective dielectric function are shown in
Figure 3.19. The metallic surrounding leads to diverging ε2D1 pqq at long wavelengths
q Ñ 0 in the cRPA and in the WFCE approach, as it must be. In contrast to free
standing mono- and bilayer graphene the screened interactions in Gr/Ir do not diverge
at small q, where the Coulomb interaction is now eﬃciently screened by the metallic
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environment.
The overall characteristics of interactions and screening as obtained from WFCE
agree with the cRPA calculations. Nevertheless there is a systematic underestimation
of the screening ε2D1 pqq on the order of « 17% by the WFCE approach as compared
to the cRPA. Hence, the screened Coulomb interactions are correspondingly overesti-
mated by WFCE, here. On physical grounds it is clear that the WFCE approach can
become inaccurate when there is hybridization between e.g. a monolayer of graphene
and some metallic surrounding. In this case the assignment of an eﬀective height h
to the graphene layer and a separation into a subsystem of graphene and “the envi-
ronment” is ambiguous. The underestimation of the screening in the WFCE approach
can indeed be cured by decreasing the eﬀective height to h « 2.8Å of the modeled
monolayer. Treating h as an adjustable parameter, that is derived from e.g. cRPA
calculations is one possibility if, for instance, very complex heterostructures shall be
considered and the intercalated system is used as the bulk starting point in WFCE.
Here, we are taking graphite as the bulk starting point to treat Ir intercalated graphite
and keep h “ 3.35Å to stay with a parameter free model.
Coulomb Interactions in Real Space
In order to use the Coulomb terms obtained within the WFCE approach in a gener-
alized Hubbard model, in which interaction matrix elements enter in real-space repre-
sentation, we perform a Fourier transformation:
U2D
α˜β˜
pr‖q “ 1
Nq‖
ÿ
q‖
U2D
α˜β˜
pq‖qeiq‖¨r‖ . (3.40)
In the case of graphite an additional sum over the qz component is performed. The
resulting values for density-density like Uα˜β˜pr‖q as obtained from cRPA and WFCE
are given in Table 3.1 and depicted in Fig. 3.20 for mono- and bilayer graphene as well
as graphite and the Gr/Ir system.
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System U0 U1 U2 U3 U4 U5
Graphite
8.1{8.2 3.6 2.2{2.2 1.9 1.5{1.5 1.3
monolayer graphene (MLG)
cRPA 9.7 5.3 3.8 3.5 3.0 2.8
WFCE1 9.8{10.0 5.3 3.8{3.8 3.4 2.9{2.9 2.6
bilayer graphene (BLG)
cRPA 9.1{9.2 4.7 3.2{3.2 2.9 2.5{2.5 2.3
WCFE 9.2{9.3 4.7 3.3{3.2 3.0 2.5{2.5 2.3
iridium intercalated graphite (Gr/Ir)
cRPA 5.1 1.5 0.5 0.4 0.2 0.1
WCFE1 6.1{6.2 1.8 0.6{0.6 0.4 0.2{0.2 0.2
Table 3.1.:
cRPA andWFCE screened Coulomb interactions for graphite, monolayer and bilayer graphene
and Ir intercalated graphite in eV. Since the AB stacking breaks the sub-lattice symmetry in
bilayer graphene for every second neighbour, some interactions are given separately for the A
and B sub lattice (in one of the two layers).
The screened Coulomb interaction in monolayer graphene is over the whole r‖ range
bigger than the corresponding values of bilayer graphene, graphite, and Ir intercalated
graphene. Since the bare Coulomb interactions (not shown here) are nearly the same
in all cases, variations of the background screened interactions are almost entirely due
to the successively stronger screening when going from monolayer graphene via bilayer
graphene and graphite to graphene encapsulated in a metal.
In agreement with Ref. [204], we ﬁnd sizable non-local eﬀective Coulomb interactions
for graphene, bilayer graphene and graphite, which can be however strongly reduced
due to screening by the environment. This can be seen from comparison to the Gr/Ir
case. Here, the Coulomb interaction is strongly reduced at all r‖ under consideration,
i.e. by about a factor of 2 for the local terms and more than a factor of 10 for interaction
terms beyond fourth nearest neighbours.
The comparison of eﬀective Coulomb interaction obtained from direct cRPA and
WFCE calculations shows generally very good quantitative agreement with deviations
of less than 10%. The only exception is in the Gr/Ir data. Here, the local Coulomb
interactions are overestimated by the WFCE approach by about 1 eV, which is likely a
result of the approximated eﬀective monolayer height, as discussed above. Neverthe-
less, even in this “worst-case” the WFCE approach accounts for „ 80% of the increased
screening provided by the metallic environment.
1Due to the fact that AB stacked graphite is used to construct the monolayer and Gr/Ir data in the
WFCE approach, some interactions are given for both sub lattices separately since the sub-lattice
symmetry is artiﬁcially broken.
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Figure 3.21.:
Left: WFCE density-density matrix elements of the background screened Coulomb interac-
tions for bilayer graphene in real space for diﬀerent dielectric surroundings (ε2 / ε3). Right:
Corresponding dielectric functions in momentum space.
3.3.4. Electronic Ground State of Bilayer Graphene
Heterostructures
ε2 ε3 U0 U1 U2 U3
1 1 9.2{9.3 4.7 3.3{3.2 3.0
1 5 8.2{8.3 3.7 2.3{2.3 2.0
1 8 7.6{7.7 3.1 1.7{1.7 1.4
8 8 7.3{7.4 2.9 1.5{1.5 1.2
Table 3.2.:
Screened Coulomb interaction for bilayer graphene modiﬁed through diﬀerent dielectric envi-
ronments ε2,3. All values are given in units of eV. Since the AB stacking breaks the sub-lattice
symmetry for every second neighbour, some interactions are given separately for the A and
B sub lattice (in one of the two layers).
Bilayer graphene is known to host competing symmetry-broken electronic ground
states. Theoretical studies have predicted that charge- and spin-density waves (CDW
or SDW), quantum-spin-hall states (QSH), nematic, superconducting and excitonic
insulator states could emerge in the bilayer [205, 18, 206, 207, 208, 209, 210]. Diﬀer-
ent experiments have addressed the issue of symmetry-broken ground states in bilayer
graphene [211, 212, 213, 214, 215, 216] but the issue remains controversial also from
the experimental point of view and it is e.g. unclear whether or not the ground state
exhibits a ﬁnite electronic excitation gap. In the end, it appears very likely that micro-
scopic material speciﬁc details of the eﬀective interactions determine which electronic
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Figure 3.22.:
Bilayer graphene phase diagrams in dependence on the on-site (U “ U0), nearest-neighbour
(V1 “ U1), and next-nearest-neighbour (V2 “ U2) Coulomb interactions from Ref. [18]. The
colored circles show the approximate positions within the phase diagrams for the values given
in Tab. 3.2 (blue p1{1q, green p1{5q, red p1{8q, yellow p8{8q, red dashed p1{1q from Ref.
[204]). The colored horizontal lines indicate the approximate phase boundaries between the
QSH and AF-SDW phases for the varying on-site Coulomb-interaction matrix elements, which
are otherwise ﬁxed to U “ 2t and U “ 3.5t (with t “ 2.8 eV) in the left and right panel,
respectively (black horizontal lines).
phases are realized. As a dielectric substrate or also some metallic environment can
provide additional screening of the eﬀective Coulomb interactions in bilayer, we inves-
tigate how diﬀerent types of environments aﬀect the electronic ground state of bilayer
graphene. To this end we use the WFCE approach to study the inﬂuence of a dielec-
tric substrate (ε3 “ 5; ε2 “ 1) and a metallic substrate (ε3 Ñ 8; ε2 “ 1) as well as a
metallic encapsulation (ε2 “ ε3 Ñ 8). The results can be seen in Fig. 3.21 as well as
in Tab. 3.2.
The eﬀective dielectric function diverges for q Ñ 0 in the case of the metallic sub-
strate/environment, whereas a ﬁnite ε2D1 pq “ 0q ą 1 can be found for the dielectric
substrate, as it must be. The resulting eﬀective Coulomb interactions can be clearly
reduced due to environmental screening as comparison with the free standing bilayer
data demonstrates. To understand the resulting eﬀects on the electronic ground states,
we make use of electronic phase diagrams that are based on recent functional renor-
malization group studies by Scherer et al. [18] and that give the ground states in form
of maps of the nearest- and next-nearest neighbour screened Coulomb interaction for
ﬁxed on-site interactions U0 “ 5.6 eV (U0 “ 2t) and U0 “ 9.8 eV (U0 “ 3.5t). These
diagrams show a general trend which pushes the bilayer ground state from being an
antiferromagnetic (AF)-SDW to a QSH state with increasing next-nearest neighbour
interaction (V2 “ U2) while the nearest neighbour interaction (V1 “ U1) has a negligi-
ble eﬀect (for intermediate U2), as shown in Fig. 3.22. Thereby, the boundary between
the AF-SDW and the QSH states moves to higher (U2) energies with increasing on-site
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repulsion U0 (see black and colored horizontal lines in Fig. 3.22). The interaction
strengths obtained here put the ground state of bilayer graphene to the boundary of
the AF-SDW/QSH transition in the free-standing scenario while any environmental
screening stabilizes the AF-SDW phase like it is indicated by the colored circles in
Fig. 3.22. This ﬁnding traces back to the fact that the on-site interactions U0 are
less decreased by the outer screening than the next-nearest neighbour interactions U2.
Since the inﬂuence of the latter to the exact position in the phase diagrams is stronger
than that of the former, the electronic ground state gets more and more separated
from the AF-SDW/QSH boundary by an increasing environmental screening.
3.3.5. Conclusions
We have established a scheme that combines cRPA calculations of layered materials in
the bulk and continuum medium electrostatics to derive eﬀective Coulomb-interaction
matrix elements in terms of Wannier functions for free standing 2D materials as well
as 2D materials embedded in complex dielectric environments. We call the scheme
“Wannier function continuum electrostatics” (WFCE) approach. It allows us to avoid
super-cell calculations involving complex environments or large vacuum volumes on
the ab initio side, which are numerically very costly in implementations using periodic
boundary conditions. Already the simplest version presented here predicts eﬀective
Coulomb matrix elements for monolayer and bilayer graphene very accurately, i.e. for
instance the local Hubbard interaction agrees with the full cRPA calculation within
0.3 eV. The comparisons of full ﬁrst-principles and WFCE calculations suggest that
the WFCE approach is accurate when hybridization between layers in the vertical
direction is not too strong, as is the case for Van-der-Waals bonded systems. Currently,
the WFCE approach is formulated partly in reciprocal space and is directly applicable
to vertical heterostructures as long as the material providing the active orbitals to be
considered later in the extended Hubbard model has some lattice translation symmetry.
I.e. models for electrons in graphene on even amorphous or incommensurate substrates
like SiO2 or hBN could be derived using the WFCE approach in its current formulation.
Of course, the WFCE approach might be further generalized in the future to a pure
real-space formulation, which would allow to treat systems without or with strongly
reduced lattice translation symmetry within the active orbitals and to address systems
like twisted bilayer graphene.
Most importantly, our modelling shows that Coulomb interactions can be strongly
manipulated in 2D materials like graphene by means of screening provided by the
environments which can be substrates, adsorbates or other 2D materials. Given the
numerical simplicity of the WFCE approach, we anticipate that it could be very useful
in the context of materials design, as eﬀects of diﬀerent kinds of dielectric environments
on Coulomb interactions in layered materials can be modelled quickly and quantita-
tively, now.
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Next to graphene, in particular the class of transition metal dichalcogenides (TMDCs)
regained interest since the exfoliation of graphene monolayers. Back in 1923 one of its
most prominent members, molybdenum disulﬁde (MoS2), has been studied by Dick-
inson and Pauling for the ﬁrst time [217], followed by intense studies from the 1960s
to 1980s by Frindt et al. [218, 219, 220] and many others [221, 222, 223]. Nowadays,
TMDC monolayers can be exfoliated from the bulk and synthesized in form of high-
quality large-area mono-crystals [224] which allows for a broad spectrum of experimen-
tal studies. Like graphene, all TMDCs have strong intra-layer covalent bonds resulting
in robust mechanical properties, while inter-layer coupling arises solely due to Van-der-
Waals interactions. Depending on the transition metal and the unit cell geometries,
we ﬁnd metallic and semiconducting layers within the class of TMDCs. Regarding
the semiconducting TMDCs, transitions from direct band gaps in the monolayers to
indirect band gaps in multilayer systems can be found [225] making these materials
to interesting candidates for optical device production. Furthermore, signiﬁcant spin-
orbit couplings and multiple-valley Fermi surfaces might form the basis for spin- or
valleytronic devices (in which the electron spin or momentum is used to encode in-
formation). Next to these hypothetical applications, ﬁrst ﬁeld-eﬀect transistors have
already been produced on the basis of MoS2 yielding high on/oﬀ ratios on the order
of 108 and sizable carrier mobilities [226].
While ground-state properties of TMDCs have been described and discussed in most
detail, a general understanding of resulting eﬀects upon doping or optical excitations is
still missing. Therefore, we will study speciﬁc electronic and optical properties of the
most prominent TMDC, namely MoS2, in its monolayer form in the following chapter.
Thereby, we will turn our focus to those properties which trace back to many-body
eﬀects. In more detail, we study many-body instabilities in form of superconductivity
and charge-density-wave phases as well as many-body excitations such as excitonic and
plasmonic modes. Additionally, we make use of the fundamental many-body inter-
actions and their eﬀects to the electronic band structure to propose a novel kind of
heterojunction.
To this end, we give a general introduction to the most important ground-state
properties of pristine MoS2 monolayers in section 4.1. This includes detailed discussions
of the electronic and phononic band structures as well as a brief introduction to the
most important optical properties.
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Based on the presented electronic properties, we derive in the following section
4.2 a minimal material-speciﬁc low-energy multi-orbital generalized Hubbard model
which includes a simpliﬁed yet extremely accurate description of the low-energy elec-
tronic band structure and, most importantly, an exceptional feasible description of the
Coulomb interaction in a pristine MoS2 monolayer. The latter is of prime importance
due to the outstanding role of the Coulomb interaction in systems with reduced di-
mensionality making the model to the basis of material-realistic studies of many-body
properties.
To study many-body instabilities we use ﬁrst-principle calculations to examine the
sequence of phases in electron doped MoS2 in section 4.3. We observe a succession
of semiconducting, metallic, superconducting (SC), and charge-density-wave (CDW)
regimes upon increasing the doping level. Both instabilities (SC and CDW) trace
back to a softening of phonons which couple the electron populated conduction band
minima. Using the Eliashberg theory, we ﬁnd a superconducting “dome” which repro-
duces the experimentally observed phase diagram reasonably well. The CDW phase
at higher electron doping concentrations, as predicted from instabilities in the phonon
modes, is further corroborated by detecting the accompanying lattice deformation in
density functional based super-cell relaxations. Interestingly, we ﬁnd that upon CDW
formation, doped MoS2 remains metallic but undergoes a Lifschitz transition, where
the number of Fermi pockets is reduced allowing for a coexistence of the SC and CDW
phases.
To explore the ﬁeld of many-body excitations, we start with considering the opti-
cal response of MoS2 by solving the semiconductor Bloch equations (SBE, not to be
confused with BSE) in section 4.4 using the introduced material-realistic generalized
Hubbard model. The treatment within the SBE allows us to study both, ground-state
and ﬁnite-density spectra. Within the ground state we ﬁnd optical responses and
comparatively large exciton-binding energies on the order of several hundred meV in
agreement with recent experiments and theoretical predictions. Upon increasing the
carrier densities up to 1013cm´2 we ﬁnd a redshift of the prominent excitonic ground-
state absorption, whereas higher excitonic lines are found to disappear successively
due to non-uniform reductions of the band gaps and binding energies. In addition, we
ﬁnd that strain-induced band variations lead to a redshift of the lowest exciton line
by « 110meV{% and change the direct transition to indirect while maintaining the
magnitude of the optical response.
Afterwards we analyze the rich phenomenology of plasmonic excitations in MoS2
in various doping scenarios in section 4.5. To this end, we calculate the many-body
polarization, the dielectric response function and electron-energy-loss spectra utilizing
once again the low-energy Hubbard model. A plethora of plasmon bands are observed,
originating from scattering processes within and between the conduction or valence
band valleys. We discuss the resulting square-root and linear collective modes, arising
from long-range and short-range screening of the Coulomb potential. In more detail, we
show that the multi-orbital nature of the electronic bands and the spin-orbit coupling
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strongly aﬀects inter-valley scattering processes by gapping certain two-particle modes
at large momentum transfers.
Finally, we propose to create lateral heterojunctions in two-dimensional materials
based on non-local manipulations of the Coulomb interaction using structured dielec-
tric environments. By means of ab initio calculations for MoS2 as well as generic
semiconductor models, we show in section 4.6 that the Coulomb-interaction-induced
self-energy corrections in real space are suﬃciently non-local to be manipulated exter-
nally, but still local enough to induce spatially sharp interfaces within a single homo-
geneous monolayer to form heterojunctions. Thereby, we ﬁnd a type-II heterojunction
band scheme promoted by a laterally structured dielectric environment, which exhibits
a sharp band-gap crossover within less then 5 unit cells.
4.1. Ground-State Properties
In the following we will shortly discuss the most important properties of molybdenum
disulﬁde which are needed to understand the results in the subsequent sections. We
will focus on the lattice structure and the resulting electronic, phononic and optical
properties of a MoS2 monolayer in its ground state, i.e. in its neutral (without any
electron or hole doping) and unstrained state. For further details see Refs. [221, 225,
223].
4.1.1. Lattice Structure
As a member of the transition metal dichalcogenides (TMDCs) the formal unit cell
of MoS2 consists of a transition metal (M) and two chalcogen (X) atoms. Next to
MoS2 there are additional TMDCs based on transition metals from group IV, V and
VI in combination with the chalcogen atoms S, Se or Te. All of these TMDCs form
monolayers which consist of three sublayer with a transition metal layer in the middle
and two outer chalcogen planes. In the hexagonal phase (see right panel of Fig. 4.1)
the monolayer forms a honeycomb lattice (top view) with the M atom on sub-lattice
A and the X atoms on the sub-lattice B (but separated in z-direction, see left panels
of Fig. 4.1). In the tetragonal phase the three atoms occupy diﬀerent sub-lattices
resulting in structures like shown in the right panel of Fig. 4.1. In the following we
will focus on the hexagonal phase in which the monolayer is described by the hexagonal
Bravais lattice using the translation vectors
a1 “ a0
¨
˝10
0
˛
‚ , a2 “ a0
2
¨
˝´1?3
0
˛
‚ and a3 “ c
¨
˝00
1
˛
‚, (4.1)
where a0 is the lattice constant which corresponds to the distance between neighbour-
ing M atoms and c is the super-cell height. This is a slightly diﬀerent deﬁnition in
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1T
tetragon
Figure 4.1.:
Schematic side views of diﬀerent stackings (2H, 3R and 1T) of MX2 layer in the corresponding
bulk phases from Ref. [221] and top views of the hexagonal and tetragonal monolayer from
Ref. [227]. Blue and green spheres mark transition metal atoms (M) while chalcogen atoms
(X) are colored yellow.
Figure 4.2.:
Real-space side and top views of a TMDC monolayer in the 2H phase (left panel) and the
corresponding ﬁrst Brillouin zone (right panel) with all points of high symmetry.
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comparison to the one introduced in section 3.1.1. Here, the angle between the in-plane
real-space lattice vectors is 120˝, while it was 60˝ in section 3.1.1. Correspondingly,
the basis vectors are slightly diﬀerent and are given here by
δM “
¨
˝00
0
˛
‚
a
and δX “ 1
3
¨
˝ 12
˘Xz
˛
‚
a
, (4.2)
whereXz “ 32cz0 with z0 being the z-displacements between the X atoms. The resulting
reciprocal lattice vectors are given by
b1 “ 2π
a0
?
3
¨
˝
?
3
1
0
˛
‚ , b2 “ 2π
a0
?
3
¨
˝02
0
˛
‚ and b3 “ 2π
a0c
¨
˝00
1
˛
‚. (4.3)
Within this basis, the high-symmetry points are given by
K “ 1
3
ˆ
1
1
˙
b
, M “ 1
2
ˆ
1
0
˙
b
and K1 “ 1
3
ˆ
2
´1
˙
b
. (4.4)
Additionally, we will focus on points which lie within the ﬁrst Brillouin zone, namely
Σ “ 1
6
ˆ
1
1
˙
b
and Σ1 “ 1
6
ˆ
2
´1
˙
b
. (4.5)
This hexagonal monolayer belongs to the space group P6m2 and point group D3h and
lacks inversion symmetry. The exact values for the lattice constant a0 and the z-
displacement of the X atoms depend on the material under consideration. However,
these numbers are mainly determined by the type of chalcogen atoms. For instance, the
lattice constants of the molybdenum based materials MoS2 (a0 « 3.16Å) and MoSe2
(a0 « 3.30Å) do not diﬀer much from the tungsten based counter parts WS2 (a0 «
3.16Å) and WSe2 (a0 « 3.29Å) as long as the same chalcogen atoms are considered
[228]. In contrast to the experimental data, DFT based relaxations result in slightly
larger (GGA-PBE) or smaller (LDA) values depending on the type of functional. In
the case of MoS2 DFT relaxations ﬁnd a0 « 3.18Å and z0 « 3.13Å using the PBE
approximation and a0 « 3.12Å and z0 « 3.11Å using the LDA [229]. Therefore, we will
use diﬀerent lattice constants in the following theoretical considerations depending on
the available functional. The z-displacements of the chalcogen atoms will be optimized
by corresponding energy minimizations.
As in the case of graphene, these monolayers can be stacked to Van-der-Waals bonded
bulk crystals in various ways, for instance with a single tetragonal layer (1T) or two
(2H) to three (3R) hexagonal layers per bulk unit cell, as shown in Fig. 4.1.
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Figure 4.3.:
Electronic band structure of monolayer MoS2 in the hexagonal structure obtained from DFT.
In the left panel the line-widths correspond to the molybdenum d orbital weights and in right
panel to sulfur p orbital weights.
4.1.2. Electronic Band Structure
In dependence of the transition metal atom type and the lattice structure TMDCs
show a metallic or semiconducting ground states. In the case of monolayer MoS2 in
its hexagonal form the resulting band structure has a direct band gap of about 2 eV
(in DFT) at the K point, as it can be seen in Fig. 4.3. In more detail, we ﬁnd several
electron and hole valleys in the highest valence band and the lowest conduction band
at Γ, K and Σ. A detailed analysis of the predominant orbital contributions to these
“low energy” states reveals major contributions due to molybdenum d orbitals with
magnetic quantum numbers ml “ 0 (dz2) and ml “ ˘2 (dxy{dx2´y2). In contrast to
theses states, molybdenum ml “ ˘1 (dyz{dxz) orbitals are not symmetric with respect
to the basal plane and are thus completely decoupled and clearly separated from the
former. Next to molybdenum d orbitals, there is some sulfur p weight mostly within
the lowest conduction bands around Γ reaching slightly into the Σ valley, as shown
in the right panel of Fig. 4.3. These contributions arise essentially from the sulfur
px and py orbitals, while the pz states have a vanishing role around the band gap
separating the valence and conduction bands. Indeed, a close look at the low energy
states reveals strong hybridization within the molybdenum ml “ t0,˘2u block which
is responsible for the band-gap opening in MoS2 monolayers [230, 231]. Furthermore,
this hybridization leads to strong character variations within the low energy bands
yielding a predominant dz2 weight at Γ in the highest valence band and at K and K 1
in the lowest conduction band.
Next to orbital degrees of freedom the spin plays an important role in TMDCs
as well due to signiﬁcant spin-orbit interactions within the involved transition metals.
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Although this interaction has a strong eﬀect to the band structure, the z-component of
the spin approximately remains a good quantum number due to the horizontal mirror
symmetry. Therefore, t|Òy , |Óyu might be seen as an adequate extension to the basis
in order to consider the spin degree of freedom. These properties in combination with
the absence of inversion symmetry leads to strong spin-orbit splittings in monolayer
TMDCs around the K{K 1 points [232, 233]. In the case of MoS2 the highest valence
band is split up by approx. 150meV at the K{K 1 point, while the corresponding
splitting in the lowest conduction band is only on the order of 5meV [232, 234]. As
long as there are no magnetic ﬁelds, time-reversal symmetry is preserved leading to
the fundamental symmetry
εÒpkq “ εÓp´kq, (4.6)
which ensures, that the spin components of each band at K and K 1 as well as at Σ
and Σ1 are exactly exchanged.
Finally, we shortly address the absolute value of the direct band gap at the K{K 1
point. As discussed in section 2.3 the fundamental band gap is regularly under-
estimated in DFT calculations, which results from the local density approximation
(or GGA) used to deﬁne the Kohn-Sham single-particle system and the neglect of
Coulomb-interaction-induced correlation eﬀects. Since the screening is in two dimen-
sions strongly decreased, the Coulomb interaction is here in general enhanced and
long ranged, which a posteriori explains its outstanding role in systems with reduced
dimensionality. Hence, the neglect of these interaction eﬀects is a crucial approxi-
mation which has to be overcome in order to reliably predict excitation properties
such as the band gap. To this end, the GW approximation, as introduced in section
2.3.4, is frequently used in its G0W0 form. In MoS2 the long range character of the
Coulomb interaction as introduced within the G0W0 treatment enhances the hybridiza-
tion within the ml “ t0,˘2u block which results in an enhancement of the band gap,
as described and explained in more detail in section 4.6.1. However, it is by far not a
simple task to properly converge these calculations. On the one side, there are various
calculation parameters (like the k-point sampling or energy cut-oﬀs) which have to be
carefully converged, as shown in more detail in section A.3.1. On the other side, there
is a physical problem: Within the GW calculations the MoS2 sheet is embedded in a
three-dimensional unit cell with an eﬀective vacuum distance hvac separating adjacent
sheets. Due to this repeated slab setup artiﬁcial screening eﬀects of the Coulomb inter-
actions arise from adjacent slabs which decreases the band gap, as already addressed
in section 3.3. To overcome this problem there are basically three options: (i) We can
make use of the WFCE approach as introduced in section 3.3 in order to correct the
long-range screening properties of the involved Coulomb interaction according to the
macroscopic screening properties of the layered material. (ii) Appropriate truncation
schemes can be applied to the Coulomb interaction in z-direction to suppress the arti-
ﬁcial inter-slab interaction [235, 236, 197]. (iii) We can extrapolate the band gap as it
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Figure 4.4.:
Phononic band structure and density of states, Eliashberg function and representations of
the Raman (R) and infrared (IR) active optical phonon modes at Γ. The latter is taken from
Ref. [254].
would be obtained for inﬁnitely separated slabs from several calculations using diﬀer-
ent vacuum distances [237, 197]. The second and third approaches have already been
applied to MoS2 monolayers and yielded direct band gaps of about 2.8 eV [197, 194]
to 3.0 eV [237]. Thus, the proper treatment of the Coulomb interaction increases the
fundamental band gap in MoS2 monolayers by about 1 eV, which is a huge eﬀect.
Moreover, this strong dependence of the band gap to the Coulomb interaction ex-
plains its dependence on its dielectric surrounding: In atomically thin layers, the
Coulomb interaction can be drastically manipulated by external screening as shown
in section 3.3.4 or in Refs. [199, 238, 239, 240, 241, 242, 243, 244, 245], allowing to
control the band gap by the dielectric environment, which will be discussed in section
4.6.
Next to screening eﬀects there might be mechanical strain or stress [246, 247, 248],
applied electric or magnetic ﬁelds [249, 250], stacking [251] or electron or hole doping
[252, 253, 250] as outer tuning knobs which are able to control the value of the direct
band gap at K{K 1 and which can even lead to an indirect band gap due to the lowering
of the Σ valley.
4.1.3. Phononic Band Structure
In Fig. 4.4 the phononic band structure and density of states, the corresponding Eliash-
berg function as well as representations of the optical modes in their long-wavelength
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limits are shown. Due to the three-atomic basis MoS2 monolayers have nine distinct
phonon modes: three acoustic and six optical branches which are, in the case of MoS2,
separated by a clear gap of about 10meV. The acoustic branches can be divided into
in- and out-of-plane modes. The former correspond to transversal (TA) and longitu-
dinal (LA) modes which have a linear dispersion in the vicinity of the Γ point while
the LA mode is higher in energy. The out-of-plane (ZA) mode shows a quadratic dis-
persion in the near of Γ at decreased energies. These ﬂexural modes arise solely in
layered materials and result from the bending rigidity of the two-dimensional mem-
brane [255, 256, 170]. At the Brillouin-zone boundary (i.e. between K and M) all
acoustic modes become rather ﬂat with phonon energies in the range of 20 to 30meV.
While the acoustic modes are deﬁned by in-phase oscillations of all atoms within
the unit cell, the optical modes arise due to counter-phase oscillations. These can
be separated into counter-phase motions solely between the sulfur atoms while the
molybdenum atoms are in rest (non-polar and homopolar) and counter-phase oscilla-
tions between the sulfur and the molybdenum atoms (polar), as shown for the long-
wavelength limits in the very right panel of Fig. 4.4. These modes have diﬀerent
symmetries labeled by E2, E 1, A11 and A
2
2 (ordered from low to high energies) with E
1
and E2 being degenerated twice at Γ. In more detail, the E modes can be separated
into longitudinal (LOi) and transversal (TOi) branches which are normally split up
in polar materials (LO-TO splitting [257, 135]). This splitting arises due to coupling
of the lattice with the phonon-mode induced macroscopic electric ﬁelds, which eﬀects
the LO modes and thus breaks the degeneracy. However, for bulk MoS2 this eﬀect is
known to be very small (on the order of 0.5meV) and it will be even smaller in the
monolayer [258, 259, 254] and is therefore neglected here.
In order to study phononic properties from an experimental point of view it is
important to know which optical modes are infrared and/or Raman active. Here, we
see that all polar modes (E2 and A22) induce dipole moments due to relative motions of
the sulfur and molybdenum atoms which results in a non-vanishing infrared sensitivity.
Raman activity arises as soon as dipole moments due to deformations of the electron
shells are introduced by the incident light. This is the case for the E2, E 1 and A11
modes.
The corresponding phononic density of states shows maxima in all regions in which
the phononic bands ﬂatten, resulting in rather large contributions due to the clearly
separated optical modes. As described in section 2.4.5, the Eliashberg function α2F pωq
incorporates the electron-phonon coupling and thus renders those parts of the phononic
spectra which strongly interact with the electronic system. It is interesting to see that
the non-polar modes (E2) do not contribute at all to the Eliashberg function [260].
Regarding the acoustic modes, we ﬁnd signiﬁcant contributions to α2F pωq due to the
rather ﬂat areas of the LA and TA modes. For the ﬂexural modes (ZA) it is known
that these couple much less to the electrons [261] which will become more deﬁnite in
section 4.3.2, where we study the inﬂuence of electron doping to the phononic band
structure and the electron-phonon coupling.
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(a) (b)
Figure 4.5.:
(a) Theoretical and (b) experimental absorption spectra of MoS2 monolayers from Ref. [194,
262] and [193], respectively. The theoretical data is given for BSE (green) and RPA (red)
calculations.
4.1.4. Optical Properties
In Fig. 4.5 theoretical [194, 262] and experimental [193] absorption spectra for MoS2
monolayers are shown. Within the experimental data two distinct sharp peaks around
2 eV and a broad peak around 2.7 eV arise. The theoretical data is given for RPA
(red) and BSE1 (green) calculations. The RPA data is gained from the evaluation
of the dielectric function on the basis of GW -renormalized electronic bands and does
not include any many-body eﬀects beyond the GW approximation. Therefore, the
absorption edge around 2.7 eV in the RPA data originates from continuous inter-band
absorption processes between the highest valence and the lowest conduction band and
thus measures the quasiparticle band gap. The absence of the peaks around 2 eV in
the RPA data is a clear hint that they arise due to excitonic absorption processes.
And indeed, by considering two-particle processes via solutions of the Bethe-Salpeter
equation based on GW input these absorption peaks are derived, as it can be seen in
Fig. 4.5 (a) and as it is discussed in Refs. [263, 194, 197]. As discussed in more detail
in section 4.4.1, these peaks (labeled as A and B) originate from bound electron-hole
pairs from the K{K 1 valleys. The separation of these peaks results from the spin-orbit
splitting of the upmost valence bands (see section 4.2 and section 4.4 for more details).
Next to the A and B peaks, additional resonances labeled by A1, B1 and A2 can be
found in the calculated absorption spectra corresponding to excited states of the K
and K 1-valley excitons. Around 2.7 eV another bound excitonic state (C) is indicated
which will also be discussed in more detail in section 4.4.1. Like in the RPA data, a
more or less continuous absorption is found in the BSE data above the quasiparticle
band gap.
By subtracting the excitation energy of a given exciton from the quasiparticle band
gap the exciton binding energy Eb can be derived, as indicated for the A exciton in
1See footnote 2 on page 77.
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Fig. 4.5 (a) resulting in the binding energy EAb . Here, these binding energies are on
the order of several hundred meV which is an order of magnitude larger than what is
known for conventional bulk materials [264]. This strong enhancement is, once again,
explained by the reduced screening in two-dimensional materials [193, 194, 197, 265,
243]: The electron-hole binding (which deﬁnes the exciton) arises due to the Coulomb
interaction. A decreased screening yields an increased Coulomb interaction and thus
strongly increased exciton binding energies. Hence, the Coulomb interaction plays an
essential role to describe optical properties of these low-dimensional materials.
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4.2. Minimal Generalized Hubbard Model
The minimal many-body model presented in the following section has been derived by
myself and has been published in Nano Lett. 14, 3743 (2014), where it was used to study
optical properties of MoS2 monolayers. Furthermore, the model serves as the basis for
the investigation of plasmonic intra- and inter-valley excitations in this material as
discussed in section 4.5 and was used in a corresponding work which has been published
in Phys. Rev. B 93, 205145 (2016). The reader will ﬁnd a considerable overlap
between the following text including its appendix in section A.3 and the corresponding
paragraphs of the article Nano Lett. 14, 3743 (2014).
In the following section we aim to derive simpliﬁed yet accurate descriptions of
the renormalized band structure and the screened Coulomb matrix elements of MoS2
monolayers in order to gain the possibility to evaluate these elements on-demand with-
out the need of redoing any kind of ab initio calculations. These descriptions will serve
as the basis for further many-body treatments of MoS2 under the inﬂuence of charge
doping or optical excitations. Hence, we separate the renormalizations into those which
arise due to the intrinsic correlations in the ground state of MoS2 and those which
arise due to additional doping or other excitations schemes. In principle, this must
not be done and full many-body ab initio calculation for the excited systems might
be performed. However, the corresponding computational demand would not allow
for systematic studies or fully converged results. Furthermore, in many situations full
calculations are unnecessary since certain renormalization eﬀects aﬀect solely states in
a small energy range. Hence, our goal here is in fact to derive easy-to-handle descrip-
tions of the low energy band structure and corresponding Coulomb matrix elements.
This low energy part involves in the case of MoS2 the upmost valence band and the two
lowest conduction bands of ml “ t0,˘2u character. Thereby, we will be able to con-
sider hole and/or electron doping eﬀects within sophisticated many-body treatments
in the following.
Within theminimal basis we will derive an easy-to-handle tight-binding Hamiltonian
Hαβpkq to describe the GW renormalized band structure at arbitrary k-points in the
Brillouin zone. Additionally, we will set up simple ﬁt formulas to describe the bare
vαβpqq as well as the RPA screenedWαβpqq density-density Coulomb-interaction matrix
elements. Altogether, these elements might be seen as a generalized multi-orbital
Hubbard model. However, this formulation is slightly misleading, since the “true”
Hubbard model would include unrenormalized ingredients only.
4.2.1. Three-Band Tight-Binding Model
A central element of our approach is the tight-binding (TB) Hamiltonian Hαβpkq,
which is obtained on the foundation of G0W0 calculations (see section A.3.1 for all
computational details). As explained in section 3.3, GW calculations based on the
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repeated-slab method suﬀer from artiﬁcially introduced screening which results here in
reduced band gaps. Thus, in order to model a free standing MoS2 layer within the GW
approach we have to apply a corresponding correction. To this end, we extrapolate the
G0W0 band gaps ∆Kphvacq (at the K point), which are obtained for several vacuum
distances hvac (here varying between 25 and 55Å), according to
∆Kphvacq “ ∆Kp8q ` b
hvac
, (4.7)
where b is the slope of the linear extrapolation and ∆Kp8q is free-standing limit. From
∆Kp8q and the band gap from the actual TB model we can derive the corresponding
correction (sometimes called “scissor operator”) which is applied to all conduction
bands to gain the extrapolated dispersion. The result of such a correction is shown in
Fig. 4.6 (a) in form of a Wannier-interpolated G0W0 band structure for a free-standing
unstrained (a0 “ 3.18Å) MoS2 monolayer. Here, we show the full dispersion in black
which includes all molybdenum and sulfur contributions. Using the extrapolation
we ﬁnd a direct band gap of 2.72 eV at the K-point in agreement with data from
Ref. [197]. The three highlighted (red) bands correspond to a Wannier construction
based on projections of the three low-energy bands of interest (the highest valence
and the two lowest conduction bands) onto the Mo-dz2, -dxy and -dx2´y2 orbitals. As
mentioned before, these states have predominately molybdenum d (ml “ t0,˘2u)
orbital character and obviously serve as an excellent basis, as it can be seen in the
resulting Wannier interpolated band structure (red) in Fig. 4.6 (a). In more detail,
we use the Wannier90 code [69] and apply an inner window which ﬁxes the energies
of the complete highest valence band and the energies of the K{K 1 and Σ valleys
of the conduction band. Instead of performing a maximal localization, we stay with
ﬁrst guess (but disentangled) projections. Thereby the formally neglected states (most
importantly sulfur p orbitals) are indirectly accounted for and dominant orbital features
(e.g. dz2 weights at K{K 1 and Γ) are maintained. This is important for a proper a
posteriori inclusion of the spin-orbit coupling as described in the following paragraph.
Spin-Orbit Coupling
We treat the spin-orbit coupling (SOC) by considering a Russell-Saunders interaction
with a k-dependent coupling parameter that is chosen to match the SOC induced split-
tings at valence- and conduction-band symmetry points to that of a GGA calculation.
The TB Hamiltonian then becomes Hαβpkq “ Hαβpkq b I `HSOCpkq [234], where I is
the 2ˆ 2 unity matrix and
HSOCpkq “ λpkq L ¨ S “ λpkq
2
ˆ
Lz 0
0 ´Lz
˙
(4.8)
119
4. Molybdenum Disulfide Monolayers
ΓΓ ΣKM
´2
0
2
4
E
´
E
f
(e
V
)
(a) G0W0 band structure without SOC
ΓΓ ΣKM
0
1
2
3
4
E
´
E
f
(e
V
)
(b) DFT band structure with SOC
Figure 4.6.:
Band structures as obtained from (a) vacuum extrapolated G0W0 calculations without spin-
orbit coupling and (b) DFT (GGA) calculations with spin-orbit coupling. The highlighted
bands enter the minimal three-band TB model. While the DFT calculations in (b) takes the
spin-orbit coupling on an ab initio level into account the tight-binding description utilizes
the eﬀective spin-orbit coupling as described in the text.
with
Lz “
¨
˝0 0 00 0 2i
0 ´2i 0
˛
‚. (4.9)
λpkq is taken to be a function of k to account for the variation in sulfur p orbital
admixture to the eﬀective three-band model throughout the Brillouin zone reducing
the spin-orbit coupling strength. We ﬁnd that
λpkq “ λ0 ¨ e ¨
ˆ
1´ |k||K|
˙2
¨ e´p1´ |k||K|q
2
(4.10)
with λ0 “ 73meV reproduces the spin-orbit splittings of the DFT (GGA) band struc-
ture reasonably well, as can be seen in Fig. 4.6 (b). Here we show the ab initio (GGA)
band structure (black) in comparison to the modeled band structure (red) as obtained
from diagonalization of a three-band (Wannier based) tight-binding model which is
augmented by the Russell-Saunders spin-orbit coupling as described above.
4.2.2. Coulomb-Interaction Model
The second important ingredient to our material-realistic model are Coulomb matrix
elements. We suggest a simple yet accurate method to obtain density-density matrix
elements that can be used in various TB-based calculations. For each orbital combi-
nation, we provide a ﬁt formula for the bare Coulomb matrix element,
vαββαpqq “ vαβpqq “ e
2
2ε0A
1
qp1` γαβqq , (4.11)
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Figure 4.7.:
Orbitally resolved bare (v) and screened (W ) Coulomb matrix elements for freestanding,
unstrained MoS2 and various orbital combinations (from left to right and top to bottom:
dz2 , dxy, dx2´y2). The insets show the corresponding dielectric functions. Dots represent the
original ab initio values while solid lines correspond to the ﬁts according to Eqs. (4.11–4.13).
where e is the elementary charge, A is the area of the two-dimensional unit cell, and
γ is a parameter that appears in a form factor to capture the eﬀective height of the
MoS2 layer aﬀecting short wave lengths. The RPA screened Coulomb matrix elements
Wαβpqq “ vαβpqq
εαβpqq (4.12)
require knowledge of the eﬀective two-dimensional dielectric function εαβpqq. Although
we could in principle apply the WFCE algorithm described in section 3.3 (using a full
RPA screening) to derive the dielectric function of the MoS2 monolayer from its three-
dimensional bulk host system, we avoid it here. Instead we aim to derive simpliﬁed
analytic model descriptions of all matrix elements on their own, that is the bare as
well as the corresponding screened interaction matrix elements. Therefore, Eq. (4.12)
is not to be understood as a matrix product but rather as an element-wise ﬁt of
the complete density-density screened Coulomb-interaction matrix. For each of the
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orbitals d (Å) ǫ8 γ (Å)
dz2 dz2 11.70 7.16 1.99
dz2 dxy 4.56 14.03 2.42
dz2 dx2´y2 4.60 13.97 2.40
dxy dxy 12.88 6.88 2.32
dxy dx2´y2 7.13 9.90 2.46
dx2´y2 dx2´y2 12.73 6.92 2.27
Table 4.1.:
Parametrization of the orbitally-resolved screened Coulomb matrix elements for freestanding,
unstrained MoS2.
involved dielectric functions εαβpqq we choose an Ansatz corresponding to the eﬀective
dielectric function from Eq. (3.16). Here, we set the surrounding dielectric constants
ε2 and ε3 to 1 and approximate the non-local intra-layer dielectric function ε1pq‖q “ ε8
from Eq. (3.16) as a simple constant which results in
ǫ´1αβpqq “
1
ǫ8αβ
ǫ8αβ ` 1` pǫ8αβ ´ 1qe´qdαβ
ǫ8αβ ` 1´ pǫ8αβ ´ 1qe´qdαβ
. (4.13)
The three parameters d, ε8 and γ are determined for every orbital combination tαβu
by ﬁtting ab initio calculations, which are performed as outlined in section 3.3.1 and
described in more detail in section A.3.2. In this way we obtain a simple parametriza-
tion of the screened Coulomb interaction that interpolates the ab initio data very well,
as can be seen in Fig. 4.7. While the ﬁts for the dielectric functions (insets) can de-
viate from the numerical values, the electrostatic description of the screened Coulomb
matrix elements in terms of Eqs. (4.11)–(4.13) are extremely accurate. The resulting
orbital-resolved parameters are provided in Tab. 4.1.
Influence of a Dielectric Environment
A particular advantage of the Coulomb-interaction model presented in the previous
section is that it is comparatively easy to include screening eﬀects due to homogeneous
dielectric environments. This is, for instance, necessary to describe the Coulomb in-
teraction in MoS2 monolayers in realistic situations in which the layer is placed on top
of a substrate or encapsulated by a sub- and a superstrate. In an approximate fashion
this can be modeled by using the full dielectric function from Eq. (3.16) instead of the
description in Eq. (4.13). Thereby, the dielectric constants ε2 and ε3 are re-introduced
and describe the dielectric constants of the material above and below the layer. How-
ever, thereby one assumes that the macroscopic external screening eﬀects act in the
same way on each element of the screened Coulomb-interaction matrix. Since this is
not justiﬁed in general, one should use the WFCE method from section 3.3. To this
end, we need to deﬁne a proper screening matrix (note, values deﬁned in Eq. (4.13) do
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not correspond to matrix elements of this matrix). Therefore we apply the symmetric
deﬁnition [equivalent to the one used in Eq. (3.30)]
εpqq “ v1{2pqqW´1pqqv1{2pqq (4.14)
using the matrices deﬁned in Eq. (4.11) and Eq. (4.12). Now, the leading or macro-
scopic eigenvalue εmpqq can be deﬁned by
εmpqq “ xv1pqq | εpqq | v1pqqy . (4.15)
Here, we have to use the eigenfunction |v1pqqy which corresponds to the leading eigen-
value v1pqq of the bare interaction matrix vpqq. Following the WFCE concept, we
know that all macroscopic screening properties are rendered by this function. Corre-
spondingly, additional macroscopic screening eﬀects due to the environment have to
be included to this part of the screening matrix which can be achieved by substituting
εmpqq by εε1{ε2m pqq deﬁned by Eq. (3.16). The full dielectric screening matrix thus
becomes
εε1{ε2pqq “ εpqq ` “εε1{ε2m pqq ´ εmpqq‰ |v1pqqy xv1pqq| (4.16)
and the screened Coulomb matrix which includes environmental screening eﬀects is
given by
W ε1{ε2pqq “ v1{2pqq “εε1{ε2pqq‰´1 v1{2pqq. (4.17)
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4.3. Many-Body Instabilities Under Electron Doping
The results presented in this section have been gained in collaboration with S. Haas
and have been published in Phys. Rev. B 90, 245105 (2014). I was responsible for
all calculations and for the manuscript preparation. Most of the following text and its
appendix in section A.4 originate from the original article.
The lack of screening in two-dimensional materials in combination with van-Hove
singularities can lead to strong enhancements of scales in transition metal dichalco-
genide monolayers and result in competing instabilities, such as superconductivity (SC)
and charge-density-wave (CDW) phases [266, 221]. For example, based on Eliash-
berg theory it has been argued that by doping the structurally related graphene up
to its van-Hove singularity, the eﬀective electron-phonon coupling can be greatly en-
hanced, leading to superconducting transition temperatures potentially as high as 30K
[267, 160]. Thereby, the quasi-two-dimensional structure of these compounds allows
for a high degree of control via tuning knobs such as pressure, strain, doping and ad-
sorbates, but it also makes these materials more vulnerable to the eﬀects of impurity
disorder.
The generic phase diagram of the metallic transition metal dichalcogenides features
a CDW regime at and close to half-ﬁlling, which is suppressed by a competing SC
instability upon hole doping or exerting external pressure [268, 269]. For example,
pristine 1T-TiSe2 undergoes a CDW phase transition at approximately 200K [270].
Upon hole doping via Cu intercalation [271] or application of pressure [272] this phase is
suppressed and replaced by competing SC order with transition temperatures „ 2´5K,
leading to a phase diagram topology akin to the high-Tc cuprates, with CDW taking the
place of the antiferromagnetic insulator regime in the cuprates, as depicted in Fig. 4.8.
This succession of phases can be modeled by combining ﬁrst-principle calculations with
Eliashberg theory, based on a phonon-mediated pairing mechanism [273]. Furthermore,
since these materials are quasi-two-dimensional, it can be expected that other low-
energy modes, such as plasmons, are present and may contribute to the formation of
the SC condensate [269, 274].
Here, we focus on the phase diagram of electron-doped transition metal dichalco-
genides. Since these materials do not show an electron/hole symmetry it is a priori
not known which phases will arise and how they compete with each other. Indeed, we
ﬁnd a diﬀerent topology in the electron-doped regime, thus leading to an interesting
set of predictions that can be experimentally tested. Without loss of generality, we
focus on the much studied compound MoS2 because there already is a wealth of data
available which allows to scrutinize our approach.
Electron doping of thin-ﬂake MoS2 has recently been achieved by means of combined
liquid/solid high-capacitance gates, leading to eﬀective 2D carrier densities of up to
n2D « 1.5ˆ 1014 cm´2. Such doping by ﬁeld-eﬀect gates allows to access larger carrier
concentrations compared to chemical substitution, without substantially deforming the
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Figure 4.8.:
Phase diagrams of (a) doped cuprates and (b) TiSe2 under pressure or hole doping due
to Cu intercalation from Refs. [277] and [272] , respectively. While the cuprates undergo
a phase transition from an insulating antiferromagnetic state to superconductivity under
doping, TiSe2 starts in a charge-density-wave phase before entering the superconducting state
under both, pressure or doping.
lattice [252]. A ﬁeld-doping-induced superconducting dome was found with onset at
n2D “ 6.8 ˆ 1013 cm´2 and peak with maximum Tc “ 10.8K at n2D “ 1.2 ˆ 1014
cm´2 [252, 275]. Using density functional theory calculations, it has been shown that
this superconducting dome is consistent with electron-phonon coupling that is doping
dependent due to the change of Fermi surface topology when negative charge carriers
are introduced [253].
Here, we push this analysis further and deliver a quantitative description of the
superconducting dome and identify a competing CDW phase which occurs at higher
doping concentrations. Although this kind of competition is known in the hole-doped
regime, it is interesting that the CDW phase exists in the electron-doped regime as well.
In this case the Fermi surface topology is totally diﬀerent and thus the behaviour of the
newly found CDW phase is diﬀerent from the corresponding phase in the hole-doped
case: Electron-doped MoS2 remains metallic after CDW formation. While it may turn
out to be diﬃcult to achieve such high doping concentrations in MoS2 experimentally
by back gating [252], this prediction is a generic feature, and thus should hold for other
electron-doped dichalcogenides as well. Example systems for observing the CDW phase
predicted here include chemically doped MoS2, as e.g. realized by alkali deposition or
intercalation [276].
4.3.1. Methods
We apply density functional theory and density functional perturbation theory to cal-
culate electronic and phononic band structures as well as electron-phonon coupling
matrix elements (see section A.4 for computational details). To simulate electron dop-
ing an additional (fractional) amount of electrons along with a compensating jellium
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background is introduced. The electron doping will be given either in electrons per
primitive MoS2 unit cell x or in electrons per cm2 n2D “ x{A, where A is the area of
the unit cell. Due to the periodic slab arrangement within our three-dimensional unit
cell artiﬁcial inter-layer states will arise which energetic positions are sensitive to the
vacuum distance and the additional positive background charges. Therefore care is
taken that no inter-layer states are introduced in the low energy band structure close
to the Fermi level.
The superconducting transition temperatures are obtained using the Allen-Dynes
approximation as introduced in section 2.4.5. To this end we evaluate next to the
electronic and phononic band structures the phononic density of sates [PDOS or F pωq],
the eﬀective electron-phonon coupling (λ) and the Eliashberg function [α2F pwq] in
dependence of the electronic doping concentration.
The newly found emerging CDW at higher electron concentrations is identiﬁed by
(i) the occurrence of an unstable phonon mode, (ii) by spontaneous deformation of the
honeycomb lattice, as well as (iii) by comparison of energies of the deformed lattice with
the unperturbed lattice. For these calculations two diﬀerent unit cells are used. To
calculate the phonon dispersion as well as the corresponding electron-phonon coupling
matrix elements we use a primitive 1 ˆ 1 unit cell of MoS2. Since these calculations
will predict an unstable phonon mode at Brillouin zone M points [see Fig. 4.9 (b)],
we perform relaxations of a 2ˆ 1 super-cell, which is commensurate with the resulting
CDW and which can host the corresponding lattice deformations. The CDW formation
energy discussed below is deﬁned by
△ECDW “ E2ˆ1 ´ E
CDW
2ˆ1
2
, (4.18)
where E2ˆ1 is the total energy of the relaxed 2 ˆ 1 unit cell preserving the 1 ˆ 1
symmetries (i.e. just doubling of a 1 ˆ 1 primitive cell with relaxed S atoms) and
ECDW2ˆ1 is the corresponding energy of the fully relaxed 2 ˆ 1 unit cell which is able to
incorporate the CDW.
4.3.2. Superconductivity and Charge-Density Waves
We start with a short discussion on the eﬀects of electron doping to the electronic
band structure as shown in Fig. 4.9 (a). Here, the doping levels correspond to the
metallic regime (blue, only the K valleys are occupied), the SC phase (green, K and
Σ are occupied), and the CDW phase (red, K and Σ are occupied). As demonstrated
in section 4.1.2, the low energy states of the conduction band in MoS2 are dominated
by two prominent valleys at K and Σ which are successively occupied upon electron
doping. With increasing charge concentration the Σ valley moves towards lower ener-
gies, whereas the K valley is less aﬀected [see inset of Fig. 4.9 (a)] [253] which results
in an decreasing energetic oﬀset between the minima of these valleys within DFT. Due
to the arbitrary alignment at the valence band maximum in Fig. 4.9 (a) no relative
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Figure 4.9.:
(a) Electronic and (b) acoustic part of the phononic band structures of MoS2 monolayers for
diﬀerent doping levels (blue: x “ 0.025, green: x “ 0.100, red: x “ 0.150). The electronic
band structures are aligned at the valence band maxima at K and the corresponding Fermi
energies are indicated by dashed lines. The inset shows a the K and Σ valleys in more detail
(aligned at the Fermi energies) to highlight their relative shifts upon doping. The phononic
band structure is complemented by several doping levels in between the range of x “ 0 to
x “ 0.15 (grey).
shifts can be seen here. Nevertheless, at Γ in the valence band we see comparable
renormalizations as at Σ in the conduction band. Within the doping range shown in
Fig. 4.9 (a) the band gap at K stays direct and is only slightly increased (less than
30meV) upon doping. The resulting instabilities are discussed in more detail in the
following sections.
Metallic and Superconducting Phase
Here we focus on the acoustic parts of the phonon dispersions of MoS2 since we will see
in the following that the optical branches do not considerably contribute to the SC and
CDW formation. Accordingly, we show in Fig. 4.9 (b) the acoustic branches for the
same electron concentrations as before. We ﬁnd that upon doping the acoustic in-plane
(LA and TA) branches at M , K and somewhere between K and Σ soften [253]. These
softening eﬀects are well known in metallic systems and trace back to Kohn anomalies
[278, 27] which arise due to eﬃcient electron-phonon coupling between electronic states
on the Fermi surface as we will discuss in more detail below. The parabolic out-of-
plane phonons are odd under mirror transformation with respect to the Mo plane and
do not couple the conduction band minima at K and Σ [261]. There is thus no Kohn
anomaly (or related phenomena) leading to softening of these phonons upon electron
doping.
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Figure 4.10.:
(a) Phonon density of states and (b) Eliashberg functions of MoS2 in the SC phase for
diﬀerent doping levels. The inset in (b) shows the evolution of λpxq and ωlogpxq (using a
Gaussian smearing of δ “ 0.005Ry) in dependence of the electron doping x.
As we will see below, the softened regions of the acoustic branches dominate the
formation of the SC condensate, with ωtyp « 2πkBTc « 5meV. At a critical electron
concentration xc „ 0.14 one of the acoustic modes develops an instability at the M
point indicated by imaginary frequencies [see red curve in Fig. 4.9 (b)]. This instability
arises due to the onset of a CDW regime as it is for instance known for TiSe2 [273].
However, while the CDW regime in TiSe2 already occurs in its pristine state and is
suppressed by pressure or hole-doping giving way to SC [272], the sequence of phases
we observe in MoS2 is reversed.
Let us now turn our focus towards the SC regime at intermediate doping levels.
To this end we examine the lattice dynamics encoded in the phonon density of states
and the Eliashberg functions for diﬀerent electron concentrations as shown in Fig.
4.10 (a) and (b). Overall, we ﬁnd no pronounced changes in the phonon density of
states apart from a small reduction of all phonon energies upon electron doping. The
Eliashberg functions, as shown in Fig. 4.10 (b), weight the phonon DOS with the
electron-phonon coupling matrix elements. Thus, we are able to track those parts
of the phonon spectrum which contribute most to the SC condensate. Here, we ﬁnd
that although the high-energy optical modes („ 35 ´ 50meV) lead to the strongest
peaks in the phonon density of states, they do not contribute signiﬁcantly to the SC
phase, as it can be seen in the relative weights of the optical and acoustic branches
in the Eliashberg functions. The SC response is rather dominated by the acoustic
phonon branches around the M and K points. As these modes soften upon electron
doping leading to increasing electron-phonon matrix elements (see discussion below),
the evolution of the Eliashberg function displays raising peaks within the acoustic
branches. The strongest integrated weight is found for a doping concentration of
x “ 0.125. However, this concentration does not correspond to the maximum of Tcpxq
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Temperature-doping phase diagram of
MoS2. Circles belong to the left axis
(K) and squares to the right (˝). Green
lines are obtained from ﬁrst-principles
calculations combined with Eliashberg
theory and show the SC critical temper-
ature for diﬀerent Coulomb pseudopo-
tentials (using a Gaussian smearing of
δ “ 0.005Ry). Black circles are ex-
perimental data from Ref. [252]. Also
shown is the lattice distortion angle α
(red squares) and the energy gain upon
CDW formation ∆ECDW in K (blue cir-
cles) .
since the interplay of the eﬀective coupling λpxq and ωlogpxq [as deﬁned in Eqs. (2.225)
and (2.226), respectively] has to be considered. As it can be seen in the inset of Fig.
4.10 (b) ωlogpxq decreases, while λpxq increases with increasing doping. An optimal
proportion is reached at x « 0.11 leading to a maximum of Tc.
Thus, the combined evolution of λpxq and ωlogpxq is one reason for the dome-shaped
dependence of the SC transition temperature on the electron-doping concentration,
which can be seen in Fig. 4.11. Here, we show experimental data of Ref. [252] along
with results of our numerical simulation for diﬀerent Coulomb pseudopotentials µ˚.
Besides the coincidence in the position of the maximum in Tcpxq at x « 0.11 (n2D “
1.2 ˆ 1014 cm´2), we also note that the computed and experimental SC transition
temperatures are of the same order of magnitude. This is remarkable, since the Allen-
Dynes formula is a rather crude approximation to the Eliashberg theory, which does not
account for pair-breaking eﬀects, such as impurities, incorporates Coulomb interactions
only statically as µ˚ and neglects enhanced phase ﬂuctuations in 2D. It is therefore
expected to overestimate Tcpxq.
Another important reason for the dome-shaped dependency of the SC transition
temperature is due to the outstanding role of the occupation of the Σ valley in combi-
nation with speciﬁc eﬃcient electron-phonon coupling channels. In Fig. 4.12 we show
some exemplary electron-phonon coupling maps gqk deﬁned by
g
q
k “
ÿ
νPtLA,TA,ZAu
ˇˇ
g
qν
kn“c1n“c1
ˇˇ
, (4.19)
which is the summed contribution of all couplings gqνknn1 as deﬁned in Eq. (2.203) arising
from the acoustic branches and the ﬁrst (and most important) conduction band (c1).
These maps are shown for k “ K and k “ Σ for the whole Brillouin zone of q and for
diﬀerent doping levels. Thus, they illustrate the doping dependence of the coupling’s
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eﬃciencies “starting” from the K (left column) or Σ (right column) valley to all other
parts of the (electronic) k-Brillouin zone.
In both columns we see no changes in the shape of the electron-phonon coupling upon
doping but a substantial increasing of the intensities (especially for q “ M at k “ K
and for q “ K at k “ Σ). Since the normal-mode representation of the coupling
depends on the phonon dispersion ω and on the perturbation potential d [see Eq.
(2.202)] according to g 9 d{?ω, we can analyze the origin of the increased coupling
strength in more detail. Indeed, it turns out that there is a negligible eﬀect to the
potentials d upon doping and the increase of g is (nearly entirely) due to the decrease
of the phonon energies ω. The latter is due to renormalizations of the bare phonon
frequencies Ω as generally deﬁned in Eq. (2.208) and which can be approximated in
metals [27] via
ω2qν “ Ω2qν ` 2Ωqν Re
#
|gp0qqν |Πpq, ω “ 0q
εpq, ω “ 0q
+
, (4.20)
where gp0qqν is the bare electron-phonon vertex while Πpq, ω “ 0q and εpq, ω “ 0q are,
respectively, the static electronic polarization and dielectric functions (e.g. in RPA).
Thus, the strongest renormalizations arise for momenta at which the (bare) electron-
phonon coupling gp0q is eﬃcient and the quotient of the electronic polarization and
the dielectric function is large2. Indeed, we ﬁnd that the absolute value of the latter
is increased upon doping (see section A.4.2) resulting in an overall reduction of the
phonon dispersion (Π{ε ď 0), as shown in Fig. 4.9 (b). Since speciﬁc bare couplings
g
p0q
qν around the Brillouin zone edges (e.g. in the vicinity of M and K) are stronger than
those within the Brillouin zone and increase slightly with the doping level, the phonon
softening is additionally enhanced at those points resulting in the observed Kohn-
Anomalies. Thus, the overall reduction of the phonon energies and the eﬃcient bare
coupling at the high-symmetry points are responsible for the increase of the screened
electron-phonon coupling strengths upon doping.
Next to the intensities of the electron-phonon coupling maps shown in Fig. 4.12 it
is important to study the speciﬁc shapes. Regarding the diﬀerent electronic valleys,
we ﬁnd in the left column (k “ K) that there is almost no coupling from the K to
other K valleys but signiﬁcant coupling to Σ valleys with q “ M. In the right column
(k “ Σ) we see strong electron-phonon couplings from the initial Σ valley to other Σ
valleys with q “ K and q “ Σ as well as from Σ to K with q “ M (at least for the
highest doping). Finally, it is worth to notice that there is nearly no coupling from Σ
to Σ with q “ M.
2 Please note that the quotient of electronic polarization and the dielectric function is usually called
susceptibility. Thus, the term in the brackets from Eq. (4.20) can either be understood as the
product of the bare coupling with the electronic susceptibility or as a product of the screened
coupling (deﬁned by the bare coupling divided by the electronic screening) and the electronic
polarization.
130
4.3. Many-Body Instabilities Under Electron Doping
g
q
K x “ 0.00 gqΣ
x “ 0.05
x “ 0.10
Figure 4.12.:
Electron-phonon coupling matrix elements gqk with k “ K (left column) and k “ Σ (right col-
umn) for the lowest conduction bands (n “ n1 “ c1). The maps represent the q-dependencies
of the sum of all acoustic branches. Green lines indicate the k-Brillouin zones while the red
lines deﬁne the q-Brillouin zones. From the top to the bottom row the electron doping is
increased from x “ 0.0, x “ 0.05 (K occ.) to x “ 0.1 (K and Σ occ.).
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Altogether, we ﬁnd negligible contributions from K Ø K coupling but signiﬁcant
contributions form K Ø Σ interactions for q “ M and Σ Ø Σ coupling with q “ K
and q “ Σ in agreement with Ref. [253]. Thus, as long as only the K valleys are
occupied there is no signiﬁcant electron-phonon coupling stemming from the acoustic
phonon branches which leads to small critical temperatures. As soon as the Σ valleys
get occupied, several eﬃcient electron-phonon coupling channels are available yielding
a strong increase in Tc, as it can be seen for 0.04 ă x ă 0.1 in Fig. 4.11 which deﬁnes
the onset of the Tc dome3.
Beside λ and ωlog, the eﬀective Coulomb potential µ˚ is doping dependent as well,
since the Fermi surface will change in size and shape upon electron doping. To esti-
mate how such a doping-dependent µ˚pxq would aﬀect the superconducting dome, we
calculated Tc for three diﬀerent Coulomb pseudopotentials µ˚ “ 0.05, 0.15, and 0.25.
This range is approximately centered around µ˚ “ 0.13, which has been suggested in
Refs. [253, 162]. The overall trend of an increasing µ˚ is obviously a decreasing Tc
since the Coulomb repulsion suppresses the electron pairing. In more detail, we ﬁnd
a stronger dependence of Tc to µ˚ in the intermediate doping regime 0.05 ă x ă 0.75
than for high doping levels. First quantitative calculations [279] of µ˚pxq (based on
the Coulomb-interaction model from section 4.2 and the RPA code used in section 4.5)
result in a substantial change from µ˚ « 0.3 to 0.15. This change is intimately con-
nected to the occupation of the diﬀerent valleys, i.e. as long as the K valley is getting
occupied upon increasing doping, the Coulomb repulsion is continuously lowered. As
soon as the Σ valleys become occupied as well the electron repulsion is more or less
constant, but signiﬁcantly decreased which stops the Coulomb-induced Tc reduction.
Hence, next to the electron-phonon coupling the electron-electron repulsion plays a
major role as well in order to understand the superconducting dome in this material.
Charge-Density-Wave Phase
The occurrence of SC and CDW phases in TMDCs is well known. There are several
examples in which a phase transition between these two states appears or where CDW
and SC phases coexist [276, 280, 281, 282]. A prominent (and controversially debated
[283, 284]) example in this sense is the CDW/SC phase transition under pressure in
1T-TiSe2 [273]. 1T-TiSe2 and electron-doped MoS2 have in common, that their Fermi
surface consists of multiple pockets with diﬀerent orbital characters. Additionally,
both systems share a strong electron-phonon coupling, which leads to the CDW phase
and manifests as an unstable acoustic phonon mode in both systems for q « M. Nev-
ertheless, there are crucial diﬀerences between these two systems: The Fermi surface
topologies diﬀer in the number of electron/hole pockets [c.f. Fig. 4.13 (b)]. In bulk 1T-
TiSe2 the Fermi surface consists of electron and hole pockets, while in electron-doped
monolayer MoS2 there are electron pockets only. Additionally, orbital characters near
3 These ﬁndings are not altered due to the contributions of the electron-phonon couplings of the
optical phonon branches. See section A.4.3 for more details.
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Figure 4.13.:
Manifestation of the CDW in lattice distortion and band structure. (a) Lattice distortion in
MoS2, observed in ab initio calculations via relaxation of 2ˆ1 super cells. (b) Comparison of
band topologies involved in the CDW formation in TiSe2 and MoS2. Only in the TiSe2 case,
CDW formation can fully gap the Fermi surface. (c) Inﬂuence of lattice relaxation eﬀects on
the band structures of the 2ˆ1 super cells obtained for a doping level x “ 0.2. The dxy{dx2´y2
weight of the bands is illustrated by the (red) width of the bands. The middle panel shows
the eﬀect of homogeneous outward relaxation of the S atoms on the conduction band minima
as observable from comparison of the MoS2 structure with S positions according to undoped
(pristine) and homogeneously relaxed x “ 0.2 system. The right panel shows the comparison
of super-cell band structures for homogeneously relaxed MoS2 and MoS2 featuring the CDW
(fully relaxed) at x “ 0.2.
the Fermi level alter between the two materials. Finally, in monolayer MoS2 there are
also phonon modes at around q « K and in the vicinity of q « Σ which soften upon
charge doping, in contrast to 1T-TiSe2.
In order to better understand the nature of the SC-CDW phase transition in MoS2,
we examine the doping dependence of the M-point CDW-induced lattice distortion
α in a 2 ˆ 1 super cell, shown as a red line in Fig. 4.11. Here, α is deﬁned as the
angle between three neighbouring Mo atoms subtracted by 60˝ [α “ β ´ 60˝, see
Fig. 4.13 (a)]. For an undistorted honeycomb lattice one ﬁnds α “ 0. By relaxing
the atomic structure of the super cell, we observe α ‰ 0 beyond a critical electron
concentration of xc « 0.14, as forces arise due to the unstable M-point phonon mode.
These distortion eﬀects, depicted in Fig. 4.13 (a), become more pronounced with
increasing electron doping. We note that in addition to the CDW formation, there is
a further homogeneous outward relaxation of the S atoms upon electron doping.
The eﬀects of homogeneous S relaxation and CDW formation on the electronic struc-
ture are illustrated in Fig. 4.13 (c) for electron doping x “ 0.2. In the super-cell
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Lattice distortion angle α upon CDW
formation in dependence of the electron
doping for diﬀerent lattice constants.
Brillouin zone, the former band minima at K and Σ are folded almost on top of each
other at the super-cell K point. In the absence of a CDW, low-energy states originat-
ing from K and Σ can be distinguished by their orbital band character. The latter
states carry a signiﬁcant dxy{dx2´y2-weight, whereas the conduction band minimum at
K has no such admixture (see Fig. 4.13 (c) left panel). The outward relaxation of
the S atoms lowers dxy{dx2´y2-derived states from Σ in energy (Fig. 4.13 (c) middle
panel). With increasing CDW amplitude (increasing α) the two bands originating
from K and Σ mix, and this hybridization adds to the splitting of the two bands, c.f.
Fig. 4.13 (c) (right panel). This splitting leads to lowering of the electronic energy
if the Fermi level lies suﬃciently high in the conduction band. The total energy gain
upon CDW formation as function of doping level (△ECDW) is shown in Fig. 4.11 (blue
line). It illustrates that the CDW formation energies for x ă 0.25 are comparable to
typical Cooper pair condensation energies „ 10K („ 1meV) encountered here, and an
interesting competition of the two should emerge.
While the Eliashberg theory of SC order is only applicable as long as the lattice
remains stable, it is clear that the competition of CDW and SC order will in any
case depend on changes of the Fermi surface due to CDW formation. For the perfect
crystal (relaxed structure at zero doping) and a doping level of x “ 0.2, two bands
would intersect the Fermi level near the super-cellK point, and there would be thus two
Fermi lines around K. Upon outward relaxation of the S atoms (preserving all lattice
symmetries) and formation of the CDW, we observe a Lifschitz transition where one
of the Fermi pockets disappears, Fig. 4.13 (c) (middle and right panel). The system
thus remains metallic in the CDW phase, but the SC transition temperatures should
be reduced due to the vanishing phase space for inter-pocket scattering. Persisting
metallicity in the CDW phase of MoS2 is indeed ensured by the “topology” of the
inter-mixing bands at K and Σ, Fig. 4.13 (c). In TiSe2, CDW bands with opposite
slope are folded on top of each other, and a gap can open upon hybridization. However,
in MoS2, the slopes of the back-folded bands have the same sign, and avoided crossings
do not lead to a full gap, but only reduce the number of Fermi sheets by one as depicted
in Fig. 4.13 (b) and (c).
Since it is known, that the energies of the minima in the conduction band of MoS2
are very sensitive to external strain the before mentioned change in the Fermi surface
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topology due to the CDW transition might be sensitive to strain as well. To analyze this
behaviour we performed super-cell relaxation calculations for diﬀerent lattice constants
and show corresponding lattice distortions upon CDW formation in dependence of the
electron doping in Fig. 4.14. The red curve (a “ 3.122Å) is the same as in Fig. 4.11.
Here, we provide the corresponding data for a smaller (a “ 3.110Å) as well as for
two bigger (a “ 3.134Å and a “ 3.146Å) lattice constants. The diﬀerences between
these values are less than 1%. However, as it can be seen in Fig. 4.14 the critical
concentration for the onset of the CDW changes from xc « 0.14 to xc « 0.17 upon
increasing the lattice constant. This is a change of more than 17%. The behaviour at
high doping changes as well and tends to bigger distortion angles with an increasing
lattice constant. The competition between the CDW and the SC phases is therefore
sensitive to both, the electron doping level and external strain.
4.3.3. Conclusions
Electron-doped transition metal dichalcogenides feature CDW and SC instabilities,
driven by the softening of an acoustic phonon mode upon charge doping. Due to the
band topology, theM-point CDW cannot fully gap the Fermi surface of electron-doped
MoS2. Therefore, CDW and SC phases may coexist, albeit with reduced SC transition
temperatures. In any case, the SC and CDW instabilities rely on the energy diﬀerences
between the conduction band minima at K and Σ. These are highly sensitive to lattice
relaxation.
Since MoS2 is optically active, it remains to be seen whether intense photodoping
could be a means to trigger the CDW or SC instabilities. This would be a rather
unusual eﬀect, since excitations normally suppress order and have been widely used to
melt CDWs [285, 286].
The competition of CDW and SC phases is common in metallic transition metal
dichalcogenides, such as TiSe2, NbSe2 and TaS2. All these materials diﬀer, however,
from MoS2 in that the transition metal atoms lack one (Nb, Ta) or two (Ti) valence
electrons in comparison to Mo. Nevertheless, electron-doped MoS2 develops CDW/SC
instabilities as well, although entirely diﬀerent bands are involved. The most prominent
resulting diﬀerence compared to materials like TiSe2 is the reversed order in the phase
diagram of MoS2.
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4.4. Optical Properties Under Electron-Hole
Excitations
The following results have been gained in close collaboration with A. Steinhoﬀ, F.
Jahnke and C. Gies and have been published in Nano Lett. 14, 3743 (2014). All of
the involved method development has been performed by A. Steinhoﬀ and myself. A.
Steinhoﬀ was responsible for the implementation of the semiconductor Bloch equation
solver which relies on the material-realistic input of the minimal generalized Hubbard
model. The latter was derived from ab initio calculation by myself, as explained in
detail in section 4.2. The article was written by A. Steinhoﬀ, C. Gies and myself with
additional help from F. Jahnke and T. O. Wehling. The reader will ﬁnd most parts of
the following section and its appendix (section A.5) in the original article.
By today, the most accurate theoretical approach to ground-state optical properties
in MoS2 is based on combined ﬁrst-principle GW and Bethe-Salpeter4 (BSE) calcula-
tions, as brieﬂy discussed in section 4.1.4. Although this combination of methods is
well settled, discrepancies in the literature demonstrate the computational challenge
in obtaining well converged results [263, 194, 197]. Here, we present an alternative
theoretical approach to the conventional Bethe-Salpeter calculations that oﬀers the
distinct advantage to go beyond the ground-state level and study the optical response
of MoS2 in the presence of excited carriers. On the basis of the material-realistic
generalized Hubbard model from section 4.2 we solve the semiconductor Bloch equa-
tions [287, 288, 24] for the microscopic electron-hole inter-band polarizations in the
complete Brillouin zone in order to obtain the optical response. The semiconductor
Bloch equations describe the excitonic states and excitation-induced energy shifts and
include inter- and intra-band Coulomb-interaction eﬀects of excited carriers. We show
that in MoS2 the large exciton binding energy is reduced accompanied by band-edge
shifts of more than 500meV with increasing carrier density, causing a redshift of the
transitions around the K-points. Additional transitions involving further conduction
bands (next to the lowest one) remain more stable up to carrier densities of 1013 cm´2.
These results are supported by ﬁrst measurements of carrier-density-dependent optical
spectra of MoS2 [289]. For a bi-axially strained freestanding layer, we ﬁnd a red-shift
of the exciton absorption energy of 110meV{%.
For the unexcited system, the solution of the semiconductor Bloch equations is
equivalent to that of the Bethe-Salpeter equation [290, 22]. In this case and in combi-
nation with an eﬀective-mass approximation, the semiconductor Bloch equations lead
to the Elliot formula for absorption that has been used for MoS2 before [291, 292]. We
demonstrate, however, that at elevated carrier densities the whole Brillouin zone must
be considered to describe the spectral properties of MoS2.
4See footnote 2 on page 77.
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4.4.1. Absorption Spectra
The linear absorption spectrum of MoS2 is calculated by solving the semiconductor
Bloch equation (SBE)
d
dt
ψhepk, tq “ ´ i rε˜hpkq ` ε˜epkq ´ iγsψhepk, tq (4.21)
` iΩhepk, tq r1´ fhpk, tq ´ fepk, tqs
in time for the microscopic inter-band polarizations
ψhepk, tq “ xahpkqaepkqy (4.22)
and the conventional population functions
fhpk, tq “
A
a
:
hpkqahpkq
E
and fepk, tq “
@
a:epkqaepkq
D
, (4.23)
where we set ~ “ 1. Here, ae{hpkq (a:e{h) annihilates (creates) an electron or hole
with momentum k in the conduction or valence band, respectively. Since non-linear
optical properties will not be considered, we neglect the equations of motion for the
population functions and assume Fermi distributions of the electrons and holes. ε˜e{hpkq
describe electron or hole energies which might be renormalized due to additional charge
carriers in the valence or conduction bands resulting from electron or hole doping or
electron-hole excitations (called plasma in the following). Ωhepk, tq is the generalized
Rabi energy given by
Ωhepk, tq “ dhepkq ¨Eptq ` 1
A
ÿ
k1h1e1
V eh
1he1
kk1kk1ψh1e1pk, tq (4.24)
containing the plasma-screened Coulomb potential V , dipole transition matrix ele-
ments dhepkq and the electric ﬁeld Eptq. Furthermore, we assumed an artiﬁcial de-
phasing of γ “ 10meV. The macroscopic polarization of the system as a response to
the electric ﬁeld is calculated as
P ptq “
ÿ
k,h,e
pψhek dhek ` c.c.q. (4.25)
From this, the linear absorption spectrum is obtained using classical electrodynamics
by considering an electric ﬁeld propagation vertical to the single-layer plane of δ-
extension which yields reﬂection (R) and transmission (T ) coeﬃcients and thus the
absorption by α “ 1 ´ R ´ T . More details on each ingredient and the numerics can
be found section A.5.1.
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Figure 4.15.:
Ground-state absorption spectra for free-
standing MoS2 using a0 “ 3.16, 3.18 and
3.20Å from top to bottom, the middle panel
is representing the unstrained monolayer.
A phenomenological homogeneous broaden-
ing of 10meV (hwhm) has been used. The
spectra are terminated on the high-energy
side by the onset of the unbound continuum
states. Strain-induced band shifts cause
the conduction-band minimum to change
from K to Σ, thereby creating an indirect
band gap. Relevant segments of the band-
structure, including SOC, are shown as in-
sets.
Ground-State Spectral Properties
For the zero-density case (i.e. no additional electrons or holes), the ground-state
absorption spectrum, which corresponds to fλpkq “ 0, V “ W and ε˜ “ ε (hence
no additional renormalizations, neither to ε˜ nor to V ), is shown in Fig. 4.15 for the
unstrained case (middle) and ˘0.6% biaxial strain of the monolayer5 (top and bottom).
We ﬁnd in all three cases a series of peaks comparable to the spectra discussed in section
4.1.4. In more detail, our calculations for the unstrained case yield two peaks around
2.1 eV and 2.2 eV corresponding to the excitonic A and B transitions separated by
the valence-band splitting of 130meV. While the splitting is in very good agreement
with experimental ﬁndings (see section 4.1.4), the absolute positions of these peaks are
slightly blue-shifted. This is most likely an artifact arising due to not fully converged
GW calculations. As discussed in section 4.1.2, it is a tough task to gain highly reliable
band gaps within a G0W0 calculation concerning the k-mesh convergence. On the basis
of the data presented in Ref. [197] we estimate that a fully converged calculation would
yield a band-gap reduction of„ 100meV. Since the binding energies of 570 and 580meV
for A and B, respectively, are not changed we expect a red-shift of all spectra by a
comparable amount. Thereby the A peak would be in the range of 1.9 eV as observed
in experiments.
Regarding strain, we ﬁnd a redshift of the spectrum with increasing lattice constant
(trend in Fig. 4.15 from top to bottom). No present work is known to us where bi-
5 These strains correspond to lattice constants of a0 “ 3.16Å and a0 “ 3.20Å. We redid all GW
band-structure calculations and Wannier interpolations and obtained band gaps of 2.80 eV and
2.66 eV at K{K 1, respectively. Hence, strain decreases the direct band gap. In the former case
(a0 “ 3.16Å), the direct band gap is lost due to a lowering of the conduction-band minimum at
Σ, shown in the insets of Fig. 4.15. We do not change the Coulomb-interaction model since lattice
constant variations of this order are known to have a negligible impact [204].
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Figure 4.16.:
Normalized excitonic wave functions for the ground-state A peak, the ﬁrst excited-state A1
peak and the C peak (from left to right) for the unstrained lattice constant of a0 “ 3.18Å.
Shown is the extent over the ﬁrst Brillouin zone with the K (lowermost corner) and K 1
(topmost corner) valleys in the six corners and the Γ point in the middle. While the ground-
state wave function is positive over the whole Brillouin zone, the excited-state wave function
crosses the zero plane along one closed line (see white/red circles around the maxima at K
in the middle panel).
axial tensile strain is systematically studied in freestanding monolayer MoS2. However,
in comparison to mono-axial strain of MoS2 on a substrate our results of 110meV{%
exceeds the literature values by about a factor of two [248, 293].
To gain more insight into the nature of the MoS2 bound states, we use the Fourier
transform of the microscopic polarizations ψhepk, tq for each transition between valence
and conduction bands theu,
ψpk, ωq “
ÿ
theu
ż `8
´8
dt ψhepk, tqeiωt, (4.26)
to obtain what we refer to as the excitonic wave function,
χpk, ωq “ ψpk, ωq
Epωq . (4.27)
For excitation with circularly polarized light, the A-peak wave function, corresponding
to an energy of 2.07 eV, is shown in the left panel of Fig. 4.16 for the unstrained
lattice. We ﬁnd strong contributions at the K valley due to direct dipole transitions,
whereas the contributions from the K 1 valley are mainly caused by weak dipole matrix
elements, augmented by Coulomb mixing with the K valley. The Bohr radius of the
real-space wave function is 1 nm, in agreement with Ref. [194]. Higher excited states of
the A exciton are found for example at 2.35 (A1) and 2.45 eV (A2) and can be identiﬁed
by nodes of the wave functions (A1 wave function is shown in the middle panel of Fig.
4.16). The series of bound K-valley states ends at the onset of the continuum of
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unbound states which corresponds to the quasiparticle band gap (line endings in Fig.
4.15 on the high-energy side). We identify the prominent peak at about 2.5 eV with the
C transition discussed in Ref. [194]. In the ground-state spectra, it is superimposed
with an excited state from the K valley. The corresponding wave function is shown in
the right panel of Fig. 4.16 and exhibits a strong component around the Γ point.
Finite-density Spectral Properties
The SBE oﬀer the distinct advantage that the inﬂuence of excited carriers can be
explicitly included, giving access to the density-dependent optical response. We assume
the system to be in a thermal quasi-equilibrium state described by Fermi functions
fλpkq with given temperature, carrier density, but diﬀerent chemical potentials for
electrons and holes. Experimentally, this situation might be realized by exciting the
system optically, such that equal electron and hole densities are generated, and letting
relaxation processes bring the system into a quasi-equilibrium state.
The presence of carriers in the system leads to Pauli blocking of occupied states,
plasma screening of the Coulomb interaction, as well as band-structure and Rabi-
frequency renormalizations. The Coulomb interaction is screened due to the optically
excited plasma via
V λλ
1λ1λ
kk1kk1 “ ε´1plasmap|k´ k1|qW λλ
1λ1λ
kk1kk1 (4.28)
in addition to the dielectric screening of the background charges as discussed in section
4.2.2. The Fermi functions and band-structure renormalizations are calculated self-
consistently in advance before we solve the SBE. Thus, the Fermi functions do not
experience dynamical changes in time. The Pauli blocking is naturally included due
to the occurrence of population factors in the SBE as well as in formula describing the
plasma screening [see Eq. (A.14)]. The renormalizations are treated in the Coulomb-
Hole Screened-Exchange (COHSEX) approximation as described in section A.5.1.
In Fig. 4.17 room-temperature spectra for carrier densities from 0 to 1013 cm´2 are
shown. We ﬁnd a sizable band-gap shrinkage of more than 500meV (right panel of
Fig. 4.17), causing the higher peaks from the K valley to be successively absorbed
into the band edge. The relative exciton absorption strength decreases (which is called
bleaching) at moderate carrier densities. The positions of A (and B) transitions exhibit
a redshift from 2.07 to 2.00 eV (2.21 to 2.15 eV) with increasing carrier density, which
is a consequence of the competition between the shrinking band gap and the reduction
of the binding energy due to plasma screening and Pauli blocking. The real-space
Bohr radius increases from 1.0 nm in the unexcited system to 1.9 nm at a density of
3 ¨ 1012{cm2, where the exciton is almost fully absorbed by the band edge. Unlike the
K-valley exciton, the C-peak exciton is stable against increasing carrier densities up
to 1013{cm2. Since the C-peak’s wave function exhibits signiﬁcant weight all over the
Brillouin zone, it can not be described within a simpliﬁed eﬀective-mass picture at the
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Figure 4.17.:
Left: Monolayer MoS2 optical absorption spectra for carrier densities from 0 to 1013{cm2 and
300K. Calculations are shown for the unstrained structure. Right: Gap shifts and binding
energies belonging to the A (solid line) and B (dashed line) exciton transitions for increasing
carrier densities.
K and K 1 valleys alone. The overall ﬁnite density results are strongly supported by
recent experimental ﬁndings [289].
Finite-density results under strain are provided in section A.5.2 and exhibit the
same qualitative behaviour. A diﬀerence shows up in the amount of redshift of the K-
valley exciton, which is due to the diﬀerent population of conduction band minima and
corresponding Hartree-Fock renormalizations as well as plasma screening contributions
at elevated carrier densities. This in turn is a consequence of the changing energetic
position of the Σ point under strain. The results again demonstrate that a description
of spectral properties in the excited system requires sampling of the whole ﬁrst Brillouin
zone and not just the K and K 1 valleys.
4.4.2. Conclusions
The accuracy of the generalized Hubbard model from section 4.2 is underlined by
calculations of absorption spectra which yield excitonic structures as observed in ex-
periments. Using these reliable models we are able to show that it is necessary to go
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beyond eﬀective-mass approximations since signiﬁcant carrier population can build up
at the Σ point and modify the carrier-density-dependent behaviour. Moreover, the C-
exciton peak dominating the spectra at elevated carrier densities is beyond the physics
of K and K 1 valleys.
Furthermore, we ﬁnd strong band-gap shrinkage in the presence of moderate carrier
densities that is of the same order as the large exciton binding energy, making this a
prominent eﬀect for optical properties. The peak position of the ground-state transi-
tion shifts to lower energies with increasing excited-carrier density, a ﬁnding that is
supported by a recent experiment [289]. The A and B absorption shows only mild
bleaching before disappearing into the band edge at high carrier densities, and it ap-
pears to be challenging to obtain optical gain in this material system.
From here, correlation eﬀects can systematically be included to access optical non-
linearities, as well as trionic and biexcitonic signatures recently discussed in MoS2
[294, 295, 289].
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4.5. Intra- and Inter-Valley Plasmonic Excitations
The results presented in this section have been obtained in collaboration with R. Groe-
newald and S. Haas and have been published in Phys. Rev. B 93, 205145 (2016).
The method development and the corresponding implementation based on the general-
ized Hubbard model from section 4.2 have been performed in most parts by myself with
assistance from R. Groenewald and support from T. O. Wehling. The corresponding
manuscript was written in large parts by myself with contributions from R. Groenewald,
S. Haas and T. O. Wehling. The reader will ﬁnd a considerable overlap between the
published article and the text of the following section.
Plasmons are the quantized collective oscillations of the electrons of the Fermi sea.
Following Bruus and Flensberg we can show their existence by making use of Eq.
(2.93) or Eq. (2.96) in a slightly rearranged form: Φpq, ωqεpq, ωq “ Φimppq, ωq. Here,
we see that the total potential is indeed allowed to perform oscillations in space and
time without being driven by any external potential as long as εpq, ωq “ 0 is fulﬁlled
[29]. Thus, these excitations are intimately connected to the dielectric screening and
optical properties of a material. In two dimensions the plasmonic dispersion exhibits
a characteristic low-energy acoustic mode ω 9 ?q originating from low-momentum
electron scattering [296, 297], which has been observed experimentally [298, 299] and
studied extensively from a theoretical point of view in graphene [300, 301, 302, 303,
304]. Furthermore, it has been predicted that additional linear plasmons with ω 9 q
arise due to high-momentum scattering processes between degenerated valleys such as
K and K 1 in graphene [305].
Thereby, these low-energy modes might form the basis to build optical devices, wave
guides or so called plasmonic circuits [306, 307, 303, 308] or, similar to the eﬀect of
phonons, might couple electrons leading to instabilities, such as charge-density wave-
and superconducting phases [309, 274, 310, 311].
Compared to graphene an analogous but even richer phenomenology can be expected
in the structurally related monolayer TMDCs. These materials host rich plasmonic
physics including an interplay of plasmons with charge-density waves [312, 313, 314]
and ﬁrst plasmon based applications have already been proposed [315, 316, 317]. Here,
we focus on the representative example of doped MoS2 whose low-energy band structure
can be described by three bands originating predominantly from Mo d orbitals, as
discussed in detail in section 4.1.2. These low-energy states give rise to prominent
valleys at wave vectors K{K 1 and Σ in the lowest conduction band as well as at K{K 1
in the highest valence band, leading to Fermi surfaces as depicted in Fig. 4.18. Next
to strongly varying orbital characteristics within the Fermi surface, substantial spin-
orbit coupling (SOC) in these materials [232] gives rise to additional changes of the
valleys at K{K 1 in the highest valence band and at Σ in the lowest conduction band.
Although all of these characteristics can be experimentally sampled by means of ﬁeld-
eﬀect electron or hole doping [318], the resulting impact to the plasmonic dispersions
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(a) band structure (b) Fermi surfaces
Figure 4.18.:
(a) Sketch of the considered doping scenarios. Solid lines represent the highest valence and
the lowest conduction bands around K and Σ without SOC. Upon inclusion of SOC the band
structure is modiﬁed as indicated by the dashed lines. In this case a signiﬁcant SOC-induced
splitting is found at K in the valence band and at Σ in conduction band. The grey (dotted)
lines represent the diﬀerent Fermi levels corresponding (from top to bottom) to the “high
electron”, “low electron” and “hole doping” concentrations. (b) Sketch of the Fermi surfaces
in hole and (high) electron doped monolayer MoS2 without spin-orbit coupling. The diﬀerent
orbital characters are indicated by red (dz2) and blue (dxy and dx2´y2) ﬁlled surfaces. Points
of high symmetry are indicated by diﬀerent markers.
is not known, yet.
To close this gap, we present an extensive study of the plasmon dispersion at arbi-
trary momenta along paths throughout the whole Brillouin zone for diﬀerent doping
levels. Speciﬁcally, we are interested in inter-valley plasmons which have not been
studied in TMDCs so far. In order to highlight the multi-orbital character of the
Fermi surface and the presence of spin-orbit coupling we consider hole and electron
doped cases, as depicted in Fig. 4.18. In the hole doped example we show how spin-
orbit coupling aﬀects the inter-valley plasmons while the electron-doped case is used
to study the inﬂuence of the multi-pocket structure of the Fermi surface. Thereby, we
gain a comprehensive and realistic overview of the most important contributions to
the low-energy plasmon modes in monolayer TMDCs.
4.5.1. Plasmonic Excitations Within the Minimal Model
As mentioned in the beginning, plasmons describe the (quantized) collective oscillations
of the Fermi-sea electrons. This leads to two important remarks: First, intra-band
plasmonic excitations can be found solely in metallic systems. Second, we need to
describe dynamic screening properties. Hence, our task is to derive the Coulomb
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interaction
V pq, ωq “ ε´1pq, ωqvpqq, (4.29)
which is dynamically screened by the dielectric environment (such as substrates), inter-
band as well as doping induced intra-band transitions. The latter is of main importance
for the low-energy dynamical screening properties and thus for plasmonic characteris-
tics of doped MoS2 monolayers. It can be described by the dynamic dielectric function
εdoppq, ωq, while the background screening (due to the dielectric environment and inter-
band transitions) can be reliably approximated to be static. Hence, we reﬁne our task
to derive the dynamically screened Coulomb interaction
V pq, ωq “ ε´1doppq, ωqW pqq, (4.30)
from the background screened interaction W pqq, which we have already obtained in
section 4.2.2. Now, the dynamic dielectric function implicitly deﬁnes the plasmonic
dispersions by
εdop,mpq, ωq “ 0, (4.31)
[27, 29, 319] where εdop,m is the macroscopic part of the dynamic dielectric matrix
which is deﬁned in the orbital basis, according to section 3.3.2, as the matrix element
of εdoppq, ωq using the eigenfunction |v1pqqy corresponding to the leading eigenvalue
v1pqq of bare Coulomb interaction vpqq
εdop,mpq, ωq “ xv1pqq | εpq, ωq | v1pqqy . (4.32)
The most promising experimental method to measure these plasmon modes is electron-
energy-loss spectroscopy (EELS), measuring the imaginary part of the inverse macro-
scopic dielectric function
EELSpq, ωq “ ´ Im
ˆ
1
εdop,mpq, ωq
˙
, (4.33)
which is sensitive to both, collective and single-particle excitations (visible as maxima
in the EELS spectra) [320].
Up to now, there have been basically two theoretical approaches available to study
the plasmonic physics in TMDCs. On the one side there are models combining eﬀective
k ¨ p descriptions of the quadratic electronic bands around the band gap with an
evaluation of the dielectric function within the random phase approximation [321,
322]. On the other side, there are RPA descriptions based on full density functional
theory calculations, which include realistic single-particle band structures describing
the complete Brillouin zone [323, 324, 325, 319, 326, 327].
Here, we add a third approach by utilizing the material-speciﬁc low-energy multi-
orbital generalized Hubbard model derived from ab initio calculations for the undoped
145
4. Molybdenum Disulfide Monolayers
material as introduced in section 4.2.6 This model serves as the basis for the evaluation
of dynamical response functions Πpq, ωq in the electron and hole doped situations.
Thereby we gain the possibility to accurately calculate the polarization as well as the
screening functions for the whole Brillouin zone, which enables us to study plasmons
at arbitrary momenta.
In the orbital basis (α, β P tdz2, dxy, dx2´y2u) the density-density polarization func-
tion Πσαβpq, ωq for a single spin channel σ is given by
Πσαβpq, ωq “
ÿ
λ1λ2k
Mλ1λ2αβ pk, qq
“
fσλ2pk-qq ´ fσλ1pkq
‰
ω ` iδ ` εσλ2pk-qq ´ εσλ1pkq
, (4.34)
where q and k are wave vectors from the ﬁrst Brillouin zone, λi band indices, fσλipkq
Fermi functions for the energies εσλipkq and iδ a small broadening parameter. The
overlap matrix elements are given by
Mλ1λ2αβ pk, qq “ c¯λ1α pkqcλ1β pkqc¯λ2β pk-qqcλ2α pk-qq, (4.35)
where cλiα pkq is the expansion coeﬃcient of the eigenfunction corresponding to εσλipkq
in the orbital basis. A detailed derivation of these formulas is given in section A.6.1.
Here, we already reduced the polarization tensor of 4th order to a matrix to de-
scribe density-density correlations only. Hence, we neglect orbital-exchange (Fock-
like) matrix elements as well as elements with three or even four diﬀerent orbital
contributions. A detailed analysis of the full background screened Coulomb tensor
Wαβγδ shows that these elements are in general one order of magnitude smaller or
even vanish due to symmetries, which convinces us to stay with density-density like
elements (for more details see section A.3.2). Using the full density-density polariza-
tion Πpq, ωq “ ΠÒpq, ωq `ΠÓpq, ωq the dielectric function is obtained via the following
matrix equation
εpq, ωqdop “ 1´W pqqΠpq, ωq, (4.36)
where the background screened Coulomb interaction enters via W pqq. By including
an eﬀective spin-orbit coupling, like introduced in section 4.2.1, the spin degeneracy
is removed but time reversal symmetry is preserved. Then, the spin resolved band
structure still obeys εÒλpkq “ εÓλp´kq and the total polarization including the spin
summation can be written as Πpq, ωq “ ΠÒpq, ωq ` ΠÒp´q, ωq.
The combination of our material-realistic description of the undoped system and
the very accurate band structure for the RPA evaluation yields indeed quite accurate
6 Since we will focus on low-energy intra-band transitions in the following the “exact” band gap is
not important here. Therefore, we use a Wannier Hamiltonian based on a G0W0 calculation for
an interlayer separation of 35Å and do not perform the vacuum extrapolation. Furthermore, we
neglect the k-dependency in λ as introduced in Eq. (4.10). Thereby, we end up with a band
structure which reproduces the most important characteristics of the Fermi surface reasonably
well which allows us to study the universal plasmonic properties arising due to diﬀerent parts of
the Fermi surface.
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Figure 4.19.:
(a) Plasmon dispersions from our ab initio based model (dots) in comparison with analytic
k ¨ p-models by Scholz et al. (blue) [321] and Kechedzhi et al. (red) [322]. In the data by
Kechedzhi et al. [322] both spin components (and their coupling) are included while the data
of Scholz et al. [321] include a single spin component only. Data shown as red (blue) dots
results from the ab initio model by using a simple constantly screened Coulomb interaction
and the full (spin resolved) polarization function. The data shown as green dots arise from
the complete ab initio model. (b) Plasmon dispersions for undoped NbS2 from (left) full ab
initio calculations from Ref. [319] and (right) our ab initio based model. Here, we use the
macroscopic dielectric function.
plasmon dispersions compared to full ab initio results, as we show for NbS2 in the
following section.
Benchmarks
In Fig. 4.19 (a) we compare the resulting plasmon dispersions7 of our ab initio based
model (dots) to k ¨ p models by Scholz et al. [321] and Kechedzhi et al. [322] (lines)
for hole doped MoS2. In these models a simple constantly screened Coulomb inter-
action of the form V pqq 9 1
κq
with εαβpqq “ κ “ 5 is used. As long as we use the
same constantly screened Coulomb interaction to evaluate the dielectric function, we
end up with nearly identical plasmon dispersions compared to those derived from the
k ¨ p-models. However, by including the full ab initio derived q-dependent dielectric
function for the background screening in the undoped case, which arises due to the
two-dimensional geometry and the excluded bands, we ﬁnd strongly reduced plasmon
energies (green dots).
In Fig. 4.19 (b) we compare our method to full ab initio results for NbS2 from
Ref. [319] using the parameters given in section A.6.2. NbS2 is a metal in its ground
state and thus naturally hosts low-energy plasmonic excitations. In the left panel of
Fig. 4.19 (b) we show the EELS spectra as obtained from our model. The plasmonic
dispersion is deﬁned by the prominent maxima (bright green). In the right panel we
7 These dispersions are obtained from corresponding EELS spectra. The dots are extracted by
ﬁnding the respective maxima for a given q value.
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present the corresponding data from full ab initio calculations [319]. Although, the
resulting dispersions are on an eV range (for which our model is actually not set-up),
we ﬁnd a remarkable agreement with diﬀerences on the order of 100meV to 200meV
(« 10% to 20%).
Altogether, we ﬁnd that the inclusion of static screening eﬀects due to bands at high
energies (i.e. background screening) is essential to derive material-realistic plasmonic
dispersions upon doping. In contrast to simpliﬁed k ¨ p models [321, 322], which utilize
bare (or constantly screened) Coulomb matrix elements at this stage, our interaction
matrix elements are strongly reduced due to q-dependent screening eﬀects from the
electronic bands which are neglected in the k ¨ p models. As a result of the 2D layer
geometry, these dielectric properties cannot be modeled by a simple dielectric constant
but have to be described as a q-dependent dielectric function as discussed in section
3.3.
4.5.2. Plasmonic Dispersions Under Electron and Hole Doping
In the following we will consider hole an electron doping scenarios with and without
spin-orbit coupling. In order to clarify the diﬀerences in these situation we provide in
Fig. 4.18 (a) a sketch of all situations. The “hole doping” concentration is chosen in
a way that all K and K 1 (but no Γ) valleys in the conduction band will be occupied
(independently of the in- or exclusion of SOC). In the case of electron doping we will
study two diﬀerent levels: The “low electron doping” case occupies only the K{K 1
valleys of the conduction band as long as the SOC is excluded and will occupy only
one of the Σ{Σ1 valleys upon inclusion of SOC. Within the “high electron doping”
scenario all K{K 1 and Σ{Σ1 valleys are occupied (with or without SOC).
Hole Doping
We ﬁx the chemical potential such that there are holes in the valence band in theK and
K 1 valleys only. The resulting Fermi surfaces consists of circle-like areas around the
K points (see Fig. 4.18), which have mainly dxy{dx2´y2 character and depend on spin-
orbit coupling. Hence, we expect low energy plasmon modes for q « Γ (intra-valley)
and q « K (inter-valley), which are possibly inﬂuenced by SOC.
In Fig. 4.20 (a) we show an intensity plot of the real part of the polarization function
for scattering within dxy orbitals along the complete path ΓÑ K without SOC8. Next
to some band-like structures (red) we clearly see the particle-hole continuum (blue).
8 Here we apply Γ centered Monkhorst-Pack 720ˆ 720 k-grids and use a broadening of δ “ 0.5meV.
The doping concentration is adjusted by rigid shifts of the Fermi energy, which change the Fermi
functions accordingly. All calculations are carried out for T “ 0K. Furthermore, we restricted
the λ1 and λ2 summations to the partially occupied band only in order to avoid double counting
problems within the deﬁnition of the total polarization function and not to overload the resulting
plots.
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Figure 4.20.:
Real and imaginary parts of the polarization functions (dxy{dxy channel) and EELS spectra
for hole doped MoS2 without (left column) and with (right column) spin orbit coupling. The
insets in (a) and (d) illustrate the Fermi surface pockets around K and K 1 in the valence
band for a single spin component.
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In comparison to the corresponding EELS data in Fig. 4.20 (c), we see that for higher
momentum transfers (away from Γ) the EELS maxima closely follow the band-like
characteristics of the polarization function. For small momenta around Γ we ﬁnd a
clearly separated band in the EELS spectra, which can not be seen in the real part
of the polarization. This separated band arises from the well known
?
q-dispersive
intra-valley plasmon mode in 2D [321]. Additionally, we ﬁnd a linear-dispersive mode
around K stemming from an inter-valley plasmon [305]. These activation laws are
consistent with the generalized expression for the plasmon dispersion relation deﬁned
by Eqs. (4.31) and (4.36) and approximated following Ref. [274]
ωpqq “ ~vF q
d
1` rN0W pqqs
2
p1{4q `N0W pqq , (4.37)
where vF is the Fermi velocity, N0 the density of states at the Fermi level and W pqq
the macroscopic background screened Coulomb interaction of the undoped system. In
the long-wavelength limit (q Ñ 0) the Coulomb potential remains unscreened, i.e. in
leading orderW91{q, resulting in a square-root renormalization of the otherwise linear
dispersion. However, in the opposite short-range limit, i.e. at the zone boundary,
the screened Coulomb potential approaches a constant, and therefore the resulting
dispersion of the dielectric function is linear in q, which holds for the polarization
function itself as well. Thus, for momenta away from Γ it is suﬃcient to study the
polarization function to understand how the resulting plasmon dispersion will behave.
Of special interest are damping eﬀects which are known to attenuate plasmon modes
which merge with the particle-hole continuum. Here, the square-root mode around Γ
behaves in a distinctly diﬀerent manner compared to the linear modes originating at
K. At suﬃciently small momentum transfers q ă qc the square-root modes are con-
siderably separated from the nearby particle-hole continua [Fig. 4.20 (c) and (f)] and
therefore better protected from decomposition via hybridization and Landau damping
[expressed as non-vanishing imaginary parts of the polarization as shown in Fig. 4.20
(b) and (e)] compared to the linear modes originating at ﬁnite momenta. In contrast,
the linear plasmon modes are much closer to their neighbouring continua [Fig. 4.20
(c)], which leads to attenuation eﬀects, reﬂected in reduced oscillator strength and
broadening of the peaks. There is a signiﬁcant diﬀerence in the oscillator strengths
of these modes which can be several orders of magnitude apart as can be seen in Fig.
4.20 (c) and (f). Hence, in order to clearly detect these linear plasmon modes in ex-
periments, it may prove practical to use a logarithmic scale to shield the dominant
square-root mode around q “ Γ, as it is done in Fig. 4.20 (c) and (f).
When we account for spin-orbit coupling the relative depth of the K and K 1 pockets
shifts. In this case momentum transfer of q “ K no longer connects points on the
Fermi surface belonging to diﬀerent hole pockets, which results in two clearly visible
characteristics in the polarization of Fig. 4.20 (d): First, at q “ K the scattering
process is possible only for a ﬁnite energy diﬀerence, which opens a ﬁnite energy gap
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of « 250meV. Second, the Fermi surfaces at K and K 1 are now of diﬀerent sizes but
can still be connected with slightly smaller and larger q, resulting in gap-less linear
modes originating slightly shifted from K as seen in Fig. 4.20 (d).
We conclude that the plasmonic features in hole doped MoS2 are mainly character-
ized by a square-root mode in the vicinity of the Γ point and additional low contri-
butions at the Brillouin zone edge which disperse linearly when SOC is disregarded.
As long as SOC is not taken into account and the K valley is occupied solely this is
qualitatively very similar to the plasmonic properties of doped graphene [305]. Upon
inclusion of SOC the linear plasmon mode around K is shifted leading to a gapped
excitation spectra at this point.
Electron Doping
The lowest conduction band is characterized by two prominent minima around K and
Σ. Without SOC these minima are separated by less than 100meV which is further
reduced by considering SOC. Hence, in contrast to the hole doped case, small variations
in the electron doping can change the Fermi-surface topology, as shown in the insets
of Fig. 4.21 and Fig. 4.22. In order to study these changes, we will neglect the SOC
for the beginning and choose two doping levels, resulting in Fermi surfaces comparable
to the hole doped case (i.e. K valley occupation only) and a surface with additional
pockets at Σ, labeled by low- and high-doping respectively (see Fig. 4.18). Since the
K valley is mainly described by dz2 orbitals and the Σ valley predominately by dxy
and dx2´y2 states, we focus on corresponding diagonal orbital channels in Παβ in the
following. Oﬀ-diagonal elements between dz2 and dxy{dx2´y2 orbitals are negligible here
and oﬀ-diagonal terms between dxy{dx2´y2 states are very similar to diagonal dxy{dxy
and dx2´y2{dx2´y2 combinations. The corresponding polarization functions are shown
along the path Γ´Σ´K ´M ´ Γ through the whole Brillouin zone in Fig. 4.21 and
Fig. 4.22 for dz2 and dxy states, respectively.
Analogous to the hole doped case, we observe in all situations (high and low electron
doping) around q “ Γ the expected plasmonic resonances arising from intra-valley
scattering (either within the K or the Σ valleys). The structure of the polarization
for larger q can be understood by inspecting the Fermi surface shown in Fig. 4.18:
Inter-valley scattering between similar valleys is possible for momentum transfers of
q “ K (K Ø K 1 and Σ Ø Σ1 scattering) and q “ Σ and M (Σ Ø Σ1 scattering).
Therefore, we expect additional inter-valley plasmon branches close to these momenta.
In principle K Ø Σ scattering can be found as well (for instance for q “ Σ or q “
M), but with strongly decreased amplitudes due to vanishing overlap matrix elements
Md
z2
dxy .
Indeed, we ﬁnd at q « K in all situations without SOC possible excitations at zero
energy. In Fig. 4.21 (a) and (b) we see the corresponding K Ø K 1 and in Fig. 4.22
(a) the Σ Ø Σ1 modes. As expected, at momentum transfers of q “ M and Σ we
ﬁnd gap-less linear modes only within the dxy channel for high doping concentrations
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(a) low electron doping (b) high electron doping
Figure 4.21.:
Real parts of the polarization functions for dz2{dz2 scattering at low and high electron doping
concentration without SOC. The insets depict the resulting electron pockets within the lowest
conduction band.
as shown in Fig. 4.22 corresponding to Σ Ø Σ1 excitations. In contrast, within the
low doping case [Fig. 4.21 (a)] we observe weak and gapped (« 0.1 eV) excitations for
these momenta originating from K Ø Σ scattering.
While the SOC has a negligible eﬀect on the dz2 valley at K, it splits the dxy{dx2´y2
valleys at Σ resulting in minima at comparable energies. The corresponding Fermi
surface for a single spin component is indicated in the inset of Fig. 4.22 (b). The six
Σ points decompose into two distinct sets, Σ and Σ1. Fermi pockets within each of
these subsets are mutually connected by 2π{3 rotations and remain equivalent after
inclusion of SOC, while the degeneracy of Σ and Σ1 is lifted by SOC. As a consequence,
the phase space for Σ Ø Σ1 is lost and the gap-less excitations at q « Σ and q « K
must vanish, but ΣØ Σ scattering processes are still possible. Consequently, we see in
the corresponding polarization for the dxy channel with SOC in Fig. 4.22 (b) gap-less
modes only at Γ andM. Since the Fermi surface around K is not changed drastically
upon SOC, the corresponding polarization for the dz2 channel is very similar to the
one obtained without SOC [see Fig. 4.21 (b)].
Substrate Effects to the Plasmonic Dispersion
After having discussed the details of all relevant scattering channels on the basis of the
orbital resolved polarization function we now turn our focus to EELS data in order to
study the arising acoustic intra-valley plasmonic branch in the vicinity of the Γ point
in more detail. Therefore, we investigate how the square-root mode behaves under
the inﬂuence of diﬀerent electron-doping levels and by considering varying dielectric
152
4.5. Intra- and Inter-Valley Plasmonic Excitations
(a) without SOC (b) with SOC
Figure 4.22.:
Real parts of the polarization functions for dxy{dxy scattering at elevated electron doping
concentration (K and Σ valleys are partially occupied) without and with SOC. The insets
depict the resulting electron pockets within the lowest conduction band for a single spin
component.
environments9. In Fig. 4.23 we present the resulting spectra for increasing doping
levels Ef “ ´1.20 eV to Ef “ ´1.05 eV (top to bottom) and increasing dielectric
constants of the environment (above and below the layer) from ε “ 1 to ε “ 50 (left to
right). The ﬁrst three rows belong to doping situations in which the conduction band’s
K{K 1 and only one of the Σ valleys are occupied, while the last row corresponds to an
occupation of all K{K 1 and Σ{Σ1 valleys.
In all situations we can clearly identify the electron-hole continua as grey-shaded
areas and the plasmonic branch as sharp black lines (in most situations) separated
from the continua for q ă 1{2ĎΓΣ. For the free standing layer (i.e. ε “ 1) we ﬁnd strong
variations of the plasmonic branch in dependence of the doping-level. For the lowest
doping level we ﬁnd a “shoulder” at about 300meV which rises in energy and ﬂattens
with increasing doping. As soon as the second Σ1 valley is occupied, we even ﬁnd a
maximum within the former square-root branch close to Γ. Next to these considerable
changes of the acoustic plasmonic branch, we see a broadening of the K- and Σ-valley
continua (the former belongs to the “branch” with maxima around q “ 1{2ĎΓΣ and the
latter maxima in the near of q “ Σ) which naturally arise due to increasing Fermi
surfaces.
The most prominent eﬀect of the dielectric environment is a considerable reduction
of the plasmonic energies for small q ă 1{2ĎΓΣ. Due to its macroscopic nature the
environmental screening aﬀects solely these long-wavelength ranges which results in
9 The dependence of the dielectric environment is introduced on the level of the underlying Coulomb
model which is now describing both, the background screening eﬀects from the neglected inter-
band transitions and those stemming from the dielectric environment for the undoped system as
explained in section 4.2.2.
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Figure 4.23.:
EELS spectra for an increasing doping level (from top to bottom) and an increasing dielectric
screening due to the environment (from left to right). On the very right we depict the
corresponding Fermi surfaces / electron pockets within the lowest conduction band for a
single spin component.
nearly linear (but still separated) modes for small q and low electron doping levels.
For high doping levels the square-root like shape of the acoustic branch is recovered.
In all screening scenarios shown here, we ﬁnd a strong increase of the plasmonic en-
ergies at small momenta as soon as the second Σ1 valley becomes occupied resulting
in a signiﬁcant reshaping of the acoustic plasmonic mode. This ﬁnding might be an
important observation in order to interpret and understand experimental data since
the occupation of distinct electron pockets can now be traced back to corresponding
changes in the acoustic plasmonic modes.
4.5.3. Conclusions
We found that the low energy dynamical screening in MoS2 is controlled by both inter-
and intra-valley scattering processes. These give rise to plasmons with a square root
dispersion at small q and linear dispersion for higher momentum transfers which con-
nect separate valleys on the Fermi surface. In general, inter-valley plasmon modes
are observable, although their oscillator strengths are strongly reduced in comparison
to zone center modes. Due to the multi-orbital character of the wave functions and
spin-orbit coupling, which leads to spin-valley coupling in monolayer TMDCs, not all
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inter-valley scattering processes are allowed. As a consequence of spin-valley cou-
pling, some inter-valley plasmon modes are shifted and gapped out, while the 2π{3
rotation symmetry protects certain low energy modes at M. We speculate this se-
lective “gapping out” of collective modes could have consequences for the realization
of many-body instabilities towards superconducting or charge-density-wave phases in
monolayer TMDCs.
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4.6. 2D Heterojunctions From Non-Local
Manipulations of the Coulomb Interactions
The following results have been obtained by C. Steinke and myself and have been pub-
lished in Nano Lett. 16, 2322 (2016). I was responsible for all ab initio calculations,
the model derivation, and the supervision of C. Steinke, who performed the Hartree-
Fock calculations based on a real-space tight-binding program written by myself. Fur-
thermore, the ﬁnal manuscript was also prepared by myself considering comments and
remarks by M. Lorke, C. Gies, F. Jahnke and T.O. Wehling. Most text of the following
paragraphs including its appendix in section A.7 are part of the published article.
Semiconductors play a major role in modern optoelectronics. Particularly hetero-
junctions, i.e. interfaces of materials with diﬀerent band gaps, are central building
blocks of various applications [328, 329]. Apart from planar junctions, which are the
basis of light-emitting diodes and solar cells, more complex structures such as quantum
wells [330] or quantum dots [331] hold promises in the context of quantum information
processing. In the bulk, e.g. in GaAs / InGaAs material systems, heterojunctions are
often fabricated by epitaxy, which can be employed up to industrial scales. In addition
to bulk crystals, also monolayer thin two-dimensional materials [2] including semi-
conducting transition metal dichalcogenides have been assembled into structures like
vertical [226, 332, 333, 334, 335, 336, 337] or lateral heterojunctions [338, 339, 340, 341].
All of these systems rely on interfaces of diﬀerent materials in order to gain spatial
band-gap modulations. The epitaxial fabrication of well deﬁned interfaces with the
desired electronic properties underlies constraints due to available materials, and can
in practice be very challenging.
Here, we propose a scheme to build heterojunctions within a single homogeneous
layer of a 2D material based on non-local manipulations of the Coulomb interaction,
that is the controlled manipulation of the long-range characteristics of the Coulomb in-
teraction within the layered material. By placing a 2D semiconductor into a laterally
structured environment (e.g. a substrate with laterally varying dielectric constants
as depicted in Fig. 4.24), the Coulomb interaction within the 2D material changes
spatially and with it, the local band gaps are modulated as well. Thus, band-gap vari-
ations like in a heterojunction can be induced externally in a homogeneous monolayer
by an appropriately structured dielectric environment.
The central quantities that deﬁne the possible technical relevance of such externally
induced heterojunctions are (i) the size of realistically achievable band-gap modulations
and (ii) the length scale over which these modulations take place. In the following we
show that changes in the Coulomb interaction can induce band-gap modulations in the
range of several 100meV on the length scale of a few lattice spacings in homogeneous
MoS2. To this end, we consider in a ﬁrst step a free standing MoS2 monolayer and
analyze Coulomb interaction eﬀects as manifesting in the electronic self-energy in real
space. Based on GW calculations, we demonstrate that the dominant self-energy
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(a) (b)
Figure 4.24.:
Sketches of a monolayer (blue) in diﬀerent heterogeneous dielectric environments. (a), (c) and
(d) show situations with structured dielectric substrates while in (b) adsorbated polarizable
molecules are responsible for the heterogeneous dielectric environment.
terms are indeed limited to the length scale of a few unit cells. In order to study
heterogeneous systems as shown in Fig. 4.24, we switch to a generic 2D semiconductor
model that is quantitatively based on our ab initio GW results. Using this model, we
demonstrate that a spatially inhomogeneous environment allows to induce externally
a heterojunction of type-II in MoS2.
4.6.1. Locality of the Coulomb Interaction
As described in section 4.1.2, the band gap in MoS2 monolayers arises initially due
to strong hybridization of molybdenum ml “ t0,˘2u states. To investigate the ef-
fects of the Coulomb interaction to this hybridization mechanism, we perform G0W0
(GW ) calculations which take these interactions into account. Thereby, we are able to
study in detail how the Coulomb interaction aﬀects the band gap. Within a real-space
description we are furthermore able to explore the locality of the Coulomb interac-
tion, which is a crucial property to derive spatially sharp band-gap modulations in
the new kind of heterojunctions presented in the following section. To this end, we
derive the corresponding self-energy in real space from a comparison of DFT and G0W0
calculations utilizing the Dyson equation
Σ “ G´1DFT ´G´1GW , (4.38)
where GDFT and GGW are the electronic Green functions obtained from corresponding
calculations. Within the quasiparticle approximation, the Green functions
G´1
GW {DFTpzq “
`
z ` µ´HGW {DFT
˘
, (4.39)
follow from the Wannier Hamiltonians HGW and HDFT describing the DFT and G0W0
band structures, respectively:
H
GW {DFT
αβ pkq “
ÿ
R
eikRt
GW {DFT
αβ pRq. (4.40)
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Figure 4.25.:
Real-space representation of the GW self-
energy ΣGWαβ pRq of MoS2 within the mini-
mal Mo d basis. The grey lines mark the
hexagonal Wigner-Seitz unit cells of the full
lattice with centered Mo atoms.
The quantum numbers α, β P tdz2 , dxy, dx2´y2u denote the dominating orbital charac-
ters of the wave functions in the Wannier basis. Finally, the real-space self-energy is
approximated as
ΣGWαβ pRq “ tGWαβ pRq ´ tDFTαβ pRq ´ Δμ δR0δαβ , (4.41)
where Δμ aligns the Fermi energies between the DFT and G0W0 calculations which is
realized by choosing Δμ such that Tr
“
ΣGW p0q‰ “ 0.
Fig. 4.25 shows the resulting map of ΣGWαβ pRq, which visualizes the R-dependent
renormalizations of the tight-binding hopping matrix-elements due to the Coulomb
interaction. These elements can be separated into intra- and inter-orbital contributions
arising from Coulomb-interaction-induced changes in the intra- (α Ø α) and inter-
orbital (α Ø β) hoppings. In more detail, there are local renormalizations ΣαβpR “ 0q,
and, more importantly, non-local self-energy terms ΣαβpR ‰ 0q which arise from the
non-local character of the Coulomb interaction. These non-local terms in ΣGWαβ pRq can
be found in the maps of Fig. 4.25 in the cells around the central unit cells in each
panel.
The strongest contributions to the self-energy are non-local inter-orbital exchange
terms, which directly increase the hybridization and the resulting band gap. The
enhanced band gap in GW calculations therefore results from non-local inter-orbital
contributions of the Coulomb interaction. In general, we ﬁnd non-local contributions
to Σ, as one expects from the long range character of the Coulomb interaction in
2D semiconductors. Nevertheless, the most sizable contributions are clearly localized
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within a radius of less than three unit cells. Hence, despite the self-energy being non-
local, it could still facilitate sharp band-gap modulations in the case of structured
dielectric environments, which will be discussed in the following section.
The real-space structure of ΣGWαβ pRq can be understood by considering the corre-
sponding orbital symmetries. The dz2 orbital is invariant under the operations of the
threefold rotation symmetry of the MoS2 lattice, which is reﬂected in the dz2{dz2 panel
of Fig. 4.25 showing the full symmetry of the lattice. The dxy and dx2´y2 orbitals be-
long to a two-dimensional representation of the crystal symmetry point group, which
leads to a more complex real-space structure of the corresponding self-energy terms,
as seen in the dxy and dx2´y2 panels in Fig. 4.25.
4.6.2. Heterostructures Induced by Heterogeneous Dielectric
Environments
Now we turn to structured dielectric environments as depicted in Fig. 4.24. Here,
the broken translational symmetry makes GW calculations numerically extremely de-
manding. As an alternative, we switch to a model system that mimics the essential
gap-opening mechanisms and interaction eﬀects present in semiconducting TMDCs.
At the same time it allows us to study the inﬂuences of a structured dielectric envi-
ronment on the local density of states (LDOS) and the resulting spatial variation of
the band gap.
Model Description in the Hartree-Fock Approximation
In order to model the lowest conduction and the highest valence band of monolayer
MoS2 we consider a two-band model in momentum space described by a single-particle
Hamiltonian of the form
HSPpkq “
˜
ǫml“0|| pkq tK
tK ǫ
ml“˘2
|| pkq
¸
. (4.42)
Here, ǫml“0|| pkq is meant to describe molybdenum dz2 states and ǫml“˘2|| pkq the combined
dxy and dx2´y2 contributions. To simplify the model as much as possible, we approxi-
mate ǫml“0|| pkq “ ǫ||pkq and ǫml“˘2|| pkq “ ´ǫ||pkq with the tight-binding dispersions of
2D hexagonal lattices
ǫ||pkq “ t
6ÿ
j“1
exppiδj ¨ kq, (4.43)
where t describes “in-plane” hopping between Mo nearest neighbours which are con-
nected by δj. The gap arising in this model is a hybridization gap opened due to tK.
In Fig. 4.26 we show the resulting band-structures [obtained by diagonalization of the
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M K
Figure 4.26.:
Sketch of the band-gap opening mechanism within the applied model. The dashed lines
represent a zoom of the band structure as resulting without any hybridization. The full lines
visualize the full band structure, i.e. with hybridization due to tK. The region within these
dispersions signiﬁcantly diﬀer is δk.
Hamiltonian given in Eq. (4.42)] for tK “ 0 (red/blue) and non-zero tK (black). For
tK “ 0 we ﬁnd two non-hybridized bands with opposite slopes and a crossings between
Γ and K (in the vicinity of Σ point) and between Γ and M . Upon increasing tK ą 0
the two bands are shifted by ˘tK (at Γ) and hybridize at the band crossings. Thereby,
a global band gap is opened which is the same mechanism as phenomenologically de-
scribed in section 4.1.2 for semiconducting TMDC materials10. For the band-structures
shown in Fig. 4.26 the hopping parameters are chosen to reproduce the band width
(W} « 1.0 eV) and the DFT band gap (∆ « 2.0 eV) of MoS2. In fact, Eq. (4.42) is the
most simple description of a 2D semiconductor and thus more generic.
In real-space we realize such a system with the help of two hexagonal lattices with
lattice constants a0 which are vertically separated by c. These two planes thus represent
the ml “ 0 and ml “ ˘2 subsystems. The in-plane lattice constants are chosen
corresponding to MoS2 a0 “ 3.18Å and the vertical distance is set to c “ a{4 in the
following.
As we show in section A.7.2, the inclusion of the Coulomb interaction gives rise to
a real-space self-energy in the Hartree-Fock approximation according to
Σij “ δij
ÿ
l
2Uilδnlloooooomoooooon
Hartree
´Uij xc:jciylooooomooooon
Fock
, (4.44)
10 Furthermore, we ﬁnd comparable variations of the orbital characters throughout the Brillouin zone
within the hybridized bands. The direct band gap at K is not reproduced which traces back to
the neglect of the second ml “ ˘2 band. The latter can be seen, for instance, in the three-orbital
nearest-neighbour TB model by Liu et al. from Ref. [234].
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Figure 4.27.:
Local density of states for unit cells along lines perpendicular to the dielectric interfaces.
Negative unit-cell numbers correspond to areas with ε1 and positive numbers to ε2. In all
panels ε2 is ﬁxed to 15 while ε1 is decreased from 15 to 5 from left to right.
where δnl “ xnˆly´ n¯ is the deviation from the average occupation n¯, Uij “ Upri, rjq is
the interaction energy between electrons or ions at sites ri and rj and c
:
i (ci) are the
corresponding electronic creation (annihilation) operators. Spin indices are suppressed
as Σij is spin diagonal. The structured dielectric environments, as depicted in Fig.
4.24, enter the model via the interaction matrix elements Uij which are correspondingly
screened by the dielectric function εij resulting in
Uij “
ż
ε´1pri, rlqvprl, rjqd3rl. (4.45)
For heterogeneous environments the corresponding background-screened Coulomb in-
teraction can be obtained from a solution of the Poisson equation. In general, numerical
schemes need to be employed for this purpose, although analytical results exist for sim-
pliﬁed situations. For instance, the potential for a setup as shown in Fig. 4.24 (c) with
zero layer height can be analytically derived, as we sketch out in section A.7.3. For
such a scenario we are now able to (self-consistently) calculate Σij and the resulting
LDOS for arbitrary ε1 and ε2.
In Fig. 4.27 we present the LDOS along lines perpendicular to the dielectric inter-
faces for situations with varying ε2{ε1 ratios and ﬁxed ε2 “ 15 (thus decreasing ε1).
The very left panel of Fig. 4.27 corresponds to a homogeneous dielectric environment,
while the very right panel shows the LDOS for a strongly heterogeneous situation. In all
panels, two main characteristics can be clearly seen: The van-Hove singularities (from
the M point, see Fig. 4.26) as maxima in the LDOS, and spatially dependent band
gaps Egapprq as energy ranges where the LDOS vanishes between the singularities11.
11 Since an artiﬁcial broadening δ “ 5meV is involved in the evaluation of the LDOS it never vanishes
161
4. Molybdenum Disulfide Monolayers
Egapprq is clearly reduced in the ε2 regions (on the right hand side of each panel) com-
pared to the ε1 area (left hand side) as a result of stronger external screening eﬀects of
the ε2 substrate and correspondingly reduced Coulomb interaction. For all given ε2{ε1
ratios, we ﬁnd a nearly vanishing conduction-band oﬀset (CBO) between both regions,
while the corresponding band gaps can be tuned precisely. Thus, the ratio between the
CBO and the band gaps can be controlled in these kind of heterostructure, allowing e.g.
for optimal solar cell setups [342, 343]. For all heterogeneous situations (ε2{ε1 ą 1),
the overall variation of the band gaps along the spatial direction is reminiscent of a
heterojunction band diagram of type-II.
This kind of band diagram will arise in all systems shown in Fig. 4.24, although the
eﬀect of the structured environment is strongest in the setups corresponding to the
panels Fig. 4.24 (a) and Fig. 4.24 (c). In order to obtain strong eﬀects in the other
situations the substrate ε in Fig. 4.24 (b) or capping layer ε3 in Fig. 4.24 (d) should
have a small polarizability compared to the adsorbed molecules or ε1{2, respectively.
Most importantly for electronic functionalities and particularly regarding electronic
transport in these heterojunctions, the band-gap changes within less than 5 unit cells
around the interface, which holds for the whole range of ε2{ε1 ratios shown in Fig.
4.27. In lateral heterojunctions made from stitching together diﬀerent TMDCs, a
comparable length-scale has been reported [339]. Thus, we ﬁnd a similar behaviour
with the diﬀerence, that here the heterojunction does not arise from diﬀerent materials,
but is induced externally by structuring the dielectric substrate.
There are intrinsic and extrinsic factors limiting the length scale over which band-gap
variations in dielectrically induced heterojunctions can be realized. The major extrinsic
factor determining the sharpness of the induced band-gap variation, is the length-scale
on which the dielectric environment changes, which depends on experimental substrate
or adsorbate preparation procedures. There are several experimental ways to realize
nearly atomically sharp variations of the dielectric polarizability of the environment of
a 2D material. Examples range from the extreme case of substrates containing holes
[344, 345, 193], patterned adsorption of polarizable molecules [346, 347, 348, 349], and
intercalation or adsorption of atoms [350, 351] to self-organized growth of structured
dielectrics by epitaxial means [352, 353, 354, 355].
A lower intrinsic bound δr for the length scale, on which the band-gap variation
takes place is deﬁned by the spatial extent of the self-energy which can be deduced
qualitatively from the underlying model. According to Eq. (4.44) the range of the
self-energy is limited by the real-space decay range of the correlation functions xc:jciy.
In reciprocal space this extent translates to the region δk (see right panel of Fig.
4.26) in which we ﬁnd signiﬁcant hybridization between the two layers which we can
approximate on the basis of the Wannier Hamiltonian from Eq. (4.42). Using this
Hamiltonian we ﬁnd a hybridization gap of the order „ tK around ǫ}pkq “ 0, as
illustrated in the right panel of Fig. 4.26. Thus, the single-particle band structure is
completely. Therefore we consider values smaller than 0.02 as zero.
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Figure 4.28.:
Real-space representation of the Hartree-Fock self-
energy Σij in the ε1 “ 5 area of the system shown in
Fig. 4.27 (unit cell “´10”). The grey lines mark the
hexagonal Wigner-Seitz unit cells. Note, the diagonal
elements were enhanced by a factor of 5.
signiﬁcantly changed due to the hybridization in a region extending about δk “ tK{vF
(see right panel of Fig. 4.26) with vF being the Fermi velocity which is proportional
to the band width W 9 t. By the uncertainty principle, the momentum-space extent
δk translates into a range δr 9 1{δk « t{tK of the correlation functions xc:jciy in real
space. As a consequence, Σij is generically limited to the scale of a few unit cells as
long as hybridization (tK) and band width (W 9 t) are similar in size.
This ﬁnding is reﬂected in the numerical data for the non-local real-space self-energy
Σij depicted in Fig. 4.28. In analogy to the discussion of the MoS2 GW self-energy in
the homogeneous case, we show in Fig. 4.28 the self-energy in the middle of the ε1 “ 5
area of the heterostructure (unit cell “´10” in the right most panel of Fig. 4.27). Here,
the local dielectric environment is essentially homogeneous and thus comparable to the
fully homogeneous case. The oﬀ-diagonal self-energy terms shown in Fig. 4.28 are by
deﬁnition non-local, as they describe modulations of interlayer couplings (separated by
Rz “ c), but signiﬁcant contributions are limited to a single unit cell. For orbitals in
the same layer (diagonal panels in Fig. 4.28), the self-energy is smaller, and substantial
contributions are limited to about two unit cells. Hence, the real-space structure of
the model self-energy in this homogeneous-like area of the system is quite similar to
the self-energy in MoS2 obtained from full ab initio calculations (see Fig. 4.28).
More speciﬁcally, the Hartree contribution of the self-energy ΣH [see Eq. (4.44)] is
diagonal and has hardly any eﬀect on the band structure. Especially the non-local
Fock terms ΣF, as we show in more detail in section A.7.4, increase the band gap
by modifying the hybridization (as seen in ΣAB{ΣBA in Fig. 4.28). This tendency is
independent of the dielectric constant and inherent to all semiconducting 2D materials
in which band gaps result from hybridization eﬀects. Consequently, in all materials of
this kind, heterojunctions can be induced by an external manipulation of the Coulomb
interaction.
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4.6.3. Conclusions
For heterojunctions obtained from non-local manipulations of interactions we expect
that screening and exchange-interaction induced conﬁnement potentials aﬀect uncor-
related electrons and holes quite diﬀerently compared to correlated electron-hole pairs.
For instance, optical absorption energies related to the excitation of correlated electron-
hole pairs (i.e. excitons) depend on the quasiparticle band gaps but also on the ex-
citonic binding energies which are both decreased by a highly polarizable dielectric
environment. Hence, the excitonic absorption energies will change less by external
manipulations of the Coulomb interaction [242] than the single-particle properties,
which are most relevant for electronic transport. As a consequence, the relation be-
tween optical and transport properties in the kind of heterojunctions proposed here
will likely diﬀer from heterojunctions created by stitching diﬀerent materials together.
We have demonstrated that in MoS2, as a typical 2D TMDC semiconductor, het-
erostructures can be formed by means of spatially structured dielectric environments.
For this purpose, we have used ab initio calculations and a generic 2D semiconduc-
tor model, to show that the external manipulation of the Coulomb interaction allows
for sharp, spatially modulated band gaps. Hence, new kinds of heterojunctions can
be constructed by placing semiconducting 2D materials on appropriately structured
substrates. Similarly, polarizable molecules could be deposited on top of 2D materials
to cover parts of the surface to form heterojunctions. Such heterojunctions bring the
advantage that only the environment of the active material but not the material itself
needs to be structured during the fabrication process. One could thus add the active
2D semiconducting layer to independently pre-structured dielectric layers which is very
attractive from a fabrication point of view.
While we have considered a single interface in this section, our ﬁndings can be
generalized to more complex structures. One can for instance use two parallel interfaces
to realize a quantum wire-like structure. Finally, with four interfaces (two in the x- and
two in the y-direction) or also partial coverage of ﬁnite areas with adsorbates quantum
dots could be externally induced in monolayers of homogeneous 2D materials.
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By combining material-realistic low-energy models that we derived from ab initio cal-
culations with high-level many-body or multi-scale approaches, we were able to get
deep insights into the electronic and optical properties of novel two-dimensional mate-
rials. Depending on the material property under consideration, we chose models which
are capable of hosting the corresponding physics and combined them with appropriate
many-body or multi-scale methods. Thereby, we have shown that the accuracy of the
resulting properties such as exciton binding energies, critical temperatures or optical
conductivities directly depends on the precision of the underlying model ingredients.
Those comprise the electronic and phononic dispersions and the electron-phonon as
well as the electron-electron interactions.
Regarding the electronic properties, we have seen in the case of partially ﬂuori-
nated graphene that a proper description of both dispersions (pristine graphene’s and
ﬂuorographene’s) is needed to describe the disordered systems as closely as possible.
Moreover, in the case of molybdenum disulﬁde monolayers we found that a precise de-
scription of the K and Σ valleys in the lowest conduction band is absolutely necessary
in order to accurately describe the multifaceted physics of excitonic and plasmonic ex-
citations as well as the details of the superconducting state under electron doping. For
the interaction matrix elements we were able to show that, among others, the physi-
cal details of the superconducting state of doped MoS2 strongly depends on details of
the electron-phonon coupling. Furthermore, we revealed that the in general increased
Coulomb interactions in two-dimensional materials strongly enhances band-gaps and
exciton binding energies. Thus, accurate descriptions of these interactions are abso-
lutely necessary as soon as optical properties shall be described. Thereby, a proper
inclusion of screening eﬀects due to those parts of the system which are excluded from
the low-energy model is of outstanding importance. Otherwise the Coulomb interac-
tion would be overestimated, resulting in poor agreement with experimental data.
Having settled the model-derivation schemes and their interfaces to subsequent ap-
proaches, we were able to study a large variety of electronic and optical properties of
functionalized graphene and graphene heterostructures in chapter 3 as well as doped
or optically excited MoS2 monolayers in chapter 4.
In section 3.2 we showed that disorder eﬀects alone are not suﬃcient to explain the
signiﬁcantly reduced optical band gap of ﬂuorographene. However, we found speciﬁc
“ﬁnger prints” in the optical spectra resulting from diﬀerent kinds of disorder which
might form the basis for more realistic considerations including broadening eﬀects
due to phonons and/or excitonic eﬀects. We also showed that the transition from a
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perfectly ﬂat to a buckled structure due to partial ﬂuorination can be measured by
polarization rotations of passing polarized light. This ﬁnding might be a powerful tool
to distinguish between sp2- and sp3 hybridized areas.
By introducing in section 3.3 a novel scheme to describe Coulomb interactions of
layered heterostructures in the Wannier basis, we gained a deep understanding of the
nature of these interactions. Using this approach (with the help of recently derived
phase diagrams), we found the ground state of bilayer graphene being in the near
of the phase transition between an antiferromagnetic spin-density wave phase and a
quantum-spin-hall state. Additionally, we showed that the antiferromagnetic ground
state is stabilized by an increasing external screening.
In section 4.3 we showed that the phase diagram of electron-doped MoS2 monolayers
includes a metallic, a superconducting and a charge-density-wave phase. We presented
a detailed analysis of the superconducting dome and found that the occupation of the
Σ valley is of prime importance to enhance the corresponding critical temperature.
Additionally, we analyzed in detail the super-cell band structure within the newly
found charge-density-wave phase regime and disclosed a possible coexistence of the
superconducting and CDW phases.
Regarding the excitonic eﬀects which arise in optically excited MoS2 monolayers, we
were able to predict in section 4.4 a signiﬁcant redshift of the A and B transitions with
increasing excitation densities, which have been measured shortly after. The solution
of the semiconductor Bloch equations based on our material-realistic model allowed us
to disentangle band-gap shifts and changes in the exciton binding energies, yielding
an in-depth understanding of the underlying physics. Furthermore, we showed how
biaxial strain, acting mainly on the electronic dispersion, inﬂuences the absorption
spectra.
In section 4.5 we studied in detail plasmonic excitations under electron and hole
doping and found the well known intra-valley plasmonic branches as well as clear hints
for arising inter-valley excitations. Once again, all observations could be explained
upon taking the band-structure details and (properly screened) Coulomb interactions
into account. By introducing additional screening channels to the latter, which arise
for example due to dielectric substrates, we were able to show how the intra-valley
plasmon mode can be tuned on demand using diﬀerent dielectric environments.
Besides these considerations of translationally invariant systems, we focused in sec-
tion 4.6 on systems with broken translational symmetry due to spatial modulations of
the Coulomb interaction. Here, we were able to show that in these kind of systems
a type-II band diagram can be induced externally. Thus, we proposed to build new
kinds of heterojunctions by placing a homogeneous semiconducting layered material
on a heterogeneous dielectric substrate.
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Outlook
Although we have made some progress, it is still a long way to a complete and univer-
sal understanding of layered heterostructures. However, we believe that the adopted
strategy is promising due to its versatile extension opportunities.
On the model level, the biggest drawbacks so far are the non-inclusion of non-density-
density Coulomb matrix elements and missing eﬃcient analytic expressions for the
electron-phonon couplings. In principle, both of these problems can be overcome using
the Wannier basis. Thereby, the long-term objective should be to introduce generalized
Wannier-interpolations for all model ingredients based on real-space representations of
the latter ones. Doing so, we would be able to evaluate each matrix element for
arbitrary points in momentum space. Furthermore, it remains to be seen whether
the presented down folding scheme based on Wannier constructions for the low-energy
states is always suitable. As far as we know today, monolayers of transition metal
dichalcogenides seem to be “well-behaved” in this context. For multilayers or very
diﬀerent layered systems the situation is not clear and has to be checked carefully.
Additionally, we need to extend our modeling scheme to describe the dynamical and
non-local eﬀects of substrates not only to the Coulomb interactions but also to the
electron-phonon couplings.
On the side of the “many-body approaches”, we need to extend our methods to deal
with all important ingredients at the same time, that are the electronic and phononic
dispersions and the electron-electron and electron-phonon interactions, in order to
understand their interplay. Furthermore, we need to extend the methods in order to
treat dynamical processes and to include higher-order diagrams.
Doing so, it will be possible to gain a uniﬁed understanding of many-body instabili-
ties and excitations as well as their interplay in layered heterostructures. For instance,
in the ﬁeld of optical properties we will be able to study time-resolved electron-electron
and electron-phonon scattering processes (indeed ﬁrst results for the former are already
available [356]) under the inﬂuence of the dielectric environment. Furthermore, tak-
ing higher-order diagrams into account, we will be able to describe trions or other
multi-exciton processes.
Especially regarding the description of superconducting phases within these lay-
ered materials, we will be able to make progress upon application of these extensions.
Indeed, this is necessary as recent experiments on the dependence of the critical tem-
perature to the number of involved layers demonstrate: While Cao et al. and Costanzo
et al. found a decreasing Tc towards the monolayer limit in TMDCs [6, 357], Ge et al.
report a substantially enhanced Tc in FeSe ﬁlms in this limit (on the order of 100K)
[358]. To understand these contradicting trends, we can apply our modeling scheme in
combination with full solutions to the Eliashberg equations in order to take simultane-
ously external eﬀects (like substrates, applied pressure or strain) and internal details
(band structure eﬀects, screened interaction matrix elements, etc.) into account. This
scheme can additionally be extended to include dynamical properties of the Coulomb
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interaction [in contrast to the formulation in Eq. (2.221)]. Thus, we will be able to
study the inﬂuence of plasmons to the superconducting state, which might introduce
additional coupling channels for the Cooper pairing as discussed by Takada, Akashi
and Arita [359, 360, 361]. The latter might also be a promising direction to study
eﬀects that arise from external bosonic modes provided by the environment as it has
already been suggested by Ginzburg and Kirzhnits [362] and Little [363] in 1964 or
Allender [364] in 1973. Also, it is important to note that the Eliashberg theory is a di-
agrammatic approach which neglects speciﬁc classes of diagrams. Whether or not this
is appropriate for the system under consideration remains to be checked by evaluating
higher-order diagrams or by benchmarking the Eliashberg results to those gained from
quantum Monte-Carlo (QMC) approaches which are in principle exact (if it is possible
to ﬁnd a solution).
Using appropriate QMC schemes in combination with our material-realistic models
we might also gain deeper insights into the physics taking place in the near of quantum
phase transitions or into the interplay of diﬀerent phases like it was already speculated
in the case of electron doped MoS2. Here, it will be extremely interesting to see
if coexisting phases increase or decrease speciﬁc critical temperatures and how this
behaviour might be tuned from the outside.
Thus, in a ﬁnal conclusion, layered materials exhibit a large variety of many-body
eﬀects which need to be explored in more detail in order to gain full control of artiﬁcial
layered heterostructures. Therefore, it seems to be appropriate to bring together the
best of both worlds, namely ab initio calculations and model descriptions, as we have
shown for some speciﬁc examples.
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A.1. Optical Properties of Fluorographene
A.1.1. Ab Initio Details
We use the PAW method as implemented in the VASP code [365, 366, 65] to obtain
converged GGA (PBE) DFT results as starting points for the G0W0 [124, 123, 117,
116] calculations. In all cases a 8 ˆ 8 ˆ 1 k-mesh and an energy cut-oﬀ of 400 eV is
used. For pristine graphene we use a lattice constant of a0 “ 2.47Å. The geometry of
ﬂuorographene in the chair conﬁguration [see Fig. 3.3 (a)] has been optimized yielding
a lattice constant of a0 “ 2.62Å, an out-of-plane displacement of ∆z “ ˘0.21Å for
each carbon atom and a ﬂuorine-carbon distance of c “ 1.38Å. The G0W0 calculations
included Bloch states up to an energy of 120 eV in all calculations.
A.1.2. Tight-Binding Model Details
Our tight-binding model is parametrized using two-center integrals within the Slater-
Koster scheme [367]. Thus, the hopping matrix elements used in Eq. (3.10) are
deﬁned as combinations of Slater-Koster parameters V and direction cosines l, m
and n (see Tab. A.1) which are given in Tab. A.3 and Tab. A.2, respectively. The
direction cosines are calculated based on the geometrical relaxations and the Slater-
Koster parameters are ﬁtted to G0W0 quasiparticle band structures. As mentioned
in section 3.2 three diﬀerent carbon-carbon hopping combinations arise: (i) nearest
neighbour hopping between pristine carbon atoms, (ii) hopping between two ﬂuorinated
carbon atoms and (iii) hopping between a pristine and a ﬂuorinated carbon atom (CFx).
The corresponding carbon-carbon hoppings for the pristine materials are give in the
upper part of Tab. A.3. To describe a hopping matrix element between a ﬂuorinated
and an ﬂuorinated carbon atom we take the arithmetic mean value of the corresponding
values from the “graphene” and “ﬂuorographene” columns from Tab. A.3 together with
the CFx direction cosines from Tab. A.2. The carbon on-site energies for a partially
ﬂuorinated system are chosen depending on whether the carbon atom is ﬂuorinated or
not. In the lower part of Tab. A.3 ﬂuorine on-site matrix elements and ﬂuorine-carbon
hopping matrix elements are given. Thus, there is no direct ﬂuorine-ﬂuorine hopping.
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tss Vssσ
tspx lVspσ
tpxpx l
2Vppσ ` p1´ l2qVpppi
tpxpy lmpVppσ ´ Vpppiq
Table A.1.: Deﬁnition of Slater-Koster parameters.
graphene
δi li mi ni
δ1 0 1 0
δ2 ´
?
3{2 ´1{2 0
δ3 `
?
3{2 ´1{2 0
δF 0 0 0
ﬂuorographene
li mi ni
0 `0.964 -0.265
´0.835 ´0.482 -0.265
`0.835 ´0.482 -0.265
0 0 1
CFx
li mi ni
0 `0.991 -0.136
´0.856 ´0.495 -0.136
`0.856 ´0.495 -0.136
0 0 1
Table A.2.:
Direction cosines. Here δF denotes the vector of the adjacent upper F atom of the central C
atom.
graphene ﬂuorographene
εs ´2.85 ´5.54
εpxy `3.20 `2.31
εpz `0.00 `4.92
Vssσ ´5.34 ´3.65
Vspσ `6.40 `7.20
Vppσ `7.65 `7.65
Vpxypzσ `0.00 `2.20
Vpxypxypi ´2.80 ´2.64
Vpxypzpi `0.00 ´2.80
Vpzpzpi ´2.80 ´1.87
εFpxy ´4.94
εFpz ´1.69
V C´Fspσ `1.06
V C´Fppσ `9.85
V C´Fpppi ´2.25
Table A.3.:
Two-center integrals involved in the deﬁnition of the Slater-Koster parameters for graphene
and ﬂuorographene. The upper panel shows the carbon on-site energies as well as the carbon-
carbon hoppings, while the lower panel shows the the ﬂuorine on-site energies and the corre-
sponding carbon-ﬂuorine hoppings. All values are given in eV.
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A.1.3. Tight-Biding Propagation Method
In the following we brieﬂy discuss the main ideas of the tight-binding propagation
method. For more details the reader is referred to the Refs. [368, 189].
In order to apply the so-called tight-binding propagation method to calculate the
total density of state, the latter is written as the Fourier transform of the overlap
between the time-evolved state |φsptqy and the initial (random) state |φsp0qy:
DspEq “
ÿ
i
δpE ´ Eiq “ 1
2π
ż `8
´8
dt Tr
!
eiHˆt
)
eiEt (A.1)
“ 1
2π
ż `8
´8
dt xφsp0q |φsptqy eiEt,
where the time evolution is given by
|φsptqy “ eiHˆt |φsp0qy . (A.2)
By averaging over a variety of randomly initialized states |φp0qy “ ři ai |iy the total
density of states is obtained according to
DpEq “ lim
sÑ8
1
s
ÿ
s
DspEq. (A.3)
From a numerical point of view this scheme is quite advantageous, since the “partial”
density of states DspEq can be obtained eﬃciently by evaluating the time evolution
within a Chebychev polynomial decomposition and the Fourier transformation with
the help of fast Fourier transform algorithms. Thereby, huge real-space super cells
can be simulated without the need of a full diagonalization. Furthermore, it has been
shown that for large systems it is often enough to use just a single initial random state
[368, 189].
Based on the same concepts, the optical conductivity according to Kubo’s formula
[29, 24] can be eﬃciently evaluated for arbitrary frequencies ω and spatial directions
α, β P tx, y, zu
σαβpωq “ lim
εÑ0`
1
pω ` iεqΩ
ˆż 8
0
dt xrJαptq, Jβsy eipω`iεqt ´ i xrPα, Jβsy
˙
(A.4)
using the polarization P and the current J operators
P “ eR and J “ e 9R “ ie
~
rH,Rs. (A.5)
Within the tight-binding formalism the dipole operator can be separated R “ R1`R2
into a regular (or envelope) term and an inter-orbital (or intra-atomic) term yielding
R1 “
ÿ
iα
ric
:
iαciα and R2 “
ÿ
iαβ
xiα | δr | iβy c:iαciβ, (A.6)
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where r and δr denote the atomic positions and the positions within a unit cell, re-
spectively [369]. These contributions can in turn be used to evaluate the commutator
which is involved in the deﬁnition of the current operator (see Ref. [189] for more
details). Hence, as soon as the matrix elements xiα | δr | iβy are known, the optical
conductivity can readily be evaluated within the tight-binding propagation method.
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A.2. Coulomb-Interaction Matrix Elements for
Graphene Heterostructures
We start with DFT calculations employing the Fleur code [370, 371] to obtain the
corresponding ground states within the FLAPW method based on the generalized
gradient approximation (PBE) [48]. Afterwards, we use the SPEX code [121, 122] to
calculate the bare and screened Coulomb matrix elements in the constrained random
phase approximation (for more details on the cRPA method see section 2.3.2).
In the case of carbon atoms we use an angular momentum cut-oﬀ of lcut “ 6 and
lcut “ 8 for iridium. The plane-wave cut-oﬀ is set to 4.5 a´10 , where a0 is the Bohr radius.
The involved k meshes and the energy cut-oﬀs for the polarization function are shown
in Tab. A.4. The energy cut-oﬀ corresponds to the energy of the highest, unoccupied
band (and thus to the total number of empty bands) involved in the calculation of the
polarization function. Since in the case of MLG and BLG several “vacuum distances”
(see below) have been used, the number of empty bands had to be adjusted for each
vacuum height (corresponding to the given energy cut-oﬀ).
A “vacuum distance” hvac (the distance between adjacent layers) is introduced, since
we embed the mono- or bilayer in a three-dimensional unit cell. Thereby, we produce,
due to the periodic boundaries, an inﬁnite stack of mono- or bilayers separated by
the unit-cell height. The freestanding situation is obtained in the limit of hvac Ñ 8.
To approximate this limit, we do several calculations for diﬀerent vacuum distances
(ranging from hvac « 15Å to hvac « 30Å) and extrapolate the freestanding value
Uαβpq,8q by ﬁtting the results to
Uαβpq, hvacq “ Uαβpq,8q ` bαβpqq
hvac
. (A.7)
system DFT k mesh cRPA k mesh energy cut-oﬀ
AB graphite 16ˆ 16ˆ 5 25ˆ 25ˆ 8 « 60 eV
MLG 14ˆ 14ˆ 1 16ˆ 16ˆ 1 « 120 eV
BLG 14ˆ 14ˆ 1 28ˆ 28ˆ 1 « 60 eV
Gr/Ir 16ˆ 16ˆ 5 16ˆ 16ˆ 5 « 180 eV
Table A.4.:
Ab initio details for each system. The polarization energy cut-oﬀs are given relative to the
graphene Dirac-cone position.
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Figure A.1.:
Band gap at K as a function of the GW parameters. All calculations have been done for the
unstrained lattice constant of a0 “ 3.18Å. If not declared otherwise, an intermediate vacuum
distance of h “ 35Å, 200 bands and a GW energy cut-oﬀ of 150 eV have been used on a
18ˆ 18ˆ 1 k-mesh.
A.3. Generalized Hubbard Model for MoS2
Monolayers
A.3.1. GW -based Three-band Tight-Binding Hamiltonian
In order to obtain the three-band tight-binding Hamiltonian we perform G0W0 [124,
123, 117, 116] calculations within the PAW method as implemented in the VASP code
[365, 366, 65]. As a starting point, we use the Kohn-Sham eigenstates and energies
obtained from GGA (PBE) [48] calculations on 18ˆ18ˆ1 k-meshes with a plane wave
cut-oﬀ of 280 eV. The sulfur z-displacements are optimized until the force acting on
each S atom is smaller than 10´5 eV/Å. In the G0W0 calculations the same k-mesh is
used together with 200 bands and an energy cut-oﬀ of 150 eV for the response function
to obtain quasiparticle energies. The converged results (see next section) are projected
onto Mo dz2, dxy and dx2´y2 states using the Wannier90 package [69].
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Convergence
Fig. A.1 shows the convergence behaviour of the G0W0 calculations concerning the k-
point sampling and height extrapolations. Regarding the k-point sampling we ﬁnd that
using a 18ˆ 18ˆ 1 k-mesh overestimates the resulting band gap of a truly converged
k-mesh by roughly 100 to 150meV, see Fig. A.1 (c). Fig. A.1 (d) shows the linearly
extrapolated band gaps (dashed lines) for diﬀerent k-meshes in dependence of the
vacuum height. In this plot the 1{h “ 0 value corresponds to the limit of a freestanding
monolayer. Here, we see that the slope of the linear extrapolation decreases with the
k-mesh.
Strictly speaking, for each vacuum distance the GW energy cutoﬀ and the number
of bands must be chosen individually to reach convergence. For h “ 35Å we have
veriﬁed that the band-gap dependence on both parameters is at least one order of
magnitude smaller in comparison to the k-point sampling, see Fig. A.1 (a) and (b).
For a detailed analysis of the GW parameters on the convergence properties we refer to
Refs. [197] and [194]. We note, however, that full optimization of the band gap is not
a central purpose of this thesis, since we are most interested in relative trends and not
absolute numbers. In addition, MoS2 will be in the most experimental setups subject
to some environmental screening eﬀects, which will additionally change (decrease) the
band gap.
A.3.2. Coulomb-Interaction Matrix Elements
Here, we brieﬂy describe how the ab initio data from Fig. 4.7 is obtained. To this end
we proceed in a similar way as described in section A.2. Hence, we use the Fleur code
[370, 371] to obtain electronic ground-state densities which are used in the SPEX code
[121, 122] to calculate the bare Wαβpqq and screened vαβpqq Coulomb matrix elements
in the random phase approximation (note, that we use the fully screened version of
the RPA and that the k and k1 dependencies have been traced out) in the eﬀective
Mo tdz2, dxy, dx2´y2u basis. In all calculations we use the unstrained geometry (e.g.
a “ 3.18Å). In order to obtain matrix elements for the free standing layer we have
to apply the extrapolation scheme as described in section A.2. The vacuum distances
have been varied between 20 and 31Å. For the DFT calculations we use 16ˆ 16ˆ 1 k-
meshes and angular momentum cut-oﬀs of lcut “ 10 and lcut “ 8 for molybdenum and
sulfur, respectively. The k-meshes are increased to 32ˆ32ˆ1 for the evaluation of the
polarization in order to get highly resolved interaction matrix elements in momentum
space. Furthermore, we use 200 Bloch states to obtain converged dielectric functions
which are calculated element wise via the inversion of Eq. (4.12).
In Tab. A.5 we list all resulting bare vαβγδ and screened Wαβγδ real-space Coulomb
matrix elements for R “ 0.1 Density-density and exchange matrix elements (i.e. ele-
1 Here, we show the real part of each element up to the second decimal place. We note, that some
elements have a ﬁnite but small imaginary part (two to three orders of magnitude smaller than
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bare Coulomb interaction v
dz2 dz2 dz2 dxy dxy dxy dx2´y2 dx2´y2 dx2´y2 Ð α vαβγδ
dz2 dxy dx2´y2 dz2 dxy dx2´y2 dz2 dxy dx2´y2 Ð δ / Ó β Ó γ
9.95 0 0 0 8.68 0 0 0 8.68 dz2 dz2
0 0.38 0 0.38 0 0 0 0 0 dz2 dxy
0 0 0.38 0 0 0 0.38 0 0 dz2 dx2´y2
0 0.38 0 0.38 0 0 0 0 0 dxy dz2
8.68 0 0 0 8.88 0 0 0 8.48 dxy dxy
0 0 0 0 0 0.20 0 0.20 0 dxy dx2´y2
0 0 0.38 0 0 0 0.38 0 0 dx2´y2 dz2
0 0 0 0 0 0.20 0 0.20 0 dx2´y2 dxy
8.68 0 0 0 8.48 0 0 0 8.88 dx2´y2 dx2´y2
screened Coulomb interaction W
dz2 dz2 dz2 dxy dxy dxy dx2´y2 dx2´y2 dx2´y2 Ð α Wαβγδ
dz2 dxy dx2´y2 dz2 dxy dx2´y2 dz2 dxy dx2´y2 Ð δ / Ó β Ó γ
2.06 0 0 0 1.51 0 0 0 1.51 dz2 dz2
0 0.26 0 0.26 0 0 0 0 0.01 dz2 dxy
0 0 0.26 0 0 0.01 0.26 0.01 0 dz2 dx2´y2
0 0.26 0 0.26 0 0 0 0 0.01 dxy dz2
1.51 0 0 0 1.93 0 0 0 1.63 dxy dxy
0 0 0.01 0 0 0.15 0.01 0.15 0 dxy dx2´y2
0 0 0.26 0 0 0.01 0.26 0.01 0 dx2´y2 dz2
0 0 0.01 0 0 0.15 0.01 0.15 0 dx2´y2 dxy
1.51 0.01 0 0.01 1.63 0 0 0 1.93 dx2´y2 dx2´y2
Table A.5.:
Real parts of the bare v and screened W Coulomb matrix elements of monolayer MoS2 in
real-space for R = 0. These values are obtained via height-extrapolated calculations on
16ˆ 16ˆ 1 k-meshes using 200 bands.
ments which involve only two diﬀerent orbital characters) are the biggest contributions.
In more detail, homogeneous density-density elements show the biggest contributions
of vαααα « 10 ´ 8.9 eV and Wαααα « 2.1 ´ 1.9 eV, followed by mixed density-density
elements with vαββα « 8.7 ´ 8.5 eV and Wαββα « 1.5 ´ 1.6 eV, while the smallest
contributions arise due to exchange elements of the type vααββ « 0.4 ´ 0.2 eV and
Wααββ « 0.3 ´ 0.2 eV. All other elements are essentially (within the shown accuracy)
zero. Based on the observation that the exchange Coulomb matrix elements are at
least one order of magnitude smaller than the density-density elements we conclude
that the most important contributions of the Coulomb interaction arise due to the
latter and the former are neglected in the following.
the real part) which is not shown here.
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Figure A.2.:
Bare (green) and screened (red) Coulomb
matrix elements between dz2 orbitals for dif-
ferent k-meshes and number of bands for a
vacuum height of „ 30Å.
Convergence
In Fig. A.2 we show the bare and screened Coulomb interaction in dependence on the
number of bands and the k-mesh. Since the number of bands mainly inﬂuences the
polarization function and thus the screened Coulomb interaction, the bare Coulomb
interaction is unaﬀected by this parameter. Even the screened matrix elements diﬀer
by less than 1%. The use of diﬀerent k-meshes (16 ˆ 16 ˆ 1 and 32 ˆ 32 ˆ 1) also
results in deviations of less than 1%. Thus, the RPA calculations for the Coulomb
matrixelements are clearly converged.
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A.4. Superconductivity and Charge-Density Waves
in MoS2 Monolayers
A.4.1. Computational Details
The results presented in section 4.3.2 are gained by using the VASP [365, 366, 65]
and Quantum Espresso [372] packages for the density functional theory based self-
consistent evaluation of the electronic and phononic band structures.
The DFT calculations are performed within the LDA using norm-conserving pseudo
potentials. For the electronic calculations a 32ˆ 32ˆ 1 k-mesh is used (64ˆ 64ˆ 1 for
the calculation of NF ), in combination with a Methfessel-Paxton smearing (0.0075Ry).
The lattice parameter is chosen to be 3.122Å and adjacent layers are separated by
« 13Å. The geometry (S positions) of the simple unit cell is optimized for each elec-
tron doping. The phonon band structures as well as electron-phonon coupling matrix
elements are calculated within the density functional perturbation theory based on the
evaluation of the dynamical matrices on a 8ˆ 8ˆ 1 q-mesh using the phonon package
of Quantum Espresso.
The relaxed structures and the total energies of 1ˆ1 and 2ˆ1 super-cells for several
doping concentrations are calculated within the LDA. Both calculations are performed
on 32ˆ 32ˆ 1 k-meshes (16ˆ 32ˆ 1 in the latter case). The tetrathedron method is
applied to obtain accurate total energies. While all other electronic band strucutres
are calculated with Quantum Espresso the results shown in Fig. 4.13 (c) and Fig. 4.14
are obtained using the PAW method in the LDA as implemented in VASP code.
A.4.2. Renormalization of the Phononic Dispersion upon
Doping
As discussed in section 2.4.4 and section 4.3.2, the phononic energies are renormalized
by the real part of the phonon self-energy Σph which can be approximated in metals
[27] via
Re tΣphu “ Re
#
|gp0qqν |Πpq, ω “ 0q
εpq, ω “ 0q
+
“ Re  |gp0qqν |χpq, ω “ 0q( . (A.8)
This approximation is in fact valid only for a simple metal. Since a realistic description
of electron-doped MoS2 needs to be based on a multi-band (multi-orbital) electronic
structure in combination with three acoustic and six optical phonon modes and their
mutual couplings, Eq. (A.8) can be used solely to derive qualitative statements.
Doing so by using the evaluation of themacroscopic polarization and themacroscopic
dielectric function within the random phase approximation as introduced in section 4.4,
we can readily calculate an educated guess to Reχ 9 ReΠ{Re ε. In Fig. A.3 we show
the corresponding results for a “low” and a “high” doping level, which correspond to
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Figure A.3.:
Quotient of the real parts of the electronic polarization and dielectric functions of an electron
doped MoS2 monolayer along a path through the whole Brillouin zone. The black line cor-
responds to a “low doping level” for which just the K valley is occupied, while the red curve
corresponds to an increased doping level which occupies the Σ valleys as well.
K or K and Σ occupations. Since the dielectric function for small q is suﬃciently
described here by the Thomas-Fermi approximation εpq, ω “ 0q « 1 ` qTF {q there
is no renormalization in the vicinity of Γ. In the rest of the Brillouin zone we ﬁnd
an overall reduction of χ upon electron doping. Due to the fact that there are no
particular features visible around M or K, which might explain the Kohn anomalies
in Fig. 4.9 (b), the latter seem to trace back to eﬃcient bare couplings gp0qqν at those
points.
A.4.3. Optical Electron-Phonon Coupling Matrix Elements
In analogy to the maps of the electron-phonon coupling arising due to the acoustic
phonon branches we present in Fig. A.4 the corresponding maps arising due to optical
phonons. Most importantly, we see that the summed contribution of all six optical
phonon modes is throughout the Brillouin zone smaller. Hence, the average contri-
bution of a single optical mode is much smaller compared to these of the acoustic
branches. Furthermore, we see less structure and nearly no doping dependence. How-
ever, there is ﬁnite electron-phonon coupling arising due to these phonon modes [as it
can also be seen in the Eliashberg functions presented in Fig. 4.10 (b)] which enhances
Tc, but is less eﬀected by the doping.
179
A. Model Parameters and Calculations Details
ř
νPoptical |gqνKc1c1| x “ 0.00
ř
νPoptical |gqνΣc1c1 |
x “ 0.05
x “ 0.10
Figure A.4.:
Electron-phonon coupling matrix elements |gqνknn1 | with k “ K (left column) and k “ Σ
(right column) for the lowest conduction bands (n “ n1 “ c1). The maps represent the q-
dependencies of the sum of all optical branches. Green lines indicate the k-Brillouin zones
while the red lines deﬁne the q-Brillouin zones. From the top to the bottom row the electron
doping is increased from x “ 0.0, x “ 0.05 (K occ.) to x “ 0.1 (K and Σ occ.).
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A.5.1. Semiconductor Bloch Equation
In the following we brieﬂy discuss all details and necessary ingredients to solve the
Semiconductor Bloch equation as given in Eq. 4.21. For more details see Ref. [373].
Basic Parameters
The semiconductor Bloch equation is solved by sampling the irreducible part of the
ﬁrst Brillouin zone by 60 grid points in ΓM direction and 120 points in the KK 1
direction. For all results presented in section 4.4.1 direct transitions between the two
highest valence bands and the four lowest conduction bands (including SOC) in the
electron-hole picture are included.
We use an electric ﬁeld with circular polarization
E˘ptq “ E 1?
2
ˆ
1
˘i
˙
eiωt, (A.9)
on which the dipole matrix elements (see next section) are projected. Hence, they
exhibit a threefold rotational symmetry, allowing for the reduction of the k-space to
one sixth of the ﬁrst Brillouin zone.
Transition Dipole Matrix Elements
From the tight-biding Hamiltonian we calculate direct dipole transition matrix ele-
ments using Peierl’s approximation [374]
dλλ1pkq “ e xψλpkq | rˆ |ψλ1pkqy “ e
i
1
ǫλpkq ´ ǫλ1pkq
ÿ
αα1
c˚λαpkqcλ1α1pkqBkHαβpkq. (A.10)
The involved derivative can be analytically evaluated by utilizing the tight-binding
descriptions of the Hamiltonian from Eq. (2.79).
Plasma Screened Coulomb Matrix Elements in the Band Basis
The Coulomb matrix elements of the minimal model [as described by Eq. (4.12)]
are given in the orbital basis |kαy, but the SBE is formulated within the band or
eigenbasis. Therefore, we need to apply a corresponding basis transformation using
the eigensystem of the Wannier Hamiltonian (see section 2.2.2). Using this eigensystem
the density-density Coulomb matrix elements in the orbital basis are transformed to
Hartree-like inter-band density-density matrix elements via
W λλ
1λ1λ
kk1k1k “
ÿ
αβ
c˚αλpkqc˚βλ1pk1qcβλ1pk1qcαλpkqWαβpq “ 0q (A.11)
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a “ 3.16Å a “ 3.18Å a “ 3.20Å
K1 0.60 0.59 0.57
K2 0.51 0.51 0.49
K3{4 0.61 0.59 0.54
Σ3 0.78 0.64 0.70
Σ4 0.81 0.69 0.75
Γ1{2 5.5 4.7 3.5
Table A.6.:
Eﬀective electron and hole masses in units of m0 at the relevant symmetry points K, Σ and
Γ. The subscripts denote the band index in energetic order.
with zero momentum transfer and Fock-like inter-band exchange matrix elements via
W λλ
1λλ1
kk1kk1 “
ÿ
αβ
c˚αλpkqc˚βλ1pk1qcβλpkqcαλ1pk1qWαβpq “ |k´ k1|q (A.12)
with ﬁnite momentum transfer q “ |k´k1| which exchanges the momenta k and k1. As
explained in section 4.4.1, additional ﬁnite charge-carrier distributions in the valence
or conduction band lead to additional (plasma) screening eﬀects which decrease the
background screened Coulomb interaction W and thus renormalizes excitonic binding
energies as well as the quasiparticle band structure as obtained in the GW approxima-
tion for the ground state. These additional screening eﬀects are described according
to Eq. (4.28) by the dielectric function εplasmapqq which can be obtained within the
random phase approximation (see section 2.3.1). Here, we use its long-wavelength
static limit (Thomas-Fermi screening) arising due to carrier populations in all relevant
valleys v P tK,K 1,Σ,Σ1,Γu. To this end we describe each valley (at v and band λ) for
each lattice constant in the eﬀective mass approximation (m˚vλ) and calculate the total
plasma screening function as
εplasmapqq “ 1´
ÿ
λ
ÿ
v
W λλλλv,v-q,v,v-qΠTFpv, λq (A.13)
with the valley and band resolved Thomas-Fermi polarizations
ΠTFpv, λq “ ´NF pv, λq “ ´ m
˚
vλ
2π~2
fλpvq. (A.14)
The Fermi functions in Eq. (A.14) are included in order to properly account for each
valley occupation. The involved eﬀective mases are given in Tab. A.6.
Renormalized Band Energies
Next to additional screening, the presence of the excited electron-hole plasma leads to
further renormalization eﬀects to the band structure and the Rabi frequency. Here, we
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use the Coulomb-hole plus screened exchange (COHSEX) approximation to deduce the
arising eﬀects. As brieﬂy discussed in section 2.3.4 within the COHSEX approximation
the self-energy is divided into an exchange and a correlation term. While the former
depends solely on (plasma) screened Coulomb interactions V , the latter involves bare
(but screened by the background) interactions W as well. A systematic derivation of
these self-energy terms yield the following COHSEX-renormalized electron energies
ε˜epkq “ εepkq ` 1
A
ÿ
k1,e1
ˆ”
W ee
1e1e
kk1k1k ´ V ee
1ee1
kk1kk1
ı
fe1pk1q ` 1
2
”
V ee
1ee1
kk1kk1 ´W ee
1ee1
kk1kk1
ı˙
(A.15)
´ 1
A
ÿ
k1,h1
ˆ”
W eh
1h1e
kk1k1k ´ V eh
1eh1
kk1kk1
ı
fh1pk1q ` 1
2
”
V eh
1eh1
kk1kk1 ´W eh
1eh1
kk1kk1
ı˙
.
The corresponding expression for the hole energies is gained via simple permutation of
all e and h indices.
A.5.2. Finite-Density Results Under Strain
In the strained case (a0 “ 3.20Å) the conduction band minimum at Σ is energetically
signiﬁcantly higher than that at K (see inset of Fig. 4.15), which, however, does not
change the density-dependent behaviour of the optical spectra drastically, as shown in
Fig. A.5. The positions of A and B transitions exhibit a redshift from 2.02 to 1.98 eV
and from 2.15 to 2.12 eV, respectively. Hence, the redshift is smaller in the strained
case (40 instead of 70meV). The reason is that more population is building up in the
conduction band minima at K and K 1 in this case. This leads to stronger Hartree
shifts of K and K 1 that counteract the band-gap shrinkage caused by the COHSEX
renormalizations due to the excited carriers.
183
A. Model Parameters and Calculations Details
1.8 2.0 2.2 2.4
0.4
0.4
0.4
0.4
0.4
0.4
0.2
0.2
0.2
0.2
0.2
0.2
10
−1
10
0
10
1
0
1
2
10
−1
10
0
10
1
−7
−5
−3
3
0{cm2
1 ¨ 1011{cm2
3 ¨ 1011{cm2
1 ¨ 1012{cm2
3 ¨ 1012{cm2
1 ¨ 1013{cm2
density (1012/cm2)
density (1012/cm2)
ab
so
rp
ti
on
energy (eV)
ga
p
sh
ift
(0
.1
eV
)
bi
nd
in
g
en
er
gy
(0
.1
eV
)
Figure A.5.:
Left: Monolayer MoS2 optical absorption spectra for carrier densities from 0 to 1013{cm2 and
300K. Calculations are shown for the strained structure (a0 “ 3.20Å). Right: Gap shifts
and binding energies belonging to the A (solid line) and B (dashed line) exciton transitions
for increasing carrier densities.
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A.6. Plasmonic Excitations in Doped MoS2
Monolayers
A.6.1. Polarization Function Within the Orbital Basis
Vq
δk
αk-q
γk1
βk1+q
“
Wq
δk
αk-q
γk1
βk1+q
`
Wq
β˜k˜
1
+q δ˜k˜
γ˜k˜
1
α˜k˜-q
Vq
δk
αk-q
γk1
βk1+q
Figure A.6.:
Dyson equation for screened Coulomb matrix elements in the orbital basis using Feynman
diagrams. Straight lines correspond to unrenormalized Green functions and (double) wiggly
lines to (screened) Coulomb interactions.
In Fig. A.6 we show the Dyson equation for the screened Coulomb matrix elements
in the orbital basis. In the following we will derive the corresponding density-density
polarization function as used in section 4.5.
In its most general form the RPA polarization function is given by the inner bubble
diagram of Fig. A.6 which translates into
Π
k˜k˜
1
q
α˜β˜γ˜δ˜
piΩq “ 1
β
ÿ
iωn
A
β˜k˜
1
+q
ˇˇˇ
Gˆ0piωn ` iΩq
ˇˇˇ
δ˜k˜
EA
α˜k˜-q
ˇˇˇ
Gˆ0piωnq
ˇˇˇ
γ˜k˜
1
E
(A.16)
using fermionic Matsubara frequencies iωn and the corresponding unrenormalized Green
function Gˆ0piωnq. The Lehmann representation of Gˆ0 reads in the band basis
Gˆ0piωnq “
ÿ
kλ
|kλy xkλ| 1
iωn ´ ελpkq . (A.17)
By plugging Eq. (A.17) into Eq. (A.16) matrix elements of the form
A
α˜k˜
ˇˇˇ
kλ
E
will
arise, which can be readily evaluated using the eigencoeﬃcients of our tight-binding
Hamiltonian (see section 2.2.2)A
α˜k˜
ˇˇˇ
kλ
E
“
ÿ
α
cλαpkq
A
α˜k˜
ˇˇˇ
αk
E
“ cλα˜pkqδk˜k. (A.18)
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Thereby Eq. (A.16) becomes
Π
k˜k˜
1
q
α˜β˜γ˜δ˜
piΩq “ 1
β
ÿ
iωn
ÿ
k1λ1
k2λ2
A
β˜k˜
1
+q
ˇˇˇ
k1λ1
EA
k1λ1
ˇˇˇ
δ˜k˜
E 1
iωn ` iΩ´ ελ1pk1q
(A.19)
A
α˜k˜-q
ˇˇˇ
k2λ2
EA
k2λ2
ˇˇˇ
γ˜k˜
1
E 1
iωn ´ ελ2pk2q
“ 1
β
ÿ
iωn
ÿ
k1λ1
k2λ2
cλ1
β˜
pk1qδk˜1+q,k1 c¯
λ1
δ˜
pk1qδk˜,k1
1
iωn ` iΩ´ ελ1pk1q
(A.20)
cλ2α˜ pk2qδk˜-q,k2 c¯λ2γ˜ pk2qδk˜1,k2
1
iωn ´ ελ2pk2q
“ 1
β
ÿ
iωn
ÿ
λ1λ2
cλ1
β˜
pk˜1+qqc¯λ1
δ˜
pk˜1+qqδ
k˜,k˜
1
+q
1
iωn ` iΩ´ ελ1pk˜
1
+qq
(A.21)
cλ2α˜ pk˜-qqc¯λ2γ˜ pk˜-qqδk˜1,k˜-q
1
iωn ´ ελ2pk˜-qq
which can in principle be used to solve the Dyson equations as given in Fig. A.6. Since
we will use the analytic ﬁts to the background screened Coulomb interaction Wq from
section 4.2.2, the interaction lines in Fig. A.6 depend solely on the momenta q which
allows us to carry out the summation over the inner momenta k˜ and k˜
1
yielding
Πα˜β˜γ˜δ˜pq, iΩq “
ÿ
k˜k˜
1
Πk˜k˜
1
q
α˜β˜γ˜δ˜
piΩq (A.22)
“ 1
β
ÿ
k˜
ÿ
iωn
ÿ
λ1λ2
cλ2α˜ pk˜-qqcλ1β˜ pk˜qc¯
λ2
γ˜ pk˜-qqc¯λ1δ˜ pk˜q
1
iωn ` iΩ´ ελ1pk˜q
1
iωn ´ ελ2pk˜-qq
.
Finally, we can carry out the summation over the inner Matsubara frequencies iωn (see
e.g. [27]) in order to introduce the well known “RPA quotient”
Πα˜β˜γ˜δ˜pq, iΩq “
1
β
ÿ
k˜
ÿ
λ1λ2
cλ2α˜ pk˜-qqcλ1β˜ pk˜qc¯
λ2
γ˜ pk˜-qqc¯λ1δ˜ pk˜q (A.23)
fλ2pk˜-qq ´ fλ1pk˜q
iΩ` ελ2pk˜-qq ´ ελ1pk˜q
.
The density-density Coulomb matrix elements belong to situations in which the orbital
character at each vertex is the same for the in- and outgoing Green functions. Hence,
it is given by
Παββαpq, ωq “
ÿ
k
ÿ
λ1λ2
Mλ1λ2αβ
fλ2pk-qq ´ fλ1pkq
ω ` iδ ` ελ2pk-qq ´ ελ1pkq
(A.24)
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in real frequencies with the matrix elements
Mλ1λ2αβ “ cλ2α pk-qqcλ1β pkqc¯λ2β pk-qqc¯λ1α pkq. (A.25)
A.6.2. Coulomb-Interaction Model Parametrization for NbS2
Monolayers
In Tab. A.7 we summarize the parameters2 to describe the density-density Coulomb-
interaction matrix elements of monolayer NbS2 according to Eqs. (4.11)–(4.13). In
principle these values are obtained like described in section A.3.2. However, here we
applied the constrained random phase approximation in order to neglect screening
eﬀects of the half-ﬁlled highest valence band. The intra-band screening eﬀects due to
the half-ﬁlled band are afterwards properly described within the RPA treatment as
described in section 4.5.1.
orbitals d (Å) ǫ8 γ (Å)
dz2 dz2 9.73 5.41 1.27
dz2 dxy 3.91 10.86 1.89
dz2 dx2´y2 3.96 10.75 1.86
dxy dxy 10.25 5.31 1.79
dxy dx2´y2 6.23 7.58 1.99
dx2´y2 dx2´y2 10.22 5.32 1.75
Table A.7.:
Parametrization of the orbitally-resolved screened Coulomb matrix elements for freestanding,
unstrained NbS2 from cRPA ab initio calculations.
2These parameters have been derived by Gunnar Schönhoﬀ under my supervision.
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A.7. 2D Heterojunctions From Non-Local
Manipulations of the Coulomb Interactions
A.7.1. Ab Initio Details
The DFT and G0W0 Wannier Hamiltonians are obtained as described in section A.3.1.
While the band gap at the K point can be easily and reliably extrapolated on the basis
of G0W0 calculations, as discussed in section 4.2.1, this scheme can not be applied to
each element tGWαβ of the resulting Wannier Hamiltonian. Therefore, we calculate the
self-energy in Eq. (4.41) based on hopping matrix elements tGWαβ which are obtained
from G0W0 calculations with an interlayer separation of 55Å. Hence, no vacuum ex-
trapolations is performed here.
A.7.2. Real-Space Hartree-Fock Approximation
As discussed in section 2.1, the Coulomb interaction gives rise to electron-electron,
electron-ion and ion-ion interaction terms: HCoulomb “ Hee `Hei `Hii. Here, the ions
are assumed to have a ﬁxed positive charge Ze “ `1e to ensure charge neutrality of
the whole system, i.e. Z “ 2n¯, where n¯ is the average electron occupation per spin and
orbital. The ionic positions are assumed to be ﬁxed. Thus, Hii leads to a constant shift
of the total energy, which will be neglected in the following. The remaining Coulomb
terms (we use density-density elements only) read [27, 29]
Hee “ 1
2
ÿ
ijσσ1
Uijc
:
iσc
:
jσ1cjσ1ciσ (A.26)
Hei “ ´
ÿ
ijσ
UijnˆiσZ, (A.27)
where Uij “ Upri, rjq is the interaction energy between electrons or ions at sites ri
and rj, σ labels the electron spin, c
:
iσ (ciσ) are the corresponding electronic creation
(annihilation) operators, and nˆiσ “ c:iσciσ are electron occupation operators. In the
Hartree-Fock approximation Hee becomes
HHFee “
ÿ
ijσσ1
Uijpc:iσciσ xc:jσ1cjσ1y ´ c:iσcjσ1 xc:jσ1ciσyq
“
ÿ
ijσσ1
Uijpnˆiσ xnˆjσ1y ´ c:iσcjσ1 xc:jσ1ciσyq
“
ÿ
ijσ
Uij
´
2nˆiσ xnˆjy ´ c:iσcjσ xc:jciy
¯
, (A.28)
where we used the symmetry Uij “ Uji in the second row and assumed a non-magnetic
system, i.e. xnˆjσy “ xnˆjσ1y ” xnˆjy and xc:jσ1ciσy ” δσ1σ xc:jciy, in the third row. The
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factor of 2 in the Hartree term (ﬁrst term) accounts for spin-degeneracy. Together with
the electron-ion interaction Hei “ ´
ř
ijσ UijnˆiσZ from Eq. (A.27) and the charge-
neutrality condition Z “ 2n¯ we arrive at
HHFee `Hei “
ÿ
ijσ
Uij
´
2nˆiσ pxnˆjy ´ n¯q ´ xc:icjy c:jσciσ
¯
“
ÿ
ijσ
Uij
´
2nˆiσδnj ´ xc:icjy c:jσciσ
¯
, (A.29)
where we used the deviation from the average occupation δnj “ xnˆjy ´ n¯. Eq. (A.28)
can be also expressed according to
HHFee `Hei “
ÿ
ijσ
Σijc
:
jσciσ (A.30)
with the self-energy
Σij “ δij
ÿ
l
2Uilδnl ´ Uij xc:jciy (A.31)
as given in Eq. (4.44).
The corresponding self-consistent evaluations of Σij are performed using non-primitive
rectangular unit cells, which involve 4 atoms. All super cells consist of 50 ˆ 30 non-
primitive unit cells with periodic boundary conditions in the y-direction and ﬁxed
boundaries in the x-direction. In the case of the heterostructures, the plane, which
separates the diﬀerent dielectric areas from each other, is chosen to be parallel to the
y-axis and is placed between the 25th and 26th unit cells on the x-axis.
A.7.3. Screening Model
As described in section 4.6.2, in general the Poisson equation has to be solved numer-
ically to obtain the screened Coulomb interaction within the two-dimensional layer.
Nevertheless, there are situations in which the resulting problem can be solved ana-
lytically, for instance, in the case of two half spaces with diﬀerent dielectric constants
ε1 and ε2 and zero ﬁlm thickness. In this situation, the screened Coulomb potential
can be obtained analytically using the method of image charges (see for instance Ref.
[89]).
Therefore, the electrostatic potential φrj priq “ Uij{e at position ri resulting from a
source electron with charge qj at rj is calculated as a superposition of the potential
of the source charge qj and its corresponding image charge qm. If ri and rj are in the
same subspace, the image charge qm is placed at rm, which is the mirrored position of
rj with respect to the plane separating the dielectrics yielding the total potential
φrj priq “
qjb
|ri ´ rj |2 ` δ2
` qmb
|ri ´ rm|2 ` δ2
. (A.32)
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Otherwise, the image charge q1m is positioned at rj and the total potential is given by
φrjpriq “
q1mb
|ri ´ rj|2 ` δ2
. (A.33)
Using the continuity conditions (assuming for simplicity that the separating interfaces
is located at x “ 0 and inﬁnitely extends in y- and z-direction)
lim
xÑ0`
ε1Ex “ lim
xÑ0´
ε2Ex , Ey “ Ey and Ez “ Ez (A.34)
we can deﬁne the mirror charges qm and q1m
qm “ ˘ε1 ´ ε2
ε1 ` ε2 qj and q
1
m “
2
ε1 ` ε2 qj (A.35)
which ﬁnally yields the potential:
Uij “
$’’&
’’%
1
ε1
´
vij ` ε1´ε2ε1`ε2vim
¯
i, j P Rε1
1
ε2
´
vij ` ε2´ε1ε1`ε2vim
¯
i, j P Rε2
2
ε1`ε2
vij otherwise.
(A.36)
Here, Rε1 (Rε2) is the set of lattice vectors in the area with the dielectric constant ε1
(ε2). vij is an unscreened (bare) Coulomb potential of the form
vij “ e
2b
|ri ´ rj|2 ` δ2
, (A.37)
with e being the elementary charge and δ accounting for the ﬁnite spread of the elec-
tronic orbitals [375].
If ε1 “ ε2 “ ε, we end up with a homogeneous environment and the Coulomb
interaction reduces to
Uij “ 1
ε
vij. (A.38)
In order to implement a situation that is similar to MoS2, we set δ “ 1.5Å which leads
to a bare on-site potential Uii « 9.6 eV (i.e. for ε “ 1) and (roughly) corresponds to a
bare density-density matrix element of the Coulomb interaction for the dz2 orbitals of
MoS2 (see Tab. A.5).
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Figure A.7.:
Hartree-Fock self-energy contributions to the density of states in an homogeneous dielectric
environment. (a) Inﬂuence of the Hartree and full Fock terms. (b) Local and non-local
contributions of the Fock term.
A.7.4. Hartree and Fock Contributions to the Band Gap
In Fig. A.7 we show the electronic density of states obtained by including diﬀerent parts
of the self-energy using the generic model within a homogeneous dielectric environment
(ε “ 5) for a 50 ˆ 30 super cell. Fig. A.7 (a) shows the evolution of the band gap
by subsequent inclusion of the Hartree (ΣH) and Fock (ΣF ) terms. The local Hartree
contribution to the tight-binding gap is negligible, while the Fock terms cause a drastic
increase. In more detail, we see in Fig. A.7 (b) that this increase is due to the non-local
Fock contribution only, while the local Fock terms just broaden the bands. Thus, the
drastic increase of the band gap within the Hartree-Fock treatment of the model results
from a modiﬁed hybridization due to non-local interactions as it has been observed in
the ab initio data as well.
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