We construct a number of new (v; r, s; λ) supplementary difference sets (SDS) with v odd and λ = (r + s) − (v − 1)/2. In particular, these give rise to D-optimal matrices of the four new orders 206, 242, 262, 482, constructed here for the first time.
Introduction
Let v be an odd positive integer and consider (−1, 1)-matrices H of order 2v. Ehlich's bound states that det(H) ≤ 2 v (2v − 1)(v − 1) v−1 .
D-optimal matrices are 2v × 2v (−1, 1)-matrices that attain Ehlich's bound, i.e. they have maximal determinant. Ehlich also proved that if A and B are circulant (−1, 1)-matrices of order v such that
(where I v is the v × v identity matrix and J v is the v × v matrix with all elements equal to +1), then the matrix
has maximal determinant. Such A and B can be constructed by using cyclic SDSs, say (X, Y ), with parameters (v; r, s; λ). Thus |X| = r, |Y | = s and λ = r + s − v−1 2
. We say that Doptimal matrices (2) are of circulant type and that such SDSs are D-optimal. By pre-and post-multiplying equation (1) with J v , one obtains that a 2 + b 2 = 4v − 2, where a and b are row sums of A and B, respectively. Each integer solution (a, b) of this Diophantine equation can be used to obtain feasible parameters r and s for the required SDS. Namely, we need a = v − 2r and b = v − 2s. By a normalization, we may assume that 0 < a ≤ b which implies that r ≥ s. A comprehensive table of all odd v < 100 for which D-optimal SDSs are known, can be found in [3] . Additional values of v < 100 for which D-optimal matrices of order 2v have been found subsequently, can be found in [12] . There are two infinite series of D-optimal matrices, one for v = q 2 + q + 1 where q is a prime power, see [14] , and one for v = 2q 2 + 2q + 1 where q is an odd prime power, see [17] . Apart from these two infinite series, the only odd values of v > 100 for which D-optimal matrices of order 2v are currently known are v = 113, see [3, 9] , v = 145, see [3, 8] , v = 157, see [8, 10] and v = 181, see [8, 15] . We point out that the cases v = 157 and v = 181 were overlooked in [12] . In particular, this means that we have constructed the first examples of D-optimal matrices of orders 206, 242, 262 and 482. D-optimal matrices of order 126 and 186 constructed previously in [2] and [3] were also derived from D-optimal SDS but with different parameters, namely (63; 27, 25; 21) and (93; 42, 38; 34), respectively. However the smallest order n ≡ 2 (mod 4) for which a D-optimal matrix is still unknown remains n = 138. For a comprehensive list of unknown D-optimal SDSs see Section 5. We also prove two theoretical results for D-optimal matrices. The first is a generalization of the horizontal and vertical constraints for D-optimal matrices, recently proved in [13] . The second is the property that if a D-optimal SDS solution is formed by taking union of cosets of a certain subgroup of the group of units Z ⋆ v , then the power spectral density of the corresponding sequences must be constant on the cosets. (See below the definition of the power spectral density.) This property can be restated as saying that several power spectral density values corresponding to the first rows of the circulant matrices A, B in (2), must be equal. Both our theoretical results can potentially be used as subroutines to discard candidate sequences or candidates SDSs, within algorithmic schemes that search for D-optimal matrices. Let us recall the definition of the power spectral density (PSD) of a complex sequence X = x 0 , x 1 , . . . , x v−1 . Let ω = e 2πi v be a primitive v-th root of unity and define the discrete Fourier transform (DFT) of X by
Then the power spectral density values P SD X (k) are defined by
From now on we work only with {±1}-sequences. The well-known symmetry properties
are used within most algorithmic schemes that search for D-optimal matrices.
Generalized horizontal and vertical constraint
We state and prove a generalized constraint, that yields the horizontal and vertical constraints proved in [13] for v ≡ 0 (mod 3), as corollaries. In particular we show that actually any divisor d of v gives rise to a Diophantine constraint.
Theorem 1 Let the first rows of the circulant matrices A, B in (2) be denoted as
and
Proof By abuse of notation we denote by A, B the circulant matrices and the sequences that are specified by their first rows. An argument similar to the one given in [7] , shows that the hypothesis that A, B define a circulant D-optimal matrix implies that the sum P SD A (s) + P SD B (s), s = 0, is equal to the constant 2v − 2, i.e.
for all s ∈ {1, 2, . . . , v − 1}. (For s = 0 the sum is equal to 4v − 2.) Considering the particular values s = mr for r = 1, 2, . . . , d − 1 we obtain:
(and similarly for the B sequence), we see that (5) can be rewritten as
The hypothesis that A, B define a circulant D-optimal matrix implies that the sum of the squares of the sums of the elements of the sequences A and B is equal to the constant 4v − 2, i.e.
which can be rewritten as
By taking the sum of (6) over r = 1, . . . , d − 1 and of (7), we obtain the equality (3). Now (4) follows from (7).
Taking the difference of (7) and (6), we obtain
We remark that assuming v ≡ 0 (mod 3) and applying theorem 1 for d = 3 and d = v 3 yields immediately the vertical and horizontal constraints proved in [13] . in theorem 1 we obtain the horizontal constraint:
where
Let us also illustrate the interesting phenomenon that in case the irrationalities (that the presence of the sine function in (8) potentially entails) do not cancel out, then one obtains more than one Diophantine equation. (8) we obtain the constraints:
. Since 1 and √ 5 are linearly independent over the rationals, we obtain the aforementioned constraints. ⋆ v . This special structure of these solutions implies certain constraints on the possible range of values of the power spectral densities of the two sequences associated to the SDS. Specifically, we state and prove the fact that the power spectral densities remain constant over the orbits. Let (X, Y ) be an SDS of Z v with parameters (v; r, s; λ), with v odd and λ = r + s − v−1 2 , corresponding to a circulant D-optimal matrix. In particular, we must have |X| = r and |Y | = s. Assume that
for some subsets J, K of {1, 2, . . . , m}. By abuse of notation, let X also denote the sequence x 0 , x 1 , . . . , x v−1 where
and define similarly the sequence Y = y 0 , y 1 , . . . , y v−1 .
Theorem 2 If k and k
′ belong to the same orbit O r ⊆ Z v and the sequence X is as defined above, then P SD X (k) = P SD X (k ′ ).
Proof
Since k, k ′ belong to the same orbit O r we have k ′ = ks for some s ∈ H. Since the set X is a union of orbits, we also have x αs = x α for all α ∈ Z v and s ∈ H. Hence we obtain
. By expanding we have
Here we have used the fact that when α ranges through Z v , so does α ′ = αs, when s ∈ H. 
Remark 1 Theorem 2 says that the PSD is constant on the orbits of H. In fact it can easily be shown that PSD is constant on the orbits of the possibly larger group H
In this example, one can compute 
will be used below to present all the solutions found, in fact each solution will be given only via the two indexing sets J and K. When X, Y are defined as above, then (X, Y ) will be an SDS(v; r, s; λ) with r = j∈J |H · j|, s = k∈K |H · k| and λ = r + s − v−1 2 .
v = 63
In this case the subgroup H is trivial and we write the blocks X and Y explicitly: 
The Algorithm
We now furnish a succinct description of the algorithm used in this paper. 
This relationship is referred to as the PSD criterion and its importance lies in the fact that if for a certain value of k one of the P SD values is larger than 2v − 2, then the corresponding sequence can be discarded, because of the non-negativity of the P SD values. The algorithm proceeds by generating randomly several millions of pairs (A, B) of ±1 sequences of length v that satisfy the PSD criterion. The A sequences are stored into a file and encoded by the concatenation of their PAF values on H ⋆ -orbits. The B sequences are stored into another file and encoded by the concatenation of their PAF values on H ⋆ -orbits, but where each PAF value is subtracted from the constant λ. Then a distributed sorting algorithm is used to sort the two files in ascending order. Subsequently a linear time algorithm is used to detect any potential matches between the two sorted files. When a match is detected, another algorithm is used to reconstruct the corresponding solution, based on some additional quantities that are computed together with the PAF values.
We also mention here that in case v is a prime number, theorem 1 and its corollaries are not used in the algorithm, since they are not applicable.
In terms of the algorithm performance, we have noticed that often it suffices to generate randomly anywhere between 10 to 100 million A and B sequences. The distributed sorting phase is quite fast, as it proceeds in breaking down the original files into several smaller files. The matching phase is also quite fast. The reconstruction phase is of negligible cost, computationally.
In terms of the algorithm total running time for all D-optimal matrices found in this paper, we used approximately 200 CPU days to generate candidate A and B sequences and approximately an additional 100 CPU days to perform the distributed sorting and matching phases.
Open cases for D-optimal SDSs with v < 200
We summarize in the following table all odd integers v < 200 and the corresponding D-optimal SDS parameters, pointing out which cases remain open and which cases are known to exist. In constructing this table, we consulted information made available to us in [16] . We also consulted and updated the table in [3] . Note that for v = 75 a non-circulant type D-optimal matrix of order 2 × v = 150 has been constructed in [11] . A circulant type D-optimal matrix of order 150 is not currently known. The asterisk in the "Existence" column indicates that such an SDS with the corresponding parameters is given in the previous section of this paper. Often there are more than one essentially different sets of solutions of the Diophantine equation a 2 + b 2 = 4v − 2, for a specific value of v. For each such set, we have elected to use the positive values of a, b, such that a ≤ b, to construct the SDS parameters r, s, which implies that r ≥ s, in all the SDS parameters that we present in our 
