Let Γ be the graph of a continuous real function y = y(x),0 < x < 1. Then C r (T) (r = 1,2,3,...) denotes the class of complex functions, continuous on R 2 and of class C r (R 2 \ Γ), whose partial derivatives up to order r admit continuous extensions to all of i?
2 . Again, A r (T) contains the elements of C r (Γ), holomorphic in R 2 \ Γ. We say that Γ is removable C\ abbreviated N r9 if the functions in C r (Γ) are necessarily of class C\R 2 ) , and N? is defined with A r (T) in place of C r (Γ). (Remark 1, explaining the definition of N r9 is placed after Theorem 2.) Our conclusions on class N r and JV r α can be summarized as follows: a close connection exists between the modulus of continuity of y and removability properties of Γ, and this connection is about the same for N r and the (ostensibly larger) class Nf. We do not know how to prove that N? Φ N r ; an explanation for this anomaly appears as Remark 2. In finding curves Γ, not of class Nf 9 we are led to find elements of A r (T) with even stronger properties, so that one obtains a larger class that might coincide with N?.
The modulus of continuity of y is 
, where /(x, y) is the distance between (x l9 y λ ) and (x, ^) along γ. This is true if r = 0 (no derivatives!) and then follows by induction. Combining this with out estimate for φ(x, y λ ) -φ(x, y 2 ), we see that for z l9
Let g e C\R 2 \ jjg(x,y) 
and then define
We shall show that Vφ Λ converges in I}(M) as h -> 0 + along a subsequence A,,, and this clearly proves that φ e C ι (R 2 ) . On the part of M defined by d(z, Γ) > A, Vφ Λ = 0(1), and on the remaining part of M a change of variables yields the estimate Vφ Λ = O(A -1 )Ω(A). Now lim inf A -1 Ω(A)ω(A) = 0, so it will be enough to prove that m{z: d(z, Γ) < A} = 0(co(A)) + O(A). To do so we observe that when
). In the definition of C7(Γ), the continuity of the rth order derivatives can be weakened to boundedness, provided liminf ω(h)h' ι/r+1 = 0. It is unclear whether both hypotheses can be retained in the weaker form, to conclude that Vφ is locally in L 00 .
2. Proof of Theorem 2. Because of the complications of the construction, we present an outline first. The operator / is defined by
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When / is smooth and integrable, then // is smooth, and 3(//) = ^(d/dx + id/dy)(Jf) = -πf (a formula that will be useful later). The proof begins with a smooth function / 0 > 0, vanishing off 0 < x < 1/2, 0 < y < 1/2, and constructs f l9 . . ., f k , . . . so that Proof. It will be convenient to abbreviate e(t) = exp2τπϊ. Clearly nothing is lost in assuming v = 0, u > 0. Moreover, only the case \ζ \ < 2 is interesting and f = 0 is typical. Let H(x, y) 2 ), whence
e(ux)[g{x 9 y) -g(0,0)H(x,y)](x + i y γ ι dxdy =
A sequence of functions. We choose and fix a function a such that a > 0, /_\^(0 Λ = 1, and α(ί) = 0 for |r| > 1. We then define A τ (x) (or A(T; x) for typographical reasons) for T> 2 as Ta(Tx) for |JC| < 1/2, and extend A τ to be 1-periodic on R. /r+1 = 4 oo, we can choose T k so that T k ι < Λ~1ψ( c ik-Λ~r"" 1 ) Clearly w is holomorphic off the set 0 < x < 1, 0 < y < \ \y -S k x\ < T k ι (modulo 1). On this set y is a single-valued function of JC, y = y(x); let E be the closed set in [0,1] over which y is defined, and let y be obtained from y by linear interpolation on the intervals contiguous to E in its convex hull.
We first calculate the modulus of continuity cυ(y; h) for certain values of h > 0. Let (x l9 yι),(x 2 ,y 2 )
belong to E, and \x λ -x 2 \ < S k λ /4. We write, for j = 1,2
Since 
We shall now select a constant v4 > 0 so that each mapping w k -Az = φ Λ has positive determinant and \dφ k \ > \dz\. The determinant is \dφ k \ 2 -Iθφ^) 2 , and the minimum of \dφ k \/\dz\ is | | 9<p^| -| 9<p^| |. Thus we need to choose A so that \dw k -A\ > 1 -I-fiw k \, using the inequalities 1dw k /dy\ < c l9 Hw k < 0. This can be done with A = 1 + 2c λ . It is worthwhile to observe that φ(Γ) must have positive measure, for otherwise φ~ι is entire and w Ξ 0. This completes the proof of Theorem 2. REMARK 1. The function w found in Theorem 2 can be represented with a certain non-negative μ on Γ. Choosing Γ of class Nf +19 but not Nf (this will be true if ψ(ί) = ί σ , σ = 2(2r + 3)" 1 ) we define Then 3Φ = -l/2w off G, and Φ has a gradient locally in Zλ Hence 3Φ = -w/2 in the classical sense, and since Φ is real, Φ e C r+1 (T) . Now Φ e C^Λ 2 ) is clear, but Φ ί C 2 (R 2 ) y because V 2 Φ = 2πμ, a singular measure. REMARK 2. It seems very difficult to prove that JVf # iV lβ To explain this, we summarize a sufficient condition for a Cantor set S to be of class N°9 from [1] . To each ε > 0, there exist Jordan curves y l9 ..., y m in R 2 \S, of length < ε, surrounding S in the homology sense, and Σ/(γ 7 ) 2 < C. Unfortunately, this condition also forces S e N v Our condition can be adapted to curves crossing Γ only in horizontal segments, and again forces Γ e N v
