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In this paper we provide a new approach for the derivation of parameterizations for the
Eisenstein series. We demonstrate that a variety of classical formulas may be derived in
an elementary way, without knowledge of the inversion formulae for the corresponding
Schwarzian triangle functions. In particular, we provide a new derivation for the parametric
representations of the Eisenstein series in terms of the complete elliptic integral of the
ﬁrst kind. The proof given here is distinguished from existing elementary proofs in that
we do not employ the Jacobi–Ramanujan inversion formula relating theta functions and
hypergeometric series. Our alternative approach is based on a Lie symmetry group for the
differential equations satisﬁed by certain Eisenstein series. We employ similar arguments
to obtain parameterizations from Ramanujan’s alternative signatures and those associated
with the inversion formula for the modular J -function. Moreover, we show that these
parameterizations represent the only possible signatures under a certain assumed form
for the Lie group parameters.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Deﬁne, for |q| < 1,
P (q) := 1− 24
∞∑
n=1
nqn
1− qn , Q (q) := 1+ 240
∞∑
n=1
n3qn
1− qn , R(q) := 1− 504
∞∑
n=1
n5qn
1− qn ,
and deﬁne
2F1(a,b; c; z) =
∞∑
k=0
(a)k(b)k
(c)kk! z
k, |z| < 1,
(α)0 = 1, (α)k = α(α + 1)(α + 2) · · · (α + k − 1), k 1.
In this paper, we give a new proof of the identities
P (q) = z2(1− 5x) + 12x(1− x)z dz
dx
, Q (q) = z4(1+ 14x+ x2), R(q) = z6(1+ x)(1− 34x+ x2), (1.1)
where 0< x< 1, q := e−y, z := 2F1
(
1
2
,
1
2
;1; x
)
and y := π 2F1(
1
2 ,
1
2 ;1;1− x)
2F1(
1
2 ,
1
2 ;1; x)
. (1.2)
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expansion of the complete elliptic integral of the ﬁrst kind,
π/2∫
0
dφ√
1− x sin2 φ
=
∞∑
n=0
( 12 )n
n! x
n
π/2∫
0
sin2n φ dφ = π
2
2F1
(
1
2
,
1
2
;1; x
)
(1.3)
and the classical Eisenstein series of weight 2n on the full modular group SL(2,Z),
E2n(τ ) = 1− 4n
B2n
∞∑
k=1
k2n−1qk
1− qk , q = e
2π iτ , Imτ > 0,
where Bn denotes the nth Bernoulli number. The identities appearing in (1.1) arise in numerous applications, particularly
in the work of S. Ramanujan [32]. Eqs. (1.1) and related parameterizations for theta functions play key roles in proofs
of Ramanujan’s modular equations. The parameterizations are of great value in the study of elliptic functions since the
Eisenstein series Q (q) and R(q) are multiples of the elliptic invariants appearing in the Laurent expansion of the Weierstrass
℘-function [12, p. 30].
In his famous paper [34], Ramanujan employed trigonometric series identities to give a beautiful proof that P (q), Q (q),
and R(q) satisfy the differential equations
q
dP
dq
= P
2 − Q
12
, q
dQ
dq
= P Q − R
3
, q
dR
dq
= P R − Q
2
2
. (1.4)
V. Ramamani [30,31] (see also [18]) utilized Ramanujan’s results and an additional trigonometric series identity to show
that the related series
e(q) := 1+ 24
∞∑
n=1
nqn
1+ qn , P(q) := 1− 8
∞∑
n=1
(−1)nnqn
1− qn , Q(q) := 1+ 16
∞∑
n=1
(−1)nn3qn
1− qn (1.5)
satisfy the differential equations
q
de
dq
= eP − Q
2
, q
dP
dq
= P
2 − Q
4
, q
dQ
dq
= P Q − eQ. (1.6)
The primary goal of this paper is to prove (1.1) directly from the differential equations (1.4) and (1.6). This derivation is
in contrast to the standard proofs given in [5, Chapter 5], [4, pp. 91–102], where the Eisenstein series are written as the
logarithmic derivatives of quotients of theta functions and the inversion formula [24, p. 150],
( ∞∑
n=−∞
qn
2
)2
= 2F1
(
1
2
,
1
2
;1; x
)
, (1.7)
is applied.
Identities (1.1) originate in Jacobi’s masterpieces [24,25]. Equivalent formulations of the parameterizations from (1.1) are
given, for instance, in [25, p. 190, Eq. (2)] and the ﬁrst formula in [25, p. 170], respectively. Jacobi derives the parameter-
izations by equating coeﬃcients in the expansions for certain quotients of Jacobian elliptic functions, or, equivalently, the
Weierstrass ℘-function. In Jacobi’s work and most classical treatises [17,20,38], q is replaced by q2, and the elliptic modulus
is written in terms of the Weierstrass ℘-function evaluated at half-periods. The formulas appearing in (1.1) lead to a variety
of representations for Eisenstein series where q is replaced by q2
n
, n ∈ Z, via the processes of duplication and dimidiation
[24, pp. 148–149].
It is interesting to note that Ramanujan’s proof of (1.4) in [34] also relies on series expansions for certain elliptic func-
tions, and that (1.1) appear without proof in the footnote at the bottom of [34, p. 140]. Ramanujan does not explicitly use
the theory of elliptic functions in his work. In particular, the proofs of Ramanujan’s expansions in [34] require only simple
trigonometric identities (see [5, §4.2]).
The parameter x in identity (1.7) is further parameterized by a quotient of theta functions [39]. The resulting func-
tion x(τ ), with q = e2π iτ , maps a curvilinear triangle conformally to the upper half plane. Functions with such mapping
properties are called Schwarzian triangle functions. Additional triangle functions may be obtained by inverting certain quo-
tients of solutions to hypergeometric differential equations. If the inverse function can be derived explicitly, the theory of
modular forms may be applied to give immediate proofs of corresponding parameterizations for theta functions and Eisen-
stein series [35, §7.2]. Hypergeometric parameterizations can also be derived by making an appropriate change of variable
in (1.4) to obtain the equivalent Darboux–Halphen system [15,19] and Chazy differential equation [13].
In the present work we seek to provide an elementary alternative to the classical approaches discussed above. In partic-
ular, we prove (1.1) without direct reference to theta functions. We indicate in the last two sections how such a derivation
may be used to elicit information about alternative theories of elliptic functions, where the complete elliptic integrals are
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the type (1.7) is known [27].
Ramamani’s series P(q) and Q(q) are particular cases of the normalized Eisenstein series of weight 2k for Γ0(2), deﬁned,
for k 1, by
E2k(τ ) = 1− 4k
(1− 22k)B2k
∞∑
n=1
(−1)nn2k−1qn
1− qn , q = e
2π iτ , Imτ > 0.
Although not needed in the present work, Ramamani and the present author [23,30], showed that normalized Eisenstein
series on two subgroups conjugate to Γ0(2) also satisfy (1.6). In these differential equations, e is replaced by a multiple
of the Weierstrass ℘-function evaluated at an appropriate half period. These Eisenstein series, and those associated with
Γ0(2), are normalizations of the Laurent coeﬃcients for the three analogues of the Weierstrass zeta function [21, Art. 327].
Equivalently, the Eisenstein series for the aforementioned conjugate subgroups of level two appear as Laurent coeﬃcients
for the squares of certain Jacobian elliptic functions.
By combining the differential equations of Ramanujan and Ramamani, we may express the classical Eisenstein series in
terms of the Eisenstein series on Γ0(2).
Theorem 1.1. For |q| < 1,
P (q) = 3P(q) − 2e(q), Q (q) = 4e2(q) − 3Q(q), R(q) = 9e(q)Q(q) − 8e3(q). (1.8)
Proof. The leftmost identity in (1.8) follows immediately from the deﬁnitions (1.5) of e(q) and P(q). From Ramamani’s
differential equations (1.6) and Ramanujan’s differential equations (1.4), we see that
Q = −12qdP
dq
+ P2 = −36qdP
dq
+ 24q de
dq
+ (3P − 2e)2 = 4e2 − 3Q,
and
R = P Q − 3qdQ
dq
= (3P − 2e)(4e2 − 3Q)− 3q d
dq
(
24e2 − 3Q)= 9eQ − 8e3. 
Our task in Sections 2 and 3 is to apply methods from [22] to determine parametric representations for the series P(q),
Q(q), and e(q) in terms of the complete elliptic integral of the ﬁrst kind. From these representations and Theorem 1.1,
we will derive the parameterizations for the classical Eisenstein series P (q), Q (q), and R(q). In Section 4, we show how
parameterizations for Eisenstein series in Ramanujan’s alternative signatures may be obtained from Ramanujan’s differential
equations (1.4). Parameterizations outside Ramanujan’s alternative signatures will be discussed in Section 5.
2. Transforming Ramamani’s differential equations
The celebrated mathematician Sophus Lie revolutionized the theory of differential equations. His groundbreaking obser-
vations on the effects of substitutions initiated the modern systematic treatment of ordinary differential equations. In this
section, we implement Lie’s program, as outlined in [16,28], to study Ramamani’s differential equations for Eisenstein series.
In particular, we determine a one-parameter symmetry group of transformations under which the differential equations (1.6)
are invariant. We then make a corresponding change of variables suggested by the invariance group. As indicated in [16,28],
the resulting system of ﬁrst order differential equations can be solved by a single quadrature. In the ensuing calculations of
Section 3, we demonstrate explicitly how the integration is accomplished.
In [22], the authors note that the differential equations (1.4) remain invariant under a group of stretching transformations.
They identiﬁed three new variables from the group invariants and showed that (1.4) transforms into a system involving
a ﬁrst order Riccati equation. In the following theorem we note that the differential equation for the Eisenstein series
appearing in (1.6) are also invariant under a group of stretching transformations.
Theorem 2.1. Deﬁne q = exp(−y) and let λ = 0. The differential equations (1.6) are invariant under the simple one-parameter group
of stretching transformations
y1 = λy, e1 = λ−1e, P1 = λ−1P, Q1 = λ−2Q. (2.1)
Proof. The required formulas follow directly from (1.6) and the chain rule. For instance,
de1 = 1
2
de = −1 (e1P1 − Q1). 
dy λ dy 2
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take
u˜ = eQ1/2 , v˜ =
Q1/2
P , w˜ = yQ
1/2. (2.2)
The variable changes (2.2) transform (1.6) into an equivalent system that may be solved in terms of the complete elliptic
integral of the ﬁrst kind. After somewhat lengthy but elementary calculations (see [23, Chapter 4]) we obtain the compact
representations
P(q) = 2F1
(
−1
2
,
3
2
;1; 1− u˜
2
)
2F1
(
1
2
,
1
2
;1; 1− u˜
2
)
, (2.3)
e(q) = u˜ · 2F1
(
1
2
,
1
2
;1; 1− u˜
2
)2
, Q(q) = 2F1
(
1
2
,
1
2
;1; 1− u˜
2
)4
. (2.4)
The classical parameterizations for the Eisenstein series (1.1) may be obtained from (2.3)–(2.4) by making a change of
variable and applying Theorem 1.1 and Pfaff’s transformation [3, p. 69]
2F1
(
a,b; c; x
x− 1
)
= (1− x)a2F1(a, c − b; c; x), |x| < 1 and Re(x) < 1
2
. (2.5)
For the present exposition, we make the following assignments with the same parameters:
u =
e
Q1/2 − 1
e
Q1/2 + 1
, v = PQ1/2 − 1, w = yQ
1/2. (2.6)
In contrast to (2.2), the system resulting from (2.6) and (1.6) is comparatively easy to solve using standard techniques. This
is due in part to the fact that the expression for u in (2.6) equals the square of the elliptic modulus. A number of other
parameterizations for Eisenstein series may be obtained by making variable changes other than (2.6) and (2.2). The resulting
parameterizations for Eisenstein series are generally equivalent to the classical parameterizations.
To begin our analysis, set q = e−y and apply the relations in (2.6) to derive
y
dw
dy
= y d
dy
(
yQ1/2)= yQ1/2 + y2
2
eQ1/2 − y
2
2
P Q1/2 = w
(
1− uw
u − 1 −
vw
2
)
. (2.7)
Likewise
y
du
dy
= −yQ1/2 e − Q
1/2
e + Q1/2 = −wu (2.8)
and
y
dv
dy
= w
(
v2
4
+ uv
u − 1 +
u
u − 1
)
. (2.9)
Since e(q), P(q), Q(q) each tend to 1 as q → 0, let us require that
u, v → 0, w
y
→ 1 as y → ∞. (2.10)
By dividing (2.9) by (2.8) and simplifying, we derive
u
dv
du
= − v
2
4
− uv
u − 1 −
u
u − 1 . (2.11)
Dividing (2.7) by (2.8), we ﬁnd that
u
dw
du
= vw
2
+ uw
u − 1 − 1. (2.12)
Eq. (2.11) is a ﬁrst order Riccati equation. The standard transformation indicated to solve the general Riccati equation [29,
p. 2]
g(x)
dz
dx
= a(x)z2 + b(x)z + c(x) is X(x) = exp
(
−
∫
a(x)
g(x)
z(x)dx
)
. (2.13)
We apply this transformation to Eq. (2.11) and logarithmically differentiate the expression resulting from the rightmost
equation of (2.13) to obtain
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X
dX
du
. (2.14)
Differentiating both sides of (2.14) gives
dv
du
= 4
X
dX
du
− 4u
X2
(
dX
du
)2
+ 4u
X
d2X
du2
. (2.15)
We now insert (2.14) and (2.15) into (2.11), and simplify to derive the differential equation
u(u − 1)d
2X
du2
+ (2u − 1)dX
du
+ X
4
= 0. (2.16)
Eq. (2.16) is a hypergeometric differential equation. A set of linearly independent solutions on the interval 0< u < 1 is given
by
2F1
(
1
2
,
1
2
;1;u
)
, 2F1
(
1
2
,
1
2
;1;1− u
)
. (2.17)
3. Solving Ramamani’s system
Our next task is to use the information from identities (2.7)–(2.14) to derive the solutions to Ramamani’s system (1.6) in
terms of the functions from (2.17).
Lemma 3.1. Let w(u) be deﬁned by (2.6), and suppose that X(u) is a solution to (2.16). Then, for some constants A = 0 and C0 ,
w(u) = Ay(1− u)X2, Ay(u) =
∫
du
u(u − 1)X2 + C0. (3.1)
Proof. Since (2.12) is a linear ﬁrst order differential equation, we may solve it by multiplying both sides by an integration
factor I(u). Thus,
d
du
(wI) = − I
u
and wI = −
∫
I
u
du, (3.2)
where the integrating factor I can be written via (2.11) and (2.14) as
I = exp
(
−
∫
v
2u
+ 1
u − 1 du
)
= exp
(
−
∫
2
X
dX
du
+ 1
u − 1 du
)
= 1
(u − 1)X2(u) . (3.3)
Inserting (3.3) into (3.2), we obtain
w
(1− u)X2 =
∫
du
u(u − 1)X2 + C0, (3.4)
where C0 denotes the constant of integration. Now recast (2.8) as
1
y
du
dy
= − 1
uw
, (3.5)
insert (3.4) into (3.5), integrate, and exponentiate to obtain, for some C = 0,
y = exp
(∫
du
u(u − 1)X2(C0 +
∫ du
u(u−1)X2 )
)
= C
(∫
du
u(u − 1)X2 + C0
)
. (3.6)
The identities displayed in (3.1) follow by applying (3.4) and (3.6). 
The form taken by y in (3.6) motivates our next calculation. Recall [37, pp. 81–82] that, if X(u) is a solution to the
second order differential equation
a(u)X ′′ + b(u)X ′ + c(u)X = 0,
then a linearly independent solution X∗ is determined, for some constant C , by
X∗(u) = X(u)
∫
C exp
(
−
∫
b(u)du
)
du
X2
.
In particular, if X(u) is a solution to (2.16), a linearly independent solution is given, for some constant C , by
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∫
exp
(
−
∫
2u − 1
u(u − 1) du
)
du
X(u)2
= C X(u)
∫
du
u(u − 1)X2(u) . (3.7)
It follows from (3.7), (3.6), (2.17), and (2.10) that, for some constants A = 0 and C0,
A · y(u) = 2F1(
1
2 ,
1
2 ;1;1− u)
2F1(
1
2 ,
1
2 ;1;u)
+ C0. (3.8)
We now determine a more precise expression for y.
Lemma 3.2. If
y(u) = 2F1(
1
2 ,
1
2 ;1;1− u)
2F1(
1
2 ,
1
2 ;1;u)
, X(u) = 2F 1
(
1
2
,
1
2
;1;u
)
, (3.9)
then
dy
du
= π
u(u − 1)X2(u) . (3.10)
Proof. The differential equation for the complete elliptic integral of the ﬁrst kind [39] may be written as
1
2
d
du
[
2F1
(
1
2
,
1
2
;1;u
)]
= 2F1(−
1
2 ,
1
2 ;1;u) − (1− u)2F1( 12 , 12 ;1;u)
(1− u)u . (3.11)
Apply (3.11) to (3.9) to ﬁnd that
1
2
dy
du
= 2F1(−
1
2 ,
1
2 ;1;u)X(1− u) + 2F1(− 12 , 12 ;1;1− u)X(u) − X(u)X(1− u)
u(u − 1)X2(u) .
In our notation, Legendre’s relation ([2], [39, p. 520]) states that
2F1
(
−1
2
,
1
2
;1;u
)
X(1− u) + 2F1
(
−1
2
,
1
2
;1;1− u
)
X(u) − X(u)X(1− u) = π
2
.
The differential equation (3.10) for y follows from Legendre’s relation. 
Lemmas 3.2, 3.1 and identity (3.6) imply that if we choose, as linearly independent solutions to (2.16)
X(u) = 2F1
(
1
2
,
1
2
;1;u
)
and X∗(u) = 2F1
(
1
2
,
1
2
;1;1− u
)
, (3.12)
then the constant A appearing in Lemma 3.1 and identity (3.8) equals 1/π . Our ﬁnal task is to deduce the constant C0
from (3.8).
Theorem 3.3. Let X(u) be deﬁned by (3.12). Then, provided
q = e−y = exp
(
−π X(1− u)
X(u)
)
, 0< u < 1, (3.13)
we have
P(q) = (1− u)X2 + 4u(1− u)u dX
du
, e(q) = (1+ u)X2, Q(q) = (1− u)2X4,
P (q) = (1− 5u)X2 + 12x(1− u)X dX
du
, Q (q) = (1+ 14u + u2)X4, R(q) = (1+ u)(1− 34u + u2)X6.
Proof. From Lemma 3.1, (2.10) and the deﬁnitions (2.6) for u, v, and w , we obtain
P(q) = (1− u)X2 + 4u(1− u)dX
du
, e(q) = (1+ u)X2, Q(q) = (1− u)2X4, (3.14)
where, by Lemma 3.2 and (3.8), q = e−y and, for some constant C0,
y(u)
π
= 2F1(
1
2 ,
1
2 ;1;1− u)
2F1(
1
2 ,
1
2 ;1;u)
+ C0. (3.15)
From Theorem 1.1 and (3.15), we derive
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du
, Q (q) = (1+ 14u + u2)X4,
R(q) = (1+ u)(1− 34u + u2)X6. (3.16)
The roots of 1− 34u + u2 are (17+ 12√2 )±1. The parameterization (3.16) for R(q) implies that
u = (17+ 12√2 )−1 = 17− 12√2 = (√2− 1)4
corresponds, via (3.15) and q = e−y , to a zero for R(q). Using Landen’s transformation, Berndt [4, p. 97] showed that
2F1(
1
2 ,
1
2 ;1;1− (
√
2− 1)4)
2F1(
1
2 ,
1
2 ;1; (
√
2− 1)4) = 2. (3.17)
Thus, from (3.17) and (3.15), we see that R(e−π(2+C0)) = 0. Let us temporarily use the classical notation of modular forms,
with q = e2π iτ , Imτ > 0. We denote the action of Γ := SL(2,Z)/(±I) on the upper half-plane H by
V τ = aτ + b
cτ + d , V ∈ Γ, τ ∈ H. (3.18)
The group Γ is generated [26, p. 7] by the matrices corresponding to the transformations
T : τ 	→ τ + 1 and S : τ 	→ − 1
τ
.
It is well known [35, p. 198] that the only zeros of R(e2π iτ ) in the upper half-plane occur at τ = V i, for some V ∈ Γ . Since
Si = i, we see that the only zeros of R(e2π iτ ), for τ ∈ H, occur at the points τ = i + n, n ∈ Z. Therefore, the constant C0
in (3.15) is equal to 2in, for some integer n. This proves Theorem 3.3. 
The parameterizations from Theorem 3.3 are precisely those given for e(q) and Q(q) in Ramanujan’s Second Notebook
[4, pp. 126–130, Entries 13(viii), 14(v)].
4. Ramanujan’s alternative signatures
Ramanujan thought about how the classical inversion formula (1.7) could be altered to derive important consequences.
In [33], he refers to (1.7) and asserts that “there are corresponding theories in which q is replaced by one or other of the functions
q1 = e−π K ′1
√
2/K1 , q2 = e−2π K ′2/(K2
√
3 ), q3 = e−2π K ′3/K3 , (4.1)
where
K1 = 2F 1
(
1
4
,
3
4
,1; x
)
, (4.2)
K2 = 2F 1
(
1
3
,
2
3
,1; x
)
, (4.3)
K3 = 2F 1
(
1
6
,
5
6
,1; x
)
." (4.4)
Ramanujan stated these alternative theories without proof in his second notebook on pp. 257–262. The claims Ramanujan
makes on these pages were ﬁrst proved by Berndt, Bhargava and Garvan [6]. By applying certain hypergeometric trans-
formation formulas, the theories involving (4.2) and (4.4) may be derived directly from the classical theory. Therefore, the
most noteworthy results involve the hypergeometric function (4.3). The corresponding theory is sometimes referred to as
the cubic analogue of the classical case. By reasoning analogous to that which Berndt [4, Chapter 17] used to prove (1.7),
the authors of [6] proved the remarkable cubic inversion formula
2F1
(
1
3
,
2
3
;1; x
)
= a(q3), 0< x< 1, (4.5)
where
a(q) =
∞∑
m,n=−∞
qm
2+mn+n2 and qr := exp
(
−π csc
(
π
r
)
2F1(
1
r ,
r−1
r ;1;1− x)
2F1(
1
r ,
r−1
r ;1; x)
)
. (4.6)
The authors of [6] use (4.5) to derive parameterizations for Eisenstein series and theta functions, in many cases, by imitating
Ramanujan’s derivation of classical formulas.
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for the Eisenstein series in terms of hypergeometric series. In particular, if we make the change of variable q = e−y , the
differential equations (1.4) for the classical Eisenstein series become
dP
dy
= − 1
12
(
P2 − Q ), dQ
dy
= −1
3
(P Q − R), dR
dy
= −1
2
(
P R − Q 2). (4.7)
Consider the parameters, and corresponding initial conditions
u = R
Q 3/2
, v = Q
1/2
P
, w = yQ 1/2, u, v, w
y
→ 1 as y → ∞, (4.8)
where z1/n denotes the principal nth root of z. Then, as shown in [22], Ramanujan’s differential equations (1.4) are equivalent
to
(
u2 − 1)dv
du
= 1
6
(
v2 − 2uv + 1), (4.9)
− 2
u2 − 1 =
dw
du
+ w
3
uv − 1
v(u2 − 1) . (4.10)
Now employ (4.8) to deﬁne x, z := z(x) implicitly as functions of q, for parameters a,b, c, p ∈ C, via the assignments
u = 1+ ax+ bx
2
(1+ cx)3/2 , v =
z(1+ cx)1/2
(1− px)z + 12x(1− x) dzdx
, w = y(1+ cx)1/2. (4.11)
Theorem 4.1. The only values of (a,b, c) ∈ C3 for which (4.9) reduces to a linear differential equation under the transformations (4.11)
are
(a,b, c) = (−20,−8,8), (−9,0,3), (−2,0,0), (−2,1,−1), (−1,0,−1). (4.12)
Proof. From (4.11), we deduce that, provided dudx and
dv
dx are deﬁned,
du
dx
= bcx
2 − (ac − 4b)x− 3c + 2a
2(cx+ 1)5/2 ,
dv
dx
= g1z
2 + g2( dzdx )2 + g3z dzdx + g4 d
2z
dx2
(1+ cx)1/2[(px− 1)z + 12x(x− 1) dzdx ]2
, (4.13)
where g j := g j(x), 1 j  4 are polynomials in x with coeﬃcients depending upon c and p. Then, for x such that bcx2 −
(ac − 4b)x− 3c + 2a = 0, we may apply the chain rule to compute
(
u2 − 1)dv
du
− 1
6
(
v2 − 2uv + 1)= h1z2 + h2z dzdx + h3( dzdx )2 + h4z d
2z
dx2
(2a − 3c + (4b − ac)x+ bcx2)((px− 1)z + 12x(x− 1) dzdx )2
, (4.14)
where h j := h j(x), 1 j  4 are polynomials in x with coeﬃcients depending on a,b, c, p. This last calculation is justiﬁed
as long as the denominator in (4.14) is nonzero. By (4.9), the numerator on the right side of (4.14) is identically zero. We
therefore have
h1z
2 + h2zdz
dx
+ h3
(
dz
dx
)2
+ h4zd
2z
dx2
= 0. (4.15)
In order for (4.15) to reduce in a nontrivial way to a linear differential equation, the polynomial h3(x) ≡ 0. In other words,
we must choose (a,b, c) ∈ C3 so that
0 = 2a + a2 − 2b − 3c + ac − 3c2, (4.16)
0 = 2a + a2 − 6b − 2ab − 3c + 2ac + bc − 3c2 + c3, (4.17)
0 = −4b − 2ab + b2 + ac + 2bc + c3, (4.18)
0 = b2 + bc. (4.19)
The only nontrivial solutions to (4.16)–(4.19) are given by (4.12). 
If we set (a,b, c, p) = (−20,−8,8,4) and differentiate v with respect to x, we obtain
dv
dx
= (8+ 16x)z
2 + 12x(1+ 7x− 8x2)( dzdx )2
(1+ 8x)1/2[(4x− 1)z + 12x(x− 1) dz ]2 + 12z
(1+ 2x− 12x2) dzdx + x(x− 1)(1+ 8x) d
2z
dx2
(1+ 8x)1/2[(4x− 1)z + 12x(x− 1) dz ]2 , (4.20)dx dx
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du
dx
= − 32(x− 1)
2
(1+ 8x)5/2 . (4.21)
Inserting (4.20) and (4.21) into (4.9), and applying the chain rule, we obtain
x(x− 1)d
2z
dx2
+ (1− 2x)dz
dx
− 2
9
z = 0. (4.22)
The general solution to (4.22) is
z(x) = C1 · 2F1
(
1
3
,
2
3
,1; x
)
+ C2 · 2F1
(
1
3
,
2
3
,1;1− x
)
. (4.23)
The initial conditions from (4.8) imply that C1 = 1 and C2 = 0. Proceeding as in Lemma 3.1, the method of integrating
factors may be applied to (4.10) to deduce that
w = (1+ 8x)1/2z2
(∫
dx
(1− x)xz2 + C
)
, C ∈ C.
Then, using (4.21) and the deﬁnitions of (4.8), for 0< x< 1,
y = w
(1+ 8x)1/2z2 =
∫
dx
x(x− 1)z2 + C =
2π√
3
· 2F1(
1
3 ,
2
3 ,1;1− x)
2F1(
1
3 ,
2
3 ,1; x)
+ C, C ∈ C. (4.24)
To prove the last equality, we deﬁne the generalized complete elliptic integrals by
Ks(k) = π
2
· 2F 1
(
1
2
− s, 1
2
+ s;1;k2
)
, Es(k) = π
2
· 2F 1
(
−1
2
− s, 1
2
+ s;1;k2
)
. (4.25)
We next differentiate the far right side of (4.24) and employ [8, p. 178]
dKs(
√
x )
dx
= (1+ 2s)
2x(1− x)
(
Es(
√
x ) − (1− x)Ks(
√
x )
)
, (4.26)
for s = 1/6. We then apply a relation in Ramanujan’s cubic signature analogous to Legendre’s relation [8, p. 178]
Es(
√
x )K ′s(
√
x ) + Ks(
√
x )E ′s(
√
x ) − Ks(
√
x )K ′s(
√
x ) = π cos(π s)
2+ 4s . (4.27)
We ﬁnally apply (4.25)–(4.27) to verify that the derivative of the far right side of (4.24) equals the integrand appearing on
the same line in the preceding expression.
We may deduce, as in Lemma 3.2, that C = 2π in, n ∈ Z. We proceed as in the proof of Lemma 3.2, applying a cubic
analogue of Landen’s transformation ([7, p. 258], [6, Corollary 2.4]) to obtain
2F1(
1
3 ,
2
3 ,1;1+ 14 (5− 3
√
3 ))
2F1(
1
3 ,
2
3 ,1; 14 (3
√
3− 5)) =
√
3. (4.28)
Therefore, from (4.8) and (4.24), with
q3 = exp
(
− 2π√
3
· 2F1
(
1
3
,
2
3
,1;1− x
)
/2F1
(
1
3
,
2
3
,1; x
))
,
Q (q3) = (1+ 8x)z4, R(q3) =
(
1− 20x− 8x2)z6, P (q3) = (1− 4x)z2 + 12x(1− x)zdz
dx
,
where z = z(x) = 2F1( 13 , 23 ,1; x). Thus, we obtain the parameterizations for Eisenstein series corresponding to q3 and (4.3),
Ramanujan’s cubic signature [6]. We note also that formulas with q replaced by q3
n
, n ∈ Z may be obtained from the cubic
parameterizations through the process of triplication and trimidiation [6, §3].
By considering two other cases in Theorem 4.1, and reasoning as above, we may derive parameterizations from Ramanu-
jan’s other signatures. In particular, when (a,b, c, p) = (−9,0,3,3) in Theorem 4.1, the solution to (4.9) corresponds to the
hypergeometric series in Ramanujan’s quartic theory (4.2). When (a,b, c, p) = (−2,0,0,2), the solution to (4.9) corresponds
to Ramanujan’s sextic theory (4.4). In each of the latter two cases, we may follow the course outlined above to derive the
corresponding parameterizations for Eisenstein series in terms of the appropriate nome q.
144 T. Huber / J. Math. Anal. Appl. 350 (2009) 135–146Table 1
(a,b, c, p) Linearly independent solutions to (4.9)
(−2,1,−1,1) 2 F1( 112 , 512 ;1; x), 2 F1( 112 , 512 ; 12 ;1− x)
(−2,1,−1,7) 2 F1( 712 , 1112 ;1; x), 2 F1( 712 , 1112 ; 32 ;1− x)
(−2,1,−1,−2) (1− x)1/42 F1( 112 , 512 ;1; x), (1− x)1/42 F1( 112 , 512 ; 12 ;1− x)
(−1,0,−1,1) 2 F1( 112 , 712 ;1; x), 2 F1( 112 , 712 ; 23 ;1− x)
(−1,0,−1,5) 2 F1( 512 , 1112 ;1; x), 2 F1( 512 , 1112 ; 43 ;1− x)
(−1,0,−1,−3) (1− x)1/32 F1( 112 , 712 ;1; x), (1− x)1/32 F1( 112 , 712 ; 23 ;1− x)
5. Additional signatures
We now list several other values (a,b, c, p) for which Eq. (4.9), under the transformations (4.11), has a corresponding
pair of linearly independent hypergeometric solutions for 0< x< 1. Note that, for each permissible value of (a,b, c) in The-
orem 4.1, Eq. (4.9) has the same projective normal form, regardless of the value p. Therefore, for a given permissible triple
(a,b, c), the corresponding general solution to (4.9) may be written, via a rescaling by the square root of the Wronskian, in
terms of a solution to any other hypergeometric differential equation with the same projective normal form.
The solutions from the ﬁrst three lines of Table 1 are associated with the parameterizations for Eisenstein series when x
equals the modular J invariant,
J (τ ) = Q
3(q)
Q 3(q) − R2(q) , q = e
2π iτ .
To determine corresponding parameterizations for Eisenstein series, we may proceed as in the last section by solving (4.10)
via an integration factor and applying
d
dx
(
u2(x)
u1(x)
)
= u1u
′
2 − u2u′1
u21
:= W (u1,u2)
u21
and Abel’s formula for the Wronskian W (u1,u2), of the functions
u1 = 2F1(a,b, c, x) and u2 = 2F 1(a,b,a + b + 1− c,1− x),
k0x
−c(1− x)c−a−b−1 = −ab
a + b + 1− c 2F1(a,b, c, x)2F 1(a + 1,b + 1,a + b + 2− c,1− x) (5.1)
− ab
c
2F 1(a + 1,b + 1, c + 1, x)2F 1(a,b,a + b + 1− c,1− x), k0 ∈ C. (5.2)
We then obtain the following well-known parameterizations.
Theorem 5.1.
R(q) = (1− x)1/2z6, Q (q) = z4, P (q) = (1− x)1/2
(
z2 + 12xzdz
dx
)
,
where
q = exp
(
K · 2F1(
1
12 ,
5
12 ; 12 ;1− x)
2F1(
1
12 ,
5
12 ;1; x)
− i
)
, K = 2iΓ (
5
12 )√
π sec π12Γ (
11
12 )
.
See [36, p. 192] for an explicit evaluation of the nome q. A similar set of calculations may be applied when (a,b, c, p) =
(−1,0,−1,1) to obtain the following parameterizations.
Theorem 5.2.
R(q) = z6, Q (q) = (1− x)1/3z4, P (q) = (1− x)2/3
(
z2 + 12xzdz
dx
)
,
q = exp
(
B1 · 2F1(
1
12 ,
7
12 ; 23 ;1− x)
2F1(
1
12 ,
7
12 ;1; x)
+ C1
)
, B1,C1 ∈ C.
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zations in Theorem 5.1 and replacing x/(x − 1) by x. The nome q in Theorem 5.2 may be determined from the nome in
Theorem 5.1 by writing, from (2.5) and [1, p. 559, Eq. 15.3.7],
2F1(
1
12 ,
5
12 ; 12 ;1− x)
2F1(
1
12 ,
5
12 ;1; x)
= A 2F1(
1
12 ,
7
12 ; 23 ; 11−x )
2F1(
1
12 ,
7
12 ;1; xx−1 )
+ B 2F1(
5
12 ,
11
12 ; 43 ; 11−x )
2F1(
5
12 ,
11
12 ;1; xx−1 )
, (5.3)
A = (−1)−1/12√π Γ (
1
3 )
Γ 2( 512 )
, B = (−1)−5/12√π Γ (−
1
3 )
Γ 2( 112 )
. (5.4)
A nontrivial domain of validity for (5.3) may be obtained by analytically continuing the Gaussian hypergeometric functions
via Euler’s integral formula [3, Theorem 2.2.4]. The constants (−1)−1/12 and (−1)−5/12 in (5.3) should be evaluated by
employing the principal branch of z1/12.
Since the hypergeometric functions from each quotient on the right side of (5.3) are linearly independent solutions to
differential equations with the same projective normal form, we conclude that, for appropriately chosen constants C1, C2,
(x− 1)1/32F1
(
5
12
,
11
12
; 4
3
;1− x
)
= C1 · 2F1
(
1
12
,
7
12
;1; x
)
+ C2 · 2F1
(
1
12
,
7
12
; 2
3
; x
)
. (5.5)
In order to simplify (5.5), we apply a special case of Euler’s identity [3, Eq. (2.2.7)]
2F1
(
1
12
,
7
12
;1; x
)
= (1− x)1/32F1
(
5
12
,
11
12
;1; x
)
. (5.6)
We next divide both sides of (5.5) by 2F1( 512 ,
11
12 ;1; x) and implement (5.6) to conclude
2F1(
5
12 ,
11
12 ; 43 ;1− x)
2F1(
5
12 ,
11
12 ;1; x)
= C + D · 2F1(
1
12 ,
7
12 ; 23 ;1− x)
2F1(
1
12 ,
7
12 ;1; x)
, C, D ∈ C. (5.7)
By applying ([39, p. 299], [36, p. 191])
2F1(a,b; c;0) = 1, (5.8)
2F1(a,b; c;1) = Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b) if a + b < c, (5.9)
lim
z→1− 2
F1(a,b; c; z) ÷
{
Γ (a + b)
Γ (a)Γ (b)
log
1
1− z
}
= 1 if c = a + b, (5.10)
to (5.7), we derive
C = −25/6√3π Γ (
4
3 )
Γ ( 56 )
, D = 2√
π
Γ ( 16 )Γ (
7
6 )
Γ ( 56 )
. (5.11)
6. Concluding remarks
We have shown that certain parameterizations for Eisenstein series, including those corresponding Ramanujan’s alterna-
tive theories, are contained in the differential equations satisﬁed by these series. Are there other meaningful parameteriza-
tions that can be obtained from suitable transformations in the differential equations (1.4) and (1.6)? Can we derive further
results, such as those for higher order analogues of the classical theory [9–11,14] by choosing appropriate transformations
for the differential equations satisﬁed by the Eisenstein series?
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