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Abstract
We consider a class of generalized algebraic-geometry codes based on places of the same degree of a fixed algebraic function
field over a finite field F/Fq . We study automorphisms of such codes which are associated with automorphisms of F/Fq .
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1. Introduction
It is known that knowledge of the automorphism group of a code, or even part of this group, obviously gives
information about the structure of the code and often can be useful in developing a decoding algorithm (see, for
instance, [4,9]). So in coding theory one is often interested in automorphisms of codes.
For geometric Goppa codes, Goppa [1,2] already observed that automorphisms of the underlying algebraic function
fields induce automorphisms of codes. However, Stichtenoth in [12] gave a detailed exposition of this connection
and, in the same paper, he proved that all automorphisms of a q-ary rational geometric Goppa code are induced by
projectivities of the projective line over Fq . After the result of Stichtenoth mentioned above, many automorphism
groups of special geometric Goppa codes (as elliptic and Hermitian codes) were determined by Xing (see [15,16]).
This paper is concerned with generalized algebraic-geometry codes and its automorphisms. These codes were
recently introduced by Xing, Niederreiter and Lam in [14] and they are a generalization of geometric Goppa codes. In
fact they are constructed from algebraic function fields considering places of degree larger than one. They have given
new codes with better parameters and they have permitted the construction of asymptotically good codes using only
one algebraic function field (see [10]).
In this note, in Section 3, we describe the connection between automorphisms of generalized algebraic-geometry
codes and certain automorphisms of underlying algebraic function fields, obtaining a result similar to the one obtained
by Stichtenoth for geometric Goppa codes. First, in Section 2 we recall some base facts on geometric Goppa codes
and on generalized algebraic-geometry codes.
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2. Notations and basic properties
In this section we recall some basic properties of geometric Goppa codes and of generalized algebraic-geometry
codes (in short GAG-codes). Then we will introduce a special class of GAG-codes and we will study their
automorphisms. For all notations about algebraic function fields and coding theory which are not explicitly defined,
we use the standard definitions and notations as in [11,13]. Let q be a prime power, Fq be the finite field of order q
and F/Fq be an algebraic function field of one variable of genus g, whose full constant field is Fq . If P1, P2, . . . , PN
are N pairwise distinct rational places of F/Fq , let D be the divisor defined by
D = P1 + P2 + · · · + PN
and G be a divisor of F/Fq with suppD ∩ suppG = ∅. If L(G) denotes the L-space associated with G, then the
geometric Goppa code C(P1, P2, . . . , PN ;G) associated with G and P1, P2, . . . , PN is defined by
C(P1, P2, . . . , PN ;G) = {(z(P1), z(P2), . . . , z(PN )) | z ∈ L(G)}.
The following result can be found, for instance, in [11] or [13].
Proposition 2.1. If degG < N, then C(P1, P2, . . . , PN ;G) is a q-ary [N , k, d]-linear code where k = dim L(G) ≥
degG + 1− g and d ≥ N − degG.
Suppose now P1, P2, . . . , PN are distinct places of F/Fq not necessarily of degree one and G is again a divisor
such that {P1, P2, . . . , PN } ∩ suppG = ∅. Let C1,C2, . . . ,CN be q-ary linear codes and, for every i = 1, 2, . . . , N ,
assume that Ci has parameters [mi , ni , di ] where ni = deg Pi . If for every i = 1, 2, . . . , N , FPi is the residue class
field of Pi and αi : FPi −→ Ci is a fixed Fq -linear isomorphism and if m :=
∑N
i=1 mi , we consider the linear map
α : L(G) −→ (Fq)m
defined by α(z) = (α1(z(P1)), α2(z(P2)), . . . , αN (z(PN ))) for every z ∈ L(G). The image of α (see [5,14]) is called
a generalized algebrac–geometry code (in short GAG-code) and it is denoted by
C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ).
Now, if ∆ = {S ⊆ {1, 2, . . . , N } |∑i∈S ni ≤ degG}, we have the following proposition.
Proposition 2.2 ([14,6]). If degG <
∑N
i=1 ni , then C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ) is a q-ary [m, k, d]-
linear code with parameters k = dim L(G) ≥ degG + 1− g and d ≥ min{∑i 6∈S di | S ∈ ∆}.
Note that, in the case where mi = ni = di = 1 for every i = 1, 2, . . . , N , C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN )
is a geometric Goppa code and Proposition 2.1 is a special case of Proposition 2.2.
Now we recall the notion of (permutation) automorphism of a linear code. The symmetric group Sm acts on (Fq)m
via
pi(a1, a2, . . . , am) = (api(1), api(2), . . . , api(m))
if pi ∈ Sm and (a1, a2, . . . , am) ∈ (Fq)m . If C is a linear code of length m, then C ⊆ (Fq)m and the group of
automorphisms of C is defined by AutC := {pi ∈ Sm | pi(C) = C}.
Suppose now C = C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ) is a GAG-code with fixed Fq -isomorphisms
α1, α2, . . . , αN . Let
∏N
i=1 AutCi be the direct product of the automorphism groups AutCi for i = 1, 2, . . . , N . Then
it is easy to show that
E :=
{
(pi1, . . . , piN ) ∈
N∏
i=1
AutCi | for anyx ∈ L(G) and for any
i = 1, 2, . . . , N , pii (αi (x(Pi ))) = αi (y(Pi )) for some y ∈ L(G)
}
is an automorphism group of C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ) which acts via
pi(c) := (pi1(α1(x(P1))), pi2(α2(x(P2))), . . . , piN (αN (x(PN ))))
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if pi = (pi1, pi2, . . . , piN ) is in E and c = (α1(x(P1)), α2(x(P2)), . . . , αN (x(PN ))) belongs to
C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ). Of course E depends on the linear isomorphisms α1, α2, . . . , αN and it is
everything we can obtain, about automorphisms of C(P1, P2, . . . , PN ;G;C1,C2, . . . ,CN ), from automorphisms of
the codes C1,C2, . . . ,CN .
In the following, for our purpose, we will consider a subclass of the GAG-codes defined above. More precisely, we
will suppose that the places used to construct GAG-codes are all of the same degree n and that the linear codes under
consideration are all equal to (Fq)n . These hypotheses, which can be considered as a first natural generalization to
the rationality of the places in Goppa’s construction, allow us to have a easier description of the codes and especially
to be able to get automorphisms of the codes considered from automorphisms of the underlying algebraic function
fields. Therefore for each i = 1, 2, . . . , N , αi is now a fixed Fq -linear isomorphism from the residue class field
FPi onto (Fq)
n and so αi (z(Pi )) always is a n-string of elements of Fq and, since m = nN , α is a Fq -linear
map from L(G) to (Fq)nN . Later on, we will always consider GAG-codes of this subclass and we will denote by
C(P1, P2, . . . , PN ;G; n) a GAG-code of such a subclass.
Let bxc denote the greatest integer smaller than or equal to the real number x (dually dxe denotes the smallest
integer greater than or equal to x). In [10] it was proved the following proposition.
Proposition 2.3. Let F/Fq be an algebraic function field, P1, P2, . . . , PN be N distinct places all of the same degree
n, D = P1+P2+· · ·+PN and G be a divisor with suppD∩suppG = ∅. If degG < nN then C(P1, P2, . . . , PN ;G; n)
is a q-ary [nN,k,d] linear code with k = dimG ≥ degG + 1− g and d ≥ N − b degGn c.
Note that the class of GAG-codes that we are considering also is a subclass of the generalized Goppa codes recently
introduced by Heydtmann [3].
3. Automorphisms of GAG-codes
In this section we will construct automorphisms of GAG-codes from automorphisms of the underlying algebraic
function field F/Fq .
In the following, if P is a place and φP : FP −→ Fqdeg P is an Fq -isomorphism (this is to say, φP is a field
isomorphism which fixes each element of Fq ), we will call the pair (P, φP ) a φ-place and we will set
z(P, φP ) := φP (z(P)).
Often, in the case where the place is Pi , we will simply denote the Fq -isomorphism φPi by φi . Let Aut(F/Fq)
be the group of Fq -automorphisms of F/Fq . If σ ∈ Aut(F/Fq) and P is a place, then σ(P) is a place of the same
degree of P and the map x(P) 7−→ σ(x)(σ (P)), from FP to Fσ(P), is a field Fq -isomorphism. We will denote such
an isomorphism by σ too. Further, it is well known that Aut(F/Fq) acts faithfully on the set of places and that such
an action can be extended to the divisor group of F/Fq . Now we define an action of Aut(F/Fq) on the set of φ-places
via
σ(P, φP ) = (σ (P), φPσ−1)
if σ ∈ Aut(F/Fq) and (P, φP ) is a φ-place. If we denote by DF the free group generated by φ-places, then the above
action can be extended to DF in the obvious way. We will call each element of DF a φ-divisor.
Remark 3.1. Note that the divisor group DF of F/Fq can be thought as the subgroup of DF whose elements are
φ-rational in the following manner. Let A = ∑ ai, j (Pi , φi, j ) be a φ-divisor, where φi, j denotes one of the n Fq -
isomorphisms from FPi to Fqn where n = deg Pi . A will be said to be φ-rational if
(a) (Pi , φi, j ) ∈ SuppA implies (Pi , φi, j ′) ∈ SuppA for all j ′ ∈ {1, 2, . . . , deg Pi };
(b) ai, j = ai, j ′ for every j, j ′ ∈ {1, 2, . . . , deg Pi }.
Now let (P1, φ1), (P2, φ2), . . . , (PN , φN ) be N fixed φ-places whose places are pairwise distinct and all of the
same degree n and set: Φ =∑Ni=1(Pi , φi ). We also set D =∑Ni=1 Pi and we will say that D is the divisor associated
with the φ-divisorΦ. Of course we can identify the Fq -vector space (Fq)n with Fqn and so each φi , i = 1, 2, . . . , N , is
also an Fq -linear isomorphism from FPi to (Fq)
n . Therefore we can consider the GAG-code C(P1, P2, . . . , PN ;G; n)
with fixed Fq -linear isomorphisms φ1, φ2, . . . , φN . We will denote such a GAG-code simply by C(Φ;G; n) and we
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will also denote each of its elements by (z(P1, φ1), z(P2, φ2), . . . , z(PN , φN )) for some z ∈ L(G) since we set
z(P, φP ) = φP (z(P)) above. It is reasonable to expect that all the automorphisms of C(Φ;G; n) will depend on φi
for i = 1, . . . , N (see also Section 2). As we will see, this is certainly the case when we consider automorphisms
which come from automorphisms of the underling algebraic function field.
Now we consider the stabilizer of Φ in Aut(F/Fq), that is, we consider the following automorphism subgroup of
Aut(F/Fq):
Aut(F/Fq)Φ = {σ ∈ Aut(F/Fq) | σ(D) = D and φσ(Pi ) = φPiσ−1 for all i = 1, 2, . . . , N }.
Remark 3.2. If (P1, φ1), (P2, φ2), . . . , (PN , φN ) are φ-places with P1, P2, . . . ., PN of degree one, then Aut(F/Fq)Φ
is the stabilizer of D in Aut(F/Fq) where D is the divisor associated with Φ. In fact, it is enough to observe that if P
is a rational place and σ ∈ Aut(F/Fq), then φP is the identity map and σ acts from FP to Fσ(P) as the identity map
too.
Remark 3.3. Note that, if σ ∈ Aut(F/Fq) and (P, φP ) and (Q, φQ) are fixed φ-places with deg P = deg Q = n and
σ(P) = Q, then σ induces an Fq -automorphism σP on Fqn by
σP (k) = φσ(P)σφ−1P (k) for every k ∈ Fqn .
Moreover, σP is the identity map if and only if φσ(P) = φPσ−1. So σ ∈ Aut(F/Fq)Φ if and only if σ(D) = D and
σP is the identity map on Fqn for every P ∈ SuppD, where D is the divisor associated with Φ.
Let Φ be as above. We define (see also [12]) the following relation on the divisor set of F/Fq .
If G and G ′ are divisors, G∼Φ G ′ if and only if there is an element z ∈ F , z 6= 0, such that
G = G ′ + (z) and z(Pi , φi ) = 1 for every i = 1, 2, . . . , N .
Here, as usual, (z) denotes the principal divisor of z.
Of course ∼Φ is an equivalence relation and G and G ′ are said to be ∼Φ-equivalent if G∼Φ G ′. It is easy to prove
that ∼Φ-equivalent divisors provide the same GAG-codes.More precisely we have the following lemma.
Lemma 3.4. Let F/Fq be an algebraic function field, (P1, φ1), (P2, φ2), . . . , (PN , φN ) be N φ-places whose places
are pairwise distinct and all of the same degree n and Φ = ∑Ni=1(Pi , φi ). If G and G ′ are ∼Φ-equivalent divisors
whose supports do not contain P1, P2, . . . , PN , then C(Φ;G; n) = C(Φ;G ′; n).
For Φ and G as in Lemma 3.4 above we set
Aut(F/Fq ,Φ,G) = {σ ∈ Aut(F/Fq)Φ | σ(G)∼Φ G}
and we consider the stabilizer of Φ and G in Aut(F/Fq), that is we consider the following automorphism group of
F/Fq :
Aut(F/Fq)Φ,G = {σ ∈ Aut(F/Fq)Φ | σ(G) = G}.
Lemma 3.5. If G = A−B, where A and B are effective divisors, and if deg(A+B) ≤ nN−1, thenAut(F/Fq ,Φ,G)
is the stabilizer of Φ and G in Aut(F/Fq) (i.e., Aut(F/Fq ,Φ,G) = Aut(F/Fq)Φ,G).
Proof. We have to prove that if G and σ(G) are ∼Φ-equivalent then σ(G) = G. Let σ(G) = G + (u) with
u(Pi , φi ) = 1 for every i = 1, 2, . . . , N . Then (u) = σ(G)−G = σ(A)+B−(σ (B)+A) ≥ −(σ (B)+A). It follows
that u ∈ L(σ (B)+ A) and, since σ(B)+ A ≥ 0 implies 1 ∈ Fq ⊆ L(σ (B)+ A), we have u − 1 ∈ L(σ (B)+ A). So
the pole divisor (u − 1)∞ of u − 1 is smaller than or equal to σ(B)+ A and we obtain
deg(u − 1)∞ ≤ nN − 1. (1)
Now suppose u 6∈ Fq . Since u(Pi , φi ) = 1 for every i = 1, 2, . . . , N we get Pi is a zero of u − 1 for each
i = 1, 2, . . . , N , so deg(u − 1)0 ≥ nN , a contradiction to (1). Therefore u ∈ Fq and we have (u) = 0 which
implies σ(G) = G. 
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Remark 3.6. By the above lemma, if G ≥ 0 and degG < nN , then Aut(F/Fq ,Φ,G) = Aut(F/Fq)Φ,G . Moreover,
if P1, P2, . . . ., PN also are rational places, by Remark 3.2 we have Aut(F/Fq ,Φ,G) is the stabilizer of D and G in
Aut(F/Fq), that is Aut(F/Fq ,Φ,G) = Aut(F/Fq)D,G .
It is known that if σ ∈ Aut(F/Fq) fixes at least 2g + 3 rational places, then σ is the identity map. In the following
theorem we analyze the case where σ fixes places of degree greater than one.
Theorem 3.7. Let F/Fq be an algebraic function field of genus g, (P1, φ1), (P2, φ2), . . . , (PN , φN ) be N φ-places
whose places are pairwise distinct and all of the same degree n > 1 and σ ∈ Aut(F/Fq) be an automorphism which
fixes (Pi , φi ) for every i = 1, 2, . . . , N. Then σ is the identity map if at least one of the following hypothesis is
satisfied:
(a) N − 1 > 16(g+1)2n ;
(b) F/Fq has some rational point and N ≥ 4g+3n ;
(c) σ fixes some rational point and N ≥ 2g+2n .
Proof. We proceed in several steps.
Step 1. If P is a place and if s ≥ 0 is a integer such that s − 1 ≥ 2g−1deg P , then s is a pole number of P .
We have to prove that there exists x ∈ F , x 6= 0, such that the pole divisor of x is equal to sP . In fact,
s − 1 ≥ 2g−1deg P implies deg(s − 1)P ≥ 2g − 1 and deg sP ≥ 2g − 1. So, by the Riemann–Roch Theorem,
dim(s − 1)P = (s − 1)n + 1 − g < sn + 1 − g = dim sP and we obtain that there exists x ∈ L(sP) and
x 6∈ L((s − 1)P). Hence (x)∞ = sP .
Step 2. If x, y ∈ F \ Fq and (deg(x)∞, deg(y)∞) = 1, then F = Fq(x, y).
It is well known that deg(z)∞ = [F : Fq(z)] for every z ∈ F \Fq . So for x and y we have deg(x)∞ = [F : Fq(x)]
and deg(y)∞ = [F : Fq(y)]. But Fq(x, y) ⊇ Fq(x),Fq(y) and so [F : Fq(x, y)] divides [F : Fq(x)] and [F : Fq(y)].
Therefore by the hypotheses, [F : Fq(x, y)] = 1 and we get F = Fq(x, y).
Step 3. There exist x, y ∈ F \ Fq such that F = Fq(x, y), (x)∞ = (2g + 1)P and (y)∞ = 2P ′ where P and P ′ are
places of degree 4g + 3 and 4g + 4 respectively.
It is known (see for instance [11]) that if n ≥ 4g+ 3, then there exists at least one place of degree n. So there exist
two places P and P ′ of degree 4g + 3 and 4g + 4 respectively. Moreover by Step 1, 2g + 1 and 2 are pole numbers
of P and P ′. Thus by Step 2, it is enough to show that ((2g + 1)(4g + 3), 8(g + 1)) = 1. In fact, if r is an odd
number which divides g + 1 and 2g + 1, then r divides g and so r = 1. On the other hand if r divides g + 1 and
4g + 3 = (2g + 1)+ 2(g + 1), then r divides 2g + 1 and so as in the previous case r = 1 as well.
Step 4. If σ ∈ Aut(F/Fq) fixes the φ-place (P, φP ), then P is zero of σ(x) − x for every x ∈ F which is regular in
P .
σ fixes (P, φP ) if and only if σ(P) = P and φσ(P) = φPσ−1. Hence φP = φPσ−1 and we get σ : FP −→ Fσ(P)
is the identity automorphism. It follows that for every x ∈ F which is regular on P , σ(x(P)) = x(P) and so we
obtain σ(x)− x ∈ P .
Step 5. Proof of (a).
Let x , y and P , P ′ be as in Step 3. Since at most only one of P and P ′ is in suppD, then x, y are regular on at
least N − 1 of the elements of suppD where D is the divisor associated to Φ =∑Ni=1(Pi , φi ). So by Step 4, x − σ(x)
and y − σ(y) have at least N − 1 zeros of degree n. If x − σ(x) 6= 0 6= y − σ(y) (or either of them), we have the
following two cases.
Case 1. Either P or P ′ belongs to suppD. In this case
deg(x − σ(x))0 ≥ (N − 1)n and deg(y − σ(y))0 ≥ (N − 1)n. (2)
Case 2. P, P ′ 6∈ suppD. Then we get
deg(x − σ(x))0 ≥ Nn and deg(y − σ(y))0 ≥ Nn. (3)
Now, vP (x − σ(x)) ≥ min{vP (x), vσ−1(P)(x)} ≥ −(2g + 1) because vσ−1(P)(x) = −(2g + 1) if σ(P) = P and
vσ−1(P)(x) ≥ 0 if σ(P) 6= P . For Q = σ(P) and Q 6= P , vQ(x − σ(x)) ≥ −(2g+ 1) since vσ−1(Q)(x) ≥ −(2g+ 1)
and vQ(x) ≥ 0. On the other hand for Q 6= P and Q 6= σ(P) we obtain vQ(x − σ(x)) ≥ 0. Hence (x − σ(x))∞ ≤
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(2g + 1)P + (2g + 1)σ (P). It follows that deg(x − σ(x))∞ ≤ 2(2g + 1)(4g + 3) < 16(g + 1)2 < (N − 1)n, which
is a contradiction to (2). In a similar way we are able to prove that deg(y − σ(y))∞ ≤ 22(4g + 4) = 16(g + 1) ≤
16(g+1)2 < (N−1)n, a contradiction to (2) again. Therefore σ fixes x and y and so we get that σ fixes each element
of F = Fq(x, y), that is, σ is the identity map.
Step 6. Proof of the (b) and (c) cases.
Let Q be a rational place of F/Fq . Then F = Fq(x, y) with (x)∞ = 2gQ and (y)∞ = (2g + 1)Q. Since
n > 1, Q 6∈ suppD and so x, y are regular on Pi for every i = 1, 2, . . . , N . It follows that P1, P2, . . . , PN are
zeros of x − σ(x) and y − σ(y). Thus deg(x − σ(x))∞ ≥ nN ≥ 4g + 3 and deg(y − σ(y))∞ ≥ 4g + 3 in
the (b) case and deg(x − σ(x))∞ ≥ 2g + 2 and deg(y − σ(y))∞ ≥ 2g + 2 in the (c) case. On the other hand
vQ(x − σ(x)) ≥ min{vQ(x), vσ−1(Q)(x)} = −2g since vσ−1(Q)(x) ≥ 0 if σ(Q) 6= Q and vσ−1(Q)(x) = −2g if
σ(Q) = Q. If P ′ 6= Q and P ′ = σ(Q), then vP ′(x − σ(x)) ≥ min{vσ(Q)(x), vQ(x)} ≥ −2g being vσ(Q)(x) ≥ 0
and vQ(x) = −2g. If we now suppose P ′ 6= Q and P ′ 6= σ(Q), then vP ′(x − σ(x)) ≥ min{vP ′(x), vσ−1(P ′)(x)} ≥ 0
since σ−1(P ′) 6= Q. Therefore (x−σ(x))∞ ≤ 2gQ+2gσ(Q) in the (b) case and (x−σ(x))∞ ≤ 2gQ if σ(Q) = Q
in the (c) case. This implies deg(x−σ(x))∞ ≤ 4g in the (b) case and deg(x−σ(x))∞ ≤ 2g in the (c) case. Therefore
σ(x) = x . In the same way we obtain deg(y − σ(y))∞ ≤ 4g + 2 in the (b) case and deg(y − σ(y))∞ ≤ 2g + 1 in
the (c) case. So we obtain a contradiction again. Therefore we again have σ(y) = y and the theorem is completely
proved. 
Note that the proof of the above theorem works for n = 1 too. But in this case the rational place which is fixed by
σ (see (c)) is not in suppD and so σ fixes at least 2g + 3 places. Moreover, note that, by (b) of Theorem 3.7, we have
the following corollary.
Corollary 3.8. Let F/Fq be an algebraic function field of genus g which admits some rational point. If σ ∈
Aut(F/Fq) fixes a φ-place (P, φP ) with deg P = n ≥ 4g + 3, then σ is the identity map.
The next theorem connects automorphisms of a GAG-code C(Φ;G; n) with automorphisms of the underlying
algebraic function field F/Fq .
Theorem 3.9. Let F/Fq be an algebraic function field, Φ = ∑Ni=1(Pi , φi ) where (P1, φ1), (P2, φ2), . . . , (PN , φN )
are N φ-places whose places are pairwise distinct and all of the same degree n > 1, G be a divisor of F/Fq such
that suppG ∩ {P1, P2, . . . , PN } = ∅ and C(Φ;G; n) be the GAG-code associated with Φ and G. Then
(a) Any automorphism σ ∈ Aut(F/Fq ,Φ,G) induces an automorphism of C(Φ;G; n) by σ(x(P1, φ1), x(P2, φ2),
. . . , x(PN , φN )) = (x(σ (P1, φ1)), x(σ (P2, φ2)), . . . , x(σ (PN , φN ))) for every x ∈ L(G).
(b) Aut(C(Φ;G; n)) admits a subgroup which is isomorphic to Aut(F/Fq ,Φ,G) if (a) or (b) of Theorem 3.7 is
satisfied.
(c) If G = r Q, where Q is a rational place and r ≤ nN − 1, and if 2g + 2 ≤ nN, then C(Φ;G; n) admits an
automorphism group which is isomorphic to Aut(F/Fq)Φ,Q .
Proof. Observe that, if σ ∈ Aut(F/Fq ,Φ,G), then σ(G)∼Φ G, that is there exists u ∈ F such that
σ(G) = G + (u) and u(Pi , φi ) = 1 for every i = 1, 2, . . . , N . But σ(G) = G + (u) im-
plies that the map y 7−→ uy from L(σ (G)) to L(G) is an isomorphism. Hence if x ∈ L(G), x =
uw for some w ∈ L(σ (G)). But L(σ (G)) = σ(L(G)) and so we have w = σ(y) for some
y ∈ L(G). Therefore if c = (x(P1, φ1), x(P2, φ2), . . . , x(PN , φN )) ∈ C(Φ;G; n), we get σ(c) =
(x(σ (P1), φP1σ
−1), x(σ (P2), φP2σ−1), . . . , x(σ (PN ), φPN σ−1)) = (u(σ (P1), φP1σ−1)σ (y)(σ (P1), φP1σ−1),
u(σ (P2), φP2σ
−1)σ (y)(σ (P2), φP2σ−1), . . . , u(σ (PN ), φPN σ−1)σ (y)(σ (PN ), φPN σ−1)) = (σ (y)(σ (P1), φP1σ−1),
σ (y)(σ (P2), φP2σ
−1), . . . , σ (y)(σ (PN ), φPN σ−1)) = (y(P1, φ1), y(P2, φ2), . . . , y(PN , φN )) where the latter
equality is true since σ(y)(σ (Pi ), φPiσ
−1) = φPiσ−1(σ (y)(σ (Pi ))).
Therefore σ(c) = (y(P1, φ1), y(P2, φ2), . . . , y(PN , φN )) ∈ C(Φ;G; n) since y ∈ L(G). So we have (a). Now (b)
follows immediately by Theorem 3.7 since if σ induces the identity automorphism of C(Φ;G; n), then σ fixes each
Pi for i = 1, 2, . . . , N .
To get (c) observe that, by Lemma 3.5, Aut(F/Fq ,Φ,G) = Aut(F/Fq)Φ,G = Aut(F/Fq)Φ,Q since G = r Q ≥ 0
and degG = r < nN by hypothesis. Suppose now σ induces the identity automorphism of C(Φ;G; n) and so it
fixes each Pi for i = 1, 2, . . . , N . Since σ fixes also Q (since σ ∈ Aut(F/Fq)Φ,Q) and N ≥ 2g+2n , we have (c) by
Theorem 3.7. 
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Let c ∈ FnNq and note that, if we group c in N individual n-strings that is, if c = a1a2 . . . aN where ai is a n-string
for every i = 1, 2, . . . , N , we have SN acts on FnNq by
pi(a1a2 . . . aN ) = api(1)api(2) . . . api(N ) (4)
where pi is an element of SN .
Suppose now H ' Aut(F/Fq ,Φ,G) be the automorphism group of C(Φ;G; n) given in (b) or (c) of the above
theorem. Of course H is also contained in SN and acts as in (4) on the elements of FnNq . Moreover consider also the
automorphism group E of C(Φ;G; n) given in Section 2. Clearly
E = {(pi1, . . . , piN ) ∈ (Sn)N | for any x ∈ L(G) and for any
i = 1, 2, . . . , N , pii (x(Pi , φi )) = y(Pi , φi ) for some y ∈ L(G)}
and we have the following proposition.
Proposition 3.10. With notation and hypotheses as in Theorem 3.9 and H and E as above, the GAG-code C(Φ;G; n)
admits an automorphism group which is isomorphic to the semidirect product H E of the group E by the group H.
Proof. If σ ∈ Aut(F/Fq ,Φ,G), let us denote by piσ ∈ H the induced automorphism of C(Φ;G; n).
Moreover if pi = (pi1, . . . , piN ) ∈ E and if we set pi i = (1, . . . , 1, pii , 1, . . . , 1), for i = 1, . . . , N ,
then pi = pi1pi2 . . . piN is a product of disjoint permutations of SnN and (see for instance [7]) pi−1σ pipiσ
has the same disjoint permutation structure as pi . In fact pi−1σ pipiσ = pipi−1σ (1)pipi−1σ (2) · . . . · pipi−1σ (N ) =
(pi
pi−1σ (1), pipi−1σ (2), . . . , pipi−1σ (N )) ∈ (Sn)N . Now, for any x ∈ L(G) we have that σ−1(x) ∈ L(G) since σ
fixes G. So piσ (x(P1, φ1), x(P2, φ2), . . . , x(PN , φN )) = (x(σ (P1, φ1)), x(σ (P2, φ2)), . . . , x(σ (PN , φN ))) =
(σ−1(x)(P1, φ1), σ−1(x)(P2, φ2), . . . , σ−1(x)(PN , φN )) where the last equality follows from the fact that
x(σ (Pi , φi )) = x(σ (Pi ), φiσ−1) = φiσ−1(x(σ (Pi ))) = φi (σ−1(x)(Pi )) = σ−1(x)(Pi , φi ) for any i = 1, 2, . . . , N .
Hence pipiσ (x(P1, φ1), (P2, φ2), . . . , x(PN , φN )) = pi(σ−1(x)(P1, φ1), σ−1(x)(P2, φ2), . . . , σ−1(x)(PN , φN )) =
(y(P1, φ1), y(P2, φ2), . . . , y(PN , φN )) for some y ∈ L(G) since pi ∈ E . Therefore pi−1σ pipiσ (x(P1, φ1), x(P2, φ2),
. . . , x(PN , φN )) = pi−1σ (y(P1, φ1), y(P2, φ2), . . . , y(PN , φN )) = (σ−1(y)(P1, φ1), σ−1(y)(P2, φ2), . . . , σ−1(y)
(PN , φN )) where σ−1(y) ∈ L(G). So pi−1σ pipiσ ∈ E and we have that H normalizes E .
Now we will prove that H ∩ E = {1}. Let pi = (pi1, . . . , piN ) ∈ E be an element of H . Then pi = piσ for some





where OPi is the valuation ring of Pi for every i = 1, 2, . . . , N . For any x ∈ OS we have
piσ (x(P1, φ1), . . . , x(PN , φN )) = (σ−1(x)(P1, φ1), . . . , σ−1(x)(PN , φN ))
and
pi(x(P1, φ1), . . . , x(PN , φN )) = (pi1(x(P1, φ1)), . . . , piN (x(PN , φN ))).
Hence we have pii (x(Pi , φi )) = σ−1(x)(Pi , φi ) for any i = 1, 2, . . . , N . If x is also in Pi , then x(Pi , φi ) = 0, and
so, since pii is Fq -linear on Fnq , σ
−1(x)(Pi , φi ) = pii (x(Pi , φi )) = 0, that is σ−1(x) ∈ Pi and therefore x ∈ σ(Pi ).
Hence Pi ∩ OS ⊆ σ(Pi ).
We have also that Pi ∩ OS ⊆ OS = σ(OS). In fact σ(OS) = σ(⋂Ni=1 OPi ) = ⋂Ni=1 σ(OPi ) = ⋂Ni=1 Oσ(Pi ) =⋂N
i=1 OPi = OS since σ fixes the set S. Hence Pi ∩ OS ⊆ σ(Pi )∩ σ(OS) = σ(Pi ∩ OS) and, since the ideal Pi ∩ OS
is maximal in OS , we have Pi ∩ OS = σ(Pi ∩ OS). But there is a bijection between S and the set of maximal ideals
of OS , given by P 7→ P ∩ OS (see [11]).
Thus Pi 6= σ(Pi ) implies Pi ∩ OS 6= σ(Pi ) ∩ OS . But σ(Pi ) ∩ OS = σ(Pi ) ∩ σ(OS) = σ(Pi ∩ OS) and so
Pi ∩ OS 6= σ(Pi ∩ OS) which is a contradiction with what we proved above.
Hence, for any i = 1, 2, . . . , N , we have σ(Pi ) = Pi and so σ(Pi , φi ) = (Pi , φi ) since σ(Φ) = Φ. Now, by
Theorem 3.7, we have σ is the identity map and so pi = piσ = id . 
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Remark 3.11. We want to point out two problems for further research about automorphisms of GAG-codes. The first
one is to determine the two groups E and H for some GAG-codes associated with particular classes of algebraic
function fields such as the rational, Hermitian, elliptic or hyperelliptic ones (eventually under suitable conditions on Φ
and G). The second one is to determine the GAG-codes (and so the underlying function fields) whose automorphism
group is exactly the semidirect product of the group E by the group H .
Finally we give an example of a GAG-code, over a rational function field, in which the automorphism groups E
and H are completly determined. For a better understanding of this example and for further examples of GAG-codes
in which the automorphism group H is completely determined (see [8]).
All the computations in this example have been verify with the use of the softwareMathematica v5.
Example. Let F5(x)|F5 be a rational function field. Let F55 = F5(α) where α is an element such that α5 + 4α4 +
3α3 + α2 + 2α + 3 = 0. We will identify every element of∑4i=0 aiαi ∈ F55 with (a0, a1, a2, a3, a4) ∈ F55.
Let’s consider the GAG-code C(Φ;G; n) with G = 2P∞ and Φ = ∑4i=1(Pi , φi ) where P1 =
Px5+4x4+3x3+x2+2x+3, P2 = Px5+3x4+2x3+3x2+2x+1, P3 = Px5+2x4+2x3+2x2+2x+4 and P4 = Px5+x4+3x3+4x2+2x+2
are places of degree 5 and, for 1 ≤ i ≤ 4,
φi : FPi −→ F55
is defined by φi (z(x)(Pi )) := z(iα) for any z(x)(Pi ) ∈ FPi .
It is easy to show that L(G) = 〈 1, x, x2 〉 = {a + bx + cx2 | a, b, c ∈ F5}. The GAG-code C(Φ;G; n) is a
[20, 3, d] 5-ary code with 4 ≤ d ≤ 18 (see Proposition 2.3) whose automorphism group E is the following group N
of order 16
N = {(pi1, pi2, pi3, pi4) ∈ (S5)4 | pii = id or pii = (45) for any i = 1, 2, 3, 4}.
In fact if (pi1, pi2, pi3, pi4) ∈ N then for any a + bx + cx2 ∈ L(G) we have pii ((a + bx + cx2)(Pi , φi )) =
pii (a, ib, i2c, 0, 0) = (a, ib, i2c, 0, 0) = (a + bx + cx2)(Pi , φi ) and so for any a + bx + cx2 ∈ L(G) we can
find y = a + bx + cx2 ∈ L(G) such that
pii ((a + bx + cx2)(Pi , φi )) = y(Pi , φi )
for any i = 1, 2, 3, 4. Thus (pi1, pi2, pi3, pi4) ∈ E . With an exhaustive research, it is also possible to prove that no other
element of (S5)4 is in E .
Since Aut(F/F5,Φ,G) = 〈 σ 〉 where σ(x) := 2x (see Proposition 4.4 in [8]), then σ(P1, φ1) = (P2, φ2),
σ(P2, φ2) = (P4, φ4), σ(P3, φ3) = (P1, φ1) and σ(P4, φ4) = (P3, φ3). Clearly the automorphism piσ = (1243) and
the automorphism group H is
H = {id, (1243), (14)(23), (1342)} ' Z4.
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