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Abstract. The following paper introduces a low bitrate 
video coding method on the basis of 3D motion compen-
sated wavelet transform and SPIHT algorithm. In contrast 
to the conventional algorithms applying motion compen-
sation and differential coding, here wavelet transform is 
used to exploit the opportunities of time redundancy. For 
coefficient collection, the 3D version of SPIHT algorithm 
was selected from the various procedures developed for 
wavelet transform. Motion vectors are compressed, too 
(also by wavelet transform), therefore the time and spatial 
redundancy of coding is exploited here as well. These 
procedures result in effective video compressing and can 
easily be aligned to the MPEG4 standard. 
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1. Introduction 
The MPEG-4 standard enables the application of 
wavelet transform during video coding. In addition, 3 D 
transform is also enabled to make use of time redundancy. 
As a result of time domain transform, conventional 3 D 
wavelet encoders that do not apply motion compensation 
generate a huge amount of high amplitude coefficients in 
the high frequency range in case of intensive movements 
(e.g. the camera moves). This degrades the efficiency of 
compression. The fact that in most cases even a simple 
motion compensation method can highly improve the 
compression ratio has already been revealed during the 
development of the MPEG 1-2 standards. On the basis of 
this principle, the encoder applying 3 D wavelet transform 
has been improved by a simple motion compensation 
method. The motion vectors are generated in a structure 
similar to that of the individual frames, therefore the ap-
plication of 3 D wavelet transform for the compression of 
these proves to be sensible. 
2. Video Coding Based on Wavelet 
Transform  
2.1 Wavelet Transform 
The cosine transform applied in the MPEG-2 standard 
partially exploits the properties of the HVS, but it does not 
take it into consideration with sufficient precision. The 
coefficients resulted by the transform split the concerned 
frequency range into equal sub-ranges, the HVS however 
senses the individual sub-ranges logarithmically. The 
wavelet transform, whose base functions can be obtained 
by shifting and expanding a mother function, helps to solve 
this issue as well. The frequency and time domain can 
simultaneously be investigated at an arbitrary specified 
place with the help of these. The obtained base functions 
are either low frequency-long duration or high frequency-
short duration impulses. Every coefficient resulted by the 
transform contains information on a certain section of the 
time and frequency domain, which can be depicted as a 
window in the time-frequency plane (Fig. 1). The base 
functions of the transform can be obtained by shifting and 
stretching a base function (Ψ). 
The position of the window along the frequency axis 
is determined by the variable a, while the variable b sets 
the spatial position. The width of the window is determined 
also by a. After all, the base functions are as follows: 
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Continuous wavelet transform is defined as follows: 
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Wavelet base functions can be generated from various 
base functions. The nature of a certain task determines the 
wavelet base to be selected. It is also the selected base that 
determines the subdivision of the time-frequency domain 
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(Fig. 1.). The transform is reversible if the base functions 
cover the complete phase plane, and is free of redundancies 
if there are no overlaps. Accordingly, the base functions of 
the transform must be chosen in a way that they seamlessly 
cover the plain but do not overlap, i.e. the signal can be 
restored while the transform shall be free of redundancies. 
 
Fig. 1.  Location of some base functions in the time-frequency plane. 
In case of multiple dimension transform, the base functions 
will also be multi-dimensional. However, it is worth to 
choose such bases that are constituted by the product of 1 
dimensional functions. In this case the transform can be 
performed by consecutively executing several 1 dimen-
sional transforms, considerably reducing also the compu-
tational requirements this way. Continuous 3 dimensional 
wavelet transform is defined as follows: 
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In case of discrete signals discrete wavelet transform 
is applied, which is obtained from the continuous transform 
by sampling the base functions. 
2.2 SPIHT Algorithm 
Coefficients returned by the 3D wavelet transform are 
quantized and collected according to SPIHT [9] algorithm. 
The SPIHT algorithm is based on the following obser-
vations:  
• The most significant bits have the greatest influence 
on the picture quality; therefore these ones must be 
collected first, followed by the lower significant bits 
consecutively, in descending order.  
• The position and value data of the coefficients must 
also be stored.  
• Coefficients near to each other in a specific sub-band 
have similar properties.  
• A certain coefficient is similar to the ones in the same 
position in the following upper sub-bands. If a coeffi-
cient in the low frequency sub-band has a relatively 
large amplitude, then the corresponding coefficients 
in upper sub-bands are also expected to be large, hen-
ce it’s advisable collecting them one after the other. 
• The coefficients in the lower frequency sub-bands 
have greater importance from the point of the HVS, 
therefore these ones must be collected first. 
On the basis of all these, the SPIHT algorithm classifies the 
coefficients into sets. Insignificant sets (LIS), as well as 
significant (LSP) and insignificant (LIP) coefficients exist. 
First the list of insignificant sets is filled up with the posi-
tion of the coefficients of the lowest sub-band, while the 
list of significant coefficients is empty. Coefficients in a 
specific position from the different sub-bands belong to a 
certain set. In the next step, the algorithm checks the most 
significant bits of the coefficients. If a significant coeffi-
cient is found in a set (i.e. whose concerned bit has a value 
of 1), then the corresponding set is split up to subsets, as 
well as to significant and unsignificant coefficients. The 
sign of the found significant coefficient is stored. Having 
investigated every set, the currently checked bits of the 
significant coefficients are stored. Following this, the com-
plete procedure is repeated with the next most significant 
bits. The algorithm ends when every bit is stored, or the 
length of the generated bitstream reaches a maximal value 
dependant on the selected compression. 
The 3D SPIHT algorithm differs from the 2 D one in 
the sense that the parent-offspring relations are defined 
differently in its spatial orientation tree. This is depicted in 
Fig. 2. The offsprings of the coefficient represented by a 
little white dice in the corner are the 7 coefficients sur-
rounding it. On lower levels 8 offsprings belong to a coef-
ficient; these relations are indicated by arrows in the figure. 
 
Fig.2. Relationships in a 3D SPIHT 
3. The Operation of the Algorithm 
3.1 Motion Compensated 3D Wavelet 
Transform 
The motion compensation method complementing the 
original 3 D wavelet transform [1,4,6] must be inserted into 
the time domain steps of the transform. Fig. 3. depicts the 
block diagram of the algorithm, with a GOF (Group of 
Frames) size of 8 frames. Regarding the time domain trans-
form, Haar base [8] has been chosen. Prior to the time 
domain transform, an attempt is made to increase the simi-
larity between the input frames using motion compensa-
tion. The number of frames used in a filtering phase is 
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equivalent to the length of the filters of the given base, i.e. 
this is the frame count that must be made similar to each 
other by motion compensation (the required computational 
performance and the number of motion vectors to be trans-
ferred is proportional to this). As a result, the application of 
a filter as short as possible is recommended. This induced 
our decision for Haar base which features an impulse re-
sponse of a length of 2. 
The blocks (LP, HP) below the motion compensation 
(MCij) in the block diagram correspond to the low pass and 
high pass filters of the time domain Haar wavelet. In case 
of exact motion compensation the high frequency compo-
nents resulted by the high pass filtering will feature small 
amplitude, increasing the efficiency of the entire compres-
sion. An arbitrary base independent of the time domain can 
be chosen for the spatial transform. The procedure is con-
tinued after this (motion compensation, time and spatial 
domain transform) for the low frequency components. 
Having completed every step of the transform, a bitstream 
is generated from the obtained components by SPIHT 
algorithm [1, 5], which is also used for the quantization of 
the bitstream. The beginning of the stream comprises the 
most significant bits of the individual coefficients, fol-
lowed by the lower significant bits in decreasing order. If 
this stream is interrupted somewhere, than the lower sig-
nificant bits are rejected, i.e. the coefficients are quantized. 
Depending on the place of interruption, either constant 
bitrate or constant quality (varying bitrate) coding can be 
set. Finally, the quantized bitstream is lossless compressed 
by an entropy encoder. 
 
Fig.3. Motion Compensated 3D Wavelet Encoder 
3.2 Motion Compensation 
For the sake of simplicity, block based motion com-
pensation method has been chosen from the several possi-
bilities available (e.g. block based, mesh based, etc.) [2, 3]. 
This method works well for linear movements, but is un-
suitable for handling more complex (e.g. rotating) move-
ments. A motion estimation algorithm required for these 
movements is complicated, giving a further reason for 
deciding for the block based solution. The selected motion 
compensation method permits the selection of the block 
size as well as the dimensions of the search window. Also 
the less consistent movements can accurately be described 
if the block sizes are set to smaller, but the increased num-
ber of blocks resulted by this approach leads to an in-
creased number of motion vectors, i.e. increases the 
amount of side information to be transferred. 
The amount of side information also depends on the 
extent of the search domain. Bigger search domains may 
result longer motion vectors, enabling the handling of 
faster movements, though leading to more bits in the de-
scription of the vectors (in case of an image in CIF format, 
assuming a block and search domain size of 8x8 and a 
frame rate of 30 fps, the information content of the vectors 
exceeds 285kbps). By doubling the size of the search do-
main, the amount of side information increases by ap-
proximately 100 kbps (in the case of the above example), 
while the computation requirement of motion estimation 
quadruples. This example reveals that also the motion 
vectors must be compressed in case of low bitrate coding, 
because the decisive amount of the bandwidth is occupied 
by the side information, while at very low data rates the 
transmission of even these becomes impossible. If longer 
bases were used for time domain transform, more frames 
would have to be made similar to each other, i.e. the num-
ber of motion vectors would multiply. 
  
Fig. 4. Foreman and Coastguard series. 
3.3 Compression of Motion Vectors 
The motion vectors are generated in a structure simi-
lar to that of the individual frames, therefore the applica-
tion of 3 D wavelet transform for the compression of these 
proves to be sensible. If the motion field is consistent, the 
motion vectors corresponding to the blocks that are close to 
each other have similar values (just like the pixels of the 
frames). The number of the motion vectors is much smaller 
than the pixel count, therefore the compression rate for the 
motion vectors is much worse. This ratio is further de-
graded by the requirement that the vectors must be trans-
ferred without losses. Haar base was selected for the 
wavelet transform of the motion vectors, and one vector 
was stored by less than 2 bits (depending on the contents of 
the image). The operation of the SPIHT algorithm is 
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stopped when the last important bit has been coded, too. 
The bitstream is cut upon achieving a constant quality, not 
a constant transmission speed. The more movements occur 
in a video and the more dynamic it is, the less consistent 
the motion field will be, therefore more bits will have to be 
used for coding the motion vectors. 
4. Conclusion 
Random access has also been taken into consideration 
during the implementation, which sets up requirements 
related to the GOF size. The frames of a GOF can simulta-
neously be coded or decoded, therefore, in case of random 
access the beginning of a GOF must definitely be waited 
for. If a GOF includes a huge number of frames, the access 
time increases proportionally with the frame count. The 
GOF size has therefore been chosen as 16, which corre-
sponds to about 0.5 sec in case of 30 fps, yielding an ex-
pected random access time of 0.25 sec. 
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Fig. 5. Quality vs. Bitrate. 
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Fig. 6. Quality vs. Bitrate. 
The results shown (Fig. 5. and Fig. 6.) were obtained 
by the Coastguard and Foreman test sequences (Fig. 4.) in 
CIF format (352x288 pixels/frame, 30fps). A Daubechies 
9/3 [7] base was used for the spatial wavelet transform, 
while Haar base for the time domain transform. Symmetri-
cal extension was applied at the edges. The size of the 
search domain of the motion compensation was 8x8 pixels, 
while the block size was varied between sensible limits. 
At the introduction of the results the quality is inves-
tigated in the function of the bitrate for different block 
sizes. Quality is characterized by the PSNR (Peak Signal to 
Noise Ratio) value, here given in dB. The horizontal axis 
shows the bitrate in kbps. Experiments were performed on 
various block sizes (8x8, 16x16, 32x32 pixels). 
The figures indicate that the coding resulted bad 
quality in case of 32 pixel blocks. The reason of this is that 
the chosen block size is too large for handling the fine 
movements, therefore motion compensation does not oper-
ate correctly. The individual movements can already be 
well described by blocks of 8 pixels, but considerably huge 
amount of motion vectors are generated in this case, re-
quiring a relatively large transmission bandwidth. In case 
low bitrates this bandwidth is not available, therefore the 
motion vectors cannot be properly transferred, leading to 
the abrupt degradation of the picture quality. The applica-
tion of blocks of 16 pixels provided optimal results with 
both series, because the movements can already be de-
scribed with sufficient accuracy in this case, while the 
number of the generated motion vectors still remains ac-
ceptable. 
In the Coastguard sequence, most of the image is con-
stituted by the background, while the two ships occur in a 
smaller area. The motion vectors of the background are 
mostly identical as a result of the movement of the camera, 
yielding a consistent motion field that can be stored by a 
relatively small amount of bits. There is little time and 
spatial redundancy on the waving surface of the water, 
therefore high bitrate is required to achieve good quality.  
Considering the Foreman sequence, also the man’s 
head is moving in every direction besides the camera. The 
motion vectors therefore exhibit considerable variation, 
and the quality degrades significantly in case of low bitrate 
and a block size of 8 x 8 pixels. This is because the data 
speed is not sufficient even for the transmission of the mo-
tion vectors. The best results were obtained for a block size 
of 16 x 16 pixels in case of both sequences, because these 
blocks are already suitable for handling the movements 
adequately but do not yield too many motion vectors yet. 
Only the innovative elements were implemented and 
investigated in the procedures introduced in this paper, the 
charts show these results. According to Fig.3, the last step 
of compression is entropy coding, which is a simple loss-
less compressing method (e.g. Huffman, arithmetic cod-
ing). The efficiency of compression can be further im-
proved by applying the entropy coding mentioned. 
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