This paper considers a variant of the classical online learning problem with expert predictions. Our model's differences and challenges are due to lacking any direct feedback on the loss each expert incurs at each time step t. We propose an approach that uses peer prediction and identify conditions where it succeeds. Our techniques revolve around a carefully designed peer score function s() that scores experts' predictions based on the peer consensus. We show a sufficient condition, that we call peer calibration, under which standard online learning algorithms using loss feedback computed by the carefully crafted s() have bounded regret with respect to the unrevealed ground truth values. We then demonstrate how suitable s() functions can be derived for different assumptions and models. *
Introduction
Consider the following online expert selection problem: at discretized time steps t = 1, 2, ..., T , each of N experts will form a forecast about a binary event y t ∈ {1 (happening), 0 (not happening)}. Let's denote expert i's prediction of how likely y t = 1 will happen at time t as p i (t) ∈ [0, 1]. In the classical online learning setting, after each round t (at time t + ), y t is observed and each expert incurs a loss ℓ i,t := ℓ(p i (t), y t ) according to a given loss function ℓ, which can be the squared loss, a 0-1 loss, or some other loss function. The best expert is defined as the one whose predictions minimize the total losses in hindsight: a * = argmin i T t=1 ℓ i,t . At each round t, the algorithm selects an expert (often using randomization) and follows its prediction, denote the selected expert as a(t). To lighten the notation, we denote the prediction made according to selection a(t), i.e. p a(t) (t), as p a (t). The algorithm's performance is typically evaluated using the following definition of regret:
where the expectation is with respect to the algorithm's internal randomization, and the goal is to guarantee small regret R T (e.g. sub-linear in T ).
In several natural applications of online learning, neither the ground-truth y t values nor the true losses may be immediately available. One example is the hiring junior faculty candidates by committee in a large department. Which faculty candidates will develop into superstars will only become apparent later in the faculty members' careers, and many offers must be issued before this information becomes available. Our setting involves taking into account the opinions of experts (committee members) based on the particulars of the applicants at the time of hiring. Similarly school admission and other selection committees are also applications of our setting. Our goal is to identify and follow the best of these experts using a peer prediction method, where we will purely rely on predictions made by peer experts to identify proxies of the true losses. This setting also finds applications in other domains:
• Crowdsourcing: follow the best labelers, or learn how to best aggregate their advice, without ever knowing the ground truth labels. • Long-term forecasting: use predictions from experts made long before the outcomes are realized, update forecasters' weights in advance, and make better predictions. This could correspond to the experts making all of their predictions at time 0. • Limited access to ground truth: even when there is limited access to some ground truth values, peer prediction allows more efficient use of this limited information.
We study the situation where all (or sometimes most) of the y t 's are unavailable, and thus the ℓ i,t 's cannot be directly computed. The goal is still to have small regret R T with respect to the (now unseen) y t 's as defined in Eqn. (1). Our model is even more extreme than typical bandit problems: we do not even get the ℓ i,t losses for the chosen experts.
With this paucity of feedback we must relax the adversarial setting typical in online learning models through some additional assumptions. Instead of the unavailable true losses, we construct peer-score functions, using peer prediction, to estimate the goodness of the experts' predictions. A natural requirement is that the consensus of the expert's predictions is somehow correlated with the true outcomes. We enforce this by requiring that both the original loss function and the peer-score function be "calibrated" by compatible divergence functions 1 . Our analysis also needs a small gap between the best and second-best scoring experts under the peer-score function. Note that even though we require the consensus to be correlated with the ground truth, this correlation can be a weak one. Our work focuses on selecting the best experts instead of performing the optimal aggregation -in practice, a small committee of the best experts can often outperform the crowd consensus [Tetlock and Gardner, 2016 , Goldstein et al., 2014 , Liu and Liu, 2015 .
Our peer-score functions do not simply take the majority prediction as a proxy label: they explicitly adjust for biases in the majority opinion. This enables us to bound the regret when standard online algorithms are run using these peer scores as proxy losses.
Contributions and Outline:
Our contributions include formalizing a peer prediction framework to study online learning problems without ground truth feedback. This framework is developed in Section 2, and involves relating the peer scores to the ground-truth losses through their calibrating functions. A second contribution is formalizing conditions on the peer scoring that guarantees any good online algorithm using the peer scoring will (w.h.p.) have good regret with respect to the unseen labels (Theorem 3). In addition, we derive suitable peer scoring functions for the square-loss with a methodology that generalizes to other calibrated and bounded loss functions in Section 3. This methodology assumes that the peer reference answers are related to the true labels through a known i.i.d. noise rate. Our third contribution is relaxing this assumption, providing bounds for known asymmetric error rates and when the noise rate is unknown, but a converging estimate of it is available (also in Section 3). We then show how such a converging estimate of the i.i.d. error rate can be efficiently produced from limited access to ground truth (4.1) or even using just the expert's predictions (4.2). Finally, we examine time-varying error rates in Section 4.3 and show how a competitive-style regret bound can be derived for that case. Our results can also be viewed as an effort to achieve self-supervision in online learning. All proofs can be found in the Appendix.
Related work: As a well-established research area, it is impossible to do a thorough survey on online learning in limited space, and we refer readers to [Cesa-Bianchi and Lugosi, 2006 ] for a textbook treatment. Learning results can be categorized based on the types of feedback the problem admits, including: full feedback [Littlestone and Warmuth, 1994 , Cesa-Bianchi et al., 1997 , Arora et al., 2012 , bandit feedback [Auer et al., 2002] , partial feedback [Mannor and Shamir, 2011] , graph feedback [Alon et al., 2015] , among many others. Our results complement the online learning literature via introducing a solution framework that has no feedback but uses assumptions on peer predictions. The idea of using peer predictions has appeared in the peer prediction literature [Prelec, 2004 , Miller et al., 2005 , Witkowski and Parkes, 2012 , Radanovic and Faltings, 2013 , Dasgupta and Ghosh, 2013 , Shnayder et al., 2016 , Kong and Schoenebeck, 2018 , Radanovic et al., 2016 . Peer prediction functions have the following nice property that experts' scores will be minimized if the event is happening with exactly their reported/forecasted probability. Our work is also relevant to the literature of learning with noisy data [Angluin and Laird, 1988 , Cesa-Bianchi et al., 2011 , Natarajan et al., 2013 , Scott, 2015 . The ideas are also tied to establishing calibrated surrogate losses that are robust to label noise. However, knowledge of the noise rates are often assumed to be known. We provide fixes when such a priori knowledge is absent.
Some of our example applications resemble delayed feedback settings, which have been studied previously (e.g. [Mesterharm, 2005 , Joulani et al., 2013 , Thune et al., 2019 ). Although our paper makes stronger assumptions on the experts' predictions, the resulting bounds hold even if the feedback never arrives.
Peer Prediction Framework and Main Result
After stating the prediction model, we define calibrating functions f () for the original loss function ℓ() and g() for the peer-scores s(). We then define the compatibility of f () and g() needed for our main result, and state our main theorem bounding the regret when appropriate peer-scores are used.
Preliminaries
Prediction model At each round t the following happens: • Nature selects an unknown outcome distribution p t . • Outcome y t for the occurrence of event t is drawn with y t ∼ p t . • Each expert i predicts a probability p i (t) that event t occurs, possibly based on the context of the current and previous events. • The algorithm selects, perhaps with the aid of randomization, an expert a(t) and predicts with p a(t) (t), based only on the experts' current and past predictions. Although one can consider the p t and p i (t) values as generated adversarially, the purpose of the paper is to examine what reasonable assumptions on the p i (t) values lead to successful learning with peer feedback.
As mentioned earlier, our goal is to minimize
We will also use L i := T t=1 ℓ i,t for the total loss of expert i with respect to the ground truth y t . Since we appeal to martingale inequalities, the p t 's must depend only on the previous trials.
Peer prediction Instead of using y t which remains largely unavailable, the algorithm uses a reference answerŷ t to evaluate each expert i's prediction. In short,ŷ t ∈ {0, 1} is some aggregation of the experts' predictions:
where A(·) maps the predictions of all experts to a single estimated label. For instance, A(·) can be taken as the majority votes of the thresholded experts' predictions, or the "most likely" y-value found by comparing N i=1 p i (t) with N i=1 (1 − p i (t)). We will callŷ t a peer reference answer. Then a peer-score function s i,t := s(p i (t),ŷ t ) is used as a proxy for the loss of expert i's prediction. We aim to study what s(), when combined with standard online learning algorithms, guarantees a small regret R T (with respect to the unseen y t ). Of course, when s orŷ t is not
The above lemma, together with the convergence properties of martingales, implies that, with high probability, the expert with the minimum sum of f scores also has low loss with respect to the true labels, so L a * f ≈ L a * . More precisely, the Hoeffding-Azuma inequality for martingales gives the following bound for any E mart > 0:
Recall that p is the probability that y = 1, and letp be the probability that the reference feedbackŷ = 1. We define calibration for the peer-score function as follows.
where g() is a divergence function measuring the difference between p and p ′ in the context ofp.
Sincep appears on the left-hand-side, g() will in general depend onp and it could be treated as an additional argument. However, we assume thatp is the same function of p over all rounds, and thus are able to suppress this dependency. This is the case if, for example, eachŷ t is an i.i.d. η-perturbation of y t so P(ŷ t = y t ) = η. Later in the paper we will consider alternative ways of generating the reference labels, but the analysis will implicitly use a function g() whosep t probabilities are a fixed function of p t .
Let a * g be the best expert with respect to g and the p t values: a * g = argmin i T t=1 g(p i (t), p t ), and let a * peer be the best expert with respect to s(): a * peer = argmin i T t=1 s i,t . Consider running a "no regret" online learning algorithm over the experts using s(p i (t),ŷ t ) for the expert's losses. The guarantee of the online learning algorithm bounds the following regret [Cesa-Bianchi and Lugosi, 2006] :
Our goal is to use this bound on R peer T to obtain bounds on R T . As before, the Hoeffding-Azuma inequality for martingales easily gives the following bound for any r > 0, where
bounds the magnitude of the changes to the random variables:
It is important to realize that although the true loss ℓ is needed (counterfactually) to evaluate for the ultimate regret, and the peer-score function s() is needed to run the algorithm, the corresponding calibrating functions f () and g() are used only for the analysis.
We now come to the key definition of the paper. This definition establishes a connection between the true losses ℓ() and the peer-scores s() through a relationship between their calibrating functions f () and g(). Very informally, it says that if the algorithm's predictions and the predictions of the best expert with respect to g() have related g-divergences, then the algorithm's predictions and the predictions of the best expert with respect to f () have somewhat similar f -divergences. This is what will allow us to move from peer-score regrets to regrets on the true losses. It may be more surprising that peer scoring functions with the needed property can be constructed for natural situations than that this connection leads to good regret bounds.
Definition 3. We call g "ψ-compatible with f " if there exists an invertible, increasing, and convex function
This definition is essentially the ψ-transform in supervised learning [Bartlett et al., 2006 ]. Compatibility gives a very strong relationship between f and g. In particular, If f and g are ψ-compatible, then immediately:
Fact 1 ψ −1 is concave and increasing, and ψ −1 (0) = 0.
This peer calibration leads us to the following propositions (proven in the Appendix):
Peer calibration is sufficient
We are now ready to sketch the proof of our main theorem: that learning from the peer-score s() losses leads to low-regret with respect to the ℓ() losses on the unseen ground-truth y t values. The proof proceeds by first observing that the peer-scored loss of the algorithm is at most the peer-scored loss of a * peer plus the algorithm's expected regret bound, which we write as E online (T, N ) ∈ O( √ T ln N ). We use the martingale relationship between the s() losses and its g() calibration and the Hoeffding-Azuma inequality to show that the s() losses for a * peer and the predictions used by the algorithm are closely related to their calibrating g() values. We denote the tolerable gap with E mart (δ, σ g , T ) = 2σ 2 g · T · ln 2 δ (recall that σ g is the scale parameter for martingale sequence), this guarantees that each is within the gap with probability 1 − δ.
The optimalities of a * peer and a * g for s(·) and g(·) respectively return us a fact that the total sum of g() values for the algorithm's predictions are within E online (T, N ) + 2E mart (δ, σ g , T ) of the total for the optimizing a * g with probability at least 1 − 2δ. The compatibility between f () and g() ensures that a * f = a * g , so a * f is also likely to incur the same g(·) as a * peer . This compatibility allows us to use ψ −1 to convert average per-trial closeness wrt g() into closeness wrt f ().
Another pair of martingale inequalities show the ℓ() actual losses with respect to the ground-truth y t 's are closely related to the calibrated f () functions for a * f and the a(t) predictions used by the algorithm. Gaps of E mart (δ, 2, T ) = 2 · 2 2 · T · ln 2 δ are needed to show that each is within the gap with probability 1 − δ. Adding these gaps to the regret bound (and subtracting another 2δ from the confidence) gives the following theorem:
Theorem 3. If g is ψ-compatible with f , then with probability at least 1 − 4δ,
3 Application to Square Loss
When the loss and peer-score functions are calibrated with compatible functions, a small regret with respect to the unseen y outcomes results using the peer-score for the experts' losses. In this section, we derive a suitable peer-score s() and compatible calibrating g() for the square loss. We start by assuming each referenceŷ t is a perturbed version of y t with a symmetric (label independent) and homogeneous (time independent) perturbation probability η:
i.e.ŷ is better than random guessing. Although this homogeneous error rate assumption looks restrictive, it is weaker than the common one in the inference literature in crowdsourcing where all agents' error rates are assumed to be homogeneous. In practice, an aggregated reference answer is relatively more stable across different tasks, especially when the population is large.
We initially assume η is known, but then extend the analysis to the non-symmetric case and when only an approximation to η is available. Further extensions are in the following section.
A peer prediction function and its regret
Take ℓ as the squared loss: ℓ(p a (t), y) = (y − p a (t)) 2 . From Lemma 1, f (p a (t), p t ) = (p t − p a (t)) 2 calibrates ℓ(), therefore:
Denote the true probability ofŷ t = 1 withp t . Simple algebra shows that p t := P(ŷ t = 1) = P(ŷ t = 1|y t = 1)P(y t = 1) + P(ŷ t = 1|y t = 0)P(y t = 0)
This observation enables us to prove the following lemma with a bit of simple algebra. First we define:
Lemma 4. For expert i = 1, ..., N and time 1 ≤ t ≤ T :
The above lemma inspires us to design the following peer-score function s(·) by first cancelling the p i (t)(1 − p i (t)) terms in ℓ(p i (t),ŷ t ) and then observing that
Theorem 4. If the peer-score function and g(p i (t), p t ) are:
Therefore Theorem 3 gives the following regret bound, which holds with probability 1 − 4δ:
A couple of remarks follow:
• The above bound assumes η < 0.5 and diverges as theŷ become uninformative (η → 1/2).
• Theorem 4's peer-score construction can be generalized to other calibrated loss functions ℓ using the Savage representation of proper scoring rules/calibrated loss functions [Gneiting and Raftery, 2007 ] (see Appendix).
Asymmetric error rate
We now relax the assumption of symmetric label noise: for known η 0 and η 1 , let P(ŷ t = 1|y t = 0) = η 0 , P(ŷ t = 0|y t = 1) = η 1 , with η 0 + η 1 < 1 (better than random guessing) Liu and Chen [2017] . A more general approach relates to learning with noisy data [Natarajan et al., 2013 , Scott, 2015 , Menon et al., 2015 , where the goal is to design a surrogate loss function that calibrates the true losses in the presence of label biases. For instance, one such s can be defined as follows:
Then we have
Lemma 5 (Natarajan et al. [2013] ). For
Following above lemma immediately we will have
Therefore we establish the following regret bound from Theorem 3
Estimating the two error rates η 0 and η 1 is generally a harder task than estimating a single error rate, especially when the errors may vary over time (a challenge addressed in Section 4 and 4.3).
Mapping to a class-independent error rate setting In light of above discussion, we propose an approach to map the asymmetric error rate case to a symmetric one. At each time t the trial is "flipped" with probability 1/2. When a trial is "flipped" we use outcomeỹ t := 1 − y t and flipped predictionsp i (t) := 1 − p i (t), soŷ t is also flipped. After flipping,ŷ t has the nice property: Lemma 6.ŷ t has class-independent error rates w.r.t.ỹ t .
This result allows us to focus on the class-independent error rate setting.
Using estimated noise rates
In practice, the error rate ofŷ is unknown a priori. Before considering the learning of error rates, we generalize Theorem 3 and show how using an estimateη t for η t = P(ŷ t = y t ) affects the regret bounds. Suppose the peer-score becomes (adapted from Eqn. (8))
withη t replacing η, and we have a bound |η t − η| ≤ ǫ t then we get the following. Theorem 6. Suppose noisy estimatesη t replace the true noise rate η in Eqn. (9) where each |η t − η| ≤ ǫ t , and the algorithm uses the resulting peer-scores. Then Theorems 3 and 4 imply, with probability at least 1 − 4δ
Approximating the error rates
Here we extend the analysis to when the error rates of the reference answers are unknown (Section 4.1 and 4.2) and heterogeneous across time (Section 4.3), expanding the applicability of our results.
Limited access to ground truth
Suppose the error rate η = P(ŷ t = y t ) of the reference answer is homogeneous but is unknown a priori. We start with an easier setting where we occasionally get the y t ground truth feedback. When the ground truth is only revealed according to a certain probability, the standard way to handle information revealed according to a certain probability is to apply importance weighting to observed losses ℓ. We show that limited access to ground truth can be better used to estimate theŷ t error rate, rather than learning the losses directly. Suppose, at each time t, the ground truth label becomes available with probability p * . We apply importance weighting to estimate the error rate η as follows: ) regret term in ψ −1 ( · T ) with probability at least 1−δ (using Theorem 6). By the "maximal" version of Hoeffding-Azuma inequality we know (1(ŷ t , y t ) forms a martingale is again due to the martingale nature of y t s)
Let ǫ = t 2(p * ) 2 ln 2 δ , we have with probability at most δ that:
with probability at least 1 − δ. According to Theorem 6, this will introduce another regret term:
Estimating a single error rate allows the 1 p * term to be independent of the number of experts (as opposed to the typical √ T ln(N/δ) p * regret [Cesa-Bianchi and Lugosi, 2006] ).
No access to ground truth
The task of estimating the error rate η is much harder when there is no ground truth information available. We propose the following method to estimate it: • Randomly partition the experts into two groups, namely groups A, B. Denote the aggregated reference answers within each group asŷ A,t andŷ B,t respectively.
• Denote the error rates forŷ A,t andŷ B,t as η A , η B respectively. Assume η A , η B < 0.5, the error rates stay constant over time, and they are conditionally independent given the ground truth y t : P(ŷ A,t ,ŷ B,t |y t ) = P(ŷ A,t |y t )P(ŷ B,t |y t ). We leverage the comparison between the two groups. Define c 1,t , c 2,t , c 3,t as the following (unknown) parameters estimatable without y t s:
We have the following theorem:
Theorem 7. Rates η A , η B < 1/2 are uniquely characterized by the following three equations:
, η A , and η B are the unknowns.
Parameters c 1,t , c 2,t , c 3,t can be empirically estimated along the way, providing estimates for η A , η B via solving the equations. Then we can setŷ t as eitherŷ A,t orŷ B,t , and use the estimatedη A ,η B correspondingly.
Denote the estimation of η A , η B at time t asη A,t ,η B,t respectively using estimates of c 1,t , c 2,t , c 3,t . A finer degree analysis also gives us: 
Heterogeneous error rates
Now we consider a setting where the error rates, now denoted η t < 0.5, change. The challenge is the previous techniques lead to minimizing a term like (according to Lemma 4 and Theorem 4):
instead of the constant 1 − 2η coefficient, which enables compatible calibration. Our previous error estimation procedure estimates the average error rate instead of treating each η t separately.
Inspired by the uniform noise case, if the η t s can be made similar enough, then peer calibration techniques can give bounds even in the heterogeneous case. We use the following flipping based mechanism to reduce the heterogeneity: randomly flip the peer reference answer with probabilityp:
and use this newly flippedỹ t as our peer reference outcome. With this flipping, the error rateη t for reference answerỹ t becomes:η t = η t (1 −p) + (1 − η t )p. This implies that for any two times t 1 , t 2 we have |η t 1 −
Asp → 0.5, the slack in this inequality becomes arbitrarily small, and the different error rates at different t become similar (homogeneous). Thus a properly chosenp can make |η t −η| small enough to exploit the similarity between the f () and g() functions almost as if they were compatible.
With this flipping, we can estimate η t as the average error rate up to time t using methods from Sections 4.1 and 4.2 for use in the peer-scores, denoting asη t . And then let
We now focus on binary expert predictions where p i (t) ∈ {0, 1}. Note all our previous results hold for the binary prediction case as p i (t)s can be interpreted as with probability 0 or 1. For the competitive ratio c comp (α) := α 1 1−2 maxtηt + 1 , we have:
Theorem 9. For any α = 2 + ǫ (ǫ > 0), there exists a 0 <p < 1/2 (bounded away from 0.5) such that, with probability at least 1 − δ − δ g , the above process's regret R T is bounded as follows:
Thus we achieve a competitive ratio w.r.t. the optimal loss, up to an additional sub-linear term. Note max tηt is bounded away from 0.5 if bothp and η t s are.
Concluding remarks
In this paper, we developed a framework for online learning problems where peer assessment is the only feedback. We derived appropriate peer-score functions that can be used as proxies for the experts' losses and showed they result in low-regret algorithms. These score functions are more sophisticated than simply using the majority opinion as an artificial label. With this lower level of feedback, additional assumptions are needed. To a certain degree, our solution provides a solution template for self-supervised online learning under different assumptions.
One direction for future work is to see if our assumption on a gap between best and next best experts (with respect to the g() function) can be removed or weakened. Another direction for further work involves seeing how the peer-prediction framework can be extended to additional and more subtle relationships between the consensus artificial labels and the true labels, or even bypassing the need for artificial labels entirely. We'd also like to apply our methods to real-world datasets.
We provide the missing proofs. algorithm's distribution used at time t A({p j (t)} j ),ŷ i "reference ground truth" from experts, same asŷ t (discrete prediction)
Summary of key notations
peer loss calibration divergence function, H t relevant history up to time t, all earlier y t ′ 's, and p i (t ′ )'s, t ′ ≤ t. ℓ(p i (t), y t ) loss function, taking expert's prob distribution and outcome
algorithm's random prediction drawn from a(t) p i (t) prob. distr. of expert i at trial t p t prob. distr. for event/outcome t, so y t |H t−1 ∼ p t R T total regret, T t=1 ℓ a(t),t − T t=1 ℓ a * ,t R peer T total algorithm regret wrt peer loss, T t=1 s a(t),t − T t=1 s a * peer ,t s i,t , s() s(p i (t),ŷ t ), peer prediction loss function, calibrated by g() T number of trials/timesteps y t 0-1 label at time t ψ() "peer calibrated loss funct.", bounds f difference in terms of g differences:
bound of the magnitude of the martingale difference incurred by s()
where the last equality is by conditional independence and f -calibration.
Proof for Lemma 3
Proof. Via union bound and applying Eqn. 2 we know that with probability at least
Therefore
Similarly with probability at least 1 − 2δ,
Step 2 Using facts in Step 1, we know the following holds:
Step 4 Then we have
Next, it is not hard to see that the minimizer a * g over experts i for
is the same as the expert minimizing T t=1 f (p i (t), p t ), as the former is simply an affine transform of the latter, so a * g = a * f . Now we show g defined above is ψ-peer-calibrated with ψ(·) = ·/(1 − 2η).
Proof for Lemma 4
Proof.
The above further derives as follows:
Savage representation
According to Gneiting and Raftery [2007] , savage representation states that for a strictly proper scoring function we have S(p, y) = G(e y ) − D G (e y , p),
where e y is an all-0 vector with only 1 for the component corresponding to outcome y. D G is the Bregman divergence w.r.t. G:
where ▽G(p) is a sub-gradient of G. For binary setting, we have
Since a calibrated loss function corresponds to a strictly proper scoring function Reid and Williamson [2011] , Gneiting and Raftery [2007] , the above representation is also true:
where φ(y) is a term that is independent of p. Or in the binary case,
To summarize ℓ(p, y) = −G(p) − (1 − p) y p 1−y G ′ (p) + φ(y).
Taking expectation of the loss evaluated at a noisy ground truthŷ:
Therefore we can always cancel 2η · G(p) − η · G ′ (p) by adding the term to s() to return a compatible peer-score function.
Proof for Lemma 6
P(ŷ t = 0|y ⋆ t = 1) = P(ŷ t = 0, E|y ⋆ t = 1) + P(ŷ t = 0,Ē|y ⋆ t = 1) =P(ŷ t = 0|y ⋆ t = 1, E) · P(E) + P(ŷ t = 0|y ⋆ t = 1,Ē) · P(Ē) =P(ŷ t = 1|y t = 0) · P(E) + P(ŷ t = 0|y t = 1) · P(Ē)
where the second equality is due to the independence of the flipping E. Similarly P(ŷ t = 1|y ⋆ t = 0) = P(ŷ t = 1, E|y ⋆ t = 0) + P(ŷ t = 1,Ē|y ⋆ t = 0) =P(ŷ t = 1|y ⋆ t = 0, E) · P(E) + P(ŷ t = 1|y ⋆ t = 0,Ē) · P(Ē) =P(ŷ t = 0|y t = 1) · P(E) + P(ŷ t = 1|y t = 0) · P(Ē)
Proof for Theorem 6
Proof. Estimating the noise rate withη t leads to a noisy version of the peer-score function s() defined in Eqn. (8) via the term 2ηp i (t)(1 − p i (t)). Since
we have:
Denoteŝ() as the peer-score function defined using the estimatesη, and use it as the proxy loss for the online learning algorithm. Recalling that E online (T, N ) is the online algorithm's regret bound:
The rest of the regret analysis follows from Theorem 4 and the proof of Theorem 3 with E online (T, N ) replaced by E online (T, N ) + t ǫ t .
Proof for Theorem 7
Proof. We prove the uniqueness of the solution η A , η B < 0.5 in the next three steps.
Step 1 The true parameters satisfy the system of equations:
For the first equation, when y t = 0, P(ŷ A,t = 1) = η A and when y t = 1, P(ŷ A,t = 1) = 1 − η A . This is also true for the second equation. For the third, when y t = 0, P(ŷ A,t =ŷ B,t = 1) = η A · η B , and y t = 1, P(ŷ A,t =ŷ B,t = 1) = (1 − η A ) · (1 − η B ).
Step 2 There exits at most two solutions, via reducing the solutions to the solutions of a quadratic equation. First η A = c 1,t − (1 − P 0,t ) 2P 0,t − 1 , η B = c 2,t − (1 − P 0,t ) 2P 0,t − 1 , 1 − η A = P 0,t − 2 − c 1,t 2P 0,t − 1 , 1 − η B = P 0,t − 2 − c 2,t 2P 0,t − 1 (Dropping the t-subscript for ease of presentation) Plugging into the third equation we have P 0 (c 1 − (1 − P 0 ))(c 2 − (1 − P 0 )) + (1 − P 0 )(P 0 − 2 − c 1 )(P 0 − 2 − c 2 ) = c 3 (2P 0 − 1) 2
which is a quadratic equation of P 0 , which says there exist at most two solutions:
where d 1 = 3 + 2c 1 + 2c 2 − 4c 3 , d 2 = 4c 1 + 4c 2 − 4c 3 + 7, d 3 = (c 1 + 2)(c 2 + 2) − c 3 and P 0 = d 2 ± d 2 2 − 4d 1 d 3 2d 1 .
Step 3 It is easy to show that P ′ 0 = 1 − P 0 , η ′ A = 1 − η A , η ′ B = 1 − η B also satisfies the system of equations. But clearly this is not the true parameter set (violating assumption η A , η B < 0.5 ).
Proof for Theorem 8
Proof. Define the following estimates:
Using Hoeffding inequality we know that with probability at least 1 − 3δ |ĉ 1,t − c 1,t | ≤ O( ln(2/δ) 2t ), |ĉ 2,t − c 2,t | ≤ O( ln(2/δ) 2t ), |ĉ 3,t − c 3,t | ≤ O( ln(2/δ) 2t )
Then we prove that |P 0,t − P 0,t | ≤ O( ln(2/δ) 2t ).
when t is sufficiently large. This can be proved easily via writing out the closed form solution for P 0 using Eqn. 19:
, from which we know the error in estimating P 0 will be linear in errors in estimating c 1 , c 2 , c 3 : this is because 2d 1 = 2(3 + 2c 1 + 2c 2 − 4c 3 ) = 6 + 4(c 1 + c 2 − 2c 3 ) ≥ 6.
The inequality is due to c 1 ≥ c 3 , c 2 ≥ c 3 by definition. Therefore when t is large enough or the estimation errors in c 1 , c 2 , c 3 are small enough, the estimated 2d 1 will be bounded away from 0. Since errors in estimating η A , η B are also linear in the errors in P 0 :
this completes the proof.
Notice ℓ i,− < 0. Denote ǫ η := max t |η t −η|. Then we have T t=1 2(η −η t ) · (ℓ i,t − ℓ a * ,t ) ≤ 2ǫ η · (ℓ i,+ − ℓ i,− ) Denote the number of times i disagrees with a * as J. Then we have
As long as above difference bound 2ǫ η (2L a * + ∆ i ) is smaller than (1 − 2η) · ∆ i , i.e., 2ǫ η ≤ (1 − 2η) · ∆ i 2L a * + ∆ i we will not flip the order of i and a * . If we allow selecting an agent within (1 + α)L a * , then ∆ i ≤ αL a * , and
(
The rest to show is there existsp that admits
, the average error rates before flipping. Notẽ
where rememberη is the average error rates before random flipping. This leads tõ
Therefore as long asp ≥ 1 2 − ǫ η , the condition will be satisfied.
