Often, when analyzing the behaviour of systems modelled as context-free languages, we wish to know if two languages overlap. To this end, we present an effective semi-decision procedure for regular separability of context-free languages, based on counter-example guided abstraction refinement. We propose two refinement methods, one inexpensive but incomplete, and the other complete but more expensive. We provide an experimental evaluation of this procedure, and demonstrate its practicality on a range of verification and language-theoretic instances.
Introduction
We address the problem of checking whether two given context-free languages L 1 and L 2 are disjoint. This is a fundamental language-theoretical problem. It is of interest in many practical tasks that call for some kind of automated reasoning about programs. This can be because program behaviour is modelled using context-free languages, as in software verification approaches that try to capture a program's control flow as a (pushdown-system) path language. Or it can be because we wish to reason about string-manipulating programs, as is the case in software vulnerability detection problems, where various types of injection attack have to be modelled.
The problem of context-free disjointness is of course undecidable, but semi-decision procedures exist for non-disjointness. For example, one can systematically generate strings w over the intersection Σ 1 ∩ Σ 2 , where Σ 1 is the alphabet of L 1 and Σ 2 is that of L 2 . If some w belongs to both L 1 and L 2 , answer "yes, the languages overlap." It follows that no semi-decision procedure exists for disjointness. However, semi-decision procedures exist for the stronger requirement of being separable by a regular language. For example, one can systematically generate (representations of) regular languages over Σ 1 ∪ Σ 2 , and, if some such language R is found to satisfy L 1 ⊆ R ∧ L 2 ⊆ R, answer "yes, the languages are disjoint".
A radically different approach, which we will follow here, uses so-called counter-example guided abstraction refinement (CEGAR) [5] of regular over-approximations. The scheme is based on repeated approximation refinement, like so:
1. Abstraction: Compute regular approximations R 1 and R 2 such that L 1 ⊆ R 1 and L 2 ⊆ R 2 . (Here R 1 and R 2 are regular languages, represented using regular expressions, say.) 2. Verification: Check whether the intersection of R 1 and R 2 is empty using a decision procedure for regular expressions. If R 1 ∩ R 2 = ∅ then L 1 ∩ L 2 = ∅, so answer "the languages are disjoint." If w ∈ (R 1 ∩ R 2 ), w ∈ L 1 , and w ∈ L 2 then L 1 ∩ L 2 = ∅, so answer "the languages overlap" and provide w as a witness. Otherwise, go to step 3.
Email addresses: gkgange@unimelb.edu.au (Graeme Gange), jorge.a.navaslaserna@nasa.gov (Jorge A. Navas), schachte@unimelb.edu.au (Peter Schachte), harald@unimelb.edu.au (Harald Søndergaard), pstuckey@unimelb.edu.au (Peter J. Stuckey) For the abstraction step, note that regular approximations exist, trivially. For the verification step, we could also take advantage of the fact that the class of context-free languages is closed under intersection with regular languages; however, this does not eliminate the need for a refinement procedure. For the refinement step, note that there is no indication of how the tightening of approximations should be done; indeed that is the focus of this paper. The step is clearly well-defined since, if L ⊂ R, there is always a regular language R ′ ⊂ R such that L ⊆ R ′ . For a given language L there may well be an infinite chain R 1 ⊃ R 2 ⊃ · · · ⊃ L of regular approximations. This is a source of possible non-termination of the CEGAR scheme. An interesting question therefore is: Are there refinement techniques that can guarantee termination at least when L 1 and L 2 are regularly separable context-free languages, that is, when there exists a regular language R such that L 1 ⊆ R and L 2 ⊆ R?
In this paper we answer this question in the affirmative. We propose a refinement procedure which can ensure termination of the CEGAR-based loop assuming the context-free languages involved are regularly separable. In this sense we provide a refinement procedure which is complete for regularly separable context-free languages. Of course the question of regular separability of context-free languages is itself undecidable [18] . The method that we propose can also be used on language instances that are not regularly separable, and it will often decide such instances successfully. However, in this case, it does not come with a termination guarantee.
Contribution. The paper rests on regular approximation ideas by Nederhof [16] and we utilise the efficient pre * algorithm [7] for intersecting (the language of) a context-free grammar with (that of) a finite-state automaton. We propose a novel refinement procedure for a CEGAR inspired method to determine whether context-free languages are disjoint, and we prove the procedure complete for determining regular separability. In the context of regular approximation, where languages must be over-approximated using regular languages, separability is equivalent to regular separability, so the completeness means that the refinement procedure is optimal. On the practical side, the method has important applications in software verification and security analysis. We demonstrate its feasibility through an experimental evaluation.
Outline. Section 2 introduces concepts, notation and terminology used in the paper. It also recapitulates relevant results about regular separability and language representations. Section 3 proposes a new procedure for regular approximation of context-free languages and and shows that the procedure is complete, in the sense that it proves the separability for any pair of regularly separable context-free languages. Section 4 provides an example. In Section 5 we place our method in context, comparing with previously proposed refinement techniques. In Section 6 we evaluate the method empirically, comparing an implementation with the most closely related tool. Section 7 concludes. The appendices contain more peripheral implementation detail and a description of test cases used for the experimental evaluation.
Preliminaries
In this section we recall the notion of regular separability and introduce a concept of "star-contraction" for regular expressions.
Regular and Context-Free Languages
We first recall some basic formal-language concepts. These are assumed to be well understood-the only purpose here is to fix our terminology and notation. Given an alphabet Σ, Σ * denotes the set of all finite strings of symbols from Σ. The string y is a substring of string w iff w = xyz for some (possibly empty) strings x and z.
The regular expressions over an alphabet Σ = {a 1 , . . . , a n } are ∅, ε, a 1 , . . . a n , together with expressions of form e 1 |e 2 , e 1 · e 2 , and e * , where e, e 1 and e 2 are regular expressions. Here | denotes union, · denotes language concatenation, and
Regular Separability
As our approach uses regular approximations to context-free languages, we cannot hope to prove separation for arbitrary disjoint pairs of context-free languages. Instead we focus on pairs of of regularly separable languages.
Definition 1 (Regularly separable). Two context-free languages L 1 and L 2 are regularly separable iff there exists a regular language R such that L 1 ⊆ R and L 2 ⊆ R where R is the complement of R.
It will be useful to have a slightly different view of separability:
Context-free languages L 1 and L 2 are regularly separable iff there exists some separating pair
To see that there are disjoint context-free languages that are not regularly separable, consider L = {a n b n | n ≥ 0}. Both L and L are non-regular context-free languages, and therefore not regularly separable. The problem of checking whether a pair of context-free languages is regularly separable is undecidable [11] .
Star-Contraction
Definition 3 (Union-free regular language). A regular expression is union-free iff it does not use the union operation. A regular language is union-free regular if it can be written as a union-free regular expression. We use Reg ′ Σ to denote the set of union-free regular expressions. Union-free regular languages are also known as star-dot regular languages [3] .
Definition 4 (Union-free decomposition). A union-free decomposition [14] of a regular language R is a finite set of union-free regular languages R 1 , . . . , R n such that R = R 1 ∪ . . . ∪ R n .
Theorem 1 (Nagy [14] ). Every regular language R admits some finite union-free decomposition.
Theorem 1 is not surprising; it utilises the well-known equivalence (r 1 |r 2 ) * = (r * 1 r * 2 ) * . The following concept is central to this paper's ideas. For a given union-free language, it is convenient to consider particular sets of sub-languages:
Definition 5 (Star-contraction). The star-contraction κ(P ) of a union-free regular expression is the set of languages obtained by replacing some subset of * -enclosed subterms in P with ε. The naive construction is confounded by the presence of nested * operators, as distinct portions of the subterms may occur in each outer repetition. the star-contraction is defined as:
Consider the union-free regular expression e = (ab * c * ) * . The star-contraction of the parenthesised term is κ(ab * c * ) = {a, ab * , ac * , ab * c * }. The star-contraction of e (after elimination of equivalent languages) is then:
Note how the elements r ∈ κ(e) with r = e make particular subsets of L(e) explicit. For example, a * is the subset that makes no use of b or c, whereas (ab * |ac * ) * is the set of words in which b and c are not adjacent.
We later use κ(R), that is, κ applied to a regular language, to denote κ(e 1 ) ∪ . . . ∪ κ(e m ), where {e 1 , . . . , e m } is some (arbitrary) union-free decomposition of R. Note that the star-decomposition of a regular language is not unique; different union-free decompositions give rise to different star-contractions. We assume, for a regular language R, κ(R) deterministically returns some valid star-contraction of R. κ(R) has several properties which will be useful in the following: Proposition 1. For any regular language R:
For every regular expression e ∈ κ(R), L(e) ⊆ R. 3. {L(e) | e ∈ κ(R)} = R
Refining Regular Abstractions
We now describe the main idea behind the refinement phase. We are interested in the intersection of a finite set of languages, but without loss of generality, we consider the intersection of just two context-free languages L 1 and L 2 (provided as context-free grammars).
We assume a decision procedure that returns "no" if
where A 1 and A 2 are finite-state automata recognising regular languages R 1 and R 2 , respectively (that is, L(A 1 ) = R 1 and L(A 2 ) = R 2 ). Moreover, our refinement procedure will require the solving of constraints of the form A = A 1 \ A 2 where A, A 1 and A 2 are finite-state automata, that is,
Assume that at some point we have regular approximations R 1 ⊇ L 1 and R 2 ⊇ L 2 , and we have found some witness w such that
There are three cases to consider:
For cases (1) and (2) we should refine R 1 and R 2 , respectively. For case (3) we could choose to refine either R 1 or R 2 , or both. In our implementation, we always refine all the regular approximations. If w / ∈ L i then a straightforward refinement is to produce a new abstraction R i \ {w} in place of R i . However, this refinement process will rarely converge, as we can exclude only finitely many strings in finite time. We must instead formulate a refinement procedure which generalizes a counterexample to an infinite set of words.
Star-generalizations
The refinement procedure in this section operates by taking the regular expression recognizing the single counterexample w, and progressively augmenting it with * operators while ensuring the counterexample and query remain disjoint.
Definition 6 (Star-generalization). The star-generalizations of a word w is the set Ξ of regular expressions given by
A star-generalization of w is a language which can be constructed by adding (nested) unbounded repetition of intervals in w.
We shall represent a star-generalization as a pair w, S of a word w = w 1 . . . w n and the set S of ranges covered by * -operators. We denote such a range by the pair (i, j) of the first and last index covered by the operator. S must satisfy the constraints
This ensures the set of * -enclosed ranges are well-formed. We shall use L( w, S ) to denote the language that results from such a generalization.
Definition 7 (Star-generalization with respect to a language). The star-generalizations of w with respect to some language L (denoted Ξ L (w)) is the set of star-generalizations of w which are contained in L. Formally, this can be expressed as
Definition 8 (Maximal star-generalization). A maximal star-generalization of w with respect to some language L is a star-generalization r of w such that there is no other star-generalization
A maximal star-generalization is not necessarily unique. Consider generalizing ab with respect to (a * b|ab * ) -both a * b and ab * are incomparable maximal generalizations. A greedy procedure for constructing a star-generalization is given in Figure 1 . The algorithm takes as input a witness w ∈ R 1 ∩ R 2 , context-free language L such that w / ∈ L, and L's regular approximation A (either R 1 or R 2 ). The procedure begins with a trivial star-generalization recognizing only w. P stores the set of (i, j) pairs where a * -operation may be introduced without causing the generalization to be malformed. At each step, we add one of the candidate operations to the generalization, then remove any pairs from P which are no longer feasible (because they violate the nestedness requirement). Following (1), this is the set of pairs (i
It is worth pointing out that this refinement procedure is anytime: If for some reason it would seem necessary or advantageous, one can, without compromising correctness, interrupt the while loop having considered only a subset of the possible * -augmentations, thereby settling for a smaller generalization.
be (currently) approximated by a * b * , and let the witness w ∈ L be aab. To refine the regular approximation, refine(w, L, a * b * ) begins with the trivial star-generalization w, ∅ . We greedily augment the counterexample with * -operations, in this case following lexicographic order, with the accumulated language here described with a regular expression:
let w be x1 · x2 · · · xn 2:
S := ∅ 3:
while P = ∅ 5:
choose (i, j) ∈ P 6:
return A \ L( w, S ) Figure 1 : Refining a regular approximation greedily by removing a maximal star-generalization of some counterexample w. 
The complement of the resulting language is (a * ab) * b(a|b) * . The language returned by refine(w, L, a * b * ) is (represented by) the intersection automaton of this and the initial approximation a * b * , yielding bb * |aa * bbb * . This is the new, improved, regular approximation of L. By construction, it does not contain aab, but more importantly, along with ab, infinitely many other strings have been discarded from the previous approximation a * b * , namely all those strings containing at least one a and exactly one b.
The overall flow of the refinement step is illustrated in Figure 2 . Figure 1 's refinement procedure has these properties:
it terminates: the while loop will be executed at most
times. 3. it is progressive: the same witness w cannot be produced again upon successive calls to refine.
The refinement algorithm involves a check (line 8) to see if a regular and a context-free language overlap. This problem is decidable in polynomial time 1 . The following theorem is critical to the completeness result, showing the relationship between κ and Ξ. Note that here we are intersecting sets of languages, rather than the languages themselves.
Lemma 2. Let e be a union-free regular expression, and κ and Ξ be the star-contraction and star-generalizations given in Definitions 5 and 6. Then for all w ∈ L(e), κ(e) ∩ Ξ(w) = ∅.
Proof. Assume e = {a}, a ∈ Σ∪{ε}. Then w = a. From the definitions, we have {a} ∈ κ(e), and {a} ∈ Ξ(w).
Assume e = e 1 · e 2 , such that the induction hypothesis holds on e 1 and e 2 . Consider some word w ∈ L(e). We can partition w into w 1 · w 2 , such that w 1 ∈ L(e 1 ), w 2 ∈ L(e 2 ). By the induction hypothesis, there is some r 1 , r 2 such that r 1 ∈ κ(e 1 ) ∩ Ξ(w 1 ), r 2 ∈ κ(e 2 ) ∩ Ξ(w 2 ). As r 1 ∈ κ(e 1 ) and r 2 ∈ κ(e 2 ), from Definition 5 we have r 1 · r 2 ∈ κ(e). By Definition 6, we also have r 1 · r 2 ∈ Ξ(w). Therefore r 1 · r 2 ∈ κ(e) ∩ Ξ(w).
Assume e = e ′ * , for some e ′ satisfying the induction hypothesis. Consider some word w ∈ e. We can partition w into w 1 . . . w k , such that each w i ∈ e ′ . By the induction hypothesis, each w i admits some star-generalization r i ∈ κ(e ′ ) ∩ Ξ(w i ). Consider the generalization r given by
Theorem 2. Let R be a regular language, and κ and Ξ be the star-contraction and star-generalizations given in Definitions 5 and 6. Then for all w ∈ R, κ(R) ∩ Ξ(w) = ∅.
Proof. As noted in Section 2.3, the star-contraction of a regular language R is computed based on some union-free decomposition E = {e 1 , . . . , e n } of R. Consider w ∈ R. Therefore, there is some e ∈ E such that w ∈ L(e). By Lemma 2, κ(e) ∩ Ξ(w) = ∅. As κ(e) ⊆ κ(R), we have κ(R) ∩ Ξ(w) = ∅.
Epsilon-generalization
The notion of star-generalization, while useful for reasoning, does not integrate well into existing automaton algorithms. In this section, we introduce a slightly different form of generalization.
Let ν(w) denote the automaton recognizing the single word w
Definition 9 (Epsilon-generalization). An epsilon-generalization of w is any language obtained by augmenting the transition function of ν(w) with additional edges E ∪ P , given by:
That is, we may only introduce epsilon-transitions forwards; backwards transitions always consume the same input character as the original outgoing transition from the source state.
We shall use Gen(w) to denote the set of epsilon-generalizations of w. Note that where Ξ(w) is a set of languages, Gen(w) is a set of automata. Similarly, Gen L (w) denotes the set of epsilon-generalizations with respect to some language L.
Lemma 3. Let A 1 = Q 1 , Σ, δ 1 , q 10 , {q 1n } and A 2 = Q 2 , Σ, δ 2 , q 20 , {q 2n } be (nondeterministic) finite-state automata such that q 1n has no outgoing edges.
Then the automaton
So there is some path from q 10 to q 20 matching w 1 in A 1 • A 2 , and a path from q 20 to q 2n matching w 2 . Therefore w is recognized by A.
Assume w is recognized by A. There are no transitions from states in Q 1 to states in Q 2 except q 20 ; therefore, any path from q 10 to q 2n in A must pass through q 20 . There are no transitions from states in Q 2 to states in Q 1 (as q 1n had no outgoing edges). Therefore, once reaching a state in Q 2 , a path through A must remain in Q 2 .
Hence we can divide the path through A into a prefix, following transitions exclusively in A 1 and reaching q 20 , and a suffix from q 20 to q 2n following transitions exclusively in
Theorem 3. For any word w, e ∈ Ξ(w), there is some A ∈ Gen(w) such that L(e) = L(A). That is, star-generalization of w may be expressed by an equivalent epsilon-generalization.
Proof. Consider e ∈ Ξ(w).
Assume e = a, a ∈ Σ ∪ {ε}. ν(a) ∈ Gen(w), and L(ν(a)) = L(e). Also, the final state of ν(a) has no outgoing transitions.
Assume that for all expressions e ′ of up to depth k, if e ′ ∈ Ξ(w) there is some
, and the accept state of A has no outgoing transitions. Consider some star-generalization e ∈ Ξ(w) of depth k + 1.
Assume e = e ′ * for some generalization e ′ ∈ Ξ(w). As e has depth k + 1, e ′ is of depth k. Then there is some automaton A = Q, Σ, δ, q 0 , {q n } ∈ Gen(w) such that L(A) = L(e ′ ). We construct a new automaton A ′ with transition relation δ
The added transitions are of the form permitted by Definition 9. As A is an epsilon-generalization of w, A ′ is also a valid epsilon-generalization. As the accept state of A had no outgoing transitions, and we have not added any transitions beginning at q n , the accept state of A ′ also has no outgoing transitions. We now consider the language recognized by A ′ . Assume some word w is in L(e ′ * ). Then either w = ε, or
Otherwise, each w i is recognized by some path p i from q j to q k in A, such that q n is reachable from q k by ε-transitions. Let q k ′ be the second-last state in p i . By construction, there must be some alternate transition from q k ′ to q 0 in A ′ ; then there must be some path following w i from q 0 to q 0 in A ′ . Therefore, w is recognized by A ′ . Now assume there is some word w = ε recognized by A ′ . We can partition w into sub-words w 1 . . . w m such that the path of each w i with i < m starts at q 0 , makes its final transition via an introduced edge, and uses no other introduced edges. As the path corresponding to w i finishes with an introduced edge, there must be some corresponding path from q 0 to q n in A. So w i ∈ L(e ′ ) for i < m. And as the path corresponding to w m starts at q 0 and does not use any introduced edges,
. Assume e = e 1 · e 2 for e 1 ∈ Ξ(w 1 ), e 2 ∈ Ξ(w 2 ) and w = w 1 w 2 . As e 1 and e 2 have depth at most k, there exists A 1 ∈ Gen(w 1 ) and A 2 ∈ Gen(w 2 ) satisfying the induction hypothesis. The automaton transitions, and we have not added any outgoing transitions from q n , the final state of A ′ has no outgoing transitions.
As we can construct epsilon-generalizations for trivial star generalizations (depth k = 1), epsilongeneralizations of size k can be constructed from star generalizations of size k − 1, any element of Ξ(w) must correspond to an equivalent element of Gen(w).
We can incrementally construct an epsilon-generalization with respect to some co-context-free language L by adapting algorithms for the intersection of context-free languages and finite automata, such as the pre * algorithm described in [6] .
Essentially, we maintain a table τ ⊆ Q × Γ × Q such that (q i , P, q j ) ∈ τ iff the context-free production P can be generated by some sub-word recognized by a path from q i to q j . Whenever a new transition is added to the generalization, we update τ with any newly feasible productions; if the start production S is ever generated on a path from q 0 to q n , the generalization has ceased to be valid -in which case we revert the table and discard the most recent augmentation. The pre * algorithm, as described in [7] , exhibits O(|Γ||Q| 3 ) worst-case time complexity. In the worst case, where every generalization step fails after the maximum number of steps, this gives the generalization procedure a worst-case complexity of O(|Γ||Q| 5 ).
Example 3. Consider again the star-generalization of aab described in Example 2. If we were instead constructing an epsilon-generalization, we start with the automaton A recognizing w, shown in Figure 3 (a). We first try greedily adding forwards epsilon transitions. This yields the automaton shown in Figure 3 (b), corresponding to the language (a?(ab?)?)?.
The first backward transition we attempt is (q 1−1 , a, q 0 ), followed by (q 2−1 , a, q 1 ). The next transition, (q 3−1 , b, q 2 ), cannot be added as it would accept abb, which is in L. This process continues, resulting in the final automaton shown in Figure 3(c) . The language recognized by this automaton is (a * ab) * a * ), which is equivalent to the language obtained by star-generalization in Example 2.
Maximum generalization
The procedure described in the previous section constructs some maximal element of Ξ L (w) (or Gen L (w)). It is, however, undirected; the generalization is chosen blindly from the set of possible maximal generalizations.
Even if the query languages are regularly separable, it is possible that the refinement step may choose an infinite sequence of generalizations which, though maximal, cannot separate the queries.
We can instead construct a generalization gen(L, w) which computes the union of all maximal stargeneralizations of w with respect to L. That is, it computes ξ L (w) = Ξ L (w) directly. We shall refer to this as the maximum star-generalization. A possible (though inefficient) method for computing this is given in Figure 4 .
return R f The procedure maxgen carries around S, a partial generalization, and P , the set of candidate * -augmentations. At each stage, an augmentation e is selected from P , and we recursively compute the set of valid further generalizations of w, S both including and excluding e, finally taking the union of the sub-languages.
The maximum epsilon-generalization with respect to L -denoted by g L (w) -may be constructed by an analogous procedure.
We now show that this generalization procedure is sufficiently powerful as to prove separability for any pair of regularly separable languages.
Lemma 4. Consider a context-free language G, and regular language R such that G ∩ R = ∅. Then for any word w ∈ R, there is some e ′ ∈ κ(R) such that L(e ′ ) ⊆ ξ G (w).
Proof. By Lemma 2, there is some e ∈ Ξ(w) ∩ κ(R).
Corollary 1. Consider a context-free language G, and regular language R such that G ∩ R = ∅. Then for any word w ∈ R, there is some
Proof. This follows immediately from Lemma 4 and Theorem 3.
′ , the refinement process described in Section 3 will construct a separating pair (S L , S L ′ ) in a finite number of steps when refining using the maximum star-or epsilongeneralization.
Proof. Consider the (unknown) regular language S separating L and L ′ . Assume κ(S) and κ(S) are as given in Theorem 2. Let K i denote the elements of κ(S) ∪ κ(S) having non-empty intersection with the current approximation
Assume that, at a given step, there is some word w ∈ R i L ∩ R i L ′ . w must be in exactly one of S and S; we assume w is in S (the case of S is symmetric). As w ∈ S, there must be some r ∈ κ(S) such that
. .] is a decreasing sequence, and K 1 is finite, the refinement process must terminate after finitely many steps. witness w 
Example
Consider the two context-free grammars G 1 = {S 1 , A 1 , B 1 }, Σ, P 1 , S 1 and G 2 = {S 2 , A 2 , B 2 }, Σ, P 2 , S 2 where Σ = {a, b} and P 1 and P 2 are, respectively,
The first step of our method will approximate G 1 and G 2 with finite-state automata A 1 and A 2 . The only requirement is that
In this case, the intersection is trivially not empty. Furthermore, our regular solver provides the witness w = ε. This cannot be generalized, so we eliminate ε from both approximations and try again, this time obtaining w = b. In the third step we refine the regular approximations. We assume the use of greedy epsilon refinement, preferring backwards transitions. We first generalize the witness by calling refine ε (G 1 , w) and refine ε (G 2 , w) to produce new approximations w) , respectively. We show the automata obtained from refine ε (G 1 , b) and refine ε (G 2 , b) on the first row in Figure 5 . In both cases, we obtain the language b * . Since G 1 and G 2 are regularly separable, using maximal refinement would be guaranteed to eventually eventually halt proving that the languages are disjoint. While we have no such guarantee for greedy refinement, in this case it successfully proves separation after 5 refinement steps. Figure 5 depicts the rest of witnesses obtained as well as their generalizations produced by the procedure refine ε .
Previous Refinement Techniques
Several CEGAR-based approaches have been proposed for testing intersection of context-free languages. In this section, we attempt to characterise the expressiveness of existing refinement methods. For these comparisons we do not consider the effect of initial regular approximations, as they do not affect the expressiveness of the refinement method. For any fixed finite set of regularly-separable languages, there is always some approximation scheme which allows the languages to be trivially proven separate; however it is impossible to define such an approximation in general.
The idea of using CEGAR to check the intersection of CFGs was pioneered by Bouajjani et al . [2] for the context of verifying concurrent programs with recursive procedures. They rely on the concept of refinable finite-chain abstraction consisting of computing the series (α i ) i≥1 which overapproximates the language of a CFG
The method is parameterized by the refinable abstraction. [2] describe several possible abstractions but no experimental evaluation is provided. Chaki et al . [4] extend [2] by, among other contributions, implementing and evaluating this method. The experimental evaluation of Chaki et al . uses both the i th -prefix and i th -suffix abstractions. Given language L, the i th -prefix abstraction α i (L) is the set of words of L of length less than i, together with the set of prefixes of length i of L. The i th -suffix abstraction can be defined analogously. We next provide a theorem about the expressiveness of the i th -prefix abstraction. A similar result holds for the i th -suffix abstraction.
Theorem 5. There exist regularly separable languages that cannot be proven separate by the i th -prefix abstraction.
Proof. Consider the languages R 1 = a * b, R 2 = a * c. R 1 ∩ R 2 is empty. However, for a given length i, the string a i forms a prefix to words in both R 1 and R 2 . It follows that the intersection of the two abstractions will always be non-empty, so the refinement method cannot prove the languages separate.
The lcegar method described by Long et al . [13] is based on a similar refinement framework, but the approach differs radically. They maintain a pair of context-free grammars A 1 , A 2 over-approximating the intersection of the original languages. At each refinement step, an elementary bounded language B i is generated from each grammar A i . 2 The refinement ensures B i ∩ A i = ∅, but B i is not necessarily either an over-or under-approximation of A i . They then compute I = B i ∩ L 1 ∩ L 2 . If I is non-empty, L 1 ∩ L 2 must also be non-empty. If I is empty, then the approximations can safely be refined by subtracting the B i .
We now wish to characterise the set of languages for which lcegar can prove separation. Note that we do not consider the initial approximation; for any fixed pair of regularly-separable languages, there necessarily exists some approximation method which immediately proves separation without refinement. Theorem 6. There exist non-regularly-separable languages which can be proven separate by lcegar.
Proof. Consider the languages L and L, where L = {a n b n | n ≥ 0}. These are not regularly separable. Still, lcegar will find that they do not overlap. Assume initial approximations A 1 = L 1 and A 2 = L 2 . At the first iteration, lcegar may choose bounded approximation B = a * b * . It will find B ∩ L 1 ∩ L 2 = ∅, then update A 1 = A 1 \ B = ∅. As A 1 = ∅, the refinement process has successfully proven separation.
Lemma 5. For any bounded regular language B = w * 1 · · · w * k , there is some word p that is not a substring of any word in B.
Proof. For each word w 1 , we pick some character c 1 which differs from the last character of w 1 . We then construct p = p 1 · · · p k , such that:
Assume there is some word t = up 1 . . . p k v ∈ B. t must consist of some number of occurrences of w 1 through w k , in order. Since p 1 differs from the last character of w 1 , up 1 cannot consist only of occurrences of w 1 ; therefore, p 2 · · · p k must be made up of occurrences of w 2 through w k .
Similarly, since no occurrence of w 2 may end in p 2 , so p 3 · · · p k must consist only of w 3 through w k . By induction, we find that p k must be an occurrence of w k . However, no occurrence of w k may occur in p k . Therefore, there can be no word t ∈ B such that t ∈ Σ * pΣ * .
Corollary 2. For any finite set of bounded regular languages {B 1 , . . . , B n }, we can construct some substring p that is not a substring of B 1 ∪ · · · ∪ B n .
Proof. By Lemma 5, we can find p 1 , . . . , p n such that p i is not a substring in B i . Then p = p 1 · · · p n cannot occur as a substring in B 1 ∪ . . . ∪ B n .
Theorem 7.
There exist regularly separable languages for which the lcegar refinement method cannot prove separability.
Proof. Consider an lcegar process with L 1 = A 1 = (a|b) * a, and L 2 = A 2 = (a|b) * b. These languages are disjoint, and regularly separable. After some finite number of steps, the approximations have been refined with bounded languages {B 1 , . . . , B n }. By Corollary 2, there is some substring p such that Σ * pΣ * ⊆ (B 1 ∩. . .∩B n ). The updated approximation A ′ 1 is non-empty, as it contains pa. Similarly, the approximation A ′ 2 is non-empty, as it contains pb.
Since after any finite sequence of refinement steps neither A
is empty, the refinement process will never prove separation of L 1 and L 2 .
From Theorems 4, 6 and 7, we conclude that the classes of languages which can be proven separate by lcegar and covenant are incomparable.
Experimental Evaluation
We have implemented the CEGAR method proposed in this paper in a prototype tool called covenant 3 . The tool is implemented in C++ and parameterized by the initial approximation and the refinement procedure. covenant implements the method described in [16] for approximating CFGs with strongly regular languages as well as the coarsest abstraction Σ * for comparison purposes. For refinement, the tool implements both the greedy and maximum star-epsilon generalizations (described in Sections 3.1 and 3.3, respectively). covenant currently implements only the classical product construction for solving the intersection of regular languages but other regular solvers (e.g., [8, 10] ) can be easily integrated 4 . To assess the effectiveness of our tool, we have conducted two experiments. First, we used covenant for proving safety properties in recursive multi-threaded programs. Second, we crafted pairs of challenging context free grammars and intersected them using covenant. The motivation for this second experiment was to exercise features of covenant that were not required during the first experiment. All experiments were run on a single core of a 2.4GHz Core i5-M520 with 7.8Gb memory.
Safety verification of recursive multi-threaded programs. Bouajjani et al . [2] was pioneered showing that the safety verification problem of recursive multi-threaded programs can be reduced to check whether the intersection of context free languages is empty. Since then, several encodings have been described [2, 4, 13] . As a result, we can use covenant to prove certain safety properties in recursive multi-threaded programs assuming the programs have been translated accordingly. We briefly exemplify the translation of a concurrent program to context-free grammars, using the approach of [13] .
For simplicity, we assume a concurrency model in which communication is based on shared memory. Shared memory is modelled via a set of global variables. We assume that each statement is executed 
//encoding of instructions for p1 x = not y → S p2 y at 0 set x 1 S p2 | S p2 y at 1 set x 0 S p2 x → x at 1 //synchronization with p2's actions
→ y //Encoding of instructions for p2 y = not x → S p1 x at 0 set y 1 S p1 | S p1 x at 1 set y 0 S p1 y → y at 1 //Synchronization with p1's actions atomically. We will consider only Boolean programs. Any program P can be translated into a Boolean program B(P ) using techniques such as predicate abstraction [9] . A key property is that B(P ) is an overapproximation of P preserving the control flow of P but the only type available in B(P ) is Boolean. Therefore, if B(P ) is correct then P must be correct but, of course, if B(P ) is unsafe P may be still safe. Each (possibly recursive) procedure in B(P ) is modelled as a context-free grammar as well as each shared variable specifying the possible values that the variable can take. In addition, extra production rules are added to specify the synchronization points. The left hand column of Figure 6 shows a small program SharedMem [13] . It consists of two symmetric, recursive procedures p1 and p2 which are executed by two different threads. The communication between the threads is done through the global variables x and y which are initially set to 0. Note that the program is already Boolean since x and y can only take values 0 and 1. We would like to prove that after p1 and p2 terminate, x and y cannot be true simultaneously.
The rest of Figure 6 describes the corresponding translation to context-free grammars. The four resulting grammars, which we explain shortly, are
where Σ = {x at 0, x at 1, y at 0, y at 1, set x 0, set x 1, set y 0, set y 1} and P 1 , P 2 , P 3 , and P 4 are the respective sets of productions, as shown in Figure 6 . Procedures p1 and p2 are translated into CFG 1 and CFG 2 , respectively. First, we need to encode the control flow of the procedures. For instance, "p1 reaches location n 0 and it executes the statement x = not y" is translated into the grammar production N 0 → x = not y N 1 , where N 1 represents the next program location n 1 . We use the notation s ∈ V to refer to the corresponding translation of statement s. A function call such as "p1 calls itself recursively after location n 1 is executed" is translated through the production N 1 → N 0 N 2 where N 0 is the entry location of the callee function and N 2 is the continuation of the caller after the callee returns. The non-terminal symbol x = not y models the execution of negating y and storing its result in x. We create a terminal symbol for each possible action on x (and analogously for y): x at 0 (the value of x is 0), x at 1 (the value of x is 1), set x 0 (x is updated to 0), and set x 1 (x is updated to 1). For instance, the grammar production x = not y → S p2 y at 0 set x 1 S p2 represents that if we read 0 as the value of y then it must be followed by writing 1 to x. The rest of logical operations are encoded similarly.
Note that whenever a global variable is read or written we need to consider the synchronization between threads. For this purpose, we define the non-terminal symbols S p2 (S p1 ) which loops zero or more times with all possible actions of p2 (p1): value of x is 0 (value of y is 0), value of x is 1 (value of y is 1), y is updated to 0 (x is updated to 0), and y is updated to 1 (x is updated to 1).
Next, we need to model which are the possible values that x and y can take. For this we use CFG 3 and CFG 4 , respectively. Ignoring synchronization, the set of values that x and y can take are indeed expressed by regular automata: Finally, we need to synchronize x and y by allowing them to loop zero or more times while new values from the other variable can be generated. We use non-terminal symbols (and their productions) S x and S y for that.
Once we have obtained the CFGs described in Figure 6 we are ready to ask reachability questions. For this example, we would like to prove that when threads start at n 0 and m 0 , respectively, error cannot be reachable simultaneously by both threads. This question can be answered by checking if the intersection of the above CFGs is empty. If the intersection is not empty then covenant will return a witness w ∈ Σ * containing the sequence of reads and writes to x and y. Otherwise, covenant will return either "yes" (that is, the program is safe) if the languages of the CFGs are regularly separable or run until resources are exhausted.
We have tested covenant with the programs used in [13] and compared with lcegar [13] . There are two classes of programs: textbook Erlang programs and several variants of a real Bluetooth driver. The Bluetooth variants labelled W/ Heuri are encoded with an unsound heuristic that permits context switches 
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Interesting/challenging grammars (∞ indicates time-out at 60 sec and "-" a raised exception.) only at basic block boundaries. We refer readers to Appendix C for a detailed description of the programs as well as the safety properties. Table 1 (a) and Table 1 (b) show the times in seconds for both solvers when proving the Erlang programs and the Bluetooth drivers. The symbol ∞ indicates that the solver failed to terminate after 2 hours. We ran lcegar using the settings suggested by the authors and tried with the two available initial abstractions: pseudo-downward closure (PDC) and cycle breaking (CB). For our tool, we used as the initial abstraction the one described in [16] which is described in Appendix A. We also tried Σ * but covenant did not converge for any of the programs in a reasonable amount of time.
It is somewhat surprising that all properties were successfully proven by lcegar using the initial regular approximation, including Bluetooth instances. The same is true for covenant, except for Version 1 which required 12 refinements using the greedy strategy. Nevertheless, these programs show cases in which covenant can significantly outperform lcegar. Since almost no refinements were required by any of the tools, it also suggests that the approximation of all CFGs at once and the use of a regular solver is often a more efficient choice than relying on computing intersection of CFLs and regular languages as lcegar does.
Other interesting CFLs. The verification instances [13] are in fact all solved with no use of refinement, by lcegar as well as by covenant (with the exception of one instance). To explore more interesting cases that exercise the refinement procedures, we have added experiments involving the following languages (Σ = {a, b} * ; note that C 5 is L(G 1 ) from Section 4 and C 6 is L(G 2 )):
{w ∈ Σ * | w has equal numbers of as and bs} Table 1 (c) shows the pairs of languages whose disjointness can be proven or a counterexample can be found requiring at least one refinement for covenant. We ignore pairs of languages which are disjoint but not regularly separable. We ran covenant using two initial abstractions: Σ * and the more precise one described by Nederhof [16] . For each one, we used our greedy (Greedy) refinement described in Section 3.1 and the complete refinement (Gen) from Section 3.3. We compared again with lcegar using its two abstractions PDC and CB. For a given C i ∩ C j lcegar checks first whether L(C i ) ∩ L(α(C j )) = ∅ and then, only if it is not empty a refinement is triggered. Therefore, lcegar fixes a priori that the first input grammar will not be abstracted while the second will (that is, the order in which the grammars are given to lcegar matters). That is why we test both C i ∩ C j and C j ∩ C i . In covenant the order is irrelevant. We use the format #R (T) to indicate that the tool needed #R refinements to prove disjointness or to find a counterexample, in T seconds. We set a timeout (∞) of 60 seconds. Table 1 (c) indicates that, generally, the more precise the initial abstraction, the fewer refinements are necessary. This claim was also made in [13] although we were not able to fully confirm it because lcegar raised an exception with many of the instances while using CB (denoted by the symbol -). Interestingly, Greedy performs quite well, terminating for all instances. This suggests that Greedy might be a good practical choice in cases where Gen spends too much time computing the generalization of the witnesses.
Regarding lcegar either a timeout is reached or the tool can either prove disjointness or find a witness without any refinement except for one instance (C 2 ∩ C 4 ). It is worth noticing that even if both tools would start with the same initial abstraction lcegar might not refine at all while covenant might do. The reason is that lcegar does not abstract all the CFLs which forced us try with both pair orderings. On the other hand, this gives some unpredictability to lcegar because depending on the ordering, the tool can behave very differently (for example, (C 2 ∩ C 4 ) versus (C 4 ∩ C 2 )).
Conclusions and Future Work
We have presented a CEGAR-based semi-decision procedure for regular separability of context-free languages. We have described two refinement strategies; an inexpensive greedy approach, and a more expensive exhaustive strategy. We have implemented these approaches in a prototype solver, covenant. The method outperforms lcegar on a range of verification and language-theoretic instances. The greedy approach often requires more refinement steps, but tends to quickly find witnesses in cases with non-empty intersections; the exhaustive method performs substantially more expensive refinement steps, but can prove separation of some instances not solved by other methods.
The maximum ε-generalization algorithm can become extremely expensive for large witnesses. It would be fruitful to consider whether we can find a cheaper generalization which still ensures completeness. Similarly, it may be possible to develop a specialized intersection algorithm for computing ε-generalizations, rather than relying on the standard regular/context-free intersection algorithm.
Visibly pushdown languages (VPLs) [1] have become popular and possess closure and decidability properties very similar to those of the class of regular languages. It would be interesting to explore algorithms for approximation by VPLs. (Of the languages C 1 -C 8 in Section 6, only C 4 is a VPL.) Prior to describing the procedures StronglyRegGrammar and MakeFA we present some useful definitions. Consider partitions of the set of non-terminal symbols V . We define A and B to be part of the same partition if A and B are mutually recursive. That is, A ⇒ * αBβ and B ⇒ * α ′ Aβ ′ for some sentential forms α, β, α ′ and β ′ .
Definition 10 (Left-and Right-Linearity). A production is left-linear iff it is of the form A → B w or A → w, where w ∈ Σ * . It is right-linear iff it is of the form A → w B or A → w, where w ∈ Σ * .
Definition 11 (Strongly regular grammars).
A strongly regular grammar is a grammar in which the productions are either all left-linear or all right-linear.
Definition 12 (Left-and Right-Generating). A set of mutually recursive nonterminals S is left (right) generating if there exists a grammar production A → αBγ, α = ε (A → αBγ, γ = ε) and A ∈ S.
Assuming that we have a strongly regular grammar G we can classify each mutually recursive set S as 5 :
"left" if S is not left and right generating "right" if S is left and not right generating "cyclic" if S is neither left nor right generating Figure A .8 shows the transformation, suggested by Nederhof, to convert an arbitrary context-free grammar to a strongly regular grammar. This transformation is based on the following observation. A contextfree grammar consisting of productions of the form A → * αAβ with both α, β non-empty might not be represented as a strongly regular grammar. The intuition is that α and β might be related through an "unbounded" communication (i.e. some correlation between the occurrences of a's and b's) no expressible by regular languages.
The procedure StronglyRegGrammar takes a context-free grammar G and SCC, the set of strongly connected components that identify the set of mutually recursive nonterminal symbols of G. The algorithm identifies in a conservative manner situations where an unbounded communication can arise and breaks it by adding instead either left or right linear productions.
The procedure iterates over all strongly connected components in an arbitrary order and checks if all productions of the nonterminals in each component are either left or right linear. If yes, no transformation needs to be applied (line 19). Otherwise, it applies some transformations in order to convert all productions in the same strongly connected component into either left or right linear, as described at lines 7 and 12-17. The transformation assumes that nonterminals that do not belong to SCC i are considered as terminals here,
if there exists a production with lhs in SCCi neither left-nor right-linear 4:
foreach A ∈ SCCi do 5:
create a fresh nonterminal A ′ / ∈ V 6:
foreach A → α ∈ P with α ∈ (Σ ∪ (V \ SCCi)) * do 9:
foreach A → α0B1α1B2α2 · · · Bmαm ∈ P with m ≥ 0 11: B1, . . . , Bm ∈ SCCi, and α0, . . . , αm ∈ (Σ ∪ (V \ SCCi)) * do 12:
. . .
16:
else 19:
foreach A ∈ SCCi and A → X ∈ P do
Figure A.8: Converting a context-free grammar into a strongly regular grammar for determining if a production of SCC i is right-linear or left-linear. This allows traversing the strongly connected components in any order. We show next how the transformation works through an example.
Example 4 (Conversion to strongly regular grammar). Let G = ({a, b, c}, {A, B}, A, P ), where P is the set of productions:
The set of strongly connected components is {{A, B}}. Therefore there is only one set {A, B} of mutually recursive nonterminals. Line 7 adds to P ′ the rules:
From P1 and executing lines 12-17 we add to P ′ the rules:
From P2 and executing line 9 we add to P ′ the rule:
A → cA ′ From P3 and executing lines 12-17 we add to P ′ the rule:
Finally, putting all rules of P ′ together and after some trivial simplifications:
A → aA | cA MakeFA(q0, X, q, G, SCC); 6:
MakeFA(q, Y, q1, G, SCC) 7: else // A is a nonterminal 8:
if A ∈ SCCi and |SCCi| > 1 then 9:
if SCCi is "left" then 10:
foreach C → X1 · · · Xm ∈ P such that C ∈ SCCi and X1 · · · Xm / ∈ SCCi 11: qC = lookup(C, Q); 12:
MakeFA(q0, X1 · · · Xm, qC , G, SCC) 13:
foreach C → DX1 · · · Xm ∈ P such that C, D ∈ SCCi and X1 · · · Xm / ∈ SCCi 14: qC = lookup(C, Q); qD = lookup(D, Q);
15:
MakeFA(qD, X1 · · · Xm, qC, G, SCC) 16: ∆ = ∆ ∪ {(qA, ε, q1)} 17:
else // SCCi is either "right" or "cyclic" 18:
foreach C → X1 · · · Xm ∈ P such that C ∈ SCCi and X1 · · · Xm / ∈ SCCi 19: qC = lookup(C, Q); 20:
MakeFA(qC , X1 · · · Xm, q1, G, SCC) 21:
foreach C → X1 · · · XmD ∈ P such that C, D ∈ SCCi and X1 · · · Xm / ∈ SCCi 22: qC = lookup(C, Q); qD = lookup(D, Q); 23:
MakeFA(qC , X1 · · · Xm, qD, G, SCC) 24: ∆ = ∆ ∪ {(q0, ε, qA)} 25:
else 26:
foreach A → X ∈ P do 27:
MakeFA(q0, X, q1, G, SCC)
Figure A.9: Converting a strongly regular grammar into a finite automata)
The resulting strongly regular grammar is G ′ = ({a, b, c}, {A, A ′ }, A, P ′ ). Note that L(G ′ ) = a * cb * while L(G) = {a n cb n | n ≥ 0}. Therefore, it is easy to see that L(G) ⊆ L(G ′ ). The transformation broke the synchronization between the number of a's and b's (#a's = #b's) by allowing an arbitrary number of a's and b's.
Next, we show in Figure A. 9 the procedure to convert a strongly regular grammar to a finite-state automaton. The algorithm is presented as described in [15] . The main procedure MakeFA takes five inputs: the initial state, the string, the final state reached on reading the string, the strongly regular grammar, and the mutually recursive nonterminals. We assume a helper function lookup that maps nonterminals to automata states. If the nonterminal A is not in the map then a new fresh state q is returned and the pair (A, q) is inserted in the map. Moreover, we add q into Q. Otherwise if there exists already a pair (A, q) then q is returned. Note that since lookup can add new states into Q we pass it as an argument.
Starting from the start symbol of the grammar, the procedure MakeFA descends the grammar (by triggering lines 3-6) until terminals are found (lines 1 and 2), and it creates automata transitions labelled with those terminals. While descending if it encounters a non-recursive nonterminal A it continues recursively for each right-hand side of a production for which A is the left-hand side (lines 26-27). The nontrivial case is when the algorithm encounters a recursive nonterminal symbol A. We describe the case when the set of mutually recursive nonterminals where A belongs to is classified as "left". The other case when it is either "right" or "cyclic" is symmetric.
Since the set of mutually recursive nonterminals SCC i is "left" all its productions must be of the form (1) C → α or (2) C → Dα, where C, D ∈ SCC i and α ∈ (Σ ∪ (V \ SCC i ))
+ . The foreach loop at lines 10-12 covers case (1) by descending recursively the right-hand side of the productions whose left-hand side is denoted by C (i.e. α) and passing to the recursive call q C as final state, an automata state assigned to C. The next foreach loop at lines 13-15 handles the other case (2) in a similar manner but the first symbol D appearing at the right-hand side is another nonterminal symbol from the same strongly connected component than C. We descend again the right-hand side but providing to the recursive call q D and q C (states assigned to D and C) as the initial and final states, respectively. * G (L) and then checking if there is a transition q 0 , S, q F ∈ ∆ A pre *
G (L)
. The latter check can be done in constant time so the complexity is the same as the complexity of the pre * algorithm.
Example 5. Consider the palindrome grammar G = {a, b}, {A}, A, P where P is the set of productions: A → aAa | bAb | a | b | ε, and the finite automaton shown in Figure B .10(a) recognizing the language L = abba. We would like to check if abba ∈ L(G). First, we generate the automaton that recognizes pre * G (L) depicted in Figure B .10(b) and then we check if there is a transition from the initial to the final state labelled with A (that is, A → * abba). In fact, rather than computing pre * G (L) directly we normalize our input grammar obtaining G ′ = {a, b}, {A, B, C, D, E}, A, P where P is the set of productions:
and compute pre * G ′ (L) instead. Note that since there exists a transition from q 0 to q 4 with label A in the automaton shown in Figure B .10(b) we have proven that abba ∈ L(G ′ ). 
