Abstract. Grain growth in nanocrystalline Ni has been simulated by molecular dynamics. The simulations show the creation of a high density of twin boundaries during the growth as well as the formation of vacancies consistent with recent experimental observations. The growth follows parabolic kinetics with the diameter increasing with the square root of time consistent with behavior of conventional scale metals but in disagreement with prior simulation results.
Introduction
There is current interest is how the properties and behavior of nanoscale systems compare to conventional materials. Here we examine that question in the context of grain growth in nanograined metals. A prior molecular dynamics study by Farkas, Mohanty and Monk [1] suggested that grain growth is linear in time for nanoscale systems as opposed to growth with the square root of time as observed in conventional scale materials. Experimentally, the results of Hattar et al. [2] show that grain growth in nanograined metals has some fundamental differences from that observed in conventional scale material especially for the case of abnormal grain growth. In conventional materials, abnormal grain growth leads to grains which are largely defect free [3] . Hattar et al. showed that the annealing of pulsed laser deposited Ni thin films leads to abnormal grain growth. However, in this case there is a high defect density in the abnormally grown grains including twins, dislocation loops and stacking fault tetrahedra.
In order to understand these experimental observations, direct molecular dynamics simulations of the growth of nanoscale grains have been performed. Current computer resources allow simulations of the dynamics of millions of atoms for times of several nanoseconds. This is sufficient to examine the high temperature evolution of a system of hundreds of grains with diameters of a few nanometers. Such simulations have been performed and analyzed to address two questions. First, are the dynamics of grain growth fundamentally different at the nanoscale than at conventional scales? The present results will challenge this observation. Second, the formation of defects during the growth will be examined to compare to the qualitative features of the experimental observations.
Computational Method
The simulation of grain growth is performed by standard molecular dynamics methods. In these simulations, the interatomic interactions are based on the embedded atom method (EAM) [4] potentials developed by Foiles and Hoyt [5] to describe Ni. In the following, temperatures will be presented in terms of homologous temperatures, ie relative to the melting point for these potentials. The melting point for these potentials is 1565 K compared to the experimental melting point of 1726 K. The simulations are performed in an isothermal-isobaric ensemble with periodic boundary conditions in all three directions and were performed using the LAMMPS [6] molecular dynamics code.
The initial atomic configuration was generated using a Voronoi cell construction. First, a set of points is chosen at random in the 3-dimension periodic cell. Each point is assigned a random rotation. The initial grains correspond to the Voronoi cells, region of space closer to a given point than to any other point. Atomic coordinates are then produced within each grain based on the FCC lattice rotated by the assigned rotation. In the regions of the grain boundary, an atom is eliminated if it has an initial neighbor within 2 angstroms. This produces an initial grain structure. It should be noted that while this grain structure fills space, it is inherently out of equilibrium since the grain boundary network so produced will not have the correct angles at the triple junctions.
Results for two sizes of simulation cell will be discussed here. For the larger simulations performed here, the periodic cell has an edge length of 110a 0 = 38.72 nm at zero temperature. There were 800 initial grains in these simulations. The total number of atoms was 5,103,926. This is less than the number that would be present in a single crystal of this volume due to the lower density of atoms at the grain boundaries. For the smaller simulations, the cell edge dimension was half this amount and there were 100 initial grains. The initial average grain size is thus the same in the smaller and larger simulations. The initial configurations were then relaxed to local energy minima before being expanded by the known bulk thermal expansion for the desired temperature and then equilibrated for 10 ps.
The analysis of the resulting evolution is a non-trivial portion of the simulation. The approach used here is to examine the nearest neighbor environment of each atom. First, a coarse minimization of the finite temperature structure is performed to eliminate most of the thermal displacements of the atoms. The relative positions of the twelve nearest neighbors of each atom are compared to that for the nearest neighbor shell of an FCC lattice. In doing this, the rotational orientation of the reference FCC neighbor positions is optimized to provide the best fit between the actual relative neighbor positions and the ideal neighbor positions. If a satisfactory fit is obtained, the atom is considered to be in a FCC crystal and the optimal rotation determines the local crystal orientation.
If a satisfactory fit is not obtained, the location of the nearest neighbors is compared that of an ideal HCP crystal and a similar optimization of the rotational orientation of the ideal HCP lattice is performed. For this case, it is assumed that the HCP lattice has the ideal c/a ratio of c a = 8 3 with a lattice constant such that the volume per atom is the same in the FCC and HCP lattice. Calculations of the equilibrium HCP structure with these potentials indicate that this is approximately correct for these potentials. Finally, if there is not satisfactory fit to the HCP structure, the atom is then designated non-crystalline. Visualization of the resultant assignments (see below) indicates that the vast majority of these atoms are located at grain boundaries There are two common ways that an atom will have a local HCP neighbor environment. The first is in a twin boundary where the local stacking sequence will be ABCBA. In this case, the atoms in the central C layer will have a first neighbor shell that corresponds to the HCP lattice while atoms in the adjacent layers will have a local FCC environment. This provides a means of identifying twin boundaries. In a twin boundary, an atom that has an HCP environment and has six nearest neighbors that also have an HCP environment will be assumed to be in a twin boundary. In the case of an intrinsic stacking fault, the stacking sequence is ABCABABCAB. In this case the atoms in the central B and A layers have local HCP environments. Thus the HCP environment atoms in an intrinsic stacking fault will have nine nearest neighbors that also have an HCP environment. This can be used to identify intrinsic stacking faults.
Recrystallization and Grain Growth IV
The average grain size can be readily estimated from the above data. As discussed by Farkas, et al. [1] , the average grain diameter, d, scales with the system volume, V and grain boundary area, A, by the relation d ∝ V A . Since the non-crystalline atoms are dominantly at the grain boundaries, this
. This provides a computationally efficient way to estimate the average grain size at a given time by simply counting the number of non-crystalline atoms.
In the following, results from simulations at three different temperatures, T/T M = 0.65, 0.75 and 0.85 are presented. The simulation at T/T M = 0.65 was performed for the smaller system size discussed above and was run for 10 ns. The two higher temperature simulations were performed at the larger system size and were continued for 7 ns at T/T M = 0.75 and 2 ns at T/T M = 0.85. In all cases, the largest grains at the end of the simulation had diameters less than about three-fourths of the periodic repeat length.
Results

Fig.
1 presents snapshots at a time interval of 1 ns for the simulation at the reduced temperature of 0.75. There are a couple of important qualitative observations that can be made based on the examination of the dynamics of all of the slices as a function of time. The most obvious feature is that there are a significant number of twin boundaries in the system. This is consistent with the experimental observation of Hattar, et al. [2] of a high density of twin boundaries in annealed pulsed laser deposited nanocrystalline Ni. Observation of the dynamics of the grain growth suggests that the twin boundaries form via a mechanism discussed by Mahajan, et al. [7] . In this mechanism, a growth accident occurs in the vicinity of a triple junction that forms a short segment of twin boundary. As the grains continue to grow, the twin boundary remains, but the triple junction moves away from the boundary as the grain structure coarsens. This results in a twin boundary that crosses the grain and grows as the overall grain grows.
Another qualitative observation is the presence of vacancies in the grains. An example of a vacancy can be seen in the snapshot at 3 ns in Figure 1 . In the large grain near the top of the image (and also its periodic image near the bottom), one can see a black shaded point defect. These are the noncrystalline atoms located adjacent to a vacancy. At these elevated temperatures, the vacancies are observed to be quite mobile in the visualization of the dynamics, as one would expect. The presence of vacancies in the grain interiors is consistent with the presence of stacking fault tetrahedra in the experimental observations of Hattar et al. [2] . Stacking fault tetrahedra result from the clustering of vacancies [8] . Thus the presence of vacancies in the grain interiors in our simulations supports the conjecture by Hattar et al. that the growth process introduces vacancies that in their case form the stacking fault tetrahedra. In the present simulations, the high temperatures and small grain sizes account for the absence of vacancy clusters in the simulation. For the simulation conditions, the vacancies are most likely to be absorbed at grain boundaries rather than form clusters.
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The growth kinetics are presented in Fig. 2 which presents the average grain size determined using the procedure described above as a function of the square root of time. It is well known that in conventional grain growth the average grain size grows as the square root of time. In the present results, one observes that after an initial transient the average grain diameter follows the conventional square root of time behavior. The presence of a transient is expected in these simulations. The initial configuration of the grains as constructed through the Voronoi procedure discussed above does not have the correct grain boundary angles at triple junctions. Thus the initial dynamics seen here are artificial as the system corrects the triple junction angles. After this initial transient, the growth is observed to follow a linear behavior in the square root of time for a significant period. This is consistent with grain growth in conventional scale materials. At later times for the two lower temperatures, the rate of grain growth falls below this trend and appears to be stagnating. This will be discussed more extensively elsewhere [9] .
The observation of parabolic grain growth kinetics in these simulations is at odds with the earlier results of Farkas, Mohanty and Monk [1] who claim to observe a linear increase in the grain size with time. There are two possible explanations for the disagreement with the earlier results. First, the earlier results do not account for the transient required to correct the triple junction angles. Since this transient is due to the arbitrary, unphysical initial grain structure it is not expected to conform to experiment. Second, the earlier work uses a system with far fewer grains such that artificial system size effects are more likely. In the current work, the simulations are halted well before largest grains come close to their periodic images. For these reasons, we believe that the earlier results are incorrect and that grain growth in the nanocrystalline regime follows parabolic kinetics consistent with grain growth in conventional scale metals.
Figure 2.
The average grain size determined as described in the text as a function of the square root of time for the three simulation temperatures.
Summary
Grain growth in nanocrystalline Ni has been simulated via molecular dynamics. The analysis of the simulations allows for the determination of grain orientations and the identification of twin boundaries and stacking faults. It is observed that there is a significant range of times for which the growth scales with the square root of time consistent with conventional scale materials. It is also observed that vacancies and a large number of twin boundaries are produced during the growth consistent with recent experimental observations.
