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 ﾠ Estimation	 ﾠof	 ﾠmarginal	 ﾠor	 ﾠpartial	 ﾠeffects	 ﾠof	 ﾠcovariates	 ﾠx	 ﾠon	 ﾠvarious	 ﾠconditional	 ﾠparameters	 ﾠor	 ﾠ
functionals	 ﾠis	 ﾠoften	 ﾠthe	 ﾠmain	 ﾠtarget	 ﾠof	 ﾠapplied	 ﾠmicroeconometric	 ﾠanalysis.	 ﾠ	 ﾠIn	 ﾠthe	 ﾠspecific	 ﾠcontext	 ﾠof	 ﾠ
probit	 ﾠmodels,	 ﾠestimation	 ﾠof	 ﾠpartial	 ﾠeffects	 ﾠinvolving	 ﾠoutcome	 ﾠprobabilities	 ﾠwill	 ﾠoften	 ﾠbe	 ﾠof	 ﾠinterest.	 ﾠ	 ﾠ
Such	 ﾠestimation	 ﾠis	 ﾠstraightforward	 ﾠin	 ﾠunivariate	 ﾠmodels,	 ﾠand	 ﾠGreene,	 ﾠ1996,	 ﾠ1998,	 ﾠhas	 ﾠextended	 ﾠthese	 ﾠ
results	 ﾠto	 ﾠcover	 ﾠthe	 ﾠcase	 ﾠof	 ﾠquadrant	 ﾠprobability	 ﾠmarginal	 ﾠeffects	 ﾠin	 ﾠbivariate	 ﾠprobit	 ﾠmodels.	 ﾠ
	 ﾠ The	 ﾠ first	 ﾠ purpose	 ﾠ of	 ﾠ this	 ﾠ paper	 ﾠ is	 ﾠ to	 ﾠ extend	 ﾠ these	 ﾠ results	 ﾠ to	 ﾠ encompass	 ﾠ the	 ﾠ general	 ﾠ!"!#	 ﾠ
multivariate	 ﾠprobit	 ﾠ(MVP)	 ﾠcontext	 ﾠfor	 ﾠarbitrary	 ﾠorthant	 ﾠprobabilities.	 ﾠ	 ﾠIt	 ﾠis	 ﾠsuggested	 ﾠthat	 ﾠsuch	 ﾠpartial	 ﾠ
effects	 ﾠ are	 ﾠ broadly	 ﾠ useful	 ﾠ in	 ﾠ situations	 ﾠ wherein	 ﾠ multivariate	 ﾠ outcomes	 ﾠ are	 ﾠ of	 ﾠ concern.	 ﾠ 	 ﾠ The	 ﾠ paper	 ﾠ
derives	 ﾠthe	 ﾠgeneral	 ﾠresult	 ﾠon	 ﾠorthant	 ﾠprobability	 ﾠpartial	 ﾠeffects,	 ﾠwhich	 ﾠcontains	 ﾠGreene's	 ﾠbivariate	 ﾠresult	 ﾠ
as	 ﾠa	 ﾠspecial	 ﾠcase.	 ﾠ	 ﾠThese	 ﾠresults	 ﾠare	 ﾠthen	 ﾠextended	 ﾠto	 ﾠmodels	 ﾠthat	 ﾠcondition	 ﾠon	 ﾠsubvectors	 ﾠof	 ﾠy,	 ﾠto	 ﾠcount	 ﾠ
data	 ﾠstructures	 ﾠ that	 ﾠ derive	 ﾠ from	 ﾠ the	 ﾠ probability	 ﾠ structure	 ﾠ of	 ﾠ y,	 ﾠ to	 ﾠ multivariate	 ﾠ ordered	 ﾠ probit	 ﾠ data	 ﾠ
structures,	 ﾠand	 ﾠto	 ﾠthe	 ﾠmultinomial	 ﾠprobit	 ﾠmodel	 ﾠwhose	 ﾠmarginal	 ﾠeffects	 ﾠturn	 ﾠout	 ﾠto	 ﾠbe	 ﾠa	 ﾠspecial	 ﾠcase	 ﾠof	 ﾠ
those	 ﾠ of	 ﾠ the	 ﾠ multivariate	 ﾠ probit	 ﾠ model.	 ﾠ 	 ﾠ Numerical	 ﾠ simulations	 ﾠ suggest	 ﾠ that	 ﾠ use	 ﾠ of	 ﾠ the	 ﾠ analytical	 ﾠ
formulae	 ﾠversus	 ﾠfully	 ﾠnumerical	 ﾠderivatives	 ﾠresults	 ﾠin	 ﾠa	 ﾠreduction	 ﾠin	 ﾠcomputational	 ﾠtime	 ﾠas	 ﾠwell	 ﾠas	 ﾠan	 ﾠ
increase	 ﾠin	 ﾠaccuracy.	 ﾠ
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1.	 ﾠIntroduction	 ﾠ
	 ﾠ Given	 ﾠa	 ﾠconditional	 ﾠdistribution	 ﾠfunction	 ﾠ
! !
" " # ( )	 ﾠdefined	 ﾠon	 ﾠpossibly	 ﾠmultivariate	 ﾠoutcomes	 ﾠy	 ﾠ
and	 ﾠ exogenous	 ﾠ covariates	 ﾠ x,	 ﾠ estimation	 ﾠ of	 ﾠ marginal	 ﾠ or	 ﾠ partial	 ﾠ effects	 ﾠ of	 ﾠ covariates	 ﾠ x	 ﾠ on	 ﾠ various	 ﾠ
conditional	 ﾠ parameters	 ﾠ or	 ﾠ functionals	 ﾠ
!
! " ( ) 	 ﾠof	 ﾠ
! !
" " # ( ) 	 ﾠis	 ﾠ often	 ﾠ the	 ﾠ main	 ﾠ target	 ﾠ of	 ﾠ applied	 ﾠ
microeconometric	 ﾠ analysis.	 ﾠ 	 ﾠ In	 ﾠ general	 ﾠ
!
!" " ( ) !" 	 ﾠwill	 ﾠ describe	 ﾠ x's	 ﾠ effects	 ﾠ on	 ﾠ conditional	 ﾠ means,	 ﾠ
quantiles,	 ﾠprobabilities,	 ﾠand	 ﾠother	 ﾠconditional	 ﾠfunctionals.	 ﾠ
	 ﾠ In	 ﾠthe	 ﾠspecific	 ﾠcontext	 ﾠof	 ﾠprobit	 ﾠmodels,	 ﾠestimation	 ﾠof	 ﾠpartial	 ﾠeffects	 ﾠlike	 ﾠ
! !
!"#$% ""& # ( ) !#,	 ﾠ
where	 ﾠA	 ﾠis	 ﾠa	 ﾠset	 ﾠof	 ﾠoutcomes	 ﾠof	 ﾠinterest,	 ﾠis	 ﾠoften	 ﾠa	 ﾠcentral	 ﾠfocus.	 ﾠ	 ﾠSuch	 ﾠestimation	 ﾠis	 ﾠstraightforward	 ﾠin	 ﾠ
univariate	 ﾠmodels	 ﾠfor
! !
!"#$% &=' " ( ) !" ,	 ﾠand	 ﾠGreene,	 ﾠ1996,	 ﾠ1998,
1	 ﾠhas	 ﾠextended	 ﾠthese	 ﾠcalculations	 ﾠto	 ﾠ






* " ( ) !",	 ﾠkj=0,1,	 ﾠin	 ﾠbivariate	 ﾠprobit	 ﾠmodels.	 ﾠ
	 ﾠ The	 ﾠfirst	 ﾠpurpose	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠto	 ﾠextend	 ﾠthese	 ﾠresults	 ﾠto	 ﾠthe	 ﾠgeneral	 ﾠ!"!#	 ﾠmultivariate	 ﾠprobit	 ﾠ
(MVP)	 ﾠcase	 ﾠfor	 ﾠarbitrary	 ﾠorthant	 ﾠprobabilities.	 ﾠ	 ﾠThe	 ﾠpaper	 ﾠderives	 ﾠand	 ﾠthen	 ﾠdemonstrates	 ﾠin	 ﾠseveral	 ﾠ








+ " ( )
!"
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (1)	 ﾠ
	 ﾠ
or,	 ﾠin	 ﾠshorthand,	 ﾠ
! !
!"#$% "=# $ ( ) !$,	 ﾠwhere	 ﾠ
! !
"= "
# ! " # $ 	 ﾠis	 ﾠthe	 ﾠm-ﾭ‐variate	 ﾠbinary	 ﾠoutcome	 ﾠvector,	 ﾠ
! !
"= "
# ! " # $	 ﾠis	 ﾠ
an	 ﾠm-ﾭ‐vector	 ﾠof	 ﾠzeros	 ﾠor	 ﾠones	 ﾠindicating	 ﾠany	 ﾠof	 ﾠthe	 ﾠ2




"#$% &&& ( )	 ﾠis	 ﾠa	 ﾠjoint	 ﾠor	 ﾠorthant	 ﾠprobability	 ﾠfrom	 ﾠa	 ﾠmultivariate	 ﾠnormal	 ﾠdistribution.
3	 ﾠ
                                             
1	 ﾠSee	 ﾠalso	 ﾠChristofides	 ﾠet	 ﾠal.,	 ﾠ1997,	 ﾠ1998.	 ﾠ
2	 ﾠTo	 ﾠstreamline	 ﾠthe	 ﾠanalysis	 ﾠand	 ﾠnotation	 ﾠthe	 ﾠx's	 ﾠwill	 ﾠbe	 ﾠtreated	 ﾠas	 ﾠcontinuous	 ﾠso	 ﾠthat	 ﾠ"!!" "	 ﾠcalculus	 ﾠcan	 ﾠ
be	 ﾠused.	 ﾠ	 ﾠDiscrete	 ﾠx's	 ﾠ(e.g.	 ﾠdummy	 ﾠvariables	 ﾠor	 ﾠcount	 ﾠmeasures)	 ﾠcan	 ﾠbe	 ﾠintroduced	 ﾠstraightforwardly	 ﾠ






+ " ( ) 	 ﾠdue	 ﾠto	 ﾠ
!
!"
# =$	 ﾠwill	 ﾠbe	 ﾠof	 ﾠ






+ " ( ) 	 ﾠat	 ﾠtwo	 ﾠdifferent	 ﾠvalues	 ﾠof	 ﾠxj	 ﾠ
and	 ﾠthen	 ﾠdifferencing.	 ﾠ	 ﾠSee	 ﾠStock,	 ﾠ1989,	 ﾠfor	 ﾠdiscussion	 ﾠof	 ﾠpartial	 ﾠeffects	 ﾠof	 ﾠinterest	 ﾠin	 ﾠpolicy	 ﾠanalysis.	 ﾠ
3	 ﾠSomewhat	 ﾠinformally,	 ﾠthe	 ﾠpaper	 ﾠuses	 ﾠthe	 ﾠterm	 ﾠ"orthant	 ﾠprobability"	 ﾠin	 ﾠreference	 ﾠto	 ﾠthe	 ﾠvector	 ﾠof	 ﾠ
binary	 ﾠoutcomes	 ﾠy	 ﾠto	 ﾠrefer	 ﾠto	 ﾠthe	 ﾠprobabilities	 ﾠthat	 ﾠthe	 ﾠunderlying	 ﾠlatent	 ﾠrandom	 ﾠvariables	 ﾠthat	 ﾠmap	 ﾠinto	 ﾠ
(continued)	 ﾠ	 ﾠ 2	 ﾠ
	 ﾠ Greene's	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠin	 ﾠthe	 ﾠbivariate	 ﾠquadrant	 ﾠprobability	 ﾠ(m=2)	 ﾠcase	 ﾠare	 ﾠ
well	 ﾠestablished,	 ﾠbut	 ﾠthe	 ﾠanalytical	 ﾠformulae	 ﾠdescribing	 ﾠthe	 ﾠgeneral	 ﾠorthant	 ﾠprobability	 ﾠresult	 ﾠare	 ﾠnot	 ﾠ
evident	 ﾠin	 ﾠthe	 ﾠliterature.	 ﾠ	 ﾠThis	 ﾠpaper	 ﾠderives	 ﾠthe	 ﾠgeneral	 ﾠresult,	 ﾠwhich	 ﾠcontains	 ﾠGreene's	 ﾠbivariate	 ﾠresult	 ﾠ
as	 ﾠa	 ﾠspecial	 ﾠcase.	 ﾠ	 ﾠWhile	 ﾠnumerical	 ﾠmethods	 ﾠlike	 ﾠGHK	 ﾠ(see	 ﾠHajivassiliou	 ﾠet	 ﾠal.,	 ﾠ1996)	 ﾠare	 ﾠavailable	 ﾠfor	 ﾠ
obtaining	 ﾠthese	 ﾠmarginal	 ﾠeffects,	 ﾠthere	 ﾠmay	 ﾠarise	 ﾠcomputational	 ﾠadvantages	 ﾠfrom	 ﾠcalculating	 ﾠanalytical	 ﾠ
marginal	 ﾠeffects,	 ﾠthe	 ﾠbottom	 ﾠline	 ﾠbeing	 ﾠthat	 ﾠthe	 ﾠdimensionality	 ﾠof	 ﾠthe	 ﾠcumulative	 ﾠnormal	 ﾠthat	 ﾠmust	 ﾠbe	 ﾠ
evaluated	 ﾠto	 ﾠobtain	 ﾠthe	 ﾠpartial	 ﾠeffect	 ﾠis	 ﾠreduced	 ﾠby	 ﾠone	 ﾠto	 ﾠm-ﾭ‐1	 ﾠif	 ﾠthe	 ﾠanalytical	 ﾠformulae	 ﾠare	 ﾠapplied.	 ﾠ	 ﾠ
The	 ﾠpaper's	 ﾠsecond	 ﾠmain	 ﾠobjective	 ﾠis	 ﾠto	 ﾠextend	 ﾠthese	 ﾠresults	 ﾠin	 ﾠseveral	 ﾠdirections	 ﾠto	 ﾠbe	 ﾠdescribed	 ﾠbelow.	 ﾠ
	 ﾠ
Data	 ﾠand	 ﾠEstimation	 ﾠ
	 ﾠ The	 ﾠoutcomes	 ﾠ
! !
"= "
# ! " # $ 	 ﾠcan	 ﾠbe	 ﾠthought	 ﾠof	 ﾠas	 ﾠarising	 ﾠin	 ﾠthe	 ﾠstandard	 ﾠprobit	 ﾠcontext	 ﾠas	 ﾠbinary	 ﾠ













# !# ( )	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
	 ﾠ
  ! !
! = !
"#$$$#!
% " # $ %!&'( "## ( )	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
(2)	 ﾠ
	 ﾠ
































# " # $ % 	 ﾠand	 ﾠR	 ﾠcan	 ﾠbe	 ﾠestimated	 ﾠusing	 ﾠalgorithms	 ﾠlike	 ﾠStata's	 ﾠmvprobit	 ﾠ
that	 ﾠuses	 ﾠa	 ﾠ"full-ﾭ‐information"	 ﾠapproach	 ﾠ(i.e.	 ﾠestimating	 ﾠall	 ﾠelements	 ﾠof	 ﾠB	 ﾠand	 ﾠR	 ﾠsimultaneously)	 ﾠwith	 ﾠ
                                                                                                                                                 
(continued)	 ﾠ
the	 ﾠobserved	 ﾠbinary	 ﾠy	 ﾠ(see	 ﾠ(2)	 ﾠbelow)	 ﾠoccupy	 ﾠany	 ﾠof	 ﾠthe	 ﾠ2
m	 ﾠorthants	 ﾠin	 ﾠ  !!
"	 ﾠdefined	 ﾠimplicitly	 ﾠby	 ﾠk.	 ﾠ	 ﾠSome	 ﾠ
additional	 ﾠ notation	 ﾠ will	 ﾠ also	 ﾠ prove	 ﾠ useful.	 ﾠ 	 ﾠ Let	 ﾠ K	 ﾠ be	 ﾠ the	 ﾠ!"!#
" 	 ﾠmatrix	 ﾠ whose	 ﾠ columns	 ﾠ (arranged	 ﾠ
arbitrarily)	 ﾠare	 ﾠthe	 ﾠ2
m	 ﾠpossible	 ﾠoutcome	 ﾠconfigurations	 ﾠk.	 ﾠ	 ﾠLet	 ﾠ P 	 ﾠbe	 ﾠa	 ﾠ2
m-ﾭ‐element	 ﾠset	 ﾠindexing	 ﾠcolumns	 ﾠ
of	 ﾠ K	 ﾠ having	 ﾠ typical	 ﾠ indexing	 ﾠ element	 ﾠ p,	 ﾠ so	 ﾠ that	 ﾠ kp=K.p	 ﾠ will	 ﾠ denote	 ﾠ a	 ﾠ particular	 ﾠ (p-ﾭ‐th)	 ﾠ outcome	 ﾠ
configuration.	 ﾠ	 ﾠSubject-ﾭ‐specific	 ﾠ"i"	 ﾠsubscripts	 ﾠwill	 ﾠbe	 ﾠsuppressed	 ﾠunless	 ﾠuseful	 ﾠfor	 ﾠclarity.	 ﾠ
4	 ﾠThis	 ﾠpaper	 ﾠdoes	 ﾠnot	 ﾠappeal	 ﾠto	 ﾠa	 ﾠcommon	 ﾠfactor	 ﾠerror	 ﾠstructure	 ﾠfor	 ﾠ!
	 ﾠ
in	 ﾠ(2)	 ﾠalthough	 ﾠit	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠ
such	 ﾠan	 ﾠassumption	 ﾠwould	 ﾠsimplify	 ﾠestimation	 ﾠand,	 ﾠultimately,	 ﾠcomputation	 ﾠof	 ﾠthe	 ﾠmarginal	 ﾠeffects.	 ﾠ	 ﾠ 3	 ﾠ
simulated	 ﾠmaximum	 ﾠlikelihood.	 ﾠ	 ﾠAlternatively	 ﾠB	 ﾠand	 ﾠR	 ﾠcan	 ﾠbe	 ﾠestimated	 ﾠconsistently	 ﾠusing	 ﾠa	 ﾠ"limited-ﾭ‐
information"	 ﾠ approach	 ﾠ suggested	 ﾠ by	 ﾠ Avery	 ﾠ et	 ﾠ al.,	 ﾠ 1980,	 ﾠ in	 ﾠ which,	 ﾠ e.g.,	 ﾠ the	 ﾠ
!
!
"# 	 ﾠelements	 ﾠ of	 ﾠ R	 ﾠ are	 ﾠ
estimated	 ﾠone-ﾭ‐by-ﾭ‐one	 ﾠusing	 ﾠbivariate	 ﾠprobit	 ﾠestimators	 ﾠ(e.g.	 ﾠStata's	 ﾠbiprobit	 ﾠalgorithm).
5	 ﾠ	 ﾠWhich	 ﾠpairwise	 ﾠ
estimates	 ﾠof	 ﾠB	 ﾠto	 ﾠuse	 ﾠin	 ﾠthe	 ﾠlatter	 ﾠinstance	 ﾠis	 ﾠnot	 ﾠobvious,	 ﾠbut	 ﾠnote	 ﾠthat	 ﾠeven	 ﾠunivariate	 ﾠprobit	 ﾠestimates	 ﾠ
of	 ﾠB	 ﾠsuffice	 ﾠto	 ﾠobtain	 ﾠconsistent	 ﾠestimates	 ﾠof	 ﾠthe	 ﾠ
!
!
".	 ﾠ	 ﾠFor	 ﾠpresent	 ﾠpurposes	 ﾠthe	 ﾠmethod	 ﾠof	 ﾠestimation	 ﾠis	 ﾠ
not	 ﾠof	 ﾠparticular	 ﾠconcern	 ﾠso	 ﾠlong	 ﾠas	 ﾠconsistent	 ﾠestimates	 ﾠof	 ﾠB	 ﾠand	 ﾠR	 ﾠare	 ﾠavailable.	 ﾠ
	 ﾠ
Applications	 ﾠ
	 ﾠ Why	 ﾠmight	 ﾠsuch	 ﾠmarginal	 ﾠeffects	 ﾠbe	 ﾠof	 ﾠinterest	 ﾠin	 ﾠeconomic	 ﾠapplications?	 ﾠ	 ﾠIn	 ﾠsome	 ﾠcontexts	 ﾠthe	 ﾠ


















,	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (3)	 ﾠ
	 ﾠ
for	 ﾠsome	 ﾠp	 ﾠor	 ﾠset	 ﾠof	 ﾠp's	 ﾠin	 ﾠ P .	 ﾠ	 ﾠIn	 ﾠpractice,	 ﾠa	 ﾠvariety	 ﾠof	 ﾠsituations	 ﾠarise	 ﾠwhere	 ﾠunderstanding	 ﾠhow	 ﾠa	 ﾠ!!" 	 ﾠ
intervention	 ﾠaffects	 ﾠthe	 ﾠentire	 ﾠpattern	 ﾠof	 ﾠmultivariate	 ﾠoutcomes	 ﾠ(or,	 ﾠpossibly,	 ﾠ particular	 ﾠpatterns	 ﾠof	 ﾠ
interest)	 ﾠis	 ﾠof	 ﾠcentral	 ﾠimportance.	 ﾠ	 ﾠBeyond	 ﾠthis,	 ﾠconsider	 ﾠan	 ﾠevaluation	 ﾠcontext	 ﾠwhere	 ﾠfocus	 ﾠis	 ﾠon	 ﾠhow	 ﾠa	 ﾠ
change	 ﾠin	 ﾠsome	 ﾠxj	 ﾠ(intervention,	 ﾠpolicy,	 ﾠetc.)	 ﾠaffects	 ﾠexpected	 ﾠutility	 ﾠthrough	 ﾠimpacting	 ﾠthe	 ﾠdistribution	 ﾠ




' ( )=" " ( ).	 ﾠ	 ﾠExpected	 ﾠutility	 ﾠgiven	 ﾠx	 ﾠis	 ﾠ
then	 ﾠ
	 ﾠ
  ! !
" # " ( ) # !
"
#








) # ( ) { } &%=.
% & &)=.
% & .	 ﾠ 	 ﾠ (4)	 ﾠ
	 ﾠ
Thus	 ﾠthe	 ﾠchange	 ﾠin	 ﾠexpected	 ﾠutility	 ﾠarising	 ﾠfrom	 ﾠa	 ﾠchange	 ﾠin	 ﾠx	 ﾠis	 ﾠ
	 ﾠ
	 ﾠ
  ! !


























% . .	 ﾠ	 ﾠ (5)	 ﾠ 	 ﾠ
                                             
5	 ﾠAvery	 ﾠet	 ﾠal.	 ﾠactually	 ﾠdiscuss	 ﾠuse	 ﾠof	 ﾠa	 ﾠGMM	 ﾠapproach,	 ﾠbut	 ﾠthe	 ﾠlimited-ﾭ‐information	 ﾠidea	 ﾠcan	 ﾠalso	 ﾠbe	 ﾠ
implemented	 ﾠstraightforwardly	 ﾠusing	 ﾠbivariate	 ﾠprobit	 ﾠMLE.	 ﾠ	 ﾠ 4	 ﾠ
As	 ﾠ such	 ﾠ one	 ﾠ must	 ﾠ know	 ﾠ the	 ﾠ full	 ﾠ conditional	 ﾠ joint	 ﾠ probability	 ﾠ structure	 ﾠ and	 ﾠ how	 ﾠ it	 ﾠ varies	 ﾠ with	 ﾠ x	 ﾠ to	 ﾠ
undertake	 ﾠwelfare	 ﾠanalysis	 ﾠof	 ﾠinterventions	 ﾠin	 ﾠthis	 ﾠcontext.	 ﾠ	 ﾠ
	 ﾠ Generally,	 ﾠgiven	 ﾠconsistent	 ﾠestimates	 ﾠof	 ﾠthe	 ﾠconditional	 ﾠprobability	 ﾠstructure	 ﾠ
! !
"#$% "=# $ ( ) 	 ﾠfor	 ﾠ
all	 ﾠk,	 ﾠthen	 ﾠone	 ﾠcan	 ﾠuse	 ﾠthe	 ﾠapproach	 ﾠdescribed	 ﾠbelow	 ﾠto	 ﾠaddress	 ﾠquestions	 ﾠinvolving	 ﾠthe	 ﾠrole	 ﾠof	 ﾠvarying	 ﾠ
x's	 ﾠ on	 ﾠ outcomes	 ﾠ defined	 ﾠ by	 ﾠ
! !
"#$% "=# $ ( ) 	 ﾠas	 ﾠ well	 ﾠ as	 ﾠ aggregates	 ﾠ over	 ﾠ or	 ﾠ differences	 ﾠ between	 ﾠ such	 ﾠ
probabilities	 ﾠfor	 ﾠdifferent	 ﾠk's	 ﾠof	 ﾠinterest.	 ﾠ	 ﾠSections	 ﾠ4-ﾭ‐7	 ﾠof	 ﾠthe	 ﾠpaper	 ﾠpursue	 ﾠthis	 ﾠidea	 ﾠin	 ﾠgreater	 ﾠdetail.	 ﾠ
	 ﾠ
Plan	 ﾠfor	 ﾠthe	 ﾠPaper	 ﾠ
	 ﾠ The	 ﾠremainder	 ﾠof	 ﾠthe	 ﾠpaper	 ﾠis	 ﾠorganized	 ﾠin	 ﾠnine	 ﾠshort	 ﾠsections.	 ﾠ	 ﾠSection	 ﾠ2	 ﾠderives	 ﾠthe	 ﾠresults	 ﾠfor	 ﾠ
arbitrary	 ﾠjoint	 ﾠdistributions.	 ﾠ	 ﾠSection	 ﾠ3	 ﾠpresents	 ﾠthe	 ﾠspecific	 ﾠformulae	 ﾠfor	 ﾠthe	 ﾠmultivariate	 ﾠprobit	 ﾠmodel.	 ﾠ	 ﾠ
Building	 ﾠon	 ﾠsection	 ﾠ3,	 ﾠsection	 ﾠ4	 ﾠderives	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠof	 ﾠprobabilities	 ﾠthat	 ﾠare	 ﾠconditioned	 ﾠon	 ﾠ
subvectors	 ﾠof	 ﾠy.	 ﾠ	 ﾠSection	 ﾠ5	 ﾠconstructs	 ﾠa	 ﾠcount	 ﾠdata	 ﾠmodel	 ﾠon	 ﾠthe	 ﾠfoundation	 ﾠof	 ﾠan	 ﾠMVP	 ﾠprobability	 ﾠ
structure	 ﾠand	 ﾠderives	 ﾠmarginal	 ﾠeffects	 ﾠrelating	 ﾠto	 ﾠthat	 ﾠcount	 ﾠdata	 ﾠstructure,	 ﾠincluding	 ﾠthose	 ﾠfor	 ﾠthat	 ﾠ
model's	 ﾠconditional	 ﾠmean.	 ﾠ	 ﾠSection	 ﾠ6	 ﾠconsiders	 ﾠissues	 ﾠarising	 ﾠwhen	 ﾠusing	 ﾠunivariate	 ﾠmodels'	 ﾠmarginals	 ﾠto	 ﾠ
represent	 ﾠthose	 ﾠof	 ﾠunderlying	 ﾠMVP	 ﾠstructures.	 ﾠ	 ﾠSection	 ﾠ7	 ﾠextends	 ﾠthe	 ﾠresults	 ﾠof	 ﾠthe	 ﾠprevious	 ﾠsections	 ﾠto	 ﾠ
multivariate	 ﾠordered	 ﾠprobit	 ﾠmodels.	 ﾠ	 ﾠSection	 ﾠ8	 ﾠshows	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠin	 ﾠmultinomial	 ﾠprobit	 ﾠmodels	 ﾠ
to	 ﾠbe	 ﾠa	 ﾠspecial	 ﾠcase	 ﾠof	 ﾠthose	 ﾠin	 ﾠthe	 ﾠMVP	 ﾠmodel.	 ﾠ	 ﾠSection	 ﾠ9	 ﾠreports	 ﾠa	 ﾠsimulation	 ﾠexercise	 ﾠcomparing	 ﾠthe	 ﾠ
computational	 ﾠ performance	 ﾠ of	 ﾠ the	 ﾠ analytical	 ﾠ results	 ﾠ obtained	 ﾠ here	 ﾠ with	 ﾠ results	 ﾠ obtained	 ﾠ using	 ﾠ
numerical	 ﾠdifferentiation	 ﾠbased	 ﾠon	 ﾠsimulated	 ﾠprobabilities.	 ﾠ	 ﾠSection	 ﾠ10	 ﾠsummarizes.	 ﾠ
	 ﾠ
2.	 ﾠResults	 ﾠfor	 ﾠArbitrary	 ﾠJoint	 ﾠDistributions	 ﾠ
	 ﾠ The	 ﾠpaper	 ﾠfirst	 ﾠestablishes	 ﾠthe	 ﾠmain	 ﾠresults	 ﾠon	 ﾠmarginal	 ﾠeffects	 ﾠfor	 ﾠan	 ﾠarbitrary	 ﾠjoint	 ﾠdistribution	 ﾠ
and	 ﾠthen	 ﾠproceeds	 ﾠin	 ﾠthe	 ﾠnext	 ﾠsection	 ﾠto	 ﾠobtain	 ﾠthe	 ﾠparticular	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠMVP	 ﾠmodel.	 ﾠ
	 ﾠ Let	 ﾠu=
	 ﾠ
be	 ﾠcontinuously	 ﾠmeasured	 ﾠrandom	 ﾠvariables	 ﾠwith	 ﾠpopulation	 ﾠjoint	 ﾠdistribution	 ﾠ











































% ( ),	 ﾠ	 ﾠ	 ﾠfor	 ﾠany	 ﾠj=1,...,m.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ (7)	 ﾠ
	 ﾠ



















$ ( ),	 ﾠ	 ﾠ	 ﾠj=1,...,m.	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (8)	 ﾠ
	 ﾠ
For	 ﾠ an	 ﾠ intuition
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# ( ).	 ﾠ 	 ﾠ 	 ﾠ (9)	 ﾠ
	 ﾠ
By	 ﾠrecursion,	 ﾠthis	 ﾠresult	 ﾠgeneralizes	 ﾠto	 ﾠm>2	 ﾠby	 ﾠworking	 ﾠbackwards	 ﾠfrom	 ﾠthe	 ﾠm-ﾭ‐th	 ﾠcross	 ﾠpartial	 ﾠderivative.	 ﾠ	 ﾠ
                                             
6	 ﾠAlternatively	 ﾠ(8)	 ﾠcan	 ﾠbe	 ﾠobtained	 ﾠdirectly	 ﾠusing	 ﾠLeibniz's	 ﾠrule	 ﾠfor	 ﾠdifferentiation	 ﾠof	 ﾠintegrals	 ﾠwhose	 ﾠ
limits	 ﾠ depend	 ﾠ on	 ﾠ the	 ﾠ variable	 ﾠ of	 ﾠ differentiation.	 ﾠ 	 ﾠ Since	 ﾠ ,	 ﾠ then	 ﾠ one	 ﾠ can	 ﾠ
obtain	 ﾠ 	 ﾠby	 ﾠ noting	 ﾠ that	 ﾠ vj	 ﾠ appears	 ﾠ in	 ﾠ this	 ﾠ expression	 ﾠ only	 ﾠ once,	 ﾠ as	 ﾠ the	 ﾠ upper	 ﾠ limit	 ﾠ of	 ﾠ one	 ﾠ
integration,	 ﾠso	 ﾠthat	 ﾠpassing	 ﾠLeibniz's	 ﾠrule	 ﾠinto	 ﾠthe	 ﾠintegral	 ﾠyields	 ﾠ
	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
  ! !
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 ﾠ 6	 ﾠ













$ ( ),	 ﾠ
	 ﾠ
  ! !
!






% ( )" & $
' $
%()))($
'#% ( ) '=*
" $ { }"#




" ( ),	 ﾠ	 ﾠ	 ﾠr=2,...,m-ﾭ‐1,	 ﾠ (10)	 ﾠ
	 ﾠ
  ! !
!




=& " ( ).	 ﾠ
	 ﾠ
Note	 ﾠ that	 ﾠ the	 ﾠ result	 ﾠ in	 ﾠ (10)	 ﾠ is	 ﾠ trivial	 ﾠ when	 ﾠ the	 ﾠ vj	 ﾠ are	 ﾠ mutually	 ﾠ independent,	 ﾠ in	 ﾠ which	 ﾠ case	 ﾠ all	 ﾠ the	 ﾠ
conditioning	 ﾠarguments	 ﾠare	 ﾠirrelevant.	 ﾠ
	 ﾠ Suppose	 ﾠ
! !
" " ( ) 	 ﾠis	 ﾠ evaluated	 ﾠ at	 ﾠ
! !
"=# ! ( )= "
# ! ( )$%%%$"
& ! ( ) "
#
$
% ,	 ﾠ where	 ﾠ ! 	 ﾠis	 ﾠ a	 ﾠ common	 ﾠ parameter	 ﾠ
(scalar	 ﾠor	 ﾠvector)	 ﾠacross	 ﾠthe	 ﾠj=1,...,m	 ﾠmargins	 ﾠof	 ﾠ
!
" ### ( ),	 ﾠand	 ﾠwhere	 ﾠall	 ﾠ
!
"




" " ! ( ) ( )=" #
$ ! ( )%&&&%#
' ! ( ) ( ).	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (11)	 ﾠ
	 ﾠ
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 ﾠ	 ﾠ	 ﾠ(12)	 ﾠ
	 ﾠ
3.	 ﾠResults	 ﾠfor	 ﾠthe	 ﾠMultivariate	 ﾠProbit	 ﾠModel	 ﾠ
	 ﾠ Recall	 ﾠthat	 ﾠthere	 ﾠare	 ﾠ2
m	 ﾠpossible	 ﾠoutcome	 ﾠconfigurations.	 ﾠFor	 ﾠeach	 ﾠconfiguration	 ﾠkp,	 ﾠ!   "!P ,	 ﾠone	 ﾠ




















(" ! " # $,	 ﾠp=1,...,2





"	 ﾠof	 ﾠthe	 ﾠoriginal	 ﾠ	 ﾠ 7	 ﾠ
covariance	 ﾠ(i.e	 ﾠcorrelation)	 ﾠmatrix	 ﾠR	 ﾠso	 ﾠthat	 ﾠQp	 ﾠis	 ﾠof	 ﾠthe	 ﾠform	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ




























































.	 ﾠ 	 ﾠ (13)	 ﾠ
	 ﾠ





















" """ ( )	 ﾠis	 ﾠthe	 ﾠcumulative	 ﾠof	 ﾠan	 ﾠ
! !
"#$ "%# ( )	 ﾠdistribution	 ﾠwith	 ﾠdensity	 ﾠ	 ﾠ
! !
!









	 ﾠ To	 ﾠ obtain	 ﾠ the	 ﾠ MVP's	 ﾠ marginal	 ﾠ effects	 ﾠ it	 ﾠ thus	 ﾠ suffices	 ﾠ to	 ﾠ obtain	 ﾠ the	 ﾠ particular	 ﾠ expressions	 ﾠ




# ! ( ) ( ) 	 ﾠis	 ﾠ a	 ﾠ univariate	 ﾠ
!
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#+% " ( )&'''&$
( " ( )$
# " ( ) ( )	 ﾠis	 ﾠthe	 ﾠcumulative	 ﾠof	 ﾠa	 ﾠconditional	 ﾠ(m-ﾭ‐1)-ﾭ‐variate	 ﾠmultivariate	 ﾠ
normal	 ﾠdistribution.	 ﾠ	 ﾠThe	 ﾠ
!
"




#	 ﾠin	 ﾠthe	 ﾠMVP	 ﾠcontext,	 ﾠwith	 ﾠx	 ﾠplaying	 ﾠthe	 ﾠrole	 ﾠof	 ﾠ
the	 ﾠ"parameter"	 ﾠthat	 ﾠis	 ﾠcommon	 ﾠacross	 ﾠoutcomes,	 ﾠso	 ﾠthat	 ﾠ
!
"#




$ ( ) ""=#
$!
$.	 ﾠ	 ﾠSubstituting	 ﾠ
into	 ﾠ(14)	 ﾠ
!
! """ ( )	 ﾠfor	 ﾠ
!
" ### ( ),	 ﾠ
!
! """ ( )	 ﾠfor	 ﾠ
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7	 ﾠUsing	 ﾠ the	 ﾠ transformed	 ﾠ matrixes	 ﾠ Q	 ﾠ in	 ﾠ place	 ﾠ of	 ﾠ the	 ﾠ original	 ﾠ correlation	 ﾠ matrixes	 ﾠ R	 ﾠ streamlines	 ﾠ the	 ﾠ
exposition	 ﾠsince	 ﾠfor	 ﾠeach	 ﾠconfiguration	 ﾠp	 ﾠthe	 ﾠoutcome	 ﾠorthant	 ﾠprobability	 ﾠcan	 ﾠbe	 ﾠdescribed	 ﾠby	 ﾠa	 ﾠjoint	 ﾠ
cumulative	 ﾠrather	 ﾠthan	 ﾠby	 ﾠa	 ﾠmessy	 ﾠmix	 ﾠof	 ﾠcumulatives	 ﾠand	 ﾠsurvivor	 ﾠfunctions.	 ﾠ	 ﾠThis	 ﾠamounts	 ﾠto	 ﾠa	 ﾠlinear	 ﾠ




% " # $ % 	 ﾠof	 ﾠ the	 ﾠ form	 ﾠ
! !
"
"! 	 ﾠwhich	 ﾠ becomes	 ﾠ the	 ﾠ effective	 ﾠ error	 ﾠ
structure	 ﾠof	 ﾠmodel	 ﾠat	 ﾠeach	 ﾠp;	 ﾠthis	 ﾠtransformation	 ﾠworks	 ﾠdue	 ﾠto	 ﾠthe	 ﾠsymmetry	 ﾠof	 ﾠ! around	 ﾠthe	 ﾠorigin.	 ﾠ	 ﾠ 8	 ﾠ
Given	 ﾠconsistent	 ﾠestimates	 ﾠ  !" ! 	 ﾠand	 ﾠ  !" ! ,	 ﾠestimation	 ﾠof	 ﾠ(15)	 ﾠis	 ﾠcomplicated	 ﾠonly	 ﾠby	 ﾠevaluation	 ﾠof	 ﾠthe	 ﾠterm	 ﾠ
! !
!





#" ( ).	 ﾠ	 ﾠThe	 ﾠfollowing	 ﾠresult	 ﾠprovides	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠthis	 ﾠcalculation:	 ﾠ
	 ﾠ
Result:	 ﾠJoint	 ﾠConditional	 ﾠDistribution	 ﾠof	 ﾠan	 ﾠMVN-ﾭ‐Variate,	 ﾠAdapted	 ﾠfrom	 ﾠRao,	 ﾠ1973	 ﾠ(8a.2.11)	 ﾠ
	 ﾠ Suppose	 ﾠ
  ! !
"= "
#$%%%$"









































' " # $ % ,	 ﾠj=2,...,m,	 ﾠby	 ﾠdefining	 ﾠdifferent	 ﾠpartitions	 ﾠof	 ﾠ! .	 ﾠ
	 ﾠ
In	 ﾠthe	 ﾠcase	 ﾠof	 ﾠinterest	 ﾠhere,	 ﾠ
! !
!="
" 	 ﾠso	 ﾠthat	 ﾠ!!
"" =".	 ﾠ	 ﾠIt	 ﾠfollows	 ﾠthat	 ﾠthe	 ﾠjoint	 ﾠconditional	 ﾠdistribution	 ﾠis	 ﾠ
	 ﾠ
	 ﾠ












































































	 ﾠ,	 ﾠ	 ﾠ (16)	 ﾠ
	 ﾠ




" ,	 ﾠj=2,...,m.	 ﾠ
	 ﾠ To	 ﾠcompute	 ﾠ
! !
!
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,	 ﾠ	 ﾠ (17)	 ﾠ
	 ﾠ

















""$# 	 ﾠbe	 ﾠthe	 ﾠ
corresponding	 ﾠ	 ﾠ(m-ﾭ‐1)-ﾭ‐vector	 ﾠof	 ﾠnormalized	 ﾠdifferences.	 ﾠ	 ﾠThen	 ﾠ
! !
!






#" ( )	 ﾠcan	 ﾠ
be	 ﾠcomputed	 ﾠby	 ﾠreferring	 ﾠLjp	 ﾠto	 ﾠ
! !
!
""" ### ( ),	 ﾠwhich	 ﾠis	 ﾠthe	 ﾠcumulative	 ﾠof	 ﾠan	 ﾠ(m-ﾭ‐1)-ﾭ‐variate	 ﾠsemi-ﾭ‐standardized	 ﾠ	 ﾠ 9	 ﾠ
! !
"#$ "%! ( )	 ﾠdistribution	 ﾠ in	 ﾠ which	 ﾠ the	 ﾠ off-ﾭ‐diagonals	 ﾠ of	 ﾠ ! 	 ﾠmay	 ﾠ be	 ﾠ nonzero.	 ﾠ 	 ﾠ In	 ﾠ this	 ﾠ instance	 ﾠ ! 	 ﾠis	 ﾠ the	 ﾠ
variance-ﾭ‐covariance	 ﾠmatrix	 ﾠof	 ﾠ
! !
"






%#$ ( ) &"!
%"$
' ( ) &"!
%#$
' ( ) .	 ﾠ	 ﾠLet	 ﾠthis	 ﾠmatrix	 ﾠbe	 ﾠdenoted	 ﾠVjp.	 ﾠ













-) ( )$ /
-)&
- ( )
0 { } -='
, ' .	 ﾠ 	 ﾠ 	 ﾠ (18)	 ﾠ
	 ﾠ 	 ﾠ
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 ﾠ 	 ﾠ (19)	 ﾠ
	 ﾠ
translates	 ﾠin	 ﾠthe	 ﾠpresent	 ﾠnotation	 ﾠ(and	 ﾠfor	 ﾠthe	 ﾠk1=k2=1	 ﾠcase	 ﾠof	 ﾠinterest	 ﾠto	 ﾠGreene)	 ﾠinto	 ﾠ
	 ﾠ




































& 6 ,	 ﾠ	 ﾠ 	 ﾠ (20)	 ﾠ
	 ﾠ
where	 ﾠp*	 ﾠis	 ﾠthe	 ﾠelement	 ﾠof	 ﾠ P 	 ﾠcorresponding	 ﾠto	 ﾠthe	 ﾠorthant	 ﾠdefined	 ﾠby	 ﾠk1=k2=1.	 ﾠ
	 ﾠ Finally,	 ﾠfrom	 ﾠ(15)	 ﾠit	 ﾠis	 ﾠnoteworthy	 ﾠfor	 ﾠcomputational	 ﾠpurposes	 ﾠthat	 ﾠonly	 ﾠan	 ﾠ(m-ﾭ‐1)-ﾭ‐dimension	 ﾠ
cumulative	 ﾠnormal	 ﾠmust	 ﾠbe	 ﾠevaluated	 ﾠto	 ﾠobtain	 ﾠthe	 ﾠmarginal	 ﾠeffects.	 ﾠ	 ﾠThis	 ﾠmay	 ﾠreduce	 ﾠcomputational	 ﾠ
time	 ﾠas	 ﾠcompared	 ﾠwith	 ﾠfully	 ﾠnumerical	 ﾠmethods	 ﾠthat	 ﾠare	 ﾠbased	 ﾠon	 ﾠan	 ﾠm-ﾭ‐dimension	 ﾠcumulative.	 ﾠ	 ﾠEven	 ﾠ
though	 ﾠ numerical	 ﾠ methods	 ﾠ will	 ﾠ typically	 ﾠ be	 ﾠ required	 ﾠ in	 ﾠ conjunction	 ﾠ with	 ﾠ the	 ﾠ analytical	 ﾠ formulae	 ﾠ
presented	 ﾠhere,	 ﾠthe	 ﾠdimension	 ﾠreduction	 ﾠshould	 ﾠfacilitate	 ﾠcomputation;	 ﾠthis	 ﾠis	 ﾠparticularly	 ﾠobvious	 ﾠwith	 ﾠ
m=3	 ﾠwhere	 ﾠfunctions	 ﾠlike	 ﾠStata's	 ﾠbinormal(...)	 ﾠcumulative	 ﾠcan	 ﾠbe	 ﾠused	 ﾠin	 ﾠlieu	 ﾠof	 ﾠsimulation	 ﾠprocedures.	 ﾠ
	 ﾠ
4.	 ﾠMarginal	 ﾠEffects	 ﾠof	 ﾠProbabilities	 ﾠConditional	 ﾠon	 ﾠSubvectors	 ﾠof	 ﾠy	 ﾠ
	 ﾠ In	 ﾠ the	 ﾠ context	 ﾠ of	 ﾠ bivariate	 ﾠ probit	 ﾠmodels,	 ﾠGreene,	 ﾠ1996,	 ﾠsuggests	 ﾠthat	 ﾠconsideration	 ﾠof	 ﾠthe	 ﾠ	 ﾠ 10	 ﾠ




()" ( ) !",	 ﾠmay	 ﾠbe	 ﾠof	 ﾠinterest	 ﾠin	 ﾠ
some	 ﾠinstances.
8	 ﾠ	 ﾠUsing	 ﾠthe	 ﾠapproach	 ﾠdeveloped	 ﾠabove,	 ﾠthis	 ﾠidea	 ﾠcan	 ﾠbe	 ﾠextended	 ﾠstraightforwardly	 ﾠto	 ﾠ
the	 ﾠgeneral	 ﾠmultivariate	 ﾠprobit	 ﾠcontext	 ﾠas	 ﾠfollows.	 ﾠ








"#% ! " # $,	 ﾠwhere	 ﾠ
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 ﾠ 	 ﾠ 	 ﾠ (21)	 ﾠ
	 ﾠ
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'(% $ ( )
) 	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (22)	 ﾠ
The	 ﾠ component	 ﾠ partial	 ﾠ derivatives	 ﾠ in	 ﾠ the	 ﾠ numerator	 ﾠ of	 ﾠ the	 ﾠ rhs	 ﾠ expression	 ﾠ are	 ﾠ simply	 ﾠ the	 ﾠ marginal	 ﾠ
effects	 ﾠdescribed	 ﾠabove	 ﾠfor	 ﾠthe	 ﾠmultivariate	 ﾠoutcomes	 ﾠy	 ﾠand	 ﾠyb,	 ﾠrespectively.	 ﾠ
	 ﾠ
5.	 ﾠCount	 ﾠData	 ﾠModels	 ﾠBased	 ﾠon	 ﾠMVP	 ﾠProbability	 ﾠStructures	 ﾠ






' ! ,	 ﾠ
as	 ﾠ the	 ﾠ outcome	 ﾠ measure	 ﾠ of	 ﾠ interest.
9	 ﾠ	 ﾠ The	 ﾠ substantive	 ﾠ economic,	 ﾠ psychometric,	 ﾠ or	 ﾠ biometric
10	 ﾠ
                                             






'(%($ ( )is	 ﾠoften	 ﾠ
absent,	 ﾠand	 ﾠthis	 ﾠconditional	 ﾠprobability	 ﾠmay	 ﾠor	 ﾠmay	 ﾠnot	 ﾠbe	 ﾠthe	 ﾠparameter	 ﾠwhose	 ﾠmarginal	 ﾠeffects	 ﾠare	 ﾠof	 ﾠ
interest.	 ﾠ	 ﾠSee	 ﾠGreene,	 ﾠ1996,	 ﾠfor	 ﾠconceptual	 ﾠdiscussion.	 ﾠ	 ﾠBhattacharya	 ﾠet	 ﾠal.,	 ﾠ2006,	 ﾠassess	 ﾠsuch	 ﾠmodels	 ﾠin	 ﾠ
the	 ﾠcontext	 ﾠof	 ﾠtreatment	 ﾠeffect	 ﾠestimation,	 ﾠillustrating	 ﾠtheir	 ﾠapproach	 ﾠin	 ﾠa	 ﾠmodel	 ﾠof	 ﾠmortality	 ﾠoutcomes;	 ﾠ
Fichera	 ﾠand	 ﾠSutton,	 ﾠ2011,	 ﾠpresent	 ﾠan	 ﾠinteresting	 ﾠrelated	 ﾠapplication	 ﾠto	 ﾠsmoking	 ﾠcessation	 ﾠoutcomes.	 ﾠ
9	 ﾠSee	 ﾠDor	 ﾠet	 ﾠal.,	 ﾠ2006,	 ﾠfor	 ﾠdiscussion	 ﾠin	 ﾠthe	 ﾠcontext	 ﾠof	 ﾠhealth	 ﾠoutcome	 ﾠmeasures.	 ﾠ	 ﾠMore	 ﾠgenerally	 ﾠone	 ﾠ
(continued)	 ﾠ	 ﾠ 11	 ﾠ
interpretation	 ﾠof	 ﾠS	 ﾠnotwithstanding,
11	 ﾠsuch	 ﾠoutcomes	 ﾠare	 ﾠnumerically	 ﾠwell	 ﾠdefined	 ﾠand	 ﾠobviously	 ﾠinherit	 ﾠ
their	 ﾠstatistical	 ﾠproperties	 ﾠfrom	 ﾠthose	 ﾠof	 ﾠy.	 ﾠ
	 ﾠ Define	 ﾠ
! !  
P
" = #!P "
$#
# =" { },	 ﾠn=0,...,m,	 ﾠand	 ﾠconsider	 ﾠthe	 ﾠcount	 ﾠdata	 ﾠprobability	 ﾠmodel	 ﾠdefined	 ﾠby	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ
! !  
"#$% &=' " ( )= "#$% #=$
( " ( ) (!P' " ,	 ﾠ n=0,...,m.	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (23)	 ﾠ
	 ﾠ
In	 ﾠsome	 ﾠinstances,	 ﾠanalysis	 ﾠproceeds	 ﾠby	 ﾠregression	 ﾠof	 ﾠthe	 ﾠoutcome	 ﾠmeasures	 ﾠS	 ﾠdefined	 ﾠthusly	 ﾠon	 ﾠx	 ﾠusing	 ﾠ
linear	 ﾠor	 ﾠnonlinear	 ﾠregression,
12	 ﾠpresumably	 ﾠwith	 ﾠthe	 ﾠgoal	 ﾠof	 ﾠrecovering	 ﾠan	 ﾠestimate	 ﾠof	 ﾠthe	 ﾠconditional	 ﾠ
mean	 ﾠ
! !
" # " !
"
#
$ 	 ﾠand	 ﾠ the	 ﾠ marginal	 ﾠ effects	 ﾠ therein	 ﾠ implied.	 ﾠ 	 ﾠ However,	 ﾠ when	 ﾠ the	 ﾠ y	 ﾠ that	 ﾠ beget	 ﾠ S	 ﾠ arise	 ﾠ
according	 ﾠto	 ﾠ(2),	 ﾠsuch	 ﾠapproaches	 ﾠfail	 ﾠto	 ﾠrespect	 ﾠthe	 ﾠunderlying	 ﾠstructures	 ﾠin	 ﾠ(2).	 ﾠ	 ﾠAs	 ﾠsuch,	 ﾠit	 ﾠis	 ﾠnot	 ﾠclear	 ﾠ
how	 ﾠto	 ﾠrelate	 ﾠan	 ﾠestimate	 ﾠ
  ! !
" ! # " !
"
#
$	 ﾠso	 ﾠobtained	 ﾠto	 ﾠthe	 ﾠunderlying	 ﾠmodel	 ﾠstructure.	 ﾠ	 ﾠWhether	 ﾠor	 ﾠnot	 ﾠsuch	 ﾠ
considerations	 ﾠare	 ﾠempirically	 ﾠimportant	 ﾠdepends	 ﾠon	 ﾠcircumstances,	 ﾠbut	 ﾠin	 ﾠany	 ﾠevent	 ﾠa	 ﾠlinear	 ﾠregression	 ﾠ
model	 ﾠfor	 ﾠ
! !
" # " !
"
#
$ 	 ﾠis	 ﾠunlikely	 ﾠto	 ﾠbe	 ﾠan	 ﾠappropriate	 ﾠspecification.	 ﾠ
	 ﾠ If	 ﾠestimation	 ﾠof	 ﾠ
! !
" # " !
"
#
$ 	 ﾠand	 ﾠits	 ﾠmarginal	 ﾠeffects	 ﾠare	 ﾠof	 ﾠcentral	 ﾠinterest	 ﾠone	 ﾠcan,	 ﾠhowever,	 ﾠspecify	 ﾠ
a	 ﾠproper	 ﾠconditional	 ﾠmean	 ﾠmodel	 ﾠthat	 ﾠrespects	 ﾠthe	 ﾠunderlying	 ﾠprobability	 ﾠstructure	 ﾠof	 ﾠ y	 ﾠin	 ﾠ(2)	 ﾠand	 ﾠ
whose	 ﾠmarginal	 ﾠeffects	 ﾠ
! !
!" # " "
#
$
% !" 	 ﾠconsequently	 ﾠalso	 ﾠrespect	 ﾠthat	 ﾠstructure.	 ﾠ	 ﾠMoreover,	 ﾠsuch	 ﾠmarginal	 ﾠ
effects	 ﾠcan	 ﾠbe	 ﾠcomputed	 ﾠusing	 ﾠexactly	 ﾠthe	 ﾠsame	 ﾠapparatus	 ﾠas	 ﾠdescribed	 ﾠin	 ﾠsection	 ﾠ3,	 ﾠas	 ﾠfollows.	 ﾠ
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 ﾠ





' ! ;	 ﾠan	 ﾠexample	 ﾠof	 ﾠone	 ﾠsuch	 ﾠindex	 ﾠis	 ﾠthe	 ﾠSocial	 ﾠReadjustment	 ﾠ
Rating	 ﾠScale	 ﾠ(Holmes	 ﾠand	 ﾠRahe,	 ﾠ1967).	 ﾠ
10	 ﾠA	 ﾠprominent	 ﾠbiometric	 ﾠexample	 ﾠis	 ﾠallostatic	 ﾠload	 ﾠ(e.g.	 ﾠSeeman	 ﾠet	 ﾠal.,	 ﾠ2001)	 ﾠin	 ﾠwhich	 ﾠbinary	 ﾠthreshold	 ﾠ
(quantile)	 ﾠexceedances	 ﾠfor	 ﾠeach	 ﾠof	 ﾠm	 ﾠcontinuously	 ﾠmeasured	 ﾠbiomarkers	 ﾠare	 ﾠsummed	 ﾠto	 ﾠarrive	 ﾠat	 ﾠthe	 ﾠ
comprehensive	 ﾠallostatic	 ﾠload	 ﾠmeasure.	 ﾠ	 ﾠIn	 ﾠthat	 ﾠmeasure,	 ﾠm=10	 ﾠand	 ﾠthe	 ﾠthreshold	 ﾠquantiles	 ﾠare	 ﾠ.75	 ﾠor	 ﾠ
.25	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠparticular	 ﾠbiomarker.	 ﾠ	 ﾠSuch	 ﾠadditive	 ﾠmeasures	 ﾠarise	 ﾠin	 ﾠother	 ﾠcontexts	 ﾠas	 ﾠwell.	 ﾠ	 ﾠFor	 ﾠ
instance,	 ﾠthe	 ﾠratings	 ﾠof	 ﾠU.S.	 ﾠMembers	 ﾠof	 ﾠCongress	 ﾠby	 ﾠorganizations	 ﾠlike	 ﾠthe	 ﾠLeague	 ﾠof	 ﾠConservation	 ﾠ
Voters	 ﾠ and	 ﾠ the	 ﾠ American	 ﾠ Conservative	 ﾠ Union	 ﾠ are	 ﾠ essentially	 ﾠ of	 ﾠ this	 ﾠ nature.	 ﾠ 	 ﾠ Asset	 ﾠ holdings	 ﾠ and	 ﾠ
composition	 ﾠare	 ﾠalso	 ﾠsometimes	 ﾠmeasured	 ﾠin	 ﾠsuch	 ﾠa	 ﾠmanner	 ﾠ(see	 ﾠMcKenzie,	 ﾠ2005).	 ﾠ
11	 ﾠEven	 ﾠthe	 ﾠordinal	 ﾠproperties	 ﾠof	 ﾠsuch	 ﾠmeasures	 ﾠmay	 ﾠbe	 ﾠquestionable,	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠnature	 ﾠof	 ﾠwhat	 ﾠ
(if	 ﾠany)	 ﾠunderlying	 ﾠlatent	 ﾠconstructs	 ﾠare	 ﾠimagined.	 ﾠ
12	 ﾠSee	 ﾠEvans	 ﾠet	 ﾠal.,	 ﾠ2007,	 ﾠfor	 ﾠan	 ﾠexample	 ﾠin	 ﾠwhich	 ﾠallostatic	 ﾠload	 ﾠmeasures	 ﾠof	 ﾠthe	 ﾠsort	 ﾠdefined	 ﾠin	 ﾠfootnote	 ﾠ
10	 ﾠare	 ﾠthe	 ﾠoutcomes	 ﾠof	 ﾠinterest.	 ﾠ	 ﾠ 12	 ﾠ
	 ﾠ The	 ﾠcount	 ﾠmodel	 ﾠ(23)	 ﾠimplies	 ﾠthat	 ﾠ
	 ﾠ
	 ﾠ
! !  
" # " !
"
#
$= $% %&'( #=$
) " ( ) )&P$ ' ( ) $=*
+ ' .	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (24)	 ﾠ
	 ﾠ
















' % = ()*+ $
% =& " ( ) %=&
' % ,	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (25)	 ﾠ
	 ﾠ
so	 ﾠan	 ﾠequivalent	 ﾠand	 ﾠin	 ﾠsome	 ﾠinstances	 ﾠmore	 ﾠdirect	 ﾠrepresentation	 ﾠof	 ﾠthe	 ﾠconditional	 ﾠmean	 ﾠis	 ﾠsimply	 ﾠas	 ﾠ
the	 ﾠsum	 ﾠof	 ﾠthe	 ﾠm	 ﾠunivariate	 ﾠprobit	 ﾠmarginals.	 ﾠ	 ﾠIf	 ﾠ(2)	 ﾠholds,	 ﾠthen	 ﾠany	 ﾠfunctional	 ﾠform	 ﾠrepresentation	 ﾠof	 ﾠ
! !




other	 ﾠthan	 ﾠ(24)	 ﾠor	 ﾠ(25)	 ﾠis	 ﾠa	 ﾠmisspecification.	 ﾠ	 ﾠIt	 ﾠfollows	 ﾠfrom	 ﾠ(24)	 ﾠthat	 ﾠ
	 ﾠ
	 ﾠ
! !  


















+ ( .	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (26)	 ﾠ
	 ﾠ
The	 ﾠpartial	 ﾠderivatives	 ﾠappearing	 ﾠon	 ﾠthe	 ﾠrhs	 ﾠof	 ﾠ(26)	 ﾠare	 ﾠsimply	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠobtained	 ﾠin	 ﾠsection	 ﾠ3.	 ﾠ
	 ﾠ
6.	 ﾠUnivariate	 ﾠRepresentations	 ﾠof	 ﾠMultivariate	 ﾠProbit	 ﾠOutcomes	 ﾠand	 ﾠCounts	 ﾠ
	 ﾠ In	 ﾠapplied	 ﾠwork,	 ﾠmultivariate	 ﾠdiscrete	 ﾠoutcomes	 ﾠlike	 ﾠthose	 ﾠunder	 ﾠconsideration	 ﾠhere	 ﾠmay	 ﾠbe	 ﾠ
summarized	 ﾠby	 ﾠunivariate	 ﾠdiscrete	 ﾠoutcomes	 ﾠthat	 ﾠmight	 ﾠbe	 ﾠdefined	 ﾠquite	 ﾠgenerally	 ﾠaccording	 ﾠto	 ﾠ
	 ﾠ
	 ﾠ









,	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (27)	 ﾠ
	 ﾠ 	 ﾠ
where	 ﾠ Q!P 	 ﾠis	 ﾠan	 ﾠindex	 ﾠset	 ﾠdefining	 ﾠa	 ﾠsubset	 ﾠof	 ﾠoutcome	 ﾠpatterns	 ﾠwhose	 ﾠentirety	 ﾠis	 ﾠconsidered	 ﾠfor	 ﾠ
purposes	 ﾠof	 ﾠsuch	 ﾠanalysis	 ﾠto	 ﾠbe	 ﾠa	 ﾠ"success".	 ﾠ	 ﾠTaking	 ﾠsuch	 ﾠan	 ﾠapproach	 ﾠone	 ﾠstep	 ﾠfurther,	 ﾠthe	 ﾠanalyst	 ﾠmay	 ﾠ
specify	 ﾠthat	 ﾠthe	 ﾠ"univariate"	 ﾠprocess	 ﾠdetermining	 ﾠv	 ﾠis	 ﾠgiven	 ﾠby	 ﾠa	 ﾠprobit	 ﾠmodel,	 ﾠso	 ﾠthat	 ﾠ
	 ﾠ	 ﾠ 13	 ﾠ
	 ﾠ
! !




! " ( )	 ﾠhere	 ﾠdenotes	 ﾠa	 ﾠunivariate	 ﾠcumulative	 ﾠstandard	 ﾠnormal	 ﾠdistribution.	 ﾠ
	 ﾠ While	 ﾠ such	 ﾠ dimension-ﾭ‐reduction	 ﾠ or	 ﾠ aggregation	 ﾠ approaches	 ﾠ may	 ﾠ be	 ﾠ informative	 ﾠ for	 ﾠ some	 ﾠ
purposes,	 ﾠ it	 ﾠ should	 ﾠ be	 ﾠ emphasized	 ﾠ that	 ﾠ they	 ﾠ fail	 ﾠ fundamentally	 ﾠ to	 ﾠ respect	 ﾠ the	 ﾠ properties	 ﾠ of	 ﾠ the	 ﾠ
underlying	 ﾠ probability	 ﾠ structure	 ﾠ of	 ﾠ the	 ﾠ multivariate	 ﾠ model	 ﾠ in	 ﾠ (2).	 ﾠ 	 ﾠ That	 ﾠ is,	 ﾠ the	 ﾠ parameters	 ﾠ ! 	 ﾠof	 ﾠ a	 ﾠ
standard	 ﾠunivariate	 ﾠprobit	 ﾠmapping	 ﾠlike	 ﾠ
! !
"=# "!+">$ ( )	 ﾠimplied	 ﾠin	 ﾠ(28)	 ﾠcannot	 ﾠreadily	 ﾠbe	 ﾠinterpreted	 ﾠin	 ﾠ
terms	 ﾠof	 ﾠthe	 ﾠparameters	 ﾠ(B,R)	 ﾠin	 ﾠ(2);	 ﾠneither	 ﾠis	 ﾠthere	 ﾠany	 ﾠstraightforward	 ﾠrelationship	 ﾠbetween	 ﾠthe	 ﾠ
marginal	 ﾠeffect	 ﾠof	 ﾠx	 ﾠin	 ﾠ(28)	 ﾠand	 ﾠthe	 ﾠmarginal	 ﾠeffect	 ﾠdefined	 ﾠby	 ﾠsumming	 ﾠ(18)	 ﾠover	 ﾠ!   "!Q .	 ﾠ	 ﾠFor	 ﾠinstance,	 ﾠ
one	 ﾠobvious	 ﾠversion	 ﾠof	 ﾠsuch	 ﾠa	 ﾠunivariate	 ﾠmapping	 ﾠrule	 ﾠassigns	 ﾠv=1	 ﾠif	 ﾠ!"!#$,	 ﾠwhere	 ﾠ!"#!$,	 ﾠi.e.	 ﾠ"large"	 ﾠ
counts	 ﾠare	 ﾠ"successes".
13,14	 ﾠ	 ﾠGiven	 ﾠ(2)	 ﾠand	 ﾠthe	 ﾠcount	 ﾠdata	 ﾠmodel	 ﾠdefined	 ﾠin	 ﾠ(23),	 ﾠthe	 ﾠproper	 ﾠmarginal	 ﾠ
effect	 ﾠcorresponding	 ﾠto	 ﾠ(27)	 ﾠis	 ﾠgiven	 ﾠby	 ﾠdefining	 ﾠ
! !  
Q= "!P "
##
" "$% { }	 ﾠand	 ﾠthen	 ﾠsumming	 ﾠ(18)	 ﾠacross	 ﾠall	 ﾠ
!   "!Q .	 ﾠ	 ﾠHow	 ﾠsuch	 ﾠmarginal	 ﾠeffect	 ﾠestimates	 ﾠcompare	 ﾠempirically	 ﾠto	 ﾠthose	 ﾠderived	 ﾠfrom	 ﾠestimates	 ﾠof	 ﾠa	 ﾠ
model	 ﾠlike	 ﾠ(28)	 ﾠis	 ﾠan	 ﾠinteresting	 ﾠand	 ﾠopen	 ﾠquestion.	 ﾠ
                                             
13	 ﾠSome	 ﾠmedical	 ﾠdiagnoses	 ﾠare	 ﾠrendered	 ﾠthusly.	 ﾠ	 ﾠGiven	 ﾠm	 ﾠbinary	 ﾠindicators	 ﾠof	 ﾠpatient	 ﾠconditions	 ﾠor	 ﾠ
attributes,	 ﾠa	 ﾠdisorder	 ﾠis	 ﾠdeemed	 ﾠto	 ﾠbe	 ﾠpresent	 ﾠif	 ﾠ!"!#$.	 ﾠ	 ﾠA	 ﾠprominent	 ﾠexample	 ﾠis	 ﾠmetabolic	 ﾠsyndrome:	 ﾠ
The	 ﾠ metabolic	 ﾠ syndrome	 ﾠ is	 ﾠ a	 ﾠ constellation	 ﾠ of	 ﾠ interrelated	 ﾠ risk	 ﾠ factors	 ﾠ of	 ﾠ metabolic	 ﾠ
origin	 ﾠ-ﾭ‐-ﾭ‐	 ﾠmetabolic	 ﾠrisk	 ﾠfactors	 ﾠ-ﾭ‐-ﾭ‐	 ﾠthat	 ﾠappear	 ﾠto	 ﾠdirectly	 ﾠpromote	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠ
atherosclerotic	 ﾠcardiovascular	 ﾠdisease	 ﾠ(ASCVD).	 ﾠ	 ﾠPatients	 ﾠwith	 ﾠthe	 ﾠmetabolic	 ﾠsyndrome	 ﾠ
also	 ﾠare	 ﾠat	 ﾠincreased	 ﾠrisk	 ﾠfor	 ﾠdeveloping	 ﾠtype	 ﾠ2	 ﾠdiabetes	 ﾠmellitus.	 ﾠ	 ﾠ(Grundy	 ﾠet	 ﾠal.,	 ﾠ2005).	 ﾠ
Metabolic	 ﾠsyndrome	 ﾠis	 ﾠdiagnosed	 ﾠwhen	 ﾠat	 ﾠleast	 ﾠthree	 ﾠof	 ﾠthe	 ﾠfollowing	 ﾠfive	 ﾠbiomarkers	 ﾠsatisfy	 ﾠparticular	 ﾠ
threshold	 ﾠcriteria:	 ﾠwaist	 ﾠcircumference;	 ﾠtriglycerides;	 ﾠHDL-ﾭ‐C;	 ﾠblood	 ﾠpressure;	 ﾠand	 ﾠfasting	 ﾠglucose.	 ﾠ	 ﾠIn	 ﾠthis	 ﾠ
paper's	 ﾠnotation	 ﾠm=5	 ﾠand	 ﾠn*=3.	 ﾠ	 ﾠBehncke,	 ﾠ2011,	 ﾠO'Brien	 ﾠet	 ﾠal.,	 ﾠ2006,	 ﾠand	 ﾠOrchard	 ﾠet	 ﾠal.,	 ﾠ2005	 ﾠare	 ﾠ
studies	 ﾠinvolving	 ﾠsuch	 ﾠmetabolic	 ﾠsyndrome	 ﾠoutcomes.	 ﾠ	 ﾠA	 ﾠvariety	 ﾠof	 ﾠpsychiatric	 ﾠand	 ﾠsubstance	 ﾠabuse	 ﾠ
disorders	 ﾠ(e.g.	 ﾠADHD,	 ﾠalcohol	 ﾠabuse,	 ﾠetc.,	 ﾠbased	 ﾠon	 ﾠDSM-ﾭ‐IV	 ﾠcriteria)	 ﾠare	 ﾠdiagnosed	 ﾠin	 ﾠanalogous	 ﾠfashion.	 ﾠ





% ! .	 ﾠ	 ﾠIn	 ﾠ
some	 ﾠcontexts	 ﾠdesignation	 ﾠof	 ﾠa	 ﾠparticular	 ﾠhealth	 ﾠor	 ﾠdisability	 ﾠstatus	 ﾠis	 ﾠmade	 ﾠonly	 ﾠif	 ﾠan	 ﾠindividual	 ﾠsatisfies	 ﾠ
all	 ﾠof	 ﾠa	 ﾠset	 ﾠof	 ﾠbinary	 ﾠcriteria.	 ﾠ	 ﾠFor	 ﾠa	 ﾠchild	 ﾠto	 ﾠbe	 ﾠconsidered	 ﾠdisabled	 ﾠand	 ﾠeligible	 ﾠfor	 ﾠSupplemental	 ﾠSecurity	 ﾠ
Income	 ﾠunder	 ﾠU.S.	 ﾠSocial	 ﾠSecurity	 ﾠAdministration	 ﾠrules,	 ﾠfor	 ﾠexample,	 ﾠs/he	 ﾠmust	 ﾠmeet	 ﾠall	 ﾠthese	 ﾠcriteria:	 ﾠ
must	 ﾠnot	 ﾠbe	 ﾠworking	 ﾠand	 ﾠearning	 ﾠmore	 ﾠthan	 ﾠ$1,000	 ﾠa	 ﾠmonth;	 ﾠmust	 ﾠhave	 ﾠa	 ﾠphysical	 ﾠor	 ﾠmental	 ﾠcondition,	 ﾠ
or	 ﾠa	 ﾠcombination	 ﾠof	 ﾠconditions,	 ﾠthat	 ﾠresults	 ﾠin	 ﾠ"marked	 ﾠand	 ﾠsevere	 ﾠfunctional	 ﾠlimitations";	 ﾠand	 ﾠthe	 ﾠ
child's	 ﾠcondition(s)	 ﾠmust	 ﾠhave	 ﾠlasted,	 ﾠor	 ﾠbe	 ﾠexpected	 ﾠto	 ﾠlast,	 ﾠat	 ﾠleast	 ﾠ12	 ﾠmonths,	 ﾠor	 ﾠmust	 ﾠbe	 ﾠexpected	 ﾠto	 ﾠ
result	 ﾠin	 ﾠdeath.	 ﾠ(http://www.ssa.gov/pubs/10026.html,	 ﾠaccessed	 ﾠNov.	 ﾠ11,	 ﾠ2011)	 ﾠ	 ﾠ
14	 ﾠGeronimus	 ﾠet	 ﾠal.,	 ﾠ2006,	 ﾠuse	 ﾠsuch	 ﾠan	 ﾠapproach	 ﾠwith	 ﾠallostatic	 ﾠload	 ﾠoutcome	 ﾠmeasures	 ﾠas	 ﾠdescribed	 ﾠ
earlier	 ﾠdichotomized	 ﾠ(0-ﾭ‐3	 ﾠvs.	 ﾠ4-ﾭ‐10)	 ﾠand	 ﾠanalyzed	 ﾠaccordingly	 ﾠin	 ﾠregression	 ﾠcontexts.	 ﾠ	 ﾠ 14	 ﾠ
7.	 ﾠMultivariate	 ﾠOrdered	 ﾠProbit	 ﾠModels	 ﾠ
	 ﾠ Marginal	 ﾠeffects	 ﾠfor	 ﾠmultivariate	 ﾠordered	 ﾠprobit	 ﾠmodel	 ﾠ(see	 ﾠGreene	 ﾠand	 ﾠHensher,	 ﾠ2010,	 ﾠchapter	 ﾠ
10)	 ﾠare	 ﾠstraightforward	 ﾠto	 ﾠcompute	 ﾠusing	 ﾠessentially	 ﾠthe	 ﾠsame	 ﾠalgebra	 ﾠas	 ﾠderived	 ﾠin	 ﾠsection	 ﾠ3	 ﾠfor	 ﾠthe	 ﾠ
multivariate	 ﾠ binary	 ﾠ probit	 ﾠ model.	 ﾠ 	 ﾠ To	 ﾠ begin,	 ﾠ assume	 ﾠ that	 ﾠ (2)	 ﾠ holds	 ﾠ except	 ﾠ that	 ﾠ for	 ﾠ j=1,...,m	 ﾠ each	 ﾠ
observed	 ﾠyj	 ﾠassumes	 ﾠone	 ﾠof	 ﾠg	 ﾠpossible	 ﾠvalues,	 ﾠ
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! """ ( )	 ﾠis	 ﾠa	 ﾠunivariate	 ﾠN(0,1)	 ﾠdensity.
16	 ﾠ
	 ﾠ Analogous	 ﾠto	 ﾠthe	 ﾠdefinition	 ﾠof	 ﾠK,	 ﾠdefine	 ﾠthe	 ﾠ!"!#
" 	 ﾠmatrix	 ﾠC	 ﾠwhose	 ﾠcolumns	 ﾠare	 ﾠthe	 ﾠg
m	 ﾠpossible	 ﾠ
outcome	 ﾠconfigurations	 ﾠc,	 ﾠand	 ﾠlet	 ﾠ C 	 ﾠbe	 ﾠa	 ﾠg
m-ﾭ‐element	 ﾠset	 ﾠindexing	 ﾠcolumns	 ﾠof	 ﾠC	 ﾠhaving	 ﾠtypical	 ﾠindexing	 ﾠ















!'#) # ,	 ﾠ !   "!C.	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (31)	 ﾠ
	 ﾠ
Note	 ﾠthat	 ﾠ(31)	 ﾠwill	 ﾠbe	 ﾠa	 ﾠsum	 ﾠof	 ﾠsigned	 ﾠmultivariate	 ﾠnormal	 ﾠcdfs	 ﾠ(including	 ﾠzeros	 ﾠand	 ﾠones	 ﾠat	 ﾠlower	 ﾠand	 ﾠ
                                             
15	 ﾠAllowing	 ﾠthe	 ﾠyj	 ﾠto	 ﾠhave	 ﾠassume	 ﾠdifferent	 ﾠnumbers	 ﾠof	 ﾠoutcomes	 ﾠis	 ﾠstraightforward;	 ﾠthe	 ﾠassumption	 ﾠof	 ﾠ
equal	 ﾠnumbers	 ﾠof	 ﾠcategories	 ﾠacross	 ﾠj	 ﾠis	 ﾠmade	 ﾠsolely	 ﾠto	 ﾠkeep	 ﾠnotation	 ﾠfrom	 ﾠbecoming	 ﾠunwieldy.	 ﾠ
16	 ﾠEstimation	 ﾠof	 ﾠthe	 ﾠm-ﾭ‐variate	 ﾠmultivariate	 ﾠordered	 ﾠprobit	 ﾠmodel	 ﾠmay	 ﾠbe	 ﾠcomputationally	 ﾠchallenging.	 ﾠ	 ﾠ
However,	 ﾠconsistent	 ﾠestimates	 ﾠof	 ﾠthe	 ﾠparameters	 ﾠB,	 ﾠR,	 ﾠand	 ﾠM	 ﾠcan	 ﾠbe	 ﾠobtained	 ﾠby	 ﾠestimating	 ﾠbivariate	 ﾠ




% ( ),	 ﾠanalogous	 ﾠto	 ﾠthe	 ﾠdiscussion	 ﾠin	 ﾠfootnote	 ﾠ5.	 ﾠ	 ﾠ
Stata's	 ﾠbioprobit	 ﾠis	 ﾠone	 ﾠsuch	 ﾠestimation	 ﾠprocedure.	 ﾠ	 ﾠ 15	 ﾠ
upper	 ﾠintegration	 ﾠlimits),	 ﾠso	 ﾠthat	 ﾠmarginal	 ﾠeffects	 ﾠat	 ﾠany	 ﾠcr	 ﾠwill	 ﾠsimply	 ﾠbe	 ﾠthe	 ﾠcorresponding	 ﾠsum	 ﾠof	 ﾠthe	 ﾠ
components'	 ﾠmarginals.	 ﾠ	 ﾠFor	 ﾠexample,	 ﾠfor	 ﾠthe	 ﾠtrivariate	 ﾠordered	 ﾠprobit	 ﾠmodel	 ﾠthe	 ﾠintegral	 ﾠin	 ﾠ(31)	 ﾠis	 ﾠ
	 ﾠ
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 ﾠ.	 ﾠ	 ﾠ	 ﾠ	 ﾠ(32)	 ﾠ
	 ﾠ
	 ﾠ Like	 ﾠthe	 ﾠcount	 ﾠdata	 ﾠmodel	 ﾠ(23)	 ﾠ that	 ﾠarises	 ﾠin	 ﾠthe	 ﾠmultivariate	 ﾠbinary	 ﾠprobit	 ﾠmodel,	 ﾠone	 ﾠcan	 ﾠ
define	 ﾠ a	 ﾠ count	 ﾠ model	 ﾠ corresponding	 ﾠ to	 ﾠ the	 ﾠ multivariate	 ﾠ ordered	 ﾠ probit	 ﾠ model.




& ! ,	 ﾠ define	 ﾠ




# =" { } ,	 ﾠ n=0,...,
!
"!# ( )"$,	 ﾠ and	 ﾠ consider	 ﾠ the	 ﾠ count	 ﾠ data	 ﾠ probability	 ﾠ
model:	 ﾠ
	 ﾠ
! !  
"#$% &=' " ( )= "#$% #=$
# " ( ) #!C' " ,	 ﾠ n=0,...,
!
"!# ( )"$	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (33)	 ﾠ
	 ﾠ
that	 ﾠhas	 ﾠcorresponding	 ﾠconditional	 ﾠmean	 ﾠ
	 ﾠ
	 ﾠ
! !  
" # " !
"
#
$= $% %&'( #=$
& " ( ) &&C$ ' ( ) $=)
*(+ ( )%, ' .	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (34)	 ﾠ
	 ﾠ
Partial	 ﾠ effects	 ﾠ for	 ﾠ the	 ﾠ count	 ﾠ outcome	 ﾠ probabilities	 ﾠ or	 ﾠ conditional	 ﾠ mean	 ﾠ follow	 ﾠ as	 ﾠ before,	 ﾠ mutatis	 ﾠ
mutandis.	 ﾠ	 ﾠIt	 ﾠshould	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠas	 ﾠg	 ﾠand/or	 ﾠm	 ﾠincrease,	 ﾠthe	 ﾠcomputational	 ﾠburden	 ﾠ-ﾭ‐-ﾭ‐	 ﾠin	 ﾠterms	 ﾠof	 ﾠthe	 ﾠ
                                             
17	 ﾠFor	 ﾠexample,	 ﾠthe	 ﾠCES-ﾭ‐D	 ﾠDepression	 ﾠScale	 ﾠ(Radloff,	 ﾠ1977)	 ﾠis	 ﾠbased	 ﾠon	 ﾠa	 ﾠdata	 ﾠstructure	 ﾠthat	 ﾠmight	 ﾠ
plausibly	 ﾠ be	 ﾠ described	 ﾠ by	 ﾠ a	 ﾠ multivariate	 ﾠ ordered	 ﾠ probit	 ﾠ model.	 ﾠ 	 ﾠ For	 ﾠ a	 ﾠ one-ﾭ‐week	 ﾠ reference	 ﾠ period	 ﾠ
("During	 ﾠthe	 ﾠpast	 ﾠweek..."),	 ﾠthere	 ﾠare	 ﾠ20	 ﾠquestionnaire	 ﾠitems	 ﾠ("I	 ﾠwas	 ﾠbothered	 ﾠby	 ﾠthings	 ﾠthat	 ﾠusually	 ﾠ
don’t	 ﾠbother	 ﾠme",	 ﾠ"I	 ﾠdid	 ﾠnot	 ﾠfeel	 ﾠlike	 ﾠeating;	 ﾠmy	 ﾠappetite	 ﾠwas	 ﾠpoor",	 ﾠetc.)	 ﾠand	 ﾠfor	 ﾠeach	 ﾠitem	 ﾠa	 ﾠfrequency	 ﾠ
dimension	 ﾠ("Rarely	 ﾠor	 ﾠnone	 ﾠof	 ﾠthe	 ﾠtime	 ﾠ(less	 ﾠthan	 ﾠ1	 ﾠday	 ﾠ)",...,	 ﾠ"Most	 ﾠor	 ﾠall	 ﾠof	 ﾠthe	 ﾠtime	 ﾠ(5-ﾭ‐7	 ﾠdays)").	 ﾠ	 ﾠ
Scoring	 ﾠof	 ﾠthe	 ﾠCES-ﾭ‐D	 ﾠassigns	 ﾠvalues	 ﾠ
!
"#$#%#& { }	 ﾠto	 ﾠcorrespond	 ﾠto	 ﾠhigher	 ﾠfrequencies	 ﾠfor	 ﾠeach	 ﾠitem,	 ﾠwith	 ﾠ
the	 ﾠoverall	 ﾠscore	 ﾠbeing	 ﾠderived	 ﾠas	 ﾠthe	 ﾠsimple	 ﾠsum	 ﾠof	 ﾠthe	 ﾠitem	 ﾠscores.	 ﾠ	 ﾠIn	 ﾠthis	 ﾠcase	 ﾠthere	 ﾠare	 ﾠ4
20	 ﾠpossible	 ﾠ
outcome	 ﾠpatterns,	 ﾠso	 ﾠproper	 ﾠcomputation	 ﾠof	 ﾠthe	 ﾠpartial	 ﾠeffects	 ﾠis	 ﾠnot	 ﾠfeasible.	 ﾠ	 ﾠShorter	 ﾠversions	 ﾠof	 ﾠthe	 ﾠ
CES-ﾭ‐D	 ﾠbased	 ﾠon	 ﾠas	 ﾠfew	 ﾠas	 ﾠfour	 ﾠitems	 ﾠhave	 ﾠbeen	 ﾠproposed	 ﾠ(e.g.	 ﾠMelchior	 ﾠet	 ﾠal.,	 ﾠ1993);	 ﾠcomputation	 ﾠof	 ﾠ
marginal	 ﾠeffects	 ﾠis	 ﾠmore	 ﾠreasonable	 ﾠin	 ﾠsuch	 ﾠinstances.	 ﾠ	 ﾠ 16	 ﾠ
number	 ﾠof	 ﾠmultivariate	 ﾠnormal	 ﾠcdf	 ﾠevaluations	 ﾠrequired	 ﾠ-ﾭ‐-ﾭ‐	 ﾠincreases	 ﾠrapidly.
18,19	 ﾠ
	 ﾠ
8.	 ﾠMarginal	 ﾠEffects	 ﾠin	 ﾠMultinomial	 ﾠProbit	 ﾠModels	 ﾠ
	 ﾠ It	 ﾠturns	 ﾠout	 ﾠthat	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠwith	 ﾠrespect	 ﾠto	 ﾠthe	 ﾠconditioning	 ﾠcovariates	 ﾠin	 ﾠa	 ﾠmultinomial	 ﾠ
probit	 ﾠ (MNP)	 ﾠ model	 ﾠ are	 ﾠ special	 ﾠ cases	 ﾠ of	 ﾠ those	 ﾠ described	 ﾠ above	 ﾠ in	 ﾠ (18)	 ﾠ for	 ﾠ the	 ﾠ multivariate	 ﾠ probit	 ﾠ
model.
20	 ﾠ	 ﾠThis	 ﾠcan	 ﾠbe	 ﾠshown	 ﾠas	 ﾠfollows.	 ﾠ	 ﾠA	 ﾠstandard	 ﾠsetup	 ﾠfor	 ﾠa	 ﾠMNP	 ﾠmodel	 ﾠis	 ﾠto	 ﾠassume	 ﾠthat	 ﾠthe	 ﾠvalue	 ﾠ









#$ ,	 ﾠ q=1,...,m,	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (35)	 ﾠ
	 ﾠ
where	 ﾠwiq	 ﾠare	 ﾠattributes	 ﾠof	 ﾠchoice	 ﾠq	 ﾠfaced	 ﾠby	 ﾠindividual	 ﾠi	 ﾠ(e.g.	 ﾠthe	 ﾠunit	 ﾠprice	 ﾠof	 ﾠchoice	 ﾠq),	 ﾠzi	 ﾠare	 ﾠattribute-ﾭ‐
invariant	 ﾠ characteristics	 ﾠ of	 ﾠ i	 ﾠ (e.g.	 ﾠ income),	 ﾠ ! 	 ﾠand	 ﾠ!!
" 	 ﾠare	 ﾠ parameters,	 ﾠ and	 ﾠ
!
!
"# 	 ﾠis	 ﾠ an	 ﾠ unobservable	 ﾠ
distributed	 ﾠjointly	 ﾠnormally	 ﾠwith	 ﾠthe	 ﾠother	 ﾠ(m-ﾭ‐1)	 ﾠ
!
!
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"$ ( )	 ﾠ 	 ﾠ 	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 ﾠ 	 ﾠ (36)	 ﾠ
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"#$	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (37)	 ﾠ





                                             
18	 ﾠGiven	 ﾠ g	 ﾠ and	 ﾠ m,	 ﾠ the	 ﾠ number	 ﾠ of	 ﾠ combinations	 ﾠ yielding	 ﾠ the	 ﾠ sum	 ﾠ
!
"! #$%%%$&" '#( ( ) { } 	 ﾠis	 ﾠ the	 ﾠ S-ﾭ‐th	 ﾠ





%!& " ( )
'
.	 ﾠ	 ﾠFor	 ﾠg=3,4,5	 ﾠand	 ﾠm=2,3,4,5	 ﾠthe	 ﾠnumbers	 ﾠof	 ﾠ
combinations	 ﾠyielding	 ﾠthe	 ﾠindicated	 ﾠvalues	 ﾠof	 ﾠS	 ﾠare	 ﾠdisplayed	 ﾠin	 ﾠtable	 ﾠ1.	 ﾠ	 ﾠSee	 ﾠhttp://oeis.org.	 ﾠ
19	 ﾠUsing	 ﾠstandard	 ﾠcount	 ﾠmodels	 ﾠlike	 ﾠPoisson	 ﾠor	 ﾠnegative	 ﾠbinomial	 ﾠto	 ﾠmodel	 ﾠeither	 ﾠmarginal	 ﾠ(univariate)	 ﾠ
or	 ﾠ multivariate	 ﾠ ordered	 ﾠ outcomes	 ﾠ is	 ﾠ obviously	 ﾠ problematic.	 ﾠ 	 ﾠ Extensions	 ﾠ to	 ﾠ multivariate	 ﾠ contexts	 ﾠ of	 ﾠ
alternative	 ﾠapproaches	 ﾠsuch	 ﾠas	 ﾠthose	 ﾠproposed	 ﾠby	 ﾠMachado	 ﾠand	 ﾠSantos	 ﾠSilva,	 ﾠ2005,	 ﾠin	 ﾠa	 ﾠunivariate	 ﾠ
context	 ﾠmay	 ﾠbe	 ﾠinteresting	 ﾠto	 ﾠconsider	 ﾠin	 ﾠfuture	 ﾠwork.	 ﾠ
20	 ﾠWooldridge,	 ﾠ2010,	 ﾠp.	 ﾠ649,	 ﾠnotes:	 ﾠ"Theoretically,	 ﾠthe	 ﾠmultinomial	 ﾠprobit	 ﾠmodel	 ﾠis	 ﾠattractive,	 ﾠbut	 ﾠit	 ﾠhas	 ﾠ
some	 ﾠ practical	 ﾠ limitations.	 ﾠ 	 ﾠ The	 ﾠ response	 ﾠ probabilities	 ﾠ are	 ﾠ very	 ﾠ complicated,	 ﾠ involving	 ﾠ a	 ﾠ (J+1)-ﾭ‐
dimensional	 ﾠintegral.	 ﾠ	 ﾠThis	 ﾠcomplexity	 ﾠ...	 ﾠmakes	 ﾠit	 ﾠdifficult	 ﾠto	 ﾠobtain	 ﾠthe	 ﾠpartial	 ﾠeffects	 ﾠon	 ﾠthe	 ﾠresponse	 ﾠ









# ( ).	 ﾠ	 ﾠThe	 ﾠresiduals	 ﾠ
!
!
"#$	 ﾠin	 ﾠ(37)	 ﾠhave	 ﾠan	 ﾠ(m-ﾭ‐1)-ﾭ‐variate	 ﾠnormal	 ﾠdistribution	 ﾠ
whose	 ﾠparameterization	 ﾠis	 ﾠdiscussed	 ﾠbelow.	 ﾠ	 ﾠThe	 ﾠbehavioral	 ﾠmodel	 ﾠis	 ﾠthat	 ﾠsubject	 ﾠi	 ﾠselects	 ﾠthe	 ﾠoutcome	 ﾠ
with	 ﾠthe	 ﾠlargest	 ﾠUij	 ﾠso	 ﾠthat	 ﾠ
	 ﾠ
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& ( ),	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ(38)	 ﾠ
where	 ﾠthe	 ﾠconditioning	 ﾠWi	 ﾠdenotes	 ﾠthe	 ﾠentire	 ﾠcollection	 ﾠof	 ﾠthe	 ﾠWijq.	 ﾠ	 ﾠAssuming	 ﾠfor	 ﾠthe	 ﾠmoment	 ﾠthat	 ﾠthe	 ﾠ
!
!
"#$ 	 ﾠare	 ﾠ iid	 ﾠ across	 ﾠ i	 ﾠ and	 ﾠ follow	 ﾠ an	 ﾠ (m-ﾭ‐1)-ﾭ‐dimension	 ﾠ
! !
" "#! ( )	 ﾠdistribution	 ﾠ wherein	 ﾠ! 	 ﾠis	 ﾠ in	 ﾠ correlation	 ﾠ
matrix	 ﾠ form,	 ﾠ then	 ﾠ the	 ﾠ probability	 ﾠ expression	 ﾠ in	 ﾠ (38)	 ﾠ corresponds	 ﾠ to	 ﾠ an	 ﾠ (m-ﾭ‐1)-ﾭ‐dimension	 ﾠ version	 ﾠ of	 ﾠ
expression	 ﾠ(14)	 ﾠin	 ﾠwhich	 ﾠall	 ﾠsjp=1	 ﾠand	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠ
! !
"!
" 	 ﾠare	 ﾠreplaced	 ﾠby
!
!





& ( ) ! $
&,-$
&.-#
& { }	 ﾠcorresponds	 ﾠto	 ﾠ(18),	 ﾠmutatis	 ﾠmutandis.
21	 ﾠ	 ﾠ	 ﾠ
	 ﾠ In	 ﾠ this	 ﾠ general	 ﾠ MNP	 ﾠ model,	 ﾠ there	 ﾠ are	 ﾠ three	 ﾠ distinct	 ﾠ partial	 ﾠ effects	 ﾠ to	 ﾠ be	 ﾠ considered:	 ﾠ own-ﾭ‐
attribute	 ﾠcovariates	 ﾠ(wiq,	 ﾠe.g.	 ﾠown-ﾭ‐price);	 ﾠcross-ﾭ‐attribute	 ﾠcovariates	 ﾠ(wij,	 ﾠe.g.	 ﾠcross-ﾭ‐price);	 ﾠand	 ﾠattribute-ﾭ‐
invariant	 ﾠ covariates	 ﾠ (zi,	 ﾠ e.g.	 ﾠ income).	 ﾠ 	 ﾠ These	 ﾠ covariates	 ﾠ feature	 ﾠ differently	 ﾠ across	 ﾠ the	 ﾠ various	 ﾠ upper	 ﾠ






	 ﾠthat	 ﾠappear	 ﾠin	 ﾠ(18)	 ﾠare	 ﾠreplaced	 ﾠas	 ﾠfollows:	 ﾠ
(a)	 ﾠ Own-ﾭ‐attribute	 ﾠ marginal	 ﾠ effects,	 ﾠ
! !
!"#$% &&& ( ) !"






	 ﾠwith	 ﾠ !!
" 	 ﾠin	 ﾠ each	 ﾠ
summand,	 ﾠj=1,...,(j-ﾭ‐1),(j+1),...,m.	 ﾠ	 ﾠ	 ﾠ
(b)	 ﾠ Cross-ﾭ‐attribute	 ﾠ marginal	 ﾠ effects,	 ﾠ
! !
!"#$% &&& ( ) !"








"	 ﾠonly	 ﾠin	 ﾠthe	 ﾠk-ﾭ‐th	 ﾠsummand;	 ﾠset	 ﾠequal	 ﾠto	 ﾠzero	 ﾠotherwise.	 ﾠ
(c)	 ﾠAttribute-ﾭ‐invariant	 ﾠmarginal	 ﾠeffects,	 ﾠ
! !
!"#$% &&& ( ) !"












	 ﾠin	 ﾠeach	 ﾠ
summand,	 ﾠj=1,...,(j-ﾭ‐1),(j+1),...,m.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
                                             
21	 ﾠOne	 ﾠcomputational	 ﾠissue	 ﾠshould	 ﾠbe	 ﾠnoted	 ﾠat	 ﾠthis	 ﾠjuncture.	 ﾠ	 ﾠNormalization	 ﾠof	 ﾠthe	 ﾠparameters	 ﾠin	 ﾠa	 ﾠ
multinomial	 ﾠ probit	 ﾠ model	 ﾠ is	 ﾠ in	 ﾠ general	 ﾠ a	 ﾠ complicated	 ﾠ matter	 ﾠ (StataCorp,	 ﾠ 2007,	 ﾠ under	 ﾠ asmprobit;	 ﾠ
Cameron	 ﾠand	 ﾠTrivedi,	 ﾠ2005,	 ﾠSection	 ﾠ15.8;	 ﾠMonfardini	 ﾠand	 ﾠSantos	 ﾠSilva,	 ﾠ2008).	 ﾠ	 ﾠNormalizing	 ﾠ! 	 ﾠto	 ﾠhave	 ﾠa	 ﾠ
correlation	 ﾠmatrix	 ﾠstructure	 ﾠis	 ﾠone	 ﾠpossibility.	 ﾠ	 ﾠIf	 ﾠthe	 ﾠnormalization	 ﾠused	 ﾠresults	 ﾠin	 ﾠa	 ﾠstructure	 ﾠfor	 ﾠ ! 	 ﾠ
other	 ﾠthan	 ﾠone	 ﾠhaving	 ﾠa	 ﾠcorrelation	 ﾠmatrix	 ﾠstructure,	 ﾠthen	 ﾠadditional	 ﾠcomputations	 ﾠmay	 ﾠbe	 ﾠrequired	 ﾠto	 ﾠ
use	 ﾠformulae	 ﾠbased	 ﾠon	 ﾠ(18);	 ﾠsee	 ﾠthe	 ﾠdiscussion	 ﾠappearing	 ﾠbetween	 ﾠequations	 ﾠ(17)	 ﾠand	 ﾠ(18)	 ﾠabove.	 ﾠ	 ﾠ 18	 ﾠ
9.	 ﾠNumerical	 ﾠResults	 ﾠ
	 ﾠ This	 ﾠ section	 ﾠ reports	 ﾠ on	 ﾠ a	 ﾠ small	 ﾠ simulation	 ﾠ exercise	 ﾠ designed	 ﾠ to	 ﾠ compare	 ﾠ computational	 ﾠ
performance	 ﾠof	 ﾠmarginal	 ﾠeffects	 ﾠusing	 ﾠthe	 ﾠanalytical	 ﾠformulae	 ﾠderived	 ﾠhere	 ﾠagainst	 ﾠnumerical	 ﾠprobability	 ﾠ
derivatives	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠobtained	 ﾠusing	 ﾠthe	 ﾠGHK	 ﾠsimulator	 ﾠin	 ﾠStata's	 ﾠMata	 ﾠprogramming	 ﾠlanguage	 ﾠ(see	 ﾠ
Hajivassiliou	 ﾠet	 ﾠal.,	 ﾠ1996,	 ﾠGates,	 ﾠ2006).	 ﾠ	 ﾠ(This	 ﾠis	 ﾠthe	 ﾠghk(...)	 ﾠprocedure	 ﾠin	 ﾠMata,	 ﾠStata	 ﾠv.10.)	 ﾠ	 ﾠghk(...)	 ﾠis	 ﾠ
used	 ﾠ here	 ﾠ both	 ﾠ to	 ﾠ compute	 ﾠ the	 ﾠ (m-ﾭ‐1)-ﾭ‐dimension	 ﾠ cumulative	 ﾠ arising	 ﾠ in	 ﾠ the	 ﾠ discussion	 ﾠ that	 ﾠ follows	 ﾠ
equation	 ﾠ(15)	 ﾠ(ghk(t,x,V))	 ﾠas	 ﾠwell	 ﾠas	 ﾠto	 ﾠsimulate	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠbased	 ﾠon	 ﾠfully	 ﾠnumerical	 ﾠmethods	 ﾠ
appealing	 ﾠto	 ﾠthe	 ﾠm-ﾭ‐dimension	 ﾠcumulative	 ﾠ	 ﾠ(ghk(t,x,V,d1,d2)).	 ﾠ
	 ﾠ Use	 ﾠof	 ﾠghk(...)	 ﾠrequires	 ﾠspecification	 ﾠof	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠsimulation	 ﾠpoints	 ﾠ(t).	 ﾠ	 ﾠTo	 ﾠassess	 ﾠhow	 ﾠthis	 ﾠ
choice	 ﾠaffects	 ﾠcomputational	 ﾠperformance,	 ﾠthree	 ﾠsets	 ﾠof	 ﾠresults	 ﾠare	 ﾠobtained	 ﾠcorresponding	 ﾠto	 ﾠt=100,	 ﾠ
t=1,000,	 ﾠ and	 ﾠ t=10,000.	 ﾠ 	 ﾠ Computational	 ﾠ time	 ﾠ and	 ﾠ accuracy	 ﾠ should	 ﾠ both	 ﾠ increase	 ﾠ in	 ﾠ t.	 ﾠ 	 ﾠ Results	 ﾠ are	 ﾠ
obtained	 ﾠhere	 ﾠfor	 ﾠ
!
"! #$%$& { }	 ﾠusing	 ﾠa	 ﾠsimple	 ﾠcovariate	 ﾠspecification	 ﾠwhere	 ﾠx	 ﾠis	 ﾠa	 ﾠscalar	 ﾠequal	 ﾠto	 ﾠone.	 ﾠ	 ﾠ
For	 ﾠeach	 ﾠm,	 ﾠone	 ﾠset	 ﾠof	 ﾠillustrative	 ﾠvalues	 ﾠis	 ﾠchosen	 ﾠfor	 ﾠB	 ﾠand	 ﾠR;	 ﾠthese	 ﾠare	 ﾠdetailed	 ﾠin	 ﾠTable	 ﾠ2.	 ﾠ	 ﾠ
	 ﾠ The	 ﾠresults	 ﾠof	 ﾠthe	 ﾠsimulation	 ﾠexercise	 ﾠare	 ﾠpresented	 ﾠin	 ﾠTables	 ﾠ3-ﾭ‐5.
22	 ﾠ	 ﾠFor	 ﾠeach	 ﾠt,	 ﾠthe	 ﾠtables	 ﾠshow	 ﾠ
the	 ﾠsimulated	 ﾠorthant	 ﾠprobabilities	 ﾠas	 ﾠwell	 ﾠas	 ﾠthe	 ﾠanalytical	 ﾠand	 ﾠthe	 ﾠfully	 ﾠnumerical	 ﾠmarginal	 ﾠeffects.	 ﾠ	 ﾠ
While	 ﾠobvious,	 ﾠit	 ﾠis	 ﾠuseful	 ﾠto	 ﾠnote	 ﾠat	 ﾠthis	 ﾠpoint	 ﾠthat	 ﾠ
	 ﾠ
	 ﾠ
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 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ (39)	 ﾠ
	 ﾠ
	 ﾠ
i.e.	 ﾠthe	 ﾠnet	 ﾠeffect	 ﾠof	 ﾠa	 ﾠchange	 ﾠin	 ﾠx	 ﾠon	 ﾠall	 ﾠthe	 ﾠorthant	 ﾠprobabilities	 ﾠis	 ﾠzero.	 ﾠ	 ﾠAs	 ﾠsuch,	 ﾠit	 ﾠshould	 ﾠbe	 ﾠfound	 ﾠ
empirically	 ﾠthat	 ﾠthe	 ﾠsum	 ﾠacross	 ﾠall	 ﾠorthants	 ﾠof	 ﾠthe	 ﾠprobabilities	 ﾠshould	 ﾠequal	 ﾠone	 ﾠwhile	 ﾠthe	 ﾠsum	 ﾠof	 ﾠthe	 ﾠ
marginal	 ﾠeffects	 ﾠacross	 ﾠall	 ﾠorthants	 ﾠshould	 ﾠequal	 ﾠzero.	 ﾠ	 ﾠHow	 ﾠthe	 ﾠsimulated	 ﾠresults	 ﾠcompare	 ﾠwith	 ﾠthese	 ﾠ
benchmarks	 ﾠis	 ﾠone	 ﾠindication	 ﾠof	 ﾠthe	 ﾠaccuracy	 ﾠof	 ﾠthe	 ﾠdifferent	 ﾠcomputational	 ﾠapproaches.	 ﾠ	 ﾠSince	 ﾠfor	 ﾠm=3	 ﾠ
only	 ﾠreference	 ﾠto	 ﾠa	 ﾠbivariate	 ﾠnormal	 ﾠcumulative	 ﾠis	 ﾠrequired	 ﾠto	 ﾠcompute	 ﾠthe	 ﾠanalytical	 ﾠmarginal	 ﾠeffects,	 ﾠ
table	 ﾠ3	 ﾠalso	 ﾠshows	 ﾠthe	 ﾠresults	 ﾠwhere	 ﾠStata's	 ﾠcanned	 ﾠbivariate	 ﾠnormal	 ﾠcumulative	 ﾠfunction	 ﾠbinormal(...)	 ﾠis	 ﾠ
used	 ﾠinstead	 ﾠof	 ﾠthe	 ﾠghk(...)	 ﾠprobability	 ﾠsimulator.	 ﾠ
	 ﾠ It	 ﾠ is	 ﾠ not	 ﾠ surprising	 ﾠ to	 ﾠ observe	 ﾠ in	 ﾠ the	 ﾠ tables	 ﾠ that	 ﾠ as	 ﾠ t	 ﾠ increases	 ﾠ the	 ﾠ sum	 ﾠ across	 ﾠ p	 ﾠ of	 ﾠ the	 ﾠ
probabilities	 ﾠapproaches	 ﾠone	 ﾠand	 ﾠthat	 ﾠthe	 ﾠsum	 ﾠof	 ﾠthe	 ﾠmarginal	 ﾠeffects	 ﾠacross	 ﾠp	 ﾠapproaches	 ﾠzero	 ﾠfor	 ﾠeach	 ﾠ
                                             
22	 ﾠIn	 ﾠthe	 ﾠinterest	 ﾠof	 ﾠspace,	 ﾠonly	 ﾠthe	 ﾠsummaries	 ﾠare	 ﾠshown	 ﾠfor	 ﾠm=8.	 ﾠ	 ﾠThe	 ﾠfull	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠ256	 ﾠmarginal	 ﾠ
effects	 ﾠare	 ﾠavailable	 ﾠon	 ﾠrequest.	 ﾠ	 ﾠ 19	 ﾠ
!
"! #$%$& { }.	 ﾠ	 ﾠNoteworthy	 ﾠis	 ﾠthat	 ﾠthe	 ﾠsum	 ﾠacross	 ﾠp	 ﾠof	 ﾠthe	 ﾠanalytical	 ﾠmarginal	 ﾠeffects	 ﾠapproaches	 ﾠzero	 ﾠ
more	 ﾠrapidly	 ﾠthan	 ﾠdoes	 ﾠthe	 ﾠsum	 ﾠof	 ﾠthe	 ﾠfully	 ﾠsimulated	 ﾠderivatives.	 ﾠ	 ﾠIn	 ﾠmost	 ﾠcases,	 ﾠhowever,	 ﾠthe	 ﾠmarginal	 ﾠ
effects	 ﾠfor	 ﾠj=1,...,m	 ﾠare	 ﾠfor	 ﾠpractical	 ﾠpurposes	 ﾠquite	 ﾠsimilar	 ﾠbetween	 ﾠmethods	 ﾠand	 ﾠacross	 ﾠt.	 ﾠ
	 ﾠ Computation	 ﾠtimes	 ﾠare	 ﾠreported	 ﾠin	 ﾠTable	 ﾠ6.
23	 ﾠ	 ﾠThe	 ﾠ"xb"	 ﾠare	 ﾠgenerated	 ﾠas	 ﾠU(0,1)	 ﾠvariates.	 ﾠ	 ﾠFor	 ﾠ
concreteness,	 ﾠthis	 ﾠexercise	 ﾠuses	 ﾠsample	 ﾠsizes	 ﾠin	 ﾠthe	 ﾠneighborhood	 ﾠof	 ﾠthose	 ﾠcommonly	 ﾠencountered	 ﾠin	 ﾠ
applied	 ﾠmicroeconometric	 ﾠanalysis	 ﾠ(N=5,000	 ﾠand	 ﾠN=10,000).	 ﾠ	 ﾠAt	 ﾠeach	 ﾠm,	 ﾠt,	 ﾠand	 ﾠN	 ﾠthe	 ﾠcomputation	 ﾠtime	 ﾠ
differences	 ﾠbetween	 ﾠthe	 ﾠanalytical	 ﾠand	 ﾠfully	 ﾠnumerical	 ﾠapproaches	 ﾠare	 ﾠparticularly	 ﾠstriking,	 ﾠranging	 ﾠfrom	 ﾠ
approximately	 ﾠfour-ﾭ‐fold	 ﾠfor	 ﾠm=3	 ﾠand	 ﾠm=4	 ﾠto	 ﾠroughly	 ﾠtwenty-ﾭ‐fold	 ﾠat	 ﾠm=8.	 ﾠ
	 ﾠ
10.	 ﾠSummary	 ﾠ
	 ﾠ This	 ﾠ paper	 ﾠ has	 ﾠ derived	 ﾠ the	 ﾠ marginal	 ﾠ effects	 ﾠ for	 ﾠ multivariate	 ﾠ probit	 ﾠ models	 ﾠ of	 ﾠ arbitrary	 ﾠ
dimension	 ﾠm!2,	 ﾠthus	 ﾠgeneralizing	 ﾠa	 ﾠresult	 ﾠobtained	 ﾠby	 ﾠGreene,	 ﾠ1996,	 ﾠ1998,	 ﾠfor	 ﾠthe	 ﾠbivariate	 ﾠprobit	 ﾠ
case,	 ﾠand	 ﾠhas	 ﾠextended	 ﾠthese	 ﾠresults	 ﾠto	 ﾠrelated	 ﾠcontexts	 ﾠof	 ﾠinterest	 ﾠin	 ﾠsections	 ﾠ4-ﾭ‐8.	 ﾠ	 ﾠThe	 ﾠformulae	 ﾠfor	 ﾠ
these	 ﾠ marginal	 ﾠ effects	 ﾠ are	 ﾠ straightforward	 ﾠ to	 ﾠ program	 ﾠ using	 ﾠ Stata's	 ﾠ Mata	 ﾠ language	 ﾠ and	 ﾠ its	 ﾠ ghk(...)	 ﾠ
procedure.	 ﾠ	 ﾠBeyond	 ﾠelucidating	 ﾠthe	 ﾠmechanics	 ﾠof	 ﾠthese	 ﾠmarginal	 ﾠeffects,	 ﾠone	 ﾠobvious	 ﾠadvantage	 ﾠof	 ﾠthe	 ﾠ
analytical	 ﾠ results	 ﾠ obtained	 ﾠ here	 ﾠ is	 ﾠ that	 ﾠ they	 ﾠ reduce	 ﾠ the	 ﾠ dimension	 ﾠ of	 ﾠ the	 ﾠ multinormal	 ﾠ numerical	 ﾠ
simulation	 ﾠrelative	 ﾠto	 ﾠwhat	 ﾠis	 ﾠrequired	 ﾠto	 ﾠobtain	 ﾠfully	 ﾠnumerical	 ﾠderivatives.
24	 ﾠ	 ﾠThe	 ﾠnumerical	 ﾠresults	 ﾠ
presented	 ﾠin	 ﾠsection	 ﾠ9	 ﾠshow	 ﾠthat	 ﾠuse	 ﾠof	 ﾠthe	 ﾠanalytical	 ﾠformulae	 ﾠversus	 ﾠfully	 ﾠnumerical	 ﾠderivatives	 ﾠresults	 ﾠ
in	 ﾠboth	 ﾠa	 ﾠreduction	 ﾠin	 ﾠcomputational	 ﾠtime	 ﾠas	 ﾠwell	 ﾠas	 ﾠan	 ﾠincrease	 ﾠin	 ﾠsome	 ﾠdimensions	 ﾠof	 ﾠaccuracy.	 ﾠ
	 ﾠ The	 ﾠ paper	 ﾠ has	 ﾠ not	 ﾠ addressed	 ﾠ issues	 ﾠ regarding	 ﾠ sampling	 ﾠ variation	 ﾠ in	 ﾠ the	 ﾠ estimates	 ﾠ of	 ﾠ the	 ﾠ
marginal	 ﾠeffects	 ﾠand	 ﾠcorresponding	 ﾠinference	 ﾠconsiderations.	 ﾠ	 ﾠIt	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠthe	 ﾠresults	 ﾠderived	 ﾠhere	 ﾠ
point	 ﾠthe	 ﾠway	 ﾠto	 ﾠthe	 ﾠderivation	 ﾠof	 ﾠa	 ﾠ!!""#$%&'	 ﾠestimator	 ﾠof	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠestimated	 ﾠmarginal	 ﾠ
effects,	 ﾠbut	 ﾠthe	 ﾠalgebra	 ﾠwould	 ﾠbe	 ﾠquite	 ﾠmessy.	 ﾠ	 ﾠIf	 ﾠcomputational	 ﾠpower	 ﾠis	 ﾠadequate,	 ﾠbootstrapping	 ﾠ
would	 ﾠprovide	 ﾠa	 ﾠfar	 ﾠmore	 ﾠstraightforward	 ﾠapproach	 ﾠeven	 ﾠthough	 ﾠthe	 ﾠresults	 ﾠin	 ﾠTable	 ﾠ6	 ﾠsuggest	 ﾠthat	 ﾠeven	 ﾠ
under	 ﾠbest-ﾭ‐case	 ﾠcircumstances	 ﾠand	 ﾠfor	 ﾠa	 ﾠmodest	 ﾠnumber	 ﾠof	 ﾠbootstrap	 ﾠreplications	 ﾠsuch	 ﾠexercises	 ﾠwill	 ﾠ
likely	 ﾠbe	 ﾠtime-ﾭ‐intensive.	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ
                                             
23	 ﾠThe	 ﾠexercises	 ﾠare	 ﾠconducted	 ﾠusing	 ﾠMata	 ﾠv.10	 ﾠon	 ﾠa	 ﾠMacBook	 ﾠPro	 ﾠnotebook	 ﾠcomputer	 ﾠrunning	 ﾠMac	 ﾠOS	 ﾠX	 ﾠ
v.10.6.4	 ﾠwith	 ﾠa	 ﾠ2.4	 ﾠGHz	 ﾠIntel	 ﾠCore	 ﾠ2	 ﾠDuo	 ﾠprocessor	 ﾠand	 ﾠ8	 ﾠGB	 ﾠof	 ﾠ1067	 ﾠMHz	 ﾠDDR3	 ﾠmemory.	 ﾠ	 ﾠ	 ﾠ
24	 ﾠSee	 ﾠHuguenin	 ﾠet	 ﾠal.,	 ﾠ2009,	 ﾠfor	 ﾠa	 ﾠdiscussion	 ﾠof	 ﾠother	 ﾠconsiderations	 ﾠthat	 ﾠarise	 ﾠin	 ﾠestimation	 ﾠof	 ﾠMVP	 ﾠ
models	 ﾠwherein	 ﾠdimension	 ﾠreduction	 ﾠis	 ﾠa	 ﾠprimary	 ﾠconsideration.	 ﾠ	 ﾠ 20	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 ﾠ -ﾭ‐9.57E-ﾭ‐06	 ﾠ -ﾭ‐9.56E-ﾭ‐06	 ﾠ -ﾭ‐9.56E-ﾭ‐06	 ﾠ -ﾭ‐9.66E-ﾭ‐06	 ﾠ -ﾭ‐9.92E-ﾭ‐06	 ﾠ -ﾭ‐9.74E-ﾭ‐06	 ﾠ
(1,1,1,1)	 ﾠ 1.22E-ﾭ‐06	 ﾠ 1.22E-ﾭ‐06	 ﾠ 1.22E-ﾭ‐06	 ﾠ -ﾭ‐2.28E-ﾭ‐05	 ﾠ -ﾭ‐2.27E-ﾭ‐05	 ﾠ -ﾭ‐2.27E-ﾭ‐05	 ﾠ -ﾭ‐2.26E-ﾭ‐05	 ﾠ -ﾭ‐2.27E-ﾭ‐05	 ﾠ -ﾭ‐2.27E-ﾭ‐05	 ﾠ
Sum	 ﾠ .998691	 ﾠ 	 ﾠ.998875	 ﾠ .999516	 ﾠ 	 ﾠ3.20E-ﾭ‐17	 ﾠ -ﾭ‐1.09E-ﾭ‐17	 ﾠ 	 ﾠ1.58E-ﾭ‐17	 ﾠ -ﾭ‐.003702	 ﾠ -ﾭ‐.000359	 ﾠ 	 ﾠ-ﾭ‐.000317	 ﾠ
	 ﾠ
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 ﾠ	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Table	 ﾠ5	 ﾠ
Simulation	 ﾠResults,	 ﾠSummary:	 ﾠm=8	 ﾠ
	 ﾠ
	 ﾠ
Probabilities:	 ﾠGHK	 ﾠt=	 ﾠ
Marginal	 ﾠEffects	 ﾠ
Analytical:	 ﾠGHK	 ﾠt=	 ﾠ Numerical:	 ﾠGHK	 ﾠt=	 ﾠ
100	 ﾠ 1,000	 ﾠ 10,000	 ﾠ 100	 ﾠ 1,000	 ﾠ 10,000	 ﾠ 100	 ﾠ 1,000	 ﾠ 10,000	 ﾠ
Sum	 ﾠ .995138	 ﾠ 	 ﾠ	 ﾠ.999038	 ﾠ 	 ﾠ	 ﾠ.999388	 ﾠ 	 ﾠ2.48E-ﾭ‐16	 ﾠ 	 ﾠ	 ﾠ-ﾭ‐2.86E-ﾭ‐16	 ﾠ 	 ﾠ	 ﾠ-ﾭ‐5.17E-ﾭ‐17	 ﾠ .079133	 ﾠ 	 ﾠ	 ﾠ.002651	 ﾠ 	 ﾠ	 ﾠ-ﾭ‐.000259	 ﾠ
	 ﾠ
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 ﾠ	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 ﾠ
Table	 ﾠ6	 ﾠ
Computational	 ﾠTime	 ﾠfor	 ﾠPartial	 ﾠDerivatives,	 ﾠSamples	 ﾠof	 ﾠSize	 ﾠN	 ﾠ(in	 ﾠSeconds):	 ﾠ
The	 ﾠAnalytical	 ﾠMarginal	 ﾠEffects	 ﾠare	 ﾠcomputed	 ﾠusing	 ﾠghk(t,xb,r)	 ﾠwith	 ﾠxb	 ﾠ1x(m-ﾭ‐1)	 ﾠand	 ﾠR	 ﾠ(m-ﾭ‐1)x(m-ﾭ‐1);	 ﾠ
the	 ﾠNumerical	 ﾠMarginal	 ﾠEffects	 ﾠare	 ﾠcomputed	 ﾠusing	 ﾠghk(t,xb,r,d1,d2)	 ﾠwith	 ﾠxb	 ﾠand	 ﾠd1	 ﾠ1xm,	 ﾠR	 ﾠmxm,	 ﾠand	 ﾠd2	 ﾠ1x(.5*m*(m-ﾭ‐1)).	 ﾠ
(In	 ﾠall	 ﾠcases	 ﾠthe	 ﾠxb	 ﾠare	 ﾠgenerated	 ﾠas	 ﾠthe	 ﾠsuccessive	 ﾠrows	 ﾠfrom	 ﾠa	 ﾠuniform(N,m)	 ﾠmatrix	 ﾠdefined	 ﾠin	 ﾠMata)	 ﾠ
	 ﾠ
m	 ﾠ N	 ﾠ
Marginal	 ﾠEffects	 ﾠ
Analytical:	 ﾠGHK	 ﾠt=	 ﾠ Numerical:	 ﾠGHK	 ﾠt=	 ﾠ
100	 ﾠ 1,000	 ﾠ 10,000	 ﾠ 100	 ﾠ 1,000	 ﾠ 10,000	 ﾠ
3	 ﾠ
5,000	 ﾠ .434	 ﾠ 2.28	 ﾠ 21.2	 ﾠ 1.59	 ﾠ 8.53	 ﾠ 76.5	 ﾠ
10,000	 ﾠ .729	 ﾠ 4.63	 ﾠ 43.0	 ﾠ 3.15	 ﾠ 16.8	 ﾠ 154	 ﾠ
4	 ﾠ
5,000	 ﾠ .538	 ﾠ 3.95	 ﾠ 37.3	 ﾠ 2.61	 ﾠ 15.6	 ﾠ 144	 ﾠ
10,000	 ﾠ 1.09	 ﾠ 7.73	 ﾠ 77.8	 ﾠ 5.07	 ﾠ 31.4	 ﾠ 293	 ﾠ
8	 ﾠ
5,000	 ﾠ 1.19	 ﾠ 10.5	 ﾠ 112	 ﾠ 23.2	 ﾠ 194	 ﾠ 2,145	 ﾠ
10,000	 ﾠ 2.34	 ﾠ 19.6	 ﾠ 217	 ﾠ 46.1	 ﾠ 373	 ﾠ 3,930	 ﾠ
	 ﾠ
	 ﾠ