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Abstract
We consider the system
ut = ∆u+ vp, vt =∆v, x ∈RN+ , t > 0,
− ∂u
∂x1
= 0, − ∂v
∂x1
= uq , x1 = 0, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈RN+ ,
where RN+ = {(x1, x′): x′ ∈ RN−1, x1 > 0}, p,q are positive numbers, and functions u0, v0 in the
initial conditions are nonnegative and bounded. We show that nonnegative solutions are unique if
pq  1. We also find a nontrivial nonnegative solution with vanishing initial values when pq < 1.
 2004 Elsevier Inc. All rights reserved.
Keywords: Parabolic system; Uniqueness
1. Introduction
In this paper we study the uniqueness of nonnegative classical solutions of the system
ut = ∆u+ vp, vt = ∆v, x ∈ RN+ , t > 0,
− ∂u
∂x1
= 0, − ∂v
∂x1
= uq, x1 = 0, t > 0,
u(x,0)= u0(x), v(x,0) = v0(x), x ∈ RN+ , (1.1)
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nonnegative bounded functions satisfying the compatibility conditions
−∂u0
∂x1
= 0 and − ∂v0
∂x1
= uq0 at x1 = 0.
In order to motivate our results, we recall a paper by Fujita and Watanabe [9], in which
they studied the Cauchy–Dirichlet problem
ut − u = up, x ∈ Ω, t > 0,
u(x,0)= u0(x), x ∈ Ω,
u(x, t) = 0, x ∈ ∂Ω, t  0, (1.2)
where p > 0, u0 is a continuous, nonnegative and bounded real function, and Ω is a
bounded domain in RN (N  1) with smooth boundary ∂Ω . They showed that unique-
ness fails when p < 1.
Analogous results for systems were obtained by Escobedo and Herrero. In [5] they
investigated the initial value problem for a weakly coupled system on the whole space
ut = ∆u+ vp, vt = ∆v + uq, x ∈ RN, t > 0,
u(x,0)= u0(x), v(x,0) = v0(x), x ∈ RN, (1.3)
with N  1, p > 0, q > 0, and where u0 and v0 are nonnegative, continuous, and bounded
real functions. They showed that solutions of (1.3) are unique if pq  1 or if one of the
initial functions u0, v0 is different from zero. They also characterized the whole set of
solutions emanating from the initial value (u0, v0) = (0,0) when 0 < pq < 1. In this case,
the set of nontrivial nonnegative solutions of (1.3) is given by
u(·, t; s) = c1(t − s)α1+ , v(·, t; s) = c2(t − s)β1+ ,
where (r)+ = max{r,0}, s  0,
α1 = p + 11 − pq , β1 =
q + 1
1 − pq ,
and c1, c2 depend on p and q only.
In [6] they proved the corresponding result for the bounded domain version of the prob-
lem (1.3). Let Ω be a bounded domain in RN (N  1) with smooth boundary ∂Ω . They
considered the following Cauchy–Dirichlet problem
ut −∆u = vp, x ∈ Ω, t > 0,
vt −∆v = uq, x ∈ Ω, t > 0,
u = v = 0, x ∈ ∂Ω, t  0,
u(x,0)= u0(x), v(x,0) = v0(x), x ∈ Ω, (1.4)
where p > 0, q > 0, and u0, v0 are nonnegative, continuous, and bounded real func-
tions. They showed again that solutions of (1.4) are unique if pq  1 or if the initial
data u0, v0 are nontrivial, and they also characterized the set of solutions with zero ini-
tial value (u0, v0) = (0,0) when pq < 1. In the latter case, the set of nonnegative solutions
of (1.4) consists of
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(ii) a solution U(x, t), V (x, t) such that U(x, t) > 0 and V (x, t) > 0 for any x ∈ Ω
and t > 0,
(iii) a monoparametric family Us(x, t), Vs(x, t), where Us(x, t) = U(x, (t−s)+), Vs(x, t)
= V (x, (t − s)+), s > 0, and (r)+ = max{r,0}.
A nonuniqueness result is obtained by Deng et al. in [4] where they studied the system
ut = ∆u, vt = ∆v, x ∈ RN+ , t > 0,
− ∂u
∂x1
= vp, − ∂v
∂x1
= uq, x1 = 0, t > 0,
u(x,0)= u0(x), v(x,0) = v0(x), x ∈ RN+ , (1.5)
with N  1, p > 0, q > 0, and u0, v0 being nonnegative, smooth, and bounded functions
satisfying the compatibility condition. Their results solve the questions of global existence
mainly, nevertheless in the dimension N = 1 they also constructed a nontrivial solution
with zero initial data if pq < 1.
Wang et al. showed in [12] besides the blow-up estimates also the uniqueness of the
trivial solution of (1.5) in the case pq  1 with trivial initial data (u0, v0) ≡ (0,0), and Lin
generalized this result for the corresponding system of n equations in [11].
The uniqueness result for (1.5) is completed in [10]. It has the same form as in [5]
for (1.3). The solutions are unique if pq  1 or if (u0, v0) is nontrivial. In the case of zero
initial data and pq < 1, the set of nonnegative nontrivial solutions is given by the family
u(·, t; s) = (t − s)α2+ f (y),
v(·, t; s) = (t − s)β2+ g(y),
y =
{ x1√
t−s if t > s,
0 otherwise,
where (r)+ = max{r,0}, s  0,
α2 = 1 + p2(1 − pq) =
α1
2
, β2 = 1 + q2(1 − pq) =
β1
2
,
and (f, g) is a positive solution of the corresponding initial value problem
f ′′(y)+ y
2
f ′(y)− α2f (y) = 0,
g′′(y)+ y
2
g′(y)− β2g(y) = 0 for y > 0,
f ′(0) = −gp(0),
g′(0) = −f q(0), (1.6)
that decays to (0,0) as y → ∞ and was originally found in [4].
The bounded domain version of the problem (1.5) was discussed by Cortazar et al. In [3]
they considered the system
ut = ∆u, vt = ∆v in Ω × (0, T ),
∂u
∂ν
= vp, ∂v
∂ν
= uq on ∂Ω × (0, T ),
u(x,0)= u0(x), v(x,0) = v0(x) in Ω, (1.7)
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∂Ω . Their result for (1.7) takes the same form as in [6] for (1.4).
The system (1.1) is “intermediate” between the problems (1.3) and (1.5). It is coupled
in nonlinear source terms, one of which is in a heat equation (as in (1.3)) while the other is
in a boundary condition (as in (1.5)). This “nonsymmetry” distinguishes (1.1) from (1.3)
as well as from (1.5) where both components of the solution play the same role. Fila and
Levine studied the large time behavior of nonnegative solutions of (1.1) in [7]. They proved
that if pq  1, every nonnegative solution is global. Set, when pq > 1,
α3 = p + 22(pq − 1) , β3 =
2q + 1
2(pq − 1) .
They showed that if max(α3, β3) > N/2 or if max(α3, β3) = N/2 and p,q  1, then all
nontrivial nonnegative solutions are nonglobal; if max(α3, β3) < N/2, there exist both
global and nonglobal nonnegative solutions. Chlebík and Fila derived an estimate of the
blow-up rate for (1.1) in [2]. In order to prove that the estimate is optimal, they also
constructed a backward self-similar solution of (1.1) with the corresponding blow-up rate
when N = 1.
In Section 2 we prove uniqueness when pq  1 while in Section 3 we find a nontrivial
nonnegative solution in the case pq < 1 with trivial initial data. The proof of uniqueness
adapts the arguments from [5], despite both the lack of “symmetry” in the coupling and
the differences in the variations of constants formulae for solutions of (1.1) and (1.3).
The construction of the forward self-similar solution emanating from the zero solution
differs from [4], since the system of ordinary differential equations that we need to solve
is nonlinear in the present case (cf. (3.2) and (1.6)). The backward self-similar solution
from [2] is constructed differently as well. Because of the lack of “symmetry,” we have not
been able so far to show uniqueness if pq < 1 and the initial data are nontrivial, although
we expect it to hold.
2. Uniqueness
Similarly as in [7], we denote
GN(x, y; t)= (4πt)−N/2 exp
(
−|x − y|
2
4t
)
,
HN(x, y; t)= GN(x, y; t)+GN(x,−y; t),
H1(x1, y1; t) = 12 (πt)
−1/2
(
exp
(
−|x1 − y1|
2
4t
)
+ exp
(
−|x1 + y1|
2
4t
))
,
R(x1, t) = H1(x1,0; t) = (πt)−1/2 exp
(
−x
2
1
4t
)
for t > 0, x, y ∈ RN , x1, y1 ∈ R, x ′, y ′ ∈ RN−1, and x = (x1, x ′), y = (y1, y ′). We use
these functions to define several operators for w ∈ L1 (RN+), namelyloc
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∫
RN
GN(x, y; t)w(y) dy,
SN−1(t)w(x1, x ′) =
∫
RN−1
GN−1(x ′, y ′; t)w(x1, y ′) dy ′,
T (t)w(x) =
∫
R+
H1(x1, y1; t)w(y1, x ′) dy1,
R(t)w(x) = R(x1, t)SN−1(t)w(0, x ′).
These integral operators allow us to write the variation of constants formulae for solu-
tions of (1.1),
u(x, t) = T (t)SN−1(t)u0(x)+
t∫
0
T (t − η)SN−1(t − η)vp(x, η) dη, (2.1a)
v(x, t) = T (t)SN−1(t)v0(x)+
t∫
0
R(t − η)uq(x, η) dη. (2.1b)
It is possible to prove the local (in time) existence of the solution for given L∞ initial values
using (2.1) and the contraction mapping principle. Since the solution does not have to exist
globally in this case (see [7]), we define a strip ST = RN+ × (0, T ) for any 0 < T ∞.
We point out several useful relationships. One can easily check that for w ∈ L1loc(RN+),
s, t > 0, the equalities
T (t)SN−1(t)w = SN−1(t)T (t)w,
SN−1(t)SN−1(s)w = SN−1(t + s)w
hold. We use them later without referring as well as Jensen’s inequality in the following
two forms:
if r  1 then
( t∫
0
f (s) ds
)r
 tr−1
t∫
0
f r(s) ds,
if r  1 then
t∫
0
f r(s) ds  t1−r
( t∫
0
f (s) ds
)r
.
We prove the following
Theorem 2.1. If (u, v) and (u¯, v¯) are two solutions of the problem (1.1) with pq  1 in
some strip ST , then (u, v) = (u¯, v¯) in ST .
Proof. We omit the standard argument when both nonlinearities are Lipschitz continuous,
i.e., p,q  1 (cf. Preliminaries in [6]). However, we have to discuss both cases p < 1,
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ing p and q . Nevertheless, the argument from the proof of Lemma 2 in [5] can be adapted
to both situations.
(a) We start with the case p < 1. Let τ ∈ (0, T ) be an arbitrary time and let 0  s 
η  t  τ be always ordered this way in further discussion. We fix (x, η) ∈ Sτ and define
a functional g(·)(x, η) :L∞(Sτ ) → R,
g(w)(x, η) = T (η)SN−1(η)v0(x)+
η∫
0
R(η − s)wq(x, s) ds,
f (ξ) = ξp, ξ > 0,
so that we obtain by the mean value theorem for f ◦ g,
V (x,η)= (vp − v¯p)(x, η)= (g(u)(x, η))p − (g(u¯)(x, η))p
= pq(g(w)(x, η))p−1
η∫
0
R(η − s)(wq−1(u− u¯))(x, s) ds (2.2)
for some w between u and u¯. More precisely, we write
w(·, s) = ρ(x, η)u(·, s)+ (1 − ρ(x, η))u¯(·, s),
where 0 < ρ(x,η) < 1. We also define F(t) = sup{‖(u − u¯)(·, η)‖∞: η ∈ [0, t]}, and by
Hölder’s inequality we derive (since 1/q  p < 1)
∣∣V (x,η)∣∣ pqF(η)
( η∫
0
R(η − s)wq(x, s) ds
)p−1 η∫
0
R(η − s)wq−1(x, s) ds
 pqF(η)
(
21/qπ−1/(2q)η1/(2q)
)( η∫
0
R(η − s)wq(x, s) ds
)p−1+1−1/q
 pq2pπ−p/2Upq−1F(η)ηp/2, (2.3)
where U is the upper bound of w in RN+ × [0, τ ]. Hence, applying the solution formu-
lae (2.1), we obtain for any x ∈ RN+ , η ∈ [0, t],
|u− u¯|(x, η)
η∫
0
T (η − s)SN−1(η − s)
∣∣V (x, s)∣∣ds
 pq2pπ−p/2Upq−1F(η)
η∫
0
sp/2 ds Kt(2+p)/2F(t), (2.4)
where the constant K depends on p,q , and on the bounds of u and u¯ in RN+ × [0, τ ].
The supremum property implies F(t)  Kt(2+p)/2F(t) on [0, τ ], and thus F(t) = 0 for
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u = u¯ in RN+ × [0, τ ]. The equality v = v¯ follows consequently from (2.1).
(b) The case q < 1 is dealt with in a slightly different manner. We set
F(t) = sup{∥∥(v − v¯)(·, η)∥∥∞: 0 η t}, t  0,
g(z)(x, η) = T (η)SN−1(η)u0(x)+
η∫
0
T (η − s)SN−1(η − s)zp(x, s) ds
for z ∈ L∞(Sτ ),
f (ξ) = ξq, ξ > 0,
so that we arrive by the mean value theorem and Hölder’s inequality (since 1/p  q < 1)
at ∣∣U(x,η)∣∣= ∣∣(g(v)(x, η))q − (g(v¯)(x, η))q ∣∣
 pqF(η)
(
g(z)(x, η)
)q−1( η∫
0
T (η − s)SN−1(η − s)zp−1(x, s) ds
)
 pqV pq−1F(η)ηq, (2.5)
where z(·, s) = ρ(x, η)v(·, s) + (1 − ρ(x, η))v¯(·, s), 0 < ρ(x,η) < 1 and V is its upper
bound on RN+ × [0, τ ]. Thus the difference of solutions in the v component is bounded
above by
|v − v¯|(x, η)
η∫
0
R(η − s)∣∣U(x, s)∣∣ds  pqV pq−1F(η)
η∫
0
R(η − s)sq ds
 Lt1/2+qF (t) (2.6)
for all x ∈RN+ , η ∈ [0, t]. We complete the proof by the same final argument as earlier. 
3. Nonuniqueness
Theorem 3.1. There exists a nontrivial nonnegative solution (u, v) of the problem (1.1)
with pq < 1 and trivial initial data.
Let us first study the one dimensional problem:
ut = uxx + vp, vt = vxx, x > 0, t > 0,
−ux = 0, −vx = uq, x = 0, t > 0,
u(x,0)= u0  0, v(x,0) = v0  0, x > 0. (3.1)
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if pq < 1. We set
α = −α3 = 2 + p2(1 −pq) > 1, β = −β3 =
1 + 2q
2(1 − pq) >
1
2
,
and as in [4], we look for a self-similar solution of the form
u(x, t) = tαf (y), v(x, t) = tβg(y) for y = x√
t
, t > 0,
where (f, g) is a positive solution of the problem
f ′′(y)+ y
2
f ′(y)− αf (y)+ gp(y) = 0,
g′′(y)+ y
2
g′(y)− βg(y) = 0 for y > 0,
f ′(0) = 0,
g′(0) = −f q(0), (3.2)
and where (tαf (y), tβg(y)) converges to (0,0) as t → 0+, i.e., y → ∞. This transforma-
tion can be easily verified.
We argue similarly as in the proof of Lemma 3.1 in [8] (see also Lemma 3.2 in [4]). The
solutions of linear equations
f ′′(y)+ y
2
f ′(y)− αf (y)= 0,
g′′(y)+ y
2
g′(y)− βg(y) = 0 for y > 0 (3.3)
are given by the formulae (cf. [1, 13.1.35–37])
f1(y) = e−y2/4U
(
1
2
+ α, 1
2
,
y2
4
)
, f2(y) = e−y2/4M
(
1
2
+ α, 1
2
,
y2
4
)
,
g1(y) = e−y2/4U
(
1
2
+ β, 1
2
,
y2
4
)
, g2(y)= e−y2/4M
(
1
2
+ β, 1
2
,
y2
4
)
,
where
M(a,b, r)= 1 + a
b
r + · · · + a(a + 1) . . . (a + n − 1)
b(b+ 1) . . . (b + n − 1) r
n + · · · ,
U(a, b, r)= 1
Γ (a)
∞∫
0
e−rt ta−1(1 + t)b−a−1 dt.
We will use following properties of U and M (see [1]) to compute the values of the
solutions of (3.3) and their derivatives at y = 0 as well as their growth rates for y → ∞,
Ur(a, b, r)= −aU(a + 1, b + 1, r), (3.4a)
U
(
a,
1
, r
)
= π
1/2
+O(r1/2) for r → 0, (3.4b)2 Γ (1/2 + a)
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(
a,
3
2
, r
)
= π
1/2
Γ (a)
r−1/2 +O(1) for r → 0, (3.4c)
U(a,b, r)= r−a(1 +O(r−1)) for r → ∞, (3.4d)
Mr(a, b, r)= a
b
M(a + 1, b + 1, r), (3.4e)
M(a,b, r)→ 1 for r → 0, b /∈N, (3.4f)
M(a,b, r)= Γ (b)
Γ (a)
erra−b
(
1 +O(r−1)) for r → ∞. (3.4g)
We look for the solution of (3.2) which fulfills the simplified initial conditions with two
positive parameters F and G,
f (0) = F, f ′(0) = 0,
g(0) = G, g′(0) = −Fq.
The solution of the ordinary initial value problem
g′′(y)+ y
2
g(y)− βg(y) = 0 for y > 0,
g(0) = G, g′(0) = −Fq
is obviously given by
g(y) = Fq Γ (1/2 + β)√
π
g1(y)+
(
G− Fq Γ (1/2 + β)
Γ (1 + β)
)
g2(y).
Now we need to solve the problem
f ′′(y)+ y
2
g(y)− αf (y) = −gp(y) for y > 0,
f (0) = F, f ′(0) = 0.
We look for the solution of the equation in the form
f (y) = d(y)f1(y),
which transforms it into
f1(y)d
′′(y)+
(
2f ′(y)+ y
2
f1(y)
)
d ′(y) = −gp(y), y > 0,
or
ϕ′(y)+
(
2
f ′1(y)
f1(y)
+ y
2
)
ϕ(y) = −g
p(y)
f1(y)
, y > 0,
for ϕ(y) = d ′(y). This equation can be solved explicitly. Its solution is given by
ϕ(y) = C1 −
∫ y
0 e
s2/4f1(s)gp(s) ds
ey
2/4f 2(y)1
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f (y) =
( y∫
0
ϕ(s) ds +C2
)
f1(y).
Since f (0)= C2f1(0)= C2π1/2Γ −1(1 + α), we have to set
C2 = FΓ (1 + α)π−1/2
in order to satisfy f (0)= F . Similarly
f ′(0) = ϕ(y)f1(y)+
( y∫
0
ϕ(s) ds +C2
)
f1(y)f
′
1(y)
∣∣∣∣∣
y→0
= C1Γ (1 + α)
π1/2
− FΓ (1 + α)
Γ (1/2 + α) ,
so we set
C1 = Fπ
1/2
Γ (1/2 + α) .
Thus we found the following solution of (3.2),
f (y) =
( y∫
0
ϕ(s)ds +C2
)
f1(y),
g(y) = Fq Γ (1/2 + β)√
π
g1(y)+
(
G− Fq Γ (1/2 + β)
Γ (1 + β)
)
g2(y), (3.5)
where
ϕ(y) = C1 −
∫ y
0 e
s2/4f1(s)gp(s) ds
ey
2/4f 21 (y)
,
C1 = F
√
π
Γ (1/2 + α) = −Ff
′
1(0), C2 =
FΓ (1 + α)√
π
= Ff−11 (0).
Now we need to choose F and G so that the solution from (3.5) is positive and has the
required growth for y → ∞.
Relation (3.4g) implies that g2(y) grows as y2β , i.e., tβg2(y) does not converge to 0
for t = x2y−2 → 0+. We have to set
G = Fq Γ (1/2 + β)
Γ (1 + β)
in order to cancel the g2 component of the solution g. For convenience we denote ψ(s) =
es
2/4f1(s)gp(s). Obviously, (C1 −
∫ y
0 ψ(s) ds) must stay positive so that f is positive as
well. Furthermore, it has to converge to 0 for y → ∞ so that f has the desired growth. The
integral
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0
ψ(s) ds
= Fpq Γ
p(1/2 + β)√
πp
∞∫
0
e−ps2/4U
(
1
2
+ α, 1
2
,
s2
4
)
Up
(
1
2
+ β, 1
2
,
s2
4
)
ds
is convergent and we can choose F so that C1 =
∫∞
0 ψ(s) ds. Now
f (y)
y2α
→ 0 as y → ∞.
The functions f and g defined in (3.5) with chosen F and G solve (3.2) and (tαf (y),
tβg(y)) converges to (0,0) as t → 0+. Finally, the self-similar functions u(x, t) = tαf (y),
v(x, t) = tβg(y) solve the problem (3.1) with pq < 1 and zero initial condition.
Thus we proved Theorem 3.1 with N = 1.
Proof of Theorem 3.1. The generalization of the one-space dimensional solution for
N > 1 is simple. The nontrivial solution of the problem (1.1) with pq < 1 and trivial
initial data is obviously spatially homogeneous except in the x1 direction,
u(x, t) = tαf
(
x1√
t
)
, v(x, t) = tβg
(
x1√
t
)
, x = (x1, x ′) ∈ RN+ , t > 0,
where f and g are given in (3.5). 
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