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MAXIMUM PRINCIPLES OF MARKOV REGIME-SWITCHING
FORWARD-BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS
WITH JUMPS AND PARTIAL INFORMATION
OLIVIER MENOUKEU-PAMEN
Abstract. This paper presents three versions of maximum principle for a stochastic op-
timal control problem of Markov regime-switching forward-backward stochastic differential
equations with jumps (FBSDEJs). A general sufficient maximum principle for optimal con-
trol for a system driven by a Markov regime-switching forward and backward jump-diffusion
model is developed. After, an equivalent maximum principle is proved. Malliavin calculus is
also employed to derive a general stochastic maximum principle. The latter does not require
concavity of Hamiltonian. Applications of the stochastic maximum principle to non-concave
Hamiltonian and recursive utility maximization is also discussed.
1. Introduction
Optimal control problem for Markovian regime-switching model has received a lot of atten-
tion recently; See, e.g., [7, 8, 16, 24, 26]. One of the reasons for looking at regime switching in
finance for example is that, they enable to capture exogenous macroeconomic cycles against
which asset prices evolve (see [14].) There are two existing approaches to solve stochastic opti-
mal control problem in the literature: The dynamic programing and the stochastic maximum
principle. As for the dynamic programming, the reader may consult [12, 25] and references
therein.
The stochastic maximum principle is a generalization of the Pontryagin maximum principle,
where optimizing a value function is turned into optimizing a functional called Hamiltonian.
The stochastic maximum principle is given in terms of an adjoint equation, which is solution
to a backward stochastic differential equation (BSDE). There is a vast literature on stochastic
maximum principle and the reader may consult [1, 2, 15, 20, 22, 25] for more information. One
of the common application of stochastic maximum principle in finance is the mean-variance
portfolio selection problem, which can be seen as a linear-quadratic problem; See, e.g., [20, 25]
and references therein. Another application of the maximum principle pertains to the utility
maximization (classical and recusirve) or risk minimization; See, e.g., [10, 20, 21].
One of the motivations of this paper is the problem of stochastic differential utility (SDU)
maximization of terminal wealth under Markov switching. The notion of recursive utility (or
SDU) was introduced in [9] as a generalization of standard utility. The cost function of such
utility is given in terms of an intermediate consumption rate and a future utility, therefore it
can be represented as a solution of a backward stochastic differential equation (BSDE). They
are many papers dealing with SDU maximization; See e.g., [10] and references therein.
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Stochastic maximum principle for regime switching models was introduced in [7, 8] for
Markov regime-switching diffusion systems and extended in [26] for Markov regime-switching
jump-diffusion systems. In both cases, the authors developed a sufficient stochastic maximum
principle. However, when solving the sufficient maximum principle, one of the main assump-
tion is the concavity. Furthermore, in many applications, the concavity assumption may be
violated. In [16], the authors prove a weak sufficient and necessary maximum principle (that
does not require concavity assumption) for Markov regime-switching diffusion systems. In
this paper, we are able to solve an optimal control problem with non concave utility function
for Markov regime-switching jumps-diffusion based on Malliavin calculus.
This paper discusses a partial information stochastic maximum principle for optimal control
of forward backward stochastic differential equation (FBSDE) driven by Markov regime-
switching jump-diffusion process. We first prove a general sufficient maximum for optimal
control with partial information (Theorem 3.1). This can be seen as a generalization of
[26, Theorem 3.1] to the FBSDE setting, and of [21, Theorem 2.3] to the regime-switching
setting. Second, we prove a version of a stochastic maximum principle which does not require
concavity condition. The latter version can be seen as an equivalent maximum principle. In
fact, a critical point for the performance functional of a partial information FBSDE problem
is a conditional critical point for the associated Hamiltonian and vice versa. The proof of
such equivalent maximum principle requires the use of some variational equations (compare
with [23, Section 4]). Note that the result obtained in this case is of a local form. This
result is an extension of [21, Theorem 3.1] to the regime-switching setting. One of the main
drawback of the two preceding maximum principles is the use of the adjoint processes which
are defined in terms of backward stochastic differential equation (BSDE). These equations
are usually hard to solve explicitly. The Malliavin calculus approach is then used to overcome
this problem. This approach was introduced in [18] and further developed in [6, 17]. In this
set up, the adjoint processes are replaced by other processes given in terms of the coefficients
of the system and not by a BSDE. Note also that, the concavity condition is not needed in
this approach. Using the Malliavin calculus approach, the results obtained in [16, Example
4.7] can be extended to the jump-diffusion case. The results given here also generalized the
ones derived in [24]. We also show that our result can be applied to a problem stochastic
differential utility (SDU) maximization of terminal wealth under Markov switching.
The paper is organized as follows: In Section 2, the framework for the partial information
control problem is introduced. Section 3 presents a partial information sufficient maximum
principle for forward backward stochastic differential equation (FBSDE) driven by Markov
switching jump-diffusion process. An equivalent maximum principle is also given. In Section
4, we a Malliavin calculus approach to solve the control problem. Section 5 uses the results
obtained to solve a problem of optimal control for Markov switching jump-diffusion model.
A problem of recursive utility maximization with Markovian regime-switching is studied.
2. Framework
This section presents the model and formulates the stochastic control problem in a
continuous-time Markov regime-switching forward-backward stochastic differential equa-
tions with jumps. Here, the model in [26] shall be adopted for the forward Markov
regime-switching jump-diffusion model. Let {B(t)}0≤t≤T be a Brownian motion on the
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filtered probability space (Ω(B),F (B), {F
(B)
t }0≤t≤T , P
(B)), where {FB}0≤t≤T is the P
(B)-
augmented filtration generated by B(t) with F (B) = F
(B)
T . Analogously, let a stochastic ba-
sis (Ω(N˜),F (N˜ ), {F
(N˜ )
t }0≤t≤T , P
(N˜)), associated with the compensated Poisson random mea-
sure N˜(dt,dz) := N(dζ,ds) − ν(dζ) ds. with Le´vy measure ν. and let a stochastic basis
(Ω(Φ˜),F (Φ˜), {F
(Φ˜)
t }0≤t≤T , P
(Φ˜)), associated with the martingale generated by a continuous-
time, finite-state, observable Markov chain {α(t)}0≤t≤T (see (2.1)-(2.3)).
In the following, we shall confine ourselves to the stochastic basis (Ω,F ,F = {Ft}0≤t≤T , P ),
where Ω = Ω(B) × Ω(N˜) × Ω(α), F = F (B) ×F (N˜) ×F (Φ˜), Ft = F
(B)
t ×F
(N˜)
t ×F
(Φ˜)
t ,
P = P (B) × P (N˜) × P (Φ˜).
α := {α(t)}0≤t≤T is an irreducible homogeneous continuous-time Markov chain with a finite
state space S = {e1, e2, . . . , eD} ⊂ R
D, where D ∈ N, and the jth component of ei is the
Kronecker delta δij for each i, j = 1, . . . ,D. The Markov chain is characterized by a rate (or
intensity) matrix Λ := {λij : 1 ≤ i, j ≤ D} under P . Note that, for each 1 ≤ i, j ≤ D, λij
is the transition intensity of the chain from state ei to state ej at time t. Recall that for
i 6= j, λij ≥ 0 and
∑D
j=1 λij = 0, hence λii ≤ 0.
It follows from [11] that α admits the following semimartingale representation
α(t) = α(0) +
∫ t
0
ΛTα(s)ds +M(t), (2.1)
where M := {M(t)}t∈[0,T ] is a R
D-valued (F, P )-martingale and ΛT denotes the transpose of
a matrix.
We shall introduce the set of jump martingales associated with the Markov chain. For each
1 ≤ i, j ≤ D, with i 6= j, and t ∈ [0, T ], denote by J ij(t) the number of jumps from state ei
to state ej up to time t. It can be shown (see [11]) that
J ij(t) = λij
∫ t
0
〈α(s−), ei〉ds+mij(t), (2.2)
where mij := {mij(t)}t∈[0,T ] with mij :=
∫ t
0 〈α(s−), ei〉〈dM(s), ej〉 is a (F, P )-martingale.
Fix j ∈ {1, 2, . . . ,D}, denote by Φj(t) the number of jumps into state ej up to time t. Then
Φj(t) :=
D∑
i=1,i 6=j
J ij(t) =
D∑
i=1,i 6=j
λij
∫ t
0
〈α(s−), ei〉ds+ Φ˜j(t)
= λj(t) + Φ˜j(t), (2.3)
with Φ˜j(t) =
∑D
i=1,i 6=j mij(t) and λj(t) =
∑D
i=1,i 6=j λij
∫ t
0 〈α(s−), ei〉ds. Note that, for each
j ∈ {1, 2, . . . ,D}, Φ˜j := {Φ˜j(t)}t∈[0,T ] is a (F, P )-martingale.
Let introduce a Markov regime-switching Poisson random measure. Assume that N(dζ,ds)
is a Poisson random measure on
(
R+ × R0,B(R+) ⊗ B0
)
where R0 := R\ {0} and R+ :=
[0,+∞). Denote by να(dζ)dt its compensator (or dual predictable projection), then it is
defined by:
να(dζ)dt :=
D∑
j=1
〈α(t−), ej〉νj(dζ)dt. (2.4)
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For each j ∈ {1, 2, . . . ,D}, νj(dζ) is the conditional density of the jump size when the Markov
chain α is in state ei and satisfies
∫
R0
min(1, ζ2)νi(dζ) <∞. Moreover, define N˜α(dζ,ds) by
N˜α(dζ,ds) := N(dζ,ds)− να(dζ)dt (2.5)
Suppose that the state process X(t) = X(u)(t, ω); 0 ≤ t ≤ T, ω ∈ Ω is a controlled Markov
regime-switching jump-diffusion of the form

dX(t) = b(t,X(t), α(t), u(t), ω) dt + σ(t,X(t), α(t), u(t), ω) dB(t)
+
∫
R0
γ(t,X(t), α(t), u(t), ζ, ω) N˜α(dζ,dt)
+η(t,X(t), α(t), u(t), ω) · dΦ˜(t), t ∈ [0, T ]
X(0) = x0,
(2.6)
where T > 0 is a given constant. u(·) is the control process.
The functions b : [0, T ] × R × S × U × Ω → R , σ : [0, T ] × R × S × U × Ω → R, γ :
[0, T ]× R× S× U × R0 ×Ω→ R and η : [0, T ]× R× S× U × Ω→ R are given such that for
all t, b(t, x, ei, u, ·), σ(t, x, ei, u, ·), γ(t, x, ei, u, z, ·) and η(t, x, ei, u, ·) are Ft-measurable for all
x ∈ R, ei ∈ S, u ∈ U and z ∈ R0.
We suppose that we are given a subfiltration
Et ⊂ Ft ; t ∈ [0, T ], (2.7)
representing the information available to the controller at time t. Note that one possible
subfiltration Et in (2.7) is the δ-delayed information given by Et = F(t−δ)+ ; t ≥ 0, where
δ ≥ 0 is a given constant delay.
We consider the associated BSDE’s in the unknowns
(
Y (t), Z(t),K(t, ζ), V (t)
)
of the form


dY (t) = −g(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u(t)) dt + Z(t) dB(t)
+
∫
R0
K(t, ζ) N˜α(dζ,dt) + V (t) · dΦ˜(t); t ∈ [0, T ]
Y (T ) = h(X(T ), α(T )) ,
(2.8)
where g : [0, T ]×R× S× R× R×R× R× U × Ω→ R and h : R× S→ R are such that the
BSDE (2.8) has a unique solution. As for sufficient conditions for existence and uniqueness
of Markov regime-switching BSDEs, we refer the reader for e.g., to [3] or [4] and references
therein.
Let f : [0, T ] × R × S × R × R ×R× R × U × Ω → R, ϕ : R × S → R and ψ : R → R be
given C1 functions with respect to their arguments. Assume that the performance functional
is as follows
J(u) := E
[ ∫ T
0
f(s,X(s), α(s), Y (s), Z(s),K(s, ·), V (s), u(s)) ds + ϕ(X(T ), α(T )) + ψ(Y (0))
]
.
(2.9)
Here, f, ϕ and ψ may be seen as profit rates, bequest functions and “utility evaluations”
respectively, of the controller.
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Let AE denote the family of admissible control u, such that there are contained in the set
of Et-predictable control, and the system (2.6)-(2.8) has a unique solution, and
E
[ ∫ T
0
{
|f(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u(t))|
+
∣∣∣ ∂f
∂xi
(t,X(t), , α(t), Y (t), Z(t),K(t, ·), V (t), u(t))
∣∣∣2}dt
ϕ(X(T ), α(T )) + |ϕ′(X(T ), α(T ))|2 + |ψ(Y (0))| + |ψ′(Y (0))|2
]
<∞ for xi = x, y, z, k and u.
The set U ⊂ R is a given convex set such that u(t) ∈ U for all t ∈ [0, T ] a.s., for all u ∈ AE .
Remark 2.1. The system (2.6)-(2.8) is a semi-couple forward-backward SDE. Existence and
uniqueness results of the SDE (2.6) follows from existing literature under global Lipschitz
continuity and growth condition of the coefficients. Therefore, existence and uniqueness of
the solution of (2.6)-(2.8) will follow from the existence and uniqueness of the BSDE (2.8).
As for existence and uniqueness of BSDE with poisson jump and Markov chain, the reader
may consult [3] or [4] and references therein.
The problem we consider is the following: find u∗ ∈ AE such that
J(u∗) = sup
u∈AE
J(u). (2.10)
3. Maximum Principle for a Markov regime-switching Forward-Backward
stochastic differential equation with jumps
In this section, we derive a general sufficient stochastic maximum principle for a forward-
backward Markov regime-switching jump-diffusion model. After we shall derive an equivalent
maximum principle.
For this purposes, define the Hamiltonian
H : [0, T ] × R× S× R× R×R× R× U × R× R× R×R× R −→ R,
by
H (t, x, ei, y, z, k, v, u, a, p, q, r(·), w)
:=f(t, x, ei, y, z, k, v, u) + ag(t, x, ei, y, z, k, v, u) + pb(t, x, ei, u)
+ qσ(t, x, ei, u) +
∫
R0
r(t, ζ)γ(t, x, ei, u, ζ)νi(dζ) +
D∑
j=1
ηj(t, x, ei, u)w
j(t)λij , (3.1)
where R denotes the set of all functions k : [0, T ] × R0 → R for which the integral in (3.1)
converges.
We suppose thatH is Fre´chet differentiable in the variables x, y, z, k, v, u and that∇kH(t, ζ)
is a random measure which is absolutely continuous with respect to να. Define the adjoint
processes A(t), p(t), q(t), r(t, ·) and w(t), t ∈ [0, T ] associated to these Hamiltonians by the
following system of Markov regime-switching FBSDEJs
(1) Forward SDE in A(t)
 dA(t) =
∂H
∂y
(t) dt+
∂H
∂z
(t)dB(t) +
∫
R0
d∇kH
dνα(ζ)
(t, ζ) N˜α(dζ,dt) +∇vH(t) · dΦ˜(t); t ∈ [0, T ]
A(0) = ψ′(Y (0)).
(3.2)
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Here and in what follows, we use the notation
∂H
∂y
(t) =
∂H
∂y
(t,X(t), α(t), u(t), Y (t), Z(t),K(t, ·), V (t), A(t), p(t), q(t), r(t, ·), w(t)),
etc,
d∇kH
dν(ζ)
(t, ζ) is the Radon-Nikodym derivative of ∇kH(t, ζ) with respect to ν(ζ)
and ∇vH(t) · dΦ˜(t) =
∑D
j=1
∂H
∂vj
(t)dΦ˜j(t) with V
j = V (t, ej).
(2) The Markovian regime-switching BSDE in (p(t), q(t), r(t, ·), w(t))


dp(t) = −
∂H
∂x
(t)dt+ q(t) dB(t) +
∫
R0
r(t, ζ) N˜α(dζ,dt) + w(t) · dΦ˜(t); t ∈ [0, T ]
p(T ) =
∂ϕ
∂x
(X(T ), α(T )) +A(T )
∂h
∂x
(X(T ), α(T )),
(3.3)
3.1. A sufficient maximum principle. In what follows, we give the sufficient maximum
principle.
Theorem 3.1 (Sufficient maximum principle). Let û ∈ AE with corresponding solutions
X̂(t), (Ŷ (t), Ẑ(t), K̂(t, ζ), V̂ (t)), Â(t), (p̂(t), q̂(t), r̂(t, ζ), ŵ(t)) of (2.6), (2.8), (3.2) and (3.3)
respectively. Suppose that the following are true:
(1) The functions
x 7→ h(x, ei), x 7→ ϕ(x, ei), y 7→ ψ(y), (3.4)
are concave for all t ∈ [0, T ].
(2) The function
H˜(x, y, z, k, v) = esssupu∈U E
[
H(t, x, ei, y, z, k, v, u, â, p̂(t), q̂(t), r̂(t, ·), ŵ(t))|Et
]
(3.5)
is concave for all (t, ei) ∈ [0, T ]× S a.s.
(3)
esssup
u∈U
{
E
[
H(t, X̂(t), α(t), u, Ŷ (t), Ẑ(t), K̂(t, ·), V̂ (t), Â(t), p̂(t), q̂(t), r̂(t, ·), ŵ(t))
∣∣∣Et]}
= E
[
H(t, X̂(t), α(t), û, Ŷ (t), Ẑ(t), K̂(t, ·), V̂ (t), Â(t), p̂(t), q̂(t), r̂(t, ·), ŵ(t))
∣∣∣Et] (3.6)
for all t ∈ [0, T ], a.s.
(4) Assume that ddν∇kĝ(t, ξ) > −1.
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(5) In addition, assume the following growth condition
E
[ ∫ T
0
{
p̂2(t)
(
(σ(t)− σ̂(t))2 +
∫
R0
(γ(t, ζ)− γ̂(t, ζ))2 να(dζ) +
D∑
j=1
(ηj(t)− η̂j(t))2λj(t)
)
+ (X(t) − X̂(t))2
(
q̂2(t) +
∫
R0
r̂2(t, ζ)να(dζ) +
D∑
j=1
(wj)2(t)λj(t)
)
+ (Y (t)− Ŷ (t))2
(
(
∂Ĥ
∂z
)2(t) +
∫
R0
∥∥∥∇kĤ(t, ζ)∥∥∥2να(dζ) + D∑
j=1
(
∂Ĥ
∂vj
)2(t)λj(t)
)
+ Â2(t)
(
(Z(t)− Ẑ(t))2 +
∫
R0
(K(t, ζ)− K̂(t, ζ))2να(dζ) +
D∑
j=1
(V j(t)− V̂ j(t))2λj(t)
)}
dt
]
<∞.
(3.7)
Then û is an optimal control process and X̂ is the corresponding controlled state process.
Remark 3.2. In Theorem 3.1 and in the following, we shall use the notations X(t) = X û(t)
and Y (t) = Y û(t) are the processes associated to the control û(t). Furthermore, put
∂Ĥ
∂x
(t) :=
∂H
∂x
H(t, X̂(t), α(t), û, Ŷ (t), Ẑ(t), K̂(t, ·), V̂ (t), Â(t), p̂(t), q̂(t), r̂(t, ·), ŵ(t)) and simi-
larly for
∂Ĥ
∂y
(t),
∂Ĥ
∂z
(t),∇kĤ(t, ζ),
∂Ĥ
∂vj
(t) and
∂Ĥ
∂u
(t).
Proof of Theorem 3.1. We shall prove that J(x, û, ei) ≥ J(x, u, ei) for all u ∈ AE .
Choose u ∈ AE and consider
J(x, u, ei)− J(x, û, ei) = I1 + I2 + I3, (3.8)
where
I1 =E
[ ∫ T
0
{
f(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u(t))
− f(t, X̂(t), α(t), Ŷ (t), Ẑ(t), K̂(t, ·), V̂ (t), û(t))
}
dt
]
, (3.9)
I2 =E
[
ϕ(X(T ), α(T )) − ϕ(X̂(T ), α(T ))
]
, (3.10)
I3 =E
[
ψ(Y (0)) − ψ(Ŷ (0))
]
. (3.11)
By the definition of H, we get
I1 =E
[ ∫ T
0
{
H(t)− Ĥ(t)− Â(t)(g(t) − ĝ(t)) − p̂(t)(b(t) − b̂(t))− q̂(t)(σ(t)− σ̂(t))
−
∫
R0
r̂(t, ζ)(γ(t, ζ) − γ̂(t, ζ))να( dζ)−
D∑
j=1
ŵj(t)(ηj(t)− η̂j(t))λj(t)
}
dt
]
. (3.12)
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By the concavity of ϕ in x, the Itoˆ formula, (2.6), (3.3) and (3.7) we get
I2 ≤E
[∂ϕ
∂x
(X̂(T ), α(T ))(X(T ) − X̂(T ))
]
=E
[
p̂(T )(X(T ) − X̂(T ))
]
− E
[
Â(T )
∂h
∂x
(X̂(T ), α(T ))(X(T ) − X̂(T ))
]
=E
[ ∫ T
0
{
p̂(t)(b(t)− b̂(t)) dt+ (X(t−)− X̂(t−))
(
−
∂Ĥ
∂x
(t)
)
+ (σ(t)− σ̂(t))q̂(t)
+
∫
R0
(γ(t, ζ)− γ̂(t, ζ))r̂(t, ζ)να(dζ) +
D∑
j=1
ŵj(t)(ηj(t)− η̂j(t))λj(t)
}
dt
]
− E
[
Â(T )
∂h
∂x
(X̂(T ), α(T ))(X(T ) − X̂(T ))
]
. (3.13)
By the concavity of ψ, h, the Itoˆ formula, (2.8) and (3.2), we get
I3 ≤E
[
ψ′(Ŷ (0))(Y (0)− Ŷ (0))
]
=E
[
Â(0)(Y (0)− Ŷ (0))
]
=E
[
Â(T ){h(X(T ), α(T )) − h(X̂(T ), α(T ))}
]
−E
[ ∫ T
0
{∂Ĥ
∂y
(t)(Y (t)− Ŷ (t))
+Â(t)(−g(t) + ĝ(t)) + (Z(t)− Ẑ(t))
∂Ĥ
∂z
(t)
+
∫
R0
(K(t, ζ)− K̂(t, ζ))∇kĤ(t, ζ)να(dζ) +
D∑
j=1
∂Ĥ
∂vj
(t)(V j(t)− V̂ j(t))λj(t)
}
dt
]
≤E
[
Â(T )
∂h
∂x
(X̂(T ), α(T ))(X(T ) − X̂(T ))
]
− E
[ ∫ T
0
{∂Ĥ
∂y
(t)(Y (t)− Ŷ (t))
+Â(t)(−g(t) + ĝ(t)) + (Z(t)− Ẑ(t))
∂Ĥ
∂z
(t)
+
∫
R0
(K(t, ζ)− K̂(t, ζ))∇kĤ(t, ζ)να(dζ) +
D∑
j=1
∂Ĥ
∂vj
(t)(V j(t)− V̂ j(t))λj(t)
}
dt
]
. (3.14)
Summing (3.12)-(3.14) up, we have
I1 + I2 + I3 ≤E
[ ∫ T
0
{
H(t)− Ĥ(t)−
∂Ĥ
∂x
(t)(X(t) − X̂(t))−
∂Ĥ
∂y
(t)(Y (t)− Ŷ (t))
+
∫
R0
(K(t, ζ)− K̂(t, ζ))∇kĤ(t, ζ)να(dζ)
+
D∑
j=1
∂Ĥ
∂vj
(t)(V j(t)− V̂ j(t))λj(t)
}
dt
]
. (3.15)
One can show, using the same arguments in [13] (see also [26]) that, the right hand side of
(3.15) is non-positive. This completed the proof. 
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3.2. An equivalent maximum principle. In this section, we shall show a version of max-
imum principle which does not require concavity condition. We shall call it an equivalent
maximum principle. Let us make the following assumptions
Assumption A1. For all t0 ∈ [0, T ] and all bounded Et-measurable random variable θ(ω),
the control process β(t) defined by
β(t) := χ]t0,T [(t)θ(ω); t ∈ [0, T ], belongs to AE , (3.16)
Assumption A2. For all u ∈ AE and all bounded β ∈ AE , there exists δ > 0 such that
u˜(t) := u(t) + ℓβ(t) ∈ AE ; t ∈ [0, T ], belongs to AE for all ℓ ∈]− δ, δ[. (3.17)
Assumption A3. For all bounded β ∈ AE , the derivatives processes
x1(t) =
d
dℓ
X(u+ℓβ)(t)
∣∣∣
ℓ=0
; y1(t) =
d
dℓ
Y (u+ℓβ)(t)
∣∣∣
ℓ=0
;
z1(t) =
d
dℓ
Z(u+ℓβ)(t)
∣∣∣
ℓ=0
; k1(t) =
d
dℓ
K(u+ℓβ)(t, ·)
∣∣∣
ℓ=0
;
v
j
1(t) =
d
dℓ
V j,(u+ℓβ)(t)
∣∣∣
ℓ=0
, j = 1, . . . ,D
exist and belong to L2(λ× P ).
In the following, we write
∂b
∂x
(t) for
∂b
∂x
(t,X(t), α(t), u(t)), etc. It follows from (2.6) and
(2.8) that


dx1(t) =
{ ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
}
dt+
{
x1(t)
∂σ
∂x
(t) +
∂σ
∂u
(t)β(t)
}
dB(t)
+
∫
R0
{∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
}
N˜α(dt,dζ)
+
{∂η
∂x
(t)x1(t) +
∂η
∂u
(t)β(t)
}
· dΦ˜(t); t ∈ [0, T ]
x1(t) = 0.
(3.18)
and

dy1(t) = −
{∂g
∂x
(t)x1(t) +
∂g
∂y
(t)y1(t) +
∂g
∂z
(t)z1(t) +
∫
R0
∇kg(t)k1(t, ζ)να(dζ)
+
∑D
j=1
∂g
∂vj
(t)vj1(t)λj(t) +
∂g
∂u
(t)β(t)
}
dt+ z1(t) dB(t)
+
∫
R0
k1(t, ζ)N˜α(dζ,dt) + v1(t) · dΦ˜(t); t ∈ [0, T ]
y1(T ) =
∂h
∂x
(X(T ), α(T ))x1(T ).
(3.19)
Remark 3.3. As for sufficient conditions for the existence and uniqueness of solutions (3.18)
and (3.19), the reader may consult [23, (4.1)]
As an example, a set of sufficient conditions under which (3.18) and (3.19) admit a unique
solution is as follows:
(1) Assume that the coefficients b, σ, γ, η, g, f, ψ and φ are continuous with respect to their
arguments and are continuously differentiable with respect to (x, y, z, k, v, u). (Here,
the dependence of g and f on k is trough
∫
R0
k(ζ)ρ(t, ζ)ν(dζ), where ρ is a measurable
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function satisfying 0 ≤ ρ(t, ζ) ≤ c(1∧ |ζ|), ∀ζ ∈ R0. Hence the differentiability in this
argument is in the Fre´chet sense.)
(2) The derivatives of b, σ, γ, η and g are bounded.
(3) The derivatives of f are bounded by C(1+ |x|+ |y|+(
∫
R0
|k(., ζ)|2ν(dζ))1\2+ |v|+ |u|).
(4) The derivatives of ψ and φ with respect to x are bounded by C(1 + |x|).
Theorem 3.4 (Equivalent Maximum Principle). Let u ∈ AE with corresponding solutions
X(t) of (2.6), (Y (t), Z(t),K(t, ζ), V (t)) of (2.8), A(t) of (3.2), (p(t), q(t), r(t, ζ), w(t)) of
(3.3) and corresponding derivative processes x1(t) and (y1(t), z1(t), k1(t, ζ), v1(t)) given by
(3.18) and (3.19) respectively. Suppose that Assumptions A1, A2 and A3 hold. Moreover,
assume the following growth conditions
E
[ ∫ T
0
p2(t)
{(∂σ
∂x
)2
(t)x21(t) +
(∂σ
∂u
)2
(t)β2(t) +
∫
R0
((∂γ
∂x
)2
(t, ζ)x21(t) +
(∂γ
∂u
)2
(t, ζ)β2(t)
)
να(dζ)
+
D∑
j=1
((∂ηj
∂x
)2
(t)x21(t) +
(∂ηj
∂u
)2
(t)β2(t)
)
λj(t)
}
dt
+
∫ T
0
x21(t)
{
q2(t) +
∫
R0
r2(t, ζ)να(dζ) +
D∑
j=1
(ηj)2(t)λj(t)
}
dt
]
<∞, (3.20)
and
E
[ ∫ T
0
y21(t)
{
(
∂H
∂z
)2(t) +
∫
R0
‖∇kH‖
2(t, ζ)να(dζ) +
D∑
j=1
(
∂H
∂vj
)2(t)λj(t)
}
dt
+
∫ T
0
A2(t)
{
z21(t) +
∫
R0
k21(t, ζ)να(dζ) +
D∑
j=1
(vj1)
2(t)λj(t)
}
dt
]
<∞. (3.21)
Then the following are equivalent:
(1)
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
= 0 for all bounded β ∈ AE .
(2) E
[∂H
∂u
(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u,A(t), p(t), q(t), r(t, ·), w(t))u=u(t)
∣∣∣Et] = 0
for a.a. t ∈ [0, T ].
Proof. We have that
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
=E
[ ∫ T
0
{∂f
∂x
(t)x1(t) +
∂f
∂y
(t)y1(t) +
∂f
∂z
(t)z1(t) +
∫
R0
∇kf(t)k1(t, ζ)να(dζ) (3.22)
+
D∑
j=1
∂f
∂vj
(t)vj1(t)λj(t) +
∂f
∂u
(t)β(t)
}
dt+
∂ϕ
∂x
(X(T ), α(T ))x1(T ) + ψ
′(Y (0))y1(0)
]
.
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By (3.3), the Itoˆ formula, (3.18) and (3.20), we have
E
[∂ϕ
∂x
(X(T ), α(T ))x1(T )
]
=E
[
p(T )X(T )
]
− E
[∂h
∂x
(X(T ), α(T ))A(T )x1(T )
]
(3.23)
=E
[ ∫ T
0
{
p(t)
( ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
)
− x1(t)
∂H
∂x
(t)
+ q(t)
(∂σ
∂x
(t)x1(t) +
∂σ
∂u
(t)β(t)
)
+
∫
R0
r(t, ζ)
(∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
)
να(dζ)
+
D∑
j=1
wj(t)
(∂ηj
∂x
(t)x1(t) +
∂ηj
∂u
(t)β(t)
)
λj(t)
}
dt
]
− E
[∂h
∂x
(X(T ), α(T ))A(T )x1(T )
]
.
By (3.2), the Itoˆ formula, (3.19) and (3.21), we get
E
[
ψ′(Y (0))y1(0)
]
=E
[
A(0)y1(0)
]
=E
[
A(T )y1(T )
]
− E
[ ∫ T
0
{
A(t−) dy1(t) + y1(t
−) dA(t) +
∂H
∂z
(t)z1(t) dt
+
∫
R0
∇kH(t, ζ)k1(t, ζ)να(dζ) dt+
D∑
j=1
∂H
∂vj
(t)vj1(t)λj(t) dt
}]
=E
[∂h
∂x
(X(T ), α(T ))A(T )x1(T ) +
∫ T
0
{
A(t)
(∂g
∂x
(t)x1(t) +
∂g
∂y
(t)y1(t) +
∂g
∂z
(t)z1(t)
+
∫
R0
∇kg(t, ζ)k1(t, ζ)να(dζ) +
D∑
j=1
∂g
∂vj
(t)vj1(t)λj(t) +
∂g
∂u
(t)β(t)
)
−
∂H
∂y
(t)y1(t)
−
∂H
∂z
(t)z1(t)−
∫
R0
∇kH(t, ζ)k1(t, ζ)να(dζ)−
D∑
j=1
∂H
∂vj
(t)vj1(t)λj(t)
}
dt
]
. (3.24)
Substituting (3.23) and (3.24) into (3.22), we get
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
=E
[ ∫ T
0
(
x1(t)
{∂f
∂x
(t) +A(t)
∂g
∂x
(t) + p(t)
∂b
∂x
(t) + q(t)
∂σ
∂x
(t) +
∫
R0
r(t, ζ)
∂γ
∂x
(t, ζ)να(dζ)
+
D∑
j=1
wj(t)
∂ηj
∂x
(t)λj(t)−
∂H
∂x
(t)
}
+ y1(t)
{∂f
∂y
(t) +A(t)
∂g
∂y
(t)−
∂H
∂y
(t)
}
+ z1(t)
{∂f
∂z
(t) +A(t)
∂g
∂z
(t)−
∂H
∂z
(t)
}
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+
∫
R0
k1(t, ζ)
{
∇kf(t, ζ) +A(t)∇kg(t, ζ)−∇kH(t, ζ)
}
να(dζ)
+
D∑
j=1
v
j
1(t)
{ ∂f
∂vj
(t) +A(t)
∂g
∂vj
(t)−
∂H
∂vj
(t)
}
+ β(t)
{∂f
∂u
(t) +A(t)
∂g
∂u
(t) + p(t)
∂b
∂u
(t) + q(t)
∂σ
∂u
(t) +
∫
R0
r(t, ζ)
∂γ
∂u
(t, ζ)να(dζ)
+
D∑
j=1
wj(t)
∂ηj
∂u
(t)λj(t)
})
dt
]
. (3.25)
By the definition of H, the coefficients of x1(t), y1(t), z1(t), k1(t, ζ) and v1(t) are all equal to
zero in (3.25). Hence, if
d
dℓ
J (u+ℓβ)(t) = 0 for all bounded β ∈ AE ,
it follows that
E
[ ∫ T
0
∂H
∂u
(t)β(t) dt
]
= 0 for all bounded β ∈ AE .
This holds in particular for β ∈ AE of the form β(t) = βt0(t, ω) = θ(ω)ξ[t0,T ](t) for a fix
t0 ∈ [0, T ), where θ(ω) is a bounded Et0 -measurable random variable. Hence
E
[ ∫ T
t0
∂H
∂u
(t) dt θ
]
= 0.
Differentiating with respect to t0, we have
E
[∂H
∂u
(s) θ
]
= 0 for a.a., t0.
Since the equality is true for all bounded Et0-measurable random variable, we conclude that
E
[∂H
∂u
(t0)|Et0
]
= 0 for a.a., t0 ∈ [0, T ].
This shows that (1) ⇒ (2).
Conversely, using the fact that every bounded β ∈ AE can be approximated by a linear
combinations of controls β(t) of the form (3.16), the above argument can be reversed to show
that (2) ⇒ (1). 
4. A Malliavin calculus approach
In this section, we shall give a method based on Malliavin calculus. This method was first
introduced in [18] when the state process is given by a SDE and extended in the stochastic
partial differential equation (SPDE) case in [17]. The set up is that of a Markov regime-
switching forward-backward stochastic differential equations with jumps as in the previous
sections and the notation are the same. For basic concepts of Malliavin calculus, we refere
the reader to [5, 19].
In the following, let denote by DBt F (respectively D
N˜α
t,ζ F and D
Φ˜
t F the Malliavin derivative
in the direction of the Brownian motion B(respectively pure jump Le´vy process N˜α and the
pure jump process Φ˜) of a given (Malliavin differentiable) random variable F = F (ω); ω ∈ Ω.
We denote by D1,2 the set of all random variables which are Malliavin differentiable with
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respect to B(·), N˜α(·, ·) and Φ˜(·). A crucial argument in the proof of our general maximum
principle rests on duality formulas for the Malliavin derivatives Dt and Dt,ζ (see for e.g., [19]
and [5]):
E
[
F
∫ T
0
ϕ(t)dB(t)
]
=E
[ ∫ T
0
ϕ(t)DBt Fdt
]
, (4.1)
E
[
F
∫ T
0
∫
R0
ψ(t, ζ)N˜α(dt,dζ)
]
=E
[ ∫ T
0
∫
R0
ψ(t, ζ)DN˜αt,ζ Fνα(dζ)dt
]
, (4.2)
E
[
F
∫ T
0
ϕ(t)dΦ˜(t)
]
=E
[ ∫ T
0
ϕ(t)DΦ˜t Fλdt
]
, (4.3)
true for all Malliavin differentiable random variable F and Ft-predictable processes ϕ and ψ
such that the the integrals on the right hand side converge absolutely.
We shall also need some basic properties of the Malliavin derivatives. Let F ∈ D1,2 be a
Fs-measurable random variable, then D
B
t F = D
N˜α
t,ζ F = D
Φ˜
t F = 0 for all t > s. We also have
the following results known as the fundamental theorems of calculus
DBs
( ∫ t
0
ϕ(s) dB(s)
)
=ϕ(s)1[0,t](s) +
∫ t
s
Dsϕ(r) dB(r), (4.4)
DN˜αs,ζ
( ∫ t
0
∫
R0
ψ(s, ζ)N˜(ds,dζ)
)
=ψ(s, ζ)1[0,t](s) +
∫ t
s
∫
R0
DN˜s,ζψ(r, ζ)N˜α(dr,dζ), (4.5)
DΦ˜s
( ∫ t
0
ϕ(s)dΦ˜(s)
)
=ϕ(s)1[0,t](s) +
∫ t
s
DΦ˜s ϕ(r)dΦ˜(r), (4.6)
under the assumption that all the terms involved are well defined and belong to D1,2.
In view of the optimization problem (2.10), we define the following processes: Suppose that
for all u ∈ AE the processes
κ(t) :=∇xh(X(T ), α(T ))A˜(T ) +∇xϕ(X(T ), α(T ))
+
∫ T
t
∂f
∂x
(s,X(s), α(s), Y (s), Z(s),K(s, ·), V (s), u(s))ds, (4.7)
H0 (t, x, ei, y, z, k, v, u, a˜, κ) :=a˜g(t, x, ei, y, z, k, v, u) + κ(t)b(t, x, ei, u) +D
B
t κ(t)σ(t, x, ei, u),
+
∫
R0
DN˜t,ζκ(t)γ(t, x, ei, u, ζ)νi(dζ) +
D∑
j=1
D
Φ˜j
t κ(t)η
j(t, x, ei, u)λij
(4.8)
F (T ) :=
∂h
∂x
(X(T ), α(T ))A˜(T ) +
∂ϕ
∂x
(X(T ), α(T )) (4.9)
Θ(t, s) :=
∂H0
∂x
(s)G(t, s), (4.10)
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G(t, s) := exp
(∫ s
t
{ ∂b
∂x
(r)−
1
2
(∂σ
∂x
(r)
)2
+
∫
R0
(
ln
(
1 +
∂γ
∂x
(r, ζ)
)
−
∂γ
∂x
(r, ζ)
)
να(dζ)
+
D∑
j=1
(
ln
(
1 +
∂ηj
∂x
(r)
)
−
∂ηj
∂x
(r)
)
λj(r)
}
dr +
∫ s
t
∂σ
∂x
(r) dB(r)
+
∫ s
t
∫
R0
ln
(
1 +
∂γ
∂x
(r, ζ)
)
N˜α(dζ,dr) +
D∑
j=1
∫ s
t
ln
(
1 +
∂ηj
∂x
(r)
)
dΦ˜j(r) (4.11)
are all well defined. In (4.12) and in the following we use the shorthand notation
H0(t) = H0
(
t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u, A˜(t), κ(t)
)
. We also assume that the fol-
lowing modified adjoint processes (p˜(t), q˜(t), r˜(t, ζ), w˜(t)) and A˜(t) given by
p˜(t) :=κ(t) +
∫ T
t
∂H0
∂x
(s)G(t, s)ds, (4.12)
q˜(t) :=DBt p˜(t), (4.13)
r˜(t, ζ) :=DN˜αt,ζ p˜(t), (4.14)
w˜j(t) :=D
Φ˜j
t p˜(t), j = 1, . . . ,D (4.15)
and


dA˜(t) =
∂H
∂y
(t) dt+
∂H
∂z
(t)dB(t) +
∫
R0
d∇kH
dν(ζ)
(t, ζ) N˜α(dζ,dt)
+∇vH(t) · dΦ˜(t); t ∈ [0, T ]
A(0) = ψ′(Y (0)).
(4.16)
are well defined. Here the general Hamiltonian H is given by (3.1) with p, q, r, w replaced by
p˜, q˜, r˜, w˜. We can now state a general stochastic maximum principle for our control problem
(2.10):
Remark 4.1. Assume that the coefficients of the control problem satisfy conditions for exis-
tence and uniqueness of the system (2.6)-(2.8), assume moreover that there are as in Remark
3.3, then the processes given by (4.7)-(4.16) are well defined.
Theorem 4.2. Let u ∈ AE with corresponding solutions X(t) of (2.6),
(Y (t), Z(t),K(t, ζ), V (t)) of (2.8), A˜(t) of (4.16), p˜(t), q˜(t), r˜(t, ζ), w˜j(t) of (4.12)-(4.15)
and corresponding derivative processes x1(t) and (y1(t), z1(t), k1(t, ζ), v1(t)) given by (3.18)
and (3.19) respectively. Suppose that Assumptions A1, A2 and A3 hold. Moreover, assume
that the random variables F (T ),Θ(t, s) given by (4.9) and (4.10), and
∂f
∂x
(t) are Malliavin
differentiable with respect to B, N˜ and Φ˜. Furthermore, assume the following conditions
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E
[ ∫ T
0
{(∂σ
∂x
)2
(t)x21(t) +
(∂σ
∂u
)2
(t)β2(t) +
∫
R0
((∂γ
∂x
)2
(t, ζ)x21(t) +
(∂γ
∂u
)2
(t, ζ)β2(t)
)
να(dζ)
+
D∑
j=1
((∂ηj
∂x
)2
(t)x21(t) +
(∂ηj
∂u
)2
(t)β2(t)
)
λj(t)
}
dt
]
<∞, (4.17)
E
[ ∫ T
0
∫ T
0
{(
DBs F (T )
)2
+
∫
R0
(
DN˜αs,ζ F (T )
)2
να(dζ) +
D∑
j=1
(
D
Φ˜j
s F (T )
)2
λj(t)
}
ds dt
]
<∞,
E
[ ∫ T
0
∫ T
0
{(
DBs
(∂f
∂x
(t)
))2
+
∫
R0
(
DN˜αs,ζ
(∂f
∂x
(t)
))2
να(dζ) +
D∑
j=1
(
D
Φ˜j
s
(∂f
∂x
(t)
))2
λj(t)
}
ds dt
]
<∞,
E
[ ∫ T
0
∫ T
0
{(
DBs Θ(t, s)
)2
+
∫
R0
(
DN˜αs,ζ Θ(t, s)
)2
να(dζ) +
D∑
j=1
(
D
Φ˜j
s Θ(t, s)
)2
λj(t)
}
ds dt
]
<∞.
Then the following are equivalent:
(1)
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
= 0 for all bounded β ∈ AE .
(2) E
[∂H
∂u
(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u,A(t), p(t), q(t), r(t, ·), w(t))u=u(t)
∣∣∣Et] = 0
for a.a. (t, ω) ∈ [0, T ]× Ω.
Let us mention that if in addition of assumptions in Remark 4.1, we suppose for example
that the coefficient are twice continuously differentiable with the the second order deriva-
tive satisfying for example the assumptions in Remark 4.1 then F (T ),Θ(t, s) and
∂f
∂x
(t) are
Malliavin differentiable with respect to B, N˜ and Φ˜.
Proof. (1) ⇒ (2). Assume that (1) holds then we have
0 =
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
=E
[ ∫ T
0
{∂f
∂x
(t)x1(t) +
∂f
∂y
(t)y1(t) +
∂f
∂z
(t)z1(t) +
∫
R0
∇kf(t)k1(t, ζ)να(dζ)
+
D∑
j=1
∂f
∂vj
(t)vj1(t)λj(t) +
∂f
∂u
(t)β(t)
}
dt+
∂ϕ
∂x
(X(T ), α(T ))x1(T ) + ψ
′(Y (0))y1(0)
+
∂h
∂x
(X(T ), α(T ))
(
A˜(T )− A˜(T )
)
x1(T )
]
. (4.18)
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It follows from (3.18) and duality formula that for F (T ) defined by (4.9) we get
E
[
F (T )x1(T )
]
=E
[
F (T )
{∫ T
0
( ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
)
dt+
∫ T
0
(∂σ
∂x
(t)x1(t) +
∂σ
∂u
(t)β(t)
)
dB(t)
+
∫ T
0
∫
R0
(∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
)
N˜α(dζ,dt)
+
D∑
j=1
∫ T
0
(∂ηj
∂x
(t)x1(t)−
∂ηj
∂u
(t)β(t)
)
dΦ˜j(t)
}]
.
=E
[ ∫ T
0
{
F (T )
( ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
)
+DBt F (T )
(∂σ
∂x
(t)x1(t) +
∂σ
∂u
(t)β(t)
)
+
∫
R0
DN˜αt,ζ F (T )
(∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
)
να(dζ)
+
D∑
j=1
D
Φ˜j
t F (T )
(∂ηj
∂x
(t)x1(t)−
∂ηj
∂u
(t)β(t)
)
λj(t)
}
dt
]
. (4.19)
Similarly, we have
E
[ ∫ T
0
∂f
∂x
(t)x1(t)dt
]
=E
[ ∫ T
0
∂f
∂x
(t)
{∫ t
0
( ∂b
∂x
(s)x1(s) +
∂b
∂u
(s)β(s)
)
ds
+
∫ t
0
(∂σ
∂x
(s)x1(s) +
∂σ
∂u
(s)β(s)
)
dB(s)
+
∫ t
0
∫
R0
(∂γ
∂x
(s, ζ)x1(s) +
∂γ
∂u
(s, ζ)β(t)
)
N˜α(dζ,ds)
+
D∑
j=1
∫ t
0
(∂ηj
∂x
(s)x1(s)−
∂ηj
∂u
(s)β(s)
)
dΦ˜j(s)
}
dt
]
.
=E
[ ∫ T
0
( ∫ T
s
∂f
∂x
(t)dt
)( ∂b
∂x
(s)x1(t) +
∂b
∂u
(s)β(s)
)
+
(∫ T
s
DBs
(∂f
∂x
(t)
)
dt
)(∂σ
∂x
(s)x1(s) +
∂σ
∂u
(s)β(s)
)
+
∫
R0
( ∫ T
s
DN˜αs,ζ
(∂f
∂x
(t)
)
dt
)(∂γ
∂x
(s, ζ)x1(s) +
∂γ
∂u
(s, ζ)β(s)
)
να(dζ)
+
D∑
j=1
( ∫ T
s
D
Φ˜j
s
(∂f
∂x
(t)
)
dt
)(∂ηj
∂x
(s)x1(s)−
∂ηj
∂u
(s)β(s)
)
λj(s)
}
ds
]
.
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Changing the notation s↔ t, this becomes
=E
[ ∫ T
0
(∫ T
t
∂f
∂x
(s)ds
)( ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
)
+
( ∫ T
t
DBt
(∂f
∂x
(s)
)
ds
)(∂σ
∂x
(t)x1(t) +
∂σ
∂u
(t)β(t)
)
+
∫
R0
(∫ T
t
DN˜αt,ζ
(∂f
∂x
(s)
)
ds
)(∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
)
να(dζ)
+
D∑
j=1
(∫ T
t
D
Φ˜j
t
(∂f
∂x
(s)
)
ds
)(∂ηj
∂x
(t)x1(t)−
∂ηj
∂u
(t)β(t)
)
λj(t)
}
dt
]
. (4.20)
Combining (4.7), (4.9), (4.19) and (4.20), we have
E
[ ∫ T
0
(∂f
∂x
(t)x1(t) +
∂f
∂u
(t)β(t)
)
dt+
∂ϕ
∂x
(X(T ), α(T ))x1(T )
]
=E
[ ∫ T
0
∂f
∂x
(t)x1(t)dt+ F (T )x1(T ) +
∫ T
0
∂f
∂u
(t)β(t)dt−
∂h
∂x
(X(T ), α(T ))A˜(T )x1(T )
]
=E
[ ∫ T
0
{
κ(t)
( ∂b
∂x
(t)x1(t) +
∂b
∂u
(t)β(t)
)
+DBt κ(t)
(∂σ
∂x
(t)x1(t) +
∂σ
∂u
(t)β(t)
)
+
∫
R0
DN˜αt,ζ κ(t)
(∂γ
∂x
(t, ζ)x1(t) +
∂γ
∂u
(t, ζ)β(t)
)
να(dζ)
+
D∑
j=1
D
Φ˜j
t κ(t)
(∂ηj
∂x
(t)x1(t)−
∂ηj
∂u
(t)β(t)
)
λj(t)
}
dt
+
∫ T
0
∂f
∂u
(t)β(t)dt−
∂h
∂x
(X(T ), α(T ))A˜(T )x1(T )
]
. (4.21)
By the Itoˆ formula and (4.16), we have similarly to (3.24)
E
[
ψ′(Y (0))y1(0)
]
=E
[
A˜(0)y1(0)
]
=E
[∂h
∂x
(X(T ), α(T ))A˜(T )x1(T )
]
+ E
[ ∫ T
0
{
A˜(t)
(∂g
∂x
(t)x1(t) +
∂g
∂y
(t)y1(t)
+
∂g
∂z
(t)z1(t) +
∫
R0
∇kg(t)k1(t, ζ)να(dζ) +
D∑
j=1
∂g
∂vj
(t)vj1(t)λj(t)
+
∂g
∂u
(t)β(t)
)
−
∂H
∂y
(t)y1(t)−
∂H
∂z
(t)z1(t)−
∫
R0
∇kH(t)k1(t, ζ)να(dζ)
−
D∑
j=1
∂H
∂vj
(t)vj1(t)λj(t)
}
dt
]
.
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But
∂H
∂y
(t) =
∂f
∂y
(t) + A˜(t)
∂g
∂y
(t);
∂H
∂z
(t) =
∂f
∂z
(t) + A˜(t)
∂g
∂z
(t)
∇kH(t) = ∇kf(t) + A˜(t)∇kg(t);
∂H
∂vj
(t) =
∂f
∂vj
(t) + A˜(t)
∂g
∂vj
(t), j = 1, . . . ,D.
Hence we have
E
[
ψ′(Y (0))y1(0)
]
=E
[∂h
∂x
(X(T ), α(T ))A˜(T )x1(T )
]
+ E
[ ∫ T
0
{
A˜(t)
(∂g
∂x
(t)x1(t) +
∂g
∂u
(t)β(t)
)
dt
−
∫ T
0
{∂f
∂y
(t)y1(t) +
∂f
∂z
(t)z1(t) +
∫
R0
∇kf(t, )k1(t, ζ)να(dζ)
+
D∑
j=1
∂g
∂vj
(t)vj1(t)λj(t)
}
dt
]
. (4.22)
Substitution (4.19)-(4.22) into (4.18), we get
0 =
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
=E
[ ∫ T
0
{
κ(t)
∂b
∂x
(t) +DBt κ(t)
∂σ
∂x
(t) +
∫
R0
DN˜αt,ζ κ(t)
∂γ
∂x
(t, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
t κ(t)
∂ηj
∂x
(t) + A˜(t)
∂g
∂x
(t)
}
x1(t)dt
]
+ E
[ ∫ T
0
{
κ(t)
∂b
∂u
(t) +DBt κ(t)
∂σ
∂u
(t) +
∫
R0
DN˜αt,ζ κ(t)
∂γ
∂u
(t, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
t κ(t)
∂ηj
∂u
(t) +
∂f
∂u
(t) + A˜(t)
∂g
∂u
(t)
}
β(t)dt
]
. (4.23)
Equation (4.23) holds for all β ∈ AE . In particular, if we apply this to βθ = βθ(s) =
θ(ω)χ(t,t+h](s), where θ(ω) is Et-measure and 0 ≤ t ≤ t+ h ≤ T. Hence we get by (3.18) that
x1 = x
(βθ)
1 (s) = 0 for 0 ≤ s ≤ t. Therefore (4.23) can be rewritten as
J1(h) + J2(h) = 0, (4.24)
where
J1(h) =E
[ ∫ T
t
{
κ(s)
∂b
∂x
(s) +DBs κ(s)
∂σ
∂x
(s) +
∫
R0
DN˜αs,ζ κ(s)
∂γ
∂x
(s, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
t κ(s)
∂ηj
∂x
(s) + A˜(s)
∂g
∂x
(s)
}
x1(s)ds
]
, (4.25)
J2(h) =E
[
θ
∫ t+h
t
{
κ(s)
∂b
∂u
(s) +DBt κ(s)
∂σ
∂u
(s) +
∫
R0
DN˜αs,ζ κ(s)
∂γ
∂u
(s, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
s κ(s)
∂ηj
∂u
(s) +
∂f
∂u
(s) + A˜(s)
∂g
∂u
(s)
}
ds
]
. (4.26)
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Note that for x1(s) = x
(βθ)
1 (s) we have, if s ≥ t+ h
dx1(t) = x1(t−)
{ ∂b
∂x
(t)dt+
∂σ
∂x
(t)dB(t) +
∫
R0
∂γ
∂x
(t, ζ)N˜α(dt,dζ)+
∂η
∂x
(t) · dΦ˜(t)
}
; t ∈ [0, T ].
Hence by the Itoˆ formula we have x1(s) = x1(t+ h)G(t+ h, s); s ≥ t+ h,where G is defined
by (4.11). Since G does not depend on h, it follows by the definition of H0 (see (4.8)) that
J1(h) = E
[ ∫ T
t
∂H0
∂x
(s)x1(s)ds
]
= E
[ ∫ t+h
t
∂H0
∂x
(s)x1(s)ds
]
+ E
[ ∫ T
t+h
∂H0
∂x
(s)x1(s)ds
]
.
Differentiating with respect to h at h = 0 gives
d
dh
J1(h)
∣∣∣
h=0
=
d
dh
E
[ ∫ t+h
t
∂H0
∂x
(s)x1(s)ds
]
h=0
+
d
dh
E
[ ∫ T
t+h
∂H0
∂x
(s)x1(s)ds
]
h=0
. (4.27)
Since x1(t) = 0, we get
d
dh
E
[ ∫ t+h
t
∂H0
∂x
(s)x1(s)ds
]
h=0
= 0. Using the definition of x1(s), we
have
d
dh
E
[ ∫ T
t+h
∂H0
∂x
(s)x1(s)ds
]
h=0
=
d
dh
E
[ ∫ T
t+h
∂H0
∂x
(s)x1(t+ h)G(t + h, s)ds
]
h=0
=
∫ T
t
d
dh
E
[∂H0
∂x
(s)x1(t+ h)G(t + h, s)
]
h=0
ds
=
∫ T
t
d
dh
E
[∂H0
∂x
(s)x1(t+ h)G(t, s)
]
h=0
ds, (4.28)
where X1(t+ h) is given by
x1(t+ h) =
∫ t+h
t
(
x1(r−)
{ ∂b
∂x
(r)dr +
∂σ
∂x
(r)dB(r) +
∫
R0
∂γ
∂x
(r, ζ)N˜α(dt,dζ) +
∂η
∂x
(r) · dΦ˜(r)
}
+θ
{ ∂b
∂u
(r)dr +
∂σ
∂u
(r)dB(r) +
∫
R0
∂γ
∂u
(r, ζ)N˜α(dt,dζ) +
∂η
∂u
(r) · dΦ˜(r)
})
. (4.29)
Therefore, by (4.28) and (4.30) ddhJ1(h)
∣∣∣
h=0
= J1,1(0) + J1,2(0), with
J1,1(0) =
∫ T
t
d
dh
E
[∂H0
∂x
(s)G(t, s)θ
∫ t+h
t
{ ∂b
∂u
(r)dr +
∂σ
∂u
(r)dB(r)
+
∫
R0
∂γ
∂u
(r, ζ)N˜α(dt,dζ) +
∂η
∂u
(r) · dΦ˜(r)
}]
h=0
ds (4.30)
J1,2(0) =
∫ T
t
d
dh
E
[∂H0
∂x
(s)G(t, s)
∫ t+h
t
x1(r−)
{ ∂b
∂x
(r)dr +
∂σ
∂x
(r)dB(r)
+
∫
R0
∂γ
∂x
(r, ζ)N˜α(dt,dζ) +
∂η
∂x
(r) · dΦ˜(r)
}]
h=0
ds. (4.31)
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Since x1(t) = 0, we have J1,2(0) = 0. We conclude that
d
dhJ1(h)
∣∣∣
h=0
= J1,1(0). Using once
more the duality formula, we get from (4.10) that
J1,1(0) =
∫ T
t
d
dh
E
[
θ
∫ t+h
t
{ ∂b
∂u
(r)Θ(t, s) +
∂σ
∂u
(r)DBr Θ(t, s)
+
∫
R0
∂γ
∂u
(r, ζ)DN˜αr,ζ Θ(t, s)να(dζ) +
D∑
j=1
∂ηj
∂u
(r)D
Φ˜j
r Θ(t, s)
}
dr
]
h=0
ds
=
∫ T
t
E
[{ ∂b
∂u
(t)Θ(t, s) +
∂σ
∂u
(t)DBt Θ(t, s)
+
∫
R0
∂γ
∂u
(t, ζ)DN˜αt,ζ Θ(t, s)να(dζ) +
D∑
j=1
∂ηj
∂u
(t)D
Φ˜j
t Θ(t, s)λj(t)
}]
ds (4.32)
On the other hand, differentiating (4.26) with respect to h at h = 0, we have
d
dh
J2(h)
∣∣∣
h=0
=E
[
θ
{
κ(t)
∂b
∂u
(t) +DBt κ(t)
∂σ
∂u
(t) +
∫
R0
DN˜αt,ζ κ(t)
∂γ
∂u
(t, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
t κ(t)
∂ηj
∂u
(t)λj(t) +
∂f
∂u
(t) + A˜(t)
∂g
∂u
(t)
}]
. (4.33)
Moreover, differentiating (4.24) with respect to h at h = 0 gives
E
[
θ
{(
κ(t) +
∫ T
t
Θ(t, s)ds
) ∂b
∂u
(t) +DBt
(
κ(t) +
∫ T
t
Θ(t, s)ds
)∂σ
∂u
(t)
+
∫
R0
DN˜αt,ζ
(
κ(t) +
∫ T
t
Θ(t, s)ds
)∂γ
∂u
(t, ζ)να(dζ)
+
D∑
j=1
D
Φ˜j
t
(
κ(t) +
∫ T
t
Θ(t, s)ds
)∂ηj
∂u
(t)λj(t) +
∂f
∂u
(t) + A˜(t)
∂g
∂u
(t)
}]
= 0. (4.34)
Using (4.13)-(4.15) and (3.1) with p, q, r, w replaced by p˜, q˜, r˜, w˜, we get
E
[
θ
∂H
∂u
(
t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u,A(t), p(t), q(t), r(t, ·), w(t)
)
u=u(t)
]
= 0.
Since this holds for all Et-measurable random variables θ, we conclude that
E
[∂H
∂u
(t,X(t), α(t), Y (t), Z(t),K(t, ·), V (t), u, A(t), p(t), q(t), r(t, ·), w(t))u=u(t)
∣∣∣Et] = 0. (4.35)
(2) ⇒ (1). Conversely, assume that there exist u ∈ AE such that (4.35) holds. Then by
reversing the previous argument, we obtain that (1) holds for βθ(s) = θ(ω)χ(t,t+h](s) ∈ AE ,
where θ is bounded and Et-measurable. Then (4.24) holds for all linear combinations of βθ.
Since all bounded β ∈ AE can be approximated pointwise boundedly in (t, ω) by such linear
combination, it follows that (4.24) is satisfied for all bounded β ∈ AE . Thus reversing the
remaining part of the previous proof, we get
d
dℓ
J (u+ℓβ)(t)
∣∣∣
ℓ=0
= 0 for all bounded β ∈ AE . 
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5. Applications
Application 5.1. we shall apply the results obtained to study an optimal control problem
for Markov regime-switching with non-concave value function. Suppose that the state process
X(t) = X(u)(t, ω); 0 ≤ t ≤ T, ω ∈ Ω is a controlled Markov regime-switching jump-diffusion
of the form
dX(t) = u(t)
{
σ(t) dB(t) +
∫
R0
γ(t, ζ) N˜ (dζ,dt)
}
, t ∈ [0, T ], X(0) = 0 (5.1)
where T > 0 is a given constant. u(·) is the control process. We shall assume here that
N˜α = N˜ for any state of the Markov chain. Let us introduce the performance functional
J(u) = E
[ ∫ T
0
{
C1(α(t))u(t) + C2(α(t))u
2(t) + C3(α(t))X
2(t)
}
dt+ C4(α(T ))X
2(T )
]
. (5.2)
In this case, we have that
f(t, x, α, y, z, k, v, u) = C1(α)u+ C2(α)u
2 + C3(α)x
2, ϕ(x, α) = C4(α)x
2, g = ψ = 0
κ(t) = 2C4(α(T ))X(T ) + 2
∫ T
t
C3(α(s))X(s)ds, A(t) = G(t, s) = 0,
H0 (t, x, ei, y, z, k, v, u, a˜, κ) = D
B
t κ(t)uσ(t) +
∫
R0
DN˜αt,ζ κ(t)γ(t, ζ)uνi(dζ),
H (t, x, ei, y, z, k, v, u, a, p, q, r, w) =C1(ei)u+ C2(ei)u
2 + C3(ei)x
2 + q˜(t)σ(t)u
+
∫
R0
r˜(t, ζ)γ(t, ζ)uνi(dζ),
with the modified adjoint processes given by
p˜(t) =κ(t) +
∫ T
t
∂H0
∂x
(s)G(t, s)ds = κ(t), q˜(t) = DBt κ(t),
r˜(t, ζ) =DN˜αt,ζ κ(t), w˜
j(t) = D
Φ˜j
t κ(t), j = 1, . . . ,D.
Remark 5.2. The Hamiltonian in this case is not concave and therefore Theorem 3.1 cannot
be applied. However, using the Malliavin calculus approach we are able to derive a stochastic
maximum principle.
Theorem 5.3. Assume that the state process is given by (5.1) and let the performance func-
tional be given by (5.2). Moreover, assume that α(t) is a two-state Markov chain and that
Et = Ft for all t ∈ [0, T ]. Assume that an optimal control exists. Then u
∗ is an optimal
control for (2.10) iff
u∗(t) =
−C1(1)
2C2(1) + 2Γ(t, T, 1)
(
σ2(t) +
∫
R0
γ2(t, ζ)ν(dζ)
)χ{α(t−)=1}
+
−C1(2)
2C2(2) + 2Γ(t, T, 2)
(
σ2(t) +
∫
R0
γ2(t, ζ)ν(dζ)
)χ{α(t−)=2}, (5.3)
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where
Γ(t, T, 1) =C4(1) + C3(1)(T − t) + C3(2, 1)
λ1,2
λ1,2 + λ2,1
(T − t)
+
λ1,2
{
C4(2, 1)(λ1,2 + λ2,1)− C3(2, 1)
}
(λ1,2 + λ2,1)2
{
1− e(λ1,2+λ2,1)(t−T )
}
(5.4)
and Γ(t, T, 2) is computed in a similar way.
Proof. The condition (2) in Theorem 4.2 for an optimal control uˆ(t) is one of the two
E
[
C1(α(t)) + 2C2(α(t))u(t) + σ(t)q˜(t) +
∫
R0
r˜(t, ζ)γ(t, ζ)να(dζ)
∣∣∣Et] = 0, (5.5)
E
[
C1(α(t)) + 2C2(α(t))u(t) + σ(t)D
B
t p˜(t) +
∫
R0
DN˜αt,ζ p˜(t)γ(t, ζ)να(dζ)
∣∣∣Et] = 0. (5.6)
Equation (5.6) can be seen as a partial information, Markov switching Malliavin-differential
type equation in the unknown random variable p˜(t). A similar equation was solved in [21] in
a non regime switching case when Et = Ft. From now on, we set Et = Ft for all t ∈ [0, T ] and
that α is a two-state Markov chain. Using the fundamental theorem of calculus, we have
q˜(t) = DBt p˜(t) =2C4(α(T ))D
B
t X(T ) + 2
∫ T
t
C3(α(s))D
B
t X(s)ds
=2C4(α(T ))
{ ∫ T
t
DBt
(
u(r)σ(r)
)
dB(r) + u(t)σ(t)
+
∫ T
t
∫
R0
DBt
(
u(r)γ(r, ζ)
)
N˜α(dζ,dr)
}
+ 2
∫ T
t
C3(α(s))
{ ∫ s
t
DBt
(
u(r)σ(r)
)
dB(r) + u(t)σ(t)
+
∫ s
t
∫
R0
DBt
(
u(r)γ(r, ζ)
)
N˜α(dζ,dr)
}
ds.
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Using integration by parts formula (or product rule) we get
q˜(t) = DBt p˜(t) =2
{
C4(α(t))u(t)σ(t) +
∫ T
t
C4(α(r))D
B
t
(
u(r)σ(r)
)
dB(r)
+
∫ T
t
∫
R0
C4(α(r))D
B
t
(
u(r)γ(r, ζ)
)
N˜α(dζ,dr)
+
∫ T
t
DBt X(r)
D∑
j=1,i 6=j
λi,j(C4(j)− C4(i))χ(α(r)=i)dr
+
∫ T
t
DBt X(r)
D∑
j=1,i 6=j
λi,j(C4(j)− C4(i))χ(α(r)=i)dmij(t)
}
+ 2
{∫ T
t
(
C3(α(t))u(t)σ(t) +
∫ s
t
C3(α(r))D
B
t
(
u(r)σ(r)
)
dB(r)
+
∫
R0
∫ s
t
C3(α(r))D
B
t
(
u(r)γ(r, ζ)
)
N˜α(dζ,dr)
+
∫ s
t
DBt X(r)
D∑
j=1,i 6=j
λi,j(C3(j)− C3(i))χ(α(r)=i)dr
+
∫ s
t
DBt X(r)
D∑
j=1,i 6=j
λi,j(C3(j)− C3(i))χ(α(r)=i)dmij(t)
)
ds
}
. (5.7)
Taking conditional expectation with respect to Ft, we have
E
[
q˜(t)
∣∣∣Ft] =2C4(α(t))u(t)σ(t) + 2
∫ T
t
u(t)σ(t)
D∑
j=1,i 6=j
λi,j(C4(j) −C4(i))E
[
χ(α(r)=i)
∣∣∣Ft]dr
+ 2C3(α(t))u(t)σ(t)(T − t)
+ 2
∫ T
t
∫ s
t
u(t)σ(t)
D∑
j=1,i 6=j
λi,j(C3(j)− C3(i))E
[
χ(α(r)=i)
∣∣∣Ft]dr ds. (5.8)
Let α(t) = e1 and for n = 1, 2, 3, 4, let Cn(i) be the value of the function Cn at 1. Define
Cn(2, 1) for n = 1, 2, 3, 4 by Cn(2, 1) := Cn(2) −Cn(1). We have
E
[
q˜(t)
∣∣∣Ft] =2C4(1)u(t)σ(t) + 2
∫ T
t
u(t)σ(t)
(
λ1,2(C4(2)− C4(1))E
[
χ(α(r)=1)
∣∣∣α(t) = 1]
+ λ2,1(C4(1) − C4(2))E
[
χ(α(r)=2)
∣∣∣α(t) = 1])dr + 2C3(1)u(t)σ(t)(T − t)
+ 2
∫ T
t
∫ s
t
u(t)σ(t)
(
λ1,2(C3(2)− C3(1))E
[
χ(α(r)=1)
∣∣∣α(t) = 1]
+ λ2,1(C3(1) − C3(2))E
[
χ(α(r)=2)
∣∣∣α(t) = 1])dr ds
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=2C4(1)u(t)σ(t) + 2
∫ T
t
u(t)σ(t)
(
λ1,2(C4(2) −C4(1))P (α(r) = 1|α(t) = 1)
+ λ2,1(C4(1)− C4(2))P (α(r) = 2|α(t) = 1)
)
dr + 2C3(1)u(t)σ(t)(T − t)
+ 2
∫ T
t
∫ s
t
u(t)σ(t)
(
λ1,2(C3(2)− C3(1))P (α(r) = 1|α(t) = 1)
+ λ2,1(C3(1)− C3(2))P (α(r) = 2|α(t) = 1)
)
dr ds.
Using the transition probability for a two-state Markov chain we get
E
[
q˜(t)
∣∣∣Ft] =2C4(1)u(t)σ(t) + 2u(t)σ(t)C4(2, 1)
∫ T
t
(
λ1,2
λ1,2e
(λ1,2+λ2,1)(t−r) + λ2,1
λ1,2 + λ2,1
− λ2,1
λ1,2 − λ1,2e
(λ1,2+λ2,1)(t−r)
λ1,2 + λ2,1
)
dr + 2C3(1)u(t)σ(t)(T − t)
+ 2C3(2, 1)u(t)σ(t)
∫ T
t
∫ s
t
(
λ1,2
λ1,2e
(λ1,2+λ2,1)(t−r) + λ2,1
λ1,2 + λ2,1
− λ2,1
λ1,2 − λ1,2e
(λ1,2+λ2,1)(t−r)
λ1,2 + λ2,2
)
dr ds
= 2C4(1)u(t)σ(t) + 2u(t)σ(t)C4(2, 1)
λ1,2
λ1,2 + λ2,1
(
1− e(λ1,2+λ2,1)(t−T )
)
+ 2C3(1)u(t)σ(t)(T − t) + 2C3(2, 1)u(t)σ(t)
λ1,2
λ1,2 + λ2,1
(T − t)
− 2C3(2, 1)u(t)σ(t)
λ1,2
(λ1,2 + λ2,1)2
(
1− e(λ1,2+λ2,1)(t−T )
)
=2u(t)σ(t)
(
C4(1) +C3(1)(T − t) + C3(2, 1)
λ1,2
λ1,2 + λ2,1
(T − t)
+
λ1,2
{
C4(2, 1)(λ1,2 + λ2,1)− C3(2, 1)
}
(λ1,2 + λ2,1)2
{
1− e(λ1,2+λ2,1)(t−T )
})
. (5.9)
On the other hand, If α(t) = e1, using the integration by parts formula and the fundamental
theorem of calculus, we have
E
[
r˜(t, ζ)
∣∣∣Ft] =2C4(1)u(t)γ(t, ζ) + 2
∫ T
t
u(t)γ(t, ζ)
(
λ1,2(C4(2)− C4(1))E
[
χ(α(r)=1)
∣∣∣α(t) = 1]
+ λ2,1(C4(1)− C4(2))E
[
χ(α(r)=2)
∣∣∣α(t) = 1])dr + 2C3(1)u(t)γ(t, ζ)(T − t)
+ 2
∫ T
t
∫ s
t
u(t)γ(t, ζ)
(
λ1,2(C3(2)− C3(1))E
[
χ(α(r)=1)
∣∣∣α(t) = 1]
+ λ2,1(C3(1)− C3(2))E
[
χ(α(r)=2)
∣∣∣α(t) = 1])dr ds
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=2C4(1)u(t)γ(t, ζ) + 2
∫ T
t
u(t)γ(t, ζ)
(
λ1,2(C4(2)− C4(1))P (α(r) = 1|α(t) = 1)
+ λ2,1(C4(1)− C4(2))P (α(r) = 2|α(t) = 1)
)
dr + 2C3(1)u(t)γ(t, ζ)(T − t)
+ 2
∫ T
t
∫ s
t
u(t)γ(t, ζ)
(
λ1,2(C3(2)− C3(1))P (α(r) = 1|α(t) = 1)
+ λ2,1(C3(1)− C3(2))P (α(r) = 2|α(t) = 1)
)
dr ds.
Similarly, we get
E
[
r˜(t, ζ)
∣∣∣Ft] =2u(t)γ(t, ζ)(C4(1) + C3(1)(T − t) + C3(2, 1) λ1,2
λ1,2 + λ2,1
(T − t)
+
λ1,2
{
C4(2, 1)(λ1,2 + λ2,1)− C3(2, 1)
}
(λ1,2 + λ2,1)2
{
1− e(λ1,2+λ2,1)(t−T )
})
. (5.10)
Then, the result follows for α(t) = e1. Performing the same computations, one get an expres-
sion for Γ(t, T, 1). This complete the proof. 
The following corollary is a generalization of the result obtained in [16, Example 4.7].
Corollary 5.4. Assume that conditions of Theorem 5.3 are satisfied. Moreover assume that
C1, C2, C3, C4 : I → R satisfy C1(1) = −1, C1(2) = 0, C2(1) = 0, C2(2) = −
1
2 ,
C3(1) = 0, C3(2) = 1, C4(1) =
1
2 , C4(2) = 1 Then the optimal control u
∗ for (2.10) satisfies:
u∗(t) =
1
2Γ(t, T, 1)
(
σ2(t) +
∫
R0
γ2(t, ζ)ν(dζ)
)χ{α(t−)=1} + 0× χ{α(t−)=2}, (5.11)
where Γ(t, T, 1) = 12 +
λ1,2
λ1,2+λ2,1
(T − t) +
λ1,2
{
1
2
(λ1,2+λ2,1)−1
}
(λ1,2+λ2,1)2
{
1− e(λ1,2+λ2,1)(t−T )
}
.
Application 5.5. We shall now use the results of Section 4 to study a problem of recursive
utility maximization. Consider a financial market with two investments possibilities: a risk
free asset (bond) with the unit price S0(t) at time t and a risky asset (stock) with unit price
S(t) at time t.
Let r(t) be the instantaneous interest rate of the risk free asset at time t. If
rt := r(t, α(t)) = 〈r|α(t)〉, where 〈·|·〉 is the usual scalar product in R
D and
r = (r1, r2, . . . , rD) ∈ R+
D, then the price dynamic of S0 is given by:
dS0(t) =r(t)S0(t)dt, S0(0) = 1. (5.12)
The appreciation rate µ(t) and the volatility σ(t) of the stock at time time t are defined by
µ(t) := µ(t, α(t)) = 〈µ|α(t)〉, σ(t) := σ(t, α(t)) = 〈σ|α(t)〉 t ∈ [0, T ] (5.13)
where µ = (µ1, µ2, . . . , µD) ∈ R
D and σ = (σ1, σ2, . . . , σD) ∈ R+
D. The stock price process S
is described by the following Markov modulated Le´vy process
dS(t) = S(t−)
(
µ(t)dt+ σ(t)dB(t) +
∫
R\{0}
γ(t, ζ)N˜α(dt,dζ)
)
, S(0) > 0. (5.14)
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Here r(t) ≥ 0, µ(t), σ(t) and γ(t, ζ) > −1 + ε (for some constant ε > 0) are given Et-
predictable, integrable processes, where {Et}t∈[0,T ] is a given filtration such that
Et ⊂ Ft for all t ∈ [0, T ].
Suppose that, a trader in this market chooses a portfolio u(t), representing the amount she
invests in the risky asset at time t, then this portfolio is a Et-predictable stochastic process.
Choosing S0(t) as a numeraire, and setting without loss of generality r(t) = 0, one can show
(see [6] for such a derivation) that the corresponding wealth process X(t) = X(u)(t) satisfies
dX(t) = u(t)
[
µ(t)dt+ σ(t)dB(t) +
∫
R0
γ(t, ζ)N˜α(dt,dζ)
]
, X(0) = x > 0. (5.15)
Consider the following stochastic recursive utility, which is given by a Markov switching
BSDE.
Y (t) =X(T ) +
∫ T
t
g(s, Y (t), α(s), ω) ds +
∫ T
t
Z(s) dB(s) +
∫ T
t
∫
R0
K(s, ζ) N˜α(dζ,ds)
+
∫ T
t
V (s) · dΦ˜(s), (5.16)
where g : [0, T ]×R× S×U ×Ω→ R is such that the BSDE (5.16) has a unique solution and
(t, ω)→ g(t, x, ei, ω) is Ft-predictable for each given x and ei. We aim at finding u
∗ and Y ∗
such that Y (u
∗)(0) = supu∈AE Y
(u)(0) = Y ∗.
Assume that α(t) is a two states Markov process and that g(t, Y (t), α(t), ω) is given by:
g(t, Y (t), 1, ω) = −c1(t)Y (t) ln Y (t) + c2(t)Y (t), g(t, Y (t), 2, ω) = c(t)Y (t) + c0(t) (5.17)
Using Theorem 4.2, one can show in a similar way as in [21, Section 5],
Theorem 5.6. Suppose that g(t, y, α) is as in (5.17), c1 is deterministic. Let A˜(T ) be the
solution of modified forward adjoint equation and suppose that β and θ satisfy
µ(t, α) + σ(t, α)β(t, α) +
∫
R0
γ(t, α, ζ)θ(t, α, ζ)να(dζ) = 0 for a.a. t, ω.
Moreover, assume that E
[
exp
( ∫ T
0 c(t)dt
)(
1+
∫ T
0 |c0(t)|dt
)]
<∞. In addition, suppose that
an optimal control u∗ exists . Then the maximal differential utility is given by:
Y ∗(0, 1) =x
(
exp
∫ T
0
c1(t)dt
)
E[A˜(T )] (5.18)
Y ∗(0, 2) =xE
[
exp
∫ T
0
c(t)dt
]
+
∫ T
0
E
[
c0(t) exp
∫ T
0
c(t)dt
]
dt (5.19)
Proof. It follows using Theorem 4.2 and the arguments in [21, Section 5]. 
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