The key feature for quasi-Newton methods is a quasi-Newton equation optimal. In this paper, based on the derivation quasi-Newton equation we present some new quasi-Newton methods. Associate to line search rule a global convergence of these method will be also shown. Numerical tests are reported observing that the proposed methods are efficient.
Introduction
Quasi-Newton methods, for unconstrained minimization, are the majority popular iteration methods for middling size problem. To test these methods better we forsaken the non-smooth case. From now on we assume that the problem function R R f n  : has continuous second derivatives. For details see [5] .
The ordinary Quasi-Newton algorithm generates a sequence   (4) For more details can be found in [4] .
We denote k H approximate the inverse of the Hessian, the quasi relation is rewritten as :
(5) Based on the relation, the inverse BFGS update we have :
For more details can be found in [12] . The step-length of our move is determined by :
The best step size is chosen to satisfy the Wolfe conditions :
. For more details see [8] . Important principal idea quasi-Newton methods is to utilize an approximation of the inverse Hessian. In order to find a better approximation of the Hessian from through the development quasi-Newton equation as in Wei et al. [9] , Biglari et al. [2] , and Chen et al. [3] .
Next, will derivation of the wider Quasi-Newton equation and a discussion its convergence property and numerical results.
Derivation a wider quasi-Newton equation
Biglari et al. [2] , made a modification of the quasi-Newton equation (second order curvature), using higher order tensor model, which was proposed in [11] , that is : Divide the two ends of the equation (10) by n we get :
From above equation we get : 
Approximating the Hessian matrix by ,
to obtain a higher accuracy it is reasonable to let
We can write the quasi-Newton condition based on the above relation as follows :
. We introduce a revised forms of it as follow : 
Proof :
Multiplying definition ~k y by T k s , we get : 
Make a note of the 0
Might mislay the positive definiteness when f is non-convex. So some extra assumptions update ought to be introduced.
Name the catalog set K as : 
Let the next iterate be
H by the formula (6), otherwise let
and go to 1.
Convergence analysis
Let's now focus to prove the convergence of method. Deem assumptions : Deem the level set " 
(26) For details see [7] .
We present the handy theorem to prove the global convergence property.
Theorem 2.
Let   k x be generated by new methods, and the following inequality holds : 
we have :
By the Wolfe rule ) 9 8 (  and ) 23 ( we have :
On the other hand, from ), 25 ( we have :
Thus we can get :
which mix with Wolfe law (8) yields :
Then we have :
this jointly with ) 31 ( provide that :
we obtain the finale ) 28 ( .
The following result is due to Byrd and Nocedal [1] and is very helpful to prove convergence property. 
Proof : By theorem 3 to show that (27) satisfies for infinitely k . If K is a finite set, then k B is a constant-matrix, obviously, (27) satisfies. Now, Let K is an "infinite set". By contradiction, let
Defined ~k y can be written as :
Using (24) and (26) we get : 
Numerical tests for methods
In this section, we test our methods numerically via 30 test problems deemed in More et. al. [6] based on the number of function evaluations (NF) and the number of iterations (NI) and compare the results with BFGS method. The methods code is written with Matlab 7.5 and Windows XP operating system.
In this paper, we choose ( 4 , 2  n ) and other parameters values are as follows : We deem the stopping criteria as presented by Himmeblau for each of the problems is used [10] .
Based on numerical results were observed that the proposed methods are efficient. Al important, if we choose the n and k u appropriately, the update will be computationally essentially.
Conclusions and Discussions
In this paper, derivation of the wider Quasi-Newton equation and a discussion its convergence property and numerical results which explain that methods are awfully doing well. From numerical results, it is concluded that the most efficient algorithm in terms of the number of function evaluations (NF) and the number of iterations (NI) is our method BFGS with 2  n , being the fastest for 13.9% and 8.2% of the problems respectively, followed by BFGS with 4  n , that was the most efficient for nearly 9.2% and 7.2% of the problems. 
