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A large number of differential equations can be reduced to polynomial form. As was shown in
a number of works by various authors, one of the best methods for the numerical solution of
the initial value problem for such ODE systems is the method of Taylor series. In this article
we consider the Cauchy problem for the total linear PDE system, and then — a theorem
about the accuracy of its solutions by this method is formulated and proved. In the final
part of the article, four examples of total systems of partial differential equations to the
well-known two-body problem are proposed: two of them are related to the Kepler equation,
one to the motion of a point in the orbit plane, and the last to the motion of the orbit plane.
Keywords: Taylor series method, total linear PDE system, polynomial system, numerical
PDE system integration.
Introduction. Issues considering in this article are: the formulation of the Cauchy
problem for total systems of partial differential equations including polynomial and linear;
the Taylor series method; local error estimation for linear total Cauchy problem. As
examples, we consider four total polynomial systems to the elliptical two body problem.
Initial value problem (IVP or Cauchy problem for polynomial and linear




= fν,j(x1, . . . , xn, t1, . . . , ts), xj(t0) = x0,j , j = 1, . . . , n, ν = 1, . . . , s. (1)
Numerical methods for solving this problem are oriented to the general case when the
right-hand sides fν,j belong to the class of smooth or piecewise smooth functions. At the
same time, in many applied problems, for which numerical methods are developed, it is
quite possible to reduce the problem (1) to the case when the functions fν,j are algebraic
polynomials in x1, . . . , xn (by introducing the special additional variables [2, 3]). In these








aν,j,m[i]xi, xj(t0) = x0,j , j = 1, . . . , n, ν = 1, . . . , s, (2)
x = (x1, . . . , xn) ∈ Cn, i = (i1, . . . , in), xi = xi11 · . . . · xinn , xj , x0,j , tν , t0,ν , aν,j,m ∈ C,
|i| = i1 + . . . + in, I(m) = {i ∈ Zn |i1, . . . , in  0, |i| = m}, L ∈ [0 : +∞).
This is IVP to total system of polynomial PDEs (or the total polynomial Cauchy
problem). For small x1, . . . , xn the equations (1) one often linearizes and utilizes as first
approximations. In what follows we will write down the linear problem as




= aν + Aνx, x(t0) = x0, ν = 1, . . . , s, (3)
x = (x1, . . . , xn), x0 = (x0,1, . . . , x0,n) ∈ Cn,
aν = (aν,1, . . . , aν,n) ∈ Cn, |aν | = max
i∈[1:n]
|ai|,
t = (t1, . . . , ts), t0 = (t0,1, . . . , t0,s) ∈ Cs, Aν = (aν,i,j), aν,i,j ∈ C,




, |k| = k1 + . . . + ks, x(k)0 = x(k)(t0),
x(0) = x, x(0)0 = x0, |x| = max
i∈[1:n]
|xi|, Oρ(t0) = Oρ1(t0)× . . .×Oρs(t0),
Oρν (t0) = {t ∈ Cs|(∀j ∈ [1 : s], j = ν)(tj = tj,0), |tν − t0,ν | < ρν}, (4)












mμ!, 0! = 1, k = (k1, . . . , ks),
M = (M1, . . . , Ms) ∈ [0 : +∞)s, ρ = (ρ1, . . . , ρs) ∈ (0, +∞)s,
where TM and δTM are the operators that put in correspondence the Taylor polynomial
TMx(t, t0, x0) and the remainder δTMx(t, t0, x0) to the solution of the problem (3).
We denote as R(t0, x0) = (R1(t0, x0), . . . , Rs(t0, x0)), Rν(t0, x0), the vector radius of
convergence of the Taylor series and, instead, later in this paper as a domain where
Taylor series converge we will utilize Oρ(t0) = Oρ1(t0) × . . . × Oρs(t0), see above in (4)
and below in Proposition).
On the Taylor series method. The Taylor series method [4–8] for solving the
Cauchy problem (3) consists in constructing a table of approximate values xtw = x(tw)
using the formula
xτw = TNwx(τw, τw−1, xτw−1), w = 1, 2, . . . , (5)
here
Nw = (Nw,1, . . . , Nw,s) ∈ (0 :∞)s, τ0 = t0, τw = τw−1 + hw,
τw = (τw,1, . . . , τw,s), hw = (hw,1, . . . , hw,s) ∈ Cs,
and hw has to satisfy the inequalities
|hw,ν| < Rν(τw−1, xτw−1), ν = 1, . . . , s. (6)
The calculation of each value of x̃τw is called the step of the method, and hw is called
the size of this step (or, briefly, the step). In the general case of integration along a curve
in Cs all hw,ν are complex numbers, and points τw lie on this curve. To calculate x̃τw
for some given τw with high accuracy by formula (5), even for τw from its domain of
convergence (see (5)), the number of steps may turn out to be large, which can cause a
fast accumulation of rounding errors and an increased processor time. That is why it is
advisable to use the steps as large as possible (in actual fact, one has to find all ρν as large
as possible see (6) and Proposition).
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Local error estimation for linear total Cauchy problem.


















τ = eτ − Tμeτ , μ = 1, 2, . . . .
Proposition. The solution x(t, t0, x0) of the problem (3) is holomorphic on Oρν (t0)
separately in tν and satisfies there the inequality
|δTMx(t, t0, x0)|  (|x0|+ |aν |ρν)δTMν e|tν−t0,ν |/ρν . (8)
Proof. Because of






⇒ xkν = Akνν x + Akν−1ν aν , |(Akνν x)i|  |x|ρkνν ,
then











 (|x0|+ |aν |ρν)
+∞∑
l=Mν+1
|(tν − t0,ν)/ρν |l /l! = (|x0|+ |aν |ρν) δTMν e|tν−t0,ν |/ρν ,
which is the required result.
Improving estimates: scaling transformations and choice of scaling factors.
The smaller sν = ρ−1ν , the better the estimates (8). In order to be able to improve these
estimates, it is natural to introduce a scaling transformation in (3):
xj = αjyj , αj > 0, j ∈ [1 : n]. (9)
In connection with (9), we write down the Cauchy problem
∂y
∂tν
= bν + Bνy, y(t0) = y0, ν = 1, . . . , s, (10)
y = (y1, . . . , yn), y0 = (y0,1, . . . , y0,n), bν = (bν,1, . . . , bν,n), Bν = (bν,i,j),
yi = α−1i xi, bν,i = α
−1
i aν,i, bν,i,j = α
−1
i αjaν,i,j ,




, sν(α) = max
i∈[1:n]
sν,i(α), sν,i(α) = α−1i
n∑
j=1
αj |aν,i,j |, α = (α1, . . . , αn).
(11)
Using (8), one can easily prove that Proposition implies.
Corollary. The solution x(t, t0, x0) of the problem (3) is holomorphic on Oρν(α)(t0)
(see (4)) separately in tν and satisfies there the inequality
|δTMxi(t, t0, x0)|  αi (|y0|+ |bν |ρν(α)) δTMν e|tν−t0,ν |/ρν(α). (12)
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Ability to select scaling factors α1, . . . , αn to reduce the value sν(α) makes Corollary
a real tool of automatically assigning a step size of integration with a priori guaranteed
local error estimation. The use of this corollary leads to the minimax problem [6, 9–14].
For linear ODEs, we previously used the Perron’s theorem [6, 9, 10]. We use it here too.
Theorem (Perron). Let the matrix P = (pi,j) be positive, i. e. pi,j > 0 for all
i, j ∈ [1 : n]. Then the following statements are true [12]:
a) there is a single eigenvalue λ(P ) of this matrix with the largest absolute value;
b) this eigenvalue is positive and simple, and the corresponding eigenvector can be
chosen positive;
c) the following equality holds :








R e m a r k 1. More general Frobenius theorem and other results about eigenvalues
and eigen-vectors of non-negative matrices can be found in [13].
R e m a r k 2. With any approach to choosing scaling factors (see (9)), it is worth
considering that in practical calculations it is enough to use their rough approximations
with a relative error about 10 percents, since Corollary remains true for any positive scale
factors, on the one hand, and, on the other hand, their small change (e. g. in the second
valid digit) will not lead to a noticeable deterioration in the estimate (12). In [6, 10],
devoted to the method of Taylor series for polynomial ODE systems (that is, for systems
(2) with s = 1), it was noted that in applications it is possible to restrict ourselves with
the Perron’s theorem by replacing the matrix A with a close matrix A+ with positive
elements. Since when s = 1 the matrix Aν is not square, this idea should be slightly
refined: one can supplement the matrix Aν with a square nonzero matrix A∼ν = (ãν,i,j) by
small modulo elements and then, instead Aν , use A+ν = (|ãν,i,j |). It is important here to
recall that the eigenvalues of a matrix depend continuously on its elements [14, 15].
Thus, in applications we can assume that |aν,i,j | > 0 for all i, j ∈ [1 : n], and
then as scaling factors α1, . . . , αn in Corollary it is natural to use the components of
a positive eigenvector α∗ = (α∗1, . . . , α∗n) of the matrices A+ν = (|ãν,i,j |) corresponding to
its eigenvalue λ(A+ν ), maximum in absolute value.
Examples. Here we consider four total polynomial systems to the elliptic two-body
problem (from the Bregman thesis [16] and paper [17]), and then Corollary can be applied
to their linearized versions. First, we will consider the equations of the two-body problem
and their solution in relative Cartesian coordinates centered on the point mass m0. Next,
before considering the above four total systems, we give in the form of a table all the func-
tions and arguments used in them.
The considered examples may be of real interest to specialists in the field of mechanics,
astronomy, celestial mechanics, astrometry, and astrodynamics.
The equations of the two-body problem and their solution to the elliptic
case. Consider the equations of motion of a point mass m in a central Newtonian field of
mass m0, using relative Cartesian coordinates centered on the point mass m0:
ξ̈i = −μξir−3 (or ξ̇i = ηi η̇i = −μξir−3), i ∈ [1 : 3],
and the general solution of these equations for the elliptic case:
ξi/a = Ai
√
1− e2 sin E + Bi(cosE − e), i ∈ [1 : 3], r/a = (1− e cosE), (13)
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A1 = − sinω cosΩ− cosω sin Ω cos i, B1 = cosω cosΩ− sin ω sin Ω cos i,
A2 = − sinω sin Ω + cosω cosΩ cos i, B2 = cosω sin Ω + sin ω cosΩ cos i, (14)
A3 = cosω sin i, B3 = sinω sin i,
E − e sin E = M, M = M0 + n(t− t0), n =
√
μ/a3, μ = γ(m0 + m), (15)
where a (semi-major axis), e (eccentricity), M0 (mean anomaly of the epoch t0), Ω
(longitude of the ascending node), i (inclination), ω (pericenter argument) are Kepler’s
elements (arbitrary constants), and E (eccentric anomaly), M (mean anomaly) are
functions of time; γ is Newtonian universal constant of gravitation.
Functions and arguments used. Next, we are going to write out four total
polynomial systems: two for solving Kepler’s equation and two for the coordinates and
velocities of the two-body problem. For the reader’s convenience, we give Table of the
main functions (placed there into rect) and arguments. The four total systems mentioned
above are numbered (see the column N in the Table) in an understandable way.
Table. Main functions and arguments
N Functions Arguments
1 ϕ1 = E , ϕ2 = sin E, ϕ3 = cos E, ϕ4 = (1 − e cos E)−1 τ1 = e, τ2 = M
2 ϕ1 = E , ϕ2 = sin E, ϕ3 = cos E, ϕ4 = (1 − e cos E)−1, t1 = t, t2 = a,
ϕ5 = a
−1/2 t3 = e, t4 = M0
ϕ1 = E , ϕ2 = sin E, ϕ3 = cos E, ϕ4 = (1 − e cos E)−1, t1 = t, t2 = a,
3 ϕ5 = a−1/2, ϕ6 = (1 − e2)1/2, ϕ7 = (1 − e2)−1/2, t3 = e, t4 = M0
ϕ8 = ξ1 , ϕ9 = ξ2 , ϕ10 = ξ3 ,
ϕ11 = η1 , ϕ12 = η2 , ϕ13 = η3
ϕ14 = A1, ϕ15 = A2, ϕ16 = A3, ϕ17 = B1, ϕ18 = B2, t5 = i, t6 = Ω,
4 ϕ19 = B3, ϕ20 = A4 = sin ω cos i, ϕ21 = B4 = cos ω cos i, t7 = ω
ϕ22 = A5 = sin Ω, ϕ23 = B5 = cosΩ
To apply Corollary, it remains for the user to linearize the equations in the vicinity
of the initial data, then write out the matrix A+ν − λI and, finally, find the maximum
eigenvalue in absolute value and the corresponding positive eigenvector.
The first total polynomial system for Kepler’s equation. Here, Kepler’s
equation (15) is used in order to write out a total polynomial system that is satisfied by an
eccentric anomaly, considered as a function of eccentricity and mean anomaly. Assuming
(see Table) ϕ1 = E, ϕ2 = sin E, ϕ3 = cosE, ϕ4 = (1 − e cosE)−1, τ1 = e, τ2 = M and


























The second total polynomial system for Kepler’s equation. Now we write out
a total system that satisfies the eccentric anomaly E, considered as a function of time t
and three Keplerian elements a, e, M0. Assuming
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ϕ1 = E, ϕ2 = sin E, ϕ3 = cosE, ϕ4 = (1− e cosE)−1, ϕ5 = a−1/2,
t1 = t, t2 = a, t3 = e, t4 = M0,
and using equality ϕ1 − t3 sin ϕ1 = t4 + √μt−3/22 (t1 − t0) as an implicit function






























































































The first total polynomial system for the two body equations. The quantities
ϕ1 = E, ϕ2 = sin E, ϕ3 = cosE, ϕ4 = (1− e cosE)−1,
ϕ5 = a−1/2, ϕ6 = (1 − e2)1/2, ϕ7 = (1 − e2)−1/2,
ϕ7+i = ξi, ϕ10+i = ηi, i = 1, 2, 3,
we consider as functions of time t1 = t and elements t2 = a, t3 = e, t4 = M0 and we assume
elements Ω, i, ω as parameters. Using formulas (13)–(16) we obtain that these functions
satisfy the total system of partial differential equations (the equations for ϕ1, . . . , ϕ5 and

















































































































= (ϕ3 − t3)Bi + ϕ3ϕ6Ai + 32
√
μ(t1 − t0)t2ϕ4ϕ55(Biϕ2 −Aiϕ3ϕ6),
∂ϕ7+i
∂t3


















μ(t1 − t0)ϕ24ϕ65[t3ϕ2ϕ4(Aiϕ6ϕ3 −Biϕ2) +





μϕ24ϕ5(ϕ3 − t3ϕ22ϕ4)(Aiϕ6ϕ3 −Biϕ2) −





μϕ24ϕ5[t3ϕ2ϕ4(Aiϕ6ϕ3 −Biϕ2)− (Biϕ3 + Aiϕ2ϕ6)].
The second total polynomial system for the two body equations. We consider
the total system for ϕ13+i = Ai, ϕ16+i = Bi, i = 1, 2, 3, as functions of elements t5 = i,
t6 = Ω, t7 = ω. If, in addition to these auxiliary functions (see (14)), four more functions
ϕ20 = A4 = sinω cos i, ϕ21 = B4 = cosω cos i,
ϕ22 = A5 = sin Ω, ϕ23 = B5 = cosΩ
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Conclusion. The main result of this article is the local guaranteed a priori error
estimate (12) for the solution of the Cauchy problem (3) for the total linear system
of partial differential equations using the Taylor series method (see consequently: equa-
tions (3), designations (4), formulas to the Taylor series method (5), inequality (8), scaling
transformation (9) (with (10)), designations (11), inequality (12), the Perron’s theorem,
the Remarks 1,2, inequality (12), and item just after Remark 2). In the final part of the
article, four examples of total systems of partial differential equations to the well-known
two-body problem are proposed: two of them are related to the Kepler equation, one to
the motion of a point in the orbit plane, and the last to the motion of the orbit plane.
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Оценки в методе рядов Тейлора для линейных полных УрЧП
Л. К. Бабаджанянц, И. Ю. Потоцкая, Ю. Ю. Пупышева
Санкт-Петербургский государственный университет, Российская Федерация,
199034, Санкт-Петербург, Университетская наб., 7–9
Для цитирования: Babadzanjanz L. K., Pototskaya I. Yu., Pupysheva Yu. Yu. Estimates
for Taylor series method to linear total systems of PDEs // Вестник Санкт-Петербургского
университета. Прикладная математика. Информатика. Процессы управления. 2020. Т. 16.
Вып. 2. С. 112–120. https://doi.org/10.21638/11701/spbu10.2020.203
Большое количество обыкновенных дифференциальных уравнений (ОДУ) можно свес-
ти к полиномиальной форме. Как было показано в ряде работ различных авторов,
одним из лучших методов численного решения задачи начального приближения для
таких систем ОДУ является метод рядов Тейлора. В данной работе рассматривается
применение этого метода к решению задачи Коши для полной линейной системы диф-
ференциальных уравнений в частных производных. Для обоснования эффективности
подобного подхода формулируется и доказывается теорема о точности решения этой
задачи методом рядов Тейлора. В последней части статьи приводятся четыре примера,
иллюстрирующих алгоритм применения метода Тейлора в задачах небесной механи-
ки. Рассматриваются полные уравнения в частных производных, описывающие задачу
двух тел. Первые две задачи относятся к уравнениям Кеплера. Третья задача описы-
вает движение точки в плоскости орбиты. Последняя задача касается движения самой
плоскости орбиты.
Ключевые слова: метод рядов Тейлора, полные линейные системы УрЧП, полиномиаль-
ные системы, численное интегрирование систем УрЧП.
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