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The increased spatial resolution of a new characterization technique, precession electron diﬀraction (PED), makes possible the very
accurate and automated quantitative characterization of technically interesting materials that historically have been diﬃcult to analyze
due to their dimensions and/or degree of deformation, including speciﬁcally ultraﬁne-grained metallic structures with high dislocation
densities. PED, when coupled with the novel post-processing techniques that have been rigorously developed and presented for the ﬁrst
time in this paper, such as applying a Kuwahara ﬁlter to improve the angular resolution of the technique, makes it possible to determine
grain size, texture, the density and spatial distribution of geometrically necessary dislocations, crystal orientation gradients, and the char-
acter of grain boundaries at the relevant length scale (the nanoscale) for such ultraﬁne-grained materials. The methods detailed in this
paper place the determination of key microstructural features on a quantitative, rather than qualitative footing. These techniques have
been applied to a hexagonal close-packed a-titanium. The results include the correlation between defect structure and microstructure
with a nanometer resolution, the identiﬁcation of regions containing few geometrically necessary dislocations, the quantiﬁcation of dis-
location densities in cell walls, and the quantiﬁcation of deformation type in a statistically meaningful fashion.
 2014 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/3.0/).
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It is well known that the interaction of the defect struc-
ture (e.g. dislocations) of a material with the corresponding
microstructures signiﬁcantly aﬀects the properties of the
material. Indeed, it would be highly desirable to correlate
in a statistically meaningful manner the defect structurehttp://dx.doi.org/10.1016/j.actamat.2014.06.063
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E-mail address: Peter.Collins@unt.edu (P.C. Collins).and the microstructure. Such information would provide
a means for predicting many properties, e.g. the full elas-
tic/plastic tensile response as well as fatigue. Hence, the rig-
orous characterization of a material requires an analysis of
not only the microstructure, but also the attending defect
structures. This is not necessarily an easy task to accom-
plish in a truly quantitative manner for most materials.
There are methods, including both diﬀraction-contrast
transmission electron microscopy (TEM) techniques [1,2]
and emerging scanning electron microscopy (SEM)-based
techniques [3,4], to image dislocations present in a material.
In general, such studies are limited to materials that haveommons.org/licenses/by-nc-nd/3.0/).
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low to intermediate levels of dislocations.
However, when either the bulk or localized density of the
dislocations is quite high, such as found in highly deformed
materials, the characterization of such materials has tradi-
tionally been rather diﬃcult. So-called ultraﬁne grained
(UFG) materials are an example of such highly deformed
materials and have received considerable attention [5–14].
UFG materials are characterized by a signiﬁcant increase
in yield and tensile strengths, owing to an increase in disloca-
tion density that promotes Taylor hardening [15,16], with-
out necessarily a concurrent reduction in ductility. While
small grains (<200 nm) and an increase in dislocation den-
sity (>1015 m2) result in attractive material static proper-
ties, they make the accurate characterization of such
materials very diﬃcult. For example, although complex
ﬁtting of theX-ray diﬀraction spectrum can be used tomodel
bulk average dislocation densities and bulk average
non-deformed crystallite sizes [17,18], these eﬀorts have a
relatively large degree of uncertainty, are limited to average
values, and cannot be used to unfold the interrelationships
that may exist between defect structures (e.g. dislocation dis-
tributionwith respect to grain boundaries and/or triple junc-
tions [19]). Conversely, electron backscattered diﬀraction
(EBSD) techniques can be used to quantify texture, grain
size and spatial distributions of strain gradients, but are lim-
ited ultimately in their spatial resolution (e.g. 20–30 nm in
minimally deformed materials [20] and 100 nm in more
highly deformed materials [21,22]). The angular resolution
can approach 0.5 [23]. EBSD has been used to study the
microstructural evolution [24], strain gradients [25] and dis-
location density [4,19,26–28] of various materials. Regretta-
bly, as the overall quality of electron backscattered patterns
degrade when the crystal lattice is highly deformed [29], such
orientation microscopy techniques cannot be adopted easily
for severely deformed metallic materials.
A new characterization method, precession electron dif-
fraction (PED), has been developed and oﬀers exceptional
spatial resolution (2 nm) owing to the 0.5–1.0 nm probe
size and reasonable angular resolution, reported to be better
than0.8 [30]. In addition to being related to the dispersion
of diﬀracted beams (a function of strain, step size and sample
thickness), the angular resolution is related to the crystal
symmetry, the proximity to a zone axis, and the ratio of sig-
nal to noise in the diﬀraction pattern. This latter variable will
be a function of microscope and experimental conditions
(e.g. temperature of the specimen, and specimen thickness).
For this paper, the authors assume a worst-case scenario of
0.8. The PED technique automatically collects spot diﬀrac-
tion patterns, which are less sensitive to lattice distortions in
highly deformed materials, in a pre-deﬁned raster pattern
and subsequently determines local crystal orientation by
comparing the experimentally acquired diﬀraction patterns
vs. pre-calculated diﬀraction patterns [30,31]. In this way,
it is rather analogous to the EBSD method. Importantly,
the PED technique eﬀectively eliminates phenomena that
arise due to dynamic diﬀraction, including Kikuchi lines,double diﬀraction and residual background intensity. Con-
sequently, the quasi-kinematic diﬀraction patterns can be
matched against calculated kinematic patterns, and the local
beam orientation assigned.
This paper presents the analytical techniques required to
exploit the advantages of PED in order to map the spatial
variation of geometrically necessary dislocation (GND)
densities and consequently extract quantitative information
(e.g. average GNDs, cell sizes, grain boundary character
and its distribution, etc.), and considers the practical limi-
tations of TEM (e.g. specimen thickness) to inform the
associated limitations of the techniques. While the motiva-
tion for the development of the methods presented in this
paper is the investigation of UFG commercially pure
titanium, this method is easily extendable to other materi-
als. With respect to UFG materials, most studies have been
limited to data snapshots of microstructural evolution
associated with the material processing using laboratory-
scale systems [7,9,32]. This approach will allow a richer
interrogation of microstructure and defect structures,
including: dislocation distributions and densities, presence
of nascent recrystallized grains, grain boundary character-
ization, grain size, cell size, intragranular misorientation
(orientation gradients within a single grain) and texture.
2. Experimental approaches
The TEM specimens were prepared from bulk UFG
commercially pure Ti using conventional dimpling and
argon ion milling using a Fischione 1010 Ion Mill. An
FEI Tecnai G2 F20 S-Twin FEG scanning/transmission
electron microscope operating at 200 keV and a spot size
of 1 nm (i.e. spot size 9 on the FEI Tecnai [22]) was used
for all analytical approaches and to obtain the results
presented below.
The PED experiments were conducted using a state-
of-the-art NanoMEGAS (Brussels, Belgium) hardware
and software package [31]. This hardware associated with
PED optically couples with the TEM to drive beam scan
and tilt coils, enabling an external computer to scan in real
space a very well-aligned probe across a predeﬁned area of
the specimen, and collect diﬀraction patterns using an
external high frame rate camera (Stingray F-046, Allied
Vision Technologies).
2.1. Precession electron diﬀraction—theory
Given the relative infancy of these techniques, the the-
ory of precession electron diﬀraction is presented as follows
and is illustrated in the ﬁve schematics given in Fig. 1a–e
[33]. As is the custom for such TEM schematics where real
angles of beam tilt and deviation from ideal Bragg diﬀrac-
tion are quite small (0.5–1), the angles shown in Fig. 1a
are highly exaggerated for visualization purposes.
The ray diagram given in Fig. 1a illustrates that the
beam is taken oﬀ-axis (0.5–3.0) by the upper deﬂection
(“beam tilt”) coils and precessed about the optic axis.
Fig. 1. Schematics of precession electron diﬀraction with, as is typical for visualization purposes, highly exaggerated angles: (a) ray diagram; (b) the
original intersection (red circle) of the Ewald sphere with the reciprocal lattice and slice through reciprocal lattice rods (gray circle) without precession,
where OC is the projection of the center of the Ewald sphere; (c) the intersections of the Ewald sphere with the lattice as it is “rocked” due to the beam
precessing, where OC is the projection of the precessing center of the Ewald sphere; (d) the slice through reciprocal lattice as the beam precesses; and (e)
“side view” of the rocking of the Ewald sphere, where it is clear that OC is the precessing center of the Ewald sphere. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.).
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focused probe at the specimen. In diﬀraction mode, the
specimen diﬀracts the incident beam, resulting in precessed
transmitted and diﬀracted beams. For simplicity, only one
diﬀracted beam is illustrated. Following diﬀraction, the
lower deﬂection (beam tilt) coils are used to descan the
post-specimen precession, resulting in a diﬀraction pattern
that is focused. Fig. 1b illustrates the intersection of the
reciprocal lattice with the Ewald sphere. The red circle is
where the Ewald sphere cuts through the lattice plane,
whereas the black circle circumscribes the points that might
be visible owing to the presence of reciprocal lattice rods
(rel-rods). The position OC is the projection of the center
of the Ewald sphere. Note g = 000, which is the transmitted
beam. As the beam is precessed (OC is represented as a pre-
cessed circle and no longer as a point) and the Ewald
sphere is rocked (see Fig. 1c–e), the intersection of the
Ewald sphere with the lattice (red circles, Fig. 1c), speciﬁ-
cally both its size and orientation, will change, while
remaining “ﬁxed” to g = 000. However, the region of
diﬀracted intensities owing to the interaction of the Ewald
sphere with the rel-rods essentially has a series of overlap-
ping circles (see Fig. 1d). The side view (along the optic
axis) of this rocking is shown in Fig. 1e.
These interactions eﬀectively eliminate features com-
monly associated with dynamic diﬀraction, including dou-
ble diﬀraction and systematic intensity variations within a
particular g. Further, the background intensity is reduced
greatly. Thus, by using PED, the beam intensities may
be calculated and compared with kinematic solutions todetermine the local crystal orientation. Consequently,
PED is said to be quasi-kinematic.
2.2. Operation of the NanoMEGAS system
After aligning the microscope and PED system [31], a
converged beam was precessed about the optic axis at an
angle of 1.3. An exposure time of 60 ms was used to collect
each diﬀraction pattern. While not an explicit variable, the
exposure time and precession frequency (100 Hz) can be
used to determine precession averaging, analogous to
frame averaging for electron backscattered diﬀraction stud-
ies. For this work, the precession averaging was six pre-
cessed cycles/exposure. The diﬀraction patterns were
collected as 144  144 pixels at a camera length of
71 mm. A step size of 10 nm was used for this study,
though, in principle, the step size can range from
0.5 nm (the size of the smallest probe) to 0.1–1 lm. Argu-
ably, both diﬀraction and the precessing of the beam [30]
will increase the eﬀective probe diameter within the speci-
men (e.g. estimated to be 3–5 nm for a 0.5 nm probe in
a thick specimen). Thus, if a step size is selected that is less
than this minimum eﬀective probe size, information from
the same small volume will be sampled for multiple steps,
in essence oversampling the sample.
Once collected, the datasets (“Blockﬁles”, site-speciﬁc
diﬀraction patterns, e.g. Fig. 2a–c) are matched against dat-
abases of >1000 simulated diﬀraction patterns (i.e.
“banks”), resulting in the automated identiﬁcation of the
local crystal phase/orientation. Once the local crystal
Fig. 2. (a–c) Three prototypical diﬀraction patterns collected from diﬀerent points on an UFG Ti specimen collected using NanoMEGAS software.
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it is possible to directly export and post-process the .ang ﬁles
as one would with more traditional EBSD datasets.
2.3. Post-processing of data
Various post-processing techniques have been used,
including NanoMEGAS software, TSL software and
MATLAB codes developed for this work, and these are
described below.1 All post-processing was conducted on
an eight-core XEON, 2.4 GHz, Dell Precision T3600.
3. Analytical approaches
It is necessary to set a threshold for both grain and cell
boundaries, in order to avoid having, for example, neighbor-
ing pixels in an adjacent grain or misindexed points inside a
grain contribute to the averaging. Regarding the deﬁnition
of grain boundaries, often, and somewhat arbitrarily, a rel-
ative misorientation threshold (i.e. DX) is used to set the
deﬁnition of a grain boundary (often 5). The results pre-
sented below allow DX to vary in the range of 2–5.
3.1. Use of quaternion averaging to improve angular
resolution
Recently, methods to improve the angular resolution of
conventional SEM-based high-resolution EBSD orienta-
tion studies have been reported, with notable improve-
ments to the angular resolution while simultaneously
preserving boundaries. Eﬀectively, these papers have
shown that it is possible to reduce the noise that is present
in the orientation data and consequently smooth the IPF
map [34,35]. These have made use of quaternion averaging,
which averages the misorientation between two data
points. Subsequently, the Kuwahara ﬁlter [34] allows for
a pixel to adopt a region-averaged value. Interestingly, in
previous SEM-based EBSD studies, it was suggested that
this smoothing method is inappropriate for post-processing1 The reader should be aware that there is a diﬀerence in the frame of
reference for both ASTAR and TSL (TSL OIM; EDAX, Mahwah, NJ).
For completeness, the reader is referred to Ref. [22].of EBSD datasets of highly deformed materials due to the
presence of large misorientation gradients [34]. However,
for datasets obtained using PED and depending upon both
the probe size and specimen thickness, the step size can be
of the order of 1–5 nm, eﬀectively increasing the number of
discrete observations along a misorientation gradient,
reducing the pixel-normalized change in angle, and allow-
ing these smoothing algorithms to be exploited.
3.2. Calculation of dislocation density (geometrically
necessary dislocations)
Brieﬂy, GNDs are those that are associated with a mea-
surable lattice rotation, although at a certain scale and with
a certain “window size”, every dislocation can be consid-
ered as a GND [16,36]. GNDs generally align themselves
to accommodate curvature, while statistically stored dislo-
cations (SSDs) move and glide during deformation to relax
the stress [37]. It is useful to understand the nature of dis-
locations as both discrete entities and as aggregate popula-
tions within a material to interpret Taylor hardening and
plastic deformation under diﬀerent static, cyclic and ther-
mal loads [38]. For example, work hardening in homoge-
neously deformed single crystals is attributed to SSDs,
whereas GNDs play a key role in work hardening of heter-
ogeneously deformed polycrystalline materials after a spe-
ciﬁc amount of deformation at which GND density
exceeds SSD density [39–41].
Recently, eﬀorts have been made to estimate the mini-
mum density of GNDs from EBSD-based orientation
maps. A rough approximation of GND density from sim-
ple tilt and twist boundaries can be calculated using the fol-
lowing equation2 [9,42]:
q  c:h
b:l
; ð1Þ
where ctilt = 1, ctwist = 2, h is the local misorientation
value, b is the Burgers vector (|b| = 0.295 nm for hai-type2 Following convention, scalars are designated as italics, vectors are
designated as bold italics, and tensors are italics with the common
subscripts. Diﬀraction pattern reﬂections (i.e. g-vectors) are presented in
bold.
3 Keeping to convention, as this approach determines the smallest
misorientation, the term disorientation will be adopted where appropriate
from this point on in the paper, and will convey this meaning.
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size. The identical equation can be deduced for PED, which
can be used to calculate the number of dislocations in a
given cross-section of the foil.
While this simpliﬁed form is attractive, it has inherent
limitations owing to the exclusion of the Nye tensor. A
more accurate method to estimate the lower bound of the
dislocation density has been proposed by Pantleon [40] in
which inﬁnitesimal lattice rotation components are derived
from ﬁnite lattice rotations, i.e. the misorientation between
a Bunge Euler set and its neighbors [43]. In this method,
the lower bound of the GND density is calculated from
the lattice curvature components according to Eqs. (2),
6–9. Following convention, in this work, the elastic strain
tensor is assumed to be zero.
In general, it is expected that as the average spacing
between the dislocations decrease (i.e. the dislocation den-
sity increases), the elastic strain will begin to become impor-
tant. If the dislocation density is suﬃciently large, there are
various ways to treat the elastic strain. A dislocation density
of 1016 m2 corresponds to an average spacing of 10 nm
between any two dislocations. Similarly, a dislocation den-
sity of 4  1016 m2 corresponds to an average spacing of
5 nm between any two dislocations. For screw dislocations,
these correspond to elastic strains of 0.23% and 0.46%,
respectively. These two values have been chosen as an “aver-
age” and a “high” dislocation density as determined in this
study. Such a small degree of elastic strain is conﬁrmed
through XRD where the lattice parameters match those of
undeformed titanium to a level of better than 0.2%.
Given that the elastic strain tensor is assumed to be zero,
and this has been shown to be a valid assumption at the
level of dislocation density observed in these and similar
materials [44], the elastic distortion tensor is equivalent to
the lattice rotation tensor. Consequently, the local lattice
rotation can be related to the disorientation (smallest mis-
orientation) between two adjacent pixels according to the
following equation:
Dw ¼ 2 cos
1 Dq0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Dqp 20
Dq; ð2Þ
where Dq is the disorientation between two adjacent points
and their corresponding orientation sets. As crystal
structures have symmetry, the same orientation can be repre-
sented by diﬀerent orientation sets. Todetermine the smallest
misorientation between any two sets, crystal symmetry ele-
ments must be applied to both sets to ﬁnd the equivalent
orientation sets which make the smallest misorientation:
Dg ¼ Ci1g1ðCi2g2ÞT ð3Þ
Dg0 ¼ Ci2g2ðCi1g1ÞT ð4Þ
h ¼ min cos1 Dg11 þ Dg22 þ Dg33  1
2
 
;

cos1
Dg011 þ Dg022 þ Dg033  1
2
 
ð5Þwhere CiX, gX and h represent, respectively: crystal symme-
try matrices (i = 1 to 12 for the hexagonal close-packed
(hcp) a-Ti crystal structure [45] and X is an orientation
set), the orientation matrix for orientation set X, and the
smallest disorientation3 angle of all the misorientation
matrices (Dg and Dg0).
The distortion value can be used to calculate the lattice
curvature components according to the following equation:
jkl ¼ @wk
@xl
ð6Þ
where k and l are from 1 to 3, referring to the principal
directions. Following the calculation of the lattice curva-
ture, the local lattice rotation can be calculated from an
adjacent pair of nearest neighbors of a pixel. Given that
all the acquired orientation values are for a 2-D projec-
tion of a 3-D volume, it is impossible to calculate every
component of the Nye tensor. Six components of the lat-
tice curvature can be determined from local orientation
measurements on planar surfaces. Using these six lattice
curvature components, it is possible to determine ﬁve
components of the dislocation density and one diﬀerence
between two other components [40]. The ﬁve components
of the dislocation density tensor and the four missing
components are given in Eqs. (7) and (8), respectively
[40]:
a12 ¼ j21
a13 ¼ j31
a21 ¼ j12
a23 ¼ j32
a33 ¼ j11  j22
ð7Þ
a11 ¼ j22  j33
a22 ¼ j11  j33
a31 ¼ j13
a32 ¼ j23
ð8Þ
Once these components are calculated, the lower bound
of the GND density is the summation of the calculated
Nye’s tensor components:
qGND ¼
1
b
ja12j þ ja13j þ ja21j þ ja23j þ ja33jð Þ ð9Þ
In reality, as Eq. (9) contains a limited number of lattice
curvatures, it is less useful for hcp structures where there
exist multiple slip systems (e.g. both hai-type and hc + ai-
type dislocations). One potential approach that can be fol-
lowed to overcome this limitation is the minimization of
the total dislocation line energy [19,43].
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4.1. Raw data obtained using precession electron diﬀraction
Fig. 3a–g provides examples of the types of data that are
readily extractable from a representative PED dataset of
UFG Ti. Fig. 3a shows an index map that graphically illus-
trates the closeness of ﬁt between the simulated and acquired
diﬀraction patterns, somewhat analogous to EBSD image
quality maps. However, whereas image quality maps may
be subsequently processed to determine local strains, the
contrast variation (closeness of ﬁt) of PED index maps are
more complex, and may exhibit contrast variations arising
from (for example): specimen thickness, overlapping diﬀrac-
tion patterns from multiple crystals or phases, experimental
conditions (exposure and camera bit settings) and crystal
symmetry. Fig. 3a,b provide an example illustrating a case
where the brightness does not correspond to the degree of
residual strain. The nascent (recrystallized) grain in the
sub-region labeled “1” in Fig. 3a), as determined from a ker-
nel average misorientation (KAM) [46] plot (see Fig. 3b), is
identiﬁed by an arrow in Fig. 3a and appears darker, even
though there is less strain.
The current analysis techniques for grain boundaries and
texture are equivalent for PED and EBSD. Regarding the
analysis of grain boundaries, the conventional method seeks
to categorize grain boundaries as either low or high misori-
entation angle. However, there exist two new methods.
The ﬁrst, proposed by Patala and Schuh [47], incorporates
quaternions and can provide both the misorientation angle
and the misorientation axis (i.e. the common axis to both
grains). The second, developed by Rohrer and co-workers
[48,49], uses stereological methods to capture the distribu-
tion of grain boundary traces, and, based upon the non-uni-
versal assumption that there is a dominant minimum energy
boundary conﬁguration for every unique disorientation,
enables the grain boundary plane to be deduced. For this
analysis, Patala and Schuh’s approach has been applied to
the sub-region labeled “2” in Fig. 3a, and the results are pre-
sented as an overlay with the index map (Fig. 3c), with the
corresponding legend shown in Fig. 3d. Since the sectioning
planes containing larger disorientations are not fully within
the fundamental zone, the triangles are truncated [47]. It
should be noted that the darker and lighter contrasts/colors
belong to high-angle and low-angle misorientations, respec-
tively. The grain boundary misorientation angle can be
found easily by matching the color of the grain boundary
with the color legend. The grain boundary axis also can be
determined by the location of the matched color in the trian-
gle. Interestingly, as TEM is inherently a 2-D representation
of a ﬁnite 3-D volume, there is an opportunity to character-
ize unambiguously the grain boundary plane,misorientation
axis andmisorientation angle without inducing the stereolo-
gical metrics required by Rohrer. This would be by conduct-
ing manual tilt or automated tomographic tilt experiments
and fusing the microstructure (grain boundary) with the
orientation data.For interpretation of the grains themselves the disorien-
tation plot (see Fig. 3e) reveals more information than is
aﬀorded by the frequently used inverse pole ﬁgure (IPF)
maps in which grains are represented based on crystallo-
graphic vectors perpendicular to the viewing plane [47].
Fig. 3e can also be interpreted based on the color legend
shown in Fig. 3d. One observation which is immediately
clear from Fig. 3e is that there exist local disorientations
which, though signiﬁcant, are less than a threshold
required for a grain boundary. However, when considering
the point-to-origin disorientation, the gradients can be
quite signiﬁcant (e.g. >20–30). Other common orientation
microscopy inspired post-processing techniques, such as
texture analyses (Fig. 3f) or grain size measurements
(Fig. 3g), are possible for PED datasets.
4.2. Quaternion averaging, the Kuwahara ﬁlter and angular
resolution
The results presented below have been processed using
quaternion averaging by applying the Kuwahara ﬁlter to
improve the angular resolution to a level of 0.4 (better
than the 0.8 in the raw dataset). The application of quater-
nion averaging and the Kuwahara ﬁlter to PED, an orien-
tation microscopy technique with superior spatial
resolution, is highly novel. In order to understand the inﬂu-
ence of the Kuwahara ﬁlter on the results, various artiﬁcial
datasets (i.e. single crystals, bicrystals and gradient crys-
tals) with a random distribution of misorientations less
than the noise level have been simulated. The probability
(P) of all misorientation variations (Dh) is equal (i.e. for
example PDh = 0.1 = PDh = 0.8). While the results of these
simulations are extensive and will be reported elsewhere,
the key conclusions are: (i) the size of the sub-region
selected for the Kuwahara ﬁlter should match the size of
the cells/grains; (ii) it is essential to avoid “over-ﬁltering”,
which can be assessed by tracking the improvement in
the angular resolution while preserving real orientations
that exist between cells; and (iii) the minimum real disorien-
tation that can be distinguished from noise (<0.8) using
the Kuwahara ﬁlter is 0.4. This last point is important
when understanding the dislocation densities that can be
measured using this technique. This uncertainty (0.4 here)
can be correlated with a dislocation density of 1015 m2,
and thus can be propagated through and displayed as a
reliability map, where the higher numbers represent calcu-
lations with greater reliability or certainty (see Fig. 4).
4.3. Dislocation density maps and correlations
4.3.1. Dislocation density maps
An index map of commercially pure UFG Ti is shown in
Fig. 5a, and contains grains whose size ranges from
100 nm to 2 lm. The calculated dislocation density dis-
tribution map has been overlaid with the TSL recon-
structed grain boundaries and is shown in Fig. 5b. The
large elongated grain identiﬁed in Fig. 5a as region #1 is
Fig. 3. PED results with a scanning step size of 10 nm of a severely deformed commercially pure a-Ti alloy, including (a) index map, (b) kernel average
misorientation plot of the sub-region labeled 1 in “a”, (c) grain boundary representation in quaternion color of the sub-region labeled 2 in “a”, and (d)
color legend, which depicts homophase misorientations made by stereographic projections of sections of constant disorientation angle used to interpret the
“c” and “e” plots. Based on the color legend, the variation in the misorientation angle and the misorientation axis can be interpreted. (e) Quaternion
misorientation plot of “a”; (f) texture plot shows the deviation of {1121} pole from normal direction; and (g) the grain diameter size distribution. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.).
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tion of dislocation cells. A second region identiﬁed as #2
and shown in Fig. 5d is markedly diﬀerent. Region #2 con-
tains many black pixels, indicating a lack of dislocations
due to the fact that the calculated dislocation densities
are less than the minimum dislocation density resolvable.Another example of the ability of the dislocation density
distribution code to diﬀerentiate spatially varying disorien-
tations, and thus dislocation densities, is shown in
Fig. 6a,b. A small part of a PED orientation database
was segmented and is shown in the quaternion misorienta-
tion plot in Fig. 6a. The resultant dislocation density
Fig. 4. Reliability map of the dislocation density distribution of the
dataset shown in Fig. 3a. The scale bar values represent the ratio between
the calculated dislocation density and the approximate lower dislocation
density resolution (1015 m2).
Fig. 5. An example of the procedure described in this paper applied to the a
variation in grain size. The PED scan step size is 10 nm. (b) The dislocation den
size grains indicated in (a) by 1 and 2 have completely diﬀerent dislocation netw
2. Note that black pixels in (b)–(d) indicate data that falls below the estimate
210 I. Ghamarian et al. / Acta Materialia 79 (2014) 203–215distribution plot is given in Fig. 6b. The point-to-point and
point-to-origin measurements along two vectors labeled #1
and #2 in Fig. 6a, which are located inside regions R1 and
R2, exhibit maximum disorientations of 4 and 0.1,
respectively. The dislocation density plot shown in
Fig. 6b shows a region with a high dislocation density
(R1) and a region with a low dislocation density (R2). These
examples point to the potential of this method to determine
microstructure–defect structure correlations, helping to
identify the origin of spatially varying dislocation popula-
tions. For example, for these two observations, a reason-
able inquiry is whether the population diﬀerences arise
from the size of the grains (thus, an “average” descriptor-
mediated correlation) or are due to the orientations and
“strength” of the neighboring grains (thus, a correlation
requiring higher-order descriptors [50,51]). PED-derived
dislocation density data is extendible to a wide variety of
structural alloys, including Ni-based superalloys, Ti-based
alloys, Al-based alloys, Mg-based alloys and for many dif-
ferent problems (e.g. UFG materials, creep, fatigue and
dwell fatigue) [7,8,10,52–73].cquired PED scan of a UFG Ti material. (a) The index map shows the
sity distribution map overlaid with reconstructed grain boundaries. Similar
orks in (b). (c) Magniﬁed view of region 1, and (d) magniﬁed view of region
d detection limit, and that white pixels indicate grain boundaries.
Fig. 6. Veriﬁcation of the proposed method to calculate dislocation
density distribution (a) quaternion misorientation of a segmented region
of an orientation database. The maximum point-to-point and point-to-
origin misorientation along lines 1 and 2 are 4 and 0.1, respectively. (b)
The left grain mentioned in (a) has a region that is full of dislocations and
a region that is depleted of dislocations. This example clearly shows the
consistencies between the expected and calculated dislocation densities.
Note that black pixels (b) indicate data that falls below the estimated
detection limit, and that white pixels indicate grain boundaries.
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be deduced easily. For example, the dislocation densityFig. 7. Dislocation density distribution map represents dislocation architectu
(sub-region 1), a cellular structure and cell walls/sub-grain boundaries (sub-regi
that black pixels indicate data that falls below the estimated detection limit, adistribution map of the same region shown in Fig. 3b is
represented in Fig. 7. In such a map, it is possible to deter-
mine regions containing few GNDs (sub-region labeled
“1”), cellular structure and cell walls/sub-grain boundaries
(sub-region labeled “2”), and hot and cold spots (sub-
region labeled “3”).
4.3.2. Other representation schemes for the data
One quantitative metric of GND density distribution is
the distribution of dislocation densities vs. the smallest
Euclidean distance to grain boundaries and triple junctions
[19]. The distances of each pixel from the closest recon-
structed grain boundary and triple junction were calculated
using a watershed transform method (Fig. 8a,b). The statis-
tical distribution of dislocations with respect to the recon-
structed grain boundaries and triple junctions are shown in
Fig. 8c,d, where the color indicates counts. The minimum
Euclidean distance calculated is slightly greater than the step
size of the PED scan (i.e. poorer resolution), due to the req-
uisite conversions between grid types and the inconsistencies
that arise as a result of the maximum boundary deviation
parameter needed to digitally reconstruct the grain bound-
aries. As expected, the dislocations mostly accumulate close
to grain boundaries and triple junctions (see Fig. 8c,d).
In addition to extracting distance maps of the data, in
theory it is possible to deduce the dominant types of dislo-
cations present in the material, as shown graphically in
Fig. 9. In the experiments, although the beam is precessing,
its angle from the optical axis is quite small. Eﬀectively, one
can consider an average beam orientation that is being used
to probe the material, and from which it is possible tore network. A region containing few geometrically necessary dislocations
on 2) and the location of hot and cold spots (sub-region 3) are shown. Note
nd that white pixels indicate grain boundaries.
Fig. 8. Quantitative representation of dislocation density distribution with respect to grain boundaries and triple junctions conducted on the dataset used
for Fig. 3. (a) Watershed transform method is applied to calculate the closest distance of pixels from the reconstructed grain boundaries. (b) Similar
procedure as in (a) for triple junctions. (c) Distance from the closest reconstructed grain boundary vs. dislocation density. The bin width in x and y axes are
0.03 in log10 scale and 15 nm, respectively. (d) Similar to (c) for triple junctions.
Fig. 9. A plot of the rotation basal planes (represented by their normal)
from the beam direction. The measurable dislocation densities on the
perimeter of this representation indicate a predominance of hai-type
dislocations on the basal plane. The clusters toward the interior part of
this representation can likely be identiﬁed as a-type dislocations on 1011,
hc + ai-type on 1122 and twinning on 1012 planes.
212 I. Ghamarian et al. / Acta Materialia 79 (2014) 203–215extract lattice curvatures and therefore deduce GND densi-
ties, as has been demonstrated above. If we consider slip
occurring on a given plane (i.e. hai-type dislocations gliding
on the basal plane in hcp Ti), the largest amount of lattice
curvature (and hence GND densities) will be observed
when looking along the basal plane (not the basal plane
normal). Fig. 9 shows the deviation of the viewing direc-
tions that lead to the given dislocation densities plotted
along the c-axis (i.e. 0001) projection. The observations
made at the perimeter of this plot show the predominance
of hai-type slip on the 0001 plane, although some clusters
toward the interior part of this representation can be iden-
tiﬁed as likely to be hai-type dislocations on 1011 planes,
hc + ai-type on 1122 planes, and twinning on 1012
planes. The spread of hai-type dislocations away from the
perimeter of the pole ﬁgure suggests a complex dislocation
structure (sub-grain boundaries) comprised almost entirely
of hai-type dislocations, leading to lower energy.
5. Challenges and limitations
The application of PED-acquired datasets to extract dis-
location densities of severely deformed materials and their
correlations with microstructural features have not been
shown previously in the literature. For completeness, twopotential challenges and limitations require discussion,
namely an assessment of dislocation density resolution
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ence the datasets for these materials.
5.1. Dislocation density resolution
Since GND density is proportional to local lattice curva-
ture, it can be argued (accurately, if limiting the argument
to bulk dislocation density, and erroneously, if applied to
spatially resolved dislocation content) that scanning step
size signiﬁcantly aﬀects the calculated GND density [16].
Indeed, step size plays a key role in GND density calcula-
tions according to Nye’s formulation. Large step sizes
increase the risk of losing information related to the dislo-
cation network as it may miss dislocation dipoles separated
by a small dimension [38]. However, dislocation density
calculations for datasets collected using small step sizes
may be susceptible to noise, artiﬁcially increasing the calcu-
lated dislocation density. The minimum resolvable GND
density that has been reported previously as a function of
angular resolution and step size is presented in the follow-
ing equation [38,74]:
qGNDmin ¼
Angular resolution ðradÞ
Step size  Burger’s vector length : ð10Þ
Based on this equation, the dislocation density resolu-
tion of a PED scan with step size of 10 nm before and after
applying quaternion averaging is 4.7  1015 and
2.3  1015 m2, respectively, as the angular resolution
improves from 0.8 to 0.4. Obviously, improving the angu-
lar resolution is critical to accurately quantifying and map-
ping dislocation density. Eq. (10) leads to a conclusion that
the step size must be selected depending upon the expected
dislocation density of the studied material [38]. For exam-
ple, He et al. [74] have criticized the use of a step size of
20 nm instead of 1 lm to study dislocation density of a
5% cold-rolled aluminum due to increasing the lower
bound of dislocation density from 6.1  1013 to
3  1015 m2, respectively. This level of spatial resolution
is appropriate to study dislocation density of slightly
deformed materials. However, for severely deformed mate-
rials (or localized regions with a high degree of deforma-
tion) in which the local orientation gradient is
measurable, far smaller step sizes are more appropriate.
As the spatial resolution has increased signiﬁcantly, the
argument of Eq. (10) must be applied to a “window” for
which lattice curvatures are being measured, as opposed
to the bulk specimen. Thus, for a dislocation content of
two or more dislocations within the thickness of the speci-
men, the local dislocation density surpasses the threshold
deduced by Eq. (10), and thus the approach is valid.
In the case of highly deformed UFG materials where
high dislocation densities are expected, smaller step sizes
(e.g. 2–15 nm) are not only preferable, but also provide
critical details of the deformation structure. Any noise
present does not mask important dislocation density infor-
mation as the dislocation densities calculated for regions inwhich the dislocation density is low or negligible (e.g.
recrystallized grains) are eliminated as they fall below the
dislocation density resolution. In practice, if the resolution
improves to 0.2, the missing points are related to a
single dislocation line segment for a given probed volume.
Consequently, this current approach does not capture
mobile SSDs with the current resolution. However, there
is the potential to capture them if the angular resolution
improves for the raw data—a signiﬁcant advantage over
EBSD-based techniques which invariably miss SSDs: as
SSDs exist in dipoles and multiples with no net Burgers
vector, they cannot be detected if the step size is not
small enough to separate these dipoles from each other
[38,75].
5.2. Bend contours
In addition to the challenges regarding intrinsic resolu-
tion of the data, an additional challenge and limitation of
the methods described in this paper is the presence of
“bend contours” that are regularly found in ductile thin foil
specimens, and thus should be considered as potentially
contributing to dislocation density calculations. However,
their presence in highly deformed UFG materials is not
immediately obvious, and the likelihood of their presence
in these materials will be discussed.
Brieﬂy, bend contours are real-space observations of
Kikuchi diﬀraction patterns in TEM specimens. As their
name implies, they are small, localized, permanent bends
that are present within the specimen. When present, bend
contours indicate that lattice curvature and thus disorienta-
tions are present, which ultimately could result in the calcu-
lation of dislocation densities that are an artifact of
specimen preparation, contributing to the overall disloca-
tion density. The magnitude of the strains that are present
at the surface of the bend contours can be approximated
using the following approach.
In bending, the maximum stress is located at the sur-
faces of the object, and is under compression on one sur-
face and under tension on the other surface. The stress
varies linearly between these maximum opposing stresses
and passes through a value of 0 at the “neutral surface”
located within the body of the object. The radius of curva-
ture q is related to the curvature j, the inﬁnitesimal change
in the angle between the surface normal dh and the inﬁni-
tesimal distance along the curve (which can be approxi-
mated as the inﬁnitesimal distance along a length dx) as
shown in the following equation:
j ¼ 1
q
¼ dh
ds
 dh
dx
: ð11Þ
The curvature j can then be related to the longitudinal
strain according to:
ex ¼  yq ¼ y:j; ð12Þ
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the distance from the neutral surface ( = 0) from the
object surface.
In electron diﬀraction, it is possible to directly calculate
each of these parameters to estimate the magnitude of the
strains present in the specimen. As the subject is one of
bend contours, it is ﬁrst necessary to consider the change
in angle along the surface. As bend contours are directly
related to the Kikuchi lines, which are due to Bragg diﬀrac-
tion in thicker specimens, the angle can be calculated read-
ily according to Bragg’s law:
nk ¼ 2d sin h; ð13Þ
where k is the wavelength (k = 0.00251 nm for 200 kV), d is
the d-spacing and h is the diﬀraction angle. Although
d-spacings can vary considerably, for the purposes of this
exercise, a reasonable value to take for the d-spacing would
be 0.15 nm, which will give a diﬀraction angle of 0.0085
radians. It is common for bend contours to exhibit a
real-space distance between a +g and g diﬀraction event
2h of 500–1000 nm. Thus, a reasonable value to take as
the distance between the true normal and +h is half the
bend contour thickness (i.e. x = 300 nm). This gives a cur-
vature j of  2.84  105 rad nm1. For a 150 nm thick
specimen (y  75 nm), the strain ex is then 2  103. This
value goes down as the specimens get thinner, the d-spacing
increases or the bend contour thickness decreases. Other
reasonable values (d = 2.25 A˚, x = 500 nm, y = 50 nm)
produce strains that are a fraction of this value
ex  5  104. Clearly, the strains are very small.
While the values suggest strains in the elastic regime, the
bend contours are permanent, indicating that plastic defor-
mation has occurred, even if the stress imposed on the
material is less than the yield strength (r0:2%ys ). While it is
exceptionally diﬃcult to prove, a reasonable assumption
is that the probability of producing bend contours
decreases as the resistance to deformation as indicated by
the yield strength (r0:2%ys ) increases. Thus, for highly
deformed high-strength materials, bend contours are
unlikely.
6. Conclusions
These results demonstrate, for the ﬁrst time, the extensi-
bility of a novel TEM-based orientation imaging tech-
nique, PED, to characterize UFG metallic materials
(speciﬁcally titanium) and extract spatial variations of dis-
location densities. Following a series of post-processing
steps, it is possible to extract maps of dislocation density
with an ultimate spatial resolution of 1–2 nm. Such capa-
bility has not been presented previously in the literature.
The extraction of such maps can be subsequently interro-
gated to understand deformation structure–microstructure
correlations. This has been demonstrated by plotting dislo-
cation density vs. the distance away from grain boundaries
and triple junctions. The data seems to scale with previous
observations from high-resolution EBSD data plotted in asimilar way. By plotting dislocation density as a function of
local crystal orientation, it is possible to present dislocation
density as a pole ﬁgure and deduce contributions of diﬀer-
ent deformation mechanisms. In addition, it is clearly pos-
sible to visualize new, nascent grains in highly deformed
materials, as well as make new observations of grains
where one region has no dislocation activity and another
part has a substructure. Such observations point to the
need to understand defect structure correlation with micro-
structure using higher-order correlation functions (e.g. to
understand the eﬀect of nearest-neighbor grains on the
deformation of any arbitrary grain).Acknowledgments
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