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Let K be an algebraically closed fleld of characteristic zero. We present an e–cient al-
gorithm for determining whether or not a given polynomial f(x; y) in K[x; y] is analyti-
cally reducible over K at the origin. The algorithm presented is based upon an informal
method sketched by Kuo (1989) which is in turn derived from ideas of Abhyankar (1988).
The presentation contained herein emphasises the proofs of the algorithm’s correctness
and termination, and is suitable for computer implementation. A polynomial worst case
time complexity bound is proved for a partial version of the algorithm.
c° 1997 Academic Press Limited
1. Introduction
Let K denote an arbitrary fleld and let K[[x; y]] denote the ring of formal power series
in the indeterminates x and y over K. An element f of K[[x; y]] can be expressed as a
sum
f0 + f1 + f2 + ¢ ¢ ¢
where each fi is either 0 or a homogeneous polynomial of degree i. Let f be a nonzero
power series in x and y over K. The smallest non-negative integer i for which fi is nonzero
is called the order of f and is denoted by O(f). We say that the zero power series has
inflnite order. It is easy to show that K[[x; y]] is an integral domain, and that the units of
this domain are the power series of order 0. Zariski and Samuel (1960) provide detailed
information about power series rings.
Let L be a fleld extension of K. A nonzero polynomial f(x; y) in K[x; y] which is not
a unit of K[[x; y]] is said to be analytically (ir)reducible over L at the origin if f(x; y) is
(ir)reducible in L[[x; y]]. For example, let Q denote the fleld of rational numbers and let
f(x; y) = x2 ¡ y2 ¡ y3 2 Q[x; y]. Then f(x; y), an irreducible polynomial, is analytically
reducible over Q at the origin, since
f = (x¡ y ¡ (1=2)y2 + (1=8)y3 + ¢ ¢ ¢)(x+ y + (1=2)y2 ¡ (1=8)y3 + ¢ ¢ ¢):
As another example, if g(x; y) = x2 ¡ 2y2 ¡ 2y3, then g(x; y) is analytically irreducible
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over Q at the origin, but is analytically reducible over Q(
p
2) at the origin:
g = (x¡
p
2y ¡ (
p
2=2)y2 + (
p
2=8)y3 + ¢ ¢ ¢)(x+
p
2y + (
p
2=2)y2 ¡ (
p
2=8)y3 + ¢ ¢ ¢):
Denote by K[[y]] the ring of formal power series in y over K. It is a consequence of the
Weierstrass preparation theorem (Lecture 16 of Abhyankar, 1990) that every element
of K[x; y] which is analytically reducible over L at the origin is reducible in L[[y]][x].
However the converse is not true: the polynomial h(x; y) = x2 +x 2 Q[x; y], for example,
is analytically irreducible over Q at the origin, since h(x; y) and x are associates in
Q[[x; y]]. We can assert that an element of K[x; y] is analytically reducible over L at the
origin if and only if it is the product of two elements of L[[y]][x], neither of which is a
unit of L[[x; y]].
Now suppose that L is algebraically closed and that the characteristic of K is zero. In
this paper we present an algorithm for determining whether or not a given element f(x; y)
of K[x; y] is analytically reducible over L at the origin. All computations are performed
in K. Thus, for example, where K = Q and L is an algebraically closed extension of K,
the algorithm will report that the polynomials f , g and h deflned above are analytically
reducible, reducible and irreducible, respectively, over L at the origin.
An informal sketch of the algorithm presented herein appeared in the flnal section of
Kuo (1989). The informal method sketched by Kuo (1989) appears to have been derived
from certain ideas of Abhyankar (1988, 1989, 1990) and of Abhyankar and Moh (1973).
Some of the steps of the preliminary sketch in Kuo (1989) were not clearly specifled, there
were some misprints in the text, and the mathematical justiflcation of this algorithm
sketch was not clear. Moreover it was felt by the author that the notation and the clarity
of the presentation of Kuo (1989) could be substantially improved.
The present paper contains a clear description and a careful justiflcation of the method
sketched by Kuo (1989). In particular, e–cient subalgorithms for the main operations
required are supplied, and careful correctness and termination proofs are provided. These
features were lacking from the presentation of Kuo (1989). The algorithm described herein
is suitable for computer implementation. Moreover the algorithm is developed here in
stages, to enhance readability and understandability.
The algorithm of this paper depends chie°y on a generalization of an analogue of
Hensel’s classical reducibility criterion for primitive polynomials over a fleld with an ex-
ponential valuation (van der Waerden, 1953). A generalization of the analogue of Hensel’s
reducibility criterion was stated by Kuo (1989). Herein we give an alternative account of
the result, which we believe is more readable, understandable and complete than that of
Kuo (1989).
There is an alternative method for deciding analytic reduciblity over L at the origin.
Such a method would compute su–ciently many terms of the fractional power series
roots „xi over L of a given polynomial f(x; y) 2 K[x; y]. Such algebraic function expansions
could be computed using the methods of Traub and Kung (1978), which are based on
Newton’s polygon (Walker, 1978). From such fractional power series expansions one could
then determine by inspection whether or not f(x; y) has only one place over L at the
origin, that is, whether or not f(x; y) is analytically irreducible over L at the origin.
We have provided a polynomial worst case time complexity bound for a partial version
of our algorithm. However so far we have not been able to complete a worst case time
complexity analysis for our algorithm in its full generality. (We ran into a technical
brick wall.) Nevertheless our strong feeling is that our algorithm in its full generality is
polynomial time.
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Since we have not proved a polynomial worst case time complexity bound for our
general algorithm, we are not able to assert the superiority of our general algorithm
over the alternative method alluded to above. However we point out that our algorithm
avoids computation of fractional exponents and performs all arithmetic in the fleld K
over which the given polynomial is deflned. Moreover our algorithm very often returns
an answer very quickly. Thus we believe that our algorithm is, on average, likely to be
just as e–cient a test for analytic reduciblity as the alternative method alluded to above.
In Section 2 we present a straightforward analogue, Theorem 2.2, of Hensel’s lemma and
describe a partial decision procedure which exploits this result. In Section 3 we discuss
issues involved in extending the partial decision procedure of Section 2. In Section 4 we
present a generalization of Theorem 2.2 and an algorithm to decide analytic irreducibility.
2. Hensel’s Lemma and Partial Decision Procedure
The classical version of Hensel’s lemma (van der Waerden, 1953) gives a reducibility
criterion for a primitive polynomial over a fleld complete with respect to an exponential
valuation. Let K be a fleld and let K[[y]] denote the ring of all formal power series in y
over K. Let f(x; y) be an element of K[[y]][x]. Suppose that f(x; 0) = cxk+¢ ¢ ¢, where c is
nonzero and ‘¢ ¢ ¢’ denotes the possible occurrence of terms of degrees greater than k. Then
Hensel’s lemma tells us that if f(x; 0) is the product of two relatively prime polynomials
g0(x) and h0(x) over K of positive degrees, then there exist elements g(x; y) and h(x; y)
of K[[y]][x] such that
f(x; y) = g(x; y)h(x; y);
g(x; y) · g0(x) (mod y);
h(y; x) · h0(x) (mod y):
In this section we shall state an analogue of Hensel’s lemma.
We introduce some notation and terminology flrst of all. Let w > 0 be a rational
number. With every nonzero power series f(x; y) 2 K[[x; y]] we associate a rational
number Ow(f), called the order of f with respect to w, by letting Ow(f) be the minimum
value of iw+ j over all nonzero terms ci;jxiyj in f(x; y). We set Ow(0) =1. Thus O1(f)
is the order of f in the ordinary sense. We sometimes omit the subscript w from Ow(f)
when w is clear from context.
For every nonzero f(x; y) 2 K[[x; y]] we deflne the initial w-form fw(x; y) of f(x; y)
to be the sum of all nonzero terms ci;jxiyj of f(x; y) for which iw + j = Ow(f). More
generally, an element h(x; y) of K[[x; y]] is called a homogeneous w-form of order t if
t = iw + j for every nonzero term ci;jxiyj of h(x; y).
It is easy to see that Ow is a valuation on K[[x; y]]. Thus, for every t ‚ 0, the set of
all elements f of K[[x; y]] for which Ow(f) > t comprises an ideal Iw(t) of K[[x; y]].
The following theorem will be required by the algorithm presented later in this section.
Theorem 2.1. Let K be a fleld and let f(x; y) 2 K[[y]][x]. Let d and n be positive
integers with (d; n) = 1 and put w = n=d. Let ° and a 6= 0 be elements of K such that
° 6= 0 if d > 1. If
f(x; y) · a(xd + °yn) (mod Iw(n))
then f(x; y) is an irreducible element of K[[x; y]].
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Proof. The theorem is a special case of Theorem 3.3, but we shall also give a proof
from flrst principles. If d = 1 then the order of f is 1, hence f is irreducible. Assume
d > 1. Suppose that f = gh, where g and h are elements of K[[x; y]]. Then
a(xd + °yn) = gw(x; y)hw(x; y);
since the initial w-form of f is clearly the product of the initial w-forms of g and h (that
is, the operator f ! fw is multiplicative). Since (d; n) = 1 and ° 6= 0, the polynomial
xd + °yn is clearly irreducible in K[x; y]. Hence gw 2 K or hw 2 K. Hence either g is a
unit of K[[x; y]] or h is a unit of K[[x; y]]. 2
For a nonzero polynomial p(z) = p0zl + p1zl¡1 + ¢ ¢ ¢ + pl over K, where p0 6= 0, we
deflne the homogenization p^(z1; z2) of p(z) to be:
p^(z1; z2) = zl2p(z1=z2) = p0z
l
1 + p1z
l¡1
1 z2 + ¢ ¢ ¢+ plzl2:
We can now state and prove our analogue of Hensel’s lemma.
Theorem 2.2. Let K be a fleld. Let w > 0 be a rational number. Let f(x; y) 2 K[[y]][x].
Let f⁄(x; y) = fw(x; y) be the initial w-form of f(x; y) and suppose that f⁄(x; 0) 6= 0.
Suppose that
f⁄(x; y) = g⁄(x; y)h⁄(x; y)
where g⁄ and h⁄ are relatively prime w-forms, with degx g⁄ = m. Then there exist ele-
ments g(x; y) and h(x; y) of K[[y]][x] such that
f(x; y) = g(x; y)h(x; y)
and g⁄, h⁄ are the initial w-forms of g, h, respectively, and degx g = m.
Proof. The theorem is a special case of Theorem 3.4. But, to provide a model for the
more di–cult proof of Theorem 3.4 to be given in the next section, we shall here give a
proof of Theorem 2.2 from flrst principles.
The reader might like to compare the proof given here with the direct proof of unitan-
gency given on pages 140{141 of Abhyankar (1990). If the characteristic of K is 0 the
result can also be proved using Puiseux’s theorem, as in the proof of Lemma 1 of Walsh
(1992).
Let w = n=d, where d and n are positive integers with (d; n) = 1. Then, since f⁄(x; 0) 6=
0 by assumption, f⁄(x; y) can be expressed in the form
f⁄(x; y) = xr(a0xdq + a1xd(q¡1)yn + ¢ ¢ ¢+ aqynq) = xr`(xd; yn);
say, where 0 • r < d, q ‚ 0, a0 6= 0 and `(z1; z2) is homogeneous.
Since g⁄ and h⁄ are relatively prime, either x does not divide g⁄ or x does not divide h⁄,
so g⁄(x; y) = xr·(xd; yn) and h⁄(x; y) = ‡(xd; yn), say, where ·(z1; z2) and ‡(z1; z2)
are relatively prime 1-forms and z1 does not divide ‡(z1; z2). Let Df = degx f . Let
Ow(g⁄) = u0 and Ow(h⁄) = v0. We will construct elements g(x; y) and h(x; y) of K[[y]][x],
with degx g = m, such that
f(x; y) = g(x; y)h(x; y);
g(x; y) · g⁄(x; y) (mod Iw(u0));
h(x; y) · h⁄(x; y) (mod Iw(v0)):
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Suppose that there are no polynomials g(x; y) and h(x; y) in K[x; y] satisfying the require-
ments. We shall construct inflnite sequences g0; g1; : : : and h0; h1; : : : of w-forms of formal
orders u0; u1; : : : and v0; v1; : : : respectively, such that u0 < u1 < ¢ ¢ ¢ and v0 < v1 < ¢ ¢ ¢,
and for every j ‚ 0, the following property P (j) holds: u0 + vj = uj + v0, if j > 0 then
degx gj < m, degx hj • Df ¡m and
f · (g0 + g1 + ¢ ¢ ¢+ gj)(h0 + h1 + ¢ ¢ ¢+ hj) (mod Iw(u0 + vj)):
Setting g(x; y) = g0 + g1 + ¢ ¢ ¢ and h(x; y) = h0 +h1 + ¢ ¢ ¢ we will be done. Deflne g0 = g⁄
and h0 = h⁄. Since f⁄ = g0h0 by hypothesis, property P (0) is true. Let i ‚ 0. Suppose
that sequences g0; g1; : : : ; gi and h0; h1; : : : ; hi of w-forms of formal orders u0; : : : ; ui and
v0; : : : ; vi respectively have been deflned so that u0 < ¢ ¢ ¢ < ui, v0 < ¢ ¢ ¢ < vi and for
every j in the range 0 • j • i the property P (j) holds. We shall deflne gi+1 and hi+1
of formal orders ui+1 and vi+1 such that ui < ui+1, vi < vi+1, u0 + vi+1 = ui+1 + v0,
degx gi+1 < m, degx hi+1 • Df ¡m and
f(x; y) · (g0 + ¢ ¢ ¢+ gi+1)(h0 + ¢ ¢ ¢+ hi+1) (mod Iw(u0 + vi+1)):
Let w0 = Ow(f ¡ (g0 + ¢ ¢ ¢+ gi)(h0 + ¢ ¢ ¢+ hi)). Then u0 + v0 < w0 <1. Let f 0 be the
initial w-form of f ¡ (g0 + ¢ ¢ ¢+ gi)(h0 + ¢ ¢ ¢+ hi). Notice that degx f 0 • Df . Write f 0 in
the form
f 0(x; y) = xfiyflp(xd; yn);
for some integers fi, fl and some homogeneous polynomial p(z1; z2) satisfying 0 • fi < d
and 0 • fl < n. Let q0 be the total degree of p(z1; z2). There are two cases to consider.
Case 1: r • fi. Now w0 = (1=d)(fin + fld + q0nd) and Ow(f) = (1=d)(rn + qnd) < w0,
from which it follows that q0 ‚ q ¡ 1.
Now
1 = b(z)·(z; 1) + c(z)‡(z; 1)
for some b(z), c(z) in K[z], since ·(z; 1) and ‡(z; 1) are relatively prime (since · and ‡
are relatively prime). Therefore
p(z; 1) = p(z; 1)b(z)·(z; 1) + p(z; 1)c(z)‡(z; 1):
Say deg · = k and deg ‡ = l. Since
`(xd; yn) = ·(xd; yn)‡(xd; yn)
and `(xd; 0) = a0xdq 6= 0, it follows that deg ·(z; 1) = k, deg ‡(z; 1) = l and q = k + l.
Also m = r + dk.
By the division property there exist polynomials ¾ and ¿ , with deg ¿ < k, such that
p(z; 1)c(z) = ¾(z)·(z; 1) + ¿(z):
Therefore, where ‰(z) = p(z; 1)b(z) + ¾(z)‡(z; 1),
p(z; 1) = ‰(z)·(z; 1) + ¿(z)‡(z; 1):
We claim that deg ‰(z) • q0 ¡ k. This claim is proved as follows. Now deg p(z; 1) • q0
and deg ¿(z)‡(z; 1) • k ¡ 1 + l = q ¡ 1 • q0. Therefore deg ‰(z)·(z; 1) • q0. Hence
deg ‰(z) • q0 ¡ k. The claim is proved. Hence, where ° = q0 ¡ k ¡ deg ‰(z) ‚ 0 and
– = q0 ¡ l ¡ deg ¿(z) ‚ 0,
p(z1; z2) = z
°
2 ‰^(z1; z2)·(z1; z2) + z
–
2 ¿^(z1; z2)‡(z1; z2):
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Hence, setting
gi+1 = xfiyfl+n– ¿^(xd; yn);
hi+1 = xfi¡ryfl+n° ‰^(xd; yn);
we have
f 0(x; y) = hi+1(x; y)g0(x; y) + gi+1(x; y)h0(x; y);
as required. Also degx gi+1 • fi+ d(k ¡ 1) < m, and so degx hi+1 • Df ¡m.
Case 2: r > fi. We claim that q0 ‚ q. (Proof of claim: from w0 > u0 + v0 follows
(fi¡ r)=d+ fl=n+ q0 ¡ q > 0. Hence, since (fi¡ r)=d < 0 and fl=n < 1, q0 ‚ q.)
There exist polynomials b(z) and c(z) such that
1 = b(z)z·(z; 1) + c(z)‡(z; 1);
since · and ‡ are relatively prime and z1 does not divide ‡(z1; z2). Therefore
p(z; 1) = p(z; 1)b(z)z·(z; 1) + p(z; 1)c(z)‡(z; 1):
Say deg · = k and deg ‡ = l. As before, deg ·(z; 1) = k, deg ‡(z; 1) = l and q = k+ l. Also
m = r+dk. By the division property there exist polynomials ¾ and ¿ , with deg ¿ < k+1,
such that
p(z; 1)c(z) = ¾(z)z·(z; 1) + ¿(z):
So, where ‰(z) = p(z; 1)b(z) + ¾(z)‡(z; 1),
p(z; 1) = ‰(z)z·(z; 1) + ¿(z)‡(z; 1):
We claim that deg ‰(z) • q0¡k¡ 1. This claim is proved as follows. Now deg p(z; 1) • q0
and deg ¿(z)‡(z; 1) • k + l = q • q0. Therefore deg ‰(z)z·(z; 1) • q0. Hence deg ‰(z) •
q0 ¡ k ¡ 1. The claim is proved.
Hence, where ° = q0 ¡ k ¡ 1¡ deg ‰(z) ‚ 0 and – = q0 ¡ l ¡ deg ¿(z) ‚ 0, we have
p(z1; z2) = z
°
2 ‰^(z1; z2)z1·(z1; z2) + z
–
2 ¿^(z1; z2)‡(z1; z2):
Hence, setting
gi+1 = xfiyfl+n– ¿^(xd; yn);
hi+1 = xfi+d¡ryfl+n° ‰^(xd; yn);
we have
f 0(x; y) = hi+1(x; y)g0(x; y) + gi+1(x; y)h0(x; y);
as required. Also degx gi+1 • fi+ dk < m, and so degx hi+1 • Df ¡m. 2
Suppose that the fleld K has characteristic zero and let L be the algebraic closure
of K. Let f(x; y) be a nonzero element of K[x; y]. We wish to discover whether or not
f(x; y) is analytically reducible over L at the origin. Let k be the order O(f) of f(x; y). If
k = 0 then f is a unit of L[[x; y]], hence not an irreducible element of L[[x; y]]. So we may
assume henceforth that k > 0. If necessary, perform a linear coordinate transformation
so as to ensure that
f(x; 0) = axk + ¢ ¢ ¢
where a 6= 0 and ‘¢ ¢ ¢’ denotes the possible occurrence of terms of degrees greater than k.
The polynomial f(x; y) is now said to be regular in x at the origin.
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Using Euclid’s algorithm, write
f(x; y) = c(y)p(x; y)
where c(y) 2 K[y] and p(x; y) 2 K[x; y] is primitive with respect to x. Since c(0) 6= 0 by
virtue of f(x; 0) 6= 0, f and p are associates in K[[x; y]].
Using Euclid’s algorithm over the quotient fleld K(y) of K[y], compute the greatest
common divisor of p and @p=@x over K(y). By clearing denominators and taking out
common factors we can then obtain the greatest common divisor g(x; y) of p and @p=@x
in K[x; y].
Consider flrst the case in which g(0; 0) = 0. In this case we have that p(x; y), hence
f(x; y), is divisible by the square of a polynomial say r(x; y) for which r(0; 0) = 0. Hence
f(x; y) is not irreducible in L[[x; y]].
So we may assume henceforth that g(0; 0) 6= 0. We compute the greatest squarefree
divisor h(x; y) of p(x; y) using the formula h(x; y) = p(x; y)=g(x; y), which is valid since
the characteristic of K is zero. Since f and h are associates in K[[x; y]], we can now apply
the following algorithm ReducibilityPartialMethod to h(x; y) in the hope of determining
whether h(x; y), hence f(x; y), is analytically reducible over L at the origin.
The algorithm ReducibilityPartialMethod accepts as input an initial segment f(x; y)
mod yM of a polynomial f(x; y) whose coe–cients are elements of K[[y]] such that f(x; y)
satisfles the stated properties and M is a su–ciently large positive integer which is not
necessarily known in advance. We allow this slightly larger class of inputs to the algorithm
for two reasons. The flrst reason is that, given Theorems 2.1 and 2.2, it seems natural
that the algorithm which is based upon these theorems should be able to accept a flnite
portion of such a polynomial over K[[y]] as input. Secondly, the algorithm could thereby
accept a flnite portion of a polynomial g(x; y) 2 K[[y]][x] which is computed using the
constructive proof of Theorem 2.2. It is suggested that, for a flrst reading of the algorithm
description, the reader think of the input f(x; y) as an element of the polynomial ring
K[x; y].
In the algorithm description a pair of numbers (u; v) is called a Newton point for
f(x; y) 2 K[[y]][x] if there is a nonzero term cxuyv in f(x; y).
The algorithm is annotated with certain key assertions for its correctness proof. In
particular we shall denote by I (for ‘invariant’) the following assertion:
n ‚ 1, g(y) 2 K[y] with O(g) ‚ 1, and
f(X ¡ g(Y ); Y ) · aXk (mod In(nk)):
Algorithm 2.1. (ReducibilityPartialMethod(f ; b, c))
Input: f(x; y) mod yM , where f(x; y) 2 K[[y]][x] is nonzero, of positive order, regular in x
at the origin, primitive and squarefree with respect to x, and M is a su–ciently large
positive integer which is not necessarily known in advance. K is a fleld of characteristic
zero and L is the algebraic closure of K.
Output: if c = true then analytic reducibility is decided such that b = true if and only
if f(x; y) is reducible in L[[x; y]], and otherwise (c = false) analytic reducibility is not
decided.
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(1) Set k ˆ O(f). If k = 1 then set c ˆ true, b ˆ false and exit. [In this case, f is
irreducible in L[[x; y]], by Theorem 2.1.]
(2) Set w ˆ 1. Set f⁄(x; y)ˆ the initial form of f [in the ordinary sense] and suppose
that
f⁄(x; y) = axk + a1xk¡1y + ¢ ¢ ¢+ akyk:
If f⁄(x; y) 6= a(x + (a1=ka)y)k then set c ˆ true and b ˆ true and exit. [The
characteristic of K is zero, hence ka 6= 0. Therefore, the quotient a1=ka is well-
deflned. In case f⁄(x; y) 6= a(x + (a1=ka)y)k, since L is algebraically closed, the
hypotheses of Theorem 2.2 are satisfled with K = L. Indeed f⁄(x; y) is the product
of two relatively prime homogeneous forms over L neither of which is a unit. Hence
f(x; y) is reducible in L[[x; y]], by Theorem 2.2.]
(3) [f⁄(x; y) = a(x+ (a1=ka)y)k.] Set ° ˆ a1=ka. Set g(y)ˆ °y, dˆ 1, nˆ 1. [I.]
(4) [I.] Denote f(X ¡ g(Y ); Y ) by F (X;Y ). Consider the line in the (u; v)-plane which
passes through (k; 0) and some other Newton point (u0; v0) of F (X;Y ) such that
0 • u0 < k and the absolute value v0=(k ¡ u0) of the slope of this line is minimum.
To compute (u0; v0) the following procedure could be used. Set Found ˆ false
and mˆ nk+1. While not Found the following operations are repeated: fcompute
P (X;Y )ˆ F (X;Y ) mod Im=k(m); [for this operation to be carried out successfully
it su–ces for f(x; y) mod ym+1 to be specifled as input;] if P (X;Y ) has a Newton
point (u; v) with 0 • u < k then set Found ˆ true and (u0; v0) ˆ a Newton
point of P (X;Y ) with 0 • u0 < k such that v0=(k¡ u0) is minimum, and otherwise
set m ˆ m + 1.g [The above procedure terminates since f(x; y), hence F (X;Y ),
is squarefree.] Let w ˆ v0=(k ¡ u0). Determine positive integers d and n so that
(d; n) = 1 and w = n=d. Set F ⁄(X;Y )ˆ the initial w-form of P (X;Y ).
(5) [w ‚ 1 and the initial w-form of F (X;Y ) contains aXk and some other nonzero
term.] If d > 1 then go to 8.
(6) [d = 1.] Suppose F ⁄(X;Y ) = aXk + a1Xk¡1Y n + ¢ ¢ ¢ + akY nk. If F ⁄(X;Y ) 6=
a(X + (a1=ka)Y n)k then set c ˆ true and b ˆ true and exit. [For in this case,
since L is algebraically closed, the hypotheses of Theorem 2.2 are satisfled for
F (X;Y ) with K = L. Indeed F ⁄ is the product of two relatively prime w-forms
over L neither of which is a unit. Hence F (X;Y ) is reducible in L[[X;Y ]], by
Theorem 2.2: hence f(x; y) is reducible in L[[x; y]].]
(7) [F ⁄(X;Y ) = a(X + (a1=ka)Y n)k.] Set ° ˆ a1=ka. Set g(y) ˆ g(y) + °yn. [I.]
Go to 4.
(8) [d > 1.] Let k = qd + r, where q ‚ 0 and 0 • r < d. [Then q ‚ 1.] Suppose
F ⁄(X;Y ) = Xr(aXdq + a1Xd(q¡1)Y n + ¢ ¢ ¢ + aqY nq). If F ⁄(X;Y ) 6= a(Xd +
(a1=qa)Y n)q then set c ˆ true and b ˆ true and exit. [For in this case, as above,
F (X;Y ) is reducible in L[[X;Y ]], by Theorem 2.2: hence f(x; y) is reducible in
L[[x; y]].]
(9) [F ⁄(X;Y ) = a(Xd+(a1=qa)Y n)q and a1 6= 0.] If q = 1 then set cˆ true, bˆ false
and exit. [By Theorem 2.1, F (X;Y ) is an irreducible element of L[[X;Y ]], hence
f(x; y) is an irreducible element of L[[x; y]].] Otherwise set cˆ false and exit. [The
algorithm is unable to decide the reducibility of f in L[[x; y]].] 2
The following theorem is an important ingredient of a correctness proof for the above
algorithm.
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Theorem 2.3. The relation I is an ‘invariant’ of the loop (steps 4{7) in the algorithm,
in the sense that if I is true just prior to execution of step 4, and step 7 is subsequently
executed, then I is true just after execution of step 7.
Proof. Suppose that I is true just before execution of step 4. Denote f(X ¡ g(Y ); Y )
by F (X;Y ). Assume further that no exit from the loop occurs in steps 5 or 6. It must
be shown that I is true upon completion of step 7.
From I it follows that
F (X;Y ) · aXk (mod In(nk)):
Let ~d and ~n be the values of d and n respectively determined in step 4. By our assump-
tions, ~d = 1 and F ⁄, the initial ~n-form of F , satisfles
F ⁄(X;Y ) = a(X + (a1=ka)Y ~n)k:
Let ~g be the value of g upon completion of step 7 and denote f(X¡~g(Y ); Y ) by ~F (X;Y ).
Then
~F (X;Y ) = F (X ¡ (a1=ka)Y ~n; Y ):
Hence
~F (X;Y ) · aXk (mod I~n(~nk)):
Hence I holds upon completion of step 7. 2
The partial correctness of the algorithm is now clear by virtue of Theorems 2.1, 2.2
and 2.3. It remains to give a proof of termination of the algorithm.
Theorem 2.4. Provided that the algorithm is presented with valid input, in particular
that f(x; y) is squarefree, then the algorithm terminates after a flnite number of steps.
Proof. Suppose that the algorithm does not terminate. Then the loop (steps 4{7) ex-
ecutes indeflnitely. For i ‚ 0, let ni, °i and gi be the values of n, ° and g respectively,
after the ith loop iteration. (We have, in particular, n0 = 1.) Then n0 < n1 < ¢ ¢ ¢. Let
' = f(X ¡ (°0Y n0 + °1Y n1 + ¢ ¢ ¢); Y ):
It will be shown that Xk divides '. Now ' = aXkQ + R, where Q 2 K[[Y ]][X], R 2
K[[Y ]][X] and degX R < k. Let i ‚ 0 and denote f(X ¡ gi(Y ); Y ) by Fi(X;Y ). It is not
di–cult to see that
' · Fi (mod I1(ni)):
(To see this, let cxlym be an arbitrary nonzero term of f . Compare the polynomial this
term gives rise to in Fi with the power series this term gives rise to in '.) By the truth
of I upon completion of step 3, and Theorem 2.3, I is true upon completion of the ith
iteration of the loop (steps 4{7). Therefore
Fi(X;Y ) · aXk (mod Ini(nik)):
We have Fi = aXkQi + Ri, where Qi 2 K[X;Y ], Ri 2 K[X;Y ] and degX Ri < k. It
follows that O1(Ri) > ni. Hence
Fi · aXkQi (mod I1(ni)):
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Hence
' · aXkQi (mod I1(ni)):
Now
'¡ Fi = aXk(Q¡Qi) +R¡Ri 2 I1(ni):
It follows, since degX(R¡Ri) < k, that aXk(Q¡Qi) 2 I1(ni). That is,
aXkQ · aXkQi (mod I1(ni)):
Hence
' · aXkQ (mod I1(ni)):
It follows, since i ‚ 0 was arbitrary throughout the above argument, that ' = aXkQ.
Hence the kth power of the power series x+°0yn0 +°1yn1 +¢ ¢ ¢ divides f . This contradicts
the squarefreeness of f . 2
We discuss some examples.
Example 2.1. Let f(x; y) = x2 ¡ y2 ¡ y3. Step 2 sets w = 1 and f⁄(x; y) = x2 ¡ y2.
Since f⁄(x; y) 6= x2, c is set to true and b is set to true, indicating that f is reducible in
L[[x; y]]. Indeed f(x; y) = (x¡ y ¡ (1=2)y2 + ¢ ¢ ¢)(x+ y + (1=2)y2 + ¢ ¢ ¢).
Example 2.2. Let f(x; y) = x2¡ 2xy2 + y4¡ y6¡ y7. The flrst time step 6 is executed,
w = 2 and F ⁄(X;Y ) = X2 ¡ 2XY 2 + Y 4 = (X ¡ Y 2)2. Then, in step 7, we have
g(y) = ¡y2 and F (X;Y ) = X2 ¡ Y 6 ¡ Y 7. The second time step 6 is executed we have
w = 3 and F ⁄(X;Y ) = X2 ¡ Y 6. Since F ⁄(X;Y ) 6= X2, c is set to true and b is set to
true, indicating the reducibility of f in L[[x; y]]. Indeed
f(x; y) = (x¡ y2 ¡ y3 + ¢ ¢ ¢)(x¡ y2 + y3 + ¢ ¢ ¢):
Example 2.3. Let f(x; y) = x2 ¡ y3. In step 4 we have n = 3 and d = 2. Hence we
proceed to step 8, where we have F ⁄(X;Y ) = X2¡Y 3. Hence step 9 subsequently sets c
to true and b to false, indicating the irreducibility of f in L[[x; y]].
Example 2.4. Let f(x; y) = x4 ¡ 2x2y3 + y6 ¡ y7. In step 4 we have n = 3 and d = 2.
Hence we proceed to step 8, where we have F ⁄(X;Y ) = (X2 ¡ Y 3)2. Hence step 9
subsequently sets c to false, indicating that the algorithm is unable to decide whether or
not f is reducible in L[[x; y]].
Example 2.5. Let f(x; y) = x4 ¡ 2x2y3 + y6 ¡ xy5. In step 4 we have n = 3 and
d = 2. Hence we proceed to step 8, where we have F ⁄(X;Y ) = (X2 ¡ Y 3)2. Hence c is
subsequently set to false by step 9, indicating that the algorithm is unable to decide the
reducibility of f in L[[x; y]].
Our flnal goal for this section is to present the results of a worst case time complexity
analysis of algorithm ReducibilityPartialMethod. The key ingredient of this analysis is a
sharpening of Theorem 2.4:
Theorem 2.5. Let f(x; y) 2 K[[y]][x] be nonzero, regular in x at the origin, of positive
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order and primitive and squarefree with respect to x. Put k = O(f) and for t > 0 let nt
be the value of n after t complete iterations of the loop (steps 4{7) of the algorithm. Then
k(k ¡ 1)nt < O(discrx(f));
where discrx(f) is the discriminant of f with respect to x, an element of K[[y]].
Proof. We claim that there are k Puiseux roots „x1; : : : ; „xk of f(x; y) of positive order, by
regularity of f in x at the origin. This claim can be proved as follows. By the Weierstrass
preparation theorem (Lecture 16 of Abhyankar, 1990), since f is regular in x at the origin,
there exists a unit q(x; y) 2 K[[x; y]] and a Weierstrass polynomial w(x; y) 2 K[[y]][x] of
degree k such that
f(x; y) = q(x; y)w(x; y):
It can easily be shown that in fact q(x; y) 2 K[[y]][x]. Now w(x; y) has k roots of positive
order and q(x; y) has no roots of positive order. The claim is proved.
Now
discrx(f) = discrx(w)E
for some element E of K[[y]]. Indeed if degx q ‚ 1 then we can take E = discrx(q) £
(resx(w; q))2, and if degx q = 0 then we can take E = q2k¡2. Therefore O(discrx(w)) •
O(discrx(f)). It remains to show that
k(k ¡ 1)nt < O(discrx(w)):
Let gt(y) be the value of g(y) after the tth loop iteration. Let Ft(X;Y ) = f(X¡gt(Y ); Y ).
Then, by Theorem 2.3,
Ft(X;Y ) · aXk (mod Int(ntk)):
Therefore, where „X1(Y ); : : : ; „Xk(Y ) are the Puiseux roots of Ft(X;Y ) of positive order,
we have O( „Xi) > nt. Now
„xi = ¡gt(y) + „Xi(y):
Hence
k(k ¡ 1)nt < O
‡Y
i<j
( „xi ¡ „xj)2
·
= O
‡
discrx(w)
·
:
2
Theorem 2.6. Let f(x; y) 2 K[x; y] be nonzero, regular in x at the origin, of posi-
tive order and primitive and squarefree with respect to x. Suppose that degx f < „ and
degy f < ”. Then the maximum number of fleld operations performed when the algorithm
is presented with input f(x; y) is O(k + „5”2).
Proof. Steps 1{3 require O(k) operations. Now step 4 is designed to be e–cient in most
cases: one would expect on average to compute only a small portion of F (X;Y ) mod Y ” .
But for the purpose of this worst case analysis we shall assume that step 4 performs
the conceptually simpler computation \Set F (X;Y ) ˆ f(X ¡ g(Y ); Y )". The cost of
performing this step is O(„2” + n„3) fleld operations. The cost of steps 5{7 is O(k).
Suppose t complete iterations of the loop described by steps 4{7 are performed. Let ni
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be the value of n after the ith iteration. The total cost of performing the loop is dominated
by:
tX
i=1
(„2” + ni„3 + k) = t„2” + „3
µ tX
i=1
ni
¶
+ tk
• t„2” + t„3nt + tk:
Let D(y) = discrx(f), an element of K[y]. D(y) is the determinant of a d £ d matrix,
where d < 2„¡ 1. Each entry of this matrix is an element of K[y] of degree less than ”.
Hence the degree of D(y) is less than (2„¡1)”. By hypothesis, f is squarefree with respect
to x. Hence D(y) 6= 0. Hence O(D) < (2„¡1)”. By Theorem 2.5, nt < (1=k(k¡1))O(D).
Hence the total cost of performing the loop is dominated by
(1=k(k ¡ 1))(2„¡ 1)”„2” + (1=(k2(k ¡ 1)2)(2„¡ 1)2”2„3 + (1=k(k ¡ 1))(2„¡ 1)”k;
which is O((1=k)„5”2). Hence the total cost of the algorithm is O(k + „5”2). 2
3. Weighted Expansion Bases
In order to extend the partial decision procedure of the previous section to a full an-
alytic reducibility procedure, one needs to be familiar with the concept of a weighted
expansion base. In this section we will introduce this concept and state theorems rele-
vant to the application of the concept to the development of a full analytic reducibility
algorithm for polynomials f(x; y). Let D be an integral domain. By an expansion base
of size s ‚ 0 in D[x] we mean a sequence G = (G0; : : : ; Gs) of monic polynomials over D
such that
(1) degG0 = 1;
(2) degGi < degGi+1, 0 • i • s¡ 1;
(3) degGi j degGi+1, 0 • i • s¡ 1.
Let G = (G0; : : : ; Gs), where s ‚ 0, be an expansion base in D[x]. Let f(x) 2 D[x] be
nonzero. Then f(x) has a unique G-adic expansion
f(x) =
X
c(e0;:::;es)G
e0
0 : : : G
es
s
where the c(e0;:::;es) 2 K are nonzero, 0 • es (there is no upper bound on es) and
0 • ei < degGi+1= degGi, for 0 • i < s¡ 1. Strictly speaking the G-adic expansion of f
is the polynomial F (V0; : : : ; Vs) 2 D[V0; : : : ; Vs] such that f(x) = F (G0; : : : ; Gs). (The
reader can consult Section 5 of Abhyankar and Moh, 1973, for a proof of the existence
and uniqueness of such G-adic expansions. Strictly speaking this proof applies only to
those expansion bases G for which G0 = x. The proof readily generalizes, however. There
is a brief account of G-adic expansions on pages 183{184 of Abhyankar, 1990.)
The G-adic expansion of f(x) can be computed using the following algorithm.
Algorithm 3.1. (Expansion(G, f ; F ))
Input: G = (G0; : : : ; Gs), an expansion base in D[x], where s ‚ 0, f(x) 2 D[x], nonzero.
Output: the G-adic expansion F (V0; : : : ; Vs) of f(x).
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(1) Set L ˆ () and h(x) ˆ f(x). While deg h ‚ degGs perform the following opera-
tions: fdivide h(x) by Gs(x) to obtain q(x) and r(x) such that h(x) = Gs(x)q(x) +
r(x) and deg r(x) < degGs(x); insert r(x) at the front of L; set h(x) ˆ q(x)g.
Insert h(x) at the front of L. Now where L = (fm(x); : : : ; f0(x)) we have
f(x) = fm(x)Gms + fm¡1(x)G
m¡1
s + ¢ ¢ ¢+ f0(x);
where deg fi(x) < degGs, and fm(x) 6= 0.
(2) [s = 0.] If s = 0, then set
F (V0)ˆ fmV m0 + ¢ ¢ ¢+ f0
and exit.
(3) [s > 0.] Let G0 = (G0; : : : ; Gs¡1). For i := 0 to m do: fapply Expansion recursively
to (G0; fi(x)) to obtain the G0-adic expansion Fi of fig. Set F (V0; : : : ; Vs)ˆ FmV ms +
¢ ¢ ¢+ F0 and exit. 2
Theorem 3.1. Let G = (G0; : : : ; Gs) be an expansion base in D[x] and let f(x) 2 D[x].
Let Di be the degree of Gi and let Ds+1 be the degree of f(x). Assume that s • log2Ds+1.
(This assumption will be valid in our application of Expansion.) Then the total cost of
algorithm Expansion applied to G and f(x) is O(D2s+1(Ds+1 + ¢ ¢ ¢+D1)) operations in D.
Proof. We proceed by induction on s. Let s = 0. The cost of step 1 is c1D21 and the
cost of step 2 is c2D1, for some positive constants c1 and c2. Hence the cost of Expansion
in case s = 0 is cD21, where c = 2 max(c1; c2). Let s > 0 and take G and f(x) as per the
statement of the theorem. Assume that the total cost of Expansion applied to G0 and
any fi(x) with deg fi < Ds is c2s¡1Ds(Ds + ¢ ¢ ¢ + D1). The cost of step 1 is c1D2s+1.
The cost of step 3 is (m+ 1)(c2s¡1Ds(Ds + ¢ ¢ ¢+D1)) by the induction hypothesis. Now
m • Ds+1=Ds. Hence the cost of step 3 is no more than c2sDs+1(Ds + ¢ ¢ ¢+D1). Hence
the total cost of the algorithm is no more than
c1D
2
s+1 + c2
sDs+1(Ds + ¢ ¢ ¢+D1) • c2sDs+1(Ds+1 + ¢ ¢ ¢+D1):
The required result follows since, by assumption, s • log2Ds+1. 2
Let K be a fleld. For the rest of this paper we will take D = K[[y]]. We remark that,
given G0; : : : ; Gs and f(x; y) in K[[y]][x], all specifled modulo yN , algorithm Expansion
computes the G-adic expansion F (V0; : : : ; Vs) of f(x) modulo yN . For notational conve-
nience from here on we deflne G¡1 = y and redeflne the expansion base G in K[[y]][x] to
be the sequence (G¡1; G0; : : : ; Gs).
Let d0 = 1 and di+1 = degxGi+1= degxGi, 0 • i • s¡ 1.
A sequenceW = (w¡1; : : : ; ws) of positive rational numbers is called a weight sequence
for G, and (G;W) is called a weighted expansion base, if:
(1) w¡1 = 1;
(2) di+1 is the smallest positive integer d such that wi 2 1=(d0 : : : did)Z, 0 • i • s¡ 1;
(3) wi > diwi¡1, 0 • i • s¡ 1;
(4) ws ‚ dsws¡1
where d0 = 1 and di+1 = degxGi+1= degxGi, 0 • i • s¡ 1.
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Example 3.1. Every weighted expansion base of size 0 is of the form G = (y; x+ g(y)),
for some a(y) 2 K[[y]], and W = (1; w0), for some rational w0 ‚ 1.
Example 3.2. Let d > 1, G = (y; x + g(y); xd + ad¡1(y)xd¡1 + ¢ ¢ ¢ + a0(y)), for some
g(y); ad¡1(y); : : : ; a0(y) 2 K[[y]], and W = (1; n=d; w1), where n is an integer with n > d
and (d; n) = 1, and w1 is a rational number with w1 ‚ n. Then (G;W) is a weighted
expansion base of size 1. Indeed every weighted expansion base of size 1 is of this form.
Remark. We can associate with a weighted expansion base (G;W) a sequence P =
((d1; n1); : : : ; (ds; ns)), called the characteristic sequence of (G;W), as follows. For 0 •
i • s ¡ 1, let ”i+1 = wi ¡ diwi¡1. Let p0 = 1 and for 0 • i • s ¡ 1, let pi+1 =
pi + ”i+1. Finally, for 0 • i • s, let ni = (d1 : : : di)pi. (The reader may recall that with
every irreducible element f of C[[x; y]] there can be associated a sequence P called the
characteristic sequence of f : P is deflned using the exponents of a Puiseux root of a
Weierstrass polynomial associated to a suitable linear transform of f .) We shall not need
to make explicit use of the concept of characteristic sequence in the present paper. The
interested reader is referred to Abhyankar (1990) or Kuo (1989) for more information.
Lemma 3.1. Let (G;W) be a weighted expansion base of size s ‚ 0. Let G = (G¡1; : : : ; Gs)
and W = (w¡1; : : : ; ws). Let d0 = 1 and di+1 = degxGi+1= degxGi. Let D = degxGs =
d1 ¢ ¢ ¢ ds. Let N be a non-negative integer. Then there exist unique integers e¡1; : : : ; es¡1
such that 0 • ei < di+1, for 0 • i • s¡ 1, and
N=D =
s¡1X
i=¡1
eiwi:
In case N=D ‚ dsws¡1, e¡1 > 0.
Proof. This lemma is essentially a restatement of Lemma 1 of Kuo (1989) who provides
a proof of this result. 2
Let (G;W) be a weighted expansion base of size s ‚ 0 as above. Let f(x; y) 2 K[[y]][x].
A pair of numbers (u; v) is called a Newton point for f with respect to (G;W) if for some
nonzero term
c(e¡1;:::;es)G
e¡1
¡1 : : : G
es
s
in the G-adic expansion of f we have u = es and v =
Ps¡1
i=¡1 eiwi. If (u; v) is a Newton
point for f with respect to (G;W) then, by Lemma 3.1, there is a unique such nonzero
term in the G-adic expansion of f which corresponds to (u; v).
With every nonzero f 2 K[[y]][x] we can associate a non-negative rational number
O(G;W)(f) called the order of f with respect to (G;W), by letting O(G;W)(f) be the
minimum value of
Ps
i=¡1 eiwi over all nonzero terms c(e¡1;:::;es)G
e¡1
¡1 : : : G
es
s in the G-
adic expansion of f . We set O(G;W)(0) =1. (The subscripts will sometimes be omitted
from O(G;W)(f) when they are clear from context.) For every nonzero f(x; y) we deflne
the initial (G;W)-form fG;W(x; y) of f to be the sum of all terms of least order in the G-
adic expansion of f . More generally, a formal power series h(x; y) is called a homogeneous
(G;W)-form of order w0 if every nonzero term in the G-adic expansion of h has order w0.
An element f of K[[y]][x] is said to be regular with respect to (G;W) if the initial (G;W)-
form of f contains a nonzero term aGls, for some l ‚ 0.
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The notion of a special weighted expansion base will also be useful. This notion will be
deflned by induction on the size of (G;W). A weighted expansion base (G;W) of size 0
is a special weighted expansion base of size 0 provided that G = (y; x + a(y)), for some
a(y) 2 K[[y]] with O(a) ‚ 1. Let s ‚ 1. A special weighted expansion base of size s is a
weighted expansion base (G;W) of size s (as above) with the following properties:
(1) (G0;W 0) is a special weighted expansion base of size s ¡ 1, where G0 (resp. W 0) is
the sequence obtained by removing the last element of G (resp. W); and
(2)
Gs = Gdss¡1 + °G
e¡1
¡1 : : : G
es¡2
s¡2 +H
for some ° 6= 0, some integers e¡1; : : : ; es¡2 satisfying 0 • e¡1, 0 • ei < di+1,
0 • i • s¡ 2, and
dsws¡1 = e¡1 + e0w0 + ¢ ¢ ¢+ es¡2ws¡2;
and some H, an element of K[[y]][x], such that O(G0;W0)(H) > dsws¡1.
Example 3.3. Let G = (y; x; x2 ¡ y3) and W = (1; 3=2; 3). Then (G;W) is a special
weighted expansion base of size 1.
Example 3.4. Let G = (y; x; x2¡ y3; (x2¡ y3)2¡xy5) and W = (1; 3=2; 13=4; r), where
r ‚ 13=2. Then (G;W) is a special weighted expansion base of size 2.
Lemma 3.2. Let (G;W) be a special weighted expansion base of size s ‚ 0. Let G =
(G¡1; : : : ; Gs) andW = (w¡1; : : : ; ws). Let d0 = 1 and let di+1 = degxGi+1= degxGi, for
0 • i • s¡ 1. For every i, ¡1 • i • s¡ 1, let ei be a non-negative integer. Let g(x; y) =
G
e¡1
¡1 G
e0
0 : : : G
es¡1
s¡1 . Then the initial (G;W)-form of g contains a term cGf¡1¡1 : : : Gfs¡1s¡1 ,
where c 6= 0, 0 • f¡1, 0 • fi < di+1, for 0 • i • s¡ 1, and
Ps¡1
i=¡1 eiwi =
Ps¡1
i=¡1 fiwi.
Moreover, if either ws > dsws¡1 or (ws = dsws¡1 and es¡1 < ds) then the initial
(G;W)-form of g contains no other nonzero term.
Proof. This lemma is essentially a restatement of Lemma 2 of Kuo (1989) who provides
a proof of this result. 2
The following result is a corollary of Lemma 3:2. It may look obvious at flrst: but the
reader should keep in mind that no restrictions apply to the exponents ij , apart from
ij ‚ 0.
Corollary 3.1. Let (G;W) be a special weighted expansion base. Let G = (G¡1; : : : ; Gs)
and let W = (w¡1; : : : ; ws). Then
O(G;W)(G
i¡1
¡1 : : : G
is
s ) =
sX
j=¡1
ijwj ;
for arbitrary non-negative integers i¡1; : : : ; is.
We can now readily obtain
524 S. McCallum
Corollary 3.2. Let (G;W) be a special weighted expansion base. Let O denote O(G;W).
Then
(1) O(f + g) ‚ min(O(f); O(g)),
(2) O(fg) = O(f) +O(g).
Proof. (1) is immediate. The proof of (2) follows from Corollary 3.1. 2
Remark. Let (G;W) be a special weighted expansion base. Then Corollary 3.2 says that
O = O(G;W) is a valuation on K[[y]][x]. Thus, for every w0 ‚ 0, the set of all elements f
of K[[y]][x] for which O(f) > w0 comprises an ideal I(G;W)(w0) of K[[y]][x].
We present an e–cient algorithm, the correctness of which is based upon Lemma 3.2,
for computing the initial (G;W)-form of a polynomial of the form Ge¡1¡1 : : : Ges¡1s¡1 , where
the exponents are arbitrary non-negative integers.
Algorithm 3.2. (InitialForm(G, W, G; I))
Input: (G;W), a special weighted expansion base, with the usual notation, where s ‚ 1
and ws > dsws¡1, G(V¡1; : : : ; Vs¡1) 2 K[V¡1; : : : ; Vs¡1], a monomial.
Output: I(V¡1; : : : ; Vs¡1) 2 K[V¡1; : : : ; Vs¡1], a monomial, such that I(G¡1; : : : ; Gs¡1)
is the initial (G;W)-form of G(G¡1; : : : ; Gs¡1).
(1) Where G = V e¡1¡1 : : : V
es¡1
s¡1 , determine integers q ‚ 0 and r, 0 • r < ds, such that
es¡1 = dsq + r. Let G0 and W 0 be obtained by removing the last element of G and
W, respectively.
(2) [s = 1.] If s = 1 then, where
G1 · Gd10 + °Gh¡1¡1 (mod IG0;W0(d1w0));
with ° 6= 0 and d1w0 = h¡1, set I(V¡1; V0)ˆ (¡°)qV e¡1+h¡1q¡1 V r0 and exit.
(3) [s > 1.] Where
Gs · Gdss¡1 + °Gh¡1¡1 : : : Ghs¡2s¡2 (mod IG0;W0(dsws¡1));
with ° 6= 0 and dsws¡1 =
Ps¡2
¡1 hiwi, set
G0 ˆ V e¡1+h¡1q¡1 : : : V es¡2+hs¡2qs¡2 :
Apply InitialForm recursively to G0, W 0, G0 to obtain I 0. Set I ˆ (¡°)qI 0V rs¡1.
Exit. 2
We can state a bound on the number of basic integer operations performed by algorithm
InitialForm. We denote the bit-length of an integer n by L(n).
Theorem 3.2. Given valid input G, W and G, algorithm InitialForm performs at most
O(sL(d^)L(w)) basic integer operations, where w =
Ps¡1
i=¡1 eiwi and d^ = max(d1; : : : ; ds).
Proof. Every term V f¡1¡1 : : : V
fk
k which arises during the computation satisfles
Pk
i=¡1 •
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w. Hence in particular fk • w. Hence the cost of performing the division of fk by dk+1 is
O(L(dk+1)L(w)). Since there are s divisions to perform, the total cost is O(sL(d^)L(w)).
2
The following theorem is a generalization of Theorem 2.1, and will be required by the
decision algorithm described in the next section.
Theorem 3.3. Let (G;W) be a special weighted expansion base of size s ‚ 0. Let Gs be
the last element of G and let ws be the last element of W. Let f 2 K[[y]][x]. Suppose, for
some a 6= 0, that
f · aGs (mod IG;W(ws)):
Then f is an irreducible element of K[[x; y]].
Proof. In this proof we use the usual notation for the elements of G and W. Suppose
that f = gh for some non-units g; h 2 K[[x; y]]. By the Weierstrass preparation theorem
(Lecture 16 of Abhyankar, 1990), g = qg0 and h = rh0, where q and r are units of
K[[x; y]] and g0 and h0 are elements of K[[y]][x]. Now OG;W(f) = ws, by the hypothesis.
Let OG;W(g0) = u and OG;W(h0) = v. Then ws = u+ v, by Corollary 3.2. Since g and h
are non-units, u > 0 and v > 0. Hence u < ws and v < ws. Hence there exist non-
negative integers e¡1; : : : ; es¡1; f¡1; : : : ; fs¡1, with ei; fi < di+1, for 0 • i • s ¡ 1, such
that u =
Ps¡1
i=¡1 eiwi and v =
Ps¡1
i=¡1 fiwi. Indeed, by Lemma 3.1, the ei; fi are unique.
Hence, for some b; c 6= 0, the initial (G;W)-forms of g0 and h0 are bGe¡1¡1 : : : Ges¡1s¡1 and
cG
f¡1
¡1 : : : G
fs¡1
s¡1 respectively. Therefore, by Corollary 3.2,
aGs · bcGe¡1+f¡1¡1 : : : Ges¡1+fs¡1s¡1 (mod IG;W(ws)):
By Lemma 3.2, the G-adic expansion of the right-hand side of this congruence contains a
nonzero term a0Gg¡1¡1 : : : G
gs¡1
s¡1 with
Ps¡1
i=¡1 giwi = ws. This contradicts the congruence.
2
Let (G;W) be a special weighted expansion base as above. With every element f(x; y) of
K[[y]][x] which is regular with respect to (G;W) can be associated a polynomial called
the initial (G;W)-pseudoform of f , in a manner which will now be described. Let h(x; y)
be the initial (G;W)-form of f(x; y) and let w = O(h). By regularity of f , the G-adic
expansion of h contains a nonzero term aGls. Write
ws = N=(Dsd)
where Ds = degxGs = d1 : : : ds and N and d are relatively prime positive integers.
Divide l by d:
l = dq + r
where 0 • r < d. Consider the sequence ((uj ; vj)), 0 • j • q, where uj = l ¡ jd and
vj = jdws. Then every Newton point for h(x; y) with respect to (G;W) is one of the points
(uj ; vj). By Lemma 3.1 there exists a unique (s+1)-tuple of integers (h¡1; : : : ; hs¡1) such
that
dws =
s¡1X
i=¡1
hiwi;
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where h¡1 > 0 and 0 • hi < di+1, 0 • i • s¡ 1. We deflne
¢G;W(x; y) = G
h¡1
¡1 : : : G
hs¡1
s¡1 :
We omit the subscripts from ¢ when they are clear from context. Let 0 • j • q. If (uj ; vj)
is a Newton point for h(x; y) corresponding to the nonzero term °j then, by Lemma 3.2,
there is a unique number aj 6= 0 such that °j appears as a term in the G-adic expansion
of aj¢jG
uj
s . If (uj ; vj) is not a Newton point for h then let aj = 0. We can now deflne
the initial (G;W)-pseudoform of f to be the polynomial f⁄(x; y), where
f⁄(x; y) = Grs(a0G
dq
s + a1¢G
d(q¡1)
s + ¢ ¢ ¢+ aq¢q):
It is not di–cult to see, by Lemma 3.2, that
f(x; y) · f⁄(x; y) (mod IG;W(w)):
More generally, a polynomial h(x; y) is called a (G;W)-pseudoform if h can be expressed
in the form of the right-hand side of the above deflning equation for f⁄. Notice that
in the special case in which G = (y; x) and W = (1; w0) (where w0 ‚ 1), the initial
(G;W)-pseudoform of f is just the initial w0-form of f , in the sense of Section 2.
Example 3.5. Let f(x; y) = (x2¡y3)2¡y7. Let G = (y; x; x2¡y3) andW = (1; 3=2; 7=2).
Then f is a homogeneous (G;W)-form of order 7. The initial (G;W)-pseudoform of f is
(x2 ¡ y3)2 ¡ x2y4 (here ¢ = xy2).
We present an e–cient algorithm for computing the initial (G;W)-pseudoform of a given
homogeneous (G;W)-form, regular with respect to (G;W), assuming that ¢ is also given.
Algorithm 3.3. (InitialPseudoForm(G, W, G, H; H⁄))
Input: (G;W), a special weighted expansion base,G(V¡1; : : : ; Vs¡1), a monomial such that
G(G¡1; : : : ; Vs¡1) = ¢,H(V¡1; : : : ; Vs), a polynomial such that h(x; y) = H(G¡1; : : : ; Gs)
is a homogeneous (G;W)-form, regular with respect to (G;W).
Output: H⁄(U; V ) 2 K[U; V ], such that H⁄(Gs;¢) is the initial (G;W)-pseudoform of h.
(1) Set Gs ˆ the last element of G, ws ˆ the last element of W, D ˆ degxGs and
l ˆ degH(0; : : : ; 0; Vs). Determine relatively prime positive integers N and d such
that ws = N=(Dd). Determine integers q ‚ 0 and r, 0 • r < d, so that l = dq + r.
(2) for j := 0 to q perform the following operations: fset uj ˆ l ¡ jd and vj ˆ jdws;
if H has a nonzero term fit corresponding to (uj ; vj) (where fi 2 K and t is a power
product) then fapply algorithm InitialForm to G,W and Gj to obtain I = flt, with
fl 2 K, such that I is the initial (G;W)-form of Gj ; set aj ˆ fi=flg and otherwise
set aj ˆ 0g:
(3) Set H⁄(U; V )ˆ Ur(a0Udq + a1V Ud(q¡1) + ¢ ¢ ¢+ aqV q) and exit. 2
Algorithm InitialPseudoForm makes at most q + 1 calls to InitialForm, where the
\largest" input to InitialForm is Gq. Therefore the total cost of InitialPseudoForm is
O((q + 1)sL(d^)L(w)) basic integer operations, where d^ = max(d1; : : : ; ds) and w =
q
Ps¡1
i=¡1 hiwi. Hence the total cost of InitialPseudoForm is O((l + 1)sL(d^)L(lws)) basic
integer operations.
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Here now is a generalization of Theorem 2.2. It is a rather general analogue of Hensel’s
lemma.
Theorem 3.4. Let K be a fleld. Let (G;W) be a special weighted expansion base in
K[[y]][x]. Let f(x; y) be an element of K[[y]][x] which is regular with respect to (G;W).
Let w⁄ = OG;W(f) and let f⁄(x; y) be the initial (G;W)-pseudoform of f(x; y). Suppose
that
f⁄(x; y) · g⁄(x; y)h⁄(x; y) (mod IG;W(w⁄));
where g⁄ and h⁄ are (G;W)-pseudoforms which are relatively prime, with degx g⁄ = m.
Then there exist elements g(x; y) and h(x; y) of K[[y]][x] such that
f(x; y) = g(x; y)h(x; y);
and g⁄, h⁄ are the initial (G;W)- pseudoforms of g, h, respectively, and degx g = m.
Proof. Let G = (G¡1; : : : ; Gs) and let W = (w¡1; : : : ; ws). Let d0 = 1 and for 0 • i •
s ¡ 1, let di+1 = degGi+1= degGi. Let Ds = degGs = d1 : : : ds. Write ws = N=(Dsd),
where (N; d) = 1. Since f⁄(x; y) contains a nonzero term aGls by assumption,
f⁄(x; y) = GrsP (G
d
s ;¢);
for some r, with 0 • r < d, and some homogeneous polynomial P (z1; z2), with P (1; 0) 6=
0, where ¢ = ¢G;W . Let degP = q. Then l = dq + r.
By the relative primality of g⁄ and h⁄, we can assume without loss of generality that Gs
does not divide h⁄(x; y). The assumptions (together with Lemma 3.2 and the uniqueness
of G-adic expansions) now imply that g⁄(x; y) = GrsQ(Gds ;¢) and h⁄(x; y) = R(Gds ;¢),
for some homogeneous polynomials Q(z1; z2) and R(z1; z2) which are relatively prime
and satisfy Q(1; 0) 6= 0, R(1; 0) 6= 0 and z1 does not divide R(z1; z2). Let Df = degx f .
Let u0 = OG;W(g⁄) and v0 = OG;W(h⁄). We shall prove that there exist elements g and h
of K[[y]][x], with degx g = m, such that f = gh, g · g⁄ mod IG;W(u0) and h · h⁄ mod
IG;W(v0). Suppose that there are no polynomials g and h satisfying these requirements.
Then we shall construct inflnite sequences g0; g1; : : : and h0; h1; : : : of polynomials of
formal orders with respect to (G;W) u0 < u1 < : : : and v0 < v1 < : : : respectively such
that for all j ‚ 0, the following property P (j) holds: u0 + vj = uj + v0, if j > 0 then
degx gj < m, degx hj • Df ¡m and
f · (g0 + ¢ ¢ ¢+ gj)(h0 + ¢ ¢ ¢+ hj) (mod I(u0 + vj)):
Setting g = g0 + g1 + ¢ ¢ ¢ and h = h0 + h1 + ¢ ¢ ¢ we will be done. Set g0 = g⁄ and h0 =
h⁄. Then, since f · f⁄ mod I(u0 + v0) and f⁄ · g0h0 mod I(u0 + v0), f · g0h0 mod
I(u0 + v0). That is, P (0) holds.
Let i ‚ 0. Suppose that sequences g0; : : : ; gi and h0; : : : ; hi of polynomials have been
deflned with formal orders (with respect to the weighted expansion base) u0 < ¢ ¢ ¢ < ui
and v0 < ¢ ¢ ¢ < vi respectively such that, for all j, 0 • j • i, P (j) holds. We shall deflne
polynomials gi+1 and hi+1 of formal orders (with respect to the weighted expansion
base) ui+1 and vi+1 respectively such that ui < ui+1, vi < vi+1, u0 + vi+1 = ui+1 + v0,
degx gi+1 < m, degx hi+1 • Df ¡m and
f · (g0 + ¢ ¢ ¢+ gi+1)(h0 + ¢ ¢ ¢+ hi+1) (mod I(u0 + vi+1)):
Let w0 = OG;W(f ¡ (g0 + ¢ ¢ ¢+ gi)(h0 + ¢ ¢ ¢+ hi)). Then u0 + v0 < w0 <1. Let f 0 be the
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initial (G;W)-pseudoform of f ¡ (g0 + ¢ ¢ ¢+ gi)(h0 + ¢ ¢ ¢+ hi). Notice that degx f 0 • Df .
Then f 0 has the form:
f 0 = Gfi¡1¡1 : : : G
fis
s S(G
d
s ;¢);
for some fii, with 0 • fi¡1, 0 • fii < di+1, for 0 • i • s ¡ 1, 0 • fis < d and some
homogeneous polynomial S(z1; z2).
We claim that there exist integers fl¡1; : : : ; fls and a homogeneous polynomial T (z1; z2)
such that
f 0 · Gfl¡1¡1 : : : Gflss T (Gds ;¢) (mod I(w0));
0 • fl¡1, 0 • fli < di+1, for 0 • i • s ¡ 1, 0 • fls < d and OG;W(Gfl¡1¡1 : : : Gfls¡1s¡1 ) <
(d + 1)ws. We shall now prove this claim. It may be the case that if we take fli = fii,
for each i, and T = S, then the requirement is satisfled. Suppose, though, that this is
not the case. Then the order, say !, of Gfi¡1¡1 : : : G
fis¡1
s¡1 with respect to (G;W) is at least
(d+ 1)ws. Then there exists an integer • ‚ 1 and a number ‰ 2 (1=Ds)Z, 0 • ‰ < dws,
such that
! = dws•+ ‰:
Hence
! = dws(•¡ 1) + (dws + ‰);
where • ¡ 1 ‚ 0, dws • dws + ‰ < 2dws, and dws + ‰ 2 (1=Ds)Z. We shall consider
the two cases ‰ < ws and ‰ ‚ ws separately. First assume that ‰ < ws. Now dws + ‰ ‚
dws ‚ ws ‚ dsws¡1. Hence, by Lemma 3.1, there exist integers fl¡1; : : : ; fls¡1 such that
dws + ‰ =
s¡1X
i=¡1
fliwi;
0 < fl¡1 and 0 • fli < di+1, for 0 • i • s¡ 1. Now
OG;W(G
fl¡1
¡1 : : : G
fls¡1
s¡1 ) = dws + ‰ < (d+ 1)ws:
There is a constant c 6= 0 such that
G
fl¡1
¡1 : : : G
fls¡1
s¡1 ¢
•¡1 · cGfi¡1¡1 : : : Gfis¡1s¡1 (mod I(!)):
(This follows by Lemma 3.2 and the uniqueness part of Lemma 3.1.) Let T (z1; z2) =
(1=c)z•¡12 S(z1; z2) and let fls = fis. Then
G
fl¡1
¡1 : : : G
fls
s T (G
d
s ;¢) · Gfi¡1¡1 : : : Gfiss S(Gds ;¢) (mod I(w0)):
But the right-hand side of the above congruence is just f 0. The claim has been proved
in the case ‰ < ws.
Assume on the other hand that ‰ ‚ ws. Now ‰ ‚ ws ‚ dsws¡1. Hence, by Lemma 3.1,
there exist integers fl¡1; : : : ; fls¡1 such that
‰ =
s¡1X
i=¡1
fliwi;
0 < fl¡1 and 0 • fli < di+1, for 0 • i • s¡ 1. Now
OG;W(G
fl¡1
¡1 : : : G
fls¡1
s¡1 ) = ‰ < dws:
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There is a constant c 6= 0 such that
G
fl¡1
¡1 : : : G
fls¡1
s¡1 ¢
• · cGfi¡1¡1 : : : Gfis¡1s¡1 (mod I(!)):
(This follows by Lemma 3.2 and the uniqueness part of Lemma 3.1.) Let T (z1; z2) =
(1=c)z•2S(z1; z2) and let fls = fis. Then
G
fl¡1
¡1 : : : G
fls
s T (G
d
s ;¢) · Gfi¡1¡1 : : : Gfiss S(Gds ;¢) (mod I(w0)):
But the right-hand side of the above congruence is just f 0. The claim has been proved
in the second case ‰ ‚ ws. This completes the proof of the claim.
There are now two cases to consider to complete the proof of the theorem.
Case 1: r • fls. Let q0 be the total degree of T . It is not di–cult to show, since u0+v0 < w0
and
Ps
i=¡1 fliwi < (d+ 1)ws + (d¡ 1)ws = 2dws, that q0 ‚ q ¡ 1. Now
1 = b(z)Q(z; 1) + c(z)R(z; 1);
for some b(z), c(z) in K[z], since Q(z; 1) and R(z; 1) are relatively prime (since Q and R
are relatively prime). Therefore
T (z; 1) = T (z; 1)b(z)Q(z; 1) + T (z; 1)c(z)R(z; 1):
Let degQ(z; 1) = k and degR(z; 1) = l. Then q = k + l. Also m = Dsdk +Dsr. By the
division property, there exist polynomials ¾ and ¿ , with deg ¿ < k, such that
T (z; 1)c(z) = ¾(z)Q(z; 1) + ¿(z):
Therefore, where ‰(z) = ¾(z)R(z; 1) + T (z; 1)b(z),
T (z; 1) = ‰(z)Q(z; 1) + ¿(z)R(z; 1):
Now deg ‰(z) • q0 ¡ k, since q ¡ 1 • q0. Hence
T (z1; z2) = z
°
2 ‰^(z1; z2)Q(z1; z2) + z
–
2 ¿^(z1; z2)R(z1; z2):
for some °; – ‚ 0. Let gi+1 be the initial (G;W)-form of Gfl¡1¡1 : : : Gflss ¢– ¿^(Gds ;¢). Let hi+1
be the initial (G;W)-form of Gfl¡1¡1 : : : Gfls¡1s¡1 Gfls¡rs ¢° ‰^(Gds ;¢). It follows that
f 0 · gi+1h0 + g0hi+1 (mod I(w0)):
Also degx gi+1 < m (this can be seen by applying Lemma 3.2 toG(x; y) = G
fl¡1
¡1 : : : G
fls¡1
s¡1 ¢
–)
and so degx hi+1 • Df ¡m.
Case 2: r > fls. Let q0 be the total degree of T . It is not di–cult to show that q0 ‚ q in
this case. Now
1 = b(z)zQ(z; 1) + c(z)R(z; 1);
for some b(z), c(z) in K[z], since zQ(z; 1) and R(z; 1) are relatively prime (since Q and R
are relatively prime and z1 does not divide R). Therefore
T (z; 1) = T (z; 1)b(z)zQ(z; 1) + T (z; 1)c(z)R(z; 1):
Let degQ(z; 1) = k and degR(z; 1) = l. Then q = k + l. Also m = Dsdk +Dsr. By the
division property, there exist polynomials ¾ and ¿ , with deg ¿ < k + 1, such that
T (z; 1)c(z) = ¾(z)zQ(z; 1) + ¿(z):
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Therefore, where ‰(z) = ¾(z)R(z; 1) + T (z; 1)b(z),
T (z; 1) = ‰(z)zQ(z; 1) + ¿(z)R(z; 1):
Now deg ‰(z) • q0 ¡ k ¡ 1, since q • q0. Hence
T (z1; z2) = z
°
2 ‰^(z1; z2)z1Q(z1; z2) + z
–
2 ¿^(z1; z2)R(z1; z2):
for some °; – ‚ 0. Let gi+1 be the initial (G;W)-form of Gfl¡1¡1 : : : Gflss ¢– ¿^(Gds ;¢). Let hi+1
be the initial (G;W)-form of Gfl¡1¡1 : : : Gfls¡1s¡1 Gd+fls¡rs ¢° ‰^(Gds ;¢). It follows that
f 0 · gi+1h0 + g0hi+1 (mod I(w0)):
Also degx gi+1 < m and so degx hi+1 • Df ¡m. 2
We remark that Theorem 2.2 is the special case of Theorem 3.4 in which G = (y; x) and
W = (1; w).
4. Decision Method for Irreducibility
Let K be a fleld of characteristic zero and let L be the algebraic closure of K. In this
section we present an algorithm which reports whether or not a given polynomial f(x; y)
in K[[y]][x], nonzero, of positive order, regular in x, and primitive and squarefree with
respect to x, is reducible in L[[x; y]]. All computations are performed in K. The algorithm
is annotated with certain key assertions for its correctness proof. A correctness proof,
based upon Theorems 3.3 and 3.4, is also presented in this section.
We shall denote by I (which stands for ‘invariant’) the following assertion:
(G;W) is a special weighted expansion base of size s ‚ 0, G = (G¡1; : : : ; Gs),
W = (w¡1; : : : ; ws), D = degxGs, O(f) = Dl, l ‚ 1, and aGls is the initial
(G;W)-form of f .
Here is the algorithm.
Algorithm 4.1. (ReducibilityDecisionMethod(f ; b))
Input: f(x; y) mod yM , where f(x; y) 2 K[[y]][x] is nonzero, of positive order, regular in
x at the origin, primitive and squarefree with respect to x, and M is a su–ciently large
positive integer which is not necessarily known in advance. The characteristic of K is
zero and L is the algebraic closure of K.
Output: b = true iff f is reducible in L[[x; y]],
(1) Set k ˆ O(f). [Here O(f) denotes the order of f in the ordinary sense.]
(2) Set w ˆ 1. Set f⁄(x; y)ˆ the initial form of f [in the ordinary sense] and suppose
that
f⁄(x; y) = axk + a1xk¡1y + ¢ ¢ ¢+ akyk:
If f⁄(x; y) 6= a(x+ (a1=ka)y)k then set bˆ true and exit. [For in this case f(x; y)
is reducible in L[[x; y]], by Theorem 3.4.]
(3) [f⁄(x; y) = a(x + (a1=ka)y)k.] Set G¡1 ˆ y, G0 ˆ x + (a1=ka)y, G ˆ (y; x +
(a1=ka)y), w¡1 ˆ 1, w0 ˆ 1, W ˆ (1; 1), D ˆ 1, lˆ k and sˆ 0. [I.]
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(4) [Test for termination of loop.] If l = 1 then set bˆ false and exit. [I and l = 1. It
follows by Theorem 3.3 that f is irreducible in L[[x; y]].]
(5) [l 6= 1.] [I.] Consider the line in the (u; v)-plane which passes through (l; 0) and
some other Newton point (u0; v0) of f with respect to (G;W) such that 0 • u0 < l
and the absolute value v0=(l ¡ u0) of the slope of this line is minimum. To com-
pute (u0; v0) the following procedure could be used. Set Found ˆ false and m ˆ
ceiling(lws) + 1. While not Found perform the following operations: fcompute
F (V0; : : : ; Vs)ˆ the G-adic expansion of f(x; y) mod ym+1 using algorithm Expan-
sion [from Section 3]; set ws ˆ m=l; replace the last element of W by ws; using F
set p(x; y)ˆ f(x; y) mod IG;W(m); if p(x; y) has a Newton point (u; v) with respect
to (G;W) such that 0 • u0 < l then fFound ˆ true; (u0; v0) ˆ a Newton point of
p(x; y) with 0 • u0 < l such that v0=(l ¡ u0) is minimumg else m ˆ m + 1:g [This
procedure terminates because f(x; y) is squarefree.] Set ws ˆ v0=(l ¡ u0). Replace
the last element ofW by ws. Determine positive integers d and N so that (d;N) = 1
and ws = N=(Dd). Set h(x; y)ˆ the initial (G;W)-form of p(x; y).
(6) [The initial (G;W)-form of f contains aGls and some other nonzero term.] If d > 1
then go to 9.
(7) [d = 1.] If there is no nonzero term of the form cGh¡1¡1 : : : G
hs¡1
s¡1 G
l¡1
s in h then set
bˆ true and exit. [For f is reducible in L[[x; y]], by Theorem 3.4.] Otherwise there is
a unique such nonzero term in the initial (G;W)-form of f . Set ¢ˆ Gh¡1¡1 : : : Ghs¡1s¡1 .
Use algorithm InitialPseudoForm [from Section 3] to compute the initial (G;W)-
pseudoform f⁄(x; y) of f . Suppose f⁄(x; y) = aGls + a1¢G
l¡1
s + ¢ ¢ ¢ + al¢l. If
f⁄(x; y) 6= a(Gs + (a1=la)¢)l then set b ˆ true and exit. [For in this case f is
reducible in L[[x; y]] by Theorem 3.4.]
(8) [f⁄(x; y) = a(Gs + (a1=la)¢)l.] Set
Gs(x; y)ˆ Gs(x; y) + (a1=la)¢:
Replace the last element of G by Gs. [I.] Go to 4.
(9) [d > 1.] Compute integers q and r such that l = dq+r, q ‚ 0 and 0 • r < d. If there
is no nonzero term of the form cGh¡1¡1 : : : G
hs¡1
s¡1 G
l¡d
s in h then set bˆ true and exit.
[For f is reducible in L[[x; y]], by Theorem 3.4.] Otherwise, set ¢ˆ Gh¡1¡1 : : : Ghs¡1s¡1 .
Use algorithm InitialPseudoForm [from Section 3] to compute the initial (G;W)-
pseudoform f⁄(x; y) of f . Suppose f⁄(x; y) = Grs(aG
dq
s +a1¢G
d(q¡1)
s + ¢ ¢ ¢+aq¢q).
If f⁄(x; y) 6= a(Gds + (a1=qa)¢)q then set b ˆ true and exit. [For in this case, f is
reducible in L[[x; y]] by Theorem 3.4.]
(10) [f⁄(x; y) = a(Gds + (a1=qa)¢)
q.] Set
Gs+1(x; y)ˆ Gs(x; y)d + (a1=qa)¢:
Append Gs+1 to G. Set ws+1 ˆ dws. Append ws+1 to W.
Set D ˆ Dd, lˆ q, and sˆ s+ 1. [I.] Go to 4. 2
We now give a correctness proof for the algorithm. The flrst result toward this end is
quite clear.
Theorem 4.1. The relation I is true just after execution of step 3 of the algorithm.
The second result required by the correctness proof for the algorithm of this section
states that the relation I is a ‘loop invariant’ for the algorithm.
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Theorem 4.2. The relation I is an invariant of the loop (steps 4{10) of the algorithm,
in the sense that if I and (l 6= 1) is true just prior to execution of step 5, and either
step 8 or step 10 is subsequently executed, then I is true just after execution of step 8 or
step 10, respectively.
Proof. Assume that I and (l 6= 1) is true just before execution of step 5. Assume further
that no exit from the algorithm occurs in step 7 or in step 9. It must be shown that I is
true upon completion of step 8 or step 10, respectively.
Assume that the value of d after completion of step 5 is greater than 1. Then steps 9
and 10 are executed. Let ~G and ~W be the values of G andW respectively upon completion
of step 10. Then ( ~G; ~W) is a special weighted expansion base of size ~s = s + 1, by the
deflnition of Gs+1.
Now
f(x; y) · f⁄(x; y) (mod IG;W(qws+1))
(note that here G;W denote the values of the corresponding variables upon completion
of step 5). The assumptions imply that
f⁄(x; y) = a(Gds + (a1=qa)¢)
q:
Hence
f⁄(x; y) = aGqs+1:
Therefore
f(x; y) · aGqs+1 (mod IG;W(qws+1)):
Now O ~G; ~W(G
d
s) = ws+1. Hence, by Lemma 3.2,
f(x; y) · aGqs+1 (mod I ~G; ~W(qws+1)):
That is, the initial ( ~G; ~W)-form of f(x; y) is aGqs+1. Hence I is true upon completion of
step 10.
Assume on the other hand that the value of d after completion of step 5 is 1. Then a
similar argument shows that I is true upon completion of step 8. 2
We can now combine the above results.
Theorem 4.3. Algorithm ReducibilityDecisionMethod is partially correct in the sense
that if the algorithm is presented with a valid input f(x; y) and the algorithm terminates,
then the output b satisfles the postcondition \b = true iff f is reducible in L[[x; y]]".
Proof. Suppose that the algorithm is presented with a valid input f(x; y) and that the
algorithm terminates.
Suppose that b = false upon termination. Then termination occurs in step 4. By
Theorem 4.1, the relation I is true upon completion of step 3. Hence, by Theorem 4.2
and induction, I and (l = 1) is true upon completion of the outer loop of the algorithm.
Hence I and (l = 1) is true upon termination in step 4. Hence, by Theorem 3.3, f is
irreducible in L[[x; y]].
Suppose instead that b = true upon termination. Then termination occurs in either
step 2, step 7 or step 9. By Theorem 3.4, f is reducible in L[[x; y]] in each such case. 2
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Theorem 4.4. Provided that the algorithm is presented with valid input, in particular
that f is squarefree, then the algorithm terminates after a flnite number of steps.
Proof. Assume that the algorithm executes indeflnitely on valid input f . Then the
value of l eventually becomes stable, say l = ‚, where ‚ > 1. Suppose that K is the
smallest non-negative integer such that after K iterations of the loop (steps 4{10) l = ‚
at step 4. Let ¾ be the (constant) value of s after K iterations. For i ‚ 0, let °i and ¢i
be the values of a1=la and ¢, respectively, after K + i iterations of the loop. Let
¡ = ¡0 + °1¢1 + °2¢2 + ¢ ¢ ¢ ;
an element of K[[y]][x], where ¡0 is the value of Gs(= G¾) after K iterations. We shall
show that ¡‚ divides f . Now f = ¡‚Q+R, for some elements Q and R of K[[y]][x], with
degxR < ‚ degx ¡ = ‚D. For i ‚ 0, let ¡i, !i, Gi and Wi be the values of Gs (= G¾),
ws (= w¾), G and W, respectively, after K + i iterations. Let i ‚ 0. We have, by I,
f · a¡‚i (mod IGi;Wi(‚!i)):
Now there exist elements Qi and Ri of K[[y]][x] such that f = ¡‚i Qi +Ri and degxRi <
‚ degx ¡i = ‚D.
We claim that OG0;W0(Ri) > !i. This claim can be proved as follows. Let t =
cG
e¡1
¡1 : : : G
es¡1
s¡1 ¡
†i
i be a nonzero term of the Gi-adic expansion of Ri. Then †i < ‚. AlsoPs¡1
¡1 ejwj + †i!i > ‚!i. It follows from the above two inequalities that
Ps¡1
¡1 ejwj > !i.
Therefore
OG0;W0(t) ‚
s¡1X
¡1
ejwj > !i:
The claim has been proved.
Thus
f · ¡‚i Qi (mod IG0;W0(!i)):
Now
¡ · ¡i (mod IG0;W0(!i)):
Hence
¡‚ · ¡‚i (mod IG0;W0(!i)):
We have ¡‚Q+R = ¡‚i Qi +Ri from which follows ¡
‚(Q¡Qi) + (¡‚¡¡‚i )Qi = Ri¡R.
Hence ¡‚(Q ¡ Qi) + R ¡ Ri 2 IG0;W0(!i). Since degx(R ¡ Ri) < ‚D, it follows that
¡‚(Q¡Qi) 2 IG0;W0(!i). Hence
f · ¡‚Q (mod IG0;W0(!i)):
It follows, since i ‚ 0 was arbitrary throughout the above argument, that f = ¡‚Q. This
contradicts the squarefreeness of f . 2
We discuss two examples from Section 2.
Example 2.4. (cf. Section 2) Let
f(x; y) = x4 ¡ 2x2y3 + y6 ¡ y7:
In step 1, k = 4. Thus, in step 3, l = 4. The flrst time step 5 is executed, N = 3 and
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d = 2. Hence we proceed to step 9. We flnd q = 2, ¢ = y3, w0 = 3=2, W = (1; 3=2) and
f⁄(x; y) = x4 ¡ 2x2y3 + y6 = (x2 ¡ y3)2. Hence in step 10, we have G = (y; x; x2 ¡ y3),
W = (1; 3=2; 3), f(x; y) = G21 ¡G7¡1, D = 2, l = 2 and s = 1. The second time step 5 is
executed we flnd N = 7 and d = 1. Hence we proceed to step 7. Here we flnd ¢ = y2x,
w1 = 7=2, W = (1; 3=2; 7=2) and f⁄(x; y) = G21 ¡ ¢2. Since f⁄(x; y) 6= G21, b is set to
true, indicating that f is reducible in L[[x; y]]. Indeed,
f(x; y) = (x2 ¡ y3 ¡ y2x+ ¢ ¢ ¢)(x2 ¡ y3 + y2x+ ¢ ¢ ¢):
Example 2.5. (cf. Section 2) Let
f(x; y) = x4 ¡ 2x2y3 + y6 ¡ xy5:
Step 10 is executed twice. The flrst time step 10 is executed, we have f⁄(x; y) = (x2¡y3)2,
G = (y; x; x2 ¡ y3);
W = (1; 3=2; 3);
f(x; y) = G21 ¡ G5¡1G0, l = 2 and s = 1. The second time step 10 is executed, we flnd
f⁄(x; y) = (x2 ¡ y3)2 ¡ y5x,
G = (y; x; x2 ¡ y3; (x2 ¡ y3)2 ¡ y5x);
W = (1; 3=2; 13=4; 13=2);
f(x; y) = G2, l = 1 and s = 2. In step 4 b is set to false, indicating the irreducibility of f
in L[[x; y]].
Remark. It is plausible that the proof of Theorem 3.4 could be used as the basis for an
\on-line" (in the sense of Knuth, 1981; pp 506{507) algorithm for computing factors g
and h of a given polynomial f satisfying the hypotheses of the theorem. With such a
subalgorithm in hand, one could contemplate a recursive version of algorithm Reducibil-
ityDecisionMethod which would compute the number of irreducible factors over L of a
given power series f in K[[y]][x], satisfying the required assumptions. (Following an ap-
plication of the subalgorithm based on Theorem 3.4 to f yielding factors g and h, the
algorithm would call itself twice, the flrst time with input g and the second time with
input h.)
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