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Linear Problems in Valued Fields
THOMAS STURM†
Fakulta¨t fu¨r Mathematik und Informatik, Universita¨t Passau, 94030 Passau, Germany
A first-order formula over a valued field is called linear if it contains no products or re-
ciprocals of quantified variables. We give quantifier elimination procedures based on test
term ideas for linear formulas in the following classes of valued fields: discretely valued
fields, discretely valued fields with a Z-group as the value group over a language contain-
ing predicates stating divisibility in the value group, and non-discretely valued fields.
From the existence of the elimination procedures, it follows that the corresponding deci-
sion problems are in an alternating single exponential time-space (Berman) complexity
class. We exhibit the substructure completeness of the considered classes of valued fields
w.r.t. linear formulas.
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1. Introduction
A quantifier elimination procedure for a class M over a language L is an algorithm that
given an L-formula ϕ computes a quantifier-free L-formula ϕ′ such that M |= ϕ′ ←→
ϕ. An L-formula is called linear if it contains no products or reciprocals of quantified
variables.
Quantifier elimination methods for valued fields have been extensively investigated in
the past. The existence of a quantifier elimination procedure for the general case in-
cluding non-linear formulas has been shown independently by Ax and Kochen (1966)
and Ershov (1965). The first explicit procedure has been given by Cohen (1969). Con-
siderable progress has been made by Macintyre (1976) turning to a more reasonable
language including root predicates in analogy to the reals. This has been made explicit
by Weispfenning (1984). The procedures given there are primitive recursive, but far be-
yond feasibility.
Based on ideas of Ferrante and Rackoff (1979) for decision problems, quantifier elim-
ination by elimination sets containing test terms has been introduced for linear formu-
las by Weispfenning (1988). This technique is very attractive due to its comparatively
low complexity aq
O(c)
, where a is the number of atomic formulas, q is the number of
quantifiers, and c is the number of quantifier type changes in a prenex input formula.
For ordered fields these algorithms have turned out to be feasible, and implementations
including powerful simplification algorithms (Dolzmann and Sturm, 1997b) are applica-
ble to a wide range of both academic and non-academic problems, cf. Dolzmann and
Sturm (1997a); Dolzmann et al. (1998a,b); Sturm (1996, 1999); Sturm and Weispfenning
(1998).
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Weispfenning (1988) has already given elimination sets for discretely valued fields,
the residue fields of which are either finite or of characteristic zero. This paper extends
the elimination set technique to arbitrary valued fields. Implementation and application
aspects of the techniques described here have been discussed by Dolzmann and Sturm
(1999).
The plan of the paper is as follows. It will turn out that different types of residue fields
can uniformly be handled only by means of some extra field constant ζ. Section 2 contains
the algebraic foundations for the interpretation of ζ, and indicates its role within test
terms. We furthermore show how to do without ζ for classes of valued fields, the residue
fields of which are prime. This covers the important class of p-adic valuations.
Section 3 introduces the underlying languages for the various classes of fields con-
sidered. Section 4 describes some elementary equivalence transformations on the input
formulas.
Section 5 extends Weispfenning’s (1988) notion of Skolem sets to that of “cs sets.” This
more sophisticated concept makes use of the negation structure of the original formula
leading to smaller elimination sets and simpler proofs.
Section 6 introduces a concept for treating equations independently from all other
atomic formulas. In Section 7 we describe the application of improper test terms con-
taining dummy symbols, a technique introduced by Loos and Weispfenning (1993) for
decreasing the complexity of the elimination sets for ordered fields.
Section 8 exhibits elimination sets and thus a quantifier elimination procedure for
linear formulas in discretely valued fields. Restricting ourselves to linear formulas where
there are not both upper and lower restrictions on the value of terms w.r.t. any quantified
variable, we can give an elimination procedure for linear formulas in the class of all valued
fields. Section 9 focuses on discretely valued fields with a Z-group as the value group. For
this class, we can permit an extended language containing predicates Dn(x) that state
divisibility of v(x) by n ∈ N in the value group.
Section 10 establishes elimination sets and thus a quantifier elimination procedure for
linear formulas for non-discretely valued fields. From the elimination procedures for the
various classes of valued fields, we derive in Section 11 corresponding decision procedures
that are in an alternating single exponential time-space complexity class, cf. Berman
(1980).
In Section 12 we point on some model theoretic consequences of the existence of our
elimination procedures. Finally, Section 13 summarizes our results.
2. Avoiding Residue Classes
Given a valued field (K, v), we want to solve the following problem: consider a finite
set C ⊆ K of field elements all of the same value µ. Assume further that we know there
is some a ∈ K with v(a) = µ such that v(a− c) = v(c) = µ for all c ∈ C. Our aim is to
find by testing finitely many field elements some t ∈ K that can play the role of a, i.e.
v(t− c) = v(t) = v(c) = µ for all c ∈ C.
For µ =∞ the problem is trivial. For finite µ, division of all the c and a by any fixed
c0 ∈ C allows us to restrict our attention to the case µ = 0. We can then restate the
problem as follows. Given a finite set C ⊂ K×v of non-zero residue fields elements find
t ∈ K×v such that t 6= c for all c ∈ C. In other words, find t ∈ K that avoids the residue
classes of the c ∈ C. In the case that |K×v | > |C|, in particular for infinite Kv, one simply
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has to try |C|+ 1 elements applying the pigeon hole principle. Otherwise, one has to try
all elements of K×v . Note that the problem is stated in such a way that there is a suitable
residue class, namely that of a. The following lemma encodes these different cases into a
field element ζ ∈ K.
Lemma 2.1. Let (K, v) be a valued field and let n ∈ N. There is a ζ ∈ K with v(ζ) = 0
such that defining Z(n) = {1, ζ, . . . , ζn−1} we have |Z(n)| = |Z(n)| = n or Z(n) = K×v .
Proof. In the case that char(Kv) = 0, we have also char(K) = 0, and we can set ζ = 2.
Now let char(Kv) = p 6= 0. If Kv is finite, we have |Kv| = pk. Set ζ to the preimage of
a primitive (pk−1)th root of unity. An infinite Kv is either an infinite algebraic extension
of its prime field Z/p or it is obtained by adjunction of at least one transcendental X. In
the former case, Kv contains a primitive mth root of unity for some m > n. We set ζ to
a preimage of this. In the latter case, we set ζ to a preimage of X.2
Note that ζ depends on n only in the case of Kv being an infinite algebraic extension of
a finite prime field.
The following proposition formally states our problem and its solution using the sets
Z(n) introduced in Lemma 2.1. Note once more that in most cases the selection of ζ will
not depend on |C|.
Proposition 2.2. Let (K, v) be a valued field. Let µ ∈ v(K×) and let C ⊆ K be finite
such that v(c) = µ for all c ∈ C. Further let a ∈ K with v(a) = µ such that v(a− c) = µ
for all c ∈ C. Fix c0 ∈ C, and set
T = {zc0 | z ∈ Z(|C|+ 1)}.
Then there is a t ∈ T such that v(t− c) = µ for all c ∈ C.
Lemma 2.1 provides sets Z(n) which make Proposition 2.2 uniformly correct for the
class of all valued fields. We are going to sketch how simpler sets Z(n) solve the problem
for restricted classes of valued fields. Restricting our attention to valued fields with finite
residue class fields up to some fixed cardinality allows to cut off higher powers of ζ.
Lemma 2.3. For c ∈ N let (K, v) be a valued field such that |K×v | 6 c, and let n ∈ N.
Then there is a ζ ∈ K such that defining Z(n) = {1, ζ, . . . , ζmin(n−1,c)}, we have |Z(n)| =
|Z(n)| = n or Z(n) = K×v .
Note that in the above corollary |Z(n)| is, asymptotically, no longer linear but constant
in n. It depends only on the considered class of valued fields given by c.
If the residue class field is prime, then both its elements and their preimages are
natural numbers. This special case covers the important class of p-adic valuations on the
rationals.
Lemma 2.4. Let (K, v) be a valued field such that Kv is prime, and let n ∈ N. Then
defining Z(n) = {1, . . . , n} we have |Z(n)| = |Z(n)| = n or Z(n) = K×v . Moreover, if
|K×v | 6 c, we can set Z(n) = {1, . . . ,min(n, c)}.
Finally note that we have actually solved a slightly more general problem than stated
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in the beginning: the strong triangle inequality also guarantees that
v(t− d) = v(a− d) = v(d)
for all d ∈ K with v(d) < µ. Moreover, we have v(t− d) = µ for all d ∈ K with v(d) > µ.
3. The Underlying Languages
We will use the language of fields, which in contrast to the language of rings includes
multiplicative inverses. For completeness, we define 0−1 := 0, a selection which is not rel-
evant for the correctness of our procedures. The valuation is encoded in binary predicates
s | t :←→ v(s) 6 v(t) and s ‖ t :←→ v(s) < v(t). A constant ζ plays the role described
in Section 2. We assume ζ not to be present in the input formulas. Then for the critical
case of valued fields K where the residue class field Kv is an infinite algebraic extension
of some prime field, the interpretation of ζ in the quantifier elimination result can be
determined from information obtained during the elimination process. Summarizing, we
have the one-sorted language
Lζ =
{
0, 1, ζ,+, ·,−,−1, |, ‖}.
This language Lζ will be used for non-discretely valued fields. For discretely valued fields
we start out with the language
Lζ,pi = Lζ ∪ {pi}
where the constant pi is interpreted as a field element of minimal positive value. For the
restricted class of discretely valued fields, the value group of which is a Z-group, we will
discuss elimination in the extension
Lζ,pi,D = Lζ,pi ∪ {Dn, D¯n | n ∈ N},
which contains divisibility predicates Dn(a) :←→ n |Z v(a) stating integer divisibility of
the value of their argument by n ∈ N, and their negated counterparts D¯n.
Most of the methods described throughout this paper need not distinguish between
strict and weak divisibilities. For the sake of a more convenient notation, we use the
symbol “♦”, which consistently stands for either “|” or “‖”.
4. Positive Formulas and Bounds
We may, w.l.o.g., assume our input formulas to be prenex. We refer to ∧-∨-combinations
of atomic formulas as positive formulas. Including both “|” and “‖” in Lζ allows one to
compute positive equivalents for given formulas according to the equivalences ¬(s =
0)←→ s ‖ 0, ¬(s | t)←→ t ‖ s, and ¬(s ‖ t)←→ t | s.
With elimination sets the quantifiers are eliminated starting with the innermost. Elim-
ination of universal quantifiers can be reduced to that of existential quantifiers using the
equivalence ∀xϕ ←→ ¬∃x¬ϕ. We hence have to establish a method for the elimination
of one existential quantifier in front of a positive formula.
An atomic formula of the form ax + b ♦ a′x + b′ can be substituted by an equivalent
positive formula in which each atomic formula containing x is of the form x − c ♦ d or
e ♦ x− f where the c, . . . , f are terms not containing x: provided that a, a′ 6= 0, we have
the equivalence
ax+ b ♦ a′x+ b′ ←→ a/a′(x+ b/a) ♦ x+ b/a+ (b′/a′ − b/a).
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On the other hand, we can derive the following equivalence from a corresponding result
for “‖” given by Weispfenning (1988):
st ♦ s+ u←→ (¬(t ♦ 1) ∧ tu ♦ s+ u) ∨ (t ♦ 1 ∧ st ♦ u).
Application of this equivalence to the former one yields the non-trivial cases of the
following equivalence:
ax+ b ♦ a′x+ b′ ←→ (a = 0 ∧ a′ = 0 ∧ b ♦ b′) ∨
(a = 0 ∧ a′ 6= 0 ∧ b/a′ ♦ x+ b′/a′) ∨
(a 6= 0 ∧ a′ = 0 ∧ x+ b/a ♦ b′/a) ∨(
a 6= 0 ∧ a′ 6= 0 ∧ ¬(a ♦ a′) ∧ a/a′(b′/a′ − b/a) ♦ x+ b′/a) ∨(
a 6= 0 ∧ a′ 6= 0 ∧ a ♦ a′ ∧ x+ b/a ♦ a′/a(b′/a′ − b/a)).
At this point, we need multiplicative inverses. Note, however, that the equivalence does
not depend on the definition of 0−1.
We refer to atomic formulas of the form x− c ♦ d as upper bounds and to those of the
form e ♦ x − f as lower bounds. Both this transformation and the computation of the
positive formulas above are of linear time-space complexity.
5. Conjunctive Satisfiability
For finding elimination sets it would be convenient to restrict ourselves to 1-primitive
formulas by computing dnf’s and then moving the quantifier inside the disjunction. This
should, however, not be done due to complexity reasons. Successive dual normal form
computations with every change of the quantifier type would lead to a non-elementary
recursive procedure.
On the other hand, the matrices of the 1-primitive formulas obtained above are sub-
conjunctions of the conjunction of all atomic formulas contained in the positive input
formula. Our idea is to consider the latter conjunction for the elimination set compu-
tation. We may then draw conclusions from the absence but not from the presence of
certain atomic formulas.
Definition 5.1. Let A be a finite set of atomic formulas. Then a set of terms T is a
test set for conjunctive satisfiability (cs set) for A and the variable x if for any A′ ⊆ A
the following holds: for all interpretations of x there is a t ∈ T such that∧
A′ −→
∧
A′[x/t].
Proposition 5.2. Let ϕ be a positive quantifier-free formula and let x be a variable.
Then any cs set T for the atomic formulas contained in ϕ and x is an elimination set
for ∃xϕ, in other words:
∃xϕ←→
∨
t∈T
ϕ[x/t].
Proof. Let a ∈ K such that ϕ(a) holds. There is a dnf ∨ni=0 ψi of ϕ which contains
only atomic formulas already present in ϕ. Assume w.l.o.g. that ψ0(a) holds. Then there
is a t ∈ T such that ψ0[x/t] and hence ϕ[x/t] holds. The converse is obvious.2
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The Skolem sets introduced by Weispfenning (1988) have the following property: after
fixing an interpretation for all parameters and a quantified variable x, there is a term
that, when substituted for x, exactly simulates the truth values of all atomic formulas.
With cs sets in contrast, the situation is as follows: choose a subset of the atomic
formulas, and fix an interpretation for all parameters. For each satisfying interpretation
of the quantified variable x, there is a term that, when substituted for x, satisfies all
atomic formulas that hold. This will be the structure of our proofs.
6. Treatment of Equations
The next lemma shows how equations can be handled separately from all other pred-
icates. At this point, bear in mind that our languages are supersets of the language of
fields including reciprocals.
Proposition 6.1. Given a variable x and a finite set of atomic formulas A, split the
latter into linear equations E = {mix+ bi = 0 | i ∈ I} and all others into A. Let T be a
cs set for A and x. Then T ∪ {−mi/bi | i ∈ I} is a cs set for A = A ∪ E and x.
Proof. Consider a subset A′ ⊆ A. Fix an interpretation for all variables except x. Let
a ∈ K such that ∧A′(a) holds. If A′ contains at least one non-trivial linear equation
mx+ b = 0, it follows that a = −b/m is contained in our considered set. Otherwise, T is
already a cs set, and so is hence any superset.2
The technique given in the lemma does, of course, work for any predicate for which there
are at most finitely many satisfying points provided that the considered language allows
one to substitute these points.
7. Substitution of Dummy Symbols
In addition to proper terms, elimination sets can include certain terms containing
dummy symbols σ1, . . . , σn, which are not part of the underlying language. Such symbols
stand for elements of an elementary extension (K, v) 4 (K∗, v∗). We will use elements
of infinite negative value and elements of infinitesimal positive value. The terms will be
substituted via a modified substitution [x//t(σ)] mapping atomic formulas to quantifier-
free formulas containing only proper terms.
The logical background for this is as follows: we expand (K∗, v∗) extending the original
language to Lσ = L ∪ {σ1, . . . , σn}. Consider an L-formula ∃xϕ(x, y1, . . . , ym) with ϕ
quantifier-free. We find a set T of Lσ-terms such that for any choice of a1, . . . , am ∈ K
we have
(K∗, v∗) |=
(
∃xϕ(x, y)←→
∨
t∈T
ϕ[x/t](y)←→
∨
t∈T
ϕ[x//t](y)
)
(a).
Note that the last constituent of the equivalence is an L-formula. Since the extension
was elementary, we obtain (K, v) |= ∃xϕ←→ ∨t∈T ϕ[x//t].
It easy to see that using a suitable modified substitution Definition 5.1 and Proposi-
tion 5.2 can be extended to sets T of terms possibly containing dummy symbols.
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8. Elimination in Discretely Valued Fields
We are now going to construct cs sets w.r.t. a variable x for sets of linear atomic
formulas in discretely valued fields over the language Lζ,pi. The introduction of pi would
actually allow one to drop “|” from the language using the equivalence ¬(s ‖ t)←→ s =
0∨ t ‖ pis for the computation of positive formulas. For our purposes, however, it will be
advantageous to keep both strong and weak divisibility.
Handling equations as described in Section 6, and transforming all divisibilities into
upper and lower bounds, it suffices to construct a cs set for a set
{x− c ♦ d, e ♦ x− f | (c, d) ∈ I, (e, f) ∈ J}
of upper and lower bounds w.r.t. x. In the sequel, we will use the following convention
for denoting the first and second projections of I and J :
C = pr1(I), D = pr2(I), E = pr1(J), F = pr2(J).
First consider the special case that there are no lower bounds. This is surprisingly easy:
Lemma 8.1. (cs sets for upper bounds) Let x be a variable and let A =
{
x − c ♦
d
∣∣ (c, d) ∈ I} with x not occurring in the c, d. Then ∧A is satisfiable w.r.t. x and
T = {1, pi−1c, pi−1d | (c, d) ∈ I} is a cs set for A and x.
Proof. Fix an interpretation for all variables except x. Choose m ∈ C ∪D of minimal
value. If m = 0 we set t = 1 ∈ T , otherwise we set t = pi−1m ∈ T . In both cases ∧A′[x/t]
holds for all A′ ⊆ A. 2
Lemma 8.1 substitutes several terms in order to ensure that there is one term of
sufficiently small value among them. This observation suggests to introduce a dummy
symbol with infinite negative value.
Consider a valued field (K, v). By the Compactness Theorem of first-order logic, there
is an elementary extension (K, v) 4 (K∗, v∗) where there is ∞ ∈ K∗, not to be confused
with ∞ = v(0), such that v∗(∞) < v∗(x) for all x ∈ K. There are suitable modified
substitutions for ∞: for a, b ∈ K, an equation a · ∞+ b = 0 is equivalent in (K∗, v∗) to
(ax+ b = 0)[x//∞] :←→ a = 0 ∧ b = 0.
For a, b, a′, b′ ∈ K, an atomic formula a · ∞+ b ♦ a′ · ∞+ b′ is equivalent in (K∗, v∗) to
(ax+ b ♦ a′x+ b′)[x//∞] :←→ (a = 0 ∧ a′ = 0 ∧ b ♦ b′) ∨ (a 6= 0 ∧ a ♦ a′).
This allows us to treat pure upper bound problems with a constant cs set.
Corollary 8.2. (cs sets for upper bounds) Let x be a variable and let A be a set
of upper bounds in x. Then
∧
A is satisfiable w.r.t. x and T = {∞} is a cs set for A
and x.
Before turning to the main result of this section, we state an immediate consequence
of the strict triangle inequality, which will be used in the proof of the theorem to follow.
Lemma 8.3. Let v(a−c0) = µ. Then from v(a−s) < µ it follows that v(s−c0) = v(a−s),
and for v(a− s) = µ we obtain v(s− c0) > v(a− s) = µ.
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Theorem 8.4. (cs sets for mixed bounds) Let x be a variable and let
A =
{
x− c ♦ d, e ♦ x− f ∣∣ (c, d) ∈ I, (e, f) ∈ J}
with x not occurring in the c, . . . , f . Set
T0 = {1, pi−1c, pi−1d
∣∣ c ∈ C, d ∈ D}
T1 = {e+ c, pi(c− c′) + c′
∣∣ c, c′ ∈ C, c 6= c′, e ∈ E}
T2 = C ∪ F ∪ {z(c− c′) + c′
∣∣ c, c′ ∈ C, c 6= c′, z ∈ Z(|C|)}.
Then T0 ∪ T1 ∪ T2 is a cs set for A and x.
Proof. Choose A′ ⊆ A and let I ′, J ′, C ′, . . . , F ′ be corresponding subsets of I, J , C,
. . . , F . Fix an interpretation for all variables except x, and assume that ∃x∧A′ holds
with a ∈ K being a satisfying element. If J ′ is empty, T0 contains a suitable test term
due to Lemma 8.1. Now let J ′ 6= ∅. The case a ∈ C ′ ∪ F ′ is captured by T2. We may
henceforth assume that
µ := max{v(a− s) | s ∈ C ′ ∪ F ′} <∞.
If v(a − c) < µ for all c ∈ C ′ there must be some f0 ∈ F ′ with v(a − f0) = µ. In this
case f0 ∈ T2 is a suitable test term: we obtain v(f0 − c) = v
(
a− c− (a− f0)
)
= v(a− c)
for upper bounds and v(f0 − f) = v
(
a− f − (a− f0)
)
> v(a− f) for lower bounds.
Otherwise, let c0 ∈ C ′ such that v(a − c0) = µ. Let C ′′ = {c ∈ C ′ | v(c − c0) = µ}.
Again, we have to consider two cases: if C ′′ is non-empty, we are in the situation discussed
in Section 2: we know that
v
(
a− c0 − (c− c0)
)
= v(a− c) = µ for all c ∈ C ′′,
and Proposition 2.2 tells us that {z(c − c0) | c ∈ C ′′, z ∈ Z(|C ′′| + 1)} contains a
term t that can serve as a substitute for a− c0 in the atomic formulas captured by C ′′.
Substitution of this t for a − c0 actually works for all atomic formulas: for s ∈ C ′ ∪ F ′
with v(a−s) < µ we obtain v(t−(s−c0)) = v(a−s). For upper bounds with v(a−c) = µ
but v(c−c0) > µ we have v
(
t− (c−c0)
)
= µ. Finally, for lower bounds with v(a−f) = µ
we obtain v
(
t− (f − c0)
)
> µ. Hence t+ c0 ∈ T2 is a suitable test term.
Assume now that C ′′ is empty, i.e. from v(a−c) = µ we may conclude that v(c−c0) > µ.
Choose a term e0 ∈ E′ of maximal value. We certainly have v(e0) 6 µ. If there is no
c ∈ C ′ with v(e0) 6 v(c− c0) < µ, we can test e0 + c0 ∈ T1: for upper bounds we obtain
v
(
e0 − (c− c0)
)
= v(e0) 6 µ if v(a− c) = µ,
and v
(
e0 − (c− c0)
)
= v(a− c) otherwise. For lower bounds we have that
v
(
e0 − (f − c0)
)
> v(e0) if v(a− f) > v(e0),
and v
(
e0−(f−c0)
)
= v(a−f) otherwise. If there is a c1 ∈ C ′ with v(e0) 6 v(c1−c0) < µ
assume w.l.o.g. that v(c1−c0) is of maximal value with this property. Then pi(c1−c0)+c0 ∈
T1 can play the role of e0 + c0 above. 2
Using Corollary 8.2, we could alternatively set T0 = {∞}. Furthermore, in T2 one does
not have to check the whole set C but only the subset occurring with weak lower bounds
because for any d ∈ K certainly 0 ∦ d.
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As a special case of Theorem 8.4, the elimination set for a pure lower bound problem
turns out to be linear in the number of bounds.
Corollary 8.5. (cs sets for lower bounds) Let x be a variable and let A =
{
e ♦
x− f ∣∣ (e, f) ∈ J} with x not occurring in the e, f . Then F is a cs set for A and x.
Proof. Theorem 8.4 yields F. ∪ {1} for this special case, and inspection of the proof
shows that the test term 1 is not relevant here. 2
9. Elimination in Discretely Valued Fields with Divisibility
For introducing divisibility predicates we restrict ourselves to discretely valued fields,
the value group v
(
K\{0}) of which is a Z-group, i.e. it is elementary equivalent to (Z,+).
It makes sense then to define unary predicates Dn(a) :←→ n |Z v(a) stating integer
divisibility of their argument’s value by n ∈ N. We also introduce negated counterparts
D¯n(a) :←→ ¬Dn(a), which yields the language
Lζ,pi,D = Lζ,pi ∪ {Dn, D¯n | n ∈ N}.
For quantifier elimination, Dn and D¯n are treated the same way, so in the style of “♦”
above we write “∆n” for both of them. We have to find a cs set for a set containing
upper and lower bounds together with divisibilities{
∆n(gx− h)
∣∣ (n, g, h) ∈ L},
where x is a variable, and g, h are terms not containing x. Under any fixed interpre-
tation, we may assume that g 6= 0, possibly generating superfluous test points. The
following lemma shows how the truth values of several divisibilities can be simulated
simultaneously.
Lemma 9.1. Let g, h, a ∈ K with g 6= 0, and let n, m ∈ N such that n |Z m. Then for
t ∈ K such that v(t−h/g) ≡ v(a−h/g) mod m, it follows that ∆n(gt−h)←→ ∆n(ga−h).
In the proof of Theorem 8.4 note that the cs set is organized in such a way that T2
contains test terms simulating the values of the a− c exactly while all others, in general,
simulate only the truth values of the bounds. We construct a set
Q = {h/g | (n, g, h) ∈ L}.
If we now recompute T2 with the set C replaced by C ∪Q, the new T2 will also simulate
the values of all a− h/g exactly.
The new sets T0 and T1 will provide sequences of test points stepping into the right
direction w.r.t. the ordering on the value group such that a suitable congruence class
of the a − g/h is met as required by Lemma 9.1. It is not hard to derive the following
theorem from the proof of Theorem 8.4:
Theorem 9.2. (cs sets for mixed bounds with divisibilities) Let x be a variable
and let
A =
{
x− c ♦ d, e ♦ x− f,∆n(gx− h)
∣∣ (c, d) ∈ I, (e, f) ∈ J, (n, g, h) ∈ L}
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with x not occurring in the c, . . . , h. Set m = lcm{n | (n, g, h) ∈ L} > 0. We define sets
of linear terms:
T0 =
{
pi−(i−1), pi−iu, pi−id
∣∣ i ∈ {1, . . . ,m}, u ∈ C ∪Q, d ∈ D}
T1 =
{
pii−1e+ u, pii(u− u′) + u′ ∣∣ i ∈ {1, . . . ,m}, u, u′ ∈ C ∪Q,u 6= u′, e ∈ E}
T2 = C ∪ Q ∪ F ∪
{
z(u− u′) + u′ ∣∣ u, u′ ∈ C ∪Q,u 6= u′, z ∈ Z(|C ∪Q|)}.
Then T0 ∪ T1 ∪ T2 is a cs set for A and x.
With divisibility predicates, T0 cannot be replaced by {∞} since for any choice the
value of∞ ∈ K∗ is fixed to a certain congruence class modulo Z. Applying the Compact-
ness Theorem once more we may, however, assume that∞ ≡ 0 mod n for all n ∈ N. There
is then the following modified substitution for terms of the form pik∞ into divisibilities:
∆n(gx+ h)[x//pik∞] :←→ ∆n(gpik).
The modified substitutions of the pik∞ into equations and atomic formulas ax+b ♦ a′x+b′
are the same as those of ∞.
For problems combining only upper bounds with divisibilities, the use of pik∞ again
decreases the complexity of the elimination set. It then does not depend on the number
of different bounds but only on the lcm of the divisibilities.
Corollary 9.3. (cs sets for upper bounds with divisibilities) Let x be a vari-
able, and let A =
{
x− c ♦ d,∆n(gx− h)
∣∣ (c, d) ∈ I, (n, g, h) ∈ L} with x not occurring
in the c, . . . , h. Set m = lcm{n | (n, g, h) ∈ L} > 0. Then {∞, pi−1∞, . . . , pi−(m−1)∞} is
a cs set for A and x.
The treatment of divisibility predicates is a reasonable first step towards including root
predicates Pn(a) :←→ ∃r(rn = a), which play a crucial role for the general quantifier
elimination problem (Macintyre, 1976).
10. Elimination in Non-discretely Valued Fields
For quantifier elimination in non-discretely valued fields (K, v) we use the language
Lζ of Section 3. Our aim is to copy Theorem 8.4 though there is no analogue of pi in
a non-discretely valued field. Revision of the proof for Theorem 8.4 w.r.t. the role of pi
shows that the latter could be substituted by a dummy symbol, which we consider to be
of positive infinitesimal value.
Applying the Compactness Theorem of first-order logic there is an elementary exten-
sion (K, v) 4 (K∗, v∗) containing both ∞ as in the previous section and piε ∈ K∗ such
that for all x ∈ K with 0 < v∗(x) we have 0 < v∗(piε) < v∗(x). The modified substitution
of piε into an equation is the same as that for∞. Given a, b, a′, b′ ∈ K, an atomic formula
a · piε + b ♦ a′ · piε + b′ is equivalent in (K∗, v∗) to
(ax+ b ♦ a′x+ b′)[x//piε] :←→ (b | a ∧ b′ | a′ ∧ b ♦ b′) ∨ (b | a ∧ a′ ‖ b′ ∧ b | a′) ∨
(a ‖ b ∧ b′ | a′ ∧ a ‖ b′) ∨ (a ‖ b ∧ a′ ‖ b′ ∧ a ♦ a′).
A virtual substitution for the inverse pi−ε of piε can be defined similarly.
Corollary 10.1. Lemma 8.1, Corollary 8.2, Theorem 8.4 and Corollary 8.5 hold for
non-discretely valued fields over the language Lζ when replacing pi and pi−1 by piε and
pi−ε, respectively.
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In contrast to the use of dummy terms by Loos and Weispfenning (1993) and to our use
for discretely valued fields, there is no proper term counterpart to this elimination set.
Thus the use of dummy terms here does not only improve the efficiency of the elimination
procedure, but is necessary for transferring the results given for discretely valued fields
to non-discretely valued fields.
11. Complexity of the Corresponding Decision Problems
Quantifier elimination on closed formulas yields a decision procedure, provided that
variable-free atomic formulas can be evaluated to truth values. This is obviously the case
in our context. Applying complexity results for elimination set methods by Weispfenning
(1988) based on Berman (1980), we obtain the following corollary:
Corollary 11.1. The decision problems for linear problems in the following classes of
valued fields are in an alternating single exponential time-space (Berman) complexity
class:
(1) non-discretely valued fields over the language Lζ ,
(2) discretely valued fields over the language Lζ,pi, and
(3) discretely valued fields with a Z-value group over the language Lζ,pi,D.
12. Model Theoretic Consequences
Definition 12.1. Let K be a class of valued fields over a language L. Let Λ be a set of
L-formulas. We call a K substructure complete w.r.t. Λ if the following holds: given K1,
K2 ∈ K containing a common L-substructure K0 ⊆ K1, K2 we have that
K1 |= ϕ(a1, . . . , an)⇐⇒ K2 |= ϕ(a1, . . . , an)
for all formulas ϕ(x1, . . . , xn) ∈ Λ and all a1, . . . , an ∈ K0.
The existence of a quantifier elimination procedure implies substructure completeness.
In general, the converse holds for elementary classes only. Since the following corollaries
are based on the former direction, we obviously have both a quantifier elimination and
substructure completeness even for the non-elementary classes in Corollary 12.3 below.
Corollary 12.2. (1) The class of all non-discretely valued fields over the language Lζ
with an infinite residue class field is substructure complete w.r.t. linear Lζ-formulas.
(2) The class of all discretely valued fields over the language Lζ,pi with an infinite residue
class field is substructure complete w.r.t. linear Lζ,pi-formulas.
(3) The class of all discretely valued fields over the language Lζ,pi,D with a Z-value
group and an infinite residue class field is substructure complete w.r.t. linear Lζ,pi,D-
formulas.
Corollary 12.3. (1) For a fixed field Kv, the class of all non-discretely valued fields
over the language Lζ with Kv as the residue class field is substructure complete
w.r.t. linear Lζ-formulas.
(2) For a fixed field Kv, the class of all discretely valued fields over the language
Lζ,pi with Kv as the residue class field is substructure complete w.r.t. linear Lζ,pi-
formulas.
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(3) For a fixed field Kv, the class of all discretely valued fields over the language Lζ,pi,D
with a Z-value group and Kv as the residue class field is substructure complete w.r.t.
linear Lζ,pi,D-formulas.
Definition 12.4. For L ⊇ Lζ we define the set Π(L) of linear L-formulas ϕ containing
only pure bound conditions as follows: ϕ ∈ Π(L) if the occurrence of each quantified
variable is restricted to one side of the predicates “|” and “‖”.
Corollary 12.5. (1) The class of all valued fields over the language Lζ is substructure
complete w.r.t. Π(Lζ).
(2) The class of all discretely valued fields over the language Lζ,pi is substructure com-
plete w.r.t. Π(Lζ,pi).
(3) The class of all discretely valued fields with a Z-value group over the language Lζ,pi,D
is substructure complete w.r.t. Π(Lζ,pi,D).
In their well-known papers, Ax and Kochen (1965, 1966) and, independently, Ershov
(1965) established various transfer principles for elementary properties of Henselian val-
ued fields. Since substructure completeness implies model completeness, one can de-
rive analogue transfer principles for linear formulas that do not require the fields to be
Henselian.
13. Conclusions
We have extended the Skolem sets introduced by Weispfenning (1988) to the more
sophisticated concept of cs sets. On this basis, we have given elimination sets, and thus
quantifier elimination procedures of comparatively moderate complexity for linear prob-
lems in various reasonable classes of valued fields. Some of the classes required the use
of improper terms containing dummy symbols. Our use of this technique thus goes far
beyond that of related work, where it was only used to slightly decrease the complex-
ity. Our elimination procedures imply complexity results for the corresponding decision
problems and substructure completeness w.r.t. linear formulas of the considered classes
of valued fields.
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