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AN ALGORITHM FOR CANONICAL FORMS OF FINITE
SUBSETS OF Zd UP TO AFFINITIES
GIOVANNI PAOLINI
Abstract. In this paper we describe an algorithm for the computation of
canonical forms of finite subsets of Zd, up to affinities over Z. For fixed dimen-
sion d, this algorithm has worst-case asymptotic complexity O(n log2nsµ(s)),
where n is the number of points in the given subset, s is an upper bound to the
size of the binary representation of any of the n points, and µ(s) is an upper
bound to the number of operations required to multiply two s-bit numbers.
In particular, the problem is fixed-parameter tractable with respect to the
dimension d.
This problem arises e.g. in the context of computation of invariants of finitely
presented groups with abelianized group isomorphic to Zd. In that context
one needs to decide whether two Laurent polynomials in d indeterminates,
considered as elements of the group ring over the abelianized group, are
equivalent with respect to a change of basis.
The final publication is available at Springer via http://dx.doi.org/10.1007/
s00454-017-9895-6.
1. Introduction
The problem we are going to study is that of algorithmically determining whether
two configurations of points in the d-dimensional integral lattice can be obtained, one
from the other, through an affine automorphism of Zd. Such affine automorphism
need not preserve the order in which the elements of the two sets are specified. If
we required instead the order to be preserved, the problem could be more easily
solved using the Hermite normal form (see Section 3).
For instance, the second set of points in Figure 1 can be obtained from the first
one by applying the affinity
x 7→
(−1 −1
0 1
)
x+
(
13
0
)
.
Instead of trying to directly find if two given sets of points are equivalent (i.e.
if there is an affinity that maps one to the other), we will describe a procedure to
compute a “canonical form” of a set. Then, to check the equivalence of two sets, it
will suffice to check the equality of their canonical forms.
Different possible approaches to this problem can be tried, other than the one we
present in this paper. For instance one can exploit geometric and/or combinatorial
constructions, such as the convex hull, which is equivariant under the action of the
affine group. However the optimal (non-output-sensitive) algorithm to compute the
d-dimensional convex hull runs in time O(n logn+nbd/2c) [4], which is slower than
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Figure 1. Example of two equivalent sets for d= 2.
what we want to achieve. We believe that in dimension d≤ 3 it is actually possible
to devise a fast algorithm (linear up to a logarithmic factor) for our problem using
the convex hull.
Another approach could be to define the canonical form of a set as an element
of the orbit which minimizes some quantity (such as the ‖ · ‖1 norm or the ‖ · ‖∞
norm), but we couldn’t find a reasonably fast algorithm to do this.
The approach presented here is completely different, and is based on arithmetic
properties of the integral lattice. Its advantages are the almost linear asymptotic
complexity (in terms of the size of the set), the generality (it works for any dimension
d, despite the running time strongly depends on it) and a simple implementation.
Following [6], a problem is called fixed-parameter tractable with respect to a
parameter k ∈ N, if for every input with parameter less or equal to k, the problem
can be solved in O(f(k) ·nO(1)) time, where f is an arbitrary function independent of
the problem size n. In terms of parametrized complexity, our results then imply that
the problem we consider is fixed-parameter tractable with respect to the dimension
d.
This problem fits into the theory of exact point-matching, where we replace here
the usual Rd with the integral lattice Zd. The algorithm we derive for affine integral
point-matching is much faster compared with known algorithms for continuous point-
matching. For instance, congruency testing in Rd can be done in time O(nd−2 logn)
for d≥ 3 with the algorithm described in [2]. It seems that arithmetic properties of
integers play a fundamental role in making integral point-matching faster.
One situation in which this problem arises is in the context of isomorphism between
finitely presented torsion-free groups, and particularly in the case of fundamental
groups of topological spaces. Recall that for a group G, its commutator subgroup G′
is the subgroup generated by all commutators [g,h] = ghg−1h−1, and its abelianized
group is the quotient G/G′. Let G be a finitely presented group with abelianized
group H isomorphic to Zd, and let ψ : H→ Zd be an isomorphism. Suppose that G
admits a presentation with more generators than relations (e.g. this is the case for
knot and link groups). In a work of Fox [9] it is shown how to construct, from G
and ψ, a Laurent polynomial ∆(t1, . . . , td), called Alexander polynomial, which is
defined up to a factor ±tλ11 · · · tλdd (λi ∈ Z). This polynomial depends on the chosen
isomorphism ψ between the abelianized group and Zd (in other words, it depends
on the choice of a basis for H). In order to obtain an invariant of G (up to group
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isomorphisms), one should determine a canonical form for the Alexander polynomial
up to change of basis for H. It turns out (see [3], Sections 7.6, 7.7) that a change of
basis, given by a linear automorphism A of Zd, affects every monomial αtm11 · · · tmdd
by transforming the exponents vector (m1, . . . ,md)t with A. Since the Alexander
polynomial is itself determined up to a factor ±tλ11 · · · tλdd , an invariant of G is given
by the Alexander polynomial up to the action of the group of affine automorphisms
of Zd (and a possible change of sign). The determination of a canonical form for
such an action is therefore related to the problem we are going to discuss.
In Section 2 we formally state the problem we are going to solve, and we
introduce some notation. Throughout Sections 3-5 we describe the algorithm, prove
its correctness and analyze its complexity. In Section 6 we recall the construction of
the Alexander polynomial due to Fox, and we illustrate how to modify our algorithm
in order to compute a canonical form of such polynomial. Section 7 provides a final
discussion with some concluding remarks.
2. Preliminaries and notations
Let d be a fixed positive integer. Let GL(d,Z) be the group of linear auto-
morphisms of Zd over Z, i.e. the group of d× d matrices with entries in Z and
determinant ±1. Moreover, let Aff(d,Z) be the group of affinities of Zd. The group
Aff(d,Z) can be regarded as a subgroup of GL(d+ 1,Z): the affinity x 7→ Ax+ b,
with A ∈GL(d,Z) and b ∈ Zd, is represented by the block matrix(
A b
0 1
)
.
Let Xd be the set of all finite subsets Λ of Zd. The natural action of Aff(d,Z)
on Zd induces an action of Aff(d,Z) on Xd: explicitly, if ϕ ∈ Aff(d,Z) and Λ =
{p1,p2, . . . ,pn} ⊆ Zd, the action is given by
ϕ({p1,p2, . . . ,pn}) = {ϕ(p1),ϕ(p2), . . . ,ϕ(pn)}.
Our purpose is to describe a canonical form for elements of Xd up to the action
of Aff(d,Z), and an algorithm for the computation of such a canonical form. For
any fixed dimension d, our algorithm will have worst-case asymptotic complexity
O(n log2nsµ(s)). Here, n is the size of the given subset Λ of Zd (as above) and
s is an upper bound on the size of the binary representation of any coordinate of
any point of Λ. Since d is fixed, s is also (up to a constant) an upper bound to
the size of the binary representation of any point of Λ. With µ(s) we indicate an
upper bound to the cost of multiplying two s-bit integers; for instance, using the
Scho¨nhage-Strassen algorithm [16] we would have µ(s) =O(s logs log logs).
Since the concept of “canonical form” plays a key role in this work, we give the
following formal definition.
Definition 2.1. Let S be a set, and G be a group acting on S. A canonical form
for S with respect to the action of G is a function f : S→ S satisfying the following
two conditions:
(1) f(x) ∈Orb(x) for all x ∈ S (here we denote by Orb(x) the orbit of x);
(2) f(gx) = f(x) for all x ∈ S and g ∈G.
We also say that f : S→ S is a weak canonical form if it satisfies condition (2) but
does not necessarily satisfy condition (1).
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The second condition simply says that f is constant over any orbit, so f picks
a “canonical representative” from each orbit. Having a computable canonical form
allows to test whether two elements x,y ∈ S belong to the same orbit: this happens
if and only if f(x) = f(y).
We now give a few more definitions which will be useful later.
Definition 2.2. A frame is an ordered set of affinely independent points of Qd.
Given a set Λ⊆ Zd, a Λ-frame is a frame included in Λ. A frame Q is Λ-covering
if Λ ⊆ Span(Q). A Λ-frame which is also Λ-covering is shortly called a complete
Λ-frame.
By “Span”, we always mean the affinely generated subspace over the field of the
rational numbers (not over Z). Also the expression “affinely independent” is always
to be intended over Q, not over Z. Notice that a Λ-covering frame is not necessarily
a Λ-frame.
Let Yd be the set of the pairs (Λ,Q), with Λ ∈Xd and Q a Λ-covering frame.
Roughly speaking, an element of Yd is a finite subset of Zd together with an affine
coordinate system. In order to find a canonical form for elements Λ ∈Xd, we will
first do it for elements (Λ,Q) ∈ Yd, and then we will describe a canonical way to
choose a frame Q for each set Λ.
Finally, by “lexicographic order” we will mean the following.
• For elements of Qd, this is the usual lexicographic order.
• When comparing two finite ordered sets of elements of Qd (for instance, two
frames), first compare their size and then (if the two sets have the same
size) compare them lexicographically.
• When comparing two finite unordered sets of elements of Qd (for instance,
two elements of Xd), sort each of them lexicographically, and then compare
them as ordered sets.
• When comparing two elements (Λ1,Q1) and (Λ2,Q2) of Yd, first compare
Λ1 and Λ2 and then (if Λ1 = Λ2) compare Q1 and Q2.
3. Canonical form, given a frame
In this section, we want to describe an algorithm that, given a pair (Λ,Q) ∈ Yd,
returns a pair (Ω,U) = f(Λ,Q) which has the following properties:
(1) Ω is a finite subset of Zd in the orbit of Λ with respect to the action of
Aff(d,Z);
(2) U is a complete Ω-frame;
(3) f is a weak canonical form for Yd in the sense of Definition 2.1, i.e.
f
(
ϕ(Λ),ϕ(Q)
)
= f(Λ,Q) ∀ϕ ∈Aff(d,Z).
Notice that f is not required to be a canonical form (the frame U is not necessarily
the image of the frame Q under some affinity; in general, they don’t even have the
same size).
In what follows we are going to use the Hermite normal form (see for instance [5]
and [13]), shortened “HNF”. The Hermite normal form of an integral d×n matrix
is a canonical form up to left-multiplication by elements of GL(d,Z), satisfying the
following additional properties.
• It is an upper triangular d×n matrix, and zero rows are located below
non-zero rows.
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• The pivot (i.e. the first non-zero entry) of a non-zero row is positive, and is
strictly to the right of the pivot of the row above it.
• The elements below pivots are zero, and elements above pivots are non-
negative and strictly smaller than the pivot.
The following is the pseudocode of the algorithm, which will be subsequently
described in words.
Algorithm 3.1 (Canonical form, given a frame). This algorithm takes as input a
pair (Λ,Q) ∈ Yd and outputs a pair (Ω,U) with the properties described above.
1: function CanonicalFormWithFrame(Λ,Q)
2: T ←Q∩Λ as a list, with the ordering induced by Q
3: k← dimSpan(Λ)
4: while |T |< k+ 1 do
5: p← the point of Λ\Span(T ) such that its coordinates with respect
6: to the frame Q are lexicographically minimal
7: T ← T ∪{p}
8: end while
9: {p0, . . . ,pk}← T
10: M ← d×k matrix with columns p1−p0, . . . , pk−p0
11: A← any element of GL(d,Z) such that AM =HNF(M)
12: ψ← affinity defined by x 7→A(x−p0)
13: return (Ω,U) =
(
ψ(Λ),ψ(T )
)
14: end function
Let us describe briefly the steps of Algorithm 3.1. In line 2, we initialize a new
frame T (which is actually a Λ-frame), extracting from Q the elements that also
belong to Λ. T is given the ordering induced as a subset of Q. Then, in lines 4-8,
we complete T to a Λ-covering frame using points of Λ (thus T becomes a complete
Λ-frame). This is done adding a point of Λ at a time, each time choosing the point
that is lexicographically minimal with respect to the frame Q. Then, if p0, . . . ,pk
are the elements of T , in line 10 we define the matrix M as
M =
(
p1−p0
∣∣∣ . . . ∣∣∣ pk−p0).
In line 11, we define A as any d×d matrix such that the left multiplication by A
sends M to its Hermite normal form (the algorithm in [20] computes both the HNF
and such an A). Finally, we define ψ as the affinity x 7→ A(x− p0), which is the
affinity that maps p0 to the origin and each pi (i= 1, . . . ,k) to the i-th column of
HNF(M). The affinity ψ is used to transform the pair (Λ,T ) into the pair which is
then returned. Properties 1 and 2 at the beginning of this section are automatically
verified by Algorithm 3.1. Property 3 is given by the following theorem.
Theorem 3.2. The function defined by Algorithm 3.1 is a weak canonical form.
Proof. Suppose the function CanonicalFormWithFrame is given as input the
pair (Λ˜, Q˜) instead of (Λ,Q), where Λ˜ = ϕ(Λ) and Q˜= ϕ(Q) for some ϕ ∈Aff(d,Z).
Let us analyze how this change affects the output. We denote all the variables of the
execution of the call CanonicalFormWithFrame(Λ˜, Q˜) by adding a tilde over
them, in order to distinguish them from those of the call CanonicalFormWith-
Frame(Λ,Q).
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First (line 2), we have T˜ = Q˜∩ Λ˜ = ϕ(Q)∩ϕ(Λ) = ϕ(T ). Then we turn to lines
4-8: inductively it is easy to show that, at each step of the loop, T˜ = ϕ(T ) (this is
true because the coordinates of a point p ∈ Λ with respect to the frame Q are the
same as the coordinates of the point ϕ(p) ∈ ϕ(Λ) with respect to the frame ϕ(Q)).
So, after the execution of the loop, we still have T˜ = ϕ(T ) as ordered sets. Let
p˜0, . . . p˜k be the elements of T˜ , so that p˜i = ϕ(pi) for all i. Let B ∈GL(d,Z) be the
linear part of the affinity ϕ (so ϕ has the form x 7→Bx+v, for some v ∈ Zd). The
i-th column of the matrix M˜ (line 10) is then p˜i− p˜0 = ϕ(pi)−ϕ(p0) =B(pi−p0).
Thus we have the relation M˜ = BM , which means that the matrices M˜ and M
are equivalent to each other, up to left multiplication. In particular, they have the
same Hermite normal form. This means that A˜M˜ =AM (line 11). In other words
(reading this equality column by column), for each i we have that
(1) A˜
(
B(pi−p0)
)
=A(pi−p0).
Relation (1) can be interpreted as follows: the linear transformations A˜B and A
coincide on the vectors pi− p0, and so they coincide on the linear span of these
vectors, which is the linear subspace parallel to Span(Λ). The affinity ψ˜ defined in
line 12 maps x to A˜(x− p˜0) = A˜(x−ϕ(p0)). Now, let p˜= ϕ(p) be a point of Λ˜, with
p ∈ Λ. Then,
ψ˜(p˜) = A˜
(
p˜−ϕ(p0)
)
= A˜
(
ϕ(p)−ϕ(p0)
)
= A˜
(
B(p−p0)
) (∗)= A(p−p0) = ψ(p),
where the equality marked with a (∗) follows by the fact that p−p0 belongs to the
linear subspace parallel to Span(Λ). So we have finally proved that ψ˜(Λ˜) = ψ(Λ).
Similarly, we also have that ψ˜(p˜i) = ψ(pi) for all i, and thus ψ˜(T˜ ) = ψ(T ) as ordered
sets.  
Remark 3.3. Line 2 of Algorithm 3.1 could be replaced by the simpler initialization
“T ← ∅”, and Theorem 3.2 would still hold. But the slightly more complicated
initialization of line 2 will be required in the proof of Lemma 4.9.
Theorem 3.4. If d is fixed, then the worst-case asymptotic complexity of Algo-
rithm 3.1 is O(nµ(s)), where n = |Λ| and s is an upper bound on the size of the
binary representation of any element of Λ or Q. Moreover, the size of the binary
representation of any element of the returned set Ω is O(s).
Proof. Consider lines 5-6. Recognizing if a point p ∈ Λ belongs to Span(T ) reduces
to compute the determinant of a (d+ 1)× (d+ 1) matrix. The product of any d+ 1
entries of this matrix has size O((d+1)s) =O(s). Therefore the computation of the
determinant requires a constant number of sums and products of numbers of size
O(s), i.e. µ(O(s)) =O(µ(s)) operations (exchanging µ and O can be done because
µ is polynomial).
Finding the coordinates of p with respect to the frame Q can be done inverting a
(d+ 1)× (d+ 1) matrix, which reduces to computing a constant number of determi-
nants. Thus, as before, O(µ(s)) operations are needed and the obtained coordinates
have size O(s).
Then lines 5-6 require O(nµ(s)) operations, because for each point of Λ we need
to perform the above operations and then possibly update the minimal coordinates
found so far. There are at most d+1 =O(1) iterations of the while loop, so lines
2-10 require O(nµ(s)) operations.
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Since the size of the binary representation of M is O(s), the computation of
the Hermite normal form of M can be done in O(µ(s)) time, for instance with the
algorithm in [20]. In [19] it is also shown that log‖HNF(M)‖= O(s), where ‖ · ‖
denotes the maximum absolute value of an entry of the matrix. In O(µ(s)) time,
A and ψ can be computed too (and they share the same bound on the coefficients
as HNF(M)). Finally, the computation of ψ(Λ) requires O(nµ(s)) operations, and
that of ψ(T ) requires O(µ(s)) operations.
The fact that the binary representation of the elements of Ω is O(s) follows easily
from the previous arguments.  
4. Getting an Aff(d,Z)-equivariant set of complete Λ-frames
We will now describe an algorithm which, given an input set Λ⊆Zd, equivariantly
returns a nonempty set of complete Λ-frames. Here by “equivariantly” we mean
Aff(d,Z)-equivariantly: if Λ˜ = ϕ(Λ) for some ϕ ∈ Aff(d,Z), and the output of the
algorithm applied to Λ is a set of frames {R1, . . . ,Rm}, then the output of the
algorithm applied to Λ˜ is {ϕ(R1), . . . ,ϕ(Rm)}. Notice that the output set of frames
is unordered, whereas each of the frames is itself an ordered set of points.
Remark 4.1. The set of all complete Λ-frames satisfies the equivariance condition,
but this set is too large for any practical purpose (its size is Ω(nd) in the worst
case). For this reason we need to equivariantly select a “small” subset of it.
From now on we will denote by F(Λ) the set of all Λ-frames, and by Fc(Λ)⊆F(Λ)
the set of all complete Λ-frames. The pseudocode for the above-mentioned algorithm
is the following.
Algorithm 4.2 (Equivariant set of complete Λ-frames).
This algorithm takes as input a finite set Λ ⊆ Zd and equivariantly returns a
nonempty set of complete Λ-frames.
1: function EquivariantFrames(Λ)
2: if |Λ|= 1 then . Λ has size 1 (base step of the recursion)
3: return {Λ}
4: end if
5: if all the points of Λ are congruent modulo 2 then
6: p← any point of Λ
7: Λ′← (Λ−p)/2 . translate point p to origin and divide by 2
8: S← EquivariantFrames(Λ′)
9: return 2S+p . perform the inverse transformation
10: else
11: {Λ1, . . . ,Λh}← partition of Λ in congruence classes modulo 2
12: for i ∈ {1, . . . ,h} do
13: Si← EquivariantFrames(Λi)
14: end for
15: Λ′←⋃hi=1⋃R∈SiR
16: F ←{T ∈ Fc(Λ′) | T lexicographically minimizes
17: CanonicalFormWithFrame(Λ,T ) on Fc(Λ′)}
18: return F
19: end if
20: end function
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We will now prove the correctness of Algorithm 4.2.
Lemma 4.3. Let p,q ∈ Zd, and let ϕ be an element of Aff(d,Z). Then, p ≡ q
(mod 2) if and only if ϕ(p)≡ϕ(q) (mod 2). In other words, being congruent modulo
2 is an affine invariant.
Proof. The affinity ϕ will be of the form x 7→ Ax+ b, for some A ∈ GL(d,Z) and
b ∈ Zd. The condition p ≡ q (mod 2) is equivalent to p = q+ 2v for some v ∈ Zd.
Applying ϕ to both sides we obtain ϕ(p) = ϕ(q+2v) = ϕ(q)+2Av, so ϕ(p)≡ ϕ(q)
(mod 2). The same argument applied to ϕ−1 proves the converse implication.  
Theorem 4.4. Algorithm 4.2 terminates, and it equivariantly returns a set of
complete Λ-frames.
Proof. In each recursive call of EquivariantFrames, either the diameter of Λ is
halved or the size of Λ decreases: the former case occurs if the condition of line 5
holds; the latter occurs in the other case (if not all the points of Λ are congruent
modulo 2, then the partition of line 11 is made of at least two non-empty subsets).
As long as the size of Λ remains greater than 1, the diameter of Λ is ≥ 1. So neither
of the two above possibilities can happen infinitely many times, and the algorithm
eventually terminates.
We prove the rest of the statements by induction on the size n of Λ and its
diameter. The base step is n = 1, for which the claim is obvious. We may now
assume n > 1. We will distinguish two cases.
• First case: the condition of line 5 holds. Clearly, by induction, the frames
returned in line 9 are complete Λ-frames. Suppose now that Λ is replaced
by Λ˜ = ϕ(Λ), where ϕ is the affinity given by x 7→Ax+ b. In line 6, a point
p˜= ϕ(q) is chosen, for some q ∈ Λ. The set Λ˜′ calculated in line 7 is given
by
Λ˜′ = Λ˜− p˜2 =
ϕ(Λ)−ϕ(q)
2 =
A(Λ)−A(q)
2
=A
(
Λ−p
2
)
+A
(
p− q
2
)
=A(Λ′) +A
(
p− q
2
)
.
Then the sets Λ′ and Λ˜′ can be obtained one from the other by applying the
affinity x 7→Ax+A(p−q2 ). Here notice that p−q2 ∈ Zd, so the constructed
transformation is really an affinity that preserves the lattice Zd. By induc-
tion, the set of frames S˜ calculated in line 8 is equivariant. Consequently,
S˜ =A(S) +A
(
p− q
2
)
.
Finally, the return value of the call EquivariantFrames(Λ˜) is
2S˜+ p˜= 2A(S) + 2A
(
p− q
2
)
+ϕ(q)
= 2A(S) +A(p)−A(q) +A(q) + b
=A(2S+p) + b
= ϕ(2S+p),
which is what we wanted.
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• Second case: the condition of line 5 does not hold. The sets in F are complete
Λ′-frames. By construction, Λ′ is a subset of Λ and Span(Λ′) = Span(Λ).
So the sets in F are also complete Λ-frames. By Lemma 4.3, the partition
computed in line 11 is Aff(d,Z)-equivariant (notice that such partition is an
unordered set). Thus the unordered set {S1, . . . ,Sh} is also equivariant, and
so is the union Λ′. Finally minimizing CanonicalFormWithFrame(Λ,T )
is an equivariant condition since CanonicalFormWithFrame(Λ,T ) is
Aff(d,Z)-invariant (by Theorem 3.2), so F is itself equivariant. 

Unfortunately, when the partition found in line 11 of Algorithm 4.2 is very
unbalanced (for instance, if |Λ1| = 1 and |Λ2| = n− 1), the depth of the tree of
the recursive calls can grow linearly with n. Then the overall complexity can
be quadratic in n, as each recursive call takes linear time. This is already good
compared with the O(nd) trivial algorithm, but we are going to present a variant
to Algorithm 4.2 with almost linear worst-case asymptotic complexity (as claimed
in Section 2). The idea is to change what is done in lines 16-17, which is a quite
rough way to find an equivariant set of frames. To do this, the new recursive
function EquivariantFrames2(Λ,Q) takes one more argument, a frame Q, and
equivariantly returns a nonempty set S of Λ-frames such that, for each R ∈ S, Q∪R
is a Λ-covering frame. Similarly to Algorithm 4.2, here by “equivariantly” we mean
that, for any ϕ ∈Aff(d,Z), we have
EquivariantFrames2(ϕ(Λ),ϕ(Q)) = ϕ
(
EquivariantFrames2(Λ,Q)
)
.
In what follows, we say that a partition {Λ1, . . . ,Λh} of Λ is balanced if |Λi| ≤ n/2
for all i, where n is the size of Λ. Otherwise, we say that the partition is unbalanced.
Algorithm 4.5 (Equivariant set of Λ-frames). This algorithm takes as input a
finite set Λ⊆ Zd and a frame Q⊆Qd, and equivariantly returns a nonempty set S
of Λ-frames, with the property that Q∩R=∅ and Q∪R is a Λ-covering frame for
each R ∈ S.
1: function EquivariantFrames2(Λ,Q)
2: Λ← Λ\Span(Q)
3: if |Λ| ≤ 1 then
4: return {Λ}
5: end if
6: if all the points of Λ are congruent modulo 2 then
7: p← any point of Λ
8: Λ′← (Λ−p)/2
9: Q′← (Q−p)/2
10: S′← EquivariantFrames2(Λ′,Q′)
11: S← 2S′+p
12: return S
13: else
14: {Λ1, . . . ,Λh}← partition of Λ in congruence classes modulo 2
15: sort {Λ1, . . . ,Λh} by size . after this, we have |Λ1| ≤ · · · ≤ |Λh|
16: if |Λh| ≤ n/2 then . the partition is balanced
17: for i ∈ {1, . . . ,h} do
18: Si← EquivariantFrames2(Λi,Q)
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19: end for
20: Λ′←⋃hi=1⋃V ∈Si V
21: F ←{R ∈ F(Λ′) | Q∩R=∅, Q∪R is a Λ-covering frame,
22: and CanonicalFormWithFrame(Λ,Q∪R) is
23: lexicographically minimal }
24: else . the partition is unbalanced
25: for i ∈ {1, . . . ,h−1} do
26: Si← EquivariantFrames2(Λi,Q)
27: end for
28: Λ′←⋃h−1i=1 ⋃V ∈Si V
29: E←{R ∈ F(Λ′) | Q∩R=∅ and Q∪R is a
30: (Λ\Λh)-covering frame }
31: for all R ∈ E do
32: SR←EquivariantFrames2(Λh,Q∪R)
33: end for
34: F ←{R∪T ∈ F(Λ′) |R ∈ E, T ∈ SR, and
35: CanonicalFormWithFrame(Λ,Q∪R∪T ) is
36: lexicographically minimal }
37: end if
38: return F
39: end if
40: end function
Let us describe briefly the steps of Algorithm 4.5. As in Algorithm 4.2, the
main distinction is given by the condition in line 6 (whether all the points of Λ are
congruent modulo 2, or not).
If the condition in line 6 holds (lines 7-12), all the points of Λ and Q are translated
and their coordinates are then divided by 2. The recursive call in line 10 gives an
unordered set S′ of Λ′-frames, which is then transformed to a set S of Λ-frames.
Lines 14-38 are executed if the condition in line 6 is not verified. If the partition
of line 14 is balanced (lines 17-23), the behaviour is similar to that of Algorithm
4.2: the function EquivariantFrames2 is called recursively for each subset of
the partition (line 18), and then the results are put together in lines 20-23. If the
partition is unbalanced (lines 25-36), the largest subset (Λh) is treated separately
(notice that the loop in line 25 ranges from 1 to h−1, not from 1 to h): as we will
see, the reason for this is to increase the asymptotic efficiency.
Remark 4.6. If Q=∅, then Algorithm 4.5 equivariantly returns a set of complete
Λ-frames, exactly as Algorithm 4.2 does. However, the two outputs may differ:
Algorithms 4.2 and 4.5 calculate different “equivariant forms”.
Remark 4.7. The number of frames R considered in lines 21-23 (and, similarly,
in lines 29-30) can be considerably reduced in many ways. For instance, one can
consider frames obtained as a concatenation of frames in the union of the Si’s.
Plus, if it is possible to distinguish the Λi’s in some way (e.g. because they have
different size, or because the Si’s have different size), one can reduce the number of
concatenations to consider. However this does not affect the asymptotic complexity
for fixed d, so we chose to present a simpler and more naive approach.
In the rest of this section we will prove the correctness of Algorithm 4.5 and we
will analyze its asymptotic complexity.
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Theorem 4.8. Algorithm 4.5 terminates, and the set of frames it returns is equiva-
riant.
Proof. The arguments are similar to those of Theorem 4.4. The only main difference
is given by how the set Λh is treated separately in lines 25-36: however, since there
can only be one subset of size greater than n/2, if such a subset exists then it is
equivariant (because the partition itself is equivariant, as we already pointed out in
the proof of Theorem 4.4). So, treating Λh differently from the other subsets of the
partition does not violate the equivariance of the procedure.  
Lemma 4.9. For each dimension d > 0 there exists hd > 0 such that, for any
Λ′ ⊆ Λ⊆ Zd and frame Q such that Λ⊆ Span(Q∪Λ′), and for any pair (Ω,U) ∈ Yd,
the set
S = {R ∈ F(Λ′) | Q∩R=∅, Q∪R is a Λ-covering frame, and
CanonicalFormWithFrame(Λ,Q∪R) = (Ω,U)}
has size ≤ hd.
Proof. Let n= |Λ| and k= dimSpan(Λ). First of all, we reduce to the case SpanΛ =
Qk (where Qk is the affine subspace of Qd consisting of the points with the last
d−k coordinates equal to zero). Notice that, if we change both Λ and Q by an
affinity ϕ ∈ Aff(d,Z), then S changes also by ϕ, and so its size remains the same.
Let us choose the affinity ϕ (of the form x 7→A(x+ b)) as follows.
• b=−q, where q is any fixed point of Λ.
• Let M be the d×n matrix with columns given by the vectors p− q, for
p ∈ Λ (the columns can be arranged in any order). Then, let A ∈GL(d,Z)
be such that AM =HNF(M).
Since the rank of M is k, the Hermite normal form of M has the last d−k rows
equal to zero. So the image of Λ through the affinity ϕ is included in Qk, as we
wished. We can thus assume, from now on, that Span(Λ) =Qk.
Let G be the subgroup of Aff(k,Z) given by the affinities ϑ of Zk ⊆Qk such that
ϑ(Λ) = Λ. Since Λ generates Qk (as an affine space over Q), an affinity ϑ ∈ G is
completely determined by its restriction to Λ. Such a restriction is a permutation of
Λ, by definition of G. So the order of G is at most n!, and in particular G is finite.
We are now going to define an injective map χ : S →G. Fix a frame R0 ∈ S. Let
R be any frame in S. By definition of S, we have
CFWF(Λ,Q∪R) =CFWF(Λ,Q∪R0) = (Ω,U),
where we have shortened “CanonicalFormWithFrame” with “CFWF”. Let
T and T0 be the complete Λ-frames constructed throughout the execution of the
function CFWF applied to (Λ,Q∪R) and (Λ,Q∪R0), respectively. Recall that, as
an immediate consequence of how the function CFWF is defined, there exist (not
necessarily unique) affinities ψ,ψ0 ∈Aff(d,Z) such that
ψ(Λ) = Ω, ψ(T ) = U, ψ0(Λ) = Ω, ψ0(T0) = U.
Let ξ = ψ−1 ◦ψ0. The situation is well explained by the following diagram.
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(Λ,T0) (Λ,T )
(Ω,U)
ξ
ψ0 ψ
So, ξ(Λ) = Λ and ξ(T0) = T . The affinity ξ will be of the form x 7→Bx+ c, for some
B ∈GL(d,Z) and c ∈ Zd. Since ξ(Λ) = Λ, the submodule Zk ⊆ Zd is mapped into
itself by ξ. So c belongs to Zk (because it is the image of 0, which belongs to Zk)
and B can be written as a block matrix in the following way:
B =
(
B1 B2
0 B3
)
,
where the block B1 is k×k and the block B3 is (d−k)× (d−k). Notice that, since
B is in GL(d,Z), both B1 and B3 must have determinant equal to 1 or −1. In
particular, B1 is in GL(k,Z). Consequently, the affinity ϑ defined by x 7→B1x+ c
belongs to Aff(k,Z). By construction, we also have that ϑ(Λ) = Λ and ϑ(T0) = T .
Finally, we define
χ(R) = ϑ.
As anticipated, we will now show that χ is injective. Suppose that we have
χ(R1) = χ(R2) = ϑ, for some R1,R2 ∈ S. Let T1 and T2 be the complete Λ-frames
constructed throughout the execution of the function CFWF applied to (Λ,Q∪R1)
and (Λ,Q∪R2), respectively. As a consequence of what we proved above, ϑ(T0) = T1
and ϑ(T0) = T2. Thus, T1 = T2. Assume now by contradiction that R1 6=R2. Since
R1 and R2 are both subsets of Λ, and since Q and R1 (resp. Q and R2) are disjoint,
we have that (Q∪R1)∩Λ 6= (Q∪R2)∩Λ. Then the values of T1 and T2, as they
are initialized in line 2 of Algorithm 3.1, are different. Therefore, T1 and T2 are
different at the end of the execution too. This is a contradiction, because we proved
that T1 = T2. So χ is injective.
Define now pi : G→GL(k,Z) as the map that sends an affinity ϑ ∈G, of the form
x 7→ Ex+ c, to its linear part E ∈GL(k,Z). The map pi is a group homomorphism,
and kerpi is the subgroup of G consisting of the translations. Since G is finite, it
does not contain any non-trivial translation (because non-trivial translations have
infinite order). This means that kerpi is trivial, so pi is injective.
By a classical result of Minkowski [12], for any fixed d there exists a constant
hd > 0 such that every finite subgroup of GL(d,Z) has order ≤ hd (see for instance
[17] for a proof in English). The group G can be regarded (through the injective
homomorphism pi) as a subgroup of GL(d,Z), so G has order ≤ hd. Since we have
built an injection χ : S →G, the size of S is also ≤ hd.  
Lemma 4.10. If the dimension d is fixed, then the number of frames returned by
any call to EquivariantFrames2 is O(1). In other words, there exists a constant
hd > 0 (depending on d) such that
|EquivariantFrames2(Λ,Q)| ≤ hd ∀Λ,Q.
Proof. The constant hd will be the same as that of Lemma 4.9. Let us analyze
the possible return values of a call to EquivariantFrames2. The size of the set
returned in line 12 is that of EquivariantFrames2(Λ′,Q′); working by induction
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on the diameter of Λ, we can assume that such size is ≤ hd. The other possible
return values are those assigned in lines 21 and 34; in both cases, Lemma 4.9 assures
that the size is ≤ hd.  
Theorem 4.11. If the dimension d is fixed, then the asymptotic complexity of
Algorithm 4.5 is O(n log2n sµ(s)), where n and s are as in the statement of Theorem
3.4.
Proof. We show by induction that the execution of EquivariantFrames2(Λ,Q)
requires at most γf(w)n log2n logδ µ(s) +β operations, where γ and β are some
constants (depending on d), w = d−dimSpan(Q), δ is the diameter of Λ (which
we will denote by diam(Λ)), and the function f is defined later in the proof (and
depends on d). Once we prove this, we are done since w≤ d=O(1) and logδ =O(s).
The induction is made on the triple (|Λ|,diam(Λ), |Q|). The ordering on such
triples is the lexicographic one.
Base case: |Λ| = 1. Only lines 2-4 are executed, and the total number of
operations is O(1). Thus, it is sufficient to choose the constant β large enough.
Inductive step. Lines 2-5 require O(ns) operations. Let us now analyze lines
6-12: their cost is O(ns) plus the cost of the recursive call in line 10, which is (by
induction) γf(w)n log2n(logδ−1)µ(s) +β, since the diameter of Λ is halved.
Lines 14-15 require O(ns) operations, since h≤ 2d =O(1).
Now we turn to lines 17-23. Let ni = |Λi|. The cost of the recursive calls alone
(line 18) is then, by induction,
h∑
i=1
(
γf(w)ni log2ni logδ µ(s) +β
)
≤ γf(w)(n1+ · · ·+nh) log2 n2 logδ µ(s) +hβ
= γf(w)n(logn−1)2 logδ µ(s) +O(1).
By Lemma 4.10, the size of Λ′ in line 20 is O(1), so the number of operations required
for lines 21-23 is O(nµ(s)) (by Theorem 3.4) plus the cost of sets comparison.
Comparing O(1) sets of O(n) elements requires O(n logn) comparisons of elements,
each taking O(s) operations, for a total of O(ns logn) operations.
We finally turn to lines 25-36. The cost of the recursive calls in line 26 is
h−1∑
i=1
(
γf(w)ni log2ni logδ µ(s) +β
)
≤ γf(w)(n1+ · · ·+nh−1) log2 n2 logδ µ(s) + (h−1)β
≤ γf(w) n2 (logn−1)
2 logδ µ(s) +O(1).
By Lemma 4.10, the sets Λ′ and E have size O(1), so lines 28-30 require O(µ(s))
operations to be executed. As another consequence, there is a bound η on the number
of recursive calls in line 32. Notice that |Q∪R|> |Q|, because Λ′ is nonempty (since
h ≥ 2) and contains only points that don’t belong to Span(Q) (thanks to line 2).
So, each of the calls of line 32 requires a number of operations bounded by
γf(w−1)n log2n logδ µ(s) +β.
Finally, O(nµ(s) +ns logn) operations are required for lines 34-36 (as for lines
21-23).
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We now define the function f in the following way: f(w) = (2η)w, where η is the
bound we introduced in the previous paragraph.
Let us put everything together. We obtain the following results, depending on
which lines are executed.
• Lines 2-5 and 6-12 (all points of Λ are congruent modulo 2):
O(ns) +γf(w)n log2n(logδ−1)µ(s) +β
≤ α1ns+γf(w)n log2n logδ µ(s)−γf(w)n log2n µ(s)
= γf(w)n log2n logδ µ(s) +n
(
α1s−γf(w) log2n µ(s)
)
≤ γf(w)n log2n logδ µ(s).
The first inequality holds for any constant α1 such that α1ns is greater than
the term O(ns)+β. The last inequality holds for a sufficiently large value
of γ, since µ(s) = Ω(s).
• Lines 2-5, 14-15 and 17-23 (balanced partition):
O(nµ(s) +ns logn) +γf(w)n(logn−1)2 logδ µ(s)
≤ α2n logn µ(s) +γf(w)n log2n logδ µ(s)−γf(w)n logn logδ µ(s)
= γf(w)n log2n logδ µ(s) +n lognµ(s)
(
α2−γf(w) logδ
)
≤ γf(w)n log2n logδ µ(s).
The first inequality holds for any constant α2 such that α2n logn µ(s) is
greater than the term O(nµ(s)+ns logn). The last inequality holds for a
sufficiently large value of γ.
• Lines 2-5, 14-15 and 25-36 (unbalanced partition):
O(nµ(s) +ns logn) +γf(w) n2 (logn−1)
2 logδ µ(s)+
+ηγf(w−1)n log2n logδ µ(s) +ηβ
≤ α3n lognµ(s) + 12 γf(w)n logn(logn−1) logδ µ(s)+
+ηγf(w−1)n log2n logδ µ(s)
= α3n lognµ(s) +
1
2 γf(w)n(log
2n− logn) logδ µ(s)+
+ 12 γf(w)n log
2n logδ µ(s)
= α3n lognµ(s) +γf(w)n log2n logδ µ(s)− 12γf(w)n logn logδ µ(s)
= γf(w)n log2n logδ µ(s) +n lognµ(s)
(
α3− 12γf(w) logδ
)
≤ γf(w)n log2n logδ µ(s).
The first inequality holds for any constant α3 such that α3n lognµ(s) is
greater than the term O(nµ(s) +ns logn) + ηβ. The second step follows
from the identity 2ηf(w−1) = f(w), which is an immediate consequence of
the definition of f . The last inequality is true for a sufficiently large value
of γ. 

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5. Canonical form for Xd
Using the results of Sections 3 and 4, we are now able to easily describe an
algorithm to compute a canonical form for Xd.
Algorithm 5.1 (Canonical form for Xd). This algorithm takes as input a finite set
Λ⊆ Zd, and returns a canonical form for Λ.
1: function CanonicalForm(Λ)
2: S←EquivariantFrames2(Λ,∅)
3: for all R ∈ S do
4: (ΩR,UR)←CanonicalFormWithFrame(Λ,R)
5: end for
6: return min{ΩR |R ∈ S }
7: end function
In words, Algorithm 5.1 first equivariantly computes a set S of complete Λ-
frames, using Algorithm 4.5. Then, for each Λ-frame R ∈ S, it finds a corresponding
canonical set ΩR. Finally, it returns the set which is lexicographically minimal
among the computed ones.
Theorem 5.2. The output of Algorithm 5.1 is a canonical form for Xd with
respect to the action of Aff(d,Z). Moreover its worst-case asymptotic complexity is
O(n log2nsµ(s)), where n and s are defined as in Section 2.
Proof. The first property of Definition 2.1 is verified since Algorithm 3.1 satisfies
property 1 at the beginning of Section 3. The second property of Definition 2.1 is
an immediate consequence of Theorems 3.2 and 4.8.
By Theorem 4.11, the execution of line 2 requires O(n log2nsµ(s)) operations.
By Lemma 4.10, the size of S is O(1). Thus, by Theorem 3.4, the execution of lines
3-5 requires O(nµ(s)) operations. The overall asymptotic complexity is therefore
O(n log2nsµ(s)).  
If Algorithm 3.1 is modified so that it also returns the affinity ψ, then Algorithm
5.1 can be also modified to return an affinity which maps Λ to its canonical form.
In this way, if two sets have the same canonical form, it is possible to explicitly
construct an affinity which maps one to the other.
6. Canonical form of Alexander polynomials
We now turn to the application of our algorithm to the computation of a canonical
form of the Alexander polynomial of a group. Let us first recall the construction of
such polynomial, as given by Fox [8, 9].
Let G= 〈x1, . . . ,xn | r1, . . . , rk〉 be a finitely presented group. Using “free differ-
ential calculus” [8], in [9] Fox defines the Jacobian J of the presentation, which
is a k×n matrix with entries in the group ring ZG. Assume from now on that
the abelianized group H =G/G′ is isomorphic to Zd, via some fixed isomorphism
ψ : H → Zd. Let φ : G→H be the abelianization map. Then the Jacobian J can
be mapped to the Alexander matrix A= ψ ◦φ(J) with entries in the group ring of
Zd, i.e. in the Laurent polynomial ring R= Z[t±11 , . . . , t
±1
d ]. As pointed out by Fox,
such construction generalizes Alexander’s classical construction [1]. The ideal εi
generated by the minor determinants of A of order n− i is called the i-th elementary
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ideal of A. The elementary ideals are independent of the chosen presentation, but
they do depend on ψ.
Assume now that G admits a presentation with more generators than relations.
Important examples are fundamental groups of the complement of links [15]. Then
for d = 1 the elementary ideal ε1 is principal, and for d = 2 it is the product
of a principal ideal and the fundamental ideal (t1− 1, . . . , td− 1). In both cases,
a generator ∆(t1, . . . , td) of the obtained principal ideal is called an Alexander
polynomial. Such polynomial is defined uniquely up to multiplication by monomials
of the form ±tλ11 · · · tλdd , if the isomorphism ψ is fixed. As show in [3], changing ψ
by some linear automorphism A of Zd does not affect the fundamental ideal, but
affects ε1 (and therefore the Alexander polynomial ∆) transforming the exponents
vector of every monomial by A. Therefore an invariant of G is given by a canonical
form of the Alexander polynomial with respect to to the action of Aff(d,Z) and
change of sign.
We are now going to illustrate how to adjust Algorithm 5.1 in order to compute
a canonical form of any Laurent polynomial ∆(t1, . . . , td) ∈ R. The possibility of
changing the sign of the entire polynomial can be easily settled (e.g. choosing the
sign so that the leading term has positive coefficient), so we are going to focus on
the action of Aff(d,Z) only. Let us write
∆(t1, . . . , td) =
∑
m1,...,md∈Z
αm1,...,md t
m1
1 · · · tmdd ,
where only a finite number of coefficients αm1,...,md is non-zero. The action of
Aff(d,Z) on R is by means of Z-linear automorphisms, so it can be described on
a single monomial tm11 · · · tmdd . An integer affinity ϕ ∈ Aff(d,Z) maps the mono-
mial tm11 · · · tmdd to the monomial tp11 · · · tpdd , where (p1, . . . ,pd)t = ϕ(m1, . . . ,md)t. A
polynomial ∆(t1, . . . , td) can be viewed as a finite set of points in Zd (the set of
vectors (m1, . . . ,md)t for which the coefficient αm1,...,md is non-zero) with an integer
coefficient αm1,...,md associated to each point. Under this identification, the action
of Aff(d,Z) is precisely the natural action on the subsets of Zd, with the subtlety
that these subsets are weighted. In analogy with the previous notations, let Xwd be
the set of finite weighted subsets of Zd (weights are given by non-zero integers).
Algorithms 3.1, 4.5 and 5.1, without any change, work as well for the case of Xwd .
What changes is that every operation involving elements of Xd must now involve
elements of Xwd . For instance CanonicalFormWithFrame must output, as the
first element of the pair, a weighted set. Therefore, in lines 34-36 of Algorithm 4.5,
the minimality check must take into account the weights as well, so that two sets
with the same elements but with different weight are not treated as equal.
For simplicity we assume that the size of the binary representation of each weight
is also O(s), so that the comparison of weights takes at most as much as the
comparison of the corresponding points. Then the cost of dealing with weights is
fully covered by the original complexity bound. We omit the proof of correctness
and the proof of the complexity bound since they are entirely analogous to the case
of Xd, which was thoroughly described in the previous sections.
Apart from the intrinsic interest of computing a canonical Alexander polynomial,
what we have done might be also applied to the more general problem of testing
isomorphism between finitely presented groups. This is a classical problem in
computational group theory [7, 10, 11, 18], and is not decidable in general (this
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follows from a work of Novikov on the unsolvability of the word problem [14]). To
try to show that two finitely presented group are not isomorphic, the usual approach
consists in analyzing their finite quotients of small order [10]: if these are not the
same, then the two groups cannot be isomorphic. Computing a canonical Alexander
polynomial could be a quite different method to try to distinguish non-isomorphic
groups. We did not investigate the relation between this approach and the usual
ones. In particular, we do not know if there exist non-isomorphic groups that can
be distinguished by their canonical Alexander polynomial but not (easily) by their
small finite quotients.
In the case of fundamental groups of the complement of links, the parameter
d equals the number of components of the link. In particular, large classes of
interesting and well-studied groups arise even for very small values of d. On the
other hand, the size of the Alexander polynomial can grow fast in terms of the
number of crossings. This justifies the choice to fix the value of d in the analysis of
the asymptotic complexity.
7. Conclusions
The algorithm we have presented in Sections 3-5 computes a canonical form of
subsets of Zd up to affinity, and has asymptotic complexity O(n log2nsµ(s)) for
any fixed dimension d. In particular, the problem we consider is fixed-parameter
tractable with respect to the dimension d. The dependence on n is obviously optimal
up to logarithmic factors.
We chose to omit explicit analysis on how the multiplicative constant grows in
terms of d (the dependence is probably at least doubly exponential). There are many
possible improvements that can lower such constant. For instance, in Algorithm 4.5,
one can further exploit the canonical partition {Λ1, . . . ,Λh} to significantly reduce
the number of frames R considered in lines 21-23 and 34-36. However, since such
improvements affect only the constant, we have preferred to ignore them in order to
keep the pseudocode as essential as possible.
It is finally worth noticing that the presented algorithms can be easily modified to
also output an affinity which sends the input set Λ to its canonical form. Therefore,
when deciding whether two given sets Λ and Λ′ are in the same orbit with respect
to the action of Aff(d,Z), in case of an affirmative answer it is possible to explicitly
obtain an affinity that sends Λ to Λ′.
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