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Práce se zabývá sledováním osob kamerovým systémem a jejich identifikací. Jsou popsány
metody detekce pohybu a identifikace jednotlivých osob. Hlavním tématem je sledování
pohybu osob pomocí více kamer. Identifikace osob je prováděna s využitím histogramů
jednotlivých barev. Na základě experimentů jsou uvedeny přínosy a problémy, které je
nutné řešit.
Abstract
This project deals with camera system surveillance and identification of humans. Motion
detection and identification methods are presented. The main issue is people tracking using
multiple camera system. Identification of individuals is accomplished using processing of
decomposed colors histograms. Based on the experiments benefits and problems are intro-
duced.
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V dnešním světě je kladen stále větší důraz na informační technologie. Pozadu samozřejmě
nezůstává ani obor počítačové vidění. Napomáhá tomu také stále cenově dostupnější hard-
ware a snaha vše automatizovat.
Cílem mé práce je vytvořit dohledový systém. Sledovat pohyb osob na více kamerách a
navzájem tyto osoby mezi kamerami identifikovat. Výsledkem by měl být kamerový systém,
který si bude pamatovat, kudy se každá osoba pohybovala. Kamery mohou být umístěny i
tak, že nevidí osobám do obličeje. Z toho důvodu nebude probíhat identifikace jednotlivých
osob podle obličejů (například kvůli porovnání s databází hledaných osob nebo zaměst-
nanců). O tuto funkčnost by bylo možné systém rozšířit, ale není to smyslem mé práce.
Hlavní motivací je bezpečnost. Lidská síla je drahá, proto je výhodné využívat auto-
matické sledovací systémy. Ideálním místem pro využití může zabezpečení objektů, jak
venkovních prostor, tak vnitřních. V současné době může automatické sledování pohybu
najít uplatnění i v boji s terorismem, kdy je možno sledovat pohyb útočníka a díky tomu
zjistit kterým automobilem přijel nebo se kterou osobou se pohyboval. V našem prostředí
může najít systém využití v zabezpečení škol, nemocnic nebo firem.
Výsledné řešení využívá odečítání pozadí k detekci a sledování osob v obraze ze static-
kých kamer. Sledované osoby jsou popsány pomocí barevných histogramů. Na jejich základě
se porovnávají jejich identity. Samotné porovnání je založeno na modelování změny vzhledu




V této kapitole budou představeny některé varianty již vyzkoušených řešení dohledových
systémů. Všechny řeší detekci pohybu osob, jejich sledování a pokud možno unikátní popis
každé osoby. Systémy mohou být plně automatizované, tedy je třeba pouze vhodně rozmístit
kamery a spustit systém. O nic dalšího se správce nemusí starat a systém může hned začít
pracovat. Zpočátku však může dodávat málo přesné výstupy, a proto takový systém musí
obsahovat samoučící algoritmus, který přinese s přibývajícím časem zpřesňování výsledků.
Jiný typ dohledového systému vyžaduje před svým spuštěním inicializaci. Ta může spočívat
jen v jeho naučení topologie kamer, nebo přímo i zadání určitých trénovacích dat.
2.1 Inkrementální škálovatelné sledování
Tento automatizovaný způsob sledování osob publikoval Andrew Gilbert a Richard Bowden
[6]. Jejich přístup je vhodný pro více než 2 kamery a nepotřebuje pro začátek žádná trénovací
data. To byla také jedna z motivací. Vytvořit systém, ke kterému se jen připojí kamery
bez nutnosti nastavování a systém bude ihned pracovat. Testování probíhalo se čtyřmi
kamerami, což je ideální počet. Více kamer znamená vyšší hardwarové nároky. Pro odečet
pozadí je využit způsob dle Ponga [12], založený na porovnávání pixelů následujících snímků
pomocí směsi normálních rozložení, viz obrázek 2.1 a následující rovnice 2.1





(ωi,tG(ft, µi,t, σi,t)) (2.1)
Po odečtení pozadí je možné získat barevný popis osoby. Tento popis slouží k porov-
nání s osobami z ostatních kamer. Pro výběr barevného modelu je nutné zohlednit fakt, že
před samotným spuštěním systému není nutné provádět kalibraci kamer ani použít jakákoli
trénovací data. Kamery tedy nemusí mít stejnou barevnou odezvu. Proto autoři použili
pro počáteční fázi barevný model Consensus-Colour Conversion of Munsell (CCCM)[19].
Ukázka barevného modelu viz obrázek 2.2. Tento model dělí RGB barvy na 11 jednotlivých
barev. Je založen na tom, jak lidé přirozeně vnímají barvy. Výhodou je lepší odezva pro
nezkalibrované kamery než u modelu RGB. Pro barevnou kalibraci jsou použity transfor-
mační matice. Jejich počet je závislý na počtu kamer. Osoby jsou sledovány pomocí CCCM
a pokud je na dvou kamerách nalezena shoda, získá se barevný histogram RGB obou osob
a spočítá se transformační matice. Pro histogram RGB je za tímto účelem použito 6 binů.
Obrázek 2.3 reprezentuje transformační matici o třech binech.
Obrázek 2.2: Ukázka barevného modelu CCCM [13]
Obrázek 2.3: Transformační matice [6]
Transformační matice je počítána pomocí algoritmu SVD (Singular Value Decomposi-
tion) [23]. Jako váha je použita barevná podobnost. Tato matice je spočítána pro každou
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kameru vícekrát a zprůměrována. Čím více osob takto systém zpracuje, tím bude vykazo-
vat nižší chybovost. Po určité době a dostatečném množství osob přejde systém do druhé
fáze (bude objasněno níže). Ve druhé fázi jsou již spočítány transformační matice. V jejich
počítání a zpřesňování se může pokračovat i nadále. Hlavní změna je ale použití barevného
modelu RGB. Kvantování (výpočet histogramu) u modelu RGB je citlivé na počet binů.
Z toho důvodu je použito Parzenovo okno [22]. Existují 2 typy - Post-Parzen, počítající
histogram před konvolucí a In-Parzen, provádějící konvoluci během výpočtu histogramu
[4].
Samotný barevný popis ale pro sledování osob nestačí a je potřeba ho rozšířit. Autoři
použili postup, nazvaný přírustkové učení spojení (Incremental link learning). To znamená
rozdělení obrazu z kamer na regiony a při správné identifikaci osoby v obrazu více kamer
se tyto regiony propojí. Konkrétně se propojí místo, na kterém osoba opustila obraz, s
místem na následující kameře, kde se osoba objevila. Pro sledování pohybu v rámci jedné
kamery je použit Kalmanův filtr [21]. Pro počáteční fázi, kdy je použit barevný model
CCCM, každá kamera představuje jeden region. Tímto získáme také základní představu o
rozmístění kamer.
Po dostatečném množství zpracovaných osob je možné přejít do druhé fáze. To znamená
nahrazení barevného modelu CCCM modelem RGB, protože jsou již vytvořeny transfor-
mační matice pro každou dvojici kamer. Zároveň s přechodem na jiný barevný model je
provedeno další rozdělení regionů. Z každého regionu jsou vytvořeny rovnoměrným děle-
ním 4 menší regiony. Nyní se opět stejným způsobem hledá propojení regionů. Spolu s
propojováním regionů se zároveň ukládá i časový údaj, jak dlouho trvá osobě přesun mezi
jednotlivými kamerami, viz obrázek 2.4.
Obrázek 2.4: Časový interval mezi výskytem na dvou kamerách [6]
Po uložení dostatečného množství dat se odstraní ty regiony, které nemají žádné spojení.
S těmito regiony se nepracuje, ani kdyby se v nich objevil v další iteraci (jemnější rozdělení)
nový pohyb. Proto je nutné analyzovat dostatečné množství dat v každé fázi dělení. Tabulka
2.1 prezentuje množství analyzovaných dat v každé iteraci. Postup s dělením regionů je
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vhodné opakovat vícekrát. Ideální je provést od základního nastavení (1 kamera = 1 region)
3 dělení, abychom na konci získali 64 regionů pro každou kameru, viz obrázek 2.5.
Iterace Množství Počet Celkem Inicializovaných Zahozených Ponechaných
osob regionů spojení spojení spojení spojení
1 367 4 12 12 0 12
2 1372 16 240 240 45 295
3 1694 60 2540 1632 688 943
4 7854 191 36290 36134 34440 1694
Tabulka 2.1: Dělení regionů a výběr spojení [6]
Obrázek 2.5: Iterativní rozdělení obrazů na regiony [6]
Výpočet pravděpodobnosti znovuobjevení objektu, který zmizel v regionu y lze vypočí-
tat podle vzorce 2.2.
P (Ot | Oy) =
∑
∀x
wxP (Ox,t | Oy) (2.2)












Tato pravděpodobnost je použita k vážení pravděpodobnosti podle barevné podobnosti
podle Bayesova vzorce.




kde P (A | B) je posteriorní pravděpodobnost, P (B | A) je apriorní pravděpodobnost
P (Ot | Oy) a P (A) je věrohodnost Hij Konečný vzorec tedy vypadá
P (Oy | Ox) = verohodnost ∗ apriorni = Hij ∗ P (Ox,t | Oy) (2.5)
Nalezení odpovídající dvojice je dosaženo maximalizováním posteriorní pravděpodob-
nosti.
Dalším uplatněným postupem je ohraničení (rám) kolem osoby. Po odečtení pozadí je
získán obraz popředí. Okolo každého objektu je možno pomocí střední hodnoty a směro-
datné odchylky vytvořit ohraničení. Rozměry tohoto rámce je možno použít pro hrubý popis
osoby. Jeho hlavním přínosem je usnadnění sledování pohybu dané osoby. Pokud se osoba
nachází dále od kamery, její rám bude menší než když se více přiblíží ke kameře. Takto
můžeme sledovat pohyb osob a zjistíme, že v místech, kde vystupují z obrazu nebo do něj
vstupují, je jejich velikost konzistentní. Když se osoba pohybuje mezi dvěma kamerami,
bude při směru pohybu od kamery 1 ke kameře 2 její vstupní velikost na druhé kameře
větší než na první. Tak je možno snadno spočítat pravděpodobnost, že osoba přišla z jiné
kamery.
Vztah mezi výstupní velikostí z obrazu jedné kamery a vstupní velikostí z obrazu druhé
kamery je možno reprezentovat 3D histogramem. Spíše se ale používají dva 2D histogramy
vzhledem k problémům s dostatečným množstvím pozorování. Pravděpodobnost 2D nor-














Testování systému probíhalo po dobu 72 hodin, po tuto dobu pracoval bez jakých-
koli zásahů. Po inicializaci, před prvním dělením regionů (1 hodina) vykazovalo nejvyšší
úspěšnost (50 %) počítání histogramu pomocí CCCM. Barevný model RGB měl úpěšnost
40 %. Po dělení regionů se ale situace obrátila. CCCM zůstal na pravděpodobnosti 50 %,
ale histogram RGB se dostal na 60 %. Zatím se srovnávaly pouze barevné histogramy. Po-
kud se spolu s RGB histogramem bude počítat i pravděpodobnost časových intervalů mezi
kamerami a velikosti ohraničení, může se spolehlivost zvýšit až na 80 %.
Tento systém je vhodný i pro rozsáhlé dohledové systémy. Může fungovat v architektuře
server-klient nebo peer-to-peer. Tradiční princip server-klient je vhodný spíše pro malé
množství kamer. Záleží samozřejmě na výkonu centrálního počítače. Kamery mohou být
jednoduché a pouze přenášet snímaný signál serveru. Nevýhoda je zřejmá - server je nejslabší
článek systému a když bude vyřazen z provozu, přestane fungovat celý systém. Systém peer-
to-peer je možno použít pro více kamer a nehrozí riziko výpadku celého systému. Nevýhodou
je nutnost mít u každé kamery vlastní výpočetní systém. Činnost v síti peer-to-peer je
mírně odlišná. Pokud je na kameře detekována osoba, je sledována, dokud je viditelná.
Poté, co odejde ze snímané oblasti, je popis osoby odeslán všem ostatním kamerám. Ukázka
virtuálního propojení regionů je na obrázku 2.6.
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Obrázek 2.6: Příklad virtuálního propojení regionů [6]
2.2 Hodnocení barevných deskriptorů
Gevers, van de Sande a Snoek se ve své práci [18] zabývají hodnocením barevných deskrip-
torů. Tyto deskriptory jsou nejčastěji získány ze záznamu, snímaného kamerou. Autoři se
snaží řešit problém nestejných světelných podmínek a barevných histogramů. Změna osvět-
lení může být modelována pomocí diagonálního mapování, neboli von Kriesova modelu [14].
Diagonální mapování je dáno následujícím vztahem:
f c = Du,cfu (2.7)
kde fu je obraz, sejmutý za neznámých světelných podmínek. f c je stejný obraz trans-
formovaný tak, že vypadá, jako by byl získán za referenčních světelných podmínek. Du,c je
diagonální matice, která mapuje barvy, získané za neznámého osvětlení u, na odpovídající
barvy při osvětlení c. Toto je ilustrováno vztahem 2.8. RcGc
Bc
 =





V některých případech je tento model příliš jednoduchý a proto jej Finlayson [5] rozšířil
o offset, vztah 2.9.  RcGc
Bc
 =








Odchylka od základního diagonálního modelu je reprezentována offsetem (o1, o2, o3)T
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2.2.1 Fotometrická analýza
Pokud se hodnoty obrazu liší o stejnou konstantu ve všech kanálech (a = b = c), jedná se
o změnu intenzity světla, vztah 2.10. RcGc
Bc
 =





Podobnou možností je změna intenzity posunem, kdy (a = b = c = 1) a (o1 = o2 = o3),









Kombinaci obou modelů představuje vztah 2.12: RcGc
Bc
 =








2.2.2 Popis barev a jejich invariance
Zde budou popsány různé typy histogramů a jejich invariance vůči změnám intenzity a
barev. Nejběžnějším typem je histogram RGB. Jedná se o kombinaci tří jednorozměrných
histogramů, každý pro jeden barevný kanál. Tento histogram není invariantní vůči žádné
změně světla. Přepočítáním z RGB histogramu je možné získat tzv. oponentní histogram,











V tomto histogramu je intenzita reprezentována kanálem O3 a barevná informace je
uložena v kanálech O1 a O2. Vzhledem k odečítání v kanálech O1 a O2 se offset vyruší, po-
kud je shodný pro všechny kanály. Tyto kanály jsou tedy invariantní proti posunu intenzity
světla. Kanál O3, obsahující informaci o intenzitě, není invariantní.
Dalším typem je HUE histogram (barevný tón) z modelu HSV (Hue, Saturation, Value).
V tomto modelu je hodnota barevného odstínu nestabilní v okolí šedého spektra. Z toho
důvodu aplikoval Van de Weijer [3] analýzu chyb pro tento histogram. Dokázal, že barevný
tón je nepřímo úměrný sytosti barvy. HUE histogram je tedy robustnější, když se každý
vzorek barevného tónu váží se sytostí. Barevný tón i sytost jsou invariantní vůči změně i
posunu intenzity světla.
Normalizací RGB histogramu získáme rg histogram. Kanály r a g popisují barevnou








Díky normalizaci jsou kanály r a g invariantní vůči změně světelné intenzitě a stínům.
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Další možností je použití transformovaného barevného rozdělení. Standardní RGB mo-
del není invariantní vůči změnám světla. Při použití normalizace rozdělení hodnoty pixelů
je možno dosáhnout invariance vůči změně i posunu intenzity. Protože je každý kanál nor-
malizován nezávisle, je dosaženo invariance také na změně a posunu barevného odstínu,











µC je střední hodnota a σC směrodatná odchylka rozložení C.
2.3 Identifikace s hledáním vzorů osob
Identifikaci osob s využitím hledání vzorů používá D. Wojtaszek [25].Tento systém používá
jednu kameru, není tedy primárně určen pro sledování pohybu osob. Umožňuje pouze sle-
dování výskytu osob v jednom místě. Případné rozšíření systému pro více kamer by však
bylo možné. Metoda odečtu pozadí je shodná jako v 2.1, odlišnosti jsou až při zpracování
získaného obrazu popředí. Autor se totiž soustředil na to, aby detekoval pouze osoby. Takže
pokud by se na scéně objevil například traktor, systém by měl zjistit, že se nejedná o osobu
a vynechat tento objekt z identifikace. Po odstranění pozadí a získání siluet osob je nutné
zjistit, zda má tvar osoby. Zde je použit podobný způsob jako v [8]. Najdou se všechny
svislé vrcholy na hranici postav. Z každého nalezeného vrcholu je prohledávána čtvercová
oblast zleva doprava a shora dolů.
p1 p2
p4 p3
c = p1 + 2p2 + 4p3 + 8p4
p1; p2; p3; p4 = 0or1
Hodnota c určuje, jaké je zakřivení hranice v určitém okamžiku. Pokud sledování osoby
začíná vlevo nahoře a směrem doprava je nalezena konvexní křivka a poté svislé klesání,
potom je jistá pravděpodobnost že se jedná o hlavu. Dále se šířka domnělé hlavy určí na-
hráním horizontálních souřadnic na hranici hlavy, které jsou nejblíže vlevo od nejvyššího
bodu. Stejný postup se použije i na pravé straně. Posledním kritériem je nutnost najít tělo
pod hlavou. Proto definujeme oblast pod domnělou hlavou. Tato oblast bude stejně široká
jako hlava a výška bude dána šířkou hlavy vynásobena určitou konstantou.
b = my + k ∗ w
my je svislá souřadnice vrcholu hlavy, k je předpokládaný poměr mezi výškou postavy
a šířkou hlavy a w je šířka hlavy. Ve výsledku to znamená, že podle tvaru vrcholu oblasti
zjistíme, že se jedná o osobu. Šířku hlavy získáme jako vzdálenost krajních bodů. Výšku
hlavy lze spočítat pomocí konstanty. Hlava není dokonale kulatá, ale je mírně zploštělá,
takže můžeme uvažovat konstantu 1,5. Pro výpočet oblasti těla je možno použít konstantu
2, takže tělo musí být alespoň 2x vyšší než výška hlavy. V tomto případě je výška těla
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kontrolována pouze nad nohy. Nohy jsou zanedbány z důvodu nedůležitosti, kontrola hlavy
a těla je dostatečná.
Pokud je objekt detekován jako osoba, může se pokračovat v identifikaci výpočtem
barevného histogramu. V případě, že se nepodaří identifikovat osobu, je objekt ignorován.
Spolehlivost detekce závisí na kvalitní metodě odečtu pozadí. Na obrázku 2.7 je příklad
úspěšné detekce osob.
Obrázek 2.7: Detekce osob s vyznačením důležitých hlavy a těla [25]
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Kapitola 3
Metody detekce a identifikace
Dříve, než se začneme zabývat identifikací osob, musíme vyřešit problém jejich detekce ve
videozáznamu. Je potřeba nejen detekovat pohyb, ale také určit přesnou polohu osoby a
zjistit, které obrazové body jí odpovídají.
3.1 Odstranění pozadí
Jednou z klíčových součástí systému je správná detekce osoby. K tomu je nutné použít
vhodný algoritmus pro odečtení pozadí. Zjednodušeně řečeno snímáme osoby na libovolném,
ale statickém pozadí a chceme vidět osoby jako by za nimi bylo jednobarevné plátno. Metod
existuje více, zde uvedu jednu již tradiční a druhou moderní, vyvinutou v nedávné době.
3.1.1 Porovnání histogramů snímků
Tyto algoritmy byly použity v [12]. Využívají několika snímků jdoucích po sobě k uložení
informace o pozadí. Toto pozadí může být buď pevné, nebo proměnné. Pevné pozadí je
výhodnější z hlediska výpočetního výkonu, ale pro naše zamýšlené použití se nehodí. Pevné
pozadí znamená neměnné po celou dobu běhu programu. Na začátku se vytvoří model
pozadí a s ním se pracuje. Nezohledňuje například otevřené dveře, opuštěné kufříky nebo
náhlou změnu osvětlení. Proto budeme raději uvažovat proměnné pozadí, které nezanedbává
naznačené okolnosti. Aktuální pozadí bude vždy vypočítáno z několika po sobě jdoucích
snímků a bude se průběžně aktualizovat. Tato aktualizace nemůže být příliš rychlá, protože
by se mohly ztrácet osoby, ale také by neměla být výrazně pomalá. To by mohlo způso-
bit například oslepení kamery při změně světelných podmínek. Pro uložení informace o
aktuálním pozadí použiji směs Normálních rozdělení.
Nejjednodušší způsob detekce pozadí je porovnání jasových nebo barevných složek kaž-
dého pixelu. Máme uložen stav pozadí a s ním porovnáváme aktuální obraz. V jednodušším
provedení, s nižšími nároky na výkon, by bylo možné převést obraz na černobílý, takže by
se porovnávala pouze jedna barva.
Někdy nemusí pouhé odečtení pozadí stačit. K dosažení přesnějších výsledků může být
vhodné zabývat se i odstraněním stínů. Při vhodném nastavení mohou být stíny odfiltro-
vány ihned při odečítání pozadí, někdy je ale vhodné se proceduru odstranění stínů použít
samostatně. Stíny jsou nežádoucí jevy zhoršující možnosti identifikace. Jak poznáme stín?
Nachází se vedle osoby, barevnou složku má velmi podobnou barvě pozadí a je tmavější
než pozadí. Má tedy rozdílnou jasovou složku. Pokud nastavíme vhodný práh pro barevnou
a jasovou složku, většinu stínů odfiltrujeme. Hodnoty prahu pro identifikaci stínu získáme
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experimentem. Záleží na tom, zda je žádoucí pracovat s co nejmenším výřezem a ponechat
jen pixely zaručeně patřící osobě (bez ohledu na to, že jí bude chybět například hlava) nebo
požadujeme obraz celé osoby a malé množství stínu bude tolerováno. Já nebudu preferovat
řešení maximálně dokonalé eliminaci stínů, spíše je v obraze ponechám.
3.1.2 Local binary patterns
Local binary patterns (LBP) je poměrně mladá metoda rozpoznávání objektů. Informace
byly čerpány z [11]. Je určena především k rozpoznávání objektů v obraze. Nabízí se tedy
jako vhodná metoda pro rozpoznávání obličejů. Mezi její výhody patří vysoká rychlost,
malé systémové nároky, ale hlavně tolerance ke změnám osvětlení. To je pro dohledový
systém velmi ceněná vlastnost. Změna osvětlení je nežádoucí jev vyskytující se v interiérech
i exteriérech. Pokud by se tento problém vůbec neřešil, může se stát, že vyřadí systém z
provozu. LBP si poradí s postupující denní dobou i změnou slunečního svitu, ovlivněnou
mraky.
Tato metoda zpracovává pixely způsobem popisu jejich charakteru v rámci nejbližšího
okolí. Samotný algoritmus se nazývá LBP operátor, princip výpočtu je podobný konvoluci.
Algoritmus může pracovat s jasovou nebo barevnou složkou pixelu. V případě barevné
složky je ale nutné nejdříve převést obrázek do stupňů šedi.
Obrázek 3.1: Výpočet LBP [11]
Výpočet je ilustrován na obrázku 3.1. Ve snímku se postupně prochází každý pixel
a počítá se s hodnotou osmi okolních přiléhajících pixelů. Obrázek (a) ilustruje výchozí
situaci. Pixel, který zrovna počítáme, je uprostřed. Postupně budeme porovnávat středový
pixel s hodnotami okolních pixelů. Pokud má sousední pixel vyšší nebo stejnou hodnotu,
umístí se na jeho místo 1. V opačném případě 0. Tím dostaneme obrázek (b). V následujícím
kroku se těmito koeficienty vynásobí prvky váhové matice, která vznikla pomocí rozvoje
2n, kde n je pořadí násobného indexu. Takto vytvořená matice je pro názornost na obrázku
(c). Výsledek násobení je uveden na obrázku (d). Nakonec spočítáme hodnotu prostředního
pixelu jako součet okolních hodnot. Tímto způsobem se zpracují všechny pixely snímku.
Okrajové pixely je možno buď vynechat, nebo zohlednit jiným způsobem. Zde můžeme
vidět, proč je tento způsob výpočtu nezávislý na osvětlení. Pokud se pouze změní osvětlení,
sousední koeficienty budou ve výsledku stejné.
Nyní je možné již výsledný obraz použít stejným způsobem jako předchozí metody ode-
čtu pozadí. Porovnáním více následujících snímků získáme obraz pozadí a detekujeme nové
objekty. Standardní metoda odečtu pozadí si poradí pouze s velmi pozvolnou změnou osvět-
lení. Tato metoda nemá problém i při rychlejších změnách světelných podmínek. Výsledky
této metody přináší obrázek 3.2.
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Obrázek 3.2: Experimenty LBP [7]
3.2 Kalibrace kamer
Pro dasaženích kvalitních výsledků identifikace je vhodné zabývat se barevnou kalibrací
kamer. Úvodní předpoklad je použití kamer podobných parametrů. Bylo by velice kompli-
kované kombinovat moderní kamery s kvalitním barevným podáním se staršímy typy, které
mají nižší obrazovou kvalitu. Ideální stav jsou všechny kamery stejného typu od jednoho
výrobce. Ale ani v této situaci nemáme automaticky vyhráno. V současnosti se většinou
předpokládá použití barevných kamer. Pro jednoduché sledování pohybu jsou dostačující
i černobílé kamery, ale pokud chceme identifikovat osoby s rozumnou přesností, barevné
kamery jsou nutnost. U černobílých kamer je spolehlivost identifikace nízká a nehodí se ani





Hardwarová kalibrace znamená kalibrace přímo záznamového zařízení. Většinou se na-
stavuje pouze software kamery. Neznamená to zásah do hardware kamery. Hardwarovou ka-
librace musí umožňovat samotné kamery. Nemůžeme ji vyžadovat od všech kamer, hlavně ty
jednodušší jí nedisponují. Hardwarová kalibrace spočívá v tom, že budeme kamerami snímat
jeden konkrétní objekt za stejných světelných podmínek. Na základě tohoto sledování pří-
hodně nastavíme kamery. Vhodné je určit si jednu kameru jako referenční a všechny ostatní
nastavit stejným způsobem. Tento způsob je možný pouze před samotnou identifikací a
není samospasitelný. Stále přetrvá problém nestejných světelných podmínek.
Softwarová kalibrace je na rozdíl od hardwarové kalibrace možná u všech kamer. Po-
stup je stejný jako u hardwarové kalibrace. Snímáme konkrétní objekt na všech kamerách,
zvolíme si jednu referenční kameru a obraz z ostatních kamer přepočítáme tak, aby jí odpo-
vídal. Tento postup je možné aplikovat před samotným peocesem identifikace, nebo v jeho
průběhu. Ideální je pro tento postup využít na počátku známá data a poté i během procesu
identifikace pro zpřesnění výsledků. Pro přepočítání obrazu z jiných kamer se používají
transformační matice, viz obrázek 3.3.
Obrázek 3.3: Příklad transformační matice [6]
Tuto kalibraci je možné použít i například pro jasovou složku, ale většinou je to zbytečné.
Barevná složka je z hlediska identifikace osob nejdůležitější. Kalibrace barev se provádí nad
barevným histogramem sledovaného objektu. Neprobíhá nad celou snímánou scénou.
3.3 Problémy při detekci osob
Možné problémy:
• Detekce více osob jako jeden blob
• Detekce jedné osoby jako více blobů
• Detekce cizích předmětů
V následujících kapitolách pokud to bude možné, nastíním možné způsoby řešení.
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3.3.1 Detekce více osob jako jeden blob
Detekce více osob jako jeden blob je poměrně častý jev. Osoby jdoucí blízko sebe se po
odečtu pozadí jeví jako jedna postava. Záleží samozřejmě na umístění kamery a na scéně,
kterou sledujeme. Pokud budeme sledovat chodby například v administrativní budově, kde
se většinou pohybují zaměstnanci, můžeme se s tímto problémem setkat zřídka. Ale při
sledování větších prostranství ve škole, nebo venku na ulici tento problém nastává častěji.
Jednou možností je tento problém neřešit. Tím se ale můžeme dostat do situace, kdy do
místnosti vejdou dvě osoby a ven vyjde pouze jedna. Takže pokud by tento dohledový systém
byl částí většího systému, který by si pamatoval kolik osob se vyskytuje v dané místnosti,
mohl by nastat problém. Na konci pracovní doby by systém podal chybné hlášení, že se v
místnosti nachází osoba. Nehledě na to, že by počet osob v místnosti mohl být záporný.
Možným řešením je hledat u každého blobu vzory hlavy a těla.
3.3.2 Detekce jedné osoby jako více blobů
Dalším problémem může být chybná detekce jedné osoby. Mohla by nastat situace, kdy
se nám po odečtení pozadí zobrazí jedna osoba rozdělená do více blobů. Metody odečtení
pozadí nejsou dokonalé. Pokud bude mít sledovaná osoba například tričko stejné barvy jako
je pozadí, tak může identifikovat pouze hlavu a nohy. A je na nás, jak se s touto situací
vypořádáme. Bylo by vhodné dívat se na takovéto oddělené bloby jako na celek a zkoumat,
zda by se mohlo jednat o jednu osobu. Pokud se všechny takto nalezené bloby pohybují
stejným směrem, stejnou rychlostí a jejich vzájemná vzdálenost od sebe je konstantní, prav-
děpodobně se jedná o osobu. V krajním případě by se mohlo jednat o kachní rodinku, ale
tyto případy zanedbáme. Nejlepším řešením by bylo hledat vzory osob a částí těl. Při ná-
vrhu systému je vhodné zohlednit rozmístění kamer. Nepotřebujeme znát jejich vzájemnou
polohu, ale je vhodné mít představu, z jaké vzdálenosti budou osoby pozorovány. Tento
problém může nastat spíše v situaci, kdy budou osoby daleko od kamery. V tom případě
budou mít malou velikost a jejich rozdělené tělo bude na hranici šumu.
3.3.3 Detekce cizích předmětů
Nepříjemnou věcí by se mohla stát chybná detekce cizích předmětů. Jevy jako otevírání a
zavírání dveří lze identifikovat jako krátký pohyb na jednom místě scény. Pokud se dveře
otevřou a zase zavřou - vrátí do původního stavu - není potřeba nic řešit. Jestli zůstanou
dveře otevřené a nebudou se dále hýbat, systém to vyhodnotí během několika následujících
snímků jako statický objekt a aktualizuje obraz pozadí. Může se stát, že systém bude mít
snahu identifikovat dveře jako osobu. Tomu se můžeme vyhnout buď hledáním vzorů lidské
osoby pro každý blob, nebo můžeme vyžadovat od osoby určitý pohyb. Stejná situace jako
u dveří nastane u jiných objektů - pohozené odpadky nebo odložené kufříky.
Horší je situace s jinými pohybujícími objekty. Například batohy nebo kabelky nosí
mnoho osob a nemůžeme po nich požadovat jejich sundání pro potřeby identifikace. Musíme
je tedy brát jako součást osoby. Největší problémy budou způsobovat, pokud se osoby na
kamerách budou pohybovat různýmy směry. Porovnat osobu natočenou jednou zepředu,
podruhé ze zadu s nasazeným batohem a identifikovat že je to jedna osoba je téměř nemožné.
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3.4 Sledování pohybu osob
Tato kapitola se zabývá sledování pohybu osob v rámci jedné kamery. Výsledek je možno
využít k zaznamenání trasy, vstupních a výstupních míst, nebo jen směru pohybu.
3.4.1 Rozdílová metoda
Nejjednoduším způsobem sledování pohybu osob je sledovat nalezené bloby a vyhodnocovat
rozdíly jejich pozic. Tento způsob je popsán v [9]. V základním provedení se porovnávají
pouze nalezené oblasti. Na jednom snímku vidí systém blob na určité pozici. Na každém
dalším snímku se blob nachází na jiné pozici. Tudíž systém porovná oba bloby, zda si jsou
podobné a pokud ano, prohlásí oba za jednu osobu. Tato metoda může mít více modifikací.
Nebudeme uvažovat situaci, kdy má kamera málo snímků za sekundu, takže pohyb není
plynulý. Rozdíl polohy osoby u následujících snímků tedy nebude velký a je velká pravdě-
podobnost, že se budou alespoň částečně překrývat. Nejjednodušším řešením je tedy pouze
porovnat předchozí nalezené bloby nez ohledu na jejich velikost. Lepším řešením by mohlo
být porovnávání i velikostí, ale u videa s dostatečnou snímkovou frekvencí to není nezbytné.
Jako velikost je možno považovat výšku a šířku plochy nebo její obsah. Navíc by to mohlo
působit problémy, pokud osoba nebyla vidět celá. Můžeme tedy porovnávat i velikost, ale
nemůžeme na ni spoléhat jako na důvěryhodný údaj. Pokud se osoba pohybuje určitou
rychlostí a náhle jí polovina zmizí, není to možné vyhodnotit tak, že osoba zmizela a na
jejím místě se objevila jiná. Velikost nám může pomoct při situaci kdy se potkají dvě osoby
a my nevíme, kterým směrem se dále pohybují. V tom případě porovnáme jejich velikosti a
můžeme podle toho určit směr pohybu. Dalším zdokonalením by mohlo být hledání výraz-
ných bodů. V našem případě by bylo možné porovnávat barevné histogramy. Ale v naprosté
většině situací je to zbytečné, využití by to našlo pouze při potkávání více osob.
3.4.2 Kalmanův filtr
Přesnější metodou sledování osob je Kalmanův filtr [21], [2]. Kalmanův filtr je výpočetně
efektivní nástroj pro odhad dynamického chování procesů. Původně byl použit v ame-
rické armádě pro navigační systémy, ale v současnosti je vhodný i pro počítačové vidění.
Umožňuje odhadovat pohyb dynamický, kontrolovaný a náhodný. Dynamický pohyb je ta-
kový pohyb, který očekáváme od posledního stavu. Takže pokračování předchozího pohybu.
Kontrolovaný pohyb je stanovený vnějšímy vlivy. Týká se hlavně robotiky. Náhodný pohyb
není v žádném případě pohyb chaotický. Parametry pohybu jsou určeny pravděpodobností
nejčastěji normálního rozložení. Vlastní Kalmanův filtr funguje na principu prediktor - ko-
rektor. To znamená, že prediktor podle historie vypočítá nejpravděpodobnější následující
pozici a v následujícím snímku se provede korekce vzhledem ke skutečné poloze. Tento
postup je pro naprostou většinu situací dostatečný.
3.5 Model vzhledu
Předchozí kapitoly pojednávaly o získání části obrazu, odpovídající sledované osobě. Nyní
je potřeba tyto informace zpracovat. Jaké máme možnosti? Nejvhodnějším řešením je po-




Porovnání osob podle barev je intuitivní způsob, který používají i lidé. Ani pro počítač
není problém spočítat barevný histogram osoby a srovnat ho s jiným. Nejdříve musíme
vyřešit otázku, který barevný model použít. Barevný model CCCM 2.1 je vhodný pouze
pro málo kvalitní kamery a v současné době nelze jeho užití doporučit. Jinou možností je
použít nějaký barevný model z 2.2. Z hlediska jednoduchosti implementace je ovšem vhodné
použít model RGB. Nebude mimo jiné nutné převádět informaci o barvě. Zjednodušení,
vyplývající z pouze dvourozměrného snímání obrazu, může ztížit identifikaci při snímání
osoby z různých úhlů. Změna barvy při pohledu na hlavu zepředu nebo zezadu je v rámci
celého těla málo významná. Závažnější problém bude při nestejně barevném oblečení ze
všech stran. Je to ale fakt, se kterým nic dělat nemůžeme.
Nejjednodušším způsobem je porovnání je srovnání pouze barevných histogramů. K





Toto je ale velmi jednoduché řešení, které pouze porovná histogramy a není schopné
zohlednit rozdílnost barevného podání z různých kamer. Vhodné použití může najít při
porovnávnání osob ze záznamu jedné kamery.
Lepším řešením je modelovat podobnost vzhledů pomocí praděpodobností. K tomu je
využit Bayesův teorém [20], vozer 3.2.
P (ω | x) = P (x | ω)P (ω)
P (x)
(3.2)
A samotná podobnost barevných histogramů je modelována pomocí vícerozměrného
normálního rozložení [24], vzorec 3.3 .
f =
1√




K výpočtu je ještě třeba znát způsob výpočtu kovarianční matice, vzorec 3.4. Kovaria-





((xi −X) · (xi −X)T ) (3.4)
xi je vektor rozdílu vzhledu dvou histogramů
X je průměrný rozdíl vzhledů
3.5.2 Velikost osob
Metoda srovnávání barev je hlavním nástrojem identifikace. Pokud bychom ji chtěli zpřesnit,
existují i další způsoby, které však můžeme použít jen jako doplňkové, samotné jsou velice
nepřesné. Můžeme měřit velikost osob. To ale naráží hned na několik problémů. Velikost
osoby je různá podle vzdálenosti od kamery. Pokud bychom chtěli zjistit reálnou velikost
osoby, bylo by nutné znát přesnou polohu kamery a úhel osy objektivu. Tento postup je
náročný a jeho přínos neodpovídá vynaloženému úsilí. S přihlédnutím k tomu, že výškové
rozmezí dospělých osob je v reálném světě asi 50 cm, byly by snímané rozdíly na kameře
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velmi malé. Sledovat velikost osoby by mohlo mít smysl v rámci jedné kamery. Pokud
neznáme situaci, která je snímána, můžeme sledovat velikost pohybující se osoby. Podle
rozdílu velikosti během pohybu zjistíme, zda se pohybovala od kamery, ke kameře nebo ve
zhruba konstantní vzdálenosti. Tyto informace samozřejmě nemusíme sledovat, ale mohly
by se hodit, pokud bychom chtěli, aby se systém sám naučil situaci kterou monitoruje.
3.5.3 Časový model
Dalším pomocným ukazatelem mohou být časové údaje. Jednak čas, po který byla osoba v
záběru jedné kamery. Ten je ale z hlediska identifikace nepodstatný. Praktičtější využití by
ale mohl mít čas, po který byla osoba mimo záběr, než se objevila na jiné kameře. Pokud při
návrhu systému známe rozmístění kamer, můžeme tímto způsobem usnadnit identifikaci.
Pokud víme, že cesta od jedné kamery ke druhé trvá např. 20 s, můžeme vyloučit osoby,
kterým tato cesta trvá 2 s. Toto využití časů ale záleží na konkrétním systému, který
monitorujeme. Většinou slouží pouze jako doplňkový údaj a nelze se na něj spoléhat.










Je možné případně použít i jiné rozložení pravděpodobnosti, vždy je potřeba se rozhod-




Pro praktické ověření byl zvolen menší dohledový systém, v tomto konkrétním případě se
dvěma kamerami. Tyto kamery jsou umístěny tak, aby se jejich oblasti sledování nepřekrý-
valy a jsou umístěny na obou koncích chodby. Tudíž je velmi velká pravděpodobnost, že
osoba, která projde kolem jedné kamery, projde i kolem druhé. Kamery budou umístěny
v interiéru tak, aby obraz byl pokud možno co nejvíce nezávislý na slunečním svitu. To
znamená, že kamery nebudou otočeny směrem k oknu ani k jinému zdroji světla. Tyto pod-
mínky by v ideálním případě měl splňovat i skutečný dohledový systém. Kamery je možné
umístit i do venkovního prostředí. V tom případě se mohou vyskytovat častěji problémy se
slunečním svitem. Ale také s výskytem jiných objektů než osob, například aut. Případné
využití takového jenoduchého systému předpokládám spíše v interiéru. Kamery neumožňují
hardwarovou kalibraci.
Jako základ úvah byl zvolen dohledový systém navrhovaný v 2.1. Jejich systém je na-
vržen pro sledování rozsáhlých prostor s mnoha kamerami. Toto řešení zjednoduším a pou-
žiji pro identifikaci pouze barevný histogram osoby a časový údaj přechodu mezi kamerami.
Předpokládejme, že každá osoba, která se objeví na jedné kameře, se vyskytne i na kameře
druhé. Systém bude pracovat pouze se záznamy z kamer. Není možné příjmat okamžitý
signál z kamer.
4.1 Detekce osob
Pro detekci osob bude použit způsob odečtu pozadí, založený na rozdílové metodě 3.4.1.
Tedy porovnávání pixelů jednotlivých následujících snímků pomocí směsi normálních roz-
ložení. Při následné detekci blobů nebude zohledňována velikost nalezené oblasti. Pohyb
nalezených osob bude sledován pomocí Kalmanova filtru. V mém případě není informace
o pohybu osoby důležitá, informace o trase osob ani místě příchodu a odchodu nebude
ukládána. Kalmanův filtr též pomůže rozlišit situaci při potkávání osob.
4.2 Identifikace
Pro jednoznačnou identifikaci osoby je nejdůležitější informace její barevný snímek. Ke
zpracování využiji histogramy četností jednotlivých barevných složek. Nejprve musím zvolit
vhodný barevný model. Gilbert 2.1 používá v podobném systému barevný model CCCM
a RGB. Zde bude použit pouze model RGB. Každá osoba bude tedy popsána pomocí tří
barevných histogramů. Pro barevný histogram je potřeba zvolit počet binů pro každou
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barvu. Barevný model RGB je závislý na počtu binů, proto není možné použít libovolnou
hodnotu. Pro tento účel byla inspirací práce A. Jacquota [10], ve které se zabývá hledáním
ideálního počtu binů. Metodou pokusů dospěli k nejvhodnějšímu počtu 14 binů pro použití
v interiéru a proto i v našem systému tento počet použiji. Kromě barevného popisu bude
evidován čas, kdy se osoba objeví v záběru kamery.
Systém nebude stavěn jako zcela soběstačný, ale bude využívat takzvané učení s učite-
lem. Modelování podobnosti dvou osob vychází z Bayesova vzorce 3.2
Pro systém byla zvolena identifikace podle barevného a časového modelu. Identifikace
podle barevného histogramu může být sama o sobě dostačující. Pokud je ale pohyb osob
dostatečně stejnoměrný a každé osobě trvá zdolat trasu podobně dlouhý čas, je použití
časového modelu velmi vhodné. Celkový model pravděpodobnosti ilustruje vzorec 4.1.
P = P (A2 | A1)P (4t) (4.1)
P (A2 | A1) odpovídá pravděpodobnosti shodnosti barevných histogramů. A1 a A2 jsou
vektory vzhledu osob.
P (4t) je časová vzdálenost mezi kamerami.
Model shodnosti vzhledů je založen na vícerozměrným normálním rozložení 3.5.1. Kova-
rianční matice bude vypočítána podle jednoznačně identifikovaných dvojic. Časová vzdále-
nost je modelována pomocí normálního rozložení a střední hodnota a rozptyl budou určeny
ručně na základě měření z dostatečného množství vzorků. Systém předpokládá, že se žádné
osoby nebudou mezi kamerami ztrácet a že všechny osoby projdou kolem obou kamer. Vý-





Pro implementaci byl zvolen jazyk C++ v prostředí Windows, vývojové prostředí Microsoft
Visual Studio. Výsledná aplikace je přenositelná i na operační systém Linux. Pro zjedno-
dušení práce byla použita knihovna OpenCV, určená pro alikace počítačového vidění. Pro
snažší pochopení této knihovny jsem použil knihu Learning OpenCV [2]. Snahou bylo vy-
těžit co nejvíce výhod této knihovny, proto byl použit ukázkový program blobtrack, který
je její součástí a demonstruje použití modulů pro nalezení a sledování jednotlivých blobů.
5.1 OpenCV
OpenCV (Open Source Computer Vision) je rozsáhlá knihovna zaměřená na aplikace pra-
cující s počítačovým viděním [16]. Je vydána pod licencí BSD a je volně použitelná pro
komerční i nekomerční účely. Knihovna je naprogramována v jazyce C a C++. Výrazně
zjednodušuje práci s obrazem a videem, takže není nutné zdlouhavým způsobem ručně
řešit triviální práci s videozáznamem. Aktuální verze je OpenCV 2.1, pro implementaci
byla použita verze 2.0. Knihovna je neustále vyvíjena s cílem zachovávat kompatibilitu
nových verzí knihovny s programy, napsanými ve staré verzi.
5.2 Moduly pro sledování blobů
Pro práci byly použity Moduly pro sledování blobů (Blob Tracking Modules), které je
součástí knihovny OpenCV. Tato soustava modulů obsahuje programy, které zajišťují od-
stranění pozadí, nalezení blobů (nemusí se jednat právě o osoby) a jejich sledování. Skládá
se z těchto modulů (viz obrázek 5.1):
CvFGDetector - odstranění pozadí.
CvBlobDetector - detekce nových blobů.
CvBlobTracker - sledování blobů
CvBlobTrackGen - sledování pohybu blobů.
Modul odstranění pozadí umožňuje výběr z více algoritmů. Starší metoda tento pro-
blém řeší pomocí porovnávání histogramu snímků [12], modernější metoda vychází z odečtu
pozadí z videí s komplexním pozadím popsaná v [15]. Tato dokonalejší metoda je také na-
stavena jako implicitní. Pro jednoduchou situaci s konstantním osvětlením funguje dobře.
Problematické situace přináší hlavně změna osvětlení. To dokáže systém dokonale oslepit a
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Obrázek 5.1: Moduly pro sledování blobů [17]
chvíli trvá, než se opět vrátí do ustáleného stavu. Mezitím není systém schopen detekovat
žádné osoby. Změna osvětlení je vždy problematická. Můžeme pouze ovlivnit, jak rychle se
z toho systém vzpamatuje, ale jasovou složku není možné úplně zanedbat. Další vlastností
tohoto modulu je uložení obrazu pozadí na začátku snímání scény. Musí tedy být splněna
počáteční podmínka nehybné scény bez osob. Když by se osoba, přítomná v režimu učení
přemístila, byla by sice správně zaznamenána, ale na jejím původním místě by zůstalo ne-
korektně zaznamenané pozadí po celou dobu běhu programu. Dalšímu modulu předá masku
pozadí.
Detekce nových blobů - Na základě předchozího odstranění pozadí identifikuje bloby.
Modul informuje o tom, že našel nějaký blob. Nezkoumá dále, zda se skutečně jedná o osobu.
Tudíž není ani schopen rozpoznat více osob blízko u sebe. Poradí si ale s bloby rozpadlými
na více částí - například ruka oddělená od těla. Zjistí, že se pohybuje stejným směrem a
spojí virtuálně blob v jeden celek. Dalšímu modulu předá nově nalezené bloby.
Sledování blobů - Modul má uloženy informace o všech dosud nalezených blobech. Zís-
kává velikost a polohu nově nalezených blobů. Dále předává informace o všech blobech na
aktuálním snímku.
Sledování pohybu blobů - Vstupem je maska pozadí a informace o všech blobech, na-
cházejících se v aktuálním snímku. K výpočtu pohybu používá Kalmanův filtr. Na základě
předchozích snímků vypočte předpokládanou novou pozici a provede korekci se skutečnou
polohou.
Nevýhody:
• Spíše jednodušší řešení
• Špatné přizpůsobování světelným podmínkám
• Nelze rozlišit 2 osoby jdoucí těsně u sebe
• Může identifikovat i jiné objekty než osoby
• Nestabilní
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Sada modulů funguje nejlépe při ideálních podmínkách - stálé osvětlení, osoby vzdálené
od kamery tak, aby byly vidět celé, spíše pomalejší pohyb osob. Pokud něco není splněno,
potom se program může chovat nestabilně. Nejzávažnější problém může nastat, pokud se
osoba přiblíží příliš blízko ke kameře. V některých situacích, když se blob nachází částečně
mimo obraz, program vykoná neplatnou operaci a ukončí se. Moduly jsou také poměrně
náročné na výkon počítače. To se může podepsat na další negativní vlastnosti - při rychlých
pohybech se osoba někdy nezachytí. Systém je vyvážen tak, že většinou potřebuje pro
zachycení pohybu více po sobě jdoucích snímků. Pohyb tedy nezachytí ihned, v nejkratším
možném čase.
5.3 Vlastní implementace
Pro vlastní implementaci systému bylo rozhodnuto rozdělit systém do dvou programů. Hlav-
ním důvodem bylo zjednodušení, ale také fakt, že tento program bude pracovat se záznamy
z videokamer. Reálný systém by musel pracovat i s ”živým”záznamem z videokamer, ale
pro účely této práce a z hlediska testování je použití záznamů více efektivní. První program
Detekce.cpp zpracuje videozáznam a uloží do textového souboru popis vzhledu osob. Druhý
program Vypocet.cpp převezme jako vstupní data popis vzhledu osob v textovém formátu a
podle nich zjistí nejpravděpodobnější příbuzné dvojice. Program předpokládá správně syn-
chronizovaná videa. Algoritmus nijak neřeší situaci, kdy by se na obou kamerách objevila
stejná osoba.
5.3.1 Modul detekce
Tento úkol řeší program Detekce.cpp. Úkolem programu je načíst videosoubor, ve kterém
budou vyhledávány jednotlivé osoby. Systém je navržen pro dvě videokamery, ale vzhledem
k tomu, že program analyzuje pouze videozáznam, bylo rozhodnuto pracovat při jednom
běhu programu jen s jedním záznamem. To je omezující pouze z hlediska komfortu testo-
vání. Naopak to přináší výhodu nižších systémových nároků a snazší ladění chyb při vývoji.
Jméno souboru je uvedeno jako vstupní parametr při spuštění programu. Jako základ byl
použit výše zmíněný ukázkový program blobtrack. Tento program využívá moduly pro sle-
dování blobů popsané dříve v tomto textu, zde tedy bude popsán jen program Detekce.cpp.
Skládá se ze dvou oken. V okně Tracking je zobrazena aktuální situace, s vyznačením nale-
zených osob. V okně FG je aktuální obraz (maska), získaný po odečtu pozadí. Také zde je
osoba vyznačena, viz obrázek 5.2.
Program je napsán v jazyce C a hlavní funkčnost je implementována ve funkci RunBlob-
TrackingAuto. Program získává jednotlivé snímky videa a posílá je na zpracování knihovním
funkcím. Ty postupně odečtou pozadí a identifikují jednotlivé bloby.
Informace o každém blobu jsou uoloženy ve struktuře CvBlob. Ta obsahuje informaci
o pozici blobu (souřadnice jeho středu), rozměrech (výška a šířka) a také jednoznačné
identifikační číslo. Všechny bloby, nacházející se na aktuálním snímku, jsou uloženy ve
struktuře CvBlobList. Pomocí ní můžeme k jednotlivým blobům přistupovat, případně je i
smazat nebo vytvořit nové.
Jak již bylo zmíněno, moduly pro sledování nejsou vytvořeny pouze pro sledování osob,
ale mají všeobecné použití. My předpokládáme použití v místech, kde se pohybují hlavně
osoby. Ze stejného důvodu systém může detekovat i příliš malé bloby. Tuto situaci zde
neřešíme. Podíl chybných detekcí je nízký a v případě požadavku na větší spolehlivost je
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Obrázek 5.2: Ukázka programu - osoba detekována, vpravo je maska po odfiltrování pozadí
možno testovat velikost a příliš malé bloby eliminovat. Po nalezení blobu je tento ozna-
čen elipsou. Barva elipsy se mění podle změny velikosti blobu. Pokud má blob konstantní
velikost (v určité toleranci), je barva zelená. Pokud blob změní velikost nad určitou mez,
barva je červená. Vývoj velikosti nemá na následnou identifikaci žádný vliv a je naprosto
přirozený.
Kvůli výpočtu barevného histogramu je každá osoba sledována po určitou dobu, zde bylo
zvoleno 5 snímků. Pro každý snímek je spočítán barevný histogram a po každém kroku je
normalizován. Obraz z kamery nemusí být v každém okamžiku vhodný pro detekci a identi-
fikaci. Volbou více snímků pro výpočet histogramu tedy snížíme váhu případného výrazněji
odlišného snímku (krátkodobé ”poruchy”- ozáření projíždějícím vozidlem, pootočení osoby,
kýchnutí) nebo jiné mimořádné situace, například momentální chyba během odečtu pozadí.
Zároveň s výpočtem histogramu je uloženo i pořadové číslo aktuálního snímku od začátku
videa. To bude využito při následné identifikaci. Protože systém obsahuje 2 kamery, bylo
by ideální ukládat čas, kdy osoba zmizí ze zorného pole, nebo naopak se objeví v místě,
sledovaném druhou kamerou. Vzhledem k charakteru pohybu osob bylo rozhodnuto uklá-
dat čas ihned, kdy se osoba objeví v záznamu. Tuto skutečnost bude nutné, pochopitelně,
zohlednit při identifikaci. Nakonec budou všechny údaje, barevný histogram a čas příchodu
uložen do textového souboru, pojmenovaného vystup.txt pro další zpracování.
5.3.2 Modul identifikace
Program Vypocet.cpp. Tento program se zabývá již pouze identifikací osob. Na vstupu
má dva textové soubory s uloženými informaci o všech osobách. Tyto soubory musí být
pojmenovány vystup1.txt a vystup2.txt. Program aplikuje výše uvedené výpočty a každé
osobě z první kamery přiřadí nejpravděpodobnější osobu z druhé kamery. Systém je za-
ložen na principu učení s učitelem. Potřebuje tedy pro začátek trénovací data. Ta jsou
použita k vytvoření modelu vzhledu - výpočtu kovarianční matice a zjištění časových inter-
valů pro přechod mezi jednotlivými kamerami. Časové intervaly mezi kamerami je nutné
změřit ručně. Pro modelování je použito normální rozdělení a jeho koeficienty jsou uloženy
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v programu. Taktéž je nutné ručně určit, které osoby se použijí pro výpočet kovarianční
matice.
Po úvodní inicializace je již možné provést vlastní výpočet. Není zde kladen důraz na
rychlost výpočtu, tudíž není nezbytné provádět optimalizace. Podle vzorců výše se pro ka-
ždou dvojici osob vypočítá pravděpodobnost shodnosti osob.Vzhledem k možným velmi
nízkým hodnotám mimo rozsah rozlišitelnosti jsou pravděpodobnosti logaritmovány. Data-
báze osob z každé kamery obsahuje N záznamů, výpočtů tudíž bude N2. Všechny výsledky
jsou uloženy do tabulky, viz 5.1. Pro přiřazení Bj nejbližší hodnotě Ai se v tabulce hledá
nejvyšší hodnota.
A1 A2 A3
B1 -45.789 -7.453 -11.332
B2 -25.890 -90.631 -12.788
B3 -10.438 -33.890 - 15.789
Tabulka 5.1: Tabulka provděpodobností shodnosti vzhledů
Tabulka 5.1 znázorňuje příklad tabulky pravděpodobností. Čísla 1, 2, 3 značí pořadové
číslo osob z kamery A a kamery B. Ostatní čísla jsou zlogaritmované výsledné pravdě-
podobnosti shodnosti těchto osob. Výsledkem tedy bude přiřazení A1 = B3, A2 = B1,
A3 = B2
Každá osoba z jedné kamery musí odpovídat některé osobě z druhé kamery. I když by
se pravděpodobnost posledních zbylých podobností rovnala 0, systému to nevadí a závis-
losti přiřadí. Tento program nepracuje s obrazovým záznamem. Jediným jeho výstupem je





Testování systému lze rozdělit na část detekce osob a vlastní identifikaci. Rozdělení systému
na dvě části se jeví pro testování výhodné. Také stačí pracovat se záznamem z jedné ka-
mery. Pomocí tohoto testu můžeme zjistit, zda je použití systému v naplánovaném prostoru
vhodné. Otestováním identifikační části si ověříme, zda jsou kamery schopny snímat kva-
litní a hlavně dostatečně konzistentní obraz. Test finálního systému probíhal v prostorách
školy. Jako záznamová zařízení sloužily standardní miniDV videokamery různých výrobců.
Nebyla provedena žádná jejich barevná kalibrace. Kamery byly umístěny staticky ve stejné
výšce. Natáčení probíhalo za ustálených světelných podmínek a osoby se pohybovaly tak,
aby prošly vždy snímaným prostorem obou kamer.
6.1 Detekce osob
Pro otestování detektoru osob byly vyzkoušeny různé typy záznamových zařízení a různé
lokality. Systém je možné využít v interiéru i exteriéru, proto bylo ověřeno jeho nasazení v
obou variantách. Nutným předpokladem je nehybné pozadí scény.
Obrázek 6.1 představuje téměř ideální detekci osoby. Detekovaný obraz je plně dosta-
čující pro výpočet barevného histogramu.
Obrázek 6.1: Detekce osoby za stálého osvětlení
Obrázek 6.2 představuje detekci osoby s barvou velmi podobnou barvě pozadí. Je vidět,
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že systém má problém určit, která část obrazu náleží pozadí a která už detekované osobě.
Množství informace je však stále dostatečné pro následující identifikaci osoby.
Obrázek 6.2: Detekce osoby s barvou podobnou pozadí
Obrázek 6.3 představuje typickou problematickou situaci - nárazová změna světla. Pro
snímání scény je použit fotoaparát, který je zameřen do prostoru dveří, kde se vyskytují
osoby. Fotoaparát je inteligentní zařízení a snaží se dynamicky měnit parametry osvětlení
objektu, na který je zamířen. Při průchodu osoby tmavší než pozadí tedy celou scénu
zesvětlil, čímž naprosto zmátl algoritmus odečtu pozadí. Osoba nebyla zachycena a teprve
poté, co odešla, se navrátil model pozadí do normálu. V tomto případě tedy byla dynamika
konvergence nedostačující.
Obrázek 6.3: Náhlá změna osvětlení
Obrázek 6.4 demonstruje možnost použití v exteriéru. Zde může být problém dosažení
nehybného pozadí. V tomto případě ale drobné pohyby stromů v dáli nemají výrazný vliv.
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Obrázek 6.4: Exteriér se stálým pozadím
Obrázek 6.5představuje jiný případ snímání exteriéru. Špatný výsledek je dán příliš-
nou podobností oblečení osoby a barvy pozadí. Systém identifikuje velké množství malých
blobů. Při omezení minimální velikosti blobu by neidentifikoval nic. Jinou možností by byl
algoritmus, spojující mnoho malých blobů blízko sebe do jednoho velkého. To ale v tomto
případě nepřipadá v úvahu, protože podobný výsledek detekce by mohl nastat i při pohybu
stromu.
Obrázek 6.5: Exteriér s nestálým pozadím
Obrázek 6.6 představuje nedokonalost algoritmu vyhledávání osob při detekci malých
objektů (zde fretka). Nelze to ale považovat za chybu, je to příklad umístění kamer velmi
daleko od snímaných objektů. Pro případné použití je možné zavést omezení velikosti s
ohledem na snímanou scénu. Kdyby byly snímané osoby takto malé, pravděpodobnost je-
jich úspěšné identifikace bude podstatně snížena.
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Obrázek 6.6: Detekce malých objektů
Obrázek 6.7 představuje snímání v noci, pouze za pokojového osvětlení. I přes špatnou
viditelnost jsou výsledky odečtu pozadí poměrně kvalitní. V případě identifikace by ale
byla úspěšnost nízká vzhledem k horším rozlišovacím schopnostem. Proto byla identifikace
prováděna pouze během dne. Pro noční provoz je určitě vhodnější využití infračervené části
spektra a jiný přístup k identifikaci.
Obrázek 6.7: Snímání v noci
Typický problém při identifikaci je překrývání osob zobrazený na obrázku 6.8. Pokud
se osoby pohybují proti sobě a jsou úspěšně detekovány před překryvem, potom sledovací
algoritmus dokáže správně určit jejich pohyb. Tudíž je vhodné pouze zajistit, aby se ne-
počítal barevný histogram v době překrývání.
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Obrázek 6.8: Pohyb dvou osob
Na obrázku 6.9 je zobrazena situace, kdy došlo ke zmizení osoby. Při pohybu do scény
byla osoba správně detekována, ale protože se zastavila a nehýbala, vyhodnotil ji algoritmus
během několika následujících snímků jako součást pozadí. Aby k tomu došlo, musí zůstat
osoba i několik vteřin bez pohybu.
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Obrázek 6.9: Ukázka zmizení nehybné postavy
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6.2 Identifikace z jedné nebo více kamer
Nejprve byly prováděny testy s jednou kamerou a více osobami. Při nich bylo hlavním
cílem zjistit pouze, s jakou přesností dokáže identifikovat systém stejnou osobu. Barevné
histogramy byly zpracovány metodou prostého porovnávání, viz 3.1. Výsledky nebyly vždy
jednoznačné ani u nesporně stejných osob. Snímaná situace, viz obrázek 6.10 přibližuje
důvody nepřesvědčivých výsledků. Detekovaná osoba je v záběru poměrně malá, to znamená
malý počet obrazových bodů pro výpočet histogramu, na výsledku se negativně podílí též
nepříznivé světelné podmínky - osvětlení zářivkou s nevhodnou barvou, nízký jas, což vede
k nedokonalému odečtu pozadí.
Na obrázku 6.10 je příklad barevného histogramu osoby, spočítaného z modelu HSV.
Na malém obrázku vlevo dole je výřez snímané osoby.
Obrázek 6.10: Detekovaná osoba, maska pro filtraci pozadí, výřez osoby a její barevný
histogram
Další testování již probíhalo s videozáznamem ze dvou kamer. Při testu se vyskytl pro-
blém s knihovnami OpenCV, kdy v jednom místě v záznamu byla vyvolána chyba a program
byl ukončen. Chybu se nepodařilo lokalizovat a vzhledem k umístění v integrované knihovně
OpenCV by její náprava byla velmi komplikovaná. Proto muselo být zpracování záznamu
předčasně ukončeno. Tudíž se nepodařilo získat dostatečné množství dat pro komplexní
otestování. Na funkční části záznamu se projevily vady se špatnou detekcí osob a chybně
detekované stíny, viz obrázek 6.11. Proto musel být program upraven pro jiný způsob de-
tekce osob. Využito bylo skutečnosti, že téměř vždy byla v obraze pouze jedna osoba, a
použita byla primitivní metoda hlídání konkrétní oblasti a čekání na změnu stavu pozadí.
Výsledky byly v tomto případě téměř stejně kvalitní, jako když by fungovala původně
implementovaná detekce osob.
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Obrázek 6.11: Ukázka chybně detekovaného stínu po odchodu osoby
Před výpočtem pravděpodobností podobnosti jednotlivých osob byly z detekovaných
osob vybrány pouze takové dvojice, vyskytující se na obou kamerách. Bylo to z důvodu
kontroly výsledků, kromě toho požadavky na systém tuto podmínku předpokládají. Celkem
bylo detekováno 10 osob na každé kameře. Osoby nebyly jedinečné, ale v průběhu testování
se tytéž osoby vyskytovaly v záznamu vícekrát. Vzhledem k malému množství testovacích
dat nelze z výsledků testování vyvozovat kategorické závěry. Pro výpočet koeficientů byl
ručním způsobem změřen průměrný čas pro přesun mezi kamerami. Vytvoření kovarianční
matice, podílející se na srovnávání podobnosti vzhledů, bylo zkušebně realizováno pro různá
množství dat. Přesnost identifikace se s více vzorky mírně zvýšila.
Systém je vytvořen tak, aby jeho výsledkem bylo jednoznačné přiřazení, které osobě
z první kamery odpovídá osoba z druhé kamery. Tento přístup byl srovnán s postupem,
připouštějícím nejen prosté přiřazení (každé osobě z první kamery byla přiřazena nejprav-
děpodobnější osoba z druhé kamery bez ohledu na to, zda je už s někým v páru). Výsledky
ukázaly, že v případě jednoznačného přiřazení každé osoby právě jedné osobě ze druhé
kamery bylo dosaženo menší spolehlivosti. Rozdíl je ovšem velmi malý.
Pravděpodobnost úspěchu detekce jednotlivých osob se pohybovala mezi 50 - 70 %, na
úspěšnost má kladný vliv navýšení objemu trénovacích dat. Jak již bylo zmíněno, počet




Na základě výsledků lze konstatovat, že navržený a realizovaný systém prokázal v expe-
rimentálním provozu požadované schopnosti. Vzhledem k okolnostem, popsaným výše, se
však nepodařilo vytvořit obecně fungující dohledový systém pro rutinní použití. Program,
implementující detekci osob, je nutné ručně nastavit pro každý videozáznam a je v současné
podobě připraven pro práci s konkrétním záznamem. Program výpočtu pravděpodobnosti
shodnosti osob je také připraven pouze pro práci s konkrétnímy daty a pro použití s jiným
záznamem by bylo nutné upravit data pro výpočet kovarianční matice a parametry roz-
dělení časového úseku mezi kamerami. Spolehlivost identifikace se pohybovala okolo 60 %
v závislosti na počtu trénovacích dat. To je pro použití v reálném systému nedostatečné.
Výsledky ale nemají přesnou vypovídající hodnotu kvůli menšímu množství testovacích dat.
Při budování dohledového systému určeného k identifikaci osob je nutné dodržet určité
zásady k dosažení co nejvyšší spolehlivosti. Základním předpokladem je kvalitní záznamové
zařízení. Je nepřípustné užití černobílých kamer. Důležitým parametrem u videokamer je
barevná stálost obrazu. Ideálním stavem jsou všechny kamery od stejného výrobce, tu-
díž je vyšší pravděpodobnost stejného barevného podání ze všech kamer. U rozlišovacích
schopnosti kamery platí samozřejmě čím více, tím lépe, ale příliš vysoké rozlišení je velmi
náročné na počítačové zpracování. Kamery musí být umístěny staticky a snímané pozadí
být co nejvíce statické.
Podstatnou součástí je způsob detekce osob. Pokud tato součást systému bude vykazovat
špatné výsledky, nemá smysl se zabývat další identifikací, tato oblast se však rychle rozvíjí.
Použitý algoritmus odečtu pozadí [15] vykazoval ve většině situací postačující výsledky.
Problémy nastaly při občasné chybné detekci stínů nebo pohybujícího se pozadí. Detekce
stínů osob, které se vyskytují mimo záběr, může být snadno zaměněna s detekcí osoby,
mající velmi podobnou barvu oblečení jako je pozadí scény. Je tedy nutné se zamyslet, zda
chceme vynechat z detekce nevhodně oblečené osoby, nebo se smíříme s občasnou chybnou
detekcí. Se způsobem odečtu a uchovávání obrazu pozadí také souvisí problém mizejících
osob. Jestliže se osoba v záznamu zastaví, po určité době může splynout s pozadím. Je to
způsobeno dynamickým modelem pozadí se snahou přizpůsobit se drobným změnám, jako
jsou otevřené dveře nebo přemístěný nábytek. Možným řešením je použití statického modelu
pozadí nebo prodloužit interval, kdy po kterém se projeví změny v obraze do pozadí.
Pro sledování pohybu osob je žádoucí záznam s dostatečnou snímkovou frekvencí. Ide-
álním stavem je, když pohyb osoby mezi dvěma snímky je tak malý, že se osoba částečně
překrývá. Pokud by byla použita malá snímková frekvence, bylo by možným řešením jed-
noduché porovnávání barevného histogramu osoby na každém snímku.
Identifikace použitá v mém systému fungovala na principu porovnání barevného histo-
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gramu a časového úseku pohybu mezi kamerami. Identifikace pouze na základě podobnosti
barevných histogramů může být v určitých situacích dostačující. Rozšíření o čas přechodu
mezi kamerami má za cíl určit přesnější pohyb osoby. Toto užití časového údaje nese svoje
rizika. Hlavní otázkou je jak správně modelovat délku časového úseku. Pro umístění ka-
mer na obou koncích jedné chodby je možné použít normální rozdělení pravděpodobnosti.
Pokud se osoba zdrží mezi kamerami delší dobu, může být chybně identifikována. Proto je
vhodnější použít směs normálních rozdělení. Identifikace podle barevného histogramu osoby
je v současné době nejspolehlivější řešení. Předpokládáme, že se osoba během svého pohybu
nebude převlékat. Problém změny barvy oblečení vyřešit v současné době ve dvoudimen-
zionálním obrazu nelze. Z toho důvodu je také použit časový model, který by mohl danou
osobu přiřadit správně, pokud by rychlost jejího pohybu odpovídala vzorovému chování.
Při navrhování systému jsem znal topologii systému. Věděl jsem tedy, že každá osoba
projde před oběma kamerami. Toho jsem využil při návrhu algoritmu identifikace. Jedná
se o idealizovaný případ a v reálném systému může být příliš omezující. Z toho důvodu je
vhodné porovnávat nejen osoby mezi kamerami, ale i v rámci jedné kamery v závislosti na
směru jejich pohybu. Systémy, které neznají svoji topologii, vyžadují samoučící mechanis-
mus. Takové systémy vykazují ze začátku malou spolehlivost, ale po dostatečném množství
kvalitních dat na vstupu jsou schopny svoji spolehlivost zvýšit. Ty činnosti, které jsem
musel provádět ručně, jsou zde prováděny zcela automaticky.
Tato práce nemá ambice už pro omezenost prostředků a času stát se úspěšným ko-
merčním řešením, další rozvoj v této oblasti ale naznačuje nové možnosti v bezpečnostních
technologiích, které brzy budou hromadně využívány.
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Spustitelné programy - přeložené programy pro operační systém Windows
Zdrojové kody - zdrojové kody programů
Testovací videa - použitá testovací videa (v podsložce uložena i nepoužitá zdrojová videa)
Knihovny OpenCV - knihovny nutné pro běh aplikace
Text bakalářské práce





Program není plnohodnotná aplikace. Je určen pouze pro analýzu dodaných testovacích
souborů. Pro obecné použití by byly nutné rozsáhlé modifikace. Jsou vyžadovány nainsta-
lované knihovny OpenCV. Pokud není knihovna nainstalována, je možné použít knihovny
ze složky OpenCV. Programy jsou přeloženy pro OS Windows.
Program pro detekci osob - detekce.exe Při překladu zdrojového souboru je nutné uvádět
jako parametr název videa. Při spuštění již přeložených exe souborů není potřeba parametry
zadat a pouze se spustí soubor. Soubory jsou dva, protože je nutnéé zpracovat dvě videa.
Každý program zpracuje pouze jedno.
Program pracuje pouze s jedním videem. Jméno videa je předáno jako parametr pro-
gramu. Po spuštění jsou detekovány osoby a ukládány jejich barevné histogramy a časy
příchodů a odchodů. Ty jsou uloženy do textového souboru. Ke hledání osob v záznamu je
použit jiný způsob než pro zobrazování osob na záznamu. Proto nejsou označeny všechny
osoby, ale detekovány jsou všechny. Výstupem je soubor vystup.txt s uloženými histogramy
osob a časem detekce v záznamu.
Program pro výpočet pravděpodobností - vypocet.exe Program načte data o deteko-
vaných osobách. Určená data použije jako trénovací a zbytek testovací.Vypíše pro každou
osobu z jedné kamery nejpravděpodobnější osobu na druhé kameře. Schéma výpisu: ID
osoby na první kameře - ID nejpravděpodobnější osoby na druhé kameře - Správná osoba
získaná ručním pozorováním
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