sion approach proposed by Lande & Arnold (1983) for phenotypic selection, cannot be used 69 to obtain estimates of direct selection on each locus (such methods require the number of 70 
Methods

96
Theoretical background and statistical models 97 We first present a general framework and issues for inferring selection, and then describe 98 how BSLMMs can be used to infer direct selection. Multiple approaches exist to infer total 99 selection, that is, the combined effects of direct and indirect selection on a genetic locus (e.g., to the difference between the two homozygotes; Gillespie, 2004) . Under this formulation,
Thus, selection coefficients represent a particular standardization of the selection differential and the number of observations (individuals) exceeds the number of traits (i.e., for p < n).
148
Their approach still generally assumes that all relevant traits have been measured, which
149
would be equivalent to assuming all causal variants have been assayed in genomic studies
150
(the latter will rarely be true; we discuss the implications of this below seed set), µ is an intercept and ǫ is a n vector of error terms (this captures randomness and 187 the effect of the environment on fitness). X is a matrix of p genotypes for n individuals,
188
which are generally coded as 0, 1, or 2 copies of an allele, and β is a vector of (partial) treated as a constant in the model; u is then inferred from the data given this prior.
220
Thus, similar to classic quantitative genetic approaches, the model includes overall 221 relatedness as a potential predictor of similarity in fitness (Lynch & Walsh, 1998 usefully be explored with simulated data (as in this study).
251
Simulations of fitness data
252
We generated and analyzed data sets to assess the potential and limits of BSLMMs to quan-253 tify direct selection under different sampling designs and with different genetic architectures.
254
The performance of this method has been evaluated in the context of genomic prediction be obtainable for studies of human disease).
263
Fitness data sets were simulated under a variety of conditions and analyzed using 264 the BSLMM implemented in gemma. We considered accuracy of inference with respect to 265 individual estimates of s D and summaries of the genetic basis of variation in fitness (e.g.,
266
PVE). We used previously generated genotyping-by-sequencing (GBS) genotype data as the 267 starting point for simulations of fitness values. That is, we assigned selection coefficients to
268
GBS genotypes and used these to compute the expected fitness for each individual based 269 on the GBS data. This approach was used because it captures realistic patterns of genetic 270 variation and linkage disequilibrium. We did not make inferences about selection in these 271 specific species or populations (i.e., the fitness values were assigned by us in the aforemen-272 tioned simulation context). Although we used GBS data, BSLMM could be used with whole 273 genome sequences, or even data sets that include a mixture of SNPs and structural variants.
274
Our primary genetic data set included 592 Timema cristinae stick insects collected from a full description of these data can be found in Comeault et al. (2015) . We first considered a 277 quantitative metric of fitness (e.g., adult weight, longevity, seed set, flower number, etc.).
278
We initially simulated 50 replicate data sets with a narrow sense heritability of fitness simulations assessed the performance improvement through increased sample size (i.e., larger 296 n). We sampled 2500 individuals from the set of genotyped individuals with replacement,
297
and then simulated phenotypic data as described above for the initial set of simulations, but 298 without the 1000 causal variants treatment. Genotypes (i.e., individuals) were replicated 299 to obtain this sample size; this alters the structure of the kinship matrix and could affect 300 performance independent of sample size. We fit a BSLMM for each data set using gemma with two replicate MCMC runs, each with 324 a 1 million iteration burnin, 2 million sampling iterations and a thinning interval of 100.
325
Kinship matrixes were calculated as K = (Fig. 3) , such that distribution of 347 true versus estimated effect sizes differed (Fig. 4) . A notable exception occurred when fitness (Fig. 4c) . Correlations between true and estimated effects were also higher when only causal variants were considered (Fig. 3) , or when the sample size was increased to 2500
353
( Fig. S1 ). In contrast, replicating genotypes (without increasing N ) caused a decrease in 354 correlations between true and inferred measures of selection (Fig. S2 ).
355
The mean posterior inclusion probability (PIP) for causal variants was relatively estimates of selection (β) were used rather than model-averaged estimates (β) (Fig. S3 ). As 365 with other metrics, increasing sample size to 2500 resulted in a decline in normalized RMSE
366
( Fig. S4 ), but using replicated genotypes while keeping the sample size at 592 increased 367 normalized RMSE (Fig. S5) .
368
Quantitative estimation of genetic variation for fitness
369
Even with moderately large sample sizes (e.g., 100s of individuals), considerable uncertainty (Table S1 ; Fig. S10b ). However, results based on the R. pomonella data were similar to T.
385
cristinae when we replicated genotypes to obtain the same sample sizes, suggesting that the 386 poorer performance with the R. pomonella data was due to low sample sizes rather than 387 high LD (Table S1 ; Fig. S10 ). 90% HPDIs for PVE generally included the true parameter 388 value (the worst performance was observed for binary metrics; Table 2 ).
389
Estimation of the number of casual variants
390
Performance was notably poorer in terms of estimating the number of causal variants (that 391 is, for inference of n-γ compared to PVE), but these results were also more difficult to 392 interpret (Table 2, S1 ). Specifically, we seldom found evidence for greater than 10 variants 393 with measurable effects on fitness, regardless of conditions (the greatest exception was for 394 the case of 100 causal variants with h 2 = 0.3 and N = 2500; where demography is known precisely and where processes other than selection and drift
514
(e.g., gene flow, mutation, and recombination) are eliminated (e.g., Gompert et al., 2014) .
515
Consistency of patterns between these types of studies would implicate direct selection as used to distinguish between direct and indirect selection (using, e.g., "driver" "passenger" it is not always just individual genes that respond to selection, but potentially sets of genes 569 or genomes (Lewontin, 1974) , and thus measures of total selection provide key information 570 about evolutionary processes in general, and speciation in particular.
571
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total selection on all loci total selection on sequenced variants indirect selection on sequenced variants as a proxy for direct selection Figure 2 : Graphical depiction of total and direct selection when causal variants are not sequenced in an empirical study. The top image ('selection on all loci') shows selection on a series of genetic variants. The horizontal line denotes a chromosome, vertical bars correspond to variants with (peach) or without (black) effects on fitness, and vertical arrows indicate the magnitude of selection. In the next two images, information is presented for the subset of variants that were sequenced; the causal variant was not sequenced but its position is noted with a dashed line. The middle image shows that all genetic markers in LD with the causal variant experienced indirect selection ('total selection on sequenced variants'). Whereas, the bottom image shows that, at least in this example, direct selection on the unsequenced causal variant is fully accounted for as direct selection on the genetic variant most associated with the un-sequenced causal variant ('indirect selection on sequenced variants as a proxy for direct selection'). Because of imperfect LD, the strength of direct selection on the missing causal variant is underestimated, but the number of causal variants (one) is correctly inferred. 
