I. INTRODUCTION
Internal wave breaking, especially near boundaries, is now thought to be the primary mixing mechanism responsible for balancing the globally averaged O͑10 −4 ͒ m 2 /s down-welling required for a steady-state temperature distribution. 1, 2 Efforts are now underway to identify and more accurately quantify the physical mechanisms and energetics associated with internal wave breaking, using field experiments such as the Hawaiian Ocean Mixing Project ͑HOME͒, 3 numerical models, 4, 5 and laboratory experiments. 6, 7 Of primary importance in these studies is the quantification of the overall energetics of the internal wave field, from generation to viscous dissipation and/or turbulent mixing. The overall energetics are usually quantified using a control volume approach, in which wave energy is measured before and after a turbulent event to deduce the work done by the wave field in generating the turbulence; this work is then compared to the actual mixing accomplished by the event in order to get a measure of the overall mixing efficiency of the event. 6, [8] [9] [10] [11] In calculations of the overall mixing efficiency of the event, one must subtract out the viscous losses not associated with turbulence in order to obtain an accurate estimate of the turbulent event alone. This is especially true for laboratory-scale experiments on internal waves, for which the present analysis reveals nonturbulent viscous damping to play a primary role in the wave energetics. If these effects are not accounted for, serious errors can result in calculations of the overall energetics of the event. The viscous, nonturbulent damping must typically be estimated using bulk properties of the internal wave field; the present work aims to improve the parameterization of viscous internal wave damping in terms of easily measurable wave properties and the underlying bathymetry. Our work here focuses on waves traveling in a "two-layer" type stratification, the most commonly used stratification in laboratory and numerical internal wave investigations, for which a buoyant, homogeneous surface layer is separated by a thin pycnocline from a denser lower layer.
Previous work on internal wave damping has focused primarily on the damping of internal seiches [12] [13] [14] 
and internal solitary waves. A recent review by Ostrovsky and
Stepanyants 15 provides a comprehensive overview of previous work on internal solitary wave damping, much of which is based on surface solitary wave damping analysis by Keulegan. 16 Koop and Butler 17 obtained good agreement between their derived damping rates for two-layer internal solitary waves and laboratory experiments, and Leone et al. 18 extended their analysis to explicitly consider the damping associated with the density interface. Subsequent and ongoing work has focused on the correct parameterization of viscous effects in Korteweg-de Vries ͑KdV͒ models of arbitrary internal waveforms.
II. DAMPING RATE DERIVATION
The theory of viscous water wave damping is covered thoroughly by Dean and Dalrymple 24 and Mei, 25 and these treatments have been adapted for the two-layer internal water wave case examined here. Our development most closely follows Dean and Dalrymple's 24 derivation of bottom boundary layer and internal dissipation, which we extend for twolayer interfacial waves in a slowly varying rectangular channel with rigid sidewalls. The theory addresses viscous dissipation due to the following:
͑1͒ internal damping in the homogeneous fluid layers; ͑2͒ damping due to wave-induced interfacial shear; ͑3͒ sidewall boundary layer dissipation; ͑4͒ bottom boundary layer dissipation.
Results are presented in terms of appropriate nondimensional numbers and in discussed in light of the most commonly observed environmental situations and experimental configurations. The derivation of the damping rates is presented as follows. In Sec. II A, we present the assumed internal wave flow field, including flow in the interfacial region, the homogeneous fluid layers, and the boundary layers. Section II B presents the appropriate energy equation describing the energetics of the wave field, and the equation is described in terms of several common environmental and laboratory situations. In Sec. II C, the mathematical damping rates are presented for the mechanisms considered, and these rates are discussed in Sec. II D.
A. Assumed flow variation
The flow configuration and coordinate system for the viscous theory is shown in Fig. 1 . The flow is approximated as a two-layer system with a thin, but finite interfacial region having thickness ␦ separating the two fluid layers. The lower layer has density 1 and height h 1 ; the upper layer has density 2 and height h 2 . The density within the interfacial region is assumed to vary linearly between 1 and 2 , as an approximation to the hyperbolic tangent or error function density distributions commonly investigated. The flow is contained by a rectangular channel having local width b͑x͒, where waves are taken to travel in the +x direction. The bottom boundary is fixed, but the fluid surface is free to slip. The wave field is assumed to be a progressive monochromatic cosinusoid with slowly varying amplitude a͑x͒, radian frequency , and wave number k. The interfacial deflection, ͑x , t͒ is assumed to have the form
where the real part is ultimately implied. The decay scale associated with a͑x͒ is assumed to be long relative to the wavelength; for cases with variable bathymetry, the wave number k will also be a slowly varying function of x. We consider the lowest internal mode, so that the interfacial distortion is in phase across the interface. The relevant dispersion relation is the first order, thin-interface two-layer
with phase speed c p = / k. 26 This relation is accurate for low values of k␦ and ͑ka͒͑k␦͒. 5 The group velocity, for low k␦, can be shown to be equal to
where n ϵ 1 2
ͪͬ.
Interior flow
Within the homogeneous fluid layers, outside of the bottom and sidewall channel boundary layers, the flow is assumed to be irrotational and potential flow solutions are used to characterize the wave-induced flow. The first order irrotational potential flow solutions associated with ͑1͒ for the horizontal velocity ͑x direction, u͒ and vertical velocity ͑z direction, w͒ within the lower fluid layer ͑−h 2 ഛ z ഛ −␦ /2͒ are
The upper layer ͑+␦ /2ഛ z ഛ h 2 ͒ potential flow solutions are
The associated pressure fields can be found through the vertical integration of the vertical momentum equation, taking a constant pressure over the free surface.
Within the small interfacial region −␦ /2ഛ z ഛ + ␦ / 2 and away from boundaries, the horizontal velocity is assumed to vary linearly between the upper and lower layer potential velocities at the interface,
͑6͒
We assume that the vertical velocity is constant across this region
The interpolations ͓͑6͒ and ͑7͔͒ approximate the first internal mode velocity profiles at the interface, and are used to estimate the viscous dissipation in the interfacial region. In general, the flow described by ͑4a͒, ͑4b͒, ͑5a͒, and ͑5b͒ has strong shear in the horizontal velocity at the wave crests and troughs, while vertical velocity is in phase across the density interface. Both the horizontal and vertical velocities decay with distance away from the interface, with the decay scale determined by the wavelength and depth of the fluid layers.
Boundary layer flow
a. Bottom boundary layer: While the potential flow solutions satisfy the viscous equations of motion, they do not satisfy the no-slip conditions at the bottom and sidewall boundaries, and thus rotational solutions must be developed for these regions. A thorough treatment of the use of rotational wave boundary layers to satisfy the no-slip boundary condition is given by Dean and Dalrymple. 24 Computing the dissipation in the bottom boundary layer involves obtaining the rotational solution that, when added to the potential flow solution, satisfies the no-slip condition at the bottom boundary. The rotational solution for the bottom boundary layer u r b ͑x , z , t͒ satisfies the rotational equation subject to the no-slip boundary conditions u͑x ,0,z , t͒ = w͑x ,0,z , t͒ = 0 on the y = 0 sidewall and similar conditions on the y = b͑x͒ sidewall. The rotational solutions u r s and w r s to ͑11͒ and ͑12͒ and the no-slip sidewall conditions are similar to the bottom boundary layer rotational velocity u r b ͑10͒, giving a lateral ͑y͒ boundary layer of thickness of O͑ ͱ /2͒
and a rotational velocity that asymptotes to zero outside this boundary layer.
B. Energy considerations
The vertically integrated, time-averaged kinetic E K and potential wave energies E P per unit horizontal area for the wave field described by ͑1͒, neglecting the interfacial and boundary layer contributions, are
, ͑13͒
Thus, the average kinetic and potential energy densities are equipartitioned, regardless of the layer depths, and the total average energy density Ē is
For a slowly varying channel, the evolution of wave energy is described by
This equation is derived by vertically integrating the total energy equation ͑e.g., Kundu 27 ͒ with the wave velocity and pressure fields inserted, and time averaging over a wave period. The vertical integrals are divided as ͐ −h 1 +h 2 f͑x , z , t͒dz = ͐ −h 1 0 f͑x , z , t͒dz + ͐ 0 +h 2 f͑x , z , t͒dz; these integrals are evaluated at z = 0 instead of z = , which incurs an error of O͑ka͒.
The interfacial contribution is not considered, which should be a valid assumption provided k␦ remains small; the wave boundary layer contributions to the energy flux are also not considered. The parameter ␣ is the total viscous damping coefficient, defined as
where the average rate of viscous dissipation per unit volume is =2e ij e ij , with e ij being the rate of strain tensor e ij = 1 2 ͑‫ץ‬u i / ‫ץ‬x j + ‫ץ‬u j / ‫ץ‬x i ͒. 27 The damping coefficient ␣, which is solely a function of wave number and channel properties for linear waves, gives the viscous decay scale for wave energy Ē , and therefore wave amplitude will decay with ␣ /2. The total energy equation ͑17͒ describes the change in wave energy flux c g bĒ owing to the competing effects of wave shoaling ͓c g ͑x͔͒, channel contraction and expansion ͓b͑x͔͒, and viscous damping; in the absence of viscosity, the energy flux is unchanging. The wave energy equation is best understood in terms of several commonly occurring situations. For all of these cases we consider a stationary wave field, such that the wave period is unchanging in time and space. 25 
Channel of constant width and depth
The simplest case of waves propagating in an unchanging channel corresponds to constant b and c g , and therefore the energy equation ͑17͒ is simply
with the solution being the exponential decay Ē = Ē 0 e −␣͑x−x 0 ͒ , where Ē 0 is the initial wave energy Ē 0 = Ē ͑x = x 0 ͒ = 1 2 ⌬a 0 2 . The wave amplitude will then decay as a = a 0 e −␣/2͑x−x 0 ͒ . Viscous damping will only reduce wave energy, as ␣ is always positive ͑18͒.
Gradually contracting or expanding channel
For the case of progressive interfacial wave propagation in a channel, where the width b͑x͒ is slowly varying, the energy balance will be between the effects of the channel width variation and viscous damping. In this case, the group velocity is unchanging, and the balance becomes
For arbitrary b͑x͒, Eq. ͑20͒ must be solved numerically. The solution to Eq. ͑20͒, for a slowly varying channel width and constant layer depths, is
where b 0 is the mean width of the slowly varying channel. This solution will be valid when the changes in channel width ⌬b = ͑x − x 0 ͒db / dx are small relative to the mean channel width b 0 . In the inviscid case, Ē = Ē 0 b 0 / b, and wave amplitudes will grow as the square root of the contraction/ expansion ratio b 0 / b. The effect of the channel width variations is then readily seen: contracting channels, for which db / dx is positive, will cause wave amplitudes to grow, while channel expansions will have the opposite effect; these effects will compete with viscous damping.
Variable bathymetry
Wave shoaling and unshoaling can also be treated with the appropriate form of ͑17͒. For this case, assuming constant channel width, the relevant wave energy equation becomes
The changes in bathymetry are manifested in changes in the group velocity c g ; since the wave period is constant, the wave number will adjust according to the lower layer depth's contribution to the dispersion relation ͑2͒, changing the group velocity. For waves traveling into a region of reduced depth, the waves will shorten, reducing the group velocity per ͑3͒, causing wave amplitudes to grow if the shoaling effect is large enough to overcome the viscous damping of the waves. If the bathymetry h 1 ͑x͒ is known, k͑x͒ can be calculated with the dispersion relation ͑ is unchanging͒, which allows for calculation of c g ͑x͒ and ␣͑x͒. Then, given the initial wave energy Ē 0 , Eq. ͑22͒ can be solved numerically for Ē ͑x͒.
For the more general case of three-dimensional wave propagation problems, the "channel width" becomes the distance between adjacent wave rays, with the x coordinate shifting to a ray-following frame; this case can be computed using wave tracing techniques if the underlying bathymetry and wave incidence properties are known. 24 
C. Damping rates
In general, the functional dependence of the spatial evolution of wave energy for linear waves is given by
ͪ.
͑23͒
For nonlinear waves, the wave steepness ka is an important additional independent parameter, although this is not the case for solitary waves since the amplitude and wavelength are not independent of each other for solitary internal waves.
We have chosen h 2 , the upper layer thickness, as the normalizing length scale since the typical oceanographic stratification involves an upper mixed layer atop a much deeper lower layer. The upper layer depth h 2 is used in place of k −1 as the nondimensionalizing length scale, in order to isolate the dependence of the decay rates on wave number for different channel configurations. This nondimensionalization scheme is more in keeping with the experiments discussed in Sec. III, for which the same basic stratification and channel were used for different waves. Similarly, the upper layer Reynolds number Re h 2 ϵ gЈ 1/2 h 2 3/2 / replaces the traditional wave Reynolds number Re k ϵ gЈ 1/2 k −3/2 / . The approximation 1 , 2 Ϸ 0 has been taken for simplicity; if the waves are Boussinesq, then the density contrast should only be important in setting the reduced gravity gЈ = ⌬ / 0 . 27 The total decay rate ␣ can be written as the sum of the individual decay rates
The individual decay rates correspond to the following:
͑1͒ interior damping, ␣ 0 : dissipation associated with the layer potential flow solutions and not associated with the boundaries or interfacial layers; ͑2͒ interfacial damping, ␣ ␦ : dissipation associated with the interfacial velocity shear; ͑3͒ bottom boundary layer damping, ␣ bbl : dissipation associated with the bottom boundary layer; ͑4͒ sidewall boundary layer damping, ␣ sbl : dissipation associated with the channel sidewall boundary layers, both layer and interfacial.
The individual decay rates are calculated by considering their respective contributions to the decay integral ͑18͒. Layer dissipation is computed using the individual layer potential flow fields ͓͑4a͒, ͑4b͒, ͑5a͒, and ͑5b͔͒, while interfacial dissipation is calculated using the interpolated interfacial velocity fields ͓͑6͒ and ͑7͔͒. The treatment of bottom and sidewall boundary layer dissipation is accomplished using the rotational solutions at those locations.
Interior damping
The dissipation associated with the potential flow within the homogeneous fluid layers is computed by substituting the potential flow solutions ͓͑4a͒, ͑4b͒, ͑5a͒, and ͑5b͔͒ into ͑18͒ and performing the integration and time averaging over the wave period. The decay rate can be written as
with the potential flow solutions inserted for u, w, and the integration broken into a lower layer integral and an upper layer integral. The right-hand side of Eq. ͑25͒ can be calculated directly from the potential velocity fields ͓͑4a͒, ͑4b͒, ͑5a͒, and ͑5b͔͒. Performing this integration and time averaging, the normalized layer decay rate can be shown to be
reduces to that given for surface waves ͑ 2 =0, ⌬ = 1 ͒ given by Dean and Dalrymple. 24 It is independent of the channel width.
Interfacial damping
The interfacial damping rate ␣ ␦ is possibly a significant contribution to the total wave dissipation due to the large vertical shear in horizontal velocity within the interfacial region at the crests and troughs of the waves. This can be estimated using the interfacial velocity interpolation ͑6͒ as
assuming k␦ is small. The density 0 is the base density
Performing the integration, the normalized decay rate due to interfacial dissipation is then
For deep layers ͑kh 1 , kh 2 Ͼ ͒, the ratio of interfacial dissipation to layer damping is
and thus for waves long relative to the pycnocline thickness, the damping associated with the interfacial shear will dominate over that which takes place within the homogeneous fluid layers.
Bottom boundary layer damping
Bottom boundary layer dissipation can be estimated from the rotational bottom boundary solution u r b ͑10͒ as
dzdy. ͑28͒
Performing the integration yields
͑29͒
Expression ͑29͒ reduces to Thorpe's 23 result for kh 2 → ϱ. It must be noted that the bottom boundary layer term as derived here ͑29͒ assumes a laminar boundary layer, which should be the case provided that the bottom Reynolds number is less than approximately 10 4 for smooth-bottomed channels; for nonsmooth channels, the transition to a turbulent bottom boundary layer will occur for a roughnessdependent bottom Reynolds number that is less than 10 4 .
28
The bottom Reynolds number is that associated with the near bed motion, typically denoted R B and defined as 24 
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Here u b is the near-bed velocity induced by the wave motion, typically the potential flow velocity outside the bottom boundary layer, and b is the horizontal wave-induced nearbed particle excursion. For progressive interfacial waves, the bottom Reynolds number becomes
For the experimental results described herein, the bottom Reynolds number was always O͑10͒ and less, and therefore the bottom boundary layer remained laminar for all cases. For cases when the bottom boundary layer does become turbulent, a friction factor formulation is typically used, and the damping is no longer linear ͓␣ becomes a function of Ē in ͑17͔͒.
Sidewall boundary layer damping
The sidewall boundary layer contribution is broken into two components as ␣ sbl = ␣ sbl 0 + ␣ sbl ␦ . The first component, ␣ sbl 0 , results from the sidewall boundary layers within the homogeneous fluid layers. The second component, ␣ sbl ␦ , results from the interfacial sidewall boundary layers. The sidewall boundary layer damping associated with the potential flow solutions can be found using the derived sidewall boundary layer solutions as
The interfacial sidewall boundary layer damping contribution can be found similarly to be
where T 1 = tanh͑kh 1 ͒, T 2 = tanh͑kh 2 ͒, C 1 ϵ coth͑kh 1 ͒, and C 2 ϵ coth͑kh 2 ͒ have been used to simplify the notation. For two deep layers, the dimensional sidewall boundary layer damping rates reduce to
Similar to the derived bottom boundary layer damping rate ͑29͒, this formulation holds for cases where the sidewall boundary layer remains laminar. This was not the case for all of the experiments conducted, and is discussed further in Sec. III.
D. Damping rate results
The derived decay rates are plotted in Fig. 2 for common full-channel experimental configurations used in laboratory experiments on internal waves: Re h 2 = 80 000, ␦ / h 2 =1/30, and h 1 / h 2 = 1. This condition corresponds to the experimental results discussed in Sec. III. Physically these conditions can be accomplished by choosing a 3.0% density contrast between the upper and lower layers, equal layer depths of 30 cm, and a pycnocline thickness of 1.0 cm. It should be noted that the layer ratio h 1 / h 2 = 1 precludes the formation of solitary waves. In Fig. 2 , four different channel width ratios b / h 2 are shown: b / h 2 = 0.33, 1.0, 3.3, and 6.7 ͑for reference, b / h 2 = 6.7 corresponds to a 2 m wide facility for this case͒. The decay rates are plotted for a range of wave numbers, from kh 2 =10 −3 −10 1 . This range is close to that which can feasibly be generated in most laboratory facilities. The lower limit on kh 2 is set by the length of the tank and the wavemaker, usually corresponding to a long wavelength that is an appreciable fraction of the tank length. The upper limit on kh 2 is set by the buoyancy frequency of the interface and the wavemaker, and work in the experimental facility described in Sec. III has suggested that the upper frequency limit on wave generation is approximately / N 0 Ϸ 0.4, which corresponds to an upper limit of kh 2 Ϸ 0.3h 2 / ␦.
FIG. 2. Calculated decay rates and variation with channel width ͑b / h 2 ͒ for
Re h 2 = 88 000, h 1 / h 2 =1, ␦ / h 2 = 1 / 30. Damping rates shown are sidewall ͑␣ sbl 0 , ᭤͒, internal ͑␣ 0 , ᭺͒, interfacial ͑␣ ␦ , ͒, bottom ͑␣ bbl , ᭡͒, and interfacial sidewall ͑␣ sbl ␦ , ࡗ͒, and the total damping rate ͑thick solid line͒.
From Fig. 2 it can be seen that sidewall boundary layer dissipation ͑␣ sbl 0 ͒ dominates all other damping mechanisms over the entire range of wavelengths considered for the narrow to moderate-width laboratory cases ͑b / h 2 Ͻ 3.3͒. Only for wide channels having b / h 2 ജ 3.3 does sidewall damping become lower than the damping associated with the large interfacial shear of the lowest internal mode ͑␣ ␦ ͒. Therefore, for this case, in order to reduce sidewall friction to a level below that provided by the interfacial shear, the tank width must be at least 3.3 times as wide as the fluid layers. Bottom boundary layer damping ͑␣ bbl ͒ is negligible for almost all of the wave numbers considered, even the longest waves; one must bear in mind, however, that the derived bottom boundary layer term is for laminar bottom boundary layers and therefore may not apply to vigorously shoaling internal waves ͑a friction factor formulation must be used in those cases͒. The decay rates for all damping mechanisms except bottom friction are largest for the deepest waves. This wave number dependence is a consequence of deeper waves having the velocity variability confined to smaller sidewall boundary layers and smaller regions about the interface; the variation of the interfacial damping with the wave number is a consequence solely of the dispersion relation since the interfacial thickness remains constant. Internal damping ͑␣ 0 ͒ is seen to play an even smaller role than even the small amount of damping associated with the sidewall boundary layers in the small interfacial region ͑␣ sbl ␦ ͒, except for wide channels and high wave numbers, where the velocity shear is concentrated into a narrow region about the interface. For perspective, the b / h 2 = 1 case yields a decay scale of ␣ −1 Ϸ 8-16 over the range of kh 2 considered, with the larger scale corresponding to the longest waves ͑kh 2 =10 −2 ͒. Figure 3 From Fig. 3 it is apparent that waves long relative to both the upper and lower layers have decay rates insensitive to wave number, while waves that are short relative to the upper layer have a strong wave number dependence.
III. LABORATORY EXPERIMENTS
To test the derived damping rates, experiments were performed in the internal wave facility ͑IWF͒ in the Environmental Fluid Mechanics Laboratory. These experiments were designed to resolve the spatial decay of progressive internal wave amplitudes in a channel, as predicted by the solution to the wave energy equation ͑17͒ and damping rates ͑Sec. II C͒. The facility is described in detail in Troy and Koseff, 7, 29 to which the reader if referred for a more through description. A simplified schematic of the facility, as used for the viscous decay experiments, is presented in Fig. 4 . For these experiments, the tank was salt-stratified with a two-layer stratification using surface and bottom diffuser plates; vertical profiles of density were obtained by vertically traversing a conductivity-temperature probe ͑Precision Measurements Engineering Model 125͒, and the interfacial thickness separating the two fluid layers was maintained at ␦ = 1.0 cm using a selective withdrawal device. 29 Here ␦ is the 99% density thickness associated with the stratification. This interfacial thickness was reset before each experimental run using a combination of selective withdrawal and layer refilling with the diffusers. A density difference of 3.0% was used for all the experiments, and the layer depths were maintained at h 1 = h 2 = 28 cm, setting Re h 2 = 80 000 for all experiments. Waves were generated in the facility by oscillating a semispherical wavemaker head centered about the mean interfacial location. The stroke of the wavemaker was chosen to be small so that the waves would behave according to linear theory, and the wave frequencies were chosen to be much less than the Brünt-Väisälä frequency of the density interface, N 0 ϵ ͱ gЈ / ␦ rad/ s, so that the mixing caused by the oscillating wavemaker head would be negligible. A sloping synthetic horsehair beach at the end of the tank prevented excessive wave reflections back into the facility.
Wave amplitudes were measured using two ultrasonic internal wave gages identical to those described by Michallet and Barthelemy. 30 Typically two gages were used, and repeated experimental runs were used to measure the spatial variation of wave amplitudes. The wave height data was acquired with a personal computer equipped with a data acquisition board and the wave heights were extracted using digital Fourier transforms. Immediately following each experimental run, the interfacial gages were sometimes recalibrated because the interface thickened slightly over 5 min. The wave gage error associated with the changing interfacial conditions, electronic noise, and instrument drift, is estimated as 0.2 mm for the experiments. Following this postrun gage calibration, the interface was resharpened, the upper and lower layers were augmented with additional fluid, the probes were moved to another location, and another experimental run was done. Results from different experiments showed that the results were very repeatable in spite of the repeated sharpening and refilling associated with maintaining the stratification over many experimental runs. Two main sets of experiments were performed. For the first set of experiments, sidewalls were placed in the facility to create a contracting channel, in order to test the widthdependent damping rates and the competing effects of channel contraction. For these experiments, simple constantamplitude, monochromatic wave trains were generated with the wavemaker. The second set of experiments were conducted in the full-width facility. For these experiments, a polychromatic signal was generated in order to test the application of the theory to nonmonochromatic wave signals, and to demonstrate a technique for generating a desired amplitude spectrum in spite of the viscous damping effects. The polychromatic signal was generated by the wavemaker such that a uniform amplitude spectrum was created at a set location downstream of the wavemaker, by measuring and implementing the frequency response of the wave-wavemaker system. The spatial decay of that spectrum was then measured downstream using the wave gages, and the results were compared to the expected decay under the assumption of linearity. The results of both sets of experiments will now be described.
A. Gradually contracting channel experiments
For the first set of experiments, sidewalls were installed into the wave tank in order to have a gradually varying channel cross section. Monochromatic sinusoids of constant amplitude were generated with the wavemaker, and wave gages were used to record the wave amplitudes at different locations along the contracting channel. Each experimental run lasted 5 min, which was sufficiently long to give good spectral resolution for the O͑10 −1 ͒ Hz waves. The sidewalls were constructed to have an initial contracting section that contracted the channel from the full width of W =30 cm to W = 9 cm over a length of 137 cm, followed by a constantwidth section, and finally a small expansion section just before the horsehair beach. This corresponds to a nondimensional channel width range of b / h 2 = 0.3-1.0. Table I lists the experimental parameters for the contracting channel experiments. Three different frequencies were used in the contracting channel experiments; all three cases have kh 1 , kh 2 Ͼ and the waves are therefore deep relative to both fluid layers.
A typical wave gage record from the contracting channel experiments is shown in Fig. 5 . A slight, barely detectable low-frequency modulation is observed in the wave gage data; this is the lowest horizontal mode standing wave associated with the wavemaker startup transient. The spectra show this seiche as having f = 0.017 Hz, which is close to the expected seiche frequency of f Ϸ͑2L / ͱ gЈh 1 h 2 / h 1 + h 2 ͒ −1 = 0.022 Hz, where L is the effective tank length ͑the spectral resolution is ⌬f = 0.003 Hz͒. Figure 6͑a͒ shows the measured amplitude decay from two low-ka experiments having kh 2 = 3.2 ͑X24a, X25a͒. The initial decay in the wave data near x / h 2 = 1 is associated with the standing wave attached to the wavemaker. Upon close examination, one can see that the apparent scatter in the data for x / h 2 Ͼ 4.5 is coherent, and appears to be a standing wave pattern. The observed peak-to-peak amplitude spatial scale is ⌬x / h 2 Ϸ 1, which corresponds nearly exactly with the expected spatial scale of the standing wave of ⌬x = /2, or ⌬x / h 2 = / kh 2 Ϸ 1.
Also shown in Fig. 6͑a͒ is the solution to the wave evolution equation for a contracting channel ͑20͒. The solution has been obtained by numerically solving ͑20͒ with the same experimental parameters and channel geometry used to calculate the decay rates. Figure 6͑b͒ shows the spatial variation, for the same experimental conditions, of the individual decay rates calculated in the numerical solution. Also shown are the absolute magnitudes of the growth and decay terms associated, respectively, with the contracting and weakly expanding sections of the channel. The channel width variation has been converted into an equivalent growth/decay rate ͉͑db / dx͒ / b 0 ͉ via the gradually changing channel approximation ͑21͒.
Given the scatter in the data associated with the standing wave pattern, the agreement between the measured wave evolution and that predicted by the theory is very good. As can be seen from Fig. 6͑b͒ , the variation in channel width dominates the viscous decay terms in both the contracting and the weakly expanding section of the channel, and thus the kh 2 = 3.2 experiments only provide partial validation of the theoretical damping rates ͑derived in Sec. II͒, for the sidewall damping term that is nearly of the same magnitude as the channel-induced amplitude decay for x / h 2 Ͼ 6. If anything, the theory overpredicts the wave damping provided by both viscosity and the channel expansion, which could be a consequence of errors in the measured channel expansion, which was expanding only very weakly, though still enough to dominate the other decay mechanisms. Figure 7 shows the measured and theoretical decay for the case kh 2 = 5.1, which shows a similar aberration in the measured decaying amplitudes near x / h 2 =8-9, suggesting that the change in the wave decay rate there is due to slight changes in the channel geometry for that region. A final note regarding the slight discrepancy is that, for all cases, the theory slightly underpredicts the maximum wave amplitude associated with the contraction, perhaps due to the abrupt transition there, which causes a slight shift in all of the data for x / h 2 Ͼ 5. While the theory slightly underpredicts the amplitude for this region, the rate of amplitude decay is seen to agree quite well.
The kh 2 = 7.7 case, shown in Fig. 8 , provides good validation of the theoretical damping rate for this case. Figure  8͑a͒ shows good agreement between the theory and the data, which validates the sidewall damping term under these conditions, for which no sidewall turbulence was observed. Figure 8͑b͒ shows that for this kh 2 = 7.7 case, in contrast to the kh 2 = 3.2 case, the anomalous channel expansion does not dominate the wave decay for x / h 2 Ͼ 6. The standing wave 
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pattern is also not seen in the kh 2 = 7.7 data, which is either a consequence of the coarser spatial coverage of the measurements, or the higher wave number, which should be more effectively damped by the horsehair beach. The good agreement for the decaying portion of the data also seems to confirm that the slight theoretical overprediction of the damping for the kh 2 = 3.2 case was indeed due to imprecise quantification of the channel geometry for that section. The final experimental case, kh 2 = 3.2, ka max = 0.34, was chosen so that the sidewall boundary layers would be turbulent. This was indeed the case. For this experiment, mild turbulence was observed in the channel contraction, while severe sidewall turbulence was observed in most of the narrow portion of the channel. The turbulent boundary layers could be seen when the waves were viewed from above the tank, and they appeared as index of refraction fluctuations at the sidewalls, organized in thin, 1 -2 cm thick boundary layers that oscillated back and forth along the sidewalls. For these experiments, the turbulence remained localized to these boundary layers, apparently in an oscillatory steady state. Figure 9 shows the measured amplitude variation in the channel for the kh 2 = 3.2, ka max = 0.34 case, plotted with the prediction from the linear theory. Aside from the anomalous region near x / h 2 Ϸ 8 -9, which is almost certainly an artifact of imperfections in the contraction as it appears in all the data sets, the linear theory underpredicts the observed decay rate by about 40%. For this case, kh 2 = 3.2, from Fig. 6͑b͒ one can see that sidewall friction should dominate the decay processes. It is thought that the failure of the theory for this case is due to the excessive damping caused by the energized turbulent boundary layers.
The turbulent sidewall boundary layer in this case is not a simple oscillatory Stokes boundary layer, as is the case for a turbulent wave bottom boundary layer. The flow is a complicated scrubbing motion at the sidewall near the interface, where particle orbits are two-dimensional. The internal wave sidewall boundary layer here has the additional complication of the stratified density interface. One cannot speculate a priori whether the stratification at the interface would be stabilizing, as stable stratification usually is to turbulence, or destabilizing, by permitting another mode of instability. From dimensional considerations, the dynamics of the sidewall boundary layer near the interface should be governed in part by the stratification strength / N 0 and a sidewall Reynolds number R S ϵ u max / Ϸ a 2 / Ϸ Re k ͑ka͒ 2 / 2. The sidewall Reynolds number is here defined similarly to the usual bottom Reynolds number for surface waves that determines whether the bottom boundary layer under a wave is turbulent or laminar. Here the maximum near-wall potential flow velocity u max and the orbital excursion are simplified for deep layers to u max Ϸ a and Ϸ a. The transition to turbulence for a given / N 0 should be set by a threshold value of R S . Thus, as no turbulence was observed for the kh 2 = 3.2, ka max = 0.17 case ͑R S = 160-200͒, but was observed for the kh 2 = 3.2, ka max = 0.34 case ͑R S = 820͒, the threshold for sidewall turbulence for / N 0 = 0.24 seems to be in the range R S = 200-800. No more systematic study was done regarding the transition to turbulence of the sidewall boundary layers, owing to the large parameter space associated with the experiments. We make some remarks regarding nonlinear internal wave damping in our conclusions.
B. Polychromatic "spectral… wave trains
In addition to the experiments on monochromatic wave trains in contracting and constant-width channels ͑Sec. III A͒, the spectral decay of polychromatic wave trains was also investigated. The purpose of these experiments was to test the linear theory on a wavetrain with finite spectral bandwidth, and to demonstrate the effects on such a wavetrain and a spectral generation technique that compensates for the viscous damping. For these experiments, the wavemaker was used to generate polychromatic wave trains in the full-width experimental facility, and the subsequent decay of these waves was measured downstream of the wavemaker with wave gages at fixed locations. The wavemaker forcing signal used in these experiments was a function modified from the basic form
This signal was chosen because it has a uniform, or "top-hat" amplitude spectrum with central frequency f c and bandwidth ⌬f ͓Figs. 10͑a͒ and 10͑b͔͒. The advantage of this forcing is that it allows the frequency-dependent wave decay to be easily seen as the high frequencies in the top-hat spectrum are preferentially eroded with distance downstream. Since the wave response for the wavemaker and the stratified system is not linear, 31 the frequency response of the wavemaker was empirically determined and implemented for the upstream-most wave gage location ͑x =90 cm͒ in order to generate a uniform amplitude spectrum at that location. The wavemaker frequency response was determined by forcing the wavemaker with the ideal signal ͑35͒ and measuring the interfacial distortion at the location of interest. Then the frequency response of the wavemaker at location x = x 0 is given by FIG. 9 . Viscous decay data for the ka max = 0.34, kh 2 = 3.2 case ͑turbulent sidewalls͒.
H͑f,
Here FT denotes Fourier transform; ͑x 0 , t͒ is the measured interfacial distortion at x = x 0 resulting from the wavemaker forcing g͑t͒. The frequency response H͑f , x 0 ͒ takes into account both the frequency-dependent wavemaking properties of the wavemaker as well as any frequency-dependent viscous damping that occurs upstream of the location x = x 0 . In theory, the frequency response H͑f , x 0 ͒ can be determined by measuring the response to any arbitrary forcing signal. However, nonlinearities in the system make it desirable to use a forcing signal that ͑a͒ is similar to the forcing signal that will ultimately be utilized and ͑b͒ has appreciable energy in the frequency range of the signal that will ultimately be desired. The frequency response, which is determined with wave gage measurements at the desired location, can be implemented to compute the necessary wavemaker forcing signal S͑t͒ to create the desired wave spectrum G͑f , x 0 ͒ ͑the top-hat spectrum in the present case͒ using
Here IFFT denotes the inverse Fourier transform. In practice some windowing and filtering is done to ensure smooth Fourier transforms; it is also necessary to control the maximum displacement associated with S͑t͒ to ensure that the wavemaker will still behave linearly.
For these experiments, the same density contrast ⌬ / 0 = 3.0% was used, and the frequencies chosen for the experiments were in the range f = 0.10-0.36 Hz. As for the experiments discussed in Sec. III A, the interfacial thickness between the two fluid layers was maintained at ␦ = 1.0 cm, and the layer depths were held constant at h 1 = h 2 = 28 cm. The frequency response of the wavemaker was determined for the upstream wave gage location, x = 90 cm, and Fig. 10 shows the collection of signals associated with the empirical determination of the wavemaker-wave frequency response for the present experiments. Figure 10͑a͒ shows the wavemakergenerated sinc-cosine signal ͑35͒ and associated amplitude spectrum ͑b͒; Fig. 10͑c͒ shows the measured wave gage response at x = 90 cm and Fig. 10͑d͒ gives the corresponding amplitude spectrum. Then, from ͑36͒, the frequency response is calculated from the generated ͓Fig. 10͑b͔͒ and measured ͓Fig. 10͑d͔͒ amplitude spectra. The frequency response is shown in Fig. 10͑e͒. From Fig. 10͑e͒ , it is apparent that both high and low frequencies of the signal are attenuated ͓Fig. 10͑c͔͒. Low frequencies are not effectively generated by the wavemaker, which has optimal performance generating waves with k = / D ͑D is the wavemaker cylinder diameter͒, while higher frequencies are additionally attenuated by viscous damping. 7 Figure 11 shows the measured interfacial distortions and their associated amplitude spectra at the six wave gage locations in the tank that result from the corrected forcing. Figure  11͑a͒ shows the time-varying signals in x -t space; each signal has been displaced vertically by an amount proportional to its x location. The upstream-most location, x = 90 cm, which is the location for which the frequency response was implemented, has a spectral form that closely resembles the desired top-hat spectrum. From Fig. 11͑a͒ it is apparent that the signal is dispersing, which is to be expected since the signal is comprised of dispersive components; the combination of frequencies and stratification used in the experiments corresponds to nondimensional wave numbers in the range kh 1 , kh 2 = 1.0-10.0.
Because of this dispersion and the finite duration of the forcing used in the experiments, the calculation of the amplitude spectra ͓Fig. 11͑b͔͒ required extreme care. Problems arise because while the initial forcing signal duration is 100 s, dispersion will lengthen the pulse width downstream at the gage locations. The same 100 s data subset cannot be used for a given wave gage for all of the frequency components, because the frequency components are dispersive; the use of a common 100 s portion of the data will bias the spectral measurements towards the frequencies whose arrival FIG. 10 . Wavemaker frequency response and associated signals, with temporal signals on the left, and spectra on the right. Shown is the wavemaker forcing signal ͑a͒ and associated spectrum ͑b͒, measured wave response at x =90 cm ͑c͒ and associated spectrum ͑d͒, and the computed frequency response ͑e͒.
FIG. 11
. Measured wave signals ͑a͒ and corresponding amplitude spectra ͑b͒ at six locations for the spectral decay experiment with corrected forcing.
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time most closely corresponds with the chosen subset. However, while the different frequencies comprising the packet are dispersive from each other, waves of a common frequency are not dispersive. Therefore, while the correct duration for the spectral calculation of a given frequency should remain the same as the forcing duration ͑100 s͒, it is the start and end times that must be adjusted specifically for each frequency component. A spectral computational procedure was developed to optimize the start and end times for each frequency by selecting the data subset of 100 s duration that yielded the highest spectral amplitude for a given frequency.
The results of this analysis were consistent with the dispersion properties of the system, with higher frequencies having later start and end times than the lower frequencies, which travel more quickly. Based on these calculated arrival times at the different locations, each frequency component was found to travel at its own group velocity, and these celerity measurements agreed with the analytical group velocities ͑3͒ for the different frequencies almost exactly. From Fig. 11͑b͒ , it is apparent that the effect of viscosity is to preferentially erode the energy of the higher-frequency wave components in the signal. This is consistent with the damping rates derived for the stratification and channel configuration, shown earlier in Fig. 2 ͑b / h 2 =1͒. For the wave numbers used in the experiments, kh 1 , kh 2 = 1.0-10.0, the dominant damping mechanisms are sidewall damping for the longest waves in the packet, while all mechanisms contribute to the damping of the higher frequencies. These damping rates can be applied to the spectral case in order to estimate the spectral decay. If the amplitude spectra at location x is denoted â ͑f , x͒, it can be related to the spectra at an upstream location x = x 0 via
where ␣ is the summation of the damping rates derived for the five mechanisms considered ͑24͒. This formulation neglects any nonlinearity associated with the interaction of different frequency components; the amplitudes and frequencies used in the experiments were chosen such that the individual wave steepnesses are small ͓O͑10 −1 ͒ and less͔, in hopes that the nonlinearity between different frequencies would not play an important role. Figure 12 shows the calculated spectra based on the derived damping rates and ͑37͒. Plotted also are the data from the laboratory experiments. For the calculation, the upstream-most spectrum, measured at x = 90 cm, was used to initialize the spectral decay calculations. The theory best replicates the observed decay for the lower frequencies of the spectrum, in the range f = 0.10-0.25 Hz. The decay is also fairly well predicted for the highest wave numbers, for the range f = 0.33 and higher. A large discrepancy exists between the data and the predicted decay for the frequency range f = 0.25-0.33 Hz. Particularly, a surplus of energy in excess of the predicted values is observed at the downstream locations for frequencies centered about f = 0.28 Hz, whereas a deficit ͑relative to the ideal uniform-spectrum value͒ exists at the upstream-most location for this frequency. Since the decay calculation is initialized with the upstream-most data, this causes a large discrepancy between the predicted and observed spectral amplitudes for this frequency at the downstream location; the theory underpredicts the spectral amplitudes for frequencies near f = 0.28 Hz.
While the discrepancy between the theory and observations is not surprising given that the observations show that this frequency actually gains energy ͑the viscous decay theory will only remove energy͒, the observations themselves are surprising. Few mechanisms exist to cause wave energy to increase with distance downstream of the wavemaker. The measured spectra seem to show a shifting of energy from higher to lower frequencies with distance downstream. While traditional resonant triad interactions are not possible for three lowest-mode waves, 32, 33 it is possible that another kind of nonlinear interaction between different frequency waves within the packet could explain the interactions. Consideration of the x -t diagrams for different frequency components showed that waves reflected from the horsehair beach should only affect the lowest frequencies at the upstream wave gages, for which good agreement was found with the theory. For the stratification used in the experiments, the f = 0.28 Hz frequency corresponds to an inviscid wavelength of 29.4 cm ͓using ͑2͔͒. A wavelength of 29.4 cm is very close to the width of the experimental facility ͑30.8 cm͒, and thus corresponds to the second transverse mode for the stratification, but barring reflections from the horsehair beach, no mechanism exists for the creation of this mode. It does appear from Fig. 12 that if one were to remove the excess energy observed at f = 0.28 Hz and its effect on nearby frequencies, that the shape of the spectra would much more closely match that predicted by the theory, with the exception of some of the highest-frequency data at certain gages. A final comment is that the highest frequency waves in the packet have the highest steepnesses ͓O͑ka ϳ 0.1͔͒, which could cause some discrepancy with the linear theory.
IV. SUMMARY
An effective linear theory was developed to quantify the viscous damping of progressive two-layer monochromatic internal waves in a rectangular channel. The waves examined here are assumed to be long relative to the interfacial thickness, and turbulent bottom boundary layers are not considered. The theory uses the two-layer potential flow solutions and an interpolated interfacial velocity field to represent the flow in the interior of the tank; boundary layer velocity fields were derived using the standard wave boundary layer approach for Stokes boundary layers ͑e.g., Ref. 24͒. The wave damping rates associated with these velocity fields were calculated. The derived damping rates account for friction provided by the bottom, sidewall, and interfacial boundary layers, as well as the internal dissipation due to the wave velocity field within the homogeneous fluid layers.
The calculated damping rates were examined for laboratory-scale progressive internal waves. The results can be phrased in terms of the upper layer Reynolds number, Re h 2 , the channel width to layer depth ratio b / h 2 , the nondimensional interfacial thickness ␦ / h 2 , and the wave number kh 2 . The total wave damping rate, phrased as the normalized decay rate ␣h 2 , was found to increase for higher wave number. All damping mechanisms except for the bottom boundary layer damping were found to increase with increasing wave number. For the most common laboratory configurations, sidewall damping was shown to be the most dominant mechanism, followed by the damping associated with the strong interfacial shear provided by the wave.
In order to reduce the sidewall damping below the level due to the interfacial shear associated with the wave, it was found that a nondimensional tank width of b / h 2 Ͼ 3.3 ͑about 1 m͒ was required for the stratification and layer depths used in the experiments. For other experimental configurations, the derived damping rates can be used to design a facility where sidewall damping will not play a dominant role in the wave energetics. Additionally, the overall damping rate dependence on layer Reynolds number was presented to allow for use in situations with vastly differing scales on account of enhanced turbulent viscosity or layer heights. As expected, lower Reynolds number cases have larger absolute damping rates.
Laboratory experiments were conducted to test the derived damping rates. Two types of experiments were conducted. In the first experiments, monochromatic interfacial wave trains of constant amplitude were forced through a gradually contracting channel. Interfacial wave records were obtained at fixed locations in the tank using ultrasonic wave gages. The amplitude spectra of these wave records were used to calculate wave amplitudes at the fixed locations, providing a record of the spatial decay of waves in the channel. The derived nonlinear equation for the spatial wave amplitude evolution was solved numerically using the derived damping rates and channel geometry, and these results were compared to the observed wave decay.
The experimental data for the first set of experiments showed very good agreement with the linear theory for cases when the sidewall boundary layers were not observed to be turbulent. For the cases showing good agreement, sidewall dissipation was the dominant mechanism, and thus the experiments serve primarily to verify the validity of this term under laminar sidewall conditions. A single experiment, for which the sidewall boundary layers were turbulent by design, showed poor agreement with the linear theory. In this case, the theory underpredicted the observed damping rate, which is no doubt due to the additional energy lost to the sidewall boundary layers through turbulent processes. It is hypothesized that the sidewall Reynolds number associated with the wave interface R S ϵ u max / and the relative stratification strength / N 0 will control the sidewall boundary layer transition to turbulence. For the turbulent sidewall experiment, it was found that the sidewall wave boundary layer became turbulent for 200Ͻ R S Ͻ 800. No effort was made to modify the theory for the turbulent cases, and additional empirical work will be needed to better quantify the damping associated with the sidewall boundary layers if laboratory experiments on internal waves are to be used for the analysis of the overall energetics associated with nonlinear internal waves. Given the ongoing interest in the mixing caused by nonlinear internal waves, it would be desirable to extend our analysis to nonlinear waves, for which the damping depends additionally on the wave amplitude. Our analysis has shown that sidewall damping is the dominant damping mechanism for most laboratory cases, and it is likely that this is also the case for nonlinear waves. Therefore, it would be desirable to perform a set of experiments aimed at providing empirically derived damping rates for large-amplitude internal waves in laboratory facilities. This is also the case for nonlinear long waves, including internal solitary waves, which are the subject of many current field, numerical, and laboratory studies.
The second set of experiments involved the creation of a polychromatic wave train in a uniform rectangular channel. For this case, the spectral decay of the wave signal was measured with distance downstream. It was assumed that the polychromatic wave train behaved linearly, with all spectral components decaying according to the monochromatic decay assumed in the theoretical derivation. The wavemaker forcing was adjusted using the measured wavemaker frequency response to create a nearly uniform amplitude spectrum at the upstream-most wave gage location. The spectral decay showed that higher-wave-number components of the signal were eroded preferentially, as expected, and the results of this decay were compared the computed spectral decay from the linear theory. These results showed good agreement for the lower wave numbers in the signal, but showed disagreement for higher frequencies. The reason for this discrepancy is not well understood; a possible explanation is the occurrence of nonlinear interactions between waves within the wave packet. The highest wave numbers in the signal showed fair agreement with the expected damping.
Given the recent interest in nonlinear internal wave interactions with topography and the use of laboratory experiments to examine this process, more work is necessary to extend our work to both solitary internal waves and cases where the sidewall and bottom wave boundary layers are turbulent. An empirical friction factor-type approach may be necessary to quantify turbulent bottom and sidewall boundary layers associated with internal waves. While bottom wave boundary layer friction factors have already been developed for unstratified bottom wave boundary layers, 28 and these results can be directly applied to cases where the bottom layer is not stratified, more work is necessary to extend that approach for cases where both the bottom boundary layer is either stratified or the wave-induced sidewall boundary layers are turbulent. Until these relations are developed, care should be taken when using laboratory experiments to infer the overall energetics associated with breaking internal waves.
