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KEISLER’S ORDER VIA BOOLEAN ULTRAPOWERS
FRANCESCO PARENTE
Abstract. The purpose of this paper is to present the proofs of two results which were
announced in a previous paper [8]. More specifically, we provide a characterization of Keisler’s
order in terms of Boolean ultrapowers, and we generalize a theorem of Keisler to the context
of regular ultrafilters on 〈κ, 2〉-distributive complete Boolean algebras.
1. Introduction
In this paper we continue the work initiated in [8]. In this follow-up, we present the technical
details and the proofs of two results announced there. To keep this paper as self-contained as
possible, we recall the main concept discussed previously.
We are interested in Keisler’s order, a device to classify complete theories by looking at
saturation of ultrapowers of their models. A central notion for the study of ultrapowers is the
one of regular ultrafilter.
Definition 1.1 (Keisler [3]). Let κ be an infinite cardinal. A filter F over a set I is κ-regular iff
there exists a family {Xα | α < κ } ⊆ F such that for every infinite I ⊆ κ we have
⋂
α∈I Xα = ∅.
The starting point is the following result of Keisler, which implies that the saturation of the
regular ultrapower of a model of a complete theory does not depend on the choice of the particular
model, but only on the theory itself.
Theorem 1.2 (Keisler [5, Corollary 2.1a]). Let κ be an infinite cardinal; suppose U is a κ-regular
ultrafilter over a set I. If two L-structures M and N are elementarily equivalent, and |L| ≤ κ,
then
M
I/U is κ+-saturated ⇐⇒ NI/U is κ+-saturated.
In Section 3 we shall generalize Theorem 1.2 to the context of 〈κ, 2〉-distributive complete
Boolean algebras. We now recall the definition of Keisler’s order.
Definition 1.3. Let T1 and T2 be complete countable theories and κ a cardinal. We define
T1 Eκ T2 iff for every κ-regular ultrafilter U over κ and models M1 |= T1, M2 |= T2, if M2
κ/U
is κ+-saturated then M1
κ/U is κ+-saturated.
Keisler’s order is then defined as follows:
T1 E T2
def
⇐⇒ ∀κ(T1 Eκ T2).
In Section 2, the main result of this paper will provide a characterization of Keisler’s order
in terms of saturation of Boolean ultrapowers. Namely, using a suitable notion of regularity for
ultrafilters on complete Boolean algebras, we can equivalently use Boolean ultrapowers instead
of ultrapowers, and still obtain exactly the same classification of theories as Keisler’s order.
This work is part of my PhD project at the University of East Anglia. I would like to thank my supervisors
Mirna Džamonja and David Asperó for their invaluable advice and guidance. I wish to express my gratitude also
to Maryanthe Malliaris for her encouragement and support, in particular during a very productive research visit
to the University of Chicago.
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The results of this paper were presented for the first time at the Logic Colloquium 2017 in
Stockholm, and were announced in a previous paper [8]. We present the proofs here for the
first time. Ulrich [11] obtained similar results using Boolean-valued models, but our work is
completely independent.
2. A characterization of Keisler’s order via Boolean ultrapowers
Let us introduce some useful terminology. Let B be a complete Boolean algebra and A, W
two maximal antichains of B; we say that W is a refinement of A if for every w ∈W there exists
a ∈ A such that w ≤ a. Note that finitely many maximal antichains always admit a common
refinement. Given a cardinal κ, we say that B is 〈κ, 2〉-distributive if every family of κ maximal
antichains of B, each of cardinality at most 2, admits a common refinement.
Also, if x ∈ B and A is a maximal antichain of B, we say that x is based on A if for every
a ∈ A either a ≤ x or a ∧ x = 0.
A final remark on notation: when we introduce a formula as ϕ(x), we mean that x is a finite
tuple of variables including the ones appearing free in ϕ. If we then write ϕ(a), we shall implicitly
assume that a is a finite tuple of parameters of the same length as the tuple x. By abuse of
notation, tuples of functions will be sometimes treated as single functions, with the convention
that if τ = 〈τ1, . . . , τn〉, then τ (a) = 〈τ1(a), . . . , τn(a)〉.
The following lemma is very simple but will be useful later on.
Lemma 2.1. Let B be a Boolean algebra, A ⊂ B a maximal antichain, and x ∈ B. Suppose that
x is based on A. Then, for any b ∈ B the following conditions are equivalent:
• x ≤ b;
• for every a ∈ A, if a ≤ x then a ≤ b.
Proof. If x  b, then there exists a ∈ A such that a ∧ x ∧ ¬b > 0. Since x is based on A, we
obtain a ≤ x; on the other hand, clearly a  b. The other implication is obvious. 
We have previously analysed and compared two notions of regularity for filters on complete
Boolean algebras. We just recall the definitions and refer the reader to [8] for further details.
Definition 2.2. Let B be a complete Boolean algebra and κ an infinite cardinal. We say that
an filter F on B is κ-regular iff there exist a family { xα | α < κ } ⊆ F and a maximal antichain
A ⊂ B such that:
• for every α < κ, xα is based on A;
• for every a ∈ A, the set { α < κ | a ≤ xα } is finite.
Definition 2.3. Let B be a complete Boolean algebra and κ an infinite cardinal. We say that
a filter F on B is κ-quasiregular iff there exists a family { xα | α < κ } ⊆ F such that for every
infinite I ⊆ κ we have
∧
α∈I xα = 0.
Next, we present the notions of goodness and morality, which both require some preliminary
definitions.
Definition 2.4. Let κ be a cardinal, B a Boolean algebra, and f : [κ]<ℵ0 → B \ {0}.
• f is monotonically decreasing iff for all S, T ∈ [κ]<ℵ0 , S ⊆ T implies f(T ) ≤ f(S).
• f is multiplicative iff for all S, T ∈ [κ]<ℵ0 , f(S ∪ T ) = f(S) ∧ f(T ).
Note that every multiplicative function is monotonically decreasing. The connection between
multiplicativity and regularity is highlighted by the next lemma. The idea of our proof is already
implicit in the proof of Mansfield [7, Theorem 4.1]
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Lemma 2.5. Let κ be a cardinal, and B a complete Boolean algebra. Suppose g : [κ]<ℵ0 → B\{0}
is a multiplicative function with the property that
(1)
∧{∨
g
[
[κ]n
] ∣∣∣ n < ω } = 0.
Then there is a maximal antichain A ⊂ B such that:
• for every α < κ, g({α}) is based on A;
• for every a ∈ A, the set { α < κ | a ≤ g({α}) } is finite.
Proof. Without loss of generality, we may assume that g(∅) = 1. LetD be the set of all d ∈ B\{0}
such that for every α < κ, either d ≤ g({α}) or d∧g({α}) = 0, and the set { α < κ | d ≤ g({α}) }
is finite. We will show that D is dense, so that every maximal antichain A ⊆ D will have the
desired property.
Let b ∈ B \ {0}; we need to find some d ∈ D such that d ≤ b. For every n < ω, let
cn =
∨
g
[
[κ]
n]
.
It is easy to verify that c0 = g(∅) = 1. Furthermore, cn+1 ≤ cn for all n < ω, and by hypothesis∧
n<ω cn = 0. It follows that there exists some i < ω such that b∧ ci ∧¬ci+1 > 0. Therefore, by
definition of ci, there exists S ∈ [κ]
i such that
d = b ∧ g(S) ∧ ¬ci+1 > 0.
Clearly d ≤ b, so we will conclude the proof by showing that d ∈ D. For every α < κ, if α ∈ S
then
d = b ∧ g(S) ∧ ¬ci+1 ≤ g(S) ≤ g({α});
otherwise, if α /∈ S, then by the multiplicativity of g
d ∧ g({α}) = b ∧ g(S) ∧ g({α}) ∧ ¬ci+1 = b ∧ g(S ∪ {α}) ∧ ¬ci+1 ≤ b ∧ ci+1 ∧ ¬ci+1 = 0.
Therefore d ∈ D, as desired. 
We are ready to introduce the notion of goodness for filters over sets, due to Keisler.
Definition 2.6 (Keisler [2]). Let λ be an infinite cardinal. A filter F over a set I is λ-good
iff for every κ < λ and every monotonically decreasing function f : [κ]
<ℵ0 → F , there exists a
multiplicative function g : [κ]
<ℵ0 → F with the property that g(S) ⊆ f(S) for all S ∈ [κ]<ℵ0 .
The concept of morality can be thought as a “local” version of goodness. Namely, we do not
require to be able to refine all monotonically decreasing functions, but just those relative to some
theory T . The meaning of “relative to T ” is made precise in the definition of possibility.
Definition 2.7. Let κ be a cardinal, B a complete Boolean algebra, T a complete countable
theory, and ϕ = 〈ϕα(x,yα) |α < κ 〉 a sequence of formulae in the language of T .
A 〈κ,B, T, ϕ〉-possibility is a monotonically decreasing function f : [κ]<ℵ0 → B\{0} such that:
for all S∗ ∈ [κ]
<ℵ0 and a ∈ B \ {0} which satisfy:
• for every S ⊆ S∗ either a ≤ f(S) or a ∧ f(S) = 0,
• S∗ ⊆ { α < κ | a ≤ f({α}) },
there exist a model M |= T and { bα | α ∈ S∗ } in M such that for all S ⊆ S∗
(2) a ≤ f(S) ⇐⇒ M |= ∃x
∧
α∈S
ϕα(x, bα).
4 FRANCESCO PARENTE
Definition 2.8 (Malliaris and Shelah [6]). Let κ be a cardinal, B a complete Boolean algebra,
and T a complete countable theory. An ultrafilter U on B is 〈κ,B, T 〉-moral iff for every sequence
of formulae ϕ = 〈ϕα(x,yα) |α < κ 〉 and every 〈κ,B, T, ϕ〉-possibility f : [κ]
<ℵ0 → U , there exists
a multiplicative function g : [κ]
<ℵ0 → U with the property that g(S) ≤ f(S) for all S ∈ [κ]<ℵ0 .
Moral ultrafilters have played a crucial role in the study of Keisler’s order, due to Malliaris
and Shelah’s technique of “separation of variables”, which shows that a problem of saturation
can be translated to a problem of morality via a surjective homomorphism.
Theorem 2.9 (Malliaris and Shelah [6, Theorem 6.13]). Let B be a complete Boolean algebra,
and κ an infinite cardinal. Suppose j : P(κ)→ B is a surjective homomorphism with the property
that j−1[{1}] is a κ-regular κ+-good filter over κ. Let U be any ultrafilter on B. Then, for a
complete countable theory T the following conditions are equivalent:
• U is 〈κ,B, T 〉-moral;
• for a model M |= T , the ultrapower Mκ/j−1[U ] is κ+-saturated.
Note that, since j−1[{1}] is a κ-regular filter and j−1[{1}] ⊆ j−1[U ], then j−1[U ] is a κ-regular
ultrafilter over κ.
The next result, usually referred to as the “existence theorem”, shows that, under some con-
ditions on the Boolean algebra B, a surjective homomorphism as in Theorem 2.9 does indeed
exist.
Theorem 2.10 (Malliaris and Shelah [6, Theorem 8.1]). If B is κ+-c.c. complete Boolean algebra
of cardinality ≤ 2κ, then there is a surjective homomorphism j : P(κ)→ B such that j−1[{1}] is
a κ-regular κ+-good filter over κ.
We now move on to present our main result. First of all, we introduce a very natural concept
of saturation for ultrafilters on complete Boolean algebras.
Definition 2.11. Let λ be a cardinal and B a complete Boolean algebra. Suppose U is an
ultrafilter on B; we say that U λ-saturates a complete theory T iff for every λ-saturated model
M |= T , the Boolean ultrapower M[B]/U is λ-saturated.
Shelah [10, Claim 3.4] has first established a connection between morality and saturation of
Boolean ultrapowers. However, his result is framed in the context of atomic saturation in the
infinitary logic Lθ,θ, and only the powerset case B = P(I) is proved explicitly. In our next
proposition we present a detailed explanation of the equivalence.
Proposition 2.12. Let κ be an infinite cardinal, B a complete Boolean algebra, and U a κ-
regular ultrafilter on B. Then, for a complete countable theory T the following conditions are
equivalent:
• U is 〈κ,B, T 〉-moral;
• U κ+-saturates T .
Proof. Let the family { xα | α < κ } ⊆ U and the maximal antichain A ⊂ B witness the κ-
regularity of U . In particular, for every b ∈ B \ {0} the set S(b) = { α < κ | b ≤ xα } is finite.
Suppose U is 〈κ,B, T 〉-moral. Let M be a model of T and
p(x) = { ϕα(x, [τα]U ) | α < κ }
be a 1-type in M[B]/U . We will show that p(x) is realized in M[B]/U .
By Łoś Theorem, for every S ∈ [κ]<ℵ0 we havet
∃x
∧
α∈S
ϕα(x, τα)
|M
∈ U.
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This allows us to define a monotonically decreasing function f : [κ]
<ℵ0 → U by letting for every
S ∈ [κ]<ℵ0
f(S) =
t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
xα.
Let ϕ = 〈ϕα(x,yα) |α < κ 〉, where each yα is a new tuple of variables of the same length as τα;
we aim to show that f is a 〈κ,B, T, ϕ〉-possibility. Let S∗ ∈ [κ]
<ℵ0 and a ∈ B \ {0} be fixed, and
assume that
• for every S ⊆ S∗ either a ≤ f(S) or a ∧ f(S) = 0,
• S∗ ⊆ { α < κ | a ≤ f({α}) }.
Let D be a common refinement of the finitely many maximal antichains { dom(τα) | α ∈ S∗ }.
Then we can find d ∈ D such that d ∧ a > 0. We will show that if we take bα = τα(d), then (2)
is satisfied. Let S ⊆ S∗; if a ≤ f(S), then 0 < d ∧ f(S) ≤ d ∧
q
∃x
∧
α∈S ϕα(x, τα)
yM
, therefore
(3) M |= ∃x
∧
α∈S
ϕα(x, τα(d)).
Conversely, if (3) holds then d ≤
q
∃x
∧
α∈S ϕα(x, τα)
yM
and therefore
a ∧
t
∃x
∧
α∈S
ϕα(x, τα)
|M
> 0.
From the second assumption above we have a ≤
∧
α∈S∗
xα ≤
∧
α∈S xα, so we deduce a∧f(S) > 0
and finally, from the first assumption above, a ≤ f(S). This concludes the proof that f is a
〈κ,B, T, ϕ〉-possibility.
Since we are assuming that U is 〈κ,B, T 〉-moral, there exists a multiplicative function g : [κ]<ℵ0 →
U with the property that g(S) ≤ f(S) for all S ∈ [κ]<ℵ0 . We wish to show that g satisfies (1).
Suppose not; then there exists some a ∈ A such that
a ∧
∧{∨
g
[
[κ]n
] ∣∣∣ n < ω } > 0,
hence for every n < ω there exists some S ∈ [κ]n such that
0 < a ∧ g(S) ≤ a ∧ f(S) ≤ a ∧
∧
α∈S
xα,
but this contradicts our regularity assumption that S(a) is finite. This proves that g satisfies (1).
Consequently, we may apply Lemma 2.5 to find a maximal antichain W ⊂ B such that:
• for every α < κ, g({α}) is based on W ;
• for every w ∈W , the set T (w) = { α < κ | w ≤ g({α}) } is finite.
For each w ∈ W , use fullness of the Boolean-valued model M[B] to choose a name τw ∈ M [B]
such that uv∃x ∧
α∈T (w)
ϕα(x, τα)
}~M =
uv ∧
α∈T (w)
ϕα(τw , τα)
}~M.
Finally, let τ ∈M [B] be such that for all w ∈ W , w ≤ Jτ = τwKM. We will show that [τ ]U realizes
the type p(x) in M[B]/U .
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For every w ∈ W , by multiplicativity of g we have
w ≤
∧
α∈T (w)
g({α}) = g(T (w)) ≤ f(T (w)) ≤
uv∃x ∧
α∈T (w)
ϕα(x, τα)
}~M =
uv ∧
α∈T (w)
ϕα(τw, τα)
}~M,
whence
w ≤
uv ∧
α∈T (w)
ϕα(τw , τα)
}~M ∧ Jτ = τwKM ≤
uv ∧
α∈T (w)
ϕα(τ, τα)
}~M.
If follows that for every α < κJϕα(τ, τα)KM ≥∨{ w ∈ W | α ∈ T (w) } = { w ∈ W | w ≤ g({α}) } = g({α}) ∈ U,
thus showing that Jϕα(τ, τα)KM ∈ U . This completes the proof that M[B]/U is κ+-saturated.
For the other implication, suppose that U κ+-saturates T . Let ϕ = 〈ϕα(x,yα) |α < κ 〉 be
a sequence of formulae; for a 〈κ,B, T, ϕ〉-possibility f : [κ]<ℵ0 → U we will find a multiplicative
function g : [κ]
<ℵ0 → U with the property that g(S) ≤ f(S) for all S ∈ [κ]<ℵ0 .
Claim 1. There exists a refinement W of A with the property that for every w ∈ W and every
S ⊆ S(w) either w ≤ f(S) or w ∧ f(S) = 0.
Proof of Claim 1. Let D be the set of all d ∈ B\{0} which are below some element of A, and such
that for every S ⊆ S(d) either d ≤ f(S) or d∧ f(S) = 0. It is sufficient to show that D is dense,
but this follows immediately from the fact that each S(d) is finite. Indeed, take b ∈ B\ {0}; then
there exists some a ∈ A such that a ∧ b > 0. Now let U be a common refinement of the finitely
many maximal antichains {f(S),¬f(S)} for S ⊆ S(a∧ b). Let u ∈ U be such that u∧ a∧ b > 0;
then it is clear that d = u ∧ a ∧ b is such that d ≤ b and d ∈ D. 
Now, for each a ∈ W let
S∗(a) = { α ∈ S(a) | a ≤ f({α}) },
and note that:
• for every S ⊆ S∗(a) either a ≤ f(S) or a ∧ f(S) = 0;
• S∗(a) ⊆ { α < κ | a ≤ f({α}) }.
Since f is a 〈κ,B, T, ϕ〉-possibility, for each a ∈W there exist a model Ma |= T and parameters
{ bα(a) | α ∈ S∗(a) } in Ma such that for all S ⊆ S∗(a)
(4) a ≤ f(S) ⇐⇒ Ma |= ∃x
∧
α∈S
ϕα(x, bα(a)).
Now let M be a κ+-saturated model of T .
Claim 2. For every a ∈ W there exists a sequence 〈 τα(a) |α < κ 〉 in M such that for every
S ⊆ S∗(a)
a ≤ f(S) ⇐⇒ M |= ∃x
∧
α∈S
ϕα(x, τα(a)).
Proof of Claim 2. Let us fix a ∈W . We define
Γ(a) =
{
∃x
∧
α∈S
ϕα(x,yα)
∣∣∣∣∣ a ≤ f(S)
}
∪
{
¬∃x
∧
α∈S
ϕα(x,yα)
∣∣∣∣∣ a ∧ f(S) = 0
}
.
Let y be the finite tuple made of all the yα’s appearing in Γ(a). Then (4) implies that Ma |=
∃y
∧
Γ(a), butMa ≡M by completeness of T , thereforeM |= ∃y
∧
Γ(a). This allows us to define
τα(a) in M for every α ∈ S∗(a). Otherwise, if α /∈ S∗(a), we can define τα(a) arbitrarily. 
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Now, we aim to prove that
p(x) = { ϕα(x, [τα]U ) | α < κ }
is a type in M[B]/U . To do so, we will show that for each S ∈ [κ]<ℵ0
(5)
t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
(
f({α}) ∧ xα
)
= f(S) ∧
∧
α∈S
xα ∈ U
and then conclude using Łoś Theorem. First of all, note that both sides of (5) are based on W ,
due to our choice of W in Claim 1. Hence,t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
(
f({α}) ∧ xα
)
=
∨{
a ∈W
∣∣∣∣∣M |= ∃x
∧
α∈S
ϕα(x, τα(a))
}
∧
∧
α∈S
(
f({α}) ∧ xα
)
=
∨{
a ∧
∧
α∈S
(
f({α}) ∧ xα
) ∣∣∣∣∣ a ∈W, M |= ∃x
∧
α∈S
ϕα(x, τα(a))
}
=
∨{
a ∈ W
∣∣∣∣∣ a ≤
∧
α∈S
(
f({α}) ∧ xα
)
, M |= ∃x
∧
α∈S
ϕα(x, τα(a))
}
=
∨{
a ∈ W
∣∣∣∣∣ S ⊆ S∗(a), M |= ∃x
∧
α∈S
ϕα(x, τα(a))
}
=
∨{
a ∈W
∣∣∣∣∣ a ≤ f(S) ∧
∧
α∈S
xα
}
= f(S) ∧
∧
α∈S
xα.
thus showing, in particular, that p(x) is a type in M[B]/U .
Since we are assuming that U κ+-saturates T , let τ ∈M [B] be a name such that [τ ]U realizes
p(x) in M[B]/U . We define a function g : [κ]
<ℵ0 → U as follows: for S ∈ [κ]<ℵ0 ,
g(S) =
∧
α∈S
(Jϕα(τ, τα)KM ∧ f({α}) ∧ xα).
Then clearly g is multiplicative and, for every S ∈ [κ]<ℵ0 , we can apply (5) to obtain
g(S) =
t∧
α∈S
ϕα(τ, τα)
|M
∧
∧
α∈S
(
f({α})∧xα
)
≤
t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
(
f({α})∧xα
)
≤ f(S).
This completes the proof that U is 〈κ,B, T 〉-moral. 
As a consequence of Proposition 2.12, we obtain the following corollary, which answers a
question of Benda [1].
Corollary 2.13. Let κ be an infinite cardinal, and U an ultrafilter on a complete Boolean algebra
B. If for every L-structure M, with |L| ≤ κ, the Boolean ultrapower M[B]/U is κ+-saturated,
then U is ℵ1-incomplete and κ+-good.
Proof. Since every κ+-saturated structure is κ+-universal, we obtain immediately by our result [8,
Theorem 3.20] that U is κ-regular and, in particular, ℵ1-incomplete.
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Now let f : [κ]
<ℵ0 → U be a monotonically decreasing function. We use the idea of Keisler [4,
Theorem 3.1], which appears more explicitly in Shelah [9, Chapter VI, Theorem 2.2]. Let
M =
〈
[κ]<ℵ0 ,⊆, P
〉
,
where P is a unary predicate interpreted as PM(S) ⇐⇒ S 6= ∅. Finally, let T = Th(M).
We have already observed that U is κ-regular; furthermore U κ+-saturates T by our assump-
tion, hence U is 〈κ,B, T 〉-moral by Proposition 2.12. We conclude the proof by showing that f is
a 〈κ,B, T, ϕ〉-possibility for some ϕ; this will guarantee the existence of a multiplicative function
g : [κ]
<ℵ0 → U refining f .
To do so, for every S∗ ∈ [κ]
<ℵ0 and a ∈ B \ {0} which satisfy:
• for every S ⊆ S∗ either a ≤ f(S) or a ∧ f(S) = 0,
• S∗ ⊆ { α < κ | a ≤ f({α}) },
we will find { bα | α ∈ S∗ } in [κ]
<ℵ0 such that for all S ⊆ S∗
(6) a ≤ f(S) ⇐⇒ M |= ∃x
∧
α∈S
(
P (x) ∧ x ⊆ bα
)
.
Note that the right-hand side of (6) is just saying that
⋂
α∈S bα 6= ∅. The bα’s can be found
easily since S∗ is finite: indeed, let
σ = { S ⊆ S∗ | a ≤ f(S) }.
The set σ is finite and nonempty, because for every α ∈ S∗ we have {α} ∈ σ. So let us enumerate
it as σ = {S0, . . . , Sn−1} for some 0 < n < ω. We now define for each α ∈ S∗
bα = { i < n | α ∈ Si }.
By definition, for each S ⊆ S∗ and every i < n we have
i ∈
⋂
α∈S
bα ⇐⇒ S ⊆ Si.
This implies (6), for if a ≤ f(S) then S = Si for some i < n and therefore i ∈
⋂
α∈S bα.
Conversely, if i ∈
⋂
α∈S bα for some i < n, then S ⊆ Si and therefore a ≤ f(Si) ≤ f(S) since f
is monotonically decreasing. This completes the proof. 
We now prove our main result, which follows from Proposition 2.12 and Malliaris and Shelah’s
technique of separation of variables.
Theorem 2.14. Let κ be an infinite cardinal and T1, T2 complete countable theories. Then the
following are equivalent:
• T1 Eκ T2;
• for every κ+-c.c. complete Boolean algebra B of cardinality ≤ 2κ, and every κ-regular
ultrafilter U on B, if U κ+-saturates T2 then U κ+-saturates T1.
Proof. Suppose that T1 Eκ T2. Let B be a κ+-c.c. complete Boolean algebra with |B| ≤ 2κ, and
let U be a κ-regular ultrafilter on B which κ+-saturates T2. By Proposition 2.12, we know that
U is 〈κ,B, T2〉-moral.
By Theorem 2.10, there exists a surjective homomorphism j : P(κ) → B such that j−1[{1}]
is a κ-regular κ+-good filter over κ. Therefore, j−1[U ] is a κ-regular ultrafilter over κ, which
κ+-saturates T2 by Theorem 2.9. But T1 Eκ T2, therefore j
−1[U ] also κ+-saturates T1. By
Theorem 2.9 again, we conclude that U is 〈κ,B, T1〉-moral, and finally we obtain that U is
κ+-saturates T1 from Proposition 2.12.
For the reverse implication, it is sufficient to observe that P(κ) is a κ+-c.c. complete Boolean
algebra of cardinality ≤ 2κ. 
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Working independently, Ulrich [11] has obtained another formulation of Keisler’s order us-
ing Boolean-valued models. Compared to our Theorem 2.14, his characterization holds for all
ultrafilters on κ+-c.c. complete Boolean algebras, with no assumption of regularity.
3. Regularity of ultrafilters and saturation of Boolean ultrapowers
In the previous section we introduced a notion of saturation for ultrafilters on complete
Boolean algebras. Given a κ-regular ultrafilter U and a complete theory T , it is natural to
ask whether in the definition of “U κ+-saturates T ” we could equivalently require that “for some,
or every model M |= T , the Boolean ultrapower M[B]/U is κ+-saturated”. In this section we
show that, under some distributivity assumption on B, this is indeed the case. This amounts to
generalizing Theorem 1.2 to this context.
The idea of the proof is similar to Proposition 2.12. We also remark that, in his independent
work, Ulrich [11, Theorem 5.9] has proved the same result for any complete Boolean algebra B,
with no distributivity assumption.
Theorem 3.1. Let κ be an infinite cardinal. Suppose B is a 〈κ, 2〉-distributive complete Boolean
algebra and U is a κ-quasiregular ultrafilter on B. If two L-structures M and N are elementarily
equivalent, and |L| ≤ κ, then
M
[B]/U is κ+-saturated ⇐⇒ N[B]/U is κ+-saturated.
Proof. We assume that N[B]/U is κ+-saturated and we prove that M[B]/U is κ+-saturated. Let
p(x) = { ϕα(x, [τα]U ) | α < κ }
be a 1-type over some set of parameters fromM [B]/U ; our purpose is to show that p(x) is realized
in M[B]/U .
Since U is κ-quasiregular, there exists a family { xα | α < κ } ⊆ U such that for every infinite
I ⊆ κ we have
∧
α∈I xα = 0. Using 〈κ, 2〉-distributivity, we can find a maximal antichain A ⊂ B
such that:
• for every α < κ, xα is based on A;
• for every S ∈ [κ]<ℵ0 ,
q
∃x
∧
α∈S ϕα(x, τα)
yM
is based on A.
For every b ∈ B \ {0}, define S(b) = { α < κ | b ≤ xα }, and note that S(b) is finite by our
quasiregularity assumption.
Claim 3. For every a ∈ A, there exists a sequence of names 〈σaα |α < κ 〉 in N
[B] such that for
every S ⊆ S(a),
(7)
t
∃x
∧
α∈S
ϕα(x, τα)
|M
=
t
∃x
∧
α∈S
ϕα(x,σ
a
α)
|N
.
Proof of Claim 3. The proof is analogous to the proof of Claim 2. Fix a ∈ A, and let Wa be a
common refinement of
{ dom(τα) | α ∈ S(a) }.
For every α < κ, we proceed to define a name σaα : Wa → N such that (7) is satisfied. To do so,
let w ∈Wa and define
Γ(w) =
{
±∃x
∧
α∈S
ϕα(x,xα)
∣∣∣∣∣ S ⊆ S(a)
}
,
where each xα is a new tuple of variables of the same length as τα, and ±ψ(xα) means ψ if
M |= ψ(τα(w)) or ¬ψ if M |= ¬ψ(τα(w)). Let x be the finite tuple made of all the xα’s
appearing here. Then clearly M |= ∃x
∧
Γ(w), but M ≡ N, therefore N |= ∃x
∧
Γ(w). This
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allows us to define σaα(w) for every α ∈ S(a). Otherwise, if α /∈ S(a), we can define σ
a
α(w)
arbitrarily. Now it is immediate to check that the desired property holds: for every S ⊆ S(a)t
∃x
∧
α∈S
ϕα(x, τα)
|M
=
∨{
w ∈Wa
∣∣∣∣∣M |= ∃x
∧
α∈S
ϕα(x, τα(w))
}
=
∨{
w ∈ Wa
∣∣∣∣∣ N |= ∃x
∧
α∈S
ϕα(x,σ
a
α(w))
}
=
t
∃x
∧
α∈S
ϕα(x,σ
a
α)
|N
,
as desired. 
For every α < κ, use fullness to define a name σα ∈ N [B] with the property that for all a ∈ A,
a ≤ Jσα = σaαKN. We aim to show that
q(x) = { ϕα(x, [σα]U ) | α < κ }
is a type over the set of parameters { [σα]U | α < κ } ⊆ N
[B]/U .
This will be established once we prove that, for every finite subset S ⊂ κ,
(8)
t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
xα ≤
t
∃x
∧
α∈S
ϕα(x,σα)
|N
.
Indeed, since the left-hand side of (8) belongs to U , the same will be true also for the right-hand
side, thus showing that q(x) is finitely satisfiable in N[B]/U (by Łoś theorem).
Let S ⊂ κ be finite. Since the left-hand side of (8) is based on A (by our choice of A), it will
be sufficient to prove that for every a ∈ A, if a ≤
q
∃x
∧
α∈S ϕα(x, τα)
yM
∧
∧
α∈S xα then a ≤q
∃x
∧
α∈S ϕα(x,σα)
yN
and then apply Lemma 2.1. But if a ≤
q
∃x
∧
α∈S ϕα(x, τα)
yM
∧
∧
α∈S xα
then in particular S ⊆ S(a) and therefore (7) holds. Hence, putting everything together, we
obtain that
a ≤
t
∃x
∧
α∈S
ϕα(x, τα)
|M
∧
∧
α∈S
xα ∧
∧
α∈S
Jσα = σaαKN
≤
t
∃x
∧
α∈S
ϕα(x,σ
a
α)
|N
∧
∧
α∈S
Jσα = σaαKN ≤
t
∃x
∧
α∈S
ϕα(x,σα)
|N
,
as desired.
Since q(x) is finitely satisfiable and N[B]/U is κ+-saturated, there is some σ ∈ N [B] such that
[σ]U realizes q(x) in N
[B]/U . Using 〈κ, 2〉-distributivity again, let W ⊂ B be a maximal antichain
which refines B and such that for every α < κ, Jϕα(σ, σα)KN is based on W . Hence, for every
w ∈ W there exists a unique aw ∈ A such that w ≤ aw; observe that S(w) = S(aw) thanks to
our choice of A.
For every w ∈ W , define
T (w) =
{
α ∈ S(w)
∣∣∣ w ≤ Jϕα(σ,σα)KN }
and then, by fullness, choose a name τw ∈M [B] such thatuv∃x ∧
α∈T (w)
ϕα(x, τα)
}~M =
uv ∧
α∈T (w)
ϕα(τw, τα)
}~M
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Finally, let τ ∈ M [B] be such that for all w ∈ W , w ≤ Jτ = τwKM. We will complete the proof
by showing that [τ ]U realizes p(x) in M
[B]/U .
To do so, first we observe that for each w ∈W
w = w ∧ aw ≤
uv ∧
α∈T (w)
ϕα(σ,σα)
}~N ∧ ∧
α∈T (w)
Jσα = σawα KN ≤
uv ∧
α∈T (w)
ϕα(σ,σ
aw
α )
}~N
≤
uv∃x ∧
α∈T (w)
ϕα(x,σ
aw
α )
}~N =
uv∃x ∧
α∈T (w)
ϕα(x, τα)
}~M =
uv ∧
α∈T (w)
ϕα(τw , τα)
}~M,
where in the penultimate equality we applied (7) to T (w) ⊆ S(aw).
From the above inequality, it follows that for all w ∈W
w ≤
uv ∧
α∈T (w)
ϕα(τw, τα)
}~M ∧ Jτ = τwKM ≤
uv ∧
α∈T (w)
ϕα(τ, τα)
}~M.
In other words, this is what we obtained:
(9) for every α < κ and every w ∈ W , if α ∈ T (w) then w ≤ Jϕα(τ, τα)KM.
But α ∈ T (w) is just equivalent to w ≤ Jϕα(σ,σα)KN ∧ xα, therefore we can rephrase (9) as
follows:
(10) for every α < κ and every w ∈W , if w ≤ Jϕα(σ,σα)KN ∧ xα then w ≤ Jϕα(τ, τα)KM.
Now it is sufficient to observe that Jϕα(σ,σα)KN∧xα is based onW , and then apply Lemma 2.1
to conclude that for every α < κ
(11) Jϕα(σ,σα)KN ∧ xα ≤ Jϕα(τ, τα)KM.
Since the left-hand side of (11) belongs to U , the same will be true also for the right-hand side,
thus showing that [τ ]U realizes p(x) in M
[B]/U . 
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