Incidence between subsets is a basic concept of stochastic geometry and mathematical morphology. In this note we discuss a formal generalisation of incidence (and the dual notion of dominance) in the setting of complete lattices. We discuss applications to mathematical morphology, random set theory and combinatorial geometrical probability. We also suggest possible applications to transmission microscopy, digital image discretization and robot motion planning. The generalised incidence structure turns out to be equivalent to the established idea of a lattice adjunction. Using this, many problems in stochastic geometry (BuffonSylvester problem, local knowledge, overprojection effects) can be reformulated as lattice calculations.
Introduction
Two subsets X, Y c IRn are 'incident' if X c~ Y ~ ~. Incidence is a basic concept of stochastic geometry [13, 24] . Many classical problems [14, 20, 23] concern the probability that a random set will intersect a given fixed set. In the general theory of random sets [ 13, 16] , a random subset X of an arbitrary space S is characterized solely by testing whether X intersects T for a sufficiently large class of test sets T.
Incidence information X c~ T ~ ~ is of course equivalent to information about the partial order of set inclusion (X ___ Tiff X n T c = ~Z~ where T c denotes the set complement). In the related field of mathematical morphology [21] recent work [12, 17, 18, 19, 22] suggests that the partial order structure is more natural, and enables one to harness the theory of complete lattices [3, 4] .
In this note we show that a generalisation of the incidence relation X ~ Yr X c~ Y # ~ is trivially equivalent to the concept of an adjunction in lattice theory. Using this, many problems in stochastic geometry (including the theory of strong incidence functions [13] , projection effects [6] , and the Buffon-Sylvester problem [1, 2, 20] ) can be reformulated as lattice calculations.
General theory is in Sects. 1-3 and applications are discussed in Sects. 4-7. Section 1 recalls some lattice theory; Sect. 2 defines incidence and partial order structures and their (trivial) relationship to adjunctions. In Sect. 3 we go through a calculation in lattice algebra that is found in different incarnations (local knowledge principle, conditional closure) in the applications. Our first application is in Sect. 4 which shows how classical mathematical morphology fits into the lattice setting. In Sect. 5 we show that the non-probabilistic aspects of Kendalrs theory of strong incidence functions in the general theory of random sets can be derived from the results in Sects. 1 and 2. In Sect. 6 we use the conditional closure operation of Sect. 3 to handle the Buffon-Sylvester problem. More concrete applications (to projection effects in microscopy, image discretization, and robot motion planning) are described in Sect. 7.
Complete Lattices and Adjunctions
This section recalls some basic lattice theory [3] , in particular the concept of an adjunction [3, 8] , and results about adjunctions from [12] that are important in the context of mathematical morphology.
A complete lattice is a partially ordered set (Lf, <) in which every subset ~ __= Lf has a supremum and infimum denoted by V 3~f and A ~ respectively. In particular there is a greatest element l~e and a least element 0~. A complete lattice is Boolean if suprema distribute over infima and vice versa, and if every X~Lf has a unique complement X* such that X v X* = lze, X ^ X* = 0~o.
For example the class ~(E) of all subsets of an arbitrary set E, ordered by set inclusion X < Y~c,X ~= Y, is a complete Boolean lattice whose supremum, infimum and complement operations are equivalent to set union, intersection, and complement in E respectively. The closed subsets of a topological space form a complete lattice, where infimum is set intersection and supremum is the topological closure of the set union. Let ~f, J//be complete lattices. The identity mapping on Lf is denoted by idle. A mapping r163 -+J/is called increasing if X < X' implies that ~h(X) < ~(X'). We say that g, is a dilation if ~, distributes over suprema, that is for an arbitrary collection (Xiliel}, q,(v x,) = v q,(x,).. For proofs of (a)-(c) see [ 12] , Proposition 2.5, Theorem 2.7 (ii) and (i) respectively. If e:d//~ ~ is an erosion then, trivially, the adjoint dilation fi is given by
A similar expression holds for e in terms of 6. A mapping ~:~ ~ 5r is called a closing if it is increasing, extensive (~ > ida) and idempotent (~2 = ~). If ~ is increasing, anti-extensive (~ < idz) and idempotent, then it is called an opening. This is trivial, but see [12] , Propositions 2.6 and 2.8.
We Proof. For X e s Ye J/r we have e*(Y) < X iffX* < e(Y*) iff6(X*) < Y* iff Y < 6*(X), so that (6", e*) is an adjunction. Suppose that X e Y' is closed with respect to (e, ~); then ~*a*(x*) = e*(Ea(x)]*) = E~(x)]* = x* so that X* is open with respect to (e, 6). The converse is proved dually. []
Incidence and Dominance Structures
This section defines generalisations of the concepts of incidence and dominance, and shows that they are broadly equivalent to lattice adjunctions. 
Theorem 1. If (e, 6) is an adjunction between ~ and ~, then ~_ defined by X ~_ Yc>5(X) <__ Yc>X <= e(Y) (4) is a dominance relation. Conversely if M_ is a dominance relation on 5P x dd then there exists a unique adjunetion (G 6) between Jdl and Y for which (4) holds, namely

5(X) = A {YIX <_ Y},
Proof. Let (5, 6) be an adjunction and define <_ by (4). Suppose V iXi ~_ A j Yj; then V i6(X~) = 6( V ~Xi) < A j Y~. By definition of A and V it follows that 6(Xi) < Yj for every i, j. Thus X~ _< Yj for all i, j. The converse follows a similar argument. Let -Z_ be a dominance relation and 6, e the maps constructed in (5)- (6) . By definition of A if X _< Y then 6(X) < Y; conversely if 6(X) < Y then X -Z_ Y by the transitivity property stated above. Similarly for 5. That is, (5, 6 ) is an adjunction. The adjunction is unique, since any adjunction satisfying (4) must be of the form (5)- (6) 
O <s 6 Y ( r ~ .#/[ ) and X 6 0 a ( X ~ 50 ).
The standard example is X ~ Y ~ X c~ Y # ~ for subsets X, Y of an arbitrary space. The attraction of incidence relations is that they are intuitively easier to~ define, and the symmetry of 50, ~' in the definition is a simple expression of projective duality, X hits Y iff Y hits X.
Theorem 2. If Jig is Boolean, an incidence relation ~ on 50 x J/[ is equivalent to a dominance relation ~_ on 50 x J[ through X~_ Y.ez.X ~ Y*.
The proof is trivial. In this case the associated dilation and erosion can be expressed as
Remark. Even if 50,~' are not Boolean, a dominance relation on 50 x ~ corresponds to an incidence relation on 5 ~ x ./H' where rig' is the dual lattice of .//{ (i.e. with order reversed). 
Local Knowledge and Conditional Closing
Throughout this section we assume Ae, ~' are complete Boolean lattices equipped with an incidence relation ~.
Many calculations turn out to be expressible in the following context. 
Lemma 1. The restriction of the incidence relation ~ to 5e • den is an incidence relation; its associated adjunction is
Proof. The associated dominance relation is clearly
X ~_NY'~ X 7 ~ (Y* ^ N).
By equations (7) (8) aN
Since (e N, biN) is an adjunction between d/ON and ~e, the results of Sect. 1 apply. For example the associated closing operator is
Notice that @6N(X) is the largest solution W in L,e of f(W) ^ N = f(X) ^ N.
Since we are restricted to elements of Jr which are __< N we call eNfN a conditional closing. We now specialise this to the case where N is of the form N = f(Z) for some Ze&C Proposition 6. For fixed X, Z ~ cy the largest solution W of
Proof. Setting N = a(Z) in Lemma 1 we recognise (16) as the equation aN(W)= aN(X). By Proposition 4 the largest solution is W = eN(aN(X)). But this is W= g((a(X) A N) v N*) = e(a(X) v a(Z)*). []
We give an example of the conditional closing in Sect. 6 . Consider an element Ze s Think of Z as a window which bounds the objects which we are able to perceive; that is, assume that for any element X e s we only have information about the part X A Z. From this local knowledge of X it is still possible to compute a(X) inside a window We J///. The next result is dubbed the "local knowledge principle" after a result in mathematical morphology 1-21, pp. 11, 49, 622 . This gives the identity in (17) for fixed X, Z. Since W = a*(Z) does not depend on X the identity is true for all X.
By Proposition 4, W = a*(Z) is the largest element satisfying the identity in (17) for fixed X, Z. Again since Wdoes not depend on X it is the largest element satisfying (17) . [] Examples of the local knowledge principle will be given in the ensuing sections. There is also a dual identity (18) in which ~(Z) is the smallest W for which this identity holds.
e*(Y) A e(Z) = e*(Y A Z) A e(Z)
comprehensive treatment we refer to [16, 213. Recently it has been shown [11, 12, 17, 18, 19, 22] that mathematical morphology can be extended to arbitrary complete lattices. Adjunctions play a crucial role in this abstract formulation. In this section we show for illustration how the notions of incidence can be use to formalise classical Euclidean morphology.
Classical Euclidean Morphology
Define the translation of a subset A by a vector x~lR" to be 
Lattice Reformulation
Let ~ = dg= ~(~"). 
(X | A)n(Z O A) = ((X nZ)| A)n(Z | A)
for any X, Z, A ~ F,". This means that if a set X is only observed within a window Z, the dilation X G A can only be computed within the reduced window Z O A. We refer to [21, pp. 11, 49 , 62] for similar statements. The dual identity (18) is a similar statement with A and ,4 exchanged. Kendall [13] introduced the following concepts. Let S be an arbitrary nonempty set, and ~'-c ~(S) an arbitrary class of nonempty subsets of S (called 'traps') that cover S. The incidence function of X over 9: is the function Ix:3--+ {0, 1 } defined by
Random Set Theory
Strong Incidence Functions
Ix(T)={~ elseifXnT#~
The goal was to construct random sets as random 0, 1-valued functions on ~--; hence one needs to determine when an arbitrary function f:J-~ {0, 1 } is the incidence function of some subset X, and in that case, to find all solutions X. That is, to solve for X in
Suppose X is a solution. Then f(T) = 0 implies X ~ T = ~, or equivalently, X ~= T c.
This yields
X==~{TCITEY" and f(T)=O}=(U{TIT~Y-and f(T)--0}) c.
The following is a paraphrase of results in [13].
Definition 5. The oY--support of an arbitrary function f :J" ~ {0, 1} is the set
The Y-closure of an arbitrary set X ~= S is
elos (X, Y) = spt (I X, Y) = ( ~ { T ~Y-'[ T c~ X = ~} )~.
We say that X is Y-closed if X = clos (X, Y).
Definition 6. A function f :~" ~ {0, 1} is a strong incidence function (s.i.f.) if T ~= ~ T i implies f ( T) < max f ( Ti) i
for arbitrarily large collections { Tili ~ I}.
Obviously every incidence function Ix is a strong incidence function. Conversely.
Theorem 3 (Kendall) A function f: ~--~ {0, 1 } can be written in the form f = I x iff it is a strong incidence function. In that case, one solution is X =spt (f, F). This is the largest solution, and the unique 9---closed solution. The other solutions Y are precisely those sets for which dos (Y, 3-) = X.
The theorem is established in [13] by deducing a number of properties of the J--support and the ~---closure.
Lattice Reformulation
Let S, ~--be as in the previous subsection. We will show how the constructions described in Sects. 1-2 'automatically' produce the operators of strong incidence function theory. Let 5(' = ~(S) with the partial order of set inclusion, and let ~/be the complete Boolean lattice of all functions f:~--~ {0, 1 } with pointwise order f < f' ,~ f(T) < f'(T) for all T. Of course ~ could be identified with ~(Y-) via the correspondence f*--~{T~3-1f(T ) = 1}.
Define an incidence relation by
X ~, fc>3T~--(Xn T --/: ~ and f(T) = 1).
The associated dominance relation is
X~f.~X+l-f 9 *~TE~--(f(T) = 0 and Xn T# ~)
<* VT~J-(Xn T # ~=~ f(T)= 1).
Applying Theorem 1, the associated adjunction has 
f(T)=O.~T~= U T' f(T') = 0
i.e. f is a strong incidence function in the sense of Kendall. Theorem 3 then follows from Propositions 3(b) and 4. In the dual adjunction, b*(X) is a 'containment function'
[(~*(X)](T) = else while ~* could be called the 'trace' operator U r.
f(T) = 1
The dual opening is thus the "Y-interior" r = U {T[ r ~ X}.
The local knowledge principle (Proposition 7) states that for given Z ~ S is the largest set of traps W = ~-satisfying
I x =-Ix~ z on W for all X~S, is W=6*(Z).
In other words, ifX is an unknown set but XnZ is known, then the incidence function of X is known over the class of traps T satisfying T ~ Z (and not over any larger class, in general).
The dual principle (18) , etc under a probability distribution P on A. The measure P([A]) is relatively straightforward to compute for convex compact A (see [2] ). Sylvester [25] introduced the following arguments:
(1) if X c p z is compact and path-connected, then IX] = leo X1 where co X is the convex hull of X. Then (3) allows us to apply argument (2) to A', B'. The construction in Fig. 1 has never been defined completely rigorously in the literature, to the authors' knowledge. Sylvester [25] described it as "drawing a tight string" around the sets A, B with a single crossover. For further information see [2, 14, 23] . 
Practical Applications
We now briefly indicate several other fields where the lattice formalism of Sects. 1 3 might find practical application. 
Projection Effects in Microscopy
Image Discretization
A theory of image discretization must contain the following two steps. First one has to describe a sampling procedure which replaces an image in continuous space by a discrete one. Since we are restricting consideration to subsets here, this amounts to an operator mapping ~(R') into ~(Z'). Secondly, in order to compare the discretised image with the original one, we must represent any set V ~ Z" as a subset of IR'.
Let ~e be the complete lattice of all closed subsets of R" and let ~ be the complete Boolean lattice ~(Z'). Let C c R" be an open neighbourhood of 0 so large that copies of C placed at integer positions z~Z" cover R', Define an incidence relation ~ on s • J/g by
X~ Viff(X @C)m V # ~.
The associated adjunction (5, 6) between J//and s is given by 6(X) = (X 9 C) n Z', X ____ U~" closed,
Here C*(x) = C x c~Z" = {z e7~" I x e Cz} and clearly g(V) is always closed.
In this example 6 has the interpretation of a sampling operator, and g that of a representation operator. The closing e6 can be interpreted as a reconstruction or outer approximation operator. See Fig. 4 perform similar functions on the complement of X, so that 6*e*(X) is an inner approximation of X. For more details we refer to [10, 11] .
Robot Motion Planning
Following [15] we describe an abstract robot as a mapping d:cg ~ N(N") where cg is an arbitrary space representing all possible internal states of the robot, and sJ(c) c IR" is the physical position (and shape) of the robot when it is in state csCg.
Let S = ~(IR") and Me' = N(cg). Members of 5r will be called obstacles. Say that the robot in state c avoids obstacle X if The operators e and e* deserve to be called support and trace respectively, since e(Y) is the region of space which must be intersected by any robot whose state belongs to Y, and e*(Y) is the region swept out by a robot that moves through all states in Y. Latombe [15, pp. 10 , 88] calls 6(X) the "C-obstacle" generated by X and %roe = N (~\a(X,))= X, i=1 i the "free space" of paths avoiding obstacles X 1 ..... X m. The robot motion planning problem can then be defined as the task of finding paths v joining specified states q0, ql e Cfree and satisfying v(t) ~ Cfree. Latombe [15, p. 89 ff.] proves topological and algebraic properties of a in the case of a 'rigid robot' where cg = IR" and ag(c) = A c is the translation of a fixed set A. Note that in this case we get 6(X)=X| e(Y)= YQA, 6*(X)= YQA and e*(Y) = Y 9 A, so that such results can be obtained from existing results in mathematical morphology.
The local knowledge principle Proposition 7 states that (in the general case) for X,Z~ a(x) n a*(z) = a(x m z) n a*(z)
i.e. that the robot avoids an obstacle X while remaining inside a space Z iffit avoids X n Z while remaining inside Z. The conditional closing operator can also be used to restrict attention to a subclass of permissible states of the robot.
Conclusion
The reformulation of existing results as lattice calculations seems a trivial exercise, but has several benefits. Firstly, more-or-less-intuitive geometrical constructions are replaced by well-defined lattice operations. In the Buffon-Sylvester problem, we have obtained the first rigorous definition of Sylvester's construction (Fig. 1) . Secondly, specialised 'geometrical' arguments are replaced by lattice identities, which simultaneously illuminate the structure of the problem and reduce it to trivial calculation. Thirdly, the lattice formulations of many problems are equivalent (e.g. the conditional closing operation occurs in many guises) which obviates unnecessary duplication.
