Abstract. We prove basic properties of Orlicz-Morrey spaces and give a necessary and sufficient condition for boundedness of the Hardy-Littlewood maximal operator M from one Orlicz-Morrey space to another. For example, if f ∈ L(log L)(R n ), then M f is in a (generalized) Morrey space (Example 5.1). As an application of boundedness of M , we prove the boundedness of generalized fractional integral operators, improving earlier results of the author.
1. Introduction. Orlicz spaces, introduced in [29, 30] , are generalizations of Lebesgue spaces L p . They are useful tools in harmonic analysis and its applications. For example, the Hardy-Littlewood maximal operator is bounded on L p for 1 < p ≤ ∞, but not on L 1 . Using Orlicz spaces, we can investigate the boundedness of the operator near p = 1 precisely (see Kita [14, 15] and Cianchi [4] ). It is known that the fractional integral operator I α is bounded from L p (R n ) to L q (R n ) for 1 < p < q < ∞ and −n/p+α = −n/q (the Hardy-Littlewood-Sobolev theorem). Trudinger [40] investigated the boundedness of I α near q = ∞. The Hardy-Littlewood-Sobolev theorem and Trudinger's result have been generalized by several authors: [28, 37, 38, 5, 4, 23, 24, 25] , etc. For the theory of Orlicz spaces, see [18, 16, 33] .
On the other hand, Morrey spaces were introduced in [19] to estimate solutions of partial differential equations, and studied in many papers. For the boundedness of the Hardy-Littlewood maximal operator and fractional integral operators, see [31, 1, 3, 20] .
The author introduced Orlicz-Morrey spaces in [26] to investigate the boundedness of generalized fractional integral operators. Orlicz-Morrey spaces unify Orlicz and Morrey spaces. Recently, Orlicz-Morrey spaces were used by Sawano, Sobukawa and Tanaka [34] to prove a Trudinger type inequality for Morrey spaces.
In this paper we prove basic properties of Orlicz-Morrey spaces and give a necessary and sufficient condition for boundedness of the HardyLittlewood maximal operator M from one Orlicz-Morrey space to another. It is known that, on a finite ball B ⊂ R n , if f ∈ L(log L)(B), then M f ∈ L 1 (B) (see also [35] ). However, on R n this relation does not hold. We show, for example, that if f ∈ L(log L)(R n ), then M f is in a (generalized) Morrey space (see Example 5.1).
Moreover, we give a sufficient condition for weak boundedness of the Hardy-Littlewood maximal operator M . As an application of boundedness of M , we show the boundedness of generalized fractional integral operators. In the proof, we use a pointwise estimate by M f (x) and the boundedness of M . This method was introduced by Hedberg [13] to give a simple proof of the Hardy-Littlewood-Sobolev theorem. Our results improve those in [26] . For generalized fractional integral operators, see also [32, 23, 24, 25, 6, 7, 11, 8] .
Our definition of Orlicz-Morrey spaces is different from that of Kokilashvili and Krbec [16, p. 2] .
We recall the definitions of Orlicz and Morrey spaces in the next section, and give the definition of Orlicz-Morrey spaces in Section 3. In Section 4, we give generalized Hölder's inequality and inclusion relations for Orlicz-Morrey spaces. The results on boundedness of the Hardy-Littlewood maximal operator and of generalized fractional integral operators are stated in Sections 5, 6 and 7, and proved in the remaining sections. we can find a Young function Ψ such that Ψ (δr) ≤ Φ(r) ≤ Ψ (r) for some 0 < δ < 1, Ψ (r) < +∞ for 0 ≤ r < r 0 , and lim r→r 0 −0 Ψ (r) = Ψ (r 0 ) = +∞. Let Y be the set of all Young functions Φ such that (2.1) 0 < Φ(r) < +∞ for 0 < r < +∞.
If Φ ∈ Y, then Φ is absolutely continuous on any closed interval in [0, +∞) and bijective from [0, +∞) to itself.
Then f L Φ is a norm and L Φ (R n ) is a Banach space. This norm was introduced by Nakano [27] and Luxemburg [17] . If
We note that
For Young functions Φ and Ψ , we write Φ ≈ Ψ if there exists a constant C ≥ 1 such that
with equivalent norms. We note that, for Young functions Φ and Ψ , if there exist C, R ≥ 1 such that
For a Young function Φ and for 0 ≤ s ≤ +∞, let
is the usual inverse function of Φ. We note that
The following is due to O'Neil [28] (see also Ando [2] ). 
A Young function Φ is said to satisfy the ∆ 2 -condition, denoted Φ ∈ ∆ 2 , if
for some k > 1. The function Φ(r) = r satisfies the ∆ 2 -condition but does not satisfy the ∇ 2 -condition. If 1 < p < ∞, then Φ(r) = r p satisfies both conditions. The function Φ(r) = e r − r − 1 satisfies the ∇ 2 -condition but does not satisfy the ∆ 2 -condition. For a Young function Φ, the complementary function is defined by
Then Φ is also a Young function and
Note that Φ ∈ ∇ 2 if and only if Φ ∈ ∆ 2 . It is known that
Then Φ + ∈ Y and Φ(r) ≤ Φ + (2r) for all r ≥ 0. 
Next we recall the definition of Morrey spaces. Let B(a, r) be the ball {x ∈ R n : |x − a| < r} with center a and radius r > 0. 
It is known that, if 1 ≤ p < q < ∞ and 0 ≤ λ < n, then there exists a function f ∈ L p,λ (R n ) such that f / ∈ L q,µ (R n ) for all 0 ≤ µ ≤ n (for example [10, p. 67] and [22, Remark 2.3] ). We will extend this fact to Orlicz-Morrey spaces (Theorem 4.9).
3. Definition of Orlicz-Morrey spaces. For a measurable set Ω in R n , we denote the characteristic function of Ω by χ Ω and the Lebesgue measure of Ω by |Ω|. For a ball B = B(a, r) and k > 0, we shall denote B(a, kr) by kB.
A function θ : (0, +∞) → (0, +∞) is said to be almost increasing (resp. almost decreasing) if there exists a constant C > 0 such that
A function θ : (0, +∞) → (0, +∞) is said to satisfy the doubling condition if there exists a constant C > 0 such that
For functions θ, κ : (0, +∞) → (0, +∞), we write θ(r) ∼ κ(r) if there exists a constant C > 0 such that
Let G be the set of all functions φ : (0, +∞) → (0, +∞) such that φ is almost decreasing and φ(r)r is almost increasing. If φ ∈ G, then φ satisfies the doubling condition. Let ψ : (0, +∞) → (0, +∞) and ψ ∼ φ for some φ ∈ G. Then ψ ∈ G.
For a Young function Φ, φ ∈ G and a ball B, let 
Then · L (Φ,φ) is a norm and L (Φ,φ) (R n ) is a Banach space, since
which is a norm on the Orlicz space L Φ (B, dx/(|B|φ(|B|))).
By the definition we have the following.
Proposition 3.2. Let Φ, Ψ be Young functions and let φ, ψ ∈ G.
Proof. We note that
Conversely, if there exists λ > 0 such that
we have (1) . By the convexity of Φ we have
which yields (2) .
By the definition and Lebesgue's differentiation theorem we have the following. Proposition 3.3. Let Φ be a Young function and φ ∈ G.
By the next proposition we may assume that φ is continuous and strictly decreasing in the definition of L (Φ,φ) (R n ).
Proposition 3.4. If φ ∈ G, then there exists φ ∈ G such that φ ∼ φ and φ is continuous and strictly decreasing.
.
We choose a strictly increasing function θ : (0, +∞) → (0, +∞) so that lim r→0 θ(r) = 0 and lim r→+∞ θ(r) = c 0 /2, and let φ 2 = φ 1 − θ. Then φ 2 is strictly decreasing and
If inf r>0 φ(r) = 0, then lim r→+∞ φ 1 (r) = 0. In this case we let φ 2 = φ 1 . Let
Then φ is continuous and strictly decreasing. Indeed, for r < s,
Moreover,
Therefore φ ∼ φ and φ ∈ G.
Generalized Hölder's inequality and inclusion relations
Theorem 4.1. Let Φ i be Young functions and φ i ∈ G, i = 1, 2, 3. Assume that there exists a constant c > 0 such that
Proof. We follow the proof of [28, Theorem 2.3] . We may assume that
We note that r < +∞ for a.e. x, since B Φ 1 (|f (x)|) dx ≤ |B|φ 1 (|B|) and
In the same way we have
, and
This shows f g Φ 2 ,φ 2 ,B ≤ 2c, and the conclusion.
Corollary 4.2. Let Φ i be Young functions, i = 1, 2, 3, and φ ∈ G. Assume that there exists a constant c > 0 such that
Assume that 1/p 1 + 1/p 3 = 1/p 2 and that there exists a constant c > 0 such that φ
Theorem 4.4. Let Φ i be Young functions and
and there exists Φ 3 ∈ Y such that
By elementary calculations we have the following.
Lemma 4.5. Let Φ be a Young function and φ ∈ G. Then
Proof of Theorem 4.4. By Theorem 4.1 and Lemma 4.5 we have
. Let c 0 = max(1, c 0 ) and c 2 = max(1, c 2 ). By the assumption we have
This shows
and the conclusion.
Corollary 4.7. Let Φ be a Young function and φ ∈ G. Then Φ −1 (φ) ∈ G and
Proof. Note that Φ −1 (cr) ≤ cΦ −1 (r) for c ≥ 1 and r > 0, since Φ −1 is concave and nonnegative. Let c φ and c φ be the constants defined by (3.1). Then, for 0 < t < r < +∞,
Hence Φ −1 (φ) ∈ G. Let Φ be the complementary function of Φ. Then it follows from (2.3) that
By Theorem 4.4 we have the conclusion.
Corollary 4.8 ([25]
). Let Φ be a Young function and φ(r) = Φ −1 (1/r). Then φ ∈ G and
To prove Theorem 4.9 we state a lemma, whose proof is in Section 8. Assume that φ is continuous and strictly decreasing. For 0 < t < r, there exists a function f ∈ L (Φ,φ) (R n ) and a ball B 0 such that
where the constant C > 0 depends only on n and c φ , and the notation [s] represents the greatest integer less than or equal to the real number s.
Proof of Theorem 4.9. By Proposition 3.4, we may assume that φ is continuous and strictly decreasing. Let 0 < t k ≤ 1/2 k and
Using Lemma 4.10, for every k, there exists a function f k such that (4.1) holds for t = t k and r = 1. Since the radius of B 0 is independent of t = t k , we may assume that every supp f k is included in the same B 0 , i.e. k supp f k ⊂ B 0 . Let
Then f ∈ L (Φ,φ) (R n ) and supp f is compact. On the other hand, for all λ > 0, there exists k 0 such that λ ≤ 2 k 0 . Then, for k ≥ k 0 , we have
Corollary 4.11. Let 1 ≤ p < q < ∞, φ ∈ G and φ(r) → +∞ as r → 0. Then there exists a function f ∈ L p,φ (R n ) with compact support such that f / ∈ L q,ψ (R n ) for all ψ ∈ G.
5.
A necessary and sufficient condition for the boundedness of the Hardy-Littlewood maximal operator.
where the supremum is taken over all balls B containing x. In this section we give a necessary and sufficient condition for the boundedness of the operator M from one Orlicz-Morrey space to another. 
Remark .2) hold. Therefore, the operator M is bounded from
Example 5.2. For 0 < α < 1, let Φ(r) = r, r < e, r log r, r ≥ e, φ(r) = 1/r α , r < e, 1/(r α log r), r ≥ e, Ψ (r) = r, ψ(r) = 1 r α . Then (5.1) and (5.2) hold. In the case α = 1−λ/n (0 < λ < n), the operator M is bounded from L (Φ,φ) (R n ) to L 1,λ (R n ), where L 1,λ (R n ) is the Morrey space defined in Definition 2.2.
For φ = ψ, Theorem 5.1 yields the following. (i) There exists a constant A ≥ 1 such that
and
For Φ = Ψ , Corollary 5.2 and Theorem 2.2 give the following.
Corollary 5.3. Let Φ ∈ Y and φ ∈ G. If φ(r) → +∞ as r → 0 and φ(r) → 0 as r → +∞, then the following are equivalent:
(ii) Φ ∈ Y 1 and Φ + ≈ Φ, where Φ + is defined by (2.4) .
From Corollary 5.2 we have the following.
Example 5.3. For ε > 0 and δ ≥ 0, let Φ ∈ Y 1 with Φ(r) = r(log(1/r)) −ε−1 for small r > 0, r(log r) δ for large r > 0. Then Φ + (r) ≈ r(log(1/r)) −ε for small r > 0, r(log r) δ+1 for large r > 0.
Example 5.4. For 1 < p < ∞, ε ∈ R and δ ∈ R, let Φ ∈ Y 1 with Φ(r) = r p (log(1/r)) −ε for small r > 0, r p (log r) δ for large r > 0.
Then Φ ∈ ∇ 2 and Φ + ≈ Φ (see Theorem 2.2).
Example 5.5. Let φ ∈ G and φ(r) ≥ 1. For β ≥ 0, let Φ(r) = r for small r, r(log r) β+1 for large r, Ψ (r) = r for small r, r(log r) β for large r.
Then (5.3) and (5.4) in Corollary 5.2 hold.
Let Φ(r) = r in Theorem 5.1. If sup u>0 Φ −1 (φ(u)) = +∞, then (5.2) does not hold for any Ψ ∈ Y or for any ψ ∈ G. Thus we have the following.
Corollary 5.5. Let φ ∈ G and φ(r) → +∞ as r → 0. Then the operator M is not bounded from L (1,φ) (R n ) to L (Ψ,ψ) (R n ) for any Ψ ∈ Y or for any ψ ∈ G.
Example 5.6. For 0 < α < 1, let Φ(r) = Ψ (r) = r, φ(r) = 1/e α , r < e, 1/(r α log r), r ≥ e, ψ(r) = min(1, 1/r α ).
Then (5.1) and (5.2) hold. In this case the operator M is bounded from
For generalized Morrey spaces we have the following. (
Remark 5.2. Let 1 < p, q < ∞, φ, ψ ∈ G and φ(r) → +∞ as r → 0. By the corollary the operator M is bounded from L (p,φ) (R n ) to itself. From p ≥ q and (5.5) it follows that L (p,φ) (R n ) ⊂ L (q,ψ) (R n ) (see Proposition 3.2 and Corollary 4.6).
Proof of Corollary 5.6. Assume that (i) in the corollary holds. Then (5.1) holds in Theorem 5.1. Case 1: p ≥ q > 1. If ψ(r) 1/q < s, then 1 ≤ (sψ(r) −1/q ) p−q , and
Hence we have (5.2). Case 2: p > q = 1. There exists a constant C ≥ 1 such that if Cψ(r) < s, then log(sψ(r) −1 ) ≤ (sψ(r) −1 ) p−1 , and so log(sψ(r)
Hence we have (5.2). Conversely, assume that (ii) in the corollary holds. Fix r and let s → +∞ in (5.2) in Theorem 5.1. Then p ≥ q > 1 or p > q = 1 is needed.
6. Weak boundedness of the Hardy-Littlewood maximal operator. In this section we consider weak boundedness of the Hardy-Littlewood maximal operator.
For a measurable set Ω ⊂ R n , we denote the Lebesgue measure of Ω by |Ω|. For a measurable set Ω ⊂ R n , a measurable function f and t > 0, let m(Ω, f, t) = |{x ∈ Ω : |f (x)| > t}|.
In the case Ω = R n , we briefly denote it by m(f, t). For Φ ∈ Y, φ ∈ G and a ball B, let 
is a quasi-norm and L (Φ,φ) weak (R n ) is a complete quasi-normed space. We note that
We shall prove this theorem in Section 10.
7. Generalized fractional integral operators. As an application of the results for the Hardy-Littlewood maximal operator, we give a sufficient condition for the boundedness of generalized fractional integral operators. The results in this section improve those in [26] .
For a function : (0, +∞) → (0, +∞), let
We consider the following conditions on :
If (r) = r α/n , 0 < α < n, then I is the fractional integral operator denoted by I α . 
We shall prove this theorem in Section 11. In the proof we use a pointwise estimate by M f (x) and boundedness of the operator M . This method was introduced by Hedberg [13] to give a simple proof of the Hardy-LittlewoodSobolev theorem.
If, in Theorem 7.1, we use Φ + and Φ instead of Φ and Θ, respectively, we obtain the following.
Theorem 7.3. Let Φ, Ψ ∈ Y and φ ∈ G. If there exists a constant A ≥ 1 such that
We shall prove this theorem in Section 11.
Example 7.1 ([1]). Let 0 < α < n, 1 < p < q < ∞, −n/p + αn/(n − λ) = −n/q, and (r) = r α/n , Φ(r) = r p , Ψ (r) = r q , φ(r) = r −1+λ/n .
Then Φ ∈ ∇ 2 and
. This is the result of Adams [1] (1975).
Example 7.2. Let : (0, +∞) → (0, +∞) satisfy the doubling condition and (r) = (log(1/r)) −1 for small r > 0, log r for large r > 0.
For β > 0, let (r) = (log(1/r)) −β−1 for small r > 0, (log r) β−1 for large r > 0.
Then satisfies (7.1)-(7.3) and * (r) = r
Then we have the following boundedness:
Example 7.3. Let and be as in Example 7.2. For p > 0, let e p (r) = 1/exp(1/r p ) for small r > 0, exp(r p ) for large r > 0.
Let Φ(r) = e p (r), Ψ (r) = e q (r) (−1/p + β = −1/q < 0),
Then the operator I is bounded from
Example 7.4. Let and be as in Example 7.2. For ε > 0, δ ≥ 0 and β > 0, let Φ(r) = r(log(1/r)) −ε for small r > 0, r(log r) δ+1 for large r > 0.
Θ(r) = r(log(1/r)) −ε−1 for small r > 0, r(log r) δ for large r > 0, Ψ (r) = r(log(1/r)) −ε−β for small r > 0, r(log r) δ+β for large r > 0,
Let κ be the positive integer such that κ n ≤ k < (κ + 1) n . We denote the measure of the unit ball in R n by σ n . First, we choose a cube Q 0 and a ball B 0 so that
In this case the side length of Q 0 is 4(c φ r/σ n ) 1/n and the radius of B 0 is 2 √ n(c φ r/σ n ) 1/n . We divide Q 0 into (κ + 1) n cubes Q j (j = 1, . . . , (κ + 1) n ) with side length 4(c φ r/σ n ) 1/n /(κ + 1). Let τ = (t/σ n ) 1/n . Then
So we can choose balls B j ⊂ Q j , j = 1, . . . , k < (κ + 1) n of radius τ each. Then
where χ B j is the characteristic function of B j .
If t < |B| ≤ r, then the number of B j which intersect B is less than or comparable to k|B|/r, and so
where c n depends only on n. If r < |B|, then The following is known. 
Remark 9.1. Theorem 9.1 is valid for any measure space instead of R n .
To prove Theorem 5.1, we state five lemmas. The first three are in [26] . We give the proofs for convenience.
Lemma 9.2. For a Young function Φ, φ ∈ G and B = B(a, r),
where Φ is the complementary function of Φ.
Proof. For L Φ (B, dx/(|B|φ(r))) and L e Φ (B, dx/(|B|φ(r))), Theorem 9.1 gives us
Lemma 9.3. For a Young function Φ, φ ∈ G and B = B(a, r),
Proof. Apply Lemma 4.5 and (2.3).
where C is a constant depending only on Φ and φ.
Proof. Let r > 0 be the radius of B. For all balls B x, if the radius of B is less than or equal to r/2, then B |f (x)| dx = 0, and if it is greater than r/2, then using Lemmas 9.2 and 9.3, we have
since φ is almost decreasing, and Φ −1 and φ satisfy the doubling condition.
where c n is a constant depending only on n.
Proof of Theorem 5.
Using Lemma 9.5 and (9.1), we have
Let ω = sup u>0 Φ −1 (φ(u)). If ω < +∞, then m(4Af 1 /λ, s) = 0 for s > ω by Proposition 3.3. Using (5.2) and (9.1), we have
Thus we have
Since supp f 2 ∩ 2B = ∅, using Lemma 9.4, we have
Hence, by (5.1),
Now (9.2) and (9.3) yield the conclusion.
Proof of Theorem 5.1(ii) ⇒(i). By Proposition 3.4 and Remark 5.1, we may assume that φ is continuous and strictly decreasing. Since rφ(r) is almost increasing, there exists a constant c φ ≥ 1 such that rφ(r) ≤ c φ sφ(s) for r < s. Case 1. Assume that (5.1) does not hold. Then there exists a positive sequence {r k } such that
We choose a sequence {B k } of balls so that |B k | = r k . Let
Then, for all balls B,
On the other hand,
Case 2. Assume that (5.1) holds and (5.2) does not. Then there are positive sequences {r k } and {s k } such that
In this case we have
for k > A/2. Then, for k > A/2, we can choose t k with 0 < t k < r k so that s k = Φ −1 (φ(t k )) by the continuity and strict decreasingness of φ. By Lemma 4.10, for every k, there exists a function f k ∈ L (Φ,φ) (R n ) and a ball B k such that (4.1) holds for t = t k , r = r k and B 0 = B k .
In the following we show M f k L (Ψ,ψ) ≥ ck for k ≥ c φ A, where c is a constant independent of k. We note that Φ −1 (r)/r is decreasing, since Φ −1 (0) = 0 and Φ −1 is concave. Then, for x / ∈ 3B k , we have
Therefore, for k ≥ c φ A, we have m(M f k /k, t) = m(3B k , M f k /k, t) for t > Ψ −1 (ψ(r k )).
then we have, for all balls B,
This shows I f L (Ψ,ψ) ≤ C 1 f L (Φ,φ) .
To prove (11.1), for arbitrary r > 0, let B k = B(x, (2 k r) 1/n ), k = 0, 1, . . . . Then We note that Φ −1 (φ(r)) satisfies the doubling condition, since φ does and Φ −1 is concave. By Lemmas 9.2 and 9.3 we have
|f (y)| dy
Choose r so that Θ −1 (φ(r)) = M f (x)/(C 0 f L (Φ,φ) ). Then
Let C 1 = AC 2 C 0 , where A is the constant in (7.6). Then
This is (11.1).
Proof of Theorem 7.3. Theorem 6.1 implies M f L (Φ,φ) weak
We use (11.2) . Choose r so that Φ −1 (φ(r)) = M f (x)/(C 0 f L (Φ,φ) ). Then
Let C 1 = AC 2 C 0 , where A is the constant in (7.7). Then
Since M f L 
Since M f L (Φ,φ) ≤ C 0 f L (Φ,φ) we see that, for all balls B,
This shows I f L (Ψ,φ) ≤ C 1 f L (Φ,φ) .
