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ABSTRACT  
Coal dust is a major pollutant in the ambient air of coal mining areas. The pollution due to open cast mining is more 
severe than pollution due to underground mining. Prediction of ambient concentration of pollutants should be 
known to implement any control techniques to reduce their concentrations. In this paper, three models were 
developed to predict the concentration of dust particles at various locations away from the source of pollution. 
These models are developed using Multilayer Perception Network and learning is done by back–propagation 
algorithm. The data for training and testing the network is collected from the field work done in North Karanpura 
Coal Mine in Jharkhand, India, which is an open cast mine. The meteorological data (wind velocity, dispersion 
coefficients, rain fall, cloud cover and temperature), geographical data (distance of the receptor point from the 
source in the direction of wind and distance of the receptor from source in the direction perpendicular to wind 
direction) and emission rate are used as inputs in the formation of models. The number of inputs for Model 1, 
Model 2, and Model 3 are  six, seven, and nine, respectively. The output (dust concentration) is same for all the three 
models. The performance of the developed models was evaluated on the basis  index of agreement and other 
statistical parameters i.e., the mean and the deviations of the observed and predicted concentrations, root mean 
square error, maximum deviation and minimum deviation, normalized mean square error, model bias and fractional 
bias. It was seen that the overall performance of Model 3 was better than Models 1 and 2. Artificial neural network 
(ANN) based dust concentration prediction model yielded a better performance than the Gaussian–Plume model. 
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1. Introduction 
 
Jharkhand in India is a state rich in mineral resources 
especially coal. Many open cast mines have been excavated for the 
production of coal. From the safety point of view, open cast mining 
is preferred to underground mining. However, the air pollution due 
to open cast mines is severe and affects the health of mine 
workers and people residing near the mines. Air pollution in coal 
mines is mainly due to fugitive emissions of particulate matter and 
gases including methane, oxides of nitrogen etc. Mining operations 
have generated substantial quantity of airborne respirable dust, 
which has led to the development of respiratory diseases in mine 
workers. In order to install any control measure, the prediction of 
concentration of dust particles is essential (Ghose, 2002). 
 
Air Quality Modeling is an attempt to predict or simulate the 
ambient concentrations of contaminants in the atmosphere. These 
models are used primarily as quantitative tools to correlate cause 
and effect of concentration levels found in an area. They are also 
used to support laws and/or regulations designed to protect air 
quality. The models have been the subjects of extensive evaluation 
to determine their performance under a variety of meteorological 
conditions (Kumar et al., 2006; Riswadkar and Kumar, 1994; Patel 
and Kumar, 1998). 
 
Many empirical and polynomial models have already been 
employed for estimating pollutant concentrations (Dastoor and 
Pudykiewicz, 1996; Binkowski and Ching, 1996; Stalbones et al., 
1998; Cohn et al., 2001; Vardoulakis et al., 2003). Deterministic and 
statistical–based approaches under–perform in predicting air 
quality, as the meteorology and emission characteristics of dust 
particles are highly non–linear. The artificial neural network (ANN) 
modeling approach offers several advantages over traditional 
phenomenological or semi–empirical models. It exhibits rapid 
information processing and is able to develop the mapping of input 
and output variables (Bose and Liang, 1998). The most convincing 
advantage is that the accuracy of the neural network prediction is 
generally higher than that of the other kinds of models (Viotti et 
al., 2002). 
 
Neural networks have been found very effective in several 
areas. A few examples of models developed using neural networks 
in different areas are field strength prediction in indoor 
environment (Popescu et al., 2001), predictions for air transport 
passenger demand forecasting (Alekseev and Seixas, 2002), neural 
model for walking control (Reeve and Hallam, 2005), studies of the 
toxicity of phenols and  analysis of the correlations between 
chemical descriptors and related mechanisms of action 
(Neagu et al., 2002), evaluation of liquefaction resistance and 
potential in sandy soils (Juang and Chen,1999). ANNs have found 
various applications in the field of environmental engineering also. 
Models have also been developed for water treatment process 
(Baxter et al., 2002), for optimizing the process of ground water 
remediation (Rogers and Dowla, 1994), for prediction of vehicular 
emissions (Nagendra and Khare, 2005), for studying the ozone 
layer and photochemical smog. 
 
 Tecer (2007) has predicted sulfur dioxide and particulate 
matter concentrations in a coastal mining area in Turkey using 
Artificial Neural Network. The results showed that ANN can 
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efficiently be used in the analysis and prediction of air quality. Roy 
et al. (2011) developed multiple regression and neural network 
models for assessment of blasting dust at a large surface coal mine 
in another work. The results indicated that the neural network can 
predict concentrations better than multiple regression models. 
McKendry (2002) also made comparative studies between 
traditional regression models and neural network for daily, 
maximum, and average ozone and particulate matter (PM10 and 
PM2.5) forecasting. Chelani et al. (2002) developed an ANN model 
to predict the concentration of ambient respirable particulate 
matter (PM10) and toxic metals observed in the city of Jaipur, India. 
The results indicated that the neural network was able to predict 
concentrations of PM10 and toxic metals quite accurately. 
 
2. Materials and Methods 
 
The site selected to carry out the project is KD Hesalong Mines 
in North Karanpura Area Coal Fields of Central Coal Fields Ltd., 
Ranchi, Jharkhand, India.  North Karanpura coal mine is considered 
fairly large as it covers an area of 1 230 km2. The coal field is 
situated between latitudes of 23°39’52” and 23°42’ N and 
longitudes 84°59’15” and 85°0’3”E. It is located on southern side of 
river Damodar. The topography of the area is undulating and 
rolling marked by small ridges and valleys. The highest spot in the 
area is a small ridge at a height of 460 m and the lowest area is at a 
height of 416 m above mean sea level. Hence it is considered to be 
a fairly flat topographical area. Most of the dust producing 
activities such as drilling and blasting in both overburden strata 
and coal seams, handling and transportation of coal and over 
burden material, crushing and sizing in feeder breakers, 
overburden dumping etc. are carried out in this mine.  
 
2.1. Major dust producing activities 
 
The major dust producing activities are:  
  
Paved haul road. The haul road is used to transport coal from the 
mine to feeder breakers and to receiving pit. It is also used to 
transport overburden material for dumping. 
 
Feeder breakers. There are two feeder breakers. At the feeder 
breakers Run–of–Mine (ROM) coal is being crushed to pre–
determine size, and sized coal is loaded into trucks. Trucks carry 
the coal to railway yard for transportation. 
 
Railway siding. Processed coal is stocked in railway siding before 
being loaded into the wagon by pay loaders. 
 
Coal handling plant. The ROM coal is crushed, screened and 
conveyed through belt and loaded into railway wagons. 
 
Fresh overburden dump. The overburden materials removed 
during the coal mining are backfilled into the de–coaled pit. The 
overburden materials are dumped into dumpers to transport to 
dumping site and off loaded. 
 
Mine pit. There are several ongoing activities within the mine pit 
that are major sources for dust generation. These activities include 
drilling, blasting, loading of coal and overburden material. Blasting 
is not taken into consideration, as it is an instantaneous source. All 
of the above dust sources are fugitive in nature and are located at 
ground level. 
 
The following assumptions were made while considering the 
above sources. 
 
 
(1) Effect of topography on emission of pollutant and its 
dispersal have been ignored. All the sources have been considered 
to be located on level ground. 
 
(2) The mine lease hold area comprising of the mine pit, 
overburden dumps, haul road, feeder breakers and railway siding 
are considered as “area sources”. The emission factor for mine was 
taken as the sum of emission factors of individual activities. 
 
2.2. Air quality monitoring for emission sources 
 
In order to determine the quantity of dust emissions from 
identified activities, monitoring stations are located on upwind and 
downwind sides of every activity. The location of monitoring 
stations for various activities in mine lease hold area is shown in 
Figure 1. One or two monitoring stations are kept on the upwind 
side and three or four monitoring stations are kept on the 
downwind side. The various monitoring stations for each area 
source are as follows: 
 
x Haul road: HRA1 and HRA2 (upwind), HRA3, HRA4 and HRA5 
(downwind) 
 
x Transport road: CTA1 (upwind), CTA2, CTA3 and CTA4 
(downwind) 
 
x Railway siding: FSA1 and FSA2 (upwind), FSA3, FSA4, FSA5 
and FSA6 (downwind) 
 
x Feeder breaker: FBA1 and FBA2 (upwind), FBA3, FBA4, FBA5 
and FBA6 (downwind) 
 
x Overburden dump: OBA1, OBA2, OBA3, OBA1 
 
In all the above cases the samplers were kept at 1.5 m above 
ground level. The dust concentrations at air monitoring stations in 
upwind direction represent the background concentration. Dust 
concentrations at air monitoring stations in downwind direction 
represent sum of the background concentration and dust 
concentration due to mining activities. Mathematical expressions 
developed by Central Mining Research Institute to calculate the 
emission rates of various open cast mining operations were used 
to calculate the total emission rate of the mine as they cover a 
higher number of operations. These expressions have been 
validated by a series of field observations of dust generation of all 
individual activities (Chaulya et al., 2002; Chaulya et al., 2003). 
Mathematical expressions for emission rates of various activities 
and calculation of total emission rate of the mine are shown in 
Tables 1 and 2. The emission rate of North Karanpura Coal Mines in 
summer was taken as 185 g/s and 109 g/s in winter. 
                              
2.3. Air quality monitoring on ambient locations 
 
Five ambient air quality monitoring stations were selected 
based on prevailing wind directions in different seasons, which is 
determined by studying long–term Indian Meteorological 
Department (IMD) data, to develop the model. The code, name 
and direction (with respect to center of mine) of these receptor 
locations are given below: 
 
R–1: Khelari Cement and Factory Township, SE 
R–2: Bhoot Nagar, NE 
R–3: Bisrampur Village, SW 
R–4: Arungruha Village, SSE 
R–5: D.A.V. School, ESE 
 
The locations of these receptor points are shown in Figure 1. 
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Figure 1. The locations of these receptor points. Courtesy: CMPDI, Ranchi, INDIA. 
 
 
Table 1. Mathematical expressions for emission rates 
Sl. No. Emission Source Mathematical Expressions 
1 Haul Road E = 0.8[{(100 ) / }m m 0.1{ / (100 )}s s 0.3u 6{2663 0.1( }10v fc   ]            
2 Transport Road E = 0.1[{(100 ) / ( (100 )}m s m s  1.6u 3{1.64 0.01( )}10v f   ]          
3 Coal handling (Feeder Breaker) E = 20.023[{(100 ) }/{ (100 )}]m sh m s  3(u 0.1)fc                              
4 OB unloading E= 0.5[1.76( )h 0.2{(100 ) / }m m 2{ / (100 )}s s 0.8{u 0.1( )fc }]      
5 Railway siding 
E= 0.1{(100 / }m m { / (100 )}s s { / (71 43 )}u u                                                                      
[{ / (329 7.6 )} { / (30 900 )}]cf cf ld ld    
6 Exposed OB Dumps E= 0.2[{(100 ) / }m m 0.1{ / (100 )s s { / (2.6 120 )}u u { / (0.2 276.5 )}]a a       
7 Drilling E=  0.10.0325[{(100 ) }/ (100 ) }]m su s m  0.3( )df                             
8 Overburden loading E= 1.4[0.018{(100 ) / }m m 0.4{ / (100 )}s s 0.1( )uhfl ]                    
9 Coal loading E= 0.1[{(100 ) / }m m 0.3{ / (100 )}s s 0.2h { / (0.2 1.05 )}{ / (15.4 0.87 )}u u fl fl  ]  
E =emission rate (g/s/m), m=moisture content (%), s=silt content (%), u=Wind speed (m/s), v = average vehicle speed (m/s), f = frequency of 
vehicle movement (number/hr)/frequency of unloading (dumping) (number/hr), c=capacity of vehicle (t)/capacity of unloading (t), h= drop 
height (m), l=size of loader (m3), d=frequency of loading (number/hr)/hole diameter (mm), a=area of active dump (km2). Moisture content, 
Silt content and wind speed for both seasons were observed and average values were considered. 
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Table 2. Total emission rate from the mine 
Sl. No. Emission Source Total no. of points/ Length of source/Area of source 
Emission rate Total emission 
S W S W 
1 Haul Road 5 000 m 0.029 0.015 145 75.15 
2 Transport Road 4 500 m 1.83x10–3 8.78x10–4 8.23 3.9 
3 Coal handling (Feeder Breaker) 2 0.91 0.63 1.81 1.26 
4 OB unloading  0.22 0.16 0.22 0.16 
5 Railway siding 60 m x 20 m = 1 200 m2 1.17 x10–4 7.5 x10–5 0.14 0.09 
6 Exposed OB Dumps 700 000 3.88x10–5 3.7x10–5 27.19 25.96 
7 Drilling  0.77 0.71 0.77 0.71 
8 Overburden loading  1.97 1.24 1.97 1.24 
9 Coal loading  0.61 0.53 0.61 0.53 
Total Emission from Mine (g/s) 184.94 109 
 
2.4. Data collection 
 
The meteorological data are collected from nearest Indian 
Meteorological Department, Hazaribagh and Ranchi observatory. 
In addition, the micro–meteorological data are also recorded by 
installing a micrometeorological station at the study area. The 
meteorological data are collected on hourly basis from 6 a.m. to 6 
p.m. for winter season (December–February) and summer season 
(April–June). The meteorological data consists of wind speed, cloud 
cover, temperature and rainfall. The field data obtained from the 
field studies conducted at North Karanpura Coal mines are distance 
of receptor location from source in the direction of wind, distance 
of the receptor location from source in the direction perpendicular 
to wind direction, and total emission rate of various mining 
operations.         
       
The input data for the development of model consists of wind 
velocity (u) in m/s, distance of the receptor point from the source 
in the direction of wind (x) in meters, distance of the receptor from 
source in the direction perpendicular to wind direction (y) in 
meters, dispersion coefficients, Vy and Vz, both in meters, emission 
rate (Q) in g/s, rainfall in millimeters, cloud cover in okhtas and 
temperature in °C. The dispersion coefficients were calculated 
using Pasquill–Gifford–Turner (PGT) curves. The stability class 
determination to use PGT curves was done by Turner’s stability 
classification based on solar insolation and wind speed. Solar 
insolation categorization is done based on solar elevation and 
cloud cover. Solar elevation (h) is calculated from the following 
equation:  
 
ݏ݄݅݊ ൌ ݏ݅݊ܮǤ ݏ݅݊݀ ൅ ܿ݋ݏܮǤ ܿ݋ݏ݀Ǥ ܿ݋ݏݐ        (1) 
 
ݐ௔ ൌ ݐ௖ ൅ οܶ ൅ ܧܳܶȀ͸Ͳ              (2) 
 
where L is the latitude of the location, t is the hour angle of the sun 
[t=15 (12–ta)°],  d  is the solar declination, ta is the apparent local 
time, and  tc is the calendar time. 
 
οݐ ൌ ሺܯ௟௢௖ െ ܯ௦௧ௗሻȀͳͷ݄       (3) 
 
Mloc is the local reference meridian and Mstd is the standard 
reference meridian. 
 
ܧܳܶ ൌ ͹Ǥ͹  ቂቀଷ଺଴ே ቁ ሺ݊ െ ͵ሻቃ ൅ ͻǤͷݏ݅݊ ቂʹ ቀ
ଷ଺଴
ே ቁ ሺ݊ െ ͺͲሻቃ   (4)
 
 
where EQT is the Equation for time, n is the number of days 
reckoned from January 1 as the first day, and N is the number of 
days in a year (365 or 366). 
Once the stability category is obtained, dispersion coefficients 
were calculated using the equations (representing PGT curves) 
given below:  
 
ߪ௬ ൌ ܣݔ଴Ǥଽ଴ଷ              (5) 
       
ߪ௭ ൌ ܤݔ௣              (6) 
                                                                                                       
Solar elevation, stability class and hence dispersion 
coefficients are calculated for both seasons.   
      
The wind velocity during winter season (December–February) 
is 1.5 km/hr to a maximum of 15.6 km/hr and during summer 
(April–June) is 0.5 km/hr to 14 km/hr. The ambient locations 
selected are within a distance of 2 km from the mine. The dust 
particles are carried by strong winds to these residential areas and 
their air quality is affected. During the period of data collection 
there were thin clouds (0–1 okhtas) and rainfall was scarce.                 
  
The output i.e., the concentration (μg/m3) of dust due to 
mining activities was obtained using high volume sampler placed at 
ambient locations. There are 2 150 sets of input and 2 150 outputs. 
These inputs and outputs are trained to develop the model. 
 
2.5. Development of ANN models 
 
 Neural networks are mathematical constructs that emulate 
the processes that people use to recognize patterns, learn tasks 
and solve problems. Neural networks are usually characterized in 
terms of the number and types of connections between individual 
processing elements called neurons and the learning rules when 
data is presented to the network. The true power and advantage of 
neural networks lie in their ability to represent both linear and 
non–linear relationships and in their ability to learn these 
relationships directly from the data being modeled. 
 
There are no general rules to decide on the network 
architecture i.e. the number of hidden nodes in the model. The 
number of input and output nodes varies in each case. The 
optimum number of nodes required in the hidden layer is problem 
dependent. It depends upon the complexity of the input and 
output mapping, the amount of noise in the data and amount of 
training data available. If the number of hidden nodes is too small, 
the network may fail to converge to a minimum during training. If 
nodes are excessive it will result in the network over fitting the 
training data and lead to poor generalization performance.  
 
Three sets of models have been formulated. The analysis is 
carried out for different combinations of hidden layers and the 
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network showing the least root mean square error is selected. 
Table 3 shows the root mean square error for the selected network 
of Model 1. Similar analysis was done for selecting the networks 
for Model 2 and 3 and networks with least root mean square errors 
were selected. The ANN architecture and input variables for the 
three models are shown in Table 4. The output corresponding to 
these models was the predicted dust concentration due to various 
activities in the mine. Feed Forward Neural Network with back–
propagation algorithm was used to train the network.  
 
Table 3. Root mean square error for the selected network 
2nd HLÆ 
1st HL 
4 8 12 16 
4 0.0404 0.0410 0.0418 0.0420 
8 0.0415 0.0432 0.0442 0.0477 
12 0.0449 0.0400 0.0380 0.0339 
16 0.0395 0.0385 0.0350 0.0387 
HL: Hidden layer 
 
Table 4. Neural Network Architecture and input variables for various ANN 
Model 
Neural 
Network 
Architecture 
Input Variables 
Model 1 
 
6:12:16:1 Winds peed, distance of receptor location 
from source in the direction of wind, distance 
of the receptor location from source in the 
direction perpendicular to wind direction, 
emission rate, dispersion coefficients (σx 
and σy) 
Model 2 
 
7:12:16:1 Wind speed, cloud cover, temperature, 
rainfall, distance of receptor location from 
source in the direction of wind, distance of 
the receptor location from source in the 
direction perpendicular to wind direction, 
emission rate 
Model 3 9:12:16:1 Wind speed, cloud cover, temperature, 
rainfall, distance of receptor location from 
source in the direction of wind, distance of 
the receptor location from source in the 
direction perpendicular to wind direction, 
emission rate, dispersion coefficients (σx 
and σy) 
 
The data was divided into three sets, i.e. training data set, 
validation data set and test data set. The training set which forms 
the bulk of the data was used for learning. The learning was done 
by adjusting synaptic weights of the multilayer network to the 
known output. The validation set was used during training to check 
the generalization performance of the neural network model. 
Training can be stopped when the performance of the model on 
the validation data set gives the minimum error. Testing data set 
stimulates the actual forecasting of data samples. 
 
The performances of all the models were evaluated using the 
statistical parameters like mean of the observed and predicted 
concentrations ( തܱandഥܲ ), root mean square error (RMSE), index of 
agreement (d) (Willmott, 1982), Model Bias (MB), Fractional Bias 
(FB) and normalized mean square error (NMSE) (Riswadkar and 
Kumar, 1994; Patel and Kumar, 1998; Kumar et al., 2006). 
 
The d is a descriptive statistical parameter that reflects the 
degree to which the observed variate is accurately estimated by 
the simulated variate. It is a measure of the degree to which model 
predictions are error free. It varies between 0 and 1. A computed 
value of 1 indicates perfect agreement between the observed and 
predicted observations, while 0 denotes complete disagreement. 
The value of d is expressed as: 
 
݀ ൌ ͳ െ σ ሺ ௜ܲ െ ܱ௜ሻ
ଶே௜ୀଵ
σ ൣห ௜ܲ െ ܱห െ หܱ௜ െ ܱห൧
ଶே௜ୀଵ
               (7) 
                                                                                     
where, N is number of the data points; ܱ௜ observed data points; ௜ܲ 
predicted data points; ܱ mean of the observed data points. It is the 
most commonly used statistical indicator in the air quality model 
performance studies (Nagendra and Khare, 2005). 
 
Model Bias is the mean error that is defined as the observed 
value of concentration ( ܱ௜) less than the predicted value ( ௜ܲ). It is 
given by: 
 
ܯ݋݈݀݁ܤ݅ܽݏ ൌ ሺ పܲ െ పܱሻതതതതതതതതതതത             (8) 
                                                                                       
Fractional Bias is a non–dimensionless factor and is written in 
symbolic form as: 
 
ܨܤ ൌ ʹ ቀைതି௉തைതା௉തቁ     (9)
 
 
where  ܲ is the mean of predicted data points. 
          
This Fractional Bias (FB) varies between +2 and –2 and has an 
ideal value of zero for an ideal model.  
   
Normalized Mean Square Error emphasizes the scatter in the 
entire data set. Smaller values of NMSE denote better model 
performance. The expression for the NMSE is given by: 
 
ܰܯܵܧ ൌ ሺைഢି௉ഢሻమைതכ௉ത
തതതതതതതതതതതതതതതതതതതതത  (10) 
 
3. Results and Discussion  
 
The total data set contains 2 150 input sets and 2 150 output 
values. About 70% of the total data was used for training the 
network and 15% was used as validation set and the remaining 
15% as test data. Several experiments were performed to 
determine the best combination of number of hidden layers, 
number of neurons in the hidden layers, learning rate, learning 
algorithm and the activation function. A fully connected feed–
forward neural network with six neurons in the input layer, twelve 
neurons in the first hidden layer, sixteen neurons in the second 
hidden layer and one neuron in the output layer shows the best 
prediction on validation set for Model 1. Table 5 describes the 
performance of Model 1 during generalization on the validation 
dataset. Similarly for Models 2 and 3 best predictions on validation 
set were obtained with network architecture 7:12:16:1 and 
9:12:16:1, respectively. Tables 6 and 7 describe the performance of 
Models 2 and 3.  
 
Table 5. Estimates of the statistics during generalization of Model 1 
(six input variables) 
Epoch d RMSE NMSE MB FB 
20 0.9952 0.0426 0.0103 –0.0035 –0.8300 
50 0.9967 0.0352 0.0019 0.0031 0.4127 
80 0.9967 0.0350 0.0016 0.0043 0.5337 
100 0.9969 0.0339 0.0014 0.0057 0.6226 
150 0.9968 0.0348 0.0014 0.0058 0.6516 
200 0.9968 0.0348 0.0013 0.0067 0.6972 
300 0.9963 0.0371 0.0013 0.0084 0.8280 
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Table 6. Estimates of the statistics during generalization of Model 2 
(seven input variables) 
Epoch d RMSE NMSE MB FB 
20 0.9716 0.1048 0.0073 0.0151 1.1166 
50 0.9820 0.0834 0.0045 0.0155 1.1301 
80 0.9911 0.0588 0.0030 0.0095 0.8896 
100 0.9914 0.0577 0.0033 0.0081 0.8070 
150 0.9910 0.0589 0.0035 0.0077 0.7853 
200 0.9909 0.0595 0.0036 0.0078 0.7907 
 
Table 7. Estimates of the statistics during generalization of Model 3 
(nine input variables) 
Epoch d RMSE NMSE MB FB 
20 0.9949 0.0413 0.0056 –0.0101 –11.2692 
50 0.9958 0.0372 0.0025 0.0016 0.2401 
80 0.9962 0.0356 0.0021 0.0022 0.3169 
100 0.9955 0.0387 0.0026 0.0023 0.3192 
150 0.9951 0.0387 0.0028 0.0021 0.2985 
200 0.9949 0.0412 0.0030 0.0019 0.2784 
 
 After repeated experiments, the best model prediction on 
validation data set was achieved at 100 epochs with the learning 
rate of 0.05 for Model 1. Similarly for Models 2 and 3, the best 
model prediction on validation data set was achieved at 
100 epochs with the learning rate of 0.05 and 80 epochs with the 
learning rate of 0.05, respectively. 
 
Table 8 gives the summary of the parameters for different 
models and the model performance statistics on validation data 
set. Figures 2, 3 and 4 indicate the comparison between the 
observed and the predicted concentrations for Models 1, 2, and 3, 
respectively.  
 
The performance statistics of the trained ANN for different 
models are given in Table 9. The values of the parameters shown in 
the tables are normalized values. The prediction performance of 
Model 3 shows that the mean of the predicted dust concentration 
(ഥܲ =0.0082) is comparable with the observed mean ( തܱ=0.0060). In 
the case of Model 2, when cloud cover, temperature and rainfall 
are included as the inputs and the dispersion coefficients are not 
considered, the mean predicted value is much higher than the 
observed value. This signifies that the dispersion coefficient is a 
more important parameter than the cloud cover, temperature and 
rainfall. The predicted concentration is very close to the observed 
concentration when all the parameters are considered (Model 3). 
The difference between the standard deviation of the predicted 
concentration (δp) and the observed concentration (δo) is 
minimum in Model 3. This explains that the Model 3 is reproducing 
the variation in the test data set with a reasonable accuracy. Low 
RMSE values are obtained for Model 1 and Model 3 which indicate 
that the model predictions are highly comparable with the actual 
observations. The d value is close to 1, which explains that more 
than 99% of the model predictions are error free. Even though 
NMSE value is slightly higher for Model 3 (0.0021) than Model 1 
(0.0014), the FB value is closer to zero in the case of Model 3 
(0.317) as compared to Model 1 (0.622). Thus, it can be concluded 
that the overall performance of Model 3 is better than Model 1 
and Model 2. The observed values (dust concentration), predicted 
ones by Model 3 were compared with the predictions of a 
Gaussian Plume Model for point source. Figure 5 shows the 
comparison between observed values, values predicted by neural 
model and values calculated using Gaussian Plume equation. It is 
clear from Figure 5 that values predicted by neural model are 
closer to observed values than the values obtained by Gaussian 
Plume model. 
 
 
Figure2. Performance evaluation of Model 1. 
 
 
Figure 3. Performance evaluation of Model 2. 
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Figure 4. Performance evaluation of Model 3. Blue: Observed concentration, Green: Predicted concentration. 
 
Table 8. Summary of the parameters for different models 
Model Network Architecture No. of Epoch Learning rate d RMSE NMSE MB FB 
Model 1 6:12:16:1 100 0.05 0.9969 0.0339 0.0014 0.0057 0.6226 
Model 2 7:12:8:1 100 0.05 0.9914 0.0577 0.0033 0.0081 0.8070 
Model 3 9:12:16:1 80 0.05 0.9962 0.0356 0.0021 0.0022 0.3169 
 
Table 9. Performance statistics of the models 
ࡻഥ  ࡼഥ  δo δp RMSE d Maximum deviation Minimum Deviation NMSE FB 
0.006 0.0113 0.02 0.0491 0.0339 0.9969 0.0120 0.00 0.0014 0.6226 
0.006 0.0140 0.02 0.0601 0.0577 0.9914 0.4536 0.00 0.0033 0.8070 
0.006 0.0082 0.02 0.0388 0.0356 0.9962 0.1527 0.00 0.0021 0.3169 
 
 
Figure 5. Comparison between dust concentrations obtained by different methods. Series 1: Dust Concentration predicted by Neural Model, Series 2: Dust 
Concentration obtained from High Volume Sampler, Series 3: Dust Concentration calculated by Gaussian Plume equation.  
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4. Limitations of ANN Model 
 
Neural networks have been surpassing the classical methods 
in terms of performance when complex function mapping is of 
major concern. The problem during the ANN model training is 
selection of network architecture i.e., number of hidden layers, 
nodes in those layers and their interconnection. Apart from these, 
no rules of thumb exist in the selection of data set for training, 
testing and validation of a neural network model. 
 
5. Conclusion 
 
 ANN based model was developed to predict the dust 
concentrations in an open cast coal mine in the Jharkhand state. It 
was observed that ANN based dust prediction model with 
meteorological parameters, dispersion coefficients and 
geographical parameters showed the best performance on the test 
data. It was seen that the neural model predictions do not differ 
much from the observed values. However, there is a large variation 
in values calculated by Gaussian–Plume equations and observed 
values at certain points. Thus it can be stated that the neural 
network models can predict the concentration of coal dust at 
various locations around the mines in a fairly accurate measure, so 
as to facilitate implementation of adequate control measures 
effectively in advance. All the ambient locations selected are 
residential areas and the air quality of these areas is a matter of 
serious concern. 
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