Abstract: The speci cation statement allows us to easily express what a program statement does. This paper shows how re nement of speci cation statements can be directly expressed using the predicate calculus. It also shows that the speci cation statements interpreted as predicate transformers form a complete lattice, and that this lattice is the lattice of conjunctive predicate transformers. The join operator of this lattice is constructed as a speci cation statement. The join operators of two interesting sublattices of the set of speci cation statements are also investigated.
Introduction
We are motivated by programs operating on a state space whose nite collection of coordinates are called variables. A predicate is a function from the state of a program to a boolean. A predicate transformer is a function from one predicate to another. The behavior of a program statement is captured by its weakest precondition semantics. The weakest precondition semantics of a statement is a predicate transformer that maps a predicate on the nal state of the statement to a predicate on the initial state. We identify a program statement with its weakest precondition semantics. Given a predicate Q and a program statement S, S:Q is the weakest precondition that guarantees that S will terminate in a state in which Q holds.
A powerful and convenient program statement is the speci cation statement introduced by Carroll Morgan 14] . It has three components, and is written as w: Pre; Post] where w (the frame) is a list of variables, and Pre (the precondition) and Post (the postcondition) are predicates. If started in a state satisfying Pre, the statement terminates in a state satisfying Post, modifying only those variables listed in the frame w.
In this paper we formulate re nement in the lattice of speci cation statements using the predicate calculus. We show that the lattice of speci cation statements and the lattice of conjunctive predicate transformers are the same, and construct the join in the lattice. We show that the join of a set of speci cation statements S is the least re ned conjunctive predicate transformer that re nes the angelic choice of the statements from S. We investigate properties of the lattice of universally conjunctive predicate transformers, and the relation between its join and angelic choice. Finally, we discuss the meaning of the join operations in the various lattices, and suggest applications of the join to program development.
Our proof format is from 7] . We use P v := e] to denote the predicate that holds for the expression e just when the predicate P holds for the variable v. The expression hQ x | R . Ti where x is an unordered list of identi er names (dummies), R (the range) is a predicate, and T (the term) is an expression of the appropriate type, is used to denote quanti cation. When R is true everywhere or understood, we omit the range and write the quanti cation as: hQ x . Ti A common quanti er is the set constructor, written as fx | R . Tg
The research described in this report was sponsored in part by the Defence and Advanced Research Projects Agency and monitored by the O ce of Army Research. which denotes the set containing all the terms T where x satis es R. We use ] for everywhere brackets, which denote universal quanti cation over all variables.
A predicate transformer is positively conjunctive if it distributes over any nonempty, possibly in nite conjunction. It is called universally conjunctive if it also distributes over the empty conjunction. We will use conjunctive to mean positively conjunctive.
We assume that the reader has a rudimentary knowledge of lattice theory. Birkho 6] contains a thorough treatment of the subject, and Van de Snepscheut 16] provides a self-contained introduction to the aspects of lattice theory extensively used in program semantics. The join operation in a lattice is denoted by ", and the meet is denoted by #. We write "Z, where Z is a set, to mean the join of all the elements in Z , and similar for #Z.
The de nition of the simple speci cation statement, for any predicate Q, is given by (w: Pre; Post]):Q = Pre^h8 w | Post . Qi (1) Notationally, it is often convenient to be able to express the postcondition in terms of the initial values of variables. We therefore permit Post to be a predicate on both initial and nal states. We adopt the convention that a variable subscripted with 0 in the postcondition refers to the initial value of the variable. Pre is a predicate on initial states only. Therefore, we assume that Pre is independent of initial-value variables. Since the only variables that are modi ed are those from the frame, the nal value of all variables not in w is the same as their initial value. Consequently, we assume that all initial-value variables on which Post depends are from w 0 . Like Morgan 14] , we have 
We use S 0 to denote the set of speci cation statements with a xed frame w, and S to denote speci cation statements from S 0 whose postconditions are independent of initial-value variables. 
Lattice of Speci cations
In this section we show that S is a complete lattice. We use the following lemma from lattice theory, which can be found in 6].
Lemma. (lattices) (6) Let hX ; ; #i be a complete semi-lattice with a maximum element. For any Z X , let "Z be de ned to be #fx | h8 z | z 2 Z . z xi . xg. Then hX ; ; #; "i is a complete lattice.
The join operation constructed by this lemma is the only join operation that is consistent with the relation and #.
Theorem. ( 
7)
The S-speci cation statements form a complete lattice. Proof: The structure hS; p; vi forms a complete semi-lattice since (4) ensures that the meet of every nonempty subset of speci cation statements from S exists. The element w: true; false] 2 S is above every element in S. The result follows from (6) . 2 
Conjunctive Predicate Transformers
In this section we show that S 0 is the set of conjunctive predicate transformers. As a result, we also know that S 0 forms a complete lattice 5]. We will also show that S is a proper subset of S 0 . Lemma. (8) Every statement from S 0 is a conjunctive predicate transformer. Proof: Let fi . P i g be a nonempty set of predicates. We will show that any statement from S 0 is conjunctive.
(w: P; Q]):h8 i . P i i = f (2) Lemma.
Every conjunctive predicate transformer is in S 0 .
Proof: The proof of this lemma follows from the observation that any conjunctive predicate transformer can be generated using the primitive commands assignment, assert, and assume, which are the speci cation The following theorem follows immediately from the two lemmas above.
Theorem. (10) The S 0 -speci cation statements are exactly the conjunctive predicate transformers. Corollary. (11) The S 0 -speci cation statements form a complete lattice.
Proof: Follows from the fact that the conjunctive predicate transformers form a complete lattice 5].
Having shown that the lattice of speci cation statements with initial-value variables is the complete lattice of conjunctive predicate transformers, we now show that introducing initial-value variables strictly increases the expressive power of speci cation statements.
Theorem.
S 6 = S 0 (12) i.e., S is a proper subset of S 0 .
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Proof: We will show that x: true; x = If w is empty, instantiating (13) with R := (x = 6) gives us
However, x = 6 ) RHS of (14)], whereas : x = 6 ) LHS of (14)]|a contradiction.
If w is nonempty, then it contains a variable, say y. Instantiating (13) with R := (y = 6) yields
Notice that y is free on the left-hand side of the above (even if x and y coincide), but not on the right-hand side. Therefore the two predicates cannot be equal|a contradiction.
Both cases lead to a contradiction, completing the proof. 
Re nement
In this section, we use predicate calculus to directly formulate the re nement relation on S 0 -speci cation statements. As a special case, the theorem applies equally well to S-speci cation statements. Theorem. As a notational convenience, we de ne the operator on predicates by: P P w; w 0 := w 0 ; w]] (16) We will frequently use the following properties of :
is an involution, i.e., is its own inverse. 
Join Composition
As a direct consequence of (7) and (11), we know that there exists a choice operator that is the dual of demonic choice in the complete lattices of speci cation statements. In fact, we can use the construction in (6) to de ne the dual operation, which we denote by q.
De nition. ( . In this section we show that given any nonempty Z C > , the join of the elements from Z in C > is the same as their join in S 0 . We also relate the join of C > to angelic choice, the join in the lattice of all predicate transformers. Throughout this section, we use q to denote the join in S 0 .
Joining statements in C >
We show that the lattice of universally conjunctive predicate transformers, C > , is a proper sublattice of the lattice of conjunctive predicate transformers.
Since C > is a subset of S 0 , every universally conjunctive predicate transformer is a speci cation statement. The following lemma shows exactly which speci cation statements are universally conjunctive.
Lemma. 
Proof: All speci cation statements in S 0 are conjunctive. For a speci cation statement to be universally conjunctive, it must also distribute the empty conjunction. By (2), (w: P; Q]):true = P, from which the lemma follows.
2 The following lemma shows that C > is closed under nonempty q, the join from S 0 . Lemma.
(26)
If Z S 0 and there is an element z 2 Z such that z is universally conjunctive, then (qZ ) is universally conjunctive. Proof: From (23), the precondition of (qZ ) is given by the disjunction of the preconditions of statements in Z . By (25), the precondition for z is true, which implies that the precondition for (qZ ) is true. Applying (25) once more concludes the proof. shows that the meet operation in C > is p. Let Z be any nonempty subset of C > . By (26), qZ is universally conjunctive. Therefore it is the join in C > . We conclude that C > is a sublattice of S 0 . C > is a proper sublattice of S 0 since, for example, w: false; true] 6 2 C > . 2 
Join and angelic choice
Let t denote angelic choice, i.e., the join operator in the complete lattice of all predicate transformers. When two conjunctive predicate transformers are composed using t, the result need not be conjunctive. Morgan shows a function 2 that maps an arbitrary predicate transformer S to the least-re ned universally conjunctive transformer that re nes S 13] 
Proof: The proof is the same as for (30), but with S 0 for C > , (33) for (28), and (34) for (29). 2 
Discussion
In this section, we examine the behavior of statements that are composed using q. We show that the join can be used in program development, and discuss its relationship with relational program semantics and parallel programs.
Letting Z denote the set fi . w: P i ; Q i ]g, we examine qZ . According to (23) and (24), the precondition for qZ is h9 i . P i i which allows the statement to be executed whenever the precondition for any statement in Z is true. Contrast this with demonic choice (3) where all the preconditions have to be true.
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The postcondition for S 0 -speci cation statements is given by h8 i . P i ) Q i i which can be read as follows: for every statement w: P i ; Q i ] whose precondition is true in the initial state, its postcondition is true on termination of qZ . qZ does not necessarily guarantee that every Q i holds on termination, but only that those Q i for which the corresponding P i holds initially, hold upon termination. Since the precondition of qZ implies that some P i holds initially, some Q i will hold in the nal state.
The postcondition for S-speci cation statements is given by h8 i . h9 w . P i i ) Q i i which can be read as follows: for every statement w: P i ; Q i ] whose precondition is true for some value of w, its postcondition is true on termination of qZ . Note that since the speci cation statement is allowed to change only those variables mentioned in the frame, h9 w . P i i will be true just when there is some assignment of w for which P i holds in the initial state. In other words, h9 w . P i i will be true if, from the post-state it is possible to arrive back at a state that satis es P i by modifying only those variables mentioned in w.
Back and Butler introduce a fusion operator, denoted , that is similar to our join and that satis es similar properties 4]. However the join of two statements di ers from their fusion, as can be seen by the following result from Back and Butler 4]: w: P; Q] w: P 0 ; Q 0 ] = w: P^P 0 ; Q^Q 0 ] The fusion of two statements is re ned by their join, with equality holding just when the two statements have equal preconditions. Universally conjunctive predicate transformers have true as their precondition; therefore the fusion and join of two universally conjunctive predicate transformers are equal.
Examples
To improve our understanding of q, we give some examples of its operation. Consider the join of x: x = 0; x mod 2 = 0], x: x = 1; 10 x], and x: y = 0; x = 20]. The rst of these statements is the statement that, if started in a state in which x = 0, ends in a state where x is even, having modi ed only x. The second statement requires precondition x = 1, and modi es the value of x to be at least 10. The third statement requires y = 0 and sets x to 20. Since these statements do not mention initial-value variables, they are in both S and S 0 .
We calculate the join of these statements in S 0 .
x This is the statement that can start from an initial state where any of the three previous preconditions is satis ed. The statement guarantees that upon termination, x is even if x = 0 initially, x is at least 10 if x = 1 initially, and x is 20 if y = 0 initially. We now calculate the join of these three statements in S. (37) The precondition of this statement is the same as the precondition of (36). However, statement (37) always guarantees that upon termination, x is even and at least 10. Stated di erently, although S is a subset of S 0 , S is not a sublattice of S 0 .
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As a second example, the join of the statements t: true; t = 0] and t: true; t = 1] (which represent the assignment statements t := 0 and t := 1) is given by t: true; t = 0] q t: true; t = 1] = f (23) or (24): def. of q g t: true; t = 0^t = 1] = f pred. calc. g t: true; false] : The example shows that joining two speci cation statements that have disjoint postconditions produces the top element of S (or S 0 ), a statement whose execution is always miraculous 14] . Contrast this to the angelic choice of the same two statements which angelically chooses to set t to 0 or 1 5] .
In certain circumstances, the join of a set of speci cation statements can be constructed in a simple manner. Let fi . w: P i ; Q i ]g be a set of speci cation statements with pairwise disjoint preconditions. Then the speci cation statement qfi . w: P i ; Q i ]g is the speci cation statement that corresponds to the statement if hp i . P i ! w:
Although the join in the lattices S and S 0 are distinct, in certain cases their application can result in the same speci cation statement. Let fi . Q i g be a set of predicates that are independent of initial-value variables. Then, hq i . w: true; Q i ]i is the same in S and S 0 .
Consider the assignment statement x := x + 1 that is speci ed in S 0 by x: true; x = x 0 + 1]. An alternative method for specifying such statements in S 0 is to use speci cation constants. The statement x := x + 1 would be written as follows using the speci cation constant X :
x: x = X ; x = X + 1] Given a particular value of X , the statement above provides a partial speci cation for x := x + 1, namely the speci cation when the statement is begun in a state in which x = X . If we consider the join of the set of partial speci cations obtained by assigning various values to X , we obtain x := x + 1. We calculate: hq X . x: x = X ; x = X + 1]i = f (23): def. of q in S 0 g x: h9 X . x = X i; h8 X . x 0 = X ) x = X + 1i] = f X ranges over the type of x; pred. calc. g x: true; x = x 0 + 1]
The speci cation constant can be thought of as being implicitly bound by a q-quanti cation in S 0 . A similar calculation in S results in x: true; false], which serves as an alternative proof that S 6 = S 0 .
Parallel programs
Consider the two statements x; y: true; x = 5] and x; y: true; y = 7] . Their join (in both S and S 0 ) is x; y: true; x = 5^y = 7] In this case, the join produces a statement that has the e ect of both of the statements being composed. Stated di erently, in this case, the join corresponds to the parallel composition of the two statements.
The join does not always correspond to our operational understanding of parallel composition. For example, the join of t := 0 and t := 1 (see above) is miraculous; the parallel composition of these statements does not \make sense." As a comparison, in the temporal logic of actions (TLA) 12], speci cation are, crudely speaking, the postcondition component of S 0 -speci cation statements (except that TLA allows temporal logic formulas). Conjunction in TLA is thus related to our join operator. TLA uses conjunction to model parallel TCS -11 composition (cf. 2]), and, as in our case, the issue of this not always corresponding to parallel composition is present.
One can consider doing away with \interference" between statements to be composed in parallel by restricting their frames. For example, the statements x: P; Q] and y: P 0 ; Q 0 ] (38) do not interfere with each other if x and y are disjoint, Q does not mention y or y 0 , and Q 0 does not mention x or x 0 . One can then consider expanding the frame of each of these statements to obtain x; y: P; Q] and x; y: P 0 ; Q 0 ] (39) after which one can apply our join operator (which then produces the parallel composition). Ideally, we would want the result to be a re nement of each statement in (38). The join is indeed a re nement of each of the statements in (39)|by de nition|but between (38) and (39) the re nements that hold: The intersection of these relations does indeed correspond to our join. To be sure the latter pair of representations are used for (41) and (42), one would have to require as an additional healthiness condition that from every normal state that can transition to 1 (i.e., from which non-termination is possible), there is a possible transition to each of the other post-states. The problem with this condition is that statements are then no longer closed under composition, something that can be corrected by instead choosing the healthiness condition:
1. The transition 1 to 1 is present, and Other applications of a join operator can be traced from 9], which uses yet another relational model. For example, the miraculous statement w: true; false] is not modeled.
Program development
The join of two speci cation statements w: P; Q] and w: P 0 ; Q 0 ] results in the weakest (conjunctive) speci cation that is a re nement of both the statements. We suggest how this fact can be used to one's advantage in program development.
Suppose that a large software project has many people working on it. Somehow, persons A and B both write speci cations for procedure proc. Person A writes w: P; Q] and person B writes w: P 0 ; Q 0 ] Following this, programs are written that depend on one or the other of these speci cations. When the mistake is noticed, a lot of work would be necessary to rectify the errors that were introduced as a result of assuming di erent speci cations|unless one can nd an implementation that meets both speci cations. If the programming language at hand is one corresponding to the conjunctive predicate transformers, then the weakest speci cation such an implementation must satisfy is w: P; Q] q w: P 0 ; Q 0 ] which we can now write in closed form. Implementing this speci cation would correct the errors introduced because of inconsistent speci cations.
A similar situation can arise when using source code control systems. Suppose two programmers edit the same procedure and produce di erent implementations. Using the statements for the two implementations, one can compute the speci cation statement that describes an implementation that re nes both implementations|the join of the two implementations. Methods for integrating two di erent implementations of programs have been proposed before (see, for instance 11]). The join operation computed here is the basis for reasoning about the correctness of such a method.
The join is also the basis for the paradigm of program construction by parts 9]. The paradigm proposes that a speci cation S be written as the join of speci cations S 0 and S 00 , i.e., S = S 0 q S 00 . The speci cations S 0 and S 00 capture partial requirements of speci cation S. Therefore, these component speci cations are simpler, leading to a systematic methodology for program development. Frappier et al. give the detailed construction of a program using this paradigm 9].
Ainsworth and Wallis introduce a union operator, denoted t , that is equivalent to our join 1]. They simply de ne this operator and note that it is a hybrid of two other operators: disjunction and fusion. They proceed to state other properties of union and use it in their de nition of co-re nement by multiple viewpoints. Since we have shown that the union operator is in fact the join in the lattice of speci cations, this shows that their work is closely related to the paradigm of program construction by parts.
Summary
We showed that the set of all speci cation statements, S 0 , and the subset thereof that does not use initial-value variables, S, each forms a complete lattice. We showed that S 0 is the lattice of conjunctive predicate transformers, and that S di ers from S 0 . A simple predicate calculus formulation of re nement in the lattice of speci cation statements was provided. The join operations in S and S 0 were calculated and explained. These two operations were shown to be di erent, proving that S is not a sublattice of S 0 . We showed that the lattice of universally conjunctive predicate transformers, C > , is a proper sublattice of S 0 , and related the join to angelic choice in the lattice of all predicate transformers. Finally, we mentioned related work and showed an application of the join in program development.
