With the dramatic increase of available data, the process of data processing should get higher and higher performance. Most researches on k-Nearest Neighbor (kNN) query algorithm are based on the regular partitioning method which is easy to cause the imbalance of load, even influence the overall performance of the kNN query algorithm. In addition, the traditional kNN query algorithm works on single process or single machine platforms, which cannot obtain high enough efficiency when dealing with big data. Aiming at these two issues, an irregular partitioning method based kNN algorithm is presented and being executed on the distributed parallel computing platform-MapReduce as of in this paper. Experiments show that the irregular partitioning method based kNN algorithm using MapReduce can obtain much higher performance and can guarantee a very efficient query when dealing with big data.
Introduction
k-Nearest Neighbor query algorithm which can be abbreviated to kNN query algorithm is a concise and popular non-parameter classification method, which was first presented by Cover and Hart in 1967 [1] and it has been the most widely used query algorithm until now. This algorithm was used in many fields like text classification, image and space classification etc. after being proposed. And many scholars, at home or from abroad, have proposed a number of methods to improve this algorithm and all these methods could be sorted into two categories, one is just based on the kNN algorithm and the other is integrating the kNN algorithm with other algorithms. In the first category, Jing et al. presented a density-based method which clustered each class of sample data into several clusters and reduced the noise sample data and then combined some higher similar sample documents in each cluster into one document for reducing training data [2] , Zhao et al. proposed an essential vector based kNN algorithm which can keep the same accuracy with before while cutting out most of the samples [3] , Bhattacharya et al. put forward a new local distance function-affinity based new similarity function for kNN text classification [4] , Sarma et al. substituted Gaussian distribution for linear interpolation and based it on the weights to nearest neighbor [5] ; while, in the second category, Ishii et al. proposed a grouping method of similar words and combined it with latent semantic analysis and kNN algorithm to obtain higher accuracy in the classification [6] , Zhou et al. employed the hybrid model SVM-kNN algorithm which combined the advantages of SVM and kNN algorithms to improve the prediction accuracy of SVM [7] , Jiang et al. improved kNN algorithm on the basis of Bayesian-kNN and Citation-kNN [8] .
All the above improved kNN algorithms are based on the regular partitioning method which partitions text according to the projected area in a two-dimensional coordinate (only take two-dimensional coordinate into account here) into several small texts of the same area, text in each grid is a small text fragment which is given processors of the same number, kNN algorithm is implemented on the basis of these text fragments. The regular partitioning method based kNN algorithm is simple and tending to realize, but it may cause the issue of computational load imbalance due to the unevenly distributed data, which will markedly influence the comprehensive performance of kNN algorithm especially when in the face of big data.
On the other hand, the traditional kNN algorithm is executed on single process or single machine platforms which cannot guarantee an efficient data processing under the circumstance of big data. However, distributed parallel computing platforms have been widely used in dealing with big data which can handle data in parallel to get better computing performance. Hence, executing kNN algorithms on distributed parallel computing platforms will be a very good way to increase the efficiency of the kNN algorithm.
As a reaction to these two issues, this paper presents an irregular partitioning method based kNN algorithm to avoid the data skew [9] problem and performs it on MapReduce, one of the most popular distributed parallel computing platforms, to improve the data processing ability, and this improved kNN algorithm implemented on the MapReduce platform gives us a very good way to process data efficiently especially when dealing with big data.
The rest of this paper is organized as follows. Section 2 introduces the related work, the k-Nearest Neighbor (kNN) query algorithm and the distributed parallel computing platform: MapReduce. Section 3 explains the irregular partitioning method based kNN algorithm in detail, and executes the improved kNN algorithm on MapReduce. Experimental results and our analysis of them are presented in Section 4 and section 5 presents conclusions.
Related Work
The k-Nearest Neighbor Query Algorithm. The main idea of kNN algorithm is to predict the category of the given text X according to the known category of the n training texts (T 1 ,T 2 ,…,T n ), and select out k (k>=1) texts which are most closest or similar to the given text X, of which coordinate values can be expressed as (C 1 ,C 2 ,…,C n ), similarity values in this text are measured taking use of Euclidean distance. Suppose coordinate values of T 1 are (W 1 ,W 2 ,…,W n ) the similarity value between X and T 1 can be computed by:
The bigger the cos( , ) X T , the more similar the two texts are.
MapReduce Framework. The concise and abstract distributed parallel computing model-MapReduce [10] was first presented by Google in 2004 and then being used to simplify large-scale data processing, and it has been widely used in this field today [11, 12] , for example, the widely used open source implementation Hadoop [13] . MapReduce runs on the basis of Hadoop-the Hadoop Distributed File System (HDFS) [14] . The motive of MapReduce, which has two user defined functions-the Map function and the Reduce function, is to deal with files from HDFS and express them in key/value pairs, then these key/value pairs will be input to Map functions and output key/value pairs after a series of processing as intermediate results. These intermediate results from Map functions will be send to Reduce functions after the shuffle operation executed by MapReduce, final results will be output in key/value pairs after a series of operations executed by user defined Reduce functions.
This makes only take Map functions and Reduce functions into consideration by programmers when dealing with big data in parallel into reality. Benefit from the thinking way of "dividing and dealing" that divide one big file into several small files, the complexity of data processing is reduced significantly and the processing efficiency is improved substantially. So it will be a very good substitute for the single process or single machine platform of the kNN algorithm in big data time.
The Irregular Partitioning Method Based kNN Algorithm
The main idea of the kNN algorithm based on the irregular partitioning method is: Assume the given text to be classified is t, the given dataset D is formed by data points in Euclidean space, there are N x grids from east to west and N y grids from south to north in a two-dimensional coordinate which D projects on, and also M processors in work. Divide these M processors into G groups and group q has G q processors [15] . 
.
, and take L min as the minimum 
The Improved kNN Algorithm in MapReduce
The situation of big data today generates demands of higher efficiency and better performance of the popular kNN algorithm, the above irregular partitioning method partitions the whole text area into several small text areas and number them respectively, which fits very well with the operational mechanism that HDFS divide one big area into several small areas first and then pass them to the most popular parallel computing platform-MapReduce, so run the irregular partitioning method based kNN algorithm on MapReduce can significantly improve the comprehensive performance of kNN algorithm when dealing with big data.
Rewrite the getSplits() and the getRecordReader() method in the Map function according to the pseudo-codes is introduced above, the basic thought of running the irregular partitioning method based kNN algorithm on MapReduce is: users upload files to HDFS and a Map function downloads one text area each time, then the modified Map function divides it into several regions. Assume one small region in a mapper is D q which number is q, and the input key/value pair can be (q, D q ) which key is q and value is D q ; this region will be transformed into a specific format file and the similarity value s q between this text and the given text t will be calculated out, using the former formula (1) 
Experiments and Analysis
In this section, the comparative experimental results for the traditional kNN algorithm and the improved kNN algorithm based on different platforms are shown.
Experimental Environment. The experimental platform is composed of a single server as the master node and two clients as slaver nodes which are both equipped with 4.00GHz CPU, 8G RAM and 50G hard disk. Set the number of mapper and reducer in each slaver node as 4 respectively. The operating system is Cent OS 6.5, the version of Hadoop is Hadoop-0.20.1.
Data sets used in this experiment are the standard data set T 1 and the simulated data set T 2 . T 1 is the Thyroid Disease data set from UCI [16] , which consists of 7200 samples, while, T 2 is dichotomous data generated by the random function in MATLAB:
. fig.4 , shows a fact that the speedup of the improved kNN algorithm using MapReduce is higher than that of the traditional kNN algorithm no matter on data set T 1 or on data set T 2 , for example, speedups are 2.37, 2.96, 3.87, 5.39 when there are six nodes, the first two number representing speedup of the traditional kNN algorithm using T 1 and T 2 , the latter two-speedup of the improved kNN algorithm using T 1 and T 2 , which exactly demonstrates that the irregular partitioning method based kNN algorithm can perform much better no matter when using the simulated data set or using the generated data set than the traditional kNN algorithm on the MapReduce platform.
Results and
Finally, precision of this query algorithm is different when k is different, however, even with the same k, precision can still be different on different data sets. The following fig.5 shows the precision of the traditional kNN algorithm and the improved kNN algorithm on data set T 1 and data set T 2 with different k concerned this paper. Two different values of k (k=1 and k=3) are taken here, it can be seen that precisions of the improved kNN algorithm using both T 1 and T 2 are higher than the traditional kNN algorithm using the two same data sets, take k=3 for example, precisions of the improved kNN algorithm and the traditional kNN algorithm using T 1 and T 2 are 83.1% 87.5% and 78% 79.9%, respectively. That is to say, precision of the improved kNN algorithm is higher than that of the traditional kNN algorithm whatever k takes.
Taken together, the irregular partitioning method based kNN algorithm can obtain much better comprehensive performance than the traditional kNN algorithm using MapReduce especially when facing with big data.
Conclusion
In order to improve the efficiency of processing more and more cumulated data, this paper proposes an enhancement method for the basic and important query algorithm in spatial database field-the k-Nearest Neighbor (kNN) algorithm with substituting the irregular partitioning method for the regular partitioning method and executes it on the most popular programming model for distributed parallel computing-MapReduce. The improved kNN algorithm have gained good performance in balancing load as well as avoiding the data skew problem, nevertheless, more attention should be invited to perfect the calculation of the computing load, at the same time, the irregular partitioning method based kNN algorithm using MapReduce should be studied in high dimensions to improve data manipulation capabilities and should be realized on larger size platforms to enhance data processing abilities in future.
