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A study of magnetic-field tuned superconductor-insulator transitions in amorphous Nb0.15Si0.85
thin films shows that quantum superconductor-insulator transitions are characterized by an un-
ambiguous signature – a kink in the temperature profile of the critical magnetic field. Using this
criterion, we show that the nature of the magnetic-field tuned superconductor-insulator transition
depends on the orientation of the field with respect to the film. For perpendicular magnetic field,
the transition is controlled by quantum fluctuations with indications for the existence of a Bose in-
sulator; while for parallel magnetic field, the transition is classical, driven by the breaking of Cooper
pairs at the temperature dependent critical field Hc2.
PACS numbers: 73.50.-h, 74.25.-q,74.40.+k,74.78.-w
Quantum fluctuations are believed to control the crit-
ical behavior of continuous Superconductor-Insulator
Transitions (SIT) observed in disordered thin films of
various metals [1]. Fine-tuning of the transition can be
achieved either by applying a perpendicular magnetic
field [2, 3, 4, 5, 6, 7, 8, 9] or by varying the sheet re-
sistance R of the films – using film thickness[10, 11] or
electrostatic field[12].
These transitions have been found to be characterized
by a critical resistance – where the Temperature Coef-
ficient of Resistance(TCR) dR/dT changes sign – and
scaling behavior as predicted by the so-called ‘dirty bo-
son’ model [13]. In case of magnetic field-induced SIT,
the ‘dirty boson’ model predicts that the SIT occurs si-
multaneously with the quantum melting and condensa-
tion of the vortex system [14, 15]. Indeed, because the
dual representation of the vortex system is isomorph to
a disordered two-dimensional boson system [16], and be-
cause Cooper pairs in thin films can also be described by
a two-dimensional boson system, it has been shown that
this model is self-dual [14]. Thus, the superconducting
state is characterized by localized vortices in a conden-
sate of Cooper pairs; the insulating state, by localized
Cooper pairs in a condensate of vortices.
However, experimentally, it is difficult to distinguish
this Bose insulator from the standard fermionic insula-
tor expected in two-dimensional disordered fermions sys-
tems [17]. Moreover, because the crossing point observed
in the field dependence of the resistance curves measured
at different temperatures is generally expected whenever
the sample goes from superconducting (dR/dT > 0) to
insulating (dR/dT < 0), the conclusion about the quan-
tum nature of the transition only relies on the temper-
ature independence of this crossing point. Thus, for a
given experiment, it can never be definitely excluded that
the apparent temperature independence of the crossing
point is not due to the finite resolution of measurements.
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This ambiguity was particularly striking in a recent re-
port of a comparison of parallel and perpendicular field-
tuned SIT [7]. In this experiment, no features in the
data have been found that could distinguish the transi-
tions observed in the two magnetic field configurations;
while we do expect the nature of the transitions to be
profoundly different for the two configurations.
Indeed, as described above, in a perpendicular mag-
netic field, the SIT is due to the quantum melting and
condensation of the vortex glass; however, in a parallel
magnetic field, because no vortices can be created in the
sample, we expect the field-induced transition to be clas-
sical, due to the breaking of the Cooper pairs at Hc2.
In this letter, we report on a study of the magnetic
field-tuned SIT in NbxSi1−x amorphous thin films for
two orientations of magnetic field, parallel and perpen-
dicular to the film plane. A careful examination of the
SIT in the two configurations clearly shows that they hold
distinct characteristics. For parallel magnetic fields, the
transition is ‘classical’, due to the vanishing supercon-
ducting order parameter at the temperature dependent
critical field Hc2; whereas, for perpendicular magnetic
field, the transition is controlled by quantum fluctua-
tions, characterized by a temperature independent crit-
ical point (Rc, Hc) and universal scaling behavior. Fur-
thermore, a clear kink is observed in the temperature
profile of the critical field that definitely indicates the
peculiar (quantum) nature of the transition.
Amorphous thin films of NbxSi1−x are prepared un-
der ultrahigh vacuum by e-beam co-evaporation of Nb
and Si, with special care over the control and homogene-
ity of concentrations. Such films are known to undergo
a transition from insulator to metal with increasing Nb
concentration [18, 19, 20]. For this experiment, a series of
six samples, numbered 1 to 6 in table I, with stoichiom-
etry Nb0.15Si0.85 and thicknesses ranging from 100 nm
down to 12.5 nm, have been deposited onto sapphire sub-
strates. Those films are highly stable and no significant
changes of resistance are observed after a cycling between
room and helium temperature.
Resistances were measured by employing a standard
2TABLE I: The samples and their parameters. Tc is defined
as the temperature at which the resistance is half the nor-
mal state value. Hc and Rc are read from the crossing point
observed for each sample, in perpendicular magnetic field.
No. d[A˚] Rn[Ω] Rc[Ω] Tc0[mK] Hc[kOe] ν
1 500 287 282 480 10.1 0.65
2 250 632 612 375 7.7 0.72
3 250 638 620 347 8.0 0.8
4 125 1401 1333 235 5.5 0.67
5 1000 152 ≈ 150 530 ≈ 11.0 ?
6 125 1430 1356 213 5.0 0.6
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FIG. 1: R versus temperature for four samples, numbered
1,2,4,5 in table I. The superconducting transition tempera-
ture decreases with sample thickness.
four-probe method, with ac lock-in detection operated at
23 Hz. The magnitude of the current is 100 nA, which is
well within the linear regime of the I-V characteristic. All
electrical leads were filtered at 300K from RF frequency.
As shown in table I, the sheet resistance R of the
samples increases from 152 Ω up to 1430 Ω when film
thickness decreases from 100 nm down to 12.5 nm. It is
important to note that the normal state resistivities of
these films are almost equal, which indicates that they
are homogenously disordered, with the length scale for
disorder potential only a few atomic spacings, as shown
by structural studies [21].
Figure 1 shows the temperature dependence R(T ) for
samples of different thicknesses. The superconducting
transition temperature decreases for samples of increas-
ing sheet resistance with no sign of reentrant behavior
characteristic of granular systems, which is another indi-
cation of the homogeneity of the films. The decrease of
the superconducting transition temperature is most likely
due to the weakening of Coulomb screening in presence
of disorder [22].
From now on, the data shown are measured on sam-
ple 4, 125 A˚thick. Figure 2 shows the temperature
dependance R(T ) for different values of a magnetic
field applied normal to the thin film. At large mag-
netic fields, R rises with decreasing temperature, sig-
naling the onset of insulating behavior in the zero tem-
perature limit. The resistance isotherms, measured as
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FIG. 2: Top panel: R versus temperature of sample 4, dis-
played for perpendicular magnetic field values between 0 kOe
and 20 kOe by steps of 0.5 kOe. The TCR is positive below
the critical field Hc = 5.5 kOe and negative above. Top inset:
R versus magnetic field for the same sample measured at
temperatures between 150 mK and 400 mK. Bottom panel:
Temperature-magnetic field (T,H) color map of TCR sign,
where light (dark) grey is for negative (positive) TCR. The
border between the two regions locates the crossing point ob-
served in R versus H curves. The color map clearly shows a
kink about 400 mK, as indicated by the arrow, below which
the critical field is temperature independent. Bottom inset:
TCR versus H for temperature between 180mK and 400mK.
function of magnetic field at fixed temperatures between
150 mK and 400 mK, clearly show , inset of figure 2,
the existence of a critical value of the magnetic field
Hc = 5.5 kOe where Rc = 1333 Ω. As shown in pre-
vious reports [2, 3, 4, 5, 6, 7, 8, 9, 23], the insensitivity
of this crossing point to temperature is the most striking
characteristic of the data, and is believed to be the con-
sequence of the quantum nature of the SIT. An alterna-
tive way to display the critical point is to plot the TCR,
with a two-color scale, on the temperature-magnetic field
plane, where light (dark) gray is used for negative (posi-
tive) TCR. At the crossing point, the TCR changes sign
and is represented as the border line between the two col-
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FIG. 3: Scaling of R/Rc versus |H−Hc|/T
1/νz for sample 4.
All the data at temperatures between 150 mK and 450 mK,
magnetic fields between 0.5∗Hc and 1.5∗Hc are shown here to
collapse. Inset: Log-log plot of the temperature as function of
the scaling parameter t(T ). Fitting of this data with t(T ) =
T−1/νz gives the product νz = 0.67 ± 0.05.
ored regions. The color map clearly shows a kink in the
temperature profile of the critical field, about 400 mK.
Below this temperature, the critical field is temperature-
independent and represents, on this color-map, the cross-
ing point (Rc,Hc). The kink clearly defines a tempera-
ture scale in the system – absent from classical transitions
– that signal the peculiar nature of the transition; this
kink may be interpreted as the temperature scale below
which quantum fluctuations of the superconducting order
parameter dominate the dynamics of the system.
Using the value of the critical point (Rc, Hc) just de-
termined, we plot the ratio R/Rc against the scaling
variable |H−Hc|/T
1/νz, where ν is the correlation length
exponent and z the dynamical-scaling exponent.
The critical exponent product νz is obtained from the
data using a numerical minimization procedure described
in Ref. [11]. The procedure consists to plot R/Rc versus
|H −Hc| ∗ t(T ) and treat t(T ) as an unknown variable.
The value of t(T ) is found when the best collapse between
data measured at temperature T and the data measured
at our lowest temperature(150 mK) is obtained. A fit
of the data t(T) with the function t = T−1/νz gives the
exponent product νz = 0.67±0.05; note that the value of
the exponent does not depend on the curve against which
we test the collapse of the data, and figure 3 demon-
strates the good collapse of the data for this value of the
exponent. With increasing sample thickness, weaker in-
sulating behavior is observed at high field, but the main
aspects of the transition – critical point and scaling be-
havior – remain up to 500A˚. Despite the fact that the
value of the critical field Hc is observed to increase and
the critical resistance Rc to decrease with increasing sam-
ple thickness, the value of the exponents are observed to
remain identical, νz = 0.7 ± 0.1. Note that the scaling
behavior of sample 5, 1000 A˚thick, was difficult to an-
alyze due its very weak insulating behavior and poorly
defined critical point.
It has been argued that, due to long-range Coulomb in-
teractions, the dynamical exponent should have the value
z = 1 [13], a value confirmed by independent measure-
ment of z and ν in MoGe [4]. Assuming this value z = 1,
it follows that ν = 0.67 ± 0.05, which is identical to ex-
ponent values obtained from the study of the field-tuned
SIT in amorphous Bi films [11] and amorphous Be films
measured with high currents [8]. However, exponent val-
ues ν ≃ 1.3 have been obtained from field-induced SIT
observed in InOx [2], MoGe [4], and amorphous Be films
measured with low current [8]. The reasons behind the
observed differences are still unknown.
An exponent value ν ≈ 0.67 agrees with numerical sim-
ulations of the (2+1)-dimensional classical XY model [24]
and the Boson-Hubbard model [25]. This exponent is,
however, inconsistent with the scaling theory of the dirty
boson model, which predicts ν ≥ 1 [13], and percolation-
based model [26], which predicts ν = 1.3.
An interesting feature of the data is that compelling
scaling behavior, figure 3, and a well defined critical
point, figure 2, are observed up to T ≈ 400 mK, above
the superconducting critical temperature Tc = 235 mK.
This indicates that the critical behavior of the SIT is not
affected by the dramatic change in the life-time of Cooper
pairs, from infinite below Tc to finite values above Tc, in
the fluctuating regime.
The value of the critical resistances found in our exper-
iment are also inconsistent with the scaling theory, which
predicts a universal value RQ = h/4e
2 ≈ 6.5 kΩ/ for
the resistance at the quantum critical point. Instead, we
find that the critical resistance changes with the sample
sheet resistance, to span a large interval between 150 Ω
and 1333 Ω, see table I. Such deviations of the criti-
cal resistance from the universal value have often been
found [4]; theoretically, it has been suggested that mod-
els including fermionic excitations may account for the
excess conductivity at the critical point [27, 28], while
preserving the main characteristics of the quantum SIT
: the critical point and scaling behavior.
Despite those inconsistencies between the data and the
purely bosonic models, we will now show that the most
representative characteristics of the field-tuned quantum
SIT are not found when the same samples are submitted
to a parallel magnetic field.
Figure 4 shows the temperature dependance R(T ) for
different values of the magnetic field applied parallel to
the thin film plane. At large magnetic fields, we recover
an insulating-like behavior of the sheet resistance, as in
the previous situation. However, a close inspection of
the transition shows that the position of crossing point
(R,H), where a change of sign in TCR occurs, depends on
temperature. The color map of the TCR sign does not
show any temperature independent field scale or kink in
the temperature profile of the critical field. Thus, the
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FIG. 4: Top panel: R versus temperature of sample 4 dis-
played for parallel magnetic field values between 0 kOe and
20 kOe, by step of 0.5 kOe. Top inset: R versus magnetic
field measured at temperatures between 150 mk and 400 mK.
Bottom panel: (H,T) color map of the sign of TCR, where
light (dark) grey is for negative (positive) TCR. No temper-
ature independent crossing point can be found in those data
measured at parallel magnetic fields. Bottom inset: TCR
versus H at temperature of 180 mK, for parallel and perpen-
dicular magnetic fields.
transition looks classical, due to the breaking of Cooper
pairs at the temperature-dependant critical field Hc2.
An important aspect of the quantum SIT is the sup-
posed existence of a bosonic insulator – formed of local-
ized Cooper pairs – above the critical field. This Bose
insulator should only exist for perpendicular magnetic
field configuration; while for parallel magnetic field, the
insulator is of fermion-glass type. Indications for two
different types of insulators is found in the data.
In perpendicular magnetic field configuration, the inset
of figure 2 shows that TCR has a local negative minimum
that occurs at a field valueHm ≈ 10 kOe about two times
the critical field. The disappearance of this minimum at
high temperature (400 mK) indicates that it is related
to superconductivity. The inset figure 4 shows this data
compared with TCR measured in parallel magnetic field.
It clearly appears that the minimum observed in perpen-
dicular magnetic field, ≈ −200 ΩK−1, is well below the
TCR measured in parallel magnetic fields,≈ −120 ΩK−1,
and that no such local minimum exists for the data in
parallel magnetic field configuration. Taken together,
these observations suggest that, for perpendicular mag-
netic field, superconducting fluctuations are responsible
of the stronger insulating behavior just above the critical
field, which may be the signature of a Bose insulator. If
this interpretation is correct, the subsequent increase of
TCR above Hm is due to the pair-breaking of Cooper
pairs; the bosonic insulator is transformed progressively
into a fermionic insulator toward high magnetic fields.
This phenomenon received much attention recently with
the observation of large negative magnetoresistance in
amorphous In2O3[23].
To summarize, we have found that quantum SIT are
characterized by an unambiguous signature – a kink in
the temperature profile of the critical field. We used this
signature to show definitely that the nature of magnetic
field-induced SIT in disordered thin films of Nb0.15Si0.85
depends on the orientation of the magnetic field with the
plane of the film. In perpendicular magnetic fields, the
transition shows the archetypal features of a quantum
SIT : a kink and a plateau in the temperature depen-
dence of the critical field , a critical scaling behavior and
stronger insulating behavior just above the critical field.
In contrast, in parallel magnetic fields, the SIT looks clas-
sical, the superconductivity disappears at the tempera-
ture dependent critical field Hc2, due to the breaking of
Cooper pairs.
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