Abstract. This paper deals with the problem of when, given a collection C of weakly compact operators between separable Banach spaces, there exists a separable reflexive Banach space Z with a Schauder basis so that every element in C factors through Z (or through a subspace of Z). A sample result is the existence of a reflexive space Z with a Schauder basis so that for each separable Banach space X, each weakly compact operator from X to L1 factors through Z.
Introduction
The celebrated W. Davis following sense: For which collections C of weakly compact operators between separable Banach spaces does there exist a separable reflexive space Z so that every operator in C factors through Z? In the current paper, we continue this line of inquiry and use several results from descriptive set theory to obtain uniform factorization type theorems for certain collections of weakly compact operators between separable Banach spaces.
Let us review some of the literature regarding uniform factorization. In 1971, W.B. Johnson provided a separable space Z K so that each operator which is the uniform limit of finite rank operators factors through Z K [18, Theorem 1] . On the opposite direction, decades later in 2009, W.B. Johnson and A. Szankowski showed that there is no separable Banach space through which every compact operator factors [20, Theorem 2.5] .Å. Lima, O. Nygaard and E. Oja proved that for each finite dimensional subspace F of weakly compact operators between fixed Banach spaces X and Y there is a reflexive space Z F so that each operator in F factors (isometrically) through Z F [24, Theorem 2.3] .
Using the theorem of W. Szlenk that no separable reflexive space contains isomorphic copies of all separable reflexive Banach spaces [26, Theorem 3.3] , it follows that there is no separable reflexive space through which every weakly compact operator between separable Banach spaces factors. Therefore uniform factorization questions are only relevant for proper subclasses of weakly compact operators. As it is often common for this kind of results, descriptive set theoretical tools provide us the appropriate framework to study which subclasses have this property (cf. [3, 7, 14] ).
There is another natural obstruction for factorization theorems for weakly compact operators. Since a complemented subspace of a Banach space with a Schauder basis must have the bounded approximation property, if C is a collection of operators which contains the identity on a reflexive space without the bounded approximation property and Z is a space so that every operator in C factors through, then Z cannot have a basis. It is therefore more tractable to restrict our attention to weakly compact operators which factor through spaces with bases. This, in turn, focuses our attention on weakly compact operators defined on spaces whose domains or codomains have a basis.
In [7] the second named author and D. Freeman initiated the program of studying uniform factorization problems using descriptive set theory. For that, the authors introduced a natural coding for the class of all operators between arbitrary Banach spaces, denoted by L -i.e., L is a standard Borel space which naturally codes this class of operators (we refer the reader to Section 2 for precise definitions). This coding was also used in the papers [3, 4, 5, 6, 10] . Since the coding space L is a standard Borel space, this allows one to study the complexity of classes of bounded operators between separable Banach spaces, i.e., we can inquire whether certain classes of operators are Borel, analytic, coanalytic, etc.
The next definition is central to the main results of this paper. Definition 1.1. Let J ⊂ L be a coding for some class of operators between separable Banach spaces and P be a class of Banach spaces. We say that J is strongly bounded with respect to P (resp. complementably strongly bounded with respect to P) if for each analytic subset A ⊂ J there exists Z ∈ P so that every operator in A factors through a subspace of Z (resp. factors through Z).
The motivation for this terminology comes from the definition of (complementably) strongly bounded classes of separable Banach spaces. Let us recall this concept. Let SB be the now classic standard Borel space coding the class of all separable Banach spaces (see Subsection 2.1 for precise definitions). A subset B ⊂ SB is called strongly bounded (resp. complementably strongly bounded) if for each analytic subset A ⊂ B there exists Z ∈ B so that every element of A is isomorphic to a (resp. complemented) subspace of Z. Hence, it easily follows that B is (resp. complementably) strongly bounded if and only if the collection {Id : X → X} X∈B ⊂ L is (resp. complementably) strongly bounded with respect to B. A notion of strongly bounded classes of operators which does not depend of a class of Banach spaces was introduced by the second named author and R. Causey in [3] . Indeed, a collection of operators J (always between separable Banach spaces) is strongly bounded if for each analytic subset A of J there is an operator T ∈ J so that every operator in A factors through T restricted to some subspace of its domain. In [3, Theorem 5.8] , the authors prove that the weakly compact operators are strongly bounded, which, combined with the fact weakly compact operators factor through reflexive spaces, is equivalent to the statement that the weakly compact operators are strongly bounded with respect to the reflexive spaces. There are many open questions regarding whether a given operator ideal (restricted to separable Banach spaces) is strongly bounded, see [3] for a collection of open problems in this area.
Furthermore, we note that the weakly compact operators between separable Banach spaces is not complementably strongly bounded with respect to the reflexive spaces. Indeed, as already mentioned above, W.B. Johnson and A. Szankowski [20] showed there is no separable Banach space through which every compact operator factors and it is routine to observe that the compact operators between separable Banach spaces are a Borel subset of L.
Before stating our main results on complementably strong boundedness, we introduce some notation. Let W denote the subset of L which codes the weakly compact operators between separable Banach spaces (see Subsection 2.2). Definition 1.2. Given subsets A, B ⊂ SB, we define the following collection of operators:
If A (resp. B) is the isomorphism class Z in SB of a certain separable Banach space Z, we simply write W Z,B (resp. W A,Z ).
Let SD, sb, sb * , ub and ub * denote the subsets of SB coding the separable Banach spaces (1) with separable dual, (2) with shrinking bases, (3) whose duals have shrinking bases, (4) with unconditional bases and (5) whose duals have unconditional bases, respectively. The following is the main result of [7] . Theorem 1.3 (Theorem 25 of [7] ). Both W SB,sb and W SB,C(2 N ) are complementably strongly bounded with respect to the class of separable reflexive Banach spaces admitting Schauder bases.
We obtain the following result on complementably strongly bounded classes of operators. Moreover, for W SB,L 1 , we obtain the following stronger result. Theorem 1.5. There exists a reflexive Z ∈ SB with a Schauder basis so that every A ∈ W SB,L 1 factors through Z.
Our main tool to prove Theorem 1.4 is a new descriptive set theoretic result which extends a theorem by the third named author (see [9, Theorem 1.1] ). For that, we will need the concept of isometry between bounded operators between separable Banach spaces, i.e., isometry between elements of L. Precisely, in [3, Definition 5.4] , the authors defined the concept of two operators A : X → Y and B : Z → W being isomorphic to each other. We define analogously what it means for A and B to be isometric as follows.
1 Definition 1.6. Let X, Y , Z, and W be Banach spaces and A : X → Y and B : Z → W be bounded linear operators. We say that A : X → Y and B : Z → W are isometric (resp. isomorphic) if there exist linear isometries (resp. linear isomorphisms) j 1 : X → Z and j 2 : Y → W such that B • j 1 = j 2 • A, i.e., such that the diagram
/ / W commutes. The pair (j 1 , j 2 ) is called an isometry (resp. isomorphism) between A and B. We write (A :
Let L SD denote the subset of L which codes all the bounded operators A : X → Y between Banach spaces X and Y with separable dual. In order to simplify the notation in the technical part of the next theorem, we identify an operator (A : X → Y ) ∈ L with the triple (X, Y, A).
Moreover, the set
is Borel and there exists a Borel map
is bilinear and norm continuous, and
A corollary of Theorem 1.7 is the following, which itself is a generalization of the main result of [13] .
We now describe another corollary of Theorem 1.7. As noticed by G. Godefroy in [16, Problem 5.2] , the result [9, Theorem 1.1] implies that the equivalence class X of a separable reflexive Banach space is Borel if and only if the equivalence class of its dual X * is Borel. Theorem 1.7 allow us to obtain the analogous result for bounded operators, which generalizes this result for Banach spaces.
Before stating this corollary, we need some terminology. Precisely, given a coding for bounded operator between separable Banach spaces B ⊂ L, we define the isomorphic saturation of B, denoted by B , by
If B is a set containing a single operator, say B = {A : X → Y }, we simply write A : X → Y , or A for short. If moreover B ⊂ L SD , we define its dual collection B * as in Corollary 1.8 above.
The following is a consequence of Theorem 1.7. At last, in Section 5 we deal with strongly boundedness over the class of reflexive spaces. As mentioned above, the second named author and R. Causey proved in [3, Theorem 5.8 ] that the class of weakly compact operators is strongly bounded over the class of separable reflexive Banach spaces. We are able to obtain the following stronger for the class W SB,SD . Theorem 1.10. Let B ⊂ W SB,SD be a Borel subset. Then there is a reflexive space Z ∈ SB and a σ(
Hence, the result above shows not only that given an analytic A ⊂ W SB,SD one can find a reflexive Z so that each A ∈ A factors through a subspace of Z, but moreover that the choice of this subspace can be done is a σ(Σ 1 1 )-measurable manner. We refer the reader to Theorem 1.10 below for a stronger more technical result.
We finish the paper presenting some open problems in Section 6.
Preliminaries
The Banach space theory terminology used herein is standard and we refer the reader to [2] . We emphasize here that all Banach spaces are considered to be over the reals and, given a Banach space X, we denote its closed unit ball by B X . We also write X ∼ = Y and X ≡ Y to denote that X and Y are isomorphic and isometric, respectively. For the background on descriptive set theory, we refer the reader to [21] .
2.1. Polish spaces and coding separable Banach spaces. A separable topological space (X, τ ), where τ is a topology on the set X, is called a Polish space if there exists a complete metric on X which generates the topology τ . In this case, we say that τ is a Polish topology.
A measurable space (X, A), where A is a σ-algebra on the set X, is called a standard Borel space if there exists a Polish topology on X so that A is the Borel σ-algebra generated by this topology.
Since the class of all separable Banach spaces is a proper class, i.e., it is not a set, in order to study the descriptive set theoretical properties of the class of all separable Banach spaces it is necessary to first code this class as a set. This is usually done as follows. Denote the Cantor set by ∆. Since the Banach space of continuous real-valued functions on the Cantor set, C(∆), is isometrically universal for all separable Banach spaces 3 , we define SB = {X ⊂ C(∆) : X is a closed linear subspace} and endow SB with the Effros-Borel σ-algebra, i.e., the σ-algebra generated by the sets 
n be a sequence of Borel maps so that (1) {d n (X)} n is a dense subset of X for all X ∈ SB, and (2) for all m, k ∈ N and all r, q ∈ Q there exists n ∈ N such that d n (X) = rd k (X) + qd m (X) -the existence of such sequence is given by Kuratowski and Ryll-Nardzewski's selection theorem [21, Theorem 12.13] .
We use the notation
Definition 2.1. We define the coding for all bounded operators between separable Banach spaces as the subset
Firstly, notice that L is clearly a Borel subset of SB × SB × C(∆) N (see [4, Section 8.2] for details), so L is a standard Borel space. We now explain how L codes the operators between separable Banach spaces. Given Banach spaces X, Y ∈ SB and a bounded operator A : X → Y , we associate to A :
On the other hand, if (X, Y,Â) ∈ L, define A : X → Y to be the unique operator such that A(d n (X)) =Â(n) for all n ∈ N. For the remaining of this paper, using the identification just described, we make no distinction between the triple (X, Y,Â) ∈ L and the operator A : X → Y (cf. [4, Claim 8.4] ). Moreover, if the spaces X and Y can be neglected, we simply write A ∈ L.
Let SD = {X ∈ SB : X * is separable} and define 
We denote the coding for the weakly compact operators by W, i.e.,
A is weakly compact}.
By [7, Proposition 22] , W is coanalytic. At last, we denote the coding for the weakly compact operators between spaces with separable dual by W SD , i.e.,
Alternatively, using the terminology of Definition 1.2, we have W SD = W SD,SD .
2.3.
Hyperspace. Denote the set of all compact subsets of a compact metric space S by K(S), and endow K(S) with the Vietoris topology. Since S is a metric space, the Vietoris topology is generated by the Hausdorff metric, and this metric makes K(S) into a compact Polish space. The reader can find more details about K(S) and its topology in [21, Section 4.F]. The next lemma is [9, Lemma 3.7] and it will play an important role in Section 5. Recall that a critical ingredient towards showing that a separable Banach space X embeds isometrically into C(∆) is the fact that B X * is separable and metrizable in the weak * topology and thus image of the Cantor set under some continuous map. The next lemma gives us a way to parametrize the selection of this continuous surjection and it is our tool to bring abstract Banach spaces into a concrete isometric copy of it in C(∆).
Lemma 2.2. Let ∆ be the Cantor set. There exists a Borel function
M is a compact metric space, and h : ∆ → M is a continuous surjection, we have that
is a Borel function and, for each
we write |n| = k, and |n| is called the length ofn. If ℓ ≤ k, we writē n ↾ ℓ = (n 1 , . . . , n ℓ ). Analogously, ifn = (n j ) ∞ j=1 ∈ Λ N and ℓ ∈ N, we writē n ↾ ℓ = (n 1 , . . . , n ℓ ). Define an order on Λ <N by settingn m ifn is an initial segment ofm, i.e., if |n| ≤ |m| andm ↾ |n| =n. Ifm ∈ Λ N , we definē n m analogously. A subset T ⊂ Λ <N is called a tree on Λ if for all t ∈ T and all s ∈ Λ <N , s t implies s ∈ T . A tree T is called pruned if for all s ∈ T there exists t ∈ T \ {s} with s t.
If T is a tree on a set Λ, an element β ∈ Λ N is called a branch of T if β ↾ k ∈ T for all k ∈ N, and we denote the subset of Λ N containing all branches of T by [T ] . We say that a tree T on Λ is ill-founded if [T ] = ∅, otherwise T is called well-founded. If Λ = N, we denote the set all all trees on N by Tr, and the subsets of all ill-founded trees and well-founded trees by IF and WF, respectively.
The adjoint map as a Borel function
In this section, we prove Theorem 1.7. As mentioned in the introduction, Theorem 1.7 is a generalization of [9, Theorem 1.1]. To prepare for the proof, we first introduce a coding for the unit ball of the duals of separable Banach spaces as compact subsets of the product space [−1, 1] N (we follow the approach of [12, Section 2.
where if d n (X) = 0, we let x * n = 0 above. It is easy to see that the subset
. Therefore, by [21, Theorem 28.8] , the map
is Borel. Moreover, one can easily see that for each X ∈ SB there exists a linear isometry
4 As a rule, we denote elements of a space X by x, functionals in the dual X * by f , elements in the product space [−1, 1] N by x * , and their n-th coordinate by x
We will also need a Borel way of computing the functional evaluation of an element x * ∈ K X * at some x ∈ X. We proceed as follows. Consider the Borel set
and define a map α : A → R by letting
for all (X, x, x * ) ∈ A, where, given f ∈ X * and x ∈ X, f, x denotes the functional evaluation of f at x, i.e., f (x). By [9, Lemma 3.8], α is a Borel map.
We are now in good shape to present a proof for Theorem 1.7.
Proof of Theorem 1.7. Since B is Borel, the subsets
and let γ : E → R be the Borel map given by [9, Corollary 3.10]. The properties of γ which are important for our goals are 1. γ(X, x * , ·) ∈ C(∆) for all X ∈ B and all x * ∈ K X * , and 2. γ(X, x * , ·) = x * ∞ for all X ∈ B and all x * ∈ K X * . Given X ∈ B and x * ∈ K X * , the reader should interpret γ(X, x * , ·) as the coding -back in the universal space C(∆) -of the functional of X * which is coded by x * ∈ K X * .
For each X ∈ B, define
It is shown in the proof of [9, Theorem 1.1] that the assignment X ∈ B → X • ∈ SB is Borel and that X • is linearly isometric to X * for all X ∈ B.
Moreover, let
and for each (X, x, g) ∈ A, with g = λγ(X, x * , ·), define
Then A is Borel and it was proved in the proof of [9, Theorem 1.1] that g, x X does not depend on the representative λγ(X, x * , ·) of g. At last, the proof of [9, Theorem 1.1] also shows that
is Borel and that, for each X ∈ B, 3. ·, · X is bilinear and norm continuous, and 4. g ∈ X • → g, · X ∈ X * is a surjective linear isometry.
We now return to the proof of the theorem. For that, we define an assignment (X, Y,Â) ∈ B →Â • ∈ C(∆) N so that the sequenceÂ • ∈ C(∆) N will work as the coding of the adjoint operator A * : Y * → X * analogously asÂ codes the operator A : X → Y . For each n ∈ N define a map x * n : B → R N by letting
∈ X * is a surjective linear isometry and ·, · X is bilinear, we have that
By the definition of ·, · X and using the representative ofÂ • (n i ) given in ( * * ), this gives that
Since q 1 , . . . , q k ∈ Q and n 1 , . . . , n k ∈ N are arbitrary, it follows that
Proof.
By the definition of x * n (X, Y,Â) and the property of i X given in ( * ), it follows that
By the definition of α and γ, we conclude that
for all n ∈ N, and we conclude that
This concludes the proof of the first part of the theorem. We now move to its second statement.
Proof. This follows since for each n ∈ N the assignment
Then D is Borel and the map
is Borel.
Proof. Recall the definition of the operator
Moreover, by the definition of L and since A • = A , we have that
Let h ∈ C(∆) and ε > 0. By the above, it follows that
By Claim 3.3, the right hand side of (1) gives us a Borel condition on (X, Y,Â, g) ∈ D. So, the claim follows.
This finishes the proof of the theorem.
We conclude this section with the proofs of Corollaries 1.8 and 1.9. But before that let us point out two straightforward facts about any collection B ⊂ L. Precisely, given such B, we have that Since the above set is equal to the A * in the statement of the corollary, this concludes the proof.
Proof of Corollary 1.9. For the forward direction, suppose B is Borel. Let us first notice that B * is analytic. For that, consider the Borel assignment
Since the assignment above is Borel,
is analytic, which implies that B * is analytic. Since B is a collection of operators between reflexive spaces, we have that B * ⊂ L SD . Since L SD is coanalytic, Lusin's separation theorem allow us to pick a Borel C ⊂ L SD so that B * ⊂ C. For now on, let Φ : (X, Y,Â) ∈ C → (Y • , X • ,Â) ∈ L be the Borel assignment given by Theorem 1.7. Since B is a collection of operators between reflexive spaces it follows that B * = Φ −1 ( B ). Hence, B * is Borel since B is Borel.
For the backwards direction, suppose now that B * is Borel. By the definition of B * , we have that B * = B * and (B * ) * = B . Therefore, the result follows from the forward direction which we just proved.
Factoring weakly compact operators through a single space
In this section, we prove Theorem 1.4. For the proof that W SB,ub and W SB,L 1 are strongly bounded with respect to the class of separable reflexive spaces admitting Schauder bases (Theorem 4.4), we will not need any of the results in the previous sections. On the other hand, the same result for the collections W sb * ,SD and W ub * ,SD will make heavy use of the machinery in Section 3 (Theorem 4.6). Since both those proofs make use of the DFJP interpolation scheme, we start this section by recalling it (see [11] for more details).
Let X be a Banach space and W ⊂ X be a convex, symmetric and bounded subset. For each n ∈ N, define a norm | · | n on X by letting
for all x ∈ X -this is the Minkowski gauge norm on X associated to W .
and let · p be given by x p = ( n |x| n ) 1/p for all x ∈ ∆ p (X, W ). This defines a complete norm on ∆ p (X, W ), and the space (∆ p (X, W ), · p ) is called the p-interpolation space of the pair (X, W ). We will need the following lemma.
5
Lemma 4.1. Let X and Y be Banach spaces, and A : X → Y be a weakly compact operator. Suppose Y has either an unconditional basis or is isomorphic to L 1 , and let (P n ) n denote either the sequence of partial sum projections associated to the unconditional basis of Y or to the Haar basis of Y , respectively. Then
i.e., the closed convex hull of the union over n ∈ N of P n (A(B X )), is weakly compact. 
We now describe a construction which will be crucial for Theorem 4.4. Since this construction will also be used for the purposes of Section 5, we define the objects below in considerable more generality than we will need for Theorem 4.4.
Given a Polish space S, let F(S) denote the space of all closed subsets of S endowed with the Effros-Borel structure, i.e., the σ-algebra generated by
Given E ∈ SB, write F 0 (E) = {F ∈ F(E) : F is bounded, convex and symmetric}. Construction 4.2. Consider E ∈ SB, y 1 , y 2 ∈ E, and a map Y ∈ SB(E) → (e Y n ) n ∈ E N so that (e Y n ) n is a Schauder Basis for E for all Y ∈ SB(E). For each Y ∈ SB(E), let (P Y n ) n be the sequence of partial sum projections associated to (e Y n ) n . For each (Y, W ) ∈ SB(E) × F 0 (E), let ,W ) ). In this case, we define [11] or [7, Theorem 9] ).
The next Lemma is the version of [7, Proposition 14] which we need for our goals. Lemma 4.3. Let E ∈ SB be either a space with an unconditional basis or isomorphic to L 1 , and let B ⊂ L be a Borel collection of weakly compact operators all of which have E as their codomain. Then there exists reflexive Z ∈ SB with a Schauder basis so that every operator in B factors through Z.
Proof. This proof consists of noticing that the methods in [7] (mainly Proposition 14) together with Lemma 4.1 give us the desired result. Precisely, we only need to use the notation defined before the lemma so that we can use results of [7] .
Let (e n ) n be either the unconditional basis of E or the Haar basis of E. Consider the objects defined in Construction 4.2 associated to E, the constant assignment (Z, W ) ∈ SB(E) × F 0 (E) → (e n ) n ∈ E N , and some y 1 , y 2 ∈ Y with y 1 = y 0 and y 2 = −y 0 , where y 0 = n a n e n ∈ E is so that a n = 0 for all n ∈ N. Then y 1 , y 2 satisfy the special condition in Construction 4.2. For each A = (X, Y,Â) ∈ B, define W A = W (Y,A(B X )) and Z A = Z (Y,A(B X )) . By Lemma 4.1, W A is weakly compact for all A ∈ B, so Z A is reflexive for every such A.
Since the map Z ∈ SB(E) → (e n ) n ∈ E N is Borel, the result now follows analogously to the proof of [7, Proposition 14] .
We can now present the proof of half of Theorem 1.4. As mentioned at the beginning of this section, this half only makes use of results within this current section. Proof. The proof of this theorem is a simple adaptation of [7, Theorem 25] with the extra ingredient of Lemma 4.3 and Pe lczyński universal space.
We start proving the result for W SB,ub , so let A ⊂ W SB,ub be an analytic subset. Let U be Pe lczyński famous universal space for unconditional basis, i.e., U has an unconditional basis and every Banach space with an unconditional basis embeds into U complementably [25, Corollary 1]. Define
whereÂ ∼B stands for "the sequenceÂ is equivalent to the sequenceB" (see [12, Section B1] for definition). Since equivalence of sequences is a Borel relation in C(∆) × C(∆) and being isometric is an analytic relation in SB × SB, A U is analytic. Define W U = W ∩ (SB × {U } × C(∆) N ). As W is coanalytic, so is W U . Hence, Lusin's separation theorem gives us a Borel B U ⊂ W U so that A U ⊂ B U .
By Lemma 4.3, there exists a reflexive Banach space with a Schauder basis so that every (X, U,Â) ∈ B U factors through Z. Let us observe that every operator in A also factors through Z. Lemma 4.5. Let X and Y be dual spaces, T : Y → X be a weak * -to-weak * continuous weakly compact operator, and W ⊂ X be a weakly compact, symmetric, convex, and bounded subset so that T (B Y ) ⊂ W . Let ∆ 2 (X, W ) be the 2-interpolation space of the pair (X, W ), and J : ∆ 2 (X, W ) → X be the standard inclusion. Then T factors through ∆ 2 (X, W ) and both J and J −1 • T are weak * -to-weak * continuous.
Since T is a weakly compact operator, T (B Y ) is a relatively weakly compact subset, and [11, Lemma 1] implies that Z is reflexive. So J is weak * -to-weak continuous.
It is only left to show that J −1 •T is weak * -to-weak * continuous. For that, let (y i ) i∈I be a weak * null net in Y . Let Y * and X * denote the preduals of Y and X, respectively. Since J : Y → X is weak * -to-weak * continuous, there exists a bounded map J * : X * → Y * such that J = (J * ) * . Since J is injective, it follows fro Hahn-Banach that J * has dense range. Hence, in order to show that (J −1 • T (y i )) i∈I is a weak * null net, it is enough to notice the following. Let x * ∈ X * . Then
Since T is weak * -to-weak * continuous, the net (J −1 • T (y i )(J * (x * ))) i∈I converges to zero. So, J −1 • T is weak * -to-weak * continuous. 
(or A ∈ B → A • ∈ L for short) be the Borel assignment given by Theorem 1.7. Then the set 
So, V A U A = A. This gives us that every A ∈ A factors through the predual of Z, and we are done. In order to show that W ub * ,SD is strongly bounded with respect to the class of separable reflexive Banach spaces with a shrinking basis, we only need to proceed exactly as for W sb * ,SD but using Theorem 4.4 instead of [7, Theorem 25 ]. We leave this task to the reader. 
Proof. We start by showing that
n ∈ L 1 is clearly well defined and it is continuous. Since
In order to conclude the proof, we use once again that a bounded subset W ⊂ L 1 is weakly compact if and only if for all ε > 0 there exists 
This is an analytic condition, so
We will now observe that W SB,L 1 is analytic. For that, fix a Schauder basis (e j ) j for L 1 and given a basic sequence (z j ) j in C(∆) so that (z j ) j ∼ (e j ) j let I (z j ) j : span{z j : j ∈ N} → L 1 be the isomorphism given by z j → e j . Then we only need to notice that
Indeed, the conditions "(z j ) j is a Schauder basis for Y " and "(z j ) j ∼ (e j ) j " are clearly Borel conditions. Moreover, let
Proof of Theorem 1.5. This follows from Theorem 4.4 and Proposition 4.7.
We conclude this section with the following proposition regarding the complexities of the other classes we are considering. Proof. The proof consists of citing work from previous papers. First recall that the coding for the reflexive Banach spaces with a Schauder basis, denoted by REFL b ⊂ SB, is complete coanalytic [8, Corollary 3.3] . Hence, there exists a Borel reduction ϕ : Tr → SB of the set of well-founded trees WF to REFL b , i.e., ϕ −1 (REFL b ) = WF. Therefore, the map Φ : Tr → L given by
is a Borel reduction of WF to both W SD,sb and W sb * ,SD . In particular, both W SD,sb and W sb * ,SD are not analytic. For the cases, W SB,ub and W ub * ,SD it suffices to consult the proof of [4, Proposition 8.6]. Likewise, there is a Borel map Φ : Tr → L so that so that Φ −1 (W SB,ub ) = WF and Φ −1 (W ub * ,SD ) = WF.
Factoring weakly compact operators through subspaces of a single space
The main result of this section is Theorem 5.1 below. Recall, if S is a standard Borel space, then σ S (Σ 1 1 ) denotes the sigma algebra on S generated by the analytic subsets of S. A map S → M between standard Borel spaces is called σ(Σ 1 1 )-measurable if the preimage of every Borel subset of M is in σ S (Σ 1 1 ).
The second named author and R. Causey proved in [3, Theorem 5.8] that W is strongly bounded with respect to the class of separable Banach spaces. The next result gives us that W SB,SD satisfies an even stronger property. Not only W SB,SD is strongly bounded, but the choice of the space through which the operators will factor can be done in a σ(Σ 1 1 )-measurable way. Theorem 5.1. Let B ⊂ W SB,SD be a Borel subset. Then there is a reflexive space Z ∈ SB and a σ(
Moreover, setting
there exists a σ(
X → Z is a bounded linear map with norm at most 1, and 3. there exists a bounded operator L :
The proof of Theorem 5.1 will take this entire section. We start setting some notation. Precisely, given a Borel B ⊂ SD, we will need to evoke a construction of a Borel map Y ∈ B → (e Y n ) n ∈ C(∆) N given by B. Bossard. Since this construction is rather technical, we chose to simply present here the properties of it which are necessary for our settings and refer the reader to the appropriate sources.
Precisely . However, the proofs of the properties above actually give us something stronger -in a nutshell, the unit ball B Y can be replaced by any closed bounded convex symmetric subset of Y . Precisely, the assignment ( * ) has the following stronger properties: 
N be the map ( * ) above associated to B. Moreover, consider the objects in Construction 4.2 associated to C(∆), the assignment Y ∈ B → (e Y n ) n ∈ C(∆) N and 1, y ∈ C(∆), where y is a normalized function which separates the points of ∆. In order to simplify notation, for each A = (X, Y,Â) ∈ B, let
is Borel, we have that (A, z) ∈ B × C(∆) → z A,m ∈ R is Borel for all m ∈ N. Therefore, (A, z) ∈ B × C(∆) → z A must be Borel.
We now code the unit balls of the dual spaces Z * A -this will be done slightly differently than in Section 3. For this different coding, we fix an enumeration (α k ) k of Q <N and write α k ×(e Y n ) in order to abbreviate m j=1 a j e Y j , where α k = (a 1 , . . . , a m ).
Given A = (X, Y,Â) ∈ B, let 
is Borel. Moreover, for all A ∈ B there exists an isometry i A : 
and define a map α : A → R by
Then A is a Borel set and α is a Borel map.
Proof. Since the assignment A ∈ B → K A ∈ K([−1, 1] N ) is Borel by Lemma 5.2, it follows that A is Borel. Also, since for all (X, Y,Â, n, w * ) ∈ A we have that α(X, Y,Â, k, w
Given A = (X, Y,Â) ∈ B, Z A is defined as the interpolation space of the pair (C(∆), W A ), and we can consider the standard inclusion J A : Z A → C(∆). Moreover, by 2' above, we have that
A (A(x)) is well-defined and has norm at most 1.
Lemma 5.4. Let B ⊂ W SB,SD be Borel, i A be as in Lemma 5.2 and j A be as above. Let
and define a map α ′ : A ′ → R by
for all (X, Y,Â, x, w * ) ∈ A ′ . Then A ′ is a Borel set and α ′ is a Borel map.
Proof. Notice that for each (X, Y,Â, x, w * ) ∈ A ′ ,
where (n j ) j is any sequence in N so that
where α is given by Lemma 5.3. This shows that α ′ is Borel.
We now prove the main result of this subsection.
Theorem 5.5. Let B ⊂ W SD be a Borel set, and let
There are Borel maps
such that, by setting ϕ A = (X, Y,Â, ·), we have that, for each A = (X, Y,Â) ∈ B,
1. σ(A) is a shrinking boundedly complete basic sequence, 2. Im(ϕ A ) ⊂ span{σ(A)} and ϕ A : X → span{σ(A)} is a linear operator with norm at most 1, and 3. there exists a bounded operator L :
Proof. We follow the proof of [9, Theorem 4.6] closely. Let H :
be the map given in Lemma 2.2, and α and α ′ be the maps in Lemma 5.3 and Lemma 5.4, respectively. Fix a sequence (n k ) k in N N so that α n k × (e Y j ) = e Y k for all k ∈ N -notice that this sequence does not depend on Y . For each A = (X, Y,Â) ∈ B, we define
Claim 5.6. The sequence σ(A) is 1-equivalent to (z Y n ) n for all A ∈ B. In particular σ(A) is a shrinking boundedly complete basic sequence.
Proof. One only needs to notice that the assignment
} defines a surjective linear isometry Z A → span{σ(A)}. Since this follows exactly as in the proof of Theorem 4.6, we leave the details to the reader. 
Since ϕ is Borel, so is Ψ, and the other properties follows from Theorem 5.5.
5.2.
Coding by rational spaces and amalgamation. We have seen in the previous subsection how to construct a Borel assignment σ : B → C(∆) N so that every A ∈ B factors through a subspace of σ(A). In this subsection, we code each σ(A) as a subspace of a rational Banach space, and use the amalgamation method presented in [22] in order to construct a single reflexive space containing every σ(A). Givenn = (n j ) j ∈ N <N , let us define a norm · n on R |n| , where |n| denotes the length of the tuplen. For that, for each d ∈ N, fix an enumeration ( · d,j ) j of all monotone rational norms on R d . Then, given n = (n j ) j ∈ N <N , define a norm · n on R |n| by letting the unit ball of (R |n| , · n ) be
Ifn = (n j ) j ∈ N N , we define a norm · n on a subspace of R N analogously. To simplify notation, we denote the Banach spaces just defined by (Fn, · n ) regardless ofn being a finite tuple or not. For each suchn, we denote the standard basis of Fn by (r n ) n . Let mbs = {f ∈ C(∆) N :f is a normalized monotone basic sequence}, so mbs is a Borel subset of C(∆) N . We will now define a map ψ : mbs → N N which was implicitly defined in [22, Section 6 ].
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Fix a bijection π = (π 1 , π 2 ) : N → N × N so that both π 1 (m) ≤ π 1 (k) and π 2 (m) ≤ π 2 (k) imply m ≤ k (e.g., let π be the bijection in [22, Definition 6.3] ). For eachf = (f n ) n ∈ mbs, let (f j,n ) j,n denote the basis of ℓ 2 (span{f }) so that f j,n belongs to the j-th copy of span{f } in ℓ 2 (span{f }) and equals f n . For each i ∈ N, let g i = f π(i) , so (g i ) i is a monotone basis for ℓ 2 (span{f }), for allf ∈ mbs.
We define the map ψ : mbs → N N as follows. Givenf ∈ mbs, and d ∈ N, let n d ∈ N be the least natural number so that
The assignment g i → r i defines an isomorphism between ℓ 2 (span{f }) and F ψ(f ) for allf ∈ mbs. For each j ∈ N andf ∈ mbs, we denote the canonical inclusion of span{f } onto its j-th copy in F ψ(f ) by Uf ,m . Precisely, Uf ,m : span{f } → F ψ(f ) is the linear map given by
Lemma 5.9. Let ψ : mbs → N N be the Borel map defined above. Then, for allf ∈ mbs, 1. F ψ(f ) is isomorphic to ℓ 2 (span{f }), 2. iff is shrinking, then (r n ) n is a shrinking basis for F ψ(f ) , and 3. the map Uf : span{f } → F ψ(f ) given by
is an isometry and its image is a 1-complemented subspace of F ψ(n) . Define a norm · on c 00 (T ) by letting
for each x = (x(t)) t∈T ∈ c 00 (T ). Let E be the completion of c 00 (T ) under the norm · , and let (e t ) t∈T denote the canonical basis of c 00 (T ), i.e., e t (t) = 1 and e t (s) = 0 for all s = t. So (e t ) t∈T is a basis for E (see [22, Definition 3 .1] for details). Clearly, ifn = ψ(σ(A)) for some A ∈ B, then Fn is isometric to a subspace of E. Indeed, letm ∈ N N be so that β = (n,m) ∈ [T ]. Then the assignment r i → e β↾i defines an isometry between Fn and
However, we need a σ(Σ 
Define W = conv β∈[T ] B E β , and let Z = ∆ 2 (E, W ). Since Z is separable, by fixing an isometric copy of Z in SB, we can assume without loss of generality that Z ∈ SB.
Claim 5.10. The interpolation space Z is reflexive.
Proof. By Theorem 5.5, it follows that σ(A) is a boundedly complete shrinking basis for all A ∈ B, so span{σ(A)} is reflexive. Hence, by Lemma 5.9, F ψ(σ(A)) is reflexive for all A ∈ B. Then E β is reflexive for all β ∈ [T ] and [22, Proposition 4.6] gives us that Z is reflexive.
Since B E β ⊂ W for all β ∈ [T ], the natural inclusion i β : E β → Z is well defined and bounded for all β ∈ [T ]. Moreover, by [22, Lemma 4.2 and Fact 4.4], there exists c > 0 so that the map x ∈ E β → ci β (x) ∈ Z is an isometry for all β ∈ [T ]. For each A ∈ B and k ∈ N, let t A,k ∈ T be the initial segment of t A with length k, and define a map I A : F ψ(σ(A)) → Z by P. Dodos and V. Ferenczi showed that REFL = {X ∈ SB : X is reflexive} is a strongly bounded class of Banach spaces. Theorem 5.1 allow us to strengthen this result. Precisely, we have the following corollary.
Corollary 5.12. Say B ⊂ REFL is Borel. There exists a Z ∈ REFL with a basis, and a σ(Σ 1 1 )-measurable map Ψ : B → SB(Z) such that X ≡ Ψ(X), for all X ∈ B. Moreover, setting E = {(X, x) ∈ B × C(∆) | x ∈ X}, there exists a σ(Σ 1 1 )-measurable map ψ : E → Z such that, letting ψ X = ψ(X, ·), we have that ψ X : X → Z is an isometric embedding for all X ∈ B.
Proof. Let B = {(X, X, (d n (X)) n ) ∈ L : X ∈ B}. Notice that (d n (X)) n codes the identity operator on X. Since B ⊂ REFL, we have that B ⊂ W SD . Let Z ∈ REFL, Ψ : B → SB(Z), D, and Φ : D → Z be given by Theorem 5.1. It was shown in the proof of Theorem 5.1 that for all X ∈ B, there exists a bounded operator L : Ψ(X) → Y so that Id X = L • Φ Id X and L ≤ sup X∈B J Id X , where J Id X : X → Z Id X is as in Theorem 5.5. Hence, since we are dealing with the identity operators, we have that B X ⊂ W Id X for all X ∈ B. In particular, J Id X ≤ 1 for all X ∈ B, so L ≤ 1. Since Φ Id X ≤ 1, we conclude that Φ Id X : X → Ψ(X) is an isometric embedding.
We finish this section with a corollary and a remark about it and its proof -which we choose to omit. Corollary 5.13. Say B ⊂ SD is Borel. There exists a Z ∈ SD, with a shrinking basis, and a σ(Σ 1 1 )-measurable map Ψ : B → SB(Z) such that X ≡ Ψ(X), for all X ∈ B. Moreover, setting E = {(X, x) ∈ B × C(∆) | x ∈ X}, there exists a σ(Σ 1 1 )-measurable map ψ : E → Z such that, letting ψ X = ψ(X, ·), we have that ψ X : X → Z is an isometric embedding for all X ∈ B.
Remark 5.14. The proof of Corollary 5.13 is a is a mix between the proofs of [9, Theorem 1.5] and Corollary 5.12 above. Since there are no technical difficulties in it, we leave the details to the reader. We point out that an isomorphic version of Corollary 5.13 in which the maps obtained are claimed to be Borel measurable was published by the third named author in [9, Theorem 1.5]. However, its proof is incorrect, and the maps obtained in [9, Theorem 1.5] are actually only σ(Σ 1 1 )-measurable -the mistake is contained in [9, Lemma 4.7] . Hence, Corollary 5.13 is a strengthening of (the corrected version of) [9, Theorem 1.5].
Concluding remarks and questions
We finish this paper with some natural questions which are left open. As noticed in the introduction, if C is a collection of weakly compact operators containing the identity on a Banach space without the bounded approximation property, then there is no hope of finding a reflexive space Z with a Schauder basis so that all members of C factor through A. Although Theorem 1.4 gives us some conditions on C for which a positive answer holds, we are very far from completely understanding what are the precise conditions for such Z to exist. Question 6.2. Let C ⊂ W be a set of weakly compact operators so that each element of C factors through a reflexive Banach space with a Schauder basis. Is C strongly bounded?
Recall that if a Banach space Y has a basis so that Y * is separable and has the bounded approximation property, then Y has a shrinking basis [19] . Hence, Theorem 1.3 applies to a collection C whose domain spaces satisfies this property. However, if Y * is not assumed to be separable, the question remains open. Precisely, the following was asked by W.B. Johnson in MathOverflow [17] . Question 6.4. Let φ be a coanalytic rank on L SD and let A be an analytic subset of dual operators in L. Suppose that for each A ∈ A there is a countable ordinal ξ A so that sup{φ(B) : B * is isomorphic to A} < ξ A .
Is the set
A * = {B ∈ L SD : ∃A ∈ A where B * is isomorphic to A} analytic?
