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ABSTRACT
Tone mapping operators and multi-exposure fusion methods
allow us to enjoy the informative contents of high dynamic
range (HDR) images with standard dynamic range devices,
but also introduce distortions into HDR contents. Therefore
methods are needed to evaluate tone-mapped image qual-
ity. Due to the complexity of possible distortions in a tone-
mapped image, information from different scales and differ-
ent levels should be considered when predicting tone-mapped
image quality. So we propose a new no-reference method of
tone-mapped image quality assessment based on multi-scale
and multi-layer features that are extracted from a pre-trained
deep convolutional neural network model. After being ag-
gregated, the extracted features are mapped to quality predic-
tions by regression. The proposed method is tested on the
largest public database for TMIQA and compared to existing
no-reference methods. The experimental results show that the
proposed method achieves better performance.
Index Terms— no-reference image quality assessment,
multi-scale and multi-layer, tone-mapped HDR images
1. INTRODUCTION
High dynamic range (HDR) images, which provide wider
range of luminance variation draw more attention in recent
years. But it is still not accessible to most people who use
traditional standard dynamic range (SDR) devices. Tone map-
ping operators and multi-exposure fusion methods [1] provide
alternative approaches to access HDR contents with SDR de-
vices. The resulting images, called tone-mapped HDR im-
ages, can preserve the details and the contrast of HDR con-
tents in a narrower dynamic range. But these methods also
bring complex distortions into the HDR contents in the prac-
tical applications [2]. Therefore, proper image quality assess-
ment (IQA) methods are necessary. Ideally, the best solu-
tion is subjective assessment carried by human beings, but
subjective assessment is complicated and time-consuming.
Thus proper objective assessment methods are needed to pre-
dict tone-mapped image quality automatically. Furthermore,
the absence of reference HDR images calls for no-reference
(a) MOS=18.3126018946 (b) MOS=51.3429624349
(c) MOS=54.4365059326 (d) MOS=23.6067858845
Fig. 1. Four images from ESPL-LIVE HDR Database.
Higher MOS indicates better subjective image quality.
image quality assessment (NR-IQA) methods, since tone-
mapped images are designed for situations where HDR de-
vices are not accessible.
However, the aim to preserve HDR contents on SDR de-
vices also leads to the complex standard in the quality as-
sessment of tone-mapped HDR images. Normally, basic at-
tributes like brightness and contrast are important to IQA be-
cause they can be used to measure the preservation of details
and structures. Images with moderate brightness and higher
local contrast usually have more information and better image
quality. It is shown in the comparison between Fig. 1 (a) and
Fig. 1 (b). Focusing on the details and contrast preservation,
existing objective assessment methods mainly take structural
similarity and natural scene statistics as tools of tone-mapped
image quality assessment (TMIQA). But due to the complex-
ity of TMIQA, more factors should be considered. Decided
by the aim to preserve HDR contents, tone-mapped images
should have more information and higher contrast than gen-
eral images. But then they can never preserve all the informa-
tion from the original HDR images because of the reduction
of dynamic range. The proper level of preservation depends
on the overall scene and the contents in the image. For ex-
ar
X
iv
:1
81
0.
08
33
9v
2 
 [c
s.M
M
]  
22
 O
ct 
20
18
ample, we can see that compared with Fig. 1 (c), Fig. 1 (d)
preserves more details and color information in the sky and
in the shadow of the woods. But preserving higher local con-
trast also breaks the balance between the sky and the woods
and affects the recognition of the scene. Without high level
information and global information, the image quality cannot
be predicted using only low-level information and local infor-
mation.
In this paper we propose a new no-reference image quality
assessment (NR-IQA) method to evaluate tone-mapped im-
age quality which makes use of multi-scale and multi-layer
information, adapted to the complex standard of TMIQA. A
multi-scale representation is adopted to combine local and
global information. Multi-Layer features are extracted from
different layers of a pre-trained deep convolutional neural net-
work (DCNN) model, to give consideration to both low and
high level information. Then these informative features are
mapped to quality prediction by regression. We conduct ex-
periments on the largest public available tone-mapped image
database. The experimental results prove that our proposed
method outperforms existing NR-IQA methods on quality as-
sessment for tone-mapped images.
The paper is organized as follow. Section 2 reviews re-
lated research. Section 3 introduces the ESPL-LIVE HDR
database. The proposed method is described in Section 4.
Experimental results are given in Section 5, and lastly con-
clusions are made in Section 6.
2. RELATEDWORK
The preservation of information in extra dynamic range, the
balance between local and global contrast, and the natural
looking are important aspects of tone-mapped image qual-
ity. Therefore, existing methods mainly access tone-mapped
image quality from detail preservation, contrast preservation,
and image naturalness. Compared to the employment of HDR
and tone mapping operators, research history of TMIQA is
relatively short. As far as we concerned, only a few objective
assessment methods are proposed. According to the availabil-
ity and usage of original HDR images, they can be further
classified as full-reference (FR) methods and no-reference
(NR) methods.
2.1. Full-Reference Methods
Due to the importance of detail preservation, many re-
searchers naturally take structural similarity between the orig-
inal HDR images and the tone-mapped ones as a measure of
tone-mapped image quality. Aydin et al. [3] first break the
limitation of different dynamic range with proper transfor-
mation and measure the similarity between HDR and repro-
duced SDR images. Yeganeh et al. [4] propose the popular FR
framework of Tone-Mapped image Quality Index (TMQI),
which contains two components: multi-scale local structural
similarity to evaluate the information preservation, and sta-
tistical naturalness to evaluate the natural looking of tone-
mapped images. Many modified methods are proposed on the
basis of TMQI. Nasrinpour et al. [5] use visual saliency, while
Xie et al. [6] choose sparse domain instead, to modify the
measurement of local structural similarity; Kundu et al. [7]
use the statistical features of mean subtracted contrast nor-
malized (MSCN) pixels to measure the natural statistics, and
choose a pooling strategy from standard deviation of MSCN
pixels, visual saliency and local information entropy for the
pooling of local structural similarity.
2.2. No-Reference Methods
Researches on the contributions of various image attributes
to tone-mapped image quality are carried by Cˇadı´k et al. [2]
and show interesting results that inherent attributes such as
brightness, contrast and color contribute even more to tone-
mapped image quality than the information preservation.
Thus TMIQA can be done using these attributes without in-
formation from the reference images.
Since structural similarity is not applicable, no-reference
methods of TMIQA focus on the design and extraction of
various features to deal with the complex distortions in tone-
mapped images, and use machine learning methods to assess
the quality. For example, Kundu et al. [8] extract 40 statisti-
cal features such as mean, standard deviation, skewness and
kurtosis from spatial domain, gradient domain, standard devi-
ation field of MSCN pixels and 6 types of log-derivative do-
mains, and implement -SVR on these features to predict the
quality of tone-mapped images. Yue et al. [9] adopt a human
visual system inspired method, where tone-mapped images
are decomposed into four pairs of opponent color channels,
and the features of local structures in the simulated responses
of Single-Opponent/Double-Opponent cells are used to train
models for TMIQA.
However, the structural information in the tone-mapped
images is still accessible without reference HDR images. In-
spired by the goal to preserve details in the extra dynamic
range, Gu et al. [10] replace structural similarity component
in the TMQI framework with the mean of Sobel map of each
image, while the information entropy of the brightened and
darkened versions of the image is used to quantify the vol-
ume of details.
Existing FR-TMIQA methods based on TMQI make use
of multi-scale structural features but neglect the high-level in-
formation in the tone-mapped images. Existing NR-TMIQA
methods focus on the design of different features, but the
diversity of information is limited by the number of fea-
tures. Unlike existing methods, our method use the pre-
trained DCNN model to extract different levels of features
for quality assessment. Furthermore both local and global
features are considered by using multi-scale representations.
These steps adapt our method to the characteristic of TMIQA.
Fig. 2. The framework of proposed method. Features with necessary information are guaranteed mainly by multi-scale repre-
sentation and multi-layer feature aggregation.
3. DATABASE
To investigate the best proposal of our method, and to
test its performance, we take the newest public avail-
able tone-mapped HDR image database, ESPL-LIVE HDR
Database [11] for experiments. So far it is the largest database
for TMIQA, and it covers a greater diversity of methods to
obtain tone-mapped images: images in the database are de-
rived from HDR illuminance maps and SDR image stacks
through 11 different methods. Therefore it is suitable for ex-
periments of our method, which is aimed at predicting tone-
mapped HDR image quality affected by complex factors.
There are 1811 tone-mapped HDR images in total, and
the images fall into three types by the ways they are obtained:
747 images are created through 4 different tone mapping op-
erators; 710 images are created directly from SDR image
stacks through 5 multi-exposure fusion methods; 354 images
are obtained by Photomatix with 2 different post-processing
settings. The images have been evaluated by 5462 partici-
pants on a crowdsourcing platform, and the subjective sores
are provided in the form of mean opinion scores (MOS) rang-
ing from 0 to 100.
We randomly split the data into training and testing sets
at 4:1 ratio in the objective experiments which will be in-
troduced in Section 5. 20% of the training sets are further
taken as validation sets in the validation experiments which
will be introduced in Section 4, to investigate proposals of
our method. Care was taken to ensure the data independency
between training, validation and testing sets.
4. PROPOSED METHOD
As stated in Section 1, both low-level and high-level informa-
tion, as well as global and local information should be con-
sidered in TMIQA. To describe information of this large span
with designed features is difficult. Therefore we decide to ex-
tract features with the aid of the DCNN model. Databases
for IQA are relatively small owing to the expense of subjec-
tive assessment. It is difficult to train a model deep enough
to extract high-level features from scratch. Inspired by the
work of Li et al. [12], we choose the ResNet-50 model [13]
trained on ImageNet as the pre-trained model for feature ex-
traction. On one hand, due to the variety in image quality and
the large number of images in ImageNet, the model which
is pre-trained on ImageNet is a good choice to extract fea-
tures for IQA. On the other hand, ResNet-50 is deep enough
to extract high-level features we need, while preserving some
primary information related to image quality in residual im-
ages.
To give proper quality assessment to tone-mapped HDR
images, the proposed method consists of four parts: multi-
scale image representation, feature extraction, multi-layer
feature aggregation, and quality prediction. Firstly an im-
age is represented with its original and down-sampled ver-
sion and fed into the modified ResNet-50, to preserve both
local and global information. Then feature maps with infor-
mation of different levels are extracted from selected layers
of the pre-trained model. After being extracted, feature maps
are aggregated through mean and standard deviation pooling
in each channel, and concatenated according to the informa-
tion carried, to form a feature structure to clearly preserve the
information for the final mapping. Finally, the multi-scale and
multi-layer features are mapped to one single quality score by
partial least squares regression (PLSR) [14].
The whole framework is shown in Fig. 2. Details of multi-
scale representation and multi-layer feature aggregation will
be discussed below.
4.1. Multi-scale image representation and feature extrac-
tion
One important role of the tone-mapped image is to preserve
the contrast and the details in dark and highlight areas. There-
fore both local information that can be used to evaluate the de-
tail preservation, and global information that can be used to
evaluate the contrast preservation, are important to TMIQA.
Features with local information can be easily extracted from
the pre-trained DCNN model, since the input size of ResNet-
50 is smaller than the size of images in ESPL-LIVE HDR
Database. But most of the global information may be lost,
if the image is cropped to fit the model. Therefore we re-
move the fully-connected layer and consequently remove the
limitation of fixed input size. And feature maps will be ex-
tracted when the size of the input image is larger than the
original input size of the pre-trained model. However, these
feature maps still contains little global information without
fully-connected layer. Because the receptive field of one neu-
ron in ResNet-50 is at most 32 × 32 after modified and that
is much smaller than the image size. As a result, one ele-
ment in the output feature maps is mainly decided by a small
area. To preserve global information within this fixed recep-
tive field, we take the down-sampled version of an image as
one component of the image representation, to allow larger
areas and more information being involved in the first place.
The down-sampling operation is done along both height and
width with a factor of 2. Furthermore, to avoid the impact of
down-sampling operation on image quality and to make use
of local information, the original image is also preserved and
fed into the DCNN model.
Feature maps extracted from images of different scales
will be in different size. For example, an image with size
of 960 × 540 × 3 is fed into the modified ResNet-50, the
feature maps extracted from layer res4f will be 30 × 16 ×
1024, while its down-sampled version gets feature maps sized
15 × 8 × 1024. We implement mean and standard deviation
pooling on each channel of the feature maps, and the results
from all the channels are taken as the representative statistical
features of each scale. After that, features of the two scales
share the same size of 2 × 1 × 1024. They are then simply
concatenated to form multi-scale features to preserve the full
and clear structure of the multi-scale representation. After
down-sampling, the multi-scale features of an image can be
described as
O ⊕D,
where O is features from the original image, D is the fea-
tures from the image after down-sampling operation, ⊕ is the
concatenation operator.
To validate the gain of multi-scale representation, we
compare the performance of the multi-scale representation
with that of the single-scale representation where only the
original image is involved. We take features from layer
res2c, res3d and res4f , as the representative features of dif-
ferent levels, and then test the performance of different rep-
resentations. The average performance of the two represen-
tations is also reported. The comparison is done on the vali-
dation sets from ESPL-LIVE HDR Database [11], and the re-
sults are reported in Table 1. It can be seen that the multi-scale
representation achieves better performance. Therefore, in our
method, we choose the multi-scale representation to preserve
both local and global information of the tone-mapped HDR
images.
Table 1. Comparison between the performance of the multi-
scale representation and the single-scale representation. Me-
dians of SROCC in 1000 runs are reported.
Features res2c res3d res4f overall
O 0.709 0.763 0.787 0.753
O ⊕D 0.712 0.767 0.796 0.758
4.2. Multi-layer feature aggregation
As stated in Section 1, tone-mapped images should preserve
more details and contrast while not affecting the contents in
the original images. When the reference images are not avail-
able, it is difficult to estimate the proper level of detail and
contrast preservation without high-level information, while
basic attributes such as brightness and contrast are important
as well. Therefore it can be expected that tone-mapped image
quality can be better predicted with features extracted from
different layers, i.e. multi-layer features.
To construct these multi-layer features, we combine fea-
tures from different layers of ResNet-50. Based on the core
algorithm of residual learning, the main part of ResNet-
50 can be divided into 16 building blocks. Each build-
ing block consists of multiple layers and only the end-
ing layer outputs the result of residual learning. Thus
we give consideration to these 16 ending layers of the
blocks as the layers to extract features from. Layers af-
ter res4f are ignored, which are aimed at image classifi-
cation but may have less relation to TMIQA. The rest 13
layers are further divided into four sets according to the
depth: {res2a, res2b, res2c}, {res3a, res3b, res3c, res3d},
{res4a, res4b, res4c}, {res4d, res4e, res4f}. Three layers
are chosen to extract low-level, mid-level and high-level fea-
tures, where at most one layer is chosen for one set in order to
achieve a balance of low dimensions and diversity of features.
Features from the three selected layers are then concatenated
as multi-layer features in the form of
fl ⊕ fm ⊕ fh,
where fl, fm, fh are the low-level, the mid-level and the high-
level features separately. And ⊕ is the concatenation opera-
tor, adopted to preserve the clear structure of the multi-layer
representation.
Experiments are done to choose the combination of lay-
ers with the best performance. We choose three sets from
all the four sets, and each set has three or four layers to
choose. So there are 135 combinations of layers in total. We
compare the performance of all the combinations by running
Table 2. Comparison between the performance of the single
layer features and the multi-layer features, where TM stands
for Tone Mapping, MEF stands for Multi-Exposure Fusion,
and PP stands for Post Processing. Medians of SROCC in
1000 runs are reported.
Features Overall TM MEF PP
fl (res2a) 0.712 0.786 0.654 0.576
fm (res4b) 0.800 0.845 0.755 0.729
fh (res4f) 0.796 0.838 0.754 0.722
fl ⊕ fm ⊕ fh 0.814 0.854 0.771 0.744
experiments 1000 times on the validation sets from ESPL-
LIVE HDR Database, and find that the combination of layer
res2a, res4b, res4f achieves the best validation performance
among all the 135 combinations. Furthermore, the same ex-
periments are also done with the single layer features to vali-
date the gain of the multi-layer features. Results of the com-
parison between the features from the selected combination
and from the single layers in the combination are reported in
Table 2. As what we expect, multi-layer features performs
better than the single layer features.
Features are adapted for TMIQA after aggregation. How-
ever, the length of the multi-scale and multi-layer features af-
ter aggregation is
lA = (lfl + lfm + lfh)× 2,
where lA, lfl , lfm , lfh are the length of the aggregated fea-
tures and features from the single layers. The dimension of
features we adopted is 4608, which is much larger than the
number of training samples. Features of such dimension may
cause overfitting in regression. Therefore, we adopt partial
least squares regression (PLSR) [14] in our work, because
it is suitable for regression tasks which have more variables
than observations. PLSR reduces the dimension of input fea-
tures to a few unrelated latent components, then maps these
components to quality predictions. The number of latent com-
ponents in PLSR is selected from the range [10, 20] by run-
ning experiments 1000 times on the validation sets, and the
results show that the PLSR model with 15 latent components
achieves the best performance.
After investigations in this section, we obtain the best
proposal for our method. Tone-mapped images are down-
sampled for once, and the original and the down-sampled ver-
sion of the images are fed into the pre-trained DCNN model
of modified ResNet-50. Then feature maps are extracted from
layer res2a, res4b and res4f , then pooled by the mean and
standard deviation of each channel, and concatenated to form
the multi-scale and multi-layer features. The aggregated fea-
tures are mapped to quality scores by the PLSR model with
15 latent components.
Table 3. Medians of SROCC, PLCC and RMSE between
quality predictions and the MOS scores on the ESPL-LIVE
HDR database. The best two values in each column are
marked in boldface.
IQA SROCC PLCC RMSE
Proposed(100 runs) 0.823 0.827 5.697
Proposed(1000 runs) 0.820 0.824 5.768
HIGRADE-2 [8] 0.730 0.728 6.992
BIBQA [9] 0.702 0.692 7.133
DESIQUE [15] 0.570 0.568 8.296
GM-LOG [16] 0.556 0.557 8.357
BRISQUE [17] 0.418 0.444 9.049
Results of HIGRADE-2, DESIQUE, GM-LOG and BRISQUE are
quoted from [8]. Results of BIBQA are quoted from [9].
5. EXPERIMENTS
In this section, we conduct experiments on ESPL-LIVE HDR
Database [11] to compare the performance of our proposed
method with some existing TMIQA methods and some state-
of-the-art NR-IQA methods which are aimed at general SDR
images. Because most of the existing TMIQA methods are
full-referenced and the original HDR images are not avail-
able in the ESPL-LIVE HDR Database, we compared two
NR-TMIQA methods among them. The compared NR-
TMIQA methods are HIGRADE method proposed by Kundu
et al. [8], and the biologically inspired blind quality assess-
ment (BIBQA) method proposed by Yue et al. [9]. Other gen-
eral NR-IQA methods compared are DESIQUE [15], GM-
LOG [16], and BRISQUE [17]. The proposed method is im-
plemented on MATLAB platform. The results of HIGRADE,
DESIQUE, GM-LOG, BRISQUE on the same database are
quoted from [8], and the result of BIBQA method are quoted
from [9]. However, the experimental settings are different
in these two cited papers. In [8], the data is randomly split
into training and testing sets at 4:1 ratio for 100 times; in [9],
the data is split for 1000 times at the same ratio. To make
the comparison fair, we conduct experiments on both settings
for our method. Three commonly used criteria are adopted to
evaluate the performance: Spearman’s rank correlation coeffi-
cient (SROCC), which can demonstrate the prediction mono-
tonicity, Pearson’s linear correlation coefficient (PLCC) and
root mean-squared error (RMSE), which are used for mea-
suring prediction accuracy. These criteria are calculated for
every run, and the medians of the three criteria in 100 runs
and 1000 runs are reported separately. Table 3 reports the
comparison results. Performance of the best proposal of HI-
GRADE method, HIGRADE-2 is reported as the representa-
tive performance of HIGRADE method. And the medians in
1000 runs are quoted from [9] as the result of BIBQA, be-
cause the data is randomly split and there shouldn’t be obvi-
ous difference between the medians in 100 or 1000 runs. As
reported in the table, comparison results prove that our pro-
posed method achieves better performance.
6. CONCLUSION
In this paper, we propose a new NR-IQA method for tone-
mapped HDR images. Multi-scale and multi-layer features
are extracted from the pre-trained ResNet-50, and mapped to
quality predictions by partial least squares regression. The
performance of our proposed method is tested on the largest
database for tone-mapped HDR image assessment, ESPL-
LIVE HDR Database, and compared to the existing NR-
IQA methods aimed at tone-mapped images and general im-
ages. The experimental results show that our method out-
performs all the existing NR-IQA methods on tone-mapped
image quality assessment, and also prove that multi-scale
and multi-layer features lead to performance improvements
in tone-mapped image quality assessment.
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