Following Ge and Liu (2007) , the simultaneously recorded time series of wave elevation and wind velocity are examined for long-term (on Lavrenov's τ 4 -scale or 3 to 6 h) linear and nonlinear interactions between the wind fluctuations and the wave field. Over such long times the detected interaction patterns should reveal general characteristics for the wave growth process. The time series are divided into three episodes, each approximately 1.33 h long, to represent three sequential stages of wave growth. The classic Fourierdomain spectral and bispectral analyses are used to identify the linear and quadratic interactions between the waves and the wind fluctuations as well as between different components of the wave field.
Introduction
In a previous paper, Ge and Liu (2007) , we discussed the nonlinear interaction between the water waves and the overlying turbulent winds over a very short time scale, approximately 40 s. In this investigation, two major conclusions were reached: a) the wavelet-based wave power spectrum can vary significantly over such a short time scale due to the wave's linear and quadratic phase couplings with the wind fluctuations, and b) the wind-wave linear and quadratic (nonlinear) interactions facilitate a complex energy transfer pattern that dictates the local energy variation of both the waves and the wind fluctuations. At this point we admit that such a likely structure of energy transfer, although dynamically important over short times, does not necessarily have general meanings for the long-term characteristics of wave growth. On this issue, one may note that the difference between the short-term and the long-term wind-wave interactions is similar to that between the classic dynamics of water waves and the statistical description of the sea surface using stochastic approaches (Kinsman, 2002, p. 366) .
Over a much longer time scale, such as Lavrenov's τ 4 scale (τ 4 ≈10 4 s or 3 to 6 h), the Fourier-based wave spectrum tends to experience significant changes (Lavrenov, 2003) . The persistent characteristics of nonlinear interactions discovered on this time scale should be statistically significant for the entire wave growth process, not just of local importance. Most theoretical and modelling efforts have been focused on studying or forecasting the variation of the wave field on this time scale (or longer), among which some representative ones are Phillips (1957) , Miles (1957) , Hasselmann (1962 and 1963) , Phillips (1974) , Janssen (1991) , Koman (1980) , Burgers and Makin (1993) , Tolman and Chalikov (1996) , Donelan et al. (2006) , and so on. Miles (1957) , for example, developed a linear model and found that energy and momentum can be transferred from the mean wind velocity field near the critical layer, where the mean-wind velocity equals the wave phase velocity, into the wave field through the generation of the wave-induced Reynolds stress. With a first-order significance, the Miles' effect has been confirmed to be a major contributor to the wave growth over a long time. In modelling of the wave field, the evolution of the wave power spectrum F (k, x, t) (k being the wave number, x denoting the position, and t denoting time) in deep water is determined by the energy flux due to the wind input S in , nonlinear wave-wave interactions S nl , and whitecapping dissipation S ds , such that
where
is the material derivative advecting with the group velocity c g (Koman et al., 1994, p. 47) . Over the areas where the wave spectrum is not very spatially different, the advection part of the material derivative can be neglected, and hence approximately ∂F /∂t=S in +S nl +S ds . In Eq.
(1), the wind input source term S in essentially represents the Miles' effect or its further developed forms (e.g. Janssen, 1991) , which predicts an exponential growth for the wave spectrum. Compared with the contribution of the mean wind field, the wind fluctuations may not have a leading role in a statistical sense. In other words, the turbulence in the winds may not behave as a steady source of energy for the wave field. Even if the contribution of the wind turbulence is tremendous, the simultaneously measured wind series at only one elevation (see Sect. 3) is far from sufficient for making any conclusions. Therefore, our major objective of the present investigation has been shifted from identification of possible energy transfer (Ge and Liu, 2007) to general studies of the wind-wave interactions.
In Ge and Liu (2007) , a conspicuous peak in the wind power spectrum centered at 0.4 Hz was detected over all stages of wave growth (their Fig. 3 ), which appears to be at twice the frequency of the primary wave peak. However, a peak in the wind spectrum that is at the same frequency as the primary wave peak, often conceived in many linear models as the only wave-induced component in the winds, could not be found. This unusual nature that the wind spectrum has revealed motivated us to investigate the wind peak at 0.4 Hz and its related linear and nonlinear interactions with the wave field more closely and over a wider span of the available data. We paid special attention to the nonlinearities in the windwave interactions, which cannot be readily explained by any popular linear models. Unlike Ge and Liu (2007) , the time scale considered here is long enough to allow for a good use of the classic higher-order Fourier analysis.
Field observation
The same data set as studied by Ge and Liu (2007) is used here. Briefly, the wind and wave data used in the present work were recorded simultaneously from the 3-m discus buoy 45 011 of the NOAA National Data Buoy Center (NDBC) in the autumn of 1997. This type of buoy has been widely used for wave and wind measurements (e.g. Weller et al., 1991; Gilhousen, 1987 Gilhousen, , 2006 , equipped with a Datawell HIPPY 40 heave-acceleration, a pitch and roll sensor, a twoaxis magnetometer, compasses, barometers, and water temperature sensors. A twin-propeller wind anemometer was mounted on the mast of the buoy 5 m above the designed waterline of the buoy hull, and the wind speed was logged at the same frequency, approximately 1.7 Hz, as the wave measurement. This allows for a direct comparison of the wind and wave data with the same precision. Gilhousen (1987 and 2006) performed exhaustive validations for the quality of the wind measurements obtained from such a 3-m discus buoy in response to the suspicion of the possible data contamination due to the buoy's motions. The measured wind signals from a 3-m discus buoy were compared with those recorded from nearby buoys of the same kind, from stationary platforms (e.g. Gilhousen, 1987) , and from ships (Gilhousen, 2006) . Excellent agreement was reached for each comparison, in both statistical properties and detailed local time structures. We thus believe that the quality of the wind data is acceptable at least in the interested frequency range (up to 0.6 Hz) of the present investigation. More information about the field experiment was given by Ge and Liu (2007) .
3 Fourier-based higher-order spectral analysis
Linear coupling of Fourier components
Given two real time series x(t) and y(t), their power spectra P αα (f ) (α representing either x or y) are defined as
where f denotes the frequency, T denotes the time length of the signal α(t), E[· · ·] denotes a time average, (· · ·) * represents the complex conjugate of a quantity, andα(f ) means the Fourier image of the time signal α(t) in the frequency domain. Similarly, the cross-spectrum of the two signals, x(t) and y(t), is given by
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where | · · · | denotes the module of a complex number. From the definitions in Eqs. (2-4), it is apparent that the linear coherence quantifies persistent linear couplings between the spectra of x(t) and y(t). Regardless of the local energy density, a high coherence value at f indicates a persistently constant phase difference betweenx(f ) andŷ(f ). One should note that the two frequency components,x(f ) andŷ(f ), are both complex with a phase angle. Hence, a large coherence value is attained at f when their phase angles θx (f ) and θŷ (f ) satisfy that θx (f ) −θŷ (f ) ≈θ 0 over time T , where θ 0 is a constant. The physical meaning of a large linear coherence can be understood by imagining two waves propagating at the same frequency (or wave number) with a constant phase difference or two vortices in a flow rotating at the same angular speed with a constant phase difference. Therefore, if the particular value of the phase difference is not of interest, the two waves or vortices can be regarded as moving at the same pace. This implies strong consistency between the two signals, which might be a significant physical interaction.
Quadratic coupling of Fourier components
The quadratic (second-order) interaction among three Fourier components can be described by the bispectrum. The auto-bispectrum for x(t) is defined as
which indicates the level of nonlinear (quadratic) coupling among three frequency components at f i , f j , and f i +f j in x(t). Since the frequency f j in Eq. (5) can be negative, the nonlinear interaction may represent either a sum (f i +|f j |) or a difference (f i −|f j |) interaction. The cross-bispectrum between two frequency components at f i and f j in one signal y(t) and the frequency component at f i +f j in another signal x(t) is estimated as
Since the three complex Fourier components,x(f ) (f =f i +f j ),ŷ(f i ), andŷ(f j ), can alternatively be expressed as |x(f )|e iθx (f ) , |ŷ(f i )|e iθŷ (f i ) , and |ŷ(f j )|e iθŷ (f j ) , respectively, the productx(
. Therefore, a large bispectrum value usually occurs when the three interacting frequency components persistently have large modules and their phase angles satisfy a frequency sum rule over a long time that
where θ 0 is a constant. The bispectrum hence indicates the potential of energy transfer among these three frequency components through a persistent quadratic phase coupling, as the wavelet bispectrum studied in Ge and Liu (2007) . However, we must put special emphasis on the difference between the potential energy transfer detected by techniques of signal processing as in the present work and Ge and Liu (2007) and actual physical energy transfer. In fact, the former energy transfer should be fulfilled by a series of latter ones. In the case of wind-generated waves, a detected energy transfer from the winds to the waves, for example, includes surface pressure fluctuations induced by the turbulent wind field (Belcher and Hunt, 1998) , the work that the pressure field does on the water surface (Phillips, 1957) , and other nonlinear mechanisms such as wave breaking at relatively high wave numbers. Therefore, detected energy transfers may be indirect, and it seems to be more accurate to simply call them "interactions". In some research topics such as plasma physics and fluid mechanics, nevertheless, the bispectral moments often represent direct energy transfers between Fourier components (e.g. Hajj et al., 1997) . The bispectrum can be normalized to have a value bounded by zero and one, such that the influence of the modules of the individual components (i.e. the energy density in each component) is eliminated. For example, the crossbispectrum can be normalized to yield the cross-bicoherence:
A large bicoherence, which is now independent of the energy in each frequency component, indicates the existence of a persistent nonlinear interaction. Such a nonlinear interaction may be critical to the system of interest when the product |x(f )ŷ(f i )ŷ(f j )| is large, while it may also be dynamically trivial otherwise. In this sense, the use of the bicoherence helps identify pure nonlinear interactions, while the bispectrum is more suitable for finding nonlinear couplings that considerably influence the dynamics of the system. For the purpose of the present work, we will use the bispectrum rather than the bicoherence.
Wind-wave interactions as a dynamic system
Intuitively, the sum rule f =f i +f j resembles the resonance condition for three-wave interactions, except that it does not have any constraint for the wave number vectors (Phillips, 1974) . Although three-wave interactions were not found to be permissible (Phillips, 1974) , which means that the excited third wave must be bounded and does not obey the associated dispersion relation, studying the contribution of the three-wave interaction to the growing wave field is not just trivial. As Herbers and Guza (1991) noted, for example, the secondary waves (due to three-wave interactions) concern some of the weak, but interesting, nonlinear properties of natural wind waves. They also pointed out that secondary waves may dominate the local nonlinearity of surface gravity waves (Herbers and Guza, 1992) . Furthermore, the energy exchange among the interacting waves of a three-wave interaction is not always negligible, especially when one or more wave components contain large energy. In field conditions, for example, the wave spectrum tends to have a large peak, making it possible for second-order interactions with, at least, the spectral peak to exchange an appreciable amount of energy.
To study the nonlinear energy transfer in a transitioning flow in the wake of a flat plate and in a turbulent edge plasma, Ritz and Powers (1986) , Ritz et al. (1988) , and Ritz et al. (1989) developed a quadratic system that can be described by a single input and a single output in the spatial or temporal frequency domain by linear and quadratic elements of the form
where L(f ) and Q f (f i , f j ) are generally complex quantities called linear and quadratic transfer functions, and (f ) represents the model error. In the case of a wake flow behind a flat plate, x(t) is the measured time signal at, for example, an upstream location, so that it is considered to be the input signal of the model Eq. (9). y(t) is the time signal obtained from the downstream, thus the output of the system. Given the presumed form of the model, the linear and quadratic transfer functions can be estimated with higher-order spectral moments, i.e. the auto-and cross-bispectra of x(t) and y(t).
It is tempting to view the wind-wave interaction as such a type of model, although as stressed previously the model should better be referred to as an "interaction" model instead of an "energy-transfer" model for a wind-wave problem. If so, the model can be elegantly determined following the procedure given by Ritz et al. (1986) . However, unfortunately, the wind-wave problem is too complex to have a single input and single output. More specifically, the winds and the waves both contribute to and gain feedback from each other, unlike the one-way model expressed by Eq. (9). In this case, a quadratic wind-wave model that can be characterized by higher-order spectral moments should at least be expressed as
where the summations are for all f i , f j , and f =f i +f j . The model given by Eq. (10) does not include effects such as dissipation. Moreover, one needs to extend this model to the third order to integrate resonant interactions between tertiary waves (Phillips, 1974) . Hence, the system will be very complicated. To avoid this situation, we will simply use linear coherence, auto-, and cross-bispectra as approximate indicators for the interactions or simply relations between Fourier components. The accurate strength of the interactions, as well as the interaction directions, cannot be determined without first estimating the respective transfer functions which depend on the presumed model (e.g. Eq. 10), and hence is not feasible for the present study. (For a similar reason, the directions of the interactions in Ge and Liu, 2007, could not be accurately determined.)
Results and discussion
Three episodes in the wave growth process are selected from the data set, each with 2 13 points. The episodes are centered at the 10 000th, 20 000th, and 48 000th points, respectively, of the data set such that the length of each episode is approximately 1.33 h based on a sampling frequency of 1.7 Hz. The mean values of the wind and wave series of each episode are removed, and therefore the remaining parts are wind fluctuations, including the wave-induced components and the pure wind turbulence, and the zero-mean wave elevation. The wind and the wave power spectra are estimated by further dividing the associated episodes into 2 7 (=128) segments and averaging. Figure 1 shows the three pairs of wind and wave power spectra, P uu and P ηη , for the three episodes. The results in Fig. 1 are similar to those in Figs. 2 and 3 of Ge and Liu (2007) , but they are different primarily in the length of the episodes and the number of segments used for averaging, and hence the frequency resolution. It is evident in Fig. 1 that the −4-power equilibrium range (Phillips, 1985) initially forms in episode 1 over f from 0.4 Hz to 0.6 Hz, and gradually expands to a much lower frequency, approximately 0.2 Hz, in episode 3. The lower end of the equilibrium range forms a spectral peak in both episodes 2 and 3 around 0.2 Hz. This peak will be referred to as the primary peak of the wave spectrum hereafter. Although the growth time from episode 1 to episode 2 is much shorter than that between the last two episodes, the wave spectrum appears to grow much faster between the first two episodes. Besides the evident −5/3-power inertial subrange in the wind fluctuations, the wind power spectrum also varies faster from episode 1 to episode 2. The large peak at about f =0.4 Hz, which is interpreted as the primary wave-induced wind component, reaches saturation after episode 2. Unlike the downshifting primary peak of the waves, this primary wind spectral peak stays at 0.4 Hz throughout the data set and appears to be attenuated during the last two episodes.
In addition to the aforementioned major characteristics of the wind and wave spectra, we also note there is a strong spectral peak in the wave spectrum at f from 0.06 Hz to 0.08 Hz in episode 1. This spectral peak initially is almost as strong as the primary peak at 0.4 Hz. Unlike the primary peak, however, the growth of this spectral peak appears to slow down and, in episode 3, this peak is completely flattened. One may postulate that the energy of this transient spectral peak is being consumed to support the growth of the primary peak through nonlinear wave-wave interactions. This spectral peak also can be viewed as a swell, because it is at low frequencies around 0.06-0.08 Hz (Kinsman, 2002, p. 22) and it exists even at the initial stage. However, whether this peak reveals a swell will not affect any of the following discussions. Another characteristic is in the wind spectra. Around the joint of the primary wave-induced spectral peak (at about 0.4 Hz) and the turbulence range (the −5/3-power range from approximately 0.06 Hz to the lower bound of the primary wave-induced peak) there is a little bump in all the three episodes. Initially, the bump is at a little higher than 0.2 Hz, and it moves to about 0.2 Hz in episode 2, and it further moves down to 0.18 Hz in episode 3. A close inspection of this bump suggests that this small spectral peak coincides with the tip (i.e. maximum) of the primary spectral peak of the waves, an interesting property of the wind field. Figure 2 shows the auto-bispectra of the waves in the three episodes for the quadratic wave-wave interaction. First of all, we have the impression that the nonlinear interaction patterns, which potentially will facilitate significant energy transfer between wave components, are very different for the three episodes. In the second episode, for example, only one coupling pattern is evident, indicated by large bispectrum values centered at (0.2, 0.2). In the other two episodes, the nonlinear interactions are much more active and cover wider frequency ranges. We are not going to list all the detected couplings in detail here, for all significant wave-wave interactions shown in Fig. 2 will be summarized in Fig. 7 . More discussion will be given later.
Nonlinear wind-wave interactions for the three episodes are given in Figs. 3 to 5, with the cross-bispectrum B ηηu shown in (a) and B uuη shown in (b). As defined by Eq. (6), the cross-bispectrum B ηηu quantifies the nonlinear interaction between two wave components that contributes to a third wind component, and B uuη is determined by two wind components that interact with each other and contribute to a third wave component. As pointed out in Sect. 1, such detected nonlinear (quadratic) couplings cannot be adequately 18 Hz in the wind spectrum, is exactly the small peak that downshifts with the primary peak of the waves (Fig. 1) . In contrast, the nonlinear couplings indicated by B uuη are not so active as those by B ηηu .
With the growth of the wind-generated wave field, the linear coherence grows at the same time, which is clearly shown in Fig. 6 . During episode 1, there are two peaks (separated by a valley at about 0.4 Hz) in the linear coherence in the range from 0.3 to 0.6 Hz at the level of 0.4. These peaks of linear coherence experience a rapid growth from episodes 1 to 2, merging and reaching a level of 0.8 over a broadened frequency range from 0.23 Hz to 0.6 Hz. Although the largest coherence value decreases slightly to approximately 0.75 in episode 3, the frequency range of significant linear couplings is further broadened to generate a new peak around 0.12 Hz to 0.2 Hz. The large peak in the range from 0.23 Hz to 0.6 Hz does not move with the downshifting of the primary wave peak, but stays in the same frequency range as the primary peak in the wind spectrum. This implies that the primary spectral peak in the wind fluctuations (i.e. the primary wave-induced component of the wind fluctuations) has strong linear interactions with the equilibrium range rather than the primary peak of the wave spectrum. In other words the large wave-induced component of the wind fluctuations at around 0.4 Hz actually is linearly induced by the activities of the wave field in the equilibrium range, such as wave breakings especially in episodes 2 and 3. Since the value of linear coherence attains the maximum at around 0.4 Hz for both episodes 2 and 3, exactly where the primary wave-induced component of the wind fluctuations is centered throughout the three episodes, f =0.4 Hz may be viewed as the center of the equilibrium range of the wave spectrum. Furthermore, the small peak of the linear coherence first appears around 0.2 Hz in episode 2 (with a low value of 0.2 but still evident) and grows into a significant peak around 0.15 Hz, downshifting from its previous location by approximately 0.05 Hz. The occurrence and downshift of this small peak is consistent with those of the tip of the primary peak of the wave spectrum and those of the small bump at around 0.2 Hz in the wind spectrum. This observation suggests that the bump of the wind spectrum and its downshifting are the signature of the movement of the primary wave peak, where the linear interaction plays an important role in inducing the corresponding components in the wind fluctuations. Consequently, it is suggested by the results that, although the primary peak and the equilibrium range of the wave spectrum seem to have merged into one broad peak in Fig. 1 based on their different induced components in the wind fluctuations through different linear interactions. This property was not revealed by Ge and Liu (2007) using the waveletbased analyses over short times. Moreover, the statement that the winds' spectral peak at around 0.4 Hz is induced by the primary peak of the waves based on limited cases over very short times (Ge and Liu, 2007) should be refined accordingly. The major linear and nonlinear couplings that have been detected above are all illustrated in Figs. 7 and 8. For clarity, not all interacting components are shown. For the nonlinear wind-wave interactions, the arrows in Figs. 7 and 8 do not necessarily indicate the directions of interactions, but always point to the sum/difference components in the corresponding nonlinear interactions. For the nonlinear wavewave interactions (Fig. 7) , the interacting wave components are marked by open circles and their sum/difference components are marked by filled circles. Again, the symbols do not imply the directions of interactions, while the wave-wave interactions may really be viewed as potential (second-order) energy transfers in the wave field. Figure 7 shows that in the course of the wave growth both linear and quadratic wind-wave interactions become more and more active. During the first episode, when the primary peak of the wave spectrum has not well formed and the swell component around 0.07 Hz is still energetic, the major feature appears to be a wide range of wave components coupled with each other through quadratic wave-wave interactions. Almost all wave components, from very low frequencies to high frequencies, are coupled through one or more quadratic interactions, which may result in an appreciable energy exchange between the rising primary peak and the attenuating swell peak. During episode 2, when the primary wave peak finally comes into form through the enhanced linear couplings and perhaps the energy contribution of the swell component by the detected second-order as well as third-order resonant interactions (Hasselmann, 1963) , the wave-wave interactions become much weaker. Specifically, there is only one quadratic wave-wave interaction between the tip of the primary wave peak and the centre of the equilibrium range that is found significant. On the other hand, more active wind-wave quadratic interactions occur in this episode and play a critical role in generating the small waveinduced peak, the bump near 0.2 Hz in the wind spectrum, as well as bringing the primary wave-induced component of the wind fluctuations, centered at 0.4 Hz, to saturation. In the last episode, as the quadratic wind-wave interactions all point to the small wave-induced peak of the wind fluctuations around 0.18 Hz, the primary one, around 0.4 Hz, loses its support from the waves and seems to stop growing. A wide range of wave components, from approximately 0.1 Hz to 0.6 Hz, contributes to the small wave-induced peak at 0.18 Hz, as the blue arrows show in Fig. 7. (It certainly is possible that the contribution is from the small wave-induced peak to those interacting wave components. Since we have determined that the small peak around 0.18 Hz is a wave-induced component of the winds, such an interpretation is less realistic.) At the same time, the wave-wave interaction becomes active again in episode 3. A wide range of wave components are coupled with each other for potential energy transfer. Among other characteristics that Fig. 8 illustrates, it can be observed that in episodes 2 and 3 the small wave-induced component of the winds actively reacts to the wave field, from the low-frequency end (approximately 0.03 Hz) to the equilibrium range around 0.4 Hz. In contrast, the primary wave-induced component of the winds does not have significant feedback to the wave field, except for one quadratic interaction in episode 1. This observation also suggests that the pure wind turbulence does not have persistent influence on the wave growth process or only functions intermittently (Ge and Liu, 2007) , consistent with the assumptions of Miles (1957) .
It should be pointed out here that the signal processing techniques employed in the present work are up to second order, while higher order wave-wave interactions have been found to be more important than the second-order ones. Hence, there might be more significant interaction patterns behind the wave growth that we cannot sense from the data. However, fortunately, this limitation is only for the wavewave interaction, which is typically weak up to the second order. In the presence of an overlying turbulent wind field, the wind-wave interaction is often of first-order significance. Since most findings illustrated in Figs. 7 and 8 are for windwave interaction patterns, those results, linear and quadratic, are adequate to cover major characteristics of the growth of the wind-generated wave field. Modification might be due for the wave-wave interaction patterns when higher-order spectral moments, such as the trispectrum, are used to detect third-order couplings (Liu, 1979) . For the present case, the use of the trispectrum may add more features to the wavewave interactions (Figs. 2 and 7) , but it will not alter the detected general wind-wave coupling characteristics.
Conclusions
Simultaneously observed wind and wave time series from a NDBC buoy No. 45 011 are analysed using the classic Fourier bispectral analysis. The time series studied here are about 4 h long, divided into three segments to represent three episodes of the wave growth process. Unlike Ge and Liu (2007) , which was focused on short-time (almost instantaneous) wind-wave interaction patterns, the present investigation aims to describe the long-term statistical characteristics that have general meanings for the entire process of wave growth. Instead of assessing the well established theory of the influence of the mean velocity profile of the overlying atmospheric boundary layer on the surface waves, we are 756 Z. Ge and P. C. Liu: Long-term wave growth and its linear and nonlinear interactions with wind fluctuations concentrated on studying the effects of the wind fluctuations, including the wave-induced components and the wind turbulence, on the growth of the wave field and the feedback they receive at the same time.
Similar to those shown by Ge and Liu (2007) , the wind and wave power spectra exhibit some special properties of the data set, such as the merging of the primary peak and the equilibrium range of the wave spectrum, a low frequency wave peak that could be interpreted as a swell, and a strongly induced wind component over the same frequency range as the equilibrium range of the wave spectrum. For this particular case, the use of the Fourier-domain analyses allows for detection of long-term linear and quadratic phase couplings between the wind fluctuations and the waves. The results show that both the frequency range and the strength of the linear interactions tend to be broadened and enhanced at pace with the growing waves. The linear coupling is found to be an effective and important mechanism especially for the generation of the wave-induced wind components throughout the whole process. More interestingly, it is found that different parts of the large wave spectral peak over the range from 0.2 Hz to 0.6 Hz induce different wind components, one stationary and the other downshifting, mostly through linear interactions. Although quadratic wave-wave interactions may seem trivial for deep gravity waves, the bispectral analysis is able to show significant coupling patterns of windwave interactions. First of all, it is clearly exhibited that the primary wave-induced component of the wind fluctuations is persistently supported by the equilibrium range of the wave field, implying the critical effect of the rough surface of a young sea and wave breaking of a (partially) aroused sea on this narrow but prominent peak in the wind spectrum probably through distortions to the wind field (Belcher and Hunt, 1998) . Since this kind of wave-induced peak in the winds is not often reported in the literature, the dynamic mechanism that actually caused the detected linear and nonlinear couplings for this peak remains open. Secondly, a small wave-induced peak in the wind spectrum is generated from the second episode through quadratic interactions with wave components in a large frequency range (from 0.06 Hz to 0.4 Hz in episode 2 and from 0.1 Hz to 0.6 Hz in episode 3). At the same time, this small peak of the winds moves to lower frequencies together with the downshifting of the primary wave peak through linear interactions. These two wave-induced wind components are thus distinct due to their different behaviour and different interaction patterns with the wave field. Thirdly, the saturation of the primary wave-induced component of the winds (around 0.4 Hz) during episode 3 coincides with the observation that no wave components are quadratically coupled with this wind component, although the local linear interactions are still at work. Lastly, the small wave-induced peak in the winds (around 0.2 Hz) appears to be active in quadratic coupling with its sideband (i.e. its adjacent components) and their associated sum/difference components in the wave field, while the primary wave-induced component of the winds (around 0.4 Hz) does not seem to have such a feedback. This also reveals weak and intermittent influence of the wind turbulence on the wave field.
All the coupling patterns, especially the nonlinear windwave interactions, detected above cannot be readily explained or predicted by the existing theories or numerical models. This work consequently could be beneficial for future model development and validation.
