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TREBALL FINAL DE GRAU 
 
RESUM (màxim 50 línies) 
 
 
Este proyecto se centra en la emergente arquitectura de Software Defined 
Networking (SDN) para diseñar y desarrollar una aplicación SDN 
(SDNApp) basada en el paradigma de Servicios de Red bajo demanda 
(NaaS) para proporcionar y gestionar en tiempo real la Calidad de Servicio 
(QoS) extremo a extremo a través de una red para aplicaciones en tiempo 
real, adaptando el plano de control de la red para satisfacer los requisitos 
de una aplicación o servicio gracias a la utilización de la interfaz 
estandarizada de OpenFlow, que permite separar el plano de control del de 
datos y soporta funciones básicas para ofrecer calidad de servicio. 
El núcleo de la solución es un algoritmo llamado Pathfinder que es 
responsable de la demanda dinámica y el aprovisionamiento bajo demanda 
de recursos de red según los cambios de requisitos de la aplicación. El 
enfoque adoptado en el algoritmo principal es utilizar un algoritmo “Less-
Greedy”. Esto significa que el algoritmo, a diferencia de la mayoría de 
algoritmos “Greedy” de QoS, no sólo trata de encontrar un camino óptimo, 
sino que también tiene en cuenta la implicación de otro tráfico en la red 
utilizando mecanismos de supervisión del estado de enlaces y puertos. 
La SDNApp Pathfinder es un módulo externo en desarrollo que ha sido 
diseñado para ser embebido en la Capa de Control de Red (NCL) 
desarrollada dentro del proyecto europeo FP7 OFERTIE, que se ha 
implementado dentro del “framework” OpenNaaS que permite a las 
aplicaciones suministrarse de servicios bajo demanda, de recursos de red 
y capacidades dinámicamente. Sin embargo, el proyecto tiene en cuenta 
también el funcionamiento de la aplicación central junto con un controlador 
OpenFlow y utiliza sus técnicas específicas para proporcionar y mantener 
la Calidad de Servicio de extremo a extremo. Sin la NCL, se depende de 
aplicaciones paralelas como mecanismos para realizar todas sus 
funcionalidades junto un controlador OpenFlow en una red de un solo 
dominio. Actualmente, el algoritmo está en un estado funcional 
experimental y considera el ancho de banda disponible para evitar el 
enrutamiento a través de enlaces de red que podrían congestionarse 
fácilmente. 
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FINAL GRADE PROJECT 
 
ABSTRACT (50 lines maximum) 
 
 
This project focuses on Software Defined Networking (SDN) to design and 
develop a SDN Application (SDNApp) based on Network as a Service 
paradigm (NaaS) to provide and manage Real-Time Quality of 
Service(QoS) through an end-to-end network for real-time applications, 
adapting the network’s control plane to satisfy the requirements of an 
application or service thanks to the use of the standardized OpenFlow 
interface, which allows to separate the control and data plane and supports 
basic ways to offer QoS.  
The solution’s core is an algorithm called Pathfinder that is responsible for 
the dynamic demand and on-demand provisioning of network resources 
upon changes in the application requirements. The approach taken within 
the core algorithm is to use a “Less-greedy algorithm”. This means that the 
algorithm, unlike most other QoS greedy algorithms, not only tries to find an 
optimal path, but it also takes into account network-wide traffic implications 
using link state and port monitoring mechanisms.  
The Pathfinder SDNApp is an external module that is being developed and 
has been designed to be embedded in the Network Control Layer (NCL) 
developed within the FP7 OFERTIE European project which has been 
implemented based on the OpenNaaS framework that enables to supply 
applications with on-demand self-service, dynamic network resources and 
capabilities. However, the project has considered the core App to work 
along with / built on top an Openflow Controller and is based on its 
specified techniques to provide and maintain end-to-end QoS. Without the 
NCL, it needs other Apps as mechanisms to supply all its features on an 
Openflow controller in a single domain network. Currently, the algorithm is 
on an early functional state and considers available bandwidth to avoid 
routing through network links that could be easily congested.  
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1. Introducción 
En la actualidad, el uso creciente de aplicaciones en tiempo real y el difícil 
problema de proporcionarles altos niveles personalizados de Calidad de 
Servicio se suman ante los problemas de cambios en la carga de tráfico de la 
red actual y su comportamiento estático. La sobre-abastecida infraestructura de 
red, aún tradicional y estática, con recursos infrautilizados, no es capaz de 
adaptarse a las necesidades y/o requisitos de las aplicaciones en tiempo real, 
con lo que resulta en un comportamiento impredecible y de bajo rendimiento en 
la red, lo que conlleva a una inmanejable complejidad de la red y el aumento de 
los costes. 
 
Las aplicaciones en tiempo real se caracterizan por tener estrictas exigencias 
sobre el comportamiento de la red subyacente, ya que requieren de ciertos 
parámetros como una baja latencia, una variación mínima del retardo (jitter) y 
una mínima pérdida de paquetes. Sin embargo, los operadores de redes y 
proveedores de Internet sólo ofrecen servicios a medida de alta calidad para 
los clientes y servicios considerados “Premium”. El resto de servicios utilizan 
políticas de mejor esfuerzo, conocidas como Best-Effort, que conllevan a 
servicios con comportamientos impredecibles y a la falta de fiabilidad en los 
proveedores de la red. Además, la carga de tráfico en la red varía con el tiempo 
debido al número de usuarios simultáneos que la utilizan, creando un grave 
impacto sobre la elasticidad y escalabilidad de la red. Por lo tanto, en la 
actualidad, el reto se encuentra en hacer que la nueva tecnología funcione de 
una manera que cumpla con los requisitos propios del concepto en tiempo real 
y proporcionar a la red de la flexibilidad necesaria por las aplicaciones. 
 
La Software-Defined Network (SDN), traducida como “Redes definidas por 
Software” y también conocida por Redes Programables, es uno de los 
principales temas de investigación, desarrollo y estandarización actuales. Las 
tecnologías SDN desacoplan el hardware y el software y permiten la posibilidad 
de asignación de recursos según demanda para proporcionar cierta flexibilidad 
a la red. En la actualidad, OpenFlow es el protocolo SDN más utilizado. El 
enfoque OpenFlow abstrae los aspectos tecnológicos de la red y presenta una 
capa de gestión de recursos de red para mediar entre los elementos físicos de 
red y los elementos de red basados en software. A través de una red habilitada 
SDN y OpenFlow, es posible aprovechar la inteligencia de la red para ayudar a 
ofrecer servicios diferenciados. 
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El paradigma de Servicios de Red Bajo-Demanda (“Network as a Service” o 
NaaS [30]) es la clave de las infraestructuras de redes futuras, una solución 
óptima a la falta de calidad de servicio en las aplicaciones de tiempo real. El 
enfoque de NaaS permite una gestión dinámica y más escalable de los 
servicios de red. Basado en el paradigma de NaaS, el proyecto de final de 
grado aquí presentado, se centra en el aprovisionamiento, gestión y control de 
calidad de servicio (QoS) como un servicio más de la red para todas aquellas 
aplicaciones en tiempo real que necesitan que la red disponga de los 
suficientes recursos disponibles para poder funcionar correctamente y ofrecer a 
los usuarios la calidad de experiencia para la está desinada el servicio o 
aplicación. El proyecto se desarrolla en dos contextos distintos: el primero de 
ellos y cuna del proyecto, es la investigación y desarrollo de la aplicación 
Pathfinder dentro del contexto en colaboración con la Fundación Privada 
i2CAT, concretamente, en el Área de Aplicaciones de Red Distribuidas (DANA). 
El segundo contexto del proyecto corresponde al académico y aquí presentado, 
donde se descubre y desarrolla una adaptación de Pathfinder como resultado 
del desarrollo del proyecto en la empresa. 
Dentro del contexto original del proyecto, Pathfinder no es una aplicación 
independiente, ni tampoco el proyecto que lo desarrolla. Se utiliza la NCL [1], 
una capa de control de red que se basa en los enfoques NaaS y SDN. Se 
desarrolla durante el proyecto FP7 OFERTIE [2] y además extiende el 
framework OpenNaaS [3], creado dentro del proyecto FP7 Mantychore [4]. El 
objetivo principal del software NCL es proporcionar la inteligencia de la red y 
mantener un estado actualizado de la misma red, lo que permite la abstracción 
de la infraestructura de la red subyacente al desacoplar los planos de control y 
envío, mientras que proporciona la calidad de servicio de extremo a extremo. 
Una de las oportunidades más interesantes para el NCL basado OpenNaaS se 
encuentra en el amplio rango de aplicaciones que se pueden construir dentro 
de su marco. Sin embargo, en la adaptación académica del proyecto, NCL se 
reemplaza y se hace uso de unas sub-aplicaciones SDN, llamadas módulos, 
montadas en paralelo sobre un controlador SDN para realizar las funciones de 
control gestión sobre la interfaz superior del controlador, conocida como 
Northbound.  
Así, este proyecto presenta la aplicación SDN Pathfinder, nombre otorgado por 
el mismo algoritmo que integra, capaz de buscar y seleccionar el camino 
adecuado para garantizar una calidad de servicio mínima para el tráfico de 
datos necesario entre las aplicaciones en tiempo real, objetivo logrado en 
conjunción con módulos SDN paralelos que requiere la aplicación SDN para 
lograr su principal función de suministro y control. El algoritmo de Pathfinder 
hace uso de la capacidad de programación de la red para volverla más 
eficiente y eficaz según las necesidades de los clientes. Un algoritmo de 
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enrutamiento de calidad de servicio debe reducir al mínimo la tasa de rechazo 
de las solicitudes, mientras se mantiene o mejora el rendimiento y/o calidad 
global de la red (es decir, aquellos parámetros comunes de la calidad de 
servicio, como el retardo, la tasa de pérdida o de alto rendimiento). El principal 
objetivo de Pathfinder es ofrecer calidad de servicio (QoS) extremo a extremo 
(e2e) en una red definida por software, primero buscando aquellos caminos 
factibles, luego seleccionando el camino más adecuado para poder enrutar 
entonces los flujos de paquetes a través de los circuitos creados sobre los 
enlaces calculados cumpliendo con las demandas de los clientes, mientras se 
mantiene estable el rendimiento general de la red y la calidad, tratando de 
minimizar la tasa de rechazo de las solicitudes. 
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2. Contexto de proyecto 
Este primer apartado presenta el contexto de estudio y desarrollo del proyecto, 
que también sirve como objetivo de la justificación del desarrollo del conjunto 
de todo el proyecto y las posibilidades de uso y negocio que ofrece. Cabe 
destacar su origen, proyecto el cual nace gracias a la colaboración entre la 
UPC y la Fundación Privada i2CAT. La primera necesidad que se encuentra es 
la de poder desarrollar un algoritmo de enrutamiento capaz de calcular rutas 
cumpliendo con los parámetros aportados como requisitos de la aplicaciones y 
servicios en tiempo real. Esta necesidad viene dada por uno de los requisitos 
principales de un proyecto aún mayor que i2CAT estaba desarrollando en 
colaboración con otras entidades europeas. Dicho proyecto, FP7 OFERTIE [2],  
llevaba ya tiempo en desarrollo. Es por este motivo el cual se debe diferenciar 
el contexto de este mismo proyecto de Gestión y control de la calidad de 
servicio en redes SDN, ya que el proyecto original es una pieza que forma 
parte de un proyecto mucho mayor. Por lo tanto, consideraremos dos contextos 
diferentes: El contexto original y el contexto académico. 
 
2.1 El contexto original 
El contexto original del proyecto proviene, primero de una tesis de investigación 
sobre la calidad de servicio en redes SDN, tesis concretamente relacionada 
con la estandarización OpenFlow. Segundo, bajo los requisitos del proyecto 
FP7 OFERTIE, se requiere de la investigación y del desarrollo de técnicas y 
mecanismos para poder ofrecer calidad de servicio bajo demanda de forma 
dinámica y personalizada a servicios y aplicaciones en tiempo real. Además, en 
el conjunto del proyecto OFERTIE, se encuentra la plataforma o framework 
OpenNaaS [3], creado originalmente dentro del proyecto Mantychore [4]. El 
principal objetivo de OpenNaaS es ofrecer una capa de inteligencia de red 
capaz de mantener el estado de la red y permitir una abstracción de la 
infraestructura subyacente en la cual este proyecto se centrará en encontrar los 
caminos disponibles para garantizar un estado mínimo de calidad de servicio. 
La capa de control lógica ofrecida por OpenNaaS, llamada NCL, permite 
además desacoplar los planos de control y envío, ya que está basada en la 
tecnología SDN. 
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2.2 El contexto académico 
El contexto académico de este proyecto, “Gestión y control de calidad de 
servicio en redes SDN”, es el propio de un Trabajo Final de Grado (TFG) de la 
finalización de los estudios universitarios, tal y como se ha indicado 
anteriormente. Por lo tanto, difiere de un proyecto real en el campo profesional, 
ya que los objetivos del TFG son muy semejantes a los de una asignatura 
obligatoria de la titulación del Grado. Principalmente, el enfoque académico 
consiste en la realización de un proyecto de naturaleza profesional en el ámbito 
de la titulación de la carrera que sintetiza los conocimientos adquiridos durante 
los estudios universitarios.  
Para este fin, se modifica adecuadamente el proyecto desarrollado en el 
contexto original para poder presentar un proyecto experimental pero funcional. 
Ya que la capa de control NCL se encuentra en una etapa temprana y el 
proyecto OFERTIE está en pleno desarrollo actualmente, para la finalización de 
los estudios universitarios es necesario optar por el desarrollo de un conjunto 
de módulos como solución, la SDNApp Pathfinder [29]. El conjunto de módulos 
se diseñan para que den soporte a la aplicación central Pathfinder, con el fin de 
reemplazar la NCL para llevar a cabo un proyecto completo con la posibilidad 
de realizar experimentos y mostrar los resultados obtenidos. Así pues, la 
adaptación del proyecto difiere principalmente en la ausencia de la NCL y de 
OpenNaaS, reemplazados por pequeños módulos que dotan al conjunto de 
soluciones propuestas en este proyecto de la capacidad de funcionalidad fuera 
del proyecto original. 
En este proyecto se propone un conjunto de aplicaciones, donde el 
enrutamiento SDN sea capaz de tomar las decisiones de encaminamiento, 
manejar los flujos múltiples, proporcionar QoS a medida para las aplicaciones 
en tiempo real, y en definitiva, gestionar y controlar la QoS de la red. En el 
proyecto de investigación original, la NCL ofrece se encarga de la inteligencia 
para la gestión de la red y permite a Pathfinder el cálculo y aprovisionamiento 
de QoS. Sin embargo, este proyecto académico carece de dicha capa de 
control, por lo que gracias a la estructura externa modular de las aplicaciones 
SDN y la posibilidad de interacción con la red a través de la interfaz superior del 
controlador SDN, la aplicación central de cálculo Pathfinder puede orquestar y 
hacer uso de las aplicaciones paralelas para llevar a cabo todas las funciones 
necesarias para proveer QoS. Esto permite la posibilidad de experimentar con 
nuevas funciones programables para aplicar en las redes SDN en el futuro. 
Además, Pathfinder hace uso de herramientas de monitorización, gracias a una 
aplicación paralela, lo que le permite conocer el estado de red a través del 
controlador, y que mediante el seguimiento de las estadísticas de la red, se 
puede obtener información sobre la calidad de servicio del tráfico de datos.  
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De este modo, si en cualquier momento la calidad se degrada, se pueden llevar 
a cabo las acciones que sean necesarias. 
Para comprender mejor el origen, la adaptación de este proyecto, los 
principales objetivos y la justificación del desarrollo, a continuación se presenta 
el proyecto FP7 OFERTIE:  
 
2.3 Proyecto FP7 OFERTIE 
OFERTIE es un proyecto de 24 meses financiado por el programa EC FP7, que 
pretende utilizar el enfoque de las redes definidas por software (SDN) para 
mejorar la prestación de una clase emergente de aplicaciones distribuidas para 
la Internet del Futuro, conocidas como Real-Time Online Interactive Aplications 
(ROIA)[5] o Aplicaciones Interactivas en Tiempo Real. 
Un proyecto FP6 anterior, llamado Edutain@Grid [6], demostró que es posible 
utilizar la gestión basada en SLAs de Cloud Hosting (alojamiento en la Nube) a 
través de múltiples centros de datos a escala y aplicaciones de balanceo de 
carga dinámica y segura. El proyecto OFERTIE explora cómo utilizar los 
métodos de las redes programables para gestionar los cuellos de botella de la 
red que limitan la escalabilidad y la calidad de experiencia de las aplicaciones 
ROIA. Además, OFERTIE tiene como objetivo mejorar y utilizar el banco de 
pruebas OFELIA [7] para redes OpenFlow programables y llevar a cabo 
experimentos para así establecer cómo las redes programables puedan ser 
utilizadas con el fin de apoyar soluciones técnicas tales como la gestión de 
calidad de servicio QoS multicast, y qué modelos de negocio podrían utilizarse 
como soluciones de manera económicamente sostenible. 
El coordinador del proyecto es la Universidad de Southampton. Otros socios 
del proyecto son la Universidad de Münster, la Fundación i2CAT, Spinor, Turk 
Telekom, Sobee e Interoute. 
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Figura 1: Principales colaboradores de FP7 OFERTIE 
 
El principal dominio en el que se centra OFERTIE son las Aplicaciones 
Interactivas en Tiempo Real (ROIAs) y el desafío de satisfacer sus demandas 
de recursos de red. Los principales ejemplos de escenarios sobre los que actúa 
OFERTIE o de su aplicación son:  
- Editor Colaborativo de Mundos en tiempo real para juegos multijugador 
de gran escala, como el ejemplo mostrado en la Figura 2 
- Juegos multijugador online de gran escala, ejemplo de ello en la Figura 3 
Algunas de sus características incluyen: 
- Un alto nivel de interactividad con tasas elevadas de actualización 
- Permite situaciones de cambios dinámicos del juego 
- Los requisitos de la red cambian dinámicamente 
- Carga variable de jugadores según el tiempo 
- El impacto de la pérdida de paquetes y la latencia (conocida como lag en 
el mundo del Online Gaming) en la calidad de experiencia (QoE) 
dependerá de lo que el jugador esté haciendo 
Un ejemplo de caso de uso para OFERTIE es la Producción Virtual, donde las 
SDN pueden mejorar de forma significativa la calidad de servicio de Internet 
basada en la colaboración, como en el caso del ejemplo de un Editor de 
Mundos en tiempo real. 
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Figura 2: Edición de Mundos virtuales. Contenido cortesía del grupo de 
investigación de PräVEM y la Universidad de Ciencias Aplicadas de Mittweida 
 
 
Figura 3: Ejemplo de escenario, juego online con varios jugadores 
interactuando simultáneamente. Aplicación del motor Shark 3D desarrollado 
por Spinor 
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Además de los escenarios presentados, los objetivos principales de OFERTIE, 
y por lo tanto, que influyen en el desarrollo de Pathfinder, son los siguientes: 
- Desarrollar nuevas capacidades para permitir la gestión de Aplicaciones 
Interactivas en Tiempo Real (ROIAs) a nivel de SLAs. 
- Explorar la interfaz de desarrollo hacia las SDN 
- Definir las interfaces (API) Northbound de la aplicación 
- Desarrollar software de soporte a la Capa de Control de Red (NCL) 
- Experimentación sobre la infraestructura de pruebas OFELIA[7] y 
FIBRE[8] 
 
Las principales dificultades que se pueden encontrar para alcanzar los 
objetivos del proyecto dependen de cómo las tecnologías SDN permitan, por 
ejemplo, optimizar la utilización de la red mientras se mantienen niveles de 
calidad de servicio que cumplan con los acuerdos SLA. Otra cuestión es cómo 
pueden las SDN hacer posible modelos de negocio nuevos para los 
desarrolladores de juegos/aplicaciones y proveedores de redes/centros de 
datos. También es importante considerar cómo los desarrolladores de estas 
aplicaciones especifican los requisitos de red necesarios de una forma 
abstracta. 
Por lo tanto, para responder ante estas dificultades, OFERTIE emplea una 
metodología basada en el diseño y desarrollo por componentes, con el empleo 
de experimentos programados por fases, y el uso o reutilización del 
equipamiento o “testbeds” (centro de pruebas físico) de otros proyectos, por 
ejemplo OFELIA, FIBRE, XIFI, Fed4FIRE o BonFIRE. 
La principal arquitectura de desarrollo del proyecto OFERTIE, y de la cual 
forma parte este proyecto, consta de 4 capas: Capa de gestión, capa de 
aplicación, capa de control de red y capa de infraestructura de red (en orden 
descendente). La principal aplicación Pathfinder presentada en esta memoria 
se sitúa dentro de la capa de control de red, la NCL, y concretamente dentro 
del marco de OpenNaaS. A continuación, en la Figura 4 se muestra la citada 
arquitectura de OFERTIE y sus tecnologías. 
 
20 
 
 
 
Figura 4: Pila de las tecnologías que conforman el sistema de OFERTIE 
 
Para lograr uno de los objetivos más importantes, gestionar Aplicaciones 
Interactivas en Tiempo Real (ROIAs) a nivel de SLAs, es fundamental mejorar 
la calidad de servicio (QoS) en las aplicaciones ROIA. Y es en ese punto, 
donde este proyecto, tanto el original como la adaptación académica TFG se 
centran, como parte para ofrecer una solución para gestionar y controlar la 
calidad de servicio en redes SDN. El proyecto OFERTIE propone los siguientes 
puntos para dar un paso más en la mejora de la calidad de servicio centrada en 
aplicaciones ROIA: 
-  La especificación de una nueva interfaz API que permita a las 
aplicaciones ROIA especificar sus requisitos de red de forma dinámica y 
cumplirlos utilizando las tecnologías SDN 
- Mejorar la utilización de los recursos de red permitiendo a las 
aplicaciones indicar el tipo de tráfico. 
- La API permitirá a los desarrolladores olvidarse de tener que especificar 
detalladamente y a bajo nivel las métricas de red necesarias por las 
aplicaciones ROIA 
En la Figura 5, se muestra la visión del sistema en un ejemplo de utilización de 
un cliente de juego estableciendo conexión con un servidor de juego. Esta 
visión del sistema no dista mucho de la presentada, más adelante, por este 
proyecto. Como se aprecia en la imagen de abajo, el servidor de juego 
establece una conexión con el controlador SDN, y es éste el que se encarga de 
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preparar los distintos planos de la red para establecer una ruta que garantice 
una calidad de servicio según el SLA entre el cliente y el servidor. 
Más adelante, en la memoria de este proyecto, se explica cada aspecto y 
componente que interviene al detalle. 
  
 
 
Figura 5: Visión del sistema en el aprovisionamiento de calidad de servicio 
 
Sin embargo, OFERTIE no solo propone mejoras para la utilización de la red 
entre cliente y servidor, sino que también introduce un procesado que se 
adapta de forma genérica a las aplicaciones ROIA, llamado bucle del tiempo 
real, y que consta de 3 pasos: 
- El primer paso consiste en la recepción de los “inputs” o datos enviados 
por el cliente del usuario en la capa de aplicación. El proceso ROIA 
recibe estos datos del usuario y se prepara para el siguiente paso de la 
secuencia. La Figura 6 muestra este paso de forma gráfica.  
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Figura 6: Recepción de los datos de usuario en el paso 1 
 
- En el segundo paso, los datos recibidos del usuario se procesan y se 
calcula un nuevo estado de la aplicación a través del estado dinámico de 
las entidades representadas dentro de la aplicación. Los resultados del 
estado obtenido se preparan para ser enviados en el paso 3. La Figura 7 
muestra gráficamente este proceso. 
 
 
Figura 7: Cálculo de un nuevo estado de la aplicación en el paso 2 
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- En el tercer paso, las actualizaciones de estado calculadas en el 
proceso anterior se envían al cliente del usuario, y se vuelve entonces al 
primer paso, completando así el bucle del tiempo real. La Figura 8 
muestra gráficamente el último paso, que completa el ciclo de 
actualización de estados de la aplicación. 
 
 
Figura 8: El servidor envía las actualizaciones de estado del proceso anterior al 
cliente del usuario en el paso 3 
 
El procesado del bucle del tiempo real se completa por el marco de tiempo real 
o Real-Time Framework (RTF) que implementa OFERTIE para distribuir el 
procesado entre múltiples servidores. El RTF desarrollado en la Universidad de 
Münster se trata de una librería de C++ destinada al desarrollo y ejecución de 
soporte para aplicaciones ROIA. Introduce soporte para distintos conceptos de 
distribución: 
– Zoning: Un concepto que separa distintas zonas para ser 
procesada cada una en diferentes servidores 
– Replication: La misma zona se procesa de modo cooperativo por 
diferentes servidores, cada uno responsable de un grupo 
separado de entidades 
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– Instancing: Copias independientes de la misma zona se procesan 
en diferentes servidores 
La Figura 9 muestra unos ejemplos de cada tipo de procesamiento de zona y 
de sus entidades. 
 
 
Figura 9: Procesamiento de zonas en distintos servidores 
 
El RTF ofrece acceso a métricas de alto nivel de la aplicación, parámetros que 
pueden ser utilizados por el controlador SDN con el objetivo de buscar aquella 
ruta que disponga de los recursos suficientes para cumplir con los requisitos 
establecidos por las métricas. Algunas de estas métricas pueden ser: 
– Tiempo de respuesta, latencia 
– Contador de entidades 
– Posición de las entidades 
Las aplicaciones ROIA establecen comunicaciones para transferencias de 
datos que pueden ser clasificados en varias categorías: 
- Actualizaciones de juego / Sincronización de estado: Depende 
completamente del número de jugadores, de proximidad o distancias, y 
sus actividades y comportamientos dentro del espacio de zona. 
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- Transferencia de estado/Migración: Un ejemplo de este tipo de datos 
puede ser el proceso de migración de un número determinado de 
jugadores con coste de 500KB cada uno en un tiempo de 10 segundos. 
Este caso comporta que el NCL y Pathfinder puedan devolver una 
respuesta a la aplicación ROIA con la disponibilidad de la ruta, donde 
probablemente se requiera priorización de tráfico para la sincronización 
de la migración. 
 
- Transferencia de contenidos (Subida o descarga): Otro caso de uso en 
el que por ejemplo, sea necesaria la transferencia de un conjunto de 
datos (assets) de 3 MB en un minuto dentro de un editor colaborativo en 
tiempo real. 
 
- Si los desarrolladores de las aplicaciones ROIA pueden expresar los 
requisitos de sus aplicaciones en términos de los objetos que usan, a 
través de RTF, la NCL puede tomar decisiones más acertadas sobre el 
aprovisionamiento de los flujos en vez de simplemente reaccionar ante 
la observación del tráfico. 
 
 
 
Figura 10: RTFdemo – Escalado dinámico de los servidores 
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De cara a la calidad de servicio, a continuación se muestra un ejemplo de cómo 
OFERTIE gestiona los requisitos de QoS a través de las especificaciones de 
las peticiones. Tanto OFERTIE como Pathfinder funcionan bajo demanda, a 
través de las peticiones enviadas por las aplicaciones ROIA ya sea través de la 
interfaz a nivel de aplicación de la interfaz Northbound de un controlador SDN 
(recuerde el lector que en el capítulo Conceptos y tecnología, se presentan 
detalladamente estos conceptos). 
- La interfaz API de nivel de aplicación puede utilizarse para especificar 
los requisitos de calidad de servicio y ser enviados a la NCL: 
// Inicializar módulo SDN 
 sdn::sdnModule sdn_mod{}; 
 sdn::sdnModuleProperties props{10.10.0.254, 6063}; 
 sdn_mod.activate(props); 
// Crear flujos 
 const sdn::Flow& flow = sdn_mod.createFlow(1234, 
10.10.0.2, 5678, 1, Flow::Direction::OUTGOING); 
// Especificar requisitos QoS 
 sdn::QoSRequirement 
req{sdn::QoSRequirement::MIN_THROUGHPUT, 50}; 
// Petición para aprovisionamiento de los requisitos QOS 
 flow.requestQoS(req); 
- La función Listener (Receptor), que puede también encontrarse en la 
interfaz API Northbound, puede utilizarse para recibir respuestas de la 
NCL, por ejemplo, si una petición de QoS no puede ser servida en la 
red. Este ejemplo se puede mostrar a través del código a continuación, 
que muestra cómo el desarrollador utiliza el sistema de recepción del 
módulo SDN para reaccionar ante las respuestas del controlador:  
// Implementa la interfaz de recepción (Listener) de QoS 
 class ExampleListener : public sdn::QoSListener  
 {  
   void qosRejected(/* ... */) { 
  std::cout << "QoS requirement rejected!\n";} 
27 
 
 
// ... 
 }; 
 ExampleListener listener{}; 
// Añade el receptor a un flujo 
 flow.addListener(listener); 
 
Finalmente se muestra la integración de la NCL junto con el marco RTF y el 
motor 3D Engine. El principal propósito de la conjunción de los tres 
componentes es la habilitación del uso comercial del motor 3D para desarrollar 
experimentaciones realistas de SDN sobre OFELIA o FIBRE. EL motor Shark 
3D provee al RTF de información en alto nivel sobre las entidades y sus 
relaciones en un mundo 3D. El RTF puede utilizar esa información para llevar a 
cabo sus funciones SDN en comunicación con la NCL. La Figura 11 muestra la 
integración de los tres principales componentes. 
 
 
Figura 11: Integración y distribución de los componentes principales en las 
distintas capas 
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Pathfinder, la aplicación de gestión y control de calidad de servicio de redes 
SDN se encuentra situada en la capa de control de red, concretamente como 
un componente más integrado en la NCL.  
Volviendo al contexto académico del proyecto, Pathfinder sigue siendo capaz 
de gestionar y aprovisionar a las aplicaciones ROIA sin estar integrada dentro 
de la capa NCL del proyecto OFERTIE. Esta adaptación se ha logrado gracias 
al desarrollo de un conjunto de módulos SDN que dan soporte a la aplicación 
SDN central. Gracias a esta introducción de OFERTIE, en los siguientes 
capítulos se presentan los detalles de la adaptación del proyecto.  
 
2.3.1 Capa de control de red NCL 
Los proveedores de servicios de red deben poder ofrecer servicios de 
abastecimiento con garantía de calidad de servicio (QoS), específicamente 
adaptados a las características de las aplicaciones que se ejecutan en su red. 
En este punto es donde se centra la solución propuesta por la capa de control 
de red o NCL. En la NCL es donde la aplicación SDN Pathfinder se integra 
como una solución dentro del marco de software basado en las redes definidas 
por software, OpenFlow y el paradigma de las redes como servicio (NaaS). Se 
centra en una zona de mayor innovación en el campo de control de la red y la 
gestión en la prestación de servicios de aprovisionamiento de la red bajo 
demanda, de extremo a extremo, con calidad de servicio garantizada, en base 
a los requerimientos específicos de las aplicaciones interactivas ROIA en la 
parte superior donde se ejecuta. La aplicación de la NCL está basado en el 
framework OpenNaaS, e incluye mecanismos para la supervisión del estado de 
la red y la configuración de switches SDN basada en los requisitos QoS de red 
de las aplicaciones interactivas.  
El aumento de las aplicaciones que requieren diversos y estrictos niveles de 
QoS, como los juegos en línea, VoIP o el streaming de vídeo, están 
experimentando un enorme crecimiento. Este crecimiento, junto con la 
necesidad de la personalización del servicio de cara al usuario empuja a las 
redes actuales basadas en Best-Effort a sus límites para intentar ofrecer una 
calidad de servicio inestable. Además, el uso de los servicios de Over-The-Top 
(OTT), tales como aplicaciones de contenidos, ha aumentado causando un uso 
abusivo de los recursos compartidos de red que pueden ser necesarios por 
otras aplicaciones. Estas aplicaciones requieren aprovisionamiento dinámico de 
calidad de servicio (QoS Dynamic Provisioning). Sin embargo, los operadores 
de redes y proveedores de Internet sólo ofrecen servicios a medida de alta 
calidad para los usuarios y servicios de primera calidad. El resto de los 
servicios utilizan políticas de Best-Effort. También, el número de usuarios que 
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acceden a las aplicaciones difiere con el tiempo y conlleva a cargas muy 
variables que afectan escalabilidad de la red y su elasticidad. Por lo tanto, es 
necesario proporcionar una inteligencia a la red con la reconfiguración en 
tiempo real de los recursos del plano de reenvío para optimizar el rendimiento 
de la red. Por otra parte, los usuarios no tienen un control sobre los parámetros 
específicos de configuración de red, cuya delegación del control podría 
permitirles que determinadas opciones de gestión mejorase la prestación de 
servicios.  
Ofrecer QoS superior de extremo a extremo (E2E) como servicio, implica por 
un lado, una fuente de ingresos para los proveedores de servicios de red y, por 
otro lado, un valor añadido de cierto atractivo para la comunidad de usuarios. 
Sin embargo, tal y como se explicaba en el capítulo anterior, la QoS plantea 
desafíos considerables para aplicaciones ROIA, como las infraestructuras de 
red muy ajustadas a los modelos tradicionales, complejas y no programables, 
mientras que las aplicaciones de los usuarios requieren nuevos niveles de 
optimización para solicitar servicios de red adaptados a sus necesidades. 
Entre la NCL y el proyecto de desarrollo de Pathfinder se abordan las 
limitaciones de QoS de las aplicaciones, a la vez que el propio 
aprovisionamiento de servicios. Con este fin, la capa de control de red (NCL), 
que proporciona un mecanismo para el aprovisionamiento dinámico, E2E bajo 
demanda, de recursos de red según los cambios en los requisitos de la 
aplicación. La NCL apoya mecanismos para gestionar diferentes tipos de tráfico 
en función de sus parámetros de calidad de servicio y permite acomodarlos 
mediante la reconfiguración dinámica de la red.  
La NCL se basa principalmente en ambos paradigmas anteriormente 
mencionados. SDN y NaaS, para proveer de una capa de abstracción que 
permite un control homogéneo sobre la infraestructura subyacente. Las 
tecnologías SDN permiten la configuración eficiente de los recursos de la red, 
en el plano de reenvío, para lograr cumplir con los requisitos de QoS. Con este 
objetivo, la NCL utiliza la interfaz estandarizada OpenFlow [9]. Por otro lado, el 
enfoque NaaS permite la gestión dinámica y escalable de servicios de red. Así, 
proporciona a los usuarios acceso seguro y aislado a las infraestructuras de 
red, delegar permisos de administración y funciones de control y, por lo tanto, 
permite la posibilidad de implementar fácilmente y operar servicios de red 
avanzados, personalizados con rendimiento QoS predecibles de acuerdo a las 
necesidades de la aplicación en la parte superior. La aplicación de la NCL 
también está basada en el marco OpenNaaS [3] creado dentro del proyecto 
FP7 Mantychore [4]. OpenNaaS confiere a la NCL una manera sofisticada para 
suministrar y proveer a las aplicaciones de auto-servicio bajo demanda, 
derechos de manipulación de los recursos, puesta en común de recursos, 
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flexibilidad,  elasticidad y gestión de servicios dinámico. La NCL aprovecha 
tanto las SDN, OpenFlow, como las tecnologías de OpenNaaS. 
El objetivo principal del modelo de la NCL es proporcionar la inteligencia de la 
red y mantener un estado de la red actualizada, lo que permite la abstracción 
de la infraestructura de red subyacente al desacoplar los planos de control y 
reenvío, mientras que proporciona la QoS de extremo a extremo. El diseño de 
la NCL está compuesto por tres componentes principales que implementan la 
inteligencia del aprovisionamiento en forma de módulo: 
- SDN App Pathfinder (Algoritmos QoS, rastreador QoS, Asignador de 
recursos, aprovisionamiento) 
- Herramientas SDN de monitorización (permite retroalimentación de la 
supervisión de la aplicación vía la API Northbound)  
- Controlador SDN (implementa rutas) 
Además, la NCL implementa tres interfaces principales, que la confieren de 
flexibilidad y elasticidad al permitir la configuración de la red basándose en los 
requisitos de las aplicaciones y el estado de la red: 
- API Northbound 
- API Southbound 
- API Inter-Dominio 
La Figura 12 muestra la arquitectura de la NCL, presentando los distintos 
módulos que la componen y las interfaces que la integran. 
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Figura 12: Arquitectura de la capa de control de red NCL 
 
2.3.2 Arquitectura modular de la NCL 
Para poder centrar el eje del desarrollo, tanto del proyecto Pathfinder [29], 
como el de este proyecto TFG académico, es necesario situar el contexto 
principal y destino de ambos proyectos. Aunque más adelante se muestra una 
versión independiente de Pathfinder, sin la NCL, su punto de origen se halla en 
la integración de Pathfinder dentro de la NCL como uno de los puntos clave de 
la arquitectura modular que la compone. En total son tres los módulos que 
integran la NCL, mostrados en la Figura 12, los cuales se explican a 
continuación: 
- La aplicación SDN (SNDApp) de QoS Pathfinder: La aplicación SDN de 
QoS consiste en un conjunto de funcionalidades de red modulares 
establecidas sobre la red SDN/OpenFlow. Esto permite adaptar el plano 
de control para cumplir con los requerimientos de los servicios de los 
proveedores en términos de control y gestión, y configuración del plano 
de reenvío bajo demanda. Así, las funcionalidades de las aplicaciones 
SDN dispone de una programabilidad sin precedentes que permite que 
las empresas puedan adaptar sus servicios rápidamente de acuerdo a 
los nuevos requisitos o necesidades. La SDNApp Pathfinder se 
encuentra integrada en la NCL la cual se basa en el marco de 
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OpenNaaS. La NCL incluye la implementación de las siguientes 
funcionalidades a través de Pathfinder con la misión de cumplir con los 
requisitos solicitados: 
 
a) Módulo de topología y recursos: Implementa la inteligencia para 
tomar las decisiones sobre el plano de reenvío (por ejemplo, 
decisiones de encaminamiento o de balanceo de carga) para 
cumplir con los requisitos de QoS de las aplicaciones ROIA. La 
inteligencia incluye el descubrimiento de la topología de red 
subyacente para consultar los datos necesarios acerca de los 
dispositivos de red, enlaces y puntos de anclaje a través de la API 
REST. Procesa un modelaje en tiempo real de la topología 
utilizando un formalismo estandarizado de teoría de grafos [10] 
 
b) Módulo de aprovisionamiento: La arquitectura de la NCL hace 
uso de este módulo para poder alojar los recursos de red 
solicitados por las aplicaciones y garantizar la QoS esperada. 
Configura las políticas y colas de QoS e introduce las reglas 
necesarias para crear un circuito bidireccional por donde circule el 
flujo QoS. La SDNApp utiliza además una base de datos para 
registrar las rutas de flujo QoS activas. 
 
c) Módulo rastreador de QoS: Esta funcionalidad permite que la 
aplicación SDN personalice la calidad de servicio QoS para 
diferentes tipos de tráfico para poder adaptarla adecuadamente a 
las condiciones de la red a través del plano de reenvío. 
 
d) Motor de solicitudes de aplicación: Esta funcionalidad se 
encarga de filtrar las peticiones entrantes de la capa de 
aplicación. En caso que una petición concreta de una aplicación 
solicite cierto recurso QoS que exceda el acuerdo de nivel de 
servicio (SLA), o que la red no disponga de los recursos 
solicitados, el motor de solicitudes denegará la petición. Además, 
para atender las peticiones, recoge los datos necesarios para la 
ejecución del algoritmo de Pathfinder. 
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e) Base de Datos del Algoritmo de Ingeniería de Tráfico: La 
SDNApp también incorpora la TEDB donde distintos algoritmos de 
cálculo se almacenan. Estos algoritmos son los encargados de 
calcular las rutas personalizadas para garantizar la QoS requerida 
por las aplicaciones. El núcleo de la aplicación se abastece de 
estos algoritmos, que necesitan de los datos de estado de la red 
subyacente para calcular las posibles rutas y seleccionar la más 
adecuada para servir a la petición recibida. 
 
Dependiendo del rendimiento de la red deseado, la administración de 
NCL permite seleccionar que selección de rutas ofrece mejor fiabilidad 
para el aprovisionamiento de servicios E2E. 
Gracias a estas funcionalidades modulares, la SDNApp puede construir 
un mapa actualizado en tiempo real de la topología, que refleja el estado 
de los recursos de la red y los niveles de QoS de las aplicaciones 
activas. A través de esta información de estado y el algoritmo de 
ingeniería de tráfico seleccionado, la NCL configura el plano de reenvío 
con la asignación de diferentes tipos de tráfico a diferentes rutas 
dependiendo de las características de cada ruta (como son por ejemplo, 
ancho de banda, retardo, variación del retardo), aplicando colas y/o 
prioridades. 
La interacción entre el controlador SDN y la aplicación de QoS comporta 
una retroalimentación, de forma que los requisitos de la aplicación ROIA 
puedan ir actualizándose. Las actualizaciones permiten al controlador la 
capacidad de responder ante los cambios de forma rápida y dinámica. 
Las rutas estáticas, similares a las rutas etiquetadas VLAN, presentan 
ciertas limitaciones de control de la QoS ofrecida ya que carecen de la 
capacidad de adaptación en tiempo real. Por lo que el controlador, 
inserta, elimina, o actualiza, los flujos durante el funcionamiento de la 
aplicación permitiendo la reconfiguración de la red bajo demanda y 
superar esa limitación. Las funciones que realiza el controlador incluyen: 
 
a) Mapear las reglas de los flujos de datos en los switches. 
Añadir, eliminar y actualizar los flujos. 
 
b) Descubrir los recursos de red disponibles. 
 
c) Descubrir las capacidades de los switches: puertos que 
soportan OpenFlow, colas, etc. 
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d) Recuperar estadísticas de la red: desplegar una interfaz donde 
poder recuperar los datos estadísticos a través del protocolo 
OpenFlow. 
 
e) Adquirir la regla a mapear en los switches. Pathfinder envía las 
reglas OpenFlow al controlador. 
 
f) Entregar los datos estadísticos obtenidos al módulo de 
monitorización. 
 
g) Obtener la abstracción de la heterogénea infraestructura 
inferior. 
 
h) Desacoplar los planos de datos y de control. 
 
 
- Controlador SDN: Es el responsable de la configuración de los recursos 
físicos de la red. Además, se encarga de mantener las reglas de la red y 
distribuye las instrucciones hacia los recursos disponibles. En esencia, el 
controlador es el encargado de centralizar toda la inteligencia de la red, 
mientras la red mantiene un plano de reenvío distribuido a través de los 
recursos. Concretamente, el controlador se basa en OpenFlow, por lo 
que utiliza su protocolo para comunicarse con los recursos de red (los 
switches). El controlador determina cómo los switches gestionan los 
paquetes: si un paquete entrante coincide con una regla de la tabla de 
flujo, su acción asociada es ejecutada. Por otro lado, si el paquete no 
coincide con ninguna entrada válida de flujo, éste es enviado al 
controlador. La acción predeterminada es la de enviar el paquete al 
controlador a través del canal de control y entrar en espera hasta que la 
NCL toma una decisión sobre cómo manejar ese paquete. Si ninguna 
regla es aplicable a la petición de QoS, el paquete puede ser 
descartado. En caso contrario, el controlador también puede optar por 
añadir una entrada de flujo específica sobre cómo transmitir todos 
aquellos paquetes que coincidan con la regla en particular. 
 
- Monitorización de la SDN: Las herramientas de monitorización tratan de 
supervisar el estado de la red a través de la recolección de estadísticas 
utilizando las características de los contadores OpenFlow y otras 
herramientas de monitorización. 
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El módulo de monitorización permite una interfaz para recibir información 
de supervisión proveniente de otras herramientas de monitorización 
externas u otras aplicaciones. Las principales funciones de 
monitorización son: 
 
a) Recibir información del estado de la red. Las estadísticas 
proveen información acerca del estado de la red y esto permite la 
acomodación de nuevo tráfico o verificar si se cumplen las 
condiciones de QoS.  
 
b) Entregar las estadísticas de la red a la aplicación SDN 
Pathfinder o a otros módulos. Estas estadísticas se entregan a 
Pathfinder para que pueda verificar si las condiciones de QoS se 
cumplen, o para poder realizar los cálculos de ruta en caso de no 
cumplirse, o de recibir una nueva petición de QoS. Además, esta 
información se puede enviar a otros módulos externos para su 
conocimiento y/o procesado. 
 
Interfaz API Northbound
Interfaz API Southbound
Interfaz
Inter-Dominio
Monitorización SDN
Pathfinder SDNApp
Controlador SDN
N
C
L
Ubicador 
de 
recursos
Motor de peticiones
Rastreo 
QoS
TEDB de Algoritmo
 
Aprovision
amiento
Interfaz internas
Figura 13: Módulos de la NCL 
 
 
A parte de los módulos de la NCL, también se ha definido un conjunto de 
interfaces internas y externas. Las interfaces internas enriquecen el 
rendimiento de la NCL mientras que las interfaces externas son críticas para 
poder recibir los requisitos de QoS E2E de la capa de aplicación y configurar la 
capa de red de acuerdo a estos requisitos. 
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2.3.3 Las interfaces internas de la NCL 
Para la implementación de la NCL se han definido tres interfaces internas: 
- Interfaz de Controlador SDN - Pathfinder QoS SDNApp: El controlador 
recibe de forma periódica actualizaciones del bloque de Ubicación de 
recursos de Pathfinder, por lo que es consciente de la topología y del 
uso de sus recursos. Además, el controlador envía las reglas OpenFlow 
a los switches para acomodar dinámicamente las peticiones de las 
aplicaciones. 
 
- Interfaz de Monitorización SDN - Pathfinder QoS SDNApp: El módulo de 
monitorización envía datos estadísticos a Pathfinder para informar del 
estado actualizado de la red. 
 
 
- Interfaz de Controlador SDN - Monitorización SDN: El controlador recoge 
datos estadísticos de la red a través del protocolo OpenFlow y los envía 
al módulo de monitorización para su procesado. 
 
 
 
2.3.4 Las interfaces externas de la NCL 
La implementación de la NCL requiere de tres interfaces externas, que 
representan un papel crítico para poder establecer garantías de QoS en la 
infraestructura de la red subyacente: 
 
- Interfaz Northbound: La interfaz superior Northbound está formada de 
dos interfaces distintas: 
 
a) Northbound_SDN_Application_Interface (NSDN_App_Iface)  
 
b) Northbound_SDN_Monitor_Interface (NSDN_Mon_Iface) 
  
La interfaz NSDN_App_Iface permite a la capa de aplicación establecer 
conexiones de servicios. El acuerdo de nivel de servicio (SLA) firmado 
entre el consumidor del servicio y los proveedores se encuentran 
mapeados dentro de los parámetros de QoS de la red, específicamente 
los de ancho de banda, retardo y variación del retardo. Los requisitos de 
QoS se envían hacia la NCL a través de esta interfaz. 
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Además, los usuarios finales podrían tener la necesidad de ser capaces 
de monitorizar el servicio suministrado mientras ejecutan sus 
aplicaciones. La monitorización SDN utiliza la SDN_Monitor_Iface para 
realizar peticiones de datos estadísticos de los recursos de la red SDN. 
La interfaz también introduce los datos recogidos de la red hacia el 
módulo de monitorización SDN. De ese modo, la NCL recoge los datos 
estadísticos de la red de los switches OpenFlow para obtener los valores 
de las métricas de QoS. A parte de esto, el controlador SDN habilita de 
forma periódica las mediciones por flujo para permitir que el usuario final 
reciba información de monitorización que se ajusta a su propio servicio, 
preservando la escalabilidad del sistema. 
 
- Interfaz Southbound: Las interfaces inferiores, como en el caso anterior, 
se componen de las siguientes: 
a) Southbound_SDN Application_Interface (SSDN_App_Iface) 
b) Southbound SDN_Monitor_Interface (SSDN_Mon_Iface) 
A través de la Interfaz SSDN_App_Iface, se habilita la configuración 
dinámica entre la NCL y los dispositivos de red. Esta interfaz introduce 
las decisiones de enrutado tomadas por el controlador SDN a cada uno 
de los switch OpenFlow a través de las reglas de flujo. De hecho, al 
utilizarse el protocolo de OpenFlow, el canal seguro es el que conecta 
cada switch OpenFlow al controlador permitiendo que la configuración 
del switch, sus eventos y la recepción de paquetes. 
La interfaz SSDN_Mon_Iface introduce hacia los switches subyacentes 
de la red las peticiones OpenFlow de los datos estadísticos y recoge la 
información de monitorización como respuesta de los switches de la red 
para así enviarla a las capas superiores. 
 
- Interfaz Inter-Dominio: Una de las decisiones del diseño de la NCL es la 
de poder desplegar componentes de la NCL, en un entorno multi-
dominio, en cada una de las zonas de las organizaciones. Esto implica 
que un hay un número de acciones inter-dominio que los componentes 
necesitan soportar. La monitorización SDN permite a los clientes obtener 
las mediciones relacionadas al uso de los recursos. De forma similar, la 
aplicación SDN Pathfinder debe permitir a los clientes reconfigurar o 
cambiar su uso de los recursos permitidos bajo los términos del 
proveedor de QoS (por ejemplo, con el registro de nuevos tipos de flujo 
o cambiando la prioridad de los flujos). 
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La coordinación, control y aplicación de la información que se 
intercambia a través de múltiples dominios SDN todavía está siendo 
investigada por la IETF en el contexto del protocolo de interfaz SDN 
(SDNi) [11] 
 
 
 
2.4 OpenNaaS y la NCL 
La implementación de la NCL se basa en el marco o framework de OpenNaaS 
(Open Network as a Service, paradigma de la Red como Servicios). OpenNaaS 
es una plataforma de software abierta para la gestión de recursos, compuesta 
de una arquitectura mostrada en la Figura 14. Principalmente consiste en una 
arquitectura modular distribuida en tres capas principales: Plataforma, Capa de 
Recursos, y Aplicaciones Remotas.  
 
Inteligencia de la red
Capa NaaS
Plataforma
Infraestructura gestionada
 
Figura 14: Arquitectura de OpenNaaS con integración de recursos 
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El software de OpenNaaS se encuentra publicado bajo un esquema de licencia 
dual Lesser General Public License/Apache Software Foundation (LGPL/ASF) 
asegurando que la plataforma se mantendrá abierta y consiste, además de 
incluir la posibilidad de construir derivados comerciales. Algunas de las 
características más remarcables son: 
- Aprovisionamiento sofisticado bajo demanda de recursos de red. 
 
- Delegación recursiva de los derechos de acceso sobre los recursos 
gestionados. 
 
- Abstracción de los recursos de la infraestructura subyacente, ocultando 
los detalles tecnológicos propios de las marcas o vendedores. 
 
- Instanciación de embebido de recursos virtualizados en los flujos de 
trabajo de Business Support Systems (BSS). 
 
OpenNaaS permite el aprovisionamiento bajo demanda de los recursos de red 
a través de la abstracción de los dispositivos y permite el uso de servicios web 
para exponer los recursos en arquitecturas superiores. El software se 
implementa basándose en dos componentes básicos: Recursos y capacidades. 
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Figura 15: Integración de nuevos recursos y capacidades SDN en la 
arquitectura de OpenNaaS 
 
Los recursos contienen la información sobre el modelo lógico de un dispositivo. 
Las capacidades representan sus prestaciones. Actualmente OpenNaaS 
soporta diferentes tipos de recurso, como enrutado, BoD (Ancho de banda Bajo 
Demanda), o conmutación óptica. La arquitectura modular de OpenNaaS 
permite la implementación de nuevos tipos de recursos y capacidades. De esta 
manera, la NCL mejora el framework de OpenNaaS, ya que le permite incluir 
capacidades de SDN. La Figura 16 muestra la arquitectura de software 
preliminar de OpenNaaS y el NCL, insertada en un modelo de framework 
genérico multi-capa: La capa inferior representa los recursos físicos de la red. 
En la parte superior se halla un controlador OpenFlow de código abierto, 
utilizado para comunicarse con los recursos OpenFlow y actuar como proxy. 
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Figura 16: Implementación de la NCL - OpenNaaS 
 
Para el diseño del proyecto se utiliza la implementación del controlador 
Floodlight [12] para proveer comunicación de protocolo OpenFlow como 
capacidad, por lo que se implementa como proxy en la arquitectura NCL. SU 
principal cometido es el envío de reglas OpenFlow a los recursos físicos. Se 
elige Floodlight ya que implementa el protocolo OpenFlow y se encuentra 
desarrollado en Java, facilitando la integración con OpenNaaS y su extensión 
en caso de ser necesario. Por último, el marco de control y gestión de 
OpenNaaS implementa interfaces límite tanto superior como inferior en forma 
de APIs REST para exponer los recursos a la capa de aplicación y 
desencadenar acciones en los recursos subyacentes [3]. 
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3. Objetivos del proyecto 
La aplicación SDN Pathfinder, como se puede comprobar tras la descripción de 
los capítulos anteriores, tiene el principal objetivo de aprovisionar QoS, calcular 
y tomar decisiones en base a los datos estadísticos recibidos y de las 
peticiones de QoS recibidas. Dentro de la NCL Pathfinder recibe todo el 
soporte necesario a través de las prestaciones del controlador SDN y del 
módulo de monitorización. La NCL se encarga de la comunicación, la gestión y 
el control de las funciones de aprovisionamiento de QoS. Sin embargo, el papel 
de la aplicación Pathfiner no se limita solo al cálculo y selección de rutas. 
 
Para el desarrollo de este proyecto académico, y con el objetivo de dar soporte 
a la integración de la aplicación Pathfinder dentro de la NCL, se crea una 
adaptación de la aplicación para que sea funcional de forma independiente de 
la NCL y del marco de OpenNaaS, heredando las funciones principales y el 
paradigma del proyecto original. 
 
En el contexto de este proyecto académico, el TFG, la aplicación SDN 
(SDNApp) Pathfinder es un conjunto de módulos externos diseñados de forma 
paralela como una única aplicación para funcionar junto con un controlador 
SDN, y se basa en las técnicas específicas que provee el controlador para 
proporcionar y mantener la calidad de servicio QoS de extremo a extremo E2E. 
Se hace uso de mecanismos de cola para mapear paquetes de datos un flujo 
con ciertos parámetros y asignarles a una cola concreta en un puerto 
específico. Así, los principales objetivos del  proyecto se especifican a 
continuación: 
 
- Objetivo 1: Aprovisionamiento de calidad de servicio QoS de tipo 
extremo a extremo E2E basado en el paradigma de NaaS bajo demanda 
como un servicio o recurso, sobre una red SDN de un único dominio, 
para servir la recepción de solicitudes de QoS de aplicaciones ROIA de 
forma dinámica y en tiempo real. Este objetivo es común tanto para la 
aplicación Pathfinder del proyecto OFERTIE como para la adaptación 
independiente de la aplicación como un servicio de control y gestión de 
QoS en redes SDN.  
 
 
 
43 
 
 
- Objetivo 2: Buscar caminos factibles que cumplan los requerimientos de 
QoS y seleccionar la ruta más óptima para asegurar la calidad de 
servicio requerida. La aplicación central de Pathfinder, y la función más 
importante para servir QoS a las peticiones de aplicaciones ROIA, es la 
del cálculo de rutas como recurso QoS. Es una función crítica de la que 
dependen los otros objetivos, ya que para poder gestionar y controlar el 
estado de QoS de las redes SDN es prioritario procesar los datos 
estadísticos de la topología de red para acomodar el tráfico entre 
usuarios finales y aplicaciones ROIA. 
 
- Objetivo 3: Configurar dinámicamente la red para adaptarse a los 
cambios y requisitos de la aplicación. Es una de las funciones críticas de 
la SDNApp para poder introducir estado de QoS y garantizar una calidad 
mínima que cumpla con las solicitudes recibidas. La configuración de los 
recursos de la red debe ser capaz de adaptarse a las peticiones 
recibidas y a la vez, ser capaz de responder ante cambios de los 
requisitos o del estado de los recursos disponibles de la red. 
 
- Objetivo 4: Monitorizar el estado de la red mediante la obtención de 
datos estadísticos de los dispositivos de red y enviar los datos a la 
aplicación central de Pathfinder para calcular rutas alternativas para el 
tráfico QoS en caso de detectar violaciones en los parámetros de calidad 
solicitados. La monitorización de la red SDN debe ser capaz de 
recolectar los datos estadísticos que ofrece el protocolo OpenFlow a 
través de la consulta de los dispositivos de red OpenFlow. Los datos 
obtenidos deben incluir los parámetros QoS necesarios para el control 
de estado de acuerdo a la petición que se debe servir. 
 
- Objetivo 5: Crear un conjunto de módulos SDNApp diseñados como una 
única aplicación capaces de ofrecer capacidades de gestión y control de 
QoS, independientemente de si se despliega sobre un controlador SDN, 
como Floodlight, o si se encuentra integrada como recurso en el NCL, 
gracias a la adaptación de las interfaces necesarias. 
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- Objetivo 6: Comunicación paralela de las SDNApp montadas sobre el 
controlador para lograr autonomía sin dependencias (cambio de 
contexto). La aplicación central de cálculo de rutas como recursos de 
QoS necesita el soporte de otros módulos que deben de actuar como 
proveedores de los datos de entrada. Por lo tanto, como se verá en la 
arquitectura de Pathfinder, es necesario establecer comunicación entre 
los módulos y la aplicación central de modo que pueda existir una 
retroalimentación, por ejemplo, de los parámetros de QoS solicitados o 
de los datos estadísticos para la creación de la topología lógica y el 
cálculo de rutas. 
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4. Estado del arte 
En este capítulo se analiza el estado actual de la calidad de servicio dentro del 
mundo de las SDN, así como el estado de las tecnologías que están 
directamente relacionadas con este proyecto y la problemática que existe en la 
actualidad con relación al aprovisionamiento de calidad de servicio en redes 
SDN. 
 
 
4.1 La calidad de servicio 
La calidad de servicio (QoS) de las redes de hoy en día se ve afectada por 
factores tanto técnicos como no técnicos. Tales factores incluyen la fiabilidad 
de servicio, disponibilidad del servicio, retardos, escalabilidad, eficacia, grado 
de servicio, etc. Estos factores juegan un papel importante en cómo una red 
concreta puede gestionar y controlar los paquetes dentro de un determinado 
dominio de red. Las propiedades de las redes de conmutación de paquetes 
pueden causar niveles bajos de rendimiento, un valor apreciable de pérdida de 
paquetes, errores de corrupción de paquetes, la latencia, variación de retardo o 
jitter, y entrega desordenada. 
 
El papel de las SDN permite que los sistemas operativos o de administración 
de red puedan conseguir una mayor gestión del plano de control dentro de una 
determinada red. Con este enfoque, las SDN y las especificaciones 
proporcionadas por OpenFlow, concretamente en su versión 1.0 (OF1.0) [9], 
muestran una aproximación a la calidad de servicio que puede gestionarse y 
definirse por un controlador de red centralizado. 
La entrega de calidad de servicio ha sido históricamente un problema típico de 
coste de operación, de riesgo y de requisitos para poder ofrecer diferentes tipos 
de calidad a los usuarios finales o consumidores. Las tecnologías que, como 
VoIP y otros servicios conocidos como Netflix™ o el servicio de video de 
Amazon™, no sólo necesitan la calidad de servicio para garantizar imagen de 
alta calidad y eficacia, que además dependen de las cualidades necesarias 
dentro de las redes para poder llevar a cabo su negocio. Mientras que en el 
pasado, los esfuerzos en esta área incluyen los conocidos Tipo de Servicio o 
ToS (Type of Service), el exceso de aprovisionamiento (Overprovisioning), 
IntServ (Servicios Integrados), MPLS (Multiprotocol Label Switching) [26], 
RSVP (Protocolo de Reserva de Recursos), DiffServ (Servicios Diferenciados) 
y la Asignación de tráfico, este proyecto se centra en el desarrollo de técnicas 
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basadas en un enfoque distinto que aprovechan las oportunidades que ofrecen 
las SDN para poder ofrecer y gestionar calidad de servicio en una red. 
En particular, se centrará en elaborar e implementar una serie de procesos que 
junto con las técnicas própias de las SDN permitan garantizar unos mínimos en 
los factores propios de la calidad de servicio, como por ejemplo, control de 
velocidad de transmisión o de ancho de banda, y además de diseñar un 
algoritmo con un enfoque particular que sea capaz de ofrecer  servicios 
diferenciados buscando un equilibrio con el resto del tráfico de red, de manera 
que los recursos de la misma red puedan ser aprovechados de forma óptima.  
 
 
4.2 Calidad de servicio y la adopción de SDN 
Debemos tener en cuenta las técnicas que ofrecidas por el hardware y el 
software de red tradicional para proveer calidad de servicio al tráfico Ethernet y 
TCP, y así poder aplicarlo a la nueva tecnología de las SDN. Las redes 
definidas por software, SDN,  y la virtualización o NFV, pueden tener diferentes 
finalidades según el extremo en el que nos encontremos, por ejemplo, como 
desarrollador, proveedor o usuario final.  
 
En el enfoque de este proyecto, la plataforma SDN utilizada que ofrece el 
modelo y la arquitectura en el que la red física subyacente se basa en el 
estándar OpenFlow 1.0 (OF1.0 [9]), donde los conmutadores o “switches” son 
capaces de establecer una conexión hacia la capa superior a través de la 
interfaz sur o Southbound, conectando con el Sistema Operativo de Red o NOS 
(Network Operating System), normalmente formado por un controlador de red 
SDN. Este sistema operativo de red tiene APIs dirección norte y sur que 
permiten la creación de redes de equipos y aplicaciones de red para 
comunicarse a través de un plano de control común, el controlador. 
 
Los mecanismos de calidad de servicio que se ofrecen dentro del estándar 
OpenFlow permiten formas básicas para poder ofrecer un enfoque a una 
calidad de servicio definida por software a través de módulos de servicios, que 
incluyen técnicas conocidas como DiffServ DSCP [13, 14], y el uso de técnicas 
de gestión de colas comunes [15] dentro de Open vSwitch [16]. Aunque en la 
actualidad la especificación más reciento del estándar OpenFlow se encuentra 
en una temprana versión 1.4, apenas hay dos controladores que soporten la 
anterior versión 1.3, OpenDaylight y Ryu [17, 18]. Por lo tanto se puede 
considerar que la calidad de servicio se encuentra actualmente en su infancia, 
cuando se trata de OpenFlow.  
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4.3 SDN y OpenFlow 
Las redes SDN y el protocolo OpenFlow se encuentran en la parte anterior de 
la industria de las redes ya que permiten la adopción de las técnicas 
tradicionales basadas en redes como QoS, balanceo de carga y enrutamiento 
con el enfoque de las tecnologías de SDN. En los últimos años, habría sido 
necesario considerables cantidades de tiempo y esfuerzo para pasar a un 
nuevo protocolo y producir un nuevo software. Pero las técnicas de las redes 
definidas por software ahora permiten una mayor velocidad, innovación y 
colaboración entre comunidades de redes como el mundo académico, los 
proveedores de servicios proveedores y empresas. Por ejemplo, empresas 
como BigSwitch© [19], que ha liberado software como Floodlight [20], un 
controlador SDN robusto y que permite la experimentación y una adopción más 
rápida de la última moda del mundo de las SDN y la virtualización de las 
funciones de red. 
La especificación 1.0 OpenFlow incluye las formas en que se pueden 
establecer en la red Tipo de Servicio en un flujo, así las técnicas de cola para 
los paquetes que coincidan con el flujo, asignando a una cola específica en un 
puerto específico. Se puede suponer que las versiones futuras de OpenFlow 
apoyarán la capacidad de asignar una calidad de servicio como característica a 
un flujo de forma íntegra. En la actualidad, existen dos tipos fundamentales de 
mecanismos de calidad de servicio que OpenFlow 1.0 permite:  
- Limitación de tasa o velocidad de entrada 
  
- Garantía mínima de ancho de banda de salida 
El primer mecanismo de limitación de tasa o velocidad de entrada se lleva a 
cabo típicamente con una métrica que está asociada con un puerto de entrada 
o con flujos de ingreso; después si se excede un cierto tipo de paquetes 
pueden ser descartados de acuerdo con algún algoritmo.  
Se llama garantía mínima de ancho de banda a un “Slice” o porción en una  
cola porque cada cola se interpreta como una porción dada del ancho de banda 
de red disponible. Esto se relaciona, pero no debe confundirse, con la noción 
de FlowVisor [21] de cortar el espacio del flujo en porciones separadas. El 
mecanismo de Slice se basa principalmente en colas conectadas a los puertos 
de salida. El controlador debe ser capaz de instalar y configurar las colas y 
después mapear los flujos a una cola específica. La configuración de colas 
dicta cómo se tratará el paquete en cuestión.  
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Hay dos partes bien diferenciadas que forman el mecanismo de Slice:  
- Configuración  
 
- Mapeo de Flujo-Cola: Exposición de las colas a acciones de reenvío 
 
 
4.4 Mecanismos de QoS en OF1.0: Configuración de cola  
La configuración de las colas no es parte del protocolo OpenFlow. Es posible 
que en el futuro OpenFlow se integre con un reciente protocolo de 
configuración OFConfig [22], que podrá permitir la configuración de colas en los 
switches a través del controlador. La implementación de OpenFlow 1.0 tan solo 
añade la configuración como una extensión del propietario del switch.  
- Las colas se configuran y se asignan a un puerto del switch. Cada 
puerto puede tener asignadas diferentes colas, el modo que la 
configuración de una cola puede estar asignada a diferentes puertos. 
Cada cola se caracteriza por el mecanismo que dicta su 
comportamiento.  
 
- En la actualidad, se requiere sólo de colas de tasa mínima de bits para 
que establezcan garantías de tasa de datos mínima para los flujos que 
se asignan en ellas. Una cola de tasa mínima se asocia con un 
porcentaje de la tasa de datos de un enlace. El uso de ancho de banda 
residual depende de la aplicación y no hay garantías sobre cómo trata el 
resto del ancho de banda del enlace, donde por ejemplo, se podría 
implementar un esquema de prioridad interna, o la asignación de ancho 
de banda a base de un reparto equitativo para el ancho de banda 
restante.  
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4.5 Mecanismos de QoS en OF1.0: Mapeo de Flujo-Cola  
Después de que las colas se hayan establecido y configurado, los flujos se 
pueden asignar a las colas y los paquetes serán reenviados a través de ellos 
según el comportamiento del mecanismo configurado en cada cola. El mapeo 
de los flujos por colas tiene lugar dentro del protocolo OpenFlow, a diferencia 
de la configuración de las colas. Así pues, asumiendo que se hayan 
configurado las colas primero, el controlador ya puede asociar los paquetes 
entrantes con la acción de asignación a cola de un paquete para que a 
continuación sea reenviado a través de una cola en un puerto específico del 
switch. En el caso de que la cola asignada al paquete no se encuentre 
configurada en el switch, el controlador recibirá una notificación con un 
argumento erróneo en el instante de aplicar la acción en el puerto del switch. 
 
En este proyecto TFG, para el desarrollo e investigación en el terreno de las 
SDN para el aprovisionamiento de calidad de servicio, se utilizan las siguientes 
tecnologías:  
- Dentro de las SDN, como estándar más usado y por las razones 
anteriormente explicadas en este capítulo, se decide utilizar el protocolo 
OpenFlow. 
 
- Por ello se utiliza el controlador de red de BigSwitch©, llamado 
Floodlight, ya que es un controlador de código abierto [23], muy robusto 
y con la capacidad de adaptar nuevas funcionalidades para la 
experimentación, además de disponer detrás una gran comunidad de 
desarrolladores con el soporte necesario. 
 
 
- Para desarrollar un proyecto de investigación se emplea el uso de redes 
y dispositivos de redes virtuales. Por lo tanto el tercer elemento clave 
para la experimentación es el uso de conmutadores o switches virtuales 
Open vSwitch [16]. 
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5. Conceptos y tecnología 
5.1 SDN 
Las redes definidas por software (SDN) [51] es un enfoque de las redes de 
computadoras que se desarrolló a partir de trabajos realizados en la 
Universidad de Berkeley y la Universidad de Stanford alrededor de 2008 [24]. 
SDN permite a los administradores de red la capacidad de gestionar los 
servicios de la red a través de la abstracción de las funcionalidades del nivel 
inferior. Esto se logra gracias al desacoplamiento del sistema que toma las 
decisiones de envío de tráfico (el plano de control) de los sistemas subyacentes 
que transmiten el tráfico al destino seleccionado (el plano de datos). Los 
creadores y vendedores de las SDN sostienen que el desacoplamiento de los 
dos planos simplifica la creación de redes [25].  
 
Las redes definidas por software (SDN) son una manera de abordar la creación 
de redes en la cual el control se desprende del hardware y se le da a una 
aplicación de software llamada controlador. 
SDN requiere de métodos o protocolos, para así permitir que el Plano de 
control y gestión pueda comunicarse con el Plano de datos. Uno de estos 
mecanismos, llamado OpenFlow, a menudo se confunde con el equivalente a 
SDN, pero existen otros mecanismos que también podrían encajar en el 
concepto. La Fundación Open Networks fue fundada para promover las SDN y 
OpenFlow, con la comercialización del término Cloud Computing antes de 
convertirse popular. 
La aparición de una capa adicional de redes definidas por software se inició a 
través de la necesidad que emergió con la evolución de las arquitecturas de 
Cloud elásticas y la evolución de la asignación dinámica de recursos y sistemas 
operativos móviles y el uso creciente de máquinas virtuales. Dicha capa 
permite que los operadores de red puedan especificar los servicios de red, sin 
acoplamiento de las especificaciones de interfaces de red. Esto permite a las 
entidades moverse entre las interfaces sin cambiar la identidad o alterar las 
especificaciones. También puede simplificar las operaciones de red, donde las 
definiciones globales por la identidad no tienen que ser adaptadas a cada 
ubicación de la interfaz. Esta capa además puede reestablecer la complejidad 
provocada por la acumulación de elementos de red, disociando la identidad y la 
lógica de control específica de flujo de reenvío básica basada en la topología, 
las conexiones, y el enrutamiento. 
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El control definido por software también permite un seguimiento de los flujos 
según los contextos específicos basados en aspectos de identidad de origen y 
destino. Un mecanismo ha sido adoptado por los fabricantes de equipamiento 
de red para la definición de hardware de red con el fin de compartir la 
comunicación extremo a extremo por software según las especificaciones de 
fabricante o proveedor. Se definió el conjunto de órdenes abiertas para la 
comunicación en forma de un protocolo, conocido como OpenFlow. 
Cuando un paquete llega a un conmutador (switch) en una red convencional, 
las reglas integradas al firmware propietario o fabricante del switch le dicen al 
dispositivo a dónde transferir dicho paquete.  El switch envía cada paquete al 
mismo destino por la misma trayectoria según las reglas dictadas por el 
controlador – y trata a todos los paquetes de la misma manera. 
En una red SDN, un administrador de red puede darle forma al tráfico desde 
una consola de control centralizada (controlador SDN) sin tener que configurar 
individualmente los switches.  El administrador puede cambiar cualquier regla 
de los switches de red cuando sea necesario – dando o reduciendo prioridad, o 
hasta bloqueando tipos específicos de paquetes con un nivel de control muy 
detallado. Eso es especialmente útil en una arquitectura tipo “multi-tenant 
architecture” de computación en nube (Cloud) porque permite al administrador 
gestionar cargas de tráfico de manera flexible y más eficiente.  Esencialmente, 
permite al administrador usar menos dispositivos de red, como switches 
pequeños y menos costosos, y así tener más control el flujo del tráfico de red.  
En el contexto de SDN, hay cierto debate acerca de por qué utilizar OpenFlow, 
qué es lo que la tecnología SDN ofrece que otras tecnologías no ofrecen, y 
también en qué medida se podría espera que la tecnología OpenFlow pueda 
realizar algunas funciones que no se pueden o pueden llevar a cabo mejor con 
otra tecnologías. SDN es capaz de centralizar y simplificar el control de la red, 
hacer que las redes puedan ser programables y más ágiles, y además crea 
nuevas oportunidades para el desarrollo de aplicaciones sobre su contexto. El 
controlador SDN permite construir aplicaciones para programar la red como un 
elemento universal. Por lo tanto, esto permite eliminar la complejidad y la 
naturaleza estática de las redes tradicionales. Sin embargo, la provisión de QoS 
en redes basadas en SDN es actualmente un problema aún por resolver. 
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5.2 ROIA 
El término ROIA corresponde a las Aplicaciones Interactivas en línea en 
Tiempo Real. En el contexto del proyecto FP7 OFERTIE, las ROIA son el 
objetivo principal en el que se centran sus mecanismos y soluciones. 
Una aplicación en tiempo real (RTA) es un programa de aplicación que 
funciona dentro de un marco que el usuario percibe como inmediata o actual, 
denominado en tiempo real. La latencia debe ser inferior a un valor definido, 
por lo general se mide en un rango de segundos o milisegundos. Las 
aplicaciones ROIA se caracterizan por ser aplicaciones distribuidas de 
computación en línea y en tiempo real. Permiten la interacción de distintos 
usuarios simultáneos en tiempo real. 
 
Algunos ejemplos de aplicaciones ROIA incluyen:  
 
- Aplicaciones de videoconferencia  
 
- VoIP (voz sobre protocolo de Internet)  
 
- Los juegos en línea  
 
- Las soluciones de almacenamiento de la Comunidad  
 
- Algunas de las transacciones de comercio electrónico  
 
- Edición de contenidos colaborativas 
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5.3 NaaS 
Las Redes como Servicio (NaaS o Network as a Service) es un modelo de 
negocio para la entrega de servicios de red virtuales a través de Internet 
mediante una suscripción de pago por uso o mensual. 
Desde el punto de vista del cliente, lo único que se requiere para crear una 
tecnología de la información (TI) de la red es un terminal o computador, una 
conexión a Internet y acceso al portal NaaS del proveedor. Este concepto 
puede ser atractivo para los nuevos propietarios de negocios, ya que les ahorra 
el gasto de dinero en hardware de red y el personal que se necesita para 
administrar una red. En esencia, la red se convierte en una utilidad. Debido a 
que la red es virtual, todas sus complejidades están ocultas a la vista del cliente 
final. Sin embargo, NaaS no es un concepto nuevo, pero su implementación se 
ha visto obstaculizada por algunas de las mismas preocupaciones que han 
afectado a otros servicios de Cloud Computing, por ejemplo, por causas como 
la capacidad de la que dispone un proveedor para garantizar una alta 
disponibilidad (HA). Otras preocupaciones incluyen el trato de los acuerdos a 
nivel de servicio (SLA), problemas de cumplimiento relacionados con la 
legislación de los datos. 
Las Redes como Servicio permiten acceder directamente y de forma segura a 
la infraestructura de red. NaaS hace posible el despliegue de protocolos de 
enrutamiento personalizados. NaaS utiliza la infraestructura de red virtualizada 
para proporcionar servicios de red enfocados para el consumidor. Es 
responsabilidad del proveedor de NaaS para mantener y gestionar los recursos 
de la red que disminuyen la carga de trabajo del consumidor. Por otra parte, 
NaaS ofrece la red como un recurso para los clientes. NaaS también se basa 
principalmente en el modelo de pago por uso. 
Para utilizar el modelo de Naas, el consumidor está obligado a iniciar sesión en 
el portal de acceso del proveedor, donde se puede obtener la API en línea. 
Aquí, el consumidor puede personalizar la ruta. A su vez, el consumidor tiene 
que pagar por la capacidad o recurso utilizado. También es posible desactivar 
la capacidad en cualquier momento.  
NaaS ofrece una serie de beneficios (Figura 17), algunos de ellos se analizan a 
continuación: 
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Beneficios NaaS
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Facilidad de 
añadido de 
nuevos 
elementos
 
Figura 17: Principales beneficios que ofrece el modelo NaaS 
- Independencia: Cada consumidor es independiente y puede segregar la 
red.  
 
- Elasticidad: Permite una gestión sofisticada de los recursos de la red, 
donde los clientes tienen que pagar por los servicios de red de alta 
capacidad sólo cuando sea necesario.  
 
- Seguridad: Existe tratamientos de fiabilidad que se pueden aplicar para 
aplicaciones críticas.  
 
- Analíticas: Existe solución de protección de datos para aplicaciones de 
alta sensibilidad y la capacidad de supervisión.  
 
- Facilidad de adición de nuevos elementos de servicio: Es fácil de 
integrar nuevos elementos de servicio a la red.  
 
- Soporte de modelos: Existe modelos de apoyo más abiertas, que 
ayudan a reducir el coste de operación.  
 
- El aislamiento de tráfico de clientes: El tráfico de clientes está aislado 
lógicamente. 
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5.4 NFV 
La Virtualización de Funciones de Red (NFV) es un concepto de arquitectura 
de red que propone la utilización de las tecnologías de virtualización 
relacionadas con las TI, para poder virtualizar clases enteras de funciones de 
los nodos de red en bloques que se pueden conectar, o encadenados, para 
crear servicios de comunicación. 
La NFV, a la vez depende de las mismas pero se diferencia, de las técnicas de 
virtualización de servidores tradicionales, tales como las utilizadas en las TI 
corporativas. Una función virtualizada de red o NFV, puede consistir en una o 
más máquinas virtuales que ejecutan diferentes programas y procesos, en 
servidores de alto volumen, switches y dispositivos de almacenamiento, o en 
una infraestructura de computación Cloud, en lugar de tener dispositivos de 
hardware a medida para ejecutar cada función estándar de red. 
 
La Virtualización de Funciones de Red (NFV) ofrece una nueva forma de 
diseñar, implementar y administrar servicios de red. NFV desacopla las 
funciones de red, tales como la traducción de direcciones de red (NAT), 
cortafuegos, detección de intrusos, el servicio de nombres de dominio (DNS), el 
almacenamiento en caché, de los aparatos de hardware propietario, por lo que 
se pueden ejecutar en software. Está diseñada para consolidar y entregar los 
componentes de red necesarios para apoyar una infraestructura 
completamente virtualizada - incluyendo servidores virtuales, almacenamiento 
e incluso otras redes. Es aplicable a cualquier función de procesamiento del 
plano de datos o del plano de control, tanto para infraestructuras de redes 
cableadas e inalámbricas. 
 
 
5.5 SDN y NFV 
Las SDN, son un concepto relacionado con NFV, pero se cada uno se refiere a 
diferentes dominios. SDN se centra en la separación del plano de control de la 
red del plano de datos o de reenvío (también referido como plano de 
Forwarding), mientras que NFV se centra en portar las funciones de red para 
entornos virtuales con el fin de permitir la migración del dispositivo físico de red 
propietario hacia a una infraestructura basada en hardware y Cloud estándar.  
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Ambos conceptos pueden ser complementarios, aunque pueden existir de 
forma independiente. La relación con las redes definidas por software (SDN), 
como se muestra en la Figura 18, es altamente complementaria con las 
funciones de red virtualizada. Las SDN no dependen de las NFV, o viceversa. 
Ambas pueden ser implementadas sin la necesidad de la otra. Sin embargo, la 
combinación de ambos conceptos, puede devenir en un potencial de valor 
mucho mayor. 
Creación de 
suministros 
competitivos de 
aplicaciones 
innovadoras de 
terceros
Innovación
abierta
Redes 
Definidas 
por Software
Virtualización
de Funciones
de Red
Reduce CAPEX, OPEX, 
espacio y consumo de 
energía
Crea abstracciones de 
red que permiten 
innovación rápida
 
Figura 18: Complementación de los principales conceptos SDN, SDN y Open 
Innovation 
 
 
5.6 OpenFlow 
Actualmente, la especificación más popular para crear una red definida por 
software SDN es un estándar abierto llamado OpenFlow.  
OpenFlow es un protocolo que permite a un servidor decirle a los switch de red 
a dónde enviar paquetes. En una red convencional, cada switch tiene software 
propietario que le dice qué hacer.  Con OpenFlow se centralizan las decisiones 
de migración de paquetes, de modo que la red se puede programar 
independiente de los switches individuales y los equipos del centro de datos. 
OpenFlow permite a los administradores de red controlar las tablas de 
enrutamiento de forma remota. 
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En un switch convencional, la transferencia de paquetes (la trayectoria de 
datos) y el enrutamiento de alto nivel (la trayectoria de control) suceden en el 
mismo dispositivo.  Un switch OpenFlow separa la trayectoria de datos de la 
trayectoria de control.  La porción de trayectoria de datos reside en el propio 
switch; un controlador OpenFlow separado toma las decisiones de 
enrutamiento de alto nivel.  El switch y el controlador se comunican por medio 
del protocolo de OpenFlow.  Esta metodología, permite un uso más efectivo de 
los recursos de la red en comparación con el que es posible en redes 
tradicionales. En la actualidad ha aumentado la preferencia por OpenFlow para 
las aplicaciones que pueden sacar ventaja en su uso. 
Muchas empresas establecidas incluyendo IBM, Google y HP han utilizado 
completamente o han anunciado su intención de soportar el estándar de 
OpenFlow. Big Switch Networks, una compañía de SDN, ha implementado 
redes de OpenFlow que funcionan sobre redes tradicionales, lo que hace 
posible colocar máquinas virtuales dentro de un centro de datos. Para 
principios de 2012, la red interna de Google funcionaba completamente con 
OpenFlow. 
Una de las características más importantes que ofrece OpenFlow son las 
reglas de flujo con las que gestiona las tablas de ruta y la configuración de los 
switches OpenFlow. Las entradas en las reglas de las tablas de flujo que 
pueden ser gestionadas en un switch OpenFlow se muestran en la Figura 19. 
  
Reglas Acción Estadísticas
Prioridad
Puerto 
Ingreso
Dirección 
MAC 
origen
Destino 
MAC
Protocolo
Dirección 
IP origen
Dirección 
IP destino
Puerto 
origen
Puerto 
destino
ID VLAN
Contadores de bytes y paquetes
1. Reenvío de paquetes a puertos
2. Encapsulado y envío al controlador
3. Descartar paquete
4. Envío a línea de procesamiento normal
 
Figura 19: Gestión de las entradas de las reglas de flujo en un switch 
OpenFlow 
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5.7 Controlador OpenFlow 
SDN tiene como objetivo reducir el tiempo de reacción en los cambios de la red 
de tráfico desplazando el establecimiento de rutas de los dispositivos 
individuales al software del controlador centralizado que se ubica en una 
estación de trabajo o servidor. El componente controlador se comunica con 
cada dispositivo de la red, recibiendo actualizaciones de la carga y del estado 
del enlace, y luego gestionando los flujos de tráfico entre los dispositivos.  
En el contexto del proyecto, el papel principal del controlador OpenFlow se 
centra en cuando una fuente de datos comienza la comunicación hacia un 
destino a través de la red, el controlador determina una ruta óptima a través de 
la red basándose en la carga actual y estado de la red. Entonces, el controlador 
crea un flujo definido por las direcciones de origen y de destino y se comunica 
con cada dispositivo a lo largo del camino, para informarles de la nueva ruta y 
cómo manejar los paquetes en el flujo.  
Además, el controlador OpenFlow es el encargado de orquestar todas las 
funciones añadidas al conjunto de la red y su dominio. El controlador es la base 
e infraestructura principal que se hace cargo de gestionar todas las 
aplicaciones desplegadas. 
 
 
5.8 Controlador OpenFlow Floodlight 
El controlador utilizado para llevar a cabo el proyecto es el controlador SDN 
Floodlight. Es un controlador de código abierto, robusto y de clase empresarial, 
con licencia Apache, y su código se basa en Java. Actualmente soporta el 
estándar OpenFlow versión 1.0. Se conforma de una arquitectura por capas, 
donde el controlador se comunica con capa inferior de red a través de la 
interfaz Southbound. Además el controlador contiene módulos internos que 
realizan diversas funciones. En la capa superior del controlador se encuentra la 
interfaz Northbound y la API REST. Esta capa superior puede albergar módulos 
o aplicaciones externas, típicamente basadas en Python, que puede añadir 
nuevas funcionalidades al controlador y a la red.  
 
Las características más importantes que ofrece son el sistema de carga de 
módulos que hacen que sea fácil de extender y mejorar su funcionalidad. Es 
fácil de configurar con dependencias mínimas. Además soporta una amplia 
gama de switches virtuales y físicos OpenFlow que pueden manejar OpenFlow 
mixta y redes no OpenFlow, y puede gestionar múltiples "islas" de switches de 
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hardware OpenFlow. Floodlight está diseñado para el alto rendimiento ya que 
es el núcleo de un producto comercial de redes de conmutación la compañía 
Big Switch Networks [19].  
Un resumen de sus principales características a destacar se muestra a 
continuación: 
- Controlador OpenFlow: compatibilidad con switches tanto virtuales como 
físicos y que funcionan con el protocolo OpenFlow 
- Licencia de Apache: le permite al controlador Floodlight ser utilizado  
para casi cualquier propósito 
- Abierto a la comunidad: Floodlight es desarrollado por una comunidad 
abierta de desarrolladores. Da la bienvenida a las contribuciones de 
código realizadas por participantes activos y comparte abiertamente 
información sobre el estado del proyecto, plan de trabajo, errores, etc. 
- Fácil de usar: Floodlight es fácil de construir, ejecutar, y gestionar 
gracias a su implementación y la documentación que dispone. 
- Probado y compatible: Floodlight es el núcleo de un controlador producto 
comercial, y está probado y mejorado de forma activa por una 
comunidad de desarrolladores profesionales. 
 
 
5.9 SDNApp 
Una aplicación SDN (SDNApp) es un programa de software diseñado para 
realizar una tarea en el entorno de las SDN. Las aplicaciones SDN pueden 
reemplazar y ampliar las funciones que se implementan a través del firmware 
en los dispositivos de hardware de una red convencional. 
  
Las arquitecturas SDN pueden tomar una variedad de formas. El primer nivel 
en la arquitectura SDN es la infraestructura física, que incluye todos los 
dispositivos de hardware y el cableado necesarios para apoyar la red. El control 
de la red está desacoplada del hardware y dada a una aplicación de software, 
en este caso un controlador de SDN. Los controladores, que gestionan el 
tráfico, constituyen el segundo nivel de la arquitectura. El tercer nivel está 
formado por las aplicaciones SDN, que dirigen las funciones específicas a 
través del controlador. Algunos tipos de aplicaciones SDN incluyen programas 
para la virtualización de la red, monitorización de red, detección de intrusiones 
y el balanceo de carga o flujo, entre un gran número de otras posibilidades. 
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5.10 QoS en las SDN 
La calidad de servicio o QoS (Quality of Service) se refiere a una amplia 
colección de técnicas y tecnologías usadas en redes. El objetivo de QoS es 
proporcionar garantías sobre la capacidad de una red para entregar resultados 
predecibles. Los elementos de rendimiento de la red dentro del alcance de la 
QoS a menudo incluyen la disponibilidad (tiempo de actividad), ancho de banda 
(rendimiento), la latencia (retardo), y tasa de error.  
QoS implica la priorización de tráfico de la red. De este modo, QoS se puede 
apuntar a una interfaz de red, hacia un determinado servidor o al rendimiento 
del switch, o en términos de aplicaciones específicas. Normalmente es 
necesario implementar un sistema de monitorización de la red como parte de 
QoS, para asegurar que las redes desempeñan su rendimiento en el nivel 
deseado. 
 
QoS es especialmente importante para la nueva generación de aplicaciones de 
Internet como VoIP, vídeo bajo demanda y otros servicios de consumo. 
Algunas tecnologías del núcleo de red como Ethernet no fueron diseñadas para 
soportar el tráfico priorizado o niveles de rendimiento garantizados, por lo que 
es mucho más difícil de implementar soluciones de calidad de servicio a través 
de Internet. 
 
En cuanto a QoS y OpenFlow, claramente están en su comienzo, ya que la 
segunda es una tecnología muy reciente. OpenFlow incluye modos en los que 
puede establecer el Tipo de Servicio (Type of Service o ToS) en un flujo de red, 
así como la opción de asignar como acción de designar o “enqueue” a una cola 
específica en un puerto específico a los paquetes de un flujo que coincidan con 
cierto criterio. La acción de designación de cola envía un paquete a través de 
una cola conectada a un puerto y permite el mapeo de flujos al puerto 
proporcionando QoS básicas. 
El tratamiento de los flujos mapeados a una cola específica depende de la 
configuración de dicha cola. La versión 1.0.0 de OpenFlow  permite funciones 
llamadas “Slice” y tan sólo es compatible con configuraciones de cola del tipo 
tasa mínima de bits. La versión 1.1.0 utiliza la acción “Set-Queue” para 
configurar un identificador de cola de un paquete, donde el identificador de la 
cola determina a qué cola se adjunta al puerto se utiliza para enviar el paquete. 
Mientas, la versión 1.2.0 añade tasa máxima y otros tipos experimentales de 
colas [9].  
Sin embargo, se necesita un mecanismo dinámico para unir los diferentes flujos 
a las colas y adaptarse a los cambios en la red en función de los requisitos de 
aplicaciones o servicios. 
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5.11 Open vSwitch 
Open vSwitch es un switch (conmutador) multicapa virtual de calidad de 
producción, desarrollado bajo la licencia de código abierto Apache License 2.0. 
Está diseñado para permitir la automatización de la red masiva a través de 
extensiones programables, sin dejar de apoyar los protocolos e interfaces de 
gestión estándar (por ejemplo, NetFlow, sFlow, SPAN, RSPAN, CLI, LACP, 
802.1ag). Además, está diseñado para apoyar la distribución a través de 
múltiples servidores físicos similares al switch virtual vNetwork distribuido de 
VMware. 
El dispositivo virtual Open vSwitch es el elegido para el desarrollo e 
implementación del proyecto académico. Sin embargo no solo se limita a este 
dispositivo virtual, ya que la integración de Pathfinder en el Proyecto OFERTIE  
 
5.12 Recurso de red 
Un recurso de red puede ser un componente, físico o virtual, disponible en un 
Sistema. Los recursos pueden ser simples o de granulación fina, por ejemplo, 
un puerto, una cola. También pueden ser complejos, por la agregación de 
múltiples recursos, como por ejemplo, un dispositivo de red.  
 
5.13 Dispositivo de red 
Los dispositivos de red son elementos de red que se encargan de realizar una 
o más operaciones en relación al envío y manejo de paquetes. El modelo de 
referencia de un dispositivo de red no hace distinción de si se trata de un 
elemento físico o virtual. Un dispositivo puede ser también considerado un 
contenedor de recursos y puede ser un recurso por sí mismo. 
 
5.14 Interfaz 
Una interfaz es un punto de interacción entre dos entidades. En el caso de que 
estas entidades no se encuentren en la misma localización física, la interfaz se 
suele implementar normalmente como un protocolo de red. En el caso de que 
las entidades se encuentren en la misma localización física, la interfaz puede 
tratarse tanto de un protocolo como de una implementación de software abierto 
o propietario, un inter-proceso de comunicación llamado Interfaz Programmable 
de Aplicación (API). 
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5.15 Servicio 
Un servicio es una porción de software que realiza una o más funciones y 
provee de una o más APIs a las aplicaciones u otros servicios de la misma 
capa o de una diferente, para ofrecer el uso de dichas funciones y retornar uno 
o más resultados. Los servicios pueden estar combinados con otros servicios, 
para crear un nuevo servicio. 
 
5.16 Plano de reenvío (Forwarding Plane) (FP) 
Se trata de la parte de dispositivos de red responsables del envío del tráfico. Se 
encarga del manejo de los paquetes a través de la ruta de datos. Las acciones 
del plano de reenvío (o plano de datos) incluyen, pero no se limitan, el envío de 
paquetes, su descarte o cambio de paquetes. Normalmente se halla en el 
punto final del plano de control de los servicios y aplicaciones. Puede contener 
recursos de reenvío como clasificadores o filtros de tráfico.  
 
5.17 Plano operacional (OP) 
Se trata de la parte responsable en los dispositivos de red de gestionar la 
totalidad de las operaciones de los dispositivos. Gestiona el estado 
operacional, por ejemplo, de la actividad e inactividad de los dispositivos, el 
número de puertos, el estado de puertos, etc. El plano operacional se halla 
normalmente en el punto final del plano de gestión de los servicios o 
aplicaciones. 
 
5.18 Plano de control (CP) 
Se trata de la parte de la red encargada de las funcionalidades que se asignan 
para controlar uno o más dispositivos de red. El CP instruye a los dispositivos 
de red sobre cómo debe tratar el envío de los paquetes. El CP interacciona 
principalmente con el plano de datos o FP, y menos con el plano operacional. 
Básicamente se responsabiliza de tomar las decisiones que afecta al 
comportamiento de los paquetes en la red de uno o más dispositivos.  
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5.19 Plano de gestión (MP) 
Se trata de la parte de la red encargada de las funcionalidades responsables 
de la monitorización, configuración o mantenimiento de uno o más dispositivos 
de red. El MP es el plano con mayor relación con el plano operacional pero con 
menor relación ante el plano de datos o FP. 
 
5.20 Plano de aplicación (AP) 
El plano de aplicación es donde las aplicaciones se despliegan para proveer 
servicios o procesos a los usuarios finales de la red. Las aplicaciones que 
directamente se encargan de las operaciones del plano de datos o FP (como 
aplicaciones de procesos de enrutamiento sobre plano de control) no se 
consideran parte del plano de aplicación. 
 
5.21 Capa de abstracción de recursos y dispositivos (DAL)  
La capa de abstracción de los recursos y dispositivos de red se basan en uno o 
más modelos. Si se trata de dispositivos físicos entonces se hace referencia al 
modelo de abstracción de hardware, llamado HAL. La capa DAL ofrece un 
punto uniforme de referencia para los dispositivos de reenvío de datos y para 
los recursos operacionales.  
 
 
5.22 Capa de abstracción de control (CAL) 
Se trata de la capa de abstracción de las funciones de control. La CAL ofrece el 
acceso al plano de control de la interfaz Southbound. 
 
 
5.23 Capa de abstracción de la gestión (MAL) 
Se trata de la capa de abstracción de las funciones de gestión. La MAL ofrece 
el acceso al plano de gestión de la interfaz Southbound. 
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5.24 Infraestructura OFELIA Test-bed 
El proyecto OFELIA tiene como objetivo la creación de una infraestructura 
experimental única que permite a los investigadores no sólo experimentar 
sobre una red de pruebas (Test-bed), sino que también permite controlar y 
ampliar la propia red con precisión y de forma dinámica. La instalación OFELIA 
se basa en OpenFlow, la tecnología de red actualmente emergente que permite 
la virtualización y el control del entorno de red a través de interfaces seguras y 
estandarizadas. 
OFELIA es un proyecto enmarcado dentro del programa FP7 ICT de la 
Comisión Europea. Dentro de OFELIA, se establece el enlace de entre distintos 
dominios (llamados islas), donde diferentes entidades internacionales cooperan 
en la investigación e innovación del Internet del Futuro. 
La primera fase del proyecto, ya completada, despliega una infraestructura 
compuesta por varios equipos de L2/L3 con soporte OpenFlow y servidores 
para actuar como endpoints en ocho ubicaciones o islas diferentes y crea el 
software de control para automatizar la reserva de recursos y operación de la 
infraestructura. 
OFELIA pretende proveer un espacio para la experimentación que ofrezca un 
entorno flexible integrando tráfico de producción y de pruebas, segregando los 
distintos dominios dentro del equipamiento OpenFlow. Esto permite proveer 
escenarios de test realistas, facilitando la adopción de las nuevas tecnologías 
testeadas. 
 
Figura 20: Conjunto de islas que conforman el proyecto FP7 OFELIA en la 
actualidad 
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6. Ventajas y beneficios 
En este capítulo se enumeran y se describen tanto las ventajas como los 
beneficios que ofrece la realización de este proyecto. La aplicación SDNApp 
Pathfinder ofrece un conjunto de ventajas en un entorno de redes SDN, y 
gracias a estas ventajas se pueden obtener ciertos beneficios dependiendo del 
uso y aplicación en distintos sectores. Como se muestra en el capítulo 
introductorio, concretamente en el apartado del proyecto OFERTIE, existen 
distintos objetivos a los que se destinan el desarrollo de este proyecto de 
gestión y control de QoS. Por lo tanto, este capítulo se divide en dos secciones, 
las ventajas y los beneficios. Por último, se muestran los dos principales casos 
de uso. 
 
6.1 Ventajas 
Basándose en los principales objetivos del proyecto, se hallan distintas 
ventajas en la aplicación de las tecnologías emergentes SDN, todas ellas 
enfocadas en el paradigma de NaaS. El aprovisionamiento de QoS de extremo 
a extremo en redes SDN ofrece la ventaja de garantizar un servicio con 
parámetros predecibles. El resultado de la aplicación de QoS de tipo E2E es 
una respuesta adecuada para aquellas aplicaciones ROIA que necesitan el 
cumplimiento de ciertos aspectos, propios del estado de la red, para así ofrecer 
al usuario final la calidad de experiencia (QoE) estimada. Gracias a los 
servicios bajo demanda, el usuario final puede obtener en el momento preciso 
el servicio que desea de forma dinámica y personalizada. De esta forma, 
Pathfinder puede responder ante las peticiones de los usuarios finales de forma 
automática para ofrecerles el recurso solicitado. 
Gracias a las tecnologías SDN, el despliegue de aplicaciones SDN como 
Pathfinder, permiten ofrecer un conjunto de funciones nuevas sobre una red 
SDN a través del protocolo OpenFlow. Esto implica varias ventajas: la facilidad 
de adición y despliegue de nuevas funciones, la sencilla gestión de las nuevas 
funciones ocultando la complejidad de los dispositivos físicos de la red 
subyacente gracias al desacoplamiento de los planos de datos y control. Esto 
se suma la optimización de los recursos disponibles de la red y sacar partido de 
un mayor rendimiento. 
La SDNApp Pathfinder ofrece la ventaja de poder configurar dinámicamente los 
dispositivos de red, adaptándolos según el estado de la red para cumplir con 
los requisitos establecidos por las peticiones de las aplicaciones ROIA. De este 
modo, se consigue garantizar un estado mínimo de QoS a través de los 
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recursos de red que lo permitan. El estado E2E de QoS establecido a través de 
la red puede ser monitorizado para controlar que los requisitos de las 
aplicaciones ROIA se cumplen. Además, gracias a la arquitectura de 
Pathfinder, es posible integrar mecanismos de detección de congestión y 
violación de los acuerdos de QoS, gracias a la monitorización que permite la 
obtención de datos estadísticos de los dispositivos de la red en tiempo real. 
Esto permite responder con antelación ante posibles problemas de congestión 
y así evitar una degradación en la calidad de los servicios en tiempo real. 
El diseño de Pathfinder permite la introducción de nuevas funciones gracias a 
las ventajas que ofrece el uso de las SDN y OpenFlow. El algoritmo central 
para el cálculo de rutas de Pathfinder puede ser complementado con la 
introducción de algoritmos complementarios para poder ofrecer rutas 
personalizadas en el caso que los desarrolladores de aplicaciones ROIA lo 
necesiten. La principal ventaja del núcleo de Pathfinder, es el enfoque que 
adopta. Como se muestra en el apartado Algoritmos del capítulo Investigación 
y diseño, Pathfinder utiliza un enfoque “Less-greedy”, que lo distingue del resto 
de algoritmos de cálculo de ruta de tipo codiciosos (Greedy). Este enfoque 
permite un uso optimizado de los recursos de la red permitiendo que diferentes 
tipos de tráfico, como Best-Effort, y tráfico “Premium”, puedan coexistir de 
forma dinámica y eficiente. Por otro lado, Pathfinder no es solo una aplicación 
de cálculo de rutas para QoS, sino que se encarga de toda la secuencia de 
procesos necesarios para introducir y mantener estado QoS punto a punto en 
la red. Por lo tanto ofrece las ventajas de automatizar la configuración de las 
tablas de reglas de flujo para los dispositivos de red, así como la configuración 
de los mecanismos de QoS empleados, como son las colas de prioridad y 
control de tasa de bits. 
La arquitectura de Pathfinder está compuesta de diferentes SDNApps, que 
como el resto, permite la inclusión de nuevas funciones. Además, la 
arquitectura está pensada para funcionar de forma independiente como un 
conjunto de soluciones integradas en una sola SDNApp desplegada sobre un 
controlador SDN y OpenFlow, pero por otro lado, es capaz de integrarse dentro 
de la capa NCL del  proyecto OFERTIE para formar parte de un servicio dentro 
del marco de OpenNaaS.  
La integración de Pathfinder en la NCL abre un amplio rango de posibilidades, 
como por ejemplo:  
- Uso dentro de nuevas infraestructuras híbridas que utilicen paradigmas 
capaces de gestionar los recursos de red de forma homogénea. 
- Nuevos modelos de negocio, basados en una mayor flexibilidad en 
cuanto al suministro de servicios de la red entre los diferentes actores 
que intervienen en los servicios interactivos en tiempo real en línea. 
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6.2 Beneficios 
Los beneficios que ofrece tanto al SDNApp Pathfinder independiente como su 
integración dentro de la NCL de OFERTIE, se centran directamente en los 
sectores y mercados de servicios y aplicaciones en línea interactivos en tiempo 
real. Uno de los principales sectores que más se benefician de estas 
soluciones son los sectores de ocio digital en línea y de contenido en tiempo 
real, y las empresas de edición de contenidos digitales en entornos 
colaborativos en línea. Mientras que los mercados del mundo real muestran 
una enorme variedad de diferentes modelos de negocio, no pueden ser 
presionados hacia algún conjunto de patrones fijados, en el que todas y cada 
una funcionase bajo el mismo modelo. Sin embargo la mayoría de las 
empresas y sus modelos de negocio pueden ser descritas por algunas 
categorías y modelos de negocio. Algunos de estos distintos modelos, pueden 
son relevantes para OFERTIE. A continuación se detallan los beneficios, 
objetivos y entidades en los mercados ROIA, que más se ajustan al perfil 
objetivo de OFERTIE y que pueden obtener más rendimiento de sus negocios 
gracias al uso de las soluciones ofrecidas por OFERTIE y la integración de 
Pathfinder en su NCL. 
 
 
6.2.1 Usuarios y jugadores de videojuegos 
Los usuarios y jugadores son los actores que utilizan el software o los servicios 
de juego, incluyendo tanto juegos clásicos o aplicaciones de entretenimiento 
educativo. Como es típico para los usuarios finales, los jugadores están 
básicamente obligados a utilizar los modelos de negocio y esquemas de 
precios ofrecidos por los proveedores de software y servicios. Este sector se 
centra sólo en servicios multiusuario y los juegos MMO.  
 
Los beneficios de los jugadores se centran en las acciones típicas de un 
jugador:  
- Pagar por un juego y servicios relacionados 
- Interactuar con otros jugadores de diferentes maneras 
Los jugadores como actores no ofrecen beneficios a los mercados ROIA en sí, 
sino que son el resultado final del beneficio de toda la cadena de valor de este 
mercado, ya que el propósito de cualquier mercado es para beneficiar 
finalmente a las personas individuales. Mientras que el principal beneficio de 
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los juegos clásicos es la calidad de experiencia que provee al usuario final, y 
esto se traduce en diversión y relajación, el entretenimiento educativo también 
puede beneficiarse de la QoS. 
Existen algunos riesgos típicos, mostrados a continuación, que los jugadores 
del juego pueden experimentar, y que el aprovisionamiento de QoS puede 
beneficiar para mejorar la calidad de experiencia del usuario:  
- Una pobre experiencia del usuario aplicaciones ROIA  
- Mal de servicio ISP  
- Costes no controlados  
- Coste inesperado por los modelos de costes no transparentes  
Algunos ejemplos de jugadores son los usuarios de plataformas de mercado de 
videojuegos como: Amazon, Steam y tiendas de videojuegos físicos. 
 
 
6.2.2 Distribuidores y Editores de juegos (Publishers) 
Los distribuidores, editores o publishers de juegos, como por ejemplo pueden 
ser EA (Electronic Arts), Activision o Ubisoft, pueden beneficiarse sobre todo 
por la reducción de costos en las infraestructuras de servicios en línea y 
servidores de juegos. Los editores de juego mantienen dos tipos de relaciones 
directas, con los desarrolladores de juegos y con el usuario final o jugador, ya 
sea a través de la venta de contenido digital o por el producto físico. Como 
promotores y vendedores del juego, los editores se encargan de establecer las 
plataformas de juego en línea para los desarrolladores de juego. El principal 
beneficio es el control y gestión de una infraestructura que puede garantizar 
una calidad de experiencia y una supervisión del uso de recursos (por ejemplo, 
usuarios simultáneos que acceden a un servidor de juego).  
Los distribuidores de juegos, son los actores de mercado encargados de 
ofrecer los juegos o los servicios. En este caso concreto, es el actor 
responsable de vender el juego al usuario final o jugador.  
La infraestructura utilizada para el registro de licencias de juego y proveer 
servicios de juego (normalmente con un coste de cuotas mensuales) puede 
verse beneficiada por los siguientes puntos:  
- Número de jugadores pagando por un servicio de juego de calidad 
- Gestión de los datos y patrones de uso 
- Pago por licencias y consume 
- Costes de distribución 
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- Introducción de nuevos mecanismos de mercado, competitivos y que 
pueden maximizar los beneficios para los usuarios finales mientras se 
reducen los costos por inversión en recursos  
 
Por otro lado, distribuidores y editores suelen ser los encargados de mantener 
la infraestructura de servidores y las plataformas para juegos multijugador 
masivos en línea. OFERTIE es una solución que encaja perfectamente en este 
perfil de servicios para la gestión y control de la infraestructura de computación 
y comunicación de los actores involucrados. 
 
 
6.2.3 Desarrolladores de juegos 
Los desarrolladores de juego, por ejemplo, DICE o ID Software, suelen estar 
distribuidos en distintos estudios repartidos en diferentes territorios. Los 
entornos de desarrollo colaborativos toman un papel muy importante en el 
desarrollo de aplicaciones y servicios dentro del mundo del entretenimiento 
digital. Uno de los principales beneficios es el uso de una infraestructura SDN 
que permite una reducción de los costes y ofrece un entorno de desarrollo 
común en línea. Las principales tareas de los desarrolladores son:  
- Diseño y desarrollo de aplicaciones ROIA como juegos o plataformas de 
contenido digital 
- Obtención y análisis de datos y uso de los datos para el desarrollo de un 
nuevo producto 
El desarrollador de juegos, durante el diseño del juego, también considera el 
modelo de negocio, cuál sería el más adecuado para el juego dado. El juego 
también contiene instrumentación que permite la captura de datos sobre el 
comportamiento de los usuarios. Esta información puede ser utilizada para 
mejorar el juego y el cambio de la política de precios. Los desarrolladores de 
juegos de entretenimiento educativo suelen utilizar los servicios de otros 
expertos, como profesores o expertos en el aprendizaje. Normalmente estos 
expertos no son empleados de la empresa, sino contratistas o consultores 
externos. Además del modelo estándar de ser pagado por un editor para la 
creación de un juego clásico, puede haber también otro tipo de juegos 
ordenados por diferentes tipos de clientes, por ejemplo, anuncios o juegos 
patrocinados (por ejemplo, en los sitios web). Para optimizar sus beneficios, 
algunos parámetros de interés para el desarrollador del juego son:  
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- Maximizar los ingresos de la venta del juego a la editorial 
- Aprender de la experiencia del usuario para mejorar el juego 
- Aprender acerca de la comunidad de usuarios con el fin de desarrollar 
nuevos juegos o juegos para comunidades específicas.  
 
Para estos casos, los servicios de análisis son los principalmente utilizados por 
los editores y los y distribuidores. Los editores suelen definir los parámetros 
básicos del producto, y los distribuidores quieren información de mercado para 
decidir qué productos incluir en su cartera. Sin embargo, hasta cierto punto, 
también los desarrolladores de juegos están interesados en los datos de 
análisis. 
Para resumir las principales ventajas y los beneficios del proyecto, a 
continuación se muestran dos casos distintos de sectores de negocio, para los 
que se enfocan este proyecto como solución independiente o integrada en 
OFERTIE. En ambos casos de negocio se muestran los actores involucrados, 
mencionados en el apartado Beneficios, y que son los objetivos finales de la 
solución de QoS. Además, se muestran las relaciones entre los actores que 
pueden intervenir y beneficiarse del conjunto de soluciones y módulos que 
integran el proyecto de Pathfinder con el fin de gestionar y controlar QoS. El 
primero de los casos mostrados es el ya mencionado sector de los juegos 
interactivos en línea multijugador o multijugador masivo. El segundo caso es un 
sector algo más abierto, ya que abarca diferentes campos de negocio, desde 
los entornos de desarrollo colaborativos a empresas de servicios de contenido 
en línea. 
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6.2.4 Caso 1: Juegos en línea multijugador 
Los juegos en línea multijugador permiten conectar y gran cantidad de 
jugadores de forma simultánea y compartir un mundo virtual interactivo entre 
ellos. Dadas las características de este tipo de productos, la calidad de la 
conexión entre los usuarios finales y los servidores de aplicación del juego es 
un factor muy importante. De los parámetros de calidad de la conexión, entre 
ellos la latencia uno de los más importantes, es crítico garantizar una QoS 
mínima para poder ofrecer a los usuarios finales la calidad de experiencia que 
el producto requiere. Los principales beneficiados de la gestión y control de la 
calidad de servicio en este caso, son los desarrolladores, editores y publishers, 
ya que dependen de la calidad final de su producto para mantener su negocio. 
Obviamente, los usuarios finales se enriquecen de una calidad de experiencia 
óptima, pero los mayores beneficiados son los proveedores del servicio y de la 
infraestructura. 
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Figura 21: Principales actores y relaciones en juegos en línea multijugador 
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6.2.5 Caso 2: Colaboración a través de Internet 
Un entorno de colaboración puede reunir de forma virtual a un conjunto de 
desarrolladores para el desempeño de una labor de diseño, implementación, o 
incluso para la enseñanza y educación en línea. Estos entornos virtuales 
requieren de una infraestructura, que aparte de la gestión de todos los 
colaboradores, debe soportar el uso de aplicaciones y herramientas de trabajo 
en el entorno. En este sector del mercado se incluyen empresas 
desarrolladoras, proveedores de contenidos en línea, editores y publicadores, y 
también entidades dedicadas al entretenimiento educativo. Los beneficios se 
basan en la capacidad de gestionar estas plataformas de forma abierta, con la 
respectiva reducción de los costos y la facilidad de poder introducir nuevas 
funciones que se adapten a las necesidades de los colaboradores.  
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Figura 22: Principales actores y relaciones en la colaboración a través de 
Internet 
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7. Planificación  
Este capítulo documenta toda la información relacionada con la planificación 
del proyecto. El apartado de paquetes de trabajo detalla la clasificación por 
grupos de las principales tareas planificadas del proyecto. El apartado del 
diagrama de GANTT donde se distribuyen las principales tareas a lo largo del 
período estimado de desarrollo del proyecto. Luego, se especifican los 
Milestones o puntos de control programados para el proyecto, así como los 
Deliveries o entregas planificadas. Por último, se detallan los KPI, los 
principales indicadores del proyecto para realizar un seguimiento y cumplir los 
objetivos propuestos para la elaboración del proyecto.  
 
 
7.1 Paquetes de trabajo (Work-Packages) 
En este apartado, encontramos la distribución de las principales tareas que 
engloban la realización del proyecto. Se distribuyen las tareas en paquetes, 
repartidas  a través de un periodo total de 40 semanas aproximadamente, 
partiendo de que originalmente estaba previsto el desarrollo del proyecto en un 
periodo menor, de aproximadamente 24 semanas. Además se distingue  cada 
paquete de trabajo con un factor de Implicación o Effort, que indica el trabajo o 
esfuerzo que debe emplear el equipo en ese paquete. El total de Implicación es 
de 40, que corresponde a las 40 semanas de duración del proyecto por el 
personal fijo del equipo, can ton solo consta de una única persona, el propio 
autor del proyecto. 
La distribución total consta de 6 paquetes de trabajo, a cada cual se le asignan 
un grupo de tareas principales. En la columna Paquete de Tareas se puede 
distinguir el nombre  del paquete y las principales tareas que agrupa, que no 
necesariamente se limita a las descritas dentro del mismo grupo. Cada paquete 
está programado para tener una durabilidad fijada entre el número de semana 
de inicio y el número de semana final. Las tareas no son secuenciales, aunque 
existen dependencias entre ellas, las tareas pueden tener una rotación, como 
es en el claro caso del paquete Diseño y el paquete Implementación, donde 
ambos están relacionados, y posteriormente, sucede lo mismo con los 
paquetes de Implementación y Experimentación. 
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A continuación se muestra la tabla de Work-Packages del proyecto:  
 
Nº 
PT 
Paquete Tarea Semana 
inicio 
Semana 
final 
Implicación 
1 Preparación y estudio 
inicial: 
- Aprendizaje en línea 
- Lecturas de artículos 
S1 S10 3 
2 Análisis: 
- Análisis del estado del 
arte 
- Pruebas de software 
S6 S12 5 
3 Especificación: 
- Objetivos 
- Enfoque 
- Algoritmos 
S12 S16 5 
4 Diseño: 
- Arquitectura 
- Procesos y algoritmos 
- Work-flow 
- Mecanismos 
S14 S30 10 
5 Implementación: 
- Núcleo SDNApp 
Pathfinder 
- Módulos externos 
S18 S36 12 
6 Experimentación: 
- Pruebas de la 
implementación 
- Pruebas de rendimiento 
- Análisis de los 
resultados 
S28 S38 5 
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7.2 GANTT 
La siguiente figura corresponde con el diagrama de GANTT del proyecto. En 
relación con el apartado anterior Paquetes de tareas, aquí se puede apreciar la 
distribución temporal de cada paquete de trabajo a lo largo de las 40 semanas 
de duración del proyecto. Para cada paquete de tarea se desglosa las tareas 
principales que incluye, detalladas a continuación: 
- Preparación y estudio inicial: Comprende todas las tareas necesarias para el 
aprendizaje general del mundo del Internet del futuro, término utilizado para 
englobar las actividades de investigación e innovación de las arquitecturas de 
Internet. Este paquete consta de las siguientes tareas principales, que incluye 
la lectura de gran variedad de artículos de investigación y la participación en 
cursos en línea. 
 
a) Aprendizaje en línea 
b) Lecturas de artículos 
- Análisis: Comprende de las tareas necesarias para iniciar la especificación y 
los requerimientos del proyecto. Este paquete de tareas consiste en el análisis 
y estudio del estado del arte en las tecnologías SDN, la investigación de 
múltiples propuestas y soluciones recientes y pruebas de las soluciones 
existentes, con el objetivo de aprender qué se ha logrado en el sector, que se 
puede mejorar y dónde se puede innovar. Este paquete consta de las 
siguientes tareas principales.  
 
a) Análisis del estado del arte 
b) Pruebas de software 
- Especificación: Comprende las principales tareas de especificación 
relacionadas con la naturaleza de este proyecto, lo que significa la elaboración 
de la documentación previa, que incluye los objetivos que el proyecto pretende 
alcanzar, así como el enfoque que toma el proyecto, y además, una descripción 
previa de los algoritmos que componen el enfoque del proyecto.  
 
a) Objetivos 
b) Enfoque 
c) Algoritmos 
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- Diseño: Comprende de las tareas principales para el desarrollo del diseño que 
toma el proyecto para alcanzar los objetivos fijados. El diseño del proyecto 
incluye la elaboración de toda la documentación en torno al sistema que se 
implementa, su arquitectura, los procesos y mecanismos que componen el 
sistema, así como los algoritmos que integra. Las principales tareas del diseño 
se listan a continuación. 
 
a) Arquitectura 
b) Procesos y algoritmos 
c) Work-flow 
d) Mecanismos 
- Implementación: Este paquete de tareas se distingue de los demás por ser el 
que mayor esfuerzo implica, ya que trata sobre la construcción del sistema de 
soluciones que propone el proyecto. Sus principales tareas incluyen el 
desarrollo de la aplicación SDN principal Pathfinder y el resto de módulos 
externos y dependencias. 
 
a) Núcleo SDNApp Pathfinder 
b) Módulos externos 
- Experimentación: Este paquete de tareas consiste principalmente en la 
realización de pruebas de Pathfinder sobre distintos escenarios para la 
obtención de resultados. Las principales tareas de este paquete se listan a 
continuación. 
 
a) Pruebas de la implementación 
b) Pruebas de rendimiento 
c) Análisis de los resultados 
 
Tras los detalles de los paquetes de trabajo del proyecto, se muestra el 
diagrama de GANTT correspondiente que incluye las dependencias y duración 
dentro del conjunto, así como también se asignan las fechas de milestones y 
para los deliverables. 
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7.3 Milestones 
En la siguiente tabla aparecen los Milestones que conformarán el proyecto, 
puntos claves para el seguimiento y control de los avances:  
 
Milestone Paquete 
Tarea 
Fecha 
Milestone 1: Finalización del período de aprendizaje y 
estudio del estado del arte 
PT1 
PT2 
14/11 
Milestone 2: Completado de la Fase de especificación 
y diseño previo 
PT2 
PT3, PT4 
11/12 
Milestone 3: Completado de la Fase de diseño final PT3 
PT4 
14/03 
Milestone 4: Inicio de la etapa de implementación PT4 
PT5 
20/01 
Milestone 5: Finalización de la Fase de 
Experimentación y resultados 
PT6 30/05 
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7.4 Deliverables 
En la siguiente tabla aparecen los Deliverables que serán entregados durante 
la duración del desarrollo del proyecto a los coordinadores de la Fundación 
i2CAT, Barcelona, donde se desarrolla el proyecto. Además, los Deliverables 
incluyen materiales destinados a la demostración y promoción del proyecto a 
nivel internacional. 
 
Deliverable Paquete Tarea Fecha 
Demostración de las tecnologías PT2 14/10 
Demo de QoS en OpenFlow PT2 04/11 
Informe 0 – Previo  PT2, PT3 18/11 
Informe 1 PT2, PT3 02/12 
Informe 2 PT3, PT4 16/12 
Informe 3 PT3, PT4, PT5 20/01 
Informe 4 PT3, PT4, PT5 17/03 
Sumario Extendido TNC 2014 PT3, PT4, PT5 16/04 
Póster TNC 2014 PT3, PT4, PT5, PT6 21/05 
Demostración de Pathfinder PT4, PT5, PT6 01/06 
Experimentos y resultados PT5, PT6 05/06 
Artículo EWSDN 2014 PT3, PT4, PT5, PT6 18/06 
Memoria de proyecto PT2, PT3, PT4, PT5, PT6 02/07 
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7.5 Personas/Mes 
En la siguiente tabla se establece la planificación de cada paquete de trabajo 
para el mes de inicio y el mes de finalización. Para cada paquete de trabajo se 
le asigna una previsión de implicación o esfuerzo como coste de su realización. 
Dado que el número de personas implicadas en el proyecto es de tan sólo una, 
el autor del mismo, la implicación total será 10, que aproximadamente 
corresponde al número de meses del periodo de 40 semanas de duración del 
proyecto. Como en la tabla de Paquetes de  Trabajo, se destaca el mes de 
inicio y final para cada número de paquete. Cabe destacar que una sola 
persona se encarga de la realización de diversos paquetes de forma 
simultánea, ya sea de forma cíclica o alternada, pero en la tabla no se refleja 
este hecho. Debe considerarse que ciertas tareas se pueden solapar con otras, 
por lo que puede atenderse a distintas tareas en único mes, y que el número de 
mes es aproximado. 
 
Nº PT Mes inicio Mes final Implicación* Personas/Mes 
1 M1 M3 1 1 
2 M2 M4 1 1 
3 M4 M5 1 1 
4 M5 M9 2 1 
5 M6 M9 3 1 
6 M7 M10 1 1 
 
*La implicación es aproximada. El total debería sumar 10 (10 meses de 
duración de proyecto) sin embargo no son meses completos (ver semanas en 
el apartado Paquetes de Trabajo) pero al no asignarse con números decimales 
se utiliza un redondeo aproximado. 
 
 
 
81 
 
 
7.6 Indicadores y seguimiento 
En este apartado se muestran las tablas con los indicadores o Key 
Performance Indicators (KPI) para el seguimiento y control de todos los 
objetivos principales del proyecto. 
 
Objetivo 1 Key Performance Indicators (KPI) 
1. Proporcionar QoS 
E2E bajo demanda 
en RT 
 
KPI-1: Prototipo funcional que permita desplegarse 
sobre un controlador SDN de forma que tras recibir 
una petición de QoS reaccione con dos tipos de 
respuesta: Aceptación y configuración de red o 
Denegación de la petición. Milestone 5 
 
KPI-2: Capacidad funcional de introducción de estado 
QoS en un circuito bidireccional de la red. Milestone 4 
 
KPI-3: Capacidad funcional de recibir peticiones y 
responder adecuadamente con la ejecución de los 
procesos de cálculo. Milestone 4 
2. Búsqueda y 
selección de rutas 
QoS 
 
KPI-4: Algoritmo funcional capaz de obtener todas las 
rutas disponibles que cumplan con los requisitos 
especificados en los parámetros de aplicación.  
Milestone 4 
 
KPI-5: Algoritmo funcional capaz de calcular y 
seleccionar la ruta más óptima de todas las rutas 
posibles para establecer un circuito bidireccional con 
estado QoS en la red. Milestone 4 
3. Adaptación y 
reconfiguración 
dinámica de la red 
 
KPI-6: Función de configuración de los dispositivos de 
red demostrable, capaz de introducir de forma 
dinámica las reglas de flujo para crear circuitos 
bidireccionales. Milestone 5 
 
KPI-7: Capacidad funcional de reacción ante eventos 
de peticiones duplicadas. Milestone 4 
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4. Monitorización y 
gestión de eventos 
 
KPI-8: Funciones de monitorización y recepción de 
datos estadísticos de los nodos de un circuito 
bidireccional de la red. Milestone 4 
 
KPI-9: Función de producción de eventos a partir del 
establecimiento de umbrales de control en la 
recepción de datos estadísticos. Milestone 5 
 
KPI-10: Evento funcional de duplicación de petición 
para reconfiguración de ruta. Milestone 5 
5. Implementación de 
SDNApps 
 
KPI-11: Despliegue de módulos externos sobre el 
controlador Floodlight y comprobación del correcto 
funcionamiento individual, es decir, que cada módulo 
sea capaz de ejecutar su función (por ejemplo, el 
gestor de colas debe ser capaz de configurar una 
cola). Milestone 4 
6. Funcionalidad y 
comunicación 
paralela de SDNApps 
 
KPI-12: Despliegue de los módulos externos sobre el 
controlador Floodlight y comprobación de la 
comunicación entre módulos y la correcta ejecución 
del diagrama de flujo de trabajo. El resultado debe 
mostrar que se establece estado de QoS en la red.  
Milestone 5 
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8. Investigación y diseño 
En este capítulo se presenta todo el proceso de investigación desarrollado para 
el diseño del proyecto. En este proceso de investigación se contemplan las 
tecnologías actuales de las SDN y el estado del arte referente diferentes 
conceptos. Estos conceptos están relacionados con la calidad servicio QoS, los 
mecanismos utilizados dentro de las tecnologías SDN y la realización de las 
pruebas pertinentes para la posterior realización de las decisiones principales 
para el diseño de las soluciones del proyecto.  
El diseño del proyecto presenta diferentes conceptos y pruebas realizadas a lo 
largo del proceso de investigación. Los principales conceptos son las pruebas 
de distintos algoritmos para ofrecer estado de QoS, como también un diseño 
previo de la arquitectura e interfaces del proyecto, el pseudocódigo que 
posteriormente evolucionará a una versión final para su implementación. 
Además se realizan diferentes pruebas de concepto para testear soluciones 
alternativas y proceder a la toma de decisiones en la creación de un flujo de 
procesos o Work-flow. El proceso de diseño se basa en el estudio del estado 
del arte con las tecnologías de QoS más conocidas como punto de partida. Así 
pues, partiendo de que el modelo actual de Internet se basa completamente en 
Best-Effort, no se puede garantizar la demanda de requisitos de rendimiento 
para los servicios y aplicaciones actuales, de carácter las inelásticos, ya que no 
existe solución completa para el aprovisionamiento de configuraciones QoS 
dinámicas. 
Desde la perspectiva de los usuarios, los servicios Best-Effort se comportan de 
forma impredecible y normalmente tienden a una pobre calidad de servicio. A lo 
largo del tiempo, el campo de la investigación ha intentado introducir variedad 
de soluciones para garantizar QoS en el aprovisionamiento de los servicios, 
como por ejemplo, el modelo de Servicios Integrados (IntServ [5]) que se centra 
en los parámetros de los paquetes por flujo, utilizando el protocolo RSVP 
(protocolo de reserva de recursos) para establecer la reserva de recursos. Para 
que IntServ pueda funcionar, todo los routers a lo largo de la ruta de datos 
deben soportar IntServ y guardar en caché toda la información relacionada con 
cada uno de los servicios. Esto resulta en problemas de escalabilidad para 
cada router ya que se deben almacenar muchos datos de estado. 
A partir de las limitaciones de escalabilidad de IntServ, el modelo de Servicios 
Diferenciados (DiffServ) [6] [7] fue desarrollado. DiffServ hace uso del campo 
Type of Service (ToS o Tipo de Servicio) para clasificar el tráfico. Los estados 
por flujo se mantienen en los routers de borde de dominio por lo que la QoS 
garantizada solo se entrega basándose en el tráfico agregado.  
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Otro mecanismo utiliza DiffServ sobre MPLS (Multi-Protocol Label Switching) 
que se basa en la agregación de amplios flujos. Las extensiones de Ingeniería 
de Tráfico permiten direccionar los datos de un nodo de red a otro a través del 
etiquetado de pequeñas rutas, en vez de usar las direcciones de red [8] 
Por otro lado, se han desarrollado mecanismos de control de admisión (Call 
Admission Systems) [9]. Estos mecanismos aceptan o rechazan las conexiones 
entrantes según el comportamiento de la red para así mantener ciertos niveles 
de QoS, pero su uso se ha visto limitado en redes dedicadas a aplicaciones 
VoIP y su aproximaciones tanto centralizadas como distribuidas presentan 
poca escalabilidad.  
Por último, las arquitecturas denominadas Flow-aware [28] se basan en el 
control de admisión implícito [27] y en la asignación por flujo. Además, algunas 
técnicas nuevas empiezan a surgir para tratar el problema de estado de QoS 
entre redes [10]. 
La mayor alternativa a estas técnicas y mecanismos es el uso del modelo SDN 
ya que permite construir redes con los planos de control y datos separados. 
Las SDN están diseñadas para que todas las decisiones de red se procesen en 
un controlador centralizado, que puede ejecutarse en servidores de red o 
centros de datos. Además, el paradigma de Redes como Servicio (NaaS) [30] 
parece tomar un papel clave en la actualidad para las futuras infraestructuras 
de red del futuro. Una solución óptima a la falta de garantías de QoS en el 
aprovisionamiento de servicios es el despliegue de herramientas software 
capaces de proveer NaaS como un modelo de gestión basándose en la 
infraestructura de red formada por recursos y capacidades. Los recursos son la 
representación lógica de un dispositivo de red físico o virtual y las capacidades 
son las características asociadas a un recurso específico según sus 
funcionalidades. Este modelo es el que propone el ya citado anteriormente 
marco o framework OpenNaaS. Por lo que basándose en este modelo y en los 
requisitos ya presentados de integración en una capa de control, la NCL, se 
toma como partida del diseño ambos paradigmas Naas y SDN. 
Un diseño basado en los dos paradigmas de NaaS y SDN es capaz de proveer 
funciones de red como servicios de forma flexible y adaptable a los 
requerimientos de las aplicaciones o servicios. 
A continuación se introduce el diseño previo de la arquitectura del sistema y las 
primeras definiciones del algoritmo de aprovisionamiento de QoS para un 
dominio OpenFlow. Además se muestran los primeros objetivos del algoritmo y 
el primer prototipo de Pathfinder, llamado SPG (Suitable Path Generation) o 
Generador de rutas adecuadas, debido a que en primera instancia Pathfinder 
tan solo iba a ser un algoritmo de generación de rutas basadas en parámetros 
QoS. 
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Los primeros objetivos de SPG eran los siguientes: 
- Dada la topología de un dominio OpenFlow, buscar un camino adecuado 
para proporcionar QoS 
- Generar reglas de flujo y políticas QoS en una ruta extremo a extremo 
- Gestión de las políticas de flujo 
A partir de esta primera aproximación, se han tomado decisiones que han 
alterado el resultado final del proyecto. A través del uso del controlador 
Floodlight, se empieza a experimentar con la introducción de QoS en una red 
OpenFlow con un módulo interno añadido llamado QoS Module [31] que 
permite la gestión de políticas de QoS y el mapeo de estas políticas en una 
serie de flujos. Sin embargo, este módulo no ofrece ninguna posibilidad de 
acomodar tráfico en la red según sus requerimientos. 
La primera decisión para el diseño de la SPG es la de establecer un parámetro 
global para el cálculo de rutas. Si hay un parámetro capaz de definir el 
rendimiento de una red, el ancho de banda de los enlaces es el elegido. Para 
ello se asigna como requisito indispensable conocer la capacidad de los 
enlaces de la topología de red de un extremo dado a otro. Si existen enlaces 
que conectan ambos extremos, se puede proceder al cálculo de las rutas, sin 
embargo, si no hay ruta disponible, se notificará como una denegación del 
servicio. 
La segunda decisión para la creación de un algoritmo de cálculo de rutas es la 
de considerar si el algoritmo puede utilizar más de un parámetro de forma 
simultánea para calcular una ruta, como por ejemplo, el retardo o la variación 
del retardo. 
De este modo, cuando el algoritmo recoge los parámetros requeridos por la 
aplicación que envía la petición de QoS, se necesita establecer una 
comunicación entre el módulo externo que proveerá QoS con el controlador 
OpenFlow. El módulo necesita obtener información de la red para establecer, 
ya sea políticas o reglas, para configurar los flujos de datos en la red. Por otro 
lado, el controlador necesita conocer la información referente a las acciones 
que debe tomar para el mapeo de flujos / reglas en las tablas de regla de los 
switch. Esto se consigue a través de la interfaz superior del controlador, la 
llamada API REST que dispone el controlador Floodlight. 
Para iniciar el algoritmo principal de SPG, primero es necesario recoger los 
costes pertenecientes a los enlaces de la topología de red. En primera 
instancia la forma de obtener los datos de coste es manual, para 
posteriormente volverse un proceso dinámico en el diseño final de Pathfinder. 
 
86 
 
 
Tras el cálculo de las rutas, utilizando un algoritmo de camino más corto 
basado en Dijkstra (sin formar parte del diseño final) se decide experimentar 
con unos scripts para la introducción de políticas en una red virtual creada con 
las herramientas Mininet[32].  
Tras la obtención de la topología, que en un diseño previo se utilizaban dos 
matrices de adyacencia, una que representaba el coste del enlace según el 
ancho de banda, y la otra representaba otro coste del enlace según su retardo. 
A partir de estos datos de topología, Mininet creaba una red virtual con esos 
parámetros.  
Una vez creada la red virtual, se utilizaban las aplicaciones externas para la 
introducción de reglas de flujo de Floodlight y un módulo QoS interno para la 
gestión de políticas [31]. A continuación aparece un ejemplo de cómo crear un 
circuito con QoS utilizando este método. 
- Creación de un circuito en una red virtual: 
./circuitpusher.py --controller=<controller_ip>:8080 --type 
ip --src 10.0.0.1 --dst 10.0.0.2 --add --name xMbit_x-x  
- Creación y asignación de reglas QoS:Adding Queueing Rule  
{  
   "ip-src": "10.0.0.1",  
   "name": "xMbit_x-x.00:00:00:00:00:00:00:0x",  
   "ip-dst": "10.0.0.2",  
   "sw": "00:00:00:00:00:00:00:0x",  
   "queue": "x",  
   "enqueue-port": "x",  
   "eth-type": "0x0800"  
} 
La x representa un valor aleatorio que puede ser introducido manualmente. 
Para la introducción de las reglas y así crear un circuito estático, se utilizaba un 
script para introducir las reglas de flujo a través de la ruta obtenida por el 
algoritmo de Dijkstra. Para cada regla de flujo se le asignaba una acción según 
las coincidencias de los paquetes de datos. Para este método se empieza a 
experimentar con la interfaz superior de Floodlight, la API REST. A través de 
esta API se permite el envío de flujos de ruta para aplicar circuitos con QoS.  
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A continuación se muestra un ejemplo de cómo crear un circuito a través de 
comandos CLI de reglas de flujo:  
- Adding a static flow 
curl -d '{"switch": "00:00:00:00:00:00:00:0x", 
"name":"flow-mod-x", "cookie":"0", "priority":"x", 
"ingress-port":"x","active":"true", "actions":"x"}' 
http://<controller_ip>:8080/wm/staticflowentrypusher/json 
 
El controlador Floodlight permite diferentes comandos CLI para la introducción 
de reglas de flujo en los switches de la red. Cada regla de flujo contiene 
distintos campos que aceptan un tipo de valores. La siguiente tabla muestra las 
posibles propiedad para una entrada de flujo en Floodlight: 
 
Clave Valor Descripción 
switch <switch ID> ID del switch (ruta de datos)  
xx:xx:xx:xx:xx:xx:xx:xx 
nombre <string> Nombre de la regla de flujo 
acciones <clave>=<valor> Ver tabla de acciones 
prioridad <número> Por defecto 32767  
valor máximo de 32767 
activo <booleano>  
comodines   
Puerto-
ingreso 
<número> Puerto del switch por donde se recibe el 
paquete  
Puede ser hexadecimal (comienza por 
0x) o decimal 
fuente-mac <dirección mac> xx:xx:xx:xx:xx:xx 
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destino-mac <dirección mac> xx:xx:xx:xx:xx:xx 
vlan-id <número> Puede ser hexadecimal (comienza por 
0x) o decimal 
vlan-
prioridad 
<número> Puede ser hexadecimal (comienza por 
0x) o decimal 
ether-type <número> Puede ser hexadecimal (comienza por 
0x) o decimal 
tos-bits <número> Puede ser hexadecimal (comienza por 
0x) o decimal 
protocolo <número> Puede ser hexadecimal (comienza por 
0x) o decimal 
fuente-ip <dirección 
ip>[/máscara] 
xx.xx.xx.xx[/xx] 
destino-ip <dirección 
ip>[/máscara] 
xx.xx.xx.xx[/xx] 
puerto-fuente <número> Puede ser hexadecimal (comienza por 
0x) o decimal 
puerto-
destino 
<número> Puede ser hexadecimal (comienza por 
0x) o decimal 
 
La siguiente tabla muestra todas las acciones disponibles en la asignación a las 
reglas de flujo para aquellos paquetes que sus parámetros coincidan: 
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Clave Valor Descripción 
output <número>  
all  
controller  
local  
ingress-port  
normal  
flood 
Sin opción “descartar”  
(para ello, no especificar acción) 
enqueue <número>:<número> EL primer número es el número de puerto, 
el segundo la ID de la cola. 
Puede ser hexadecimal (comienza por 0x) 
o decimal 
strip-vlan   
set-vlan-id <número> Puede ser hexadecimal (comienza por 0x) 
o decimal 
set-vlan-
priority 
<número> Puede ser hexadecimal (comienza por 0x) 
o decimal 
set-src-mac <dirección mac> xx:xx:xx:xx:xx:xx 
set-dst-mac <dirección mac> xx:xx:xx:xx:xx:xx 
set-tos-bits <número>  
set-src-ip <dirección ip>] xx.xx.xx.xx 
set-dst-ip <dirección ip> xx.xx.xx.xx 
set-src-port <número> Puede ser hexadecimal (comienza por 0x) 
o decimal 
set-dst-port <número> Puede ser hexadecimal (comienza por 0x) 
o decimal 
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A partir de estos detalles y de la versión preliminar del diseño de Pathfinder, se 
toman las decisiones para desarrollar el diseño final de las soluciones para 
proveer y gestionar QoS. A continuación se muestra la experimentación de los 
mecanismos de cola y su efecto sobre los flujos de datos en una topología de 
red sencilla, se investiga el comportamiento del tráfico Best-Effort junto con 
tráfico tipo “premium” con garantías QoS y se realizan distintas pruebas para 
determinar qué mecanismos de monitorización utilizar en el diseño final. 
Junto con las políticas y las colas utilizadas en el módulo interno QoS de 
Floodlight, la capacidad de gestionar la QoS través de los bits DSCP/ToS es 
una característica a tener en cuenta, ya que a través de la asignación de un 
código de valores en el campo de bits DSCP un switch puede ofrecer un tipo de 
servicio, como por ejemplo, Expedited Forwarding o Assured Forwarding. El 
problema radica en que OpenFlow separa los planos de control y de datos, y 
aplicar políticas basadas en el Type of Service para introducir cierto estado de 
QoS en la red, depende del propio hardware de un switch, por lo que se 
descarta el uso de ToS para proveer QoS. Sin embargo, el uso de los bits 
DSCP/ToS puede usarse para clasificar flujos de paquetes de datos en la 
asignación de reglas de flujo. 
En un caso de estudio del diseño de Pathfinder, se realizan unas pruebas de 
comportamiento de dos flujos de datos en un topología simple con tres 
terminales. En la Figura 23 se muestra la topología de la red virtual para 
realizar las pruebas: 
Figura 23: Topología de red simple para pruebas de diseño 
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Esta sencilla topología permite probar el comportamiento de los flujos de datos 
de la red cuando un terminal establece una transmisión de datos con otro 
terminal sin emplear un algoritmo de enrutamiento, aplicando colas de QoS. 
En la Figura 23 aparecen tres terminales, H1, H2 y H3. En estas pruebas el 
terminal H3 representa un servidor (situado a la derecha en la imagen). Los 
terminales H1 y H2 empezarán a transmitir paquetes de datos hacia el servidor. 
El terminal H1 recibirá un circuito de flujo con políticas de QoS asignadas a 
unas colas en el switch central, por lo que su tráfico tendrá garantías de QoS. 
Mientras que el terminal H2, también establecerá una transmisión de datos 
hacia el servidor, pero en modo Best-Effort, sin aplicar cola alguna ni QoS. 
Como se muestra en la Figura 24, se modifican los parámetros de ancho de 
banda de los enlaces para que, en el caso de los enlaces de las terminales H1, 
H2 hacia el switch, se dispone de 2 Mbit/s, mientras que por el otro lado, del 
switch al servidor se dispone de un enlace de 1 Mb/s de ancho de banda. 
La prueba consiste en crear un cuello de botella y comprobar cómo se 
comporta el mecanismo de colas para el tráfico con QoS y el tráfico Best-Effort. 
 
 
Figura 24: Configuración de una red virtual con las herramientas VND [33] 
 
92 
 
 
El siguiente paso es introducir las políticas de QoS a través del módulo QoS 
interno de Floodlight. El módulo configura unas colas para las transferencias de 
datos entre el terminal H1 y H3 y H3 y H1, de forma bidireccional. El terminal 
H1 introducirá tráfico en la red utilizando 1 Mbit de ancho de banda hacia el 
terminal H3. La acción para su regla de flujo es Enqueue 1:1, que aplica la cola 
1 al puerto 1. En la siguiente imagen, Figura 25, se comprueba que las dos 
políticas se han añadido al controlador Floodlight. Las coincidencias aplicadas 
a las reglas son el origen y destino IP, para el terminal H3 la dirección IP origen 
10.0.0.3 y para H1 la dirección IP destino 10.0.0.1. El ether-type se configura 
con un valor 0x0800 para habilitar el uso de campos de paquete con 
direcciones IP. A continuación se muestran las políticas introducidas y sus 
valores: 
 
 
Figura 25: Interfaz web de políticas y reglas introducidas en Floodlight 
 
A continuación se muestra un fragmento del script utilizado para la 
configuración del mecanismo de colas con los parámetros más importantes. 
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-- set Port s4-eth1 qos=@newqos \ 
-- set Port s4-eth3 qos=@newqos \ 
-- --id=@newqos create QoS type=linux-htb other-config:max-
rate=1000000000 queues=0=@q0,1=@q1 \ 
-- --id=@q0 create Queue other-config:min-rate=1000000 \ 
-- --id=@q1 create Queue other-config:min-rate=1000000 
 
./qospath2.py --add --name Qos1 -S 10.0.0.1 -D 10.0.0.3 --
json '{"eth-type":"0x0800","protocol":"6","queue":"0"}' -c 
127.0.0.1 -p 8080 
./qospath2.py --add --name Qos2 -S 10.0.0.3 -D 10.0.0.1 --
json '{"eth-type":"0x0800","protocol":"6","queue":"1"}' -c 
127.0.0.1 -p 8080 
 
Una vez configuradas las colas, Floodlight introduce los flujos, mostrados en la 
siguiente Figura 26 para el único switch de la topología. 
 
 
Figura 26: Información de flujos en la interfaz web de Floodlight 
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Las pruebas se realizan con la herramienta iperf de Mininet. Para utilizar iperf, 
se configura el terminal H3 como servidor y el terminal H1 como cliente. Para 
este caso se realiza la transferencia entre ambos de un archivo de 5 MB de 
tamaño. Los resultados de la transferencia se muestran a continuación: 
- La transferencia de 5 MB se realiza en 32,8 segundos con un ancho de 
banda de 1,28 Mbit/s en el lado del cliente. Por el lado del servidor se 
calcula unos 44 segundos de tiempo de transferencia con una media de 
ancho de banda de 953 Kbit/s. Los datos estadísticos son siempre 
aproximados.  
Para la segunda prueba, se utilizan los terminales H1 y H2 para transmitir un 
volumen de 5 MB de datos de forma simultanea hacia el terminal H3. Los 
resultados obtenidos se muestran a continuación: 
- Por el lado del cliente H1 la transferencia se realiza en 47,9 segundos, 
mientras que el ancho de banda utilizado es de 875 Kbit/s. Por el lado 
del servidor (terminal H3), se registra un tiempo de 75,2 segundos de 
recepción de datos. El ancho de banda medio es de 547 Kbit/s. Estos 
resultados muestran que las colas funcionan correctamente ante dos 
tipos de tráfico en un mismo, sin embargo, ante un enlace de tan poca 
capacidad para albergar todo el tráfico de ambos H1, H2, las colas dan 
cierta prioridad a H1, sin embargo el enlace del switch hacia H· queda 
congestionado. 
- Los resultados obtenidos de la transmisión de H2 muestran un tiempo de 
75,2 segundos de transferencia para los 5 MB de datos en el lado del 
cliente. Para el lado del servidor, tarda unos 86 segundos en recibir el 
volumen de datos, con una media de uso de ancho de banda de 488 
Kbit/s. Como resultado, estos valores son peores que los registrados por 
el terminal H1, demostrando la diferencia entre el tráfico Best-Effort y el 
tráfico con QoS. 
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Las Figuras 27 y 28 muestran los resultados de las pruebas en las terminales 
de Mininet: 
 
 
Figura 27: Prueba bidireccional de H1 hacia H3 
 
 
Figura 28: Prueba bidireccional de H1 y H2 (QoS y Best-Effort) hacia H3 
 
Una vez comprobado el comportamiento de las colas en un switch Open 
vSwitch, y la diferencia de prioridad entre dos tipos de flujos de datos, se 
realiza unas pruebas de monitorización. Mientras se realizaban las pruebas de 
transmisión de datos entre los terminales, se utilizaron varios mecanismos de 
monitorización junto a Floodlight.  
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Cabe primero destacar, que existen dos opciones de monitorización para 
utilizar junto con Floodlight, y en cualquier controlador OpenFlow en general: 
- Monitorización a través de una SDNApp externa 
- Monitorización con aplicaciones de terceros 
Por supuesto existen otras metodologías de monitorización, pero mucho más 
complejas y todavía objeto de estudio, como por ejemplo, con el uso de unos 
agentes en hardware físico o en el empleo de redes OpenFlow híbridas. 
 
 
8.1 Módulo de monitorización de puertos 
Para el primer caso se utiliza un pequeño módulo externo (que más tarde se 
emplea como herramienta de monitorización en Pathfinder) para monitorizar 
tan solo un puerto del único switch presente en la topología simple de pruebas. 
El módulo, escrito en lenguaje Python, escucha a un único puerto del switch, 
enviado consultas en un intervalo de tiempo configurable al controlador 
Floodlight para recibir datos estadísticos de los contadores en ese puerto. La 
Figura 29 muestra exactamente qué punto de la topología monitoriza el 
módulo, concretamente el puerto 3 del switch, ya que es exactamente donde se 
concentran los datos de transferencia de los terminales H1 y H2, y además el 
puerto con la configuración de cola. La Figura 30 muestra una captura de los 
datos estadísticos del módulo de monitorización en tiempo real. 
 
Figura 29: Punto concreto de recepción de datos estadísticos del módulo de 
monitorización 
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Figura 30: Muestra de los resultados obtenidos con intervalos de 5 segundos 
por el módulo de monitorización para la transferencia de 5 MB de datos de los 
terminales H1 y H2 hacia H3 
 
 
8.2 Aplicación de terceros para monitorización: sFlow-RT 
Durante las pruebas también se hizo uso de una aplicación desarrollada por 
terceros, llamada sFlow-RT de InMon. Esta aplicación permite monitorizar y 
controlar diferentes parámetros de la red en tiempo real con un impacto 
mínimo, gracias al uso de un controlador sFlow paralelo al controlador 
OpenFlow. Permite monitorizar los flujos de la red e imprimir en pantalla 
gráficas de los datos estadísticos obtenidos en tiempo real. 
Para las pruebas realizadas anteriormente, se aplica sFlow-RT para monitorizar 
el volumen de datos totales en el switch central de la topología simple de 
pruebas. La Figura 31 muestra una gráfica de los datos obtenidos por la 
aplicación en el switch central.  
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Figura 31: Interfaz web de monitorización de la aplicación de monitorización y 
control sFlow-RT 
 
La métrica utilizada para la monitorización de datos con sFlow-RT se denomina 
Incoming, ya que monitoriza todos los datos entrantes en el switch. Como se 
muestra en la anterior imagen, para los 47 primeros segundos los terminales 
H1 y H2 están transmitiendo a la vez. Entonces la gráfica muestra ciertos picos 
máximos y mínimos, a causa del fin de transmisión de datos de H1 y el uso 
total del enlace posterior del terminal H2 hasta terminar su transmisión. 
A continuación se muestran los parámetros de uso para aplicar monitorización 
con sFlow-RT y Floodlight: 
1. Comprobar la identificación de Open vSwitch dentro de Mininet: 
ovs‐vsctl list‐br 
 
2. Configurar el agente de sFlow:  
sudo ovs-vsctl -- --id=@sflow create sflow agent=eth0  
target=\"127.0.0.1:6343\" sampling=10 polling=20 -- -- 
set bridge s'x' sflow=@sflow 
 
3. Iniciar sFlow-RT 
 
4. Para monitorizar con sFlow-RT, se definen los grupos de direcciones: 
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curl -H "Content-Type:application/json" -X PUT --data 
"{internal:['10.0.0.0/8']}" 
http://localhost:8008/group/json 
 
curl -H "Content-Type:application/json" -X PUT --data 
"{keys:'ipsource,ipdestination',value:'bytes'}" 
http://localhost:8008/flow/incoming/json 
 
‘x’ marca un valor que depende del nombre de switch asignado por 
Open vSwitch 
 
SFlow-RT posee una curva de aprendizaje difícil, pero es una herramienta muy 
potente para controlar los flujos en tiempo real. Aunque en el diseño final no se 
emplea sFlow-RT, es una opción a considerar en futuras aplicaciones de 
Pathfinder de forma independiente de la NCL, ya que las funciones que ofrece 
sFlow-RT, a parte de la monitorización, y el mínimo coste añadido de la 
monitorización, hacen que sea una herramienta muy interesante. 
A continuación se da paso al apartado de diseño del algoritmo de Pathfinder, 
donde se muestran las decisiones de diseño final, su pseudocódigo y el uso de 
los mecanismos finales descritos en este apartado de investigación. 
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8.3 Algoritmos 
Este apartado explica detalladamente la visión abstracta del problema y 
propone el diseño de la solución conceptual, que determinará el algoritmo del 
núcleo de Pathfinder.  
En el diseño final del algoritmo, la topología utilizada por SPG, basada en 
matrices de adyacencia, se descarta, y se utiliza una topología de red basada 
en un formalismo de teoría de grafos, concretamente con grafos no dirigidos de 
aristas multi-coste[33]. A continuación se muestra la función principal del grafo: 
 
G = (V, E, w) 
 
Donde G es, por definición, un grafo que recoge un conjunto de nodos 
(vértices) junto con pares identificados de nodos (aristas o enlaces). 
V es un conjunto de nodos que representan los dispositivos de red, como son 
los switches. 
E es un conjunto de pares conectados de nodos, que representan los enlaces e 
entre dispositivos de red. 
w representa el atributo de peso o coste que pertenece a los enlaces. Aquí w 
representa desde uno a K valores distintos, aunque puede tener ciertas 
restricciones. 
El parámetro K contiene valores reales no negativos para el coste de los 
enlaces, donde wk(e), 1 ≤ k ≤ K, asociado a cada arista e ∈ G y a un vector W = 
(W1, ... , WK) donde cada Wk es una constante positiva; es necesario una 
petición que actúe como inicialización del problema para calcular un camino o 
ruta adecuado. La petición responde ante la anotación de los datos que aporta, 
dado un par de nodos origen-destino (s, d) y un vector de restricciones 
asociadas a los atributos de coste del grafo G correspondiente a c = (c1, ..., ck). 
La petición de QoS que proviene de una aplicación recibe el nombre de QoS-
Request. 
A continuación, el problema se reduce a: Encontrar un camino P de s–d que el 
coste max de 1 ≤ k ≤ K wk(P) sea minimizado [34] 
Para un camino P de G, se define la longitud o coste de P como l(P), por el 
coste total de cada enlace único contenido en el camino P. 
Para este tipo de problemáticos donde se pueden considerar más de un 
parámetro o restricción para el cálculo de una ruta, se denomina el problema 
MCP (explicado en el apartado Enfoque). Entonces el problema MCP tan solo 
busca un camino P de s-d con un coste mínimo dado lo siguiente: 
 
- Origen: vértice s 
- Destino: vértice d 
- Una o más funciones de coste o peso de la petición de inicialización 
QoS-Request: (w1, wk) E -> R+ 
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o Donde w1 debe ser una restricción de peso o coste de tipo cuello 
de botella, para la que el algoritmo buscará la ruta con el mayor 
coste o peso disponible. Los valores de wk representan a una o 
más restricciones de tipo aditivas. 
 
- Una o más constantes de la topología de la red: (c1, ck) ∈  R+  
o Donde c1 debe ser una constante de tipo cuello de botella, en 
relación al parámetro de restricción w1 y ck puede representar una 
o más constantes de tipo aditivo. 
 
Finalmente, la función resultante mostrada a continuación debe resolver del 
problema siguiendo las reglas citadas. 
 
Función MCP (G, s, d ,w1, wk, c1, ck): 
 
- Encontrar una posible ruta P desde s a d tal que: 
w1(p) ≤ c1 ∩ wk (p) ≤ c2 
donde w1(p) ≤ c1 -> Paso 1: Restricciones de tipo cuello-de-botella 
donde wk (p) ≤ ck -> Paso 2: Restricciones de tipo aditivo 
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8.3.1 Algoritmo de enrutamiento de QoS de una/varias 
restricciones 
A continuación se presenta el diseño del algoritmo del proceso central 
encargado de obtener las posibles rutas QoS y de introducir estado QoS en la 
red. Como se explica en el apartado Enfoque, el algoritmo se basa en una 
aproximación codiciosa o “Greedy” relajada. El algoritmo del proceso central es 
el núcleo de la SDNApp Pathfinder y consta de distintos bloques. Cada bloque 
agrupa unas funciones críticas. Partiendo de las reglas presentadas 
anteriormente en el diseño del algoritmo, aquí se muestra el diseño de las 
funciones y el pseudocódigo de los algoritmos de cálculo basados en los grafos 
de abstracción de la topología de red y la decisión de los procesos del 
algoritmo (con enfoque Less-greedy) para introducir estado de QoS en la red: 
 
1. Recepción de la petición QoS-Request 
- Se recibe a través del controlador una petición de QoS, QoS-Request, 
desde un cliente/aplicación que demanda un circuito con garantías QoS 
en la red. La petición contiene la información necesaria para el cálculo 
de rutas. Los parámetros Q (restricciones requeridas de Calidad de 
Servicio) especifican cuáles son los requisitos necesarios para cierta 
aplicación o servicio de tiempo real para ofrecer al usuario final cierto 
nivel de calidad de experiencia (QoE). Los parámetros de la petición 
QoS-Request incluyen: 
o Atributo de tipo cuello-de-botella: Ancho de banda mínimo 
o Parámetros Q de tipo aditivo: (1, ... , k) 
o Q-parameters (1, 2, 3, ..., K); 
o Origen 
o Destino 
 
2. Obtención del estado de los enlaces de la topología 
- Lectura del estado de los enlaces de la topología, concretamente, del 
ancho de banda de cada enlace para el caso necesario de restricciones 
de tipo cuello-de-botella, que da inicio al Paso 1 o proceso del algoritmo 
Bottleneck-class (cálculo para parámetros de tipo cuello-de-botella). Las 
restricciones de tipo cuello-de-botella (Parámetro Q de ancho de banda 
mínimo) puede ser fácilmente resuelto considerando subgrafos que tan 
solo contiene aquellos enlaces con coste o peso mayor al especificado 
por el valor parámetro Q de la petición QoS-Request. Una topología de 
red de múltiples restricciones (Multi-constrained) puede contener una 
única restricción de cuello-de-botella y múltiples restricciones aditivas, 
para cada enlace e que conecta dos nodos i, j y pertenece a los costes K 
aditivos. 
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3. Comprobar el estado de enlace y el cumplimiento de la petición QoS-
Request 
- Obtenidos los datos estadísticos de la topología, se buscan los enlaces 
que cumplen con los requisitos de la petición. A continuación se muestra 
el seudocódigo del algoritmo encargado de seleccionar los enlaces 
permitidos, para una restricción tipo cuello-de-botella o ancho de banda 
mínimo. Debe tenerse en cuenta que los siguiente seudocódigos son tan 
solo una representación del diseño de las funciones del algoritmo pero 
no limitan la implementación final. 
 
Algorithm Step 1 (G, s, d, w, c) 
1: {Initialization: Lines 2–4} 
2: minband <- c; 
3: src <- s; 
4: dst <- d; 
5: {Main for: Lines 6–11} 
6: for each edge e ∈ G do 
7:  if e(w) ≤ minband then 
8:  delete e and e(w):= null; 
9:  end if 
10: end for 
11: if there are still edges of e(w) > minband  do 
12:  {Confirming at least one src–dst path: Lines 13–
19} 
13:  if has_path(G, src, dst) then 
14: return true if G has a path from source to 
target; /* at least a feasible  
15:  path is found */ 
16:  else  
17:  return failure; 
18: end if 
19: return G;  
 
 
4. Selección de caminos 
- Después se restringe la atención a tan solo los parámetros aditivos. Aquí 
se pueden considerar uno o múltiples restricciones para cada enlace 
único e en el grafo de la topología de la red G. Si tan solo se utiliza una 
única restricción como coste o peso, entonces se aplica el Paso 2 del 
algoritmo. De lo contrario, si la petición QoS-Request requiere de 
múltiples restricciones aditivas, se aplica un proceso alternativo del Paso 
2 del algoritmo. Se considera un coste como un valor clave, atributo 
numérico, de enlace que corresponde a una arista del grafo. La 
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implementación final incluye un algoritmo de cálculo de rutas basado en 
una adaptación de Yen K caminos más cortos. El seudocódigo mostrado 
hace referencia a un Dijkstra modificado para obtener el camino según el 
coste más pequeño. Gracias a la arquitectura de Pathfinder, se pueden 
incluir otros algoritmos de cálculo de rutas. 
 
Algorithm Step 2 dijkstra_path(G, s, d, [weight]) 
 /* weight can be any QoS-Parameter as single 
constraint */ 
1: {Initialization: Lines 2–4} 
2: P <- null; 
3: src <- s; 
4: dst <- d; 
5: {Shortest path: Lines 6-9} 
6: for each edge e ∈ G from {s} to {d}  do 
7:  Apply dijkstra(G, src, dst, [weight]) -> P; 
8: end for 
9: return P; 
Algorithm Step 2* multi-constrained_dijkstra_path(G, 
s, d, k[weight]) 
 /* n weight can be any QoS-Parameter as multiple 
constraint */ 
1: {Initialization: Lines 2–5} 
2: P <- null; 
3: src <- s; 
4: dst <- d; 
5: w <- null; 
6: {Sum weights: Lines 7–11} 
7: for each edge e ∈ G do  
8:  /* each edge e ∈  G is associated with multiple 
additive  
9:  k Q-parameters wk(i, j); */ 
10: w(i, j) := ∑ (𝑤𝑒𝑖𝑔ℎ𝑡)𝑘1  , k = 1, 2, . . .,K;  
11: end for 
12: {All-shortest path: Lines 13-14} 
13: all_shortest_paths(G, src, dst, n) -> 
list::all_path(P); 
14: return all_path(P); 
15: {Minimum cost path: Lines 16-19} 
16: for each path P in all_paths do 
17:  find minimum path length w -> P; 
18: end for 
19: return P; 
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5. Obtención de los puntos de conexión de los dispositivos de red 
- Los puntos de anclaje o conexión de los dispositivos de red son 
necesarios para más adelante configurar las colas en los puertos y las 
reglas de flujo en los de la topología de red G siguiendo el orden 
obtenido por el resultado de la ruta P. 
 
- Para cada enlace e en la ruta P se establece un orden por los puertos de 
conexión de los nodos de la topología G, en pares de nodos i, j, por 
ejemplo: 
 
H1 – P1(S1)P2 – P1(S2)P3 – H2 
Donde Hx son los terminales situados en el extremo de la red, Px son 
los puertos de los dispositivos de red y Sx los switches de la red. x 
representa la identidad de cada elemento.  
 
 
6. Configurar las colas y switches de la ruta seleccionada 
- Primero se declaran las colas que se usaran para introducir las políticas 
en las colas, en el caso del diseño con switches virtuales Open vSwitch 
(OVS): 
-- set Port Sx-Px qos=@newqos \ 
 
- Entonces se crean las colas QoS 
-- -- id=@newqos create QoS type=linux-htb other-config: 
<max-rate>/<min-rate> = <valor_numérico> 
queues= <número> = @q<número> \ 
 
El tipo de técnica o mecánica de cola utilizada se llama Hyerarchical 
Token Bucket, implementada por el propio Open vSwitch 
 
7. Crear e introducir las reglas y políticas QoS 
- Tras cumplir con los procesos anteriores, se introducen las políticas en 
la red a través de las reglas de flujo. Estas políticas se deben crear para 
introducir las asignaciones de las reglas de flujo o “flowmods” en los 
switches de la red contenidos en la trayectoria de la ruta P. Estas 
políticas asignadas coincidirán con los parámetros de los flujos de 
paquetes de la aplicación solicitante, y se les aplicará la acción 
enqueue-action en cada switch para su reenvió en la red. 
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- Cada política debe contener como mínimo la siguiente información: 
 
{“name”:”<name>”, ”eth-type”:”0x0800”, ”ip-src”, 
”queue”, ”enqueue-port”, ”sw”} 
 
Las políticas creadas se introducen en la red a través del controlador y el 
protocolo OpenFlow, a los switches especificados por “sw”. 
 
8. Almacenar las políticas 
- Las políticas introducidas, o lo que es equivalente, las rutas QoS activas, 
se almacenan en un archivo. Entonces, se podrá mantener o eliminar las 
entradas almacenadas con el objetivo de gestionar las políticas, las rutas 
y permitir una monitorización de la red,  según los flujos de la red 
terminen o sufran un “timeout”. 
 
9. Monitorización 
- El sistema de monitorización se basa en el uso de un módulo externo 
diseñado concretamente para la supervisión de los dispositivos de red 
incluidos en una trayectoria de ruta resultante del algoritmo. El módulo 
está diseñado para poder realizar consultas al controlador sobre los 
datos estadísticos almacenados en los contadores de los switches. 
Estas consultas se realizan en un intervalo de tiempo configurable y en 
tiempo real, para recibir información de supervisión de los puertos de 
cada switch, por ejemplo, de los nodos incluidos en la ruta obtenida del 
algoritmo. El objetivo de la herramienta de monitorización se centra en 
balancear la naturaleza codiciosa del algoritmo y buscar un equilibrio 
entre el tráfico con garantías de QoS (llamado “Premium”) y el tráfico 
estándar de la red Best-Effort. Además, la monitorización de la red 
permite incluir las siguiente funciones: 
 
o Funciones de control y creación de eventos a partir de sucesos 
monitorizados, donde, por ejemplo se pueda re-configurar una 
ruta QoS activa. 
 
o La introducción de umbrales de control para controlar el estado 
del tráfico Premium y evitar posibles congestiones de enlace junto 
al tráfico Best-Effort 
 
o Mecanismo de control de los parámetros de QoS de tráfico 
“Premium” de los acuerdos de nivel de servicio 
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8.4 Enfoque 
Una vez mostrados los principales detalles del diseño, en este apartado se 
presenta el enfoque adoptado por el algoritmo del proceso central y las 
características que lo diferencian de otros algoritmos de QoS. La solución para 
la introducción de QoS en la red opta por un enfoque llamado “Less-greedy”, 
que significa menos codicioso. El algoritmo está diseñado para soportar 
múltiples restricciones de QoS para calcular posibles rutas en una red de un 
dominio OpenFlow. A continuación se explica en qué consiste el enfoque del 
algoritmo y cómo afecta este enfoque a las decisiones del diseño. 
 
 
 
8.4.1 Un algoritmo “Greedy” para ofrecer QoS  
El principal objetivo del algoritmo del proceso central es ofrecer QoS E2E a 
través de los mecanismos que permite OpenFlow, estableciendo rutas 
previamente calculadas que cumplan con los requisitos de las demandas de los 
usuarios/aplicaciones y servicios. Pero no se limita ahí. Además, el algoritmo 
debe mantener el rendimiento y calidad global del tráfico que introduce, y debe 
intentar hacerlo de manera que el rechazo de las solicitudes de QoS sea 
mínimo. Por lo tanto, debe proveer una rápida computación, no compleja, para 
lograr una respuesta rápida en el tiempo para las peticiones de QoS. 
 
El algoritmo se diseña en base a los algoritmos “Greedy” o codiciosos, ya que 
los algoritmos que no proporcionan un carácter predictivo son típicamente 
rápidos, pero de enrutamiento codicioso [37] en el sentido de que tratan de 
encontrar un camino que cumpla con un criterio o con a una cierta restricción. 
Sin embargo, este tipo de algoritmos no tienen en cuenta otro tipo de 
implicaciones que no comporten un coste añadido, o en este caso, las 
implicaciones de toda la red. Los algoritmos “Greedy” resuelven problemas, 
haciendo una serie de decisiones secuenciales, cada una de ellas por sí sola 
resuelve algunos subproblemas de manera óptima, pero puede que la solución 
final obtenida no sea la solución óptima para el problema en su conjunto. En el 
enfoque “Less-greedy”, se intenta encontrar la solución óptima teniendo en 
cuenta toda la topología de la red y, al mismo tiempo teniendo en cuenta las 
implicaciones de toda la red, considerando que la red está siendo utilizada por 
otro tráfico de tipo Best-Effort, y esto implica la utilización de los mecanismos 
de monitorización y de control de los parámetros de estado de los enlaces, 
para poder obtener resultados más óptimos desde el punto de vista global, y no 
tanto des del local, considerando el resto del tráfico de la red, lo que hace que 
sea un algoritmo menos codicioso. 
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Por otro lado, existe un enfoque para algoritmos llamados “non-Greedy” o no-
codiciosos (también llamados indirectos, no-rentable o “misrouting”) [40]. Son 
algoritmos de enrutamiento de cálculo intensivo y por lo general muestran un 
tiempo elevado de cálculo de rutas, que en consecuencia, no son escalables 
[39]. Pueden suministrar canales que envían paquetes de datos a través de 
rutas alejadas de su destino (caso contrario de los algoritmos de caminos más 
cortos), además este tipo de algoritmos se utiliza principalmente en 
enrutamiento adaptativo (usado en las redes tradicionales para las 
comunicaciones inter-proceso y la computación distribuida). “non-Greedy” es 
un enfoque optimista que intenta otorgar equilibrio y equidad al conjunto de la 
red, y por ejemplo, en caso de congestión o bloqueo, aplica un enrutamiento de 
mayor longitud para tomar ventaja de posibles enlaces libres o menos 
utilizados. Sin embargo, consume recursos adicionales, y está claro que este 
tipo de algoritmos no cumple con el propósito del proyecto ni presenta 
soluciones factibles para alcanzar nuestras metas, ya que se centra más en 
buscar el equilibrio del tráfico de la red, lo que no permite establecer una 
prioridad para garantizar calidad a una porción del tráfico total. Sin embargo, 
ciertas características de estos algoritmos pueden adaptarse para reducir la 
voracidad de los algoritmos de caminos más cortos, y buscar cierto equilibrio 
entre el tráfico QoS y el Best-Effort, manteniendo las garantías de calidad pero 
optimizando el uso de los recursos de la red. 
 
 
 
8.4.2 MCP: El problema de caminos con múltiples 
restricciones 
Otro de los problemas que se encuentran en el enrutamiento de QoS es el 
problema de las rutas con múltiples restricciones (MCP o “Multi-constrained 
Path problem” [35]), donde se trata de encontrar un camino que conecte un 
nodo de origen a un nodo destino y que la ruta pueda satisfacer múltiples 
restricciones de QoS [36], como por ejemplo, ancho de banda mínimo, retardo, 
o utilización del enlace. Por definición tenemos que: 
- Clase de problema NP (tiempo polinómico no determinista): En esta 
clase de problemas se incluyen los problemas de ruta de múltiples 
restricciones, y se caracterizan por ser difíciles de resolver, pero fácil de 
comprobar el resultado – La cuestión del problema se compone por si 
existe una única solución o si se puede hallar una solución mejor que la 
conocida. 
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Sin duda un algoritmo que trata con rutas MCP trata de resolver un problema 
NP-completo: La complejidad del problema se encuentra en la solución óptima, 
por ejemplo, buscando en cada elemento de enlace de una red, hasta 
encontrar una solución (verificada en tiempo polinómico) [36] [38]. 
En el enfoque propuesto por el algoritmo, la red se modela a través de un grafo 
G no dirigido o bidireccional que puede contener v vértices que representan las 
entidades del extremo de la red o los dispositivos de red, y e aristas que 
representan los enlaces o las conexiones entre los dispositivos de la red. Para 
modelar múltiples parámetros de QoS (parámetros Q) cada arista es asociada 
con K costes w de enlace, representando el coste del parámetro Q en ese 
enlace. De forma correspondiente, cada ruta puede contener uno o múltiples 
costes asociados, representando el coste, peso o longitud de un camino. Si el 
coste de la arista representa una calidad o coste de un enlace, entonces el 
camino correspondiente a través de ese enlace es el sumatorio de todos los 
costes asociados al enlace. 
Por esa razón, los parámetros Q como la pérdida de paquetes o el retardo se 
llaman parámetros aditivos. El otro tipo de parámetros de QoS como el ancho 
de banda, se denominan parámetros de tipo cuello-de-botella, que a diferencia 
de los aditivos, el menor de los costes de un enlace es el más restrictivo en el 
coste o peso de un camino. Los problemas de grafos con restricciones tipo 
cuello-de-botella son fácilmente solucionables considerando subgrafos[37] que, 
en el caso de Pathfinder, deben contener tan solo los enlaces con valores de 
parámetros superiores a los solicitados por la petición QoS-Request, como 
aplica el algoritmo de selección del Paso 1. Tras esa selección, el Paso 2 
centra su cálculo sobre los parámetros aditivos en caso de ser solicitados. Por 
lo tanto, las clases de parámetros QoS son: 
 
- Cuello-de-Botella: ancho de banda, utilización, o caudal -> Calculados 
en Paso 1 
- Aditivo: retardo, pérdida de paquetes, variación del retardo, costes, ..., K 
-> Calculados en Paso 2 
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8.4.3 Decisiones para el enfoque “Less-greedy” 
Para el aprovisionamiento de QoS, se estudiaron tres casos para diseñar el 
algoritmo de forma que fuese capaz de integrar funciones o de procesar 
cálculos destinados a la selección de rutas considerando el problema MCP, y al 
mismo tiempo teniendo en cuenta l tráfico de la red sin QoS. Mientras que los 
fundamentos del algoritmo son “Greedy”, se consideraron los siguientes casos 
para aproximar el algoritmo a un enfoque “Less-greedy”, siendo consciente del 
conjunto de la red. Los siguientes casos están relaciones con la Ingeniería de 
Tráfico de las redes con QoS: 
 
- Enrutamiento dinámico (Tráfico adaptable y reconfigurable) 
- Priorización del tráfico (Mecanismos de cola / DiffServ) 
- Diferenciación de flujos (Enlaces de tráfico “Premium”) 
 
 
Se decide diseñar un algoritmo basado en el enrutamiento dinámico: primero 
buscando todos los caminos posibles para un flujo de paquetes, y luego 
creando las reglas del camino para introducir una trayectoria que cumpla con 
las restricciones de la petición QoS, mientras que se aplican mecanismos para 
evitar el uso de enlaces potencialmente congestionables, y permitiendo que el 
tráfico QoS no ahogue el tráfico Best-Effort. 
El algoritmo también se basa en técnicas de priorización del tráfico, ya que 
utilizando el mecanismo de colas asignado a los puertos de los switches, se  
configura un reparto de tipo Hyerarchical Token Bucket con la posibilidad de 
configurar una prioridad mayor por flujo de datos. 
Por otro lado, la diferenciación de flujos es un mecanismo que se descarta para 
el diseño final, ya que requiere el enrutamiento de flujos de datos QoS por 
enlaces aislados para el uso “Premium” y por lo tanto es un concepto que se 
sitúa lejano del enfoque adoptado por el algoritmo de Pathfinder, que intenta 
centrarse en el de enlaces compartidos por tráfico Best-Effort y tráfico con 
garantías de QoS de forma equilibrada. 
 
Si un algoritmo “Greedy” puede probar que es capaz de encontrar una solución 
óptima global para una clase de problemas, entonces típicamente se vuelve el 
método de elección ya que es más rápido dicho método que otro tipo de 
optimización, ejemplo de ello es el algoritmo de Dijkstra, empleado para buscar 
el camino más corto desde una única fuente [41]. 
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Un algoritmo “non-Greedy” puede ser utilizado en el caso de computación 
distribuida, donde la QoS E2E de la red es más difícil de garantizar, por 
ejemplo, introduciendo servidores de balanceo de carga o distribuidores de 
tráfico, pero introducen cierto retardo al tráfico, por una sincronización de 
tareas equitativa. Esto puede limitar el ciclo mínimo de tiempo de computación, 
y una tasa máxima en la que una tarea puede solicitar un servicio. 
Así pues, el algoritmo funciona de acuerdo a la siguiente regla codiciosa: el 
camino o ruta resultante contiene la trayectoria de menor número de saltos que 
a la vez cumple con el menor coste mientras dispone de un número mayor de 
recursos, de entre todos los caminos posibles desde un nodo origen a un nodo 
destino. El algoritmo tal vez no puede garantizar la solución óptima, salvo que 
el número de restricciones sea K=1, sin embargo, cuando el problema MCP se 
reduce al problema de camino más corto tradicional, el algoritmo puede aplicar 
una selección de camino. Gracias al controlador OpenFlow, se pueden obtener 
datos estadísticos de toda la red para calcular una solución global (si existe) 
que cumpla con los requerimientos solicitados, resolviendo el problema donde 
un algoritmo puramente basado en “Greedy” puede fracasar, ya que no operan 
sobre los datos globales sino sobre los datos locales. 
Para restricciones K>1, un problema NP-completo puede consistentemente no 
tener una solución óptima, pero se puede intentar hallar una solución 
aproximada. 
Para gestionar este tipo de problemática, se propone el uso de unos 
mecanismos que permiten dar un carácter Less-greedy al conjunto del 
algoritmo y la aplicación Pathfinder, y que además aprovecha las ventajas que 
ofrecen las tecnologías SDN: 
 
- Monitorizar los flujos y reconfigurar sus rutas según el caudal o 
utilización de los enlaces. Esto abre paso a un mecanismo de alarmas 
que pueden desencadenar eventos según ciertas circunstancias del 
tráfico de la red. Este mecanismo, llamado “Event-Triggering” o activador 
de eventos puede escalar rápidamente para detectar umbrales de flujos 
(flujos que consumen mayor porcentaje de ancho de banda, y que 
pueden dar lugar a una congestión) para activar un evento que sea 
capaz de evitar congestiones en los enlaces de la red, tomando la base 
de un distribuidor de cargas. El mecanismo necesita información previa 
para funcionar: 
 
i. Definición de los grupos de direcciones 
De forma opcional se pueden configurar grupos de direcciones 
(utilizando anotación CIDR), lo que puede resultar útil para 
clasificar el tráfico en categorías cuando se monitorizan diferentes 
flujos de paquetes. 
 
112 
 
 
ii. Definición de los flujos 
Los flujos se definen a través de los atributos de paquetes que se 
utilizan para asignar grupos de paquetes en flujos (claves de 
asignación), un valor que se asocia al flujo, que puede actuar 
como filtro para monitorizar cierto tráfico. 
 
 
iii. Definición de los umbrales 
Los umbrales se deben definir según las políticas del controlador 
o administrador de la red. Estos umbrales deben servir para dos 
objetivos básicos: controlar el cumplimiento de las SLA de los 
clientes, y supervisar violaciones de QoS, y también para vigilar 
posibles congestiones de enlace que pueden desencadenar en 
fallos de las garantías de QoS. Un umbral se puede definir, por 
ejemplo, como un tráfico de 1000 paquetes/segundo en un flujo 
entrante, para activar una acción. 
 
Una vez que la información necesaria se ha introducido, el 
mecanismo puede funcionar principalmente siguiendo los 
procesos mostrados a continuación: 
 
1. Recepción de un evento de umbral 
El módulo de monitorización y el controlador consulta los 
dispositivos a la espera de eventos, utilizando polling para recibir 
notificaciones de posibles eventos. 
 
2. Recepción de la información de flujo 
Recibir información del flujo que ha activado un a alarma, 
desencadenando un evento. La información del flujo puede incluir 
datos de la fuente, parámetros del flujo o métricas. 
 
3. Desplegar control 
El evento creado puede desencadenar en una nueva petición de 
QoS-Request automatizada, una duplicación de la petición del 
flujo que desencadenó el evento, con la misión de reconfigurar las 
reglas del flujo, instruyendo al controlador para introducir nuevas 
reglas en los dispositivos de red, dependiendo del evento que 
activó la alarma. Si el umbral sobrepasado contempla el ancho de 
banda usado, sería posible buscar una ruta alternativa. 
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4. Monitorizar flujo 
Tras la ejecución de la acción correspondiente al evento, se 
monitoriza el flujo para verificar que el control ha tenido efecto, y 
que el umbral ya no está siendo excedido. 
 
5. Liberar control 
Una vez la acción ha tenido efecto, el control del flujo se libera y 
el controlador y la aplicación sigue recibiendo datos estadísticos 
de forma regular para detectar otro posible evento, activando un 
nuevo control. 
 
Hasta este punto, se han detallado las principales decisiones del diseño y el 
enfoque adoptado en el diseño del algoritmo. En el siguiente apartado se 
introducen los aspectos de diseño finales, presentando la visión del sistema, la 
arquitectura y sus relaciones, así como los mecanismos aplicados y los 
componentes que forman la aplicación Pathfinder.  
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8.5 Visión del sistema 
En este apartado se detallan las principales capas que conforman todo el 
sistema. Como se ha ido explicando con anterioridad, el conjunto del sistema 
sigue la estructura común que propone el protocolo OpenFlow. Esa estructura 
está formada por varias capas conectadas entre sí por interfaces de 
comunicación. Como se muestra en la Figura 32, tres son las capas que 
conforman el conjunto del sistema: 
API Northbound
API Southbound
  Controlador Openflow
AppAppAppAppApp
Capa de Aplicación
Capa del Plano de Datos
Capa del Plano de Control
Red y dispositivos físicos Openflow
 
Figura 32: Arquitectura estandarizada de OpenFlow 
 
 
Las capas del sistema corresponden a varias de las capas que se detallaban 
en el capítulo Conceptos y tecnología, concretamente la capa de control, capa 
de datos o de reenvío y la capa de aplicaciones. 
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La capa de aplicaciones es la que contiene todos los módulos externos 
desplegados sobre el controlador para introducir servicios y funciones añadidas 
a la red. En la capa de aplicaciones se encuentra la aplicación SDN Pathfinder, 
que se comunica directamente con el controlador Floodlight a través de la 
interfaz Northbound. 
La capa de control se encarga, como el nombre indica, del plano de control de 
la red, la parte encargada de las funcionalidades asignadas para controlar los 
diversos dispositivos de red. Su principal componente es el controlador 
Floodlight, encargado de controlar y gestionar la capa del plano de datos. La 
capa de control también puede contener controladores o agentes paralelos a 
Floodlight, como es el caso del controlador sFlow para la monitorización 
externa con las herramientas de terceros sFlow-RT, que se mencionaba en el 
apartado anterior. 
La capa de datos corresponde al plano de datos o de reenvío, y hace 
referencia a todos los dispositivos compatibles OpenFlow y enlaces red físicos. 
Se trata por lo tanto, de la parte del manejo de paquetes a través de las rutas 
de datos. Esta capa se encarga de recibir las instrucciones de Pathfinder y del 
controlador Floodlight para contener las rutas con garantías de QoS. 
Las interfaces que conforman el sistema son principalmente dos, ya conocidas: 
La interfaz Northbound y la Southbound. 
La API Northbound de Floodlight es la interfaz de programación que permite a 
los programas, aplicaciones de alto nivel y sistemas de orquestación programar 
e introducir funcionalidades a la red. Típicamente, las API Northbound toman 
como entradas funciones de alto nivel compuestas en lenguajes de 
programación, mientras que los resultados son primitivas de salida como las 
reglas OpenFlow. La API Northbound de Floodlight es una interfaz RESTful, es 
decir, que utiliza una API REST para comunicarse con las aplicaciones 
externas desplegadas. 
La API Southbound de Floodlight es la interfaz de programación con la cual se 
controla el estado y comportamiento de los switches. Se trata de una interfaz 
inferior, ya que hace referencia a la comunicación descendiente del controlador 
hacia los dispositivos de red que controla. 
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Aplicaciones REST externas
Controlador SDN: Servicios y aplicaciones comunes SDN del nucleo
Servicios Openflow
API REST / Northbound
Gestor de colas
Visualizador de 
topología y rutas
SDNApp
QoS Pathfinder
Monitorización de 
red
Base de datos Qos
Almacenamiento 
de Contadores
Almacenamineto
Memoria
NoSql
Unidad de tests
Streamer de 
paquetes
Interfaz de Usuario 
Web
Servidor Jython
Descubridor de 
enlaces
Gestor de 
Topologia
Gestor de 
dispositivos
RastreoPerfMon
Memoria del 
Controlador
Switches
Funciones y 
algoritmos
Base de datos de 
Colas
Aplicaciones módulo 
internas
API 
JAVA
Pool de Threads
Gestor de Módulos
Introductor de 
flujos estáticos
 
Figura 33: Componentes del sistema de la relación Pathfinder – Floodlight 
 
La Figura 33 muestra un esquema con los principales componentes que forman 
el sistema de gestión y control de la red, que concretamente, se introduce en la 
propia arquitectura de Floodlight y muestra el conjunto de módulos que 
conforman el diseño final de la SDNApp Pathfinder. Como se puede 
comprobar, Pathfinder es una aplicación REST externa, en este caso, del 
controlador Floodlight. Se trata del diseño de Pathfinder sin integración en la 
NCL del proyecto OFERTIE. Este diseño de Pathfinder consta de los 
principales componentes para aprovisionar, gestionar y controlar, junto al 
controlador Floodlight, de las rutas y flujos con garantías de QoS.  
La SDNApp Pathfinder consta de 6 componentes que la integran: El principal 
componente es el núcleo o algoritmo de proceso central, encargado de 
orquestar el resto de componentes y de proporcionar QoS a la red como 
servicio. El resto de componentes está formado por el módulo de 
monitorización de red, la base de datos de rutas QoS activas, el módulo de 
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soporte para la visualización de la topología y las rutas, el módulo de soporte 
para la integración de funciones y algoritmos, la base de datos de registro de 
colas, y por último el módulo de gestión de colas. 
Como muestra la parte inferior de la Figura 34, Floodlight está compuesto por 
diferentes módulos internos, repartidos en tres áreas: los módulos críticos de 
Floodlight, los módulos de servicios OpenFlow y las aplicaciones internas. Los 
componentes marcados en rojo son los principales componentes con los que 
Pathfinder se comunica: 
- El gestor de dispositivos se utiliza para controlar los dispositivos de red y 
sus tablas de reglas para gestionar y controlar el plano de datos. 
Pathfinder utiliza este componente para comunicar a los dispositivos de 
red a través de Floodlight, las reglas que forman los circuitos 
bidireccionales con garantías de QoS. 
 
- El gestor de topología se encarga de orquestar junto a Pathfinder la 
topología de la red en tiempo real. Principalmente proporciona a 
Pathfinder la información necesaria para crear la topología de red sobe 
la que se basa el cálculo de rutas. 
 
- El descubridor de enlaces proporciona información adicional a la 
abstracción de la topología de Pathfinder, con la información de los 
enlaces de la red y los puntos de conexión. 
 
- El almacenamiento de contadores se encarga de consultar y registrar los 
datos estadísticos recibidos por el controlador de los dispositivos de la 
red. Estos datos son utilizados por el módulo de monitorización para 
controlar el estado de los flujos con QoS de la red. 
 
- Por último, Pathfinder utiliza una aplicación interna de Floodlight llamada 
StaticFlowPusher o introductor de flujos estáticos, que su principal 
función es la de comunicar a los dispositivos de red, básicamente 
switches, de las reglas de control dadas por Pathfinder dinámicamente a 
través de la ruta resultante. 
 
Centrándose en el conjunto de módulos o componentes que conforman 
Pathfinder, la Figura 34 muestra los principales vínculos o enlaces de 
comunicación que se establecen entre el algoritmo de proceso central de 
Pathfinder con el resto de módulos, a través de la orquestación de sus 
funciones desde el instante que procesa las peticiones QoS-Request hasta el 
momento de control de las rutas activas. 
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Cabe destacar que Pathfinder se comunica con el controlador Floodlight a 
través de dos corrientes o enlaces de comunicación, por vía de la interfaz 
Northbound, concretamente la API REST. La principal vía de comunicación es 
la del intercambio de información del núcleo de Pathfinder donde se 
intercambia diversa información, comenzando por la recepción de la petición 
QOS-Request de una aplicación o cliente, a través de Floodlight hasta 
Pathfinder. Otro caso de intercambio de información son las consultas de 
topología de Pathfinder y la respuesta del controlador. También se transmiten 
de forma descendiente, todas las reglas e información de configuración de los 
dispositivos y mecanismos QoS. Por otro lado, existe un flujo de comunicación 
paralelo compuesto por los principales componentes: el módulo de 
monitorización de Pathfinder y Floodlight. Este flujo de información comparte 
las consultas en sentido descendiente de Pathfinder hacia el controlador, que le 
devuelve los datos estadísticos de los contadores de los dispositivos de red 
para su monitorización. 
El resto de comunicaciones se establecen entre el núcleo de Pathfinder y el 
resto de módulos que lo acompañan. Cada módulo tan solo se comunica con el 
núcleo, a excepción de los módulos de gestión de colas y la base de datos de 
registro de colas, ya que, como se explica en el apartado de Mecanismos, 
Colas, las colas se basan en el mecanismo que ofrece el switch virtual Open 
vSwitch, y dadas sus restricciones, es necesario una comunicación entre el 
registro de colas configuradas y la gestión de colas.  
Controlador SDN
API REST / Northbound
Funciones y 
algoritmos
Gestor de colas
Base de datos de 
Colas
Visualizador de 
topología y rutas
SDNApp
QoS PathfinderMonitorización de 
red
Base de datos Qos
 
Figura 34: Sistema de comunicación y orquestación de los componentes de 
Pathfinder sobre Floodlight 
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8.6 Arquitectura 
Presentada la visión del sistema y su composición, a continuación se muestra 
la arquitectura de Pathfinder y su integración en la capa de control de la red 
NCL, a partir de la versión de Pathfinder independiente sobre el controlador 
Floodlight. 
Aunque el sistema de Pathfinder y sus interfaces apenas cambian, salvo la 
monitorización que pasa a ser una aplicación externa paralela, la integración de 
la SDNApp en la NCL OFERTIE comporta unos cambios. Como se aprecia en 
la Figura 35, Pathfinder se encuentra integrada en la NCL, concretamente en la 
capa de control y gestión. Además, esta capa también integra la monitorización 
SDN y el controlador SDN, que en el desarrollo actual de OFERTIE se utiliza el 
controlador Floodlight como en el desarrollo de Pathfinder. Por lo tanto, la 
SDNApp abandona la capa de aplicaciones para integrarse en la capa de 
control y gestión. Además, esta capa añade una nueva interfaz Inter-Dominio, y 
propone el añadido de la interfaz Northbound en la parte superior de la NCL 
para la inserción de nuevas funciones y aplicaciones. 
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Interfaz API 
Southbound
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Monitorización 
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Pathfinder QoS 
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Capa de 
Aplicación
Capa Física
Capa de Control 
y Gestión
Integración del conjunto
 de módulos
 Figura 35: Arquitectura de la NCL con la integración de Pathfinder 
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Ya sea integrada en la NCL de OFERTIE, o independiente de la capa de 
control NCL, la SDNApp Pathfinder se encuentra desplegada igualmente 
sobre la capa superior del controlador Floodlight, diseñada para poder ser 
implementada en conjunción con los módulos críticos que la dotan de las 
funciones necesarias para cumplir con el objetivo y enfoque tomados. La 
SDNApp está formada por una arquitectura modular mostrada 
anteriormente, que consta de los módulos de soporte y el núcleo de la 
SDNApp (la Figura 36 muestra el núcleo rodeado de los módulos de 
soporte, en azul). El núcleo de Pathfinder orquesta cada uno de los módulos 
paralelos a través de una comunicación típicamente bidireccional. Sin 
embargo, el núcleo de Pathfinder está compuesto por 4 principales bloques 
de funciones, mostrados en la Figura 36 como bloques verdes, y que son 
los realmente encargados de orquestar el resto de componentes, según el 
orden que se detalla en el apartado de Diagramas. 
 
API REST / Northbound
Gestor de colas
Visualizador de 
topología y rutas
SDNApp
QoS Pathfinder
Monitorización de 
red
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Funciones y 
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Base de datos de 
Colas
Inicializador
Abstracción de la 
topología
Núcleo algoritmo:
Cálculo de rutas
Aplicación de rutas
Figura 36: Arquitectura interna del núcleo de Pathfinder y orquestación del 
conjunto 
 
Cada bloque interno se encarga de distintas funciones o procesos 
principales del núcleo de Pathfinder. La ejecución de las funciones de cada 
bloque es secuencial y comienza en el bloque Inicializador, tras recibir una 
petición QoS-Request a través de la interfaz Northbound de Floodlight. Los 
bloques y sus funciones se describen a continuación: 
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- Inicializador: Atiende a las peticiones de QoS a través de la petición 
QoS-Request enviada desde el controlador por una aplicación o cliente 
ROIA, recibe los datos requeridos por el algoritmo Pathfinder, como los 
puntos de origen y destino de extremo a extremo E2E, y las limitaciones 
de la red que deberán tenerse en cuenta. Una vez obtiene los datos 
necesarios, inicia el proceso de abstracción de la topología sobre la que 
tendrá lugar la secuencia de procesos de cálculo del algoritmo. Registra 
las peticiones aptas para servirse en la base de datos QoS o se 
comunica para comprobar si la solicitud de QoS-Request se encuentra 
activa o si se trata de una petición de reconfiguración. 
 
- Abstracción de la topología: Es el bloque generador de topologías que 
se encarga de obtener la topología de red consultando a través del 
controlador Floodlight los enlaces, nodos y los puntos de anclaje de los 
nodos extremos para establecer una trayectoria. Hace uso de la API 
REST y crea una abstracción en tiempo real de la topología de la red 
para el cálculo de ruta. Esta abstracción se logra utilizando un 
formalismo de teoría de grafos estándar [42]. A través del visualizador 
de la topología, se puede representar el grafo de la red con sus enlaces 
disponibles.  
 
- Núcleo del algoritmo – Cálculo de rutas: El núcleo de la aplicación que 
incluye los algoritmos de cálculo de ruta y considera el estado de la red 
para calcular los caminos sobre la abstracción de la topología de la red 
para devolver la ruta óptima (si existe) en base a los parámetros 
solicitados. A través del soporte de funciones y algoritmos, se pueden 
introducir nuevas técnicas de cálculo para rutas más personalizadas. 
 
- Aplicación de rutas: A través del resultado obtenido del cálculo de rutas, 
genera de forma dinámica todas las reglas de flujo OpenFlow para 
introducir un circuito bidireccional en la red. Después crea y configura las 
colas y sus políticas QoS gracias al gestor de colas y la base de datos 
de colas existentes, para así asignar las reglas necesarias a la red en 
forma de flujos. Las rutas activas se registran en la base de datos QoS. 
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El resultado de los procesos de Pathfinder se envía en sentido 
descendiente a través de la interfaz Northbound de Floodlight, la API REST. 
A pesar de integrar Pathfinder en la NCL, la capa de control y gestión de 
OFERTIE, y de así disponer de otra interfaz Northbound superior (todavía 
no definida), el controlador Floodlight siempre se comunica a través de su 
interfaz Northbound con cualquier aplicación o módulo externo, ya que el 
concepto de controlador dentro de las tecnologías SDN hace referencia al 
desacoplamiento de la lógica de control de cada elemento individual de la 
red, por lo tanto, el controlado, aunque responda a un rol de proxy dentro la 
NCL, configura el comportamiento de los dispositivos del plano de datos. 
La problemática que supone la interfaz Northbound en las SDN es que no 
existe aún una estandarización de la interfaz superior que conecta con la 
capa de aplicación, tan solo se ha estandarizado la Southbound, por 
ejemplo, con el protocolo OpenFlow. Como muestra la Figura 37, la 
comunicación de un proceso ROIA con un controlador SDN depende de la 
interfaz o API Northbound y el código de su aplicación. Uno de los objetivos 
que propone OFERTIE es la proporción de una interfaz Northbound SDN 
bien definida y fácil de usar para aplicaciones ROIA. 
 
 
Figura 37: Arquitectura actual SDN enfocada a aplicaciones ROIA 
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Algunos de los desafíos que presenta esta propuesta es el desarrollo de 
una interfaz Northbound que permita a los desarrolladores de aplicaciones 
ROIA especificar sus requisitos de QoS desde la aplicación, lo que 
supondría una ventaja para la solicitud de servicios de QoS. Además la 
implementación de la API propone la traducción de las necesidades de QoS 
de las aplicaciones en métricas QoS de la red. Por otro lado la API daría 
soporte a la organización de la monitorización de QoS y reconfiguración 
dinámica de la red para cumplir con los requisitos de QoS. 
Las decisiones de diseño modifican la API Northbound para dividirla en dos 
partes, mostradas en la Figura 38. Los módulos SDN o las SDNApps como 
Pathfinder se adaptarían a la parte de la API correspondiente a la capa de 
aplicación. Las dos partes de la API corresponden a: 
- API de nivel de aplicación: Los desarrolladores de aplicaciones ROIA 
(Punto 1 en la Figura 38) especifican los requisitos QoS de tiempo de 
ejecución en la red y se notifica de los cambios de estado de QoS.  
- API de nivel de red: Los módulos o aplicaciones SDN (Punto 2 en la 
Figura 38) se encargan de solicitar información estadística de QoS al 
controlador, reciben notificaciones de estado desde el controlador e 
introducen la QoS solicitada en la red. 
La división de la API Northbound permite que las aplicaciones ROIA 
dispongan de una API dedicada para la comunicación directa con los 
módulos o aplicaciones SDN encargados de aprovisionamiento de QoS. Sin 
embargo, Pathfinder requeriría la implementación de estas dos partes de la 
API de forma integrada en el Real-Time Framework de OFERTIE. 
Pathfinder o la integración de otros módulos SDN se beneficiarían de un 
control y gestión más ligero y dinámico de los requisitos de QoS de los 
procesos ROIA. 
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Figura 38: Arquitectura SDN propuesta por OFERTIE para aplicaciones ROIA 
 
A pesar de que Pathfinder no contiene una API Northbound estandarizada con 
Floodlight, se comunican a través de la API REST con un sistema RESTful, un 
concepto de recursos o elementos de información, que pueden ser accedidos 
utilizando un identificador global. Estos recursos se comunican a través de una 
interfaz estándar (HTTP) e intercambian representaciones de estos recursos, 
como por ejemplo, información de la topología de red en lenguaje JSON. 
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8.7 Diagramas 
En este capítulo se muestran los diagramas de flujo de las principales 
funciones de Pathfinder para lograr el principal objetivo de la aplicación SDN, 
proporcionar, gestionar y controlar QoS para aplicaciones y servicios ROIA. 
El diseño de Pathfinder consta de varios flujos o Work-flow para realizar sus 
tareas. El flujo principal corresponde al núcleo de la aplicación, el algoritmo del 
proceso central, que consta de dos variantes según el número de restricciones 
a aplicar al cálculo de rutas, dado por la petición QoS-Request de una 
aplicación ROIA. El número de restricciones, un valor K, supone que el proceso 
de cálculo varíe, ya que para K=1 (Figura 39) el proceso es más sencillo, ya 
que el algoritmo de cálculo solo debe centrarse en buscar una posible ruta que 
cumpla con una sola restricción, mientras que para valores de K>1 (Figura 40), 
el algoritmo no puede garantizar una ruta óptima al tratarse de un problema 
MCP, mostrado en el apartado Algoritmos. Estas dos variantes se encargan de 
la función de aprovisionamiento de QoS en la red. En realidad, ambos 
diagramas son prácticamente idénticos, salvo una función en el bloque de 
cálculo de rutas, que se encarga de resolver el coste total de los enlaces de la 
topología de red. 
Para la función de gestión de QoS se detalla otro diagrama de flujo (Figura 41), 
que corresponde al diagrama para la gestión de QoS de rutas activas, que 
principalmente se encarga de mantener una base de datos de las rutas activas 
y actualizarla con el fin de mantener un seguimiento del estado de rutas QoS 
en la red. 
Para la función de control de QoS, se detalla el último diagrama de flujo (Figura 
42), que corresponde al diagrama para la gestión de QoS, que principalmente 
se centra en el mantenimiento de los mecanismos de garantía de QoS, la 
monitorización de las rutas activas y el proceso de control de eventos. 
Cada función actúa por separado, sin embargo el orden de cada función sigue 
un mismo patrón: 
- La recepción de una petición de QoS bajo demanda de una aplicación o 
servicio ROIA, a través de la QoS-Request, inicia una de las dos 
variantes del diagrama de flujo del algoritmo central, según el valor de 
restricciones K. 
- A la vez que se procesa la petición QoS-Request, se inicia el proceso 
del diagrama de flujo de control, que permanece activo durante el ciclo 
de vida de la petición entrante, las peticiones activas y sus mecanismos 
configurados. 
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- Cuando una de las dos variantes iniciales introduce una nueva ruta de 
QoS en la red, se inicia el proceso del diagrama de flujo de control, 
hasta que la ruta finaliza. 
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Figura 39: Procesos del algoritmo central para el aprovisionamiento de QoS 
para demandas con valor K=1 restricciones 
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Diagrama de flujo para k > 1 restricciones
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Figura 40: Procesos del algoritmo central para el aprovisionamiento de QoS 
para demandas con valor K>1 restricciones 
 
El algoritmo central para el aprovisionamiento de QoS, consta de 4 bloques 
principales que dividen las principales tareas del núcleo de la SDNApp, 
incluyendo el bloque encargado del cálculo de rutas de Pathfinder. El conjunto 
de bloques consiste en una heurística que analiza y funciona a través de una 
estructura gráfica (detallada en el capítulo de Implementación) de topologías de 
red. Los mecanismos de consultas de estado paralelos al algoritmo central, y el 
propio controlador, recuperan las estadísticas de cada switch de red 
proporcionando la estructura gráfica de la topología. Utilizando esta 
información, se ha desarrollado un método para determinar un posible camino 
óptimo o adecuado, utilizando datos estadísticos del estado de la red y también 
algoritmos de cálculo de rutas que siguen las siguientes técnicas codiciosas: 
- Reducción del grafo de la red QoS [43] 
- Búsqueda “Breadth First Search/Shortest Path” [44] 
- Adaptación de “Yen’s K-shortest paths” [45] 
- Ruta de máximo peso/coste o longitud [46] 
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Gracias al soporte paralelo del módulo de funciones y algoritmos, es posible 
añadir otro tipo de soluciones personalizadas para el cálculo de rutas, como por 
ejemplo, un algoritmo de Dijkstra. 
En particular, el enfoque adoptado para el conjunto, intenta encontrar el mínimo 
número de saltos en la red. El controlador aprende primero la topología de red 
entre los dos hosts, origen y destino, proporcionados por la petición QoS-
Request, y sus puntos de conexión. En consecuencia, el enrutamiento basado 
en QoS utiliza una conjunción de mecanismos de dotación/asignación de 
recursos. A partir de un mecanismo de colas (“enqueuing”) proporcionado por 
el switch virtual Open vSwitch, se asignan ciertos parámetros para que 
coincidan con un flujo de red, y posteriormente conectarlos a una cola 
específica en un puerto. 
A continuación se detallan los bloques que conforman el algoritmo central de 
Pathfinder, el proceso que tiene lugar para cada variante del flujo de trabajo de 
las Figuras 41 y 42, y las funciones que se realizan: 
 
 
8.7.1 Inicialización: 
A) Recepción de la petición QoS-Request: Para proporcionar una ruta de 
QoS, una petición de servicio debe ser enviada desde el host / cliente al 
controlador, donde dicha petición solicita una ruta de QoS extremo a 
extremo en la red, con Q parámetros (limitaciones requeridas para la 
calidad de servicio solicitada) especificados por la aplicación en tiempo 
real en la petición. La petición de calidad de servicio debe incluir la 
siguiente información: 
- Identidad única de la petición 
- Un único atributo tipo “Cuello de botella” solicitado: Ancho de 
banda mínimo 
- O un único atributo tipo “Cuello de botella” solicitado: 
Utilización/Coste disponible del enlace 
- Parámetros QoS (1, 2, 3,..., k) tipo “Aditivos”: Los Q parámetros 
pueden ser la pérdida de paquetes, retardo, o jitter mínimos 
requeridos 
- Parámetros de flujo: IP origen, IP Destino, Tipo de Servicio o 
cualquier entrada de coincidencia OpenFlow  
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- Flag de replicación o re-enrutado, para los casos de ser 
solicitudes creadas por un evento 
 
B) Comprobación de la petición QoS-Request: La solicitud incluye un 
código de identificación único, que se verifica en la base de datos QoS 
de rutas activas. El ID se incluye en la solicitud recibida con los 
parámetros de calidad de servicio y los parámetros de flujo de la 
aplicación. Una nueva identificación iniciará el proceso de cálculo para 
proporcionar una nueva ruta QoS. Sin embargo, si el ID se encuentra en 
la base de datos, significa que una ruta de QoS solicitada está activa y 
se comprueba el Flag de réplica para iniciar el cambio de ruta para este 
flujo.   
 
 
8.7.2 Generación en tiempo real de la abstracción de red: 
A) Reconocimiento de la topología en tiempo real: La topología de la red 
se construye mediante el sondeo de la información acerca de los nodos 
de red, enlaces y puntos de conexión fuente-destino desde el 
controlador SDN. A continuación, se procede a crear el grafo de 
abstracción G. Cada nodo de switch mantiene su DPID como 
identificador. 
B) Obtención del estado de la red: Los parámetros de calidad de servicio 
de red solicitados son evaluados y se recuperan desde el controlador y 
monitorización SDN a través del mecanismo de control del switch-puerto, 
a continuación, estos parámetros se asignan como coste de enlace a su 
arista correspondiente en el grafo de la abstracción. 
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8.7.3 Cálculo de caminos:  
Entonces, el algoritmo de proceso central calcula una reducción del grafo de la 
red de QoS (Paso 1). Los problemas que implican restricciones de tipo “cuello 
de botella” pueden ser fácilmente resueltos, a través de subgrafos [43], que 
sólo consideran las aristas cuya ponderación es superior al parámetro QoS 
solicitado. Después de este proceso, se aplican otros dos procesos posteriores 
según los requisitos de ruta solicitados (Paso 2). Se aplica un criterio de 
selección según si la petición solicita un camino que cumpla con una o varias 
restricciones, según el valor K: 
A) Paso 1: El proceso comprueba si el estado de los enlaces cumple 
con los requisitos de la petición QoS-Request obtenidos en el grafo 
unidireccional de abstracción de red. Los enlaces cuyo coste o peso 
satisface los criterios solicitados se seleccionan y aquellos que no los 
cumplen se eliminan del grafo. El coste w representa el estado de 
enlace de QoS y la restricción c representa el valor del parámetro 
QoS solicitado, por tanto, solo se seleccionan los enlaces que donde 
w > c, por el valor de enlace w debe ser mayor que el valor c 
solicitado para ser un enlace aceptable. Este paso sólo se aplica a 
las restricciones de tipo “cuello de botella”, como el mínimo ancho de 
banda o la utilización del enlace. Una búsqueda “Breadth First 
Search” [44] se utiliza luego para comprobar si existe conexión desde 
el origen s al destino d. Como resultado, el grafo G se reduce a un 
subgrafo que contiene caminos viables desde s a d. 
 
B) Paso 2: Una serie de procesos secuenciales calcula la selección de 
ruta para una única restricción cuello de botella y/o de restricciones 
aditivas, que según el valor del parámetro K, se aplica el proceso de 
cálculo del diagrama de flujo para K=1 o el proceso de cálculo del 
diagrama de flujo para K>1: 
- Restricción única de “cuello-de-botella”: El proceso aplica un 
algoritmo incluido en el soporte de funciones y algoritmos de la 
SDNApp, y dicho algoritmo corresponde a la Adaptación de “Yen’s 
k-shortest paths” para obtener las rutas que contienen el mínimo 
número de saltos con sus distintos costes, y el algoritmo de 
longitud de ruta máxima para seleccionar la ruta óptima de entre 
los posibles caminos. En caso de existir más de un camino con 
los mismos valores, uno de ellos es seleccionado al azar.  
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- Restricciones aditivas: Para las restricciones de tipo aditivas, se 
realiza un sumatorio de los costes, procesando para cada enlace 
la longitud o coste en cada camino posible. A continuación, el 
algoritmo funciona siguiendo una regla “codiciosa”: los posibles 
caminos deben tener el coste de camino más pequeño entre 
todos los caminos posibles a partir de un punto origen s a un 
destino d. En estos casos, el algoritmo puede no garantizar una 
solución óptima, pero el problema MCP puede ser reducido al 
problema del camino más corto, con la aplicación de selección de 
la ruta con la Adaptación de “Yen’s k-shortest paths”. 
 
 
8.7.4 Aplicación del camino:  
La aplicación SDN Pathfinder se comunica con los otros módulos para 
introducir en los nodos de la red todas las reglas de flujo necesarias para crear 
un circuito bidireccional a través de la red. También se crean y configuran los 
mecanismos de cola necesarios. 
A) Introducción de las reglas de flujo: Para enrutar un camino de QoS, se 
crea un circuito bidireccional usando el controlador Floodlight para 
introducir las reglas de flujo en la red, concretamente, en las tablas de 
reglas de cada nodo.  
B) Configuración de las colas por switch del camino seleccionado: Los 
puntos de conexión de cada nodo del camino son esenciales para la 
configuración de las colas en cada puerto de cada switch que figura en 
la trayectoria de QoS. Por cada switch, los puertos de ingreso y egreso y 
viceversa (circuito bidireccional) contienen la configuración de la cola 
creada a través de la ruta de red, y se aplican políticas a cada flujo 
coincidente en las colas. 
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8.7.5 Funciones críticas de Pathfinder 
Los siguientes diagramas de flujo (Figuras 41 y 42) presentan funciones críticas 
de Pathfinder que se realizan en los a través de los módulos paralelos en 
conjunción con el núcleo de la aplicación. Estas funciones son críticas para 
poder gestionar y controlar el estado QoS en las rutas introducidas en la red a 
través de las funciones presentadas en los diagramas de flujos anteriores. 
 
En el caso de la integración de Pathfinder en la NCL de OFERTIE, estas 
funciones pueden ser resueltas por servicios integrados paralelos a la 
aplicación SDN en la NCL, y gestionadas por el framework OpenNaaS, o así 
mismo con la integración de los módulos paralelos de Pathfinder, con la debida 
adaptación de las interfaces. Estos diagramas de flujo corresponden a la 
SDNApp sin integración en la NCL. 
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Figura 41: Diagrama de flujo para el proceso de control de QoS 
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Diagrama de flujo para gestión de QoS
Gestión de rutas entrantes Gestión de rutas activas Gestión de colas
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No
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Figura 42: Diagrama de flujo para el proceso de gestión de QoS 
 
 
8.7.6 Control: Monitorización y eventos 
Los mecanismos de monitorización hacen que el algoritmo pueda ser “Less-
greedy” o “menos-codicioso”, y así poder obtener soluciones de trayectoria más 
óptimos. Con el fin de gestionar la optimización de múltiples flujos, al algoritmo 
se le proporcionará información de la utilización de enlaces. Esto significa que, 
las herramientas de monitorización proporcionan datos estadísticos sobre las 
métricas (utilización de la red) en tiempo real. Como se muestra en la Figura 
41, la monitorización se asigna a una ruta de QoS activa a través de un 
identificador ID incluido en su petición QOS-Request. A través de la petición, la 
monitorización asigna un umbral, ya sea personalizado (según el acuerdo SLA 
de la aplicación ROIA) o por prevención de la congestión de los enlaces.  
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Junto con un mecanismo de disparo de eventos, se puede hacer un cambio de 
ruta utilizando la base de datos y obteniendo el rendimiento de los enlaces a 
través de la monitorización de puertos en la trayectoria del camino QoS activo 
en la red.  
El disparador de eventos detectará violaciones de QoS con el establecimiento 
de umbrales de flujo para controlar y, crear eventos de re-enrutado, evitando 
las congestiones de ruta para minimizar los retardos y la tasa de pérdida de 
paquetes. 
 
 
8.7.7 Gestión: Rutas QoS y mecanismo de colas 
El diagrama de flujo mostrado en la Figura 42 se basa en tres procesos: 
A) La gestión de rutas QoS entrantes se encarga de gestionar las rutas 
activas de modo que cada ruta se identifica por una ID única asignada 
en la petición QOS-Request. Este identificador se almacena junto con la 
ruta asignada por el algoritmo central en una base de datos de rutas 
activas.  
 
B) Cuando no existen nuevas rutas entrantes, el proceso se encarga de 
gestionar las rutas activas, controlando su ciclo de vida, es decir, 
realizando una comprobación de los flujos de paquetes activos en la red. 
Si un flujo finaliza, ya sea por fin de la conexión entre los dos hosts de la 
red, o por un “timeout”, la ruta, las reglas de flujo presentes en los 
switches, y el registro en la base de datos QoS se eliminan. 
 
C) Por último, con el fin de gestionar las colas configuradas en los switches, 
se comprueba los flujos de paquete activos en los switches con colas 
QoS. Si no existe ningún flujo activo QoS en los puertos de un switch, se 
puede eliminar la configuración del mecanismo de colas. Por limitación 
del switch virtual open vSwitch, las colas tan solo se pueden eliminar 
cunado un switch no contiene flujos activos. 
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8.8 Casos de uso 
Este capítulo presenta los dos principales casos de uso de Pathfinder. La 
Figura 43 corresponde al caso de uso de Pathfinder como aprovisionador de 
servicios QoS en la integración de la aplicación en la NCL de OFERTIE bajo el 
framework OpenNaaS. La Figura 43 detalla los principales procesos entre 
actores que tienen lugar en este caso. Por otro lado, la Figura 44 muestra el 
caso de uso de Pathfinder como aplicación independiente desplegada sobre el 
controlador Floodlight, para proporcionar, gestionar y controlar rutas QoS.  
 
8.8.1 Caso de uso 1: La integración de Pathfinder en 
OFERTIE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 43: Caso de uso de 
Pathfinder integrada en 
OFERTIE junto con el 
framework OpenNaaS 
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8.8.2 Caso de uso 2: SDNApp externa sobre el controlador 
SDN Floodlight 
 
Figura 44: Caso de uso de Pathfinder sin integración en OFERTIE, como 
SDNApp desplegada sobre Floodlight 
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9. Implementación 
Este capítulo introduce los principales detalles técnicos de la implementación 
de la SDNApp Pathfinder. Los apartados de la implementación incluyen los 
mecanismos utilizados para garantizar estado de QoS en la red, el proceso de 
abstracción de la topología de la red utilizado para calcular las rutas adecuadas 
por las que introducir estado QoS, las principales funciones de la 
implementación de la aplicación Pathfinder, detalles sobre la implementación, 
requerimientos del entorno y librerías utilizadas. 
La implementación de Pathfinder se inicia a partir de las pruebas de 
investigación realizadas en la etapa de diseño. Considerando el temprano 
estado de las tecnologías que ofrece SDN, primero se decide el desarrollo de 
un algoritmo de enrutamiento basado en los principales parámetros para 
ofrecer garantías de QoS. Para aprovechar las ventajas que ofrecen las SDN y 
adoptar el paradigm de las Redes como Servicio, se decide implementar el 
algoritmo en una aplicación SDN de forma conjunta con otros módulos para 
crear una solución complete con la que gestionar y controlar la QoS de las 
redes SDN. 
 
9.1 Mecanismos 
Para la implementación de la QoS en las redes SDN, se utilizan los 
mecanismos que ofrece el protocol OpenFlow. Esto significa que para introducir 
estado de QoS en la red, Pathfinder se ve limitada a utilizer los mecanismos 
estandarizados por el protocolo. OpenFlow se encuentra todavía en un estado 
temprano, y actualmente se está elaborando la especificación de la version 1.4 
del protocolo. Para la implementación de Pathfinder, se utiliza la version más 
estable y extendida del protocol OpenFlow, la version 1.0. Para ofrecer QoS, 
esta version de OpenFlow se basa en un mecanismo llamado “Slicing”. 
 
9.1.1 Slicing 
El "Slicing" de la red es el principal mecanismo con el que diferentes 
proveedores de servicios pueden compartir acceso a la misma infraestructura 
de red subyacente, comunmente con el fin de proveer servicios. Según la 
especificación de la version 1.0 de OpenFlow, la base del mecanismo permite 
que distintos proveedores de servicios (como proveedores de contenido de 
video) puedan ver diferentes “slices” o porciones, a modo de instancias, de la 
139 
 
 
misma red física, sin tener que que construir o adaptar su propia infraestructura 
de red hasta el extremo de la red. 
A partir del concepto que propone el mecanismo de “Slicing”, se puede 
implementar un mecanismo de colas capaz de dividir en “porciones” los 
recursos de los dispositivos de red. Junto al mecanismo de colas, también es 
posible aprovechar las ventajas de la asignación de prioridades. La conjunción 
de estos mecanismos a partir de los “Slices” permite garantizar un estado 
mínimo de QoS en la red. 
 
9.1.2 Colas 
El mecanismo de colas es el principal método para la inserción y 
mantenimiento de estado QoS disponible en las redes que utilizan OpenFlow. 
Sin embargo, existe un problema: El protocol OpenFlow no dispone de ninguna 
especificación estandar para la configuración y gestión de colas. Por este 
motivo, la utilización del mecanismo de colas depende de una implementación 
externa al protocol OpenFlow. Por otro lado, cabe mencionar que existe una 
propuesta de protocolo llamada OFConfig[22], que propone un mecanismo 
para la configuración de colas estandar. A partir de ahí, para poder ofrecer 
QoS, la implementación de Pathfinder depende de los mecanismos de colas 
que proveen los mismos switches compatibles con OpenFlow.  
La implementación de las colasen la aplicación Pathfinder se basa en los 
mecanismos de colas proporcionados por el switch virtual Open vSwitch, ya 
que una de las ventajas de este switch es que permite su despliegue en 
diferentes entornos tanto físicos como virtuales. Open vSwitch dispone de un 
mecanismo de colas que puede ser utilizado junto las reglas de flujo OpenFlow, 
pero no existe definición ni mecanismo capaz de realizar la configuración de 
lascolas ni la asignación de reglas de flujo por cola de forma dinámica y 
automatizada. En la implementación de algoritmo central de Pathfinder, el 
bloque de aplicación de rutas se encarga del proceso de creación y 
configuración de políticas y de colas, y de la asignación de las reglas de flujo a 
cada cola específica.  
Antes de mostrar cómo Pathfinder implementa el mecanismo de colas para 
mantener un estado de QoS, se muestra el esquema de funcionamiento del 
mecanismo de colas en la Figura 45, del cual se adapta según las necesidades 
de Pathfinder. 
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Mecanismos de cola 
en OVS
Flujo de paquetes entrante
Puerto
de egreso
Ancho de banda máximo predeterminado
Tasa limitada x
Tasa limitada y 
Valor DSCP 46 (Prioridad Expedited Forwarding)
Clasificación por flujos: 
Dirección IP origen, 
dirección IP destino, 
dirección MAC, protocolo 
de transporte, puerto 
destino, etc.
Mecanismo de colas basado 
en el modelo de granulación 
fina DiffServ (ToS) o en la 
implementación directa de 
técnicas de cola  
Figura 45: Esquema general del funcionamiento del mecanismo de colas en 
Open vSwitch 
 
El mecanismo de colas de Open vSwitch (OVS) es un mecanismo basado en el 
reparto de los distintos flujos de paquetes que egresan por un mismo puerto. 
Por lo tanto es un mecanismo que va asociado en los puertos de egreso de un 
dispositivo de red. Cada puerto de red puede contener diversas colas, que en 
el caso de OVS se permite hasta un número de 8 colas simultáneas por puerto. 
El mecanismo de reparto de las colas se basa en el Hyerarchical Token Bucket 
del kernel de Linux. Este mecanismo es capaz de clasificar los flujos de datos 
por parámetros como la dirección IP de origen, la dirección IP destino, 
direcciones MAC, el protocolo de transporte, puerto destino, etc. Por esta razón 
es ideal para utilizar junto con las reglas de flujo del protocolo OpenFlow. 
Cada cola establecida en un puerto dispone de un buffer de datos para el 
reparto de los flujos de paquete. Una cola puede configurarse en base a un 
modelo de granulación fina basada en DiffServ (que utiliza los bits de ToS) o 
puede configurarse de forma personalizada, como es el caso de Pathfinder. 
Existen diferentes configuraciones de cola personalizadas, como el 
establecimiento de una tasa de bits máxima para una cola en un puerto, la 
limitación de la tasa bits, o el uso de códigos DSCP para distinto tipos de 
servicio. 
De este modo, cuando un flujo de paquetes es reenviado por el switch, al entrar 
en el puerto de egreso, se le asigna una cola dependiendo de los parámetros 
de los paquetes. El mecanismo de la cola asignada controla el comportamiento 
del paquete en su reenvío. 
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La aplicación Pathfinder utiliza el mecanismo de colas provisto por OVS, pero 
es capaz de dinamizar la creación de políticas de QoS y la configuración de sus 
colas. La Figura 46 muestra el mecanismo utilizado por Pathfinder para 
garantizar QoS en la red. 
 
Implementación de 
colas QoS en switch 
OVS por Pathfinder
q1
q0
...
Flujo de paquetes entrante
Puerto
de egreso
Cola predeterminada para tráfico Best-Effort
Cola QoS de alta prioridad: ancho de banda mínimo X
Otras colas QoS disponibles de alta prioridad
Clasificación por flujos: 
Flujos de Best-Effort y 
flujos QoS
Mecanismo de colas basado 
en Hyerarchical Token 
Bucket de OVS, creadas y 
configuradas por Pathfinder y 
gestionadas desde Gestor de 
colas
...q2
...q3
...q4
...q5
Cola q0 con parámetros 
predeterminados destinada a 
tráfico Best-Effort
Cola q1 de mayor prioridad 
para tasa mínima de ancho 
de banda destinada a tráfico 
QoS
 
Figura 46: Esquema del mecanismo de colas empleado por Pathfinder para 
garanitzar QoS 
 
El enfoque de Pathfinder, “Less-greedy”, se centra en el trato equilibrado entre 
el tráfico con QoS y el tráfico Best-Effort. Por lo tanto, el mechanism ode colas 
se centra en esos dos tipos de tráfico. La primera función de Pathfinder esc 
rear las políticas de cola QoS que empleará para asignar un flujo de paquetes 
en la red. Las políticas de cola dictan a las colas configuradas un patrón de 
comportamiento. El patrón de políticas de Pathfinder configura las colas 
indicando un comportamiento de QoS según el tipo HTB o Hyerarchical Token 
Bucket, y establece la tasa de bits máxima compartida por las colas de un 
puerto a 1 Gbit de forma predeterminada. A continuación se configuran como 
mínimo dos tipos de cola por puerto, las colas q0 y q1, como se muestra en la 
Figura 46 para garantizar QoS a un solo flujo de datos. La función de cada cola 
se detalla a continuación: 
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- Cola q0: Esta cola se asigna a todo el tráfico best-Effort que utilice dicho 
Puerto de egreso. Esta cola contiene una configuración predeterminada, 
por lo que se respeta el tráfico Best-Effort. El objetivo de la cola es 
separar los tipos de tráfico, y establecer una tasa de bits máxima para 
evitar la saturación del puerto. 
 
- Cola q1…q7: El resto de colas a partir de q1 hasta la cola máxima q7, se 
utiliza para proporcionar garantías de QoS a los flujos de datos. Estas 
colas contienen una configuración de tasa mínima de bits, la encargada 
de cumplir con la petición del ancho de banda mínimo de una aplicación 
o servicio. Por ejemplo, para una petición de un ancho de banda mínimo 
de 10 Mbit/s, la configuración automática de la cola establecerá una tasa 
minima de bits con valor 10000000. Además, para elevar la prioridad de 
los flujos de datos con QoS, se puede configurar un parámetro de 
prioridad, que Pathfinder asigna a 100 de forma predeterminada. 
A partir de este patrón de políticas de QoS y configuración de colas, se asegura 
que Pathfinder es capaz de configurar los dispositivos de red que se hallan en 
la trayectoria de una ruta calculada para garantizar un estado de QoS. Una 
verdadera ventaja de Pathfinder, es que a diferencia del modulo QoS interno de 
Floodlight que tan solo controla y gestiona la QoS, Pathfinder es capaz de 
configurar y gestionar las colas de QoS de forma dinámica y bajo demanda. A 
falta de un protocolo como OFConfig o OVSDB, Pathfinder consigue ofrecer 
QoS a través del mecanismo de colas gracias al bloque encargado de la 
aplicación de rutas y el soporte paralelo de los módulos de gestión de colas y la 
base de datos de colas. 
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9.2 Grafos y abstracción 
Uno de los puntos clave en el cálculo de rutas QoS de Pathfinder es el uso de 
un sistema de abstracción de la topolgía de red sobre la que basar los cálculos 
de los algoritmos de busqueda y selección de caminos. Se llama sistema de 
abstracción a la obtención de la información de topología para construir una 
estructura de información basada en un formalismo de teoría de grafos 
estandarizado [10]. Este sistema obtiene toda la información de cálculo 
necesaria sobre la topología y crea una estructura de datos muy versátil y 
potente. 
El bloque encargado de construir la estructura de datos de la topología 
corresponde al segundo bloque interno del algoritmo del proceso central. El 
bloque de abstracción de topología se encarga de realizar las consultas 
pertinentes al controlador, acerca los enlances, dispositivos de red, puntos E2E 
y puntos de anclaje o conexión. La interfaz utilizada es la API REST, para las 
consultas de información topología. La abstracción genérica de la topología se 
realiza en el mismo núcleo de Pathfinder, por lo que el controlador tan solo se 
encarga de responder las consultas. Así, la abstracción construye un grafo no 
direccionado G, que contiene un conjunto de vértices o nodos V conectados 
entre sí por un conjunto de aristas o enlaces multi-coste E.  
Para el cálculo de caminos aplicado sobre el grafo, se define un camino P(us, 
vd) de coste n = ||P(us, vd)|| como una secuencia de distintos nodos v 
conectados por enlaces ei, conectando los nodos origen us y destino vd, donde 
us, vd ϵ V, ei ϵ E. 
Cada nodo vi (incluyendo los nodos us, vd) del grafo G, se les asigna un 
identificador único, que corresponde al DPID de los switches reales de la red, 
además de un nombre, y se les asigna los edge-endpoint1 y edge-endpoint2, 
que corresponde a los puertos de la red y extremos de conexión de los 
enlaces. Cada enlace ei contiene un par de edge-endpoint1, 2 (abreviado como 
e-e1, 2) y sus costes o pesos wi utilizando las métricas relacionadas a los 
parámetros soportados por los enlaces de la red. Así, una ruta se definde como 
P(us, vd) = {us(e-e1, 2), v1(e-e1, 2), v2(e-e1, 2), . . ., vd(e-e1, 2)}.  Un conjunto de 
datos de nodo v (DPID, nombre ID, e-e1, e-e2) se asigna a cada switch de la 
red, con el código DPID, nombre de switch, puerto de ingreso y puerto de 
egreso, respectivamente. Además, un conjunto e de datos de enlace se asigna 
a un par correspondiente de puerto de ingreso y puerto de egreso. De este 
modo, un camino P se transforma en bidireccional, revirtiendo el orden de la 
ruta y sus datos de nodo, definido por ejemplo como, P(vd ,us) = { vd(e-e2, 1), vd-
1(e-e2, 1), vd-2(e-e2, 1), . . ., us(e-e2, 1)}. 
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La construcción del grafo de abstracción de la red funciona para un solo 
dominio OpenFlow, y se realiza con la sucesión de pasos mostrados a 
continuación. Son 5 los pasos a realizar para construir la abstracción completa 
de la red en un instante dado en tiempo real. Los pasos están formados por el 
descubrimiento de los extremos E2E de la topología de la red (Figura 47), 
descubrimiento de la topología de la red (Figura 48), construcción del grafo de 
topología (Figura 49), asignación de los extremos E2E en el grafo (Figura 50), y 
asignación de los datos de elementos de la topología (Figura 51). 
 
Dominio de red 
OpenFlow
Cliente Servidor de
aplicaciones
 y servicios
Controlador OpenFlow
 
Figura 47: Paso 1 - Descubrimiento de los extremos E2E de la topología de la 
red 
 
 
El controlador Floodlight es capaz de descubrir en tiempo real todos aquellos 
hosts conectados en los extremos de la red y es consciente de los dispositivos 
de red, sin embargo no es capaz de conocer en todo momento la topología de 
la red en tiempo real. Para ello, en un instante de tiempo dado, es posible que 
haya habido cambios en la topología de la red que Floodlight desconoce, como 
la composición de los enlaces de la red. En el paso 1, Floodlight es consciente 
de los elementos conectados en los extremos de la red (Figura 47), y para 
conocer la topología en un instante dado necesita realizar una operación de 
Flood (inundación) que propaga paquetes ARP por toda la red. 
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A partir de ese instante, Floodlight procesa todos los elementos y crea su 
propia topología de red. Es importante repetir el primer paso cada vez que 
Pathfinder recibe una petición para actualizar la topología en tiempo real, ya 
que Floodlight no guarda estado. 
 
Dominio de red 
OpenFlow
Cliente Servidor de
aplicaciones
 y servicios
Controlador OpenFlow
 
Figura 48: Paso 2 - Descubrimiento de la topología de la red 
En el paso 2, Floodlight conoce la topología de la red y todos sus elementos 
(Figura 48), sin embargo no es suficiente para calcular una posible ruta entre 
los dos puntos E2E, por ejemplo, para un cliente y un servidor de aplicaciones 
y servicios.  
El siguiente paso es la construcción del grafo de abstracción a partir de la 
información obtenida por Floodlight de la infraestructura de la red subyacente. 
El paso 3 crea un grafo G gracias a las librerías de grafos NetworkX[47] de 
Python. El grafo G en primera instancia no contiene ningún dato, sin embargo 
el bloque de abstracción de la topología (Figura 49) añade todos los elementos 
necesarios de la topología de Floolight a la estructura de datos, incluyendo el 
conjunto de nodos (los dispositivos de red) y el conjunto de enlaces (los 
enlaces de la infrestructura). Esta estructura de datos se almacena en el núcleo 
de Floodlight. Cada nodo del grafo representa un switch de la red, y cada 
enlace del grafo representa la conexión entre los switches de la red. Los nodos 
se nombran siguiendo una nomenclatura de <s#>, donde # corresponde a un 
número. Esto permite más adelante que Pathfinder pueda configurar los 
mecanismos de cola. Mientras que Floodlight conoce los dispositivos de red por 
su identificador DPID, OVS los conoce por su identificador propio basado en la 
nomenclatura mostrada. Esto permite un mapeo dinámico entre los dispositivos 
de red reales (OVS) y el controlador Floodlight. 
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Figura 49: Paso 3 - Construcción del grafo de topología 
 
A continuación se procede a la inserción de los datos de topología de la red. El 
paso 4 se encarga de “marcar” los puntos de anclaje o conexión en los nodos 
directamente conectados a los puntos de extremo E2E de los hosts. Esto 
ocurre ya que el grafo de abstracción no incluye los hosts como nodos del 
mismo grafo, por la razón de que un host conectado a un extremo de la red no 
se considera un dispositivo de red. Por lo tanto, para conocer la situación de 
estos elementos en la topología de la red, se asignan dos nodos del grafo 
como puntos E2E, que corresponden al nodo origen y al nodo destino. La 
Figura 50 muestra la abstracción de estos dos elementos críticos en el grafo, 
ya que a partir de estos elementos se basará el cálculo de posibles rutas. 
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Figura 50: Paso 4 - Asignación de los extremos E2E en el grafo 
 
Una vez construido el grafo de abstracción con todos sus elementos, es 
necesario asignar a cada elemento sus parámetros y propiedades. En el paso 5 
se realiza esa asignación de datos en la estructura del grafo. La Figura 51 
muestra los parámetros que contiene cada elemento, ya sea nodo o enlace, y 
que propiedades contienen, como por ejemplo, un nodo origen o destino se 
distingue de un nodo simple. Los elementos de enlace pueden contener 
parámetros adicionales según los requisitos solicitados por una petición QoS-
Request. Sin embargo, para estos parámetros es necesario hacer uso del 
módulo de monitorización. Para asignar el ancho de banda que dispone cada 
enlace, el módulo de monitorización es capaz de obtener los datos estadísticos 
necesarios para cada enlace. Para el resto de datos estadísticos, es todavía 
objeto de estudio, ya que actualmente no es posible obtener datos relativos al 
retardo entre dispositivos de red en OpenFlow utilizando Floodlight (los 
dispositivos de red son switches y no routers). El prototipo implementado de 
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Pathfinder es capaz de obtener datos estadísticos de ancho de banda 
disponible, pérdida de paquetes, tráfico de paquetes y errores de paquetes 
(parámetros soportados por OpenFlow). Para la asignación de datos 
estadísticos de retardo o latencia, se espera que en un futuro, gracias al uso de 
la NCL y OpenNaaS, se puedan obtener estos datos y otros parámetros 
relativos a la QoS.  
 
Grafo de 
abstracción de 
topología de red
s1
s2
s4
s3
Nodo destino:
SwitchID
Nombre switch
Dirección IP
Nodo origen:
SwitchID
Nombre switch
Dirección IP
Nodos:
SwitchID
Nombre switch
Aristas:
SwitchID-extremo1
SwitchID-extremo2
Puerto-extremo1
Puerto-extremo2
Ancho de banda
Retardo*
Pérdida-paquetes*
*Parámetros adicionales
 
Figura 51: Paso 5 - Asignación de los datos de elementos de la topología 
 
Finalmente, una vez introducidos en el grafo los datos de los parámetros de 
cada elemento de la topología de la red, se dispone de una estructura de datos 
que contiene la topología de la infraestructura de la red subyacente preparada 
para la aplicación de algoritmos basados en las librerías de grafos NetworkX 
para el cálculo de rutas. 
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9.3 Funciones 
En este apartado se detalla la implementación de las principales funciones que 
incluye Pathfinder para el desempeño de las tareas de aprovisionamiento, 
gestión y control de QoS.  Todas las funciones aquí mostradas pertenecen al 
núcleo de la aplicación, en sus respectivos bloques. 
La función que se encarga de la inicialización de todo el proceso de cálculo de 
rutas y aprovisionamiento de QoS es la recepción y lectura de peticiones de 
servicio QoS introducidas por una solicitud QoS-Request enviada por la 
aplicación ROIA al controlador Floodlight. Este es un requisito indispensable 
para el aprovisionamiento de QoS, ya que es la petición de la aplicación la que 
inicia todos los procesos del núcleo de la aplicación. 
 
9.3.1 Solicitud de QoS: QoS-Request 
En la siguiente Figura 52 se muestra un esquema acerca de la recepción de 
una solicitud QoS-Request. 
Controlador SDN
API REST / Northbound
SDNApp
QoS Pathfinder
Cache de 
QoSRequest
Petición de QoS (QOSRequest):
Identificador
Dirección IP origen
Dirección IP destino
Parámetros QoS
Flag de réplica
 
Figura 52: Entrega de la solicitud QoS-Request y volcado en caché de sus 
datos 
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Esta función se encarga de recibir las solicitudes QoS-Request de las 
aplicaciones ROIA. Es una función que se ejecuta bajo demanda, es decir, 
cada vez que el controlador recibe un paquete de petición de servicio QoS, el 
controlador la reenvía hacia una cache donde se vuelcan los datos de la 
solicitud QoS-Request. El siguiente proceso se encarga de la lectura de los 
datos incluidos en la solicitud. Como se muestra en la Figura 52, una solicitud 
QoS-Request consta de varios datos que incluyen un identificador único 
utilizado para designar una ruta de QoS, las direcciones IP de los puntos E2E 
origen y destino, los parámetros QoS solicitados y el Flag de control de réplica, 
utilizado para indicador al algoritmo central si se trata de una petición o un 
evento de re-configuración. 
Un ejemplo de los datos volcados en caché como objeto JSON es el siguiente: 
{"requestID": "test", "ip-src": "10.0.0.1", "ip-dst": 
"10.0.0.2", "bandwidth": 10.0, "delay":1.0, "packet-
loss":10, "alarm":1} 
En la versión integrada de Pathfinder en la NCL de OFERTIE, se planea que la 
gestión de solicitudes se realice a través de una API pública para las 
aplicaciones ROIA. A través de esta API, las aplicaciones pueden enviar sus 
solicitudes directamente a la aplicación. 
 
 
9.3.2 Cálculo de rutas 
Tras recibir una solicitud QoS-Request, se desencadena todo el proceso de 
abstracción de la topología y creación de la estructura de datos sobre la que se 
calculan las posibles rutas. Como se mostraba en el apartado de Grafos y 
abstracción, Pathfinder posee la topología de la infraestructura subyacente de 
la red en una estructura de datos basada en grafos NetworkX que permite la 
aplicación de gran variedad de algoritmos de grafos. El bloque de cálculo de 
rutas de Pathfinder procesa distintos algoritmos ya mostrados en el capítulo de 
Diagramas. El cálculo de una ruta se basa en 4 algoritmos de búsqueda y 
selección de rutas: 
- Reducción del grafo de la red QoS [43] 
- Búsqueda “Breadth First Search/Shortest Path” [44] 
- Adaptación de “Yen’s K-shortest paths” [45] 
- Ruta de máximo peso/longitud [46] 
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Sobre el grafo G de la topología de red, primero se aplica el primer algoritmo de 
Reducción del grafo de la red de QoS. A partir de los datos volcados en la 
caché de QoS-Request, la reducción del grafo se basa en determinar qué 
enlaces cumplen con el ancho de banda mínimo requerido por la aplicación 
solicitante. Esta reducción del grafo se basa en realizar una comprobación de 
todos los enlaces disponibles y de su ancho de banda disponible. A partir de 
ese punto, se sigue una regla de selección: w > c,  donde w es el valor del 
parámetro del enlace y c corresponde al valor del parámetro solicitado. Todos 
los enlaces cuyo valor de ancho de banda se encuentre por debajo o sea igual 
al valor solicitado, se descarta y se elimina del grafo, como se muestra en la 
Figura 53, donde los enlaces con valor x de ancho de banda cumplen con la 
solicitud, mientras que los de valor y se eliminan. Con esto se crea un subgrafo 
que contiene todos los enlaces que permiten un estado de QoS conforme con 
el solicitado por la aplicación o servicio ROIA. 
 
Grafo de 
abstracción de 
topología de red
s1
s2
s4
y Mbits
x Mbits
y Mbits
x Mbits
x Mbits x Mbits
s3
 
Figura 53: Reducción del grafo de la red QoS 
 
La Figura 54 muestra el subgrafo resultante, donde los nodos amarillos 
representan los nodos con propiedad E2E, ya sea origen o destino. Sobre este 
subgrafo se aplican los siguientes algoritmos de selección de ruta. En el caso 
de la Figura 54, existen dos posibles rutas de los nodos E2E s1 a s4 o 
viceversa. Estas dos rutas se comprenden por los nodos {s1, s2, s4} para 
la ruta con el menor número de saltos y {s1, s2, s3, s4} para la ruta 
restante. Sin embargo, el siguiente proceso del cálculo de rutas es la 
comprobación de conexión entre los nodos E2E, con el fin de que el algoritmo 
central de Pathfinder sepa si existe ruta posible en el subgrafo resultante. Para 
ello se aplica un algoritmo simple de búsqueda “Breadth First Search/Shortest 
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Path”. Si el resultado devuelve un valor Booleano verdadero, significa que 
existen rutas posibles y se procede al cálculo de la mejor ruta posible. 
Sobre el subgrafo se aplica un algoritmo de selección de caminos más cortos, 
que consiste en una adaptación de “Yen’s K-shortest paths”. Este algoritmo 
consiste en una adaptación del algoritmo original para que sea capaz de 
trabajar con las estructuras de datos de grafos NetworkX, ya que la propia 
librería de NetworkX no incluye ningún algoritmo basado en “K-shortest paths” 
ni ningún algoritmo que sea compatible con el cálculo de rutas sobre grafos no 
dirigidos multi-coste. La principal función de este algoritmo es la selección de 
las k mejores rutas entre los nodos de origen y destino. El valor k es un valor 
configurable por el administrador del servicio QoS. El valor predeterminado de 
Pathfinder es la selección de las 4 mejores rutas disponibles. Esto implica que 
la mejor ruta seleccionada es la que contiene un número de saltos menor o de 
menor coste de tipo aditivo de todas. El resto de rutas siguen el mismo patrón 
ordenadas  por el número de saltos o coste de ruta de menor a mayor. Por lo 
tanto, la cuarta ruta sería la de mayor coste o número de saltos.  
En el caso del cálculo de mayor ancho de banda disponible, el algoritmo “Yen’s 
K-shortest paths” permite calcular aquellas rutas con menor número de saltos, 
y a la vez, con un algoritmo personalizado de cálculo de Ruta de máximo 
peso/coste, se obtiene la ruta con mayor ancho de banda disponible, y que a la 
vez, contiene el menor número de saltos. 
El parámetro K del algoritmo “Yen’s K-shortest paths” permite afinar la precisión 
de la selección del número de saltos o coste de la ruta. Por ejemplo, un valor 
elevado de K permite una mayor tolerancia sobre estos parámetros. 
 
Grafo de 
abstracción de 
topología de red
s1 s4
x3 Mbits
x2 Mbits
x1 Mbits x4 Mbits
s3s2
 
Figura 54: Subgrafo con las posibles rutas disponibles con diferentes valores 
de ancho de banda disponible entre los nodos E2E de origen y destino 
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El algoritmo de cálculo de Ruta de máximo peso/coste consiste en una 
secuencia de búsqueda de enlaces con mayor coste, de nodo a nodo. Es un 
algoritmo similar a Dijkstra, pero a la inversa. El objetivo de este algoritmo es 
obtener una ruta que incluye los enlaces disponibles del grafo con mayor ancho 
de banda disponible. Con esto se consigue evitar la selección de rutas con 
menor ancho de banda disponible, lo que optimiza el uso de los recursos de la 
red y evita el enrutamiento por enlaces más transitados o que pueden 
congestionarse con mayor facilidad. Además, esto permite que el tráfico Best-
Effort no se vea afectado por el tráfico QoS, ya que el enrutamiento de tráfico 
QoS por un canal ocupado por tráfico Best-Effort puede provocar un aumento 
del retardo de éste último, y una de las premisas del enfoque “Less-greedy” es 
la preservación del equilibrio entre el tráfico “Premium” y “no-Premium”. 
Tras la aplicación de los algoritmos adaptados de “Yen’s K-shortest paths” y de 
Ruta de máximo peso/coste, se obtiene la ruta óptima para la inserción de 
estado QoS posterior. Como se muestra en el ejemplo de la Figura 55, el 
resultado de todas las funciones de cálculo de rutas devuelve un objeto en 
lenguaje JSON compuesto por el orden de nodos y puntos de conexión, desde 
el origen al destino. El resultado obtenido, aun teniendo un orden de dirección, 
es aplicable de forma bidireccional. A continuación se muestra un ejemplo del 
resultado obtenido por el cálculo de rutas: 
[{"switch": "00:00:00:00:00:00:00:05", "port2": 2, "port1": 
3}, {"switch": "00:00:00:00:00:00:00:07", "port2": "2", 
"port1": "1"}, {"switch": "00:00:00:00:00:00:00:08", 
"port2": "2", "port1": "1"}, {"switch": 
"00:00:00:00:00:00:00:06", "port2": 2, "port1": 3}, 
{"requestID": "test"}] 
Este resultado muestra toda la trayectoria de punto a punto para un circuito con 
QoS. Para cada switch se incluye su identificador DPID, y los dos puertos que 
actuarán como ingreso y egreso de los flujos de paquetes. Por último, la ruta 
incluye el identificador de la solicitud QoS-Request que realizó la petición. Esta 
ruta, una vez activa, se almacena en una base de datos de rutas activas. De 
este modo, se pueden realizar distintas funciones de monitorización y control. 
También es importante almacenar la ruta y su identificador para evitar 
duplicados, ya que el procesamiento de una petición duplicada podría 
desembocar en problemas de estabilidad para la gestión de la red, anulando la 
comunicación del tráfico. Por lo tanto es muy importante evitar el servicio de 
peticiones duplicados, salvo el caso de que el Flag de alarma de una petición 
QoS-Request se encuentre activo. Para este caso, que implica el suceso de un 
evento de violación de los parámetros de QoS, se procede a la anulación de la 
ruta activa en conflicto y a la re-configuración de la misma. 
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Figura 55: Ruta resultante de aristas óptima que enlaza los nodos E2E. La ruta 
incluye el identificador de los nodos, puntos de conexión y el coste de ruta 
 
Para el caso de re-configuraciones, se puede configurar el proceso de 
selección de rutas del algoritmo “Yen’s K-shortest paths” para que almacene 
las rutas alternativas. Por ejemplo en la Figura 56, una ruta alternativa puede 
ser aplicable en caso de un suceso de eventos. Aunque es opcional, esto 
permite evitar todo el proceso de cálculo de rutas, con el hándicap de que 
pueden haber sucedido cambios en el estado de la red que no se contemplen.  
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Figura 56: Ruta final para la aplicación de QoS y rutas alternativas para 
posibles re-configuraciones de la ruta activa 
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Finalmente, entra en acción las funciones del bloque de aplicación de rutas. Su 
implementación es la que incluye la mayor complejidad, ya que configura de 
forma dinámica todas las reglas de flujo necesarias antes de ser instaladas en 
la infraestructura de red. A partir del resultado obtenido por el bloque de cálculo 
de rutas, se procesan todos los identificadores de switch según si estos se 
encuentran en el extremo de la red. Un switch conectado con uno de los hosts, 
ya se origen o destino, se considera switch del extremo de la red. Este switch 
tiene un trato especial, ya que debe encargarse de mantener las reglas de flujo 
que conectan con los verdaderos extremos de la red. El resto de dispositivos 
de la red se procesan como elementos del “medio” de la red. Para cada 
elemento de la ruta resultante se procesan sus dos puntos de conexión, 
correspondientes a los puertos de ingreso o egreso y viceversa.  
Como las reglas de flujo que definirán una trayectoria se instalan en los 
switches a través de la API REST situada en la interfaz Northbound de 
Floodlight, se deben crear dinámicamente y de forma automatizada todos los 
comandos de inserción de reglas de flujo, para cada dispositivo de red o switch 
y para cada uno de sus puertos. Además, como se trata de una ruta 
bidireccional, es necesario revertir los comandos de inserción para crear las 
reglas de flujo del sentido contrario. 
La Figura 57 muestra la instalación de las reglas de flujo en la tabla de reglas 
de flujo OpenFlow de los switch OVS. Pathfinder crea unas reglas de flujo 
basadas en distintos parámetros de flujo para la asignación de los flujos de 
paquete con QoS a los switches que integran el circuito bidireccional. Para 
cada flujo de paquete, las reglas de flujo OpenFlow consideran los parámetros 
de Puerto de ingreso, los protocolos IP y ARP con código 0x800 y 0x806 
respectivamente, la dirección IP de origen del cliente y la dirección IP de 
destino del servicio o aplicación ROIA. Los paquetes que coincidan con estos 
parámetros serán reenviados por el puerto asignado según la trayectoria de la 
ruta. Para cada flujo que se le asigne QoS se utiliza la acción de reenvío 
<Enqueue:<#puerto>:<#cola>>. Esta acción procede a introducir el flujo 
de paquetes en el número de cola asignado <#cola> en el puerto de egreso 
asignado <#puerto> 
Basándose en los parámetros de regla de flujos citados, se instalan las reglas 
de flujo para cada uno de los dispositivos de la red que conforman la ruta 
resultante. Por otro lado, Pathfinder necesita crear las políticas de cola y 
configurar los mecanismos de cola que se desplegaran en los diversos 
dispositivos de red que conforman la ruta resultante. Sin estos mecanismos, no 
se puede  garantizar el estado de QoS, ya que la instalación de las reglas de 
flujo tan solo establece un circuito estático bidireccional entre los puntos 
extremos de origen y destino. 
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Figura 57: Esquema que muestra el funcionamiento interno de las reglas de 
flujo OpenFlow para los flujos de paquetes en los switches OVS. La tabla de 
rutas del switch dicta el comportamiento de reenvío de paquetes según las 
reglas de flujo instaladas a través del enlace switch-controlador. 
 
Por último, se inicia el proceso de configuración del mecanismo de colas para 
proveer estado de QoS en la trayectoria definida por las reglas de flujo. Como 
se mostraba en el apartado de Mecanismos, la creación y configuración de 
colas debe realizarse de fuera de banda, es decir, a través de la 
implementación de un proceso de creación de políticas QoS y la definición de 
los parámetros de cola, ya que ni Floodlight ni OpenFlow permiten la 
configuración de estos mecanismos. A partir de esta premisa, Pathfinder 
incluye de forma similar a la creación de reglas de flujo, las funciones 
necesarias para primero, crear la política global QoS de colas para cada puerto 
de cada switch de la trayectoria, y segundo para la creación, configuración y 
asignación de colas para cada puerto en cada switch de la trayectoria de QoS. 
Pathfinder introduce la funcionalidad de dotar al controlador la inteligencia de 
asignación de las reglas de flujo a las colas y qué parámetros usar para las 
colas de cada switch. 
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Aunque la gestión de colas del módulo paralelo de Pathfinder no es una 
solución final, el prototipo de Pathfinder permite la desinstalación o 
reconfiguración de las colas de forma automatizada. Sin embargo, la gestión de 
los mecanismos de cola de OVS está diseñada para realizarse de forma 
manual. 
Como muestra la Figura 58, cada switch con su identificador DPID incluido en 
la ruta de QoS, contiene como mínimo dos colas asignadas a los dos puertos 
de ingreso y egreso. Las colas tan solo afectan a los flujos de datos que 
egresan del switch, pero dado el carácter bidireccional del circuito establecido, 
las colas se configuran para ambos sentidos. Las colas para el tráfico Best-
Effort, definidas como q0, no ofrecen QoS ya que tan solo separan el tráfico 
“Premium” del “no-Premium”. Para el tráfico QoS, se le asigna una cola definida 
desde q1 hasta q7. La asignación de estas colas se declara para los flujos de 
QoS por los parámetros de Puerto de ingreso, Direcciones IP origen y destino. 
Las colas QoS se basan en la provisión de una tasa mínima de bits para la 
transmisión de los flujos de paquete salientes. Esto garantiza un mínimo de 
ancho de banda, que a la vez, intenta minimizar otros parámetros QoS como el 
retardo o la pérdida de paquetes en enlaces no congestionados. 
 
Configuración QoS de 
colas QoS en switch 
OVS por Pathfinder
q1
q0
...
Flujo de paquetes entrante
Puerto
de egreso
Cola predeterminada para tráfico Best-Effort
Cola QoS de alta prioridad: ancho de banda mínimo X
Otras colas QoS disponibles de alta prioridad
Asignación de q1 para 
flujos de QoS por:
 - Puerto Ingreso
- Dirección IP origen
- Dirección IP destino
Parámetros de cola q0: 
- Valores predeterminados 
destinados a tráfico Best-Effort
Parámetros de Cola QoS q1:
- Valor prioridad = 100* 
- Valor tasa mínima de ancho de banda =  Petición QoSRequest
* Valor configurable por admin
 
Figura 58: Configuración de Pathfinder de las colas QoS en los switches OVS 
de los dispositivos de red para una ruta con garantías de QoS 
 
Open vSwitch (OVS) utiliza un protocol separado, como OVSDB para proveer 
acceso a la configuración en su base de datos. Floodlight no contiene ningúni 
driver ni soporta el protocol OVSDB, por lo que el despliegue de estas 
funciones es crítico para la gestión y aprovisionamiento de QoS en los 
dispositivos de red. 
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9.4 El entorno de investigación y desarrollo  
Este apartado detalla paso a paso los procesos realizados para preparar el 
entorno de desarrollo y experimentación utilizado durante el proyecto de 
Pathfinder. El entorno incluye la preparación del controlador Floodlight para su 
utilización conjuntamente con Pathfinder. Además, para preparar el entorno de 
experimentación, se hace uso de las herramientas Mininet para crear diversas 
topologías de red virtuales. También se incluyen descripciones de los entornos 
utilizados en pruebas experimentales durante el proceso de investigación y 
desarrollo de Pathfinder, como es el uso de las herramientas de terceros para 
la monitorización, o una interfaz alternativa pero potente para la gestión de 
Floodlight.  
Lo primero y más importante es el despliegue e instalación del controlador 
Floodlight. A partir de este paso, se puede optar por instalar una versión beta 
de Floodlight que contiene un módulo de gestión de QoS utilizado para 
gestionar servicios diferenciados gracias al uso del campo de bits DSCP de 
ToS (Type of Service). La combinación de este módulo de java interno de 
Floodlight con Pathfinder permite el uso de servicios QoS personalizados con la 
combinación de servicios diferenciados basados en ToS.  
Para que el controlador Floodlight pueda realizar las funciones de controlador 
SDN, necesita el despliegue de una infraestructura de red subyacente a la 
interfaz Southbound del controlador. Las herramientas Mininet proveen la 
infraestructura de red virtual junto con los dispositivos de red Open vSwitch. Sin 
embargo, Mininet se encarga del despliegue de la infraestructura virtual, y 
aunque permite el diseño de topologías de redes a través de un sistema de 
“scripting”, existe una herramienta muy potente para la creación de topologías 
de redes virtuales SDN, llamada VND (Visual Network Description)[33]. Por otro 
lado, existe una herramienta para la visualización y gestión de Floodlight, 
Avior[48], que permite crear visualizar de forma efectiva gran cantidad de 
información del controlador y permite una mejor administración del controlador. 
Por último, sFlow-RT[49] es un controlador paralelo que utiliza sFlow para 
instalar agentes de monitorización en los switches OVS, lo que permite una 
gran variedad de opciones para múltiples propósitos de monitorización de 
tráfico en la red. 
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9.4.1 Controlador Floodlight 
Floodlight es un controlador escrito en Java, por lo que se ejecuta junto una 
JVM. Para instalar el controlador Floodlight en su última versión maestra se 
debe tener en cuenta sus requisitos: 
- Linux: Ubuntu 10.04 (Natty) o superior.  El entorno de desarrollo se 
despliega en una máquina virtual proporcionada por la Fundación i2CAT 
que ejecuta Ubuntu 12.04 con versiones Ant a partir de la 1.8.1). 
 
- Instalar el repositorio de clonación Git: sudo apt-get install git 
 
- Instalar JDK y Ant con el comando: sudo apt-get install build-
essential default-jdk ant python-dev eclipse 
A continuación, para descargar y compilar Floodlight, tan solo hace falta 
ejecutar los siguientes comandos: 
$ git clone git://github.com/floodlight/floodlight.git 
$ cd floodlight 
$ git checkout stable 
$ ant; 
Nota: Esto descargará la última versión estable de Floodlight. 
Para ejecutar Floodlight, asumiendo que Java se encuentra en el Path de 
Linux, es posible ejecutar el archivo floodlight.jar file producido por ant. 
 $ java -jar target/floodlight.jar 
Floodlight iniciará su ejecución mostrando información debug por pantalla en la 
consola de la terminal. 
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9.4.2 Controlador Floodlight QoS-capable Beta 
Se trata de la versión Beta del controlador Floodlight con la integración de un 
módulo QoS y las herramientas de gestión de estado QoS para políticas y 
servicios diferenciados en una red OpenFlow. 
Para descargar y compilar, se utiliza el repositorio git: 
 $ git clone 
https://github.com/wallnerryan/floodlight-qos-beta 
 
Dentro del directorio creado: 
$ cd floodlight-qos-beta 
Según la versión del sistema operativa, dependiendo de si se trata de la 
versión 32 bits o 64 bits, se debe realizar unos cambios en el script 
floodlight.sh script, concretamente en la siguiente línea:  
JVM_OPTS="$JVM_OPTS -server -d64" 
Nota: si la versión ejecutada de Java es de 32 bits aparecerá un error al 
configurar las opciones de la JVM de 64 bits. Para ello se debe modificar la 
siguiente línea como se muestra a continuación:  
JVM_OPTS="$JVM_OPTS -server -d32" 
El resto del módulo es correcto. Se podrá compilar con ant y ejecutar 
correctamente el archivo floodlight.jar proporcionado por el módulo. Para 
compilar:  
$ ant; ./floodlight.sh 
Una vez compilado, se puede ejecutar la versión de Floodlight Beta con las 
capacidades QoS desactivadas por defecto. 
$ ./floodlight.sh 
Para habilitar las capacidades de QoS en el controlador, primero ejecutar en el 
terminal:  
$ cd floodlight-qos-beta/apps/qos 
$ ./qosmanager2.py -e 
A continuación se puede comprobar que las capacidades QoS están activas a 
través del navegador web en la siguiente dirección: 
161 
 
 
<Ip del controlador o localhost>:8080/ui/index.html 
Aparecerá una nueva opción Tools cerca de las opciones superiores al logo de 
Floodlight. Haciendo clic se podrá comprobar que QoS aparece habilitado. 
Entonces Floodlight tendrá activadas las capacidades QoS. 
 
9.4.3 Simulando una red 
Una vez que Floodlight esté ejecutándose, es necesario unirle una red 
OpenFlow. Una de las mejores herramientas para el despliegue de redes 
virtuales es Mininet, un simulador de redes. 
Mininet permite crear rápidamente, interactuar, personalizar y compartir 
prototipos de redes definidas por software, y proporciona métodos para ser 
ejecutado en hardware. Para ello se debe seguir los siguientes pasos: 
- Descargar la máquina virtual de Mininet para Oracle VirtualBox  
 
- Iniciar VMware o VirtualBox 
 
- Acceder con el nombre de usuario “floodlight”; no se requiere contraseña 
O bien, se puede proceder a la instalación nativa desde la fuente. Para ello es 
necesario realizar los siguientes pasos: 
$ git clone git://github.com/mininet/mininet 
Este comando mostrado arriba comprobará la última versión de Mininet. Por lo 
contrario, para ejecutar otra versión de Mininet, utilizar el siguiente comando: 
$ git checkout -b 2.1.0 2.1.0 
Una vez obtenido el árbol fuente, el comando para instalar es el siguiente: 
$ mininet/util/install.sh [options] 
Las opciones típicas del script de instalación incluyen las siguientes: 
- -a: Instala todo lo incluido en el paquete de Mininet, que incluye la VM de 
Mininet, las dependencias de Open vSwitch, así como el software 
adicional OpenFlow Wireshark Dissector y el controlador POX. Por 
defecto la instalación se realiza en los directorios creados dentro del 
directorio Home. 
 
- -nfv: Instala Mininet, el switch de referencia de OpenFlow y Open 
vSwitch. 
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- -s mydir: Utiliza esta opción antes del resto de opciones para especificar 
el lugar de la fuente y compilación de los árboles de Mininet para su 
instalación en otro directorio distinto al Home. 
 
$ install.sh –(opciones) 
Después de completar la instalación de Mininet, se puede probar su 
funcionalidad básica con el siguiente comando: 
$ sudo mn --test pingall 
Para utilizar Mininet, es requisito instalar Curl y Vim para poder hacer uso de 
todas sus funciones:  
$ sudo apt-get install curl vim 
Es posible ejecutar Mininet junto al controlador Floodlight de forma local, sin 
tener que usar ninguna VM. También es posible usar Mininet con un 
controlador remoto. Para la primera opción tan solo ejecutar el siguiente 
comando: 
$ sudo mn 
 O para especificar el controlador, ya sea remoto o local, el siguiente comando: 
$ sudo mn --controller=remote --ip=<controller ip> --
port=<openFlowPort 6633 by default> 
Opcionalmente, se puede utilizar Wireshark a través de SSH. Permite, por 
ejemplo, supervisar la interfaz eth0 y filtrar paquetes por el nombre “of”: 
$ ssh -Y openflow@<vm-ip> 
 
$ sudo wireshark &; 
A continuación se muestran los pasos para crear una red virtual con Mininet. 
Por ejemplo, se puede establecer una red virtual con tan solo un comando: 
$ sudo mn --switch ovsk --controller ref --topo 
tree,depth=2,fanout=8 --test pingall 
Este comando inicia Mininet con una topología de árbol con profundidad de 2 
niveles y una amplitud de 8 (por ejemplo, 64 hosts conectados por 9 switches), 
utilizando Open vSwitch bajo el controlador de referencia OpenFlow, y procede 
a hacer ping para comprobar la conectividad entre todos los pares de nodos.  
También se puede crear una topología simple con la que trabajar. Por ejemplo:  
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$ sudo mn --topo=linear,2 --switch ovsk --
controller=remote,ip=<controller ip> --ipbase=<ip 
rank, ie. 10.0.0.0/8> 
 
 
9.4.4 Interactuando con la simulación de red 
La CLI de Mininet permite y controlar completamente la red virtual desde una 
única consola de terminal. Por ejemplo, el siguiente comando realiza un ping 
desde las direcciones IP del host h2 al host h3: 
$ mininet> h2 ping h3 
Cualquier comando disponible en Linux o programa puede ejecutarse en un 
host virtual. Por ejemplo, se puede iniciar fácilmente un servidor web desde un 
host y ejecutar una petición HTTP desde otro host:  
$ mininet> h2 python -m SimpleHTTPServer 80 >& 
/tmp/http.log & 
$ mininet> h3 wget -O - h2 
 
 
9.4.5 Personalizando una red 
Mininet permite crear redes a partir de varios métodos. Uno es a través de los 
comandos mostrados anteriormente para la creación de topologías estándar. 
Sin embargo, para crear topologías de red más complejas, donde se permita 
personalizar cada uno de los parámetros de la red, es necesario programar un 
script en Python, como el mostrado a continuación:   
#!/usr/bin/python 
 
from mininet.net import Mininet 
from mininet.node import Controller, RemoteController, 
OVSKernelSwitch, OVSLegacyKernelSwitch, UserSwitch 
from mininet.cli import CLI 
from mininet.log import setLogLevel 
from mininet.link import Link, TCLink 
 
def topology(): 
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    "Create a network." 
    net = Mininet( controller=RemoteController, 
link=TCLink, switch=OVSKernelSwitch ) 
 
    print "*** Creating nodes" 
    h1 = net.addHost( 'h1', mac='00:00:00:00:00:01', 
ip='10.0.0.1/8' ) 
    h2 = net.addHost( 'h2', mac='00:00:00:00:00:02', 
ip='10.0.0.2/8' ) 
    h3 = net.addHost( 'h3', mac='00:00:00:00:00:03', 
ip='10.0.0.3/8' ) 
    h4 = net.addHost( 'h4', mac='00:00:00:00:00:04', 
ip='10.0.0.4/8' ) 
    s5 = net.addSwitch( 's5', listenPort=6634, 
mac='00:00:00:00:00:05' ) 
    s6 = net.addSwitch( 's6', listenPort=6635, 
mac='00:00:00:00:00:06' ) 
    s7 = net.addSwitch( 's7', listenPort=6636, 
mac='00:00:00:00:00:07' ) 
    s8 = net.addSwitch( 's8', listenPort=6637, 
mac='00:00:00:00:00:08' ) 
    c19 = net.addController( 'c19', 
controller=RemoteController, ip='127.0.0.1', port=6633 ) 
 
    print "*** Creating links" 
    net.addLink(s7, s6, 4, 4, bw=10) 
    net.addLink(s5, s8, 4, 4, bw=10) 
    net.addLink(h4, s8, 0, 3, bw=10) 
    net.addLink(h2, s6, 0, 3, bw=10) 
    net.addLink(h3, s7, 0, 3, bw=10) 
    net.addLink(h1, s5, 0, 3, bw=10) 
    net.addLink(s6, s8, 2, 2, bw=10) 
    net.addLink(s7, s8, 2, 1, bw=10) 
    net.addLink(s5, s7, 2, 1, bw=10) 
    net.addLink(s5, s6, 1, 1, bw=10) 
 
    print "*** Starting network" 
    net.start() 
    s8.start( [c19] ) 
    s7.start( [c19] ) 
    s6.start( [c19] ) 
    s5.start( [c19] ) 
    c19.start() 
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    print "*** Running CLI" 
    CLI( net ) 
 
    print "*** Stopping network" 
    net.stop() 
 
if __name__ == '__main__': 
    setLogLevel( 'info' ) 
    topology() 
 
Para un entorno de desarrollo más dinámico, donde es necesario realizar 
pruebas en diferentes topologías de red, la programación de las topologías de 
red se puede agilizar con una herramienta web muy potente de diseño de 
topologías. La herramienta VND - Visual Network Description SDN-compliant 
se halla en la siguiente dirección web, y es accesible para cualquier usuario: 
www.ramonfontes.com/vnd/bin-debug/# 
Gracias a VND, se puede diseñar todo tipo de topologías, personalizando cada 
uno de los elementos que la integran, de forma sencilla y rápida, gracias a una 
interfaz de usuario de tipo “Drag-and-Drop”. Además permite acoplar a la red 
una gran variedad de controladores basados en varios protocolos, incluido 
OpenFlow. Por último, permite exportar en distintos formatos las topologías 
creadas, e incluso puede importar scripts para las políticas de servicio del 
módulo QoS interno de Floodlight. 
 
Figura 59: Ejemplo de topología diseñada con las herramientas VND 
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9.4.6 Interfaz de usuario Avior (Opcional) 
Avior es una aplicación que proporciona una interfaz de usuario de Floodlight 
mejorada para la administración del controlador. Aunque es una aplicación 
opcional para un entorno de investigación sobre Floodlight, puede agilizar 
mucho su administración, ya que Floodlight funciona básicamente a base de 
comando CLI en una consola de terminal. 
Avior requiere Java 1.7 JRE y Eclipse. Para descargar el código fuente de Avior 
y proceder luego a su instalación, se debe seguir los siguientes pasos:  
$ git clone git://github.com/Sovietaced/Avior.git 
$ cd Avior 
$ git checkout v1.2 
$ java -jar <archivo avior>.jar 
Sin embargo, el último comando puede ocasionar problemas como el siguiente 
error: “failed to load main-class manifest attribute”, por lo que 
si esto sucede, se puede proceder a una instalación alternativa compilando un 
nuevo proyecto desde Eclipse. Para ello será necesario cargar el código fuente 
como nuevo proyecto, añadir las librerías a la ruta Path de Java y compilar. 
Una vez compilado, se ejecuta podrá ejecutar el programa. 
 
 
9.4.6 sFlow-RT (Opcional) 
Se trata de una herramienta de monitorización externa de la empresa InMon, 
creadores de sFlow. sFlow-RT incorpora el motor de analíticas asíncrono 
sFlow, capaz de entregar visibilidad en tiempo real de las pilas de datos 
estadísticos SDN y permite nuevas clases de aplicaciones conscientes del 
rendimiento de la red, como por ejemplo, aplicaciones de balanceo de carga o 
protección DDoS. sFlow-RT permite que la aplicación Pathfinder pueda lograr 
una supervisión de los flujos QoS de la red de forma más completa y sin 
apenas un impacto en el rendimiento del controlador.  
sFlow-RT requiere una versión de Java 1.6+. Para descargar e instalar el 
software, es necesario seguir los siguientes pasos: 
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wget http://www.inmon.com/products/sFlow-RT/sflow-
rt.tar.gz 
tar -xvzf sflow-rt.tar.gz 
cd sflow-rt 
./start.sh 
De forma similar a Floodlight, utiliza el navegador web para conectarse a la 
dirección http://localhost:8008 y acceder a la administración delas 
herramientas de monitorización, con las que se puede actuar a través de la API 
REST. Sin embargo, para poder interactuar con los switches virtuales OVS, es 
necesario realizar los siguientes pasos para conocer la identidad de los 
dispositivos de la red: 
- ovs‐vsctl: El comando principal de configuración de que permite un 
acceso a la interfaz de alto nivel a la base de datos OVS. Existen varias 
opciones para el acceso a la información de OVS. 
$ ovs‐vsctl list‐br 
$ ovs‐vsctl list‐ports <switch>  
$ ovs‐vsctl get‐manager <switch> 
$ ovs‐vsctl get‐controller <switch> 
$ ovs‐vsctl list <tabla> 
$ ovs‐vsctl show 
Una vez que Floodlight está ejecutado, y Mininet simula una red adjunta al 
controlador, se procede con los siguientes comandos para inicializar el 
controlador de sFlow y los agentes de monitorización de sFlow-RT:  
$ sudo ovs-vsctl -- --id=@sflow create sflow 
agent=eth0  target=\"127.0.0.1:6343\" sampling=10 
polling=20 -- -- set bridge s'x' sflow=@sflow 
$ cd sflow-rt 
$ ./start.sh 
 
A continuación es necesario definir los grupos de direcciones IP a monitorizar y 
los flujos con los comandos Curl:  
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$ curl -H "Content-Type:application/json" -X PUT --
data "{internal:['10.0.0.0/8']}" 
http://localhost:8008/group/json 
 
$ curl -H "Content-Type:application/json" -X PUT --
data "{keys:'ipsource,ipdestination', value:'frames'}" 
http://localhost:8008/flow/incoming/json 
En este caso, se habilita la monitorización de tráfico agregado por la red 
simulada en Mininet. sFlow-RT muestra gráficas en tiempo real del tráfico 
entrante los switches y permite registrar datos estadísticos del ancho de banda 
utilizado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
169 
 
 
10. Experimentos y resultados 
Este capítulo muestra varios de los experimentos más significativos realizados 
al final del ciclo de la implementación de Pathfinder. Mientras que la aplicación 
QoS es un prototipo no final, permite el aprovisionamiento de QoS en varios 
escenarios de experimentación, para el posterior análisis de los resultados 
obtenidos. Por lo tanto, el capítulo se divide en dos apartados principales. El 
primer apartado detalla las pruebas realizadas con Pathfinder, en un entorno 
basado en el descrito en el apartado del capítulo anterior. Las pruebas se 
realizan en distintos escenarios para los principales casos que se pueden 
encontrar en una red de tráfico real. El segundo apartado incluye la muestra de 
los resultados obtenidos en cada prueba, y el análisis de estos resultados. 
 
 
10.1 Descripción de las pruebas 
Con el fin de obtener resultados sobre el funcionamiento de la aplicación QoS 
Pathfinder, se hacen simulaciones con una serie de experimentos sobre una 
topología de red utilizando la herramienta Mininet. Para las distintas pruebas, la 
topología del escenario no cambia, sin embargo los parámetros de 
configuración de la topología son distintos. 
Las pruebas mostradas en este capítulo son 3. Cada prueba tiene el objetivo 
de mostrar el comportamiento de Pathfinder ante distintas situaciones 
dependiendo del estado de la red. Esto se debe a que las garantías de un 
servicio QoS pueden verse afectadas según el estado de la red. Por ello, los 
dos primeros casos de pruebas muestran dos de las principales características 
de Pathfinder. Una de ellas el cálculo y aplicación de rutas según la petición de 
una solicitud QoS-Request. Sin embargo, para el primero caso tan solo se 
proporcionará una ruta punto a punto sin estado de QoS, con el fin de 
comparar los resultados con el caso 2, que sí introduce estado QoS en la ruta 
aplicada a la red. Para el tercer caso de prueba, se simula un escenario que 
contiene gran cantidad de tráfico, con el fin de comprobar el comportamiento de 
Pathfinder ante escenarios potencialmente congestionados. 
La Figura 60 muestra la configuración de los dos primeros casos de pruebas, 
compuesta por cuatro hosts y cuatro switches OpenFlow habilitados (S1, S2, 
S3 y S4). La capacidad de los enlaces entre los hosts y el switch más próximo, 
y entre los switches, es de 20Mbits. Los otros enlaces tienen una capacidad 
que va desde los 4 Mbits a los 28 Mbits. Para las dos primeras pruebas se crea 
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tráfico Best-Effort simulado, que se introduce en la red entre el Cliente 2 y el 
Servidor 2 (ruta azul en la Figura 3). Entonces la aplicación Pathfinder se inicia, 
simulando la recepción de una petición de QoS, y Pathfinder aplica el algoritmo 
de QoS central para calcular una ruta desde el Cliente 1 al Servidor 1. 
Pathfinder recibe en los tres casos una solicitud QoS-Request de QoS de una 
única restricción, solicitando un camino desde el origen Cliente 1 hasta el 
destino Servidor 1 con un ancho de banda mínimo de 10 Mbps. El contenido de 
los datos de la petición se muestra a continuación: 
{"requestID": "experiments", "ip-src": "10.0.0.1", "ip-
dst": "10.0.0.2", "bandwidth": 10.0, "alarm":0} 
Servidor 1
10.0.0.2
S2S1
S3 S4
Cliente 1
10.0.0.1
4mbps 
Cliente 2
10.0.0.3
Servidor 2
10.0.0.4
20 mbps 20 mbps
28mbps
Controlador SDN
11 mbps
Camino QoS
Camino Best-Effort 
20 mbps 20 mbps
Ancho banda enlace
20mbps 20 mbps
20mbps
20mbps
 
Figura 60: Configuración y topología de los casos de experimento 1 y 2 
 
 
Pathfinder procesa la petición y ejecuta el algoritmo central para encontrar un 
camino que cumpla con los requisitos de la solicitud QoS-Request. El algoritmo 
retorna la ruta que se encuentra marcada en verde de la Figura 60, ya que 
corresponde al camino que cumple con el ancho de banda requerido. A la vez, 
gracias a un módulo paralelo a Pathfinder desarrollado específicamente para la 
experimentación, se introducen las reglas de flujo para crear una ruta estática 
por la que se introduce tráfico de tipo Best-Effort simulado.  
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Esto permite experimentar con los mecanismos de cola y comprobar que los 
requisitos de QoS se cumplen. 
Después, se realizan tres experimentos diferentes que corresponden a los 
distintos casos detallados: 
 
- Experimento 1 - Enrutado sin mecanismos de cola: El algoritmo no 
configura ninguna cola en los switches, con lo que las acciones de los 
flujos cambian, y se definen como output = <port#>. Esto crea un circuito 
bidireccional sin estado QoS desde el punto origen al punto destino para 
los ether-type ARP y IP. A partir de ahí, se comienza a transmitir flujos 
TCP y UDP de forma bidireccional entre el Cliente 1 y Servidor 1, y del 
Cliente 2 al Servidor 2, mediante las herramientas iperf [50] para simular 
tráfico y analizar el comportamiento del distinto tráfico sin ningún 
mecanismo de QoS. 
 
- Experimento 2 - Enrutado QoS con mecanismo de cola: En este caso, la 
aplicación crea dos tipos de colas, una cola de QoS configurada para 
garantizar una tasa de bits mínima y proporcionar una mayor prioridad al 
tráfico QoS. La otra cola creada es una cola por defecto dedicada al 
resto de tráfico Best-Effort con la configuración predeterminada. La 
acción de los flujos con QoS asignada se definen como enqueue = 
<puerto#>: <queue#>, y se procede a transmitir tráfico bidireccional TCP 
y UDP entre el Cliente 1 y Servidor 1, y el Cliente 2 y Servidor 2, 
mediante las herramientas iperf para analizar las diferencias con el 
primer caso. 
 
- Experimento 3 – Enrutado QoS en un escenario prácticamente 
congestionado: Este caso de experimento es muy similar al segundo 
caso, sin embargo la configuración de la topología de la red cambia. El 
ancho de banda disponible en los enlaces es de 15 Mbits, simulando 
que los enlaces están ocupados por un gran volumen de tráfico. En los 
casos anteriores, el enlace compartido por los dos tipos de tráfico, QoS y 
Best-Effort, disponían de mayor ancho de banda por el mismo enlace de 
28 Mbits. En este caso, el enlace tan solo es de 15 Mbits, por lo que 
probablemente se ocasione una congestión del puerto que contiene los 
dos mecanismos de cola q0, q1 para los dos tipos de tráfico. 
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Como todos los enlaces disponen del mismo parámetro de ancho de 
banda, se utiliza la misma ruta calculada por Pathfinder en los casos 
anteriores, ya que de lo contrario Pathfinder devolvería una con el menor 
número de saltos posible. La Figura 61 muestra el escenario de este 
caso: 
Servidor 1
10.0.0.2
S2S1
S3 S4
Cliente 1
10.0.0.1
15 mbps 
Cliente 2
10.0.0.3
Servidor 2
10.0.0.4
15 mbps 15 mbps
15 mbps
Controlador SDN
15 mbps
Camino QoS
Camino Best-Effort 
15 mbps 15 mbps
Ancho banda enlace
15 mbps 15 mbps
15mbps
15 mbps
 Figura 61: Configuración y topología del caso de experimento 3 
 
 
Para simular el tráfico entre los distintos extremos de la red, se utiliza las 
herramientas Iperf [16] en las distintas terminales virtuales de cada host de 
la red. En todos los casos se transmite tráfico de datos con protocolos TCP 
y UDP de forma bidireccional desde el Cliente 1 al Servidor 1 y del Cliente 2 
al Servidor 2. 
En el siguiente apartado se muestran los resultados obtenidos y el análisis 
para cada uno de los casos. Además, se detallan los resultados del proceso 
de cálculo de rutas de Pathfinder, común para los tres casos de 
experimentación.  
 
173 
 
 
10.2 Resultados y comparativas 
En este apartado se presentan los resultados de los experimentos. Como se 
comenta en el apartado anterior, se Pathfinder recibe la misma solicitud de 
QoS, que contiene los datos necesarios para el cálculo de la ruta según los 
parámetros indicados en la QoS-Request. Para cada caso se aplica el mismo 
proceso de cálculo de rutas sobre la misma topología, exceptuando el tercer 
caso. La aplicación Pathfinder aplica el algoritmo central de cálculo en los dos 
primeros casos con un promedio de tiempo de cálculo de 0,312 segundos 
aproximadamente. La ruta resultante se muestra a continuación: 
[{"switch": "00:00:00:00:00:00:00:05", "port2": 2, 
"port1": 3}, {"switch": "00:00:00:00:00:00:00:07", 
"port2": "2", "port1": "1"}, {"switch": 
"00:00:00:00:00:00:00:08", "port2": "2", "port1": 
"1"}, {"switch": "00:00:00:00:00:00:00:06", "port2": 
2, "port1": 3}, {"requestID": "experiments"}] 
 
La ruta marcada en verde de las Figuras 62, 63 y 64 es la trayectoria QoS 
resultante en ambos casos, dictada por el resultado de la ruta seleccionada, 
dado los parámetros mostrados sobre la topología. El camino resultante se 
define como una lista JSON, mostrada sobre estas líneas que va desde el 
punto origen al punto destino, según el orden de saltos por nombre de switch o 
DPID y el correspondiente par de puertos. 
En los experimentos de los casos 1 y 2, el ancho de banda máximo teórico 
entre ambas rutas de Cliente 1 - Servidor 1 y Cliente 2 - Servidor 2, es de 19,0 
Mbits/seg ~ 19,4 Mbits/seg. La Figura 62 y Figura 63 muestran los resultados 
de los experimentos: 
- Experimento 1 - Enrutado sin mecanismo de cola: La Figura 62 presenta 
los resultados del experimento 1. Sin colas, ambos flujos se comportan 
como tráfico tipo Best-Effort, compartiendo un mismo puerto y el ancho 
de banda disponible por enlace. Por ejemplo, para el Cliente 1 y el 
Servidor 1, el flujo UDP no presenta garantía alguna de calidad, con una 
velocidad de bits de 13,1 Mbits/seg media, que aún así, no cumple con 
los requerimientos de la solicitud de calidad de servicio, ya que contiene 
picos traspasan el mínimo establecido de la restricción de 10 Mbits 
solicitada. Además de sufre de un retraso medio de 0,32mseg. y un 33% 
de pérdida de paquetes. Mientras el tráfico UDP presenta fluctuaciones 
más severas, el tráfico TCP es más estable, incluso el flujo TCP entre 
Cliente 2 y Servidor 2 es el único en cumplir el requerimiento mínimo de 
10 Mbits. 
174 
 
 
 
Figura 62: Resultados experimento 1: Caudal (Mb/s) frente Tiempo (s) 
 
- Experimento 2- Enrutado QoS con mecanismo de cola: Este 
experimento simula una red transitada donde los enlaces contienen 
suficiente ancho de banda disponible para el caudal máximo de uno de 
los flujos simulados. La Figura 63 muestra el resultado del experimento 
utilizando el mecanismo de aplicación de colas que garantiza la QoS 
requerida. Los resultados muestran que mientras el flujo de QoS UDP 
presenta fluctuaciones más fuertes, cumple con los requisitos mínimos 
de calidad de servicio, excepto por un solo pico inferior máximo de ~8 
Mbits/seg. Aquí UDP se beneficia más de las colas, ya que muestra una 
tasa de bits con un promedio de 15,9 Mbits/seg, un 4,1% de porcentaje 
de pérdida de paquetes, y un retraso medio de 0.036ms, aprovechando 
el ancho de banda disponible del enlace. Sin embargo, el flujo de QoS 
TCP presenta una tasa de bits más estable con una media de 15,3 
Mbits/seg y menos fluctuaciones, cumpliendo perfectamente los 
requerimientos QoS pero con unos resultados un poco más bajos que 
los de los flujos UDP. La diferencia de los TCP proviene de los 
protocolos propios del TCP tal como el umbral de congestión, usado 
para evitar la congestión. Este resultado se traduce en un menor 
porcentaje de pérdida de paquetes y jitter, gracias a sus mecanismos de 
control implícitos. 
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Figura 63: Resultados Experimento 2: Caudal (Mb/s) frente Tiempo (s) 
 
En el experimento del caso 3, el ancho de banda máximo teórico entre ambas 
rutas de Cliente 1 - Servidor 1 y Cliente 2 - Servidor 2, es de 14,3 Mbits/seg ~ 
14,6 Mbits/seg. La Figura muestra los resultados del experimento: 
 
- Experimento 3 – Enrutado QoS en un escenario prácticamente 
congestionado: Este experimento presenta una red mucho más ocupada 
por tráfico que los casos anteriores. Los enlaces disponen de un 
pequeño porcentaje de capacidad libre, y se encuentran en un estado 
cerca de la congestión. 
A diferencia del segundo experimento, la Figura 64 muestra que el flujo 
TCP QoS cumple con los requisitos QoS debido a los controles de 
congestión del mismo protocolo TCP, y las gráficas de este flujo 
presentan menores fluctuaciones a una mayor frecuencia. Por otro lado, 
el flujo UDP QoS toma ventaja en este caso sobre el flujo TCP QoS, 
mostrando mayores fluctuaciones pero con menor frecuencia. Tanto el 
flujo UDP QoS como el flujo TCP QoS logran cumplir con los requisitos 
de garantía mínima de QoS, salvo por un único punto que rebasa el 
mínimo solicitado, en el pico mínimo mostrado en la gráfica, de ~6.5 
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Mbits/seg. El flujo QoS UDP y el flujo TCP QoS consiguen una tasa de 
bits media de 13 Mbits/seg y de 9,1 Mbits/seg respectivamente. Además, 
la utilización del enlace afecta severamente el rendimiento de los flujos, 
siendo el flujo QoS UDP el más afectado por una pérdida de paquetes 
del 28% y un retardo de 2,05 mseg de media. El tráfico Best-Effort es el 
más afectado debida la situación de los enlaces, siendo el tráfico UDP 
BE el más castigado. En este tipo de casos, no se puede asegurar el 
equilibrio entre los dos tipos de tráfico para garantizar un estado de QoS, 
por lo que el tráfico Best-Effort puede verse estrangulado por el tráfico 
QoS. 
 
 
Figura 64: Resultados Experimento 3: Caudal (Mb/s) frente Tiempo (s) 
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11. Conclusiones 
Este capítulo detalla las principales conclusiones obtenidas tras el análisis de 
los experimentos con la aplicación Pathfinder. También se explican las 
conclusiones del proyecto TFG que engloba todo el proceso de investigación y 
el desarrollo de las soluciones que propone la aplicación Pathfinder para 
cumplir con los principales objetivos del proyecto: aprovisionamiento de QoS 
como servicio, gestión y control de QoS, en redes SDN. 
Una de las oportunidades más interesantes que ofrecen las SDN son las 
aplicaciones que se pueden crear para introducir nuevas funcionalidades, 
herramientas y servicios en una red programable por software. Con OpenFlow 
como un protocolo de SDN, se pueden crear aplicaciones conscientes 
montadas sobre el controlador SDN, que pueden comunicarse, y que junto con 
el controlador de red pueden gestionar y proporcionar recursos de red. Los 
experimentos realizados muestran que la SDNApp Pathfinder es capaz de 
aprovisionar estado QoS en el tráfico de la red, como un servicio bajo 
demanda, basándose en los requerimientos de calidad de servicio (QoS) 
solicitados principalmente por servicios y aplicaciones ROIA. Permite 
proporcionar QoS en tiempo real basada en cálculos de enrutamiento de una 
restricción de ancho de banda mínimo y de parámetros QoS aditivos 
soportados por OpenFlow, mediante el control de los recursos de la red y la 
aplicación de mecanismos de colas. 
Los experimentos demuestran cómo la aplicación es capaz de gestionar y 
controlar rutas, diferenciar el tráfico y cómo el mecanismo de colas es capaz de 
introducir un estado QoS mínimo garantizado en los flujos de paquetes según 
el tráfico en que se clasifican. Sin embargo, el control de las garantías de QoS 
se muestra muy limitado al estado de los recursos de los propios enlaces de la 
infraestructura de la red, y de la posible congestión, como también de la 
saturación de los puertos. Como se mostraba en los dos primeros casos de 
experimentación, Pathfinder depende de los mecanismos de colas para poder 
garantizar QoS, pero a la vez, el mecanismo de colas necesita un cálculo 
eficiente de rutas donde aplicar las técnicas del mecanismo, ya que la calidad 
puede verse gravemente afectada según el estado del enlace de las rutas 
indicadas. Por ello, los experimentos mostrados anteriormente son decisivos 
para la comprobación de la eficacia de las soluciones de Pathfinder en 
escenarios muy frecuentes. 
Tal y como muestran las gráficas de los resultados, el enfoque del algoritmo 
central “Less-greedy”, muestra un comportamiento de equilibrio cuando se 
aplican los mecanismos de cola en las rutas resultantes. Se puede comprobar 
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que los flujos TCP consumen una porción equitativa de los recursos disponibles 
en la red, y que salvo momentos puntuales, el tráfico QoS con prioridad 
proporcionada por las colas, no interrumpe o estrangula el tráfico Best-Effort. 
Además, a estos resultados hay que sumarles el empleo de los módulos 
paralelos de Pathfinder, como el módulo de monitorización y eventos, que se 
implica en el control de los flujos para mantener un estado de QoS garantizado, 
y que a la vez intenta equilibrar el uso de recursos con la reconfiguración de 
rutas a partir de sucesos o eventos detectados. 
Para evitar los posibles problemas que amenazan con la inestabilidad del 
estado de QoS, es muy importante el despliegue de mecanismos de 
monitorización y técnicas de control, como las que propone el conjunto de 
Pathfinder. Es importante destacar que la aplicación Pathfinder se encuentra en 
un estado experimental, ya que es una aplicación destinada a ser integrada en 
una capa de control NCL dentro de un proyecto aún mayor, OFERTIE, tal y 
como se explicaba en el primer capítulo de esta documentación. Tras los 
resultados obtenidos, los objetivos especificados en este proyecto TFG se 
consideran alcanzados, sin embargo, tal y como se explica en el siguiente 
capítulo, aún falta por realizar experimentos con Pathfinder sobre una 
infraestructura de pruebas real.  
Además, la SDNApp Pathfinder nos ofrece la oportunidad de desarrollar 
nuevas funcionalidades basadas en QoS, otros algoritmos de cálculo 
específicos para satisfacer ciertas demandas de las aplicaciones en tiempo 
real, y gracias a sus técnicas de abstracción de la topología de red, permite la 
aplicación de funciones de cálculo sobre la red que posteriormente pueden 
comunicarse al controlador SDN, juntamente con otros módulos SDNApps, con 
diversos fines, y entre ellos, para monitorizar y recopilar información de red 
necesaria para controlar y gestionar los caminos de QoS.  
A continuación, en el último capítulo que recoge la documentación del proyecto 
TFG, se muestran algunos detalles sobre el futuro trabajo y cambios que 
Pathfinder aún está por experimentar, en el reciente entorno de las redes 
programables SDN y sus nuevas tecnologías, aún muy tempranas, pero que 
poco a poco avanzan ofreciendo una gran variedad de ventajas en el mundo de 
la investigación e innovación del Internet del Futuro. 
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12. Trabajo futuro 
El desarrollo del proyecto de Pathfinder, tanto por el punto de vista del proyecto 
TFG o el del proyecto para OFERTIE, el concepto de las SDN ha 
proporcionado una gran variedad de oportunidades en el aprendizaje y en la 
investigación de soluciones innovadoras. El desarrollo de Pathfinder supone el 
principio de lo que puede llegar a ser la introducción de recursos y capacidades 
como servicios en una red. Además, Pathfinder y el entorno en el que se 
desarrolla ofrece gran variedad de oportunidades para la introducción de 
nuevas funciones que pueden enriquecer su funcionamiento y a la vez 
proporcionar un servicio de QoS mucho más completo. Estas oportunidades 
inspiran para seguir trabajando en las mejoras de la aplicación y su algoritmo, 
que incluyen el proceso de cálculo para las solicitudes de QoS que requieren 
más de un tipo de restricción, y que no se depende solo de los parámetros 
proporcionados por el protocolo OpenFlow. Como se comentaba anteriormente, 
el algoritmo central de Pathfinder se pondrá a prueba en un verdadero banco 
de pruebas como OFELIA o FIBRE, y en un escenario de múltiples dominios 
OpenFlow para ampliar la eficiencia de toda la solución. 
A parte de las pruebas en entornos reales, tal y como se explicaba en la 
introducción de la documentación de este proyecto, Pathfinder se adaptará y se 
integrará dentro de la capa de control NCL implementada dentro del framework 
OpenNaaS para el proyecto OFERTIE. 
Más allá del futuro planeado para Pathfinder y su conjunto de soluciones, 
existen también dos propuestas de mejora de la aplicación, las cuales se 
detallan a continuación. La primera propuesta se trata de la seguridad y el 
control de acuerdos de QoS, mientras que la segunda propuesta, es la 
capacidad de crear instanciaciones de la topología de la red para la aplicación 
de Pathfinder en entornos SDN multi-dominio. 
 
 
12.1 Implementación de seguridad 
Una de las funciones de las que precisa un servicio de QoS es la gestión de los 
acuerdos del nivel de servicio, y que a su vez, exista ciertos niveles de 
seguridad para la autenticación de los clientes. Mientras que el prototipo 
experimental de Pathfinder contiene varias funciones de gestión directa del 
aprovisionamiento de QoS, no incluye funciones de seguridad relacionada con 
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las peticiones QoS-Request ni una base de datos donde consultar qué 
servicios puede solicitar un cliente. 
Gracias a la arquitectura modular de Pathfinder, dichas funciones de seguridad 
son posibles de implementar en un módulo paralelo en el conjunto de 
soluciones que conforman la SDNApp Pathfinder. Como muestra la Figura 65, 
un módulo SLAManager puede encargase de las funciones de seguridad y 
recepción de solicitudes QoS-Request. Las solicitudes de QoS enviadas por las 
aplicaciones ROIA pueden enviarse al nuevo módulo, el cual debe contener 
una base de datos de los clientes registrados con sus SLA asignados. Con 
esto, se puede comprobar que dicho cliente está autorizado a realizar 
solicitudes QoS, y con qué nivel de SLA se le puede ofrecer servicios de QoS. 
Además, es posible introducir una función de autentificación de los clientes con 
el uso de contraseñas. Para todo ello, se debería introducir dos nuevos campos 
de datos en la petición QoS-Request: El SLA donde se detalle el nombre de 
usuario y el acuerdo contratado, y la contraseña para la autenticación del 
cliente. Por otro lado, será necesario adaptar las interfaces de comunicación 
internas de Pathfinder para introducir estas nuevas funciones. 
 
Controlador SDN
API REST / Northbound
SDNApp
QoS Pathfinder
Cache de 
QoSRequest
SLAManager
Petición de QoS (QOSRequest):
Identificador
Dirección IP origen
Dirección IP destino
Parámetros QoS
Flag de réplica
SLA
Contraseña
 
Figura 65: Esquema de la introducción de seguridad en Pathfinder 
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12.2 Redes SDN: Multi-Dominio 
Uno de los problemas que presenta la versión experimental de Pathfinder en el 
proyecto actual, es que no soporta el funcionamiento en redes SDN multi-
dominio. Por lo tanto, uno de los objetivos para el futuro es la integración de 
soluciones capaces de funcionar en entornos multi-dominio.  
Aunque las SDN aún se encuentran en un estado muy temprano en relación a 
los multi-dominios con múltiples controladores, es importante tener en cuenta 
que en un futuro las redes SDN estarán compuestas por diferentes dominios 
gobernados y administrados por empresas y entidades distintas. Claro ejemplo 
es el mostrado por la Figura 66, donde dos dominios OpenFlow se encuentran 
conectados y administrados por su propio controlador. En este ejemplo se 
puede decir que los dos dominios pertenecen a proveedores ISP distintos. Aun 
siendo un ejemplo, este escenario puede corresponder a un escenario realista 
en un futuro en el empleo de las SDN. 
 
Multi-dominio de 
redes Openflow
Controlador Openflow
Cliente Servidor de
aplicaciones
 y servicios
Controlador Openflow
Plataforma SDN
 
Figura 66: Caso de ejemplo de una topología multi-dominio de redes OpenFlow 
 
Una de las soluciones que ofrece Pathfinder es el uso de la estructura de datos 
basada en grafos proporcionada por las librerías NetworkX. A través de estas 
técnicas de abstracción de topologías, es posible elevar el nivel de abstracción 
para crear instancias de la estructura de datos que representa una 
infraestructura de red subyacente a cada controlador de cada dominio. Con la 
debida implementación, es posible obtener la topología de cada dominio, y a la 
vez, la abstracción de estas topologías comunicarlas a una instancia de 
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Pathfinder en un nivel superior. Las Figuras 67 y 68 muestran el procedimiento 
para este tipo de aplicación de Pathfinder en múltiples dominios. 
Como se mostraba en el apartado de abstracción y grafos, Pathfinder obtiene 
la topología de la red subyacente a través del controlador del dominio (Figura 
67). Cada controlador tan solo es capaz de supervisar su propio dominio, pero 
con las interfaces adecuadas, sería posible establecer la comunicación entre 
controladores y las aplicaciones desplegadas sobre los controladores. Una 
plataforma como OpenNaaS, puede albergar diferentes controladores SDN que 
pueden hacer a la vez de proxys en un dominio OpenFlow. 
 
Multi-dominio de 
redes Openflow
Cliente Servidor de
aplicaciones
 y servicios
Plataforma SDN
Controlador Openflow Controlador Openflow
 Figura 
67: Visión global de los elementos de la topología de red multi-dominio 
 
Si cada dominio despliega una instancia de Pathfinder, sería posible comunicar 
a una plataforma de orquestación la abstracción de cada dominio de red y la 
información del cálculo de rutas en cada dominio. A su vez, esta información 
sería posible comunicarla a una instancia de Pathfinder desplegada en la 
plataforma de orquestación, y realizar las funciones de cálculo de ruta a través 
de los datos obtenidos y la misma abstracción de los dos dominios, como se 
muestra en la Figura 68:  
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Grafo de topología 
Multi-dominio de 
redes OpenFlow
Grafo de instancias 
Multi-dominio de 
redes OpenFlow
s1
s2
s4
s3
s1
s2
s4
s3
d1 d2
Dominio 1 
gestionado por 
Controlador OF 1
Dominio de instancias de 
dominios gestionado por 
Plataforma OF
Controlador 1 Openflow
Plataforma SDN
Controlador 2 Openflow
Dominio 2 
gestionado por 
Controlador OF 2
 
Figura 68: Propuesta de sistema de instanciación de la abstracción de 
topologías de red para el cálculo de rutas en escenarios multi-dominio SDN y 
OpenFlow 
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