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Nous exploitons un modèle général d’architecture distribuée multi-agents pour la gestion
de l’information en temps réel, afin de réaliser une application pour la répartition et le routage
dynamique de véhicules. Ici, des requêtes de clients sont reçues de façon continue au cours
de la journée et doivent être incorporées au sein des routes planifiées des véhicules de façon
minimiser les coûts d’exploitation (i.e., temps total de parcours) et maximiser la satisfaction
des clients (i.e., respecter leur fenêtre de temps). Les temps de parcours entre les clients
sont dynamiques, et ne sont pas connus de façon certaine au moment de la génération
des routes planifiées. Un agent “répartiteur” réalise la fonction d’affectation des nouvelles
requêtes au sein des routes tandis que des agents subalternes fournissent des informations
en temps réel sur la situation courante de répartition.
Des simulations sont réalisées afin d’évaluer les mérites de différentes stratégies de
répartition.
Mots-clés Répartition et routage de véhicules en temps réel, fenêtres de temps, temps
de parcours dynamiques, application distribuée, Java RMI.
Abstract
We specialize a generic distributed multi-agent architecture for real time information
management to address a dynamic vehicle routing and dispatching probem. Here, customers
requests are received continuously over the day and must be assigned and inserted into the
vehicles planned routes at minimum cost. In our case, the cost is related to the total travel
time plus a penalty for lateness at customer locations. The innovative feature of our work is
that travel times between customers are dynamic and are influenced by different unexpected
events on the transportation network. Various dispatching strategies for reacting to these
unexpected events are considered.
In our implementation, a dispatcher agent assigns new requests to vehicles, while su
bordinate agents provide information in real time on the current dispatching environment.
Simulations are carried out in order to evaluate the merits of the proposed dispatching
strategies.
Key-words : Dynamic vehicle routing and dispatching, time windows, dynamic travel
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Les problèmes de routage et répartition dynamique de véhicules consistent à déterminer
un ensemble de routes de coût minimal qui satisfont certaines contraintes d’opération,
comme la capacité des véhicules, les fenêtres de temps pour la cueillette ou la livraison aux
clients, etc.
De nos jours, l’économie mondiale s’oriente de plus en plus vers l’ouverture. Cette nou
velle tendance rend la gestion efficace des ressources de plus en plus importante. Notons
que chaque petite amélioration dans les techniques de résolution de ces problèmes peut
avoir un impact majeur sur tous les clients, parce que les coûts pour les services logistiques
constituent une fraction non négligeable du prix des marchandises qu’ils achètent.
Les problèmes de routage peuvent se diviser en deux grandes classes : les problèmes
INTRODUCTION 2
statiques et les problèmes dynamiques (temps réel, en ligne). Dans les problèmes statiques,
l’information est connue avant que les routes ne soient exécutées. Par contre, dans les
problèmes dynamiques, l’information est révélée au fur et mesure que le temps avance. Un
tel scénario temps réel devient de plus en plus commun aujourd’hui, et sera certainement
encore plus répandu dans le futur.
Les progrès dans les techniques de l’information et de la communication (e.g., positionne
ment par satellite, téléphonie cellulaire, télé-détéction, systèmes d’information géographique,
etc.) permettent d’obtenir une grande quantité d’informations en temps réel plus facilement.
De plus, l’augmentation de la vitesse de calcul et le traitement distribué offrent de nouvelles
possibilités pour l’élaboration de méthodologies capables de transiger avec la composante
“dynamique” de ces problèmes. Ce mémoire s’inscrit dans le cadre de cette nouvelle direction
de recherche, puisque nous nous intéressons tout particulièrement aux aspects dynamiques
des problèmes de routage.
1.2 Description du problème
Dans ce mémoire, le problème considéré s’inspire des problèmes rencontrés dans les
systèmes de courier rapide. Il s’agit essentiellement de problèmes de cueillette, sans contraintes
de capacité, mais avec fenêtres de temps aux clients. Une description précise du problème
est fournie au Chapitre 3, mais les caractéristiques principales sont les suivantes
Étant donné une flotte de véhicules et des requêtes qui arrivent de façon continue au cours
de la journée, le but est d’intégrer chaque nouvelle requête coût minimum aux routes
courantes. De plus,
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1. Les routes des véhicules commencent et se terminent à un dépôt central.
2. Chaque véhicule dessert seulement une route.
3. Chaque requête est desservie une seule fois par un seul véhicule.
4. La capacité est infinie (parce que les items transportés sont petits).
5. Chaque client ou point de service i a sa propre fenêtre de temps te, 1f], où e est
le temps de début de service au plus tôt et t est le temps de début de service au
plus tard. Ces fenêtres de temps sont souples, moyennant une pénalité au niveau de
l’objectif.
6. L’objectif consiste à minimiser le temps de parcours total des véhicules plus une
pénalité liée à la violation des fenêtres de temps (voir Chapitre 3).
Dans un contexte dynamique, une route pour un véhicule se divise à tout moment en
trois parties
1. La portion de route déjà exécutée (qui ne peut plus être optimisée).
2. Le mouvement courant du véhicule vers sa destination courante.
3. La route planifiée, qui est constituée par l’ensemble des requêtes affectées au véhicule
mais non encore desservies par ce véhicule (cette partie peut être optimisée).
Lorsqu’une nouvelle requête arrive, elle ne peut évidemment être insérée que dans la
route planifiée. Dans ce mémoire, nous explorons différentes façons de réagir et de réajuster












1.3 Organisation du mémoire
Hormis ce chapitre, ce mémoire se compose de quatre autres chapitres.
Le chapitre 2 est une revue de la littérature portant sur les problèmes de routage et répartition
dynamique de véhicules.
Le chapitre 3 constitue le corps du mémoire. Il s’agit d’un article soumis à European Journal
of Operational Research qui décrit différentes façons de réagir et de réajuster la solution
planifiée lorsque des événements inattendus empêchent le véhicule de se présenter à sa
destination courante au moment prévu. Dans le problème qui nous intéresse, on retrouve
donc à la fois des arrivées dynamiques de requêtes et des temps de parcours dynamiques.
À notre connaissance, c’est la première fois que ces deux types d’événements sont tenus en
compte dans un algorithme de répartition.
Le chapitre 4 porte sur l’implantation du modèle décrit au chapitre 3. Le code s’intègre dans
un cadre général fondé sur une architecture distribuée multi-agents.
Le chapitre 5 résume les principales contributions du mémoire et propose quelques ave
nues de recherche qu’il serait pertinent d’explorer. En particulier, une nouvelle version du
modèle présenté au chapitre 3 est proposée, où l’on suppose qu’un événement imprévu est
communiqué au répartiteur dès qu’il survient.
Chapitre 2
Revue de littérature
Le routage et la répartition dynamique de véhicules représente une vaste classe de
problèmes où des informations sont révélées en temps réel au planificateur. Ces problèmes
ont été étudiés en recherche opérationnelle avec grand intérêt au cours des dernières années.
D’ailleurs, il existe probablement autant de variantes de ces problèmes que d’applications
pratiques dans le monde réel. Dans ce chapitre, nous passons en revue les travaux réalisés
en routage et répartition dynamique de véhicules. D’abord, nous présentons les différences
principales entre les problèmes statiques et dynamiques. Ensuite, nous présentons un certain
nombre d’applications pratiques. Dans la troisième partie, nous discutons de la mesure du
degré de dynamisme d’un problème. En dernière partie, nous abordons les méthodologies
générales adoptées pour traiter de l’aspect dynamique de ces problèmes.
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2.1 Différences entre les problèmes statiques et dy
namiques
Dans cette section, nous établissons des distinctions entre le problème dynamique de rou
tage de véhicules et le problème statique. Plus précisément, dans le problème dynamique,
on retrouve les caractéristiques suivantes
1. La dimension temporelle est essentielle. Dans la version dynamique, de nou
velles informations sur le problème sont révélées, telles l’arrivée de nouvelles requêtes,
à mesure que le temps passe et que les routes courantes sont exécutées.
2. L’information sur le futur est imprécise ou bien inconnue. Dans le problème
dynamique, des événements aléatoires se produisent. Au mieux, on a une connaissance
probabiliste de ces événements. Celà s’oppose au problème statique où toutes les in
formations nécessaires à la résolution sont connues avec certitude.
3. Les événements à court terme sont plus importants. Dans le problème
dynamique, les événements à court terme sont plus importants que ceux à plus long
terme. Par exemple, des requêtes dont la fenêtre de temps est relativement éloignée
par rapport au temps courant peuvent être temporairement mises de côté, car des
événements subséquents sont susceptibles de modifier la situation et rendre caduque
toute affectation qui serait faite immédiatement.
4. le problème est plus ouvert. Au contraire du problème statique qui est bien balisé,
le problème dynamique est de nature plus ouverte. Par exemple, la route courante
planifiée peut ne pas se terminer au dépôt, mais plutôt au dernier client visité dans
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la route courante, parce que le chauffeur retourne ensuite directement à son domicile
avec le véhicule.
5. Des mécanismes de mise à jour de l’information sont essentiels. Les
entrées d’un problème de routage dynamique de véhicule sont soumises à des chan
gements continuels pendant la journée d’opération. Il est donc essentiel que des
mécanismes de mise à jour de l’information soient intégrés dans la méthode de
résolution.
6. La remise en question de décisions antérieures est essentielle. L’arrivée
de nouveaux événements force le répartiteur à reconsidérer ses décisions antérieures,
par exemple en modifiant l’affectation des clients ou le séquencement des clients dans
les routes planifées courantes, pour répondre à la nouvelle situation.
Z. Des temps de calcul plus rapides sont nécessaires. Dans les problèmes dyna
miques, des temps de réponse rapides sont importants, car les événements peuvent se
produire à intervalles rapprochés (dépendant du degré de dynamisme du problème).
On fait donc appel le plus souvent à des heuristiques afin d’ajuster la solution planifiée.
De plus, un traitement distribué où plusieurs composantes du système collaborent en
semble, peut apporter une contribution importante à la réduction des temps de calcul.
8. La fonction objective est souvent différente. La fonction objective peut, par
exemple, introduire des éléments qui ont pour but d’exploiter une certaine connais
sance probabiliste des événements futurs. Ceci n’a évidemment aucun sens dans un
contexte statique.
9. Les contraintes de temps sont souvent traitées de façon différente. Dans
un contexte dynamique, on tolère souvent des écarts par rapport à la fenêtre de temps
associée au client. Cette contrainte est donc en général traitée de façon plus souple.
REVUE DE LITTÉRATURE 9
10. Des considérations de type file d’attente peuvent être utiles. Si le nombre
de requêtes dépasse un seuil, le système devient congestionné comme dans un système
de file d’attente. Bien que le routage de véhicules et les systèmes de file d’attente
soient deux disciplines bien étudiés dans la littérature, peu d’études touchent leur
interface.
2.2 Quelques applications en routage et répartition
de véhicules
Les principales applications reliées au routage et à la répartition de véhicules sont les
suivantes
2.2.1 Problèmes de transport sur demande (“dial-a-ride”)
Dans ce problème, une flotte de véhicules avec contraintes de capacité assure le transport
de clients ayant des besoins particuliers (e.g., personnes âgées ou handicapées, transport
scolaire, etc...). Chaque client a un point de cueillette et un point de livraison. Une fenêtre
de temps est associée au point de cueillette, au point de livraison ou aux deux. Dans
cette application, il est très important que les contraintes de capacité des véhicules soient
respectées.
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2.2.2 Services de courrier rapide
Les services de courrier rapide opèrent généralement dans une région dont le périmètre
est limité (e.g. une zone urbaine). Les caractéristiques de ce problème sont semblables
celles des problèmes de transport sur demande, sauf qu’il n’y a pas de contraintes de
capacité (en effet, les colis et lettres transportés sont de petite taille). De plus, on peut
oublier certaines considérations associées au transport de personnes, comme la durée du
trajet entre le point de cueillette et le point de livraison.
2.2.3 Services de réparation
Ces problèmes sont souvent abordés comme des problèmes de file d’attente avec serveurs
mobiles. En effet, le temps de service est typiquement beaucoup plus long que dans les
applications précédentes et présente également une variance importante d’un client un
autre. Par ailleurs, les fenêtres de temps sont souvent déterminées par la compagnie offrant
le service de réparation plutôt que par les clients. Il faut aussi noter que chaque client
est associé un seul point de service. Plusieurs applications pratiques s’inscrivent dans ce
cadre. Notons, en particulier, les compagnies de service public (i.e. électricité, gaz, eau,
égout, etc.).
2.2.4 Services de courrier international (portion locale)
Dans ces problèmes, une camionnette doit ramasser le courrier différents points de
cueillette dans une zone locale restreinte pour ensuite le retourner un dépôt central, où le
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courrier sera ultérieurement traité (pour envoi international). Ce problème est semblable aux
problèmes rencontrés dans les services de courrier rapide intra-urbains évoqués plus haut,
sauf que chaque client est associé ici à un seul point de service.
2.2.5 Services d’urgence
Les services d’urgence correspondent aux patrouilles de police, aux services de pompiers,
ambulances et services de taxi. Dans ces applications, une flotte de véhicules doit servir un
ensemble de clients dans une zone géographique donnée. Les caractéristiques principales de
ces problèmes sont l’urgence des requêtes et le fait que chaque véhicule doit servir un seul
client à la fois (i.e., pas de consolidation des requêtes au sein d’un véhicule).
2.3 Degré de dynamisme
Il est important de pouvoir mesurer la performance d’un système de routage dynamique
de véhicules. À l’opposé du problème de routage statique, la performance du problème
dynamique dépend non seulement du nombre de clients et de leur distribution mais aussi
du nombre d’événements dynamiques, du moment où ces événements ont lieu et des temps
entre l’arrivée de deux événements.. Donc, une mesure simple pour décrire le dynamisme du
système a une valeur importante quand on veut examiner la performance d’un algorithme
spécifique dans des conditions variées. Dans cette section, nous discutons de mesures pour
décrire le dynamisme d’un système de routage dynamique de véhicules [23].
Le degré de dynamisme d’un problème est fonction de deux éléments. Le premier est
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la fréquence des changements dans les entrées du problème, alors que la deuxième est la
rapidité avec laquelle il faut prendre les décisions.
Fréquence des changements des in formations. Il en existe deux types. Le premier type
est la fréquence d’apparition des nouvelles requêtes. Ainsi, plus la fréquence est élevée, plus
le degré de dynamisme est élevé. Le second type est le degré de “stochasticité” des attributs
des nouvelles requêtes (i.e., date d’arrivée, date de début de service, largeur de la fenêtre
de temps, demande, etc...). Ainsi, plus ces attributs varient d’un client à un autre et d’une
période à l’autre, plus le degré de dynamisme du problème est élevé.
Rapidité avec laquelle une décision doit être prise. Ceci correspond au délai entre la date
d’apparition d’une requête et le temps de début de service. La Figure 2.1 présente deux
scénarios pour un problème avec fenêtres de temps. Dans le scénario C, la fenêtre de temps
[e, l] d’un client i 1, 2 est plus large par rapport aux fenêtres dans le scénario D. Mais,
plus encore, le délai entre la date d’arrivée de la requête r et la date de début de service au
plus tard l est plus long dans le scénario C que dans le scénario D. Clairement, le scénario
C est préférable pour le répartiteur, parce qu’il dispose de plus de marge de manoeuvre
pour prendre une décision et qu’il y a plus de place pour insérer une requête [32]. Dans la
prochaine section, nous classerons les problèmes présentés dans la section 2.2 en fonction
de leur degré de dynamisme, qui est soit faible, moyen ou élevé.
. Dynamisme faible. Cette catégorie inclut les problèmes de réparation à domicile et
les problèmes de transport sur demande. Dans ces problèmes, une majorité de clients sont
connus au moment de la construction de la route. En outre, dans les services de réparation
à domicile les fenêtres de temps, sont souvent déterminées par la compagnie plutôt que
par les clients. Ainsi l’impact de la composante “temps réel” du problème est faible. Par
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FIG. 2.1 — Degré de dynamisme avec fenêtres de temps
ailleurs, dans les problèmes de transport sur demande, les personnes faisant appel ces
services doivent normalement planifier l’avance les dates de leurs déplacements. Donc le
pourcentage de requêtes dynamiques est assez faible.
• Dynamisme moyen. Cette catégorie comprend en particulier les services de courrier
international (portion locale). Dans ces problèmes, les requêtes dynamiques constituent une
portion considérable du nombre total de requêtes servies dans une journée. Mais leur dégré
d’urgence n’est pas aussi important que dans le cas des applications avec dynamisme élevé
(voir plus bas).
• Dynamisme élevé. Cette catégorie inclut les services de courrier rapide intra-urbains
et les services d’urgence. Ces applications sont caractérisées par la vitesse rapide de chan
gement des données et le degré d’urgence des requêtes reçus.
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2.4 Méthodologies générales de résolution
Dans cette section, nous abordons les principales approches de résolution proposées dans
la littérature récente pour aborder les probèmes dynamiques de routage.
2.4.1 Adaptation d’algorithmes statiques
Cette approche est souvent fondée sur la notation d’horizon fuyant (“rolling horizon”), Il
s’agit ici de résoudre, pour chaque nouvelle entrée, un problème statique basé sur les données
connues avec certitude à l’intérieur de l’horizon fuyant (par exemple, on optimise les routes
sur la base des requêtes reçues jusqu’à date et dont la fenêtre de temps est suffisamment
rapprochée dans le temps). Un tel problème statique doit donc être résolu à chaque fois
qu’un nouvel événement survient. L’avantage de cette approche est qu’elle repose sur des
méthodes qui ont déjà été développées pour résoudre des problèmes statiques. Par exemple,
dans [46], un algorithme de programmation dynamique qui traite un problème statique de
transport sur demande avec un seul véhicule et sans fenêtre de temps a été adapté au cas
dynamique. Cet algorithme est appliqué de façon répétitive à chaque fois qu’une nouvelle
requête survient. Toutefois, à cause de la complexité exponentielle de la programmation
dynamique, seuls de petits problèmes peuvent être traités. Ceci illustre l’importance de faire
appel à des méthodes qui, même si elles ont été développées dans un contexte statique,
sont suffisamment rapides.
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2.4.2 Méthodes d’insertion
Cette approche appartient en fait à la catégorie précédente, mais vu son importance
pratique, nous la distinguons ici. Le mécanisme général consiste à introduire chaque nouvelle
requête à l’intérieur des routes courantes en l’insérant à moindre coût entre deux clients
consécutifs. Différentes régies peuvent être appliquées afin de choisir le meilleur endroit pour
l’insertion. L’avantage de l’approche est sa simplicité de conception et d’implantation, et
la facilité de tenir en compte divers types de contraintes. De plus, il s’agit d’une approche
très rapide qui se prête bien à un contexte dynamique. Par exemple, on retrouve une telle
approche dans [50] pour le transport des handicapés. Dans ce problème, la majorité des
requêtes sont connues à l’avance. Ainsi, les routes initiales basées sur les requêtes statiques
sont également construites à l’aide de la méthode d’insertion.
2.4.3 Recherche Tabou
La recherche Tabou est une technique de recherche locale itérative. Cette recherche com
mence par la génération d’une solution initiale. À chaque itération, on construit un voisinage
de la solution courante et on cherche la meilleure solution dans ce voisinage. Cette solution
devient ensuite la solution courante et la procédure est répétée à nouveau. À l’opposé d’une
méthode pure de descente, on permet une dégradation de l’objectif (si la meilleure solution
dans le voisinage est pire que la solution courante). Dans [16], la recherche tabou a été
appliquée à un problème de type courrier rapide intra-urbain. Les éléments principaux de
cet algorithme sont les suivants
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Mémoire adaptative
Une mémoire adaptative est utilisée pour sauvegarder les meilleures solutions rencontrées
antérieurement. Cette mémoire est ensuite utilisée afin de créer de nouvelles solutions de
départ pour la recherche tabou. Plus précisément, des routes appartenant des solutions
différentes en mémoire sont combinées afin de créer une nouvelle solution (on retrouve
une idée similaire dans les algorithmes génétiques). Cette mémoire adaptative permet une
diversification de la recherche, en lançant la recherche tabou partir de différents points de
départ dans l’espace des solutions.
Structure de voisinage
La structure de voisinage se fonde sur des échanges de type “CROSS exchanges”. Deux
séquences de clients de longueur arbitraire sont sélectionnés dans deux routes différentes
et sont ensuite échangées. Cette structure de voisinage est très puissante et, de plus, ne
modifie pas l’orientation des routes, ce qui est très souhaitable en présence de fenêtres de
temps.
Décomposition
L’algorithme tabou fait appel une procédure de décomposition où la solution courante,
soit l’ensemble des routes, est partitionnée en sous-ensembles de routes. Une recherche
tabou est ensuite appliquée chaque sous-ensemble. Cette approche permet de réaliser une
intensification de la recherche, car la recherche tabou s’attaque alors des sous-problèmes
plus petits.
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Parallélisme
Grce aux techniques de calcul parallèle, il est possible d’optimiser davantage entre
l’arrivée des événements dynamiques. Dans [16, 23], le parallélisme est réalisé à deux niveaux.
Premièrement, des fils (“threads”) de recherche sont exécutés en parallèle, à partir de
solutions de départ différentes, générées à l’aide de la mémoire adaptative. Deuxièmement,
à l’intérieur de chaque fil de recherche, des recherches tabou sont appliquées en parallèle à
chacun des sous-problèmes générés par la méthode de décomposition (présentée plus haut).
Etant donné la plate-forme disponible, en l’occurence un réseau de stations de travail,
un schéma maître-esclave a été retenu. Le maître gère la mémoire adaptative et crée les
solutions de départ pour les processus tabou esclaves.
Dans ce travail, deux types d’événements interrompent la procédure d’optimisation
1. L’arrivée d’une nouvelle requête.
2. La fin du service d’un véhicule à son client courant.
Quand une nouvelle requête arrive, les processus de recherche tabou sont arrêtés et
envoient leur meilleure solution au processus maître pour inclusion (possiblement) dans la
mémoire adaptative. Ensuite, la nouvelle requête est insérée dans chacune des solutions en
mémoire adaptative. Par la suite, de nouvelles solutions de départ sont générées à l’aide de
la mémoire adaptative afin de “repartir” les processus tabou.
Lorsqu’un véhicule a fini son service au client courant, on arrête aussi les processus de
recherche tabou. On indique alors au véhicule le prochain client à servir selon la meilleure
solution actuellement en mémoire adaptative. Les autres solutions dans la mémoire sont
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ensuite mises à jour et de nouvelles solutions de départ sont générées à l’aide de la mémoire
adaptative afin de “repartir” les processus tabou.
2.4.4 Méthodes stochastiques
Il est évidemment souhaitable d’intégrer les aspects dynamiques et stochastiques d’un
problème dans la modélisation même. La programmation stochastique et les modèles de
décision markoviens ouvrent une voie en ce sens. De plus, ces modèles permettent de
considérer la connaissance probabiliste que l’on a des événements futurs. Dans [37], par
exemple, on trouve un exemple d’un modèle de décision markovien pour un problème de
livraison. Malheureusement, ces approches sont encore relativement peu développées et
mènent la plupart du temps à des espaces de recherche de trop grande taille pour être ex
ploités efficacement. Ainsi, seules des applications de très petite taille sont rapportées dans
la littérature.
2.4.5 Méthodes basées sur la théorie des files d’attente
On peut trouver dans [7, 8] des travaux où l’on exploite la théorie des files d’attente
afin d’établir des politiques de routage dans des contextes dynamiques. Cette approche
est toutefois assez peu courante dans la littérature et se retrouve essentiellement dans les
travaux théoriques ayant pour but de décrire le comportement de certaines politiques lorsque
l’arrivée des requêtes est soumise à différentes distributions de probabilités.
Chapitre 3
Vehicle Routing and Scheduling
with Dynamic Travel Times
La référence de cet article est
Y. Xu, J.-Y. Potvin, and I. Benyahia, “Vehicle Routing and Scheduling with Dynamic Travel
Times”, soumis European Journal of Operational Research.
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Abstract The field of dynamic vehicle routing and scheduling is growing at a fast pace no
wadays, due to many potential applications in courier services, emergency services, truckload
and less-than-truckload trucking, and many others. In this paper, a dynamic vehicle routing
and scheduling problem with time windows is described where both real-time customer re
quests and dynamic travel times are considered. Different reactive dispatching strategies are
defined and compared through the setting of a single “tolerance” parameter. The results
show that some tolerance to deviations with the current planned solution usually leads to
better solutions.
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3.1 Introduction
Real-time vehicle routing and scheduling has been the subject of many studies during
the last few years, as reviewed in [12, 17, 42J. Different questions and issues arising from
a dynamic context are aiso discussed in [45, 461. Although some recent work handies
either dynamic customer requests or dynamic travel times, these two types of events have
seldom (if neyer) been addressed concurrently. In this paper, a simplified vehicle dispatching
environment is devised to analyze different reactive strategies in a context where both
dynamic customers and dynamic travel times occur.
This paper wiII demonstrate that “extreme” reactive strategies should be avoided when
facing dynamic travel times. Extreme refers here to either a reaction to any deviation with
the current planned solution or no reaction at ail. Some tolerance to deviations ieads to
better overali resuits, as shown in Section 3.5. This tolerance, however, depends on the
magnitude of the events.
3.2 The static problem
The problem is motivated from the management of local routes in international courier
services. This is a many-to-one type of problems where express mail is collected at different
customer locations and brought back to a central depot, for further shipping. The static
version of the problem can be characterized as an uncapacitated vehicle routing problem
with time windows (VRPTW), which is formally stated in the following.
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Graph.
We have a complete graph G = (V E) where V = {O, 1, 2, .., n} 15 the vertex set and
E is the edge set. Vertices i = 1, ..., n correspond to customers, whereas vertex O is the
depot. A non negative travel time tjj is associated with each edge (i,j) e E.
Customers.
Each customer i is characterized by a pick-up location, a service time s, a time window
[e, t] and a vehicle planned arrivaI time t. If t < e,, the vehicle bas to wait up to e before
servicing the customer. If t > l, a penalty is incurred in the objective.
Depot.
The depot s characterized by a location, a time window [eo, b] and a vehicle return time
t for each vehicle k e K, where K is the set of vehicles. The service time at the depot is
assumed to be = O.
Vehicles.
We have a fixed number of identical uncapacitated vehicles, where each vehicle, if used,
travels along a single route that starts and ends at the depot.
Objective.
The objective is to minimize, over aIl vehicles, a weighted summation of (1) travel time,
(2) sum of lateness at customer locations and (3) lateness at the depot. Given a solution
S
= UkI S’ where 3k = { s the sequence of customer locations visited by
vehicle k, with iÇ
=





= (a + a2 (t — + 3 (t — t)j
kEK p=1
where c, c and c3 are weighting parameters and (x — = max {O, x
— y}.
3.3 The dynamic problem
A dynamic version of the problem presented in section 3.2 is now considered. The
dynamic elements include both new request arrivais and dynamic travei times. These wiii
be described beiow, foliowed by a description of the system’s operating mode.
3.3.1 Dynamic elements
Customer requests
New requests continuously occur during the day and must be inserted into the current
pianned routes to minimize the additionai cost to the solution.
Ira vel times
Three different eiements are considered to set the travel time between two customer
iocations
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— Long term forecasts. These forecasts represent long-term trends that are known welI
in advance and are used to evaluate the planned routes. These forecasts are time
dependent as they vary depending on the time period (e.g. morning, lunch time,
afternoon). The time-dependent model proposed in [26] is used to calculate the route
schedule. In this model, the travel time calculation is updated each time a boundary
between two consecutive time periods is crossed to satisfy the FIFO property (i.e., a
vehicle leaving earlier must arrive earlier at destination).
— Short-term forecasts. When the vehicle is ready to depart from its current customer
location, the travel time to its next destination is modified by a random uniform
amount (positive or negative). This modification, which impacts the scheduling of
the planned route, represents short-term forecasts or nowcasts based on any new
information available at this time.
—
Dynamic perturbation. When the vehicle is ready to depart from its current customer
location, the travel time to its next destination is further modified by adding a value
generated with a normal probability law of mean O (and different standard deviations,
see Section 3.5). This perturbation represents any unforeseen events that may occur
along the current travel Ieg. This is known to the dispatching system only when the
vehicle arrives at its planned destination.
3.3.2 Operating mode
A number of assumptions about the system’s operating mode, which impact the algo
rithmic developments presented in the next section, are introduced here.
— A number of requests that have been received at the end of the day (but too late
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to be serviced the same day) are scheduled during the night for the next day. These
requests are said to be ‘static” as they are used to construct in advance a set of initial
planned routes.
— A central dispatching office receives the customer cails and manages the planned
routes.
— Communication between the drivers and the dispatch office takes place at customer
locations only.
— Drivers are informed of their next destination when they depart from a customer
location (i.e., they have no knowledge of their current planned route).
3.4 Dispatching algorithm
An insertion heuristic is used to dispatch requests to vehicle routes. In the following, we
first describe how the initial routes are generated using the set of static requests. Then, the
discrete-event simulation scheme used to handle dynamic events is described.
3.4.1 Initial solution
The algorithm for generating initial routes considers the static customer requests one by
one, in random order, and finds the insertion place with minimum additional cost.




2. While V8 O do
2.1 s — random selection in V8;
2.2 for each insertion place in S, find the one that minimizes Af
= J (S + s)—J (S)
and insert s at this place;
2.3 V8-V8-{s}.
As the number ofvehicles s fixed, there may be one or more vehicles with empty routes.
Accordingly, the insertion of customer s in some empty route is also considered in step 2.2.
The notation f($ + s) simply represents the solution cost after the insertion of customer s.
3.4.2 Solution construction.
Once the initial static routes are generated, the simulation of the operations day can
start. During the simulation, difFerent types of events trigger different types of responses.
These events are described below, using the following notation for each vehicle k e K.
- k the current destination.
- k the next customer location to be serviced (which may be different from see
below).
- (j + 1)k the successor of jlC
- TTLIC the tolerance time limit. If TTLk is exceeded, k removed from the route of
vehicle k and reassigned to some other route (see below).
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Occurrence of a new request
The new customer request s is inserted at minimum additionai cost into one of the
pianned routes (including empty routes), using the approach previousiy described in subsec
tion 3.4.1. If we assume that the chosen insertion place is in the route of vehicie k, then
the foilowing steps are performed
1. Sk$k+8;
2. Update the pianned arrivai time of s and ail foilowing locations in Sk.
TTLc is reached for some k e K.
The toierance time iimit on some vehicie route has been reached. Consequently, customer
k is removed from the toute of vehicie k and inserted at minimum additionai cost into the
route of another vehicie k’. Note that vehicle k must stiil reach its cutrent destination k,
without servicing it, before going to the next location (j + 1)k More ptecisely, the foliowing
steps are performed
1. Update route of vehicie k.
1.1 3k — {k}
1.2 k (j + 1)k. (k is now diffetent from k)
1.3 TTLk 4- (t + tf) — tjkjk.
2. Update route of vehicie k’.
2.1 Sk’4-Sk’+jk;
2.2 update the pianned arrivai time 0fk and ail foilowing locations in $k’
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Parameter tf corresponds to the maximum delay, with regard to the vehicie planned
arrivai, which can be to!erated before taking a reassignment action. Figure 3.1 provides an
illustrative example. Each customer location in this figure is labeled with the corresponding
planned arrivai time. We assume here that every customer is currentiy serviced within its time
window (so, there is no waiting time) and that the travel time between any two customer
locations is 5 time units. The vehicle is currently moving towards customer u and is expected
to reach it at time 10. The following customers y, w, z will be visited at time 15, 20 and
25, respectively. Assuming that tf is set to 1, customer u wili be moved to another route
if the vehicle does not arrive by the time 10 + 1 = 11. Customer y will aiso be moved
to another route at the same time. If the vehicle has stiil not reached location u at time
(20 + 1) — 5 = 16, then customer w will also be moved, as it is not possible for the vehicle
to reach w before time 20 + 1 = 21. The situation illustrated in the figure would thus occur
at any time t, 16 < t < 21 (with u = k and z
=
j”). After time 21, customer z would
also be moved to another route. Parameter tf is important as it ieads to different ways of
handling dynamic travel times. When tf = 0, the reaction is immediate : an action is taken
as soon as the vehicle does not arrive at the planned time. At the other end ofthe spectrum,
tf = oc means that no action is taken (i.e., we simply wait for the vehicie; no customers
are reassigned to other routes).
Note that the reassignment (from vehicie k to vehicie k’) of the customer associated
with location k can be canceled, if vehicie k actuaily arrives at k before vehicle k’. if, at
this time, vehicle k’ has not yet reached the predecessor of k in its current planned route,
k s simply removed from it. Otherwise, vehicie k’ reaches jk without servicing it. in Figure
1, customer k = u may thus stili be serviced by the same vehicle, if the latter arrives at u




customer assigned to another route current movement
( ) current destination — — cancelled movement
next customer to be serviced planned movement
FIG. 3.1 — Reassignment of ciistomers
30
Vehicle arrivai at current destination
When the actuai arrivai time cf the vehicie is known, the route schedule is updated. The
response to this event is described below in the “standard situation” with no canceliation
cf a previous customer reassignment.
1. if (k = k) theil
1.1 3k 8k — {jk};
•k k1.2j
—(3+1)




Just before departure from the current iocation, the short-term forecast is introduced te
caicuiate the travel time to the next customer iocation and the route scheduie is updated
accordingiy. The TTL cf the vehicie route is aiso caicuiated. More precisely
1 k jk;
2. introduce the short term forecast into the travei time and update the pianned arrivai
times in 8k
3. TTLktk+tf.




For testing purposes, Solomon’s VRPIW benchmark probiems were used. These 100-
customer Euclidean probiems are divided into six different classes, depending on the spatial
distribution of customers and length of the scheduling horizon. In problems of type C (dus
tered), the customers are grouped into well-defined geographic clusters; in problems of type
R (Random), they are randomly distributed; and in problems of type RC, both clustered and
randomly generated customer locations are found. Here, the focus is on the three problem
classes C2, R2 and RC2, which are particuiarly interesting for this study because the time
horizon is larger and more customers are scheduied on each route. In ail these problems, the
travel times correspond to Euciidean distances.
Haif of the customers were used to generate the initial set of routes. The occurrence
of each remaining (dynamic) customer j was generated at time e * r, where r is a ran
dom number uniformly distributed between O and 1. Three different time periods of equal
length were defined (morning, lunch time, afternoon). Time-dependency was obtained by
multiplying the travel times by coefficients 1.25, 0.5 and 1.25, respectiveiy. Thus, the ve
hicles travel faster during lunch time. The short-term bias was obtained by perturbing the
coefficients with a random value uniformiy chosen in the interval [-0.1,+0.1]. The dynamic
perturbations were generated according to a normal law of mean 0, with small (u = 1, 4)
or large (u = 32, 64) standard deviations. In this study, only delays to the current schedule
were considered. Thus, a negative value was simply reset to O (no perturbation).
The number of vehicles for each problem instance was set to the number of routes
associated with the best known (static) solution. Different settings for the tolerance level tf
were considered, ranging from tf O to tf = oo. In the first case, the reassignment of the
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u=1 o=4 o=32 u=64
Ï1 2.064 2.119 4.006 4.799
1 1.278 1.666
2 1.040 1.699 3.688 4.743
4 1.012 1.549 3.602 4.893
8 1.016 1.254 2.884 4.288
16 1.024 1.232 3.410 3.808
32 1.003 1.168 3.488 4.208
64 1.000 1.158 4.555 5.712
96 4.755 6.554
128 — 4.631 6.810
cc 1.009 1.198 4.683 6.973
TAB. 3.1 — Problem class R2
next customer to be serviced is performed as soon as the vehicie does flot show up at the
pianned arrivai time. In the second case, nothing is done, as we aiways wait for the vehicle.
intermediate values correspond to different levels of tolerance (i.e., we are willing to wait
for the vehicle, but oniy to a certain extent).
In Tables 3.1 to 3.3, the solution values correspond to f (S) with c = ci3 1
(see Section 3.2). Each entry in these three tables is an average taken over 11, 8 and 8
problem instances, respectively. Each entry in a given table is aiso normalized using the best
average obtained over ail u and tf values. Dotted unes correspond to parameter values that
were not tested (due to their limited interest).
These resuits show that problems associated with iarger u values are more difficuit to
solve (as the magnitude of the dynamic perturbations increases). For probiems with u =
1, 4, the best resuits are obtained with reiativeiy large values of tf (i.e. tf > 4u). Thus,
it is better to wait for the vehicie’s arrivai, given that events with more than four standard
deviations are unlikeiy to occur. ut aiso means that the small variations observed between
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7 crrrrl u=4 u=32 u=64
0 3.153 3.038 4.165 5.128
1 1.501 2.781 —
2 1.088 2.431 3.808 4.454
4 1.022 1.788 3.758 4.375
8 1.001 1.240 3.652 4.263
16 1.018 1.164 2.369 4.633
32 1.018 1.161 2.362 2.750
64 1.000 1.195 1.740 2.428
96 — 1.944 2.132
128 1.891 2.689
cc 1.012 1.184 2.300 3.173
TAB. 3.2 — Problem class C2
tf u=1 u=4 u=32 urr64
0 1.716 1.832 2.915 3.460
1 1.237 1.660 —
2 1.025 1.616 2.915 2.990
4 1.026 1.219 2.593 2.665
8 1.008 1.203 2.608 2.601
16 1.000 1.253 2.615 2.451
32 1.006 1.266 2.139 2.854
64 1.013 1.246 2.962 3.309
96 3.295 3.832
128 3.346 3.800
oc 1.005 1.276 3.545 4.013
TAB. 3.3 — Problem class RC2
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tf=4 and tf = oc with u = 1, and between tf=l6 and tf = oc with u = 4, are mostly
due to randomness. The picture is quite different with u=32, 64. Although there is some
variation with regard to the best tf value, the latter is always less than or equal to 2u.
The reassignment strategy is thus applied in a non negligible number of cases and with
substantial benefits, if one considers the degradation observed when no such reassignment
takes place (c.f., tj = oc).
3.6 Conclusion
The insertion of new customer requests into the current planned routes, as it s done
here, closely follows the problem-solving behavior of human dispatchers. The results of this
study indicate that some tolerance to unforeseen delays is indicated for better solutions to
emerge. Clearly, more sophisticated optimization techniques based on local search could be
applied to generate better solutions. The use of these powerful tools might lead to smaller
tolerance factors, as reoptimization would alleviate the undesirable effects associated with
modifications to the current solution. 0f course, the computation times of these sophistica
ted methods could flot be considered negligible anymore, and would lead to considerations
about CPU time/solution quality trade-offs. More sophisticated ways of setting the tolerance
factor tf would also be indicated. Rather than using fixed values, customer and solution
dependent tolerance factors should be devised. For example, different classes of customers
may lead to different tolerances. Similarly, the tolerance on routes with more slack time
should probably be larger than on “tight” routes.
Chapitre 4
Implémentation
L’algorithme présenté au chapitre 3 a été intégré dans un cadre général conçu pour le
développement d’applications temps réel distribuées et dynamiques [4]. Ce cadre repose sur
une architecture multi-agents qui est décrite dans la suite.
4.1 Introduction aux agents
Il n’y a pas une définition largement acceptée de la notion d’agent. Généralement, le
terme “Agent” s’applique à un programme qui exécute des taches de façon autonome
et communique avec d’autre agents. Plus précisément, on retrouve habituellement les ca
ractéristiques suivantes
• Autonomie les agents opèrent sans l’intervention directe d’humains et peuvent
contrôler leurs activités et états.
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• Reactivité les agents sont sensibles leur environnement et répondent aux chan
gements de façon opportune.
• Complexité : l’environnement est souvent mal connu et les événements qu’il émet
demeurent imprévus dans le temps et parfois par leur nature même.
• Pro-activité : un agent ne fait pas que simplement réagir son environnement. Il
est capable de démontrer un comportement plus complexe, en prenant des initiatives
visant un but particulier.
• Capacité sociale : les agents communiquent entre eux (et possiblement avec un
humain).
4.2 Architecture du système
Le cadre que nous réutilisons et spécialisons pour notre application en répartition de
véhicules est caractérisé par une architecture distribuée multi-agents et se compose de
trois classes d’agents appelés Agent Environnement, Agent Complexe et Agent Supervi
seur. L’Agent Environnement modélise tout objet qui émet des événements au répartiteur,
comme les clients qui envoient des requêtes au répartiteur. L’Agent Complexe joue le rôle
du répartiteur. Il est responsable de réagir adéquatement aux événements et implémente
les algorithmes présentés au Chapitre 3. L’Agent Superviseur voit à la bonne marche du
système et essaie de répartir les taches adéquatement lorsque plusieurs Agents Complexes
sont impliqués (ce qui n’est pas le cas ici ; dans notre contexte, nous supposons qu’il n’y a
qu’un seul répartiteur).
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4.2.1 Tâches réalisées par l’Agent Superviseur
L’Agent Superviseur réalise les taches suivants
o li maintient un registre d’objets reflétant l’état des Agents Complexes.
o Il reçoit les requêtes d’enregistrement des Agents Complexes.
o Il désigne un Agent Complexe et lui transmet une requête de délégation lorsque celle-ci
ne peut être traitée avec les contraintes temporelles de l’Agent Complexe qui l’a reçue
au préalable.
o Il sauvegarde l’identification de l’Agent Environnement.
4.2.2 Tâches réalisées par l’Agent Environnement
L’Agent Environnement réalise les tkhes suivantes
o Génère les événements destinés aux Agents Complexes. Les événements sont générés
selon des scénarios qui modélisent un environnement particulier. Par exemple, différentes
lois de probabilité pour l’arrivée des requêtes peuvent être considérées.
4.2.3 Tâches réalisées par l’Agent Complexe
Cet agent recherche le type d’actions (méthodes) déclencher à partir des caractéristiques
de l’événement émis par l’environnement. Dans notre cas, l’Agent Complexe représente un
répartiteur avec un comportement défini par les algorithmes présentés dans les chapitres
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précédents. Ainsi, dépendant de l’événement (nouvelle requête, retard,
...), il déclenche un
traitement qui modifie la solution courante de façon appropriée.
4.3 Les outils pour l’implémentation de notre ap
plication
4.3.1 Technologie RMI
Dans notre système, les communications entre les agents sont réalisées avec Java RMI
(Remote Method Invocation). II s’agit d’un mécanisme qui permet d’invoquer de façon trans
parente un objet qui existe dans un autre espace d’adresses (correspondant, par exemple,
à une autre machine). Il diffère ainsi des autres systèmes lors d’une exécution à distance,
puisqu’il permet de transmettre n’importe quel type d’objet utilisé par Java, et n’est pas
restreint aux types simples de données. Java/RMI repose sur un protocole, appelé “Java Re
mote Method Protocol (JRMP)”, et dépend beaucoup du concept d” ‘Objet-Serialization”,
qui permet de transmettre les objets sous forme de flot de données.
Java RMI utilise le mécanisme client-serveur comme modèle de communication entre les
objets avec la possibilité pour le même objet de se comporter comme serveur pour les uns
et clients pour d’autres objets. A chaque objet serveur Java/RMI (Java Virtual Machine
- JVM) est associée une interface qui peut être utilisée pour accéder au serveur à partir
d’une autre machine. L’interface déclare un ensemble de méthodes qui sont des indications
des services fournis par l’objet serveur. Pour qu’un client puisse localiser un objet serveur
la première fois, RMI utilise un mécanisme de dénomination, appelé RMlRegistry. Un client
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Java/RMI acquiert une référence un objet serveur Java/RMI en consultant le registre, ce
qui lui permet ensuite d’invoquer des méthodes sur l’objet serveur comme s’il était dans son
espace d’addresses. Comme Java/RMI est construit sur Java, il peut être employé sur des
plates-formes qui opèrent avec des systèmes d’exploitations très différents, comme UNIX et
Windows.
4.3.2 L’interface Java Gui
Dans notre système, nous utilisons la technologie Java GUI (Graphical User Interface)
afin de rendre l’interface la plus facile d’utilisation possible. Une interface graphique GUI est
une interface de dialogue entre un utilisateur et une application. Elle présente en général di
vers composants sur l’écran (boutons, listes, zones de texte, etc...), de façon compréhensible
et conviviale pour un utilisateur. Une telle interface doit être dynamique et réagir aux ac
tions de l’utilisateur (clic sur un bouton, choix d’un élément dans une liste, saisie de texte,
déplacement du curseur, sélection d’une commande dans un menu, etc.).
Une interface graphique se compose d’une fenêtre principale (de type Windows pour
une application, ou de type panel pour une Apptet) , dans laquelle on peut placer d’autres
composants. Il existe des méthodes pour ajouter, retirer, redimensionner et positionner des
composants. Le paquet java.swing contient l’ensemble des classes utilisées pour construire
et gérer l’interface dans une application. Pour utiliser l’ensemble de ces classes, il faut mettre
en tête du fichier source
import javax.swing.*
On peut également dessiner directement sur un composant graphique, et y poser des
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chaînes de caractères, des dessins et des images. De plus, la méthode getGraphics() permet
de récupérer le contexte graphique de tout composant (couleurs, taille, dessin,...). Ainsi,




L’Agent Superviseur est représenté par une instance de la classe SupAgent. Le registre
des Agents Complexes est un objet de la classe Registre qui offre une structure de sauvegarde
(Vector, Hashtable...) et des méthodes pour
• Ajouter un élément (ajouter(EtatAgent))
• Modifier un élément (modifier(EtatAgent))
• Chercher un élément (trouverQ)
La classe SupAgent possède deux objets membres qui permettent de réaliser les com
munications. Il s’agit de deux instances, respectivement de la classe imbriquée (Inner class)




La classe DialogServer implémente l’interface RMI de l’Agent Superviseur(Suplnterface).
Nous présentons ci-dessous les méthodes principales dans cette classe
• DeclarEnvO : Pour déclarer l’Agent Environnement.
• lnscrire(EtatAgent) : Pour déclarer un Agent Complexe auprès de l’Agent Superviseur.
L’Agent Complexe envoie un objet EtatAgent en paramètre.
• lnformer(EtatAgent) : Utilisé par un Agent Complexe pour informer d’un changement
d’état.
• ShowO : Utilisé pour récupérer le contenu du registre des Agents Complexes.
Côté Client
La classe DialogClient fait appel à la méthode setDelegEvt (Evenement) de l’interface
RMI de la classe Agent Complexe.
4.4.2 Agent Environnement
Il s’agit d’une instance de la classe EnvAgent qui possède les membres suivants
Un objet de la classe DialogServer
Cette classe implémente l’interface RMI de l’Agent Environnement (Envlnterface).
Elle définit donc la méthode suivante
• GetMyEvts(ldAgent) : elle permet à un Agent Complexe de récupérer les événements
qui lui sont destinés en communiquant avec l’Agent Environnement.
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o Un objet de la classe DialogClient
On retrouve deux méthodes
• Inscrire (IdEnv) : Pour déclarer l’identité de l’Agent Environnement auprès de
l’Agent Superviseur.
• Liste() t pour récupérer la liste de tous les Agents Complexes déclarés auprès de
l’Agent Superviseur
o Un objet de la classe SortieMessage
Cette classe, qui permet d’acheminer des messages à l’interface graphique de l’Agent
Environnement, a été conye afin de séparer l’interface de la partie traitement au sein
de cet agent.
Le simulateur qui génère les événements (pour les résultats numériques décrits au Cha
pitre 3) s’intègre dans cet agent et envoie les événements à l’Agent Complexe.
4.4.3 Agent Complexe
Un ensemble d’objets instanciant des classe imbriquées
o Classe DialogServer
Implémente l’interface RMI de l’Agent Complexe. Elle propose à ses clients les prin
cipales méthodes suivantes
• SetDelegEvt(Evenement) t Utilisé par l’Agent Superviseur pour déléguer un événement
à l’Agent Complexe.
• SetEvt(Evenement) t Utilisé par l’Agent Environnement pour envoyer un événement
à l’Agent Complexe.
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• lnserer_dans_Ia_route(...) : Traite une nouvelle requête provenant de l’Agent Envi
ronnement.
• lnserer_dans_la_route_a(...) : Traite la situation où un véhicule ne peut arriver sa
destination courante au temps de tolérance limite.
• Si_inserer]a_route(...) Traite la situation où un véhicule ne peut arriver un client
dans la route planifiée son temps de tolérance limite.
Les algorithmes qui réalisent le traitement des événements transférés par l’Agent
Environnement sont intégrés dans cette classe. Une déclaration de ces méthodes
est faite dans l’interface RMI de l’Agent Complexe.
Classe DialogClient
Cette classe définit des méthodes qui permettent d’adresser des requêtes aux interfaces
des autres agents (Agent Superviseur, Agent Environnement)
• lnscrire(EtatAgent) Pour se déclarer auprès de l’Agent Superviseur
• lnformer(EtatAgent) : Pour informer l’Agent Superviseur d’un changement d’état.
• Deleguer(EtatAgent, Evenement) : Pour adresser une requête de délégation d’un
événement à l’Agent Superviseur.
4.5 Interfaces utilisateur associées aux Agents
À chaque Agent est associé une interface graphique pour pouvoir l’initialiser, changer
ses paramètres de configuration ou pour suivre son évolution.
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4.5.1 Interface Agent Environnement
Cette interface offre des zones pour la localisation de l’Agent Superviseur et pour l’iden
tification de l’Agent Environnement, tel qu’illustré la Figure 4.1. En cliquant sur le bouton
“Scenario” on obtient ensuite l’interface illustrée la Figure 4.2. En choisissant un des
scénarios dans la liste déroulante obtenue, on peut générer des événements selon l’environ
nement particulier que nous modélisons.
Une fois le choix effectué, on doit le valider pour le rendre effectif en cliquant sur le
bouton “Valider”.
4.5.2 Interface Agent Complexe
Cette interface offre des zones pour le choix du nom de l’Agent Superviseur et de l’Agent
Complexe, tel qu’illustré à la Figure 4.3.
Le comportement de l’Agent Complexe intègre deux bases de règles. La première permet
de raffiner les événements (e.g., associer une durée à un événement). La seconde permet
de faire associer aux événements la meilleure strategie (e.g., si l’événement est une nouvelle
requête alors déclencher l’algoritheme d’insertion).
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FIG. 4.1 — Agent Environnement
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4.5.3 Interface Agent Superviseur
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FIG. 4.2 — Choix de scénario
IMPLÉMENTATION 47
CompIexnt
Supeiv:rAgen± Location t Complex Agent Identification 1
Address t Port: Name: Port
1127.00.1 I I I j 1099
Scheduling Algorithm
FIIêRtLeueII FIRiIt*uelH I I_FIFO — ‘V
Messages
[nne.I P__________ t______
FIG. 4.3 — Agent Complexe




j p CI) C) JD C)
ê ri ‘f. ri ‘p Ç,. ‘f-
-
t’ o ‘j, ‘j,




Dans ce mémoire, nous avons étudié différentes façons de réagir lorsque des événements
imprévus, qui affectent les temps de parcours des véhicules, surviennent (dans le contexte
d’un service de courrier rapide). C’est une des premières études, sinon la première, où l’on
considère la fois des requêtes dynamiques et des temps de parcours dynamiques. Les
résultats démontrent que les réactions “extrêmes” ne sont pas profitables (i.e., ne pas réagir
du tout ou réagir dès qu’un retard, si minime soit-il, est observé).
Les développements futurs sont de plusieurs ordres et sont énumérés dans la suite.
Distributions de probabilité variées pour les événements : On pourrait évidemment
analyser l’effet de distributions de probabilité variées sur les résultats. Différentes lois de dis
tribution pourraient être envisagées autant pour l’arrivée des requêtes que pour la génération
des événements imprévus affectant les temps de parcours.
Tolérances variées Dans ce travail, la tolérance est fixe. On pourrait toutefois utiliser des
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tolérances différentes, en considérant la route planifiée courante ou le client. Par exemple,
si la route contient beaucoup de temps d’attente, on pourrait se permettre d’être plus
patient et considérer une tolérance plus élevée (et inversement). Un raisonnement similaire
s’applique en fonction de l’importance du client.
Extensions an code Le présent code peut être étendu en tui ajoutant de nouvelles
fonctionnalités. Par exemple, l’Agent Complexe pourait être exécuté automatiquement avec
plusieurs scénarios d’opération différents [6]. On pourrait également considérer plusieurs
Agents Complexes qui représenteraient plusieurs répartiteurs qui communiquent et colla
borent ensemble afin d’augmenter la qualité de service..
Modélisation plus réaliste : Une variante du modèle présenté au chapitre 3, et qui colle
davantage la réalité, a été abordée mais n’a pas encore été complètement implémentée.
On assume ici que la connaissance d’un événement ayant un impact sur le temps de parcours
d’un véhicule est immédiate (ou quasi-immédiate). Autrement dit, on n’a pas attendre
jusqu’au moment d’arrivée prévu du véhicule sa destination courante pour réaliser qu’un
événement anormal s’est produit. Bien sûr, la durée ou l’impact de l’événement sur le temps
de parcours du véhicule doit alors être estimé, car on ne peut alors en avoir une connaissance
exacte. Dans un premier temps, on pourrait toutefois supposer que cet estimé est exact.
Ceci implique également que les autres véhicules pourraient être redirigés vers des requêtes
se trouvant sur la route planifiée du véhicule en difficulté, et ce avant même d’arriver leur
destination courante ce qu’on appelle “diversion” dans la littérature. Le même raisonnement
s’applique dans le cas du véhicule en difficulté (i.e., il n’y aurait plus nécessité pour lui de
se rendre à sa destination courante, et il pourrait donc être redirigé ailleurs). Ce modèle est
évidemment plus complexe que le précédent, mais il est aussi plus réaliste, car il suppose un
mode de communication plus continu entre la centrale de répartition et les véhicules.
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En se basant sur l’estimé (qu’on considère fiable), il deviendrait alors possible de réaffecter
en bloc toutes les requêtes pour lesquelles le nouveau temps d’arrivée prévu du véhicule
dépasse la tolérance (voire Figure 5.1).




FIG. 5.1 — Réaffectation en bloc des clients u, y, w selon l’estimé
Il existe donc de multiples avenues de recherche qu’il serait intéressant d’explorer. En




Client affecté à une autre route Mouvement courant
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